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Abstract
We establish the Gaussian Multi-Bubble Conjecture: the least Gaussian-weighted perime-
ter way to decompose Rn into q cells of prescribed (positive) Gaussian measure when
2 ≤ q ≤ n+1, is to use a “simplicial cluster”, obtained from the Voronoi cells of q equidistant
points. Moreover, we prove that simplicial clusters are the unique isoperimetric minimizers
(up to null-sets). The case q = 2 recovers the classical Gaussian isoperimetric inequality,
and the case q = 3 recovers our recent confirmation of the Gaussian Double-Bubble Con-
jecture, using a different argument. To handle the case q > 3, numerous new ideas and
tools are required: we employ higher codimension regularity of minimizing clusters and
knowledge of the combinatorial incidence structure of its interfaces, establish integrability
properties of the interface curvature for stationary regular clusters, derive new formulae
for the second variation of weighted volume and perimeter of such clusters, and construct
a family of (approximate) inward vector-fields, having (almost) constant normal compo-
nent on the interfaces of a given cell. We use all of this information to show that when
2 ≤ q ≤ n + 1, stable regular clusters must have convex polyhedral cells, which is the main
new ingredient in this work (this was not known even in the q = 3 case).
1 Introduction
Let γ = γn denote the standard Gaussian probability measure on Euclidean space (Rn, ∣⋅∣):
γn ∶= 1(2π)n2 e
− ∣x∣2
2 dx =∶ e−W(x) dx.
More generally, if Hk denotes the k-dimensional Hausdorff measure, let γk denote its
Gaussian-weighted counterpart:
γk ∶= e−W(x)Hk.
The Gaussian-weighted (Euclidean) perimeter of a Borel set U ⊂ Rn is defined as:
Pγ(U) ∶= sup{∫
U
(divX − ⟨∇W,X⟩)dγ ∶ X ∈ C∞c (Rn;TRn), ∣X ∣ ≤ 1} .
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For nice sets (e.g. open sets with piecewise smooth boundary), Pγ(U) is known to agree
with γn−1(∂U) (see e.g. [37]). The weighted perimeter Pγ(U) has the advantage of being
lower semi-continuous with respect to L1(γ) convergence, and thus fits well with the direct
method of calculus-of-variations.
The classical Gaussian isoperimetric inequality, established independently by Sudakov–
Tsirelson [57] and Borell [14] in 1975, asserts that among all Borel sets U in Rn having
prescribed Gaussian measure γ(U) = v ∈ [0,1], halfspaces minimize Gaussian-weighted
perimeter Pγ(U) (see also [23, 36, 5, 11, 7, 12, 15, 43]). Later on, it was shown by Carlen–
Kerce [18] (see also [24, 43, 39]), that up to null-sets, halfspaces are in fact the unique min-
imizers for the Gaussian isoperimetric inequality. These results are the Gaussian analogue
of the classical unweighted isoperimetric inequality in Euclidean space (Rn, ∣⋅∣), which states
that Euclidean balls uniquely minimizes (up to null-sets) unweighted perimeter among all
sets of prescribed Lebesgue measure [16, 37].
In this work, we extend these classical results for the Gaussian measure to the case of
clusters. A q-cluster Ω = (Ω1, . . . ,Ωq) is a q-tuple of Borel subsets Ωi ⊂ Rn called cells,
such that {Ωi} are pairwise disjoint, Pγ(Ωi) <∞ for each i, and γ(Rn ∖⋃qi=1Ωi) = 0. Note
that the cells are not required to be connected. The total Gaussian perimeter of a cluster
Ω is defined as:
Pγ(Ω) ∶= 1
2
q
∑
i=1
Pγ(Ωi).
The Gaussian measure of a cluster is defined as:
γ(Ω) ∶= (γ(Ω1), . . . , γ(Ωq)) ∈∆(q−1),
where ∆(q−1) ∶= {v ∈ Rq ∶ vi ≥ 0 , ∑qi=1 vi = 1} denotes the (q − 1)-dimensional probability
simplex. The isoperimetric problem for q-clusters consists of identifying those clusters
Ω of prescribed Gaussian measure γ(Ω) = v ∈ ∆(q−1) which minimize the total Gaussian
perimeter Pγ(Ω).
Note that easy properties of the perimeter ensure that for a 2-cluster Ω, Pγ(Ω) =
Pγ(Ω1) = Pγ(Ω2), and so the case q = 2 corresponds to the classical isoperimetric setup
when testing the perimeter of a single set of prescribed measure. In analogy to the classical
unweighted isoperimetric inequality in Rn, we will refer to the case q = 2 as the “single-
bubble” case (with the bubble being Ω1 and having complement Ω2). Accordingly, the
case q = 3 is called the “double-bubble” problem, and the case of general q is referred to
as the “multi-bubble” problem. See below for further motivation behind this terminology
and related results.
A natural conjecture is then the following:
Conjecture (Gaussian Multi-Bubble Conjecture). For all 2 ≤ q ≤ n+1, the least Gaussian-
weighted perimeter way to decompose Rn into q cells of prescribed Gaussian measure v ∈
int∆(q−1) is by using “simplicial clusters”, obtained as the Voronoi cells of q equidistant
points in Rn.
Recall that the Voronoi cells of {x1, . . . , xq} ⊂ Rn are defined as:
Ωi = int{x ∈ Rn ∶ min
j=1,...,q
∣x − xj ∣ = ∣x − xi∣} i = 1, . . . , q ,
where int denotes the interior operation (to obtain pairwise disjoint cells).
Indeed, when q = 2, the cells of a simplicial cluster are precisely halfspaces, and the
single-bubble conjecture holds by the classical Gaussian isoperimetric inequality. The sim-
plest case beyond q = 2 is the double-bubble case (q = 3 and v ∈ int∆(2)), when the interfaces
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Figure 1: A simplicial cluster with four cells in R3 (intersected
with a Euclidean ball).
of a simplicial cluster’s cells are three half-hyperplanes meeting along an (n−2)-dimensional
plane at 120○ angles (forming a tripod or “Y” shape in the plane). Simplicial clusters are
the naturally conjectured minimizers in the range 3 ≤ q ≤ n + 1 as their interfaces have
constant Gaussian mean-curvature (being flat), and meet at 120○ angles in threes, both of
which are necessary conditions for any extremizer of Gaussian perimeter under a Gaussian
measure constraint – see Section 4. Equal measure simplicial clusters also naturally appear
in other related problems (see e.g. [29] and the references therein). The Gaussian Double-
Bubble Conjecture (case q = 3) was recently established in our previous work [40], after
prior confirmation in the range maxi=1,2,3 ∣vi − 1/3∣ ≤ 0.04 by Corneli-et-al [20]. To the best
of our knowledge, no prior results on the Gaussian Multi-Bubble Conjecture in the range
q > 3 were known.
Our main results in this work are the following:
Theorem 1.1 (Gaussian Multi-Bubble Theorem). The Gaussian Multi-Bubble Conjecture
holds true for all 2 ≤ q ≤ n + 1.
Theorem 1.2 (Uniqueness of Minimizing Clusters). Up to null-sets, simplicial q-clusters
are the unique minimizers of Gaussian perimeter among all q-clusters of prescribed Gaus-
sian measure v ∈ int∆(q−1), for all 2 ≤ q ≤ n + 1.
1.1 Previously Known and Related Results
The Gaussian Multi-Bubble Conjecture is known to experts. Presumably, its origins may
be traced to an analogous problem of J. Sullivan from 1995 in the unweighted Euclidean
setting [58, Problem 2], where the conjectured uniquely minimizing q-cluster (up to null-
sets) for q ≤ n + 2 is a standard (q − 1)-bubble – spherical caps bounding connected cells{Ωi}qi=1 which are obtained by taking the Voronoi cells of q equidistant points in Sn ⊂
R
n+1, and applying all stereographic projections to Rn. That the standard (q − 1)-bubble
in unweighted Euclidean space exists and is unique (up to isometries) for all volumes
was proved by Montesinos-Amilibia [41]. Similarly, on the (unweighted) sphere Sn, where
spherical caps are known to uniquely minimize perimeter (up to null-sets) [16], the Spherical
Multi-Bubble Conjecture asserts that the uniquely perimeter minimizing q-cluster (up to
null-sets) for q ≤ n+ 2 is a standard spherical (q− 1)-bubble – a stereographic projection of
a standard (q − 1)-bubble in Rn. See also Schechtman [53] for a formulation of the equal
volumes case of the Gaussian Multi-Bubble Conjecture.
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In the double-bubble case q = 3, various prior results have been established in a variety
of settings. As the main focus of this work is the case q > 3, we refer the reader to
F. Morgan’s excellent book [44, Chapters 13,14,18,19] and to our previous work [40] for a
more detailed account of the double-bubble case, and only mention here a few key results.
In the unweighted Euclidean setting Rn, despite being long believed to be true, the double-
bubble case first appeared explicitly as a conjecture in an undergraduate thesis by J. Foisy
in 1991 [26]. It was considered in the 1990’s by various authors [27, 28], culminating
in the work of Hutchings–Morgan–Ritore´–Ros [31], who proved that up to null-sets, the
standard double-bubble is uniquely perimeter minimizing in R3; this was later extended
to Rn in [50, 49]. The Spherical Double-Bubble Conjecture was resolved on S2 by Masters
[38], but on Sn for n ≥ 3 the conjecture remains open, and only partial results are known
[22, 21, 20]. As already mentioned, the Gaussian Double-Bubble Conjecture was recently
resolved in our previous work [40], where Theorems 1.1 and 1.2 were established for the
case q = 3 and n ≥ 2. Theorem 1.1 for q = 3 and n ≥ 2 was previously established when
maxi=1,2,3 ∣vi − 1/3∣ ≤ 0.04 by Corneli-et-al [20], who simultaneously obtained an analogous
result (along with uniqueness) on Sn.
In the triple-bubble case q = 4, Wichiramala proved in [62] that the standard triple-
bubble is uniquely perimeter minimizing in the unweighted Euclidean plane R2. We are
not aware of any other (even partial) isoperimetric results on multi-bubbles when q > 3
prior to this work, not in any of the above settings, nor in any other.
It is therefore not surprising that we do not employ in this work the traditional ingre-
dients used in the above mentioned results, such a B. White’s symmetrization argument
(see [26, 30]), or Hutchings’ theory [30] of bounds on the number of connected components
comprising each cell of a minimizing cluster. Contrary to previous approaches, we do not
identify the minimizing clusters by systematically ruling out competitors, and in fact we do
not characterize them at all in our proof of Theorem 1.1 (the characterization is obtained
only later in Theorem 1.2). We do not know how to use other tools from the Gaussian
single-bubble setting such as tensorization [11], semi-group methods [5], martingale meth-
ods [7] or parabolic techniques [15], even after a possible reduction to the case n = q − 1
via methods such as localization (cf. [12]). We do not even know how to directly obtain a
sharp lower bound on the perimeter of a cluster having prescribed measure v ∈ ∆(q−1).
The starting point of our approach is the idea from our previous work [40] of obtaining
a matrix-valued partial differential inequality (PDI) on the associated isoperimetric profile;
in the next subsection, we explain why in the double-bubble setting of [40] the desired
PDI was obtained with relative ease, and why this cannot be extended to handle the case
q > 3. We then describe some of the new ideas and ingredients we need for obtaining the
aforementioned PDI for general 2 ≤ q ≤ n + 1. In particular, we need to first show that (in
the latter range for q) stable regular q-clusters necessarily have flat interfaces, a difficult
result of independent interest, which we could (and did) bypass in [40].
1.2 Difference with Double-Bubble Case
Let I(q−1) ∶ ∆(q−1) → R+ denote the Gaussian isoperimetric profile for q-clusters, defined
as:
I(q−1)(v) ∶= inf{Pγ(Ω) ∶ Ω is a q-cluster with γ(Ω) = v}.
Assume for the sake of this sketch that I(q−1) is twice continuously differentiable on
int∆(q−1). Given an isoperimetric minimizing cluster Ω with γ(Ω) = v ∈ int∆(q−1), let
Aij(v) ∶= γn−1(∂∗Ωi ∩ ∂∗Ωj), i < j, denote the weighted areas of the cluster’s interfaces,
where ∂∗U denotes the reduced boundary of a Borel set U having finite perimeter (see
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Section 3). Assume again for simplicity that Aij(v) are well-defined, that is, depend only
on v.
Let E = E(q−1) denote the tangent space to ∆(q−1), which we identify with {x ∈ Rq ∶
∑qi=1 xi = 0}. Given A = {Aij}1≤i<j≤q with Aij ≥ 0, we consider the following q × q positive
semi-definite matrix:
LA ∶= ∑
1≤i<j≤q
Aij(ei − ej)(ei − ej)T . (1.1)
In fact, as a quadratic form on E, it is easy to show that LA(v) for A(v) = {Aij(v)} is
strictly positive-definite whenever v ∈ int∆(q−1) (see Lemma 7.11).
Following our approach from [40], our goal in this work is to show that the following
matrix-valued differential inequality holds:
∇2I(q−1)(v) ≤ −L−1A(v) on int∆(q−1), (1.2)
as quadratic forms on E (differentiation and inversion are both carried out on E as well).
Once this is established, Theorem 1.1 will follow exactly as in [40]; let us briefly recall why.
Let I
(q−1)
m ∶ int∆(q−1) → R+ denote the Gaussian multi-bubble model profile:
I(q−1)m (v) ∶= Pγ(Ωm) where Ωm is a simplicial q-cluster with γ(Ωm) = v
(see Section 2 for why this is well-defined). It is not too hard to show that I
(q−1)
m may
be extended continuously to the entire ∆(q−1) by setting I(q−1)m (v) ∶= I(k)m (vJ) for v ∈ J ,
where J is a k-dimensional face of ∂∆(q−1), and vJ is the natural restriction of v to the
coordinates defined by J . Our goal is to show that I(q−1) = I(q−1)m on int∆(q−1); we clearly
have I(q−1) ≤ I(q−1)m on ∆(q−1), and we may assume that equality occurs on the boundary
by induction on q. A direct calculation verifies that:
∇2I(q−1)m (v) = −L−1Am(v) on int∆(q−1), (1.3)
where Am(v) = {Amij (v)} denote the weighted areas of the model cluster Ωm’s interfaces.
Consequently, (1.2) and (1.3) imply that:
− tr[(∇2I(q−1)(v))−1] ≤ tr(LA(v)) = 2∑
i<j
Aij(v) = 2I(q−1)(v) on int∆(q−1) (1.4)
with equality when I(q−1) and A are replaced by I(q−1)m and Am, respectively. Since I(q−1) ≤
I
(q−1)
m on ∆
(q−1) with equality on the boundary, an application of the maximum principle for
the (fully non-linear) second-order elliptic PDE (1.4) will yield the desired I(q−1) = I(q−1)m .
The bulk of this work is thus aimed at establishing a rigorous (approximate) version of
(1.2). To this end, we consider an isoperimetric minimizing cluster Ω, and perturb it using
a flow Ft along an (admissible) vector-field X . Since:
I(q−1)(γ(Ft(Ω))) ≤ Pγ(Ft(Ω)) (1.5)
with equality at t = 0, we deduce (at least, conceptually) that the first variations must
coincide and that the second variations must obey the inequality (this idea is well-known
in the single-bubble setting, see e.g. [56, 45, 34, 51, 9, 33, 8]). Contrary to the single-bubble
setting, the interfaces Σij = ∂∗Ωi∩∂∗Ωj will meet each other at common boundaries, which
may contribute to these variations. Fortunately, for the first variation of perimeter, these
contributions cancel out thanks to the isoperimetric stationarity of the cluster. However,
for the second variation, the boundary of the interfaces will in general have a contribution,
involving moreover the boundary curvature.
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We thus arrive to the crucial difference between the case q > 3 treated in this work
and the case q = 3 from our previous one [40]. Roughly speaking, to obtain the (q − 1)-
dimensional inequality (1.2), we need to use q − 1 independent vector-fields X (with non-
trivial action) in (1.5). If we a-priori know that for some k ≥ q − 1 the minimizing q-cluster
Ω in Rn is effectively k-dimensional, meaning that the normals to its interfaces span a
k-dimensional space N , the idea in [40] is to simply use all constant vector-fields X ≡ w
with w ∈ N , amounting to translation of the cluster Ω in the non-trivial directions; in that
case, the second variation formulae are especially simple, the curvatures of the interfaces
and their boundary do not play any role, and the desired (1.5) is fairly easily deduced in
[40] by an application of a matrix Cauchy-Schwarz inequality. Unfortunately, we do not
know how to a-priori rule out that the minimizing q-cluster might be effectively lower
dimensional (even though a-posteriori, by Theorem 1.2, we know that this is impossible).
When q = 3, the only other possibility is that the cluster is effectively one-dimensional,
in which case (1.5) was established in [40] by a direct one-dimensional construction of a
two-parameter family of (no longer constant) vector-fields. However, when q > 3, we need
to also consider the possibility that the cluster is effectively k-dimensional for 1 < k < q− 1;
note that translations will only contribute k degrees of information, whereas we require
q − 1 degrees to establish (1.5). This is already more challenging when k = 2, and becomes
a genuine challenge for k = 3 and more so for k ≥ 4, as we are required to use the full
codimension-1 and 2 regularity theory for the interface strata of a minimizing cluster in
R
k to construct our (q − 1)-parameter family of k-dimensional vector-fields (in practice,
to avoid referring to k, we perform the construction on Rn). It is precisely this a-priori
possibility which prevents us from repeating the argument from [40], and forces us to
develop an alternative and much more complicated strategy for deriving (1.5). The added
value of this alternative strategy is that we are forced to gain a deeper understanding of
the structure of stable regular clusters.
1.3 Ingredients of Proof
Let us detail some of the new ingredients which we employ to establish (1.5):
• Classical results from Geometric Measure Theory due to Almgren [3] (see also Maggi’s
excellent book [37]) ensure the existence of isoperimetric minimizing clusters and C∞
regularity of their interfaces. However, we will in addition require regularity and
structural information on the codimension-1 and 2 boundary (as a manifold) of the
interfaces Σ1 = ⋃i<j Σij , as well as information on the negligibility of the residual
topological boundary. Such results have been obtained by various authors: F. Morgan
when n = 2 [42], J. Taylor when n = 2,3 [59], and B. White [61] and very recently
M. Colombo, N. Edelen and L. Spolaor [19] when n ≥ 4. Together with elliptic
regularity results of Kinderlehrer, Nirenberg and Spruck [32], these results imply
that the codimension-1 part of the boundary of the interfaces (denoted Σ2) consists
of (n − 2)-dimensional C∞ manifolds where three of the cells locally meet (like the
cells of a simplicial 3-cluster); the codimension-2 part of the boundary (denoted Σ3)
consists of (n−3)-dimensional C1,α manifolds where four of the cells locally meet (like
the cells of a simplicial 4-cluster); and the residual topological boundary Σ4 satisfies
Hn−3(Σ4) = 0. Being slightly inaccurate in this introductory section, we call such
clusters “regular”.
• For any stationary regular cluster with respect to a measure with smooth positive
density on Rn, we establish new integrability properties of the curvature of Σ1, which
may a-priori be blowing up near Σ3. We show in Proposition 4.14 that the curvature is
in L2
loc
(Σ1)∩L1
loc
(Σ2). This is achieved using Schauder estimates for elliptic systems
of PDEs, following the reflection technique of Kinderlehrer–Nirenberg–Spruck [32].
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• The formula for the second variation of weighted area under a volume constraint for a
general cluster and admissible vector-fieldX involves integration over Σij of 7 terms, 4
of which are divergences of some vector-fields Yij . In order to justify integrating these
divergence terms by parts on Σij , replacing them with integrals on its codimension-
1 boundary ∂Σij , we establish a version of Stokes’ theorem on the manifold-with-
boundary Mij ∶= Σij ∪ ∂Σij for vector-fields which are non-compactly supported and
which may be blowing up nearMij∖Mij . The fact that the latter set has locally-finite
Hn−3-measure, enables us to handle vector-fields in L2(Σij , γn−1) ∩ L1(∂Σij , γn−2)
whose divergence is in L1(Σij , γn−1); it turns out that whenever X is compactly-
supported and avoids the singular part Σ4, the Yij ’s will indeed belong to this class
thanks to the integrability properties of our curvatures. The isoperimetric stationarity
of our minimizing cluster ensures that the contribution of 3 out of the 4 divergence
terms vanishes, yielding an elegant final formula for the second variation of weighted
area under a volume constraint:
∑
i<j
[∫
Σij
(∣∇tXnij ∣2 − (Xnij)2∥IIij∥22 − (Xnij)2)dγn−1 − ∫
∂Σij
XnijXn∂ij IIij
∂,∂
dγn−2]
(1.6)
(see Theorem 5.2 for the precise assumptions on the cluster Ω, the vector-field X ,
and the notation used above).
• Our (q − 1)-parameter family of vector-fields is constructed as follows. For each of
the q cells Ωi, we would like to construct an “inward field”: a vector-field Xi on R
n
so that Xi’s normal component X
n
i is constant 1 on Σ
1 ∩ ∂Ωi with respect to the
inward normal to Ωi, and constant 0 on Σ
1 ∖ ∂Ωi. The family is obtained by taking
linear combinations of the Xi’s, and one degree of freedom is obviously lost because
∑qi=1Xni ≡ 0 on Σ1. The idea behind this particular choice of vector-fields is that
if X = ∑qi=1 aiXi, Ft is the flow along X , and nij denotes the unit-normal to Σij
pointing from Ωi to Ωj , then:
δXV (Ω) ∶= d
dt
∣
t=0
γ(Ft(Ω)) = ⎛⎝∑j≠i∫Σij Xnijdγn−1⎞⎠
i
= (∑
j≠i
Aij(aj − ai))i = −LAa,
which already shows that the family is always (q − 1)-dimensional (as LA is positive
definite and hence full-rank on E(q−1)). In addition, when the interfaces have vanish-
ing curvature (such as for a model simplicial cluster), the expression in (1.6) for the
second variation of weighted area under a volume constraint reduces to:
∑
i<j
∫
Σij
(∣∇tXnij ∣2 − (Xnij)2)dγn−1 = −∑
i<j
Aij(aj−ai)2 = −aTLAa = −(δXV )TL−1A δXV,
(1.7)
revealing the relation to (1.2). The construction of our inward fields makes heavy use
of the structure of Σ2 and Σ3 where the different cells meet in threes and in fours, as
well as of the negligibility of Σ4. In practice, we can only ensure the above property
of the Xi’s approximately (in a variety of senses detailed in Proposition 6.1)
• All of the above components are then used in the proof of Theorem 7.2, which is
the main new ingredient in this work and of independent interest. In particular, it
verifies:
Theorem 1.3 (Stable Regular Clusters). A stable regular q-cluster in Rn (2 ≤ q ≤
n + 1) with respect to γ has convex polyhedral cells (up to null-sets), and effective
dimension at most q − 1.
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Note that in the single-bubble case q = 2, this implies that the cells must be com-
plementary halfspaces. If instead of regularity one makes the stronger assumption
that the entire topological boundary of the single-bubble is smooth, the case q = 2 of
Theorem 1.3 was proved by McGonagle and Ross in [39] (see also [6, 52]). For q ≥ 3
(including the double-bubble case q = 3), Theorem 1.3 is new.
The main challenge in establishing Theorem 1.3 is to show that all of the interfaces of
a stable regular cluster must be flat. To this end, we assume in the contrapositive that
the curvature is non-zero at some point, and produce a vector-field X which violates
stability, i.e. decreases area in second-order while maintaining the volume constraint.
As a first step, we take a linear combination X = ∑qi=1 aiXi of our inward fields, and
show that there is some linear combination so that the contribution of the curvature
terms in formula (1.6) for the second variation is strictly negative; the other terms
work in our favor. The problem is to ensure that the volume constraint is preserved
to first order: δXV = 0. When the cluster is full-dimensional (or just effectively(q − 1)-dimensional), then the map Rn ∋ w ↦ δwV ∈ E(q−1) is surjective (where we
think of w as a constant vector-field on Rn), and we can make sure that δXV = 0 by
modifying X by an appropriate w ∈ Rn. However, as already explained, we do not
a-priori know that a minimizing cluster will be effectively (q − 1)-dimensional, and
moreover, a general stable cluster may very well be effectively k-dimensional with
k < q − 1. To handle the case that the cluster Ω is dimension-deficient, we write Ω as
Ω˜×R, and perform the above construction of X˜ for Ω˜ in Rn−1; we then define X to be
the product of X˜ and a linear function on the one-dimensional fiber, yielding a flow
Ft which skews the cluster out of its product state. By oddness of the linear function,
we are ensured that δXV = 0, and it turns out that, by the Poincare´ inequality for
the one-dimensional Gaussian measure (which is saturated by linear functions), we
have just enough room to still get a negative overall second variation. This yields a
contradiction to stability, and shows that a stable regular cluster must be flat.
Stability similarly implies connectedness of the cells; convexity follows since the flat
interfaces meet on their codimension-1 boundary at 120○ angles while their lower-
dimensional boundary satisfies Hn−2(Σ3 ∪Σ4) = 0.
See also Theorem 10.1 for a refinement of Theorem 1.3, where a further description
of the convex polyhedral cells is obtained, yielding an interesting relation between a
general stable regular cluster and the canonical model simplicial cluster.
• Once we know that a stable regular cluster (and in particular, a minimizing cluster) is
flat, the formula (1.6) simplifies to (1.7), and we can use the entire (q−1)-dimensional
family of inward fields to deduce a rigorous (approximate) version of the (q − 1)-
dimensional PDI (1.2) – see Proposition 8.1.
Once Theorem 1.1 is proved, uniqueness of minimizers is established as in [40]: we
observe that all of our inequalities in the derivation of (1.2) must have been equalities,
and this already provides enough information for characterizing simplicial-clusters; the
convexity of the cells allows for a simplification of the argument from [40]. An alternative
approach for establishing uniqueness is presented in Section 10: with any stable regular
q-cluster on Rn (2 ≤ q ≤ n + 1) we associate a two-dimensional simplicial complex and
show that its first (simplicial) homology must be trivial; from this we deduce that such a
cluster must be the pull-back of a shifted canonical model cluster on E(q−1) by a linear-map
having certain properties (see Theorem 10.1); for a minimizing cluster, we show that this
map must be conjugate to an isometry, and hence the cluster must itself be a simplicial
cluster.
The rest of this work is organized as follows. In Section 2, we construct the model
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simplicial-clusters and associated model isoperimetric profile, and establish their proper-
ties. In Section 3 we recall relevant definitions and provide some preliminaries for the
ensuing calculations. In Section 4 we collect the results we require regarding isoperimetric
minimizing clusters; the proof of the curvature integrability is deferred to Appendix B.
In Section 5 we derive a generalized version of Stokes’ theorem; we then apply it to the
general formula for the second variation of weighted area under a volume constraint, whose
calculation is deferred to Appendix A, and obtain the simplified formula (1.6) for regular
stationary clusters. In Section 6 we construct our inward fields and record some of their
useful properties. In Section 7 we prove that stable regular q-clusters in Rn have convex
polyhedral cells when 2 ≤ q ≤ n + 1. In Section 8 we establish an (approximate) rigorous
version of (1.2) and prove Theorem 1.1. In Section 9 we prove Theorem 1.2. In Section 10
we provide some concluding remarks and highlight some questions which remain open.
Acknowledgement. We thank Francesco Maggi for his continued interest and support,
Frank Morgan for many helpful references, and BrianWhite for informing us of the reference
to the recent [19]. We also acknowledge the hospitality of MSRI where part of this work
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2 Model Simplicial Clusters
In this section, we construct the model q-clusters which are conjectured to be optimal
on Rn, for all q ≥ 2 and n ≥ q − 1. It will be enough to construct them on Rq−1, since by
taking Cartesian product with Rn−q+1 and employing the product structure of the Gaussian
measure, these clusters extend to Rn for all n ≥ q − 1. Actually, it will be convenient to
construct them on E(q−1), rather than on Rq−1, where recall that E = E(q−1) denotes the
tangent space to ∆ = ∆(q−1), which we identify with {x ∈ Rq ∶ ∑qi=1 xi = 0}. Strictly
speaking, we will construct them on the dual space E∗, but we will freely identify between
E and E∗ via the standard Euclidean structure. Consequently, in this section, let γ = γq−1
denote the standard (q − 1)-dimensional Gaussian measure on E, and if ϕ = e−W denotes
its (smooth, Gaussian) density on E, set γq−2 = γq−2q−1 ∶= ϕHq−2.
We will frequently use the fact that if Z ∈ E(q−1) is distributed according to γq−1, then:√
q
q − 1Zi and
Zi −Zj√
2
(i ≠ j) are distributed according to γ1. (2.1)
(for the former statement, note that the orthogonal projection of ei onto E
(q−1) is ei −
1
q ∑qj=1 ej which has norm
√
q−1
q
). We use Φ to denote the one-dimensional Gaussian
cumulative distribution function Φ(t) = γ1(−∞, t].
Define Ωmi = int{x ∈ E ∶maxj xj = xi} (“m” stands for “model”). For any x ∈ E, x+Ωm =(x +Ωm1 , . . . , x +Ωmq ) is a q-cluster, which we call a canonical model simplicial cluster, as
it corresponds to the Voronoi cells of the q-equidistant points {x+ ei − 1q ∑j ej}i=1,...,q ⊂ E.
Let Σmij ∶= ∂Ωmi ∩ ∂Ωmj denote the codimension-1 interfaces of Ωm. Observe that x + Σmij ,
the interfaces of x+Ωm, are flat, and meet at 120○ angles along codimension-2 flat surfaces.
We denote:
Amij (x) ∶= γq−2(x +Σmij ).
Lemma 2.1. The map:
E ∋ x↦ Ψ(x) ∶= γ(x +Ωm) ∈ int∆
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is a diffeomorphism between E and int∆. Its differential is given by:
DΨ(x) = − 1√
2
LAm(x), (2.2)
where, recall, LA was defined in (1.1).
Proof. Clearly Ψ(x) is C∞, since the Gaussian density is C∞ and all of its derivatives
vanish rapidly at infinity.
To see that Ψ is injective, simply note that if y ≠ x, then there exists i ∈ {1, . . . , q} such
that y ∈ x + Ωmi , and as Ωmi is a convex cone, it follows that y +Ωmi ⊊ x + Ωmi and hence
γ(y +Ωmi ) < γ(x +Ωmi ).
We now compute:
∇vΨi(x) = ∫
x+Ωm
i
∇ve−W(y) dy = ∫
x+∂Ωm
i
⟨v,n⟩e−W(y) dHq−2,
where n denotes the outward unit-normal. Note that ∂Ωmi = ⋃j≠iΣmij (the union is disjoint
up to Hq−2-null sets), and that the outward unit-normal on Σmij is the constant vector-field(ej − ei)/√2. Therefore,
∇vΨi(x) = 1√
2
∑
j≠i
⟨v, ej − ei⟩Amij (x) = − 1√
2
vTLAm(x)ei,
thereby confirming (2.2). Since each of the Amij (x) is strictly positive, LAm(x) is non-
singular (in fact, strictly positive-definite) as a quadratic form on E, and hence DΨ(x) is
non-singular as well. It follows that Ψ is a diffeomorphism onto its image.
Finally, to show that Ψ is surjective, fix R > 0 and consider the open simplex KR = {x ∈
E ∶maxi xi < R}. For any x ∈ ∂KR, there is some i with xi = R, and hence
x +Ωmi = {z ∈ E ∶ zi − xi ≥max
j
(zj − xj)}
= {z ∈ E ∶ zi −R ≥max
j
(zj − xj)}
⊂ {z ∈ E ∶ zi −R ≥ 0},
since z − x ∈ E implies that maxj(zj − xj) ≥ 0. It follows by (2.1) that for all x ∈ ∂KR,
γ(x +Ωmi ) ≤ 1 −Φ(√q/(q − 1)R) < 1 −Φ(R). In other words, if we consider the shrunken
simplex ∆R = {v ∈ ∆ ∶ mini vi ≥ 1 −Φ(R)}, then Ψ(∂KR) ∩∆R = ∅. On the other hand,
Ψ ∶ KR → Ψ(KR) is continuous and injective, and is therefore a homeomorphism by the
Invariance of Domain theorem [46]. Since ∂Ψ(KR) = Ψ(∂KR) is disjoint from ∆R, it
follows that ∆R ∩Ψ(KR) and ∆R ∖Ψ(KR) are two complementing relatively-open subsets
of the connected set ∆R. Since Ψ(0) = ( 1q , . . . , 1q ) ∈ ∆R for R > 0 large enough, it follows
that necessarily ∆R ⊂ Ψ(KR). Taking R →∞, we see that Ψ ∶ E → int∆ is surjective.
We can now give the following definition, which is well-posed according to the bijection
established in Lemma 2.1. Adopting the jargon from the Euclidean setting, note that a
cluster with q cells corresponds to q − 1 bubbles (with the last cell corresponding to the
“exterior” bubble, which is not counted).
Definition 2.2. The model isoperimetric (q − 1)-bubble profile Im ∶ int∆ → R is defined
as:
Im(v) ∶= Pγ(x +Ωm) =∑
i<j
Amij (x) for x such that Ψ(x) = γ(x +Ωm) = v.
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Ω1 Ω2
Ω3
Ω1 Ω2
Figure 2: Given the configuration on the left, we delete the small
chamber and extend the large chambers, as seen on the right.
When we need to explicitly refer to the number of bubbles involved, we will write I
(q−1)
m
and ∆(q−1) instead of Im and ∆, respectively. For completeness, we define I
(0)
m (1) = 0.
Note that thanks to the product structure of the Gaussian measure and its invariance
under orthogonal transformations, the above definition coincides with the one given in the
Introduction involving arbitrary simplicial clusters in Rn (instead of canonical ones on E).
Thanks to the next lemma, we may (and do) extend Im by continuity to the entire ∆.
Given J ⊂ {1, . . . , q} with 0 < ∣J ∣ < q, let ∆J denote the face of ∆ consisting of all v ∈ ∆
such that {i ∶ vi > 0} = J . Given v ∈ ∆J , let vJ denote its natural projection to int∆(∣J ∣−1)
obtained by only keeping the coordinates in J .
Lemma 2.3. I
(q−1)
m is C
∞ on int∆(q−1), and continuous up to ∂∆(q−1). Moreover, the
continuous extension of I
(q−1)
m satisfies
I(q−1)m (v) = I(∣J ∣−1)m (vJ)
whenever v ∈∆(q−1)J , for all J ⊂ {1, . . . , q} with 0 < ∣J ∣ < q.
The main idea in the proof of Lemma 2.3 is to take a non-degenerate q-simplicial cluster
with a few small cells, and compare it to the lower-dimensional simplicial cluster obtained
by deleting the small cells and “extending” the large cells in the natural way (see Figure 2
for an illustration). By comparing the measure and perimeter of these two clusters, we can
see how Im behaves near ∂∆.
Proof of Lemma 2.3. Since Im(v) = Pγ(Ψ−1(v) + Ωm) and both Ψ−1 and the map x ↦
Pγ(x +Ωm) are C∞ on their respective domains, it follows that Im is C∞ on int∆.
For the rest of this proof, we write Ω = Ωq for the model q-cluster Ωm on E = E(q−1), and
recall the definition of Ψ = Ψ(q) from Lemma 2.1. Given 0 < k < q, consider the embedding
E(k−1) ⊂ E(q−1) by padding with zeros the last q − k coordinates. Let Πk ∶ E(q−1) → E(k−1)
denote the orthogonal projection onto E(k−1), defined by (Πkx)i = xi − 1k ∑kj=1 xj for i =
1, . . . , k.
We now define the q-cluster Ωq←k on E(q−1) by taking Ωq←ki empty for i > k, and
Ωq←ki = int{z ∈ E(q−1) ∶ max
1≤j≤k
zj = zi}
otherwise. In other words, Ωq←k = Π−1k (Ωk). Observe that Ωi ⊂ Ωq←ki if i ≤ k, and so by the
product structure of the Gaussian measure,
γ(x +Ωi) ≤ Ψ(k)i (Πkx) ∀i ≤ k. (2.3)
Since the functions I(q−1) are symmetric in their arguments for every q, it suffices to
prove that if {vm}m ⊂ int∆(q−1) is a convergent sequence with (vm,1, . . . , vm,k) → v ∈
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int∆(k−1) then I(q−1)(vm) → I(k−1)(v). So, fix such a sequence, and define:
xm ∶= Ψ−1(vm) ∈ E(q−1) , y ∶= (Ψ(k))−1(v) ∈ E(k−1) , ym ∶= Πkxm ∈ E(k−1).
First, we observe that ym → y. Indeed, (2.3) implies that for i ≤ k,
vi = lim inf
m→∞
Ψi(xm) ≤ lim inf
m→∞
Ψ
(k)
i (ym).
But the inequality cannot be strict, since ∑ki=1 vi = 1 and
k
∑
i=1
lim inf
m→∞ Ψ
(k)
i (ym) ≤ lim infm→∞ k∑
i=1
Ψ
(k)
i (ym) = 1.
It follows that
Ψ(k)(ym)→ v, (2.4)
and since v = Ψ(k)(y) and Ψ(k) ∶ E(k−1) → ∆(k−1) is a diffeomorphism, we must have
ym → y.
Next, we claim that for every i ≤ k and j > k, xm,j − xm,i → ∞. Assume in the
contrapositive this is not the case. Then we can choose C > 0, i ≤ k, and j > k such that
(after passing to a subsequence) xm,j = minℓ>k xm,ℓ and xm,j − xm,i ≤ C for all m. Since
ym = Πkxm converges, it follows that the first k coordinates of xm differ by at most a
constant independent of m. Hence, xm,j ≤ minℓ≤k xm,ℓ + C′ (for a different constant C′).
Since xm,j ≤ xm,ℓ for ℓ > k, we have xm,j ≤minℓ=1,...,q xm,ℓ +C′. But then
xm +Ωj = {z ∈ E ∶ zj − xm,j >min
ℓ≠j
(zℓ − xm,ℓ)}
⊃ {z ∈ E ∶ zj − xm,j >min
ℓ≠j
(zℓ +C′ − xm,j)}
= {z ∈ E ∶ zj >min
ℓ≠j
zℓ −C′}.
The Gaussian measure of the latter set is strictly positive, in contradiction to the assump-
tion that vm = Ψ(xm) = γ(xm + Ω) satisfies (vm,1, . . . , vm,k) → v ∈ int∆(k−1), which in
particular implies that vm,j → 0 for j > k.
Having understood something about xm = Ψ−1(vm), we turn to the interfaces xm +Σij .
Recall that the interfaces Σij of Ω are given by Σij = {z ∈ E(q−1) ∶ zi = zj =maxℓ zℓ}, while
the interfaces Σq←kij of Ω
q←k are given by
Σq←kij =
⎧⎪⎪⎨⎪⎪⎩{z ∈ E
(q−1) ∶ zi = zj =maxℓ≤k zℓ} if i, j ≤ k
∅ otherwise.
In particular, Σq←kij ⊃ Σij as long as i, j ≤ k. On the other hand,
Σq←kij ⊂ Σij ∪ ⋃
ℓ>k
{z ∈ E(q−1) ∶ zi = zj and zℓ > zi},
meaning that
x +Σq←kij ⊂ (x +Σij) ∪ ⋃
ℓ>k
{z ∈ E(q−1) ∶ zi − zj = xi − xj and zℓ − zi > xℓ − xi}.
Recalling that i ≤ k and ℓ > k implies that xm,ℓ − xm,i →∞, we have
γq−2({z ∈ E(q−1) ∶ zi − zj = xm,i − xm,j and zℓ − zi > xm,ℓ − xm,i})→ 0
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for every ℓ > k, and so it follows that
∣γq−2(xm +Σij) − γq−2(xm +Σq←kij )∣→ 0 (2.5)
as m→∞ for every i, j ≤ k. By the product structure of the Gaussian measure, (2.4), and
continuity of I(k−1) on int∆(k−1), we know that:
∑
1≤i<j≤k
γq−2(xm +Σq←kij ) = ∑
1≤i<j≤k
γk−2k−1(ym +Σkij) = I(k−1)(Ψ(k)(ym)) → I(k−1)(v),
and hence we deduce by (2.5) that:
∑
1≤i<j≤k
γq−2(xm +Σij) → I(k−1)(v).
To conclude that I(q−1)(vm) → I(k−1)(v), we will show that the remaining terms of
I(q−1)(vm) = Pγ(xm +Ω) = ∑1≤i<j≤q γq−2(xm +Σij) are negligible:
γq−2(xm +Σij)→ 0
whenever i > k (and by symmetry, we will reach the same conclusion whenever either i > k
or j > k). For j ≤ k, this follows from the inclusion
xm +Σij = {z ∈ E ∶ zi − xm,i = zj − xm,j =max
ℓ
(zℓ − xm,ℓ)}
⊂ {z ∈ E ∶ zi − zj = xm,i − xm,j},
and the fact that xm,i − xm,j →∞, which implies by (2.1) that:
γq−2(xm +Σij) ≤ γ01 {xm,i − xm,j√
2
} → 0.
For j > k, it follows similarly by fixing a single ℓ ≤ k and using the inclusion
xm +Σij ⊂ {z ∈ E ∶ zi − xm,i = zj − xm,j ≥ zℓ − xm,ℓ}
= {z ∈ E ∶ zi − zj = xm,i − xm,j and zi − zℓ ≥ xm,i − xm,ℓ},
noting again that xm,i − xm,ℓ →∞.
We have constructed the canonical model simplicial (k− 1)-bubble clusters Ω in E(k−1)
with γk−1(Ω) = v for all v in the interior int∆(k−1) and for all k ≥ 2. For k = 1, the trivial
0-bubble (1-cell) cluster on E(0) = {0} is Ω1 = {0}. Clearly, by taking Cartesian products
with E(q−k+1) and employing the product structure of the Gaussian measure, we obtain
the canonical model (q − 1)-bubble clusters Ω in E(q−1) with γq−1(Ω) = v for all v ∈∆(q−1).
Similarly, these clusters extend to Rn for all n ≥ q − 1. Consequently, I(v) ≤ I(q−1)m (v) for
all v ∈ ∆(q−1) and n ≥ q − 1, and our main goal in this work is to establish the converse
inequality.
To this end, we observe that the model profile Im = I(q−1)m satisfies a remarkable differen-
tial equation (in the double-bubble case q = 3, this was already derived in [40, Proposition
2.6]).
Proposition 2.4. At any point in int∆,
∇Im = 1√
2
Ψ−1 and ∇2Im = −(LAm○Ψ−1)−1
as tensors on E, where, recall, LA was defined in (1.1).
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Proof. Recalling that Amij (x) = ∫x+Σm
ij
e−W dHq−2, we have
∇vAmij (x) = ∫
x+Σm
ij
∇ve−W dHq−2.
Decomposing v into its normal and tangential components and applying Stokes’ theorem
to the tangential part (which is justified since the Gaussian density decays faster than any
polynomial)
∇vAmij (x) = −∫
x+Σm
ij
⟨v,nij⟩⟨nij , y⟩e−W(y) dHq−2 + ∫
x+∂Σm
ij
⟨v,n∂ij⟩e−W(y) dHq−3,
where nij = 1√
2
ej − ei is the unit-normal to Σmij , ∂Σmij denotes the (q − 3)-dimensional
boundary of Σmij in the manifold sense, and n∂ij is the boundary outer unit-normal. Now,⟨nij , y⟩ = ⟨nij , x⟩ for all y ∈ x +Σmij . Note also that the (q − 2)-dimensional interfaces meet
at their (q − 3)-dimensional boundaries in threes, and that the boundary outer normals at
these points sum to zero. Hence, summing over all i < j, the total contribution of the last
integral above vanishes, and we are left with:
∇v∑
i<j
Amij (x) = −∑
i<j
⟨v,nij⟩⟨nij , x⟩Amij (x)
= −1
2
∑
i<j
⟨v, ej − ei⟩⟨ej − ei, x⟩Amij (x) = −12vTLAmx.
Finally, recall that Im =∑i<j Amij ○Ψ−1. By (2.2), D(Ψ−1) = (DΨ)−1○Ψ−1 = −√2(LAm○Ψ−1)−1,
and so the chain rule implies that
∇Im = 1√
2
Ψ−1,
thus establishing the first claim. The second claim follows from differentiating the first
claim.
3 Definitions and Notation
We will be working in Euclidean space (Rn, ∣⋅∣) endowed with a measure µ = µn having
C∞-smooth and strictly-positive density e−W with respect to Lebesgue measure; we will
not restrict ourselves to the Gaussian measure γ until reaching Section 7. Recall that the
cells {Ωi}i=1,...,q of a cluster Ω are assumed to be pairwise disjoint Borel subsets of Rn,
and satisfy µ(Rn ∖ ∪qi=1Ωi) = 0. In addition, they are assumed to have finite µ-weighted
perimeter Pµ(Ωi) <∞, to be defined below. Given distinct i, j, k ∈ {1, . . . , q}, we define the
set of cyclically ordered pairs in {i, j, k}:
C(i, j, k) ∶= {(i, j), (j, k), (k, i)}.
3.1 Weighted divergence and Mean-curvature
We write divX to denote divergence of a smooth vector-field X , and divµX to denote its
weighted divergence:
divµX ∶= div(Xe−W )e+W = divX −∇XW. (3.1)
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For a smooth hypersurface Σ ⊂ Rn co-oriented by a unit-normal field n, let HΣ ∶ Σ → R
denote its mean-curvature, defined as the trace of its second fundamental form IIΣ. The
weighted mean-curvature HΣ,µ is defined as:
HΣ,µ ∶=HΣ − ∇nW.
We write divΣX for the surface divergence of a vector-fieldX defined on Σ, i.e. ∑n−1i=1 ⟨ti,∇tiX⟩
where {ti} is a local orthonormal frame on Σ; this coincides with divX − ⟨n,∇nX⟩ for any
smooth extension of X to a neighborhood of Σ. The weighted surface divergence divΣ,µ is
defined as:
divΣ,µX = divΣX −∇XW,
so that divΣ,µX = divΣ(Xe−W )e+W if X is tangential to Σ. Note that divΣn = HΣ and
divΣ,µn = HΣ,µ. We will also abbreviate ⟨X,n⟩ by Xn, and we will write Xt for the
tangential part of X , i.e. X −Xnn.
We will frequently use that:
divΣ,µX = divΣ,µ(Xnn) + divΣ,µXt =HΣ,µXn + divΣ,µXt.
Note that the above definitions ensure the following weighted version of Stokes’ theorem
(which we interchangeably refer to in this work as the Gauss–Green or divergence theorem):
if Σ is a smooth manifold with C1 boundary, denoted ∂Σ, (completeness of Σ ∪ ∂Σ is not
required), and X is a smooth vector-field on Σ, continuous up to ∂Σ, with compact support
in Σ ∪ ∂Σ, then:
∫
Σ
divΣ,µXdµ
n−1 = ∫
Σ
HΣ,µX
ndµn−1 + ∫
∂Σ
Xn∂dµn−2, (3.2)
where n∂ denotes the exterior unit-normal to ∂Σ, and:
µk ∶= e−WHk.
3.2 Reduced boundary and cluster interfaces
Given a Borel set U ⊂ Rn with locally-finite perimeter, its reduced boundary ∂∗U is defined
(see e.g. [37, Chapter 15]) as the subset of ∂U for which there is a uniquely defined outer
unit normal vector to U in a measure theoretic sense. While the precise definition will not
play a crucial role in this work, we provide it for completeness. The set U is said to have
locally-finite (unweighted) perimeter, if for any compact subset K ⊂ Rn we have:
sup{∫
U
divX dx ∶ X ∈ C∞c (Rn;TRn) , supp(X) ⊂K , ∣X ∣ ≤ 1} <∞.
With any Borel set with locally-finite perimeter one may associate a vector-valued Radon
measure µU on R
n, called the Gauss–Green measure, so that:
∫
U
divX dx = ∫
Rn
⟨X,dµU ⟩ ∀X ∈ C∞c (Rn;TRn).
The reduced boundary ∂∗U of a set U with locally-finite perimeter is defined as the collec-
tion of x ∈ supp µU so that the vector limit:
nU ∶= lim
ǫ→0+
µU(B(x, ǫ))∣µU ∣ (B(x, ǫ))
exists and has length 1 (here ∣µU ∣ denotes the total-variation of µU and B(x, ǫ) is the open
Euclidean ball of radius ǫ centered at x). When the context is clear, we will abbreviate nU
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by n. Note that modifying U on a null-set does not alter µU nor ∂
∗U . It is known that
∂∗U is a Borel subset of ∂U and that ∣µU ∣ (Rn ∖ ∂∗U) = 0. If U is an open set with C1
smooth boundary, it is known (e.g. [37, Remark 15.1]) that ∂∗U = ∂U .
Recall that the µ-weighted perimeter of U was defined in the Introduction as:
Pµ(U) ∶= sup{∫
U
divµX dµ ∶ X ∈ C∞c (Rn;TRn), ∣X ∣ ≤ 1} .
Clearly, if U has finite weighted-perimeter Pµ(U) < ∞, it has locally-finite (unweighted)
perimeter. It is known [37, Theorem 15.9] that in that case:
Pµ(U) = µn−1(∂∗U).
In addition, by the Gauss–Green–De Giorgi theorem, the following integration by parts
formula holds for any C1c vector-field X on R
n, and Borel subset U ⊂ Rn with locally finite
perimeter (see [37, Theorem 15.9] and recall (3.1)):
∫
U
divµX dµ
n = ∫
∂∗U
Xn dµn−1. (3.3)
Given a cluster Ω = (Ω1, . . . ,Ωq), we define the interface between cells i and j (for i ≠ j)
as:
Σij = Σij(Ω) ∶= ∂∗Ωi ∩ ∂∗Ωj ,
and we define:
Aij = Aij(Ω) ∶= µn−1(Σij).
It is standard to show (see [37, Exercise 29.7, (29.8)]) that for any S ⊂ {1, . . . , q}:
Hn−1 (∂∗(∪i∈SΩi) ∖ ∪i∈S,j∉SΣij) = 0. (3.4)
In particular:
Hn−1 (∂∗Ωi ∖ ∪j≠iΣij) = 0 ∀i = 1, . . . , q, (3.5)
and hence:
Pµ(Ωi) =∑
j≠i
Aij(Ω),
and:
Pµ(Ω) = 1
2
q
∑
i=1
Pµ(Ωi) =∑
i<j
Aij(Ω).
In addition, if follows that:
∀i ∂∗Ωi = ∪j≠iΣij . (3.6)
Indeed, since Hn−1∣∂∗Ωi = Hn−1∣∪j≠iΣij they must have the same support. But the support
of Hn−1∣∪j≠iΣij is clearly contained in the right-hand-side of (3.6), whereasHn−1∣∂∗Ωi = ∣µΩi ∣
by [37, Theorem 15.9], and hence its support is (e.g. [37, Remark 15.3]) the left-hand-side
of (3.6); the converse inclusion is trivial.
3.3 Variations of volume / perimeter regular sets
Definition 3.1 (Admissible Vector-Fields). A vector-field X on Rn is called admissible if
it is C∞-smooth and satisfies
∀i ≥ 0 max
x∈Rn
∥∇iX(x)∥ ≤ Ci <∞.
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Any smooth, compactly supported vector-field is clearly admissible, and so is the sum
of a constant vector field and a smooth, compactly supported vector field (these will be
main kinds of vector fields that we will use).
Let Ft denote the associated flow along an admissible vector-field X , defined as the
family of maps {Ft ∶ Rn → Rn} solving the following ODE:
d
dt
Ft(x) =X ○ Ft(x) , F0(x) = x. (3.7)
It is well-known that a unique smooth solution in t ∈ R exists for all x ∈ Rn, and that the
resulting maps Ft ∶ Rn → Rn are C∞ diffeomorphisms, so that the partial derivatives in t
and x of any fixed order are uniformly bounded in (x, t) ∈ Rn× [−T,T ], for any fixed T > 0.
Note that if Ω = (Ω1, . . . ,Ωq) is a cluster then so is its image Ft(Ω) = (Ft(Ω1), . . . , Ft(Ωq)):
obviously, its cells remain Borel and pairwise disjoint; the fact that they have finite µ-
weighted perimeter and satisfy µ(Rn ∖ ∪iFt(Ωi)) = µ(Ft(Rn ∖ ∪iΩi)) = 0 follows from the
fact that Ft is a Lipschitz map.
We define the r-th variations of weighted volume and perimeter of Ω as:
δrXV (Ω) ∶= ( d
dt
)r∣
t=0
µ(Ft(Ω)),
δrXA(Ω) ∶= ( d
dt
)r∣
t=0
Pµ(Ft(Ω)),
whenever the right-hand sides exist. When Ω is clear from the context, we will simply write
δrXV and δ
r
XA; when r = 1, we will write δXV and δXA.
It will be of crucial importance for us in this work to calculate the first and especially
second variations of weighted volume and perimeter for non-compactly supported vector-
fields, for which even the existence of δrXV (Ω) and especially δrXA(Ω) is not immediately
clear. Indeed, even for the case of the standard Gaussian measure, the derivatives of its den-
sity are asymptotically larger at infinity than the Gaussian density itself. We consequently
introduce the following:
Definition 3.2 (Volume / Perimeter Regular Set). A Borel set U is said to be volume
regular with respect to the measure µ = e−W(x)dx if:
∀i, j ≥ 0 ∃δ > 0 ∫
U
sup
z∈B(x,δ)
∥∇iW (z)∥j e−W(z)dx <∞ ,
It is said to be perimeter regular with respect to the measure µ if:
∀i, j ≥ 0 ∃δ > 0 ∫
∂∗U
sup
z∈B(x,δ)
∥∇iW (z)∥j e−W(z)dHn−1(x) <∞.
If δ > 0 above may be chosen uniformly for all i, j ≥ 0, U is called uniformly volume /
perimeter regular.
Here and throughout this work ∥⋅∥ = ∥⋅∥
2
denotes the Hilbert-Schmidt norm of a tensor,
defined as the square-root of the sum of squares of its coordinates in any local orthonormal
frame. Note that volume (perimeter) regular sets clearly have finite weighted volume
(perimeter).
Write JFt = det(dFt) for the Jacobian of Ft, and observe that by the change-of-variables
formula for smooth injective functions:
µ(Ft(U)) = ∫
U
JFte
−W○Ft dx, (3.8)
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for any Borel set U . Similarly, if U is in addition of locally finite-perimeter, let Φt = Ft∣∂∗U
and write JΦt = det((dn⊥
U
Ft)Tdn⊥
U
Ft)1/2 for the Jacobian of Φt on ∂∗U . Since ∂∗U is
locally Hn−1-rectifiable, [37, Theorem 11.6] implies:
µn−1(Ft(∂∗U)) = ∫
∂∗U
JΦte
−W○Ft dHn−1. (3.9)
Lemma 3.3.
1. If U is uniformly volume regular with respect to µ and X is admissible, or alter-
natively, if X is C∞c , then t ↦ µ(Ft(U)) is C∞ in an open neighborhood of t = 0,
and:
δrXV (U) = ∫
U
dr(dt)r ∣
t=0
(JFte−W○Ft)dx.
2. If U is uniformly perimeter regular with respect to µ and X is admissible, or alter-
natively, if X is C∞c , then t ↦ Pµ(Ft(U)) is C∞ in an open neighborhood of t = 0,
and:
δrXA(U) = ∫
∂∗U
dr(dt)r ∣
t=0
(JΦte−W○Ft)dHn−1.
The proof of Lemma 3.3 for admissible vector-fields and volume/perimeter regular sets
U may be found in [40, Lemma 3.3]; an inspection of the proof verifies that whenever X is
C∞c , no regularity assumption on U is needed.
4 Isoperimetric Minimizing Clusters
A cluster Ω is called an isoperimetric minimizer with respect to µ (or simply minimizing)
if Pµ(Ω′) ≥ Pµ(Ω) for every other cluster Ω′ satisfying µ(Ω′) = µ(Ω). We will frequently
invoke the following additional assumption:
µ is a probability measure for which all cells of any isoperimetric
minimizing cluster are uniformly volume and perimeter regular.
(4.1)
It was shown in [40, Corollary 4.4] that the Gaussian measure γ satisfies (4.1).
4.1 Existence and codimension-1 regularity
The following theorem is due to Almgren [3] (see also [44, Chapter 13] and [37, Chapters
29-30]); for an adaptation to the weighted setting, see [40, Section 4].
Theorem 4.1 (Almgren). Let µ = e−W dx with W ∈ C∞(Rn).
(i) If µ is a probability measure, then for any prescribed v ∈ ∆(q−1) = {v ∈ Rq ∶ vi ≥
0,∑qi=1 vi = 1}, an isoperimetric minimizing cluster Ω satisfying µ(Ω) = v exists.
For every isoperimetric minimizing cluster Ω:
(ii) Ω may and will be modified on a µ-null set (thereby not altering {∂∗Ωi}) so that all
of its cells are open, and so that for every i, ∂∗Ωi = ∂Ωi and µn−1(∂Ωi ∖ ∂∗Ωi) = 0.
(iii) For all i ≠ j the interfaces Σij = Σij(Ω) are C∞-smooth (n−1)-dimensional manifolds,
relatively open in Σ ∶= ⋃k ∂Ωk, and for every x ∈ Σij there exists ǫ > 0 such that
B(x, ǫ) ∩Ωk = ∅ for all k ≠ i, j.
(iv) For any compact set K in Rn, there exist constants ΛK , rK > 0 so that:
µn−1(Σ ∩B(x, r)) ≤ ΛKrn−1 ∀x ∈ Σ ∩K ∀r ∈ (0, rK). (4.2)
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(v) For any open bounded set U , Σ ∩U is an (M, ǫ(r) = ΛUr, δU)-minimizing set in U .
We refer to [3, 44, 19] for Almgren’s definition of an (M, ǫ, δ)-minimizing set, which we
will not directly require for the purposes of this work. Whenever referring to the cells of
a minimizing cluster or their topological boundary in this work, we will always choose a
representative such as in Theorem 4.1 (ii).
Proof of Theorem 4.1. For a proof of part (i), part (ii) without the assertion that ∂∗Ωi =
∂Ωi and part (iii) with the relative openness asserted only in ∂Ωi ∩ ∂Ωj, see [40, The-
orem 4.1]. To justify why in addition ∂∗Ωi = ∂Ωi in part (ii), see [37, Theorem 12.19].
To justify the relative openness of Σij in ∪k∂Ωk in part (iii), note that ∂Ωi ⊂ ⋃k≠i ∂Ωk,
and hence ∂Ωi ∖ ∂Ωj ⊂ ∪k≠i,j∂Ωk. It follows that given x ∈ Σij and ǫ > 0 such that
B(x, ǫ) ∩Ωk = ∅ for all k ≠ i, j, we have:
B(x, ǫ/2) ∩ ∪k∂Ωk = B(x, ǫ/2) ∩ (∂Ωi ∪ ∂Ωj) = B(x, ǫ/2) ∩ ∂Ωi ∩ ∂Ωj ,
and so the relative openness in ∪k∂Ωk is equivalent to that in ∂Ωi∩∂Ωj , which was already
established in [40, Theorem 4.1].
For a proof of part (iv) in the unweighted setting see [37, Lemma 30.5] or [37, Example
21.3 and Theorem 21.11]; the proof easily transfers to the weighted setting on any compact
set K, where the density is bounded between two positive constants (depending on K),
only resulting in modified constants.
As for part (v) – it is well known in the unweighted setting that Σ is (M, ǫ(r) = Λr, δ)-
minimizing for any minimizing cluster Ω (see [19, Theorem 3.8] and the references therein),
and by inserting the effect of the smooth positive density into the excess function, it follows
that the same holds in the weighted setting inside any bounded open set U .
Let nij be the (smooth) unit normal field along Σij that points from Ωi to Ωj . We use
nij to co-orient Σij , and since nij = −nji, note that Σij and Σji have opposite orientations.
When i and j are clear from the context, we will simply write n. We will typically abbreviate
HΣij and HΣij ,µ by Hij and Hij,µ, respectively.
4.2 Stationarity and Stability
Using Theorem 4.1 and Lemma 3.3, a standard first variation argument (see [40, Theorem
4.9]) gives necessary first-order conditions for the minimality of a cluster.
Lemma 4.2 (Stationarity). For any minimizing cluster Ω:
(i) On each Σij, Hij,µ is constant.
(ii) There is a unique λ ∈ E∗ such that Hij,µ = λi − λj.
(iii) For every C∞c vector-field X:
∑
i<j
∫
Σij
divΣ,µX
t dµn−1 = 0.
Moreover, assuming (4.1), this holds for any admissible vector-field X.
Definition 4.3 (Stationary Cluster). A cluster Ω satisfying parts (ii) and (iii) of Theorem
4.1 and parts (i), (ii) and (iii) of Lemma 4.2 is called stationary (with respect to µ and
with Lagrange multiplier λ ∈ E∗).
Indeed, the following lemma provides an insightful interpretation of λ ∈ E∗ as a Lagrange
multiplier for the isoperimetric constrained minimization problem (see again the proof
of [40, Theorem 4.9]):
19
Lemma 4.4 (Lagrange Multiplier). Let Ω be stationary cluster with respect to µ and with
Lagrange multiplier λ ∈ E∗. Then for every C∞c vector-field X:
δXV (Ω)i =∑
j≠i
∫
Σij
Xnij dµn−1 ∀i, (4.3)
δXA(Ω) =∑
i<j
Hij,µ ∫
Σij
Xnij dµn−1.
In particular,
δXA = ⟨λ, δXV ⟩.
Moreover, assuming the cells of Ω are volume and perimeter regular, the above holds for
any admissible vector-field X.
Similarly, a standard second variation argument (see [40, Lemma 4.12]) gives necessary
second-order conditions for the local minimality of a cluster.
Definition 4.5 (Index Form Q). The Index Form Q associated to a stationary cluster
with respect to µ and with Lagrange multiplier λ ∈ E∗ is defined as the following quadratic
form:
Q(X) ∶= δ2XA − ⟨λ, δ2XV ⟩ ,
defined on vector-fields X for which the right-hand-side is well defined.
Lemma 4.6 (Stability). For any minimizing cluster Ω and C∞c vector-field X:
δXV = 0 ⇒ Q(X) ≥ 0. (4.4)
Moreover, assuming (4.1), then (4.4) holds for any admissible vector-field X.
Definition 4.7 (Stable Cluster). A stationary cluster satisfying (4.4) for any admissible
vector-field X is called stable (with respect to µ).
4.3 Higher codimension regularity
Given a minimizing cluster Ω, denote:
Σ ∶= ∪i∂Ωi , Σ1 ∶= ∪i<jΣij ,
and observe that Σ = Σ1 by (3.6) and our convention from Theorem 4.1 (ii). We will also
require additional information on the lower-dimensional structure of Σ. To this end, define
two special cones:
Y = {x ∈ E(2) ∶ there exist i ≠ j ∈ {1,2,3} with xi = xj = max
k∈{1,2,3}
xk},
T = {x ∈ E(3) ∶ there exist i ≠ j ∈ {1,2,3,4} with xi = xj = max
k∈{1,2,3,4}
xk}.
In other words, Y is the boundary of a model 3-cluster in E(2) and T is the boundary of a
model 4-cluster in E(3). Note that Y consists of 3 half-lines meeting at the origin in 120○
angles, and that T consists of 6 two-dimensional sectors meeting in threes at 120○ angles
along 4 half-lines, which in turn all meet at the origin in cos−1(−1/3) ≃ 109○ angles. It
turns out that on the codimension-2 and codimension-3 parts of a minimizing cluster, Σ
locally looks like Y ×Rn−2 and T ×Rn−3, respectively.
Theorem 4.8 (Taylor, White, Colombo–Edelen–Spolaor). Let Ω be a minimizing cluster
for the measure µ = exp(−W )dx in Rn with W ∈ C∞(Rn). Then there exist α > 0 and sets
Σ2,Σ3,Σ4 ⊂ Σ such that:
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(i) Σ is the disjoint union of Σ1,Σ2,Σ3,Σ4;
(ii) Σ2 is a locally-finite union of embedded (n − 2)-dimensional C1,α manifolds, and for
every p ∈ Σ2 there is a C1,α diffeomorphism mapping a neighborhood of p in Rn to a
neighborhood of the origin in E(2) ×Rn−2, so that p is mapped to the origin and Σ is
locally mapped to Y ×Rn−2 ;
(iii) Σ3 is a locally-finite union of embedded (n − 3)-dimensional C1,α manifolds, and for
every p ∈ Σ3 there is a C1,α diffeomorphism mapping a neighborhood of p in Rn to a
neighborhood of the origin in E(3) ×Rn−3, so that p is mapped to the origin and Σ is
locally mapped to T ×Rn−3 ;
(iv) Σ4 is closed and dimH(Σ4) ≤ n − 4.
Remark 4.9. Clearly, when n = 2, necessarily Σ2 is discrete and Σ3 = Σ4 = ∅, and when
n = 3, necessarily Σ3 is discrete and Σ4 = ∅. The C1,α regularity in (ii) will be improved
to C∞ regularity in Corollary 4.13 using an argument of Kinderlehrer–Nirenberg–Spruck
[32]. The work of Naber and Valtorta [47] implies that Σ4 is actually Hn−4-rectifiable and
has locally-finite Hn−4 measure, but we will not require this here.
Proof of Theorem 4.8. Let us first give references in the classical unweighted setting (when
Ω is a minimizing cluster with respect to the Lebesgue measure in Rn). The case n = 2
was shown by F. Morgan in [42] building upon the work of Almgren [3], and also follows
from the results of J. Taylor [59]. The case n = 3 was established by Taylor [59] for
general (M, ǫ, δ) sets in the sense of Almgren. When n ≥ 4, Theorem 4.8 was announced
by B. White [60, 61] for general (M, ǫ, δ) sets. Theorem 4.8 with part (iii) replaced by
dimH(Σ3) ≤ n − 3 follows from the work of L. Simon [55]. A version of Theorem 4.8 for
multiplicity-one integral varifolds in an open set U ⊂ Rn having associated cycle structure,
no boundary in U , bounded mean-curvature and whose support is (M, ǫ, δ) minimizing,
was very recently established by M. Colombo, N. Edelen and L. Spolaor [19, Theorem 1.3,
Remark 1.4, Theorem 3.10]; in particular, this applies to isoperimetric minimizing clusters
in Rn [19, Theorem 3.8], yielding Theorem 4.8 when µ is the Lebesgue measure.
All the the above regularity results equally apply in the weighted setting. Let us explain
how to deduce Theorem 4.8 from the results of [19]. Given an open set U ⊂ Rn and a set
ΣU ⊂ U satisfying a certain requirement, to be described next, [19, Theorem 3.10] asserts
a stratification of ΣU into a disjoint union of Σ
1
U ,Σ
2
U ,Σ
3
U ,Σ
4
U , where Σ
i
U for i = 1,2,3 is a
locally-finite union of C1,α (n− i)-dimensional manifolds for some α > 0 depending only n,
with ΣU diffeomorphic to R
n−1, Y ×Rn−2 and T×Rn−3 near Σ1U , Σ2U and Σ3U , respectively,
and with Σ4U satisfying (iv) in U . The stratification of ΣU into Σ
i
U may be described
explicitly using symmetry properties of the possible tangent cones of ΣU at a given x ∈ ΣU ,
but we will not require this here; it suffices to note that the stratification is determined
by the local structure of ΣU , so that if ΣU ⊂ ΣV with U ⊂ V open, then ΣiU ⊂ ΣiV for all
i = 1,2,3,4.
It will thus be enough to establish the above decomposition for ΣU ∶= Σ ∩ U , where
U = BR is an open ball of arbitrary radius R > 0. Indeed, setting Σ˜i ∶= ∪R>0ΣiBR , it would
follow that {Σ˜i}i=1,2,3,4 satisfy all the asserted properties (i) through (iv) of Theorem 4.8.
Moreover, recalling that Σ1 = ∪ijΣij , clearly Σ1 is disjoint from Σ˜2 and Σ˜3 since Σ is
diffeomorphic to Rn−1 near Σ1, and therefore Σ1 ⊂ Σ˜1 ∪ Σ˜4. On the other hand, we claim
that Σ˜1 ⊂ Σ1. To see this, let p ∈ Σ˜1, and let Np be a neighborhood of p where Σ is
locally diffeomorphic to {xn = 0} ⊂ Rn. Applying our local diffeomorphism, we conclude
that there exist j ≠ k so that p ∈ ∂Ωj ∩ ∂Ωk, and on Np, Ωj is mapped to {xn < 0} and
Ωk is mapped to {xn > 0}. Pulling back via our diffeomorphism (and since for open sets
with C1 smooth boundary, the reduced boundary coincides with the topological one), it
follows that p ∈ ∂∗Ωj ∩ ∂∗Ωk = Σjk ⊂ Σ1, as asserted. Hence, defining Σ2 ∶= Σ˜2, Σ3 ∶= Σ˜3
21
and Σ4 ∶= Σ ∖ (Σ1 ∪Σ2 ∪Σ3) ⊂ Σ˜4, all the asserted properties (i) through (iv) would hold
for {Σi}i=1,2,3,4, thereby concluding the proof.
As for the aforementioned requirement on ΣU in [19, Theorem 3.10] – it holds, in
particular, if ΣU is (M, ǫ, δ)-minimizing in U in the sense of Almgren, and in addition it
is the support of a multiplicity-one integral (n − 1)-current with bounded mean curvature
and no boundary in U . Let us verify this requirement for our ΣU = Σ ∩U for an arbitrary
open bounded set U . Theorem 4.1 (v) already asserts that ΣU is (M, ǫ, δ)-minimizing, so it
remains to check that ΣU is the support of an integral (n− 1)-current with bounded mean
curvature and no boundary in U .
Indeed, consider Σ1 as the (n − 1)-dimensional smooth manifold ⊔i<jΣij , which is in
addition oriented (recall that the co-orientation is given by nij), and define the associated
rectifiable (n − 1)-current T on U acting by integration:
T (α) = ∫
Σ1∩U
α,
for any smooth differential (n−1)-form α compactly supported in U . Since Σ1 is a smooth
manifold, which is relatively open in its closure Σ, the support of T in U is easily seen to
be Σ1 ∩U = Σ ∩U = ΣU .
Next, note that Σ1∩U and hence T has bounded mean-curvature, because the weighted
mean-curvatureHΣij ,µ is constant by Lemma 4.2, and it differs fromHΣij by ∇nijW , which
is a bounded quantity on any bounded set U . In addition, we claim that T has no boundary
as a current, i.e. T (dβ) = 0 for any smooth differential (n−2)-form β compactly supported
in U . Indeed, on Σ1, write β = β0 + η, where η is identically zero when acting on Λn−2TΣ1,
the space of (n − 2)-vectorfields in the tangent bundle TΣ1, and β0 is an (n − 2)-form
on Λn−2TΣ1. It is then easy to check that dη remains identically zero when acting on
Λn−1TΣ1, and that β0 = iY volΣ1 for some smooth vector-field Y tangential to Σ1 and
compactly supported in U (where i denotes interior product). It follows that as forms on
Λn−1TΣ1:
dβ = d(iY volΣ1) = divΣ1Y volΣ1 .
Hence:
T (dβ) = ∫
Σ1
divΣ1Y volΣ1 = ∫
Σ1
divΣ1,µ(Y e+W )e−WvolΣ1 =∑
i<j
∫
Σij
divΣij ,µ(Y e+W )dµn−1.
But since Y e+W is tangential to Σ1 and compactly supported, Lemma 4.2 (iii) asserts that
the latter integral is zero, confirming that T has no boundary, and concluding the proof.
Definition 4.10 (Regular Cluster). A cluster satisfying parts (ii), (iii) and (iv) of Theorem
4.1 and the conclusion of Theorem 4.8, and whose cells are volume and perimeter regular
with respect to µ, is called regular (with respect to µ).
Remark 4.11. For the results of this work, we can slightly relax the above definition of
regularity: we do not need the local-finiteness in parts (ii) and (iii) of Theorem 4.8, and
instead of dimH(Σ4) ≤ n − 4 in part (iv) we will only require Hn−3(Σ4) = 0. In addition,
it is worthwhile noting that parts (ii), (iii) and (iv) of Theorem 4.1 are a consequence of
Σ being a locally (M, ǫ, δ)-minimizing set (part (v) of Theorem 4.1), and that the latter
property together with stationarity are the only properties which were used in the proof
of Theorem 4.8; as we will only consider regularity in conjunction with stationarity in this
work, one could therefore replace “satisfying parts (ii), (iii) and (iv) of Theorem 4.1 and the
conclusion of Theorem 4.8” in the above definition by (the a-priori stronger, but simpler
to state) “satisfying part (v) of Theorem 4.1”.
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In summary, Theorem 4.1, Lemmas 4.2 and 4.6 and Theorem 4.8 assert that, assuming
that µ satisfies (4.1), an isoperimetric minimizing cluster Ω is necessarily stationary, stable
and regular (with respect to µ). We proceed to describe additional properties of Σ, which
hold for any stationary and regular cluster Ω.
4.4 Angles and C∞ regularity
Theorem 4.8 implies that every point in Σ2, which we will call the triple-point set, belongs
to the closure of exactly three cells, as well as to the closure of exactly three interfaces.
Given distinct i, j, k, we will write Σijk for the subset of Σ
2 which belongs to the closure
of Ωi, Ωj and Ωk, or equivalently, to the closure of Σij , Σjk and Σki. Similarly, we will
call Σ3 the quadruple-point set, and given distinct i, j, k, l, denote by Σijkl the subset of Σ
3
which belongs to the closure of Ωi, Ωj , Ωk and Ωl, or equivalently, to the closure of all six
Σab for distinct a, b ∈ {i, j, k, l}.
We will extend the normal fields nij to Σijk and Σijkl by continuity (thanks to C
1
regularity). We will also define n∂ij on Σijk to be the outward-pointing unit boundary-
normal to Σij . When i and j are clear from the context, we will write n∂ for n∂ij .
Let us also denote:
∂Σij ∶= ⋃
k≠i,j
Σijk.
Note that Σij ∪ ∂Σij is a (possibly incomplete) C∞ manifold with C1,α boundary (the
boundary ∂Σij will be shown to actually be C
∞ in Corollary 4.13).
Corollary 4.12. For any stationary regular cluster, the following holds at every point in
Σijk:
∑
(ℓ,m)∈C(i,j,k)
n∂ℓm = 0 and ∑
(ℓ,m)∈C(i,j,k)
nℓm = 0.
In other words, Σij, Σjk and Σki meet at Σijk in 120
○ angles.
Proof. LetX be any C∞c vector field whose support intersects Σ only in Σijk∪Σij∪Σjk∪Σki.
According to Lemma 4.2 (iii), we have:
∑
(ℓ,m)∈C(i,j,k)
∫
Σℓm
divΣ,µX
t dµn−1 = 0.
On the other hand, since Σ is closed, note that X has compact support in Σℓm ∪ ∂Σℓm for
all (ℓ,m) ∈ C(i, j, k), and so applying Stokes’ theorem (3.2), we see that the above quantity
is equal to
∑
(ℓ,m)∈C(i,j,k)
∫
Σijk
⟨X,n∂ℓm⟩dµn−2.
It follows that for any such vector field X ,
∫
Σijk
⟨X, ∑
(ℓ,m)∈C(i,j,k)
n∂ℓm⟩ dµn−2 = 0
Since n∂ℓm is a continuous vector-field on Σijk and Σijk ∪Σij ∪Σjk ∪Σki is relatively open
in Σ (by Theorems 4.1 and 4.8), the first assertion follows. For the second assertion, let
W denote the span of {n∂ij ,n∂jk,n∂ki}, which we already know is two-dimensional. We
will orient W so that n∂ij , n∂jk, n∂ki are in counterclockwise order. Then nℓm = Rn∂ℓm
for all (ℓ,m) ∈ C(i, j, k), where R is a 90○ clockwise rotation in W , and the second assertion
follows from the first.
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Corollary 4.13 (Kinderlehrer–Nirenberg–Spruck). For any stationary regular cluster,
Theorem 4.8 (ii) holds with C∞ regularity (instead of just C1,α) for Σ2 and its associ-
ated local diffeomorphisms.
Proof. It was shown by Nitsche [48] that three minimal surfaces in R3 meeting at equal 120○
angles must do so on a smooth curve. Kinderlehrer, Nirenberg and Spruck [32, Theorem 5.2]
extended this to the case that three hypersurfaces with analytic mean-curvature in Rn meet
at arbitrary constant transversal angles on a C1,α (n − 2)-dimensional manifold Σ2, and
showed that Σ2 must in fact be analytic. As we shall essentially reproduce in Appendix B for
a different purpose, the key step in their argument is to use elliptic methods to show that the
Ck,α regularity of Σ2 (as well as of the local diffeomorphism as in Theorem 4.8 (ii)) may be
improved to Ck+1,α regularity if the mean-curvature of the three hypersurfaces is a smooth-
enough function of the first and zeroth order derivatives of the surfaces’ parametrization.
By Corollary 4.12, Σij , Σjk and Σki meet at equal 120
○ angles on the C1,α manifold
Σijk. Since the weighted mean-curvature of Σℓm is constant Hℓm,µ, its unweighted mean-
curvature is of the form Hℓm,µ + ⟨∇W,nℓm⟩, which is a C∞ function of the zeroth and
first order terms since W ∈ C∞(Rn). The assertion therefore follows by applying the
Kinderlehrer–Nirenberg–Spruck argument.
4.5 Local integrability of curvature
We will also crucially require the following local integrability properties of our various
curvatures. Let IIij denotes the second fundamental form on Σij , which may be extended
by continuity to ∂Σij . When i and j are clear from the context, we will write II for II
ij .
Recall that ∥IIij∥ denotes (say) the Hilbert-Schmidt norm of IIij .
Proposition 4.14. Let Ω be a stationary regular cluster. For any compact set K ⊂ Rn
which is disjoint from Σ4:
(1) ∑
i,j
∫
Σij∩K
∥IIij∥2 dµn−1 <∞.
(2) ∑
i,j,k
∫
Σijk∩K
∥IIij∥dµn−2 <∞.
By compactness and the fact that Σ4 is closed, it is enough to verify the above integrabil-
ity locally, in arbitrarily-small relatively open subsets of Σ1 and Σ2, respectively, which are
disjoint from Σ4. Since Σij is C
∞ smooth all the way up to ∂Σij ⊂ Σ2, it remains to verify
the integrability around small neighborhoods of quadruple points in Σ3. Proposition 4.14
follows from combining the locally uniform C1,α regularity of Σ around quadruple points,
together with the elliptic regularity method used by Kinderlehrer–Nirenberg–Spruck [32] to
self-improve the C1,α regularity around triple points Σ2 to C∞ smoothness. The idea is to
use Schauder estimates to show that the curvature (or C2 semi-norm of the graph of Σij)
at a distance of r from Σ3 blows up at a rate of at most 1/r1−α as r → 0, and hence is locally
in L1 on Σ2 and locally in L2 on Σ1. As the tools we require for establishing Proposition
4.14 will not be used in any other part of this work, we defer its proof to Appendix B.
Note that the same compactness argument as above, together with the C1,α regularity
of Σ around quadruple-points in Σ3, immediately yields the following simple corollary of
Theorem 4.8:
Corollary 4.15. For any compact set K ⊂ Rn which is disjoint from Σ4, µn−2(Σ2∩K) <∞.
In fact, by the local finiteness statement in Theorem 4.8 (ii), the same holds without
assuming that K is disjoint from Σ4, but we will not require this here.
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5 The Second Variation
Throughout this section, unless otherwise stated, Ω is assumed to be a stationary regular
cluster. Recall that ∂Σij denotes ⋃k≠i,j Σijk and that Σij ∪ ∂Σij is a C∞ manifold with
boundary. Recall also that IIij denotes the second fundamental form of Σij , which we
extend by continuity to ∂Σij . We will abbreviate II
ij
∂,∂
for IIij(n∂ij ,n∂ij) on ∂Σij . When
i and j are clear from the context, we use II for IIij . Finally, recall the definition of the
index-form Q(X) = δ2XA − ⟨λ, δ2XV ⟩.
Definition 5.1 (Tame Field). The vector-field X is called tame for a regular cluster Ω if
it is C∞c and supported in R
n ∖Σ4.
In this section, we establish the following key formula for Q(X). We denote by ∇t the
tangential component of the derivative.
Theorem 5.2 (Index-Form Formula for Tame Fields). If Ω is a stationary regular cluster
and X is a tame vector-field, then Q(X) is given by
∑
i<j
[∫
Σij
(∣∇tXn∣2 − (Xn)2∥II∥22 − (Xn)2∇2n,nW )dµn−1 − ∫
∂Σij
XnXn∂ II∂,∂ dµ
n−2]. (5.1)
We will also require the following variant of Theorem 5.2, which will require additional
work:
Theorem 5.3 (Index-Form Formula for Tame + Constant Fields). With the same as-
sumptions as in Theorem 5.2, if Y = X +w where w is a constant vector-field, then Q(Y )
is given by
∑
i<j
⎡⎢⎢⎢⎢⎣∫Σij (∣∇tXn∣2 − (Xn)2∥II∥22 − (Y n)2∇2n,nW − (X + Y )n∇2wt,nW )dγn−1
− ∫
∂Σij
XnXn∂ II∂,∂ dγ
n−2
⎤⎥⎥⎥⎥⎦.
The elementary case X ≡ 0 of Theorem 5.3 was established in [40, Theorem 5.1] for µ = γn,
when ∇2
n,nW = 1 and ∇2wt,nW = 0.
Our starting point for establishing Theorem 5.2 will be the following formula for Q(X),
which may be derived starting from Lemma 3.3; its proof consists of a long computation,
which is deferred to Appendix A.
Lemma 5.4. For any stationary cluster Ω and vector-field X, so that either X is C∞c , or
alternatively, X is admissible and the cells of Ω are volume and perimeter regular, Q(X)
is given by
∑
i<j
∫
Σij
⎡⎢⎢⎢⎢⎣∣∇tXn∣2 − (Xn)2∥II∥22 − (Xn)2∇2n,nW − divΣ,µ(Xn∇Xtn)
+ divΣ,µ(Xn∇nX)+ divΣ,µ(XdivΣ,µX) −Hij,µXndivµX⎤⎥⎥⎥⎥⎦dµn−1.
In order to simplify the expression in Lemma 5.4, we will want to apply Stokes’ theorem
to the various divergence terms. Even if we assume that X has compact support in Rn, this
requires some justification; each Mij = Σij ∪∂Σij is a smooth manifold with boundary, but
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the vector-fields Yij whose divergence is integrated may not have compact support inside
Mij , as their support may intersect Σ
3∪Σ4. Furthemore, Yij may be blowing up near Σ3∪
Σ4, precluding us from invoking a version of Stokes’ theorem for vector-fields with bounded
magnitude and divergence which only requires thatHn−2(Mij∖Mij) = 0, see e.g. [35, XXIII,
Section 6]. However, in our setting, we actually know thatMij∖Mij has locally-finiteHn−3-
measure, which enables us to handle vector-fields in L2(Σij , µn−1) ∩L1(∂Σij , µn−2) whose
divergence is in L1(Σij , µn−1); it turns out that whenever X is tame, our Yij ’s will indeed
belong to this class thanks to the integrability properties of our curvatures established in
Proposition 4.14. The idea is to use a well-known truncation argument to cut out the
low-dimensional sets (e.g. as in [35, 56]).
5.1 Truncation via cutoff functions
A function on Rn which is C∞ smooth and takes values in [0,1] will be called a cutoff
function.
Lemma 5.5. For every ǫ > 0, there is a compactly supported cutoff function η such that
η ≡ 0 on a neighborhood of Σ4,
∫
Σ1
∣∇η∣2 dµn−1 ≤ ǫ,
and
µn−1{p ∈ Σ1 ∶ η(p) < 1} ≤ ǫ.
Proof. Fix ǫ > 0, and choose R ≥ 4 sufficiently large so that µn−1(Σ1 ∖BR) ≤ ǫ. Let ζ be a
C∞c function that is identically one on BR+1, identically zero outside B2R−1, and satisfies∣∇ζ ∣ ≤ 1. By the upper density estimate (4.2), there exist Λ > 0 and r0 ∈ (0,1) so that:
µn−1(Σ1 ∩B(x,4r)) ≤ Λrn−1 ∀x ∈ Σ ∩B2R ∀r ∈ (0, r0). (5.2)
Since Hn−3(Σ4) = 0 and Σ4∩B2R is compact, we may find finite sequences xi ∈ Σ4∩B2R
and δi ∈ (0, r0), i = 1, . . . ,N , such that {B(xi, δi)}i=1,...,N cover Σ4∩B2R and ∑i δn−3i ≤ ǫ/Λ.
For each i, choose a cutoff function ηi such that ηi ≡ 1 outside of B(xi,3δi), ηi ≡ 0
inside B(xi,2δi), and ∣∇ηi∣ ≤ 2/δi. Now define η˜(x) = min{ζ,mini=1,...,N ηi(x)}; η˜ is
compactly supported, vanishes on (Rn ∖ B2R−1)⋃∪iB(xi,2δi), and is identically 1 on
BR+1 ∖∪iB(xi,3δi). Since it is only piecewise C∞, let us mollify η˜ with a smooth mollifier
supported in B(0, δ), for δ =mini=1,...,N δi ∈ (0,1) - this will be our desired function η. The
cutoff function η is compactly supported and vanishes on (Rn∖B2R)⋃∪iB(xi, δi), an open
neighborhood of Σ4 and ∞. Since δi < r0 < 1, it follows by (5.2) that:
µn−1{p ∈ Σ1 ∶ η(p) < 1} ≤ µn−1(Σ1 ∖BR) +∑
i
µn−1(Σ1 ∩B(xi,4δi))
≤ ǫ +Λ∑
i
δn−1i ≤ ǫ +Λ∑
i
δn−3i ≤ 2ǫ.
Finally, we have for a.e. x ∈ Rn:
∣∇η˜(x)∣2 ≤max{∣∇ζ(x)∣2,max
i
∣∇ηi(x)∣2} ≤ ∣∇ζ(x)∣2 +∑
i
∣∇ηi(x)∣2,
and hence after mollification it follows that for all x ∈ Rn:
∣∇η(x)∣2 ≤ 1B2R∖BR(x) +∑
i
(2/δi)21B(xi,4δi)∖B(xi,δi)(x).
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Consequently:
∫
Σ1
∣∇η∣2 dµn−1 ≤ µ(Σ1 ∖BR) +∑
i
(2/δi)2µ(Σ1 ∩B(xi,4δi))
≤ ǫ +∑
i
4Λδn−3i ≤ 5ǫ.
Appropriately modifying the value of ǫ, the assertion follows.
A slight variation on the proof of Lemma 5.5 implies that we can cut off Σ3 also, while
only paying a bounded amount in the W 1,2 norm.
Lemma 5.6. Let U be an open neighborhood of Σ4 and infinity. There is a constant CU
depending on the cluster Ω and U , such that for every δ > 0, there is a cutoff function ξ
such that ξ ≡ 0 on an open neighborhood of Σ3 ∖U ,
∫
Σ1
∣∇ξ∣2 dµn−1 ≤ CU ,
and
µn−1{p ∈ Σ1 ∶ ξ(p) < 1} ≤ δ.
Proof. First, note that Σ3 ⊂ Σ3 ∪Σ4 by the relative openness of Σ1 ∪Σ2 in the closed Σ. It
follows that Σ3 ∖U is compact, since it is clearly bounded, but also closed, as it coincides
with Σ3 ∖U . Since Σ3 has finite Hn−3-measure in a neighborhood of every point in Σ3 (by
Theorem 4.8), compactness implies that Hn−3(Σ3 ∖U) is finite. In addition, by the upper
density estimate (4.2), there exist ΛU , rU > 0 so that:
µn−1(Σ1 ∩B(x,4r)) ≤ ΛUrn−1 ∀x ∈ Σ3 ∖U ∀r ∈ (0, rU). (5.3)
For any δ0 ∈ (0, rU), the definition of Hausdorff measure and compactness imply the
existence of finite sequences xi ∈ Σ3 ∖ U and δi ∈ (0, δ0), i = 1, . . . ,N , such that the sets{B(xi, δi)} cover Σ3∖U and ∑i δn−3i ≤ CnHn−3(Σ3∖U), where Cn > 0 is a numeric constant
depending only on n. The rest of the proof is identical to that of Lemma 5.5. For each i,
we select a cutoff function ξi which is identically zero on B(xi,2δi), identically one outside
of B(xi,3δi), and satisfies ∣∇ξi∣ ≤ 2/δi. We then set ξ˜(x) = mini=1,...,N ξi(x) and define
ξ to be the mollification of ξ˜ using a smooth mollifier compactly supported in Bδ, where
δ = mini=1,...,N δi. The cutoff function ξ vanishes on ∪iB(xi, δi), an open neighborhood of
Σ3 ∖U . It follows that:
∫
Σ1
∣∇ξ∣2 dµn−1 ≤∑
i
(2/δi)2µn−1(B(xi,4δi)) ≤ 4ΛU∑
i
δn−3i ≤ 4ΛUCnHn−3(Σ3 ∖U),
which proves the claimed gradient bound. On the other hand,
µn−1{p ∈ Σ1 ∶ ξ(p) < 1} ≤∑
i
µn−1(Σ1 ∩B(xi,4δi))
≤ ΛU ∑
i
δn−1i ≤ ΛUCnδ20Hn−3(Σ3 ∖U),
which can be made smaller than δ by an appropriate choice of δ0.
5.2 A version of Stokes’ theorem
Lemma 5.7 (Stokes’ theorem on Σij∪∂Σij). Let Ω be a stationary regular cluster. Suppose
that Yij is a vector-field which is C
∞ on Σij and continuous up to ∂Σij. Suppose, moreover,
that
∫
Σij
∣Yij ∣2 dµn−1, ∫
Σij
∣divΣ,µYij ∣dµn−1, ∫
∂Σij
∣Y n∂ij ∣dµn−2 <∞. (5.4)
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Then:
∫
Σij
divΣ,µYij dµ
n−1 = ∫
Σij
Hij,µY
n
ij dµ
n−1 + ∫
∂Σij
Y n∂ij dµ
n−2.
Remark 5.8. Observe that whenever Yij is the restriction to Σij ∪ ∂Σij of a tame vector-
field on Rn, all of the integrability requirements in (5.4) are automatically satisfied, since
µn−1(Σij) <∞ and µn−2(∂Σij ∩K) <∞ for any compact K disjoint from Σ4 by Corollary
4.15.
While we will only apply Lemma 5.7 to vector-fields which are supported outside a
neighborhood of Σ4 and infinity, we provide a proof for general vector-fields as above, as
this comes at almost no extra cost.
Proof of Lemma 5.7. Fix ǫ > 0 and a cutoff function η = ηǫ as in Lemma 5.5. Let U = Uη
be a neighborhood of Σ4 and infinity on which η vanishes, and let Cη denote the constant
CU from Lemma 5.6. Fix δ > 0 and a function ξ = ξǫ,δ as in Lemma 5.6. Note that ηξ
vanishes on an open neighborhood of Σ3∪Σ4 and infinity, and therefore ηξYij has compact
support in Σij ∪ ∂Σij . Applying Stokes’ theorem (3.2) to ηξYij , we obtain:
∫
Σij
divΣ,µ(ηξYij)dµn−1 = ∫
Σij
Hij,µηξY
n
ij dµ
n−1 + ∫
∂Σij
ηξY n∂ij dµ
n−2. (5.5)
Next, we check what happens when we send δ → 0 and then ǫ → 0. By the Dominated
Convergence theorem, the right-hand-side of (5.5) converges to
∫
Σij
Hij,µY
n
ij dµ
n−1 + ∫
∂Σij
Y n∂ij dµ
n−2.
Indeed, the second term is absolutely integrable directly by assumption, and the first one
is too since Hij,µ is constant and:
(∫
Σij
∣Y nij ∣dµn−1)2 ≤ µn−1(Σij)∫
Σij
∣Yij ∣2 dµn−1 <∞.
As for the left-hand-side of (5.5), we split it as
∫
Σij
divΣ,µ(ηξYij)dµn−1 = ∫
Σij
ηξdivΣ,µYijdµ
n−1 + ∫
Σij
∇Y t
ij
(ηξ)dµn−1.
Taking δ → 0 and then ǫ → 0, ∫Σij ηξdivΣ,µYij dµn−1 → ∫Σij divΣ,µYij dµn−1 because we
assumed divΣ,µYij to be absolutely integrable. On the other hand,
∣∫
Σij
∇Y t
ij
(ηξ)dµn−1∣ ≤ ∫
Σij
(∣∇η∣ + ∣∇ξ∣)∣Yij ∣dµn−1.
Applying the Cauchy-Schwarz inequality,
∫
Σij
∣∇η∣∣Yij ∣dµn−1 ≤ (ǫ∫
Σij
∣Yij ∣2 dµn−1)1/2 ,
which converges to zero as ǫ→ 0, and
∫
Σij
∣∇ξ∣∣Yij ∣dµn−1 ≤ (Cη ∫
Σij
1{ξ<1}∣Yij ∣2 dµn−1)1/2
because ∇ξ = 0 on the set {ξ = 1}. For any fixed ǫ and η, this last integral converges to
zero as δ → 0 by the Dominated Convergence theorem. Taking δ → 0 and then ǫ → 0, it
follows that ∫Σij ∇Y tij(ηξ)dµn−1 → 0 and so
∫
Σij
divΣ,µ(ηξYij)dµn−1 → ∫
Σij
divΣ,µYij dµ
n−1.
Plugging this back into (5.5) proves the claim.
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5.3 Cancellation identities
To see that the boundary integrals simplify or even vanish after an application of Stokes’
theorem on the divergence terms appearing in Lemma 5.4, we will require a couple of useful
identities. Recall that by Corollary 4.12, for any distinct i, j, k, the three interfaces Σij ,
Σjk and Σki meet on Σijk at 120
○ angles:
∑
(ℓ,m)∈C(i,j,k)
nℓm = 0. (5.6)
Lemma 5.9. At every point of Σijk and for every x ∈ Rn,
∑
(ℓ,m)∈C(i,j,k)
⟨x,nℓm⟩⟨∇xtℓmnℓm,n∂ℓm⟩ = ∑
(ℓ,m)∈C(i,j,k)
⟨x,nℓm⟩⟨x,n∂ℓm⟩IIℓm∂,∂ .
Proof. To simplify notation, we will assume that {i, j, k} = {1,2,3} and fix p ∈ Σ123. Let y
be the component of x which is tangent to Σ123 at p, so that for any distinct i, j, k ∈ {1,2,3},
xtij = y + n∂ij⟨x,n∂ij⟩. Hence,
⟨∇xtijnij ,n∂ij⟩ = ⟨x,n∂ij⟩⟨∇n∂ijnij ,n∂ij⟩ + ⟨∇ynij ,n∂ij⟩
= ⟨x,n∂ij⟩IIij∂,∂ + ⟨∇ynij ,n∂ij⟩. (5.7)
Next, we observe that the second term is independent of (i, j) ∈ C(1,2,3). Indeed, by (5.6),
we know that njk =
√
3
2
n∂ij − 12nij and n∂jk = −
√
3
2
nij − 12n∂ij . Clearly, ⟨∇ynij ,nij⟩ =
1
2
∇y⟨nij ,nij⟩ = 0 and similarly ⟨∇yn∂ij ,n∂ij⟩ = 0 and ⟨∇yn∂ij ,nij⟩ = −⟨n∂ij ,∇ynij⟩.
Hence, ⟨∇ynjk,n∂jk⟩ = −3
4
⟨∇yn∂ij ,nij⟩ + 1
4
⟨∇ynij ,n∂ij⟩ = ⟨∇ynij ,n∂ij⟩.
It follows by (5.6) again that:
∑
(i,j)∈C(1,2,3)
⟨x,nij⟩⟨∇ynij ,n∂ij⟩ = ⟨x, ∑
(i,j)∈C(1,2,3)
nij⟩ ⟨∇yn12,n∂12⟩ = 0.
Multiplying (5.7) by ⟨x,nij⟩ and summing over (i, j) ∈ C(1,2,3) completes the proof.
Lemma 5.10. At every point of Σijk, the following 3-tensor is identically zero:
Tαβγ = ∑
(ℓ,m)∈C(i,j,k)
(nαℓmnβℓmnγ∂ℓm − nα∂ℓmnβℓmnγℓm) .
Proof. Consider a two-dimensional Euclidean space W and let R ∶ W → W denote a 90○
clockwise rotation. Note that for any unit vector u ∈W , u(Ru)T − (Ru)uT is independent
of u and is equal to −R, as immediately seen by expressing this operator in the orthogonal
basis {u,Ru}.
Now assume, without loss of generality as before, that {i, j, k} = {1,2,3}, and fix p ∈
Σ123. Let W be the span of {n12,n23,n31}, which by (5.6) is two-dimensional. We will
orient W so that n12, n23, n31 are in clockwise order. It follows that for every (ℓ,m) ∈
C(1,2,3), n∂ℓm is a 90○ clockwise rotation of nℓm. By the previous remarks, nαℓmnγ∂ℓm −
nα∂ℓmn
γ
ℓm
= −Rαγ is independent of (ℓ,m) ∈ C(1,2,3). Hence,
Tαβγ = −Rαγ ∑
(ℓ,m)∈C(1,2,3)
n
β
ℓm
,
which vanished identically by (5.6), as asserted.
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5.4 Proof of Theorem 5.2
The first step is to apply Stokes’ theorem to show that the second line in the formula of
Lemma 5.4 vanishes. Observe that on Σij :
divΣ,µ(Xn∇nX) + divΣ,µ(XdivΣ,µX) −HΣ,µXndivµX = divΣ,µYij , (5.8)
where Yij is the following vector-field on Σij ∪ ∂Σij :
Yij ∶=Xnij∇nijX −X⟨∇nijX,nij⟩ +XtijdivµX. (5.9)
Note that Yij is C
∞ on Σij ∪ ∂Σij thanks to Corollary 4.13, and satisfies ∣Yij ∣ ≤ (2 +
n)∣X ∣∥∇X∥ + ∣X ∣2∣∇W ∣. Since X is tame, ∣Yij ∣ is uniformly bounded and has bounded
support disjoint from Σ4, and hence satisfies the first integrability condition of Lemma 5.7,
as well as the third one by Corollary 4.15. In addition, one sees that divΣ,µYij is absolutely
integrable on Σij by inspecting (5.8); each of the terms on the left-hand-side is bounded by∥II∥ times a polynomial in ∣X ∣, ∥∇X∥, and ∥∇2X∥, and is therefore in L2(Σij , µn−1) thanks
to tameness of X and Proposition 4.14 (1), and hence in L1(Σij , µn−1) since µn−1(Σij) <∞.
It follows that we may apply Lemma 5.7 (Stokes’ theorem) to each Yij on Σij ∪∂Σij . Note
that Yij is tangential to Σij since ⟨Yij ,nij⟩ = 0, and so
∑
i<j
∫
Σij
divΣ,µYij dµ
n−1 =∑
i<j
∫
∂Σij
⟨Yij ,n∂ij⟩dµn−2
= ∑
i<j<k
∫
Σijk
∑
(ℓ,m)∈C(i,j,k)
⟨Yℓm,n∂ℓm⟩dµn−2. (5.10)
In order to see that this vanishes, we will show that for every distinct i, j, k,
∑
(ℓ,m)∈C(i,j,k)
⟨Yℓm,n∂ℓm⟩ = 0 on Σijk.
Indeed, for the last term in (5.9), note that
⟨Xtℓm ,n∂ℓm⟩divµX = ⟨X,n∂ℓm⟩divµX,
which vanishes when summed over (ℓ,m) ∈ C(i, j, k) by (5.6). The other two terms in (5.9)
vanish after taking inner product with n∂ℓm and summing, because by Lemma 5.10:
∑
(ℓ,m)∈C(i,j,k)
⟨X,nℓm⟩⟨∇nℓmX,n∂ℓm⟩ − ⟨X,n∂ℓm⟩⟨∇nℓmX,nℓm⟩ = TαβγXα∇βXγ = 0.
Summarizing, we see that the entire second line of the formula in Lemma 5.4 vanishes,
and we are left with the formula
∑
i<j
∫
Σij
⎡⎢⎢⎢⎢⎣∣∇tXn∣2 − (Xn)2∥II∥22 − (Xn)2∇2n,nW − divΣ,µ(Xn∇Xtn)
⎤⎥⎥⎥⎥⎦dµn−1 (5.11)
for Q(X). Note that the integrand in Lemma 5.4 as a whole is integrable by Lemma 3.3,
and hence so is the integrand in (5.11) (since the terms we have already removed were
integrable and integrated to zero). On the other hand, all of the terms in (5.11) besides the
last are individually integrable: the third term is integrable because ∥∇2W ∥ and ∣X ∣ are
bounded on X ’s compact support, the second term is integrable by Proposition 4.14 (1),
and the first term is integrable because ∣∇tXn∣ ≤ ∥∇X∥+ ∣X ∣∥II∥, which is square integrable
again by Proposition 4.14 (1). It follows that the remaining term, divΣ,µ(Xn∇Xtn), is
integrable on Σij .
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It remains to establish that:
∑
i<j
∫
Σij
divΣ,µ(Xn∇Xtn)dµn−1 =∑
i<j
∫
∂Σij
XnXn∂ II∂,∂ dµ
n−2. (5.12)
This will follow by applying Lemma 5.7 (Stokes’ theorem) to the C∞ vector-field
Zij ∶=Xnij∇Xtijnij ,
defined on Σij ∪ ∂Σij for each i < j. Let us first verify the integrability conditions of
Lemma 5.7: divΣ,µ(Zij) is integrable by the preceding paragraph, and as ∣Zij ∣ ≤ ∣X ∣2∥II∥
and X is tame, we see that Zij is square-integrable on Σij and integrable on Σijk by
Proposition 4.14. Since Zij is clearly tangential to Σij , Lemma 5.7 yields:
∑
i<j
∫
Σij
divΣ,µ(Zij)dµn−1 =∑
i<j
∫
∂Σij
Xnij⟨∇Xtijnij ,n∂ij⟩dµn−2.
An application of Lemma 5.9 then establishes (5.12), and completes the proof of Theorem
5.2.
5.5 Proof of Theorem 5.3
To establish Theorem 5.3, we will need the following polarization formula with respect to
constant vector fields, whose proof is deferred to Appendix A.
Lemma 5.11. For any stationary cluster Ω whose cells are volume and perimeter regular,
and for any admissible vector-field X:
Q(X +w) = Q(X)+Q(w)
+∑
i<j
∫
Σij
[divΣ,µ(∇wX) − 2divΣ,µ(∇wW ⋅X) − 2Xn∇2w,nW
−Hij,µ (wndivµX −Xn∇wW ) ]dµn−1.
Recall that Ω is assumed to be stationary and regular, and X is assumed to be tame. To
simplify the integral in Lemma 5.11, we start by applying Stokes’ theorem (Lemma 5.7) to
Zij , the restriction of the tame vector-field Z = ∇wX − 2X∇wW to Σij ∪ ∂Σij ; by Remark
5.8, the integrability assumptions of Lemma 5.7 are in force. It follows that:
∑
i<j
∫
Σij
[divΣ,µ(∇wX) − 2divΣ,µ(∇wW ⋅X)]dµn−1 =
∑
i<j
∫
Σij
Hij,µ (⟨∇wX,n⟩ − 2Xn∇wW )dµn−1 +∑
i<j
∫
∂Σij
⟨Z,n∂ij⟩dµn−2.
But since ∑(ℓ,m)∈C(i,j,k) n∂ℓm = 0, the total contribution of the boundary integral is zero.
Plugging this into the formula of Lemma 5.11, we deduce that:
Q(X +w) = Q(X)+Q(w) (5.13)
+∑
i<j
∫
Σij
[Hij,µ (⟨∇wX,n⟩ −Xn∇wW −wndivµX)− 2Xn∇2w,nW ]dµn−1.
We now claim that the first three terms of the above integrand are equal toHij,µdivΣ,µ(Xnw−
wnX). Indeed, using the Leibniz rule divΣ,µ(fX) = fdivΣ,µX + ∇Xtf , the facts that
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divΣ,µw = −∇wW and that ∇w = 0, and the symmetry of the second fundamental-form:
divΣ,µ(Xnw −wnX) =XndivΣ,µw −wndivΣ,µX +∇wt(Xn) −∇Xt(wn)
= −Xn∇wW −wndivΣ,µX + ⟨∇wtX,n⟩
= −Xn∇wW −wndivΣ,µX + ⟨∇wX,n⟩ −wn⟨∇nX,n⟩
= −Xn∇wW −wndivµX + ⟨∇wX,n⟩.
Setting Yij = Xnijw − wnijX on Σij ∪ ∂Σij , we would like to apply Stokes’ theorem
(Lemma 5.7) again. The first and third integrability assumptions from (5.4) are satisfied
because X is tame (as in Remark 5.8). The second assumption is also satisfied because, as
usual, divΣ,µYij is bounded by ∥IIij∥ times a polynomial in ∣w∣, ∣X ∣ and ∥∇X∥, and hence is
integrable on Σij by tameness, Proposition 4.14 (1) and µ(Σij) <∞; alternatively, divΣ,µYij
must be integrable by Lemma 3.3, as all of the other terms in (5.13) are integrable.
Applying Lemma 5.7, since Yij is clearly tangential, we obtain as in (5.10):
∑
i<j
∫
Σij
Hij,µdivΣ,µYijdµ
n−1 = ∑
i<j<k
∫
Σijk
∑
(ℓ,m)∈C(i,j,k)
Hℓm,µ ⟨Yℓm,n∂ℓm⟩dµn−2.
We now claim that the above integrand is pointwise zero. Indeed, introducing the following
vector-field on Σijk:
Λ ∶= − 2√
3
(λin∂jk + λjn∂ki + λkn∂ij),
it is immediate to check that ⟨Λ, nℓm⟩ = λℓ − λm =Hℓm,µ. Hence,
Hℓm,µ ⟨Yℓm,n∂ℓm⟩ =XnℓmΛnℓmwn∂ℓm −wnℓmΛnℓmXn∂ℓm ,
and so summing over all (ℓ,m) ∈ C(i, j, k) we obtain TαβγXαΛβwγ = 0, where Tαβγ is the
3-tensor from Lemma 5.10 which vanishes identically.
We conclude from the above discussion that:
Q(X +w) = Q(X)+Q(w) − 2∑
i<j
∫
Σij
Xn∇2w,nWdµn−1. (5.14)
In particular, we formally deduce by setting X = w and using Q(2w) = 4Q(w), that:
Q(w) = −∑
i<j
∫
Σij
wn∇2w,nWdµn−1. (5.15)
This is only formal, since w is not a tame vector-field, but can easily be made rigorous; in
fact, Q(w) was already computed in [40, Theorem 4.1] for µ = γ, the Gaussian measure,
and the general case (5.15) is immediately obtained from [40, Lemma 5.2 and 5.3] (for
any stationary cluster with volume and perimeter regular cells). Plugging (5.15) and the
expression for Q(X) from Theorem 5.2 into (5.14), the assertion of Theorem 5.3 readily
follows.
6 Inward Fields
An additional crucial consequence of Theorem 4.8 is that we can define a consistent family
of (approximate) “inward” vector-fields: for each cell Ωi, we will try to define a smooth
vector-field Xi such that ⟨Xi,nΩi ⟩ ≡ −1 (recall that nΩi is the outward unit normal to
Ωi, defined on ∂
∗Ωi). This family of approximate inward fields will be crucial for our
variational arguments.
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Theorem 4.1 allows us to construct the inward fields on Σ1 = ⋃ij Σij , since Xi ∶= −nij
is smooth on Σij . The issue is to extend these vector fields smoothly to all of R
n, and this
is where Theorem 4.8 comes in: it will allow us to extend our inward fields smoothly to
Σ2 (the triple points), and to construct approximate inward fields near Σ3 (the quadruple
points).
As usual, let δij denote the Kronecker delta (i.e., 1 if i = j and 0 otherwise), and let ∇t
denote the tangential component of the derivative.
Proposition 6.1 (Existence of Approximate Inward Fields). Let Ω be a stationary regular
cluster with respect to µ. For every ǫ1 > 0, there is a subset K ⊂ Rn, such that for every
ǫ2 > 0, there is a family of vector-fields X1, . . . ,Xq with the following properties:
(1) K is compact, disjoint from Σ4, satisfies µn−1(Σ ∖K) ≤ ǫ1, and each Xk is C∞c and
supported inside K;
(2) for every k, ∫
Σ1
∣∇tXnk ∣2 dµn−1 ≤ ǫ1;
(3) ∑i<j µn−1{p ∈ Σij ∶ ∃k ∈ {1, . . . , q} Xnijk (p) ≠ δkj − δki} ≤ ǫ1 + ǫ2;
(4) For every i ≠ j, for every p ∈ Σij, there is some α ∈ [0,1] such that for every k,∣Xnij
k
(p) − α(δkj − δki)∣ ≤ αǫ2;
(5) for every k, and at every point in Rn, ∣Xk ∣ ≤√3/2.
Definition 6.2 (Approximate Inward Fields). A family X1, . . . ,Xq of vector-fields satis-
fying properties (1)-(5) above is called a family of (ǫ1, ǫ2)-approximate inward fields.
The distinction between ǫ1 and ǫ2 and their order of quantification will be important in
only a single instance in this work (Lemma 7.5), but in all other applications of Proposition
6.1 we will simply use ǫ1 = ǫ2 = ǫ.
6.1 Conformal properties
To construct our inward fields we will require a bit more information on the conformal
properties of the diffeomorphisms appearing in Theorem 4.8. Below, Ω is assumed to be a
stationary regular cluster.
Lemma 6.3. Suppose that φ is a local C1 diffeomorphism defined on a neighborhood Np of
p ∈ Σijk that maps p to the origin and Σ to Y×Rn−2. Let E = E(2), and write PE for the or-
thogonal projection onto E. For r ∈ Np∩Σijk , letWijk(r) = span{n∂ij(r),n∂jk(r),n∂ki(r)}.
Then for any r ∈ Np ∩ Σijk, drφ maps Wijk(r)⊥ into {0} × Rn−2, and PE ○ drφ is a
conformal (i.e. angle-preserving) transformation from Wijk(r) to E.
Proof. First, note that if A ∶ E → E is any linear transformation that preserves Y then A
is conformal. Indeed, up to relabelling coordinates we may assume that A preserves each
“arm” of the Y. For {i, j, k} = {1,2,3}, let wi = ej + ek − 2ei, so that each arm of the Y
has the form {λwi ∶ λ ≥ 0}. Since A preserves the arms, Awi is a positive multiple of wi;
say, Awi = λiwi. On the other hand, ∑i λiwi = A∑iwi = 0, and since the wi’s are affinely
independent, it follows that the λi’s are all equal, and so A is a multiple of the identity.
Now consider r ∈ Np ∩ Σ123 (without loss of generality, {i, j, k} = {1,2,3}). Up to
relabeling the coordinates, we may assume that for distinct i, j, k ∈ {1,2,3}, φ maps Σij
into Σmij ∶= Yij ×Rn−2, where Yij ∶= {x ∈ E ∶ xi = xj > xk}. To prove the first claim, note
that if v ∈W123(r)⊥ then v is tangent to each of the surfaces Σij at r. It follows that (drφ)v
is tangent to each of the surfaces Σmij , and so (drφ)v ∈ {0}×Rn−2.
To prove the second claim, note that by Corollary 4.12, the boundary normals n∂ij
meet at 120○ angles, and so the cone Y˜ = ⋃i<j{λn∂ij(r) ∶ λ ≤ 0} is isometric to Y. Since
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n∂ij is tangent to Σij , (drφ)n∂ij is tangent to Σmij , and so PE(drφ)n∂ij is tangent to Yij .
It follows that (when restricted to W123(r)) PE ○ drφ maps Y˜ to Y, and so by the first
paragraph, it is conformal on W123(r).
A convenient consequence of Lemma 6.3 is that, after composing with a linear function
if necessary, we may always assume that each local diffeomorphism as in Theorem 4.8 (ii)
is an isometry at p:
Corollary 6.4. For every p ∈ Σ2 there is a C∞ diffeomorphism φ defined on a neighborhood
Np ∋ p such that φ(p) = 0, φ(Np ∩Σ) ⊂Y ×Rn−2, and dpφ is an isometry.
Proof. Suppose that p ∈ Σijk and let Wijk = span{n∂ij(p),n∂jk(p),n∂ki(p)}. By Corol-
lary 4.13, there exists a C∞ diffeomorphism φ satisfying φ(p) = 0 and φ(Np∩Σ) ⊂Y×Rn−2.
By Lemma 6.3, PE ○ dpφ is conformal on Wijk . Let {v1, . . . , vn} be an orthonormal basis
for Rn such that {v1, v2} is an orthonormal basis for Wijk . Since PE ○ dpφ is conformal,
there exists an orthonormal basis {w1,w2} for E and α > 0 so that PE(dpφ)vi = αwi for
i = 1,2; let us complete {w1,w2} to an orthonormal basis {w1, . . . ,wn} for E ×Rn−2.
Now consider the linear operator dpφ expressed as an invertible matrix M in the bases{v1, . . . , vn} and {w1, . . . ,wn}; that is, Mℓm = ⟨wℓ, (dpφ)vm⟩. We will write M in blocks as(A BC D ), where A is 2 × 2 and D is (n − 2) × (n − 2). Our choice of w1 and w2 ensures that
A = αId. By Lemma 6.3, (dpφ)vm ∈ {0} ×Rn−2 for every m ≥ 3, and it follows that B = 0.
Then
M−1 = ( A−1 0−D−1CA−1 D−1) = ( 1α Id 0− 1
α
D−1C D−1
) .
Let f ∶ E ×Rn−2 → E ×Rn−2 be the linear function that sends wm to ∑ℓM−1ℓmwℓ; that is, f
is the linear function that is represented in the basis {w1, . . . ,wn} by the matrix M−1. The
form of M−1 above implies that f(Y ×Rn−2) ⊂Y ×Rn−2, because if (x, y) ∈Y ×Rn−2 then
the E-component of f(x, y) is α−1x ∈ Y. Hence, φ˜ = f ○ φ is a local C∞ diffeomorphism
defined on Np satisfying φ˜(p) = 0 and φ˜(Np ∩Σ) ⊂Y ×Rn−2. Moreover, dpφ˜ is an isometry
because (dpφ˜)vm = (d0f)(dpφ)vm = wm by the definition of f .
By an analogous argument, we may also choose the local diffeomorphisms of Theo-
rem 4.8 (iii) to be isometries at p:
Corollary 6.5. For every p ∈ Σ3 there is a C1,α diffeomorphism φ defined on a neighbor-
hood Np ∋ p such that φ(p) = 0, φ(Np ∩Σ) ⊂T ×Rn−3, and dpφ is an isometry.
Proof. The proof is essentially identical to the proof of Corollary 6.4. The first main point
is that (like Y) any linear transformation that preserves T must be conformal. The second
is that, by Lemma 6.3 and continuity up to Σ3, at every p ∈ Σ1234 and for every distinct
i, j, k ∈ {1,2,3,4}, nij , njk and nki are co-planar and meet at 120○ angles, and it follows
that at any r ∈ Σ3, the cone
T˜ = ⋃
{i,j,k,ℓ}={1,2,3,4}
{x ∈ Rn ∶ ⟨x,nij⟩ = 0, ⟨x,nik⟩ ≤ 0, ⟨x,njk⟩ ≤ 0}
is isometric to T ×Rn−3. The rest of the proof remains unchanged.
6.2 Construction
Denote for brevity Σ≥3 = Σ3∪Σ4. We begin with the exact construction of the inward fields
on Rn ∖Σ≥3.
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Lemma 6.6. There is a family of C∞ vector-fields Z1, . . . , Zq defined on Rn ∖ Σ≥3 such
that for every k, for every i ≠ j, and for every p ∈ Σij ,
∣Zk(p)∣ ≤√3/2 and ⟨Zk(p),nij(p)⟩ = δkj − δki.
Proof. By applying a partition of unity, it suffices to prove the claim locally: we will show
that for every p ∈ Rn ∖Σ≥3, we may define vector fields Z1, . . . , Zq on a neighborhood of p
to satisfy the required properties on that neighborhood.
For p outside of (the closed) Σ, this is easy: we may choose a neighborhood of p which
is disjoint from Σ, and define Zi ≡ ⋯ ≡ Zq ≡ 0 on that neighborhood.
For p ∈ Σij , we may (by Theorem 4.1) choose a neighborhood of p that does not intersect
any other Σkℓ; on that neighborhood, define Zi to be a smooth extension of nji, define Zj
to be a smooth extension of nij , and define all other Zk’s to be identically zero.
Finally, we will describe the construction on the triple-point set Σ2: suppose (in order
to simplify notation) that p ∈ Σ123 and set E = E(2). We will choose a neighborhood Np
and a local C∞ diffeomorphism φ according to Corollary 6.4. By relabeling the coordinates,
we may assume that φ sends Np ∩Ωi into {x ∈ E ∶ xi >max{xj , xk}} ×Rn−2, and it follows
that φ sends Np ∩ Σij into Σmij ∶= Yij × Rn−2, for all distinct i, j, k ∈ {1,2,3} (recall that
Yij ∶= {x ∈ E ∶ xi = xj > xk}). Let wi ∶= 1√
6
(ej + ek − 2ei) ∈ E × Rn−2, and note that
the vector-fields {− 2√
3
wi} satisfy the assertion on the model cone Σm ∶= Y × Rn−2: wi is
tangent to Σmjk, and it has a constant normal component on Σ
m
ij and Σ
m
ik. The basic idea
is to define Zi as the pull-back of −wi via φ, renormalized so as to satisfy the condition on⟨Zi,nℓm⟩. Let us describe the construction a little more carefully, in order to verify that
the renormalization preserves smoothness.
Consider the metric ⟨⋅, ⋅⟩φ on φ(Np) obtained by pushing forward the Euclidean metric
under φ. According to Lemma 6.3, at every point r ∈ Np ∩Σ123, there is some cr > 0 such
that for every u, v ∈ W123(r), ⟨PE(drφ)u,PE(drφ)v⟩ = cr⟨u, v⟩. The same formula holds
even if only one of u and v belongs to W123(r), since Lemma 6.3 implies that PE(drφ)(u−
PW123(r)u) = 0 for every u ∈ Rn. If, in addition, either (drφ)u or (drφ)v belongs to E ×{0},
then ⟨(drφ)u, (drφ)v⟩ = ⟨PE(drφ)u,PE(drφ)v⟩ = cr⟨u, v⟩. After changing variables, it
follows that whenever at least one of u and v belongs to E × {0} and at least one of(drφ)−1u and (drφ)−1v belongs to W123(r) then ⟨u, v⟩ = cr⟨(drφ)−1u, (drφ)−1v⟩ = cr⟨u, v⟩φ.
Let n˜ij be a vector-field on spanΣ
m
ij = {x ∈ E(2) ∶ xi = xj}×Rn−2 obtained by smoothly
extending (dφ)nij (for example, such a vector-field can be constructed by starting with
ej − ei and applying the Gram-Schmidt process with respect to the inner product ⟨⋅, ⋅⟩φ).
Since, for any r ∈ Σ123∩Np, wk ∈ E×{0} and (drφ)−1n˜ij ∈W123(r), the previous paragraph
implies that ⟨wk, n˜ij(φ(r))⟩ = cr⟨(drφ)−1(wk),nij(r)⟩ = 0, because wk is tangent to Σmij and
so (drφ)−1(wk) is tangent to Σij at r. On the other hand, ⟨PE n˜ij , PE n˜ik⟩ = cr⟨nij ,nik⟩ =
cr/2 and ∣PE n˜ij ∣2 = cr at the point φ(r). Combining the previous observations, it follows
that PE n˜ij(φ(r)) = ±√cr/2(ej − ei) for every i ≠ j ∈ {1,2,3}. In fact, the assumption
that φ maps Np ∩ Ωi into {x ∈ E ∶ xi > max{xj , xk}} × Rn−2 implies that PE n˜ij(φ(r)) =√
cr/2(ej − ei).
Now define the function fi on spanΣ
m
ij ∪ spanΣmik by
fi(x) = ⎧⎪⎪⎨⎪⎪⎩⟨wi, n˜ij(x)⟩φ for x ∈ spanΣ
m
ij⟨wi, n˜ik(x)⟩φ for x ∈ spanΣmik.
This definition is consistent for x ∈ spanΣmij ∩ spanΣmik = {0} × Rn−2: if r = φ−1(x) then
wi ∈ E×{0} and (drφ)−1n˜ij = nij ∈W123(r), and so cr⟨wi, n˜ij⟩φ = ⟨wi, n˜ij⟩ =√cr/2⟨wi, ej −
ei⟩ = √cr/3 (and similarly with j replaced by k). Hence, fi may be extended to a C∞
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function on all of Rn, for example by setting fi(x+y2 ) = fi(x)+fi(y)2 whenever x ∈ spanΣmij ,
y ∈ spanΣmik and x− y ∈ spanΣmij ∩ spanΣmik, i.e. x and y agree in the last n− 2 coordinates.
Clearly fi does not vanish at the origin, and so by continuity, after possibly shrinking Np
if necessary, fi does not vanish on the entire φ(Np) for all i = 1,2,3.
Finally, for i = 1,2,3, define Zi = −(dφ)−1(wi/fi). By the definition of fi, we have⟨Zi,nij⟩ = −⟨wi/fi, n˜ij⟩φ = −1 on Σij ,
and similarly on Σik. On the other hand, wi is tangential (with respect to ⟨⋅, ⋅⟩ and therefore
also with respect to ⟨⋅, ⋅⟩φ) to Σmjk, and so ⟨Zi,njk⟩ ≡ 0 on Σjk.
To prove the claim on the boundedness of Zi, recall that ⟨⋅, ⋅⟩φ agrees with the Euclidean
metric at the origin (as dpφ is an isometry). It follows that ∣Zi(p)∣ =√4/3. By continuity,
we may shrink the neighborhood Np in order to ensure that ∣Zi∣ ≤ √3/2 on the whole
neighborhood.
Next, we will construct approximate inward fields on Rn ∖ Σ4. Note that we cannot
simply imitate our construction from Lemma 6.6, because in a neighborhood of p ∈ Σ3, Σ
is only C1,α-diffeomorphic to the model cone T×Rn−3. In particular, if we were to imitate
that construction then we would end up with merely C0,α vector-fields. This would not
be sufficient for our purposes, for example because such non-Lipschitz vector-fields do not
necessarily admit flows. To avoid this issue, we will drop the requirement that the normal
components be exactly constant, and settle for a pointwise approximation. This in fact
makes the construction a fair amount simpler.
Lemma 6.7. For every ǫ > 0, there is a family of C∞ vector fields Y1, . . . , Yq defined on
R
n ∖Σ4 such that for every k, for every i ≠ j and every p ∈ Σij,
∣Yk(p)∣ ≤√3/2 and ∣⟨nij(p), Yk⟩ − (δkj − δki)∣ ≤ ǫ.
Proof. By applying a partition of unity, it suffices to prove the claim locally: for every
p ∈ Rn ∖ Σ4, we will locally define Y1, . . . , Yq with the required properties. As long as
p ∈ Rn ∖Σ≥3, we may set Yi to be identical to Zi from Lemma 6.6 in a neighborhood of p;
it remains to describe the construction in a neighborhood of p ∈ Σ3.
Suppose (to simplify notation) that p ∈ Σ1234. Choose a neighborhood Np ∋ p and a
local C1,α diffeomorphism φ according to Corollary 6.5. By relabeling the coordinates, we
may assume that φ sends Np ∩Ωi into {x ∈ E(3) ∶ xi > maxj≠i xj} ×Rn−3. Since dpφ is an
isometry, it follows that (dpφ)nij = 1√
2
(ej − ei) for every distinct i, j ∈ {1,2,3,4}.
For {i, j, k, ℓ} = {1,2,3,4}, let wi = 1√
12
(ej + ek + eℓ − 3ei) ∈ E(3) × Rn−3. Then each
wi satisfies ⟨nij(p), (dpφ)−1wi⟩ = √2/3, and ⟨njk(p), (dpφ)−1wi⟩ = 0 if i /∈ {j, k}. For each
i = 1, . . . ,4, define Yi in a neighborhood of p to be the constant vector-field −√3/2(dpφ)−1wi.
By continuity, there is a neighborhood of p on which ⟨Yi,nij⟩ ∈ [−1−ǫ,−1+ǫ] and ⟨Yi,njk⟩ ∈[−ǫ, ǫ] whenever i /∈ {j, k}. Moreover, the fact dpφ is an isometry implies that ∣Yi∣ =√3/2.
Finally, we define Y5, . . . , Yq to be zero on this neighborhood.
We can now combine the exact inward fields of Lemma 6.6 with the approximate inward
fields of Lemma 6.7, using the cutoff functions of Subsection 5.1.
Proof of Proposition 6.1. Fix ǫ1 > 0, and choose η as in Lemma 5.5, with ǫ = ǫ1. Let K
be the support of η, and let K1 ∶= {η = 1} ⊂ K; by Lemma 5.5, K and K1 are compact,
disjoint from Σ4, and satisfy µn−1(Σ ∖K) ≤ µn−1(Σ ∖K1) ≤ ǫ1. Let Z1, . . . , Zq be vector
fields as in Lemma 6.6.
Let Cη be the constant CU of Lemma 5.6 applied to U = Rn∖K. Then let Y1, . . . , Yq be
vector-fields as in Lemma 6.7 with parameter ǫ =√ǫ1/Cη. For some δ0 > 0 to be determined
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(depending on K, {Yk} and Σ), choose ξ as in Lemma 5.6, with parameter δ =min(ǫ2, δ0).
Define
Xk = η ⋅ (ξZk + (1 − ξ)Yk).
Note that this defines a C∞ vector-field on Rn, because supp(ηξ) is contained in the domain
of Zk, namely R
n ∖Σ≥3, and suppη is contained in the domain of Yk, namely Rn ∖Σ4; as
suppXk ⊂ suppη =K, this establishes requirement (1).
Next, since ∇tZnk = 0 on Σ1, observe that
∇tXnk = (ξZk + (1 − ξ)Yk)n∇tη + η ⋅ (Zk − Yk)n∇tξ + η(1 − ξ)∇tY nk .
To control the first term above, note that ∣(ξZk+(1−ξ)Yk)n∣ ≤√3/2. For the second term,
note that ∣η ⋅ (Zk − Yk)n∣ ≤ √ǫ1/Cη. For the third term (which vanishes outside the set{ξ < 1}), we split ∇tY nk into its normal and tangential components as (∇tYk)n+∇Y tkn, and
observe that ∣∇Y t
k
n∣ ≤ ∣Yk ∣∥II∥2 ≤√3/2∥II∥2. Hence,
∣∇tXnk ∣2 ≤ 3∣∇η∣2 + 2ǫ1
Cη
∣∇ξ∣2 + 1{ξ<1}η2 (2∥∇tYk∥22 + 3∥II∥22) .
Integrating, we use Lemma 5.5 to control ∣∇η∣2 and Lemma 5.6 to control ∣∇ξ∣2:
∫
Σ1
∣∇tXnk ∣2 dµn−1 ≤ 5ǫ1 + 3∫
Σ1
1{ξ<1}η
2 (∥∇tYk∥22 + ∥II∥22)dµn−1.
Now, ∇Yk is uniformly bounded on the compact support of η, and hence η2∥∇tYk∥2 is
uniformly bounded and therefore integrable, as µn−1(Σ1) < ∞. In addition, η2∥II∥22 is
integrable by Proposition 4.14 (1), as the cutoff function η is compactly supported away
from Σ4. Hence, we may choose δ0 > 0 to be sufficiently small so that the integral on the
right hand side above is at most ǫ1. By appropriately modifying ǫ1 by a constant factor,
this proves requirement (2).
For requirement (3), note that X
nij
k
= Znij
k
= δkj − δki whenever η = ξ = 1. Since
K1 = {η = 1}, we deduce that
⋃
i<j
{p ∈ Σij ∩K1 ∶ ∃k Xnijk ≠ δkj − δki} ⊂ {p ∈ Σ1 ∩K1 ∶ ξ < 1}.
Hence, requirement (3) follows by the union-bound from Lemma 5.6 and the fact that
µn−1(Σ1 ∖K1) ≤ ǫ1. Requirements (4) and (5) follow from Lemmas 6.6 and 6.7, and the
fact that both of these properties are preserved by pointwise convex combinations (the α
in requirement (4) will be η(p)).
6.3 Some useful estimates
In this subsection we record some useful estimates which follow from the properties of
approximate inward fields. We first recall the definition of the q × q symmetric matrix LA,
associated to A = {Aij}1≤i<j≤q :
LA ∶= ∑
1≤i<j≤q
Aij(ei − ej)(ei − ej)T . (6.1)
Lemma 6.8. Let Ω be a stationary regular cluster, let Aij = µn−1(Σij), and let (X1, . . . ,Xq)
be a collection of (ǫ1, ǫ2)-approximate inward fields. Given a ∈ Rq, set X ∶= ∑qk=1 akXk.
Then:
(1) ∫Σ1 ∣∇tXn∣2dµn−1 ≤ q∣a∣2ǫ1 .
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(2) ∫Σ1(Xn)2dµn−1 ≥ aTLAa − 2∣a∣2(ǫ1 + ǫ2).
(3) For all i, ∣(δXV (Ω) +LAa)i∣ ≤max(1, ǫ2)(ǫ1 + ǫ2)√q∣a∣.
Proof. The first assertion follows since by property (2) of approximate inward fields and
Cauchy–Schwarz:
∫
Σ1
∣∇tXn∣2dµn−1 ≤ ∫
Σ1
∣a∣2 q∑
k=1
∣∇tXnk ∣2dµn−1.
The second assertion follows since, denoting:
qij ∶= µn−1(p ∈ Σij ; ∃k = 1, . . . , q Xnk ≠ δkj − δki),
we have ∑i<j qij ≤ ǫ1 + ǫ2 by property (3). Therefore:
∫
Σij
(Xn)2dµn−1 ≥ (aj − ai)2 (µn−1(Σij) − qij) ,
and after summation over i < j, we obtain:
∑
i<j
∫
Σij
(Xn)2dµn−1 ≥∑
i<j
Aij(aj − ai)2 − (ǫ1 + ǫ2)max
i<j
(aj − ai)2
≥ aTLAa − (ǫ1 + ǫ2)2∣a∣2.
To see the third assertion, first note that:
∫
Σij
∣Xnk − (δkj − δki)∣dµn−1 ≤ qijmax(1, ǫ2),
since by property (4):
sup
p∈Σij
∣Xnk (p) − (δjk − δik)∣ ≤max(1, ǫ2).
It follows by (4.3) that:
∣(δXV (Ω) +LAa)i∣ ≤ RRRRRRRRRRR∑j≠i∫Σij Xn dγn−1 −∑j≠i(aj − ai)Aij
RRRRRRRRRRR
≤∑
j≠i
∫
Σij
∣∑
k
akX
n
k − (aj − ai)∣ dγn−1
≤∑
j≠i
∫
Σij
∑
k
∣ak ∣ ∣Xnk − (δjk − δik)∣ dγn−1
≤max(1, ǫ2)∑
j≠i
qij∑
k
∣ak ∣ ≤max(1, ǫ2)(ǫ1 + ǫ2)√q∣a∣.
Lemma 6.9. Let (X1, . . . ,Xq) be a collection of (ǫ1, ǫ2)-approximate inward vector-fields
with ǫ2 < 1. Then for all distinct i, j, k, and at every point of Σijk,
1. There exists α ∈ [0,1] so that:
∥PWijk ( q∑
ℓ=1
XℓX
T
ℓ − 2αId)PWijk∥ ≤ Cqαǫ2,
where PWijk denote the orthogonal projection onto the two-dimensional subspaceWijk =
span(nij ,njk,nki), ∥⋅∥ denotes the Hilbert-Schmidt norm, and Cq is a constant de-
pending solely on q.
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2. For any linear operator Z ∶ Rn → Rn so that PWijkZ = ZPWijk = Z and tr(Z) = 0:
∣tr(( q∑
ℓ=1
XℓX
T
ℓ )Z)∣ ≤ Cq ∥Z∥ ǫ2.
Proof. By continuity, property (4) extends from Σij to Σijk. Given p ∈ Σijk, the constant
α = αp ∈ [0,1] from property (4) is a common scaling factor to all {Xℓ}qℓ=1, and so it is
enough to prove the claim for α = 1. Since ∣ ⟨Xi,nji⟩ − 1∣ ≤ ǫ2, ∣ ⟨Xi,nki⟩ − 1∣ ≤ ǫ2 and∣ ⟨Xi,njk⟩ ∣ ≤ ǫ2, an easy calculation verifies that:
∣PWijkXi − 2√
3
n∂jk ∣ ≤ 2√
3
ǫ2.
Denoting Vi = 2√
3
n∂jk and Ei = PWijkXi − Vi, note that:
∥PWijkXiXTi PWijk − ViV Ti ∥ ≤ 2 ∥EiV Ti ∥ + ∥EiETi ∥ = 2 ∣Ei∣ ∣Vi∣ + ∣Ei∣2 ≤ 83ǫ2 + 43ǫ22.
On the other hand, if ℓ ∉ {i, j, k} then similarly:
∥PWijkXℓXTℓ PWijk∥ = ∣PWijkXℓ∣2 ≤ 43 ǫ22.
Since:
ViV
T
i + VjV Tj + VkV Tk = 2PWijk ,
it follows that: ∥PWijk ( q∑
ℓ=1
XℓX
T
ℓ − 2Id)PWijk∥ ≤ 8ǫ2 + 43qǫ22,
establishing the first assertion.
For the second assertion, denote T = ∑qℓ=1XℓXTℓ and W =Wijk , and write:
tr(TZ) = tr(PWTPWZ) + tr((T −PWTPW )Z) = tr(PW (T − 2αId)PWZ),
using both properties of Z. It remains to apply the Cauchy–Schwarz inequality and the
estimate from the first assertion.
7 Stable Regular Clusters for the Gaussian Measure
From this point on, unless otherwise stated, we will switch from working with the general
measure µ to the standard Gaussian measure γ. In this section, we identify several crucial
properties of stable regular clusters for the Gaussian measure, when the number of cells is
at most n + 1. In fact, we can say a bit more, as described below.
Definition 7.1 (Flat Cluster). A regular cluster Ω is called flat and is said to have flat
cells if for every i ≠ j, IIij = 0 on Σij .
Theorem 7.2 (Stable Regular Clusters). Let Ω denote a stable regular q-cluster with
respect to γ, and assume that q ≤ n + 1. Then:
(i) Ω has flat, connected and convex cells.
(ii) nij is constant on every non-empty Σij , and Σij is contained in a single hyperplane
perpendicular to nij . In addition dimspan{nij}i<j ≤ q − 1.
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(iii) All cells are convex polyhedra with at most q − 1 facets, given by:
Ωi = ⋂
j≠i∶Aij>0
{x ∈ Rn ∶ ⟨nij , x⟩ < λj − λi}, (7.1)
where, recall, λ ∈ E∗ is given by Lemma 4.2 (ii).
A further refinement of this theorem will be given in Theorem 10.1. The main task in
the proof of Theorem 7.2 is to prove that the cells are flat. This task will be broken up
into two cases, depending on whether the cluster is full-dimensional or not.
Definition 7.3 (Dimension-Deficient and Full-Dimensional Clusters). A regular cluster Ω
is called dimension-deficient if there is some θ ∈ Sn−1 which is perpendicular to all normals{nij(x)} for all x ∈ Σij and all i ≠ j. Otherwise, it is called full-dimensional.
In both cases, we will assume that the cluster is not flat, and produce a vector-field to
demonstrate that it is not stable. When the cluster is dimension-deficient (and without
any restrictions on q!), we will build such a vector field by taking a carefully chosen linear
combination of inward fields, multiplied by a “height”-dependent linear function in a di-
rection of dimension-deficiency. When the cluster is full-dimensional and q ≤ n + 1, we will
take again a carefully chosen linear combination of inward fields together with a constant
field. Vector-fields of the latter form were previously considered in [39] but in the context
of a single set with smooth boundary instead of a cluster (of course, in a single set setting,
having moreover a smooth boundary, there is no need to construct the inward field as it is
simply given by the interior unit-normal, and its variations are well-known and classical).
7.1 Preparatory lemmas
In this subsection we temporary revert to treating a general measure µ, as the Gaussian
measure’s properties will not be used.
Lemma 7.4. A cluster Ω (with respect to µ) is dimension-deficient if and only if there
exists θ ∈ Sn−1, a cluster Ω˜ in θ⊥ (with respect to µ˜, the marginal of µ on θ⊥), so that
Ω = Ω˜ ×R up to null-sets.
Proof. The “if” direction is obvious as ∂∗(Ω˜i×R) = (∂∗Ωi)×R and modification of a cluster
by null-sets does not change its interfaces. For the “only if” direction, assume without loss
of generality that the cluster Ω is dimension-deficient in the direction en ∈ Sn−1. Observe
that by the Gauss–Green–De Giorgi theorem (3.3) and (3.5):
∫
Ωi
∂xnϕdHn = ∫
∂∗Ωi
ϕ ⟨en,nΩi⟩dHn−1 =∑
j≠i
∫
Σij
ϕ ⟨en,nij⟩dHn−1 = 0,
for all ϕ ∈ C1c (Rn). Applying this to −ϕǫ(x− ⋅) where ϕǫ is a compactly-supported approx-
imation of identity, and denoting uǫ ∶= 1Ωi ∗ ϕǫ, it follows that:
∂xnuǫ(x) = ∫
Ωi
∂xnϕǫ(x − y)dHn(y) = 0 ∀x ∈ Rn.
Since uǫ ∈ C∞(Rn), it follows that uǫ(x) = u˜ǫ(x˜) for some u˜ǫ ∈ C∞(Rn−1), where x˜ =(x1, . . . , xn−1) and x = (x˜, xn). But since uǫ → 1Ωi in L1loc(Rn) as ǫ → 0, it follows by
Fubini’s theorem that for a.e. x˜ ∈ Rn−1, for a.e. xn ∈ R, 1Ωi(x˜, xn) = 1Ω˜i(x˜) for some
Borel set Ω˜i in R
n−1. In other words, Ωi coincides with Ω˜i × R up to a null-set. Since{Ωi} are disjoint, by modifying {Ω˜i} on null-sets, we can ensure that they are also disjoint.
Since ∂∗(Ω˜i ×R) = (∂∗Ωi) ×R, it follows that Pµ˜(Ω˜i) = Pµ(Ωi) <∞ and µ˜(Rn−1 ∖ ∪iΩ˜i) =
µ(Rn ∖ ∪iΩi) = 0, verifying that Ω˜ is indeed a cluster.
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The key lemma we will require pertains to the following quantity associated to a regular
cluster Ω (with respect to µ) and a tame vector-field X :
R(X) ∶=∑
i<j
[∫
Σij
(∣∇tXn∣2 − (Xn)2∥II∥22)dµn−1 − ∫
∂Σij
XnXn∂ II∂,∂ dµ
n−2].
Lemma 7.5. Let Ω be a stationary regular cluster (with respect to µ) which is non-flat.
Then there exist ǫ1, ǫ2 > 0, a collection {X1, . . . ,Xq} of (ǫ1, ǫ2)-approximate inward fields,
and a linear combination X = ∑qi=1 aiXi, so that R(X) < 0.
Proof. By assumption there is some non-flat Σij , and we may assume without loss of
generality that it is Σ12. By continuity and relative openness of Σ12 in Σ, there exists a
bounded neighborhood Np of p ∈ Σ12 so that II12 ≠ 0 on Σ12 ∩Np = Σ ∩Np, and we denote
δ ∶= ∫
Σ12∩Np
∥II∥22 dµn−1 > 0.
Fix ǫ1 ∶= δ/(4q2), and let K be the compact set from Proposition 6.1, which is disjoint
from Σ4 and satisfies µn−1(Σ1∖K) ≤ ǫ1. We can always assume that K contains Np. Then:
∞ > ∫
Σ12∩K
∥II∥22 dµn−1 ≥ δ > 0, (7.2)
where the finiteness is ensured by Proposition 4.14 (1). By Proposition 6.1, for every
ǫ2 ∈ (0,1), there exists a collection {X1, . . . ,Xq} of (ǫ1, ǫ2)-approximate inward vector-
fields for Ω which are supported inside K. Thanks to the finiteness in (7.2), by taking
ǫ2 > 0 small-enough, we may always ensure by part (3) of Proposition 6.1 that
∫
Σ12∩K
((Xn1 )2 + (Xn2 )2)∥II∥22 dµn−1 ≥ δ. (7.3)
As {Xi} are supported in K, we will henceforth drop the intersection with K in all subse-
quent integrals.
For a ∈ Rq, define Xa ∶= ∑qℓ=1 aℓXℓ, and introduce the following quadratic forms:
R1(a) ∶=∑
i<j
∫
Σij
(Xna )2∥II∥22 dµn−1,
R2(a) ∶=∑
i<j
∫
∂Σij
XnaX
n∂
a II∂,∂ dµ
n−2.
Note that R1 and R2 are well-defined, as II
ij is square-integrable on Σij ∩K and IIij∂,∂ is
integrable on ∂Σij ∩K by Proposition 4.14. Note that:
tr(R1) ≥ ∫
Σ12
((Xn1 )2 + (Xn2 )2)∥II∥22 dµn−1 ≥ δ
by (7.3). In addition, observe that given p ∈ ∂Σij and setting Z = nijnT∂ij , Lemma 6.9
implies: ∣ q∑
ℓ=1
X
nij
ℓ
X
n∂ij
ℓ
∣ = ∣tr(( q∑
ℓ=1
XℓX
T
ℓ )Z)∣ ≤ Cqǫ2.
Consequently, the integrability of II∂,∂ on Σ
2 ∩K implies that tr(R2) ≥ −CKCqǫ2. Hence,
by choosing ǫ2 > 0 small-enough, we can ensure that:
tr(R1 +R2) ≥ δ −CKCqǫ2 ≥ δ
2
.
41
It follows that we may find a unit-vector a ∈ Rq so that
R1(a) +R2(a) ≥ δ
2q
. (7.4)
Let us fix this a = aǫ1,ǫ2 and set X =Xǫ1,ǫ2 ∶=Xa.
It remains to apply Lemma 6.8 (1), which together with ∣a∣ = 1 yields:
R(Xǫ1,ǫ2) =∑
i<j
∫
Σij
∣∇tXn∣2 dµn−1 −R1(a) −R2(a) ≤ qǫ1 − δ
2q
.
Recalling that ǫ1 was chosen to be
δ
4q2
, we see that R(Xǫ1,ǫ2) < 0 for all ǫ2 > 0 sufficiently
small.
We now return to treat the Gaussian measure γ solely.
7.2 Dimension-deficient stable regular clusters are flat
Proposition 7.6. If a stable regular cluster (with respect to γ) is dimension-deficient then
it is flat.
Proof. Suppose that Ω is stationary, regular, dimension-deficient, and non-flat; we will
prove that it is unstable. Without loss of generality, we will assume that Ω is dimension-
deficient in the last coordinate. By Lemma 7.4, there exists a cluster Ω˜ in Rn−1 such that
Ω = Ω˜ ×R up to null-sets. Since ∂(Ω˜ ×R) = ∂Ω˜ ×R and since Ω is stationary and regular
with respect to γn, it is immediate to verify that Ω˜ is equally stationary and regular with
respect to γn−1. Since Ω is assumed non-flat, the same clearly holds for Ω˜. We will use a
tilde to denote everything related to Ω˜: Σ˜ij are the interfaces of Ω˜, n˜ij are the normals to
those interfaces, and so on.
By Lemma 7.5 applied to Ω˜, there exist ǫ1, ǫ2 > 0, a collection {X˜1, . . . , X˜q} of (ǫ1, ǫ2)-
approximate inward fields for Ω˜, and a linear combination X˜ = X˜ǫ1,ǫ2 ∶= ∑qi=1 aiX˜i, so that
R˜(X˜) < 0, where:
R˜(X˜) ∶=∑
i<j
[∫
Σ˜ij
(∣∇tX˜ n˜∣2 − (X˜n)2∥I˜I∥22)dγn−2 − ∫
∂Σ˜ij
X˜ n˜X˜ n˜∂ I˜I∂,∂ dγ
n−3].
Now take f = fǫ ∈ C∞c (R) so that ∫ f dγ1 = 0, ∫ f2 dγ1 = 1 and ∫ (f ′(x))2 dγ1 ≤ 1 + ǫ;
note that the Gaussian Poincare´ inequality (e.g. [4]) ensures that ∫ (f ′(x))2 dγ1 ≥ 1 with
equality for the (non-compactly supported) linear function f(x) = x, so an appropriate
smooth cut-off of this function will do the job. We define a tame vector-field X = Xǫ on
R
n by X(x) = f(xn)X˜(x˜), where x = (x˜, xn). By (5.1), as ∇2n,nW = 1 for the Gaussian
measure, we have:
Q(X) = R(X)−∑
i<j
∫
Σij
(Xn)2 dγn−1, (7.5)
where:
R(X) ∶=∑
i<j
[∫
Σij
(∣∇tXn∣2 − (Xn)2∥II∥22)dγn−1 − ∫
∂Σij
XnXn∂ II∂,∂ dγ
n−2].
Note that for x = (x˜, xn) ∈ Σij , we have x˜ ∈ Σ˜ij , Xn(x) = f(xn)X˜ n˜(x˜), Xn∂(x) =
f(xn)X˜ n˜∂(x˜), ∥II(x)∥22 = ∥I˜I(x˜)∥22, and for x ∈ ∂Σij , we have x˜ ∈ ∂Σ˜ij and II∂,∂(x) = I˜I∂,∂(x˜).
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Consequently, thanks to the product structure of Ω and γn−1 = γn−2⊗γ1, Fubini’s theorem
and the fact that ∫R f2 dγ1 = 1 imply:
∑
i<j
∫
Σij
(Xn)2∥II∥22 dγn−1 =∑
i<j
∫
Σ˜ij
(X˜ n˜)2∥I˜I∥22 dγn−2,
∑
i<j
∫
∂Σij
XnXn∂ II∂,∂ dγ
n−2 =∑
i<j
∫
∂Σ˜ij
X˜ n˜X˜ n˜∂ I˜I∂,∂ dγ
n−3,
∑
i<j
∫
Σij
(Xn)2 dγn−1 =∑
i<j
∫
Σ˜ij
(X˜n)2 dγn−2.
As for the integral involving ∣∇tXn∣2, observe that for x ∈ Σij :
∇tXn(x) = enf ′(xn)X˜ n˜(x˜) + f(xn)(∇˜tX˜ n˜(x˜),0),
and since the two terms on the right are orthogonal,
∣∇tXn(x)∣2 = (f ′(xn))2(X˜ n˜(x˜))2 + f2(xn)∣∇˜tX˜ n˜(x˜)∣2.
By Fubini’s theorem and the fact that ∫R f2 dγ1 = 1 and ∫R(f ′)2 dγ1 ≤ 1 + ǫ,
∫
Σij
∣∇tXn∣2 dγn−1 ≤ ∫
Σ˜ij
((1 + ǫ)(X˜ n˜)2 + ∣∇˜tX˜ n˜∣2)dγn−2.
Plugging all of these relations into (7.5), we conclude that:
Q(Xǫ) ≤∑
i<j
∫
Σ˜ij
ǫ(X˜ n˜)2dγn−2 + R˜(X˜).
But by Proposition 6.1, X˜n = ∑qi=1 aiX˜ni is uniformly bounded on Σ˜1, and since γn−2(Σ˜1) =
γn−1(Σ1) <∞, we see that the contribution of the first term on the right can be made arbi-
trarily small. Recalling that R˜(X˜) < 0, it follows that Q(Xǫ) < 0 for ǫ > 0 sufficiently small.
Finally, recalling the simple formula (4.3) for the first variation of volume, it immediately
follows that δXǫV = 0 by Fubini’s theorem and the fact that ∫ f dγ1 = 0. By definition, this
verifies that the cluster Ω is unstable.
7.3 Full-dimensional stable regular clusters are flat
Proposition 7.7. If q ≤ n + 1 then every full-dimensional, stable regular cluster (with
respect to γ) is flat and necessarily q = n + 1.
For the proof, let us first expand a bit on Definition 7.3.
Definition 7.8 (Effective Dimension and Dimension of Deficiency). Given a regular cluster
Ω, consider the linear span N of {nij(x)} for all x ∈ Σij and all i ≠ j. The dimension e of
N is called the effective dimension of Ω and Ω is said to be effectively e-dimensional. The
dimension of N⊥ is called the dimension of deficiency of Ω, and Ω is said to be dimension-
deficient in the directions of N⊥. If N = Rn, recall that Ω is called full-dimensional.
We will make use of the following linear operator associated to a q-cluster Ω (note that
by [40, Corollary 4.4], any Borel set is volume regular with respect to γ, so the definition
is indeed well justified without requiring regularity):
M ∶ Rn → E(q−1) , Mw ∶= δwV (Ω).
We first observe a general relation between the kernel ofM and the directions of dimension-
deficiency of the cluster Ω.
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Lemma 7.9. For any stable regular q-cluster Ω, KerM coincides with Ω’s directions of
dimension-deficiency. In particular, if d denotes Ω’s dimension of deficiency and e denotes
its effective dimension, then:
(i) d = dimKerM and e = dim ImM .
(ii) Ω is full-dimensional iff M is injective.
(iii) Ω is effectively (q − 1)-dimensional iff M is surjective.
(iv) The effective dimension of Ω is at most q − 1.
(v) If q < n + 1 then e < n and d > 0, so Ω must be dimension-deficient.
Proof. Clearly, if w is a direction of dimension-deficiency then δwV = 0 by (4.3). To see
the other implication, note that by (5.15), since ∇2w,nW = wn for the Gaussian measure,
we have:
Q(w) = −∑
i<j
∫
Σij
(wn)2 dγn−1 ≤ 0.
Consequently, stability implies that if δwV = 0 then Q(w) ≥ 0, which means that w is
perpendicular to all normals nij , and is thus a direction of dimension-deficiency. Since M ∶
R
n → E(q−1), we have dimImM = n−dimKerM = n−d = e, and e ≤ dimE(q−1) = q − 1.
By Lemma 7.9, if Ω is full-dimensional and stable thenM has trivial kernel and q ≥ n+1,
so if we are given that q ≤ n + 1 then necessarily q = n + 1 and M must be surjective. This
reduces the proof of Proposition 7.7 to the following slightly more general claim:
Proposition 7.10. A stable regular cluster (with respect to γ) for which M is surjective
is flat.
Proof. Let Ω be a stationary, regular and non-flat cluster, for which M is surjective; we
will show that it is unstable.
By Lemma 7.5, there exist ǫ1, ǫ2 > 0 and a linear combination X = ∑qi=1 aiXi of (ǫ1, ǫ2)-
approximate inward fields {X1, . . . ,Xq}, so that R(X) < 0, where recall:
R(X) ∶=∑
i<j
[∫
Σij
(∣∇tXn∣2 − (Xn)2∥II∥22)dγn−1 − ∫
∂Σij
XnXn∂ II∂,∂ dγ
n−2].
Now choose w ∈ Rn such that δwV (Ω) = Mw = −δXV (Ω), which is always possible
because M is surjective, and denote Y = X + w. By Theorem 5.3 and the fact that
∇2
n,nW = 1 and ∇2wt,nW = 0 for the Gaussian measure, we have:
Q(Y ) = R(X)−∑
i<j
∫
Σij
(Y n)2dγn−1 ≤ R(X) < 0.
But since δY V (Ω) = δXV (Ω) + δwV (Ω) = 0, it follows by definition that Ω is unstable.
7.4 Stable regular clusters have connected cells
By combining Proposition 7.6 and Proposition 7.7, we know that all stable regular clusters
are flat. To show that their cells must be connected, we will show that if there is a
disconnected cell of a stationary, regular, flat cluster Ω then Ω is unstable.
The following useful lemma was already proved in [40, Corollary 4.6]; for completeness,
we provide a somewhat more direct proof. Recall the definition of LA from (6.1).
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Lemma 7.11. Let Ω be a q-cluster with γ(Ω) ∈ int∆(q−1) and let Aij = γn−1(Σij). Consider
the undirected graph G with vertices {1, . . . , q} and an edge between i and j if Aij > 0. Then
G is connected and LA is positive-definite as an operator on E
(q−1) (in particular, it has
full-rank q − 1).
Proof. The graph G is connected because if S ⊂ {1, . . . , q} were a non-trivial connected-
component then U = ⋃i∈S Ωi would satisfy γ(U) ∈ (0,1). On the other hand, we would have
Pγ(U) = ∑i∈S,j∉S Aij = 0 by (3.4), contradicting the (single-bubble) Gaussian isoperimetric
inequality.
Clearly LA is positive semi-definite as v
TLAv = ∑i≠j Aij(vi − vj)2 with Aij ≥ 0. More-
over, the fact that G is connected implies that vTLAv = 0 for v ∈ Rq if and only if the
coordinates of v are all identical, which means that v = 0 if v ∈ E(q−1). It follows that LA
is strictly positive-definite on E(q−1).
Let Ω be a stationary regular flat cluster, and recall our convention from Theorem 4.1
(ii). If Ω has a disconnected cell, we may suppose without loss of generality that Ω1 is
disconnected. We can then define a (q + 1)-cluster Ω˜ by splitting Ω1 into two non-trivial
pieces Ω˜1 and Ω˜q+1, each consisting of unions of connected components of Ω1, while leaving
the other cells unaltered, i.e. Ω˜i = Ωi for i = 2, . . . , q. Note that ∂Ω1 = ∂Ω˜1∪∂Ω˜q+1 and that
∂∗Ω1 = ∂∗Ω˜1 ∪ ∂∗Ω˜q+1. Consequently, Ω˜ is still a stationary and regular cluster. It also
follows that δkXV (Ω)1 = δkXV (Ω˜)1 + δkXV (Ω˜)q+1 and δkXA(Ω) = δkXA(Ω˜) for all k ≥ 0 and
C∞c vector-fields X . In addition, denoting H˜ij,γ =HΣ˜ij,γ , since H˜1j,γ = H˜(q+1)j,γ =H1j,γ for
all j = 2, . . . , q, it follows that H˜ij,γ = λ˜i − λ˜j for all i ≠ j = 1, . . . , q + 1 where λ˜1 = λ˜q+1 = λ1
and λ˜j = λj for all j = 2, . . . , q. In particular, it follows that QΩ˜(X) =QΩ(X).
We will construct a C∞c vector-field X with
δXV (Ω˜) = eq+1 − e1 and QΩ˜(X) < 0. (7.6)
Applying the same vector field to Ω, it will follow by the previous comments that δXV (Ω) =
0 but QΩ(X) < 0, demonstrating that Ω is unstable.
To construct X , take ǫ > 0 and let {Xǫi }i=1,...,q+1 be an (ǫ, ǫ)-approximate family of
inward fields for Ω˜. Given a ∈ Rq+1, set Xǫa = ∑q+1i=1 aiXǫi , and let Vǫ ∶ E(q) → E(q) be
the linear map defined by Vǫa = δXǫaV (Ω˜). Observe that by Lemma 6.8 (3), Vǫ → −LA
as ǫ → 0 (say, in the operator norm), where A = A(Ω˜) and LA was defined in (6.1). By
Lemma 7.11 LA is non-degenerate, and hence V
−1
ǫ exists and is bounded uniformly in ǫ
for all ǫ > 0 sufficiently small. Let aǫ = V −1ǫ (eq+1 − e1), denote Xǫ = Xǫaǫ , and note that
δXǫV (Ω˜) = Vǫaǫ = eq+1 − e1 by construction. By Theorem 5.2 and the flatness of Ω and
hence of Ω˜, we have:
Q
Ω˜
(Xǫ) =∑
i<j
∫
Σ˜ij
(∣∇tXnǫ ∣2 − (Xnǫ )2)dγn−1.
Applying Lemma 6.8 (1) and (2), it follows that:
Q
Ω˜
(Xǫ) ≤ −(aǫ)TLAaǫ + (q + 5)ǫ∣aǫ∣2.
Since aǫ → −L−1A (eq+1 − e1) as ǫ → 0, ∣aǫ∣ is bounded away from 0 and ∞ for small-enough
ǫ > 0. Recalling that LA is strictly positive-definite, we conclude that Q(Xǫ) < 0 for
sufficiently small ǫ > 0. This completes the construction of a vector-field satisfying (7.6),
and thus the proof of Theorem 7.2.
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7.5 Stable regular clusters have convex cells
To proceed with the proof of Theorem 7.2, we will show that the cells of a stationary,
regular, flat cluster Ω with connected open cells must necessarily be convex.
We will require the following proposition, which may be of independent interest. As
we could not find a reference for this in the literature (in the case that A ≠ ∅ below), we
provide a proof.
Proposition 7.12 (From Almost Local to Global Convexity). Let Ω be an open connected
subset of Rn, and let A ⊂ ∂Ω be a Borel set with Hn−2(A) = 0. Assume that for every
p ∈ ∂Ω ∖A there exists an open neighborhood Np of p so that Ω ∩Np is convex. Then Ω is
convex.
It is easy to see that the claim is false when Hn−2 is replaced by Hn−k with k < 2,
or when Ω is not assumed open or closed. For the proof, we will require the following
well-known fact (due to Tietze and to Nakajima, see e.g. [10])
Lemma 7.13 (From Local to Global Convexity). Let Ω1 be an open connected subset of
R
n, so that for any p ∈ ∂Ω1, there exists an open neighborhood Np of p so that Ω1 ∩Np is
convex. Then Ω1 is convex.
Proof of Proposition 7.12. Given distinct x0, z0 ∈ Ω, we will show that:
∀ǫ > 0 ∃x ∈ B(x0, ǫ) ∃z ∈ B(z0, ǫ) [x, z] ⊂ Ω. (7.7)
This will be enough to conclude the claim, since this will imply that [x0, z0] lies inside Ω,
which will imply that Ω is convex, which in turn will imply that its interior Ω is convex.
Recall that connectedeness and path-connectedeness are equivalent topological proper-
ties on open subsets of Rn. As Ω is path-connected (being open), there exists a closed path
from x0 to z0 which lies in Ω. By openness of Ω and compactness of the path, a standard ar-
gument implies that we may assume that the path is piecewise linear, i.e. consists of a finite
number of intervals {[yi, yi+1]}i=0,...,N−1, with y0 = x0 and yN = z0, so that [yi, yi+1] ⊂ Ω.
We will show, by induction on N , that this implies (7.7). The base case N = 1 is trivial,
and we will establish the case N = 2. To establish the case of N + 1, by openness of Ω and
compactness of intervals, there exists δ > 0 such that for all y′N ∈ B(yN , δ), [y′N , yN+1] ⊂ Ω;
by applying the induction hypothesis with min(ǫ/2, δ) to the piecewise linear path from
y0 to yN , and the case N = 2 to the path [y′0, y′N ] ∪ [y′N , yN+1], we find x ∈ B(x0, ǫ) and
z ∈ B(z0, ǫ/2) with [x, z] ⊂ Ω, as required.
To establish the case N = 2, let y0 ∈ Ω be such that [x0, y0] ⊂ Ω and [y0, z0] ⊂ Ω.
Consider the affine subspace Ex,y,z spanned by x, y, z. If Ex0,y0,z0 is one-dimensional, it
trivially follows that [x0, z0] ⊂ Ω and (7.7) is established, so let us assume that Ex0,y0,z0
is two-dimensional. By openness of Ω and compactness of the intervals, there exists δ > 0
so that for all x ∈ B(x0, δ), y ∈ B(y0, δ) and z ∈ B(z0, δ), [x, y] ⊂ Ω, [y, z] ⊂ Ω and
Ex,y,z is two-dimensional. We now claim that for all ǫ ∈ (0, δ), there exist x ∈ B(x0, ǫ),
y ∈ B(y0, ǫ) and z ∈ B(z0, ǫ) so that E = Ex,y,z is disjoint from A. Once this is established,
we will consider the set Ω0 ∶= Ω ∩ E, which is relatively open in E; we subsequently
consider the relative topology of sets in their corresponding affine hulls. We do not a-
priori know that Ω0 is a (path-)connected set, but as [x, y] and [y, z] are both in Ω0,
we do know that x, y, z all lie in the same (path-)connected component Ω1 ⊂ Ω0. Since
∂Ω1 ⊂ ∂Ω0 ⊂ ∂Ω ∩ E ⊂ ∂Ω ∖ A, we know that for any p ∈ ∂Ω1 there exists an open
neighborhood Np of p so that Ω1∩Np = Ω0∩Np = (Ω∩Np)∩E is convex. Applying Lemma
7.13 to the open connected Ω1, it follows that Ω1 is convex, and hence [x, z] ⊂ Ω1 ⊂ Ω,
thereby establishing (7.7).
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To see the existence of a subspace E = Ex,y,z which is disjoint from A, let σn2 denote the
natural Haar measure on En2 , the homogeneous space of all two-dimensional affine subspaces
in Rn, normalized so that σ2{E ∈ En2 ∶ E ∩B(0,1) ≠ ∅} =Hn−2(Bn−2), where Bn−2 denotes
the Euclidean unit-ball in Rn−2. Introduce the following intergral-geometric Favard outer
measure:
Fn−2(U) ∶= ∫
En
2
H0(U ∩E)dσn2 (E). (7.8)
It is known that Fn−2 is a Borel measure, and by a generalized Crofton formula proved by
Federer (see [25, Theorem 3.2.26]), that Fn−2 and Hn−2 coincide on Hn−2-rectifiable sets.
While this may not be the case on general Borel sets, we always have Fn−2(U) ≤Hn−2(U)
for all Borel sets U (see [25, Theorem 2.10.15 and Section 2.10.6]). Given ǫ > 0, consider
the following variant:
Fn−2ǫ (U) ∶= ∫
En
2
(ǫ)
H0(U ∩E)dσn2 (E),
where:
En2 (ǫ) ∶= {E ∈ En2 ∶ E ∩B(x0, ǫ) ≠ ∅,E ∩B(y0, ǫ) ≠ ∅,E ∩B(z0, ǫ) ≠ ∅} .
Clearly Fn−2ǫ (U) ≤ Fn−2(U) for all U .
Applying this to our set A, we deduce that Fn−2(A) = 0 (and in fact, the proposition
holds under this weaker assumption). Consequently, also Fn−2ǫ (A) = 0, and we deduce that
for σn2 -a.e. E ∈ En2 (ǫ), H0(A ∩ E) = 0, i.e. E is disjoint from A. Applying this to all
ǫ ∈ (0, δ) and using that σn2 (En2 (ǫ)) > 0, the existence of the desired E, disjoint from A and
intersecting B(x0, ǫ), B(y0, ǫ) and B(z0, ǫ), is deduced, concluding the proof.
Now let Ω be a stationary, regular, flat cluster with connected open cells {Ωi}. Note
that by Theorems 4.1, 4.8 and flatness of the interfaces, the local convexity condition of
Proposition 7.12 holds on ∂Ωi ∖ Σ4: indeed, around p1 ∈ ∂Ωi ∩ Σ1, p2 ∈ ∂Ωi ∩ Σ2 and
p3 ∈ ∂Ωi ∩Σ3, Ωi looks locally like the convex flat cell of a model simplicial cluster around
its interface, triple points and quadruple points, respectively. As Hn−2(∂Ωi ∩Σ4) = 0, we
deduce by Proposition 7.12 that Ωi are all convex.
7.6 Formula for polyhedral cells of stable regular clusters
Every open convex set Ω ⊂ Rn is the intersection of its open supporting halfspaces over all
boundary points ∂Ω (see e.g. [54]). Clearly, by continuity (as the boundary of a convex set
is a Lipschitz manifold), it is enough to intersect the supporting halfspaces of any subset
A ⊂ ∂Ω which is dense in ∂Ω. Recalling our convention from Theorem 4.1 (ii) and (3.6),
it follows that Ωi is the intersection of its open supporting halfspaces over the points of
its interfaces ∪j≠iΣij . As the interfaces are smooth, the unique open supporting halfspace
to Ωi at p ∈ Σij is of the form {x ∈ Rn ∶ ⟨nij(p), x⟩ < Cij(p)}. On the other hand, by the
flatness of the interfaces, we know that for all x ∈ Σij :
Hij,γ =HΣij (x) − ∇nijW (x) = −⟨nij , x⟩,
and hence Cij ≡ −Hij,γ is constant on Σij .
From this, we deduce that nij must be constant over (any non-empty) Σij . Otherwise,
if there exist pk ∈ Σij , k = 1,2, with nij(p1) ≠ nij(p2), it would follow (as nji = −nij and
Hji,γ = −Hij,γ) that:
Ωi ⊂ ⋂
k=1,2
{x ∈ Rn ∶ ⟨nij(pk), x⟩ < −Hij,γ} , Ωj ⊂ ⋂
k=1,2
{x ∈ Rn ∶ ⟨nij(pk), x⟩ > −Hij,γ}.
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This would either imply that one of the cells Ωi or Ωj is empty (if n
ij(p1) = −nij(p2)), or
that ∂Ωi ∩ ∂Ωj is contained in the n − 2 dimensional plane ⋂k=1,2{x ∈ Rn ∶ ⟨nij(pk), x⟩ =
−Hij,γ} (otherwise); in either case, it would follow that Aij = γn−1(Σij) = 0, i.e. that Σij is
empty, a contradiction. As nij and Hij,γ are constant on Σij , Σij is contained in a single
hyperplane. By Lemma 7.9, dim span{nij}i<j ≤ q − 1.
It follows that the cells Ωi are convex polyhedra, obtained as the intersection of a finite
number (at most q − 1) open supporting halfspaces to its non-empty interfaces Σij . The
explicit formula in (7.1) is obtained after recalling that Hij,γ = λi − λj , where λ ∈ E∗ is
given by Lemma 4.2 (ii). This concludes the proof of Theorem 7.2.
8 Proof of the Multi-Bubble Theorem
All of the work we have done so far culminates in the following key proposition, which is
the main new tool we require for proving Theorem 1.1.
Proposition 8.1. Let Ω be a minimizing cluster with respect to the Gaussian measure
γ with γ(Ω) = v ∈ int∆, and let A = A(Ω) = {Aij} denote the collection of its interface
measures. Then for every y ∈ E and every ǫ > 0, there exists a C∞c vector-field X such that∣δXV − y∣ ≤ ǫ and Q(X) ≤ −yTL−1A y + ǫ.
Remark 8.2. In fact, it is clear from the proof that Ω need only be stable and regular for
the statement to hold.
Proof of Proposition 8.1. By the results of Section 4, Ω stationary, stable and regular.
Given y ∈ E, since LA is full-rank by Lemma 7.11, there exists a ∈ E(q−1) so that LAa = −y.
Fix ǫ ∈ (0,1) and construct a family {X1, . . . ,Xq} of (ǫ, ǫ)-approximate inward fields by
Proposition 6.1. Setting X = ∑k akXk, it follows by Lemma 6.8 (3) that for all i:∣(δXV (Ω) +LAa)i∣ ≤ 2ǫ√q∣a∣.
As LAa = −y, we conclude that ∣δXV − y∣ ≤ 2ǫq∣a∣.
Since Ω is stable and regular, Theorem 7.2 asserts that it is in addition flat. Hence,
Theorem 5.2 implies that:
Q(X) =∑
i<j
∫
Σij
(∣∇tXn∣2 − (Xn)2) dγn−1.
Applying Lemma 6.8 (1) and (2), it follows that:
Q(X) ≤ −aTLAa + (q + 4)ǫ∣a∣2.
Finally, since aTLAa = yTL−1A y, the assertion is proved (after adjusting ǫ).
Having Proposition 8.1 at hand, the conclusion of the proof of Theorem 1.1 is essentially
identical to the one of the double-bubble case (q = 3) from our previous work [40]. For
completeness, we provide the details. We will require the following standard fact (see,
e.g. [40, Lemma 7.1]):
Lemma 8.3. I is lower semi-continuous on ∆.
Proof of Theorem 1.1. Our task is to prove that I(q−1) = I(q−1)m on ∆(q−1) for 2 ≤ q ≤ n + 1.
Fixing n, we will prove this by induction on q. Our base case is q = 2, which is the
classical (single-bubble) Gaussian isoperimetric inequality. By induction, we will assume
that I(q−2) = I(q−2)m on ∆(q−2). Since (by Lemma 2.3) I(q−1)m agrees with I(q−2)m on ∂∆(q−1),
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and since I(q−1) agrees with I(q−2) on ∂∆(q−1) by definition, it follows by the induction
hypothesis that I(q−1) = I(q−1)m on ∂∆(q−1). For brevity, we will henceforth write I, Im and
∆ for I(q−1), I(q−1)m and ∆(q−1), respectively.
By the construction of Section 2, I ≤ Im, so we will show the converse inequality. Since
Im is continuous on ∆ by Lemma 2.3 and I is lower semi-continuous on ∆ by Lemma 8.3,
I − Im must attain a global minimum at some v0 ∈ ∆. Assume in the contrapositive that
I(v0) − Im(v0) < 0; by the comments in the previous paragraph, necessarily v0 ∈ int∆.
Let Ω be a minimizing cluster with γ(Ω) = v0, as ensured by Theorem 4.1. Since v0 is
a minimum of I − Im, for any smooth flow Ft along an admissible vector-field X , we have
Im(γ(Ft(Ω))) ≤ I(γ(Ft(Ω)) − (I − Im)(v0) ≤ Pγ(Ft(Ω)) − (I − Im)(v0), (8.1)
where the second inequality follows from the definition of I. The two sides are equal when
t = 0, and twice differentiable in t. By comparing first and second derivatives at t = 0,
⟨∇Im(v0), δXV ⟩ = δXA (8.2)
∇2δXV,δXV Im(v0) + ⟨∇Im(v0), δ2XV ⟩ ≤ δ2XA. (8.3)
On the other hand, recall that δXA = ⟨λ, δXV ⟩ by Lemma 4.4, where λ is the unique
element of E∗ such that λi − λj = Hij,γ(Ω). Comparing with (8.2), and using that (by
Proposition 8.1) for y = ∇Im(v0) − λ and any ǫ > 0 there is a C∞c vector-field X with∣δXV − y∣ ≤ ǫ, it follows that ∇Im(v0) = λ. Plugging this into (8.3), we obtain:
∇2δXV,δXV Im(v0) ≤ δ2XA − ⟨λ, δ2XV ⟩ = Q(X).
Now by Proposition 8.1, for any y ∈ E and ǫ > 0 we may find a C∞c vector-field X so that∣δXV − y∣ ≤ ǫ and (δXV )T∇2Im(v0)δXV ≤ Q(X) ≤ −yTL−1A y + ǫ
(where recall A = A(Ω) = {Aij} is the collection of interface measures). Taking ǫ → 0, it
follows that ∇2Im(v0) ≤ −L−1A in the positive semi-definite sense, and since LA is positive-
definite, we deduce that −∇2Im(v0)−1 ≤ LA. It follows by Proposition 2.4 that:
2Im(v0) = − tr[(∇2Im(v0))−1] ≤ tr(LA) = 2∑
i<j
Aij = 2I(v0),
in contradiction to the assumption that I(v0) < Im(v0).
9 Uniqueness of Minimizers
Having proved the multi-bubble inequality (Theorem 1.1), the uniqueness of minimizers
(Theorem 1.2) follows in essentially the same way as in our previous work on the double-
bubble case (q = 3). The fact that any stable regular cluster must have convex polyhedral
cells allows for a simplification in the argument. For completeness, we provide the details.
See also the next section for an alternative argument.
The first step is to realize that if Ω is minimizing then all of the inequality steps in
the proof of Theorem 1.1, whenever it applies (namely 2 ≤ q ≤ n + 1 and v ∈ int∆(q−1)),
must have been equalities. In particular, this leads to the following conclusion, which was
already established in [40, Section 8].
Lemma 9.1. Let Ω be a minimizing q-cluster in Rn with respect to γ with γ(Ω) = v ∈
int∆(q−1) and 2 ≤ q ≤ n + 1. Let Ωm be a model q-cluster in Rn with γ(Ωm) = v. Let Aij
and Amij denote the Gaussian-weighted areas of the interfaces of Ω and Ω
m, respectively.
Then:
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(i) ∇2I(v) = −L−1A ;
(ii) Aij = Amij for all i ≠ j; and
(iii) the first and second variations of Ω satisfy the following inequality for every admissible
vector-field X: (δXV )TL−1A (δXV ) ≥ −Q(X). (9.1)
For the rest of this section, we will fix a minimizing q-cluster Ω with γ(Ω) = v ∈ int∆(q−1)
and 2 ≤ q ≤ n + 1. Note that Amij > 0 for all i ≠ j, and so Lemma 9.1 implies that Aij > 0
for all i ≠ j as well – this is the crucial property of a minimizing cluster which we will
repeatedly use (see the next section for a more general result involving this property). It
follows by Theorem 7.2 that nij is constant on (the non-empty) Σij for all i ≠ j.
Note that for the constant vector field w, we have
(δwV )i =∑
j≠i
∫
Σij
⟨w,nij⟩dγn−1 =∑
j≠i
Aij⟨nij ,w⟩.
Since nij = −nji, we may express this as
δwV =Mw , M ∶=∑
i<j
Aij(ei − ej)nTij .
As for the second variation, by (5.15):
−Q(w) =∑
i<j
∫
Σij
⟨n,w⟩2 dγn−1 =∑
i<j
Aij⟨nij ,w⟩2. (9.2)
Comparing with (9.1), it follows that as quadratic forms on w ∈ Rn:
MTL−1A M ≥ −Q = N , N ∶=∑
i<j
Aijnijn
T
ij . (9.3)
On the other hand, we recall the following matrix version of the Cauchy-Schwarz in-
equality (see e.g. [40, Lemma 6.4]):
Lemma 9.2. If X is a random vector in Rn and Y is a random vector in Rm such that
E∣X ∣2 <∞, E∣Y ∣2 <∞, and EY Y T is non-singular, then
(EXY T )(EY Y T )−1(EY XT ) ≤ EXXT
as quadratic forms on Rn, with equality if and only if X = BY almost surely, for a deter-
ministic n ×m matrix B.
Applying this to random vectors X ∈ Rn and Y ∈ E(q−1) so that with probability
Aij/∑k<ℓAkℓ, X = nij and Y = ei − ej, observe that:
EXXT = 1∑k<ℓAkℓN , EY X
T = 1∑k<ℓAkℓM , EY Y
T = 1∑k<ℓAkℓLA,
and so Lemma 9.2 implies that MTL−1A M ≤ N . Together with (9.3), it follows that the
latter inequality is in fact an equality, and so there a linear map B ∶ E(q−1) → Rn so
that nij = B(ej − ei) for all i ≠ j (using that Aij > 0). In particular, ∑(ℓ,m)∈C(i,j,k)nℓm =
B∑(ℓ,m)∈C(i,j,k)(em − eℓ) = 0 for all distinct i, j, k, and it follows that nij , njk, and nki are
unit vectors with 120○ angles between them.
Moreover, since Eij = (ej − ei)(ej − ei)T span the space of all symmetric matrices on
E(q−1) (by checking dimensions), and tr(BTBEij) = ∣nij ∣2 = 1 for all i < j (as Aij > 0), it
follows that BTB = 1
2
Id, i.e.
√
2B is an isometry from E(q−1) onto ImB = span{nij}.
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Applying Theorem 7.2 and using that Aij > 0 for all i ≠ j one last time, we know that
after modifying Ω by null-sets according to our convention from Theorem 4.1 (ii), we have:
Ωi = {x ∈ Rn ∶ ∀j ≠ i ⟨nij , x⟩ < λj − λi}
= {x ∈ Rn ∶ ∀j ≠ i ⟨ej − ei,BTx⟩ < λj − λi}
= {x ∈ Rn ∶ ∀j ≠ i ⟨ej − ei,BTx − λ⟩ < 0}.
In other words, Ω is the pull-back via BT ∶ Rn → E(q−1) of the canonical model q-cluster
on E(q−1) centered at λ. Since
√
2B is an isometry, it follows that {Ωi} are the Voronoi
cells of q equidistant points in Rn, i.e. that Ω is a simplicial q-cluster. This concludes the
proof of Theorem 1.2.
10 Concluding Remarks
10.1 Towards a characterization of stable regular clusters
It is an interesting problem to obtain a complete characterization of stable regular q-clusters
for the Gaussian measure when q ≤ n + 1. We add here an additional necessary property
of stable regular clusters on top of the information given in Theorem 7.2. As usual, we
denote by Aij = γn−1(Σij) the measure of the interfaces of Ω.
Theorem 10.1. Let Ω denote a stable regular q-cluster in Rn with respect to γ, and assume
that q ≤ n + 1. Then Ω is the pull-back via a linear map Rn ↦ E(q−1) of a canonical model
simplicial q-cluster in E(q−1). Specifically:
1. There exists a linear operator B ∶ E(q−1) → Rn so that
nij = B(ej − ei) (10.1)
for all i ≠ j such that Aij > 0; and
2. Ω is the pull-back via BT of the canonical model simplicial q-cluster in E = E(q−1)
centered at λ:
Ωi = ⋂
j≠i
{x ∈ Rn ∶ ⟨ej − ei,BTx − λ⟩ < 0} , (10.2)
where λ ∈ E∗ is given by Lemma 4.2 (ii).
Note that this is indeed a strengthening of Theorem 7.2; the additional information that
(10.1) holds is a strong way to encapsulate the fact that Ω is stationary, since it implies
that nij +njk +nki = 0 for all distinct i, j, k so that Aij ,Ajk ,Aki > 0 (even without knowing
whether Σijk is non-empty). Before providing a proof of Theorem 10.1, let us remark that
it immediately yields an alternative proof of the uniqueness of minimizers from the previous
section, and in fact implies the following strengthening:
Corollary 10.2. Let Ω denote a stable regular q-cluster in Rn with respect to γ, and
assume that q ≤ n + 1. Assume that Aij > 0 for all i ≠ j, where Aij = γn−1(Σij) denote as
usual the interface measures. Then up to null-sets, Ω is a simplicial cluster.
Indeed, for any minimizing Ω with γ(Ω) ∈ int∆(q−1), Lemma 9.1 implies that Aij = Amij >
0 for all i ≠ j, which together with Corollary 10.2 yields Theorem 1.2 on the uniqueness of
minimizers. To see why Corollary 10.2 follows from Theorem 10.1, simply note that the
only other crucial property which was used in the proof of Theorem 1.2 in the previous
section, besides the property that Aij > 0 for all i ≠ j, was that nij = B(ej −ei) for all i ≠ j;
once this is known, it follows that
√
2B is an isometry onto its image, and so Theorem
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10.1 implies that {Ωi} are the Voronoi cells of q equidistant points in Rn, i.e. that Ω is a
simplicial q-cluster.
The proof of Theorem 10.1 is based on an interesting topological observation. Consider
the following two-dimensional simplicial complex S associated to a regular stable cluster
Ω with respect to γ: its vertices are given by {(i) ∶ Ωi ≠ ∅}, its edges are given by{(i, j) ∶ Σij ≠ ∅}, and its triangles are given by {(i, j, k) ∶ Σijk ≠ ∅}. This is indeed a
simplicial complex since the face of any simplex in S is clearly also in S. By a trivial
adaptation of the proof of Lemma 7.11, it is immediate to see that the 1-skeleton of S, i.e.
the graph obtained by considering only its edges, is necessarily connected. In other words,
the zeroth (simplicial) homology of S is trivial. To this we add:
Theorem 10.3. The first (simplicial) homology of S is trivial.
It is easy to check that Theorem 10.3 is false for a general finite convex tessellation of Rn.
The crucial property we will use in the proof is the combinatorial incidence structure of
cells along triple-points Σ2, and the fact that Hn−2(Σ3 ∪Σ4) = 0 (by regularity). As this is
not our main focus in this work, we only sketch the proof.
Sketch of Proof of Theorem 10.3. Let C denote a directed cycle in the 1-skeleton of S. Our
goal will be to show that it is the boundary of a 2-chain ∑Th=1 Th, where Th are oriented
triangles in S. Consider a closed piecewise linear directed path P in Rn which emulates C,
meaning that it crosses from Ωi to Ωj transversely through Σij in the order specified by
C (and without intersecting Σ3 ∪Σ4). Note that it is always possible to construct such a
path thanks to the connectivity of the cells (and moreover, the convexity of the cells makes
the construction especially simple). Assume that P = ∪N−1i=0 [yi, yi+1] with yN ∶= y0, and
fix a point o in one of the (non-empty open) cells which is not co-linear with any of these
segments. Consider the convex interpolation Pt = (1 − t) ⋅ P + t ⋅ o, so that [0,1] ∋ t ↦ Pt
is a contraction of P onto o. We claim that there exists a perturbation of the points
Y ∶= {yi}i=0,...,N−1 ∪ {o} so that:
(i) o remains in its original cell, P still emulates C, and o is not co-linear with any of the
segments [yi, yi+1].
(ii) Pt does not intersect Σ
3 ∪Σ4 for all times t ∈ [0,1].
(iii) Pt does not intersect Σ
2 except for a finite set of times t ∈ (0,1).
(iv) For all times t ∈ [0,1], Pt crosses Σ1 transversely.
The argument is similar to the one detailed in the proof of Proposition 7.12, and we employ
the same notation introduced there. Consider open balls of radius ǫ > 0 around the points
of Y; by selecting ǫ small-enough, we may always ensure that (i) holds for any perturbation
inside these balls. Let K denote a closed ball containing the convex hull of the above
small balls around Y. Consider a perturbation of the points of Y selected uniformly and
independently inside each small ball. For each i = 0, . . . ,N−1, consider the two-dimensional
affine subspace Fi spanned by the perturbed points {yi, yi+1, o}; it is easy to see that the
distribution of Fi is absolutely continuous with respect to σ
n
2 , the Haar measure on the
homogeneous space of two-dimensional affine subspaces of Rn. Recall the definition (7.8)
of the integral-geometric Favard measure Fn−2, for which we know by Theorem 4.8 that
Fn−2(Σ3 ∪ Σ4) = Hn−2(Σ3 ∪ Σ4) = 0 and that Fn−2(K ∩ Σ2) = Hn−2(K ∩ Σ2) < ∞ (note
that the latter statement employs for simplicity the local finiteness asserted in Theorem
4.8 (ii), but as promised in Remark 4.11, this can be avoided by performing the above
perturbation in two separate steps). It follows that with probability 1, a random two-
dimensional subspace selected according to σn2 will be disjoint from Σ
3 ∪Σ4 and intersect
K ∩ Σ2 a finite number of times. By absolute continuity, the same holds for all of our
52
randomly selected Fi with probability 1. In particular, this ensures (ii) and (iii). Finally,
note that the linear segments of Pt remain parallel to those of P along the contraction to o,
and since Σ1 has a finite number of normal directions nij , with probability 1 the segments
of P (and hence of Pt) will cross Σ
1 transversely, thereby ensuring (iv).
The strategy is now clear: for every t ∈ [0,1), consider the directed cycle Ct in the
1-skeleton of S which the path Pt traverses; it is well-defined since Pt crosses from one cell
to the next transversely through Σ1, and is of finite length (the length is bounded e.g. by
N(q − 1) since every segment can cross at most q − 1 cells by convexity). By openness, Ct
remains constant between consecutive times when Pt intersects Σ
2, and at such times there
are two possibilities: either a directed edge (i, j) in Ct will transform into two consecutive
directed edges (i, k), (k, j), or vice versa, two consecutive directed edges (i, k), (k, j) will
collapse into a single directed edge (i, j) (depending on how Pt traverses Σijk as t varies).
By (iii), this can happen only a finite number of times, and for times t close enough to 1, Ct
must be empty since the path Pt is already close enough to o so as to remain inside a single
cell. This procedure produces a description of our original cycle C = C0 as the boundary of
the 2-chain ∑Th=1 Th, where Th are the oriented triangles (i, j, k) or (i, k, j) corresponding
to the above two possibilities for how Pt traversed Σijk. This concludes the proof.
Proof of Theorem 10.1. We first claim that for any directed cycle C in the 1-skeleton of S:
∑
(i,j)∈C
nij = 0. (10.3)
Indeed, by Theorem 10.3, any such directed cycle is the boundary of a 2-chain ∑Th=1 Th,
where Th are oriented triangles in S. Note that nij +njk +nki = 0 for any oriented triangle
T = (i, j, k) in S, since this holds by Corollary 4.12 at any point x in the non-empty Σijk.
Summing this up over all oriented triangles {Th}h=1,...,T , and using that nmℓ = −nℓm, (10.3)
immediately follows.
Clearly, for each coordinate a = 1, . . . , n, (10.3) implies the existence of ba ∈ E(q−1) so
that ⟨nij , ea⟩ = ⟨ba, ej − ei⟩ for all edges (i, j) ∈ S; this may be seen as the triviality of the
first (simplicial) cohomology. In fact, ba is necessarily unique if there are no empty cells, by
connectivity of the 1-skeleton on the set of all vertices {1, . . . , q}. Defining B = ∑na=1 eabTa ,
this establishes (10.1).
It follows by Theorem 7.2 that:
Ωi = ⋂
j≠i∶Aij>0
{x ∈ Rn ∶ ⟨ej − ei,BTx − λ⟩ < 0} .
Note the subtle difference with (10.2), where the intersection is taken over all j ≠ i (no
requirement that Aij > 0) – let us denote the latter variant by Ω˜i. We claim that Ωi = Ω˜i
for all i. Indeed, Ω˜ is a genuine cluster, being the pull-back of a canonical model cluster
in E(q−1) centered at λ, and so its cells cover Rn (up to null-sets). On the other hand, Ω
is itself a cluster by assumption, and clearly Ω˜i ⊂ Ωi for all i. Since all cells are open, it
follows that necessarily Ω = Ω˜, concluding the proof.
An interesting question, which we leave for another investigation, is whether Theorem
10.1 admits a converse:
Is every q-cluster which is the pull-back via a linear map BT ∶ Rn → E(q−1)
of a canonical model q-cluster in E(q−1), so that ∣B(ei − ej)∣ = 1 for all i ≠ j
such that Aij > 0, necessarily stable when q ≤ n + 1?
A positive answer would yield a full characterization of stable regular q-clusters when
q ≤ n + 1. To appreciate the difficulty in determining the stability of a given cluster, note
53
that we do not even know how to directly show that the model simplicial clusters are stable,
without invoking our main theorem to show that they are in fact minimizing (and hence
in particular stable).
10.2 Characterizations of minimizing clusters
Let us summarize the characterizing properties of minimizing clusters among all stable
regular clusters which we have obtained so far (as usual, when q ≤ n + 1), and add an
additional characterizing property to the list.
Theorem 10.4. Let Ω denote a stable regular q-cluster in Rn with respect to γ with γ(Ω) ∈
int∆(q−1), and assume that q ≤ n + 1. Let Aij = γn−1(Σij) denote the measures of its
interfaces, and let d denote its dimension of deficiency. Then the following are equivalent:
(i) Ω is a minimizing cluster.
(ii) Ω is (up to null-sets) a model simplicial cluster.
(iii) Aij > 0 for all i ≠ j.
(iv) Ω is effectively (q − 1)-dimensional (recall Definition 7.8).
Indeed, (i) implies (iii) by Lemma 9.1, (iii) implies (ii) by Corollary 10.2, and (ii) implies
(i) by Theorem 1.1. To this list of equivalences, we add (iv); recall that by Lemma 7.9, the
effective dimension of any stable regular q-cluster is at most q − 1. We remark that for the
proof that (iv) implies (iii) and hence (ii), we do not need to invoke our Partial Differential
Inequality argument from Section 8 (as none of the required implications invoke Theorem
1.1 or Lemma 9.1). In other words, if for a given v ∈ int∆(q−1), a minimizing cluster were
known to be effectively (q − 1)-dimensional, we could directly deduce that it must be a
model simplicial cluster, thereby simultaneously verifying Theorems 1.1 and 1.2. While
this would result in a conceptual simplification of the overall argument for establishing our
main results, unfortunately we do not know how to a-priori exclude the possibility that a
given minimizing cluster is effectively lower-dimensional.
We first establish an almost obvious lemma regarding the convex polyhedral cells of Ω.
Lemma 10.5. With the same assumptions as in Theorem 10.4, assume that Σij is non-
empty for some i ≠ j. If Fij denotes the (closed) facet of Ωi which contains Σij , then
necessarily Fij = Σij . In particular, Fij = Fji.
Proof. Recall that the interfaces Σkℓ are relatively open in Σ = Σ1 by Theorem 4.1, and
hence Σij ∖ Σij ⊂ Σ2 ∪ Σ3 ∪ Σ4. Assume in the contrapositive that Fij ≠ Σij . Since Fij
is the closure of its relative interior (by convexity), it follows that Hn−1(Fij ∖ Σij) > 0;
in addition Hn−1(Σij) > 0 by relative-openness. It follows by the relative isoperimetric
inequality inside the convex Fij that H
n−2(relintFij ∩ (Σij ∖ Σij)) > 0 (for instance, this
can be deduced by endowing Fij with a Gaussian density and employing the Gaussian
single-bubble isoperimetric inequality inside a convex set, as in Theorem 10.7 below). Since
Σij ∖Σij ⊂ Σ2 ∪Σ3 ∪Σ4 and Hn−2(Σ3 ∪Σ4) = 0 by Theorem 4.8, it follows that there exists
a point p ∈ relintFij ∩ Σ2. But this contradicts Theorem 4.8 and Corollary 4.12, because
p ∈ relintFij implies that Ωi has only one outer normal at p, and so it cannot have two
outer normals with a 120○ angle between them.
Proof of equivalence with (iv) in Theorem 10.4. Clearly, (ii) implies (iii) and (iv), so let us
assume that (iv) holds and establish (iii). By Lemma 7.4 and the product structure of the
Gaussian measure, we may assume that Ω is not dimension-deficient (if it were, we could
pass to the subspace perpendicular to the directions of dimension-deficiency). That is, Ω
is full-dimensional and so q = n + 1.
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As a first step, we observe that there is no cell Ωi for which Ωi contains a line. Assume
in the contrapositive that Ωi contains a line parallel to the one-dimensional subspace E.
Since Ωi is convex and open, it follows that Ωi can be written as Ω˜i × E. Now let j ≠ i
be such that Aij > 0; we will show that Ωj also contains a line parallel to E. Since the
undirected graph in which (i, j) is an edge if Aij > 0 is connected by Lemma 7.11, it will
then follow that every cell contains a line parallel to E, which will imply that every cell Ωj
can be written as Ω˜j ×E, contradicting the assumption that Ω is full-dimensional.
To see that Ωj contains a line parallel to E, let Fij be the facet of Ωi that contains Σij
and let Fji be the facet of Ωj that contains Σij . Since Ωi is a cylinder in the direction E,
it follows that Fij contains a line parallel E, and so by Lemma 10.5 so does Fji and hence
Ωj .
Now fix i ∈ {1, . . . , q}. Since Ωi does not contain a line, it follows that Ωi has a face
of dimension zero (if not, a face of minimal dimension would necessarily contain a line).
So let {p} ⊂ Ωi be a face of dimension zero. Then p is contained in at least n = q − 1
facets of Ωi. Since Ωi has at most q − 1 facets by (7.1), it follows that Ωi has exactly q − 1
facets. Since every facet has positive Hn−1-measure, it follows by Lemma 10.5 that Aij > 0
for every j. Since i was arbitrary, this proves (iii). Moreover, it actually follows that
p ∈ Ωi ∩ (∩j≠iΣij) ⊂ ∩jΩj , and hence our two-dimensional simplicial complex S is complete
(i.e. contains all vertices, edges and triangles), and so trivially has vanishing first homology,
without requiring to pass through the proof of Theorem 10.3 to deduce Corollary 10.2.
10.3 Are all stable regular clusters flat?
We have shown in Theorem 7.2 that whenever 2 ≤ q ≤ n + 1, a stable regular q-cluster
in Rn must be flat (thus having convex polyhedral cells). In fact, by Proposition 7.6, no
restriction on q is necessary for the latter statement to hold if the cluster is dimension-
deficient. One could wonder whether this is also the case for full-dimensional clusters. In
other words:
Is every stable regular cluster necessarily flat?
A positive answer would resolve a conjecture of Corneli-et-al [20, Conjecture 2.1], which
asserts that all minimizing clusters in R2 are flat.
One possible way to tackle the above question is to show that stability tensorizes,
namely that if Ω is a stable cluster in Rn then so is Ω × R in Rn+1, since then we could
invoke Proposition 7.6 for the dimension-deficient cluster Ω ×R. Unfortunately, we do not
have a clear feeling of how reasonable this might be.
10.4 Extension to measures having strongly convex potentials
Finally, we mention that Theorem 1.1 may be immediately extended to probability mea-
sures having strongly convex potentials.
Definition 10.6. A probability measure µ on Rn is said to have a K-strongly convex
potential, K > 0, if µ = exp(−W (x))dx with W ∈ C∞ and HessW ≥K ⋅ Id.
Theorem 10.7. Let µ be a probability measure having K-strongly convex potential. Denote
by I
(q−1)
µ ∶∆(q−1) → R+ its associated (q − 1)-bubble isoperimetric profile, given by:
I(q−1)µ (v) ∶= inf {Pµ(Ω) ∶ Ω is a q-cluster with µ(Ω) = v} .
Then:
I(q−1)µ ≥
√
KI(q−1)m on ∆
(q−1).
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The proof is an immediate consequence of Caffarelli’s Contraction Theorem [17]. As
the argument is identical to the one for the case q = 3 which was already detailed in [40,
Subsection 9.1], we do not repeat it here.
A Calculation of First and Second Variations
Appendix A is dedicated to establishing Lemmas 5.4 and 5.11. In the first two subsections
below, let U denote a Borel set of locally finite perimeter so that ∂∗U = Σ ∪ Ξ, where
Σ is a smooth (n − 1)-dimensional manifold co-oriented by the outer unit-normal n and
Hn−1(Ξ) = 0. Let X be an admissible vector-field, and let Ft denote the associated flow
generated by X via (3.7).
For a fixed point p ∈ Σ, let t1, . . . , tn−1 be normal coordinates for Σ. Then t1, . . . , tn−1,n
is an orthonormal basis for Rn at p; we write X i for ⟨ti,X⟩ and Xn for ⟨n,X⟩. Moreover,
we will write Xt for the tangential component of X : Xt =X iti. We freely employ Einstein
summation convention, summing over repeated matching upper and lower indices.
Recall that the second fundamental form is the symmetric bilinear form defined on TΣ
by II(Y,Z) = ⟨Y,∇Zn⟩. We write {IIij}n−1i,j=1 for its coordinates IIij = ⟨ti,∇jn⟩ = −⟨n,∇jti⟩,
where ∇j means ∇tj . The mean-curvature HΣ is defined as tr II. Given a measure µ =
e−W dx with W ∈ C∞(Rn), the weighted mean curvature HΣ,µ is defined as HΣ − ∇nW .
The surface unweighted and weighted divergences are defined, respectively, by
divΣX = divX − ⟨n,∇nX⟩ ,
divΣ,µX = divΣX − ∇XW.
A.1 Second variation of perimeter
Assuming X is compactly supported or U is perimeter regular, Lemma 3.3 implies that
δ2XA(U) = ∫
∂∗U
d2(dt)2 ∣
t=0
(JΦte−W○Ft)dHn−1
= ∫
Σ
⎡⎢⎢⎢⎢⎣ d
2JΦt(dt)2 ∣
t=0
− 2∇XW dJΦt
dt
∣
t=0
+ d
2e−W○Ft(dt)2 ∣
t=0
e+W
⎤⎥⎥⎥⎥⎦dµn−1, (A.1)
where, recall from Subsection 3.3, JΦt denotes the (surface) Jacobian of Ft∣Σ. An imme-
diate calculation yields:
d2e−W○Ft
dt2
∣
t=0
e+W = −⟨∇XX,∇W ⟩ + (∇XW )2 − ∇2X,XW. (A.2)
An explicit computation of the first and second derivatives of JΦt in t (see e.g. [56, formula
(2.16)]) reveals that:
dJΦt
dt
∣
t=0
= divΣX
d2JΦt(dt)2 ∣
t=0
= divΣ∇XX + (divΣX)2 + n−1∑
i=1
⟨n,∇iX⟩2 − n−1∑
i,j=1
⟨ti,∇jX⟩⟨tj ,∇iX⟩.
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Plugging the above into (A.1) yields
δ2XA(U) =
∫
Σ
[divΣ∇XX + (divΣX)2 + n−1∑
i=1
⟨n,∇iX⟩2 − n−1∑
i,j=1
⟨ti,∇jX⟩⟨tj ,∇iX⟩
− 2∇XWdivΣX − ⟨∇XX,∇W ⟩ + (∇XW )2 − ∇2X,XW ]dµn−1. (A.3)
Lemma A.1.
divΣ(∇XtX)+ (divΣX)2 + n−1∑
i=1
⟨n,∇iX⟩2 − n−1∑
i,j=1
⟨tj ,∇iX⟩⟨ti,∇jX⟩
= divΣ(XdivΣX)+ ∣(∇Xn)t∣2 − (Xn)2∥II∥22 − divΣ(Xn∇Xtn) +Xn∇XtHΣ.
Proof. In coordinates
∇Xt(divΣX) = n−1∑
i=1
Xj∇j⟨ti,∇iX⟩
=
n−1
∑
i=1
Xj⟨ti,∇j∇iX⟩ +Xj⟨∇jti,∇iX⟩
=
n−1
∑
i=1
Xj⟨ti,∇j∇iX⟩ −XjIIij⟨n,∇iX⟩.
The last term can be manipulated by writing
XjIIij = ⟨∇in,X⟩ = ∇iXn − ⟨n,∇iX⟩,
and hence
∇Xt(divΣX) = n−1∑
i=1
Xj⟨ti,∇j∇iX⟩ + ⟨n,∇iX⟩2 − (∇iXn)2 +XjIIij∇iXn. (A.4)
On the other hand,
divΣ(∇XtX) = n−1∑
i=1
⟨ti,∇i(Xj∇jX)⟩
=
n−1
∑
i=1
Xj⟨ti,∇i∇jX⟩ +∇iXj⟨ti,∇jX⟩
=
n−1
∑
i,j=1
Xj⟨ti,∇i∇jX⟩ + ⟨tj ,∇iX⟩⟨ti,∇jX⟩ − IIijXn⟨ti,∇jX⟩.
Comparing this with (A.4), we obtain (using that ∇i∇jX = ∇j∇iX since ∇ is the flat
connection on Rn and [ti, tj] = 0):
divΣ(∇XtX)+ n−1∑
i=1
⟨n,∇iX⟩2 − n−1∑
i,j=1
⟨tj ,∇iX⟩⟨ti,∇jX⟩
= ∇Xt(divΣX) + n−1∑
i=1
(∇iXn)2 − n−1∑
i,j=1
(XjIIij∇iXn + IIijXn⟨ti,∇jX⟩). (A.5)
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We now concentrate on the last two terms above. First, note that⟨ti,∇jX⟩ = ∇j⟨ti,X⟩ − ⟨∇jti,X⟩ = ∇jX i +XnIIij .
In conjunction with the Codazzi equation ∑n−1i=1 ∇iIIij = ∑n−1i=1 ∇jIIii, we obtain:
n−1
∑
i,j=1
(XjIIij∇iXn + IIijXn⟨ti,∇jX⟩)
= (Xn)2∥II∥22 + n−1∑
i,j=1
IIij(Xj∇iXn +Xn∇jX i)
= (Xn)2∥II∥22 + n−1∑
i,j=1
IIij∇i(XnXj)
= (Xn)2∥II∥22 + n−1∑
i,j=1
∇i(IIijXnXj) −XnXj∇iIIij
= (Xn)2∥II∥22 + n−1∑
i=1
∇i⟨Xn∇Xtn, ti⟩ −Xn∇Xt IIii
= (Xn)2∥II∥22 + divΣ(Xn∇Xtn) −Xn∇XtHΣ,
where in the last equality we used that ∇Xtn is tangential, and ∇i⟨Y, ti⟩ = ⟨∇iY, ti⟩ for
tangential fields Y . Plugging this final equation into (A.5) yields
divΣ(∇XtX)+ n−1∑
i=1
⟨n,∇iX⟩2 − n−1∑
i,j=1
⟨tj ,∇iX⟩⟨ti,∇jX⟩
= ∇Xt(divΣX)+ ∣∇tXn∣2 − (Xn)2∥II∥22 − divΣ(Xn∇Xtn) +Xn∇XtHΣ.
Finally, add (divΣX)2 to both sides and note that
divΣ(XdivΣX) = ∇Xt(divΣX) + (divΣX)2.
Going back to (A.3) and plugging in Lemma A.1, we obtain
δ2XA(U) = ∫
Σ
[divΣ(Xn∇nX)+ divΣ(XdivΣX) − divΣ(Xn∇Xtn)
+ ∣∇tXn∣2 − (Xn)2∥II∥22 +Xn∇XtHΣ
− ⟨∇XX,∇W ⟩ − 2∇XWdivΣX + (∇XW )2 −∇2X,XW ]dµn−1.
Now, expanding the definition of weighted divergence, we observe that
divΣ,µ(XdivΣ,µX) (A.6)
= divΣ(XdivΣX) − 2∇XWdivΣX + (∇XW )2 − ∇Xt∇XW
= divΣ(XdivΣX) − 2∇XWdivΣX + (∇XW )2 − ∇2Xt,XW − ⟨∇XtX,∇W ⟩.
Hence,
δ2XA(U) = ∫
Σ
[divΣ(Xn∇nX)+ divΣ,µ(XdivΣ,µX) − divΣ(Xn∇Xtn)
+ ∣∇tXn∣2 − (Xn)2∥II∥22 +Xn∇XtHΣ
−Xn⟨∇nX,∇W ⟩ −Xn∇2Xt,nW − (Xn)2∇2n,nW ]dµn−1.
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Now, the first term of the first line combines with the first term of the third line to make
a weighted divergence, and Xn∇2Xt,nW = Xn∇Xt∇nW −Xn⟨∇W,∇Xtn⟩. The second of
these terms combines to make divΣ(Xn∇Xtn) a weighted divergence, while the first one
combines with Xn∇XtHΣ to make the mean-curvature weighted. To summarize:
Lemma A.2. For U and X as above,
δ2XA(U) = ∫
Σ
[divΣ,µ(Xn∇nX)+ divΣ,µ(XdivΣ,µX) − divΣ,µ(Xn∇Xtn)
+ ∣∇tXn∣2 − (Xn)2∥II∥22 +Xn∇XtHΣ,γ − (Xn)2∇2n,nW ]dγn−1.
A.2 Second variation of volume
Assuming X is compactly supported or U is volume and perimeter regular, Lemma 3.3
implies that:
δ2XV (U) = ∫
U
d2(dt)2 ∣
t=0
(JFte−W○Ft)dx
= ∫
U
⎡⎢⎢⎢⎢⎣ d
2JFt(dt)2 ∣
t=0
− 2∇XW dJFt
dt
∣
t=0
+ d
2e−W○Ft(dt)2 ∣
t=0
e+W
⎤⎥⎥⎥⎥⎦dµ,
where, recall from Subsection 3.3, JFt denotes the Jacobian of Ft. Recalling (A.2), and
using (see e.g. [56, formula (2.13) and the derivation after (2.35)]):
dJFt
dt
∣
t=0
= divX , d
2JFt(dt)2 ∣
t=0
= div(XdivX),
we obtain:
δ2XV (U) = ∫
U
[div(XdivX) − 2∇XWdivX
− ⟨∇XX,∇W ⟩ + (∇XW )2 − ∇2X,XW ]dµ
= ∫
U
divµ(XdivµX)dµ,
where the last equality follows by expanding out the weighted divergences as in (A.6). We
now claim that we may integrate-by-parts and proceed as follows:
= ∫
∂∗U
XndivµX dµ
n−1.
Indeed, if X is compactly supported, this holds by the Gauss–Green–De Giorgi theorem
(3.3). For admissible X and volume and perimeter regular U , this follows by employing in
addition a truncation argument, exactly as the one employed in the proof of [40, Lemma
5.2]. To summarize:
Lemma A.3. For U and X as above:
δ2XV (U) = ∫
Σ
XndivµX dµ
n−1.
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A.3 Index form of a stationary cluster
Let us apply the above calculations to the cells {Ωi} of a stationary cluster Ω, assuming that
eitherX is compactly supported, or thatX is admissible and {Ωi} are volume and perimeter
regular. Stationarity implies there is some λ ∈ E∗ such that Hij,µ = λi − λj for all i ≠ j.
Define Ψij = ∫Σij XndivµX dµn−1 and note that Ψji = −Ψij and that δ2XV (Ω)i = ∑j≠iΨij
by Lemma A.3 and (3.5). It follows that:
⟨λ, δ2XV (Ω)⟩ =∑
i
λi∑
j≠i
Ψij
= 1
2
∑
i≠j
(λi − λj)Ψij
=∑
i<j
Hij,µ ∫
Σij
XndivµX dµ
n−1. (A.7)
As for δ2XA(Ω), stationarity implies that the term ∇XtHΣij ,µ in Lemma A.2 vanishes. We
are left with:
δ2XA(Ω) − ⟨λ, δ2XV (Ω)⟩
=∑
i<j
∫
Σij
[divΣ,µ(Xn∇nX)+ divΣ,µ(XdivΣ,µX) − divΣ,µ(Xn∇Xtn)
+ ∣∇tXn∣2 − (Xn)2∥II∥22 − (Xn)2∇2n,nW −Hij,µXndivµX]dµn−1,
which is the formula claimed in Lemma 5.4.
A.4 Polarization with respect to constant vector-fields
Finally, assume that Ω is a stationary cluster whose cells are volume and perimeter regular.
Let X be an admissible vector-field, and set Y =X +w, where w ∈ Rn is a constant vector-
field. For brevity, denote δ2ZA = δ2ZA(Ω) and δ2ZV = δ2ZV (Ω) for Z = Y,X,w. Since ∇w = 0
and divΣw = 0, we may plug Y into (A.3) to obtain
δ2Y A =
∑
i<j
∫
Σij
[divΣ∇YX + (divΣX)2 + n−1∑
i=1
⟨n,∇iX⟩2 − n−1∑
i,j=1
⟨ti,∇jX⟩⟨tj ,∇iX⟩
− ⟨∇YX,∇W ⟩ − 2∇YWdivΣX + (∇YW )2 −∇2Y,YW ]dµn−1.
Expanding Y =X +w in all the remaining places, we obtain:
δ2YA = δ2XA + δ2wA +∑
i<j
∫
Σij
[divΣ∇wX − ⟨∇wX,∇W ⟩
− 2∇wWdivΣX + 2∇XW∇wW − 2∇2w,XW ]dµn−1
= δ2XA + δ2wA +∑
i<j
∫
Σij
[divΣ,γ(∇wX) − 2divΣ,µ(∇wW ⋅X)− 2Xn∇2w,nW ]dµn−1.
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For the second variation of volume, (A.7) implies that
⟨λ, δ2Y V ⟩ =∑
i<j
Hij,γ ∫
Σij
Y ndivµY dµ
n−1
=∑
i<j
Hij,γ ∫
Σij
(Xn +wn)(divµX −∇wW )dµn−1
= ⟨λ, δ2XV + δ2wV ⟩ +∑
i<j
Hij,µ ∫
Σij
(wndivµX −Xn∇wW )dµn−1.
The polarization formula for Q(X + w) = δ2YA − ⟨λ, δ2Y V ⟩ asserted in Lemma 5.11 then
follows by subtracting the above expressions.
B Curvature Blow-Up Near Quadruple Points
Appendix B is dedicated to providing a proof of Proposition 4.14. The latter is an easy
consequence of the following statement:
Proposition B.1. Let Ω be a stationary regular q-cluster, and let i, j, k, l ∈ {1, . . . , q}
be distinct. For any q ∈ Σijkl and open neighborhood Nq of q, there exists an open sub-
neighborhood N˜q ⊂ Nq of q so that:
(i)
∃Cq > 0 ∀p ∈ Σijk ∩ N˜q ∥IIij(p)∥ ≤ Cq
d(p,Σijkl ∩Nq)1−α . (B.1)
(ii)
∃Cq > 0 ∀w ∈ Σij ∩ N˜q ∥IIij(w)∥ ≤ Cq
d(w,Σijkl ∩Nq)1−α . (B.2)
Of course statement (B.2) is more general than (B.1), as Σij is C
∞ smooth all the way
up to Σijk, but it will be more convenient to first establish (B.1) and then obtain (B.2).
Let us start by showing that Proposition B.1 implies Proposition 4.14.
Proof that Proposition B.1 implies Proposition 4.14. As explained in the comments follow-
ing the formulation of Proposition 4.14, it is enough by compactness to verify the asserted
integrability in a small-enough open neighborhood of a quadruple point in Σ3. By The-
orem 4.8, given q ∈ Σijkl , there exists a small enough neighborhood Nq of q where Σ is
an embedded C1,α-diffeomorphic image of T ×Rn−3; namely, there exists a neighborhood
Uq of the origin in E
(3) ×Rn−3 and a C1,α-diffeomorphism ϕ ∶ Uq → Nq so that ϕ(0) = q,
ϕ((T ×Rn−3) ∩Uq) = Σ ∩Nq and so that ∥ϕ∥C1,α(Uq) and ∥ϕ−1∥C1,α(Nq) are bounded (see
e.g. [13] for an inverse function theorem for C1,α functions).
Denote Σm12 ∶= {x ∈ E(3) ∶ x1 = x2 > x3, x4} × Rn−3, Σm123 ∶= {x ∈ E(3) ∶ x1 = x2 = x3 >
x4}×Rn−3 and similarly for Σm23 and Σm31. We may suppose without loss of generality that
ϕ maps Σm12 ∩Uq onto Σij ∩Nq, Σm23 ∩Uq onto Σjk ∩Nq, and Σm31 ∩Uq onto Σki ∩Nq (and
hence Σm123 ∩Uq onto Σijk ∩Nq).
We now apply Proposition B.1. By part (i), there exists a sub-neighborhood N˜q ⊂ Nq
of q satisfying (B.1), and we denote U˜q = ϕ−1(N˜q). To see that ∫Σijk∩N˜q ∥IIij∥dµn−2 < ∞,
observe that
∫
Σijk∩N˜q
∥IIij(p)∥dµn−2(p) ≤Mq ∫
Σm
123
∩U˜q
∥IIij∥ (ϕ(z))J(z)dHn−2(z)
≤MqJq ∫
Σm
123
∩U˜q
Cq
d(ϕ(z),Σijkl ∩Nq)1−α dHn−2(z),
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where Mq is an upper bound on the density of µ on N˜q, J(z) is the Jacobian at z of ϕ
restricted as a map from Σm123 ∩ U˜q to Σijk ∩ N˜q and Jq is an upper bound on the latter
Jacobian on U˜q (as it only depends on first-order derivatives of ϕ). Since ∣ϕ(z1) −ϕ(z2)∣
and ∣z1 − z2∣ are equivalent on Uq up to a factor Dq, we deduce that:
∫
Σijk∩N˜q
∥IIij∥ (p)dµn−2(p) ≤MqJqD1−αq Cq ∫
Σm
123
∩U˜q
1
d(z, ({0} ×Rn−3) ∩Uq)1−α dHn−2(z).
But the latter integral is immediately seen to be finite after applying Fubini’s theorem,
since Σm
123
= (1,1,1,−3)R+ ×Rn−3 and the function r ↦ 1/r1−α is integrable at 0 ∈ R+.
The proof that ∫Σij∩N˜q ∥IIij∥2 dµn−1 < ∞ follows similarly from Proposition B.1 part
(ii). Indeed, after pulling back via ϕ to the model cluster, we obtain:
∫
Σij∩N˜q
∥IIij(w)∥2 dµn−1(w) ≤
MqJqD
2(1−α)
q C
2
q ∫
Σm
12
∩U˜q
1
d(z, ({0} ×Rn−3) ∩Uq)2(1−α) dHn−1(z).
To see that the integral on the right-hand-side is finite, note that:
Σm
12
= ((1,1,1,−3)R+ + (1,1,−3,1)R+) ×Rn−3,
and so an application of Fubini’s theorem and integration in polar coordinates on the two
dimensional sector above, which incurs an additional r factor from the Jacobian, boils
things down to the integrability of the function r ↦ r/r2(1−α) at 0 ∈ R+.
B.1 Schauder estimates
For the proof of Proposition B.1 we will require the following weighted Schauder estimate for
systems of linear elliptic and coercive PDEs. As explained in [32], this is a generalization of
[1, Theorem 9.1] for systems, modeled on the generalization of [1, Theorem 7.2] to systems
in [2, Theorem 9.2]. We will only formulate the version which we will require here.
Let Ω˚R, denote an open hemisphere of radius R ∈ (0,1] around the origin in Rn, let
ΣR denote the open (n − 1)-dimensional disc which constitutes its flat boundary, and set
ΩR ∶= Ω˚R ∪ΣR. We will use the following notation for a function f defined on ΩR or ΣR,
a non-negative integer l and α ∈ (0,1):
[f]l ∶=max∣µ∣=l ∥Dµf∥∞ , [f]l+α ∶=max∣µ∣=l ∥ ∣Dµf(x) −Dµf(y)∣∣x − y∣α ∥
∞
,
∣f ∣l ∶= l∑
i=0
[f]i , ∣f ∣l+α ∶= ∣f ∣l + [f]l+α,
where Dµ = ∂µ1x1 . . . ∂µnxn denotes partial differentiation with respect to the multi-index µ,
and ∣µ∣ denotes its total degree µ1 + . . . + µn. We will also require the following weighted
versions of the above norms and semi-norms. Let dS(x) denote the distance of a point
x ∈ ΩR from the spherical part of ∂ΩR. Given a homogeneity excess parameter p ≥ 0,
denote:[̃f]p,l ∶=max∣µ∣=l ∥dp+lS Dµf∥∞ ,
[̃f]p,l+α ∶=max∣µ∣=l sup{dp+l+αS (x) ∣Dµf(x) −Dµf(y)∣∣x − y∣α ; 4 ∣x − y∣ <min(dS(x), dS(y))} ,̃∣f ∣p,l ∶= l∑
i=0
[̃f]p,i , ̃∣f ∣p,l+α ∶= ̃∣f ∣p,l + [̃f]p,l+α.
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Finally, set: [̃f]a ∶= [̃f]0,a , ̃∣f ∣a ∶= ̃∣f ∣0,a.
Theorem B.2 (Agmon–Douglis–Nirenberg). Let α ∈ (0,1). Fix integers N,M ≥ 1, let
i, j = 1, . . . ,N , k = 1, . . . ,M , and denote the following linear differential operators on x ∈ ΩR
and y ∈ ΣR, respectively:
Lij ∶= ∑
∣β∣∈{0,1},∣µ∣∈{0,1}
Dβaijβµ(x)Dµ , Bkj ∶= ∑
∣µ∣∈{0,1}
bkjµ(y)Dµ,
where aijβµ ∈ C0,α(ΩR) and bkjµ ∈ C0,α(ΣR) satisfy ∣aijβµ ∣α, ∣bkjµ ∣α ≤K for some parame-
ter K > 0. Here and below differentiation is understood in the distributional sense. Given
Fiβ ∈ C0,α(ΩR) and Φk ∈ C0,α(ΣR), denote also:
Fi ∶= ∑
∣β∣∈{0,1}
DβFiβ .
Assume that {f j} ⊂ C1,α(ΩR) satisfy the following system of equations in the distributional
sense:
∀i ∑
j
Lijf
j = Fi on ΩR , ∀k ∑
j
Bkjf
j = Φk on ΣR.
Finally, assume that the above system is uniformly elliptic and coercive on ΩR. Then:
∀j ̃∣f j ∣
1+α ≤ C
⎛⎝∑i ∑∣β∣∈{0,1} ̃∣Fiβ ∣2−∣β∣,α +∑k ∣̃Φk ∣1,α +∑j ̃∣f j ∣0⎞⎠ .
where the constant C depends only on n,N,M,K,α and the ellipticity and coercitivity
constants.
We refer to [2] for the definitions of ellipticity and coercitivity (the latter is a cer-
tain compatibility requirement for the boundary conditions, a generalization of an oblique
derivative condition). We will use Theorem B.2 in the following form:
Corollary B.3. With the same notation and assumptions of Theorem B.2, assume in
addition that Fiβ ≡ 0 and Φk ≡ 0 for all i, k, β. Then:
∀j [̃f j]
1
≤ C ⎛⎝∑i,j ∣̃aij00∣2,α ∣f j(0)∣ +∑k,j ∣̃bkj0∣1,α ∣f j(0)∣ +∑j ̃∣f j − f j(0)∣0⎞⎠ .
Proof. Immediate after applying Theorem B.2 to gj = f j − f j(0) which satisfies:
∀i ∑
j
Lijg
j = −∑
j
aij00(x)f j(0) on ΩR,
∀k ∑
j
Bkjg
j = −∑
j
bkj0(y)f j(0) on ΣR,
and noting that ∣̃gj ∣
1+α ≥ [̃gj]1 = [̃f j]1.
We are now ready to prove Proposition B.1. When referring to the topology of a set U
(and in particular, its topological boundary ∂U), we always employ the relative topology
in U ’s affine hull.
63
B.2 Blow-up on Σijk
To establish (B.1), first note that by replacing the neighborhood Nq by a smaller one if
necessary, we may always assume that Σ ∩ Nq is an embedded local C1,α-diffeomorphic
image of T×Rn−3 as in the proof that Proposition B.1 implies Proposition 4.14, since this
only makes the estimate (B.1) stronger. We continue with the notation introduced in the
latter proof and proceed as in [32]. Let H denote the tangent plane to Σki at q (which is
well-defined by continuity and the fact that ϕ is a C1-diffeomorphism). By again shrinking
Nq if necessary, we may represent Σij , Σjk and Σki in Nq as graphs of C
1,α functions,
denoted u1, u2, u3 respectively, over their orthogonal projections onto H , denoted Ω1, Ω2
and Ω3 respectively. Indeed, this is immediate by the implicit function theorem for Σki,
but also follows for Σij and Σjk as they form 120
○ degree angles with Σki on Σijk, and this
extends by C1 regularity of ϕ to q ∈ Σijkl; hence Σij and Σjk form 60○ degree angles with
H at q, and the angle remains bounded away from 90○ by C1 regularity at a small-enough
neighborhood of q.
Denote by Γ the orthogonal projection PH of Σijk ∩Nq onto H . Note that Γ is the
common boundary of Ω1, Ω2 and Ω3 in PHNq, and that Ω
1 and Ω2 lie on one side of
Γ, whereas Ω3 lies on the other side. Also denote Γ0 ∶= PH(Σijkl ∩ Nq) ⊂ Γ. As we
shall essentially reproduce below, it was shown in [32] that in fact ui are C∞(Ωi ∖Γ0). For
convenience, we choose a coordinate system so that H is identified with Rn−1, q is identified
with the origin, TqΓ is identified with T0{x1 = 0} with ∂x1 pointing into Ω1 and Ω2 at the
origin, and TqΣijkl is identified with T0{x1 = x2 = 0}.
To elucidate the picture, let us describe how this works for a model 4-cluster in R3: all
the Σij ’s are two-dimensional sectors of angle cos
−1(−1/3) ≃ 109○, and after projecting these
onto the plane tangent to (and spanned by) Σki, which we identify with R
2, clearly Ω3 is
the same sector of angle cos−1(−1/3), but Ω1 = Ω2 are sectors of angle cos−1(−1/√3) ≃ 125○,
with common boundary Γ = R+e2 and with Γ0 = {0}.
Now assume, by relabeling indices if necessary, that u2 ≥ u1 on Ω1 ∩Ω2. Each height
function ui, i = 1,2,3, satisfies the following constant weighted mean-curvature equation:
n−1
∑
a=1
∂xa
⎛⎜⎝ ∂xau
i√
1 + ∣∇ui∣2
⎞⎟⎠ − ⟨∇W (x,ui(x)), (∇u
i(x),−1)√
1 + ∣∇ui(x)∣2 ⟩ ≡ Ci in intΩi. (B.3)
The boundary conditions are obtained from the fact that Σij , Σjk and Σki meet at 120
○
degrees on Σijk according to Corollary 4.12 (and this extends by C
1 regularity to Σijkl),
and hence: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⟨∇u2,∇u3⟩ + 1 − cos(60○)√1 + ∣∇u2∣2√1 + ∣∇u3∣2 = 0 ,⟨∇u1,∇u2⟩ + 1 − cos(120○)√1 + ∣∇u1∣2√1 + ∣∇u2∣2 = 0 ,
u1 = u2 = u3 ,
on Γ. (B.4)
Of course, this still leaves a vertical degree of freedom (adding a common constant to all
ui’s), which we may remove by setting u3(0) = 0, but we do not require this here.
Denoting x′ = (x2, . . . , xn−1), we now apply the following hodograph transform T map-
ping x ∈ Ω1 ∩Ω2 to y, where: ⎧⎪⎪⎨⎪⎪⎩w(x) ∶= u
2(x) − u1(x) ,
y = T (x) ∶= (w(x), x′) .
The inverse T −1 of this transform is given by:
x = T −1(y) = (ψ(y), y′),
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where ψ is determined by the inverse function theorem as solving x1 = ψ(y). This is
always well-defined, perhaps after replacing Nq by a smaller neighborhood, since ∂x1w(0) =
2 tan(60○) > 0, and C1 regularity ensures that ∂x1w will remain positive on the entire Ω1∩Ω2
if Nq is chosen sufficiently small. In particular w(x) > 0 for x ∈ (Ω1 ∩Ω2)∖Γ, and ∂y1ψ > 0
on T (Ω1 ∩Ω2).
Denote V12 ∶= T (Ω1∩Ω2), Ξ ∶= T (Γ) and Ξ0 ∶= T (Γ0), and observe that Ξ ⊂ {y ∈ Rn−1 ∶ y1 = 0},
V12 ∖ Ξ ⊂ {y ∈ Rn−1 ∶ y1 > 0} and T (0) = 0. Also note that V12 is “convex in the first co-
ordinate”, i.e. if (t0, y′), (t1, y′) ∈ V12 then ((1 − λ)t0 + λt1, y′) ∈ V12 for all λ ∈ [0,1], by
continuity of w. Finally note that ψ ∈ C1,α(V12) ∩ C∞(V12 ∖ Ξ0) by the inverse function
theorem.
We now apply the reflection method of [32], and for y ∈ V12, denote:
S(y) ∶= (ψ(y) −Cy1, y′) , C ∶= sup
y∈V0
∣∇ψ(y)∣ + 1.
Clearly S is a diffeomorphism of class C1,α from V12 to S(V12) and of class C∞ from
V12 ∖Ξ0 to S(V12 ∖Ξ0), and hence by the inverse function theorem, so is its inverse on the
corresponding domains. Obviously S maps Ξ onto Γ and Ξ0 onto Γ0, but also note that
it maps V12 ∖ Ξ to the complement of Ω1 ∩Ω2, since otherwise we would have z ∈ V12 ∖ Ξ
and y ∈ V12 with (ψ(z) − Cz1, z′) = (ψ(y), y′), which is impossible since t ↦ ψ(t, y′) is
increasing whereas t ↦ ψ(t, y′) − Ct is decreasing on {t ≥ 0 ∶ (t, y′) ∈ V12}. Finally, we set
V ∶= S−1(Ω3) ⊂ V12, which by the preceding comments must contain an open neighborhood
of K in {y ∈ Rn−1 ∶ y1 ≥ 0} for any compact subset K of relint(Ξ); we will return to the
geometry of V later. We can now define for y ∈ V :
Φ+(y) ∶= u1(x) , x = T −1(y) ,
Φ−(y) ∶= u3(x) , x = S(y) ,
and note that:
u2(x) = w(x) + u1(x) = y1 +Φ+(y) , y = T (x).
Also note that since ui ∈ C1,α(Ωi) ∩C∞(Ωi ∖ Γ0) then Φ+,Φ− ∈ C1,α(V ) ∩C∞(V ∖Ξ0).
As verified in [32], the hodograph and reflection maps transform our quasilinear system
of PDEs in divergence form (B.3), for functions ui defined on different domains Ωi, into
a system of quasilinear PDEs, still in divergence form, for Φ+,Φ−,Ψ, defined on the same
domain V , which is of the following form:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
M1(D2Ψ,D2Φ+,DΨ,DΦ+,Φ+) = 0
M2(D2Ψ,D2Φ+,DΨ,DΦ+,Φ+) = 0
M3(D2Ψ,D2Φ−,DΨ,DΦ−,Φ−) = 0 in intV . (B.5)
Our boundary conditions (B.4) on Γ are transformed into boundary conditions on Ξ of the
following form: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
N1(DΨ,DΦ+,DΦ−) = 0
N2(DΨ,DΦ+) = 0
N3(Φ+,Φ−) = Φ+ −Φ− = 0 on Ξ. (B.6)
Unfortunately, these boundary conditions are quadratic in the first-order leading terms,
which prevents us from directly employing C2,α Schauder estimates for elliptic linear sys-
tems [2] after treating the first and zeroth order terms as coefficients, which we do know
are in C0,α(V ).
Consequently, as in [32], we linearize (B.5) and (B.6) by considering their first order per-
turbation in a given direction θ ∈ Rn−1, treating the lower order terms as C0,α coefficients.
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As verified in [32], this results in a linear system of PDEs with boundary conditions which
is elliptic and coercive at y = 0 (the coercitivity ultimately follows from the fact that the
surfaces meet in non-zero angles). Since the latter two reqruirements are open (cf. [1, 2])
and only depend on the C0,α(V ) coefficients, by replacing Nq by a smaller neighborhood
if necessary, we may always assume that the system is uniformly elliptic and coercive on
the entire V .
It is worth pointing out that the linearized system remains in divergence form with C0,α
coefficients – to see why, recall that the system before linearization consisted of quasi-linear
terms in divergence form:
∑
∣β∣∈{0,1},∣µ∣∈{0,1}
Dβciβµ(Df1,Df2,Df3, f1, f2, f3)Dµf i,
with ciβµ being smooth functions of their arguments and {f1, f2, f3} = {Φ+,Φ−,Ψ} ⊂
C1,α(V )∩C∞(V ∖Ξ0). Taking partial derivative ∂θ in the direction of θ ∈ Sn−2, we obtain:
∑
∣β∣∈{0,1},∣µ∣∈{0,1}
Dβ [ciβµ(Df1,Df2,Df3, f1, f2, f3)]Dµ(∂θf i)+
3
∑
j=1
∑
∣β∣∈{0,1},∣δ∣=1
Dβ
⎡⎢⎢⎢⎢⎣ ∑∣µ∣∈{0,1}Dµf i ⋅Dδjciβµ(Df1,Df2,Df3, f1, f2, f3)
⎤⎥⎥⎥⎥⎦Dδ(∂θf j)+
3
∑
j=1
∑
∣β∣∈{0,1}
Dβ
⎡⎢⎢⎢⎢⎣ ∑∣µ∣∈{0,1}Dµf i ⋅ ∂j+3ciβµ(Df1,Df2,Df3, f1, f2, f3)
⎤⎥⎥⎥⎥⎦∂θf j,
where Dδj denotes partial differentiation of ciβµ according to the multi-index δ of its j’th
argument. Since Df i ∈ C0,α(V0), we see that the system for {∂θf i}i=1,2,3 is still in di-
vergence form with C0,α(V ) coefficients (delineated by rectangular brackets above). After
linearization, the quadratic boundary conditions become linear in Dµ∂θf
i with C0,α(Ξ)
coefficients. Note that these coefficients (of both the system and the boundary conditions)
are bounded in C0,α norm on the entire V and Σ, respectively, since all of the estimates
depend only on our initial C1,α estimates for ϕ and ϕ−1. We are thus in a position to apply
the Schauder estimates of Corollary B.3.
Let p ∈ Σijk ∩ Nq. Then xp ∶= PHp ∈ Γ ∖ Γ0 and yp ∶= T (xp) ∈ Ξ ∖ Ξ0. Let ΩR ⊂
R
n−1 denote a maximal hemisphere centered at yp of radius R = Rp so that its flat part
ΣR ⊂ {y1 = 0} and ΩR ⊂ V ∖ Ξ0. By the preceding discussion and since Ξ0 is a relatively
closed set in PHNq, necessarily R > 0. Applying Corollary B.3 to our linearized system for{∂θf1, ∂θf2, ∂θf3} = {∂θΦ+, ∂θΦ−, ∂θψ} ⊂ C∞(ΩR), and recalling the weighing used in the
norms appearing in the resulting estimate, we deduce for all j = 1,2,3:
R ∣D∂θf j(yp)∣ ≤ Cq ⎛⎝∑i,j R2+α ∥aij00∥C0,α(ΩR) ∣∂θf j(yp)∣
+∑
k,j
R1+α ∥bkj0∥C0,α(ΣR) ∣∂θf j(yp)∣ +∑
j
∥∂θf j − ∂θf j(yp)∥C0(ΩR)⎞⎠ ,
where aij00 and bij0 are the zeroth order coefficients of the linearized system and boundary
conditions, and Cq depends on quantities which are uniform for all p ∈ Σijk ∩ Nq ∖ {q}.
Since ∥aij00∥C0,α(V ) , ∥bkj0∥C0,α(Ξ) < ∞, ∥∂θf j∥C0(V ) < ∞ and since we may assume R ≤ 1
by choosing Nq small enough, it follows that for another constant C
′
q which is independent
of p we have:
R ∣D∂θf j(yp)∣ ≤ C′q ⎛⎝R1+α +∑j ∥∂θf j − ∂θf j(yp)∥C0(ΩR)⎞⎠ . (B.7)
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Using the fact that f j ∈ C1,α(V ), it follows that ∥∂θf j − ∂θf j(yp)∥C0(ΩR) ≤ cqRα where cq
is independent of p, and we conclude that:
∀j = 1,2,3 ∥D2f j(yp)∥ ≤ C′′q
R1−αp
,
for some constant C′′q independent of p. As a side note, we remark that Kinderlehrer–
Nirenberg–Spruck deduce in [32] that f j ∈ C2,α all the way up to the triple points, by
considering the difference-quotients of f j (instead of working with Dθf j as we did above,
since we already know the functions are smooth by [32]), and using the resulting C1,α
Schauder estimate on the difference-quotient and the Arzela`–Ascoli theorem to pass to the
limit, yielding C2,α regularity.
We now claim that:
∀j = 1,2,3 ∥D2uj(xp)∥ ≤ C(3)q
R1−αp
, (B.8)
where C
(3)
q is independent of p. Indeed, by the chain-rule, if we denote T¯ = T −1:
D2abTc(xp) = −DbTe(xp)D2aeT¯d(yp)DdTc(xp).
Recalling that T¯ (y) = (ψ(y), y′), we know that ∥D2T¯ (yp)∥ ≤ Aq/R1−αp ; and recalling that
T (x) = (u2(x) − u1(x), x′), since ui ∈ C1,α(Ω1 ∩ Ω2), we see that ∥DT (xp)∥ ≤ Bq, where
Aq,Bq are constants independent of p. Consequently, ∥D2T (xp)∥ ≤ Cq/R1−αp . Taking two
derivatives of u1(xp) = Φ+(T (xp)) and applying the chain-rule, the latter estimates on∥DT (xp)∥ and ∥D2T (xp)∥ in conjunction with ∥D2Φ+(yp)∥ ≤ Aq/R1−αp and ∥DΦ+(yp)∥ ≤
Bq, readily establishes (B.8) for u
1. As u2(xp) = w(xp) + u1(xp) and w(x) = T1(x), the
previous estimates imply (B.8) for u2 as well; the case of u3 follows similarly.
As IIij(p) is computed quasilinearly from D2u1(xp) (leading order) and Du1(xp), it
immediately follows that:
∀p ∈ Σijk ∩Nq ∥IIij(p)∥ ≤ C(4)q
R1−αp
.
It remains to establish that:
∀p ∈ Σijk ∩ N˜q Rp ≥ cqd(p,Σijkl ∩Nq), (B.9)
for some constant cq > 0 independent of p and some sub-neighborhood N˜q ⊂ Nq of q. We
will use N˜q = ϕ(U˜q), where:
U˜q ∶= {z ∈ Uq ∶ d(z,0) < d(z, ∂Uq)} .
Indeed, observe that Rp =min(d(yp,Ξ0), d(yp, ∂V ∖ Ξ)), and so if we show that:
∀yp ∈ Ξ ∖Ξ0 ∩ T (PH(N˜q)) d(yp, ∂V ∖Ξ)) ≥ c′qd(yp,Ξ0), (B.10)
then (B.9) will follow, since d(yp,Ξ0) is equivalent to d(p,Σijkl ∩Nq) up to a factor of Dq
(as T ○ PH is a C1,α diffeomorphism on Σijk ∩Nq). To show (B.10), observe that this is
indeed the case on our model cluster:
∀z ∈ Σm123 d(z, ∂Σm12 ∖Σm123) ≥ d(z,Σm1234),
(in fact, with equality above, since Σm123 and Σ
m
123, the two boundary components of Σ
m
12,
form an obtuse angle of cos−1(1/3) ≃ 109○). Consequently, it is easy to see that:
∀z ∈ Σm123 ∩ U˜q d(z, ∂(Σm12 ∩Uq) ∖Σm123) ≥ d(z,Σm1234 ∩Uq).
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The same holds with Σm12 replaced by Σ
m
23 and Σ
m
31. But since PH○ϕ is a C1,α diffeomorphism
from Σm
12
∩Uq to Ω1, from Σm23 ∩Uq to Ω2, and from Σm31 ∩Uq to Ω3, we have:
∀x ∈ Γ ∖ Γ0 ∩PH(N˜q) ∀i = 1,2,3 d(x, ∂Ωi ∖ Γ) ≥ c′′′q d(x,Γ0).
Finally, since V = T (Ω1 ∩Ω2)∩S−1(Ω3), and T and S−1 are C1,α diffeomorphisms on their
corresponding domains, (B.10) follows with an appropriate constant c′q. This concludes the
proof of (B.1).
B.3 Blow-up on Σij
Let us now sketch the argument for establishing (B.2). Let Nq be a (possibly readjusted)
neighborhood of q as in the proof of (B.1) described above. We will use N˜q = N˜1q (cq)∩ N˜2q ,
where:
N˜1q (c) ∶= ϕ({z ∈ Uq ∶ d(z,0) < cd(z, ∂Uq)}),
and:
N˜2q ∶= {w ∈ Nq ∶ d(w, q) < d(w,∂Nq)} .
The constant cq ≤ 1 above is chosen to ensure that if w ∈ N˜1q (cq) and p ∈ ∂Σ12 realizes the
distance d(w,∂Σ12), then necessarily p ∈ N˜1q (1), which was exactly the requirement on p
which we used in the proof of (B.1). Indeed, it is always possible to choose such a constant
cq since ϕ is a C
1,α diffeomorphism from Uq to Nq, and thus distances are preserved up to
constants.
We first establish (B.2) for points w ∈ Σij ∩ N˜q so that:
d(w,Σijkl ∩Nq) > Aqd(w,∂(Σij ∩Nq)), (B.11)
for some constant Aq > 1 to be prescribed. Let p ∈ ∂(Σij ∩ Nq) realize the distance on
the right-hand-side above. Then necessarily p ∈ ∂Σij ∩ Nq, since d(w,∂Nq) > d(w, q) ≥
d(w,∂Σij) by our assumption that w ∈ N˜2q . Hence p ∈ Σijk ∩Nq or p ∈ Σijl ∩Nq, and we
assume without loss of generality it is the former case (otherwise exchange the index k with
the index l in all of our previous arguments). Clearly p ∉ Σijkl since otherwise we would
have d(w,Σijkl ∩Nq) = d(w,p), in violation of (B.11) and the fact that Aq > 1. In addition,
since w ∈ N˜1q (cq), we are guaranteed that p ∈ N˜1q (1).
Now let yp = T (PHp) ∈ Ξ ∖ Ξ0 ∩ T (PH(N˜1q (1))). By (B.10), we know that there exists
a constant c′q ∈ (0,1] so that ΩRyp (yp) ⊂ V with Ryp ≥ c′qd(yp,Ξ0), where recall ΩR(y)
denotes the hemisphere of radius R centered at y with flat part in {y1 = 0}. Since T and
S−1 are C1,α diffeomorphisms from Ω1∩Ω2 and Ω3∩S(V12) into V , respectively, there exists
a constant c′′q > 0 so that, denoting Rxp ∶= c′′qd(xp,Γ0), we have BRxp (xp) ⊂ (Ω1 ∩Ω2)∪Ω3,
where BR(x) is a ball of radius R around x in H .
By (B.11), we know that:
d(w,p) < 1
Aq
d(w,Σijkl ∩Nq). (B.12)
Since PH is a C
1,α diffeomorphism from Σij ∩Nq to Ω1, there exists a constant Cq > 1 so
that d(xw, xp) < 1CqAq d(xw,Γ0). By the triangle inequality, it follows that:
d(xw , xp) ≤ 1
CqAq − 1d(xp,Γ0). (B.13)
Therefore, choosing Aq large enough, we can ensure that
1
CqAq−1
≤ c′′q , and conclude that
xw ∈ BRxp (xp); in particular, xw ∈ Ω1 ∩Ω2 ∩ S(V ) and yw ∶= T (xw) ∈ V .
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In addition, since T is a C1,α diffeomorphism from Ω1 ∩Ω2 into V , (B.13) implies that
by choosing Aq large enough, we can also ensure that d(yw, yp) ≤ (c′q/2)d(yp,Ξ0), which
recall is at most Ryp/2. Hence the distance of yw to the spherical part of the boundary of
ΩRyp (yp) is at least Ryp/2. Applying the Schauder estimate for systems as in (B.7) and
testing it at yw, we conclude that:
∥D2Φ+(yw)∥ ≤ C(2)q
R1−αyp
.
Arguing as in (B.8), we deduce that:
∥D2u1(xw)∥ ≤ C(3)q
R1−αyp
,
which implies:
∥IIij(w)∥ ≤ C(4)q
R1−αyp
. (B.14)
Recall that Ryp ≥ cqd(p,Σijkl ∩Nq) by (B.9). On the other hand, (B.12) implies that:
d(p,Σijkl ∩Nq) ≥ d(w,Σijkl ∩Nq) − d(w,p) ≥ Aq − 1
Aq
d(w,Σijkl ∩Nq).
Hence, we conclude that Ryp ≥ cq Aq−1Aq d(w,Σijkl∩Nq), which together with (B.14) concludes
the proof of (B.2) under the assumption that (B.11).
The case when (B.11) does not hold is much simpler, and there is no need for systems
of PDEs nor boundary conditions. Set xw = PHw and let BRw be a ball centered at xw of
maximum radius Rw > 0 in Ω1 ⊂H . Since u1 is C1,α uniformly on the entire Ω1, a standard
text-book C2,α Schauder estimate for the quasilinear elliptic equation (B.3) satisfied by u1
in BRw immediately verifies that:
∥D2u1(xw)∥ ≤ C′q
R1−αw
,
which implies as before that: ∥IIij(w)∥ ≤ C′′q
R1−αw
.
Since w violates (B.11), it remains to establish that Rw ≥ cqd(w,∂(Σij ∩Nq)). But this
is immediate, since PH is a C
1,α diffeomorphism from Σij ∩Nq to Ω1. This concludes the
proof of (B.2) and thus of Proposition B.1.
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