Abstract. For 1 ≤ p < ∞, Ludwig, Haberl and Parapatits classified L p Minkowski valuations intertwining the special linear group with additional conditions such as homogeneity and continuity. In this paper,a complete classification of L p Minkowski valuations intertwining the special linear group on polytopes without any additional conditions is established for p ≥ 1 including p = ∞. For n = 3 and p = 1, there exist valuations not mentioned before.
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Abstract. For 1 ≤ p < ∞, Ludwig, Haberl and Parapatits classified L p Minkowski valuations intertwining the special linear group with additional conditions such as homogeneity and continuity. In this paper,a complete classification of L p Minkowski valuations intertwining the special linear group on polytopes without any additional conditions is established for p ≥ 1 including p = ∞. For n = 3 and p = 1, there exist valuations not mentioned before.
Introductions
Let K n o be the set of convex bodies (i.e., compact convex sets) in R n containing the origin, P 
Here h K is the support function of K; see Section 2. When p = ∞, the definition (1.1) should be interpreted as h K+∞L (x) = h K (x) ∨ h L (x), the maximum of h K (x) and h L (x). When p = 1, the definition (1.1) gives the ordinary Minkowski addition. An L p Minkowski valuation is a function Z :
In some cases, we will just consider valuations defined on T n o that means (1.2) holds whenever K, L, K ∪ L, K ∩ L ∈ T n o . For 1 ≤ p < ∞, Ludwig [8] , Haberl [3] and Parapatits [20] , [21] classified L p Minkowski valuations intertwining the special linear group, SL(n), with some additional conditions such as homogeneity and continuity.
A map Z from K n o to the power set of R n is called SL(n) contravariant if Z(φK) = φ −t ZK for any K ∈ K n o and any φ ∈ SL(n). The map Z is called SL(n) covariant if Z(φK) = φZK for any K ∈ K n o and any φ ∈ SL(n). Notice that {o} is the only subset of R n invariant under all SL(n) transforms. Thus if Z is SL(n) contravariant (or covariant), then Z{o} = {o}.
(1.3) Theorem 1.1 (Haberl [3] and Parapatits [20] ). Let n ≥ 3. A map Z : P Here Π is the classical projection body, whileΠ + p andΠ − p are the asymmetric L p projection bodies first defined in [8] ; see Section 2. Π o is a valuation defined by h ΠoP = h ΠP − hΠ + P . [3] and Parapatits [21] ). Let n ≥ 3, 1 ≤ p < ∞ and {e i } [8] ; see Section 2. Haberl and Schuster [5] established affine isoperimetric inequalities for asymmetric L p projection bodies and asymmetric L p moment bodies. For other results on L p Minkowski valuations, see [1, 2, 7, 9, 10, 19, 22, [24] [25] [26] [27] [28] [29] . L p projection bodies and L p moment bodies (1 < p < ∞) were first studied in [14] as part of L p Brunn-Minkowski theory developed by Lutwak, Yang, and Zhang, and many others; see [4, 12, 13, [15] [16] [17] [18] .
Theorem 1.2 (Haberl
As first result of this paper, we establish a classification of L ∞ Minkowski valuations. We remark that the L ∞ sum of K, L ∈ K n is equal to its convex hull, [K, L]. Here N (P ) is the set of outer unit normals to facets (that is n − 1 dimensional faces) of P and N o (P ) is the set of outer unit normals to facets of P which contain the origin. Botĥ Π 
Minkowski valuation if and only if there exist constants c 1 , . . . , c 4 ≥ 0 such that 
o . The convex body D a 1 ,a 2 ,b 1 ,b 2 P is a generalization of the difference body. We remark that it was omitted in the classifcation by Ludwig [8, Theorem 1] . Denote by E o (P ) the set of edges of P that contain the origin and by F o (P ) the set of 2-dimensional faces of P that contain the origin. For P ∈ P 
Preliminaries and Notation
Let R n be the n-dimensional Euclidean space and {e i } n i=1 its standard basis. For 1 ≤ d ≤ n − 1, we will also use R d to denote the linear space spanned by {e 1 , . . . , e d }. The usual scalar product of two vectors x, y ∈ R n shall be denoted by x · y. The convex hull of a set A ⊂ R n is denoted by [A] . Let a, b ∈ R. We write a ∨ b := max{a, b}. Let K n be the set of convex bodies in R n . For K ∈ K n , relint K, relbd K, K c and lin K denote the relative interior, the relative boundary, the relative complement with respect to the affine hull of K, and the linear hull of K, respectively. We mention that relint
Let Gr(n, j) be the set of j-dimensional linear subspaces in R n . For x ∈ R n , A ⊂ R n , V ∈ Gr(n, j), let x|V be the orthogonal projection of x onto V and A|V = {x|V : x ∈ A}. We also write x|K for the orthogonal projection of x onto the linear hull of
The support function of a convex body K is defined by
for any x ∈ R n . The support function is sublinear, i.e., it is homogeneous,
for any x ∈ R n , λ ≥ 0, and subadditive,
for any x, y ∈ R n . The support function is also continuous on R n by its convexity. A convex body is uniquely determined by its support function, and for any sublinear function h, there exists a convex body K such that h K = h. It is easy to see that
for any λ ≥ 0 and K ∈ K n . Also,
Hence the identity map is an L p Minkowski valuation on K n (or on P n o ). The face of K ∈ K n with normal vector u ∈ S n−1 is F (K, u) = {y ∈ K : y · u = h K (u)}. A hyperplane H through the origin with a normal vector u is defined by {x ∈ R n : x·u = 0}. Furthermore define H − := {x ∈ R n : x·u ≤ 0} and H + := {x ∈ R n : x·u ≥ 0}. For 0 < λ < 1, let H λ be the hyperplane through the origin with normal vector (1 − λ)e 1 − λe 2 .
The following SL(n) transforms φ 1 , φ 2 , φ 3 , φ 4 depending on λ, 0 < λ < 1, will be useful.
and [8] . Also see Theorem 1.2. For dim K = n,
where S K is the surface area measure of K. For a Borel set ω ⊂ S n−1 , S K (ω) is the (n − 1)-Hausdorff measure of {x ∈ bd K : ν K (x) ∈ ω}, where ν K (x) are outer normal vectors to K at x.
for any x ∈ R n and
for any x ∈ R n . Positive combinations ofΠ [8] . Also see Theorem 1.1. For p = 1, Π o defined by h ΠoP = h ΠP − hΠ + P is an additional valuation.
When p → ∞, we have
Here the essential supremum is with respect to the cone-volume measure. We have
where equality holds when h K (u) = ρ K (x)x · u. Here ρ K (x) := max{λ > 0 : λx ∈ K} is the radial function of K. Also since there exists a normal vector u at ρ K (x)x such that u ∈ supp v K , the support set of v K , and u →
is continuous,
The following lemma will be used to classify L ∞ Minkowski valuations. It is an L ∞ version of the Cauchy functional equation.
for any x, y > 0, where a ≥ 0 is a constant, then
Proof. For x = y = 1 in (2.2), we directly get f (1) ≥ a. We will prove f (z) = f (1) in two steps.
Step ①: Let k be an integer. We will show, by induction, that
3)
The case k = 0 is trivial. Taking
Thus, (2.3) holds for k ≥ 1. For k ≤ −1, assume that (2.3) holds for k + 1. Since (2.4) and a ≤ f (1), we have
Thus we obtain that (2.3) holds for any integer k.
Step ②: Let z > 0. There exists an integer k such that 2
Since a ≤ f (1) and f (2
, we obtain that
Then, we have
The following statements will be used to determine L ∞ Minkowski valuations by their values on T n o . Define P 1 := T n o and P i := P i−1 ∪{P 1 ∪P 2 ∈ P n o : P 1 , P 2 ∈ P i−1 with disjoint relative interiors} recursively. Note that for any P ∈ P n o , there exists an i such that P ∈ P i . Let H ⊂ R n be a hyperplane through the origin. For any P ∈ P i , i ≥ 1, we also have
Assume that for any P ∈ P i−1 , i ≥ 2, we have P ∩ H ∈ P i−1 . Then for any P = P 1 ∪ P 2 , where P 1 , P 2 ∈ P i−1 have disjoint relative interiors, we have
If P 1 ∩ H and P 2 ∩ H have disjoint relative interiors, then P ∩ H ∈ P i . Otherwise, only two possibilities could happen:
For both possibilities, we have P ∩ H ∈ P i−1 ⊂ P i .
SL(n) contravariant L ∞ Minkowski valuations
In this section, we first show that any SL(n) contravariant
We can assume (w.l.o.g.) that the linear hull of T is lin{e 1 , . . . , e d }, the linear space spanned by {e 1 , . . . , e d }. Let φ := I A 0 B ∈ SL(n), where
x ′′ = 0. Then φT = T , and with the SL(n) contravariance of Z, we have
For d ≤ n − 2, we can choose an suitable matrix B such that B −1 x ′′ be any nonzero vector on lin{e d+1 , . . . , e n }. After fixing B we can also choose an suitable matrix A such that
is constant on a dense set of R n . By the continuity of the support function, we get h ZT (x) = 0.
For d = n − 1, B = 1. We can choose an suitable A such that x ′ − AB −1 x ′′ = 0, and then h ZT (x) = h ZT (x n e n ), where x n is the n-th coordinate of x. By the SL(n) contravariance of Z, we only need to show that h Z(sT n−1 ) (x) = h Z(sT n−1 ) (x n e n ) = 0 for any s > 0.
For 0 < λ < 1, define H λ and φ 1 , φ 2 ∈ SL(n) as in Section 2. Since Z is a valuation,
. From the conclusion above for d = n − 2, we get
Also by the SL(n) contravariance of Z, we obtain
If h Z(sT n−1 ) (e n ) = 0, we get λ ∨ (1 − λ) = 1 for any 0 < λ < 1. This is a contradiction. Hence, h Z(sT n−1 ) (e n ) = 0 for any s > 0.
The following lemma establishes a homogeneity property.
for any s > 0.
Proof. Since Z is SL(n) contravariant, we only need to show that (3.1) holds for i = n. Define H λ and φ 3 , φ 4 ∈ SL(n) as in Section 2. Since Z is a valuation,
where
for any 0 < λ < 1 and s > 0. Taking λ = λ 1 λ 2 , 0 < λ 1 < λ 2 and then taking s = λ 1/n 2 , with (2.1), we get
Hence f satisfies the condition in Lemma 2.1. Thus we have
This shows h Z(sT n ) (e n ) = sh ZT n (e n ) for any s > 0. Similarly, h Z(sT n ) (−e n ) = sh ZT n (−e n ) for any s > 0.
Proof of Theorem 1.3. In Section 2, we have already shown thatΠ
Now we need to show that if Z :
for any P ∈ P n o . Let c 1 = h Z(sT n ) (e 1 ) and c 2 = h Z(sT n ) (−e 1 ). We first want to show that
for any s > 0. The second equality follows directly from the definitions ofΠ
We will show that the orthogonal projection of Z(sT n ) onto any plane spanned by {e i , e j }, 1 ≤ i < j ≤ n is the segment [−c 2 s(e i + e j ), c 1 s(e i + e j )]. By the SL(n) contravariance of Z, we only need to show that Z(sT n )|R 2 has the desired result. Since
we only need to consider h Z(sT n ) (αe 1 + βe 2 ). Also since the support function is continuous, we will further assume that α, β are not zero. If α, β have the same sign, taking x = αe 1 + βe 2 , λ = α α+β in (3.2), with (2.1), we obtain that
Combined with the Lemma 3.2, we get
If α, β > 0, we get
If α, β < 0, we get
, with (2.1), we obtain
Combined with Lemma 3.2, we get
, we obtain
Similarly, we get
Combined, we get
for an arbitrary x ∈ R 2 by the continuity of the support function. Hence we get that
. Since the orthogonal projection of Z(sT n ) onto any plane spanned by {e i , e j }, 1 ≤ i < j ≤ n is the segment [−c 2 s(e i + e j ), c 1 s(e i + e j )], we obtain that Z(sT
By the SL(n) contravariance of Z, (3.4) holds true for every simplex in T n o . Assume that (3.4) holds on P i−1 , i ≥ 2. Let P = P 1 ∪ P 2 ∈ P i , where P 1 , P 2 ∈ P i−1 have disjoint relative interiors. We can assume P = P 1 and P = P 2 . Set d = dim
By (2.6), we have P 1 ∩ P 2 ∈ P i−1 . Hence,
SL(n) covariant L ∞ Minkowski valuations
We will use the following lemma by Ludwig [8] and Haberl [3] for maps to K n o and Parapatits [21] for maps to C p (R n ), the set of p-homogenous continuous functions on R n . (Maps to C p (R n ) are considered in Section 5.)
The following Lemma determines the constants in Theorem 1.4 and establishes a homogeneity property of SL(n) covariant L ∞ Minkowski valuations.
for 1 ≤ d ≤ n and s > 0, while
For 0 < λ < 1, define H λ , φ 1 , φ 2 , φ 3 , and φ 4 as in Section 2. Since Z is an L ∞ Minkowski valuation,
t . Taking x = e 1 , s = 1 in (4.4), we get
Also since support functions are homogeneous and continuous, and
which is a contradiction to the assumption.
Similarly, taking x = −e 1 in (4.4), we get
So if we choose x = e n in (4.6), we have
for 0 < λ < 1, s > 0. Since (4.1) holds for d ≤ n − 1 and Z is SL(n) covariant, we have h λ −1/n Z(λ 1/n sT n−1 ) (e n ) = a n−1 . Combining it with (2.1), taking λ =
in (4.7), we get
Hence f satisfies the condition in Lemma 2.1. Thus we have h λ −1/n Z(λ 1/n T n ) (e n ) = h ZT n (e n ) ≥ a n−1 . Combined with the SL(n) covariance of Z, we have h Z(sT n ) (e 1 ) = sh ZT n (e 1 ), h ZT n (e 1 ) ≥ a n−1 = h ZT n−1 (e 1 ). Similarly, taking x = −e 1 in (4.6), we get
Proof of Theorem 1.4. It is easy to see that the identity map and the reflection map are SL(n) covariant L ∞ Minkowski valuations. Hence
is also an SL(n) covariant L ∞ Minkowski valuation. Now we will show that if Z is an SL(n) covariant L ∞ Minkowski valuation, then (4.9) holds. We will first show that (4.9) holds for simplices sT d , d ≤ n, s > 0. We will prove the result by induction on the dimension d. Z{o} = {o} has been shown in (1. Assume that (4.9) holds true for dimension d − 1, 2 ≤ d ≤ n. We want to show that (4.9) also holds true for dimension d.
We will show by induction on the number m of coordinates of x not equal to zero that
For m = 1, (4.10) holds true by (4.1), the SL(n) covariance of Z and the homogeneity of the support function. Assume that (4.10) holds true for m − 1. We need to show that (4.10) also holds true for m. By the SL(n) covariance of Z, we can assume w.l.o.g. that x = x 1 e 1 + · · · + x m e m , x 1 , . . . , x m = 0.
Note that (4.4) is a special form of (4.6) for dimension d ≤ n − 1 since Z(sT d ) = sZT d for any s > 0. We will use (4.6) to get the value of h ZT d not just for d = n but also for d ≤ n − 1.
For
, by (2.1), we get
combining the induction assumption with the SL(n) covariance of Z, we have
It follows from (4.11) that
Similarly to the case |x 2 | < |x 1 |, since
we get
< 1 and x = x 1 e 1 + · · · + x m e m in (4.6), we get
Combined with the induction assumption and the SL(n) covariance of Z, we have
Combining (4.12), (4.14) and (4.16) with the continuity of the support function, we get
for any
That means
for any x 1 , . . . , x m ∈ R. The induction is complete. By the SL(n) covariance of Z, (4.9) holds true for any simplex in T n o . Assume that (4.9) holds on P i−1 , i ≥ 2. Let P = P 1 ∪P 2 ∈ P i , where P 1 , P 2 ∈ P i−1 have disjoint relative interiors. We can assume P = P 1 and P = P 2 . Set d = dim P 1 = dim P 2 , dim(P 1 ∩ P 2 ) = d − 1. By (2.6), we have P 1 ∩ P 2 ∈ P i−1 . Hence,
Thus (4.9) holds on P i . For any P ∈ P n o , there exists i such that P ∈ P i . Thus (4.9) holds on P n o .
SL(n) covariant L p Minkowski valuations and function-valued valuations
First, let us consider function-valued valuations as Parapatits did in [20, 21] . Let 1 ≤ p < ∞ throughout this section if there are no further remarks. The function f :
for any λ ≥ 0. Let C p (R n ) be the set of p-homogenous continuous functions on R n . We call Φ :
Here the addition is the ordinary addition of functions. We call Φ :
for any K ∈ P n o and any φ ∈ SL(n) (or GL(n)).
ZP is an SL(n) (or GL(n)) covariant valuation. Lemma 5.1 (Haberl [3] and Parapatits [21] ). Let n ≥ 3 and Φ map P n o to C p (R n ). Assume further that, for every y ∈ R n , the function s → Φ(sT n )(y) is bounded from below on some non-empty open interval I y ⊂ (0, +∞). Also assume that Φ is continuous at the interval [o, e 1 ]. Then Φ is an SL(n) covariant valuation if and only if there exist constants c 1 , c 2 , c 3 , c 4 ∈ R such that
In [3] , Haberl just considered the valuation P → h ZP , where Z is a Minkowski valuation. Hence he has the restrictions that c 1 , c 2 , c 3 , c 4 ≥ 0. However, his method also can be used to get this Lemma for p = 1. This also works for Lemma 5.7 below.
We remove the assumption that Φ is continuous at the interval [o, e 1 ] and get the following result.
Lemma 5.2. Let n ≥ 3 and Φ map P n o to C p (R n ). Assume further that, for every y ∈ R n , the function s → Φ(sT n )(y) is bounded from below on some non-empty open interval I y ⊂ (0, +∞). Then Φ is an SL(n) covariant valuation if and only if there exist constants
for every P ∈ P n o , where Φ p;a 1 ,a 2 is defined as follows. For 1 ≤ j ≤ dim P − 1, let F j,o (P ) denote the set of j-dimensional faces of P ∈ P n o that contain the origin. Let a 1 , a 2 ∈ R. For P ∈ P n o , define Φ p;a 1 ,a 2 (P ) by Φ p;a 1 ,a 2 P = a 1 h p P + (a 2 − a 1 )
if dim P is odd; and
For 1 < p < ∞, n ≥ 3 and p = 1, n ≥ 4, if we further assume that ΦP is non-negative and (ΦP ) 1/p is sublinear for every P ∈ P n o , then we obtain Theorem 5.3 which is equivalent to Theorem 1.5 and Theorem 1.6. Theorem 5.3. Let n ≥ 3, 1 < p < ∞ or n ≥ 4, p = 1, and Φ map P n o to C p (R n ). Assume further that ΦP is non-negative and (ΦP ) 1/p is sublinear for every P ∈ P n o . Then Φ is an SL(n) covariant valuation if and only if there exist constants a 1 , b 1 , c 1 , c 2 ≥ 0 such that
for every P ∈ P n o . Now we begin to prove Lemma 5.2 and Theorem 5.3. The inclusion-exclusion principle states that a function-valued valuation Φ satisfies
In particular, Φ(T 1 ∪ · · · ∪ T m ) does not dependent on the choice of T 1 , . . . , T m ; see Ludwig and Reitzner [11] .
Proof of Lemma 5.2. For a 1 , a 2 ∈ R, we first need to show that Φ p;a 1 ,a 2 is a valuation.
Proof. It is easy to see from the definition that Φ p;a 1 ,a 2 is GL(n) covariant. Next, we prove that
Hence, we only need to consider the following four cases:
First we notice that the map P → h P , P ∈ P n o is a valuation. Hence (5.1) holds true for the case (i). Also, for case (ii), (iii), we only need to consider the faces containing the origin.
For the case (ii), since K ∪ L is convex, we have 1≤j≤d
. Hence (5.1) also holds true.
We will denote the elements of F j,o (K) by F j K , and the elements of F j,o (L) by F j L . Now we deal with the case (iii). For 1 ≤ j ≤ d − 1, since K ∪ L is convex, we can separate F j,o (K) and F j,o (L) into five disjoint parts, respectively:
where 5) where
K∪L . Then i = j since otherwise F will be contained in the relative interior of an (i − 1)-face of K which is a contradiction for the fact that F is a (j − 1)-face of K. Hence
Combining (5.7) with (5.8), (5.6) holds true since
There exists a hyperplane H through the origin such that
, we can check step by step that
. Now we only need to show that
Proof. We will use the following basic equalities for binomial coefficients. 
. . , e m , e σ m+1 , . . . , e σ j ] : {σ m+1 , . . . , σ j } ⊂ {m + 1, . . . , d} , and
Hence, the definition of Φ p;a 1 ,a 2 , (5.15) and (5.16) show that Second, we give a lemma on lower dimensional polytopes.
for every P ∈ P n o with dim P ≤ n − 1. Proof. By the SL(n) covariance of Φ, Lemma 4.1 and the inclusion-exclusion principle, we only need to show that 18) where (5.18) , by Lemma 4.1 and the SL(n) covariance of Φ, we obtain that a d = a d−1 . Thus, we have
Similarly, taking x = −e d in (5.18), we get 
, in (5.18), we get Since a 1 = a 2 and b 1 = b 2 , we get
for every P ∈ P n o . Hence the proof is complete and the restrictions for a 1 , b 1 , c 1 , c 2 are given by Lemma 5.8.
Proof of Theorem 1.7. First we show that Φ 1;a 1 ,a 2 P + Φ 1;b 1 ,b 2 (−P ) for dim P ≤ 3 is a support function (under the restrictions on a 1 , a 2 , b 1 , b 2 ). We will use following two lemmas.
If L|V is a summand of K|V , for all 2-dimensional linear subspaces V in some dense subset of Gr(n, 2), then L is a summand of K.
Lemma 5.10. [23, Theorem 3.2.11] Let P, K ∈ K n , where P is a polytope. Then P is a summand of K if and only if F (K, u) contains a translate of F (P, u) whenever F (P, u) is an edge of P (u ∈ S n−1 ).
o . If o ∈ relint P , then there is nothing to prove. Assume o ∈ relbd P . First let dim P = 3. Notice that
According to Lemma 5.9 and 5.10, it is sufficient to show that F (P 2 |V, u) contains a translate of F (P 1 |V, u) for all V in a dense set of Gr(n, 2), whenever F (P 1 |V, u) is an edge of P 1 |V . Here and in the following u ∈ S n−1 ∩V . Also we can assume that for different edges E 1 , E 2 ∈ E o (P ), E 1 |V and E 2 |V does not lie on the same line.
Let m be the cardinality of the set F o (P ). Since the pointwise limit of a support function is a support function, it does not change the desired result. Thus we can assume that every face in F o (P ) has two edges containing the origin. Also every edge in E o (P ) belongs to two faces in F o (P ). Hence P also has m edges through the origin. Now we can write
Here we set F m+1 = F 1 . Since
n , we only need to show that if F (E i |V, u) is a non-degenerate interval (hence F (E i |V, u) = E i |V ), then F (P 2 |V, u) contains a translate of (a 2 − a 1 )E i |V + (b 2 − b 1 )(−E i |V ). We need to deal with two cases: (i) E i |V is contained in the boundary of P |V , (ii) the relative interior of E i |V is contained in the relative interior of P |V .
In case (i), u is an outer normal vector of P |V or an inner normal vector of P |V . If u is an outer normal vector of P |V , then E i |V is contained in F (F i |V, u), F (F i+1 |V, u) and F (P |V, u). Hence (a 2 − a 1 )F (F i |V, u) + (a 2 − a 1 )F (F i+1 |V, u) + a 1 F (P |V, u) contains a translate of (a 2 − a 1 )E i |V + (b 2 − b 1 )(−E i |V ) since b 2 − b 1 ≤ a 2 . Also since F (P 2 |V, u) contains a translate of (a 2 −a 1 )F (F i |V, u)+(a 2 −a 1 )F (F i+1 |V, u)+a 1 F (P |V, u), we have that F (P 2 |V, u) contains a translate of (a 2 − a 1 )E i |V + (b 2 − b 1 )(−E i |V ). If u is an inner normal vector of P |V , then E i |V is contained in −F (−F i |V, u), −F (−F i+1 |V, u) and −F (−P |V, u). Similarly F (P 2 |V, u) contains a translate of (b 2 − b 1 )F (−F i |V, u) + (b 2 − b 1 )F (−F i+1 |V, u)+b 1 F (−P |V, u) which contains a translate of (a 2 −a 1 )E i |V +(b 2 −b 1 )(−E i |V ) since a 2 − a 1 ≤ b 2 .
In case (ii), E i |V is contained in F (F i |V, u) ∩ F (F i+1 |V, −u) or F (F i |V, −u) ∩ F (F i+1 |V, u). Hence F (P 2 |V, u) contains a translate of (a 2 − a 1 )E i |V + (b 2 − b 1 )(−E i |V ).
The proof for dim P = 2 is similar (and easier). For dim P = 1, there is nothing to prove. Now we turn to the necessity. Since P → h ZP satisfies the conditions of Lemma 5.2, there exist constants a 1 , a 2 , b 1 , b 2 , c 1 , c 2 ∈ R such that h ZP = c 1 h M + P + c 2 h M − P + Φ 1;a 1 ,a 2 P + Φ 1;b 1 ,b 2 (−P ) for every P ∈ P 
