This work aimed to propose LDoW-PaN, a Linked Data presentation and navigation model focused on the average user. The LDoW-PaN model is an extension of the Dexter Hypertext Reference Model. Through the LDoW-PaN model, ordinary people-who have no experience with technologies that involve the Linked Data environment-can interact with the Web of Data (RDF) more closely related to how they interact with the Web of Documents (HTML). To evaluate the proposal, some tools were developed, including the following: (i) a Web Service, which implements the lower-level layers of the LDoW-PaN model; (ii) a client-side script library, which implements the presentation and navigation layer; and (iii) a browser extension, which uses these tools to provide Linked Data presentation and navigation to users browsing the Web. The browser extension was developed using user interface approaches that are well known, well accepted, and evaluated by the Web research community, such as faceted navigation and presentation through tooltips. Therefore, the prototype evaluation included: usability evaluation through two classical techniques; computational complexity measures; and an analysis of the performance of the operations provided by the proposed model.
INTRODUCTION
In practice, the term Linked Data refers to data published on the Web in a manner that allows the data to be read and understood by machines [Berners-Lee 2006] . However, not just machines can take advantage of the explicit semantics of the data. For example, there are Linked Data browsers that allow ordinary 1 people to explore and interact with this environment. Among other things, users can visit different sources and follow links to related information. In addition, Linked Data search engines can track the Web of Data through links between sources. These engines provide significant query resources for aggregate data in a manner that is similar to queries executed on traditional databases [Berners-Lee et al. 2001 ].
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RELATED WORKS
This section presents works that address hypermedia systems modeling, because the proposal of this work is based on an extension of the Dexter hypermedia reference model (Section 2.1). Then, to compare the previously mentioned hypermedia systems modeling, Section 2.2 presents a comparison between hypermedia models, frameworks, and methodologies. In Section 2.3, works related to Linked Data presentation and navigation are discussed along with critical analyses and comparisons with the proposal presented herein.
Hypermedia: Models, Frameworks, and Methodologies
The Dexter model [Halasz and Schwartz 1994] is an attempt to capture, both formally and informally, important abstractions found in a wide variety of hypertext systems (hypermedia). This model is divided into three layers: the runtime layer, the storage layer, and the within-component layer. The storage layer describes the structure of the hypertext system as a finite set of components. The runtime layer is based on the "instantiation of a component." An instantiation is the presentation of a component to the user. During instantiation, a copy of the component is stored in the cache. The user views and/or edits this copy, and the changes are written to the storage layer. The within-component layer is particularly concerned with the content and structure within the components of the hypertext network. The formalization of the model assumes that other reference models specifically designed to model the structure of particular applications will be used and combined with the Dexter model to capture the entire hypertext network.
The HAM model (A General-Purpose Hypertext Abstract Machine) [Campbell and Goodman 1988 ] is based on a separation between interaction (front end) and storage (back end). This model distinguishes three layers in a hypertext system: database, hypertext abstract machine (HAM), and presentation. In the database layer, there is a server that stores and shares information. The HAM layer contains the organizational structure of hypertext, using five hierarchically arranged components: graph, context, node, link, and attribute. The presentation layer specifies how information is displayed, without detailing the user interaction. Although links are stored in the HAM level, the position of an anchor on a node depends on the node storage structure.
The gIBIS model (a hypertext system based on a rhetorical model) is an implementation based on IBIS [Coklin and Begeman 1989] . IBIS is a rhetorical model that allows issues, arguments, and positions to be connected using a predefined set of semantic components and links. When issues, arguments, and positions are represented by hypertext components and semantic relationships are represented by links, the result is generalized hypertext that is adequate for a wide variety of projects and processes. The gIBIS model provides a semiformal structure that can facilitate understanding problems, improve the focus of project meetings, and provide historical tracking of discussions.
The Trellis model (a model that incorporates semantic navigation) [Furuta and Stotts 1989] has semantics that, in terms of navigation, allows the expression of the possible states in a reading session of the hypertext network and the necessary conditions for transfer from one state to another. This ability makes the model extremely attractive for educational environments. Readers have access to critical components of hypertext in the adequate sequence, thereby facilitating the adaptation of the display preferences to user behavior during navigation.
Web Modeling Language (WebML) [Ceri et al. 1999 ] is a framework for specifying complex Web systems at a well-defined conceptual level. WebML supports a high level of description within different orthogonal dimensions: data content (Structural Model); pages (Composition Model); topology of links between pages (Hypertext Model); layout and graphical requirements to display pages (Presentation Model); and customization resources (Customization Model). The fact that WebML supports hypertext and presentation sub-models allows for comparison with the traditional hypertext models previously discussed in the present section. The hypertext model provided by WebML describes one or more hypertexts that can be published in the Web system. Each hypertext defines a site view that consists of two sub-models: Composition Model and Navigation Model. The Composition Model specifies which pages and content types are included in the hypertext. The Navigation Model specifies how pages and content type are related to form the hypertext. In the hypertext context, links can be "non-contextual," when they are semantically related to the pages in an independent manner, or "contextual," when the target content depends on the source content.
Object-Oriented Hypermedia Design Method (OOHDM) [Schwabe and Rossi 1995] uses abstraction and composition mechanisms in an object-oriented framework. The objectives are to allow for a consistent description of complex information items and the specification of navigation patterns and interface transformations. In OOHDM, a hypermedia application is developed in a four-phase process: Conceptual Design-Domain Analysis; Navigational Design; Abstract Interface Design; and Implementation. In the Navigational Design phase-which is the relevant part for the comparison with the previously presented models-the navigation structures of the hypermedia application are described. The description is made in terms of navigation contexts and consists of classes such as Nodes, Links, Indices and Guided Tours. The navigation context and the classes consider the types of users and the set of tasks that they intend to perform using the system. In OOHDM, nodes represent logical windows in the conceptual classes defined during the Domain Analysis phase. With OOHDM, different navigation models can be built for the same conceptual scheme and may express different windows in the same domain.
Hera [Frasincar et al. 2002] is a model-driven methodology that supports Web Information Systems (WIS). Hera focuses on three major processes: Interaction, Data Retrieval, and Presentation Generation. Integration and Data Retrieval are used in combination based on Web data sources to compose results of user queries. The Presentation Generation creates a Web presentation, or hypermedia, format, for the results of queries so the presentation and navigation are capable of being adjusted to user needs. Unlike other methodologies for developing Web Information Systems, Hera includes a phase in which the hypermedia navigation is specified. With Hera, the interaction of users can be specified as query, navigation or specific interaction of the application.
Models, Frameworks and Methodologies: A Comparison
Five comparison requirements were defined for comparing the models, frameworks and methodologies presented in Section 2.1. Therefore, for a model or framework to reach 100% in one of the items defined in the comparison, it must exhibit a high level of detail in the specification of that item. To determine these items, the most important requirements were considered in the development of hypertext systems [Conklin 1987; Landow 1997 Landow , 2006 . The defined requirements are the following:
-[REQ1], [REQ2], and [REQ3]: Well-defined storage layer, Well-defined presentation and navigation layer, and Well-defined hypertext network components, respectively. The evaluated candidate must have well-defined modules specifying the elements, methods, properties, and features of the mechanisms of storage defined, what types can these links be, the elements that compose a link, their possible direction, the definitions of nodes and node networks, the types of nodes and their hierarchical relationship, the possible types of content within a node, the operations that can be performed on the network and on a node of the network, the specification of each of these operations, the network limitations, how a node can be presented to the user, how the network can be presented to the user, the types of interfaces that can be used in the presentation of the network elements, and the properties that characterize a presentation.
- Table I shows a comparison of the models described in Section 2.1. The requirements that were used to compare models were surveyed during the studies and were thus considered of great importance for designing the LDoW-PaN model. Each requirement was assigned a minimum score (0 to 5) according to the adherence of the model to the evaluated item. It is important to note that the Dexter model received full scores for all items, except for "Well-Defined Presentation and Navigation Layer" (REQ2), for which it received a score of 3. This occurred because, as in other models (HAM, gIBIS, and Trellis), this layer was purposely not completely designed in the hope that other specific models would perform this task. LDoW-PaN is one proposal for a specific model for Linked Data presentation and navigation. Table I also contains frameworks and methodologies for modeling and implementing Web systems (WebML, OOHDM, and Hera). A comparison between these frameworks and purely hypertext models is possible, because these frameworks have concepts of storage, presentation, and navigation layers, as well as the definition of hypertext network components. Unlike traditional hypertext models, these frameworks have well-defined presentation and navigation layers. In other words, the main objective of these methodologies is to provide advanced support to navigation and presentation resources for Web systems. The combination of traditional hypertext models (such as Dexter) and frameworks for modeling and implementing Web systems (such as OOHDM) can be very advantageous. The definition level of presentation and navigation layers can be explored from both sides to produce interesting results according to the needs of the project.
In addition, the Dexter model was chosen as the reference model for designing LDoWPaN, mainly because the Dexter model comprises a wide range of hypertext systems, such as the Web of Documents. Another noteworthy point is that the Dexter model can be considered a flexible model (REQ4) in terms of extensibility [Halasz and Schwartz 1994] . In other words, the model imposes few obstacles to changes, improvements, and derivations in its structure. Furthermore, unlike other reference models [Engelbart 1962; Nelson 1967] , the Dexter model has native support for a presentation and navigation layer that is focused on the end user. Considering that (i) the proposal of the present study is based on the Web of Data; (ii) the Web of Data is a hypertext system; (iii) the Dexter reference model must be adjusted to maintain consistency with the Linked Data model; and (iv) the reuse and extension of layers is consistent with the best-practice strategy for modeling [Gomaa 2011 ], the Dexter model was an interesting option.
Presentation and Navigation
Haystack [Huynh et al. 2003 ] is a repository of personalized information that leverages the flexibility of semi-structured RDF data model to design and store personal information. Haystack is quite interesting in organizing personal information management environments. Through the Ozone, a user interface prototype, a variety of information can be arranged in a single interface where the user has visibility of almost all resources in one single "screen." This type of organization and the provision of resources by exploiting only one screen is very similar to the user interface approach used in the prototype developed in this work. The downside of Haystack is that to create the objects that will be presented in Ozone is necessary to define a custom ontology. This task, although facilitated by the resources of Ozone also makes non-trivial the interaction with the tool for ordinary people who have no knowledge about ontologies.
Brainlets [Tummarello et al. 2006 ] is proposed as a new paradigm for creating rich user interfaces and interaction environments for the Semantic Web. The main motivation of Brainlets is to allow domain experts-instead of programmers-to create such environments and communities in the Semantic Web in a simple way. The Brainlets are plugins (XML files, OWL ontologies, and scripts) built on the Eclipse platform that can be installed by copying a file in a default directory. The most significant downside of Brainlets is related to configuration that requires intermediate knowledge in creating and editing XML files and scripts, as well as knowledge in OWL domain ontologies. In addition, to install the Brainlets plugin is required knowledge of the Eclipse Rich Client 3 and DBin [Tummarello and Morbidoni 2007] platforms. Another important issue is that Brainlets was specifically designed to meet the needs of domain experts. Therefore, it is possible to use LDoW-PAN combined with Brainlets to extend this solution to common people other than experts.
Rhizomer [Garcia and Gil 2006 ] is a semantic and multimedia content management system (SemCMS) that, combined with a repository of semantic metadata, provides reasoning ability. Rhizomer does not have resources for the presentation and navigation of data from the Web of Data. The element of Rhizomer that is most closely related to the LDoW-PaN model is the reasoning component for semantic data managed by SemCMS. This component can be useful in some of the layers of the LDoW-PaN model, such as the discovery and counseling layer, in which user preferences can be addressed by reasoning regarding retrieved data; the interface preparation layer, in which the interface type can be determined according to the user profile by using the reasoning component; and the presentation and navigation layer, by dynamically generating a personalized navigation considering preference, profile, device type, and network status, among other factors processed in the reasoning component of Rhizomer.
Piggy Bank [Huynh et al. 2007 ] enables users to use the Semantic Web within the traditional Web. When semantic content is not available, the tool can call screenscrapers to restructure information from Web pages into a format that is compatible with the Web of Data. Using Semantic Web technologies, Piggy Bank provides immediate benefits to users. An interesting feature provided by Piggy Bank is the conversion of HTML to RDF using a screenscraping approach. The user can view any Web page as structured data. However, the availability of screenscrapers is limited to a few sites. Additional screenscrapers need to be developed by other Web sites using JavaScript or a related tool (e.g., Solvent). In terms of content presentation, Piggy Bank is no exception to the tabular standard. The prototype developed herein exhibits better performance in terms of organizing information to be presented to the average user.
Fenfire [Hastrup et al. 2008 ] is an RDF browser that uses a graph view that is focused on an interactive navigation experience. To make the visualization scalable in terms of the number of nodes and to focus on just one "thing at a time," only one central node and its neighbors are presented concurrently. The navigation is initiated by a uniform resource identifier (URI). Thereafter, it is possible to navigate by interacting with neighboring nodes. The presentation of semantic information provided by Fenfire is far from being targeted to average users. The first tool discussed in the present section, LodLive, has a more detailed graph presentation that is closer to what would be targeted to the end user. With Fenfire, it is difficult to identify which node originated the current view displayed on the screen. The visualization of relationships is confusing and almost impossible to determine. Fenfire could combine graph presentation with tooltips and the faceted navigation provided by the solutions developed in the present study. This would help non-expert users, who would be able to access more organized information in tooltips and navigate more easily through the graph using facets.
Paggr [Nowack 2009 ] relies on the presentation of Web information fragments via HTML widgets. Whereas current Web widgets are mainly based on requests to proprietary application programming interfaces (APIs), Paggr uses SPARQL queries. The negative side of Paggr is its widget creation and editing. Although there is a tool available to help with this task, the average user will surely encounter difficulties when using the tool. Extensive knowledge of semantic techniques and SPARQL query creation is required to obtain good results for the content displayed in the widgets. This is a difficult task even for an experienced user. Another issue is that navigation is restricted to configured widgets. If there is a need to navigate through other data types, then new widgets must be created or configured. A combination of Paggr and the solution presented herein can enhance and facilitate the construction of widgets by average users, because the library and service developed in this work provide friendly structures based on the LDoW-PaN model that are targeted to this type of user.
Sig.ma [Tummarello et al. 2010 ] is a service and an application for end users; its main purpose is to provide access to the Web of Data as an environment of integrated information. Sig.ma uses a holistic approach in which elements such as indexation of the Semantic Web, logical thinking, data aggregation heuristics, ontology consolidation, external services, and responsive interaction with the user work together to create rich descriptions of entities. The LDoW-PaN model can benefit from the advanced entity description mechanism of Sig.ma, particularly the discovery and counseling layer of the LDoW-PaN model. The Sig.ma service can be used in that layer as a SPARQL endpoint to recover resources related to the atoms of the Dexter network produced by our model. In contrast, the Sig.ma presentation layer can be integrated with the interface preparation and the presentation and navigation layers of the model to enhance its semantic data navigation and presentation service for the average user. Cheng et al. [2011] presented MyView, a Linked Data browser that allows users to query the Web of Data by navigating from one entity set to another. This tool generates explainable responses that carry information from their origin. MyView interacts with users to resolve entity co-references to find additional sources and reduce redundancy. The form of presentation and navigation provided by MyView is very similar to those provided by the first categories of Linked Data browsers, such as Tabulator [BernersLee et al. 2006] . The main downside of this tool is the loading time required to present data. In terms of time, the solution presented herein is considerably better. With respect to retrieved content, the browser extension developed herein produces better results for displaying related data from Web 2.0 in addition to data from the Web of Data. Regarding presentation and navigation, MyView proved to be confusing. The extension presented as part of the present study organizes information in a better manner and provides "cleaner" navigation features that are more suitable for inexperienced users.
NautiLOD [Fionda et al. 2012 [Fionda et al. , 2015 ] is a declarative language that was developed to address the challenge of navigating through nodes of the Web of Data. Based on navigation resources, this language is designed to specify fragments of the Web of Data and actions to be performed based on these fragments. Information retrieval is rather surprising, because the tool can cross the data space, which was unexplored until now, to obtain knowledge. Moreover, for certain resources (primarily from DBPedia), the NautiLOD mechanism behaves as a simple means of dereferencing URIs. Another problem is the long time that is required to retrieve information. For these reasons, we decided not to use NautiLOD as a component of the Web Service developed in the present study, because one of our main goals was to deliver the presentation and navigation structures provided by the service in a timely manner.
Camarda et al. [2012] proposed LodLive, a project that aims to promote and disseminate Linked Data principles using a simple and friendly interface. One of the downsides of this tool is that the user must select the data source to be explored. A combination of results from different sources is not commonly used in the responses. From the point of view of experienced users, the graph presentation provided by the tool is quite rich. However, even for experts, accessing the information can be confusing and discouraging. LodLive is not a tool for average users; its interface is not clear regarding how users can use the knowledge obtained from the Web of Data. LodLive can be combined with the proposal presented here to offer new forms of presentation and navigation using the JavaScript library and the Web Service developed herein. Thus, the tool may provide, for example, support for faceted navigation and presentation using dynamic tooltips, which are more suitable for the average user.
Linked Data Visualization Model (LDVM) ] allows data to be dynamically connected using information visualization techniques focused on the Semantic Web, with the aim of helping inexperienced users explore large amounts of data. The LDVM model works with different data sets and different visualization modes. The LDoW-PaN model has some characteristics of the LDVM model, such as the sequential and modular definition of uncoupled layers, based on the Data State Reference Model (DSRM) [Chi 2000 ]. In addition, both the LDoW-PaN and LDVM models have a layer responsible for providing the presentation of semantic data to the average user in the most suitable way. These modularization and uncoupling characteristics, common among the models, allow, for example, the LDVM visualization layer to be used in the LDoW-PaN model, replacing its original presentation and navigation layer. Likewise, the presentation and navigation layer of the LDoW-PaN model can be used instead of the visualization layer of LDVM.
LodView [Camarda et al. 2014 ] is a Web application that provides dereferencing of a URI compatible with the W3C standards and that allows the publication of RDF data according to Linked Data guidelines. Regarding navigation and presentation, LodView has features such as serialization and content negotiation; content language and internationalization; information on the properties used; object properties; management of blank nodes; management of inverse relations; and various resources for widgets and integration with LodLive. For experienced users, LodView is a very interesting tool that presents information containing different data regarding resources from the Web of Data. However, for the average user, this variety of information may make browsing a confusing experience. As with LodLive, the LodView interface does not make clear how average users can benefit from the knowledge obtained from the Web of Data. The LDoW-PaN model enables the presentation used in LodView interfaces to be enhanced, thus improving the experience of the average user.
LDOW-PAN: LINKED DATA PRESENTATION AND NAVIGATION MODEL
The LDoW-PaN model proposed in the present study is defined as an extension of the runtime layer of the Dexter model. This layer addresses the presentation and navigation of the hypertext network components. The formalization of the Dexter model provides a partial description of the runtime layer. The purpose is to let this layer be developed by other models that are concerned with treating issues involving presentation and navigation from the end user's viewpoint. As illustrated in Figure 1 , the LDoWPaN model has five layers: Analytical Filtering; Mapping; Discovery and Counseling; Interface Preparation; and Presentation and Navigation. These layers were designed considering a sequential activity flow such that the output (product) of a given layer is utilized as input by the next layer in the sequence. Thus, the analytical filtering layer receives an RDF graph as input and generates refined data as output. In turn, the mapping layer receives refined data as input and generates the corresponding Dexter model as output, and so on. All outputs generated by the layers of the LDoW-PaN model are automatically generated, that is, without user intervention.
The sequential activity model allows components to be added, removed, or relocated in a simple way, thereby reducing the remodeling effort. For example, an additional layer to analyze the user profile can be inserted into the sequence between the mapping layer ( Figure 1 , Layer 2) and the discovery and counseling layer (Figure 1, Layer 3) , to determine useful profile information (for example, to improve the presentation/navigation). The input of the new layer would be the Dexter model (output of the mapping layer), and the output would be a basic network containing profile information, which would be the input of the discovery and counseling layer. The next sections present the definitions of each layer of the LDoW-PaN model shown in Figure 1. 
Analytical Filtering Layer
The analytical filtering layer receives an RDF description as input, which is represented by a graph or a set of triples. The RDF descriptions of resources from the Web of Data may contain hundreds or even hundreds of thousands of triples. This vast data set usually contains statements about RDF statements (meta triples). Meta triples provide additional information about individual triples, such as processing instructions, the source, the occurring time or place, or the certainty [Nguyen et al. 2014] . These statements are inserted into the RDF description by the source that provides data about the resource. Typically, meta triples serve only as internal control of the data source and do not have any relevant information for the end user. Figure 2 shows an example of this practice being used by the DBPedia 4 data source. In the section displayed in the figure, there are 8 triples. Among them, four are meta triples, that is, 50% of the data in this section is meta triple.
In addition to the considerable number of meta triples, many data sources use redundant information in an attempt to provide resources closer to the interests of the user. For example, multi-language support results in RDF descriptions that repeat the same information several times in different languages (e.g., DBPedia provides support for 119 languages). The multi-language feature is interesting and valuable, because it allows an application to better meet the needs of users. Conversely, for an application that aims to computationally process the triples of an RDF description, redundancy may make the process slower and inefficient.
One important issue is that during the development of this work, an empirical survey was executed through sampling to obtain more knowledge about the content of RDF descriptions of resources contained in the Web of Data. The survey collected 25 RDF descriptions of resources in the DBPedia data source. Subsequently, an analysis was performed on the descriptions collected to determine meta triples and redundant triples. The result demonstrated that the analyzed RDF descriptions contained approximately 35% of meta triples and/or redundant information. Therefore, on average, these descriptions consist of only 65% information that is useful to the end user. Triples that carry resource-related data that can be reused by other data sources, applications, or directly by the end user are considered useful information.
Therefore, the purpose of the analytical filtering layer is to scan RDF descriptions to identify triples that contain irrelevant information (from the perspective of the end user) that can therefore be removed, such as meta triples and redundant triples. The analytical filter greatly reduces the number of triples to be treated in other layers from the sequence. Although the analytical filtering process consumes time and computational resources, the end result provides better performance for the overall process, as shown in Section 5.2.1. In addition to improving performance by decreasing the number of triples to be treated, analytical filtering contributes to better data presentation and navigation. Displaying apparently meaningless (meta triples) or repeated (redundant) data has no value.
The execution of the filtering task on triples of an RDF description is not a trivial process. Computationally differentiating between meta triples and redundant triples requires advance knowledge of the vocabulary used in the description. One way to identify meta triples is to retrieve the vocabulary schema that is being used by the data source (RDFS or OWL). The schema defines the attributes and properties of each vocabulary term. Thus, the terms that link to meta triple can be identified. Although more accurate, this is an expensive approach that may result in failure, because it is subject to problems related to data transfer through the network. When identifying redundant triples, some data sources already take measures to facilitate recognition. For data from DBPedia, the language information is already marked on the data itself. DBPedia inserts a tag at the end of the string (literal) that indicates the language of the information (<string/literal>@<language code>).
Mapping Layer
After performing data processing, the analytical filtering layer produces a refined model as output. Although manipulated, the model still complies with the RDF standard. To obtain the benefits offered by the Dexter runtime layer, the RDF description that results from the analytical filtering layer must be mapped to the Dexter model. Therefore, the objective of the mapping layer is to translate the structured data in the RDF standard to data that meet the characteristics of the Dexter model. After this mapping process, the result is a hypertext network (adapted to the needs of the LDoWPaN model) modeled according to Dexter's standards, which will be used for subsequent layers in the sequence of activities. The Dexter network is important, especially at the interface preparation and presentation and navigation layers, in which characteristics of the Dexter model and its runtime layer are used to create specialized structures to facilitate the presentation and navigation task to be focused on the average user.
The Web of Data and the Web of Documents may both be considered a hypertext system and therefore may be mapped to a reference model [Cheng et al. 2011 ]. However, due to some peculiarities of this data space, adaptations and adjustments are required such that the mapping corresponds to the reality of the Linked Data environment. Figure 3 shows an RDF graph containing two resources (R1 and R2), five literals (R1{L1, L2, L3} and R2{L1, L2}), and the semantic relationship between the resources, which is defined as P1 (Part 1 of Figure 3 ). The mapping of the RDF model to the Dexter model is also shown (Part 2 of Figure 3 ).
The Dexter model defines three types of components: atom, link, and composite. The composite component contains other atoms in its interior, in addition to other types of content. The mapping designed in the present study does not require the use of the composite component. Additionally, resources may be linked to literal information (text, number, figure, and URL, among others) that is directly related to them.
Although the RDF model includes container-like entities such as List, these RDF container-like entities are decomposed into several atomic resources and then mapped to our model. This aspect could also be solved by mapping the RDF container-like entities for composite structures such as List and Box (see Section 3.4) in our model. However, from the presentation and navigation perspectives, this would not be a suitable solution, because it does not allow the LDoW-PaN model to evaluate whether any of the atoms belonging to the composite structure are the most important atom defined in Section 3.3. In Part 1 of Figure 3 , the R1 and R2 resources are mapped to Dexter atoms, which are shown in Part 2. The atom component defined in the present study consists of two regions, the Component_Info and Content regions, as in the original Dexter model. The Component_Info region contains information regarding the atom (metadata), such as the URI of the resource represented by the atom. This region may contain many types of information, according to the needs of the system. The content area contains all the literals that are directly linked to the resource. That is, the contents of all the literals that relate to the resource are stored within the atom.
The relationships among resources are resolved using the link component of the Dexter model. In the original Dexter link, specifiers use the component specification, anchor ID, and direction fields to determine the link between two atoms or composites [Fagan 2010 ]. In the LDoW-PaN model, this component was modified to provide three specifiers (unlike the original Dexter link, which features only two specifiers). Each specifier corresponds to a portion of the following RDF triple: Subject_Specifier, Predicate_Specifier, and Object_Specifier. Specifiers may contain presentation data, as defined in the Dexter runtime layer. The URI field of a specifier acts as the component specifier field. The link is always directed from the Subject_Specifier to the Object_Specifier, thereby eliminating the use of the direction field. The semantics of the relationship is provided by the Predicate_Specifier, which has only one field, the relationship type.
Therefore, to allow the most adequate design of the LDoW-PaN model, the Dexter model has undergone some changes in its structure to maintain consistency with the Linked Data model (RDF). These changes mostly occurred in the definition of components of the node and link network, which corresponds to the Dexter storage layer. The mapping of the RDF description to the Dexter model originates from a Dexter network that contains all of the resources converted into Dexter atoms. This network is interconnected via Dexter links, which represent the semantic links of the RDF model.
Discovery and Counseling Layer
After the work is performed by the mapping layer, the Dexter network is ready to be used by subsequent layers. Most often, the network produced by the mapping process contains considerable numbers of nodes and links. To facilitate the work of the discovery and counseling layer and the remaining layers of the LDoW-PaN model, the most relevant network atom must be chosen. This choice has the purpose of creating a target at which the layers can direct their efforts, thereby reducing the computational cost and accelerating the process. For example, the discovery and counseling process involves external access to different data sources and domains. In this scenario, it is possible to imagine an attempt to obtain new knowledge for each atom in the newly created network. Depending on the number of nodes in the network, the process could easily become unfeasible in terms of performance in responses. Therefore, from this point on, the work performed by layers is centered on a single atom (the most relevant one).
In some cases, it is very trivial to identify the most relevant atom. For example, in HTML pages from DBPedia resources, we already know the URL of the main resources described in the RDF (which is the dereferenced one). However, in other cases, identifying the most relevant atom is not so trivial. For example, consider a news portal using RDFa embedded in HTML pages to connect all the resources involved in a news story. In this case, an HTML page containing a news story can point to tens or hundreds of resources, which, in turn, can be HTML pages from DBPedia resources.
In cases as in the news story aforementioned, to identify the most relevant atom, one can use a basic principle of graph theory, the degree of the vertex (node). The atom that is considered the most relevant is the one with the highest number of incoming and outgoing links, that is, the node with the highest degree. Considering the number of links of atoms as a relevance criterion is consistent with the Linked Data concept. A resource with many relationships is richer in information and knowledge. Using this resource, it is simpler to discover new references that were previously unknown. One problem that may occur during selection is the existence of more than one atom with the same number of links (nodes with the same degree). This issue can be resolved by letting the user decide what resource he wants to explore, by randomly choosing a resource, or based on the user profile, among others.
From the moment that the most relevant atom is identified, the discovery and counseling layer can better target its efforts. One of the approaches used by this layer to obtain new knowledge is the use of SPARQL queries. Another technique used by the layer is to run queries to Web 2.0 through APIs provided by the different domains of this environment. Using elements contained in Web 2.0 to enrich the set of information about Linked Data is a growing trend in the Semantic Web community, because the Web of Data and the Web of Documents are not separate: the Web of Data is an extension of the traditional Web [Berners-Lee et al. 2001] . Therefore, the purposes of the discovery and counseling layer are (i) to choose the most relevant atom of the Dexter network that was recently generated by the mapping layer and (ii) to enrich the network with new knowledge from the Web of Data and Web 2.0. Figure 4 shows the steps of the discovery and counseling process. In step 1, a basic SPARQL query is executed on the data source that contains the queried resource, which is represented by the most relevant atom of the Dexter network via its URI. The result of this query is the RDF description of the resource. In this description, among other things, sameAs links can be identified. Thus, in step 2, queries are executed based on these sameAs links. The results are new RDF descriptions of the queried resource that contain relationships with other resources and literals that were previously unknown. This process adds new triples to the RDF graph (new atoms and links in the Dexter network). Subsequently, in step 3, queries are executed with consideration of the relationships that define the types of the queried resource (rdfs:type links). Queries by type return resources that are similar to the queried resource. These resources may not necessarily be linked to the queried resource. In step 4, the final step, a query to the Step-by-step description of the discovery and counseling process.
Web 2.0 APIs is executed to obtain elements that are related to the queried resource, such as videos, photos, and news.
It is important to note that query results are RDF descriptions. However, the RDF model was mapped to the Dexter model in the previous layer (mapping). This raises an issue regarding the most adequate location for the discovery and counseling layer. For example, the discovery and counseling layer could be placed before the mapping layer. Thus, data collected during queries would be added to the graph or set of RDF triples and would only be transformed into Dexter atoms and links in the mapping layer. Conversely, if the discovery and counseling layer is placed after the mapping layer (the approach used in the present study), the full potential of the Dexter model can be used. For example, regarding the development effort, manipulating a single Dexter atom is simpler than handling a large set of triples. Another important issue is that the Dexter network generated in the mapping process is smaller (in terms of the numbers of nodes and links) than the corresponding RDF graph. This is because Dexter atoms contain all the literals that refer to resources they represent. This characteristic makes the manipulation of the Dexter network "lighter," which increases the performance of the overall process.
Interface Preparation Layer
After the discovery and counseling process, the resulting Dexter network, enriched with new knowledge and relevant data, is ready to be used by the next layers in the sequence of activities: the interface preparation layer and the presentation and navigation layer. These layers focus on the user interface. However, using the network structure only to provide adequate presentation and navigation according to the needs of this type of user is a complex task. To facilitate this task, the interface preparation layer utilizes the elements developed in the construction of the Dexter network (atoms, links, and specifiers) to create adequate structures for the interface design that are focused on the needs of the average user.
Therefore, the purpose of the interface preparation layer is to create elements that can be used to facilitate the construction of interfaces, especially those concerned with Linked Data presentation and navigation and focused on inexperienced users. The interface preparation layer provides structures that are ready to be used by other higher-level layers (for example, the presentation and navigation layer) or directly by systems that are tasked with implementing interfaces based on these structures. The structures created in the interface preparation layer can refer to the most relevant atom (automated constructions) or a specific atom, which is defined by an action (a click, for example). Figure 5 shows two of the structures created on the interface preparation layer, a Box and a List.
Figure 5 also shows that the entire structure contains two regions: info and content (Box_Info, List_Info, Box_Content, and List_Content). The info area contains metadata (attributes and properties), and the content area is where the content of the structure is stored. The Box structure has a reference atom (which may be the most relevant atom of the Dexter network or any other atom defined by another method) and all the atoms that are directly related to the reference object. Relationships may be input relationships (in this case, the reference object is within the context of the triple) or output relationships (the reference is in the subject context of the triple).
In Figure 5 , the Box contains the reference atom A1 and the atoms that are directly linked to it, A2, A3, and A4 via input relationships and A5, A6, and A7 via output relationships. The Box structure can be used to create different types of interfaces without concerns about traversing the RDF graph to identify the related resources. For example, a Box can be used to create a dynamic tooltip when the mouse is over a resource (mouseover event). The highlighted resource would be the reference atom, and the tooltip would display information regarding this resource using atoms directly linked to the reference.
Similar to the Box, the List structure has a reference atom and atoms directly linked to the reference. The difference is that these links are based on only one type of relationship. A List can be considered a Box filtered through a relationship. The Relationship_type attribute in the info area defines the relationship type annotated on the List. For example, if the List displayed in Figure 5 is annotated with the relationship of the "knows" type, it means that reference A1 knows the A2, A3, and A4 atoms (output relationship); similarly, the A5 and A6 atoms know the reference A1 (input relationship). Unlike the Box, which considers all types of relationships, the List is based only on the relationship annotated in Relationship_type. List variants can be provided considering the direction of relationships. Thus, an inList is a List that, other than the reference, only contains atoms that are linked according to a determined input relationship. In the same manner, an outList is a List that contains atoms that are linked to the reference by an output relationship. Lists can be used to provide, for example, faceted navigation. The filter used to define the facets can be the relationship type annotated for each List. Gallery and News structures ( Figure 6 ) are built from results obtained by queries to Web 2.0 APIs through the discovery and counseling layer. In addition to the previously described Box and List structures, these structures have a reference atom (Figure 6: A1 for Gallery or News) and media and news resources directly linked to their respective references. In the Gallery structure, the reference atom A1 is linked to multiple sets of media (such as photos, videos, audio, and TV; see Figure 6 ) from domains such as Flickr, YouTube, and Yahoo. In the News structure, the reference atom A1 has links to news articles (see Figure 6 ) provided by several news agencies around the world, such as The New York Times, the BBC, and CNN. The relationships among the reference atom and the sets of media and news are determined by integrating APIs with the Web of Data, that is, each of these domains has an RDF base that provides Linked Data related to their media and news objects. These structures are important for facilitating the exchange of knowledge during user interactions with both information spaces, the Web of Data and the Web of Documents (Web 2.0).
The interface preparation layer also provides another type of structure, the General Presentation, which provides a composition of other structures (Box, List, inList, outList, Gallery, and News) . The goal of General Presentation is to completely fulfill the presentation and navigation needs of the average user using a single structure. Other structures can be created and defined in the interface preparation layer to provide different types of presentation and navigation, thereby improving the interaction with the user.
Presentation and Navigation Layer
The presentation and navigation layer uses structures provided by the interface preparation layer to effectively present and provide navigation through data contained in the Dexter network produced during the process. The presentation and navigation layer is the highest-level layer of the LDoW-PaN model, and it implements the interface between the user and the network.
The presentation and navigation layer is not rigid. It can be adjusted to create more robust and adequate interfaces according to a system's needs. All changes to interfaces between the user and the Dexter network should be implemented in this layer. In a client-server architecture, for example, the presentation and navigation layer is intrinsically related to the client side. For example, in an effective implementation of the LDoW-PaN model, the lower-level layers (Analytical Filtering, Mapping, Discovery and Counseling, and Interface Preparation) would be placed on the server side, whereas the presentation and navigation layer would be placed on the client side.
The information used by the layer to generate user interfaces is obtained from attributes contained in the info regions of structures created by the interface preparation layer. As described in Section 3.4, these regions contain metadata about each type of structure. The Presentation_Spec attribute, which defines the type of presentation to be used by the presentation and navigation layer, is among these metadata. It is important to note that all the components of the Dexter network (atoms and links) also have the Presentation_Spec attribute in their info regions. The Presentation_Spec of a structure is defined based on the Presentation_Spec values of the reference atom, of links between the reference and other atoms, and of related atoms. The system that implements the LDoW-PaN model is responsible for determining the guidelines for this definition. For example, the Presentation_Spec of a structure can be set by the Presentation_Spec of the reference atom, because the structure is a representation of the atom and its relationships. Another interesting approach is the use of weights combined with the Presentation_Spec. For every Dexter atom and link, a weight is assigned in the info region (a key-value pair) to the Presentation_Spec ({Presenta-tion_Spec: facet, weight: 3}). These weights are computed for each Presentation_Spec type, and the type defined in the structure is the one with the highest sum. Figure 7 shows an example of the construction of interfaces of the presentation and navigation layer, which are based on structures created on the interface preparation layer. Figure 7 shows the Box of the atom that represents the http://dbpedia.org/ resource/Barack_Obama resource, which is available from DBPedia, and the corresponding interface, which can be generated from this structure. The label of the reference atom is displayed at the top of a list of resources related to the atom. The list was built with support for faceted navigation and was filtered by relationship type. Related features are presented using dynamic tooltips. The list's support for faceted navigation and presentation by tooltips of the related resources is defined by the Presentation_Spec values of the structure and atoms.
Another noteworthy fact is the possibility of creating or configuring the presentation with consideration of the type of resource to be explored. For example, in the case of faceted navigation shown on the right side of Figure 7 , the facets are illustrated with icons that are related to the entity type: "Person," "Place," and "Organization." This is a trivial implementation of this feature; a more elaborate example would be a case in which the structures created follow the presentation standard for the entity type. If the resource type were "Place," for example, then the presentation could follow this standard to create structures that contain information that is appropriate for this entity type. Figure 8 also shows a structure (Gallery) for the reference atom that represents the "Barack Obama" resource. The Gallery is a graphical interface for several types of media objects (such as photos, video, or audio) related to the reference atom, where the user can browse and view these objects. According to the characteristics of such media objects, it may be interesting that the Presentation_Spec of Gallery structures is defined as shown in Figure 8 .
Operations
Based on the five layers described above, the LDoW-PaN model provides some elementary operations that define the actions to be performed during a sequence of activities. These may be higher-level operations, which help achieve the general purpose of a layer, or lower-level operations, which generate results that can be used by higher-level operations. Lower-level actions are mapped in sub-operations to support high-level operations. The following is a description of the operations provided by the LDoW-PaN model.
Filter RDF Description: Receives an RDF description as an input parameter. The overall objective of the operation is to analyze each triple of the description, identify the presence of irrelevant information, such as meta triples and/or redundancies, and then remove them. The operation returns a filtered RDF description that is free of irrelevant information and therefore "lighter" (i.e., it contains a smaller number of triples). This filter can be used early in the process, before any operation, and during the process to filter new data obtained by other operations. The operation uses the sub-operations isMetatriple(triple), isRedundantTriple(triple), removeMetatriple(triple), and removeRedundantTriple(triple).
Map RDF to Dexter: Receives an RDF description as an input parameter. The overall objective of the operation is to map data from the RDF model to the Dexter model. The operation returns a well-formed Dexter network that is ready to be used by other operations in the remainder of the process. This operation can be used after the Filter RDF Description operation to map the RDF description that results from the filtering operation and after operations to obtain RDF data. The operation uses the sub-operations isResource(tripleObject), isLiteral(tripleObject), insertLiteral(tripleObject, atom), createAtom(), createLink(), conectAtoms(atom1, link, atom2), and netContains(atom).
Discover Knowledge: Receives a Dexter network as an input parameter. The overall objective of the operation is to first identify the most relevant atom of the network and then to retrieve new knowledge through access to the Web of Data (SPARQL) and Web 2.0 (APIs). The new data obtained in the process can be treated by the Filter RDF Description and Map RDF to Dexter operations to filter and convert the data to the Dexter model, respectively. The operation returns a network enriched by the discovery of new resources, literals, and the relationships that are linked to the most relevant atom, which will be used to create more elegant and expressive user interfaces. This operation can be used immediately after the Map RDF to Dexter operation to run the discovery method, thereby taking advantage of the newly created Dexter network. The operation uses the sub-operations getRepresentAtom(dexterNet), dereferenceAtom(atomURI), getSameAs(triples), followSameAs(URIs), getType (triples), getResourcesByType(type), getResources2.0(URIs, APIs), and insertTriples(triple).
Prepare Interface: Receives a Dexter network as an input parameter. The overall objective of the operation is to create adequate structures to facilitate the construction of interfaces focused on the presentation and navigation needs of average users. The operation returns a set of specialized structures containing organized data that can be used to create user interfaces in a simple manner. This operation can be used after the Discover Knowledge operation, thereby taking advantage of the network enriched by the discovery of new knowledge about the most relevant atom. The operation uses the sub-operations createBox(atom), createList(atom), createInList(atom), createOutList(atom), createGallery(atom), createNews(atom), getAtom(URI, dexterNet), and createGeneralPresentation(dexterNet).
Presents Network: Receives as input parameters a set of specialized structures that are adequate to facilitate the construction of user interfaces. The overall objective of this operation is to create adequate interfaces to provide Linked Data presentation and navigation. The operation displays semantic data to the end user, along with navigation support. This operation can be performed on the client side of applications after the Prepare Interface operation is performed, thereby taking advantage of the structures provided by this operation. The operation uses the sub-operations presentsBasicInfo(box), presentsBox(box), presentsList(list), presentsGallery(gallery), presentsNews(news), presentsAtom(atom), and presentsGeneral(generalPresentation).
Some sub-operations use other sub-operations to perform the task for which they are responsible. This is the case, for example, for the createAtom() sub-operation, which uses the isResource(tripleObject), isLiteral(tripleObject), and insertLiteral(tripleObject, atom) sub-operations.
IMPLEMENTING LDOW-PAN ON THE WEB
As previously discussed, the present study proposes a model for the presentation and navigation of data structured according to Linked Data principles that is focused on the average user. The implementation of the LDoW-PaN model on the Web was designed in two stages. The first stage was the development of a Web Service (RDFaLiveService 5 ) that implements the first four layers of the model (see Figure 1 ). In the second stage, a JavaScript library was developed to serve as a communication interface with the service. In addition to supporting communication, the JavaScript library implements the final layer of the model, the presentation and navigation layer.
These components (Web Service and JavaScript library) could be demonstrated using a prototype developed as a Web browser extension: RDFaLiveExtension. 6 The prototype was designed to detect and extract Linked Data, which is implicit in Web pages in the form of RDFa markup. The development of the prototype allowed the feasibility of the LDoW-PaN model to be evaluated using the service and the library.
RDFaLiveService: Layers One to Four of LDoW-PaN
RDFaLiveService consists of three main modules, as shown in Figure 9 : (i) the Request Module, which is a REST interface, that is, a class that contains annotations to define the type of request (such as POST, PUT, or DELETE); the URL to access the resources; the access path; the type of response (such as XML, JASON, or TEXT) and others; (ii) the Communication Module, which provides an interface between the Request Module and the Processing Module through an interface that contains specific methods; and (iii) the Processing Module, which executes the processes that correspond to layers of the LDoW-PaN model to respond to requests from the Request Module. Combined, the Communication and Processing modules form the core of the system, which can also be called an API. Figure 9 shows a diagram of the three main modules of the service.
It is important to note that the Request Module allows the API to be used in different manners. In this work, for example, a REST interface was used to create a RESTful Web Service. However, the implementation of the Request Layer can be modified to create a SOAP Web Service or a Java library while maintaining the consistency of the system core. The API implements the first four layers of the LDoW-PaN model: the analytical filtering layer, mapping layer, discovery and counseling layer, and interface preparation layer. The fifth layer, the presentation and navigation layer, is implemented through the client library, as described in Section 4.2.
The API provides an interface (Communication Module) to provide specific methods that correspond to the operations and sub-operations defined by the LDoW-PaN model (Section 3.6). In addition, the API provides different methods through the interface to support the needs associated with developing presentations with navigation support targeted to the average user. Figure 10 shows a snippet of code containing some of the methods provided by the API interface.
Lines 21 and 27 of Figure 10 show the filterRDFDescription() and mapRDF2Dexter() methods, respectively, which correspond to the first two elementary operations defined by the LDoW-PaN model and are described in Section 3.6. Line 31 of Figure 10 shows a method, isResource(), that corresponds to one of the sub-operations that can be used by major operations; this is also discussed in Section 3.6.
The aforementioned API interface may be considered a module for communication with processing. Therefore, different systems can be built through the adequate use of this module. For example, in this work, we used the communication module to create a Web Service (RDFaLiveService) that uses a REST interface placed in the request module (Figure 9 ). The REST interface uses methods provided by the communication module, which, in turn, communicates with the processing module to respond to requests from the REST interface. Therefore, a Java library, for example, can be created to locally (regardless of the use of Web Services) provide support to the LDoW-PaN model. In this case, the system communicates directly with the API communication module through an adequate interface that is placed in the request module. Regarding development, this structure creates versatility, for example, by keeping the core of the system consistent. The LDoW-PaN model can be supported by different architectures, such as RESTful Web Service, SOAP Web Service, and Java libraries, among others.
Script Library: Layer Five of LDoW-PaN
RDFaLiveService (Section 4.1) implements all the layers of the LDoW-PaN model except for the presentation and navigation layer. To implement this layer, a JavaScript library that works as a plugin of the JQuery framework 7 was developed to execute on the client side of applications. The main purpose of the library is to provide communication with the Web Service. This communication consists of GET, PUT, or POST requests executed on the REST interface of RDFaLiveService. Most of the responses to requests consist of specialized structures built by the interface preparation layer (Section 3.4). To perform most requests, it is common to send data to support the processing of these requests. For example, to start the process and request a General Presentation structure (Section 3.4), the RDF description must be sent with the request.
The library was developed with the particular purpose of extracting RDF triples from HTML pages that contain Linked Data embedded as RDFa markup. Thus, the JavaScript library is able to extract all embedded sets of RDF triples from any Web page that uses the RDFa 1.1 standard [Herman et al. 2013] ; it then sends them as part of requests to the service when needed. The library uses specialized structures received in response to requests to create presentation and navigation tools that are targeted to the average user. To support the extraction of RDFa triples, the library uses the Greenturtle API, 8 which is an RDFa 1.1 implementation in JavaScript for browsers [Rixham et al. 2012] .
Support for the extraction of RDFa triples was developed to meet the needs of the prototype (Section 4.3) . However, the library can be used without exploring the extraction feature. Therefore, client applications can benefit from the interfaces provided by the library without being required to use RDFa triples extracted from Web pages of the application as input. The library can receive Linked Data (an RDF graph or set of RDF triples) from any source and send them to the service to request specialized structures for presentation and navigation through these data. Thus, whether the RDFa extraction module contained in the library architecture is activated is decided by the client applications. Figure 11 shows the basic architecture of the JavaScript library developed as part of the present proposal. As shown in Figure 11 , this architecture has three main modules: RDFa extraction, Service Access, and Interface. When the client application adds the JavaScript library to its directory, the extraction of RDFa triples (RDFa extraction module: Figure 11 , Greenturtle) can be automatically initiated based on the settings at the time Web pages displayed to the user are loaded. After extraction, a JavaScript object that contains the set of triples becomes available in the system. Thereafter, the client application can send requests to the Web Service (Figure 9 ) using the Interface module (Figure 11 , Requests). The Interface module uses the Service Access module to execute requests on the Web Service (Figure 11 , JQuery). In this work, the client application ( Figure 11 , Presentation and Navigation) is a prototype implemented as a Web browser extension, as described in Section 4.3.
RDFaLiveExtension Prototype: Browser Extension
A prototype was developed to demonstrate the use of both RDFaLiveService and the JavaScript library and hence the feasibility of the LDoW-PaN model proposed in this article. The prototype was designed as an extension for Google Chrome Web browser 9 and was named RDFaLiveExtension. This Web browser was chosen because there is extensive documentation of the development of available extensions. Another browser with good documentation on the subject is Mozilla Firefox. 10 An extension for Mozilla Firefox, for instance, can be developed in a manner similar to that in which the Google Chrome extension was developed.
When the extension is loaded and enabled in the browser, RDFa markup contained in Web pages visited by the user can be detected through the RDFa extraction module (Figure 11 ) of the JavaScript library. Thus, RDFaLiveExtension is able to identify any Web page that contains RDFa markup. In addition, it can signal this special characteristic of pages by means of an icon located in the right corner of the Web browser address bar, as shown in Figure 12 . Figure 12 shows the description of a resource 11 from the Web of Data stored in the DBPedia data source. The description is in HTML format, which is suitable for human users. However, the presence of the RDFaLiveExtension icon indicates that there is RDFa markup in the Web page. Thus, RDF triples are embedded in the HTML code of the Web page using the RDFa standard that contain data that are related to the presented resource. Thus, users can click on the icon to access this semantic information, which is implicit in the page, in a manner that is suitable for non-technical users. When the icon is clicked, a new tab is created in the Web browser tab bar. The new tab generates a presentation, with navigation support, based on data obtained from the extraction of RDFa triples from the visited page. Figure 13 shows the tab created by RDFaLiveExtension after the icon is clicked and highlights each presentation/navigation structure (numbered from 1 to 11) created by our JavaScript library through interactions with RDFaLiveService. It is important to note that the presentation generated by the prototype is focused on the "Barack Obama" resource. This occurs because during data processing, there is a selection to identify the most relevant resource (Dexter atom) of the RDF description received as input (Section 3.3).
Structure 1 in Figure 13 contains basic information about the explored resource (in this case, the "Barack Obama" resource), including the label, date of birth, full name, and occupation of the resource. This structure comes from a request to an atom launched against RDFaLiveService by the JavaScript library. The information is contained within the atom as literal triples. This information can also be obtained through a request to a Box structure configured with the resource explored as its reference atom.
Structure 2 consists of links (URLs) that are related to the explored resource. This information can also be obtained through requests to an atom or a Box because these data are invariably literal and therefore are contained in the atoms.
Structure 4 displays a media gallery that can contain photos, videos, streaming TV and audio, among other types of media. To create this structure, a request to a Gallery structure is required. The Gallery structure is created by the interface preparation layer from queries to Web 2.0 APIs performed by the discovery and counseling layer. By clicking on any miniature image of the gallery, a central window opens to better display the media at an adequate size (Figure 8 in Section 3.5). The user can navigate between the media sequentially (one after another) by following the media list or directly (to go to the desired media item) by clicking on a given media item.
Structure 6 displays text that contains a summary of the explored resource. In addition to text, a picture related to the resource is shown in the upper-left part of the structure. As for Structures 1 and 2, Structure 6 can be obtained from requests to both an atom and a Box, because the summary text and URL of the picture are pieces of information that are contained in "Person-type" atoms.
Structure 7 is a list of resources that are related to the explored resource. This list supports faceted navigation. The filter used in the facets is the type of relationship between the explored resource and other resources. This structure can only be created from a Box structure, because only the Box contains all the resources that are directly related to the explored resource (reference atom). The resource List also provides support for presentation through tooltips. When the cursor is moved over the resources, a tooltip that contains related information is displayed. Figure 14 shows a tooltip that displays information about the resource "Joe Biden" (USA Vice President) and is contained in Structure 7.
The tooltip displays basic information about the resources. To obtain additional relevant information, the user can click on the "plus" sign next to the resource label. This action causes the prototype to display a window that contains more information about the resource queried. In Figure 14 , when the "plus" sign in the tooltip is clicked, a window is displayed with more information about the "Joe Biden" resource, which is linked to the "Barack Obama" resource by the vice-president relationship, that is, <"Barack Obama"><vice-president><"Joe Biden">.
Structure 8 presents news about the explored resource using display by accordions. This structure is from a News structure, which is obtained by accessing the Web 2.0 APIs of sources such as The New York Times, the BBC, and CNN.
Structure 9 results from a combination that is used to display lists of resources that are related to the explored resource. To use the mechanism, the user can drag any type of relationship contained in Structure 7 and drop it in the input field of Structure 9. For example, for the resource "Barack Obama," the user can drag the relationship type "Alma Mater" from Structure 7 and drop it in the input field of Structure 9. This action will cause the extension to display a window that contains the resources linked to "Barack Obama" via the "Alma Mater" relationship, as shown in Figure 15 .
Structure 9 can be obtained via requests to list structures (List, outList, and inList), because these structures store resources that are related to the explored resource (reference atom), considering a specific relationship type.
Structure 10 presents a list of resources that are similar to the explored resource. The resources contained in this list are not necessarily linked to the explored resource. Thus, such resources may have no relationship to the explored resource. The type of resource determines the similarity. For example, the resource "Barack Obama" has several types, including "American Nobel Laureates." Thus, resources that are also of the "American Nobel Laureates" type, such as "Bruce Beutler," "Craig Mello," and "Frank Wilczek," may also be listed. This structure can be obtained through an inList structure. However, there is a peculiarity: in this case, the reference atom is not the one that represents the explored resource but rather the desired type for the resources. That is to say, in the previous example, the reference atom of the Fig. 16 . The seven-point Likert rating scale [Likert 1932 ] used in the heuristic evaluation.
inList is "American Nobel Laureates" and the type of relationship used as the filter for the list is Type. Therefore, the following triples can be identified: <Barack Obama><Type><American Nobel Laureates>; <Bruce Beutler><Type><American Nobel Laureates>; <Craig Mello><Type><American Nobel Laureates>, and <Frank Wilczek><Type><American Nobel Laureates>.
Structures 3, 5, and 11 can be clicked by the user to obtain more information about Structures 2, 4, and 10, respectively, through interactive windows. For example, when Structure 3 is clicked, a window opens to display more related links in addition to those contained in Structure 2. By clicking on Structure 5, a new media gallery is displayed; this gallery contains more related media in addition to those shown in Structure 4. Similarly, by clicking on Structure 11, new resources are listed for new types in addition to those shown in Structure 10.
EVALUATION
Because the proposal of this work is based on a presentation and navigation model focused on the end user, we performed two types of evaluation on the RDFaLiveExtension prototype: a usability evaluation (Section 5.1) and a computational complexity and performance evaluation (Section 5.2).
Usability Evaluation
Although the model presented in the present study is graphical user interface (GUI) agnostic, the proposal of this work is based on a presentation and navigation model focused on the end user. Thus, we performed a usability evaluation of the RDFaLiveExtension prototype implementing the proposed model through two techniques: a heuristic evaluation (Section 5.1.1) based on Nielsen's 10 Heuristics [Nielsen 1993 ] and a remote evaluation (Section 5.1.2) based on the USE questionnaire developed by Lund [2001] .
The literature reports some other techniques for usability evaluation of Semantic Web tools, such as the "Quality in Use" model proposed by Snchez et al. [2013] . The reason for our choice of both aforementioned classical techniques was that the types of GUI created by our JavaScript library, which are used as examples to demonstrate the feasibility of the proposal, are also based on classical GUI and are widely accepted in the Web environment; thus, they have been previously evaluated in other works [Yee et al. 2003; Hudson et al. 2004; Oren et al. 2006; Hearst 2008; Clarkson et al. 2009; Fagan 2010] .
5.1.1. Heuristic Evaluation. The heuristic evaluation was planned based on the 10 usability heuristics evaluation technique proposed by Nielsen [1993] . To perform the heuristic evaluation, five experts with PhDs in areas related to the Semantic Web used RDFaLiveExtension and rated each of Nielsen's 10 Heuristics presented in Table II using a seven-point Likert rating scale [Likert 1932 ] (ranging from bad to good; see Figure 16 ). Figure 17 presents the results gathered from the five experts who analyzed our prototype. The chart in Figure 17 shows that the five experts rated almost all the heuristics listed in Table II between 5 and 7. In addition, it is important to note that only four of ten heuristics received the intermediate rating of 4, and no heuristics received a rating below 4. Continuing with the analysis in Figure 17 , a prototype is a system that is generally error-prone; as a result, one interesting inference that can be made is that 50% of the heuristics that received a rating of 4 are related to errors (messages and prevention). Thus, according to the experts' reviews, the heuristic evaluation performed in this work showed that there are no severe usability problems with the RDFaLiveExtension prototype, which was developed based on the LDoW-PaN model.
Remote Evaluation.
A usability remote evaluation was planned based on the USE questionnaire technique developed by Lund [2001] . Table III presents a description of all the statements used in the usability evaluation performed for this work. As shown in Table III , this technique suggests that users evaluate the products using four dimensions: Usefulness; Ease of use; Ease of learning; and Satisfaction. As result, the remote evaluation performed for this work was divided into these four previously described dimensions.
To perform the remote evaluation, an HTML form containing the questionnaire presented in Table III was developed and made available over the Web. In addition, we created an on-line tutorial 12 to teach 25 users how to install and use the RDFaLiveExtension prototype. These users were Master's and PhD students in areas of Computer Science not related to the Semantic Web.
Based on the tutorial, the 25 users used the RDFaLiveExtension prototype and rated each question presented in Table III on a seven-point Likert rating scale [Likert 1932 ] (ranging from totally disagree to totally agree; see Figure 18 ). We collected all the answers and generated the charts presented in Figures 19, 20 , 21, and 22, which summarize the usefulness, ease of use, ease of learning, and satisfaction, respectively, of our prototype as reported by the users. As shown in Figure 18 , in the analysis of these dimensions, we considered ratings between 5 and 7 as "good acceptance," ratings between 1 and 3 as "rejection," and ratings of 4 as "neutral acceptance."
The first dimension (usefulness) of the remote evaluation is presented in Figure 19 . The chart in Figure 19 shows that most users rated RDFaLiveExtension as useful. On 12 http://github.com/WiserUFBA/LDoW-PaN/wiki.
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A. Rocha and C. Prazeres Fig. 18 . Seven-point Likert rating scales [Likert 1932 ] used in the remote evaluation. average, approximately 60% to 80% of users reported good acceptance; only approximately 8% to 16% reported rejection. On the one hand, if we consider only the first four statements of the usefulness dimension, the rate of good acceptance increases to 92%, which means that the best ratings for usefulness were given for statements related to "efficiency" and "productivity" aspects. On the other hand, if we consider only the last three statements of the usefulness dimension, the rate of rejection increases to 40%, which means that the worst ratings for usefulness were given for statements related to "necessity" and "expectation" aspects. Figure 20 shows that most users rated RDFaLiveExtension as easy to use. On average, approximately 60% to 84% of users reported good acceptance; only approximately 3% to 12% reported rejection. Aspects such as "simplicity," "friendliness," "no experience required to use," "no instructions required to use," and "effortless" received the highest ratings by the users.
The third dimension (ease of learning) of the remote evaluation is presented in Figure 21 . The chart in Figure 21 shows that almost 100% of users rated RDFaLiveExtension as easy to learn. Thus, for these users, there was no difficulty in learning to use RDFaLiveExtension; an on-line tutorial constituted sufficient instruction.
The last dimension (satisfaction) of the remote evaluation is presented in Figure 22 . The chart in Figure 22 shows that most users reported satisfaction in using RDFaLiveExtension. On average, approximately 50% to 70% of users reported good acceptance and approximately 8% to 20% of users reported rejection. On the one hand, aspects such as "recommendation to a friend" and "pleasure to use" received the best ratings by the users. On the other hand, approximately 30% of users gave rejection ratings to aspects related to "wonder" and "necessity to use."
Computational Complexity and Performance Evaluation
Regarding performance, our proposal was evaluated based on computational complexity and time performance measures that were calculated based on the operations provided by the LDoW-PaN model (Section 3.6). This approach allowed us to separately evaluate the feasibility of layers defined in the model, because each layer performs a number of non-trivial processes that can become costly in terms of performance.
The environment in which the experiments were conducted had the following characteristics: a 2.00GHz Intel(R) Core(TM) 2 Duo CPU T7250, 2-MB L2 processor cache, 
Total Work n+1+1+1+1
Complexity O(n) 4.00GB of RAM, the Windows 7 Ultimate 64-bit operating system, a 10Mbps Wi-Fi 802.11 network, and the Java SE version 7 programming language and virtual machine. The experiments aimed to evaluate the performance limit of operations up to the point of inserting 62,500 RDFa triples into an HTML page. According to the Web Data Commons Project in its extraction report from October 2016 [Bizer et al. 2016] , there are currently approximately 312 million URLs that contain RDFa markup, and each page contains a mean of only 8 RDFa triples. In the experiments performed and presented below, it becomes clear that the performance is considered good until 2,500 RDFa triples per page, which is much higher than the 8 triples reported by Bizer et al. [2016] . Consequently, the performance in real-world applications will meet or exceed that in the tests.
5.2.1. Filter RDF Description Operation. The objective of the Filter RDF Description operation is to verify each triple of the RDF description received as an input parameter to identify the presence of irrelevant information. If a triple that contains this type of information is identified, then it is removed from the description. The sub-operations to identify and remove triples have instructions that are directly executed by native operations of the programming language used for development. The Web Service developed in this work has a low computational cost compared with the verification work; thus, its computational cost is considered negligible in this evaluation, as shown in Table IV .
Thus, the complexity of verification is O(n), because all triples must always be verified. That is, an analysis will always be performed on each triple from the set of triples received as input for the operation (with an input length n). Table V presents the results of an experiment in which the processing time of the Filter RDF Description operation was evaluated according to increasing data input size (set of RDF triples). Table V indicates that the performance of the Filter RDF Description operation is acceptable for up to 2,500 triples, for which it consumed only 493ms.
Therefore, although the Filter RDF Description operation consumes time and computer resources, the result can improve the performance of the overall process. Treating 35% fewer triples in a universe of thousands of RDF triples has an encouraging positive impact, as demonstrated in Table VI , which shows a comparison of the overall RDF descriptions treatment process until they become a consolidated presentation and navigation structure targeted to the average user. The processing was performed using the implementation of the proposed model, specifically, the Web Service and the JavaScript library described in Section 4. In the first step, a data set that contained RDF descriptions with different numbers of triples was processed without using the Filter RDF Description operation. The results are shown in the third column of Table VI . Thereafter, the same data set was processed using the Filter RDF Description operation in the first step of the procedure. The last column of Table VI indicates that the data processing time is shorter when the Filter RDF Description operation is 
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active. The greater the number of triples involved in the process, the more noticeable the (time-based) performance difference.
Map RDF to Dexter
Operation. The objective of the Map RDF to Dexter operation is to map the RDF description that is received as an input parameter to a Dexter network. Each RDF resource is transformed into a Dexter atom, and the relationships among resources are transformed into Dexter links. The sub-operation for assembling atoms must analyze all the objects (triple objects) that are linked to each resource to determine whether these objects are literal or if they correspond to other resources (i.e., perform an analysis of node neighbors). If the objects are literal, then they can be added to the atom that represents the context resource. Otherwise, we must analyze whether the resource (context resource object) is already present in the network. If not, then a new atom must be created to represent this resource.
The computational costs of the sub-operations (object identification, addition of literals to the atom, and construction of links) that use native operations of the programming language used for development will be considered insignificant, as shown in Table VII . Table VII indicates that the Map RDF to Dexter operation has complexity O(n 3 ), because the createAtom() sub-operation executes n*k times, where n is the amount of resources of the RDF description and k is the number of outgoing links for each resource n. In the worst-case complexity, k may be greater than n (k > n). This occurs because each resource can be linked to other resources according to several different relationship types. For example, a given resource A may be linked to a particular resource B by an isFatherOf (A isFatherOf B) and an isBossOf (A isBossOf B) relationship simultaneously. The netContains(atom) sub-operation (Table VII) investigates the presence of a resource in the Dexter network under construction, where m is the number of atoms in the network. In the worst-case complexity, the value of m may be equal to n (m = n), in a scenario in which the Dexter network would be complete, with all RDF resources mapped to atoms, and it would be necessary to search for a given resource that is mapped to an atom contained in the last position of the network. Table VIII presents the results of performance tests conducted to evaluate the feasibility of the Map RDF to Dexter operation. For different numbers of triples, Table VIII lists the numbers of RDF and Dexter nodes that result from the mapping performed by the Map RDF to Dexter operation. The last column of Table VIII shows the time cost to perform the translation of the RDF model to the Dexter model.
It is notable that, similar to the Filter RDF Description operation, the Map RDF to Dexter operation decreases the size of the network to be treated by the remaining operations in the sequence of activities. Thus, the Map RDF to Dexter operation contributes to better performance in terms of response time, considering the entire process. Section 5.2.1 presented tests performed "with and without" the Filter RDF Description operation to demonstrate that the general process benefits from using this operation. However, the behavior of the general process cannot be tested without using the Map RDF to Dexter operation, because the whole process involves the translation between models performed by this operation. To conduct a similar experiment along these lines, the last three layers of the model would have to be reimplemented in both the Web Service and the JavaScript library.
5.2.3. Discover Knowledge Operation. The purpose of the Discover Knowledge operation is first to identify the most relevant atom in the Dexter network, which is received as an input parameter, and second to retrieve new knowledge from searches conducted in the Web of Data and Web 2.0. These searches are performed by external accesses sent over the Internet. Therefore, the time between requests and their respective answers will not be considered in this evaluation.
The sub-operation to identify the most relevant atom must analyze each atom of the Dexter network to determine the degree of the node. For each atom in the network, the operation determines the number of neighbors that are directly linked to the atom. At the end of the process, the atom with the highest degree is chosen as the most relevant atom. After that, at a given time, resources directly linked to the most relevant atom must be retrieved by sameAs and rdfs:type relationships. To perform this task, the operation must traverse all links of the most relevant atom.
The computational costs of the sub-operations that use external access and those that use native operations of the programming language used for development will be considered insignificant, as shown in Table IX. According to Table IX , the Discover Knowledge operation has complexity O(n), because the sub-operation getRepresentAtom(dexterNet) examines each atom of the network; therefore, it executes n times. The Dexter network allows the atom degree to be determined by calling a single native method. For this reason, there is no need to check each incoming and outgoing link, which simplifies the work. The sub-operations getSameAs(triple) and getType(triple) have a cost k, because all outgoing links of the atom must be analyzed to retrieve the resources that are directly linked to the 
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Complexity O(n) most relevant atom through these types of relationships. In the worst-case complexity, these relationships constitute a strongly connected graph, with k = (n− 1). We consider here a strongly connected graph in which each node is linked to all other nodes by a maximum of one edge. For example, if in a strongly connected graph, only one resource is connected to another by more than a single type of relationship, then k = n, which would not affect the final complexity of this operation. It makes no sense to run performance tests in terms of response time for the Discover Knowledge operation. As previously mentioned, the results of this operation are directly dependent on external access to Web of Data sources and Web 2.0 APIs. For this reason, the times obtained in the tests can vary considerably depending on the network conditions. 5.2.4. Prepare Interface Operation. The objective of the Prepare Interface operation is to create specialized structures to facilitate the construction of interfaces that are focused on the presentation and navigation needs of users who do not have experience with the Linked Data environment. The overall performance of this operation is determined by its performance when creating the most complex structure defined in the interface preparation layer of the presentation and navigation model presented in Section 3.4. Because each structure has a different complexity of creation, the response times when constructing these structures will differ.
General Presentation is the most complex structure defined in the proposed model. It uses less complex structures-such as Box, List, and Gallery-to generate a single frame that contains various types of interfaces that meet the presentation and navigation needs of the average user. Therefore, the complexity of the General Presentation structure corresponds to the sum of the complexities of creating the smaller structures that compose it. Table X presents the complexity of creating the structures that are most used by the Web Service described in Section 4.1.
Therefore, considering the data contained in Table X , the Prepare interface operation has complexity O(n), because the complexity of createGeneralPresentation(net) is the sum of the complexities of all minor sub-operations. The createBox(atom) suboperation executes n times. In this case, n refers to the number of neighbors of the atom received as input. Thus, to create a Box, all the atoms that are directly linked to the reference atom (which is received as the operation input parameter) must be retrieved (Section 3.4).
The cost of the createList(atom) sub-operation is m, which represents the number of neighbors linked to the atom received as input (the reference atom) through the relationship type defined for the List. When considering the same atom received as input by operations, m will be less than n, because in a List, neighbors are filtered by relationship type. Likewise, the sub-operations createInList(atom) and createOutList(atom) have cost k. Thus, the value of k will be less than that of m, because in a List, the number of neighbors corresponds to input and output relationships. However, in an inList or outList, relationships can only be input (in) or output (out), respectively. The createGallery(atom) and createNews(atom) sub-operations have a cost n, which is the amount of media resources that are related to the atom received as input. Table XI shows the performance tests when implementing the Prepare Interface operation to create a General Presentation (more complex sub-operation) and an inList (one of the lower-complexity sub-operations).
Table XI presents the response times when building two types of structures supported by the Web Service. To create a General Presentation, the createGeneralPresentation(net) sub-operation uses sub-operations to create lower-complexity structures. The sum of the execution times of these smaller operations constitutes the time to execute createGeneralPresentation(net), which is considered the total execution time of the Prepare Interface operation. Table XI also presents the execution time of the createInList(atom) sub-operation, which is one of the sub-operations used by the createGeneralPresentation(net) operation.
5.2.5. Presents Network Operation. The objective of the Presents Network operation is to create interfaces to provide presentation and navigation through structured data. These interfaces (structures) are developed from structures obtained by calling the Prepare Interface operation, which was described in Section 5.2.4.
Building these interfaces involves the dynamic creation of HTML code on the client side of applications. For the prototype built to demonstrate the feasibility of the LDoWPaN model, the interfaces are built using the JavaScript library developed as part of the proposal and described in Section 4.2. The cost of building these interfaces is less than those of the other operations described in this section. This result occurs because the dynamic HTML creation is performed by the JavaScript language combined with the JQuery framework, which makes the process very rapid. For this reason, and because the evaluation of response times during the dynamic creation of HTML code in Web pages has not been demonstrated to be accurate, we decided not to measure the response time when building interfaces supported by the Presents Network operation.
Regarding the complexity measures, interfaces that are based on structures provided by the Prepare Interface operation are created, as previously noted. Therefore, the complexity of creating an interface type is equal to or less than the complexity of creating the corresponding structure used to create the interface. For example, to build a Box structure, all of the atoms that are directly linked to the reference atom must be obtained. That is, the cost is O(n), where n is the number of neighbors of the reference atom. From the Box structure, a similar interface to a list of resources that supports faceted navigation and presentation by tooltips can be built. To build the list, all the atoms that are related to the reference atom of the Box used as a base must be traversed. That is, the cost is O(n), which is equal to the cost of building the Box. Generating the list in facets and providing dynamic tooltips is a process that is performed by the JQuery framework.
DISCUSSION AND FUTURE WORKS
Next, Section 6.1 presents some brief ideas about how to reuse the LDoW-PaN model in Linked Data Systems other than our prototype. Section 6.2 addresses the problems encountered during the research and how they could be more adequately treated. Section 6.3 summarizes some limitations of the solutions proposed herein. Finally, Section 6.4 discusses future works that can be performed to improve the proposal of the present work.
Reuse of LDoW-PaN Model and Implementation
Because the LDoW-PaN model and its implementation presented in this article are modular, the model and its implementation can be reused for the development of Linked Data presentation and navigation systems in two ways: (i) they can be completely reused to create new systems with different interfaces than the interfaces developed for the prototype presented in this article; and (ii) they can be partially reused through reusing one or more layers.
In the first case, the developer can simply create a new system by arranging the components at the "Presentation and Navigation Layer." Moreover, in the first case, the "Presentation and Navigation Layer" is the only layer that is dependent on the Linked Data serialization format, which in the RDFaLiveExtension is RDFa embedded in the Web pages. Therefore, reusing the implementation of the LDoW-PaN model presented in this article for other Linked Data serialization formats would only require implementing another Presentation and Navigation Layer capable of processing the required Linked Data serialization format. The second case may be performed as described below.
The Analytical Filtering Layer: This layer can be reused for the development of Linked Data systems to filter unnecessary or redundant information related to presentation and navigation aspects. The Analytical Filtering Layer can be reused as it is already defined in the LDoW-PaN model, or it can be extended with new types of filters. To be reused, this layer receives a set of triples as input and also returns as output a set of triples, which are filtered by the implemented filters.
Mapping Layer: This layer can be reused for the development of Linked Data systems in which the developer needs hypermedia data structures, which are simpler than an RDF triple graph, to be handled in memory. To be reused, the Mapping Layer receives a set of triples as input and returns a data structure with a set of Dexter atoms as output.
Discovery and Counseling Layer: To reuse this layer, the Mapping Layer also must be reused at a minimum. Thus, a Linked Data systems developer can add more resources to the system being developed.
Interface Preparation Layer: To reuse this layer, the Mapping Layer also must be reused at a minimum. Developers who do not want to add new resources do not need to reuse the Discovery and Counseling Layer. Given that the Interface Preparation Layer prepares the resources to be presented, it will provide the developer structures very close to what should be presented to the user. Thus, the developer can either reuse the structures of the Presentation Layer and Navigation or can create new presentation structures that are more suitable for the data type of the system being developed.
Presentation and Navigation Layer: To reuse this layer, the Mapping and Interface Preparation layers also must be reused at a minimum. Thus, the developer can use the visual components of the Presentation and Navigation layer to create other generic applications, such as the prototype presented in this work or domain-specific applications. In addition, the visual components of the Presentation and Navigation Layer may be used in combination with non-LDoW-PaN components to create mashups.
Problems
During the development of this work, some characteristic problems of the Linked Data environment were found and addressed. These problems include the blank node problem and the anchoring problem [Carlomagno et al. 2013] .
The blank node problem refers to the treatment of unidentified nodes of the RDF graph: a blank node is a node that has no URI. These nodes are automatically created by systems that manipulate RDF descriptions. For example, in a presentation and navigation scenario, to address RDF data embedded in Web pages using the RDFa standard, blank nodes must be treated because it is undesirable to present an unidentified resource to the average user.
The anchoring problem involves determining which HTML element of a Web page could be best used to anchor information related to a given resource. In Web pages that contain RDFa markup, resources and related information may be spread across the HTML code and can therefore be displayed in different regions of the page. Thus, the best element to anchor a set of information related to a resource is the one that retains the most representative information about the resource. For example, if the resource type is "Person," then the most representative information may be the name or, in the absence of a name, the e-mail address. Therefore, the HTML element of the page that stores this information must be chosen, and the set of information about the resource must be anchored to this element. Thus, interface types can be used to present information about the resource in an organized manner, such as using tooltips.
In addition to the problems described above, other problems found during the study were the object identification and the resource and relationship labeling problems. These two problems have the same cause: slow responses to external requests sent to Web of Data sources.
The object identification problem is related to the need to determine whether the object of an RDF triple is a resource or a literal. The RDF standard provides resources that enable the inclusion of this information in the triple's own RDF description. In this case, the problem is easily solved, because determining the type of the triple object is a simple and rapid operation. However, most of the RDF descriptions in the Web of Data do not have object classification information. Therefore, to determine whether an object is a resource or a literal, the URI defined in the object (HTTP GET request) must be accessed and the response analyzed. If the response is in the RDF format, then the object is a resource. Some strategies can be used to prevent external access at identification. For example, we can verify whether the object content is a well-formed URI. If not, then the object cannot be a resource.
The resource and relationship labeling problem is related to the need to label resources and relationships when presenting these entities to the end user. Simply displaying these elements through URIs is not the best method of presentation. The majority of RDF descriptions of Web of Data resources have one or more triples that define labels. The problem is that when only the URI is known, an external request must be performed to obtain the label of the resource (which, in this context, can also be a relationship). Regarding Linked Data presentation and navigation, it is common to encounter RDF graphs that contain hundreds or even thousands of triples that associate different resources through different relationships. Thus, performing an external request for each resource and relationship present in the RDF graph is a task that can easily become unfeasible. One method to prevent external access is to automatically define labels based on the URI of the entity. Thus, a label can originate from the URI. For example, based on the http://dbpedia.org/resource/Barack_Obama URI, the "Barack Obama" label can be created.
Limitations
When the proposal is analyzed, some limitations can be identified in the LDoW-PaN model. These limitations serve as motivation to conduct future studies to improve the work performed.
In the analytical filtering layer, the identification of irrelevant information still depends on strategies provided by data sources. If the queried source does not provide a strategy to accelerate the identification process, then the vocabulary (RDFS or OWL) that contains the search term must be retrieved. Retrieving vocabularies for many terms makes the process extremely slow due to issues involving network data transmission.
In the mapping layer, identifying the object type contained in RDF triples depends on the presence of this information in the RDF description of resources. Although this problem was addressed in Section 6.2, in some cases, the object type cannot be determined without making a request to the URI contained in the object. This increases the response time of the translation between models and, consequently, the overall process. In addition, the suggested solution to the labeling problem (which was also addressed in Section 6.2) is dependent on the URI format. If the data sources provide URIs in different formats, then labels generated from these URIs can be inconsistent.
The process performed by the discovery and counseling layer depends on external access to various Web of Data sources and Web 2.0 APIs. The bottleneck of the overall process is in this layer. The external access required by the discovery and counseling layer can slow responses and make an application that uses the model inefficient.
Future Works
Based on the limitations described in the previous section, further studies could focus on developing better approaches for: (i) the triple analysis process, to identify irrelevant triples in a simpler and more practical manner; (ii) the triple objects analysis process, to identify the object type (resource or literal) more efficiently; (iii) the resource and relationship labeling process, to retrieve predefined labels or create new ones more adequately; and (iv) the task of retrieving data from Web of Data sources and Web 2.0 APIs, to reduce the bottleneck of the overall process that originates from external accesses performed during the work of the discovery and counseling layer.
Additionally, it is important to expand the solutions designed herein to develop features that better meet the needs of the average user: (i) expanding the Web Service to address entities contained in different data sources without requiring prior knowledge of the standards used in their vocabularies to define resources and concepts; (ii) expanding the JavaScript library to dynamically understand any entity type contained in the Web of Data and thus provide more adequate presentation and navigation features by considering this information; and (iii) researching new approaches to obtain structured data, in addition to RDFa triple extraction of Web pages visited by users, to increase the usefulness of the library by expanding the manners of obtaining and exploring Linked Data.
Regarding the model, it is interesting to consider a layer that is concerned with identifying the user profile. The purpose of this new layer would be associated with determining and treating the profile of the average user, in addition to the user preferences. The information obtained in the profile layer could be used, for example, during the work performed by the discovery and counseling layer to improve the external queries based on the preferences of this individual. With the advent of profile information and preferences, the results of this discovery would be closer to satisfying the needs of people, and counseling could be better directed toward that goal.
Finally, another relevant study would be the improvement of the discovery and counseling layer using an inference engine. Through inferences, previously unknown relationships, new resources, and information about Web of Data entities can be discovered.
CONCLUSIONS
This work addressed the lack of models, methods, and processes related to Linked Data presentation and navigation that focus on the needs of inexperienced users. The main objective of the study was to propose LDoW-PaN: a Linked Data presentation and navigation model that was designed to allow ordinary people to explore structured data from the Web of Data in a manner appropriate for non-technical users. The study was conducted following a logical sequence of activities defined in the beginning of the research project, which involved the following: (i) studies of the interfaces used in the Semantic Web, focusing on presentation and navigation; (ii) studies of hypertext reference models; (iii) studies of strategies for embedding structured data in Web pages; (iv) the design and development of the Linked Data presentation and navigation model; (v) the implementation of the LDoW-PaN model; and (vi) the use and evaluation of the implementation using a prototype targeted to the average user.
