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Abstract
We apply our recent Quantum Approximate Optimization Algorithm [1] to the combinatorial
problem of bounded occurrence Max E3LIN2. The input is a set of linear equations each of which
contains exactly three boolean variables and each equation says that the sum of the variables mod
2 is 0 or is 1. Every variable is in no more than D equations. A random string will satisfy 1/2
of the equations. We show that the level one QAOA will efficiently produce a string that satisfies(
1
2 +
1
101D1/2 lnD
)
times the number of equations. A recent classical algorithm [5, 6] achieved(
1
2 +
constant
D1/2
)
. We also show that in the typical case the quantum computer will output a string
that satisfies
(
1
2 +
1
2
√
3eD1/2
)
times the number of equations.
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I. INTRODUCTION
We introduced [1] a Quantum Approximate Optimization Algorithm, QAOA, which can
be used to find approximate solutions for combinatorial optimization problems. The algo-
rithm depends on an integer parameter p ≥ 1 and the approximation improves as p increases.
Here we only use the p = 1 algorithm which we now restate. The input is an n bit instance
of a combinatorial problem specified by an objective function C(z) where z is an n bit string
and C(z) counts the number of constraints satisfied by the string z. The algorithm works
in the 2n dimensional Hilbert space spanned by the computational basis states |z〉. In this
basis the objective function C can be viewed as a diagonal operator,
C|z〉 = C(z)|z〉. (1)
We also use the operator B which is the sum of the σx operators,
B = X1 +X2 + . . .+Xn. (2)
Take as the initial state
|s〉 = 1
2n/2
∑
z
|z〉
= |+〉1|+〉2...|+〉n
(3)
which we note is an eigenstate of each of the Xa. Given parameters γ and β, we define the
state
|γ, β〉 = e−iβBe−iγC |s〉. (4)
The quantum computer is used to produce the state |γ, β〉 which is then measured in the
computational basis to produce a string z. The unitary operator e−iβB is a product of n one
qubit operators. The operator e−iγC can be written as a product of commuting unitaries
each of which comes from a constraint in C and has the same locality as the corresponding
constraint. So the number of gates required to produce |γ, β〉 is no more than n plus the
number of constraints.
Note that with γ and β both equal to zero we get a random string and the algorithm
is equivalent to this classical algorithm: Pick a string z at random and evaluate C(z). For
some non-zero γ and β we can do better. In [1] we showed how to efficiently choose γ and
β optimally. For the problem MaxCut we were able to show that on any 3-regular graph
2
the quantum algorithm improves the approximation ratio from 1/2 (guessing) to .6924. We
now look at another problem where we improve on guessing.
Consider the combinatorial problem Max E3LIN2 over n bits. The E3 means that each
clause contains exactly 3 variables. The LIN2 means that each constraint is a linear equation
mod 2 so for say bits x1, x2 and x3 the constraint is either x1+x2+x3 = 0 or x1+x2+x3 = 1.
It is possible using Gaussian elimination to determine if the set of linear equations has a
solution. The computational task is to maximize the number of satisfied equations in the
case when the equations do not have a solution. Guessing a random string will satisfy 1/2
of the equations. For general instances there is no efficient
(
1
2
+ ǫ
)
classical approximation
algorithm unless P=NP [2].
We now make the restriction that every bit is in no more than D + 1 equations. (The
+1 is for later convenience.) In 2000, H˚astad [3] gave a classical algorithm that achieves
an approximation ratio of
(
1
2
+ constant
D
)
. In 2001, Trevisan [4] showed that the existence of
an efficient classical algorithm that achieves an approximation ratio of
(
1
2
+ constant
D1/2
)
, for a
sufficiently large constant, would imply that P=NP. In 2014, the first version of this paper
showed that the p = 1 QAOA applied to an instance of E3LIN2 with m equations produces
a string that satisfies at least
(
1
2
+ 1
22D3/4
)
m equations. This existential result implies that
the approximation ratio is at least
(
1
2
+ 1
22D3/4
)
. In 2015 a classical algorithm was discovered
[5, 6] that efficiently finds a string satisfying
(
1
2
+ constant
D1/2
)
m equations. Here we improve
the analysis of our earlier version to show that the QAOA produces a string that satisfies(
1
2
+ 1
101D1/2 lnD
)
m equations. We also show that in the typical case the quantum algorithm
outputs a string that satisfies
(
1
2
+ 1
2
√
3eD1/2
)
m equations. By “typical” we mean this: For
any collection of triples specify an instance of E3LIN2 by picking the m equations associated
with the triples to sum to 0 or 1 with 50% probability each.
II. THE GENERAL CASE
For E3LIN2 we can write the objective operator for any three bits a,b,c as
1
2
(1± ZaZbZc) (5)
where the Z operators are σz’s and the ± in expression (5) corresponds to the two possible
choices for the equation associated with bits a,b and c. Dropping the additive constant 1/2
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we write the objective operator as
C = 1
2
∑
a<b<c
dabc ZaZbZc (6)
where dabc is 0 if there is no equation involving a, b and c and dabc is +1 or −1 if there is an
equation. We will evaluate
〈−γ, β|C| − γ, β〉 (7)
for certain values of γ and β. Using (6) one can see that (7) is an odd function of γ. We
use −γ in (7) to minimize the number of minus signs appearing in the equations below.
The expected number of satisfied equations is m/2 plus (7). For γ and β equal to 0 the
expression (7) is 0 corresponding to just guessing a random string. To do better we need
good choices for γ and β. We pick β = π/4 because it simplifies the analysis. We will show
that for some γ in the range [− 1
10D1/2
, 1
10D1/2
] we get the
(
1
2
+ 1
101D1/2 lnD
)
result. The optimal
γ in this range can be found by an efficient search.
Consider one term in the quantum expectation (7) that comes from the clause involving
say bits 1, 2 and 3. This is
1
2
d123〈s|e−iγCeiβBZ1Z2Z3e−iβBeiγC |s〉. (8)
Now in the B operator all terms except the X1 +X2 +X3 commute through the three Z’s.
We pick β = π/4 and get
1
2
d123〈s|e−iγCY1Y2Y3eiγC |s〉, (9)
where the Y ’s are σy’s. We separate out the clause involving bits 1,2 and 3 in C and write
C = C + 1
2
d123 Z1Z2Z3. (10)
Conjugating the Y1Y2Y3 with the contribution from clause 123 we get
1
2
d123〈s|e−iγC
(
cos(γd123)Y1Y2Y3 + sin(γd123)X1X2X3
)
eiγC |s〉. (11)
We will first evaluate
〈s|e−iγCX1X2X3eiγC |s〉. (12)
Insert two complete sets for qubits 1,2 and 3 to get
∑
z1,z2,z3
∑
z′
1
,z′
2
,z′
3
〈s|e−iγC |z1, z2, z3〉〈z1, z2, z3|X1X2X3|z′1z′2, z′3〉〈z′1, z′2, z′3|eiγC |s〉. (13)
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Now the X operators are off diagonal so we get for (12)
∑
z1,z2,z3
〈s|e−iγC |z1, z2, z3〉〈−z1,−z2,−z3|eiγC |s〉. (14)
We now need to look more carefully at C which includes all the clauses involving bits 1,2
and 3 except the 1,2,3 constraint. We assume that the instance has bounded degree, that
is, that each bit is in no more than D + 1 clauses. So aside from the central clause each of
bits 1,2 and 3 can be in at most D clauses so there are at most 3D clauses in C. Each of
these clauses involves at most two bits besides 1, 2 and 3 so there could be as many as 6D
bits other than bits 1,2 and 3 involved in the starting expression (8) as well as in (14) but
there may be fewer. Let us write C as
C = Z1C1 + Z2C2 + Z3C3 + Z1Z2C12 + Z1Z3C13 + Z2Z3C23 (15)
where C1 is a sum of terms of the form
1
2
d1ab ZaZb where a and b are pairs of bits other than
2 and 3 that come from clauses with bit 1. Similarly for C2 and C3. C12 is a sum of terms
of the form 1
2
d12a Za where bit a is not 3 and comes from being in a clause with bits 1 and
2. Similarly for C13 and C23. Note in expression (14) there is a −C on the left where bits 1,
2 and 3 take the values z1, z2 and z3 whereas on the right we have C with the bits taking
the values −z1,−z2 and −z3. So expression (14) can be written as
1
8
∑
z1,z2,z3
〈s|e−2iγ(z1C1+z2C2+z3C3)|s〉 (16)
where
|s〉 =
∏
a∈Q
|+〉a (17)
and a is in the set Q consisting of qubits that appear in C1, C2 and C3. Note that the
number of elements in Q, Q, can be as large as 6D. We can do the sum in (16) explicitly
and we get
1
4
〈s|[cos(2γ(C1 + C2 + C3)) + cos(2γ(C1 − C2 − C3))
+ cos(2γ(−C1 + C2 − C3)) + cos(2γ(−C1 − C2 + C3))
]|s〉. (18)
Now we write
Ci =
1
2
∑
a<b
diab ZaZb , i = 1, 2, 3. (19)
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We can write the quantum expectation in (18) as
1
4 · 2Q
∑
{za} aǫQ
[
cos(γ(c1(z) + c2(z) + c3(z))) + cos(γ(c1(z)− c2(z)− c3(z)))
+ cos(γ(−c1(z) + c2(z)− c3(z))) + cos(γ(−c1(z)− c2(z) + c3(z)))
]
(20)
where
ci(z) =
∑
a<b
diab zazb , i = 1, 2, 3. (21)
It is convenient for us to view c1, c2 and c3 as random variables coming from an underlying
distribution of Q binary variables so we write (12) as
1
4
Ez [cos(γ(c1 + c2 + c3)) + cos(γ(c1 − c2 − c3))
+ cos(γ(−c1 + c2 − c3)) + cos(γ(−c1 − c2 + c3))] (22)
where Ez is a classical expectation over binary variables z. The full contribution to (11)
from the X1X2X3 terms is
1
8
d123 sin(γd123)Ez [cos (γ(c1 + c2 + c3)) + . . .] . (23)
To evaluate the Y1Y2Y3 term in (11) we follow the same steps that led to (23) and get
1
8
d123 cos(γd123)Ez[sin(γ(c1 + c2 + c3) + . . . ] . (24)
Adding (23) and (24) we see that (11), and therefore (8), with β = π/4, is equal to
1
8
d123 Ez [sin(γ(d123 + c1 + c2 + c3)) + sin(γ(d123 + c1 − c2 − c3))
+ sin(γ(d123 − c1 + c2 − c3)) + sin(γ(d123 − c1 − c2 + c3))]. (25)
We now Taylor expand (25) singling out the linear term to get
1
2
d2123γ + P
k
123(γ) +Rk123(γ) (26)
where
P k123(γ) =
1
8
d123
k∑
j=3,5...
γj(−1) j−12
j!
Ez [ (d123 + c1 + c2 + c3)
j + . . .] (27)
and ∣∣Rk123(γ)∣∣ 6 18 |γ|
k+2
(k + 2)!
Ez [ |d123 + c1 + c2 + c3|k+2 + . . .]. (28)
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Note that the coefficient of the linear term in (26) is 1
2
d2123 =
1
2
regardless of the equation
type. The polynomial P k123 starts with a cubic term and is of k
th order where k, to be chosen
shortly, will depend on D. The values of the coefficients of γj in P k123 will play no role in
lower bounding the performance of the quantum algorithm. We now bound the right hand
side of (28).
From (21) we see that c1, c2 and c3 are degree 2 polynomials in the za and so are
d123 ± c1 ± c2 ± c3. By Theorem 5 of [7] we have that for any degree 2 polynomial c,
Ez
[|c|k+2] 6 (k + 1)k+2 (Ez[c2])k+22 . (29)
Now
Ez
[
(d123 ± c1 ± c2 ± c3)2
]
= 1 + Ez
[
(c1 ± c2 ± c3)2
]
(30)
since Ez[ci] = 0. Returning to (21) we see that
Ez[c
2
i ] =
∑
a<b
diab diab (31)
6 D
because of our bounded occurrence assumption. So (using Cauchy-Schwarz),
Ez
[
(d123 ± c1 ± c2 ± c3)2
]
6 1 + 9D. (32)
Plugging in to (29) gives
Ez
[|d123 ± c1 ± c2 ± c3|k+2] 6 (k + 1)k+2(1 + 9D) k+22 (33)
and we have that ∣∣Rk123(γ)∣∣ 6 12 (k + 1)
k+2
(k + 2)!
(1 + 9D)
k+2
2 |γ|k+2
6
1
2
(
e(1 + 9D)1/2|γ|)k+2 (34)
6
(
9D1/2|γ|)k+2
where we used Stirling’s formula and that e < 3.
Recall that our goal is to evaluate (7) which is a sum of m terms of the form (25) which
can be written, as in (26),
〈−γ, π/4|C| − γ, π/4〉 =
∑
a<b<c
{1
2
γ + P kabc(γ) +Rkabc(γ)} (35)
=
m
2
γ + P k(γ) +
∑
a<b<c
Rkabc(γ)
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where P k(γ) is the sum of the m polynomials P kabc(γ). By the triangle inequality∣∣∣∣〈−γ, π/4|C| − γ, π/4〉
∣∣∣∣ >
∣∣∣∣m2 γ + P k(γ)
∣∣∣∣− ∑
a<b<c
∣∣∣∣Rkabc(γ)
∣∣∣∣ (36)
which by (34) is
>
∣∣∣m
2
γ + P k(γ)
∣∣∣−m (9D1/2|γ|)k+2. (37)
To keep the negative term in (37) small we take
|γ| 6 1
10D1/2
. (38)
To lower bound the positive term in (37) we make use of Corollary 2.7 in [7]:
With xr = cos(πr/k),
max
r=0,1...k
∣∣∣xr + a2 x2r + . . . ak xkr ∣∣∣ > 1k (39)
for any real a2 . . . ak with k odd. This implies that (for odd k) with
γr =
1
10D1/2
cos(πr/k) (40)
we have
max
r=0,1...k
∣∣∣m
2
γr + P
k(γr)
∣∣∣ > m
20D1/2k
. (41)
Returning to (37) we have
max
r=0,1...k
{∣∣∣m
2
γr + P
k(γr)
∣∣∣−m(9D1/2|γr|)k+2} > m
20D1/2k
−m
(
9
10
)k+2
. (42)
Now take k = 5 lnD to make the positive term dominate for large D and we have that the
right hand side of (42) is greater than
m
101D1/2 lnD
(43)
for large D.
What we have shown is that there is a value of γ between − 1
10D1/2
and 1
10D1/2
for which
the absolute value of (7) with β = π/4 is greater than (43). And since (7) is an odd function
of γ there is a value of r that makes (7) positive, so
max
r=0,1...k
〈γr, π/4|C|γr, π/4〉 > m
101D1/2lnD
. (44)
So we need to run the quantum computer at no more than 5 lnD values of γ to achieve (43).
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We have shown that for any instance of E3LIN2 with m equations there is a string that
satisfies at least (
1
2
+
1
101D1/2 lnD
)
m (45)
equations. Running the quantum computer repeatedly produces a sample of strings for
which the expected number of equations satisfied is at least (45). A sample of size m logm
will with probability 1− 1
m
include a string that satisfies at least this many equations.
III. THE TYPICAL CASE
In the previous section we showed that for any instance, the performance of the quantum
algorithm is at least (45). From [5] we know that for every instance there is a string
that satisfies at least
(
1
2
+ constant
D1/2
)
m equations and the authors give an efficient classical
algorithm that produces such a string. We do not know if our quantum algorithm achieves
this for all instances, but it does achieve it on “typical” instances as we now discuss.
Every instance of E3LIN2 is specified by a collection of m triples a, b, c and for each triple
a choice of 0 or 1 specifying the equation to be
(xa + xb + xc)mod 2 =


0
1
. (46)
Thus for each fixed collection of triples there are 2m instances. For any fixed collection of
triples we now determine the performance of the algorithm on an instance uniformly selected
from the 2m possible instances. Return to equation (6). Each dabc which is not 0 is now
independently chosen to be +1 or −1 with probability 1/2. With this distribution let us
calculate the expected value of (9) where again β = π/4 but γ is not yet specified. Recall
that (9) is the sum of the two contributions (23) and (24). Since c1, c2 and c3 do not involve
d123, the expected value of (24) over d123 is 0. Using that d123 is +1 or −1 we can write (23)
as
1
8
(sin γ)Ez[cos (γ(c1 + c2 + c3)) + cos (γ(c1 − c2 − c3))
+ cos (γ(−c1 + c2 − c3)) + cos (γ(−c1 − c2 + c3))]
= 1
2
(sin γ)Ez[cos (γc1) cos (γc2) cos (γc3)] . (47)
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We now evaluate the expected value Ed of (47). First note that
Ed [cos (γc1)] = Ed
[
cos
(
γ
∑
3<a<b
d1ab zazb
)]
=
1
2
Ed
[ ∏
3<a<b
exp (iγ d1ab zazb) +
∏
3<a<b
exp (−iγ d1ab zazb)
]
=
∏
3<a<b
cos (γ zazb)
=
∏
3<a<b
cos γ (48)
where it is understood that the product is only over values of a and b where d1ab is not 0.
Note that (48) does not depend on the z’s. Plugging into (47) we see that (since c1, c2, and
c3 involve distinct d’s) the expected value of (47) over the d’s is
1
2
(sin γ)(cos γ)(D1+D2+D3) (49)
where Di is the number of terms in ci so 0 6 (D1 +D2 +D3) 6 3D.
Summing the contributions from all clauses we have
m
2
sin γ cos3D γ 6 Ed
[
〈−γ, π/4|C |−γ, π/4〉
]
6
m
2
sin γ . (50)
We want to choose γ to maximize the lower bound. Let
γ =
g
D1/2
. (51)
For large D the lower bound in (50) is
m
2
g
D1/2
exp
(
−3
2
g2
)
(52)
which is maximized when g = 1√
3
giving a lower bound of
m
2
√
3eD1/2
. (53)
So averaging over d’s we have that with γ = 1/
√
3D1/2, the expected number of satisfied
equations is at least (
1
2
+
1
2
√
3eD1/2
)
m. (54)
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To see that the average over the d’s is the typical performance for the 2m instances
associated with a given collection of triples, we need to look at the variance. At β = π/4,
our target (7) is the sum of m terms
〈−γ, π/4|C |−γ, π/4〉 =
∑
a<b<c
1
2
dabc 〈−γ, π/4|ZaZbZc |−γ, π/4〉 (55)
whose expected value over the d’s we have just evaluated. For the variance we need the
square which consists of a sum of terms of the form
dabc 〈−γ, π/4|ZaZbZc |−γ, π/4〉 · da′b′c′ 〈−γ, π/4|Za′Zb′Zc′ |−γ, π/4〉 (56)
where each factor is of the form (25) with 123 replaced by abc or a′b′c′. Note that in (25)
c1, only involves d’s which have one subscript equal to 1 and similarly for c2 and c3. Now if
all of the d’s that appear in the expression (25) with abc are distinct from all of the d’s that
appear in (25) with a′b′c′ then
Ed
[
dabc 〈−γ, π/4|ZaZbZc |−γ, π/4〉 · da′b′c′ 〈−γ, π/4|Za′Zb′Zc′ |−γ, π/4〉
]
= Ed
[
dabc 〈−γ, π/4|ZaZbZc |−γ, π/4〉
]
· Ed
[
da′b′c′ 〈−γ, π/4|Za′Zb′Zc′ |−γ, π/4〉
]
. (57)
This means that the only contributions to the variance can come from terms where at least
one of the d’s in the abc term also appears in the a′b′c′ term. We now count the maximum
number of times that this can occur.
Fix abc. The full abc factor in (56) involves bits a, b and c and at most 6D other bits
for a total of at most (6D + 3) bits. Each of these bits is in at most (D + 1) clauses so
abc is “linked” to at most (6D + 3)(D + 1) clauses. Unless a′b′c′ is one of these “linked”
clauses then (57) is guaranteed to be satisfied. Therefore there are at most m(6D+3)(D+1)
possible contributions to the variance. Returning to (57) we see that each term in the sum
is between −1/2 and +1/2 so the variance is at most 1
4
m(6D + 3)(D + 1).
The mean (over d’s) of the number of satisfied equations produced by the quantum
algorithm is of order m and we just showed that the standard deviation is of order
√
m.
(Recall that we keep D fixed and let m be large.) Thus for large m, with high probability, on
a “typical” instance, the quantum algorithm outputs a string satisfying at least (54) minus
a term of order
√
m.
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IV. CONCLUSIONS
We applied the Quantum Approximate Optimization Algorithm at level p = 1 with
predetermined values of γ and β to the problem of Max E3LIN2 with each bit in no more
than D+1 equations. We have shown that the quantum computer will output a string that
satisfies (
1
2
+
1
101D1/2 lnD
)
m (58)
equations.
An instance of E3LIN2 is specified by a collection of m triples and a choice of 0 or 1 for
the equation associated with each triple. If 51% of these choices are 1 then the all 1’s string
will satisfy 51% of the equations independent of D. Therefore the hard cases must have
nearly equal numbers of 0’s and 1’s. We showed that for any collection of triples if the 0’s
and 1’s are chosen at random (50/50) then the algorithm satisfies(
1
2
+
1
2
√
3eD1/2
)
m (59)
equations with high probability. It would be interesting to find an instance where the
algorithm does not achieve (59).
The performance of the quantum algorithm can be improved. Here are a number of ways:
• We picked β = π/4 for ease of analysis and a small set of values of γ which sufficed
for our results. Instead at p = 1 one could search for the optimal values of β and γ
for each input instance. This could be done by classical preprocessing or by hunting
for the best β and γ by making calls to the quantum computer.
• At p = 1 we could expand the parameter space. For example we could have a different
angle γ for each clause. This could only improve performance.
• Go to higher p. Perhaps at a higher value of p, the dependence of the approximation
ratio on D will be better than constant
D1/2 lnD
.
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