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Abstract
We consider N bosons in a box with volume one, interacting through a two-body
potential with scattering length of the order N−1+κ, for κ > 0. Assuming that
κ ∈ (0; 1/43), we show that low-energy states exhibit Bose-Einstein condensation
and we provide bounds on the expectation and on higher moments of the number
of excitations.
1 Introduction
We consider systems of N ∈ N bosons trapped in the box Λ = [0; 1]3 with periodic
boundary conditions (the three dimensional torus with volume one) and interacting
through a repulsive potential with scattering length of the orderN−1+κ, for κ ∈ (0; 1/43).
We are interested in the limit of large N . The Hamilton operator has the form
HN =
N∑
i=1
−∆xi +
∑
1≤i<j≤N
N2−2κV (N1−κ(xi − xj)) (1.1)
and acts on a dense subspace of L2s(Λ
N ), the Hilbert space consisting of functions in
L2(ΛN ) that are invariant with respect to permutations of the N ∈ N particles. Here
we assume the interaction potential V ∈ L3(R3) to have compact support and to be
non-negative, ie. V (x) ≥ 0 for almost all x ∈ R3.
For κ = 0, the Hamilton operator (1.1) describes bosons in the so-called Gross-
Pitaevskii limit. This regime is frequently used to model trapped Bose gases observed
in recent experiments. Another important regime is the thermodynamic limit, where N
bosons interacting through a fixed potential V (independent of N) are trapped in the box
1
ΛL = [0;L]
3 and where the limits N,L → ∞ are taken, keeping the density ρ = N/L3
fixed. After rescaling lengths (introducing new coordinates x′ = x/L) the Hamilton
operator of the Bose gas in the thermodynamic limit is given (up to a multiplicative
constant) by (1.1), with κ = 2/3. Choosing 0 < κ < 2/3, we are interpolating therefore
between the Gross-Pitaevskii and the thermodynamic limits.
The goal of this paper is to show that low-energy states of (1.1) exhibit Bose-Einstein
condensation in the zero-momentum mode ϕ0 ∈ L2(Λ) defined by ϕ0(x) = 1 for all x ∈ Λ
and to give bounds on the number of excitations of the condensate. To achieve this goal,
it is convenient to switch to an equivalent representation of the bosonic system, removing
the condensate and focusing instead on its orthogonal excitations. To this end, we notice
that every ψN ∈ L2s(ΛN ) can be uniquely decomposed as
ψN = α0ϕ
⊗N
0 + α1 ⊗s ϕ⊗(N−1)0 + α2 ⊗s ϕ⊗(N−2)0 + · · · + αN
where ⊗s denotes the symmetric tensor product and αj ∈ L2⊥(Λ)⊗sj for all j = 0, . . . , N ,
with L2⊥(Λ) the orthogonal complement in L
2(Λ) of ϕ0. This observation allows us to
define a unitary map UN : L
2
s(Λ
N )→ F≤N+ =
⊕N
j=0 L
2
⊥(Λ)
⊗sj by setting
UNψN = {α0, α1, . . . , αN}. (1.2)
The truncated Fock space F≤N+ =
⊕N
j=0 L
2
⊥(Λ)
⊗sj is used to describe orthogonal excita-
tions of the condensate (some properties of the map UN will be discussed in Section 2 be-
low). On F≤N+ , we introduce the number of particles operator, defining (N+ξ)(n) = nξ(n)
for every ξ = {ξ(0), . . . ξ(N)} ∈ F≤N+ .
We are now ready to state our main theorem, which provides estimates of the expecta-
tion and on higher moments of the number of orthogonal excitations of the Bose-Einstein
condensate for low-energy states of (1.1).
Theorem 1.1. Let V ∈ L3(R3) be pointwise non-negative and spherically symmetric
and let HN be defined as in (1.1) with 0 < κ < 1/43. Then, for every ε > 0, there exists
a constant C > 0 such that ∣∣EN − 4πa0N1+κ∣∣ ≤ CN43κ+ε. (1.3)
for all N ∈ N large enough.
Let ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 and
〈ψN , (HN − EN )2ψN 〉 ≤ ζ2, (1.4)
for a ζ > 0. Then, for every ε > 0 there exists a constant C > 0 such that
〈UNψN ,N+ UNψN 〉 ≤ C
[
ζ + ζ2N13κ+ε−1 +N43κ+4ε
]
(1.5)
for all N ∈ N large enough. If moreover ψN = χ(HN ≤ EN + ζ)ψN , then for all k ∈ N
and all ε > 0 there exists C > 0 such that
〈UNψN ,N k+ UNψN 〉 ≤ C
[
N20κ+εζ2 +N44κ+2ε
]k
(1.6)
for all N ∈ N large enough.
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The convergence EN/4πa0N
1+κ → 1, as N →∞, has been first established, for Bose
gases trapped by an external potential, in [15] (the choice κ > 0 corresponds, in the
terminology of [15], to the Thomas-Fermi limit).
It follows from (1.5) that the one-particle density matrix γN = tr2,...,N |ψN 〉〈ψN |
associated with a normalized ψN ∈ L2s(ΛN ) satisfying (1.4) is such that
1− 〈ϕ0, γNϕ0〉 = 1
N
[N − 〈ψN , a∗(ϕ0)a(ϕ0)ψN 〉]
=
1
N
〈UNψN ,N+ UNψN 〉
≤ C [ζN−1 + ζ2N13κ+ε−2 +N43κ+4ε−1]
(1.7)
as N →∞. Here we used the formula UNa∗(ϕ0)a(ϕ0)UN = N−N+; see (2.4) below. Eq.
(1.7) implies that low-energy states of (1.1) exhibit complete Bose-Einstein condensation.
We remark that the estimate (1.6) follows, in our analysis, from a stronger bound
controlling not only the number but also the energy of the excitations of the condensate.
As we will explain in Section 3, in order to estimate the energy of excitations in low-
energy states, we first need to remove (at least part of) their correlations. If we choose,
as we do in (1.6), ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 and ψN = χ(HN ≤ EN + ζ)ψN , we
can introduce the corresponding renormalized excitation vector ξN = e
BUNψN ∈ F≤N+ ,
with the antisymmetric operator B defined as in (3.21) (the unitary operator eB will be
referred to as a generalized Bogoliubov transformation). We will show in Section 6, that
for every k ∈ N, there exists C > 0 such that
〈ξN , (HN + 1)(N+ + 1)2kξN 〉 ≤ C
[
N20κ+εζ2 +N44κ+2ε
]2k+1
(1.8)
for all N large enough. Here HN = K + VN , where
K =
∑
p∈Λ∗+
p2a∗pap, and VN =
1
2N
∑
p,q∈Λ∗+,r∈Λ
∗:
r 6=−p,−q
NκV̂ (r/N1−κ)a∗p+ra
∗
qaq+rap (1.9)
are the kinetic and potential energy operators, restricted to F≤N+ . Eq. (1.6) follows
then from (1.8), because N+ commutes with HN , N+ ≤ K ≤ HN and because conjuga-
tion with the generalized Bogoliubov transformation eB does not change the number of
particles substantially; see Lemma 3.2 (for k ∈ N even, we also use simple interpolation).
In the Gross-Pitaevskii regime corresponding to κ = 0 the convergence γN → |ϕ0〉〈ϕ0|
has been first established in [12, 13] and later, using a different approach, in [17] 1. In
this case, the bounds (1.3), (1.5) and (1.6) with ε = 0 (which are optimal in their
N -dependence) have been shown in [4]. Previously, they have been established in [1],
under the additional assumption of small potential. A simpler proof of the results of [1],
extended also to systems of bosons trapped by an external potential, has been recently
1Going through the proof of [14, Theorem 5.1], one can observe that the authors actually show that
1− 〈ϕ0, γNϕ0〉 ≤ CN
−2/17.
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given in [16]. The result of [4] was used in [3] to determine the second order corrections
to the ground state energy and the low-energy excitation spectrum of the Bose gas in the
Gross-Pitaevskii regime. Note that our approach in the present paper could be easily
extended to the case κ = 0, leading to the same bounds obtained in [4]. We exclude the
case κ = 0 because we would have to modify certain definitions, making the notation
more complicated (for example, the sets PH in (3.14) and PL in (4.2) would have to be
defined in terms of cutoffs independent of N).
The methods of [12, 13] can also be extended to show Bose-Einstein condensation for
low-energy states of (1.1), for some κ > 0. In fact, following the proof of [14, Theorem
5.1], it is possible to show that, for a normalized ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 and such
that 〈ψN ,HNψN 〉 ≤ EN + ζ, the expectation of the number of excitations is bounded by
〈UNψN ,N+UNψN 〉 ≤ C
[
N
15+20κ
17 + ζ
]
(1.10)
which implies complete Bose-Einstein condensation for low-energy states, for all κ <
1/10. For sufficiently small κ > 0, Theorem 1.1 improves (1.10) because it gives a
better rate (if κ < 15/711) and because, through (1.6), it also provides (under stronger
conditions on ψN ) bounds for higher moments of the number of excitations N+.
In [7], in a slightly different setting, the authors obtain a bound of the form (1.6)
for k = 1, for the choice κ = 1/(55 + 1/3) (for normalized ψN ∈ L2s(ΛN ) that satisfy
〈ψN ,HNψN 〉 ≤ EN + ζ). They use this result to show a lower bound on the ground
state energy of the dilute Bose gas in the thermodynamic limit matching the prediction
of Lee-Yang and Lee-Huang-Yang [10, 9].
Notice that, for κ > 0, the rate (1.6) is not expected to be optimal. Bogoliubov
theory predicts that the number of excitations of the Bose-Einstein condensate in a
Bose gas with density ρ is of the order Nρ1/2; see [5]. In our regime, this corresponds
to N3κ/2 excitations.
Let us now briefly explain the strategy we use to prove Theorem 1.1. The first part
of our analysis follows closely [4]. We start in Section 2 by introducing the excitation
Hamiltonian LN = UNHNU∗N , acting on the truncated Fock space F≤N+ ; the result is
given in (2.5), (2.6). The vacuum expectation 〈Ω,LNΩ〉 = N1+κV̂ (0)/2 is still very far
from the correct ground state energy of LN (and thus of HN ); the difference is of order
N1+κ. This is a consequence of the definition (1.2) of the unitary map UN , whose action
removes products of the condensate wave function ϕ0, leaving however all correlations
among particles in the wave functions αj ∈ L2⊥(Λ)⊗sj, j = 1, . . . , N .
To factor out correlations, we introduce in Section 3 a renormalized excitation Hamil-
tonian GN = e−BLNeB , defined through unitary conjugation of LN with a general-
ized Bogoliubov transformation eB . The antisymmetric operator B : F≤N+ → F≤N+ is
quadratic in the modified creation and annihilation operators bp, b
∗
p defined, for every
momentum p ∈ Λ∗+ = 2πZ3\{0}, in (2.7) (b∗p creates a particle with momentum p anni-
hilating, at the same time, a particle with momentum zero; in other words, b∗p creates an
excitation, moving a particle out of the condensate). The properties of GN are listed in
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Prop. 3.3. In particular, Prop. 3.3 implies that, to leading order, 〈Ω,GNΩ〉 ≃ 4πa0N1+κ,
if κ is small enough.
Unfortunately, GN is not coercive enough to prove directly that low-energy states ex-
hibit condensation (in the sense that it is not clear how to estimate the difference between
GN and its vacuum expectation from below by the number of particle operator N+). For
this reason, in Section 4, we define yet another renormalized excitation Hamiltonian
JN = e−AGNeA, where now A is the antisymmetric operator (4.1), cubic in (modified)
creation and annihilation operators (to be more precise, we only conjugate the main
part of GN with eA; see (4.3)). Important properties of JN are stated in Prop. 4.1. Up
to negligible errors, the conjugation with eA completes the renormalization of quadratic
and cubic terms; in (4.5), these terms have the same form they would have for particles
interacting through a mean-field potential with Fourier transform 8πa0N
κ1(|p| < Nα),
with a parameter α > 0 that will be chosen small enough, depending on κ (in other
words, the renormalization procedure allows us to replace, in all quadratic and cubic
terms, the original interaction with Fourier transform N−1+κV̂ (p/N1−κ) decaying only
for momenta |p| > N1−κ, with a potential whose Fourier transform already decays on
scales Nα ≪ N1−κ).
The main problem with JN is that its quartic terms (the restriction of the initial
potential energy on the orthogonal complement of the condensate wave function) are
still proportional to the local interaction with Fourier transform N−1+κV̂ (p/N1−κ).
One possibility to solve this problem is to neglect the original quartic terms (they are
positive) and insert instead quartic terms proportional to the renormalized mean-field
potential 8πa0N
κ1(|p| < Nα), so that Bose-Einstein condensation follows as it does for
mean-field systems (see [18]). Since the renormalized potential vanishes for momenta
larger than Nα, the insertion of the renormalized quartic terms produces an error that
can be bounded by N3α+κ−1N 2+. For κ small enough (so that 3α+37κ/17 < 2/17) this
error can be controlled through localization in the number of particles, combined with
the bound (1.10). This strategy was used in [4] to prove Bose-Einstein condensation
with optimal rate in the Gross-Pitaevskii regime κ = 0.
Here, we follow a different approach. We perform a last renormalization step, conju-
gating JN through a unitary operator eD, with D quartic in creation and annihilation
operators. This leads to a new Hamiltonian MN = e−DJNeD (in fact, it is more conve-
nient to conjugate only the main part of JN , ignoring small contributions that can be
controlled by other means; see (5.5)), where the original interaction N−1+κV̂ (p/N1−κ)
is replaced by the mean-field potential 8πa0N
κ1(|p| < Nα) in all relevant terms 2. Con-
densation can then be shown as it is done for mean-field systems, with no need for
localization. This is the main novelty of our analysis, compared with [4]. In Section 5,
we define the final HamiltonianMN and in Prop. 5.1 we bound it from below. The proof
of Prop. 5.1, which is technically the main part of our paper, is deferred to Section 7.
2Observe that the renormalized potential with Fourier transform 8pia0N
−1+κ
1(|p| < Nα) that emerges
in our rigorous analysis after a series of unitary transformations is reminiscent of the interaction that
appears through an ad-hoc substitution in the pseudo-potential method of [8, 9].
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In Section 6, we combine the results of the previous sections to conclude the proof of
Theorem 1.1.
The results we prove with our new technique are stronger than what we would obtain
using the approach of [4] in the sense that they allow for larger values of κ and better
rates. More importantly, we believe that the approach we propose here, with the final
quartic renormalization step, is more natural and that it leaves more space for further
improvements.
In order to control errors arising from the quartic conjugation, it is important to use
observables that were not employed in [4]. In particular, the expectation of the number
of excitations with large momenta
N≥Nγ =
∑
p∈Λ∗+:|p|≥N
γ
a∗pap
and of its powers N 2≥Nγ ,N 3≥Nγ , as well as the expectation of products of the form
KLN≥Nγ and KLN 2≥Nγ , involving the kinetic energy operator restricted to low momenta
KL, will play a crucial role in our analysis. It will therefore be important to establish
bounds for the growth of these observables through all steps of the renormalization
procedure (Lemma 4.2, Lemma 4.3, Lemma 7.1, Lemma 7.2). In Section 6, an important
step in the proof of Theorem 1.1 will consist in controlling the expectation of these
observables on low-energy states of the renormalized Hamiltonian GN .
Acknowledgements. We would like to thank C. Boccato and S. Cenatiempo for many
helpful discussions with regards to the quartic renormalization. B. Schlein gratefully ac-
knowledges partial support from the NCCR SwissMAP, from the Swiss National Science
Foundation through the Grant “Dynamical and energetic properties of Bose-Einstein
condensates” and from the European Research Council through the ERC-AdG CLaQS.
2 The Excitation Hamiltonian
We denote by F = ⊕n≥0 L2(Λ)⊗sn the bosonic Fock space over the one-particle space
L2(Λ) and by Ω = {1, 0, . . . } the vacuum vector. We can define the number of particles
operator N by setting (Nψ)(n) = nψ(n) for all ψ = {ψ(0), ψ(1), . . . } in a dense subspace
of F . For every one-particle wave function g ∈ L2(Λ), we define the creation operator
a∗(g) and its hermitian conjugate, the annihilation operator a(g), through
(a∗(g)Ψ)(n)(x1, . . . , xn) =
1√
n
n∑
j=1
g(xj)Ψ
(n−1)(x1, . . . , xj−1, xj+1, . . . , xn)
(a(g)Ψ)(n)(x1, . . . , xn) =
√
n+ 1
∫
Λ
g¯(x)Ψ(n+1)(x, x1, . . . , xn) dx
Creation and annihilation operators are defined on the domain of N 1/2, where they
satisfy the bounds
‖a(f)ψ‖ ≤ ‖f‖‖N 1/2ψ‖, ‖a∗(f)ψ‖ ≤ ‖f‖‖(N+ + 1)1/2ψ‖
and the canonical commutation relations
[a(g), a∗(h)] = 〈g, h〉, [a(g), a(h)] = [a∗(g), a∗(h)] = 0 (2.1)
for all g, h ∈ L2(Λ) (〈., .〉 denotes here the inner product on L2(Λ)). For p ∈ Λ∗ = 2πZ3,
we define the plane wave ϕp ∈ L2(Λ) through ϕp(x) = e−ip·x for all x ∈ Λ, and the
operators a∗p = a(ϕp) and ap = a(ϕp) creating and, respectively, annihilating a particle
with momentum p. It is sometimes convenient to switch to position space, introducing
operator valued distributions aˇx, aˇ
∗
x such that
a(f) =
∫
Λ
f¯(x) aˇx dx, a
∗(f) =
∫
Λ
f(x) aˇ∗x dx
In terms of creation and annihilation operators, the number of particles operator can be
written as
N =
∑
p∈Λ∗
a∗pap =
∫
a∗xax dx
We will describe excitations of the Bose-Einstein condensate on the truncated Fock
space
F≤N+ =
N⊕
j=0
L2⊥(Λ)
⊗sj
constructed over the orthogonal complement L2⊥(Λ) of the condensate wave function
ϕ0. On F≤N+ , we denote the number of particles operator by N+. It is given by N+ =∑
p∈Λ∗+
a∗pap, where Λ
∗
+ = Λ
∗\{0} = 2πZ3\{0} is the momentum space for excitations.
Given Θ ≥ 0, we also introduce the restricted number of particles operators
N≥Θ =
∑
p∈Λ∗+:|p|≥Θ
a∗pap, (2.2)
measuring the number of excitations with momentum larger or equal to Θ, and N<Θ =
N+ −N≥Θ.
Consider the operator UN : L
2
s(Λ
N ) → F≤N+ defined in (1.2). Identifying ψN ∈
L2s(Λ
N ) with the Fock space vector {0, . . . , 0, ψN , 0, . . . }, we can also express UN in
terms of creation and annihilation operators; we obtain
UN =
N⊕
n=0
(1− |ϕ0〉〈ϕ0|)⊗n a(ϕ0)
N−n√
(N − n)!
It is then easy to check that U∗N : F≤N+ → L2s(ΛN ) is given by
U∗N {α(0), . . . , α(N)} =
N∑
n=0
a∗(ϕ0)
N−n√
(N − n)! α
(n)
and that U∗NUN = 1, ie. UN is unitary.
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Using UN , we can define the excitation Hamiltonian LN := UNHNU∗N , acting on
a dense subspace of F≤N+ . To compute LN , we first write the Hamiltonian (1.1) in
momentum space, in terms of creation and annihilation operators. We find
HN =
∑
p∈Λ∗
p2a∗pap +
1
2N1−κ
∑
p,q,r∈Λ∗
V̂ (r/N1−κ)a∗p+ra
∗
qapaq+r (2.3)
where
V̂ (k) =
∫
R3
V (x)e−ik·xdx
is the Fourier transform of V , defined for all k ∈ R3 (in fact, (1.1) is the restriction
of (2.3) to the N ∈ N-particle sector of the Fock space F). We can now determine
the excitation Hamiltonian LN using the following rules, describing the action of the
unitary operator UN on products of a creation and an annihilation operator (products
of the form a∗paq can be thought of as operators mapping L
2
s(Λ
N ) to itself). For any
p, q ∈ Λ∗+ = 2πZ3\{0}, we find (see [11]):
UN a
∗
0a0 U
∗
N = N −N+
UN a
∗
pa0 U
∗
N = a
∗
p
√
N −N+
UN a
∗
0ap U
∗
N =
√
N −N+ ap
UN a
∗
paq U
∗
N = a
∗
paq
(2.4)
We conclude that
LN = L(0)N + L(2)N + L(3)N + L(4)N (2.5)
with
L(0)N =
N − 1
2N
NκV̂ (0)(N −N+) + N
κV̂ (0)
2N
N+(N −N+)
L(2)N =
∑
p∈Λ∗+
p2a∗pap +
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
b∗pbp −
1
N
a∗pap
]
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
b∗pb
∗
−p + bpb−p
]
L(3)N =
1√
N
∑
p,q∈Λ∗+:p+q 6=0
NκV̂ (p/N1−κ)
[
b∗p+qa
∗
−paq + a
∗
qa−pbp+q
]
L(4)N =
1
2N
∑
p,q∈Λ∗+,r∈Λ
∗:
r 6=−p,−q
NκV̂ (r/N1−κ)a∗p+ra
∗
qapaq+r
(2.6)
where we introduced generalized creation and annihilation operators
b∗p = a
∗
p
√
N −N+
N
, and bp =
√
N −N+
N
ap (2.7)
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for all p ∈ Λ∗+. Observe that, by (2.4),
U∗N b
∗
pUN = a
∗
p
a0√
N
, U∗N bpUN =
a∗0√
N
ap
In other words, b∗p creates a particle with momentum p ∈ Λ∗+ but, at the same time,
it annihilates a particle from the condensate; it creates an excitation, preserving the
total number of particles in the system. On states exhibiting complete Bose-Einstein
condensation in the zero-momentum mode ϕ0, we have a0, a
∗
0 ≃
√
N and we can therefore
expect that b∗p ≃ a∗p and that bp ≃ ap. Modified creation and annihilation operators
satisfy the commutation relations
[bp, b
∗
q ] =
(
1− N+
N
)
δp,q − 1
N
a∗qap
[bp, bq] = [b
∗
p, b
∗
q ] = 0
(2.8)
Furthermore, we find
[bp, a
∗
qar] = δpqbr, [b
∗
p, a
∗
qar] = −δprb∗q (2.9)
for all p, q, r ∈ Λ∗+; this implies in particular that [bp,N+] = bp, [b∗p,N+] = −b∗p. It is
also useful to notice that the operators b∗p, bp, like the standard creation and annihilation
operators a∗p, ap, can be bounded by the square root of the number of particles operators;
we find
‖bpξ‖ ≤
∥∥∥N 1/2+ (N + 1−N+N )1/2ξ∥∥∥ ≤ ‖N 1/2+ ξ‖
‖b∗pξ‖ ≤
∥∥∥(N+ + 1)1/2(N −N+
N
)1/2
ξ
∥∥∥ ≤ ‖(N+ + 1)1/2ξ‖
for all ξ ∈ F≤N+ . Since N+ ≤ N on F≤N+ , the operators b∗p, bp are bounded, with
‖bp‖, ‖b∗p‖ ≤ (N + 1)1/2.
We can also define modified operator valued distributions
bˇx =
√
N −N+
N
aˇx, and bˇ
∗
x = aˇ
∗
x
√
N −N+
N
in position space, for x ∈ Λ. The commutation relations (2.8) take the form
[bˇx, bˇ
∗
y] =
(
1− N+
N
)
δ(x − y)− 1
N
aˇ∗yaˇx
[bˇx, bˇy] = [bˇ
∗
x, bˇ
∗
y] = 0
Moreover, (2.9) translates to
[bˇx, aˇ
∗
yaˇz] = δ(x− y)bˇz, [bˇ∗x, aˇ∗yaˇz] = −δ(x− z)bˇ∗y
which also implies that [bˇx,N+] = bˇx, [bˇ∗x,N+] = −bˇ∗x.
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3 Renormalized Excitation Hamiltonian
Conjugation with UN extracts, from the original quartic interaction in (2.3), some con-
stant and some quadratic contributions, collected in L(0)N and L(2)N in (2.6). For bosons
described by the Hamiltonian (1.1), this is not enough; there are still large contributions
to the energy that are hidden in L(3)N and L(4)N .
To extract the missing energy, we have to take into account correlations. To this
end, we consider the ground state solution fℓ of the Neumann problem[
−∆+ 1
2
V
]
fℓ = λℓfℓ (3.1)
on the ball |x| ≤ N1−κℓ (we omit the N ∈ N-dependence in the notation for fℓ and for
λℓ; notice that λℓ scales as N
3κ−3), with the normalization fℓ(x) = 1 if |x| = N1−κℓ. By
scaling, we observe that fℓ(N
1−κ.) satisfies the equation[
−∆+ 1
2
N2−2κV (N1−κx)
]
fℓ(N
1−κx) = N2−2κλℓfℓ(N
1−κx)
on the ball |x| ≤ ℓ. From now on, we fix some 0 < ℓ < 1/2, so that the ball of radius
ℓ is contained in the box Λ = [−1/2; 1/2]3 . We then extend fℓ(N1−κ.) to Λ, by setting
fN (x) = fℓ(N
1−κx), if |x| ≤ ℓ and fN (x) = 1 for x ∈ Λ, with |x| > ℓ. As a consequence,[
−∆+ 1
2
N2−2κV (N1−κ.)
]
fN = N
2−2κλℓfNχℓ, (3.2)
where χℓ denotes the characteristic function of the ball of radius ℓ. The Fourier coeffi-
cients of the function fN are given by
f̂N (p) =
∫
Λ
fℓ(N
1−κx)e−ip·xdx (3.3)
for all p ∈ Λ∗. Next, we define wℓ(x) = 1 − fℓ(x) for |x| ≤ N1−κℓ and wℓ(x) = 0 for all
|x| > N1−κℓ. Its rescaled version wN : Λ→ R is defined through wN (x) = wℓ(N1−κx) if
|x| ≤ ℓ and wN (x) = 0 if x ∈ Λ with |x| > ℓ. The Fourier coefficients of wN are given by
ŵN (p) =
∫
Λ
wℓ(N
1−κx)e−ip·xdx =
1
N3−3κ
ŵℓ(p/N
1−κ),
where
ŵℓ(k) =
∫
R3
wℓ(x)e
−ik·xdx
denotes the Fourier transform of the (compactly supported) function wℓ. We find
f̂N (p) = δp,0 −N3κ−3ŵℓ(p/N1−κ). From (3.2), we obtain
−p2ŵℓ(p/N1−κ) + N
2−2κ
2
∑
q∈Λ∗
V̂ ((p − q)/N1−κ)f̂N (q) = N5−5κλℓ
∑
q∈Λ∗
χ̂ℓ(p− q)f̂N (q).
(3.4)
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The next lemma summarizes important properties of the functions wℓ and fℓ. Its proof
can be found in [4, Appendix A] (replacing N ∈ N by N1−κ and noting that still
N1−κℓ≫ 1 for N ∈ N sufficiently large and fixed ℓ ∈ (0; 1/2)).
Lemma 3.1. Let V ∈ L3(R3) be non-negative, compactly supported and spherically
symmetric. Fix ℓ > 0 and let fℓ denote the solution of (3.1). For N ∈ N large enough
the following properties hold true.
i) We have
λℓ =
3a0
N3−3κℓ3
(
1 +O(a0/ℓN1−κ)) . (3.5)
ii) We have 0 ≤ fℓ, wℓ ≤ 1. Moreover there exists a constant C > 0 such that∣∣∣∣∫ V (x)fℓ(x)dx− 8πa0∣∣∣∣ ≤ Ca20ℓN1−κ . (3.6)
iii) There exists a constant C > 0 such that
wℓ(x) ≤ C|x|+ 1 and |∇wℓ(x)| ≤
C
x2 + 1
. (3.7)
for all x ∈ R3 and all N ∈ N large enough.
iv) There exists a constant C > 0 such that
|ŵN (p)| ≤ C
N1−κp2
for all p ∈ R3 and all N ∈ N large enough (such that N1−κ ≥ ℓ−1).
We define η : Λ∗ → R through
ηp = −NŵN (p) = − N
κ
N2−2κ
ω̂ℓ(p/N
1−κ). (3.8)
In position space, this means that for x ∈ Λ, we have
ηˇ(x) = −Nwℓ(N1−κx), (3.9)
so that we have in particular the L∞-bound
‖ηˇ‖∞ ≤ CN. (3.10)
Lemma 3.1 also implies
|ηp| ≤ CN
κ
|p|2 (3.11)
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for all p ∈ Λ∗+ = 2πZ3\{0}, and for some constant C > 0 independent of N ∈ N (for
N ∈ N large enough). From (3.4), we find the relation
p2ηp +
1
2
Nκ(V̂ (./N1−κ) ∗ f̂N)(p) = N3−2κλℓ(χ̂ℓ ∗ f̂N)(p) (3.12)
or equivalently, expressing the r.h.s. through the coefficients ηp,
p2ηp +
1
2
NκV̂ (p/N1−κ) +
1
2N
∑
q∈Λ∗
NκV̂ ((p − q)/N1−κ)ηq
= N3−2κλℓχ̂ℓ(p) +N
2−2κλℓ
∑
q∈Λ∗
χ̂ℓ(p− q)ηq.
(3.13)
In our analysis, it is useful to restrict η to high momenta. To this end, let α > 0 and
PH = {p ∈ Λ∗+ : |p| ≥ Nα}. (3.14)
We define ηH ∈ ℓ2(Λ∗+) by
ηH(p) = ηp χ(p ∈ PH) = ηpχ(|p| ≥ Nα) . (3.15)
Eq. (3.11) implies that
‖ηH‖ ≤ CNκ−α/2 (3.16)
and we assume from now on that α > 2κ such that in particular
lim
N→∞
‖ηH‖ = 0. (3.17)
Notice, on the other hand, that the H1-norm of η and ηH diverge, as N → ∞. From
(3.9) and Lemma 3.1, part iii), we find∑
p∈PH
p2|ηp|2 ≤
∑
p∈Λ∗+
p2|ηp|2 =
∫
|∇ηˇ(x)|2dx ≤ CN1+κ (3.18)
for all N ∈ N large enough. We will mostly use the coefficients ηp with p 6= 0. Sometimes,
however, it will be useful to have an estimate on η0 (because Eq. (3.13) involves η0).
From Lemma 3.1, part iii), we obtain
|η0| ≤ N3κ−2
∫
R3
wℓ(x)dx ≤ CNκℓ2 (3.19)
It will also be useful to have bounds for the function ηˇH : Λ → R, having Fourier
coefficients ηH(p) as defined in (3.15). Writing ηH(p) = ηp − ηpχ(|p| ≤ Nα), we obtain
ηˇH(x) = ηˇ(x)−
∑
p∈Λ∗:
|p|≤Nα
ηpe
ip·x = −Nwℓ(N1−κx)−
∑
p∈Λ∗:
|p|≤Nα
ηpe
ip·x
12
so that
|ηˇH(x)| ≤ CN + CNκ
∑
p∈Λ∗:
|p|≤Nα
|p|−2 ≤ C(N +Nα+κ) ≤ C(N +Nα+κ) (3.20)
for all x ∈ Λ, if N ∈ N is large enough.
With the coefficients (3.15), we define the antisymmetric operator
B =
1
2
∑
p∈PH
(
ηpb
∗
pb
∗
−p − η¯pb−pbp
)
(3.21)
and the generalized Bogoliubov transformation eB : F≤N+ → F≤N+ . A first important
observation is that conjugation with this unitary operator does not change the number
of particles by too much. The proof of the following Lemma can be found in [6, Lemma
3.1] (a similar result has been previously established in [18]).
Lemma 3.2. Assume B is defined as in (3.21), with the coefficients ηp as in (3.8),
satisfying (3.17). For every n ∈ N, there exists a constant C > 0 such that
e−B(N+ + 1)neB ≤ C(N+ + 1)n (3.22)
as an operator inequality on F≤N+ (the constant depends only on ‖ηH‖ and on n ∈ N).
With the generalized Bogoliubov transformation eB , we can now define the renor-
malized excitation Hamiltonian GN : F≤N+ → F≤N+ by setting
GN = e−BLNeB = e−BUNHNU∗NeB . (3.23)
In the next propositions, we collect important properties of GN . Recall the notation
HN = K + VN , introduced in (1.9).
Proposition 3.3. Let V ∈ L3(R3) be compactly supported, pointwise non-negative and
spherically symmetric. Let GN be defined as in (3.23). Assume that the exponent α
introduced in (3.14) is such that
α > 6κ, 2α + 3κ < 1 (3.24)
Then
GN = 4πa0N1+κ +HN + θGN (3.25)
and there exists C > 0 such that, for all δ > 0 and all N ∈ N large enough, we have
± θGN ≤ δHN + Cδ−1Nα+2κN+ + CNα+2κ (3.26)
and the improved lower bound
θGN ≥ −δHN − Cδ−1NκN+ − CNα+2κ. (3.27)
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Furthermore, for β > 0, denote by GeffN the excitation Hamiltonian
GeffN = 4πa0Nκ(N −N+) +
[
V̂ (0)− 4πa0
]
NκN+ (N −N+)
N
+NκV̂ (0)
∑
p∈P cH
a∗pap(1−N+/N) + 4πa0Nκ
∑
p∈P cH
[
b∗pb
∗
−p + bpb−p
]
+
1√
N
∑
p,q∈Λ∗+:|q|≤N
β,
p+q 6=0
NκV̂ (p/N1−κ)
[
b∗p+qa
∗
−paq + h.c.
]
+HN
(3.28)
Then there exists C > 0 such that EGN = GN − GeffN is bounded by
± EGN ≤ C(N3κ−α/2 +Nα+3κ/2−1/2 +Nκ/2−β)HN + CNα+2κ (3.29)
for all N ∈ N sufficiently large.
Furthermore, there exists a constant C > 0 such that
±i[N≥cNγ ,GN ], ±i[N<cNγ ,GN ] ≤ C(Nκ+α/2−γ +Nκ+γ/2)(HN + 1) (3.30)
for all α ≥ γ > 0, c > 0 fixed (independent of N ∈ N) and N ∈ N large enough.
Finally, for every k ∈ N, there exists a constant C > 0 such that
± ad(k)iN+(GN ) = ±
[
iN+, . . .
[
iN+,GN
]
. . .
] ≤ CNκ+α/6(HN + 1). (3.31)
The proof of Prop. 3.3 is very similar to the proof of [4, Prop. 4.2] and [3, Prop. 3.2],
with the appropriate modifications dictated by the different scaling of the interaction.
The main novelty in Prop. 3.3 is the bound (3.30) involving commutators of the restricted
number of particles operator N≥cNγ . This can be obtained similarly to the bounds for
EGN and for i[N+,GN ], because we have a full expansion of the operator GN in a sum of
terms whose commutators with N+ and with N≥cNγ retains essentially the same form.
We give a complete proof of Prop. 3.3 in Appendix A.
4 Cubic Renormalization
From Eq. (3.28), we observe that the cubic terms in GeffN still depend on the original
interaction, which decays slowly in momentum (in contrast to the quadratic terms in
the second line of (3.28), where the sum is now restricted to P cH = {p ∈ Λ∗+ : |p| < Nα}).
To renormalize the cubic terms in (3.28), we are going to conjugate GeffN with a unitary
operator eA, where the antisymmetric operator A : F≤N+ → F≤N+ is defined by
A = A1 −A∗1, with A1 =
1√
N
∑
r∈PH ,p∈PL
ηrb
∗
r+pa
∗
−rap. (4.1)
The high-momentum set PH = {p ∈ Λ∗+ : |p| ≥ Nα} is as in (3.14). The low-momentum
set PL is defined by
PL = {p ∈ Λ∗+ : |p| ≤ Nβ} (4.2)
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with exponent β > 0, that will be chosen as in (3.28).
Using the unitary operator eA, we define JN : F≤N+ → F≤N+ by
JN = e−AGeffN eA. (4.3)
Observe here that we only conjugate the main part GeffN of the renormalized excitation
Hamiltonian GN ; this makes the analysis a bit simpler (the difference GN − GeffN is small
and can be estimated before applying the cubic conjugation).
The next proposition summarizes important properties of JN ; it can be shown sim-
ilarly to [4, Prop. 5.2], of course with the appropriate changes of the scaling of the
interaction. For completeness, we provide a proof in Appendix B.
Proposition 4.1. Suppose the exponents α and β are such that
i) α > 3β+2κ, ii) 3α/2+2κ < 1, iii) α < 5β, iv) β > 3κ/2, v) β < 1/2
(4.4)
Let JN be defined as in (4.3), let
J effN = 4πa0N1+κ − 4πa0NκN 2+/N + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗p+qa
∗
−paq + h.c.
]
+HN ,
(4.5)
and set µ = max(3α/2 + 2κ − 1, 3κ/2 − β) (µ < 0 follows from (4.4)). Then, there
exists a constant C > 0 such that the self-adjoint operator EJN = JN −J effN satisfies the
operator inequality
±eAEJN e−A ≤ C(N−β/2+Nµ)K+CNµVN+CNµ−κN++CNα+2κ(1+Nα+β/2−1) (4.6)
in F≤N+ for all N ∈ N sufficiently large.
The bounds for JN given in Prop. 4.1 are still not enough to show Theorem 1.1.
As we will discuss in the next section, the main problem is the quartic interaction
term, contained in HN , which still depends on the singular interaction potential (in
all other terms on the r.h.s. of (4.5), the singular potential has been replaced by the
regular mean-field type potential, with Fourier transform 8πa0N
κ1P cH (p), supported on
momenta |p| < Nα). To renormalize the quartic interaction, we will have to conjugate
J effN with yet another unitary operator, this time quartic in creation and annihilation
operators. This last conjugation (which will be performed in the next section), will
produce error terms. These errors will controlled in terms of the observables N+, K and
VN (as in (4.6)) but also, as we stressed at the end of Section 1, in terms of observables
having the form N≥Nγ (the number of excitations having momentum larger or equal to
Nγ), N 2≥Nγ , N 3≥Nγ , K≤Nγ (the kinetic energy of excitations with momentum below Nγ),
KLN≥Nγ . For this reason, we need to control the action of eA on all these observables.
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First of all, we bound the action of the cubic phase on the restricted number of
particles operators N≥θ =
∑
p∈Λ∗+:|p|≥θ
a∗pap. We will make use of the pull-through
formula apN≥θ = (N≥θ + 1[θ,∞)(p))ap, which in particular implies that
‖(N≥θ + 1)1/2apξ‖ ≤ C‖ap(N≥θ + 1)1/2ξ‖,
‖(N≥θ + 1)−1/2apξ‖ ≤ C‖ap(N≥θ + 1)−1/2ξ‖ .
(4.7)
Lemma 4.2. Assume the exponents α, β satisfy (4.4) (in fact, here it is enough to
assume that α > 2κ). Let k ∈ N0, m = 0, 1, 2, 0 < γ ≤ α, c ≥ 0 (and c < 1 if γ = α).
Then, there exists a constant C > 0 such that the operator inequalities
e−sA(N+ + 1)k(N≥cNγ + 1)mesA ≤ C(N+ + 1)k(N≥cNγ + 1)m (4.8)
for all s ∈ [−1; 1] and all N ∈ N.
Proof. The case m = 0 follows from m = 1. We start therefore with the case m = 1.
For ξ ∈ F≤N+ , we define the function ϕξ : R→ R by
ϕξ(s) = 〈ξ, e−sA(N+ + 1)k(N≥cNγ + 1)esAξ〉
which has derivative
∂sϕξ(s) = 2Re 〈esAξ, (N+ + 1)k
[N≥cNγ , A1]esAξ〉
+ 2Re 〈esAξ, [(N+ + 1)k, A1](N≥cNγ + 1)esAξ〉, (4.9)
where A1 as in (4.1). By the assumptions on γ and c, we have N
α ≥ Nα −Nβ ≥ cNγ
for N ∈ N large enough. This implies in particular that
[N≥cNγ , b∗p+r] = b∗p+r, [N≥cNγ , a∗−r] = a∗−r, [N≥cNγ , ap] = χ(|p| ≥ cNγ)ap
for r ∈ PH and p ∈ PL, by (2.1) and (2.9). We then obtain[N≥cNγ , A1] = 2√
N
∑
r∈PH ,p∈PL
ηrb
∗
r+pa
∗
−rap −
1√
N
∑
r∈PH ,p∈PL,
|p|≥cNγ
ηrb
∗
r+pa
∗
−rap (4.10)
as well as[
(N+ + 1)k, A1
]
=
k√
N
∑
r∈PH ,p∈PL
ηrb
∗
r+pa
∗
−rap(N+ +Θ(N+) + 1)k−1, (4.11)
for some function Θ : N → (0; 1) by the mean value theorem. Using the pull-through
formula N+a∗p = a∗p(N+ + 1) and Cauchy-Schwarz, we estimate∣∣∣∣ 1√N ∑
r∈PH ,p∈PL
ηr〈esAξ, (N+ + 1)kb∗r+pa∗−rapesAξ〉
∣∣∣∣
≤ 1√
N
( ∑
r∈PH ,p∈PL
‖(N≥cNγ + 1)−1/2ar+pa−r(N+ + 1)k/2esAξ‖2
)1/2
×
( ∑
r∈PH ,p∈PL
η2r‖(N≥cNγ + 1)1/2ap(N+ + 1)k/2esAξ‖2
)1/2
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With the operator inequality N≥cNγ ≥ N≥Nα and with (4.7), we find that∣∣∣∣ 1√N ∑
r∈PH ,p∈PL
ηr〈esAξ, (N+ + 1)kb∗r+pa∗−rapesAξ〉
∣∣∣∣
≤ C√
N
( ∑
r∈PH ,p∈PL:|p+r|≥cNγ
‖ap+r(N≥cNγ + 1)−1/2a−r(N+ + 1)k/2esAξ‖2
)1/2
× ‖ηH‖
( ∑
p∈PL
‖ap(N≥cNγ + 1)1/2(N+ + 1)k/2esAξ‖2
)1/2
≤ CN
κ−α/2
√
N
‖(N≥Nα + 1)1/2(N+ + 1)k/2esAξ‖‖(N≥cNγ + 1)1/2(N+ + 1)(k+1)/2esAξ‖
≤ CNκ−α/2‖(N≥cNγ + 1)1/2(N+ + 1)k/2esAξ‖2 = CNκ−α/2ϕξ(s).
(4.12)
The same arguments show that∣∣∣∣ 1√N ∑
r∈PH ,p∈PL,
|p|≥cNγ
ηr〈esAξ, (N+ + 1)kb∗r+pa∗−rapesAξ〉
∣∣∣∣
≤ C√
N
( ∑
r∈PH ,p∈PL:|p+r|≥cN
γ
‖ap+r(N≥cNγ + 1)−1/2a−r(N+ + 1)k/2esAξ‖2
)1/2
× ‖ηH‖
( ∑
p∈PL
‖ap(N≥cNγ + 1)1/2(N+ + 1)k/2esAξ‖2
)1/2
≤ CNκ−α/2ϕξ(s).
(4.13)
Finally, we have that∣∣∣∣ k√N ∑
r∈PH ,p∈PL
ηr〈esAξ, b∗r+pa∗−rap(N+ +Θ(N+) + 1)k−1(N≥cNγ + 1)esAξ〉
∣∣∣∣
≤ C√
N
( ∑
r∈PH ,p∈PL:|p+r|≥cNγ
‖ar+pa−r(N+ + 1)(k−1)/2esAξ‖2
)1/2
×
( ∑
r∈PH ,p∈PL
η2r‖ap(N+ + 1)(k−1)/2(N≥cNγ + 1)esAξ‖2
)1/2
≤ CNκ−α/2‖(N≥cNγ + 1)1/2(N+ + 1)k/2esAξ‖2 = CNκ−α/2ϕξ(s).
(4.14)
Recalling (4.9), (4.10) and that α ≥ 2κ, the bounds (4.12) to (4.14) show that
∂sϕξ(s) ≤ CNκ−α/2ϕξ(s) ≤ Cϕξ(s).
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Since the bounds are independent of ξ ∈ F≤N+ and the same bounds hold true replacing
A by −A in the definition of ϕξ, the first inequality in (4.8) follows by Gronwall’s Lemma.
To prove (4.8) with m = 2, we proceed similarly. Given ξ ∈ F≤N+ , we define the
function ψξ : R→ R by
ψξ(s) = 〈ξ, e−sA(N+ + 1)k(N≥cNγ + 1)2esAξ〉.
Its derivative is equal to
∂sψξ(s) = 2Re 〈esAξ, (N+ + 1)k
[
(N≥cNγ + 1)2, A1
]
esAξ〉
+ 2Re 〈esAξ, [(N+ + 1)k, A1](N≥cNγ + 1)2esAξ〉
= 2Re 〈esAξ, (N+ + 1)k
[N≥cNγ , [N≥cNγ , A1]]esAξ〉
+ 4Re 〈esAξ, (N+ + 1)k
[N≥cNγ , A1](N≥cNγ + 1)esAξ〉
+ 2Re 〈esAξ, [(N+ + 1)k, A1](N≥cNγ + 1)2esAξ〉.
(4.15)
Comparing the contribution containing the double commutator in the last line on the
r.h.s. of the last equation with (4.10) and using once again that Nα ≥ Nα −Nβ ≥ cNγ
for N ∈ N large enough, we observe that[N≥cNγ , [N≥cNγ , A1]] = 4√
N
∑
r∈PH ,p∈PL
ηrb
∗
r+pa
∗
−rap −
3√
N
∑
r∈PH ,p∈PL,
|p|≥cNγ
ηrb
∗
r+pa
∗
−rap.
(4.16)
Hence, the bounds (4.12) and (4.13) prove that∣∣〈esAξ, (N+ + 1)k[N≥cNγ , [N≥cNγ , A1]]esAξ〉∣∣ ≤ Cϕξ(s) ≤ Cψξ(s).
To bound the second contribution on the r.h.s. in (4.15), we recall (4.10) and we estimate∣∣∣∣ 1√N ∑
r∈PH ,p∈PL
ηr〈esAξ, (N+ + 1)kb∗r+pa∗−rap(N≥cNγ + 1)esAξ〉
∣∣∣∣
+
∣∣∣∣ 1√N ∑
r∈PH ,p∈PL,
|p|≥cNγ
ηr〈esAξ, (N+ + 1)kb∗r+pa∗−rap(N≥cNγ + 1)esAξ〉
∣∣∣∣
≤ C√
N
( ∑
r∈PH ,p∈PL:|p+r|≥cN
γ
‖ap+ra−r(N+ + 1)k/2esAξ‖2
)1/2
× ‖ηH‖
( ∑
p∈PL
‖ap(N+ + 1)k/2(N≥cNγ + 1)esAξ‖2
)1/2
≤ CNκ−α/2‖(N≥cNγ + 1)(N+ + 1)k/2esAξ‖2 = CNκ−α/2ψξ(s)
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Finally, the last contribution in (4.15) can be bounded as in (4.14), using (4.11). We
have ∣∣∣∣ k√N ∑
r∈PH ,p∈PL
ηr〈esAξ, b∗r+pa∗−rap(N+ +Θ(N+) + 1)k−1(N≥cNγ + 1)2esAξ〉
∣∣∣∣
≤ C√
N
( ∑
r∈PH ,p∈PL:|p+r|≥cN
γ
‖ar+pa−r(N+ + 1)k/2esAξ‖2
)1/2
×
( ∑
r∈PH ,p∈PL
η2r‖ap(N+ + 1)(k−2)/2(N≥cNγ + 1)2esAξ‖2
)1/2
≤ CNκ−α/2‖(N≥cNγ + 1)(N+ + 1)k/2esAξ‖2 = CNκ−α/2ψξ(s),
where, in the last step, we used that N≥cNγ ≤ N+. In conclusion, we have proved that
∂sψξ(s) ≤ CNκ−α/2ψξ(s) ≤ Cψξ(s).
Since the bounds are independent of ξ ∈ F≤N+ and the same bounds hold true replacing
−A by A in the definition ψξ, Gronwall’s lemma implies the last inequality in (4.8).
We denote the kinetic energy restricted to low momenta by
K≤cNγ =
∑
p∈Λ∗+:|p|≤cN
γ
p2a∗pap. (4.17)
We will need the following estimates for the growth of the restricted kinetic energy.
Lemma 4.3. Assume the exponents α, β satisfy (4.4) (here we only need α ≥ 2κ and
α > β). Let 0 < γ1, γ2 ≤ α, and c1, c2 ≥ 0 (and also cj < 1, if γj = α, for j = 1, 2).
Then, there exists a constant C > 0 such that the operator inequalities
e−sAK≤c1Nγ1 esA ≤ K≤c1Nγ1 +N2β+2κ−α−1(N≥ 1
2
Nα + 1)
2,
e−sAK≤c1Nγ1 (N≥c2Nγ2 + 1)esA ≤ K≤c1Nγ1 (N≥c2Nγ2 + 1)
+N2β+2κ−α−1(N≥c2Nγ2 + 1)2(N≥ 1
2
Nα + 1)
(4.18)
for all s ∈ [−1; 1] and all N ∈ N sufficiently large.
Proof. Like the previous Lemma 4.2, this is an application of Gronwall’s lemma. Let
us start to prove the first inequality in (4.18). Fix ξ ∈ F≤N+ and define ϕξ : R → R by
ϕξ(s) = 〈ξ, e−sAK≤c1Nγ1esAξ〉 such that
∂sϕξ(s) = 2Re 〈ξ, e−sA[K≤c1Nγ1 , A1]esAξ〉.
We notice first that [K≤c1Nγ1 , b∗p+r] = [K≤c1Nγ1 , a∗−r] = 0
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if r ∈ PH and p ∈ PL, because |r|, |p+ r| ≥ Nα −Nβ > c1Nγ1 for all N ∈ N. Using the
commutation relations (2.1), we then compute
[K≤c1Nγ1 , A1] = −
1√
N
∑
r∈PH ,p∈PL:|p|≤c1Nγ1
p2ηrb
∗
r+pa
∗
−rap. (4.19)
With (4.19) and |p| ≤ Nβ for p ∈ PL, we then find that∣∣〈ξ, e−sA[K≤c1Nγ1 , A1]esAξ〉∣∣
≤ CN
β
√
N
∑
r∈PH ,p∈PL:|p|≤c1Nγ1
|p||ηr|‖ar+pa−resAξ‖‖apesAξ‖
≤ CN
β+κ−α/2
√
N
‖(N≥ 1
2
Nα + 1)e
sAξ‖‖K1/2≤c1Nγ1 esAξ‖.
(4.20)
Finally, using Lemma 4.2 (with c = 12 , γ = α and N ∈ N sufficiently large), we conclude
∂sϕξ(s) ≤ CNβ+κ−α/2−1/2‖(N≥ 1
2
Nα + 1)e
sAξ‖‖K1/2≤c1Nγ1 esAξ‖
≤ CN2β+2κ−α−1〈ξ, (N≥ 1
2
Nα + 1)
2ξ〉+ Cϕξ(s).
This proves the first inequality in (4.18), by Gronwall’s lemma.
Next, let us prove the second inequality in (4.18). We define ψξ : R→ R by
ψξ(s) = 〈ξ, e−sAK≤c1Nγ1 (N≥c2Nγ2 + 1)esAξ〉,
and we compute
∂sψξ(s) = 2Re 〈ξ, e−sA
[K≤c1Nγ1 , A1](N≥c2Nγ2 + 1)esAξ〉
+ 2Re 〈ξ, e−sAK≤c1Nγ1
[N≥c2Nγ2 , A1]esAξ〉.
First, we proceed as in (4.20) and obtain with (4.7) that∣∣〈ξ, e−sA[K≤c1Nγ1 , A1](N≥c2Nγ2 + 1)esAξ〉∣∣
≤ CN
β
√
N
∑
r∈PH ,p∈PL:
|p|≤c1Nγ1
|p||ηr|‖ar+p(N≥c2Nγ2 + 1)1/2a−resAξ‖‖ap(N≥c2Nγ2 + 1)1/2esAξ‖
≤ CN
β+κ−α/2
√
N
‖(N≥c2Nγ2 + 1)(N≥ 1
2
Nα + 1)
1/2esDξ‖‖K1/2≤c1Nγ1 (N≥c2Nγ2 + 1)1/2esAξ‖.
(4.21)
Eq. (4.21) and Lemma 4.2 then imply∣∣〈ξ, e−sA[K≤c1Nγ1 , A1](N≥c2Nγ2 + 1)esAξ〉∣∣
≤ CN2β+2κ−α−1〈ξ, (N≥c2Nγ2 + 1)2(N≥ 1
2
Nα + 1)ξ〉 + Cψξ(s).
(4.22)
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Next, we recall the identity in (4.10) and that[K≤c1Nγ1 , b∗p+r] = [K≤c1Nγ1 , a∗−r] = 0
whenever r ∈ PH , p ∈ PL and N ∈ N, by assumption on c1 and γ1. We then estimate∣∣〈ξ, e−sAK≤c1Nγ1 [N≥c2Nγ2 , A1]esAξ〉∣∣
≤ C√
N
∑
r∈PH ,p∈PL,
v∈Λ∗+:|v|≤c1N
γ1
|v|2|ηr|‖ar+p(N≥c2Nγ2 + 1)−1/2a−ravesDξ‖
× ‖ap(N≥c2Nγ2 + 1)1/2avesDξ‖
≤ CNκ−α/2〈esAξ,K≤c1Nγ1 (N≥c2Nγ2 + 1)esAξ〉 ≤ Cψξ(s).
(4.23)
Hence, putting (4.22) and (4.23) together, we have proved that
∂sψξ(s) ≤ CN2β+2κ−α−1〈ξ, (N≥c2Nγ2 + 1)2(N≥ 1
2
Nα + 1)ξ〉+ Cψξ(s).
This implies the second bound in (4.18), by Gronwall’s lemma.
Next, we seek a bound for the growth of the potential energy operator. To this
end, we first compute the commutator of VN with the antisymmetric operator A. We
introduce here the shorthand notation for the low-momentum part of the kinetic energy
KL =
∑
p∈Λ∗+:|p|≤N
β
p2a∗pap =
∑
p∈PL
p2a∗pap. (4.24)
Proposition 4.4. Assume the exponents α, β satisfy (4.4). There exists a constant
C > 0 such that
[VN , A] = 1√
N
∑
u∈Λ∗+,p∈PL:
p+u 6=0
Nκ(V̂ (./N1−κ) ∗ η/N)(u)[b∗p+ua∗−uap + h.c.]+ E[VN ,A] (4.25)
where the self-adjoint operator E[VN ,A] satisfies
±E[VN ,A] ≤ δVN + δ−1CNκ−2β−1KL(N≥ 12Nα + 1) + δ
−1CN2α+3κ−2N+
+ δ−1CNκ−1(N≥ 1
2
Nα + 1)
2
(4.26)
for all δ > 0 and for all N ∈ N sufficiently large.
Proof. From (4.1) we have
[VN , A] = [VN , A1] + h.c.
Following [4, Prop. 8.1], we find
[VN , A1] + h.c. = 1√
N
∗∑
u∈Λ∗+,v∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)b∗u+va∗−uav
+Θ1 +Θ2 +Θ3 +Θ4 + h.c.,
(4.27)
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where
Θ1 = − 1
N3/2
∗∑
u∈Λ∗,v∈PL,
r∈P cH∪{0}
NκV̂ ((u− r)/N1−κ)ηrb∗u+va∗−uav,
Θ2 =
1
N3/2
∗∑
u∈Λ∗,p∈Λ∗+,
r∈PH ,v∈PL
NκV̂ (u/N1−κ)ηrb
∗
p+ua
∗
v+r−ua
∗
−rapav,
Θ3 =
1
N3/2
∗∑
u∈Λ∗,p∈Λ∗+,
r∈PH ,v∈PL
NκV̂ (u/N1−κ)ηrb
∗
v+ra
∗
p+ua
∗
−r−uapav,
Θ4 = − 1
N3/2
∗∑
u∈Λ∗,p∈Λ∗+,
r∈PH ,v∈PL
NκV̂ (u/N1−κ)ηrb
∗
v+ra
∗
−ra
∗
p+uapav+u.
(4.28)
Here and in the following the notation
∑∗ indicates that we only sum over those mo-
menta for which the arguments of the creation and annihilation operators are non-zero.
The first term on the r.h.s. of (4.27) appears explicitly in (4.25), so let us estimate
next the size of the operators Θ1 to Θ4, defined in (4.28). The bounds can be obtained
similarly as in the proof of [4, Prop. 8.1].
Consider first Θ1. For ξ ∈ F≤N+ , we switch to position space and find
|〈ξ,Θ1ξ〉| ≤ 1
N1/2
∑
r∈P cH
|ηr|
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖bˇxaˇyξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∥∥∥ ∑
v∈PL
eivxavξ
∥∥∥2)1/2
≤ CNα+3κ/2−1‖V1/2N ξ‖
(∫
Λ
dx ei(v−v
′)x
∑
v,v′∈PL
〈ξ, a∗v′avξ〉
)1/2
≤ CNα+3κ/2−1‖V1/2N ξ‖‖N 1/2≤Nβξ‖.
(4.29)
The term Θ2 on the r.h.s. of (4.28) can be controlled by
|〈ξ,Θ2ξ〉| =
∣∣∣∣ 1N1/2
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,v∈PL
eivyeiryηr〈ξ, bˇ∗xaˇ∗ya∗−raˇxavξ〉
∣∣∣∣
≤ ‖ηH‖
N1/2
[ ∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
v∈PL
|v|−2‖bˇxaˇyξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
v∈PL
|v|2‖(N≥ 1
2
Nα + 1)
1/2aˇxavξ‖2
)1/2
≤ CNβ/2+3κ/2−α/2−1/2‖V1/2N ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖.
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In the last step we used (4.7) to estimate∫
Λ
dx ‖(N≥ 1
2
Nα + 1)
1/2aˇxξ‖2 =
∑
p∈Λ∗+
‖(N≥ 1
2
Nα + 1)
1/2apξ‖2
≤ C
∑
p∈Λ∗+
‖ap(N≥ 1
2
Nα + 1)
1/2ξ‖2
= C‖N 1/2+ (N≥ 1
2
Nα + 1)
1/2ξ‖2
(4.30)
for any ξ ∈ F≤N+ . The contributions Θ3 and Θ4 can be bounded similarly. We find
|〈ξ,Θ3ξ〉| =
∣∣∣∣ 1N1/2
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,v∈PL
e−iryηr〈ξ, b∗v+raˇ∗xaˇ∗yaˇxavξ〉
∣∣∣∣
≤ C‖ηH‖
N1/2
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
v∈PL
|v|−2‖aˇxaˇyξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
v∈PL
|v|2‖(N≥ 1
2
Nα + 1)
1/2aˇxavξ‖2
)1/2
≤ CNβ/2+3κ/2−α/2−1/2‖V1/2N ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖
as well as
|〈ξ,Θ4ξ〉| =
∣∣∣∣ 1N1/2
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,v∈PL
ηre
−ivy〈ξ, b∗v+ra∗−raˇ∗xaˇxaˇyξ〉
∣∣∣∣
≤ C‖ηH‖
N1/2
[ ∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
v∈PL
‖aˇxaˇyξ‖2
)1/2
×
[ ∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,v∈PL
‖aˇxav+ra−rξ‖2
)1/2
≤ CN3β/2+3κ/2−α/2−1/2‖V1/2N ξ‖‖(N≥ 1
2
Nα + 1)ξ‖.
Summarizing (using α > 3β + 2κ) we proved that
±
4∑
i=1
(Θi + h.c.) ≤ δVN + δ−1CN2α+3κ−2N+ + δ−1CNκ−2β−1KL(N≥ 1
2
Nα + 1)
+ δ−1CNκ−1(N≥ 1
2
Nα + 1)
2
(4.31)
for any δ > 0. Setting E[VN ,A] =
∑4
i=1(Θi + h.c.), this proves the claim.
From Proposition 4.4 we immediately get a bound for the action of eA on VN .
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Corollary 4.5. Assume the exponents α, β satisfy (4.4). Then there exists a constant
C > 0 such that
e−sAVNesA ≤ CVN + C(Nκ +N2α+3κ−2)(N+ + 1)
+ CNκ−2β−1KL(N≥ 1
2
Nα + 1) + CN
κ−3β−2(N≥ 1
2
Nα + 1)
3.
(4.32)
for all s ∈ [−1; 1] and N ∈ N large enough.
Proof. We apply Gronwall’s lemma. Given ξ ∈ F≤N+ , we define ϕξ(s) = 〈ξ, e−sAVNesAξ〉
and compute its derivative s.t.
∂sϕξ(s) = 〈ξ, e−sA[VN , A]esAξ〉.
Hence, we can apply (4.25) and estimate∣∣∣∣ 1√N ∑
u∈Λ∗+,v∈PL:
v+u 6=0
Nκ〈esAξ, (V̂ (./N1−κ) ∗ η/N)(u)b∗v+ua∗−uavesAξ〉
∣∣∣∣
≤ N
κ/2‖ηˇ‖∞
N
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyesAξ‖2
)1/2
×
(∫
Λ2
dxdy N3−3κV (N1−κ(x− y))
∥∥∥ ∑
v∈PL
eivxave
sAξ‖2
)1/2
≤ CNκ/2‖V1/2N esAξ‖‖N≤NβesAξ‖ ≤ CNκ〈ξ, e−sAN+esAξ〉+ Cϕξ(s).
Here, we used (3.10), which shows that ‖ηˇ‖∞ ≤ CN . Using Lemma 4.2, this simplifies
to ∣∣∣∣ 1√N ∑
u∈Λ∗+,v∈PL:
v+u 6=0
Nκ〈esDξ, (V̂ (./N1−κ) ∗ η/N)(u)b∗u+va∗−uavesDξ〉
∣∣∣∣
≤ Cϕξ(s) + CNκ〈ξ, (N+ + 1)ξ〉.
(4.33)
Together with (4.25), the bound (4.26) (choosing δ = 1) and an application of Lemma
4.2 as well as of Lemma 4.3, the claim follows from Gronwall’s lemma.
5 Quartic Renormalization
To explain why the bounds for JN obtained in Prop. 4.1 are not enough to show Theorem
1.1, we introduce, for r ∈ Λ∗+, the operators
c∗r =
1√
N
∑
v∈Λ∗+:v 6=−r,
v∈PL,v+r∈P cL
a∗v+rav, e
∗
r =
1
2
√
N
∑
v∈Λ∗+:v 6=−r,
v∈PL,v+r∈PL
a∗v+rav. (5.1)
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We denote the adjoints of c∗r and e
∗
r by cr and er, respectively. Notice in particular that
e∗r = e−r for all r ∈ Λ∗+. A straightforward computation shows that
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗p+qa
∗
−paq + h.c.
]
= 8πa0N
κ
∑
p∈P cH
[
b∗−pe−p + e
∗
−pb−p + b
∗
−pe
∗
p + epb−p + b
∗
−pc
∗
p + cpb−p
]
.
(5.2)
Together with (4.5), this suggests to bound the Hamiltonian JN from below by complet-
ing the square in the operators g∗r := b
∗
r+c
∗
r+e
∗
r and gr := br+cr+er, for r ∈ P cH ⊂ Λ∗+.
A better look at (4.5) reveals, however, that several terms that are needed to complete
the square are still hidden in the energy HN . Since these terms are not small, we need
to extract them from HN by conjugation with a unitary operator eD, with
D = D1 −D∗1, where D1 =
1
2N
∑
r∈PH ,p,q∈PL
ηra
∗
p+ra
∗
q−rapaq. (5.3)
Since [D,N+] = 0, we have the identity
e−sD(N+ + 1)kesD = (N+ + 1)k (5.4)
for all k ∈ N.
Using eD, we define the final excitation Hamiltonian
MN = e−DJ effN eD. (5.5)
The next proposition provides an important lower bound for MN . Its proof is given in
Section 7.
Proposition 5.1. Suppose the exponents α (in the definition of the set PH in (3.14))
and β (in the definition of the set PL in (4.2)) are such that
i) α > 3β + 2κ, ii) 1 > α+ β + 2κ, iii) 5β > α, iv) β > 3κ, v) 1/2 > β,
(5.6)
Set γ = min(α, 1 − α − κ) (γ > 0 from (5.6)) and let m0 ∈ R be s.t. m0β = α. Let
V ∈ L3(R3) be compactly supported, pointwise non-negative and spherically symmetric.
Then, MN , as defined as in (5.5), is bounded from below by
MN ≥ 4πa0N1+κ + 1
4
K + EMN (5.7)
for a self-adjoint operator EMN satisfying
eAeDEMN e−De−A
≥ − CN−βK −CN−β−κVN − CNβ+2κ−1KN≥Nβ − CNα+β+2κ−1KN≥N⌊m0⌋β
− C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CN3α+κ
(5.8)
for all N ∈ N sufficiently large.
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6 Proof of Theorem 1.1
For ε > 0 sufficiently small, we define
α = 14κ + 4ε, β = 4κ+ ε . (6.1)
The choice κ < 1/43 guarantees, if ε > 0 is small enough, that all conditions in (5.6)
(and thus also in (3.24) and (4.4)) are satisfied.
From (3.25) and (3.26), we obtain the upper bound
EN ≤ 4πa0N1+κ + CN16κ+4ε (6.2)
for the ground state energy of HN . From (3.25) and (3.27), on the other hand, we obtain
HN ≤ 2(GN–4πa0N1+κ) + CNκN+ + CN16κ+4ε
With (6.2) and setting G′N = GN − EN , we deduce that
HN ≤ 2G′N + CNκN+ + CN16κ+4ε (6.3)
Next, we prove (1.5). From (3.29) and (6.3) we arrive at
GN = GeffN + EGN ≥ GeffN − CN−(7κ+2ε)/2G′N − CN−(5κ+2ε)/2N+ − CN16κ+4ε
Writing Geff = eAJNe−A and recalling that κ < 1/43 (and that ε > 0 is small enough),
Prop. 4.1 and (6.3) imply that
GN ≥ eAJ effN e−A + eAEJN e−A − CN−(7κ+2ε)/2G′N − CN−(5κ+2ε)/2N+ − CN16κ+4ε
≥ eAJ effN e−A − CN−(5κ+2ε)/2G′N − CN−(3κ+2ε)/2N+ − CN16κ+4ε
Inserting Jeff = eDMNe−D and applying Prop. 5.1, we obtain
GN ≥ 4πa0N1+κ + 1
4
eAeDKe−De−A + eAeDEMN e−De−A
− CN−(5κ+2ε)/2G′N − CN−(3κ+2ε)/2N+ − CN16κ+4ε
(6.4)
With K ≥ (2π)2N+ and Lemma 4.2 (with m = 0 and k = 1) we have
eAeDKe−De−A ≥ (2π)2eAeDN+e−De−A = (2π)2eAN+e−A ≥ cN+ (6.5)
for a constant c > 0 small enough (but independent of N). If N is large enough, we
conclude (using also the upper bound (6.2)), that
N+ ≤ CG′N − CeAeDEMN e−De−A + CN16κ+4ε (6.6)
To bound the error term eAeDEMN e−De−A, we need (according to (5.8)) to control
observables of the form N−1KN≥cNγ . To this end, we observe, first of all, that, by
Cauchy-Schwarz and by (6.3),
N−1KN≥cNγ ≤ δ−1Nκ−2γK + δN2γ−κ−2KN 2≥cNγ
≤ δ−1Nκ−2γK + 2δN2γ−κ−2N≥cNγG′NN≥cNγ +CδN−1KN≥cNγ .
(6.7)
26
Choosing δ > 0 sufficiently small, we thus have
N−1KN≥cNγ ≤ CNκ−2γK + CN2γ−κ−2N≥cNγG′NN≥cNγ . (6.8)
We write
N≥cNγG′NN≥cNγ = N 2≥cNγG′N +N≥cNγ [G′N ,N≥cNγ ]. (6.9)
Using (6.3) (similarly as we did in (6.7)) and N≥cNγ ≤ N , N≥cNγ ≤ CN−2γK, we can
bound the expectation of the first term on the r.h.s. of the last equation, for an arbitrary
ξ ∈ F≤N+ , by
|〈ξ,N 2≥cNγG′Nξ〉|
≤ 〈ξ,N 3≥cNγξ〉1/2〈ξ,G′NN≥cNγG′Nξ〉1/2
≤ CN1/2−γ〈ξ,KN 2≥cNγ ξ〉1/2〈ξ,G
′2
N ξ〉1/2
≤ CN1/2−γ〈ξ,G′2N ξ〉1/2〈ξ,N≥cNγG′NN≥cNγξ〉1/2
+ CN1+κ/2−2γ〈ξ,G′2N ξ〉1/2〈ξ,KN≥cNγ ξ〉1/2
≤ δ〈ξ,N≥cNγG′NN≥cNγξ〉+ Cδ−1N1−2γ〈ξ,G
′2
N ξ〉
+ CδN1+κ−2γ〈ξ,KN≥cNγξ〉1/2.
(6.10)
On the other hand, to estimate the commutator term in equation (6.9), we notice that
A := (HN + 1)−1/2i[G′N ,N≥cNγ ](HN + 1)−1/2 is a bounded, self-adjoint operator with
‖A‖ ≤ CNκ+α/2−γ + CNκ+γ/2, by (3.30). Setting µ = max(α, 3γ), this implies, with
(6.3),
|〈ξ,N≥cNγ [G′N ,N≥cNγ ]ξ〉|
≤ δ〈ξ,N≥cNγ (HN + 1)N≥cNγξ〉+ Cδ−1N2κ−2γ+µ〈ξ, (HN + 1)ξ〉
≤ 2δ〈ξ,N≥cNγG′NN≥cNγξ〉+ CδN1+κ−2γ〈ξ,KN≥cNγ ξ〉
+ Cδ−1N3κ−2γ+µ〈ξ,N+ξ〉+ Cδ−1N3κ+α−2γ+µ‖ξ‖2
(6.11)
for all ξ ∈ F≤N+ . Plugging (6.10) and (6.11) into (6.9), we find that, for sufficiently small
δ > 0,
N≥cNγG′NN≥cNγ ≤ CδN1+κ−2γKN≥cNγ + Cδ−1N1−2γG
′2
N
+ Cδ−1N3κ−2γ+µN+ + Cδ−1N3κ−2γ+µ+α
(6.12)
Inserting into (6.8) and choosing δ > 0 small enough, we obtain
N−1KN≥cNγ ≤ CNκ−2γK + CN−κ−1G′2N + CN2κ+µ−2N+ + CN2κ+µ+α−2 (6.13)
Applying (6.13) to the r.h.s. of (5.8) we find, using also (6.3), (6.1), and the choice
κ < 1/43,
eAeDEMN e−De−A ≥ −CN−εN+ − CN−(κ+ε)G′N − CN13κ+3ε−1G
′2
N − CN43κ+12ε
(6.14)
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Inserting the last equation into (6.6) and using (6.2), we conclude that, for N large
enough,
N+ ≤ CG′N + CN13κ+3ε−1G
′2
N + CN
43κ+12ε
For ψN ∈ L2s(ΛN ) with ‖ψN‖ = 1 and 〈ψN , (HN − EN )2ψN 〉 ≤ ζ2, the corresponding
excitation vector ξN = e
BUNψN is such that 〈ξN ,G′2N ξN 〉 ≤ ζ2 and thus
〈ξN ,N+ξN 〉 ≤ C
[
ζ + ζ2N13κ+3ε−1 +N43κ+12ε
]
which proves (1.5), using Lemma 3.2. From (6.3), we obtain also
〈ξN ,HNξN 〉 ≤ C
[
ζNκ + ζ2N14κ+3ε−1 +N44κ+12ε
]
, (6.15)
an estimate that will be needed to arrive at (1.6).
Evaluating (6.14) on a normalized ground state ξN of GN and inserting the result in
(6.4) we also deduce that
EN ≥ 4πa0N1+κ −CN43κ+12ε
Together with the upper bound (6.2), this concludes the proof of (1.3).
We still have to show (1.6) for k > 0. To this end, we will prove the stronger bound
(1.8); Eq. (1.6) follows then immediately from N+ ≤ HN and by Lemma 3.2. We
denote by Qζ the spectral subspace of GN associated with energies below EN + ζ. We
use induction to show that, for all k ∈ N, there exists a constant C > 0 (depending on
k) such that
sup
ξ∈Qζ
〈ξ, (HN + 1)(N+ + 1)2kξ〉
‖ξ‖2 ≤ C
[
N44κ+12ε + ζ2N20κ+5ε
]2k+1
(6.16)
for all k ∈ N. This proves (1.8) and thus, with the bound N+ ≤ HN and with Lemma
3.2, also (1.6). The case k = 0 follows from (6.15). From now on, we assume (6.16) to
hold true and we prove the same bound, with k replaced by (k + 1) (and with a new
constant C). To this end, we start by observing that, combining (6.3) and (6.6),
HN + 1 ≤ CNκG′N − CNκeAeDEMN e−De−A + CN17κ+4ε
Hence
(N+ + 1)2(k+1)(HN + 1) = (N+ + 1)k+1(HN + 1)(N+ + 1)k+1
≤ CNκ(N+ + 1)k+1G′N (N+ + 1)k+1
− CNκ(N+ + 1)k+1eAeDEMN e−De−A(N+ + 1)k+1
+ CN17κ+4ε(N+ + 1)2(k+1)
(6.17)
We estimate the first term on the r.h.s. by
Nκ(N+ + 1)k+1G′N (N+ + 1)k+1
≤ Nκ(N+ + 1)2(k+1)G′N +Nκ(N+ + 1)k+1[G′N , (N+ + 1)k+1]
= Nκ(N+ + 1)2(k+1)G′N +Nκ
k+1∑
j=1
(
k + 1
j
)
(N+ + 1)k+1ad(j)N+(GN )(N+ + 1)k+1−j
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By Cauchy-Schwarz, we find
Nκ(N+ + 1)k+1G′N (N+ + 1)k+1
≤ Nκ(N+ + 1)2(k+1) +NκG′N (N+ + 1)2(k+1)G′N
+Nκ
k+1∑
j=1
(
k + 1
j
)
(N+ + 1)k+1ad(j)N+(GN )(N+ + 1)k+1−j
With (N+ + 1)2(k+1) ≤ (N+ + 1)2k+1(HN + 1) and with the estimate
‖(HN + 1)−1/2ad(j)N+(GN )(HN + 1)−1/2‖ ≤ CN7κ/3+2ε/3 (6.18)
from (3.31) we obtain, using again Cauchy-Schwarz,
Nκ〈ξ,(N+ + 1)k+1G′N (N+ + 1)k+1ξ〉
≤ C
[
Nκζ2 +N7κ/3+2ε/3
]
‖ξ‖2
×
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
]1/2 [
sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
]1/2
for every ξ ∈ Qζ . Hence, for any δ > 0, we have
Nκ
〈ξ, (N+ + 1)k+1G′N (N+ + 1)k+1ξ〉
‖ξ‖2
≤ δ sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
+ Cδ−1
[
Nκζ2 +N7κ/3+2ε/3
]2
sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
(6.19)
To bound the contribution proportional to eAeDEMN e−De−A on the r.h.s. of (6.17), we
have to control, according to (6.8), terms of the form
(N+ + 1)k+1N≥cNγG′NN≥cNγ (N+ + 1)k+1
= ((N+ + 1)k+1N≥cNγ)2G′N + (N+ + 1)k+1N≥cNγ
[
G′N , (N+ + 1)k+1N≥cNγ
]
=: A + B
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For an arbitrary ξ ∈ Qζ , we can bound the expectation of A by Cauchy-Schwarz as
〈ξ,Aξ〉
‖ξ‖2 ≤
〈ξ, ((N+ + 1)k+1N≥cNγ)2ξ〉
‖ξ‖2 +
〈G′Nξ, ((N+ + 1)k+1N≥cNγ)2G′Nξ〉
‖ξ‖2
≤ N2(1 + ζ2) sup
ξ∈Qζ
〈ξ, (N+ + 1)2kN 2≥cNγξ〉
‖ξ‖2
≤ N2−2γ(1 + ζ2) sup
ξ∈Qζ
〈ξ, (N+ + 1)2k+1Kξ〉
‖ξ‖2
≤ N2−2γ(1 + ζ2)
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2kKξ〉
‖ξ‖2
]1/2
×
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)Kξ〉
‖ξ‖2
]1/2
(6.20)
As for the term B, we can write
B = (N+ + 1)k+1N 2≥cNγ
[
G′N , (N+ + 1)k+1
]
+ (N+ + 1)k+1N≥cNγ
[G′N ,N≥cNγ ] (N+ + 1)k+1
=
k+1∑
j=1
(
k + 1
j
)
(N+ + 1)k+1N 2≥cNγad(j)N+(G′N )(N+ + 1)k+1−j
+ (N+ + 1)k+1N≥cNγ
[G′N ,N≥cNγ ] (N+ + 1)k+1
From (6.18) and using (3.30) to estimate
‖(HN + 1)−1/2[N≥cNγ ,GN ](HN + 1)−1/2‖ ≤ CN8κ+2ε−γ + CNκ+γ/2,
we obtain for every ξ ∈ Qζ that
|〈ξ,Bξ〉| ≤ CN7κ/3+2ε/3‖(HN + 1)1/2N 2≥cNγ (N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)kξ‖
+ CN8κ+2ε−γ‖(HN + 1)1/2N≥cNγ(N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)k+1ξ‖
+ CNκ+γ/2‖(HN + 1)1/2N≥cNγ(N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)k+1ξ‖.
Applying the bounds N+ ≤ N , N≥cNγ ≤ CN−2γK and (6.3) yields on the one hand
‖(HN + 1)1/2N≥cNγ(N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)k+1ξ‖
≤ C‖G′NN≥cNγ(N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)k+1ξ‖
+ CN1+κ/2−γ‖(HN + 1)1/2(N+ + 1)k+1ξ‖2
≤ δ〈ξ, (N+ + 1)k+1N≥cNγG′NN≥cNγ(N+ + 1)k+1ξ〉
+ C(δ−1 +N1+κ/2−γ)‖(HN + 1)1/2(N+ + 1)k+1ξ‖2
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for any δ > 0. Since 8κ+ 2ε− γ ≤ 1 + κ/2− γ and κ+ γ/2 ≤ 1 + κ/2− γ for all γ ≤ α
if κ < 1/43, this implies with the choice δ = 14(N
8κ+2ε−γ +Nκ+γ/2)−1 that
|〈ξ,Bξ〉| ≤ CN7κ/3+2ε/3‖(HN + 1)1/2N 2≥cNγ (N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)kξ‖
+ C(N1+17κ/2+2ε−γ +N1+3κ/2−γ/2)‖(HN + 1)1/2(N+ + 1)k+1ξ‖2
+
1
4
〈ξ, (N+ + 1)k+1N≥cNγG′NN≥cNγ(N+ + 1)k+1ξ〉.
(6.21)
On the other hand, we can estimate
‖(HN + 1)1/2N 2≥cNγ(N+ + 1)k+1ξ‖
≤ N‖(K + 1)1/2N≥cNγ(N+ + 1)k+1ξ‖+ ‖V1/2N N 2≥cNγ(N+ + 1)k+1ξ‖.
(6.22)
Expressing VN in position space, we find, with φ = N≥cNγ(N+ + 1)k+1ξ,
‖V1/2N N≥cNγφ‖2 =
∫
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyN≥cNγφ‖2 (6.23)
We have
aˇxN≥cNγ = (N≥cNγ + 1)aˇx − a(χˇx)
where
χˇx(y) = χˇ(y − x) =
∑
p∈Λ∗+:|p|≤cN
γ
eip·(x−y)
is such that ‖χˇx‖ = ‖χ‖ ≤ CN3γ/2. Hence, we find
‖aˇxaˇyN≥cNγφ‖ ≤ N‖aˇxaˇyφ‖+N1/2‖χˇx‖‖aˇyφ‖+N1/2‖χˇy‖‖aˇxφ‖.
Inserting in (6.23), we find
‖V1/2N N≥cNγφ‖2 ≤ CN2‖V1/2N φ‖2 + CN3γ+κ‖N 1/2+ φ‖2.
From (6.22), we conclude that
‖(HN + 1)1/2N 2≥cNγN k+1+ ξ‖ ≤ N‖(HN + 1)1/2N≥cNγ(N+ + 1)k+1ξ‖
for all γ ≤ α = 14κ+ 4ε, if κ < 1/43. Using now similar arguments as before (6.21), we
conclude that, together with (6.21), we have
|〈ξ,Bξ〉| ≤ 1
2
〈ξ, (N+ + 1)k+1N≥cNγG′NN≥cNγ(N+ + 1)k+1ξ〉
+ CN2+10κ/3+2ε/3−γ‖(HN + 1)1/2(N+ + 1)k+1ξ‖‖(HN + 1)1/2(N+ + 1)kξ‖
+ CN2+14κ/3+4ε/3‖(HN + 1)1/2(N+ + 1)kξ‖2
+ C(N1+17κ/2+2ε−2γ +N1+3κ/2−γ/2)‖(HN + 1)1/2(N+ + 1)k+1ξ‖2
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Combining this with (6.20), we arrive at
〈ξ, (N+ + 1)k+1N≥cNγG′NN≥cNγ(N+ + 1)k+1ξ〉
‖ξ‖2
≤
[
N2−2γζ2 +N2+10κ/3+2ε/3−γ
] [
sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
]1/2
×
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
]1/2
+ CN2+14κ/3+4ε/3
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
]
+ C(N1+17κ/2+2ε−2γ +N1+3κ/2−γ/2)
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
]
for all ξ ∈ Qz. With (6.8), we obtain
N−1〈ξ, (N+ + 1)k+1KN≥cNγ (N+ + 1)k+1ξ〉
‖ξ‖2
≤ CNκ−2γ 〈ξ, (N+ + 1)
k+1K(N+ + 1)k+1ξ〉
‖ξ‖2
+C
[
N−κζ2 +Nγ+7κ/3+2ε/3
] [
sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
]1/2
×
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
]1/2
+CN2γ+11κ/3+4ε/3
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
]
+C(N15κ/2+2ε−1 +Nκ/2+3γ/2−1)
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
]
.
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Applying this bound to (5.8) and recalling that κ < 1/43, we conclude that
Nκ〈ξ, (N+ + 1)k+1eAeDEMN e−De−A(N+ + 1)k+1ξ〉
‖ξ‖2
≥ −CN−ε
[
sup
ξ∈Qζ
〈ξ, (HN + 1)(N+ + 1)2(k+1)ξ〉
‖ξ‖2
]
− C [N20κ+5εζ2 +N44κ+12ε] [ sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
]1/2
×
[
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
]1/2
.
Therefore, for any δ > 0, we find (if N is large enough)
Nκ〈ξ, (N+ + 1)k+1eAeDEMN e−De−A(N+ + 1)k+1ξ〉
‖ξ‖2
≥ −δ sup
ξ∈Qζ
〈ξ, (HN + 1)(N+ + 1)2(k+1)ξ〉
‖ξ‖2
− Cδ−1 [N20κ+5εζ2 +N44κ+12ε]2 sup
ξ∈Qζ
〈ξ, (HN + 1)(N+ + 1)2kξ〉
‖ξ‖2 .
From the last bound, (6.19) and (6.17), we obtain
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
≤ δ sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
+ Cδ−1
[
N20κ+5εζ2 +N44κ+12ε
]2
sup
ξ∈Qζ
〈ξ., (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
for any ξ ∈ Qζ . Taking the supremum over all ξ ∈ Qζ , and choosing δ > 0 small enough,
we arrive at
sup
ξ∈Qζ
〈ξ, (N+ + 1)2(k+1)(HN + 1)ξ〉
‖ξ‖2
≤ C [N20κ+5εζ2 +N44κ+12ε]2 sup
ξ∈Qζ
〈ξ, (N+ + 1)2k(HN + 1)ξ〉
‖ξ‖2
≤ C [N20κ+5εζ2 +N44κ+12ε]2k+1
by the induction assumption.
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7 Analysis of MN
This section is devoted to the proof of Proposition 5.1. In Subsection 7.1 we establish
bounds on the growth of the number of excitations and of their energy with respect to
the action of eD, with the quartic operator D = D1 −D∗1 with
D1 =
1
2N
∑
r∈PH ,p,q∈PL
ηra
∗
p+ra
∗
q−rapaq (7.1)
as defined in (5.3). In Subsection 7.2 we compute the different parts of the excitation
Hamiltonian MN , introduced in (5.5). Finally, in Subsection 7.3, we conclude the proof
of Prop. 5.1.
7.1 Growth of Number and Energy of Excitations
The first lemma of this section controls the growth of the number of excitations with
high momentum.
Lemma 7.1. Assume the exponents α, β satisfy (5.6). Let k ∈ N0, m = 1, 2, 3, 0 < γ ≤
α and c > 0 (c < 1 if γ = α). Then, there exists a constant C > 0 such that
e−sD(N+ + 1)k(N≥cNγ + 1)mesD ≤ C(N+ + 1)k(N≥cNγ + 1)m, (7.2)
for all s ∈ [−1; 1] and all N ∈ N large enough.
Proof. Since [N+,N≥cNγ ] = 0 and [N+,D] = 0, it is enough to prove the lemma for
k = 0. We consider first m = 1. For ξ ∈ F≤N+ , we define the function ϕξ : R→ R by
ϕξ(s) = 〈ξ, e−sD(N≥cNγ + 1)esDξ〉
so that differentiating yields
∂sϕξ(s) = 2Re 〈esDξ,
[N≥cNγ ,D1]esDξ〉 (7.3)
with D1 as in (7.1). By assumption, N
α ≥ Nα−Nβ ≥ cNγ for sufficiently large N ∈ N.
This implies that
[N≥cNγ , a∗p+r] = a∗p+r, [N≥cNγ , a∗q−r] = a∗q−r
for r ∈ PH and p, q ∈ PL, by (2.1) and (2.9). We then compute[N≥cNγ ,D1] = 1
N
∑
r∈PH ,p,q∈PL
ηra
∗
p+ra
∗
q−rapaq −
1
N
∑
r∈PH ,p,q∈PL,
|p|≥cNγ
ηra
∗
p+ra
∗
q−rapaq. (7.4)
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and apply Cauchy-Schwarz to obtain
|∂sϕξ(s)| ≤ C
N
( ∑
r∈PH ,p,q∈PL,
|p+r|≥cNγ,|q−r|≥cNγ
‖ap+r(N≥cNγ + 1)−1/2aq−resDξ‖2
)1/2
× ‖ηH‖
( ∑
p,q∈PL
‖ap(N≥cNγ + 1)1/2aqesDξ‖2
)1/2
≤ CNκ+3β/2−α/2ϕξ(s) ≤ Cϕξ(s).
(7.5)
Since the bound is independent of ξ ∈ F≤N+ and it also holds true if we replace D by
−D in the definition of ϕξ, this proves (7.2), for m = 1.
For m = 3, we define
ψξ(s) = 〈ξ, e−sD(N≥cNγ + 1)3esDξ〉
with derivative
∂sψξ(s) = 2Re 〈esDξ, [(N≥cNγ + 1)3,D1]esDξ〉
We have
[(N≥cNγ + 1)3,D1] = 3(N≥cNγ + 1)[N≥cNγ ,D1](N≥cNγ + 1)
+ [N≥cNγ , [N≥cNγ , [N≥cNγ ,D1]]].
(7.6)
The contribution of the first term on the r.h.s. of (7.6) can be controlled as in (7.5)
(replacing esDξ with (N≥cNγ + 1)esDξ). With (7.4) and using again that Nα ≥ Nα −
Nβ ≥ cNγ , we obtain that
[N≥cNγ , [N≥cNγ ,[N≥cNγ ,D1]]]
=
4
N
∑
r∈PH ,p,q∈PL
ηra
∗
p+ra
∗
q−rapaq −
7
N
∑
r∈PH ,p,q∈PL,
|p|≥cNγ
ηra
∗
p+ra
∗
q−rapaq
+
3
N
∑
r∈PH ,p,q∈PL,
|p|,|q|≥cNγ
ηra
∗
p+ra
∗
q−rapaq.
All these contributions can be controlled like those in (7.4). We conclude that
|∂sψξ(s)| ≤ Cψξ(s)
This proves (7.2) with m = 3. The case m = 2 follows by operator monotonicity of the
function x 7→ x2/3.
Next, we prove bounds for the growth of the low-momentum part of the kinetic
energy, defined as in (4.17).
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Lemma 7.2. Assume the exponents α, β satisfy (5.6). Let 0 < γ1, γ2 ≤ α, c1, c2 ≥ 0
(and cj ≤ 1 if γj = α, for j = 1, 2). Then, there exists a constant C > 0 such that
e−sDK≤c1Nγ1 esD ≤ K≤c1Nγ1 +N2β−1(N≥ 1
2
Nα + 1)
2,
e−sDK≤c1Nγ1 (N≥c2Nγ2 + 1)esD ≤ K≤c1Nγ1 (N≥c2Nγ2 + 1)
+N2β−1(N≥c2Nγ2 + 1)2(N≥ 1
2
Nα + 1)
(7.7)
for all s ∈ [−1; 1] and all N ∈ N sufficiently large.
Proof. Fix ξ ∈ F≤N+ and define ϕξ : R→ R by ϕξ(s) = 〈ξ, e−sDK≤c1Nγ1esDξ〉 such that
∂sϕξ(s) = 2Re 〈ξ, e−sD[K≤c1Nγ1 ,D1]esDξ〉.
We notice that [K≤c1Nγ1 , a∗p+r] = [K≤c1Nγ1 , a∗q−r] = 0
if r ∈ PH and p, q ∈ PL, because |r|, |p+ r|, |q − r| ≥ Nα −Nβ > c1Nγ1 for N ∈ N large
enough. Using (2.1), we then compute
[K≤c1Nγ1 ,D1] = −
1
N
∑
r∈PH ,p,q∈PL:|p|≤c1N
γ1
p2ηra
∗
p+ra
∗
q−rapaq. (7.8)
and, using that |p| ≤ Nβ for p ∈ PL, we obtain with Cauchy-Schwarz∣∣〈ξ, e−sD[K≤c1Nγ1 ,D1]esDξ〉∣∣
≤ CN
β
N
∑
r∈PH ,p,q∈PL:|p|≤c1Nγ1
|p||ηr|‖ar+paq−resDξ‖‖apaqesDξ‖
≤ CN5β/2+κ−α/2−1/2‖(N≥ 1
2
Nα + 1)e
sDξ‖‖K1/2≤c1Nγ1 esDξ‖.
(7.9)
With Lemma 7.1 choosing c = 12 and γ = α, this implies for N ∈ N large enough that
∂sϕξ(s) ≤ CN5β/2+κ−α/2−1/2‖(N≥ 1
2
Nα + 1)e
sDξ‖‖K1/2≤c1Nγ1 esDξ‖
≤ CN2β−1〈ξ, (N≥ 1
2
Nα + 1)
2ξ〉+ Cϕξ(s).
This proves the first inequality in (7.7), by Gronwall’s lemma and α > 3β + 2κ ≥ 0.
Next, let us prove the second inequality in (7.7). We define ψξ : R→ R by
ψξ(s) = 〈ξ, e−sDK≤c1Nγ1 (N≥c2Nγ2 + 1)esDξ〉,
and we compute
∂sψξ(s) = 2Re 〈ξ, e−sD
[K≤c1Nγ1 ,D1](N≥c2Nγ2 + 1)esDξ〉
+ 2Re 〈ξ, e−sDK≤c1Nγ1
[N≥c2Nγ2 ,D1]esDξ〉.
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First, we proceed as in (7.9) and obtain with (4.7) that∣∣〈ξ, e−sD[K≤c1Nγ1 ,D1](N≥c2Nγ2 + 1)esDξ〉∣∣
≤ CN
β
N
∑
r∈PH ,p,q∈PL:
|p|≤c1Nγ1
|p||ηr|‖ar+paq−r(N≥c2Nγ2 + 1)1/2esDξ‖
× ‖aqap(N≥c2Nγ2 + 1)1/2esDξ‖
≤ CN5β/2+κ−α/2−1/2‖(N≥c2Nγ2 + 1)(N≥ 1
2
Nα + 1)
1/2esDξ‖
× ‖K1/2≤c1Nγ1 (N≥c2Nγ2 + 1)1/2esDξ‖.
Here, we used in the last step that [aq−r,N≥c2Nγ2 ] = aq−r for r ∈ PH , q ∈ PL and that
Nc2Nγ2 ≥ NNα−Nβ for N ∈ N large enough. The last bound and Lemma 7.1 imply that∣∣〈ξ, e−sD[K≤c1Nγ1 ,D1](N≥c2Nγ2 + 1)esDξ〉∣∣
≤ CN2β−1〈ξ, (N≥c2Nγ2 + 1)2(N≥ 1
2
Nα + 1)ξ〉+ Cψξ(s).
(7.10)
Next, we recall the identity (7.4) and that[K≤c1Nγ1 , a∗p+r] = [K≤c1Nγ1 , a∗q−r] = 0
whenever r ∈ PH , p, q ∈ PL and N ∈ N is sufficiently large. We then obtain∣∣〈ξ, e−sDK≤c1Nγ1 [N≥c2Nγ2 ,D1]esDξ〉∣∣
≤ C
N
∑
r∈PH ,p,q∈PL,
v∈Λ∗+:|v|≤c1N
γ1
|v|2|ηr|‖ar+p(N≥c2Nγ2 + 1)−1/2aq−ravesDξ‖
× ‖apaq(N≥c2Nγ2 + 1)1/2avesDξ‖
≤ CN3β/2+κ−α/2〈esDξ,K≤c1Nγ1 (N≥c2Nγ2 + 1)esDξ〉 ≤ Cψξ(s).
(7.11)
Hence, putting (7.10) and (7.11) together, we have proved that
∂sψξ(s) ≤ CN2β−1〈ξ, (N≥c2Nγ2 + 1)2(N≥ 1
2
Nα + 1)ξ〉+ Cψξ(s),
which implies the second bound in (7.7), by Gronwall’s lemma.
It will also be important to control the potential energy operator, restricted to low
momenta. We define
VN,L = 1
2N
∑
u∈Λ∗,p,q∈Λ∗+:
p+u,q+u,p,q∈PL
NκV̂ (u/N1−κ)a∗p+ua
∗
qapaq+u. (7.12)
Notice that VN,L = V∗N,L by symmetry of the momentum restrictions. To calculate
eDVN,Le−D, we will use the next lemma, which will also be useful in the next subsections.
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Lemma 7.3. Assume the exponents α, β satisfy (5.6). Let F = (Fp)p∈Λ∗+ ∈ ℓ∞(Λ∗+) and
define
Z =
1
2N
∑
u∈Λ∗,p,q∈Λ∗+:
p+u,q+u,p,q∈PL
Fua
∗
p+ua
∗
qapaq+u (7.13)
Then, there exists a constant C > 0 such that
±(e−sDZesD − Z) ≤ C‖F‖∞Nβ−1KL(N≥ 1
2
Nα + 1) + C‖F‖∞N3β−2(N≥ 1
2
Nα + 1)
3
(7.14)
for all s ∈ [−1; 1], and for all N ∈ N sufficiently large.
Proof. Given ξ ∈ F≤N+ , we define ϕξ : R→ R by
ϕξ(s) = 〈ξ, e−sDZesDξ〉,
which has derivative
∂sϕξ(s) = 2Re 〈ξ, e−sD[Z,D1]esDξ〉.
By assumption, we have α > 3β + 2κ so that |r|, |v + r|, |w − r| ≥ Nα − Nβ > Nβ if
r ∈ PH and v,w ∈ PL, for sufficiently large N ∈ N. This implies in particular that
[apaq+u, a
∗
v+ra
∗
w−r] = 0
whenever q + u, p ∈ PL and r ∈ PH , v,w ∈ PL. As a consequence, we find
[Z,D1] = − 1
2N2
∑
u∈Λ∗,r∈PH ,v,w∈PL:
w−u,v+u∈PL
Fuηra
∗
v+ra
∗
w−raw−uav+u
− 1
N2
∑
u∈Λ∗,r∈PH ,v,w,p∈PL:
p+u,v+u∈PL
Fuηra
∗
v+ra
∗
w−ra
∗
p+uawav+uap.
(7.15)
With (4.7) and Nα −Nβ > 12Nα for N ∈ N large enough, we can bound∣∣∣∣ 1N2 ∑
u∈Λ∗,r∈PH ,v,w∈PL:
w−u,v+u∈PL
Fuηr〈esDξ, a∗v+ra∗w−raw−uav+uesDξ〉
∣∣∣∣
≤ C‖F‖∞
N2
( ∑
u∈Λ∗,r∈PH ,v,w∈PL:
w−u,v+u∈PL
|v + u|−2‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−re
sDξ‖2
)1/2
×
( ∑
u∈Λ∗,r∈PH ,v,w∈PL:
w−u,v+u∈PL
η2r |v + u|2‖aw−u(N≥ 1
2
Nα + 1)
1/2av+ue
sDξ‖2
)1/2
≤ C‖F‖∞N7β/2+κ−α/2−3/2‖(N≥ 1
2
Nα + 1)
1/2esDξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2esDξ‖.
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and∣∣∣∣ 1N2 ∑
u∈Λ∗,r∈PH ,v,w,p∈PL:
p+u,v+u∈PL
Fuηr〈esDξ, a∗v+ra∗w−ra∗p+uawav+uapesDξ〉
∣∣∣∣
≤ C‖F‖∞
N2
( ∑
u∈Λ∗,r∈PH ,v,w,p∈PL:
p+u,v+u∈PL
|p+ u|2|p|−2‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rap+ue
sDξ‖2
)1/2
×
( ∑
u∈Λ∗,r∈PH ,v,w,p∈PL:
p+u,v+u∈PL
η2r |p|2|p+ u|−2‖aw(N≥ 1
2
Nα + 1)
1/2av+uape
sDξ‖2
)1/2
≤ C‖F‖∞N5β/2+κ−α/2−1〈ξ, e−sDKL(N≥ 1
2
Nα + 1)e
sDξ〉.
Lemma 7.1, Lemma 7.2 and the assumption α > 3β + 2κ ≥ 0 implies
±∂sϕs(ξ) ≤ C‖F‖∞Nβ−1〈ξ,KL(N≥ 1
2
Nα + 1)ξ〉 + C‖F‖∞N3β−2〈ξ, (N≥ 1
2
Nα + 1)
3ξ〉.
Hence, integrating the last equation from zero to s ∈ [−1; 1] proves the lemma.
With supp∈Λ∗ |NκV̂ (p/N1−κ)| ≤ CNκ, we obtain immediately the following result.
Corollary 7.4. Assume the exponents α, β satisfy (5.6). Then there exists a constant
C > 0 such that
±(e−sDVN,LesD − VN,L) ≤ CNβ+κ−1KL(N≥ 1
2
Nα + 1) +CN
3β+κ−2(N≥ 1
2
Nα + 1)
3
for all s ∈ [−1; 1], and for all N ∈ N sufficiently large.
We also need rough bounds for the conjugation of the full potential energy operator
VN . To this end, we will make use of the following estimate for the commutator of VN
with D = D1 −D∗1, with D1 defined in (7.1).
Proposition 7.5. Assume the exponents α, β satisfy (5.6). Then
[VN ,D] = 1
2N
∑
u∈Λ∗+,p,q∈PL:
p+u,q−u 6=0
Nκ(V̂ (./N1−κ) ∗ η/N)(u)(a∗p+ua∗q−uapaq + h.c.)
+ E[VN ,D]
(7.16)
and there exists a constant C > 0 such that
±E[VN ,D] ≤ δVN + CNα+κ−1VN +CNα+κ−1VN,L
+ δ−1CNβ+κ−1KL(N≥ 1
2
Nα + 1) + δ
−1CN3β+κ−1(N≥ 1
2
Nα + 1)
2 (7.17)
for all δ > 0 and for all N ∈ N sufficiently large.
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Proof. We have
[VN ,D] = [VN ,D1] + h.c.
To compute the commutator [VN ,D1], we compute first of all that
[a∗p+ua
∗
qapaq+u, a
∗
v+ra
∗
w−ravaw]
= a∗p+ua
∗
qaq+ua
∗
w−ravawδp,v+r + a
∗
p+ua
∗
qapa
∗
w−ravawδq+u,v+r
+ a∗p+ua
∗
qa
∗
v+raq+uavawδp,w−r + a
∗
p+ua
∗
qa
∗
v+rapavawδq+u,w−r
− a∗v+ra∗w−ra∗qawapaq+uδp+u,v − a∗v+ra∗w−ra∗p+uawapaq+uδq,v
− a∗v+ra∗w−rava∗qapaq+uδp+u,w − a∗v+ra∗w−rava∗p+uapaq+uδq,w.
Putting the terms in the first and last line on the r.h.s. into normal order, we obtain
[VN ,D1] + h.c. = 1
2N
∗∑
u∈Λ∗,v,w∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
+Φ1 +Φ2 +Φ3 +Φ4 + h.c.,
(7.18)
where
Φ1 = − 1
2N2
∗∑
u∈Λ∗,v,w∈PL,
r∈P cH∪{0}
NκV̂ ((u− r)/N1−κ)ηra∗v+ua∗w−uavaw,
Φ2 = − 1
2N2
∗∑
u∈Λ∗,r∈PH ,
v,w∈PL
NκV̂ (u/N1−κ)ηra
∗
v+ra
∗
w−raw−uav+u,
Φ3 =
1
N2
∗∑
u∈Λ∗,q∈Λ∗+,
r∈PH ,v,w∈PL
NκV̂ (u/N1−κ)ηra
∗
w−r+ua
∗
v+ra
∗
qaq+uavaw,
Φ4 = − 1
N2
∗∑
u∈Λ∗,q∈Λ∗+,
r∈PH ,v,w∈PL
NκV̂ (u/N1−κ)ηra
∗
v+ra
∗
w−ra
∗
qawav−uaq+u.
(7.19)
The first term on the r.h.s. in (7.18) appears explicitly in (7.16). Hence, let us estimate
the size of the operators Φ1 to Φ4, defined in (7.19).
Starting with Φ1, we switch to position space and find
|〈ξ,Φ1ξ〉| ≤ 1
N
∑
r∈P cH∪{0}
|ηr|
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖bˇxaˇyξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∥∥∥ ∑
w,v∈PL
eivx+iwyavawξ
∥∥∥2)1/2
≤ CNα+κ−1‖V1/2N ξ‖‖V1/2N,Lξ‖.
(7.20)
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The term Φ2 on the r.h.s. of (7.19) can be controlled by
|〈ξ,Φ2ξ〉| =
∣∣∣∣ 1N
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∗∑
r∈PH ,
v,w∈PL
e−iwxe−ivyηr〈ξ, a∗v+ra∗w−raˇxaˇyξ〉
∣∣∣∣
≤ CN
3β‖ηH‖
N
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,v,w∈PL
‖av+raw−rξ‖2
)1/2
≤ CN9β/2+3κ/2−α/2−3/2‖V1/2N ξ‖‖(N≥ 1
2
Nα + 1)ξ‖.
Finally, the contributions Φ3 and Φ4 can be bounded as follows. We obtain
|〈ξ,Φ3ξ〉| ≤ 1
N
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,
v,w∈PL
|ηr||〈ξ, a∗v+r aˇ∗xaˇ∗yaˇyavawξ〉|
≤ CN
3β/2‖ηH‖
N
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
v∈PL
|v|−2‖aˇxaˇyξ‖2
)1/2
×
(
Nκ−1
∫
Λ
dx
∑
v,w∈PL
|v|2‖(N≥ 1
2
Nα + 1)
1/2aˇxawavξ‖2
)1/2
≤ CN2β+3κ/2−α/2−1/2‖V1/2N ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖
as well as
|〈ξ,Φ4ξ〉| ≤ 1
N
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,v,w∈PL
|ηr||〈ξ, a∗v+ra∗w−raˇ∗yawaˇxaˇyξ〉|
≤ CN
3β/2‖ηH‖
N
[ ∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyξ‖2
)1/2
×
(
Nκ−1
∫
Λ
dy
∑
r∈PH ,
v,w∈PL
‖aˇyav+raw−r(N+ + 1)1/2ξ‖2
)1/2
≤ CN3β+3κ/2−α/2−1/2‖V1/2N ξ‖‖(N≥ 1
2
Nα + 1)ξ‖.
In conclusion, the previous bounds imply with the assumption (5.6) (in particular, since
α > 3β + 2κ and 3β − 2 < 0) that
± (Φ1 +Φ2 +Φ3 +Φ4 + h.c.)
≤ δVN + CNα+κ−1VN + CNα+κ−1VN,L + δ−1CNβ+κ−1KL(N≥ 1
2
Nα + 1)
+ δ−1CN3β+κ−1(N≥ 1
2
Nα + 1)
2
(7.21)
holds true in F≤N+ for any δ > 0. This concludes the proof.
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With Prop. 7.5, we obtain a bound for the growth of VN .
Corollary 7.6. Assume the exponents α, β satisfy (5.6). Then there exists a constant
C > 0 such that the operator inequality
e−sDVNesD ≤ CVN + CVN,L + CNβ+κ−1KL(N≥ 1
2
Nα + 1) + CN
3β+κ(N≥ 1
2
Nα + 1).
for all s ∈ [−1; 1] and for all N ∈ N sufficiently large.
Proof. We apply Gronwall’s lemma. Given a normalized vector ξ ∈ F≤N+ , we define
ϕξ(s) = 〈ξ, e−sDVNesDξ〉 and compute its derivative s.t.
∂sϕξ(s) = 〈ξ, e−sD[VN ,D]esDξ〉.
Hence, we can apply (7.16) and estimate∣∣∣∣ 12N ∑
u∈Λ∗+,v,w∈PL:
v+u,w−u 6=0
Nκ(V̂ (./N1−κ) ∗ η/N)(u)〈esDξ, a∗v+ua∗w−uavawesDξ〉
∣∣∣∣
≤ ‖ηˇ‖∞
N
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyesDξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∥∥∥ ∑
v,w∈PL
eivx+iwyavawe
sDξ
∥∥∥2)1/2
≤ C‖V1/2N esDξ‖‖V1/2N,LesDξ‖ ≤ Cϕξ(s) + C〈ξ, e−sDVN,LesDξ〉.
(7.22)
Here, we used (3.10), which shows that ‖ηˇ‖∞ ≤ CN . Using Corollary 7.4 (recalling that
α > 3β + 2κ and 2β ≤ 1) and N≥ 1
2
Nα ≤ N in F≤N+ , this simplifies to∣∣∣∣ 12N ∑
u∈Λ∗+,v,w∈PL:
v+u,w−u 6=0
Nκ(V̂ (./N1−κ) ∗ η/N)(u)〈esDξ, a∗v+ua∗w−uavawesDξ〉
∣∣∣∣
≤ Cϕξ(s) +C〈ξ,VN,Lξ〉+ CNβ+κ−1〈ξ,KL(N≥ 1
2
Nα + 1)ξ〉+ CN3β+κ〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
Together with (7.16), the bound (7.17) (choosing δ = 1) and an application of Lemma 7.1
and of Lemma 7.2, the claim follows now from Gronwall’s lemma.
Finally, we need control for the growth of the full kinetic energy operator K. To this
end, we need to estimate its commutator with D.
Proposition 7.7. Assume the exponents α, β satisfy (5.6). Let m0 ∈ R be such that
m0β = α (from (5.6) it follows that 3 < m0 < 5). Then
[K,D] = − 1
2N
∑
u∈Λ∗,p,q∈PL:
p+u,q−u 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(u)
(
a∗p+ua
∗
q−uapaq + h.c.
)
+ E[K,D],
(7.23)
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where the self-adjoint operator E[K,D] satisfies
±E[K,D] ≤ CN5β/4+κK≤2N3β/2 + δK + Cδ−1
2⌊m0⌋−1∑
j=3
N jβ/2+3β/2+2κ−1KL(N≥ 1
2
Njβ/2 + 1)
+ Cδ−1Nα+β+2κ−1KL(N≥ 1
2
N⌊m0⌋β + 1) + C
(7.24)
for all δ > 0 and for all N ∈ N sufficiently large.
Proof. Using that [K,D] = [K,D1] + h.c., a straight forward computation shows that
[K,D1] + h.c. = − 1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(r)a∗v+ra∗w−ravaw
+Σ1 +Σ2 +Σ3 + h.c.,
(7.25)
where
Σ1 =
1
2N
∑
r∈P cH∪{0},v,w∈PL:
v+r,w−r 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(r)a∗v+ra∗w−ravaw,
Σ2 =
1
2N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
N3−2κλℓ(χ̂ℓ ∗ f̂N )(r)a∗v+ra∗w−ravaw,
Σ3 =
2
N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
r · v ηra∗v+ra∗w−ravaw.
(7.26)
Let us estimate the size of the operators Σ1,Σ2 and Σ3. Using
∣∣(V̂ (./N1−κ)∗f̂N )(r)∣∣ ≤ C,
we control the operator Σ1 by
|〈ξ,Σ1ξ〉| =
∣∣∣∣ 12N ∑
r∈P cH∪{0},v,w∈PL:
v+r,w−r 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(r)〈ξ, b∗v+ra∗w−ravawξ〉
∣∣∣∣
≤ CN
κ
N
∑
r∈Λ∗,v,w∈PL:|r|≤N
3β/2,
v+r,w−r 6=0
‖aw−rav+rξ‖‖avawξ‖
+
CNκ
N
2⌊m0⌋−1∑
j=3
∑
r∈P cH∪{0},v,w∈PL:
Njβ/2≤|r|≤N(j+1)β/2,
v+r,w−r 6=0
‖aw−r(N≥ 1
2
Njβ/2 + 1)
−1/2av+rξ‖‖av(N≥ 1
2
Njβ/2 + 1)
1/2awξ‖
+
CNκ
N
∑
r∈P cH∪{0},v,w∈PL:
N⌊m0⌋β≤|r|≤Nα,
v+r,w−r 6=0
‖aw−r(N≥ 1
2
N⌊m0⌋β + 1)
−1/2av+rξ‖‖av(N≥ 1
2
N⌊m0⌋β + 1)
1/2awξ‖.
(7.27)
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By Cauchy-Schwarz, the first term on the r.h.s. of (B.5) can be controlled by
CNκ
N
∑
r∈Λ∗,v,w∈PL:|r|≤N3β/2,
v+r,w−r 6=0
‖aw−rav+rξ‖‖avawξ‖ ≤ CN5β/4+κ〈ξ,K≤2N3β/2ξ〉.
The second contribution on the r.h.s. of (7.27) can be bounded by
CNκ
N
2⌊m0⌋−1∑
j=3
∑
r∈P cH∪{0},v,w∈PL:
Njβ/2≤|r|≤N(j+1)β/2,
v+r,w−r 6=0
‖aw−r(N≥ 1
2
Njβ/2 + 1)
−1/2av+rξ‖‖aw(N≥ 1
2
Njβ/2 + 1)
1/2avξ‖
≤ C
2⌊m0⌋−1∑
j=3
N jβ/4+3β/4+κ−1/2‖K1/2ξ‖‖K1/2L (N≥ 1
2
Njβ/2 + 1)
1/2ξ‖.
(7.28)
Similarly, we find that
CNκ
N
∑
r∈P cH∪{0},v,w∈PL:
N⌊m0⌋β≤|r|≤Nα,
v+r,w−r 6=0
‖aw−r(N≥ 1
2
N⌊m0⌋β + 1)
−1/2av+rξ‖‖aw(N≥ 1
2
N⌊m0⌋β + 1)
1/2avξ‖
≤ CNα/2+β/2+κ−1/2‖K1/2ξ‖‖K1/2L (N≥ 1
2
N⌊m0⌋β + 1)
1/2ξ‖.
(7.29)
In summary, the previous three bounds imply that
±Σ1 ≤ CN5β/4+κK≤2N3β/2 + δK + Cδ−1Nα+β+2κ−1KL(N≥ 1
2
N⌊m0⌋β + 1)
+ Cδ−1
2⌊m0⌋−1∑
j=3
N jβ/2+3β/2+2κ−1KL(N≥ 1
2
Njβ/2 + 1)
(7.30)
for some constant C > 0 and all δ > 0.
Next, let us switch to Σ2 and Σ3, defined in (7.26). Using Lemma 3.1 i) and the
bound B.9, Cauchy-Schwarz and α > 3β + 2κ impy
|〈ξ,Σ2ξ〉| ≤ CN
κ
N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
|r|−2‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rξ‖‖av(N≥ 1
2
Nα + 1)
1/2awξ‖
≤ CN−β−1/2‖(N≥ 1
2
Nα + 1)
1/2ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖.
(7.31)
Similarly, we obtain
|〈ξ,Σ3ξ〉| ≤ C
N
∑
r∈PH ,v,w∈PL
|r||v||ηr|‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rξ‖‖avaw(N≥ 1
2
Nα + 1)
1/2ξ‖
≤ CN−1/2‖K1/2ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖,
(7.32)
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where we used that |r|/|v + r| ≤ 2 for r ∈ PH , v ∈ PL and N ∈ N large enough.
Combining (7.30), (7.31) and (7.32) and defining E[K,D] =
∑3
i=1(Σi + h.c.) proves the
claim.
Corollary 7.8. Assume the exponents α, β satisfy (5.6). Let m0 ∈ R be such that
m0β = α (3 < m0 < 5 from (5.6)). Then, there exists a constant C > 0 such that
e−sDKesD ≤ CK+ CVN + CVN,L + CN5β/4+κK≤N3β/2
+C
2⌊m0⌋−1∑
j=3
N jβ/2+3β/2+2κ−1
[
KL +N2β(N≥ 1
2
Nα + 1)
]
(N≥ 1
2
Njβ/2 + 1)
+CNα+β+2κ−1
[
KL +N2β(N≥ 1
2
Nα + 1)
]
(N≥ 1
2
N⌊m0⌋β + 1) + CN
13β/4+κ
(7.33)
for all s ∈ [−1; 1] and for all N ∈ N sufficiently large.
Proof. Given ξ ∈ F≤N+ , we define ϕξ(s) = 〈ξ, e−sDKesDξ〉. Differentiation yields
∂sϕξ(s) = 〈ξ, e−sD[K,D]esDξ〉,
s.t., to bound the derivative of ϕξ, we can apply Proposition 7.7. Arguing exactly as in
(7.22), we obtain with supx∈Λ |fN (x)| ≤ 1 the operator inequality
± 1
2N
∑
u∈Λ∗+,v,w∈PL:
v+u,w−u 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(u)a∗v+ua∗w−uavaw ≤ CVN + CVN,L.
Now, the claim follows from the bound (7.24) (choosing δ = 1), the previous bound
and an application of Corollary 7.6, Corollary 7.4, Lemma 7.1, Lemma 7.2 and the
operator bound N≥ 1
2
Nα ≤ 4N−2αK, by Gronwall’s Lemma.
7.2 Action of Quartic Renormalization on Excitation Hamiltonian
We compute now the main contributions toMN = e−DJ effN eD. From (4.5) and recalling
that [N+,D] = 0, we can decompose
MN = 4πa0N1+κ − 4πa0Nκ−1N 2+/N +M(2)N +M(3)N +M(4)N (7.34)
where the operators M(i)N , i = 2, 3, 4, are defined by
M(2)N = 8πa0Nκ
∑
p∈P cH
e−Db∗pbpe
D + 4πa0N
κ
∑
p∈P cH
e−D
[
b∗pb
∗
−p + bpb−p
]
eD
M(3)N =
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
e−D
[
b∗p+qa
∗
−paq + h.c.
]
eD,
M(4)N = e−DHNeD = e−DKeD + e−DVNeD.
(7.35)
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7.2.1 Analysis of M(2)N
In this section, we determine the main contributions to M(2)N , defined in (7.35) by
M(2)N = 8πa0Nκ
∑
p∈P cH
e−Db∗pbpe
D + 4πa0N
κ
∑
p∈P cH
e−D
[
b∗pb
∗
−p + bpb−p
]
eD (7.36)
The main result of this section is the following proposition.
Proposition 7.9. Assume the exponents α, β satisfy (5.6). Then
M(2)N = 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+ E(2)MN (7.37)
and there exists a constant C > 0 such that
±eAeDE(2)MN e−De−A ≤ CN−β−2κK + CNκ (7.38)
for all N ∈ N sufficiently large.
Proof. We start with the identity
M(2)N − 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
= 8πa0N
κ
∫ 1
0
dt
∑
p∈P cH
e−tD
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p,D1
]
etD + h.c.
(7.39)
and a straight-forward computation shows that[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p, a
∗
v+ra
∗
w−rawav
]
= b∗v+ra
∗
w−ravbw
(
δp,v+r + δp,w−r − δp,v − δp,w
)
− 1
2
b∗v+rb
∗
w−r
(
δp,wδ−p,v + δ−p,wδp,v) +
1
2
bvbw(δp,w−rδ−p,v+r + δ−p,w−rδp,v+r
)
− 1
2
b∗v+rb
∗
w−r
(
a∗−pawδp,v + a
∗
pawδ−p,v + a
∗
−pavδp,w + a
∗
pavδ−p,w
)
+
1
2
(
a∗w−ra−pδp,v+r + a
∗
v+ra−pδp,w−r + a
∗
w−rapδ−p,v+r + a
∗
v+rapδ−p,w−r
)
bvbw.
As a consequence, we find that
M(2)N − 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
=
∫ 1
0
dt e−tD
5∑
j=1
(
Vj + h.c.
)
etD,
(7.40)
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where
V1 = −8πa0N
κ
2N
∑
r∈PH ,v∈PL
ηrb
∗
v+rb
∗
−v−r,
V2 =
8πa0N
κ
2N
∑
r∈PH ,v∈PL:
v+r∈P cH ,v+r 6=0
ηrbvb−v,
V3 =
8πa0N
κ
2N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
ηr
(− 2 + χ{r+v∈P cH} + χ{w−r∈P cH})b∗v+ra∗w−ravbw,
V4 = −8πa0N
κ
N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
ηrb
∗
v+rb
∗
w−ra
∗
−vaw,
V5 =
8πa0N
κ
N
∑
r∈PH ,v,w∈PL:
r−w∈P cH ,v+r,w−r 6=0
ηra
∗
v+rar−wbvbw.
(7.41)
Here χ{p∈S} denotes as usual the characteristic function for the set S ⊂ Λ∗+, evaluated
at p ∈ Λ∗+. Let us briefly explain how to bound the different contributions V1 to V5,
defined in (7.41). Using Cauchy-Schwarz, the first two contributions are bounded by
±(V1 +V2) ≤ CN2κ+3β−α/2−1(N≥ 1
2
Nα + 1) +CN
2κ+3β/2−1(KL + 1)
where, for V2, we used that v + r ∈ P cH implies that |r| ≤ Nα + Nβ and furthermore
that
∑
Nα≤|r|≤Nα+Nβ |ηr| ≤ Nκ+β. The contributions V3 to V5, on the other hand, can
be controlled by
|〈ξ, (V3 +V4 +V5)ξ〉|
≤ CN
κ
N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
|ηr|‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rξ‖‖av(N≥ 1
2
Nα + 1)
1/2awξ‖
+
CNκ
N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
|ηr|‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rawξ‖‖av(N≥ 1
2
Nα + 1)
1/2ξ‖
+
CNκ
N
∑
r∈PH ,v,w∈PL:
v+r,w−r 6=0
|ηr|‖av+rξ‖‖avawaw−rξ‖
≤ CN2κ+3β/2−α/2〈ξ, (N≥ 1
2
Nα + 1)ξ〉 ≤ CNκ〈ξ, (N≥ 1
2
Nα + 1)ξ〉
for any ξ ∈ F≤N+ . In conclusion (since 2κ+3β−α/2−1 < κ from (5.6)), we have proved
that
±
5∑
j=1
(
Vj + h.c.
) ≤ CN2κ+3β/2−1KL + CNκ(N≥ 1
2
Nα + 1).
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Now, applying this bound together with (7.40), Lemma 4.2, Lemma 4.3, Lemma 7.1,
Lemma 7.2 and the operator inequality N≥ 1
2
Nα ≤ 4N−2αK proves the claim.
7.2.2 Analysis of M(3)N
In this section, we determine the main contributions to M(3)N , defined in (7.35) by
M(3)N =
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
e−D
(
b∗p+qa
∗
−paq + h.c.
)
eD. (7.42)
Proposition 7.10. Assume the exponents α, β satisfy (5.6). Then we have that
M(3)N =
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
(
b∗p+qa
∗
−paq + h.c.
)
+ E(3)MN (7.43)
and there exists a constant C > 0 such that
±eAeDE(3)MN e−De−A
≤ CN−βK + CNα+β/2+2κ−1K(N≥ 1
2
Nα + 1) +CN
α+β/2+2κ
(7.44)
for all N ∈ N sufficiently large.
Proof. Let us define the operator Y : F≤N+ → F≤N+ by
Y =
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
(
b∗p+qa
∗
−paq + h.c.
)
, (7.45)
so that M(3)N = e−DYeD. We recall the definition (7.1) and observe that
e−DYeD −Y =
∫ 1
0
ds e−sD[Y,D1]e
sD + h.c.. (7.46)
This implies that it is enough to control the commutator [Y,D1] after conjugation with
etD, for any t ∈ [−1; 1]. Note that, if p ∈ P cH , q ∈ PL, r ∈ PH and v,w ∈ PL, we have
|v + r| ≥ Nα − Nβ > 12Nα > Nβ s.t. [a∗−paq, a∗v+ra∗w−r] = 0, for N ∈ N large enough.
Then, a lengthy, but straight-forward calculation shows that
[b∗p+qa
∗
−paq, a
∗
v+ra
∗
w−ravaw] = −b∗v+ra∗w−raq(δ−p,wδp+q,v + δ−p,vδp+q,w)
− b∗p+qa∗v+ra∗w−raq(awδ−p,v + avδ−p,w)
− b∗−pa∗v+ra∗w−raq(awδp+q,v + avδp+q,w)
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and
[a∗qa−pbp+q, a
∗
v+ra
∗
w−ravaw] = a
∗
qavbwδ−p,w−rδp+q,v+r + a
∗
qavbwδ−p,v+rδp+q,w−r
+ a∗qa
∗
w−ravawbp+qδ−p,v+r + a
∗
qa
∗
v+ravawbp+qδ−p,w−r
− a∗v+ra∗w−rawa−pbp+qδq,v − a∗v+ra∗w−rava−pbp+qδq,w
+ a∗qa
∗
w−ra−pavbwδp+q,v+r + a
∗
qa
∗
v+ra−pavbwδp+q,w−r.
As a consequence, we conclude that
[Y,D1] + h.c. =
6∑
i=1
(Ψi + h.c.), (7.47)
where
Ψ1 = −8πa0N
κ
N3/2
∗∑
r∈PH ,v,w∈PL:
v+w∈PL
ηrb
∗
v+ra
∗
w−rav+w,
Ψ2 =
8πa0N
κ
N3/2
∗∑
r∈PH ,v,w∈PL:
v+r,r−w∈P cH ,v+w∈PL
ηra
∗
v+wavbw,
Ψ3 = −16πa0N
κ
N3/2
∗∑
r∈PH ,q,v,w∈PL
ηrb
∗
q−va
∗
v+ra
∗
w−raqaw,
Ψ4 =
8πa0N
κ
N3/2
∗∑
r∈PH ,q,v,w∈PL:
v+r∈P cH
ηra
∗
qa
∗
w−ravawbq−v−r,
Ψ5 =
8πa0N
κ
N3/2
∗∑
r∈PH ,q,v,w∈PL:
v+r−q∈P cH
ηra
∗
qa
∗
w−ravawbq−v−r,
Ψ6 = −8πa0N
κ
N3/2
∗∑
p∈P cH ,r∈PH ,v,w∈PL
ηra
∗
v+ra
∗
w−rawa−pbp+v.
(7.48)
Let us explain how to control the operators Ψ1 to Ψ6, defined in (7.48). We start with
Ψ1. Given ξ ∈ F≤N+ , we find that
|〈ξ,Ψ1ξ〉| =
∣∣∣∣8πa0NκN3/2
∗∑
r∈PH ,v,w∈PL
ηr〈ξ, b∗v+ra∗w−rav+wξ〉
∣∣∣∣
≤ CN
κ
N3/2
∗∑
r∈PH ,v,w∈PL
|ηr|‖(N≥ 1
2
Nα + 1)
−1/2av+raw−rξ‖‖(N≥ 1
2
Nα + 1)
1/2av+wξ‖
≤ CN3β+2κ−α/2−1〈ξ, (N≥ 1
2
Nα + 1)ξ〉 ≤ CN3β/2+κ−1〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
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The contribution Ψ2 can be bounded by
|〈ξ,Ψ2ξ〉| =
∣∣∣∣8πa0NκN3/2
∗∑
r∈PH ,v,w∈PL:
v+r∈P cH
ηr〈ξa∗v+wavbwξ〉
∣∣∣∣
≤ CNβ/2+κ−1〈ξ,K≤2Nβ ξ〉
∑
Nα≤|r|≤Nα+Nβ
|ηr| ≤ CN3β/2+2κ−1〈ξ,K≤2Nβ ξ〉.
Notice here, that we used that |r| ≤ Nα+Nβ if r+ v ∈ P cH and v ∈ PL. Next, we apply
as usual Cauchy-Schwarz to estimate the terms Ψ3 to Ψ5 by
|〈ξ,Ψ3ξ〉+ 〈ξ,Ψ4ξ〉+ 〈ξ,Ψ5ξ〉|
≤ CN3β+2κ−α/2〈ξ, (N≥ 1
2
Nα + 1)ξ〉 ≤ CN3β/2+κ〈ξ, (N≥ 1
2
Nα + 1)ξ〉
for all α > 3β + 2κ. Finally, the term Ψ6 can be controlled by
|〈ξ,Ψ6ξ〉| =
∣∣∣∣8πa0NκN3/2
∗∑
p∈P cH ,r∈PH ,v,w∈PL
ηr〈ξ, a∗v+ra∗w−rawa−pbp+vξ〉
∣∣∣∣
≤ CNκ−3/2
∗∑
p∈P cH ,r∈PH ,v,w∈PL
|w|−1‖(N≥Nα/2 + 1)−1/2av+raw−rξ‖
× |w||ηr|‖awa−pbp+v(N≥Nα/2 + 1)1/2ξ‖
≤ CNα+β/2+2κ−1〈ξ,KL(N≥ 1
2
Nα + 1)ξ〉 +CNα+β/2+2κ〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
In conclusion, the previous estimates show that
±
[ 6∑
i=1
(Ψi + h.c.)
]
≤ CN3β/2+2κ−1K≤2Nβ + CNα+β/2+2κ−1KL(N≥ 1
2
Nα + 1)
+ CNα+β/2+2κ(N≥ 1
2
Nα + 1),
so that, together with (7.46) and (7.47), an application of the Lemmas 4.2, 4.3, 7.1, 7.2
and the operator bound N≥ 1
2
Nα ≤ 4N−2αK proves the claim.
7.2.3 Analysis of M(4)N
In this section, we determine the main contributions to M(4)N = e−DHNeD, defined in
(7.35). To this end, we start with the observation that
M(4)N = HN +
∫ 1
0
ds e−sD
(
[K,D1] + [VN ,D1]
)
esD + h.c., (7.49)
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with D1 defined in (7.1). By Proposition 7.5 and Proposition 7.7, this implies that
M(4)N = HN −
Nκ
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
∫ 1
0
ds V̂ (r/N1−κ)e−sD
(
a∗v+ra
∗
w−ravaw + h.c.
)
esD
+
∫ 1
0
ds e−sD
(
E[K,D] + E[VN ,D]
)
esD,
(7.50)
where we used that V̂ (·/N1−κ)∗(f̂N−η/N)(r) = V̂ (·/N1−κ)(r) for all r ∈ Λ∗+. Moreover,
the operators E[VN ,D] and E[K,D] are explicitly given by
E[VN ,D] =
4∑
i=1
(
Φi + h.c.
)
, E[K,D] =
3∑
j=1
(
Σj + h.c.
)
(7.51)
where we recall the definitions (7.19) and (7.26). Let us analyse the different contribu-
tions in (7.50), separately. We start with the second term on the r.h.s. of (7.50).
Proposition 7.11. Assume the exponents α, β satisfy (5.6). Then we have
1
2N
∑
u∈Λ∗,p,q∈PL:
p+u,q−u 6=0
NκV̂ (r/N1−κ)e−sD
(
a∗p+ua
∗
q−uapaq + h.c.
)
esD
=
1
2N
∑
u∈Λ∗,p,q∈PL:
p+u,q−u 6=0
NκV̂ (r/N1−κ)
(
a∗p+ua
∗
q−uapaq + h.c.
)
+
s
N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw + E1(s) + E2(s)
(7.52)
and there exists a constant C > 0 s.t. E1(s) and E2(s) satisfy
±E1(s) ≤ C(Nα+β+2κ−1 +N−3β−3κ)K + CN2β+κ,
±E2(s) ≤ CNβ+κ−1KL(N≥ 1
2
Nα + 1) + C(N
−β−κ + CN3β/2+κ/2−1)
∫ s
0
dt e−tDVNetD
+ CN2β+2κ−1
∫ s
0
dt e−tDK≤2Nβ (N≥ 1
2
Nα + 1)e
tD,
(7.53)
for all δ > 0, s ∈ [−1; 1] and for all N ∈ N sufficiently large.
Proof. For definiteness, let’s denote by W : F≤N+ → F≤N+ the operator
W =
1
2N
∑
u∈Λ∗,p,q∈PL:
p+u,q−u 6=0
NκV̂ (u/N1−κ)
(
a∗p+ua
∗
q−uapaq + h.c.
)
(7.54)
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and consider the identity
e−sDWesD −W
=
∫ s
0
dt e−tD[W,D1]e
tD + h.c.
=
1
2N
∫ s
0
dt
∑
u∈Λ∗,p,q∈PL:
p+u,q−u 6=0
NκV̂ (r/N1−κ)e−tD
[(
a∗p+ua
∗
q−uapaq + h.c.
)
,D1
]
etD + h.c.
(7.55)
Now, observe that
[ap, a
∗
v+r] = [aq, a
∗
v+r] = [ap, a
∗
w−r] = [aq, a
∗
w−r] = 0
for all p, q ∈ PL and r ∈ PH , v,w ∈ PL and N ∈ N sufficiently large. Then, proceeding
as in the proof of Proposition 7.5, we obtain
[a∗p+ua
∗
q−uapaq, a
∗
v+ra
∗
w−ravaw]
= −a∗v+ra∗w−ra∗q−uawapaqδp+u,v − a∗v+ra∗w−ra∗p+uawapaqδq−u,v
− a∗v+ra∗w−rava∗q−uapaqδp+u,w − a∗v+ra∗w−rava∗p+uapaqδq−u,w.
(7.56)
and
[a∗pa
∗
qap−uaq+u, a
∗
v+ra
∗
w−ravaw]
= a∗pa
∗
qaq+ua
∗
w−ravawδp−u,v+r + a
∗
pa
∗
qap−ua
∗
w−ravawδq+u,v+r
+ a∗pa
∗
qa
∗
v+raq+uavawδp−u,w−r + a
∗
pa
∗
qa
∗
v+rap−uavawδq+u,w−r
− a∗v+ra∗w−ra∗qawap−uaq+uδp,v − a∗v+ra∗w−ra∗pawap−uaq+uδq,v
− a∗v+ra∗w−rava∗qap−uaq+uδp,w − a∗v+ra∗w−rava∗pap−uaq+uδq,w.
(7.57)
Combining the last two identities and putting non-normally ordered contributions into
normal order, we find that
[W,D1] + h.c. =
1
N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
+
6∑
j=1
(
ζj + h.c.
)
,
(7.58)
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where
ζ1 = − 1
2N2
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL,
r∈P cH∪{0}
NκV̂ ((u− r)/N1−κ)ηra∗v+ua∗w−uavaw,
ζ2 = − 1
2N2
∗∑
u∈Λ∗,r∈PH ,
v,w∈PL:
w−u,v+u∈PL
NκV̂ (u/N1−κ)ηra
∗
v+ra
∗
w−raw−uav+u,
ζ3 = − 1
2N2
∗∑
u∈Λ∗,r∈PH ,
v,w∈PL
NκV̂ (u/N1−κ)ηra
∗
v+ra
∗
w−raw−uav+u,
ζ4 = − 1
N2
∗∑
u∈Λ∗,r∈PH ,
v,w,q∈PL:
v−u∈PL
NκV̂ (u/N1−κ)ηra
∗
v+ra
∗
w−ra
∗
q−uawav−uaq,
ζ5 =
1
N2
∗∑
u∈Λ∗,r∈PH ,
v,w,q∈PL:
v+r+u∈PL
NκV̂ (u/N1−κ)ηra
∗
v+r+ua
∗
qa
∗
w−raq+uavaw,
ζ6 = − 1
N2
∗∑
u∈Λ∗,r∈PH ,
v,w,q∈PL
NκV̂ (u/N1−κ)ηra
∗
v+ra
∗
w−ra
∗
qawav−uaq+u.
(7.59)
Let us briefly explain how to control the operators ζ1 to ζ6, defined in (7.59).
Noting that v+u ∈ PL implies |u| ≤ 2Nβ whenever v ∈ PL, the first two contributions
ζ1 and ζ2 in (7.59) can be controlled by
|〈ξ, ζ1ξ〉|+ |〈ξ, ζ2ξ〉|
≤ CN
κ
2N2
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL,
r∈P cH∪{0}
|ηr| |w − u||v| ‖av+uaw−uξ‖
|v|
|w − u|‖avawξ‖
+
CNκ
2N2
∗∑
u∈Λ∗,r∈PH ,
v,w∈PL:
w−u,v+u∈PL
|ηr|‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rξ‖‖aw−u(N≥ 1
2
Nα + 1)
1/2av+uξ‖
≤ CNα+β+2κ−1〈ξ,K≤2Nβ ξ〉+N7β/2+2κ−α/2−1〈ξ, (N≥ 1
2
Nα + 1)ξ〉
+N7β/2+2κ−α/2−2〈ξ,K≤2Nβ (N≥ 1
2
Nα + 1)ξ〉
≤ CNα+β+2κ−1〈ξ,K≤2Nβ ξ〉+ CN2β+κ−1〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
(7.60)
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By switching to position space, the term ζ3 can be bounded by
|〈ξ, ζ3ξ〉| ≤ CN3β/2+κ−α/2−1
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyξ‖2
)1/2
×
(∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
∑
r∈PH ,w∈PL
∥∥∥ ∑
v∈PL
eivxav+raw−rξ
∥∥∥2)1/2
≤ CN3β/2+κ−α/2−1‖V1/2N ξ‖
(
Nκ−1
∫
Λ
dx
∑
r∈PH ,w∈PL
∥∥∥ ∑
v∈PL
eivxav+raw−rξ
∥∥∥2)1/2
≤ CN3β/2+κ/2−1〈ξ,VN ξ〉+ CN3β/2+κ/2.
We proceed similarly as above for the terms ζ4 and ζ5 which yields
|〈ξ, ζ4ξ〉|+ |〈ξ, ζ5ξ〉|
≤ CN
κ
N2
∗∑
u∈Λ∗,r∈PH ,
v,w,q∈PL:v−u∈PL
|q|−1|q − u|‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−raq−uξ‖
× |ηr||q||q − u|−1‖aw(N≥ 1
2
Nα + 1)
1/2av−uaqξ‖
+
CNκ
N2
∗∑
u∈Λ∗,r∈PH ,
v,w,q∈PL:
v+r+u∈PL
(
|q||v|−1‖av+r+uaqaw−rξ‖
)(
|ηr||q|−1|v|‖aq+uavawξ‖
)
≤ CN5β/2+2κ−α/2−1〈ξ,K≤3Nβ (N≥ 1
2
Nα + 1)ξ〉
≤ CNβ+κ−1〈ξ,K≤3Nβ (N≥ 1
2
Nα + 1)ξ〉,
(7.61)
where, for ζ5, we used that v+r+u ∈ PL implies that |u| ≥ 34Nα, and thus |q+u| ≥ 12Nα,
whenever v, q ∈ PL, r ∈ PH and N ∈ N sufficiently large (otherwise |v + r + u| ≥
1
4N
α −Nβ > Nβ for large enough N ∈ N). Finally, ζ6 can be controlled by
|〈ξ, ζ6ξ〉|
=
∣∣∣∣ 1N
∗∑
r∈PH ,
v,w,q∈PL
∫
Λ2
N2−2κV (N1−κ(x− y))e−ivx−iqyηr〈ξ, a∗v+ra∗w−ra∗qawaˇxaˇyξ〉
∣∣∣∣
≤ CNβ/2+κ−α/2−1/2‖V1/2N ξ‖
(
Nκ−1
∫
Λ
dx
∗∑
r∈PH ,
w,q∈PL
|q|
∥∥∥ ∑
v∈PL
e−ivxav+raw−raqξ
∥∥∥2)1/2
≤ CNβ/2+κ/2−1/2‖V1/2N ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖
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In summary, the previous estimates show that
±
6∑
j=1
(
ζj + h.c.
) ≤ δVN + CN3β/2+κ/2−1VN + CNα+β+2κ−1K≤2Nβ + CN2β+κ
+ C(1 + δ−1)Nβ+κ−1K≤3Nβ (N≥ 1
2
Nα + 1)
(7.62)
for all δ > 0. On the other hand, by Lemma 7.3, we also know that
±
[
1
N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)
∫ s
0
dt e−tDa∗v+ua
∗
w−uavawe
tD
− s
N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
]
≤ CN−3β−3κK+ CN3β+κ−2 + CNβ+κ−1KL(N≥ 1
2
Nα + 1) .
(7.63)
Now, going back to (7.55), the bounds (7.62) and (7.63) imply that
e−sDWesD = W+
s
N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
+ E1(s) + E2(s, δ),
(7.64)
where the self-adjoint operators E1(s) and E2(s) are bounded by
±E1(s) ≤ C(Nα+β+2κ−1 +N−3β−3κ)K + CN2β+κ,
as well as
±E2(s, δ) ≤ CNβ+κ−1KL(N≥ 1
2
Nα + 1) + C(δ + CN
3β/2+κ/2−1)
∫ s
0
dt e−tDVNetD
+ C(1 + δ−1)Nβ+κ−1
∫ s
0
dt e−tDK≤2Nβ (N≥ 1
2
Nα + 1)e
tD,
for all δ > 0 and uniformly in s ∈ [−1; 1]. Defining E2(s) = E2(s,N−β−κ), this concludes
the proof.
Equipped with Proposition 7.11, we go back to (7.50) and conclude that
M(4)N ≥ HN −
1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
V̂ (r/N1−κ)
(
a∗v+ra
∗
w−ravaw + h.c.
)
− 1
2N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
− 1
8
K − CN2β+κ +
∫ 1
0
ds E2(s) +
∫ 1
0
ds e−sD
(
E[VN ,D] + E[K,D]
)
esD,
(7.65)
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for all α ≥ 3β + 2κ ≥ 0 with α+ β + 2κ− 1 < 0, 0 ≤ κ < β and N ∈ N large enough.
Next, let us analyse the error terms related to E2(s) and E[VN ,D] further. The bounds
(7.53) and (7.21) (with δ = cN−β−κ for a sufficiently small c > 0; this choice guarantees
that we can extract the term VN,L in (7.66), with an error that can be absorbed in K)
imply, together with Lemma 7.1, Lemma 7.2, Corollary 7.4 and Corollary 7.6 and with
the assumption (5.6) on the exponents α, β, that∫ 1
0
ds
(
eDE2(s)e−D + e(1−s)DE[VN ,D]e−(1−s)D
)
≥ −CN2β+2κ−1KL(N≥ 1
2
Nα + 1)− C˜N−β−κ(VN + VN,L)−CN2β(N≥ 1
2
Nα + 1)
− CN4β+2κ−1(N≥ 1
2
Nα + 1)
2
for all N ∈ N large enough and for an arbitrarily small constant C˜ > 0. With Corollary
7.4 and (7.65), we conclude that
M(4)N ≥ HN −
1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
V̂ (r/N1−κ)
(
a∗v+ra
∗
w−ravaw + h.c.
)
− 1
2N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
− 1
4
K− CN2β+κ − C˜N−β−κVN,L +
∫ 1
0
ds e−sDE[K,D]esD + E(41)MN ,
(7.66)
where the error E(41)MN is such that
eDE(41)MN e−D ≥ −CN2β+2κ−1KL(N≥ 12Nα + 1)− CN
−β−κVN
− CN2βN≥ 1
2
Nα − CN4β+2κ−1N 2≥ 1
2
Nα
Applying Lemma 4.2, 4.3 and Corollary 4.5, we deduce with the operator inequality
N≥ 1
2
Nα ≤ 4N−2αK that
eAeDE(41)MN e−De−A ≥ −CN−βK − CN−β−κVN − CN2β+2κ−1
− CN2β+2κ−1KN≥ 1
2
Nα
(7.67)
for all N ∈ N large enough.
Now, we switch to the contribution containing the operator E[K,D] on the r.h.s. of
the lower bound (7.66). We recall once again that∫ 1
0
ds e−sDE[K,D]esD =
∫ 1
0
ds
3∑
j=1
e−sD
(
Σj + h.c.
)
esD,
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where the operators Σ1,Σ2 and Σ3 were defined in (7.26). It turns out that Σ2 and Σ3
are negligible errors while Σ1 still contains an important contribution of leading order.
We start with the analysis of the contribution related to Σ1.
Proposition 7.12. Assume the exponents α, β satisfy (5.6). Then we have that
1
2N
∑
u∈P cH∪{0},p,q∈PL:
p+u,q−u 6=0
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(u)e−sD
(
a∗p+ua
∗
q−uapaq + h.c.
)
esD
=
1
2N
∑
u∈P cH∪{0},p,q∈PL:
p+u,q−u 6=0
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(u)
(
a∗p+ua
∗
q−uapaq + h.c.
)
+ E3(s)
(7.68)
and there exists a constant C > 0 such that
±eAeDE3(s)e−De−A
≤ CNα+β+2κ−1K + CNα+β+2κ−1KN≥ 1
2
Nα + CN
4β+2κ + CNα+3β+2κ−1
(7.69)
for all s ∈ [−1; 1] and for all N ∈ N sufficiently large.
Proof. We proceed as in Proposition 7.11 and recall Σ1 : F≤N+ → F≤N+ to be
Σ1 =
1
2N
∑
u∈P cH∪{0},p,q∈PL:
p+u,q−u 6=0
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(u)
(
a∗p+ua
∗
q−uapaq + h.c.
)
.
We then have
e−sDΣ1e
sD − Σ1 =
∫ s
0
dt e−tD[Σ1,D1]e
tD + h.c. (7.70)
Similarly as in (7.58) and (7.59), we find that
[Σ1,D1] + h.c. =
8∑
i=1
(Γi + h.c.), (7.71)
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where
Γ1 =
1
N2
∗∑
u∈P cH∪{0},r∈PH ,v,w∈PL:
v+u+r,w−u−r∈PL
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(u)ηra
∗
v+u+ra
∗
w−u−ravaw,
Γ2 = − 1
2N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w∈PL:
w−u,v+u∈PL
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(u)ηra
∗
v+ra
∗
w−raw−uav+u,
Γ3 = − 1
2N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w∈PL
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(u)ηra
∗
v+ra
∗
w−raw−uav+u,
Γ4 = − 1
N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w,q∈PL:
v−u∈PL
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(u)ηra
∗
v+ra
∗
w−ra
∗
q−uawav−uaq,
Γ5 =
1
N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w,q∈PL:
v+r+u∈PL
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(u)ηra
∗
v+r+ua
∗
qa
∗
w−raq+uavaw,
Γ6 = − 1
N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w,q∈PL
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(u)ηra
∗
v+ra
∗
w−ra
∗
qawav−uaq+u.
The operators Γ1 to Γ6 can be bounded similarly as in the proof of Proposition 7.11.
Let us start with Γ1. Applying as usual Cauchy-Schwarz implies that
|〈ξ,Γ1ξ〉| ≤ CN
κ
N2
∗∑
u∈P cH∪{0},r∈PH ,v,w∈PL:
v+u+r,w−u−r∈PL
(
|v|−1‖av+u+raw−u−rξ‖
)(
|ηr||v|‖avawξ‖
)
≤ CNα/2+5β/2+2κ−1/2‖ξ‖‖K1/2L ξ‖ ≤ CNα+β+2κ−1〈ξ,KLξ〉+ CN4β+2κ‖ξ‖2
where we used that v+u+r ∈ PL implies |u| ≥ Nα−3Nβ and |r| ≤ Nα+3Nβ whenever
u ∈ P cH , r ∈ PH and v ∈ PL (otherwise |u+ r+ v| ≥ |r| − |u| −Nβ ≥ 2Nβ > Nβ if either
|u| ≤ Nα − 3Nβ or |r| ≥ Nα + 3Nβ, in contradiction to u + r + v ∈ PL) for N ∈ N
sufficiently large. Notice in addition that
∑
Nα−3Nβ≤|u|≤Nα ≤ CN2α+β .
The term Γ2 can be estimated exactly as the term ζ2 in (7.60), that is
|〈ξ,Γ2ξ〉| ≤ CNα+β+2κ−1〈ξ,K≤2Nβ ξ〉+ CN2β+κ−1〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
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The contribution Γ3 can be controlled by
|〈ξ,Γ3ξ〉| ≤ CN
κ
2N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w∈PL
|ηr|‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−rξ‖‖aw−u(N≥ 1
2
Nα + 1)
1/2av+uξ‖
≤ CNα+3β+2κ−1〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
The terms Γ4 and Γ5 can be bounded exactly as in (7.61). We find
|〈ξ,Γ4ξ〉|+ |〈ξ,Γ5ξ〉| ≤ CNβ+κ−1〈ξ,K≤2Nβ (N≥ 1
2
Nα + 1)ξ〉,
Finally, the last contribution Γ6 is bounded by
|〈ξ,Γ6ξ〉| ≤ CN
κ
N2
∗∑
u∈P cH∪{0},r∈PH ,
v,w,q∈PL
(
|q||w|−1‖av+r(N≥ 1
2
Nα + 1)
−1/2aw−raqξ‖
)
×
(
|ηr||w||q|−1‖av−u(N≥ 1
2
Nα + 1)
1/2awaq+uξ‖
)
≤ CNα+β+2κ−1〈ξ,KL(N≥ 1
2
Nα + 1)ξ〉.
In conclusion, the above estimates imply that
±
6∑
i=1
(
Γi + h.c.
) ≤ CNα+β+2κ−1K≤2Nβ + CNα+β+2κ−1K≤2Nβ (N≥ 1
2
Nα + 1)
+ CNα+3β+2κ−1(N≥ 1
2
Nα + 1) + CN
4β+2κ
for all α > 3β + 2κ ≥ 0 and for all N ∈ N sufficiently large. Combining this estimate
with the identites (7.70) and (7.71), and applying Lemma 4.2, 4.3, Lemma 7.1 as well
as Lemma 7.2 together with the operator inequality N≥ 1
2
Nα ≤ 4N−2αK proves the
proposition.
Applying Proposition 7.12 to the lower bound (7.66) and defining E(42)MN =
∫ 1
0 ds E3(s)
with E(s) from Proposition 7.12, we conclude that
M(4)N ≥ HN −
1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
V̂ (r/N1−κ)
(
a∗v+ra
∗
w−ravaw + h.c.
)
− 1
2N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
+
1
2N
∑
u∈P cH∪{0},p,q∈PL:
p+u,q−u 6=0
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(u)
(
a∗p+ua
∗
q−uapaq + h.c.
)
− 1
4
K − CN−β−κVN,L + E(41)MN + E
(42)
MN
+
∫ 1
0
ds e−sD
(
Σ2 +Σ3 + h.c.
)
esD,
(7.72)
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where E(41)MN satisfies the lower bound (7.67), E
(42)
MN
satisfies the bound (7.69) and where
the operators Σ2 and Σ3 were defined in (7.26).
Let us finally estimate the size of the error in the last line of (7.72), involving the two
operators Σ2 and Σ3. Using the estimate (7.31) together with Lemma 4.2, 4.3, Lemma
7.1 and Lemma 7.2, we find for E(43)MN =
∫ 1
0 ds e
−sD
(
Σ2 + h.c.
)
esD
eAeDE(43)MN e−De−A ≥ −CN−β−1KN≥ 12Nα − CN
−5β−4κK − CNβ. (7.73)
Finally, consider the operator E(44)MN =
∫ 1
0 ds e
−sD
(
Σ3 + h.c.
)
esD, with Σ3 defined in
(7.26). Let m0 ∈ R be such that m0β = α (in particular, ⌊m0⌋ ≥ 3). Here, we use the
bound (7.32) to find first of all that
E(44)MN ≥ −
∫ 1
0
ds ‖K1/2esDξ‖
(
N−1/2
∥∥K1/2L (N≥ 1
2
Nα + 1)
1/2ξ
∥∥+Nβ−1∥∥(N≥ 1
2
Nα + 1)
3/2ξ
∥∥)
for any ξ ∈ F≤N+ with ‖ξ‖ = 1. Notice that we applied once again Lemma 7.1 and
Lemma 7.2 in the second factor. With Corollary 7.8, the first factor is bounded by
E(44)MN
≥ −C
(
‖K1/2ξ‖+ ‖V1/2N ξ‖+ ‖V1/2N,Lξ‖+N5β/8+κ/2‖K1/2≤N3β/2ξ‖
+N−1/2
∥∥K1/2L (N≥ 1
2
Nα + 1)
1/2ξ
∥∥+N3β/2+κ/2
+
2⌊m0⌋−1∑
j=3
N jβ/4+3β/4+κ−1/2
[∥∥K1/2L (N≥ 1
2
Njβ/2 + 1)
1/2ξ
∥∥
+Nβ
∥∥(N≥ 1
2
Nα + 1)
1/2(N≥ 1
2
Njβ/2 + 1)
1/2ξ
∥∥]
+Nα/2+β/2+κ−1/2
[∥∥K1/2L (N≥ 1
2
N⌊m0⌋β + 1)
1/2ξ
∥∥
+Nβ
∥∥(N≥ 1
2
Nα + 1)
1/2(N≥ 1
2
N⌊m0⌋β + 1)
1/2ξ
∥∥])
×
(
N−1/2
∥∥K1/2L (N≥ 1
2
Nα + 1)
1/2ξ
∥∥+Nβ−1∥∥(N≥ 1
2
Nα + 1)
3/2ξ
∥∥)
for all exponents α, β satisfying (5.6) and N ∈ N sufficiently large. It follows that
E(44)MN ≥ E
(441)
MN
+ E(442)MN + E
(443)
MN
, (7.74)
where
E(441)MN = −
1
8
K− C˜N−αVN,L − CN3β+κ, E(442)MN = N−αVN (7.75)
with an arbitrarily small constant C˜ > 0 and where, after an additional application of
Lemmas 4.2, 4.3, 7.1 and 7.2 together with the operator bound N≥Θ ≤ Θ−2K, the error
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E(443)MN is such that
eAeDE(443)MN e−De−A
≥ −CNα+β+2κ−1K − CNα−1KN≥ 1
2
Nα − CNα+3β+2κ−1
−C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CNα+β+2κ−1KN≥ 1
2
N⌊m0⌋β
(7.76)
for all exponents α, β satisfying (5.6) and N ∈ N sufficiently large.
Choosing C˜ > 0 sufficiently large (but independently of N ∈ N) and arguing as right
before (7.66), we deduce that
eA
(
C˜N−αeDVN,Le−D + eDE(442)MN e−D
)
e−A
≥ −CN−αVN − CN−3β−κN+ − CN−2β−κ−1KN≥ 1
2
Nα
(7.77)
for all α, β satisfying (5.6) and N ∈ N sufficiently large. This follows through another
application of Corollary 4.5, Corollary 7.4 and Corollary 7.6, together with Lemma 4.2,
Lemma 4.3, Lemma 7.1 and Lemma 7.2. We summarize these bounds in the following
corollary.
Corollary 7.13. Let m0 ∈ R be such that m0β = α and letM(4)N be defined as in (7.35).
For every C˜ > 0, there exists a constant C > 0 such that
M(4)N ≥
1
2
K + VN − 1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
V̂ (r/N1−κ)
(
a∗v+ra
∗
w−ravaw + h.c.
)
− 1
2N
∗∑
u∈Λ∗,v,w∈PL:
v+u,w−u∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(u)a∗v+ua∗w−uavaw
+
1
2N
∑
u∈P cH∪{0},p,q∈PL:
p+u,q−u 6=0
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(u)
(
a∗p+ua
∗
q−uapaq + h.c.
)
− C˜N−β−κVN,L + E(4)MN
(7.78)
where
eAeDE(4)MN e−De−A
≥ −CN−βK− CN−β−κVN − CNα+β+2κ−1KN≥ 1
2
N⌊m0⌋β
− C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CN2β+κ
(7.79)
for all exponents α, β satisfying (5.6) and for all N ∈ N sufficiently large.
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Proof. The proof follows from defining E(4)MN =
∑3
j=1 E(4j)MN +
∑3
j=1 E(44j)MN and combining
(7.67), (7.72), (7.69), (7.73), (7.74), (7.75), (7.77), (7.76) and the operator bound N+ ≤
(2π)−2K in F≤N+ .
7.3 Proof of Proposition 5.1
Recall from (7.34) the decomposition
MN = 4πa0N1+κ − 4πa0Nκ−1N 2+/N +M(2)N +M(3)N +M(4)N
Collecting the results of Proposition 7.9, Proposition 7.10 and Corollary 7.13, we deduce
that
MN ≥ 4πa0N1+κ − 4πa0Nκ−1N 2+ + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗−pa
∗
p+qaq + h.c.
]
+
1
2
K
+ VN − 1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
V̂ (r/N1−κ)
(
a∗v+ra
∗
w−ravaw + h.c.
)
− 1
2N
∗∑
r∈Λ∗,v,w∈PL:
v+r,w−r∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(r)a∗v+ra∗w−ravaw
+
1
2N
∑
r∈P cH∪{0},v,w∈PL:
v+r,w−r 6=0
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(r)
(
a∗v+ra
∗
w−ravaw + h.c.
)
− C˜N−β−κVN,L + E ′MN ,
(7.80)
where E ′MN satisfies the lower bound
eAeDE ′MN e−De−A ≥ −CN−βK− CN−β−κVN − CNα+β+2κ−1KN≥ 12N⌊m0⌋β
−C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CNα+β/2+2κ
(7.81)
for all N ∈ N sufficiently large.
We combine next the terms on the third, fourth and fifth lines in (7.80). We first
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notice that
1
2N
∑
r∈Λ∗,v,w∈PL:
v+r,w−r 6=0
V̂ (r/N1−κ)
(
a∗v+ra
∗
w−ravaw + a
∗
va
∗
waw−rav+r
)
=
1
2N
∑
r∈Λ∗,v,w∈Λ∗+:
v,w∈PL,
v+r,w−r 6=0
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw +
1
2N
∑
r∈Λ∗,v,w∈Λ∗+:
v+r,w−r∈PL
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
=
1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
+
1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w,v+r,w−r)∈P 4L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
(7.82)
Arguing in the same way for the contribution on the fifth line in (7.80), using that
(f̂N − η/N)(p) = δp,0 for all p ∈ Λ∗+, and using that v ∈ PL and v + r ∈ PL implies in
particular that r ∈ P cH , we therefore obtain that
VN − 1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
− 1
2N
∑
r∈Λ∗,v,w∈Λ∗+:
(v,w,v+r,w−r)∈P 4L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
− 1
2N
∗∑
r∈Λ∗,v,w∈PL:
v+r,w−r∈PL
Nκ(V̂ (./N1−κ) ∗ η/N)(r)a∗v+ra∗w−ravaw
+
1
2N
∑
r∈P cH∪{0},v,w∈PL:
v+r,w−r 6=0
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(r)
(
a∗v+ra
∗
w−ravaw + h.c.
)
= VN − 1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
+
1
2N
∗∑
r∈P cH∪{0},v,w∈PL:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
Nκ
(
V̂ (/N1−κ) ∗ f̂N
)
(r)a∗v+ra
∗
w−ravaw.
(7.83)
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Now, notice furthermore that
VN − 1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
=
1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w)∈(P 2L)
c and
(v+r,w−r)∈(P 2L)
c
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw,
such that, after switching to position space, the pointwise positivity V ≥ 0 implies
VN − 1
2N
∗∑
r∈Λ∗,v,w∈Λ∗+:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
V̂ (r/N1−κ)a∗v+ra
∗
w−ravaw
=
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))
×
[
a∗
(
(χˇP cL)x
)
a∗
(
(χˇP cL)y
)
+ a∗
(
(χˇPL)x
)
a∗
(
(χˇP cL)y
)
+ a∗
(
(χˇP cL)x
)
a∗
(
(χˇPL)y
)]
×
[
a
(
(χˇP cL)x
)
a
(
(χˇP cL)y
)
+ a
(
(χˇPL)x
)
a
(
(χˇP cL)y
)
+ a
(
(χˇP cL)x
)
a
(
(χˇPL)y
)]
≥ 0.
(7.84)
Here, we used that Λ∗+ = PL ∪ P cL and we denote by χˇS the distribution which has
Fourier transform χS, the characteristic function of the set S ⊂ Λ∗+.
Combining (7.80), (7.82), (7.83) and (7.84), it follows that
MN ≥ 4πa0N1+κ − 4πa0Nκ−1N 2+ + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗−pa
∗
p+qaq + h.c.
]
+
1
2
K
+
1
2N
∗∑
r∈P cH∪{0},v,w∈PL:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(r)a∗v+ra
∗
w−ravaw
− C˜N−β−κVN,L + E ′MN
(7.85)
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Using Lemma 3.1, part ii), we have
(
V̂ (./N1−κ)∗f̂N
)
(0) = 8πa0+O(Nκ−1). This implies
MN ≥ 4πa0N1+κ + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗−pa
∗
p+qaq + h.c.
]
+
1
2
K
+
1
2N
∗∑
r∈P cH ,v,w∈PL:
(v,w)∈P 2L or (v+r,w−r)∈P
2
L
Nκ
(
V̂ (./N1−κ) ∗ f̂N
)
(r)a∗v+ra
∗
w−ravaw
− C˜N−β−κVN,L + E ′′MN ,
(7.86)
where, by (7.81) and Lemmas 4.2 and 7.1,
eAeDE ′′MN e−De−A ≥ −CN−βK− CN−β−κVN − CNα+β+2κ−1KN≥ 12N⌊m0⌋β
−C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CNα+β/2+2κ
(7.87)
Similarly, for r ∈ P cH , we know that∣∣(V̂ (./N1−κ) ∗ f̂N)(r)− 8πa0∣∣ ≤ CNα+κ−1.
Therefore, proceeding exactly as between (7.27) and (7.30), with
(
V̂ (./N1−κ) ∗ f̂N
)
(r)
replaced by
∣∣(V̂ (/N1−κ) ∗ f̂N)(r)− 8πa0∣∣, we deduce that
MN ≥ 4πa0N1+κ + 1
2
K + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗−pa
∗
p+qaq + h.c.
]
+
4πa0N
κ
N
∗∑
r∈P cH ,v,w∈PL:
(v,w)∈P 2L
or (v+r,w−r)∈P 2L
a∗v+ra
∗
w−ravaw − C˜N−β−κVN,L + E ′′′MN ,
(7.88)
with E ′′′MN satisfying the same bound (7.87) as E ′′MN . Here we used Lemmas 4.2, 4.3, 7.1
and 7.2, as well as the assumption (5.6).
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Finally, recalling the definition (5.1) and the identity (5.2), we find
MN ≥ 4πa0N1+κ + 1
2
K + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+ 8πa0N
κ
∑
p∈P cH
[
b∗−pe−p + e
∗
−pb−p + b
∗
−pe
∗
p + epb−p + b
∗
−pc
∗
p + cpb−p
]
+
4πa0N
κ
N
∗∑
r∈P cH ,v,w∈PL:
(v,w)∈P 2L
or (v+r,w−r)∈P 2L
a∗v+ra
∗
w−ravaw − C˜N−β−κVN,L + E ′′′MN .
(7.89)
To express also the first term in the third line of (7.89) in terms of the modified creation
and annihilation fields defined in (5.1), we first observe that
4πa0N
κ
N
∗∑
r∈P cH ,v,w∈PL:
(v,w)∈P 2L
or (v+r,w−r)∈P 2L
a∗v+ra
∗
w−ravaw
=
4πa0N
κ
N
∑
r∈P cH
∗∑
v,w∈PL:
(v,w)∈P 2L
or (v+r,w−r)∈P 2L
a∗v+rava
∗
w−raw −
4πa0N
κ
N
∗∑
r∈P cH ,v∈PL:
(v,v+r)∈P 2L
a∗v+rav+r
≥ 4πa0N
κ
N
∑
r∈P cH
∗∑
v,w∈PL:
(v,w)∈P 2L
or (v+r,w−r)∈P 2L
a∗v+rava
∗
w−raw − CN3β+κ−1N+ − C.
Then, for a fixed r ∈ P cH , we have that
{
(v,w) ∈ Λ∗+ × Λ∗+ : (v,w) ∈ P 2L or (v + r, w − r) ∈ P 2L
}
=
7⋃
j=1
Sj,
where
S1 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ PL, w ∈ PL, v + r ∈ PL, w − r ∈ PL
}
,
S2 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ PL, w ∈ PL, v + r ∈ PL, w − r ∈ P cL
}
,
S3 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ PL, w ∈ PL, v + r ∈ P cL, w − r ∈ PL
}
,
S4 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ PL, w ∈ PL, v + r ∈ P cL, w − r ∈ P cL
}
,
S5 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ P cL, w ∈ PL, v + r ∈ PL, w − r ∈ PL
}
,
S6 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ PL, w ∈ P cL, v + r ∈ PL, w − r ∈ PL
}
,
S7 =
{
(v,w) ∈ Λ∗+ × Λ∗+ : v ∈ P cL, w ∈ P cL, v + r ∈ PL, w − r ∈ PL
}
.
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In particular, the union
⋃7
j=1 Sj is a disjoint union. As a consequence, we find that
4πa0N
κ
N
∑
r∈P cH
∗∑
v,w∈PL:
(v,w)∈P 2L
or (v+r,w−r)∈P 2L
a∗v+rava
∗
w−raw
= 8πa0N
κ
∑
r∈P cH
[
e∗rc
∗
−r + c−rer +
1
2
d∗re
∗
−r +
1
2
e−rer +
1
2
c∗rc
∗
−r +
1
2
c−rcr
]
+ 8πa0N
κ
∑
r∈P cH
[
e∗rer + c
∗
rer + e
∗
rcr
]
.
Inserting in (7.88), we obtain
MN ≥ 4πa0N1+κ + 1
2
K + 8πa0Nκ
∑
r∈P cH
(
b∗r + c
∗
r + e
∗
r
)(
br + cr + er
)
+ 4πa0N
κ
∑
r∈P cH
[(
b∗r + c
∗
r + e
∗
r
)(
b∗−r + c
∗
−r + e
∗
−r
)
+ h.c.
]
− 8πa0Nκ
∑
r∈P cH
[c∗rcr + b
∗
rcr + c
∗
rbr]− C˜N−β−κVN,L + E ′′′MN
(7.90)
with
eAeDE ′′′MN e−De−A ≥ −CN−βK −CN−β−κVN − CNα+β+2κ−1KN≥ 12N⌊m0⌋β
− C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CNα+β/2+2κ
Let us now estimate the remaining terms on the last line of (7.90). For ξ ∈ F≤N+ , we
have∣∣∣∣ 8πa0Nκ ∑
r∈P cH
〈ξ, c∗rcrξ〉
∣∣∣∣ ≤ CNκN
∗∑
r∈P cH ,v,w∈PL:
v∈PL,r+v∈P cL,
w∈PL,w+r∈P cL
(
|w||v|−1‖ar+vawξ‖
)(
|v||w|−1‖avaw+rξ‖
)
≤ CNβ+κ−1〈ξ,KL(N≥Nβ + 1)ξ〉,
(7.91)
and ∣∣∣∣ 8πa0Nκ ∑
r∈P cH
〈ξ, (b∗rcr + c∗rbr)ξ〉
∣∣∣∣ ≤ 14 ∑
r∈P cH
〈ξ, b∗rbrξ〉+ CN2κ
∑
r∈P cH
〈ξ, c∗rcrξ〉
≤ 1
4
K + CNβ+2κ−1〈ξ,KL(N≥Nβ + 1)ξ〉,
(7.92)
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Similarly, we can bound
N−β−κ〈ξ,VN,Lξ〉 ≤ CN−β−1
∑
u∈Λ∗,p,q∈Λ∗+:
p+u,q+u,p,q∈PL
‖ap+uaqξ‖‖apaq+uξ‖
≤ CN−β−1
∑
u∈Λ∗,p,q∈Λ∗+:
p+u,q+u,p,q∈PL
|q|2
|p|2 ‖ap+uaqξ‖
2
≤ CN−1‖K1/2N 1/2+ ξ‖2 ≤ C‖K1/2ξ‖2
Thus, choosing the constant C˜ > 0 small enough and applying Lemma 7.2, Lemma 4.3
and Lemma 4.2 to the r.h.s. of (7.91) and to the second term on the r.h.s. of (7.92), we
conclude that
MN ≥ 4πa0N1+κ + 1
4
K + 8πa0Nκ
∑
r∈P cH
(
b∗r + c
∗
r + e
∗
r
)(
br + cr + er
)
+ 4πa0N
κ
∑
r∈P cH
[(
b∗r + c
∗
r + e
∗
r
)(
b∗−r + c
∗
−r + e
∗
−r
)
+ h.c.
]
+ E ′′′′MN
(7.93)
where E ′′′′MN is such that
eAeDE ′′′′MN e−Ae−D ≥− CN−βK − CN−β−κVN
− CNβ+2κ−1KN≥Nβ − CNα+β+2κ−1KN≥ 1
2
N⌊m0⌋β
− C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CNα+β/2+2κ
(7.94)
We introduce the operators
g∗r = b
∗
r + c
∗
r + e
∗
r , gr = br + cr + er.
With the algebraic identity∑
r∈P cH
[
g∗rgr +
1
2
g∗rg
∗
−r +
1
2
g−rgr
]
=
1
2
∑
r∈P cH
(
g∗r + g−r
)(
gr + g
∗
−r
)− 1
2
∑
r∈P cH
[gr, g
∗
r ],
we conclude that
MN ≥ 4πa0N1+κ + 1
4
K − 4πa0Nκ
∑
r∈P cH
[gr, g
∗
r ] + E ′′′′MN
Since
[br, c
∗
r ] = [br, e
∗
r ] = [cr, b
∗
r ] = [er, b
∗
r ] = [cr, e
∗
r ] = [er, c
∗
r ] = 0,
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we obtain that
[gr, g
∗
r ] =
N −N+
N
− 1
N
a∗rar +
1
N
∑
v∈Λ∗+:v∈PL,
v+r∈P cL
a∗vav −
1
N
∑
v∈Λ∗+:v∈PL,
v+r∈P cL
a∗v+rav+r
+
1
4N
∑
v∈Λ∗+:v∈PL,
v+r∈PL
a∗vav −
1
4N
∑
v∈Λ∗+:v∈PL,
v+r∈PL
a∗v+rav+r.
A straightforward computation then shows that
−4πa0Nκ
∑
p∈P cH
[gr, g
∗
r ] ≥ −CN3α+κ(1−N+/N)− CN3α+κN+/N ≥ −CN3α+κ.
Thus
MN ≥ 4πa0N1+κ + 1
4
K + EMN
where EMN satisfies
eAeDEMN e−Ae−D ≥− CN−βK − CN−β−κVN
− CNβ+2κ−1KN≥Nβ − CNα+β+2κ−1KN≥ 1
2
N⌊m0⌋β
− C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ−1KN≥ 1
2
Njβ/2 − CN3α+κ
This concludes the proof of Proposition 5.1.
A Analysis of GN
The goal of this section is to prove Prop. 3.3. To reach this goal, we need precise
information about the action of the generalized Bogoliubov transformation eB , with the
antisymmmetric operator B defined as in (3.21), beyond the bound (3.2) for the growth
of the number of excitations.
To describe the action of eB on the generalized creation and annihilation operators
b∗p, bp introduced in (2.7), we expand, for any p ∈ Λ∗+,
e−B(η) bp e
B(η) = bp +
∫ 1
0
ds
d
ds
e−sB(η)bpe
sB(η)
= bp −
∫ 1
0
ds e−sB(η)[B(η), bp]e
sB(η)
= bp − [B(η), bp] +
∫ 1
0
ds1
∫ s1
0
ds2 e
−s2B(η)[B(η), [B(η), bp]]e
s2B(η)
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Iterating m times, we find
e−B(η)bpe
B(η) =
m−1∑
n=1
(−1)n
ad
(n)
B(η)(bp)
n!
+
∫ 1
0
ds1
∫ s1
0
ds2· · ·
∫ sm−1
0
dsm e
−smB(η)ad
(m)
B(η)(bp)e
smB(η)
(A.1)
where we recursively defined
ad
(0)
B(η)(A) = A and ad
(n)
B(η)(A) = [B(η), ad
(n−1)
B(η) (A)]
We are going to expand the nested commutators ad
(n)
B(η)(bp) and ad
(n)
B(η)(b
∗
p). To this
end, we need to introduce some additional notation. We follow here [6, 1, 2, 3, 4]. For
f1, . . . , fn ∈ ℓ2(Λ∗+), ♯ = (♯1, . . . , ♯n), ♭ = (♭0, . . . , ♭n−1) ∈ {·, ∗}n, we set
Π
(2)
♯,♭ (f1, . . . , fn)
=
∑
p1,...,pn∈Λ∗
b♭0α0p1a
♯1
β1p1
a♭1α1p2a
♯2
β2p2
a♭2α2p3 . . . a
♯n−1
βn−1pn−1
a♭n−1αn−1pnb
♯n
βnpn
n∏
ℓ=1
fℓ(pℓ)
(A.2)
where, for ℓ = 0, 1, . . . , n, we define αℓ = 1 if ♭ℓ = ∗, αℓ = −1 if ♭ℓ = ·, βℓ = 1 if ♯ℓ = ·
and βℓ = −1 if ♯ℓ = ∗. In (A.2), we require that, for every j = 1, . . . , n − 1, we have
either ♯j = · and ♭j = ∗ or ♯j = ∗ and ♭j = · (so that the product a♯ℓβℓpℓa♭ℓαℓpℓ+1 always
preserves the number of particles, for all ℓ = 1, . . . , n − 1). With this assumption, we
find that the operator Π
(2)
♯,♭ (f1, . . . , fn) maps F≤N+ into itself. If, for some ℓ = 1, . . . , n,
♭ℓ−1 = · and ♯ℓ = ∗ (i.e. if the product a♭ℓ−1αℓ−1pℓa♯ℓβℓpℓ for ℓ = 2, . . . , n, or the product
b♭0α0p1a
♯1
β1p1
for ℓ = 1, is not normally ordered) we require additionally that fℓ ∈ ℓ1(Λ∗+).
In position space, the same operator can be written as
Π
(2)
♯,♭ (f1, . . . , fn) =
∫
bˇ♭0x1 aˇ
♯1
y1 aˇ
♭1
x2 aˇ
♯2
y2 aˇ
♭2
x3 . . . aˇ
♯n−1
yn−1 aˇ
♭n−1
xn bˇ
♯n
yn
n∏
ℓ=1
fˇℓ(xℓ − yℓ) dxℓdyℓ (A.3)
An operator of the form (A.2), (A.3) with all the properties listed above, will be called
a Π(2)-operator of order N ∈ N.
For g, f1, . . . , fn ∈ ℓ2(Λ∗+), ♯ = (♯1, . . . , ♯n) ∈ {·, ∗}n, ♭ = (♭0, . . . , ♭n) ∈ {·, ∗}n+1, we
also define the operator
Π
(1)
♯,♭ (f1, . . . , fn; g)
=
∑
p1,...,pn∈Λ∗
b♭0α0,p1a
♯1
β1p1
a♭1α1p2a
♯2
β2p2
a♭2α2p3 . . . a
♯n−1
βn−1pn−1
a♭n−1αn−1pna
♯n
βnpn
a♭n(g)
n∏
ℓ=1
fℓ(pℓ)
(A.4)
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where αℓ and βℓ are defined as above. Also here, we impose the condition that, for
all ℓ = 1, . . . , n, either ♯ℓ = · and ♭ℓ = ∗ or ♯ℓ = ∗ and ♭ℓ = ·. This implies that
Π
(1)
♯,♭ (f1, . . . , fn; g) maps F≤N+ back into F≤N+ . Additionally, we assume that fℓ ∈ ℓ1(Λ∗+)
if ♭ℓ−1 = · and ♯ℓ = ∗ for some ℓ = 1, . . . , n (i.e. if the pair a♭ℓ−1αℓ−1pℓa♯ℓβℓpℓ is not normally
ordered). In position space, the same operator can be written as
Π
(1)
♯,♭ (f1, . . . , fn; g) =
∫
bˇ♭0x1 aˇ
♯1
y1 aˇ
♭1
x2 aˇ
♯2
y2 aˇ
♭2
x3 . . . aˇ
♯n−1
yn−1 aˇ
♭n−1
xn aˇ
♯n
yn aˇ
♭n(g)
n∏
ℓ=1
fˇℓ(xℓ − yℓ) dxℓdyℓ
(A.5)
An operator of the form (A.4), (A.5) will be called a Π(1)-operator of order N ∈ N.
Operators of the form b(f), b∗(f), for a f ∈ ℓ2(Λ∗+), will be called Π(1)-operators of
order zero.
The next lemma gives a detailed analysis of the nested commutators ad
(n)
B(η)(bp) and
ad
(n)
B(η)(b
∗
p) for n ∈ N; the proof can be found in [2, Lemma 2.5](it is a translation to
momentum space of [6, Lemma 3.2]).
Lemma A.1. Let B be defined as in (3.21), with coefficients ηp as in (3.15) and with
α > 2κ (so that ‖η‖ → 0, as N → ∞). Let n ∈ N and p ∈ Λ∗. Then the nested
commutator ad
(n)
B (bp) can be written as the sum of exactly 2
nn! terms, with the following
properties.
i) Possibly up to a sign, each term has the form
Λ1Λ2 . . .ΛiN
−kΠ
(1)
♯,♭ (η
j1 , . . . , ηjk ; ηspϕαp) (A.6)
for some i, k, s ∈ N, j1, . . . , jk ∈ N\{0}, ♯ ∈ {·, ∗}k, ♭ ∈ {·, ∗}k+1 and α ∈ {±1}
chosen so that α = 1 if ♭k = · and α = −1 if ♭k = ∗ (recall here that ϕp(x) =
e−ip·x). In (A.6), each operator Λw : F≤N → F≤N , w = 1, . . . , i, is either a factor
(N −N+)/N , a factor (N − (N+ − 1))/N or an operator of the form
N−hΠ
(2)
♯′,♭′(η
z1 , ηz2 , . . . , ηzh) (A.7)
for some h, z1, . . . , zh ∈ N\{0}, ♯, ♭ ∈ {·, ∗}h.
ii) If a term of the form (A.6) contains m ∈ N factors (N −N+)/N or (N − (N+ −
1))/N and j ∈ N factors of the form (A.7) with Π(2)-operators of order h1, . . . , hj ∈
N\{0}, then we have
m+ (h1 + 1) + · · · + (hj + 1) + (k + 1) = n+ 1
iii) If a term of the form (A.6) contains (considering all Λ-operators and the Π(1)-
operator) the arguments ηi1 , . . . , ηim and the factor ηsp for some m, s ∈ N, and
i1, . . . , im ∈ N\{0}, then
i1 + · · ·+ im + s = n.
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iv) There is exactly one term having of the form (A.6) with k = 0 and such that all
Λ-operators are factors of (N −N+)/N or of (N + 1−N+)/N . It is given by(
N −N+
N
)n/2(N + 1−N+
N
)n/2
ηnp bp
if N ∈ N is even, and by
−
(
N −N+
N
)(n+1)/2 (N + 1−N+
N
)(n−1)/2
ηnp b
∗
−p
if N ∈ N is odd.
v) If the Π(1)-operator in (A.6) is of order k ∈ N\{0}, it has either the form
∑
p1,...,pk
b♭0α0p1
k−1∏
i=1
a♯iβipia
♭i
αipi+1a
∗
−pkη
2r
p ap
k∏
i=1
ηjipi
or the form ∑
p1,...,pk
b♭0α0p1
k−1∏
i=1
a♯iβipia
♭i
αipi+1apkη
2r+1
p a
∗
p
k∏
i=1
ηjipi
for some r ∈ N, j1, . . . , jk ∈ N\{0}. If it is of order k = 0, then it is either given
by η2rp bp or by η
2r+1
p b
∗
−p, for some r ∈ N.
vi) For every non-normally ordered term of the form∑
q∈Λ∗
ηiqaqa
∗
q ,
∑
q∈Λ∗
ηiqbqa
∗
q∑
q∈Λ∗
ηiqaqb
∗
q , or
∑
q∈Λ∗
ηiqbqb
∗
q
appearing either in the Λ-operators or in the Π(1)-operator in (A.6), we have i ≥ 2.
With Lemma A.1, it follows from (A.1) that, if ‖η‖ is sufficiently small, the series
e−B(η)bpe
B(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(bp)
e−B(η)b∗pe
B(η) =
∞∑
n=0
(−1)n
n!
ad
(n)
B(η)(b
∗
p)
(A.8)
converge absolutely (the proof is a translation to momentum space of [6, Lemma 3.3]).
As explained after (2.7), the generalized creation and annihilation operators b∗p, bp are
close to the standard creation and annihilation operators on states with few excitations,
in the sense that with N+ ≪ N . In particular, on such states one can expect the action
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of the generalized Bogoliubov transformation eB to be close to the action of a standard
Bogoliubov transformation. This can be made more precise through the remainder
operators
dq =
∑
m≥0
1
m!
[
ad
(m)
−B(η)(bq)− ηmq b♯mαmq
]
, d∗q =
∑
m≥0
1
m!
[
ad
(m)
−B(η)(b
∗
q)− ηmq b♯m+1αmq
]
(A.9)
where q ∈ Λ∗+, (♯m, αm) = (·,+1) if m is even and (♯m, αm) = (∗,−1) if m is odd. It
follows from (A.8) that
e−B(η)bqe
B(η) = γqbq + σqb
∗
−q + dq, e
−B(η)b∗qe
B(η) = γqb
∗
q + σqb−q + d
∗
q (A.10)
where we set γq = cosh(ηq) and σq = sinh(ηq). Given x ∈ Λ, it is also useful to define
the operator valued distributions dˇx, dˇ
∗
x through
e−B(η) bˇxe
B(η) = b(γˇx) + b
∗(σˇx) + dˇx, e
−B(η)bˇ∗xe
B(η) = b∗(γˇx) + b(σˇx) + dˇ
∗
x (A.11)
where γˇx(y) =
∑
q∈Λ∗ cosh(ηq)e
iq·(x−y) and σˇx(y) =
∑
q∈Λ∗ sinh(ηq)e
iq·(x−y).
The next lemma confirms the intuition that remainder operators are small on states
with N+ ≪ N , and provides estimates that will be crucial for our analysis. Its proof
can be found in [4].
Lemma A.2. Let B be defined as in (3.21), with coefficients ηp as in (3.15) and with
α > 2κ. Let n ∈ N, p ∈ Λ∗ and let dp be defined as in (A.9). There exists C > 0 such
that
‖(N+ + 1)n/2dpξ‖ ≤ C
N
[
|ηp|‖(N+ + 1)(n+3)/2ξ‖+ ‖η‖‖bp(N+ + 1)(n+2)/2ξ‖
]
,
‖(N+ + 1)n/2d∗pξ‖ ≤
C
N
‖η‖ ‖(N+ + 1)(n+3)/2ξ‖
(A.12)
for all ξ ∈ F≤N+ and N large enough. With d¯p = dp + N−1
∑
q∈Λ∗+
ηqb
∗
qa
∗
−qap, we also
have, for p 6∈ supp η, the improved bound
‖(N+ + 1)n/2d¯pξ‖ ≤ C
N
‖η‖2‖ap(N+ + 1)(n+2)/2ξ‖ (A.13)
In position space, with dˇx defined as in (A.11), we find
‖(N+ + 1)n/2dˇxξ‖ ≤ C
N
‖η‖
[
‖(N+ + 1)(n+3)/2ξ‖+ ‖bx(N+ + 1)(n+2)/2ξ‖
]
(A.14)
Furthermore, letting ˇ¯dx = dˇx + (N+/N)b∗(ηˇx), we find
‖(N+ + 1)n/2aˇy ˇ¯dxξ‖
≤ C
N
[
‖η‖2‖(N+ + 1)(n+2)/2ξ‖+ ‖η‖|ηˇ(x− y)|‖(N + 1)(n+2)/2ξ‖
+ ‖η‖‖aˇx(N+ + 1)(n+1)/2ξ‖+ ‖η‖2‖aˇy(N+ + 1)(n+3)/2ξ‖
+ ‖η‖‖aˇxaˇy(N + 1)(n+2)/2ξ‖
] (A.15)
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and, finally,
‖(N+ + 1)n/2dˇxdˇyξ‖
≤ C
N2
[
‖η‖2‖(N+ + 1)(n+6)/2ξ‖+ ‖η‖|ηˇ(x− y)|‖(N+ + 1)(n+4)/2ξ‖
+ ‖η‖2‖ax(N+ + 1)(n+5)/2ξ‖+ ‖η‖2‖ay(N+ + 1)(n+5)/2ξ‖
+ ‖η‖2 ‖axay(N+ + 1)(n+4)/2ξ‖
] (A.16)
for all ξ ∈ F≤n+ .
We will also need to control commutators of the remainder operators dp, d
∗
p with
restricted number of particles operators N≤cNγ , where c ≥ 0 and γ ≥ 0 (recall here the
definitions (2.2)).
Lemma A.3. Let B be defined as in (3.21), with coefficients ηp as in (3.15) and with
α > 2κ. Let n ∈ N, p ∈ Λ∗ and let dp be defined as in (A.9) Moreover, given c ≥ 0 and
γ ≥ 0, denote by χ ∈ ℓ2(Λ∗+) the characteristic function of the set {p ∈ Λ∗+ : |p| ≤ cNγ}.
Then there exists C > 0 s.t.∥∥(N+ + 1)n/2[N≤cNγ , dp]ξ∥∥
≤ C
N
[
|ηp|‖(N+ + 1)(n+3)/2ξ‖+
[|χp|‖η‖ + ‖χη‖]‖ap(N+ + 1)(n+2)/2ξ‖] ,∥∥(N+ + 1)n/2[N≤cNγ , d∗p]ξ∥∥
≤ C
N
[ |ηp|+ |χp|‖η‖ + ‖χη‖]‖(N+ + 1)(n+3)/2ξ‖
(A.17)
for all p ∈ Λ∗+, ξ ∈ F≤N+ . With d¯p = dp + N−1
∑
q∈Λ∗+
ηqb
∗
qa
∗
−qap, we also have, for
p /∈ supp η, the improved bound∥∥(N+ + 1)n/2[N≤cNγ , d¯p]ξ∥∥ ≤ C
N
[|χp|‖η‖2 + ‖ηχ‖‖η‖]∥∥ap(N+ + 1)(n+2)/2ξ∥∥. (A.18)
In position space, with the operators dˇx defined as in (A.11), let χˇx ∈ L2(Λ) be defined
by χˇx(y) = χ(y − x) (s.t. χˇx has Fourier coefficients χpe−ipx). Then
‖(N+ + 1)n/2[N≤cNγ , dˇx]ξ‖
≤ C
N
‖χη‖
[
‖(N+ + 1)(n+3)/2ξ‖+ ‖bˇx(N+ + 1)(n+2)/2ξ‖
]
+
C
N
‖η‖‖b(χˇx)(N+ + 1)(n+2)/2ξ‖
(A.19)
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for all ξ ∈ F≤n+ . Furthermore, setting ˇ¯dx = dˇx + (N+/N)b∗(ηˇx), we obtain
‖(N+ + 1)n/2[N≤cNγ , bˇy ˇ¯dx]ξ‖
≤ C
N
[
‖χη‖‖η‖‖(N+ + 1)(n+2)/2ξ‖+ ‖χη‖‖aˇx(N+ + 1)(n+1)/2ξ‖
+ ‖η‖‖a(χˇx)(N+ + 1)(n+1)/2ξ‖+ ‖η‖2‖a(χˇy)(N+ + 1)(n+3)/2ξ‖
+ ‖χη‖‖η‖‖aˇy(N+ + 1)(n+3)/2ξ‖
]
+
C
N
[
‖χη‖|ηˇ(x− y)|+ ‖η‖|(χˇ ∗ ηˇ)(x− y)|
]
‖(N + 1)(n+2)/2ξ‖
+
C
N
[
‖η‖‖a(χˇx)aˇy(N + 1)(n+2)/2ξ‖+ ‖η‖‖a(χˇy)aˇx(N + 1)(n+2)/2ξ‖
+ ‖χη‖‖aˇxaˇy(N + 1)(n+2)/2ξ‖
]
(A.20)
as well as
‖(N+ + 1)n/2[N≤cNγ , dˇxdˇy]ξ‖
≤ C
N2
‖χη‖‖η‖
[
‖(N+ + 1)(n+6)/2ξ‖+ ‖aˇx(N+ + 1)(n+5)/2ξ‖
+ ‖aˇy(N+ + 1)(n+5)/2ξ‖+ ‖aˇxaˇy(N+ + 1)(n+4)/2ξ‖
]
+
C
N2
‖η‖2
[
‖a(χˇx)(N+ + 1)(n+5)/2ξ‖+ ‖a(χˇy)(N+ + 1)(n+5)/2ξ‖
]
+
C
N2
[
‖χη‖|ηˇ(x− y)|+ ‖η‖|(χˇ ∗ ηˇ)(x− y)|
]
‖(N + 1)(n+4)/2ξ‖
+
C
N2
‖η‖2
[
‖a(χˇy)aˇx(N + 1)(n+4)/2ξ‖+ ‖a(χˇx)aˇy(N+ + 1)(n+4)/2ξ‖
]
.
(A.21)
for all ξ ∈ F≤n+ .
Proof. For simplicity, we focus on the case n = 0; the cases where 0 6= n ∈ Z can be
treated similarly, using that powers of N+ can be commuted easily with dp, d∗p and dˇx, dˇy.
Let us start with the first bound in (A.17). By (A.9), linearity of the commutator
with N≤cNγ and by the triangle inequality, it is enough to estimate the r.h.s. of
‖[N≤cNγ , dp]ξ
∥∥ ≤ ∑
m≥0
1
m!
∥∥∥[N≤cNγ , ad(m)−B(η)(bp)− ηmp b♯mαmp]ξ∥∥∥. (A.22)
Using Lemma A.1 and the fact that N≤cNγ trivially commutes with the number of
particles operator N+, we can bound ‖[N≤cNγ , ad(m)−B(η)(bq)− ηmq b♯mαmq]ξ‖ by the sum of∥∥∥∥∥∥
(N −N+
N
)m+(1−αm)/2
2
(
N + 1−N+
N
)m−(1−αm)/2
2
− 1
 ηmp [N≤cNγ , b♯mαmp]ξ
∥∥∥∥∥∥ (A.23)
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and exactly 2mm!− 1 terms of the form∥∥∥[N≥cNγ ,Λ1 . . .Λi1N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)]ξ∥∥∥ (A.24)
where i1, k1, ℓ1 ∈ N, j1, . . . , jk1 ∈ N\{0} and where each Λr-operator is either a factor
(N −N+)/N , a factor (N + 1−N+)/N or a Π(2)-operator of the form
N−hΠ
(2)
♯,♭ (η
z1 , . . . , ηzh) (A.25)
with h, z1, . . . , zh ∈ N\{0}. Since we are considering the term (A.23) separately, each
term of the form (A.24) must have either k1 > 0 or it must contain at least one Λ-
operator having the form (A.25). For m = 0, (A.23) vanishes and for m > 0, it follows
from [N≤cNγ , b♯mαmp] = F (♯m)χpb♯mαmp,
where set F (♯) = 1 if ♯ = ∗ and F (♯) = −1 if ♯ = ·, that∥∥∥∥∥∥
(N −N+
N
)m+(1−αm)/2
2
(
N + 1−N+
N
)m−(1−αm)/2
2
− 1
 ηmp [N≤cNγ , b♯mαmp]ξ
∥∥∥∥∥∥
≤ Cm|ηpχp|mN−1‖(N+ + 1)3/2ξ‖.
Hence, let’s focus on terms of the form (A.24) and let’s write
[N≤cNγ ,Λ1 . . .Λi1N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)]
=
i1∑
u=1
Λ1 . . .Λu−1[N≤cNγ ,Λu]Λu+1 . . .Λi1N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)
+ Λ1 . . .Λi1 [N≤cNγ , N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)].
(A.26)
It is clear that [N≤cNγ ,Λu] = 0 if Λu is of the form (N − N+)/N or (N −N+ − 1)/N .
On the other hand, if Λu = N
−hΠ
(2)
♯′,♭′(η
z1 , . . . , ηzh) is of the form (A.7) with
N−hΠ
(2)
♯′,♭′(η
z1 , . . . , ηzh)
= N−h
∑
p1,...,ph∈Λ∗
b
♭′0
α0p1a
♯′1
β1p1
a
♭′1
α1p2a
♯′2
β2p2
a
♭′2
α2p3 . . . a
♯′h−1
βh−1ph−1
a
♭′h−1
αh−1phb
♯′h
βhph
h∏
ℓ=1
ηzlpl ,
we use the identity
[N≤cNγ , a♭αpa♯βp] = (F (♭) + F (♯))χpa♭αpa♯βp
with which we obtain that
[N≤cNγ , N−hΠ(2)♯′,♭′(ηz1 , . . . , ηzh)] =
h∑
t=1
N−hΠ
(2)
♯′,♭′(η
z1 , . . . , (F (♭′t−1)+F (♯
′
t))χη
zt , . . . , ηzh).
(A.27)
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Similarly, if N−k1Π
(1)
♯,♭ (η
j1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p) is of the form
N−k1Π
(1)
♯,♭ (η
j1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)
= N−k1
∑
p1,...,pk1∈Λ
∗
b♭0α0,p1a
♯1
β1p1
a♭1α1p2 . . . a
♯k1−1
βk1−1pk1−1
a
♭k1−1
αk1−1pk1
a
♯k1
βk1pk1
ηℓ1p a
♭k1
αℓ1p
k1∏
ℓ=1
ηjℓpℓ ,
we have that
[N≤cNγ , N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)]
=
k1∑
t=1
N−k1Π
(1)
♯,♭ (η
j1 , . . . , (F (♭t−1) + F (♯t))χη
jt , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)
+N−k1Π
(1)
♯,♭ (η
j1 , . . . , ηjk1 ;F (♭k1)χpη
ℓ1
p ϕαℓ1p).
(A.28)
Recalling that each term of the form (A.24) must have either k1 > 0 or it must contain
at least one Λ-operator having the form (A.25), the identities (A.26), (A.27) and (A.28)
imply together with Lemma A.1 ii), iii) that∥∥∥[N≥cNγ ,Λ1 . . .Λi1N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηℓ1p ϕαℓ1p)]ξ∥∥∥
≤ CmN−1
[
‖χη‖‖η‖m−ℓ1−1 |ηp|ℓ1δℓ1>0‖(N+ + 1)3/2ξ‖+ ‖χη‖‖η‖m−1‖bp(N+ + 1)ξ‖
]
+ CmN−1
[
‖η‖m−ℓ1 |χpηp|ℓ1δℓ1>0‖(N+ + 1)3/2ξ‖+ ‖η‖m|χp|‖bp(N+ + 1)ξ‖
]
≤ Cm‖η‖m−1N−1
[
|ηp|δm>0‖(N+ + 1)3/2ξ‖+
[|χp|‖η‖ + ‖χη‖]‖bp(N+ + 1)ξ‖] .
(A.29)
Notice that we distinguished the cases ℓ1 > 0 and ℓ1 = 0 in the previous bound. Substi-
tuting the last bound into (A.22) and summing over m ≥ 1, we conclude the first bound
in (A.17). The second bound in (A.17) follows in the same way with the only difference
that we bound ‖b∗p(N+ + 1)ξ‖ ≤ ‖(N+ + 1)3/2ξ‖ in the cases where ℓ1 = 0. The bound
(A.18) follows from the fact that for p 6∈ supp η, the operator d¯p is defined in such a
way that all terms in (A.22) for m = 1 vanish. Moreover, all terms in (A.29) for which
ℓ1 > 0 vanish as well, since ηp = 0.
Let us continue with the estimate (A.19). In position space, it suffices to bound
‖[N≤cNγ , dˇx]ξ
∥∥ ≤ ∑
m≥0
1
m!
∥∥∥[N≤cNγ , ad(m)−B(η)(bˇx)− b♯m(ηˇ(m)x )]ξ∥∥∥, (A.30)
where ηˇ
(m)
x ∈ L2(Λ) is defined by its Fourier coefficients ηmp e−ipx, for p ∈ Λ∗+. Proceeding
similarly as in momentum space, we first observe that[N≤cNγ , b♯m(ηˇ(m)x )] = F (♯m)b♯m(χˇ ∗ ηˇ(m)x ),
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where we set χˇ = (χˇx)|x=0 ∈ L2(Λ) s.t. χˇ ∗ η(m)x ∈ L2(Λ) has Fourier coefficients
χpη
m
p e
−ipx. In particular, ‖χˇ ∗ ηˇ(m)x ‖ ≤ ‖χη‖m, uniformly in x ∈ Λ. We then bound∥∥∥∥∥∥
(N −N+
N
)m+(1−αm)/2
2
(
N + 1−N+
N
)m−(1−αm)/2
2
− 1
 [N≤cNγ , b♯m(ηˇ(m)x )]ξ
∥∥∥∥∥∥
≤ Cm‖χη‖mN−1‖(N+ + 1)3/2ξ‖
for m > 0 (recalling that this term vanishes for m = 0). By Lemma A.1, it then only
remains to bound 2mm!− 1 terms of the form∥∥∥[N≥cNγ ,Λ1 . . .Λi1N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηˇℓ1x )]ξ∥∥∥ (A.31)
where i1, k1, ℓ1 ∈ N, j1, . . . , jk1 ∈ N\{0}, where each Λr-operator is either a factor
(N − N+)/N , a factor (N + 1 − N+)/N or a Π(2)-operator of the form (A.25). If we
use the fact that
[N≤cNγ , a♭(ηˇ(m)x )] = F (♭)a♭(χˇ ∗ ηˇ(m)x ) and proceed then as in (A.27),
(A.28), distinguishing the cases ℓ1 > 0 and ℓ1 = 0, we find that∥∥∥[N≥cNγ ,Λ1 . . .Λi1N−k1Π(1)♯,♭ (ηj1 , . . . , ηjk1 ; ηˇℓ1x )]ξ∥∥∥
≤ CmN−1‖χη‖‖η‖m−1
[
δℓ1>0‖(N+ + 1)3/2ξ‖+ ‖bˇx(N+ + 1)ξ‖
]
+ CmN−1
[
‖η‖m−ℓ1 ‖χη‖ℓ1δℓ1>0‖(N+ + 1)3/2ξ‖+ ‖η‖m‖b(χˇx)(N+ + 1)ξ‖
]
≤ CmN−1
[
‖χη‖‖η‖m−1‖(N+ + 1)3/2ξ‖+ ‖χη‖‖η‖m−1‖bˇx(N+ + 1)ξ‖
]
+ CmN−1‖η‖m‖b(χˇx)(N+ + 1)ξ‖.
(A.32)
Summing over m ≥ 1 in (A.30) proves (A.19). Finally, the bounds (A.20) and (A.21)
can be proved with similar arguments.
A.1 Action of Quadratic Renormalization on Excitation Hamiltonian
From (2.5) and (3.23), we can decompose
GN = e−B(ηH )LNeB(ηH ) = G(0)N + G(2)N + G(3)N + G(4)N
with G(j)N = e−B(ηH )L(j)N eB(ηH ). In the following sections, we analyse the operators G(j)N ,
j = 0, 2, 3, 4, separately. Most of the analysis follows closely that of [4, Section 7], [3,
Section 7] and we therefore focus on explaining the main steps only. Apart from the
different scaling of the interaction, the only important difference consists in deriving
additional commutator bounds of G(j)N with restricted number of particle operators of
the form N≤cNγ . These bounds are based on Lemma A.3 and will be explained in more
detail in the following Subsections A.1.1 to A.1.4. The usual commutator bounds in
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(3.31), on the other hand, can be proved with the same arguments as in [3, Section 7]
and we do not comment on them further. Finally, in Subsection A.2, we prove Prop. 3.3.
We assume throughout this section that V ∈ L3(R3) is compactly supported, pointwise
non-negative and radial.
A.1.1 Analysis of G(0)N
We recall from (2.6) that
L(0)N =
(N − 1)
2N
NκV̂ (0)(N −N+) + N
κV̂ (0)
2N
N+(N −N+) (A.33)
and we define the error operator E(0)N through the identity
G(0)N =
(N − 1)
2N
NκV̂ (0)(N −N+) + N
κV̂ (0)
2N
N+(N −N+) + E(0)N . (A.34)
Proposition A.4. There exists a constant C > 0 such that
±E(0)N ≤ CN2κ−α/2(N+ + 1), (A.35)
±
[
N≤cNγ , E(0)N
]
≤ CN2κ−α/2(N+ + 1), (A.36)
for all α > 2κ, γ ≥ 0, c ≥ 0, f smooth and bounded, M ∈ N and N ∈ N large enough.
Proof. As shown in [4, Section 7.1], L(0)N can be written as
L(0)N =
(N − 1)
2
NκV̂ (0) +
NκV̂ (0)
2
∑
q∈Λ∗+
b∗qbq −N+

and it follows from (A.34) that
E(0)N =
NκV̂ (0)
2
∑
q∈Λ∗+
[
e−B(ηH )b∗qbqe
B(ηH ) − b∗qbq
]
− N
κV̂ (0)
2
[
e−B(ηH )N+eB(ηH ) −N+
]
.
(A.37)
Setting γq = cosh ηH(q), σq = sinh ηH(q) and recalling the definition of dq, d
∗
q in (A.9),
with η replaced by ηH(q) = ηqχ(q ∈ PH), we obtain that∑
q∈Λ∗+
e−B(ηH )b∗qbqe
B(ηH ) =
∑
q∈Λ∗+
[
γqb
∗
q + σqb−q + d
∗
q
] [
γqbq + σqb
∗
−q + dq
]
Since |γ2q −1| ≤ CηH(q)2, |σq| ≤ C|ηH(q)|, we can use the first bound in (A.12), Cauchy-
Schwarz and the estimate ‖ηH‖ ≤ CNκ−α/2 from (3.16) to deduce that
NκV̂ (0)
2
∣∣∣ ∑
q∈Λ∗+
〈ξ, [e−B(ηH )b∗qbqeB(ηH ) − b∗qbq]ξ〉∣∣∣ ≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2.
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Similarly, setting γ
(s)
p = cosh(sηH(p)) and σ
(s)
p = sinh(sηH(p)), and defining d
(s)
p as in
(5.3) with η replaced by sηH , we expand the second term on the r.h.s. of (A.37) as
e−B(ηH )N+eB(ηH ) −N+
=
∫ 1
0
ds
∑
p∈PH
ηp
[
(γ(s)p bp + σ
(s)
p b
∗
−p + d
(s)
p )(γ
(s)
p b−p + σ
(s)
p b
∗
−p + d
(s)
−p) + h.c.
]
.
We use |γ(s)p | ≤ C and |σ(s)p | ≤ C|ηp| as well as (A.12) and (3.16) to deduce that
NκV̂ (0)
2
∣∣∣〈ξ, [e−B(ηH )N+eB(ηH ) −N+]ξ〉∣∣∣
≤ CNκ‖(N+ + 1)1/2ξ‖
∑
p∈PH
|ηp|
[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖bpξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2.
This proves the first bound (A.35).
Let us continue with the commutator bound (A.36). Again, we consider the two con-
tributions on the r.h.s. of (A.37) separately. Let us notice first that [N≤cNγ , b∗qbq] = 0
and [N≤cNγ , b♯q] = F (♯)χqb♯q for every q ∈ Λ∗+, where χ ∈ ℓ2(Λ∗+) denotes the characteris-
tic function of {q ∈ Λ∗+ : |q| ≤ cNγ} and where F (♯) = −1 if ♯ = · and F (♯) = 1 if ♯ = ∗.
With this observation, we find with Cauchy-Schwarz that
NκV̂ (0)
2
∣∣∣ ∑
q∈Λ∗+
〈ξ, [N≤cNγ , e−B(ηH )b∗qbqeB(ηH ) − b∗qbq]ξ〉∣∣∣
≤ CNκ
∑
q∈Λ∗+
(|χqγq|‖bqξ‖+ |χqσq|‖b∗−qξ‖+ ‖[N≤cNγ , dq]ξ‖)(|σq|‖b∗−qξ‖+ ‖dqξ‖)
+ CNκ
∑
q∈Λ∗+
(|γq|‖bqξ‖+ |σq|‖b∗−qξ‖+ ‖dqξ‖)(|χqσq|‖b∗−qξ‖+ ‖[N≤cNγ , dq]ξ‖).
Using once more that |γq| ≤ C, |σq| ≤ C|ηH(q)|, ‖ηH‖ ≤ CNκ−α/2 as well as the bounds
(A.12) and (A.17), we obtain that
NκV̂ (0)
2
∣∣∣ ∑
q∈Λ∗+
〈ξ, [N≤cNγ , e−B(ηH )b∗qbqeB(ηH ) − b∗qbq]ξ〉∣∣∣ ≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2.
80
Proceeding similarly for the second term on the r.h.s. of (A.37), we find that
NκV̂ (0)
2
∣∣∣〈ξ, [N≤cNγ , e−B(ηH )N+eB(ηH )]ξ〉∣∣∣
≤ CNκ
∫ 1
0
ds
∑
p∈PH
|ηp|
(‖(N+ + 1)1/2ξ‖+ |ηp|‖b−pξ‖+ ‖[N≤cNγ , (d(s)p )∗]ξ‖)
× (‖b−pξ‖+ |ηp|‖(N+ + 1)1/2ξ‖)
+ CNκ
∫ 1
0
ds
∑
p∈PH
|ηp|
(‖(N+ + 1)1/2ξ‖+ |ηp|‖b−pξ‖+ ‖(d(s)p )∗ξ‖)
× (‖b−pξ‖+ |ηp|‖(N+ + 1)1/2ξ‖+ ‖[N≤cNγ , (d(s)p )]ξ‖)
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖.
Here, we used in the last step once more (A.17) and this proves the bound (A.36).
A.1.2 Analysis of G(2)N = e−B(ηH )L(2)N eB(ηH )
We decompose L(2)N = K + L(2,V )N , setting K =
∑
p∈Λ∗+
p2a∗pap and
L(2,V )N =
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap
N −N+
N
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
b∗pb
∗
−p + bpb−p
]
.
(A.38)
Hence, we can split G(2)N into
G(2)N = e−B(ηH )KeB(ηH ) + e−B(ηH )L(2,V )N eB(ηH ) (A.39)
and analyse the two contributions on the r.h.s. of the last equation separately.
Proposition A.5. There exists a constant C > 0 such that
e−B(ηH )KeB(ηH ) = K +
∑
p∈PH
p2ηp(bpb−p + b
∗
pb
∗
−p)
+
∑
p∈PH
p2η2p
(N −N+
N
)(N −N+ − 1
N
)
+ E(K)N
(A.40)
where the self-adjoint operator E(K)N satisfies
±E(K)N ≤ CN3κ−α/2(HN + 1), (A.41)
±i
[
N≤cNγ , E(K)N
]
≤ C(N3κ−α/2 +N2κ−α/2+γ/2)(HN + 1), (A.42)
for all α ≥ 2κ with α + κ ≤ 1, and for all γ ∈ [0;α], c ≥ 0, f smooth and bounded,
M ∈ N and N ∈ N large enough.
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Proof. As shown in [4, Section 7.2], we can use the relations (A.10) and a first order
Taylor expansion yields
e−B(ηH )KeB(ηH ) −K
=
∫ 1
0
ds
∑
p∈PH
p2ηp
[(
γ(s)p bp + σ
(s)
p b
∗
−p
)(
γ(s)p b−p + σ
(s)
p b
∗
p
)
+ h.c.
]
+
∫ 1
0
ds
∑
p∈PH
p2ηp
[(
γ(s)p bp + σ
(s)
p b
∗
−p
)
d
(s)
−p + d
(s)
p
(
γ(s)p b−p + σ
(s)
p b
∗
p
)
+ h.c.
]
+
∫ 1
0
ds
∑
p∈PH
p2ηp
[
d(s)p d
(s)
−p + h.c.
]
=: G1 +G2 +G3.
(A.43)
We recall that γ
(s)
p = cosh(sηH(p)), σ
(s)
p = sinh(sηH(p)) and that d
(s)
p is defined as in
(5.3), with ηp replaced by sηH(p). We consider the different contributions G1, G2 and
G3, defined on the r.h.s. of the last equation (A.43), separately.
Let us start with G1. By expanding the product, it was proved in [4, Eq. (7.14)]
that
G1 =
∑
p∈PH
p2ηp
(
bpb−p + b
∗
−pb
∗
p
)
+
∑
p∈PH
p2η2p
(
1− N+
N
)
+ EK1 , (A.44)
where the error operator EK1 is given by
EK1 =
∫ 1
0
ds
∑
p∈PH
p2ηp
[(
(γ(s)p )
2 − 1) + (σ(s)p )2](bpb−p + b∗−pb∗p)
+
∫ 1
0
ds
∑
p∈PH
p2ηpγ
(s)
p σ
(s)
p (4b
∗
pbp − 2N−1a∗pap)
)
+ 2
∫ 1
0
ds
∑
p∈PH
p2ηp
[
(γ(s)p − 1)σ(s)p + (σ(s)p − sηp)
] (
1− N+
N
)
.
Using that |((γ(s)p )2 − 1)| ≤ Cη2p, (σ(s)p )2 ≤ Cη2p and p2η2p ≤ CN2κ−2α, we obtain
|〈ξ, EK1 ξ〉| ≤ C
∑
p∈PH
[
p2|ηp|3‖bpξ‖‖(N+ + 1)1/2ξ‖+ p2η2p‖apξ‖2 + p2η4p
]
≤ CN2κ−2α‖(N+ + 1)1/2ξ‖2.
(A.45)
Similarly, if χ ∈ ℓ2(Λ∗+) denotes the characteristic function of {q ∈ Λ∗+ : |q| ≤ cNγ}, we
observe that[N≤cNγ , EK1 ] = 2∫ 1
0
ds
∑
p∈PH
p2ηpχp
[(
(γ(s)p )
2 − 1) + (σ(s)p )2](b∗−pb∗p − bpb−p).
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This term can be bounded as in (A.45) and we find that
|〈ξ,[N≤cNγ , EK1 ]ξ〉| ≤ CN2κ−2α‖(N+ + 1)1/2ξ‖2. (A.46)
Let us switch to the analysis of the contribution G2, defined in (A.43). As in [4, Eq.
(7.16)], it is useful to further expand this into G2 = G21 +G22 +G23 +G24, where
G21 =
∫ 1
0
ds
∑
p∈PH
p2ηp
(
γ(s)p bpd
(s)
−p + h.c.
)
, G22 =
∫ 1
0
ds
∑
p∈PH
p2ηp
(
σ(s)p b
∗
−pd
(s)
−p + h.c.
)
G23 =
∫ 1
0
ds
∑
p∈PH
p2ηp
(
γ(s)p d
(s)
p b−p + h.c.
)
, G24 =
∫ 1
0
ds
∑
p∈PH
p2ηp
(
σ(s)p d
(s)
p b
∗
p + h.c.
)
,
(A.47)
and to analyse the operators G21, G22, G23 and G24 separately.
We start with G21. By, [4, Eq. (7.17) & Eq. (7.18)], we have that
G21 = −
∑
p∈PH
p2η2p
N+ + 1
N
N −N+
N
+
[EK2 + h.c.] , (A.48)
where EK2 =
∑5
j=1 EK2j , with
EK21 =
1
2N
∑
p∈PH
p2η2p(N+ + 1)
(
b∗pbp −
1
N
a∗pap
)
, EK22 =
∫ 1
0
ds
∑
p∈PH
p2ηp(γ
(s)
p − 1)bpd(s)−p
EK23 =
∫ 1
0
ds
∑
p∈Λ∗+
p2ηpbpd¯
(s)
−p, EK24 = −
∫ 1
0
ds
∑
p∈P cH
p2ηpbpd¯
(s)
−p,
EK25 =
1
2N
∑
p∈P cH ,q∈PH
p2ηpηqa
∗
qa
∗
−qapa−p(1−N+/N).
(A.49)
Here, we set
d¯
(s)
−p = d
(s)
−p + sηH(p)
N+
N
b∗p and d¯
(s)
−p = d
(s)
−p +
1
N
∑
q∈PH
sηqb
∗
qa
∗
−qa−p. (A.50)
We easily find that
|〈ξ, EK21ξ〉| ≤ C
∑
p∈PH
p2η2p‖apξ‖2 ≤ CN2κ−2α‖N 1/2+ ξ‖2 (A.51)
and by applying (A.12) in Lemma A.2, we also find that
|〈ξ, EK22ξ〉| ≤
∑
p∈PH
p2|ηp|3‖N 1/2+ ξ‖
[
|ηp|‖N 1/2+ ξ‖+ ‖ηH‖‖apξ‖
]
≤ CN4κ−3α‖(N+ + 1)1/2ξ‖2.
(A.52)
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Applying the bound (A.13) for the operator EK24, we obtain moreover that
|〈ξ, EK24ξ〉| ≤ C‖ηH‖2‖(N+ + 1)1/2ξ‖
∑
p∈P cH
p2|ηp|‖apξ‖
≤ CN3κ−α/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖
(A.53)
by Cauchy-Schwarz and, similarly, that
|〈ξ, EK25ξ〉| ≤ CN−1
∑
p∈P cH ,q∈PH
p2|ηp||ηq|‖aqa−qξ‖‖apa−pξ‖ ≤ CN2κ−α‖K1/2ξ‖2. (A.54)
Before we switch to the analysis of E23, let’s quickly comment on the commutator of
N≤cNγ with EK21, EK22, EK24 and EK25. We have that [N≤cNγ , E21] = 0 and referring to
Lemma A.3, in particular to the bounds (A.17) and (A.18), we obtain as above that
|〈ξ, [N≤cNγ , EK22]ξ〉|+ |〈ξ, [N≤cNγ , EK24]ξ〉|
≤ CN4κ−3α‖(N+ + 1)1/2ξ‖2 + CN3κ−α/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.
Finally, if we denote by χ ∈ ℓ2(Λ∗+) the characteristic function of {p ∈ Λ∗+ : |p| ≤ cNγ},
we observe that [N≤cNγ , a∗qa∗−qapa−p] = (−2χ(p) + 2χ(q))a∗qa∗−qapa−p and obtain
|〈ξ, [N≤cNγ , EK25]ξ〉| ≤ CN−1
∑
p∈P cH ,q∈PH
p2|ηp||ηq|‖aqa−qξ‖‖apa−pξ‖ ≤ CN2κ−α‖K1/2ξ‖2.
Next, consider the remaining term EK23. As in [4], we use the scattering equation
(3.12) and rewrite EK23 in position space as
EK23 = −
1
2
Nκ
∫ 1
0
ds
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))fN (x− y)bˇx ˇ¯d(s)y
+Nκλℓ
∫ 1
0
ds
∫
Λ2
dxdy χℓ(x− y)N3−3κfN (x− y)bˇx ˇ¯d(s)y .
(A.55)
With Lemma 3.1, the bound (A.15) in Lemma A.2, the upper bound (3.20) as well as
the assumption α+ κ ≤ 1, we obtain that
|〈ξ, EK23ξ〉| ≤ Nκ
∫ 1
0
ds
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C]
× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2aˇx ˇ¯d(s)y ξ‖
≤ CNκ−1‖ηH‖
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C]
× ‖(N+ + 1)1/2ξ‖
[
N‖(N+ + 1)1/2ξ‖+ ‖aˇyN+ξ‖+ ‖aˇxaˇyN 1/2+ ξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
(A.56)
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Similarly, if we use the commutator bound (A.20) in Lemma A.3, we find that
|〈ξ, [N≤cNγ , EK23]ξ〉| ≤ CN2κ−α/2−1
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C] ‖(N+ + 1)1/2ξ‖
×
[
(N + |(χˇ ∗ ηˇH)(x− y)|)‖(N+ + 1)1/2ξ‖+ ‖a(χˇx)(N+ + 1)ξ‖
+ ‖aˇyN+ξ‖+ ‖a(χˇx)aˇy(N+ + 1)1/2ξ‖+ ‖aˇxaˇyN 1/2+ ξ‖
]
.
(A.57)
Here, χˇx ∈ L2(Λ) has values χˇx(y) = χˇ(y − x), where χ ∈ ℓ2(Λ∗+) denotes the charac-
teristic function of {p ∈ Λ∗+ : |p| ≤ cNγ}. Notice that χˇ ∗ ηˇH has Fourier transform
χηH ∈ ℓ2(Λ∗+) s.t. the assumptions α+ κ ≤ 1, γ ≤ α and the bound (3.20) imply
|χˇ ∗ ηH(x)| ≤ |ηH(x)|+
∑
p∈Λ∗+:|p|≤cN
γ
|ηp| ≤ CN. (A.58)
Furthermore, switching to momentum space and observing that∫
Λ2
dxdy N3−3κV (N1−κ(x− y))a∗(χˇx)aˇ∗yaˇya(χˇx)
=
∑
r∈Λ∗;p,q∈Λ∗+:
p+r,q+r 6=0
V̂ (r/N1−κ)χp+rχpa
∗
p+ra
∗
qapaq+r,
we find as a consequence of Cauchy-Schwarz that∫
Λ2
dxdy N3−3κV (N1−κ(x− y))‖aˇya(χˇx)ξ‖2
≤ C
( ∑
r∈Λ∗;p,q∈Λ∗+:
|p+r|,|p|≤cNγ
|p|−2|p+ r|2‖ap+raqξ‖2
)1/2( ∑
r∈Λ∗;p,q∈Λ∗+:
|p+r|,|p|≤cNγ
|p|2|p+ r|−2‖aq+rapξ‖2
)1/2
≤ CNγ‖K1/2(N+ + 1)1/2ξ‖2.
(A.59)
Observing also that
∫
Λ dx a
∗(χˇx)a(χˇx) =
∑
p∈Λ∗+:|p|≤cN
γ a∗pap, we conclude that
|〈ξ, [N≤cNγ , EK23]ξ〉| ≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN2κ−α/2+γ/2‖(K + 1)1/2ξ‖2
+ CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
Collecting all the previous bounds from (A.51) to (A.54) as well as their associated
commutator bounds, we deduce that we have for all ξ ∈ F≤N+ that
|〈ξ, EK2 ξ〉| ≤ CN3κ−α/2〈ξ, (HN + 1)ξ〉,
|〈ξ, [N≤cNγ , EK2 ] ξ〉| ≤ C(N3κ−α/2 +N2κ+γ/2−α/2)〈ξ, (HN + 1)ξ〉. (A.60)
Let us now switch to the contribution G22, defined in (A.47). Lemma A.2 implies
|〈ξ,G22ξ〉| ≤ C
∑
p∈PH
p2η2p‖b−pξ‖‖d−pξ‖ ≤ CN3κ−5α/2‖(N+ + 1)1/2ξ‖2 (A.61)
and, using Lemma A.3, we get similarly
|〈ξ, [N≤cNγ ,G22]ξ〉| ≤ C
∑
p∈PH
p2η2p‖b−pξ‖
(
χ(−p)‖d−pξ‖+ ‖[N≤cNγ , d−p]ξ‖
)
≤ CN3κ−5α/2‖(N+ + 1)1/2ξ‖2.
(A.62)
Consider next the term G23, defined in (A.47). Recalling the notation d¯
(s)
p , introduced
in (A.50), it was shown in [4] that G23 can be written as G23 =
∑4
j=1 EK3j + h.c., where
EK31 =
∫ 1
0
ds
∑
p∈PH
p2ηp
(
γ(s)p − 1
)
d(s)p b−p , EK32 =
∫ 1
0
ds
∑
p∈Λ∗+
p2ηpd
(s)
p b−p
EK33 =
1
2N
∑
p∈P cH ,q∈PH
p2ηpηqb
∗
qa
∗
−qapb−p , EK34 = −
∫ 1
0
ds
∑
p∈P cH
p2ηpd¯
(s)
p b−p
The contribution EK33 can be controlled exactly as EK25, defined in (A.49). The errors
EK31 and EK34 as well as their commutators with N≤cNγ can be controlled as above, using
Lemma A.2 and Lemma A.3, respectively. We find that
|〈ξ, EK31ξ〉|+ |〈ξ, EK34ξ〉| ≤ CN4κ−3α‖(N+ + 1)1/2ξ‖2 + CN3κ−α/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖
as well as
|〈ξ, [N≤cNγ , EK31]ξ〉|+ |〈ξ, [N≤cNγ , EK34]ξ〉|
≤ CN4κ−3α‖(N+ + 1)1/2ξ‖2 + CN3κ−α/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.
Finally, the term EK32 can be controlled similarly as the term EK23, defined in (A.49). We
switch to position space and apply Lemma A.2 so that
|〈ξ, EK32ξ〉| ≤ CNκ
∫ 1
0
ds
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C] ‖(N+ + 1)1/2ξ‖
× ‖(N+ + 1)−1/2dˇ(s)x aˇyξ‖
≤ CNκ−1‖ηH‖
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C] ‖(N+ + 1)1/2ξ‖
×
[
‖aˇy(N+ + 1)ξ‖ + ‖aˇxaˇy(N+ + 1)1/2ξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
(A.63)
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For the commutator with N≤cNγ , we use Lemma A.3 and obtain
|〈ξ, [N≤cNγ , EK32]ξ〉| ≤ CN2κ−α/2−1
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C] ‖(N+ + 1)1/2ξ‖
×
[
‖aˇy(N+ + 1)ξ‖+ ‖a(χˇy)bˇx(N+ + 1)1/2ξ‖
+ ‖a(χˇy)(N+ + 1)ξ‖+ ‖aˇxaˇy(N+ + 1)1/2ξ‖
]
.
(A.64)
Proceeding as in (A.59) and thereafter, we deduce that
|〈ξ, [N≤cNγ , EK32]ξ〉| ≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN2κ−α/2+γ/2‖(K + 1)1/2ξ‖2
+ CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
Summarizing the last bounds, we have shown that for all ξ ∈ F≤N+ , we have that
|〈ξ,G23ξ〉| ≤ CN3κ−α/2〈ξ, (HN + 1)ξ〉,
|〈ξ, [N≤cNγ ,G23] ξ〉| ≤ C(N3κ−α/2 +N2κ+γ/2−α/2)〈ξ, (HN + 1)ξ〉.
(A.65)
It remains to control the term G24 in (A.47). This follows as before, using (A.12) in
Lemma A.2 and the bound (3.18). We find that
|〈ξ,G24ξ〉|
≤ C
∫ 1
0
ds
∑
p∈PH
p2η2p‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2d(s)p b∗pξ‖
≤ CN−1‖(N+ + 1)1/2ξ‖
∑
p∈PH
p2η2p
[
|ηp|‖(N+ + 1)3/2ξ‖+ ‖ηH‖‖bpb∗p(N+ + 1)1/2ξ‖
]
≤ CN3κ−α‖(N+ + 1)1/2ξ‖2
and, referring to (A.17) in Lemma A.3, that
|〈ξ, [N≤cNγ ,G24]ξ〉| ≤ CN3κ−α‖(N+ + 1)1/2ξ‖2.
Altogether, (A.48), (A.60), (A.61), (A.65) and the last two bounds prove that
G2 = −
∑
p∈PH
p2ηp
N+ + 1
N
N −N+
N
+ EK4
where for all ξ ∈ F≤N+ , it holds true that
|〈ξ, EK4 ξ〉| ≤ CN3κ−α/2〈ξ, (HN + 1)ξ〉,
|〈ξ, [N≤cNγ , EK4 ] ξ〉| ≤ C(N3κ−α/2 +N2κ+γ/2−α/2)〈ξ, (HN + 1)ξ〉. (A.66)
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Finally, we analyse G3, defined in (A.43). We follow [4] and split it into two terms,
G3 = EK51 + EK52 + h.c., where
EK51 =
∫ 1
0
ds
∑
p∈Λ∗+
p2ηpd
(s)
p d
(s)
−p, EK52 = −
∫ 1
0
ds
∑
p∈P cH
p2ηpd
(s)
p d
(s)
−p.
The error EK52 can be controlled as above, using the bounds (A.12) from Lemma A.2 and
the bounds (A.17) from Lemma A.3. As a result, one obtains that
|〈ξ, EK52ξ〉|+ |〈ξ, [N≤cNγ , EK52]ξ〉| ≤ CN3κ−α/2‖(N+ + 1)1/2ξ‖‖K1/2ξ‖.
To deal with the remaining contribution EK51, we switch as usual to position space.
Proceeding similarly as for the terms EK23 and EK32 above, but now using the bound
(A.16) in Lemma A.2, we find that
|〈ξ, EK51ξ〉| ≤ CNκ
∫ 1
0
ds
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C]
× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2dˇ(s)x dˇ(s)y ξ‖
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN5κ/2−α‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
(A.67)
In the same way, referring now to (A.21) in Lemma A.3, we see that
|〈ξ, [N≤cNγ , EK51]ξ〉| ≤ CNκ
∫ 1
0
ds
∫
Λ2
dxdy
[
N3−3κV (N1−κ(x− y)) + C]
× ‖(N+ + 1)1/2ξ‖‖(N+ + 1)−1/2[N≤cNγ , dˇ(s)x dˇ(s)y ]ξ‖
≤ CN2κ−α/2+γ/2‖(K + 1)1/2ξ‖2 + CN5κ/2−α‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
(A.68)
Hence, collecting the last two bounds together with (A.44), (A.45) and (A.66), we have
proved the identity (A.40 with the error bounds (A.41) and (A.42).
Having analysed the conjugated kinetic energy e−B(ηH )KeB(ηH ), let’s switch to the
analysis of the second term on the r.h.s. of (A.39).
Proposition A.6. There is a constant C > 0 such that
e−B(ηH )L(2,V )N eB(ηH ) =
∑
p∈PH
NκV̂ (p/N1−κ)ηp
(N −N+
N
)(N −N+ − 1
N
)
+
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap
N −N+
N
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
(
bpb−p + b
∗
−pb
∗
p
)
+ E(V )N
(A.69)
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where
±E(V )N ≤ CN2κ−α/2(HN + 1), (A.70)
±i[N≤cNγ , E(V )N ] ≤ CN2κ−α/2+γ/2(HN + 1), (A.71)
for all α ≥ 2κ with α + κ ≤ 1, and for all 0 ≤ γ ≤ α, c ≥ 0, f smooth and bounded,
M ∈ N and N ∈ N large enough.
Proof. We follow closely the analysis in [4, Prop. 7.3] and briefly sketch the main steps
to prove the bounds (A.70) and (A.71).
As in [4], it is useful to decompose e−B(ηH )L(2,V )N eB(ηH ) into the sum
e−B(ηH )L(2,V )N eB(ηH ) =
∑
p∈Λ∗+
NκV̂ (p/N1−κ)e−B(ηH )b∗pbpe
B(ηH )
− 1
N
∑
p∈Λ∗+
NκV̂ (p/N1−κ)eB(ηH )a∗pape
−B(ηH )
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)e−B(ηH )
[
bpb−p + b
∗
pb
∗
−p
]
eB(ηH )
=: F1 + F2 + F3
(A.72)
and to analyse the contributions F1, F2 and F3 separately. Following [4, Eq. (7.32)] and
thereafter, we split F1 into
F1 =
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap
N −N+
N
+ EV1 ,
where EV1 =
∑4
i=j F1j is defined through
F11 =
1
N
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap,
F12 =
∑
p∈PH
NκV̂ (p/N1−κ)
[
(γ2p − 1)b∗pbp + γpσp(b−pbp + b∗pb∗−p)
]
,
F13 =
∑
p∈PH
NκV̂ (p/N1−κ)
[
σ2p(b
∗
pbp −N−1a∗pap) + σ2p
(N −N+
N
)]
,
F14 =
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
(γpb
∗
p + σpb−p)dp + d
∗
p(γpbp + σpb
∗
−p) + d
∗
pdp
]
.
Using Cauchy-Schwarz, the pointwise bounds |γ2p − 1| ≤ C|ηp|2, |σp| ≤ C|ηp| for all
p ∈ PH , the bound ‖ηH‖ ≤ CNκ−α/2 and the fact that [N≤cNγ , a♯p] = F (♯)χpa♯p,
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where F (∗) = 1, F (·) = −1 and where χ denotes the characteristic function of the set
{p ∈ Λ∗+ : |p| ≤ cNγ}, it is straight-forward to verify that
±(F11 + F12 + F13) ≤ CN2κ−α/2(N+ + 1),
±i[N≤cNγ ,F11 + F12 + F13] ≤ CN2κ−α/2(N+ + 1).
To control the remaining error term F14, we refer to the bounds (A.12) in Lemma A.2
and (A.17) in Lemma A.3. With Cauchy-Schwarz, they imply that
±(F14) ≤ CN2κ−α/2(N+ + 1), ±i[N≤cNγ ,F14] ≤ CN2κ−α/2(N+ + 1),
so that altogether
±EV1 ≤ CN2κ−α/2(N+ + 1), ±i[N≤cNγ , EV1 ] ≤ CN2κ−α/2(N+ + 1).
The analysis of the term F2, defined in (A.72), is quite similar once we notice that
1
N
∑
p∈PH
NκV̂ (p/N1−κ)eB(ηH )a∗pape
−B(ηH ) − 1
N
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap
=
Nκ
N
∫ 1
0
ds
∑
p∈PH
V̂ (p/N1−κ)ηp
[(
γ(s)p bp + σ
(s)
p b
∗
−p
)(
γ(s)p b−p + σ
(s)
p b
∗
p
)
+ h.c.
]
+
Nκ
N
∫ 1
0
ds
∑
p∈PH
V̂ (p/N1−κ)ηp
[(
γ(s)p bp + σ
(s)
p b
∗
−p
)
d
(s)
−p + d
(s)
p
(
γ(s)p b−p + σ
(s)
p b
∗
p
)
+ h.c.
]
+
Nκ
N
∫ 1
0
ds
∑
p∈Λ∗+
V̂ (p/N1−κ)ηp
[
d(s)p d
(s)
−p + h.c.
]
.
Here, we use the same notation as in (A.43). Proceeding as above then results in
±F2 ≤ CN2κ−α/2−1(N+ + 1), ±i[N≤cNγ ,F2] ≤ CN2κ−α/2−1(N+ + 1).
We omit the details.
Finally, let’s consider the contribution F3, defined in (A.72). As in [4], we split it
into
F3 =
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[(
γpbp + σpb
∗
−p
)(
γpb−p + σpb
∗
p
)
+ h.c.
]
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
(γpbp + σpb
∗
−p) d−p + dp (γpb−p + σpb
∗
p) + h.c.
]
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
dpd−p + h.c.
]
=:F31 + F32 + F33
(A.73)
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and we start with the analysis of F31. The latter can be written as
F31 =
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)(bpb−p + b
∗
pb
∗
−p) +
∑
p∈PH
NκV̂ (p/N1−κ)ηp
N −N+
N
+ EV2
(A.74)
with
EV2 =
1
2
∑
p∈PH
NκV̂ (p/N1−κ)
[
(γ2p − 1)bpb−p + σ2pb∗−pb∗p + 2σpγpb∗pbp
−N−1γpσpa∗pap + (γpσp − ηp)
N −N+
N
]
+ h.c.
Let us recall here that γp = 1 and σp = 0 for p ∈ P cH . To control EV2 and its commutator
with N≤cNγ , we use once more the estimates |γ2p − 1| ≤ Cη2p and |σp| ≤ C|ηp| for all
p ∈ PH , and apply Lemmas A.2 and A.3 to deduce with Cauchy-Schwarz as above that
±EV2 ≤ CN2κ−α/2(N+ + 1), ±i[N≤cNγ , EV2 ] ≤ CN2κ−α/2(N+ + 1).
The analysis of the contributions F32 and F33 in (A.73) is slightly more tedious. We
start with the term F32 and rewrite it similarly as in [4, Eq. (7.39)] as
F32 =
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
[
γpbpd−p + γpdpb−p + σpb
∗
−pd−p + σpdpb
∗
p + h.c.
]
=:
4∑
j=1
(
F32j + h.c.
)
.
(A.75)
As explained in [4, Eq. (7.39) & (7.40)], massaging a bit the first term F321 yields
F321 = −
∑
p∈PH
NκV̂ (p/N1−κ)ηp
(
N −N+
N
)(N+ + 1
N
)
+ EV4
where EV4 = EV41 + EV42 + EV43 + h.c. is defined through
EV41 =
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ) (γp − 1)bpd−p , EV42 =
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)bpd¯−p
EV43 = −
1
2
∑
p∈PH
NκV̂ (p/N1−κ)ηp
N+ + 1
N
(b∗pbp −N−1a∗pap).
(A.76)
Here, we set d¯−p = d−p + ηH(p)(N+/N)b∗p. The error terms EV41 and EV43 are easily
controlled with the same arguments as above, using the pointwise bounds |γ2p−1| ≤ Cη2p
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and |σp| ≤ C|ηp| for all p ∈ PH , the bound ‖ηH‖ ≤ CNκ−α/2 and by applying (A.12) in
Lemma A.2 as well as (A.17) in Lemma A.3. This results in
±(EV41 + EV43) ≤ CN2κ−α/2(N+ + 1), ±i[N≤cNγ , EV41 + EV43] ≤ CN2κ−α/2(N+ + 1).
The remaining error EV42 reads in position space
EV42 =
1
2
Nκ
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))bˇx ˇ¯dy.
We can compare this to the position space representation of the error term EK23 in (A.55).
Notice that EV42 is, up to the uniformly bounded factor fN(x− y), equal to the first term
on the r.h.s. of (A.55). Thus, if we proceed exactly as in (A.56) and (A.57), we find
that
±EV42 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ , EV42] ≤ CN2κ−α/2+γ/2(HN + 1).
Going back to (A.75), consider now the second term F322. We decompose γp =
1 + (γp − 1) and control the resulting term that contains (γp − 1) by Cauchy-Schwarz,
using that |γp − 1| ≤ Cη2p. The other term can be estimated by switching to position
space. Indeed, in position space this term can be bounded exactly as the error term EK32
in (A.63) and (A.64) in the proof of the last proposition. Altogether, one finds that
±F322 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ ,F322] ≤ CN2κ−α/2+γ/2(HN + 1).
Finally, the two remaining contributions F323 and F324, defined in (A.75), can be
controlled using Lemma A.2 and Lemma A.3. By (A.12), we have for instance that
|〈ξ,F323ξ〉| ≤ CNκ
∑
p∈PH
|ηp|‖b−pξ‖
[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖b−pξ‖
]
≤ CN3κ−5α/2‖(N+ + 1)1/2ξ‖2
and, similarly, by (A.17) that
|〈ξ, [N≤cNγ ,F323]ξ〉| ≤ CNκ
∑
p∈PH
|ηp|‖b−pξ‖
[
|ηp|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖b−pξ‖
]
≤ CN3κ−5α/2‖(N+ + 1)1/2ξ‖2.
To control the remaining term F324, on the other hand, a simple analysis (using the
same arguments as above) shows that it is enough to bound
EV5 :=
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)ηp
[
dpb
∗
p + h.c.
]
.
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To apply Lemma A.2 and Lemma A.3 in the usual way, we observe first of all
∑
p∈Λ∗+
∣∣V̂ (p/N1−κ)ηp∣∣ ≤ ( ∑
p∈Λ∗+
|p|−2∣∣V̂ (p/N1−κ)∣∣2)1/2( ∑
p∈Λ∗+
|p|2η2p
)1/2
and, by Plancherel, that∑
p∈Λ∗+
p−2
∣∣V̂ (p/N1−κ)∣∣2 ≤ C ∑
p∈Λ∗+:
|p|≤N1−κ
|p|−2 +N2κ−2
∑
p∈Λ∗+:
|p|≥N1−κ
∣∣V̂ (p/N1−κ)∣∣2 ≤ CN1−κ.
Together with (3.18), this shows that∑
p∈Λ∗+
∣∣V̂ (p/N1−κ)ηp∣∣ ≤ CN. (A.77)
Now, applying (A.12) in Lemma A.2 proves that
|〈ξ, EV5 ξ〉| ≤ CNκ−1
∑
p∈PH
∣∣V̂ (p/N1−κ)∣∣|ηp|‖(N+ + 1)1/2ξ‖
×
[
|ηp|‖(N+ + 1)3/2ξ‖+ ‖ηH‖‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖ap(N+ + 1)ξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2
and, referring to (A.17) in Lemma A.3, also that
|〈ξ, [N≤cNγ , EV5 ]ξ〉| ≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2.
Altogether, we arrive at
±F32 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ ,F32] ≤ CN2κ−α/2+γ/2(HN + 1).
To complete the proof of the proposition, we still need to analyse the last term F33
in (A.73). This term, however, can be analysed exactly as the error EK51 in (A.67) and
(A.68), after switching to position space. One finds
±F33 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ ,F33] ≤ CN2κ−α/2+γ/2(HN + 1),
and collecting all the bounds on F1,F2 and F3, defined in (A.72), proves the bounds
(A.70) and (A.71).
Let us finish this section and summarize the results of Prop. A.5 and Prop. A.6.
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Proposition A.7. There exists a constant C > 0 such that
G(2)N = K+
∑
p∈PH
[
p2η2p +N
κV̂ (p/N1−κ)ηp
](N −N+
N
)(N −N+ − 1
N
)
+
∑
p∈PH
p2ηp
(
b∗pb
∗
−p + bpb−p
)
+
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap
N −N+
N
+
1
2
∑
p∈Λ∗+
NκV̂ (p/N1−κ)
(
bpb−p + b
∗
−pb
∗
p
)
+ E(2)N
where the self-adjoint operator E(2)N satisfies
±E(2)N ≤ CN3κ−α/2(HN + 1),
±i[N≤cNγ , E(2)N ] ≤ C
(
N3κ−α/2 +N2κ−α/2+γ/2
)
(HN + 1),
for all α ≥ 2κ with α + κ ≤ 1, and for all 0 ≤ γ ≤ α, c ≥ 0, f smooth and bounded,
M ∈ N and N ∈ N large enough.
A.1.3 Analysis of G(3)N
In this section, we analyse the operator G(3)N which, by (2.6), is equal to
G(3)N =
1√
N
∑
p,q∈Λ∗+:p+q 6=0
NκV̂ (p/N1−κ)e−B(ηH )b∗p+qa
∗
−paqe
B(ηH ) + h.c. (A.78)
Proposition A.8. There exists a constant C > 0 such that
G(3)N =
1√
N
∑
p,q∈Λ∗+:p+q 6=0
NκV̂ (p/N1−κ)
[
b∗p+qa
∗
−paq + h.c.
]
+ E(3)N (A.79)
where the self-adjoint operator E(3)N satisfies
±E(3)N ≤ CN2κ−α/2
(HN + 1), (A.80)
±i[N≤cNγ , E(3)N ] ≤ CN2κ−α/2+γ/2
(HN + 1), (A.81)
for all α ≥ 2κ with α + κ ≤ 1, and for all 0 ≤ γ ≤ α, c ≥ 0, f smooth and bounded,
M ∈ N and N ∈ N large enough.
Proof. Let us indicate the main steps to prove (A.80) and (A.81). To this end, we follow
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the proof of [4, Prop. 7.5] which shows that E(3)N in (A.79) takes the form
E(3)N =
Nκ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N1−κ)
(
(γp+q − 1)b∗p+q + σp+qb−p−q + d∗p+q
)
a∗−paq
+
Nκ√
N
∑
p,q∈Λ∗+,
p+q 6=0
V̂ (p/N1−κ)ηH(p) e
−B(ηH )b∗p+qe
B(ηH )
∫ 1
0
ds e−sB(ηH )bpbqe
sB(ηH )
+
Nκ√
N
∑
p,q∈Λ∗+,
p+q 6=0
V̂ (p/N1−κ)ηH(q) e
−B(ηH )b∗p+qe
B(ηH )
∫ 1
0
ds e−sB(ηH )b∗−pb
∗
−qe
sB(ηH )
+ h.c.
=: E(3)1 + E(3)2 + E(3)3 + h.c.
(A.82)
Let us consider the three terms E(3)1 , E(3)2 , E(3)3 separately and explain why they all satisfy
(A.80) and (A.81). Starting with E(3)1 , it is useful to split it into
E(3)1 =
Nκ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N1−κ)
[
(γp+q − 1)b∗p+q + σp+qb−p−q + d∗p+q
]
a∗−paq
=: E(3)11 + E(3)12 + E(3)13 .
The first two terms E(3)11 and E(3)12 can be bounded using Cauchy-Schwarz, the fact that
|γp+q − 1| ≤ Cη2p+q and ‖ηH‖ ≤ CNκ−α/2. One proceeds similarly as in the proof of
Proposition A.7 and obtains for instance that
|〈ξ, E(3)11 ξ〉| ≤
CNκ√
N
∑
p,q∈Λ∗+:p+q 6=0
|V̂ (p/N1−κ)||ηH(p+ q)|2 ‖bp+qa−pξ‖‖aqξ‖
≤ CN
κ
√
N
( ∑
p,q∈Λ∗+:p+q 6=0
|ηH(p + q)|2 ‖a−p(N+ + 1)1/2ξ‖2
)1/2
×
( ∑
p,q∈Λ∗+:p+q 6=0
|ηH(p+ q)|2‖aqξ‖2
)1/2
≤ CNκ‖ηH‖2‖(N+ + 1)1/2ξ‖2 ≤ CN3κ−α‖(N+ + 1)1/2ξ‖2
Arguing similarly for E(3)12 as well as the commutator of N≤cNγ with E(3)11 and E(3)12 (recall
that [N≤cNγ , b♯p] = F (♯)χpb♯p with F (∗) = 1, F (·) = −1 and where χ ∈ ℓ2(Λ∗+) denotes
the characteristic function of {p ∈ Λ∗+ : |p| ≤ cNγ}), we find that
±(E(3)11 + E(3)12 ) ≤ CN2κ−α/2(N+ + 1), ±i[N≤cNγ , E(3)11 + E(3)12 ] ≤ CN2κ−α/2(N+ + 1).
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As for E(3)13 , we follow [4] and rewrite d∗p+q = d¯∗p+q − (N++1)N ηH(p + q)b−p−q. A simple
bound as above then shows that it is enough to control the term involving d¯∗p+q, i.e.
E˜(3)13 =
Nκ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N1−κ) d¯∗p+qa
∗
−paq
=
Nκ√
N
∫
Λ2
dxdy N3−3κV (N1−κ(x− y)) ˇ¯d∗xaˇ∗yaˇx.
We bound this term using (A.15) in Lemma A.2 and find that
|〈ξ, E˜(3)13 ξ〉| ≤
Nκ√
N
∫
Λ2
dxdyN3−3κV (N1−κ(x− y))‖aˇxξ‖‖aˇy ˇ¯dxξ‖
≤ C N
κ
√
N
‖ηH‖
∫
Λ2
dxdyN3−3κV (N1−κ(x− y))‖aˇxξ‖
×
[
N−1|ηˇH(x− y)|‖(N+ + 1)ξ‖+ ‖aˇx(N+ + 1)1/2ξ‖
+ ‖aˇy(N+ + 1)1/2ξ‖+ ‖aˇxaˇyξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 +N3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
The commutator with N≤cNγ is controlled similarly. With χˇx ∈ L2(Λ) taking values
χˇx(y) = χˇ(y−x), and χ ∈ ℓ2(Λ∗+) denoting the characteristic function of {p ∈ Λ∗+ : |p| ≤
cNγ}, we recall in particular the bounds (A.58), (A.59) as well as the identity∫
Λ
dx a∗(χˇx)a(χˇx) =
∑
p∈Λ∗+:|p|≤cN
γ
a∗pap.
Together with Cauchy-Schwarz and the bound (A.20) from Lemma A.3, we find that
|〈ξ, [N≤cNγ , E˜(3)13 ]ξ〉| ≤ CN2κ−α/2
∫
Λ2
dxdyN3−3κV (N1−κ(x− y))
[
‖aˇxξ‖+ ‖a(χˇx)ξ‖
]
×
[
C‖(N+ + 1)1/2ξ‖+ ‖aˇxξ‖+ ‖aˇyξ‖+ ‖a(χˇx)ξ‖+ ‖a(χˇy)ξ‖
+N−1/2‖a(χˇy)aˇxξ‖+N−1/2‖a(χˇx)aˇyξ‖+N−1/2‖aˇxaˇyξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN2κ−α/2+γ/2‖(K + 1)1/2ξ‖2
+ CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
(A.83)
Collecting the previous bounds on E(3)13 , E(3)23 and E(3)33 , we summarize that
±E(3)1 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ , E(3)1 ] ≤ CN2κ−α/2+γ/2(HN + 1). (A.84)
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We continue with the analysis of the second error term E(3)2 , defined in (A.82). Fol-
lowing [4, Eq. (7.50)], we rewrite this term as
E(3)2 =
1√
N
∑
p,q∈Λ∗+,p+q 6=0
NκV̂ (p/N1−κ)ηH(p) e
−B(ηH )b∗p+qe
B(ηH )
×
∫ 1
0
ds
(
γ(s)p γ
(s)
q bpbq + σ
(s)
p σ
(s)
q b
∗
−pb
∗
−q + γ
(s)
p σ
(s)
q b
∗
−qbp + σ
(s)
p γ
(s)
q b
∗
−pbq
)
+
1√
N
∑
p,q∈Λ∗+,p+q 6=0
NκV̂ (p/N1−κ)ηH(p) e
−B(ηH )b∗p+qe
B(ηH )
∫ 1
0
ds γ(s)p σ
(s)
q [bp, b
∗
−q]
+
1√
N
∑
p,q∈Λ∗+,p+q 6=0
NκV̂ (p/N1−κ)ηH(p) e
−B(ηH )b∗p+qe
B(ηH )
×
∫ 1
0
ds
[
d(s)p
(
γ(s)q bq + σ
(s)
q b
∗
−q
)
+
(
γ(s)p bp + σ
(s)
p b
∗
−p
)
d(s)q + d
(s)
p d
(s)
q
]
=: E(3)21 + E(3)22 + E(3)23
(A.85)
Let us recall here that for any s ∈ [0; 1] and p ∈ Λ∗+, we write γ(s)p = cosh(sηH(p)),
σ
(s)
p = sinh(sηH(p)) and d
(s)
p is defined as in (5.3) (with η replaced by sηH).
The operators E(3)21 and E(3)22 as well as their commutators with N≤cNγ can be con-
trolled by applying Cauchy-Schwarz and using the bounds (3.11), (3.16) on ηH together
with Lemmas A.2 and A.3. We omit the details and summarize that this results in
±(E(3)21 + E(3)22 ) ≤ CN2κ−α/2(N+ + 1),
±i[N≤cNγ , E(3)21 + E(3)22 ] ≤ CN2κ−α/2(N+ + 1).
Hence, let’s switch to the last term on the r.h.s. of (A.85). Since |γ(s)p − 1| ≤ Cη2p
and |σ(s)p | ≤ Cηp, uniformly in s ∈ [0; 1], the usual Cauchy-Schwarz bounds, together
with the Lemmas A.2 and A.3, imply that it indeed suffices to consider E˜(3)23 , defined by
E˜(3)23 :=
Nκ√
N
∫ 1
0
ds
∑
p,q∈Λ∗+,
p+q 6=0
V̂ (p/N1−κ)ηH(p) e
−B(ηH )b∗p+qe
B(ηH )
[
bpd¯
(s)
q + d
(s)
p d
(s)
q
]
,
while
±(E(3)23 − E˜(3)23 ) ≤ CN2κ−α/2(N+ + 1),
±i[N≤cNγ , E(3)23 − E˜(3)23 ] ≤ CN2κ−α/2(N+ + 1).
Recall here the notation that d¯
(s)
q = d
(s)
q + (N+/N)sηH(q)b∗−q. To control the term E˜(3)23 ,
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on the other hand, we switch to position space where E˜(3)23 takes the form
E˜(3)23 =
Nκ√
N
∫ 1
0
ds
∫
Λ3
dxdydz N3−3κV (N1−κ(x− z))ηˇH(z − y)
× e−B(ηH )bˇ∗xeB(ηH )
[
bˇx
ˇ¯d(s)x + dˇ
(s)
y dˇ
(s)
x
]
.
(A.86)
By Cauchy-Schwarz and Lemma A.2, we find that
|〈ξ, E˜(3)23 ξ〉| ≤ CNκ‖ηH‖
∫
Λ3
dxdydz N3−3κV (N1−κ(x− z))|ηˇH (y − z)| ‖bˇxeB(ηH )ξ‖
×
[
N−1/2‖aˇxaˇyξ‖+ ‖(N+ + 1)1/2ξ‖+ ‖aˇxξ‖+ ‖aˇyξ‖
]
≤ CN3κ−α‖(N+ + 1)1/2ξ‖2.
To control [N≤cNγ , E˜(3)23 ], we expand e−B(ηH )bˇ∗xeB(ηH ) = b∗(γˇx) + b(σˇx) + dˇ∗x s.t.[N≤cNγ , b∗(γˇx) + b(σˇx) + dˇ∗x] = b∗(χˇx) + b∗(px) + b(rx) + [N≤cNγ , dˇ∗x]. (A.87)
Here, χˇx ∈ L2(Λ) takes values χˇx(y) = χˇ(y − x), with χ ∈ ℓ2(Λ∗+) denoting the char-
acteristic function of the set {p ∈ Λ∗+ : |p| ≤ cNγ}. Moreover, px ∈ L2(Λ) denotes the
inverse Fourier transform of ((γp− 1)χpe−ipx)p∈Λ∗+ ∈ ℓ2(Λ∗+) and rx ∈ L2(Λ) denotes the
inverse Fourier transform of (σpχpe
−ipx)p∈Λ∗+ ∈ ℓ2(Λ∗+). In particular, we have that
sup
x∈Λ
‖px‖ ≤ C‖ηH‖2 ≤ CN2κ−α, sup
x∈Λ
‖rx‖ ≤ C‖ηH‖ ≤ CNκ−α/2
by Plancherel’s theorem. If we then use the estimates (A.19), (A.20) and (A.21) from
Lemma A.3, we obtain similarly to the previous bound that
|〈ξ, [N≤cNγ , E˜(3)23 ]ξ〉| ≤ CN2κ−α/2
∫
Λ2
dxdydz N3−3κV (N1−κ(x− z))|ηˇH (y − z)|
×
[
‖aˇxξ‖+ ‖a(χˇx)ξ‖+ ‖(N+ + 1)1/2ξ‖
]
×
[
C‖(N+ + 1)1/2ξ‖+ ‖aˇxξ‖+ ‖aˇyξ‖+ ‖a(χˇx)ξ‖+ ‖a(χˇy)ξ‖
+N−1/2‖a(χˇy)aˇxξ‖+N−1/2‖a(χˇx)aˇyξ‖+N−1/2‖aˇxaˇyξ‖
]
≤ CN3κ−α‖(N+ + 1)1/2ξ‖2.
(A.88)
Now, let’s collect the bounds on E(3)21 , E(3)22 and E(3)23 , defining E(3)2 in Eq. (A.85), so that
±E(3)2 ≤ CN2κ−α/2(N+ + 1), ±i
[N≤cNγ , E(3)2 ] ≤ CN2κ−α/2(N+ + 1). (A.89)
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Finally, going back to (A.82), it remains to consider the error term E(3)3 or, equiva-
lently, its adjoint. Similarly as in [4], we write the adjoint as
E(3)∗3 =
Nκ√
N
∑
p,q∈Λ∗+,
p+q 6=0
V̂ (p/N1−κ)ηH(q)
∫ 1
0
ds e−sB(ηH )b−qe
sB(ηH )
×
[
γ(s)p γp+qb−pbp+q + σ
(s)
p σp+qb
∗
pb
∗
−p−q + γ
(s)
p σp+qb
∗
−p−qb−p + γp+qσ
(s)
p b
∗
pbp+q
+ d
(s)
−p
(
γp+qbp+q + σp+qb
∗
−p−q
)
+
(
γ(s)p b−p + σ
(s)
p b
∗
p
)
d¯p+q + d
(s)
−pdp+q
]
+
Nκ√
N
∑
p,q∈Λ∗+,
p+q 6=0
V̂ (p/N1−κ)ηH(q)
∫ 1
0
ds e−sB(ηH )b−qe
sB(ηH )
×
[
γ(s)p σp+q[b−p, b
∗
−p−q]−
(
γ(s)p b−p + σ
(s)
p b
∗
p
)
(N+/N)ηH(p+ q)b∗−p−q
]
=: E(3)31 + E(3)32
The operator E(3)32 and its commutator with N≤cNγ can be controlled by Cauchy-Schwarz
in momentum space, using the bounds (3.11), (3.16) on ηH together with Lemmas A.2
and A.3. The bounds are analogous to, for instance, [4, Eq. (7.54)] and we obtain
±E(3)32 ≤ CN3κ−α(N+ + 1), ±i
[N≤cNγ , E(3)32 ] ≤ CN3κ−α(N+ + 1).
The error term E(3)31 , on the other hand, reads in position space
E(3)31 =
Nκ√
N
∫ 1
0
ds
∫
Λ2
dxdy N3−3κV (N1−κ(x− y)) e−sB(ηH )b(ηˇH,x)esB(ηH )
×
[
b(γˇ(s)x )b(γˇy) + b
∗(σˇ(s)x )b
∗(σˇy) + b
∗(σˇy)b(γˇ
(s)
x ) + b
∗(σˇ(s)x )b(γˇy)
+ dˇ(s)x
(
b(γˇy) + b
∗(σˇy)
)
+
(
b(γˇ(s)x ) + b
∗(σˇ(s)x )
) ˇ¯dy + dˇ(s)x dˇy]
and its analysis is quite similar to that of the error term E˜(3)23 , defined in position space
in (A.86). Together with Lemma A.2, Cauchy-Schwarz implies
|〈ξ, E(3)31 ξ〉| ≤ N2κ−α/2
∫ 1
0
ds
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))‖(N+ + 1)1/2ξ‖
×
[
N−1/2‖bˇxbˇyξ‖+ ‖bˇxξ‖+ ‖bˇyξ‖+ ‖(N+ + 1)1/2ξ‖
]
≤ N2κ−α/2‖(N+ + 1)1/2ξ‖2 +N3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
To control [N≤cNγ , E(3)31 ], we use the identity (A.87), the decomposition
e−sB(ηH )b(ηˇH,x)e
sB(ηH ) =
∑
p∈Λ∗+
[
ηH(p)γpe
−ipxbp + ηH(p)σpe
−ipxb∗−p + ηH(p)e
−ipxdp
]
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and, as a consequence of (A.17) in Lemma A.3, the upper bound
sup
x∈Λ
‖[N≤cNγ , e−sB(ηH )b(ηˇH,x)esB(ηH )]ξ‖ ≤ C‖ηH‖‖(N+ + 1)1/2ξ‖ ≤ CN2κ−α/2.
Proceeding then similarly to (A.83), we omit further details and summarize that
|〈ξ, [N≤cNγ , E(3)31 ]ξ〉| ≤ CN2κ−α/2+γ/2‖(HN + 1)1/2ξ‖2.
In conclusion, the bounds on E(3)31 and E(3)32 show that
± E(3)3 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ , E(3)3 ] ≤ CN2κ−α/2+γ/2(HN + 1) (A.90)
Combining (A.84), (A.89), (A.90) with (A.82) concludes the proof.
A.1.4 Analysis of G(4)N
In this section, we analyse G(4)N = e−B(ηH )L(4)N eB(ηH ), with L(4)N as defined in (2.6).
Proposition A.9. There exists a constant C > 0 such that
G(4)N = VN +
1
2N
∑
q∈Λ∗+,r∈Λ
∗
q, q+r∈PH
NκV̂ (r/N1−κ)ηq+rηq
(
1− N+
N
)(
1− N+ + 1
N
)
+
1
2N
∑
q∈Λ∗+,r∈Λ
∗:
q+r∈PH
NκV̂ (r/N1−κ) ηq+r
(
bqb−q + b
∗
qb
∗
−q
)
+ E(4)N ,
where the self-adjoint operator E(4)N satisfies
±E(4)N ≤ CN2κ−α/2
(HN + 1), (A.91)
±i[N≤cNγ , E(4)N ] ≤ CN2κ−α/2+γ/2
(HN + 1), (A.92)
for all α ≥ 2κ with α + κ ≤ 1, and for all 0 ≤ γ ≤ α, c ≥ 0, f smooth and bounded,
M ∈ N and N ∈ N large enough.
For the proof of Prop. A.9 we need a slight extension of [4, Lemma 7.7] to our setting.
Lemma A.10. Let ηH ∈ ℓ2(Λ∗+) be defined as in (3.15) and assume that α ≥ 2κ with
α+κ ≤ 1, 0 ≤ γ ≤ α as well as c ≥ 0. Moreover, let χ ∈ ℓ2(Λ∗+) denote the characteristic
function of the set {p ∈ Λ∗+ : |p| ≤ cNγ} and define χˇx ∈ L2(Λ) s.t. χˇx(y) = χˇ(y − x),
for all x, y ∈ Λ. Then, there exists a constant C > 0 such that
‖(N+ + 1)n/2e−B(ηH )bˇxbˇyeB(ηH )ξ‖
≤ C
[
N‖(N+ + 1)n/2ξ‖+ ‖aˇy(N+ + 1)(n+1)/2ξ‖
+ ‖aˇx(N+ + 1)(n+1)/2ξ‖+ ‖aˇxaˇy(N+ + 1)n/2ξ‖
] (A.93)
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and such that
‖(N+ + 1)n/2[N≤cNγ , e−B(ηH )bˇxbˇyeB(ηH )]ξ‖
≤ C
[
N‖(N+ + 1)n/2ξ‖+ ‖aˇy(N+ + 1)(n+1)/2ξ‖+ ‖aˇx(N+ + 1)(n+1)/2ξ‖
+ ‖a(χˇy)(N+ + 1)(n+1)/2ξ‖+ ‖a(χˇx)(N+ + 1)(n+1)/2ξ‖
+ ‖a(χˇy)aˇx(N+ + 1)n/2ξ‖+ ‖a(χˇx)aˇy(N+ + 1)n/2ξ‖
+ ‖aˇxaˇy(N+ + 1)n/2ξ‖
]
(A.94)
for all ξ ∈ F≤N+ and n ∈ Z.
More generally, given any f ∈ L2(Λ) and x ∈ Λ, denote by fx ∈ L2(Λ) the function
with values fx(y) = f(y − x), for all y ∈ Λ. Then, for f, g ∈ L2(Λ), we have that
‖(N+ + 1)n/2e−B(ηH )b♯(fx)b♭(gy)eB(ηH )ξ‖
≤ C‖f‖‖g‖‖(N+ + 1)(n+2)/2ξ‖,
‖(N+ + 1)n/2e−B(ηH )b(fx)bˇyeB(ηH )ξ‖
≤ C‖f‖‖(N+ + 1)(n+2)/2ξ‖+ C‖f‖‖aˇy(N+ + 1)(n+1)/2ξ‖,
(A.95)
where (♯, ♭) ∈ {∗, ·}2. Similarly, for the commutator with N≤cNγ , we have that
‖(N+ + 1)n/2[N≤cNγ , e−B(ηH )b∗(fx)b∗(gy)eB(ηH )]ξ‖
≤ C‖f‖‖g‖‖(N+ + 1)(n+2)/2ξ‖,
‖(N+ + 1)n/2[N≤cNγ , e−B(ηH )b(fx)bˇyeB(ηH )]ξ‖
≤ C‖f‖‖(N+ + 1)(n+2)/2ξ‖+ C‖f‖‖a(χˇy)(N+ + 1)(n+1)/2ξ‖
+C‖f‖‖aˇy(N+ + 1)(n+1)/2ξ‖.
(A.96)
Proof. For simplicity, consider the case n = 0; the general case follows along the same
lines. The proof of (A.93) and (A.94) follows as in [4, Lemma 7.7]. We simply expand
e−B(η) bˇxbˇye
B(η) =
(
bˇx + b(px) + b
∗(σˇx) + dˇx
)(
bˇy + b(py) + b
∗(σˇy) + dˇy
)
and consider different cases. Here, px ∈ L2(Λ) denotes the inverse Fourier transform of
((γp−1)χpe−ipx)p∈Λ∗+ ∈ ℓ2(Λ∗+) whose norm satisfies supx∈Λ ‖px‖ ≤ C‖ηH‖2 ≤ C. Using
this and the results of Lemmas A.2 and A.3 proves the bounds (A.93) and (A.94).
The first bound in (A.95) is a direct consequence of Lemma 3.2 and the second bound
in (A.95) follows from Lemma 3.2 and (A.14), after expanding e−B(ηH )bˇye
B(η) as above.
Finally, let’s consider the two commutator bounds in (A.96) and let’s start with the
second bound. Here, it is useful to expand
e−B(ηH )b(fx)e
B(ηH ) =
∑
p∈Λ∗+
(
f̂pγpe
ipxbp + f̂pσpe
ipxb∗−p + f̂pe
ipxdp
)
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so that[N≤cNγ , e−B(ηH )b(fx)eB(ηH )] = ∑
p∈Λ∗+
(−f̂pχpγpeipxbp+f̂pχpσpeipxb∗−p+f̂peipx[N≤cNγ , dp]).
In particular, using that f ∈ L2(Λ) and the bounds (A.12), (A.17), we have that∥∥[N≤cNγ , e−B(ηH )b(fx)eB(ηH )]ξ∥∥ ≤ C‖f‖‖(N+ + 1)1/2ξ‖
for any ξ ∈ F≤N+ . Using this bound, expanding the factor e−B(ηH )bˇyeB(ηH ) in position
space as in the first step and using (A.19) then proves the second bound in (A.96). For
the first bound in (A.96), we expand e−B(ηH )b∗(fx)b
∗(gy)e
B(ηH ) into
e−B(ηH )b∗(fx)b
∗(gy)e
B(ηH )
=
(
b∗(ch(f)x) + b
∗(sh(f)x) +
∑
p∈Λ∗+
f̂pe
ipxd∗p
)(
b∗(ch(g)y) + b
∗(sh(g)y) +
∑
q∈Λ∗+
ĝqe
ipyd∗q
)
.
Here, we define ch(f) ∈ L2(Λ) and sh(f) ∈ L2(Λ) through their Fourier coefficients
ĉh(f)(p) = f̂pγp and ĉh(f)(p) = f̂pγp, for all p ∈ Λ∗+. In particular, for any f ∈ L2(Λ),
sup
x∈Λ
‖ch(f)x‖ ≤ C‖f‖, sup
x∈Λ
‖sh(f)x‖ ≤ C‖f‖.
To derive the first bound in (A.96), we then proceed as in the first step with the only
difference that, if the commutator [N≤cNγ , ·] hits one of the d∗p or d∗q operators, we need
to use the commutator expansion from Lemma A.1, similarly as in the proof of Lemma
A.3, and control each term of the expansion. Since by assumption f, g ∈ L2(Λ), this can
be done as above and we omit further details.
Proof of Prop. A.9. We proceed as in [4, Eq. (7.58) & (7.59)] and decompose the oper-
ator G(4)N into G(4)N = VN +W1 +W2 +W3 +W4, where
W1 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds
[
e−sB(ηH )bqb−q e
sB(ηH ) + h.c.
]
W2 =
Nκ
N
∑
p,q∈Λ∗+,
r∈Λ∗:r 6=p,−q
V̂ (r/N1−κ) ηH(q + r)
∫ 1
0
ds
[
e−sB(ηH )b∗p+rb
∗
qe
sB(ηH )a∗−q−rap + h.c.
]
W3 =
Nκ
N
∑
p,q∈Λ∗+,r∈Λ
∗:r 6=−p−q
V̂ (r/N1−κ)ηH(q + r)ηH(p)
×
∫ 1
0
ds
∫ s
0
dτ
[
e−sB(ηH )b∗p+rb
∗
qe
sB(ηH )e−τB(ηH )b∗−pb
∗
−q−re
τB(ηH ) + h.c.
]
W4 =
Nκ
N
∑
p,q∈Λ∗+,r∈Λ
∗:r 6=−p−q
V̂ (r/N1−κ) η2H(q + r)
×
∫ 1
0
ds
∫ s
0
dτ
[
e−sB(ηH )b∗p+rb
∗
qe
sB(ηH )e−τB(ηH )bpbq+re
τB(ηH ) + h.c.
]
.
(A.97)
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We analyse W1 to W4 separately and start with W1. Setting γ
(s)
q = cosh(sηH(q)),
σ
(s)
q = sinh(sηH(q)) and recalling that d
(s)
q is defined as in (5.3), with η replaced by sηH ,
we may proceed as in [4, (7.59) & (7.61)] and find that
W1 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds(γ(s)q )
2(bqb−q + h.c.)
+
1
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
NκV̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds γ(s)q σ
(s)
q
(
[bq, b
∗
q ] + h.c.
)
+
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds γ(s)q
(
bqd
(s)
−q + h.c.
)
+ E(4)10
=: W11 +W12 +W13 + E(4)10 .
(A.98)
Here, the operator E(4)10 =
∑5
j=1 E(4)10j is defined through
E(4)101 =
Nκ
2N
∑
q∈Λ∗+,
r∈Λ∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds
[
2γ(s)q σ
(s)
q b
∗
qbq + (σ
(s)
q )
2b∗−qb
∗
q + h.c.
]
E(4)102 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds σ(s)q
[
b∗−qd
(s)
−q + h.c.
]
E(4)103 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds σ(s)q
[
d(s)q b
∗
q + h.c.
]
E(4)104 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds γ(s)q
[
d(s)q b−q + h.c.
]
E(4)105 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds
[
d(s)q d
(s)
−q + h.c.
]
.
(A.99)
Let us start with the analysis of the operators in (A.99). To control them and to control
their commutators with N≤cNγ , we will use the two pointwise bounds
sup
q∈Λ∗+
∑
r∈Λ∗+
|V̂ (r/N1−κ)ηq+r| ≤ CN,
∑
q∈Λ∗+,
r∈Λ∗,r 6=−q
|V̂ (r/N1−κ)ηH(q + r)ηH(q)| ≤ CN2.
(A.100)
Here, C > 0 denotes a constant which is independent of N ∈ N. The pointwise estimates
in (A.100) can be proved, with minor modifications, like the pointwise bound (A.77).
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Applying (A.12) from Lemma A.2, the terms E(4)101, E(4)102 and E(4)103 can all be bounded
in the usual way by Cauchy-Schwarz. By (A.100), we have for instance that
|〈ξ, E(4)103ξ〉| ≤ CNκ−1‖(N+ + 1)1/2ξ‖
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
|V̂ (r/N1−κ)||ηH(q + r)||ηH(q)|
×
[(|ηq|+N−1‖ηH‖)‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖bqξ‖]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2.
Proceeding similarly for E(4)101 and E(4)102, we find that
±(E(4)101 + E(4)102 + E(4)103) ≤ CN2κ−α/2(N+ + 1).
Similarly, if we use that [N≤cNγ , b♯(f)] = F (♯)b♯(f) for any f ∈ L2(Λ) and with F (∗) =
1, F (·) = −1, and if we use the bound (A.17) to commute N≤cNγ with d(s)q , we find that
±i[N≤cNγ , E(4)101 + E(4)102 + E(4)103] ≤ CN2κ−α/2(N+ + 1).
As for E(4)104 and E(4)105, it is useful to switch to position space. Following [4], we first
split E(4)104 into E(4)104 = E(4)1041 + E(4)1042 + h.c., where
E(4)1041 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds (γ(s)q − 1)d(s)q b−q
E(4)1042 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds d(s)q b−q.
Using that |(γ(s)q − 1)| ≤ CηH(q)2 for all q ∈ Λ∗+ and arguing as for the error terms
E(4)101, E(4)102 and E(4)103, a straight forward computation shows that
±E(4)1041 ≤ CN4κ−3α(N+ + 1), ±i
[N≤cNγ , E(4)1041] ≤ CN4κ−3α(N+ + 1).
To deal with E(4)1042, on the other hand, we go to position space and apply (A.14) s.t.
|〈ξ, E(4)1042ξ〉| =
∣∣∣1
2
∫ 1
0
ds
∫
Λ2
dxdyN2−2κV (N1−κ(x− y))ηˇH(x− y)〈ξ, dˇ(s)x bˇyξ〉
∣∣∣
≤ CNκ‖(N+ + 1)1/2ξ‖
∫ 1
0
ds
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))
× ‖(N+ + 1)−1/2dˇ(s)x bˇyξ‖
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))
×
[
‖aˇyξ‖+N−1/2‖aˇxaˇyξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖.
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If we use (A.19) from Lemma A.3 to control the commutator with N≤cNγ and if we recall
the estimate (A.59), we conclude altogether that E(4)1042 satisfies
±E(4)1042 ≤ CN2κ−α/2(N+ + 1), ±i
[N≤cNγ , E(4)1042] ≤ CN2κ−α/2+γ/2(HN + 1).
Finally, for E(4)1045 we proceed very similarly. We switch to position space and find that
|〈ξ, [N≤cNγ , E(4)105]ξ〉| ≤ CNκ ∫
Λ2
dxdy N3−3κV (N1−κ(x− y))|〈ξ, dˇxdˇyξ〉|
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))
×
[
‖aˇxξ‖+ ‖aˇyξ‖+N−1/2‖aˇxaˇyξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN3κ/2−α/2‖(N+ + 1)1/2ξ‖‖V1/2N ξ‖
as well as |〈ξ, [N≤cNγ , E(4)105]ξ〉| ≤ CN2κ−α/2+γ/2(HN + 1). In fact, to prove this latter
commutator bound, we use the identity
∫
Λ dx a
∗(χˇx)a(χˇx) =
∑
p∈Λ∗+:|p|≤cN
γ a∗pap, the
bound (A.21) in Lemma A.3 and the estimate (A.59).
Collecting all the previous bounds on E(4)10k, k ∈ {1, . . . , 5}, we arrive at
± E(4)10 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ , E(4)10 ] ≤ CN2κ−α/2+γ/2(HN + 1). (A.101)
Next, let’s go back to (A.98) and analyse the operators W11,W12 and W13. We
follow [4, Eq. (7.64) & (7.65)] and write W11 and W12 as
W11 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)(bqb−q + h.c.) + E(4)11 ,
W12 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)ηH(q)
(
1− N+
N
)
+ E(4)12 ,
(A.102)
with the error terms E(4)11 and E(4)12 defined by
E(4)11 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds
[
(γ(s)q )
2 − 1](bqb−q + h.c.),
E(4)12 = −
1
2N2
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
NκV̂ (r/N1−κ)ηH(q + r)
∫ 1
0
dsγ(s)q σ
(s)
q a
∗
qaq
+
1
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
NκV̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds(γ(s)q σ
(s)
q − sηH(q))
(
1− N+
N
)
.
Since |(γ(s)q )2 − 1| ≤ CηH(q)2 and |γ(s)q σ(s)q − sηH(q))|| ≤ C|ηH(q)|3, we use the same
arguments with which we controlled the error E(4)10 to deduce that
±(E(4)11 + E(4)12 ) ≤ CN3κ−5α/2(N+ + 1), ±i[N≤cNγ , E(4)11 + E(4)12 ] ≤ CN3κ−5α/2(N+ + 1).
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We omit the details. Similar arguments apply to the operator W13, defined in (A.98),
but here we partly need to switch to position space again. We split W3 into
W13 = −N
κ
2N
∑
q∈Λ∗+,
r∈Λ∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)ηH(q)
(
1− N+
N
) N+ + 1
N
+ E(4)13 , (A.103)
where the error E(4)13 = E(4)131 + E(4)132 + E(4)133 is defined through
E(4)131 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds(γ(s)q − 1)bqd(s)−q + h.c.
E(4)132 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
∫ 1
0
ds bq
[
d
(s)
−q + sηH(q)
N+
N
b∗q
]
+ h.c.
E(4)133 = −
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)ηH(q)a
∗
qaq
(N −N+)
N
N+ + 1
N
.
The last term E(4)133 is easily seen to be bounded by ±E(4)133 ≤ CN2κ−2α(N+ + 1) and we
also notice that [N≤cNγ , E(4)133] = 0. Hence, let’s focus on the first two errors E(4)131 and
E(4)132. Since |γ(s)q − 1| ≤ CηH(q)2, Lemma A.2, Lemma A.3 and (A.100) imply that
|〈ξ, E(4)131ξ〉| ≤ CNκ−1
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
|V̂ (r/N1−κ)||ηH(q + r)||ηH(q)|2‖(N+ + 1)1/2ξ‖
×
[
|ηH(q)|‖(N+ + 1)1/2ξ‖+ ‖ηH‖‖bqξ‖
]
≤ CN4κ−3α‖(N+ + 1)1/2ξ‖2
and that
|〈ξ, [N≤cNγ , E(4)131]ξ〉| ≤ CN4κ−3α‖(N+ + 1)1/2ξ‖2.
As for the term E(4)132, we switch to position space where it reads
E(4)132 =
∫ 1
0
ds
∫
Λ2
dxdyN2−2κV (N1−κ(x− y))ηˇH(x− y)bˇx ˇ¯dy.
Recall here the notation ˇ¯d
(s)
y = d
(s)
y + s(N+/N)b∗(ηˇH,y). Due to the pointwise estimate
‖ηˇH‖∞ ≤ CN , we may proceed as in (A.55), (A.56) and thereafter to conclude that
±E(4)132 ≤ CN2κ−α/2(N+ + 1) + CN3κ/2−α/2(VN + 1),
±E(4)132 ≤ CN2κ−α/2(N+ + 1) + CN2κ+γ/2−α/2(HN + 1).
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Now, if we collect the bounds (A.101), (A.102) and (A.103), we see altogether that
W1 =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:
r 6=−q
V̂ (r/N1−κ)ηH(q + r)ηH(q)
(
1− N+
N
)(
1− N+ + 1
N
)
+
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:
r 6=−q
V̂ (r/N1−κ)ηH(q + r)
(
bqb−q + h.c.
)
+ E(4)1 ,
(A.104)
where the error operator E(4)1 satisfies the estimates
±E(4)1 ≤ CN2κ−α/2(HN + 1), ±i[N≤cNγ , E(4)1 ] ≤ CN2κ−α/2+γ/2(HN + 1).
This concludes the analysis of the first contribution W1 in Eq. (A.97). It remains to
analyse the contributions W2,W3 and W4. To this end, it is useful to switch to position
space and to use the results of Lemma A.10. Considering for instance W2, we have that
W2 =
∫
Λ2
dxdyN2−2κV (N1−κ(x− y))
∫ 1
0
ds
[
e−sB(ηH )bˇ∗xbˇ
∗
ye
sB(ηH )a∗(ηˇH,x)aˇy + h.c.
]
.
Using Cauchy-Schwarz, Lemma A.10 and the bound
‖(N+ + 1)−1/2a∗(ηˇH,x)aˇyξ‖ ≤ C‖ηH‖‖aˇyξ‖ ≤ CNκ−α/2‖aˇyξ‖,
we obtain that
|〈ξ,W2ξ〉| ≤ CN2κ−α/2
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))‖aˇyξ‖
×
[
‖(N+ + 1)1/2ξ‖+ ‖aˇxξ‖+ ‖aˇyξ‖+N−1/2‖aˇxaˇyξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN3κ/2−α/2‖(N+ + 1)1/2ξ‖V1/2N ξ‖.
Similarly, to control the commutator with N≤cNγ , we use the estimate
‖(N+ + 1)−1/2[N≤cNγ , a∗(ηˇH,x)aˇy]ξ‖ ≤ CNκ−α/2
(
‖aˇyξ‖+ ‖a(χˇy)ξ‖
)
and find with the help of Lemma A.10 that
|〈ξ, [N≤cNγ ,W2]ξ〉| ≤ CN2κ−α/2
∫
Λ2
dxdy N3−3κV (N1−κ(x− y))
[
‖aˇyξ‖+ ‖a(χˇy)ξ‖
]
×
[
‖(N+ + 1)1/2ξ‖+ ‖aˇxξ‖+ ‖aˇyξ‖+ ‖a(χˇy)ξ‖+ ‖a(χˇx)ξ‖
+N−1/2‖a(χˇy)aˇxξ‖+N−1/2‖a(χˇx)aˇyξ‖+N−1/2‖aˇxaˇyξ‖
]
≤ CN2κ−α/2‖(N+ + 1)1/2ξ‖2 + CN2κ−α/2+γ/2‖(HN + 1)1/2ξ‖2.
Here, the last inequality follows as in (A.56) and thereafter.
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Finally, controlling the remaining two contributions W3 and W4, defined in (A.97),
follows along the same lines. We skip the details and summarize that
±(W3 +W3) ≤ CN3κ−α(N+ + 1) + CN5κ/2−α(VN + 1),
±i[N≤cNγ ,W3 +W4] ≤ CN3κ−α(N+ + 1) + CN3κ−α+γ/2(HN + 1).
Altogether, we have thus shown that
G(4)N =
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)ηH(q)
(
1− N+
N
)(
1− N+ + 1
N
)
+
Nκ
2N
∑
q∈Λ∗+,r∈Λ
∗:r 6=−q
V̂ (r/N1−κ)ηH(q + r)
(
bqb−q + h.c.
)
+ VN + E(4)N
with the error operator E(4)N satisfying the bounds (A.91) and (A.92). The proof of (??)
is similar to that of (A.91) and we omit the details.
A.2 Proof of Prop. 3.3
The goal of this section is to prove Proposition 3.3. With the results of the previous
sections A.1.1 - A.1.4, the proof follows as in [4, Section 7.5], suitably adjusted to our
setting. In addition to the arguments of [4, Section 7.5], however, we need to provide
some further bounds to control commutators with N≤cNγ . Let us sketch the main steps
and let us focus for simplicity on proving (3.25) to (3.29) as well as (3.30) (the last
bound (3.31) follows then as explained at the beginning of [3, Section 7]). First of all,
Propositions A.4, A.7, A.8 and A.9 imply that the excitation Hamiltonian GN , defined
in (3.23), has the form
GN = N
κV̂ (0)
2
(N +N+ − 1) (1 −N+/N) +
∑
p∈Λ∗+
NκV̂ (p/N1−κ)a∗pap(1−N+/N)
+
∑
p∈PH
ηp
[
p2ηp +N
κV̂ (p/N1−κ)
+
Nκ
2N
∑
r∈Λ∗,
p+r∈PH
V̂ (r/N1−κ)ηp+r
](N −N+)
N
(N −N+ − 1)
N
+
∑
p∈PH
[
p2ηp +
1
2
NκV̂ (p/N1−κ) +
Nκ
2N
∑
r∈Λ∗: p+r∈PĤ
V (r/N1−κ)ηp+r
](
b∗pb
∗
−p + bpb−p
)
+
1
2
∑
p∈P cH
[
NκV̂ (p/N1−κ) +
Nκ
N
∑
r∈Λ∗: p+r∈PĤ
V (r/N1−κ)ηp+r
](
bpb−p + b
∗
−pb
∗
p
)
+
Nκ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N1−κ)
[
b∗p+qa
∗
−paq + h.c.
]
+K + VN + E1
(A.105)
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where the self-adjoint operator E1 satisfies
±E1 ≤ CN3κ−α/2
(HN + 1),
±i[N≤cNγ , E1] ≤ C(N3κ−α/2 +N2κ+γ/2−α/2)
(HN + 1),
±i[N>cNγ , E1] ≤ C(N3κ−α/2 +N2κ+γ/2−α/2)
(HN + 1).
Notice for the last line that N>cNγ = N+−N≤cNγ . Using the scattering equation (3.13),
the bound (3.16) and Lemma 3.1, we deduce that (see also [4, Eq. (7.71)])∑
p∈PH
ηp
[
p2ηp +N
κV̂ (p/N1−κ) +
Nκ
2N
∑
r∈Λ∗,
p+r∈PH
V̂ (r/N1−κ)ηp+r
](N −N+)
N
(N −N+ − 1)
N
=
[
4πa0N
1+κ − 1
2
N1+κV̂ (0)
]
(1−N+/N)2 + E2,
where the error E2 satisfies ±E2 ≤ CN2κ+α and [N≤cNγ , E2] = [N+, E2] = 0. Similarly,∑
p∈PH
[
p2ηp +
1
2
NκV̂ (p/N1−κ) +
1
2N
∑
r∈Λ∗: p+r∈PH
NκV̂ (r/N1−κ)ηp+r
](
b∗pb
∗
−p + bpb−p
)
= Nκ(N3−3κλℓ)
∑
p∈PH
(χ̂ℓ ∗ f̂N)(p)
(
b∗pb
∗
−p + bpb−p
)
− N
κ
2N
∑
p,q∈Λ∗:
p∈PH , q∈P
c
H
V̂ ((p − q)/N1−κ)ηq
(
b∗pb
∗
−p + bpb−p
)
so that, once more by Lemma 3.1, the bounds |N3−3κλℓ| ≤ C and ‖(χ̂ℓ ∗ f̂N )‖ ≤ C imply
±Nκ(N3−3κλℓ)
∑
p∈PH
(χ̂ℓ ∗ f̂N )(p)
(
b∗pb
∗
−p + bpb−p
) ≤ CNκ−α(K + 1),
±Nκ(N3−3κλℓ)
∑
p∈PH
(χ̂ℓ ∗ f̂N )(p)[N≤cNγ , b∗pb∗−p + bpb−p] ≤ CNκ−α(K + 1).
Analogously, we can write
Nκ
2N
∑
p,q∈Λ∗:
p∈PH , q∈P cH
V̂ ((p − q)/N1−κ)ηq
(
bpb−p + h.c.
)
=
1
2
∑
q∈Λ∗:q∈P cH
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))eiq(x−y)ηq
(
bˇxbˇy + h.c.
)
− N
κ
2N
∑
p,q∈Λ∗:
p∈P cH , q∈P
c
H
V̂ ((p− q)/N1−κ)ηq
(
bpb−p + h.c.
)
.
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These terms can be controlled (with α+ κ ≤ 1) by
±N
κ
2N
∑
p,q∈Λ∗:
p∈PH , q∈P cH
V̂ ((p − q)/N1−κ)ηq
(
b∗pb
∗
−p + bpb−p
) ≤ CNα+3κ/2−1/2(HN + 1),
±N
κ
2N
∑
p,q∈Λ∗:
p∈PH , q∈P
c
H
V̂ ((p − q)/N1−κ)ηq
(
i[N≤cNγ , b∗pb∗−p + bpb−p]
)
≤ CNα+3κ/2−1/2(HN + 1),
±N
κ
2N
∑
p,q∈Λ∗:
p∈PH , q∈P cH
V̂ ((p − q)/N1−κ)ηq
(
i[N>cNγ , b∗pb∗−p + bpb−p]
)
≤ CNα+3κ/2−1/2(HN + 1).
Arguing similarly for the term in the fourth line of (A.105), we find
Nκ
2
∑
p∈P cH
[
V̂ (p/N1−κ) +
1
N
∑
r∈Λ∗: p+r∈PĤ
V (r/N1−κ)ηp+r
](
bpb−p + b
∗
−pb
∗
p
)
=
Nκ
2
∑
p∈P cH
(V̂ (·/N1−κ) ∗ f̂N )p
(
bpb−p + b
∗
−pb
∗
p
)
+ E3,
where the error E3 satisfies
±E3 ≤ CNα+3κ/2−1/2(HN + 1), ±i[N≤cNγ , E3] ≤ CNα+3κ/2−1/2(HN + 1),
±i[N>cNγ , E3] ≤ CNα+3κ/2−1/2(HN + 1).
Collecting the error bounds from above, we summarize that
GN = 4πa0Nκ(N −N+) +Nκ
[
V̂ (0)− 4πa0
]N+(1−N+/N)
+Nκ
∑
p∈Λ∗+
V̂ (p/N1−κ)a∗pap(1−N+/N)
+
Nκ
2
∑
p∈P cH
(V̂ (·/N1−κ) ∗ f̂N )p
(
bpb−p + b
∗
−pb
∗
p
)
+
Nκ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N1−κ)
[
b∗p+qa
∗
−paq + h.c.
]
+HN + E4,
where E4 satisfies
±E4 ≤ C
(
N3κ−α/2 +Nα+3κ/2−1/2
)
(HN + 1) + CNα+2κ
as well as the commutator bounds
± i[N≤cNγ , E4], ±i[N>cNγ , E4] ≤ C
(
N3κ−α/2 +Nγ/2+2κ−α/2 +Nα+3κ/2−1/2
)
(HN + 1).
(A.106)
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With a few more simplifications, using |NκV̂ (p/N1−κ)−NκV̂ (0)| ≤ C|p|N2κ−1 and∣∣(V̂ (·/N1−κ) ∗ f̂N )p − 8πa0∣∣ ≤ ∫
Λ
dxN3−3κV (N1−κx)fℓ(N
1−κx)
∣∣eip·x − 1∣∣
+
∣∣(V̂ (·/N1−κ) ∗ f̂N )(0) − 8πa0∣∣ ≤ C(|p|+ 1)Nκ−1
as well as the estimate (similar to [4, eq. (8.38)])∣∣∣∣ Nκ√N ∑
p,q∈Λ∗+:|q|>N
β;p+q 6=0
V̂ (p/N1−κ)〈ξ, [b∗p+qa∗−paq + h.c.] ξ〉∣∣∣∣
≤ C
√
N
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyξ‖
∥∥∥ ∑
q∈Λ∗+:|q|>N
β
eiqxaqξ
∥∥∥
≤ CNκ/2−β〈ξ,HN ξ〉,
we arrive at the decomposition GN = GeffN + EGN , where the error EGN satisfies
±EGN ≤ C
(
N3κ−α/2 +Nα+3κ/2−1/2 +Nκ/2−β
)
(HN + 1) + CNα+2κ.
This proves in particular the bound (3.29). To prove the remaining bounds, i.e. (3.26),
(3.27) and (3.30), we need to analyse further the operator GeffN .
To show (3.26), we use (3.29) and Cauchy-Schwarz to see that
Nκ
∑
p∈P cH
|〈ξ, b∗pb∗−pξ〉| ≤ δ‖(K + 1)1/2ξ‖2 + Cδ−1Nα+2κ‖(N+ + 1)1/2ξ‖2 (A.107)
as well as
Nκ√
N
∑
p,q∈Λ∗+:p+q 6=0
V̂ (p/N1−κ)
∣∣〈ξ, [b∗p+qa∗−paq + h.c.] ξ〉∣∣
≤ C
√
N
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))‖aˇxaˇyξ‖‖aˇxξ‖ ≤ δ‖V1/2N ξ‖2 + Cδ−1Nκ‖N 1/2+ ξ‖2.
Controlling the remaining terms in GeffN is similar and we arrive at (3.26). To get the
improved lower bound (3.27), we can complete the square in (A.107) (see the arguments
before [4, Eq. (7.81)], the adaption to our setting is straight-forward). Finally, using the
commutator bound on E4 in (A.106) and the assumptions that α > 6κ and 2α+3κ < 1,
the bounds (3.30) follow similarly. The only additional ingredient is to use the bounds
(4.7) when controlling the commutator of N>cNγ with the quadratic term (A.107). It is
straight-forward to prove that this produces an error bounded by CNα/2+κ−γ(HN +1).
This concludes the proof of Prop. 3.3.
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B Analysis of JN
This section is devoted to the proof of Proposition 4.1. An important role in the proof of
Prop. 4.1 is played by the estimates obtained in Lemma 4.2, Lemma 4.3 and Corollary
4.5, to control the growth of the restricted number of particles, of the restricted kinetic
energy and, respectively, of the potential energy, with respect to conjugation through
the unitary operator eA. We will also need control on the action of eA on the full kinetic
energy operator K. To this end, we first consider the commutator of K with A = A1−A∗1,
with A1 defined as in (4.1).
Proposition B.1. Assume the exponents α, β satisfy (4.4). Let m0 ∈ R be such that
m0β = α. Then there exists C > 0 such that
[K, A] = − 1√
N
∑
u∈Λ∗+,p∈PL:
p+u 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N)(u)
(
b∗p+ua
∗
−uap + h.c.
)
+ E[K,A]
(B.1)
where the self-adjoint operator E[K,A] satisfies
±E[K,A] ≤ CN−3β/2K+ CN3β/4+κK≤N3β/2 + δK +Cδ−1
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κN≥ 1
2
Njβ/2
+ Cδ−1Nα+2κN≥ 1
2
N⌊m0⌋β + Cδ
−1m0N
α+2κ
(B.2)
for all δ > 0 and N ∈ N sufficiently large.
Proof. We compute [K, A] = [K, A1] + h.c. with A1 defined in (4.1), and we find
[K, A1] + h.c. = 1√
N
∑
r∈PH ,v∈PL
2r2ηrb
∗
r+va
∗
−rav
+
2√
N
∑
r∈PH ,v∈PL
r · v ηrb∗r+va∗−rav + h.c.
Using the scattering equation (3.12), this implies that
[K, A1] + h.c. = − 1√
N
∑
r∈Λ∗+,v∈PL:
v+r 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(r)b∗v+ra∗−rav
+Π1 +Π2 +Π3 + h.c.,
(B.3)
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where
Π1 =
1√
N
∑
r∈P cH ,v∈PL:
v+r 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N)(r)b∗v+ra∗−rav,
Π2 =
1√
N
∑
r∈PH ,v∈PL:
v+r 6=0
N3−2κλℓ(χ̂ℓ ∗ f̂N )(r)b∗v+ra∗−rav,
Π3 =
2√
N
∑
r∈PH ,v∈PL
r · v ηrb∗r+va∗−rav.
(B.4)
Since the first term on the r.h.s. of (B.3) appears explicitly in (B.1), let us explain how
to control the operators Π1,Π2 and Π3, defined in (B.4).
To bound the operator Π1, we note first that Lemma 3.1 ii) implies that∣∣(V̂ (./N1−κ) ∗ f̂N )(r)∣∣ ≤ (V̂ (./N1−κ) ∗ f̂N)(0) = ∫ dx V (x)fℓ(x) ≤ C.
Given ξ ∈ F≤N+ , we apply (4.7) and estimate Π1 by∣∣∣∣ 1√N ∑
r∈P cH ,v∈PL:
v+r 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N )(r)〈ξ, b∗v+ra∗−ravξ〉
∣∣∣∣
≤ CN
κ
√
N
∑
r∈Λ∗+,v∈PL:
|r|≤N3β/2,v+r 6=0
‖a−rav+rξ‖‖avξ‖
+
CNκ√
N
2⌊m0⌋−1∑
j=3
∑
r∈P cH ,v∈PL:
Njβ/2≤|r|≤N(j+1)β/2,
v+r 6=0
‖a−r(N≥ 1
2
Njβ/2 + 1)
−1/2av+rξ‖‖av(N≥ 1
2
Njβ/2 + 1)
1/2ξ‖
+
CNκ√
N
∑
r∈P cH ,v∈PL:
N⌊m0⌋β≤|r|≤Nα,
v+r 6=0
‖a−r(N≥ 1
2
N⌊m0⌋β + 1)
−1/2av+rξ‖‖av(N≥ 1
2
N⌊m0⌋β + 1)
1/2ξ‖
(B.5)
Cauchy-Schwarz implies that the first term on the r.h.s. of (B.5) is bounded by
CNκ√
N
∑
r∈Λ∗+,v∈PL:
0≤|r|≤N3β/2,v+r 6=0
‖a−rav+rξ‖‖avξ‖ ≤ CN3β/4+κ〈ξ,K≤N3β/2ξ〉.
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To bound the second contribution on the r.h.s. of (B.5), we estimate
CNκ√
N
2⌊m0⌋−1∑
j=3
∑
r∈P cH ,v∈PL:
Njβ/2≤|r|≤N(j+1)β/2,
v+r 6=0
‖a−r(N≥ 1
2
Njβ/2 + 1)
−1/2av+rξ‖‖av(N≥ 1
2
Njβ/2 + 1)
1/2ξ‖
=
CNκ√
N
2⌊m0⌋−1∑
j=3
∑
r∈P cH ,v∈PL:
Njβ/2≤|r|≤N(j+1)β/2,
v+r 6=0
(
|v + r|‖a−r(N≥ 1
2
Njβ/2 + 1)
−1/2av+rξ‖
)
×
(
|v + r|−1‖av(N≥ 1
2
Njβ/2 + 1)
1/2ξ‖
)
≤ C
2⌊m0⌋−1∑
j=3
N jβ/4+β/4+κ‖K1/2ξ‖‖(N≥ 1
2
Njβ/2 + 1)
1/2ξ‖.
(B.6)
Similarly, we find that
CNκ√
N
∑
r∈P cH ,v∈PL:
N⌊m0⌋β≤|r|≤Nα,
v+r 6=0
‖a−r(N≥ 1
2
N⌊m0⌋β + 1)
−1/2av+rξ‖‖av(N≥ 1
2
N⌊m0⌋β + 1)
1/2ξ‖
≤ CNα/2+κ‖K1/2ξ‖‖(N≥ 1
2
N⌊m0⌋β + 1)
1/2ξ‖.
(B.7)
Collecting the previous three bounds and using |ab| ≤ |a|2 + |b|2 shows that
±Π1 ≤ δK + CN3β/4+κK≤N3β/2 +Cδ−1
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κN≥ 1
2
Njβ/2
+ Cδ−1Nα+2κN≥ 1
2
N⌊m0⌋β + Cδ
−1m0N
α+2κ
(B.8)
for some constant C > 0 and all δ > 0.
Next, let us switch to Π2 and Π3, defined in (B.4). From Lemma 3.1 i), we recall that
|N3−2κλℓ| ≤ CNκ. Moreover, with (χ̂ℓ ∗ f̂N )(r) = χ̂ℓ(r)+N−1ηr and the representation
χ̂ℓ(r) =
4π
|r|2
(sin(ℓ|r|)
|r| − ℓ cos(ℓ|r|)
)
,
we find for all r ∈ Λ∗+ that
|(χ̂ℓ ∗ f̂N )(r)| ≤ C(1 +Nκ−1)|r|−2 ≤ C|r|−2. (B.9)
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Consequently, Cauchy-Schwarz implies
|〈ξ,Π2ξ〉| ≤ CN
κ
√
N
∑
r∈PH ,v∈PL:
v+r 6=0
|r|−2‖av+r(N≥ 1
2
Nα + 1)
−1/2a−rξ‖‖av(N≥ 1
2
Nα + 1)
1/2ξ‖
≤ CNκ−α/2〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
(B.10)
Similarly, we obtain
|〈ξ,Π3ξ〉| ≤ C√
N
∑
r∈PH ,v∈PL
|r||v||ηr |‖av+r(N≥ 1
2
Nα + 1)
−1/2a−rξ‖‖av(N≥ 1
2
Nα + 1)
1/2ξ‖
≤ CNκ−α/2−1/2‖K1/2ξ‖‖K1/2L (N≥ 1
2
Nα + 1)
1/2ξ‖.
(B.11)
Combining (B.8), (B.10) and (B.11) and defining E[K,A] =
∑3
i=1(Πi + h.c.) proves the
claim.
With the help of Prop. B.1, we obtain a rough bound for the action of eA on K.
Corollary B.2. Assume the exponents α, β satisfy (4.4). Let m0 ∈ R be such that
m0β = α (3 < m0 < 5 from (4.4)). Then, there exists a constant C > 0 such that the
operator inequality
e−sAKesA ≤ CN3β/4+κK + CVN + CNκN+ + Cm0Nα+2κ. (B.12)
for all s ∈ [−1; 1] and for all N ∈ N sufficiently large.
Proof. We apply Gronwall’s lemma to ϕξ(s) = 〈ξ, e−sAKesAξ〉 for some ξ ∈ F≤N+ with
‖ξ‖ = 1, which has derivative
∂sϕξ(s) = 〈ξ, e−sA[K, A]esAξ〉.
We use the identity (B.1) and bound
± 1√
N
∑
u∈Λ∗+,p∈PL:
p+u 6=0
Nκ(V̂ (./N1−κ) ∗ f̂N)(u)
(
b∗p+ua
∗
−uap + h.c.
) ≤ CVN + CNκ(N+ + 1).
This estimate can be proved in the same way as (4.33) by observing supx∈Λ |fN (x)| ≤ 1,
by Lemma 3.1 ii). Together with (B.1), (B.2) (choosing δ = 1), Corollary 4.5, Lemma
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4.2 and Lemma 4.3, we obtain for sufficiently large N
ϕξ(s) ≤ Cϕξ(s) + C〈ξ,VNξ〉+ CNκ〈ξ, (N+ + 1)ξ〉+ CN3β/4+κ〈ξ,K≤N3β/2ξ〉
+ C
2⌊m0⌋−1∑
j=3
N jβ/2+β/2+2κ〈ξ,N≥ 1
2
Njβ/2ξ〉+ CNα+2κ〈ξ,N≥ 1
2
N⌊m0⌋βξ〉+ CNα+2κ
≤ Cϕξ(s) + C〈ξ,VNξ〉+ CNκ〈ξ,N+ξ〉+ CN3β/4+κ〈ξ,K≤N3β/2ξ〉
+ CN2κ−β〈ξ,Kξ〉+ CN2κ−β〈ξ,Kξ〉 +CNα+2κ
≤ Cϕξ(s) + CN3β/4+κ〈ξ,Kξ〉 + C〈ξ,VNξ〉+CNκ〈ξ,N+ξ〉+ CNα+2κ,
where we used as usual the operator inequality N≥Θ ≤ Θ−2K and, moreover, that
α− 2⌊m0⌋β ≤ (1− ⌊m0⌋)β ≤ −β for m0β = α and α > 3β + 2κ ≥ 3β (from (4.4)). The
claim follows now from Gronwall’s lemma.
B.1 Action of Cubic Renormalization on Excitation Hamiltonian
In this subsection, we are going to determine the main contributions to the excitation
Hamiltonian JN = e−AGeffN eA. From (3.28), and recalling the definition of the sets
PH = {p ∈ Λ∗+ : |p| ≥ Nα}, PL = {p ∈ Λ∗+ : |p| ≤ Nβ}, we can decompose
JN = J (0)N + J (2)N + J (3)N + J (4)N
where the self-adjoint operators J (i)N , i = 0, 2, 3, 4, are defined by
J (0)N = 4πa0Nκe−A(N −N+)eA +
[
V̂ (0)− 4πa0
]
Nκe−AN+(1−N+/N)eA,
J (2)N = NκV̂ (0)
∑
p∈P cH
e−Ab∗pbpe
A + 4πa0N
κ
∑
p∈P cH
e−A
[
b∗pb
∗
−p + bpb−p
]
eA
J (3)N =
1√
N
∑
p∈Λ∗+,q∈PL:
p+q 6=0
NκV̂ (p/N1−κ)e−A
[
b∗p+qa
∗
−paq + h.c.
]
eA,
J (4)N = e−AHNeA = e−AKeA + e−AVNeA.
(B.13)
B.1.1 Analysis of J (0)N
The goal of this section is to determine the main contributions to J (0)N , which was defined
in equation (B.13). We recall that
J (0)N = 4πa0Nκe−A(N −N+)eA +
[
V̂ (0) − 4πa0
]
Nκe−AN+(1−N+/N)eA.
In order to determine the main contributions to J (0)N , we first prove a slight generalization
of [4, Lemma 8.6]. The lemma will also be useful in the following Section B.1.2.
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Lemma B.3. Assume α, β satisfy (4.4). Let k ∈ N0 and let F = (Fp)p∈Λ∗+ ∈ ℓ∞(Λ∗+).
Then, there exists C > 0 s.t.
±
( ∑
p∈Λ∗+
Fpe
−Aa∗papN k+eA−
∑
p∈Λ∗+
Fpa
∗
papN k+
)
≤ CN−3β/2‖F‖∞(N≥ 1
2
Nα +1)(N++1)k
(B.14)
for all N ∈ N sufficiently large.
Proof. We compute that∑
p∈Λ∗+
Fpe
−Aa∗papN k+eA −
∑
p∈Λ∗+
Fpa
∗
papN k+ =
∫ 1
0
ds
∑
p∈Λ∗+
Fpe
−sA[a∗papN k+, A1]esA + h.c.
=
1√
N
∫ 1
0
ds
∑
r∈PH ,v∈PL
(Fr+v + F−r − Fv)ηre−sAb∗r+va∗−ravN k+esA
+
k√
N
∫ 1
0
ds
∑
r∈PH ,v∈PL
(Fr+v + F−r)ηre
−sAb∗r+va
∗
−rav(N+ +Θ(N+))k−1esA
+
k√
N
∫ 1
0
ds
∑
p∈Λ∗+,r∈PH ,
v∈PL
Fpηre
−sAb∗r+va
∗
−ra
∗
papav(N+ +Θ(N+))k−1esA + h.c.
for some function Θ : N → (0, 1), by the mean value theorem. Applying (4.7), Lemma
4.2 and Cauchy-Schwarz, the first two contributions on the r.h.s. of the last equation
can be controlled by∣∣∣∣ 1√N
∫ 1
0
ds
∑
r∈PH ,v∈PL
(Fr+v + F−r − Fv)ηr〈ξ, e−sAb∗r+va∗−ravN k+esAξ〉
∣∣∣∣
≤ ‖F‖∞√
N
∫ 1
0
ds
∑
r∈PH ,v∈PL
‖(N≥ 1
2
Nα + 1)
−1/2ar+va−r(N+ + 1)k/2esAξ‖
× |ηr|‖(N≥ 1
2
Nα + 1)
1/2avN k/2+ esAξ‖
≤ CNκ−α/2‖F‖∞
∫ 1
0
ds 〈ξ, e−sA(N≥ 1
2
Nα + 1)(N+ + 1)kesAξ〉
≤ CN−3β/2‖F‖∞〈ξ, (N≥ 1
2
Nα + 1)(N+ + 1)kξ〉
and, analogously,∣∣∣∣ k√N
∫ 1
0
ds
∑
r∈PH ,v∈PL
(Fr+v + F−r)ηr〈ξ, e−sAb∗r+va∗−rav(N+ +Θ(N+))k−1esAξ〉
∣∣∣∣
≤ C‖F‖∞√
N
∫ 1
0
ds
∑
r∈PH ,v∈PL
‖(N≥ 1
2
Nα + 1)
−1/2ar+va−r(N+ + 1)(k−1)/2esAξ‖
× |ηr|‖(N≥ 1
2
Nα + 1)
1/2av(N+ + 1)(k−1)/2esAξ‖
≤ CN−3β/2‖F‖∞〈ξ, (N≥ 1
2
Nα + 1)(N+ + 1)k−1ξ〉.
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Finally, we also bound∣∣∣∣ k√N
∫ 1
0
ds
∑
p∈Λ∗+r∈PH ,v∈PL
Fpηr〈ξ, e−sAb∗r+va∗−ra∗papav(N+ +Θ(N+))k−1esAξ〉
∣∣∣∣
≤ ‖F‖∞√
N
∫ 1
0
ds
∑
p∈Λ∗+,r∈PH ,v∈PL
‖(N≥ 1
2
Nα + 1)
−1/2apar+va−r(N+ + 1)(k−1)/2esAξ‖
× |ηr|‖(N≥ 1
2
Nα + 1)
1/2apav(N+ + 1)(k−1)/2esAξ‖
≤ CN−3β/2‖F‖∞〈ξ, (N≥ 1
2
Nα + 1)(N+ + 1)kξ〉.
Combining the last three estimates concludes the proof of (B.14).
Corollary B.4. Assume α, β satisfy (4.4). Let J (0)N be defined as in (B.13). Then
J (0)N = 4πa0Nκ(N −N+) +
[
V̂ (0)− 4πa0
]
NκN+(1−N+/N) + E(0)JN
where the self-adjoint operator E(0)JN satisfies
±eAE(0)JN e−A ≤ CNκ−3β/2(N≥ 12Nα + 1)
for all N ∈ N sufficiently large.
Proof. The claim follows immediately from Lemma B.3 and Lemma 4.2.
B.1.2 Analysis of J (2)N
In this section, we determine the main contributions to J (2)N , defined in (B.13). We recall
J (2)N = NκV̂ (0)
∑
p∈P cH
e−Ab∗pbpe
A + 4πa0N
κ
∑
p∈P cH
e−A
[
b∗pb
∗
−p + bpb−p
]
eA. (B.15)
Proposition B.5. Assume α, β satisfy (4.4). Let J (2)N be defined as in (B.13). Then
J (2)N = NκV̂ (0)
∑
p∈P cH
b∗pbp + 4πa0N
κ
∑
p∈P cH
[
b∗pb
∗
−p + bpb−p
]
+ E(2)JN
and there exists a constant C > 0 such that
±eAE(2)JN e−A ≤ CN−3βK+ CNα+2κ
for all N ∈ N sufficiently large.
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Proof. From b∗pbp = a
∗
pap(1−N+/N + 1/N) and Corollary B.4, we conclude that
NκV̂ (0)
∑
p∈P cH
e−Ab∗pbpe
A = NκV̂ (0)
∑
p∈P cH
b∗pbp + E(21)JN ,
where the the self-adjoint operator E(21)JN is such that
±eAE(21)JN e−A ≤ CNκ−3β/2(N≥ 12Nα + 1) ≤ CN
κ−2α−3β/2K+ CNκ−3β/2.
Notice that we used here the operator inequality N≥ 1
2
Nα ≤ 4N−2αK. Since
CNκ−2α−3β/2K+ CNκ−3β/2 ≤ CN−3βK + CNα+2κ
for all α > 3β + 2κ ≥ 0, it only remains to analyse the second contribution in (B.15).
To this end, we compute
[b∗pb
∗
−p + bpb−p, b
∗
v+ra
∗
−rav] = −b∗v+rb∗pb∗−rδ−p,v − b∗v+rb∗−rb∗−pδp,v
+ a∗−ravbp(1−N+/N)δ−p,r+v −
1
N
a∗r+va
∗
−rava−pbp
+ a∗−ravb−p(1−N+/N)δp,r+v −
1
N
a∗r+va
∗
−ravapb−p
for all p ∈ P cH , r ∈ PH and v ∈ PL. As a consequence, we find that∑
p∈P cH
e−A
[
b∗pb
∗
−p + bpb−p
]
eA −
∑
p∈P cH
[
b∗pb
∗
−p + bpb−p
]
=
2√
N
∫ 1
0
ds
∑
r∈PH ,v∈PL
ηre
−sA
[
a∗−ravb−r−vχ{|r+v|≤Nα}(1−N+/N)− b∗v+rb∗−vb∗−r
]
esA
+
2
N3/2
∫ 1
0
ds
∑
p∈P cH ,r∈PH ,
v∈PL
ηre
−sAa∗r+va
∗
−ravapb−pe
sA + h.c.,
(B.16)
where χ{|·|≤Nα} denotes the characteristic function for the set {p ∈ Λ∗+ : |p| ≤ Nα}.
Let us now estimate the size of the different contributions on the r.h.s. in (B.16).
Applying (4.7), Lemma 4.2 and Cauchy-Schwarz, we obtain on the one hand that∣∣∣∣ 2√N
∫ 1
0
ds
∑
r∈PH ,v∈PL
ηr〈esAξ,
[
a∗−ravb−r−vχ{|r+v|≤Nα}(1−N+/N)− b∗v+rb∗−vb∗−r
]
esAξ〉
∣∣∣∣
≤ C
∫ 1
0
ds
∑
r∈PH ,v∈PL
(
|ηr|‖a−r−vesAξ‖‖a−resAξ‖
+ |ηr|‖(N≥ 1
2
Nα + 1)
−1/2a−rar+ve
sAξ‖‖(N≥ 1
2
Nα + 1)
1/2esAξ‖
)
≤ CN3β/2+κ−α/2
∫ 1
0
ds 〈ξ, e−sA(N≥ 1
2
Nα + 1)e
sAξ〉 ≤ C〈ξ, (N≥ 1
2
Nα + 1)ξ〉
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for all α > 3β + 2κ ≥ 0 and N ∈ N sufficiently large. On the other hand, proceeding in
the same way, the last contribution on the r.h.s. in (B.16) is bounded by∣∣∣∣ 2N3/2
∫ 1
0
ds
∑
p∈P cH ,r∈PH ,
v∈PL
ηr〈esAξ, a∗r+va∗−ravapb−pesAξ〉
∣∣∣∣
≤ C
N3/2
∫ 1
0
ds
∑
p∈P cH ,r∈PH ,
v∈PL
‖(N≥ 1
2
Nα + 1)
−1/2ar+va−re
sAξ‖
× |ηr|‖(N≥ 1
2
Nα + 1)
1/2avapb−pe
sAξ‖
≤ CNα+κ〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
Combining the last two estimates with the identity (B.16), we conclude that
4πa0N
κ
∑
p∈P cH
e−A
[
b∗pb
∗
−p + bpb−p
]
eA = 4πa0N
κ
∑
p∈P cH
[
b∗pb
∗
−p + bpb−p
]
+ E(22)JN ,
where the the self-adjoint operator E(22)JN is such that
±eAE(22)JN e−A ≤ CNα+2κ(N≥ 12Nα + 1) ≤ CN
−3βK + CNα+2κ.
Setting E(2)JN = E
(21)
JN
+ E(22)JN , this concludes the proposition.
B.1.3 Analysis of J (3)N
In this section, we determine the main contributions to e−ACNeA, where we recall that
CN = 1√
N
∑
p∈Λ∗+,q∈PL:p+q 6=0
NκV̂ (p/N1−κ)
(
b∗p+qa
∗
−paq + h.c.
)
. (B.17)
The following proposition summarizes important properties of [CN , A].
Proposition B.6. Assume α, β satisfy (4.4). Then there exists C > 0 such that
[CN , A] = 2N
κ
N
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr + V̂ ((v + r)/N
1−κ))ηr
]
a∗vav(1−N+/N)
+ E[CN ,A]
(B.18)
where
±E[CN ,A] ≤ CNκ/2−3β/2VN + CNκ(N≥ 1
2
Nα + 1) +CN
κ/2−3β/2−1(N≥ 1
2
Nα + 1)
2 (B.19)
for all N ∈ N sufficiently large.
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Proof. With (4.1) we have that
[CN , A] = [CN , A1] + h.c.
Now, let p ∈ Λ∗+, q ∈ PL, r ∈ PH and v ∈ PL. For N ∈ N sufficiently large, we have
|v + r| ≥ Nα −Nβ > 12Nα > Nβ so that
[a∗−paq, b
∗
v+r] = [a
∗
−paq, a
∗
−r] = 0.
As a consequence, we obtain
[b∗p+qa
∗
−paq, b
∗
v+ra
∗
−rav] = −b∗v+rb∗−ra∗−paqδp+q,v − b∗v+rb∗p+qa∗−raqδ−p,v
as well as
[a∗qa−pbp+q, b
∗
v+ra
∗
−rav]
= a∗qav(1−N+/N)(δv+r,−pδp+q,−r + δp+q,v+rδp,r) + a∗qa∗−rap+qav(1−N+/N)δv+r,−p
+ a∗v+ra
∗
qap+qav(1−N+/N)δp,r + a∗v+ra∗qa−pav(1−N+/N)δp+q,−r
+ a∗qa
∗
−ra−pav(1−N+/N)δp+q,v+r − b∗v+ra∗−ra−pbp+qδv,q −
1
N
a∗qa
∗
v+ra
∗
−rava−pap+q.
Hence, we conclude that
[CN , A1] + h.c. = 2N
κ
N
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr + V̂ ((v + r)/N
1−κ))ηr
]
a∗vav(1−N+/N)
+ (Ξ1 + Ξ2 +Ξ3 + Ξ4 + Ξ5 + h.c.),
(B.20)
where
Ξ1 = − 1
N
∗∑
r∈PH ,q,v∈PL
Nκ
[
V̂ ((v − q)/N1−κ)ηr + V̂ (v/N1−κ)ηr
]
b∗v+rb
∗
−ra
∗
q−vaq,
Ξ2 =
1
N
∗∑
r∈PH ,q,v∈PL
Nκ
[
V̂ ((v + r)/N1−κ)ηr + V̂ ((v + r + q)/N
1−κ)ηr
]
× a∗qa∗raq+v+ra−v(1−N+/N),
Ξ3 =
1
N
∗∑
r∈PH ,q,v∈PL
Nκ
[
V̂ (r/N1−κ)ηr + V̂ ((r + q)/N
1−κ)ηr
]
× a∗v+ra∗qar+qav(1−N+/N),
Ξ4 = − 1
N
∗∑
p∈Λ∗+,r∈PH ,v∈PL
NκV̂ (p/N1−κ)ηrb
∗
v+ra
∗
−ra−pbp+v,
Ξ5 = − 1
N2
∗∑
p∈Λ∗+,r∈PH ,q,v∈PL
NκV̂ (p/N1−κ)ηra
∗
qa
∗
v+ra
∗
−rava−pap+q.
(B.21)
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Let us next estimate the size of the operators Ξ1 to Ξ5, defined in (B.21). We find
|〈ξ,Ξ1ξ〉| ≤ CN
κ
N
∑
r∈PH ,q,v∈PL
|ηr|‖a−r(N≥ 1
2
Nα + 1)
−1/2av+raq−vξ‖‖aq(N≥ 1
2
Nα + 1)
1/2ξ‖
≤ CN3β/2+2κ−α/2〈ξ, (N≥ 1
2
Nα + 1)ξ〉
for all ξ ∈ F≤N+ and N ∈ N sufficiently large. Similarly, the operators Ξ2 and Ξ3 can be
controlled by
|〈ξ,Ξ2ξ〉|+ |〈ξ,Ξ3ξ〉| ≤ CN
κ
N
∑
r∈PH ,q,v∈PL
|ηr|
(
‖aqarξ‖‖aq+v+ra−vξ‖+ ‖av+raqξ‖‖aq+ravξ‖
)
≤ CN3β/2+2κ−α/2〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
Switching to position space, the operator Ξ4 can be bounded by
|〈ξ,Ξ4ξ〉| =
∣∣∣∣ ∑
r∈PH ,v∈PL:
v+r 6=0
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))ηre−ivy〈ξ, b∗v+ra∗−raˇxbˇyξ〉
∣∣∣∣
≤ CNκ−α/2‖V1/2N ξ‖
(
Nκ−1
∑
r∈PH
∫
Λ
dy
∥∥∥ ∑
v∈PL
e−ivyav+ra−rξ
∥∥∥2)1/2
= CNκ−α/2‖V1/2N ξ‖
(
Nκ−1
∑
r∈PH ,v∈PL
〈ξ, a∗v+ra∗−ra−rav+rξ〉
)1/2
≤ CN3κ/2−α/2−1/2‖V1/2N ξ‖‖(N≥ 1
2
Nα + 1)ξ‖
and, similarly, we control the operator Ξ5 by
|〈ξ,Ξ5ξ〉| =
∣∣∣∣ 1N ∑
r∈PH ,q,v∈PL
∫
Λ2
dxdy N2−2κV (N1−κ(x− y))e−iqyηr〈ξ, a∗qa∗v+ra∗−ravaˇxaˇyξ〉
∣∣∣∣
≤ CNκ−α/2−1/2‖V1/2N ξ‖
(
Nκ−1
∑
r∈PH ,v∈PL
∫
Λ
dy
∥∥∥ ∑
q∈PL
e−iqyaqav+ra−rξ
∥∥∥2)1/2
≤ CN3κ/2−α/2−1/2‖V1/2N ξ‖‖(N≥ 1
2
Nα + 1)ξ‖.
Summarizing the previous estimates and using that α > 3β + 2κ, we conclude that
±
5∑
i=1
(Ξi + h.c.) ≤ CNκ/2−3β/2VN + CNκ(N≥ 1
2
Nα + 1) + CN
κ/2−3β/2−1(N≥ 1
2
Nα + 1)
2.
Defining E[CN ,A] =
∑5
i=1(Ξi + h.c.), this concludes the proof.
The following corollary describes the main contributions to e−sACNesA, for any fixed
s ∈ [0; 1]. In particular, for s = 1, it determines J (3)N , up to small errors. The slightly
more general result about e−sACNesA for any s ∈ [0; 1] will be useful in Section B.1.4.
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Corollary B.7. Assume α, β satisfy (4.4). Then there exists C > 0 such that
e−sACNesA
= CN + 2sNκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
+ E(3)JN (s)
where the self-adjoint operator E(3)JN (s) is such that
±eAE(3)JN (s)e−A ≤ CN (κ−3β)/2VN + CN (3κ−7β)/2K+ CN (4κ−3β)/2N+ + CNκ
for all s ∈ [0; 1] and for all N ∈ N sufficiently large.
Proof. With Prop. B.6, we expand
e−sACNesA − CN
= 2Nκ
∫ s
0
dt
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
e−tAa∗vav(1−N+/N)etA
+
∫ s
0
dt e−tAE[CN ,A]e−tA.
Now, using Plancherel’s theorem observe that∣∣∣∣ ∑
r∈PH
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]∣∣∣∣
≤ CNα+2κ−1 + C
∫
Λ
N3−3κV (N1−κx)wℓ(N
1−κx) ≤ CNκ.
The claim is now an immediate consequence of Lemma B.3, the bound (B.19), Corollary
4.5, Lemma 4.2, Lemma 4.3 and using the operator inequality N≥ 1
2
Nα ≤ 4N−2αK.
B.1.4 Analysis of J (4)N
The goal of this section is to determine the main contributions to J (4)N = e−AHNeA.
As in [4], it turns out that conjugating HN with the cubic exponential eA leads to a
renormalization of the cubic term CN of the quadratically renormalized Hamiltonian
GeffN , defined in (3.28). To see this, let’s recall (B.1), (4.25) and compute
J (4)N = HN +
∫ 1
0
ds e−sA[K + VN , A]esA
= HN −
∫ 1
0
ds
1√
N
∑
u∈Λ∗+,p∈PL
Nκ
(
V̂ (·/N1−κ) ∗ (f̂N − η/N)
)
(u)
× e−sA(b∗p+ua∗−uap + h.c.)esA
+
∫ 1
0
ds e−sA
(E[K,A] + E[VN ,A])esA.
(B.22)
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Here, let us recall the definitions (B.4), (4.28) and that the operators E[K,A] and E[VN ,A]
are explicitly given by
E[K,A] =
3∑
j=1
(Πj + h.c.), E[VN ,A] =
4∑
j=1
(Θj + h.c.). (B.23)
With (f̂N − η/N)(q) = δq,0 for all q ∈ Λ∗+, we obtain from (B.22) and Corollary B.7 that
J (4)N = HN − CN −
∫ 1
0
ds E(3)JN (s) +
∫ 1
0
ds e−sA
(E[K,A] + E[VN ,A])esA
−Nκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
(B.24)
and we observe that the contribution −CN will cancel exactly the contribution CN in
J (3)N , determined in Corollary B.7 (for s = 1). Moreover, the quadratic contribution in
the last line of (B.24) combines with the corresponding contribution to J (3)N as well.
To finish this section, it remains to extract the remaining leading order contributions
to J (4)N from the integral terms in (B.24). It turns out that all contributions, but the
term (Π1 + h.c.) contained in E[K,A], are error terms which can be neglected. To make
this more precise, Corollary B.7 implies first of all that there exists a constant C > 0 s.t.
±
∫ 1
0
ds eAE(3)JN (s)e−A ≤ CN (κ−3β)/2VN + CN (3κ−7β)/2K + CN (4κ−3β)/2N+ + CNκ
(B.25)
for all α > 3β +2κ ≥ 0 with α+ κ ≤ 1, 2κ− 3β ≤ 0 and for all N ∈ N sufficiently large.
Next, we use (B.23) and recall the bounds (B.10) and (B.11). They imply that
±
∫ 1
0
ds e(1−s)A(Π2 +Π3 + h.c.)e
−(1−s)A
≤ CN−3β/2
∫ 1
0
ds e(1−s)A(N≥ 1
2
Nα + 1)e
(1−s)A + CδN−3β/2
∫ 1
0
ds e(1−s)AKe−(1−s)A
+ δ−1CN−3β/2
∫ 1
0
ds e(1−s)AKLe−(1−s)A
for all δ > 0, α > 3β + 2κ ≥ 0 and N ∈ N sufficiently large. With Lemma 4.2, Lemma
4.3, Corollary B.2 and N≥ 1
2
Nα ≤ N in F≤N+ , we deduce from the previous bound that
±
∫ 1
0
ds e(1−s)A(Π2 +Π3 + h.c.)e
−(1−s)A
≤ CN−3β/2(N≥ 1
2
Nα + 1) + δCN
κ−3β/4K + δCN−3β/2VN + δCNα+2κ−3β/2
+ δ−1CN−3β/2KL + δ−1CN−5β/2(N≥ 1
2
Nα + 1)
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for all δ > 0, α > 3β + 2κ ≥ 0 with α + κ ≤ 1, β ≥ κ. Choosing δ = N−β in the last
bound and using that N≥ 1
2
Nα ≤ 4N−2αK, we find
±
∫ 1
0
ds e(1−s)A(Π2 +Π3 + h.c.)e
−(1−s)A
≤ CN−β/2K + CN−5β/2VN + CNα+2κ−5β/2
(B.26)
for all α > 3β + 2κ ≥ 0 with α+ κ ≤ 1, β ≥ κ.
Going back to (B.24) and using the estimate (4.26), we obtain that
±
∫ 1
0
ds e(1−s)AE[VN ,A]e−(1−s)A
≤
∫ 1
0
ds e(1−s)A
[
δ˜VN + δ˜−1CNκ−2β−1KL(N≥ 1
2
Nα + 1) + δ˜
−1CN2α+3κ−2N+
+ δ˜−1CNκ−1(N≥ 1
2
Nα + 1)
2
]
e−(1−s)A
≤
∫ 1
0
ds e(1−s)A
[
δ˜VN + δ˜−1CNκ−2βKL
]
e−(1−s)A + δ˜−1CN2α+3κ−2N+
+ δ˜−1CN2α+3κ−2 + δ˜−1CNκ−1.
Setting δ˜ = Nµ for µ = max(α+3/2κ− 1, κ/2−β), Corollary 4.5 and Lemma 4.3 imply
±
∫ 1
0
ds e(1−s)AE[VN ,A]e−(1−s)A ≤ CNµ+κHN + CNµN+ + CNµ + CNµ+2β−1 (B.27)
for all α > 3β + 2κ ≥ 0 with α+ κ ≤ 1 and all N ∈ N large enough.
Looking back at (B.24) and collecting the bounds (B.25) to (B.27), it only remains
to analyse the operator (Π1 +h.c.) in the definition (B.23) of the operator E[K,A]. Using
that V̂ (./N1−κ) ∗ f̂N = V̂ fℓ(./N1−κ), let us recall that Π1 is explicitly given by
Π1 =
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
NκV̂ fℓ(p/N
1−κ)b∗q+pa
∗
−paq.
The following lemma analyses slightly more general operators than Π1, after conjugation
with esA for any s ∈ [−1; 1]. It will also be useful in the proof of Proposition 4.1.
Lemma B.8. Assume α, β satisfy (4.4). Let F = (Fp)p∈Λ∗+) ∈ ℓ∞(Λ∗+). Then, there
exists a constant C > 0 s.t.
±
[
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
Fpe
−sA
(
b∗q+pa
∗
−paq + h.c.
)
esA − 1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
Fp
(
b∗q+pa
∗
−paq + h.c.
)]
≤ C‖F‖∞Nκ+α〈ξ, (N≥ 1
2
Nα + 1)ξ〉
for all s ∈ [−1; 1] and N ∈ N sufficiently large.
125
Proof. Let us set
X :=
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
Fpb
∗
q+pa
∗
−paq.
From the identity
e−sA
(
X+ h.c.)esA − (X + h.c.) =
∫ s
0
dt e−tA[(X + h.c.), A1]e
tA + h.c., (B.28)
we conclude that it suffices to control the commutator [(X+ h.c.), A1] after conjugation
with etA, uniformly in t ∈ [−1; 1]. From the proof of Proposition B.6, we collect
[b∗p+qa
∗
−paq, b
∗
v+ra
∗
−rav] = −b∗v+rb∗−ra∗−paqδp+q,v − b∗v+rb∗p+qa∗−raqδ−p,v
and
[a∗qa−pbp+q, b
∗
v+ra
∗
−rav]
= a∗qav(1−N+/N)δv+r,−pδp+q,−r + a∗qa∗−rap+qav(1−N+/N)δv+r,−p
+ a∗v+ra
∗
qa−pav(1−N+/N)δp+q,−r + a∗qa∗−ra−pav(1−N+/N)δp+q,v+r
− b∗v+ra∗−ra−pbp+qδv,q −
1
N
a∗qa
∗
v+ra
∗
−rava−pap+q
for all p ∈ P cH , q ∈ PL, r ∈ PH , v ∈ PL and N ∈ N large enough. Consequently, we find
[(X + h.c.), A1] =
7∑
j=1
(Υj + h.c.
)
,
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where the operators Υj, j = 1, . . . , 5, are defined by
Υ1 =
1
N
∗∑
r∈PH ,v∈PL:
r+v∈PCH
Fr+vηra
∗
vav(1−N+/N),
Υ2 = − 1
N
∗∑
r∈PH ,q,v∈PL
[
Fv−qηr + Fvηr
]
b∗v+rb
∗
−ra
∗
q−vaq,
Υ3 =
1
N
∗∑
r∈PH ,q,v∈PL:
r+v∈PCH
Fv+rηra
∗
qa
∗
raq+v+ra−v(1−N+/N),
Υ4 =
1
N
∗∑
r∈PH ,q,v∈PL:
q+r+v∈PCH
Fv+r+qηra
∗
qa
∗
raq+v+ra−v(1−N+/N),
Υ5 =
1
N
∗∑
r∈PH ,q,v∈PL:
r+q∈PCH
Fr+qηra
∗
v+ra
∗
qar+qav(1−N+/N),
Υ6 = − 1
N
∗∑
p∈P cH ,r∈PH ,v∈PL
Fpηrb
∗
v+ra
∗
−ra−pbp+v,
Υ7 = − 1
N2
∗∑
p∈P cH ,r∈PH ,q,v∈PL
Fpηra
∗
qa
∗
v+ra
∗
−rava−pap+q.
(B.29)
To control the different contributions in (B.29), we apply as usual Cauchy-Schwarz.
Given any ξ ∈ F≤N+ , we bound the first two operators in (B.29) by
|〈ξ,Υ1ξ〉| ≤ C‖F‖∞Nκ−1
∑
Nα≤|r|≤Nα+Nβ
|r|−2〈ξ, (N+ + 1)ξ〉
≤ C‖F‖∞Nβ+κ−1〈ξ, (N+ + 1)ξ〉 ≤ C‖F‖∞Nβ+κ
and
|〈ξ,Υ2ξ〉| ≤ C‖F‖∞
N
∗∑
r∈PH ,q,v∈PL
|ηr|‖(N≥ 1
2
Nα + 1)
−1/2aq−vav+ra−rξ‖‖(N≥ 1
2
Nα + 1)
1/2aqξ‖
≤ C‖F‖∞N3β/2+κ−α/2〈ξ, (N≥ 1
2
Nα + 1)ξ〉 ≤ C‖F‖∞〈ξ, (N≥ 1
2
Nα + 1)ξ〉
for all α > 3β + 2κ ≥ 0 and N ∈ N sufficiently large. In the same way, we find that
|〈ξ, (Υ3 +Υ4 +Υ5)ξ〉| ≤ C‖F‖∞〈ξ, (N≥ 1
2
Nα + 1)ξ〉
127
as well as
|〈ξ,Υ6ξ〉| ≤ C‖F‖∞
N
∗∑
p∈P cH ,r∈PH ,
v∈PL
|ηr|‖(N≥ 1
2
Nα + 1)
−1/2av+ra−rξ‖‖(N≥ 1
2
Nα + 1)
1/2a−pap+vξ‖
≤ C‖F‖∞Nκ+α〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
Finally, we have that
|〈ξ,Υ7ξ〉| ≤ C‖F‖∞
N2
∗∑
p∈P cH ,r∈PH ,q,v∈PL
‖(N≥ 1
2
Nα + 1)
−1/2aqav+ra−rξ‖
× |ηr|‖(N≥ 1
2
Nα + 1)
1/2ava−pap+qξ‖
≤ C‖F‖∞Nκ+α〈ξ, (N≥ 1
2
Nα + 1)ξ〉.
Combining the last five bounds with equation (B.28), equation (B.29) and Lemma 4.2,
we conclude the proof of Lemma B.8.
Since supp∈Λ∗+ |V̂ fℓ(./N1−κ)| ≤ C, we obtain immediately the following corollary.
Corollary B.9. Assume α, β satisfy (4.4). Let Π1 be defined as in equation (B.4).
Then, there exists a constant C > 0 such that
±[e−sA(Π1 + h.c.)esA − (Π1 + h.c.)] ≤ CN2κ+α〈ξ, (N≥ 1
2
Nα + 1)ξ〉 (B.30)
for all s ∈ [−1; 1] and N ∈ N sufficiently large.
Another consequence is the following result describing J (4)N , up to small errors.
Corollary B.10. Assume α, β satisfy (4.4) and let µ = max(α + 3κ/2 − 1, κ/2 − β).
Let J (4)N be defined as in (B.13). Then, we have
J (4)N = HN − CN +
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
NκV̂ fℓ(p/N
1−κ)(b∗q+pa
∗
−paq + h.c.)
−Nκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
+ E(4)JN ,
where there exists a constant C > 0 such that
±eAE(4)JN e−A ≤ Cm0(N−β/2 +Nκ+µ)K + CNκ+µVN + CNµN+ + CNα+2κ + CNµ
for all N ∈ N sufficiently large.
Proof. This is an immediate consequence of the identity (B.24) and the bounds (B.25),
(B.26), (B.27) as well as (B.30).
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B.2 Proof of Proposition 4.1
Applying Corollary B.4, Proposition B.5, Corollary B.7 and Corollary B.10, we obtain
JN = 4πa0Nκ(N −N+) +
[
V̂ (0)− 4πa0
]
NκN+(1−N+/N)
+NκV̂ (0)
∑
p∈P cH
b∗pbp + 4πa0N
κ
∑
p∈P cH
[
b∗pb
∗
−p + bpb−p
]
+Nκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
+
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
NκV̂ fℓ(p/N
1−κ)(b∗q+pa
∗
−paq + h.c.) +HN
+ E(0)JN + E
(2)
JN
+ E(3)JN + E
(4)
JN
,
(B.31)
where we have set E(3)JN = E
(3)
JN
(1). For µ = max(3α/2 + κ− 1, κ/2 − β), we know that
±eA
(
E(0)JN + E
(2)
JN
+ E(3)JN + E
(4)
JN
)
e−A
≤ C(N−β/2 +Nκ+µ)K + CNκ+µVN + CNµN+ + C(Nα+2κ +Nµ).
(B.32)
Hence, let’s evaluate the remaining contributions to JN . With (3.11), we use the bound∑
r∈P cH∪{0}
∣∣V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N1−κ))ηr/N ∣∣ ≤ CNα+κ−1
to conclude that
±
(
Nκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
+Nκ
∫
Λ
dx V (x)wℓ(x)
∑
v∈PL
a∗vav(1−N+/N) +Nκ
∑
v∈PL
V̂ wℓ(v/N
1−κ)b∗vbv
)
≤ CNα+2κ−1(N+ + 1).
(B.33)
Now, by Lemma 3.1, we have that∫
Λ
dx V (x)wℓ(x) = V̂ (0)− 8πa0 +O(Nκ−1)
and, for v ∈ PL, we find similarly that
V̂ wℓ(v/N
1−κ) = V̂ wℓ(0) +O(|v|/N1−κ) = V̂ (0)− 8πa0 +O(Nβ+κ−1).
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As a consequence, we deduce
±
(
Nκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
− (8πa0 − V̂ (0))Nκ
∑
v∈PL
a∗vav(1−N+/N) + (8πa0 − V̂ (0))Nκ
∑
v∈PL
b∗vbv
)
≤ CNα+2κ−1(N+ + 1).
(B.34)
Finally, we use the operator bounds
±
∑
v∈Λ∗+:v∈P
c
L
a∗vav(1−N+/N) ≤ CN≥Nβ and ±
∑
v∈Λ∗+:
v∈P cL∩P
c
H
b∗vbv(1−N+/N) ≤ CN≥Nβ
to conclude that
±
(
Nκ
∑
r∈PH ,v∈PL
[
V̂ (r/N1−κ)ηr/N + V̂ ((v + r)/N
1−κ))ηr/N
]
a∗vav(1−N+/N)
− (8πa0 − V̂ (0))NκN+(1−N+/N)− (8πa0 − V̂ (0))Nκ
∑
p∈P cH
b∗pbp
)
≤ CNα+2κ−1(N+ + 1) + CNκN≥Nβ .
(B.35)
Collecting the estimates (B.33) to (B.35), we summarize that
JN = 4πa0N1+κ − 4πa0NκN 2+/N +HN
+ 8πa0N
κ
∑
p∈P cH
b∗pbp + 4πa0N
κ
∑
p∈P cH
[
b∗pb
∗
−p + bpb−p
]
+
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
NκV̂ fℓ(p/N
1−κ)(b∗q+pa
∗
−paq + h.c.)
+ E(0)JN + E
(2)
JN
+ E(3)JN + E
(4)
JN
+ E(5)JN ,
(B.36)
where the self-adjoint operator E(5)JN satisfies the operator inequalities
±eAE(5)JN e−A ≤ CNκN≥Nβ + CNα+2κ−1N+ + CNκ
≤ CNκ−2βK+ CNα+2κ−1N+ + CNκ.
(B.37)
Notice that we applied Lemma 4.2 here. Now, let us consider the cubic term on the
r.h.s. of equation (B.31). To this end, let’s define the self-adjoint operator E(6)JN by
E(6)JN =
1√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
Nκ
(
V̂ fℓ(p/N
1−κ)− 8πa0
)
(b∗q+pa
∗
−paq + h.c.).
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Since supp∈P cH |V̂ fℓ(p/N1−κ)− 8πa0| ≤ CNα+κ−1, we conclude with Lemma B.8 that
±
(
eAE(6)JN e−A − E
(6)
JN
)
≤ CN2α+3κ−1N≥ 1
2
Nα + CN
2α+3κ−1 ≤ CN3κ−1K + CN2α+3κ−1.
Then, we recall that if m0 ∈ R is such that m0β = α, we know that m0 ≤ 5. Hence,
using once again that supp∈P cH |V̂ fℓ(p/N1−κ) − 8πa0| ≤ CNα+κ−1 and controlling E
(6)
JN
as in (B.6) to (B.7) (using m0 ∈ [3; 5] and that |ab| ≤ δ|a|2 + δ−1|b|2 with δ = Nκ−β/2),
the previous estimate implies that
±eAE(6)JN e−A ≤ C(Nα+2κ−β/2−1 +N3κ−1)K + CN2α+β/2+2κ−1
≤ CNµ+κ/2−β/2K + CN2α+β/2+2κ−1.
(B.38)
Combining the previous estimates and collecting (B.32), (B.37) and (B.38), we find that
JN = 4πa0N1+κ − 4πa0NκN 2+/N + 8πa0Nκ
∑
p∈P cH
[
b∗pbp +
1
2
b∗pb
∗
−p +
1
2
bpb−p
]
+
8πa0N
κ
√
N
∑
p∈P cH ,q∈PL:
p+q 6=0
[
b∗q+pa
∗
−paq + h.c.
]
+HN + EJN = J effN + EJN ,
(B.39)
where the self-adjoint operator EJN = E(0)JN + E
(2)
JN
+ E(3)JN + E
(4)
JN
+ E(5)JN + E
(6)
JN
satisfies
±eAEJN e−A ≤ C(N−β/2 +Nκ+µ)K + CNκ+µVN + CNµN+ + CNα+2κ(1 +Nα+β/2−1).
This is precisely the bound (4.6) and thus finishes the proof of the proposition.
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