EVALUATING PROJECTIONS AND DEVELOPING PROJECTION MODELS
FOR DAILY FANTASY BASKETBALL

A Thesis
presented to
the Faculty of California Polytechnic State University,
San Luis Obispo

In Partial Fulfillment
of the Requirements for the Degree
Master of Science in Computer Science

by
Eric Evangelista
June 2019

© 2019
Eric Evangelista
ALL RIGHTS RESERVED

ii

COMMITTEE MEMBERSHIP

TITLE:

Evaluating Projections and Developing
Projection Models for Daily Fantasy
Basketball

AUTHOR:

DATE SUBMITTED:

COMMITTEE CHAIR:

Eric Evangelista

June 2019

Davide Falessi, Ph.D.
Associate Professor of Computer Science

COMMITTEE MEMBER:

Bruno da Silva, Ph.D.
Assistant Professor of Computer Science

COMMITTEE MEMBER:

Franz Kurfess, Ph.D.
Professor of Computer Science

iii

ABSTRACT
Evaluating Projections and Developing Projection Models
for Daily Fantasy Basketball
Eric Evangelista

Daily fantasy sports (DFS) has grown in popularity with millions of participants
throughout the world. However, studies have shown that most profits from DFS
contests are won by only a small percentage of players. This thesis addresses
the challenges faced by DFS participants by evaluating sources that provide
player projections for NBA DFS contests and by developing machine learning
models that produce competitive player projections.
External sources are evaluated by constructing daily lineups based on the
projections offered and evaluating those lineups in the context of all potential
lineups, as well as those submitted by participants in competitive FanDuel DFS
tournaments. Lineups produced by the machine learning models are also
evaluated in the same manner.
This work experiments with several machine learning techniques including
automated machine learning and notes the top model developed was successful
in 48% of all FanDuel NBA DFS tournaments and 51% of single-entry
tournaments over a two-month period, surpassing the top external source
evaluated by 9 percentage points and 10 percentage points, respectively.
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Chapter 1
INTRODUCTION

Fantasy sports is a popular online activity with millions of participants.
According to the Fantasy Sports and Gaming Association (FSGA), in 2017 there
were over 59 million people playing fantasy sports in the United States and
Canada [1]. This represents a nearly fourfold increase since 2003, when there
were approximately 15.2 million fantasy sports participants. The FSGA also
estimates fantasy sports to be a $7.2 billion industry, with fantasy sports
participants spending approximately $650 annually on contest entry fees and
research materials [2].
Traditionally, fantasy sports participants select a team of players (from
the same sport) before the start of a season and maintain this team throughout
the entire season. This requires participants to actively manage their team for
several months, adding and dropping players from their team as needed. In
contrast, daily fantasy sports (DFS) contests are completed in a single day. This
more relaxed commitment has allowed DFS to grow in popularity over the last
several years among participants seeking more flexibility and more opportunities
to compete in fantasy sports contests.
With DFS, participants are presented with the following challenge – for a
given sport, select the highest performing group of players within constraints
established by the DFS contest host. Common constraints include a salary cap,
position restrictions, and teammate restrictions. These restrictions prevent DFS
participants from simply selecting the top players and force participants to
1

strategically construct their team with a combination of expensive, highperforming players and affordable, lower performing players.
Accordingly, numerous resources are available to support DFS
participants in constructing their fantasy team. In addition to popular websites
that host DFS contests (e.g. FanDuel, DraftKings, Yahoo!, and ESPN), there are
dozens of additional sites that publish player projections, many of whom charge a
fee for access to such data. However, it is difficult to determine which sites
provide reliable player projections. Most sites do not report the accuracy of their
projections, and independent third parties rarely evaluate website projections in
this manner. Further, websites that publish player projections often replace the
prior day’s projections with those for the current day, preventing past projections
from being scrutinized. Additionally, the current method for evaluating
projections is insufficient. Relative error (i.e. the difference between projected
points and actual points scored) is commonly used to measure projection
accuracy; however, this metric may not be the best method to evaluate
projections with regards to DFS.
Given the popularity of DFS and the high dollar payouts, DFS contests are
very competitive. In 2015 FanDuel, the largest and most popular DFS website,
paid over $1 billion in contest winnings [3]. However, as DFS contests begin and
conclude daily, DFS participants have limited time to research and project player
performance to construct optimal lineups. This has allowed a small percentage
of DFS participants with superior player projection models and lineup
optimization tools to take advantage of casual DFS participants who lack access
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to similar technology and construct their lineups in a more haphazard manner.
According to a McKinsey study that examined DFS contests for the first half of
the 2015 Major League Baseball (MLB) season, “…91 percent of DFS player
profits were won by just 1.3 percent of players” [4]. The study identified this
small percentage of highly successful DFS participants as “…sharks [who] use
sophisticated models to optimize their lineups.” Further, DraftKings data
obtained by the New York State attorney general office noted that 89% of players
had a negative return on investment between 2013 and 2014 [5].
This thesis attempts to address these challenges faced by fantasy sports
participants. With regards to the first challenge of numerous sources providing
player projections for DFS but no reliable method for determining which source
provides better projections, we offer a methodology for evaluating such sources.
With regards to the second challenge of the difficulty of DFS contests, we
develop a model that produces competitive player projections. The thesis
focuses on National Basketball Association (NBA) players and NBA DFS
contests hosted by FanDuel during the 2017-2018 NBA season. The player
projection model is developed through experimentation with various machine
learning methods and is evaluated against FanDuel NBA DFS contests
completed in March and April of 2018.
This thesis is structured in the following manner. In Chapter 2, we discuss
background information regarding fantasy sports, machine learning concepts,
and machine learning tools. In this chapter, we also discuss related work and the
contribution made by this thesis. In Chapter 3, we discuss the solutions
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designed to address each challenge, the implementation of the solutions, and the
methods for evaluating the selected sources and the various models developed.
In Chapter 4, we present the results of the implementation, and in Chapter 5, we
analyze the results noted. Finally, in Chapter 6, we provide concluding thoughts
and discuss potential future work.
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Chapter 2
BACKGROUND
This chapter contains background information necessary to understand
the context of this thesis as well as the methodology for satisfying the main goals
of the thesis. Background topics covered include fantasy sports, the NBA,
FanDuel, DFS player projection sites, machine learning, and machine learning
tools. This chapter also discusses prior work related to this thesis as well as the
contribution made by this thesis to the related domain knowledge.

2.1 Fantasy Sports
Fantasy sports is an activity in which participants select a virtual team (i.e.
fantasy team) of players from the same professional sport with the objective of
scoring more fantasy points than the opposing fantasy team(s). Popular
professional sports for fantasy sports include football, basketball, baseball,
hockey, and golf.
Traditionally, fantasy sports contests are conducted in leagues, where
each league consists of an arbitrary number of fantasy teams (generally eight to
16 teams). Each fantasy team is managed by a fantasy sports participant. Prior
to the start of the sports season (or towards the beginning of the season), a
fantasy draft is held in which participants select active players for their respective
fantasy team. Once a player is drafted (i.e. selected) for a fantasy team, that
player is no longer available for selection by other league participants. Thus, the
fantasy draft is a crucial event for constructing a competitive team.
5

Accordingly, serious fantasy sports participants may spend a considerable
amount of time doing research to identify potentially high performing players, as
well as to develop a strategy for their fantasy draft. Common draft strategy
considerations include what types of players to draft in earlier rounds (e.g.
players that play positions with scarce high performers), which players to avoid
(e.g. injured or suspended players), and which players to target in specific rounds
of the fantasy draft. As often expressed by fantasy football expert Matthew
Berry, you can’t win your draft in the first few rounds, but you can lose it [6]. This
suggests that fantasy participants who draft a competitive team must still monitor
and improve their team throughout the season; whereas, those who draft poorly
in the early rounds have either failed to draft elite players or have drafted players
who perform below expectations, resulting in a fantasy team that is unlikely to
succeed throughout the season.
Fantasy leagues are often constructed by individuals with personal
relationships (i.e. friends, coworkers, etc.). Such leagues thrive due to the
camaraderie among its participants and may continue with the same participants
for multiple years. Leagues are also driven by money, as many leagues require
a monetary buy-in from each participant. At the end of the fantasy season, the
league winner may be awarded the bulk of the total buy-in money, with secondand third-place finishers receiving the remaining amount as determined by
league rules or the fantasy league commissioner.
The nature and frequency of fantasy sports contests are dependent on the
professional sport selected by the league. Fantasy football leagues generally
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have weekly contests in which each league participant’s fantasy team has a
single head-to-head matchup with another participant’s fantasy team. The
fantasy team that scores more fantasy points (as determined by league rules)
within each head-to-head matchup is declared the winner for that week. Weekly
win / loss records are maintained for each participant throughout the season, and
after a predetermined number of weeks, the participants with the best records
(usually the top four or top eight participants) advance to the playoffs, while the
other participants are eliminated.
The fantasy playoffs are generally single elimination tournament-style
contests in which each participant is assigned a weekly head-to-head matchup
based on performance during the regular fantasy season. Winning participants
advance to the next round (i.e. a head-to-head matchup with another winning
participant during the following week), while losing participants are eliminated.
This continues until a single fantasy team remains and is designated the league
champion. The fantasy football season generally spans the entire National
Football League (NFL) regular season, with the fantasy playoffs taking place
during the last three to four weeks of the NFL regular season.
Fantasy basketball and fantasy baseball leagues generally have seasonlong contests. Rather than having weekly head-to-head matchups, fantasy
teams accumulate points (as determined by league rules) for games played
throughout the entire professional sports season. At the end of the designated
fantasy season, the participant whose team has accumulated the most points
among all league participants is declared the league champion.

7

2.1.1 Daily Fantasy Sports
Daily fantasy sports (DFS) is similar to traditional fantasy sports in that
participants select fantasy teams consisting of professional athletes from the
selected sport. However, DFS differs from traditional fantasy sports in several
ways. First, as the name suggests, DFS contests are completed within a single
day. Participants select fantasy teams prior to the start of the day’s games, and
fantasy points for the teams are accumulated based solely on that day’s games.
Second, DFS contests are not player exclusive. Contest participants may
select the same players for their fantasy team. Without this player exclusivity
constraint, DFS contests may include more participants and often do. While a
traditional fantasy league may have 10 to 20 participants, a DFS contest may
have hundreds of participants.
DFS contests may also allow participants to submit multiple fantasy
teams, increasing the odds of winning for participants who take advantage of this
option. As each fantasy team submission requires a monetary buy-in, this
increases the award pool for the DFS contest. With hundreds of participants,
DFS contests often have larger payouts than traditional fantasy sports contests.
Further, DFS contests generally award prize money to a larger number of
participants (i.e. top 20% of fantasy teams), in contrast to traditional fantasy
sports leagues that award prize money to just a few top participants.
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2.2 National Basketball Association
The National Basketball Association (NBA) is a men’s professional
basketball league in North America that was founded in 1946. The NBA currently
consists of 30 teams, each of which are designated as members of either the
Western Conference or Eastern Conference. Each team plays 82 regular
season games, and the top eight teams from each conference advance to the
playoffs. The regular season begins in October and ends in mid-April, while the
playoffs begin in mid-April and continue through late June. The number of NBA
games each day varies throughout the season, although there is generally at
least one game every day.
Each NBA team may have 12 active players for each game. Each of the
12 active players are commonly associated with at least one of three positions:
guard (G), forward (F), and center (C). The guard and forward positions may be
further divided into point guard (PG) or shooting guard (SG) and small forward
(SF) or power forward (PF), respectively. Some versatile players may play
multiple positions; however, players are often associated with the position they
play most frequently. As such, on a given day during the NBA season, there may
be as few as 24 active players (i.e. two teams playing) or as many as 360 active
players (i.e. all teams playing).

2.2.1 Basketball Statistics
Basketball statistics are maintained by official NBA statisticians for every
game. Statistics are recorded at an individual player level and a collective team
9

level. Common NBA statistics include the following: points, assists, rebounds,
blocks, steals, and turnovers. Points and assists are considered offensive
metrics, as they relate to scoring on offense; whereas, blocks and steals are
defensive metrics since they relate to preventing the opponent from scoring.
Points are earned when a player successfully shoots the basketball
through the hoop, thus scoring points for his or her team. An assist is earned
when a player passes the ball to a teammate who then scores (by shooting the
basketball through the hoop). A rebound is a play in which a player recovers
possession of the ball after an unsuccessful shot. A rebound may be considered
either an offensive or defensive metric, depending on whether a teammate or an
opponent shot the basketball. A block is a defensive play in which a player
makes physical contact with the basketball (using one’s hand or arm) after an
opponent’s shot, thus redirecting the trajectory of the shot and preventing the
opponent from scoring. A steal is a defensive play in which a player intercepts
an opponent’s pass or grabs the basketball that was previously possessed by an
opposing player. A turnover is a play in which a player with possession of the
basketball subsequently loses possession. This typically occurs when a player
violates a basketball rule (e.g. dribbling out of bounds, traveling, etc.), makes an
errant pass, or has the ball stolen by an opposing player. Turnovers are
considered a negative offensive metric.
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2.3 FanDuel
FanDuel is an online DFS contest host with more than six million
registered users [7]. FanDuel was launched in 2009 and has since steadily
grown its user base and the total amount of prize money paid to winners of its
fantasy sports contests. In 2013, FanDuel awarded more than $150 million in
cash prizes, and in 2014 the total award amount increased to $560 million. In
2015, FanDuel awarded $1 billion in prize money [3]. Accordingly, as of January
2015, FanDuel had about 75% of the DFS market [8]. DraftKings, FanDuel’s
main competitor, was launched in 2012. Together, the two companies control
approximately 95% of the U.S. market [9].
FanDuel hosts dozens of DFS contests for the four major North American
professional sports leagues (NFL, NBA, Major League Baseball, National Hockey
League), as well as for other popular sports including the Professional Golf
Association (PGA), the National Association for Stock Car Auto Racing
(NASCAR), and the English Premier League.
With regards to the NBA, FanDuel hosts numerous DFS contests
throughout the season with contest buy-in amounts ranging from $1 to over
$1,000 and total prize money awarded per contest ranging from $1,000 to over
$300,000. There are several types of DFS contests, though the most common
are the Tournament, Head-to-Head, and 50/50 contest.
Tournaments have the largest prize pools and include dozens to
thousands of participants. Tournament buy-ins generally range from a few
dollars to hundreds of dollars, with prizes awarded to the fantasy teams with total
11

scores in the top 20%. The lowest prize is generally double the buy-in amount,
with increasing prize money awarded based on performance. The prize for the
top team may range from 10-times to 1000-times the buy-in. Tournaments also
generally allow multiple buy-ins; however, some allow for only a single buy-in per
participant. Head-to-Head contests involve only two participants, with the winner
receiving 90% of the total buy-in and FanDuel receiving 10% as a host fee.
50/50 contests generally involve dozens of participants, with the top half of
fantasy teams receiving an even split of 90% of the total buy-in and FanDuel
receiving 10% as a host fee. This thesis focuses on Tournament NBA DFS
contests, as they are the highest paying contests and involve the most
competitive participants.

2.3.1 FanDuel NBA DFS Contest Rules
FanDuel offers two types of NBA DFS contests in which a fantasy team
must consist of either nine NBA players or five NBA players. In the nine-player
game, FanDuel assigns each NBA player one of five positions (i.e. C, PF, SF,
SG, or PG), and each fantasy team must include one center, two power
forwards, two small forwards, two shooting guards, and two point guards. In the
five-player game, FanDuel assigns each NBA player one of three positions (i.e.
C, F, G), and each fantasy team must include one center, two forwards, and two
guards. While the rules and strategy for each contest type are similar, this thesis
focuses on five-man NBA DFS contests.
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In addition to a position, FanDuel assigns each NBA player a salary. The
total fantasy team salary (i.e. sum of all player salaries) may not exceed a value
of $60,000. NBA players are generally assigned a salary ranging from $8,000 to
$18,000 with higher performing players assigned higher salaries. This salary
constraint prevents fantasy participants from choosing only the best performing
players. Thus, when constructing a fantasy team, participants must choose a
combination of expensive players (with higher performance expectations) and
medium- and low-salary players with lower performance expectations. As a
result, part of the strategy in constructing a successful fantasy team involves
identifying undervalued players – namely, those who are assigned a medium- to
low-level salary but have relatively high performance potential.
FanDuel awards fantasy points in a consistent manner across all NBA
DFS contests. Each of the five NBA players on a fantasy team generate fantasy
points for the team. Fantasy points scored by each NBA player are calculated
based on the six statistics described in Section 2.2.1 – Basketball Statistics (i.e.
points, assists, rebounds, blocks, steals, and turnovers). Each point scored is
worth 1 fantasy point, each assist is worth 1.5 fantasy points, and each rebound
is worth 1.2 fantasy points. Each block and steal are worth 3 fantasy points,
respectively. Each turnover is worth -1 fantasy points, and thus detracts from the
NBA player’s fantasy score. Fantasy teams within a DFS contest are ranked
based on total team fantasy points scored.
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2.4 DFS Player Projection Sites
Dozens of websites provide player projections for DFS, including popular
mainstream sports websites such as ESPN and Yahoo!. While some websites
offer projections for free, many require a paid subscription to access the data. In
addition, many websites (both free and pay-only) do not maintain their historical
player projections. Accordingly, this thesis focuses on NBA DFS projections from
three sources that provide free access and maintain historical projections:
Fantasy Cruncher, Swish Analytics, and Daily Fantasy Fuel.
Fantasy Cruncher was founded by David Stetler in 2014. Mr. Stetler
developed Fantasy Cruncher as a tool to help DFS players create optimal
lineups, upon learning that top players were only using Microsoft Excel as their
primary tool. In addition to provide point projections, Fantasy Cruncher also
offers a floor projection and a ceiling projection for each player. The floor
projection represents the minimum amount of fantasy points a player is likely to
score; whereas, the ceiling projection represents the maximum amount of fantasy
points a player may score [10].
Swish Analytics was founded in 2013. Per their website, the company
features “… a team of data scientists, machine-learning engineers, and
experienced developers that love sports betting and fantasy sports” [11]. The
privately held company raised almost $5 million in venture capital funding in
2018, as a provider of algorithmic sports predictions and DFS analytics, based on
historical sports statistics and data [12].
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Daily Fantasy Fuel was launched in 2015. Similar to Fantasy Cruncher
and Swish Analytics, Daily Fantasy Fuel provides projections to help DFS players
create optimal lineups. The Daily Fantasy Fuel website claims to incorporate the
latest statistics, breaking news, injury reports, and other data in their projections
and encourages DFS players to forego using spreadsheets or relying upon
inaccurate auto-generated projections [13].

2.5 Machine Learning
Machine learning uses statistical theory to build mathematical models for
making predictions or gaining knowledge from data. The models are defined with
parameters, which are optimized through the execution of machine learning
algorithms on training data. Training data consists of individual samples, each of
which contain attributes or features. Supervised learning consists of training a
machine learning model with data that includes the associated label or outcome
(i.e. desired model output). Unsupervised learning consists of training a machine
learning model with data that does not include the associated model output.
Common types of machine learning problems include classification and
regression. Classification involves evaluating input data and assigning a class to
the sample (e.g. identifying a type of tree or predicting if a customer will make a
purchase). Regression involves evaluating input data and assigning a numerical
value to the sample (e.g. stock price or test score) [14]. This thesis focuses on
the regression problem and uses supervised learning to develop machine
learning models that output fantasy point projections for NBA players.
15

Computer science techniques are used in both the training of and
inference from machine learning models. Training a machine learning model
generally requires the storage and processing of large amounts of data to
optimize the machine learning model parameters. Inference involves processing
sample data with the machine learning model to determine the algorithmic
solution and produce the model output.

2.5.1 Feature Sets
A feature set consists of the collection of features or attributes that are
available as data for each sample in the dataset. These data features are the
inputs for regression models that are evaluated to produce the model output.
Accordingly, utilizing an appropriate feature set is vital to developing an effective
machine learning model. Several techniques may be used to manipulate a
feature set to improve the performance of a machine learning model. Common
methods of feature manipulation include feature transformation, feature selection,
and feature engineering.
Feature transformation consists of changing the values within a feature
set. Two basic feature transformation techniques include scaling and
binarization. Scaling involves standardizing the range of feature values. For
example, with standard scaling, all data is rescaled to within one standard
deviation of the mean of the feature values. Data features may also be scaled to
a given range. With a min / max scaler, features are scaled between zero and
one; whereas, a maximum absolute scaler uses a range of negative one to
16

positive one. Binarization involves assigning features a value of either zero or
one, depending on a specified threshold. Features that are less than or equal to
the threshold are assigned a value of zero; whereas, those greater than the
threshold are assigned a value of one.
Feature selection consists of reducing the feature set and selecting only
those features that meet certain criteria. One method involves removing all lowvariance features based on a specified threshold. For example, if the specified
variance threshold is 80%, then all features that have the same value for at least
80% of the samples in the dataset will be removed. Another method consists of
evaluating all features with a scoring function and keeping only those features
that return the highest scores.
Feature engineering is the process of adding features to a feature set.
This may include gathering additional data related to the feature set or using the
values of existing features to create new features. For example, one method of
creating new features is to count the number of zero and non-zero values in the
feature set. These two totals (of zero and non-zero values) are then added as
new features to the feature set for each sample. Another common method is to
perform algebraic operations on existing features and add assign the result of the
operations as a new feature.
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2.5.2 Machine Learning Models
Two common machine learning models used in this thesis are the decision
tree and random forest models. The decision tree model begins with a root
node, followed by a series of internal nodes, and concludes with terminal nodes
(also known as leaves). Branches connect the nodes together. See Figure 1
below for an example.

Figure 1:

Decision Tree Example

At each internal node, a test function is applied. Based on the output of
the test function, one of the outgoing branches is taken. This process starts at
the root and is repeated throughout the decision tree until a terminal node (or
leaf) is reached. For classification problems, the terminal node represents a
class. For regression problems, the terminal node is a numerical value. In
Figure 1 above, there are four terminal nodes, each of which produce a
numerical value based on the attributes evaluated.
18

The structure of the decision tree (i.e. internal nodes and related test
functions, branches, terminal nodes, etc.) is determined during the learning
process, as training data is evaluated. However, one disadvantage of the
decision tree model is the potential for overfitting, in which the learning process
creates an overly complex tree that supports the training data but does not
generalize well to test data [14].
The random forest model consists of multiple decision trees and
aggregates the output of each decision tree to determine the model’s prediction.
The random forest algorithm was proposed by Leo Breiman in 2001 and has
been a successful model for solving general-purpose classification and
regression problems [15]. The random forest approach is an example of an
ensemble machine learning algorithm, which is based on the idea that a group of
weak learners can be combined to produce a strong machine learning model.
When developing the random forest model, each decision tree is trained
on a different random subset of the entire training dataset. Further, when
determining the test function for each tree’s internal nodes, only a random subset
of the total features in the training data is considered. This results in producing
decision trees consisting of various structures, with the goal of reducing the
overall model’s potential for overfitting. When aggregating the predictions of the
decision trees for inference, a majority of the predictions are used for
classification; whereas, for regression an average of the numerical predictions is
used. In general, increasing the number of trees in a random forest model
should improve the model’s predictive accuracy [16].
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2.6 Machine Learning Tools
Several tools are available to facilitate the development of and
experimentation with machine learning models. Two of the more popular tools
are the Waikato Environment for Knowledge Analysis (WEKA) software and
scikit-learn library.
The WEKA project was funded by the New Zealand government in 1993
with the goal of creating a state-of-the-art resource for developing machine
learning techniques and for investigating the application of machine learning in
key areas of the New Zealand economy. WEKA was first released to the public
in 1996 and has since provided researchers with access to leading machine
learning techniques, including algorithms for classification and regression as well
as association rule mining and attribute selection. WEKA has achieved
widespread acceptance within academia and industry and has been recognized
as a landmark system for machine learning [17].
Scikit-learn is a machine learning software library that allows nonspecialists to apply machine learning using a general-purpose high-level
language (i.e. Python). Scikit-learn was created in 2007 as a Google Summer of
Code project and further developed by a team from the French Institute for
Research in Computer Science and Automation (INRIA), leading to its first public
release in 2010. Scikit-learn provides a wide range of machine learning
algorithms for medium-scale supervised and unsupervised problems and
supports classification, regression, and model selection among other machine
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learning techniques. Scikit-learn was designed for general-purpose use and is
encouraged for use in both academic and commercial settings [18].

2.6.1 Automated Machine Learning
Automated machine learning refers to the process of automating the steps
involved in developing a useful machine learning model. Some fundamental
challenges that researchers have attempted to automate include the following:
determining which machine learning algorithm to use, determining whether to
preprocess (i.e. modify) the features of a dataset and in what manner, and how
to set the hyperparameters of the selected machine learning model (e.g. the
number of trees in a random forest) [19]. Among the several automated machine
learning tools available for public use, three popular tools used in this thesis are
Auto-WEKA, the Tree-based Pipeline Optimization Tool (TPOT), and
Google AutoML.
Auto-WEKA is a module of WEKA that was initially released as a research
prototype in 2013. Auto-WEKA evaluates all of the WEKA learning algorithms
and related parameter settings to identify an appropriate machine learning model
for a given dataset. Auto-WEKA uses Bayesian optimization to identify the
combination of machine learning algorithm and hyperparameter settings that
minimize the loss function specified by the user. Auto-WEKA was initially setup
for solving classification problems, and support has since been added for
regression. When executing Auto-WEKA, the user specifies a memory bound (1
GB by default) and overall time limit for the learning process. The default time
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limit is 15 minutes, but several hours are recommended for large datasets with
numerous features. In general, increasing the time allotment for Auto-WEKA to
evaluate a dataset will result in a more accurate machine learning model [20].
TPOT was developed at the University of Pennsylvania and released in
2016 [21]. Similar to Auto-WEKA, TPOT was designed to assist users in
determining how data should be preprocessed, what machine learning model
should be used to evaluate the data, and what hyperparameters should be used
with the selected model. TPOT may also be used for classification or regression.
However, TPOT expands on the work of Auto-WEKA by identifying a machine
learning pipeline, which may consist of executing multiple feature set
manipulations prior to training a machine learning model.
TPOT uses genetic programming to automatically design and optimize a
series of data transformations and machine learning models, based on existing
model implementations from scikit-learn [22]. As such, TPOT execution begins
with a generation of machine learning pipelines (the default is 100 pipelines),
each of which will be evaluated. The best pipeline of the generation is saved,
and the population is then mated (i.e. crossover / breeding) and mutated,
resulting in a new population of machine learning pipelines. Again, each of the
new pipelines is evaluated, and the best pipeline of the new generation is saved.
This process continues until the specified number of generations is reached, the
overall time limit is surpassed, or a performance plateau is reached. Accordingly,
the user may specify the number of generations, population size, mutation rate,
crossover rate, maximum evaluation time for each pipeline, and the overall time

22

limit for the evaluation [23]. Similar to Auto-WEKA, the longer the time period
allowed to evaluate the dataset, the more accurate machine learning model is
expected.
Google AutoML was introduced by Google in May 2017 to automate the
design of machine learning models for image recognition and language
modeling. Google AutoML customizes a machine learning model for the specific
dataset using a reinforcement learning approach. First, a controller neural net
proposes a model architecture, which is subsequently trained and evaluated.
Based on the evaluation, the controller generates a new model architecture. This
process is repeated thousands of times, ultimately creating an improved machine
learning model [24]. In April 2019, AutoML Tables was released to automate the
creation of machine learning models for classification and regression based on
tabular training data. The specifics of the automation process were not detailed,
as the product goal was to allow users to build and deploy machine learning
models with a codeless interface [25]. Accordingly, upon applying AutoML
Tables to a dataset, Google AutoML does not divulge the details of the resulting
machine learning model or the series of data transformations applied to the
dataset prior to training the developed model.

2.7 Related Work
Over the last two decades, the use of statistics and data analytics in
sports has increased significantly. In 2003, Michael Lewis released the book
Moneyball, which documented the use of sabermetrics (i.e. the application of
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statistical analysis to baseball data) for player evaluation in Major League
Baseball (MLB) [26]. In 2006, Daryl Morey and Jessica Gelman founded the
Massachusetts Institute of Technology (MIT) Sloan Sports Analytics Conference,
which provides an opportunity for industry professionals and researchers to meet
annually and discuss developments in sports analytics. In addition to featuring
guest speakers, panels and industry-specific workshops, the Conference
includes a research paper competition [27].
Accordingly, numerous research papers have since been published
documenting the application of machine learning to various aspects of sports. In
2008, McCabe and Trevathan attempted to predict the winners of matches in the
Australian National Rugby League (NRL), Australian Football League (AFL), and
English Premier League (EPL) using neural networks [28]. In 2012,
Ganeshapillai and Guttag developed a support vector machine (SVM) binary
classifier to predict whether the next pitch made by an MLB pitcher would be a
fastball. The SVM classifier was trained on data from the 2008 season and
tested on data from the 2009 season, achieving an average accuracy of 70%
across all MLB pitchers evaluated [29]. In 2016, Talukder, Vincent, et al. used a
random forest model with 100 regression trees to predict the probability of
whether an NBA player would be injured in the upcoming week [30]. More
recently, in 2019, Martin evaluated 13 types of machine learning models to
predict the strikeout rates of MLB pitchers based on the differences in velocity,
movement, and release points among pitchers’ various pitch types (i.e. fastball,
curveball, etc.). The models were trained on data from 2012 through 2016 and
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tested on data from the 2017 MLB season [31]. While not an exhaustive list,
these papers serve as examples of the many opportunities available for applying
machine learning to various aspects of sports.

2.7.1 Machine Learning and Fantasy Sports
Machine learning has also been applied to fantasy sports purposes but to
a lesser degree. Over the last decade, the MIT Sloan Sports Analytics
Conference has featured at least one research article, panel, or session
dedicated to fantasy sports nearly every year [32]. This includes a presentation
given by the DraftKings CEO in 2014, in which he noted that only 10% of players
were profitable on DraftKings in 2013 and that 80% of the profits were made by
five percent of the profitable players. In an analysis of the successful players, he
noted that some of the most successful DFS winners had created models to
project player scores [33].
In 2016, Zaman and Vielma detailed their use of linear regression models
and integer programming to successfully compete in DraftKings DFS tournament
contests for the National Hockey League (NHL) and MLB. Their strategy
included obtaining player projections from popular websites such as Rotogrinders
and Daily Fantasy Nerd and using a linear regression model to develop their own
player projections. They then used integer programming to identify lineups that
had a high probability of winning but were not positively correlated, thus
maximizing the probability that at least one of the identified lineups would win the
contest [34]. Zaman and Vielma evaluated their strategy in 38 different
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DraftKings NHL DFS contests during the October through December 2015 period
and noted a positive profit margin when submitting either 100 or 200 lineups.
The researchers used a similar approach for 10 DraftKings MLB DFS contests
during May through June 2016 and were able to create a lineup with a top-10
ranking for four out of the 10 contests [35].
In 2018, Landers and Duperrouzel used feature engineering and boosted
decision trees to enter 100 teams on a weekly basis during the 2016 NFL season
for the FanDuel NFL Sunday Million tournament contest. The fantasy teams
constructed using machine learning techniques were evaluated against an
average of random teams during Weeks 7 through 17 of the NFL season and
generated positive results [36].
With regards to fantasy basketball, published work involving machine
learning is limited. In 2017 South, Elmore, et al. explored using machine learning
to develop player projections and to construct eight-man lineups for DraftKings
DFS contests. The researchers gathered data on all players from the second
half of the 2013-2014 NBA season and used the least absolute shrinkage and
selection operator (LASSO) method for feature selection. The features used in
their models include 10-game moving averages for fantasy points, turnovers,
defensive rebounds, free throw attempts, and field goal attempts. With the
selected features, the researchers used a Bayesian model to develop the player
projections. In evaluating their model, the researchers compared their
projections against those of NumberFire, a popular analytics website, over a 93day period during the 2015-2016 NBA season. The researchers noted their
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model’s median absolute prediction error (MAPE) was lower than the MAPE of
NumberFire’s projections for 61% of the days evaluated.
South, Elmore, et al. also experimented with a strategy of using both the
Bayesian model for player projections and the k-nearest neighbors (KNN)
algorithm to determine whether a lineup would exceed a threshold of 260 fantasy
points (i.e. the approximate average winning score of DraftKings 50/50 contests
from the 2014-2015 NBA season). The features considered for the KNN model
include the point spread, the over / under point total for both teams, average
fantasy points, average fantasy points allowed by the opponent, and fantasy
value (i.e., salary relative to the player’s projected point total). The KNN model
was evaluated over the bulk of the 2015-2016 NBA season and trained on all
days during the season prior to the test date. Model evaluation included
generating the top 100 lineups using the KNN model and testing the model
against random lineups in a 10-player 50/50 game over the test period [37].
In 2018, Evans, Roush, et al. examined 20 DraftKings NBA DFS contests
during the March and April 2016 period to identify whether NBA DFS contests
required skill and strategy. The researchers examined the entries of all
competitors in each contest (a $5 entry double-up contest in which the top 44%
of all lineups earned a $5 profit) and found that participants who submitted a
single lineup won only 24% of the time. Meanwhile, participants who submitted
between 50-70 lineups and 91-100 lineups earned a positive average net profit,
suggesting that those who enter more lineups are more sophisticated in lineup
construction. The researchers also examined several features of NBA players
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selected for fantasy teams such as the number of years played, national
television appearances, NBA team winning percentage, and average population
of the player’s city. The researchers noted that selecting more former all-stars is
positively correlated with a DFS contest win and that winning participants are
more likely to select international players and rookies [38].
Though detailed published information on the use of machine learning in
fantasy basketball is limited, several companies that provide DFS player
projections trumpet their use of machine learning in marketing materials.
Sabersim is one website that notes their projections are built using a proprietary
machine learning algorithm that simulates every game thousands of times [39].
Linestar is another website that develops their projections using machine
learning algorithms that analyze over 100 unique factors per athlete [40]. Swish
Analytics, referenced above in Section 2.4 (DFS Player Projection Sites), notes
their projections are generated by a team of data scientists, machine learning
engineers, and experienced developers. Understandably, these companies do
not publish the details of the machine learning models used to develop their
projections, as the information is proprietary.

2.8 Contribution
This thesis attempts to contribute to the limited published work available
regarding fantasy basketball and the creation of NBA DFS player projections.
First, this thesis will offer a methodology for evaluating websites that publish NBA
DFS player projections. Then, this thesis will develop machine learning models
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to generate NBA DFS player projections that are competitive with those
published by popular websites. In addition to traditional machine learning
techniques, automated machine learning tools will be utilized. The effectiveness
of the machine learning models will be determined by comparing the models’
recommended fantasy lineups against those submitted by actual DFS
participants in competitive FanDuel tournament contests during the 2017-2018
NBA season.
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Chapter 3
IMPLEMENTATION

This thesis consists of two main efforts: evaluating external NBA DFS
player projections and developing player projection models using machine
learning techniques to create competitive lineups for NBA DFS contests. The
implementation of these efforts includes gathering data, developing a
methodology for evaluating the NBA DFS player projections produced by the
selected websites, and experimenting with various machine learning techniques
to create useful NBA DFS player projection models.

3.1 Data Gathering
Originally, FanDuel hosted NBA DFS contests in which a complete fantasy
lineup consisted of nine players. In December 2017, FanDuel launched a
second type of NBA DFS contest in which a valid fantasy lineup required only
five players. This change simplified the lineup construction process and created
a fantasy lineup that more closely resembles a true NBA starting lineup. As this
thesis focuses on the latter type of contest, we obtained the assigned salaries,
positions, and fantasy points scored for all eligible FanDuel NBA DFS players
during the period of December 21, 2017 through April 11, 2018 (the end of the
NBA regular season). This five-month period, which will be referenced
throughout this thesis as the “scope period”, consisted of 104 game days.
The number of NBA players eligible to be selected for a FanDuel NBA
DFS contest varied, depending on the number of games taking place each day.
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For example, the minimum number of eligible players for selection during the
scope period occurred on February 15, 2018 in which there were only two NBA
games and 22 players eligible for selection, as determined by FanDuel. With five
centers, seven forwards, and ten guards, there were 4,725 potential lineup
combinations (disregarding the team salary cap of $60,000). The maximum
number of eligible players occurred on January 3, 2018 in which there were 12
NBA games and 149 players eligible for selection. With 28 centers, 67 forwards,
and 54 guards, there were approximately 88.6 million lineup combinations. On
average, there were 14 centers, 34 forwards, and 33 guards available for
selection each day, resulting in approximately 4.1 million lineup combinations.
Player projections were obtained from three sources: Fantasy Cruncher,
Swish Analytics, and Daily Fantasy Fuel. The player projections were
downloaded as CSV files from each respective source’s website. While the
projections from Fantasy Cruncher and Swish Analytics were specifically for
FanDuel NBA DFS contests, the projections from Daily Fantasy Fuel were for
DraftKings NBA DFS contests, as projections for FanDuel NBA DFS contests
were not available from the website. However, the projections for either NBA
DFS contest host (i.e. FanDuel or DraftKings) are expected to be similar, as they
serve as a de facto ranking of all eligible NBA players for the given day. In
addition to projected points, Fantasy Cruncher included the following statistics for
each player: opponent’s defensive ranking versus the player’s position, points
projected to be scored by the player’s team, floor projection, ceiling projection,
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fantasy points per game, fantasy points per minute, usage, field goal attempts
per game, minutes per game, and projected minutes for the current day’s game.
We also obtained the results of all FanDuel NBA DFS contests during the
scope period. Over the 104 game days, there were 686 contests, resulting in an
average of approximately six contests per day. For each contest, the available
data included the tournament name, entry fee, total prize pool, maximum number
of entries allowed per participant, number of participants who entered the
contest, percent of participants who received prize money, the score of the top
fantasy lineup entered, the prize money awarded to the top fantasy lineup, the
cutline (i.e. the minimum score required to earn prize money), and the minimum
prize awarded to those who reached the cutline.

3.2 Evaluation of External Projections
Player projections are commonly evaluated based on accuracy,
measuring the difference between the projected fantasy points scored and the
actual fantasy points scored by each player. For example, South, Elmore, et al.
evaluated their player projection model using median absolute prediction error
(MAPE) and noted the MAPE of their model was lower than the MAPE of
NumberFire’s projection on 61% of the days over a 93-day period [37]. While
this is a reasonable evaluation method, projection models with higher accuracy
metrics do not necessarily produce more effective lineups in the context of lineup
construction for NBA DFS contests.
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As an example, consider two projection models that evaluate two players
(Player A and Player B) with equal NBA DFS salaries. Assume the first
projection model predicts Players A and B will score 100 and 10 points,
respectively, while the second projection model expects Players A and B to score
40 and 50 points respectively. If Players A and B actually score 50 and 40
points, respectively, then the first model has a mean absolute error of 40 points,
while the second model has a mean absolute error of 10 points. Thus, one may
conclude that the second projection model is more effective because it has a
lower mean absolute error. However, in the context of an NBA DFS contest, the
first model would have produced the better lineup choice, as Player A scored
more points than Player B. This illustrates one of the key challenges in
producing player projections for DFS contests. It is often more important for a
model to accurately rank players, particularly those with similar salary levels,
than it is for a model to provide slightly more accurate fantasy point projections
for all eligible players.
Accordingly, for each external projection source, we wrote a Python
program to construct all valid lineups (i.e. adhering to FanDuel team salary
threshold and position constraints) for each day and to assign the lineup with the
highest fantasy point projection as the optimal lineup recommended by the
external projection source. To evaluate the effectiveness of the external
projections, we then calculated the weak percentile of the actual fantasy points
scored by the recommended lineup using the SciPy library. For example, a weak
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percentile score of 90 indicates the optimal lineup’s score is greater than or equal
to 90% of the potential lineups [41].
As noted above in Section 3.1 (Data Gathering), on average, there were
14 centers, 34 forwards, and 33 guards available for selection each day, resulting
in approximately 4.1 million lineup combinations. As lineups consisting of mostly
low-ranked players would not be expected to be competitive, we only considered
lineups with a team salary greater than or equal to $54,000, as this was the
minimum salary that produced a top lineup over the scope period.
Based on the recommended lineup’s daily percentile score, we
determined the average percentile and median percentile over the scope period
for each projection source. We also compared the actual team fantasy score
generated by each recommended lineup to the cutline for every FanDuel NBA
DFS contest during the scope period to assess the frequency with which the
external projections were successful in competitive DFS contests.
To further assess the external projections, we evaluated additional
scenarios in which the number of players to be selected by the projection source
would be less than the full lineup (i.e. four players, three players, etc.). This
accounts for the scenario in which a DFS participant already has one player that
he or she desires to use in a fantasy lineup and needs recommendations for
additional players to complete the lineup. Thus, for the Choose Four scenario (in
which the user needs only four more players to complete a lineup), we created
the optimal lineup containing every eligible player for a given day and calculated
the average percentile of all the optimal lineups for the day. This procedure was
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similarly done for the Choose Three, Choose Two, and Choose One scenarios in
which a user would only need recommendations for three, two, or one more
player(s) to complete the fantasy lineup.
In addition to the fantasy point player projections offered by Fantasy
Cruncher, Swish Analytics, and Daily Fantasy Fuel, we also evaluated the
Fantasy Cruncher ceiling and floor projections. We used the average fantasy
points per game metric as a baseline for comparison, as the metric is provided by
FanDuel on its website and may be heavily weighted by naïve players when
constructing a lineup.

3.3 Development of Player Projection Models
We experimented with two basic model development strategies and four
machine learning model development strategies for producing player projections.
The basic model development strategies consisted of averaging the external
projections for each player from the various sources noted in the prior section.
The first basic model (“Average Six”) consisted of taking the average of six
projections per player: Fantasy Cruncher projected points, ceiling, and floor;
Daily Fantasy Fuel projected points; Swish Analytics projected points; and
average fantasy points per game. The second basic model (“Average Three”)
consisted of taking the average of three projections per player: Fantasy Cruncher
ceiling, Swish Analytics projected points, and Daily Fantasy Fuel projected
points. These three metrics were chosen, as they had the highest average and
median values over the scope period. The four machine learning model
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development strategies examined were Random Forest, Auto-Weka, TPOT, and
Google AutoML. For each machine learning model development strategy, we
experimented with three feature set combinations.

3.3.1 Feature Sets

The first feature set (Feature Set A) consisted of eight attributes. With this
feature set noted below (see Table 1 – Feature Set A), we sought to evaluate
whether combining multiple external projections would improve upon the
performance of the best single external projection source.

Table 1:

Feature Set A

The second feature set (Feature Set B) included all attributes in Feature
Set A plus eight additional attributes. With this feature set noted below (see
Table 2 – Feature Set B), we hoped to improve model performance by adding
more data for consideration.
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Table 2:

Feature Set B

The third feature set (Feature Set C) consisted of attributes identified
using the WEKA Correlation Feature Subset Selection Evaluator. As noted in the
WEKA documentation, the Correlation Feature Subset Selection Evaluator
examines various subsets of features and identifies one subset of features that
are highly correlated with the class or desired predictive value, while having low
correlation within the subset [42]. In addition to all the features contained in
Feature Set B, additional attributes were generated using NBA player data from
the Basketball Reference website. After evaluating 31 attributes, the Evaluator
selected the following ten attributes noted below (see Table 3 – Feature Set C).
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Table 3:

Feature Set C

3.3.2 Model Development
The machine learning models were trained with each feature set
containing data from the period December 21, 2017 through February 28, 2018.
This resulted in a training dataset of 4,939 players and 63 game days. The
models were evaluated over the period March 1, 2018 through April 11, 2018 (i.e.
the end of the NBA season). This two-month period is referenced throughout the
remainder of this thesis as the “test period”. The test dataset consisted of 3,416
players and 41 game days. This approximate 60% training data and 40% test
data split was chosen to allow for a sufficient test period to evaluate the
effectiveness of the machine learning models.
The first machine learning model (Random Forest) was implemented with
WEKA and trained using 1,000 regression trees (i.e. decision trees for
regression) for each feature set. This number of trees was chosen upon
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experimentation with various Random Forest hyperparameter settings, as model
performance seemed to plateau with 1,000 regression trees.
The second machine learning model (Auto-WEKA) identified a Bagging
regressor as the suggested model after evaluating 701 configurations for Feature
Set A. Bagging is a voting ensemble model consisting of base learners in which
each base learner is trained on slightly different training sets [14]. For Feature
Set B, Auto-WEKA identified Linear Regression as the suggested model after
evaluating 175 configurations. The number of configurations evaluated by AutoWEKA decreased, since Feature Set B contained twice as many attributes as
Feature Set A. For Feature Set C, Auto-WEKA again identified Linear
Regression as the suggested model after evaluating 265 configurations. Each
model was subsequently implemented with WEKA using the model
hyperparameters specified by Auto-WEKA.
The third machine learning model (TPOT) identified a unique machine
learning pipeline for each feature set evaluated. The final TPOT configuration
varied for each feature set, as we experimented with multiple configurations to
lower the internal cross validation error of the models. Refer to Table 4 below for
the final TPOT configurations for each feature set.
Table 4:

TPOT Configurations
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TPOT evaluated only 78 generations with Feature Set B, as the feature set
contained the most attributes and was assigned the shortest training time.
However, this still resulted in evaluating almost 12,000 pipelines.
For Feature Set A, TPOT identified a six-step machine learning pipeline
noted below in Figure 2.

Figure 2:

TPOT Pipeline for Feature Set A

The first five steps consist of various feature set manipulations. The pipeline
begins with a TPOT Stacking Estimator in which the original attributes of the
sample (i.e. Feature Set A) are used as inputs to a Regressor (in this case, a
Gradient Boosting Regressor). The output is then added to the feature set as an
additional feature. The second step of the pipeline (Feature Selection) reduces
the amended feature set to only those with a p-value corresponding to a
specified family-wise error rate. The third pipeline step (Generate Features)
grows the feature set by adding all polynomial combinations of the reduced
feature set (i.e. result of the second pipeline step). The fourth pipeline step
(Stacking Estimator) adds a feature to the existing feature set in a similar manner
as the first pipeline step; however, an Elastic Net Regressor is used. The fifth
pipeline step (Feature Selection) reduces the amended feature set in the same

40

manner as the second pipeline step. Finally, a LASSO regression model is
trained with the resulting feature set.
For Feature Set B, TPOT identified an eight-step machine learning
pipeline noted below in Figure 3.

Figure 3:

TPOT Pipeline for Feature Set B

The first seven steps consist of various feature set manipulations. The pipeline
begins with two steps (Feature Selection) that reduce the feature set. The first
step removes all low-variance features from the original feature set (i.e. Feature
Set B). The second step then reduces the amended feature set to only those
features that produce a sufficiently high score based on a specified scoring
function. The pipeline continues with three steps (Feature Generation) that grow
the feature set. The third step counts the number of zero and non-zero features
in the existing feature set and adds the two totals as additional features. The
fourth step repeats the third step on the amended feature set (i.e. result of the
third pipeline step). The fifth step further grows the feature set by adding all the
polynomial combinations of the existing feature set. The sixth step (Feature
Selection) is a repeat of the first step (i.e. removing all low-variance features).
The seventh step (Feature Transform) is a scaling method in which all features
are scaled between a range of zero to one. Finally, a LASSO regression model
is trained with the resulting feature set.
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For Feature Set C, TPOT identified a 16-step machine learning pipeline
summarized below in Figure 4. This pipeline includes the union of the feature set
output of two parallel pipelines (Pipeline A and Pipeline B), which are detailed in
Figure 5 and Figure 6, respectively.

Figure 4:

TPOT Pipeline for Feature Set C

Figure 5:

Pipeline A of TPOT Pipeline for Feature Set C

Figure 6:

Pipeline B of TPOT Pipeline for Feature Set C

Pipeline A begins with a Feature Selection step that reduces the original
feature set (i.e. Feature Set C) to only those features that produce a sufficiently
high score based on a specified scoring function. The pipeline continues with
two steps (Feature Transform) that transform the values of the existing feature
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set. The second step transforms the feature set using a function that
approximates the Nystroem method. The third step then sets all existing features
to 0 or 1 based on a specified threshold. The next two steps (Feature Selection)
reduce the resulting feature set. The fourth step is similar to the first step and
reduces the existing feature set to only those that produce a sufficiently high
score based on a specified scoring function. The fifth step involves training an
Extra Trees Regressor using the existing feature set and only keeping those
features with sufficiently high importance weights. The sixth step transforms the
feature set using a function that approximates the Radial Basis Function. The
seventh pipeline step (Stacking Estimator) adds a feature to the existing feature
set in a similar manner as the first pipeline step in Figure 2; however, a Decision
Tree Regressor is used. The final step in the pipeline (Feature Transform) is a
scaling method in which all features are scaled between a range of negative one
to positive one.
Pipeline B begins in the same manner as Pipeline A with a Feature
Selection step that reduces the original feature set (i.e. Feature Set C) to only
those features that produce a sufficiently high score based on a specified scoring
function. The second step (Stacking Estimator) adds a feature to the existing
feature set using a Decision Tree Regressor. The pipeline continues with a
Feature Generation step that counts the number of zero and non-zero features in
the existing feature set and adds the two totals as additional features. The fourth
step (Stacking Estimator) adds a feature to the existing feature set using a KNearest Neighbors model. The final step (Feature Transform) is a scaling
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method in which all features are set to zero or one based on a specified
threshold.
As noted above in Figure 4, the feature set outputs of Pipeline A and
Pipeline B are then concatenated with a Feature Union. This is followed by the
penultimate pipeline step (Feature Selection) in which a Principal Component
Analysis (PCA) is executed on the resulting feature set. This feature selection
method reduces the existing feature set to a smaller set of less correlated
features. Finally, a Ridge regression model is trained with the resulting feature
set. Each TPOT pipeline model was subsequently implemented in Python using
the TPOT and scikit-learn libraries and the model hyperparameters specified by
TPOT.
The fourth machine learning model (Google AutoML) evaluated each
feature set for a period of less than two hours. As noted above in Section 2.6.1
(Automated Machine Learning), Google AutoML does not divulge the
composition of the final machine learning model selected or the series of data
transformations applied to the dataset prior to training the final model.

3.3.3 Model Evaluation
Each model was evaluated in the same manner as the external player
projections. We wrote a Python program to construct all valid lineups (adhering
to FanDuel team salary threshold and position constraints) based on the player
projections from each model and assigned the lineup with the highest fantasy
point projection as the optimal lineup recommended by the model. To evaluate
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the effectiveness of the external projections, we calculated the weak percentile of
the actual fantasy points scored by the recommended lineup using the SciPy
library. Again, when calculating the weak percentile, we only considered lineups
with a team salary greater than or equal to $54,000, as this was the minimum
salary that produced a top lineup over the scope period.
Based on the recommended lineup’s daily percentile score, we
determined the average percentile and median percentile over the scope period
for the basic models (since no training data was needed) and over the test period
for the machine learning models. We also compared the actual team fantasy
score generated by each recommended lineup to the cutline for every FanDuel
NBA DFS contest during the appropriate evaluation period (i.e. scope period or
test period) to assess the frequency with which the models were successful in
competitive DFS contests. Models were only evaluated in the context of the
Choose Five scenario in which the user needs recommendations for an entire
five-man lineup.
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Chapter 4
RESULTS
This chapter details the results of the thesis implementation. The first
section provides an evaluation of the external NBA DFS player projections. The
second section provides the evaluation of the basic and machine learning player
projection models.

4.1 Evaluation of External Projections
Figure 7 below shows the percentile distribution of the recommended daily
lineups for each of the external player projections evaluated over the scope
period: Fantasy Cruncher (FC) projected points, FC Ceiling, FC Floor, average
fantasy points per game (PPG), Swish Analytics projected points, and Daily
Fantasy Fuel projected points. The horizontal line within each box represents the
median daily percentile, while the ‘x’ marking represents the average daily
percentile. The upper line of each box represents the upper quartile, while the
lower line represents the lower quartile. Any points below the whiskers were
considered outliers.
For the “Choose Five” scenario in which the external projections are used
to select all five players for the recommended lineup, Swish Analytics had the
highest median and average daily percentiles of 93.1 and 87.0, respectively. The
FC Ceiling projection had the next highest median and average daily percentiles
of 92.1 and 80.5, respectively.
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Figure 7:

Distribution of External Projections (Choose Five)

The next chart (Figure 8) shows the distribution of the cutline in FanDuel
NBA DFS tournaments during the scope period, along with the distributions for
the Swish Analytics and FC Ceiling projections.

47

Figure 8:

Distribution of Cutline in FanDuel NBA DFS Tournaments

The next four charts below (Figure 9 through Figure 12) show the average
percentile distribution of the recommended daily lineups for the same external
player projections evaluated over the same scope period for the other lineup
construction scenarios: Choose Four, Choose Three, Choose Two, and Choose
One. Swish Analytics maintained the highest median and average daily
percentiles for each of the scenarios.
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Figure 9:

Distribution of External Projections (Choose Four)

Figure 10:

Distribution of External Projections (Choose Three)
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Figure 11:

Distribution of External Projections (Choose Two)

Figure 12:

Distribution of External Projections (Choose One)

50

Next, we show the performance of the external projections recommended
daily lineups in FanDuel NBA DFS contests over the scope period. Performance
was measured using two metrics: cutline percentage (i.e. percentage of
tournaments in which the recommended lineup met or exceeded the cutline) and
top score percentage (i.e. percentage of tournaments in which the recommended
lineup met or exceeded the tournament’s top score). Total money earned by
each external projection was not calculated due to the unavailability of pertinent
data (i.e. tiered payouts above the cutline).
Figure 13 below details the performance of the external projections in the
most competitive FanDuel NBA DFS contest (NBA Starting 5 Shot Tournament).
This tournament allowed multiple entries per participant and offered the largest
prize pool and most lucrative top prize, averaging approximately $9,800 and
$1,000, respectively, during the scope period. There were 103 contests of this
type during the scope period, as no contest data was available for December 31,
2017. For this contest, Swish Analytics led with a cutline percentage of 39%.
FC Ceiling had the next best cutline percentage of 35% and the highest top score
percentage of 2%.
Figure 14 below details the performance of the external projections in all
single-entry tournaments. There were 304 single-entry tournaments during the
scope period with average prize pools and top prizes of approximately $1,900
and $200, respectively. For these contests, Swish Analytics also led with a
cutline percentage of 40%. FC Ceiling again had the next best cutline
percentage of 36% and the highest top score percentage of 2%.
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Figure 15 below details the performance of the external projections in all
tournaments (including the NBA Starting 5 Shot Tournament and single-entry
tournaments). We excluded tournaments in which all participants received some
prize money, as these were determined to be less competitive. There were 686
tournaments during the scope period with average prize pools and top prizes of
approximately $2,700 and $300, respectively. For all tournaments, Swish
Analytics achieved the highest cutline percentage of 44%, while FC Ceiling had
the next best cutline percentage of 37%. FC Ceiling and Daily Fantasy Fuel
each had the best top score percentage of 2%.
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4.2 Evaluation of Player Projection Models
4.2.1 Basic Models
Figure 16 below shows the percentile distribution of the recommended
daily lineups for the two basic models (Average Six and Average Three) along
with the external player projections evaluated over the scope period. Overall, the
Average Six and Average Three models have the third and fourth highest median
percentiles, respectively, and the second and third highest average percentile
score, respectively.

Figure 16:

Distribution of Basic Models and External Projections
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The next three charts (Figure 17 through Figure 19) below show the
performance of the basic models recommended daily lineups in FanDuel NBA
DFS contests over the scope period. The results of the external projections are
also included for comparison purposes. Again, performance was measured
using cutline percentage and top score percentage.
In the most competitive contest (NBA Starting 5 Shot Tournament), Swish
Analytics maintained the highest cutline percentage of 39%, while the basic
models each had the next best cutline percentage of 36%. In single-entry
tournaments, the Average Six and Average Three models had the third- and
fourth-best cutline percentages of 35% and 34%, respectively. With regards to
all tournaments, the Average Six and Average Three models had the secondand third-best cutline percentages of 39% and 38%, respectively. The Average
Three model also had the best top score percentage of 3%.
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Single-Entry Tournaments
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FC Floor

4.2.2 Machine Learning Models
As noted above in Section 3.3 (Development of Player Projection Models),
the machine learning model development strategy consisted of using three
feature set combinations (Feature Set A, B, and C) with four machine learning
techniques (Random Forest, Auto-WEKA, TPOT, and Google AutoML), thus
producing 12 machine learning models.
The following chart (Figure 20) shows the percentile distribution of the
machine learning models with the highest median percentiles, along with Swish
Analytics for comparison, over the test period. Google AutoML (using Feature
Set B) had the highest median percentile of 94.0. The Random Forest model
(using Feature Set C) had the next highest median percentile of 93.8 and the
highest average percentile of 87.8. The Auto-WEKA model (using Feature Set
C) had the next highest average percentile of 87.1.
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Figure 20:

Distribution of Machine Learning Models

The next three charts (Figure 21 through Figure 23) below show the
performance of the top-performing machine learning models recommended daily
lineups in FanDuel NBA DFS contests over the test period, along with that of the
respective top-performing external projection, for comparison purposes.
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Performance of Machine Learning Models in NBA Starting 5
Shot Tournaments

In the most competitive contest (NBA Starting 5 Shot Tournament), four
machine learning models each had the highest cutline percentage of 44%: AutoWEKA (using Feature Set C), Random Forest (using Feature Set C), TPOT
(using Feature Set C), and TPOT (using Feature Set B). Among these four, the
Auto-WEKA model (using Feature Set C) also had the highest top score
percentage of 2%. Among the external projections evaluated, Swish Analytics
had the highest cutline percentage of 37%.
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Single-Entry Tournaments
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In single-entry tournaments, the Random Forest model (using Feature Set
C) had the highest cutline percentage of 51%. The TPOT model (using Feature
Set C) had the next best cutline percentage of 46%. Among the external
projections evaluated, FC Ceiling had the highest cutline percentage of 41% and
the highest top score percentage of 3%.
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With regards to all tournaments, the Random Forest model (using Feature
Set C) had the best cutline percentage of 48%. The TPOT model (using Feature
Set B) had the next best cutline percentage of 44%. Among the external
projections evaluated, FC Ceiling had the highest cutline percentage of 39% and
the highest top score percentage of 3%.
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Chapter 5
DISCUSSION

This chapter analyzes the results of the thesis. The first section provides
an analysis of the external projections results, while the second section analyzes
the results of the player projection models.

5.1 Analysis of External Projections Results
Among the external projections evaluated, Swish Analytics demonstrated
the highest performance over the scope period. Swish Analytics had the highest
median and average percentiles for the Choose Five scenario and all other
lineup construction scenarios (Choose Four, Choose Three, etc.). Swish
Analytics also had the highest cutline percentage in the most competitive contest
(NBA Starting Shot 5 Tournament), single-entry tournaments, and all FanDuel
NBA DFS tournaments during the scope period.
Fantasy Cruncher (FC) Ceiling was the next best performing projection.
FC Ceiling had the second highest median and average percentiles for the
Choose Five scenario, trailing Swish Analytics by one percentile point (for
median) and 6.5 percentile points (for average). FC Ceiling also had the second
highest cutline percentage in each of the three FanDuel NBA DFS tournament
groups (i.e. NBA Starting Shot 5 Tournament, single-entry, and all tournaments).
Notably, FC Ceiling had the highest top score percentage in each of the three
tournament groups as well. This result is reasonable since FC Ceiling projects a
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player’s best possible performance, which should lead to extreme outcomes (i.e.
either very high or very low fantasy scores).
DFS participants who are risk averse should use the Swish Analytics
projection, due to its higher cutline percentage. DFS participants with a greater
risk appetite should use the FC Ceiling projection, as it is more likely to produce
top scoring teams. However, both projections produced recommended lineups
that reached the cutline in less than 50% of tournaments entered. This is a key
benchmark, as most FanDuel NBA DFS tournaments award participants double
the buy-in amount for reaching the cutline. DFS participants may still break even
or earn a profit by surpassing the cutline less than 50% of the time by reaching
the higher payout tiers, which pay more than double the buy-in amount. But
meeting the cutline at least half the time will guarantee that a DFS participant will
not lose money.
This further illustrates why median percentile is a more meaningful metric
than average percentile. To reach the cutline for at least 50% of DFS
tournaments entered, users will need half of their lineups to achieve sufficiently
high scores. As lineups that score one point below the cutline earn the same
amount (i.e. $0) as those that are many points below the cutline, it is more
important for half of the lineup scores to be very high than for all scores to be
relatively high but below the cutline.
Figure 8 above compares the distribution of the cutline in FanDuel NBA
DFS tournaments during the scope period with the distributions for the Swish
Analytics and FC Ceiling projections. Both projections have lower median and

63

average percentiles than those of the cutline, indicating the projections can be
improved to produce more successful lineups.

5.2 Analysis of Player Projection Models Results
5.2.1 Basic Models

As noted above in Section 4.2.1 (Basic Models), the lineups produced by
the basic models performed reasonably well in comparison with the external
projections. Both models were outperformed by Swish Analytics but
demonstrated performance comparable to FC Ceiling during the scope period.
This shows that using the average of multiple projections may produce superior
performance than the lesser projections but may not necessarily outperform the
best projection. This also supports the strategy of using machine learning
algorithms, which should find a superior weighting of inputs rather than assigning
equal weight to all inputs.

5.2.2 Machine Learning Models

As noted above in Section 4.2.2 (Machine Learning Models), the lineups
produced by several machine learning models consistently outperformed the
external projections over the test period. For example, among the external
projections, Swish Analytics had the highest median percentile of 93.3, which
was exceeded by half of the machine learning models, as noted above in Figure
19 (Percentile Distribution of Machine Learning Models).
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With regards to the FanDuel NBA DFS contests, Swish Analytics had the
best performance among the external projections in the most competitive contest
(NBA Starting 5 Shot) with a cutline percentage of 37%. This performance was
equaled by three machine learning models and exceeded by five machine
learning models, as noted above in Figure 20 (Performance of Machine Learning
Models in NBA Starting 5 Shot Tournaments), with the top four machine learning
models each earning a cutline percentage of 44%.
For single-entry tournaments, FC Ceiling had the highest cutline
percentage among the external projections at 41%. As noted above in Figure 21
(Performance of Machine Learning Models in Single-Entry Tournaments), this
was exceeded by five machine learning models, with the top machine learning
model (Random Forest using Feature Set C) achieving a cutline percentage of
51%.
For all tournaments during the test period, FC Ceiling had the highest
cutline percentage among the external projections at 39%. As noted above in
Figure 22 (Performance of Machine Learning Models in All Tournaments), this
was matched by one machine learning model and surpassed by five machine
learning models, with the top machine learning model (Random Forest using
Feature Set C) achieving a cutline percentage of 48%.
Notably, the spread between the best machine learning model and the
best external projection was only seven percentage points in the most
competitive tournament (NBA Starting 5 Shot); whereas, the spread was 10
percentage points in single-entry tournaments. This difference is reasonable, as
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single-entry tournaments prevent sophisticated players from strategically entering
multiple lineups. Thus, it should be more difficult to meet or exceed the cutline in
tournaments where sophisticated players submit multiple lineups with highscoring potential rather than just one well-constructed lineup.

5.2.3 Top Model and Feature Set

Overall, the Random Forest model using Feature Set C was the most
successful model in FanDuel NBA DFS competition. The model was tied with
three other models with the best cutline percentage in the most competitive
tournament (NBA Starting 5 Shot) and had the highest cutline percentage in
single-entry tournaments and all tournaments. Further, it was the only model to
exceed the key 50% cutline percentage benchmark in single-entry tournaments.
The TPOT models (using either Feature Set B or Feature Set C) and the AutoWEKA model (using Feature Set C) were the next best performing models, and
all outperformed the best external projections but to a lesser degree than the
Random Forest model.
With regards to attributes, the composition of the most effective feature set
(Feature Set C) is interesting in terms of the attributes it includes and excludes.
The feature set includes two traditional macro-level metrics of fantasy scoring
(i.e. fantasy points per game and fantasy points per minute) as well as four of the
six micro-level metrics directly related to fantasy scoring (i.e. rebounds, assists,
steals, and points per game). Interestingly, the feature set excludes blocks per
game and turnovers per game which are the other two micro-level metrics
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directly related to fantasy scoring, indicating the two metrics may have less value
in predicting overall fantasy point production. In lieu of these two excluded
metrics, Feature Set C includes two more granular metrics (field goals per game
and free throws per game), which are leading indicators of a player’s scoring
ability and overall involvement in a team’s offensive strategy. Finally, Feature
Set C includes two metrics (projected team points and Swish Analytics projected
points), which are more likely to consider the numerous factors (i.e. strength of
opponent, home or away, recent productivity, etc.) that may affect a player’s
performance in the current game as opposed to collective historical performance.
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Chapter 6
CONCLUSION
This thesis consisted of two main objectives: developing a methodology
for evaluating NBA DFS player projections from external sources and creating a
model that produces competitive NBA DFS player projections. We accomplished
the first objective by writing a program that creates the recommended optimal
lineup (based on the daily player projections from the respective external source)
and evaluates the lineup by determining its weak percentile score among all
potential lineups. We then determined the median percentile of the
recommended lineups produced by each source as well as the frequency with
which the recommended lineups were successful in FanDuel NBA DFS
tournaments during the scope period. Though it would have been beneficial to
identify the profit earned by each source, median percentile and cutline
percentage are valuable metrics in determining the effectiveness of projections,
as they assess the strength of the projections both in the context of all potential
lineups and actual lineups submitted in competitive NBA DFS tournaments.
Further, evaluating projections based on the median percentile of the
recommended lineup improves upon the current method for evaluating the
accuracy of projections (i.e. relative error).
With regards to the second main objective, we created multiple models
that produced competitive NBA DFS player projections. The most successful
model (Random Forest with Feature Set C) produced lineups with a median
percentile score of 93.8 and reached the cutline in 48% of all FanDuel NBA DFS
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tournaments and 51% of all single-entry FanDuel NBA DFS tournaments during
the test period. This outperformed the best external projection evaluated
(Fantasy Cruncher Ceiling) by nine and ten percentage points, respectively, for
all FanDuel NBA DFS tournaments and single-entry only tournaments. This
demonstrates the efficacy of machine learning techniques for producing NBA
DFS player projection models and highlights the opportunity for producing even
more competitive models.

6.1 Future Work
There are numerous areas for future work related to the main objectives of
this thesis. With regards to the first main objective, we evaluated external player
projections by creating five-man lineups; however, projections may also be
evaluated in the context of creating nine-man lineups, which were the original
lineup requirements of FanDuel NBA DFS contests. External projection sources
may also be evaluated by player position (i.e. center, guard, forward) to
determine whether some sources are more proficient at projecting one position
rather than providing projections for an entire lineup. Additionally, external
projections may be evaluated with other DFS contest hosts such as DraftKings,
as well as for other popular DFS sports (i.e. football, hockey, etc.).
With regards to the second main objective of developing NBA DFS player
projection models, there are even more areas for future work. One area of
exploration is the set of attributes used as machine learning model inputs. This
thesis evaluated three feature sets collectively consisting of 22 unique attributes.
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In addition, the Weka Correlation Feature Subset Selection Evaluator examined
31 attributes and settled upon a subset of 10 attributes to produce Feature Set C.
There are certainly more attributes that may be valuable model inputs,
particularly ones that have a more granular focus on the recent performance of a
specific player, team or opponent. Technological advances have also allowed for
more detailed measurements of a player’s physical abilities, such as the distance
traveled per game, top running speed, or spin rate on jump shots. By combining
the attributes used in this thesis as well as those not considered, there are likely
additional combinations of attributes that may produce more effective models.
Another area of exploration lies in the models themselves. This thesis
evaluated several models, including random forest, linear regression, ridge
regression, and bagging. Training the same models using other
hyperparameters or training completely different models may produce superior
results. With regards to automated machine learning, this thesis experimented
with the use of Auto-WEKA, TPOT, and Google AutoML. Using these same
automated machine learning tools with different feature sets or with different
parameters may produce different results. For example, the longest TPOT
training period was 24 hours (using Feature Set C); however, allowing TPOT to
run for a longer period may produce a superior model. Other automated
machine learning tools (e.g. Auto-Sklearn, Amazon SageMaker, Microsoft
AutoML, etc.) may also produce successful models.
Finally, the machine learning techniques evaluated in this thesis may be
applied to other domains in fantasy sports. FanDuel offers DFS tournaments
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with similar lineup construction requirements for the NFL, NHL, MLB, and PGA,
and it is likely that machine learning models would produce competitive player
projections for these sports. These models may also be successful in DraftKings
DFS contests for the same sports, as FanDuel and DraftKings DFS contests
have similar lineup constraints and contest scoring.
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