In this paper we study some stochastic orders of positive dependence that arise when the underlying random vectors are ordered with respect to some multivariate hazard rate stochastic orders, and have the same univariate marginal distributions. We show how the orders can be studied by restricting them to copulae, we give a number of examples, and we study some positive dependence concepts that arise from the new positive dependence orders. We also discuss the relationship of the new orders to other positive dependence orders that have appeared in the literature.
Introduction
Some stochastic orders, that compare the "size" or "location" or "magnitude" of two random vectors, may be thought of as stochastic orders of positive dependence if the compared random vectors have the same univariate marginal distributions. For example, when this is the situation, in the bivariate case, the lower and the upper orthant orders ≥ lo and ≤ uo (see, for example, Shaked and Shanthikumar (1994, Subsection 4.G.1) or Müller and Stoyan (2002, page 90)) become the positive quadrant dependence (PQD) order ≤ PQD (see, for example, Kimeldorf and Sampson, 1987) ); in the bivariate case the order ≤ PQD is equivalent to the supermodular order (see, for example, Szekli, Disney, and Hur (1994) or Shaked and Shanthikumar (1997) ). On the other hand, some multivariate location orders do not give anything meaningful once the marginals are held fixed. For instance, the usual multivariate stochastic order ≤ st (see, for example, Shaked and Shanthikumar, 1994, Section 4.B) can order two distributions with the same marginals only if these distributions are equal (see Baccelli and Makowski (1989) ). A similar problem was faced by Dall'Aglio and Scarsini (2003) , who saw that the lift-zonoid order can order distributions with the same marginals only if they are equal, and therefore they used the weaker zonoid order as an order of linear dependence.
In this paper we study some stochastic orders of positive dependence that arise when the underlying random vectors are ordered with respect to some multivariate hazard rate stochastic orders, and have the same univariate marginal distributions.
A pair of such orders is studied in Section 2. After giving the definitions and some basic properties, we show how the orders can be studied by restricting them to copulae. We then give a number of examples, and study some positive dependence concepts that arise from the new positive dependence orders. We close Section 2 with a discussion on the relationship of the new orders to other positive dependence orders that have appeared in the literature.
A pair of stronger positive dependence orders is introduced and studied in Section 3. Finally, in Section 4, we show that another related idea, that could have perhaps led to even stronger orders, is actually too strong, since, at least in the bivariate case, it can "compare" only identically distributed random vectors.
Some conventions that are used in this paper are the following. By 'increasing' and 'decreasing' we mean 'nondecreasing' and 'nonincreasing,' respectively. For any two ndimensional vectors x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ), the notation x ≤ y means x i ≤ y i , i = 1, 2, . . . , n. The minimum and the maximum operators are denoted by ∧ and ∨; furthermore, we use the notation (x 1 , x 2 , . . . , x n ) ∧ (y 1 , y 2 , . . . , y n ) = (x 1 ∧ y 1 , x 2 ∧ y 2 , . . . , x n ∧ y n ), and (x 1 , x 2 , . . . , x n ) ∨ (y 1 , y 2 , . . . , y n ) = (x 1 ∨ y 1 , x 2 ∨ y 2 , . . . , x n ∨ y n ). The notation = st stands for equality in law. For any random vector (or variable) X, and an event A, we denote by [X A] a random vector (or variable) whose distribution is the conditional distribution of X given A.
We recall (see, for example, Shaked and Shanthikumar (1994) or Müller and Stoyan (2002) ) that a random vector X is said to be smaller than a random vector Y , in the upper orthant order (denoted as X ≤ uo Y ), if P {X > x} ≤ P {Y > x} for all x. A random vector X is said to be smaller than a random vector Y , in the lower orthant order (denoted as X ≤ lo Y ), if P {X ≤ x} ≥ P {Y ≤ x} for all x. We denote by Γ n (F 1 , F 2 , . . . , F n ) the Fréchet class of the n-dimensional distributions with the univariate marginals F 1 , F 2 , . . . , F n , n ≥ 2. Define F + (x) = min{F 1 (x 1 ), F 2 (x 2 ), . . . , F n (x n )} and F − (x) = max{ n i=1 F i (x i ) − n + 1, 0}. Then for all F ∈ Γ n (F 1 , F 2 , . . . , F n ) we have
The bounds F − and F + are pointwise sharp. They are called, respectively, the Fréchet lower and upper bounds. Furthermore, F + ∈ Γ n (F 1 , F 2 , . . . , F n ) for all n ≥ 2, and F − ∈ Γ 2 (F 1 , F 2 ); that is, when n = 2.
The Orthant Ratio Orders

Definitions and Basic Properties
Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two random vectors with respective distribution functions F and G, survival functions F and G defined by F (x) = P {X > x} and G(x) = P {Y > x}, x ∈ R n . We suppose, unless stated otherwise, that F and G belong to the same Fréchet class.
We say that X is smaller than Y in the lower orthant decreasing ratio order (denoted by X ≤ lodr Y or F ≤ lodr G) if This is equivalent to
is decreasing in x ∈ {x : G(x) > 0}, (2.2) where in (2.2) we use the convention a/0 ≡ ∞ whenever a > 0. Note that (2.2) can be written equivalently as
, u ≥ 0, x ∈ {x : F (x) > 0} ∩ {x : G(x) > 0}, (2.3) and it is also equivalent to
Note that from (2.2) it follows that {x : F (x) > 0} ⊆ {x : G(x) > 0}. Thus, in (2.3) and (2.4) we can formally replace the expression {x : F (x) > 0} ∩ {x : G(x) > 0} by the simpler expression {x : F (x) > 0}.
We say that X is smaller than Y in the upper orthant increasing ratio order (denoted by X ≤ uoir Y or F ≤ uoir G) if F (y)G(x) ≤ F (x)G(y) whenever x ≤ y. (2.5) This is equivalent to
is increasing in x ∈ {x : G(x) > 0}, (2.6) where here, again, we use the convention a/0 ≡ ∞ whenever a > 0. Note that the above can be written equivalently as
, u ≥ 0, x ∈ {x : F (x) > 0} ∩ {x : G(x) > 0}, (2.7) and it is also equivalent to
Formally the expression {x : Hu, Khaledi, and Shaked (2003) studied the order defined by requiring (2.6) to hold, but without the requirement that F and G belong to the same Fréchet class. They called it the weak hazard rate order (denoted by ≤ whr ). An order that is more general than ≤ whr is mentioned in Collet, López, and Martínez (2003) . Some results from Hu, Khaledi, and Shaked (2003) directly apply to the order ≤ uoir , and will be used in the sequel.
The two orders ≤ lodr and ≤ uoir are closely related, as is indicated in the next result. The proof of the next result is straightforward, and is therefore omitted. Theorem 2.1. Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two random vectors in the same Fréchet class.
The next result is similar to Theorem 2.1, but it involves increasing, rather than decreasing, functions.
. . , Y n ) be two random vectors in the same Fréchet class.
Recall that a bivariate random vector (X 1 , X 2 ) is said to be smaller than a random vector (Y 1 , Y 2 ), that has the same univariate marginal distributions as (X 1 , X 2 ), in the PQD order (denoted as ( P8. It should be maximal at the upper Fréchet bound, and in the bivariate case it should be minimal at the lower Fréchet bound.
The orders ≤ lodr and ≤ uoir satisfy most of these postulates. Postulates P1, P2, and P6 are easy to establish. For the order ≤ uoir , Postulates P4 and P5 follow from results of Hu, Khaledi, and Shaked (2003) ; this fact, together with Theorem 2.1, also imply that the order ≤ lodr satisfies Postulates P4 and P5. Postulate P7 (for both orders) follows from Theorem 2.2. In order to see that P3 holds for the order ≤ lodr , let y → ∞ in (2.1) to obtain X ≥ lo Y . This implies the PQD ordering of every pair of (corresponding) bivariate marginal distributions because X and Y have the same univariate marginal distributions. That is, for n-dimensional random vectors X and Y , we have
In a similar manner it can be shown that
that is, the order ≤ uoir also satisfies Postulate P3.
Postulate P8 partly fails-the upper Fréchet bound does not always dominate every distribution, in the same Fréchet class, with respect to the order ≤ lodr , or with respect to the order ≤ uoir (this will be shown in Example 2.4 below). However, in the bivariate case, the lower Fréchet bound is dominated, with respect to the order ≤ lodr , and with respect to the order ≤ uoir , by any distribution in the same Fréchet class. This is shown in the next proposition. Recall that the Fréchet lower bound F − in the class Γ 2 (F 1 , F 2 ) is defined by
A simple computation shows that the corresponding survival function F − is given by
where
Proof. We will give the proof only for the order ≤ uoir ; the proof for the order ≤ lodr is similar. Fix (x 1 , x 2 ) ≤ (y 1 , y 2 ). We want to show that
. Plugging this in (2.12) and simplifying, it is seen that (2.12) is equivalent to
which is trivially true.
In the next example it is shown that if F ∈ Γ 2 (F 1 , F 2 ) then it does not necessarily follow that F ≤ lodr F + or that F ≤ uoir F + , where F + is the upper Fréchet bound defined by
A simple computation shows that the corresponding survival function F + is given by
and (Y 1 , Y 2 ) are bounded from below, and if for some (x 1 , x 2 ) ≤ (y 1 , y 2 ) we have F (y 1 , y 2 ) = G(y 1 , y 2 ) > 0 and F (x 1 , x 2 ) = G(x 1 , x 2 ), then (X 1 , X 2 ) and (Y 1 , Y 2 ) are not comparable with respect to the order ≤ uoir . This follows from (2.6).
Similarly, if (X 1 , X 2 ) and (Y 1 , Y 2 ) are bounded from above, and if for some (x 1 , x 2 ) ≥ (y 1 , y 2 ) we have F (y 1 , y 2 ) = G(y 1 , y 2 ) > 0 and F (x 1 , x 2 ) = G(x 1 , x 2 ), then (X 1 , X 2 ) and (Y 1 , Y 2 ) are not comparable with respect to the order ≤ lodr . This follows from (2.2).
In particular, let (X 1 , X 2 ), with distribution function F , take on the values (1, 1), (1, 2), (2, 1), (3, 3) with probabilities 1/5, 1/5, 1/5, and 2/5. Then F + (1, 1) = F (1, 1) and F + (2, 2) = F (2, 2), so F + and F are not comparable with respect to the order ≤ uoir . Taking here G to be the distribution function of (−X 1 , −X 2 ), it can be verified that G + and G are not comparable with respect to the order ≤ lodr .
We close this subsection with an example that shows that the orders ≤ lodr and ≤ uoir are not closed under convolutions. 
Suppose that (Z 1 , Z 2 ) is independent of (X 1 , X 2 ) and of (Y 1 , Y 2 ). It is easy to see that
, and, obviously, (
. The probability mass functions of ( 
and it is easily seen that (
it also follows that the order ≤ lodr is not closed under convolutions.
Representation by Copulae
Let X = (X 1 , X 2 , . . . , X n ) be a random vector with distribution function F . By Sklar (1959 
If F is continuous then C F is unique and it can be constructed as follows
The function C F is called the copula associated with F ; it is a distribution function with uniform[0, 1] marginals.
Roughly speaking, a copula contains in it the dependence properties of the corresponding multivariate distribution function, independently of the marginal distributions. The following result shows that establishing the order ≤ lodr or the order ≤ uoir between two distribution functions, in the same Fréchet class, is equivalent to establishing this order between the corresponding copulae; this is a desirable property that any positive dependence order should satisfy. Theorem 2.6. Let X and Y have, respectively, distribution functions F and
Proof. We give only the proof for the order ≤ lodr ; the proof for the other order is similar.
Let Ran(F i ) denote the range of F i , i = 1, 2, . . . , n. If F and G are in Γ n (F 1 , F 2 , . . . , F n ) then their copulae are uniquely defined on ×
n . On this region we have
is strictly increasing on Ran(F i ). Therefore, by Theorem 2.2, C G /C F is decreasing on × n i=1 Ran(F i ). Now, the subcopulae C F and C G can be extended to the whole hypercube [0, 1] n by following the method illustrated in Schweizer and Sklar (1983) , namely, considering linear interpolations along each variable. Now assume that C F and C G are defined by (2.14) in the points
. . , x n ), with s i < t i , but not in any point in between. By linear interpolation, we have that on the line segment between the above two points we will have to consider the ratio
It is a matter of calculus to show that the above ratio is increasing in α, and therefore the ratio C G /C F is decreasing on the whole [0, 1] n .
Conversely, suppose that there exist copulae C F and C G such that C F ≤ lodr C G . Then from (2.2) we have that
A useful corollary of Theorem 2.1, that will be used frequently in the sequel, is the following.
Corollary 2.7. Let U and V be two random vectors whose distribution functions are copulae. Then
If the distribution function of U is the copula C, then the distribution function of 1 − U is also a copula; the latter (at least in the bivariate case) is called the survival copula that corresponds to C (see Nelsen (1999, page 28) ).
Of course, the result in Corollary 2.7 is valid even if the distribution functions of U and V are not copulae.
Examples
Some examples of distributions that are ordered with respect to the orders ≤ lodr and ≤ uoir will now be given.
Example 2.8. Let F ⊥ and F + denote, respectively, the distribution functions corresponding to the independence case, and to the upper Fréchet bound, in the class
In order to see it we may assume, by Theorem 2.6, that
That is, we need to verify, for
and this is straightforward. The inequality above is reversed if we replace x i by 1 − x i and
A stronger result than (2.16) is given in Example 3.7 below.
Example 2.9 (Marshall-Olkin). Let F and G be two n-variate Marshall-Olkin (1967) survival functions given, for x ≥ 0, by
where the λ's and the θ's are positive constants. Therefore
. . , n} we have
Hence G(x)/F (x) is increasing if, and only if,
this is a stronger result than the one in Example 5.2 of Hu, Khaledi, and Shaked (2003), who only noticed that the nonpositivity of the ν's implies the monotonicity of G(x)/F (x).
The ith univariate marginal survival function of F is given by
Hence F and G are in the same Fréchet class if, and only if,
Thus, F ≤ uoir G if, and only if, the set of inequalities (2.17) holds, with the above equality replacing the last inequality in (2.17).
In particular, in the bivariate case, F ≤ uoir G if, and only if, ν 1 ≤ 0, ν 2 ≤ 0 and ν 1 + ν 12 = ν 2 + ν 12 = 0; that is, ν 1 = ν 2 = −ν 12 ≤ 0. For example, this is the case when λ 1 = 2, λ 2 = 3, λ 12 = 4, θ 1 = 1, θ 2 = 2, and θ 12 = 5.
where the a's (whose number is n i=2 n i = 2 n − n − 1) are suitable parameters which satisfy the constraints 1 +
with ε i = ±1, i = 1, 2, . . . , n; see, for example, Kotz, Balakrishnan, and Johnson (2000) . By Theorem 2.6, for the purpose of comparing Farlie-Gumbel-Morgenstern distributions with respect to the orders ≤ lodr and ≤ uoir , we may restrict attention to the case when all the F i 's are uniform[0, 1] distribution functions. Then the Farlie-Gumbel-Morgenstern distribution above simplifies to
The corresponding survival function is given by
In the sequel we identify some instances in which Farlie-Gumbel-Morgenstern distributions are ordered with respect to the orders ≤ lodr and ≤ uoir .
Example 2.10(a). In Example 2.10, let a 12···n = α, and let all the other a's be 0, where |α| ≤ 1. That is, let
Now, for α 1 and α 2 such that |α i | ≤ 1, i = 1, 2, and x ≤ y, the inequality
On the other hand, the inequality
when n is even, and −1 ≤ α 2 ≤ α 1 ≤ 1 when n is odd.
For n = 2, both inequalities above strengthen a result that is stated in Exercise 3.22 in Nelsen (1999, page 77).
Example 2.10(b). In Example 2.10 let all the a's be equal to α, where α ≤ 1 k and k = 2 n − n − 1. That is, let
Noting that
it follows that
Proceeding as in the previous example, it is seen, for x ≤ y, that the inequality
Now we will show that
and the above claim follows. Hence, from (2.18) it follows that F (α 1 ) ≤ uoir F (α 2 ) if, and only if,
It is also true in this example that F (α 1 ) ≤ lodr F (α 2 ) if, and only if, α 1 ≤ α 2 . To see it, write
It is easy to verify that F (α 1 ) ≤ lodr F (α 2 ) if, and only if,
And since g(x) is decreasing in x, it follows that the above condition holds if, and only if,
An observation that is useful for the identification of the orders ≤ lodr and ≤ uoir in parametric families of multivariate distributions is the following. Let {F α } be a parametric family of n-dimensional distributions, all in the same Fréchet class, where the parameter space is a subset of R. Then F α ≤ lodr F β for all α ≤ β if, and only if,
that is (if the partial derivatives below exists), if and only if,
Similarly, F α ≤ uoir F β if and only if,
Example 2.11 (Ali-Mikhail-Haq). Consider the family of bivariate copulae C α defined by
where |α| ≤ 1 (see Nelsen (1999) ). Denote the corresponding survival copulae (see a note after Corollary 2.7) by D α . Their survival functions are given by
We will show that C α ≤ lodr C β whenever −1 ≤ α ≤ β ≤ 1. In order to see it we compute
and this is decreasing in α ∈ [0, 1]. Similarly,
The claim thus follows from (2.19).
The inequality C α ≤ lodr C β , −1 ≤ α ≤ β ≤ 1, strengthens the result in Exercise 2.31 in Nelsen (1999, page 35).
Using Corollary 2.7 we also see that
Example 2.12 (Gumbel). Consider the family of bivariate copulae C α defined by
and the corresponding survival copulae D α with survival functions
where α ∈ (0, 1] (again, see Nelsen (1999) ). We will show that C β ≤ lodr C α whenever α ≤ β.
To see it we compute
and this is increasing in α. Similarly,
The inequality C β ≤ lodr C α , α ≤ β, strengthens the result in Example 4.9 in Nelsen (1999, page 108).
Using Corollary 2.7 we also see that D β ≤ uoir D α whenever α ≤ β. Example 2.13 (Cuadras-Agué). Consider the family of bivariate copulae C α defined by
where 0 ≤ α ≤ 1 (see Nelsen (1999, page 12) ). Let α ≤ β. Then
This is decreasing in u and v, and therefore C α ≤ lodr C β .
Let us recall the definition of Archimedean copulae. Let ϕ be a continuous, strictly decreasing function from [0, 1] to [0, ∞] such that ϕ(1) = 0. The pseudo-inverse of ϕ is the function ϕ [−1] given by
If ϕ above is also convex, then the function C, defined by
is a copula, and it is called an Archimedean copula with generator ϕ.
Nelsen (1999, Section 4.4) proved that two Archimedean copulae C 1 and C 2 , with generators ϕ 1 and ϕ 2 , respectively, satisfy C 1 ≤ PQD C 2 if, and only if, the corresponding generators satisfy that ϕ 1 ϕ
is subadditive. It is well-known that concavity implies subadditivity, and therefore concavity implies that C 1 ≤ PQD C 2 . Let D 1 and D 2 be the survival copulae associated with C 1 and C 2 , respectively; that is, the copulae with survival functions
Note that
Therefore subadditivity (and hence concavity) of ϕ 1 ϕ
In light of (2.9) and (2.10), one may wonder whether concavity, or even subadditivity, imply any of the stronger relations
The answer to this question is negative. In order to see that, it suffices to obtain an example in which
is concave, but such that the underlying copulae and survival copulae are not ordered with respect to the orders ≤ lodr and ≤ uoir .
Example 2.14. Consider the generator ϕ α given by
is concave.
The copulae that are associated with the generators ϕ α 1 and ϕ α 2 are given by
In order for C α 1 ≤ lodr C α 2 to hold, it is necessary that
Let α 1 = 2 and α 2 = 3. Then (2.20) is equivalent to the requirement that In order for C α 1 ≤ uoir C α 2 to hold, it is necessary that
This is equivalent to 
Relationships to Other Orders
In (2.9) and (2.10) it is shown that, in the bivariate case, the positive dependence orders ≤ lodr and ≤ uoir are stronger than the order ≤ PQD . A practical generalization of the order ≤ PQD , when the compared random vectors are of dimension n > 2, is the supermodular order ≤ sm . In order to save space, we will not reproduce the definition of this order here; the reader may find it in Szekli, Disney, and Hur (1994) or in Shaked and Shanthikumar (1997).
We will note, however, that
In the next example it is shown that, in general, X ≤ uoir Y does not imply that P {X ≤ x} ≤ P {Y ≤ x} for all x, and therefore, when the compared random vectors are of dimension n ≥ 3, we have
Bernoulli random variables with parameter 0.7. Let X 1 , X 2 , X 3 be independent and identically distributed Bernoulli random variables with parameter 0.7. A straightforward calculation shows that X ≤ uoir Y . However,
, and thus the right hand side of (2.21) does not hold.
In a similar manner it can also be shown that
Another positive dependence order, which is used to compare bivariate random vectors with the same marginal distributions, and which is then stronger than the order ≤ PQD , is the TP 2 order of Kimeldorf and Sampson (1987) . When the compared random vectors (X 1 , X 2 ) and (Y 1 , Y 2 ), with distributions F and G in Γ 2 (F 1 , F 2 ), have, with respect to some dominating measure, densities f and g, respectively, then we denote (
It turns out that the order ≤ TP 2 neither implies, nor is implied by, the orders ≤ lodr and ≤ uoir . To see it, note that if F ∈ Γ 2 (F 1 , F 2 ) then F ≤ TP 2 F + (see Kimeldorf and Sampson (1987) ). Thus, in light of Example 2.4 we see that
Later, in Example 3.8 below, it will be shown that
Averous and Dortet-Bernadet (2000) introduced and studied two interesting bivariate positive dependence orders that we now define. For any random vector (X 1 , X 2 ), with distribution function F , we define the conditional distribution functions 
24) whenever x ≤ x , then (X 1 , X 2 ) is said to be smaller than (Y 1 , Y 2 ) in the left tail decreasing order (LTD; see Subsection 2.5 below for more about this concept) and we denote this by
, whenever x ≤ x , then (X 1 , X 2 ) is said to be smaller than (Y 1 , Y 2 ) in the right tail increasing order (RTI; again, see Subsection 2.5 below for more about this concept) and we denote this by (
If C 1 and C 2 are two bivariate Archimedean copulae with respective generators ϕ 1 and ϕ 2 , then Averous and Dortet-Bernadet (2000) showed that C 1 ≤ LTD C 2 if, and only if, ϕ 1 ϕ
is concave. It follows from Example 2.14 that
In Example 2.4 we saw that, in general, F and F + need not be comparable with respect to the order ≤ uoir . On the other hand, Averous and Dortet-Bernadet (2000) showed that in the bivariate case we have F ≤ RTI F + , provided some regularity conditions hold. It follows that
Another way to obtain implication (2.26) is to note that
Using (2.27), it is easy to see that (2.26) follows from (2.25) and Theorem 2.1.
In the next example we show that
This is in contrast to the result in Theorem 3.9 below. 
y, y ∈ [0, .6)
, y ∈ [.6, 1) 1, y ≥ 1
y, y ∈ [0, .6) 5 16 y + 1 16 , y ∈ [.6, 1)
y, y ∈ [0, .4) , y ∈ [.6, 1)
y, y ∈ [0, .4)
y + 2 15 , y ∈ [.4, .6) 5 12 y + 7 12 , y ∈ [.6, 1) 1, y ≥ 1
Finally we note that F 
and (G
. Thus (2.24) fails; that is, F ≤ LTD G.
On the other hand, we will now show that h(x, y) = G(x, y)/F (x, y) is decreasing in (x, y) whenever G(x, y) > 0. Indeed,
, y ∈ [.4, .6), Both g 0 and g 1 are decreasing in y. Hence, for a fixed x, we have that h(x, y) is decreasing in y. It is also easy to show that g 0 (y) ≥ g 1 (y) for all y, so that F ≤ lodr G.
Using (2.27), it is seen from (2.28) and Theorem 2.1 that 
30) whenever x ≤ x , then (X 1 , X 2 ) is said to be smaller than (Y 1 , Y 2 ) in the LTD orderà la Hollander, Proschan, and Sconing (1990), and we denote this by ( X 2 ) is said to be smaller than (Y 1 , Y 2 ) in the RTI orderà la Hollander, Proschan, and Sconing (1990), and we denote this by (
It is of interest to mention here that the orders ≤ LTD and ≤ * LTD do not imply each other. Also ≤ RTI and ≤ * RTI do not imply each other; see Colangelo (2004) . In the next example we show that the order ≤ * LTD does not always have the Fréchet lower bound as a minimal element in the given Fréchet class, and therefore, by Proposition 2.3,
This is in contrast to the result in Theorem 3.10 below. Denote the distribution function of (X 1 , X 2 ) by G, and denote the corresponding Fréchet lower bound by F . Let y = 2, x = 1, and 
In the next example we show that Denote the distribution function of (X 1 , X 2 ) by F , and the one of (Y 1 , Y 2 ) by G. Since
, it follows that F ≤ lodr G. is antistarshaped (that is, ϕ 1 /ϕ 2 is increasing). Since concavity implies antistarshapedness, it follows from Example 2.14 that in the bivariate case
In fact, Capéraà, Fougères, and Genest (1997) showed that (
. Thus (2.35) also follows from (2.9). In a similar manner we get from (2.10) that
Applications
A stochastic order is useful in applications if it holds in many examples, and if it implies useful inequalities. We will now indicate that the orthant ratio orders indeed have these properties. Indeed, a host of examples of random vectors that are ordered with respect to the orthant ratio orders are given in Subsection 2.3. On the other hand, the implications (2.9) and (2.10) yield a host of useful inequalities that follow from the order ≤ PQD that holds between any two corresponding bivariate marginals. For example, in the bivariate setting, the order ≤ PQD implies that the corresponding Pearson's correlations, Kendall's τ 's, Spearman's ρ's, and Blomqvist q's, are ordered in the same direction (see, Kimeldorf and Sampson (1989) ). Therefore, by (2.9) and (2.10), the orders ≤ lodr and ≤ uoir have the same useful implication for any two corresponding bivariate marginals.
The order ≤ uoir implies the multivariate weak hazard rate order of Hu, Khaledi, and Shaked (2003). Thus, every application in that paper, in which the compared random vectors have the same marginals, follows if the compared random vectors are ordered with respect to ≤ uoir . For example, if X = (X 1 , X 2 , . . . , X n ) is a vector of random lifetimes, and if Y = (Y 1 , Y 2 , . . . , Y n ) is another vector of random lifetimes, such that X ≤ uoir Y , then a series system with component lifetimes X 1 , X 2 , . . . , X n has stochastically shorter lifetime, in the sense of the univariate hazard rate stochastic order, than a series system with component lifetimes Y 1 , Y 2 , . . . , Y n . In a similar manner it can be shown that if X ≤ lodr Y , then a parallel system with component lifetimes X 1 , X 2 , . . . , X n has stochastically longer lifetime, in the sense of the univariate reversed hazard rate stochastic order, than a parallel system with component lifetimes Y 1 , Y 2 , . . . , Y n . In fact, the above comparisons hold even if the component lifetimes are scaled in order to model improvements (see Hu, Khaledi, and Shaked (2003) ).
The orthant ratio orders are also useful as tools to model positive dependence notions. In general, let be some positive dependence order, and let F be some distribution function in Γ n (F 1 , F 2 , . . . , F n ). A common idea for defining F as a "positive dependent" distribution is by requiring it to satisfy F F ⊥ , where F ⊥ is the member in Γ n (F 1 , F 2 , . . . , F n ) that corresponds to the independence case. For example, in the bivariate case, F ≥ PQD F ⊥ means that F is 'positive quadrant dependent.' Furthermore, in the bivariate case, if F has a density f , then F ≥ TP 2 F ⊥ means that f is totally positive of order 2 (TP 2 ). Below we make some observations on the meaning of F ≥ lodr F ⊥ and F ≥ uoir F ⊥ . We consider only the bivariate case, and by Theorem 2.6 it suffices to consider only the case when F is a copula (to emphasize this we will denote below F by C).
First we recall (see, for example, Barlow and Proschan (1975, page 142) ) that a random variable X is said to be left tail decreasing in Y (denoted as LTD(X Y )) if P {X ≤ x Y ≤ y} is decreasing in y for all x. Also, X is said to be right tail increasing in Y (denoted as RTI(X Y Proof. Write C ≥ lodr C ⊥ as
and for a fixed u ∈ (0, 1] that means
These two conditions together are equivalent to LTD(V U ) and LTD(U V ). The proof of (b) is similar.
Some extensions of the implications ⇐= in Proposition 2.19, when the compared random vectors are of dimension n > 2, can be found in Colangelo (2004) . These extensions involve the notions of LTDS (left tail decreasing in sequence), RTIS (right tail increasing in sequence), and CIS (conditionally increasing in sequence); the definitions of these positive dependence notions can be found in Block and Ting (1981) and in Ebrahimi and Ghosh (1981) .
¿From Proposition 2.19 we obtain a nice characterization of Archimedean copulae that are LTD. Proposition 2.20. Let (U, V ) be distributed according to the Archimedean copula C with generator ϕ. Then C is LTD(U V ) and LTD(V U ) if, and only if, ϕ −1 is logconvex.
Proof. Here C is of the form
2 (see the proof of Proposition 2.19), the generator ϕ must be strict (that is, ϕ(0) = ∞; see Nelsen (1999, page 92) ). In such a case ϕ [−1] = ϕ −1 . Therefore (2.36) is the same as
This is the same as (put x = ϕ(u) and y = ϕ(v))
that is, ϕ −1 is logconvex.
Proposition 2.20 can also be proven by applying Proposition 3 of Averous and DortetBernadet (2000) to the special case when one of the compared copulae is C ⊥ .
Proposition 2.20 is of interest in comparison to results of Müller and Scarsini (2003) . They obtained stronger positive dependence properties for Archimedean copulae, but under stronger conditions.
The Strong Orthant Ratio Orders
Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 . . . . , Y n ) be two random vectors with respective survival functions F and G. According to Hu, Khaledi, and Shaked (2003) , X is said to be smaller than Y in the (strong) multivariate hazard rate order if
Hu, Khaledi, and Shaked (2003) did not assume that X and Y have distribution functions in the same Fréchet class. In this section, if, in addition to (3.1), X and Y have the same marginal distributions, then we will say that X is smaller than Y in the strong upper orthant increasing ratio order, and we denote that by X ≤ suoir Y or by F ≤ suoir G.
Similarly, if F and G are in the same Fréchet class, and if
then we will say that X is smaller than Y in the strong lower orthant decreasing ratio order, and we denote that by X ≤ slodr Y or by F ≤ slodr G.
Obviously, by choosing x ≥ y in (3.1) we get (2.5), and by choosing x ≤ y in (3.2) we get (2.1), that is,
Thus the orders ≤ slodr and ≤ suoir are often useful as a tool to identify random vectors that are ordered with respect to the orders ≤ lodr and ≤ uoir .
The two orders ≤ slodr and ≤ suoir are closely related, and are preserved under strictly increasing transformations, as is indicated in the next analog of Theorems 2.1 and 2.2. The proof of the next result is straightforward, and is therefore omitted. Theorem 3.1. Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two random vectors in the same Fréchet class.
The following analog of Theorem 2.6 shows that, in many cases, establishing the order ≤ slodr or the order ≤ suoir between two distribution functions, in the same Fréchet class, is equivalent to establishing this order between the corresponding copulae; this is a desirable property that any positive dependence order should satisfy. 
A useful corollary of Theorem 3.1 is the following analog of Corollary 2.7.
Corollary 3.3. Let U and V be two random vectors whose distribution functions are copulae. Then
The orders ≤ slodr and ≤ suoir satisfy most of the postulates given in Section 2. Postulate P6 is easy to establish. For the order ≤ suoir , Postulates P4 and P5 follow from results of Hu, Khaledi, and Shaked (2003) ; this fact, together with Theorem 3.1, also imply that the order ≤ slodr satisfies Postulates P4 and P5. Postulate P7 (for both orders) follows from Theorem 3.1. Postulate P2 (for both orders) follows from (3.3) and from the fact that the orders ≤ lodr and ≤ uoir satisfy Postulate P2. Postulate P3, for ≤ slodr , follows from (3.3) and (2.9), and for ≤ suoir it follows from (3.3) and (2.10).
Postulate P1 does not hold in general. In fact, a random vector X satisfies X ≤ suoir X if, and only if, its survival function F is MTP 2 (multivariate totally positive of order 2; that is, F (x)F (y) ≤ F (x ∧ y)F (x ∨ y)); see Hu, Khaledi, and Shaked (2003) for details. Similarly, Postulate P1 does not hold for ≤ slodr . In Colangelo (2004) it is shown that the orders ≤ suoir and ≤ slodr are transitive.
The order ≤ suoir does not satisfy Postulate P8. Firstly, the upper Fréchet bound does not always dominate every distribution, in the same Fréchet class, with respect to the order ≤ suoir -this follows from (3.3), and from the fact, shown in Section 2, that the upper Fréchet bound does not always dominate every distribution, in the same Fréchet class, with respect to the order ≤ uoir . Similarly, the order ≤ slodr does not satisfy Postulate P8. Secondly, in the bivariate case, the lower Fréchet bound is not always dominated by every distribution, in the same Fréchet class, with respect to the order ≤ suoir , or with respect to the order ≤ slodr . This is shown in the next example. 
It is of interest to contrast this example with Proposition 2.3.
The converses of the implications in (3.3) are not true in general. However, under an additional assumption they are valid; these are given in the following proposition. We note that at the first glance, the following proposition seems to contradict Counterexample 2.3 of Hu, Khaledi, and Shaked (2003) . However, in that counterexample, the compared random vectors are not in the same Fréchet class. Proof. First we prove part (a) when G is MTP 2 ; this portion of the proof is similar to the proof of Theorem 2.1 of Hu, Khaledi, and Shaked (2003) .
and from the MTP 2 property of G it follows that
Multiplication of these two inequalities yields
If F (x)G(y) = 0 then the inequality in (3.1) obviously holds. If F (x)G(y) > 0 then G(x ∧ y) > 0 because (x ∧ y) ≤ y, and G(x) > 0 because X ≤ uoir Y implies that G(x) ≥ F (x). Thus we can cancel equal terms in (3.4) and obtain the inequality in (3.1). Now assume that F is MTP 2 . Again, fix x, y ∈ R n . From X ≤ uoir Y it follows that
and from the MTP 2 property of F it follows that
If F (x)G(y) = 0 then the inequality in (3.1) obviously holds. Thus, suppose that F (x)G(y) > 0 and note, in view of (3.5) , that F (x ∨ y)F (y) > 0 if F (y) > 0. Therefore, in order to show that (3.6) implies the inequality in (3.1), it suffices to show that when F is MTP 2 and F and G have the same univariate marginals, then G(y) > 0 implies F (y) > 0.
Let y = (y 1 , y 2 , . . . , y n ) be such that G(y) > 0. Since F and G have the same univariate marginals, it follows that, for each i = 1, 2, . . . , n, there exists y (i) = (y
. ¿From the MTP 2 property of F the following inequalities follow:
This ends the proof of part (a).
Part (b) is proven similarly.
The orders ≤ slodr and ≤ suoir are quite strong in the sense that if two distribution functions can be compared with respect to any of these orders, then the larger one must have a positive dependence property. This is shown in the next result, and will be used in the sequel.
Proof. We prove only (a); the proof of (b) is similar. If G ≥ slodr F then
Select above x 1 ≤ y 1 , and let x 2 → ∞. Then
that is, P {X ≤ x Y ≤ y} is decreasing in y for all x. In a similar manner it can be shown that P {Y ≤ y X ≤ x} is decreasing in x for all y.
Some examples of distributions that are ordered with respect to ≤ slodr and ≤ suoir will now be given. 
, and if (−1)
. Here we will show that if
. By Proposition 3.5, in order to show the former, it suffices to show that if α ≥ 0 then F (α) is MTP 2 . The MTP 2 property is preserved under products, and under strictly decreasing transformations of the variables (see Karlin and Rinott (1980) ). Therefore it suffices to show that if α ≥ 0 then 1 + α n i=1 x i is TP 2 in each pair of x i 's. By the symmetry of the x i 's, it is enough to show that [ 
Note that for choices of α 1 and α 2 not considered above, the distributions F (α 1 ) and F (α 2 ) are not ordered with respect to the orders ≤ slodr and ≤ suoir , although, by Example 2.10(a), they are ordered with respect to the orders ≤ lodr and ≤ uoir . Example 2.11 (continued). Let C α be as in Example 2.11. We want to show that if
2 . By the closure properties of TP 2 functions, it suffices to show that (1 − αuv) −1 is TP 2 , that is, that
This is easy to verify. It follows from Example 2.11 and from Proposition 3.5 that C α is increasing in α ∈ [0, 1] with respect to the order ≤ slodr .
Let D α be as in Example 2.11. From the above result, together with Corollary 3.3, we get that D α is increasing in α ∈ [0, 1] with respect to the order ≤ suoir . Example 2.13 (continued). Let C α be as in Example 2.13. It is easy to prove that C α (u, v) is TP 2 in u and v (in fact, it suffices to show the TP 2 -ness of min{u, v}). Therefore, from Proposition 3.5 we obtain that C α ≤ suoir C β whenever 0 ≤ α ≤ β ≤ 1.
We will now discuss some relationships of the strong orthant ratio orders to other positive dependence orders.
First we note that the survival function of X in Example 2.15 is MTP 2 . It follows from Proposition 3.5 that X and Y in that example satisfy X ≤ suoir Y , and therefore
We have seen in Subsection 2.4 that the order ≤ TP 2 does not imply the orders ≤ uoir and ≤ lodr . Consequently, it follows that
In the next example it is shown that In light of (3.3), it follows from the above arguments that (
The strong orders ≤ slodr and ≤ suoir (unlike the weak orders ≤ lodr and ≤ uoir ; see (2.28) and (2.29)) imply the LTD and RTI orders of Averous and Dortet-Bernadet (2000) under some regularity conditions. This is shown in the next result.
Theorem 3.9. Let F and G be in the Fréchet class Γ 2 (F 1 , F 2 ). Assume that, for every x, the conditional distributions F L x and F R x (see (2.23)) are strictly increasing and continuous on their supports. Then
Proof. We prove only the first implication; the proof of the other implication is similar.
Averous and Dortet-Bernadet (2000) proved that, under the stated regularity conditions, F ≤ LTD G if, and only if, for x ≤ x , and for any y, y , it holds that F (x, y) ≥ G(x, y ) =⇒ F (x , y) ≥ G(x , y ).
(3.7)
Now assume that F ≤ slodr G. So, for x ≤ x and y ≤ y we have F (x, y)G(x , y ) ≤ F (x , y)G(x, y ). (3.8) Note that F ≤ slodr G implies that F ≤ PQD G. So the left hand side inequality in (3.7) can hold only for y ≤ y. If it does hold, then (3.8) implies the inequality on the right hand side of (3.7).
In light of (2.25) and (2.26) it follows that the implications in Theorem 3.9 are strict.
The strong orders ≤ slodr and ≤ suoir (again, unlike the weak orders ≤ lodr and ≤ uoir ; see (2.31) and (2.32)) imply the LTD and RTI orders of Hollander, Proschan, and Sconing (1990) . This is shown in the next result.
Theorem 3.10. Let F and G be in the Fréchet class Γ 2 (F 1 , F 2 ). Then
Proof. We prove only the first implication; the proof of the other implication is similar. Fix x ≤ x and any y. The assumption F ≤ slodr G yields F (x, y)G(x , y) ≤ F (x , y)G(x, y).
The assumption F ≤ slodr G also yields F (x , y) ≤ G(x , y) (since F ≤ PQD G) and
≥ 0 (by Proposition 3.6(a)). Therefore
Combining the two inequalities above we obtain (2.30).
In light of (2.33) and (2.34) it follows that the implications in Theorem 3.10 are strict.
A Word on Applications
We end this section with a word on the usefulness of the strong orthant ratio orders in practice. First, as was mentioned earlier, the orders ≤ slodr and ≤ suoir are useful as a tool to identify random vectors that are ordered with respect to the orders ≤ lodr and ≤ uoir . Thus, by (3.3), they imply all the inequalities in the applications that were discussed in Subsection 2.5.
Furthermore, we have also shown above that the strong orthant ratio orders hold in quite a few examples, and that they imply the LTD and RTI orders of Averous and DortetBernadet (2000). Thus, pairs of random vectors that are comparable with respect to the strong orthant ratio orders (as in the examples earlier in this section), satisfy the inequalities, derived in Averous and Dortet-Bernadet (2000), with applications in queueing models and in actuarial science.
We close this section with an analog of Proposition 2.19. 
A Comment on an Even Stronger Order
One may think of considering the multivariate likelihood ratio order ≤ lr (see Shaked and Shanthikumar (1994, Section 4.E)), as a positive dependence order when the compared random vectors have the same marginal distributions. However, such an order is of no interest because it would imply equality in law of the compared random vectors. This follows from the fact that the order ≤ lr implies the ordinary stochastic order ≤ st , and, when two random vectors that are comparable with respect to ≤ st , have the same marginal distributions, they must have the same distribution functions (see Baccelli and Makowski (1989) ). An order that is weaker than ≤ lr , and which does not imply the order ≤ st , is described next.
Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 . . . . , Y n ) be two random vectors with respective (discrete or continuous) density functions f and g, and respective distribution functions F and G. Suppose that X and Y have the same marginal distributions, and that
is increasing on the union of the supports of X and Y . Condition (4.1), but without the assumption of equal marginal distributions, was studied in Whitt (1982) . One may wonder whether (4.1) is a useful condition for identifying the orders ≤ lodr and ≤ uoir . It turns out that under mild regularity conditions, if X = (X 1 , X 2 ) and Y = (Y 1 , Y 2 ) satisfy (4.1), and they have the same marginal distributions, then they must be equal in law.
