S1 . BASELINE CHARACTERISTICS

S4. ACQUISITION PROTOCOLS
Immunotherapy Dataset. The CT scans were performed by either covering the chest (n=86) or covering the chest and abdomen (n=117) using multi-slice CT equipment (Toshiba Aquilion CX, Minato, Tokyo, Japan; Siemens Somatom Sensation Open, Erlangen, Germany) with a tube voltage of 120 kVp, slice thickness of 1 mm, and in-plane resolution of 0.75 x 0.75 mm. The bolus injection was performed at 3 ml/s (Omnipaque 300, GE Healthcare, Chicago, Illinois, US) not pre-warmed, with a total amount based on the patient weight + 40 cc (minimum of 90 cc and maximum of 130 cc)
followed by a saline flush of 30 cc. The chest CT examinations were performed 40 seconds after contrast injection, whereas the chest and abdomen examinations were performed at 70 seconds.
Genomics Dataset.
Contrast-enhanced CT scans were acquired 60 days within diagnosis, as part of 
S5. LESION DELINEATION
The inclusion criteria were: availability of CE-CT BL and FU and, presence of measurable target lesions at baseline. Measurable lesions were defined as any tumor lesions (primary or metastatic lesions) whose entire border could be identified on both BL and FU scans, as our radiomic feature extraction pipeline requires segmented region of interest to extract features
Lesions that disappeared in the FU were flagged as complete response. Lesions that could not be accurately discriminated from surrounding tissues (e.g. lung nodule within atelectasis), with ill-defined borders (e.g. lung lesions adjacent to atelectasis) and lesions which could not be tracked down from other adjacent tumour lesions at baseline or follow-up CTs (e.g. confluent metastases) were not delineated and excluded. Lesions poorly visualized because of the presence of imaging artefacts (e.g. scattering, motion or breathing artefacts) were excluded as well.
S6. RADIOMICS FEATURE EXTRACTION PIPELINE
To reduce the influence of outlier intensity values in the image, the volume was clipped between -1000 HU and 3000 HU. Radiomic features were extracted from original images as well as from different image transformations including five Laplacian of Gaussian filters (σ = 1.0, 2.5, 5.0, 7.5, 10.0 mm), eight wavelets decompositions, and four non-linearities (exponential, square, square root and logarithm). We also repeated the extraction over three different scales, each defined by a set of radiomic parameters: (1) a fine scale with 1 mm isotropic resolution and 1HU bin width, (2) a medium scale with 3 mm isotropic resolution and bin width of 5HU and (3) coarse scale with 5 mm isotropic resolution and bin width of 25 HU. In this way, the algorithm can choose the best radiomic extraction parameters and/or their combination. Features which resulted in invalid values for more than one lesion were dropped.
S7. MACHINE LEARNING
Dataset Preparation
The entire dataset was divided into train, validation and test set based on patient identification numbers ( pid ). Patients whose pid was divisible by three were assigned to the train set, those whose ( pid -1 ) was divisible by three were assigned to the validation set, and those whose ( pid -2 ) was divisible by three were assigned to the test set.
Classifier Pool
The first group is composed by three linear classifiers based on logistic regression (LR) models 37 , each differentiated by a different feature selection method: (1) unsupervised resulting from PCA, (2) supervised resulting from wrapper feature selection (WFS), or (3) no feature selection.
Similarly, we defined a second group of non-linear classifiers based on random forests (RF) 38 .
Finally, we generated two additional classifiers via genetic evolution (GEN-1 and GEN-2) 39 . Each classifier was trained using 2-fold cross validation and optimized via sequential model based optimization 40, 41 Training Strategy Each classifier is trained on the training set using a 2-fold cross validation procedure. To prevent the model from learning to recognize patients rather than the actual lesion-wise classification task, we enforced cross validation at a patient level, avoiding the distribution of lesions of the same patient across different folds. Once trained, the model is evaluated in on the test set to check for under-or overfitting, and model selection.
Classifier Optimization Each classifier comes with a set of tunable parameters, i.e.
hyperparameters. We made use of a machine learning procedure, a.k.a. sequential model based optimization (SMBO), to tune the hyperparameters of each classifier. SMBO procedure is an iterative procedure, where at each iteration the performance is modelled as a function f of the hyperparameters. The search of the optimal hyperparameters is achieved via optimization of a criterion on f . We chose the commonly used Expected Improvement (EI) defined as which represents the expectation under some model M of f that f(x) will negatively exceed some threshold t . Parzen estimators were used to approximate the function f . All algorithms, except for wrapper random forests and the second genetic evolution classifier, reported a certain degree of overfitting quantified by a lower accuracy on the validation set w.r.t the one reported on the training set. During training, all algorithms perform similarly between the two folds of cross validation, except second genetic evolution classifier which showed higher variance. Our 9 choice of using wrapper random forests as candidate classifier was motivated by the fact that this configuration reached the highest performance with the least amount of overfitting.
Hyperparameter Space
S8. CONTROL FOR OVERFITTING
When analysing high dimensional data, overfitting problems might hamper the validity of results. In the context of standard inferential statistics, overfitting is present in the form of type-I error (i.e. false positives). When quantifying radiographic differences between responding and progressive lesions, we made use of standard inferential statistics. To control for overfitting, we applied dimensionality reduction followed by false discovery rate (FDR) adjustment of the p-values. To ensure unbiased dimensionality reduction, we applied an unsupervised method which aims to reduce information redundancy -often found in radiomics data. With this method, we selected the top 10 features that minimize redundancy without using the outcome variable in any way. The selection is made purely based on the feature values, and not on the correlation of the features with outcome, from where the overfitting may originate. In addition, multiple testing correction has been applied on the top 10 features, which further minimizes the probability of overfit and fits our analysis to more common robust analysis made in previous studies.
In the second part of the analysis, we use made use of machine learning. Overfitting in machine learning happens when complex models will start to adapt their parameters so closely to the training data that the trained model will not be able to generalize on unseen data. To control for overfitting in our machine learning pipeline, we employed standard control methods applied in computer science research for artificial intelligence. These methods are fundamentally based on the split of the dataset into three independent sets: training, tuning, and independent testing. Each split has a specific function within the whole analysis. The training set is used by the model to learn the relation between radiomics features and outcome, and fit its parameters accordingly (e.g. leaves splits for random forests). Aside from employing a splitting procedure of the dataset with a training set for learning model parameters, we also apply additional cross-validation within the training set to early detect and discard model parameters that could potentially lead to over-fit. These combined checks in fact result in a machine learning model which selects and uses only 68 features out of a total of 5865. Larger models (using >100 features) were over-fitting already in cross-validation and therefore discarded by the training procedure. Once the training procedure is over, the parameters of the candidate model are frozen. That is, the model parameters remain completely unchanged when testing the performance on the independent test set.
In summary, to control for over-fitting, we applied data splitting between training, tuning, and independent test set. Model parameters have been fitted only on the training set using cross-validation for early detection of model configuration prone to overfit. Tuning is used during training, aside from the training set, as an additional check for overfitting. Finally, the performance of the candidate model have been evaluated uniquely on the independent test set consisting of unseen data. 
S9. Supplementary Figures
