Introduction
In manufacturing industries and pharmaceutical laboratories sometimes researchers are interested in the variation of their products. To measure the variations within the values of study variable y, the problem of estimating the population variance of S 2 y variable y also received a considerable attention of the statistician in the survey sampling. Liu (1974) gave a general class of quadratic estimators for variance and obtained a class of unbiased estimators under certain conditions. Das and Tripathi (1978) defined six estimators of population variance S 2 y using known information on parameters of auxiliary variable. Using prior information on parameters of auxiliary variable/variables, Jhajj (1980, 1995) , Isaki (1983) , Singh and Kataria (1990) , Singh (1990, 1992) , Ahmed et al. (2000) have defined estimators or classes of estimators of S 2 y . In a situation when prior information on parameters of auxiliary variables is not available, using double sampling technique, Singh and Singh (2001) defined a ratio-type estimator of S 2 y . Ahmed et al. (2003) gave some chain ratio-type as well as chain product-type estimators of S 2 y , under two-phase sampling scheme. Al-Jararha and Ahmed (2002) defined two classes of estimators of S 2 y by using prior information on parameter of one of the two auxiliary variables under double sampling scheme.
When the population meanX and population variance S 2 x of auxiliary variable x (highly correlated with study variable y) are known, Srivastava and Jhajj (1980) where g(·, ·, ·) is parametric function satisfying certain regularity conditions;x, s 2 x and s 2 y are sample mean of x and sample variances of x and y respectively for the sample of size n.
IfX and S 2 x are unknown then following Srivastava and Jhajj (1987) , under double sampling technique, one can define a general class of estimators of population variance S 2 y asV
where g d (·, ·, ·) is a parametric function such that g d (S 2 y , 1, 1) = S 2 y and satisfies certain regularity conditions;x and s 2 x are the sample mean and sample variance of variable x for the preliminary large sample of size n ;x, s 2 x and s 2 y are sample mean of x and sample variances of x and y respectively for the sub sample of size n(n < n ) under the double sampling technique. In such situation, sometimes the information on population meanZ and population variance S 2 z of another auxiliary variable z, highly correlated with study variable y, is available in advance. Following Srivastava and Jhajj (1980) , one can generalize the class of estimators defined in (1.2) asV
wherez and s 2 z are the sample mean and sample variance of variable z in the second phase sample of double sampling.
In the classV Hd , both the auxiliary variables x and z are considered to be highly correlated with the study variable y. But sometimes in a trivariate distribution consisting study variable y and two auxiliary variables x and z, in which x is highly correlated with both variables y and z; whereas the variables y and z have no direct correlation with each other but they are just correlated with each other due to only their correlation with variable x, such as (i) In any agricultural experiment, both the yield of crop (say y) and the labour deployed (say z) are highly correlated with the area under crop (say x). Whereas the yield of crop (y) and the labour deployed (z) are correlated with each other due to only their correlation with the area under crop (x). (ii) In any repetitive survey, the values of a variable of interest corresponding to both the last to last year (say z) and the current year (say y) are highly correlated with the values of the same variable corresponding to the last year (say x). Whereas the values corresponding to the last to last year (z) and the values corresponding to the current year (y) are correlated with each other due to only their correlation with the values of the same variable corresponding to the last year (x). In such situations, we propose a class of chain estimators of S 2 y . The word chain estimator means that first improve the estimatorsx and s 2 x ofX and S 2 x respectively by using known values of population meanZ and variance S 2 z of variable z. In turn, these improved estimators are used for the estimation of S 2 y which leads to the creation of chain estimators.
The asymptotic expressions for the mean squared errors and their minimum values are obtained for the proposed class of chain estimators and the generalized classV Hd . It has been shown that the optimum estimator of the class of chain estimators has simpler form as compared to that of the classV Hd . A comparison among the different classes of estimators of S 2 y with respect to their mean squared error is also made empirically. This comparison shows that the proposed class of chain estimators is more efficient than the generalized classV Hd and hence recommended in practical applications for estimating S 2 y .
Notations and expectations
From the population of size N , select a first phase simple random sample of size n and observe both the variables x and z for the selected units. A second phase simple random sample of size n (n < n ) is selected from the first phase sample and variables x, y and z are measured on these selected units. Let the values of variables x, y and z be denoted by X j , Y j and Z j respectively on the j-th unit of the population; j = 1, 2, . . . , N and the corresponding small letters x j , y j and z j denote the sample values.
We writē
Letz and s 2 z denote the sample mean and sample variance of variable z for the first phase sample of size n . In this paper, all the sampling variances have been defined either with divisor n − 1 or n − 1 depending on first phase sample or second phase sample respectively. Letting
For the sake of simplicity, assume that N is large enough as compared to n and n so that all finite population correction (fpc) terms are ignored. For the given double sampling technique when both the samples drawn are simple random samples (without replacement), we have the following expectations:
and up to the terms of order n −1 , we have
Proposed class of chain estimators of S 2 y
Suppose that meanX and variance S 2 x of first auxiliary variable x are unknown but meanZ and variance S 2 z of second auxiliary variable z are known in advance. It is assumed that the variable z is highly correlated with variable x whereas the correlation between the variables y and z exists due to only the high correlation of variable x with the variables y and z. In such situations, we propose a class of chain estimators of S 2 y aŝ
Whatever sample is chosen, let the point (s 2 y , u 1 , u 2 , v 1 , v 2 ) assume values in a bounded, closed convex subset R of the five dimensional real space containing the point (S 2 y , 1, 1, 1, 1). The function T (·, ·, ·, ·, ·) is continuous and bounded having continuous and bounded first and second order partial derivatives in R.
Since there are only a finite number of samples therefore under the above conditions, the expectation and the mean square error of the estimators of the clasŝ V T d exist. On using second order Taylor's series expansion of T (s 2 y , u 1 , u 2 , v 1 , v 2 ) about the point (S 2 y , 1, 1, 1, 1), the mean square error (MSE) ofV T d , up to the terms of order n −1 , is
and minimum mean square error ofV T d , up to the terms of order n −1 , is
where M in.M SE(V gd ) is the minimum asymptotic mean square error of the estimators of the classV gd , up to the terms of order n −1 , and is given by
Rewriting (3.9), we have
In (3.11), the right hand side is the sum of two non-negative quantities, since λ 004 −λ 2 003 −1 ≥ 0 always. Thus we found that
Comparison of the classV T d with the classV Hd
To compare the generalized classV Hd = H(s 2 y , u 1 , u 2 , v 1 , v 2 ) with the proposed class of chain estimatorsV T d = T (s 2 y , u 1 , u 2 , v 1 , v 2 ), we require the mean square error ofV Hd . Proceeding in the same way as in Section 3, the asymptotic mean square error ofV Hd (up to the terms of order n −1 ) is 
where
and the minimum mean square error ofV Hd , up to the terms of order n −1 , is given by
The condition, under which the optimum estimator of the classV T d is more efficient than that of the classV Hd , is obtained by using the expressions (3.9) and (4.6) in
From (4.7), we are not able to get a concrete mathematical result about the efficiency of the class of chain estimatorsV T d over the generalized classV Hd . To have an idea about the efficiency of one estimator over the other, we have considered the following specific cases: Case 1. When (y, x, z) assumed to follow trivariate normal distribution then all odd ordered moments are vanish to zero. In this case the expressions (3.8) and (4.6) respectively reduce to
Using (4.8) and (4.9), we have 
For trivariate normal distribution (4.12) reduces to
We see that even in the specific cases considered above we could not find a concrete mathematical result showing the efficiency of one over the other. But it seems thatV T d must be better thanV Hd becauseV T d makes full use of information on n observations of first phase sample whereasV Hd waste the information on n − n observations of the sample.
Remark 4.1. It should be noted that the efficient use of the estimators of the two proposed classesV Hd andV T d presumes that the optimum values of H i and T i ; i = 2, 3, 4, 5 are known. But these optimum values are functions of unknown population parameters. Srivastava and Jhajj (1983) have shown that the estimators of the class with estimated values of optimum parameters obtained by their consistent estimators, attain the same minimum mean square error of estimators of the class based on optimum values, up to the first order of approximation. Although by using the same approach of Srivastava and Jhajj (1983) , we can construct the estimators of the classesV Hd andV T d . But the optimum estimator of the classV Hd is very much complicated as compared to that ofV T d . So due to such type of complexities, we should prefer the proposed classV T d of the chain estimators as compared to the general classV Hd , in practice. 
a 1 + a 2 = 1 and
and
.
Here the optimum values of α, β, γ and δ in these estimators are so determined that they satisfy the respective normal equations and the resulting estimators should have the same minimum asymptotic mean square errors as given in (3.8) and (4.6) respectively.
Comparison of the proposed classV T d with the existing ones
On using the information on variances alone for the two auxiliary variables x and z, Al-Jararha and Ahmed (2002) Up to the terms of order n −1 , the minimum mean square error ofb g is given by
In the present paper, using information on variances of the two auxiliary variables x and z along with their means, we have proposed the two classesV Hd andV T d of estimators of S 2 y . Obviously our proposed class of chain estimatorsV T d is a generalization of the classb g . On using (3.8) and (5.2), we have
From (5.3), we found that the proposed class of chain estimators of S 2 y i.e.V T d is always more efficient than the existing classb g . The sign of equality will hold in (5.3) if (y, x, z) follows trivariate normal distribution, that is, the two classeŝ V T d andb g become equally efficient in trivariate normal distribution. So it is interesting to note that if (y, x, z) has trivariate normal distribution then the available information regarding means of auxiliary variables becomes useless for the estimation of population variance S 2 y . In the same paper, Al-Jararha and Ahmed also defined another wider class of estimators of S 2 y using the same information on variances alone for the two auxiliary variables x and z aŝ
Up to the terms of order n −1 , the minimum mean square error ofb h is given by
Using (3.8) and (5.5), we have
From (5.6), no concrete decision regarding the efficiency of one over the other can be drawn.
Numerical illustration
Since in the Sections 4 and 5, we could not obtained any concrete theoretical conditions under which proposed classV T d is better thanV Hd andb h . So to have a rough idea about the efficiencies of the proposed class of chain estimatorsV T d and the generalized class of estimatorsV Hd , we take the two empirical populations considered in the literature. The source of population; nature of the variables y, x and z; population size N and various possible population correlation coefficients are given in Table 1 . The values of requisite population parameters for the two populations are given in Table 2 . Table 3 gives the efficiencies of the optimum estimators of the classesV gd ,b g ,b h ,V Hd andV T d relative to the estimator s 2 y . Table 3 shows that the proposed class of chain estimatorsV T d is always more efficient than the others in every case for both the populations considered.
Conclusions
From the Sections 4 and 5, we see that it is very cumbersome to obtain the optimum estimator of the generalized classV Hd as well as its optimum mean square error, whereas it is very simple in the case of the proposed class of chain estimatorsV T d . Also from Table 3 , we see that for both the empirical populations, the optimum estimator of the proposed classV T d is always more efficient than that of all the classesV gd ,b g ,b h andV Hd . So we conclude that the use of chain estimators belonging to classV T d should be preferred over the estimators belonging to the generalized classV Hd when the variable z is highly correlated with variable x instead of variable y, whereas the correlation between the variables y and z exists due to only the high correlation between the variables y and x.
