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b-jets. The analysis uses 20.3 fb−1 of
√
s = 8 TeV proton-proton collision data collected with
the ATLAS detector at the LHC. No significant excess is observed over the Standard Model
background. Assuming a supersymmetric minimal B − L extension to the Standard Model,
limits on the scalar top mass are placed between 500 GeV and 1 TeV with a branching fraction
above 20% for the scalar top to decay to an electron or a muon and a b-quark.
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Preface
My time as a graduate student as the University of Pennsylvania has been an amazing experi-
ence, where I learned an incredible amount, and met many amazing people. I was around for
the startup of the Large Hadron Collider (LHC) and the ATLAS experiment, and was able
to take part in the first LHC run. I am very fortunate to have had the opportunity to work
on the LHC during this exciting time. In particular, being part of the ATLAS group at the
University of Pennsylvania has been a wonderful experience, offering me the opportunity to
take on many responsibilities and grow as a physicist.
I began my graduate student career in 2008, when I spent my first summer at CERN
learning about ATLAS, the TRT, and the software tools that make everything work together.
I even had the opportunity to get my hands dirty, repairing TRT patch panels, and climbing
through the ATLAS detector to reinstall them. This was immediately followed by me moving
to Philadelphia to take classes. I still found time to continue my work on TRT detector
performance, including several studies of the TRT timing resolution, documented in ATL-
COM-INDET-2010-045 and ATL-COM-INDET-2011-007 [1, 2].
Once my classes were complete in 2010, I moved to CERN in order to immerse myself
in research. I continued my work on the TRT, and began studying muon isolation in the
muon combined performance group. I also joined the search for a massive Z ′ boson, where
I performed several small studies. The Z ′ search was my first introduction to the world of
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physics analysis.
In 2012, I switched from exotics to the Supersymmetry group to continue my research.
During 2012 and 2013, I worked on a team, searching for SUSY signatures, produced through
electroweak interactions. These include direct production of electroweak gauginos and slep-
tons. I performed many cross check studies, worked on signal region optimization, and wrote
and maintained tools to provide a “fake lepton” background estimate for the rest of the analy-
sis group. Additionally, I wrote an analysis framework used by several colleagues at Penn and
Harvard to analyze the large ATLAS datasets and Monte Carlo simulation samples. These
two years taught me a lot about software development, analysis techniques, and working on
a large team toward a common goal.
Finally, toward the end of 2013, I was ready to take on my own analysis, which became
the topic of this thesis. Through conversations with Burt Ovrut, Sogee Spinner, and Austin
Purves, I became interested in SUSY models which allow for R-Parity violation. These models
provide a large range of experimental signatures, not covered by other searches at ATLAS.
I chose to pursue a completely new search, looking for a stop LSP, which decayed as a lep-
toquark. While there are many leptoquark searches, a direct search for this model provides
additional sensitivity compared to reinterpretations of other searches. Ultimately, we extended
the limits on the allowable stop masses, as described in this thesis and in the conference note
ATLAS-CONF-2015-015 [3].
In addition to myself, the analysis team consisted Leigh Schaefer, Evelyn Thomson, and
Joseph Kroll and Zachary Marshall who acted as additional advisers. Being the primary
analyzer on such a small team gave me the opportunity to take part in every piece of the
analysis, from the Monte Carlo simulation of our simulated signal samples to the selection
optimization, and finally the background estimates and limit setting. This gave me a strong
feeling of ownership of the work. Additionally, working with Leigh allowed me to experience
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what it’s like to train a junior graduate student, which was one of the most enjoyable things I
did during my time as a graduate student. All this this work culminated in a conference note
that was presented at the Moriond 2015 conference.
The LHC and the ATLAS experiment are extremely complex machines, so I reference
other documents heavily while describing them in this this thesis. Additionally, I took much
of the text from the conference note ATLAS-CONF-2015-015, and the corresponding inter-
nal support note ATL-COM-PHYS-2015-168 verbatim, as I was the primary author. When
sourcing material, for which I am not the primary author, I attempted to rewrite the text in
my own words.
I would like to wish the ATLAS experiment and the Penn army good luck in Run II! It
will surely be an exciting time.
Brett Jackson
Philadelphia, July 2015
Chapter 1
General introduction
This thesis describes the search for direct scalar top pair production, with the decay of each
stop via an R-parity-violating (RPV) interaction to a charged lepton (electron or muon) and
a b-quark, as shown in Figure 1.1. The analysis uses 20.3 fb−1of
√
s = 8 TeV proton-proton
collision data collected with the ATLAS detector at the Large Hadron Collider (LHC).
b
b¯
`+
`−
p
p
t˜
t˜∗
λ′
λ′
Figure 1.1: Simplified model of pair production of scalar top quarks, with decay to a charged
lepton and b-quark.
The experimental signature is two oppositely charged leptons and two identified b-jets.
The analysis considers eebb, eµbb, and µµbb final states. Final states with τ leptons are not
considered for this search. The distinguishing features are two pairs, each of a lepton and a
1
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b-jet, with a resonance in the invariant mass distribution of each pair. In contrast to R-parity
conserving searches, there is no significant missing transverse momentum.
Previous searches for lepto-quarks at ATLAS [4, 5, 6, 7] and CMS [8, 9, 10, 11] have
considered pair production of first, second, and third generation lepto-quarks, but have not
examined the signature of a resonance in the invariant mass of an electron and a b-jet or a
muon and a b-jet. The results of these searches have already been interpreted to set limits on
the stop mass and its decay branching fractions in the B − L model [12, 13].
Chapter 2 describes the Standard Model (SM) of particle physics and Supersymmetry, a
popular extension to the SM. The concept of R-parity, and the B −L extension to the SM is
also discussed in this chapter. Emphasis is placed on the phenomenology of this model.
Chapter 3 introduces the LHC and ATLAS, along with the triggering system and event
reconstruction. Chapter 4 reviews the Monte Carlo event generator tools used to estimate
the detector response and efficiency to reconstruct the signal process, and to predict the
backgrounds from SM processes.
Chapters 5 and 6 describe the stop search. Chapter 5 reviews the search strategy and
event selection. Chapter 6 presents the results and interpretation.
Chapter 2
Theoretical overview
The universe, as we know it, comprises fundamental matter particles, and four
fundamental forces. These forces include gravity, electromagnetism, and the strong
and weak nuclear forces. Despite being the weakest of the four forces, gravity
is certainly the most familiar to everyday life, as it assures objects fall to the
ground. The Gravitational force is described by the general theory of relativity,
but a successful quantum theory of gravity has yet to be developed. Since gravity
is so weak, it does not significantly affect the physics at the LHC energy scale,
and can safely be ignored for the purpose of this thesis. Of the remaining three
forces, electromagnetism and the weak force have been shown to come from the
same underlying interactions, called the electroweak force. The electroweak and
strong forces are described by the Standard Model of Particle Physics.
In this chapter, a brief overview of the theoretical background for this thesis is
presented. The Standard Model and its shortcomings are discussed in Sections 2.1
and 2.2. Supersymmetry, a popular extension to the Standard Model, is introduced
in Section 2.3. The chapter concludes with a presentation of the particular B −L
extension to the SM, which is the focus of the search presented in this dissertation.
Section 2.4 presents a brief description of the underlying theory, as well as some
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of the interesting phenomenology expected in the scenario where the scalar top is
the LSP.
2.1 Standard Model
In this section, the Standard Model (SM) of particle physics is described in brief. The SM is a
very rich subject, and a more complete description can be found in References [14, 15, 16]. The
SM is a quantum field theory which encapsulates the current understanding of the elementary
particles, and their interactions, and has been developed, and rigorously tested by experiments
over the last fifty years. In 2012, the final particle predicted by the SM, the “Higgs boson“ was
discovered at CERN by the ATLAS and CMS collaborations, marking a great achievement for
both the experimental collaborations and the theorists who predicted the particle’s existence.
The SM Lagrangian is a non-Abelian gauge theory with symmetry group SU(3)C × SU(2)L ×
U(1)Y, which describes the matter content of the universe, as well as the interactions of the
strong and electroweak forces. The matter content in the SM is made up of fermions (spin
1/2), called quarks and leptons. Massless gauge bosons (spin 1) mediate the interactions of
the electroweak and strong forces.
2.1.1 Matter
The fermionic matter is arranged into three families, or generations, each containing quarks
and leptons. These particles can be charged under each part of the SM symmetry group, where
the particle’s charge determines how it interacts with each of the forces. Each generation
contains two chiral left-handed quarks, arranged in a isospin doublet, consisting of an up-type
and a down-type quark. There are also two chiral left-handed leptons, one with electric charge,
and a neutrino, which is electrically neutral. As with the quarks, the two left-handed leptons
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Figure 2.1: Fundamental particles described by the Standard Model. The mass of each parti-
cles are given in parentheses.
are arranged into an isospin doublet. Finally, each fermionic family contains chiral right-
handed counterparts to the two quarks, and the charged lepton. No right-handed neutrinos
are included in the SM, as they would not react with any known forces, as will be explained
shortly. The right-handed fermions are isospin singlets. The three generations are essentially
copies of one another, differing only in the mass of the constituent particles, and the familiar
world is made up entirely of particles from the first generation. The reason for exactly three
generations, not more or less, remains a mystery. A summary of the SM matter content, with
the charges under the various parts of the SM symmetry group is shown in Table 2.1.
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Table 2.1: Summary of the matter particles described by the SM, along with the associated
quantum numbers. The quantum numbers include the spin, electric charge Q, the
third component of weak isospin T3, hypercharge Y = 2 (Q− T3), and the allowable
color charges.
Fermions
Generation
Spin Q T3 Y Color
1 2 3
Quarks
(
u
d
)
L
(
c
s
)
L
(
t
b
)
L
1
2
+ 23 +
1
2 1
3 r, g, b− 13 − 12
uR cR tR
1
2 +
2
3 0 +
4
3 r, g, b
dR sR bR
1
2 − 13 0 − 23 r, g, b
Leptons
(
νe
e
)
L
(
νµ
µ
)
L
(
ντ
τ
)
L
1
2
0 + 12 -1 -
−1 − 12
eR µR τR
1
2 −1 0 −2 -
2.1.2 Electroweak Theory
Each piece of the SM symmetry group is associated with a massless gauge boson, which
mediates the interactions between particles. The electroweak sector has the symmetry group
SU(2)L × U(1)Y, and describes the interactions with fields with isospin or hypercharge (Y ).
The electroweak sector is a chiral theory, meaning right- and left-handed particles transform
differently under the gauge group. Left-handed fermions have a value of the third component
of isospin equal to ±1/2, while right-handed particles have no isospin, and do not interact with
the weak force. The gauge bosons associated with the electroweak sector are three W i bosons,
arranged in a weak isospin triplet, and a B0 boson, which is a weak isospin singlet.
Since chiral fields translate differently, depending on their chiral handedness, there can be
no mixing between the right- and left-handed states, as this would break gauge invariance.
Unfortunately, a mass term allows for exactly this mixing, implying the fermions must be
massless. On the other hand, the weak force is observed to be short ranged, implying massive
gauge bosons, and fermions do indeed have measurable masses. Adding masses to a chiral
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quantum field theory is a difficult endeavor, and is achieved through a process called “sponta-
neous symmetry breaking,” which is explained in Section 2.1.4. The broken symmetry leads
to a mixing of the electrically neutral W 3 and B0 gauge bosons into a massless photon, and
the massive Z boson. The W 1 and W 2 mix to form the massive W+ and W−. The W± and
Z bosons both have mass, and act as the propagator of the weak force, while the massless
photon mediates the electromagnetic force. The first quantum field theory, developed earlier
than the electroweak theory, describes the interaction of the massless photon with electrically
charged particles and is known as quantum electrodynamics (QED).
Since right-handed neutrinos have no charge under any part of the SM symmetry group,
they are not expected to interact with the known components of the SM, and are therefore
not included as part of the theory. There are extensions to the SM, however, which do include
right-handed neutrinos, including the one described in Section 2.4.
2.1.3 Quantum chromodynamics
The SU(3)C part of the SM Lagrangian corresponds to the strong force, with a corresponding
“color” charge, and is described by the theory of quantum chromodynamics (QCD). Quarks
are colored objects, having red, green, or blue charge, while leptons have no color charge, and
thus do not interact directly with the strong force. The eight massless gauge bosons associated
with the SU(3)C symmetry group are called gluons, and are themselves colored objects. This
leads to self interaction, and some interesting phenomenology!
The gluons of QCD are allowed to interact with each other, while the photon of QED is
not self-interacting. This leads to some important differences between the strong force and the
electromagnetic force. Perhaps, the most interesting, is related to the concept of “screening”.
In QED, as one moves further from a charged particle, the charge tends to look smaller as
a result of the polarization of the vacuum around the charge, where electron-positron pairs
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pop out of the vacuum. The further from the particle one is, the more electron-positron pairs
are visible, obscuring the initial charge more. In QCD, this same screening effect occurs,
with quark anti-quark pairs being pair-produced from the vacuum, however gluon pairs may
also be produced out of the vacuum. These gluon pairs produce the opposite screening effect,
known as “anti-screening,” increasing the effective charge observed. Rather than charges being
screened, as in QED, there is a net anti-screening effect for objects with color charge.
As two colored particles get very close together, the anti-screening is very small, and they
can be treated as free particles, in an effect known as “asymptotic freedom.” Alternatively, as
two charged particles move apart, the polarization of the vacuum between them results in an
increasing energy buildup, until it is energetically favorable to pair produce a quark anti-quark
pair from the vacuum. For this reason, no free quarks or gluons have been observed, rather
any objects with color charge will tend to form bound states called “hadrons,” which has
no net color charge. Hadrons can either be a bound state of a quark anti-quark pair, called
mesons, or three-quark bound states, called baryons. Additionally, five-quark bound states
have recently been found by the LHCb experiment [17]. The anti-quark contained in a meson
must have the corresponding anti-color of the constituent quark. Similarly, the three quarks,
which make up a baryon, must have colors that add to “white,” meaning one red, one green,
and one blue quark.
In particle collisions, this effect also leads to the phenomenon of “jets,” where a spray of
hadrons is projected at the particle detector, resulting from multiple colored objects flying
apart after the collision.
2.1.4 Brout-Englert-Higgs mechanism
As mentioned in Section 2.1.2, the fermions and gauge bosons described in the SM Lagrangian
are massless, however, many of those observed in nature do, in fact, have a non-zero mass. This
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would seem to allow for the mixing of chiral left-handed and singlet right-handed fields, which
would in turn break gauge invariance. A method to add mass terms to the SM Lagrangian
without breaking the necessary gauge invariance was developed during the 1960’s by several
groups of theorists, including Robert Brout and Francois Englert [18], Peter Higgs [19, 20], and
Gerald Guralnik, Carl R. Hagen, and Tom Kibble [21] working in parallel, and is commonly
called the Brout-Englert-Higgs (BEH) mechanism. The BEH mechanism adds an additional
complex scalar field to the Lagrangian, which acquires a vacuum expectation value (vev),
which “spontaneously” breaks the symmetry of the SM Lagrangian.
Each spontaneously broken symmetry leads to a new massive scalar particle, known as a
“Goldstone boson.” The gauge bosons can then absorb these Goldstone bosons in a process
where they acquire a mass. Recall, before symmetry breaking, the electroweak sector has four
massless gauge bosons, the W 1, W 2, W 3, and the B0, however experiments observe massive
W±, and the Z bosons, associated with the weak force, and a massless photon to mediate
the electromagnetic force. An electric charge Q is also conserved. This implies that the
SU(2)L×U(1)Y of electroweak theory is broken in a way that gives a different U(1) symmetry
group corresponding to electromagnetism. This symmetry breaking requires at least three
Goldstone bosons to be absorbed, and give masses to the gauge bosons. The simplest method
to accomplish this is to add a complex scalar field
Φ =
φ+
φ0
 , (2.1)
which is a doublet with positive hypercharge (Y = 1).
To show this, it is useful to consider the SM Lagrangian, ignoring the QCD part,
L = −1
4
W aµνW
µν
a −
1
4
BµνB
µν + L¯i (iDµγ
µ)Li + e¯R,i (iDµγ
µ) eR,i, (2.2)
where the i index runs over the three generations, the µ and ν are Lorentz indices, and a runs
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over the generators in the gauge group. The field strengths are given by
W aµν = ∂µW
a
ν − ∂νW aµ + g2abcW bµW cν (2.3)
Bµν = ∂µBν − ∂νBµ, (2.4)
and the covariant derivatives for the left- and right-handed lepton fields are
DµLL =
(
∂µ − ig2TaW aµ − ig1Y Bµ
)
LL (2.5)
DµeR = (∂µ − ig1Y Bµ) eR. (2.6)
Where Ta are the generators of the gauge group, and g1 and g2 are the coupling constants for
electroweak interactions.
Adding the complex scalar field from Equation 2.1 adds an additional scalar part to the
Lagrangian,
L = (DµΦ)† (DµΦ)− V (Φ), (2.7)
where the first term is the kinetic term, and V (Φ) is the scalar potential. The exact form of
the scalar potential is not known, however, the simplest possible form that has the desired
properties can be used
V (Φ) = µ2Φ†Φ + λ
(
Φ†Φ
)2
. (2.8)
This form is an assumption that provides the required spontaneous symmetry breaking, while
remaining renormalizable. In order for the vacuum to be stable, λ must be positive. The
choice of the µ2 parameter affects the shape of the scalar potential, as shown in Figure 2.2.
In the configuration with µ2 > 0, the scalar potential is always positive, and the minimum
occurs at
〈0|Φ |0〉 =
0
0
 . (2.9)
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There is no spontaneous symmetry breaking is this scenario. On the other hand, if µ2 < 0, the
scalar potential takes on the famous “Mexican hat” shape, and the minimum of the potential
is no longer located at the origin. With the minimum of the scalar potential located away
from the origin, the neutral part of the scalar field acquires a vacuum expectation value (vev)
v,
〈0|Φ |0〉 = Φ0 = 1√
2
0
v
 , v =
√
−µ2
λ
. (2.10)
By acquiring a vev, electroweak symmetry is spontaneously broken. The green line in Fig-
ure 2.2, corresponds to the circle of minimum potential, represents the massless Goldstone
mode.
Figure 2.2: The scalar potential under two configurations. The configuration on the top shows
the case where µ2 > 0, where the scalar potential is always positive. In this
configuration, the scalar potential has a minimum at the origin. The configuration
with µ2 < 0 is shown on the bottom. In this case, the minimum of the scalar
potential occurs away from the origin [22].
Since the charged part of the scalar field does not acquire a vev, electromagnetism is not
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broken, leaving a remaining U(1)EM symmetry with a conserved charge of
Q = T3 +
Y
2
, (2.11)
corresponding to the electric charge.
Expanding the scalar field Φ around its minimum Φ0, one gets
Φ(x) =
1√
2
 0
v + h(x)
 , (2.12)
with h(x) being a new scalar field. Inserting this into the kinetic term of Equation 2.7, and
redefining the gauge fields as
W±µ =
1√
2
(
W 1µ ∓W 2µ
)
, (2.13)
Zµ =
1√
g21 + g
2
2
(
g2W
3
µ − g1Bµ
)
, (2.14)
Aµ =
1√
g21 + g
2
2
(
g2W
3
µ + g1Bµ
)
, (2.15)
where the redefined gauge fields correspond to the physical gauge bosons of electroweak theory,
the W±, Z, and the photon. The covariant derivative becomes
|DµΦ|2 = 1
2
(∂µH)
2
+
1
2
g22 (v +H)
2
W+µ W
µ− +
1
8
(v +H)
2 (
g21 + g
2
2
)
ZµZ
µ. (2.16)
It can be seen that the gauge bosons take on the following masses through their interactions
with the scalar field
MW =
1
2
vg2 (2.17)
MZ =
1
2
v
√
g21 + g
2
2 (2.18)
MA = 0 (2.19)
It is important to note that there is no term for the photon, implying it does not interact with
the scalar field, and therefore, does not pick up a mass term. Three of the degrees of freedom
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from the scalar field that would be Goldstone bosons have been absorbed by the gauge bosons,
giving them mass. There is one remaining degree of freedom, which becomes the Higgs boson.
The Higgs boson itself has mass, equal to
mH = 2λv
2 (2.20)
= 2µ2. (2.21)
This mass corresponds to the remaining degree of freedom in the scalar potential, where the
field can oscillate in the radial direction, as shown in Figure 2.3. The Higgs mass has no
other handles in the SM, and must be determined experimentally. It was found to be equal
to 125.09± 0.21(stat)± 0.11(syst) GeV by the ATLAS and CMS experiments [23].
Figure 2.3: The Higgs boson corresponds to an excitation in the radial direction of the scalar
potential [22].
The final piece to add to the SM are masses for the fermions, which are introduced through
Yukawa couplings between the fermion fields and the scalar field. An additional set of terms
are added to the Lagrangian for the interactions between the scalar field and the fermion
sector. The portion that represents the first generation of fermions is
LF = −GeL¯ΦeR −GdQ¯ΦdR −GuQ¯Φ˜uR + h.c.. (2.22)
There are copies of these terms for the second and third generations of fermions. A new term,
Φ˜ was introduced, which is the conjugate of Φ with negative hypercharge (Y = 1), and is
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equal to
Φ˜ = iτ2Φ
∗ (2.23)
=
1√
2
v + h
0
 . (2.24)
Substituting terms into Equation 2.22 gives
LF = − 1√
2
Ge(ν¯ e¯)
L
 0
v + h
 eR +Gd(u¯ d¯)
L
 0
v + h
 dR
+Gu
(
u¯ d¯
)
L
v + h
0
uR
+ h.c.
(2.25)
LF = − 1√
2
(v + h)
(
Gee¯LeR +Gdd¯LdR +Guu¯LuR
)
+ h.c.. (2.26)
Generic fermion mass terms are of the form mf¯LfR + h.c., so reading Equation 2.26, one
can see the fermion masses are
me =
Gev√
2
, mu =
Guv√
2
, md =
Gdv√
2
. (2.27)
The h is dropped because it is the remnant of the Higgs doublet, and expected to be negligible.
There are of course similar mass terms for the second and third generation fermions. Since
the neutrinos have no isospin, they do not interact with the scalar potential, and therefore,
do not pick up a mass. It should also be noted that the G’s, thus the fermion masses, are not
predicted by the SM, and the fermion masses must be measured, and put into the theory.
2.2 Shortcomings
While the SM has been a very successful theory in describing particles and their interactions
across many orders of magnitude, it does have some shortcomings. Some of these shortcom-
ings, such as the existence of dark matter, arise from experimental observations, which point
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toward potential problems with the SM. Others, such as the Hierarchy problem, arise from
parts of the SM that require unnatural, amounts of “fine tuning” of the parameters of the
theory.
2.2.1 Gravity
One (seemingly obvious) feature, missing from the SM is the gravitational force. This seems
counterintuitive because this is the force people are most familiar with, in their daily lives.
However, gravity remains a very weak force, compared to the electroweak force, and no suc-
cessful quantum theory of gravity has been created. A spin 2 graviton particle has been
proposed, which seems as if it can be added to the SM, but experiments have yet to observe
such a particle.
2.2.2 Dark matter and dark energy
Cosmological experiments over the past several decades[24, 25] have shown that observable
matter only makes up 5% of the observable universe. It is still unknown what makes up the
remaining 95%! The unknown component is generally broken up into two categories, based
on their expected properties. Dark matter is localized, and tends to be found in clumps, while
dark energy permeates all of space.
From the perspective of gravity, dark matter is expected to behave similar to normal
matter in that gravity exerts an attractive force on the dark matter. Dark matter differs in
that it does not interact via the electromagnetic force, which is why it is called “dark.” The
other properties of dark matter are unknown. It is possible that it interacts with the strong
or weak forces, however, this is by no means guaranteed.
Dark energy, on the other hand, opposes the force of gravity and appears to be responsible
for the acceleration of the expansion of the universe. The nature of dark energy is unknown.
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2.2.3 Neutrino masses
As shown in Section 2.1.4, the BEH mechanism leaves the neutrinos massless in the SM
because they have no chiral right-handed counterpart, and don’t have the Yukawa coupling
with the scalar field. Neutrino experiments have observed neutrino flavor oscillation [26].
For these oscillations to occur, the physical neutrino eigenstates must be a mixture of the
flavor eigenstates and have distinct masses. This provides evidence that there is a non-zero
mass for at least two of the three neutrino. Some of the proposed mechanisms to generate
massive neutrino masses with the SM are the addition of “sterile” right-handed neutrinos, or
the possibility that neutrinos are Majorana particles, and they are their own anti-particle.
2.2.4 Hierarchy problem
Several potential problems arise from the large differences in energy scale between the elec-
troweak scale (O(100) GeV), where experiments are able to effectively probe, and the Planck
scale (O(1018) GeV), where the effects of gravity can no longer be ignored, and the theory
is no longer valid as it stands. Because the scales are so different, the bare parameters of
the theory can differ from their renormalized values, or other values in the theory, by several
orders of magnitude. These problems are classified as “hierarchy problems,” and do not imme-
diately lead to contradictions, as the theory can remain consistent with these large differences.
However, in order to construct a consistent theory, one is required to accept a certain amount
of “fine tuning,” that many find unsatisfying.
A particularly famous hierarchy problem is associated with the mass of the Higgs boson.
Observed particles masses are a combination of the “bare” mass (tree level) and radiative cor-
rections from additional loop diagrams. The one-loop corrections to the Higgs mass are shown
in Figure 2.4. These loop momenta are cut off at the Planck scale, which leaves a lot of room
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Figure 2.4: One-loop quantum corrections to the Higgs boson mass. From left to right: contri-
bution from the Yukawa interaction; two contributions from the gauge interaction;
contribution from the Higgs self-interaction.
for the these radiative corrections to increase. Fermion and gauge boson masses are protected
from this high cutoff scale. Fermions are protected through chiral symmetry, and are only
logarithmically dependent on the cutoff scale. Gauge bosons are similarly protected through
the local gauge symmetry. The Higgs boson is a scalar, and has a quadratic dependence on
the cutoff scale.
The Higgs mass is observed to be at 125 GeV, so if the bare mass and the radiative
correction terms are truly at such a high scale, it would be a large coincidence if they simply
happen to cancel so precisely. While it is not impossible, it is extremely unlikely this would
happen. This is the essence of the fine tuning problem.
A way to remove the quadratic dependence on the Planck scale is to introduce new parti-
cles, which have the opposite loop behavior to their SM counterparts. This is the basic idea
of supersymmetry, which is discussed in Section 2.3.
2.3 Supersymmetry
Supersymmetry (SUSY) is a popular extension to the SM that describes the interactions
between the fermions and bosons with a quantum field theory [27, 28, 29, 30, 31, 32, 33,
34, 35, 36, 37, 38]. The idea behind SUSY was first proposed by Miyazawa, in 1966, to
relate mesons and baryons in the context of hadronic physics. During the early 1970s, it was
independently rediscovered in the context of quantum field theory by several research groups.
In this case, SUSY acts as a new spacetime symmetry relating the fermions and the bosons
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within the theory. SUSY is also needed for grand unified theories and string theories, where
it is necessary to have a link between particles of different spin.
2.3.1 Motivation
A new operator Q is defined to generate the transformations of fermions into bosons and
conversely bosons into fermions.
Q |fermion〉 = |boson〉
Q |boson〉 = |fermion〉
(2.28)
Since Q transforms a field between fermionic and bosonic states, it must have spin 1/2. The
operator also has the following commutation and anti-commutation relationships
{Q,Q†} = Pµ
{Q,Q} = {Q†, Q†} = 0
[Q,Pµ] = [Q†, Pµ] = 0,
(2.29)
where Pµ is the generator of spacetime transformations.
The particles are now arranged in “supermultiplets,” each containing a fermion and a
boson. Another effect of adding the Q generator is that new particles are added. Each su-
permultiplet contains one SM particle and one new field, and Q translates between the two
fields within a particular multiplet. Q and Q† commute with generators of the gauge transfor-
mations, so the particles within a supermultiplet have the same gauge transformations. This
implies that the supersymmetric partners undergo the same interactions as their SM coun-
terparts, with the same coupling strengths. Q and Q† also commute with Pµ, which implies
the supersymmetric partners have the same mass as the SM particles. This is clearly not the
case, as SUSY has not yet been observed at these low mass scales; thus, if supersymmetry is
a real symmetry of nature, it must be a broken symmetry.
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Despite being a broken symmetry, SUSY has some nice features, providing potential solu-
tions to some of the shortcomings of the SM listed in Section 2.2.
Hierarchy problem
The hierarchy problem may be addressed by supersymmetry through the addition of new,
massive particles which enter loop diagrams of the Higgs boson. These new particles
provide radiative corrections to the Higgs mass which have opposite sign compared to
the corrections from their SM counterparts. These radiative corrections can remove the
quadratic dependence on the Planck scale, preventing the Higgs mass from becoming
too large.
Dark matter
The SM does not include any particles with the properties necessary to describe the
dark matter content of the universe. By adding new, massive particles, SUSY can offer
a dark matter candidate. In many SUSY models, the lightest supersymmetric particle
(LSP) is massive, stable, and has no electric charge. These are exactly the properties
needed by a dark matter candidate! Even in models where the LSP is unstable, its
lifetime may be long enough to be consistent with a dark matter particle.
2.3.2 Formalism
In this section, the formalism of SUSY is briefly introduced. A more complete discussion of
the formalism is provided in References [39, 40, 41].
Within the supersymmetry framework, the fields representing the matter particles and
force propagators of the SM are placed into supermultiplets, along with their supersymmetric
counterparts, which have a spin differing by 1/2, but otherwise the same quantum numbers.
These supermultiplets, therefore, have one fermion and one boson each. Rather than for-
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mulating interactions between the fields directly, the supersymmetric Lagrangian formulates
interactions between superfields, resulting in several new terms.
The supermultiplets take on two forms. The simplest form including a two-component
Weyl fermion and a complex scalar field, and is called a “chiral” or “matter” superfield. This
class of supermultiplets describes the SM fermions, along with their supersymmetric partner,
the scalar fermion (sfermion). The scalar Higgs fields also form these types of supermultiplets.
Unlike the case of fermions, however, the Higgs fields have spin-0, and their partners, the
Higgsino, are fermions, with spin-1/2. The left- and right-handed fermions reside in different
multiplets. For this reason, the sfermions are assigned a “handedness” even though the concept
of handedness is somewhat ambiguous for a scalar particle. In this case, it simply refers to
the handedness of the fermionic partner.
The second class of supermultiplets, called a “gauge” or “vector” multiplet, and includes
a spin-1 gauge boson, and a massless spin-1/2 Weyl fermion. The supersymmetric partners
of the gauge bosons are fermions are called gauginos, and transform the same as their boson
counterparts under gauge transformations. Therefore, the left- and right-handed gauginos are
in the same supermultiplet.
As mentioned in Section 2.3.1, no supersymmetric particles have been observed with the
same mass as their SM counterparts; for this reason, if SUSY is a true symmetry of nature,
it must be broken. In order to solve the hierarchy problem, only soft SUSY breaking is
allowed, otherwise, quadratic divergences reappear. This means that the relation between
dimensionless coupling constants must still hold. This leaves only logarithmically diverging
terms of the form
∆m2H = m
2
soft
(
λ
16pi2
ln
Λ
msoft
+ ...
)
, (2.30)
msoft is related to the masses of the supersymmetric partners, so if the masses of the super-
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symmetric partners become too large, the corrections to the Higgs mass become large again,
reintroducing the hierarchy problem. This suggests at least some of the new particles must
be light to avoid the fine-tuning of the hierarchy problem.
2.3.3 Minimal supersymmetric Standard Model
In order to construct a minimal supersymmetric Standard Model (MSSM), the SM particles
must be placed into the context of supersymmetric multiplets. As discussed in Section 2.3.2,
there are two types of supermultiplets which can be used to construct the model, chiral
superfields, and gauge superfields. The SM fermions transform differently under the gauge
transformations depending on the chirality (left- or right- handedness); for this reason, the
SM fermions must be placed into chiral supermultiplets, where the left- and right-handed
particles are treated separately. The supersymmetric partners of the fermions have spin-0,
and are called scalar fermions, or sfermions. As with the SM fermions, the sfermions are made
up of the partners come in two types, called scalar quarks (squarks), which have color charge,
and scalar leptons (sleptons), which do not interact with the strong force. As the names
suggest, the squarks and sleptons are the supersymmetric counterparts of the SM quarks
and leptons. Despite the fact that these sfermions are scalar particles, they are assigned a
handedness, corresponding to the handedness of the SM counterpart. This should not be
confused with the particles being truly left- or right-handed chiral fields.
The gauge bosons have spin-1, and are placed in gauge supermultiplets with their super-
symmetric partners, the gauginos. The gauginos have spin-1/2, and are fermions. Unlike the
SM fermions however, the gauginos transform the same as the gauge bosons under gauge
transformations in a way that does not depend on the handedness of the particle.
The Higgs boson is the final particle to include in this MSSM. Since the Higgs boson is a
scalar, it must be placed into a chiral supermultiplet, with a fermion Higgsino. It should be
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noted that in the supersymmetric model, a single Higgs boson is not sufficient, and a second
chiral Higgs supermultiplet is added. A second supermultiplet is necessary due to the basic
structure of supersymmetric models and to cancel anomalies that arise due to the additional
symmetry breaking.
Structure
In the SM, the scalar field gives mass to the up-type quarks and the conjugate field gives
mass to the down-type quarks and charged leptons. In supersymmetric models, the
Higgs field has hypercharge Y = +1/2, and gives mass to the up-type quarks, however
the conjugate of the Higgs field no longer gives mass to the particles with negative
hypercharge. A second scalar field with hypercharge Y = −1/2 is added to give masses
to the down-type quarks and the charged leptons
Anomaly cancellation
In general, breaking a gauge symmetry of the Lagrangian can introduce anomalies and
cause the theory to be inconsistent. While the SM has several broken symmetries, it
remains a consistent theory because it satisfies the condition Tr
[
T 23 Y
]
= Tr
[
Y 3
]
= 0,
where the trace is run over the left-handed Weyl fermionic degrees of freedom. If a single
Higgsino field, with either Y = +1/2 or Y = −1/2 is added to the theory, the cancellation
is broken, and the theory becomes inconsistent. Adding a second Higgsino field with the
opposite hypercharge restores the cancellation.
The two Higgs superfields in the MSSM are named Hu and Hd, and have Y = +1/2 and
Y = −1/2 respectively. The subscript represents the types of quark which interact with the
Higgsino field. The additional Higgs fields adds four more degrees of freedom to the MSSM,
which adds four additional Higgs bosons (five in total).
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The full list of chiral and gauge supermultiplets contained in the MSSM are shown in
Tables 2.2 and 2.3. It should also be noted that, just as the W 3 and B fields of the SM mix
to form the photon and the Z boson, the neutral (charged) gauginos and Higgsinos mix to
form the neutralinos (charginos).
Table 2.2: Summary of the chiral supermultiplet fields in the MSSM [39].
Names Spin 0 Spin 1/2 SU(3)C,SU(2)L,U(1)Y
Squarks, quarks Q
(
u˜L, d˜L
)
(uL, dL) 3,2, 1/3
(3 families) u¯ ˜¯uL = u˜
†
R u¯L = (uR)
c
3,1,−4/3
d¯ ˜¯dL = d˜
†
R d¯L = (dR)
c
3,1, 2/3
Sleptons, leptons L (ν˜e,L, e˜L) (nue,L, eL) 1,2,−1
(3 families) e¯ ˜¯eL = e˜
†
R e¯L = (eR)
c
1,1, 2
Higgs, Higgsinos Hu
(
H+u , H
0
u
) (
H˜+u , H˜
0
u
)
1,2, 1
Hd
(
H0d , H
−
d
) (
H˜0d , H˜
−
d
)
1,2,−1
Table 2.3: Summary of the gauge supermultiplet fields in the MSSM [39].
Names Spin 1/2 Spin 1 SU(3)C,SU(2)L,U(1)Y
Gluinos, gluons g˜ g 8,1, 0
Wino, W boson W˜±, W˜ 0 W±,W 0 1,3, 0
Bino, B boson B˜ B 1,1, 0
2.3.4 Supersymmetric Lagrangian
In constructing a supersymmetric model, a new Lagrangian is constructed, with kinetic and
interaction terms. The kinetic terms of a supersymmetric Lagrangian are of the form
Lkinetic = −1
4
GaµνG
µν
a + G˜
†aiσ¯µDµG˜a + f†iiσ¯µDµfi − (Dµφi)†Dµφi, (2.31)
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where G and G˜ represent any gauge boson and gaugino in the theory respectively, f is any
fermion, and φ is any scaler field.
The interaction terms are written in terms of a superpotential W, and take the form.
Lint = −
∑
i
∣∣∣∣∂W∂zi
∣∣∣∣2 − 12 ∑
ij
(
f¯i
∂2W
∂zi∂zj
fj + h.c.
)
. (2.32)
zi are the superfields of theory, and the theory is specified by W. The particular form of W
that leads to the MSSM is
W =
∑
ij
(−Y uij u¯iHu ·Qj + Y dij d¯iHd ·Qj + Y `ij e¯iHd ·Qj + µHu ·Hd) , (2.33)
where Yij are Yukawa couplings among generations, and the superscript is a label for the type
of interaction rather than an index to be summed over. The first three terms are generaliza-
tions of SM Yukawa interactions. The last term is the globally supersymmetric mass for the
Higgs fields.
2.3.5 R-Parity
The extension of the Standard Model of particle physics with supersymmetry immediately
leads to processes that violate both baryon number (B) and lepton number (L) conserva-
tion. In addition to the interaction terms given in Equation 2.32, the most general MSSM
Lagrangian may contain terms such as
W∆L=1 =
1
2
λijkLiLj e¯k + λ
′ijkLiQj d¯k + µ′iLiHu, (2.34)
W∆B=1 =
1
2
λ′′ijku¯id¯j d¯k, (2.35)
where i, j, k indicate the family indices. If both the lepton number violating and baryon
number violating terms are allowed to contribute, the interactions lead to rapid proton decay
(p → pi0e+, and lepton-number-violating processes, such as unseen decays of µ → eγ, in
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conflict with experimental bounds. A conventional assumption to prevent these processes is
to impose conservation of R-parity [42, 43, 44, 45, 46], defined as
R = (−1)3(B−L)+2s, (2.36)
where s is the spin of the particle. This has a value of +1 for Standard Model particles and −1
for SUSY particles. In this case, SUSY particles are produced in pairs, and the LSP is stable.
Furthermore, the stable LSP cannot carry electric charge or color charge without coming into
conflict with astrophysical data. A stable LSP also serves as a viable dark matter candidate.
At the LHC, the conventional experimental signature for SUSY particles includes significant
missing transverse momentum due to the non-interaction of the LSP with the detector.
2.4 B-L extension
While R-Parity conservation does prevent the rapid decay of the proton, it is a rather strict
requirement. There exist alternative approaches, that accomplish the same goal, but allow for
some of the interactions described in Equations 2.34 and 2.35. One such approach is to add a
local symmetry U(1)B−L to the SU(3)C × SU(2)L × U(1)Y SM with right-handed neutrinos.
The minimal supersymmetric extension then only needs a vacuum expectation value for a
right-handed sneutrino in order to spontaneously break the B − L symmetry [47, 48, 49, 50,
51, 52, 53, 54, 55, 56, 57, 58]. This minimal B−L model violates lepton number conservation,
but not baryon number conservation, and is consistent with proton stability and the bounds
on lepton number violation. The LSP can now decay via R-parity-violating (RPV) processes,
and may now carry color and electric charge.
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Figure 2.5: The allowed branching ratios for the stop LSP for various choices of the neutrino
mass hierarchy and sin2 θ23, obtained by varying various model parameters within
a range of natural values shown in Table 2.4 [12].
2.4.1 Phenomenology
This leads to unique signatures [59, 60, 58, 61, 62] that are disallowed in conventional models
with R-parity conservation. The case where the LSP is a scalar top (stop) is most interest-
ing. Since the top quark is the heaviest SM particle, the lightest stop must be reasonably
light in order to cancel the radiative corrections to the Higgs mass. Since the other quarks
are significantly lighter, the other squarks may be heavy without introducing too much fine
tuning [63, 64]. The stop decays via an RPV interaction to a charged lepton (of any flavor)
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and a b-quark. The decay branching fractions to eb, µb, and τb may be different, in a manner
related to the neutrino mass hierarchy seen in Figure 2.5. Each point in this plot represents a
simulation with a particular choice of model parameters, all varied within a natural range of
values, shown in Table 2.4, and the four colors represent different choices for the neutrino mass
hierarchy and sin2 θ23 [12, 13]. There is a clear relation between the neutrino mass hierarchy
and the allowed stop branching ratios. If a stop consistent with this model is discovered, its
properties could potentially give information about the structure of the neutrino sector.
Table 2.4: Ranges for the parameter scan used to generate the simulated models shown in
Figures 2.5 and 2.6. The neutrino sector constrains all but one of the R-parity
violating parameters, which is chosen to be i where the generational index, i, is
also scanned to avoid any biases. “NH” and “IH” represent the normal and inverted
neutrino mass hierarchy respectively [12].
Parameter Range
M3 [ TeV] 1.5− 10
MZR [ TeV] 2.5− 10
tanβ 2− 55
µ [ GeV] 150− 1000
mt˜1 [ GeV] 400− 1000
θt [
◦] 0− 90
|i| [ GeV] 10−4 − 1
arg(i) [
◦] 0− 360
i 1− 3
ξ0, ξ3 −1, 1
δ, α [◦] 0− 360
Neutrino Hierarchy NH, IH
Within this model, a stop LSP can decay in one of two ways, depending on the handedness
of the stop. A right-handed stop decays to a top quark and a right-handed neutrino with a
coupling strength proportional to vacuum expectation value (vev) of the left-handed sneutrino
mass. This must be small because the left-handed sneutrino interacts with the W and Z
bosons, and a large vev would result in these bosons gaining additional mass. A purely left-
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handed stop decays to a b-quark and a lepton with the coupling strength proportional to the
vev of the right-handed sneutrino, which may be large, as the right-handed sneutrino does not
couple to the electroweak bosons. In the scenario where the stop LSP is an admixture of left-
and right-handed stops, the preferred decay mode depends on the stop mixing angle (θt). This
dependence is plotted in Figure 2.6(a), which shows the ratio Br(t˜→tν)/Br(t˜→b`) versus θt. Each
point represents a simulation with a particular choice of model parameters, again scanning
over the natural values in Table 2.4. The t˜→ b` decay is the dominant decay mode for mixing
angles less than about 80◦, where the LSP stop is mostly right handed, and the t˜→ tν decay
becomes significant. The t˜→ b` decay is still non-negligible for a mostly right-handed stop in
many of the simulated models, however [12, 13].
The analysis described in this thesis focuses on the t˜→ b` decay as it is preferred for most
of parameter space. Additionally, if the t˜ → tν decay is significant, the decay of stop pairs
would lead to final states with tt¯ associated with large missing energy, which is the same final
state as stop pair production with R-Parity conserving decays, and the limits from traditional
stop searches can be reinterpreted for this model.
It is also reasonable to assume the stop decays in this model are prompt, and decay with
a negligible impact parameter, as shown in Figure 2.6(b). For most natural models, the stop
is expected to have a decay length of less than 10−3 mm; in particular, this is true for models
where the stop is not mostly right-handed (θt ≤ 80◦]) [12, 13].
In this B − L extension to the MSSM, the R-Parity conserving terms are the same as the
traditional MSSM model, and have larger coupling strength than the R-Parity violating terms.
Therefore, stop pair production has the same production cross section as in the traditional
MSSM. The expected production cross sections are shown in Figure 2.7. If the stop is assumed
to be the LSP, it must decay via an R-Parity violating interaction.
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(a) Stop branching ratio
(b) Stop decay length
Figure 2.6: The stop decay branching ratio (a) and stop decay length (b) versus the stop
mixing angle, assuming the stop is the LSP. Each point represents a simulation
with a particular choice of model parameters, which are sampled from a range of
natural values [12].
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Figure 2.7: Stop cross sections and their associated uncertainties [65, 66, 67].
2.4.2 Previous results
The results from existing leptoquark searches performed at ATLAS were re-interpreted in the
context of this B − L SUSY model, and the limits obtained on the minimum allowable stop
mass across the plane of physical stop branching ratios are shown in Figure 2.8 [12, 13]. The
phenomenological reinterpretation used to produce the limits shown in Figure 2.8 assumes
the stop is the LSP, and it decays to a b-quark and a lepton. Previous leptoquark searches,
including those used to obtain these mass limits, targeted models where the decay products
of the leptoquark are in the same generation. As a result, b-tagging is only required in events
associated with a τ lepton, and events with a light lepton simply require a jet, regardless of
the flavor. Additionally, previous leptoquark searches only consider decays to a single lepton
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flavor, resulting in final states with either two leptons of the same flavor and two jets, or a
single charged lepton and at least one jet. Previous analyses did not consider final states with
two charged leptons with different flavors (eµ) and at least two jets [4, 5, 6, 9, 10, 11, 68]. A
dedicated search requiring b-tagged jets associated with light leptons (electrons and muons),
and considering different flavored leptons in the final state provides additional sensitivity to
this model, as well as other models which result in final states with b-quarks and light leptons
in the final state.
Figure 2.8: Limits on the stop mass obtained by reinterpreting leptoquark searches performed
at ATLAS. The mass limits assume the stop is the LSP, and decays to a b-quark
and a lepton [12].
Chapter 3
The Large Hadron Collider and the
ATLAS experiment
As the name suggests, the Large Hadron Collider (LHC) is a particle collider,
which collides particles at very high energies. There are four major experiments,
including ATLAS, which collect and study data generated from these particle
collisions in an effort to study the properties of nature, and search for signs of
physics beyond the Standard Model. This chapter gives a brief introduction to the
LHC machine, and the ATLAS experiment.
3.1 The LHC machine
The LHC [69] is circular particle accelerator, with a circumference of 27 km, built 100 m
underground, underneath the French-Swiss border near the city of Geneva, Switzerland, shown
in Figure 3.1. The LHC is operated by the European Organization for Nuclear Research
(CERN1). The LHC became fully operational in 2010, providing proton-proton collisions to
the experiments along the ring at an record high center-of-mass energy of 7 TeV. In 2012, the
energy was increased to 8 TeV.
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Figure 3.1: Areal view of the Geneva area with an overlaid drawing of the LHC and experi-
ments [70].
Four major experiments are positioned around the LHC to collect and analyze data from
the hadron collisions. The experiments include ATLAS [71], CMS [72], ALICE [73], and
LHCb [74]. ATLAS and CMS are designed to be “general purpose experiments,” searching
for physics beyond the Standard Model which may present itself in many ways. The two
experiments complement each other by providing independent results, which can be verified
against the each other. ALICE is designed to study the heavy ion (lead nuclei) collisions, in-
cluding the properties of a quark-gluon plasma. The LHCb experiment is primarily interested
in studying the physics of b-hadrons.
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Figure 3.2: Schematic view of the CERN accelerator complex [75].
3.1.1 CERN accelerator complex
The LHC is only the final stage in a series of accelerators, operated by CERN, used to provide
high energy particle collisions. For proton-proton collisions, protons begin in the Linac 2
linear accelerator, where they are accelerated to an energy of 50 MeV per proton. From there,
the protons are fed through several circular accelerators, including the Proton Synchrotron
Booster (PSB), Proton Synchrotron (PS), and the Super Proton Synchrotron (SPS), where
the protons are accelerated to energies of 1.4 GeV, 25 GeV, and 450 GeV respectively. At this
stage, the protons are injected into the LHC accelerator, where in 2012, they were accelerated
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to an energy of 4 TeV per proton, and finally collided. A schematic of the CERN accelerator
complex, and how the individual accelerators link to one another is shown in Figure 3.2.
3.1.2 LHC beam conditions
Rather than a constant stream of protons, the protons in the LHC are separated into over
1000 bunches, each containing over 1011 protons. In each of the interaction points around
the LHC ring, proton bunches cross onces every 50 ns, where each crossing leads to potential
collisions between the constituent protons. The instantaneous luminosity of collisions in these
bunch crossings is given by
Linstantaneous = N1N2nbfrev
4piσxσy
F, (3.1)
where N1,2 are the number of protons per bunch (about 10
11), nb is the number of bunches
(up to 2808, though only 1404 for 50 ns operation), frev is the revolution frequency of each
bunch (about 11,245 Hz), σx,y is the width of the beam (about 20 µm after being brought
into focus by strong quadrapole magnets near the collision point), and F is a reduction factor,
accounting for the fact that the beams cross at an angle, rather than head-on. The proton
beams tend to spread over time out as they circulate and undergo collisions, increasing σx,y,
and reducing the instantaneous luminosity. Typically, the LHC is filled with proton beams at
an injection energy of 450 GeV, then the proton beams are accelerated to the full energy of
4 TeV per beam in 2012, then the two counter-rotating proton beams are brought into collision
for a period of several hours for stable data-taking by the experiments, and then finally the
beams are dumped when the instantaneous luminosity has fallen below some threshold.
Figure 3.3 shows that the instantaneous luminosity of proton-proton collisions provided to
ATLAS by the LHC increased throughout the running period as the machine was thoroughly
tested and better understood. This is accomplished by adding more protons, and squeezing
3. The LHC and ATLAS 36
Month in 2010                          Month in 2011                          Month in 2012
Jan Apr Jul Oct Jan Apr Jul Oct Jan Apr Jul Oct
]
-
1
 
s
-
2
 
cm
33
Pe
ak
 L
um
in
os
ity
 [1
0
0
2
4
6
8
10
 = 7 TeVs  = 7 TeVs  = 8 TeVs
ATLAS
Online Luminosity
Figure 3.3: Instantaneous luminosity collected by the ATLAS detector throughout Run 1 [76].
the beams into a smaller area for the collisions. The higher instantaneous luminosity allowed
for faster data collection in later running periods, but came at the cost of a larger number of
interactions per crossing, seen in Figure 3.4.
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Figure 3.4: (Left) Integrated luminosity of proton-proton collision data collected by ATLAS
during the three years of Run 1. The rate of data collection was increased in part
by increasing the number of interactions per crossing (right).
3.2 The ATLAS experiment
ATLAS is one of the two general purpose experiments, which collect and analyze data from
LHC collisions [71]. ATLAS is located at interaction point 1 of the LHC, across the street
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Figure 3.5: The ATLAS experiment [77].
from the CERN Meyrin campus. The experiment is made up of many “sub-detectors,” using
an array of technologies, which work together to reconstruct the collision events. Figure 3.5
shows a cut-away diagram of the ATLAS experiment, highlighting the various sub-detectors.
Starting from the interaction point, and moving outward, the sub-detectors are grouped into
three main categories, an inner detector (Section 3.2.2), used to measure the trajectory of
charged particles, the calorimetry system (Section 3.2.3), which records the energy deposition
of particles, and a muon spectrometer (Section 3.2.4) which is used to identify and track
muons. These systems and their components are described in more detail in the coming
sections.
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3.2.1 Coordinate system
ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point
(IP) in the center of the detector and the z-axis along the beam pipe. The x-axis points from
the IP to the center of the LHC ring, and the y-axis points upward. Cylindrical coordinates
(R,φ) are used in the transverse plane, φ being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar θ angle as
η = − ln
[
tan
(
θ
2
)]
. (3.2)
where η is preferred over θ because particle production is roughly constant in η at a hadron
collider. The distance parameter (in η-φ space)
∆R =
√
(∆η)2 + (∆φ)2 (3.3)
is used when measuring the distance between signatures in the detector.
3.2.2 Inner detector
The inner detector (ID) comprises the three innermost sub-detectors of ATLAS, the pixel
detector, silicon semiconductor tracker (SCT), and the transition radiation tracker (TRT),
shown in Figure 3.6. The passage of high energy charged particles is detected from the
electron-hole pairs produced in the silicon semiconductor sensors of the pixel and SCT, and
from the ionization production in the gas-filled straws of the TRT The three sub-detectors are
described in Sections 3.2.2.1 to 3.2.2.3, and tracking is reviewed in Section 3.2.2.4.
3.2.2.1 Pixel detector
The pixel detector, shown in Figure 3.7, is the closest sub-detector in ATLAS to the interaction
point. It uses silicon pixel technology to provide high granularity for precision tracking. The
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Figure 3.6: Schematic of the inner detector of the ATLAS experiment. The barrel (top) and
endcap (bottom) are show separately. The inner detector is made up of layers,
consisting of the silicon pixels, the silicon semiconductor tracker (SCT), and the
transition radiation tracker (TRT) [78].
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Figure 3.7: The Silicon pixel tracker of the ATLAS experiment [79].
detector consists of three barrel layers, at radii of 50.5 mm, 88.5 mm, and 122.5 mm, and
three disks on either side of the barrel, with mean z-values of 495 mm, 580 mm, and 650 mm.
The pixel detector provides coverage up to |η| = 2.5. In total, there are 80× 106 channels in
the pixel detector, each with a nominal pixel size is 50 µm in the φ dimension, and 400 µm
in z [80].
3.2.2.2 Silicon semiconductor tracker
The SCT, shown in Figure 3.8, is also made of silicon detectors, but rather than pixels, the
SCT uses microstrip technology. The detector is made up of four double layers in the barrel,
and nine endcap layers on each side of the barrel. The SCT provides coverage up to |η| = 2.5.
A charged particle has, on average, eight hits in the SCT, with each hit in the barrel (endcap)
having a resolution of 17 µm in the r − φ (z − φ) plane, and 580 µm in the z (r) dimension.
There are 6.3 million read-out channels in the SCT.
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Figure 3.8: Photograph of the silicon semiconductor tracker of the ATLAS experiment [81].
3.2.2.3 Transition radiation tracker
The TRT, shown during the commissioning process in Figure 3.9 makes up the largest and
outer layer of the ID, and is used for both tracking and particle identification. The TRT
covers up to |η| = 2.0. The TRT employs 350,000 straws filled with a gas mixture made up
of Xe (70%), CO2 (27%), and O2 (3%). Each straw of the TRT is 4 mm in diameter and has
at its center a 30 µm diameter gold-plated tungsten wire at ground potential. The outer wall
of the straw is a cathode at −1530 V, leading to an electric field that separates the ionized
electrons and ions, and a large gas gain of 2.5× 104 in the high field region close to the wire.
The TRT has a less precise resolution than the silicon trackers, but a charged particle
track may have more than 30 TRT hits and a large lever arm out to 1.1 m from the beamline
The TRT barrel has a precision of 130 µm in the r − φ plane, but much worse resolution z
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Figure 3.9: Photograph of the transition radiation tracker of the ATLAS experiment during
its commissioning [82].
since there is little segmentation in this dimension.
The TRT is also designed for use in particle identification. Transition radiation (TR) is
emitted when a charged particle crosses a boundary between media with different dielectric
constants. The amount of TR is proportional to the Lorentz γ factor, which is in turn related
to the particle mass. Electrons are roughly 200 times less massive than pions, so have a higher
probability to emit TR while crossing a boundary. The space between the TRT straws is filled
with radiator material providing many such boundaries to facilitate TR. Xe was chosen as the
active gas because it has a large absorption cross section for TR photons. The absorption of
the additional TR photons induces more ionization, and therefore, more charge to build up
on the wire. All this results in a larger signal, which can be detected by the TRT front-end
electronics. The TRT operates with two threshold values (low- and high-threshold). The
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low-threshold is used for tracking, and is tuned for the typical amount of ionization from a
charged particle passing through the TRT straws. The high-threshold is tuned to register the
larger signal when the Xe gas absorbs the TR photons. The fraction of TRT hits associated
with a charged particle track that exceed the high-threshold is a discriminating variable used
to identify electrons.
3.2.2.4 Tracking
The ID is used to reconstruct the trajectory of charged particles. The individual measurements
made along the trajectory of the charged particle are referred to as “hits.” Hits from the
three ID sub-detectors are combined into tracks using Kalman filtering tools which account
for multiple scattering as a particle traverses the ID [83, 84].
The ID is enclosed inside a solenoid magnet, with a field strength of 2 T. The magnetic
field bends the trajectory of moving charged particles perpendicular to the field direction
according to ~F = q~v × ~B. The magnetic field is pointing along the direction of the beam, so
charged particles coming from the interaction point will form a helix, with radius of curvature
determined by the transverse momentum (pT). Particles with low pT will bend more than
those with higher pT. As the particle pT increases, the track becomes closer to a straight line.
The pT of charged particle tracks is related to the radius of curvature by
pT = q ·B · r. (3.4)
It should be noted that we actually measure the sagitta of the arc (which is the amount the
measured arc bows from a cord) for the hits on a particle’s trajectory. The sagitta is inversely
proportional to the radius of curvature (s = L
2
8r where L is the length of the cord, or lever-arm)
and s is the sagitta). Thus the uncertainty on the pT is proportional to the square of the
pT. This is usually written as the relative momentum resolution being proportional to the
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pT of the particle (
∆pT
pT
∝ pT). The uncertainty on the sagitta decreases with better position
resolution for each hit, higher number of hits, stronger magnetic field and larger radius for
tracking. Although the position resolution of the TRT is worse per hit than for the silicon
detectors, the TRT does provide a large number of hits (about 30) per track and doubles the
active tracking radius. The TRT is in fact critical to obtaining the best possible momentum
resolution at high pT.
3.2.3 Calorimetry
Figure 3.10: Schematic of the calorimeter system of the ATLAS experiment. The calorimetry
system is comprises the electromagnetic calorimeter, and a hadronic calorime-
ter [71].
The calorimetry system, situated outside the ID and the solenoid, is shown in Figure 3.10.
The calorimetry systems of ATLAS are designed to complement one another and offer full
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coverage in the φ, and pseudorapidity coverage up to |η| = 4.9. The objective of the calorime-
ters is to stop particles like electrons, photons, and hadrons and measure their energy. ATLAS
uses “sampling calorimeters,” which absorb a fraction of the total energy, and must infer the
full shower energy. This is achieved using a dense absorber material to initiate a shower, and
an active material to sample the energy deposition.
The calorimetry system is broken up into three sub-systems, the electromagnetic calorime-
ter (EM calorimeter), the hadronic calorimeter, and the forward calorimeter (FCal). Each of
the sub-systems employ different absorber and active materials.
A calorimeter samples the scintillation light or ionization from the charged particles in
the shower, and the number of charged particles in the shower increases with energy. Thus
the relative energy resolution of the calorimeter is inversely proportional to the square root of
the incident particle’s energy (∆EE ∝ 1√E ). It is important to note that the energy resolution
of calorimeters improves with increasing energy, while the momentum resolution of tracking
detectors worsens with increasing pT. Thus the relative energy resolution of electrons and jets
will improve with increasing energy, while the relative momentum resolution of muons will
worsen with increasing pT.
3.2.3.1 Electromagnetic calorimeter
The EM calorimeter is used to stop and measure the energy of electrons, positrons, and
photons. It is broken into a barrel component, covering |η| < 1.5, and two endcaps, covering
1.4 < |η| < 3.2. Lead plates are used as an absorber material, and the active material is liquid
argon (LAr). A pre-sampler is installed in the region |η| < 1.8 to sample energy from showers
initiated before the first absorber plate.
The active material is arranged in an accordion-style geometry to ensure full coverage in
φ. The barrel region is further sub-divided into three layers, with differing granularity. The
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first layer has the finest granularity, being arranged in strip-shaped cells with ∆η × ∆φ =
0.025/8 × 0.1. This level of granularity provides good position resolution, which is useful in
particle identification to discriminate between photons and neutral pions. The second layer is
arranged in square cells, measuring ∆η ×∆φ = 0.025 × 0.025. Layer 2 is the thickest layer,
with 16 radiation lengths. The third layer is coarser than the previous layers (∆η × ∆φ =
0.050× 0.025), and is used to capture any remaining energy from the electromagnetic shower.
3.2.3.2 Hadronic calorimeter
The hadronic calorimeter is also broken up into barrel and endcap sections, but in this case,
the two regions use different materials. The barrel section covers a region with |η| < 1.7,
and uses steel absorbers and scintillating tiles as an active material. The endcaps use copper
plates as an absorber material, and LAr for the active material. The hadronic calorimeter
endcaps span 1.5 < |η| < 3.2.
3.2.3.3 Forward calorimeter
The FCal captures energy from particles in the very forward region (3.1 < |η| < 4.9). It is
made up of three layers in each endcap, each using LAr as the active material. The first layer
uses coper absorber, while the second and third layers utilize a tungsten absorption material.
3.2.4 Muon spectrometer
The muon spectrometer (MS) comprises the four sub-detectors of the ATLAS experiment
furthest from the interaction point, and is shown in Figure 3.11. Unlike electrons, muons are
too massive to lose energy by radiation in the calorimeters. Muons only lose a very small
amount of energy by ionization in the calorimeters and escape the calorimeters into the muon
spectrometer. The MS has coverage up to |η| = 2.7, and is designed to make precision tracking
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Figure 3.11: Schematic of the muon systems of the ATLAS experiment [85].
measurements of the muon trajectory and momentum. A strong magnetic field is generated
by eight large toroidal magnets in the barrel, and two endcap toroid systems. The magnetic
field is situated such that the muons bend in the η direction. The four sub-detectors of the
MS are
Monitored drift tubes (MDTs): Approximately 370,000 drift tubes, each with diameter
of 30 mm, and made of aluminum with a wire in the middle. The gas in the tube is
ionized in the presence of a muon, and attracted to the wire in the center of the tube,
leading to a measurable signal, which is read out by the electronics. The MDTs span
the full range of the MS system, |η| < 2.7.
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Cathode strip chambers (CSCs): Chambers, consisting anode wires and cathode strips.
As a muon passes through a CSC, the gas within the chamber is ionized, and drifts
toward the cathode strips, where the signal is read out. The relative size of the signal
on adjacent strips is used to determine the location of the hit. The CSCs are located
closer to the interaction point than the MDTs, in the region 2.0 < |η| < 2.7.
Resistive plate chambers (RPCs): Consist of two resistive plates with a small gap, filled
with gas. The gas is ionized in the presence of a muon, and drifts toward one of the
plates. This results in a fast signature that can be used for triggering.
Thin gap chambers (TGCs): A multiple wire proportional counter used for triggering in
the endcap region.
3.3 Trigger system
In 2012, the LHC delivered proton collisions every 50 ns, corresponding to 20 MHz. Not only
are most of these collisions already well-understood, ATLAS does not have the bandwidth or
computing resources to read out every event, and reconstruct them for oﬄine use. The trigger
system uses a three step process to select only the rare potentially interesting events to reduce
the data rate to something manageable.
The ATLAS trigger system includes a level 1 (L1) trigger, implemented in hardware, which
is required to be fast. Only information from the calorimetry system and the MS is used in the
L1 trigger since tracking takes too long to process. The second (level 2) and third (event filter)
stages are referred to, collectively, as the high level trigger (HLT), and are implemented in
computer farms, away from the ATLAS detector. These still have strict latency requirements,
but they are allowed to take more time than L1. The level 2 stage includes the information
in a region of interest (ROI) produced by the L1 trigger, and the event filter is able to use the
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full detector information, and run full event reconstruction. The specifications of each trigger
level are given in Table 3.1.
Table 3.1: Specifications of the three levels of the ATLAS trigger system.
System Input Output Reduction Latency
Level 1 20 MHz 70 kHz 300x 2.5 µs
Level 2 70 kHz 5 kHz 15x 75 ms
Event filter 5 kHz 700 Hz 7x 1 s
3.4 Event reconstruction and object identification
Figure 3.12: Schematic view of the signatures left in the various sub-detectors of ATLAS in
response to the primary particles which pass through it [86].
3. The LHC and ATLAS 50
Particles created during collision events, and their decay products leave signatures in
the various sub-detectors of ATLAS. In order to perform a physics analysis, these detector
signatures are identified translated into reconstructed objects with calibrated momentum and
energy measurements. Figure 3.12 shows a simplified diagram of the detector signatures left
by various classes of particles.
The analysis described in this thesis relies on identified electrons (Section 3.4.1), muons (Sec-
tion 3.4.2), jets (Section 3.4.3), and missing transverse momentum (Section 3.4.4). Flavor tag-
ging (Section 3.4.3.1) is also used to identify the jets originating from the decay of B-hadrons.
These signatures are described in more detail in the upcoming sections.
3.4.1 Electrons
Electrons pass through the inner detector, leaving behind hits, and deposit a shower of energy
in the EM calorimeter. The hits are combined to form a track, as described in Section 3.2.2.4,
which points toward the EM shower. This signature can be faked by many charge particles,
such as charged pions, so selection criteria are placed on the track and the shower shape
to ensure the particle is indeed an electron. For instance, the EM shower from electrons
is expected to be narrow, and the shower is expected to be fully absorbed within the EM
calorimeter, resulting in little to no energy in the hadronic calorimeter. Additionally, electrons
are more likely to emit TR photons while traversing through the TRT, resulting in some of
the TRT hits passing the high-threshold. Heavier particles will have fewer high-threshold hits,
so a requirement is placed on the fraction of TRT hits exceeding this high-threshold.
3.4.2 Muons
Muons are the only charged particle able to reach the outermost detectors of ATLAS (the MS)
while deposit little energy in the calorimetry system. A muon is identified as a track in the
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ID, and a track in the MS, which are consistent with one another. Quality criteria are placed
on both the ID and MS track segments. The analysis described in this thesis uses the Staco
Combined algorithm, which takes the two track segments as inputs, and performs a statistical
combination to obtain a combined muon track.
3.4.3 Jets
Quarks and gluons produced during a proton-proton collision will hadronize, producing a
collimated shower of charged and neutral hadrons. This spray of hadrons is collectively referred
to as a jet. Jets are reconstructed using the anti-kt algorithm [87, 88] with a radius parameter
R = 0.4 from calibrated clusters of energy deposits in the calorimeters. The differences
in calorimeter response between electrons, photons and hadrons are taken into account by
classifying each cluster, prior to the jet reconstruction, as coming from an electromagnetic or
hadronic shower on the basis of its shape [89]. The jet energy thus accounts for electromagnetic
and hadronic energy deposits at the cluster level with correction factors derived from MC
simulation. A further correction, used to calibrate the jet energy to the scale of its constituent
particles, JES [89, 90], is then applied. The impact of pileup is accounted for using a technique,
based on jet areas, that provides an event-by-event and jet-by-jet correction [91].
In order to reduce contamination from jets produced by pileup, the scalar sum of the pT
of the tracks matched to the jet and originating from the primary vertex must be at least 50%
of the scalar sum of the pT of all tracks matched to the jet. This criterion is only applied to
jets with pT < 50 GeV and |η| < 2.4.
3.4.3.1 Flavor tagging
Jets originating from B-hadrons can be distinguished from those originating from light quarks
and gluons due to the relatively long lifetime of around 1.5 ps. For example, a B-hadron with
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mass 5 GeV and energy of 100 GeV would have a time dilation gamma factor (E/m) of about
20, so it would travel about 9 mm before decaying into several particles. The identification
of b-jets uses the MV1 flavor tagging algorithm [92, 93], which is based on an artificial neural
network algorithm that exploits the impact parameters of charged particle tracks from the
decay products of the B-hadrons, the parameters of reconstructed secondary vertices, and the
topology of b- and c-hadron decays inside a jet. The operating point corresponds to an overall
80% b-tagging efficiency, as measured in simulated tt¯ events, a rejection factor of 25 for jets
originating from light quarks or gluons, and a rejection factor of 3 for jets originating from
charm quarks.
3.4.4 Missing energy
Some particles such as neutrinos, and potentially new particles such as neutralinos, do not
interact with the detector at all, and instead escape without being measured at all. The
existence of these particles can be identified as an imbalance in vector sum of the momentum in
an event, obtained from the negative vector sum of the reconstructed calibrated physics objects
and “soft terms,” consisting of calorimeter energy clusters not associated with reconstructed
objects. This is denoted as missing transverse momentum, and the symbol EmissT is used for
its magnitude [94].
Conservation of momentum before and after the collision can be used to infer the mo-
mentum of the missing particles. This works well in the transverse plane to the beam, where
the initial transverse momentum of the beams is zero, but not along the beamline since the
fraction of momentum carried by the colliding constituents of the proton is unknown.
Chapter 4
Monte Carlo simulation
Monte Carlo (MC) simulations are an important tool for particle physics experi-
ments. MC techniques are used to simulate the physics processes that occur during
particle collisions. These simulated events also include the interactions of the de-
cay products in the detector, and can be used to tune the selection of an analysis,
estimate the expected event yields and kinematic shapes, and ultimately, evaluate
the expected sensitivity of a particular search. MC simulation of background and
signal processes are used on ATLAS. This chapter introduces some of the basic
concepts of event generation, but focuses on the generation of the B−L stop pairs
from the model described in Section 2.4.
MC simulation of particle physics events can be broken into two major parts. The
first step is the event generation, described in Section 4.1. In the event generation
stage, the actual Physics processes that occur as a result of the collision are simu-
lated. This includes the hard and soft interaction as well as the resulting decay of
any unstable particles, and finally the hadronization of any decay products with
color charge. As in the real detector, once the proton collisions are simulated, the
decay products travel through the detector, and may leave a measurable signature
which can be measured. The simulation of these material interactions with the
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detector is discussed in Section 4.2.
4.1 Event Generation
Before discussing the details of event generation, it is useful to first introduce the concept
of an “event.” At the LHC, beams of protons are accelerated in opposite directions, and
allowed to cross at specific locations as described in Section 3.1. At each of these crossings,
protons from the two beams collide with one another, resulting in a spray of particles in the
detector. Each of these crossings represents a single event. Figure 4.1 shows the many levels of
event generation in a pictorial representation of a simulated tt¯H event. Looking closely at the
interactions taking place, one notices that, rather than the full protons interacting with each
other, the interactions take place between the constituent quarks and gluons within the two
protons. In some cases, there is a “hard interaction,” or an inelastic scattering where additional
particles are created. This is mathematically represented by the “matrix element” calculation.
The calculation of the hard interaction process is discussed in more detail in Section 4.1.2.
Section 4.1.3 introduces the “parton shower” technique, used to model additional quarks and
gluons radiated from the incoming and outgoing partons in a collision event. Combining the
matrix element and parton shower techniques introduces a potential double counting of certain
event types. The double counting is eliminated using a “jet matching” algorithm described in
Section 4.1.4.
There are also soft interactions between the remaining remnants of the proton after the
hard interaction in a process called the “underlying event.” The underlying event produces
charged particles and jets in the detector, in addition to those coming from the hard interac-
tion [96].
Other protons may interact in the same bunch crossing as well. This is referred to as
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Figure 4.1: Pictorial representation of a tt¯H event as produced by an event generator. The
hard interaction (big red blob) is followed by the decay of both top quarks and the
Higgs boson (small red blobs). Additional hard QCD radiation is produced (red)
and a secondary interaction takes place (purple blob) before the final-state par-
tons hadronize (light green blobs) and hadrons decay (dark green blobs). Photon
radiation occurs at any stage (yellow) [95].
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pileup. As with the underlying event, pileup events produce additional charged particles and
jets that leave a signature in the detector.
4.1.1 Parton distribution function
It is often said a proton is made up of three quarks and the gluons holding them together.
Due to the QCD effects, this is actually a simplification, and additional quarks and gluons
are produced within hadrons, and have a large impact on the interactions between colliding
protons. The parton content within a hadron is described by a parton distribution function
(PDF).
The PDF of a proton, p(x, µ2), gives the number of partons of a particular flavor p which
are found in the proton with a fraction of the total momentum between x and x + dx, at a
given energy scale µ2. A proton must satisfy the following sum rules in order to have the
correct “valance quark” content.
∫ 1
0
[
u(x, µ2)− u¯(x, µ2)] dx = 2, (4.1)∫ 1
0
[
d(x, µ2)− d¯(x, µ2)] dx = 1, (4.2)∫ 1
0
[
q(x, µ2)− q¯(x, µ2)] dx = 0, (4.3)
Where q is any other quark flavor. When the proton is described as uud, this refers to the
valance quark composition.
PDFs are tuned to the observed data at collider experiments such as ATLAS, and improve
over time as more data is collected at higher energy scales. Two example PDFs, provided by
the NNPDF group, are shown in Figure 4.2, corresponding to different energy scales. The
CTEQ 6L1 PDF tune is used for the simulated stop pair production in the analysis described
in this thesis [97].
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Figure 4.2: Parton distribution function (PDF) distributions for different parton species
within the proton as obtained by the NNPDF collaboration. The two PDF dis-
tributions are obtained for different energy scales (µ2) [98].
4.1.2 Hard interaction
The “hard interaction” refers to the process within a collision event with the highest
∑
pT
when summing over all the outgoing particles from a particular interaction. This is usually
the most interesting part of the event, so MC simulation of collision events are generally
categorized by the hard interaction process.
The cross section of a generic scattering process a b→ F +X is given by
σa b→F+X ∝ |Ma b→F+X |2 ΦF , (4.4)
where a and b are the incoming partons, F is the final state, and X represents anything else
that may be in the event, such as additional quarks or gluons which go on to form jets. The
production cross section is given in terms of a matrix element,Ma b→F+X , and a phase space
term, ΦF . The matrix element term is Ma b→F+X is the scattering amplitude, and is given
by the scattering potential. The phase space is related to the density of final states.
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Several software tools exist to calculate the scattering cross section by generating the
relevant diagrams, calculating these matrix element terms, and integrating over the phase
space for the final states. The tools then use these cross sections, and Monte Carlo techniques,
to simulate collision events, which have the same production cross section and kinematics as
events one expects to observe in real collision data. The simulated events mimic the realistic
collision events in that they have incoming and outgoing particles, and any unstable particles
are allowed to decay. Each of the particles in the simulated event are represented by four-
vectors, with values for the mass and momentum. Examples of these software tools include
SHERPA, POWHEG, and MADGRAPH. In particular, MADGRAPH is used to generate the simulated
signal events for the analysis described in this thesis.
4.1.3 Parton shower
The matrix element calculations are a useful tool in calculating the cross sections for processes
with high pT and well separated particles in the final state, but there can be cases, such as
soft or collinear radiation, where the calculations diverge. These divergences are clearly non-
physical, as such infinities don’t exist in nature, so a different approach is needed in this
regime. A common technique is the “parton shower” method implemented by software tools
such as PYTHIA. The basic idea of the parton shower method can be illustrated in the context
of gluon radiation off of a quark. Similar to Bremsstrahlung radiation of QED, a quark will
radiate gluons as it travels. PYTHIA models the quark as moving along its trajectory, and in
each step, there is some probability of radiating a gluon with a given momentum. Each time
a gluon is radiated, the quark will lose momentum, until a threshold is reached, and the quark
will begin to hadronize rather than continue to radiate.
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4.1.4 Jet matching
As with the matrix element calculation, the parton shower method is not without its problems.
The parton shower is not as well suited for calculating the cross section for very hard processes,
where the momentum transfer is large, but this is exactly the regime where the matrix element
calculations is accurate. For this reason, both methods are used when simulating collision
events for use in analyses. The matrix element is used to generate the hard process and the
initial decay products, then the parton shower takes over to add any additional radiation
below the cutoff scale of the matrix element calculation.
Naively combining the matrix element calculation with the parton shower technique intro-
duces a potential double counting of diagrams as illustrated in Figure 4.3. Figure 4.3 shows
three diagrams for the production of a Z boson associated with additional partons, which
lead to jets in the final state. The matrix element technique is used to generate the Z boson
production along with one or two additional partons. Parton showering is applied to the ad-
ditional partons, but not the initial state particles to simplify the example, but in a complete
simulation, parton showering is applied to all partons.
In the left scenario only a single additional parton is included in the matrix element
calculation, and the parton shower method is used to determine the soft collinear radiation
off of the quark. One would like to add scenarios like the middle diagram, which includes a
second additional parton in the matrix element calculation. The middle diagram includes a
hard emission of a gluon in the matrix element calculation, and parton showering is used to
include the soft radiation from the gluon. If these are the only two diagrams, there would be
no problem, however, the parton shower will occasionally result in a hard, large-angle gluon
emission from the quark, as shown in the right scenario. This leads to the possibility of double
counting since both the middle and right diagrams generate the same process [99].
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Figure 4.3: Illustration of the double counting issue that arises when combining the matrix ele-
ment and parton shower event generation techniques. The diagrams show Z boson
production associated with one or two additional partons included in the matrix
element calculation [99].
As mentioned before, the matrix element technique is well suited for processes with large
momentum transfer, while parton showering is better for soft, collinear emissions. It is neces-
sary to define a cutoff for when an additional parton emission is “hard enough” to be included
in the matrix element calculation. This procedure of eliminating double counting is called
“jet matching,” and many methods exist. While the implementation differs for each of the
algorithms, the basic approach for each of the methods is illustrated in Figure 4.4. A scale is
defined for each of the additional partons produced, either in the matrix element calculation,
or through the parton showering. The definition of the scale is different for each algorithm,
but is it related to the momentum of the parton and the angle at which it is radiated. In this
discussion, the scale will be referred to as kT.
Two thresholds are defined, called QME and Qmerge, where QME ≤ Qmerge. These thresh-
olds mark the cutoff between the matrix element and parton showering stages of the event
generation process. Partons generated in the matrix element calculation are required to
have kT ≥ QME. Similarly, the parton shower step may only add additional partons with
kT ≤ QME [99].
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Figure 4.4: Illustration of the jet matching technique used to eliminate the double counting
issue shown in Figure 4.3. The Qmerge cutoff scale is shown as a dashed blue line,
and events failing this requirement are rejected [99].
For the analysis described in this thesis, the Shower kT is used when generating stop pair
events, with thresholds chosen such that QME = Qmerge =
1
4mt˜ [100].
4.2 Detector simulation
The response of the detector in a candidate tt¯H event is shown in Figure 4.5. It is the task of
the detector simulation step to transform the list of particles from Figure 4.1 into the energy
deposits shown in the detector in Figure 4.5. The reconstruction described in Section 3.4
interprets these signals in exactly the same way for simulation and data. The interactions
of particles with the material in the detector are simulated in one of two ways, know as full
simulation or fast simulation.
In the full simulation, a model of the ATLAS detector is built within GEANT4. The simula-
tion includes, not only, the active parts of the detector used in measuring particles, but also the
support structure, and services such as cables and electronics. The particles are propagated
through the simulated detector, and allowed to interact in a way similar to a real particle
traveling through the ATLAS detector. Simulated interaction in any of the subsystems result
in simulated measurements, which can be put into the reconstruction software, just as data
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Figure 4.5: Candidate tt¯H event, observed in the ATLAS detector [101].
from the real detector.
Much like the full simulation, the fast simulation uses GEANT4 to simulate the interactions
of particles through the inner detector and the muon systems. The two models differ in
the treatment of the calorimeter. Rather than fully simulate the showers in the calorimetry
system, the fast simulation uses parameterized shower shapes for particles that interact with
the electromagnetic and hadronic calorimeters.
A more complete discussion of the ATLAS simulation setup can be found in Reference [102].
Chapter 5
B-L stop search
In this chapter, a search is presented for direct scalar top (stop) pair production
where the stops decay via an R-parity violating (RPV) coupling to a final state
with two leptons and two identified b-jets, show in Figure 1.1. The motivation and
phenomenology of this model is described further in Section 2.4. For this search,
data collected with the ATLAS detector at the LHC, corresponding to 20.3 fb−1of
√
s = 8 TeV proton-proton collision, is analyzed.
This analysis required the generation of simulated signal Monte Carlo (Section 5.1)
to develop the selection criteria, and determine the expected sensitivity for the
signatures of interest. The object definitions, event cleaning, and trigger selections
are described in Sections 5.2 to 5.4. A “cuts-based” selection criteria is used to
achieve a large separation between signal-like processes and Standard Model (SM)
background processes. Two signal regions, expected to have a high signal-to-
background ratio are defined in Section 5.5, and used to assess the compatibility
of the data with the prediction from the target signal model, compared with that
of the SM prediction alone. The background estimate is performed using MC
simulation of SM processes, with the normalizations taken from the observed yields
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in dedicated Control Regions, defined in Section 5.6.2, using a maximum likelihood
fit, described in Section 5.6.4. The extrapolation of the background estimate from
the Control Regions to other regions in kinematic space is validated in several
Validation Regions.
The observed event yields in the Signal Regions are consistent with the SM pre-
dictions, so limits are placed on the allowed stop masses and branching fractions
in Chapter 6.
5.1 Signal model simulation
This search is optimized using Monte Carlo (MC) simulation of stop pair production and
decay. Stop pair production is modeled using MADGRAPH version 1.5.12 [103] to generate stop-
anti-stop pairs using the CTEQ 6L1 parton distribution functions (PDFs) [97], and PYTHIA
version 6.427 [104] to perform the RPV stop decay as well as the parton shower calculation.
Stop pairs are generated for stop masses between 400 GeV and 1100 GeV in steps of 100 GeV.
Signal cross sections are calculated at next-to-leading order (NLO) in αs, including the resum-
mation of soft gluon emission at next-to-leading-logarithm accuracy (NLO+NLL) [65, 66, 67].
The nominal cross section and the uncertainty are taken from an envelope of cross section
predictions using different PDF sets and factorization and renormalization scales, as described
in Reference [105]. The simulated stop cross section ranges from 356± 51 fb for a stop mass
of 400 GeV to 0.18± 0.06 fb for a stop mass of 1100 GeV. The cross sections and associated
uncertainties for stop pair production are summarized in Table 5.1.
All samples have been generated with stop branching fractions of Br(t˜ → be) = Br(t˜ →
bµ) = 0.5. From this nominal branching fraction, the simulated events can be appropriately
weighted to give any branching fraction hypothesis. This procedure is described in detail
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in Section 6.2 Except at high branching fraction for Br(t˜ → bτ), t˜ → bτ decays do not
significantly contribute to the final state with two light leptons and two b-jets. This is due
to the low branching fraction of τ− → e−ν¯eντ and τ− → µ−ν¯µντ (17% each), as well as the
addition of neutrinos to the final state, leading to poorer mass resolution on mb`. The decay
t˜→ bτ does not significantly contribute to the search sensitivity, and it is not included in the
simulated samples.
Table 5.1: Stop cross sections and their associated uncertainties [65, 66, 67].
Stop Mass [GeV] Cross section [fb] Uncertainty [pb]
400 360 50
500 86 130
600 25 4
700 8.1 1.5
800 2.9 0.6
900 1.1 0.3
1000 0.44 0.12
1100 0.18 0.06
5.2 Object selection
Events are required to have at least two light leptons (electrons or muons) with opposite charge,
and two b-tagged jets. The object selection is performed in multiple steps. First, lepton and
jet objects are reconstructed using detector signatures as described in Sections 3.4.1 to 3.4.3.
Baseline requirements are applied to remove poorly reconstructed objects. All baseline objects
are required to have ET(pT) ≥ 40 GeV since the stop signatures of interest are of high mass
and produce high momentum decay products.
Baseline electrons must satisfy the Medium++ identification requirement and have |η| ≤
2.47. A requirement of
∣∣∣ d0σ(d0) ∣∣∣ ≤ 3 and |z0 sin(θ)| ≤ 0.4 mm is placed on the impact param-
eter to reject electrons coming from the decay of long-lived particles. The baseline electron
requirements are outlined in Table 5.2.
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Table 5.2: Baseline electron requirements.
Quality Medium++
pT ≥ 40 GeV
|η| ≤ 2.47∣∣∣ d0σ(d0) ∣∣∣ ≤ 3
|z0 sin(θ)| ≤ 0.4 mm
Baseline muons are selected from the STACO muon collection, and required to pass the Loose
identification requirement. The baseline muons must also have |η| ≤ 2.5. Impact parameter
requirements of
∣∣∣ d0σ(d0) ∣∣∣ ≤ 3 and |z0 sin(θ)| ≤ 1 mm are applied to reduce the contamination
of muons from secondary vertices and cosmic rays. Additional requirements are applied on
the number of hits in the ID to ensure high quality tracks. These hit requirements include
at least one hit on track in both the B layer and the Pixel detector. The ID track must also
have at least 5 hits in the SCT, and at most 2 missing hits-on-track (holes) in both the Pixel
detector and the SCT. If the muon has |η| ≤ 1.9, there must additionally be at least 6 TRT
hits, of which no more than 90% are outliers. The baseline muon requirements are outlined
in Table 5.3.
Table 5.3: Baseline muon requirements.
Quality Loose
pT ≥ 40 GeV
|η| ≤ 2.5
Number B layer hits ≥ 1
Number Pixel hits ≥ 1
Number SCT hits ≥ 5
Number Silicon holes ≤ 2
TRT hits See text∣∣∣ d0σ(d0) ∣∣∣ ≤ 3
|z0 sin(θ)| ≤ 1 mm
Baseline jets are selected from the AntiKt4LCTopo jet collection, which apply a and re-
quired to have |η| ≤ 4.9. These jets are build using the anti-kT jet clustering algorithm with
a cone size of ∆R ≤ 0.4 [87]. The baseline jet requirements are outlined in Table 5.4.
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Table 5.4: Baseline jet requirements.
pT ≥ 40 GeV
|η| ≤ 4.9
The overlap between baseline objects is removed to prevent a single detector signature
from being included in multiple particle collections. 2
1. ∆R(e, e) ≤ 0.05: If two baseline electrons fall within a cone of ∆R(e, e) ≤ 0.05, the
electron with the lower ET is removed from the event.
2. ∆R(e, jet) ≤ 0.20: If a remaining electron and a jet are within a cone of ∆R(e, jet) ≤
0.20, it is assumed that the electron is also reconstructed as a jet, and the jet is removed
from the event.
3. ∆R(`, jet) ≤ 0.40: If remaining lepton (electron or muon) is within a cone of ∆R(`, jet) ≤
0.40 of a remaining jet, the reconstructed lepton is assumed to be a constituent of the
jet, and is removed from the event.
4. ∆R(e, µ) ≤ 0.01: If a remaining electron and a remaining muon are within ∆R(e, µ) ≤
0.01, both are removed from the event.
5. ∆R(µ, µ) ≤ 0.05: If two remaining muons are within ∆R(µ, µ) ≤ 0.05, both are removed
from the event.
Leptons from the decays of low hadronic mass resonances are rejected. The invariant
mass of any remaining same-flavor lepton pairs with opposite charge is computed, and if the
invariant mass of any of these pairs is less than 12 GeV, both leptons are removed from the
event.
2The angular separation between the objects is measured as ∆R =
√
(∆φ)2 + (∆η)2
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Additional requirements are placed on the leptons and jets after overlap removal to select
the final “signal” objects. The scalar sum of the transverse momentum of all tracks with
pT ≥ 400 MeV within a cone of ∆R ≤ 0.30 of a lepton (pcone30T ) is used to determine if the
lepton is isolated. Both electrons and muons require p
cone30
T /min(pT ,60 GeV) ≤ 0.1 in order to
be declared signal leptons. Signal jets must be within |η| ≤ 2.4, and be tagged as a b-jet
according to the MV1 flavor tagging algorithm [92, 93]. The operating point of MV1 ≥ 0.3511
corresponds to an overall 80% b-tagging efficiency, as measured in simulated tt¯ events, to a
rejection factor of 25 for jets originating from light quarks or gluons, and to a rejection factor
of 3 for jets originating from charm quarks.
Events must contain at least two signal leptons and two b-tagged jets. If more are found,
the event is kept, but only the two signal leptons and two b-tagged jets with the highest
ET(pT) are selected. Furthermore, the two highest ET(pT) leptons are required to have
opposite charge.
The identification efficiencies for the various objects used in this analysis differ in the data
and the MC simulation. The efficiencies are determined in both data and MC simulation, by
the relevant ATLAS performance working groups [106, 107]. The lepton identification scale
factors and are computed for each of the two signal leptons in a MC simulated event, and
depend on both the pT and η of the leptons. The product of the scale factors is taken as an
event weight, ranging from 0.85 to 1.05.
Data and MC simulation also have different efficiencies for tagging a b-jet and for misidenti-
fying jets originating from the fragmentation of light-flavor quarks, gluons, and charm quarks.
An individual jet scale factor is defined as
SF effjet =
datajet
MCjet
, (5.1)
and depends on the ET, η, and truth flavor of the jet. The individual jet scale factor is
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calculated for each of the baseline jets in a MC simulated event, and the overall event level
b-tagging scale factor is given by
SF eventb−tagging =
∏
i∈tagged
SF effi ×
∏
j∈Not tagged
(1− SF effj ), (5.2)
where SF effi is the tagging efficiency scale factor of jet i, and (1 − SF effj ) is the rejection
efficiency for jet j. The two terms in equation 5.2, are the products over the b-tagged and
non-b-tagged jets in the event respectively. This SF eventb−tagging quantity is taken as an additional
event weight in MC simulated events.
A pairing of leptons and b-tagged jets must be defined to construct the mass of each of
the b` pairs in a event. In the target signal model, each b` pair comes from a resonant decay
of a stop particle with the same invariant mass. Therefore, the pairing which minimizes the
difference in mass between the two b` pairs is selected as follows.
In order of decreasing pT, the two signal leptons and two b-jets are labeled `0, `1, b0, and
b1.
There are two possible choices of pairings for these four objects:
Selection 1:
Selection 2:
b0 `0 b1 `1⇒ mb0`0 = mab` ⇒ mb1`1 = mbb`
b0 `1 b1 `0⇒ mb0`1 = mab` ⇒ mb1`0 = mbb`
The choice that gives the smallest difference in the mass |mab` −mbb`| is chosen. The pairs
are then ordered, and relabeled such that the higher mass pair has a mass of m0b`, and the
lower mass pair has a mass of m1b`. This ensures m
0
b` ≥ m1b` by definition.
This heuristic correctly identifies at least one correct pairing in over 70% of events in
the simulated signal samples depending on the mass of the simulated stop. The relative
abundance of identifying both, only one, or no correct pairs in simulated stop events is shown
in Figure 5.1. The efficiency of identifying correct pairs improves once a cut is applied on the
5. B-L stop search 70
mass asymmetry of the two b` pairs as described in Section 5.5. The scenario where one of
the b-tagged jets or one of the leptons is not matched to a stop parent.
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Figure 5.1: The relative abundance of events where two, one, and zero pairs are grouped
correctly.
5.3 Event cleaning
All sub-systems of the ATLAS detector are required to be operating acceptably during data-
taking. This data quality requirement is implemented using a good runs list (GRL) provided
by the Data Preparation group.3 By applying the GRL requirement, the total integrated
luminosity is reduced from 21.4 fb−1 to 20.3 fb−1 as shown in Figure 5.2. The uncertainty
in the luminosity is ±2.8%. It is derived following the same methodology as that detailed
in Reference [108]. The GRL requirement is applied to data events only; the MC simulation
samples are scaled to match the target luminosity. Each event is also required to have at least
one primary vertex with at least 5 associated tracks.
3The GRL version data12 8TeV.periodAllYear DetStatus-v61-pro14-02 DQDefects-00-01-00 PHYS StandardGRL All Good
is used.
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Figure 5.2: Integrated luminosity of proton-proton collision data delivered by the LHC (green)
and recorded by the ATLAS experiment (yellow) throughout 2012. The blue area
shows the integrated luminosity that passes data quality requirements, and is
declared good for Physics [76].
In the event of a certain detector busy condition, the Timing, Trigger, and Control system
(TTC) may be restarted in order to recover the detector without a full run-restart. In the
lumi-block after a TTC restart, it is possible for stored events to be incomplete. For this
reason, events stored immediately after a TTC restart are rejected. Events are also rejected
if either the LAr or tile calorimeter is flagged as having an error. During periods G-J several
events are corrupt in a single channel of the tile calorimeter, but not flagged as having a tile
calorimeter error. These events are also rejected using the TileTripTool. During period B a
hot spot developed in the tile calorimeter. As this can negatively impact the jet calibration and
the EmissT calculations, events with a jet pointing toward this hot spot in the tile calorimeter
are rejected.
Jet cleaning is performed to flag jets which are formed from various sources such as hard-
ware problems, LHC beam conditions, or cosmic ray showers rather than real energy deposits
in the calorimeter. If any of these bad jets remain after the overlap removal procedure,
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the event is rejected. Additionally, during periods E-H, a region of the LAr calorimeter
(−0.1 ≤ η ≤ 1.5 and −0.9 ≤ φ ≤ −0.5) malfunctioned resulting in energy not being collected
from electrons and jets, and indirectly changing the EmissT measurement. A correction is ap-
plied to jets to account for the energy loss, however, if the correction is too large (greater
than 0.05) and the EmissT is close to the jet (∆φ(E
miss
T , jet) ≤ 0.3), it is assumed the EmissT is
mismeasured, and the event is rejected.
In addition to the impact parameter significance requirement on signal muons discussed
in Section 5.2, an additional requirement of |d0| ≤ 0.2 mm is applied to muons passing the
overlap removal to reject muons from cosmic ray showers. Any event failing this selection
requirement is rejected. In order to ensure muons are well measured, any event containing a
muon after overlap removal with σq/p/|q/p| > 0.2 is rejected. These poorly measured muons
can arise from the MS and ID reconstructing different momenta for the same muon.
An additional requirement is applied to MC simulation events to avoid double counting
backgrounds with heavy flavor quarks in the final state, the heavy flavor overlap removal
procedure, described in Section 4.1.4.
Events in data are taken from both the egamma and muons data streams. It is possible for
the same event to exist in both streams, in particular for eµ events, leading to the potential
double counting of events in data. To prevent this double counting of data events, the data
stream is chosen based on the flavor of the leading signal lepton in the event. If the highest
pT lepton in the event is an electron (muon), the event is required to be found in the egamma
(muons) data stream. Events found in the wrong stream, are rejected.
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5.4 Trigger selection
A combination of four single-lepton triggers are used to select events. The specific triggers
used depend on the flavor channel of the event. Di-electron(muon) events are required to pass
at least one of the two single electron (muon) triggers, while electron-muon events may pass
any one of the four triggers. The specific triggers used for each flavor channel are outlined in
Table 5.5, and the trigger requirements are described in Table 5.6.
Table 5.5: Trigger selection for each final state. If the event passes any of the triggers for the
given final state, the event is accepted.
Final state Trigger
eebb
EF e24vhi medium1
EF e60 medium1
µµbb
EF mu24i tight
EF mu36 tight
eµbb
EF e24vhi medium1
EF e60 medium1
EF mu24i tight
EF mu36 tight
At least one of the reconstructed leptons is required to be within ∆R ≤ 0.15 of the detector
signature found by the trigger. A reconstructed lepton must be matched to a trigger object
of the correct flavor. For example, a reconstructed electron which is very close to a muon
trigger object is not considered matched for these purposes. The expected trigger efficiencies
for simulated stop events are shown for each trigger individually in Figure 5.3. The two muon
triggers have roughly the same trigger efficiency, of about 93% for µµ events and 75% for eµ
events, for all stop masses. The two electron triggers, however, have dramatically different
shapes. The EF e24vhi medium1 trigger is highly efficient for ee and eµ events only at low stop
mass values. The EF e60 medium1 trigger only reaches 95% efficiency for ee and eµ events
from stops with mt˜ > 200 GeV. Due to the trigger requirement, and the overlap removal
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procedure, ee (µµ) events do not pass the single muon (electron) triggers.
Table 5.6: Requirements for the triggers used in this analysis.
Trigger pT threshold Other requirements
EF e24vhi medium1 peT ≥ 24 GeV
hadronic core isolation ≤ 1 GeV
pcone20T /pT < 0.1
EF e60 medium1 peT ≥ 60 GeV –
EF mu24i tight peT ≥ 24 GeV pcone20T /pT < 0.12
EF mu36 tight peT ≥ 36 GeV –
The dependence on the stop mass is a result of the ET dependence of the electron triggers.
The decay products of lighter stops tend to have lower momentum. As a result, the electrons
from the very light stops (≤ 300 GeV) are more likely to have ET less than the threshold for
the EF e60 medium1 trigger. High-ET electrons will deposit more energy into the calorimeter,
and some of this energy will reach the hadronic calorimeter. As the electron ET increases,
the probability that the energy deposition into the hadronic calorimeter is enough to fail
the hadronic core isolation requirement of the EF e24vhi medium1 trigger increases. The ET
dependence of the two electron triggers, shown in Figure 5.4, is consistent with the expected
dependence.
The full trigger requirement is highly efficient for signal-like events, and does not depend
on the stop mass; between 93% and 98% of simulated signal events pass the trigger selection
depending on the flavor channel as shown in Figure 5.5.
The trigger requirement is applied in both data and MC simulation. To account for the
difference in trigger efficiency, a trigger scale factor is applied to the MC events passing the
trigger requirement. The trigger efficiencies for data and MC simulation are provided by the
Egamma and Muon combined performance groups [109, 107]. The trigger scale factor is the
ratio (data to MC simulation) of the efficiencies for an event passing the trigger requirement,
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(c) EF mu24i tight trigger
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Figure 5.3: Efficiency of simulated stop events passing each single lepton trigger broken down
by flavor channel.
described in Table 5.5, and is given by
SFtrigger =
1−∏t∈triggers∏`∈{0,1}(1− data`,t )
1−∏t∈triggers∏`∈{0,1}(1− MC`,t ) , (5.3)
where data`,t (
MC
`,t ) is the trigger efficiency (electron or muon) for lepton ` to pass trigger t in
the data (MC simulation). The trigger scale factor is calculated using the two signal leptons
in the event, as these are the only objects considered when checking the trigger requirement.
The efficiency for an electron (muon) to pass one of the muon (electron) triggers is set to zero.
This is justified based on the trigger efficiencies shown in Figure 5.3. The trigger scale factor
is treated as an additional event weight for events in the MC simulation.
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(a) EF e24vhi medium1
 Stop mass [GeV]
200 400 600 800 1000
 
Ef
fic
ie
nc
y
0
0.2
0.4
0.6
0.8
1
 < 100e
T
0 < p
 < 200e
T
100 < p
 < 300e
T
200 < p
e
T
300 < p
ATLAS Internal
(b) EF e60 medium1
Figure 5.4: Efficiency of simulated stop events passing each of the single electron triggers for
several ranges of electron ET. Only eµ events are shown in order to show to isolate
the effect of the electron ET on the single electron trigger efficiency.
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Figure 5.5: Efficiency of simulated stop events passing the full trigger selection broken down
by flavor channel.
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5.5 Signal regions
The goal of this analysis is to define a signal region with low background contamination in
order to search for pair production of massive stops. As the analysis targets a wide range of
stop masses; therefore, the expected kinematics of the stop decay products have a large range
as well. Two overlapping signal regions (SRs) are defined to search for an excess of signal-like
events, inconsistent with the prediction from the SM alone. Several kinematic quantities, cal-
culated from the four-vectors of the two leptons and two b-tagged jets provide excellent discrim-
ination to reject background. These quantities are discussed below and shown in Figure 5.6
for an region, applying only event cleaning, and requiring two b-tagged jets and two leptons
(electrons or muons). The signal models have an assumed Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
The largest SM processes of background events are Z/γ∗+jets, tt¯, and single top pro-
duction. The selection requirements are optimized using MC simulation to achieve a large
signal to background ration in the SRs. The optimization assumes a stop branching fraction
of Br(t˜ → be) = Br(t˜ → bµ) = 0.5. The following selection criteria effectively reduces
these, and other (smaller) SM background, while leaving a reasonably high expected signal
efficiency.
m``
The background from Z/γ∗+jets has a narrow resonance in he invariant mass of the two
leptons (m``) around the Z boson mass of 91 GeV, as seen in Figure 5.6. Events with
two leptons of the same flavor (ee or µµ), with a reconstructed invariant mass consistent
with the Z boson (|m``−mZ | ≤ 10 GeV) are rejected to reduce the contributions of the
Z/γ∗+jets background.
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HT
The leptons and b-jets from the two-body decays of massive stops tend to have more
pT than those from the decays of lower mas SM particles. The HT variable, shown in
Figure 5.6, is the scalar sum of the ET(pT) of the two b-tagged jets and the two leptons.
Events in the SRs are required to have HT ≥ 1100 GeV.
m0b`
The invariant masses of he two b` pairs provide two ways to reduce the background from
SM processes. Firstly, the highest invariant mass value, m0b`, has a broad resonance
about the stop mass, as seen in Figure 5.6, while the SM backgrounds have lower values.
Since a large range of stop masses are considered, two overlapping SRs are defined,
differing in the mb`-requirement. SR 400 is optimal for lower stop masses, and has a
requirement of m0b` ≥ 400 GeV, while SR 600, with a requirement of m0b` ≥ 600 GeV,
is optimal for higher stop masses.
Two additional SRs were considered with m0b` ≥ 200 GeV and m0b` ≥ 800 GeV (SR 200
and SR 800 respectively), however these were dropped from the analysis. The SR 200
region did not provide additional expected sensitivity compared with the SR 400 region,
and the statistical uncertainty in the SR 800 region was very large, and reduced expected
sensitivity.
mb` asymmetry
Secondly, event when m0b` is large, the difference in invariant mass between the highest
and lowest pair can be large for SM processes as seen in Figure 5.6. To quantify the
difference in the two masses, the mb` asymmetry is defined as mb` asymmetry =
m0b`−m1b`/m0b`+m1b`. The mb` asymmetry is used rather than the simple difference in the
masses because it is incorporates the effects of the mass scale, and as single requirement
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Figure 5.6: Expected m``, HT, mb` asymmetry, and m
0
b` distributions for SM background
processes and three simulated stop samples with different masses. In each plot,
the last bin includes the overflow for values beyond the maximum shown. The
hashed error bands show only the statistical uncertainty in the background MC
simulation samples.
on the mb` asymmetry can be used for all stop masses which are considered. In order
to be selected for one or both of the SRs, an event requires mb` asymmetry ≤ 0.2.
Figure 5.7 shows the expected HT, mb` asymmetry, and m
0
b` distributions after applying
all the SR selection criteria except that on the variable being shown. This figure includes
the simulated background processes and three signal models. The number of expected signal
events (for the same three signal models) passing each selection requirement is shown in
Table 5.7. The estimates shown in Figure 5.7 and Table 5.7 are taken from MC simulation,
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Figure 5.7: Distributions of the variables which are used to define the SRs. These plots show
the MC simulated background samples and three signal models, and are made
after applying all the SR selection criteria except for that on the variable shown.
The arrows show the SR requirement on the variable being shown. In each plot,
the last bin includes the overflow for values beyond the maximum shown. The
hashed error bands show only the statistical uncertainty in the background MC
simulation samples. The signal models have an assumed branching fraction of
Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
and the event yields are normalized to 20.3 fb−1.
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Table 5.7: The number of expected signal events pasing each of the signal for stop masses
of 500 GeV, 800 GeV, and 1000 GeV. The estimated yields are taken from MC
simulation, and are normalized to 20.3 fb−1, and the uncertainty given is the MC
statistical uncertainty. The signal models have an assumed branching fraction of
Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
Selection mt˜ = 500 GeV mt˜ = 800 GeV mt˜ = 1000 GeV
σ · L 1750± 260 59± 12 8.9± 2.5
bb`` 624± 4 19.65± 0.18 2.68± 0.05
Z veto 619± 4 19.62± 0.18 2.68± 0.05
HT ≥ 1100 GeV 122.9± 1.8 16.01± 0.17 2.50± 0.04
mb` asymmetry ≤ 0.2 112.8± 1.7 14.00± 0.15 2.11± 0.04
mb` ≥ 400 GeV 110.3± 1.7 13.74± 0.15 2.09± 0.04
mb` ≥ 600 GeV 7.7± 0.4 12.86± 0.15 1.99± 0.04
5.6 Background estimate
The final state targeted by this analysis is two b-tagged jets and two light leptons. The
three largest sources of SM background which contribute to this final state are tt¯, Z/γ∗+jets,
and single top production. Other sources, such as di-boson and Higgs boson production,
contribute as background events as well, however in much smaller amounts. The full list of
MC simulation samples used to estimate the background contribution from SM processes is
given in Section 5.6.1. The background estimates for the tt¯ and the Z/γ∗+jets backgrounds
use MC simulation normalized in dedicated data control regions (CRs). Several validation
regions (VRs) are defined to validate the extrapolation of the fitted background estimate
in the CRs to regions with different kinematics. The remaining backgrounds are estimated
using MC simulation only, and the normalization is scaled based on the cross section of the
production process and the integrated luminosity collected in data. The CRs and VRs are
described in more detail in Sections 5.6.2 and 5.6.3 respectively. The full selection criteria for
the analysis regions, including the SRs, CRs, and VRs, is outlined in Table 5.8 and Figure 5.8.
5. B-L stop search 82
0 200 400 600 800 1000 1200 1400
HT [GeV]
0
1
2
3
4
5
6
7
8
E
m
is
s
T
 s
ig
n
if
ic
a
n
ce
 [
G
eV
1/
2
]
Top CR
SR 400
&
SR 600
Top VR 1
mb` asymmetry  0.2 and Z-veto
0 200 400 600 800 1000 1200 1400
HT [GeV]
0
1
2
3
4
5
6
7
8
E
m
is
s
T
 s
ig
n
if
ic
a
n
ce
 [
G
eV
1/
2
]
Z CR
Z VR
mb` asymmetry  0.2 and Z-selection
0 200 400 600 800 1000 1200 1400
HT [GeV]
0
1
2
3
4
5
6
7
8
E
m
is
s
T
 s
ig
n
if
ic
a
n
ce
 [
G
eV
1
/2
]
Top VR 3
Top VR 2
mb` asymmetry ≥ 0.2 and Z-veto
All regions require
 m 0b`≥200 GeV
Top CR
Top VR 3
SR
Top VR 1
Z CR
Z VR
Top VR 2
ATLAS Preliminary
Figure 5.8: Position of the control, validation, and signal regions in the EmissT significance
versus HT plane. The two left plots show the plane after vetoing events within
the Z window, with the top plot requiring mb` asymmetry ≥ 0.2 and the bottom
requiring mb` asymmetry ≤ 0.2. The right plot shows the plane when requiring
events be within the Z window. The two SRs apply a different requirement on
the invariant mass of the higher-mass b` pair. SR 400 requires m0b` ≥ 400 GeV,
and SR 600 requires m0b` ≥ 600 GeV.
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Table 5.8: Summary of signal, control, and validation regions used for this analysis. The
control and validation regions are explained in Section 5.6. All regions require two
b-tagged jets and two oppositely charged leptons. An event is in the Z window if
it contains two same-flavored leptons with an invariant mass within 10 GeV of the
mass of the Z boson.
Region
m0b` [GeV] HT[GeV]
EmissT mb` asymmetry
Z window
significance [ GeV1/2] Z window
SR 400 ≥ 400 ≥ 1100 – ≤ 0.2 Veto
SR 600 ≥ 600 ≥ 1100 – ≤ 0.2 Veto
Top CR ≥ 200 ≤ 500 ≥ 4 ≤ 0.2 Veto
Z CR ≥ 200 ≤ 500 ≤ 4 ≤ 0.2 Select
Top VR 1 ≥ 200 ≤ 500 < 4 ≤ 0.2 Veto
Top VR 2 ≥ 200 ≤ 500 - > 0.2 Veto
Top VR 3 ≥ 200 > 500 > 4 > 0.2 Veto
Z VR ≥ 200 > 500 – ≤ 0.2 Select
The tt¯ and Z/γ∗+jets normalization factors are determined using a simultaneous fit to
the data in the CRs, allowing the normalization of each background to float independent of
one another to obtain the best agreement between the prediction and observation in the CRs.
The background fit procedure and results are described in Section 5.6.4. In addition to the
statistical uncertainty, several sources of systematic uncertainty, described in Section 5.7, are
considered when performing the simultaneous fit.
5.6.1 Monte Carlo simulation samples
MC simulation samples are used to estimate the selection efficiency and kinematic distribu-
tions for SM processes. The tt¯, Z/γ∗+jets, and single top production processes are shown
separately, while all the other SM background processes are grouped into an “other” cate-
gory. The tt¯ background is modeled using the next-to-leading order (NLO) generator POWHEG
revision 2129 [110, 111, 112, 113] with NLO PDF set CTEQ 6L1 [97], and showered with
PYTHIA version 6.426. When using the baseline POWHEG+PYTHIA tt¯ production sample, events
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are reweighted in bins of the transverse mass (pT) of the tt¯ system to match the top quark pair
differential cross section observed in ATLAS data [114, 115]. The Wt-channel and s-channel
of the single top background are modeled using POWHEG revision 1556 [116] with PYTHIA ver-
sion 6.426, while the t-channel is modeled using ACERMC version 3.8 [117] with PYTHIA version
6.426, both with PDF set CTEQ 6L1 [97]. The Z/γ∗+jets production process is modeled
using SHERPA version 1.4.1 [95] with NLO PDF set CT10. Charm and bottom quarks are
treated as massive.
Various filters are applied to the Z/γ∗+jets samples to achieve reasonable coverage of
final states and kinematics in the finite MC simulation samples. A dedicated set of samples
are generated for each of the di-lepton flavor combinations from the Z boson (ee, µµ, and
ττ). Filters are also applied based on the quark content of the simulated event. Samples are
generated with a filter requiring at least one b-quark in the event. These samples have the
largest contribution to the final background estimate. Samples are also produced which require
at least one c-quark, but veto events including a b-quark. The last set of samples is generated
which vetoes events with either b-quark or c-quark content. The samples are further sliced by
the pT of the Z boson. Dedicated samples with generator filters are produced in slices above
40 GeV, and an inclusive sample is used to cover the kinematic space with pZT ≤ 40 GeV. To
avoid overlap between the inclusive sample and the higher pZT slices, an additional requirement
of pZ,truthT ≤ 40 GeV is applied for the inclusive Z/γ∗+jets samples simulated used SHERPA. As
SHERPA does not include the intermediate Z boson in the truth record, the pZ,truthT quantity is
obtained by searching through all the truth leptons in the event, picking the two leptons with
a parent ID consistent with a Z boson, and calculating the pT of the (truth level) di-lepton
pair.
Similar filters to the Z/γ∗+jets MC samples are applied to the Drell Yan (DY) samples.
The DY samples apply the same filters on the lepton flavor combinations and the quark
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content. Rather than slicing based on the pT of the Z boson, the DY samples are sliced
based on the mass of the off-shell Z/γ∗ in the event. Two sets of samples are produced with
requirements of 8 ≤ mtruthZ/γ∗ ≤ 15 GeV and 15 ≤ mtruthZ/γ∗ ≤ 40 GeV respectively, where mZ/γ∗
is obtained by searching through the truth record for the decay products of the Z/γ∗, and
computing the (truth level) invariant mass of the di-lepton pair.
Table 5.9: Partial summary of background samples and their cross sections used in this anal-
ysis. For each di-lepton flavor channel, samples are generated with requirements
on the pT of the Z boson. For the inclusive Z/γ
∗+jets sample, only events with
pZT ≤ 40 GeV were used. For each combination of di-lepton flavor and pT require-
ment, three samples are generated, with filters applied on the three jet flavors
different lepton flavor channels and filters applied on the jet flavor. The different
filter efficiencies, lead to different effective luminosities. The left column shows
the effective luminosity for the sample generated with a b-filter. The middle col-
umn represents the sample with a c-filter and b-veto. The right column shows the
effective luminosity of the sample generated with a veto on both b- and c-quarks.
Grouping Process Cross-section [pb] Luminosity [fb−1] Generator
tt¯ tt¯ 253 727.4 POWHEG+PYTHIA
Single top
t-channel 25.8 320 ACERMC+PYTHIA
s-channel 1.64 330 POWHEG+PYTHIA
Wt-channel 2.15 4200 POWHEG+PYTHIA
Z/γ∗+jets
Z → ``(ee, µµ, ττ) 1110 110 9 6 SHERPA
Z → ``(ee, µµ, ττ)
70.5 110 22 30 SHERPA
pZT ∈ [40, 70] GeV
Z → ``(ee, µµ, ττ)
29.5 510 90 110 SHERPA
pZT ∈ [70, 140] GeV
Z → ``(ee, µµ, ττ)
3.99 470 240 250 SHERPA
pZT ∈ [140, 280] GeV
Z → ``(ee, µµ, ττ)
0.24 680 480 360 SHERPA
pZT ∈ [280, 500] GeV
Z → ``(ee, µµ, ττ)
1.3× 10−2 5700 1700 7000 SHERPA
pZT ≥ 500 GeV
DY → ``(ee, µµ, ττ)
92.1 50 SHERPA
mZ/γ∗ ∈ [8, 15] GeV
DY → ``(ee, µµ, ττ)
279 50 SHERPA
mZ/γ∗ ∈ [15, 40] GeV
The full list of background samples used, as well as the event generator used, SM production
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Table 5.10: Summary of other background samples and their cross sections used in this anal-
ysis. The W → `ν and Z → `` processes have dedicated samples for each lepton
flavor as indicated in the parentheses. The W samples are generated with filters
on the jet flavor. As in Table 5.9, the three columns under the effective luminos-
ity represent the three samples (b-filter, c-filter and b-veto, veto on both b- and
c-quarks).
Grouping Process Cross-section [pb] Luminosity [fb−1] Generator
Other
tt¯W 0.10 3300 MADGRAPH+PYTHIA
tt¯Wj 9.3× 10−2 3600 MADGRAPH+PYTHIA
tt¯ Z 6.8× 10−2 4400 MADGRAPH+PYTHIA
tt¯ Zj 8.7× 10−2 3400 MADGRAPH+PYTHIA
tt¯WW 9.2× 10−4 11000 MADGRAPH+PYTHIA
WW → ``νν 5.30 1400 SHERPA
WW → `νqq(e, µ, τ) 7.3 100 SHERPA
WZ → ```ν 9.74 260 SHERPA
WZ → `ννν 1.40 270 SHERPA
WZ → `νqq(e, µ, τ) 1.9 110 SHERPA
WZ → ``qq(ee, µµ, ττ) 1.46 110 SHERPA
WZ → ννqq 2.70 64 SHERPA
ZZ → ``νν 0.49 1700 SHERPA
ZZ → ``qq(ee, µµ, ττ) 0.25 120 SHERPA
ZZ → ννqq 1.74 69 SHERPA
ggf H →WW 0.44 2000 POWHEG+PYTHIA8
ggf H → ZZ 4.7× 10−2 2000 POWHEG+PYTHIA8
VBF H →WW 3.6× 10−2 17000 POWHEG+PYTHIA8
VBF H → ZZ 3.8× 10−3 18000 POWHEG+PYTHIA8
WH →W`ν`ν 0.15 1000 PYTHIA8
WH →W``νν 1.7× 10−3 27000 PYTHIA8
ZH → Z`ν`ν 8.9× 10−3 2000 PYTHIA8
ZH → Z``νν 1.0× 10−2 48000 PYTHIA8
tt¯H → tt¯WW 2.8× 10−2 7000 PYTHIA8
W → `ν(e, µ, τ) 11000 100 17 4 SHERPA
W → `ν(e, µ, τ)
653 44 7 30 SHERPA
pWT ∈ [40, 70] GeV
W → `ν(e, µ, τ)
251 160 54 24 SHERPA
pWT ∈ [70, 140] GeV
W → `ν(e, µ, τ)
31.2 460 260 80 SHERPA
pWT ∈ [140, 280] GeV
W → `ν(e, µ, τ)
1.84 590 420 360 SHERPA
pWT ∈ [280, 500] GeV
W → `ν(e, µ, τ)
0.10 890 360 140 SHERPA
pWT ≥ 500 GeV
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cross section, and the effective luminosity generated is given in Tables 5.9 and 5.10.4 Unless
PYTHIA8 is specified, PYTHIA version 6 is used for samples labeled with PYTHIA.
The MC simulation is generated with an assumption on the distribution of the number of
simulated interactions per crossing that differs from that recorded in the data. A weight is
applied to the MC samples based on this difference.
Additionally, several of the MC generators provide event weights, which can be positive
or negative. These weights account for the diagram subtraction that enters the NLL or NLO
calculations, and are commonly referred to as the “MC event weight.” When the generator
provides MC event weights, they are applied to each event in the MC background sample;
otherwise, they are not used.
5.6.2 Control regions
The normalization of the tt¯ and Z/γ∗+jets backgrounds are determined using the observed
data in two dedicated CRs, labeled the top control region (Top CR) and Z control region (Z
CR) respectively. To reduce the uncertainty in the tt¯ and Z/γ∗+jets normalization factors,
the CRs are defined such that they are expected to be fairly pure in events coming from the
single background process of interest.
There must also be little signal contamination in the CRs to prevent potential signal
events from influencing the background normalization. To reduce signal contamination, the
Top and Z CRs both require HT ≤ 500 GeV. In addition to reducing the expected signal
contamination, the CRs should have kinematics as similar as possible to the SRs to make
the extrapolation from the CRs to SRs more reliable. For this reason, a requirement of
mb` asymmetry ≤ 0.2 is applied to both the Top and Z CRs to match the mb` asymmetry
4The effective luminosity is given by Ngenσ/filter, where Ngen is the number of MC events which were
generated, σ is the production cross section, and filter is the efficiency of any filter which was applied to the
MC sample.
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requirement in the SRs. A requirement of m0b` ≥ 200 GeV is applied so the background
normalization is taken from a region of m0b` which is more similar to that of the SRs. Imposing
a stricter requirement on m0b` reduces the expected and observed number of events in both
CRs, and a reliable estimate of the tt¯ and Z/γ∗+jets normalizations cannot be obtained due
to statistical uncertainties. No requirement is made on the m1b`.
To ensure the CRs are relatively pure in tt¯ or Z/γ∗+jets, the missing transverse energy
(EmissT ) is used. Rather than select on the E
miss
T alone, E
miss
T significance is defined as
EmissT significance =
EmissT√
HT
. (5.4)
By scaling the EmissT by the total amount of energy in the event, the E
miss
T significance is less
susceptible to the effects of fake EmissT from of mismeasurement of objects in an event. This
makes the EmissT significance more robust to the energy scale of the event. Processes like tt¯ and
single top, with EmissT in the final state from neutrinos, tend to have large E
miss
T significance,
while processes with EmissT coming entirely from mismeasurement, such as Z/γ
∗+jets, tend to
have low values for EmissT significance. The Top CR requires E
miss
T significance ≥ 4 GeV1/2
and the Z CR requires EmissT significance ≤ 4 GeV1/2.
Lastly, events containing like-flavor leptons, with a reconstructed invariant mass within
10 GeVof the Z boson mass are rejected from the Top CR. The Z CR, requires events be
within this Z region. The definitions of the CRs are summarized in Table 5.8 and Figure 5.8.
The expected and observed m0b` distributions in the Top CR and Z CR, shown in Figure 5.9
show reasonable agreement between the predicted and observed data in the Top CR. However,
the background normalization is underpredicted in the Z CR. This disagreement seems to be
caused by a poor modeling of the Z/γ∗+jets background process when heavy flavor jets are
required in the final state. For the final result, a maximum likelihood fit is used to determine
the normalization of the Z/γ∗+jets background as described in Section 5.6.4; however, due
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Figure 5.9: Expected and observed m0b` distribution in the Top CR and Z CR when all flavor
channels are combined. The prediction in the Top CR shows reasonable agree-
ment with the observed data. The hashed error bands show only the statistical
uncertainty in the background MC simulation samples. The signal models have
assumed stop branching fractions of Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
to the large disagreement in the data and MC simulation, it is useful to scale the Z/γ∗+jets
background based on the observed difference in normalization for exploratory plots and tables
to obtain a more realistic estimate of the expected backgrounds in each region. The scaling
factor is calculated in the expression
kZ =
NZ CRdata −
∑
p 6=Z N
Z CR
p
NZ CRZ
(5.5)
where NZ CRdata is the number of observed events in the Z CR, and N
Z CR
p is the number of
expected events in Z CR from process p based on the MC background simulation. This scaling
factor is determined to be kZ = 1.39, and will be applied to the Z/γ
∗+jets background predic-
tion in many of the plots and tables in this section. This normalization factor is not included
in the final fit to data, and any plot or figure which is produced using this normalization factor
explicitly states this in the description.
After applying the kZ normalization factor the m
0
b` distributions in the Top CR and Z
CR are shown in Figure 5.10. While the prediction is roughly unchanged in the Top CR,
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Figure 5.10: Expected and observed m0b` distribution in the Top CR and Z CR after apply-
ing the kZ normalization factor derived in the Z CR when all flavor channels
are combined. The hashed error bands show only the statistical uncertainty in
the background MC simulation samples. The signal models have assumed stop
branching fractions of Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
the prediction in the Z CR shows much better agreement with the data. The expected and
observed event yields in the two CRs, broken out by background production process, are
shown in Table 5.11. The expected signal yield in each of the CRs is low, with a signal to
background ratio of less than 0.01. Additional kinematic distributions including the pT of the
leptons and b-jets are shown in Figures 5.11 to 5.14.
5.6.3 Validation regions
The normalization factors for the tt¯ and Z/γ∗+jets background processes are determined using
the observed data in the CRs, then used to estimate the background contribution in the SRs.
To show these normalization factors are valid in regions of kinematic space away from the
CRs, Validation regions (VRs), which are orthogonal to the CRs and SRs are defined, where
the background prediction can be compared with the observation. These VRs should have
low expected signal contamination, but do not need to be pure in any particular background
process, as is required of the CRs. Since this analysis targets stops with reasonably high mass,
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Figure 5.11: Expected and observed pT distribution for the leading lepton in the Top CR and
Z CR after applying the kZ normalization factor derived in the Z CR when all
flavor channels are combined. The hashed error bands show only the statistical
uncertainty in the background MC simulation samples. The signal models have
assumed stop branching fractions of Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
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Figure 5.12: Expected and observed pT distribution for the sub-leading lepton in the Top CR
and Z CR after applying the kZ normalization factor derived in the Z CR when
all flavor channels are combined. The hashed error bands show only the statistical
uncertainty in the background MC simulation samples. The signal models have
assumed stop branching fractions of Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
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Figure 5.13: Expected and observed pT distribution for the leading b-jet in the Top CR and
Z CR after applying the kZ normalization factor derived in the Z CR when all
flavor channels are combined. The hashed error bands show only the statistical
uncertainty in the background MC simulation samples. The signal models have
assumed stop branching fractions of Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
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Figure 5.14: Expected and observed pT distribution for the sub-leading b-jet in the Top CR
and Z CR after applying the kZ normalization factor derived in the Z CR when
all flavor channels are combined. The hashed error bands show only the statistical
uncertainty in the background MC simulation samples. The signal models have
assumed stop branching fractions of Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
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all VRs require m0b` ≥ 200 GeV as is required in the CRs. As with the CRs, regions with
higher mb` requires were tested, but the expected and observed event yields were too low to
make a reliable comparison.
As shown in Figure 5.8 and Table 5.8, three orthogonal VRs are defined to validate the tt¯
background estimate, labeled Top VR 1, Top VR 2, and Top VR 3. Top VR 1 is constructed
by reversing the cut on EmissT significance in the Top CR. That is, Top VR 1 requires events
have EmissT significance < 4 GeV
1/2, and is otherwise identical to the Top CR. Top VR 2
is obtained by reversing the mb` asymmetry requirement in the Top CR and relaxing the
EmissT significance requirement. Top VR 3 is intended to validate the extrapolation of the tt¯
background prediction from the low HT Top CR to the high HT region of the SRs. The Top
VR 3 region is obtained by reversing the HT selection criteria from the Top VR 2 region,
giving a region with mb` asymmetry > 0.2 and HT > 500 GeV.
The Z VR is used to validate the extrapolation of the Z/γ∗+jets background prediction
from the Z CR to kinematic regions higher HT. This region is constructed by reversing the HT
selection criteria from the Z CR, and relaxing the EmissT significance requirement. The full VR
selection criteria are outlined along with the other analysis regions in Table 5.8 and Figure 5.8.
The expected and observed event yields in the VRs, broken out by background production
process, are shown in Table 5.11. Select kinematic distributions in the VRs are shown in
Figure 5.15. The agreement between the observed and predicted yields and distributions in
the VRs is explored in more detail in Section 5.6.4.
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Figure 5.15: Expected and observed mb` and HT distributions in the VRs. The hashed error
bands show only the statistical uncertainty in the background MC simulation
samples. The signal models have an assumed Br(t˜→ be) = Br(t˜→ bµ) = 0.5.
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5.6.4 Background fit
The normalization of the tt¯ and the Z/γ∗+jets backgrounds are determined using a simul-
taneous fit, which takes into account cross-contamination of the different background pro-
cesses between the CRs as well as the statistical and systematic uncertainties (described in
Section 5.7). The fit is implemented using the HistFitter version 1.2.1, a framework for
statistical data analysis [118]. The remaining background estimates, due to single top and
other SM processes, are taken from the MC simulation.
The background-only estimate is performed using a maximum likelihood fit to the data
in the Top and Z CRs. The three flavor channels (ee, µµ, and eµ) are summed over, and
the total event yield in each CR is considered. The predicted event yield for a background
process p (tt¯ or Z/γ∗+jets) in a particular region r is µp ·NMCr,p , where NMCr,p is the number of
events from process p in region r predicted by the MC simulation estimate, after applying all
the relevant scale factors and efficiencies. µp is a strength parameter for each process which
enters the likelihood fit, and is used to model any under/over-prediction in the MC simulation
which is assumed to be constant across all regions. A strength parameter is defined for the tt¯
and Z/γ∗+jets background predictions, µtt¯ and µZ respectively.
The background fit is performed by first summing the total background estimate for all
background processes in each of the CRs. The strength parameters are varied to obtain
the best agreement between the observed event yields and the background predictions. The
systematic uncertainties are treated as Gaussian nuisance parameters. The background only
fit finds that the best fit values for µtt¯ and µZ are 1.11± 0.14 and 1.43± 0.19 respectively. It
should be noted that the µZ is consistent with the kZ derived in Section 5.6.2.
The number of observed events as well as the post-fit expected number of events in each of
the CRs and VRs are shown in Table 5.11. The agreement between the observed number of
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Table 5.11: The observed and expected event yields in the CRs and VRs. The expected
event yields are shown before and after a fit to the data in the CRs. The fitted
background yields in the CRs match the observed number of events in data by
construction.
Top CR Z CR Top VR 1 Top VR 2 Top VR 3 Z VR
Observed 369 327 645 606 67 101
Fitted background 369± 19 327± 18 690± 50 630± 40 72± 5 130± 60
Fitted tt¯ 346± 19 9.1± 0.7 600± 40 497± 35 54± 5 2.99± 0.24
Fitted Z/γ∗+jets 3.2± 0.5 309± 18 63± 5 64± 5 1.5± 0.8 120± 60
Single top 16.7± 2.0 0.83± 0.09 23.0± 2.6 56± 6 14.1± 1.9 0.32± 0.04
Other 2.83± 0.27 8.64± 1.0 4.7± 0.4 8.2± 0.8 2.03± 0.27 6.4± 0.7
Input SM 330 230 614 557 66 93
Input tt¯ 310 8.2 543 447 49 2.7
Input Z/γ∗+jets 2.2 220 44 45 1.1 83
Input single top 17 0.8 23 57 14 0.30
Input other 2.8 8.6 4.7 8.2 2.0 6.40
B − L stop
1.3 0.03 5.1 2.4 10.7 3.8
(500 GeV)
B − L stop
< 0.01 < 0.01 < 0.01 < 0.01 0.6 0.02
(800 GeV)
B − L stop
< 0.01 < 0.01 < 0.01 < 0.01 0.1 < 0.01
(1000 GeV)
events and the fitted event yields in the CRs and VRs is summarized in Figures 5.16 and 5.17
respectively. Using the fitted backgrounds, the dominant process in the same-flavor channels
of the SRs is Z/γ∗+jets followed by single top and tt¯. In the eµ channel, the Z/γ∗+jets
background does not contribute, thus, the largest backgrounds are single top and tt¯.
As a result of the fit, the Z/γ∗+jets background is scaled up by approximately 40%. Due
to this large normalization factor, the background is over-predicted in the Z VR. The over-
prediction is understood to be due to the difficulty in modeling the production of Z/γ∗ in
association with heavy flavor quarks. This mismodeling is also observed by ATLAS in the
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Figure 5.16: The number of observed and expected events in the CRs, broken down by flavor
channel. The uncertainty band includes the statistical uncertainty as well as the
systematic uncertainty (described in Section 5.7). The deviation of that channel’s
prediction from the observed number of events divided by the uncertainty in
the prediction is also shown. The normalization of the background yields are
determined by fitting the tt¯ and Z/γ∗+jets backgrounds to the observed data
in the two CRs, so the Top CR and Z CR bins have perfect agreement by
construction.
SM measurement of the Z boson differential cross section [119, 120]. To account for this over-
prediction, an additional systematic uncertainty of 50% is taken on the background estimate
from Z/γ∗+jets events in regions with large values of HT. This is described in Section 5.7
along with the other systematic uncertainties.
The extrapolation from low HT CRs to the high HT region where the SRs are located
is validated using the Top VR 3 and Z VR. These validation regions show fair agreement
between the observed and predicted event yields as well as for the shape of the m0b` and HT
distributions as shown in Figures 5.18 and 5.19.
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Figure 5.17: The number of observed and expected events in the VRs, broken down by flavor
channel. The uncertainty band includes the statistical uncertainty as well as the
systematic uncertainty (described in Section 5.7). The deviation of that channel’s
prediction from the observed number of events divided by the uncertainty in
the prediction is also shown. The normalization of the background yields are
determined by fitting the tt¯ and Z/γ∗+jets backgrounds to the observed data in
the two CRs.
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Figure 5.18: The m0b` distribution in Top VR 3 (left) and Z VR (right). The Standard Model
background prediction is shown after setting the normalization of the tt¯ and
Z/γ∗+jets backgrounds based on the observed data in the CRs. The hashed
bands show the uncertainty in the fitted background prediction including all
statistical and systematics uncertainties. The bottom of each plot shows the
ratio of the observed data to the Standard Model background prediction.
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Figure 5.19: The HT distribution in Top VR 3 (left) and Z VR (right). The Standard Model
background prediction is shown after setting the normalization of the tt¯ and
Z/γ∗+jets backgrounds based on the observed data in the CRs. The hashed
bands show the uncertainty in the fitted background prediction including all
statistical and systematics uncertainties. The bottom of each plot shows the
ratio of the observed data to the Standard Model background prediction.
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5.7 Systematic uncertainties
Several sources of systematic uncertainty are considered when determining the estimated
signal and background contributions. The largest sources of systematic uncertainty are those
related to the MC statistical uncertainty in the SRs, the jet energy scale (JES), and the b-
tagging efficiency. The uncertainty in the lepton energy scale and resolution was considered,
but shown to be negligible.
The uncertainty in the JES has an impact on both the jet selection criteria and the
derived kinematic variables of the event, such as the HT and the E
miss
T measurements. The
JES uncertainty is evaluated using the EM+JES scheme as described in [89], and the scaling
is provided by the MultijetJESUncertaintyProvider tool. The uncertainty in the JES is
composed of 16 parameters, and takes into account the dependence on pT, η, jet flavor, and the
number of primary vertices. The effect of each component on the event yield is estimated by
varying the component by ±1σ in the MC simulation and re-running the full event selection,
propagating the variation in the JES to the jet selection and related kinematic quantities.
The uncertainty in the jet energy resolution (JER) is evaluated by applying an additional
smearing to the pT measurement of each of the jets in the MC simulation. The size of the
smearing is determined in dijet events as described in [121]. The smearing is provided by
the JetSmearingTool tool, and depends on the pT and η of the jets within an event. The
JER smearing alters the pT of the jets within the event, and therefore the event selection.
As with the JES, the JER uncertainty is evaluated by applying the smearing, propagating
the variations to the event kinematic variables, and re-running the full event selection on MC
simulation to determine the new event yields.
The efficiency of the b-tagging algorithms affects the overall yields in each of the analysis
regions. This includes the possibility of a light flavor jet being incorrectly tagged as a b-jet, or
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a jet which initiated by a b-quark failing the b-tagging requirement. The b-tagging efficiency
uncertainty is broken into three components, corresponding to the tagging efficiency of b-jets,
c-jets, and light flavor jets (light quarks and gluons). These uncertainties take into account
the dependence on pT and jet flavor. For the MC simulation, the weight associated with the
b-tagging scale factor is varied up or down based on the specific parameter of interest, and
used to determine the uncertainty in the event yield.
The backgrounds are constrained in the CRs which are regions with low HT, while the
SRs require high HT. Top VR 3 and Z VR are used to assess any uncertainty associated with
the extrapolation from low HT to high HT. The tt¯ background extrapolation is assessed using
Top VR 3. It can be seen from Table 5.11 that the post-fit background estimate in Top VR 3
is in reasonably agreement with the observed data, so no additional uncertainty is applied to
the tt¯ backgrounds due to the HT extrapolation. The Z/γ
∗+jets background extrapolation
is assessed using the Z VR. The overall background is overpredicted in this region by 29%,
and the prediction is the worst in the highest HT bins. An additional uncertainty of 50% is
applied to the Z/γ∗+jets background for events with HT > 500 GeV.
Several uncertainties related to the theoretical modeling of the major background processes
in MC simulation are considered. These include the uncertainty in the cross sections, renor-
malization and factorization scale variations, and generator uncertainties. These uncertainties
are evaluated by performing the event selection using only the MC truth information, and
comparing the expected event yields obtained from MC simulation samples produced using
different generator configurations. An additional systematic uncertainty, due to the ±2.8%
uncertainty in the integrated luminosity is evaluated for all background processes except tt¯
and Z/γ∗+jets, because these backgrounds take the normalization from data control regions.
A summary of the estimated effect of each source of systematic uncertainty (both experimental
and theoretical) is in Table 5.12. Several sources of theoretical systematic uncertainty which
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have a small effect on the total background estimate are grouped into the “Other theory”
category.
Table 5.12: Summary of the effect of each considered sources of systematic uncertainty on the
total background estimate in SR 400 and SR 600. If the uncertainty is asymmetric,
the larger deviation is reported in this table.
Systematic
SR 400 SR 600
Uncertainty (%)
JES 15 3
b-tagging 13 12
JER 5 1
Luminosity 1 1
HT extrapolation 19 20
MC statistical 13 23
CR statistical 3 3
Wt cross section 2 2
Other theory 1 2
The sources of systematic uncertainty evaluated for the tt¯ background include the renor-
malization and factorization scale variations, MC generator uncertainties, parton shower, and
the amount of initial or final state radiation (ISR or FSR) in the event. The scale varia-
tions are evaluated by comparing the expected event yields at the truth level obtained using
dedicated tt¯ samples, each generated using POWHEG and PYTHIA, where the factorization and
renormalization scales are separately varied up and down by a factor of 2. This isolates the
effect of each of the scale variations. The differences in the expected event yields for these
samples is take to be the uncertainty due to the scale variations. The MC generator uncer-
tainty accounts for the difference in the MC predictions obtained using different generator
programs. These are assessed by comparing the truth level event selection for a tt¯ sample
generated using POWHEG and JIMMY with a sample generated using MC@NLO and JIMMY. Since
JIMMY is used to perform the parton shower in both of these samples, the differences can be
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attributed to the differences in the generation rather than the parton shower step.
The uncertainty in the parton shower in tt¯ samples is estimated by comparing the expected
event yields using the truth level information for two tt¯ samples each generated using POWHEG.
One sample uses PYTHIA for the parton shower step, while the other uses JIMMY. This isolates
the parton shower part of the MC simulation, which is performed either using PYTHIA or
JIMMY. The uncertainty in the ISR and FSR is evaluated by comparing the expected number of
events in a truth level event selection found in two tt¯ samples, each generated using ACERMC and
PYTHIA. The two samples differ in the amount of ISR and FSR is included in the simulation.
For the single top background, the sources of systematic uncertainty include the single
top cross section, the MC generator uncertainties, the parton shower, ISR and FSR, and the
interference with tt¯. Single top can be produced through three production channels, with
production cross sections
• s-channel: 5.61± 0.22 pb
• t-channel: 87.76+3.44−1.91 pb
• Wt-channel: 22.37± 1.52 pb.
It was shown that the Wt-channel is the dominant single top production channel for the re-
gions of interest. For this reason, the 7% uncertainty in the Wt-channel cross section is the
only single top cross section uncertainty which is considered. The MC generator uncertainty
in the single top background estimate is evaluated by comparing the predicted yields from
two single top samples, one generated using POWHEG, and the other generated using MC@NLO.
Both MC samples use HERWIG to calculate the parton shower. The parton shower uncertainty
is determined by comparing the truth level yields of two simulated Wt-channel samples, each
generated using HERWIG. The parton shower step was performed using PYTHIA and HERWIG.
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Similar to the tt¯ background, the uncertainty in the single top background estimate due to
ISR and FSR uncertainties is determined by comparing two samples, each generated using
ACERMC and PYTHIA. Interference between the tt¯ and the Wt-channel single top background
processes is handled by applying an additional uncertainty to the single top background esti-
mate by comparing the truth level event selection of two Wt-channel samples, each generated
using POWHEG, but one using the DS renormalization scheme, and the other using the DR
renormalization scheme.
For the Z/γ∗+jets background, he HT extrapolation uncertainty of 50%, previously dis-
cussed in this Section. A separate an additional uncertainty is applied to account for the finite
number of partons in the Z/γ∗+jets background MC samples. This uncertainty is evaluated
by comparing the truth level event yields for two Z/γ∗+jets samples, generated with different
numbers of additional partons included in the matrix element calculation. The first sample
has exactly four additional partons in the matrix element calculation, while the second set
has four or five additional partons. Both samples are generated using SHERPA.
In addition to the above sources of systematic uncertainty, the uncertainty in the back-
ground estimate due to limited MC statistics in the CRs and SRs is considered. The MC
statistical uncertainty is evaluated for each background process independently in each analy-
sis region as
√
N , where N is the number of MC simulated events from a given background
process in a particular region. No weights or scale factors are applied to this number of sim-
ulated events. The total relative uncertainty in a region r due to MC statistical limitations
(σMC stat,relativer ) is obtained by summing the relative uncertainties for each process in region
r in quadrature. The total MC statistical uncertainty is evaluated in each region, and treated
as a systematic uncertainty in the background estimate. The Top CR and Z CR are used to
constrain the tt¯ and Z/γ∗+jets background estimates, so the MC statistical uncertainty in
the CRs results in additional uncertainty in the background estimate in the SRs. For this rea-
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son, the MC statistical uncertainty in the Top (Z) CR is applied as an additional systematic
uncertainty in the tt¯ (Z/γ∗+jets) background estimate in the SRs.
When determining the expected contributions of each of the signal models, the effects of
the JES, b-tagging efficiency, JER, and luminosity are considered as well as the uncertainty
in the signal model cross section, from in Table 5.1.
Chapter 6
Results
This chapter presents the results of the B − L stop search, which was introduced
in Chapter 5. The observed event yields and the background prediction, obtained
using a maximum likelihood fit, are shown in Section 6.1. The chapter concludes
in Section 6.2 with the expected and observed limits limits on the allowable stop
masses in the context of the particular supersymmetric model with B − L stop
pair production.
6.1 Event Yields
The fitted background yields and the observed number of events in each signal region are shown
in Tables 6.1 and 6.2. The background yields in the signal regions are determined using a
maximum likelihood fit [118] for the tt¯ and Z/γ∗+jets normalizations, which are constrained
by the observed data in the Top and Z CRs. The systematic uncertainties described in
Section 5.7 are included as Gaussian-distributed nuisance parameters.
Two events are observed, in agreement with the SM prediction. The kinematics of the two
selected events are shown in Table 6.3, the m0b` and HT distributions in SR 400 are shown in
Figure 6.1. Event displays of the two events are shown in Figure 6.2.
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As the observed number of events is consistent with the SM prediction, upper limits
at 95% confidence level (CL) on the number of beyond the Standard Model (BSM) events
for each signal region are derived using the CLS prescription and neglecting any possible
contamination in the control regions [118]. Normalizing these by the integrated luminosity of
the data sample they can be interpreted as upper limits on the visible BSM cross section, σvis,
where σvis is defined as the product of acceptance, reconstruction efficiency and production
cross section. The model independent limits are given in Tables 6.1 (SR 400) and 6.2 (SR
600), and are shown for each flavor channel separately, and for the combined SRs which sum
over the three flavor channels. Since the two observed events are in the µµ channel, the limit
on σvis is stronger than expected in the ee and eµ channels, and weaker than expected in the
µµ channel.
6.2 Model dependent limits
In the absence of an excess of events in the SRs beyond the SM prediction, limits are set
on the allowable stop masses and branching fractions for this model. Expected and observed
exclusion limits on the signal model are determined using the CLS prescription based on a
simultaneous fit of the SRs and CRs [118]. The predicted small signal contamination in the
CRs is taken into account for each signal model tested. An expected and observed mass limit is
first determined for a single choice of stop branching fraction, Br(t˜→ eb) = Br(t˜→ µb) = 0.5,
the nominal branching fraction simulated in the MC signal models. Then, the simulated signal
samples are rescaled in order to determine mass limits for different choices of stop branching
fractions.
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6.2.1 Single mass limit
Each SR (SR 400 and SR 600) is interpreted separately, using the predicted and observed event
yields in the CRs and the SR of interest. A maximum likelihood fit is performed to obtain
the model-dependent estimate of the background and signal strengths. When calculating the
expected limit, the data in the SR is replaced with the pre-fit MC prediction. An expected and
observed CLS value is computed for each simulated stop mass, in each SR to assess the relative
compatibility of the data with the signal + background hypothesis and the background only
hypothesis. For each stop mass, the SR which gives the best expected sensitivity, as measured
by the lower CLS value is selected, and used to interpret the model at that mass. The
HistFitter package limits the precision of the CLS value to 10
−6; if the two SRs are affected
by this cutoff, SR 400 is chosen by convention. This simplification is not expected to affect
the final result, as these points are far from the limit, where the expected CLS is 0.05. If the
observed CLS value in the selected SR is less than 0.05, the signal model is rejected at 95% CL.
An observed (expected) limit on the stop mass is determined by taking the highest stop mass,
with an observed (expected) CLS value less than 0.05. Figure 6.3 shows an example CLS plot
(both SRs) for the scenario with Br(t˜ → eb) = Br(t˜ → µb) = 0.5. In the high mass regime,
SR 600 is selected to interpret the mode, and the points where the solid line is below 0.05
(indicated with a dashed red line) are excluded. No interpolation between the mass points is
performed, so the mass limit for this choice of stop branching fractions is 900 GeV.
6.2.2 Branching fraction scan
This procedure of finding a stop mass limit is repeated for branching fractions across the plane
of allowed values. The MC simulation stop samples are generated with fixed branching frac-
tions of Br(t˜ → be) = Br(t˜ → bµ) = 0.5, however, an additional event weight is constructed
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to scale the simulated signal process to the desired choice of stop branching fraction. This
event weight depends on the lepton flavor channel of each MC simulated event.
For a choice of stop branching fraction, the di-stop branching fractions are given by
Brflavor(t˜t˜
∗ → bbee) = Brflavor(t˜→ be)2
Brflavor(t˜t˜
∗ → bbµµ) = Brflavor(t˜→ bµ)2
Brflavor(t˜t˜
∗ → bbeµ) = 2Brflavor(t˜→ be)Brflavor(t˜→ bµ).
(6.1)
The di-stop branching fractions for each flavor channel are plotted for choices of the single-
stop branching fraction in Figure 6.4(a), where darker colors represent a higher branching
fraction. The simulated stop samples correspond the center of the x-axis, and have di-stop
branching fractions of 0.25, 0.25, and 0.50 for the eebb, µµbb, eµbb channels respectively. As
the value of Br(t˜ → be) increases (represented by moving toward the bottom right corner of
each of the plots), the fraction of events decaying to the eebb final state increases, while the
other two flavor channels have fewer expected events. Similarly, as the value of Br(t˜ → bµ)
increases (represented by moving toward the bottom left corner of each of the plots), the
fraction of events decaying to the µµbb final state increases. Finally, increasing branching
fraction of the t˜→ bτ decay (represented by moving toward the upper left corner of the plots)
results in a decreasing number of expected events with two light leptons.
Taking the ratio of the target and nominal di-stop branching fraction, a scale factor is
defined for each flavor channel to weight the MC simulation such that it can represent any
stop branching fraction. These scale factors are given by
SFflavor(t˜t˜
∗ → bbee) = Br(t˜→ be)
2
0.25
SFflavor(t˜t˜
∗ → bbµµ) = Br(t˜→ bµ)
2
0.25
SFflavor(t˜t˜
∗ → bbeµ) = 2Br(t˜→ be)Br(t˜→ bµ)
0.50
.
(6.2)
The appropriate flavor scale factor is applied to each simulated signal event depending on the
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reconstructed flavor channel. The values of the scale factors are shown in Figure 6.4(b), where
a darker color corresponds to a larger value for the scale factor (with a maximum value of 4).
The expected and observed CLS values in SR 400 and SR 600 are shown over a range of
stop branching fraction hypotheses in Figures 6.5 and 6.6 respectively for select stop masses
of 500 GeV and 900 GeV. A complete collection of the expected and observed CLS plots are
found in Appendix B.
A limit on the allowed stop masses and stop branching fractions is obtained similar to the
example with a single branching fraction hypothesis. For each combination of stop mass and
branching fractions, the SR which gives the lowest expected value of CLS is selected. The
SR selection for select masses are shown in Figure 6.7. Based on the selected SR, the model
is rejected at 95% CL if the observed CLS is less than 0.05, and for each branching fraction,
the highest stop mass which is excluded is taken to be the mass limit.
Figure 6.8 shows the expected 95% CL mass limit for each point on the stop branching
fraction plane. These limits are obtained by selecting the highest stop mass with an expected
CLS < 0.05 in the selected SR. For each point on the stop branching fraction plane, the
color corresponds to the maximum excluded stop mass or the selected branching fraction
hypothesis. The nominal stop cross section is used when determining these limit contours.
The expected and observed limits for each stop mass are shown in Figure 6.9. This figure
shows, for each simulated stop mass, the observed (expected) 95% exclusion limit on the
branching fraction under the red (blue) line. A yellow band shows the ±1σ uncertainty in
the expected limit, determined from the systematic uncertainty in the signal and background
prediction excluding the effect of the signal cross section uncertainty. The effect of varying
the signal cross section on the observed limit is indicated by the dashed red lines. Since the
two observed events are in the µµ channel, the observed limit is somewhat stronger than
expected in scenarios with a large stop branching fraction to be (on the right side of the
6. Results 111
branching fraction plane), and somewhat weaker than expected when the branching fraction
to bµ becomes significant. This explains why the red (observed) limit contour crosses the
dashed blue (expected) limit contour.
The observed limit on the stop mass is shown in Figure 6.10. This plot shows the 95% CL
on the mass obtained by choosing the maximum excluded mass for each branching fraction on
the plane using the nominal cross section value. As the branching fraction of t˜→ bτ increases,
the number of expected events with electrons or muons in the final state decreases for the
same simulated stop mass. Therefore, the limit on the mass is strongest at the bottom of the
plane. In the top corner of the plot, the SRs described in this analysis note have no sensitivity,
however traditional leptoquark searches for final states with b-tagged jets and τ leptons are
able to place experimental limits in this region [4].
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Table 6.1: The expected and observed event yields in SR 400. The expected event yields are
shown before and after performing the fit to the data in the control regions. The
last three rows show the model-independent 95% CL on the visible cross section
and the upper limit on the number of events (expected and observed) in SR 400
from a generic non-Standard Model process.
SR 400 SR 400 ee SR 400 µµ SR 400 eµ
Observed 2 0 2 0
Fitted background 1.39± 0.35 0.36± 0.15 0.57± 0.20 0.45± 0.11
Fitted tt¯ 0.33± 0.09 0.07± 0.08 0.07± 0.02 0.19± 0.05
Fitted Z/γ∗+jets 0.54± 0.28 0.20± 0.10 0.35± 0.18 ≤ 0.01
Single Top 0.44± 0.08 0.10± 0.03 0.11± 0.03 0.23± 0.05
Other 0.07± 0.04 ≤ 0.01 0.04± 0.02 0.03± 0.03
Input SM 1.2 0.30 0.46 0.43
Input tt¯ 0.30 0.06 0.06 0.17
Input Z/γ∗+jets 0.38 0.14 0.24 0.00
Input single Top 0.44 0.10 0.11 0.23
Input other 0.07 0.00 0.04 0.03
Upper limits
σvis [fb] 0.23 0.11 0.26 0.11
Observed Nnon−SM 4.8 2.2 5.4 2.3
Expected Nnon−SM 4.0+2.2−1.1 3.2
+1.7
−1.1 3.6
+1.9
−1.5 3.3
+1.8
−1.3
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Table 6.2: The expected and observed event yields in SR 600. The expected event yields are
shown before and after performing the fit to the data in the control regions. The
last three rows show the model-independent 95% CL on the visible cross section
and the upper limit on the number of events (expected and observed) in SR 600
from a generic non-Standard Model process.
SR 600 SR 600 ee SR 600 µµ SR 600 eµ
Observed 1 0 1 0
Fitted background 0.55± 0.15 0.15± 0.06 0.24± 0.10 0.16± 0.06
Fitted tt¯ 0.10± 0.02 0.03± 0.01 ≤ 0.01 0.07± 0.03
Fitted Z/γ∗+jets 0.23± 0.12 0.08± 0.05 0.15± 0.08 ≤ 0.01
Single Top 0.18± 0.04 0.03± 0.01 0.05± 0.02 0.09± 0.03
Other 0.04± 0.01 ≤ 0.01 0.04± 0.02 ≤ 0.01
Input SM 0.47 0.12 0.20 0.16
Input tt¯ 0.09 0.03 0.00 0.06
Input Z/γ∗+jets 0.16 0.06 0.10 0.00
Input single Top 0.18 0.03 0.05 0.09
Input other 0.04 0.00 0.04 0.00
Upper limits
σvis [fb] 0.19 0.10 0.20 0.10
Observed Nnon−SM 3.9 2.1 4.0 2.1
Expected Nnon−SM 3.5+1.9−1.4 2.6
+1.6
−0.6 3.0
+1.7
−1.0 2.7
+1.6
−0.7
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Table 6.3: The event and object kinematics for the two events passing the signal region se-
lection. The first event passes the SR 400 selection while the second event passes
both SR 400 and SR 600 selections.
Run number 214216 210302
Event number 121272046 2292645861
m0b` [GeV] 558 686
`0 flavor µ µ
`0 charge − −
`0 pT [GeV] 375 272
b0 pT [GeV] 330 460
`0 η −0.11 1.22
b0 η 0.56 0.95
`0 φ 2.0 −1.3
b0 φ −2.7 2.5
m1b` [GeV] 526 528
`1 flavor µ µ
`1 charge + +
`1 pT [GeV] 88 96
b1 pT [GeV] 542 374
`1 η 0.45 1.43
b1 η −1.1 −0.26
`1 φ −2.3 −0.91
b1 φ −0.21 2.3
mb` asymmetry 0.03 0.13
HT [GeV] 1335 1203
EmissT significance [ GeV
1/2] 2.9 6.4
EmissT [GeV] 107 223
m`` [GeV] 324 71
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Figure 6.1: The m0b` (top) and HT (bottom) distributions in SR 400. The Standard Model
background prediction is taken from the fitted background prediction. The hashed
bands show the uncertainty in the fitted background prediction including the MC
statistical and sources of systematic uncertainty.
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Run: 214216 
Event: 121272046 
Date: 2012-11-09 
Time: 05:13:06 CEST
(a) Run 214216, Event 121272046
Run: 210302
Event: 2292645861
Date: 2012-09-16
Time: 08:33:51 CEST
(b) Run 210302, Event 2292645761
Figure 6.2: Event displays for the two observed events passing the signal region criteria. The
top event passes the SR 400 selection with m0b` = 558 GeV. The event shown on
the bottom passes both the SR 400 and SR 600 selection with m0b` = 686 GeV.
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Figure 6.3: Expected and observed CLS value as a function of stop mass for the scenario
with Br(t˜ → eb) = Br(t˜ → µb) = 0.5. The last mass which has an observed
CLS < 0.05 is where the limit is to be set.
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(a) Stop branching fractions for each flavor channel
(b) Scale factors for each flavor channel
Figure 6.4: Stop pair branching fraction and corresponding scale factor to each di-lepton fla-
vor channel depending on the branching fractions of a single stop. The di-stop
branching fractions are given by Equation 6.1. The scale factor plot obtained by
plotting Equation 6.2. In all six plots, a darker color corresponds to a higher value
for the branching fraction or the scale factor.
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Figure 6.5: The expected and observed CLS values in SR 400 for a stop mass of 500 GeV,
shown across the plane of physical stop branching fractions.
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Figure 6.6: The expected and observed CLS values in SR 600 for a stop mass of 900 GeV,
shown across the plane of physical stop branching fractions.
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(a) Selected SR for 500 Gev stop mass
0.0 0.2 0.4 0.6 0.8 1.0
Br(˜t→be)
0.0
0.2
0.4
0.6
0.8
1.0
B
r(˜
t
→
bτ
)
Unphysical
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
600
Stop mass = 900 GeV
ATLAS Internal√
s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
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Figure 6.7: The selected SR for several stop branching fractions for a stop mass of
500 GeV(left) and 900 GeV(right). The SR is selected by choosing the SR with
the smallest expected CLS value for a given branching fraction.
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Figure 6.8: The expected mass limit on the stop at 95% CL. This limit is obtained using the
nominal stop cross section. Stop masses between 400 GeV and 1100 GeV, in steps
of 100 GeV, are tested. The mass limit shown corresponds to the highest-mass
stop sample which is excluded.
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Figure 6.9: Expected and observed limit on the branching fractions for the stop decaying
to different lepton flavors shown for different stop mass hypotheses between
400 GeVand 1.1 TeV. The shaded area under the solid line represents the branch-
ing fractions which are excluded at 95% CL for each stop mass. The dotted lines
represent the uncertainty in the observed mass limit obtained by varying the signal
model cross section up and down one standard deviation from the nominal value.
The dashed line shows the expected 95% CL exclusion for each stop mass, and the
shaded band shows the uncertainty in this expected exclusion limit from statistical
uncertainty and the sources of systematic uncertainty discussed in Section 5.7.
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Figure 6.10: The observed mass limit on the stop at 95% CL. This limit is obtained using the
nominal stop cross section. Stop masses between 400 GeV and 1100 GeV, in steps
of 100 GeV, are tested. The mass limit shown corresponds to the highest-mass
stop sample which is excluded.
Chapter 7
Conclusion
This thesis describes the search for direct scalar top production where the scalar tops decay via
an R-parity-violating coupling to a final state with two leptons and two identified b-jets. The
search uses 20.3 fb−1of
√
s = 8 TeV proton-proton data collected with the ATLAS detector at
the LHC. No significant excess of events over the Standard Model prediction is observed, and
limits are set on the mass of the scalar top at 95% confidence level. A scan of possible stop
branching fractions are tested, the mass limit ranges between 500 GeV, when the stop has a
branching fraction to a b-quark and a tau lepton of 80%, to to 1 TeVwhen the stop decays
entirely to a b-quark and an electron.
With the upcoming Run-II of the Large Hadron Collider, the collisions will have a center-
of-mass energy of 13 TeV, resulting in a huge gain in the expected cross section for scalar top
pair production. This analysis, will benefit from the higher cross section, and will be able to
test higher stop masses. Hopefully, the future LHC runs will find signs of new physics beyond
the Standard Model!
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Appendix A
Statistical interpretation technique
Statistical interpretation is a critical part of any Physics analysis. It is used in
many aspects of an analysis, including background fits, and to translate the ob-
servation into a result, either a discovery or an exclusion.
The analysis presented in this thesis uses a maximum likelihood fit to the data to
obtain a background fit. The particular likelihood function uses for this analysis
is described in Section A.1. Ultimately, the CLS method is used to set exclusion
limits on the stop mass and branching fraction. The CLS method uses a modified
frequentest technique, and is described in Section A.2.
A.1 Likelihood function
This analysis uses a maximum likelihood fit to determine the normalization factors of the
major backgrounds, and to constrain the systematic uncertainties based on the observations
in the signal and control regions.
The maximum likelihood treats the systematic uncertainties as “nuisance parameters,”
which are profiled using a Gaussian distribution. This means the size of a particular uncer-
tainty can be further constrained (or made larger) compared to the nominal value based on
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the compatibility of the data with the prediction. The Gaussian distribution applies a penalty
in the likelihood function for varying the nuisance parameters to ensure the cannot float freely.
The most general form of the maximum likelihood function used in this analysis incorpo-
rates several signal and control regions, referred to as “channels,” where each channel may
have several bins. A template form of the maximum likelihood function can be written as
L (n,ϑ | µsig,µbkg,ϑ) =
∏
c∈channels
b∈bins
P (ncb | νcb (µsig,µbkg,θ))︸ ︷︷ ︸
Poisson for each bin
in each channel
·
∏
p∈ nuisanceparameters
G (ϑp | θp)︸ ︷︷ ︸
Gaussian
constraints
, (A.1)
where the parameters can be interpreted as
ncb: The number of observed events in channel c and bin b.
νcb: The expected number of events in channel c and bin b. These quantities depend on the
other parameters that enter the likelihood.
ϑp: The best fit value for for the nuisance parameter p. These quantities are varied to
achieve a maximum likelihood, but there is a penalty associated with these variations.
θp: The nominal value for for the nuisance parameter p.
µsig: Normalization factor of the signal sample. This quantity is allowed to vary without
penalty.
µbkg: Vector of the normalization factors of the background samples. There is one normal-
ization factor for each background process who’s normalization is allowed to vary. The
components of µbkg are allowed to vary independent of one another, and as with µsig,
there is no penalty for these variations
The first term in Equation A.1 is a product of Poisson functions, where the product is taken
over each of the channels (c) considered and the bins (b) within each channel. The analysis
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described in this thesis does not used binned signal and control regions The product is only be
taken over the channels in this situation. The second term is a product of Gaussian functions,
taken over each of the systematic uncertainties, taken as nuisance parameters.
In order to find the normalization factors (µsig and µbkg) and nuisance parameters (ϑ)
which maximize the likelihood function, − logL is minimized. The log-likelihood function is
easier to work with numerically because the raw likelihood spans many orders of magnitude,
so the gradient is very steep. The negative of the log-likelihood is a convention often used,
but not meaningful.
A.2 The CLs method
The search results presented in this thesis are interpreted using the CLS technique. CLS is a
method for determining limits developed at LEP, but is commonly used in analyses on ATLAS.
It is, at its core, a frequentest technique, but it does adopt some Bayesian properties [122, 123].
When making a discovery, a p-value test is commonly used to evaluate the confidence
level of the result. The background-only model is declared the “null hypothesis,” and the
“alternate hypothesis” is defined as the scenario where the data contain both signal and
background events. The observation is compared with the prediction from the background-
only hypothesis, and if the data is incompatible (p-value less than some threshold, α), the
null hypothesis is rejected, and the alternate hypothesis is accepted with a confidence level of
(1− α).
While the p-value test is useful for evaluating a discovery, but if the data is found to be
compatible with the prediction, limits can be set, where signal models are rejected if they
are expected to be observed in the available data. One method that was commonly used in
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Figure A.1: Examples probability distribution functions for signal+background and
background-only hypotheses.
particle physics is the CLS+B technique. This technique defines a test statistic
q (µ) = −2 ln L (µ,θ)Lmax , (A.2)
where L is a likelihood ratio, µ is the signal strength being tested, and θ are the values of the
nuisance parameters which maximize the likelihood ratio. The test statistic is calculated for
the observation in the analysis regions, and the quantity CLS+B is defined in such a way to
give the probability of a measurement at least as extreme as the observed test statistic. If the
observed test statistic is greater than the mean of the expected signal+background probability
distribution function, CLS+B is defined as
CLS+B =
∫ inf
qobs
P (q (µ)) dq. (A.3)
CLS+B is treated similar to a p-value for the signal+background model with signal strength
equal to µ. That is, if CLS+B < α (where α is often set to 0.05), the signal model with signal
strength, µ, is rejected with a (1− α) confidence level.
The CLS+B technique works well in scenarios where the test has good statistical signifi-
cance, as shown in Figure A.1(a). If, however, the background-only and the signal+background
hypotheses are not well separated, as shown in Figure A.1(b), the CLS+B technique can (and
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Figure A.2: Examples probability distribution functions used to calculate the CLS quantity.
The area shaded in red and blue are equal to CLB and CLS+B respectively, and
CLS is given by taking the ratio of the two.
does) reject signal models in favor of the background-only hypothesis, when the data is in-
compatible with both!
The CLS technique provides protection from this sort of error by including the agree-
ment with the background-only hypothesis. The compatibility of the observation with the
background-only hypothesis is
CLB =
∫ − inf
qobs
P (q (µ = 0)) dq, (A.4)
assuming qobs less than the mean of the expected background-only probability distribution
function.
The CLS+B and CLB quantities are used to construct CLS , which is defined as
CLS =
CLS+B
CLB
, (A.5)
An example of the application of the CLS method is shown in Figure A.2. The two curves
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represent the expected probability distributions for the signal+background hypothesis (blue)
and the background-only hypotheses (red), and the black line is placed at the value of q
corresponding to the observation. The shaded areas are equal to the CLS+B (green) and
1− CLB (yellow), thus CLS is equal to the ratio of these areas.
The CLS value is penalized if the data is incompatible with both the signal+background
and background-only hypotheses or if the two hypotheses are indistinguishable. This is par-
ticularly important when the number of expected and observed events is low, leading to large
statistical uncertainties. In these cases, a downward fluctuation of only a few events may
result in a signal model being excluded by the CLS+B , but the CLS method tends to be more
conservative in this respect.
Appendix B
Signal model interpretation
This appendix includes plots of the expected and observed CLS values in each of
the two SRs. The CLS values are computed for each of the tested stop masses
from 400 GeVto 1100 GeV, and over the range of physical stop branching ratios.
In addition to the CLS values, the selected SR for a selection of stop branching
ratios is shown for each stop mass. The SR is selected by choosing the SR which
gives the lowest expected CLS value for the particular choice of stop mass and
branching ratios as described in Section 6.2
131
B. Signal model interpretation 132
B.1 400 GeV stop mass
0.0 0.2 0.4 0.6 0.8 1.0
Br(˜t→be)
0.0
0.2
0.4
0.6
0.8
1.0
B
r(˜
t
→
bτ
)
Stop mass = 400 GeV
SR 400: Expected CLS
Unphysical
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
E
x
p
e
ct
e
d
 C
L
S
ATLAS Internal√
s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
(a) Expected CLS for SR 400
0.0 0.2 0.4 0.6 0.8 1.0
Br(˜t→be)
0.0
0.2
0.4
0.6
0.8
1.0
B
r(˜
t
→
bτ
)
Stop mass = 400 GeV
SR 600: Expected CLS
Unphysical
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
E
x
p
e
ct
e
d
 C
L
S
ATLAS Internal√
s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
(b) Expected CLS for SR 600
Figure B.1: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
400 GeV, shown across the plane of physical stop branching ratios.
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Figure B.2: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
400 GeV, shown across the plane of physical stop branching ratios.
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Figure B.3: SR selection for a stop mass of 400 GeV.
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B.2 500 GeV stop mass
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Figure B.4: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
500 GeV, shown across the plane of physical stop branching ratios.
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Figure B.5: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
500 GeV, shown across the plane of physical stop branching ratios.
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Figure B.6: SR selection for a stop mass of 500 GeV.
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B.3 600 GeV stop mass
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Figure B.7: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
600 GeV, shown across the plane of physical stop branching ratios.
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Figure B.8: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
600 GeV, shown across the plane of physical stop branching ratios.
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Figure B.9: SR selection for a stop mass of 600 GeV.
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Figure B.10: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
700 GeV, shown across the plane of physical stop branching ratios.
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Figure B.11: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
700 GeV, shown across the plane of physical stop branching ratios.
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Figure B.12: SR selection for a stop mass of 700 GeV.
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Figure B.13: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
800 GeV, shown across the plane of physical stop branching ratios.
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Figure B.14: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
800 GeV, shown across the plane of physical stop branching ratios.
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Figure B.15: SR selection for a stop mass of 800 GeV.
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B.6 900 GeV stop mass
0.0 0.2 0.4 0.6 0.8 1.0
Br(˜t→be)
0.0
0.2
0.4
0.6
0.8
1.0
B
r(˜
t
→
bτ
)
Stop mass = 900 GeV
SR 400: Expected CLS
Unphysical
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
E
x
p
e
ct
e
d
 C
L
S
ATLAS Internal√
s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
(a) Expected CLS for SR 400
0.0 0.2 0.4 0.6 0.8 1.0
Br(˜t→be)
0.0
0.2
0.4
0.6
0.8
1.0
B
r(˜
t
→
bτ
)
Stop mass = 900 GeV
SR 600: Expected CLS
Unphysical
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.10
E
x
p
e
ct
e
d
 C
L
S
ATLAS Internal√
s =8 TeV, 20.3 fb−1
t˜1 t˜1  production, ˜t1 →b`
(b) Expected CLS for SR 600
Figure B.16: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
900 GeV, shown across the plane of physical stop branching ratios.
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Figure B.17: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
900 GeV, shown across the plane of physical stop branching ratios.
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Figure B.18: SR selection for a stop mass of 900 GeV.
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Figure B.19: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
1 TeV, shown across the plane of physical stop branching ratios.
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Figure B.20: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
1 TeV, shown across the plane of physical stop branching ratios.
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Figure B.21: SR selection for a stop mass of 1 TeV.
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Figure B.22: Expected CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
1.1 TeV, shown across the plane of physical stop branching ratios.
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Figure B.23: Observed CLS values for SR 400 (top) and SR 600 (bottom) for a stop mass of
1.1 TeV, shown across the plane of physical stop branching ratios.
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Figure B.24: SR selection for a stop mass of 1.1 TeV.
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