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Abstract
This paper develops a communication-efficient algorithm to solve the stochastic optimization problem defined over a
distributed network, aiming at reducing the burdensome communication in applications such as distributed machine
learning. Different from the existing works based on quantization and sparsification, we introduce a communication-
censoring technique to reduce the transmissions of variables, which leads to our communication-Censored dis-
tributed Stochastic Gradient Descent (CSGD) algorithm. Specifically, in CSGD, the latest mini-batch stochastic
gradient at a worker will be transmitted to the server only if it is sufficiently informative. When the latest gradient
is not available, the stale one will be reused at the server. To implement this communication-censoring strategy, the
batch sizes are increasing in order to alleviate the effect of gradient noise. Theoretically, CSGD enjoys the same
order of convergence rate as that of SGD, but effectively reduces communication. Numerical experiments further
demonstrate the sizable communication saving of CSGD.
1 Introduction
Considering a distributed network with one server and M workers, we aim to design a communication-
efficient algorithm to solve the following optimization problem
min
x∈Rd
M∑
m=1
Eξm
[
fm(x; ξm)
]
, (1)
where x is the optimization variable, {fm}Mm=1 are smooth local objective functions with fm being kept
locally at worker m, and {ξm}Mm=1 are random variables associated with some distributions {Dm} indepen-
dently.
Problem (1) arises in a wide range of science and engineering fields, e.g., in distributed machine learning
(Dean et al. 2012). For distributed machine learning, there are two major drives for solving problems in the
form of (1): i) distributed computing resources — for massive and high-dimensional datasets, performing
the training processes over multiple workers in parallel is more efficient than relying on a single computing
worker; and, ii) user privacy concerns — with massive amount of sensors nowadays, distributively collected
data may contain private information about end users, and thus keeping the computation at local workers is
more privacy-preserving than uploading the data to the central server. However, the communication between
the server and the workers is one of the major bottlenecks of distributed machine learning. Indeed, reducing
the communication cost is also a common consideration in popular machine learning frameworks such as
federated learning (Smith et al. 2017).
1.1 Prior art
Before discussing our algorithm, we review several existing works for solving (1) in a distributed manner.
Finding the best communication-computation tradeoff has been a long-standing problem in distributed
consensus optimization (Nedi, Olshevsky, and Rabbat 2018; Berahas et al. 2018), since it is critical to many
important engineering problems in signal processing and wireless communications (Giannakis et al. 2016).
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For the emerging machine learning tasks, the communication efficiency has been frequently discussed during
the past decade (Zhang, Duchi, and Wainwright 2013; Li et al. 2014; Jordan, Lee, and Yang 2018), and it
attracts more attention when the notion of federated learning becomes popular (Konecny´ et al. 2016; Smith
et al. 2017). Many dual domain methods have been demonstrated as efficient problem-solvers (Yang 2013;
Jaggi et al. 2014), which, nonetheless, require primal-dual loops and own only empirical communication-
saving performance rather than any theoretical guarantee.
In general, there are two different kinds of strategies to save communication cost. On the one hand, due to
the limited bandwidth in practice, transmitting compressed information, which is called quantization (Tang et
al. 2018; Rao, Rini, and Goldsmith 2018; Alistarh et al. 2017; Bernstein et al. 2018) or sparsification (Stich,
Cordonnier, and Jaggi 2018; Alistarh et al. 2018), is an effective method to alleviate communication burden.
In particular, the quantized version of stochastic gradient descent (SGD) has been developed (Alistarh et al.
2017; Bernstein et al. 2018). On the other hand, instead of consistently broadcasting the latest information,
cutoff of some “less informative” messages is encouraged, which results in the so-called event-triggered
control (Garcia et al. 2013; Aji and Heafield 2017) or communication censoring (Li et al. 2019; Liu et al.
2019). Extending the original continuous-time setting (Garcia et al. 2013) to discrete-time (Aji and Heafield
2017), the work of (Lan, Lee, and Zhou 2017) achieves a sublinear rate of convergence, while the work of
(Liu et al. 2019) shows a linear rate and its further extension (Li et al. 2019) proves both rates of convergence.
However, the above three algorithms utilize the primal-dual loops, and only rigorously establish convergence,
not the communication reduction.
To the best of our knowledge, lazily aggregated gradient (LAG) proposed in (Chen et al. 2018a) is the
most up-to-date method that provably converges and saves the communication. However, the randomness in
our problem (1) deteriorates the deterministic LAG algorithm. Simply speaking, an exponentially increasing
batch-size and an exponentially decreasing censoring control-size of CSGD are designed for such a stochas-
tic algorithm to converge, while LAG can directly obtain its deterministic gradient and does not introduce a
controlling term in its threshold. Direct application of LAG to multi-agent reinforcement learning does in-
volve stochasticity, but the convergence of the resultant LAPG approach is established in the weak sense, and
communication reduction critically relies on the heterogeneity characteristic of distributed agents.
In our work, we generalize and strengthen the results in LAG (Chen et al. 2018a) and LAPG (Chen et
al. 2018b) to a more challenging stochastic problem, with stronger convergence and communication reduc-
tion results. Specifically, our convergence results hold in the almost sure sense, thanks to a novel design
of variable batch-size in gradient sampling and control-size in censoring threshold. More importantly, our
communication reduction is universal in the sense that the heterogeneity characteristic needed to establish
communication reduction in (Chen et al. 2018a; Chen et al. 2018b) is no longer a prerequisite in our work.
1.2 Our contributions
Though the celebrated SGD method (Bottou 2010) can be applied to solving (1), it requires iterative
communication and is hence less advantageous in our setting. Consider the SGD with dynamic batch-
size (Bottou, Curtis, and Nocedal 2018). After receiving the latest variable x¯k−1 from the server at
iteration k, each worker samples a batch of independently and identically distributed (i.i.d.) stochas-
tic gradients {∇fm(x¯k−1; ξk,bm )}B
k
b=1 with a batch size B
k, and then sends the sample mean ∇¯km :=
1
Bk
∑Bk
b=1∇fm(x¯k−1; ξk,bm ) back to the server, who aggregates all the means in ∇¯k :=
∑M
m=1 ∇¯km. With
the step-size α, the SGD update is
x¯k = x¯k−1 − α∇¯k = x¯k−1 − α
M∑
m=1
∇¯km. (2)
Therein, every worker is required to upload the latest mini-batch stochastic gradient ∇¯km at every iteration,
which is rather expensive in communication.
To maintain the desired properties of SGD and overcome its limitations, we design our communication-
Censored distributed SGD (CSGD) method, which leverages the communication-censoring strategy. To dis-
tinguish with the original SGD, at iteration k − 1, the variable at the server is denoted as xk−1. Seeking a
desired communication-censoring strategy, we are interested in the distance between the latest mini-batch
stochastic gradient at worker m, which is denoted as ∇km := 1Bk
∑Bk
b=1∇fm(xk−1; ξk,bm ) and the previous
uploaded one, denoted by ∇ˆk−1m . While other distance metrics are also available, we consider the distance in
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Figure 1: Illustration of CSGD.
terms of ‖∇km−∇ˆk−1m ‖2, where ‖ · ‖ denotes the 2-norm of a vector. If ‖∇km−∇ˆk−1m ‖2 is below a censoring
threshold τk, we consider the fresh gradient less informative, which will be censored and not transmitted.
Specifically, the latest uploaded gradient for worker m at time k, denoted as ∇ˆkm, is updated via
∇ˆkm =
{
∇km, ‖∇km − ∇ˆk−1m ‖2 > τk,
∇ˆk−1m , otherwise.
(3)
Then the server aggregates the latest received gradients in ∇ˆk := ∑Mm=1 ∇ˆkm and performs the CSGD update
with the step-size α, that is,
xk = xk−1 − α∇ˆk = xk−1 − α
M∑
m=1
∇ˆkm, (4)
Specifically, in (3) we use the following censoring threshold
τk :=
1
M2
(
w
D
D∑
d=1
‖∇ˆk−d‖2 + σk
)
, (5)
where {‖∇ˆk−d‖}Dd=1 are recent D aggregated gradients, w is a weight representing the confidence of the
censoring threshold, and σk controls the randomness of the stochastic part that we call control-size. The
adaptive threshold consists of a scaling factor 1M2 and the sum of two parts. The first part learns information
from the previous D updates, while the second part helps alleviate the gradient noise.
Building upon this innovative censoring condition, our main contributions can be summarized as follows.
c1) We propose communication-censored distributed SGD with dynamic batch-size (abbreviated as CSGD)
that achieves the same order of convergence rate as the original SGD.
c2) CSGD provably saves the total number of communication uploads to the targeted accuracy relative to SGD.
c3) We use extensive experiments to show the superior performance of the proposed CSGD algorithm.
2 CSGD development
In this section, we introduce CSGD and provide some insights behind its threshold design in (5). In CSGD,
per iteration k, the server broadcasts its latest variable and threshold to all workers. With the consideration
of data privacy and uploading burden, each worker locally computes an estimate of its gradient with batch-
size Bk and then decides whether to upload the fresh gradient. Specifically, the worker’s upload will be
skipped, if ‖∇km − ∇ˆk−1m ‖2, the squared difference between the newly calculated gradient and the recently
uploaded one, is below the given threshold τk. When such a communication skipping happens, we say that
the worker is censored. At the end of iteration k, the server only receives the latest uploaded gradients, and
updates its variable via (4) and the censoring threshold τk+1 via (5), using the magnitudes ofD recent updates
{‖∇ˆk−d‖, d = 0, . . . , D − 1} with ‖∇ˆ−d‖ = 0 for d ≥ 0. We illustrate CSGD in Figure 1 and Algorithm 1.
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Algorithm 1 Communication-Censored Distributed SGD
Require: Number of iterations K, step-size α, batch-sizes {Bk}, control-sizes {σk}.
Initialize: Initial point x0, gradients {∇ˆ0m}, threshold τ1.
1: for iterations k = 1, 2, . . . ,K do
2: Server broadcasts xk−1, τk.
3: for Worker m = 1, · · · ,M do
4: Sample local gradients {∇fm(xk−1; ξk,bm )}B
k
b=1.
5: Compute∇km = 1Bk
∑Bk
b=1∇fm(xk−1; ξk,bm ).
6: if ‖∇km − ∇ˆk−1m ‖2 > τk then
7: Worker m uploads∇km to the server.
8: Set ∇ˆkm = ∇km on the server and worker m.
9: else
10: Worker m does not upload.
11: Set ∇ˆkm = ∇ˆk−1m on the server and worker m.
12: end if
13: end for
14: Server updates the model xk via (4) and τk+1 via (5).
15: end for
2.1 CSGD parameters
If we choose the parameters properly, our proposed framework is general in the sense that it also recovers
several existing algorithms. For deterministic optimization problem, all data are used at every iteration. For
example, LAG (Chen et al. 2018a) with w < 1 and σk = 0 guarantees communication saving compared with
the original gradient descent (i.e. w = 0, σk = 0) under some mild assumptions. For the stochastic case,
setting w = 0, σk = 0 in (5) recovers the SGD with dynamic batch-size (Bottou, Curtis, and Nocedal 2018;
Yu and Jin 2019). We will give some interpretations of the required parameters in (5) next; see also Table 1.
The step-size α and the batch-size Bk. In recent works (Bottou, Curtis, and Nocedal 2018; Yu and Jin
2019), SGD with constant step-size and exponentially-increasing batch-size has been studied. It achieves the
O(1/k) accuracy with O(log k) iterations and O(k) samples of gradients. Intuitively speaking, larger step-
size α leads to faster convergence, but requires a faster increasing rate of batch-size (which depends on α) to
control the bias from the gradient sampling. Then in total, the sampling time is in the same order regardless
of the magnitude of α. Nonetheless, the choice of α cannot be arbitrary; extremely large step-size learns from
the current gradient too much, thus deteriorates the convergence.
In our analysis, choosing the increasing rate of Bk larger than a lower bound depending on α will result in a
convergence rate depending only on α, which is consistent with previous SGD works.
The control-size σk. The term σk has two implications.
1. It excludes some noisy uploads. When the worker samples Bk gradients and then takes their arithmetic
mean, the variance of the mean shrinks to 1
Bk
of the original one, if the variances exists. Thus, σk decreas-
ing no faster than 1
Bk
helps the threshold to make effect in the long term.
2. As a tradeoff, the control-size may slow down the convergence. If the control-size decreases in an extremely
slow rate, the censoring threshold will be hard to reach, and the server will use the inaccurate stale gradient
for a long time before receiving a fresh gradient, which affects the rate of convergence.
Next, we will theoretically show if σk decreases properly at a rate similar to those of 1
Bk
and the objective,
then the overall convergence rate of CSGD is comparable to that of SGD, but improves communication-
efficiency.
The confidence time D and confidence weight w. Those two parameters bound how much historic in-
formation we leverage in CSGD. First, D is regarded as a confidence time. Once a newly calculated local
gradient is uploaded, we are confident that it will be a good approximation of the gradients in the consec-
utive D iterations from now on. Therefore, we prefer using it to update variables for no less than D times,
instead of uploading a fresher gradient. In fact, the communication-saving property proved in the next section
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is motivated by the intuition that the upload is as sparse as no more than once in D consecutive iterations.
Meanwhile, we multiply a weight w < 1 to the historic gradients, with the consideration of lessening the
impact of historic errors.
Theoretically, we specify w = 160 to simplify the threshold, and constrain on step-size and batch-size such
that any large D is able to work as a confidence time.
Notation Description Theoretically suggested setting
α step-size α ≤ min{ 32Dµ , 13L , 16√5 maxm LmMD}
Bk batch-size Bk ≥ B0(1− η1)−k
σk control-size σk = σ0(1− η2)k
D confidence time D ≥ 2 (strongly convex) or D ≥ 10 (nonconvex)
w confidence weight w = 1/60
Table 1: Important parameters and their theoretical settings that provably save communication.
2.2 Motivation of the censoring threshold τk
For brevity, we will concatenate the variables in ξ = [ξ1; . . . ; ξM ], and define f(x; ξ) =
∑M
m=1 fm(x; ξm),
Fm(x) = Eξm
[
fm(x; ξm)
]
, and F (x) =
∑M
m=1 Fm(x).
The following lemma bounds how much the objectives in CSGD and SGD descend after one update.
Lemma 1 (Objective descent). Suppose the gradient of the objective function F (x) isL-Lipschitz continuous,
then for SGD iteration (2), we have (for any ¯,  > 0)
F (x¯k)− F (x¯k−1)≤−α
(
1− ¯
2
− (1 + ¯)L
2
α
)
‖∇F (x¯k−1)‖2 + α
2¯
‖∇F (x¯k−1)− ∇¯k‖2 := ∆¯k. (6)
And likewise for CSGD iteration (4), we have
F (xk)− F (xk−1)
≤− α
(
1− 
2
− (1 + )L
2
α
)
‖∇F (xk−1)‖2 + αM2
(
1

+ (1 +
1

)
L
2
α
)
τk +
α

‖∇F (xk−1)−∇k‖2
:=∆k. (7)
Recall the confidence-interval interpretation of the constant D in (5). Ideally, in CSGD, an uploaded
stochastic gradient will be used for at least D iterations, and thus the number of communication reduces
to at most 1D of the uncensored SGD. At the same time, the objective may descend less in CSGD relative to
SGD. But if the descents of CSGD and SGD satisfy
−∆k
−∆¯k ≥
1
D
, (8)
then CSGD still outperforms SGD in terms of communication efficiency. Conditioned on xk−1 = x¯k−1, an
equivalent expression of (8) is
τk≤ 1
M2
(
w‖∇F (xk−1)‖2 + c‖∇F (xk−1)−∇k‖2) , (9)
where w = (
1− 2−(1+)L2 α)− 1D (1− ¯2−(1+¯)L2 α)
1
+(1+
1
 )
L
2 α
and c =
1
2D¯− 1
1
+(1+
1
 )
L
2 α
are two constants.
Intuitively, larger τk increases the possibility of censoring communication. However, the right-hand side
of (9) is not available at the beginning of iteration k, since we know neither ∇F (xk−1) nor ∇k. Instead, we
will approximate ‖∇F (xk−1)‖2 using the aggregated gradients in the recent D iterations, that is
‖∇F (xk−1)‖2 ≈ 1
D
D∑
d=1
‖∇ˆk−d‖2.
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Further controlling c‖∇F (xk−1)−∇k‖2 by σk , we have
τk =
1
M2︸︷︷︸
scaling
(
w · 1
D
D∑
d=1
‖∇ˆk−d‖2︸ ︷︷ ︸
gradient approximation
+ σk︸︷︷︸
error control
)
,
which leads to the CSGD threshold (5).
3 Theoretical results
We introduce the following sufficient conditions for the subsequent theoretical analysis.
Assumption 1 (Aggregate function). The aggregate function f(x; ξ) and its expectation F (x) satisfies:
1. Smoothness: ∇F (x) is L-Lipschitz continuous..
2. Bounded variance: for any x, there exists G <∞ such that
E
∥∥∇f(x; ξ)−∇F (x)∥∥2 ≤ G2. (10)
Assumption 2 (Local functions). Two conditions on the function per worker are given as follows.
1. Smoothness: for each m, the gradient of Fm(x) is Lm-Lipschitz continuous.
2. Bounded variance: for any x and m, there exists Gm <∞ such that
E
∥∥∇fm(x; ξm)−∇Fm(x)∥∥2 ≤ G2m. (11)
Notice that Assumption 2 is sufficient for Assumption 1 to hold with L =
∑M
m=1 Lm, and the indepen-
dence of {ξm} leads to G2 =
∑M
m=1G
2
m.
3.1 Polyak-Łojasiewicz case
In the first part, we will assume the Polyak-Łojasiewicz condition (Karimi, Nutini, and Schmidt 2016), which
is generally weaker than strong convexity, or even convexity.
Assumption 3 (Polyak-Łojasiewicz condition). There is a constant µ > 0 such that for any x, we have
2µ (F (x)− F ∗) ≤ ‖∇F (x)‖2, (12)
where F ∗ is the minimum of (1).
Define the Lyapunov function for CSGD as
V k := F (xk)− F ∗ +
D∑
d=1
βd‖∇ˆk−d+1‖2, (13)
where {βd = D+1−d9D α} are constant weights. Analogously, the Lyapunov function for uncensored SGD is
defined as
V¯ k := F (x¯k)− F ∗ +
D∑
d=1
βd‖∇¯k−d+1‖2. (14)
The following theorem guarantees the almost sure (a.s.) convergence of CSGD.
Theorem 1 (Almost sure convergence). Under Assumptions 1 and 3, if we choose βd = D+1−d9D α, w =
1
60 ,
α ≤ min{ 32Dµ , 13L}, and furthermore if we set both σk and 1Bk to be summable, then it follows that
lim
k→∞
V k = 0 and lim
k→∞
F (xk) = F ∗ a.s. (15)
In addition to the asymptotic convergence, we establish the linear convergence rate for our method.
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Theorem 2 (Convergence rate). Under the same assumptions and parameter settings as those in Theorem 1,
further denote ρ = 13µα and assume
Bk ≥ B0(1− η1)−k, σk ≤ σ0(1− η2)k (16)
for some η1, η2 > ρ. Then conditioned on the same initial point x0, we have
E[V k|x0] ≤ CCSGD(1− ρ)k, E[V¯ k|x0] ≤ CSGD(1− ρ)k, (17)
where CCSGD = V 0 +
α(1−ρ)
3 (
10σ0
η2−ρ +
7G2
B0(η1−ρ) ), CSGD = V
0 + 7α(1−ρ)G
2
3B0(η1−ρ) are two constants.
Theorem 2 implies that even if CSGD skips some communications, its convergence rate is still in the same
order as the rate of original SGD. We define the ν-iteration complexity of CSGD asK = min{k : CCSGD(1−
ρ)k ≤ ν} and ν-communication complexity as the total number of communication events up to iteration K.
Analogously defining the complexities for SGD, we will compare the communication complexities of these
two approaches in the following theorem.
Theorem 3 (Communication saving). Under Assumptions 2 and 3, set w = 160 , α ≤
min{ 32Dµ , 13L , 16√5 maxm LmMD} Further, denote ρ =
1
3µα and assume
Bk ≥ B0(1− η1)−k, and σk = σ0(1− η2)k (18)
for some η1 > η2 > ρ and B0 ≥ 6M
2(1−η1)
∑M
m=1 G
2
m
σ0(η1−η2)(1−η2)Dδ , where δ > 0 is a given probability. Then with
probability at least 1 − δ, each worker updates at most once in every D consecutive iterations. Therefore,
each worker uploads no more than dK−1D e+1 times up to theK-th iteration. CSGD will save communication
in the sense of less communication complexity, if we have
D ≥ 2, K ≥ 6. (19)
Remark 1. In (18), the batch-size is commonly used in SGD algorithms with dynamic batch-size to converge
(Bottou, Curtis, and Nocedal 2018; Yu and Jin 2019). On the other hand, censoring introduces a control-size
σk with an intermediate rate of convergence, which leads to the same convergence rate of the objective, but
provably improves communication efficiency.
In short, Theorem 3 implies that with high probability, if we properly choose the parameters and run
CSGD more than a given number of iterations, then the censoring strategy helps CSGD save communication.
Intuitively, a largerD cuts off more communications, while it slows down the linear rate of convergence since
ρ = 13µα ≤ 12D .
Compared to LAG (Chen et al. 2018a), whose objective function is not stochastic, our convergence results
in Theorem 1 hold in the almost sure sense, and our communication reduction in Theorem 3 is universal.
That is to say, with a smaller step-size, the heterogeneity characteristic needed to establish communication
reduction in LAG and LAPG is no longer a prerequisite in our work. Note that for both CSGD and SGD
with dynamic batch-size (Bottou, Curtis, and Nocedal 2016, Theorem 5.3) (Yu and Jin 2019), the magnitude
of step-size does not affect the order of the overall number of gradient calculations to achieve the targeted
accuracy. Specifically, as η1 approaches ρ in Theorem 2, the number of iterations to achieve the accuracy ν
is K, and the corresponding number of needed samples or gradient calculations is
K∑
k=1
Bk =
K∑
k=1
B0(1− η1)−k η1→ρ−→
K∑
k=1
B0(1− ρ)−k = O((1− ρ)−K) = O(ν−1) (20)
for each worker, where the order is regardless of the magnitude of α. Therefore, different from using an
optimal (possibly large) step-size in existing algorithms like LAG and LAPG, it is reasonable to set the step-
sizes in SGD and CSGD the same small value, which leads to our universal communication reduction result.
Remark 2. For simplicity, in the proof, we set the constants in Lemma 1 as ¯ =  = 12 . Keeping ¯ =  gives
the same linear rate of convergence, yet with different values, the parameter settings can be improved (e.g., a
larger ρ, a wider range of α, etc.). The parameter setting that gives the best result is not our main focus here.
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Figure 2: Performance of three algorithms on the distributed least squares problem. Top: the loss error vs
communication cost. Bottom: the loss error vs number of iterations.
3.2 Nonconvex case
While CSGD can achieve linear convergence rate under the Polyak-Łojasiewicz condition, many important
learning problems do not grant such a condition. Without Assumption 3, we establish more general results
which also work for a large family of nonconvex functions.
Theorem 4 (Nonconvex case). Under Assumption 2 and the same parameter settings as in Theorem 3, then
with probability at least 1− δ, we have
min
1≤k≤K
‖∇F (xk)‖2 = o
(
1
K
)
, min
1≤k≤K
‖∇ˆk‖2 = o
(
1
K
)
(21)
and each worker updates at most once in D consecutive iterations. As a consequence, each worker up-
loads no more than dK−1D e + 1 times up to the K-th iteration. Moreover, evaluate ν-iteration complexity
by min1≤j≤k ‖∇F (xj)‖2 and correspondingly define ν-communication complexity as the total number of
communications up to its iteration complexity time. If we choose
D ≥ 10, K ≥ 448, (22)
then CSGD will save the worst-case number of communication uploads.
4 Numerical experiments
To demonstrate the merits of our CSGD, especially the two-part design of the censoring threshold, we conduct
simulations on three different problems: distributed least squares on a synthetic dataset, distributed softmax
regression on the MNIST dataset (LeCun, Cortes, and Burges 1998) and distributed logistic regression on the
Covertype dataset (Dua and Graff 2017). All experiments are conducted using Python 3.7.4 on a computer
with Intel i5 CPU @ 2.3GHz. We simulate one server and ten workers. To benchmark CSGD, we consider
the following approaches.
. CSGD: our proposed method with update (4).
. LAG-S: directly applying the LAG (Chen et al. 2018a) censoring condition to the stochastic problem, which
can be viewed as CSGD with zero control-size.
. SGD: update (2), which can be viewed as CSGD with censoring threshold 0.
In practice, when the batch-size is larger than the number of samples (denoted as B¯), the worker can get
all the samples, thus there is no more need of stochastic sampling and averaging. Therefore in simulations,
the batch-size and censoring threshold are calculated via
Bk = min
{d(1− η1)−ke, B¯} , (23)
τk =
w
M2Dα2
D∑
d=1
‖xk−d − xk−d−1‖2 + σ
0
M2
(1− η2)k, (24)
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Figure 3: Communication events of workers 1-5 over 170 iterations in least squares. Each stick is an upload.
Figure 4: Performance of three compared algorithms on the softmax regression. Top: the error term vs the
communication cost. Bottom: the error term vs the iterations.
where η1, η2, σ0, D are set the same for three algorithms, while w, σ0 are parameters depending on which
method we use. Specifically, w in CSGD and LAG-S is set as 160 according to our theoretical analysis, and
w = 0 in SGD, and σ0 is manually tuned to give proper performance in the first few iterations of CSGD, and
is 0 in LAG-S and SGD. In all the experiments, we choose D = 10, since it works for both strongly convex
and nonconvex case in the theorems. Also note that we set B0 = 1 for convenience in parameter tuning.
We tune the parameters by the following principles. First choose the step-size α and the increasing rate
of batch-size (1 − η1)−1 that work well for SGD, then keep them the same in CSGD and LAG-S. Second,
tune the parameters in control-size (i.e., σ0, η2) to reach a considerable communication-saving with tolerable
difference in the convergence with respect to iterations.
Distributed least squares. We first test on the distributed least squares problem, given by
fm(x; ξm) =
1
2
‖(ξ(1)m )T (x− x∗) + ξ(2)m ‖2, x ∈ R10. (25)
Therein, entries of ξ(1)m ∈ R10 are randomly chosen from the standard Gaussian, entries of x∗ uniformly
sample from (−2, 2), and ξ(2)m ∈ R is a Gaussian noise with distributionN (0, 0.012). All samples are selected
independently. The parameters are set as α = 0.02, (1 − η1)−1 = 1.1, σ0 = 0.1, and 1 − η2 = 0.91, which
guarantee that the condition η1 > η2 in Theorem 3 is satisfied. From Figure 2, we can observe that CSGD
significantly saves the communication but converges to the same error within a slightly more number of
iterations.
We also use an intuitive explanation in Figure 3 to showcase the effectiveness of CSGD on censoring gra-
dients. One blue stick refers to one upload of the gradient for the corresponding worker at that iteration. The
first 30 iterations in this experiment adjust the initial variable to the point where newly calculated gradients
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Figure 5: Performance of the three compared algorithms on the logistic regression. Top: the error term vs the
communication cost. Bottom: the error term vs the iterations.
become less informative, then communication events happen sparsely. Note that the uploads in Figure 3 are
not as sparse as those in Theorem 3 — no more than one communication event happens inD consecutive iter-
ations, since we set B0 = 1 instead of a sufficiently large number. Nevertheless, the design of the batch-size
and the control-size sparsifies the communication, and results in the significant reduction of communication
cost after the first 300 communication time as in Figure 2. Besides, a well-designed control-size also plays an
important role; without the control term, the curve of LAG-S highly overlaps with that of SGD, while CSGD
outperforms both with the consideration of communication efficiency.
Distributed softmax regression. In this part, we conduct experiments on the MNIST dataset, which has
60k training samples, and we use softmax regression with an `2-norm regularization term. The training sam-
ples are randomly and evenly assigned to the workers.
The parameters are set as α = 0.01, (1 − η1)−1 = 1.05, σ0 = 15, 1 − η2 = 0.96, which ensures the
condition η1 > η2 in Theorem 3 satisfied. From Figure 4, the reduction of communication cost in CSGD can
be easily observed, with a slightly slower convergence when considering iterations, which is similar to the
performance in the previous experiment, even though we set the strong convexity constant in this particular
problem (the regularization coefficient) as small as 0.0005.
Distributed logistic regression. In this part, we conduct experiments on the Covertype dataset that has
around 581k training samples, and we use logistic regression with an `2-norm regularization term.
Similar to the previous experiment, the training samples are randomly and evenly assigned to the workers,
the regularization coefficient is as small as 0.0005, and the parameters are set as α = 0.1, (1−η1)−1 = 1.05,
σ0 = 150, 1− η2 = 0.99. Observed from Figure 5, though the three schemes converge with similar number
of iterations, CSGD and LAG-S require less communication cost. Compared to LAG-S that saves about 1/3
communication after running for a long time, CSGD successfully saves communication at an early stage, and
thus achieves the same accuracy with significant communication-savings.
5 Conclusions and discussions
We focused on the problem of communication-efficient distributed machine learning in this paper. Targeting
higher communication efficiency, we developed a new stochastic distributed optimization algorithm abbrevi-
ated as CSGD. By introducing a communication-censoring protocol, CSGD significantly reduces the number
of communication rounds, while it only sacrifices slightly the needed number of iterations. It has been rig-
orously established that our CSGD method achieves the same order of convergence rate as the uncensored
SGD, while CSGD will guarantee fewer number of communication rounds if a sufficient number of historic
variables are utilized. Numerical tests demonstrated the communication-saving merit of CSGD.
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6 Supplementary Document
In this supplementary document, we present omitted proofs in the main manuscript.
6.1 Supporting lemma
Lemma 2 (Quasi-martingale convergence). Let (Xn)n≥0 be a nonnegative sequence adapted to a filtration
(Fn)n≥0. Denote Dn = Xn −Xn−1 for any n ≥ 1. If
∞∑
n=1
E
[
DnIE[Dn|Fn−1]>0
]
=
∞∑
n=1
E
[
min
{
E[Dn|Fn−1], 0
}]
<∞,
where IE[Dn|Fn−1]>0 is the indicator function of the event {E[Dn|Fn−1] > 0}, then there exists a random
variable X∞, such that when n→∞,
Xn
a.s.→ X∞ ≥ 0.
Proof. Step 1. Decomposition. We claim that (Xn)n≥0 can be decomposed into the sum of a submartingale
and a supermartingale. The construction is as follows.
Let Yn−1 := E[Dn|Fn−1], then IYn−1>0 ∈ Fn−1. Letting D+n := DnIYn−1>0, we have that
E[D+n |Fn−1] = Yn−1IYn−1>0 ≥ 0.
Similarly, we let D−n := DnIYn−1≤0. Therefore, if we set
X+n = X
+
n−1 +D
+
n , X
+
0 = 0,
and X−n = X
−
n−1 +D
−
n , X
−
0 = X0,
then X+n , X
−
n are sub- and super-martingale with respect to Fn, respectively, and Xn = X+n +X−n .
Step 2. Martingale convergence. From Theorem 5.2.8 in (Durrett 2010), if Un is a submartingale with
supEmin{Un, 0} < ∞, then as n → ∞, Un converges a.s. to an absolutely integrable limit U . For here,
notice that
Emin{X+n , 0} =E
[
E[min{X+n , 0}|Fn−1]
]
=E
[
E[min{X+n−1 + Yn−1IYn−1>0, 0}|Fn−1]
]
≤E[E[min{X+n−1, 0}+ min{Yn−1, 0}|Fn−1]]
=E
[
min{X+n−1, 0}
]
+ E
[
min{E[Dn|Fn−1], 0}
]
,
which iteratively derives
E
[
min{X+n , 0}
] ≤ E[min{X+0 , 0}]+ ∞∑
n=1
E
[
min{E[Dn|Fn−1], 0}
]
<∞.
Using the cited martingale convergence theorem, we have X+n
a.s.→ X+∞.
On the other hand, since X+n + X
−
n = Xn ≥ 0, the submartingale −X−n is no more than X+n . Then
supE
[
min{−X−n , 0}
] ≤ supE[min{X+n , 0}] < ∞. Again, the martingale convergence theorem shows
that X−n
a.s.→ X−∞. Summing up those two sequences yields the desired convergence. Further, the non-
negativeness of Xn provides that X∞ ≥ 0.
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6.2 Proof of Lemma 1
We first prove the CSGD part, and then the SGD part can be obtained with slight modifications. Notice that
‖∇ˆk‖2 =‖
M∑
m=1
∇ˆkm‖2
≤(1 + )‖
M∑
m=1
∇km‖2 + (1 +
1

)‖
M∑
m=1
(∇ˆkm −∇km)‖2
≤(1 + )‖
M∑
m=1
∇km‖2 + (1 +
1

)M
M∑
m=1
‖∇ˆkm −∇km‖2
≤(1 + )‖
M∑
m=1
∇km‖2 + (1 +
1

)M
M∑
m=1
τk
=(1 + )‖∇k‖2 + (1 + 1

)M2τk, (26)
where the first inequality comes from ‖y + z‖2 = ‖y‖2 + ‖z‖2 + 2〈y, z〉 ≤ (1 + )‖y‖2 + (1 + 1 )‖z‖2 for
any  > 0. Secondly, the inequality 〈y, z〉 ≤ 4‖y‖2 + 1 ‖z‖2 gives that
〈∇F (xk−1),∇F (xk−1)− ∇ˆk〉 =〈∇F (xk−1),∇F (xk−1)−∇k +∇k − ∇ˆk〉
=〈∇F (xk−1),∇F (xk−1)−∇k〉+ 〈∇F (xk−1),∇k − ∇ˆk〉
≤ 
4
‖∇F (xk−1)‖2 + 1

‖∇F (xk−1)−∇k‖2 + 
4
‖∇F (xk−1)‖2 + 1

‖∇k − ∇ˆk‖2
=

2
‖∇F (xk−1)‖2 + 1

‖∇F (xk−1)−∇k‖2 + 1

M2τk. (27)
From (4) and the Lipschitz continuity of∇F , we have
F (xk)− F (xk−1)
=F (xk−1 − α∇ˆk)− F (xk−1)
≤− α〈∇F (xk−1), ∇ˆk〉+ L
2
α2‖∇ˆk‖2
=− α‖∇F (xk−1)‖2 + α〈∇F (xk−1),∇F (xk−1)− ∇ˆk〉+ L
2
α2‖∇ˆk‖2
≤− α
(
1− 
2
− (1 + )L
2
α
)
‖∇F (xk−1)‖2 + αM2
(
1

+ (1 +
1

)
L
2
α
)
τk +
α

‖∇F (xk−1)−∇k‖2,
where the last inequality uses (26) and (27).
For SGD, we have (6) by replacing (27) with
〈∇F (x¯k−1),∇F (x¯k−1)− ∇¯k〉 ≤ 
2
‖∇F (x¯k−1)‖2 + 1
2
‖∇F (x¯k−1)− ∇¯k‖2. (28)
6.3 Proofs of Theorems 1 and 2
Restatement. Under Assumptions 1 and 3, if we choose βd = D+1−d9D α, w =
1
60 , α ≤ min{ 32Dµ , 13L},
and furthermore if we set both σk and 1
Bk
to be summable, then it follows almost surely that
lim
k→∞
V k = 0 and lim
k→∞
F (xk) = F ∗. (29)
Further, denote ρ = 13µα and assume
Bk ≥ B0(1− η1)−k, σk ≤ σ0(1− η2)k (30)
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for some η1, η2 > ρ. Then conditioned on the same initial point x0, we have
E[V k|x0] ≤ CCSGD(1− ρ)k, E[V¯ k|x0] ≤ CSGD(1− ρ)k, (31)
where CCSGD = V 0 +
α(1−ρ)
3 (
10σ0
η2−ρ +
7G2
B0(η1−ρ) ), CSGD = V
0 + 7α(1−ρ)G
2
3B0(η1−ρ) .
Lemma 3 (Lyapunov descent). For k ≥ 1, denote Fk−1 = σ({xj , j ≤ k − 1}) and F¯k−1 = σ({x¯j , j ≤
k − 1}) as the natural sigma-fields generated by the random vectors before iteration k − 1 in CSGD
and SGD, respectively. Under Assumptions 1 and 3, if we choose βd = D+1−d9D α,w =
1
60 , step-size
α ≤ min{ 32Dµ , 13L}, then the Lyapunov functions satisfies
E
[
V k − V k−1|Fk−1
] ≤− ρV k−1 +Rk, (32)
E
[
V¯ k − V¯ k−1|F¯k−1
] ≤− ρV¯ k−1 + R¯k, (33)
where ρ = 13µα, R
k = 10ασ
k
3 +
7αG2
3Bk
, and R¯k = 7αG
2
3Bk
.
Proof. By convention, define βD+1 = 0. From the definition of V k in (13) and the inequality in (6),
V k − V k−1 =F (xk)− F (xk−1) + β1‖∇ˆk‖2 −
D∑
d=1
(βd − βd+1)‖∇ˆk−d‖2
≤∆k + β1‖∇ˆk‖2 −
D∑
d=1
(βd − βd+1)‖∇ˆk−d‖2. (34)
Plugging in the definition of ∆k, and taking conditional expectation on Fk−1 and  = ¯ = 12 hereafter, we
have
E
[
∆k|Fk−1
]
=− 3
4
α(1− Lα)‖∇F (xk−1)‖2 + αM2
(
2 +
3
2
Lα
)
τk + 2αE‖∇F (xk−1)−∇k‖2
≤− 1
2
α‖∇F (xk−1)‖2 + 3αM2τk + 2αG
2
Bk
, (35)
since Lα ≤ 13 and
E‖∇F (xk−1)−∇k‖2 = 1
(Bk)2
E
∥∥∥∥ B
k∑
b=1
(∇F (xk−1)−∇f(xk−1; ξk,b))∥∥∥∥2 = 1BkG2. (36)
Further, (36) and ‖∇ˆk‖2 ≤ 3(‖∇ˆk −∇k‖2 + ‖∇k −∇F (xk−1)‖2 + ‖∇F (xk−1)‖2) give that
E
[‖∇ˆk‖2|Fk−1] ≤3(M2τk + G2
Bk
+ ‖∇F (xk−1)‖2
)
. (37)
Thus, conditioned on Fk−1, (34) becomes
E
[
V k − V k−1|Fk−1
] ≤− 1
2
α‖∇F (xk−1)‖2 + 3αM2τk + 2αG
2
Bk
+ 3β1
(
M2τk +
G2
Bk
+ ‖∇F (xk−1)‖2
)
−
D∑
d=1
(βd − βd+1)‖∇ˆk−d‖2
(5)
= − (1
2
α− 3β1)‖∇F (xk−1)‖2 + 3(α+ β1)σk + (2α+ 3β1)G
2
Bk
−
D∑
d=1
(βd − βd+1 − 3(α+ β1)w
D
)‖∇ˆk−d‖2
≤− 1
6
α‖∇F (xk−1)‖2 − 1
3
µα
D∑
d=1
βd‖∇ˆk−d‖2 + 10
3
ασk +
7
3
α
G2
Bk
, (38)
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since βd = D+1−d9D α, w =
1
60 , and
βd − βd+1 − 3(α+ β1)w
D
=
1
2D
β1 ≥ 1
2D
βd ≥ 1
3
µαβd
from 13µα ≤ 12D . From Assumption 3 that
‖∇F (xk−1)‖2 ≥ 2µ(F (xk−1)− F ∗),
and the notation Rk = 103 ασ
k + 73α
G2
Bk
, we obtain
E
[
V k − V k−1|Fk−1
] ≤− 1
3
µα(F (xk−1)− F ∗)− 1
3
µα
D∑
d=1
βd‖∇ˆk−d‖2 +Rk
≤− 1
3
µαV k−1 +Rk. (39)
Further denoting ρ = 13µα in (39) leads to the conclusion in (32).
Analogously, for the SGD algorithm,
E
[
V¯ k − V¯ k−1|F¯k−1
] ≤− 1
6
α‖∇F (xk−1)‖2 −
D∑
d=1
(βd − βd+1)‖∇ˆk−d‖2 + 7
3
α
G2
Bk
≤− 1
3
µαV k−1 +
7
3
α
G2
Bk
,
since βd − βd+1 = 1Dβ1 ≥ 1Dβd ≥ 13µαβd. Now denoting R¯k = 73αG
2
Bk
completes the proof of (33).
Now we can start our proof of the Restatement of Theorems 1 and 2.
Proof. Step 1. A.s. convergence. From Lemma 3 and the non-negativeness of Lyapunov functions, we have
∞∑
k=1
E
[
E[V k − V k−1|Fk−1] ∨ 0
] ≤ ∞∑
k=1
(−ρV k−1 +Rk) ∨ 0 ≤ ∞∑
k=1
Rk <∞,
where Rk is summable since both σk and 1
Bk
is summable. Therefore, from Lemma 2, there exists a random
variable V∞ such that V k a.s.→ V∞ ≥ 0 as k →∞.
To conclude that V∞ a.s.= 0, we assume V k → V∞ ≥ e > 0 on some set A in the probability space with
P (A) > 0. For any ω ∈ A, there exists an integer k0 = k0(ω), such that V k−1 ≥ e2 for all k > k0. Then
from Lemma 3,
E[V k − V k−1|Fk−1] ≤ −µαe
2
+Rk.
Iteratively using this fact, we obtain
E[V k − V k0 |Fk0 ] ≤−
µe
2
k∑
j=k0+1
α+
k∑
j=k0+1
Rk,
which goes to −∞ as k → ∞. Therefore, when k is sufficiently large, E[V k|Fk0 ] ≤ 0 on a set A with
positive probability, which is a contradiction. In summary, V k a.s.→ 0.
Step 2. Convergence rates of V k and V¯ k. By conditioning on Fk−1 first and then conditioning on F0,
Lemma 3 gives an important inequality
E
[
V k|F0
] ≤ (1− ρ)E[V k−1|F0]+Rk, (40)
which holds for all k ≥ 1. Iteratively using (40) yields
E
[
V k|F0
] ≤ (1− ρ)kV 0 + k∑
j=1
Rj(1− ρ)k−j
(30)
≤ (1− ρ)k
(
V 0 +
α(1− ρ)
3
(
10σ0
η2 − ρ +
7G2
B0(η1 − ρ) )
)
. (41)
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Similar result holds for SGD that
E
[
V¯ k|F0
] ≤ (1− ρ)kV 0 + k∑
j=1
R¯j(1− ρ)k−j
(30)
≤ (1− ρ)k
(
V 0 +
7α(1− ρ)G2
3B0(η1 − ρ)
)
. (42)
(41) and (42) are exactly (31).
6.4 Proof of Theorem 3
Restatement Under Assumptions 2 and 3, set w = 160 , α ≤ min{ 32Dµ , 13L , 16√5 maxm LmMD} Further,
denote ρ = 13µα and assume
Bk ≥ B0(1− η1)−k, and σk = σ0(1− η2)k (43)
for some η1 > η2 > ρ and B0 ≥ 6M
2(1−η1)
∑M
m=1 G
2
m
σ0(η1−η2)(1−η2)Dδ , where δ > 0 is a given probability. Then with
probability at least 1 − δ, each worker updates at most once in every D consecutive iterations. Therefore,
each worker uploads no more than dK−1D e+1 times up to theK-th iteration. CSGD will save communication
in the sense of less communication complexity, if we have
D ≥ 2, K ≥ 6. (44)
Proof. From the Markov inequality and (36),
P(‖∇km −∇Fm(xk−1)‖2 > tk) ≤
1
tk
E‖∇km −∇Fm(xk−1)‖2 ≤
1
tkBk
G2m. (45)
We mainly focus on sample paths where
‖∇km −∇Fm(xk−1)‖2 ≤ tk
holds for all k and m with tk = σ
k+D
6M2 . Since
∞∑
k=1
M∑
m=1
1
tkBk
G2m ≤
∞∑
k=1
6M2
∑M
m=1G
2
m
σ0(1− η2)k+DB0(1− η1)−k = δ, (46)
such a sample path appears with probability at least 1− δ. Suppose that at the k-th iteration when the worker
m decides to transmit its latest gradient∇km, the most recent iteration that it did communicate with the server
is k − d′; that is, ∇ˆk−1m = ∇k−d
′
m .
If 1 ≤ d′ ≤ D, we next prove that it contradicts with the censoring threshold. On the one hand, ‖∇km −
∇k−d′m ‖2 > τk since communication happens at iteration k. On the other hand, we have
‖∇km −∇k−d
′
m ‖2 ≤3
(‖∇km−∇Fm(xk−1)‖2 + ‖∇Fm(xk−d′−1)−∇k−d′m ‖2 + ‖∇Fm(xk−1)−∇Fm(xk−d′−1)‖2)
≤σ
k+D
2M2
+
σk−d
′+D
2M2
+ 3d′
d′∑
d=1
‖∇Fm(xk−d)−∇Fm(xk−d−1)‖2
(a)
≤ σ
k
2M2
+
σk
2M2
+ 3d′Lm
d′∑
d=1
‖xk−d − xk−d−1‖2
=
σk
M2
+ 3d′Lmα2
d′∑
d=1
‖∇ˆk−d‖2
(b)
≤ σ
k
M2
+
1
M2
w
D
d′∑
d=1
‖∇ˆk−d‖2 ≤ τk, (47)
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where (a) comes from σk+D ≤ σk−d′+D ≤ σk and the Lipschitz continuity of ∇Fm in Assumption 2, and
(b) comes from α ≤ 1
6
√
5LmMD
. The contradiction results in the conclusion that at most one communication
happens in D consecutive iterations for every worker. Consequently, the number of communications is at
most dK−1D e+ 1 after K iterations for worker m.
To reach the same accuracy after running CSGD forK iterations, from Theorem 2 the iteration complexity
of SGD is lower-bounded that
K¯ ≥ K − 1 + ( log(1− ρ))−1 log( CSGD
CCSGD
).
Then in order to have less communication complexity, a sufficient condition is that
dK − 1
D
e+ 1 ≤ K¯. (48)
Since dK−1D e+ 1 ≤ K2 + 2 for D ≥ 2, (48) holds with
K ≥ 6,
which completes the proof.
6.5 Proof of Theorem 4
Proof. Step 1. A.s. convergence (not necessarily converging to zero). Without Assumption 3, it’s unable
to derive Lemma 3, but (38) in its proof still holds, from which we know that
E
[
V k − V k−1|Fk−1
] ≤ Rk, (49)
where Rk is summable. So applying Lemma 2 gives the a.s. convergence that V k a.s.→ V∞ ≥ 0. Hereafter we
focus on the case
V k → V∞ ≥ 0, and ‖∇km −∇Fm(xk−1)‖2 ≤
σk+D
6M2
, ∀k,m, (50)
which happens with probability at least 1− δ, following the same calculation as in (46).
Step 2. Bounds of the Lyapunov differences. Without Assumption 3, inequality similar to (38) still holds.
The only difference comes from using
‖∇k −∇F (xk−1)‖2 ≤M2
M∑
m=1
‖∇km −∇Fm(xk−1)‖2 ≤
σk+D
6
instead of taking expectations that
E‖∇k −∇F (xk−1)‖2 ≤ G
2
Bk
.
Thus, replacing G
2
Bk
in (38) by σ
k+D
6 yields
V k − V k−1 ≤− (1
2
α− 3β1)‖∇F (xk−1)‖2 + 3(α+ β1)σk + (2α+ 3β1)σ
k+D
6
−
D∑
d=1
(βd − βd+1 − 3(α+ β1)w
D
)‖∇ˆk−d‖2
≤− 1
6
α‖∇F (xk−1)‖2 + 10
3
ασk +
7
18
ασk+D −
D∑
d=1
α
18D
‖∇ˆk−d‖2, (51)
where Sk = 103 ασ
k + 718ασ
k+D is summable with
∑∞
k=1 S
k ≤ 6718ασ0
∑∞
k=1(1 − η2)k = 67α(1−η2)σ
0
18η2
.
Then, summing (51) from k = 1 to k = K gives
V K − V 0 ≤ −1
6
α
K∑
k=1
‖∇F (xk−1)‖2 − α
18D
D∑
d=1
K∑
k=1
‖∇ˆk−d‖2 + 67α(1− η2)σ
0
18η2
,
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which implies
K∑
k=1
‖∇F (xk−1)‖2 ≤ 6
α
NCSGD, (52)
K∑
k=1
‖∇ˆk‖2 ≤ 18
α
NCSGD, (53)
with NCSGD = V 0 +
67α(1−η2)σ0
18η2
. Then (21) can be derived by finding contradiction if assuming it does not
hold.
More generally, for any summable sequence
∑
k ak < ∞, if there exists e > 0 such that
minKi<k≤Ki+1 ak ≥ eKi for increasing integers {Ki, i = 1, . . . ,∞}, then
∑
k ak ≥ minKi<k≤Ki+1 ak =
∞ is contradictory to the assumption of summable sequence. Therefore, for any  > 0, min1≤k≤K ak < K
holds except for finite choices of K, which is equivalent to say min1≤k≤K ak = o( 1K ).
Step 3. Communication-saving. From (52), we have
min
0≤k≤K−1
‖∇F (xk)‖2 ≤ 6
αK
NCSGD.
Following the above three steps, SGD analogously satisfies
min
0≤k≤K−1
‖∇F (x¯k)‖2 ≤ 6
αK
NSGD
with NSGD = V 0 +
7α(1−η2)σ0
18η2
.
The property that the number of communications is at most dK−1D e+ 1 after K iterations for each worker
still holds in this nonconvex case, since the observation (47) can also be derived as we focus on the situation
that
‖∇km −∇Fm(xk−1)‖2 ≤
σk+D
6M2
,
which is the same as in Theorem 3. On the other hand, to reach the same accuracy after running CSGD for
K iterations, the iteration complexity of SGD is
K¯ = d(K − 1) NSGD
NCSGD
e.
Then in order to have less communication complexity, dK−1D e+ 1 ≤ K¯. Since dK−1D e+ 1 ≤ K−1D + 2 and
K¯ ≥ (K − 1) NSGDNCSGD , it suffices to have
1
D
≤ NSGD
NCSGD
, K ≥ 1 + 2
NSGD
NCSGD
− 1D
.
Note that NSGDNCSGD =
V 0+
7α(1−η2)σ0
18η2
V 0+
67α(1−η2)σ0
18η2
≥ 767 , then CSGD saves communication if
D ≥ d67
7
e = 10, K ≥ 1 + d 27
67 − 110
e = 448,
which completes the proof.
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