Visual communication, in the guise of telephotography and television, for example, can be regarded as efficient only if the amount of information that it conveys from the scene to the observer approaches the maximum possible and the associated cost approaches the minimum possible. To deal with this problem, Fales and Huck [ Information Sciences, 57-58, 1991] have integrated the critical limiting factors that constrain image gathering into classical concepts of communication theory. This paper uses this approach to assess the electro-optical design of the image gathering device. Design variables include the f-number and apodization of the objective lens, the aperture size and sampling geometry of the photodetection mechanism, and lateral inhibition and nonlinear radiance-to-signal conversion akin to the retinal processing in the human eye. It is an agreeable consequence of this approach that the image gathering device that is designed along the guidelines developed from communication theory behaves very much like the human eye. The performance approaches the maximum possible in terms of . the information content of the acquired data and, thereby, the fidelity, sharpness and clarity with which fine detail can be restored, S the efficiency with which the visual information can be transmitted in the form of decorrelated data, and . the robustness of these two attributes to the temporal and spatial variations in scene illumination (e.g., shadows).
The spatial scale may range from those of telescopic to microscopic observations. The other trade-off, in terms of physical optics, is less widely understood. It deals with the relationship between the spatial frequency response (SFR) of the optical (objective lens and photosensor) apertures and the sampling passband of the photodetection mechanism as a function of the SNR. The design that evolves from this trade-off establishes upper bounds on the iaformation capacity of the visual communication at the spatial scale fixed by the sampling lattice.
These two design trade-offs, in terms of geometrical and physical optics, are inescapably interdependent. We clarify this dependence, but focus on the design factors that deal with the information capacity of the visual communication channel. These factors control the information content of the acquired data, the minimum data rate with which this information can be transmitted, and the fidelity with which fine detail near the sampling lattice can be restored.
The relationship between the SFR and sampling passband of the image gathering device controls the trade-off between aliasing and blurring. a&tionally, in telephotography and television, this trade-off is optimized to produce the best possible picture when the image display device transforms the received signal into an image without digital processing.46 However, this trade-off has been ignored in the mathematical assessments of digital image coding (e.g., by rate distortion theory) and the formulations of digital image restoration algorithms (e.g., the Wiener filter). The model of image gathering used in the prevalent digital image processing literature accounts only for blurring and noise and neglects the aliasing caused by insufficient sampling. This failure to properly account for the image gathering process has led to serious limitations in the performance of past visual communication systems in which image gathering and display are combined with digital processing. In particular, image gathering devices, as traditionally designed, irrevocably obstruct the visual communication system from approaching its best possible performance when digital encoding and restoration are included. Moreover, assessments of image coding have failed to tie quantitative analyses to perceptual performance, and image restoration algorithms have failed to produce the highest possible fidelity, sharpness and clarity.
To overcome these limitations, Fales and Huck7 have developed a mathematical foundation for assessing visual communication systems by integrating the critical limiting factors that constrain image gathering into classical concepts of communication theory. The effective integration of electro-optical design and digital processing is central to the task that confronts the designer of these systems; namely, that of producing "the best possible picture at the lowest cost." Cost arises from the electro-optical design specifications, the digital processing complexity, and the data rate and storage requirements.
The mathematical development is based on the two classical concepts of communication theory by Shannon8 and Wiener9 that deal, respectively, with the efficient transmission of information through a noisy communication channel and the minimum mean-square error restoration of the input signal to this channel from the received signal. The extension of these concepts to image gathering allows the designer to assess visual communication in terms of three intuitively attractive criteria: the information 7-1 that the image gathering device acquires, the theoretically minimjm data rate £ that is required to transmit this information, and the maximum fidelity F of the image that the minimum mean-square error ifiter restores from the received data.1012
In addition to the critical limiting factors that constrain the angular resolution and information capacity of the visual communication channel, the designer must often deal with the limited dynamic range of the image gathering and display devices. Radiance fields in natural terrestrial environments exhibit dynamic variations of ,1Oh1: 1, ranging from the darkest visible extended surface to the brightest patches that one commonly encounters. 13 The dynamic range of photosensors is substantially lower. For photosensor arrays such as charge-coupled devices (CCD's), the dynamic range is 1, ranging from the noise level to the highest signal level. The preamplifier that reads the signal out of the photosensor array to the analog-to-digital converter further limits the dynamic range to s3X i03: 1.
The dynamic range of image display media is still lower. For film transparencies it reaches siO: 1, but for film prints it is oniy s1O: 1, ranging from a reflectance of 'O.8% to 80%. Within this narrow dynamic range it is possible to produce at most '5O perceptible grey levels. Hence, it is often desirable to compress the dynamic range of the acquired signal as early as possible in a way that best preserves the reflectance boundaries and topology of the scene while suppressing the temporal and spatial variations in the scene illumination. To this end, we combine image gathering with lateral inhibition and nonlinear radiance-to-signal conversion, akin to the retinal processing in the human eye, as Mead14 has implemented in the 'silicon retina'. Figure 1 depicts a model of the visual communication channel that combines image gathering and display, respectively, with digital encoding and restoration. Mathematical assessments of this model by communication theory are constrained by the assumptions that all processes are linear and isoplanatic, and that the radiance field and photosensor noise amplitudes are Gaussian, wide-sense stationary and statistically independent. The analog..
Mathematical Model

Visual communication channel
to-digital conversion is done with ic levels for i'-bit quantization, where r = log2 ic. This conversion is subject to the assumptions that the quantization is uniform, the error of any one sample is uncorrelated with that of any other sample, and the signal is equally likely to occur anywhere in the quantization interval -cob/icto cc/,c. The two parameters that define this interval are the variance o2 of the acquired signal given by (disregarding the photosensor noise) C2 and the constant c that adjusts the intervals of the quantization. Consequently, the acquired signal is quantized over the dynamic range of -ca to co and signal values outside this range are assigned to either 0 or ic -1. For c = (as is assumed here), the dynamic range encompasses 92% of the signal. Finally, it is convenient to assume that the photosensor noise has a white power spectral density (PSD) with variance Image gathering transforms the continuous radiance field L(x, y) into the digital signal s(x, y) = EKL(x, y) * 'r(x, y)] ffl(x, y) + n,(x, y) + nq(x, y),
where K is the steady-state gain of the linear radiance-to-signal conversion, r(x, y) is the spatial response of the image gathering device, and flp(X,y) and nq(X, y) are the additive, discrete photosensor and quantization noise, between L(v, w) and (v, w), can be expressed as1012
where (v, w) = (v, w) is the normalized PSD of the radiance field with variance o, Kq/q is the RMS signal-to-noise ratio (SNR) at the photosensor output, and (K/oè)K is the equivalent SNTR for the quantization. As implemented here, this filter suppresses the blurring and raster effects of the image display process by interpolating between the acquired samples with a display lattice that is four times denser than the sampling lattice. This interpolation is depicted in Figure 1 by the symbol Ix, ii). A denser image display lattice does not perceptibly improve the visual quality of the restored image, whereas a coarser lattice does reduce visual quality. Reference 10 shows that the loss in visual quality, although perceptible, is small for restorations that are constrained by this image display process if the restoration filter properly accounts for it. Moreover, Reference 15 presents filters that minimize the further losses in visual quality that occur if the computational support is constrained to reduce the complexity of processing.
The PSD 'L(v, w) of the radiance field L(x, y) is assumed to be10
where p = v2 + ,2 ( Fig. 2) . Figure 3 (a) illustrates a target of random polygons that has this PSD. The target is generated by a Poisson process with mean distance j between radiance-field transitions and an independent Gaussian intensity distribution with variance at the transitions. The mean distance ,u between the edges of the polygons is treated as the mean spatial detail of the radiance field relative to the sampling interval of the image gathering device. That is, when X = Y = p, then the scale of the sampling lattice of the communication channel coincides exactly with the mean spatial detail of the random radiance field. For the convenience of illustrating computational results, we let this scale be unity, i.e., X Y = = 1. The target of resolution wedges in Fig. 3 (b) is included to facilitate assessments of the fidelity with which fine detail near the sampling lattice can be restored. 
Performance criteria
Information theory treats the restored image R(x, y) as a received message that gives information about the radiance field L(x, y) and accounts for degradations as loss of information. In this sense, the information 71 can be expressed as 1012
Ordinarily, the variation of 71 with the mean spatial detail j of the radiance field reaches its maximum value when / is near the sampling interval. This maximum value is designated as the information capacity 71. It occurs when the sampling passband E best matches the radiance-field PSD (v,).1Oh1
The theoretically minimum data rate S required to convey the information 7I is given by the mutual information between the acquired signal before quantization and its quantized representation. It can be expressed as12 1 If
This expression for S represents the entropy of completely decorrelated data and sets the theoretical lower bound on the data rate that can be attained with lossless coding. Note that the sampling sidebands (aliasing) and photosensor noise which reduce 71 in Eq. (4) increase S in Eq. (5). Hence, S approaches its lower limit 71 only when these distortions are masked by coarse quantization. Reference 12 shows that about 80 to 90 percent decorrelation is obtained by combining either differential pulse code modulation (DPCM) or critically sampled multiresolution decomposition with Huffman encoding. The decomposition does not improve upon the decorrelation produced by the computationally much simpler DPCM.
The fidelity F is a measure of the similarity between the radiance field L(x, y) and the image R(x, y) as defined The maximum value of F for the image R(x, y) restored by the Wiener filter 4'(v, w) jlO11
where (v, w) is the spectral information density given by the integrand of Eq. (4). An important result of earlier assessments1011 is suggested by the dependence of F on 7((v, c4); namely, that the image-gathering device that is designed to maximize the information capacity 7-( ordinarily can be relied upon to maximize the fidelity of the Wiener restoration. References 10 and 11 show that the apparent lack of resolution and sharpness of Wiener restorations is not, as was long believed, a shortcoming of the fidelity criterion. Instead, it is the failure of the traditional formulation of the Wiener filter, like that of other restoration filters published in the prevalent digitalprocessing literature, to fully account for the image gathering process. When this process is correctly accounted for, then the fidelity-maximized images gain in resolution and sharpness. Spatial detaiLs as small as the sampling interval are usually resolved. However, these images are also more sensitive to visual defects such as aliasing artifacts and photosensor noise. These defects diminish and the visual quality of Wiener restorations improves in clarity with increasing information, even after the maximum fidelity has essentially been reached, until this improvement is gradually ended by the unavoidable compromise among resolution, sharpness, aliasing artifacts and ringing. As shown in References 10 and 11, visual quality may be enhanced at a very small loss in resolution and sharpness by combining the Wiener filter with a very modest amount of smoothing.
3. Electro-optical Design
Design parameters
Image gathering devices are commonly specified by their IFOV and sensitivity. These specifications can be injected into the image gathering model given by Eqs. (1) via the steady-state gain (in amperes)"2 . 00
where A = irD2/4 is the area of the objective lens aperture, 1 = ('y/tp)2 ("f/f)2 steradian (sr) is the solid angle of the IFOV, and F = f/D is the lens f-number. Other design parameters are identified in Fig. 4 and Table 
It is often convenient to characterize the objective lens, as we do here, by its coherent cutoff frequency l/2AF.
Moreover, we find it also convenient to specify the optical geometry formed by the objective lens with the photosensor aperture by the optical design index 'y/2AF.
Hopkins17'18 has formulated the SFR of a defocused diffraction-limited lens with a clear aperture, and Mino and Okano19 have extended this formulation to include two circularly symmetric variable lens transmittance shadings that reduce defocus blur. Figure 5 shows the SFR 'ij(v, ,) for a clear and two shaded apertures. The shadings are given by (10) with 3=1 and 2. SNRs Kcj/. The objective lens is clear in Fig. 7 (a) and shaded in Fig. 7(b) . The noise variance c includes photosensor and quantization noise; hence, a high SNR K/ requires both a high sensitivity and a high number of quantization levels. Both figures account for the square and hexagonal photosensor array lattices, either without lateral inhibition ( = 0) or with full lateral inhibition ((= 1).
The main result that these curves show is that the maximum realizable 7-( depends critically on the optical design index 'y/2AF. The information capacity is irrevocably constrained to be flc < 3 bifs, regardless of the SNR, however high it may be, if the optical design index for a diffraction-limited objective lens fails to fall within the range 0.3 <'y/2AF < 0.6. Within this range, the information capacity is maximized for the SNR K/ = 256 when 
where, as Fig. 8 depicts, is the optical response index that controls the relationship between '(v, w; ,) and (i.e., the trade-off between aliasing and blurring), and (is the lateral-inhibition index that controls the low SFR (i.e., the dynamic range compression). Note that the DOG response for full lateral inhibition = 1 closely approximates the Laplacian-of-Gaussian (2G) response, where 2 2/äx2 + 8/8i? is the Laplacian operator. This operator, in effect, enhances the radiance-field transitions after these transitions have been smoothed by the Gaussian response of the image gathering device. It seems reasonable to expect that this enhancement increases the sensitivity of the image gathering process to the electro-optical design. This expectation is strengthened by the SFR shapes that Figs. 8(b) to (d) depict. As shown, by suppressing the low SFR, lateral inhibition decreases the within-passband signal components relative to the aliased signal components. Consequently, the interference caused by aliasing can be expected to increase strongly as increases beyond 0.4 while approaches 1. This effect of lateral inhibition is particularly severe for the SFR with the optical-response index = 0.8 that is traditionally preferred to produce the best possible pictures when images are reconstructed without digital processing. This SFR not only limits the image gathering process to a low information capacity fl, regardless of SNR, but it also renders dynamic range compression by lateral inhibition severely vulnerable to distortions by aliasing. Consider, now, the problem that the designer faces when, after choosing an objective lens aperture that is sufficiently large to provide the desired SNR, he finds that the associated SFR for diffraction-limited optics protrudes too far beyond the sampling passband. His solution, then, should be to "degrade" the SFR by increasing obscurations as the diffraction blur decreases. Conceivably, the designer can thereby not only improve the information capacity and dynamic range compression but also reduce the cost of the optical system, especially for one that requires a large aperture for which diffraction-limited performance is difficult to maintain. 
Human vision
Early vision is constrained by the same critical limiting factors as visuai communication. The resolving power (or sampling passband) of all eyes, in invertebrates as well as in vertebrates, appears to be limited by the difficulty of confining light within the outer segment of a photoreceptor.13 Center-to-center spacings of foveal cones less than 2 m have never been found, regardless of the size of the eye. Moreover, the pupil f-number remains remarkably constant in a variety of species, ranging from humans to birds of prey of widely different sizes. The sensitivity of the eye appears to be limited by the thermal stability of the photosensitive pigments of the photoreceptors. Because "dark" noise is extremely low, equivalent to only a few quanta of light, the sensitivity essentially is limited by photon noise rather than the statistically independent noise assumed in this assessment.
The human eye as a whole can encompass the dynamic range of ,s1Oh1 :1 that one commonly encounters in the terrestrial environment. If one allows for changes in pupil (or lens) diameter and for opticai losses, then the dynamic range ofthe radiance incident on the retina reduces to .4O:i. Barlow13 estimates that the number of distinguishable intensity levels in this dynamic range is ri2OO. Retinal processing seems to reduce this number of levels by a factor of ''5 to the upper limit of .'4O levels that each nerve fiber can transmit from the retina to the visual cortex within 4/2O sec to avoid prolonging reaction time.
The eye's pupil diameter is D = 2.5 mm in bright light and the effective focal length is f = 17 mm (i.e., F = 6.8). The photoreceptor spectral responsivity is centered around A =0.56 m and the width of the contiguous foveal cones arranged in a hexagonal lattice is 'y' =3 jim. Hence, the [FOV y'/f = 0.18 mm radian = 0.01 degree and the optical design index -y'/2AF = 0.4. Moreover, the angular sensitivity of the eye's photoreceptors produces a similar effect as the lens aperture shading for /3 = 2. Finally, the number of distinguishable levels i. can be related to the SNR Kqjc, by t = [1 + (Kqj)2]'/2. Accordingly, for p = 1 and ( = 0.3, the t = 200 distinguishable levels are equivalent to a SNR of Kqjc, = 256.10 Hence, there exists an intuitively appealing correspondence between the design of the human eye, as characterized by 71/2AF = 0.4, and the design of an image-gathering device that is informationally optimized, as characterized in Fig. 7(b) , for K/ = 256. According to this correspondence, the eye's information capacity is ?I 5 bifs (or 32 information levels). The SFR of the pupil is relatively insensitive to changes in pupil diameter; as diffraction blur decreases, aberrations increase.13 This effect helps to maintain the informationally optimum relationship between SFR and sampling passband over a wide range of pupil diameters. This important capability has not, to our knowledge, been an optical design goal for digital cameras, even though it could lead, as was discussed above the Section 3.2, to a better and perhaps even cheaper system. 4. Performance 4.1 Small-signal linear analysis Figure 9 characterizes the information capacity 71 and information efficiency 1(c/'f as functions of the number of quantization levels. Lateral inhibition is not included. The selection of quantization levels given in Table 2 for the two informationally optimized designs favors information capacity. A lower number of quantization levels for these two designs would increase the information efficiency, but only at the cost of information. However, the 8-bit quantization typically found in commercial digital imaging systems, as characterized by Design 1, could be reduced to 5-bit quantization to increase the information efficiency without loss in the information capacity. In practice, the preferred n-bit quantization can be matched to the standard 8-bit (or 12-bit) format of commercial codec (encoder/decoder) methods, such as JPEG, simply by assigning the coarse quantizations for ii 7, 6 , and 5 to every 2nd, 4th, or 8th level, respectively, of the 8-bit standard. Figure 10 characterizes the dynamic range compression c/c, the information capacity 71c, andthe information efficiency 7-(/E as functions of the lateral inhibition index (for the three designs specified in Table 2 . The dynamic range compression is given by the ratio the choice between them depends mostly on the SNIt that can be attained. Figure 11 presents Wiener restorations for the three designs specified in Table 2 . The lateral-inhibition index is either ' = 0 or 0.8. Design 2 significantly improves upon the resolution and clarity attained with the conventional Table 1 . The amount of lateral inhibition is = 0 for the upper two rows and (= 0.8 for the lower two rows.
Design 1. The improvement in visual quality for Design 3 over that for Design 2 is relatively small. This improvement requires a significantly higher SNR but not a higher data rate. Note, in particular, that the lateral inhibition does not perceptibly impair the visual quality for the two optimized designs, whereas it impairs the already poorer visual quality for the conventional design even further. Moreover, the data rate for both optimized designs is a factor of 1.3 lower than for the conventional design. Thus, the informationally optimized designs offer robuster dynamic range compression and better visual quality, both for less data.
Large-signal nonlinear analysis
In addition to compressing the low spatial frequency components of the radiance field by lateral inhibition, it is often desirable to transform the intensity variation of this field into the quantizated signal by a nonlinear conversion. There are two reasons for assigning narrower quantization intervals to the dark areas of the radiance field than to its bright areas: (1) Shadows compress the dynamic range of the radiance field in the affected areas of terrestrial scenes typically by an order of magnitude; and (2) spurious contours caused by quantization are perceptibly more prominent in the dark areas of the picture.
Image gathering with nonlinear conversion can be accounted for in Eqs. (1) by replacing the linear gain K by the nonlinear gain Kfrx). In practice, the nonlinearity is com.monly introduced in the analog-to-digital converter, i.e., after sampling rather than before. However, the order of nonlinear conversion and sampling can be interchanged mathematically. Moreover, the nonlinear conversion affects mostly the wide dynamic range of the low spatialfrequency components of the radiance field that one wishes to suppress without significantly distorting the high spatial-frequency detail that one wishes to enhance. It is, then, also permissible to interchange the order of nonlinear conversion and spatial convolution without introducing serious errors. 20
A common nonlinear conversion is given by the power relationship20 so = (K -l)(1_1/a) 51/a, (13) which is illustrated in Fig. 12 . This nonlinearity increases the quantization density at the dark portions of the radiance field at the expense of reducing it at the bright portions. For c = 2, this relationship becomes the "squareroot" coding often found in image coding and models of nonlinear responses in human vision. Figure 13 depicts three irradiance proflies for which the average radiance field, as it would be measured by a light meter, remains constant. The irradiance of the shadowed region is a factor of either 5, 25, or 125 lower than that of the bright region. These ratios encompass the terrestrial shadows that one commonly encounters. Figure 14 characterizes the random target with the three irradiances, the corresponding histograms of the radiance field and acquired signal, and the images restored from this signal. Results are given for Design 2 as specified in Table 2 . The restorations include edge enhancement which is obtained, without interactive processing, by letting the SFR (v, w; , () in the Wiener filter given by Eq. (2) be (v, w; ,( = 0) regardless of the value of ( that is actually used. In general, it is desirable to increase both nonlinearity and lateral inhibition as the shadow deepens. As shown, one can thereby still resolve much of the structure of the scene in the displayed image, even when the radiance field with the deep 125:1 shadow is compressed into the narrow 10:1 dynamic range of the image display.
Concluding Remarks
The electro-.optical design of the image gathering device sets an upper bound on (1) the angular resolution, or spatial scale, at which the visual communication channel operates and (2) the information capacity at this scale. The information capacity, in turn, bounds the efficiency with which visual information can be conveyed from the scene to the observer. Efficiency, in the narrow sense of information theory, is the ratio of the transmitted information to the associated data rate. In a broader sense, as it confronts the designer of visual communication systems, efficiency may be interpreted as producing the best possible picture at the lowest cost, where cost arises not only from the data rate requirements but also from the electro-optical design specifications and the digitai processing complexity for image encoding and restoration.
