The transmembrane potential of a single quiescent cell isolated from rabbit ventricular muscle was recorded using a suction electrode in whole-cell recording mode. The cell was then driven with a periodic train of current pulses injected into the cell through the same recording electrode. When the interpulse interval or basic cycle length ͑BCL͒ was sufficiently long, 1:1 rhythm resulted, with each stimulus pulse producing an action potential. Gradual decrease in BCL invariably resulted in loss of 1:1 synchronization at some point. When the pulse amplitude was set to a fixed low level and BCL gradually decreased, Nϩ1:N rhythms (Nу2) reminiscent of clinically observed Wenckebach rhythms were seen. Further decrease in BCL then yielded a 2:1 rhythm. In contrast, when the pulse amplitude was set to a fixed high level, a period-doubled 2:2 rhythm resembling alternans rhythm was seen before a 2:1 rhythm occurred. With the pulse amplitude set to an intermediate level ͑i.e., to a level between those at which Wenckebach and alternans rhythms were seen͒, there was a direct transition from 1:1 to 2:1 rhythm as the BCL was decreased: Wenckebach and alternans rhythms were not seen. When at that point the BCL was increased, the transition back to 1:1 rhythm occurred at a longer BCL than that at which the ͕1:1→2:1͖ transition had initially occurred, demonstrating hysteresis. With the BCL set to a value within the hysteresis range, injection of a single well-timed extrastimulus converted 1:1 rhythm into 2:1 rhythm or vice versa, providing incontrovertible evidence of bistability ͑the coexistence of two different periodic rhythms at a fixed set of stimulation parameters͒. Hysteresis between 1:1 and 2:1 rhythms was also seen when the stimulus amplitude, rather than the BCL, was changed. Simulations using numerical integration of an ionic model of a single ventricular cell formulated as a nonlinear system of differential equations provided results that were very similar to those found in the experiments. The steady-state action potential duration restitution curve, which is a plot of the duration of the action potential during 1:1 rhythm as a function of the recovery time or diastolic interval immediately preceding that action potential, was determined. Iteration of a finite-difference equation derived using the restitution curve predicted the direct ͕1:1↔2:1͖ transition, as well as bistability, in both the experimental and modeling work. However, prediction of the action potential duration during 2:1 rhythm was not as accurate in the experiments as in the model. Finally, we point out a few implications of our findings for cardiac arrhythmias ͑e.g., Mobitz type II block, ischemic alternans͒. © 1999 American Institute of Physics.
lar cell is activated at a relatively fixed latency following activation of the sinoatrial node. When the ability of ventricular muscle to conduct the action potential is sufficiently compromised ͑by, e.g., ischemia, hyperkalemia͒, this 1:1 rhythm is lost and replaced by some new rhythm, such as Wenckebach block, 1,2 2:1 block, 3, 4 alternans rhythm, [3] [4] [5] [6] [7] [8] [9] [10] [11] or even complete block. 3 Alternatively, if one paces healthy multicellular ventricular muscle at a fast enough rate, one can also obtain 2:1 rhythm [12] [13] [14] or alternans rhythm. [14] [15] [16] [17] [18] [19] [20] [21] [22] In
Wenckebach block, there is an occasional skipping or dropping of an action potential that is typically preceded by a gradual beat-to-beat increase in the activation time of the immediately preceding beats; in 2:1 block, there is block of propagation of every second action potential; in alternans rhythm, there is a beat-to-beat alternation in the morphology of the action potential or of the propagation time; and in complete block, there is either a subthreshold response or no response at all detected at the recording site. All of the above references deal with work carried out in multicellular preparations. In any such preparation, there are unavoidably intrinsic spatial factors that make it hard to determine the mechanisms underlying a particular rhythm. For example, in the ischemic ventricle, there are several reports that alternans in the action potential morphology is seen at sites that are just adjacent to areas displaying 2:1 block ͑see, e.g., The alternans is then quite possibly due to the fact that the input current to the cell under study is itself alternating from beat to beat, due to electrotonic coupling with the nearby site displaying 2:1 block. Should that be the case, the alternans cannot be said to be intrinsically generated by the cell from which it is recorded. Sorting out the mechanisms of alternans in inhomogeneous multicellular preparations will, at a minimum, require recording the transmembrane potential from many sites and also somehow measuring or estimating intercellular flows of current.
We, therefore, decided to first approach the simpler problem of what happens when 1:1 rhythm is lost in a single isolated ventricular cell when either the pacing frequency is increased or the stimulus amplitude is lowered. Both Wenckebach and alternans rhythms, which have been known for over a century in the intact heart, have been more recently described in isolated ventricular cells, with the former occurring at a considerably lower stimulus amplitude than the latter. In the former case one sees the transition ͕1:1→Wenck-ebach→2:1͖ as the pacing frequency is increased [23] [24] [25] or the stimulus amplitude is decreased, 26 while in the latter one sees the transition ͕1:1→alternans→2:1͖ as the pacing frequency is increased. 25, 27, 28 Thus, other rhythms are encountered in the transition from 1:1 to 2:1 rhythm when the stimulus amplitude is either high or low. We report below that the transition from 1:1 to 2:1 rhythm can be direct ͑i.e., no other rhythms seen͒ in single rabbit ventricular cells when the stimulus amplitude is intermediate to those at which Wenckebach and alternans rhythms are seen.
II. METHODS

A. Experimental techniques
Single ventricular cells were enzymatically isolated from New Zealand white rabbits following previously published techniques. 24, 27 Procedures involving animals were approved by the University's Animal Care Committee and conformed to the requirements of the Canadian Council on Animal Care. Aliquots of the single-cell suspension were transferred to a superfusion chamber mounted on the stage of an inverted microscope ͑22-24°C͒. An amplifier ͑Axoclamp 2A, Axon Instruments, Foster City, CA͒, bridge-balanced and capacity compensated, was used in whole-cell recording mode to record the transmembrane potential and to inject current pulses. Signals were recorded on a video-cassette recorder after A/D conversion at 22 or 44 kHz ͑Neuro-Corder DR-484, Neuro Data Instruments Corp., New York, NY͒ for later off-line analysis. Data was then re-sampled at 1 kHz ͑with appropriate anti-alias low-pass filtering at 500 Hz͒ and displayed using the action potential capture and analysis program AP ͑Alembic Software, Montreal͒.
B. Numerical techniques
We employed the Luo & Rudy ͑LR͒ model of spaceclamped ventricular membrane, 29 which is formally an eightdimensional nonlinear ordinary differential equation. We implemented a simple integration scheme with a fixed integration time step (⌬t) of 0.001 ms. The value of each activation or inactivation variable i at time tϩ⌬t was obtained from its value at time t using the analytic formula 30 i ͑ tϩ⌬t ͒ϭ i ͑ ϱ ͒Ϫ͓ i ͑ ϱ ͒Ϫ i ͑ t ͔͒e Ϫ⌬t/ i , where i (ϱ) is the steady-state or asymptotic value of i and i is the time-constant of i , both of which are functions of the transmembrane potential ͑V͒. A simple forward Euler scheme was used to obtain the internal calcium concentration (͓Ca ϩϩ ͔ i )
The external potassium concentration was set to the nominal LR value of 5.4 mM. As pointed out recently, 31 there are certain internal inconsistencies within the Luo-Rudy article:
In what follows, we use the equations appearing in Table 1 of Luo and Rudy ͑1991͒. 29 The value of RT/F͑RϭRydberg gas constant, Tϭtemperature ͑°K͒, FϭFaraday constant͒, used in calculating reversal potentials, is not given in Ref. 29 . We use RT/Fϭ26.5 mV in our program, which results in E K ХϪ76.95 mV ͑vs value of Ϫ77 mV stated in Ref. 29͒ and E Na Х54.35 mV ͑vs 54.4 mV in Ref. 29͒ at the nominal LR temperature of 37°C. The maximum ⌬V in our simulations in going from time t to time tϩ⌬t ͑with ⌬tϭ0.001 ms͒ was ϳ0.35 mV.
The currents in the LR model are expressed in A/F; in what follows, we have taken a nominal cell capacitance of 50 pF to facilitate comparison with our experimental results. Our standard initial conditions were obtained by recording the values of the system variables after applying a conditioning series of 50 stimuli at a basic cycle length of 450 ms ͑pulse amplitudeϭ225 pA, pulse durationϭ10 ms͒ from the infinitely rested state. All programs were written in C ͑Mi-crosoft Visual Cϩϩ, Microsoft Corp. Redmond, WA͒ using long floating point variables ͑ϳ14 significant decimal digits͒.
III. RESULTS
A. The directˆ1:1˜2:1‰ transition
We stimulated a cell by delivering a train of fixed duration ͑range: 5-20 ms͒ current pulses at a fixed pulse amplitude and interpulse interval ͓basic cycle length ͑BCL͔͒. When both amplitude and BCL were sufficiently large, a cell generated an action potential of a fixed morphology for each injected pulse, resulting in a 1:1 rhythm. When BCL was gradually reduced, the cell at some point no longer responded in a 1:1 fashion. Previous systematic studies on spontaneously beating aggregates of embryonic chick ventricular cells have shown that there was eventually a transition to a 2:1 rhythm, and that this transition could either be directly from 1:1 rhythm or be interrupted by other rhythms ͑alternans or Wenckebach-type rhythms͒, depending on the exact magnitude of the pulse amplitude. 32, 33 We, therefore, scanned a range of pulse amplitudes for each cell, until we found the amplitude at which there was a direct transition from 1:1 to 2:1 rhythm. At a pulse amplitude appropriate to obtaining the direct ͕1:1→2:1͖ transition, the BCL was gradually decreased in steps of 5, 10, 15, or 20 ms from a value sufficiently high to generate 1:1 rhythm. At each BCL, stimulation was maintained for at least 20 stimuli to help dissipate any transients. As BCL was reduced, there was eventually a transition to 2:1 rhythm. Figure 1͑A͒ shows an example of a direct transition from 1:1 to 2:1 rhythm using the above protocol. The cell was stimulated at a BCL of 450 ms, pulse duration of 5 ms, and pulse amplitude of 850 pA, which resulted in 1:1 rhythm ͑the threshold amplitude to obtain 1:1 rhythm at BCLϭ500 ms was ϳ800 pA in this cell͒. The BCL was then lowered in decrements of 10 ms. When the BCL was changed from 380 to 370 ms ͓arrow indicates beginning of first cycle at BCL ϭ370 ms in Fig. 1͑A͔͒ , the 1:1 rhythm was replaced by a 2:1 rhythm, but only after a transient consisting of thirteen 1:1 cycles. During the transient, the amplitude of the action potentials decreased, while the beat-to-beat variability in amplitude increased. The exact form of this transient was highly variable from cell to cell, and even from trial to trial within the same cell.
The average stimulus amplitude at which the direct ͕1:1→2:1͖ transition was seen was ϳ1.2 times the threshold amplitude needed to obtain 1:1 rhythm at BCLϭ1000 ms (nϭ12). In all cells in which the direct ͕1:1→2:1͖ transition was found, and in which an alternans or Wenckeback-like rhythm ͑e.g., 3:2 rhythm͒ was also encountered at a different pulse amplitude, alternans occurred at a pulse amplitude higher than that at which the ͕1:1→2:1͖ transition occurred ͑e.g., alternans was seen in the cell of Fig. 1 at an amplitude of 900 pA͒, while Wenckebach rhythm occurred at a lower pulse amplitude.
B. Hysteresis between 1:1 and 2:1 rhythms
Following the direct transition from 1:1 to 2:1 rhythm, further decrease in BCL resulted in 2:1 rhythm being maintained over a range of BCL. The BCL was then gradually increased. In the experiment of Fig. 1 , upon increasing BCL from 440 to 445 ms, the cell converted back from 2:1 to 1:1 rhythm ͓Fig. 1͑B͔͒. Again, a transient was seen after the BCL was changed ͑arrow͒, this time consisting of several 2:1 cycles followed by several alternans cycles. As with the ͕1:1→2:1͖ transition, the transient was not the same from cell to cell or even from trial to trial, with the number of transient 2:1 cycles being between ϳ2 and ϳ15. The fact that the ͕2:1→1:1͖ transition occurred at a longer BCL from that at which the ͕1:1→2:1͖ transition had initially occurred demonstrates the existence of hysteresis. We shall refer to this hysteresis between 1:1 and 2:1 rhythms as ''͕1:1↔2:1͖ hysteresis.'' Figure 1͑C͒ shows the hysteresis loop, which was ϳ75 ms wide in this cell. In each of five other cells in which the direct ͕1:1→2:1͖ transition was seen and in which a search for hysteresis was made, hysteresis was observed ͑hysteresis rangeϭ25-100 ms, nϭ6).
One possible explanation for hysteresis is that the elec- trophysiological properties of the cell were slowly changing as the experiment proceeded, due to the well-known ''rundown'' of the calcium and other currents that occurs during recording with a patch-pipette in the whole-cell mode. 34 Thus the inevitable delay between the times at which the two transitions shown in Figs. 1͑A͒ and 1͑B͒ occurred might put the cell into a different state. We tested the possibility that the hysteresis might be an artefact of rundown by making runs in which the BCL was first increased and then later decreased. We observed the same form of hysteresis ͑i.e., BCL shorter at the ͕1:1→2:1͖ transition than at the ͕2:1→1:1͖ transition͒, thus demonstrating that the hysteresis is a phenomenon independent of rundown. Figure 2 gives the results of numerical simulations in the LR ionic model using the same type of stimulation protocol as in the experiments. Starting out with our standard initial conditions ͑approximate steady-state conditions appropriate to BCLϭ450 ms, pulse amplitudeϭ225 pA, pulse durationϭ10 ms͒, we drove the model with an additional train of 20 stimuli at BCLϭ450 ms ͑threshold amplitude for 1:1 rhythm was ϳ210 pA at this BCL͒. The BCL was then decreased in steps of 5 ms, injecting 20 stimuli at each BCL, until BCLϭ400 ms was reached. We then gradually increased the BCL in increments of 5 ms up to BCLϭ450 ms, injecting 20 stimuli at each BCL. Upon lowering BCL from 420 to 415 ms, there was a direct transition from 1:1 to 2:1 rhythm ͓Fig. 2͑A͔͒. In contrast to the experimental data, the transition was much more immediate-following the change in BCL ͑arrow͒, there was only one transient 1:1 cycle. The transition from 2:1 to 1:1 rhythm occurred when BCL was increased from 440 to 445 ms ͓Fig. 2͑B͔͒. Again in contrast to the experimental result, this transition was much more abrupt, with no transient 2:1 cycles being seen following the change in BCL ͑arrow͒. The hysteresis range in the model was ϳ30 ms at this pulse amplitude ͓Fig. 2͑C͔͒.
Our recordings of the transmembrane potential in Figs. 1 and 2 lend support to the mechanisms put forth by Mines many years ago to explain the ͕1:1↔2:1͖ hysteresis seen in the contractile activity of frog ventricle. 12 We now outline these mechanisms, as proposed by Mines. As BCL is gradually reduced, the BCL becomes so short that a stimulus eventually falls within the refractory period, producing a dropped beat ͓first dropped beat in Figs. 1͑A͒ and 2͑A͔͒. The next stimulus falls well beyond the end of the refractory period, so that an action potential results. However, because this beat had a much longer recovery time, its APD ͑action potential duration͒ is much longer than during the preceding 1:1 rhythm. In fact, the refractory period of this beat is now so long that the next beat is blocked, the cycle starts over, and 2:1 rhythm is established ͓Figs. 1͑A͒ and 2͑A͔͒. Since the APD and refractory period are now much longer than during 1:1 rhythm at the same BCL, in order to obtain the transition back to 1:1 rhythm, the BCL at this point must be increased to a value higher than that at which the ͕1:1→2:1͖ transition had originally occurred ͓Figs. 1͑B͒ and 2͑B͔͒.
C. Pulse-inducedˆ1:1˜2:1‰ flip
The existence of hysteresis shows that at any given BCL within the hysteresis zone there is the co-existence of two stable periodic rhythms ͑''bistability''͒. This implies that the particular rhythm seen at that BCL depends on the state of the system at the point in time at which the BCL was changed to that particular value. This further implies that a suitably chosen perturbation should be able to flip the system from one rhythm to the other, 12 with the perturbation taking the state-point of the system from the basin of attraction of the limit cycle generating one rhythm to the basin of attraction of the limit cycle generating the other rhythm.
The hysteresis experiment of Fig. 1 was performed with the cell initially being stimulated at a BCL of 500 ms ͑same pulse duration and amplitude as in Fig. 1͒ , resulting in 1:1 rhythm. The BCL was then gradually dropped to 430 ms, at which point 1:1 rhythm was still present. However, this BCL is within the hysteresis zone ͓Fig. 1͑C͔͒. An extrastimulus pulse was then injected during the repolarizing phase of an action potential ͓arrow in Fig. 3͑A͔͒ . This extrastimulus prolonged the duration of that action potential just enough so that the next regularly scheduled stimulus fell within the refractory period, resulting in a skipped beat. This skipped beat was then followed by a very long recovery time, so that the next action potential had a much longer APD and refractory period than during the pre-existing 1:1 rhythm. Thus, the next stimulus produced a subthreshold response, and 2:1 rhythm was established. The perturbation thus flipped the rhythm directly and immediately from a 1:1 to a 2:1 rhythm ͑we shall refer to this effect as the ''͕1:1→2:1͖ flip''͒. The timing of the pulse was critical, since pulses delivered at several different times earlier or later than the pulse shown in Fig. 3͑A͒ did not produce the flip.
We next carried out the corresponding simulation of the ͕1:1→2:1͖ flip in the LR ionic model. During 1:1 rhythm at BCLϭ430 ms, which is in the middle of the hysteresis zone ͓Fig. 2͑C͔͒, injection of an extrastimulus pulse ͓arrow in Fig.  3͑B͔͒ flipped the rhythm from 1:1 to 2:1. We next systematically investigated the effect of coupling interval ͑time from preceding action potential upstroke to pulse onset͒, changing it in steps of 10 ms. As in the experiments, the timing was critical for the flip to occur: The extrastimulus had to be delivered with a coupling interval within the range 180-310 ms ͓e.g., Figs. 4͑B͒ and 4͑C͔͒. A stimulus that was delivered too early ͓10-170 ms, e.g., Fig. 4͑A͔͒ or too late ͓320-420 ms, e.g., Fig. 4͑D͔͒ did not prolong the APD sufficiently to produce a skipped beat on the following stimulus, and so was incapable of precipitating the flip.
D. Pulse-inducedˆ2:1˜1:1‰ flip
In another run with the same cell as in Figs. 1 and 3͑A͒, where 2:1 rhythm was seen at BCLϭ425 ms ͓Fig. 1͑C͔͒, injection of a single extrastimulus ͓arrow in Fig. 5͑A͔͒ very soon after a skipped beat produced an interpolated graded action potential and resulted in an immediate flip from 2:1 to 1:1 rhythm. We again carried out the corresponding simulation in the ionic model during 2:1 rhythm at BCLϭ430 ms, which is in the middle of the hysteresis zone ͓Fig. 2͑C͔͒. Injection of an extrastimulus ͓arrow in Fig. 5͑B͔͒ produced an action potential, and flipped the rhythm from 2:1 to 1:1. As for the ͕1:1→2:1͖ flip, careful selection of the coupling interval is crucial to obtain the ͕2:1→1:1͖ flip in both model and experiment.
E. Pause-inducedˆ1:1˜2:1‰ flip
Mines showed a long time ago that a pause in stimulation produced by dropping two or three stimuli from the periodic drive train could result in the ͕1:1→2:1͖ flip in frog ventricle. 12 We were able to reproduce this effect in only one of many cells in which a search for it was made. A typical unsuccessful trial is shown in Fig. 6 , in which one ͓Fig. 6͑A͔͒ or two ͓Fig. 6͑B͔͒ stimuli were dropped. A 2:1 rhythm was not seen after the pause; instead there was transient alternans, followed by asymptotic re-establishment of 1:1 rhythm. The flip was, however, seen in one cell in which six stimuli were dropped ͓Fig. 6͑C͔͒: a single transient 3:2 Wenckebach cycle was seen, followed by a maintained 2:1 rhythm. The action potential duration ͑APD͒ of the second action potential following resumption of stimulation was ϳ10 ms longer than during the pre-existing 1:1 rhythm, so that the third post-pause stimulus fell within the refractory period of the second beat, resulting in a dropped beat and a flip to 2:1 rhythm. Dropping only one stimulus in this cell did not result in the ͕1:1→2:1͖ flip. In contrast, in the model it is necessary to omit only one stimulus pulse from the periodic drive train to obtain the ͕1:1→2:1͖ flip ͓Fig. 6͑D͔͒. We believe that the ability to obtain the flip in the experiment depends on the presence of the transient outward current (I to ) in our rabbit cells ͑see Discussion͒.
F. Action potential duration recovery curve
The existence of hysteresis, as well as the pulse-and pause-induced flips, has previously been attributed to the dependence of the action potential duration and refractory period on the prior history of stimulation. 12 One way of characterizing the well-known dependence of APD and refractory period on BCL is to plot APD vs recovery time or diastolic interval at each BCL. 16, 35 The action potential duration ͑APD͒ was measured from the start of the injected stimulus pulse to the point in time on the repolarizing limb of the action potential at which the transmembrane voltage crossed Ϫ60 mV. The diastolic interval or recovery time ͑RT͒ associated with a particular action potential was defined as the time interval between the point in time at which the voltage on the repolarizing limb of the preceding action potential passed through Ϫ60 mV and the time at which the next stimulus pulse started. Figure 7͑A͒ shows a plot of APD vs RT determined from the experiment of Fig. 1 , with APD and RT determined during 1:1 rhythm for 10 action potentials at each of the eight BCLs in the range 380-450 ms ͑filled circles͒. The data was well fit by a single exponential curve
where Aϭ352.420 14 ms, Bϭ73.356 24 ms, ϭ55.730 27 ms, and RT min ϭ74.0 ms. 18, [36] [37] [38] The parameter A can be interpreted as the asymptotic value of APD ͑i.e., APD in the limit RT→ϱ͒, as the time constant of recovery of APD, and RT min as the shortest RT possible at the smallest BCL for which there is 1:1 rhythm. The parameter B gives the range of APD obtainable. We shall refer to the curve in Fig.  7͑A͒ as the steady-state action potential duration recovery curve ͑APDRC͒. We also determined the APDRC in the LR model from the runs used to construct the hysteresis loop of Fig. 2͑C͒ 
G. Derivation of a one-dimensional map from the recovery curve
We shall now show how, under certain assumptions, the APDRC obtained during 1:1 rhythm can be used to predict the response to periodic stimulation at any arbitrary BCL. This involves deriving a one-dimensional finite-difference equation or ''map'' and carrying out iterations of that map. 35, 39 Denote the APD of the ith action potential obtained during periodic stimulation by APD i and its associated recovery time by RT i . Let us first assume that during periodic stimulation at an arbitrary BCL, the duration of any action potential is determined only by the preceding RT, in a manner that is governed by the function g in Eq. ͑1͒. One can then write
However, during periodic stimulation, one has, by definition of APD i and RT iϩ1 ͑Fig. 8͒, that BCLϭAPD i ϩRT iϩ1 and so
Substituting Eq. ͑3͒ into Eq. ͑2͒, one has
Equations ͑3͒ and ͑4͒ are true provided that there are no skipped beats, i.e., RT iϩ1 уRT min , the minimum possible RT, or equivalently, from Eq. ͑3͒, that APD i рBCL ϪRT min . Let us now consider what happens when a skipped beat occurs. We now need to make our second assumption: in the event of a skipped beat the subthreshold membrane response does not affect the duration of the following action potential. If the (iϩ1) st action potential is thus preceded by a skipped beat, we can therefore replace Eq. ͑3͒ with RT iϩ1 ϭ2BCLϪAPD i ͑5͒
and Eq. ͑4͒ with
for BCLϪRT min ϽAPD i р2BCLϪRT min . The general equation is thus
with (mϪ1) being the number of skipped beats that occurred in RT iϩ1 . This equation is a one-dimensional finitedifference equation or map, since APD iϩ1 is a function of APD i alone. At a specific BCL, Eq. ͑7͒ can be iterated to generate the dynamics, starting out from any initial condition APD 1 , since the function g is known from Eq. ͑1͒.
H. Iterations of the map
Figures 9͑A͒-9͑C͒ shows maps derived from the AP-DRC obtained in experiment ͓Fig. 7͑A͔͒. At a very long BCL ͓Fig. 9͑A͔͒ the map ͑stippled curve͒ has only one branch ͑the 1:1 branch͒, given by Eq. ͑4͒. Starting out at an initial condition (APD 1 ) of 310 ms, iterates asymptotically approach the stable steady state ͑or fixed point or equilibrium point͒ at APD iϩ1 ϭAPD i Х324 ms, corresponding to 1:1 rhythm ͑the condition for local stability of a steady state is that the slope of the map at the steady state be less than one in absolute value͒. This steady state is also globally attracting, since iterates from all initial conditions asymptotically approach this steady state ͓e.g., APD 1 ϭ340 ms is also shown in Fig. 9͑A͔͒ . Because of the negative slope of the map at the fixed point, the iterates approach this point in an alternating fashion, i.e., successive iterates fall on opposite sides of the fixed point ͑see also As BCL is lowered, the map becomes discontinuous, with a second branch ͑the 2:1 branch͒, given by Eq. ͑6͒, appearing to the right of the 1:1 branch ͓Fig. 9͑B͔͒. This discontinuity at APD i ϭBCLϪRT min occurs because BCL is now small enough so that a sufficiently long APD i is now followed by an RT iϩ1 that is less than RT min , so that a skipped beat can occur at this BCL. Thus, for APD 1 ϾBCLϪRT min ͓e.g., APD 1 ϭ340 ms in Fig. 9͑B͔͒ , all iterates fall on the 2:1 branch, asymptotically approaching the second stable steady state at APDХ352 ms, corresponding to 2:1 rhythm. Since the 2:1 branch also has a negative slope, the approach to this steady state is again alternating ͓not visible on scale of Fig. 9͑B͔͒ . For APD 1 рBCLϪRT min ͓e.g., APD 1 ϭ310 ms in Fig. 9͑B͔͒ , successive iterates fall on the 1:1 branch, and the steady state at APDХ303 ms, corresponding to 1:1 rhythm, is asymptotically approached in an alternating fashion. 16, 39 There is thus now the co-existence of two stable steady states ͑bistability͒, one corresponding to 1:1 rhythm and the other to 2:1 rhythm, each with its own basin of attraction ͑APD 1 рBCLϪRT min and APD 1 ϾBCLϪRT min , respectively͒. As BCL is decreased further, the point of discontinuity in the map moves to the left, so that eventually the 1:1 branch, and thus its steady state, are no longer present ͓Fig. 9͑C͔͒. The period-1 fixed point on the 2:1 branch, corresponding to 2:1 rhythm, is now globally attracting.
Figures 9͑D͒-9͑F͒ shows that the maps derived from the APDRC of the model have dynamics that are qualitatively similar to that of the maps derived from experiment. Figure 9 showed individual examples of maps selected to illustrate the evolution in the qualitative features of the map as the BCL was changed. These examples were taken from calculations in which the BCL was systematically changed over a wide range with a 1 ms increment in BCL. In the search for bistability, iterations were carried out from 100 evenly spaced initial conditions at each BCL. The first 1000 iterates were discarded in order to allow transients to pass. Plotting the predicted steady-state APD as a function of BCL yields a bifurcation diagram ͑gray circles in Fig. 10͒ . Superimposed on these predictions are the actual results of periodic stimulation runs ͑solid circles͒. In the case of 1:1 rhythm, the data from the periodic stimulation runs are very close to the predictions of the map derived from the APDRC. However, this agreement must exist, since the predictions were generated using the single exponential fit to data from periodic stimulation runs resulting in 1:1 rhythm. While the iterative technique predicts the presence of bistability in both experiment ͓Fig. 10͑A͔͒ and model ͓Fig. 10͑B͔͒, the predicted APD ͑gray circles͒ during 2:1 rhythm is considerably lower than the actual APD ͑solid circles͒ in both model and experiment.
I. Bifurcation diagrams
This discrepancy in the model is due to the fact that the fit of the APDRC was made using data with RTϽ140 ms ͓Fig. 7͑B͔͒, and this fit ͓dashed line in Fig. 11͑A͔͒ sharply underestimates the APD at the much longer RTs encountered during 2:1 rhythm ͓solid curve in Fig 11͑A͒ shows fit to data ͑filled circles͒ computed during 1:1 rhythm over a much wider range of BCL: 420-1000 ms in Fig. 11͑A͒ vs 420-450 ms in Fig. 7͑B͔͒ . Thus, the predicted APD during 2:1 rhythm in Fig. 10B is substantially less than the observed APD. Iterations using the APDRC fit to the data obtained over the wider range of BCL ͓solid curve in Fig. 11͑A͔͒ produce much better agreement for the APD during 2:1 rhythm ͓Fig. 11͑B͔͒. The fact that the predicted APD is so close to the actual APD during 2:1 rhythm demonstrates that the two fundamental assumptions underlying the formulation of the map are essentially correct in the LR model over the range of BCL investigated here: ͑i͒ APD i is controlled by RT i alone: i.e., little or no APD ''memory, '' 18,36,40,41 which is also the case for closely related ventricular models; 42, 43 ͑ii͒ the subthreshold deflection caused by a stimulus that does not produce an action potential ͑a ''blocked'' stimulus͒ has no effect on the APD of the subsequent action potential.
The one discrepancy now remaining in Fig. 11͑B͒ is that the upper limit of BCL to which 2:1 rhythm is predicted to occur ͑gray symbols͒ in the ionic model is significantly higher than that at which it actually occurs in the periodic stimulation runs ͑solid symbols͒. This leads to the predicted hysteresis range being significantly wider than the observed range ͑ϳ60 ms vs ϳ20 ms͒. This discrepancy is due to the fact that although RT min was assumed to be a constant in our iterative scheme, it is actually a function of BCL. While RT min was defined as the RT encountered during steady-state 1:1 rhythm at the shortest BCL allowing 1:1 rhythm ͓Figs. 7͑B͒ and 11͑A͔͒, an S1-S2 premature stimulation protocol revealed that the refractory period and the minimum possible RT were functions of the S1-S1 interval during 1:1 rhythm: as the S1-S1 interval increased, the APD and refractory period of the basic beat increased while the minimum possible RT decreased. In particular, a premature stimulation protocol carried out during 1:1 rhythm at an S1-S1 interval of 880 ms ͑corresponding to the effective cycle length prevailing in the middle of the predicted range of 2:1 rhythm in Fig. 11͑B͒ : 2ϫ440 ms͒ demonstrated that the minimum RT was in fact only 90.1 ms at that S1-S1 interval. It is thus not surprising that the iterations in Fig. 11͑B͒ predicted that the 2:1 rhythm should be maintained out to a longer BCL than in the simulations, since these calculations assumed a significantly higher value of RT min ͑ϳ116.1 ms͒. When RT min was set to 90.1 ms and the iterations redone for the 2:1 branch of the bifurcation diagram, the upper border of the 2:1 zone was predicted to be at BCLϭ450 ms ͓Fig. 11͑C͔͒. The iterative technique thus worked extremely well in the ionic model, predicting the APD almost perfectly within the 2:1 zone, and the location of the upper end of that zone to within 5-10 ms.
However, when RT min ϭ90.1 ms was used in the calculation of the 1:1 zone, the left-hand border of that zone was at BCLϭ385 ms, since RT min was then unrealistically short for the briefer APD encountered at the lower BCL. Premature stimulation protocols showed that not only did the minimum RT depend on the BCL, but so did the detailed shape of the APD restitution curve. Thus, future extensions of the iterative technique should incorporate a parametric fit of the cycle-length-dependence of RT min and the other parameters in Eq. ͑1͒ describing the APD restitution curve. The unfortunate cost of such an endeavor might be the loss of the nice one-dimensional nature of the map, with its easily visualized dynamics ͑Fig. 9͒.
The discrepancy between the iterative predictions and the actual APD during 2:1 rhythm is much larger in experiment than in the model ͑Fig. 10͒, with the predictions overestimating the measured APD by ϳ115-145 ms. This disparity is largely due to the fact that there is indeed an effect of the blocked stimulus during the experiments that is neglected in the iterative scheme. At any BCL within the 2:1 range of BCL shown in Fig. 10͑A͒ ͑350-440 ms͒, the blocked stimulus falls on the repolarizing limb of the action potential, prolonging the duration of that action potential ͓see, e.g., first part of trace of Fig. 5͑A͔͒ . During the transient that occurs immediately following the conversion of 1:1 to 2:1 rhythm, the blocked stimulus falls after the action potential, and thus no prolongation effect is seen ͓e.g., Figs. 1͑A͒ and 3͑A͔͒. As stimulation proceeds, however, the APD gradually prolongs until the blocked stimulus falls on the action potential, as in Fig. 5͑A͒ . This prolongation effect does not occur in the model over the range of BCL investigated above ͑it does, however, occur at a higher pulse amplitude͒. FIG. 11 . APDRC determined over wider range of BCL and bifurcation diagram ͑model͒. ͑A͒: Steady-state APD vs RT data determined from runs at BCLϭ420-1000 ms ͑filled circles͒. Solid curve is a single-exponential fit to the data ͓Aϭ366.127 64 ms, Bϭ62.093 52 ms, ϭ174.740 28 ms, and RT min ϭ116.067 ms in Eq. ͑1͔͒. Dashed line indicates fit to restricted data set of Fig. 7͑B͒ ͑BCLϭ420-450 ms͒. ͑B͒: Bifurcation diagram computed using APDRC of solid curve in ͑A͒. Gray symbols: Iterations carried out from 100 evenly spaced values of APD 1 at each BCL. First 1000 iterates discarded to allow transients due to initial conditions to pass. Increment in BCLϭ1.0 ms. Filled symbols: Data taken from periodic stimulation runs. ͑C͒: Bifurcation diagram computed as in ͑B͒, except that RT min ϭ90.1 ms is used in computing the 2:1 branch with the iterative technique ͓the old value of RT min ͑116.067 ms͒ is still used in the exponent in Eq. ͑1͒ to preserve the same dependence of APD on RT͔.
For an action potential in which the prolongation effect occurs, let us denote the extrapolated intrinsic APD, neglecting the prolongation effect, by APDЈ, so that APDϭAPDЈϩP, where P is the prolongation caused by the blocked stimulus. Let us now assume that the effect of the blocked stimulus is simply to delay or postpone recovery from refractoriness, so that the start of the recovery time ͑RT͒ can be taken, as before, from the time at which the voltage crosses through Ϫ60 mV on the repolarizing limb of the action potential ͑''reset'' effect͒. 43 Let us then assume as before that the intrinsic APD is controlled by the preceding RT, so that APD iϩ1 Ј ϭg(RT iϩ1 )ϭg(2BCLϪAPD i ). Substituting APD iϩ1 Ј ϭAPD iϩ1 Ϫ P, one then has APD iϩ1 ϭg(2BCLϪAPD i )ϩP. Since P is on the order of several tens of milliseconds in our experiments, the prolongation effect accounts for only a part of the discrepancy ͑115-145 ms͒ between the predicted and actual APD in Fig. 10͑A͒ .
It is possible that the residual discrepancy is due to the same two factors producing the discrepancy in the model ͑i.e., APDRC determined over too narrow a range of BCL, thus underestimating the APD at the longer RTs encountered during 2:1 rhythm ͓as in Fig. 11͑A͔͒ ; RT min dependent on BCL͒. However, since our stimulation protocol in the experiments was not set up to systematically explore longer BCL's, nor to determine the nature of the dependence of the minimum RT on BCL during 1:1 rhythm, we are unable to verify that this is also the case in the experiments. Indeed, it is our impression that carrying out such a definitive systematic protocol would take so long that serious concerns about the stationarity of the single-cell preparation in the classic whole-cell recording mode would be raised, due to dialysis of intracellular contents against the pipette fluid and continual rundown of currents. 34 However, three bits of evidence suggest that the resolution of the discrepancy in the experiments might be similar to that given above in the case of the ionic model. First, we know that the fitted experimental AP-DRC ͓curve in Fig. 7͑A͔͒ underestimates the actual APD during 1:1 rhythm at BCLϭ1000 ms, since we have data in some cells at this one long BCL ͑the stimulus threshold for 1:1 rhythm reported on earlier was obtained at this BCL͒. Second, the fit also sharply underestimates APDЈ at the much longer RTs encountered during 2:1 rhythm: for the 2:1 data points shown in Fig. 10͑A͒ , mean RTХ230-400 ms and mean APDЈХ420-440 ms; in contrast the fit predicts APDЈХ350 ms over this entire range of recovery time. Third, it is well known that the refractory period is a function of BCL in multicellular ventricular muscle.
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J. Amplitude hysteresis
While the ͕1:1↔2:1͖ transitions seen in Figs. 1 and 2 above were produced by changing the BCL or equivalently the frequency of stimulation ͑''frequency hysteresis''͒, 27 hysteresis could also be produced by changing the stimulus amplitude at a fixed BCL ͑''amplitude hysteresis''͒. 27 A direct ͕1:1→2:1͖ transition ͓Fig. 12͑A͒, upper panel͔ and a direct ͕2:1→1:1͖ transition ͓Fig. 12͑B͒, lower panel͔ occurred with a change in stimulus amplitude when the BCL was set appropriately ͑arrows indicate first stimulus at new pulse amplitude͒. Since the ͕2:1→1:1͖ transition occurred at a higher stimulus amplitude than the ͕1:1→2:1͖ transition, there was amplitude hysteresis. Similar behavior was also seen in the LR model ͓Fig. 12͑B͔͒. As in the case of frequency hysteresis, there was a rather long delay between the change in stimulus amplitude and the switch from one rhythm to the other in the experiments ͓Fig. 12͑A͔͒, but not in the model ͓Fig. 12͑B͔͒. Just as the stimulus amplitude must be well chosen to obtain ͕1:1↔2:1͖ frequency hysteresis, the BCL must also be carefully selected to obtain ͕1:1↔2:1͖ amplitude hysteresis: e.g., if the BCL is set to 1000 ms, one typically obtains Wenckebach rhythms in our rabbit ventricular cells instead of the direct transition to 2:1 rhythm as pulse amplitude is decreased. 26 We now outline the mechanisms we deduce underlying ͕1:1↔2:1͖ amplitude hysteresis. During 2:1 rhythm at a given BCL, the APD is longer than during 1:1 rhythm established at that same BCL at a higher pulse amplitude ͑but lying within the amplitude hysteresis range͒. Therefore, during 2:1 rhythm, the recovery time from the end of an action potential to the beginning of the following subthreshold re- sponse is shorter than the corresponding RT during 1:1 rhythm. Since the stimulus producing the subthreshold response during 2:1 rhythm falls within the relative refractory period of the preceding action potential, increase of stimulus amplitude will eventually convert that response into an action potential, thereby producing 1:1 rhythm ͑provided that the BCL be appropriate to the direct ͕2:1→1:1͖ transition͒. However, due to the smaller recovery time prevailing during the initial 2:1 rhythm, in order to obtain the conversion to 1:1 rhythm, it is necessary to raise the pulse amplitude to a value higher than that needed to maintain a 1:1 rhythm already established at that BCL.
IV. DISCUSSION
A. The directˆ1:1˜2:1‰ transition
There are several cardiac preparations in which the direct ͕1:1→2:1͖ transition has been documented in response to decreasing BCL 12, 13, 25, 32, 33, 44, 45 or stimulus amplitude. 44, 46 In other experimental reports, the BCL or stimulus amplitude was not changed with a fine enough decrement ͑e.g., 50 or 100 ms decrement in BCL used in Ref.
14͒ to guarantee that the transition was direct ͑i.e., that no intermediary Wenckebach, alternans, or other rhythms existed͒. There have also been two reports of the direct ͕1:1→2:1͖ transition in ionic models: one in a modified version of the Beeler-Reuter model of space-clamped ventricular membrane, 42 the other in a one-dimensional Purkinje fiber cable. 47 In both of these studies, and in the one experimental study in which stimulus amplitude was systematically changed, 33 the direct ͕1:1→2:1͖ transition was seen at a stimulus amplitude lower than that at which alternans rhythm was produced. In addition, Wenckebach rhythms were seen at a lower amplitude ͑very close to threshold͒ in ventricular ionic models, 23, 29 as well as in the Purkinje fiber cable model when the fast sodium current (I Na ) was removed and intercellular coupling decreased, which had the effect of reducing excitability and the effective amplitude of the stimulus current. 47 We find that lowering the pulse amplitude in the modified LR model below that which we have used above leads to Wenckebachtype rhythms when BCL is decreased ͑see also Ref. 29͒, while raising it leads to a sustained alternans rhythm. Thus, all of the available experimental and modeling evidence points to the same conclusion: when BCL is changed, the direct ͕1:1→2:1͖ transition is seen only when the effective stimulation amplitude is at an intermediate level.
B.ˆ1:1↔2:1‰ frequency hysteresis
Frequency hysteresis involving 1:1 and 2:1 rhythms has been described previously in three different cardiac preparations: Frog ventricle, 12,14 dog ventricle, 13 and aggregates of embryonic chick ventricular cells. 32, 33 The first of these studies was carried out almost a century ago by Mines, who recorded contractions in frog ventricle. 12 Mines' explanation for the hysteresis ͑given in Results above͒ lay in the dependence of the refractory period on BCL. Our recording of the transmembrane potential in isolated cells lends credence to these mechanisms suggested by Mines. We are not aware of any previous reports of ͕1:1↔2:1͖ frequency hysteresis in an ionic model.
C.ˆ1:1↔2:1‰ amplitude hysteresis
We know of one prior report of ͕1:1↔2:1͖ amplitude hysteresis in cardiac tissue, in experiments carried out on Purkinje fibre. 46 Perhaps most interestingly, ''negative'' hysteresis, associated with ''relative'' supernormal excitability, could be seen in several preparations: i.e., the transition from 1:1 to 2:1 rhythm occurred at a higher stimulus amplitude than the reverse transition. A multivariable differencedifferential model using the recovery curves for APD and excitability ͑together with a slowly changing memory function for APD͒ could produce either positive or negative hysteresis, depending on parameter values. 46 While the additional memory-dependent terms with long time constants are apparently necessary to generate the amplitude hysteresis described in this model, this is not the case for the frequency hysteresis seen by us. We are not aware of any prior reports of ͕1:1↔2:1͖ amplitude hysteresis in an ionic model.
D. The extrastimulus-inducedˆ1:1˜2:1‰ andˆ2:1˜1:1‰ flips
While there are experimental and clinical reports of extrastimulus-induced flips in experimental and clinical work, we are not aware of any such reports in an ionic model.
We know of only one report of an extrastimulus-induced ͕1:1→2:1͖ flip, in a patient with 2:1 atrioventricular heart block. 48 Injection of a sufficiently premature atrial or ventricular extrastimulus during sinus rhythm resulted in infraHisian block of that beat. Following the resultant post-extra systolic ventricular pause, the next sinus beat conducted, but the next one did not, thus setting up a rhythm of 2:1 block. The extrastimulus, therefore, induces a pause-dependent ͕1:1→2:1͖ flip essentially equivalent to that originally seen by Mines in frog ventricle 12 and later on by us in the ionic model ͓Fig. 6͑D͔͒. In the pulse-induced ͕1:1→2:1͖ flips of Figs. 3 and 4 , it is not a post-extrasystolic pause that is involved, but rather a pause associated with a skipped beat caused by extrastimulus-induced prolongation of APD.
There are two reports of the ͕2:1→1:1͖ flip, one experimental 12 and one clinical. 48 Our results in Fig. 5 are in agreement with the mechanisms recently deduced from Hisbundle recordings of the ͕2:1→1:1͖ flip: the postextrasystolic pause cannot be too long, otherwise the APD of the next action potential would be so long that the stimulus following that action potential would be blocked, thus reestablishing 2:1 block. 48 While this reasoning implies that the APD of the extrasystole cannot be too short, we also wish to point out that it cannot be too long either, otherwise the stimulus following the extrasystole might block, reinstituting 2:1 block. The ͕2:1→1:1͖ flip shown in Fig. 5 is different from that of Mines, 12 in that here the APD of the extrasystole is short enough so that the next beat is not blocked, as in Mines' scenario, resulting in a more immediate transition to 2:1 rhythm here than in Mines' case. Traces corresponding to Mines' case can, however, be seen in our single cells when a stimulus pulse is delivered later than in Fig. 5͑A͒ , so as to produce a longer action potential. However, the extrastimulus cannot be too late, otherwise the second stimulus following the extrastimulus also finds itself in the refractory period and the flip does not occur.
While we have not attempted to obtain flips within the hysteresis range produced by changing stimulus amplitude, we predict that they should exist: e.g., injecting a premature stimulus during 2:1 rhythm following a skipped beat should result in a flip to 1:1 rhythm in a manner similar to that shown in Fig. 5 , provided that the APD of the premature action potential be sufficiently brief in duration, and dropping one or more stimuli during 1:1 rhythm might result in a flip to 2:1 rhythm.
E. The pause-inducedˆ1:1˜2:1‰ flip
We are aware of two experimental studies documenting a pause-induced ͕1:1→2:1͖ flip. 12, 33 For these results, and for our modeling result ͓Fig. 6͑D͔͒, Mines' initial explanation still holds: the first action potential following the pause in Fig. 6͑D͒ has an APD and refractory period longer than those of action potentials during the pre-existing 1:1 rhythm; when the pause is sufficiently long, the refractory period associated with this beat will be so long that the second stimulus delivered following the pause will result in a blocked beat, producing a 2:1 cycle. The third stimulus will then be preceded by a recovery time long enough to allow it to elicit an action potential. The APD and refractory period of this beat will also be long, because of the relatively long recovery time, so that the fourth stimulus will result in a subthreshold response, and so forth, resulting in a sustained 2:1 rhythm.
In contrast to our modeling result ͓Fig. 6͑D͔͒ and to earlier experimental results in frog ventricle 12 and embryonic ventricular cells, 32, 33 we have not been able to obtain the ͕1:1→2:1͖ flip by dropping one or two stimulus pulses in our experiments. The APD of the first beat following resumption of stimulation in the cell of Figs. 6͑A͒ and 6͑B͒ was only weakly dependent on the previous RT. The APD of this beat did not prolong enough to cause block of the next beat and thus induction of 2:1 rhythm ͓unlike the model, Fig. 6͑D͔͒ . However, following the very long recovery time produced by dropping several stimuli ͓Fig. 6͑C͔͒, the first post-pause beat had a more prominent phase-1 early repolarization, and the APD of the second post-pause beat was about 10 ms longer than during 1:1 rhythm, so that its refractory period was extended and the third beat was blocked. When a single stimulus is dropped in rabbit ventricular cells during 1:1 rhythm at the longer BCL of 1000 ms, there is a more prominent phase-1 repolarization of the first action potential and an increase in the duration of the second action potential ͑see Fig. 2 of Ref. 26͒. We have attributed these two changes to the presence of the transient outward current (I to ), which has an extremely long time-constant ͑ϳ7 s͒ for recovery from inactivation in our cells. 26 In fact, it is this current that is largely implicated in generating Wenckebach rhythms: -the 3:2 cycle occurring right after the pause in Fig. 6͑C͒ bears a striking resemblance to a cycle of maintained 3:2 Wenckebach rhythm of the kind we have reported at BCL ϭ1000 ms. 26 The absence of I to in the LR model means that the above effects will not be present. Due to its long time constant, I to is not likely to be a key player in our preparation during behavior occurring at short BCLs and recovery times ͑e.g., the hysteresis itself and the pulse-induced flips͒.
F. Ionic mechanisms underlyingˆ1:1↔2:1‰ bistability
Two basic electrophysiological properties underlie the ͕1:1↔2:1͖ bistability in the model. First, at the stimulus amplitude used here, there is effectively an all-or-none threshold, which in a ventricular cell hinges on a competition between the depolarizing influence of the fast inward current (I Na ) and the repolarizing influence of the inwardly rectifying potassium current (I K1 ) 49 ͑see Ref. 50 for a detailed investigation in the Hodgkin-Huxley model of squid axon͒. Second, as in the Beeler-Reuter model from which the LR model is derived, there is a time-dependent recovery of APD, which hinges on two time-dependent processes: activation of the delayed rectifier current (I K ) and recovery from inactivation of the slow inward calcium current (I si ). 51, 52 Indeed, in isolated rabbit ventricular cells studied at room temperature in the whole-cell mode, the time constant for recovery of APD was very close to the time constant for recovery from inactivation of the calcium current. 37 While our understanding of the ionic basis underlying the ventricular action potential and the restitution of APD is still very much incomplete, it is clear that mechanisms not expressly included in the LR model ͓e.g., Na-Ca exchanger, 38, 53 Na-K pump, 54 transient outward current (I to ) 26 ͔ also contribute to varying extents in different species. Future modeling work investigating the ionic basis of bistability and hysteresis should thus utilize a species-specific ''second-generation'' model incorporating the Na-Ca exchanger, the Na-K pump, and additional currents such as I to . However, the problems of drift 55 and degenerate equilibria 56, 57 now known to exist in the original formulation of this class of models will have to be addressed before this approach can be taken.
G.ˆ1:1↔2:1‰ bistability on the map
Our derivation of a one-dimensional map obtained from the APDRC provides a theoretical framework in which one can consider ͕1:1↔2:1͖ bistability ͑see also Refs. 14 and 46͒. This approach allows a quantitative test of Mines' explanation that the essential mechanism underlying the ͕1:1↔2:1͖ hysteresis, as well as the extrastimulus-and pause-induced flips, is the dependence of APD and refractory period on BCL. It also supports the interpretation that the ͕1:1↔2:1͖ hysteresis is a consequence of the predicted coexistence of two stable equilibrium points on the map ͓Figs. 9͑B͒ and 9͑E͔͒. In the succinct words of Mines: ''It is seen that over a quite considerable range of frequencies of excitation, there exist two possible equilibria, stable so long as the heart continues beating regularly and without interruption.'' 12 The ͕1:1↔2:1͖ bistability hinges on the APDRC having a nonzero, but not too large, slope. Should the APDRC be perfectly flat ͑i.e., no time-dependence of APD restitution͒, there would still be a direct ͕1:1→2:1͖ transition, but no bistability. As the APDRC is made increasingly curved, one would see ͕1:1↔2:1͖ bistability and the range of BCL over which this bistability occurs would initially increase. In our simple iterative scheme, when the APDRC steepens to the point where there is a region of slope Ͼ1, there will be a period-doubling bifurcation, corresponding to a transition from 1:1 to 2:2 rhythm. 14, 16, 20, 35, 42, 58, 59 However, a recent report shows the existence of the direct ͕1:1→2:1͖ transition in a two-dimensional map ͑incorporating APD memory as the second variable͒, even when the slope of the steady-state APDRC exceeds 1 over some range.
14 Nevertheless, the ͕1:1↔2:1͖ transition can be accounted for by a two-branched one-dimensional map. 27, 45, 58 
H. Slow transients and memory
A long transient is seen in our experiments between the time at which BCL is changed and the time at which a switch between 1:1 and 2:1 rhythms is observed ͑Figs. 1 and 12͒. There is also a transient immediately following the switch to 1:1 rhythm ͓Fig. 1͑A͔͒ or immediately after the ͕2:1→1:1͖ flip ͓Fig. 3͑A͔͒, with the APD slowly prolonging to the point where the subthreshold deflection eventually rides on the action potential, as in Fig. 5͑A͒ . Such prolonged transients are not seen in the ionic model ͓Figs. 2͑A͒, 2͑B͒, 3͑B͒, 5͑B͒, and 6͑D͔͒ or in the one-dimensional map. These transients indicate the presence of processes with long time constants. It is thus possible that including effects extending over several beats that are not presently incorporated into the ionic model ͑e.g., pumps, exchangers, time-varying ionic concentrations͒ or into the simple one-dimensional map ͑e.g., memory of excitability and APD͒ 14, 36, 40, 41, 45, 46, [60] [61] [62] might replicate such long transients. However, there are practical experimental difficulties ͑e.g., rundown of currents͒ inherent in sorting out these slow phenomena in the single-cell preparation.
I. Shortcomings of the iterative technique
As mentioned earlier ͑see Results͒, we are not sure of the reason͑s͒ underlying the failure of the iterative technique to more accurately predict the APD during 2:1 rhythm ͓Fig. 10͑A͔͒. One possibility not mentioned thus far is that incorporation of slow processes ͑e.g., APD memory͒ would help in resolving this discrepancy. However, a model incorporating APD memory ͓but not explicit BCL-dependence of RT min , as in Fig. 11͑C͔͒ also has significant discrepancies in its predictions ͑e.g., predicted APD too large ͓vs too small in Fig. 10͑A͔͒ during 2:1 rhythm; predicted upper end of 2:1 range at much too long a BCL͒. 14 In that study on frog ventricle, blocked stimuli fall on the repolarizing limb of the action potential during 2:1 rhythm ͓Fig. 1͑b͒ of Ref. 14͔. Depolarizing pulses injected into ventricular muscle can result in either a prolongation or shortening of the APD, depending on the amplitude, duration, and timing of the stimulus, as well as the species. 63 Should shortening of APD occur in frog ventricle, incorporation of such a ''reset'' effect into the iterative scheme might help in improving the predictions, as in our work above and in an ionic model. 43 ,59
J. Other forms of bistability in cardiac electrophysiology
While we have concentrated above on ͕1:1↔2:1͖ bistability, several other forms of bistability involving two different periodic rhythms have been described in experimental cardiac electrophysiology. In particular, there are several examples involving 1:1, 2:2, and 2:1 rhythms.
The transition ͕1:1→2:2→2:1͖ is seen when our cells are paced with a stimulus amplitude higher than that used above. In that situation, the 2:1 rhythm is bistable with either the 1:1 or the 2:2 rhythm, depending on the BCL, with both hysteresis and flips being seen. 27 This form of hysteresis has also been more recently reported in frog ventricle.
14 In a onedimensional cable model of ventricular muscle, either a 2:1 or 2:2 rhythm is seen, dependent on initial conditions, thus directly demonstrating bistability. 58 Before it was described in experiments and ionic models, this form of bistability involving the ͕1:1→2:2→2:1͖ sequence of transitions was theoretically predicted to exist based on iterations of a onedimensional map ͑Ref. 35; see also Refs. 14, 58, and 59͒.
In frog ventricle, there was a transition from 1:1 to what was described as one of two different 2:2 rhythms ͑to our eye they look more like a 2:2 rhythm and either a 2:1 or 4:2 rhythm͒, depending on the exact point in time at which the BCL was lowered. 16 Iterations of a one-dimensional map obtained from consideration of an ionic model also predicted the existence of two stable 2:2 rhythms ͓Figs. 58͔. An interesting form of multistability or neutral stability occurs in mechanical alternans: at a fixed BCL, the amplitude of the contraction can attain many different values, depending on the length of a single longer-than-average cycle that is inserted. 39 Finally, Mines gives a very beautiful example in which a well-timed extrastimulus converts 2:1 bilateral bundle branch block into an alternating bundle branch block or vice versa. 12 Another form of bistability is ͕1:1↔1:0͖ bistability. When the denervated in situ canine heart is paced from the right ventricle, there is hysteresis in that 1:1 ventricular capture is attained and lost at different frequencies of stimulation. 13 There is also amplitude hysteresis in the threshold for ''capture'' when an electronic pacemaker is inserted into a patient: i.e., the threshold current is slightly higher when stimulus amplitude is increased slowly from a subthreshold value than when it is decreased from a suprathreshold value. 64 While it has been suggested that the decreased threshold found when slowly decreasing stimulus amplitude during 1:1 rhythm is due to the higher coronary blood flow then present, 64 this ͕1:1↔1:0͖ hysteresis can also be seen in isolated slow-response rabbit atrium ͑where it has been termed ''excitation hysteresis''͒, 60 isolated papillary muscle, 46 single guinea-pig ventricular cells, 61 a modified version of the LR model, 62 an ''analytic'' model, 61 and a differential-difference model. 46 In sheep papillary muscle, 65 as well as in the modified version of the LR model, 62 injection of an additional stimulus ͑which is, however, subthreshold͒ during 1:1 rhythm can produce the ͕1:1→1:0͖ flip; an additional suprathreshold stimulus delivered during 1:0 rhythm can produce the ͕1:0→1:1͖ flip in the model. 62 To obtain ͕1:1↔1:0͖ bistability in the LR model, it is apparently essential to add a slow gating process to the inward rectifier current (I K1 ). 62 In contrast, we have shown that it is not necessary to add any extra slow process to the original LR model to obtain ͕1:1↔2:1͖ bistability.
K. Implications for arrhythmias
Atrioventricular block
Two types of second-degree atrioventricular ͑AV͒ block have been described. In Mobitz type I or Wenckebach block, there is a beat-to-beat increment of the PR interval preceding the skipped beat; in Mobitz type II block, there is an occasional dropping of a ventricular beat with no detectable trend in the PR intervals of the beats immediately preceding the dropped beat. A unified hypothesis for the two forms of Mobitz block has been proposed, with dropped beats in Mobitz type II block occurring within the proximal His-Purkinje system actually being preceded by very small increments in conduction time ͑''millisecond Wenckebach''͒. 66 As the degree of block worsens, the increments in the PR interval increase to the point where frank Mobitz type I block is readily identified.
Our findings in single ventricular cells show several correspondences with AV block. First, we see Wenckebach rhythms only at a pulse amplitude lower than that at which the direct ͕1:1→2:1͖ transition is seen. Second, during the ͕1:1→2:1͖ transition produced by gradually lowering the stimulus amplitude at fixed BCL, there is a very slight increase in latency -which would probably translate into an increase in conduction time in a multicellular preparationpreceding the transition to 2:1 rhythm ͓Fig. 12͑A͒, upper panel͔. Third, a slight lowering of the stimulus amplitude after the ͕1:1→2:1͖ transition has occurred following a decrease in stimulus amplitude results in a transition to 1:0 block, which agrees with the propensity for paroxysmal complete AV block to occur following Mobitz type II block in the His-Purkinje system. 66, 67 Finally, a very recent clinical report shows that a single extrastimulus can induce flips from 1:1 conduction to 2:1 AV block and vice versa. 48 
Ischemic alternans
Alternans rhythm is commonly seen in the ischemic ventricle, often immediately preceding the phase of induction of malignant arrhythmias such as ventricular tachycardia and fibrillation. [3] [4] [5] [6] [7] [8] [9] [10] [11] On the clinical electrocardiogram, alternation of either the ST-segment or the T-wave ͑or both͒ has been the most commonly described form of alternans during ischemia. 5, 6, 8 Indeed, instrumentation to check for occult T-wave alternation in the clinical electrocardiogram using power spectral analysis is presently being evaluated in an attempt to identify patients at an increased risk of sudden cardiac death ͑CH 2000 Cardiac Diagnostic System, Cambridge Heart Inc.͒. 8 The alternation in the T-wave of the electrocardiogram may be due to an intrinsic beat-to-beat alternation in the action potential duration in the ischemic area, being essentially equivalent to the ''primary'' alternans 47 seen in a periodically stimulated isolated ventricular cell 25, 27, 28 and in ionic models of space-clamped ventricular membrane. 27, 42, 43 Alternatively, the alternans might be due to electrotonic coupling with a nearby area showing 2:1 block ͑see, e.g., Fig. 10 of Ref. 3 and Fig. 5 of Ref. 4͒, resulting in ''secondary'' alternans. 47 Recent modeling work with the LR model supports the secondary origin of the alternans in ischemia. 68 There are instances in which alternans first appears during ischemia immediately after a spontaneous or externally elicited premature ventricular contraction 5, 6, 9 or following a single intentionally inserted long cycle. 9 The most obvious possibility to account for this finding is that there is bistability between 1:1 rhythm and primary alternans in the ischemic area, as can occur in maps derived from ionic models. 42, 59 However, since both excitability and intercellular stimulation current are reduced in ischemia, and ischemia flattens the APDRC determined from a premature stimulation protocol, 9, 69, 70 one might expect to see the ͕1:1↔2:1͖ bistability in ischemic muscle. ͓Indeed, when agents that flatten the APDRC and suppress alternans are used ͑e.g., DAM, Ca ϩϩ -channel blockers͒, 22 one might also expect a similar effect.
14 ͔ It is thus possible that when ''triggered alternans'' 9 follows a premature ventricular contraction, the premature stimulus is flipping an area showing marginal 1:1 conduction to 2:1 conduction, thus inducing secondary alternans in the surrounding area ͑or vice versa, abolishing alternans͒. 5, 6, 9 In addition, spatially discordant alternans ͑alternans in anti-phase at two locations͒, which is more malignant than concordant alternans, 10, 11, 21 can be transformed into the latter during ischemia by a premature ventricular contraction ͑ei-ther spontaneous or stimulated͒, a reduction of the BCL for one cycle, or a pause. 7 Again, it is possible that flips between 1:1 and 2:1 rhythms might somehow be involved: e.g., if the out-of phase alternans seen during discordant alternans is secondary ͑i.e., each of the two types of alternans is associated with its own area of 2:1 block͒, flipping one area of 2:1 block to 1:1 rhythm would result in a conversion from discordant to concordant alternans. However, a simple model using the concept of a critical phase-reversal point during primary alternans shows how a suitably timed extrastimulus can flip concordant to discordant alternans or vice versa, 28 suggesting bistability between two different spatially organized primary alternans rhythms ͓see also In conclusion, only two forms of bistability of periodic rhythms, ͕1:1↔2:1͖ and ͕1:1↔1:0͖, have been systematically investigated in periodically stimulated cardiac tissue. It is our expectation that other forms of bistability, or even multistability ͑the simultaneous presence of three or more rhythms͒, will be found in the future ͑perhaps even involving reentrant rhythms͒. In particular, if there is indeed a causal connection between alternans and malignant ventricular arrhythmias in the setting of acute myocardial ischemia, the ability to replace one rhythm with another ͑or one form of alternans with a less malignant form͒ by injecting a welltimed stimulus might eventually be of some clinical use.
