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Abstract
The solvability in Sobolev spaces is proved for divergence form complex-valued higher order parabolic
systems in the whole space, on a half-space, and on a Reifenberg flat domain. The leading coefficients
are assumed to be merely measurable in one spacial direction and have small mean oscillations in the
orthogonal directions on each small cylinder. The directions in which the coefficients are only measurable
vary depending on each cylinder. The corresponding elliptic problem is also considered.
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1. Introduction
We study the solvability in Sobolev spaces for parabolic operators in divergence form of
order 2m
ut + (−1)mLu := ut + (−1)m
∑
|α|m, |β|m
Dα
(
aαβD
βu
)
, (1.1)
where α and β are multi-indices, aαβ = [aijαβ(x)]ni,j=1 are n×n complex matrix-valued functions,
and u is a complex vector-valued function. As usual, for α = (α1, . . . , αd), we write
Dαu = Dα11 . . .Dαdd u.
All the coefficients are assumed to be bounded and measurable, and L is uniformly elliptic;
cf. (2.1). In the case that all the coefficients and functions involved are independent of the time
variable, we also deal with elliptic operators in divergence form of order 2m as in (1.1) without
the ut term.
Our first focus in this paper is to find minimal regularity assumptions on coefficients for the
Lp-solvability of higher order elliptic and parabolic systems. In other words, we prove that there
exist unique solutions in Sobolev spaces (e.g., Wmp (Ω), 1 <p < ∞ in the elliptic case) to higher
order elliptic and parabolic systems with coefficients having less regularity assumptions than
those available in the literature. We call the class of coefficients in the paper variably partially
BMO coefficients, the key feature of which is that, on each cylinder (or ball in the elliptic case),
the coefficients are allowed to have no regularity assumptions (i.e., merely measurable) in one
spatial direction. If we name the spatial direction the measurable direction, variably partially
VMO coefficients mean that, for each small cylinder, there exists a measurable direction, which
may depend only on the cylinder, such that coefficients are allowed to be merely measurable
in that direction and have small mean oscillations in the orthogonal directions. See Section 2
for a precise formulation of the assumption. This class of coefficients was first introduced by
N.V. Krylov in [28] in the context of second order elliptic equations in non-divergence form.
The same class of coefficients is studied in [15] for second order elliptic and parabolic systems
in divergence form defined in the whole space. See also a more recent paper [7] for second
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bounded Reifenberg flat domain.
In order to put into perspective the class of coefficients in this paper, let us review very briefly
the coefficients for Lp-theory of elliptic and parabolic equations/systems studied in the literature.
A rather rich collection of papers about Lp-theory is devoted to the study of equations with
constant or uniformly continuous coefficients. For instance, see [2,1,33] for elliptic systems and
[37,30,19] for parabolic systems. There are also a large number of papers concerning equations
with discontinuous coefficients. An important example of discontinuous coefficients is a family
of functions with vanishing mean oscillations (VMO), which was firstly considered in [10,4,12]
for second order elliptic and parabolic equations. With this class of coefficients, Lp-estimates for
higher order equations have been obtained in [9,21,34,35,32]. We also refer the reader to [31] for
elliptic equations with piecewise constant coefficients, and [11] for results of elliptic equations
with measurable coefficients for a restricted range of m or p, and [18,3] for Hölder estimates
of systems with uniformly continuous or VMO coefficients, as well as [5] for a result of fourth
order elliptic equations in nonsmooth domains.
Recently, in [16] we considered higher order systems in both divergence and non-divergence
form with coefficients having locally small mean oscillations with respect to the spatial variables
(and measurable in the time variable in the parabolic case). We call coefficients in [16] BMO
coefficients, the class of which includes VMO coefficients as a proper subset. In this paper the
coefficients also have small mean oscillations, but need no regularity assumptions in one spatial
direction (determined locally). Thus especially in the elliptic case the coefficients here are strictly
more general than those studied in [16]. For the parabolic case, once a measurable direction is
determined on each cylinder, the coefficients are required to have small mean oscillations in
the orthogonal directions, which include the time direction, whereas the coefficients in [16] are
merely measurable in time, but have small mean oscillations in all the spatial directions. Thus
the two classes of coefficients here and in [16] are not mutually inclusive.
Our second focus in this paper is to examine the Lp-solvability of elliptic and parabolic
systems in various domains. We first deal with systems in the whole space, where interior
Lp-estimates are the key ingredients. Then we prove the solvability of systems defined on a half-
space, where we obtain boundary Lp-estimates. As usual, combining the interior and boundary
Lp-estimates yields the solvability of systems defined on a domain as long as the boundary is
regular, for instance, if the domain is a Lipschitz domain with a small Lipschitz constant. In-
deed, in [16] elliptic and parabolic systems with BMO coefficients are studied in the whole
space, on a half-space, and on a Lipschitz domain. Here we further examine the Lp-solvability
of systems with variably partially BMO coefficients defined on Reifenberg flat domains (pos-
sibly unbounded), which are more general than Lipschitz domains. As is well known, at small
scales the boundary of a Reifenberg flat domain can be approximated by hyper-planes. We re-
mark that, for the Reifenberg flat domain case, on each small cylinder centered at the boundary,
we assume that coefficients are merely measurable in the direction normal to the approximating
hyper-plane.
In the half-space case, compared to previous results in [24,25,14] for second order equations,
one of the virtues of our results is that on each small cylinder centered on the boundary, we do
not require the measurable direction to be exactly perpendicular to the boundary, but allow it to
be sufficiently close to the normal direction. To this end, our proof is founded on a delicate cutoff
argument combined with a higher order Hardy-type inequality; see Lemma 7.9. Indeed, due to
the nature of the boundary of Reifenberg flat domains, studying the half-space case with almost
normal measurable directions is readily applied to obtaining the key estimates for systems on
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equations/systems on Reifenberg flat domains, see Section 8.
The results in this paper and in [16] imply several generalizations of the interior Hölder es-
timate for higher order elliptic equations with VMO coefficients proved in [3, Proposition 50].
Indeed, by the Sobolev imbedding theorem, we obtain both interior and boundary Hölder esti-
mates for higher order elliptic and parabolic systems with coefficients in [16] and with coeffi-
cients considered in this paper.
It is worth mentioning that we impose the uniform ellipticity condition in this paper, while
the main results in [16] are established under a slightly weaker Legendre–Hadamard ellipticity
condition. Because the coefficients are measurable in one spatial variable, when getting the L2-
estimates (or equivalently the Gårding inequality) the Fourier transform method used in [16] is
not applicable here. This is the only place where the uniform ellipticity condition plays its role.
Our proofs for the whole space and half-space cases are in the spirit of [27], in which the
author gave a novel method of studying Lp estimates of second order elliptic and parabolic equa-
tions in the whole space with rough coefficients. Differed from the arguments in [10,12,9,35],
which are based on singular integrals and commutator estimates, the crucial step in [27] is to
establish certain interior mean oscillation estimates of solutions to equations with ‘simple’ coeffi-
cients, which are measurable in some directions and independent of the others. As a consequence,
VMO coefficients are treated in a rather straightforward way. The method in [27] was later fur-
ther developed in a series of papers [26,24,25,22,23,28,17,15,13] on Lp-estimates of second
order equations with rather general discontinuous coefficients.
One of the main differences in our study between second order equations and higher order
equations is the following. As is explained in [24,25,14], when dealing with second order equa-
tions (or systems) on a half-space with homogeneous Dirichlet or Neumann boundary conditions,
we used the odd and even extension techniques by observing that the odd or even extension of
the solution satisfies the equation extended in the whole space. Then we were able to rely on the
fact that the coefficients are allowed to be merely measurable in one spatial direction. Thus the
boundary Lp-estimates were derived almost immediately from interior estimates. However, the
extension techniques do not work for higher order equations or systems, since in general exten-
sions over the whole space do not satisfy the extended equations and, in the non-divergence case,
they do not even belong to the correct solution spaces. Because of this, in this paper we use a
modified version of a generalized Fefferman–Stein theorem developed in [28] in order to produce
boundary mean oscillation estimates of solutions. This approach for boundary Lp-estimates is
applicable to a wide class of equations or systems.
Another worth noting difference comparing to second order equations is in the proof of inte-
rior Hölder estimates; see Lemmas 4.5 and 4.6. To get around the lack of regularity of D1u, the
main idea in [15] is to estimate instead the interior Hölder norm of certain linear combination of
derivatives of the solution which in particular contains D1u. For higher order systems, the proof
is more involved and we also make use of some Lp estimate of a one-dimensional problem; see
Lemma 4.3.
A brief outline of the paper: We introduce some notation and state the main theorems in
the next section. Section 3 is devoted to some auxiliary results including the L2-estimates. In
Section 4 we prove some Hölder estimates. We obtain the interior mean oscillation estimates in
Section 5 and prove the solvability of systems in the whole space, i.e. Theorem 2.2, in Section 6.
In Section 7, we establish several boundary estimates including the boundary mean oscillation
estimates and prove the solvability of systems on a half-space, i.e. Theorem 2.4. Finally we deal
with parabolic and elliptic systems on a Reifenberg flat domain in Section 8.
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Before we state our assumptions and main theorems, we introduce some necessary notation.
By Rd we mean a d-dimensional Euclidean space, a point in Rd is denoted by x = (x1, . . . , xd) =
(x1, x′), and {ej }dj=1 is the standard basis of Rd . Let Rd+1 := R×Rd = {(t, x): t ∈ R, x ∈ Rd}.
Throughout the paper, Ω indicates an open set in Rd and ΩT := (−∞, T ) × Ω ⊂ Rd+1. For
vectors ξ, η ∈ Cn, we denote
(ξ, η) =
n∑
i=1
ξ iηi .
For a function f defined on a subset D in Rd+1, we set
(f )D = 1|D|
∫
D
f (t, x) dx dt = −
∫
D
f (t, x) dx dt,
where |D| is the (d + 1)-dimensional Lebesgue measure of D.
Throughout the paper, we assume that the n × n complex-valued coefficient matrices aαβ are
measurable and bounded, and the leading coefficients aαβ , |α| = |β| = m, satisfy an ellipticity
condition. More precisely, we assume the following.
(1) There exists a constant δ ∈ (0,1) such that the leading coefficients aαβ , |α| = |β| = m, are
bounded by δ−1 and satisfy
δ|ξ |2 
∑
|α|=|β|=m
(aαβ(t, x)ξβ, ξα) δ−1|ξ |2 (2.1)
for any (t, x) ∈ Rd+1 and ξ = (ξα)|α|=m, ξα ∈ Cn. Note that ξ can be considered as a vector
in Cn×(
m+d−1
d−1 ) where (
m+ d − 1
d − 1
)
=
∑
|α|=m
1 = (m+ d − 1)!
m!(d − 1)! .
Here we use (f ) to denote the real part of f .
(2) All the lower order coefficients aαβ , |α| = m or |β| = m, are bounded by a constant K  1.
Let
Br(x) =
{
y ∈ Rd : |x − y| < r}, B ′r(x′)= {y′ ∈ Rd−1: ∣∣x′ − y′∣∣< r},
Qr(t, x) =
(
t − r2m, t)×Br(x), Q′r(t, x′)= (t − r2m, t)×B ′R(x′).
On the leading coefficients we impose a very mild regularity assumption with a parameter
γ ∈ (0,1), which will be specified later. To state this assumption, throughout the paper we write
{a¯αβ}|α|=|β|=m ∈ A whenever the n × n complex-valued matrices a¯αβ are measurable functions
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linear map T from Rd to Rd , we write T ∈ O if T is of the form
T (x) = ρx + ξ,
where ρ is a d × d orthogonal matrix and ξ ∈ Rd .
Assumption 2.1 (γ ). There is a constant R0 ∈ (0,1] such that, for each parabolic cylinder
Q := (t0 − r2m, t0) × Br(x0) with r  R0, one can find TQ ∈ O and coefficient matrices
{a¯αβ}|α|=|β|=m ∈ A satisfying
sup
|α|=|β|=m
∫
Q
∣∣aαβ(t, x) − a¯αβ(y1)∣∣dx dt  γ |Q|, (2.2)
where y = TQ(x).
Let us introduce some function spaces utilized throughout the paper. We define the solution
spaces Hmp ((S,T )×Ω) as follows. For a domain Ω in Rd , we set
H
−m
p
(
(S,T ) ×Ω)= {f : f = ∑
|α|m
Dαfα, fα ∈ Lp
(
(S,T )× Ω)},
‖f ‖
H
−m
p ((S,T )×Ω) = inf
{ ∑
|α|m
‖fα‖Lp((S,T )×Ω): f =
∑
|α|m
Dαfα
}
.
Then
Hmp
(
(S,T ) ×Ω)= {u: ut ∈ H−mp ((S,T )×Ω), Dαu ∈ Lp((S,T )×Ω), 0 |α|m},
‖u‖Hmp ((S,T )×Ω) = ‖ut‖H−mp ((S,T )×Ω) +
∑
|α|m
∥∥Dαu∥∥
Lp((S,T )×Ω).
In this paper u ∈ C∞loc(D) means that u is infinitely differentiable on D, where D is a subset of
either Rd+1 or Rd . As usual, C∞0 (D) means the collection of infinitely differentiable functions
with compact support D. We define C∞0 ([S,T ] × Ω) to be the collection of infinitely differ-
entiable functions φ(t, x) defined on [S,T ]×Ω such that, for each t ∈ [S,T ], φ(t, ·) ∈ C∞0 (Ω).
The reader understands that if either S or/and T is infinity, then the closed interval should be
replaced by a half-open or open interval. Finally, we set ˚Hmp ((S,T ) × Ω) to be the closure of
C∞0 ([S,T ] × Ω) in Hmp ((S,T )×Ω).
Now we state the main result concerning parabolic systems in divergence form defined in the
whole space.
Theorem 2.2. Let Ω = Rd , p ∈ (1,∞), T ∈ (−∞,+∞], and f α = (f 1α , . . . , f nα )tr ∈ Lp(ΩT ),
|α|m. Then there exists a constant γ = γ (d,n,m,p, δ) such that, under Assumption 2.1 (γ ),
the following hold true.
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ut + (−1)mLu + λu =
∑
|α|m
Dαf α (2.3)
in ΩT , we have
∑
|α|m
λ1−
|α|
2m
∥∥Dαu∥∥
Lp(ΩT )
N
∑
|α|m
λ
|α|
2m ‖f α‖Lp(ΩT ), (2.4)
provided that λ λ0, where N and λ0  0 depend only on d , n, m, p, δ, K and R0.
(ii) For any λ > λ0, there exists a unique u ∈ Hmp (ΩT ) satisfying (2.3).
(iii) If all the lower order coefficients of L are zero and the leading coefficients are measurable
functions of x1 ∈ R only, then one can take λ0 = 0.
Our next result is about the Dirichlet problem on a half-space. For this, we impose the follow-
ing assumption, where the parameter γ ∈ (0,1/4) is to be determined later. Set Rd+ = {(x1, x′) ∈
R
d : x1 > 0} and Rd+1+ = R × Rd+.
Assumption 2.3 (γ ). There is a constant R0 ∈ (0,1] such that the following holds with Q :=
(t0 − r2m, t0)× Br(x0).
(i) For any x0 ∈ Rd+, t0 ∈ R and any r ∈ (0,min{R0,dist(x0, ∂Ω)}] so that Q ⊂ Rd+1+ , one can
find TQ ∈ O and coefficient matrices {a¯αβ}|α|=|β|=m ∈ A satisfying (2.2).
(ii) For any x0 ∈ ∂Rd+, t0 ∈ R and any r ∈ (0,R0], one can find TQ ∈ O satisfying ρ11 
cos(γ /2) and coefficient matrices {a¯αβ}|α|=|β|=m ∈ A satisfying (2.2).
With a sufficiently small γ , the condition ρ11  cos(γ /2) means that at any boundary point
the y1-direction is sufficiently close to the x1-direction, i.e., the normal direction of the boundary.
Theorem 2.4. Let Ω = Rd+, p ∈ (1,∞), T ∈ (−∞,+∞] and
f α =
(
f 1α , . . . , f
n
α
)tr ∈ Lp(ΩT ), |α|m.
Then there exists a constant γ = γ (d,n,m,p, δ) such that, under Assumption 2.3 (γ ), the fol-
lowing hold true.
(i) For any u ∈ ˚Hmp (ΩT ) satisfying
ut + (−1)mLu + λu =
∑
|α|m
Dαf α (2.5)
in ΩT , we have
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|α|m
λ1−
|α|
2m
∥∥Dαu∥∥
Lp(ΩT )
N
∑
|α|m
λ
|α|
2m ‖f α‖Lp(ΩT ),
provided that λ λ0, where N and λ0  0 depend only on d , n, m, p, δ, K and R0.
(ii) For any λ > λ0, there exists a unique u ∈ ˚Hmp (ΩT ) satisfying (2.5).
(iii) If all the lower order coefficients of L are zero and the leading coefficients are measurable
functions of x1 ∈ R only, then one can take λ0 = 0.
Solutions of (2.5) or (8.2) below are understood in the weak sense: we say u ∈ Hmp ((S,T ) ×
Ω) satisfies (2.5) in (S,T )×Ω if
∫
Ω
φ(T , ·) · u(T , ·) dx −
T∫
S
∫
Ω
φt · udx dt
+
∑
|α|m,|β|m
T∫
S
∫
Ω
(
(−1)m+|α|Dαφ · aαβDβu + λφ · u
)
dx dt
=
∑
|α|m
T∫
S
∫
Ω
(−1)|α|Dαφ · f α dx dt +
∫
Ω
φ(S, ·) · u(S, ·) dx
for any test function φ = (φ1, φ2, . . . , φn) ∈ C∞0 ([S,T ]×Ω). If S = −∞ or T = ∞, we assume
φ(−∞, ·) = 0 or φ(∞, ·) = 0, respectively.
Remark 2.5. The ellipticity condition (2.1) can be relaxed to a weaker condition
δ
d∑
j=1
|ξmej |2 
∑
|α|=|β|=m
(aαβ(t, x)ξβ, ξα) δ−1|ξ |2. (2.6)
For instance, when d = m = 2 the operator L = D41 + D42 satisfies (2.6) with δ = 1, but is not
elliptic in the sense of (2.1). However, the condition (2.1) has the advantage that it is invariant
under orthogonal transformations of the coordinates. We claim that any operator L satisfying
(2.6) can be rewritten into another divergence form operator which satisfies (2.1) with a possibly
different δ. In the above example, one way is to write
D41u +D42u = D41u +D42u −D21
(
D22u
)+D12(D12u).
The symbol of the right-hand side is
ξ2(2,0) + ξ2(0,2) − ξ(2,0)ξ(0,2) + ξ2(1,1),
which obviously satisfies (2.1) with δ = 1/2.
The claim is a simple consequence of the following observation. We only consider the case
d = 2. The general case follows from an induction using linear interpolations to cover the convex
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check that
m∑
j=0
2j
2
ξ2(j,m−j) −
m−1∑
j=1
2j
2
ξ(j−1,m−j+1)ξ(j+1,m−j−1)

m∑
j=0
2j
2−1ξ2(j,m−j) +
m−1∑
j=1
(
2(j−1)2−2ξ2(j−1,m−j+1) + 2(j+1)
2−2ξ2(j+1,m−j−1)
)
−
m−1∑
j=1
2j
2
ξ(j−1,m−j+1)ξ(j+1,m−j−1) 
m∑
j=0
2j
2−1ξ2(j,m−j).
Therefore, there exist ε = ε(m) > 0 and δ1 = δ1(m) > 0 such that
2∑
j=1
|ξmej |2 + ε
m−1∑
j=1
(
2j
2
ξ2(j,m−j) − 2j
2
ξ(j−1,m−j+1)ξ(j+1,m−j−1)
)
 δ1|ξ |2.
Then suppose L satisfies (2.6). Using the fact that
D(j,m−j)D(j,m−j) = D(j−1,m−j+1)D(j+1,m−j−1),
we then rewrite L as
L + ε
m−1∑
j=1
(
2j
2
D(j,m−j)D(j,m−j) − 2j2D(j−1,m−j+1)D(j+1,m−j−1)),
which satisfies (2.1) with δδ1 in place of δ. This completes the proof of the claim. Note that the
leading coefficients of the new operator satisfy the same regularity assumption as those of L.
Therefore, the results of our main theorems still hold true under the condition (2.6).
3. Some auxiliary estimates
In this section we consider operators without lower order terms. Denote
L0u =
∑
|α|=|β|=m
Dα
(
aαβD
βu
)
.
3.1. L2-estimates
The first result is the classical L2-estimate for parabolic operators in divergence form with
measurable coefficients. We give a sketched proof for the sake of completeness.
Theorem 3.1. Let T ∈ (−∞,∞] and Ω = Rd . There exists N = N(d,m,n, δ) such that, for any
λ 0,
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|α|m
λ1−
|α|
2m
∥∥Dαu∥∥
L2(ΩT )
N
∑
|α|m
λ
|α|
2m ‖f α‖L2(ΩT ), (3.1)
provided that u ∈ Hm2 (ΩT ), f α ∈ L2(ΩT ), |α|m, and
ut + (−1)mL0u + λu =
∑
|α|m
Dαf α (3.2)
in ΩT . Furthermore, for any λ > 0 and f α ∈ L2(ΩT ), |α|  m, there exists a unique solution
u ∈ Hm2 (ΩT ) to Eq. (3.2).
Proof. By the method of continuity and a standard density argument, it suffices to prove the
estimate (3.1) for u ∈ C∞0 ((−∞, T ] ×Ω). From the equation, it follows that
∫
ΩT
[
(u,ut )+
(
Dαu, aαβD
βu
)+ λ|u|2]dx dt
=
∑
|α|m
(−1)|α|
∫
ΩT
(
Dαu, fα
)
dx dt. (3.3)
By the uniform ellipticity (2.1), we get
δ
∫
ΩT
∣∣Dmu∣∣2 dx dt  ∫
ΩT
(aαβDβu,Dαu)dx dt.
We also have
∫
ΩT
(u,ut ) dx dt = 12
∫
Rd
|u|2(T , x) dx  0.
Hence, for any ε > 0,
δ
∫
ΩT
∣∣Dmu∣∣2 dx dt + λ ∫
ΩT
|u|2 dx dt

∑
|α|m
(−1)|α|
∫
ΩT
(Dαu,f α)dx dt
 ε
∑
|α|m
λ
m−|α|
m
∫
ΩT
∣∣Dαu∣∣2 dx dt +Nε−1 ∑
|α|m
λ−
m−|α|
m
∫
ΩT
|f α|2 dx dt.
To finish the proof, it suffices to use interpolation inequalities and choose ε sufficiently small
depending on δ, d , m and n. 
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case that the right-hand side of (3.4) is zero.
Lemma 3.2. Let 0 < r < R < ∞. Assume u ∈ C∞loc(Rd+1) and
ut + (−1)mL0u = 0 (3.4)
in QR . Then there exists a constant N = N(d,m,n, δ) such that for j = 1,2, . . . ,m,
∥∥Dju∥∥
L2(Qr )
N(R − r)−j‖u‖L2(QR). (3.5)
Proof. First we consider the case j = m. Set
r0 = r, rk = r +
k∑
i=1
R − r
2k
, k = 1,2, . . . ,
sk = rk + rk+12 , k = 0,1,2, . . . .
We choose nonnegative real-valued ζk(t, x) ∈ C∞0 (Rd+1) such that
ζk =
{1 on Qrk ,
0 on Rd+1 \ (−s2mk , s2mk )× Bsk ,
and
∣∣(ζk)t ∣∣N 22mk
(R − r)2m ,
∣∣Dlζk∣∣N 2lk
(R − r)l , l = 0,1, . . . ,m. (3.6)
By applying uζ 2k as a test function to the system (3.4) we get
∫
QR
(
uζ 2k ,ut
)
dx dt +
∫
QR
(
Dα
(
uζ 2k
)
, aαβD
βu
)
dx dt = 0. (3.7)
Note that
∫
QR
(
uζ 2k ,ut
)
dx dt =
∫
BR
|uζk|2(0, x) dx −
∫
QR
(
ut ,uζ
2
k
)
dx dt −
∫
QR
2ζk(ζk)t |u|2 dx dt,
which shows that

∫ (
uζ 2k ,ut
)
dx dt = 1
2
∫
|uζk|2(0, x) dx −
∫
ζk(ζk)t |u|2 dx dt. (3.8)QR BR QR
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∫
QR
(
Dα
(
uζ 2k
)
, aαβD
βu
)
dx dt =
∫
QR
(
ζkD
αu, aαβζkD
βu
)
dx dt
+
∫
QR
∑
α1+α2=α|α2|<m
cα1,α2
(
Dα1ζ 2k
)(
Dα2u, aαβD
βu
)
dx dt
:= I1 + I2, (3.9)
where α1, α2 are multi-indices, and cα1,α2 are corresponding appropriate constants. By the ellip-
ticity condition (2.1), it follows that
(I1) =
∫
R
d
0
(ζkDαu, aαβζkDβu)dx dt  δ
∫
R
d
0
∣∣ζkDmu∣∣2 dx dt. (3.10)
Here, we recall Rd0 = (−∞,0) × Rd . To estimate I2, we first see that QR and u in the integrals
can be replaced by Rd0 and uζk+1, respectively. Then using (3.6), we have
|I2|N
m−1∑
l=0
∑
|α2|=l, |β|=m
2(m−l)k
(R − r)m−l
∫
R
d
0
∣∣Dα2(uζk+1)∣∣∣∣Dβ(uζk+1)∣∣dx dt := I3.
Set
B = ‖u‖2L2(QR).
Combining (3.7), (3.8), (3.9), and (3.10) as well as using the inequality for (ζk)t in (3.6), we
obtain
δ
∫
R
d
0
∣∣ζkDmu∣∣2 dx dt N 22mk
(R − r)2m B + I3. (3.11)
To estimate I3, using Young’s inequality we observe that, for each 0 l m− 1,
∫
R
d
0
∣∣Dl(uζk+1)∣∣∣∣Dm(uζk+1)∣∣dx dt
 ε (R − r)
m−l
2(m−l)k
∫
R
d
∣∣Dm(uζk+1)∣∣2 dx dt + 2(m−l)k4ε(R − r)m−l
∫
R
d
∣∣Dl(uζk+1)∣∣2 dx dt,
0 0
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inequalities
∫
R
d
0
∣∣Dl(uζk+1)∣∣2 dx dt  ε0
∫
R
d
0
∣∣Dm(uζk+1)∣∣2 dx dt +Nε ll−m0 B,
where we set ε0 = 4ε2(R − r)2(m−l)22(l−m)k . Combining the above two inequalities with (3.11)
implies
δ
∫
R
d
0
∣∣ζkDmu∣∣2 dx dt  ε
∫
R
d
0
∣∣Dm(uζk+1)∣∣2 dx dt
+N
(
1 +
m−1∑
l=0
ε
l+m
l−m
)
22mk
(R − r)2m B. (3.12)
Now we set
Ak =
∫
R
d
0
∣∣Dm(uζk)∣∣2 dx dt.
To estimate Ak , we use (3.6) and interpolation inequalities to get
∫
R
d
0
∣∣uDmζk∣∣2 dx dt =
∫
QR
∣∣uDmζk∣∣2 dx dt N 22mk
(R − r)2m B,
and, for 1 l m− 1,
∫
R
d
0
∣∣Dm−lζkDlu∣∣2 dx dt =
∫
R
d
0
∣∣Dm−lζkDl(uζk+1)∣∣2 dx dt
N 2
2(m−l)k
(R − r)2(m−l)
∫
R
d
0
∣∣Dl(uζk+1)∣∣2 dx dt
 ε
∫
R
d
0
∣∣Dm(uζk+1)∣∣2 dx dt +Nε ll−m 22mk
(R − r)2m B.
By Leibniz’s rule, we estimate Ak by
Ak  εAk+1 + N
∫
R
d
∣∣ζkDmu∣∣2 dx dt +N 22mk
(R − r)2m
m−1∑
l=0
ε
l
l−m B.0
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Ak  εAk+1 +N
m−1∑
l=0
(
ε
l
l−m + ε l+ml−m ) 22mk
(R − r)2m B.
We multiply both sides of the above inequality by εk and sum over k to obtain
∞∑
k=0
εkAk 
∞∑
k=1
εkAk + N
m−1∑
l=0
(
ε
l
l−m + ε l+ml−m )(R − r)−2m ∞∑
k=0
(
22mε
)kB.
Choose ε = 2−2m−1 and observe that ∑∞k=0 εkAk < ∞. Then the above inequality gives
A0 N(R − r)−2mB,
which clearly implies the desired inequality (3.5) when j = m.
Since
A0 =
∫
R
d
0
∣∣Dm(uζ0)∣∣2 dx dt,
the proof above shows that
∫
R
d
0
∣∣Dm(uζ0)∣∣2 dx dt N(d,m,n, δ)(R − r)−2m
∫
QR
|u|2 dx dt.
Then for 0 < j <m, by interpolation inequalities as well as the above inequality,
∫
Qr
∣∣Dju∣∣2 dx dt  ∫
R
d
0
∣∣Dj(uζ0)∣∣2 dx dt  (R − r)−2j
∫
R
d
0
|uζ0|2 dx dt
+ N(R − r)2(m−j)
∫
R
d
0
∣∣Dm(uζ0)∣∣2 dx dt N(R − r)−2j
∫
QR
|u|2 dx dt,
where N = N(d,m,n, δ). The lemma is proved. 
We are going to use the following Poincaré-type inequality, which generalizes a result in [27,
Section 3].
Lemma 3.3. Let p ∈ [1,∞), R ∈ (0,∞), u ∈ C∞loc(Rd+1). Suppose that u satisfies
ut + (−1)mLu = 0 (3.13)
in QR . Let P = P (x) be the vector-valued polynomial of order m− 1 such that
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DkP
)
QR
= (Dku)
QR
, k = 0,1, . . . ,m− 1,
and let v = u − P . Then for each k = 0,1, . . . ,m− 1, we have
∥∥Dkv∥∥
Lp(QR)
NRm−k
∥∥Dmu∥∥
Lp(QR)
, (3.14)
where N = N(d,m,n, δ,p) > 0.
Proof. By a simple scaling, without loss of generality we may assume that R = 1. Take a func-
tion ζ ∈ C∞0 (B1) with unit integral. For any k = 0,1, . . . ,m− 1 and t ∈ (−1,0), let
gk(t) =
∫
B1
ζ(y)Dkv(t, y) dy.
Then for any t ∈ (−1,0), by Hölder’s inequality and Poincaré’s inequality, we have
∫
B1
∣∣Dkv(t, x) − gk(t)∣∣p dx =
∫
B1
∣∣∣∣
∫
B1
(
Dkv(t, x) −Dkv(t, y))ζ(y) dy∣∣∣∣
p
dx
N
∫
B1
∫
B1
∣∣Dkv(t, x)− Dkv(t, y)∣∣p dy dx
N
∫
B1
∣∣Dk+1v(t, x)∣∣p dx. (3.15)
Now let ck =
∫ 0
−1 gk(t) dt be a constant vector. Since∫
Q1
Dkv dx dt = 0,
by the triangle inequality, (3.15), and Poincaré’s inequality, we get
∥∥Dkv∥∥
Lp(Q1)
N
∥∥Dkv − ck∥∥Lp(Q1) N∥∥Dkv − gk∥∥Lp(Q1) + N‖gk − ck‖Lp(Q1)
N
∥∥Dk+1v∥∥
Lp(QR)
+ N‖∂tgk‖Lp((−1,0)). (3.16)
By the definition of gk , (3.13) and integration by parts,
∂tgk(t) =
∫
B1
ζ(y)Dk∂tv(t, y) dy =
∫
B1
ζ(y)Dk∂tu(t, y) dy
= (−1)m+1
∫
ζ(y)DkLu(t, y) dy = (−1)k+1
∫ (
DkDαζ
)
(y)aαβDβu(t, y) dy.B1 B1
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∣∣∂tgk(t)∣∣N∥∥Dmu(t, ·)∥∥Lp(B1). (3.17)
Notice that Dmv = Dmu. Combining (3.16) and (3.17) yields (3.14) by an induction on k. 
Now we prove an estimate for Dαu when α = (α1, . . . , αd) satisfies |α|m and α1 m.
Corollary 3.4. Let 0 < r < R < ∞ and aαβ = aαβ(x1), |α| = |β| = m. Assume that u ∈
C∞loc(Rd+1) satisfies (3.4) in QR . Then for any multi-index α = (α1, . . . , αd) such that |α|  m
and α1 m, we have
∥∥Dαu∥∥
L2(Qr )
N
∥∥Dmu∥∥
L2(QR)
,
where N = N(d,m,n, δ,R, r,α).
Proof. Since Dα′
x′ u also satisfies (3.4), by applying Lemma 3.2 repeatedly, we obtain
∥∥Dαu∥∥
L2(Qr )
N
∑
k<m
∥∥Dku∥∥
L2(QR)
(3.18)
for any α with α1 m. Now let P = P (x) be the vector-valued polynomial of order m− 1 such
that
(
DkP
)
QR
= (Dku)
QR
, k = 0,1, . . . ,m− 1,
and set v = u − P . Then we have
(
Dkv
)
QR
= 0, k = 0,1, . . . ,m− 1.
Since v satisfies (3.4) in QR , by (3.18) with v in place of u we obtain
∥∥Dαu∥∥
L2(Qr )
= ∥∥Dαv∥∥
L2(Qr )
N
∑
k<m
∥∥Dkv∥∥
L2(QR)
N
∥∥Dmv∥∥
L2(QR)
= N∥∥Dmu∥∥
L2(QR)
for any α satisfying |α|m and α1 m, where the second inequality is due to Lemma 3.3. 
Lemma 3.5. Let 0 < r < R < ∞ and aαβ = aαβ(x1), |α| = |β| = m. Assume that u ∈ C∞loc(Rd+1)
satisfies (3.4) in QR . Then for any integers i  1, j  0, and any multi-index α = (α1, . . . , αd)
such that |α|m and α1 m, we have
∥∥∂it u∥∥L2(Qr ) + ∥∥∂jt Dαu∥∥L2(Qr ) N∥∥Dmu∥∥L2(QR), (3.19)
where N = N(d,m,n, δ,R, r,α, i, j).
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∥∥Dmut∥∥L2(Qr1 ) N‖ut‖L2(Qr2 ), r  r1 < r2 R.
Using this inequality, Corollary 3.4, and the fact that ∂it Dα
′
x′ u also satisfies (3.4) in QR , we see
that, in order to prove (3.19), it is enough to show
‖ut‖L2(Qr ) N(d,m,n, δ,R, r)
∥∥Dmu∥∥
L2(QR)
, (3.20)
where R may be a smaller one than that in (3.19). Take rk , sk , and ζk from the proof of
Lemma 3.2. Set
Q(k) = Qrk , Q˜(k) = Qsk , k = 0,1,2, . . . .
Also set
Ak = ‖ut‖2L2(Q(k)), B =
∥∥Dmu∥∥2
L2(QR)
.
We now apply ut ζ 2k to (3.4) as a test function to get∫
QR
|ut ζk|2 dx dt = −
∫
QR
(
Dα
(
ut ζ
2
k
)
, aαβD
βu
)
dx dt. (3.21)
To estimate the terms in the right-hand side, we first observe that, thanks to the fact that ut also
satisfies (3.4) in QR , by applying (3.5) with sk and rk+1 in place of r and R, respectively,
∫
Q˜(k)
∣∣Dlut ∣∣2 dx dt N(rk+1 − sk)−2l
∫
Q(k+1)
|ut |2 dx dt
= N 2
2lk
(R − r)2l
∫
Q(k+1)
|ut |2 dx dt, l = 0,1, . . . ,m.
Hence, for each l = 0,1, . . . ,m, by Young’s inequality
∫
QR
∣∣Dm−l(ζ 2k )∣∣∣∣Dlut ∣∣∣∣Dmu∣∣dx dt
 2
(m−l)k
(R − r)(m−l)
(
ε0
∫
Q˜(k)
∣∣Dlut ∣∣2 dx dt + 14ε0
∫
QR
∣∣Dmu∣∣2 dx dt)
 ε
∫
(k+1)
|ut |2 dx dt +N 1
ε
22mk
(R − r)2m
∫
Q
∣∣Dmu∣∣2 dx dt,
Q R
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Ak  εAk+1 +N 1
ε
22mk
(R − r)2m B.
Finally, we prove (3.20) following the same argument as in the proof of Lemma 3.2. 
3.2. Maximal and sharp functions
We recall the maximal function theorem and the Fefferman–Stein theorem. Let
Q = {Qr(X): X = (t, x) ∈ Rd+1, r ∈ (0,∞)}.
For a function g defined in Rd+1, the (parabolic) maximal and sharp functions of g are given by
Mg(t, x) = sup
Q∈Q, (t,x)∈Q
−
∫
Q
∣∣g(s, y)∣∣dy ds,
g#(t, x) = sup
Q∈Q, (t,x)∈Q
−
∫
Q
∣∣g(s, y) − (g)Q∣∣dy ds.
It is well known that
‖g‖Lp(Rd+1) N
∥∥g#∥∥
Lp(Rd+1), ‖Mg‖Lp(Rd+1) N‖g‖Lp(Rd+1),
if g ∈ Lp(Rd+1), where 1 <p < ∞ and N = N(d,p). Indeed, the first of the inequalities above
is due to the Fefferman–Stein theorem on sharp functions and the second one to the Hardy–
Littlewood maximal function theorem (this inequality also holds trivially when p = ∞).
Theorem 3.6 below is from [28] and can be considered as a generalized version of the
Fefferman–Stein theorem. To state the theorem, let
Cl =
{
Cl(i0, i1, . . . , id ), i0, i1, . . . , id ∈ Z
}
, l ∈ Z,
be the collection of partitions given by parabolic dyadic cubes in Rd+1
[
i02−2ml, (i0 + 1)2−2ml
)× [i12−l , (i1 + 1)2−l)× · · · × [id2−l , (id + 1)2−l).
Theorem 3.6. Let p ∈ (1,∞), and U,V,F ∈ L1,loc(Rd+1). Assume that we have |U | V and,
for each l ∈ Z and C ∈ Cl , there exists a measurable function UC on C such that |U |UC  V
on C and
∫ ∣∣UC − (UC)
C
∣∣dx dt  ∫ F(t, x) dx dt.
C C
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‖U‖p
Lp(Rd+1)
N(d,p)‖F‖Lp(Rd+1)‖V ‖p−1Lp(Rd+1),
provided that F,V ∈ Lp(Rd+1). The same result holds if Rd+1 is replaced by Rd+1+ with the
filtration of partitions introduced below at the beginning of Subsection 7.4.
4. Interior Hölder estimates
By using the L2 estimates obtained in Section 3.1, in this section we shall derive interior
Hölder estimates of derivatives of u. As usual, for μ ∈ (0,1) and a function u defined on D ⊂
R
d+1
, we denote
[u]Cμ(D) = sup
(t,x),(s,y)∈D
(t,x)=(s,y)
|u(t, x) − u(s, y)|
|t − s|μ/2 + |x − y|μ , ‖u‖Cμ(D) = [u]Cμ(D) + ‖u‖L∞(D).
Lemma 4.1. Let aαβ = aαβ(x1). Assume that u ∈ C∞loc(Rd+1) satisfies (3.4) in Q2. Then for any
α = (α1, . . . , αd) satisfying |α| = m and α1 <m we have
∥∥Dαu∥∥
C1/2(Q1)
N
∥∥Dmu∥∥
L2(Q2)
,
where N = N(d,m,n, δ) > 0.
Proof. Thanks to the well-known interpolation inequality, it is sufficient to estimate
[Dαu]C1/2(Q1). The proof is based on a convenient form of the Sobolev inequality. By the triangle
inequality, we have
sup
(t,x),(s,y)∈Q1
(t,x)=(s,y)
|Dαu(t, x)− Dαu(s, y)|
|t − s|1/4 + |x − y|1/2  I + J,
where
I := sup
x1,y1∈(−1,1), x1 =y1
(t,x′)∈Q′1
|Dαu(t, x1, x′)−Dαu(t, y1, x′)|
|x1 − y1|1/2 ,
J := sup
y1∈(0,1)
(t,x′),(s,y′)∈Q′1, (t,x′)=(s,y′)
|Dαu(t, y1, x′)− Dαu(s, y1, y′)|
|t − s|1/4 + |x′ − y′|1/2 .
Estimate of I : By the Sobolev embedding theorem Dαu(t, x1, x′), as a function of x1 ∈
(−1,1), satisfies
sup
x1,y1∈(−1,1)
|Dαu(t, x1, x′)−Dαu(t, y1, x′)|
|x1 − y1|1/2 N
∥∥Dαu(t, ·, x′)∥∥
W 12 (−1,1). (4.1)x1 =y1
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as functions of (t, x′) ∈ Q′1, satisfy
sup
(t,x′)∈Q′1
(∣∣Dαu(t, x1, x′)∣∣+ ∣∣D1Dαu(t, x1, x′)∣∣)
N
∥∥Dαu(·, x1, ·)∥∥Wk2 (Q′1) + N
∥∥D1Dαu(·, x1, ·)∥∥Wk2 (Q′1).
The inequality above implies that, for all (t, x′) ∈ Q′1,
1∫
−1
∣∣Dαu(t, x1, x′)∣∣2 dx1 +
1∫
−1
∣∣D1Dαu(t, x1, x′)∣∣2 dx1 N ∑
i+|β|m+1+k
β1m
∥∥∂it Dβu∥∥2L2(Q√2).
This combined with (4.1) shows that
I N
∑
i+|β|m+1+k
β1m
∥∥∂it Dβu∥∥L2(Q√2) N
∥∥Dmu∥∥
L2(Q2)
,
where the last inequality is due to Lemma 3.5.
Estimate of J : By the Sobolev embedding theorem, we find a positive integer k such that
Dαu(t, y1, x′), as a function of (t, x′) ∈ Q′1, satisfies
sup
(t,x′),(s,y′)∈Q′1
(t,x′)=(s,y′)
|Dαu(t, y1, x′)−Dαu(s, y1, y′)|
|t − s|1/4 + |x′ − y′|1/2 N
∥∥Dαu(·, y1, ·)∥∥Wk2 (Q′1). (4.2)
For each i, j such that i + j  k, ∂it Djx′Dαu(t, y1, x′), as a function of y1 ∈ (−1,1), satisfies
sup
y1∈(−1,1)
∣∣∂it Djx′Dαu(t, y1, x′)∣∣
N
∥∥∂it Djx′Dαu(t, ·, x′)∥∥L2(−1,1) + N∥∥∂it Djx′D1Dαu(t, ·, x′)∥∥L2(−1,1).
This together with (4.2) and Lemma 3.5 gives
J N
∑
i+|β|m+1+k
β1m
∥∥∂it Dβu∥∥L2(Q√2) N
∥∥Dmu∥∥
L2(Q2)
.
This completes the proof of the lemma. 
For λ 0, let
U =
∑
|α|m
λ
1
2 − |α|2m
∣∣Dαu∣∣, U ′ = ∑
|α|m,α1<m
λ
1
2 − |α|2m
∣∣Dαu∣∣. (4.3)
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ut + (−1)mL0u + λu = 0 (4.4)
in Q2. Then we have
∥∥U ′∥∥
C1/2(Q1)
N‖U‖L2(Q2),
where N = N(d,m,n, δ) > 0.
Proof. The case when λ = 0 follows from Lemma 4.1. To deal with the case λ > 0, we follow
an idea by S. Agmon. Let η(y) = cos(λ1/(2m)y)+ sin(λ1/(2m)y) so that η satisfies
D2mη = (−1)mλη, η(0) = 1, ∣∣Djη(0)∣∣= λj/(2m), j = 1,2, . . . .
Let z = (x, y) be a point in Rd+1, where x ∈ Rd , y ∈ R, and uˆ(t, z) and Qˆr be given by
uˆ(t, z) = uˆ(t, x, y) = u(t, x)η(y), Qˆr =
(−r2m,0)× {|z| < r: z ∈ Rd+1}.
Since uˆ satisfies, in Qˆ2,
uˆt + (−1)mL0uˆ + (−1)mD2my (uˆ) = 0,
by Lemma 4.1 applied to uˆ we have
∥∥Dβz uˆ∥∥C1/2(Qˆ1) N(d,m,n, δ)∥∥Dmz uˆ∥∥L2(Qˆ2) (4.5)
for any β = (β1, . . . , βd+1) satisfying |β| = m and β1 <m. Notice that for any α = (α1, . . . , αd)
satisfying |α|m and α1 <m,
λ
1
2 − |α|2m
∥∥Dαu∥∥
C1/2(Q1)
N
∥∥Dβz uˆ∥∥C1/2(Qˆ1), β = (α1, . . . , αd,m− |α|)
and Dmz uˆ is a linear combination of
λ
1
2 − k2m cos
(
λ
1
2m y
)
Dkxu, λ
1
2 − k2m sin
(
λ
1
2m y
)
Dkxu, k = 0,1, . . . ,m.
Thus the right-hand side of (4.5) is less than the right-hand side of the inequality in the lemma.
The lemma is proved. 
Let α¯ = me1 = (m,0, . . . ,0). In the remaining part of this section, we shall establish a Hölder
estimate of
Θ :=
∑
|β|=m
aα¯βD
βu. (4.6)
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Lemma 4.3. Let r ∈ (0,∞), k  1, be an integer, p ∈ [1,∞], and u ∈ Lp([0, r]). Assume that
Dku = f0 +Df1 +· · ·+Dk−1fk−1 in (0, r), where fj ∈ L1([0, r]), j = 0, . . . , k−2 and fk−1 ∈
Lp([0, r]). Then Du ∈ Lp([0, r]) and
‖Du‖Lp([0,r]) N‖u‖L1([0,r]) +N‖fk−1‖Lp([0,r]) +N
k−2∑
j=0
‖fj‖L1([0,r]), (4.7)
where N = N(k, r) > 0.
Proof. Thanks to scaling, we may assume r = 1. For any function f ∈ L1([0,1]), we define its
anti-derivative If : [0,1] → R as If (x) = ∫ x0 f (t) dt . It is easily seen that Dku = Dk−1f˜k−1,
where
f˜k−1 = fk−1 + Ifk−2 + I2fk−3 + · · · + Ik−1f0,
and
‖f˜k−1‖Lp([0,1]) N‖fk−1‖Lp([0,1]) +N
k−2∑
j=0
‖fj‖L1([0,1]).
Therefore, without loss of generality we may assume fj = 0 for j = 0, . . . , k − 2. Under this
assumption, we have for some constant cj , j = 0,1, . . . , k − 1,
u(x) = (Ifk−1)(x) + c0 + 2c1x + · · · + kck−1xk−1. (4.8)
We claim that
|cj |N‖u‖L1([0,1]) +N‖fk−1‖L1([0,1]), j = 0,1, . . . , k − 1, (4.9)
which immediately yields (4.7). To prove the claim, we integrate both sides of (4.8) on [0, j/k],
j = 1,2, . . . , k to get
j/k∫
0
u(x)dx =
j/k∫
0
(Ifk−1)(x) dx + c0(j/k) + c1(j/k)2 + · · · + ck−1(j/k)k.
The claim (4.9) then follows since the matrix [(j/k)i]ki,j=1 is nondegenerate and
∣∣∣∣∣
j/k∫
0
(
u(x) − (Ifk−1)(x)
)
dx
∣∣∣∣∣N‖u‖L1([0,1]) + N‖fk−1‖L1([0,1]), j = 1,2, . . . , k. 
H. Dong, D. Kim / Journal of Functional Analysis 261 (2011) 3279–3327 3301Corollary 4.4. Let k  1 be an integer, r ∈ (0,∞), p ∈ [1,∞], D = [0, r]d+1, and u(t, x) ∈
Lp(D). Assume that Dk1u = f0 + D1f1 + · · · + Dk−11 fk−1 in D, where fj ∈ Lp(D), j = 0, . . . ,
k − 1. Then D1u ∈ Lp(D) and
‖D1u‖Lp(D) N‖u‖Lp(D) +N
k−1∑
j=0
‖fj‖Lp(D),
where N = N(d, k, r) > 0.
Proof. The corollary follows from Lemma 4.3 by first fixing (t, x′) and then integrating with
respect to (t, x′). 
Lemma 4.5. Let 0 < r < R < ∞ and aαβ = aαβ(x1). Assume u ∈ C∞loc(Rd+1) satisfies (3.4)
in QR . Then, for any nonnegative integers i, j ,
∥∥∂it Djx′Θ∥∥L2(Qr ) + ∥∥∂it Djx′D1Θ∥∥L2(Qr ) N∥∥Dmu∥∥L2(QR), (4.10)
where N = N(d,m,n, r,R, δ, i, j) > 0.
Proof. Obviously, we have
‖Θ‖L2(Qr ) N
∥∥Dmu∥∥
L2(Qr )
. (4.11)
Thus as noted at the beginning of the proof of Lemma 3.5, it suffices to prove
‖D1Θ‖L2(Qr ) N
∥∥Dmu∥∥
L2(QR′ )
, (4.12)
where R′ = (r +R)/2. From (3.4), in QR we have
Dm1 Θ = (−1)m+1ut −
∑
|α|=|β|=m
α1<m
Dα(aαβDβu)
= (−1)m+1ut −
∑
|α|=|β|=m
α1<m
D
α1
1
(
aαβD
α′
x′ D
βu
)
,
where α = (α1, α2, . . . , αd) = (α1, α′). Then the estimate (4.12) follows from Corollary 4.4 with
a covering argument and Lemma 3.5. The lemma is proved. 
The following Hölder estimate is deduced from Lemma 4.5 in the same way as Lemma 4.1
and Corollary 4.2 are deduced from Lemma 3.5.
Lemma 4.6. Let aαβ = aαβ(x1) and λ  0. Assume that u ∈ C∞loc(Rd+1) satisfies (4.4) in Q2.
Then we have
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where N = N(d,m,n, δ) > 0.
Since the matrix [aijα¯α¯]ni,j=1 is positive definite, we obtain the following estimate by using
Corollary 4.2 and Lemma 4.6.
Corollary 4.7. Let aαβ = aαβ(x1) and λ 0. Assume that u ∈ C∞loc(Rd+1) satisfies (4.4) in Q2.
Then we have
‖U‖L∞(Q1) N‖U‖L2(Q2),
where N = N(d,m,n, δ) > 0.
5. Estimates of mean oscillations
Recall the definitions of U , U ′, and Θ in (4.3) and (4.6), respectively. With the preparations
in the previous section, we obtain the following estimates of mean oscillations of U ′ and Θ .
Lemma 5.1. Let r ∈ (0,∞), κ ∈ [2,∞), λ  0, and aαβ = aαβ(x1). Assume u ∈ C∞loc(Rd+1)
satisfies
ut + (−1)mL0u + λu = 0
in Qκr . Then we have
(∣∣U ′ − (U ′)
Qr
∣∣)
Qr
+ (∣∣Θ − (Θ)Qr ∣∣)Qr Nκ−1/2(U2)1/2Qκr , (5.1)
where N = N(d,m,n, δ) > 0.
Proof. By a scaling argument, we may assume r = 2/κ . Then by Lemma 4.6, we have
(∣∣Θ − (Θ)Qr ∣∣)Qr Nr1/2[Θ]C1/2(Q1) Nκ−1/2(U2)1/2Q2 .
The first term on the left-hand side of (5.1) is estimated similarly by using Corollary 4.2. 
For f α = (f 1α , . . . , f nα )tr, we denote
F =
∑
|α|m
λ
|α|
2m− 12 |f α|.
Lemma 5.2. Let r ∈ (0,∞), κ ∈ [4,∞), λ > 0, f α ∈ L2,loc(Rd+1), |α|m, and aαβ = aαβ(x1).
Assume u ∈ C∞loc(Rd+1) satisfies
ut + (−1)mL0u + λu =
∑
Dαf α
|α|m
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(∣∣U ′ − (U ′)
Qr
∣∣)
Qr
+ (∣∣Θ − (Θ)Qr ∣∣)Qr Nκ−1/2(U2)1/2Qκr +Nκm+ d2 (F 2)1/2Qκr , (5.2)
N−1U U ′ +Θ NU, (5.3)
where N = N(d,m,n, δ) > 0.
Proof. The inequality (5.3) follows from the definitions of U , U ′ and Θ as well as the fact that
[aijα¯α¯]ni,j=1 is positive definite. To prove (5.2), we adapt the idea in the proof of Theorem 7.1
in [26] and take into account the presence of λ. We can certainly assume that u and f α have
compact supports. In addition, we assume that aαβ and f α are infinitely differentiable. If not, we
take the standard mollifications and prove the estimate for the mollifications. Then we can pass
to the limit because the constant N in the estimate (5.2) is independent of the regularity of aαβ
and f α .
Take a ζ ∈ C∞0 (Rd+1) such that
ζ = 1 on Qκr/2, ζ = 0 outside
(−(κr)2m, (κr)2m)×Bκr .
By Theorem 3.1, for λ > 0, there exists a unique solution Hm2 (Rd+1) to the equation
wt + (−1)mL0w + λw =
∑
|α|m
Dα(ζf α).
Since all functions and coefficients involved are infinitely differentiable, by the classical
parabolic theory, w is infinitely differentiable. The function v := u − w is also infinitely dif-
ferentiable and satisfies
vt + (−1)mL0v + λv = 0 in Qκr/2.
We define V , V ′, W , and W ′ in the same way as U and U ′. Thus by Lemma 5.1 (note that
κ/2 2)
(∣∣V ′ − (V ′)
Qr
∣∣)
Qr
+ (∣∣Θˆ − (Θˆ)Qr ∣∣)Qr Nκ−1/2(V 2)1/2Qκr/2 , (5.4)
where Θˆ is defined in the same way as Θ with u replaced by v, i.e.
Θˆ :=
∑
|β|=m
aα¯βD
βv, α¯ = me1.
Next we estimate w. By Theorem 3.1 we have
∑
λ1−
|α|
2m
∥∥Dαw∥∥
L2(R
d
0 )
N
∑
λ
|α|
2m ‖ζf α‖L2(Rd0 ).|α|m |α|m
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(
W 2
)1/2
Qr
Nκm+ d2
(
F 2
)1/2
Qκr
,
(
W 2
)1/2
Qκr
N
(
F 2
)1/2
Qκr
. (5.5)
Now we are ready to prove (5.2). From (5.4) and (5.5), and the fact that u = w + v, we bound
the left-hand side of (5.2) by
(∣∣V ′ − (V ′)
Qr
∣∣)
Qr
+ (∣∣Θˆ − (Θˆ)Qr ∣∣)Qr + N(W 2)1/2Qr Nκ−1/2(V 2)1/2Qκr/2 + Nκm+ d2 (F 2)1/2Qκr ,
which is less than the right-hand side of (5.2). 
Recall that the ellipticity condition (2.1) is invariant under any orthogonal transformation of
the coordinates.
Corollary 5.3. Let r ∈ (0,∞), κ ∈ [4,∞), λ > 0, f α ∈ L2,loc(Rd+1), |α|  m, and aαβ =
aαβ(y1), where ρ is a d × d orthogonal matrix and y = ρx. Assume u ∈ C∞loc(Rd+1) satisfies
ut + (−1)mL0u + λu =
∑
|α|m
Dαf α (5.6)
in Q := Qκr . Then there exist a function UQ depending on Q, and a constant N = N(d,m,
n, δ) > 0 such that
N−1U UQ NU,(∣∣UQ − (UQ)
Qr
∣∣)
Qr
Nκ−1/2
(
U2
)1/2
Qκr
+ Nκm+ d2 (F 2)1/2
Qκr
. (5.7)
Proof. Since u satisfies (5.6), we see that v(t, y) := u(t, ρ−1y) satisfies
vt + (−1)mDα
(
a˜αβ(y1)D
βv
)+ λv = ∑
|α|m
Dαf˜ α
in Q, where a˜α¯β are the corresponding coefficients in the y-coordinates and f˜ α(t, y), |α| = k, is
a linear combination of f α(t, ρ−1y), |α| = k.
Set
UQ = V ′ + Θ˜,
where V ′ and Θ˜ are defined as U ′ and Θ in (4.3) and (4.6), but with v and a˜αβ in place of u
and aαβ , respectively. Then since the new operator also satisfies (2.1), the corollary follows from
Lemma 5.2. 
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In this section we finish the proof of Theorem 2.2. First we observe that by taking a suffi-
ciently large λ0 and using interpolation inequalities, we can move all the lower order terms of
Lu to the right-hand side. Thus, in the sequel, we assume all the lower order coefficients of L
are zero. Recall the definitions of O and A above Assumption 2.1, and the constant R0 from
Assumption 2.1.
Theorem 6.1. Let γ ∈ (0,1), λ > 0, and τ, σ ∈ (1,∞), 1/τ + 1/σ = 1. Assume u ∈ C∞loc(Rd+1)
vanishes outside QγR0 and
ut + (−1)mLu + λu =
∑
|α|m
Dαf α
in Qκr(X0), where f α ∈ L2,loc(Rd+1). Then under Assumption 2.1 (γ ), for each r ∈ (0,∞),
κ  4, and X0 := (t0, x0) ∈ Rd+1, there exists a function UQ depending on Q := Qκr(X0), such
that we have (5.7) and
(∣∣UQ − (UQ)
Qr(X0)
∣∣)
Qr(X0)
Nκ−1/2
(
U2
)1/2
Qκr (X0)
+Nκm+ d2 [(F 2)1/2
Qκr (X0)
+ γ 1/(2σ)(U2τ )1/(2τ)
Qκr (X0)
]
, (6.1)
where N = N(d, δ,m,n, τ ).
Proof. Fix κ  4, r ∈ (0,∞), and X0 ∈ Rd+1. First we consider the case when κr < R0. For
Q = Qκr(X0), from Assumption (2.1) (γ ), we find TQ ∈ O and {a¯αβ}|α|=|β|=m ∈ A satisfying
(2.2). Then we see that u satisfies
ut + (−1)mDα
(
a¯αβD
βu
)+ λu = ∑
|α|m
Dαfˆ α,
where a¯αβ = a¯αβ(y1), y = TQ(x), and
fˆ α = f α + 1|α|=m
∑
|β|=m
(−1)m(a¯αβ − aαβ)Dβu.
Using Corollary 5.3 with a shift of the coordinates, there exists a function UQ satisfying (5.7)
such that
(∣∣UQ − (UQ)
Qr(X0)
∣∣)
Qr(X0)
Nκ−1/2
(
U2
)1/2
Qκr (X0)
+Nκm+ d2 (Fˆ 2)1/2
Qκr (X0)
, (6.2)
where N = N(d,m,n, δ) and Fˆ is defined by using fˆ α in the same way as F . Observe that for
|α| = m ∫
|fˆ α|2 dx dt N
∫
|f |2 dx dt +NI, (6.3)
Qκr (X0) Qκr (X0)
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I =
∑
|β|=m
∫
Qκr (X0)
∣∣(a¯αβ − aαβ)Dβu∣∣2 dx dt.
By Hölder’s inequality, we have
I NJ 1/σ1 J
1/τ
2 , (6.4)
where
J1 =
∑
|β|=m
∫
Qκr (X0)
|a¯αβ − aαβ |2σ dx dt, J2 =
∫
Qκr (X0)
∣∣Dmu∣∣2τ dx dt.
Since κr < R0, by Assumption 2.1
J1 N
∑
|β|=m
∫
Qκr (X0)
|a¯αβ − aαβ |dx dt N(κr)d+2mγ,
where N depends only on d , m, n, and δ. From the above estimates for J1 as well as the inequal-
ities (6.2), (6.3), and (6.4), we conclude (6.1).
In case κr  R0, we take UQ = U . By the triangle inequality and Hölder’s inequality, the
left-hand side of (6.1) is less than
2
(
U2
)1/2
Qr(X0)
Nκm+ d2
(
U2
)1/2
Qκr (X0)
= Nκm+ d2 (1QγR0 U2)1/2Qκr (X0)
Nκm+ d2 (1QγR0 )
1/(2σ)
Qκr (X0)
(
U2τ
)1/(2τ)
Qκr (X0)
Nκm+ d2 γ 1/(2σ)
(
U2τ
)1/(2τ)
Qκr (X0)
,
where N = N(d,m,n, δ). The theorem is proved. 
Corollary 6.2. Let γ ∈ (0,1), λ > 0, and τ, σ ∈ (1,∞), 1/τ + 1/σ = 1. Assume that u ∈
C∞0 (Rd+1) vanishes outside QγR0 and satisfies
ut + (−1)mLu + λu =
∑
|α|m
Dαf α
in Rd+1, where f α ∈ L2,loc(Rd+1). Then under Assumption 2.1 (γ ), for each l ∈ Z, C ∈ Cl , and
κ  4, there exists a function UC depending on C such that (5.7) is satisfied and
(∣∣UC − (UC)
C
∣∣)
C
N(Fκ)C, (6.5)
where N = N(d, δ,m,n, τ ) and
Fκ(t, x) = κ−1/2
(M(U2))1/2 + κm+ d2 [(M(F 2))1/2 + γ 1/(2σ)(M(U2τ ))1/(2τ)]. (6.6)
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Theorem 6.1, we find UQ with Q = Qκr(X0). Take UC = UQ. Then by Theorem 6.1 as well as
the facts that C ⊂ Qr(X0) and the volumes of C and Qr(X0) are comparable, we have
(∣∣UC − (UC)
C
∣∣)
C
N(d)I,
where I is the right-hand side of the inequality (6.1). Note that, for example,
(
U2
)
Qκr (X0)
M(U2)(X)
for any X = (t, x) ∈ C. Thus I is less than a constant times Fκ(X) for any X ∈ C, especially,
it is less than a constant times (Fκ)C . Hence we arrive at the inequality (6.5). This finishes the
proof of the corollary. 
Theorem 6.3. Let p ∈ (2,∞), λ > 0, and f α ∈ Lp(Rd+1). There exist positive constants γ ∈
(0,1) and N , depending only on d , δ, m, n, p, such that, for any u ∈ C∞0 (Rd+1) vanishing
outside QγR0 and satisfying
ut + (−1)mLu + λu =
∑
|α|m
Dαf α,
we have
‖U‖Lp(Rd+1) N‖F‖Lp(Rd+1),
where N = N(d, δ,m,n,p).
Proof. Let γ > 0 and κ  4 be constants to be specified below. Take a constant τ such that
p > 2τ > 2. For each l ∈ Z and C ∈ Cl , let UC be the function from Corollary 6.2. We know
that there exist positive Ni , i = 1,2, depending only on d , m, n, and δ, such that
U N1UC N2U =: V.
This along with Corollary 6.2 and Theorem 3.6 implies that
‖U‖pLp N‖Fκ‖Lp‖V ‖
p−1
Lp
N‖Fκ‖Lp‖U‖p−1Lp .
Here we denote Lp = Lp(Rd+1). The above inequalities readily give
‖U‖Lp N‖Fκ‖Lp . (6.7)
From the definition of Fκ (6.6) and the Hardy–Littlewood maximal function theorem (recall that
p > 2τ > 2) it follows that
‖Fκ‖Lp Nκ−1/2‖U‖Lp +Nκm+
d
2 ‖F‖Lp +Nκm+
d
2 γ 1/(2σ)‖U‖Lp .
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‖U‖Lp Nκ−1/2‖U‖Lp +Nκm+
d
2 ‖F‖Lp +Nκm+
d
2 γ 1/(2σ)‖U‖Lp .
It only remains to choose a sufficiently big κ , then a sufficiently small γ so that
Nκ−1/2 +Nκm+ d2 γ 1/(2σ) < 1/2. 
Proof of Theorem 2.2. Due to the duality argument and Theorem 3.1, it is enough to consider
the case p > 2. We first prove the first two assertions for T = +∞. In this case the estimate (2.4)
is proved using Theorem 6.3 and the standard partition of unity argument. Then assertion (ii)
follows from the method of continuity and the existence of solutions to systems with simple co-
efficients, for instance, aαβ = δαβIm×m. For T < ∞, we extend f to be zero for t  T , and then
find a unique solution u ∈ ˚Hmp (Ω∞) of (2.3) in Ω∞, the existence of which is guaranteed by
the argument above. This in turn also yields the existence of a solution of (2.3) in ΩT satisfy-
ing (2.4). For the uniqueness, let u ∈ ˚Hmp (ΩT ) be a solution of (2.3) with zero right-hand side
in ΩT . Take u˜ to be the even extension of u with respect to t = T . Then u˜ ∈ ˚Hmp (Ω∞) satisfies
(2.3) in Ω∞ with the right-hand side vanishing for t < T . It is easily seen from the method of
continuity that u˜ ≡ 0 for t < T . Finally, assertion (iii) is due to a standard scaling argument. 
7. Boundary estimates
This section is devoted to the Dirichlet problem for (1.1) on a half-space. We shall follow the
lines of Sections 3–5 to carry out the corresponding boundary estimates. As before, we denote
L0 to be the operator with zero lower order coefficients. We introduce a few more notation. For
any t ∈ R, x ∈ Rd and r > 0, denote
dist(x, ∂Ω) = inf
y∈∂Ω |x − y|, Ωr(x) = Ω ∩Br(x),
Cr (t, x) =
(
t − r2m, t)× Ωr(x).
B+r (x) = Br(x) ∩ Rd+, Q+r (t, x) =
(
t − r2m, t)× B+r (x).
7.1. Boundary L2-estimates
Similar to Theorem 3.1, we have the following L2-estimate on a half-space or on a domain.
Theorem 7.1. Let T ∈ (−∞,∞] and Ω be a half-space or a domain.
(i) There exists N = N(d,m,n, δ) such that, for any λ 0,
∑
λ1−
|α|
2m
∥∥Dαu∥∥
L2(ΩT )
N
∑
λ
|α|
2m ‖f α‖L2(ΩT ), (7.1)|α|m |α|m
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ut + (−1)mL0u + λu =
∑
|α|m
Dαf α. (7.2)
(ii) For any λ > 0 and f α ∈ L2(ΩT ), |α|  m, there exists a unique solution u ∈ ˚Hm2 (ΩT )
to Eq. (7.2). In the case that Ω is a bounded domain, one can take λ = 0. In this case,
N depends on Ω as well.
Proof. The proof is similar to that of Theorem 3.1. The last assertion follows from the Poincaré
inequality. 
In the proof of Proposition 7.10, we will extend Theorem 7.1 to allow a more general right-
hand side. In the remaining part of this section, we consider systems only on a half-space.
First we prove the following boundary L2-estimate, the proof of which is almost the same as
that of Lemma 3.2 and thus omitted.
Lemma 7.2. Let 0 < r < R < ∞. Assume u ∈ C∞loc(Rd+1+ ) satisfies
Dku = 0 on ∂Rd+, k = 0,1, . . . ,m− 1, (7.3)
and
ut + (−1)mL0u = 0 (7.4)
in Q+R . Then there exists a constant N = N(d,m,n, δ) such that for j = 1, . . . ,m,
∥∥Dju∥∥
L2(Q
+
r )
N(R − r)−j‖u‖L2(Q+R).
Corollary 7.3. Let 0 < r < R < ∞ and aαβ = aαβ(x1), |α| = |β| = m. Assume that u ∈
C∞loc(R
d+1+ ) satisfies (7.3) and (7.4) in Q+R . Then for any integers i  1, j  0, and any α satis-fying α1 m, we have
∥∥∂it u∥∥L2(Q+r ) + ∥∥∂jt Dαu∥∥L2(Q+r ) N∥∥Dmu∥∥L2(Q+R),
where N = N(d,m,n, δ,R, r,α, i, j).
Proof. Since Dα′
x′ u also satisfies (7.3) and (7.4), by applying Lemma 7.2 repeatedly, we obtain
for any α satisfying α1 m,
∥∥Dαu∥∥
L2(Q
+
r )
N‖u‖L2(Q+R′ ),
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along with the zero boundary condition (7.3) it follows that
∥∥Dαu∥∥
L2(Q
+
r )
N
∥∥Dmu∥∥
L2(Q
+
R)
.
To get the desired estimate, it suffices to use the argument in Lemma 3.5. 
Recall that
Θ :=
∑
|β|=m
aα¯βD
βu, α¯ = me1.
Lemma 7.4. Let 0 < r < R < ∞ and aαβ = aαβ(x1). Assume u ∈ C∞loc(Rd+1+ ) satisfies (7.3) and
(7.4) in Q+R . Then, for any nonnegative integers i and j ,
∥∥∂it Djx′Θ∥∥L2(Q+r ) + ∥∥∂it Djx′D1Θ∥∥L2(Q+r ) N∥∥Dmu∥∥L2(Q+R),
where N = N(d,m,n, r,R, δ, i, j) > 0.
Proof. Obviously, we have
‖Θ‖L2(Q+r ) N
∥∥Dmu∥∥
L2(Q
+
r )
. (7.5)
As before, it suffices to prove that, for R′ = (r +R)/2,
‖D1Θ‖L2(Q+r ) N
∥∥Dmu∥∥
L2(Q
+
R′ )
. (7.6)
From (7.4), in Q+R we have
Dm1 Θ = (−1)m+1ut −
∑
|α|=|β|=m
α1<m
Dα(aαβDβu)
= (−1)m+1ut −
∑
|α|=|β|=m
α1<m
D
α1
1
(
aαβD
α′
x′ D
βu
)
.
Then the estimate (7.6) follows from Corollary 4.4 with a covering argument and Corollary 7.3.
The lemma is proved. 
7.2. Boundary Hölder estimates and Hardy’s inequality
In the same fashion as in Section 4, we obtain
Lemma 7.5. Let aαβ = aαβ(x1). Assume that u ∈ C∞loc(Rd+1+ ) satisfies (7.4) in Q+2 and (7.3).
Then for any α satisfying |α| = m and α1 <m, we have
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C1/2(Q+1 )
N
∥∥Dmu∥∥
L2(Q
+
2 )
,
where N = N(d,m,n, δ) > 0.
Proof. We follow the proof of Lemma 4.1 by using Corollary 7.3 instead of Lemma 3.5. 
Corollary 7.6. Let aαβ = aαβ(x1) and λ 0. Assume that u ∈ C∞loc(Rd+1+ ) satisfies (7.3) and
ut + (−1)mL0u + λu = 0
in Q+2 . Then we have ∥∥U ′∥∥
C1/2(Q+1 )
N‖U‖L2(Q+2 ),
where N = N(d,m,n, δ) > 0, and U , U ′ are defined as in (4.3).
Proof. The corollary follows from Lemma 7.5 and Agmon’s idea as in the proof of Corol-
lary 4.2. 
As an analogy of Lemma 4.6, we obtain
Lemma 7.7. Under the conditions of Corollary 7.6, we have
‖Θ‖C1/2(Q+1 ) N‖U‖L2(Q+2 ),
where N = N(d,m,n, δ) > 0.
Similar to Corollary 4.7, Lemma 7.7 and Corollary 7.6 imply
Corollary 7.8. Under the conditions of Corollary 7.6, we have
‖U‖L∞(Q+1 ) N‖U‖L2(Q+2 ),
where N = N(d,m,n, δ) > 0.
We will use the following Hardy-type inequality.
Lemma 7.9. Let R ∈ (0,∞), p ∈ (1,∞], m be a positive integer, and f ∈ C∞([0,R]). Suppose
that f (0) = Df (0) = · · · = Dm−1f (0). Then we have
∥∥x−kDm−kf (x)∥∥
Lp([0,R]) N
∥∥Dmf ∥∥
Lp([0,R]), k = 1, . . . ,m, (7.7)
where N = N(p, k) > 0 is a constant. Furthermore, for any function g ∈ Lq([0,R]), q = p/
(p − 1), and η ∈ C∞loc((0,R]) satisfying∣∣Dkη(x)∣∣Kx−k, x ∈ (0,R], k = 0,1, . . . ,m, K > 0,
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∥∥Dm(ηf )∥∥
Lp([0,R]) N
∥∥Dmf ∥∥
Lp(suppη)
,∥∥gDm(ηf )∥∥
L1([0,R]) N‖g‖Lq(suppη)
∥∥Dmf ∥∥
Lp(suppη)
,
where N = N(p,m,K) > 0.
Proof. In the case k = 1, the inequality (7.7) is the classical Hardy’s inequality. For 1 < k m,
the inequality is known in one form or another. Here we give a simple proof for completeness.
By Taylor’s formula, for any x ∈ (0,R], we have
x−kDm−kf (x) = ((k))−1
1∫
0
(1 − r)k−1(Dmf )(rx) dr,
where  is the Gamma function. Thanks to Young’s inequality, we get
∥∥x−kDm−kf (x)∥∥
Lp([0,R]) 
(
(k)
)−1 1∫
0
(1 − r)k−1∥∥(Dmf )(rx)∥∥
Lp([0,R]) dr

(
(k)
)−1 1∫
0
(1 − r)k−1r−1/p dr∥∥Dmf ∥∥
Lp([0,R])
= (1 − 1/p)((k + 1 − 1/p))−1∥∥Dmf ∥∥
Lp([0,R]).
The first assertion is proved. The second assertion follows easily from the first one by using the
Leibniz rule and Hölder’s inequality. 
7.3. Estimates of mean oscillations
Now we prove the following estimate of mean oscillations. As in Section 6, we assume that
all the lower order coefficients of L are zero.
Proposition 7.10. Let t0 ∈ R, x0 ∈ Rd+, X0 = (t0, x0), r ∈ (0,∞), κ ∈ [64,∞), λ  0, ν ∈
(2,∞), ν′ = 2ν/(ν − 2), and f α = (f 1α , . . . , f nα )tr ∈ L2,loc(Rd+1+ ). Assume that κr  R0 and
u ∈ C∞loc(Rd+1+ ) satisfies (7.3) and
ut + (−1)mLu + λu =
∑
|α|m
Dαf α
in Q+κr (X0). Then under Assumption 2.3 (γ ), there exists a function UQ depending on Q+ :=
Q+ (X0) such that N−1U UQ NU andκr
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Q+r (X0)
∣∣)
Q+r (X0) N
(
κ−1/2 + κγ )(U2)1/2
Q+κr (X0)
,
+Nκm+ d2 [(F 2)1/2
Q+κr (X0)
+ γ 1/ν′(Uν)1/ν
Q+κr (X0)
]
, (7.8)
where N = N(d,m,n, δ, ν) > 0.
The proof of the proposition is split into two cases. As in the proof of Lemma 5.2, we assume
that coefficients aαβ and f α are infinitely differentiable.
Case 1: the first coordinate of x0  κr/16. In this case, we have
Q+r (X0) = Qr(X0) ⊂ Qκr/16(X0) ⊂ Rd+1+ .
Since κ/16 4, (7.8) follows immediately by applying Theorem 6.1 with κ16 in place of κ . Note
that Theorem 6.1 is proved under the assumption that u vanishes outside QγR0 . However, one
can see that the proof of the theorem does not use this assumption in the case κr < R0, more
precisely, κ16 r < R0.
Case 2: 0 the first coordinate of x0 < κr/16. Denote y0 = (0, x′0) and Y0 = (t0, y0). Without
loss of generality, one may assume Y0 = (0,0). Notice that in this case,
Q+r (X0) ⊂ Q+κr/8 ⊂ Q+κr/4 ⊂ Q+κr/2 ⊂ Q+κr (X0). (7.9)
Denote R = κr/2(< R0). Because of Assumption 2.3, after an orthogonal transformation y = ρx
centered at Y0 = (0,0), we may assume
{(
y1, y
′): γR < y1}∩ BR ⊂ Ω ∩ BR ⊂ {(y1, y′): −γR < y1}∩BR,
where Ω is the image of Rd+ under the orthogonal transformation, and
sup
|α|=|β|=m
∫
QR
∣∣aαβ(t, y) − a¯αβ(y1)∣∣dx dt  γ |QR|. (7.10)
Let X˜0 be the new coordinates of X0 after the orthogonal transformation. Then (7.9) becomes
Cr (X˜0) ⊂ CR/4 ⊂ CR/2 ⊂ CR ⊂ Cκr (X˜0). (7.11)
Without any confusion, in the new coordinate system we still denote the corresponding unknown
function, the coefficients, and the data by u, aαβ , and f , respectively. Take a smooth function χ
defined on R such that
χ(y1) ≡ 0 for y1  γR, χ(y1) ≡ 1 for y1  2γR,∣∣Dkχ ∣∣N(γR)−k for k = 1,2, . . . ,m.
Below we present a few lemmas, which should be read as parts of the proof of the second
case.
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and satisfies in Qγ+R := QR ∩ {y1 > γR},
uˆt + (−1)mL0uˆ + λuˆ = (−1)m
∑
|α|=|β|=m
Dα
(
(a¯αβ − aαβ)Dβu
)
+
∑
|α|m
χDαf α + (−1)mg + (−1)mh, (7.12)
where L0 is the differential operator with the coefficients a¯αβ from (7.10), and
g =
∑
|α|=|β|=m
Dα
(
a¯αβD
β
(
(χ − 1)u)),
h = (1 − χ)
∑
|α|=|β|=m
Dα
(
aαβD
βu
)
.
Proof. This can be easily seen if one begins with multiplying the equation of u by χ and then
adding (−1)mh to the both sides. 
Now let wˆ be the unique ˚Hm2 (R × {y: y1 > γR}) solution of
wˆt + (−1)mL0wˆ + λwˆ = (−1)m
∑
|α|=|β|=m
Dα
(
ϕ(a¯αβ − aαβ)Dβu
)
+ (−1)mgˆ +
∑
|α|m
χDα(ϕf α) + (−1)mhˆ (7.13)
in R × {y: y1 > γR}, where ϕ is an infinitely differentiable function such that
0 ϕ  1, ϕ = 1 on QR/2, ϕ = 0 outside
(−R2m,R2m)×BR,
and
gˆ =
∑
|α|=|β|=m
Dα
(
a¯αβϕD
β
(
(χ − 1)u)),
hˆ = (1 − χ)
∑
|α|=|β|=m
Dα
(
aαβϕD
βu
)
.
Note that by the classical theory wˆ is infinitely differentiable in R × {y: y1 > γR}.
Lemma 7.12. Let T ∈ (−∞,∞] and Ω ′ = {y ∈ Rd : y1 > γR}. Then for the function wˆ in
(7.13), we have
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|α|m
λ
1
2 − |α|2m
∥∥Dαwˆ∥∥
L2(Ω
′
T )
N
∑
|α|=|β|=m
∥∥ϕ(a¯αβ − aαβ)Dβu∥∥L2(Ω ′T )
+N
∑
|β|=m
∥∥ϕDβ((χ − 1)u)∥∥
L2(Ω
′
T )
+N
∑
|α|m
λ
|α|
2m− 12 ‖ϕf α‖L2(Ω ′T )
+N
∑
|β|=m
∥∥ϕDβu∥∥
L2(Ω
′
T ∩{(t,y): γR<y1<2γR}),
where N = N(d,m,n, δ).
Proof. The first two terms on the right-hand side result from a direct application of Theorem 7.1
with Ω ′ in place of Rd+. For the third term, due to the presence of the factor χ , one cannot
directly apply Theorem 7.1 to get the desired estimate. However, we observe that as in the proof
of Theorem 3.1, after testing the equation by wˆ and integrating by parts, the terms Dαu on the
right-hand side of (3.3) are now replaced by Dα(χwˆ). Notice that
∣∣Dkχ ∣∣N(y1 − γR)−k for k = 1,2, . . . ,m.
Then by Lemma 7.9, the L2 norm of Dα(χwˆ) is bounded above by the L2 norm of Dαwˆ, which
implies that the same estimate as in Theorem 7.1 still holds true even with the presence of χ .
For the last term in the above estimate, we argue in the same way and also use the property that
χ − 1 is supported on {y: y1  2γR}. 
Recall that
U =
∑
|α|m
λ
1
2 − |α|2m
∣∣Dαu∣∣, F = ∑
|α|m
λ
|α|
2m− 12 |f α|.
Lemma 7.13. For the function wˆ in (7.13), we have
m∑
k=0
λ
1
2 − k2m (I
Q
γ+
R
∣∣Dkwˆ∣∣2)1/2CR Nγ 1/ν′(Uν)1/νCR +N(F 2)1/2CR , (7.14)
where ν and ν′ are from Proposition 7.10.
Proof. Note that ϕ(t, y) vanishes on {y: |y|  R, y1 > γR}. Thus by the estimate in
Lemma 7.12 when T = 0, it follows that the left-hand side of (7.14) is less than a constant
times
∑
|α|=|β|=m
(∣∣(a¯αβ − aαβ)Dβu∣∣2)1/2CR + ∑
|β|=m
(
I
Q
γ+
R
∣∣Dβ((χ − 1)u)∣∣2)1/2CR
+
∑
λ
|α|
2m− 12 (|f α|2)1/2CR + ∑ (I{γR<y1<2γR}∣∣Dβu∣∣2)1/2CR := I1 + I2 + I3 + I4.|α|m |β|=m
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is bounded by Nγ 1/ν′(Uν)1/νCR . Observe that by Hölder’s inequality we have
(
I{γR<y1<2γR}
∣∣Dmu∣∣2)1/2CR  (I{γR<y1<2γR})1/ν′CR (∣∣Dmu∣∣ν)1/νCR
Nγ 1/ν′
(∣∣Dmu∣∣ν)1/νCR . (7.15)
Thus I4 is also bounded by Nγ 1/ν
′
(Uν)
1/ν
CR .
To estimate I2, we notice that χ − 1 = 0 for y1  2γR, Dβ−βˆχ = 0 in (−∞, γR] ∩
[2γR,+∞), and
∣∣Dβ−βˆχ ∣∣N(γR)−|β|+|βˆ| (7.16)
in (γR,2γR), where |β| = m and |βˆ|m − 1. For any (s, γR,y′) ∈ QR , let yˆ1 = yˆ1(s, y′) be
the largest number such that (s, yˆ1, y′) ∈ ∂Ω . (Indeed, in this case yˆ1 is uniquely determined as
a function of y′.) Because yˆ1 ∈ (−γR,γR), the inequality (7.16) implies
∣∣Dβ−βˆχ(s, y)∣∣N(y1 − yˆ1)−|β|+|βˆ|. (7.17)
We also notice that u, as a function of y1, vanishes along with its derivatives up to (m − 1)-th
order at (s, yˆ1, y′). Thus, by Lemma 7.9 together with (7.17),
r∫
γR
∣∣Dβ((χ − 1)u(s, y1, y′))∣∣2 dy1 
r∫
yˆ1
∣∣Dβ((χ − 1)u(s, y1, y′))∣∣2 dy1
N
r∫
yˆ1
∣∣Dmu(s, y1, y′)∣∣2 dy1, (7.18)
where r = r(y′) = min{2γR,√R2 − |y′|2}. Integrating with respect to s and y′ and using
Hölder’s inequality as in (7.15), we estimate I2 by
(
I
Q
γ+
R
∣∣Dβ((χ − 1)u)∣∣2)1/2CR Nγ 1/ν′(∣∣Dmu∣∣ν)1/νCR .
From this and the above estimates for Ii , i = 1,3,4, we conclude (7.14). 
Now we are ready to complete the proof of Proposition 7.10. We extend wˆ to be zero in
CR \ Qγ+R , so that wˆ ∈ Hm2 (CR), and let w = wˆ + (1 − χ)u. Since (1 − χ)u vanishes for y1 
2γR, using the second inequality in (7.18) and Hölder’s inequality as in (7.15), we see that
m∑
λ
1
2 − k2m (∣∣Dk((1 − χ)u)∣∣2)1/2CR Nγ 1/ν′(Uν)1/νCR .k=0
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(
W 2
)1/2
CR Nγ
1/ν′(Uν)1/νCR +N(F 2)1/2CR . (7.19)
Noting that Cr (X˜0) ⊂ CR and |CR|/|Cr (X˜0)|N(d)κ2m+d , we obtain from (7.19)
(
W 2
)1/2
Cr (X˜0) Nκ
m+ d2 (γ 1/ν′(Uν)1/νCR + (F 2)1/2CR ). (7.20)
Next, we define v = u − w in CR . It is easily seen that v = 0 in CR \Qγ+R and v satisfies
vt + (−1)mL0v + λv = 0
in QR/2 ∩{y1 > γR} and vanishes along with its derivatives up to (m−1)-th order on QR ∩{y1 =
γR}. Denote
D1 = Cr (X˜0)∩ {y1 < γR}, D2 = Cr (X˜0) \ D1, D3 = QR/4 ∩ {y1 > γR}.
Because of (7.11), |D1| Nκγ |Cr (X˜0)|. Thanks to the fact that wˆ is infinitely differentiable in
R × {y: y1 > γR}, we see that v is infinitely differentiable in QR ∩ {y1 > γR}. Then applying
Corollary 7.6 and Lemma 7.7 with a scaling argument, we compute
(∣∣V ′ − (V ′)Cr (X˜0)∣∣)Cr (X˜0) + (∣∣Θˆ − (Θˆ)Cr (X˜0)∣∣)Cr (X˜0)
Nr1/2
([
V ′
]
C1/2(D2) + [Θˆ]C1/2(D2)
)+ Nκγ ‖V ‖L∞(D2)
Nr1/2
([
V ′
]
C1/2(D3) + [Θˆ]C1/2(D3)
)+ Nκγ ‖V ‖L∞(D3)
N
(
κ−1/2 + κγ )(V 2)1/2CR/2 ,
which together with (7.19) and (7.20) yields (7.8). Indeed, we set UQ = U ′ +Θ . Then
(∣∣UQ − (UQ)Cr (X˜0)∣∣)Cr (X˜0) N(∣∣V ′ − (V ′)Cr (X˜0)∣∣)Cr (X˜0)
+N(∣∣Θˆ − (Θˆ)Cr (X˜0)∣∣)Cr (X˜0) + N(W)Cr (X˜0),
where the last term is estimated by (7.20). As shown above, the first two terms on the right-hand
side are estimated by N(κ−1/2 + κγ )(V 2)1/2CR/2 , which is taken care of by (7.19) and the fact that
u = v + w in CR . Finally, we transform the obtained inequality back to the original coordinates
to get the inequality (7.8). This completes the proof of Proposition 7.10.
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We finish the proof of Theorem 2.4 in this subsection. As in Section 6, we assume all the
lower order coefficients of L are zero.
Next in the measure space Rd+1+ endowed with the Borel σ -field and Lebesgue measure con-
sider the filtration of dyadic parabolic cubes {Cl , l ∈ Z}, where Z = {0,±1,±2, . . .} and Cl is
the collection of cubes
(
i02−2ml, (i0 + 1)2−2ml
]× (i12−l , (i1 + 1)2−l]× · · · × (id2−l , (id + 1)2−l],
where i0, i1, . . . , id ∈ Z, i1  0. Notice that if X ∈ C ∈ Cl , then for the smallest r > 0 such that
C ⊂ Qr(X) we have
−
∫
C
−
∫
C
∣∣g(Y ) − g(Z)∣∣dY dZ N(d) −∫
Q+r (X)
−
∫
Q+r (X)
∣∣g(Y ) − g(Z)∣∣dY dZ.
By using this, the following corollary is proved in the same manner as Corollary 6.2.
Corollary 7.14. Let γ ∈ (0,1/4), λ > 0, ν ∈ (2,∞), ν′ = 2ν/(ν − 2), and Z0 ∈ Rd+1+ . Assume
that u ∈ C∞loc(Rd+1+ ) vanishes outside QγR0(Z0) and satisfies (7.3) as well as
ut + (−1)mLu + λu =
∑
|α|m
Dαf α
in Rd+1+ , where f α ∈ L2,loc(Rd+1+ ). Then under Assumption 2.3 (γ ), for each l ∈ Z, C ∈ Cl , and
κ  64, there exists a function UC depending on C such that N−1U UC NU and
(∣∣UC − (UC)
C
∣∣)
C
N(Fκ)C,
where N = N(d, δ,m,n, τ ) and
Fκ =
(
κ−1/2 + κγ )(M(U2))1/2 + κm+d/2[(M(F 2))1/2 + γ 1/ν′(M(Uν))1/ν].
Theorem 7.15. Let p ∈ (2,∞), λ > 0, Z0 ∈ Rd+1+ , and f α ∈ Lp(Rd+1+ ). There exist positive con-
stants γ ∈ (0,1/4) and N , depending only on d , δ, m, n, p, such that under Assumption 2.3 (γ ),
for u ∈ C∞loc(Rd+1+ ) vanishing outside QγR(Z0) and satisfying (7.3) as well as
ut + (−1)mLu + λu =
∑
|α|m
Dαf α
in Rd+1+ , we have
‖U‖
Lp(R
d+1+ )
N‖F‖
Lp(R
d+1+ )
,
where N = N(d, δ,m,n,p).
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Proof of Theorem 2.4. Due to the duality argument and Theorem 7.1, it is enough to consider
the case p > 2. In this case the theorem is proved using Theorem 7.15 and the standard partition
of unity argument. 
8. Systems on Reifenberg flat domains
As an application, in this section we consider systems on a cylindrical domain (0, T ) × Ω .
Here T ∈ (0,∞) and Ω is a Reifenberg flat domain in Rd , which is not necessarily to be bounded.
Roughly speaking, the boundary of a Reifenberg flat domain is locally trapped in thin discs.
We impose a similar regularity assumption on aαβ as Assumption 2.1. Near the boundary,
we require that in each small scale the direction in which the coefficients are only measurable
coincides with the “normal” direction of a certain thin disc, which contains a portion of ∂Ω .
More precisely, we assume the following, where the parameter γ ∈ (0,1/20) will be determined
later.
Assumption 8.1 (γ ). There is a constant R0 ∈ (0,1] such that the following hold.
(i) For any x ∈ Ω , t ∈ R, and any r ∈ (0,min{R0,dist(x, ∂Ω)/2}] (so that Br(x) ⊂ Ω), there
is a spatial coordinate system depending on (t, x) and r such that in this new coordinate
system, we have
−
∫
Qr(t,x)
∣∣∣∣aαβ(s, y1, y′)− −
∫
Q′r (t,x′)
aαβ
(
τ, y1, z
′)dz′ dτ ∣∣∣∣dy ds  γ. (8.1)
(ii) For any x ∈ ∂Ω , t ∈ R, and any r ∈ (0,R0], there is a spatial coordinate system depending
on (t, x) and r such that in this new coordinate system, we have (8.1) and
{(
y1, y
′): x1 + γ r < y1}∩ Br(x) ⊂ Ωr(x) ⊂ {(y1, y′): x1 − γ r < y1}∩ Br(x).
We remark that the boundary of a Reifenberg flat domain may have a fractal structure. In
particular, if the boundary ∂Ω is locally the graph of a Lipschitz continuous function with a
small Lipschitz constant, then Ω is Reifenberg flat. Thus all C1 domains are Reifenberg flat for
any γ > 0.
The next theorem is the main result of this section.
Theorem 8.2. Let T ∈ (0,∞], Ω be a domain in Rd , p ∈ (1,∞), and f α = (f 1α , . . . , f nα )tr ∈
Lp(ΩT ), |α|  m. Then there exists a constant γ = γ (d,n,m,p, δ) such that, under Assump-
tion 8.1 (γ ), the following hold true.
(i) For any u ∈ ˚Hmp (ΩT ) satisfying
ut + (−1)mLu + λu =
∑
Dαf α (8.2)
|α|m
3320 H. Dong, D. Kim / Journal of Functional Analysis 261 (2011) 3279–3327in ΩT , we have
∑
|α|m
λ1−
|α|
2m
∥∥Dαu∥∥
Lp(ΩT )
N
∑
|α|m
λ
|α|
2m ‖f α‖Lp(ΩT ), (8.3)
provided that λ λ0, where N and λ0  0 depend only on d , n, m, p, δ, K , and R0.
(ii) For any λ > λ0, there exists a unique u ∈ ˚Hmp (ΩT ) satisfying (8.2).
(iii) Let λ = 0 and suppose T ∈ (0,∞). There exists a unique solution u ∈ ˚Hmp ((0, T ) × Ω) of
(8.2) with the initial condition u(0, ·) ≡ 0 in Ω . Moreover, u satisfies
‖u‖Hmp ((0,T )×Ω) N
∑
|α|m
‖f α‖Lp((0,T )×Ω),
where N depends only on d , n, m, p, δ, K , R0, and T .
A similar result for second order scalar elliptic equations with symmetric coefficient matrices
in bounded Reifenberg flat domains was recently studied by Byun and Wang [7]. The proofs
there are based on an approach developed by the same authors in [6], which in turn uses an idea
of approximations originally due to Caffarelli; see [8]. This approach is quite suitable for study-
ing equations on domains with rough boundaries. Here we adapt it to investigate higher order
systems. Our proofs, however, are in several aspects different from those in [7]. In particular, we
do not use the reverse Hölder’s inequality, the iteration argument or the maximum principle, the
latter of which is not available in our case. Compared to [7], we consider more general operators
and domains by allowing lower order terms and unbounded domains.
The crucial ingredients of the proofs below are the interior and the boundary estimates es-
tablished in Sections 4 and 7. By a scaling, we may assume R0 = 1 in the sequel. Recall the
definitions of U , V , W , and F in Sections 4 and 5.
Lemma 8.3. Let R ∈ (0,1], λ ∈ (0,∞), ν ∈ (2,∞), ν′ = 2ν/(ν − 2), f α = (f 1α , . . . , f nα )tr ∈
L2,loc(R × Ω), |α|  m. Assume that aαβ ≡ 0 for any α, β satisfying |α| + |β| < 2m and that
u ∈ C∞0 (R ×Ω) satisfies (8.2). Then the following hold true.
(i) Suppose 0 ∈ Ω , dist(0, ∂Ω)  R, and Assumption 8.1 (γ )(i) holds at the origin. Then u
admits a decomposition u = v + w in QR , and w and v satisfy
(
W 2
)1/2
QR
Nγ 1/ν′
(
Uν
)1/ν
QR
+ N(F 2)1/2
QR
(8.4)
and
‖V ‖L∞(QR/4) Nγ 1/ν
′(
Uν
)1/ν
QR
+N(F 2)1/2
QR
+ N(U2)1/2
QR
, (8.5)
where N = N(d,n,m, δ, ν) > 0 is a constant.
(ii) Suppose 0 ∈ ∂Ω and Assumption 8.1 (γ )(ii) holds at the origin. Then u admits a decompo-
sition u = v + w in CR , and w and v satisfy
(
W 2
)1/2 Nγ 1/ν′(Uν)1/ν + N(F 2)1/2 (8.6)CR CR CR
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‖V ‖L∞(CR/4) Nγ 1/ν
′(
Uν
)1/ν
CR +N
(
F 2
)1/2
CR + N
(
U2
)1/2
CR , (8.7)
where N = N(d,n,m, δ, ν) > 0 is a constant.
Proof. The proof is similar to that of Proposition 7.10 with some modifications. Without loss
of generality, we may assume Assumption 8.1 holds in the original (t, x)-coordinates. First we
prove assertion (i). Define
a¯αβ(y1) = −
∫
Q′R
aαβ
(
τ, y1, z
′)dz′ dτ,
and let L0 be the operator with a¯αβ in place of aαβ in L. Then in QR , u satisfies
ut + (−1)mL0u + λu = (−1)m
∑
|α|=|β|=m
Dα
(
(a¯αβ − aαβ)Dβu
)+ ∑
|α|m
Dαf α. (8.8)
Now let w be the unique Hm2 (Rd+1) solution of
wt + (−1)mL0w + λw = (−1)m
∑
|α|=|β|=m
Dα
(
ϕ(a¯αβ − aαβ)Dβu
)+ ∑
|α|m
Dα(ϕf α)
in Rd+1, where ϕ is an infinitely differentiable function such that
0 ϕ  1, ϕ = 1 on QR/2, ϕ = 0 outside
(−R2m,R2m)×BR.
The existence of such solution is due to Theorem 3.1. By the same theorem, we have
‖W‖L2(Rd0 ) N
∑
|α|m
λ
|α|
2m− 12 ‖ϕf α‖L2(Rd0 )
+N
∑
|α|=|β|=m
∥∥ϕ(a¯αβ − aαβ)Dβu∥∥L2(Rd0 ),
where Rd0 = (−∞,0) × Rd . This together with Hölder’s inequality gives (8.4). Next, it is easily
seen that v := u − w satisfies in QR/2
vt + (−1)mL0v + λv = 0. (8.9)
With a scaling, we apply Corollary 4.7 to (8.9) to get
‖V ‖L∞(QR/4) N
(
V 2
)1/2
QR/2
.
The estimate above together with (8.4) leads to (8.5).
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apply Corollary 7.8, we need to locally cut off u so that the new function vanishes for y1 < γR.
To this end, take the function χ from the proof of Proposition 7.10. Then uˆ := χu along with
all its derivatives vanishes on y1  γR and satisfies (7.12) in Qγ+R := QR ∩ {y1 > γR}. Let wˆ
be the unique ˚Hm2 (R × {y: y1 > γR}) solution of (7.13) in R × {y: y1 > γR}. Following the
argument in the proof of Proposition 7.10 with obvious modifications, we get
m∑
k=0
λ
1
2 − k2m (I
Q
γ+
R
∣∣Dkwˆ∣∣2)1/2CR Nγ 1/ν′(Uν)1/νCR +N(F 2)1/2CR . (8.10)
We extend wˆ to be zero in CR \ Qγ+R , so that wˆ ∈ Hm2 (CR), and let w = wˆ + (1 − χ)u. By
Lemma 7.9 and Hölder’s inequality, we get (8.6) from (8.10).
Next, we define v = u − w in CR . It is easily seen that v = 0 in CR \Qγ+R and v satisfies
vt + (−1)mL0v + λv = 0
in QR/2 ∩{y1 > γR} and vanishes along with its derivatives up to (m−1)-th order on QR ∩{y1 =
γR}. Applying Corollary 7.8, we get
‖V ‖L∞(CR/4) = ‖V ‖L∞(QR/4∩{y1>γR}) N
(
V 2
)1/2
CR/2 ,
which together with (8.6) gives (8.7). This completes the proof of the lemma. 
For a function f on a set D ⊂ Rd+1, we define its maximal function Mf by Mf =
M(IDf ). For any s > 0, we introduce two level sets
A(s) = {(t, x) ∈ R ×Ω: U > s},
B(s) = {(t, x) ∈ R ×Ω: γ−1/ν′(M(F 2))1/2 + (M(Uν))1/ν > s}.
With Lemma 8.3 in hand, we get the following corollary.
Corollary 8.4. Under the assumptions of Lemma 8.3, suppose 0 ∈ Ω¯ and Assumption 8.1 (γ )
holds. Let s ∈ (0,∞) be a constant. Then there exists a constant κ ∈ (1,∞), depending only on
d , n, m, δ, and ν, such that the following holds. If
∣∣CR/32 ∩ A(κs)∣∣> γ 2/ν′ |CR/32|, (8.11)
then we have CR/32 ⊂ B(s).
Proof. By dividing u and f by s, we may assume s = 1. We prove by contradiction. Suppose at
a point (t, x) ∈ CR/32, we have
γ−1/ν′
(M(F 2)(t, x))1/2 + (M(Uν)(t, x))1/ν  1. (8.12)
Let us consider two cases.
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(t, x) ∈ CR/32 = QR/32 ⊂ QR/8 ⊂ R × Ω.
Due to Lemma 8.3(i), we can write u = w + v in QR/8 and, by (8.12),
‖V ‖L∞(QR/32) N1,
(
W 2
)1/2
QR/8
N1γ 1/ν
′
, (8.13)
where N1 and constants Ni below depend only on d , n, m, δ, and ν. By (8.13), the triangle
inequality and Chebyshev’s inequality, we get
∣∣CR/32 ∩ A(κ)∣∣= ∣∣{(t, x) ∈ CR/32: U > κ}∣∣

∣∣{(t, x) ∈ CR/32: W > κ − N1}∣∣ (κ − N1)−2N21γ 2/ν′ |QR/8|,
which contradicts with (8.11) if we choose κ sufficiently large.
Case 2: dist(0, ∂Ω) < R/8. We take y ∈ ∂Ω such that |y| = dist(0, ∂Ω). Notice that in this
case we have
(t, x) ∈ CR/32 ⊂ CR/4(0, y) ⊂ CR(0, y).
Due to Lemma 8.3(ii), we can write u = w + v in CR(0, y) and, by (8.12),
‖V ‖L∞(CR/4(0,y)) N2,
(
W 2
)1/2
CR(0,y) N2γ
1/ν′ . (8.14)
By (8.14), the triangle inequality and Chebyshev’s inequality, we get
∣∣CR/32 ∩ A(κ)∣∣= ∣∣{(t, x) ∈ CR/32: U > κ}∣∣

∣∣{(t, x) ∈ CR/32: W > κ − N2}∣∣ (κ − N2)−2N22γ 2/ν′ |CR|,
which contradicts with (8.11) if we choose κ sufficiently large. 
Theorem 8.5. Let p ∈ (2,∞), λ > 0, X0 ∈ Rd+1 and f α ∈ Lp(R × Ω). Suppose that aαβ ≡ 0
for any α, β satisfying |α| + |β| < 2m, and u ∈ C∞0 (R × Ω) vanishes outside Qγ (X0) and
satisfies (8.2) in R × Ω . There exist positive constants γ ∈ (0,1/20) and N , depending only on
d , δ, m, n, p, such that, under Assumption 8.1 (γ ) we have
‖U‖Lp(R×Ω) N‖F‖Lp(R×Ω), (8.15)
where N = N(d, δ,m,n,p).
Proof. We fix ν = p/2 + 1 and let ν′ = 2ν/(ν − 2). Let κ be the constant in Corollary 8.4. For
any s > 0, by Chebyshev’s inequality,
∣∣A(κs)∣∣ (κs)−2‖U‖2 . (8.16)L2(R×Ω)
3324 H. Dong, D. Kim / Journal of Functional Analysis 261 (2011) 3279–3327From (8.16), Corollary 8.4, and a result from measure theory on the “crawling of ink spots” which
can be found in [36] or [29, Section 2], we have the following upper bound of the distribution
of U (cf. [6, Section 4]). For any γ ∈ (0,1/20] and κs  γ−1/ν′‖U‖L2(R×Ω),
∣∣A(κs)∣∣N4γ 2/ν′ ∣∣B(s)∣∣. (8.17)
For 0 < κs < γ−1/ν′‖U‖L2(R×Ω), we simply bound the distribution function by (8.16). Now we
use the elementary identity:
‖f ‖p
Lp(D) = p
∞∫
0
∣∣{(t, x) ∈ D: ∣∣f (t, x)∣∣> s}∣∣sp−1 ds,
to deduce from (8.16) and (8.17) that
‖U‖p
Lp(R×Ω) N5γ
(2−p)/ν′(‖U‖p
L2(R×Ω) +
∥∥(M(F 2))1/2∥∥p
Lp(R×Ω)
)
+ N5γ 2/ν′
∥∥(M(Uν))1/ν∥∥p
Lp(R×Ω).
By Hölder’s inequality,
‖U‖L2(R×Ω) = ‖U‖L2(Qγ (X0)∩R×Ω) N‖U‖Lp(R×Ω)γ (d+2m)(1/2−1/p). (8.18)
Since 2 < ν < p, by the Hardy–Littlewood maximal function theorem and (8.18), we obtain
‖U‖p
Lp(R×Ω) N6γ
(2−p)/ν′‖F‖p
Lp(R×Ω) +N6γ 2/ν
′‖U‖p
Lp(R×Ω).
To get the estimate (8.15), it suffices to take γ = γ (d,n,m, δ,p) ∈ (0,1/20] sufficiently small
such that N6γ 2/ν
′  1/2. 
Now we are ready to give the proof of Theorem 8.2.
Proof of Theorem 8.2. We derive assertion (i) from Theorem 8.5 as in the proof of Theorem 2.2.
Assertion (ii) follows from assertion (i), the method of continuity and an approximation ar-
gument. To prove assertion (iii), let u = et(λ0+1)u˜. Clearly u˜ satisfies (8.2) with λ0 + 1 and
f˜ α := e−t (λ0+1)f α in place of λ (= 0) and f respectively. Therefore, to show the existence and
uniqueness of u is equivalent to show those of the solution u˜ to the equation
vt + (−1)mLv + (λ0 + 1)v =
∑
|α|m
Dαf˜ α (8.19)
with the zero initial condition. We extend f˜ to be zero for t  0. Using assertion (ii), we find
a unique ˚Hmp (ΩT ) solution v of (8.19) in ΩT . Set u˜ := v. By the uniqueness, v ≡ 0 for t  0,
which implies that u˜ satisfies the same equation with the zero initial condition at t = 0. This
gives the existence. For the uniqueness, let u˜ ∈ ˚Hmp ((0, T )Ω) be a solution to (8.19) with the
zero initial condition and zero right-hand side. We extend u˜ to be zero for t  0 and denote it
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we have v ≡ 0 in ΩT . Finally, the estimate of u is deduced from the estimate of u˜, which in turn
follows from assertion (ii). The theorem is proved. 
We finish the paper by considering the corresponding Dirichlet boundary value problem for
elliptic equations in the case that all the involved functions are independent of the time variable.
Theorem 8.6. Let Ω be a domain in Rd , p ∈ (1,∞), and f α = (f 1α , . . . , f nα )tr ∈ Lp(Ω),
|α|m. Then there exists a constant γ = γ (d,n,m,p, δ) such that, under Assumption 8.1 (γ ),
the following hold true.
(i) For any u ∈ ˚Wmp (Ω) satisfying
Lu + (−1)mλu =
∑
|α|m
Dαf α in Ω, (8.20)
we have
∑
|α|m
λ1−
|α|
2m
∥∥Dαu∥∥
Lp(Ω)
N
∑
|α|m
λ
|α|
2m ‖f α‖Lp(Ω),
provided that λ λ0, where N and λ0  0 depend only on d , n, m, p, δ, K , and R0.
(ii) For any λ > λ0, there exists a unique u ∈ ˚Wmp (Ω) satisfying (8.20).
(iii) Let λ = 0. Assume that |Ω| < ∞ and that Eq. (8.20) admits a Wm2 estimate, i.e. for any
u ∈ ˚Wm2 (Ω) satisfying (8.20) with f α ∈ L2(Ω), we have
‖u‖Wm2 (Ω) N
∑
|α|m
‖f α‖L2(Ω),
where N depends only on d , n, m, δ, K , R0, and |Ω|. Then there exists a unique solution
u ∈ ˚Wmp (Ω) of (8.20) and u satisfies
‖u‖Wmp (Ω) N
∑
|α|m
‖f α‖Lp(Ω), (8.21)
where N depends only on d , n, m, p, δ, K , R0, and |Ω|.
Proof. The proofs of the first two assertions in Theorem 8.6 are completely analogous to those
of Theorem 8.2, and are thus omitted.
For the last assertion, as before it is sufficient to show the a priori estimate (8.21) for u ∈
˚Wmp (Ω). Again, by a duality argument we may focus on the case p > 2. From assertion (i), we
have
‖u‖Wmp (Ω) N
∑
‖f α‖Lp(Ω) +N7‖u‖Lp(Ω). (8.22)
|α|m
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By Hölder’s inequality, Young’s inequality and the Poincaré–Sobolev inequality, we get for any
ε > 0,
‖u‖Lp(Ω) N(ε)‖u‖L2(Ω) + ε‖u‖Lp1 (Ω) N(ε)‖u‖L2(Ω) +N8ε‖Du‖Lp(Ω).
Choosing ε = 1/(2N7N8) and using (8.22), we obtain (8.21). The theorem is proved. 
Remark 8.7. As an immediate corollary of Theorem 8.6, we obtain the ˚Wmp (Ω) solvability of
(8.20) with λ = 0 if, in addition, |Ω| < ∞ and the lower order coefficients of L are all zero.
Finally, for second order scalar elliptic equations in the form
Dj(aijDiu)+ Di(aiu)+ biDiu+ cu = divg + f,
under the same assumptions and the additional condition that Diai + c  0 in Ω in the weak
sense, we also get the ˚W 1p(Ω) solvability by using the classical W 12 estimate of the Dirichlet
problem on a domain with a bounded measure; see [20, §8] or [14, Section 7]. This result gener-
alizes Theorem 2.7 in [14], in which bounded Lipschitz domains are considered. It also extends
the main result of [7] to equations with lower order terms.
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