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Abstract
A technique known as fused hidden Markov models (FHMMs)
was recently proposed as an alternative multi-stream modelling
technique for audio-visual speaker recognition. In this paper
we show that for audio-visual speech recognition (AVSR), FH-
MMs can be adopted as a novel method of training synchronous
MSHMMs. MSHMMs, as proposed by several authors for use
in AVSR, are jointly trained on both the audio and visual modal-
ities. In contrast our proposed FHMM adaptation method can be
used to adapt the multi-stream models from single-stream audio
HMMs, and in the process, better model the video speech in the
final model when compared to jointly-trained MSHMMs. By
experiments conducted on the XM2VTS database we show that
the improved video performance of the FHMM-adapted MSH-
MMs results in an improvement in AVSR performance over
jointly-trained MSHMMs at all levels of audio noise, and pro-
vide significant advantage in high noise environments.
Index Terms: audio-visual speech recognition, fused hidden
Markov models, multi-stream hidden Markov models
1. Introduction
Human speech is inherently bimodal in nature [1], and the aim
of audio-visual speech recognition (AVSR) is to exploit this
bimodality by using the complementary information between
the acoustic and visual domains to increase the performance
of traditional acoustic speech recognition, particularly in noisy
acoustic conditions. In terms of modelling the relationship be-
tween the two modalities, MSHMMs can be seen as providing
a middle ground for AVSR between feature fusion and asyn-
chronous HMMs [2]. Unlike feature fusion, MSHMMs can
model the reliability of each stream independently, but they
cannot model the asynchronicity between the two streams as
asynchronous HMMs can [3]. However, the small performance
benefit of modelling the asynchronicity may not be worth the in-
crease in model complexity, such as in embedded environments
where processing power or memory may be limited.
In this paper we will look at an alternative technique of
training MSHMMs based on a modelling technique called fused
HMMs (FHMMs), originally introduced as an alternative multi-
stream model design for audio-visual speaker recognition [4].
By using a method extended from the original FHMM model
design [5], we will show that by adapting a MSHMM from an
audio-only HMM, we can increase the AVSR performance, par-
ticularly in noisy acoustic environments.
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Figure 1: State diagram representation of a MSHMM compared
to a regular HMM
2. Multi-stream hidden Markov models
A MSHMM can be viewed as a regular single-stream HMM,
but with two observation-emission Gaussian mixture models
(GMMs) for each state–one for audio, and one for video–
as shown in Figure 1. In the existing literature, MSHMMs
have been trained in one of two manners: Two single-stream
HMMs can be trained independently and combined, or the
entire MSHMM can be jointly-trained using both modalities.
Because the combination method makes an incorrect assump-
tion that the two HMMs were synchronous before combina-
tion, better performance can be obtained with the joint-training
method [6].
FHMMs were introduced as an alternative to other multi-
stream modelling techniques for audio-visual speaker recog-
nition, designed to maximise the mutual information between
the two modalities. As originally implemented FHMMs con-
sisted of a continuous HMM for the dominant modality com-
bined with a discrete vector-quantisation classifier for the sub-
ordinate modality within each state [4]. The subordinate clas-
sifiers were trained based on the forced-alignment of the dom-
inant HMM on the training set. This original design was ex-
tended by the present authors in [5] to improve the modelling of
the subordinate modality by using a continuous classifier. This
resulted in two continuous GMMs inside each state of the orig-
inal dominant HMM, which can be seen to be identical to the
multi-stream model shown in Figure 1(a). Therefore it can be
concluded that rather than being an alternative model type, FH-
MMs can be regarded as an alternative way of training a regular
MSHMMby adaptation from the dominant single-streamHMM
rather than jointly-training on both modalities. The choice of
the dominant modality for FHMM-adaptation should be based
on the more reliable modality, which for speech processing will
generally be the acoustic one [5].
3. Audio-visual speech recognition
3.1. Speech recognition task
Experiments were conducted to evaluate the speech recogni-
tion performance of our new FHMM-adaptation approach to
MSHMM training and compared with other standard modelling
techniques commonly used for AVSR. All models were tested
for the task of small-vocabulary (digits only) continuous speech
recognition on the XM2VTS dataset as outlined in Section 3.2.
Speech recognition was performed on a simple word-loop with
word-insertion penalties calculated for each system on the eval-
uation session. Speech recognition results were reported as a
word-error-rate (WER) calculated by(
1− H − I
N
)
× 100%
Where H is the number of correctly estimated words, I is
the number of incorrectly inserted words, and N is the total
number of actual words.
3.2. Training and testing datasets
Training, testing and evaluation data were extracted from the
digit-video sections of the XM2VTS database [7]. The train-
ing and testing configurations used for these experiments was
based on the XM2VTSDB protocol [8], but adapted for the task
of speaker-independent speech recognition. Each of the 295
speakers in the database has four separate sessions of video
where the speaker speaks two sequences of two sentences of
ten digits. The first two sessions were used for training, the
third for tuning/evaluation, and the final for testing. As per the
XM2VTSDB protocol, 200 speakers were designated ‘clients’,
and 95 were designated ‘impostors’. Training of the speaker-
independent models were performed on the ‘client’ speakers
and tested on the ‘imposters’ to ensure that none of the test
speakers were used in training the models.
The data in the testing sessions were also artificially cor-
rupted with speech-babble noise in the audio modality at levels
of 0, 6, 12 and 18 dB signal-to-noise ratio (SNR) to examine the
effect of train/test mismatch on the experiments. Video degra-
dation through decreasing the JPEG quality factor was also con-
sidered, but was found to have little effect on the final speech
recognition performance and, as such, will not be reported in
this paper.
3.3. Feature extraction
Perceptual linear prediction (PLP) based cepstral features were
used to represent the acoustic features in these experiments.
Each feature vector consisted of the first 13 PLPs including the
zeroth, and the first and second time derivatives of those 13 fea-
tures resulting in a 39 dimensional feature vector. These fea-
tures were calculated every 10 milliseconds using 25 millisec-
ond Hamming-windowed speech signals.
Visual features were extracted from a manually tracked lip
region-of-interest (ROI) from 25 fps (40 milliseconds / frame)
video data. Manual tracking of the locations of the eyes and
lips were performed every 50 frames, and the remainder of the
frames were interpolated from the manual tracking. The eye
locations were used to normalise the rotation of the lips. A rect-
angular region-of-interest, 120 pixels wide and 80 pixels tall,
centered around the lips was extracted from each frame in the
video. Each ROI was then reduced to 20% of its original size
(24× 16 pixels) and converted to grayscale.
Following the ROI extraction, the mean ROI over the utter-
ance is removed. Our mean normalisation is similar to that of
Potamianos et al [2], where the authors have used an approach
called ‘feature mean normalisation’ for visual feature extraction
which resembles the cepstral mean subtraction (CMS) method
commonly used with audio features. However in our approach
we perform normalisation in the image domain instead of the
feature domain. A two-dimensional, separable, discrete cosine
transform (DCT) is then applied to the resulting mean-removed
ROI, with the 20 top DCT coefficients according to the zig-
zag pattern retained, resulting in a ‘static’ visual feature vec-
tor. Subsequently, to incorporate dynamic speech information,
7 neighboring such features over±3 adjacent frames were con-
catenated, and were projected via an inter-frame linear discrim-
inant analysis (LDA) cascade to 20 dimensional ‘dynamic’ vi-
sual feature vector. The delta and acceleration coefficients of
this vector were then incorporated, resulting in a 60 dimensional
visual feature vector.
3.4. Baseline systems
As well as the FHMM-adapted MSHMMs, four other baseline
systems were also trained and tested for comparison:
• Audio-only HMMs
• Video-only HMMs
• Feature-fusion HMMs
• Jointly-trained MSHMMs
All baseline HMMs, including the MSHMMs, were trained
with the HTK Toolkit [9] over the two training sessions. To
ensure a fair comparison of the baselines systems with the
FHMM-adapted system, all models were trained with the same
topology of 13 states and 10 mixtures (for audio and/or video).
This topology was determined empirically based on the best
performing audio HMMs on the evaluation sessions. By keep-
ing the topology the same for the individual models and the
corresponding fusion models, we can more easily evaluate the
ability of the fusion models to model each stream.
For the training and testing of the feature-fusion and
MSHMM systems, the closest video feature vector was chosen
for each audio feature vector and appended to create a single
99-dimensional feature-fusion vector. No interpolated estima-
tion of the video features between frames was performed.
For the purposes of these experiments, stream weightings
for the MSHMMs were defined to be α for the audio stream
and 1−α for the video stream. From previous experiments, we
had determined that the best performance from joint training of
MSHMMs was obtained when α = 0.9.
3.5. Fused HMM adaptation
Our FHMMmethod of adapting aMSHMM from an audio-only
HMM is a two step process:
1. For each audio training observation, we find the best
hidden-state alignment of the audio HMM by force-
aligning the training transcriptions.
2. We next train additional video GMMs for each state
based on the video observations lining up with the best
hidden-state alignment in (1)
The FHMM-adapted MSHMM used in these experiments was
based on the baseline acoustic HMM. Once the video obser-
vations that overlapped a particular state in the acoustic HMM
were determined, a 10 mixture GMM was trained on those ob-
servations and the video GMM was added next to the state’s
already existing acoustic GMM. Once this had been performed
for each state in each acoustic HMM, the result was a new set of
MSHMMs of the same topology as the baseline jointly-trained
MSHMMs. Because the video GMMs were trained separately
to the audio models, the aligned video features used were not
required to be up-sampled as they were for joint-training in a
convential MSHMM.
3.6. MSHMM decoding
Decoding of the jointly-trained and FHMM-adapted MSHMM
systems was performed in an identical manner. By keeping the
decoding process of the two systems identical, the difference
imparted by training with the FHMM-adaptation method versus
joint-training can be examined.
As every audio observation needed to be matched with a
corresponding video observation, the closest video feature vec-
tor was appended to each audio feature vector, in the same man-
ner as during joint-training of the baseline MSHMMs in Sec-
tion 3.4. These concatenated features were used to test the de-
coding of both MSHMM systems.
Because the distribution of scores varied considerably be-
tween the two stream-classifiers, zero-normalisation [10] was
performed for each frame, within the MSHMM states, during
decoding. The normalisation parameters were determined by
performing the speech recognition task on the evaluation ses-
sion with stream weight parameter, α, set such that only the
modality of interest was being tested (ie. α = 0 and α = 1)
and the scores of the best path were recorded on a frame-by-
frame basis to determine the score-distribution of that modal-
ity. Once the estimated normalisation parameters (standard de-
viation, mean) (σˆa, µˆa) and (σˆv, µˆv) were determined for the
audio and video respectively the final log-likelihood score sf
returned by a MSHMM state to the Viterbi decoding process is
given by
sf = αZa (sa) + (1− α)Zv (sv)
Where sa and sv are the audio and video GMM log-
likelihood scores respectively, and
Zi (si) =
si − µˆi
σˆi
is the zero-normalisation function for modality i.
This normalisation can be seen as essentially pre-weighting
the two streams such that the variances and means are equal.
Because speech recognition is a comparative task, a change in
the mean log-likelihood scores on a stream-wide basis will have
no effect on the ability to discriminate between individual word-
models. Therefore, mean-normalisation is not strictly necessary
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Figure 2: Speech recognition performance for FHMM-adapted
MSHMM and baseline systems over audio noise.
but was kept for the sake of completeness. Once the stream
models are normalised, the final α is a closer reflection of the
true weights for each stream than an unnormalised α would be.
This is because the unnormalised α would be performing two
tasks: variance normalisation and stream weighting. For these
experiments the post-normalisation α was chosen as 0.5 as it
had the highest speech performance on the evaluation session.
4. Results and Discussion
The results of the speech recognition experiments on the testing
session are shown in Figure 2. Of the three fused models tested,
our FHMM-adapted MSHMMs performed best followed by the
jointly-trained MSHMMs. The feature-fusion system provided
the worse performance. The jointly-trained system outperforms
the feature-fusion sytem for most of the chart because of its
ability to consider (and normalise) each stream independently.
However the FHMM-adapted system clearly provides the min-
imum WER at all noise levels, particular at equal levels of
speech and noise (0 dB SNR), where the reduction in error is
around 7% over the jointly-trained MSHMM.
To further examine the ability of the two differently-trained
MSHMM systems in recognising speech over both modalities,
the performance of each system in each modality was exam-
ined by adjusting the weights of the MSHMMs to the extremes
of audio-only (α = 1) and video-only recognition (α = 0).
This approach is essentially extracting the single-stream HMMs
and evaluating their ability to recognise speech in the relevant
modality. The results of these experiments are shown in Table 1.
These audio-only and video-only performance results sug-
gest that the main improvement of the FHMM-adaptation is in
the training of the video models. Because the audio models are
used to directly determine the model boundaries of the video
GMMs in the final FHMM-adapted MSHMMs, the video mod-
els are trained directly. This is in contrast to the conventional
jointly-trained MSHMMs where the model boundaries and the
models themselves are estimated together in a re-estimation
process. By removing the uncertainty about the model bound-
aries, an improvement in performance is gained in the FHMM-
adapted models.
In fact, by looking at the video-only performance of the
Audio-only WER over noise
Audio Model 0dB SNR 6dB 12dB 18dB
FHMM-adapted 63.98 15.41 5.16 3.82
Audio-only HMM 64.12 15.52 4.75 3.71
Jointly-trained 68.41 18.82 4.75 3.79
Video Model Video-only WER
FHMM-adapted 30.80
Video-only HMM 34.15
Jointly-trained 40.63
Table 1: Performance of audio and video HMMs extracted from
MSHMMs.
FHMM-adapted system, we can see that the FHMM-adaptation
process can be used to generate a video-only HMM that can
outperform the baseline video system. This shows that by us-
ing the audio models to form the state boundaries, we can cre-
ate a video HMM that outperforms one trained on video only,
even though no audio information is used in the decoding of the
FHMM-adapted video HMM.
Because the FHMM-adaptation method consists of train-
ing the video GMMs and adding them directly on top of each
audio HMM, the audio-only performance of a FHMM-adapted
MSHMMs is, by definition, the same as that of the audio-only
HMMs. The minor differences in Table 1 are due to small dif-
ferences in the implementation of the two models.
The audio-only performance of the jointly-trained system
does appear to be a little degraded compared to the baseline
HMM in noisier conditions. We have not investigated why this
is happening for this paper, but it may be that the joint-training
method introduces some degradation into the audio models.
As training was performed on clean data and with a known
transcription, the ability of the audio models to determine the
word boundaries correctly should be very good. However, un-
der joint-training the expectation-maximization (EM) algorithm
must operate on both modalities [9] and as video is not as good
at reliably estimating state alignments it is unlikely to help with
the model-boundary estimation portion of the re-estimation pro-
cess, and may even have a negative effect.
5. Conclusion and future research
In this paper we have shown that the FHMM-adaptation method
can improve the video speech modelling ability of MSHMMs
over the joint-training method, resulting in MSHMMs that are
better at speech recognition and more robust to acoustic noise.
Using the audio feature’s superior ability to align the model
boundaries during training, a more accurate alignment of the
boundaries of the video models is achieved in the FHMM-
adaptation process. This results in MSHMMs that are much
better at modelling the audio and, in particular, the video modal-
ities than jointly trained MSHMMs. The FHMM-adapted mod-
els improve the WER over joint-training at all noise levels, but
because the importance of the video modelling increases if the
audio noise increases, the greatest reduction inWER is achieved
in noisy conditions.
Our proposed method of using the audio-alignment to train
video models could also be extended to more complex mod-
els such as product or asynchronous HMMs [3]. For example,
the tie-points of a product or asynchronous HMM could be de-
termined solely by the audio models during training. Our fu-
ture work will investigate the performance gains that could be
achieved by using such approaches.
Finally, although the FHMM-adaptation method allows one
to use an audio HMM and video data to create a MSHMMs,
there is no reason that the audio HMM need be trained on
the same sequences as the video data. The FHMM-adaptation
method would allow an audio-visual MSHMM to be ‘kick-
started’ with a previously well-trained audio HMM, allowing
a MSHMM to be trained on smaller datasets than would other-
wise be required. This cross-dataset adaptation can take advan-
tage of the ready availability of large audio datasets to generate
a better MSHMM model than could be jointly-trained on the
limited audio-visual data available.
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