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If L(G) is the line graph of G, and A@(G)), the adjacency matrix of L(G), 
acts on a vector x, this vector may be thought of as an integral chain of G. The 
eigenspace of L(G) determines a matroid for G. For the eigenvalue -2, this 
matroid has a geometric interpretation, and from this we obtain all eigenvectors 
corresponding to this eigenvalue. Matroids are normally considered over integral 
domains, and the results for eigenvectors are generalized to a geometric inter- 
pretation for all integral domains. These results are applied to the ring of complex 
numbers, and strict bounds for the least eigenvalue of a line graph are obtained. 
1. INTR~OLJCTI~N 
Given a loopless graph G with IZ vertices and no multiple edges, the 
adjacency matrix of G, A(G), is a square O-1 matrix of order n whose 
rows and columns correspond to the vertices of G such that the (i, j) 
entry is 1 if and only if the i and j vertices are adjacent. The eigenvalues 
of a graph are the eigenvalues of this matrix. The line graph of G, L(G), 
has the edges of G for vertices with two vertices of L(G) adjacent if as 
edges of G they have one end point in common. Recently certain line 
graphs have been characterized by both geometric properties [l, 31 and 
spectral properties [2, 4, 61. The precise interrelation between geometric 
and spectral properties, however, is still largely unknown. In this paper 
certain such interrelations shall be shown. 
A path of length it between vertices u and w  is a sequence of vertices 
v = v,, ) VI ,...) v, = w  such that vidl and vi are adjacent for i = 1,2 ,..., n. 
Two vertices are in the same connected component if there is a path 
joining them. The distance between two vertices is the length of the 
* This research was supported by Grant No. A7547 from the National Research 
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shortest path joining them while the diameter of a graph is the maximum 
distance between any two points of the graph. A cycle is a path such that 
u,, = v, , while a circuit is a cycle for which v1 , a2 ,..., v, are distinct. 
Hoffman has noted that the eigenvalues of a line graph can never be 
less than -2 [5]. In this paper we shall be able to determine all eigenvectors 
corresponding to this eigenvalue from the cyclic structure of the graph, 
and we shall be able to tell precisely which line graphs attain this minimum 
value. It is known that if G is a regular graph with valence d and 01 is an 
eigenvalue of G, then h = d 4 (Y - 2 is an eigenvalue of L(G) if h # -2. 
Thus, we shall be able to determine the eigenvalues of L(G) from the 
eigenvalues of G. 
A matroid consists of a finite set E along with certain subsets of E 
called circuits such that if C, and C, are arbitrary circuits, then (i) C, $ C, 
and (ii) if e, E C, n C, and e2 E C, - C, then there is a circuit 
C, 2 C, u C, such that C, contains e2 but not e, . A dendroid D is a set 
of edges such that D n C # m for all circuits C and such that D is minimal 
with respect to this property. The cardinality of D is constant for all 
dendroids in a given matroid and this constant is called the rank of the 
matroid. 
A chain group on E over an integral domain R is a set of maps {f} 
whose domain is E such that f(e) E R for all e E E, and such that {f} is 
closed under the pointwise addition and scalar multiplication. For a given 
mapf, the support off, denoted Ilfll, is the set of e E E such thatf(e) # 0. 
The support offis a minimal support if 11 g 11 C llf/l implies II g II = l/f11 or 
11 g [j = 0. Given a chain group on E over R, if we call the minimal sup- 
ports the circuits, then a matroid results. Proofs of these results can be 
found in Tutte [7]. 
In this paper we shall see that an eigenvector of L(G) can be thought of 
as a chain map; the eigenspace will then form a chain group, and the 
dimension of the eigenspace will be precisely the rank of the matroid 
resulting from the chain group. Further, there is a simple method of 
determining a basis for the chains and, hence, a basis for the eigenspace. 
Although eigenvalue properties of graphs are usually studied using the 
ring of complex numbers, the theory of chain groups has been developed 
for all integral domains. Of particular interest are binary matroids where 
R is GF[2]. Thus, we can generalize the results from the complex case 
to the case where the adjacency matrix is a matrix over an arbitrary 
integral domain. Even with this generalization there is a simple geometric 
interpretation of the resulting matroid. If the characteristic of R is two, 
the matroid derived is simply Tutte’s polygon matroid with one extra 
cycle being added if the number of vertices of G is even. If the character- 
istic of R is p # 2, then the derived matroid is the even cycle matroid 
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with one extra circuit being added if the number of vertices of G is a 
multiple of p. In both cases a dendroid is constructed easily and the rank 
then determined from the number of vertices and edges in each connected 
component. 
2. EIGENVECTORS AND TREES 
In this section we shall determine when the line graph of a tree has -2 
as an eigenvalue. This shall be done by noting that there is a geometric 
interpretation to an eigenvector and then applying this interpretation to 
the structure of trees. 
If A@(G)) acts on a vector x, then the components of x correspond to 
the columns of A(L(G)) which in turn correspond to the vertices of L(G). 
Since these vertices correspond to the edges of G we may think of each 
vector x as a chain map where x(e) is the element of R in the component 
of x corresponding to e. For a vertex D and an edge e, define ~(21, e) = 1 
if u and e are incident and q(u, e) = 0 otherwise. The eigenspace corre- 
sponding to the eigenvalue -2 can be determined by the following 
criterion. 
THEOREM 2.1. A(L(G))x = -2x o CeeE q(v, , e) + CeEE q(t12 , e) = 0 
jbr all pairs of adjacent vertices v1 and v2 qf G. 
Proof. Let e be an arbitrary edge with end points v1 and v2 . By the 
definition of A@(G)), the coordinate of A(L(G))x corresponding to e is 
CeeEx(i3) where E is the set of edges that has either v1 or v2 in common 
with e. Thus, A(L(G))x = -2x if and only if CrfE x(Z) = -2x(e) or 
[ 44 + C x(c) T(VI , t?EB 
Z)] + [x(e) + C 43 7)h ,4] = 0 
EEE 
or 
C 44 7)(23 , 4 + C 44 @z , 4 = 0. 
t?CE EEE 
As a notational convenience, define x(v) = CeEE q(v, e)x(e). Then Theo- 
rem 2.1 can be restated as follows. 
THEOREM 2.1’. A(L(G))x = -2x o x(vl) = -X(Q) ,for any pair of 
adjacent vertices vl and v2 of G. 
Several observations may be made immediately. First, if G is connected 
and for some vertex v0 , x(vO) = c, then for any other vertex v, x(v) = c 
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if there is an even path from q, to u and x(u) = -c if there is an odd path 
from a0 to a. Thus, the value of x(u) is fixed for the entire graph once one 
value X(Q) is known. Second, if G contains an odd cycle q, , a1 a.. ZJ, , 
then x(qJ = -x(ul) = x(vJ = a.. = x(0,) = -x(uJ. Thus, either the 
characteristic of R is 2 or x(v) = 0 for all U. Third, if ZJ is univalent and is 
an end point of e, then x(e) = x(v). In particular, if x(v) = 0 for all 21, 
then e is not the support of x. 
If M = {x 1 X(Q) = -x(uJ for all a1 and a2 adjacent in G}, then M is 
obviously closed under addition or scalar multiplication and is, thus, a 
chain group. M may also, of course, be viewed as the eigenspace of the 
eigenvalue -2. If M(G) is the matroid that results from A4, we shall see 
in Section 3 that the rank of this matroid is the multiplicity of the eigen- 
value. Hereafter the term eigenvector refers to one which corresponds 
to the eigenvalue -2. 
LEMMA 2.2. If T is a tree and r(v) an arbitrary element of R for every 
vertex v of T, then there is at most one vector x such that x(v) = r(v). 
Proof. The proof is by induction on the number of edges of T. If T 
has one edge, both end points are univalent and the result is clear. Now 
suppose that u,, is a univalent vertex of T incident to the edge e, , and that 
T’ is the tree with vertices V(T’) = V(T) - {a,) and edges E(T’)= 
E(T) - {e,). Further, if u1 is the other end point of e, , then define 
r’(vJ = r(v& - r(vJ, and r’(v) = r(v) for all other vertices U. Then for 
any y defined on T’ we can define an x on T by letting x(e,,) = r(vJ and 
letting x(e) = y(e) for all other edges in T. Then clearly y(v) = r’(v) if 
and only if x(v) = r(v). Since there is at most one such y by the induction 
hypothesis, there is at most one such x. Hence, the proof of Lemma 2.2 
is complete. 
The following corollaries result from Lemma 2.2. 
COROLLARY 2.3. If T is a tree, vO an arbitrary vertex, and c an arbitrary 
element of R, then there is at most one vector x such that A(L(T))x = -2x 
and x(vO) = c. 
Proof. Since T is connected x(v) is determined for every v if 
A(L(T))x = -2x. Hence, by Lemma 2.2 there is at most one such x. 
COROLLARY 2.4. [f T is a tree there is no eigenvector x such that x(v) = 0 
for some v. 
Proof. If x = 0, then x(v) = 0 for all v. Hence, it is the only vector 
such that x(v) = 0 and A(L(T))x = -2x. 
44 DOOB 
Thus, we now know that if x is an eigenvector for L(T) then either (i) 
the characteristic of R = 2 and x(u) = c # 0 for all u or (ii) the character- 
istic of R is p # 2 and the vertices of T are partitioned into those with 
x(v) = c and x(v) = -c, with a bipartite graph resulting. We shall look 
at each of these cases. 
PROPOSITION 2.5. If the characteristic of R is 2, then a necessary con- 
dition for L(T) to have an eigenvector x is that 1 V(T)1 = 0 mod 2. 
ProoJ 0 = 2 CesE x(e) = C x(u) = ( V(T)/ c since X(V) = c for all v. 
Since c # 0, it must be that 1 V(T)/ = 0 mod 2. 
PROPOSITION 2.6. If the characteristic of R is p # 2, then a necessary 
condition for L(T) to have an eigenvector is that I V(T)1 = 0 modp. 
Proof. Let m = I(v E V(T): x(v) = c}l and n = I{u E V(T): x(v) = -c}l. 
Then since T is bipartite, 
mc = C x(e) = n(-c), 
ei?E 
and, hence, (m + n) c = 0. 
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LEMMA 2.7. If T is a tree, v0 is a univalent vertex incident to e,, with 
v1 the other end point of e, , v1 and vz are end points of e, # e, and T’ is 
defined by (i) V(T’) = V(T), 
(ii) E(T’) = E(T) - {e,,} u {e,,‘} where e,’ joins 21~ and u2 , then L(T) 
has an eigenvector with x(v,,) = 1 if and only if L(T’) has an eigenuector y 
with ~(0,) = 1. 
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Proof. Let x and y be vectors for L(T) and L(T), and let them be 
related by the following equations: 
xted = -vh’>, 
Then we have 
x(eA = v@d + vteo?~ 
-44 = u(e) for all other edges. 
and 
since a0 is univalent in both T and T’. By Corollary 2.4, x(z+,) # 0 if x is 
an eigenvector and ~(a,) # 0 if y is an eigenvector. Thus, x and y must 
be simultaneously nonzero. 
We now use Lemma 2.7 for the following proposition. 
PROPOSITION 2.8. If the characteristic of R isp, then L(T) has an eigen- 
vector if ( V(T)/ = 0 modp. Further, if v,, is a univalent vertex incident 
with edge e, then there is an eigenvector such that x(v,,) = x(e,) = 1. 
Proof. The proof is by induction on the diameter of T. If the diameter 
is two, then T is a claw, i.e., the vertices can be labelled v1 0.. v, such that 
the 12 - 1 edges join v1 and vk , k = 2 9.. n. If we let x(e) = 1 for all 
edges, then x(vk) = 1. Also, x(v,) = n - 1 = - 1 since the characteristic 
of R = p and n = ) V(T)1 = 0 modp. Thus, the conclusion of Proposi- 
tion 2.8 is satisfied. 
Now suppose T is a tree with diameter greater than 2. Let v,, and U, 
be two vertices such that the distance between them attains the diameter. 
Let uz a*. u, be the other vertices such that the distance from uk to v,, 
also attains the diameter. All these vertices are univalent. Define T’ as 
follows: if vO, v, ,..., v, = U, is the path from v0 to u1 , let u1 be adjacent 
to v,-~ and not adjacent v,-~ in T’. Do the same for u2 ,..., u, . Then T 
is a tree and the diameter of T’ is clearly less than the diameter of T. 
Thus, there is an eigenvector y for T’ such that y(v,) = 1. But then by 
Lemma 2.7 there must be an eigenvector for T also. Further since 
x(v) = 5 1, if e, is incident with v, any univalent vertex, then x(eO) = & 1. 
Then by using the vector fx, we have the proper vector for the conclusion 
of the proposition. 
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THEOREM 2.9. Zf T is a tree and the characteristic of R isp, then -2 
is an eigenualue for L(T) if and only if I V(T)/ = 0 modp. Further, if -2 
is an eigenvalue, it is simple. 
Proof. By Proposition 2.5, Proposition 2.6, and Proposition 2.8, all 
that needs to be shown is that the eigenvalue is simple. This can be seen 
quite easily, for if a,, is univalent, we can assume that x(Q,) = 1. If r E R, 
then the vector y = rx is such that Y(Q) = rx(v,,) = r. By Corollary 2.3 
it is the only eigenvector such that y(uJ = r, and, hence, {x} is a basis for 
the eigenspace. 
This can be seen from another point of view. If x is an eigenvector 
and e is incident to a univalent vertex then by Corollary 2.4, x(e) # 0. 
In fact by Proposition 2.8, we can assume x(e) = 1. Thus, if D = {e}, 
for any eigenvector x, I/ x 11 u D # O. Thus, the rank of the matroid 
is zero or one. We shall see in the next section that this implies that the 
eigenspace is of dimension zero or one. 
3. THE DENDROID OF A GRAPH 
In the last section we saw that the matroid associated with a tree had 
rank zero or one. In this section we will determine the rank for an 
arbitrary graph. For a tree we needed to exploit the geometric structure of 
the graph, but for a more general graph we shall direct our attention to 
the matroidal properties. In particular, we shall construct a dendroid and 
then show that it determines a basis for the eigenspace. 
PROPOSITION 3.1. Each even circuit, and each pair of odd circuits in the 
same connected component of G determines an eigenvector. 
Proof. In both cases we have an even path whose edges in order are 
e. , el ,..., en . For the even circuit it is just the edges of the circuit in 
order and for the two circuits the path is formed by going around one 
circuit, along a path to the second circuit, around the second circuit, and 
then along the path again to the first circuit. Now let 
x(ek) = -1” k = 1 -a- n 
x(e) = 0 otherwise. 
In the latter case, when an edge appears twice in the path e, **a e, , 
the values of x(eR) are added together. Then we have x(u) = 0 for all u 
and by Theorem 2.1’, x is an eigenvector. These even cycles form a matroid 
which we shall call the even cycle matroid. In fact it is the matroid deter- 
mined by M = {x ) x(u) = 0 for all ZI in G} over a ring with characteristic 
p # 2. 
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PROPOSITION 3.2. If the characteristic of R is 2, then each odd cycle 
determines an eigenvector. 
Proof. If we let x(e) = 1 if e is in the cycle and x(e) = 0 otherwise, 
then x(v) = 0 for all v. In this case the cycles of the matroid 
M = {x 1 x(v) = 0 for all v in G> are all circuits, that is, this is the polygon 
matroid. 
Now we are in a position to construct a dendroid. First, suppose the 
characteristic of R = 2, and T is a spanning tree for a connected graph 
with j V 1 vertices and I E I edges. Suppose, in addition, that 1 V I + 
0 mod 2, and let D be the complement of T in G. For any e E D, T u (e} 
contains a cycle, and, hence, there is a vector x such that Ij xl] C T u {e} 
by Proposition 3.2. Thus, D is contained in a dendroid. On the other hand, 
if there is an x such that jl x jj n D = 0, then \I x jj C E(T). But if we 
restrict x to T, we would then have an eigenvector for T by Theorem 2.1’ 
and would, thus, violate Theorem 2.9. Hence, D is a dendroid, j D 1 = 
/ E 1 - / V I + 1, and the matroid in this case is just the polygon matroid. 
If j V I = 0 mod 2, then D is not a dendroid since there is an eigenvector 
for T, which can be extended to an eigenvector of G by letting x take the 
same values on E(T) and letting x(e) = 0 for e $ E(T). But, as we noted 
at the end of Section 2, if e, has a univalent end point, then {er} is a 
dendroid for T. Precisely because e, has a univalent end point, D u {el} 
is a dendroid for G. In summation we have Theorem 3.3. 
THEOREM 3.3. If the characteristic of R = 2, G is connected, and 
r(M(G)) is the rank qf the matroid associated with G then 
IEI--IVI-tI if 1 V( fOmod2 
rNf(G)) = 
WI-IVIS-2 if 1 VI =Omod2. 
Now suppose the characteristic of R is p # 2 and G is a bipartite. Then 
every cycle is even, and the even cycle matroid is identical with the polygon 
matroid. Thus, by the identical reasoning as in Theorem 3.3 we can 
conclude Theorem 3.4. 
THEOREM 3.4. Zf G is bipartite, connected and the characteristic of 
R is p then 
(El--lVl-tI if 1 VJ +Omodp 
4WG)) = 
I-v--IVI-t2 if / VI =Omodp. 
Finally let us assume that G has at least one odd cycle and the charac- 
582W15/1-4 
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teristic of R is p # 2. Then, as we observed after Theorem 2.1’, x(v) = 0 
for all u in V(G). Let T be a spanning tree and e, an edge such that 
E(T) u (el} contains an odd cycle. Let D be the complement of 
E(T) u {el} in E(G). If e2 is an edge of D, then E(T) U (er} u {e2} either 
contains an even circuit or two odd circuits and hence by Proposition 3.1, 
there is an eigenvector x such that // x /I C E(T) u {e,> u {e2}. Hence, D is 
contained in a dendroid. If there is an eigenvector x such that 
II x 11 n D = 0, then /I x (I C E(T) u (el}. S ince x(v) = 0, this implies that 
a graph with one cycle which is odd could have an eigenvector. Since a 
univalent vertex can not be incident to an edge in jl x 11, it is clear that 
II x jj must be contained in the odd cycle. But if e, *a* e, are the edges, 
x(el) = -x(e2) = . . . = x(e,) = -x(el). Thus, x(eJ = 0 for k = l,..., n. 
Hence, 1) x // = ia and there is no x such that 11 x II n D = 0. Hence, D is 
a dendroid and r(M(G)) = I E / - I V I. 
THEOREM 3.5. If characteristic R is p # 2, and G is connected then 
r(WG))=IEl-l~l+2 if G is bipartite and 1 V 1 = 0 modp, 
IEI-lVl+l if G is bipartite and 1 V 1 + 0 modp, 
IEI-IVI if G is not bipartite. 
If G is a graph with connected components G, , G2 ,..., G, , then 
L(G) = UG,) u UG2) u ..a u L(G,), and we can consider each con- 
nected component separately. Thus, r(M(G)) = r(M(G,)) + .a* + r(M(G,)) 
since we can form a dendroid in each component. 
We saw in Propositions 3.1 and 3.2 that we could form an eigenvector 
from an even circuit for any R and from an odd circuit if characteristic 
R was 2. From this construction we see that if e is in the dendroid, then the 
cycle in the complement of D N (e} yields an eigenvector x such that 
x(e) = 1. If the characteristic of R # 2 and the complement of D N {e} 
contains two odd circuits, then e is a member of one of the odd circuits 
and again the eigenvector x may be such that x(e) = 1. Thus, the dendroid 
has weight 1, and we can state Theorem 3.6. 
THEOREM 3.6. If x is an eigenvector then x = C rixi where Xi is an 
eigenvector derived by deleting an edge from the dendroid. 
Tutte [7] has shown that the coefficient of x may be the weight of the 
dendroid. Hence, the eigenvectors derived from the dendroid truly form 
a basis for the eigenspace. 
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4. APPLICATION TO R = C 
As was stated in the introduction, the study of eigenvalues of graphs 
has usually been considered over the complex numbers. We are now in a 
position to look at the minimum eigenvalue of a line graph from this 
point of view. From Theorem 3.5 we have, assuming G is connected, that 
the minimum eigenvalue of L(G), denoted h(L(G)), is -2 if and only if 
either (i) / E 1 - 1 V 1 + 1 > 0 and G is bipartite or (ii) ( E I - 1 V 1 > 0 
and G is not bipartite. Now / E j - 1 V / + 1 > 0 unless G is a tree and 
( E / - I V ( > 0 unless G has exactly one circuit. If G has one circuit 
and is not bipartite, the circuit must be odd. Thus, we have shown the 
following. 
THEOREM 4.1. h(L(G)) = -2 unless every connected component of G 
is a tree or has one cycle, that cycle being odd. 
Now suppose G has diameter D. Then clearly L(G) has diameter D - 1 
or D. In this case L(G) has a principal submatrix of order D - 1 which 
is 1 on the subdiagonal and superdiagonal and 0 elsewhere. This matrix 
has minimum eigenvalue equal to -2 cos(‘/TID + I), and, hence, by 
Cauchy’s inequality, A(L(G)) can be no larger. 
THEOREM 4.2. If G is a graph of diameter D then 
-2 < X(L(G)) < -2 cos(‘ITID + 1) 
Further these bounds are the best possible. 
The right hand limit is attained by path of length D. Thus, we have that 
for those graphs not attaining -2 as a minimum eigenvalue, as the 
diameter of G gets large, X(L(G)) + -2. 
For eigenvalues other than -2, the eigenspace still yields a matroid 
whose rank is equal to the multiplicity of the eigenvalue. The construction 
of a dendroid is much more difficult since the eigenvectors apparently do 
not fit into a nice geometric form. This area of study, however, remains 
to be investigated. 
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