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Abstract
A possible generalization of the Serre problem (Quillen–Suslin theorem) on the freeness of
projective modules over polynomial rings, which seems to be of interest in systems theory
applications, is shown to follow from the solution to the original Serre problem.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
Let k be a field, and let R = k[x1, . . . , xn] denote a polynomial algebra over k. The
famous “Serre problem” (or “Serre conjecture”) on projective modules asserts that any
finitely generated projective R-module is free. This assertion was proved independently by
Quillen [6] and Suslin [7], and subsequently other proofs have been found as well. A survey
of these results, and related developments, can be found in [2].
One may view the Serre problem as consisting of two parts:
(i) to show that all projective R-modules are stably free, which amounts to saying that the
Grothendieck group K0(R) of projective modules is ∼= Z (this is relatively easy, using
for example the basic machinery of K-theory);
(ii) to show that any stably free projective module is free (arguably, this is the difficult
step).
The second statement can be reformulated in the following “elementary” way.
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622 V. Srinivas / Journal of Algebra 278 (2004) 621–627Problem 1. Let A = [fij ] be an r × s matrix of polynomials, with r < s, such that the r × r
minors
∆1, . . . ,∆t ∈ R
of the matrix A have no common zero over an algebraic closure of k (or equivalently, by
the Nullstellensatz, the polynomials ∆1, . . . ,∆t generate the unit ideal in the ring R).
Then A can be “completed” to an s × s matrix B , whose first r rows are those of A,
such that B is invertible over the ring R (equivalently, det(B) ∈ k∗ is a non-zero constant).
M.P. Murthy recently brought to my attention the following variant of this problem.
Problem 2. Let A = [fij ] be an r × s matrix of polynomials, with r < s, such that the r × r
minors
∆1, . . . ,∆t
of A have the following property: if f ∈ R \ {0} is the greatest common divisor (g.c.d.) of
the ∆j , and we write
∆j = f (x)∆′j , 1 j  t,
then the polynomials ∆′1, . . . ,∆′t (the “reduced minors” of the matrix A) have no common
zero over an algebraic closure of k (or equivalently, ∆′1, . . . ,∆′t generate the unit ideal in
the ring R).
Then A can be “completed” to an s × s matrix B , whose first r rows are those of A,
such that det(B) = f ∈ R.
When f = f (x1, . . . , xn) ∈ R is a non-zero constant, this reduces to the earlier question.
Murthy pointed me towards the paper [3] of Z. Lin and N.K. Bose, where the
authors state this problem (Conjecture 1), and show that it is equivalent to, or implies
positive solutions to, several other similar problems on matrices over a polynomial algebra
(Conjectures 2–10). This paper also gives references to some earlier literature on the
problem, and points out its possible relevance in the theory of linear control systems, signal
processing and related areas in Electrical Engineering.
The aim of this note is to use the positive solution of Problem 1 (i.e., the Quillen–Suslin
theorem) to show:
Theorem 1. Problem 2 has a positive solution.
The proof, depending on one’s point of view, may be viewed as a consequence of a
simple lemma in module theory (see [8, Lemma 1, p. 307]), or by “pure thought”, as
a consequence of the universal properties of blowing up, of the Grassmannian, and the
Plücker embedding. I will explain the argument below from the second point of view,
leaving it to interested readers to look up the reference cited for the first point of view
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a torsion-free module, or sheaf, in order to “convert it into a vector bundle” in a universal
way; this is similar to what we do as well, below).
In the potential applications, there seems to be interest also in implementing the
solutions to Problems 1 and 2 via suitable algorithms. We do not pursue this here, but in this
context, the approach using Grassmannians may prove to be useful, via the combinatorics
of standard monomials etc. associated with the Plücker embedding.
After a draft of this paper was completed, T.-Y. Lam informed the author about other
work on this problem, due to J.F. Pommaret [5] and H. Park [4]. Pommaret’s paper uses
the language of “algebraic analysis” (or algebraic D-modules), and as such seems to be
set in characteristic 0, though this is not made explicit. It also appears that the approach is
restricted to the polynomial algebra, where one explicitly knows the algebra of algebraic
differential operators (the discussion in [5] begins by interpreting the matrix of polynomials
as an algebraic differential operator with constant coefficients, acting on the polynomial
algebra). Of course, these restrictions are perhaps quite appropriate in the context of
potential applications.
I have not seen the details of Park’s approach; in his paper [4], he gives a sketch of
an argument, explains the proof in detail for a 3 × 4 matrix, and states that a full proof
of a generalized assertion will appear elsewhere. From the sketch, I think there is not
much overlap in our approaches, except that he proceeds to show directly that the kernel
of the matrix, considered as a map between free modules, is itself a free module. He also
comments on computational issues.
In my approach, one has a general (but rather elementary) assertion about projective
modules, in Lemma 2, and the special feature of the polynomial algebra is that projective
modules over it are free. In my view, the proof in the present paper is rather simple, different
enough from the earlier ones, and (I feel) conveys a useful insight into this and related
questions, which is the reason for the paper’s continued existence.
2. Proof of the theorem
As in the statement of Problem 2, we assume given a polynomial ring R = k[x1, . . . , xn]
over a field k, and an r × s matrix A = [fij ] with entries in R, r < s. Let ∆i , 1  i  t ,
be the maximal (r × r) minors of A, with g.c.d. f ∈ R \ {0}, and let ∆i = ∆′if , so that the
ideal in R generated by the “reduced minors” ∆′i , 1 i  t , is the unit ideal.
Lemma 1. View A as a map Rs → Rr of free modules (acting on the left, on column
vectors of length s to produce columns of length r), and let M ⊂ Rr be the image
submodule. Assume that M is a projective R-module. Then A can be “completed” to an
s × s matrix B of polynomials in R, such that
(i) detB = f ;
(ii) A is the submatrix of B consisting of the first r rows.
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matrix A must be split. Hence the submodule kerA ⊂ Rs is also a direct summand,
and a projective R-module. Let ϕ :Rs  kerA be a splitting, so that the composition
kerA ↪→ Rs ϕ−→ kerA is the identity.
By the Quillen–Suslin theorem (the positive solution to Problem 1), kerA is a free R-
module, clearly of rank s − r . Choosing a basis for kerA, we may then view ϕ as being
given by an (s − r)× s matrix C. Now it is easy to verify (left to the reader) that the matrix
B =
[
A
C
]
has determinant ±f . 
Remark 2. In the above notation, M is also a free module, by the Quillen–Suslin theorem,
of rank r . Choosing a basis for M as well then gives a factorization A = QP , with Q an
r × r matrix detQ = f , and P an r × s matrix such that P is completable to an s × s
matrix of determinant 1 (in fact, [P
C
]
has determinant ±1).
Thus, Theorem 1 follows if we show that M = image(A) is a projective R-module.
Our hypotheses amount to saying that
(i) M is a torsion-free R-module of rank r;
(ii) there is a surjective map ∧r M → R.
In fact, the inclusion M ↪→ Rr induces a surjection from ∧r M to the R-submodule of∧r
Rr = R generated by the maximal minors of the matrix A (since the image of ∧r M
coincides with the image of
∧r
Rs , which is the ideal generated by the minors).
Now we appeal to Lemma 2 to conclude the proof of Theorem 1. The hypotheses are
not the most general possible, but suffice for our application (the ring R in Lemma 2 is
taken to be our given polynomial algebra). An alternative to the proof given here is to use
[8, Lemma 1].
Our proof of Lemma 2 uses properties of the Grassmannian scheme G(r, s)Z over
SpecZ, of r-dimensional quotients of the free Z-module Zs (this is a “universal” way to do
it, the argument goes through equally well with the Grassmannian over the given ground
field k, with little change: the reader who prefers can make this change everywhere).
This Grassmannian scheme has the universal property that morphisms of schemes T →
G(r, s)Z are in canonical bijection with isomorphism classes of pairs (FT , {a1, . . . , as}),
consisting of a locally free OT -module FT of rank r , and s global sections a1, . . . , as
of FT , which generate the stalks of FT at each point; equivalently, the OT -linear map
OsT → FT (determined by the aj ) is surjective. This universal property characterizes the
Grassmannian.
Recall also that the Grassmannian scheme has a Plücker embedding
G(r, s)Z ↪→ PNZ
into the projective space PN , where N + 1 = (s). This has the following properties:Z r
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closed subscheme of the projective space PN
Z
.
(ii) There is a universal quotient bundle Qr,s , which is a locally free OG(r,s)Z-module of
rank r , which is presented as a quotient
ϑ :Os
G(r,s)Z
→Qr,s
of a free OG(r,s)Z-module of rank s.
(iii) The (base-point free) linear system giving the Plücker embedding is given by the pair
(L, {b0, . . . , bN }) where
L=
r∧
Qr,s,
and bj , 0 j N are the sections of L determined by the surjection
r∧
ϑ :ON+1
G(r,s)Z
=
r∧
Os
G(r,s)Z
→
r∧
Qr,s = L.
Here, in (iii), we have used the universal property of PN
Z
, that morphisms of schemes
T → PN
Z
are in bijection with isomorphism classes of pairs (LT , {c0, . . . , cN }) consisting
of an invertible sheaf LT on T , and a set of N + 1 global sections which generate LT (this
is the point of view taken in Hartshorne’s book [1, Chapter II, §6–7], for example).
Lemma 2. Let R be a commutative integral domain, and let E, F be finitely generated
projective R-modules of ranks s and r , respectively, where r < s. Let f :E → F be an
R-linear map, such that
image
r∧
f :
r∧
E →
r∧
F
is an invertible R-module (i.e., a projective R-module of rank 1). Then
M = imagef
is itself a projective R-module.
Proof. First, by considering E as a direct summand, and hence a quotient, of a free R-
module, we reduce easily to the case when E = Rs is free (of course, in our application to
the proof of Theorem 1, E and F are free, with given bases).
Since image
∧r
f is an invertible module, it is in particular non-zero, and so if K is the
quotient field of R, then
M ⊗R K = F ⊗ K ∼= Kr
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Ks → F ⊗K . In particular, F ⊗R K comes equipped with a distinguished set of s vectors
which span the vector space. From the universal property of the Grassmannian scheme
G(r, s)Z, this data determines a morphism of schemes
α : SpecK → G(r, s)Z.
In particular, we may view the composition
SpecK α−→ G(r, s)Z Plücker−−−−→ PNZ
as given by the linear system consisting of the “invertible sheaf” (i.e., 1-dimensional
K-vector space)
r∧
F ⊗R K
together with the spanning set obtained as the images under (
∧r f ) ⊗R K of the basis
of
∧r
E ⊗R K = KN+1 consisting of the exterior monomials in the s basis vectors of
E = Rs .
However, we can make sense of this “linear system” without tensoring with K , so that
we have a base-point free linear system on SpecR, determined by the invertible sheaf
associated to the invertible R-module (image ∧r f ), and its set of N + 1 generators which
are images of the exterior monomial basis elements of
∧r
E. This gives us a morphism
β : SpecR → PN
Z
, extending the one on SpecK . Thus, we have a commutative diagram of
schemes and morphisms, as follows:
SpecK α G(r, s)Z
Plücker
SpecR
β
P
N
Z
.
Since the Grassmannian is a closed subscheme of projective space, and β is a morphism of
schemes (it is “continuous” in the appropriate sense), the inverse image subscheme
β−1
(
G(r, s)Z
)⊂ SpecR
is a closed subscheme, as well. It contains the generic point SpecR, by construction, so it
must be all of SpecR. In other words, β factors through the Grassmannian subscheme of
projective space.
Now consider β∗Qr,s , which is a locally free sheaf on SpecR, with a given set of s
global sections generating it. This is associated to a projective R-module M ′ of rank r ,
which is given as a quotient
g :E → M ′
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give the same quotient of E ⊗R K . Thus the composition
kerg ↪→ EM ↪→ F ↪→ F ⊗R K
is 0, and since R is a domain, and M is torsion-free, we see that the composition
kerg ↪→ EM
is 0. This means that the surjection E → M factors through a surjection M ′ → M , which
is an isomorphism on tensoring with K . But M ′ is projective of rank r , so M ′ → M must
be an isomorphism, i.e., M ∼= M ′ is a projective module, as desired. 
Remark 3. In general, associated to an arbitrary map f : E → F of projective modules as
above, of generic maximal rank, we would have to consider image
∧r f as I · (∧r F ), for
some ideal I (defining the “base-scheme” of the linear system), where∧r F is an invertible
module; in order to obtain a base-point free linear system out of this data, we would have
to blow up the ideal I . However in our case, I is an invertible ideal, so this blow-up
map is an isomorphism. In my view, this is the “geometric meaning” of the hypothesis
that the reduced minors of the matrix A generate the unit ideal. This point of view also
explains “geometrically” why one has some of the equivalences or implications among the
conjectures in [3].
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