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Abstract
This paper proposes an integrative approach to feature (input and output) selection in Data
Envelopment Analysis (DEA). The DEA model is enriched with zero-one decision variables
modelling the selection of features, yielding a Mixed Integer Linear Programming formula-
tion. This single-model approach can handle different objective functions as well as con-
straints to incorporate desirable properties from the real-world application. Our approach is
illustrated on the benchmarking of electricity Distribution System Operators (DSOs). The
numerical results highlight the advantages of our single-model approach provide to the user,
in terms of making the choice of the number of features, as well as modeling their costs and
their nature.
Keywords: Benchmarking; Data Envelopment Analysis; Feature Selection; Mixed Integer
Linear Programming
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1 Introduction
Organisations need to know whether they are using the best practices to produce their products
and services, and to do so they benchmark their performance with that of others. There are
many documented examples of the use of benchmarking in the literature from both the private
and the public sector, such as, airlines, banks, hospitals, universities, manufacturers, schools,
and municipalities, see [7], and references therein.
Within benchmarking, Data Envelopment Analysis (DEA) [9] is one of the most widely used
tools, [10, 12, 18, 20, 23, 28, 33, 34]. It aims at benchmarking the performance of decision
marking units (DMUs), which use the same types of inputs and produce the same types of
outputs, against each other. DEA calculates an efficiency score for each of the DMUs, so that
DMUs with a score equal to one are in the so-called efficient frontier. DMUs outside the efficient
frontier are deemed as underperforming, and a further analysis gives insights as to what they
can do to improve their efficiency. The efficiency of DMUs in DEA is measured as the weighted
summation of the outputs divided by the weighted summation of the inputs, and the weights
are found solving a Linear Programming problem for each DMU. DEA model specification,
in the form of feature (where the term feature is used to refer to either outputs, inputs or
environmental variables) selection, has a significant impact on the shape of the efficient frontier
in DEA as well as the insights given to the inefficient DMUs [14]. Moreover, it is known to
improve the discriminatory power of DEA models [8]. Our paper proposes and investigates a
mathematical optimization approach for feature selection in DEA.
In benchmarking projects, as in most applied statistical analyses, one of the most challenging
tasks is the choice of the DEA model specification. First, a good model should make conceptual
sense not only from the theoretical but also from a practical point of view. The interpretation
must be easy to understand and the properties of the model must be natural. This contributes to
the acceptance of the model by stakeholders and provides a safeguard against spurious models
developed without much understanding of the industry. More precisely, this has to do with
the choice of outputs in DEA that are natural cost drivers and with functional forms that, for
example, have reasonable returns to scale and curvature properties. Second, it is important
to guide the search for a good model with classical statistical tests. We typically seek models
that have significant features with the right signs and that do not leave a large unexplained
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variation. Third, intuition and experience is a less stringent but important safeguard against
false model specifications and the over- or underuse of data to draw false conclusions. It is
important that the models produce results that are not that different from the results one would
have found in other data sets, e.g., from other countries or related industries. The intuition
and experience must be used with caution. We may screen away extraordinary but true results
(Type 1 error) and we may go for a more common set of results based on false models (Type 2
error). One aspect of this is that one will tend to be more confident in a specification of inputs
and outputs that leads to comparable results in alternative estimation approaches, e.g., in the
DEA and Stochastic Frontier Analysis models. Finally, the choice of model specification has to
be pragmatic. We need to take into account the availability of data as well as what the model is
going to be used for. In benchmarking, it matters if the model is used to learn best practices, to
reallocate resources between entities or to directly incentivize firms or managers by performance
based payment schemes. Our approach gives a tool that can support the selection of features
in benchmarking, allowing the user to navigate through a large amount of DEA models and a
large amount of constraints modeling knowledge in the form of intuition and experience, in an
efficient manner.
The complexity of the model specification phase partially explains the lack of enough guid-
ance in the literature at this respect, [11, 24, 37], and most of the effort goes into the analysis
and interpretation of a given DEA model. With the strand of literature on feature selection, the
most common approach is to use a priori rules based on Statistical Analysis (such as correlations,
dimensionality reduction techniques, and regression), and Information Theory (such as AIC or
Shannon entropy). Alternatively, an ex-post analysis of the sensitivity of the efficient frontier
to additional features can be run to detect whether relevant features have been left out. See
[1, 13, 22, 25, 27, 36, 37, 38], and references therein. Recently, there have been attempts to use
LASSO techniques from Statistical Learning to build sparse benchmarking models, i.e., models
using just a few features, [17, 21, 31].
In this paper, the DEA Linear Programming formulation is enriched with zero-one decision
variables modelling the selection of features for different objective functions, such as the average
efficiency or the squared distance to the ideal point where all DMUs are efficient, and for differ-
ent set of constraints that incorporate knowledge from the industrial application, such as bounds
on the weights as well as costs on the features. This yields either a Mixed Integer Linear Pro-
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gramming (MILP) problem, or a Mixed Integer Quadratic Programming (MIQP) one. Thus, in
contrast to the existing literature, that tends to combine statistical analysis with the mathemat-
ical programming based DEA, we propose an approach that is entirely driven by mathematical
optimization. We illustrate our models in the benchmarking of electricity Distribution System
Operators (DSOs), where there is a pool of 100 potential outputs.
The contributions of our approach are threefold. First, our single-model mathematical ap-
proach can guide better the selection of features: it controls directly the number of chosen
features, as opposed to techniques based on seeking sparsity, being thus able to quantify the
added value of additional features; works directly with the original features, as opposed to di-
mensionality reduction techniques, which create artificial features that are difficult to interpret;
and can derive a collection of models by shaping in alternative ways the distribution of the effi-
ciencies, using different objective functions that focus on different groups of DMUs, which can
be combined through, for instance, Shannon entropy [37]. Second, while the previous literature
has focused on the choice of variables from a small set of candidates, e.g., [21], in the era of
Big Data, the set of alternatives to choose from is expanding at a fast pace, and the challenge
is often not the lack of data, but the abundance of data, [39]. In the numerical section, we
show how our MILP/MIQP approach is able to make the selection from a large pool of outputs.
Third, we introduce an element of game theory when selecting features. In applied projects, the
evaluated DMUs will typically try to influence the feature selection since this will affect how
one firm is evaluated relative to others. It is therefore important to think about the conflict the
DMUs (the players of the game) when choosing the set of features (the strategies of the game)
used in the calculation of the efficiencies (outcome). We illustrate the results for a simpler game
setting where the strategies are derived from the individual and the joint models.
The reminder of the paper is structured as follows. In Section 2, we introduce the individual
feature selection problem where the selection is tailored to a given DMU. In Section 3, we
introduce the joint feature selection problem where the selection is imposed to be the same
for all DMUs. Section 4 is devoted to the illustration of our models in the benchmarking of
electricity Distribution System Operators (DSOs). We end the paper in Section 5 with some
conclusions and lines for future research.
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2 The individual selection model
In this section, and for an individual DMU, we propose a Mixed Integer Linear Programming
(MILP) formulation to select outputs in Data Envelopment Analysis (DEA).
Consider K DMUs (indexed by k), using I inputs (indexed by i), and producing O outputs
(indexed by o). DMU k uses vector of inputs x(k) ∈ RI+ to produce vector of outputs y(k) ∈ RO+.
Let E(k) be the so-called Farrell input-oriented efficiency of DMU k, which is the optimal solution
value to a DEA model. Our goal is to select the p outputs from the O potential ones that yield the
maximal efficiency for DMU k. We first start with the classical formulation of the problem which
solves a Linear Programming model, and subsequently include the output selection decision
variables. The output selection model for DMU k is enriched with input selection decision
variables, as well as constraints modeling desirable properties about the selected features. Please
note that our approach can easily be extended to the use of other efficiency measures, including
the output-based Farrell efficiency.
2.1 The selection model for a DMU
We start with the formulation of the classical DEA model, in which we can make use of the O
outputs available. The input-oriented efficiency of DMU k, E(k), in a DEA model with constant
returns to scale (CRS) is equal to the optimal solution value of the following Linear Programming
formulation,
E(k) = maximize(α(k),β(k))
O∑
o=1
β(k)o y
(k)
o (1)
s.t. (DEA(k))
O∑
o=1
β(k)o y
(j)
o −
I∑
i=1
α
(k)
i x
(j)
i ≤ 0 ∀j = 1, . . . ,K (2)
I∑
i=1
α
(k)
i x
(k)
i = 1 (3)
α(k) ∈ RI+ (4)
β(k) ∈ RO+, (5)
where α
(k)
i is the weight for input i and β
(k)
o the weight for output o. (DEA(k)) has K + 1 linear
constraints and I + O continuous variables, and thus can be solved efficiently even for large
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problem instances.
We continue with the model in which p outputs are to be selected from the O available ones
such that the efficiency of DMU k is maximized. Let z
(k)
o be equal to 1 if output o can be
used in the calculation of the efficiency of DMU k, and 0 otherwise. Let E(k)(z(k)) denote the
corresponding efficiency. The decision variables β
(k)
o and α
(k)
i are defined as above. The Output
Selection for DMU k, where p outputs must be selected such that E(k)(z(k)) is maximized, can
be written as the following MILP:
v(k)(p) := maximize(α(k),β(k),z(k))
O∑
o=1
β(k)o y
(k)
o (6)
s.t. (OSDEA(k)(p))
(2)− (5)
β(k)o ≤Mz(k)o ∀o = 1, . . . , O (7)
O∑
o=1
z(k)o = p (8)
z(k)o ∈ {0, 1} ∀o = 1, . . . , O, (9)
where M is a big constant. Constraints (2)-(5) were already present in the classical DEA model.
Constraints (7) make sure that the selection variables z
(k)
o are well defined: if z
(k)
o equals 0,
then β
(k)
o equals 0 too. Constraint (8) models the number of features to be selected. Finally,
constraints (9) relate to the range of decision variables z
(k)
o . (OSDEA(k)(p)) has K + O + 2
linear constraints and I+ 2O variables, where I+O are continuous and O are binary ones. Our
numerical experiments show that this problem can be solved efficiently, although the solution
time is affected by the value of the M constant. The value of M , and thus the computational
burden of the problem, can be reduced using an upper bound on the weight associated with
output o, for each o = 1, . . . , O. It is not difficult to see that, without loss of optimality, β
(k)
o = 0
if y
(k)
o = 0, and thus z
(k)
o = 0. Otherwise, β
(k)
o ≤ 1
y
(k)
o
, by combining (2) and (3). Thus,
constraints (7) can be tighten to
β(k)o = 0 ∀o = 1, . . . , O, such that y(k)o = 0
β(k)o ≤
1
y
(k)
o
z(k)o ∀o = 1, . . . , O, such that y(k)o > 0.
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Let z(k)(p) denote the optimal selection variables to (OSDEA(k)(p)), i.e., the p outputs that
yield the maximum efficiency for DMU k. Thus, the optimal solution value to (OSDEA(k)(p)),
denoted above by v(k)(p), is equal to E(k)(z(k)(p)). A few things are known about the maximum
efficiency v(k)(p) as function of p. The efficiency v(k)(p) is non decreasing in p, i.e., the more
outputs we select the better the efficiency of DMU k can be. Moreover, in the extreme case when
all outputs are considered, we have that v(k)(O) = E(k). Thus, a plausible strategy to choose the
value of p is to look at the marginal contribution of an additional feature, i.e., v(k)(p+1)−v(k)(p),
and stop when this is below a threshold.
2.2 Extensions
In this section we discuss several interesting extensions that can be carried out using the previous
model as a basis. First, we present the formulation when both inputs and outputs are to be
selected, all at once. Second, we model constraints on the weights attached to the outputs.
Finally, we discuss how other attributes attached to the outputs, such as costs and correlations,
may constrain the feature selection.
2.2.1 Selection of inputs and outputs
Note that up to now, and for the sake of clarity, we have focused on the selection of outputs. The
selection of p˜ inputs from the I potential ones can be included in a similar fashion. Indeed, let us
consider the new binary variables z˜
(k)
i , equal to 1 if input i can be used in the calculation of the
efficiency for DMU k, and 0 otherwise. Hence, the Feature Selection for DMU k, (FSDEA(k)(p)),
where p˜ inputs and p outputs are selected, can be written also as an MILP
maximize(α,β,z(k),z˜(k))
O∑
o=1
β(k)o y
(k)
o (10)
s.t. (FSDEA(k)(p))
(2)− (9)
α
(k)
i ≤ M˜ z˜(k)i ∀i = 1, . . . , I (11)
I∑
i=1
z˜
(k)
i = p˜ (12)
z˜
(k)
i ∈ {0, 1} ∀i = 1, . . . , I, (13)
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where M˜ is another big constant. Constraints (11)–(13) are the counterparts of (7)–(9) but
modelling the selection of inputs instead of outputs. (FSDEA(k)(p)) has K + O + I + 3 linear
constraints and 2 I + 2O variables, where half of them are continuous and the other half binary.
Although running times are not an issue for this model, one can lower them even further by
finding tighter values of M and M˜ . As above, this can be done using bounds on the inputs and
the outputs.
2.2.2 Modeling constraints on weights
Our (OSDEA(k)(p)) improves the discriminatory power of the DEA model by focusing on a few
outputs, and eliminating the rest from the calculation of the efficiency of DMU k. There is a
strand of literature that, using also as a basis the discriminatory power, argue the necessity of
controlling the values of the weights [4, 15, 19, 29, 32, 35]. In these works, it is assumed that
we have upper and lower bounds on the weight β
(k)
o , say, L
(k)
o and U
(k)
o , for o = 1, . . . , O, i.e.,
L(k)o ≤ β(k)o ≤ U (k)o ∀o = 1, . . . , O. (14)
Gathering non trivial values for these bounds is not a straightforward task for the user in the
presence of many outputs, as in dataset on benchmarking of electricity DSOs in our numerical
section. In any case, we can enrich our (OSDEA(k)(p)), to not only control whether an output
can be used, but also the range of values for the corresponding weight. These bounds can be
incorporated in constraints (7) in (OSDEA(k)(p)) yielding
L(k)o z
(k)
o ≤ β(k)o ≤ U (k)o z(k)o ∀o = 1, . . . , O. (7′)
There are a few observations to be made. First, the knowledge of upper bounds on the weights
naturally tightens the value of M . Second, if there are meaningful lower bounds on the weights,
i.e., if L
(k)
o > 0, then z
(k)
o must be equal to 1. Third, these positive lower bounds make the
selection problem (OSDEA(k)(p)) infeasible for small values of p. Indeed, this is the case when
there are more than p outputs with a positive lower bound.
2.2.3 Modeling attributes of the outputs
Outputs may have attributes attached to them, which may affect the selection. We will model
two of those.
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First, we will consider that outputs are different in nature and therefore we will attach a
different cost to them. Let co denote the cost associated with output yo, o = 1, . . . , O, which can
measure the collection and the verification of this output in a repeated setting. To select p out-
puts so that their total cost does not exceed a given amount C, we need to add to (OSDEA(k)(p))
the following constraint
O∑
o=1
coz
(k)
o ≤ C. (15)
Second, we can consider the outputs being partitioned into S clusters, with outputs within a
cluster being similar in terms of what they measure. In the context of benchmarking electricity
Distribution System Operators (network companies), clusters may related to the many different
measurements of connections, transformers, lines, cables, etc. Let H = {H1, . . . ,HS} denote
the partitioning of the outputs, namely H` ∩ Hs = ∅ and ∪S`=1H` = {1, . . . , O}. Given the
similarity of outputs within a cluster, we will impose that at most (respectively, at least) p
(max)
`
(respectively, p
(min)
` ) outputs can be selected from H`. In order to do so, we need to add to
(OSDEA(k)(p)) the following constraint∑
o∈H`
z(k)o ≤ p(max)` ∀` = 1, . . . , S. (16)∑
o∈H`
z(k)o ≥ p(min)` ∀` = 1, . . . , S. (17)
Finally, we have correlation ρoo′ between outputs o and o
′ as another attribute. If two outputs
are highly correlated, we may be interested in using only one of them, since the information
they provide is almost the same and can derive in the problem of multicollinearity [6]. Hence,
we want to impose that if ρoo′ is greater than a preselected threshold, then outputs o and o
′
cannot be chosen simultaneously. We can model this by first defining a 0–1 matrix R, in which
Roo′ = 0 if ρoo′ is lower than the threshold, and 1 otherwise. Then, we have simply to add to
(OSDEA(k)(p)) the constraints
z(k)o + z
(k)
o′ ≤ 2−Roo′ , ∀o < o′. (18)
The choice of the threshold have to be done with care, since some works like [26] suggest that
the addition of a highly correlated variable may increase the efficiency.
Throughout this section, we have made the selection of outputs individually for DMU k with
the goal to maximize the efficiency of DMU k. Therefore, for two different DMUs, k and k′,
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the selected outputs, z(k)(p) and z(k
′)(p), may differ. In model specification one is interested in
finding the most discriminatory features in order to build a valid model for all DMUs. With
this in mind, we propose in the next section a mathematical optimization model that selects the
outputs jointly for all DMUs, ensuring they will be the same ones for all DMUs.
3 The joint selection model
In this section, we address the problem in which the selected outputs have to be the same for
all DMUs. First, this joint selection is made maximizing the average efficiency of all DMUs,
yielding an MILP formulation. The model can be enriched as in previous section with input
selection decision variables, as well as constraints modeling desirable properties about the se-
lected features. Second, we propose alternatives to the maximization of the average efficiency
when making the joint selection of outputs, such as the maximization of the weighted average
efficiency, the minimum efficiency, or a percentile of the efficiencies. The joint selection model
can again be formulated as an MILP problem. We also consider the minimization of the square
of the Euclidean distance from each DMU efficiency to the ideal value of 1, where the joint
selection model can be rewritten as a Mixed Integer Quadratic Programming problem.
3.1 The selection model for all DMUs
To obtain all efficiencies E(k) simultaneously, one can solve the following single-objective Linear
Programming formulation
1
K
K∑
k=1
E(k) = maximize(α,β)
1
K
K∑
k=1
O∑
o=1
β(k)o y
(k)
o (19)
s.t.
O∑
o=1
β(k)o y
(j)
o −
I∑
i=1
α
(k)
i x
(j)
i ≤ 0 ∀j = 1, . . . ,K; ∀k = 1, . . . ,K (20)
I∑
i=1
α
(k)
i x
(k)
i = 1 ∀k = 1, . . . ,K (21)
α ∈ RI·K+ (22)
β ∈ RO·K+ . (23)
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It is easy to see that this problem decomposes by DMU, and that each of the subproblems are
equivalent to (DEA(k)), which optimal solution value is E(k).
We continue with the model in which p outputs are to be selected from the O available ones,
the same ones for all DMUs. The goal in this section is to maximize the average efficiency across
all DMUs. Let zo be equal to 1 if output o can be used in the calculation of the efficiencies, and
0 otherwise. The decision variables β
(k)
o and α
(k)
i are defined as above. The Output Selection for
DEA problem, (OSDEA(p)), where p outputs must be selected such that the average efficiency
across all DMUs is maximized, can be written as the following MILP:
v(p) := maximize(α,β,z)
1
K
K∑
k=1
O∑
o=1
β(k)o y
(k)
o (24)
s.t. (OSDEA(p))
(20)− (23)
β(k)o ≤Mzo ∀o = 1, . . . , O; ∀k = 1, . . . ,K (25)
O∑
o=1
zo = p (26)
zo ∈ {0, 1} ∀o = 1, . . . , O, (27)
where M is a big constant. Constraints (20)-(23) are necessary to find the weights of the inputs
and the outputs that the efficiency for each DMU. Constraints (25) make sure that the selection
variables zo are well defined with respect to β
(k)
o . Constraint (26) models the number of features
to be selected. Finally, constraints (27) relate to the range of decision variables zo. (OSDEA(p))
has K(K + O + 1) + 1 linear constraints and K(O + I) + O variables, where K(O + I) are
continuous and O are binary ones. We have multiplied the size of the problem by K, except
for the number of binary variables, which are still one per output. Our numerical experiments
show that this problem can still be solved efficiently. Moreover, and as in previous section,
the computational burden of the problem depends on the value M and we can tighten it using
similar bounds. As before, we might extend the model as in Section 2.2, with input selection
decision variables, as well as constraints to model desirable properties of the outputs.
Let z(p) denote the optimal selection variables to (OSDEA(p)), i.e., the p outputs that
yield the maximum average efficiency. Thus, the optimal solution value to (OSDEA(p)), de-
noted above by v(p), is equal to 1K
∑K
k=1E
(k)(z(p)). In general, we have that E(k)(z(p)) ≤
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E(k)(z(k)(p)), since z(k)(p) is the best strategy for DMU k. As in previous section, the maxi-
mum average efficiency v(p) is non decreasing in p, i.e., the more outputs we select the better
the average efficiency can be. In the limit case, we have that v(O) = 1K
∑K
k=1E
(k). The number
of selected outputs p is a parameter of our model. The user should make the choice of p after
inspecting the curve v(p). As before, a plausible strategy to choose the value of p is to look
at the marginal contribution of an additional feature, i.e., v(p + 1) − v(p), and stop when this
is below a threshold. The question is whether this marginal contribution is nonincreasing, i.e.,
v(p + 2) − v(p + 1) ≤ v(p + 1) − v(p), for all p = 1, . . . , O − 2. Below, we show a toy example
where this inequality is not satisfied, and thus v(p) is not a concave function of p. In the numer-
ical section, devoted to the benchmarking of electricity DSOs, the function v(·) that we obtain
empirically is concave, and thus, not convex.
Counterexample 1. Consider 5 DMUs, each one described by a single input and four different
outputs, as can be seen in Table 1. When performing the feature selection procedure, the results
that we obtain are the following. In the case of selecting just one output, say p = 1, the procedure
chooses “Output 1” and the obtained efficiencies are then just the same as the values of “Output
1” for each DMU. Hence, the average efficiency is 0.8. When two outputs are selected, the
procedure chooses “Output 1” and “Output 2”. These outputs make the average efficiency to be
0.867. Furthermore, if three outputs are selected, the procedure chooses “Output 2”, “Output
3” and “Output 4”. These outputs make all the DMUs efficient (i.e., efficiency equal to 1) and
thus the average efficiency is 1. Clearly,
v(3)− v(2) > v(2)− v(1),
and therefore v(·) is not concave.
A greedy approach is provided in [27] to address the feature selection problem in a nested
fashion. In short, this greedy nested procedure works as follows. For p = 1, (OSDEA(p)) is
solved to optimality. Let o(1) be its best output. For p = 2, (OSDEA(p)) is solved to optimality,
with the additional constraint that zo(1) = 1. Let o(2) be its best output. In general, for p,
(OSDEA(p)) is solved to optimality, with the additional constraints that zo(1) = zo(2) = . . . =
zo(p−1) = 1. Let o(p) be its best output. Clearly, this greedy approach returns a sequence of
outputs that is nested, i.e., the outputs selected in iteration p−1 will also be selected in iteration
13
DMU Input 1 Output 1 Output 2 Output 3 Output 4
1 1 0.6 13
1
3
1
3
2 1 0.7 13
1
3
1
3
3 1 0.8 1 0 0
4 1 0.9 0 1 0
5 1 1 0 0 1
Table 1: Toy example for which v(·) is not concave
DMU Input 1 Output 1 Output 2 Output 3
1 1 0.85 0.2 0.8
2 1 0.95 0.4 0.6
3 1 0.9 0.6 0.4
4 1 1 0.8 0.2
Table 2: Toy example for which the approach in [27] does not provide the optimal solution to
(OSDEA(p))
p, for all p. The following is a toy example that illustrates that the approach in [27] does not
provide, in general, the optimal solution to (OSDEA(p)).
Counterexample 2. Consider 4 DMUs, each one described by a single input and three different
outputs, as can be seen in Table 2. When performing the feature selection procedure, the results
that we obtain are the following. In the case of selecting just one output, say p = 1, the procedure
chooses “Output 1” and the obtained efficiencies are then just the same as the values of “Output
1” for each DMU. When two outputs are selected, the procedure chooses “Output 2” and “Output
3”. These outputs make all the DMUs efficient. However, if either “Output 1” and “Output
2” or “Output 1” and “Output 3” were used instead, the efficiencies would be {0.85,0.9,0.95,1}
and {1,1,0.927,1}, respectively.
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3.2 Alternative objective functions
In (OSDEA(p)), we maximize the average efficiency across all DMUs. In this section, we propose
other objective functions φ() to select the outputs.
A straightforward generalization would be to consider the weighted average efficiency.
φ(w)(α,β, z) =
1
K
K∑
k=1
O∑
o=1
ω(k)β(k)o y
(k)
o . (28)
This is relevant if the DMUs are not equally important. If there is only one input, say cost in $,
we could for example use w(k) = x(k), and (28) would correspond to minimizing the total sector
loss from inefficiency.
Instead of the weighted average efficiency, one could be interested in measuring how far each
DMU is from efficiency. This can be measured with the following quadratic function
φ(q)(α,β, z) =
1
K
K∑
k=1
(1−
O∑
o=1
β(k)o y
(k)
o )
2. (29)
Alternatively, our goal could have been maximizing the worst efficiency, i.e., the minimum one
φ(m)(α,β, z) = min
k=1,...,K
O∑
o=1
β(k)o y
(k)
o . (30)
This is relevant, for example, if outputs are selected with the aim of being Rawlsian fair to-
wards all DMUs. Instead of the minimum, we could have optimized another pi-percentile,
pi = 1, . . . , 100, of the efficiency distribution. Assuming that the efficiencies are given in non-
decreasing order,
∑O
o=1 β
(k)
o y
(k)
o ≤
∑O
o=1 β
(k+1)
o y
(k+1)
o , for all k, we would have
φ(pi)(α,β, z) =
O∑
o=1
β(k(pi))o y
(k(pi))
o , (31)
with k(pi) = bK pi
100
c.
The Output Selection for DEA problem where the goal is to maximize φ(w) in (28), (OSDEA(p))(w),
can be formulated in the same fashion as (OSDEA(p)).
The Output Selection for DEA problem where the goal is to maximize φ(q) in (29), (OSDEA(p))(q),
can be formulated similarly to (OSDEA(p)). While the feasible region remains the same, the
objective function becomes quadratic and the goal is to minimize it, yielding a Mixed Integer
Quadratic Programming formulation.
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The Output Selection for DEA problem where the goal is to maximize the minimum efficiency
φ(m) in (30), (OSDEA(p))(m) can be written as an MILP. Here, we need to define a new variable
λ to rewrite the minimum in the objective function, and include the corresponding constraints
to ensure that the new variable is well defined.
λ ≤
O∑
o=1
β(k)o y
(k)
o k = 1, . . . ,K, (32)
and thus
maximize(α,β,z,λ) λ (33)
s.t. (OSDEA(p))(m)
(20)− (23); (7)− (9); (32).
The Output Selection for DEA problem where the goal is to maximize the pi-percentile φ(pi)
in (31), (OSDEA(p))(pi), can also be written as an MILP, similarly as in [5]. We need to define
a new variable λ that is equal to the percentile, as well as include the corresponding constraints
to ensure that the new variable is well defined. We also need a new binary variable, δ(k), that
is equal to 1 if the efficiency of DMU k,
∑O
o=1 β
(k)
o y
(k)
o , is at least λ and 0 otherwise.
maximize(α,β,z,λ,δ) λ (34)
s.t. (OSDEA(p))(pi)
(20)− (23); (7)− (9)
O∑
o=1
β(k)o y
(k)
o ≥ λ−M ′(1− δ(k)) ∀k = 1, . . . ,K (35)
K∑
k=1
δ(k) = bK pi
100
c (36)
δ(k) ∈ {0, 1} ∀k = 1, . . . ,K, (37)
with M ′ a big constant.
4 Numerical section
In this section, we illustrate the models in previous sections using a real-world dataset in bench-
marking of electricity DSOs [2, 3]. Here, we have K = 182 DMUs, O = 100 outputs, and I = 1
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input. As customary, each output has been normalized dividing it by the difference between the
maximum and the minimum values of the output. Figure 1 displays the correlations between
the outputs, with darker colours pointing at higher correlations. This matrix reveals subsets
of outputs highly correlated with each other, such as outputs 23 to 31, where correlations are
above 0.5, except for corr(23, 27) = 0.37 and corr(27, 29) = 0.35.
The experiments were run on a computer with an Intelr CoreTM i7-6700 processor at 3.4
GHz using 16 GB of RAM, running Windows 10 Home. All the optimization problems have
been solved using Python 3.5 interface [30] with Gurobi 7.0.1 solver, [16].
We have solved (OSDEA(p)) for p = 1, . . . , 10, with M equal to 1000. We have run the
approach in [27] to provide (OSDEA(p)) with an initial solution. A time limit of 300 seconds
has been imposed, although this is not binding for small values of p. Once (OSDEA(p)) has
selected the p outputs, p = 1, . . . , 10, we calculate the efficiencies of the DSOs obtained with
the chosen outputs. The results are summarized in Table 4, and Figures 3 and 2, while the
correlation matrix in Figure 4 highlights the correlations between the selected outputs.
Table 4 presents summary statistics of the distribution of the efficiencies, namely the min-
imum, the maximum, the average (i.e., v(p)), the standard deviation, the quartiles qi, and the
interquartile range (i.e., q3-q1). The last column of this table reports the selected outputs. Fig-
ure 2 displays the box-and-whiskers plots as well as the average efficiency v(p), and Figure 3 the
histograms of the distribution of the efficiencies. The average efficiency improves with the num-
ber of selected outputs, p, increasing from 0.5555 to 0.8732. Figure 2 shows that the marginal
effect of increasing p to p+1 is decreasing for this dataset. When looking at the quartiles, we can
see that there is a substantial improvement too by increasing p. When the number of selected
features, p, is small the chosen features give poor efficiencies to some of the DMUs. Indeed, for
p ≤ 5, the minimum efficiency is below 0.1200. As p increases, we can see that this minimum
increases rapidly with p. The first quartile increases from 0.4743 to 0.7902. Similarly, for the
median, we have 0.5637 to 0.9090, while for the third quartile 0.6300 to 1.0000. The maximum
efficiency is already maximal, i.e., equal to 1.0000, for the smallest value of p, and remains like
that for all values of p tested. In general, the standard deviation of the efficiencies decreases
with p, while the interquartile range increases. In terms of the correlations, for small values of
p, the selected outputs are highly correlated with each other. For instance, for p = 2, we choose
outputs 11 and 31, for which corr(11, 31) = 0.91; while for p = 3, we choose outputs 21, 31, 54,
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p min max mean st. dev. q1 q2 q3 q3-q1 selected features
1 0.0000 1.0000 0.5555 0.1695 0.4743 0.5637 0.6300 0.1557 59
2 0.0006 1.0000 0.6553 0.1708 0.5772 0.6682 0.7482 0.1710 11 31
3 0.0009 1.0000 0.7118 0.1643 0.6391 0.7222 0.7839 0.1448 21 31 54
4 0.1161 1.0000 0.7487 0.1511 0.6645 0.7479 0.8404 0.1759 16 21 31 59
5 0.1161 1.0000 0.7812 0.1494 0.6962 0.7738 0.8911 0.1949 16 21 31 59 94
6 0.3105 1.0000 0.8082 0.1402 0.7222 0.8068 0.9305 0.2083 16 19 21 31 59 94
7 0.3105 1.0000 0.8290 0.1404 0.7474 0.8355 0.9545 0.2071 16 19 21 31 59 91 94
8 0.3105 1.0000 0.8462 0.1402 0.7658 0.8689 0.9802 0.2144 16 19 21 31 59 91 94 97
9 0.3105 1.0000 0.8610 0.1370 0.7789 0.8841 0.9972 0.2183 16 19 21 31 59 74 91 94 97
10 0.4576 1.0000 0.8732 0.1304 0.7902 0.9090 1.0000 0.2098 16 19 21 29 31 59 74 91 94 97
Table 3: Summary statistics for the distribution of efficiencies, for p = 1, . . . , 10
with corr(21, 31) = 0.89, corr(21, 54) = 0.88 and corr(31, 54) = 0.91. Actually, for p = 2, . . . , 5,
the smallest correlation between the selected outputs is equal to 0.61. For p = 10, there are only
two outputs, for which we can find correlations below 0.5, namely outputs 19 and 74.
In real-life applications, the DMUs may be consulted on the chosen outputs. This may be
useful to ensure that the resulting choices make conceptual sense. However, such involvement
is likely to lead strategic behavior. The evaluated DMUs may try to influence the choice of
outputs in their own advantage. This may lead to a game between the DMUs (the players),
each of which has preferred selections of outputs (strategies), and the modeler, who is trying to
make a reasonable selection based on the resulting efficiencies of all DMUs (the outcome).
To start investigating the challenges of such strategic behavior, we will consider a simple game
or social choice problem. Without loss of generality, we assume that p is fixed. We assume that
there are K players, the DMUs, and K+ 1 strategies or choices, namely the selection of outputs
zk(p) according to the individual preferences as determined by (OSDEA(k)(p)), k = 1, ,K, and
to the joint selection z(p) as determined by (OSDEA(p)). We will think of the joint selection z(p)
as the default or status quo selection and the question is now if one of the individual selections
zk(p) would be preferred by a large group of DMUs. If so, the modeler is likely to face strong
opposition to his proposed selection of outputs.
For DMU k′, the selection of outputs made with (OSDEA(k′)(p)), z(k′)(p), is at least as
attractive as the one made with (OSDEA(p)), z(p), or in other words, the reported efficiency
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with z(k
′)(p) is at least as high as the one with z(p). However, for any other DMU k 6= k′, it is not
clear whether the selection z(k
′)(p) reports a higher efficiency for DMU k or not. One would like
to know how many DMUs prefer the joint strategy z(p) over the K individual strategies z(k
′)(p).
The so-called cross-efficiency measures this preference. Let ∆(k)(k′) = E(k)(z(k′)(p))−E(k)(z(p)),
with k, k′ = 1, . . . ,K, be equal to the difference in reported efficiency for DMU k by the joint
selection model and the individual selection model for DMU k′. We can define
Π(k′) =
100
K
cardinality({k : ∆(k)(k′) > 0}),
i.e., the percentage of DMUs that prefer the individual strategy of DMU k′ over the joint one.
In Figure 5, we illustrate the share of DMUs that prefer individual selections to the joint selec-
tion. As for the joint strategy, a time limit of 300 seconds has been imposed to (OSDEA(k
′)(p)),
although this is not binding for any value of p. We have binned the support to the individual
selections in intervals of width 5%. The height of the first bar indicates how many individual
strategies are preferred by [0%,5%) of the DMUs, the height of the second bar corresponds to
[5%,10%) DMUs supporting it, etc. When p increases, we see that less individual strategies
are preferred by many DMUs over the joint strategy. Indeed, for values of p above 5, the joint
strategy is supported by at least 50% of the DMUs over any of the individual strategies, while
for values of p above 7, this becomes at least 60%. We can therefore conclude that, in this simple
game, as the model gets larger, it becomes less likely that a large group of DMUs will agree on
alternative to the modelers selection.
5 Conclusions
In this paper, we have proposed a single-model approach for feature selection in DEA. When
the objective is the average efficiency of the DMUs, the problem can be written as an MILP
formulation. We have considered other objectives such as the squared distance to the ideal point,
where all the DMUs are efficient, yielding a Mixed Integer Quadratic Programming formulation;
and we have shown how to enrich the model to allow for situations where different features come
with different costs, e.g., related to data collection or data quality, and where features can be
grouped and restrictions can be placed on the use of different groups of features in the specific
industrial application. Our numerical section illustrates that we can find good solutions in a
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reasonable amount of time for the case in which the average efficiency is the goal, which boils
down to an MILP.
Our approach deviates from previous literature on feature selection in several ways. It is
purely based on mathematical programming as opposed to a mixture of statistical and mathe-
matical programming methods, where the desirable properties above can be modeled in a natural
way. It works directly with the original features as opposed to dimensionality reduction tech-
niques, which create artificial features. It focuses on the choice of features from a large set
of potential candidate features. Finally, it can handle different objective functions to reflect
the underlying objective of the modeler and the application context, e.g., the conflicts between
different groups of DMUs in the evaluation.
In this paper, we have also introduced an element of game theory. This is relevant since the
evaluated parties in applied projects typically will try to influence the feature selection. It is
therefore important to think about the conflict between choosing features from a joint and an
individual point of view. We have shown how conflicts can be partially analyzed via the cross-
efficiency matrix and we have illustrated the conflict between individual and joint perspectives
in the numerical application. In the future, it would however be relevant to further explore these
issues. One limitation of our analysis above is that we only consider K specific alternatives to
the modelers joint selection. In theory, there are, of course, many more alternatives. Indeed, any
subset of size p from the set of potential outputs O could potentially muster the support of many
DMUs against the modelers proposal. The strategic analysis of all possible alternatives is likely
to become overwhelming. It may therefore be relevant to introduce some restrictions. One idea
is to detect relevant clusters of DMUs and make the selection of features tailored to them. By
looking at likely interest groups, the game theoretical analysis may be less complex. Groupings
could, for example, refer to small versus large, start-up versus well-established, urban versus
rural, and investor-owned versus cooperatively owned DMUs. Also, it would be interesting to
add constraints to the feature selection model in order to guarantee the support of a number of
DMUs, e.g., a majority of DMUs, hereby modeling more general game theoretical aspects, such
as the scope for forming coalitions.
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Figure 1: Correlation matrix for the outputs, highlighting the correlation between with the
selected outputs for p = 10
25
Figure 2: Box-and-whiskers plots of efficiencies, including average efficiency, for p = 1, . . . , 10
26
Figure 3: Histograms of the distribution of the efficiencies, p = 1, . . . , 10
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Figure 4: Correlation matrix for the selected outputs for p = 10
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Figure 5: Histograms of the distribution of preferences of individual strategies over the joint
strategy, p = 1, . . . , 10
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