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基于样本选取的决策树改进算法
冯少荣 1, 2 , 　肖文俊 2
(1. 厦门大学信息科学与技术学院 , 福建 厦门 361005; 2. 华南理工大学计算机科学与工程学院 , 广东 广州
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摘 　要 : 为提高决策树分类算法的精度 ,通过比较几种经典的决策树分类算法 ,提出了基于样本选取的改进的
决策树分类算法. 改进算法基于决策树精度与样本的相关性较大以及决策树只能得到局部最优解的事实 ,通过
反复迭代寻找较优样本 ,从而在不改变决策树分类算法的前提下 ,得到较好的决策树分类算法. 该算法不针对某
个决策树 ,只利用输入和输出的反馈信息进行迭代 ,因此通用性较好 .实验证明 ,该改进算法与 ID3, C4. 5算法平
均错误率的比值约为 0. 82∶1. 22∶0. 92.
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Abstract: To raise the accuracy of decision tree classification algorithm s, an imp roved decision tree
classification algorithm based on samp les selection was p roposed by comparing several classical decision
tree classification algorithm s. This imp roved algorithm searches better samp les through a constantly
iterative p rocess based on the facts that the correlation between decision trees’accuracy and samp les is
large and decision trees can only get a local op timal solution. A s a result, a better decision tree
classification algorithm can be obtained under the condition of not changing the decision tree
classification algorithm. The imp roved algorithm is not aim ing at a decision tree and it carries through
iteration only based on some feedback information of input and output, so its universality is better.
Experimental results show that the ratio of the average error rates of the imp roved algorithm and the
ID3, C4. 5 algorithm s is about 0. 82 to 1. 22 to 0. 92.
Key words: decision tree; samp les selection; ID3 algorithm; entropy; classification
　　决策树算法 [ 1～6 ]是数据挖掘中的一个比较活跃的研究领域 ,是对分类问题进行深入分析的方法 ,但构
造最优决策树是一个 NP困难问题. 传统的决策树算法 [ 2, 7, 8 ]主要是针对小数据集的 ,大都要求训练集常驻
内存 ,这使得传统决策树算法在可伸缩性、精度和效率方面受到很大的制约. 在数据挖掘应用中面临的数
据集往往是容量巨大的数据库或者数据仓库 ,由于数据不可能完全放入主存 ,在构造决策树时需要将数据
在主存和缓存中导入或者导出 ,运算效率大大降低. 针对这些问题 ,许多研究人员对决策树技术在数据概
化与约简、抽样方法、数据重构以及结合其它算法和并行机制等方面做了研究 [ 9, 10 ] ,但仍有很多问题亟待
解决 ,需要多方面进一步研究 [ 11 ] ,如 :
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(1) 增量式训练. 随着新数据的产生 ,由原有数据训练产生的决策树可能已不能正确反映数据中的规
律 ,而重新构建训练集 ,重新产生决策树则在效率上无法满足绝大多数应用. 因此 ,增量式训练成为一个新
的研究热点.
(2) 多树结合. 目前 , Bagging与 Boosting技术被引入 C4. 5算法 [ 7, 8 ] . 该技术利用多棵树提高单棵树
的预测精度. 从实验数据来看 ,效果较好.
(3) 处理复杂类型的数据. 数据集是多样化的 ,因此 ,除了能处理结构化的数据外 ,对半结化、非结构
化以及异种数据库进行挖掘 ,也对决策树提出了挑战.
(4) 进一步提高精度. 决策树具有较高的方差. 通常 ,数据较小的变化将导致一系列完全不同的分裂 ,
使得解释不稳定. 造成这种不稳定的主要原因是过程的分层本性 ,顶层分裂中的错误会传播并影响到下面
的所有分裂. 通过尝试使用较稳定的分裂准则 ,可以在某种程度上缓解这种影响 ,但无法消除这种固有的
不稳定性.




和给定测试集 ,通过训练集形成决策树 ,通过测试集测试树的精度. 但是 ,对于一棵层次较多、分类比较复
杂的决策树 ,通过一次生成的树不可能是最优的 ,而且很可能在剪枝过程中出现问题或者并不能很好地起
到剪枝的效果.
因此 ,可动态地提取样本进行决策树的拟合 ,通过不同的拟合尝试生成相对较优的决策树. 将较大量
的数据通过随机抽取 ,动态地生成训练样本 ,同时用剩余的样本作为测试集 ,生成决策树后进行测试. 接着
抽取新的样本重复以上过程 ,同时比较它们的误差率 ,选取误差率较小的决策树作为较优的决策树.
通过比较几种决策树算法 ,发现决策树的生成与训练集样本的选取有很大的关系. 由于训练集样本是
随机抽取的 ,当样本抽取恰好能涵盖大部分要提取规则的情况 ,则输出的决策树的误差率较小 ,效果较好 ;
当提取的样本比较“偏激 ”,不能包含大部分的规则 ,则输出的决策树的误差率比较大. 训练集的产生可以
采用以下几种方法 :
(1) 将被标记的原始数据划分成两个不相交的集合 ,分别称为训练集和检验集. 在训练集上归纳分类
模型 ,在检验集上评估模型的性能. 训练集和检验集的划分比例通常根据分析家的判断 (例如 , 1∶1,或者
2∶1) . 分类器的准确率根据模型在检验集上的准确率评估. 该方法的局限性 : ①建立的模型不如使用所有
被标记样本建立的模型好 ; ②模型高度依赖于训练集和检验集的构成 ; ③训练集和检验集不是相互独
立的.








(3) 把数据分为相同大小的两个子集 ,选择一个子集作训练集 ,而另一个作检验集 ,然后两个集合的
角色互换. 总误差通过对两次运行的误差求和得到. 此法可进一步推广 ,把数据分为大小相同的 m 份 ,在
每次运行时 ,选择其中一份作检验集 ,而其余的全作为训练集 ,该过程重复 k次 ,使得每份数据都恰好用于
检验一次. 同样总误差是所有 k次运行的误差之和. 该方法的不足是整个过程重复 k次 ,计算上开销较大 ,
此外 ,因为每个检验集只有一个样本 ,性能估计度量的方差偏高.
(4) 前面介绍的方法 (1) ～ (3)都是假定训练样本采用不放回抽样 ,因此 ,训练集合检验集都不包含
重复样本. 本方法中 ,训练样本采用有放回抽样. 如果原始数据有 N 个样本 ,一个样本被抽取的概率是
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1 - (1 - 1 /N )
N
,当 N 充分大时 ,该概率逐渐逼近 0. 632. 没有抽中的样本就成为检验集的一部分 ,将训练
集建立的模型应用在检验集上 ,得到抽样样本准确率的一个估计 ri. 抽样过程重复 b次 ,产生 b个估计. 根
据每次抽样样本的准确率 ( ri )和由包含所有抽样样本的训练集计算的准确率 ( rs ) ,此方法分类器总准确






(0. 632 ri + 0. 368 rs ) . (1)
实际上 ,决策树不可能达到 100%的正确率 ,这和样本的随机抽样有关. 对于不同抽样样本 ,可得到不同品
质的决策树 ,由于有时候初次提取的样本过于“偏激 ”,导致决策树整体性能降低 ,因此 ,需要替换这些样
本. 而决策树在生成时无法判断样本的质量 ,这里 ,借鉴遗传算法的思想 ,即产生变异 ,通过变异来更新样
本. 因此 ,部分替换最初选取的样本 ,可使得训练集不断优化. 而这个替换的依据是使用训练集对生成的树








(1) 从数据库中随机抽取的一个包含 N 个样本的样本集 S,在此样本集中不事先划定训练集和测试
集 ,将这些样本全部送入内存.
(2) 从样本集 S中随机选择 M 个样本作为训练集 S seed ,剩余样本作为测试集 Ttest. 设 P (一般取 P =
0. 2)为变异概率 , kmax (一般取 50次 )为最大迭代次数.
(3) 生成一个随机数 p (0 < p < 1) ,若 p < P,则重新生成 S seed集.
(4) 根据 S seed集生成决策树 T. 样本迭代次数 k增 1.
(5) 对当前训练集 S seed进行测试 ,得到个数为 nbad的不吻合的样本集 B bad. 从 Ttest集中随机选取 nbad个
样本与 B bad集进行交换 ,形成新的 S seed集和 Ttest集. 计算 T对 S的误差 ,样本每次迭代的误差 Gerr. 并保留当
前误差最小值 Vm inErr.
(6) 判断本次迭代误差是否等于 Vm inErr. 若不等于 Vm inErr ,将 T存储为 Tbest , 转步骤 ( 3 ) . 否则 , 转
步骤 (7) .
(7) 判定 k是否小于 kmax. 若小于 kmax则返回步骤 (8) ;若不小于 kmax ,则输出决策树.
(8) 从 Ttest集中随机选取 nbad个样本与 B bad集进行交换 ,形成新的 S seed集和 Ttest集. 然后转步骤 (3) .
2　算法实验
　　取某地 1994～2004年 6月 21日～9月 10日共 810 d的天气数据作为样本 ,共 810个. 初始训练集为
400个 ,测试集为 410个样本 ,迭代次数为 50次 ,采用 MATLAB计算.
首先将分类属性样本“明日最高温 ”进行数据离散化处理. 步骤如下 :
(1) 将分类属性按照升序排列 ,形成散点图.




采用模糊聚类的思想 ,同样利用 MATLAB工具箱中的 FCM模糊聚类函数进行 ,根据实际情况以及分
类结果 ,发现分成 4类是比较好的结果. 如图 1所示.
由图 1的结果可以看出经模糊分类后的数据可以按最高温分类 ,从而实现分类属性的离散化. 不妨规
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图 1　模糊分类结果
Fig. 1　Result of the fuzzy classification
定分类标准 :最高温小于 29. 230 ℃为第 1类 ,在 29. 230
～32. 647 ℃为第 2类 , 32. 647～35. 200℃为第 3类 ,大于
35. 200 ℃为第 4类. 这样就可以为数据标上分类标签了.
采用模糊聚类方法对分类属性样本分类 ,分为 4类 ,
分界点分别为 29. 230 ℃、32. 647 ℃和 35. 200 ℃. 离散化
后的结果如表 1所示.
表 1　分类样本离散化结果
Tab. 1　D iscrete results of classification samp les
类别 数值范围 /℃ 样本数 样本数比例 / %
1 C≤29. 230 89 11. 0
2 29. 230 < C≤32. 647 192 23. 7
3 32. 647 < C≤35. 200 316 39. 0
4 C > 35. 200 213 26. 3
　　从样本的区分度来看 ,第 1类的样本数比较少 ,第 3类的样本数较多. 由于本改进算法打破了训练集
和测试集的界线 ,从程序运行经验来看 ,样本集的各类样本数的多寡对于分类影响不大.
3　计算结果分析
　　通过 10次计算 ,得到的计算结果如表 2所示 ,样本是通过随机选取 ,变异等操作进行改变的 ,但是可
以看出误差率在 28%左右. 而对普通的 CART算法进行随机选取的样本计算结果如表 3所示. 从表 3可以
看出 ,不管 CART算法使用什么样的数据 ,其误差率都在 32%左右 ,而使用改进的决策树算法 ,误差率减
小了 5%左右. 为方便起见 ,选取了一次改进算法运算. 表 4是改进算法构造的决策树与经典决策树 ID3
算法和 C4. 5算法构造的决策树的对比. 从表 4可以看出 ,改进算法与经典 ID3、C4. 5构造的决策树相比 ,
平均错误率比值大约为 0. 82∶1. 22∶0. 92,所以改进后算法具备较好的精度 (错误率单位为 % ).
表 2　使用改进算法进行 10次运算的误差率
Tab. 2　Error rate of ten times operation using the imp roved algorithm
次数 1 2 3 4 5 6 7 8 9 10
误差率 /% 30. 25 27. 02 29. 88 27. 60 28. 12 26. 87 28. 56 29. 68 30. 63 28. 47
表 3　普通的 CART算法计算的 50次误差率
Tab. 3　Error rate of fifty times operation using the traditional CART algorithm
次数 1 2 3 4 5 6 7 8 9 10
误差率 /% 30. 23 32. 72 31. 48 31. 36 33. 21 33. 09 32. 72 32. 47 33. 72 33. 21
次数 11 12 13 14 15 16 17 18 19 20
误差率 /% 33. 95 32. 96 33. 21 33. 21 33. 21 33. 21 30. 74 30. 25 32. 59 32. 72
次数 21 22 23 24 25 26 27 28 29 30
误差率 /% 32. 72 21. 85 30. 37 33. 09 31. 73 34. 07 34. 57 35. 31 30. 25 31. 26
次数 31 32 33 34 35 36 37 38 39 40
误差率 /% 32. 72 31. 85 30. 37 33. 09 31. 73 34. 07 34. 57 35. 31 30. 25 31. 36
次数 41 42 43 44 45 46 47 48 49 50
误差率 /% 29. 88 32. 84 32. 96 30. 86 32. 35 31. 23 32. 98 31. 98 31. 85 31. 85
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表 4　改进算法构造的决策树与传统 ID3及 C4. 5算法构造的决策树比较














80 10 0. 8 7 0. 0 11 0. 8
80 16 0. 1 7 0. 7 11 0. 0
160 20 2. 9 14 0. 5 13 0. 7
160 24 0. 5 16 1. 9 16 1. 5




优样本 ,从而在不改变决策树算法的前提下 ,得到比较好分类的决策树算法. 该算法不针对某个决策树 ,只
利用输入和输出的一些反馈信息进行迭代 ,因此通用性较好.
本文提出的基于样本选取的决策树改进算法 ,抓住提高决策树精度的难点 ,从输入样本的选取出发来
提高决策树分类算法的精度. 本文的算法一般取迭代次数为 50. 本文实验以迭代 45次作为迭代结束的条
件 ,将改进算法与 ID3及 C4. 5算法进行了对比. 实验结果表明 ,改进算法明显提高了决策树精度. 由于迭
代次数对决策树精度有较大影响 ,因此 ,如何选择合适的迭代次数来保证决策树精度达到预期的要求是下
一步研究的内容. 目前 ,独立的分类算法己经趋于成熟 ,而对于各种分类算法的输入输出环节还有提高的
空间. 如在样本选取时结合遗传算法等思想 ,或将多个分类算法组合 ,通过组合思想得到不同的算法的权
重 ,从而得到较优的组合分类算法 ,以增加分类的精确度.
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