We present a general formulation of analytic nuclear gradients for the coupled-cluster with single and double substitution (CCSD) and equation-of-motion (EOM) CCSD energies computed using Cholesky decomposition (CD) representations of the electron repulsion integrals. By rewriting the correlated energy and response equations such that the storage of the largest four-index intermediates is eliminated, CD leads to a significant reduction in disk storage requirements, reduced I/O penalties, and an improved parallel performance. CD thus extends the scope of the systems that can be treated by (EOM-)CCSD methods, although analytic gradients in the framework of CD are needed to extend the applicability of (EOM-)CCSD methods in the context of geometry optimizations. This paper presents a formulation of analytic (EOM-) CCSD gradient within the CD framework and reports on the salient details of the corresponding implementation. The accuracy and the capabilities of analytic CD-based (EOM-)CCSD gradients are illustrated by benchmark calculations and several illustrative examples.
I. INTRODUCTION
Analytic gradient techniques are of major importance in modern quantum chemistry. 1, 2 Thus, the development of an analytic scheme for the evaluation of nuclear forces at the Hartree-Fock level by Pulay 3 opened the path for the routine computational determination of molecular geometries, something which until today is one of the main applications of quantum chemistry. Over the years, essentially for all available quantum-chemical schemes, analytic-derivative techniques have been developed. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] Focusing on coupled-cluster (CC) theory 17 as the current standard for highaccuracy computations, the first implementation of analytic gradients within the CC singles and doubles (CCSD) approximation 18 was reported by Scheiner et al. 12 Analytic gradients for the CCSD(T) scheme, 19 which augments the CCSD approximation with a perturbative treatment of triple excitations, were first implemented by Scuseria; 13 a more efficient implementation was provided somewhat later by Lee and Rendell. 14 Today, CC analytic gradients as well as analytic second-derivative techniques are available for essentially all CC models with arbitrary excitation levels as well as additional approximations. 15, 16, [20] [21] [22] [23] [24] [25] [26] [27] [28] CC theory can be elegantly extended in its applicability via the equation-of-motion CC (EOM-CC) approach, [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] which has become the method of choice for the treatment of excited, ionized, or electron-attached states. Analytic gradients for these methods have also been reported. [41] [42] [43] [44] [45] [46] [47] In recent years, significant effort has been made to extend the applicability of existing quantum-chemical methods to larger systems. [48] [49] [50] [51] [52] [53] Many ideas have been pursued, ranging from the use of integral-direct techniques, [54] [55] [56] [57] efficient integral screening, Laplace transformation, 59 ,60 exploitation of the local character of correlation, 61, 62 multilevel approaches, [63] [64] [65] and use of pair-natural orbitals (PNOs) 51, 53, 66, 67 up to the representation of the two-electron integrals by means of resolution-of-identity techniques (RI, also referred to as density fitting) [68] [69] [70] or Cholesky decomposition (CD). 52, [71] [72] [73] [74] [75] [76] [77] RI schemes are nowadays routinely used in density-functional theory (DFT), second-order Møller-Plesset perturbation theory (MP2), and CC calculations, 70, [78] [79] [80] [81] [82] [83] as well as multiconfigurational methods. [84] [85] [86] These developments together with a local correlation treatment have made it, for example, possible to carry out CC calculations on a protein (crambin) consisting of more than 600 atoms and with more than 6000 basis functions. 66 The CD scheme is also routinely used in quantum chemistry, but it was, due to its associated cost for the decomposition step, until only recently applied in the framework of multiconfigurational self-consistent field (SCF), 84 CASPT2, 85 or CC theory. 82 Owing to the recently introduced new decomposition algorithm, 77 which removes the storage bottlenecks of the original procedure, the use of CD in quantum chemistry will, most likely, expand.
While all these developments significantly enhance the applicability of single-point energy computations for larger systems, somewhat less work has been done with respect to analytic gradients. 78, [87] [88] [89] [90] [91] [92] [93] The reason for this is simply that all of the mentioned schemes that speed up computations complicate the theory and, in this way, also the formulation of analytic gradient theory. Nevertheless, in the context of RI, analytic gradients have been reported for DFT, MP2, 78 CC methods, 80, 81, 88, 89 as well as various multireference schemes; 90, 94, 95 for the CD schemes, gradient implementations have been described for CASSCF 92 and MP2. 91 Even less work has been done so far for local correlation and PNO treatments. 93, [96] [97] [98] [99] Most of the work here has been limited to MP2 theory, 97, 99 although the theory for local CC gradients has been put forth in the literature 96 and an analytic scheme for the evaluation of first-order properties is available for the local PNO-CC approach. 98 However, no analytic gradients using CD have been so far reported for CC and EOM-CC methods, despite the fact that the CD scheme significantly extends their range of applicability 77, 82, 83 and in this way renders calculations for medium-size molecules with a few dozens of heavy atoms and 400-800 basis functions feasible on a modest hardware (e.g., midrange single computing nodes). 77, 100, 101 The present paper addresses this issue and describes our implementation of analytic CCSD and EOM-CCSD gradients when using CD for the treatment of the two-electron integrals. Our work builds upon Ref. 82 in which implementations for RI and CD based (EOM-)CC methods were reported. We will describe in Sec. II the underlying theory with a special focus on how the required derivatives of the Cholesky decomposed two-electron integrals are obtained together with a reformulation of (EOM-)CC gradient theory suitable for use with the decomposed integrals. This is followed in Sec. III by a sketch of our implementation within the Q-Chem program package 102, 103 (we note that the implementation naturally includes the RI gradients as a special case). Section IV demonstrates in test calculations the accuracy as well as the applicability of our implemented analytic gradient schemes. The latter is documented by geometry optimizations for the ground and excited electronic states of a dicopper single-molecule magnet (Cu 2 O 10 C 8 H 16 ) with 36 atoms and 202 electrons (418 basis functions).
II. FORMALISM
The coupled-cluster (CC) wave function has the following form:
where Φ 0 is the reference determinant, usually the Hartree-Fock (HF) wave function, and T is the cluster operator. In the CCSD approximation (CC with single and double substitutions), T is truncated at the double excitation level,
with 
EOM-CC (equation-of-motion CC) and the closely related linearresponse CC theory extend the CC formalism to treat multiple electronic states of various nature. [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] 43, 46 Using general CI-like excitation operators R, the EOM-CCSD wave functions are given by
Different types of target states can be accessed by using different definitions of the operator R and different Φ 0 . In EOM-EE-CCSD, operator R is particle and spin conserving (1h1p and 2h2p, h = hole and p = particle), describing the excited states of the reference with N electrons, 30, 32, 33 
In EOM-SF, the R operator is also of 1h1p and 2h2p type, but it changes the spin of the state (actually Sz and also, but not necessarily, S 2 ). 35, 104 In EOM-IP-CCSD, the operator R is of 1h and 2h1p type, allowing access to (N − 1)-electron states. 43 In EOM-EA-CCSD, the R operator is of 1p and 1h2p type, providing access to (N + 1)-electron target states. 34 By introducing the similarity-transformed Hamiltonian, H ≡ e −T He T , the EOM-CC equations can be cast in the form of a 
In the truncated space of determinants, Eq. (10) yields
The EOM states in this formulation are just CI-like vectors and the ground state is represented by Φ 0 (i.e., R =1), which is an eigenstate ofH by virtue of Eq. (4). The EOM amplitudes satisfy a bivariational principle, 37 which is exploited in gradient and property calculations. 25, [42] [43] [44] [45] 105 Within this bivariational formalism, the left eigenstates ofH are defined using excitation operators L,
and their amplitudes are determined by
For the EOM states, L 0 = 0, and for the CC reference state, L 0 = 1 (historically, 106 the left L † operator for the reference state is denoted by the (1 + Λ) operator). The left and right EOM states form a biorthogonal set,
The theory for analytic gradients and higher derivatives can be conveniently derived using a Lagrangian formulation. 106 The EOM-CC Lagrangian is [43] [44] [45] 105, 107 
where the first term is the EOM-CC energy, the second term imposes the biorthogonality constraint, the third term represents the constraints imposed by the CC equations [Eq. (4)], Z is an operator whose amplitudes are the Lagrange multipliers (for the reference CCSD state, with Z being 0), and the last two terms incorporate the Hartree-Fock equations (f and S denote the Fock and overlap matrices, respectively, and denotes the orbital energies), accounting for the orbital-response contributions to the gradient. 108 The equations for the amplitude response and orbital response for standard EOM-CCSD gradients, as well as the expression for the gradient in terms of density matrices can be found, for example, in Refs. 43-46. In the following, we extend the available analytic-gradient formulations to CD-CCSD and CD-EOM-CCSD.
The expression for CCSD/EOM-CCSD energy gradients has the following form (see, for example, Ref. 45):
where h ξ pq and ⟨pq||rs⟩ ξ are
and S ξ pq is
and Cµp denotes the molecular orbital (MO) coefficients. The effective density matrices ρ and Π are
with γ ′ and Γ ′ denoting the nonrelaxed density matrices, γ ′′ and Γ ′′ accounting for the amplitude-response contributions, and γ ′′′ and Γ ′′′ representing the orbital-response contributions. Detailed expressions for all density matrices as well as the orbital-and amplitude-response equations are found, for example, in Ref. 45 .
Because the matrix II of electron-repulsion integrals (ERIs) is positive-semidefinite, it can be decomposed according to the Cholesky decomposition procedure (CD). 71 Using Mulliken notation 106 for the ERIs,
where M is the rank of decomposition and (µν|λσ) (CD) is referred to as CD-ERI (Cholesky-decomposed ERI) in this paper. The maximum of M is N 2 (full rank), where N is the total number of AO basis functions. When M equals the full rank, the "≈" becomes "=" in Eq. (26) , indicating that the ERI is fully recovered from the Cholesky vectors B P µν . The error, which is the maximum deviation between (µν|λσ) and (µν|λσ) (CD) , can be controlled by letting it be smaller than the CD threshold 10 −δ . Depending on the requested accuracy, the size of M can be much smaller than N 2 (empirically, M is close to δN, where δ is the same as in the definition of the threshold). (27) so that the CD representation of the antisymmetrized ERIs (in Dirac notation 106 
where P − rs performs antisymmetrization with respect to the two indices r and s. Expressions for the CCSD/EOM-CCSD energy and the equations in the spin-orbital basis for the amplitudes in terms of the CD representation of the ERI can be derived by substituting Eq. (28) into Eq. (4). The corresponding expressions for the amplitude equations together with those for the respective intermediates were given in Ref. 82 . Here, we report the expressions for the left EOM eigenproblem (and the CCSD Λ equations), the EOM amplitude-response equations, and the density matrices. The corresponding expressions are given in the supplementary material. Although our spin-orbital implementation of standard and CD (EOM-)CC codes takes advantage of permutational, point-group, and spin symmetries via the libtensor library, 109 additional savings may be achieved by using a spin-adapted implementation in atomic orbital basis (see, for example, Refs. [110] [111] [112] .
A note is warranted whether the CD is used only in the correlation part of a CCSD/EOM-CCSD calculation or in the full computation. One can consider here two definitions of CD-(EOM-)CCSD energy: one using the HF energy computed using CD-ERIs and the other using the HF energy computed with the original ERIs. Both schemes converge to the same result when the CD threshold is tightened. One can consider both options, and one needs to be only consistent by using an appropriate definition of the Lagrangian, Eq. (17), when deriving the orbital-response equations. Our results in Sec. IV illustrate that the differences between the two schemes are minute. In our production code, we choose to implement the approach based on the definition of the CD-(EOM-)CCSD energy using the standard HF energy computed with original ERIs.
A. Evaluation of the derivatives of Cholesky vectors
To simplify the expressions, in this section, we introduce the labels bI and kJ to denote pairs of basis functions µν, i.e.,
The indices bI and kJ run over all basis pairs µν, i.e., kJ = 1. 
The canonical algorithm for the CD decomposition 72, 75, 82, 113 proceeds in an iterative manner, leading to the following recurrent expression for the Cholesky vectors, B P b :
where (b|kJ) denotes one column in the (b|k) matrix. We note that it is possible to reduce memory requirements and to significantly improve the efficiency of the decomposition by using the new algorithm recently reported by Koch and co-workers. 77 To obtain expressions for the nuclear derivatives of the ERIs within the CD representation, we differentiate (b|k) (CD) with respect to the nuclear coordinate ξ,
In Eq. (34), X P b denotes the derivative of the Pth Cholesky vector. These derivatives of the CD-ERI ultimately enter the expressions for the derivative of the CD-(EOM-)CCSD energy. X P b can be obtained by differentiating Eq. (31),
and is evaluated recursively in a similar manner as the original Cholesky vectors. The CD algorithm needs to be modified for this purpose such that the derivative vectors, X (35) and λpq are the Lagrange multipliers from Eq. (17).
C. Evaluation of the CCSD/EOM-CCSD gradient
The CCSD/EOM-CCSD gradient is evaluated based on Eq. (18) . The equations for the nonrelaxed CCSD/EOM-CCSD density matrices are the same as in the standard implementation, so this code can be reused. However, the Λ-, amplitude, and orbital response equations need to be solved using the CD integrals. An effective implementation involves a rewrite of the response equations using the CD-ERIs, as it was already done in our CD implementation for CCSD and EOM-CCSD energy calculations. 82 The resulting equations, which we derived and implemented, are given in the supplementary material.
The final step consists in evaluating Eq. (18) via a straightforward contraction of all density matrices with the derivative integrals built from the Cholesky vectors and their derivatives. In the implementation reported here, we rewrite these contractions as the contractions of the two-particle density matrix with Cholesky vectors, i.e., 
where Π P pr = ∑ qs B P qs Πpqrs (37) and X P pr is defined by Eq. (34) . To obtain our final expressions, we apply Eq. (36) separately to all blocks of the two-particle density matrix (i.e., Π ijkl , Π abcd , Π ijka , Π ijab , Π iabc , and Π iajb ) and collect the respective terms,
III. IMPLEMENTATION
Our expressions for evaluating analytic derivatives of the CD-CCSD and CD-EOM-CCSD energies have been implemented in the Q-Chem electronic structure program package. 102, 103 The implementation is available both in double and in single precision versions of the (EOM-)CC codes. 114 In the latter, the CD decomposition and the integral transformation, however, are carried out in double precision.
The main benefit of the CD or RI representation of the ERI is the reduced memory requirement. In our implementation 82 of the CCSD and EOM-CCSD equations, we eliminated the need to compute the full VVVV and OVVV intermediates, which are most demanding in this respect. However, we do compute the OOOO, OOVV, and OVOV intermediates for the right EOM vector calculations. A detailed discussion of the storage requirements for the standard and RI/CD CCSD/EOM-CCSD equations has been given in Ref. 82 . We follow the same strategy in the implementation of the equations for left EOM vectors, Λ, and amplitude response contributions. For the Λ-equations and left EOM vectors, we only compute the OOOO and OOOV intermediates (see the supplementary material for the programmable equations). The reduction in memory requirements is similar to those in the energy calculations. The main benefit of using CD in the gradient calculations is that the four-index two-particle density matrix is not needed.
IV. VALIDATION, BENCHMARKS, AND ILLUSTRATIVE APPLICATIONS
In this section, we discuss the validation of our implementation and present numerical results that quantify the errors due to the use of CD. In addition, we demonstrate with an illustrative application the merits of using CD.
To validate the implementation and to quantify the errors of CD-CCSD in comparison to standard CCSD, we consider a set of 5 small closed-shell molecules from Ref. 87: H 2 , N 2 , C 2 H 2 , CH 3 OH, and HCOCl (set I). To benchmark the accuracy of various CD-EOM-CCSD schemes, we use the following examples (set II): the lowest A ′ excited state of uracil (EOM-EE-CCSD), the lowest singlet state of para-benzyne (EOM-SF-CCSD), the electronic ground state of the uracil cation (EOM-IP-CCSD), and the electronic ground state of Na(NH 3 ) 4 (EOM-EA-CCSD). To illustrate the capabilities of the CD-(EOM-)CCSD, we consider a di-copper single-molecule magnet from Ref. 101 .
In the analyses below, we compare the results obtained with different CD thresholds against those obtained with the standard implementation. To quantify the differences between two vectors (i.e., representing the Cartesian coordinates or forces), V and V ref , we use the maximum absolute deviation (MD, marked by ∆), the norm of the error (NE), and the average absolute difference (AAD),
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All benchmark calculations were carried out in double precision. All electrons were correlated in CCSD benchmarks (set I). In the EOM-CCSD calculations (set II), the frozen-core approximation was used. The calculations for the single-molecule magnet (Sec. IV C), however, were carried out in single precision and with the frozen-core approximation.
In the geometry optimizations, the convergence thresholds were 3 × 10 −6 a.u. for the maximum gradient component, 1.2 × 10 −5 a.u. for the maximum atomic displacement, and 1 × 10 −8 a.u. for the energy change in successive optimization cycles. All relevant geometries are given in the supplementary material.
A. Validation
We validated the correctness of our implementation using set I. In the first set of tests, we computed the CCSD gradients (with the cc-pVDZ basis 115, 116 ) using CD-ERIs with thresholds of 10 −3 , 10 −4 , 10 −5 , and 10 −8 for the CD by using both the analytic procedure described above and numerical differentiation. In these calculations, the HF equations were also solved using CD-ERIs. For selected examples, we computed in addition the numerical derivatives of the Cholesky vectors using two-point finite differences, to test the correctness of analytic nuclear gradient of the CD vectors. In these finite-difference calculations, the decomposition sequence at the displaced geometries was the same as for the actual geometry. The convergence threshold in all of these calculations was 10 −11 a.u. for the SCF and CCSD energies. The step size was chosen as 10 −5 Å. Both the numerical differentiation of the Cholesky vectors and the gradient calculations confirmed the correctness of our implementation: the differences between the numerical and analytic values for the individual gradient components were in all cases less than 10 −7 a.u. (see Table S1 in the supplementary material).
B. Benchmarks
To assess the errors introduced by CD and the impact of using a standard HF reference (i.e., one obtained with the standard ERIs) instead of one that also uses CD, we again carried out CCSD/ccpVDZ calculations for set I. All electrons were active in these calculations. These results are compiled in Tables I and II . Let us first consider the differences between the standard and CD gradients computed with thresholds of 10 −3 , 10 −4 , 10 −5 , and 10 −8 . As one can see, the magnitude of the differences smoothly decreases with tightening the Cholesky threshold. Even when using a relatively loose threshold of 10 −3 , the differences between the Cholesky and standard gradient are small (∼10 −4 a.u.) However, a more relevant quantity than the differences in the gradient is the differences between the optimized geometries. The errors in bond lengths introduced by CD are very small: a threshold of 10 −3 results in errors that are in the largest case about 0.0004 Å, which are smaller than the intrinsic accuracies of the underlying CCSD method. Our results are consistent with those reported by Lindh and co-workers 87 based on density functional theory calculations. Table III reports the errors in the optimized structures and forces when computed using CD gradients but using a standard (non-CD) HF solution. The errors are essentially the same as for the proper CD calculation in which in all steps the CD-ERIs are used ( Table III) . These results justify the use of the standard HF procedure with regular ERIs in our production-level implementation.
To illustrate the accuracy of the CD-EOM-CCSD gradients, we consider the examples from set II. In these calculations, we used the aug-cc-pVTZ basis 115, 117, 118 together with the frozen-core approximation. The results are collected in Table IV determined from the X-ray structure (underlined), optimized CD-CCSD triplet state (plain), and optimized CD-EOM-SF-CCSD singlet state (italics).
C. Illustrative calculation
To illustrate the merit of the CD analytic gradients, we carried out a geometry optimization for a single-molecule magnet from Ref. 101 , i.e., CUAQUACO2 (complex 2) shown in Fig. 1 . The structure of this molecule has Ci symmetry, and, in the calculation, one has to deal with 36 atoms (nuclei), 202 electrons, and 418 basis functions (cc-pVDZ basis set 115, 119 ). The computation also invoked the frozen-core approximation and used a CD threshold of 10 −3 . We optimized the geometry of both the lowest triplet and singlet states using CD-CCSD and CD-EOM-SF-CCSD, respectively; both calculations used an unrestricted HF triplet reference.
In this calculation, the number of Cholesky vectors varied between 1440 and 1449. The decomposition procedure required about 0.9 GB and 91 GB of RAM for computing the Cholesky vectors and their derivatives, respectively. While the Cholesky vectors were stored on disk throughout the calculation, the derivatives of the Cholesky vectors were processed directly after the decomposition procedure to evaluate the nuclear gradient, and the RAM was released. Thus, the overall disk usage for CD is the size of Cholesky vectors, which is small compared to the high disk usage required by EOM-CCSD calculations. 82 The main results are summarized in Fig. 1 . As one can see, the differences in the key structural parameters between the X-ray and the optimized structures are relatively small. Most importantly, the effect of the geometry optimization on the computed singlet-triplet energy gap is not large. At the X-ray structure, the gap between the states is 180 cm −1 and the adiabatic gap between the optimized singlet and triplet states is 195 cm −1 .
V. CONCLUSION
CD of the two-electron integrals is one of many possibilities to reduce computational cost in electronic structure calculations and to extend their applicability to larger systems. In this work, we have presented a formulation and implementation of analytic nuclear gradients using CD for the CCSD and EOM-CCSD schemes. Our gradient formulation is consistent with our previously reported CD energy implementation by using the proper derivatives of the CD two-electron integrals. The errors in computed structural parameters due to the use of CD, in comparison with
The Journal of Chemical Physics ARTICLE scitation.org/journal/jcp treatments using the regular two-electron integrals, are shown to be more or less negligible and, furthermore, can be controlled via the tunable Cholesky threshold. Our calculations finally document that the CD-based gradient scheme is indeed applicable to larger systems and render geometry optimizations for such systems on a routine basis possible. Future work will focus on the extension of the current work to CCSD(T) gradients as well as the formulation of CD-based second derivatives and in this way will further enhance the applicability of CC methods in the computation of molecular properties.
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