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Abstract—The min-max optimization problem, also
known as the saddle point problem, is a classical opti-
mization problem which is also studied in the context of
zero-sum games. Given a class of objective functions, the
goal is to find a value for the argument which leads to a
small objective value even for the worst case function in the
given class. Min-max optimization problems have recently
become very popular in a wide range of signal and data
processing applications such as fair beamforming, train-
ing generative adversarial networks (GANs), and robust
machine learning, to just name a few. The overarching
goal of this article is to provide a survey of recent
advances for an important subclass of min-max problem,
where the minimization and maximization problems can
be non-convex and/or non-concave. In particular, we will
first present a number of applications to showcase the
importance of such min-max problems; then we discuss
key theoretical challenges, and provide a selective review of
some exciting recent theoretical and algorithmic advances
in tackling non-convex min-max problems. Finally, we will
point out open questions and future research directions.
I. INTRODUCTION
Recently, the class of non-convex min-max optimiza-
tion problems has attracted significant attention across
signal processing, optimization, and machine learning
communities. The overarching goal of this paper is to
provide a selective survey of the applications of such a
new class of problem, discuss theoretical and algorithmic
challenges, and present some recent advances in various
directions.
To begin our discussion, let us consider the following
generic problem formulation:
min
x
max
y
f(x,y) (Min-Max)
s.t. x ∈ X ⊆ Rd, y ∈ Y ⊆ Rb,
where f(·, ·) : Rd × Rb → R is differentiable with
Lipschitz continuous gradient in (x,y), possibly non-
convex in x and possibly non-concave in y; x ∈ Rd
and y ∈ Rb are the optimization variables; X and Y
are the feasible sets, which are assumed to be closed
and convex. Notice that while we present this article
around the above “min-max” formulation, extending the
ideas and discussions to “max-min” problems is straight
forward.
When problem (Min-Max) is convex in x and concave
in y, the corresponding variational inequality becomes
monotone, and a wide range of algorithms have been
proposed for solving this problem; see, e.g., [1]–[4],
and the references therein. However, as we will discuss
in this article, solving min-max problems is challeng-
ing in non-convex setting. Such non-convex min-max
optimization problems appear in different applications
in signal processing (e.g., robust transceiver design,fair
resource allocation [5], communication in the presence
of jammers [6]), distributed signal processing [7], [8]),
and machine learning (e.g., robust training of neural
networks [9], training generative adversarial networks
(GANs) [10], [11], and fair inference [12], [13]. More
generally, any design problem in the presence of model
uncertainty or adversary can be modeled as an opti-
mization of the form (Min-Max). In this setup, x is the
design parameter that should be optimized, while y is the
uncertainty/adversary parameter which is not accurately
measured, or may be adjusted by an adversary. In such
scenarios, the goal in formulation (Min-Max) is to find a
solution x = x¯ that has a robust performance against all
uncertainty/adversary values of y ∈ Y . Such a robustness
requirement has long been deemed important in signal
processing community, and it has recently played a
crucial role in designing modern machine learning tools.
Despite the rising interests for non-convex min-max
problems, they have seldom been rigorously analyzed in
either classical optimization or signal processing litera-
ture. In this article, we first present a number of appli-
cations to showcase the importance of such min-max
problems, then we discuss key theoretical challenges,
and provide a selective review of some recent theoretical
and algorithmic advances in tackling the class of non-
convex min-max problems. Finally, we will point out
open questions and future research directions.
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2II. APPLICATIONS OF NON-CONVEX MIN-MAX
PROBLEMS
To appreciate the importance of problem (Min-Max),
let us first present a number of key applications of non-
convex min-max optimization problems.
1) Generative adversarial networks (GANs):
GANs [10] have recently gained tremendous popularity
due to their unique ability to learn complex distributions
and generate realistic samples, e.g., high resolution fake
images. In the absence of labels, GANs aim at finding
a mapping from a known distribution, e.g. Gaussian, to
an unknown data distribution, which is only represented
by empirical samples [10].
GANs consist of two neural networks: the generator
and the discriminator. The goal of the generator is to
generate fake samples which look like real samples
in the distribution of interest. This process is done by
taking i.i.d. samples from a known distribution such as
Gaussian and transform it to samples similar to real
ones via trained neural network. On the other hand, the
discriminator’s objective is to correctly classify the fake
samples generated by the generator and the real samples
drawn from the distribution of interest. The two-player
game between the generator and the discriminator can
be modeled as a min-max optimization problem [10]:
min
wg
max
wd
V (wg,wd), (1)
where wg is the generator’s parameter; wd is the
discriminator’s parameter; and V (·, ·) shows the cost
function of the generator (which is equal to the negative
of the discriminator’s cost function). The above min-
max objective can be also justified as minimizing some
distance between the distribution of real samples and
the distribution of generated samples. In this interpre-
tation, the distance between the two distributions is
computed by solving a maximization (dual) problem;
and the goal is to minimize the distance between the
distribution of generated samples and the distribution of
real samples. Various distance measures have been used
for training GANs such as Jensen-Shannon divergence
[10], f -divergence, and Wasserstein distance [11]. All
these distances lead to non-convex non-concave min-max
formulations for training GANs.
2) Fair machine learning: The past few years have
witnessed several reported instances of machine learn-
ing algorithms suffering from systematic discrimination
against individuals of certain protected groups; see, e.g.,
[13]–[15], and the references therein. Such instances
stimulate strong interest in the field of fairness in ma-
chine learning which in addition to the typical goal of
having an accurate learning model, brings fairness to
the learning task. Imposing fairness to machine learning
models can be done through three main approaches: pre-
processing approaches, in-processing approaches, and
post-processing approaches. To understand these three
approaches, consider a machine learning task over a
given random variables X ∈ Rd representing the non-
sensitive data attributes and S ∈ Rk representing the
sensitive attributes (such as age, gender, ethnicity, etc.).
Pre-processing approaches tend to hinder discrimination
by masking the training data before passing it to the
decision making process. Among these methods, recent
works [14], [15] have used an adversarial approach
which seeks to learn a data representation Z = ζ(X,S)
capable of minimizing the loss over the classifier g(Z),
and protecting the sensitive attributes S from an ad-
versary h(Z) that tries to reconstruct S from Z. This
requires solving the following min-max optimization
problem
min
ζ,g
max
h
EX,S{L(ζ, g, h)}.
Realizing the functions as neural networks, this formula-
tion leads to non-convex min-max optimization problem.
Contrary to pre-processing methods, in-processing ap-
proaches impose fairness during training procedure. For
example, they impose fairness by adding a regularization
term that penalizes statistical dependence between the
learning model output and the sensitive attributes S. Let
gθ(X,S) be a certain output of the learning model, one
can balance the learning accuracy and fairness by solving
the following optimization problem
min
θ
E {L (θ,X)}+ λ ρ (gθ(X,S),S) , (2)
where ρ(·, ·) is a statistical independence measure and
L(·, ·) denotes the training loss function. For example, in
the classification task that X contains both the input fea-
ture and the target variable, the function L(·, ·) measures
the classification error of the trained classifier. Here, the
parameter λ is a positive scalar balancing fairness and
accuracy of the output model. When λ→∞, this opti-
mization problem focuses more on making gθ(X,S) and
S independent, resulting in a fair inference. However,
when λ = 0, no fairness is imposed and the focus is to
maximize the accuracy of the model output.
Various statistical dependence measures have been
proposed to use in this formulation. For example, [13]
proposed using Re´nyi correlation to impose fairness.
The Re´nyi correlation between two random variables A
and B is defined as ρ(A,B) , supk,` ρp(k(A), `(B))
where ρp is the Pearson correlation coefficient and the
supremum is over the set of measurable functions k(·)
and `(·). Plugging the definition of Re´nyi correlation
in (2) leads to a natural min-max formulation, which
is the focus of this article.
3) Adversarial machine learning: The formulation
(Min-Max) is also instrumental to model the dynamic
process of adversarial learning, where the model train-
ing process involves some kind of “adversary”. Depend-
3ing on whether the goal is to break the ML model, or to
make it more robust, one can formulate different min-
max optimization problems, as we briefly discuss below.
Adversarial attacks. First, let us take the viewpoint of
the adversary, who would like to break a ML model so
that it is more likely to produce wrong predictions. In
this scenario, the adversary tries to increase the error
of a well-trained ML model, therefore its behavior will
be modeled as the outer optimization problem aiming
at reducing the performance of the trained model. On
the other hand, the training process will be modeled as
the inner optimization problem aiming at minimizing the
training error.
To be more specific, take the poisoning attack [16]
as an example. Let D := {ui, ti}Ni=1 denote the training
dataset, where ui and ti represent the features and target
labels of sample i respectively. Each data sample ui can
be corrupted by a perturbation vector δi to generate a
“poisoned” sample ui+δi. Let δ := (δ1, . . . , δN ) be the
collection of all poisoning attacks. Then, the poisoning
attack problem is formulated as
max
δ: ‖δi‖≤ε
min
w
N∑
i=1
`(p(ui + δi;w), ti) (3)
where w is the weight of the neural network; p(·) is the
predicted output of the neural network; and `(·) is the
loss function. The constraint ‖δi‖ ≤ ε indicates that the
poisoned samples should not be too different from the
original ones, so that the attack is not easily detectable.
Note that the “max-min” problem (3) can be written
equivalently in the form of (Min-Max) by adding a minus
sign to the objective.
Defense against adversarial attacks. It has been widely
observed that ML models, especially neural networks,
are highly vulnerable to adversarial attacks, including the
poisoning attack discussed in the previous subseciton,
or other popular attackes such as Fast Gradient Sign
Method (FGSM) attack [17] and Projected Gradient
Descent (PGD) attack [18]. These adversarial attacks
show that a small perturbation in the data input can
significantly change the output of a neural network and
deceive different neural network architectures in a wide
range of applications. To make ML models robust against
adversarial attacks, one popular approach is to solve
the following robust training problem [9] (using similar
notations as in (3)):
min
w
N∑
i=1
max
δ: ‖δi‖≤ε
`(p(ui + δi;w), ti).
Note that compared with (3), the roles of minimization
and maximization have been switched. Clearly, this
optimization problem is of the form (Min-Max).
4) Distributed processing: Some constrained non-
convex optimization problems could also be formulated
as a min-max saddle point problem by leveraging the
primal dual approach or the method of Lagrange multi-
pliers. An example of that appears in distributed data
processing over networks. Consider a network of N
nodes in a graph G = {V, E} with |V| = N vertices.
The nodes can communicate with their neighbors, and
their goal is to jointly solve the optimization problem:
min
z
N∑
i=1
gi(z),
where each gi(·) is a smooth function only known by
node i. Further, for simplicity of presentation, assume
that z ∈ R.
Such a distributed optimization setting has been
widely studied in the optimization and signal processing
communities over the past few decades. Let xi be node
i’s local copy of z. A standard first step in distributed
optimization is to rewrite the above problem as:
min
x∈RN
g(x) :=
N∑
i=1
gi(xi) s.t. Ax = 0, (4)
where A ∈ R|E|×N is the incidence matrix for graph
G and x = (x1, . . . , xN ) is the concatenation of all
copies of the decision variable. The linear constraint in
(4) enforces xi = xj , if i, j are neighbors. Problem (4)
can be rewritten as1
max
y∈R|E|
min
x∈RN
N∑
i=1
gi(xi) + y
TAx (5)
where y is the Lagrangian multiplier. Clearly, (5) is in
the form of (Min-Max), where the coupling between
x and y is linear. A number of algorithms have been
developed for it; see a recent survey [20].
5) Max-Min fair transceiver design: Consider the
problem of resource allocation in a wireless communica-
tion system, where N transmitter-receiver pairs are com-
municating. The goal is to maximize the minimum rate
among all users. To be specific, consider a setting with
K parallel channels. User i transmits with power pi :=
[p1i ; · · · , pKi ], and its rate is given by: ri(p1, . . . ,pN ) =∑K
k=1 log
(
1+
akiip
k
i
σ2i +
∑N
j=1,j 6=i a
k
jip
k
j
)
(assuming Gaus-
sian signaling), which is a non-convex function in p.
Here akji denotes the channel gain between transmitter j
and receiver i on the k-th channel, and σ2i is the noise
power of user i. Let p := [p1; · · · ;pN ], then the max-
min fair power control problem is given by [5]
max
p∈P
min
i
{ri(p)}Ni=1, (6)
where P denotes the set of feasible power allocations.
While the inside minimization is over a discrete vari-
able i, we can reformulate it as a minimization over
1It can be shown that finding a stationary solution of (5) is equivalent
to finding a stationary solution for (4); see [19].
4continuous variables using transformation:
max
p∈P
min
y∈∆
N∑
i=1
ri(p1, · · · ,pN )× yi, (7)
where ∆ , {y |y ≥ 0; ∑Ni=1 yi = 1} is the probability
simplex. Notice that the inside minimization problem
is linear in y. Hence, there always exists a solution at
one of the extreme points of the simplex ∆. Thus, the
formulation (7) is equivalent to the formulation (6). By
multiplying the objective by the negative sign, we can
transform the above “max-min” formulation to “min-
max” form consistent with (Min-Max), i.e.,
min
p∈P
max
y∈∆
N∑
i=1
−ri(p1, · · · ,pN )× yi
6) Communication in the presence of jammers:
Consider a variation of the above problem, where M
jammers participate in an N -user K-channel interfer-
ence channel transmission. The jammers’ objective is to
reduce the sum rate of the system by transmitting noises,
while the goal for the regular users is to transmit as much
information as possible. We use pki (resp. q
k
j ) to denote
the i-th regular user’s (resp. j-th jammer’s) power on the
k-th channel. The corresponding sum-rate maximization-
minimization problem can be formulated as:
max
p
min
q
∑
k,i,j
log
(
1 +
akiip
k
i
σ2i +
∑N
`=1,j 6=i a
k
`ip
k
` + b
k
jiq
k
j
)
,
s.t. p ∈ P, q ∈ Q, (8)
where ak`i and b
k
ji represent the k-th channels between
the regular user pairs (`, i) and regular and jammer
pair (i, j), respectively. Here P and Q denote the set
of feasible power allocation constraints for the users and
the jammers. Many other related formulations have been
considered, mostly from the game theory perspective [6].
Similar to the previous example, by multiplying the
objective by a negative sign, we obtain an optimization
problem of the form (Min-Max).
III. CHALLENGES
Solving min-max problems even up to simple notions
of stationary could be extremely challenging in the non-
convex setting. This is not only because of the non-
convexity of the objective (which prevents us from
finding global optima), but also is due to aiming for
finding a min-max solution. To see the challenges of
solving non-convex min-max problems, let us compare
and contrast the optimization problem (Min-Max) with
the regular smooth non-convex optimization problem:
min
z∈Z
h(z). (9)
where the gradient of function h is Lipschitz continuous.
While solving general non-convex optimization prob-
lem (9) to global optimality is hard, one can apply simple
iterative algorithms such as projected gradient descent
(PGD) to (9) by running the iterates
zr+1 = PZ(zr − α∇h(zr)),
where r is the iteration count; PZ is projection to the
set Z; and α is the step-size. Algorithms like PGD enjoy
two properties:
i) The quality of the iterates improve over time, i.e.,
h(zr+1) ≤ h(zr), where r is the iteration number.
ii) These algorithms are guaranteed to converge to
(first-order) stationary points with global iteration
complexity guarantees [21] under a mild set of
assumptions.
The above two properties give enough confidence to
researchers to apply projected gradient descent to many
non-convex problems of the form (9) and expect to
find “reasonably good” solutions in practice. In contrast,
there is no widely accepted optimization tool for solving
general non-convex min-max problem (Min-Max). A
simple extension of the PGD to min-max setting is the
gradient-descent ascent algorithm (GDA). This popular
algorithm simply alternates between a gradient descent
step on x and a gradient ascent step on y through the
update rules
xr+1 = PX (xr − α∇xf(xr,yr)),
yr+1 = PY(yr + α∇yf(xr,yr)),
where PX and PY is the projection to the set X
and Y , respectively. The update rule of x and y can
be done alternatively as well (i.e., yr+1 = PY(yr +
α∇yf(xr+1,yr))). Despite popularity of this algorithm,
it fails in many practical instances. Moreover, it is not
hard to construct very simple examples for which this
algorithm fails to converge to any meaningful point; see
Fig. 1 for an illustration.
IV. RECENT DEVELOPMENTS FOR SOLVING
NON-CONVEX MIN-MAX PROBLEMS
To understand some of the recently developed algo-
rithms for solving non-convex min-max problems, we
first need to review and discuss stationarity and opti-
mality conditions for such problems. Then, we highlight
some of the ideas leading to algorithmic developments.
A. Optimality Conditions
Due to the non-convex nature of problem (Min-Max),
finding the global solution is NP-hard in general [22].
Hence, the developed algorithms in the literature aimed
at finding “stationary solutions” to this optimization
problem. One approach for defining such stationary
5Fig. 1: GDA trajectory for the function f(x, y) = xy. The iterates
of GDA diverge even in this simple scenario. The GDA algorithm
starts from the red point and moves away from the origin (which is
the optimal solution).
concepts is to look at problem (Min-Max) as a game.
In particular, one may ignore the order of minimiza-
tion and maximization in problem (Min-Max) and view
it as a zero-sum game between two players. In this
game, one player is interested in solving the problem:
minx∈X f(x,y), while the other player is interested
in solving: maxy∈Y f(x,y). Since the objective func-
tions of both players are non-convex in general, find-
ing a global Nash Equilibrium is not computationally
tractable [22]. Hence, we may settle for finding a
point satisfying first-order optimality conditions for each
player’s objective function, i.e., finding a point (x¯, y¯)
satisfying
〈∇xf(x¯, y¯),x− x¯〉 ≥ 0, ∀x ∈ X
and
〈∇yf(x¯, y¯),y − y¯〉 ≤ 0, ∀y ∈ Y.
(Game-Stationary)
This condition, which is also referred to as “quasi-
Nash Equilibrium” condition in [23] or “First-order Nash
Equilibrium” condition in [24], is in fact the solution of
the variational inequality corresponding to the min-max
game. Moreover, one can use fixed point theorems and
show existence of a point satisfying (Game-Stationary)
condition under a mild set of assumptions; see, e.g.,
[25, Proposition 2]. In addition to existence, it is al-
ways easy to check whether a given point satisfies
the condition (Game-Stationary). The ease of check-
ability and the game theoretic interpretation of the
above (Game-Stationary) condition have attracted many
researchers to focus on developing algorithms for finding
a point satisfying this notion; see, e.g., [23]–[25], and the
references therein.
A potential drawback of the above stationarity nota-
tion is its ignorance to the order of the minimization
and maximization players. Notice that the Sion’s min-
max theorem shows that when f(x,y) is convex in x
and concave in y the minimization and maximization
can interchange in (Min-Max), under the mild additional
assumption that either X or Y is compact. However, for
the general non-convex problems, the minimization and
maximization cannot interchange, i.e.,
min
x∈X
max
y∈Y
f(x,y) 6= max
y∈Y
min
x∈X
f(x,y).
Moreover, the two problems may have different solu-
tions. Therefore, the (Game-Stationary) notion might not
be practical in applications that the minimization and
maximization order is important, such as defense against
adversarial attacks to neural networks (as discussed in
the previous section). To modify the definition and
considering the minimization and maximization order,
one can define the stationary notion by re-writing the
optimization problem (Min-Max) as
min
x∈X
g(x) (10)
where g(x) , maxy∈Y f(x,y) when x ∈ X and g(x) =
+∞ when x /∈ X . Using this viewpoint, we can define
a point x¯ as a stationary point of (Min-Max) if x¯ is a
first-order stationary point of the non-convex non-smooth
optimization (10). In other words,
0 ∈ ∂g(x¯), (Optimization-Stationary)
where ∂g(x¯) is Fre´chet sub-differential of a function g(·)
at the point x¯, i.e., ∂g(x¯) , {v | lim infx′ 7→x
(
g(x′) −
g(x) − 〈v,x′ − x〉)/(‖x′ − x‖) ≥ 0}. It is
again not hard to show existence of a point satisfy-
ing (Optimization-Stationary) under a mild set of as-
sumptions such as compactness of the feasible set and
continuity of the function f(·, ·). This is because of
the fact that any continuous function on a compact set
attains its minimum. Thus, at least the global minimum
of the optimization problem (10) satisfies the optimality
condition (Optimization-Stationary). This is in contrast
to the (Game-Stationary) notion where even the global
minimum of (10) may not satisfy (Game-Stationary)
condition. The following example, which is borrowed
from [26], illustrates this fact.
Example 1: Consider the optimization problem
(Min-Max) where the function f(x, y) = 0.2xy−cos(y)
in the region [−1, 1] × [−2pi, 2pi]. It is not hard to
check that this min-max optimization problem has
two global solutions (x∗, y∗) = (0,−pi) and (0, pi).
However, none of these two points satisfy the condition
(Game-Stationary).
One criticism of the (Optimization-Stationary) no-
tion is the high computational cost of its evalu-
ation for general non-convex problems. More pre-
cisely, unlike the (Game-Stationary) notion, check-
ing (Optimization-Stationary) for a given point x¯
6could be computationally intractable for general non-
convex function f(x,y). Finally, it is worth men-
tioning that, although the two stationary notions
(Optimization-Stationary) and (Game-Stationary) lead
to different definitions of stationarity (as illustrated in
Example 1), the two notions could coincide in special
cases such as when the function f(x,y) is concave in
y and its gradient is Lipschitz continuous; see [27] for
more detailed discussion.
B. Algorithms Based on Potential Reduction
Constructing a potential and developing an algorithm
to optimize the potential function is a popular way for
solving different types of games. A natural potential
to minimize is the function g(x) defined in the pre-
vious section. In order to solve (10) using standard
first-order algorithms, one needs to have access to the
(sub-)gradients of the function g(·). While presenting
the function g(·) in closed-form may not be possible,
calculating its gradient at a given point may still be
feasible via Danskin’s theorem stated below.
Danskin’s Theorem [28]: Assume the function f(x,y)
is differentiable in x, for all x ∈ X . Furthermore, assume
that f(x,y) is strongly concave in y and Y is compact.
Then, the function g(x) is differentiable in x. Moreover,
for any x ∈ X , we have ∇g(x) = ∇xf(x,y∗(x)),
where y∗(x) = arg maxy∈Y f(x,y).
This theorem states that one can compute the gradient
of the function g(x) through the gradient of the function
f(·, ·) when the inner problem is strongly concave, i.e.
f(x, ·) is strongly concave for all x. Therefore, under
the assumptions of Danskin’s theorem, to apply gradient
descent algorithm to (10), one needs to run the following
iterative procedure:
yr+1 = arg max
y∈Y
f(xr,y) (11a)
xr+1 = PX (xr − α∇f(xr,yr+1)). (11b)
More precisely, the dynamics obtained in (11) is equiva-
lent to the gradient descent dynamics xr+1 = PX (xr −
α∇g(xr)), according to Danskin’s theorem. Notice that
computing the value of yr+1 in (11) requires finding
the exact solution of the optimization problem in (11a).
In practice, finding such an exact solution may not
be computationally possible. Luckily, even an inexact
version of this algorithm is guaranteed to converge as
long as the point yr+1 is computed accurately enough
in (11a). In particular, [26] showed that the iterative
algorithm
Find yr+1 s.t. f(xr,yr+1) ≥ max
y∈Y
f(xr,y)− 
(12a)
xr+1 = PX (xr − α∇f(xr,yr+1)). (12b)
is guaranteed to find an “approximate stationary point”
where the approximation accuracy depends on the value
of . Interestingly, even the strong concavity assumption
could be relaxed for convergence of this algorithm as
long as step (12a) is computationally affordable (see [26,
Theorem 35]). The rate of convergence of this algorithm
is accelerated for the case where the function f(x,y) is
concave in y (and general non-convex in x) in [24] and
further improved in [29] through a proximal-based accel-
eration procedure. These works (locally) create strongly
convex approximation of the function by adding proper
regularizers, and then apply accelerated iterative first-
order procedures for solving the approximation. The
case where the function f(x,y) is concave in y has also
applications in solving finite max problems of the form:
min
x∈X
max {f1(x), . . . , fn(x)}. (13)
This is due to the fact that the above optimization
problem can be re-written as
min
x∈X
max
y∈∆
n∑
i=1
yifi(x), (14)
where ∆ , {y |y ≥ 0; ∑ni=1 yi = 1}. Clearly, this
optimization problem is concave in y.
Finally, it is worth emphasizing that, the algorithms
developed based on Danskin’s theorem (or its variations)
can only be applied to problems where step (12a) can
be computed efficiently. While non-convex non-concave
min-max problems do not satisfy this assumption in
general, one may be able to approximate the objective
function with another objective function for which this
assumption is satisfied. The following example illustrates
this possibility in a particular application.
Example 2: Consider the defense problem against ad-
versarial attacks explained in the previous section where
the training of a neural network requires solving the
optimization problem (using similar notations as in (3)):
min
w
N∑
i=1
max
‖δi‖≤ε
`(p(ui + δi;w), ti). (15)
Clearly, the objective function is non-convex in w
and non-concave in δ. Although finding the strongest
adversarial attacker δi, that maximizes the inner problem
in (15), might be intractable, it is usually possible
to obtain a finite set of weak attackers. In practice,
these attackers could be obtained using heuristics, e.g.
projected gradient ascent or its variants [24]. Thus, [24]
proposes to approximate the above problem with the
following more tractable version:
min
w
1
N
N∑
i=1
max
{
` (p (ui + δk(ui,w);w) , ti)
}K
k=1
,
(16)
7A [9] B [31] Proposed [24]
Natural 98.58% 97.21% 98.20%
FGSM [17]
ε = 0.2 96.09% 96.19% 97.04%
ε = 0.3 94.82% 96.17% 96.66%
ε = 0.4 89.84% 96.14% 96.23%
PGD [18]
ε = 0.2 94.64% 95.01% 96.00%
ε = 0.3 91.41% 94.36% 95.17%
ε = 0.4 78.67% 94.11% 94.22%
TABLE I: The performance of different defense algorithms for
training neural network on MNIST dataset. The first row is the
accuracy when no attack is present. The second and the third row
show the performance of different defense algorithms under “FGSM”
and “PGD” attack, respectively. Different ε values show the magnitude
of the attack. Different columns show different defense strategies. The
defense method A (proposed in [9]) and the defense mechanism B
(proposed in [31]) are compared against the proposed method in [24].
More details on the experiment can be found in [24].
where {δk(ui,w)}Kk=1 is a set of K-weak attackers to
data point ui using the neural network’s weight w. Now
the maximization is over a finite number of adversaries
and hence can be transformed to a concave inner max-
imization problem using the transformation described
in (13) and (14). The performance of this simple refor-
mulation of the problem is depicted in Table I. As can
be seen in this table, the proposed reformulation yields
comparable results against state-of-the-art algorithms. In
addition, unlike the other two algorithms, the proposed
method enjoys theoretical convergence guarantees. 
In the optimization problem (15), the inner optimiza-
tion problem is non-concave in δ. We approximate
this non-concave function with a concave function by
generating a finite set of adversarial instances in (16) and
used the transformation described in (13),(14) to obtain a
concave inner maximization probelm. This technique can
be useful in solving other general optimization problems
of the form (Min-Max) by approximating the inner
problem with a finite set of points in the set Y . Another
commonly used technique to approximate the inner
maximization in (Min-Max) with a concave problem is to
add a proper regularizer in y. This technique has been
used in [30] to obtain a stable training procedure for
generative adversarial networks.
C. Algorithms Based on Solving Variational Inequality
Another perspective that leads to the development of
algorithms is the game theoretic perspective. To present
the ideas, first notice that the (Game-Stationary) notion
defined in the previous section can be summarized as
〈F (z¯), z− z¯〉 ≥ 0, ∀z ∈ Z (17)
where Z , X × Y , z =
[
x
y
]
, and F (·) is a mapping
induced by the objective function f(x,y) in (Min-Max),
defined by F (z¯) , F
([
x¯
y¯
])
=
[ ∇xf(x¯, y¯)
−∇yf(x¯, y¯)
]
.
This way of looking at the min-max optimization prob-
lem naturally leads to the design of algorithms that
compute the solution of the (Stampacchia) variational
inequality (17).
When problem (Min-Max) is (strongly) convex in
x and (strongly) concave in y, the mapping F (z)
is (strongly) monotone2, therefore classical methods
for solving variational inequalities (VI) such as extra-
gradient can be applied [1]. However, in the non-convex
and/or non-concave setting of interest to this article,
the strong monotonicity property no longer holds; and
hence the classical algorithms cannot be used in this
setting. To overcome this barrier, a natural approach is to
approximate the mapping F (·) with a series of strongly
monotone mappings and solve a series of strongly mono-
tone VIs. The work [32] builds upon this idea and creates
a series of strongly monotone VIs using proximal point
algorithm, and proposes an iterative procedure named
inexact proximal point (IPP) method, as given below:
Let F γzr (z) = F (z) + γ
−1(z− zr) (18a)
Let zr+1 be the (approx) solution of VI F γzr (·). (18b)
In (18), γ > 0 is chosen small enough so that the
mapping F γzr (z) becomes strongly monotone (in z).
The strongly monotone mapping F γzr (z) can be solved
using another iterative procedure such as extra gradient
method, or the iterative procedure
zt+1 = PZ(zt − βF (zt)) (19)
where β denotes the stepsize and PZ is the projection
to the set Z .
Combining the dynamics in (18) with the iterative pro-
cedure in (19) leads to a natural double-loop algorithm.
This double-loop algorithm is not always guaranteed to
solve the VI in (17). Instead, it has been shown that
this double-loop procedure computes a solution z∗ to
the following Minty variational inequality (MVI):
〈F (z), z− z∗〉 ≥ 0, ∀z ∈ Z. (20)
Notice that this solution concept is different than the
solution z¯ in (17) as it has F (z) instead of F (z¯) in
the left hand side. While these two solution concepts
are different in general, it is known that if Z is a
convex set, then any z∗ satisfying (20) also satisfies
(17). Furthermore, if F (·) is monotone (or when f(·, ·)
is convex in x and concave in y), then any solution to
(17) is also a solution to (20). While such monotonicity
requirement can be slightly relaxed to cover a wider
range of non-convex problems (see e.g. [33]), it is
2A strongly monotone mapping F (·) satisfies the following 〈F (z)−
F (v), z− v〉 ≥ σ‖v − z‖2, ∀ v, z ∈ Z , for some constant σ > 0.
If it satisfies this inequality for σ = 0, we say the VI is monotone.
8important to note that for generic non-convex, and/or
non-convave function f(·, ·), there may not exist z∗ that
satisfies (20); see below for an example.
Example 3: Consider the following function which is
non-convex in x, but concave in y:
f(x, y) = x3 + 2xy − y2, X × Y = [−1, 1]× [−1, 1].
One can verify that there are only two points (0, 0) and
(−1,−1) that satisfy (17). However, none of the above
solutions satisfies (20). To see this, one can verify that
〈F (z), z − z∗〉 = −4 < 0 for z = (0,−1) and z∗ =
(−1,−1); and 〈F (z), z−z∗〉 = −3 < 0 for z = (−1, 0)
and z∗ = (0, 0). Since any z∗ satisfying (20) will satisfy
(17), we conclude that there is no point satisfying (20)
for this min-max problem. 
In conclusion, the VIs (17) and (20) offer new per-
spectives to analyze problem (Min-Max); but the existing
algorithms such as (18) cannot deal with many problems
covered by the potential based methods discussed in
Sec. IV-B (for example when f(x,y) is non-convex in
x and concave in y or when a point satisfying (20) does
not exists as we explained in Example 3). Moreover,
the VI-based algorithms completely ignore the order
of maximization and minimization in (Min-Max) and,
hence, cannot be applied to problems where the order of
min and max is crucial.
D. Algorithms Using Single-Loop Update
The algorithms discussed in the previous two sub-
sections are all double loop algorithms, in which one
variable (e.g. y) is updated in a few consecutive iter-
ations before another variable gets updated. In many
practical applications, however, single loop algorithms
which update x and y either alternatingly or simul-
taneously are preferred. For example, in problem (8),
the jammer often pretends to be the regular user, so
it updates simultaneously with the regular users [6].
However, it is challenging to design and analyze single
loop algorithms for problem (Min-Max) — even for the
simplest linear problem where f(x,y) = 〈x,y〉, the
single-loop algorithm GDA diverges; see the discussion
in Sec. III.
To overcome the above challenges, [19] proposes a
single loop algorithm called Hybrid Block Successive
Approximation (HiBSA), whose iterations are given by
xr+1= PX(xr − βr∇xf (xr,yr)) , (21a)
yr+1= PY
(
(1 + γrρ)yr+ ρ∇yf
(
xr+1,yr
))
, (21b)
where βr, ρ > 0 are the step sizes; γr > 0 is some
perturbation parameter. The above algorithm can be
further generalized to optimize certain approximation
functions of x and y, similarly as the successive con-
vex approximation strategies used in min-only problems
[34], [35]. The “hybrid” in the name refers to the fact
that this algorithm contains both the descent and ascent
steps.
The HiBSA iteration is very similar to the GDA algo-
rithm mentioned previously, in which gradient descent
and ascent steps are performed alternatingly. The key
difference here is that the y update includes an additional
term γrρyr, so that at each iteration the y update
represents a “perturbed” version of the original gradient
ascent step. The idea is that after the perturbation,
the new iteration yr+1 is “closer” to the old iteration
yr, so it can avoid the divergent patterns depicted in
Fig. 1. Intuitively, as long as the perturbation eventually
goes to zero, the algorithm will still converge to the
desired solutions. Specifically, it is shown in [19] that,
if f(x,y) is strongly concave in y, then one can simply
remove the perturbation term (by setting γr = 0 for all
r), and the HiBSA will converge to a point satisfying
condition (Game-Stationary). Further, if f(x,y) is only
concave in y, then one needs to choose βr = O(1/r1/2),
and γr = O(1/r1/4) to converge to a point satisfying
condition (Game-Stationary).
Example 4: We apply the HiBSA to the power control
problem (8). It is easy to verify that the jammer’s
objective is strongly concave over the feasible set.
We compare HiBSA with two classic algorithms:
interference pricing [36], and the WMMSE [37], both of
which are designed for power control problem without
assuming the presence of the jammer. Our problem
is tested using the following setting. We construct a
network with 10 regular user and a single jammer. The
interference channel among the users and the jammer is
generated using uncorrelated fading channel model with
channel coefficients generated from the complex zero-
mean Gaussian distribution with unit covariance.
From Fig. 2 (top), we see that the pricing algorithm
monotonically increases the sum rate (as is predicted by
theory), while HiBSA behaves differently: after some
initial oscillation, the algorithm converges to a value that
has lower sum-rate. Further in Fig. 2 (bottom), we do see
that by using the proposed algorithm, the jammer is able
to effectively reduce the total sum rate of the system. 
E. Extension to Zeroth-order Based Algorithms
Up to now, all the algorithms reviewed require first-
order (gradient) information. In this subsection, we dis-
ucss a useful extension when only zeroth-order (ZO)
information is available. That is, we only have access
to the objective values f(x,y) at a given point (x,y)
at every iteration. This type of algorithm is useful, for
example, in practical adversarial attack scenario where
the attacker only has access to the output of the ML
model [16].
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Fig. 2: The convergence curves and total averaged system perfor-
mance comparing three algorithms: WMMSE, Interference Pricing and
HiBSA. All users’ power budget is fixed at P = 10SNR/10. For test
cases without a jammer, we set σ2k = 1 for all k. For test cases with a
jammer, we set σ2k = 1/2 for all k, and let the jammer have the rest
of the noise power, i.e., p0,max = N/2. Figure taken from [19].
To design algorithms in the ZO setting, one typically
replaces the gradient ∇h(x) with some kind of gradient
estimate. One popular estimate is given by
∇̂xh(x) = 1
q
q∑
i=1
d[h(x+ µui)− h(x)]
µ
ui,
where {ui}qi=1 are q i.i.d. random direction vectors
drawn uniformly from the unit sphere, and µ > 0 is
a smoothing parameter. We note that the ZO gradient
estimator involves the random direction sampling w.r.t.
ui. It is known that ∇̂xh(x) provides an unbiased
estimate of the gradient of the smoothing function of
f rather than the true gradient of f . Here the smoothing
function of f is defined by hµ(x) = Ev[h(x + µv)],
where v follows the uniform distribution over the unit
Euclidean ball. Such a gradient estimate is used in [16]
to develop a zeroth-order algorithm for solving min-max
problems.
Example 5: To showcase the performance comparison
between ZO based and first-order (FO) based algorithm,
we consider applying HiBSA and its ZO version to
the data poisoning problem (3). In particular, let us
consider attacking the data set used to train a logistic
regression model. We first set the poisoning ratio, i.e.,
the percentage of the training samples attacked, to 15%.
Fig. 3 (top) demonstrates the testing accuracy (against it-
erations) of the model learnt from poisoned training data,
where the poisoning attack is generated by ZO-Min-
Max (where the adversarial only has access to victim
model outputs) and FO-Min-Max (where the adversarial
has access to details of the victim model). As we can
see from Fig. 3, the poisoning attack can significantly
reduce the testing accuracy compared to the clean model.
Further, the ZO-Min-Max yields promising attacking
performance comparable to FO-Min-Max. Additionally,
in Fig. 3 (bottom), we present the testing accuracy of the
learnt model under different data poisoning ratios. As we
can see, only 5% poisoned training data can significantly
break the testing accuracy of a well-trained model. The
details of this experiment can be found in [16].
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Fig. 3: Empirical performance of ZO/FO-Min-Max in poisoning
attacks, where the ZO/FO-Min-Max algorithm refers to HiBSA with
either ZO or FO oracle: (top) testing accuracy versus iterations (the
shaded region represents variance of 10 random trials), and (down)
testing accuracy versus data poisoning ratio. Figure taken from [16].
V. CONNECTIONS AMONG ALGORITHMS AND
OPTIMALITY CONDITIONS
In this section, we summarize our discussion on
various optimality conditions as well as algorithm
performance. First, in Fig. 4, we describe the re-
lationship between the Minty condition (20), the
(Optimization-Stationary) and (Game-Stationary). Sec-
ond, we compare the properties of different algorithms,
such as their convergence conditions and optimality
criteria in Table II. Despite the possible equivalence be-
tween the optimality conditions, we still keep the column
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“optimality criteria” because these are the criteria based
on which the algorithms are originally designed.
Fig. 4: Relations of different optimality conditions
.
VI. CONCLUSION AND FUTURE RESEARCH
DIRECTIONS
Non-convex min-max optimization problems appear
in a wide range of applications. Despite the recent
developments in solving these problems, the available
tool sets and theories are still very limited. In particular,
as discussed in section IV, these algorithms require at
least one of the two following assumptions: 1) One
of the two player’s objective is easy to optimize. For
example, the object function in (Min-Max) is concave
in y; 2) The Minty solutions satisfying (20) for the min-
max game are the solutions to the Stampchia VI (17).
While the first assumption is mostly easy to check,
the second assumption might not be easy to verify.
Nevertheless, these two conditions do not imply each
other. Moreover, there is a wide range of non-convex
min-max problem instances that does not satisfy either of
these assumptions. For solving those problems, it might
be helpful to approximate them with a min-max problem
satisfying one of these two assumptions.
As future research directions, a natural first open
direction is toward the development of algorithms that
can work under a more relaxed set of assumptions. We
emphasize that the class of problems that are provably
solvable (to satisfy either (Optimization-Stationary) or
(Game-Stationary)) is still very limited, so it is important
to extend solvable problems to a more general set of non-
convex non-concave functions. One possible first step to
address this is to start from algorithms that converge
to desired solutions when initialized close enough to
them, i.e. local convergence; for recent developments on
this topic see [38]. Another natural research direction is
about the development of the algorithms in the absence
of smoothness assumption. When the objective function
of the players are non-smooth but “proximal-gradient
friendly”, many of the results presented in this review
can still be used by simply using proximal gradient
instead of gradient [39]. These scenarios happen, for
example, when the objective function of the players
is a summation of a smooth function and a convex
non-smooth function. Additionally, it is of interest to
customize the existing generic non-convex min-max al-
gorithms to practical applications, for example to rein-
forcement learning [40].
One of the main applications of non-convex min-
max problems, as mentioned in section II, is to design
systems that are robust against uncertain parameters or
the existence of adversaries. A major question in these
applications is whether one can provide “robustness
certificate” after solving the optimization problem. In
particular, can we guarantee or measure the robustness
level in these applications? The answer to this question is
closely tied to the development of algorithms for solving
non-convex min-max problems.
Another natural research direction is about the rate
of convergence of the developed algorithms. For ex-
ample, while we know solving min-max problems to
(Optimization-Stationary) is easy when (Min-Max) is
concave in y (and possibly non-convex in x), the optimal
rate of convergence (using gradient information) is still
not known. Moreover, it is natural to ask whether know-
ing the Hessian or higher order derivatives of the objec-
tive function could improve the performance of these
algorithms. So far, most of the algorithms developed
for non-convex min-max problems rely only on gradient
information.
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