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Abstract 
In this paper, an algorithm for approximating the path of a 
moving autonomous mobile sensor with an unknown position 
location using Received Signal Strength (RSS) measurements 
is proposed. Using a Least Squares (LS) estimation method 
as an input, a Maximum-Likelihood (ML) approach is used 
to determine the location of the unknown mobile sensor. 
For the mobile sensor case, as the sensor changes position 
the characteristics of the RSS measurements also change; 
therefore the proposed method adapts the RSS measurement 
model by dynamically changing the pass loss value a to aid 
in position estimation. Secondly, a Recursive Least-Squares 
(RLS) algorithm is used to estimate the path of a moving mo-
bile sensor using the Maximum-Likelihood position estimation 
as an input. The performance of the proposed algorithm is 
evaluated via simulation and it is shown that this method can 
accurately determine the position of the mobile sensor, and 
can efficiently track the position of the mobile sensor during 
motion. 
1. INTRODUCTION 
A wireless sensor network provides the means to collect infor-
mation in an intrusive manner, and provides a low cost solution 
to the mass collection of information. With the emergence 
of this technology there has been increasing demand for the 
development of techniques that can deliver up to date infor-
mation reliably, and in an energy efficient manner. Due to the 
low manufacturing cost of sensor networks, sensors can be de-
ployed in large numbers with a high density. The combination 
of high numbers and dispersion causes considerable amounts 
of information to be obtained, consequentially, low cost energy 
demands are required for the system to operate for long periods 
of time. For sensor networks to be effective it is important to 
know the location of mobile nodes at times of movement and 
when stationary in order to improve the overall efficiency of 
the system [1]. Knowing the location of mobile nodes and 
the locations of the sensors themselves, is an important part 
of the sensors state. The collection of sensor data without 
a set of reference coordinates (an (x, y, z) location, and a 
time stamp) can render the data useless. In addition, with 
mobility becoming a more increasing characteristic within 
sensor networks [2], the accurate tracking of the mobile nodes 
in order to gain location estimates is becoming a topic in 
research [3]. In the localisation in sensor network paradigm, 
there are two ideologies, the tracking of mobile nodes in 
order to gain position estimation, and the localisation of the 
sensors themselves, i.e. finding the location of sensors with 
unknown location information. Of particular interest to mobile 
sensor networks is the tracking of maneuvering targets. No 
mobile nodes can be tracked, however, without first producing 
a reference coordinate system within the stationary tracking 
sensors; it is imperative therefore that the positions of the 
stationary sensors are known prior. Within localisation, it is 
common to use a known location as a reference point, in 
the case of a sensor network, it is known as a reference 
receiver. The reference receiver acts as a point where all of the 
measurements can be taken with respect to it. Nevertheless this 
point does not have to know its finite position, i.e. its latitude 
and longitude. In real life applications however, this is often 
a larger sensor with some type of location sensor ability, such 
as global positioning system (GPS). Although the GPS offers 
an accurate method of localisation in an outdoor environment, 
a sophisticated location device such as this does not exist for 
an indoor environment. Additionally, devices such as a GPS 
produce a greater energy demand on the sensors causing a 
early life failure, thus the estimation of sensor locations by 
other means is needed. 
2. LOCALISATION ESTIMATION AND TRACKING 
Finding the location of an unknown sensor within a network 
has been one of the most well researched topics within the 
sensor network research community [3]-[8]. The problem of 
localisation has been researched in many different ways [4], 
[5], with the location of the sensors using different types of 
estimation inputs such as range and bearing measurements [8], 
[9]. Using range as an input, these range-based methods have 
used different types of onboard sampling sensors to estimate 
the distances between each of the sensor nodes; these can 
be generally classified into two main measurement categories: 
received signal strength (RSS) [7], and propagation time based 
measurements such as time difference of arrival (TDOA) [9]. 
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These major methods of range estimation can be used in 
two different information distribution approaches, distributed 
location algorithms and centralised location algorithms [7]. 
Distributed location algorithms are often used when a cen-
tral processor is not present with individual sensor location 
estimates being dependant of the number of known-range de-
vices it can measure. If these measurements consist of enough 
locations, geometry can be used to find the unknown sensors 
location, however a local coordinate system is employed 
until more reference locations are broadcasted. The distributed 
location method [10] is an iterative process, that is more 
neighboring sensors find their locations and broadcast this, 
the unknown sensors can determine their position. However, 
this iterative process can take some time to converge and it is 
not guaranteed. Conversely, Centralised Location Algorithms 
[10] use the deployment of a central base station to perform 
the location estimation. 
3. DISTANCE RELATED MEASUREMENT TECHNIQUES 
For the estimation of unknown sensor locations, a distance 
measurement is needed in order to obtain the coordinates of 
this unknown sensor using knowledge of the absolute positions 
of known sensors. Distance measurement techniques such as 
one-way propagation time and round trip propagation time 
measurements [II], RSS-based [12]-[14] and time-difference-
of-arrival (TDOA) [15] are all methods that are employed 
as measuring techniques. For the localisation of sensors two 
methods are preferred over all others, these are methods 
involving Time-Difference-Of-Arrival (TDOA) and Received 
Signal Strength (RSS). Measuring the distance with a TDOA 
using separate receivers at different locations is a relatively 
mature field [15], and the literature is extensive on this topic 
(see [16] and the references therein). The RSS technique is 
an attractive method since it does not require any additional 
hardware since the Received Signal Strength Indication (RSSI) 
is a standard feature of the communication system, thus 
reducing sensor size, cost and not significantly impacting on 
the local power consumption of the device [17]. Although RSS 
is an attractive method from the device complexity point of 
view, it can be seen as a coarse measurement of range since 
the input samples can be stochastic due to effects based on 
environmental factors such as objects [18]. With the aim of 
exploring the Received Signal Strength Indication estimation 
method for distance measurement further, the properties and 
models which this technique employees in regard to optimal 
base station placement is investigated. 
4. LOCATION ESTIMATION BY RECEIVED SIGNAL 
STRENGTH 
In order to find the location of a mobile node within two-
dimensional reference geometry, the objective is to ascertain 
the targets' location, in this case a mobile nodes location, using 
the Received Signal Strength (RSS) of the sensor within the 
network and the mobile node. 
The location geometry is defined in the Figure 1, with n = 4 
sensors where the location of the mobile node (hence the 
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Fig. 1: Network topology and the distance links between them. 
target) is denoted by s = [x, YlT. Figure 1 represents the 
distances between each of the sensors and the mobile base 
station, whereas the black lines represent the distances between 
the sensors and the selected reference sensor rl.The locations 
of the sensors are already assumed to be known and indicated 
by 1'i = [Xi, YilT. The Euclidian distance between the mobile 
sensor and the ith sensor is given by d; = lis - 1'il12 Vi E 
{I, ... ,n}. 
The distance between two sensors is practically observable 
using the forward link RSS (received signal strength) of 
a reachable base station. The RSS can be modelled as a 
two fold effect due to path loss and shadow Ifading [19]. 
There are several different propagation models that can be 
used to determine the signal strength of the packet: the Free 
space model, the two-ray ground model, and the shadowing 
model [20]. The Free space model and the Two-Ray Ground 
model are over-idealistic models to represent the RSS; a more 
specific model, known as the log-normal shadowing model, 
is a statistical model which predicts the received power at 
distance, and is widely used to determine the Received Signal 
Strength (RSS). The log-normal shadowing model can be 
modelled as a two fold effect due to path loss and shadow 
fading [19]. RSS represents the variation of the received power 
at a certain distance and is considered as an uncertainty in the 
measurement, measured in dBm (dB milliwatts). It is a log-
normal random variable and is of Gaussian distribution. 
Using RSS can be a challenge due to the effects that 
the physical environment places on the signals sample. Ef-
fects such as reflection, scattering, diffraction and attenuating 
objects can cause larger errors than that of the effect of 
distance. Thus it is reasonable to state that the shadowing 
model definition is acceptable for a model for the prediction of 
the RSS without a detailed model of the physical environment. 
The RSS can be represented by this model in the following 
form, 
( d
i j ) Pij = Po -lOexlog do + Xu (1) 
where ex is the path loss exponent determined via measurement 
that defines the rate at which the RSS decreases with the 
distance. Values for C\' differ depending on operational environ-
ments (due to propagation), and typically range from 2 to 3 for 
outdoors, and 4 for indoors. Po is the reference power which is 
measured at the close in distance do, which is taken from the 
transmitter. In smaller systems this distance is typically taken 
to be ::::0 1m. Xa is a Gaussian distributed random variable 
with zero mean and standard deviation an. This probability 
density function accounts for the random effect of shadowing 
in the environment. Each sensor is subject to independent, 
identically distributed (i.i.d) noise. Given an input RSS from 
a transmitter i to a receiver j, Pij ,the determination of an 
estimate of the distance, dij , between the receiver and the 
transmitter can thus be determined in terms of the sampled 
RSS. Therefore a estimated distance dij from i to j, can be 
shown as, 
(P)-* d ij = do p"; (2) 
It is common to have the reference a small distance from the 
sensor, do ::::0 1m (for large transmission distances), equation 
(2) thus becomes, 
( ppioj) -± dij = (3) 
Where Pij and Po are measured in milliwatts, and d~j is in 
meters. 
In reality the signal that is sampled includes a noise, 
given by X a , equation 3 yields a bias distance estimate. The 
expected value of the distance is 
(4) 
Therefore the unbiased distance estimate between the i th 
sensor and the unknown sensor, with an input of RSS, is 
~ (Pi)-± (~) dij = do Po e 2'1 c< (5) 
5. LEAST SQUARES LOCATION ESTIMATION 
Given a set of range estimates from a reference position, in 
this case 'ri, towards the unknown location of the sensor, s, 
the location estimate of the unknown sensor can be solved 
using the least squares method by solving the following set 
of linear equations from the ith sensor measurement in the 
general case. 
(Pi) -± lis - 'rill = do Po \Ii E {l, ... ,n::O: 3} (6) 
Expanding the distance equation, 
(7) 
Equation (7) can be represented as a matrix in the form as 
Ax ::::ob (8) 
where 
(9) 
[
(Xi ~: Xl) 
A=2 
(Xn - Xl) 
b = [(xr - xr) + (Yr ..•. yD - (d{ - 1;:1 (lO) 
(x;, - xi) + (y~ - yi) - (d;, - di) 
and 
x = [~:] (11 ) 
Where Xl, Y1 are the coordinates of the reference sensor 'r1, 
and i = 2, ... , n. Thus the position of the unknown sensor can 
be solved using a Least-squares criterion, 
i; = argx min hs(x) 
with the cost function hs (x) being, 
hs(x) = (Ax - bf(Ax - b). 
(12) 
(13) 
With a full rank matrix of A, a unique solution can be found 
that yields the estimated position of the unknown sensor at the 
minimum of the convex cost function J LS. 
(14) 
The solutions for the above equation are used as the solution 
to the estimated position of the unknown sensor. When solving 
with this technique, the errors within range estimates can 
cause difficulty when solving the linear equations (in this case 
the error caused by the sampling of the RSS). Therefore it 
is assumed that the solution is found to be an approximate 
solution that best satisfies Ax ::::0 b. 
6. MAXIMUM LIKELIHOOD ESTIMATE FOR POSITION 
ESTIMATION 
A statistically justified position estimate can be obtained by 
finding a target position estimate that maximizes the likelihood 
function. That is, by finding a target location that maximizes 
the likelihood of obtaining the measurements given a particular 
measurement error distribution, a statistically meaningful and 
consistent position estimate can be obtained. A solution for 
the unknown sensor position can be found by maximising 
the probability density function (pdf) of the signal strength 
measurements. The ML estimate of the position of the sensor 
s is given by, 
(15) 
where di is the distance found by equation 5. Since there are where Jml is the cost function denoted by, 
two unknowns, the coordinates of the unknown sensor X"Ys, Jml(S) = hT(s)L-1h(s), 
there is a requirement of a minimum of three equations (n ::0: 3 
(16) 
sensors) to find the solution. 
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Given that equation (15) has no close form solution, using 
the Taylor series method a numerical solution can be obtained 
using an iterative method, 
sml(i + 1) = sml(i) - (J['E-1Ji)-IJ['E-1h(sml(i)) 
, (18) 
l={0,1,2, .. ,} 
where Ji (s, '1'1, , , , , 'rn) is the (n - 1) x 2 Jacobian matrix of 
h(s), with 
[ 
5a(2x s -2x"I) 
In(10)lls-rIl12 
Ji(S,'rl,,"''rn ) = : 
5a(2x s -2:c 1'n) 
111(10)IIS-7'" 112 
~n(10)II:S-7'1112 , 
5u(2ys -2Y"I) ] 
ou(2ys -2Yrn ) 
In(10) Ils-r,112 
(19) 
Here, s is evaluated at the estimate s = sml(i), and Sml(O) 
is the initial guess. 
7. MOBILE SENSOR POSITION TRACKING 
Networks have adopted mobility to reduce the energy within 
the communication links between the base station and the 
network nodes. For effective mobility to occur, the location 
of the mobile sensor must be tracked as it travels through the 
network as its position is constantly changing, Based on this 
approach, suppose that a mobile sensor is traveling through a 
network taking RSS readings. Given that at tj time instances, 
a stationary location estimate Sml of the moving sensor can be 
found by the ML estimation algorithm, where j is the number 
of time samples. Using a target motion model, the location of 
the mobile sensor can be found along its path using a linear 
filtering algorithm [8], [21]. The model chosen is based on a 
constant acceleration kinematic motion model, incorporating 
the initial position and initial velocity of the mobile sensor as 
estimates; therefore, 
(20) 
where 
(21) 
[~ 0 tj 0 t~ ~] ,and M j = "2 1 0 tj 0 (22) 
'Pj = [Xj Yj Xj i/j Xj "jT Yj . (23) 
M j is the time matrix and 'Pj is the mobile sensors' motion 
vector containing the estimated position from the ML estima-
tion algorithm, the mobile sensors' velocity and acceleration. 
This allows the mobile sensor's position to be solved by means 
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Fig. 2: The tracking algorithm with its inputs and outputs 
of a Recursive Least-Squares (RLS) algorithm [8], [22] by 
smoothing the location estimates. The RLS algorithm is as 
follows: 
- _ TX1- 1 
'Pj - V> j Wj 
where 
AWj _ 1 + MJMj 
AWj-l + MJ Sml j = 1,2,.,. 
(24) 
(25) 
(26) 
A is the forgetting factor and it is typically 0 < A < 1 which 
allows the locations estimates to be forgotten, and tracking to 
occur. When initialised, both W j - 1 = 0 and Wj-l = 0 when 
j = 1, and not solved until j 2': 2 given that the result yields 
a non-invertible solution at j < 2, for the inverse of W j - 1 in 
24. As a result, the mobile sensor's tracked path is given by, 
(27) 
The tracking algorithms consists of three stages, first an 
input stage, which requires a position estimate from the LS 
method, RSS samples with a time, and the estimate of the 
velocity, In Figure 2 is the flowchart of the tracking algorithm 
which shows the process flow of the algorithm. These input 
parameters are passed to the processing stage where position 
estimation is determined by the ML method. Here a method 
of determining a online is executed, It was found via the 
analysis of signal data that even though the environment was 
consistent among all sensors, a global path loss exponent a 
did not produce clear position estimation solutions. It was 
determined that a particular path loss exponent value was 
needed for each individual sensor's measurement given that 
using a global value for a for all sensors produced a larger 
error within the position estimation. For the online method of 
dynamically determining a, a Least Squares method was used 
to detelmine the value of a based on a current RSS sample, 
and an initial position estimate from the LS position estimation 
method using a typical value for a (e.g. a value of 2), As 
Figure 2 shows, as the ML estimate algorithm determines 
a position estimate and refines the a value as the solution 
converges. 
8. RESULTS 
A. Location Estimation 
In this section a number of examples are examined using 
simulated data. The methods are validated with simulated 
power measurements and the target position of an unknown 
sensor is located. In Table 1 the simulation parameters are 
presented. For each simulation we analysed the results of 1000 
simulation runs and compared the performance of the Max-
imum likelihood Estimation, and the Least Squares location 
estimation. 
TABLE 1: SIMULATION PARAMETERS 
Input Value I Comments 
10 
o 
" 
Cosl Funcllol"l for lS 
x 10~ 
Fig. 4: KLS cost function as a surface. 
(72 
n 0.002 zero-mean Gaussian noise in covalence matrix i 
rl [O,OlT 
20' 
Sensor I location 
r2 [-1O,20l T Sensor 2 
r3 [45,35l T Sensor 3 
r4 [40,lOl T Sensor 4 
s [20,30l T Unknown sensor location 
Srnl [9,9l T Unknown sensor location initial guess for MLE 
n 1000 Simulation iterations 
j 250 Tracking time samples 
8m l [1O,40l T Initial start location for tracking 
[Xj, YjlT [0.15, -0.2lT Initial velocity 
Via simulation, we compared the Maximum-Likelihood 
(ML) and the Least-squares (LS) position estimation methods 
and recorded their performance. In Table I and Figure 1 the 
positions of the sensors and the unknown sensor are shown. 
The noise is zero-mean Gaussian given by a;' = 0.002. Both 
of the algorithms were run over 1000 simulation iterations, 
and as in [8] the mean-squared-error (MSE) and root-mean-
squared-error (RMSE) performance of both the ML estimation 
and the LS estimation were compared. The MSE is the amount 
that the estimated value differs from the true value and is 
defined as MSE(8m l) = E{118-sI1 2 } where s is the unknown 
sensor location estimate. 
o 
40 
Jml Cosl FunClro ... for MLE 
Fig. 3: KM L cost function as a surface. 
For this method it takes very few iterations to reach the 
desired location with little error (shown in Figure 5. In fact, 
it takes approximately 7 iterations to get close to the solution 
from the initial guess position, 8m l = [9,9]T, to the actual 
location, s = [20, 30jT, making this algorithm converge 
quickly towards the solution and computationally cheap. It has 
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been known that this method has a disadvantage of diverging 
to an unwanted solution if not initialised close to the solution, 
however, as shown by Figure 3, the cost function of the ML 
estimation shows that the topology is complex and divergence 
can only happen if the initial estimation is given within the 
outer edges compared to the LS surface, Figure 4, which shows 
a topology that could yield non-minimal solutions. In Table 
2 we have compared the MSE and the biased position en'or 
of the two methods. In both cases the algorithm estimated the 
unknown position of the sensor with little error, and, as evident 
in the surface plots of the cost functions of the ML and LS 
estimates, Figures 3 and 4 respectively, show that the estimated 
positions lie within the minimum of the cost function based 
on the simulated topology. 
TABLE 2: COMPARISON ERROR PERFORMANCE 
LS estimate ML estimate 
Position estimation [20.1566,30.3264lT [20.1506,30.7733l T 
Bias position Error [-0.1566, -0.3264lT [-0.1506,0.2267l T 
En'or (MSE) 0.4424 0.1706 
Error (RMSE) 0.6651 0.4130 
B. Mobile Sensor Tracking 
The mobile sensor tracking RLS algorithm was simulated with 
the initial parameters as in Table 1. The chosen path consists 
of five sections in which the velocity and the direction of the 
mobile sensor changes. The sensors take 250 measurements 
and the position estimation of the mobile sensor is determined 
by the ML estimation algorithm. Figure 6 shows the mobile 
sensors' path, and the plot of the smoothed location estimates 
of 53 where [Xj, Yj] is assumed to be zero, and the forgetting 
factor is A = 0.90. This results in a path estimation which 
is similar to the actual path. Figure 7 shows the etTOr in 
the location estimation as the sensor changes direction and 
velocity at k = 170 and J( = 200. 
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Fig. 6: Estimated path of the mobile sensor. 
, 
, 
, 
, 
, 
, 
, 
553,'::-, ---'-c~-~36--~----:;'---"-;' 
x-axis(m) 
Fig. 7: Estimated path for k = 170 and J( = 200, showing error in path. 
9. CONCLUSION 
In this paper an estimation of a sensor's unknown location 
using Received signal strength measurements is presented, 
along with a location tracking estimation of a moving mobile 
sensor. Firstly, two estimation methods are presented in order 
to approximate the unknown stationary sensor's location, a 
Least-Squares estimation method, and a Maximum-Likelihood 
estimate method. 
Secondly, a mobile sensor's path was tracked using a Recur-
sive Least-Squares algorithm. The path of the sensor was es-
timated using the Maximum-Likelihood estimate as a location 
estimate and smoothed by the Recursive Least-Squares algo-
rithm. It was found via simulation, that Maximum-Likelihood 
out performed the Least-Squares method and had a lower 
Root-Mean squared error. In addition, the Recursive Least-
Squares algorithm was shown to accurately track the mobile 
sensor with a stationary estimations from the Maximum-
Likelihood algorithm. 
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