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a  b  s  t  r  a  c  t
The  constant  pressure–temperature  (P–T)  ﬂash  plays  an  important  role  in  the modelling  of ﬂuid-phase
behaviour,  and  its solution  is especially  challenging  for equations  of  state  in which  the volume  is expressed
as  an  implicit  function  of the pressure.  We  explore  the  relative  merits  of solving  the  P–T  ﬂash  in  two
ensembles:  mole  numbers,  pressure  and  temperature,  in  which  each  free-energy  evaluation  requires  the
use of  a numerical  solver;  and  mole  numbers,  volume  and  temperature,  in which  a direct  evaluation
of  the  free-energy  is  possible.  We  examine  the  performance  of  two  algorithms,  HELD  (Helmholtz  freeluid-phase equilibria
hase stability
elmholtz free energy
ibbs free energy
AFT-VR equation of state
energy  Lagrangian  dual),  introduced  in  Pereira  et  al. (2012), and  GILD  (Gibbs  free energy  Lagrangian
dual),  introduced  here,  for  the ﬂuid-phase  equilibria  of  8 mixtures  comprising  up  to  10  components,
using  two  equations  of state.  While  the  reliability  of  both  algorithms  is comparable,  the computational
cost  of  HELD  is consistently  lower;  this  difference  becomes  increasingly  pronounced  as  the  number  of
components  is  increased.
ubliseng–Robinson equation of state ©  2014  The  Authors.  P
. Introduction
Equations of state (EOSs) are widely used to represent the
hysical properties of ﬂuids, including ﬂuid-phase equilibria, in
ngineering applications (Assael et al., 1996; Kontogeorgis and
olas, 2009). Some EOSs have been shown to reproduce experimen-
al data to a high degree of ﬁdelity, allowing the entire ﬂuid-phase
egion to be represented in a consistent manner, rendering them
owerful modelling tools (Poling et al., 2001; Kontogeorgis and
olas, 2009). While a variety of mathematical forms have been
roposed for EOSs, the statistical mechanical formalism used to
evelop molecular-based equations leads to an EOS written in the
anonical ensemble, i.e., with a functional dependence on the vari-
ble set consisting of the mole numbers (n), the volume (V), and
he temperature (T), and with the Helmholtz free energy as the
ey thermodynamic function. However, many of the calculations
ndertaken with EOSs require the variable set n, P (pressure), and
, associated with the constant pressure-temperature (P–T) ﬂash,
hich is in common use. For example, phase-equilibria data are
ften reported with P and T as independent variables. Furthermore,
he P–T ﬂash is widely used in many process simulation environ-
ents. As EOSs become more complex and more computationally
emanding to evaluate, the use of appropriate thermodynamic
∗ Corresponding author. Tel.: +44 020 7594 6638.
E-mail address: c.adjiman@imperial.ac.uk (C.S. Adjiman).
ttp://dx.doi.org/10.1016/j.compchemeng.2014.06.009
098-1354/© 2014 The Authors. Published by Elsevier Ltd. This is an open access article uhed  by  Elsevier  Ltd.  This  is  an  open  access  article  under the  CC  BY license
(http://creativecommons.org/licenses/by/3.0/).
spaces becomes increasingly important to ensure the efﬁciency and
reliability of the computations (Giovanoglou et al., 2009a, 2009b).
An important aspect of working with EOSs formulated in terms
of the Helmholtz free energy A(n, V, T) is the route chosen to obtain
the isobaric properties. Since the natural ensemble of the Helmholtz
free energy is the vector of mole numbers n, volume V, and tem-
perature T, the pressure is obtained as a derivative of A(n, V, T),
i.e., P = −(∂A/∂V)n,T , which is also a function of the same variable
set so that for a given (n, V, T) it is possible to obtain analytically
a unique value for the pressure. However, given P and T, there
are often several possible values for the volume and these values
(or roots) cannot be obtained analytically when the dependence
of the pressure on volume is a polynomial of order greater than
three, as in the case for non-cubic equations such as the statisti-
cal associating ﬂuid theory (SAFT) (Chapman et al., 1989, 1990).
Another example of increased computational complexity is the
inclusion of an association term, such as in SAFT, in the cubic
plus association (CPA) EOS (Kontogeorgis et al., 1996), and in the
associated-perturbed-anisotropic chain theory (APACT) (Ikonomou
and Donohue, 1986, 1988; Economou and Donohue, 1990; Elliott
et al., 1990). This necessitates the solution of a nonlinear system
of equations; although the set of equations has a unique solution
(Xu et al., 2002; Kakalis et al., 2006), this leads to an increase in
the computational resources required to evaluate the properties of
mixtures.
There has been work in the past to assess the computational
requirements and efﬁciency of various EOSs. Mathias and Benson
nder the CC BY license (http://creativecommons.org/licenses/by/3.0/).
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1986) compared the computational demands of calculating fuga-
ity coefﬁcients and enthalpies for a selection of EOSs available
n Aspen Plus (AspenTech, 2014) at the time of their study. They
oncluded that the calculation of the density (or volume) roots is
ot the dominant computational cost. Topliss et al. (1988) came
o a similar conclusion in their analysis of the same topic in subse-
uent work. The main aim of our current work is to re-examine this
ssue, in light of recent developments in the ﬁeld of EOS modelling,
hich require the evaluation of more complex algebraic expres-
ions and, consequently, a different partitioning of mathematical
perations between the calculation of the density-dependent and
ensity-independent parts of the EOS.
The solution of the P–T ﬂash problem involves a search for the
lobal minimum of the total Gibbs free energy G(n, P0, T0), where
0 and T0 are the speciﬁed pressure and temperature, respectively.
he total Gibbs free energy is calculated as a sum over all phases,
ut the number of phases present at equilibrium is, an unknown
uantity a priori. The most stable state of the system may  contain a
ingle phase, or multiple phases, and consequently the optimisation
roblem of directly minimising the system Gibbs free energy over
ll phases is of nonstandard form:
min
n,np
GT (n, P0, T0) =
np∑
j=1
nc∑
i=1
ni,ji,j(nj, P
0, T0),
s.t.
⎛⎝ np∑
j=1
ni,j
⎞⎠− n0
i
= 0, i = 1, . . .,  nc,
ni,j ∈ [0,  n0i ], i = 1, . . .,  nc;  j = 1, . . .,  np;
np ∈ [0,  NG] ⊂ N,
(1)
here GT is the total Gibbs free energy of the system, n is a nc × np
atrix with the element ni,j representing the number of moles
f component i in phase j, np is the number of distinct stable
hases, and NG is the maximum possible number of phases present,
redetermined by the Gibbs phase rule. Furthermore, i,j is the
hemical potential of component i in phase j, nj is the vector of
ole numbers in phase j, and n0
i
is the ith element of vector n0, i.e.,
he total number of moles of component i in the mixture.
The solution of problem (1) has been approached in a variety
f ways, depending on the particular application and the required
alance of computational efﬁciency and robustness. Here, we  focus
n techniques that are applicable when no prior knowledge of
he phase behaviour of the mixture is available and where more
mphasis is therefore placed on robustness. Such an approach is
specially appropriate for parameter estimation (Gau et al., 2000)
nd for molecular design problems (Giovanoglou et al., 2003). In
any methods, the unknown number of equilibrium phases is
andled through the framework proposed by Michelsen (1982a,
982b), in which alternately, np is postulated, a ﬂash calculation is
arried out for the ﬁxed number of phases is handled, and then
he stability of the postulated solution is tested by minimising
he tangent-plane distance function (Baker et al., 1982; Michelsen,
982a). This process is repeated until a stable solution is obtained.
n particular, the problem of identifying instability or metastability
as received signiﬁcant attention. Much of this work has been in the
ontext of applying either deterministic or stochastic global optimi-
ation techniques to minimise the tangent-plane distance function.
ome of the many examples of research in this area include work on
eterministic algorithms (McDonald and Floudas, 1995; Hua et al.,
996; McKinnon and Mongeau, 1998; Xu et al., 2002; Jalali et al.,
008; Ivanov et al., 2013), and on stochastic schemes (Henderson
t al., 2001; Rangaiah, 2001; Teh and Rangaiah, 2002; Bonilla-
etriciolet et al., 2006; Nichita and Gomez, 2009; Srinivas and
angaiah, 2006; Rahman et al., 2009).ical Engineering 71 (2014) 67–76
The most popular method for carrying out the ﬂash calcula-
tions embedded in this alternating stability test/ﬂash procedure
is K-value updating (Rachford and Rice, 1952), which is based
on solving the phase-equilibrium equations via successive sub-
stitution. While this method is efﬁcient for mixtures exhibiting
near-ideal phase behaviour, the algorithm does not necessarily
converge when applied to more non-ideal cases, e.g., polymeric
systems, as discussed by Heidemann and Michelsen (1995). This
failure to converge may  be caused by the assumption, made during
the solution procedure, that the fugacity coefﬁcients are indepen-
dent of composition, which becomes increasingly inappropriate as
the phase behaviour departs from ideality. An alternative approach
is the GFLASH algorithm of Zaydullin et al. (2014), where special
care is taken to adopt numerically favorable formulations for phase
stability and phase equilibrium, and which has been used to solve
large numbers of P-T ﬂash problems in the context of reservoir
simulations.
Mitsos and Barton (2007) proposed a formulation of the P–T
ﬂash problem which is based on obtaining a dual problem from
the minimisation of the single-phase Gibbs free energy and the
mass-balance constraints. This formulation does not require that
the number of equilibrium phases be postulated beforehand and,
in addition, has a concave structure that may  be exploited to pre-
vent divergence of the calculations, whatever the phase behaviour
of the mixture in question. These features make the formulation
amenable to the development of algorithms that are generally
applicable to any mixture, without the need to introduce assump-
tions about the underlying phase behaviour.
There are two approaches to tackling the pressure constraint
imposed by a P–T ﬂash. The ﬁrst, and most common, method
involves the application of algorithms based directly on the Gibbs
free energy at the speciﬁed temperature and pressure. This is a
function of composition only (G(n; P0, T0)), but its evaluation at
each composition requires the solution of a nonlinear problem to
obtain the correct volume root. The second method involves the
incorporation of the volume as an explicit variable in the ﬂash prob-
lem and consequently working with the function G(n, V ; P0, T0) =
A(n, V ; T0) + P0V so that there is no need to solve for volume roots.
Several algorithms have been developed based on this formulation
(Nagarajan et al., 1991a, 1991b; Xu et al., 2002; Nichita et al., 2006;
Pereira et al., 2010, 2012).
The quantiﬁcation of the extent to which the need to solve for
volume roots when working at ﬁxed pressure affects computational
performance is particularly pertinent to P–T ﬂash calculations, since
the pressure equation must be solved iteratively many times during
such procedures. On the other hand, the addition of volume as an
independent variable, in order to avoid this iterative procedure,
increases the dimensionality of the Gibbs free energy minimisation
problem by one variable, and may  therefore lead to an increase in
the computational cost.
The focus of our current work is to assess the trade-off, in
terms of computational efﬁciency, between obtaining volume roots
through solution of the pressure equation at each Gibbs free energy
evaluation and the addition of volume as an explicit variable in
the phase-equilibrium calculation, for two duality-based phase
equilibrium algorithms. The ﬁrst, HELD (HElmholtz free energy
Lagrangian Dual, Section 2) (Pereira et al., 2012), does not require
the solution of the pressure equation; the second, GILD (GIbbs free
energy Lagrangian Dual, Section 3), does. In all other respects the
two algorithms are similar, and provide an equally high perfor-
mance in terms of robustness. These algorithms are applied to
several case studies to ascertain whether a volume-based formu-
lation offers beneﬁts in terms of either efﬁciency or robustness.
Two EOSs are considered, the statistical associating ﬂuid theory
for potentials of variable range (SAFT-VR) (Gil-Villegas et al., 1997;
Galindo et al., 1998) and the Peng–Robinson equation (PR) (Peng
 Chemical Engineering 71 (2014) 67–76 69
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Table 1
GILD algorithm for the solution of the P–T ﬂuid-phase equilibrium problem.
PROCEDURE GILD(x0, P0, T0)
Stage I – Stability test and initialisation
Step 1 – Stability test at x0
Solve stability test up to 10 nc times using tunnelling algorithm.
If  negative tangent-plane distance found, go to Step 2.
If stability test yields stable result, terminate.
Step 2 – Initialisation for stage II
(a) Set major iteration counter k = 0; Upper bound UBD =
GP (x0, P0, T0);
(b) Initialise set M based on strategy in Pereira et al. (2010).
Stage II – Identiﬁcation of candidate stable phases
Step 3 – Solve the outer problem (OP).
Set (k) = ∗ and update best upper bound UBD.
Step 4 – Generation of a cutting plane.
Solve the inner problem (IP) with ﬁxed (k) from different starting points
until L(k) ≤ UBDV .
Add the corresponding variable values x(k) to M.
Step 5 – Search for candidate stable phases.
Update set M∗ using criteria (PP).
If M∗ contains 2 or more elements then go to Step 7.
Step 6 – Increment iteration counter k = k + 1 and go to Step 3.
Stage III – Acceleration and convergence tests
Step 7 – Minimisation of the Gibbs free energy over all candidate phases.
Solve problem (GMx).
If the solution of problem (GMx) is unsuccessful, increment iteration
counter k = k + 1 and go to Step 3.
Step 8 – Convergence test
Test consistency of Step 7 Gibbs free energy with best UBD (C1).
Test convergence of chemical potentials (C2).
If  either test fails, increment iteration counter k = k + 1 and go to Step 3.
Step 9 – Check for trace components.
If  trace components are present then solve (RT) for their true equilibrium
compositions.
END GILD;F.E. Pereira et al. / Computers and
nd Robinson, 1976). The article is organised in the following
anner: ﬁrstly, the two duality-based algorithms are described,
ollowed by a discussion of the nonlinear solvers employed in GILD
o identify the volume roots. The performance of the two algo-
ithms is then compared for a number of systems, exhibiting diverse
uid-phase behaviour, including vapour–liquid equilibrium (VLE),
iquid–liquid equilibrium (LLE), and vapour–liquid–liquid equilib-
ium (VLLE).
. The HELD algorithm
The HELD algorithm is described in detail in our previous paper
Pereira et al., 2012) and we highlight only a few aspects here. In
he HELD algorithm, a Lagrangian dual problem is solved, derived
rom the following single-phase formulation:
min
x∈X,V∈[V,V ]
A(x, V, T0) + P0V
s.t. x0
i
− xi = 0, i = 1, . . .,  nc − 1,
(2)
here nc is the number of components in the mixture, A(x, V, T0)
s the intensive Helmholtz free energy (in J mol−1) expressed in
erms of nc − 1 mole fractions, i denotes a speciﬁc component in the
ixture, x is the vector of nc − 1 component mole fractions xi, such
hat
∑nc−1
i=1 xi + xnc = 1, X is a bounded set such that X ⊆ [0, 1]nc−1,
 is the molar volume, V and V are, respectively, lower and upper
ounds on V (in m3mol−1), P0 and T0 are, respectively, the pressure
in Pa) and temperature (in K) speciﬁed for the ﬂash calculation, and
0 is the vector of nc − 1 component mole fractions, x0
i
, in the feed,
here
∑nc−1
i=1 x
0
i
+ x0nc = 1. The mole fraction of component nc has
een eliminated from the formulation without loss of generality.
roblem (2) is a trivial problem with a unique feasible point, but
ts dual problem possesses valuable properties (Mitsos and Barton,
007; Pereira et al., 2010). More speciﬁcally, its global solution(s)
s (are) the stable equilibrium phase(s) of the P-T ﬂash problem at
otal composition x0. The dual problem used takes the form (Pereira
t al., 2010, 2012)
GD = max
∈Rnc−1
V ()
s.t. V () = min
x∈X,V∈[V,V ]
LV (x, V, ), (Dx,V)
here
V (x, V, ) = A(x, V, T0) + P0V +
nc−1∑
i=1
i(x
0
i − xi), (3)
here  is the vector of Lagrange multipliers for the mass-balance
onstraints, V () is the dual objective function, and GD is its max-
mum value. The solution of problem (Dx,V) yields the equilibrium
agrange multipliers (∗), and the composition and volume of one
arbitrary) stable phase (x∗, V∗).
HELD is designed speciﬁcally for use with EOSs formulated in
erms of the Helmholtz free energy. The pressure equation is solved
nly once in the course of the algorithm, in order to identify a vol-
me  root consistent with the feed conditions. Even if several values
f the volume can be found at the given P0 and T0, it is not necessary
t this stage to identify the most stable root. The identiﬁcation of
n unstable root during this phase does not impair the ability of the
lgorithm to converge to the correct solution, and where appropri-
te, to identify the stability of a single-phase solution at the feed
omposition and to ﬁnd the corresponding stable volume root at the
onditions n0, P0, T0. HELD has been successfully applied to multi-
hase multicomponent phase-equilibria calculations for numerous
ixtures with the PR EOS and with SAFT-type approaches (Artola
t al., 2011; Forte et al., 2011; Mac  Dowell et al., 2011; Pereira et al.,
012; Rodriguez et al., 2012).3. The GILD algorithm
The GILD algorithm introduced in our current paper is closely
related to HELD. The difference lies in the choice of the core ther-
modynamic function, which in this case is the Gibbs free energy at
constant pressure and temperature, which is solely a function of
composition. Thus, the problem formulation here is that of Mitsos
and Barton (2007), as are the primal and dual problems. Algorithmi-
cally, the method is similar to HELD, the main difference being the
treatment of the inner problem, in which volume no longer plays an
explicit role. For clarity, we  brieﬂy outline the main features of the
GILD algorithm. In keeping with previous work (Mitsos and Barton,
2007; Pereira et al., 2010, 2012), the expressions are developed in
terms of nc − 1 mole fractions x, rather than n mole numbers n. The
algorithmic steps of GILD, as discussed throughout this section, are
outlined in Table 1.
The primal problem (P) involves the minimisation of a single-
phase Gibbs free energy G(x, P0, T0), subject to mass-balance
constraints,
min
x
G(x, P0, T0)
s.t. x0
i
− xi = 0, i = 1, . . ., nc − 1,
x ∈ X ⊂ Rnc−1,
(P)
where P0 is the speciﬁed pressure, T0 is the speciﬁed tempera-
ture, G(x, P0, T0) is the intensive Gibbs free energy at given mole
fractions, pressure and temperature, and the other symbols are as
deﬁned in Section 2.
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A dual of problem (P) can be formed with the nc − 1 mass-
alance constraints, producing the semi-inﬁnite problem (SIP):
GD = max
v,∈Rnc−1
v
s.t. v ≤ G(x, P0, T0) +
nc−1∑
i=1
i(x0i − xi), ∀x ∈ X ⊂ Rnc−1.
(SIP)
Problem (SIP) may  be solved with an outer approximation
lgorithm, in which a linear representation of problem (SIP) is pro-
ressively constructed by choosing speciﬁc instances of the vector
. This linearised form is known as the outer problem, and yields a
uaranteed upper bound UBD on the solution of (SIP),
UBD = max
v,∈Rnc−1
v
s.t. v  ≤ G(xm, P0, T0) +
nc−1∑
i=1
i(x0i − xmi ), ∀xm ∈ M
v  ≤ GP,
(OP)
here M is the set of vectors xm, and GP is the value of the Gibbs
ree energy at the solution of the primal problem, i.e., evaluated at
he total composition x0, and speciﬁed pressure P0 and temperature
0. Although any mole fraction vector would be a valid member of
, it is most efﬁcient to use instances of xm that add the tightest
ossible constraints to problem (OP), thereby reducing the total
umber of iterations required for solution of the dual problem. Such
onstraints are generated by global solution of the inner problem,
(k) = min
x∈X
L(x, (k)) = min
x∈X
(G(x, P0, T0) +
nc−1∑
i=1
ki (x
0
i − xi)). (IP)
Problem (IP) is the minimisation of the Lagrangian function with
espect to x, for a ﬁxed value of the outer variable vector k. If the
lobal minimum of (IP) is obtained then the solution L(k) is a guar-
nteed lower bound on the solution of the dual problem. Although
he use of global solutions to problem (IP) is likely to result in
ewer iterations of the outer approximation algorithm, guaranteed
eterministic global optimisation for nonconvex problems is com-
utationally expensive. In GILD we use local minimisation to solve
roblem (IP). This approach generates useful constraints for the
uter problem but does not produce a guaranteed lower bound and
herefore GILD may  sometimes converge to a metastable solution.
evertheless, with an appropriate choice of algorithmic parame-
ers, GILD may  be shown to have an inﬁnite time guarantee of
onvergence to the stable solution, as discussed in the context of
he HELD algorithm (Pereira et al., 2012). In the remainder of this
ection, we describe the main steps brieﬂy.
.1. Stage I – stability test and initialisation
The algorithm, outlined in Table 1, begins with a stability test
UBD − L(m)∣∣∣∣∣∣
(
∂G(xm, 
∂x
∀i ∈ Im, 
|xm
i
− xn
i
|≥ased on the minimisation of the tangent-plane distance function
Michelsen, 1982a) to ascertain whether a phase split occurs at
he given conditions (x0, P0, T0). A tunnelling algorithm (Levy and
ontalvo, 1985; Levy and Gomez, 1985) is used, to increase theical Engineering 71 (2014) 67–76
probability of identifying instability, as compared to the minimi-
sation of the tangent-plane distance function itself. The tunnelling
function fT is minimised with respect to the vector of mole fractions
x, and is of the form
fT (x, P0, T0) =
(
G(x, P0, T0) +
nc−1∑
i=1
g0i (x
0
i − xi) − d∗
)
× exp
⎛⎜⎝ p∗(∑nc−1
i=1 (x
∗
i
− xi)2
)0.5
⎞⎟⎠ . (4)
Function fT is very similar to the tunnelling objective function
described in Pereira et al. (2012), and the notation from the latter
work is retained; d∗ = d(x∗, P0, T0) is the value of the best minimum
found so far, and x∗ is the composition vector at this minimum.
d(x, P0, T0) is the original objective function, which takes the form,
d(x, P0, T0) = G(x, P0, T0) +
nc−1∑
i=1
g0i (x
0
i − xi), (5)
where g0
i
is the gradient at the feed conditions (x0, P0, T0). If a
state is identiﬁed as being unstable then the GILD algorithm may
progress to stage II, beginning with the initialisation of the upper
bound UBD and constraint set M.
3.2. Stage II – identiﬁcation of candidate stable phases
If the feed is found not to be stable then the algorithm proceeds
to the solution of the dual problem. The outer problem (OP) and
the inner problem (IP) are solved alternately in Steps 3 and 4, until
the convergence criteria are fulﬁlled. These convergence criteria
are similar to those of HELD (Pereira et al., 2010), except that the
derivatives being tested are now those of the Gibbs free energy,
rather than the Helmholtz free energy. Additionally, there is no
longer a condition on the difference in the volume of the phases,
since volume is never considered explicitly in GILD. As in HELD
(Pereira et al., 2012), the set M is searched after each major itera-
tion to identify candidate stable phases (Step 5). The mp  candidate
phases are recorded in a set M∗ and they must satisfy the following
conditions:
, m = 1, . . .,  mp
0)
)
xm
k /=  i,P,T
− (m)
i
∣∣∣∣∣∣ ≤ 
∣∣∣(m)i ∣∣∣ ,
 1, . . .,  mp,
∀m = 1, . . .,  mp, m /= n; n = 1, . . .,  mp; i = 1, . . .,  nc − 1,
(PP)
where UBD is the current lowest upper bound, obtained by solving
problem (OP), L(m) is the value of the objective function of prob-
lem (IP) corresponding to solution xm and vector (m), Im is a set of
component indices deﬁned by i ∈ Im ⇒ xm
i
/= xl , where xl is a lower
bound on mole fractions, and Im contains the ﬁrst ncpp = min(nc − 1,
5) components that satisfy this requirement. Thus, ncpp is the num-
ber of components to be converged through the solution of the dual
problem. Finally, b,  and x are user-deﬁned tolerances. Further
explanation of these conditions can be found in Pereira et al. (2012).
The lower bound on the mole fractions is imposed to avoid numer-
ical difﬁculties with trace components and is relaxed in a later step
in a manner identical to that of HELD (Pereira et al., 2012, Lucia
et al., 2000).
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.3. Stage III – acceleration and convergence tests
.3.1. Free energy minimisation (Step 7)
We accelerate the approach to a tightly converged solution to
he full phase-equilibrium problem once the set M∗ has at least two
embers, i.e., two composition vectors. The composition vectors in
∗ provide a good approximation of the compositions of the stable
hases and therefore an excellent initial guess for the direct min-
misation of the Gibbs free energy over all phases identiﬁed thus
ar. In GILD, this minimisation takes the form of problem (GMx),
hich is in the space of mass numbers (for a total of one mole of
ixture):
G∗ = min
q
mp∑
j=1
Gq(q
j
, P0, T0)
s.t.
⎛⎝ mp∑
j=1
qi,j
⎞⎠− q0
i
= 0, i = 1, . . .,  nc,
qi,j ∈ [max{0, qmi,j − 10
−3MWi}, qmi,j + 10
−3MWi], i =
here mp  is the number of phases included in the minimisation,
* is the Gibbs free energy at the solution, q is the mp × nc matrix
ontaining the mass numbers in each phase, qi,j is the mass number
f component i in phase j, qm
i,j
is the mass number of component i in
hase j in the set M∗ as produced from stage II, Gq(q
j
, P0, T0) is the
ibbs free energy deﬁned in terms of mass numbers, q0
i
is the total
ass of component i in the mixture, and MWi is the molar mass
f component i in g mol−1. Formulating this subproblem in mass
umber rather than mole fraction is favourable because the mass-
alance constraints are linear, and the problem has better scaling,
specially in highly asymmetric mixtures (e.g., polymer–solvent
ixtures). If M∗ does not contain a set of phases that fulﬁll the
ass balance then problem (GMx) is infeasible (due to the bounds
n the mass number variables constraining them to the proximity
f the contents of M∗), and the algorithm proceeds to the next iter-
tion via Stage II. If a feasible solution is found, the corresponding
ole and phase fractions are stored in a set S∗ and the algorithm
roceeds to Step 8.
.3.2. Convergence test (Step 8)
The convergence criteria are exactly as described in Pereira et al.
2012) for HELD, and we refer to our earlier work for a discus-
ion of the convergence test. For completeness, the expressions are
ncluded here. We  undertake two checks in deciding whether to
ccept the solution of problem (GMx). Firstly, the following inequal-
ty must hold:
 ≤ UBD − G∗ ≤ g, (C1)
here g is a convergence tolerance. This ensures that G* is less
han, but close to UBD, the ‘tentative’ (loosely converged) solution
o the outer problem, problem (OP). Secondly, the chemical poten-
ials of each component in all phases in S∗ must agree to within a
ser-speciﬁed tolerance ,
(i,j − i,j+1)
i,j
| ≤ , ∀i = 1, . . .,  nc, ∀j = 1, . . .,  mp − 1, (C2)
here i,j denotes the chemical potential of component i in phase
 at T0 and P0. If conditions (C1) and (C2) are not satisﬁed, the iter-
tion counter is incremented and the algorithm returns to Step 3.
therwise, the contents of S∗ are considered to be the stable phase
implex, and GILD proceeds to the calculation of trace component
ompositions in Step 9 if needed.ical Engineering 71 (2014) 67–76 71
 .,  nc, j = 1, . . .,  mp,
(GMx)
3.4. Reﬁning the compositions of trace components (Step 9)
Any component that is at a lower bound in composition upon
convergence of GILD is subject to reﬁnement by problem (RT):
min
xk,j ∈̂X
(k,j(xk,j, T
0, P0) − ∗k)
2
(RT)
where xk,j is the mole fraction of component k in phase j, which
is to be determined more precisely, X̂ is the modiﬁed search area
corresponding to a smaller lower bound (e.g., 10−50), k,j is the
chemical potential of the trace component k in phase j, and ∗
k
is the
equilibrium chemical potential of component k as calculated in the
phase in which k is most abundant. The calculation of the chemical
potential at the conditions of interest requires the solution of the
pressure equation.
3.5. Solution of the pressure equation
As mentioned in Section 1, molecular-based EOSs are often
formulated in the Helmholtz free energy A(x, V, T). In this case,
pressure P(x, V, T) is a derivative property, and is obtained from
the relationship:
P(x, V, T) = −
(
∂A(x, V, T)
∂V
)
x,T
. (6)
In order to obtain the stable volume corresponding to a speci-
ﬁed pressure P0, one must either ﬁnd all solutions of the pressure
equation P(x, V, T) = P0 for given x, T and P0, and choose the one
corresponding to the lowest Gibbs free energy, or solve a noncon-
vex optimisation problem. There are a number of different forms
that this nonlinear problem (NLP) can take. One option is to solve
an unconstrained minimisation of the form
min
V∈[V,V ]
[A(x, V, T) + P0V ], (7)
where P0 is the desired pressure. It should be noted that problem
(7) may have multiple solutions for a given x, T and P0, and indeed,
there is no reliable method to predict the number of solutions a
priori for higher than cubic EOSs without resorting to guaranteed
global optimisation, which can become intractably slow for use
in phase-equilibrium calculations. Depending on the conditions,
most EOSs have either one or three solutions within the region of
physically meaningful volumes for the ﬂuid range, i.e., 0 ≤  ≤ 0.74,
where  is the packing fraction (dimensionless volume occupied
by the molecules). When three solutions exist, they most often
correspond to the liquid, vapour and unstable volumes for the rel-
evant pressure and temperature. The unstable root corresponds to
a maximum in the Gibbs free energy, while the liquid and vapour
roots are both minima. One of these minima will be local and one
global, where the global minimum will correspond to the stable
root. In special circumstances, such as at the vapour pressure of a
pure component, or an azeotrope, both minima are global, since
they represent coexisting phases at the same composition but with
different volumes.
While many EOSs generally exhibit either one or three volume
roots in the physical domain of volume, this is often difﬁcult to
7  Chemical Engineering 71 (2014) 67–76
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Table 2
Pure component parameters for mixtures represented with the Peng–Robinson (PR)
EOS (Peng and Robinson, 1976) where Tic , P
i
c , and ω
i are the critical temperature,
critical pressure, and acentric factor of component i respectively. The parameters
are  as used in Pan and Firoozabadi (1998), Robinson et al. (1978),  and Nichita et al.
(2002).
Component i Tic /K P
i
c/Pa ω
i
CH4 190.6 459,600 0.008
H2S 373.2 893,700 0.100
N2 126.2 339,000 0.040
C2H6 305.4 488,000 0.098
C3H8 369.8 425,000 0.152
CO2 304.2 738,000 0.225
Table 3
Binary interaction parameters, kij , for mixtures represented with the Peng–Robinson
(PR) EOS (Peng and Robinson, 1976).
kij CH4 H2S N2 C2H6 C3H8 CO2
CH4 – 0.1 0.031 0.0 0.0 0.125
H2S – 0.2 0.08 0.08 0.12
N2 – 0.042 0.91 −0.02
C2H6 – 0.0 0.1352 F.E. Pereira et al. / Computers and
rove, and the reliability of many schemes is based on computa-
ional experience rather than rigorous mathematical arguments.
ome exceptions exist; for example, it was proved (Giovanoglou
t al., 2009b) that the augmented van der Waals EOS has three vol-
me  roots in the physical region, even though the equation itself is
fth order in volume. In the general case however, the number of
olutions present in the physical domain is unknown and there is
o mathematical reason to assume that their number would nec-
ssarily be limited to three. For example, both Yelash et al. (2005)
nd Privat et al. (2010) discuss the presence of multiple critical
oints, and consequently more than three volume roots, in sys-
ems represented with the widely used PC-SAFT EOS (Gross and
adowski, 2001). Privat et al. (2010) further report that the original
AFT (Chapman et al., 1989, 1990) and SAFT-VR (Gil-Villegas et al.,
997; Galindo et al., 1998) EOSs do not exhibit such behaviour.
Although the solution of the pressure equation is often required
n thermodynamic modelling, the problem is highly nonconvex and
are must be taken both when designing algorithms and interpre-
ing results. For example, Lucia et al. (1990) ﬁnd that the process of
btaining the roots of the Soave–Redlich–Kwong (SRK) EOS (Soave,
972) through a successive substitution scheme can fall prey to
haotic behaviour. In recent work, Kamath et al. (2010) propose a
rocess-modelling framework for cubic EOS in which constraints
re imposed on the volume derivatives of the pressure, to ensure
hat either a liquid or volume root is obtained as required.
In our current work, two different methods are used to solve
he pressure equation in order to investigate the inﬂuence of the
umerical method chosen for this task on the overall performance
f GILD. Both are based on the formulation of problem (7). The
rst is a quasi-Newton approach (QN) with a line search, based
n the method described by Press et al. (2007) and the second is
 straightforward Newton–Raphson (NR) method. Both solvers are
pplicable to any EOS, provided the relevant derivatives are avail-
ble. The QN method requires only the ﬁrst volume derivative of
he Helmholtz free energy (i.e., the pressure), and the NR method
ses both the ﬁrst and the second volume derivatives of A(x, V, T).
he same convergence criterion is used in both methods:
1 −
[
(∂A(x-, V, T)/∂V)x-,T
P0
]
≤ ∈ p
∣∣∣∣ . (8)
hile other methods may  be devised to solve the pressure equa-
ion efﬁciently, the use of these two approaches provides useful
enchmarks for the purposes of the study undertaken here.
. Numerical case studies
In our current work, calculations are undertaken for two
quations of state: the Peng–Robinson equation (PR) (Peng and
obinson, 1976) and the statistical associating ﬂuid theory for
otentials of variable range (SAFT-VR) (Gil-Villegas et al., 1997;
alindo et al., 1998). The PR EOS has a cubic form in volume, and
herefore, for ﬁxed x, P, T the volume roots can be obtained ana-
ytically. However, we do not exploit this property here since we
se the PR EOS with the aim of providing an assessment of the
ehaviour of the HELD and GILD algorithms when applied to gen-
ral EOSs. Clearly, the ability to obtain the pressure roots of an EOS
nalytically improves the computational efﬁciency. Indeed, under
hese circumstances, one would expect GILD to require fewer com-
utational resources, provided that good solutions to the inner
roblem are added to the constraint set with a similar frequency in
oth algorithms, i.e., that the rates at which global (or near-global)
olutions to the inner problem are located in the two algorithms
re comparable.
The HELD and GILD algorithms are implemented in FORTRAN90
nd solvers from the Numerical Algorithms Group (NAG) MarkC3H8 – 0.15
CO2 –
21 Fortran Library (The NAG Library, 2013) are used to solve all
sub-problems apart from the solution of the pressure equation
(6). The inner problems are solved with the SQP algorithm of Gill
et al. (1986a, 1986b), problem (GMx) with SNOPT (Gill et al., 2002),
and the linear optimisations with a method of Gill and Murray
(1978), also described by Gill et al. (1991). Analytical ﬁrst deriva-
tives are used throughout and analytical second derivatives are
used in the Newton–Raphson version of the pressure solver. The
bounds on composition are X = [10−8, (1 − 10−8)]nc−1, such that
the lower bound on mole fraction is xl = 10−8. The tolerances are
set as:  = 0.5, b = 10−2, x = 10−3,  = 10−3,  = 10−6, g = 10−6,
and p = 10−10. All runs are performed on an Intel Xeon 2.4 GHz
machine running Linux.
We  present a number of numerical case studies for each algo-
rithm using both the PR and SAFT-VR EOSs. The parameters for
the mixtures modelled with the PR EOS can be found in Tables 2
and 3. The examples modelled with the SAFT-VR SW EOS  are the
same as those presented in our previous paper (Pereira et al., 2012);
the reader is directed to this earlier work for phase diagrams and
parameter values for the mixtures in question. We  present aver-
age statistics of calculations for nine different mixtures, exhibiting
varied and often highly non-ideal ﬂuid-phase behaviour. For each
mixture, we carry out calculations at 100 different combinations
of temperature, pressure and composition, chosen at random and
lying between the bounds speciﬁed in Tables 4 and 5. Each calcu-
lation is repeated 100 times to test reliability, resulting in 10,000
independent calculations for each mixture and algorithmic setup.
We  consider two repeated calculations to be consistent if the two
values of the Gibbs function at convergence, G*, are within 10−5
of each other. For each mixture, the same 100 state points (tem-
perature, pressure, and composition states) are used for all three
algorithmic options (HELD; GILD+NR; GILD+QN) so as to achieve
an unbiased comparison. The statistics shown include the average
CPU times and number of major iterations required to solve the
full phase-equilibrium problem for given P, T and x0, as well as the
average number of iterations required to solve the pressure equa-
tion and the inner problem. The average number of calls to the EOS
is also reported. In our implementations of the EOSs, we evaluate
the Helmholtz free energy and the corresponding pressure at every
call of the EOS, i.e., for given T, V, and x. A more efﬁcient imple-
mentation could be developed, thereby reducing the absolute CPU
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Table  4
Statistics for calculations at randomly selected thermodynamic conditions for systems represented with the PR EOS (Peng and Robinson, 1976). 100 independent repeated
calculations are carried out at each of 100 randomly selected unstable compositions, temperatures, and pressures, resulting in 10,000 calculations for each system. The bounds
on  the random selection of the global composition vector are [10−4,0.999]nc−1 in all cases (where
∑nc
i=1x
0
i
= 1). ‘Range T0’ denotes the bounds on the random selection in
temperature, and ‘Range P0’ the same in pressure. ‘IT major’ is the number of major iterations (a major iteration involves the solution of both the outer and inner problems),
‘CPU’  is the number of seconds of single processor computing time, ‘Calls to EOS’ is the number of times that the equation of state is called, ‘IT Vsolve’ is the number of
iterations required by the volume root solver (only applicable for the GILD statistics), and ‘IT inner’ is the number of iterations required for the inner problem. All statistics
refer  to the solution of the entire phase-equilibrium problem and are averaged over the 10,000 calculations. Sd is the corresponding standard deviation. ‘GILD + QN’  uses a
quasi-Newton volume root solver and ‘GILD +NR’ a Newton–Raphson volume root solver. No failure to obtain the best known solution was observed in any system during
the  calculations.
Range P0/MPa Range T0/K Method IT major (Sd) CPU (Sd)/s Calls to EOS (Sd) IT Vsolve (Sd) IT inner (Sd)
I: H2S (1) + CH4 (2)
0.1–10.0 150–350 HELD 18.38 (11.85) 0.005 (0.005) 622.64 (305.20) – 7.93 (0.58)
0.1–10.0  150–350 GILD + QN 13.86 (4.39) 0.005 (0.004) 3,763.50 (803.08) 26.03 (1.76) 3.51 (0.21)
0.1–10.0  150–350 GILD + NR 13.87 (4.47) 0.005 (0.005) 4,077.42 (1387.35) 28.33 (7.85) 3.51 (0.21)
II:  CH4 (1) + C2H6 (2) + N2 (3)
0.1–10.0 150–350 HELD 26.38 (5.03) 0.006 (0.005) 1,004.92 (285.36) – 8.65 (0.62)
0.1–10.0  150–350 GILD + QN 26.79 (4.95) 0.015 (0.011) 12,228.00 (2567.18) 25.27 (1.50) 6.18 (0.31)
0.1–10.0  150–350 GILD + NR 26.89 (5.08) 0.013 (0.010) 10,946.38 (3147.81) 22.40 (4.56) 6.18 (0.31)
III:  CH4 (1), C2H6 (2), C3H8 (3), H2S (4), CO2 (5) and N2 (6)
0.1–10.0 150–350 HELD 88.22 (16.52) 0.050 (0.016) 3,481.78 (932.58) – 13.45 (1.53)
0.1–10.0  150–350 GILD + QN 86.85 (14.63) 0.100 (0.02) 59,675.45 (16,962.72) 25.50 (1.63) 11.21 (1.06)
0.1–10.0  150–350 GILD + NR 86.91 (14.57) 0.100 (0.04) 60,091.49 (26,192.42) 25.16 (5.82) 11.21 (1.06)
IVa:  C2H6 (1) + CO2 (2)
003 (0
004 (0
004 (0
t
a
w
c
c
T
A
10.1–10.0 150–350 HELD 13.29 (4.51) 0.
0.1–10.0  150–350 GILD + QN 11.77 (2.57) 0.
0.1–10.0  150–350 GILD + NR 11.80 (2.62) 0.
imes reported, but this will not have a signiﬁcant effect on the rel-
tive computational cost, which is the main concern of our current
ork. In addition to the average statistics reported, we also indi-
ate the standard deviation of each statistic over each set of 10,000
alculations.
The mixtures modelled with the PR EOS are:
I: a binary mixture of hydrogen-sulphide (H2S) and methane
(CH4), which exhibits vapour–liquid equilibrium;
II: a ternary mixture of methane (CH4), ethane (C2H6), and nitro-
gen (N2), which exhibits vapour–liquid equilibrium;III: a six component synthetic sour gas mixture from Robinson
et al. (1978), also studied by Nichita et al. (2002). This mix-
ture contains methane (CH4), ethane (C2H6), propane (C3H8),
hydrogen sulphide (H2S), carbon dioxide (CO2), and nitrogen
able 5
verage statistics for calculations at randomly selected thermodynamic conditions for sys
998). See Table 4 for details of the column headings. No failure to obtain the best known
Range P0/MPa Range T0/K Method IT major (Sd) CPU (Sd)/
IVb: C2H6 (1) + CO2 (2)
0.1–10.0 150–350 HELD 14.18 (5.24) 0.006 (0
0.1–10.0  150–350 GILD + QN 12.25 (3.85) 0.026 (0
0.1–10.0  150–350 GILD + NR 12.26 (3.81) 0.019 (0
V:  PPG-400 (1) + PEG-600 (2) + H2O (3)
0.1–10.0 250–450 HELD 29.36 (6.05) 0.106 (0
0.1–10.0  250–450 GILD + QN 34.13 (11.72) 1.75 (0.5
0.1–10.0  250–450 GILD + NR 34.17 (10.98) 1.67 (0.4
VI:  PPG-400 (1) + PEG-21200 (2) + H2O (3)
0.1–10.0 250–450 HELD 32.77 (6.76) 0.136 (0
0.1–10.0  250–450 GILD + QN 50.97 (20.16) 2.31 (0.8
0.1–10.0 250–450 GILD + NR 51.10 (20.25) 2.25 (0.7
VII:  N2 (1), C3H8 (2), C2H4 (3), C4H8 (4) and PE 12,000 g mol−1 (5)
0.1–10.0 250–450 HELD 84.83 (79.77) 0.202 (0
0.1–10.0  250–450 GILD + QN 94.52 (48.03) 1.31 (0.4
0.1–10.0  250–450 GILD + NR 97.80 (161.27) 0.95 (0.3
VIII:  N2 (1), C3H8 (2), C2H4 (3), C4H8 (4), nC6–nC10 (5)–(9) and PE 12,000 g mol−1 (10)
0.1–10.0 250–450 HELD 270.51 (71.74) 8.37 (3.5
0.1–10.0  250–450 GILD + QN 286.40 (81.37) 28.43 (8.2
0.1–10.0  250–450 GILD + NR 287.81 (80.53) 22.27 (6.8.005) 522.04 (120.56) – 8.00 (0.85)
.005) 3,300.81 (583.75) 26.00 (1.66) 3.45 (0.17)
.005) 4,345.35 (1577.31) 34.57 (11.47) 3.45 (0.17)
(N2) and exhibits three-phase vapour–liquid–liquid equilib-
rium (VLLE);
IVa: a binary mixture of ethane (C2H6) and carbon dioxide (CO2),
which exhibits azeotropic vapour–liquid phase equilibrium
and is included in order to compare with mixture IVb, which
has the same components but is modelled instead with the
SAFT-VR EOS.
The parameter values employed to model the interactions between
the components in the mixture with the PR EOS are listed in Table 2
and Table 3.
The SAFT-VR SW case studies considered include, as well as
a binary mixture of ethane and carbon dioxide for comparison
with the calculation using PR, four other challenging mixtures that
tems represented with the SAFT-VR SW EOS (Gil-Villegas et al., 1997; Galindo et al.,
 solution was observed in any system during the calculations.
s Calls to EOS (Sd) IT Vsolve (Sd) IT inner (Sd)
.005) 531.55 (127.36) – 8.30 (0.48)
.018) 4,097.50 (1093.10) 31.87 (4.59) 3.83 (0.28)
.010) 2,643.05 (703.94) 20.18 (3.19) 3.84 (0.28)
.024) 1,439.16 (229.28) – 11.75 (0.83)
5) 20,963.49 (5010.22) 25.90 (1.82) 7.15 (0.57)
3) 19,968.27 (5054.96) 24.65 (3.02) 7.15 (0.57)
.053) 1,793.31 (451.24) – 11.38 (1.00)
0) 30,162.42 (10,989.11) 26.09 (1.56) 6.43 (0.73)
9) 27,654.37 (10,274.11) 23.86 (2.27) 6.42 (0.73)
.0709) 3,572.46 (2124.21) – 13.92 (1.35)
0) 67,956.26 (29,119.07) 26.57 (1.53) 10.31 (0.85)
7) 48,807.87 (46,208.21) 18.40 (2.60) 10.31 (0.85)
8) 20,150.71 (6903.96) – 24.57 (1.3)
0) 44,7930.75 (13,2915.04) 27.24 (0.92) 20.85 (1.10)
4) 35,0606.10 (11,0440.00) 20.97 (2.05) 20.86 (1.05)
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Fig. 1. Comparison of average CPU times in seconds for the HELD and GILD + NR
algorithms, as a function of the number of components. (a) Contains the mixtures
examined with the Peng–Robinson EOS, and (b) those examined with the SAFT-VR
EOS. The black circles correspond to HELD and the red squares to GILD. The standard
d
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veviation is shown with solid lines for all data points. All of the mixtures presented
n  Tables 4 and 5 are included in the plots. (For interpretation of the references to
olor in this legend, the reader is referred to the web  version of the article.)
ontain polymer molecules and exhibit liquid–liquid as well as
apour–liquid equilibria. The SAFT-VR SW case studies are:
IVb: a binary mixture of ethane (C2H6) and carbon dioxide (CO2);
V: a ternary mixture of polypropylene glycol (PPG-400, molec-
ular weight 400 g mol−1), polyethylene glycol (PEG-600,
molecular weight 600 g mol−1), and water (H2O);
VI: a ternary mixture of polypropylene glycol (PPG-400, molec-
ular weight 400 g mol−1), polyethylene glycol (PEG-21200,
molecular weight 21,200 g mol−1), and water (H2O);
VII: a ﬁve component mixture of polyethylene (PE-12000, molec-
ular weight 12,000 g mol−1) and light gases: nitrogen (N2),
propane (C3H8), ethene (C2H4), and 1-butene (C4H8) and
III: a ten component mixture of polyethylene (PE-12000, molec-
ular weight 12,000 g mol−1), light gases and linear alkanes
containing nitrogen (N2), propane (C3H8), ethene (C2H4),
1-butene (C4H8), and the alkanes between n-hexane and n-
decane (nC6–nC10).
. Discussion
The results of the calculations with the Peng–Robinson EOS are
hown in Table 4 and those with the SAFT-VR SW EOS in Table 5.
he overall trends in computational performance are illustrated in
ig. 1. The statistics over the range of mixtures studied highlight dif-
erences between the behaviour of the HELD and GILD algorithms.
ELD requires fewer calls to the EOS than GILD in all cases; this is
ue to the repeated solution of the pressure equation to obtain the
olume roots in the GILD algorithm. The difference in the number ofical Engineering 71 (2014) 67–76
EOS calls ranges from a factor of around 5 for some of the two com-
ponent mixtures, to a factor of 20, for the challenging polymeric
mixture VI.
The impact of including the volume as a variable in the inner
problem is also characterized by the larger average number of iter-
ations required by HELD to solve this subproblem. The inclusion of
volume requires the addition of one extra dimension to the inner
problem, and the differences in the number of iterations required
by HELD and GILD to solve this problem reﬂect this. Mixtures I and
IV comprise only two components, corresponding to inner prob-
lems of one and two dimensions in GILD and HELD, respectively,
and show a twofold difference in the iteration count of the inner
problem. As the number of components grows, the difference in
the dimensionality of the HELD and GILD inner problems remains
unchanged at 1 and therefore decreases in relative terms; conse-
quently, the relative difference in the iteration count is reduced.
For example, mixture VIII requires around 25 iterations on average
for the HELD inner problem, and around 21 iterations for the GILD
inner problem.
Both algorithms appear to be reliable at identifying the equi-
librium states of the randomly selected unstable conditions, and
converge consistently to the best known solutions throughout. A
comparison of the two  different nonlinear solvers used in GILD to
identify volume roots, the quasi and full Newton methods, indicates
that in most cases the full Newton solver requires fewer iterations
and therefore fewer evaluations of the EOSs.
The robustness of HELD and GILD seems to be comparable in
these examples, but HELD requires signiﬁcantly fewer computa-
tional resources to solve the same problems, in terms of CPU time
and number of EOS evaluations. This indicates that the extra work-
load imposed by the larger number of EOS evaluations required by
GILD far exceeds any overheads incurred by adding a dimension,
namely the volume, to the inner problem in HELD. This is seen to
hold for both the PR and SAFT-VR SW EOSs, even though the eval-
uations with the PR EOS involve signiﬁcantly fewer ﬂoating point
operations.
Another interesting feature of the result set is the smaller num-
ber of total iterations required by HELD for some of the SAFT-VR
SW mixtures, speciﬁcally mixtures V, VI, VII and VIII. This is not
necessarily expected and perhaps indicates that, in those exam-
ples, the solutions to the HELD inner problem are on average
better than those of GILD. A common feature of the case studies
where this occurs is the presence of a polymeric component. The
pressure–volume isotherms for polymer-containing systems can
be exceedingly steep functions at high densities, making identi-
ﬁcation of a stable liquid root challenging. This difference in the
number of major iterations is primarily caused by a systematic fail-
ure of the nonlinear solver to obtain the stable volume root, at some
conditions, since such a failure produces lower quality solutions to
the inner problems in which it occurs.
6. Conclusions
The reliability and relative performance of the Helmholtz free
energy Lagrangian dual (HELD) and Gibbs free energy Lagrangian
dual (GILD) algorithms for phase-equilibrium calculations with the
PR and SAFT-VR EOSs have been investigated. The free energy in
the GILD algorithm is obtained via solution of the pressure equa-
tion, in order to identify a volume root for a given set of n, P, T
conditions. On the other hand, the composition-volume space is
used in HELD, so that the Gibbs free energy at the given pressure
is obtained at termination without explicitly solving the pressure
equation. Both algorithms are found to be of high reliability on the
basis of calculations at 100 unique points, each repeated 100 times.
The HELD algorithm (Pereira et al., 2012) is found to require less
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PU time and fewer EOS evaluations to solve the same problems,
 feature which becomes particularly evident as the dimensional-
ty of the mixture or the complexity of the EOSs is increased. In
ases where the volume root can be identiﬁed in a low-cost man-
er, for example through the use of the analytical solution of cubic
quations for certain EOSs, then it is likely that GILD would outper-
orm HELD. In addition, when dealing with thermodynamic models
ormulated directly in the n, P, T ensemble, GILD would be the nat-
ral choice. However, in other cases, we recommend the use of
he HELD approach in the composition-volume space, especially
hen the complexity of the EOS used and that of the mixture mod-
lled are increased. Finally, although the P–T ﬂash is the prevalent
hase-equilibrium formalism in process modelling, the superior
erformance of HELD raises the question of the effectiveness of the
xtensive use of the n, P, T ensemble. As higher-than-cubic EOSs
ramed in terms of the Helmholtz free energy become more widely
sed, it may  be beneﬁcial to adopt formalisms which rely on the
ore natural n, V, T canonical ensemble.
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