Abstract. Lyapunov, Weinstein and Moser obtained remarkable theorems giving sufficient conditions for the existence of periodic orbits emanating from an equilibrium point of a differential system with a first integral. Using averaging theory of first order we established in [1] a similar result for a differential system without assuming the existence of a first integral. Now, using averaging theory of second order, we extend our result to the case when the first order average is identically zero. Our result can be interpreted as a kind of special Hopf bifurcation.
Introduction
Consider a system of ordinary differential equationṡ
near an equilibrium point which we assume to be the origin x = 0. The variables x k , for k = 1, . . . , m, are real, and the dot refers to differentiation with respect to the independent variable t. A special role in the theory is played by the Hamiltonian systemṡ
where H x l denotes the partial derivative of the Hamiltonian H(x 1 , . . . , x 2n ) with respect to the variable x l .
For the equilibrium point x = 0, we consider the linear variational equationẋ = Ax, A = f x (0),
where f x (0) denotes the Jacobian matrix of the function f evaluated at x = 0. Clearly, every pair of conjugated purely imaginary eigenvalues of A gives rise to periodic solutions of (3) . We consider the classical problem of finding periodic solutions near x = 0 for the nonlinear system (1). As it is well known, for this purpose the presence of purely imaginary eigenvalues is necessary but not sufficient. In 1907 Lyapunov [3] established the existence of a one-parameter family of periodic solutions under two assumptions. Namely, he assumed the existence of a first integral and a nonresonance condition on the purely imaginary eigenvalues of A (see Theorem 9.2.1 of [5] ).
Theorem 1 (Lyapunov's Theorem). Assume that the function f is of class C 1 and that a first integral H of system (1) is of class C 2 near x = 0, with H x (0) = 0 (where H x denotes the gradient of H) and positive definite Hessian H xx (0), such that the equilibrium at the origin has eigenvalues ±ωi, λ 3 , . . . , λ m , where ωi = 0 is purely imaginary. If λ k /ω is not an integer for k = 3, . . . , m, then there exists a one-parameter family of periodic orbits emanating from the equilibrium point.
In 1973 Weinstein [9, 10] showed that the additional nonresonance condition is not necessary for Hamiltonian systems. His result can be stated as follows:
Theorem 2 (Weinstein's Theorem). If the Hamiltonian H is of class C 2 near x = 0, H x (0) = 0, and the Hessian H xx (0) is positive definite, then for any sufficiently small ε the energy surface H(x) = H(0) + ε 2 contains at least n periodic solutions of system (2) whose periods are close to those of the linear system (3).
In 1976 Moser [6] established a similar result for system (1) assuming the existence of a first integral H(x) with H x (0) = 0 and positive definite Hessian H xx (0) without requiring the system to be Hamiltonian.
Theorem 3 (Moser's Theorem).
If the function f is of class C 1 and a first integral H of system (1) is of class C 2 near x = 0, with H x (0) = 0 and positive definite Hessian H xx (0), then for any sufficiently small ε the energy surface H(x) = H(0) + ε 2 contains at least one periodic solution of system (1) whose period is close to one of the linear system (3).
Our goal is to obtain similar results to those obtained by Lyapunov, Weinstein and Moser for system (1) but now without assuming the existence of a first integral. We consider vector fields f = f ε depending on a real parameter ε such that when ε = 0 the origin is an equilibrium point of system (1) with eigenvalues ±ωi = 0 and 0 with multiplicity m−2. For such systems we provide sufficient conditions so that periodic orbits bifurcate from the origin when ε = 0 is sufficiently small. In [1] we used averaging theory of first order to establish a similar result for a differential system without assuming the existence of a first integral. In the present paper, using averaging theory of second order, we extend the results in [1] to the case when the first order average is identically zero. We note that our results can be interpreted as a kind of special Hopf bifurcation.
Our results are stated in Section 3, and are proved in the following sections. The proofs use averaging theory of second order. We refer to Section 2 for a summary of this theory.
Averaging theory of second order
The next theorem provides a second order approximation for the limit cycles of a periodic system when its average vanishes at first order. For a statement see [4] , and for a proof see Theorem 3.5.1 of Sanders and Verhulst [7] , or [2] .
where Ω is an open subset of R n , such that f, g and R are T -periodic in the first variable. We set
and we consider the averages of f , f 1 and g, defined respectively by
We also consider the two initial value problemṡ (a) At time scale 1/ε we have
(b) If p is an equilibrium point of the averaged system (6) with
then there exists a limit cycle φ(t, ε) of period T for system (5) that is close to p, such that φ(0, ε) → p as ε → 0. (c) The stability or instability of the limit cycle φ(t, ε) is given respectively by the stability or instability of the equilibrium point p of system (6).
Statement of the results
We formulate in this section our results for equation (1). 3.1. Standing assumptions. We assume throughout the paper that the function f is of class C 3 near x = 0, with
and
and that the second and third derivatives f xx (0) and f xxx (0) are independent of ε, where ω, λ 3 , µ 3 , . . . , λ m , µ m are real constants such that ω = 0 and µ 2 3 + · · · + µ 2 m = 0. Under these standing assumptions, and introducing the notation
we can rewrite system (1) in the forṁ
for k = 3, . . . , m, where
. . , x m , ε) denotes a term of order 4 in x 1 , . . . , x m and ε.
Now we introduce coordinates (ρ, θ, y 3 , . . . , y m ) in R m satisfying x 1 = ερ cos θ, x 2 = ερ sin θ, and x k = εy k for k = 3, . . . , m. Our main aim is to apply the averaging theory of second order when the averaged system vanishes at first order (see Section 2) . In this case one is not able to apply the averaging theory of first order to the system, or more precisely to the reduced system in R m−1 using the coordinates ρ, y 3 , . . . , y m in the regioṅ θ = 0, taking the variable θ as the new time. It is shown in [1] that the averaged system vanishes at first order if and only if the following conditions hold:
Thus, these will be standing assumptions in the paper.
Main results.
The following result gives explicitly the averaged system of second order for an arbitrary dimension m. 
for k = 3, . . . , m.
Theorem 5 is proved in Section 4.
By Theorem 4, looking for the equilibrium points of system (9) satisfying condition (7) we obtain periodic orbits of system (8) . Taking into account that the radial polar coordinate ρ is only well defined when ρ > 0, we are only interested in the equilibrium points (ρ, y 3 , . . . , y m ) of system (9) with ρ > 0. Therefore, using Bézout's Theorem (see for instance [8] ) we obtain the following corollary of Theorem 5.
Corollary 6. Assume that the differential system (9) satisfying (H1)-(H4) has finitely many equilibrium points. Then for any sufficiently small ε = 0 there are at most 3 m−1 periodic orbits bifurcating from the origin of system (8). ,
Then we have the following statement.
Theorem 7.
Under the assumptions of Subsection 3.1, if µ 3 = 0,
then for any sufficiently small ε = 0 system (8) has a periodic solution which is close to the circle of radius
Theorem 7 is proved in Section 5.
3.4.
An example with m = 4. The following system in R 4 satisfies the standing assumptions of Subsection 3.1, and has three periodic orbits.
Example 1. The systeṁ
has three limit cycles bifurcating from the origin for ε = 0 sufficiently small.
The details of the example are given in Section 6.
Proof of Theorem 5
Equivalent form of system (8) . Under the standing assumptions in Section 3.1 we can write system (1) as in (8) . Furthermore, using the conditions (H1)-(H4) we can rewrite system (8) in the forṁ
for l = 1, 2, anḋ
Introduction of new variables. Since we want to apply averaging theory, we introduce the change of coordinates
LUIS BARREIRA, JAUME LLIBRE, AND CLAUDIA VALLS after which we can rewrite system (8) in the forṁ r = T 11 (θ, r, x 3 , . . . , x m ) + T 12 (θ, r, x 3 , . . . , x m ) + H 1 (θ, r, x 3 , . . . , x m ) + O 4 (r, x 3 , . . . , x m ), , x 3 , . . . , x m ) + H 2 (θ, r, x 3 , . . . , x m )/r,
T 12 = r and where for k = 3, . . . , m,
Moreover, H 1 = H 1 (θ, r, x 3 , . . . , x m ) and H k = H k (θ, r, x 3 , . . . , x m ) for k = 3, . . . , m are sums of terms of order 3 in r, x 3 , . . . , x m , multiplied by a function of θ among the ones in cos θ, sin θ, cos θ sin θ, cos 3 θ, sin 3 θ, cos 2 θ sin θ, cos θ sin 2 θ, cos 3 θ sin θ, cos θ sin 3 θ.
This readily implies that Reduction of the system to form (5). In the regionθ = 0 system (11) yields the equations
for k = 3, . . . , m, where for simplicity we have omitted the dependence on the variables θ, r, x 3 , . . . , x m . Here, each O 4 (r, θ, x 3 , . . . , x m ) denotes a term of order 4 in r, x 3 , . . . , x m . We note that this system is 2π-periodic in the independent variable θ. Moreover, performing the rescaling (r, x 3 , . . . , x m ) = ε(ρ, y 3 , . . . , y m ), system (15) has the appropriate form to apply averaging theory. Namely, setting
in the variables ρ, y 3 , . . . , y m the system has the form dρ dθ = εf 11 (θ, ρ, y 3 , . . . , y m ) + ε 2 f 12 (θ, ρ, y 3 , . . . , y m )
for some functions g 1 , g 3 , . . . , g m , where (H4)). Thus, system (16) can be written as system (5) 
It is easy to verify that system (16) satisfies the assumptions of the averaging theory of second order described in Theorem 4, taking Ω = U ∩(R + ×R m−2 ) for some open disc U centered at the origin in R m−1 , and taking ε 0 > 0 sufficiently small.
Functions in Theorem 4.
To apply Theorem 4 (see (7)) we need to compute the functions g and f 1 (see (4)), which we write in the form
for some functions F 1 , F 3 , . . . , F m . We also let
(17) Now we start computing the functions G i , which are the components of the sum g 0 + f 10 (see (6) ). We first observe that 1 2π θ, ρ, y 3 , . . . , y m ) dθ , y 3 , . . . , y m )T 2 (θ, ρ, y 3 , . . . , y m ) dθ for k = 3, . . . , m. Furthermore, following (4) we let
for j = 1, 3, . . . , m. Then the function y 1 in (4) is given by
Moreover,
Computation of the functions G i . Now we proceed with the explicit computation of the integrals giving the functions G i . We first observe that 1 2πω and again using Mathematica we obtain
These formulas conclude the computation of the integral in (18). 
Now we compute the integrals
Moreover, for j = 3, . . . , m it follows from (19) and (13) that 
Using Mathematica it follows from (23) and (24) that Computing the zeros of (G 1 , G 3 , G 4 ) yields 
