Abstract. The standard approach to measuring the condition of a linear system compresses all sensitivity information into one number. Thus a loss of information can occur in situations in which the standard condition number with respect to inversion does not accurately reflect the actual sensitivity of a solution or particular entries of a solution. It is shown that a new method for estimating the sensitivity of linear systems addresses these difficulties. The new procedure measures the effects on the solution of small random changes in the input data and, by properly scaling the results, obtains reliable condition estimates for each entry of the computed solution. Moreover, this approach, which is referred to as small-sample statistical condition estimation, is no more costly than the standard 1-norm or power method 2-norm condition estimates, and it has the advantage of considerable flexibility. For example, it easily accommodates restrictions on, or structure associated with, allowable perturbations. The method also has a rigorous statistical theory available for the probability of accuracy of the condition estimates. However, it gives no estimate of an approximate null vector for nearly singular systems. The theory of this approach is discussed along with several illustrative examples.
1. Introduction.
Limitations of standard condition theory.
For the problem of solving linear systems Ax = b with A ∈ R n×n and b ∈ R n , the standard theory uses the condition number κ(A) = A A −1 for a given consistent matrix norm · . Most condition estimation procedures approximate the 2-norm condition number κ 2 (A) (as in the case of some power-method-based estimates [8] ) or the 1-norm condition number κ 1 (A) (as in the Hager-Higham method [20] , [22] ).
The standard condition number is useful and arises naturally in bounding the relative error ∆x / x , where 
If x + ∆x is the computed solution to Ax = b using Gaussian elimination with partial pivoting, then we expect µ to be a small multiple of the relative machine precision mach [16] , [41] . We illustrate some difficulties with the standard approach by looking briefly at three examples. These examples and subsequent examples in the sequel were all computed using MATLAB 4.2a on a Sun SPARCstation for which It would be a mistake to think that this indicates about four or five digits of accuracy in the computed result. In fact, the second entry in the computed result for this example barely has one digit of accuracy in a relative sense: x 2(computed) = 8.8818 × 10 −6 , which is off by about 11% since the true value of x 2 is 10 −5 . See [24] and [25] for a comprehensive treatment of componentwise sensitivity analysis.
LINPACK [13] and LAPACK [1] provide condition estimators that are inherently norm-based since they depend on routines that estimate A −1 and |A −1 | |v| , respectively, where v is a vector. Given the ability to reliably and efficiently approximate the vector |A −1 ||v|, a reasonable algorithm for computing an upper bound on componentwise forward error can be obtained. For example, suppose Ax = b and (A + ∆A)(x + ∆x) = b.
The componentwise forward error is bounded above by
Of course, this approach requires that we know a bound on |∆A|, and it does not necessarily provide tight bounds if ∆A has special structure. Suppose that the linear system A = 10.1 −1 −10 1 and b = 9.1 −9 (3) is perturbed by ∆A = ∆a 11 ∆a 12 −∆a 11 −∆a 12 , where |∆A| ≤ mach 1 1 1 1 .
The special form of the perturbation may arise from constraints within a physical system being modeled, for example. The linear system (3) is not very sensitive to perturbations of this type, so the standard 2-norm condition number κ 2 (A) ≈ 10 3 is somewhat misleading; in fact, the absolute forward error of the system is bounded above by [0,
T . The approach of (2) 
That is, A is perfectly well conditioned with respect to perturbations of this type since the size of the perturbation in the inverse is exactly the same as the size of the perturbation in A.
These three examples thus illustrate some typical limitations of standard approaches to assessing the condition of solving a linear system Ax = b:
1. Some standard condition estimators do not give entrywise sensitivity information. 2. The computed solution x may be determined rather accurately even though κ 2 (A) is large; most methods of reporting the condition of solving Ax = b do not always give an indication of when this is occurring (see [6, section 9] ). 3. The effects of any structural restrictions on perturbations of the input data may be ignored, and thus standard condition numbers may give overly conservative estimates of the sensitivity of structured problems. All of these limitations are addressed by Kenney and Laub [27] in a new approach to estimating the condition of any computed result that depends smoothly on its input values; for simplicity, computed results of this type are referred to as general matrix functions. This new procedure evaluates the matrix function with a small random perturbation of the input argument and assesses the condition based on the effect of the perturbation in the computed result. The success of this rather natural approach is based on properly scaling the results to account for the action of random inner products in p-dimensional space, where p is the number of input arguments of the matrix function. Surprisingly, just a few (usually one) of these random perturbations suffice to accurately gauge the condition of the computed result. Because of this, the method is referred to as the small-sample statistical condition estimation (SCE) method. For general matrix functions, the extra function evaluation needed for condition estimation doubles the computational effort. For linear systems, however, the factorizations performed during the original solution of Ax = b reduce the cost of the statistical condition estimate to the same level as that of standard condition estimation procedures.
Only real matrices are treated here; extensions to complex matrices are obvious. The primary goal of this paper is to illustrate the application of the SCE method to the solution of linear systems. We do not discuss any of the global methods of Demmel [10] , [11] and Trefethen [39] , although the methods we present are pertinent to issues discussed there. For related studies of condition estimation for linear systems see Chandrasekaran and Ipsen [6] and Lee [32] . Our approach is statistical, and as such it differs from Skeel's fundamental deterministic work on the condition of linear systems [35] . Other stochastic approaches also do exist. For example, Stewart's work on stochastic perturbations [36] assumes a restricted class of perturbations of the matrix function, and it is an inherently normwise analysis. The class of perturbations allowed in SCE is much more general, and either componentwise or normwise results can be obtained.
The SCE method also differs significantly from the statistical condition estimation method of Chatelin in [7] . There, several perturbations of the input data are obtained and the matrix function of interest is used to produce images of the perturbed data. The standard deviation of these images is then normalized by both the size of the computed solution and the size of the perturbation, resulting in a statistical estimate of the condition of the matrix function. By contrast, the SCE method is accompanied by a rigorous statistical foundation that provides an exact normalization constant and an explicit bound on the probability of accuracy of the condition estimate.
The theoretical analysis of Chandrasekaran and Ipsen in [6] is representative of the state of the art in deterministic approaches to estimating componentwise condition for the solution of linear systems. Much of their analysis is, in fact, directed more to the general problem of entrywise condition estimates for linear least squares problems min x Ax − b 2 , where A is m × n with m ≥ n. Their approach, specialized to square nonsingular linear systems, is relatively inefficient. The application of SCE to linear least squares problems is discussed in [29] .
In the next section we outline the theory of the small-sample statistical condition method. Section 3 discusses the application of SCE to linear systems. Section 4 looks at estimating the effects of relative perturbations, and section 5 discusses applying the SCE method to problems with restrictions on or structure associated with allowable perturbations. Section 6 addresses the componentwise sensitivity of individual entries in a matrix inverse and, finally, section 7 provides some comparison with standard condition estimation procedures.
Notation. We define these operations for a matrix
A = [a 1 , a 2 , . . . , a n ] = [a ij ] ∈ R n×n , a j ∈ R n : vec(A) = [a T 1 , a T 2 , . . . , a T n ] T ∈ R n 2 . If v = [v k ] ∈ R n 2 , then A = unvec(v) sets the entries of A to a ij = v i+(j−1)n . For q ∈ R, |A| q = [|a ij | q ] ∈ R n×n . For q = 1, this reduces to |A| = [|a ij |] ∈ R n×n .
Review of SCE.
A function is locally sensitive if small changes in its argument can cause large changes in the value of the function. This leads us to ask whether local sensitivity can be detected reliably by making small random changes in the argument and looking for large relative changes in the function. The work in [27] gives an affirmative answer to this question and provides a firm theoretical basis for assessing the probability of accuracy in the resulting condition estimate.
The ideas behind this procedure are well illustrated for functions f : R p → R. In the following we assume that f is at least twice continuously differentiable. Local sensitivity can be measured by the norm of the gradient of f which, for convenience, we denote by the row vector v T :
We may expand f in a Taylor series about a point x ∈ R p :
where h is a small positive number and z ∈ R p has unit norm:
It is clear from (4) that if the norm of the gradient of f is large, then a small perturbation in x can yield a large change in f . Alternatively, we can see from (4) that the inequality |f (x + hz) − f (x)| ≤ h v is true up to first order in h. This inequality points to the real utility of the local condition number v : for small perturbations it is a firstorder bound on the magnification factor between argument errors (of norm h) and the resulting function value error (of norm less than or equal to h v ).
Hence, assuming the gradient is not known explicitly (as is usually the case), we are faced with the problem of how to estimate its norm as a measure of local sensitivity. Equation (4) is the key to estimating the norm of v. From (4) we see that by evaluating f at x+hz we can use the quotient (f (x+hz)−f (x))/h to approximate the inner product v T z between the gradient and the vector z. If z is selected uniformly and randomly from the unit p-sphere S p−1 (henceforth denoted z ∈ U(S p−1 )), then it is known (see discussion in [27] ) that the expected value of |v T z| is equal to the norm of v times a scaling factor ω p , called the Wallis factor, that depends only on p:
where ω 1 = 1, ω 2 = 2 π , and, for p > 2,
The Wallis factor can be accurately approximated [27] by
The Newton quotient
From (5) and (8) we see that the true local condition number v is equal to the expected value of |dz|/ω p plus a term of order h. We can typically take h small enough that E(|dz|)/ω p is a good approximation to v . In the linear equation case considered in this paper, the Newton quotient approximation can be avoided by evaluating the Fréchet derivative directly via the LU factors of A. It is shown in section 2 of [27] that the condition estimator
is first order in the sense that the probability of a relative error in the estimate is inversely proportional to the size of the error. That is, for γ > 1 we have
Additional function evaluations can improve the estimation procedure. Suppose that we obtain estimates ν 1 , ν 2 , . . . , ν k ∈ R corresponding to orthogonal vectors z 1 , z 2 , . . . , z k ∈ S p−1 whose span S is uniformly and randomly selected from the space of all k-dimensional subspaces of R p (details in [27, section 3] ). An easy way to obtain the vectors z i is to selectz 1 ,z 2 , . . . ,z k withz i ∈ U(S p−1 ) and then use a QR decomposition to produce an orthonormal basis {z 1 , z 2 , . . . , z k } for their span. The expected value of the norm of the projection of v onto S is
where ω p and ω k are defined as in (6) . We define the subspace condition estimator
which we see from (9) has expected value v . The analysis in [27] shows that this estimator has kth-order accuracy. By this we mean that a relative error of size γ in the condition estimate occurs with probability proportional to γ −k . For example,
As an illustration, for k = 3, the estimator ν(3) has probability 0.9989 of being within a relative factor of 10 of the true condition number v . In general, a relative accuracy within an order of magnitude is sufficient for estimating the local condition of a function. These higher order estimators require extra function evaluations, and this may be costly. However, there are situations in which extra function evaluations are very cheap compared to the initial function evaluation. For example, this is the case for any function that can be evaluated via a Newton procedure in which an initial guess of the function value is refined by an iterative procedure. Calculating f (x) may take many Newton steps, but usually only one Newton step is needed to find f (x+hz) since f (x) serves as a good initial guess. The solution of algebraic Riccati equations falls into this class of problems. The solutions of linear systems also admit very efficient statistical condition estimates. This is discussed below.
The statistical condition estimation procedure outlined above applies to functions f : R p → R, i.e., to scalar-valued functions. What about vector-valued and matrixvalued functions? Both vector-valued and matrix-valued functions can be formulated as maps f : R p → R q . The simplest way to extend the SCE method is to view each entry of f as a scalar-valued function. In this way one extra function evaluation f (x + hz) provides a local condition estimate for each entry of the computed result. Entrywise condition estimates are of interest in many scientific problems (such as radioactive decay chains) in which entries of small value (the fast decay isotopes) need to be determined accurately.
Denote the gradient of the ith entry of f by v T i . The ith Newton quotient satisfies
Thus one extra function evaluation of the form f (x + hz) is sufficient to provide condition estimates for all the entries of f .
This may be interpreted in another way. The extension of Taylor's theorem to vector-valued functions gives
where the matrix D is the Fréchet derivative of f at x. Comparing (10) with (11) shows that the gradient vector v 
See also [6] . In any case, the statistical condition estimate for the ith entry of f takes the form ν i = |(Dz) i |/ω p , where (Dz) i is the ith entry of the vector Dz. Note that the SCE method estimates the norm of the gradient of the matrix function, but it does not provide an estimate of the gradient direction. If this direction is needed [17] , [37] , [38] , then another condition estimation method may be more appropriate. Research is currently under way to extend the SCE method so that it will provide an estimate of the gradient direction.
3. Linear systems.
SCE for general linear systems. Consider linear systems of the form
where L is linear in A and X, and we are interested in the condition of the problem of solving for X given A and B. For example, we could be solving a linear system of the form AX = B or a Lyapunov equation A T X + XA = B. From the above discussion, it is sufficient for condition estimation to be able to evaluate the Fréchet derivative (of the map (A, B) → X) at a point Z. (For simplicity of exposition we have switched to the case of mappings between matrices rather than mappings between vectors. The two are equivalent as can be seen by writing the matrix maps in terms of their Kronecker vector counterparts; see [26] .) The Fréchet derivative of the linear system satisfies the same linear system but with a different right-hand side, an effect that was noted and exploited in [30] .
To see this, suppose that we perturb (A, B) to (A + δÂ, B + δB) and let X + δX be defined implicitly by
Here we assume that the original system is uniquely solvable for X and that the perturbing matrix direction pair (Â,B) has Frobenius norm 1. For sufficiently small δ > 0, unique solvability is retained so thatX is well defined.
Expand (12) by linearity, cancel like terms, divide by δ, and take the limit as δ → 0 to get the Fréchet relation
We refer to this as the Fréchet relation since the solutionX of this relation is the Fréchet derivative of the map (A, B) → X evaluated in the matrix direction (Â,B).
More general affine problems of the form
such as the generalized Sylvester equation
can be treated in exactly the same manner to give the Fréchet relation In practice, we cannot obtain the exact Fréchet derivative since we do not have the exact solution x. However, condition estimates are usually needed to within only an order of magnitude, and this level of accuracy is provided comfortably by an approximate solution.
SCE for
The following algorithm is based on the Fréchet derivative in (13) . It takes the matrix A ∈ R n×n n and the vector b ∈ R n as inputs, and it outputs the relative condition vector κ rel ∈ R n , which is an estimate of the relative sensitivity of each entry of the computed solution vector x. 
Let the relative condition vector κ rel be the vector κ abs divided componentwise by x, leaving entries of κ abs corresponding to zero entries of x unchanged.
If more accuracy is desired in the condition estimates, then we can use k > 1 function evaluations. Each function evaluation consists of solving Az = w for a different randomly generated right-hand side w. As in the above algorithm this can be done efficiently once the initial LU factorization of A has been computed. The complete algorithm is as follows. Generate (Ã 1 ,b 1 ), (Ã 2 ,b 2 ), . . . , (Ã k ,b k ) with entries in N(0, 1) 
ALGORITHM 2 (MULTIPLE-SAMPLE CONDITION ESTIMATION
Let the relative condition vector κ rel be the vector κ abs divided componentwise by x, leaving entries of κ abs corresponding to zero entries of x unchanged. Let us look at how the SCE approach handles the difficulties encountered in Example 1. There, the second entry of the computed solution had barely one digit of accuracy. Algorithms 1 and 2 easily detect this sensitivity in the second component. Letting r (1) be the relative condition vector defined in Algorithm 1, we find 
.
We can compare this with r (2) (from Algorithm 2 with k = 2) and r exact (computed directly from finite differences for the function f (A,
0.337 and mach r exact = 3.14 × 10
That the SCE method gives good results for this problem is not surprising since it is designed to accurately estimate the condition of each component of the computed result. What may be surprising is how efficient this approach is. The cost of the one-sample estimate is half that of a one-cycle power method estimate of κ 2 (A) in which two linear solves (Az = b and A T y = z) are needed. Before looking at how the SCE method can handle relative perturbations (which are directly tied to the difficulties encountered in Example 2), we pause to show that the SCE method can be used to estimate the Frobenius-norm condition number
F . This is especially useful in very large linear problems (as discussed below) where standard condition estimates can be computationally inefficient. [19] shows that for a given matrix M of order n, the expected value of Mb F (= Mb 2 ; the reason for using the Frobenius-norm notation for a vector becomes apparent below), with b ∈ U(S n−1 ), is equal to ω n M F . Letting A −1 play the role of M , we can estimate 
Frobenius-norm condition estimation. The work in
(see [19] for details; see also Lee [32] ). The one-sample (k = 1) SCE Frobenius-norm estimate for κ F (A) is then given by κ 
The two-sample SCE Frobenius-norm estimate for κ F (A) is then given by κ
For estimates with k > 2, see [19] .
Let us illustrate the type of results obtained from applying a single run of this procedure to a group of examples taken from [9] for which the LINPACK condition estimator gives poor condition estimates. In the following, m is a parameter. Let
For reference, columns 3-5 of Table 1 give the 1-norm condition number κ 1 and MATLAB's 1-norm estimates 1/rcond and condest. Columns 6-8 of Table 1 give the Frobenius-norm condition number κ F and the SCE Frobenius-norm condition estimates for k = 1 and k = 2. These estimates are close to the true Frobenius-norm condition numbers for these examples.
Deterministic condition estimators suffer from the drawback that specific examples can be produced to cause them to fail, i.e., give arbitrarily poor estimates. By contrast, statistically based methods cannot be so fooled. In fact, an analysis is available for SCE that predicts the probability of encountering a poor estimate. This probability can be made arbitrarily small by taking sufficiently many random samples. Naturally, statistically based methods (including SCE) are only as nondeterministic as their random number generators permit. For an alternative analysis of the 2-norm power method condition estimates with a random starting vector, see [31] . See also Higham [21] and Dixon [12] .
Condition estimates for large linear systems.
Because of computational costs, most large linear systems of the form Ax = b are solved iteratively by a variety of methods, including Jacobi and Gauss-Seidel iteration, successive overrelaxation (SOR) [3] , [40] , [43] , and multigrid methods [4] , as well as by methods that rely on special properties of A such as the conjugate gradient method for symmetric positive definite matrices.
A common feature of these methods is that the initial convergence from a starting vector x 0 is usually rapid and then slows in a neighborhood of the exact solution [4] . This phenomenon is exactly what we need to make efficient statistical condition estimates. Conversely, condition estimation methods that rely on a sequence of accurate solutions (such as the power method or related 1-norm methods) are at a big disadvantage since the LU factors of A are not available and each accurate solution requires as much effort as solving the original system.
To explain in more detail, suppose that we are working with a "splitting" iterative method of the form 
If M has a set of distinct eigenvalues λ 1 , . . . , λ n ordered by decreasing magnitude (|λ j | ≥ |λ j+1 |), and if the initial error is written as e 0 = α 1 v 1 + · · · + α n v n , where v j is the eigenvector associated with λ j , then
The case of nondistinct eigenvalues can be analyzed in a similar manner, and we conclude that a necessary and sufficient condition for convergence (i.e., e i → 0 for all possible x 0 ) is that the spectral radius ρ(M ) ≡ max |λ j | < 1. In many cases we have a large spread in the magnitudes of the eigenvalues of M ; this accounts for the initial rapid convergence mentioned above. Even in the absence of this, however, we can still get very efficient condition estimates using the SCE method. As the iteration continues the error tends to decrease linearly with e i+1 ≈ ρ(M) e i . In the SCE method we need only to solve Az = b (for a random b) accurately enough to have the norm of the iterate z i approximately equal to the norm of the true solution z. If we start with z 0 = 0, then e 0 = z and e i ≈ ρ i e 0 = ρ i z . Thus, to approximate z to within, say, 90% (which is more than sufficient for the purposes of condition estimation) we need to take i iterates, where ρ i < 10 −1 . This is only one eighth the cost of solving the original system to a relative accuracy of, say, 10 −8 . To illustrate, consider a model problem derived from the one-dimensional Poisson equation [4] . Let A ∈ R n×n be tridiagonal with twos on the main diagonal and negative ones on the first superdiagonals and subdiagonals. Then A is positive definite with eigenvalues
, m = 1, . . . , n.
Now suppose that we wish to use the SCE method to estimate κ F (A) via the SOR method. From the definition of A we have A F = √ 6n − 2. To estimate
In view of the fact that τ z is a diagonal scaling map of the form τ z (y) = T z y, where T z = diag(z 1 , . . . , z n ), the Fréchet derivative of g z is simply the composition of T z with the Fréchet derivative of f : Dg z = Df • T z . This means that Algorithms 1 and 2 can be used directly (in estimating the sensitivity of f = A −1 b to relative perturbations) with the modification that, after generating and normalizing (or orthonormalizing as in Algorithm 2) the random elements of Step 1, these elements are then multiplied by the corresponding entries of A or b. The remaining steps in these algorithms are unchanged. If we apply the SCE algorithm for relative perturbations to Example 2, we obtain a relative condition vector whose entries are on the order of one, in agreement with the high accuracy of the computed solution and despite the large 2-norm condition number of A. Skeel's condition number is as large as the standard 2-norm condition number for the linear system of this example:
However, a componentwise version of Skeel's condition number presented in [34] gives results similar to SCE.
Structured perturbations.
Restrictions on the types of perturbations that may occur in a linear system often arise as a consequence of some physical property of the system or may be due to the solution process itself. For example, in radioactive decay problems, isotope decays are not reversible; this shows up as an upper triangular constraint on the form of the transition matrix. Similarly, when backsolving an upper triangular system we see no rounding effects associated with the lower triangular entries since these entries are never referenced in the solution process. Likewise, in solving a symmetric problem by symmetry-preserving methods we expect to see only symmetric perturbation effects.
It is convenient to describe structure restrictions on matrices in terms of a map τ from a space M to R n×n . The space M is determined by the variables needed to account for the desired structure. For example, symmetric Toeplitz matrices have constant values along their diagonals and hence are determined by 2n − 1 numbers. Toeplitz structure can be obtained by taking M = R 2n−1 and letting τ be the map
As another example, upper triangular matrices of order n are determined by n(n + 1)/2 variables, so we can set M = R We may also want to impose structural restrictions on the allowable perturbations in b, so we assume that M and the structure map τ are augmented to include b, i.e., τ has form
Structure restrictions of this type are easily accommodated by again using the fact that the Fréchet derivative of the composition of two maps is equal to the composition of the two Fréchet derivatives, i.e.,
If τ is linear, as is the case in the preceding examples, then Dτ = τ and
The SCE method maintains the desired structure by working with perturbations in the space of inputs M. This produces only slight changes in the basic small-sample condition estimation algorithm. Suppose τ is a linear map from the space of inputs M to R n×n × R n . By simply generatingṽ ∈ M randomly instead ofÃ andb in Algorithm 1, we obtain an algorithm to estimate the condition of the map f • τ , where
. We obtain a multiple-sample algorithm in a similar fashion by modifying Algorithm 2.
Remark. The SCE condition estimation algorithm for structured perturbations can be especially useful for analyzing the condition of a block linear system. For example, some of the diagonal blocks may be very ill conditioned compared to others, or certain blocks may exhibit special types of perturbations.
Standard condition estimation methods may be much more conservative than the SCE method for structured perturbations. Specifically, the Skeel componentwise condition mentioned in the previous section can greatly overestimate the true sensitivity of a linear system with structured perturbations, as can the LAPACK condition estimator. For example, neither the Skeel formula nor the LAPACK estimator can detect when perturbations are highly correlated in a linear system even though an extremely precise solution can often be obtained in such a situation. If we apply the structured perturbation version of SCE to the linear system with special perturbations introduced in (3), we obtain a tight upper bound for the componentwise forward error
.
Recall from section 1.1 that the componentwise forward error for (3) computed with (2) 
Componentwise condition of matrix inverses.
Computing the explicit inverse of a matrix is generally very inefficient in the context of solving a system of linear equations. However, there do exist certain situations in which we must explicitly compute the inverse of a matrix, such as in the matrix sign function algorithm used to find a basis for the stable invariant subspace of a Hamiltonian matrix associated with an algebraic Riccati equation [28] .
By using the results in section 5, it is straightforward to use the SCE method to construct sensitivity estimates of the elements of A −1 that respect the structure of A. For example, if A is symmetric, a symmetric perturbation of its elements is reflected in symmetry of the sensitivity estimates for the elements of the symmetric matrix A −1 . Similarly, when A is upper triangular, as in Example 3, the upper triangular structure in A −1 can be respected. Many other interesting matrix structures are preserved under inversion (but not all; e.g., a tridiagonal matrix does not generally have a tridiagonal inverse).
It can also be of interest to estimate the sensitivity of specific elements of a matrix inverse to see which components of various right-hand-side vectors are most strongly magnified in determining the solution of a linear system. Structural restrictions on allowable perturbations can significantly reduce the sensitivity of the inverse.
As an example, consider a companion-form matrix problem. Let A have zero entries except for ones on the first superdiagonal and negative binomial coefficients a nj = −n!/ ((j − 1)!(n − j + 1)!) along the bottom row. The motivation for choosing this matrix is that A has a multiple eigenvalue of order n at λ = −1 and small perturbations of A suffice to move one of these eigenvalues to zero, thus making A singular. For n = 20, we see that κ(A) = 1.4 × 10 11 and so A is already quite ill conditioned with respect to inversion. Hence, for general perturbations in A and b, we can expect large variations in A Thus if the variations in A are restricted to the (n, j) entries for 1 < j ≤ n, then the changes in the inverse are exactly the same as the variations in A but shifted to the top row. This is perfect conditioning since there is no growth in the size of the perturbations as we move from input to output. This type of structure-dependent conditioning is easily detected using SCE methods. Using the structured condition estimator described in section 5 (with perturbations restricted to the entries of b and the last row of A) we find that κ rel = 6.6 × 10
1 , whereas if we use the general perturbation condition estimate of Algorithm 1, we find (for a random right-hand side b) that κ rel = 2.3 × 10 7 .
7.
Comparison with existing algorithms. The performance of SCE is comparable to that of condition estimation algorithms found in standard software libraries. MATLAB code written by the authors employing SCE methods for linear systems requires on the order of k 2 n 2 floating-point multiply-adds, where k is the number of SCE samples and n is the order of the linear system being solved. For the majority of problems, k = 1 is quite acceptable. MATLAB's rcond, based on the LINPACK routine DGECO, requires on the order of 2n 2 floating-point multiply-adds. LAPACK's condition estimator (STRCON) and MATLAB's condest, based on Higham's modification of Hager's method [20] , [22] , also require on the order of 2n 2 floating-point multiply-adds. Table 2 compares condition estimation methods applied to random matrices of size n × n. The exact 2-and 1-norm condition numbers, κ 2 and κ 1 , are listed in columns 2 and 3. Columns 4 and 5 give the 1-norm condition estimates 1/rcond and condest, respectively, from MATLAB. SCE actually computes an estimate of the Frobenius-norm condition number, κ F = A F A −1 F , which is listed in column 6 of the table. It is easily shown that Columns 7-9 of Table 2 present the results of running the authors' implementation of the SCE algorithm in MATLAB with k = 1, 2, and 4 function evaluations, respectively. All condition estimates in the table are within about an order of magnitude of the condition numbers that they estimate, which is usually sufficient in practice. Edelman showed in [15] that if A ∈ R n×n is random, then the expected value of ln(κ 2 (A)) is asymptotically ln(n)+1.537. Edelman's experiment was repeated and the SCE method applied. Table 3 lists the results of averaging log condition numbers of 1000 random matrices A with N(0, 1) coefficients for various values of n. Column 2 of the table gives averages for ln(κ 2 (A)), and column 3 gives the value of ln(n)+1.537 as a reference. Columns 4-6 give, respectively, averages of the natural logarithms of κ F (A) and the SCE method applied to A with one and four function evaluations. The table is consistent with Edelman's results, and it shows that the SCE method estimates the Frobenius-norm condition quite well with just a single function evaluation. Of course, SCE with four function evaluations estimates the Frobenius-norm condition number better, but only slightly.
Conclusion.
Small-sample SCE is a new method of estimating the condition of general matrix functions. For the problem of estimating the condition of linear systems, SCE has cost comparable to standard condition estimation methods, and it has several major advantages over these methods. Its most important advantage is that it provides, at no extra cost, a matrix of condition numbers rather than a single condition number. Thus it provides componentwise condition estimates for linear system solutions and can thereby indicate when a computed solution may be determined accurately even if the condition number with respect to inversion of the coefficient matrix is large. The method's flexibility also enables it to handle structured systems. A rigorous error probability analysis exists for the SCE method. A possible disadvantage is that it does not provide an estimate of the null vector in the nearly singular case. If an approximate null vector is needed, then another condition estimation method may be more appropriate. MATLAB software written by the authors incorporating the SCE method has performed successfully on a wide variety of linear systems.
