We present an accurate numerical description of frequency-conversion processes that are based on the nonlinear interaction between three pulsed electromagnetic fields. Several interesting phenomena arising in these processes are described in detail. The numerical method used is a new modified Runge-Kutta method employing characteristics. This method can be used to solve numerically sets of coupled hyperbolic differential equations in two variables, if the coefficients of the derivatives are constant. In this paper three examples of frequency-conversion processes are presented that are strongly influenced by the combined effects of phase mismatch, group-velocity differences, and depletion of the electromagnetic fields.
INTRODUCTION
During the past decades, second-order nonlinear-optical processes have been used extensively in order to generate new frequencies of light.1-3 In these processes conversion of energy among three electromagnetic fields takes place under the condition co + 2 = 3 . Examples of these processes are second-harmonic generation, sum-frequency generation, difference-frequency generation, and parametric amplification. These processes are all based on the fact that the second-order polarization due to two of the fields amplifies or attenuates the third field.
The amount and direction of the nonlinear polarization depends, apart from amplitude and direction of the fields, on the second-order optical susceptibility x(2). 4 The second-rank tensor x( 2 ) is a property of the medium in which the nonlinear process takes place. In the electric-dipole approximation all the elements of x(2) vanish for a medium with inversion symmetry. 4 The frequency-conversion processes are especially favored when the wave vector of the field at (L3 equals the sum of the wave vectors of the fields at wi and 2 (phase matching).
The nonlinear interaction among three electromagnetic fields has been described analytically by Armstrong et al. 5 In their description the possibility of depletion of the fields and phase mismatch is incorporated, but the effects of group-velocity differences between the fields are neglected. Using the same approximation, the phase and depletion of the fields in second-harmonic generation have been discussed by Manassah 6 and Eckardt and Reintjes. 7 In contrast, in the descriptions of Comly and Garmire 8 and Akhmanov et al. 9 the effect of group-velocity difference is incorporated, while the effect of phase mismatch is neglected. In other studies of second-harmonic generations 0 1 both phase mismatch and group-velocity effects are incorporated, but the effects of depletion of the fields are neglected.
Numerical studies have also been done that incorporate depletion, group-velocity differences, and even the groupvelocity dispersion within the bandwidth of each field. ' 2 -' 4 The global accuracy of these studies is of first 2 1 3 and second order.' 4 In all these numerical studies the possible effects of phase mismatch are neglected. However, a large phase mismatch can induce some interesting phenomena, such as the two-peak structure of a pulse generated in second-harmonic generation."
A numerical description seems inevitable for the description of the interaction of three short-pulsed fields including all relevant effects. In this paper we present a modified Runge-Kutta method that enables us to calculate the interaction with a fourth-order global accuracy in both time and distance.
This method includes the effects of phase mismatch, group-velocity differences, and depletion of the electromagnetic fields. The group-velocity dispersion within the bandwidth of each field is neglected, but for pulse durations larger than 100 fsec this generally turns out to be a good approximations The advantage of a fourth-order method over a similar lower-order method is that it takes much less computer time to simulate processes in which a high numerical accuracy is required. The need for high accuracy occurs in processes with large amplification factors (that tend to magnify all numerical errors) combined with destructive interference phenomena (that tend to decrease the true solution). Examples of such processes are parametric amplification and processes that take place with a large phase mismatch.
THEORY
In the description of the nonlinear interaction among three classical electromagnetic fields a few assumptions are used. In the first place the electromagnetic fields are assumed to be quasi-monochromatic. Second, only the interaction that is due to the electrical component of the fields is considered. Third, the transverse variation of the fields is neglected. Under these assumptions the electric component of the electromagnetic field can be written as follows: (1) with 6i the electric field i, Ei the complex amplitude, ki the wave vector, and wi the angular frequency of field i.
Starting from Maxwell's equations, employing the rotating-wave approximation and the slowly varying amplitude approximation, the second-order interaction between the fields can be described by three coupled differential equations. 4 When A 3 exp(-iAkz) is substituted for E 3 , the following set of equations results:
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with v0 the group velocity of field i, ni the refractive index of field i, x(2) the effective nonlinear susceptibility, and Ak the phase mismatch (Ak = k3-k2 -kl).
Generally, for Ah nonzero, the gain in all processes will be suppressed.1 5 A large Ak can also cause the process to reverse, and when the process starts with two intense fields that are hardly depleted the reversal starts after the light has traveled a distance ir/Ak through the medium. 5 The value of x 2) is obtained by taking the component of the nonlinear polarization divided by two field amplitudes in the direction of polarization of the third field. This implies that in the case of interaction in a birefringent material the value of xeff depends on the Euler angles 0 and A, which define the propagation direction of the light with respect to the axes of the material.
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These equations are of the form a z a )} (4) with n and m function labels, Cn equal to (1/vl -1/vn), and
Fn a function of several f , thus coupling the equations. The solution f n at (z + h, a) can be written in a Taylor-series expansion at (z, -): 
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The expressions for the second and higher derivatives of ffn at (z, n) can be found by the repeated operation of a/az on the left-hand and right-hand sides of Eq. (4). For instance, the second derivative has the following form:
ap (6) In this equation summation over s is implied.
In a Runge-Kutta procedure for integration of an ordinary differential equation, a number of function evaluations in intermediate points are combined to reproduce as many terms of the Taylor series as possible. It turns out that for a partial differential equation such as Eq. (4) the same strategy can be used, if the proper evaluation points are chosen in the two-dimensional integration space. All the terms in the derivatives of Eq. (6) up to the fourth derivative can be reproduced by using the following modified Runge-Kutta scheme:
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In order to prove the equivalence of the solution fn(z + h, ti) obtained with this scheme with the one obtained in Eq. (5), values of f generated by the scheme at times different from must be transformed by a Taylor-series expansion into values and time derivatives at ti. The proof up to fourth order is tedious but straightforward.
The scheme is used to solve the three coupled differential equations. The real and imaginary parts of the fields are separated, leading to six coupled equations. The numerical evaluation is carried out in five steps. In step 1 KI is evaluated at six different values of time :
In step 2 KII is evaluated for each field component by using KI's of step 1. Evaluation at the first three points in time is sufficient for evaluation of KIII in step 3. In order to evaluate KIV in step 4, KIII has to be evaluated at only one point for each field component: field 1 at point (i), field 2 at point (ii), and field 3 at point (iii). In step 5 the value of -each of the six field components at (z + h, t) is calculated by using the K values at points lying on the characteristics 6 of the fields in the z, X plane (Fig. 1 ).
In this scheme six points in time at z are necessary to generate one point at z + h. However, continuation of the integration over many steps requires the same number of points in time at each position. Usually this problem is solved by defining a time grid in which every necessary point coincides with a point of the grid. In the present case this seems impossible because the time differences h(1/v1 -1/v29) and h(1/v1 -1/v3) do not necessarily have a common divisor. In principle one could define a modified coordinate system in which the traveling time differences for fields 2 and 3 with respect to field 1 are equal. However, it would be necessary to replace the position variable z by a variable with a time-dependent contribution. This would create practical problems in defining the amplitude envelope of the fields at the start of the integration, because in this case the edges of the nonlinear material will not coincide with lattice points.
A more practical solution is the creation of the necessary points in time at the beginning of each step by employing an accurate interpolation method. The accuracy of this interpolation method should at least be of the order of the modified Runge-Kutta scheme. A fourth-order method using five points of the grid should be sufficient. For internal grid points the interpolation points are chosen such that the interpolated values lie immediately adjacent to the central point. At the grid boundaries this cannot be done, and an alternative method should be used. Straightforward interpolation-extrapolation based on the five outermost points of the grid leads to instabilities. Therefore the values are obtained from a Gaussian tail fitted to the three outermost grid points. This turns out to be a good method because in most cases the pulses are exponentially decaying at the boundaries of the grid and have little interaction.
The method described above has been incorporated into a Pascal program. The indices of refraction and the group velocities for the nonlinear crystals KDP and LiNbO 3 are calculated with the Sellmeier dispersion equations." The phase-match angle is calculated by assuming collinear type I phase matching. A phase mismatch can then be incorporated. The program calculates the shapes and energies of the pulses by using the complex field amplitudes and the pulse shapes at the beginning of the process as input. 
RESULTS AND DISCUSSION
In this section the results of the simulations of three frequency-conversion processes are presented and discussed. The starting pulses in these processes are all Gaussian shaped. In these examples the number of points in the time grid varies between 75 and 150; and the number of integration steps, between 50 and 200. The required computer time for a calculation depends on these numbers and is varying between 10 and 150 CPU sec on a Cyber 990 computer. The global fourth-order accuracy of the method is numerically substantiated by comparing the numerical deviations for different integration step sizes.
Phase-Mismatch Effects on the Shape of a Generated Pulse
We tested the numerical algorithm by comparing the numerically calculated shape of a pulse generated through second-harmonic generation with the shape obtained by using the analytical approach of Ref. 11 . In this analytical description the effect of depletion of the fundamental field is neglected, but the effects of phase mismatch and groupvelocity difference are incorporated. The analytical expression for the second-harmonic field is In the analytical approximation the shape of the generated pulse is independent of the energy of the fundamental pulse. The shape depends only on the values of the parameters 6z and Ak/. The first parameter stands for the total dispersion expressed in pulse widths, and the second parameter is the ratio of the phase mismatch and the dispersion in pulse widths per meter of nonlinear material. We set 6z = 3 and Ak/ = 4. In the numerical calculation the shape of the generated pulse is expected to be dependent on the energy of the fundamental pulse in case of depletion of the fundamental pulse. We took for the fundamental pulse a 1-psec 1064-nm (Nd:YAG) pulse with five different fluences with LiNbO 3 as the nonlinear material. Our choice of the crystal length and the phase mismatch is such that we obtain the same values for 5z and Ak/ as in the analytical case.
The analytical and numerical results are presented in Fig.  2 . A two-peak structure for the generated pulse is observed if the process takes place with large Ak and a large difference in group velocity.
This structure can be understood in the following way. The generated light at second-harmonic wavelength of 532 nm travels much more slowly than the light at 1064 nm. As a result of the large Ak, the phase difference between the fields can change by ir or more while the 532-nm light is still overlapping with the 1064-nm pulse. In this case a reversal of the process occurs, and the light at 532 nm is transformed back into light at 1064 nm. Only the light generated at the back side of the 1064-nm pulse at the beginning of the crystal 4 Time (psec) and the light generated at the front side at the end of the crystal cannot be converted back. The result is that the final pulse at 532 nm will consist mainly of two peaks that are separated by approximately the difference in time needed by the 1064-nm and the 532-nm pulse to travel through the crystal. For low energies the analytical result and the numerically calculated results compare very well. In fact, for even lower energies than those presented in Fig. 2 , the analytical and the numerical results become indistinguishable. For high energies, however, the effect of depletion of the fundamental pulse becomes important. This can be derived from the fact that for higher energies the left-hand peak generated at the end of the crystal becomes significantly lower than the righthand peak, which was generated at the beginning of the crystal. In Fig. 3 the calculated shape of a pulse generated by sumfrequency mixing in KDP is presented as a function of the pulse duration of one of the starting pulses and Ak. As starting pulses, a 4-psec 532-nm pulse of 200 J/cm 2 and a 400-800-fsec 620-nm pulse of 50-100 nJ/cm 2 are used. The delay between the pulses equals zero. Again a two-peak structure for the generated pulse at 286.3 nm is observed. The difference in time between the two peaks becomes somewhat larger as Ak increases, because the maximum of the generated peaks shifts away from the center of the 620-nm pulse.
The influence of pulse duration and Ak on the structure can be understood in the following way. For a short pulse, Ak has to be large if the phase difference is to be changed by more than r during the time the 286.3-nm and the 620-nm pulses overlap. For a longer pulse this change in phase can also be attained with a smaller Ak, because the pulses overlap during a longer time. In this way it can be understood that the valley between the peaks in the case of a 800-fsec starting pulse is deeper than the one in the case of a 400-fsec starting pulse. The intensities of the peaks illustrate that a large Ak suppresses the efficiency of the sum-frequency generation process strongly. Again we observe that the right-hand peak, generated with Ak = 7.33 cm-' at the beginning of the crystal, is somewhat higher than the left-hand peak, generated at the end. This is again caused mainly by depletion of the 620-nm pulse. A somewhat less important cause is that the energy conversion at the end of the crystal is less efficient than at the beginning, as a result of the difference in group velocity between the 620-nm pulse and the 532-nm pulse. that of the signal increases at later pulse times indicates that the idler is slower than the signal.
For an even longer crystal 8 cm in length, the central idler peak at 4000 nm and signal peak at 1450 nm are regenerated between the two separate idler-signal peaks [ Fig. 6(b) ], which were already present in Fig.5(b) . This figure demonstrates again that the 1064-nm pulse is faster than the idler and signal pulses because the regenerated central peak is positioned closer to the front idler-signal peak than to the rear idler-signal peak. It is remarkable that in the case when idler and signal have approximately the same wavelength no fast regeneration of the central peak occurs [ Fig.  6(a) ]. This phenomenon can be understood in the following way. The signal and the idler pulses travel with almost the same group velocity because they have approximately the same wavelength and direction of polarization (type I phase matching). This implies that during the regeneration of the 1064-nm pulse they do not travel along each other, and the regeneration can continue over a long distance because none of the fields will become totally depleted rapidly. In the case of an idler with a much longer wavelength than the signal, the difference in group velocity will be large. In this case it is likely that during the regeneration of the center of the 1064-nm pulse, a still rather intense part of the idler or signal will coincide with a low-intensity part of the other field. A rapid depletion of the weakest field will then take place, with the result that the phase difference between the fields makes a jump of -r and the process starts to reverse. delay between the starting pulses. Both the amplified idler (long-wavelength) pulse and the generated signal (shortwavelength) pulse are presented.
In case of a crystal of 4-cm length, the 1064-nm pulse hardly becomes depleted, and the gain will be exponential 4 (Fig. 4) . The pulse durations of the 2200-, 2061-, 4000-, and 1450-nm pulses are 6.6, 6.4, 7.0, and 6.8 psec, respectively, which is considerably shorter than the pulse duration of the 1064-nm pulse and the starting idler pulse. The pulses at 4000 and 1450 nm are slightly broadened because the group velocity of the 4000-nm pulse is lower than that of the 1064-nm pulse. The pulse at 1450 nm is also broadened because it is generated by difference-frequency mixing of the slow idler and the fast 1064-nm pulse.
For a crystal 6 cm in length, the center of the 1064-nm pulse becomes totally depleted, causing the phase of the process to change by -r. The result is that the intense idler and signal pulses start to regenerate the center of the 1064-nm pulse quickly. In turn, the centers of the idler and signal pulses become depleted and both the signal and idler pulses split (Fig. 5) . In Fig. 5 the group-velocity difference between the idler pulse and the signal pulse is clearly demonstrated. The fact that the intensity of the idler relative to 
Group-Velocity Effects on a Cross-Correlation Signal
For short pulses, with pulse durations in the range of picoseconds, the pulse duration can be determined by correlating the pulse in a nonlinear material with itself (autocorrelation) or with another pulse of a well-known pulse duration (cross correlation). In such a correlation the total energy of the light generated through the nonlinear interaction is measured as a function of the delay between the two starting pulses. Generally, in an experimental cross correlation the unknown pulse duration T of one of the starting pulses is derived from the width of the cross-correlation signal Tcross and the duration of the other starting pulse T as follows:
Tx
cross Ta (9) In this equation it is assumed that the starting pulses are Gaussian shaped, no depletion occurs, and the difference in group velocity is equal to zero.
In the presented numerical simulation a 1-psec 1064-nm (Nd:YAG) pulse of 100 MJ/cm 2 and a 0.7-psec 266-nm pulse of 10,"J/cm 2 generate a 354.7-nm pulse through differencefrequency mixing. The cross-correlation signal is simulated by calculating the energy of the 354.7-nm pulse at different delay between the 266-nm pulse and the 1064-nm pulse. In The broadening of the cross-correlation signal for increasing KDP crystal length can be understood in the following way. In the first place, on account of the group-velocity difference the pulses travel along each other in the crystal. In the limit of no depletion, the maximum energy conversion will occur if the overlap of the front side of the 1064-nm pulse with the 266-nm pulse at the beginning of the crystal is the same as the overlap of the back side with the 266-nm pulse at the end of the crystal. When the crystal gets longer this overlap becomes smaller and less sensitive to changes in the delay. Second, the cross-correlation signal is broadened because the 266-nm pulse depletes more at the maximum of the cross-correlation signal than at the slopes. This effect becomes more important for increasing crystal lengths, because in that case also the energy conversion increases.
CONCLUSION
The modified Runge-Kutta method that we have presented provides a useful tool to simulate accurately second-order optical processes with short light pulses. By using this method, the effects of group-velocity differences, phase mismatch, and depletion can be determined quantitatively. Of course, the simulation becomes incorrect if the assumptions made in the description of the nonlinear interaction are no longer valid. For instance, in case of very short pulses, with pulse durations shorter than 100 fsec, the assumption that the fields are quasi-monochromatic is no longer valid and the bandwidth of these pulses should be taken into account.
The method can in principle be used in solving every set of coupled hyperbolic differential equations in two variables in which the coefficients of the derivatives are constant. It could, for instance, easily be applied in the simulation of third-and higher-order optical processes. However, in other areas of physics also, a similar set of equations can arise.
In that case the method described might be successfully applied in a numerical evaluation.
