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The pre-patterning of a substrate to create energetically more attractive or repulsive regions
allows one to generate a variety of structures in physical vapor deposition experiments. A particular
interesting structure is generated if the energetically attractive region is forming a rectangular grid.
For specific combinations of the particle flux, the substrate temperature and the lattice size it is
possible to generate exactly one cluster per cell, giving rise to nucleation control. Here, we show that
the experimental observations of nucleation control can be very well understood from a theoretical
perspective. For this purpose we perform, on the one hand, kinetic Monte Carlo simulations and, on
the other hand, use analytical scaling arguments to rationalize the observed behavior. For several
observables, characterizing nucleation control, a very good agreement is found between experiment
and theory. This underlines the generality of the presented mechanism to control the deposition of
material by manipulation of the direct environment.
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I. INTRODUCTION
With physical vapor deposition (PVD) material can
be condensed extensively onto a substrate, yielding films
with desired thickness on the desired length scales [1,
2]. Atoms and molecules, also as multiple component
systems, can be deposited in this way.
During the deposition the nucleation process is of ma-
jor impotence, therefore a critical number of particles,
i.e. atoms or molecules, has to come together to form
stable clusters [3, 4]. Before nucleation, on a homoge-
neous substrate the ad-atom density is uniform and in-
creases linearly, in the scope of a mean-field description.
The location of the first nucleus is totally random and
caused by local ad-atom density fluctuations, afterwards
the nucleation site becomes an absorber for the ad-atoms
on the surface.
In order to place material heterogeneously on a desired
position, the method of template-directed nucleation was
introduced [5–10]. Here, the substrate is first chemically
pre-patterned with a material, which for the deposited
particles is energetically more attractive than the sub-
strate. This procedure is typically performed by litho-
graphic methods and applied on the (high) nano and mi-
crometer scale [8]. Within a specific range of D/F , where
D is the surface diffusion coefficient and F the particle
flux of the depositing material, nucleation takes place
only on the pre-defined positions, i.e. on the pre-pattern.
This configuration corresponds to the equilibrium state
of the system and is realized in the limit of small flux.
In a different way the ”pre-patterning” can be cre-
ated by Moire structures, for instance by having a mono-
layer of graphene on a transition metal substrate [11, 12].
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Through the mismatch of lattices a periodically modu-
lated structure is created, with a periodic variation of
the binding- and transition energies on the graphene
layer. A regular formation of (nano-) clusters in the sub-
monolayer regime can be obtained by thermodynamic
and kinetic effects [5], due to the heterogeneous substrate
field structure. In this context this process is often re-
ferred by the term directed self-assembly.
The detailed mechanisms on the surface during PVD
are rather complex [13, 14] and cover different time and
space scales, from typical atomic vibrations (10−13 s) to
growth processes on the mesoscopic scale with a duration
of minutes or hours. In order to overcome this complexity
and focus on key relations and mechanisms of the growth
process, mean-field and coarse-grained approaches were
introduced, which are formulated on the time scale of the
transition processes. With the mean-field rate equations,
describing the ad-atom and island densities with coupled
ordinary differential equations, basic scaling relations of
deposition growth can be elucidated [3, 4, 15, 16]. In or-
der to capture the spatial resolution, stochastic/kinetic
Monte Carlo methods are very powerful [17–20]. In this
context there also exist hybrid models [21, 22] that com-
bine the mean-field with the atomistic perspective. Other
related approaches are phase-field models [23], geome-
try based simulations [24] or the Quasicontinuum Monte
Carlo [25]. The success of these methods lies in describ-
ing accurately the main aspects of the structural surface
growth during PVD, namely the diffusion and nucleation
processes.
In this paper we deal with a nucleation control method
where the nucleation site is spatially well-defined but
which does not rely on the presence of a pre-pattern at
this location. Rather the spatial position is controlled
through the boundaries, given by an ad-atom adsorbing
grid . This method exploits the maximum of the ad-atom
2distribution between sinks and the existence of a critical
density where nucleation commences [26, 27]. In this way,
very regular structures can be generated , cf. Fig. 1 left.
Note, that the mechanism is kinetically driven and the
central nucleus is placed directly on the substrate. In
contrast to template-directed nucleation this mechanism
to generated ordered structures is a non-equilibrium pro-
cess, which sensitively depends on an appropriate choice
of the ratio D/F , for a fixed grid size L.
The mechanism of that approach is explored based on
the previous results and the model system, put forward in
[26]. The quality of the used lattice kinetic Monte Carlo
(KMC) model is verified through direct comparison with
the experimental results for different observables which
characterize properties of the nuclei and in particular the
nucleation control, i.e. the presence of one nucleus per
grid cell. Furthermore, the dependence on the external
flux of this particular structure is analyzed analytically
based on the mean-field rate equations; a scaling relation
is derived and verified with KMC simulations. Due to the
agreement of the experimental and simulation outcome
as well as the analytical scaling results, we argue that
the mechanism of indirect nucleation control is of general
nature and can be extended to a wide variety of scenarios.
The structure of this paper is as follows. In Sect. II we
recap experimental results of cluster formation followed
by the simulation setup in Sect. III. Afterwards the scal-
ing relation from mean-field rate equation approach is
derived in Sect. IV and the qualitative behavior of clus-
ter growth presented in Sect. V. Nucleation- and position
control is discussed in Sect. VI. The flux dependence of
the nucleation control is presented in Sect. VII, the in-
fluence of the diffusion properties and scaling of multiple
islands in Sect. VIII. Finally, we conclude with a discus-
sion of our results in Sect. IX.
II. EXPERIMENTAL BACKGROUND
PVD methods are suited very well to deposit complex
organic molecules, which are increasingly used in micro-
electronics, due to the functionality and efficiency they
provide. Therefore, this type of molecules is of great in-
terest from the experimental point of view [28–31]. Here
we briefly refer to the experimental set up. In general the
experiments are conducted in the same way as in [26].
For deposition the functional molecule N,N’-bis(1-
naphthyl)-N,N’-diphenyl-1,1’-biphenyl’-4,4’-diamine
(NPB, a molecule widely used for organic light emitting
diodes) has been used [32]. This molecule was deposited
on a silica surface. To create an attractive region for
the molecules, a gold grid was put on the surface by
standard beam lithography. The gold grid is acting as
an adsorbing environment for the central area of the
squares.
In Fig. 1 a) the scanning electron microscope (SEM)
images are shown of the resulting structure for a gold
array distance of L = 4.0µm. The flux was increased
on going from left to right. In case of the lowest flux
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FIG. 1. a) SEM pictures of formations on a grid pre-patternd
surface with L = 4.0 µm and flux variation 0.042 nmmin−1,
0.066 nmmin−1, 0.085 nmmin−1 from left to right. The right
top corner shows the magnified view of one cell, respectively.
b) The height profile of a similar result from the KMC model
for the grid size of 80a. The flux is varied with 5.85 ×
10−6/(a2∆t), 1.40× 10−5/(a2∆t) and 2.60× 10−5/(a2∆t) on
going from left to right. The color-coding for the height is
given on the right.
F = 0.042nmmin−1, shown in Fig. 1 a) left, one cluster
is created with a well-defined position in the center of the
cell. Due to the regularity of the grid the clusters also
form a regular structure, i.e. show position control. With
increasing the flux, the number of clusters increases, i.e.
nucleation control is no longer present. In the same way
it works for other molecule types [26]. To prove the gen-
erality of the mechanism, a solid-on-solid model [33] is
used, which only provides the basic mechanism of surface
growth, i.e. a particle flux, surface diffusion and nucle-
ation through parametrized interaction strength. Note,
that within this model the deposit molecule is reduced
to a point on a lattice with isotropic interaction and dif-
fusion properties. An impression of the result from the
simulations is shown in Fig. 1 b) with a similar scaling
for the island number by varying the flux. The KMC
model described in the following section.
III. SIMULATION SETUP
For the simulations a lattice gas model is used on a
three dimensional cubic lattice with a node distance of a
as described in [26, 33]. Every lattice site i = {ix, iy, iz}
can be occupied by one of the three different particle
types: deposited particles pi, substrate sites si and the
more attractive pre-pattern sites gi (in the experiment
represented by gold). The lattice site i is either filled or
empty. As we are only interested in the dynamics of the
deposited particles the Hamiltonian can be written as
H = −εpp 1
2
∑
i,j
f(rij)pipj
−εpg 1
2
∑
i,j
f(rij)pigj − εps 1
2
∑
i,j
f(rij)pisj,
(1)
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FIG. 2. Sketch of the simulation box of one cell with the
energetically more attractive region in yellow and the central
region of size L in white. Periodic boundary conditions are
applied along the cell boundaries in x and y-direction.
where the εxy (x, y ∈ {p, g, s}) are the interaction pa-
rameters. The distance scaling function f(rij) depends
on the distance rij between the lattice sites on i and j
and is defined as follows:
rij 0.0 1.0
√
2
√
3 >
√
3
f(rij) 0.0 1.0 1.0 0.5 0.0
The interaction range up to the third nearest neighbors
(common corner) is taken into account. The interac-
tion parameters are the same as in [26], ǫpg/kBT = 1.3,
ǫpp/kBT = 1.0 and ǫps/kBT = 0.3, where kB is the Boltz-
mann constant and T the temperature. The necessary
conditions for the boundary-induced nucleation are an
ad-atom absorbing environment and the island growth
regime on the substrate. The absorbing environment is
here realized by a energetically more attractive grid pre-
pattern, i.e. ǫpg > ǫps. In this way, the boundary of
the pre-pattern represents a sink for the central region.
As in this case attaching to the pre-pattern is associated
with an energy gain and the detachment with an energy
barrier, therefore the situation is similar to the process
of aggregation to a nucleus.
One cell with an energetically more attractive environ-
ment is used as the simulation box with periodic bound-
ary conditions in the substrate plane (x- and y- direction)
as presented in Fig. 2. Simulations are done for different
cell sizes L and a fixed pre-pattern stripe width of 2 ·10a.
The substrate is composed of one layer including pre-
pattern and substrate sites, which are fixed during the
simulation. The diffusion activation energy on the plane
and homogeneous substrate is renormalized, in order to
improve the simulation speed [34, 35], by accepting every
diffusion step of an ad-atom on the substrate. The sim-
ulation starts with a clean substrate. During one Monte
Carlo (MC) step, corresponding to the time step ∆t, ev-
ery particle on the substrate attempts one 3D nearest-
neighbor move to a new position. The jump to the new
position is accepted according to the standard Metropo-
lis criterion [36]. Despite the simplicity of the model,
it provides accurate dynamics as shown by an equivalent
model (except zero flux and desorption is not suppressed)
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FIG. 3. Simulation time scale is directly connected to the
total coverage.
for wetting film instabilities on patterned substrates [37].
Furthermore, all moves are discarded to already occupied
sites or after which a particle has zero energy. In this
way possible desorption processes are suppressed. After
finishing the MC step, n particles are positioned on the
substrate. Here, n ∈ N is a Poissonian random number
from a distribution with a mean value of n¯ ∈ R+, which
is related to the average flux via
F =
n¯
(A∆t)
. (2)
With A = (L+20a)2 defined as the surface area. There-
fore, the flux can be varied continuously. The added
particles are directly attached on a randomly chosen free
location of the surface. The resulting time-dependence
of the coverage (number of particles over A) is sketched
in Fig. 3.
All simulations are repeated 2000 times (representing
a set of 2000 different cells) in order to obtain a good
statistical description. This large number also acknowl-
edges that the nucleation process has a significant ran-
dom component which has to be appropriately averaged
out for the analysis.
IV. THEORY OF SINGLE-CLUSTER
FORMATION
In Sect. IV.2 a scaling relation is derived for the single-
cluster formation with the feature of one cluster per cell
N = 1, like it is presented in Fig. 1 left. Since the cluster
creation process involves stochastic contributions, nucle-
ation control is defined by the condition that on average
one cluster per cell is present, i.e. 〈N〉 = 1 after the
deposition of 2 ML. The scaling relations, to be derived
below, are based on the insight about nucleation control,
described in our previous work [26]. Therefore, these re-
sults are briefly summarized in Sect. IV.1 first.
IV.1. Existence of a critical density
Assuming the particle density distribution ρ(x, y, t),
with x, y ∈ [0, L] under the condition that no nucleation
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FIG. 4. Evolution of ρ(x = L/2, y = L/2, t) with coverage in
the cluster-free sub-ensemble for a parameter set with 〈N〉 =
1. The long-time limit of ρ(L/2, L/2, t), denoted ρ∗, defines
the value of ρ∗form.
has occurred until time t, i.e. no increase of the local den-
sity due to nucleation occurs, then ρ(x, y, t) corresponds
in a good approximation to the ad-atom density. Thus,
the mean-field approach based on Burton-Cabrera-Frank
theory can be applied for the case of complete condensa-
tion [9, 38, 39]. Applying adsorbing boundary conditions,
cf. Sect. III, the stationary solution
ρstat(x, y) =
FL2
D
g
( x
L
,
y
L
)
(3)
is derived, with the explicit form of function g(x/L, y/L)
found in [26]. The stationary density ρstat(x, y) displays
a significant maximum in the center of the cell. The
density ρ∗ ≡ ρstat(x = L/2, y = L/2) at this maximum
is
ρ∗ =
FL2
D
C, (4)
with the constant C = g(1
2
, 1
2
). For the interesting pa-
rameter set expecting 〈N〉 = 1 a sketch of the time-
dependence ρ(x = L/2, y = L/2, t) is shown in Fig. 4.
Note, that in simulations only those realizations (cells)
contribute to the density calculation for which until time
t no nucleation process has occurred (cluster-free sub-
ensemble). The long-time limit of ρ(L/2, L/2) in the
simulations agrees very well with the analytically cal-
culated value of ρ∗; cf. Eq. 4. We denote this value
ρ∗
form
= ρ∗ = ρ(L/2, L/2), which is obtained for this spe-
cial parameter combination with 〈N〉 = 1. This value
is of major importance when analyzing simulations with
a different value of L and a fixed D/F . For smaller L,
implying ρ∗ < ρ∗
form
cluster formation is strongly sup-
pressed, i.e. 〈N〉 < 1. In contrast, in the opposite limit
many clusters start to grow as soon as ρ(x = L/2, y =
L/2, t) approaches ρ∗form. Thus, the stationary regime
is never reached because of preceding nucleation events.
As a consequence ρ∗form can be interpreted as the critical
density where nucleation sets in. Since the nucleation
rate scales with a high power of the density (depending
on the size of the critical nucleus), this observation is in
agreement with mean-field nucleation theory [3, chap. 2].
As a consequence of this interpretation, it comes out
that for 〈N〉 = 1 the nucleation process occurs close to
the center of the cell; see Fig. 1, since only for a small
spatial regime one has ρ(x = L/2, y = L/2, t) ≈ ρ∗
form
.
To obtain the density ρ(x, y, t) from the simulation
results the projection is used of the three-dimensional
deposited particle distribution onto the surface plane
P (ix, iy). If the position (ix, iy) is occupied by a de-
posited particle we choose P (ix, iy) = 1, otherwise
P (ix, iy) = 0. The density ρ(ix, iy) is then defined as
the ensemble average of P (ix, iy), i.e.
ρ(ix, iy) = 〈P (ix, iy)〉 . (5)
IV.2. Flux-dependence of the critical density
On a theoretical basis one can estimate the flux-
dependence of the critical density ρ∗form. According to
mean-field nucleation theory the local nucleation rate
scales like Γloc ∝ ρI+1 if I denotes the critical nucleus
size. Note that in Eq. 3 the spatial dependence is given
by x/L and y/L, respectively. As a consequence, the spa-
tial range close to the center the maximum of the density
distribution, where cluster formation is most likely, i.e.
ρstat(x, y) ≈ ρ∗form, is proportional to the total area L2.
Thus, for the interesting parameter set with 〈N〉 = 1 one
obtains for the total nucleation rate
Γtot ∝ ρ∗I+1form (F )L2. (6)
The possible flux-dependence is explicitly indicated. This
relation only holds under the condition that no nucleation
has occurred so far.
The nucleation rate in this case (〈N〉 = 1) does not
depend on the flux, as will be shown in the next Sect. V.
As an immediate consequence one has the simple scaling
Γtot ∝ F , i.e. when doubling the flux and appropri-
ately modifying the length L to keep 〈N〉 = 1 also the
total nucleation rate will become twice as large. From
Eq. 4 it follows that there is a direct relation between
the chosen length scale L and the flux F . Choosing
L2 ∝ ρ∗
form
(F )/F one explicitly keeps track of the flux
dependence in order to keep ρ∗ ≡ ρstat constant. Insert-
ing both relations into Eq. 6 one gets F ∝ ρ∗I+2
form
(F )/F
and thus
ρ∗form(F ) ∝ F p (7)
with p = 2/(I+2) as an immediate consequence one can
predict how one has to vary the grid size L in order to
keep 〈N〉 = 1 when varying the flux. In general Eq. 4
yields L2F ∝ ρ∗form(F ). Together with Eq. 7 this yields
L ∝ F−q (8)
with
q =
1− p
2
=
I
2(I + 2)
. (9)
As a matter of fact we end up with the same scaling
expression given by Ranguelov et al. [27], who used a
5related one-dimensional approach to analyse the island
creation on stepped surfaces. The resulting scaling ex-
ponent of q = I/(2(I + 2)) is in accordance with island
density scaling, one would expect on a homogeneous sub-
strate for complete condensation [16].
V. GROWTH OF CLUSTER - QUALITATIVE
BEHAVIOR
The observable 〈N〉 is choosen to characterize the
structures on substrate with adsorbing grid pre-patterns.
For very small values of L, in comparison to L with
〈N〉 = 1 and fixed D/F , most particles are adsorbed
at the pre-pattern boundaries and no cluster are formed
in the center of the cell. In contrast, for very large L the
boundary only plays a minor role and mean-field nucle-
ation behavior can be observed [3, chap. 2]. Of particular
interest is the intermediate value of L for which 〈N〉 is
unity, i.e on average a single cluster is formed per cell.
In practice the chosen flux is tuned for a fixed L, until
〈N〉 ≈ 1.
TABLE I. Data for 〈N〉 ≈ 1 with cell size L, the corresponding
flux F , the average cluster number per cell 〈N〉 (sum of all
clusters found in 2000 cells divided by the number of cells,
here 2000), the standard deviation σ of the distribution of
clusters per cell and yield (fraction of cells with exactly one
cluster).
L/a F in 10−6/(a2∆t) 〈N〉 σ yield in %
40 36.11 1.026 0.208 95.6
60 12.03 1.014 0.215 95.4
80 5.85 1.004 0.212 95.7
120 2.14 1.011 0.219 95.2
160 1.08 1.006 0.212 95.5
The value of 〈N〉 depends on the coverage of the sur-
face. In Fig. 5 (top) the diagram 〈N〉 against the cover-
age in monolayer (ML number of particles per full surface
coverage) is shown for different values of L. The respec-
tive values for the corresponding flux are listed in Table I.
Interestingly, when expressing the time in terms of the
coverage, one observes no major dependence on the cell
size or the flux, respectively. As a consequence, the dou-
bling of the flux gives rise to a doubling of the nucleation
rate under the condition of an appropriate choice of the
new L to guarantee 〈N〉 = 1.
The exponential fit, also shown in Fig. 5 (top), works
well for a coverage larger than 0.2 ML. In this regime the
nucleation rate is independent of time. Note that in the
long-time regime for a coverage over 1.5 ML the value of
〈N〉 reaches a plateau, i.e. almost no new clusters are
formed. Of course, in this regime the existing individual
clusters are still growing. As a consequence, the value of
〈N〉, determined for a coverage of 2.0 ML, is very well
defined and insensitive on the chosen coverage. The ex-
ponential fit does not work for low coverage. A detailed
analysis of the short-time behavior, however, is beyond
the scope of this work.
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FIG. 5. Average number of clusters in dependence of the
coverage. Top: Different L values in the case where 〈N〉
approaches one. The respective values for the correspond-
ing flux are listed in Table I. For L = 120 an exponen-
tial fit of the form f(x) = c0 − c1 exp (−c2x) to the long-
time behavior is included. The dashed line marks 〈N〉 = 1.
Bottom: 〈N〉 on grid lattice size of L = 160 and flux of
F = 5.85 × 10−6/(a2∆t). The dashed line marks 〈N〉 = 11.4
reached after the deposition of 2.0 ML.
In contrast, for F = 5.85× 10−6/(a2∆t) and L = 160
on average more than 11 clusters are created per cell; see
Fig. 5 (bottom). Almost all nucleation proceeds before
0.1 ML are deposited. The curve displays a maximum
at 0.4 ML and slightly decreases for longer times, indi-
cating some coarsening effect which, however is small.
Therefore 〈N〉 after the deposition of 2.0 ML is chosen
to characterize the formation.
VI. NUCLEATION AND POSITION CONTROL
One goal is to generate a structure where ideally in ev-
ery cell there is exactly one cluster which, furthermore,
is located directly in the center of the cell. In this sce-
nario one might speak of ideal nucleation and position
60.5 1.0 1.5 2.0
L/L0
0.0
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0.4
0.5
σ
Exp. data
Sim. data
FIG. 6. Standard deviation of 〈N〉 from experiment and sim-
ulation, for simulation data L0 = 80a was used and for the
experimental data L0 = 8/3 µm. The simulation data is also
listed in Table I. The errorbars are estimated with 1/(2
√
n),
with n as the size of the data set.
control, respectively. This implies the choice 〈N〉 ≈ 1.
The opposite implication is not correct. A system with
〈N〉 ≈ 1 may fail to show reasonable nucleation control,
e.g. by having many cells with zero and two nuclei. In
the following, the nucleation and position control from
the simulations are compared with those from the ex-
periments. First, to check the quality of nucleation, the
standard deviation of the distribution of nuclei per cell
is determined. The result is shown in Fig. 6. It turns
out that the quality of the nucleation control from the
simulations is independent of the chosen (F,L)-pair. A
standard deviation of 0.2 together with an average value
of unity (〈N〉 ≈ 1) means that in approx. 95% of all
cells there is a single cluster, as listed in Table I, whereas
in the remaining cells there is the same number of cells
with no or two clusters. The independence from L just
reflects the scaling properties, discussed above. Thus,
after rescaling the time- and length scale the nucleation
behavior is basically identical.
It is very promising that the standard deviations, seen
experimentally, are very close to the simulated ones. This
shows that the lattice model represents the key properties
of the nucleation behavior, including that of the actual
molecules in the experiment. The fluctuations as a func-
tion of L are much larger than expected from statistical
reasons. Experimentally, reasons for fluctuation of exper-
imental data could be related to a slightly uncontrolled
coverage and contamination on the substrate.
Second, to analyse the position control we identify for
each cluster the center of mass and then analyse the spa-
tial distribution of these centers. This distribution has
its maximum in the middle of the cell. In the next step
we determine the full width at half maximum (FWHM).
Due to the scaling arguments, already discussed above,
we expect that this width should scale with L. As shown
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FIG. 7. Full width at half maximum of the center of mass
distribution corresponding to the center of the cell (L/2, L/2)
scaled by the cell size L versus L. The scaling factor L0 is the
same as in Fig. 6
in Fig. 7, the ratio FWHM/L is independent of L. Again,
simulations and experiments basically displays the same
values. Furthermore this ratio is small which is a quanti-
tative confirmation that not only nucleation control but
also position control works very well.
At last, we looked at the average cluster sizes 〈s〉 and
the relative width of the cluster size distributions ωs in
two and three dimensions, see Table II. By consideration
of the average 2D (size of 2D projection, see Sect. IV.1)
and 3D (number of particles) sizes, structural changes
can be identied. These changes are expected in kineti-
cally driven processes. In general, one would expect a
scaling with L2. Interestingly, the data in Table II shows
a weaker increase. The 3D size scales with L2.00−0.18 and
the 2D size with L2.00−0.68. The strong deviations for
the 2D size from a quadratic scaling can be qualitatively
related to the observation that the form of the cluster
changes with the external flux. For high flux (small L)
the cluster is relatively flat whereas for low flux (large
L) it starts to become more compact, displaying a more
spherical shape. For lower flux the system has more time
to approach the free energy minimum. Interestingly, the
relative width of the size distributions in 3D and 2D is
almost L independent.
TABLE II. Average cluster size in 3D (number of particles),
2D (size of 2D projection, see Sect. IV.1) and the relative
widths ωs of the cluster size distributions for 〈N〉 ≈ 1 on
different grid sizes L.
L/a 40 60 80 120 160
3D: 〈s〉 835 1655 2844 5795 9917
3D: ωs 0.24 0.26 0.23 0.24 0.24
2D: 〈s〉 207 343 514 862 1276
2D: ωs 0.20 0.22 0.20 0.22 0.21
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FIG. 8. Critical density ρ∗form against F/F0 (F0 = 10
4 1
a2∆t
)
for appropriately chosen cell sizes, corresponding to 〈N〉 ≈ 1.
Included is a power law fit with an exponent of p = 0.22, cf.
Eq. (7). In the inset the double-logarithmic histogram of the
3D cluster sizes s is shown which is observed from simulations
on un-patterned substrates. The minimum is found for a size
of s = 9. The analysis is done for F = 12.03 1
a2∆t
and a
coverage of 0.1 ML.
VII. FLUX DEPENDENCE
As discussed in Sect. IV.2 the key observable to char-
acterize the underlying flux dependence of the cluster
formation is the critical density ρ∗form. Its values have
been determined for different (F,L)-pairs, corresponding
to 〈N〉 ≈ 1 as given in Table I. For this purpose the
stationary density ρ∗ is determined under the condition
〈N〉 ≈ 1, like it is described in Sect. IV.1. The extracted
ρ∗form values are shown in Fig. 8.
As expected from Eq. 7, a power-law relation is ob-
served between ρ∗
form
and F with an exponent of p = 0.22.
In Eq. 7 this exponent is expressed in terms of the critical
cluster size I. The value of I is estimated by analyzing
the distribution of cluster sizes for a simulation on an ho-
mogeneous (un-patterned) substrate. The minimum can
be taken as a measure for I [40]. In this way I = 9 is
obtained. According to Eq. 7 this would give rise to an
exponent of 0.18 which is close to the observed value of
0.22.
In the next step the dependence of the system size on
the flux is predicted. As discussed in Sect IV.2 the slope
should be given by q = (1 − p)/2 = 0.39. The simulated
data can be described very well by this exponent, see
Fig. 9 top. Using I = 9, one would end up with an
exponent of 0.41, which is also very close to observed
slope.
In the similar plot for the experimental L(F )-
dependence, presented in Fig. 9 bottom, an exponent of
q ≈ 0.5 is obtained under the assumption of the scaling
as in Eq. 8, which is only valid for the complete con-
densation regime. In this case, q ≈ 0.5 corresponds to
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FIG. 9. Double-logarithmic representation of L/a against
F/F0 for 〈N〉 = 1. Top: Simulation data, included is a power
law graph with an exponent of q = 0.39 and F0 = 10
8/(a2∆t).
Bottom: Experimental data with F0 = 1.0 nmmin
−1. In this
case the value of L is expressed in units of the elementary
length scale of the organic molecule which it approximated as
a = 1nm. Included is a power-low with exponent q = 0.5.
a very large critical cluster size I. But, due to the fact
of unknown condensation mechanism in the experiment,
which determines the scaling of L(F ) [16], we cannot de-
termine the exact critical cluster size. Nonetheless this
shows that the scaling in general is not limited to a spe-
cific regime of condensation.
VIII. SCALING BEYOND 〈N〉 = 1
VIII.1. F/D-scaling
It is known from mean-field nucleation theory that the
number of clusters in the stationary long time limit on a
plain substrate is a function of F/D [3, chap. 2]. In the
present case this would correspond to the limit of large
〈N〉 where the influence of the boundaries hardly mat-
ter. From our theoretical approach to nucleation control
(Eq. 4) we also expect a perfect F/D scaling for 〈N〉 = 1.
Here, this scaling with F/D is verified whether it holds
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FIG. 10. Average number of clusters versus D/F for different
values of the diffusion parameter as indicated in the figure
and the corresponding flux F on a cell of size L = 80a in
a double-logarithmic representation. The flux is scaled by
factor 104a2∆t.
for the large range of 〈N〉-values. For this purpose the
values of D and F are varied individually. Specifically,
a diffusion parameter D is introduced as the probability
to make a MC move. Therefore D ∈ [0, 1] for D = 1.0
the KMC dynamic is as before, for D = 0.5 on average
every second try for a MC step is denied, for D = 0.0
the system does not move at all. Thus, for decreasing D
the dynamics in the system is slowed down. In Fig. 10
the average number of stable clusters 〈N〉 is displayed
against D/F . Note that a perfect scaling is observed for
all values of 〈N〉. As a practical consequence, D = 1.0
can always be chosen in order to optimize the efficiency of
the MC simulations but nevertheless it covers all possible
diffusion constants.
VIII.2. Impact of length L
Finally, the scaling of 〈N〉 is discussed for a fixed flux
F = 5.85× 10−6/(a2∆t) and different cell sizes L follow-
ing the experimental results in Fig. 1. The data is shown
in Fig. 11. Is it possible to judge from which system
size the boundary conditions only have a minor impact
on the nucleation behavior? Without pre-pattering one
would expect the simple scaling 〈N〉 ∝ L2. For fixed
flux values we show the relation between 〈N〉 and L in
the inset of Fig. 11, both for the simulation and the ex-
perimental data. Interestingly, both data sets display a
similar slope in the double logarithmic representation. It
is, however, larger than two. These deviations from the
expected quadratic scaling on the un-pattern substrate
have their origin in the limited spatial region where nu-
cleation can occur. This area, denoted as Aeff, is deter-
mined via the condition that the particle density of the
overall ensemble after the deposition of 2 ML is higher
than 0.1 1/a2. Plotting 〈N〉 as a function of Aeff yields
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FIG. 11. Cluster number scaling against the effective nucle-
ation area for a fixed flux F = 5.85 × 10−6/(a2∆t). The
solid line is marking a power law with a slope of one. In the
inset the number of clusters is plotted as function of L/L0
(L0 = 4.2 µm or L0 = 80a) in the double-logarithmic repre-
sentation. The error bars represent the standard deviation.
The solid line represents a power law with a slope of two.
a slope of one. Thus, the number of clusters is extensive
and the boundary effect is reflected by the presence of a
zone where no nucleation can take place.
IX. CONCLUSIONS
Based on a new experimental way to generate a regular
array of clusters, possibly formed by functionalized or-
ganic molecules, we have studied this boundary-induced
nucleation control from a theoretical perspective. In par-
ticular the experimental data is compared with the out-
come from kinetic Monte Carlo simulations. More specif-
ically, the quality of nucleation and position control, the
flux vs. length-dependence to guarantee the presence of
a single cluster per cell and the dependence of the num-
ber of clusters on the effective growth area are analyzed.
In all cases a very good agreement is obtained between
analytical description, simulation and experiment.
Furthermore, via comparison with analytical expres-
sions for the stationary concentration profile in the
cluster-free sub-ensemble and employing key results of
mean-field nucleation theory, the flux versus length-
dependence can be fully understood. Most properties re-
sult from general scaling relations. One key result is the
proportionality of the nucleation rate to the external flux
under the condition that 〈N〉 = 1. This scaling behavior
was the major ingredient to connect the analytical and
the numerical/experimental pieces of information. Due
to the agreement of independent approaches, we suppose
this mechanism of indirect nucleation control can be gen-
eralized and applied to a wide variety of growth scenarios
9and materials for structure formation on the mesoscopic
scale, as long a diffusion process is present on a homoge-
nious substrate with adjustable sinks. For appropriatly
related values of the diffusivity, grid size, critical cluster
size and flux boundary-induced nucleation control can be
achieved experimentally. We would like to stress, that
this scenario explicitly occurs in a non-equilibrium set-
ting.
We hope that combined experimental and theoretical
analysis of boundary-induced nucleation control and the
observed generality of this approach may inspire more
work along this line. Possible extensions to multiple com-
ponent deposition are conceivable.
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