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Introduction and Significance

In 2011 the concept of the fourth industrial revolution, referred as Industry 4.0, was introduced by
a group of researchers representing a broad range of industries and quickly became a widespread
topic of interest. Rüßmann et al. (2015) defined Industry 4.0 as “a vision of the industrial
production of the future” that proposes a transformation from traditional manufacturing to smart
manufacturing. They identified nine key advanced technologies, known as pillars of Industry 4.0,
that will enable this transformation. Figure 1.1 shows an illustration of these nine technologies.
Many of these technologies are already implemented, to some extent, in current advanced
manufacturing environments. However, Industry 4.0 aims at fully integrating these technologies
as one active unit. The inter-communication between these technologies results in more efficient,
automated, and flexible manufacturing.

Figure 1.1. Nine pillars of industry 4.0

With the growing adoption of Industry 4.0 and its related technologies, many aspects of
modern manufacturing are facing an imminent evolution. One of the leading technologies that is
becoming an invaluable component of the Industry 4.0 pillars Big data and Industrial IoT are
1

advanced metrology systems. Some of these advanced metrology systems are optical scanners,
computed tomography scanning (CT-scanning), and scanning electron microscopes (SEMs). Data
provided by these dimensional measurement systems are typically used to assess the functional
quality of manufactured parts by their: (𝒊) geometrical and dimensional accuracy, (𝒊𝒊) surface
integrity, and (𝒊𝒊𝒊) mechanical & material properties (Kuttolamadom et al., 2012). Due to
advancements in computational power, data collection, data storage, and sensor technologies; the
ability to measure and assess functional product quality is continuously improving. As a result,
new measurement technologies can collect large volumes of High Density (HD) data, in a short
period of time, to depict the continuous geometry (almost) of a manufactured part. One specific
type of HD data, referred as point clouds, is a major focus of this dissertation. These datasets can
contain thousands to millions of measured points representing external part surfaces. Point clouds
and other types of HD data are increasingly being used in industrial applications to provide
information regarding product geometry, surface defects, surface finish, and other characteristics.
The process for assessing and making decisions regarding the functional quality of
manufactured parts is a fundamental component of a quality control (QC) system, which consists
of a set of procedures aimed to monitor and control processes & final product quality. As discussed
earlier, the adoption of Industry 4.0 related technologies has increased the need to implement
advanced metrology systems. Unfortunately, traditional QC procedures were never designed to
handle large HD datasets that can be obtained through these measurement systems. As discussed
by Box and Woodall (2012), "Developments in statistical science have also been needed to adapt
to the increasing amounts of data available in many applications." As metrology technologies
advance, there is a continual need to adapt and/or develop new QC tools/techniques, throughout
the QC system design & implementation process, to effectively and efficiently utilize these new
HD datasets.
The general framework that is often used in designing and implementing a QC system (referred
to herein as simply the QC system framework) is illustrated in Figure 1.2. The first step of this
framework consists of collecting data from a capable measurement system. Depending on the
nature of data collected, pre-processing may be required. The second step focuses on data
representation, model selection, and feature extraction. The selected feature(s) will ultimately be
used by appropriate decision-making tools in step three, such as control charts, fault classification
& diagnostic systems, and preventative maintenance schedules.
2

Figure 1.2. Generic QC system framework

Since the QC system framework begins with collecting data, integrating HD datasets into a
QC system results in new challenges within Step 1 its downstream steps (i.e., Steps 2 and 3). The
goal of this dissertation is to identify and overcome these challenges, increasing the applicability
of advanced measurement systems as part of the Industry 4.0 adoption process. To accomplish this
goal, this dissertation identifies three unique HD data related challenges that exist in the first,
second, and third steps of the QC system framework. These challenges and the proposed methods
to overcome them are the focus of Research Efforts I , II, and III. Brief summaries of these research
efforts are described below.


Research Effort I: The accuracy and correctness of any measurement system needs to be
examined before its collected data (Step 1 of the QC system framework) is used in
downstream steps. While several methods have been proposed for assessing the capability
of traditional measurement systems, no method exists specifically for advanced
measurement systems that provide HD data. This dissertation addresses this challenge for
3D laser scanners, which is a type of optical scanner that is commonly used in advanced
manufacturing systems. A novel holistic Gauge study is proposed to quantify the
uncertainty of 3D laser scanner data, which considers not only repeatability and
reproducibility, but also uncertainty occurring from state-of-the-art HD data spatialstatistics models.



Research Effort II: The simultaneous use of different advanced measurement systems can
provide multiple heterogenous HD datasets that contain distinct (but correlated)
information regarding a manufactured part. In such a scenario, the full benefit of these
multiple datasets cannot be achieved when they are considered individually. In Step 2 of
3

the QC system framework, an approach is needed for extracting features from
heterogonous HD datasets. To overcome this challenge, a multilinear principal component
analysis approach is proposed for monitoring heterogonous HD datasets. Furthermore, a
novel on-line/off-line hybrid monitoring scheme is proposed as a cost-efficient monitoring
solution when implementing multiple advanced measurement systems.


Research Effort III: The performance of any statistical process control (SPC) chart used as
a decision-making tool in Step 3 of the QC system framework is usually evaluated by its
ability to detect and diagnose shifts/faults in a product/process. Advanced measurement
systems provide the opportunity to detect a wide range of previously obscure (or difficult
to detect) shifts. However, there is little knowledge regarding the performance of HD databased control charting approaches to detect these shifts. This dissertation addresses this
challenge by identifying previously unconsidered shift types and assessing the performance
of different HD data-based control chart approaches to detect them.

The next chapter provides an overarching literature review regarding the aforementioned
challenges resulting from integrating advanced measurement systems into the QC system
framework. In addition, research gaps in the literature, demonstrating the need to overcome these
challenges, are identified within the context of the QC system framework.

4

2

Literature Review and Research Gaps

The chapter is divided into three sub-sections that provide overarching literature reviews for each
step of the aforementioned QC framework system, with respect to HD data. It should be noted that
more detailed versions of the literature reviews for Steps 1-3 will be provided in Chapters 3-5,
respectively, which describe the research efforts (i.e., Research Efforts I-III) performed for each
step.
2.1

Step I: Data Preparation

Traditional SPC efforts in manufacturing focus on product dimensions or other key product
characteristics (KPCs) to ensure final product quality. Over time, the technologies used to measure
KPCs have evolved in their precision, speed, and ability to be used for real-time monitoring. As
an example, measurement technologies for dimensional features have transitioned from calipers
& gauges, to coordinate measurement machines (CMMs), to optical CMMs (OCMMs), and to
optical scanners. In order to use any measurement system for SPC, studying the quality and
adequacy through a measurement capability study is a necessary step. This is a crucial step,
because the ability for SPC tools to detect an assignable cause diminishes as the variability caused
by a measurement system increases. One of the most common methods for measurement system
analysis (MSA) is known as a Gauge R & R study. Additionally, several manufacturing-based
guidelines, such as GUM and VDA-5, have been published for MSA. The importance of MSA can
probably be best demonstrated by the fact that is a one of the basic requirements of ISO/TS 16949
certification.
There are extensive Gauge R & R studies for traditional measurement systems (e.g., simple
calipers and early generation CMMs), which are usually used for collecting single or relative few
KPCs. Since the regarding literature review is vast and well defined, it will not be discussed in this
section. Modern CMMs can measure between approximately 100-1000 points to depict a part’s
surface. A significant amount of research has been performed on geometric error assessments of
these modern CMMs. Piratelli-Filho and Di Giacomo (2003) studied the performance of CMMs
on measuring a standard gauge. In their study, different sources of variability in the measurement
process were evaluated with an ANOVA study through a factorial designed experiment. Yang and
Jackman (2000) proposed a spatial statistics model for error estimation of machined surface
measurements from CMM data. Their model uses the Kriging method as an interpolation technique
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to reconstruct the surface from measured observations. Xia et al. (2008) proposed using Gaussian
process (GP) modeling for form error assessment of CMM measurements observed from straight
and round geometric features. In their work, two sources of variation were identified that added
error to the ideal geometric forms; namely, systematic and random error. A GP was used to model
the spatially correlated error (systematic) and uncorrelated error (random). Their work showed
superior performance of the GP method over traditional methods like MZ (minimum zone) and
OLS (orthogonal least squares).
While extensive research has been performed on measurement analysis of traditional
metrology systems, similar research on advanced measurement systems is limited. Liu et al. (2016)
proposed a maximum likelihood data fusion method for uncertainty analysis of multi-sensor
optical CMMs. Fei et al. (2019) proposed a Kriging-based calibration model for an uncertainty
study of non-contact CMMs. GUM (guide to the expression of uncertainty in measurement)
released by JCGM (joint committee for guide in metrology) provides an uncertainty framework
for multivariate measurement systems (BIMP, 2008). Their framework uses Monte Carlo
simulation for propagation of measurement error.
Only a few studies have been done on error assessment for 3D laser scanners. Popov et al.
(2010) studied the scanning errors of Digibot 3D laser scanners under different scanning methods.
In their work, different specimens were scanned with different operators using different scanning
methods named; transitional, rotational, and adaptive. Deviations of the obtained point clouds from
their best fitted form were used for error analysis via a traditional Gauge R & R study. However,
their study has a noticeable shortcoming, spatial correlation within the point clouds was ignored.
Step I: Research Gap
Manufacturing relies heavily upon the use of quality control (QC) tools to ensure high quality
products. However, the effectiveness of any QC tool depends on measurement system adequacy.
In the QC system framework, it is assumed that data is obtained from capable measurement
systems. As noted earlier, while Gauge studies are a prerequisite to implementing any QC tool,
they have mostly been neglected for advanced measurement systems. This dissertation focuses on
the capability of 3D laser scanners and their resulting point clouds. While Gauge study methods
for traditional univariate/multivariate datasets have proven useful, they cannot be directly applied
to HD datasets, such as point clouds. Specifically, current Gauge study methods need to be altered
6

or adapted to account for the inherent high-density and high-correlated nature of point clouds.
Additionally, state-of-the-art QC approaches for point clouds rely upon extracting model features,
which creates a new challenge. Specifically, errors due to incorrect models result in an additional
source of variability in the measurement system that has not been considered in other Gauge
studies. In response, this dissertation presents a holistic Gauge study approach for point clouds
obtained from 3D laser scanners by using spatial statistics models.
2.2

Step II: Feature Engineering

Recent measurement system developments have brought new opportunities to enhance the
performance of QC systems in manufacturing. For example, digital cameras and optical scanners
are advanced measurement systems that can represent an entire (almost) product’s surface, which
have been widely used in automated surface defect detection. Even though datasets from both
digital cameras and optical scanners can represent a surface, the datasets are fundamental different
and contain distinct information regarding a part’s surface. Extensive research efforts have been
conducted on developing QC tools for each of these datasets individually.
The use of digital images for QC in manufacturing is a highly researched area. There are
numerous pre-processing techniques, feature extraction methods, and QC decision-making
approaches that have been developed for using digital images for in-line monitoring. For example,
Ehret et al. (2019) provided a comprehensive review of image anomaly detection methods with
focus on industrial and manufacturing images, Xie (2008) presented a review on surface defect
detection methods for manufacturing images with textures, and Ngan et al. (2011) reviewed the
image defect detection methods for textile images. Digital images used for QC in manufacturing
are almost always immediately converted to grayscale images. This results in the image being
structured as a matrix of grayscale pixel intensities. Various approaches have been proposed to
model pixel intensities such as statistical, Spectral, model-based, and learning. Statistical
approaches are used for modeling the spatial distribution of pixel intensities. For instance, the cooccurrence matrix method finds spatial dependencies of pixel intensities in a predefined
neighborhood (Garpebring et al., 2018). Autocorrelation methods are usually used for images with
repetitive patterns (e.g., textures) where the image’s autocorrelation with itself is analyzed at
different displacements (Huang and Chan, 2004). In spectral approaches, the image is modeled
based on its behavior in the frequency domain through well-known transformation techniques,
such as Fourier (Chang and Pang, 2000), wavelets (Hu et al., 2015), and Gabor filters (Kumar and
7

Pang, 2002). Model-based approaches use random fields to characterize the stochastic behavior of
an image. For instance, Gaussian Markov Random Fields (GMRFs) can be used to model spatial
correlation for a given pixel with respect to its neighborhood (Marroquin et al., 2003; Deng and
Clausi, 2004). Similarly, Autoregressive models (ARs) are also applicable when spatial
correlations in an image can be modeled through linear relationships of pixels intensities (Alata
and Ramananjarasoa, 2005). Machine learning approaches, such as Neural Networks (NNs), can
also be used to classify or differentiate between defect-free and defective images (Kumar, 2003).
The use of point clouds for process monitoring has been demonstrated for a variety of
manufacturing applications, such as machining (Zhou et al., 2011), additive manufacturing (Samie
Tootooni et al., 2017), and assembly (Reinhart and Tekouo, 2009). Additionally, since 3D point
clouds that represent surfaces can be projected onto two-dimensional space, techniques developed
for digital images can be used for applications such as surface monitoring (Megahed et al, 2012).
Gaussian process models (Wang et al., 2014; Plumlee et al., 2013) are often used for point cloud
applications, where the statistical behavior of pixel intensities is modeled as a Gaussian random
field. These approaches then apply traditional control charts to monitor estimated model
parameters.
QC systems that rely on advanced measurement systems have proven quite successful.
However, their full benefit has yet to be realized. While extensive research efforts have been
conducted on developing QC tools for these datasets (digital images and point clouds), very little
research has focused on taking advantage of digital images, point clouds, and the correlation
between them.
Step II: Research Gap
There are fundamental differences between traditional and advanced measurement systems. In
general, these differences can be divided into three categories: I) data type, II) usability, and III)
cost. While the differences in data type has been stressed earlier, the other two categories also play
significant roles in the ability to integrate advanced measurement technologies into modern QC
systems. More specifically, the use of advanced measurement systems for in-line monitoring is
challenging due to their usability and cost. Furthermore, some advanced measurement systems
cannot be used as in-line monitoring systems, which is a key requirement for Industry 4.0. For
example, SEMs are laboratory grade pieces of equipment and are ill-equipped for use on a factory
8

floor, which limits their use for in-line monitoring. Additionally, with respect to cost, acquiring
data from advanced measurement systems (e.g., optical scanners and SEMs) can be significantly
time consuming compared to traditional measurement systems (e.g., simple gauges and calipers).
As a result, data collection speeds from some of advanced measurement systems can be much
slower than the production rate of many manufacturing processes. Therefore, QC systems that rely
on advanced measurement systems could result in an expensive data preparation, Step 1 of the
aforementioned QC system framework.
As noted in the literature review, several QC tools designed specifically for HD data obtained
advanced measurement systems have been proposed. However, the applicability of these methods
for in-line monitoring is limited by the high cost and/or low usability of advanced measurement
systems, which is not addressed in the literature. In order to overcome this challenge, this
dissertation introduces a hybrid approach for using heterogeneous datasets (obtained from lowcost high-usability measurement systems and high-cost low-usability measurement systems). This
hybrid approach increases the performance of the QC system without incurring additional cost and
is not limited by the usability of advanced measurement systems. The proposed approach can be
applied for both in-line detection and diagnosis of surface shifts/defects. The strength of this
approach comes from the fact that high-cost low-usability HD data sources are only required for
off-line model building. The resulting model will be used for in-line process monitoring with only
low-cost high-usability data sources.
2.3

Step III: Decision-making

In SPC applications, well-known control charts, such as Shewhart, EWMA, and CUSUM are
widely used throughout the manufacturing industry. The data obtained from advanced
measurement systems have brought new opportunities to increase the sensitivity of SPC methods
to detect process shifts. This HD data contains valuable spatial information and can be modeled
through well-known scan statistics or spatial statistics techniques.
Scan statistics were initially developed for cluster detection in health surveillance problems
and have extended to manufacturing application, such as anomaly detection using image data. On
the other hand, spatial statistics was introduced and developed for the mining industry and have
been widely applied in numerous research areas from geoscience to econometrics. Spatial statistics
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approaches have traditionally focused on modeling and prediction, while less effort has been
placed on their use in SPC.
Both scan statistics and spatial statistics approaches rely on information regarding the spatial
location of measured points, but in two distinctly different ways. Scan statistics do not directly
consider spatial correlations within the data and often assume that observations are spatially
independent. As a result, weight is assigned to each observation based purely on the distance from
adjacent observations in both time and space. In contrast, spatial statistics consider the spatial
correlation across observations and rely on a statistical framework for modeling and monitoring
the spatial correlation structure. A brief introduction of these two approaches for SPC related
works are presented in the following subsections.
Scan Statistics Approach
One of the first scan statistics was introduced by Naus (1965) for detecting a cluster in a onedimensional point process, where a cluster is defined as set of points in a specific region that share
similar statistical features. This work suggested the use of a fixed scan window size that moves
along a single dimension to find a possible cluster, which contains the maximum number of points,
and compares the distribution of these points to a null hypothesis distribution. Subsequently,
Kulldorff (1997) extended this idea to 2D space and proposed a scan statistics method that
accounted for the correlation in a dataset by allowing a variable circular scan window size.
When considering a spatiotemporal framework, scan statistic methods can be used for
identifying the point in time that clusters appear and the space they occupy. Kulldorff (2001)
introduced the time dimension to scan statistics, the circular scan window in essence becomes a
cylinder, where the cylinder’s height defines the length of time and the cylinder’s center and radii
define the space used to calculate the statistic. This cylinder searches across the point process to
find the location, in time and space, with the largest number of incidents based on a likelihood
ratio. While Kulldorff’s scan method assigns equal weight to all observations within a scan
window, Lin and Chen (2015) proposed the spatial-EWMA framework which applies weights that
exponentially decrease for observations located further away from the scan window’s center.
While the application of the abovementioned spatial scan statistic methods relate to public health
surveillance, Megahed et al. (2012) demonstrated that Kuldorff’s likelihood ratio scan statistic can
be adopted for image monitoring in industrial QC. Wells et al. (2016) extended this approach by
10

adaptively growing the scan window to maximize the likelihood ratio and increasing the sensitivity
of the approach for better fault detection. It should be noted that due to the computational cost of
the adaptive scan window growing process, this approach was not considered across time.
Spatial Statistics Approach
In spatial statistics literature, spatiotemporal datasets can be classified into three categories: pointreferenced data, areal data. and point-pattern data. Each of these categories requires a spatial
statistics approach to build a regression model for the data that considers the correlations across
both space and time. For point-referenced data, most researchers use the Gaussian process (GP)
model for constructing the global trend and spatial correlation model components for the measured
surface and employ an SPC control chart for monitoring the estimated model parameters
(Grimshaw et al., 2013; Plumlee et al., 2013; Wang et al., 2014). For areal data, researchers have
proposed methods that combine multivariate control charts with spatial autoregressive models
(e.g., SARX) for monitoring the large and small-scale components of geometric profiles (Colosimo
et al., 2014; Nooroossana and Nikoo 2015; Koosha et al., 2017). It should be noted that since the
HD datasets explored in this dissertation do not include point-pattern category, its respective
literature review has been omitted.
Step III: Research Gap
Statistical Process Control (SPC) is often considered the most important QC tool developed over
the past century. Traditionally, in manufacturing, SPC is implemented to monitor a product/process
over time to detect the presence of assignable causes of variation (sources of non-inherent system
variability) so that their source(s) can be identified and removed from the system. As the inclusion
of advanced measurement systems in manufacturing has increased, the number of proposed SPC
approaches designed to leverage HD data has grown. In general, these research efforts propose
new control charting techniques and evaluate their abilities (performances) to detect different shift
types. However, these works have only considered a portion of the shift types that can occur in HD
datasets. This creates a challenge for using these proposed techniques in practice, as real-world
systems may experience shift types other than those addressed in the literature.
Additionally, in the research literature, SPC performances of scan statistics and spatial statistics
approaches for HD data have not been compared against each other, which can be attributed to the
following reasons: 1) They are used by separate research communities, 2) Spatial statistics are
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mathematical complex and require additional background knowledge to implement and 3) Scan
statistics are often ad-hoc and rely on assumptions regarding spatial correlations that are known to
be invalid. To overcome the above-mentioned challenge, this dissertation considers previously
unexplored spatial shift types, identified from real-world process shifts that can occur in machined
surfaces. To better understand the benefits and/or drawbacks, with respect to control charting
performance, this dissertation studies approaches from both the spatial statistics and scan statistics
literatures.
To accomplish the dissertation goal discussed in Chapter 1, challenges in the use of HD datasets
for the 3 steps of the QC system framework will be identified and three different research efforts
will be proposed. A remainder of this dissertation is organized as follow.
Chapter 3 presents Research Efforts I, “Gauge capability studies for high-density data: SPC Phase
0,” with a full description of the proposed method along with results and conclusions.
Chapter 4 presents the idea behind Research Effort II, “An Hybrid QC Approach for real-time
monitoring of Heterogeneous High-Density Datasets,” with a full description of the proposed
method along with results and conclusions.
Finally, Chapter 5 presents the idea behind Research Effort III, “A Comparative Control Chart
Study for Detecting Multiple Shift Types in High Density Spatial Data,” with a full description of
the proposed method along with results and conclusions .
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3
3.1

Gauge Capability Studies for High-density Data: SPC Phase 0
Introduction

The adoption of Industry 4.0 has resulted in the need to integrate a variety of technologies within
the modern manufacturing industry, such as Industrial Internet of Things (IIoT), cyber security,
augmented reality, etc. (Rüßmann et al., 2015). In essence, Industry 4.0 urges manufacturing
systems toward using more automation, interconnectivity, and real-time data. As a result of this
ongoing evolution, drastic changes in conceptualizing many traditional fields such as supply chain,
production management, and quality management are required. For this purpose, Quality 4.0 has
been introduced to align quality management with Industry 4.0 to enable high efficiency,
innovative systems. Jacob et al. (2017) identified eleven different aspects in traditional quality
management systems that need to be improved to achieve highly productive Quality 4.0. One of
the key aspects that has brought attention to the specifically quality control (QC) research
community is mastering Big Data in Quality 4.0. Big Data, unlike traditional data used in QC, is
considered a set of information in high volume, variety, velocity, and veracity. One of the types of
Big Data that is becoming more prevalent in manufacturing is high-density data.
Advanced measurement systems provide high-density (HD) data, which brings new
opportunities into QC. This enriched data environment can be used to facilitate the transition from
traditional quality to Quality 4.0. However, taking full advantage of HD data is a challenge since
it requires a paradigm shift in QC design. For instance, traditional QC efforts in manufacturing
focus on product dimensions or other key product characteristics (KPCs), such as surface integrity,
to evaluate a final product’s quality. Quality 4.0 urges a paradigm shift to transition from
dimensional inspections to ensure conformance to regulating and controlling the manufacturing
process. One convenient solution is adapting in-line process monitoring using HD data. In-line
monitoring systems are usually evaluated based on their most important features including 1)
Time, 2) Scope, and 3) Quality Characteristics. The specific requirements within each of these
features’ categories are shown in Figure 3.1. For the time category, in-line process monitoring
requires a measurement system which can acquire data with high speed and no preparation time in
order to avoid disruptions to the manufacturing process. For the scope category, the entire process
of acquiring data with a measurement system needs to be automated. Additionally, automation and
high speeds allow for 100% inspection, resulting in all manufactured parts being inspected. Finally,
for the quality characteristic category, efficient in-line monitoring requires a measurement system
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that provides a data-rich environment. This data should depict different quality related aspects of
a part such as surface integrity, geometrical, and dimensional features.
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Figure 3.1. In-line monitoring features

Advanced 3D metrology systems are state-of-the-art dimensional measurement technologies
that can satisfy the aforementioned in-line monitoring system requirements for many
manufacturing applications. These systems can rapidly provide millions of data points to represent
an entire manufactured part’s geometry, often referred to as point clouds. The resulting HD data
can represent an entire (almost) part’s geometry, providing useful information regarding a part’s
geometric, dimensional, & tolerance (GD&T) features and surface roughness. One of the 3D
metrology technologies of note are 3D laser scanners. Most high accuracy 3D metrology systems
(e.g. digital microscopes) usage is limited to inspection or off-line monitoring. However, slightly
less accurate 3D laser scanners can be incorporated for in-line monitoring, through the use of
robotic arms. In summary, 3D laser scanners are going to be a key technology that will
support/enable Quality 4.0 in creating efficient in-line process monitoring systems.
Although, QC systems that rely upon these technologies have proven to be beneficial, there
are also some inherent drawbacks. 3D laser scanners are usually considered to be a source of low
accuracy data compared to traditional coordinate measurement machine (CMM). Furthermore, a
point cloud’s accuracy is a function of several different factors, such as scanner resolution, scan
design parameters, and scanning path. For instance, the number and location of measured points
could differ from scan to scan. Similarly, different scanning paths or part orientations result in
dissimilar point clouds. These uncertainties associated with point clouds present a new source of
variability for in-line measurement systems. As a result, QC systems that are designed around these
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technologies may not be adequate for their intended purpose and may require further consideration
before implementation.
For the purpose of QC, in order to use 3D laser scanners (or any measurement system),
studying system quality and adequacy through a measurement capability study is an important
step. Capability studies consist of statistical tools/techniques for quantifying and assessing the
capability of measurement system. Collections of these tools are presented in several industrybased guides, such as the VDA-5 (published by German Association of the Automotive Industry,
Berlin, 2011), GUM (Guide to Expression of Uncertainty in Measurement, BIMP 2008). These
methods are developed for measurement systems that are dealing with univariate or multivariate
quality characteristics. When univariate or multivariate features are extracted from point clouds,
these well-known methods can be used. Unfortunately, when only a small number of features are
extracted from a point cloud, a significant amount of quality information is disregarded. In
response, the statistical process control (SPC) research community has proposed several
approaches to monitor point clouds themselves. As a result, well-known methods for assessing
measurement system capability (discussed above) become ill-equipped to handle state-of-the-art
uses of point clouds. More specifically, current SPC approached being proposed in the literature
focus on monitoring statistics obtained from spatial statistics-based models. This modeling creates
a new source of variability that has not been considered in either the industry-based guidelines for
assessing a measurement system’s capability or the QC literature. Therefore, this dissertation
proposes a holistic Gauge study designed for point cloud data that will be applied in SPC, which
is demonstrated through a case study.
The remainder of this chapter is organized as follows. Section 3.2 presents the proposed Gauge
study and a variance modeling approach for point clouds modeled using spatial statistics. Section
3.3 provides a case study to demonstrate the applicability of the proposed Gauge study on point
clouds obtained from a 3D laser scanner. The sources of variance in the measurement system
identified from the case study are comprehensively studied through simulations in Sections 3.4.
Finally, conclusions are presented in Section 3.5.
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3.2

Gauge Study

While advanced measurement systems, such as 3D laser scanners, provide manufacturers with an
enriched data environment, the question remains: How can QC tools be adapted for High-Density
(HD) data in an efficient manner for modern manufacturing?
SPC is a powerful QC tool for monitoring and improving manufacturing processes. However,
the effectiveness of any SPC tool highly depends on the adequacy of the respective measurement
system. The study of the quality and adequacy of a measurement system is known as measurement
capability and is a prerequisite to implementing any SPC tool. Before collecting data and
designing/implementing Phase I and/or Phase II SPC tools, a measurement system analysis needs
to be performed to confirm that the system measures consistently and accurately. In general,
Measurement System Analysis (MSA) offers several tools and techniques to answer the following
three questions.


Can the measurement system adequately discriminate between different parts?



Is the measurement system stable over time?



Is the measurement system accurate throughout the range of parts?

The answers to these questions can be obtained from a measurement capability study, which
also assists in identifying and quantifying different source of variation. One of the most commonly
used methods for MSA is a Gauge study. In essence, Gauge studies estimate total process variation
caused by the measurement system as shown in Eq. (3.1).
𝝈𝟐𝑻𝒐𝒕𝒂𝒍 = 𝝈𝟐𝑮𝒂𝒖𝒈𝒆 + 𝝈𝟐𝑷𝒂𝒓𝒕

(3.1)

The capability of a measurement system can be evaluated through various metrics, of which two
well-known metrics are shown in Table 3.1. According to AIAG (Automotive Industry Action
Group) guidance, 𝑷⁄𝑻 < 𝟎. 𝟏 and 𝑺𝑵𝑹 < 𝟐 implies an adequate and inadequate measurement
system, respectively.
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Table 3.1. Common capability metrics
Gauge Capability Metric

Formula
𝑷⁄ 𝑻 =

Precision-to-Tolerance Ratio (𝑷⁄𝑻)

𝒌𝝈𝟐𝑮𝒂𝒖𝒈𝒆
𝑼𝑺𝑳 − 𝑳𝑺𝑳

USL: Upper Specification Limit
LSL: Lower Specification Limit
𝟐𝝆𝑷
𝟏 − 𝝆𝑷

𝑺𝑵𝑹 =
Signal-to-Noise Ratio (𝑺𝑵𝑹)
𝝆𝑷 =

𝝈𝟐𝑷𝒂𝒓𝒕
𝝈𝟐𝑻𝒐𝒕𝒂𝒍

The gauge variance can be further decomposed as shown in Eq. (3.2).
𝝈𝟐𝑮𝒂𝒖𝒈𝒆 = 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 + 𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚

(3.2)

where 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 is the variance occurring from repeatedly measuring the same part with the
same gauge and keeping all other factors (e.g., operator) constant and 𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚 is the
variance occurring from measuring the same part with the same gauge but allowing other factors
(e.g., operators) to vary (Montgomery, 2012). This analysis is commonly referred to as a Gauge R
& R study. There has been extensive research on measurement capability studies for traditional
measurement systems (e.g., simple gauges that result in univariate measurements) (Voelkel, 2003;
Sweeney, 2007; Dalalah and Hani, 2016; Fujimoto et al., 2011; de Almeida et al., 2019).
Modern measurement systems, such as CMMs are used to obtain low-density data with high
accuracy. While Eq. (3.2) works well for simple gauges, it is insufficient for assessing the
variability of low-density data acquired from CMMs. In response alternative Gauge R & R
methods have been proposed for modeling uncertainty associated with CMM data (Takatsuji et al.,
2002; Piratelli-Filho and Di Giacomo, 2003; Sładek et al., 2013; Fei et al., 2019). These methods
mostly use spatial statistics for modeling systemic and random errors within CMM data.
Significant amount of research efforts has been placed in the development of Phase I and II
SPC tools using HD data (e.g., point clouds) (Plumlee et al., 2013; Wells et al., 2013; Colosimo et
al., 2014; Colosimo et al., 2015; Zhang et al., 2016; Yan et al., 2019; Dastoorian and Wells, 2020).
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Even though point cloud-based process monitoring tools have become prevalent, capability studies
as a prerequisite for SPC have mostly been neglected. While, in theory, these Phase I and II tools
have been proven effective, in practice their performance in real-world systems may be diminished
without first understanding the gauge’s capability. In order to fill this gap, this dissertation presents
a holistic Gauge study for point clouds used in SPC. The remainder of this section provides a brief
introduction to 3D laser scanners and the proposed Gauge study modeling approach.
3.2.1

3D Laser Scanners

3D scanners are state-of-the-art measurement systems that are currently being adopted by the
manufacturing industry. 3D scanners can measure millions of points to capture simple and complex
surfaces in a short amount time. Initially, 3D scanners were primarily used in manufacturing for
reverse engineering or inspection. However, there is a growing desire to apply these technologies
to in-line process monitoring. While several 3D scanning technologies exist, this chapter focuses
on triangulation-based 3D laser scanners. These 3D scanners are suitable for objects ranging from
0 to 2 meters, which covers a wide spectrum of manufactured parts. These scanners operate by
projecting a laser stripe(s) onto a part, capturing an image of the stripe(s) with sensors, and
triangulating the position of the captured laser stripe. More details about 3D laser scanners and
their applications can be found (Tóth and Živčák, 2014; Ebrahim, 2015). A simple illustration of a
triangulation-based 3D laser scanner is shown in Figure 3.2.

Figure 3.2. Triangulation-based 3D laser scanner

In addition to the part being scanned, a point cloud obtained from a 3D laser scanner is a
function of the scanner being used, scanner parameters, scan path (especially for free-form
objects), and environmental factors (e.g., lighting). Son et al. (2002) identified key 3D laser
scanner parameters such as: stand-off distance, view angle, depth of view, laser resolution, beam
width, and laser stripe length. An illustration of these design parameters is shown in Figure 3.3.
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Figure 3.3. Representation of 3D laser scanner design parameters 1
The relationship between scan parameters and resulting point clouds has been a research topic
for the past decade (Feng and Liu, 2001; Shi and Xi, 2008; Isheil et al., 2011; Zhengchun et al.,
2016; Isa and Lazoglu, 2017). The focus of these studies was comparing point clouds to nominal
CAD geometries and assessing their deviations. As a result, they developed methods for calibrating
laser scanner parameters and/or generating optimal scan paths to compare a part to its nominal
CAD geometry. These approaches do not consider part-to-part variation, which is essential for
process monitoring. In order to efficiently use point clouds to detect shifts/faults in a process/part,
it is necessary to quantify the uncertainty associated with point clouds. Similar to CMM data,
performing a gauge study on point cloud data requires adapting/developing new approaches. With
this in mind, the definition of gauge variability in Eq. (3.2) needs to be elaborated upon.
The first question that needs to be addressed is, “What is the definition for the repeatability of
a point cloud?” It should be noted that scanning the same object under the exact same conditions,
including scan parameters, scan path, environmental factors, etc. will not result in the exact same
point cloud. This is due to inherent measurement noise and noise caused by fluctuations of a laser
stripe’s orientations and locations on the part’s surface. Together, these sources of noise constitute
variations in a point clouds repeatability and can be modeled as random error.
The second question is, “What is the definition for the reproducibility of a point cloud?” As
previously discussed, reproducibility is being able to measure the same part while allowing other

1

Retrieved from Son et al, (2002)
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factors (e.g., operators) to vary. For automated 3D laser scanning systems, the factors that vary are
the scan parameters. Even though scan parameters are set prior to scanning, the actual values of
these parameters are dependent on the shape of part’s surface and the scan path. For example, the
point cloud obtained from the free form surface shown in Figure 3.4 cannot be captured without
the actual scan parameters deviating from their set values. For instance, due to the surface’s
curvature, it is not possible for every location of a laser stripe being projected onto the surface to
be the same distance away from the scanner.

Figure 3.4. Free-form surface2

Thoroughly capturing a point cloud from a free form surface may require multiple scan passes
with different scan parameters (e.g., standoff distance, angle, direction). Also, to ensure constant
point cloud density, the resolution may need to be adjusted at edges and corners. As a result, these
changes during scanning will result in different point clouds that cause variations in
reproducibility, which can be modelled as systematic error. The main goal of a Gauge study is to
quantify variability in a measurement system which requires estimating 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 and
𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚 . A holistic Gauge study is proposed to investigate these sources of variability in a
point cloud. The modeling approach for this Gauge study is presented in Section 3.2.2.
3.2.2

Gaussian Process Modeling

Point clouds consist of spatially correlated measurements. Adequately modeling this data could
provide valuable information regarding both large-scale and small-scale variations in a point cloud.
Gaussian Processes (GP) are one of the well-known approaches that are frequently used for
modeling stochastic processes such as profiles (2D) or surfaces (3D). Each 3D measurement within

2

Retrieved from https://www.ecoroll.de/en/processes/similarities-and-differences
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a point cloud can be assumed to occur at a point 𝒔 = (𝒙, 𝒚) with a height value denoted as 𝒛. The
realization of a point cloud at location 𝒔 can be represented in Eq. (3.3) as follow:
𝒁(𝒔) = 𝒇(𝒔) + 𝜹(𝒔) + 𝜺

(3.3)

where 𝒁(∙) is a measured point cloud, 𝒇(∙) is a true geometric form, 𝜹(∙) is the systematic error,
and 𝜺 ~ 𝑵(𝟎, 𝝈𝟐𝜺 ) is random error. A GP can be used for modeling this point cloud with Eq. (3.4).
𝒁(𝒔) ∼ 𝑮𝑷 𝒎𝝓 (𝒔), 𝑲𝝍 (𝒔, 𝒔′ )

(3.4)

where 𝒎𝝓 (∙) is the estimated mean (geometric form) with parameters 𝝓 and 𝑲𝝍 denotes a
covariance function with parameters 𝝍. By specifying the mean, covariance function, and their
corresponding hyperparameters, the Gaussian Bayesian model can be established by using a
Gaussian joint likelihood function of 𝒏 observations taken at locations 𝒔𝒊 , 𝒊 = 𝟏, 𝟐, ⋯ , 𝒏.
𝒏

ℙ𝝆 (𝒔|𝒁) =

ℙ𝝆 𝒔𝒊 |𝒁(𝒔𝒊 )

(3.5)

𝒊=𝟏

where 𝝆 is the hyperparameter for the likelihood function. The hyperparameters, 𝜽 = {𝝓, 𝝍, 𝝆},
can be determined by iteratively optimizing the marginal likelihood function in Eq. (3.5). In this
dissertation, the Gaussian likelihood inference method was used for estimating 𝜽 and all
calculations were undertaken by the GPML Toolbox in MATLAB, created by Rasmussen et al.
(2003). It should be noted that the GPML toolbox offers various inference methods such as
Variational Bayesian (VB), Laplace approximation, and Expectation Propagation (EP). More
details regarding the GPML toolbox can be found in Rasmussen et al. (2011).
Performing a Gauge study requires analyzing a specific statistic that can reflect variance from
different sources (e.g., part variance, gauge variance, etc.). For a traditional Gauge study, the
choice of this statistic is straightforward, it is the univariate feature being measured (e.g., diameter,
length, surface roughness). With respect to performing a Gauge study on point cloud data, the
statistic must be able to capture the part variance and all of the variance terms in Eq. (3.2) in a
holistic manner (assess the capability of the entire point cloud measurement system at once). The
statistics that fulfill these requirements and are therefore being proposed within this holistic Gauge
study, are Root Mean Square Error (𝑹𝑴𝑺𝑬) and Root Mean Square Prediction Error (𝑹𝑴𝑺𝑷𝑬).
The following 7 steps are proposed to obtain these two statistics.
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1. Scan a free-form surface and obtain a point cloud, with a total number of measurement
points, 𝑵.
2. Uniformly and randomly sample 𝒏𝟏 points from the point cloud to train the GP model. It
is worth noting that 𝒏𝟏 ≪ 𝑵, but it should contain enough points to efficiently represent
the entire geometry.
3. Build a GP model for training data in step 2 according to Eq. (4) by assigning proper mean
and covariance functions. Then estimate the optimal 𝜽 = {𝝓, 𝝍, 𝝆} through maximizing
the marginal likelihood function in Eq. (3.5) by assuming a prior Gaussian distribution for
𝜽.
4. Uniformly and randomly sample 𝒏𝟐 ≪ 𝑵 points for testing the GP model, similar to step
2.
5. Construct the geometric feature by predicating the height value (𝒁∗ ) for each testing point
as follows:
𝒁∗ |𝒔, 𝒁, 𝒔∗ ∼ 𝑮𝑷 𝒎∗𝝓 , 𝑲𝝍 (𝒁∗ )
where 𝒔 and 𝒔∗ are the locations of training and testing points, respectively.
6. Estimate the form error with the following spatial interpolation metrics RMSE (root mean
square error) and RMSPE (root mean square prediction error):

𝑹𝑴𝑺𝑬 =

𝑹𝑴𝑺𝑷𝑬 =

∑𝒏𝒊 𝟐𝟏[𝒁∗ (𝒔∗𝒊 ) − 𝒁(𝒔∗𝒊 )]

𝟐

𝒏𝟐
∑𝒏𝒊 𝟐𝟏

𝒁∗ (𝒔∗𝒊 ) − 𝒁(𝒔∗𝒊 )
𝝈∗ (𝒔∗𝒊 )
𝒏𝟐

𝟐

where 𝝈∗ is the estimated standard deviation of prediction and follows as:
𝝈∗ 𝟐 = ∫(𝒁∗ − 𝒎∗𝝓 )𝟐 ℙ𝝆 (𝒔|𝒁) 𝒅𝐳.
For a correct model the 𝑹𝑴𝑺𝑬 is expected to be close 0. Also, the estimated predicted
variance should be close to the actual variance. Therefore, the 𝑹𝑴𝑺𝑷𝑬 is expected to be
close to 1, for a correctly assumed model.
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7. By repeating steps 2-6 𝒕 times, an empirical distribution of form errors (𝑹𝑴𝑺𝑬 & 𝑹𝑴𝑺𝑷𝑬)
can be achieved. Estimated statistical properties of these form errors can be used to analyze
the uncertainty of the point clouds.
It is also worth noting that point clouds obtained from 3D laser scanner are highly dense
(usually 𝑵 > 𝟏𝟎𝟎, 𝟎𝟎𝟎). Not all of these points can be used for training GP models due to
extremely high computational costs. As a result, a relatively small sample size, 𝒏𝟏 , is usually
chosen for training. Additionally, since both training and testing points are chosen randomly from
the same point cloud, it is possible for them to contain the same data points. However, due to a
very large sampling space, the probability is quite low and has a negligible effect on the form error
estimates.
In QC applications with point clouds, spatial statistics are often used for modeling as they
provide high fidelity models to capture complex spatial variability. However, when used in QC,
these models essentially become part of the measurement system and introduce their own source
of variance, specifically modeling error. Correctly modeling a point cloud can be a very
challenging task, especially for complex free-form shapes. Hence, using a wrong model results in
another source of variability, which needs to be accounted for in the Gauge R & R study. In order
to address modeling error, this dissertation proposes adding a new term to Eq. (3.2) as shown in
Eq. (3.6).
𝝈𝟐𝑮𝒂𝒖𝒈𝒆 = 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 + 𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚 + 𝝈𝟐𝑴𝒐𝒅𝒆𝒍𝒊𝒏𝒈 (3.6)
It should be noted that modeling error is a function of a part and scan path design.
Consequently, modeling error variance may be dependent with both reproducibility variance and
repeatability variance. However, for the proposed approach this dependence is assumed negligible
as unlike traditional Gauge studies, the proposed method will only be performed on one part.
3.2.3

Holistic Gauge Study

The designed experiment used for the proposed Gauge R & R study is considered as a factorial
experiment. The variance of each term of Eq. (3.2) is estimated through a random effects model
analysis of variance (ANOVA). Table 3.2 presents an example of such an experimental design. In
this example, 𝒏 parts are scanned (𝒊) times under (𝒋) different scan design parameters. For each
obtained point cloud from Steps 1-6, discussed in Section 3.2.2, are performed to obtain 𝑹𝑴𝑺𝑬,
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which is treated as a response variable. This Gauge R & R study is used to determine if the
variability of the measurement system originates from scan design parameters.
Table 3.2. Factorial designed experiment
Design 1

Design 𝒋

⋯

Part
Number

Test 1

Test 𝒊

1

𝑹𝑴𝑺𝑬𝟏𝟏𝟏

𝑹𝑴𝑺𝑬𝟏𝟏𝒊

⋯

⋮

⋮

⋮

𝒏

𝑹𝑴𝑺𝑬𝒏𝟏𝟏

𝑹𝑴𝑺𝑬𝒏𝟏𝒊
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In a traditional Gauge R & R study, inspectors/operators are usually identified as a source of
reproducibility variance. In the proposed study, this source of variance stems from different scan
design parameters. As previously noted, even though scan design parameters are manual set, due
to free-form surface and/or can path complexity they cannot be held constant and may add
systematic error to the point cloud.
The first step of the proposed holistic Gauge study is to perform the abovementioned ANOVA.
The result of this ANOVA will determine if scan designs and/or their interactions are significant.
The scan design parameters that appear significant and contribute the most reproducibility variance
require more investigation. More specifically, the two other sources of variability in Eq. (3.6)
should be assessed. This can be done through simulating the following two scenarios along with
steps 1-7 (Section 3.2.2).
Scenario I: One point cloud, multiple random samples
Scenario II: Multiple point clouds, one random sample
It can be assumed that if the correct model has been used for modeling spatial systematic error,
the form error from both scenarios should come from the same distribution. In other words, 𝑹𝑴𝑺𝑬
for both scenarios should have similar statistical behaviors. In this dissertation, the two-sample
Kolmogorov-Smirnov (KS) test is performed to evaluate this assumption. If the hypothesis test is
rejected, it suggests that the wrong model has been used and a different model needs to be
implemented to reduce modeling systematic error. If the test fails to reject, the variability is caused
by poor repeatability. Therefore, the number of replications in the factorial designed experiment
(Table 3.2) needs to be increased.
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Moreover, the distribution of 𝑹𝑴𝑺𝑷𝑬 indicates model accuracy for both scenarios.
Specifically, when assuming a correct model both scenarios should have an expected 𝑹𝑴𝑺𝑷𝑬
equal to one.
𝑬(𝑹𝑴𝑺𝑷𝑬𝒔𝒄𝒆𝒏𝒂𝒓𝒊𝒐 𝑰 ) = 𝑬(𝑹𝑴𝑺𝑷𝑬𝒔𝒄𝒆𝒏𝒂𝒓𝒊𝒐 𝑰𝑰 ) = 𝟏

(3.7)

The t-test for testing Eq. (3.7) could be performed. However, t-tests assume normally
distributed data, which may not be valid for 𝑹𝑴𝑺𝑷𝑬. Therefore, the KS test on Scenario I and II
for 𝑹𝑴𝑺𝑬 is performed in this dissertation.
3.3

Case Study

This section presents a case study to demonstrate how the proposed holistic Gauge study can be
applied to a 3D laser scanner. Details regarding the data collection and data analysis are also
included in this section.
3.3.1

Data Collection

A MetraSCAN-R 3D laser scanner is used in this dissertation. For this case study, a simple flat
whiteboard was chosen as the part to be scanned. The scanning process was done via a six degree
of freedom FANUC S-430 IW robot. An example of an obtained point cloud from the scanner is
shown in Figure 3.5. The part has been scanned in multiple direction as shown in Figure 3.6.

Figure 3.5. Scanned part point cloud
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Figure 3.6. Scanning path

Three scan design factors (each with three levels), proven to be significant during a preliminary
study, were selected as scan designs. The design factors are 1) View angle: the angle from the
surface normal to the center of the scanner, 2) Standoff distance: the distance of the scanner probe
to the surface, and 3) Speed: the percent of the robot arm’s maximum velocity. A full factorial (𝟑𝟑 )
designed experiment was performed and is summarized in Table 3.3.
Table 3.3. Summary of full experimental design
Factor

Levels

View Angle (degree)

0

10

20

Standoff Distance (inch)

11

8.5

6

Speed (% Maximum)

25

15

5

When performing this designed experiment, the part was scanned once under each of the
treatments identified in Table 3.3, where the 3D laser scanner’s resolution was set to 𝟏 𝝁𝒎.
3.3.2

Data Analysis

All twenty-seven obtained point clouds were pre-processed before data analysis. First, the point
cloud was trimmed to remove measured points outside the part geometry. This was a necessary
step to guarantee that all point clouds are representative of the same part area. Second, the obtained
point cloud was irregular structured, and for data analysis it was interpolated to a regular grid. An
example of the trimmed and gridded point cloud is shown in Figure 3.7.
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Figure 3.7. Image of pre-processed point cloud

Each pre-processed point cloud was modelled by Eq. (3.3). A mean surface can be modeled
with linear, quadratic, or higher degree polynomials. For the part used in this case study, a third
order function was chosen, since it was the lowest degree polynomial that resulted in the largest
R-square adjusted error. For a continuous free-form surface, the spatial correlation for GP model
was assumed to be Matern covariance function with smoothing parameter 𝝊 = 𝟐. 𝟓.
Steps 1-6 (Section 3.2.2) were performed to calculate the form error (𝑹𝑴𝑺𝑬). It is worth
noting that the sampling ratio in both Steps 2 and 4 were 15% (𝒏𝟏 = 𝒏𝟐 = 𝟐𝟓𝟎𝟎) of the total
number of measured points. The analysis of variance (ANOVA) method with significance level
(𝜶 = 𝟎. 𝟎𝟓) was conducted on the full 𝟑𝟑 experimental design and the results are shown in Table
3.4.
Table 3.4. Full ANOVA result

Source
Angle
Distance
Speed
Angle*Distance
Angle*Speed
Distance*Speed
Error
Total

DF Adj SS Adj MS F-Value P-Value
2 0.103
0.052
6.07
0.025
2 0.049
0.024
2.88
0.114
2 0.087
0.043
5.12
0.037
4 0.064
0.016
1.90
0.205
4 0.044
0.011
1.29
0.352
4 0.027
0.007
0.80
0.558
8 0.068
0.008
26 0.442

As can be seen in Table 3.4, the interactions were not significant. As a result, they were
removed from the model and only the three main factors were kept. The updated ANOVA result is
shown in Table 3.5.
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Table 3.5. ANOVA result without interaction terms

Source
Angle
Distance
Speed
Error
Total

DF Adj SS Adj MS
2 0.103
0.052
2 0.049
0.024
2 0.087
0.043
20 0.203
0.010
26 0.442

F-Value
5.07
2.41
4.28

P-Value
0.017
0.115
0.028

The result shows that angle and speed have a significant effect on the form error and cause a
significant amount of variability. Therefore, as it mentioned earlier, they require further
investigation through a simulation study.
3.4

Simulation

The variance caused by repeatability and modeling error of the point cloud given in the case study
will be studied through different simulations in this section. Only the factors that caused significant
variability in the case study are considered for simulation. Three scanning designs have been
generated from these significant factors and are shown in Table 3.6. For each of these scan designs,
a new Gauge study experiment for 9 parts with 3 replications was performed. However, since it
would be extremely costly to evaluate all required 243 tests, these point clouds were simulated.
Table 3.6. Simulation study scanning designs

Factor

Design 1 Design 2

Design 3

𝟎°

𝟎°

𝟐𝟎°

Distance

6

6

6

Speed

25%

5%

5%

Angle

As can be seen from Table 3.6, the distance was kept constant in all designs, since this factor
was not significant. Comparing the models obtained from low speed versus high speed in the
experimental case study indicated that as speed increases, more noise was present in the point
cloud clouds. As a result, Design 1 simulates scanning at a high speed that results in highly
correlated isotropic noise in the point cloud. Similarly, Designs 2 and 3 simulate scanning with a
low speed, which according to case study observations, result in less correlated isotropic noise.
These noises have been extracted from the case study and modeled through the Matern correlation
function with different smoothing parameters. The scanned point clouds obtained under 𝟐𝟎° view
angle during the experimental case study showed a directional pattern that was not present under
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angle 𝟎° . This highly directional correlated noise was simulated with anisotropy Matern correlation
for Design 3.
In the simulation study, the effects of scan design (systematic error) were modeled as pure GP
noise (spatially isotropic for Designs 1 & 2 and geometric anisotropic for Design 3). Then, the
noise was superimposed on the simulated part surface. Each scan design also includes three
different levels of correlation (from low, medium, and high by adjusting correlation smoothing
parameters) to consider inherent variability in the scanning process.
3.4.1

Results

The Analysis of Variance (ANOVA) and Gauge evaluation results of the three simulated designs
are presented in the tabular format in this section. It should be noted that in the ANOVA tables, the
scanning design factor has an equivalent role as operators in traditional Gauge R & R studies.
Design 1

The ANOVA and Gauge evaluation results of Design 1 are shown in Table 3.7.
Table 3.7. Design 1 ANOVA result

Source
Parts

DF
8

Adj SS
83.223

Adj MS
10.403

2

444.358

222.179

54.008

0.000

Parts * Design 1

16

65.821

4.114

0.632

0.844

Repeatability

54

6.513

Total

80

351.725
945.127

Design 1

3.738

%Contribution
(of Variance
Component)
96.59

Repeatability

2.442

41.23

Reproducibility

2.829

55.36

Design 1

2.829

55.36

Part-To-Part

0.702

3.41

Total Variation

3.803

100.00

Source
Total Gauge R & R

StdDev (SD)

F-Value P-Value
2.529
0.054

According to the Gauge evaluation for Design 1, the measurement system variances were
estimated as 𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚 = 𝟐. 𝟖𝟐𝟗 and 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 = 𝟐. 𝟒𝟒𝟐. In order to assess the source
of variance in Repeatability, 1000 simulations for Scenarios I and II (discussed in Section 2.3)
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were performed. The Kolmogorov-Smirnov test results shown in Table 3.8, indicates that both
form errors have the same distribution.
Table 3.8. KS test for Design 1
Kolmogorov-Smirnov test
Test Statistics

0.17

P-value

0.0994

Decision

Fail to reject

The boxplot of 𝑹𝑴𝑺𝑷𝑬 for these scenarios is shown in Figure 3.8. It shows that the correct model
was used since the E(𝑹𝑴𝑺𝑷𝑬) ≅ 𝟏.

Scenario I

Scenario II

Mean

0.9753

0.9745

Std

0.0257

0.0247

Figure 3.8. Boxplot of Scenarios I and II with summary basic descriptive statistics for Design 1
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Design 2

The ANOVA and Gauge evaluation results of Design 2 are shown in Table 3.9.
Table 3.9. Design 2 ANOVA result

Source
Parts

DF
8

Adj SS
67.810

Adj MS
8.47

2

14.220

7.109

2.536

0.110

Parts * Design 1

16

44.845

2.802

1.055

0.418

Repeatability

54

143.345

2.654

Total

80

270.219

Source

StdDev (SD)

Design 1

1.688

%Contribution
(of Variance
Component)
81.60

Repeatability

1.639

76.92

Reproducibility

0.404

4.69

Design 1

0.404

4.69

Part-To-Part

0.801

18.40

Total Variation

1.869

100.00

Total Gauge R & R

F-Value P-Value
3.024
0.028

According to Gauge evaluation for Design 2, the measurement system variability estimated as
𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚 = 𝟎. 𝟒𝟎𝟒 and 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 = 𝟏. 𝟔𝟑𝟗. The Kolmogorov-Smirnov test results
shown in Table 3.10, indicates both form error have the same distribution.
Table 3.10. KS test for Design 2
Kolmogorov-Smirnov test
Test Statistics

0.07

P-value

0.1412

Decision

Fail to reject

The boxplot of 𝑹𝑴𝑺𝑷𝑬 for these scenarios is shown in Figure 3.9. It shows that correct model
was used since the E(𝑹𝑴𝑺𝑷𝑬) ≅ 𝟏.
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I
Scenario I

Scenario II

Mean

0.9964

0.9957

Std

0.0227

0.0223

Figure 3.9. Boxplot of Scenarios I and II with summary basic descriptive statistics for Design 2
Design 3

The ANOVA and Gauge evaluation results of Design 3 are shown in Table 3.11.
Table 3.11. Design 3 ANOVA result

Source
Parts

DF
8

Adj SS
19.323

Adj MS
2.415

2

188.879

94.439

178.597

0.000

Parts * Design 1

16

8.461

0.528

0.629

0.846

Repeatability

54

45.381

0.840

Total

80

262.043

Design 1

2.058

%Contribution
(of Variance
Component)
95.86

Repeatability

0.877

17.40

Reproducibility

1.862

78.47

Design 1

1.862

78.47

Part-To-Part

0.427

4.14

Total Variation

2.102

100.00

Source
Total Gauge R & R

StdDev (SD)
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F-Value P-Value
4.568
0.005

According to Gauge evaluation for Design 3, the measurement system variability estimated as
𝝈𝟐𝑹𝒆𝒑𝒓𝒐𝒅𝒖𝒄𝒊𝒃𝒊𝒍𝒊𝒕𝒚 = 𝟏. 𝟖𝟔𝟐 and 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 = 𝟎. 𝟖𝟕𝟕. The Kolmogorov-Smirnov test results
shown in Table 3.12, indicates that the both form errors have a same distribution.
Table 3.12. KS test for Design 3
Kolmogorov-Smirnov test
Test Statistics

0.1266

P-value

0.2546

Decision

Fail to reject

The boxplot of (𝑹𝑴𝑺𝑷𝑬) for these scenarios is shown in Figure 3.10. It shows that correct model
was used since the E(𝑹𝑴𝑺𝑷𝑬) ≅ 𝟏.

Scenario I

Scenario II

Mean

1.0021

0.9997

Std

0.0206

0.0201

Figure 3.10. Boxplot of Scenarios I and II with summary basic descriptive statistics for Design 3

3.4.2

Discussion

The ANOVA results were analyzed with a significance level of 𝜶 = 𝟎. 𝟎𝟓 in order to identify the
source of variations in the measurement system. In Design 1, scanning with high speed resulted in
highly correlated noise. As a result, the point cloud was not reproducible under different levels of
this scanning design. Even using the correct model, the repeatability variance was still high.
Therefore, this design does not result in a capable measurement system when the system’s part-topart variation is significantly smaller than any of these two sources of variability.
In Design 2, the scanning speed was low, and it resulted in less correlated noise. This design
doesn’t have a significant effect on reproducibility. However, the effect can still be seen in
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repeatability which has the most contribution to the Gauge variability. Increasing the number of
scans could alleviate this issue.
Design 3 focused on the angle of the laser stripe projected onto the scan surface. A directional
correlated noise was observed on the collected point cloud. The simulated Gauge study showed
high variability in reproducibility. However, when using the correct anisotropic covariance
function for modeling, 𝝈𝟐𝑹𝒆𝒑𝒆𝒂𝒕𝒂𝒃𝒊𝒍𝒊𝒕𝒚 was relatively small. For a flat surface or part with minimum
curve, the recommendation would be to keep the view angle close to zero (e.g., Scanner probe
orthogonal to scanning plane). However, for a complex free-form surface, this solution might not
be practical. Instead, the scanning surface can be divided to smaller sections and be scanned
independently. For each section, the scanning path can be designed in a way to maintain minimum
deviations in the view angle.
3.5

Conclusion

The rapid development of measurement systems has brought many opportunities for enhancing
the capability of quality control systems by providing high-density (HD) data. In manufacturing,
advanced measurement systems (e.g., 3D laser scanners) are continually being incorporated into
modern SPC systems to provide HD data. The capability of these advanced measurement system
needs to be assessed first, before using the obtained HD data in any SPC tool. The Gauge study is
traditionally used for assessing the capability of simple gauges. Unfortunately, these current Gauge
studies are not capable of handling the complex nature of HD data. As a result, this work proposed
a holistic Gauge study on one form of HD data, namely point clouds. This holistic Gauge study
used spatial statistics-based methods for modeling measurement error. A factorial design
experiment was performed using a real-world case study for a triangulation-based 3D laser
scanner. The case study result was extended to a simulation study for further investigation. The
holistic Gauge study quantified different sources of variation in point clouds and their contribution
to the total Gauge (3D laser scanner) uncertainty.
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4

4.1

A Hybrid Approach for Real-time Monitoring of Heterogeneous High-Density
Datasets
Introduction

Recent advancements in measurement system technologies have brought many opportunities and
challenges to improve quality control (QC) systems. The evolution of these technologies in terms
of speed, precision, and flexibility enable many of them to be used for on-line process monitoring.
Additionally, these advanced measurement systems provide practitioners with high fidelity, HighDensity (HD) datasets containing rich information (tens of millions of measurements) regarding a
manufactured part. This contrasts traditional manufactured part datasets, which tend to consist of
tens or hundreds of measurements, which inherently limits the capabilities of a QC system to only
consider a select number of key quality characteristics (KQCs). However, the datasets provided
by advanced measurement systems have enabled QC systems to widen their frontiers to assess the
overall quality of a manufactured part, including both surface integrity and geometrical features.
Two of the most common datasets acquired from advanced measurement systems that are used
by QC systems are digital images and point clouds. Over the past several decades, digital cameras
have been integrated into manufacturing QC systems as a rich source of HD data (millions of
pixels) to acquire digital images and video streams for a wide range of inspection (Tsai and
Hsieh,1999; Tsai and Huang, 2003; Lu and Tsai, 2005; Ngan et al., 2011) and statistical process
control (SPC) applications (Megahed et al., 2011; Megahed and Camelio, 2012; Megahed et al.,
2012). An enormous amount of research has been performed to enable inspection methods to use
digital images for classification and pattern recognition to identify defects or anomalies. Due to
the flexibility and high sampling rates of digital image technologies, they can also be integrated
into on-line monitoring systems. Similar to inspection, extensive research efforts have been
conducted to develop image-based SPC charting schemes.
Recently developed 3D measurement systems have the capability of collecting millions of
points on a part’s surface in a relatively short amount of time. The resulting HD datasets, referred
to as point clouds, can represent an entire (almost) part’s geometry. Considering point clouds as a
relatively new dataset, their applications in manufacturing have mostly focused on inspection
rather than on-line monitoring. Major uses of point clouds in manufacturing are related to
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geometric and dimensional feature extraction for assembly inspection (Reinhart and Tekouo,
2009), additive manufacturing (Tootooni et al., 2017), and machining (Zhou et al., 2011).
The work described above, has demonstrated several benefits of incorporating digital images
and point clouds into QC systems. However, little work has focused on developing SPC
approaches (a key QC set of tools) that use both dataset types. A hybrid approach which captures
both a digital image and a point cloud of a part’s surface may have significant advantages over
approaches that rely upon only one dataset. While, digital images and point clouds both provide
information regarding a part’s surface, the information they contain is fundamentally different. As
a result, the datasets will have different sensitivities to surface defects, geometric deviations, or
other surfaced-related anomalies. Therefore, it may be advantageous to incorporate both digital
images and points clouds into an SPC framework to increase its robustness/performance.
One of the contributing factors in the lack of the hybrid SPC approaches is that points clouds
are often obtained from laboratory-grade equipment that offer low sampling frequencies.
Depending on the specific 3D measurement technology being implemented, higher sampling
frequencies can be obtained by sacrificing accuracy. For instance, point clouds obtained from the
3D macroscope used in this dissertation are only feasible for off-line applications. Other
technologies (e.g., 3D laser scanners) can be used for on-line monitoring but are limited to a small
variety of manufactured processes (e.g., rail extrusion (Xiong et al., 2017)) and offer less accuracy.
This creates a challenge in implementing an on-line hybrid monitoring scheme due the higher cost
of acquiring point clouds on-line.
In response to this challenge, this dissertation proposes a novel SPC framework that uses both
digital images and low sampling frequency high-fidelity point clouds obtained from laboratorygrade equipment. The fundamental basis for this framework, as illustrated in Figure 4.1, is that a
hybrid model is created off-line using both datasets. Since the development of this model is
performed off-line, it is not limited by sampling frequencies or other factors (e.g., laboratory-grade
equipment). During on-line monitoring the model is evaluated using only digital images, which
are not constrained by sampling frequencies. The success of the proposed hybrid approach is that
the off-line model is created by fusing the datasets together using multilinear principal component
analysis (MPCA). As a result, valuable spatial cross-correlations between the digital images and
point clouds are included within the model.
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Figure 4.1. Proposed hybrid framework

The rest of this chapter is organized as follows: Section 4.2 provides a comprehensive literature
review on the use of digital images, point clouds, and respective data fusion methods used in QC.
The proposed hybrid PCA framework is illustrated through the development of a control charting
scheme and a corresponding diagnostic tool, which are discussed in detail in Section 4.3. Details
of an additive manufacturing case study used to assess the effectiveness of the proposed framework
for detecting and diagnosing surface defects is provided in Section 4.4. The final outcomes and
results obtained from this case study are discussed in Section 4.5. Lastly, Section 4.6 provides
conclusion and future works.
4.2

Literature Review
The competency of QC tools is often determined by their ability to quickly detect process shifts

and/or their diagnostic capabilities. The most common approach to detect a process shift is control
charting and one of the main diagnostic approaches is classification. An extensive number of
methods have been proposed for using HD data (e.g. digital images and point clouds) for both
control charting and diagnosis. An overview of these proposed methods is provided in this section,
which is divided into four subsections. Sections 4.2.1 and 4.2.2 cover the use of digital images and
point clouds in QC (classification and SPC), respectively. The goal of this dissertation is to develop
an on-line QC system that takes advantage of both datasets simultaneously. Therefore, Section
4.2.3 discusses existing data fusion methods. Finally, since the fundamental data fusion method
used in this research relies upon dimension reduction, Section 4.2.4 covers related studies found
in the literature. It must be noted that the following literature review was limited to studies that
focus on QC related problems.
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4.2.1

Digital Images

There has been an ever-increasing use of digital images in SPC for industrial/manufacturing
applications. Megahed et al. (2011) provided an in-depth review of SPC methods for image data,
which included univariate/multivariate control charts, multivariate image-based analysis (MIA),
and profile monitoring. The use of a univariate control chart was proposed by Armingol et al.
(2003) to identify defects in digital images originating from process video streams. Liang and
Chiou (2008) proposed a Shewhart control chart for detecting tool wear for coated drills using an
image segmentation technique for feature extraction. Jiang et al. (2005) proposed a multivariate
framework by using hypothesis testing and an ANOVA for determining the existence of nonuniformities in surface images. Megahed et al. (2012b) proposed the GLR (generalized likelihood
ratio) control charting scheme to simultaneously detect sustained defects/anomalies and diagnose
the change point for the images in both space and time. Wells et al. (2016) expanded upon the
GLR control chart, to increase its sensitivity to transient defects, by introducing an adaptive region
growing algorithm that detects the magnitude, location, and size of defects.
Multivariate image-based analysis (MIA) is a set of dimension reduction methods (e.g.,
multiway principal component analysis) that are used for extracting features in images captured
under different wavelengths, frequencies, or energies (Bharati and MacGregor, 1998). These
methods have proven beneficial for applications where images are collected using multi-sensor
measurement systems, such as microscope and satellite images (Huang et al., 2003). MIA methods
have also been useful for on-line monitoring in manufacturing applications. For example, Yu and
MacGregor (2004) implemented MIA to develop an SPC framework for flame images from a
boiler during fuel combustion.
The use of image data for profile monitoring has proven successful where extracted image
features are monitored. For instance, Wang and Tsung (2005) proposed the quantile-quantile (QQ) plot-based control charting scheme for HD data monitoring, which is well suited for image
data. Colosimo (2010) developed profile monitoring for shape parameters, specifically roundness
and cylindricity. While their work focused on 3D shapes, the spatial autoregressive (SARX)
proposed is still applicable in 2D space for image data.
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In addition to SPC applications, a significant amount of research exists for image classification
in manufacturing. Most of these proposed approaches for image classification rely on either
statistical, spectral, model-based, and learning approaches (Ngan et al., 2011). Depending on the
type of images and possible defect/anomaly they may contain, different approaches can be taken.
As an example, for images with inherent textures, spectral-based approaches have proven to be
powerful defect detection tools (Chan and Pang, 2000). Statistical approaches rely on modeling
the statistical dependencies of image pixel intensities. For instance, Huang and Chan (2004) used
autocorrelation functions to model the spatial correlations between images to detect anomalies.
Spectral approaches, in essence, detect defects/anomalies by converting an image from the
spatial domain to the frequency domain. For example, Hu et al. (2015) proposed an unsupervised
surface classification method by using Fourier and wavelet transformation techniques. Modelbased approaches exploit stochastic image modeling to estimate and/or predict model parameters
that are ultimately used for image classification/segmentation. For instance, Liu et al. (2019)
proposed using a Gaussian Cox process for modeling spatial porosity of additively manufactured
(AM) products. Other well know model-based approaches, such Autoregressive (AR) models
(Hajimowlana, 1998; Alata and Ramananjarasoa, 2005) and Markov Random Field (Baykut et al.,
2000; Deng and Clausi, 2004) have been used in QC with images.
Learning approaches implement machine learning algorithms for (un)supervised learning as
an automated inspection tool. For instance, Kumar (2002) used Neural Networks (NNs) to detect
local defect in a textile images. Other machine learning approaches that have been used in imagebased QC are support vector machines (Mandriota et al., 2004; Murino et al., 2004) and graph
theory (Tootooni et al., 2016; Rao et al., 2015).
4.2.2

Point Clouds

Point clouds contain millions of points that can represent a parts’ dimensional features and can
also be used to assess geometric features and surface quality (e.g. surface finish, surface
roughness). A significant amount of recent QC research efforts have focused on taking advantage
of the information provided by these new datasets.
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Point clouds, obtained from a part’s surface, can be regularly or irregularly gridded, depending
on the type of measurement device used and consist of measurements in (𝒙, 𝒚, 𝒛) coordinates. A
regularly gridded point cloud can be easily converted to a 2D image (matrix structure) where the
surface height would be equivalent to pixel intensity. For an irregularly gridded point cloud, the
stochastic behavior of the surface height can be modelled as a multivariate random field. For many
manufacturing/industrial applications, a Gaussian process (and its nested model) is a well-known
random field for modeling geometric features. For instance, Plumbee et al. (2013) proposed a
Gaussian process for modeling the stochastic behavior of wafer thicknesses. Wang et al. (2014)
proposed a Hotelling control charting framework for monitoring the point clouds of semiconductor
wafers. In their method, the spatial data was modeled as a Gaussian process and the estimated
model parameters were monitored using a Hotelling control chart. Zhou et al. (2011) proposed a
functional morphing control charting framework for assessing the surface quality of HD data.
Wells et al. (2013) proposed a method that transforms the point cloud data into linear profiles.
They designed an EWMA control chart that monitored extracted features from a Q-Q plot to detect
deviations from a nominal surface. Dastoorian et al. (2018) used the adaptive generalized
likelihood ratio test (Wells et al., 2016 and Wells et al., 2021) for detecting surface defects from a
point cloud.
While the use of point clouds for process monitoring is a rapidly growing research area, the
main use of point clouds in manufacturing QC is inspection. In these applications, point clouds are
compared with the manufactured part’s nominal geometry (i.e., CAD) to determining deviations
from nominal. Shi and Xi (2008) proposed an automated 3D surface inspection method using point
clouds. First, their method filters the point cloud using a clustering algorithm to remove outliers.
Second, deviations from nominal are assessed with an error map generated from the filtered point
cloud. Reinhart and Tekouo (2009) proposed a novel algorithm for extracting features from point
clouds for assessing the dimensional quality of parts during assembly processes.
Beyond traditional manufacturing processes, point clouds are being used more often for QC
with additively manufactured (AM) parts. Rao et al. (2016) proposed a spectral graph theory (SGT)
approach for assessing the surface and geometric integrity of AM parts. Tootooni et al. (2017)
described an application of point clouds to assess the dimensional quality of a fused filament
fabrication (FFF) polymer AM process. Their method applied SGT for extracting the Laplacian
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eigenvalues from point clouds. Those Laplacian eigenvalues were used to determine part
deviations from CAD through a supervised sparse representation-based classification method.
Khanzadeh et al. (2018) proposed the use of another machine-learning approach, self-organizing
map (SOM), to assess the geometric accuracy of AM parts from an FFF process using point cloud
data.
4.2.3

Data Fusion

HD datasets can be obtained from numerous sensor technologies with a wide variety of
resolutions. Weckenmann et al. (2009) summarized available dimensional measurement systems
based on their sensor technology to three classes: (1) optical sensor, (2) tactile sensor, and (3)
computed tomography (CT). The focus of this dissertation is datasets obtained from optical
metrology systems, which include a wide range of sensors, such as triangulation (e.g., laser
scanners), confocal microscopy, white light interferometry, and image sensors (e.g., digital
cameras). The main advantage of optical metrology systems is that they can collect data at
relatively high rates without physical contact. However, as noted in Section 4.1, some metrology
systems are less accurate than others, which also holds true for optical metrology systems.
The data collected from different optical metrology systems will contain distinct information
regarding a physical part’s geometrical and surface features for two reasons. Firstly, metrology
systems that rely on different sensor technologies will contain fundamentally different data (e.g.,
digital cameras versus 3D laser scanners). Secondly, depending on the equipment and/or sensor
technology used, datasets may provide different levels of resolution and accuracy.
Several data fusion approaches exist for integrating data across multiple sensors, domains,
attributes, and time (Boudjemaa and Forbes, 2004 and Dastoorian et al., 2019) to produce more
synergistic and informative datasets, compared to their parent datasets. While data fusion has been
a popular trend in image and signal processing research fields, there have been only a few studies
that focus on data fusion techniques for QC. Ramasamy and Raja (2013) studied the performance
of several multi-scale fusion methods such as regional energy (RE), regional edge intensity (REI),
and wavelet coefficient & local gradient on various types of HD surface metrology data.
Xia et al. (2011) proposed a Bayesian hierarchical modelling approach for fusing highresolution and low-resolution data from surface metrology systems to improve the prediction error
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of reconstructed surfaces. The proposed approach addressed the misalignment issue of multiresolution data by using a heuristic matching algorithm. In a similar manner, Colosimo et al. (2015)
adapted a data fusion technique for multisensory data to better characterize a part’s dimensional
and geometric features. The proposed method was specifically designed for fusing HD and low
accuracy data (e.g., structured light scanner data) with low-density and high accuracy data (e.g.,
CMM data). The proposed two-stage model uses a GP (Gaussian process), in the first stage for
modelling the High-Density (HD) data that represents the surface geometry. The GP modeling of
low-density (LD) data is used in the second stage to correct the HD data model’s bias through a
linkage function using a statistical interpolation technique (e.g., Kriging).
In the study conducted by Liu et al. (2016), a data fusion method was designed specifically for
CMM measurements of freeform surfaces using multiple sensors. The stochastic behaviors were
modeled with a Gaussian process (GP), where the mean surfaces and covariance structures were
estimated for each CMM sensor. Their method can be used for assessing measurement error (i.e.,
systematic and random) of multi-sensor CMMs in gauge capability studies. Suriano et al. (2015)
proposed a Bayesian framework for fusing multi-resolution data acquired from a part’s surface.
The fusion process was based on the spatial and cross-correlation between multi-resolution data.
Specifically, they linked the cross-correlation of HD data resulting from machining process
variables (e.g., feed rate and cutting arc length). Their results demonstrated this fused data resulted
in a more accurate predicted surface. This is quite significant since machining process variables
are usually inexpensive and convenient to obtain on-line.
4.2.4

Multi-dimension High-density Data

In essence, data fusion techniques combine datasets obtained from multiple sensors (or
resolutions) to one synergistic dataset. To demonstrate this dissertation’s proposed framework, the
multi-sensor datasets acquired from digital images and points clouds will be fused together to
create a multidimensional dataset. Specifically for this work, regularly gridded point clouds are
obtained at the same resolution as their digital image counterpart. Since these digital images and
point clouds can be easily represented as a matrix (e.g., second-order tensor), a natural approach
to create the desired multidimensional dataset would be to build a third-order tensor.
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In QC applications, tensor-based data are mainly used to represent data streams over time.
Manufacturing process video sequences and MRI images collected over a specific period of time
are excellent examples. Fanaee-T and Gama (2016) provided an interdisciplinary survey of using
tensor data for detecting anomalies for various applications such as process control, video
surveillance, and remote sensing.
When dealing with HD data, numerosity and dimensionality are a challenge. Several
dimension reduction techniques can be found in the literature that project the original data to a
lower dimensions space while retaining the most informative features. Low rank decomposition
methods such as Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA)
are widely used for characterizing high-dimension data (Ding et al., 2006). While PCA-based
approaches have proven to be beneficial for multivariate-based processing, there is some drawback
in utilizing them for image-based process monitoring.
Regular PCA neglects the spatial correlation among the image’s pixel intensities and treats
them as independent variables. To overcome this issue, PCA extensions have been proposed, such
as 2DPCA. This two-dimensional PCA method was developed specifically for image analysis
where an image matrix is directly used for extracting features, instead of being initially
transformed to 1D vectors (Yang et al., 2004). For tensor objects that contain spatiotemporal
information of images (or video frames), two variants of PCA named T-mode PCA and S-mode
PCA were proposed (Jollife, 2002). Colosimo and Grasso (2018) extended the T-mode PCA
approach by considering the spatial dependency among the image’s pixels by assigning a weight
function to adjacent pixels.
Another approach for dimension reduction of tensor data is using Unfold-PCA (UPCA) which
is a generalization of PCA that vectorizes a multi-view array. However, during the unfolding
process, the spatial correlation information among different modes is lost. To overcome this issue,
Lu et al. (2008) proposed multilinear principal component analysis (MPCA), which can be directly
applied to a tensor without unfolding. MPCA has proven to be a powerful tool for extracting
features from tensors and has been used in several process monitoring applications, such as
additive manufacturing (Khanzadeh et al., 2018; Seifi et al., 2019) and machining process (Pacella
and Colosimo, 2018]. In this dissertation, MPCA is used as the main method for dimension
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reduction and feature extraction of tensor-based multi-sensor data and VPCA is used as a
benchmark for performance evaluation.

4.3

Methodology
In this dissertation, the proposed hybrid SPC framework will be demonstrated for both Phase

II control charting and diagnosis, referred to herein as Stage A and B, respectively. For Stage A, a
control charting scheme will be developed to detect faults/anomalies on part surfaces. This stage
does not provide any information regarding a signal’s cause, hence the occurrence of a signal
requires further investigation. A diagnostic tool will be developed for Stage B to classify the type
of fault/anomaly detected for Stage A. Detailed descriptions of these stages are presented in the
following two subsections. It must be noted that these descriptions assume that digital images and
regularly gridded point clouds are obtained at the same resolution, as discussed in Section 4.2.4.
If this is not the case, subsampling and/or interpolation modeling would be necessary.
4.3.1

Stage A – Control Charting Scheme

To determine a processes’ in-control behavior, historical in-control data is collected by
capturing both digital images and point clouds. This multi-sensor data creates a third-order tensor
that represents in-control behavior. MPCA is used for extracting features that capture most of the
variability from the original tensor in lower dimensions (in this case 2D). An Hotelling 𝑻𝟐 chart
will monitor these extracted features along with a Q chart for monitoring MPCA model residuals.
The steps taken to develop these two charts are described below.
Step 1: Data Pre-Processing
Images and regularly gridded point clouds can be represented as matrices, where pixel
intensities and surface heights are the response variables, respectively. In cases where the interest
is only for a specific region of a part’s surface or the images/point clouds contain irrelevant
information (e.g., a part’s fixture), the background needs to be removed. The backgrounds can be
removed by either pre-defining the regions of interest or applying automated cropping (e.g., edge
detection). Not only does this cropping process remove extraneous information but also reduces

46

data size, which increases computational efficiency. Since these measurements are on different
scales (i.e., pixel intensities and surface heights), they are normalized.
Assume pre-processed (after cropping and normalizing) image and point cloud matrices with
a same size of 𝒏𝟏 × 𝒏𝟐 . A historical dataset with 𝒏𝟑 historical part surface observations can be
represented as a tensor object with 𝒏𝟑 layers of images and 𝒏𝟑 layers of point clouds. The output
of this step is a third-order tensor denoted as 𝓐 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝟐𝒏𝟑 where 𝓐𝒊 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝟐 is a tensor
for the 𝒊𝒕𝒉 observed part surface.
Step 2: Feature Extraction via Multilinear PCA
The MPCA proposed by Lu (2008) is used for reducing the dimensions and extracting features
from 𝓐. For the first step, 𝓐 is centered by subtracting the mean Eq. (4.1) from each layer.
𝟏
𝓐=
𝒏𝟑

𝒏𝟑

(4.1)

𝓐𝒊
𝒊 𝟏

Using high-order singular value decomposition (HOSVD) a 3rd-order tensor 𝓐 can be
decomposed as show in Eq. (4.2).
(4.2)

𝓐 = 𝓢 × 𝑼(𝟏) × 𝑼(𝟐)

where 𝓢 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝟐𝒏𝟑 is a core tensor and 𝑼(𝟏) ∈ ℝ𝒏𝟏 ×𝒏𝟏 & 𝑼(𝟐) ∈ ℝ𝒏𝟐 ×𝒏𝟐 are the orthogonal
unitary matrices. The original 3rd-order tensor 𝓐 can be projected to a target lower dimension
tensor subspace ℝ𝑷𝟏 ⨂ ℝ𝑷𝟐 (⨂ is the Kronecker product, 𝑷𝟏 < 𝒏𝟏 , and 𝑷𝟐 < 𝒏𝟐 ). The goal of
MPCA is to determine two optimal subspaces named 𝑼(𝟏) and 𝑼(𝟐) that maximize the variation in
the tensor subspace.
𝒏𝟑

(𝓐𝒊 − 𝓐) × 𝑼(𝟏) × 𝑼(𝟐)

𝐦𝐚𝐱𝐢𝐦𝐢𝐳𝐞:

𝒊 𝟏
(𝟏)

𝐬𝐮𝐛𝐣𝐞𝐜𝐭 𝐭𝐨: 𝒓𝒂𝒏𝒌 𝑼

(𝟐)

≤ 𝒏𝟏 𝐚𝐧𝐝 𝒓𝒂𝒏𝒌 𝑼

The Frobenius norm, ‖∙‖𝑭 , is defined as ‖ℤ‖𝑭 =

𝟐
𝑭

≤ 𝒏𝟐

(4.3)

〈ℤ, ℤ〉 where 〈ℤ, ℤ〉 is the inner product of

two tensors. There is no known closed form solution to above optimization problem. However, the
solution can be obtained by iteratively solving for 𝑼(𝒏) ∈ ℝ𝑷𝟏 ×𝑷𝟐 , 𝒏 = 𝟏, 𝟐 .
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After performing the local optimization to obtain the multilinear transformation matrices, the
projected features of tensor 𝓐𝒊 for each observation (𝒊) to a lower dimension (in this case 2ndorder matrix) denoted as 𝔂𝒊 can be calculated from Eq. (4.4)
𝔂𝒊 = 𝓐𝒊 × 𝑼(𝟏) × 𝑼(𝟐)

(4.4)

where 𝓐𝒊 = 𝓐𝒊 − 𝓐. Additionally, the residuals 𝜺𝒊 = 𝓐𝒊 − 𝔂𝒊 × 𝑼(𝟏) × 𝑼(𝟐) represent the
data from the ith observation that is not explained by MPCA where 𝜺𝒊 ∈ ℝ𝒏𝟏 ×𝒏𝟐 . The projected
features and residuals for each observation (𝒊) can be transformed into a multivariate and
univariate observation, respectively, as shown in Eq. (4.5).
𝝁𝒊 = 𝒗𝒆𝒄(𝔂𝒊 ) and 𝑸𝒊 = ‖𝜺𝒊 ‖𝑭

(4.5)

where 𝝁𝒊 is the unfolded vector of 𝔂𝒊 and 𝑸𝒊 is the Frobenius norm of 𝜺𝒊 . In this dissertation, the
Hotelling 𝑻𝟐 control chart is used for monitoring the projected features (𝝁𝒊 ) and a Q-chart for
monitoring residuals norms (𝑸𝒊 ). Mean vector (𝝁𝟎 ) and variance-covariance matrix (𝑺) of (𝝁𝒊 )
are estimated from historical data for 𝑻𝟐 control chart. Similarly, the mean and variance of
monitoring statistics (𝑸𝒊 ) is estimated for Q-chart.
Step 3: SPC control charting scheme
For Phase II monitoring, let us assume we have 𝒏𝟒 observations and 𝓐𝐏𝐡𝐚𝐬𝐞 𝐈𝐈 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝒏𝟒 is
a third-order tensor where 𝓐𝒌 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝟏 is a tensor for the 𝒌𝒕𝒉 observed part surface. It must be
reemphasized that the proposed framework for this dissertation only uses high-frequency datasets
(i.e., images) for on-line monitoring. Since only image data is used in Phase II, 𝓐𝒌 is a 2-mode
tensor (i.e., matrix). The features of the 𝒌𝐭𝐡 Phase II observation can be extracted via MPCA by
transformation to the lower-dimension space as
𝔂𝒌 = (𝓐𝒌 − 𝓐𝐏𝐡𝐚𝐬𝐞 𝐈𝐈 ) × 𝑼(𝟏) × 𝑼(𝟐) and 𝝁𝒌 = 𝒗𝒆𝒄(𝔂𝒌 )
where 𝓐𝐏𝐡𝐚𝐬𝐞 𝐈𝐈 =

𝟏
𝒏𝟒

(4.6)

∑𝒏𝒌𝟒 𝟏 𝓐𝒌 and the residuals for that observation can be calculated as 𝜺𝒌 =

𝓐𝒌 − 𝔂𝒌 × 𝑼(𝟏) × 𝑼(𝟐) . The 𝑻𝟐 statistics for monitoring 𝝁𝒌 in Phase II is computed as
𝑻𝟐𝒌 = (𝝁𝒌 − 𝝁𝟎 ) 𝑺 𝟏 (𝝁𝒌 − 𝝁𝟎 )

(4.7)

and the 𝑸 statistic can be calculated as 𝑸𝒌 = ‖𝜺𝒌 ‖𝑭 . Dual control charts will be run simultaneously
to monitor 𝑻𝟐𝒌 and 𝑸𝒌 and an out-of-control signal is produces if either control charts exceed their
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respective control limits. A schematic of the proposed Stage A methodology is presented in Figure
4.2.
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Figure 4.2. Proposed Stage A methodology

Stage B – Diagnostic Tool

In Stage A, the system is trained with in-control historical data and used for on-line process
monitoring. When an out-of-control signal is trigged, it only indicates that a faulty observation
may have occurred. In Stage B, the system will be trained with historical data including healthy
(in-control) and various un-healthy (faulty and out-of-control) parts to classify the fault. In essence,
when an out-of-control signal is issued in Stage A, System B automatically identifies the type of
faulty parts. This diagnosis information would be beneficial to investigate remedial actions for
system recover.
Step 1: Feature extraction
The pre-processing procedures for Stage B are equivalent to those of Stage A, except that that
the historical data includes both healthy and unhealthy sample parts. The pre-processed images
and point clouds are stacked together as a tensor denoted as 𝓐𝒕𝒓𝒂𝒊𝒏 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝟐𝑴 where 𝑴 is the
total number of historically observed surfaces. Also, a vector 𝑳 ∈ ℝ𝑴×𝟏 is defined to store the
label of each part’s class, which would be either a fault type or healthy. Then, similar to Stage A,
𝓐𝒕𝒓𝒂𝒊𝒏 is projected to a lower dimensional space via MPCA. In other words, the two mapping
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matrices 𝑼𝒕𝒓𝒂𝒊𝒏

(𝟏)

and 𝑼𝒕𝒓𝒂𝒊𝒏

(𝟐)

that maximize the total scatter in 𝓐𝒕𝒓𝒂𝒊𝒏 need to be determined.

Important features from the training data can be obtained by projecting with these multilinear
transformation matrices as shown in Eq. (4.8).
𝔂𝒕𝒓𝒂𝒊𝒏 = (𝓐𝒕𝒓𝒂𝒊𝒏 − 𝓐𝒕𝒓𝒂𝒊𝒏 ) × 𝑼𝒕𝒓𝒂𝒊𝒏
𝓐𝒕𝒓𝒂𝒊𝒏

𝟏
=
𝐌

(𝟏)

𝐌

× 𝑼𝒕𝒓𝒂𝒊𝒏

(𝟐)

(4.8)

𝓐𝒕𝒓𝒂𝒊𝒏,𝒊
𝒊 𝟏

Similar to Stage A, the residuals for the training set will be calculated as 𝜺𝒕𝒓𝒂𝒊𝒏 . The vectors of
extracted features, 𝝁𝒕𝒓𝒂𝒊𝒏 = 𝒗𝒆𝒄(𝔂𝒕𝒓𝒂𝒊𝒏 ), the Frobenius norm of vectorized residuals (𝑸𝒕𝒓𝒂𝒊𝒏 ),
and class label, 𝑳, are the output of this step.
Step 2: Classification Modelling
Let’s assume that 𝓐𝒕𝒆𝒔𝒕 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝑵 is a 3rd order tensor consisting of images from the testing
dataset. In this step, a supervised machine learning model is trained by using (𝝁𝒕𝒓𝒂𝒊𝒏 & 𝑸𝒕𝒓𝒂𝒊𝒏 )
and 𝑳 as attributes (explanatory variables) and class labels, respectively. This model is used to
classify unlabelled tensors obtained from Stage A. More specifically, when an out-of-control
signal occurs in Stage A, the tensor responsible for that signal, denoted as 𝓐𝒔𝒊𝒈𝒏𝒂𝒍 ∈ ℝ𝒏𝟏 ×𝒏𝟐 ×𝟏, is
classified for diagnostic purposes. This is accomplished by mapping 𝓐𝒔𝒊𝒈𝒏𝒂𝒍 into a lower tensor
subspace with the transformation matrices obtained in Step 1 to extract the feature vector, 𝝁𝒔𝒊𝒈𝒏𝒂𝒍 ,
as shown in Eq. (4.9).
𝔂𝒔𝒊𝒈𝒏𝒂𝒍 = (𝓐𝒔𝒊𝒈𝒏𝒂𝒍 − 𝓐𝒕𝒆𝒔𝒕 ) × 𝑼𝒕𝒓𝒂𝒊𝒏

(𝟏)

× 𝑼𝒕𝒓𝒂𝒊𝒏

(𝟐)

(4.9)

𝟏

where 𝓐𝒕𝒆𝒔𝒕 = ∑𝐍𝒋 𝟏 𝓐𝒕𝒆𝒔𝒕,𝒋 and the residual can be calculated as 𝜺𝒔𝒊𝒈𝒏𝒂𝒍 = 𝓐𝒔𝒊𝒈𝒏𝒂𝒍 −
𝐍

𝔂𝒔𝒊𝒈𝒏𝒂𝒍 × 𝑼𝒕𝒓𝒂𝒊𝒏

(𝟏)

𝑸𝒔𝒊𝒈𝒏𝒂𝒍 = 𝜺𝒔𝒊𝒈𝒏𝒂𝒍

× 𝑼𝒕𝒓𝒂𝒊𝒏
𝑭

(𝟐)

. Finally, using the trained model, 𝝁𝒔𝒊𝒈𝒏𝒂𝒍 = 𝒗𝒆𝒄 𝔂𝒔𝒊𝒈𝒏𝒂𝒍 and

are classified.

The classification model can be constructed using several multinomial classification
algorithms such as decision trees, neural networks, and K-nearest neighbors. Following common
supervised learning practice, the most appropriate classification algorithm to choose should be
based upon performance metrics such as accuracy. However, it must be reiterated that the tensor
being classified (i.e., 𝓐𝒔𝒊𝒈𝒏𝒂𝒍 ) for diagnosis only consists of image data while the training data
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(i.e., 𝓐𝒕𝒓𝒂𝒊𝒏 ) consists of both image and point cloud data. Therefore, to understand the
performance of this classification model as a diagnostic tool, all performance metrics should only
consider classifying tensors that solely contain images. In other words, obtaining the performance
of the classification model through split validation or cross validation using the historical dataset
is improper.
The accuracy of a classification method is defined as 𝒂𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =

𝑻𝑷 𝑻𝑵

. True

𝑻𝑷 𝑻𝑵 𝑭𝑷 𝑭𝑵

positive (TP) is the number of fault pattern images that correctly classified to their true labels. True
negative (TN) is the number of healthy in-control images that correctly classified as in-control.
The number of misclassified healthy images as one of the faulty patterns denoted with false
positive (FP). Finally, the number of faulty images that are misclassified either as a healthy or
wrong class labels denoted with false negative (FN). Additionally, F-score is a another evaluation
metric that measures the test accuracy and computed as 𝑭 − 𝒔𝒄𝒐𝒓𝒆 =
the 𝑹𝒆𝒄𝒂𝒍𝒍 =

4.4

𝑻𝑷
𝑻𝑷 𝑭𝑵

and 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 =

𝑻𝑷
𝑻𝑷 𝑭𝑷

𝟐×𝑹𝒆𝒄𝒂𝒍𝒍 ×𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏
𝑹𝒆𝒄𝒂𝒍𝒍 𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏

, where

.

Case Study

The effectiveness of the proposed SPC framework was explored through a case-study of an
additive manufacturing (AM) process. In this case-study, image and point cloud data from an
additively manufactured part were obtained after finishing the AM process. This section provides
a full description of the experimental set up, sample production, and data collection.
4.4.1

Experimental Setup

The geometry being printed for this case-study was a simple square shape created by a Fused
Filament Fabrication (FFF) process using a MakerGear M2e FFF 3D Printer. Polylactic Acid
(PLA) filament was used for the specimen fabrication with rectilinear infill pattern, and the
fabricated specimen’s nominal dimensions are 1×1×0.1 in. Production of these specimens was
carried out through a design of experiment with three controllable factors; printing resolution,
printing speed, and nozzle temperature. These factors have been demonstrated to have significant
effects on a final part’s surface quality made by FFF processes (Fayazbakhsh et al., 2019). The
experimental setup and an example healthy specimen are shown in Figure 4.3.
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-......
(a)

(b)

Figure 4.3. (a) MakerGear M2e FFF 3D printer (b) healthy (fault-free) specimen

Data for each specimen was captured via a KEYENCE VR-3200 one-shot 3D measuring
macroscope (illustrated in Figure 4.4). This device captures a surface’s topography in the form of
both digital images and structured point clouds in a short period of time (approximately 4 seconds).

Figure 4.4. KEYENCE 3D macroscope1

The resulting image and point cloud of a given specimen have a resolution 𝟏𝟎𝟐𝟒 × 𝟕𝟔𝟖
pixels. A preliminary study showed that the high-quality surface, hereon regarded as healthy, has
a smooth and consistent pattern. The preliminary study also shows that surface quality deteriorates
by changing any of the three design factor levels. Printing under any other treatments results in an
uneven, omnidirectional and discontinuous pattern or leaving bumps on a printed specimen

1

Retrieved from https://www.keyence.com
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surface. From the designed experiment five distinct fault patterns were identified. An example of
both images and point clouds of one healthy and one faulty specimen is shown in Figure 4.5.

(a)

(b)

(c)

(d)

Figure 4.5. Images and point clouds of healthy part (a & b) and faulty part (c & d)

4.4.2

Data Pre-processing

The initial task that is necessary for both stages is pre-processing data. As can be seen Figure 4.5.
Images and point clouds of healthy part (a & b) and faulty part (c & d).b, a consistent pattern is
present across the entire specimen’s surface, except for the edges. Since this research is interested
in differentiating between the main surfaces, part edges, and background data should be removed.
Therefore, as an initial step in data pre-processing, all digital images and point clouds were cropped
so they only contain the main surface pattern. This cropping was performed by defining a region
of interest, which was constant across all observations. The cropping process reduced the data size
to 𝟕𝟎𝟎 × 𝟕𝟎𝟎 pixels. The next step was normalizing both image and points to have the same
scale. The feature scaling method was used to bring all data values into the range [𝟎 𝟏]. For
normalizing any dataset 𝑿 to 𝑿, the feature scaling formula follows as: 𝑿 =

𝑿 𝑿𝒎𝒊𝒏
𝑿𝒎𝒂𝒙 𝑿𝒎𝒊𝒏

. This case-

study was limited by only having a small number of fabricated specimens, which makes creating
accurate models for both Stage A and B challenging. To overcome this issue each image (and point
cloud) was equally divided into 16 square sub-images (and sub-point clouds) of size 𝟏𝟕𝟓 × 𝟏𝟕𝟓
pixels. Since the specimens have a consistent pattern, each sub-image (and sub-point cloud) can
be regarded as an individual observation. By performing this partitioning, 64 observations of
healthy parts and 96 observations for each of the five fault patterns were obtained. An illustration
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of image and point cloud partitioning and the subsequent tensor creation for a single specimen is
presented in Figure 4.6.
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Figure 4.6. Image and point cloud partitioning and subsequent tensor creation

4.5

Result and Discussion

The effectiveness of the Phase II control charting and diagnostic approaches, developed in Section
4.3 to demonstrate the proposed hybrid PCA framework, will be assessed in this dissertation’s case
study. These approaches from here on will be denoted as 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 . To compare the
performance of these approaches for Stage A and B, two benchmark modeling approaches are
considered.
The first benchmark modelling approach occurs when models are constructed and
implemented using only high frequency datasets (i.e., images). These models are constructed in
the same manner as 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 models except that tensors in both Stages A and B consist of only
images. These benchmark models will be referred to as 𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆 .
The second benchmark modelling approach is similar to 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 models as they are
constructed using tensors consisting of both images and point clouds. However, instead of using
MPCA for feature extraction, the generalization of regular PCA method to tensor data (VPCA) is
used. These benchmark models will be referred to as 𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 .
4.5.1

Stage A

For developing the control chart, 64% of in-control observations were randomly selected to create
the historical dataset and the remaining 36% were considered in-control Phase II observations. An
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example of the resulting Hotelling 𝑻𝟐 control charts for 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 , 𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆 , and
𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 are given in Figure 4.7. For this case study, the Q-charts are insensitive to the shifts
created by the faulty parts and, for brevity, have been omitted from this section. In these control
charts the first 64 observations correspond to the in-control Phase II data and the remaining
observations correspond to out-of-control observations (Fault Pattern 5). It should be noted in this
analysis, the number of low-dimensional monitoring features for all methods were selected to keep
97% of total variability.
7
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(c)
Figure 4.7. Hotelling control charts using method (a) 𝑀𝑃𝐶𝐴

, (b) 𝑀𝑃𝐶𝐴

, and (c) 𝑉𝑃𝐶𝐴

To compare the control chart performances of the three modelling approaches, the signal-tonoise ratio is used as a metric. The metric is denoted as 𝑺⁄𝑵 and calculated as follows using Phase
II data:
𝑺⁄𝑵 =

𝑴𝒆𝒂𝒏 𝑻𝟐𝒐𝒖𝒕−𝒐𝒇−𝒄𝒐𝒏𝒕𝒓𝒐𝒍 − 𝑴𝒆𝒂𝒏(𝑻𝟐𝒊𝒏−𝒄𝒐𝒏𝒕𝒓𝒐𝒍 )
𝑺𝒕𝒅(𝑻𝟐𝒊𝒏−𝒄𝒐𝒏𝒕𝒓𝒐𝒍 )
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(4.10)

Table 4.1 presents the 𝑺⁄𝑵 values of all three modelling approaches for each fault pattern. For
each fault pattern, the better performing (larger) 𝑺⁄𝑵 values are indicated by bold font.
Table 4.1. S N results
Fault Pattern
1
2
3
4
5

𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆
17.08
20.85
25.00
26.28
21.02

𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
25.18
21.35
27.78
27.94
31.48

𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
16.49
12.27
10.06
11.67
12.44

It can be seen from Table 4.1 that 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 resulted in a greater 𝑺⁄𝑵 ratio for all fault
patterns, indicating the superiority of the hybrid approach’s control charts. For further analysis,
the fault detection capabilities of these approaches are examined. Typically, such an analysis is
performed using the average run length (ARL) performance metric. ARLs can often be obtained
through analytical or numerical means by assuming statistical distributions for the statistic (incontrol and out-of-control) being monitored. However, for this case-study assuming a distribution
for the out-of-control statistics was not possible. Instead, the empirical distributions of out-ofcontrol control chart statistics were utilized to assess detection capability.
Let us denote 𝑻𝟐𝒊𝒋 as the Hotelling statistic for the 𝒊𝒕𝒉 part with fault pattern 𝒋. Furthermore, let
𝒙 = 𝑻𝒊𝒋 𝟐 , 𝒊 = 𝟏, 𝟐, ⋯ , 𝒏𝒋 be a random observation from an empirical distribution 𝒇(𝒙) when 𝒏𝒋
is number of out-of-control parts with fault pattern 𝒋. The signal power of the 𝑻𝟐 control chart can
be defined as 𝑷(𝑿 > 𝑼𝑪𝑳) = 𝜽, where 𝑼𝑪𝑳 is the upper control limit. This probability (𝜽) can
be estimated by using nonparametric statistical tools, such as Bootstrapping or Kernel smoothing
functions. Bootstrapping is a powerful nonparametric tool for generating random samples from an
empirical distribution. For each bootstrap replicate indexed as 𝒃 = 𝟏, 𝟐, ⋯ , 𝑩, the signal power is
denoted as 𝜽∗(𝒃) . Finally, the average signal power and its respective standard error can be
estimated as:
𝜽=

𝑺𝑬𝑩 𝜽∗ =

𝟏
𝑩

𝑩

𝜽

∗(𝒃)

𝒃=𝟏

𝟏
𝑩−𝟏

(4.11)

𝑩

(𝜽∗(𝒃) − 𝜽∗ )𝟐
𝒃 𝟏
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The estimated signal power of 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 , 𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆 , and 𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 is presented in Table
4.2 The best (largest) signal power for each fault pattern is indicated by bold font. Additionally,
the standard errors of estimated signal power with 𝑩 = 𝟐𝟎𝟎 is given in parentheses. It should be
noted that the 𝑼𝑪𝑳 was set to equal the (𝟏 − 𝜶)𝟏𝟎𝟎𝒕𝒉 percentile of the 𝑻𝟐 statistic’s empirical
distribution, where 𝜶 (Type I error rate) was 0.01.
Table 4.2. Average signal power (standard error)
Fault Pattern
1
2
3
4
5

𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆
0.0833 (0.0274)
0.1152 (0.0317)
0.1997 (0.0398)
0.2205 (0.0423)
0.1244 (0.0344)

𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
0.3329 (0.0486)
0.2929 (0.0478)
0.3740 (0.0491)
0.3951 (0.0497)
0.5009 (0.0515)

𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
0.3104 (0.0468)
0.2198 (0.0433)
0.2095 (0.0411)
0.1366 (0.0349)
0.1989 (0.0398)

The most important observation from the results shown in above table is that 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 has
superior performance, across all fault patterns, compared to the two benchmark modeling
approaches. This demonstrates the benefits of incorporating point clouds as a second source of
data during feature extraction-based modeling. Due to spatial cross correlation between images
and point clouds, the training model based on both datasets captures more variation. Therefore,
the ability to detect a change/shift in out-of-control images increases. Another interesting
observation is that the 𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 approach has a comparable performance with the 𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆
approach. Although 𝑽𝑷𝑪𝑨 approach tends to ignore spatial information of each layer of tensor
data due to unfolding tensor (point cloud) into a vector, the additional information provided by
including point clouds during model development boosts its performance.

4.5.2

Stage B

In this section, the performance of the diagnostic tool (developed in Section 4.3.1) under the
proposed framework is investigated. For this investigation, the entire case study dataset, including
in-control and out-of-control observations, were used. Specifically, 34% of healthy and faulty
observations were used for training and the remaining were used for testing. It worth noting that
equal number of parts were selected from each fault patterns for both testing and training models.
According to Task 2 in Stage B, the classifiers (vector of 𝝁𝒕𝒓𝒂𝒊𝒏 and 𝝁𝒔𝒊𝒈𝒏𝒂𝒍 ) were extracted from
training and testing tensors, respectively. A random forest classification model (a decision treebased learning model) was used for classification. A random forest classifier was developed with
57

bootstrap aggregating sampling to build multiple decision trees from training data and predict the
labels of testing data. The accuracies and F-scores from the proposed method and two benchmark
methods for each fault pattern are presented in Table 4.3 and Table 4.4 respectively.
Table 4.3. Accuracy (%) per label
Fault Pattern
1
2
3
4
5

𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆
80.0211
87.0157
81.2360
84.0468
88.3246

𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
96.3750
95.3875
90.2313
93.7501
96.3125

𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
91.4000
94.4002
82.1188
89.4125
92.3688

Table 4.4. F-score per label
Fault Pattern
1
2
3
4
5

𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
0.9796
0.9548
0.8451
0.9637
0.9320

𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆
0.6667
0.7045
0.6722
0.6885
0.7097

𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
0.8733
0.8895
0.7897
0.8622
0.7534

The most important observation from the results in Table 4.3 and Table 4.4 is that 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
outperformed the two benchmark approaches for all fault patterns identified in the case study. This
superiority is consistent with the results from Stage A. The second most interesting observation is
that 𝑽𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅 appears to be significantly better than 𝑴𝑷𝑪𝑨𝑰𝒎𝒂𝒈𝒆 . In summary, using the fused
datasets in a diagnostic stage improves the accuracy of fault detection in comparison to using only
one dataset. The superiority of the proposed approach is caused by the existence of strong spatial
correlation between digital images and point clouds. In fact, the training model in 𝑴𝑷𝑪𝑨𝑭𝒖𝒔𝒆𝒅
benefits from these cross correlation as an extra information which resulted in model with higher
rate of accuracy compare to other benchmark methods.

4.6

Conclusion

The simultaneous use of different advanced measurement systems can provide multiple
heterogenous HD datasets that contain distinct (but correlated) information. In such scenarios, the
full benefit of these multiple datasets cannot be achieved when they are considered individually.
In this dissertation, digital images (obtained from digital cameras) and point clouds (obtained from
optical scanners) were considered as two common types of HD data used for surface monitoring.
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While several QC tools have been proposed specifically for these HD datasets, the ability to use
both datasets for on-line monitoring is limited by their differences in cost and/or usability.
To address this issue, this dissertation introduced a hybrid off-line/on-line framework for using
fused datasets that include both digital images (obtained from low-cost high-usability
measurement systems) and point clouds (high-cost low-usability measurement systems). The heart
of this proposed framework is that both digital images and point clouds are used for off-line model
development. Since the point clouds are high-cost and low-usability, during on-line monitoring
only digital images are used to evaluate the developed model. The off-line models were developed
using multilinear principal component analysis (MPCA) to extract features from fused digital
image and point cloud datasets. The performance of proposed framework for a control charting
scheme and a diagnostic tool were compared with other traditional methods as benchmarks for
their abilities to detect and diagnose surface faults, respectively.
The results of these comparisons showed the superiority of the off-line/on-line hybrid approach
over competing approaches for detecting and diagnosis a variety of defective surfaces. While most
point cloud applications are limited to laboratory-based inspections or off-line monitoring, this
research showed that point clouds can be useful for on-line monitoring without adding additional
costs.
For future research, the off-line/on-line hybrid framework proposed in this work can be
extended beyond HD data. It can be used for any multivariate dataset where a subset of variables
incurs a significantly higher on-line measurement cost than others. The two key research questions
that needs to be addressed in this future research are I) What types of correlations between
inexpensive and expensive variables benefit the most from the hybrid framework? and II) What
are the best data fusion methods, with respect to these correlations, to use to optimize the
framework’s effectiveness?
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5
5.1

A Comparative Control Chart Study for Detecting Shift Types in Spatial Data
Introduction

With the growing adoption of Industry 4.0 and its related technologies, manufacturers are relying
more on the use of in-line advanced measurement devices for 100% inspection. As a result, a
manufactured part’s surface integrity is more frequently being assessed using advanced metrology
devices, such as 3D laser scanners, digital cameras, computed tomography scanning (CTscanning), and scanning electron microscopes (SEM). The benefits of using these technologies is
that they can collect large volumes of High Density (HD) data, in a short period of time, depicting
the continuous geometry of a measured part. In addition, these datasets contain correlations
between spatially proximal measurements which provides enhanced modeling capabilities. For QC
systems to take full advantage of the modeling capabilities available through HD data, requires
new approaches for extracting useful information for decision making.
In response to this need, the Statistical Process Control (SPC) research community has
contributed an extensive number of control charting approaches designed to detect specific shift
types in HD data. In these research works the performance of proposed control charts are typically
assessed with respect to shift type(s) a control chart was designed to detect. In addition, to develop
more robust and applicable control charts, researchers often evaluate a control chart’s
performances across a variety of additional shift types. In traditional univariate/multivariate
control charting research, given the relatively simplistic nature of the data, the amount of shift
types that a control chart can be assessed for is limited. Primarily, these shift types include mean,
variance, and/or covariance shifts in the statistic being monitored. When analyzing the
performance of control charts for HD data, researchers have adopted the same shift types seen in
traditional univariate/multivariate datasets.
The complex nature of HD data allots for a larger variety of shift types beyond mean, variance,
and spatial correlation (spatial covariance) shifts that can be considered. Moreover, these shifts in
HD data could be considered as shift classes rather than just shift types. Examples of these shift
classes are as follows:
Mean shifts: Several types of means shift can exist in HD data. A mean shift could be uniform,
where the shift’s magnitude is constant across the shifted region. A shift in the mean could also be
nonuniform, where the magnitude of a shift is a function of the location within the shifted region.

65

Variance shifts: Variance shifts in HD data can occur in several forms. For instance, the
variance of the dataset (variance of random error) could shift in an isotropic fashion, where the
shift is equal in all direction. Conversely, the dataset could experience an anisotropic variance
shift, where the shift is directionally variant.
Spatial Correlation shifts: Shifts in the correlation behavior can result from changes in the
underlying process or its parameters. Similar to variance shifts, these shifts can be either isotropic
(equal in all direction) or anisotropic (directionally variant). In addition, these shifts can be
stationary, where the shift is invariant to location. Alternatively, these shifts can be nonstationary
and are a function of spatial location.
In addition to their own unique characteristics, shifts from these three classes can either be
local or global. A local shift only occurs in a region of the HD data space, whereas a global shift
affects the entire HD dataset. While the QC literature for HD data consists of several proposed
control charting approaches, their performances have only been explored for a small number of
shift types.
Table 5.1 presents a wide variety of proposed control charting approaches for HD data. Here
solid circles indicate shift types the control charting approaches were designed to detect. Hollow
and solid circles indicate types of shifts the control charting approaches were assessed against,
through either simulations or case studies. More details regarding the published works presented
in Table 5.1 is provided in the literature review in Sections 5.2 and 5.3.
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Table 5.1. Shift types considered by previous control charting approaches for HD data,
where ● indicates the charting approach was designed for that shift type and ●/○ indicates the charting
approach was analyzed against that shift type.
Shift Types Considered
Mean
Paper
Uniform

Variance
Non-

uniform

Correlation

Isotropic Anisotropic

Isotropic

Stationary Stationary

Rogerson (2004)

●

Megahed (2012)

●

Grimshaw (2013)

●

Lin (2015)

●

Wang (2014)

●

●

Colosimo (2014)

●

●

●

●

Zhang (2016)

●

●

Motasemi (2017)

●

●

Yan (2017)

●

●

Liu (2018)

●

●

●

Bui (2018a)

●
●

○

Noorossana
(2015)

Bui (2018b)

Anisotropic

Isotropic
Nonstatio
nary

Anisotropic
Nonstationary

○

○

●

○
●

○

The authors acknowledge that the shift types described earlier may be incomplete and do not
consider all the nuances of shifts in HD data. However, the information in Table 5.1 is sufficient
to demonstrate that current research efforts do not consider all the possible shift types that can
occur in HD data. Furthermore, the shifts that have been considered are primarily limited to simple
extensions of the basic shift types from univariate/multivariate control charting research. This
conclusion is non-trivial as many of these unexplored/unconsidered shift types can and do exist in
real-world HD datasets. Examples of real-world surface defects (shifts) that occur in machining
processes are illustrated in Figure 5.1.
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(a)

(b)

(d)

(c)

(e)

Figure 5.1. SEM images of surface defects on a machined part
a) metal debris (Ulutan and Ozel, 2011), b) feed marks (Yang and Liu, 2015), c) uneven rough surface
(Afazov et al., 2012), d) broaching marks (Chen et al., 2016), and e) tearing surface (Yang and Liu, 2015)

In terms of SPC, the five defects presented in Figure 5.1 would be shifts in HD data from an
in-control process, such as a stationary isotropic process. Each of these shifts shown could be
represented by a specific shift type identified in Table 5.1, which are described as follows.
Defect A: This defect occurs due to microchip debris that result from abrupt changes in cutting
speeds during a turning process. This defect closely resembles a localized nonuniform shift in the
mean.
Defect B: This defect occurs due to vibrations in a milling process resulting in feed marks on
the surface. This defect closely resembles a global anisotropic stationary correlation shift.
Defect C: This defect occurs due to chattering during a micro-milling process resulting in an
uneven rough surface. This defect closely resembles a global isotropic nonstationary correlation
shift.
Defect D: This defect occurs due to broaching marks parallel to the cutting direction during a
broaching process. This defect closely resembles a global isotropic stationary correlation shift.
Defect E: This defect occurs due to high cutting feed rates in a milling process and results in
surface tearing. This defect closely resembles a local anisotropic stationary correlation shift.
From the defect examples presented in Figure 5.1, it is clear that shift types have yet to be
considered in the control charting literature for HD data are not purely theoretical and have
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practical significance. This observation suggests that research is needed to 1) develop control
charting approaches specifically aimed at detecting unconsidered shift types and 2) understand the
robustness of current control charting techniques to detect unconsidered shift types. This
dissertation focuses on the latter of these two research needs. Specifically, the goal of this study is
to assess, through simulation, the performance of existing control charting approach to detect a
variety of previously unconsidered shift types.
To accomplish the aforementioned goal, this dissertation explores the performance of different
control charting techniques for HD data. In the SPC literature, existing control charting techniques
designed specifically for HD data can be categorized, according to the underlying modeling
technique, into three main classes: (𝒊) multilinear algebra, (𝒊𝒊) spatial statistics, and (𝒊𝒊𝒊) spatial
scan statistics. Multilinear algebra-based approaches focus on developing regression models that
define the quality of product/process as a functional relationship between a response variable and
explanatory variable(s), such as multiple and polynomial regression, non-linear regression, and
mixed models. Spatial scan statistics approaches are essentially clustering techniques to identify
spatial regions that behave statistically different from neighboring regions in space and/or time.
Spatial statistic approaches are concerned with spatial data structures that account for the spatial
correlation between neighboring data points for modeling and subsequently monitoring HD data.
For this dissertation, only the latter two approaches will be explored. Moreover, the data
simulated in this dissertation comes from a zero-mean Gaussian Process (GP) that only consists of
spatially correlated noise, multilinear algebra approaches would not be appropriate. The most
commonly used multilinear algebra approaches, such as principal component analysis, require
structured data with no missing values, which limits their applicability with respect to real-world
HD data.
In this dissertation, a performance study for five representative approaches within the spatial
statistics and spatial scan statistics classes is conducted by simulating manufacturing part surfaces
with a wide range of shift types. Not only will this study serve the dissertation’s primary goal but
will also provide a comparison between spatial statistics and spatial scan statistics control chart
approaches. According to an extensive literature review, the authors do not believe such a
comparative study exists. Since a comparison of this nature has not been performed for one
common dataset, it could challenge perceptions (within the research community) regarding the
benefits and drawbacks of these approaches. For example, given that the datasets analyzed in this
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dissertation are spatially correlated, it would most likely be assumed that spatial statistics
approaches would generally outperform spatial scan statistics approaches; however, this
assumption may be invalid.
The remainder of this chapter is organized as follows. In Sections 5.2 and 5.3, control charting
approaches based on spatial scan statistics and spatial statistics are presented, respectively. The
Phase I and II of SPC simulation details is presented in Sections 5.4 and 5.5, respectively. The
results from the simulation study are discussed in Section 5.6 while Section 5.7 draws the chapter
to its conclusions.
5.2

Spatial Scan Statistics Driven Control Charting Approaches

Spatial scan statistic driven control charting approaches were initially proposed for modeling and
monitoring discrete point processes, specifically in public-health surveillance applications. Further
research has extended these approaches to processes with continuous data, which made spatial
scan statistics methods applicable for new industrial applications such as image-based and spatial
point cloud monitoring (the focus of this work). The following sub-sections present first a brief
review of the literature on related control charting approaches. Then, a detailed discussion is
provided on two specific approaches chosen from the literature to be representative of the spatial
scan statistics class, which are included in this dissertation’s simulation study.
5.2.1

Literature Review

In public-health surveillance applications, spatial scan statistics were created to detect hotspots or
local clusters in point pattern processes. In these approaches, a scan window (often circular) moves
over a map of a specific area being studied, looking for a location where the window contains an
unexpectedly high number of event occurrences. Such a change in the distribution of an event is
defined as an out-of-control shift, which can be monitored by the likelihood ratio 𝑳𝑹 = 𝑳(𝒛)/𝑳𝟎 .
𝑳(𝒛) is the maximum likelihood obtained from the data within a scan window (𝒛) and 𝑳𝟎 is the
likelihood of the underlying (in-control) distribution (Kulldorff, 1997).
Most spatial health-surveillance approaches have been expanded to spatiotemporal approaches
that also search for clusters across time. By doing so, the circular windows are transformed into a
cylindrical window whose length corresponds to the time dimension (Kulldorff et al., 2005). More
recent developments and evaluations of health-surveillance related approaches can be found in
Unkel et al. (2012); Tsui et al. (2011); Woodall et al. (2007); Haung et al. (2015); Ramis et al.
(2015); Elhabashy et al . (2020); and Oliveira et al. (2018).
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It should be noted that most spatiotemporal scan statistic approaches assume that observations
are independent, hence they cannot accurately capture complicated spatial correlation structures
(Tsui et al., 2011; Jiang et al., 2011). To relax the independence assumption, Jiang et al. (2011)
proposed a LR-based approach for clustering that considers correlations among spatial regions. In
particular, they proposed a MCUSUM method that uses regression-adjusted clusters for
spatiotemporal surveillance in the presence of spatial correlation. More recently, Lin and Chen
(2015) proposed the Spatial Exponentially Weighted Moving Average (Spatial-EWMA) control
chart to detect and locate the centers of shifted areas. The weight of each observation was designed
to exponentially decay when moving away (in both time and space) from a potential shift center.
Megahed et al. (2012) extended the use of spatiotemporal scan statistics approaches to
industrial applications by developing a control chart to monitor a Generalized Likelihood Ratio
(GLR) statistic calculated over possibly overlapping Regions of Interest (ROIs). Recently, Bui and
Apley (2018a) proposed two spatial scan statistics (Anderson-Darling and Box-Pierce) using fitted
residuals for monitoring and diagnosing local texture shifts. They extended their research to detect
global shifts by using a supervised learning method for the joint distribution of in-control textures
and monitoring shifts with GLR control charts (Bui and Apley, 2018b).
5.2.2

Representative Approaches

In this work, the spatiotemporal control chart developed by Megahed et al. (2012) and the spatialEWMA approach proposed by Lin and Chen (2015), identified from the literature, will be adopted
for this dissertation’s case study and are discussed in the following sections. It must be mentioned
that the literature review consists of spatiotemporal (time-dependent) and spatial (timeindependent) control chart classes. When choosing the representative approaches for this
dissertation, no preference was given to either one of these two classes. Since a specific production
scenario is not being considered, the focus was not to select the most applicable methods but was
rather to select approaches that well representative spatial scan statistics driven control charts. The
performance of all the methods considered in this dissertation are simulated and analyzed for
sustained shifts, which are discussed later in Section 5.6. To avoid bias towards time-dependent
charts, performances of these methods to detect transient shifts are provided in Appendix A.
Generalized likelihood ratio (GLR) approach
Megahed et al. (2012) demonstrated how spatiotemporal scan-statistic based methods, used in
public health surveillance, can be used to monitor manufactured part quality by developing a
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Generalized Likelihood Ratio (GLR) control chart for industrial image data. In particular, they
focused on a monitoring problem where uniformity exists within an image or where the nominal
image has a specific pattern, and out-of-control deviations from this pattern or uniformity need to
be detected and diagnosed (i.e., shift location, size, and change-point are estimated).
In Megahed’s proposed approach, as a starting step, collected gray-scale images are
standardized by subtracting a nominal image. This subtraction allows for the resulting image to be
less dependent on the nominal image and removes the global trend from the data. The grayscale
intensity values are considered as a measured response at each location (pixel) within the image.
Accordingly, a process shift can be defined as a change in intensity of any pixel or group of pixels
from the underlying in-control distribution of these pixels’ intensities. The de-trended image can
be apportioned into pre-determined rectangular regions (possibly overlapping), referred to as
Regions of Interest (ROIs). Let’s assume an image 𝑰 consists of an 𝒍 × 𝒘 array of pixels, where
each pixel has an intensity 𝑿(𝒊,𝒋) , and can be partitioned into 𝒏 distinct ROIs. Figure 5.2 illustrates
a 𝟒 × 𝟒 pixel image on the left followed by four examples of different ROIs with size 𝑹𝒔 =
𝟖, 𝟖, 𝟏𝟐, 𝟏𝟔; from left to right.

••••
••••
••••
••••

••••••••
••••
••••
••••
••••
•••• ••••

••••••••
••••
••••
••••
••••
•••• ••••

Figure 5.2. Nominal image and ROIs with different sizes

Following the data structure in Figure 5.2, the intensities of the pixels inside the 𝒌𝒕𝒉 ROI are
assumed to be independent and identically distributed observations following the
distribution 𝑵 𝝁𝟎,𝒌 , 𝝈𝟐𝒌 . Consider a shift that completely encompasses the 𝒌𝒕𝒉 ROI, but not the
entire image, and happens directly after image 𝝉. For this shift, the pixels within the 𝒌𝒕𝒉 ROI
experience a shift from the in-control mean 𝝁𝟎,𝒌 to an unknown value 𝝁𝟏,𝒌 , resulting in an image
with a mixture of in-control and out-of-control pixels (and ROIs). As proposed by Megahed et al.
(2012), the maximum log likelihood ratio statistic for this shift at the current image (𝒔) can be
defined as follows:
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𝒏𝒌 (𝒔 − 𝝉)
(𝝁𝟏,𝝉,𝒔 (𝒌) − 𝝁𝟎,𝒌 )𝟐
𝟐
𝒔,𝒌
𝟐𝝈𝒌

𝑹𝒔 = 𝐦𝐚𝐱
𝟎 𝝉

where 𝝁𝟏,𝝉,𝒔 (𝒌) = (𝒔 − 𝝉)

𝟏 ∑𝒔
𝒊 𝝉 𝟏 𝑿(𝒊) (𝒌)

(5.1)

and 𝑿 (𝒌) is the estimated out-of-control mean for

the 𝒌𝒕𝒉 ROI. It should be noted that, to reduce computational costs, the authors only considered
the effects of the previous 𝒎 images. In other words, the maximum log likelihood ratio is only
taken over the past 𝒎 images. Ultimately, a control chart is designed to monitor 𝑹𝒔 to detect a
shift (local or global) in the mean of the image’s pixel intensities.

Spatial-EWMA approach
Lin and Chen (2015) proposed a scan statistic approach that assumes nearby observations tend to
have similar behavior, so a greater weight will be assigned to observations closer to a reference
point in both time and space. In their approach, a cylindrical shaped scan window moves across
space to detect a local shift in the process mean. The radius (𝒓) and length (𝒕) of the cylinder
represent the spatial and temporal weights that are applied to all the observations within the
cylinder. Let’s assume a random variable, 𝑿, is distributed on a regular lattice. First, each
observation of 𝑿 will be weighted temporally as 𝑬(𝒊,𝒋) (𝒕) = (𝟏 − 𝒘)𝑬(𝒊,𝒋) (𝒕 − 𝟏) + 𝒘(𝑿(𝒊,𝒋) (𝒕) −
𝝁𝟎 ) where 𝒘 is the temporal smoothing parameter and 𝝁𝟎 is the mean of 𝑿. Second, for each scan
window centered at (𝒊, 𝒋), the average of 𝑬(𝒊∗ ,𝒋∗ ) (𝒕) {𝒊 ≠ 𝒊∗ 𝐚𝐧𝐝 𝒋 ≠ 𝒋∗ } for all observations located
within a distance, 𝒅, from (𝒊, 𝒋), denoted as 𝑬(𝒊,𝒋) 𝒅(𝒕) is obtained. Finally, the moving cylinder is
weighted on the spatial axis as:
𝑺(𝒊,𝒋) (𝒕) =
𝒅 𝒓

(𝟏 − 𝝀)𝒅
𝑬 𝒅(𝒕)
∑𝒅 𝒓(𝟏 − 𝝀)𝒅 (𝒊,𝒋)

(5.2)

where 𝝀 is spatial smoothing parameter and 𝟎 < 𝝀 ≤ 𝟏. Hence, the weighted spatiotemporal scan
statistic is calculated as follows:
𝑺𝒕𝒂𝒕(𝒕) = 𝐦𝐚𝐱
𝒊,𝒋

𝑺(𝒊,𝒋) (𝒕)
𝑽𝒂𝒓(𝑺(𝒊,𝒋) (𝒕))

(5.3)

This EWMA-based control chart will produce an out-of-control signal if the statistic exceeds a
pre-defined threshold.
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5.3

Spatial Statistics Driven Control Charting Approaches

Spatial statistics was first introduced in the geosciences for mining applications and offers a long
and rich body of literature, which expands across numerous fields including environmental
sciences, public health, and real estate. An important aspect of spatial statistics is that different
spatial data structures required specific modeling approaches. Specifically, spatial data structures
can be categorized as either; 1) Point-referenced data, 2) Areal data, and 3) Point-pattern data
(Cressie, 1993).
Point-referenced or Geostatistical data is observed at a finite number of point locations (𝒔)
and the realization of the process is denoted as {𝒁(𝒔), ∈ 𝑫} , 𝑫 ⊆ 𝑹𝒓 where 𝑫 is the domain. Areal
data are observed over an index set 𝑫 that is a definable and countable collection of spatial sites
called a Lattice. Lastly, for point-pattern data, the spatial domain (𝑫) is itself random, so the
elements of the index set 𝑫 are locations of random events. Moreover, for point-pattern data, 𝒁(𝒔)
is often considered to be binary for all 𝒔 ∈ 𝑫 (e.g., 𝒁(𝒔) = 𝟏 indicates occurrence of an event at
𝒔). Point-pattern databased methods are typically utilized in analyzing/modeling random clustering
behaviors. For example, point-pattern based control charts have been proposed to monitor the
spatial distribution of defects/particles in microstructure photographs (Wang et al., 2006; Huang
et al., 2017).
In this dissertation, the focus is on detecting surface defects, from HD metrology data, which
can be either localized or global shifts from the nominal measurements of the surface being
monitored. Additionally, it should be noted that HD metrology data can be typically viewed as
either point-referenced or areal data depending on the density of the data. Therefore, only pointreferenced and areal model driven control charting approaches are considered in the dissertation,
which are discussed in the following two sub-sections.
Two following two sub-sections are organized as follows. First, the general modeling
framework for each data type is reviewed. Second, a brief review of the literature on related control
charting approaches is presented. Finally, a detailed discussion is provided on specific approaches
chosen from the literature to be representative of point-referenced and areal data driven control
charting, which are included in this dissertation’s simulation study.
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5.3.1

Point-Reference Data Models Driven Approaches

For point-referenced data, the most commonly used modeling approach is to assume a multivariate
Gaussian distribution for the data. Suppose we are given observations 𝒀 ≡ {𝒀(𝒔𝒊 )} at known
locations 𝒔𝒊 , where 𝒊 = 𝟏, 𝟐, … , 𝒏. It can then be assumed that
(5.4)

𝒀(𝒔) = 𝝁(𝒔) + 𝒁(𝒔) + 𝜺(𝒔)

where 𝝁(𝒔) represents the mean structure (global behavior) over 𝑫, 𝒁(𝒔)~𝑵𝒏 (𝟎 , ∑(𝜽)) is a
continuous spatial random process (local behavior) where ∑(𝜽)𝒊𝒊 gives the covariance between
𝒀(𝒔𝒊 ) and 𝒀(𝒔𝒊 ) for 𝒊 ≠ 𝒊 with parameter vector 𝜽, and 𝜺(𝒔)~𝑵𝒏 (𝟎 , 𝝈𝟐 ) is the uncorrelated pure
random error.
To use the described structure (Eq. (5.4)) in modeling observations of physical phenomena, a
question arises regarding the appropriate mechanism to generate 𝒀. More specifically, the data
generating process depends on the underlying system physics, and can therefore vary within a
system (e.g., varies across difference variables) and/or between systems. This mechanism can be
inferred by properly identifying the mean and covariance functions; 𝝁(𝒔) and ∑(𝜽), respectively.
Depending on the studied variables, the mean functions 𝝁(𝒔) can be modeled as either a constant
value across the entire region under study 𝑫, a function of the spatial locations 𝒔𝒊 , or a function of
other features at locations 𝒔𝒊 that are relevant for explaining 𝒀(𝒔). Examples of mean modeling
methods used in the literature include wavelets (Koosha et al., 2017) and Fourier series (Colosimo
et al., 2014). As for the identification of the covariance function ∑(𝜽), if the correlation between
𝒀(𝒔𝒊 ) and 𝒀(𝒔𝒊 ) depends only on the separation distance 𝒅𝒊𝒊 (i.e., is independent of the direction
and location), the process is isometric and stationary over the region 𝑫. The autocorrelation of a
stochastic process can be determined with a variogram (𝜸) which shows the dissimilarities
between points as a function of their separation distance 𝒅𝒊𝒊 . The empirical variogram of 𝒀 can be
calculated as
𝜸(𝒅) =

𝟏
𝟐|𝑵(𝒅)|

𝒀(𝒔𝒊 ) − 𝒀(𝒔𝒊 )

𝟐

(5.5)

𝑵(𝒅)

where 𝑵(𝒅) is the number of pairs of points that are separated by lag 𝒅. Typically, different
parametric covariance functions (e.g., Gaussian, wave, and Matern) are investigated and one is
nominated as the best model to fit the empirical variogram, which ultimately results in estimating
the parameters of ∑(𝜽).
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Recently, the Gaussian Process (GP) model given in Eq. (5.4) has been used in in different control
charts to monitor manufactured product geometries. Grimshaw et al. (2013) proposed a control
chart to detect a shift in the process mean when the spatial correlation structure of the data is
modeled by a parametric covariance function. Moreover, they also proposed a spatial multivariate
EWMA chart for detecting small shifts. Wang et al. (2014), proposed a GP-based control charting
technique for monitoring 2D geometrical profiles. Plumlee et al. (2013) used a parametric model
for representing engineered surfaces where the mean structure was modeled through B-spline
functions and spatially correlated stochastic errors with a GP. Zhang et al. (2014) implemented
Gaussian processes for modeling the correlation within profile data in a linear profile monitoring
control chart. While these approaches were developed to monitor 2D geometrical profiles,
Colosimo et al. (2014) proposed a new control charting technique to move from 2D profile
monitoring to 3D surface monitoring. In their work, they proposed a GP-based monitoring
approach and compared its performance to other approaches in monitoring surfaces obtained from
turned cylindrical parts. Outside of SPC (but still within QC), Kontar, Zhou and Horst (2017) used
a Gaussian process to model key performance indicators (KPIs) of manufacturing systems for a
multiclass production operation.
Two approaches inspired from this literature review were selected to be studied in this
dissertation. More specifically, the SPC approaches developed by Grimshaw et al. (2013) and
Wang et al. (2014) approaches will be described in further details.
Spatial mean approach
Grimshaw et al. (2013) proposed a control chart for detecting a shift in the process mean. They
assumed that 𝒑 observed measurements at locations 𝒔 follow a stationary Gaussian process denoted
{𝒁(𝒔), 𝒔 ∈ 𝑫} where 𝝁𝟎 = 𝑬[𝒁(𝒔)]. The parameters 𝜽 of the spatial correlation function 𝚺, of
process 𝒁(𝒔), are estimated from a parametric covariance function (exponential). The spatial data
are assembled into a vector of size 𝒑 and a Hotelling 𝑻𝟐 statistic is constructed as Eq. (5.6) to
detect mean shifts in the process. In this approach, instead of using the estimated covariance for
each sample, the estimation of the in-control process covariance (𝜽𝟎 ) is used to create the 𝑻𝟐
statistic,
𝑻𝟐 = 𝒏(𝒁 − 𝝁𝟎 ) 𝚺(𝜽𝟎 ) 𝟏 (𝒁 − 𝝁𝟎 )

76

(5.6)

where 𝒏 is the sample size and 𝒁 is the sample mean. The multivariate control chart signals outof-control when 𝑻𝟐 exceeds a predetermined threshold that results in a desired in-control ARL
(𝑨𝑹𝑳𝟎 ).

Spatial-structure approach
Wang et al. (2014) proposed a Gaussian spatial-structure based control charting technique. Their
approach consisted of a three-component parametric model to represent the global behavior, local
behavior, and independent error of the response variables as a function of spatial locations. The
realization of a process at location 𝒊 is presented as 𝒀𝒊 = 𝒇(𝒙𝒊 , 𝜷) + 𝒁𝒊 + 𝜺𝒊 where 𝒇 represents
the global trend and is a function of explanatory variables 𝒙. Additionally, 𝒁 and 𝜺 are zero mean
processes with spatial correlated error and independent error, respectively. Also, the process is
assumed to be stationary, 𝒄𝒐𝒗(𝒁) = 𝝈𝟐𝜹 𝑹(𝜽), where 𝑹 is a correlation function. In their case
study, a first order polynomial was appropriate for modeling the mean function. Therefore, the
mean and covariance of process 𝒀 for locations 𝒊 = 𝟏, … , 𝒏 in (𝒖, 𝒗) coordinates can be written as
𝑬[𝒀] = 𝑬[𝒇(𝒙𝒊 , 𝜷)] = 𝝁 + 𝒖𝜷𝟏 + 𝜷𝟐 𝒗
𝒄𝒐𝒗(𝒀) = 𝒄𝒐𝒗(𝒁 + 𝜺) =

𝝈𝟐𝜹 𝑹(𝜽)

+

(5.7)

𝝈𝟐𝜺 𝑰𝒏×𝒏

The resulting parameters, estimated via a maximum likelihood approach, being monitored are
𝝃 = (𝝃𝟏 , 𝝃𝟐 )′, 𝝃𝟏 = ( 𝝁, 𝜷𝟏 , 𝜷𝟐 )′, 𝝃𝟐 = (𝝈𝟐𝜹 , 𝝈𝟐𝜺 , 𝜽)′, which originate from the joint distribution of
𝟏
𝒀~𝑵 𝑩𝝃𝟏 , 𝚺(𝝃𝟐 ) , where 𝑩 = ⋮
𝟏

𝒖𝟏
⋮
𝒖𝒏

𝒗𝟏
⋮ . Two simultaneous Hotelling 𝑻𝟐 control charts
𝒗𝒏

were generated for monitoring 𝝃𝟏 and 𝝃𝟐 by using Fisher information matrix which has been
proven to be an appropriate replacement for the covariance of 𝝃 for large data (Mardia and
Marshall, 1984). If either of these control charts exceed their specific upper control limits, an outof-control signal is produced.
5.3.2

Areal Data Models

For areal data, observations at locations on a lattice (regular or irregular) can be modeled by the
information obtained for each spatial site and its neighboring sites. A popular approach for areal
data is to use a Spatial Autoregressive model (SAR), which is based on how data at neighboring
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locations are related with each other, simultaneously. The realization of the SAR model for a
spatial process 𝒀 observed at location (𝒔) can be modeled as
𝒏

𝒀(𝒔) = 𝝁 +

(5.8)

𝒃𝒊𝒋 𝒀 𝒔𝒋 − 𝝁𝒋 + 𝜺
𝒋 𝟏

where 𝒃𝒊𝒋 is a weight for points 𝒔𝒊 and 𝒔𝒋 based on an adjacency matrix and 𝜺~𝑵(𝟎, 𝚲). The
microscale behavior of a process in a SAR model is represented by matrix 𝑩 = 𝒃𝒊𝒋 and it can be
defined by the neighborhood weighting matrix 𝑾 = 𝒘𝒊𝒋 , where
𝟏
𝒘𝒊𝒋 = 𝟎
𝟎

𝑰𝒇 𝒔𝒊 𝒊𝒔 𝒏𝒆𝒊𝒈𝒉𝒃𝒐𝒐𝒓 𝒘𝒊𝒕𝒉 𝒔𝒋
𝑰𝒇 𝒊 = 𝒋
𝑶𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

One common method to define 𝑾 is based on rook-based contiguity, where two spatial
locations are considered as neighbors when they share common a border. Another common method
is called queen-based contiguity, when two spatial locations are neighbors when they share either
a common border or vertex. Figure 5.3 illustrates the rook-based and queen-based adjacency
matrix based on second-order neighborhood systems.

(a)

(b)

Figure 5.3. (a) Second-order rook-based contiguity (b) Second-order queen-based contiguity

Another approach for modeling areal data is to consider the data having Conditionally
Autoregressive (CAR) behavior. The SAR model is computationally convenient for use with
likelihood methods; while the CAR model is computationally convenient for Gibbs sampling used
in conjunction with Bayesian model fitting and Markov Chain Monte Carlo (MCMC) simulation
(Banerjee, 2014). Given that the SAR model is more commonly used in related literature, only
SAR-based approaches are considered in the dissertation.
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In the past several years, SAR models have been used for modeling and/or monitoring product
geometries features, especially roundness and cylindricity. Colosimo et al. (2010) used spatial
autoregressive regression (SARX) in which Fourier series basis functions and SAR models for
random errors were combined to model the global and local behaviors of turned part profiles (e.g.,
roundness), respectively. Colosimo et al. (2014) extended the use of SARX model from monitoring
2D roundness profiles to monitoring 3D geometrical features such as cylindricity of turned parts.
In doing so, they used Fourier series and Chebyshev polynomial basis functions for monitoring
the global behavior of cylindrical surfaces. To effectively monitor and diagnose flatness errors of
2D profiles, Noorossana and Nikoo (2015) discussed that using approaches, such as the one
proposed by Colosimo et al. (2010), can exhibit good performances in detecting process shifts.
However, once a signal occurs, such approaches would be unable to determine whether the shift
was due to changes in large or small-scale behavior. Hence, they proposed a new method based on
combining an omnibus control chart dedicated to monitoring for local behavior and shifts in
variance errors with a multivariate control chart using regression model parameters for monitoring
global behavior of the profile data.
Spatial autoregressive approach
Anselin (2013) proposed various models and methods for spatial econometrics with areal data.
Amongst these models, the Spatial autoregressive (SAR) model was selected in this dissertation,
as it was the most appropriate with respect to the simulation study. Let’s assume a Gaussian
process denoted as 𝒀 is observed at 𝒏 locations in a regular lattice 𝑫. The general spatial model
can be shown as
𝒀 = 𝝆𝑾𝟏 𝒀 + 𝑿𝜷 + 𝒖
𝒖 = 𝝀𝑾𝟐 𝒖 + 𝜺

(5.9)

𝜺 ~𝑵(𝟎, 𝝈𝟐 𝑰𝒏 )
where 𝑾𝟏 and 𝑾𝟐 are spatial contiguity matrices, 𝑿 represents the explanatory variable, and 𝜷
shows the effect of 𝑿 on 𝒀. The parameters 𝝆 and 𝝀 reflect the spatial correlation in 𝒀 and 𝜺,
respectively; and can be estimated by maximizing the log likelihood function (𝑳) that it is defined
as
𝑳 = 𝑪𝒐𝒏𝒔𝒕𝒂𝒏𝒕 −

𝒏
𝟏
𝐥𝐧(𝝈𝟐 ) + 𝐥𝐧(|𝑨|) + 𝐥𝐧(|𝑩|) − ( 𝟐 )(𝒆 𝑩 𝑩𝒆)
𝟐
𝟐𝝈
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(5.10)

where
𝒆 = (𝑨𝒀 − 𝑿𝜷)
𝑨 = (𝑰𝒏 − 𝝆𝑾𝟏 )
𝑩 = (𝑰𝒏 − 𝝀𝑾𝟐 )

(5.11)

The least-square estimate of coefficient 𝜷 and variance of 𝒀 are calculated as shown in Eq. (5.12).
𝜷 = (𝑿 𝑨 𝑨𝑿) 𝟏 (𝑿 𝑨 𝑨𝑩𝒀)

(𝒆 𝒆)
𝝈𝟐 = ---𝒏

(5.12)

𝒆 = 𝑩𝒀 − 𝑿𝜷

For the 𝒉𝒕𝒉 profile the estimated vector of regressors will be 𝒃𝒉 = 𝜷𝟏𝒉 , ⋯ , 𝜷𝒑𝒉 , 𝝀𝒉 , 𝝆𝒉 and
estimated variance will be 𝑺𝟐𝒉 = 𝝈𝟐𝒉 . A multivariate 𝑻𝟐 control chart and Shewhart chart were
designed for monitoring estimated coefficients 𝒃𝒉 and estimated variance 𝝈𝟐𝒉 , respectively.
More details regarding of SAR model can be found in LeSage and Pace (2009).
5.4

SPC Phase I Simulation

In order to explore the performances of the spatial scan statistics and spatial statistics SPC
approaches (discussed in Sections 5.2 and 5.3) in detecting various types of shifts, their control
charts’ run lengths will be examined. In doing this, numerical simulations will be used due to the
modeling complexities of these approaches and the large volumes of the datasets in the advanced
metrology driven monitoring applications. In this work, simulated in-control surfaces are assumed
to follow a Gaussian Random Field (GRF). This section introduces GRFs and discusses how they
will be simulated and applied to the five SPC approaches explored in this dissertation. It should be
noted, for the purpose of this study, some adjustments were made to each of the SPC methods,
which will be explained in further detail in Section 5.4.2.
5.4.1

Gaussian Random Field

In a probability space, a random field is defined as a stochastic process that is developed on ℝ𝟐 or
ℝ𝟑 and indexed by a spatial variable. According to Abrahamsen (1997), a Gaussian random field
(GRF) is defined as a random field where all the finite observations 𝒛𝒔𝟏 , ⋯ , 𝒛𝒔𝒏 follow a Gaussian
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𝑻

distribution for any choice of 𝒏, such that 𝒁 ≡ 𝒛(𝒔𝟏 ), ⋯ , 𝒛(𝒔𝒏 ) ~ 𝑵 (𝝁, 𝚺), where 𝚺𝒊𝒋 =
𝑪 𝒔𝒊 , 𝒔𝒋 .
Gaussian random fields have been used to model many physical phenomena in geography and
meteorology, such as groundwater contamination and forest precipitation. GRF models can also
be used in image analysis, where each pixel has a location 𝒔𝒊 on ℝ𝟐 (2D grid) and the intensity of
each pixel is 𝒛(𝒔𝒊 ). Let’s assume a Gaussian process 𝒁~𝑵((𝝁, 𝚺(𝛉)), where a realization of 𝒁 can
be decomposed (Cressie, 1993) as follows:
𝒁(𝒔) = 𝝁(𝒔) + 𝑾(𝒔) + 𝜼(𝒔) + 𝜺(𝒔)

(5.13)

where 𝝁(𝒔) is large-scale variation with a deterministic mean structure; 𝑾(𝒔) and 𝜼(𝒔) are zero
mean intrinsically stationary functions that represent the covariance of a process for distances
greater than and less than the resolution of 𝒁(𝒔), respectively; and 𝜺(𝒔) is white noise measurement
error which is independent of 𝑾 and 𝜼.
In this dissertation the one-dimensional GRF, which is known as a Gaussian process (GP), is
used for simulating surfaces. It covers a wide range of spatial correlation structures (e.g.,
exponential, Matern) for modeling real world surfaces, such as those occurring in manufacturing.
Simulating a GP, with mean and covariance structure, is possible through many different
algorithms. Cholesky decomposition is a common method for GP generation that uses the
precision matrix 𝚲 = 𝚺

𝟏

. For a 𝒏 × 𝒏 covariance matrix, the complexity of this method is 𝓞(𝒏𝟑 ).

Therefore, the speed of this method will become slow for large high-resolution images. To
efficiently generate a GP with a large 𝒏, the circulant embedding method is often used as an
alternative to traditional methods (Kroese and Botev, 2013). This method exploits the symmetric
block-Toeplitz structure of the covariance matrix to reduce the computational complexity to
𝓞(𝒏𝐥𝐧(𝟐𝒏

𝟏

𝟐 ) ).

For more details regarding this method and its properties, readers are referred to

Dietrich and Newsam (1997).
5.4.2

SPC Implementation for Simulation

As mentioned earlier, the Gaussian process 𝒁(𝒔) is determined by its mean 𝝁 and
covariance 𝚺. The in-control surfaces for this study were generated from a stationary isotropic GP
with a zero mean and the following covariance function generator 𝚺 = 𝑪𝒐𝒗 𝑺𝒊 , 𝑺𝒋 =
𝐞𝐱𝐩 (−𝒄 𝑺𝒊 − 𝑺𝒋

𝒂

) on a 𝟐𝟓𝟔 × 𝟐𝟓𝟔 uniform grid with 𝒄 = 𝟏𝟎 and 𝒂 = 𝟐 where 𝑺𝒊 − 𝑺𝒋 is
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the Euclidean distance (𝑳𝟐 ). An example of an in-control surface is shown in Figure 5.4. For
estimating parameters needed for the different control chart methods that are explored in this
dissertation, a Phase I historical dataset was obtained by simulating 1,000 random in-control
surfaces. The estimated parameters were used in designing the control charts (i.e., determining
control limits) and later for Phase II monitoring.
All control charts in this dissertation are designed to have an average run length (ARL)
approximately equal to 200 when the process is in control. Using previously identified parameters,
each control chart’s limit(s) were determined from 10,000 Monte Carlo simulations. The specific
parameters chosen for the five methods investigated are discussed below. In addition, as mentioned
earlier, adjustments made to these methods, are also discussed below.

Figure 5.4. An example of in-control surface

Spatial-EWMA approach
In the original approach proposed by Lin and Chen (2015), a circular scan window was used for
spatial-EWMA control charting approach. For this dissertation, considering we have a regular
lattice dataset, a square scan window was chosen instead. The scan window was set to be 𝟑𝟐 × 𝟑𝟐
pixels, which is approximately twice the size as the smallest local shift considered in the Phase II
analysis of Shift Scenario I (Section 5). The Spatial-EWMA’s smoothing parameters impact the
sensitivity of the chart to detect shifts of varying sizes (area covered) and magnitudes. Usually
small smoothing parameter values are recommended to cover a wide range of shifts. The temporal
smoothing parameter 𝒘 = 𝟎. 𝟏 and spatial smoothing parameter 𝝀 = 𝟎. 𝟐 were used in the
simulation study. Additionally, the distance (𝒅) between two observations 𝑿(𝒊,𝒋) = (𝒙𝒊 , 𝒚𝒋 ) and
𝑿(𝒎,𝒏) = (𝒙𝒎 , 𝒚𝒏 ) is defined as the Chebyshev distance (𝑳 ) where 𝒅 = 𝐦𝐚𝐱 |𝒙𝒎 − 𝒙𝒊 |, 𝒚𝒏 −
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𝒚𝒋 . As shown in Figure 5.5, the 𝑳 distance for all eight queen-based adjacent pixels from the
given center point are equal to one.

I

Figure 5.5. Chebyshev L distance illustration

GLR approach
In this study, most of the parameters used are the same as those used in Megahed et al. (2012).
Therefore, for brevity, these parameters will not be discussed in detail. It should be noted, that the
smallest local shift size (area covered) considered in the Phase II analysis of Shift Scenario I
(Section 5) is equal to the initial ROI size (𝟐𝟐 × 𝟐𝟐). This may result in the GLR approach having
an advantage in detecting that specific shift compared to the spatial-EWMA approach where the
scan window size is bigger than that shift. However, the with small initial ROI size, the GLR
approach will be highly sensitive to false alarm. Considering the approaches are set to have equal
in-control performances, any advantage the GLR would have from a small initial ROI is negated.
On the other hand, the spatial-EWMA will have an advantage over the GLR when the center
of ROI is not at same location as the center of local shift. This issue will be further discussed and
addressed later in Section 5.5 (Shift Scenario I discussion).
Spatial mean approach
Grimshaw et al. (2013), proposed a control chart for monitoring the mean of spatial data, which
was referred to as the spatial control chart for mean. In the proposed method, the unknown
variogram parameter vector (𝜽) was estimated by using the restricted maximum likelihood
method. Several other estimation methods can be also used, such as Minimum norm quadratic or
Generalized-least-square fitting. In this study, the weighted-least-square method was used for
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variogram-model fitting since it results in less bias and lower mean-square error estimators
compared to other methods, as demonstrated by Zimmerman (1991).
Spatial-structure approach
In the method proposed by Wang et al. (2014), the variance of estimated parameters was calculated
by the Fisher information matrix method. However, in this dissertation the variances of 𝝃𝟐 were
estimated with successive difference, denoted as 𝑺𝑫 , which was proposed by Sullivan and Woodall
(1996). They showed that 𝑺𝑫 provides an unbiased estimator in Phase I for true covariance. For 𝒎
estimated 𝝃𝟐 (𝒊) from historical Phase I data, 𝑺𝑫 is obtained from Eq. (5.14) :
𝑺𝑫 =

𝑽𝑽
𝟐(𝒎 − 𝟏)

(5.14)

𝒗𝟏
⋮ , and 𝒎 is the number of historical samples.
where 𝒗𝒊 = 𝝃𝟐 (𝒊 + 𝟏) − 𝝃𝟐 (𝒊) , 𝑽 =
𝒗𝒎 𝟏
Spatial Autoregressive Approach
The Shewhart control chart for monitoring the estimated variance 𝝈𝟐𝒉 requires the normality
assumption for monitoring values. To satisfy this assumption, a log transformation was applied to
𝝈𝟐𝒉 . It should be noted that, for estimating the coefficients for the SARX models used in this
dissertation, the Spatial Econometric Toolbox (LeSage and Pace, 2009) developed for MATLAB
was used.
5.5

SPC Phase II Simulation

In a manufacturing process, the final quality of a surface can be affected by various types of process
shifts, as shown in Section 5.1. Since surfaces are simulated through a Gaussian process in this
dissertation, a shift could be characterized by a change in the mean, variance, and/or covariance of
a GP. By considering a stationary isotropic GP as an in-control surface, one possible shift could
be, for example, the result of underlying process shifting to a nonstationary behavior. Another
possible shift could influence the spatial covariance structure in case the process turns to an
anisotropic behavior rather than being isotropic. In essence, the correlation between process
variable measurements of an anisotropic process at two distinct locations depends on both the
separation vector and its direction (angle).
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In this study, five types of surface-related process shifts are considered. Phase II control charts
for all methods were simulated to assess their performances in detecting these shifted surfaces.
Description of these shifts and their simulation procedures are presented in this section.
Shift Scenario I: Local Uniform Mean
Shift Scenario I consists of a shift that only occurs in a small area of the surface, with respect to
the image’s overall size, with a change in the mean surface’s magnitude while the spatial
correlation structure of the surface remains unchanged. The shift was simulated by inducing a blotshaped mean shift to a local area on a surface. To generate random irregular blot-shapes, a closed
form Non-Uniform Rational Basis Spline (NURBS) was used to generate random shifted shapes.
The area covered by this blot-shaped shift was defined as the ratio, 𝒇𝒔 , of the shift’s coverage area
to the overall size of the image. Four different ratios, 𝒇𝒔 = [𝟎. 𝟎𝟓, 𝟎. 𝟎𝟔, 𝟎. 𝟎𝟕, 𝟎. 𝟎𝟖], were used.
The change in magnitude of the mean surface is denoted as 𝒇𝒎 , where four values
(𝒇𝒎 = [𝟏, 𝟐, 𝟑, 𝟒]) were considered. For this simulation study, the location of the shift’s centroid
was randomly chosen and held constant for all shift magnitudes and sizes considered. Figure 5.6
shows an example of two simulated shifted surfaces with [𝒇𝒎 = 𝟑 , 𝒇𝒔 = 𝟎. 𝟎𝟔] (right) and [𝒇𝒎 =
𝟐, 𝒇𝒔 = 𝟎. 𝟎𝟖] (left). For better visualization, the shifts in Figure 5.6 were chosen to be relatively
large compared to other shifts investigated in this dissertation. It should be noted that one of the
five investigated control charting approaches is sensitive to the location of the shift. Specifically,
the GLR approach will benefit when the shift’s centroid is very near or equal to one of the GLR
approaches’ ROI Seed centroids. To avoid any bias, a secondary shift centroid that does not favor
the GLR approach is also considered.
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(b)

Figure 5.6. Shift Scenario I surface (a) f = 2, f = 0.08 and (b) f = 3 , f = 0.06
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Shift Scenario II: Global Anisotropic Stationary Correlation
This shift is a result of an overall change from an isotropic to an anisotropic spatial correlation
structure (i.e., global anisotropy) while maintaining a global mean surface of zero. This change in
spatial correlation occurs when the underlying GP evolves directionally in the space (Cressie,
1993). In this work, geometric anisotropy was chosen to simulate the global anisotropic shift. In
geometric anisotropy, the spatial correlation decay to a specific small value at different distances
across distinct directions in the space while the variance of the process remains constant (Chiles
and Delfiner, 2015). For this study, the correlation structure was simulated to be different in the
45-degree direction compared to the horizontal (90-degree) and vertical (0-degree) directions,
while the smoothness of the correlation is controlled by the magnitude of separation distance. For
two points 𝒔𝒊 and 𝒔𝒋 , the Euclidian distance from the center of the part’s simulated surface is named
as 𝒅𝒊 and 𝒅𝒋 , respectively. Then, the separation distance of these two points is

𝒅𝒊𝒋 =
where the ratio 𝒃 =

𝒃𝟏
𝒃𝟐

𝒅𝒊

𝟐

𝒃𝟏

+

𝒅𝒋

𝟐

(5.15)

𝒃𝟐

weights the correlation for the two directions (e.g., 𝒃 = 𝟏 is isotropic).

Different values of 𝒃 = [𝟐, 𝟑, 𝟒, 𝟓, 𝟏𝟎, 𝟐𝟎] were chosen to simulate a wide-range of shifted
surfaces from low to high levels of anisotropy. Figure 5.7 shows Shift Scenario II with 𝒃 = 𝟐 (left)
and 𝒃 = 𝟒 (right).

(a)

(b)

Figure 5.7. Shift Scenario II surface (a) b = 2 and (b) b = 4

Shift Scenario III: Global Isotropic Nonstationary Correlation
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This shift scenario is the result of shifting from a stationary to a non-stationary process. Among
different available methods for generating this shifted surface such as convolution and spectral
methods (Fuentes, 2002). The Gaussian Markov random field (GMRF) is chosen considering the
regular lattice structure of our simulated dataset. To define GMRF here, assume for any point 𝒔𝒊 ∈
𝑫, ℕ𝒊 is set of neighboring-points. Then a Gaussian random field that satisfies the property
that 𝑷𝒓𝒐𝒃 𝒛𝒔𝒊 𝒛𝒔𝒋 : 𝒋 ≠ 𝒊

= 𝑷𝒓𝒐𝒃 𝒛𝒔𝒊 𝒛𝒔𝒋 : 𝒔𝒋 ∈ ℕ𝒊

is called a GMRF. For this shift

scenario, the GMRF will be simulated using an adjacency matrix, 𝑾 = 𝒘𝒊𝒋 , where
𝝀𝟏 ,
𝒘𝒊𝒋 = 𝝀𝟐 ,
𝟎,

𝒊𝒇 𝒊 = 𝒋
𝒊𝒇 𝒔𝒋 ∈ ℕ𝒊
𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆

In other words, any observation of the GMRF process is conditional upon its neighbors.
Therefore, the whole surface can be simulated based upon the conditional mean surface where the
shift magnitude in the mean is controlled by 𝒇𝒎 = [𝟎, 𝟎. 𝟓, 𝟏, 𝟏. 𝟓, 𝟐]. The correlation function is
a result of a Cholesky decomposition of the precision matrix which is defined based on rook-based
adjacency at the values of 𝝀𝟏 = [𝟒, 𝟐] and 𝝀𝟐 = [−𝟏, −𝟎. 𝟓]. Figure 5.8 represents the shifted
surface with [𝒇𝒎 = 𝟐, 𝝀𝟏 = 𝟒 ,𝝀𝟐 = −𝟏] and [𝒇𝒎 = 𝟎. 𝟓, 𝝀𝟏 = 𝟐 ,𝝀𝟐 = −𝟎. 𝟓].

(a)

(b)

Figure 5.8. Shift Scenario III surface (a) f = 2, λ = 4, λ = −1 and (b) f = 0.5, λ = 2, λ = −0.5

Shift Scenario IV: Global Isotropic Stationary Correlation
This shift was generated by changing the spatial smoothness and shape of the of in-control
surface’s correlation parameters denoted as 𝒄 and 𝒂, respectively. Therefore, changing these
parameters results in an out-of-control surface with an isotropic covariance structure. These shifts
were induced by varying parameters 𝒄 and 𝒂 as 𝒇𝒄 = [𝟐, 𝟒, 𝟔] and 𝒇𝒂 = [𝟎. 𝟐𝟓, 𝟎. 𝟓, 𝟏],
respectively. Figure 5.9 illustrates two samples of surfaces with Shift Scenario IV.
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(a)

(b)

Figure 5.9. Shift Scenario IV surfaces (a) f = 2, f = 0.25 and (b) f = 2, f = 1

Shift Scenario V: Local Anisotropic Stationary Correlation
In essence, this shift Scenario is a combination of the first two shift scenarios, where the anisotropic
behavior is induced to the surface but only to a relatively small area (i.e., local anisotropy). Hence,
the spatial correlation structure across the remaining surface will not be affected. Closed form
NURBS with 𝒇𝒔 = [𝟎. 𝟏, 𝟎. 𝟏𝟓, 𝟎. 𝟐] and 𝒇𝒎 = [𝟏, 𝟏. 𝟓, 𝟐, 𝟐. 𝟓, 𝟑] were used to simulate the
shifted area and the location of the shift was chosen to be in the center of the simulated part’s
surface. The out-of-control anisotropic behavior was simulated by geometric anisotropy, similar
to Shift Scenario II, and was controlled by 𝒃𝟏 = 𝟐𝟎 and 𝒃𝟐 = 𝟏𝟓, following Eq. (5.15). Similar
to Shift Scenario I, a secondary shift centroid is considered to ensure that the GLR approach is not
given an unfair advantage. Figure 5.10 shows two shifted surfaces with [𝒇𝒔 = 𝟎. 𝟐, 𝒇𝒎 = 𝟑] and
[𝒇𝒔 = 𝟎. 𝟏, 𝒇𝒎 = 𝟑].
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Figure 5.10. Shift Scenario V surface (a) f = 0.2, f = 3 and (b) f = 0.1, f = 3
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5.6

Results and Discussion

In this study, the performances of the five control charting approaches in detecting a variety of
shift types are evaluated by their Average Run Length (𝑨𝑹𝑳). 𝑨𝑹𝑳 is a widely accepted metric
among SPC researchers for assessing control charts’ performances and is defined as the average
number of required samples for a control chart to signal.
All simulated control charts in this dissertation were set to have an in-control 𝑨𝑹𝑳 of
approximately 200. The out-of-control 𝑨𝑹𝑳𝒔, for all shift scenarios, were obtained by simulating
𝟏𝟎, 𝟎𝟎𝟎 replications. Due to computational complexity, the number of replications were limited
to 𝟏𝟎, 𝟎𝟎𝟎 but it may be argued that a higher number of replications is needed to minimize
potential simulation errors. While slight simulation errors may exist, the obtained results allow for
deducing conclusive general behaviors for each method. It is worth re-emphasizing here that the
goal of this dissertation is to investigate the robust of these five methods across different shift
scenarios.
The following subsections present the out-of-control 𝑨𝑹𝑳 results. It must be noted, that in
order to have a truly fair comparison between any proposed control charting approaches in
detecting a specific shift type, their in-control ARLs should be the same and also their
performances for detecting all the other possible shift types should be equal. While the former
criterion was accomplished in Section 5.4, the latter criterion is almost impossible to achieve.
Therefore, the Phase II results (i.e. out-of-control ARLs) presented in tabular format in the
following subsections should not be interpreted individually. Instead of focusing only on
individual comparisons within a shift type, significant attention should be placed towards overall
performances across different shift types. In response, Section 5.6.2 highlights specific results that
are interpreted under this premise.
5.6.1

Shift-specific Performance Results

The resulting out-of-control 𝑨𝑹𝑳 performances are summarized in Tables 5.3 through 5.9. For
method referencing purposes, the control chart approaches using spatial scan statistics are labeled
as “Scan” while the approaches using spatial statistics modeling approaches are labeled as
“Spatial”. The method specific labels are listed below in Table 5.2. Specific performance results
for each shift scenario are summarized in the following sub-sections.
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Table 5.2. Control charting approach labels
Label

Control Chart Approach

Scan 1

Spatial-EWMA – Section 2.2.2

Scan 2

Generalized Likelihood Ratio (GLR) – Section 2.2.1

Spatial 1

Spatial Mean – Section 3.1.2

Spatial 2

Spatial-Structure – Section 3.1.3

Spatial 3

Spatial Autoregressive – Section 3.2.1

Shift Scenario I: Local Uniform Mean
According to the results in Table 5.3, Scan 2 showed excellent performance in detecting this shift
type. In general, all the spatial statistics approaches had difficulty detecting this type of shift for
small to medium magnitudes and/or sizes, which occurs because this shift does not significantly
change spatial modeling parameters. On the other hand, Scan 1 exhibited superior performances
over spatial statistics methods for shifts with small or medium magnitudes and/or sizes.
Table 5.3. ARL performances for Shift Scenario I
𝒇𝒎

𝒇𝒔

In-Control

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

201.869

197.91

199.787

199.787

201.11

2

0.05

186.707

166.129

105.090

156.24

95.802

3

0.05

167.480

2.505

47.210

75.123

22.794

4

0.05

134.45

1.091

17.943

18.62

5.301

1

0.06

163.59

119.471

152.100

178.76

199.47

2

0.06

118.585

5.072

74.363

116.27

103.736

3

0.06

55.031

1.129

25.448

33.195

25.563

4

0.06

29.521

1.000

7.999

6.858

5.848

1

0.07

97.730

66.707

142.444

164.72

181.44

2

0.07

20.458

1.749

60.372

78.024

60.596

3

0.07

9.631

1.001

17.382

16.435

9.846

4

0.07

5.984

1.000

5.086

3.167

2.184

1

0.08

27.220

23.673

129.71

138.740

186.420

2

0.08

6.882

1.075

45.954

51.482

56.603

3

0.08

3.718

1.000

11.042

7.959

8.741
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It should be noted that results for Scan 2 are influenced by the location of the shift, as discussed
in Section 5.4.2. To account for this, an additional analysis, where the shift’s centroid occurs at a
disadvantageous location for Scan 2 was performed. While the performance slightly deteriorates,
its behavior across the shift spectrum remains similar. These results are presented in Table B.1 in
Appendix B.
Shift Scenario II: Global Anisotropic Stationary Correlation
As can be seen in Table 5.4. , on one hand, all the spatial statistics methods efficiently detect this
shift scenario. This is because the shifted surface causes anisotropic behavior which will change
the estimated parameters of the fitted variogram. On the other hand, while Scan 1 did not perform
well, Scan 2 showed performances on par with the spatial statistic methods. This phenomenon can
be attributed to the fact that the variance (which will be affected by anisotropy) of each ROI is
considered in calculating the GLR statistic. Additionally, three of these methods (Scan 2 and
Spatial 2 & 3) have very low ARL values for the smallest 𝒃 (shift intensity) considered in Table
5.5. To have a deeper understanding of their performances, their ARLs are examined with smaller
𝒃 values and is presented in Table 5.5.
Table 5.4. ARL performances for Shift Scenario II
𝒃

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

In-Control

201.869

197.91

199.787

199.787

201.11

2

164.596

3.742

32.921

9.537

4.567

3

138.685

1.926

2.025

2.835

3.623

4

123.593

1.485

1.142

1.186

1.147

5

111.854

1.329

1.023

1.018

1.012

10

93.375

1.151

1.000

1.000

1.000

20

92.968

1.115

1.000

1.000

1.000
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Table 5.5. Extended 𝐀𝐑𝐋 performances of Scan 2 and Spatial 2 & 3 for Shift Scenario II
𝒃

Table
5.5 2- continued
Scan
Spatial 2

Spatial 3

In-Control

197.91

199.787

201.11

1.08

90.789

117.58

71.014

1.1

75.804

48.722

46.003

1.2

37.673

48.722

9.598

1.25

28.373

36.210

4.849

1.5

10.407

15.088

1.424

2

3.742

9.537

4.567

3

1.926

2.835

3.623

4

1.485

1.186

1.147

5

1.329

1.018

1.012

Shift Scenario III: Global Isotropic Nonstationary Correlation
According to Table 5.6, Spatial 2 and Spatial 3 perform well in detecting this nonstationary
correlation since their models’ spatial correlation parameters are sensitive to this shift type. Scan
1 shows poor performance compared to Scan 2 since the total variance of every single scan window
remains unchanged while globally conditioned mean surface varies across the surface. Spatial 1
shows poor performance for [𝝀𝟏 = 𝟒 ,𝝀𝟐 = −𝟏], but shows excellent performance for [𝝀𝟏 = 𝟐,
𝝀𝟐 = −𝟎. 𝟓]. This drastic increase in performance is directly due to the increased variance caused
by the nonstationary shift to [𝝀𝟏 = 𝟐, 𝝀𝟐 = −𝟎. 𝟓].
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Table 5.6. 𝐀𝐑𝐋 performances for Shift Scenario III
𝒇𝒎

𝝀𝟏

𝝀𝟐

In-Control

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

201.869

197.91

199.787

199.787

201.11

0

4

-1

170.768

5.472

194.258

1.266

1.000

1

4

-1

8.764

1.009

188.679

1.067

1.000

1.5

4

-1

5.519

1.000

181.787

1.012

1.000

1.6

4

-1

5.050

1.000

99.2915

1.000

1.000

1.75

4

-1

4.679

1.000

50.353

1.000

1.000

2

4

-1

4.0417

1.000

18.317

1.000

1.000

0

2

-0.5

108.211

1.364

1.001

2.144

5.275

0.5

2

-0.5

24.725

1.177

1.000

2.112

3.552

1

2

-0.5

11.961

1.010

1.000

1.935

1.836

1.5

2

-0.5

7.659

1.000

1.000

1.602

1.196

Shift Scenario IV: Global Isotropic Stationary Correlation
The results in Table 5.7. demonstrate that Spatial 2 and 3 are highly sensitive to isotropic and
stationary changes in the surface’s correlation while Scan 2 exhibited similar performances. This
occurs since the GLR statistic is sensitive to both mean and variance changes within every ROI.
These three methods have very small ARLs for the shift considered, and in order to further
investigate these methods, their ARLs were simulated under different values of 𝒇𝒄 and 𝒇𝒂 . These
results are presented in Table 4.8. Additionally, given the poor performance of Scan 1 and Spatial
1, shown in Table 5.8., they were not considered for further analysis and the respective results
presented in 5.8.
Table 5.7. ARL performances for Shift Scenario IV
𝒇𝒄

𝒇𝒂

In-Control

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

201.869

197.91

199.787

199.787

201.11

2

0.25

18.768

1.014

40.122

1.00

1.00

6

0.25

29.38

1.006

82.360

1.00

1.00

2

0. 5

22.218

1.02

55.974

1.00

1.00

4

0.5

35.481

1.025

132.386

1.00

1.00

2

1

35.607

1.029

129.546

1.00

1.00
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Table 5.8. Extended ARL performances of Scan 2 and Spatial 2 & 3 approaches for Shift
Scenario IV
𝒇𝒂

Scan 2

Spatial 2

Spatial 3

In-Control

197.91

199.787

201.11

12

1. 5

57.197

50.61

9.17

10

3

64.269

26.14

1.00

11.5

1. 5

35.923

27.01

1.63

11

1.5

25.23

14.79

1.63

8

2

17.642

10.51

1.25

10

1.5

11.106

4.92

1.01

12

1

3.612

1.07

1.00

𝒇𝒄

Shift Scenario V: Local Anisotropic Stationary Correlation
The results in Table 5.9. show that Spatial 1 exhibits excellent performance for this shift scenario,
since this shift results in a change in the estimated covariance. Similarly, Spatial 2 and 3 have good
performances for most of the shift size and magnitude combinations, since the anisotropic shift
results in a change in the spatial modeling parameters used by both methods. Conversely, Scan 1
and 2 performed poorly and were not sensitive to local anisotropic shifts.
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Table 5.9. 𝐀𝐑𝐋 performances for Shift Scenario V
𝒇𝒎

𝒇𝒔

In-Control

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

201.869

197.91

199.787

199.787

201.11

1

0.1

186.12

155.003

63.519

196.171

54.056

1.5

0.1

102.961

127.752

17.755

51.607

12.316

2

0.1

58.482

90.759

5.955

16.612

5.185

2.5

0.1

35.079

41.452

2.839

4.750

2.994

3

0.1

23.046

15.241

1.868

2.284

2.248

1

0.15

117.0158

148.699

20.642

147.041

38.078

1.5

0.15

51.095

104.856

4.090

10.834

8.109

2

0.15

24.410

40.553

1.708

2.224

3.432

2.5

0.15

14.471

12.96

1.187

2.224

2.194

3

0.15

9.477

4.117

1.062

1.042

1.589

1

0.2

107.129

116.359

6.987

31.184

24.125

1.5

0.2

41.207

71.238

1.635

2.184

5.240

2

0.2

19.384

24.003

1.074

1.079

2.335

2.5

0.2

11.198

5.570

1.007

1.004

1.846

3

0.2

7.377

2.505

1.000

1.000

1.233

Similar to Shift Scenario I, since Scan 2 is influenced by the location of the shift, an additional
analysis was performed. While the performance slightly deteriorates, its behavior across the shift
spectrum remains similar. These results are presented in Table B.2 in Appendix B.
5.6.2

Overall Interpretation of Results

Section 6.1 focused on understanding the performances of these control charting approaches as a
function of shift types. This subsection offers an overall interpretation of the performance results
to understand (1) the robustness of these approach with respect to shift types they were not
necessarily designed to detect and (2) the use of these approaches in a system consisting of multiple
shift types. This understanding, is crucial because real-world systems are susceptible to a wide
variety of shift types, as illustrated with machined surfaces in Section 1.
Figure 5.11 presents the ARL performance results for Shift Scenarios I-V. Not all of the shifts
considered for a specific scenario can be ordered (e.g., from smallest to largest). For instance, for
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Shift Scenario III, a shift with [𝒇𝒎 = 𝟐, 𝝀𝟏 = 𝟒 ,𝝀𝟐 = −𝟏] is not necessarily smaller nor larger
than a shift with [𝒇𝒎 = 𝟐, 𝝀𝟏 = 𝟐 ,𝝀𝟐 = −𝟎. 𝟓]. To account for this, for visualization purposes,
every figure in this sub-section is generated by 1) identifying (subjectively) the SPC approach with
the “best” overall performance for that shift scenario and 2) ordering the shifts by that SPC
approaches performances from largest to smallest ARL. As an example, for Shift Scenario I
(Figure 5.11a), Scan 2 provided the best overall results. As a result, the shifts were ordered with
respect to Scan 2’s ARL performances from largest to smallest (i.e., shift number 1 in Figure 5.11a
is the shift that has the highest ARL for Scan 2).
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Figure 5.11 ARL performances for Shift Scenarios I-V in a-e, respectively
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Table 5.10. provides a general outline of what shift types each approach was designed to
detect. This table will be used in the following discussion regarding the results in Figure 5.11, to
assess how well these control charting approaches perform for shifts they were not necessarily
designed to detect.
Table 5.10. Control chart approaches: Shift(s) designed to detect, either local (L) and/or global (G)
Shift Type
Isotropic Variance

Isotropic Stationary

Approach

Uniform Mean

Scan 1

L&G

Scan 2

L&G

Spatial 1

G

Spatial 2

G

G

G

Spatial 3

G

G

G

Correlation

L&G

As can be seen in Figure 5.11a, Scan 2 had the best overall performance, which seems realistic
as it was designed to detect a local uniform mean shift, the case for Shift Scenario I. However,
Scan 1, which was also designed to detect local uniform mean shifts performed poorly. All three
spatial approaches, which were not designed to detect local uniform mean shifts, also have poor
performances comparable to Scan 1. However, just because a control chart approach was not
designed to detect a specific shift does not imply it cannot detect it.
Figure 5.11b-d show very similar results and are therefore discussed together. For all shift
scenarios considered in these figures; Scan 2, Spatial 2, and Spatial 3 all have comparable
performances. This seems logical for Spatial 2 and Spatial 3 since they are designed to detect
spatial correlation related shifts, such as Shift Scenarios II-IV. However, this may be surprising
for Scan 2 because it is not designed to detect any shifts related to changes in spatial correlation;
moreover, its mathematical formulation even assumes independent observations across space. For
these three scenarios, Scan 1 and Spatial 1 performed very poorly. The results for Shift Scenario
V, seen in Figure 5.11e, show a completely different result. Scan 2, which had good performances
in all other shift scenarios, has very poor performances for this shift scenario. Conversely, Spatial
1, which had very poor performances with Shift Scenarios I-IV, performs very well and is
comparable to Spatial 3. This result is quite interesting, especially considering that Spatial 1 was
not designed to detect spatial correlation related shifts as shown in
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Table . Another interesting finding from the results for Shift Scenario V is that Spatial 2, which
had comparable performances for Spatial 3 in all other shift scenarios, underperforms Spatial 3.
Given a system that is prone to Shift Scenarios I-IV and assuming equal importance (cost)
across different shift types, selecting Scan 2 as the SPC approach to use seems appropriate. It may
not be the best for every shift type, but considering the system as a whole, it offers reasonable
performance. However, this does not mean that Scan 2 will always be the best choice. For instance,
if the system does not experience a local uniform mean shift (Shift Scenario I) or the cost of that
shift is small, then Spatial 2 or 3 would be a more reasonable choice. Furthermore, if a specific
system was susceptible to Shift Scenario V, Scan 2 would not be a good choice. For a system that
could experience Shift Scenarios II-V, for example, the selection of Spatial 3 would be appropriate
as it has good performances across those shift scenarios; however, the selection of Spatial 2 would
not be appropriate as it underperforms for Shift Scenario V. Considering these different potential
combinations highlights the need for (1) careful identification of the system’s potential shifts and
their relative importance and (2) understanding the performances of different control charting
approaches across different shift types. Doing this allows for a careful tradeoff analysis to balance
the monitoring performances and costs (number of approaches to use simultaneously, modeling
fidelity, and computational needs, etc.).
5.7

Conclusions

As manufacturers strive to enhance their quality control systems, a significant amount of effort is
being placed on incorporating HD metrology data. Recent SPC research has provided numerous
approaches for monitoring HD data. In order to ensure the development of robust control charts,
the performance of these approaches are often assessed over multiple shift types. However, given
the complex nature of HD data, these efforts have only considered a limited number of shift types.
This chapter addresses this issue by identifying new HD data specific shift types, that have been
shown to exist in real-world datasets, and evaluating the performance of existing control charting
methods against them. While this study only consists of a small subset of the very large universe
of possible shifts in high-density spatial datasets, it does reveal several notable results. Further
research should focus on the development of a taxonomy to clearly identify and distinguish the
unique process shifts classes that can manifest themselves in high-sensitive spatial datasets. This
will allow both researchers and practitioners to evaluate the performance of different control
charting approaches with respect to the wide variety of shifts that occur in specific systems.
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This chapter also presented a performance analysis of spatial statistics and spatial scan statistics
driven control chart approaches for HD data monitoring applications. Spatial scan statistics extend
the SPC concept of moving average time windows into the space-domain. While these methods
do not necessarily consider spatial correlations, they do consider the proximity (or adjacency) of
observations in the space dimension. In contrast, spatial statistics approaches consider the spatial
correlation in observations and consist of a wide range of statistical frameworks for monitoring
spatial/spatiotemporal processes. Since these two approaches have been traditionally used in
different applications, there are no published results on how well they perform for the same dataset
subjected to the same shift types. Therefore, including approaches from these two SPC classes
allows for a meaningful and in-depth demonstration of the need for this comparison.
The obtained results showed that there is no method that uniformly outperforms the others for
all shift scenarios. Noticeably, spatial scan statistics approaches show a competitive performance
for several shift scenarios that revolve around changes in the spatial correlation of HD data. This
result brings up an interesting point that control charts based upon rigorous mathematical models
do not necessarily result in superior performances. This observation should be considered by the
SPC research community during the development of new control charting approaches. In essence,
the development of control charts should focus more on quickly detecting shifts and less on using
the most appropriate models for a given dataset. To summarize, both spatial statistics and spatial
scan statistics approaches provide useful tools for modeling HD data. From this observation, this
dissertation suggest that future research endeavors consider hybrid control charting solutions that
take advantage of both spatial statistics and spatial scan statistics approaches. Such hybrid
approaches could overcome the shortcomings of each these normally considered disparate
approaches and allow for new the creation of control charting approaches able to detect a truly
wide spectrum of shift types.
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6

Contributions and Future Work

This dissertation’s first and most important contribution is identifying key challenges that have
emerged from integrating high-density (HD) data into quality control (QC) systems. While
significant research efforts have accelerated this integration process, the ability to take full
advantage of this enriched data environment in modern quality control has yet to be realized. In
this dissertation, three challenges related to integrating HD data into QC systems were identified
through extensive literature reviews. This dissertation focused on three Research Efforts to address
these challenges and proposed their respective solutions in Chapters 3, 4, and 5. This chapter
summarizes each Research Effort’s contributions and also identifies future research in advancing
the use of HD data for QC in modern manufacturing.
6.1

Research Effort I

The main contribution of this research effort is the development of a holistic Gauge study
framework for datasets obtained from 3D laser scanners (e.g., point clouds) by using spatial
statistics data models. While most of the current Gage study methods focus on traditional datasets
such as univariate and multivariate observation, this research propose a method specifically for
HD data. While the case study for this research focused on 3D laser scanners, the proposed
measurement system analysis (MSA) framework can be extended to other measurement systems
that provide HD data. The second contribution of this research effort is emphasizing the
importance of considering the adequacy of advanced measurement technologies before applying
their HD datasets and more importantly incorporating modelling error into the Gauge R&R study
for HD datasets. While the importance of assessing a measurement system’s capability is well
known, this importance has been overlooked in the research community when developing QC tools
for advanced measurement technologies.
One of the most interesting work that can be done in future is using proposed holistic Gage
study in designing scanning design scenario for complex free form surfaces. The proposed
method could help to improve the repeatability and reproducibility of obtained point cloud for
such design scenarios.
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6.2

Research Effort II

The first contribution of this research is demonstrating the advantage of combining heterogenous
HD data information (e.g., images and point clouds) for surface monitoring. While most point
cloud applications are limited to inspection or off-line monitoring, the success of this study could
result in a viable approach to incorporating point clouds for on-line monitoring (fulfilling one of
the key requirements of Industry 4.0). This dissertation proposes a cost-effective framework for
integrating point clouds into manufacturing for on-line process monitoring. This framework
provides the benefits of point data without incurring the cost of acquiring point clouds in real-time.
The second contribution from this research is the novel on-line/off-line hybrid monitoring
framework can be extended beyond HD data and can used for any multivariate dataset where each
variable doesn’t incur the same cost. The concept behind this framework is that off-line data from
high-cost and low-cost variables can be used to build a QC model. For future work, this model can
then be used for process monitoring with only low-cost variables.
6.3

Research Effort III

The first contribution of this research is demonstrating the need for a “paradigm shift” within the
Statistical Process Control (SPC) research community with regards to developing new approaches
that incorporate HD data. While rigorous mathematical modeling approaches have been proposed
for using HD data in process monitoring, very few comparative studies have been done among
them. This could result in exacerbating the practitioner’s difficulty in choosing the best method
for their process. As a result, practitioners oftentimes choose the most convenient solution without
realizing that the effectiveness of a monitoring solution is highly sensitive to specific fault types.
This research addresses this issue by proposing a new paradigm to evaluating and analyzing SPC
research. In essence, this paradigm aims to put more emphasis towards analyzing how well a
method performs in detecting a specific shift type and how well (or poorly) it does for other shift
types.
The second contribution of this research is the emphasis on considering process shifts that exist
real-world processes, how these shifts manifest themselves in HD datasets, and the robustness of
existing HD data-based SPC approach towards these shifts. Prior to the recent advancements in
measurement technologies that can provide HD data, SPC techniques only had to be concerned
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with detecting a small number of shift types, such as shifts in the mean and variance for a select
number of discrete KQCs. Using advanced metrology systems, however, allows for collecting HD
data that depicts an entire product’s geometry and numerous surface characteristics. Such detailed
representations increase the number of possible shift types that can be detected. This research
showed drastic performance differences across a range of shift types for SPC approaches based
upon two well-known data modelling methods (scan statistics and spatial statistics). For future
research, a hybrid solution that takes advantage of both spatial statistics and spatial scan statistics
approaches could overcome the shortcomings these approaches have in detecting a wide spectrum
of fault types.
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Appendices
Appendix A. Transient Shift
The results of probability of detection for all shift scenarios for transient shift with same design
parameters of sustained shift, discussed in Section 5.4, are presented here in Tables A1-A7.
Shift Scenario I: Local Uniform Mean
Table A.1. Probability of detection for Shift Scenario I
𝒇𝒎

𝒇𝒔

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

2

0.05

0.0016

0.032

0.011

0.004

0.010

3

0.05

0.0019

0.416

0.026

0.005

0.044

4

0.05

0.0022

0.944

0.061

0.009

0.194

1

0.06

0.0024

0.005

0.006

0.004

0.005

2

0.06

0.0021

0.202

0.014

0.006

0.010

3

0.06

0.0018

0.900

0.046

0.007

0.041

4

0.06

0.0024

1.000

0.142

0.024

0.174

1

0.07

0.0019

0.015

0.008

0.005

0.005

2

0.07

0.0019

0.577

0.021

0.005

0.015

3

0.07

0.0035

0.998

0.068

0.010

0.100

4

0.07

0.0085

1.000

0.213

0.064

0.469

1

0.08

0.0017

0.037

0.007

0.005

0.005

2

0.08

0.0036

0.899

0.024

0.006

0.020

3

0.08

0.0016

0.032

0.011

0.004

0.010

4

0.08

0.0019

0.416

0.026

0.005

0.044

Shift Scenario II: Global Anisotropic Stationary Correlation
Table A.2. Probability of detection for Shift Scenario II
𝒃

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

2

0.0029

0.253

0.037

0.103

0.212

3

0.0034

0.515

0.520

0.352

0.273

4

0.0051

0.648

0.886

0.847

0.874

5

0.0077

0.755

0.980

0.984

0.987

10

0.0096

0.871

1.000

1.00

1.00
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Table A.2- Continued
20

0.0123

0.892

1.000

1.00

1.00

Table A.3. Probability of detection for Shift Scenario II
𝒃

Scan 1

Spatial 2

Spatial 3

1.08

0.012

0.009

0.014

1.1

0.009

0.010

0.023

1.2

0.031

0.019

0.105

1.25

0.044

0.029

0.195

1.5

0.100

0.068

0.684

2

0.253

0.103

0.212

3

0.515

0.352

0.273

4

0.648

0.847

0.874

5

0.755

0.984

0.987

Shift Scenario III: Global Isotropic Nonstationary Correlation
Table A.4. Probability of detection for Shift Scenario III
𝒇𝒎

𝝀𝟏

𝝀𝟐

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

0

4

-1

0.001

0.202

0.000

0.793

1.000

1

4

-1

0.017

0.998

0.001

0.936

1.000

1.5

4

-1

0.055

1.000

0.007

0.987

1.000

2

4

-1

0.133

1.000

0.059

0.999

1.000

0

2

-0.5

0.003

0.650

0.999

0.459

0.183

0.5

2

-0.5

0.011

0.850

0.999

0.472

0.273

1

2

-0.5

0.018

0.997

0.999

0.518

0.542

1.5

2

-0.5

0.046

1.000

1.000

0.617

0.831

2

2

-0.5

0.086

1.000

1.0000

0.755

0.978

Shift Scenario IV: Global Isotropic Stationary Correlation
Table A.5. Probability of detection for Shift Scenario IV
𝒇𝒄

𝒇𝒂

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

2

0.25

0.102

0.983

0.025

1.000

1.000

6

0.25

0.055

0.987

0.012

1.000

1.000
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Table A.5- Continued
2

0. 5

0.080

0.984

0.017

1.000

1.000

4

0.5

0.042

0.980

0.009

1.000

1.000

2

1

0.040

0.984

0.006

1.000

1.000

Table A.6. Probability of detection for Shift Scenario IV
𝒇𝒄

𝒇𝒂

Scan 2

Spatial 2

Spatial 3

12

1. 5

0.019

0.020

0.110

10

3

0.000

0.038

1.000

11.5

1. 5

0.031

0.040

0.308

11

1.5

0.037

0.065

0.608

8

2

0.065

0.099

0.795

10

1.5

0.084

0.207

0.981

12

1

0.298

0.917

1.000

Shift Scenario V: Local Anisotropic Stationary Correlation
Table A.7. Probability of detection for Shift Scenario V
𝒇𝒎

𝒇𝒔

Scan 1

Scan 2

Spatial 1

Spatial 2

Spatial 3

1

0.1

0.002

0.005

0.017

0.004

0.019

1.5

0.1

0.004

0.009

0.064

0.010

0.080

2

0.1

0.007

0.007

0.178

0.060

0.189

2.5

0.1

0.002

0.028

0.359

0.215

0.326

3

0.1

0.003

0.060

0.554

0.433

0.446

1

0.15

0.010

0.005

0.058

0.008

0.027

1.5

0.15

0.019

0.010

0.264

0.095

0.121

2

0.15

0.002

0.023

0.601

0.448

0.279

2.5

0.15

0.006

0.085

0.849

0.809

0.466

3

0.15

0.019

0.218

0.953

0.957

0.622

1

0.2

0.039

0.008

0.150

0.031

0.038

1.5

0.2

0.003

0.015

0.631

0.447

0.186

2

0.2

0.009

0.048

0.938

0.921

0.429

2.5

0.2

0.032

0.162

0.991

0.997

0.645

3

0.2

0.073

0.412

0.999

1.000

0.811
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Appendix B. ARL-out of Control of Scan 2 with Alternate Centroid Fault Location
The result of out-of-control ARL of Scan 2 (GLR) approach for Shift Scenario I with alternate
centroid location discussed in Section 5.6 is shown below.
Table B.1. 𝐀𝐑𝐋 performances of Scan 2 for Shift Scenario I
𝒇𝒎

𝒇𝒔

In-Control

GLR-Old Center

GLR-New Center

197.91

197.91

2

0.05

29.084

70.085

3

0.05

2.505

8.8918

4

0.05

1.091

2.0026

1

0.06

119.471

151.977

2

0.06

5.072

17.762

3

0.06

1.129

2.0876

4

0.06

1.000

1.0748

1

0.07

66.707

104.872

2

0.07

1.749

4.954

3

0.07

1.001

1.1656

4

0.07

1.000

1.0007

1

0.08

23.673

60.521

2

0.08

1.075

2.119

3

0.08

1.000

1.0077

4

0.08

1.000

1.000

The result of out-of-control ARL of Scan 2 (GLR) approach for Shift Scenario V with alternate
centroid location is shown below.
Table B.2. 𝐀𝐑𝐋 performance of Scan 2 for Shift Scenario V
𝒇𝒎

𝒇𝒔

In-Control

GLR-Old Center

GLR-New Center

197.91

197.91

1

0.1

155.003

172.938

1.5

0.1

127.752

143.799
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Table B.2- Continued

2

0.1

90.759

101.867

2.5

0.1

41.452

46.230

3

0.1

15.241

17.266

1

0.15

148.699

150.66

1.5

0.15

104.856

97.818

2

0.15

40.553

39.793

2.5

0.15

12.96

12.244

3

0.15

4.117

4.484

1

0.2

116.359

131.112

1.5

0.2

71.238

67.925

2

0.2

24.003

22.611

2.5

0.2

5.570

6.130

3

0.2

2.505

2.413
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