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GLOSSARY

Cortical Activity – Cortical activity is the electrical activity that is projected by the brain when
brain cells (neurons) are activated during transmission of messages (Nunez & Srinivasan, 2006).
The transmission of messages takes place when the brain is processing information.

Electroencephalography (EEG) – EEG is a procedure that detects electrical activity in the brain as
recorded by small discs (electrodes) pressed against the scalp.

Expert-Novice Paradigm – The expert-novice paradigm describes the relationship between expert
and novice individuals in a specific domain by comparing their perceptual-cognitive skills
(Ericsson, Krampe, & Tesch-Romer, 1993).

Situation Awareness – “Situation awareness is an individual’s mental model of the world as
defined by the elements in the environment, within a volume of time and space, comprehending
their meaning and ability to project their status in the future” (Endsley, 1988, p. 98).

Spatial Orientation – “Comprehending the arrangement of elements within a visual stimulus
pattern and the ability to remain unconfused by the changing orientation in which it is presented”
(Lohman, 1979; Sukumar, 2012, p. 6).
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ABSTRACT

Author: Sukumar, Karthik. PhD
Institution: Purdue University
Degree Received: August 2018
Title: Electrophysiological and Spatial Orientation Ability Differences in Expert and Novice
Aircraft Pilots.
Committee Co-Chairs: James L. Mohler, Craig L. Miller
Exploring differences between experts and novices by observing task-specific performance
has been an important area of research in several domains. This study examined differences in
expert and novice aircraft pilots based on their cortical activity and spatial orientation ability.
Twenty-eight aircraft pilots (eight experts, 20 novices) performed 23 in-flight sequences inside a
flight simulator while their cortical activity was recorded using an electroencephalographic (EEG)
device. Thirty-two aircraft pilots (11 experts, 21 novices) attempted a 30-question multiple-choice
spatial orientation ability test. Outcomes of the study revealed significant differences in cortical
activity between expert and novice groups. Novice pilots projected higher mental workload
implying efficiency in brain usage for experts. Novices also exhibited increased cortical activity
for rest sequences compared to expert pilots. Experts displayed higher focused visual attention for
visual flight rules (VFR) sequences. Moreover, experts also showed increased brain activity for
tasks involving usage of the cockpit instrumentation system. Significant differences were observed
between rest and active flight sequences for all participants. It was also observed that power
spectral density (PSD) for all frequency bands begins to stabilize once pilots attain 200 flight hours
and 50 simulator hours. This study also corroborated that aircraft pilots, in general, have high
spatial orientation ability.

1

INTRODUCTION

Scientific investigations of the expert-novice paradigm have been an important field of
study since the 1960’s (de Groot, 1965; Ericsson, Krampe, & Tesch-Romer, 1993). Expert-novice
research primarily examines inherent differences between experts and novices based on their
perceptual-cognitive skills in various fields. Expertise research is essential because it provides an
in-depth understanding of how experts use their perceptual-cognitive skills in domain-specific
situations to perform tasks more efficiently and accurately as compared to novices. The extent of
perceptual-cognitive skill directly relates to the level of experience in a particular domain (Ericsson,
1996). Knowledge gained through research has helped in developing tools to train novices as well
as refine how humans and machines interact with each other.
Information gained by understanding an expert’s ability to perform well under mentally
and physically challenging situations is invaluable. Importantly, this paradigm has also been used
as a well-established validation tool to test individual abilities (Ericsson et al., 1993). This section
will cover the importance of this research study by defining the scope, significance, purpose,
assumptions, limitations and delimitations of the study. Research questions being investigated in
this study are also outlined.

1.1

Expert-Novice research in aviation

The expert-novice paradigm has been applied to understand expertise in various domains
where individual performance can be measured. As with other domains, the expert-novice
paradigm has also been used to understand aircraft pilot performance. Studies have explored
various aspects of pilot performance like mental workload, vigilance, situation awareness and
decision-making (Dussault, Jouanin, & Guezennec, 2004; Sohn, & Doane, 2004; Stokes, Belger,
& Zhang, 1990). Research studies mentioned above have measured pilot performance in simulated
as well as real flight environments. Similarly, studies have examined both the physiological as
well as psychological measures of pilot performance (Dreyfus, & Dreyfus, 1980; Kasarskis,
Stehwien, Hickox, Aretz, & Wickens, 2001). Experiments measuring elements like mental
workload, vigilance and visual scan behaviors have enabled detailed understanding of factors
essential in piloting an aircraft.

2
Increasing complexity of the cockpit interface has an overwhelming effect on a pilot’s
mental workload. As the amount of cognitive information that needs processing increases, mental
workload steadily rises with the duration of the flight (Dussault, Jouanin, & Guezennec; 2004).
Increasing mental workload on pilots during flight can lead to catastrophes. Measures of mental
workload have been calculated using non-invasive physiological and subjective psychological
instruments. Flight simulators have been used to replicate the environment and experience of
flying a real aircraft to better understand and study this phenomenon safely. Simulators serve as
great environments to enable unambiguous measurement of information load on pilots (Borghini,
Astolfi, Vecchiato, Mattia, & Babiloni, 2014).
Similarly, vigilance measures have been developed to understand mental and physical
fatigue that can lead to lapses of concentration while piloting an aircraft or performing tasks carried
out as an aircraft controller (Brookings, Wilson, & Swain, 1996). Vigilance measures are
extremely essential for pilots. Low levels of alertness increasingly cause lapses of concentration,
occasionally leading to calamities and fatalities. Flight simulators are a validated training and
testing tool aimed for capturing vigilance information. Vigilance information collected in
simulators align with results from real flights (Dussault, Jouanin, Philippe, & Guezennec, 2005).
Visual scan behaviors of expert and novice pilots have examined pilot perceptions during
flight, especially situations that account for averting a major calamity during an emergency. These
flight situations explore how expert pilots are better at scanning the cockpit compared to novice
pilots under the same situations (Morrow, Miller, Ridolfo, Magnor, Fischer, Kokayeff, & StineMorrow, 2008). Some studies have also looked at pilot perceptions while reading in-flight images
of weather changes. These experiments look at differences in decision-making during a task
involving assessments of weather conditions (Kasarskis, Stehwien, Hickox, Aretz, & Wickens,
2001).
Research studies have also investigated differences between expert and novice pilots
pertaining to their use of attentional strategies in decision-making (Schriver, Morrow, Wickens &
Talleur, 2008). Expert-novice differences have also been investigated by using eye-tracking to
comprehend and quantify their decision-making in real situations. These experiments look at
differences in eye movement and fixation between experts and novices to identify where they seem
to focus during specific tasks (Wiggins & O’Hare, 1995).
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As seen from the brief overview above, application of the expert-novice paradigm within
the aircraft pilot domain has focused on aspects of pilot performance essential in piloting an aircraft.
Moreover, important measures of a pilot’s mental ability have been investigated to understand and
differentiate pilots with varying skill levels. The research studies mentioned above project how
these differences can be crucial while piloting an aircraft, by demonstrating how expert pilots are
more efficient at piloting.

1.2

Electroencephalogram (EEG) measures in aircraft pilots

An essential aspect of expert-novice research is exploring cortical activity to measure
cognitive functioning and performance in aircraft pilots. Although research conducted with respect
to cognitive processes in pilots is limited, it has steadily increased over the past few years
demonstrating its importance in aviation. The frequency of aircraft accidents due to high pilot
mental workload and decision making has led to studies investigating this issue. Studies
investigating aircraft pilot ability use different measurement instruments like electromyograph
(EMG), electrocardiograph (ECG) and eye-tracking devices (Callan, Terzibas, Cassel, Callan,
Kawato, & Sato, 2013; Dussault, Jouanin, & Guezennec, 2004). Over the years, due its speed of
measurement, ease of use, and portability, electroencephalogram (EEG) has become a widely used
measure of pilot cortical activity.
EEG has traditionally been used to measure cortical activity for a variety of clinical and
non-clinical applications (Bickford, 1987). EEG has started gaining importance as a
psychophysiological instrument for measuring aircraft pilot performance due to its ability to record
cortical activity when a pilot performs different in-flight sequences. EEG studies in pilots have
measured mental workload and vigilance during real flight and simulator operations (Dussault,
Jouanin, Philippe, & Guezennec, 2005). EEG profiles generated by both expert and novice pilots
show minor differences in cortical activity as the pilots perform various in-flight sequences
(Dussault, Jouanin, Philippe, & Guezennec, 2005). Moreover, these measures are important as
they display the amount of cognitive information the brain processes throughout the duration of
an in-flight task (Sterman, Kaiser, Mann, Suyenobu, Beyma, & Francis, 1993).
EEG measures have also looked at mental allocation strategies and use of attentional
resources in pilots as their workload intensifies (Schriver, Morrow, Wickens & Talleur, 2008).
Typically, expert pilots are known to allocate attentional resources more efficiently than novice
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pilots in stressful situations that have a higher bearing on their mental workload (Khoo, & Mosier,
2005). EEG measures specifically look at the frequency and amplitude of cortical activation in the
brain. These measures can be quantitatively analyzed to understand the morphology, synchrony
and periodicity of the EEG waves, which project the exact moment when a specific area of the
brain shows activation. Depending on the analysis method, the amplitude and average frequencies
generated by an EEG channel during a task is analyzed to interpret the cognitive functions involved
in performing that task. On occasions, frequencies of EEG channels lateralizing an area of the
brain are averaged to understand the amount of information processed by the individual.

1.3

Spatial Ability in aircraft pilots

Research exploring the use of spatial ability in aircraft pilot performance is minimal,
however, the concept of spatial ability usage in flying an aircraft stems from research conducted
in situation awareness (Endsley & Bolstad, 1994). Endsley and Bolstad (1994) discussed the
importance of spatial ability in situation awareness for aircraft pilots who were measured for a
specific set of cognitive skills. They specifically looked into understanding the orientation of the
plane in space, and the ability to maneuver it accurately as a critical skill in piloting an aircraft.
Spatial orientation is one of the three primary factors of spatial ability (Lohman, 1979).
Aircraft pilots have been known to encode spatial information better than non-pilots (Dror,
Kosslyn, & Waag, 1993). Possessing high spatial ability is an essential aspect of a pilot’s flying
skill. Incidentally, one of the first measures of spatial ability was developed to test military
personnel waiting to be enrolled into the Army Air Corps during the First World War in 1918
(Eliot, 1987). This test was the first instance of non-language and performance-based tests
administered on a large scale. Military personnel who performed better on the spatial tests (nonlanguage tests), were identified to be better pilots (Eliot, 1987). These non-language tests,
primarily measuring spatial ability became the norm for pilot testing. A detailed explanation of
spatial ability and its factors is provided in Chapter 2.

1.4

Statement of Purpose

Previous research has applied the expert-novice paradigm in different fields, including
aviation, to understand expert pilot performance. Studies examining expert-novice differences in
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pilots have investigated their perceptual-cognitive abilities during in-flight sequences. However,
most of these studies have been unable to clearly define these differences because of low sample
size and problems with collecting error-free EEG data (Dussault, Jouanin, Philippe, & Guezennec,
2005; Schriver, Morrow, Wickens & Talleur, 2008). Also, there is a need to understand the
development of novice pilots as they accumulate flight time and progress towards gaining expertise.
The importance of spatial orientation as an integral factor in flying has not been explored in detail.
Moreover, studies have not examined the differences in spatial orientation ability between expert
and novice pilots, especially when there is evidence for spatial orientation being important to flying
(Endsley & Bolstad, 1994). These studies have also not looked at the changes in spatial orientation
ability as a novice progresses towards becoming an expert pilot by accumulating flight time.
The primary goal of this research study is to understand the differences in cortical activity
of pilots with different flying hours and aims to investigate if there are changes in brain activity
depending on in-flight sequences. Secondly, the research also sets out to explore changes in the
cortical activity of pilots as they progress from a novice to an expert. Finally, this study also
investigates the importance of spatial orientation as a factor that differentiates expert and novice
pilots, while also examining if spatial orientation ability changes with accumulated flight time.

1.5

Scope

As this research is aimed at investigating differences between expert and novice pilots
based on their brain activity and spatial orientation ability test scores, identifying the target
population and selecting groups was essential to the research. Classifying a distinct population
with significant differences in skill levels was essential to this research. Similarly, choosing the
appropriate testing instruments capable of measuring these differences was equally important. It
was also essential to select appropriate in-flight sequences for the pilots. These flight sequences
are integral as they should encompass essential skills required in piloting an aircraft.
1.5.1

Expert and novice group selection

The scope of this research study was limited to flight students (Aviation Technology) who
served as novices and certified flight instructors (CFIs) who served as experts. Both population
groups were from Purdue University.
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1.5.2

List of flight sequences

The study conducted by Dussault, Jouanin, and Guezennec (2004) established guidelines
for selecting appropriate flight sequences for this study. The final list of flight sequences was
developed after consultation with professors and certified flight instructors (CFIs) from the
Aviation Technology department at Purdue University. The scope of the study is thus limited to
the selected flight sequences deemed important to test the aircraft pilots’ ability to fly the aircraft.
The EEG profiles generated by both the groups are hence limited to the specific set of in-flight
sequences selected and undertaken in the Cirrus SR20 aircraft simulator used for this study.
1.5.3

Spatial Orientation test

As mentioned in an earlier section, importance of spatial orientation ability stems from the
concept of situation awareness in aircraft pilots. Identifying the concept of spatial orientation and
understanding its link to flying an aircraft was crucial to this research. Historically, there is
evidence of spatial ability being an important factor in choosing military personnel for flying
aircrafts (Eliot, 1987). Also, spatial orientation ability is one of the primary factors of spatial ability
(Lohman, 1979). To test spatial orientation ability in aircraft pilots, the Purdue Spatial
Visualization Test - Views was used. The scope of this segment of the research was based on this
specific spatial orientation test and its ability to measure an individual’s spatial orientation

1.6

Significance of the research

Understanding cognitive processes involved in piloting an aircraft can help in developing
training tools and programs to help lesser skilled pilots enhance their skill levels more efficiently,
by targeting specific areas of the brain. Results can also help in developing flight systems that can
aid in reducing cognitive overload and stress on pilots. By understanding the relationship between
flying hours and cortical activity of pilots, a mathematical model of pilot expertise can be
developed. This model can help calculate an approximate flying time (in hours) when the pilot’s
brain activity begins to stabilize.
Moreover, defining areas of the brain that develop when individuals progress from a novice
to an expert could apply to other fields as well. Pilot specific spatial orientation tests can be
developed to measure a pilot’s ability to comprehend spatial orientation tasks. Other fields like
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sports, music, education, etc. could benefit from the results of this study as the expert-novice
paradigm applies to numerous fields.

1.7

Research Questions

This study aims to answer the following primary research questions:


Are there differences between expert and novice pilots based on their cortical activity as
they perform specific in-flight sequences in an aircraft simulator?



Is there a difference in the spatial orientation test scores for expert and novice pilots?

This study will also briefly look at two sub-questions:


Does cortical activity of novice pilots project a change as they progress towards
becoming an expert by accumulating flight time?



Does accumulation of flight time for novice pilots correspond with changes in spatial
orientation test scores?

1.8

Assumptions

The assumptions for this study are as follows:


The study assumes that the certified flight instructors (CFIs) accurately represent the
expert pilots group.



The study assumes that flight students accurately represent the novice pilots group.



The study assumes that the EEG device used is sufficient in accurately recording
electrical activity of the brain.



The study assumes that the spatial orientation test selected for this study measures spatial
orientation accurately.
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The study assumes that the flight sequences selected for this study suitably test a pilot’s
flying skill.

1.9

Limitations

The limitations for this study are as follows:


The study is limited by the accuracy/inaccuracy of the flight simulator used for this
research study.



The study is limited by the accuracy of the EEG device.



The study is limited by the cortical activity of expert and novice pilots during the testing
session.



This study is limited to validity of the spatial ability test used in the study.



The study is limited by the sample size recruited.



The study is limited by the inability to measure cortical activity during real flight.

1.10 Delimitations
The delimitations for this study are as follows:


The study is delimited to the selected expert and novice pilot population from the
professional flight program at Purdue University.



The study is delimited to recording cortical activity of pilots in a simulator.



The study is delimited to the testing environment of the Cirrus SR20 flight simulator.



The study is delimited to the Purdue Spatial Visualization test – Views (PSVT - V) for
measuring spatial orientation ability.
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1.11 Definitions
Definition of specific terms are provided below:


ANOVA: Analysis of variance (ANOVA) is a statistical procedure to test if means of
group significantly differ from each other. ANOVA tests whether the group means are
equal or not.



Band-pass filtering: Band-pass filtering is used to filter all frequencies between defined
lower and upper frequency limits.



Cortical Activity: Cortical activity is the electrical activity that is projected by the brain
when the brain cells (neurons) are activated during transmission of messages (Nunez, &
Srinivasan, 2006). The transmission of messages takes place when the brain is processing
information.



EEGLAB: “EEGLAB is an interactive MATLAB toolbox for processing continuous and
event-related EEG, MEG and other electrophysiological data” (“What is EEGLAB”,
2018, p.1)



Electrocardiography (ECG): ECG is a process in which the electrical activity of the heart
is recorded. Electrodes are placed on the chest, and electrical activity measures are
recorded using a machine. ECG is also referred to as EKG.



Electrocorticography (ECoG): ECoG is “a type of electrophysiological monitoring that
uses electrodes placed directly on the exposed surface of the brain to record electrical
activity from the cerebral cortex.” (“Electrocorticography”, 2018, p. 1)



Electroencephalography (EEG): EEG is "a test that detects electrical activity in your
brain using small, flat metal discs (electrodes) attached to your scalp" (Teplan, 2002).
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Electromyography (EMG): “Electromyography (EMG) is a diagnostic procedure to
assess the health of muscles and the nerve cells that control them (motor neurons)”
(“Electromyography (EMG)”, 2018, p. 1)



Expert-Novice Paradigm: The expert-novice paradigm describes the relationship between
expert and novice individuals in a specific domain by comparing the perceptual-cognitive
skills (Ericsson, Krampe, & Tesch-Romer, 1993).



Fast Fourier Transform (FFT): “A fast Fourier transform (FFT) is a method that samples
a signal over a period of time (or space) and divides it into its frequency components”
(“Fast Fourier transform”, 2018, p. 1)



Functional magnetic resonance imaging (fMRI): “Functional magnetic resonance
imaging, or fMRI, is a technique for measuring brain activity. It works by detecting the
changes in blood oxygenation and flow that occur in response to neural activity – when a
brain area is more active it consumes more oxygen and to meet this increased demand
blood flow increases to the active area” (“What is Functional Magnetic Resonance
Imaging (fMRI)?”, 2016, p. 1)



High-pass filtering: High-pass filtering is a type of filtering process wherein all
frequencies above a defined frequency are passed, but the frequencies below are rejected.



Low-pass filtering: In low-pass filtering, all frequencies below a defined frequency are
passed, but the above frequencies are rejected.



Magnetic resonance imaging (MRI): “Magnetic Resonance Imaging is a diagnostic
technique that uses magnetic fields and radio waves to produce a detailed image of the
body’s soft tissue and bones” (“MRI scan”, 2018, p. 1)
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MATLAB: Matrix laboratory (MATLAB) “is a programming platform designed
specifically for engineers and scientists. The heart of MATLAB is the MATLAB
language, a matrix-based language allowing the most natural expression of computational
mathematics.” (“What is MATLAB?”, 2018, p. 1)



Perceptual-cognitive: This is "a branch of cognitive psychology that deals with mental
processes used in everyday life" (Mann, Williams, Ward, & Janelle, 2007)



Power Spectral Density (PSD): “The power spectral density (PSD) of the signal describes
the power present in the signal as a function of frequency, per unit frequency” (“Spectral
Density”, 2018, p. 1)



Spatial Ability: Some scholars describe spatial ability broadly in terms of individual
differences in the processing of non-linguistic information, while others describe it
narrowly in terms of individual differences in performance on spatial tests (Lohman,
1979).

1.12 Summary
Expert-novice paradigm is an essential multi-dimensional concept which has applications
in multiple domains. Like in other domains, expert pilots use their perceptual-cognitive skills better
than novice pilots. Research focused on understanding the differences between expert and novice
pilots focuses on important mental factors that are measured by psychophysiological devices like
EEG. EEG records cortical activity while pilots perform specific in-flight sequences. EEG is
portable and thus easier to use than other devices of a similar nature. Spatial orientation ability has
been an essential factor in flying, and understanding how expert and novice pilots perform on a
spatial orientation test would be intriguing and integral to a study of this nature. The significance
of the results of this research can also be generalized to other domains to understand expert-novice
differences.
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This chapter provides a brief overview of the essential aspects detailing this study by
delineating the primary purpose of this research. Laying a foundation to outline the need for this
research has been made in this chapter. Understanding the history and the problems that can be
solved by this research is important to note. The chapter covered research questions, scope,
significance, assumptions, limitations and delimitations of the proposed study. The next chapter
will discuss past research within the expert-novice paradigm and how knowledge in this domain
has expanded since its inception. Additionally, strong theoretical background of this research will
be examined in the next chapter along with gaps in the literature that this study aims to fill.
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REVIEW OF LITERATURE

This chapter looks into relevant literature of the topic of this study. Past research exploring
the expert-novice paradigm and models of skill acquisition will be covered initially. Research
studies applying the expert-novice paradigm in different domains, including aviation, are also
discussed. EEG is used as a testing instrument for this research, and thus literature surrounding
application of EEG in similar research is explored. Finally, the importance and application of
situation awareness, and its relationship with spatial orientation ability is explored in detail. Some
research studies investigating spatial orientation use while piloting are also covered.

2.1

Expert-Novice paradigm

Current research is focused on using the expert-novice paradigm to understand differences
between the two groups. Research in this field comes with a strong historical perspective and
validity. This paradigm has relevance to many fields and is used as a model to develop learning
tools to enhance human performance. While the essential idea of the expert-novice paradigm is
highly domain-specific, it transcends fields and is reliant on the perceptual-cognitive skills of
individuals within that domain.
2.1.1

History of expertise research

One of the origins of theoretical research on expertise was initiated by de Groot (1965)
when studies with expert chess players were conducted. Before de Groot, Sir Francis Galton
proposed that excellence in diverse fields has a common set of causes (Ericsson et. al., 1993).
However, a paper called The mind’s eye in chess by Chase and Simon (1973a) was one of the first
research studies that is widely known for bringing expertise research to the forefront. It
investigated developing a technique to study the perceptual structure used by chess players.
Players with different skill levels were included in the study and were administered two
tasks. The memory task was very similar to de Groot (1965) short-term recall task, where each
player would reproduce a chess position after viewing it for five seconds. In the first task, the
players had to reproduce a chess position in plain view. This was the perception task. They found
that stronger players were able to recreate chess positions by encoding the positions into perceptual
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chunks. These perceptual chunks consisted of sub-configuration of pieces that were familiar to the
player. Stronger players were also able to hold more chunks in memory. In the short-term memory
task, the brief exposure to chess positions was comparable to immediate recall of common words
and copying of visual patterns (Ein-Dor, 1971; Miller, 1956).
The Perception in Chess study clearly identified how more experienced and stronger
players in chess had a superior perceptual and cognitive ability (Chase & Simon, 1973b). More
experienced players in chess displayed a very robust technique in isolating and defining these
perceptual chunks to encode information, making it easier for them to reproduce when time came.
This encoding was essential as each chunk was linked to the other, however the researchers could
not identify a specific pattern in the types they recorded.
Using perceptual chunks in memory is understandable as these small pieces of information
on the chess board would be easier to encode, before linking them together to generate and
reproduce the entire configuration. The chunking concept is an understandably great strategy
utilized during chess game play. Comprehending configurations and keeping them in memory
helps in creating simulations for chess moves and assist with future moves (Chase & Simon,
1973a). This is incredibly important as the best chess players have been known to use this strategy
to win games (Chase & Simon, 1973b).
Since then, research carried out in the area of expertise has focused on a variety of domains
where problem solving is integral. These domains include bridge, physics and mathematics
(Charness, 1979, 1989; Chi, Feltovich, & Glaser, 1981; Schoenfeld & Hermann, 1982). Research
has also expanded to the domain of sport, and parallels between sports and more traditional
cognitive tasks have been observed. Expert athletes have been known to demonstrate similar
chunking strategies and categorization during task performance (Abernethy, Neal, & Koning, 1994;
Starkes, Allard, Lindley, & O’Reilly, 1994; Starkes & Deakin, 1984). Like the master chess and
bridge player, skilled athletes select, process and retrieve game-structured information differently
than novice athletes (Charness, 1979; Chase & Simon, 1973b). Likewise, expert coaches in various
sports have also shown characteristics similar to the ones observed in athletes (Cote, Salmela, &
Russell, 1995a; Cote, Salmela, Trudel, Baria, & Russell, 1995b; Salmela, Draper, & LaPlante,
1993).
Aircraft pilot performance and understanding differences between expert and novice pilots
has also been a field where research in expertise has grown. Expert pilots use their cognitive
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processes efficiently to encode information (Dreyfus & Dreyfus, 1980). The ability of highly
skilled pilots to allocate attentional resources easily has been explored (Klein, 1993; Zsambok &
Klein, 1997). Moreover, different areas of pilot performance detailing mental workload, vigilance,
situation awareness, visual scan behaviors and decision-making have all been discussed and
investigated (Dussault, Jouanin, & Guezennec, 2004; Endsley, & Bolstad, 1994; Kasarskis,
Stehwien, Hickox, Aretz, & Wickens, 2001; Schriver, Morrow, Wickens & Talleur, 2008). A
detailed review of expertise research in aviation focused on pilots is covered in a latter section.
Above-mentioned research studies bring to the forefront one core idea, which specifies
how highly skilled individuals are better at cognitive processing and, subsequently, decisionmaking by absorbing information easily from short-term and long-term memory due to greater
experience (Doane, Sohn, & Jodlowski, 2004). Historical development of expert performance has
changed over the years. With the advent of technology and advances in science, changes in
techniques and knowledge have led to specialization in many fields (Ericsson & Lehmann, 1996).
These advances have transformed how an optimal and efficient decision in any field was
interpreted years ago.
A historical overview of expert performance was briefly covered above. However,
discussing how individuals attain expertise by acquiring skills is essential to better understand this
research. Next section will focus on this aspect of expert performance. It will look into skill
acquisition beginning with the 10-year rule as explained by Chase and Simon (1973a, 1973b) in
their chess studies. Some light will also be thrown on Ericsson's interpretation of the 10year/10,000-hour rule, followed by Dreyfus and Dreyfus (1980) five stage developmental model
for skill acquisition.
2.1.2

10-year and 10,000-hour rules for achieving expertise

The primary idea surrounding expert performance relates to understanding the differences
between experts and novices. However, in order to demonstrate these differences, it is essential
that expert and novice groups are defined well based on their skill levels. Chase and Simon (1973a,
1973b) recommended 10 years of preparation to attain the level of expertise needed to play
international level chess.
Studies following the one by Chase and Simon (1973) provided validity to the 10-year rule,
stating that it is generalizable to other domains, like music, sports, aviation, etc. (Bloom & Sosniak,
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1985). Studies have confirmed that the 10-year rule applies and holds true for even the most
talented individuals in their respective fields (Ericsson et al., 1993). More studies supporting this
rule have validated this claim as a minimum requirement, while "some individuals can take longer
than 10 years to attain a so-called international-level performance" (Ericsson, 1996, p.10). The 10year rule does not apply and must not be misconstrued as 10 years of experience in a specific
domain. Ericsson (1996) clearly mentions that experience is only a weak predictor of an
individual’s skill level of performance in a specific domain. Hence, 10 years of performance cannot
be equated to attaining expertise in any domain.
Ericsson et al. (1993) illustrated the relationship between performance and preparation
through a schematic (Figure 2.1). This schematic shows how preparation time is a function of
performance based on the number of years required to attain expertise in a domain. The figure
displays how the level of skilled performance begins to plateau around the 10-year mark. Various
other domains have shown similar relationships between preparation and performance.

Figure 2.1 Performance as a function of the number of years of serious preparation. Reprinted
from “The road to excellence” by Ericsson, 1993, p. 11. Reprinted with permission.
Watkins (1942) and Ericsson (1990) showed very similar data in sports performance and
music performance respectively. O’Hare (2003) attested to the same fact in aircraft pilots as well.
The Elo chess ratings are built on this exact model of preparation versus performance. Elo (1978)
studied three groups of elite chess players differing by age and compared it with their chess ratings
and found a similar relationship.
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There are however anomalies to this rule. Most expert performers have been known to start
their training at a very early age. This proposes the argument of physical maturation being the
reason for increase in performance (Baker, 2003). The early interest developed by a child in any
domain may play a role in helping the child gain expertise faster. However, this early gain in
expertise is still based on deliberate practice leading to accumulation of experience. Abernethy
(1988) showed that children and adolescents attain a level of performance that is comparable to
adults in the same domain. This view typically indicates that level of gained expertise transcends
age differences. It was previously discussed that young chess players exhibit characteristics similar
to the level of performance exhibited by adults. This is an important observation by Ericsson (1996)
as it explains that deliberate practice and preparation are instrumental in gaining a high-level of
expertise needed in every single domain irrespective of age.
Earlier in the section it was explained that 10-years of experience cannot be equated to
attainment of expert skill and performance. There was a reason Ericsson (1996) mentioned that as
the path towards excellence usually starts at an early age. This path follows a model focused
towards expert performance as detailed by the 10-year rule. The primary reason for mentioning
this again, is because preparation that leads to highly skilled performance must be achieved
through deliberate practice (Ericsson, 1996). This idea will be explained in detail through the
remainder of the section.
Ericsson et al. (1993) provides an exhaustive understanding of how expert performance is
attained. Bloom and Sosniak (1985) interviewed international-level performers in different
domains to identify how they attained a high-level of performance over the years. As children,
exposure to a specific domain in which they showed talent or promise was encouraged by parents
as interest developed over a period. This exposure was then translated into small amounts of
deliberate practice through instruction by a teacher specialized in the domain (Bloom & Sosniak,
1985). Prolonged deliberate practice with increased experience reflected their high-level
performance in combination with their talent. Bloom and Sosniak (1985) characterized their steady
development towards excellence in three phases as illustrated by Figure 2.2.
The first phase begins with introduction into activities from that domain, while ending with
starting deliberate practice and instruction by a teacher. The second phase continues with an
extended period of deliberate practice and preparation while ending with the individual's full-time
commitment towards activities in that domain. Finally, the third phase focuses on full-time
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commitment into enhancing performance in that domain while making a living professionally with
complete engagement. Bloom and Sosniak (1985) also talk about a fourth phase wherein the
individual pursuing expertise will go above and beyond the knowledge gained from the teachers
to contribute to that particular domain.

Figure 2.2 Three phases of development toward adult expertise. Reprinted from "The role of
deliberate practice in the acquisition of expert performance" by Ericsson, Krampe, and TechRomer, 1993, Psychological Review, 100(3), p. 69. Reprinted with permission.
This theory poses a question as to the necessity of 10 years of preparation and deliberate
practice. Galton (1869) spoke of the need for motivation and perseverance in gaining expertise in
a domain in 10 years. Innate ability was identified as a major difference in determining expert
performance. This innate ability that resides in individuals at an early age propels them towards
interest in that domain. However, it is not clear whether this innate talent is general or specific,
which makes it difficult to select a domain where excellence can be achieved.
Innate differences play an essential role in determining and attaining expert performance,
which is characterized by 10,000 hours of deliberate continued practice over a decade (Ericsson et
al., 1993). It is therefore true that many of the physical characteristics of elite performers is the
result of deliberate practice and intense training over a 10-year period. However, the question of
how these elite performers in various domains choose their field of expertise will be a critical
question worth investigating. Continuing with the idea of how expertise is gained, the next section
will further discuss how skills are acquired over a period as projected by Dreyfus and Dreyfus
(1980) in their five-stage skill development model.
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2.1.3

Skill Acquisition

The earlier two sections discussed the expert-novice paradigm through the 10-year and
10,000-hour rule of gaining expertise. However, the concept of acquiring expertise over time in a
domain is a question that needs to be investigated. Last part of the previous section briefly touched
on this aspect, however, more light needs to be thrown on the concept of skill acquisition. The
different phases that individuals pass through on the road to becoming experts is discussed further.
Dreyfus and Dreyfus (1980) proposed a five-stage skill acquisition model towards acquiring
expertise. As an individual receives instruction and gains experience, Dreyfus and Dreyfus (1980)
proposed five developmental stages for their model, namely, novice, competence, proficiency,
expertise and mastery. They argued that as an individual becomes skilled, they tend to depend
more on concrete experience rather than abstract principles. The remaining sections will discuss
each of these stages in detail and begin to understand the process of skill acquisition.
2.1.3.1 Stage I: Novice
Dreyfus and Dreyfus (1980) proposed that the instruction process for any beginner starts
by decoding the task-specific environment into context-free features, hence helping them learn
without the advantage of experience. These features that can be recognized without the benefit of
experience were called non-situational features. Based on these features, the beginner follows a
given set of rules to determine a course of action. The process of improvement relies on selfobservation and/or instructional feedback to conform their behavior to the rule.
Examples of this behavior can be seen as an individual learns a second language. The
various phonetic rules for producing and recognizing once meaningless noises, begin producing
favorable results in conformity with the rules. Similarly, novice chess players see pieces of
information as context-free elements. But by knowing certain rules like computing the material
value of a position they have learned over a period, they add up these values to produce meaningful
solutions to each piece. Similarly, a novice pilot initially understands how to read cockpit
instruments. This helps to operate the instruments by responding to instrument readings and
context-free visual cues like angular displacement of the aircraft in space by looking at the horizon
(Dreyfus & Dreyfus, 1980).
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2.1.3.2 Stage II: Competence
The second stage in this model is called competence. Competence is achieved once
considerable experience is gained after coping with real situations. This involves the individual
noting or the instructor pointing out frequently occurring meaningful component patterns. These
are situational components and are no longer context-free features used by the individual. Dreyfus
and Dreyfus (1980) titled these recurrent patterns as aspects. Aspect recognition cannot be created
by the individual by using recurrent sets of features. The individual will need a well-defined set of
lucid examples to identify patterns. The brain organizes and stores this information in such a way
so as to provide a basis for future recognition of similar aspects. The instructor can clearly define
and formulate principles that dictate actions based on these aspects, which were called guidelines
by Dreyfus and Dreyfus (1980). These guidelines are very important and help in integrating as
many aspects as possible.
An example of achieving competence in language is when an individual no longer produces
meaningless streams of sound but begins to perceive and frame meaningful phrases by using it on
appropriate occasions. Competent chess players begin to understand different chess moves and
faults within them. They also realize how to minimize these aspects of their game. Similarly,
competent pilots recognize important aspects of piloting an aircraft and understand the guidelines
for correcting them. They recognize specific piloting maneuvers and develop guidelines to
improve upon them.
2.1.3.3 Stage III: Proficiency
This stage of the development model is attained with increased practice, which exposes the
individual to a variety of comprehensive situations (Dreyfus & Dreyfus, 1980). Each of these
whole situations have a meaning for the very first time and are pertinent towards the achievement
of a long-term goal. The importance given to aspects is based on their relevance to this long-term
goal. The brain now begins to store and organize information in such a way to provide basis for
future recognition of similar situations. However, the future recognition of these situations needs
to be viewed from similar perspectives as past situations. For example, a specific objective
situation taking place at two different times and each with a different perspective will be perceived
as different situations by the brain. The aspects organized based on their importance are brought
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upon using a memorized principle referred to as a maxim to determine an appropriate action
(Dreyfus & Dreyfus, 1980).
A proficient language learner is finally able to string together different phrases into
meaningful sentences, with appropriate use of subordinate clauses (Dreyfus & Dreyfus, 1980).
Proficiency in a language enables an individual to describe whole situations by using language to
request, demand, order, etc. A chess player begins to see aspects of the game that are critical to
their overall strategic goal like “playing safe”, “attacking”, etc. Strategic goals are created, and
aspects are manipulated to provide an advantage to the player and a disadvantage to the opponent.
A pilot will start making decisions based on the current situation by ignoring unimportant aspects
that distract from making the appropriate action. For example, while landing, the pilot will see the
position in the landing envelope and his crab angle as important while ignoring the terrain at the
far end of the runway (Dreyfus & Dreyfus, 1980). In such situations the pilot will use maxims to
help with maneuvering the aircraft. If the pilot encounters any problem due to a deviation from the
desired condition, a different strategy will be adopted, wherein the previously ignored terrain might
become crucial in completing the task.
2.1.3.4 Stage IV: Expertise
An expert in a field would have now reached the last stage in the step-wise development
and enhancement of mental processing of this developmental model. Until the final stage, the
individual “needed some sort of rule, guideline and maxim to drive the individual’s grasp of the
current situation leading to specific action” (Dreyfus & Dreyfus, 1980, p.11). However now, the
organized and stored repertoire of information of experienced situations is large enough to
intuitively dictate an appropriate course of action. This intuition is only possible because the gained
experience has led to a specific response for each type of situation.
Gaining expertise in a language helps an individual unconsciously elicit appropriate
linguistic responses in any situation without the conscious use of rules. An expert chess player
after seeing a meaningful chess array, begins making appropriate tactical chess moves as it presents
itself without much thought because of gained experience. Similarly, an expert pilot, responds to
current situations intuitively and appropriately. They move from an analytical thought process to
an intuitive response. Expert pilots with experience have reported that “rather than being aware
that they are flying an airplane, they have the experience that they are flying” (Dreyfus & Dreyfus,
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1980, p.12). This change from using a set of rules and making conscious decisions to intuitive
responses is a reflection on the expert pilot’s gained experiences.
2.1.3.5 Stage V: Mastery
Stage four was the highest level of mental capacity an individual can possess. However, an
expert can experience moments where they transcend their usual high level. This stage in the
developmental model discusses masterful performance when an expert “who no longer needs
principles, ceases to pay conscious attention to their performance by letting all the mental energy
used to instantaneously produce an appropriate action” (Dreyfus & Dreyfus, 1980, p.13).
2.1.3.6 Summary of stages
The developmental stages described above are systematic and a result of successive
transformation of four mental functions. Each of these mental functions has a primitive state and
a sophisticated state. These functions are ordered, so when a form changes, the previous form gets
overwritten. Table 2.1 shows a form for each function within each stage of the developmental
model. The forms are in a primitive state in the Novice stage. In the subsequent stages, each form
gets transformed into a better version until it reaches the sophisticated state.
Table 2.1 The five-stage developmental model. Adapted from “A five-stage model of the mental
activities involved in directed skill acquisition” by Dreyfus, & Dreyfus, 1980, p. 15.
Skill

Level

Mental
Function

Novice

Competent

Proficient

Expert

Master

Recollection

Non-situational

Situational

Situational

Situational

Situational

Recognition

Decomposed

Decomposed

Holistic

Holistic

Holistic

Decision

Analytical

Analytical

Analytical

Intuitive

Intuitive

Awareness

Monitoring

Monitoring

Monitoring

Monitoring

Absorbed

The next section will discuss expertise research conducted in different domains. It is
imperative to understand and appreciate the expert-novice paradigm as a robust validation tool in
scientific research. Research studies outlining expertise in a variety of domains will further
reinforce the validity of the expert-novice paradigm.
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2.1.4

Expertise research in various domains

In the earlier section, evidence of expert performance was mentioned in the Chase and
Simon (1973a) study. Similar evidence has been found and validated in other domain studies as
well. This section will briefly enlist studies conducted in other domains identifying expert
performance.
Studies conducted in medicine have identified expert diagnostic abilities, where patient
information was encoded to provide alternate solutions (Boshuizen & Schmidt, 1992; Patel,
Arocha, & Kaufman, 1994). These high-level cognitive processes are very similar to expert chess
players. Players in bridge and snooker exhibited high-level planning and execution where
cognitive processes highlighted were correlated to expert performance (Abernethy et al., 1994;
Charness, 1989). This high-level representation was achieved without reinterpreting basic facts
about the problem (Ericsson, 1996).
A very intriguing study by Klein (1993) observed how team leaders of firefighters, platoon
leaders and design engineers made decisions on the field (Proctor & Zandt, 2008). It was seen that
these individuals could visualize escape strategies efficiently and quickly with incredible detail to
help a successful rescue mission. Proctor and Zandt (2008) mention how visualization helped in
planning and evaluating the situation with all possible alternatives before implementing a plan,
which is a characteristic trait of experts in every field.
Ericsson et al. (1993) studied musicians to understand the role of early specialization in
expert musicians. They observed that effortful deliberate practice was essential in developing
expertise even in the music domain. Expert musicians started training around 5 years of age and
late beginners found it difficult to catch up to the same level of performance as early beginners.
Their investigation revealed that the 10-year rule was relevant and applicable to the music domain
as well (Sosniak, 1985).
Baker (2003) investigated the role of early specialization in sport expertise development.
Evidence linking specialized training during early stages of development to negative consequences
has been provided (Ericsson et al., 1993). However, Baker (2003) discussed the importance of a
more diversified involvement in number of sports during early stages as an alternative to
specialized training.
Chi, Feltovich, and Glaser (1981) conducted four experiments to investigate representation
of physics problems in relation to organization of physics knowledge in experts and novices. They
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observed that experts and novices begin their representations with starkly different problem
categories. Completion of these representations depended on knowledge associated with the
categories. Moreover, experts were found to abstract physics principles before solving a problem
representation. Novices on the other hand based their representation on the problem’s literal
features (Chi, Feltovich, & Glaser, 1981).
“Singer and Janelle (1999) summarized the essential characteristics that differentiate
experts and novices as follows:
1. Experts have greater task-specific knowledge (McPherson, 1993; McPherson & French,
1991).
2. Experts interpret greater meaning from available information (Abernethy, 1987,1990,
1991).
3. Experts store and access information more effectively (McPherson, 1993).
4. Experts can better detect and recognize structured patterns of play (Allard & Starkes,
1980; Simon & Chase, 1973a, 1973b).
5. Experts use situational probability data better (Abernethy & Russell, 1984, 1987).
6. Experts make decisions that are more rapid and more appropriate (Williams, 2000).”
(Baker, 2003, p. 86)
Next section will very briefly touch upon expertise research in aviation by providing some
highlights on aspects of pilot performance that have been studied. Expertise in pilot performance
has been a field of growing interest over many years as different physiological and psychological
measures have been developed to study pilots.
2.1.5

Expertise research in Aviation

Similar to other domains, expertise research has also looked into aircraft pilot performance.
Research with aircraft pilots has been an essential area of work, which investigates different areas
of pilot performance while flying an aircraft. Researchers have aimed to understand various
electrophysiological measures that are essential in piloting an aircraft. Through the years, different
psychophysiological methods like electroencephalography (EEG), electrocardiography (ECG),
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and eye-tracking have been used to identify and develop indicators of mental workload, vigilance,
situation awareness and decision-making to assess pilot performance (Dietrich, & Kanso, 2010;
Dussault, Jouanin, & Guezennec, 2004; Hankins, & Wilson, 1998; Wilson, Purvis, Skelly,
Fullenkamp, & Davis, 1987).
All the above-mentioned studies are instrumental in trying to identify key factors that lead
to expertise in piloting an aircraft. These factors are essential in understanding how expert pilots
fly an aircraft under stressful conditions, especially during long flights. Detailed research studies
covering all the factors necessary in piloting an aircraft will be discussed in the third section of
this chapter, however, providing a brief understanding of the topics covered by research studies in
understanding expert pilot performance was essential in this section. Before discussing pilot
expertise research, a detailed understanding of electroencephalography (EEG) is crucial to this
research. Next section will discuss and provide information on this specific psychophysiological
measure.

2.2

Electroencephalography (EEG)

An electroencephalogram (EEG) is a device that measures scalp electrical activity
generated by brain structures. Sensors or electrodes placed on the scalp provide real time
measurement of the brain’s electrical activity. This electrical activity recorded from the scalp is of
an alternating type (Niedermeyer & da Silva, 2005). This feedback is usually processed by
software and viewed on a computer. EEG is a completely non-invasive procedure and can be
repeatedly used on adults and children (Niedermeyer & da Silva, 2005). Moreover, compared to
MRI and other psychophysiological measures it does not interfere too much with an individual’s
ability to perform tasks.
Local current flows are produced when brain cells (neurons) are activated. The synaptic
excitations of the dendrites cause current flows of many neurons in the cerebral cortex, which is
part of the cerebrum (Figure 2.3(b)) (Nunez & Srinivasan, 2006). An EEG typically measures these
currents that flow during synaptic excitations of dendrites (Nunez & Srinivasan, 2006). “Summed
postsynaptic graded potentials from the cells that create electrical dipoles between soma (body of
neuron) and apical dendrites (neural branches) cause differences in electric potentials” (Teplan,
2002, p. 1). For electrical activity to be recordable on the head surface, large populations of neurons
must be involved in the generation of electrical current. The current penetrates typically skin, skull
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and other layers. Weak electrical signals are massively amplified and then recorded. An EEG
device is usually worn as a headset that wraps around the entirely of the head, with sensors
pressings against the scalp (Teplan, 2002). Figure 2.3 provides a good visual representation of the
EEG recording process

Figure 2.3 (a) The human brain. (b) Section of cerebral cortex showing microcurrent sources due
to synaptic and action potentials. Neurons are actually much more closely packed than shown,
about 103 neurons per mm2 of surface. (c) Each scalp EEG electrode records space averages over
many square centimeters of cortical sources. A four-second epoch of alpha rhythm and its
corresponding power spectrum are shown. Reprinted from "Electric fields of the brain: The
neurophysics of EEG" by Nunez & Srinivasan, 2006, Oxford University Press, p. 5. Reprinted
with permission.
EEG has been a powerful tool to measure brain activity as it can reflect normal and
abnormal electrical activity of the brain. Therefore, EEG has become an important measurement
tool in neurology and clinical psychology. EEG usage has been increasing in various fields where
brain activity can be measured quickly and with ease. Inexpensive EEG headsets are recently being
developed to measure brain activity in real-time. EEG measurements are often used in medical and
research fields.
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Before providing information on the application of EEG, it would be helpful to understand
how EEG developed over the years. Encephalography itself has a 100-year-old history. Over these
100 years, it has undergone considerable change and progress (Teplan, 2002). In 1875, an English
physician named Richard Caton discovered the existence of electric current in the brain. EEG was
initially measured from exposed brains of rabbits and monkeys. However, it was in 1924 when
Hans Berger used radio equipment to amplify brain’s electrical activity ensuring that weak electric
currents could also be recorded on the human scalp (Teplan, 2002). Electrical activity recorded
from the scalp differed based on the functional status of the brain, for example, sleep, anesthesia,
neural diseases like epilepsy, etc. The foundation of EEG applications was laid by Hans Berger.
Hans Burger recognized how brain activity changes when an individual’s state changes from
relaxation to alertness (Bronzino, 1995). Adrian and Matthews (1934) explained the concept of
human brain waves, wherein they identified oscillations in the 10 to 12 Hz frequency, which was
termed “alpha rhythm” (Fisch, 2004; Teplan, 2002).
Alpha rhythms are not the only oscillations associated with the concept of human brain
waves. Brain patterns obtained are viewed as sinusoidal waves. They range from 0.5 - 100 μV in
amplitude, 100 times lower than electrocardiogram (ECG) signals. Using Fast Fourier transform,
the power spectrum of these raw signals is obtained. This power spectrum displays sine waves of
different frequencies. These frequencies range from zero Hertz to one half of the sampling
frequency of the EEG device, which is the Nyquist frequency. Based on the brain state, certain
frequencies might be more dominant than others. Brain waves are classified into these basic groups
as shown in the Figure 2.4.


Delta (< 4 Hz)



Theta (4 – 8 Hz)



Alpha (8 – 14 Hz)



Beta (14 – 30 Hz)



Gamma (>30 Hz)
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Figure 2.4 An EEG (electroencephalograph) 1 second sample of five frequencies. Adapted from
Wikipedia, Gambo ,2005.
Alpha rhythm is the most studied and well-known frequency of the human brain (Teplan,
2002). However, based on the task being performed by an individual, a specific rhythm can be
observed at any given point of time. Alpha rhythm is typically observed in the posterior and
occipital regions, having a peak amplitude of 50V. Alpha activity is usually observed when the
individual is relaxed with eyes closed, however alpha gets suppressed immediately when the
individual opens the eyes. Delta waves are the highest in amplitude but the slowest waves. These
waves are usually seen in adults during slow-wave sleep. Theta waves are typically seen in
drowsiness or arousal. Sometimes, theta waves reflect the meditative state of an individual. Beta
waves reveal a busy or anxious mind with active concentration. Lastly, gamma waves have been
known to represent motor functions. The process of closing the eyes, brings about a significant
change in the brain pattern as it changes from beta to alpha. With increased brain activity, or during
a normal state of being awake, beta waves are dominant. As the brain moves towards a sleep or
relaxation state, power of the lower frequency bands increase (Teplan, 2002). Presence or absence
of other frequency bands vary based on the tasks being performed by an individual.
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2.2.1

Applications of EEG

There are different psychophysiological devices that measure brain activity. Advent of
modern technology has increased usage of a number of imaging techniques. Measurement
instruments comprise devices such as electrocardiography (ECG), electromyography (EMG,
muscular contractions), magnetoencephalography (MEG, brain), electrogastrography (EGG,
stomach) and electrooculography (EOG, eye dipole field). Computer tomography (CT), magnetic
resonance imaging (MRI), functional MRI (fMRI), positron emission tomography (PET), and
single photon emission computed tomography (SPECT) are also some of the sophisticated imaging
techniques.
The most prominent devices barring EEG that measure brain activity are MRI, fMRI and
MEG. MRI and fMRI scans provide a much higher spatial resolution compared to EEG. The
biggest advantage that EEG has over other devices of the same nature is being non-invasive and
portable (wireless EEG devices). Moreover, the greatest advantage of EEG is its speed of setup
and measurement. It is practically impossible to collect brain activity from other devices as the
individual constantly performs tasks that induce some head movement. Although spatial resolution
of EEG is less compared to MRI and PET scans, its ease in data collection helps with its application
in medicine and research. EEG in humans and animals has a wide variety of research and clinical
applications as listed by R. Bickford (Bickford, 1987; Teplan, 2002).
“Some of the areas of application are listed below:


Monitor alertness, coma and brain death



Locate areas of damage following head injury, stroke and tumor



Test afferent pathways (by evoked potentials)



Monitor cognitive engagement (alpha rhythm)



Produce biofeedback situations by controlling alpha rhythms



Control anesthesia depth (“servo anesthesia”)



Investigate epilepsy and locate seizure origin



Test epilepsy drug effects



Assist in experimental cortical excision of epileptic focus



Monitor human and animal brain development



Test drugs for convulsive effects
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Investigate sleep disorder and physiology” (Teplan, 2002, p.3)
EEG has also been used in sports, to test pilot performance, driver performance and many

other fields to understand induced brain activity while performing different tasks (Borghini, Astolfi,
Vecchiato, Mattia, & Babiloni, 2014; Doane, Sohn, & Jodlowski, 2004; Thompson, Steffert, Ros,
& Gruzelier, 2008). A developing area of research for EEG application has been understanding
expertise in different fields. EEG has been used in this area to compare differences in brain activity
between experts and novices in specific fields (Dietrich & Kanso, 2010). Being a non-invasive
measurement technique, EEG is widely used to study different cognitive processes including
perception, memory and attention (Teplan, 2002).
2.2.2

EEG recording applications and analysis

As mentioned earlier, EEG has a variety of applications, and based on the application of
EEG, recording techniques may vary. These techniques will be covered briefly in this section
2.2.2.1 Evoked potential or Event-related potentials (ERPs)
ERPs are significant voltage fluctuations that result from evoked neural activity. Evoked
potentials are triggered due to internal or external stimuli (Bickford, 1987). ERP techniques are
typically used to examine certain “aspects of cognitive processes of normal and abnormal nature,
may it be neurological or psychiatric disorders” (Picton, Bentin, Berg, Donchin, Hillyard, Johnson,
Miller, Ritter, Ruchkin, Rugg, & Taylor, 2000; Teplan, 2002, p. 4).
ERPs are used to measure mental operations contributing to perception, attention and
memory where events take place over tens of milliseconds. Compared to MRI scans that “localize
activation during mental task, ERPs assist in defining the time course of these activations” (Teplan,
2002, p.4). ERP components are smaller than spontaneous EEG components, making it difficult
to distinguish them from raw EEG data. They need to be extracted as a set of single recordings and
the epochs (recording periods) averaged to understand sensory, cognitive or motor events. ERPs
hence provide information reflecting only those electrical signals that are produced due to the
associated stimulus. ERPs have high temporal resolution (Teplan, 2002).
2.2.2.2 Quantitative Electroencephalography (QEEG)
QEEG is a method used to apply multichannel EEG measurements to determine spatial
structures and localize brain areas projecting cortical activity. The results are often used for
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topographical brain mapping by providing two-dimension and three-dimensional color maps to
help visualize the human head. QEEG methods read brain activity simultaneously from the entire
head (Teplan, 2002).
2.2.2.3 EEG Biofeedback
This is a comparatively newer technique used in EEG recording. EEG biofeedback or
neurofeedback is used to train an individual to control brain waves of certain frequencies by visual
or audio stimuli. Brain-machines or mind-machines are devices used to induce different mind
states to help relax or elicit top performance in individuals. Training methods using these machines
provide biofeedback of the EEG signal in real-time. Biofeedback techniques help individuals
become self-aware of their training.
Athletes have been known to use biofeedback methods to calm their mind and in turn
enhance performance during the game (Hatfield, Haufler, Hung, & Spalding, 2004; Wilson, Peper,
& Moss, 2006). Subjects have been known to enhance mental performance, normalize behavior
and stabilize mood through neurofeedback. Some findings also indicate applications to attention
deficit disorder, depression, epilepsy and alcoholism (Teplan, 2002).
2.2.3

EEG System

An EEG recording system typically consists of electrodes with a conducting medium,
amplifiers or filters, A/D converter and a recording device. The electrodes read brain signals from
the scalp, while the amplifiers make sure microvolt signals can be brought into a range which can
be digitized accurately. The converter helps in changing the signal from analog to digital so that
the recording device (personal computer or other relevant device) can store and display the data
being transmitted.
Neuronal activity of the brain recorded from the scalp measures potential changes over
time in basic electric circuit conducting between active electrode and reference electrode
(Kondraske, 1986). A ground electrode is also needed for obtaining differential voltage by
subtracting same voltages at active and reference points (Teplan, 2002). For a mono-channel EEG
configuration, one active, one reference and one ground electrode are required. Multi-channel EEG
configurations have 32, 64, 128 or 256 electrodes.
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Figure 2.5 An EEG system with electrodes, conducting gel, amplifiers, A/D converter and filters.
Reprinted from "Fundamentals of EEG measurement" by Teplan, 2002, Measurement science
review, 2(2), p. 5. Reprinted with permission.
New EEG devices perform the amplification and filtering by themselves. Development of
portable EEG devices has helped in recording brain activity in sports and other activities where
involuntary head movement takes place. Typically, recording electrodes are critical to acquiring
accurate quality data for interpretation.
There are different types of electrodes in the market, namely:


Disposable gel and gel-less electrodes



Reusable gold, silver, stainless steel or tin electrodes



Headbands and electrode caps



Saline electrodes



Needle electrodes
It is critical that electrodes are placed properly. The International Federation of

Electroencephalography and Clinical Neurophysiology adopted standardization of electrode
placement called the 10-20 electrode placement system in 1958 (Jasper, 1958; Teplan, 2002). This
system helped in standardization of how electrodes are physically placed on the scalp. This system
specifies how the head is partitioned into proportional distances depending upon prominent skull
landmarks, namely, nasion, preauricular points and inion. This system makes sure that adequate
coverage is provided to all regions of the brain to collect EEG data comprehensively. The label
10-20 describes the “proportional distance in percent between ears and nose where points for
electrodes are chosen” (Teplan, 2002, p.6). Each electrode placement is labelled according to the
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adjacent brain areas: F (frontal), C (Central), T (Temporal), P (Posterior/Parietal) and O (Occipital).
Each letter is accompanied by odd numbers denoting the left side of the head and even numbers
for the right side of the head (Figure 2.6).
An inherent problem with EEG data collection has been the presence of artifacts. Artifacts
are typically signal distortions, which need to be scanned and removed before EEG analysis begins.
An artifact is a signal of higher amplitude and a different shape compared to other signal sequences.
Artifacts could be either triggered by the individual wearing the device or technical, which is
caused by the device itself. Patient-induced artifacts are unwanted physiological signals, which
may disrupt the EEG (Teplan, 2002).
Technical artifacts are due to AC power line noise and can be reduced by decreasing the
electrode impedance and shorter electrode wires (portable wireless EEG devices eliminate this
issue). Below is a list of patient and technical artifact sources:

“Patient-related artifact sources:


Any minor body movements



EMG (muscle)



ECG (pulse, pace-maker)



Eye movements



Sweating

Technical artifact sources:


50/60 Hz



Impedance fluctuation



Cable movements



Broken wire contacts



Too much electrode paste/jelly or dried pieces



Low battery” (Teplan, 2002, p. 9)
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Figure 2.6 The international 10-20 system of EEG electrode placement. Reprinted from
Wikipedia, Oxley, 2017.
To eliminate or reduce patient-induced artifacts, extra electrodes that monitor eye
movement, ECG, and muscle activity are used. Vertical eye movement artifacts can also be
eliminated by recording eye blinks using the EEG and then looking for those signals during
analysis and removing them. Some software have algorithms to automatically detect and remove
artifacts as well.
2.2.4

EMOTIV EPOC+ EEG Device

This research study uses the EMOTIV EPOC+ EEG device for measuring cortical activity.
This section will provide brief information on the technical specifications of the device and
software used to capture EEG activity. Second part of this section will also delineate the use of the
EMOTIV EPOC+ in scientific research as a validated testing tool.
2.2.4.1 EPOC+ system and software
The EPOC+ device is developed by the EMOTIV company. It is a high resolution, multichannel, portable system designed for practical research purposes. The device has 14 channels
(plus CMS/DRL references, P3/P4 locations) namely, AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8,
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FC6, F4, F8 and AF4. The channels are based on the internationally recognized 10-20 system. The
device has an internal sampling frequency of 2048 Hz. It can be down sampled to 128 or 256 Hz.
It is a wireless device that records cortical activity, observed in real-time through the
TestBench software also developed by EMOTIV. This software provides real-time feedback of the
device data stream, contact quality for the channels, including EEG, Fast Fourier Transform (FFT),
gyro, wireless packet acquisition/loss display, marker events and the headset battery level.

Figure 2.7 EMOTIV EPOC+ EEG Device. Reprint from EMOTIV EPOC+ User Manual by
EMOTIV, 2018, p.2. https://emotiv.gitbooks.io/epoc-user-manual/content/. Reprinted with
permission.
Raw EEG data files can be replayed in a binary EEGLAB format. Event markers can be
defined and inserted into the data stream to record certain events during the recording process.
These markers are stored in the EEG data file. These marker definitions can be reloaded and played
in real time and playback modes. TestBench also displays different FFT windowing methods
including Hanning, Hamming, Hann, Blackman and Rectangle. The software also displays
predefined and custom band frequency using histograms. The predefined bands are delta, theta,
alpha, beta and a custom band. A detailed description of the technical specifications of the device
and software will be provided in Chapter 3.
2.2.4.2 Use of EPOC+ in scientific research
As this study uses the EMOTIV EPOC+ EEG device to measure cortical activity, it is
imperative to understand the prior use of this device in scientific and clinical research studies. This
section will briefly explain some of the research studies that have used this device, aiming to
highlight the ability of the EPOC+ device to measure EEG activity appropriately.
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Badcock, Mousikou, Mahajan, de Lissa, Thie, and McArthur (2013) used the EMOTIV
EPOC and another research grade EEG system called Neuroscan to validate its accuracy in
measuring auditory ERPs that have proved useful to investigate the role of auditory processing in
cognitive disorders like developmental dyslexia, specific language impairment (SLI), attention
deficit disorder (ADHD), schizophrenia, and autism. The EPOC is similar to the EPOC+ except
for certain lower technical specifications. They analyzed the frontal sites using data from both
systems. The intra-class correlations indicated that the morphology of the Neuroscan system and
the EPOC late auditory ERP waveforms were similar across all participants. Their findings
suggested that the EPOC system was a valid alternative to research grade laboratory EEG systems
for recording reliable late auditory ERPs over the frontal cortices.
Ekanayake (2010) conducted an independent study to capture the P300 component in an
ERP waveform. The P300 component is a positive deflection in voltage (2-5 μV) with a latency
of 300-600 milliseconds (ms) from the stimulus onset. As mentioned earlier, the strength of an
ERP is very low, hence multiple trials need to be carried out before averaging. The EMOTIV
EPOC was used in this research study to measure the ERPs. It was observed that the EMOTIV
EPOC does capture correct EEG, and noise can be minimized by averaging techniques. This study
helps provide evidence to the EPOC’s ability to record valid ERPs.
Another study conducted by Anderson, Potter, Matzen, Shepherd, Preston, and Silva (2011)
looked at EEG signals using the EPOC to effectively evaluate the cognitive workload of
visualization techniques. Response times were recorded as users interpreted different
representations of data distributions. They were able to successfully record EEG signals and
analyze data captured by the EPOC device. Cognitive load measures from the EEG data were
successfully extracted to quantitatively evaluate the effectiveness of the visualizations.
Khushaba, Greenacre, Kodagoda, Louviere, Burke, and Dissanayake (2012) explored the
nature of decision making by examining brain activity using the EMOTIV EPOC headset in
conjunction with the Tobii-Studio eye tracker system. Significant EEG spectral changes were
observed in the frontal (F3 and F4), parietal (P7 and P8) and occipital (O1 and O2) areas as the
subjects indicated their preferences.

37

Figure 2.8 The TestBench software by EMOTIV. Reprinted from EMOTV EPOC and TestBench
Specifications by EMOTIV, 2014b, p. 5. Reprinted with permission.
A 2015 study looked at a new neurofeedback approach which allowed users to manipulate
expressive parameters in music performances using their emotional state (Ramirez, PalenciaLefler, Giraldo, & Vamvakousis, 2015). They used results of this approach to alleviate depression
in elderly people. EEG data collected as part of the neurofeedback system was measured using the
EMOTIV EPOC. A research study focused on cognitive monitoring used mobile neuroimaging to
assess subjective music preference (Adamos, Dimitriadis, & Laskaris, 2016). They used this idea
to facilitate the bio-personalization of music recommendation systems. Lovell, Bruno, Johnston,
Matthews, McGregor, Allsop, and Lintzeris (2018) examined health outcomes of long-term
cannabis and tobacco users. They measured cognitive information for this research using the
EPOC+ device.
Oliveira, Medeiros, Pacheco, Bessa, Silva, Tavares, Rego, Campos, and Cavalcanti (2018)
used the EMOTIV EPOC to describe EEG assessment while performing a virtual reality motor
task. Their primary aim was to compare power of different frequency bands (theta, alpha, beta and
gamma) between left and right hemispheres. “They observed that right-handed individuals showed
significantly greater difference in the right hemisphere in the frontal region (gamma power) and
parietal region (theta and beta power). The alpha power on the other hand showed greater activity
in the left hemisphere. This study showed that a virtual environment provides distinct cortical
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activation patterns, which highlights greater activation potential in the right hemisphere” (Oliveira
et. al, 2018, p. 160)
Other research studies have used the EPOC EEG device to record cortical activity to
understand working memory, driver drowsiness and artifact detection (Li, & Chung, 2014;
O’Regan, Faul, & Marnane, 2013; Wang, Gwizdka, & Chaovalitwongse, 2016) These studies
further help validating the EMOTIV EPOC and EPOC+ devices as EEG measures that can be used
for scientific and clinical research.
Although, the EMOTIV EPOC and EPOC+ devices are not as sophisticated as other EEG
devices available in the market, their use in scientific research is well documented. Moreover, the
EPOC+ has been used to collect EEG data using different recording techniques, and hence
providing support that this device is a valid EEG signal measuring tool.

2.3

Expertise in Aircraft Pilots

As explained earlier expertise research in aviation has essentially looked at aircraft pilot
performance measuring mental workload, vigilance, situation awareness and decision-making.
These factors have been deemed imperative in discovering differences between expert and novice
pilots. This section will provide a detailed overview of research conducted in the area of pilot
expertise. EEG usage and applications in understanding aircraft pilot performance will also be
discussed. More importantly differences in pilot skill levels will be enlisted by understanding how
the Federal Aviation Administration (FAA) defines these skill levels.
2.3.1

Previous Research

This section will look at research studies that span three essential topics in aircraft pilot
performance. Each of these topics specifically detail research conducted to measure pilot
performance and understand differences between pilots with varying skill levels.
2.3.1.1 Decision-making in pilots
Safe and efficient flying of an aircraft depends on correct and timely decision-making by
pilots (Schriver, Morrow, Wickens, & Talleur, 2008). Understandably, errors in pilot decisionmaking can lead to major accidents. Shappell, Detwiler, Holcomb, Hackworth, Boquet, and
Wiegmann (2007) found that more than one third of accidents in commercial and general aviation
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have been attributed to errors in pilot judgement and decision-making. O’Hare (2003) discussed
how a pilot’s flying experience is an essential factor among others in pilot decision-making. Klein
(1993), and Zsambok and Klein (1997) developed a naturalistic decision-making framework that
sought the relationship between expertise and decision-making in various professional domains
including pilot performance.
Experts tend to make better decisions because they use effective attention allocation
strategies (Schriver, Morrow, et al., 2008). Wiggins, Stevens, Howard, Henley, and O’Hare (1995)
conducted a study to compare the process of information acquisition employed by expert,
intermediate and novice pilots during pre-flight decision-making. They made comparisons
between types of information accessed, the sequence in which information was accessed, and the
decisions formulated during three pre-flight scenarios. As hypothesized, a qualitative difference
was observed in novice and intermediate pilots based on their information acquisition strategies,
and strategies employed by expert pilots. They specified how expertise differences in decision
making arise from high levels of task-specificity rather than the total number of flight hours
(Wiggins, Stevens, Howard, Henley, & O’Hare, 1995). O’Hare (2003) discussed and proposed a
very similar point of view.
In the study conducted by Schriver, Morrow, et al. (2008), the aim was to measure
underlying processes that project differences between expert and novice pilot decision-making
outcomes. They investigated expertise differences in pilot decision-making during a simulated
flight by examining a hypothesized attention-action link. They used eye tracking in expert pilots
with a range of experience to measure accuracy and latency in their decision outcomes. They also
investigated how cue properties of diagnosticity (extent to which source of data can discriminate
between the hypotheses) and correlation influence attentional strategies (Schriver, Morrow et. al.,
2008). Fourteen experts and 14 novice pilots were tested in this study as they flew brief simulated
flights. Fifty percent of flights contained some failures that varied in both diagnosticity and/or
correlation. Experts made better decisions compared to novices based on speed and accuracy
(Schriver, Morrow et. al., 2008). Experts also made faster correct decisions when cues were
correlated. Moreover, when failure was present, experts were observed to be more attentive to cues
relevant to failure. These findings were essential as they reflected differences in expert and novice
pilots based on attentional strategies relevant to problem recognition (Schriver, Morrow et. al.,
2008).
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Pilots have been known to develop structured representations of their environment in longterm memory, which help in forming a mental model of their current task environment (Doane,
Sohn, & Jodlowski, 2004). The aim of their study was to understand pilot ability and anticipate
consequences of actions based on pilot experience. Novice and expert pilots completed trials where
three screens projected control movement(s), a cockpit flight situation, or a change in flight
situation. The third screen depicted changes consistent or inconsistent with the control movements
and/or current flight situations. The pilots were asked to indicate whether the depicted change was
consistent or inconsistent with their expectations. They were also asked whether their accuracy
was greater for mental-model than for situation-model inconsistent statements. Experts were found
to be more accurate than novices, especially for multiple meaningfully related control movements
(Doane, Sohn, & Jodlowski, 2004). Expert pilots can organize information into meaningful units
to help predict future flight situations. This helps understand how expert pilots are prepared for
any in-flight situation thrown at them any point of time during flight.
Bellenkes, Wickens, and Kramer (1997) claimed that expert pilots were able to modulate
their scan patterns more flexibly than novices as they seek instrument information. In their study
12 novice and 12 expert pilots flew a 7-segment simulation pattern as specific attentional
constraints were placed. Their visual scan behavior around the cockpit instrument system was
recorded. Experts performed better on vertical and longitudinal control, but not lateral control. The
expert pilots’ scanning strategies revealed shorter dwell spells and more recurrent visits to cockpit
instruments. They were also able to adapt their scanning strategy more flexibly based on the task
demands. Experts also demonstrated a better mental-model of predictive relations between and
within axes. Moreover, they checked the axes whose values remained constant often (Bellenkes,
Wickens, & Kramer, 1997).
Consistent with the findings by Bellenkes, Wickens, and Kramer (1997), Khoo and Mosier
(2005) argued that experience was the key factor that helped expert pilots easily attend to pertinent
information when making accurate decisions. The concept of an expert pilots’ experience
translating into knowledge about relationship between cues, can be linked to the situation
awareness of pilots, where dynamic information must be assessed to make informed decisions
under time constraints. This shall be discussed in detail in a future section.
Morrow, Miller, Ridolfo, Magnor, Fischer, Kokayeff, and Stine-Morrow (2008) examined
the influence of age and expertise on pilot decision-making. Older and younger participants who
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were expert and novice pilots were asked to describe how they would respond to simple and
complex flight situations by providing solutions to the problems. They observed that expert groups
elaborated the problem descriptions more than novices, and spent more time reading critical
information in complex scenarios. Older experts also elaborated the problem more compared to
their younger counterparts. However, older novices did not elaborate the problem as much and
could not identify appropriate solutions as much as the younger novices.
A similar study was conducted by Stokes, Belger, and Zhang (1990) where expert and
novice pilots responded to a simulation in which flight displays or test described flight scenarios
containing flight-related problems. Participants had to identify cures to problems while providing
alternative ways to respond. Experts’ decision accuracy was not influenced by time pressure as
compared to novices’ suggesting that expertise of expert pilots compensated for the cognitive
demands imposed by the tasks before them (Stokes, Belger, & Zhang, 1990).
Inaccurate pre-flight decision making is one of the most significant factors that causes
aircraft accidents in the United States (Kirkbride, Jensen, Chubb, & Hunter, 1996). Wiggins,
Stevens, Howard, Henley, and O'Hare (2002) compared expert, intermediate and novice pilots in
the process of information acquisition during simulated pre-flight decision-making.
All the above studies suggest that expert pilot decision-making is guided by knowledge
relevant to the problem situation. Expert pilots dedicate attentional resources to identifying and
integrating relevant cues in order to represent the problem situation (Morrow, et. al, 2008; O’Hare,
2003). It can be clearly seen that experience plays a critical role in pilot decision-making and
during assessing diagnostic situations. Experienced pilots seek information, which is helpful in
managing the current situation and help in generating plausible solutions.
2.3.1.2 Mental workload and Vigilance in pilots
Mental workload and vigilance have become critical factors in the design and use of
modern aircraft. The complexity of modern aircraft cockpits, determining workload, fatigue, and
ability to retain high levels of performance, has become extremely crucial while flying an aircraft.
Mental workload is defined as all the demands pertaining to a task because of the complexity of
the human-machine interaction system (Vicente, Thornton, & Moray, 1987). Due to this
complexity it becomes necessary to measure mental workload, fatigue and levels of performance
in pilots using non-invasive electrophysiological measures.
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These electrophysiological measures typically include electroencephalographic (EEG) and
electrocardiographic (ECG) activity. EEG measurement in aircraft pilots will be discussed later in
detail. However, it is necessary to understand how these studies differentiate between expert and
novice pilots based on measurements of mental workload and vigilance.
Dussault, Jouanin, and Guezennec (2004) aimed to understand electrophysiological
measures of mental workload during piloting tasks. Four experienced and eight novice pilots
differentiated based on their flight hours were asked to perform a set of flight sequences while
piloting an aircraft. EEG and ECG signals were recorded for each participant during the entire
flight profile lasting approximately an hour. EEG and ECG were deemed good measures and useful
indicators of mental workload. The differences between experts and novices were comparatively
minor in their study. The only significant difference observed between the groups was that expert
subjects had higher focalized visual attention in comparison to the novice (Dussault, Jouanin, &
Guezennec, 2004). Most of the flight segments showed similar EEG patterns for both the groups.
It is possible that differences were not observed due to a small sample size in each group along
with imbalanced groups.
Another study looked at cardiac, eye, brain (EEG) and subjective data during an actual
flight scenario (Hankins, & Wilson, 1998). The researchers administered tasks to pilots that
required different piloting skills at several levels of mental workload. This study provided a
comprehensive picture of the mental demands of flight. Although this study did not demonstrate
any statistical differences, it did show the visual and mental demands of piloting an aircraft. The
study also proposed an on-line monitoring system for mental workload that can provide feedback
to pilots and aircraft systems.
Wilson, Purvis, Skelly, Fullenkamp, and Davis (1987) looked into similar metrics of heart
rate, eye blink and EEG of experienced A-7 attack aircraft pilots. The entire flying session lasted
approximately 90 minutes. It consisted of take-off, low altitude terrain following, high G
maneuvers, inflight navigational updates, weapons delivery, and a high-altitude cruise to base,
ending in a formation landing. The heart rate (HR) showed the most differences of the three metrics,
with the blink rate and EEG differences coming next. The blink rate and duration showed changes
based on the visual attentional demands.
Dussault, Jouanin, Philippe, and Guezennec (2005) conducted another study to measure
mental workload and vigilance in four experienced and eight novice pilots. However, the

43
participants were inside a simulator rather than an actual aircraft. Simulation helps in measuring a
pure and unambiguous measurement of information load on human operators as the simulators
built these days are exact replicas of actual aircrafts (Lindholm & Cheatham, 1983). Results
revealed electrophysiological changes that projected variations in mental workload. These results
are in line with studies of real flights, especially sequences having a bearing on mental workload.
EEG data revealed that novices globally showed more cortical activity compared to experts in the
study. Sensorimotor and visuomotor areas showed more activity for novices compared to the
experts. Also, heart rate measures were seen to be higher in novices as compared to experts
(Dussault, Jouanin, Philippe, & Guezennec, 2005).
Jorna (1993) discusses the importance of monitoring heart rate in aviation research to
provide a global index of pilot workload. As piloting an aircraft involves operating in a complex
and dynamic task environment, heart rate variability is a promising measure of mental workload.
In this study they used spectral analysis techniques of heart rate for workload assessment. Roscoe
and Grieve (1988) also reported heart rate being an important measure that is sensitive to variations
in pilot workload. Moreover, in addition to the results of the study, they observed that levels of
workload associated with flight failures and emergencies are within the acceptable margins for
well-trained and experienced pilots.
Wilson (1993) used psychophysiological measures of HR and eye-blinks to assess
workload of F4 Phantom aircraft pilots and weapons systems officers during air-to-ground training
missions. The study also assessed these measures during the performance of two levels of difficulty
of laboratory tracking task. Results showed that the physiological range of values found for pilots
were wider as compared to the weapons systems officers. Also, the flight segments showed a
greater range of values compared to the laboratory tasks, hence, showing that pilots are under a
significantly greater workload while piloting an aircraft.
Another study conducted by Wilson (2002) analyzed mental workload in pilots during
flight by using different psychophysiological measures. Heart rate (HR), heart rate variability, eye
blinks, electrodermal activity, topographically recorded electrical brain activity, and subjective
estimates of mental workload were recorded in this study as ten pilots flew approximately 90-min
scenarios twice (Wilson, 2002). The scenario contained both visual and instrument flight
conditions. Responses recorded for both the flight scenarios were typically similar. Cardiac and
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electrodermal measures were highly correlated and changed in response to the flight tasks. The
pilots participating in the study were general aviation pilots with 1,317 mean flight hours.
Sterman, Kaiser, Mann, Suyenobu, Beyma, and Francis (1993) also evaluated workload in
15 male Air Force pilots by using a quantitative EEG assessment. They found increased workload
during landing task for the pilots. Similar studies have been conducted to measure mental workload
and vigilance among aircraft pilots to understand the HR, blink rate and areas of the brain getting
affected due to changing conditions in an aircraft.
Shappell, Detwiler, Holcomb, Hackworth, Boquet, and Wiegmann (2007) examined the
processing demands of experienced helicopter pilots based on two communication formats,
namely, verbal and digital. Mental workload was assessed by a battery of subjective, performance,
secondary and physiological measures. They observed measures of heart rate variability and blink
rate to be larger with verbal rather than digital communications. For EEG data, they recorded the
P300 components across multiple trials before averaging the amplitudes. A positive deflection was
observed in the latency range 300 – 500 ms post-stimulus in most conditions.
Other studies have also observed changes in mental workload and differences between
experienced and novice pilots for real flight and simulator sequences (Dahlstrom & Nahlinder,
2009). All these studies display the importance of understanding how expert pilots cope with
stressful situations while piloting compared to novices. These differences are instrumental in
developing better systems that reduce stress and minimize accidents during flying.
2.3.2

EEG use in Aviation

Research in aviation has a long history measuring different aspects of aviation performance,
including pilots and air traffic controllers. This section will provide an overview of aviation
research focusing on pilots in real flight and simulated environments. EEG use in aviation will
also be covered in detail to help understand its applications with respect to pilots.
2.3.2.1 Overview of Aviation Research
Earlier in this section, expertise research in aircraft pilots was discussed with a view to
understanding differences between expert and novice pilots. These differences were measured
using several psychophysiological methods. One of the psychophysiological measures used in
understanding aircraft pilot differences has been Electroencephalography (EEG). A detailed
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explanation of EEG and its measures was provided in the second section of this chapter. EEG has
been used to study factors like mental workload, vigilance and attention that relate to pilot
performance and decision-making (Dussault, Jouanin, & Guezennec, 2004, 2005). Measuring
these variables by studying EEG activity in aircraft pilots has greatly increased understanding of
pilot mental abilities while flying. This section will discuss studies relevant to aviation where EEG
recordings have been used to understand pilot brain activity. EEG studies are becoming
increasingly common due to the availability of inexpensive devices and advancements over the
years.
A study conducted by Sterman, Schummer, Dushenko, and Smith (1988) evaluated the
utility and feasibility of EEG monitoring as a means to identify the central nervous system
correlates of performance and G-force effects during military flight operations. Four studies were
conducted, two with laboratory simulations and two during military flight training missions. EEG
power spectral density characteristics along with their temporal modulations were analyzed in the
sensorimotor and visual cortical areas. Competent performance showed a highly unique
discrepancy between the left and right hemispheres in central 8-15 Hz activity, with activity in the
left hemisphere exceeding that in the right. The pattern disappeared as the performance decreased.
Temporal modulation of the above activity also showed similar changes. High G-force situations
showed a progressive and non-specific increase in power at frequencies below eight hertz.
A similar study conducted by Sterman, Mann, Kaiser, and Suyenobu (1994) recorded EEG
activity looked at 15 adult male subjects as they performed a landing simulation task during control
conditions by separately evaluating their attentional and motor components. Attentional control
conditions themselves involved exposure to an appropriate visual scene with no action, and the
motor condition used joystick movements without an associated aircraft response. Results of
analysis exhibited visual attention producing a significant generalized attenuation in the posterior
cortex of all EEG frequencies studied when compared to an eyes-closed baseline condition.
Control motor movements produced a localized suppression of 11-13 Hz in central cortex.
Attenuation in the posterior cortex was associated to thalamocortical excitation, while the localized
suppression was deemed a sensorimotor excitation. Interestingly, in actual flight performance,
integration of these components resulted in additional suppression of 11-13 Hz activity in motor
cortex and a suppression of 9-13 Hz activity in parietal cortex (Sterman, Mann, Kaiser, &
Suyenobu, 1994). These changes were associated with increase in sensorimotor activity and
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parietal cortex engagement for visuo-motor integration. Sterman and Mann (1995) provide a
review of studies where EEG activity was recorded during flight simulation and actual flight
performance. The studies reviewed by them provide additional support to the above results.
Studies described above examined EEG measures and comparison in aircraft pilots with
similar skill levels. However, EEG studies more relevant to this research look at the comparison
between expert and novice pilots and differences in their EEG profiles. Dussault, Jouanin, and
Guezennec (2004) measured EEG and ECG changes in four experienced and eight novice pilots
during selected flight sequences. EEG was recorded at 12 active scalp sites: F3, F4, FZ, C3, C4,
CZ, P3, P4, PZ, O1, O2, and OZ using the internationally recognized 10-20 system. As the EEG
and ECG were recorded during real flight, a continuous set of flight sequences were created. The
flight times selected were mid-day, with low wind and turbulence. The entire flight profile lasted
approximately one hour.
The ground baseline (GB) was measured for about one minute, before the continuous set
of flight sequences began. The participants first performed a pre-flight checklist and then taxied to
the runway. The lineup, take-off and stabilization at 500 feet, were followed by three standard
traffic patterns. Each traffic pattern was separated by a touch-and-go. The instructor then
controlled the flight for about five minutes, before reaching the airwork zone. In the airwork zone,
participants performed a low-speed flight, a stall and a constant rate turn for two main flight
segments, namely the VFR (visual flight rules) and the IFR (instrument flight rules). For the IFR
segment, the participants were asked to wear translucent goggles that restrict forward vision,
however allowed viewing of the instruments. The participants then handed the controls back to the
instructor for the return to the airport. Finally, the participants finished the scenario with a visual
landing. The participant also completed a questionnaire about their flight impressions.
The electrophysiological data were analyzed and compared for each subject by comparing
the percentages of each frequency band recorded for the 11 segments with Friedman ANOVA.
Once, the ANOVA provided a significant difference, a pairwise comparison of the 11 segments
was performed with a Wilcoxon test. It was observed that during active segments delta and theta
band activity increased significantly. Compared to in-flight rest periods, the theta band activity
increased by 22.5% during active segments. However, alpha band activity significantly decreased.
The decrease in alpha between GB and all flight sequences was 30%. Variations observed during
active flight segments were reversed during in-flight rest sequences. IFR segment saw an increase
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in theta and alpha frequency band activity in especially the parietal-occipital area. At the same
time, the alpha/beta ratio decreased as well. Increase in alpha band activity during the IFR,
especially in the parietal-occipital area reflects activity in the primary and associative visual cortex
(Vanni, Revonsuo, & Hari, 1997).
The decrease in the alpha/beta ratio during in-flight rest sequences is understandable as
some researchers use that as an indicator of vigilance level (Nielsen, Hyldig, Bidstrup, GonzalezAlonso, & Christoffersen, 2001). The authors were successfully able to attest to the usefulness of
EEG and ECG measures during diverse segments of aircraft flight. Relatively, the power of delta
band was highest during the three traffic patterns and the final landing. Activity in delta band may
also be the augmentation of fatigue and is consistent with other studies (Lal & Craig, 2002;
Schwarz-Ottersbach & Goldberg, 1986). There were no significant differences observed between
the experienced and novice pilots in their EEG activity, primarily due to the low sample size.
However, results of their study provide a deep understanding of what frequencies change during
specific in-flight sequences and is a model that is relevant to this study.
A study similar to the one above with the same flight sequences was conducted with four
experienced and eight novice pilots (Dussault, Jouanin, Philippe, & Guezennec, 2005). However,
the participants were asked to perform the flight sequences in a flight simulator. Similar analysis
was conducted on this study as well. Results of the study were quite similar to the previous one.
However, globally greater cortical activity was observed in novices compared to experts.
Distribution of delta, theta, gamma and beta responses were observed at the central and posterior
sites, which suggests the role of visual and sensorimotor system for novices. A significant
difference was observed between experts and novices in the frontal areas for delta, beta and gamma
bands during the VFR segment. Beta and gamma band differences were also observed between the
groups during the line-up, take off and stabilization segment. It can clearly be seen that novices
display a higher workload compared to the experts, which is understandable, as it was seen earlier
that experts are better at distributing their attentional resources (Schriver, Morrow, et al., 2008).
The study also helped in comparing EEG profiles of expert and novice pilots in real flight and
simulator environments. The similarity in the results for the two studies provides evidence to the
fact that flight simulators can closely replicate the results of an actual flight. It should however be
recognized that vestibular functions cannot be replicated as there is no actual movement of the
flight in a simulator.
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From the above studies and also previously discussed research, it has been established that
there exist differences between experts and novices while doing the same activities. These
differences are based on the fact that novices require more cognitive resources, attention and
engagement than the experts (Borghini, Astolfi, Vecchiato, Mattia, & Babiloni, 2014). It has also
been mentioned previously that deliberate practice is associated with skill improvement and gain
in confidence (Chase, & Simon, 1978; Ericsson et. al., 1993). Change in brain activity from the
time individual approaches a task for the first time, in comparison to being proficient in that task
is probably a reflection of the change in that individual’s cognitive processing. This alteration is
possibly attributed to change in activity of several cortical areas.
In order to understand this alteration, Borghini, Astolfi, Vecchiato, Mattia, and Babiloni
(2014) conducted a study to analyze the variation of the EEG power spectra in the theta band
frequency when a novice begins to learn flight simulation tasks. Participants in this study were
asked to play Flight Simulator X, which is a flight simulator game by Microsoft. Each participant
was asked to pass through five target gates using a delta plane. There was no take-off included in
the activity as the participant was already in the air and in front of the first target gate. Based on
the color of the gate, whether green (can pass) or red (cannot pass), the participant could
successfully pass through it. Each participant had to pass through all the active gates in order to
complete one mission. The performance of each participant was calculated based on the successful
completion of missions in 30 minutes. The entire experiment lasted 5 days, with EEG activity
recorded during the first, third and fifth day. They also had a 30-minute training session on each
of the five days.
The analysis of EEG power spectral density in the frontal areas showed a decrease in theta
band activity as the participants improved their task performances during the third, fourth and fifth
days. These changes were seen in the midline-frontal, left-frontal and right-frontal cortical areas.
The perceived workload level also decreased during the third, fourth and fifth days. In other studies,
increase in cognitive effort in flight and other tasks has seen an increase in the theta frequency
band (Borghini, Isabella Vecchiato Toppi Astolfi, Caltagirone, & Babiloni, 2012; Doppelmayr,
Finkenzeller, & Sauseng, 2008). This basically refers to the idea that novices have an increased
cognitive activity as they are not used to a particular task. As they train and get better at a particular
task, theta band activity steadily decreases, and thereby their cognitive effort as well.
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Differences between experts and novices in real flight and simulator tasks, shows clear
differences in their EEG activity. Typically, there is a difference seen in their theta band activity,
which relates to the cognitive effort. Also, globally greater cortical activity is observed in novices
compared to the more experienced experts. The frontal areas in novices showed greater activity
compared to experts, especially in the delta, beta and gamma bands. A lot of this activity is related
to the visual and sensorimotor areas. These results possibly suggest that novices have a great visual
information load, because they are not experienced at filtering unwanted visual information.
2.3.2.2 Overview of EEG Analysis
As the above studies provide an overview of EEG usage in aviation research, this section
will go into details of analysis techniques used by the research studies on EEG data. This section
will enlist data preprocessing and analysis techniques covered by the research studies.
In the research study conducted by Sterman, Schummer, Dushenko, and Smith (1988), the
data was collected in the analog form, hence, needed to be digitized before performing a Fast
Fourier Transform (FFT) on the data. They analyzed successive 16-second epochs to provide a
resolution of 0.5 secs from 0-40 Hz. The spectral estimates that were calculated after the FFT were
sorted into seven consecutive bands of four Hertz between 0-27 Hz. This helped divide the power
bands into functionally meaningful frequencies within the human EEG (example: delta = 0-3 Hz,
theta = 4-7 Hz, etc.). The next step was to use the area under spectral distribution generated for the
16-second epochs and calculate the spectral densities of all the frequency bands. MATLAB and
LOTUS were used for statistical analysis of the data.
A digital transformation and FFT was run on the raw EEG data by Sterman, and Mann
(1995) as well. The data was then log transformed and spectral magnitude values were generated
in the 8-12 Hz frequency for sequential two-second epochs. Data epochs containing artifacts were
removed from the data. Analysis of Variance (ANOVA) was used to statistically evaluate
differences in magnitude.
Sterman, Mann, Kaiser, and Suyenobu (1993) investigated EEG data for a simulated
visuomotor aviation task in 15 adult male subjects. The EEG data were filtered using a two Hertz
high-pass filter and a 16 Hz low-pass filter. After digitizing the data and converting them to
sequential foue-second epochs, the epochs were subjected to FFT to calculate the spectral density
estimates using a frequency resolution of 0.25 Hz. Artifacts like significant eye blink, movement,
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or muscle were removed from the data after visual review. This led to an 85% retention of the
overall data. Log mean spectral magnitudes in six frequency bands were chosen for analysis.
Within-subjects ANOVA was performed on the spectral analysis data obtained from the two
replications of each condition. A significance level of 0.05 was chosen along with a correction for
degrees of freedom proposed by Greenhouse and Geisser (1959). Sterman, Kaiser, Mann,
Suyenobu, Beyma, and Francis (1993) used the same methods for analyzing their raw EEG data.
Dussault, Jouanin, Philippe, and Guezennec (2005) measured EEG and ECG activity in
four experts and 12 novices as they performed different in-flight sequences inside an aircraft
simulator. Their aim was to measure levels of mental workload and vigilance among their
participants. The EEG device used in their study measured cortical activity at 12 electrode sites,
in adherence to the 10-20 system of electrode placement. The raw EEG data were sampled at 200
Hz and impedance was kept below five KΩ.
Somnologica software was used to automatically subtract DC drift from the time series
data. The flight and rest sequences were analyzed with the Brainvision software. The high- and
low-pass filters were kept at 0.5 and 70 Hz respectively. The software identified artifacts in the
data automatically and removed them, which led to loss of five percent data overall. FFT analysis
was carried out in the Brainvision software to calculate the power spectra for the cleaned EEG
data. They carried out FFT every 10 seconds for all EEG signals. An average spectrum was
calculated for the baseline rest period and each flight sequence. Based on the human EEG
frequency values, the spectra were divided into five frequency bands, namely, delta (0.5 – 4 Hz),
theta (4 – 8 Hz), alpha (8 – 13 Hz), beta (13 – 30 Hz) and gamma (30 – 70 Hz).
They calculated power as the sum of the activity within a particular band in the EEG
spectrum. For each band, the power was expressed as the amount of activity (%) of the total activity
between 0.5 – 70 Hz. A Friedman repeated measures ANOVA on ranks was performed on the rest
and flight sequences to compare them. For the sequences that showed significance differences (p
< 0.05), pairwise comparisons were performed with a post-hoc Dunn’s test for the entire flight
sequence (Dussault, Jouanin, Philippe, & Guezennec, 2005). They compared EEG variations for
each of the 12 electrode sites for each frequency band.
Dussault, Jouanin, Philippe, and Guezennec, (2004) used the exact data preprocessing and
analysis methods for their study to test pilots while performing in-flight sequences inside a real
flight. The primary idea was to understand EEG data preprocessing and analysis methods for pilot
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research studies. This section helped in proving some understanding of how EEG data is cleaned,
preprocessed and analyzed. In understanding these methods, the current research study used
similar methods as enlisted above for working with raw EEG data.
2.3.3

Skill levels in aircraft pilots

As this study focuses on the comparison between expert and novice pilots, it is important
to understand the differences in skill levels between pilots. This study rests on the idea that the
expert-novice paradigm is an important validation tool that clearly differentiates the two groups.
Hence, it is essential to explain the differences in skill levels between the expert and novice pilots
in this study. Considering the question at hand, this section will provide an explanation of how
skill levels in pilots are defined and evaluated. Federal Aviation Administration (FAA) regulations
will be discussed along with different validity tests used to measure and differentiate skill levels
in pilots.
FAA regulations have clearly defined how skill levels in piloting an aircraft can be
differentiated based on the completion of standards defined by the FAA. Aspiring pilots can obtain
different levels of certification based on whether they would like a private pilot license, instrument
rating, commercial pilot license and/or flight instructor license. Each of these certifications require
completion of a minimum number of flying hours along with demonstrating skillsets necessary to
achieve a specific certification. Pilots must complete tests for each certification, which is a called
checkride. These regulations are defined by the FAA. All the information below has been regulated
and approved by the FAA. The license requirements developed by the FAA and Purdue University
follow these regulations. These requirements are strict and described directly from the manuals.
2.3.3.1 Private pilot information and license requirements
The Private Pilot License is approved by the FAA when an individual completes a specific
set of requirements as endorsed by the FAA. The set of FAA requirements are summarized below:
1. “The individual must be at least 17 years of age.
2. Be able to read, write and converse fluently in English.
3. An FAA-medical certificate with a minimum of a third class must be obtained by the
individual.
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4. Receive and log ground training from an authorized instructor or complete either an
online study course or home-study course.
5. They must also pass a 60 multiple-choice knowledge test, at an FAA-designed
computer testing center, with a score of 70% or higher.
6. Appropriate flight experience must be gained. They must receive a minimum total of
40 hours of flight instruction and solo flight time.
a. 20 hours of flight training from an authorized flight instructor, including at
least
i. 3 hours of cross-country (i.e. to other airports)
ii. 3 hours of night, including
1. One cross-country flight of over 100 nm total distance
2. 10 takeoffs and 10 landings to a full stop at an airport
iii. 3 hours of instrument flight training in an airplane.
iv. 3 hours in airplanes in preparation for the private pilot practical test
within 60 days prior to that test.
b. 10 hours of solo time in an airplane, including:
i. 5 hours of cross-country flights
ii. One solo cross-country flight of at least 150 nm total distance.
iii. Three solo takeoffs and landings to a full stop at an airport with an
operating control tower.
7. Receive flight instruction and demonstrate skill
a. Obtain a logbook sign-off by a CFI in specific areas of operation
8. They must also complete a practical (flight) test proctored by an FAA inspector or
designated pilot examiner (DPE). Must be conducted as specified in the most current
version of the FAA’s Private Pilot Practical Test Standards (PTS)” (Kirtland Flight
Center, 2017, p.1-3; Federal Aviation Administration, 2016).
This test is specified in the FAA’s Private Pilot Airplane Airman Certification Standards.
Although, the minimum number of hours to obtain a Private License is 40 hours, pilots typically
take 60-70 hours (Federal Aviation Administration, 2016).
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2.3.3.2 Instrument rating requirements
The set of FAA requirements to obtain an instrument rating are provided below:
1. “Hold at least a Private Pilot Certificate.
2. Be able to read, write, and converse fluently in English.
3. Hold a current third-class FAA medical certificate.
a. You must undergo a routine medical examination which may be administered
only by an FAA-designated doctor called an Aviation Medical Examiner (AME)
b. Even if you have a physical handicap, medical certificates can be issued in many
cases. Operating limitation may be imposed depending on the nature of the
disability.
c. Your FAA-Certificated Flight Instructor (CFI) or Fixed-Base Operator (FBO) will
be able to recommend an AME. [NOTE: An FBO is an airport business that gives
flight lessons, sells aviation fuel, repairs airplanes, etc.]
4.

Receive and log ground training from an authorized instructor or complete either an
online study course or home-study course.

5. Pass the FAA instrument rating knowledge test, at an FAA-designated computer
testing center, with a score of 70% or better. The instrument rating knowledge test
consists of 60 multiple-choice questions selected from the airplane-related questions
in the FAA's instrument rating test bank.
6. Accumulate appropriate flight experience
a. 50 hours of cross-country flight time as pilot-in-command (PIC), of which at least
10 hours must be in airplanes
b. A total of 40 hours of actual or simulated instrument time in the areas of
operations listed in item 7 below, including:
i. 15 hours of instrument flight training from a CFII
ii. 3 hours of instrument training
7. Demonstrate flight proficiency. Receive and log training and obtain a logbook
endorsement by your CFII on specific areas of operation:
8. Finally, they must successfully complete a practical (flight) test given as a final exam
by an FAA inspector or Designated Pilot Examiner (DPE); conducted as specified in
the most current version of the FAA’s Instrument Pilot Practical Test Standards
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(PTS)” (Federal Aviation Administration, 2010; Private Pilot Ground School, 2015a,
p.1-2).
These requirements are standards set by the FAA and must be adhered.
2.3.3.3 Commercial pilot information and License Requirements
The set of FAA requirements for the Commercial Pilot Certificate is as follows:
1. “Be at least 18 years of age and hold at least a Private Pilot Certificate.
2. Be able to read, speak, write, and understand the English language.
3. Hold at least a current third-class FAA medical certificate (Same as Instrument
Rating).
4. Receive and log ground training from an authorized instructor or complete either an
online study course or home-study course.
5. Pass a pilot knowledge test, at an FAA-designated computer testing center, with a
score of 70% or better. The commercial pilot test consists of 100 multiple-choice
questions selected from the airplane-related questions in the FAA's instrument rating
test bank.
6. Accumulate appropriate flight experience
a. 100 hours in powered aircraft, of which 50 hours must be in airplanes
b. 100 hours as Pilot-In-Command (PIC) flight time, which includes at least:
i. 50 hours in airplanes
ii. 50 hours in cross-country flight of which at least 10 ours must be in
airplanes
c. 20 hours of training in the areas of operation required for single-engine or multiengine rating that includes at least:
i. 10 hours of instrument training of which at least 5 hours must be in singleengine or multi-engine airplane, as appropriate
ii. 10 hours of training in an airplane that has a retractable landing gear,
flaps, and controllable-pitch propeller, or that is turbine-powered
iii. One cross-country flight of at least 2 hours in a single-engine or
multiengine airplane (as appropriate) in day-VRF condition, consisting of
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a total straight-line distance of more than 100nm from the original point of
departure
iv. One cross-country flight of at least 2 hours in a single-engine or
multiengine airplane (as appropriate) in night-VRF condition, consisting
of a total straight-line distance of more than 100nm from the original point
of departure
v. 3 hours in a single-engine or multi-engine airplane (as appropriate) in
preparation for the practical test within the 60 days preceding the test
d. 10 hours of solo flight (sole occupant of the airplane) in a single-engine airplane,
or 10 hours of flight time performing the duties of Pilot-In-Command (PIC) in a
multi-engine airplane with an authorized instructor, training in the areas of
operations required for the single-engine or multi-engine rating (as appropriate),
which includes at least:
i. One cross-country flight of not less than 300nm total distance, with
landings at a minimum of three points, one of which is a straight-line
distance of at least 250nm from the original departure point
ii. 5 hours in night-VFR conditions with 10 takeoffs and landings (with each
landing involving a flight in the traffic pattern) at an airport with an
operating control tower
e. The 250 hours of flight time as a pilot may include50 hours in an approved flight
simulator or training device that is representative of the single-engine or
multiengine airplane (as appropriate).
7. Hold an instrument rating.
8. Demonstrate flight proficiency (FAR 61.127). Receive and log ground and flight
training from an authorized instructor in specific areas of operations for an airplane
category rating with a single-engine or multi-engine class rating:
9. Finally, they must successfully complete a practical (flight) test given as a final exam
by an FAA inspector or Designated Pilot Examiner (DPE); conducted as specified in
the most current version of the FAA’s Commercial Pilot Practical Test Standards
(PTS). Finally, a practical test as specified by the FAA’s Commercial Pilot Practical
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Test Standards must be cleared” (Federal Aviation Administration, 2011; Private
Pilot Ground School, 2015b, p.1-3).
These requirements are strict and must be followed before acquiring the commercial pilot
certificate.
2.3.3.4 Flight Instructor Certificate Requirements
“To obtain an FAA certified flight instructor certificate, individuals have to display a
certain level of eligibility, aeronautical knowledge, flight proficiency and other requirements as
mandated by the FAA. Individuals aiming to obtain the Flight instructors certificate must have
completed a private pilot checkride, an instrument checkride and also a commercial pilot checkride
to be eligible for the test. They must’ve also logged in a minimum of 15 hours as a pilot in
command (PIC) in the category and the class of aircraft their flight instructor certification is sought.
They must’ve their logbook endorsed certifying that they have completed the required flight and
ground training competent enough to pass the practical test” (Federal Aviation Administration,
2012, p.9-11).

2.4

Situation Awareness and Spatial Ability

Situation awareness and its history of usage in aviation is covered in this chapter.
Understanding the applications of situation awareness in pilots discussed. A brief history of spatial
ability and its primary factors is provided as well. Finally, situation awareness and its relationship
to spatial orientation ability is discussed in detail.
2.4.1

Situation Awareness

This section will cover the concept of situation awareness and its major role in piloting an
aircraft. The model of situation awareness will also be discussed along with its importance in
decision-making.
2.4.1.1 Situation awareness in pilots
Situation awareness has a prominent role in the aviation world because of its importance
in flight operations (Sohn & Doane, 2004). Endsley (1988) defines situation awareness as “the
pilot’s internal model of the world around him at any point in time” (p. 97). It is a person’s mental
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model of the world, as defined by “their perception of the elements in the environment, within a
volume of time and space, the comprehension of their meaning and the projection of their status
in the near future” (Endsley, 1988b, p. 2). Situation awareness is an essential ability aiding a pilot’s
mission to success and survivability (Endsley, 1988). Aviation psychologists have focused on the
cognitive components of situation awareness because of the increasing evidence of use of the
importance of cognition in piloting an aircraft (Sohn & Doane, 2004). This led researchers to
understand the cognitive components that constitute situation awareness.
Endsley and Bolstad (1994) conducted a study with 25 male pilots to understand individual
differences in the abilities of pilots to acquire and maintain situation awareness. In their research
study Endsley and Bolstad (1994) aimed to determine and identify specifically those
characteristics that may contribute to high situation awareness. The areas they aimed to investigate
that relate individual differences included spatial, attention, memory, perception and cognitive
functions. They administered a battery of tests for each of these areas, while the situation
awareness of the participants was measured using the Situation Awareness Global Assessment
technique (SAGAT). The SAGAT was developed by Endsley (1988b, 1990). The study supported
the hypothesis that some individuals have better situation awareness than others. Out of the five
primary areas compared with situation awareness of the participants, spatial and perceptual skills
were deemed as important factors for individuals to possess better situation awareness.
Other research studies have specifically looked at an individual’s working memory (WM)
capacity and long-term working memory (LT-WM) in flight situation awareness (Sohn & Doane,
2004). Both the spatial measures of WM and LT-WM skills were important predictors of situation
awareness, but their importance change based on the pilot’s expertise. Spatial WM was most
predictive of a novice pilot’s situation awareness, while spatial LT-WM was most predictive of an
expert pilot’s situation awareness performance. This is very interesting as it shows experience may
have a big role to play in LT-WM compared to WM. But, clearly, spatial measures in general can
be seen to have a big role in situation awareness.
2.4.1.2 Situation awareness model
Describing the situation awareness model will help in understanding the processes involved
in situation awareness. In this section, two models of situation awareness are explained. The first
is a theoretical model of situation awareness based on its role in dynamic human decision-making
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by Endsley (1995) as illustrated by Figure 2.9.
This model was developed taking into consideration seven major factors that influence this
process. It is a known fact that individuals vary in their ability to acquire situation awareness, given
the same data input (Endsley, 1995). This directly relates to an individual’s information processing
mechanisms.
According to the model provided in Figure 2.9, situation awareness can be broken down
into three levels, namely perception of elements in the current situation, comprehension of current
situation and projection of future status. These three levels are core processes that assist in situation
awareness, and hence influencing the decision-making system.
As seen from Figure 2.9, situation awareness is separate from decision making, however it
forms the critical input to the decision-making system. This emphasizes the importance of situation
awareness within the decision-making system. It must be remembered that incomplete or
inaccurate situation awareness could lead to wrong decisions. Based on the model provided in
Figure 2.9, Patrick and Jones (2004) emphasized a more task-oriented model of situation
awareness, which was broken down into three constituent sub-tasks. These tasks or sub-tasks are
defined by their goals and not the processes involved to complete them.
The above-mentioned studies provide us information on how situation awareness is an
essential component of piloting. Expert pilots have been known to possess certain characteristics
of situation awareness that help in assessing situations efficiently and quickly to make the right
decision and survive. Also, spatial ability is one important area that has a correlation to situation
awareness of pilots. This ability may or may not set apart expert and novice pilots; however, it
does assist pilots in in-flight situations.

Figure 2.9 Situation awareness model in dynamic decision-making. Adapted from Endsley, 1995, Human Factors, 37, 1.
Copyright 1995 by the Human Factors and Ergonomics Society. All rights reserved. Reprinted with permission.
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2.4.2

Spatial Ability

This section discusses the concept of spatial ability. A brief history of spatial ability is
provided in the beginning, after which the different factors of spatial ability are explained. Finally,
understanding spatial orientation and its role in piloting an aircraft is detailed and discussed.
2.4.2.1 History of spatial ability
Spatial ability was first researched in 1883 when Galton projected the theory of imagery
using spatial sense (Eliot & Smith, 1983). Later, Spearman in 1905 developed the two-factor
theory of intelligence, where intelligence was divided into general intelligence ‘G’ and several
group specific factors ‘S’. Simon and Binet developed the first spatial ability test around the same
time Spearman’s theory was proposed. Their theory was known as the Scales of Intelligence (Eliot
& Smith, 1983).
Spatial ability research started gaining importance at the onset of World War I in 1918,
when the US Army Air Corps conducted large scale testing procedures to enroll military personnel.
These tests were called as Examination Alpha and Examination Beta (Eliot & Smith, 1983).
Examination Alpha was administered to literate personnel and consisted primarily of verbal
material. Examination Beta was the battery of tests that included non-language tests, which were
administered to the un-educated personnel. This was the first time that non-language and
performance-based tests were administered on a large scale.
Tests analogous to Examination Beta were later developed to assess children for school
enrollment and evaluate candidates for various occupations (Eliot & Smith, 1983). This was one
of the first instances of a spatial ability test being used for selection of candidates. Later, Alexander
(1935) and Kohs (1923) provided evidence for the existence of a spatial factor. A breakthrough
came when El Koussy (1935) proposed a group factor ‘K’ in the scores from spatial tests.
Over the years and predominantly between 1938 and 1961, researchers found spatial
factors that differentiated from one another (Eliot & Smith, 1983). Lohman (1979) categorized
spatial ability into three primary spatial factors. The factors are called visualization, spatial
orientation and spatial relations. These factors will be briefly overviewed in the next section.
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2.4.2.2 Spatial ability factors
After Lohman (1979) categorized spatial ability into three primary factors, the definitions
for these factors differed from researcher to researcher and caused considerable confusion during
that period. However, spatial ability is broadly divided into visualization, spatial orientation and
spatial relations.
Visualization is the “ability to visualize a configuration in which there is movement or
displacement among the internal parts of the configuration” (Thurstone, 1950, p. 518).
Comprehending the arrangement of elements within a visual stimulus pattern and the ability to
remain unconfused by the changing orientation in which it is presented was spatial orientation
(McGee, 1979). Carroll (1993) defined spatial relations as the speed in manipulating simple visual
patterns by rotation, translation or transformation. Each of the spatial factors, focus on a specific
aspect of spatial ability and are essential to its definition and existence.
2.4.2.3 Spatial ability in pilots
One of the few studies measuring spatial abilities in pilots was conducted by Dror, Kosslyn,
and Waag (1993). They administered U.S. Air Force pilots and control subjects a set of five
experiments, namely Mental Rotations, Motion Extrapolation, Scanning Images, Spatial Relations
Encoding and Recovering Visual Features. Pilots typically responded faster overall than non-pilots.
However, what was interesting to observe was that pilots performed exceptionally well in mental
rotation and judging spatial relations. These results throw some light on specific processing
systems that are necessary and a characteristic of pilots.
D'Oliveira (2004) administered nine spatial ability tests to 104 volunteers from different
professions. The professions were chosen based on importance of spatial ability to be successful
in that profession. Pilots were selected as a group for this study along with civil engineers,
architects and air traffic controllers. This study was conducted to provide evidence for the
existence of dynamic spatial ability. Factor analysis conducted on the results of the study revealed
three main factors that stood out among the volunteers of the study. These factors included
visualization, spatial relations and dynamic spatial ability.
Caretta (1987) observed that spatial ability is an important ability required for many jobs,
and pilots require them for flying. Pellegrino and Hunt (1991) projected a similar observation by
suggesting the importance of spatial ability for predicting success in domains like piloting and air
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traffic control. Although research proposing the importance of spatial ability in piloting may not
be vast, there is enough evidence of its importance in different domains, and importantly for this
research study, piloting is one of them.
Evidence of situation awareness and spatial ability as skills essential for flying has been
provided. However, understanding their connection is important, by explaining how spatial ability,
and more importantly spatial orientation is an essential factor of situation awareness. Next section
will help understand this proposed connection and describe a model of situation awareness
containing spatial orientation as a factor
2.4.3

Situation awareness and Spatial orientation

This section covers the proposed relationship between situation awareness and spatial
orientation. The concept of spatial orientation is inherent to this research study, and hence making
a case for the existence of spatial orientation within situation awareness is essential, especially
because situation awareness has big role to play in pilot decision-making (Endsley, 1995).
Spatial ability, and more importantly spatial orientation, which is one of the factors of
spatial ability, along with perceptual skills has a greater bearing on an individual’s situation
awareness compared to the other three primary areas. To identify which spatial test would be
correlated to an individual’s situation awareness, Endsley and Bolstad (1994) administered the
Revised Minnesota Form Board Test (RMFBT) to measure visualization, the Cube Comparison
Task (CCT) to measure three-dimensional mental rotation, the Aerial Orientation Test (AOT) to
measure two-dimensional mental rotation and the Maze Task to measure spatial orientation. Out
of the four spatial tests, the RMFBT (r = 0.317), the CCT (r = 0.353) and the Maze Task (r = 0.354) showed moderate negative correlation to an individual’s situation awareness.
It was interesting to note that the Maze Task, which measures spatial orientation of an
individual had a moderate negative correlation to the situation awareness of an individual. The
maze task consisted of four three-dimensional mazes and the subjects had to reach the endpoint as
quickly as possible. The map provided to the subjects was a fixed map.
Spatial orientation is the ability of an individual to comprehend how an object is viewed
from different orientations and its relation to oneself and the environment (Lohman, 1979). The
basic premise of spatial orientation is understanding one’s orientation in space, which is an
essential component of flying an aircraft (Endsley & Bolstad, 1994). And one of the most
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important factors in situation awareness, particularly in the flight environment relies on
understanding these spatial relationships in three-dimensional space (Endsley & Bolstad, 1994).
Moreover, spatial orientation is needed for navigation in space. The correlation between situation
awareness scores and the Maze task that measures spatial orientation is interesting and helps in
providing validity to the relationship between spatial orientation and situation awareness.
As the primary idea behind this section is the understanding of the terms situation
awareness and spatial orientation, it is integral to define them in terms of each other. Situation
awareness is a state embedded within the decision-making system, while spatial orientation is a
process, part of the situation awareness state. Endsley (1995) defined situation awareness as “The
perception of the elements in their environment within a volume of time and space, the
comprehension of their meaning and the projection of their status in the near future” (p. 36).
Situation awareness involves the understanding of both space and time in the present, thereby
helping prediction in the near future. Spatial orientation focuses on the general understanding and
comprehension of the space around oneself. This understanding is built on the relationship between
the objects and their location with respect to each other. In its core definition, spatial orientation
does not focus on time as a factor or process. However, within any domain, including flying, time
is an essential concept that cannot be ignored and must be taken into consideration.

Figure 2.10 Proposed model of situation awareness including Spatial Orientation. Adapted from
Endsley, 1995. Reprinted with permission.
If spatial orientation had to be fit into the model of situation awareness, it would typically
be an integral part of the second level/process, which is “comprehension of the current situation”.
Projection of the future is a product of correct processing of spatial orientation for an individual
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and perception is the feeding mechanism that helps in comprehending the situation (Figure 2.10).
Adding value to this observation would be Sarter and Woods (1995) who viewed situation
awareness as “a label for a variety of cognitive processes that are critical to dynamic, event-driven
and multitask fields of practice” (p. 16). The use of the term “variety of cognitive processes” is
essential in their description of situation awareness. This understanding of cognitive processes
within the situation awareness domain gives credibility to the usage of spatial orientation as a
process. Endsley (1995) also specified situation awareness as having a spatial component
inherently present along with a temporal component.

2.5

Summary

This chapter provides a comprehensive understanding of literature relevant to this study
and outlines some of the pertinent questions that need to be answered in the presented literature.
Most importantly, the literature discussed studies completed in the area of expertise research, the
factors that differentiate experts and novices based on their cognitive processes, the acquisition of
expertise over a certain period of time by deliberate practice and experience, the usage of
psychophysiological measures like EEG to understand expert-novice differences, and the current
volume of work explored in EEG research to define expert-novice pilot differences.
Looking at the substantial wealth of information covered, there are specific aspects of
expertise in aircraft pilots that have not been touched upon by research studies discussed earlier.
Although, differences in the cortical activity of expert and novice pilots based on their mental
workload, vigilance, situation awareness and decision-making have been researched, most of these
studies had a low sample size. The differences delineated how the expert pilot is better at attention
allocation and cognitive processing compared to novice pilots. However, significant differences
could not be found.
Acquisition of skills and progression from a novice to an expert has been an important
aspect of expertise research, especially aviation. This area of research has been investigated over
the years, however, most of the studies provide examples of theoretical models backed by evidence
from psychological measures. Moreover, the progression of a novice pilot to and expert pilot based
on the changes in the cortical activity has seldom been looked at in detail.
Finally, the importance of spatial orientation in piloting an aircraft has been discussed. The
fact that pilots perform better on spatial ability tests compared to non-pilots has also been displayed.
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However, “is there difference in the performance on a spatial orientation test between expert and
novice pilots?” is a question that has not been explored. Also, understanding the change in spatial
orientation ability as an individual accumulates flight time has not been researched.
The above-mentioned gaps in the current literature would be the aim of this study.
Answering these questions would provide solutions to some unanswered questions in this area of
research. Adding to the existing body of knowledge in expertise research by answering these
questions would be the aim of this study.
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FRAMEWORK AND METHODOLOGY

Understanding the development of expertise in individuals is the primary focus of this
research. This development is augmented by research that compares experts and novices in various
fields based on their performance. The skill acquisition model by Dreyfus and Dreyfus (1980)
discusses the progression of an individual from a novice to an expert by explaining development
of their mental ability through practice and experience. Measuring this mental ability accurately
helps understand the cognitive processes that dominate an expert’s decision-making ability (Chase,
& Simon, 1973; Ericsson, Krampe, & Tesch-Romer, 1993).
In order to successfully answer the research questions posed in this study, a robust and
sophisticated research design was essential. The research design of this study was experimental in
nature and investigated the differences in cortical activity and spatial orientation ability between
aircraft pilots with different levels of skill and experience. The participants were divided into two
groups, namely experts and novices. This division was based on differences in their experience as
defined by their flying licenses. The recruited group of expert pilots were certified flight instructors
(CFIs) with over 250 hours of flying, while the novice pilots were flight students aiming to become
CFIs with under 250 hours of flying. As the primary aim of this study was to record and investigate
differences, the performance of the two groups were compared against each other. As mentioned
above, the differences between the groups were measured using two sets of instruments.
Primary differences between expert and novice pilots were measured based on their cortical
activity as recorded while flying specific in-flight sequences in a simulator. The second set of
differences were measured based on their performance on a spatial ability test, which measures the
spatial orientation ability of the pilots. It was hoped that the measured cortical activity and spatial
orientation ability would help in determining differences between expert and novice pilots as they
have historically influenced performance of aircraft pilots.
The first round of investigations measured the spatial orientation ability scores and the
cortical activity of both groups of pilots. The second round measured the spatial orientation ability
and cortical activity of only novice pilots to examine if there was a change in their performance
on both measures as their flying hours increased over a 12-month period. These investigations
helped in answering the research questions outlined in Chapter 1.
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Data collected during testing sessions were analyzed to investigate differences between
expert and novice groups. An individual’s EEG data, spatial orientation ability test scores and
flight time were analyzed to understand if a correlation exists amongst these variables. EEG data
and spatial ability scores for novices were compared to examine changes between their first and
second testing sessions. The next few sections will explain the framework and methodology used
for this research study as defined by the sampling strategy, testing population, testing instruments,
data collection, data preprocessing, and data analysis.

3.1

Sampling strategy

Purposive sampling was used to select specific participants for the study. The groups were
determined based on the skill level. The recruitment and sampling strategies for both phases of the
study are provided below.
3.1.1

Recruitment

Novice pilots were recruited by approaching undergraduate courses in Aviation technology
(AT) at Purdue University. A brief overview of the research was provided, and explanation of both
testing sessions were provided. Contact information of interested students was recorded to
schedule testing sessions. For the second testing phase, novices who participated in the study
initially, were contacted via email.
Flyers with information on the research study were posted in the main office where flight
students typically assemble before flight sessions. Recruitment emails were sent to certified flight
instructors (CFIs) via common emailing lists. CFIs who wanted to participate in the study
contacted the researcher through contact information provided in the flyers/recruitment emails.
3.1.2

Phase I

Two distinct populations of participants were used for this study. Flight students from the
Aviation Technology program at Purdue University formed the novice group. The expert group
consisted of part-time and full-time certified flight instructors who train new flight students. The
selection of these two populations was based on the understanding of different skill levels outlined
by the FAA certifications explained in the previous chapter. The difference in skill levels were
based on the fact that novice pilots had not completed the CFI checkride.
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Novice pilots chosen for testing had an accumulated flight time of 30-250 hours before
their first testing session. Expert pilots had an accumulated flight time upwards of 250 hours.
Novice pilots had not acquired their commercial pilot license nor their flight instructor license.
Flight instructors had completed their private pilot checkride, the commercial pilot checkride, the
instrument checkride and the flight instructor checkride. Differences in skill levels as identified by
the above-mentioned parameters was deemed sufficient to classify them into their respective
distinctive groups.
During this initial phase of testing, expert and novice pilots were administered the spatial
orientation test and participated in simulator testing sessions. As mentioned above, they were
sampled based on their skillset, which is a direct representation of their flying hours and whether
or not they had completed the commercial pilot and CFI checkride.
3.1.3

Phase II

For phase II of testing, only the novice pilots were sampled to attempt the spatial ability
test and complete a second round of testing inside the flight simulator. The same novice pilots that
were sampled during Phase I of the research study were sampled again into this phase. The expert
pilots were not sampled for Phase II of the testing session.

3.2

Testing Instruments

Testing instruments chosen for this study were based on their validity and practical
applicability for this study. The EEG device chosen was based primary on its portability and
economic feasibility. The spatial orientation test chosen was based on its prolonged use in various
domains.
3.2.1

EMOTIV EPOC+ EEG device

This section provides a detailed explanation of the EEG device used for this research along
with its technical specifications and testing methods. The EMOTIV EPOC+ EEG device was used
to measure cortical activity for this research. A brief explanation about the device was provided in
Chapter 2 for reference purposes, however, this section will describe the specifics of the device.
The following list of items are included in the EMOTIV EPOC+ headset kit (Figure 3.1):
-

Headset assembly with a rechargeable lithium battery already installed (Figure 3.1-a)
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-

USB transceiver dongle (Figure 3.1-b)

-

Hydration sensor pack with 16 sensor units (Figure 3.1-c)

-

Saline solution (Figure 3.1-d)

-

50/60 Hz 100-250 VAC battery charger or USB charger (Figure 3.1-e)

-

The TestBench software for RAW data collection (Online download)

Figure 3.1 EMOTIV EPOC+ Headset Kit. Reprinted from EMOTIV EPOC User Manual by
EMOTIV, 2014a, p.4. Reprinted with permission.
The EPOC+ is a high resolution, multi-channel, portable EEG system. It has 14 EEG
channels plus two reference electrodes. The device has two electrode arms, each containing 8
locations (7 sensors + 1 reference) (Figure 3.2). The two reference locations have rubber sensors
fitted as they are alternative positions for the default references. The electrodes offer accurate
spatial resolution in adherence to the 10-20 electrode placement system. The EPOC+ mainly
provides good coverage of the frontal and prefrontal lobes, however, there is partial coverage of
the temporal, parietal and occipital lobes (two each). The 14 channels plus CMS/DRL references
(P3/P4 locations), are AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8 and AF4 (Figure
3.3). The device has an internal sampling frequency of 2048 Hz, which is down sampled to either
128 Hz or 256 Hz based on the user’s preference.
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Figure 3.2 The EMOTIV EPOC+ Headset. Reprint from EMOTIV EPOC+ User Manual by
EMOTIV, 2018, p.8. https://emotiv.gitbooks.io/epoc-user-manual/content/. Reprinted with
permission.
The EPOC+ has a run time of approximately 12 hours on one full charge. Special care must
be taken to charge the EPOC+ before using it for recording brain activity. These steps were
followed as per the device usage specifications, to ready the device for research testing:
1. Charging the headset: The headset typically takes about four hours to charge
completely. It is important to note that the headset must be charged before being placed
on the head and should not be charged when the device is on the head.
2. Hydrating the sensors: As mentioned earlier, the EPOC+ comes with sensors covered
with felt pads. These sensors are provided in the hydration pack (Figure3.1-c). Before
installing the sensors on to the headset, the sensors must be hydrated well with saline
solution to achieve good contact quality (Figure 3.4). The felt pads must be fully
saturated with the saline solution and this process must be completed inside the
hydration pack itself and not after attaching it to the headset.
3. Install the sensors: After hydration, each sensor unit should be removed from the
hydration pack with its felt pads and inserted into the black plastic headset arms. The
sensor must be turned clockwise until a ‘click’ is felt to indicate correct installation of
the sensor. When the headset is not in use, the sensors must be stored in the hydration
pack.
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Figure 3.3 The EMOTIV EPOC+ Headset sensor locations. Reprint from EMOTIV EPOC+ User
Manual by EMOTIV, 2018, p.8. https://emotiv.gitbooks.io/epoc-user-manual/content/. Reprinted
with permission.

Figure 3.4 Hydrating the sensors. Reprint from EMOTIV EPOC+ User Manual by EMOTIV,
2018, p.7. https://emotiv.gitbooks.io/epoc-user-manual/content/. Reprinted with permission.
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4. Fitting the headset: The EPOC+ slides on to the head from the top of the head, with
sensors pressing against the scalp (Figure 3.5). The headset should not be stretched
open and should glide onto the head easily. The reference sensors have a rubber
covering, which sit just above and behind the ear lobe. These sensors press against the
bone as shown in Figure 3.5. The two front sensors sit approximately at the hairline or
a width of three fingers above the eyebrows. The EPOC+ can now be paired via
Bluetooth or USB receiver. The two reference sensors must be pressed for about 20
seconds to achieve proper contact during the pairing process.

Figure 3.5 Wearing the EMOTIV EPOC+. Reprint from EMOTIV EPOC+ User Manual by
EMOTIV, 2018, p.7. https://emotiv.gitbooks.io/epoc-user-manual/content/. Reprinted with
permission.
The next section will provide information on pairing and contact quality through the TestBench
software that records real-time cortical activity.
3.2.1.1 TestBench software for EMOTIV EPOC+
The EPOC+ comes with its own software called the TestBench, which records EEG data
in real-time. TestBench 3.1.21 was the version used for this research study. It is important to note
that the TestBench software has since evolved and is now called EmotivPro. The EPOC+ system
provides EEG data through its 14 channels, as recorded through a USB receiver. Portable by nature,
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the USB receiver of the EPOC+ is connected to a computer and it receives information from the
EEG device once it is switched on.

Figure 3.6 TestBench 3.1.21 for the EMOTIV EPOC+
After the EPOC+ headset has been placed on the individual and switched on, the USB
receiver will transmit data from the EPOC+ to the TestBench software. Checking the contact
quality of all the sensors is very important. TestBench will help in confirming good quality
connections through its GUI. Figure 3.6 shows an example of the TestBench interface. On the top
left corner, a contact quality map of sensor placement is provided, giving a good understanding of
the location for each sensor. Once the sensors are placed appropriately based on the 10-20 system
of electrode placement, care must be taken to make sure each sensor is touching the scalp of the
individual. Well hydrated sensors help with good contact quality. Contact quality of the sensors is
based on the color coding provided on the contact quality map (Figure 3.7).
The EPOC+ manual provides specific rules for color coding for managing the contact quality of
EPOC+ as provided below:
-

Green – Good signal

-

Orange – Fair signal
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-

Red – Poor signal

-

Black – Very poor/No signal

Figure 3.7 Contact quality map for EPOC+
EPOC+ can provide good recordings if there are some sensors with orange signals and
majority with green, however, for best contact quality, all sensors must be green. Red and black
must be avoided at all costs. Correct placement is key to securing good data and thus an essential
step of the testing process. When the sensors display good contact quality, real-time EEG recording
can be seen on the right as waves of different colors. These colors specify different channel
locations for the sensors. Below this workspace, there is a checkbox for each channel that controls
the visibility of the channel activity according to the user’s preference. Just below the contact
quality map, the sampling rate and battery level of the EPOC+ is provided. For the purposes of
this research, the sampling rate was maintained at 256 Hz.
Adjacent to the workspace providing real-time EEG activity information, are options to
control the channel spacing, maximum amplitude, minimum amplitude and auto scaling the EEG
activity. Below the workspace that provides information on the real-time EEG activity, a space for
markers defining the start and end time of different events can be seen. These markers can be sent
manually after clicking on the options in the top left corner and sending them during the recording
process (Figure 3.8). The time for each marker is noted within the RAW EEG data file that is later
exported for pre-processing and analysis.
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Figure 3.8 Sending manual markers during EEG recording for EPOC+
3.2.2

Flight simulator sequences

The in-flight sequences chosen for this study are integral to this research and this section
will describe the list of sequences in detail. The participants performed nine specific in-flight
sequences inside a flight simulator during the testing session. The following flight sequences were
selected for this study after detailed discussions with professors and flight instructors from the
Aviation technology program at Purdue University, and looking into previous research. Dussault,
Jouanin, and Guezennec (2004) used similar flight sequences in their study to understand mental
workload and vigilance differences in expert and novice pilots. Vanni, Revonsuo, and Hari (1997)
listed a similar set of sequences as being some of the most important in-flight sequences used to
test for proficiency in piloting an aircraft. The selected sequences aim to test the ability of each
pilot to complete essential piloting tasks and fly an aircraft satisfactorily.
The following list of flight sequences were used during testing:
1. Ground baseline (GB) (1 min)

76
2. Pre-flight checklist (PCL) (1-2 min)
3. Line-up, takeoff (100 KIAS) and stabilization at 500 feet (LTS) (25 sec)
4. Traffic Pattern 1 (TP1) (5 mins) – 1600 feet (100 KIAS) above ground. (1300 ft start
the turn), 90 KIAS
5. Traffic Pattern 2 (TP2) (5 mins) – Similar to TP1, but turning right after take-off
a. Traffic patterns 1 and 2 include Crosswind leg, downwind leg, base leg (1300
feet start) and final approach (70 KIAS)
b. TP1 and TP2 separated by touch-and-go
6. Traffic Pattern 3 (TP3) (15 mins)
7. Visual Flight Rules (VFR) (15 mins)
a. Take-off and Climb-out (COUT) (Starts immediately after take-off and stops
at 2000 ft) – 2 mins
b. Cruise (CRS) (100 KIAS approx., 1 min)
c. Slow flight (SFLGHT) (1 min to get into, and 1 min in slow flight) –2 mins
d. Stall (STALL) (Power off/approach to landing stall – when pilot starts
slowing the plane) (100 KIAS to when it stalls and then back to 100 KIAS) (1
min)
e. Constant rate turn (CRT) (100 KIAS – 360 degrees – 1 min)
f. Approach (APPR) (Join on the downwind or base leg) (Go back to runway
1.0) – (5-7 mins)
g. Landing (LAND) (Reset the runway for IFR) (30 sec – 1 min)
8. Instrument Flight Rules (IFR) (25 mins)
a. Take-off and Climb-out (COUT-IFR)
b. Cruise (CRS-IFR)
c. Slow flight (SFLGHT-IFR)
d. Stall (STALL-IFR)
e. Constant rate turn (CRT-IFR)
f. Approach (APPR-IFR) (15 mins)
g. Landing (LAND-IFR)
9. Postflight baseline (PFB) (1 min)
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Each of these flight sequences will be explained in detail below. The participants covered
a flight profile (flying/testing session) lasting approximately 70 minutes. The flight profile
consisted of nine primary flight sequences. The VFR and IFR contained exactly seven subsequences. Each flight sequence will be described as a percentage of the entire flight profile to
detail the importance of the sequence with respect to the entire flight profile.
The first sequence was a ground baseline (GB – 1.42 %), which consisted of the participant
sitting idly as the EEG recorded their brain activity. GB is necessary to understand what the EEG
activity looks like when a participant’s mind is at rest. This activity was later compared with EEG
activity of the participant while performing the other flight sequences.
The second sequence included a preflight checklist (PCL – 2.85 %). The preflight checklist
is an important task prior to takeoff, which entails the pilot making sure all the instruments are
correctly configured and safety is ensured. The third sequence focused on the pilot lining up on
the runway, followed by takeoff and stabilization of the aircraft (LTS – 0.71 %) at 500 feet. The
next set of sequences were three traffic patterns.
Traffic patterns are basic flying patterns that pilots undertake while practicing taking off
and landing sequences. These traffic patterns are rectangular patterns like the one shown in Figure
3.9. Each traffic pattern is separated by a touch-and-go maneuver. This maneuver entails a pilot
slowing down and landing the aircraft, but instead of coming to a halt, the pilot accelerates and
takes off again. Each traffic pattern consists of a crosswind leg, downwind leg, base leg and the
final approach. The two traffic patterns (TP1 and TP2) were five minutes in length (7.14 %). TP1
and TP2 were similar as displayed in Figure 3.9. The primary difference between them being, TP1
was the pilot recreating the pattern on the left after take-off and TP2 was the pilot recreating the
pattern on the right after taking off.
The third traffic pattern (TP3) (21.42 %) is the one shown in Figure 3.10. This pattern is a
common pattern that pilots are required to fly after climbing to an altitude of 2000 feet. At this
altitude, the pilots must recreate this pattern as perfectly as possible by incorporating all the speeds
and turns provided in the figure, all the while maintaining the given altitude.
The participants then performed a set of flight sequences called VFR (22.85 %). VFR is an
abbreviation for visual flight rules. VFR is a set of regulations created by the FAA that allows a
pilot to fly an aircraft by visual navigation. VFR is subject to clear weather conditions, as the pilot
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will have to see outside to fly the aircraft. VFR sequences included in this study, contain take-off,
climb-out, cruise, slow flight, stall, constant rate turn, approach and landing.

Figure 3.9 A standard traffic pattern. Reprint from Training course outline and curriculum safety
and procedures manual by Purdue University, 2016, p. 262. Reprinted with permission.
After taking off and climbing out (COUT) to 2000 feet, the pilots performed a list of subsequences using VFR. The first sub-sequence included cruising (CRS) at 100 KIAS (KnotsIndicated Air Speed), which required the pilot to maintain a constant speed and altitude for one
minute along a straight path. Slow flight (SFLGHT), the next sub-sequence was a low-speed flight
sequence that required the pilot to fly the aircraft at a speed of 65-70 KIAS for a minute.
A power-off stall (STALL) is a maneuver that simulates an accidental stall during an
approach to land. In this condition, there is a sudden reduction in the lift of an aircraft. For this
sequence, the pilot simulated a power-off stall and recovered from the this by retaining the altitude
and speed. After STALL, the pilot recreated a constant rate turn (CRT), which is essentially flying
the aircraft in a circle at a constant speed and altitude. Once the CRT is completed, the pilot was
asked to return to the same runway initially used for take-off. The entire sequence consisted of two
legs, one of which is an approach (APPR) and the second a landing (LAND). The APPR is
typically the descend that the pilot begins before landing the aircraft. This is accompanied by
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decrease in the speed and altitude of the aircraft. Finally, the pilot landed the aircraft, which
necessitated touching down and coming to a complete halt.

Figure 3.10 Purdue University Pattern A. Reprinted from Training course outline and curriculum
safety and procedures manual by Purdue University, 2016, p. 293. Reprinted with permission.
Before the start of the next set of sequences, the simulator weather conditions and settings
are changed to reduce visibility for the instrument flight rules (IFR). The IFR (35.71 %) was the
next set of sequences that the participants performed. IFR is an abbreviation for instrument flight
rules. These regulations are typically followed when the weather conditions impair the pilot’s

80
ability to see outside while navigating the aircraft. IFR is used in bad weather conditions when the
pilot is unable to fly the aircraft using VFR.
Piloting in IFR is essentially the use of those cockpit instruments that facilitate flying the
aircraft under impaired visual navigation. The same flight sequences used for VFR were used for
IFR as well. For the IFR approach (APPR-IFR), the pilots flew an ILS approach, which is the use
of the instrument landing system installed in the aircraft to help maneuver the aircraft during zero
to low visibility. The last two sequences will include IFR landing (LAND-IFR) and post-flight
baseline (PFB-1.42%). The LAND-IFR is the same as LAND in VFR barring the visibility. The
PFB is similar to the GB but focuses on EEG activity of the pilot at rest once the aircraft has landed
and taxied.
3.2.2.1 Simulator settings for the testing session
This sub-section explains specific settings used for all sequences while participants
operated the simulator. These settings can be modified from the computer system that is connected
to the simulator. Figure 3.11 provides an example of the settings window as seen on the computer
of the simulator.

Figure 3.11 Simulator settings window as seen in the Cirrus SR20

81
The settings window is divided into three tabs, namely, atmosphere, water and space. The
following are details for settings available in the simulator:
a. Atmospheric Conditions
i.

Cloud Settings: These settings control where the clouds are placed in the
atmosphere. These settings have two options, namely, cloud tops and
cloud bases. Cloud tops control the maximum height to which clouds can
be seen, while cloud bases control at what height the clouds begin. Along
with these options, cloud clarity can also be controlled, which ranges from
clear to different levels of stratus clouds (low stratus, high stratus, clear).
The cloud clarity settings are based on two options, the Mean Sea Level
(MSL) and Above Ground Level (AGL). These are measures for elevation
and are very important to aircraft pilots. An MSL measurement refers to
the altitude or height above the average height of oceans and seas. MSL is
used as a reference point for elevations. The MSL is calculated from
observations and seasonal variations over a 19-year period. An AGL
measurement determines the height above the ground. This measurement
continues to change as the topography of the earth changes, compared to
the MSL that remains the same. These elevation measurements are
essential as the aircraft pilot should know which elevation measurement
will be guiding the plane (Carpenter, 2018).

ii.

Visibility: This option controls visibility in statute miles (sm) while flying
an aircraft.

iii.

Precipitation: Precipitation controls the amount of precipitation.

iv.

Storms: This setting gives the ability to simulate storms.

v.

Turblnc: This setting controls air turbulence.

vi.

Rate of change: The rate of change has control over how quickly visibility,
precipitation and storms options change over a period.

vii.

Winds: Winds can be controlled by setting high-altitude layer, modaltitude layer and low altitude layer. Wind speed (knot), shear speed
(knot), shear direction (degrees) and turbulence can be controlled within
each of these layers as well.
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viii.

Runway conditions: Runway conditions can be controlled using this
option.

b. Water & Space conditions
These options were untouched for this research study.

Given below are the settings used during the simulator sessions for this research study. Two
primary settings were used for the entire testing session based on VFR or IFR. VFR settings
differed from IFR settings primarily based on visibility.
a. VFR settings: These settings were used for sequences ranging from LTS to
LAND (VFR). VFR settings used for the simulator are provided below:
i.

Cloud Settings: Cloud clarity was set to ‘clear’. The height of cloud tops
and bases didn’t matter as the clarity was maximum, however, the cloud
tops were 965 MSL and cloud bases were also 965 MSL. AGL settings did
not matter.

ii.

Visibility: The visibility was set at 21.0 (sm), which meant the pilots had
visibility for 21 statute miles.

iii.

Precipitation: Precipitation was zero.

iv.

Storms: Storms were switched off as well.

v.

Turblnc: Air turbulence was set to zero

vi.

Rate of change: Rate of change was kept stagnant, which meant visibility,
precipitation and storms did not change.

vii.

Winds: High-altitude, low-altitude and mid-altitude layers were all set to
zero based on wind speed, shear speed, shear direction and turbulence.
This meant that winds did not have any effect on flying the aircraft.

viii.

Runway conditions: Runway conditions were kept to ‘clean and dry’, to
not adversely affect the pilot’s take-off and landing sequences.

b. IFR settings: These settings were used for IFR sequences only, namely COUT
(IFR) to LAND (IFR).
i.

Cloud settings: Cloud clarity was set to ‘lo stratus’, which meant the
clouds were thick, large and heavy-looking gray clouds dominating the
sky. Cloud tops were kept at 6000 MSL and cloud bases were kept at 900
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MSL. This meant that the pilots immediately flew into the clouds when
they took off and all their IFR sequences were completed inside the dense
clouds.
ii.

Visibility: Visibility was placed at 1.3 sm. This restricted how far pilots
could see while flying inside the clouds.

iii.

Precipitation: Same as VFR

iv.

Storms: Same as VFR

v.

Turblnc: Same as VFR

vi.

Rate of change: Same as VFR

vii.

Winds: Same as VFR

viii.

Runway conditions: Same as VFR

3.2.3

Purdue Spatial Visualization Test – Views (PSVT:V)

The Purdue Spatial Visualization Test – Views was used to measure spatial orientation
ability of participants in the study. This test was developed by Guay (1976). This spatial ability
test measures the ability of an individual to understand spatial orientation of three-dimensional
objects. It is defined as the ability of an individual to comprehend the appearance of an object from
different views (Lohman, 1979). Purdue Spatial Visualization Test – Views has 30 multiple-choice
questions. The participants were given 30 minutes to complete the test. The test was administered
as a paper-pencil test.

Figure 3.12 Purdue Spatial Visualizations Test – Views. Reprint from “Purdue Spatial
Visualizations test - Views”, Guay (1976), p. 71.
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A three-dimensional object in isometric view is placed in the middle of a box containing
eight corners. The participant must visualize what the object looks like from the perspective of
where the black dot is placed on any of the eight corners of the box barring the view in which the
object is already shown. Each participant will have to choose the correct option from the five
choices provided. An example question is shown in Figure 3.12

3.3

Testing

The two sets of testing instruments utilized to address the two components of the research
are addressed below. Details of the testing environment and detailed explanation of a testing
session is also described.
3.3.1

Testing Environment

Testing was conducted in the Holleman-Niswonger Simulator Center at Purdue UniversityWest Lafayette campus. The Cirrus SR20 simulator was used for testing. This simulator was
chosen because the participants in the study learn to fly on the Cirrus SR20 plane as part of their
university curriculum. The replicability and realistic nature of the Cirrus SR20 simulator deemed
it an appropriate testing environment for all the participants. The familiarity of the simulator also
helped with capturing the true essence of flying without distractions that breed from unfamiliar
simulators. The spatial test was administered before the commencement of the simulator testing
session. This test was conducted in the same simulator facility.
3.3.2

Testing Session

Each testing session was conducted in the Holleman-Niswonger Simulator Center at
Purdue University. The participant attempted the PSVT-Views before the simulator session began.
This test took 30 minutes to complete. After the PSVT-Views was administered, the simulator
testing session began.
Each participant had their ground baseline recorded before the start of the simulator session.
This ground baseline was used to determine the EEG activity of an individual when the brain was
at rest. Once the ground baseline was tested, the participants also had their brain activity recorded
as they perform vertical eye blinks and responded to auditory stimuli. As explained in the second
chapter, vertical eye blinks are physiological artifacts that impede the EEG data collection process
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and analysis of data. Recording eye blinks initially, helped in identifying the frequencies produced
by them and thereby making it possible to exclude them before analysis. Similarly, the
participant’s EEG activity while responding to auditory stimuli was also recorded. Participants
were given verbal instructions on the flight sequences they had to engage in, in the simulator.
Before the start of the flying session, the participants filled out an information sheet asking
for name, gender, year (education), age, major, accumulated flight hours, accumulated simulator
hours and whether they were right/left handed. Once the simulator session began, the researcher
verbally provided instructions on the sequences each participant had to carry out. The sequences
were performed by the participants continuously in one sitting as defined by the list of flight
sequences described earlier. On completing all the sequences, the participant could leave.
3.3.3

Testing breakdown

This section explains the testing process in detail to provide an overview of the number of
times testing was be carried out. The testing was broken down into two phases to answer the
research questions (Fig. 3.13).
3.3.3.1 Phase I

Figure 3.13 Testing Procedure (Phase I and Phase II)

86
This was the first phase of testing for both groups of participants. In this phase, both experts
and novices were administered the PSVT: V. EEG testing was also carried out for both the groups
inside the flight simulator. Participant information was also collected for the first time during this
phase.
3.3.3.2 Phase II
Phase II of testing involved only novice pilots. Expert pilots were not tested during this
phase. The same novice pilots that participated in Phase I testing, were asked to attempt the PSVT:
V as well as complete EEG testing again. This phase was mainly a posttest phase.

3.4

Analysis

An outline of the analysis is provided in this subsection, which will include topics of data
preprocessing and statistical analysis. The primary motive of this section is beginning to
understand and identify the most robust process that can be used in analyzing data to answer the
research questions.
3.4.1

Data Collected

Data collected from different sources for this study will be detailed in this section.
Demographic data, EEG data and PSVT:V scores are the sources of data for this study. Each of
the variables within these sources of data will be enlisted.
3.4.1.1 Demographic data
As mentioned earlier, demographic data for each participant was collected before the
simulator session and spatial ability test. The demographic information collected for each
participant was structured follows:
-

Name (Was replaced with subject ID before analysis)

-

Gender

-

Year (Education)

-

Age

-

Major

-

Accumulated flight hours
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-

Accumulated simulator hours

-

Right/Left handed

3.4.1.2 EEG data
The EEG values being looked at for this study were as follows:
-

Time

-

Amplitude

-

Frequency
These three variables were used for analysis in answering the research questions for this

study. The above-mentioned variables help understand EEG activity in each individual and assist
in looking for differences between expert and novice pilots.
3.4.1.3 PSVT:V scores
The maximum points participants could score on the PSVT: Views test was 30. Test scores
for both experts and novices were calculated based on their performance out of 30. For novice
pilots, both the pretest and posttest scores were used for analysis.
3.4.2

Data preprocessing for raw EEG data

Rest and flight EEG data was converted from its RAW format and pre-processed using
EEGLAB, which is an open source plugin for MATLAB. Low- and high-pass filters were set at 1
and 50 Hz, respectively. Independent component analysis (ICA) was performed to separate each
component from EEG data. Contaminated components with eye and noise artifacts were removed
before analysis. After the flight profile was divided into separate in-flight sequences, fast Fourier
transform (FFT) function was used to perform a spectral analysis and calculate power spectra. FFT
was carried out on the dataset for all 14 EEG channels. The power spectra were divided into delta
(1– 4 Hz), theta (4– 8 Hz), alpha (8 – 14 Hz), beta (14 – 30 Hz), and gamma (30 – 50 Hz) bands.
The power in each band is expressed as a percent of the total activity between 1 and 50 Hz. The
percent of total power is then used in statistical calculations. Detailed procedures for data
preprocessing are covered in the next chapter.
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3.4.3

Statistical analysis

EEG data was analyzed and compared between the two groups. Statistical analysis was
performed using MATLAB. At the 14 electrode sites, power spectral density (PSD) of each
frequency band recorded during all the sequences (rest and flight) was compared with two-factor
ANOVA. When ANOVA revealed significant difference, pairwise comparisons of subjects and
sequences were performed using post-hoc t- tests.
Spatial orientation test scores were analyzed using a t-test to look for differences between
experts and novices’ performance. A paired t-test was also used to examine differences between
pretest and posttest scores for novices.

3.5

Summary

This section provided specifics on the research framework and methodology for this study.
As the research aims to understand differences between expert and novice pilots, sampling strategy
is very important to differentiate the groups. Moreover, selecting the appropriate in-flight
sequences is integral to measuring flying skills for all the participants in this study. The section
also lists the EMOTIV EPOC+ and PSVT:V as primary testing instruments. Student pilots and
certified flight instructors formed the expert and novice groups.
The framework and methodology for this research is based on previous research examining
expert-novice differences in aircraft pilots (Dussault, Jouanin, & Guezennec, 2004, 2005). Data
preprocessing and analysis methods specific to EEG and PSVT:V data are covered. ANOVA and
post-hoc t-tests were used to examine differences in cortical activity between expert-novice pilots
for this study. Independent sample and paired t-tests were used to investigate differences in
PSVT:V scores for experts and novices.
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ANALYSIS AND RESULTS

This chapter will present and review results of the data collected and analyzed as part of
this research. Statistical analysis performed on the data is presented along with a detailed
explanation of the findings. The section is divided based on answering the pertinent research
questions.

4.1

Cortical activity differences

In this section, results of the primary research question are presented and reviewed. Prior
to reviewing the results, demographic information and descriptive statistics essential to the data
collected are presented and analyzed. This information is essential in distinguishing the two
distinct populations recruited for this study based on their cortical activity.
As mentioned in the previous chapter, this study primarily investigated differences in the
cortical activity between expert and novice aircraft pilots. The novice pilots had not yet completed
their commercial pilot and certified flight instructor (CFI) checkride. The expert pilots had
obtained their private pilot license, commercial pilot license, and had also completed the certified
flight instructor checkride.
4.1.1

Demographic data

A total of 28 pilots were recruited for this study. Twenty novice pilots were tested for the
study and eight expert pilots participated in the study. Table 4.1 below provides demographic
information pertaining to the participants of the study.
Table 4.1 Pilot demographic information
Full
Total Male Female Freshmen Sophomore Junior Senior Graduate time
CFI
Experts
8
5
3
0
0
2
2
2
2
Novices
20
19
1
15
3
2
0
0
0

As seen in Table 4.1, a majority of the population (85.71%) consisted of males. The expert
pilot population contained 37.5% females compared to only one female (5%) in the novice pilot
population. A majority of the novice pilot population (75%) was freshmen as was expected. The
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novice pilot population consisted of three sophomores (15%) and two juniors (10%). On the other
hand, the expert pilot population had an equal distribution of juniors (25%), seniors (25%),
graduate students (25%) and full-time CFIs (25%). It must be noted that the novice pilot population
(71.43%) was a substantially larger portion of the entire pilot population. This difference can be
attributed to problems with recruiting expert pilots.
4.1.2

Descriptive statistics

This section reviews basic descriptive statistics essential to the two distinct populations
recruited for the study. Table 4.2 provides information on the descriptive statistics associated with
the pilot populations.
Table 4.2 Descriptive statistics pilots

Experts

Novices

Sim Hours
Flying Hours
Total Hours
Age
Sim Hours
Flying Hours
Total Hours
Age

Mean

Median

STD

Min

Max

93.63
833.50
927.13
21.88
5.96
94.19
100.15
19.55

83.00
827.50
915.00
22.00
2.65
73.90
76.40
19.00

48.08
552.48
597.35
1.45
10.50
56.27
61.94
2.60

50.00
205.00
255.00
20.00
0.00
21.30
24.70
18.00

200.00
1700.00
1900.00
24.00
50.00
211.00
254.60
27.00

The 20 novices that participated in the study exhibited mean and median total flying hours
of 100.15 and 76.4 respectively. Expert pilots on the other hand, projected a mean of 927.13 total
flying hours and median of 915 total hours. The primary reason behind the median being calculated
is to attribute for the large difference between minimum and maximum value of the total flying
hours for each group. As seen in the table, minimum and maximum total flying hours for novice
pilots was 24.7 and 254.6 respectively, while the minimum and maximum total flying hours for
expert pilots was 255 and 1900 respectively. Total flying hours have been calculated as the sum
of flying hours and simulator operation hours (Simulator Hours).
Total flying hours were used for analysis because pilots can use the sum of simulator and
actual flying hours as a requirement for any checkride (flying assessment). Although there is a
large difference between the minimum and maximum total flying hours for each group, it must be
noted that participants were placed in their respective groups based on whether they had obtained
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their commercial pilot license and completed their flight instructor checkride. This was the primary
criteria in differentiating expert and novice populations as mentioned in Chapter 3.
Age (in years) of the novice pilot population projected a mean and median of 19.55 and 19
respectively. The mean and median age of the expert pilot population was 21.88 and 22
respectively. As seen from Table 4.2, the minimum age for novice pilots was 18, while the
maximum age was 27. On the other hand, the expert pilots exhibited a minimum age of 20 and a
maximum age of 24. An unpaired t-test run across the ages of both the populations reveals a
significant difference (p = 0.008).
4.1.3

EEG data analysis

The data collection and preprocessing procedures outlined below differ from procedures
previously outlined in Chapter 3
4.1.3.1 Data collection changes
The data collection process was robust and special care was taken to be consistent with
every participant. Once the participant entered the flight simulator, the testing process was
explained in detail, after which, a signature on the consent form was recorded. Following the
consent form being signed, the EMOTIV EEG EPOC+ device was readied for testing. The felt
pads were wetted with saline solution and attached to the device.
Connectivity of the device was checked to ensure that raw data could be collected properly.
The device was then placed on the participants head making sure electrodes were perfectly aligned
in accordance with the 10-20 system of electrode placement. Once the device was switched on
care was taken to ensure the connections were good and the software was collecting data
appropriately. The TestBench software that provides real-time information on the electrical
activity displays green spots when the electrodes are pressing against the scalp and the connection
is good. In cases where the connection was not good, or the electrodes lost the quality of connection
during an on-going sequence, the device was adjusted to make sure the connections were good.
The on-going sequences were recorded again in these cases.
Once the device was setup and the connections were deemed to be accurate, the first
sequence was recorded. To correctly measure the start and end for each sequence, markers were
manually sent through the TestBench software, and the time was recorded. GB (Ground Baseline)
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was measured for the participant. It is important to note that the simulator was not switched on
until the GB was recorded. The next sequence to be recorded was the PCL (Pre-flight checklist),
which was undertaken after the simulator was switched on. During this sequence, the participant
followed a specific set of rules part of the handbook provided with every flight.
Immediately following PCL, the participant started the engine, and engaged in the third
sequence which was lining up, taking off and stabilizing (LTS) at 1000 ft. The LTS was succeeded
by the first (TP1) and second traffic pattern (TP2). The two traffic patterns were separated by a
touch-and-go sequence as outlined in the previous chapter. After the TP2, the participant
performed another touch-and-go sequence before climbing out and entering the third traffic pattern
(TP3). Before beginning TP3, the participant was provided a sheet explaining the route and flying
speeds for TP3. Once, the participant was ready, a manual marker was sent to mark the start of the
TP3.
After completion of TP3, the aircraft was reset back to the runway. The next set of
sequences were the visual flight rules (VFR). VFR consisted of 8 sub-sequences, each of which
were flown in sequence with one following the other. Markers at the beginning and end of each
sub-sequence distinguished them from each other. The participant took off, and climbed (COUT)
to 2000 ft. This was followed by a cruise sequence (CRS), wherein the participant was expected
to maintain a constant speed of 100 KIAS (knots). Following CRS, the participant flew a slow
flight sequence (SFLGHT) in which the participant was supposed to decrease the speed and fly at
a speed between 65-70 KIAS.
The SFLGHT was followed by a simulated power-off stall (STALL). In this sequence, the
participant simulated a stall that could accidentally occur during an approach to land. The STALL
sequence consisted of two steps, namely getting into the stall (STALL-Getting) and recovering
from the stall (STALL). After recovering from a STALL, the participant was given time to return
to the original altitude of 2000 ft and a speed of 100 KIAS. The participant was then asked to
simulate a constant rate turn (CRT), which entails flying the plane in a perfect circle (360 degrees)
at 100 KIAS. After completion of the CRT, the participant was asked to return to the runway and
land the plane. The entire process of turning back and landing constituted of two sequences. The
first one was the approach (APPR), and the second one was the landing (LAND) itself. This
completed the VFR sequence.
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Once the participant landed the aircraft, the weather settings were changed to simulate zero
visibility. This change in settings was made in preparation for the IFR sequence. The primary
difference between the VFR and IFR sequences, was the lack of visibility in the IFR sequences.
IFR sequences consisted of the same sub-sequences as the VFR, namely the take-off, COUT, CRS,
SFLGHT, STALL, CRT, APPR and LAND. It must be noted that the APPR (IFR) is very different
compared to the APPR (VFR) due to lack of visibility. The participants were asked to simulate an
instrument landing system (ILS) approach. The ILS approach is a precision landing approach that
provides a precision lateral and vertical guidance to the aircraft approaching and landing on the
runway. After completing the LAND (IFR), the engine was turned off, and the participant was
asked to sit still to record the post-flight baseline (PFB). PFB was the second rest sequence
recorded after the initial GB.
After completing the PFB, recorded EEG data was tagged with the participant’s randomly
generated ID. The entire flying session typically lasted 45-70 minutes depending on the accuracy
of the aircraft pilot. When there were connectivity issues with data recording, the testing session
was halted, and the data was re-recorded. Care was taken to make sure that no other waves could
interfere with EEG data collection. The participants were also asked to turn off their cell
phones/put them in airplane mode. As the instructions to enter each sequence were given vocally,
the markers specifying the beginning and end of every sequence were sent after the audible
instructions were provided. This helped in making sure that listening to words did not interfere
with the EEG data being captured. Overall the data collection process was designed to ensure that
clean and accurate data was captured, as data accuracy is key to analysis.
4.1.3.2 Data import and Preprocessing
This subsection will outline the many pre-processing steps conducted on the raw EEG data
collected from the EMOTIV EPOC+. Pre-processing is one of the most important steps of EEG
data, as it is imperative to follow the appropriate procedure to retain good data and filter out the
noise or unnecessary data that might skew results. This subsection describes steps after data
collection, namely, data storage, data transformation, data filtering, loading channel locations,
artifact removal and splitting data into individual sequences for analysis.
This section is divided into further subsections to help understand the different steps
involved in EEG data import and pre-processing. EEGLAB, which is an interactive MATLAB
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toolbox was used to import EEG data and help with pre-processing. The steps outlined are tutorial
in nature and attempt to exhaustively provide information on every step involved in the data
handling process. These preprocessing steps are essential to any data related to brain activity as
loss of information or contaminated information can lead to skewed results.
The steps involved are provided as follows:
i.

Opening EEGLAB: The EEGLAB toolbox is available as a zipped folder through the
Schwartz Center for Computational Neuroscience at the University of San Diego on
the following link: https://sccn.ucsd.edu/eeglab/download.php. Once the zipped folder
is downloaded and unzipped, the path for the folder must be added to the MATLAB
path. After adding the unzipped folder to the MATLAB path, typing ‘eeglab’ on the
MATLAB command window will launch EEGLAB. An example of the graphical user
interface (GUI) for EEGLAB is shown in Figure 4.1.

Figure 4.1 EEGLAB GUI
ii.

Importing EEG Data into EEGLAB: During the data collection process that was
outlined in the previous section, the individual EEG data files are stored in .EDF
(European data format). This is the original format of the RAW EEG data collected
through the Test Bench software for the EPOC+ EEG device. Unfortunately, EEG data
in this format cannot be used for pre-processing, hence, the data must be transformed
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to into a readable format. To import the EEG Data, go to File -> Import Data -> Using
EEGLAB functions and plugins-> From EDF/EDF+/GDF files (BIOSIG Toolbox).
Once the file to be loaded is selected, a dialogue box as show in Figure 4.2 will appear.
The first text box asks for the channel list, which is basically the data form each EEG
channel in your EEG data. The recorded EEG data is stored as rows and columns, with
each column having information related to channels, events and markers. Channel
information for the 14 EEG channels is provided in columns three to 16. On the other
hand, marker/event information is provided in column 20. This information needs to
be inserted in the channel list as 3:16 20 to import the channel and marker information
(Figure 4.2). Data range box can be left blank as all the data needs to be loaded. The
‘Extract Event’ and ‘Import annotations’ boxes must be checked. The remaining two
boxes can be left blank (Figure 4.2).

Figure 4.2 Importing data into EEGLAB
iii.

Loading Channel locations: The next step is to load the channel location data to link it
to the EEG data that has been loaded into the current session. This is needed in order
to extract proper channel information from the RAW EEG data file. Information on
channel locations for the EMOTIV EPOC+ device is provided in a .CED file that
outlines each channel location in x, y and z coordinates in adherence to the 10-20
system of electrode placement. To load the channel location information, go to Edit ->
Channel Locations -> Cancel -> Read locations and select the .CED file (File that
stores the 14 channel locations for the EPOC+). A format window will pop-up, where
autodetect must be selected. Once uploaded, the 14 channel locations can now be
viewed as x, y and z coordinates (Figure 4.3). By clicking on the Plot 2-D or Plot 3-D
(xyz) options, the correct locations of the 14 loaded channels can be observed.
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Figure 4.3 Loading Channel Locations
iv.

Pre-processing EEG Data: When the channel locations have been added, the main
EEGLAB GUI will provide information on the data file loaded, along with the channels
per frame, frames per epoch, epochs, events, sampling rate (Hz), epoch start (sec),
epoch end (sec), reference, channel locations ICA weights and data size (MB). This is
an important section as it provides detailed information on the pre-processing steps
conducted to filter and clean the EEG data for further analysis.
a. Filtering the data: It is important to remove linear trends from EEG data by applying
high and low pass filters. Before applying independent component analysis (ICA)
decompositions and removing artifacts, the filtering must be applied to the
continuous EEG data. This helps to minimize the introduction of filtering artifacts
at epoch boundaries (Swartz Center for Computational Neuroscience, 2018a). In
the main EEGLAB GUI, select Tools -> Filter the data -> Basic FIR filter, and enter
1 (Hz) as the Lower edge frequency (Figure 4.4). The same must be done for the
Higher edge frequency, by entering 50 (Hz). The high and low pass filter values
used are similar to the low and high frequency values needed for analysis as
mentioned in Chapter 3. Due to constraints in EEGLAB, the high and lowpass
filters need to be applied separately (Swartz Center for Computational
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Neuroscience, 2018a). The function pop_eegfiltnew(), which is the filtering
function used by EEGLAB, will be discussed in the following section in detail.

Figure 4.4 Filtering data
b. Independent component analysis (ICA) decomposition: Decomposing data by ICA
is an essential process to all EEG data as it involves applying a “linear change of
basis from data collected at single scalp channels to a spatially transformed virtual
channel basis” (Swartz Center for Computational Neuroscience, 2018b). This
essentially means transforming collected data to a “collection of simultaneously
recorded outputs of spatial filters applied to the whole multi-channel data” instead
of a collection of simultaneously recorded single-channel data records (Swartz
Center for Computational Neuroscience, 2018b). To compute ICA components of
a continuous EEGLAB dataset, select Tools -> Run ICA (Figure 4.5). This calls the
function pop_runica.m (Swartz Center for Computational Neuroscience, 2018b).
This function will be discussed in detail in the following section.

Figure 4.5 Running ICA Decomposition
c. Artifact removal: Artifact removal is an important step in EEG data pre-processing.
Raw EEG data is laden with some inconsistencies and noise even when utmost care
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is taken during the data collection process. These inconsistencies arise from
different sources, namely, eye blinks, eye saccades, muscle movement and noise
arising from the power source. Based on the specifics of the research, these
inconsistencies are removed using different strategies. One of the processes used is
independent component analysis (ICA), which was also discussed in the previous
section. ICA helps to remove components like eye blink artifacts and muscle
movement, which can later be removed manually or application of algorithms.
However, it must be noted that these artifacts almost always contain some important
information that may be useful for data analysis. Thus, artifact removal while
essential to cleaning EEG data, could sometimes result in loss of important data.
Artifact removal functions used for this study are explained in detail later in this
section.
v.

Extracting individual sequences: Once pre-processing steps were completed, the EEG
data files that contained sub-sequences were split into individual sequences based on
the manual markers denoting the beginning and end of the sequence. During the data
collection process, start and end time for each sequence/sub-sequence was recorded,
along with the manual markers. This helped to corroborate times for each sequence.
Start and end time calculations for each sequence was formulated in a Microsoft Excel
sheet (Table 4.3). These values were then entered into EEGLAB, to split the specific
dataset into its individual sequences by selecting Edit -> Select Data (Figure 4.6).

4.1.3.3 Pop_eegfiltnew() And Runica.m Function Definitions
Detailed explanation of the two functions used for filtering and ICA decomposition will be
provided in this section. pop_eegfiltnew() and runica.m functions were both run through the
EEGLAB interface.
i.

pop_eegfiltnew() function
EEGLAB uses this function to filter data. This function uses Hamming windowed sinc FIR
(finite impulsive response) filter. The function takes EEG data, lower edge of frequency
pass band (Hz) and higher edge of the frequency pass band (Hz) as the inputs. The outputs
of the function contain filtered EEGLAB EEG data structure, history string and filter
coefficients. The function is a replacement for the previously used pop_eegfilt() function.

Table 4.3 Excel sheet sequence calculations
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Figure 4.6 Selecting individual sequence data
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ii.

Runica.m function
This function performs independent component analysis (ICA) decomposition of input
EEG data using the logistic infomax ICA algorithm developed by Bell, and Sejnowski
(1995). However, an extended version of this algorithm developed by Lee, Girolami, and
Sejnowski (1999) was used for EEG data in this study. The input variable for this function
includes the EEG data. Output of this function is the computed ICA weight matrix defined
by components and channels.

4.1.3.4 Artifact removal
This section explains in detail the process of artifact removal used in this study. Two major
types of artifacts needed to be identified and removed from the raw EEG data before statistical
analysis. Eye blink artifacts (EOG-related) and muscle artifacts (EMG-related) were the two
artifacts processed and removed from the data to obtain clean data. It must be noted that removing
all artifacts is not possible, as loss of important data that is essential to analysis can occur. In order
to remove both artifacts, a plugin created by Gómez-Herrero (2007) for EEGLAB was deployed.
Both artifacts are removed by implementing a spatial filtering framework. The process
consists of three main steps. In the first step, the EEG data is decomposed into spatial components
using ICA. The second step consists of identifying the artifactual components using an automatic
criterion. Finally, the EEG data is reassembled using the non-artifactual spatial components back
to the electrodes (Gómez-Herrero, 2007). This plugin implements different artifact removal
algorithms by defining how spatial components are estimated. It also uses specific criterion to
identify artifactual components.
4.1.3.4.1 Eye blink components (EOG) removal
The algorithm used for this study implements the method of blind source separation (BSS)
to remove eye blink artifacts from raw EEG data. Name of the algorithm used is sobi developed
by Belouchrani, Abed-Meraim, Cardoso, and Moulines (1997). This algorithm uses second-order
statistics to discover spatial components containing non-zero time-delayed autocorrelations and
zero-time delayed cross correlations (Gómez-Herrero, 2007). The sobi algorithm used to
breakdown data into specific spatial components is available as part of the default toolbox, which
can be implemented through EEGLAB.
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The criterion used to identify artifactual components is named eog_fd, which was proposed
by Gómez-Herrero, De Clercq, Anwar, Kara, Egiazarian, Van Huffel, and Paesschen, (2006). This
method marks artifactual components by identifying components with smaller fractal dimension.
Typically, components with smaller fractal dimensions are composed of low-frequency
components. This makes it a suitable criterion to detect eye blink (EOG) components from raw
EEG data.
A combination of eog_fd and sobi was used to identify and correct EOG-related artifacts
from the EEG data. A call to activate this combination of functions from the EEGLAB menu can
be made through Tools -> Artifact Removal using AAR -> EOG removal -> Using BSS. This will
open a dialogue box as shown in Figure 4.8. The GUI provided helps the user select the length and
shift between correlative analysis windows (Figure 4.7).

Figure 4.7 EOG removal in EEGLAB (AAR 1.3 Plugin)
A window shift of one second, with a window length of two seconds will cover the time
range zero to two seconds for the first analysis window. The second analysis window will cover
two to four seconds range, and so on. The analysis window range will obtain the BSS-based spatial
filters for that range. Depending on the length of artifacts, the window range can be selected. There
is no rule in selection, however, longer windows are used when artifacts have stable spatial patterns,
which is the case in EOG artifacts. For this study, longer window lengths were used based on the
flight sequence being processed for EOG artifact removal.
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Extra parameters can be passed to the BSS algorithm and the criterion. Eigratio is a
common parameter that is passed through all BSS algorithms to determine the number of principal
components to be kept in pre-processing principal component analysis (PCA) (Gómez-Herrero,
2007). The PCA is performed before any BSS algorithm. The eigratio defines number of PCA
components such that ratio of the largest and smallest eigenvalue of the PCA-transformed data
matrix is below the specific eigratio (Gómez-Herrero, 2007). A large eigratio does not remove
any principal component leading to instability of the BSS algorithm. A small eigratio causes
inaccuracies in the algorithm by removing some principal components. Hence, the ratio was kept
as default at 1e6.
Finally, the range parameter is the rejection criteria for the range of components to be
removed. The range stipulates minimum and maximum components marked as artifactual in each
of the analysis windows. More number of components will indeed remove more EOG components,
however, it can also remove important EEG activity. A range of [1, 4] was used for this study,
ensuring at least one EOG component will be removed, but a maximum of four can be removed if
identified. This range was chosen because typically four EEG channels (AF3, AF4, F7 and F8)
produce EOG-related artifacts in the EMOTIV EPOC+ used for this study. Hence, removing a
maximum of four components restricts the EOG artifact removal to these four channels.
4.1.3.4.2 Muscle artifact (EMG) removal
In order to remove muscle artifacts, a method proposed by De Clercq, Vergult, Vanrumste,
Van Paesschen, and Van Huffel, (2006) was used. This method removes muscle artifacts from
EEG data based on canonical correlation analysis (CCA) as a blind source separation (BSS)
technique as well. This algorithm is named as bsscca within the toolbox. Bssca projects EEG data
into maximum auto-correlated components (Gómez-Herrero, 2007).
The criterion used to identify artifactual EMG components is called emg_psd. This function
denoted EMG-related components by identifying components having an average power ratio in
typical EEG and EMG bands under a certain threshold. A combination of emg_psd and bssca was
used to identify and remove EMG-related artifacts from EEG data. These functions are activated
within EEGLAB, by Tools -> Artifact Removal using AAR -> EMG removal using BSS.
The parameter range like earlier allows for detecting fixed number of components in each
analysis window. A similar range [1, 4] was used for this study, due to the fact that four channels
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(T7, T8, O1 and O2) typically exhibit EMG artifactual components. The ratio parameter was kept
as 10, which specifies EMG-related components as those having 10 times less average power in
the EEG band compared to the EMG band. The ratio was kept at 10. The femg parameter is the
boundary between the EEG and EMG bands. It was kept at 15, as EMG artifacts are usually seen
above 15 Hz. The fs parameter is the sampling rate of the EEG data, which was 256 Hz. Finally,
the Hamming-windowed Welch periodogram was the spectral estimator as default. That value was
kept at five for this study as smaller analysis window lengths are better to remove EMG-related
artifacts.

Figure 4.8 EMG removal in EEGLAB (AAR 1.3 Plugin)
Figures 4.9, 4.10 and 4.11 show original EEG data, EOG corrected data, and EMG-EOG
corrected data. These examples show how the algorithms used for EOG-related and EMG-related
artifact removal function when applied to EEG data.
Figure 4.9 shows EEG data covering a temporal range from 10 seconds to 15 seconds for
an expert pilot during the PFB sequence. This data corresponds to a rest sequence after the
simulator testing session was completed. This frame is deeply contaminated with EMG and EOG
artifacts. EMG artifacts can be clearly observed between the 14th and 15th second, while the EOG
artifacts are visible between the 12th and the 14th second.
Figure 4.10 is the result of removing EOG artifacts. Clearly, the low-frequency spikes
between 12 and 14 seconds have been removed. However, the EMG artifacts observed between
14 and 15 seconds still exist. Figure 4.11 shows the result of removing EMG artifacts as well. The
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sharp activity has been removed from the data, resulting in removal of most EMG artifacts. To
reiterate what was previously stated it must be noted that all the EOG and EMG-related artifacts
cannot be removed, as some of these artifacts contain good quality data essential for data analysis.

Figure 4.9 Original EEG data from an Expert Pilot (PFB sequence)

Figure 4.10 EOG corrected data from an Expert Pilot (PFB sequence)
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Figure 4.11 EMG and EOG corrected data from an Expert Pilot (PFB sequence)
4.1.3.5 Fast Fourier transform (FFT)
Before getting the data ready for FFT, elliptical filters were applied to the cleaned EEG
data. Elliptic filters with respective passband and stopband ripple attenuation (passband = .1db,
stopband = 30 dB) and frequencies (1–4 Hz, 4–8 Hz, 8–14 Hz, 14-30 Hz and 30-50 Hz) were
applied to post bandpass filter the data.
The next step in readying the data for statistical analysis was applying the FFT function to
the cleaned EEG data. FFT function was applied in MATLAB to the entire dataset to obtain the
power spectral densities for each subject, each sequence and each channel. This is an important
process as application of FFT projects the average power in each channel for all the frequency
bands (delta, theta, alpha, beta and gamma).
FFT samples a signal over an entire period and divides the signal into individual frequency
components. FFT for this study was carried out in MATLAB using the fft function. The syntax of
the function is Y = fft(X, fs), where X = Input array (Matrix), fs = Sampling Frequency and Y =
Frequency domain representation. For this study, the frequency bands were delta (1 – 4 Hz), theta
(4 – 8 Hz), alpha (8 – 14 Hz), beta (14 – 30 Hz) and gamma (30 – 50 Hz). The sampling frequency
was maintained at 256 Hz for this study.

Table 4.4 Participant list of all in-flight sequences attempted
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4.1.4

Statistical Analysis

This sub-section looks into the statistical analysis conducted on EEG data to investigate
differences between expert and novice pilots based on their cortical activity. The earlier subsections outlined in detail the pre-processing steps carried out to filter and clean raw EEG data by
preparing it for statistical analysis. After performing FFT on the EEG data, the power spectral
densities (PSD) were calculated for each subject for each sequence and each channel. The PSD
values for each channel will sum up to one for the five frequency bands (delta, theta, alpha, beta
and gamma).
The first focus of the analysis process was to examine if expert and novice pilots projected
differences based on their cortical activity. The next step was to understand where those
differences existed, based on the flying sequences and EEG channels. Topographical maps for
sequences exhibiting significant differences between experts and novices were generated.
Connectivity analysis examining strength of EEG channels were also developed.
Table 4.4. displays the entire list of participants enrolled in the EEG part of the research.
As mentioned earlier, a total of 28 subjects (eight - experts, 20 - novices) participated in the study.
The prefix E is for experts and N is for novices (Table 4.4). N1 and N7 started the flight session,
but did not complete it, hence, their EEG data had to be completely excluded.
All expert pilots completed all flight sequences required for the study. However, some
novice pilots did not complete all the sequences. All novice pilots completed GB, PCL, LTS, TP1,
TP2, TP3, VFR and PFB. Eight novice pilots completed all sequences except APPR(IFR) and
LAND(IFR). Only four novice pilots completed all 23 sequences.
As explained earlier, data was cleaned using EEGLAB plugins to remove EOG-related and
EMG-related artifacts. These artifacts contaminate the data and can possibly skew the results.
However, removal of artifacts leads to removal of good quality EEG data as well. In order to
compare and validate the findings, results will be discussed for EMG-EOG removed data, as well
as only EOG removed data.
4.1.4.1 Two-factor ANOVA
A two-factor ANOVA was run on the PSD values to examine differences between expert
and novice pilots. All the sub-sequences within VFR and IFR were averaged out for each subject,
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giving nine sequences instead of 23 in-flight sequences. The 14 channels were also averaged for
each subject and sequence to better understand the results. Two-factor ANOVA was run for each
frequency band to examine expert and novice differences. It must be noted that the threshold for
p-value < 0.05 for the ANOVA.
4.1.4.1.1 EMG-EOG removed data
This section will outline ANOVA results for EMG-EOG removed data. After discussing
results for each frequency band, a summary of the results is provided. The bands are arranged from
lowest to highest frequency.

Delta Band (1 – 4 Hz)
Two-factor ANOVA results for the delta band are illustrated in Table 4.5. The table
provided in the figure details two sources, namely X1 and X2. X1 is the factor determining
differences between the sequences, and X2 is the factor determining differences between the two
groups of subjects. This can be seen by the degrees of freedom for X1 and X2, which are 8 and 1
respectively.
Table 4.5 Two-factor ANOVA for EMG-EOG removed data (Delta band)

Looking at the results, it can be seen that X1 is not significant (p-value = 0.3988), which
means the sequences are not significantly different from each other for the delta band. X2 shows
similar results as defined by a p-value of 0.1119 (F-stat = 2.55), stating that experts are not
significantly different from novices for the delta band.

Theta Band (4 – 8 Hz)
Results of two-factor ANOVA for the theta band are projected in Table 4.6. Based on these
results, both X1 and X2 show significant differences. X1 shows the nine flight sequences measured,
significantly differ from each other for the theta band. Moreover, X2 with a p-value of 0.0004 (F-
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stat = 12.93) provides evidence that expert and novice pilots are significantly different from each
other for the theta band based on their cortical activity.
Table 4.6 Two-factor ANOVA for EMG-EOG removed data (Theta band)

Alpha Band (8 – 14 Hz)
Table 4.7 displays results of the two-factor ANOVA for the alpha band. Looking at the
results, X1 is signficant (p-value = 0.0007, F-stat = 3.55), stating that in-flight sequences are
significantly different from each other for the alpha band. However, X2 does not show significane
(p-value = 0.0622, F-stat = 3.51), hence projecting no significant differences between experts and
novices for the alpha band.
Table 4.7 Two-factor ANOVA for EMG-EOG removed data (Alpha band)

Beta Band (14 – 30 Hz)
Table 4.8 Two-factor ANOVA for EMG-EOG removed data (Beta band)

Results of the beta band for two-factor ANOVA are projected in Table 4.8. Results for the
beta band are very similar to the alpha band in that X1 is significant and X2 is not significant. For

110
the beta band, the sequences are significantly different from each other (F-stat = 5.98), however,
the experts and novices are not significantly different from each other (p-value = 0.0671).

Gamma Band (30 – 50 Hz)
Two-factor ANOVA results for the gamma band are illustrated in Table 4.9. The results
project significant differences in X1 and X2 sources. In-flight sequences significantly differ from
each other for the gamma band (F-stat = 13.37). The results also show that expert and novice pilots
significantly (p-value = 0.0001) differ from each other for the gamma band based on their cortical
activity.
Table 4.9 Two-factor ANOVA for EMG-EOG removed data (Gamma band)

Results from the two-factor ANOVA are summarized in Table 4.10. For the delta band,
both sequences and subjects are not statistically significant. The theta band projects statistical
significance for both sequences and subjects. Alpha band shows significance within sequences,
but not between expert and novice subjects. Beta band shows similar results to alpha band. Finally,
gamma band projects statistical significance within sequences and between the two groups of
subjects for this study.
Table 4.10 ANOVA summary EMG-EOG removed data (* denotes p-value < 0.05)

Delta Band
Theta Band
Alpha Band
Beta Band
Gamma Band

Sequences (X1)
F-Statistic
P-Value
1.05
0.3988
6.6
0*
3.55
0.0007*
5.98
0*
13.37
0*

Subjects (X2)
F-Statistic
P-Value
2.55
0.1119
12.93
0.0004*
3.51
0.0622
3.38
0.0671
15.56
0.0001*

Summary of two-factor ANOVA results for EMG-EOG removed data, show significant
differences within in-flight sequences for all bands except delta. They also show significant
differences between expert and novice pilots for theta and gamma bands. Based on the results of
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the ANOVA, the null hypothesis can be rejected, which means expert and novice pilots
significantly differ from each other based on their cortical activity for specific in-flight sequences.
4.1.4.1.2 EOG removed data
This section outlines ANOVA results for EOG removed data for each frequency band. A
summary of the ANOVA results for the data is also provided.

Delta Band (1 – 4 Hz)
ANOVA results for the delta band are illustrated in Table 4.11. As seen by the F-stat and
p-value, in-flight sequences (X1) are not significantly different from each other, however, expert
and novice pilots (X2) do significantly differ from each other for the delta band.
Table 4.11 Two-factor ANOVA for EOG removed data (Delta band)

Theta Band (4 – 8 Hz)
Theta band ANOVA results show significant differences for both X1 and X2. F-stat of
10.27 for X1 (p-value < 0.05), and 14.95 for X2 (p-value = 0.0001), projects these differences.
This means that in-flight sequences, and expert and novice pilots are significantly different from
each other for the theta band (Table 4.12).
Table 4.12 Two-factor ANOVA for EOG removed data (Theta band)
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Alpha Band (8 – 14 Hz)
Table 4.13 outlines the results for the alpha band, for both X1 and X2. The results clearly
show that significant differences within in-flight sequences (F-stat = 5.41), and between expert
and novice pilots (F-stat = 12.37) exist for the alpha band.
Table 4.13 Two-factor ANOVA for EOG removed data (Alpha band)

Beta Band (14 – 30 Hz)
Similar to results of the alpha band, beta band ANOVA results show similar significant
differences within in-flight sequences (F-stat = 6.79), and between expert and novice pilots (F-stat
= 11.68). The results are outlined in Table 4.14.
Table 4.14 Two-factor ANOVA for EOG removed data (Beta band)

Gamma Band (30 – 50 Hz)
Table 4.15 Two-factor ANOVA for EOG removed data (Gamma band)

For the gamma band, ANOVA results (Table 4.15) are the most significant in terms of the
F-stat value. The results project significant differences within in-flight sequences, and between

113
expert and novice pilots. Moreover, the gamma band clearly shows the highest F-statistic values
for both X1 (F-stat = 17.56) and X2 (F-stat = 18.05).
Table 4.16 shows summary of ANOVA results for only EOG removed data. It is interesting
to note differences in the results compared to EMG-EOG removed data. Compared to EMG-EOG
removed data, the subject groups are significantly different from each other for all the frequency
bands. Moreover, these results provide further credence to reject the null hypothesis. Based on the
results, expert and novice pilots significantly differ from each other based on their brain activity
for these specific in-flight sequences. Also, in-flight sequences significantly differ from each other.
Table 4.16 ANOVA summary EOG removed data (* denotes p-value < 0.05)

Delta Band
Theta Band
Alpha Band
Beta Band
Gamma Band

Sequences (X1)
F-Stat
P-Value
0.69
0.6983
10.27
0*
5.41
0*
6.79
0*
17.56
1.9E-20*

Subjects (X2)
F-Stat
P-Value
4.28
0.0397*
14.95
0.0001*
12.37
0.0005*
11.68
0.0007*
18.05
3.1E-05*

4.1.4.2 Post-hoc t-tests
This section covers post-hoc t-tests examining differences within subjects and within
sequences. The aim was to identify specifically which subjects and sequences differ from each
other. P-value results obtained from t-tests were corrected for multiple comparisons depending on
subjects or sequences. This section is also divided into results for EMG-EOG removed data, and
only EOG removed data following a similar pattern as the previous section.
4.1.4.2.1 EMG-EOG removed data
Subject and sequence differences for EMG-EOG removed data is provided below for the
post-hoc t-tests.

Subject Differences
T-tests were conducted to identify differences within all 28 subjects (eight experts, 20
novices) based on their cortical activity recorded for in-flight sequences. The p-values obtained
were corrected for multiple comparisons. T-tests results revealed no significant differences within
28 subjects of the study for the five frequency bands measured.
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Sequence differences between expert and novice pilots were also examined. These results
are provided in Table 4.17. As seen from the results, differences between the subject groups were
observed only for beta and gamma bands. Specifically, the GB (beta and gamma) and the PFB
(gamma) are the sequences that significantly differ between expert and novice pilots. The corrected
p-value is 0.05/64 = 0.00078.
Table 4.17 T-tests Summary for Flight Sequences for EMG-EOG removed data
(* denotes p-value < 0.05/64)
Delta

Theta

Alpha

Beta

Gamma

GB

0.10788

0.00859

0.11383

3.8E-05*

0.00011*

PCL

0.61626

0.2384

0.39195

0.87581

0.92408

LTS

0.33441

0.99399

0.91906

0.4092

0.58098

TP1

0.11288

0.79435

0.10343

0.87031

0.99344

TP2

0.00421

0.45455

0.01644

0.7321

0.8289

TP3

0.80946

0.67739

0.19301

0.62236

0.30699

VFR

0.21776

0.00409

0.83439

0.21246

0.39706

IFR

0.32494

0.41754

0.78249

0.00636

0.28718

PFB

0.8951

0.00094

0.09646

0.00131

0.00058*

Sequence Differences
T-tests were also conducted to examine differences within the nine flight sequences. The
tests were conducted for each of the five frequency bands. Results for the t-tests are outlined below.
The corrected p-value is 0.05/64 = 0.00078.

Delta Band (1 – 4 Hz)
Table 4.18 lists t-test results in matrix form for the nine in-flight sequences. The p-values
have been provided for each of these comparisons. As seen from the results there were no
significant differences observed for the delta band.

Theta Band (4 – 8 Hz)
T-test results for the theta band are outlined in Table 4.19. Based on the results, GB and
PFB are the two sequences that significantly differ from other sequences. GB significantly differs
from TP1, TP3 and VFR, while PFB significantly differs from all sequences except GB, PCL and
IFR.
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Table 4.18 T-tests results for in-flight sequences in Delta band for EMG-EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.4199

0.1622

0.3660

0.5146

0.8609

0.4380

0.6707

0.5063

PCL

0.4199

1.0000

0.4593

0.8841

0.8683

0.5052

0.7757

0.1895

0.1424

LTS

0.1622

0.4593

1.0000

0.5564

0.3781

0.1947

0.2798

0.0909

0.0537

TP1

0.3660

0.8841

0.5564

1.0000

0.7617

0.4385

0.6593

0.1814

0.1279

TP2

0.5146

0.8683

0.3781

0.7617

1.0000

0.6150

0.9422

0.2461

0.1861

TP3

0.8609

0.5052

0.1947

0.4385

0.6150

1.0000

0.5507

0.5079

0.3845

VFR

0.4380

0.7757

0.2798

0.6593

0.9422

0.5507

1.0000

0.0328

0.0964

IFR

0.6707

0.1895

0.0909

0.1814

0.2461

0.5079

0.0328

1.0000

0.7449

PFB

0.5063

0.1424

0.0537

0.1279

0.1861

0.3845

0.0964

0.7449

1.0000

Table 4.19 T-tests results for in-flight sequences in Theta band for EMG-EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0066

0.0008

0.0002*

0.0010

0.0007*

0.0005*

0.0035

0.8825

PCL

0.0066

1.0000

0.2220

0.4963

0.5368

0.5610

0.9704

0.9888

0.0042

LTS

0.0008

0.2220

1.0000

0.3744

0.4529

0.3919

0.1478

0.2192

0.0005*

TP1

0.0002*

0.4963

0.3744

1.0000

0.9469

0.9688

0.2160

0.2922

0.0001*

TP2

0.0010

0.5368

0.4529

0.9469

1.0000

0.9284

0.4037

0.4736

0.0006*

TP3

0.0007*

0.5610

0.3919

0.9688

0.9284

1.0000

0.3916

0.4617

0.0004*

VFR

0.0005*

0.9704

0.1478

0.2160

0.4037

0.3916

1.0000

0.9589

0.0003*

IFR

0.0035

0.9888

0.2192

0.2922

0.4736

0.4617

0.9589

1.0000

0.0021

PFB

0.8825

0.0042

0.0005*

0.0001*

0.0006*

0.0004*

0.0003*

0.0021

1.0000

Alpha Band (8 – 14 Hz)
The alpha band comparisons for the in-flight sequences can be seen in Table 4.20. The
results show that only GB significantly differs from PCL and VFR for the alpha band.

Beta Band (14 – 30 Hz)
Table 4.21 outlines the results of the sequence comparisons for the beta band. As seen from
the results, GB significantly differs from TP2, VFR and IFR. PFB significantly differs from TP2,
TP3, VFR and IFR.
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Table 4.20 T-tests results for in-flight sequences in Alpha band for EMG-EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0007*

0.0197

0.0044

0.0216

0.0008

0.0002*

0.0008

0.5735

PCL

0.0007*

1.0000

0.9996

0.5866

0.1346

0.9750

0.9166

0.9302

0.0163

LTS

0.0197

0.9996

1.0000

0.7445

0.3853

0.9852

0.9610

0.9682

0.0797

TP1

0.0044

0.5866

0.7445

1.0000

0.3887

0.5712

0.5625

0.5038

0.0495

TP2

0.0216

0.1346

0.3853

0.3887

1.0000

0.1320

0.0714

0.0753

0.1569

TP3

0.0008

0.9750

0.9852

0.5712

0.1320

1.0000

0.8867

0.9606

0.0161

VFR

0.0002*

0.9166

0.9610

0.5625

0.0714

0.8867

1.0000

0.7087

0.0098

IFR

0.0008

0.9302

0.9682

0.5038

0.0753

0.9606

0.7087

1.0000

0.0206

PFB

0.5735

0.0163

0.0797

0.0495

0.1569

0.0161

0.0098

0.0206

1.0000

Table 4.21 T-tests results for in-flight sequences in Beta band for EMG-EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0044

0.0025

0.0034

0.0005*

0.0010

0.0004*

0.0006*

0.8243

PCL

0.0044

1.0000

0.1908

0.8903

0.5386

0.5385

0.7217

0.3529

0.0024

LTS

0.0025

0.1908

1.0000

0.1552

0.3009

0.3360

0.2104

0.4348

0.0016

TP1

0.0034

0.8903

0.1552

1.0000

0.3898

0.4131

0.5233

0.1861

0.0017

TP2

0.0005*

0.5386

0.3009

0.3898

1.0000

0.9407

0.6333

0.7018

0.0003*

TP3

0.0010

0.5385

0.3360

0.4131

0.9407

1.0000

0.6395

0.8235

0.0005*

VFR

0.0004*

0.7217

0.2104

0.5233

0.6333

0.6395

1.0000

0.1246

0.0002*

IFR

0.0006*

0.3529

0.4348

0.1861

0.7018

0.8235

0.1246

1.0000

0.0003*

PFB

0.8243

0.0024

0.0016

0.0017

0.0003*

0.0005*

0.0002*

0.0003*

1.0000

Gamma Band (30 – 50 Hz)
The gamma band results are shown in Table 4.22. Significant differences were observed
for GB and PFB for all sequences, except LTS and between themselves.
To summarize the results, the two rest sequences (GB and PFB) did not significantly differ
from each other for any frequency band. However, they did differ from other sequences. Moreover,
none of the other flight sequences significantly differed from each other.
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Table 4.22 T-tests results for in-flight sequences in Gamma band for EMG-EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0000*

0.0015

0.0000*

0.0001*

0.0000*

0.0000*

0.0004*

0.9056

PCL

0.0000*

1.0000

0.6386

0.9627

0.8873

0.5555

0.9298

0.8947

0.0000*

LTS

0.0015

0.6386

1.0000

0.6236

0.6929

0.4479

0.5976

0.7116

0.0008

TP1

0.0000*

0.9627

0.6236

1.0000

0.8536

0.5917

0.9792

0.8560

0.0000*

TP2

0.0001*

0.8873

0.6929

0.8536

1.0000

0.4815

0.7939

0.9720

0.0000*

TP3

0.0000*

0.5555

0.4479

0.5917

0.4815

1.0000

0.5107

0.4385

0.0000*

VFR

0.0000*

0.9298

0.5976

0.9792

0.7939

0.5107

1.0000

0.6709

0.0000*

IFR

0.0004*

0.8947

0.7116

0.8560

0.9720

0.4385

0.6709

1.0000

0.0002*

PFB

0.9056

0.0000*

0.0008

0.0000*

0.0000*

0.0000*

0.0000*

0.0002*

1.0000

4.1.4.2.2 EOG removed data
This section outlines T-test differences for subjects and sequences based on only EOG
removed data. Similar to the results provided for EMG-EOG removed data, this section will also
discuss the results for each of the five frequency bands.

Subject Differences
T-tests were run to identify differences within 28 subjects participating in the study. As
mentioned earlier, the p-values were corrected for multiple comparisons.
Table 4.23 T-tests Summary for Flight Sequences (EOG removed data)
(* denotes p-value < 0.05/64)
Delta

Theta

Alpha

Beta

Gamma

GB

0.2548

0.0048

0.0529

0.00075*

0.0005*

PCL

0.9500

0.0919

0.3831

0.6246

0.0421

LTS

0.1734

0.3040

0.4238

0.7361

0.7985

TP1

0.4250

0.7886

0.7856

0.2449

0.6778

TP2

0.0007*

0.9031

0.0381

0.3229

0.4861

TP3

0.9785

0.7679

0.9534

0.7137

0.8329

VFR

0.2547

0.0106

0.9354

0.0868

0.1150

IFR

0.9565

0.5197

0.5826

0.0150

0.0560

PFB

0.3667

0.0163

0.0141

0.0014

0.0016
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The t-tests results revealed no significant differences within the 28 subjects of the study for any of
the frequency bands.
T-tests were also run to examine differences between experts and novices based on inflight sequences (Table 4.23). Significant differences were observed for the GB sequence in the
beta and gamma bands (Table 4.23). A significant difference was also observed in the TP2
sequence for the delta band. The corrected p-value is 0.05/64 = 0.00078.

Sequence Differences
T-tests were also conducted to examine differences within the nine flight sequences. The
tests were conducted for each of the five frequency bands. The results can be seen as a 9x9 matrix
of p-values. The corrected p-value is 0.05/64 = 0.00078.

Delta Band (1 – 4 Hz)
Based on the results from Table 4.24, no significant differences were observed within each
of the nine sequences for the delta band.
Table 4.24 T-tests results for in-flight sequences in Delta band for EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.3232

0.2175

0.1771

0.3845

0.6744

0.3153

0.8997

0.9166

PCL

0.3232

1.0000

0.8262

0.6865

0.8481

0.5382

0.7529

0.3417

0.2947

LTS

0.2175

0.8262

1.0000

0.8406

0.6662

0.3889

0.5400

0.2203

0.1994

TP1

0.1771

0.6865

0.8406

1.0000

0.5416

0.3137

0.4253

0.1930

0.1629

TP2

0.3845

0.8481

0.6662

0.5416

1.0000

0.6439

0.9256

0.3876

0.3490

TP3

0.6744

0.5382

0.3889

0.3137

0.6439

1.0000

0.6197

0.7260

0.6116

VFR

0.3153

0.7529

0.5400

0.4253

0.9256

0.6197

1.0000

0.1679

0.2867

IFR

0.8997

0.3417

0.2203

0.1930

0.3876

0.7260

0.1679

1.0000

0.8174

PFB

0.9166

0.2947

0.1994

0.1629

0.3490

0.6116

0.2867

0.8174

1.0000

Theta Band (4 – 8 Hz)
Table 4.25 illustrates results for the theta band. GB significantly differs from all the
sequences barring PCL, IFR and PFB. On the other hand, PFB significantly differs from all the
sequences excluding GB.
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Table 4.25 T-tests results for in-flight sequences in Theta band for EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0012

0.0002*

0.0002*

0.0002*

0.0004*

0.0000*

0.0012

0.3798

PCL

0.0012

1.0000

0.7377

0.9338

0.7650

0.6851

0.9647

0.7795

0.0001*

LTS

0.0002*

0.7377

1.0000

0.7599

0.9666

0.9064

0.6435

0.4428

0.0000*

TP1

0.0002*

0.9338

0.7599

1.0000

0.7929

0.7010

0.9396

0.6239

0.0000*

TP2

0.0002*

0.7650

0.9666

0.7929

1.0000

0.8774

0.6829

0.4683

0.0000*

TP3

0.0004*

0.6851

0.9064

0.7010

0.8774

1.0000

0.6096

0.4642

0.0000*

VFR

0.0000*

0.9647

0.6435

0.9396

0.6829

0.6096

1.0000

0.3729

0.0000*

IFR

0.0012*

0.7795

0.4428

0.6239

0.4683

0.4642

0.3729

1.0000

0.0001*

PFB

0.3798

0.0001*

0.0000*

0.0000*

0.0000*

0.0000*

0.0000*

0.0001*

1.0000

Alpha Band (8 – 14 Hz)
Alpha band results illustrated in Table 4.26 show significant differences in GB only. GB
shows significant differences from PCL, TP1, TP3, VFR and IFR. Interestingly, for the alpha band,
PFB does not show any significant differences.
Table 4.26 T-tests results for in-flight sequences in Alpha band for EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0006*

0.0037

0.0007*

0.0011

0.0001*

0.0000*

0.0001*

0.4066

PCL

0.0006*

1.0000

0.8019

0.8767

0.6494

0.6151

0.5353

0.3038

0.0368

LTS

0.0037

0.8019

1.0000

0.9003

0.9126

0.5015

0.4440

0.3096

0.0811

TP1

0.0007*

0.8767

0.9003

1.0000

0.7656

0.4962

0.4046

0.2149

0.0447

TP2

0.0011

0.6494

0.9126

0.7656

1.0000

0.3006

0.2013

0.0880

0.0618

TP3

0.0001*

0.6151

0.5015

0.4962

0.3006

1.0000

0.9692

0.5609

0.0142

VFR

0.0000*

0.5353

0.4440

0.4046

0.2013

0.9692

1.0000

0.3956

0.0093

IFR

0.0001*

0.3038

0.3096

0.2149

0.0880

0.5609

0.3956

1.0000

0.0129

PFB

0.4066

0.0368

0.0811

0.0447

0.0618

0.0142

0.0093

0.0129

1.0000

Beta Band (14 – 30 Hz)
Beta band results for t-tests are displayed in Table 4.27. The results show significant
differences in GB only. GB significantly differs from TP2, VFR and IFR for the beta band.
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Table 4.27 T-tests results for in-flight sequences in Beta band for EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0021

0.0010

0.0019

0.0005*

0.0016

0.0002*

0.0006*

0.9796

PCL

0.0021

1.0000

0.7059

0.8442

0.6461

0.7473

0.5966

0.3140

0.0070

LTS

0.0010

0.7059

1.0000

0.5429

0.9687

0.9783

0.9935

0.5821

0.0039

TP1

0.0019

0.8442

0.5429

1.0000

0.4597

0.5993

0.3424

0.1361

0.0071

TP2

0.0005*

0.6461

0.9687

0.4597

1.0000

0.9478

0.9609

0.5310

0.0026

TP3

0.0016

0.7473

0.9783

0.5993

0.9478

1.0000

0.9664

0.6076

0.0053

VFR

0.0002*

0.5966

0.9935

0.3424

0.9609

0.9664

1.0000

0.1662

0.0016

IFR

0.0006*

0.3140

0.5821

0.1361

0.5310

0.6076

0.1662

1.0000

0.0034

PFB

0.9796

0.0070

0.0039

0.0071

0.0026

0.0053

0.0016

0.0034

1.0000

Gamma Band (30 – 50 Hz)
Table 4.28 outlines t-test results for the gamma band. As seen from the results, GB and
PFB significantly differ from all other sequences, except each other for the gamma band.
Table 4.28 T-tests results for in-flight sequences in Gamma band for EOG removed data
(* denotes p-value < 0.05/64)
GB

PCL

LTS

TP1

TP2

TP3

VFR

IFR

PFB

GB

1.0000

0.0000*

0.0000*

0.0000*

0.0000*

0.0000*

0.0000*

0.0001*

0.9897

PCL

0.0000*

1.0000

0.5585

0.8466

0.8591

0.6808

0.5634

0.6600

0.0001*

LTS

0.0000*

0.5585

1.0000

0.6374

0.6012

0.8175

0.8524

0.8195

0.0000*

TP1

0.0000*

0.8466

0.6374

1.0000

0.9768

0.7941

0.6446

0.7443

0.0000*

TP2

0.0000*

0.8591

0.6012

0.9768

1.0000

0.7594

0.5793

0.6875

0.0000*

TP3

0.0000*

0.6808

0.8175

0.7941

0.7594

1.0000

0.9057

0.9790

0.0000*

VFR

0.0000*

0.5634

0.8524

0.6446

0.5793

0.9057

1.0000

0.8603

0.0000*

IFR

0.0001*

0.6600

0.8195

0.7443

0.6875

0.9790

0.8603

1.0000

0.0002*

PFB

0.9897

0.0001*

0.0000*

0.0000*

0.0000*

0.0000*

0.0000*

0.0002*

1.0000

In summary, it can be observed that GB and PFB are the only two sequences that show any
significant differences from other sequences. Moreover, there were no significant differences
observed within the other flight sequences. The results held true for all bands except the delta band.
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4.1.4.3 Topographical channel maps
This section discusses sequences where expert and novice pilots differ, by illustrating
topographical maps showing more and less activity in specific EEG channels for different in-flight
sequences and frequency bands. Channel location information is represented as black dots on the
maps as defined by channel locations provided in Figure 4.12.

Figure 4.12 EMOTIV EPOC+ channel locations
Figure 4.13 and Figure 4.17 provide topographical maps for EMG-EOG removed data and
EOG removed data for an average expert and an average novice pilot based on the frequency band
and in-flight sequence respectively. Topographical color maps are defined by red and blue areas
laid out on a human head. Red colored areas represent higher activity, while blue areas illustrate
less activity. The scale for the activity is different for each map, as the PSD value strength shown
differs based on the sequence and the band. The primary idea is to show where the activity exists
relative to the sequence and band for each group.
Topographical maps are also divided based on the five frequency bands, namely, delta (14 Hz), theta (4-8 Hz), alpha (8-14 Hz), beta (14-30 Hz) and gamma (30-50 Hz). Flight sequences
where differences for specific bands between expert and novice pilots exist will be discussed
separately to provide insight into brain activity. Results will be discussed for both EMG-EOG
removed data, and EOG removed data.

Figure 4.13 Topographical channel maps for EMG-EOG removed data
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4.1.4.3.1 EMG-EOG removed data
i.

GB
For the ground baseline, differences were observed in the beta (p = 0.00004) and gamma
(p = 0.00011) bands, between expert and novice pilots. Expert topographical maps are
shown on the left, while novice maps are shown on the right. Higher activity for experts
was concentrated in the frontal area, mainly AF4. Less activity was seen covering the
entirety of the central region. High activity for novices was concentrated in the frontal AF3,
with some activity seen in P7. Reduced activity for novices was observed in F7 and partly
in the central area (Figure 4.14).

Figure 4.14 Topographical Map for GB sequence (beta band).
a) Expert activity b) Novice activity
Gamma band projects different topographical maps for experts and novices (Figure 4.15).
High expert activity can be seen in AF3, while less activity covers most of the central,
temporal and parietal areas, skewed to the left. Low novice activity can be observed in the
F7 area. Reduced activity covers most of the area of the brain, mainly including the central,
temporal, parietal and occipital.

Figure 4.15 Topographical Map for GB sequence (gamma band).
a) Expert activity b) Novice activity
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ii.

PFB
PFB showed difference (p = 0.0005) between experts and novices in gamma band only.
Expert activity is illustrated on the left, while novice activity is illustrated on the right.
High gamma band activity was concentrated in FC5 for experts. Less activity was seen in
the frontal (AF3 and AF4) region, and also in T7 and P7 regions. Novices showed high
activity in AF4 mainly. However, some excitation was seen in the region close to T7, FC5
and F7. Less activity was observed in central region, including F3, F4 and FC6 regions
(Figure 4.16).

Figure 4.16 Topographical Map for PFB sequence (gamma band).
a) Expert activity b) Novice activity
4.1.4.3.2 EOG removed data
Sequences were compared for EOG removed data as well and this section will look into
topographical maps for these sequences (Figure 4.17). The sequences examined for differences in
brain activity between experts and novices were GB, TP2, and PFB.
i.

GB
Significant difference was observed in the beta (p = 0.0007) and gamma (p = 0.0004) bands
for the GB sequences between expert and novice pilots. Beta band topographical maps for
expert and novice pilots are provided in Figure 4.18. Experts exhibited high activity in the
AF4 region, while novice high activity is concentrated along the frontal area, including F8.
Experts show less activity in the central region ranging from FC5 to P7, and also covering
parts of the right brain region. Novices exhibited similar low activity in the FC5 region but
covering a larger area of the central brain region.

Figure 4.17 Topographical channel maps for EOG removed data
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Figure 4.18 Topographical Map for GB sequence (beta band).
a) Expert activity b) Novice activity
Gamma band topographical maps for the GB sequence is illustrated and discussed below.
High expert activity was concentrated in F3 and FC5 regions. On the other hand, novice
excitations were seen mainly in F7. AF4 showed less activity for experts, while novices
showed less activity in the central region on the right side, covering FC6 mainly (Figure
4.19).

Figure 4.19 Topographical Map for GB sequence (gamma band).
a) Expert activity b) Novice activity
ii.

TP2

Figure 4.20 Topographical Map for TP2 sequence (delta band).
a) Expert activity b) Novice activity
TP2 showed a significant difference (0.00068) in delta band between expert and novice
pilots as illustrated by the topographical maps displayed below. Expert excitations were
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concentrated in F7 region, while novice excitations were concentrated in the frontal regions,
covering AF3 and AF4. Less activity for experts was seen in AF4, T7 and partly O1 regions.
Less activity for novices covered the central region (Figure 4.20).
4.1.4.4 Channel connectivity analysis and Matrix of mean PSD values
This section visualizes channel connectivity strength for experts and novices. Examining
channel connectivity strength is indicative of the quality of data recorded. Sequence and channel
differences based on frequency bands using mean PSD values are also visualized.
Figure 4.21 illustrates channel connectivity strength for all 14 EEG channels for each of
the nine sequences. The connectivity strength of the channels has a correlation threshold. As the
recorded EEG time points for the shortest sequence had a minimum of 5000 data points, the
Pearson threshold for the connectivity matrix, was calculated to be between 0.1-0.2. A value of
0.15 or above explains strong channel connection for each sequence. The threshold value is
provided on the horizontal X-axis as multiples of 100. The Y-axis lists the sequences from one to
nine.
Strength favoring experts is illustrated by brighter color (yellow), while stronger novice
connectivity is displayed by darker color (blue). The values are calculated by subtracting novice
EEG activity from expert EEG activity (not PSD values). The values obtained were absolute.
Figure 4.21 (a) illustrated on the left, shows the strengths for the EMG-EOG removed data. Figure
4.21 (b) illustrates strengths for EOG removed data.

Figure 4.21 Expert-Novice channel connectivity analysis for nine in-flight sequences.
a) EMG-EOG removed data. b) EOG removed data
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Channel connectivity strength indicates the optimal channel connectivity for all the
channels for each sequence. All nine sequences show strong connectivity above the 0.15 threshold
indicating that the EEG data collected was valid. Based on the results illustrated in Figure 4.21,
expert pilots project stronger channel activity for the LTS (3rd sequence), IFR (8th sequence) and
PFB (9th sequence) for the EMG-EOG removed data. On the other hand, novices were stronger for
GB (1st sequence), TP2 (5th sequence) and VFR (7th sequence) for the EMG-EOG removed data.
The EOG removed data projected similar results, but the strength in the differences were
lesser compared to the EMG-EOG removed data. The novices were still stronger in GB and VFR,
while the experts were stronger in LTS and IFR. Also, the novices were stronger in PFB compared
to the EMG-EOG removed data.
Figure 4.22 illustrates mean differences between expert and novice pilots for the five
frequency bands (based on mean PSD values). This procedure is a valuable means to visualize
group differences, which is the main premise of this study. As seen from the results, the VFR (7th
sequence) is stronger for experts compared to the novices for almost all the bands. The strength of
the difference is maximum for the beta (4th band). The experts also seem to be stronger in GB (1st
sequence) and PFB (9th sequence) for the gamma (5th band) compared to novices.

Figure 4.22 Expert-Novice mean PSD differences
a) EMG-EOG removed data. b) EOG removed data
On the other hand, the novices show more power in GB and PFB for the beta (4th band).
The experts show more strength for higher frequency bands in GB, VFR and PFB. Most of the
other sequences are neutral for all the frequency bands, where neither expert nor novices show
more strength than the other group. The results are very similar for EMG-EOG removed data, and
EOG removed data.
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Figure 4.23 illustrates channel differences between expert and novice pilots for the five
frequency bands (based on mean PSD values). Figure 4.23 (a) shows channel differences for the
EMG-EOG removed data, while Figure 4.23 (b) shows channel differences for EOG removed data
only. Interestingly the experts seem to have stronger activity for the delta (1st band) and gamma
(5th band) bands for almost all channels compared to novices. This can be seen across both EMGEOG removed data, and EOG removed data.
Novice pilots on the other hand, show higher strength in the T7 (5th channel) and T8 (10th
channel) for the EOG removed data. They also seem to show stronger activity for almost all
channels in the theta (2nd band) compared to the novices for the EMG-EOG removed data.
Interestingly, the strength in the expert-novice differences favoring the experts is higher for EOG
removed data in the delta and gamma bands.

Figure 4.23 Expert-Novice connectivity matrix for 14 EEG channels and five frequency bands.
a) EMG-EOG removed data. b) EOG removed data
4.1.4.5 Scatter Plots
Scatter plots were generated to examine the relationship between brain activity and flying
hours for all 28 pilots. The aim was to understand if there is a trend that emerges between the two
groups of participants. PSD values were averaged for all channels and flight sequences for expert
and novice groups.
Brain activity was divided into five frequency bands (delta, theta, alpha, beta and gamma)
based on their PSD values. X-axis lists the flight hours and simulator hours, while the Y-axis lists
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the PSD value for the respective frequency. The figure on the left illustrates a graph of PSD value
against flight hours, while figure on the right depicts a graph of PSD value against simulator hours.
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Figure 4.24 Delta PSD Vs Flying hours (Flight and Simulator)
Figure 4.24 illustrates a scatter plot of delta PSD activity against flying hours for all pilots.
The scatter plots for delta band against both flight and simulator hours are similar. Expert pilots
show a decrease in PSD values with increasing flight hours. High variance exists within the novice
group as seen by two clusters for both the plots. A general observation points to different average
PSD values for experts and novices.
4.1.4.5.2 Theta
Figure 4.25 shows scatter plots displaying theta band PSD values against flying hours. As
observed in the delta scatter plots, theta band PSD activity also shows two sets of clusters for
novice pilots. The expert pilots again display decreasing PSD values with increase in flying hours.
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Figure 4.25 Theta PSD Vs Flying hours (Flight and Simulator)
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4.1.4.5.3 Alpha
Figure 4.26 shows alpha band PSD plotted against flight and simulator hours for the pilots.
Initial observations suggest expert PSD values as being similar across the board. The novices on
the other hand again show two clusters showing high variance within the novice pilot group.
Differences in PSD values for alpha can be clearly seen between expert and novice pilots. A
general observation shows increase of alpha activity with increase in flying hours. However, this
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Figure 4.26 Alpha PSD Vs Flying hours (Flight and Simulator)
4.1.4.5.4 Beta
Figure 4.27 illustrates beta band PSD versus flight and simulator hours for expert and
novice pilots. Compared to the other plots, this plot shows a similar trend across experts and
novices with higher PSD. Novices continue to show variance, with two clusters again emerging
between novices with lesser and more flight hours. The experts project similar PSD across flying
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4.1.4.5.5 Gamma
Gamma band PSD values plotted against flight and simulator hours are provided in Figure
4.28. Novices continue to show higher variance within the group. Experts PSD activity stabilizes
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Figure 4.28 Gamma PSD Vs Flying hours (Flight and Simulator)
In summary, a general observation shows increasing PSD for all bands until 200-hour mark for
flight hours and 50-hour mark for simulator hours. Novices show high variance within the group,
while experts do not differ from each other.
4.1.5 Summary
This section discussed specifics of the results for EEG analysis pertaining to the primary
research question. Figure 4.29 summarizes the entire EEG data processing pipeline. The pipeline
also lists pre-processing steps carried out after collecting raw data from the EMOTIV EPOC+
device.
Raw EEG data was band pass filtered in EEGLAB, before running ICA and removing
artifacts from the raw data. An elliptical filter was applied on the filtered EEG time series data.
FFT was run on the filtered data at a sampling frequency of 256 Hz to obtain power spectral
densities (PSD) for the five frequency bands (delta, theta, alpha, beta and gamma). The PSD values
obtained after FFT, were then used for ANOVA and post-hoc T-tests to answer the pertinent
research questions.
The filtered EEG time series data was also used for parallel connectivity analysis to
understand EEG channel information and examine the strength between experts and novices for
different in-flight sequences used in this study.

Figure 4.29 Processing pipeline for EEG data.
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4.2

PSVT:V performance differences

This section looks into understanding differences between experts and novices based on
their performance on the Purdue Spatial Visualization Test - Views (PSVT:V), which measures
spatial orientation ability of an individual. The section is divided into three separate sub-sections
that delve deep into analyzing expert and novice pilot performance on the PSVT:V. The first
section provides information on the specifics of participants sampled for the PSVT:V analysis by
outlining their demographic information. The second section explores descriptive statistics
pertaining to the participants, namely, their PSVT:V scores, flying hours and age. Finally, the
research question will be analyzed and answered in the last section by examining expert and novice
pilot performance on the PSVT:V.
4.2.1

Demographic data

Table 4.29 provides demographic information on the participants who attempted the
PSVT:V. A total of 32 participants attempted this test, of which 11 were experts and 21 were
novices. Out of the 11 experts, eight were males and three were females. Experts consisted of two
juniors, three seniors, four graduate students and two full-time certified flight instructors (CFI). It
must be noted that all experts at the time of testing were CFIs. Novices comprised of 20 male pilots
and one female pilot. Eighteen freshmen, two sophomores and one graduate student attempted the
PSVT:V as novice pilots.
Table 4.29 Demographic data pilots (PSVT:V)

Experts
Novices

Total

Male

Female

Freshmen

Sophomore

Junior

Senior

Graduate

Full time
CFI

11
21

8
20

3
1

0
18

0
2

2
0

3
0

4
1

2
0

As seen from Table 4.29, majority of the participants for the both the groups were males
(72.72% - Experts, 95.23% - Novices). Only 27.27% were female experts and 4.76% were female
novices. Most of the expert pilots were graduate students (36.36%), with seniors (27.27%), juniors
(18.18%) and full-time CFIs (18.18%) completing the rest. 85.71% of the novice pilots were
freshmen.
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4.2.2

Descriptive statistics (PSVT:V)

This section outlines some basic descriptive statistics pertaining to pilots who attempted
the PSVT:V. Table 4.30 outlines information on the pilots’ simulator hours, flying hours, total
hours, PSVT:V scores and age.
As seen from Table 4.30, the mean simulator hours for expert pilots was 87.36, with a
standard deviation of 43.67. The minimum hours spent inside a simulator was 48, with a maximum
of 200 hours. Mean flying hours on a real flight for expert pilots was 808.36 hours with a standard
deviation of 459.8 hours. A high standard deviation was representative of the variance in flying
hours within experts. Experts had a minimum flying time of 205 hours, and a maximum flying
time of 1700 hours. Moreover, the mean age for expert pilots was 21.82 years.
Mean simulator hours for novice pilots was 2.86 hours. The maximum simulator hours a
novice pilot had flown at the time of testing was 11 hours. Novice pilots projected mean flying
hours of 58.14, with a standard deviation of 28.439 hours. The minimum and maximum flying
hours for novice pilots was 26 and 157 respectively. A mean age of 19.33 was observed for novice
pilots, which was lesser than that of expert pilots. Minimum age of novice pilots was 18 years and
maximum age was 27 years.
Information on the PSVT:V scores is also provided in Table 4.30. Expert pilots projected
a mean score of 24 on the PSVT:V, with a low score of 15 and high score of 30. Novice pilots had
a mean PSVT:V score of 26.52. The novice pilots also had a high score of 30 on the test, while a
low score of 14. As mentioned earlier, the highest an individual can score on the test is 30.
Table 4.30 Descriptive statistics (PSVT:V)

Experts

Novices

Mean

Median

STD

Min

Max

Sim Hours

87.36

75

43.67

48

200

Flying Hours

808.36

740

459.80

205

1700

Total Hours
PSVT: V

895.73
24.00

788
26

498.37
4.73

255
15

1900
30

Age

21.82

22

1.27

20

24

Sim Hours
Flying Hours
Total Hours
PSVT: V

2.86
58.14
61.00
26.52

2.24
50.2
52.44
28

2.11
28.44
29.34
4.17

0
26
26
14

11
157
163.5
30

Age

19.33

18

2.71

18

27
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4.2.3

PSVT:V Data Analysis

This section outlines differences in the performance on the PSVT:V for expert and novice
pilots. Before moving on to the analysis of the test scores, a few changes in the data collection
process from what was previously outlined in Chapter 3 is detailed.
4.2.3.1 Data collection changes
In Chapter 3, a detailed description of the data collection process with respect to the
PSVT:V was provided. It was mentioned earlier that the PSVT:V would be administered as a
paper-and-pencil test before the simulator testing sessions. However, considering the length of the
simulator session and also due to feasibility, the novices were administered the PSVT:V in class
during the AT 144 lecture. Experts on the other hand attempted the test after the conclusion of the
simulator session. Moreover, the experts attempted an online version of the test developed on
Blackboard.
Understanding the differences between paper-based tests and computer-based tests is
essential and their similarities need to be addressed. Research studies have provided evidence
supporting the fact that performance on a computer-based version of a test has high correlation
(0.97) to the paper-based version of the same test (Mead & Drasgow, 1993). This similarity in test
performance was seen for a timed cognitive test, which is similar to the PSVT:V. Bugbee Jr. (1996)
suggested stringent rules to make sure paper-based tests are equivalent to computer-based tests.
These criteria include making sure the tests are presented similarly and the participants understand
computer usage. It is the responsibility of the test administrator in ensuring these criteria are met.
Many more studies have provided proof of equivalence between paper-based and computer-based
tests (Choi, Kim, & Boo, 2003; Bodmann, & Robinson, 2004). It was important to understand the
equivalence between the paper-based version and computer-based version of the PSVT:V to
ensure validity of the analysis results.
4.2.3.2 Statistical analysis of PSVT:V differences
This section examines in detail results of the analysis carried out when comparing PSVT:V
scores of expert and novice pilots. In order to answer the research question examining differences
in PSVT:V scores between expert and novice pilots, an independent samples t-test (unpaired t-test)
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was carried out in SPSS as stated in Chapter 3. Table 4.31 provides group statistics for both the
groups.
Table 4.31 Expert-Novice group statistics

Results of the independent samples t-test run on expert and novice populations to
understand differences between their PSVT:V scores is provided in Table 4.32. As seen from the
figure, there were no differences observed between the two groups as seen by differences between
their means on the PSVT:V performance.
Table 4.32 Independent Samples T-Test (Expert-Novice)

With equal variances assumed, the p-value for a two-tailed significance (p < 0.05) was
0.143. On the other hand, the p-value for a two-tailed significance (p < 0.05) was 0.169 when equal
variances were not assumed. Experts consisted of 11 participants, while the novices consisted of
21 participants for this comparison. For this research question, there was a failure to reject the null
hypothesis. PSVT:V score distribution is illustrated in Figure 4.30.
Other comparisons were also conducted to understand the effect of age, flying hours, sim
hours, gender and year on the PSVT:V score. Multiple linear regression was conducted by
inputting variables like age, gender, year, flying hours, simulator hours and total hours. These
variables were used to help explain PSVT:V scores. The values for gender were assigned based on
male (M = 0) and female (F = 1). For year, the values were freshman (1), sophomore (2), junior
(3), senior (4), graduate (5) and full-time CFI (6). Multiple linear regression was conducted in
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SPSS. The model summary is provided in Table 4.33. The results of the multiple regression are
displayed in Table 4.34.
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Figure 4.30 PSVT:V Distribution (Experts Vs Novices)

Table 4.33 Multiple Regression Model Summary (PSVT:V)

Table 4.34 Multiple Regression Results (Coefficients)
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4.2.3.2.1 Age effect on PSVT:V
Figure 4.31 displays the relationship of age and PSVT:V scores for experts and novices
who attempted the PSVT:V. It can be clearly seen that novices (blue), on average were younger
than experts (gold).
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Figure 4.31 Age Vs PSVT:V Score (Experts-Novices)
Table 4.34. displays the results of the multiple regression coefficients affecting PSVT:V
scores for expert and novice pilots. From the results, it can be seen that age does not have a
significant effect (0.054) on the PSVT:V score (p ≤ 0.05).
4.2.3.2.2 Effect of flying hours on PSVT:V
The effect of flying hours on PSVT:V score was also examined to understand if flying
hours significantly affected the PSVT:V score. The distribution of flying hours is projected in
Figure 4.32. The gold line (Experts) is higher than the blue line (Novices), showing that the average
expert had more flying hours compared to a novice at the time of testing. Experts also had a high
variance, as some experts show more flying time compared to the other experts. Based on the
multiple regression results displayed in Table 4.34, the effect of flying hours is not significant as
seen by a p-value of 0.1.
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Figure 4.32 Flying hours Vs PSVT:V Score (Experts-Novices)
4.2.3.2.3 Effect of simulator hours on PSVT:V
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35

141
Another variable that could have possibly affected PSVT:V score was simulator hours.
Figure 4.33 displays how expert and novice pilots scored on the PSVT:V based on their
accumulated simulator hours. All experts had more simulator hours compared to the novices.
Based on the distribution of simulator hours and PSVT:V scores, no major difference can
be seen between experts and novices. Multiple regression model proved the same as simulator
hours did not have a significant effect on the PSVT:V score, as seen by a p-value of 0.395 (Table
4.34).
4.2.3.2.4 Gender effect on PSVT:V
The effect of gender was also examined on the PSVT:V scores for expert and novice pilots.
Figure 4.34 provides an illustration of how female and male pilots performed on the PSVT:V.
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Figure 4.34 PSVT:V Score Distribution (Females Vs Males)
Looking at the distribution, the few females that participated in the study had a lower PSVT:V
score on an average compared to the male pilots. The results of the multiple regression show that
gender does have a significant effect (p-value = 0.01) on the PSVT:V score (Table 4.34). However,
it must be noted that very few females participated in the study compared to the number of males.
4.2.3.2.5 Effect of year on PSVT:V score
Figure 4.35 displays a graph of year versus PSVT:V scores. To illustrate the same, each
year was given a value on the axis, namely, freshman – 1, sophomore – 2, junior – 3, senior – 4,
graduate – 5 and full-time CFI – 6. As observed from Figure 4.35, the experts were older, and
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mostly juniors, seniors, graduates and CFIs. Novice pilots were typically freshmen, however there
was one graduate student.
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Multiple regression results showed that year does not have a significant effect of the
PSVT:V score of the participants (Table 4.34). The p-value was observed at 0.133, which is higher
than the 0.05 needed for significance.

4.3

PSVT:V changes for novice pilots

This section examines the performance of novices on the PSVT:V as they accumulate
flying time. Novice pilots were administered the PSVT:V as pre- and post-test, while they
continued their flight training. The section is divided into three sub-sections. The first section
provides information on the demographic data of the participants who attempted the PSVT:V. The
second section will discuss the descriptive statistics pertaining to the participants who attempted
the test. The third section will detail the statistical analysis to answer the specific research question
enlisted in Chapter 1.
4.3.1

Demographic data

Table 4.35 outlines demographic information of the novice pilots who attempted the prePSVT:V. All the novice pilots who attempted the pre- and post-PSVT:V were males. For the pre-
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PSVT:V group, eight of the participants were freshmen (88.89%) and only one participant was a
sophomore (11.11%) at the time of testing. The post-PSVT:V was conducted after 12 months,
which was enough to completely diminish testing effects. Moreover, as mentioned in the previous
section, the post-PSVT:V was administered as a computer-based test on Blackboard
Table 4.35 Demographic Data (Pre-PSVT:V)
Novices

Total

Male

Female

Freshmen

Sophomore

Junior

Senior

Graduate

9

9

0

8

1

0

0

0

The post-PSVT:V group consisted of seven sophomores (77.78%), one junior (11.11%)
and one senior (11.11%) (Table 4.36).
Table 4.36 Demographic Data (Post-PSVT:V)
Novices

Total

Male

Female

Freshmen

Sophomore

Junior

Senior

Graduate

9

9

0

0

7

1

1

0

4.3.2

Descriptive statistics

Descriptive statistics pertaining to the participants who attempted the pre- and postPSVT:V will be examined in this section. Information on the participants’ simulator hours, flying
hours, total hours, pre-PSVT:V score and age is provided in Table 4.37. Table 4.38 provides
information on the post-PSVT:V score of the participants.
In Table 4.37, the mean simulator hours for the novice pilots is 3.86, with a standard
deviation of 2.83. The minimum hours for the novice pilots was two hours and the maximum was
11 hours. Mean flying hours of 62.39 was observed for the novice pilots, with a standard deviation
of 37.37. The minimum flying hours before the pre-PSVT:V was 26.20 hours and the maximum
was 157 hours. Novice pilots projected a mean pre-PSVT:V score of 26.78, with minimum and
maximum scores of 14 and 30 respectively. The mean age of the pre-PSVT:V group was 19.56
years. 18 years was observed as the lowest age and 27 was observed as the highest.
For the post-PSVT:V testing session (Table 4.38), the mean simulator hours was 52.21 for
the novice pilots. A minimum and maximum of 50 and 57.20 simulator hours respectively was
observed for the novice pilots. The novices displayed mean flying hours of 190.07 was recorded,
with a minimum of 154.20 and a maximum of 299.50 hours.
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Table 4.37 Descriptive statistics (Pre-PSVT:V)

Novices

Sim Hours
Flying Hours
Total Hours
Pre-PSVT: V
Age

Mean
3.86
62.39
66.24
26.78
19.56

Median
2.50
54.40
59.80
29.00
19.00

STD Dev
2.83
37.37
38.42
4.71
2.67

Min
2.00
26.20
28.20
14.00
18.00

Max
11.00
157.00
163.50
30.00
27.00

The post-PSVT:V mean score for the pilots was 26.22, whereas 11 was the lowest score and 30
was the highest. The mean age for the post-PSVT:V group was 20.67, with a recorded minimum
and maximum of 19 years and 28 years respectively.
Table 4.38 Descriptive statistics (Post-PSVT:V)

Novices

Sim Hours
Flying Hours
Total Hours
Post-PSVT:V
Age

Mean
52.21
190.07
242.28
26.22
20.67

4.3.3

Median
52.00
170.00
220.00
28.00
20.00

STD Dev
2.29
43.64
43.18
5.57
2.62

Min
50.00
154.20
207.10
11.00
19.00

Max
57.20
299.50
349.50
30.00
28.00

PSVT:V Data Analysis

This section will cover the statistical analysis of pre-PSVT:V and post-PSVT:V scores as
novice pilots accumulated flying hours over a 12-month period. The first section will cover
changes in data collection procedures. The second section will detail results of the statistical
analysis obtained by comparing the pre- and post-PSVT:V scores for novice pilots.
4.3.3.1 Data collection changes
The data collection procedure which was explained in Chapter 3 had to be altered, due to
problems with data collection and feasibility leading to specific changes in the procedure. It was
stated earlier that pre- and post-PSVT:V tests would be paper-based tests. However, due to ease
of testing and inability to personally administer the test, post-PSVT:V was administered as a
computer-based test. Use of computer-based test helped with increasing the participation.
Equivalence on performance of paper-based and computer-based tests has been provided earlier.
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4.3.3.2 Statistical analysis
This section examines the performance of novice pilots on the pre-PSVT:V and postPSVT:V. To answer this research question, a paired t-test was run in SPSS to understand
differences in means between pre- and post-test scores. Table 4.39 provides basic statistics on the
pre-PSVT:V and post-PSVT:V performance.
Table 4.39 Pre-PSVT:V and Post-PSV:V Novice Statistics

A paired sample correlation was run to examine if the pre- and post-tests for the PSVT:V
correlated with each other. A total of nine novices attempted the PSVT:V twice over a 12-month
period. As seen from Table 4.40, a high correlation of 0.976 (Pearson’s correlation) was seen
between the pre-PSVT:V and post-PSVT:V performance.
Table 4.40 Paired Samples Correlation (Pearson’s Test)

The results of the paired t-test is provided in Table 4.41. As seen from the figure no
differences between the pre-PSVT:V and post-PSVT:V scores were found for novice pilots. The
two-tailed significance was 0.302 (p-value), which was much higher than the pre-defined
significance (p < 0.05). Hence, the results failed to reject the null hypothesis.
Table 4.41 Paired Samples Correlation (Pearson’s Test)

146
Other comparisons were also examined to investigate how variables like age difference and
total flying hours difference affected post-PSVT:V performance for novice pilots. Age and total
hours difference was calculated by subtracting the age and total hours during the pre-PSVT:V from
post-PSVT:V. Values for the variables of age difference, total flying hours difference and change
in PSVT:V performance were used for the regression analysis (Table 4.42).
Table 4.42 Multiple Regression Model Summary (Novice-Novice)

Table 4.43 Multiple Regression Results (Novice-Novice)

Table 4.42 and Table 4.43 provide information on the multiple regression analysis run on
the variables. Table 4.42 illustrates the model summary and the Table 4.43 projects the results for
the multiple regression analysis run on the data.
4.3.3.2.1 Effect of age difference on changes in PSVT:V performance
To investigate if age has an effect on the PSVT:V score for the novice pilots, a linear
regression was run in SPSS to examine if a relationship exists between the two. Results for the
linear regression revealed age differences is not significant in predicting the changes in PSVT:V
scores for novice pilots participating in this study.
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Figure 4.36 Age Vs PSVT:V Score for Novices (pre-PSVT:V – post-PSVT:V)
Figure 4.36 provides an idea of the distribution of age against pre-PSVT:V and postPSVT:V scores for the novice pilots. This illustration shows that not a big difference existed in
their performance after a 12-month period.
4.3.3.2.2 Effect of total flying hours difference on changes in PSVT:V performance
The other variable examined to check for effects on PSVT:V score was total flying hours
difference. Based on the regression analysis results, the total flying hours difference was also not
significant in predicting changes in PSVT:V score. The observed p-value was 0.748.
Figure 4.37 provides a graph to understand the visual relationship between the total flying
hours for pre-PSVT:V and post-PSVT:V scores. As seen from the results of the multiple regression,
the graph shows no significant change in the PSVT:V score for the novice pilots from the pre-test
to the post-test.

148

Total Flying Hours Vs PSVT:V
(Pre-PSVT:V - Post-PSVT:V)
400
350

TOTAL FLYING HOURS

300
250
200
150
100
50
0
0

5

10

15

20

25

30

35

PSVT:V SCORE
Pre-PSVT:V

Post-PSVT:V

Figure 4.37 Total Flying Hours Vs PSVT:V Score for Novices (pre-PSVT:V – post-PSVT:V)
4.4

Summary

This chapter discussed analysis and results of the study specific to the research questions
that were hypothesized for this research. Significant differences were observed between the experts
and novices based on their cortical activity during in-flight sequences. Expert and novice pilots
did not differ based on their PSVT:V scores as seen from the independent samples t-test results.
Novice pilots did not show significant differences when comparing their pre- and post-PSVT:V
scores. The research question aiming to understand significant differences in cortical activity
changes for novice pilots could not be analyzed due to recruitment problems leading to inability
in testing the novice pilots again.
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DISCUSSION AND CONCLUSIONS

The final chapter discusses conclusions, implications and future directions of this study.
This chapter is divided into six sections, with the first four addressing the research questions for
this study. Last two sections detail challenges, future directions, and implications of the research.

5.1

Cortical activity differences

The primary research question of this study looked into understanding differences between
expert and novice pilots based on their cortical activity while performing specific in-flight
sequences in a flight simulator. Twenty-eight participants (eight – experts, 20 – novices) in this
study performed 23 in-flight sequences. Sub-sequences within VFR and IFR were averaged, and
nine sequences were used for ANOVA instead of 23 sequences. Averaging the sequences was
essential as some novices did not attempt all IFR sequences.
5.1.1

ANOVA analysis

For EMG-EOG removed data, ANOVA results point to significant differences between
expert and novice pilots in the theta and gamma band. Theta band activity has been previously
known to become more prominent during operations that require higher mental workload. Theta
activity typically involves cognitive processing across brain regions (Mizuhara, Wang, Kobayashi,
& Yamaguchi, 2004). Expert and novice pilots seem to differ based on their mental workload and
cognitive processing as seen by theta band differences. Gamma bands are known to be similar to
theta, wherein they are a by-product of increased attentional processes. Increased eye saccades and
fixation on targets on the screen are related to EEG gamma frequencies (Dimigen, Valsecchi,
Sommer, & Kliegl, 2009). As piloting is primarily a visual task, it is possible that differences
between expert and novice pilots emerge because of higher fixations for novices compared to
experts. Moreover, attentional processes also seem to show significant differences between expert
and novice pilots as seen by gamma band. However, the role of gamma in EEG research has not
yet been completely explored, therefore, providing potential for future research.
Sequences also significantly differed from each other based on the ANOVA results for the
EMG-EOG removed data. The nine primary sequences significantly differed from each other for
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all frequency bands except delta. Interestingly, theta, beta and gamma bands showed a higher
significant difference compared to the alpha band. This might be due to cognitive processes
involved in flying specific flight sequences. This also indicates that differences between expert
and novice pilots become greater with increasing frequency. As higher frequencies signify greater
use of attentional and information processing resources, it is possible that these differences occur
due to novices using more brain resources. Moreover, beta frequency indicates use of the brain’s
motor area, which controls body movement. Due to lesser experience, novices seem to move their
arms, eyes and head on a regular basis compared to experts. Frequent head movement also causes
noise and muscle movement, which may have been reflected in differences in EEG activity.
ANOVA results for EOG removed data showed significant differences between expert and
novice pilots in all frequency bands. Compared to the EMG-EOG removed data, significant
differences were also observed in delta, alpha and beta bands. Delta activity is the smallest
frequency band and is related to deep sleep, where the brain consolidates memory. Significant
differences in delta point to learning and skill acquisition, which could be the differences observed
in expert and novice pilots. Alpha band is associated with mental and physical relaxation, and
focused attention towards any stimulus (Pfurtscheller & Aranibar, 1977). Differences observed in
alpha could point to differences in focused attention between expert and novice pilots. Beta band
points to increased bodily movements and it becomes stronger during active thinking and
information processing. Beta band differences observed between expert and novice pilots are
probably because of higher information processing differences and bodily movements, especially
head movement. This appears logical because beta band activity was not significant in the EMGEOG removed data as EMG artifact removal affects the frequencies around the beta band
frequency (15 Hz and above).
In EOG removed data, significant differences found within the nine sequences were similar
to the EMG-EOG removed data. Interestingly, the magnitude of significant differences were
greater in higher frequency bands. Finding expert-novice differences was the primary aim of the
study, and it was accomplished. For this research question the null hypothesis can be rejected,
stating that experts and novices show significant differences based on their cortical activity during
specific in-flight sequences inside an aircraft simulator.
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Attributing these differences to specific sequences and bands was naturally the next step.
Post-hoc t-tests were run to identify where these differences existed based on sequences and
subjects. Next section will discuss results of post-hoc t-tests.
5.1.2

T-test analysis

Post-hoc t-tests were conducted to investigate specific differences within subjects and
sequences. T-test results are discussed for EMG-EOG removed data, and EOG removed data.
5.1.2.1 EMG-EOG removed data
No significant differences were observed within the 28 subjects based on t-test results. This
can be attributed to a lot of reasons. Difference in flying hours between experts and novices might
not have been large enough to project significant differences. Having 28 subjects presented a
problem with multiple comparisons, leading to a high correction for the p-value.
However, expert and novice pilot differences were significant for specific flight sequences.
Interestingly, GB (beta and gamma) and PFB (gamma) showed significant differences between the
groups implying that the two groups significantly differed based on their rest sequences. This is
intriguing, because none of the active flight sequences showed any significant differences between
the two groups. The process of mental preparation is probably reflected in the differences observed
during GB. This can potentially be attributed to two reasons. The testing environment is less
familiar to novices and lack of experience could be causing anxiety, translating to different cortical
activity. Similarly, PFB is recorded cortical activity at rest after completion of the testing session.
Differences in PFB reflect mental processing post completion of testing session.
T-tests conducted to examine differences within the nine primary sequences for all
frequency bands provided compelling results. Barring the delta band, all other frequency bands
showed significant differences between rest sequences (GB and PFB) and other active flight
sequences. Theta, beta and gamma showed greater significant differences between rest and active
flight sequences. Cortical activity in rest sequences being significantly different compared to active
flight sequences is understandable as pilots require higher information processing and mental
workload for active flight sequences. There was no specific pattern observed for each of the
frequency bands in terms of differences between rest and active flight sequences. The fact that the
rest and active sequences are different, provides credibility to the collected data.
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5.1.2.2 EOG removed data
Similar to the EMG-EOG removed data, EOG removed data also did not show any
significant differences within the 28 pilots for this study. Again, significant differences were
observed in the flight sequences between expert and novice pilots for GB (beta and gamma).
However, TP2 also showed a significant difference between expert and novice pilots for the delta
band. This was an interesting result, as TP2 did not show any difference for the EMG-EOG
removed data. EMG artifact separation might have inadvertently removed some good data
nullifying the difference that was observed in the EOG removed data. This provides further
credibility to the fact that artifact removal must be accomplished carefully, and preprocessing is
an integral part of the EEG analysis process. TP2 is similar to TP1, except the pilot completes a
right traffic pattern compared to a left traffic pattern. Expert pilots possibly did not require
attentional or information processing resources to fly a sequence similar to a recently completed
one. However, novices, being inexperienced might have required higher brain resources to
complete the same sequence.
T-test results for EOG removed data were similar to EMG-EOG removed data. However,
the beta band did not show as many significant differences compared to EMG-EOG removed data.
This difference can be attributed to EMG artifact removal, that separated muscle artifacts from the
beta frequency band. Gamma and theta bands showed the most significant differences. Again, the
rest sequences (GB and PFB) were the only sequences that differed from the active flight
sequences.
5.1.3

Topographical channel maps

Topographical maps help visualize brain activity. Sequences showing significant
differences between expert and novice pilots were visualized to examine areas of the brain showing
high and low activity for the specific frequency band. As mentioned earlier, rest sequences
primarily showed significant differences from other active flight sequences for expert and novice
pilots. In addition to rest sequences, TP2 showed a significant difference as well.
For EMG-EOG removed data, experts exhibited high activity in the frontal region,
typically AF4. Novice pilots exhibited high activity in the frontal (AF3) and parietal region (P7).
The frontal lobe controls an individual’s decision-making, conscious thoughts and motor areas
where voluntary movements of limbs and eyes are controlled. Frontal lobe also controls dopamine-
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sensitive neurons that are concerned with reward, attention, pleasure and planning. The fact that
GB was the first sequence being recorded, it is possible that both expert and novice pilots were
planning or visualizing their next steps during the flight testing session. Eye movement might also
have been part of the excitation seen in both the groups. The parietal lobe integrates spatial and
sensory information regarding the body and objects around the body. Understanding where the
body is in space and its relationship to the environment is concentrated in the parietal lobe. Novice
excitation seen in the parietal lobe could indicate pilots getting familiar with their new environment.
Moreover, novice pilots tested during this study had mean simulator hours of 5.96, which is fairly
low compared to experts who had mean simulator hours of 93.63. Less activity was typically seen
in the central region for both the groups, however, the area covered was much less for novice pilots.
Higher activity covering a larger area diminished the areas projecting low activity seen in novice
pilots. Anxiety and wearing the EEG device could have contributed to the same. Beta band and
gamma band activity was similar for experts. Gamma band activity was different for novices
compared to their beta band activity. Gamma band activity showed most of the low activity in the
central region, because of lateral placement of electrodes.
Differences in PFB were also observed between expert and novice pilots for the gamma
band. The temporal region that controls visual memories, meaning and long-term memory showed
excitation in novices, but not in experts. PFB is recorded after completion of the entire testing
session. Excitation in temporal region could indicate novices trying to comprehend visual
memories created during the flight session. As experts have repeated these sequences multiple
times, their brain activity did not show excitation in the same region. Moreover, both experts and
novices showed excitation in the parietal region indicating spatial processing of the current
environment after a long testing session.
EOG removed data showed similar results for GB in beta and gamma bands. However,
TP2 showed significant differences in the delta band as well. Interestingly, excitation was
concentrated in the frontal region for the novices indicating high visual activity probably due to
scanning the environment. Experts did not show the same concentration of activity as they might
have been already accustomed to the visual environment due to higher flight hours. Most of the
inhibitory activity was observed in the central area of the brain for both groups. The main reason
was lack of EEG electrodes in the central region. The EMOTIV EPOC+ electrode distribution is
lateral, therefore ignoring the central region of the human head.
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5.1.4

Channel connectivity analysis and Mean PSD value differences

Channel connectivity analysis visualizes which of the two groups show stronger channel
strength for specific in-flight sequences. It is a robust way to understand channel connectivity
strength for each group. It must be noted that this analysis was conducted on the cleaned EEG data,
before FFT was applied. EEG time series data was used for this analysis, and not the PSD values.
The illustrated matrix for EMG-EOG removed data, showed experts having stronger
activity for LTS and IFR sequences. Experts also projected stronger activity in PFB, but to a
smaller extent. IFR was attempted by all experts, however, only four novices attempted the entire
IFR sequence. This was probably the main reason that IFR had stronger activity for experts.
Novices show stronger activity in GB, TP2 and VFR. As the population of novices was higher,
VFR was stronger for novices. Interestingly, VFR and IFR sequences showed a lesser threshold
compared to other sequences. Averaging sub-sequences for both IFR and VFR might have resulted
in lowering their threshold. Also, LTS, which was the shortest sequence showed a higher threshold
compared to the other sequences. This can be attributed to minimal loss of data due to length of
sequence.
EOG removed data projected similar results compared to EMG-EOG removed data, but to
a lesser degree. The strength in activity was lower probably because of muscle artifacts contained
within the EOG removed data. The muscle artifact and noise was removed in EMG-EOG removed
data providing cleaner data, showing greater strength for experts and novices. The neutral activity
in IFR present between 0.6 to 1 is absence of data. As explained earlier, some novices failed to
attempt all the IFR sub-sequences.
Matrix of differences in mean PSD values conducted for nine sequences and five frequency
bands illustrated interesting results. Channels were averaged for each sequence and band. Expert
pilots exhibited higher PSD values for all bands in VFR, especially beta and gamma. PSD values
were higher for GB and PFB sequences in gamma band for experts as well. Novices exhibited
stronger activity in GB for beta band. Interestingly, the PSD values were typically higher for
novices for almost all the other sequences and bands. The strength in the differences between the
GB and PFB, and the other sequences can be clearly observed from the matrix. Interestingly, the
experts exhibiting higher PSD values in VFR for beta and gamma bands points to mental
processing within these frequencies.
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Based on the results, experts indicate mental processes needed for VFR being stronger than
novices. The same is seen for PFB in gamma band. It is possible that visual processing needed for
experts is more compared to novices. Moreover, it is possible that expert pilots use more attentional
resources for VFR sequences. The results are similar to Dussault, Jouanin, and Guezennec (2004),
who suggested higher focalized visual attention for experts compared to novices.
However, novices indicate more information processing for practically all other sequences
and bands. This can be attributed to their inexperience by having to use more mental processes
compared to experts due to lesser flying hours. Even for a rest sequence like GB and PFB, the
novices indicate usage of higher mental processing compared to experts. Schriver, Morrow, et al.
(2008) showed better attention allocation strategies for experts, which was observed in this study
as well.
Matrix of differences in mean PSD values for EEG channels was also conducted after FFT
to examine which channels show higher PSD values for the five frequency bands. The results show
high expert activity in delta and gamma bands, while novices show more activity in the theta band.
The results hold true for EMG-EOG removed data and EOG removed data, however strength for
experts is higher in the gamma band for EOG removed data. The primary reason behind that is
EMG artifact removal affects part of the gamma band (15 Hz and above). Novices show higher
activity in temporal region for the beta band, and slightly higher activity in the occipital region for
the delta, theta and alpha bands. This is very interesting because as explained earlier temporal
region controls visual memories, while the occipital region is the visual processing center of the
brain.
5.1.5 Scatter Plots
Scatter plots projected interesting results with respect to comparison of flying hours and
band PSD values for expert and novice pilots. A clearly observable trend was differences observed
between expert and novice PSD values for all frequency bands. Expert pilots did not show any
variance amongst themselves stating that their PSD values were similar across all bands. This helps
indicate how expert pilots have similar cortical activity amongst themselves. Novice pilots on the
other hand showed high variance in their PSD values for all frequency bands.
In order to understand these differences, it must be noted how the flying hours varied
amongst all participants. The range of flight hours for all pilots was 21.3 – 1700 hours. The range
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for simulator hours was 0 – 200 hours. Looking at the scatter plots, it can be seen that PSD values
typically increased with increasing flight hours until the 200-hour mark, after which, they
plateaued. Simulator hours showed the same effect with the change being noted at the 50-hour
mark.
Two hundred and fifty hours of flight time is the FAA requirement needed to obtain
commercial pilot and instructor licenses. It is interesting to note that this is close to the 200-hour
mark where the PSD activity begins to flatten. This observation shows how brain activity among
pilots with 200 hours or more is very similar, compared to pilots who are below the 200-hour mark.
There are obviously anomalies that occur, but a general conclusion can be drawn from these scatter
plots.
Moreover, it seems like novice pilots are basically observed in two clusters. One cluster
including pilots with very less experience showing less PSD, and other with higher experience
(flying hours) projecting higher PSD. This may be due to increased attention gained by more
experience in flying. Alpha, beta and gamma band PSD values also showed similarities in the
sense that PSD values showed an increase with increasing flying hours. As explained earlier,
higher alpha band activity indicates relaxation and is suppressed during increased attention. This
points to the fact that increased attention is observed with increasing flying hours. Same can be
postulated about beta and gamma, as they correlate to the brain being active, busy and in
concentration.

5.2

PSVT:V differences

Chapter 4 detailed the results of analysis carried out in SPSS to understand differences in
PSVT:V performance for expert and novice pilots. A total of 32 pilots (21 experts, 11 novices)
participated in the study. PSVT:V score differences in expert and novice aircraft pilots, along with
the effect of other variables, namely, gender, age and flying hours are discussed in this section.
5.2.1

Expert-novice differences

Examining differences between expert and novice pilots based on their PSVT:V scores was
one of the primary research questions in this study. The PSVT:V was used to measure the spatial
orientation ability of the aircraft pilots. As mentioned earlier, in Chapter 2, spatial orientation plays
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an essential role in pilot situation awareness. As the PSVT:V is one of the few valid tests of spatial
orientation, it was administered as a testing instrument to answer the research question.
An independent samples t-test was conducted in SPSS to examine expert-novice
differences in PSVT:V performance. For equal variances assumed and not assumed, the
differences in PSVT:V scores were not statistically significant between the two pilot groups. This
led to a failure to reject the null hypothesis, stating expert and novice pilots do not significantly
differ based on their spatial orientation ability.
Traditionally, the PSVT:V is known to measure “comprehension of an individual’s current
situation”, which is deemed essential in piloting an aircraft (Endsley, 1990; Lohman, 1979).
However, the test itself was not developed for aircraft pilots. The test was developed by Guay
(1976) as part of Purdue Spatial Visualization test (PSVT), which measured three primary spatial
factors, namely, visualization (PSVT:D), spatial rotations (PSVT:R) and spatial orientation
(PSVT:V). PSVT:V is one of these three primary spatial factors. Guay (1976) developed this test
to measure spatial visualization for a general population. Historically, spatial visualization tests
were administered during World War I to enroll military personnel in the Army Air Corps. The
tests administered during that period were focused on flying ability of the pilots. Considering the
use of the PSVT:V, a spatial test catered towards pilot ability could reveal significant differences
between expert and novice pilots for this study.
Although, 32 pilots participated in the study, the number of expert and novice pilots were
not equal, which could possibly have affected the t-test results. Moreover, a sample size of 32
participants is insufficient to observe differences on a cognitive test such as the PSVT:V.
Continued difficulty with recruitment directly affected the number of pilots eventually
participating in the study. Recruitment challenges will be extensively covered in a latter section.
As no significant differences were observed between the two groups, tests to identify gender
differences were also carried out. The next section will discuss the effect of gender on the PSVT:V
score. Multiple regression was run to examine the effect of all the recorded variables that could
possibly affect the PSVT:V score of the pilots.
5.2.2

Gender differences in PSVT:V

Gender differences have traditionally been an important area of discussion when it comes
to performance on spatial tests (Linn & Petersen, 1985). These differences have tended to favor
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males, as females have historically been better at verbal skills compared to tests of spatial skills
(Mohler, 2009). However, over the years, magnitude of these differences has been steadily
decreasing (Masters & Sanders ,1993).
Multiple regression results showed gender does have an effect on the PSVT:V performance
for this study. However, it must be noted that out of the 32 pilots participating in this study, only
four were females. Such a small sample size is insufficient to conclusively establish the effect of
gender on PSVT:V performance for this study. Moreover, one of the females participating in the
study did score 28 on the PSVT:V. A higher sample size of females for this study would have
provided a more conclusive result, especially because the professional flight program at Purdue
University has a number of female CFIs. Next section will detail the effects of age, flying hours,
sim hours and year on the PSVT:V performance. These variables were recorded during the testing
process to examine for effects on PSVT:V score.
5.2.3

Effect of other variables on PSVT:V

Variables such as age, flying hours, simulator hours and year (education) were included in
the multiple regression model to examine their influence on PSVT:V performance. The variables
explained only 44% of the multiple regression model, as seen by the R-square value. The data
weren’t a good fit a for the fitted regression line.
Looking at how age affected the PSVT:V performance, a p-value of 0.054 was observed.
Although age did not significantly explain for the variation in PSVT:V scores for the tested
population, it was one of the important variables. Research has shown the effect of age and its
relationship to cognitive abilities of individuals (Salthouse, Babcock, Skovronek, Mitchell, &
Palmon, 1990). Aging has demonstrated a decline of spatial skills in humans (Sorenson, 1993;
Thorndike, Bregman, Tilton, & Woodyard, 1928). Similar effects can be observed in this study,
but not to a significant extent. The sample size of pilots above and below 19 years is 14 and 18
respectively. Novice pilots were 19 and below, with two exceptions, and the expert pilots were 20
and above.
Flying hours and simulator hours effect was also examined as part of the multiple
regression model. Both the variables did not show any significant effect on the PSVT:V
performance. The p-value for flying hours was 0.1, while the p-value for simulator hours was 0.395.
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As explained in Chapter 4, experts and novices differed on the number of hours spent flying and,
in the simulator, as seen by their mean hours.
However, there was a high variance within the groups, as the minimum and maximum
flying hours had a huge difference for both the groups. A bigger difference in the number hours
flown by each group could have shown an effect on their PSVT:V performance. Finally, the year
(education) was also examined for effect on PSVT:V performance. Similar to other variables in
the model, year of education also did not show a significant effect on the PSVT:V performance.
The observed p-value was 0.133.
Based on the results of the multiple regression model, none of the variables collected had
any effect on the PSVT:V performance for this population of pilots. Inherent spatial skills, prior
experience with spatial visualization tests or courses taken in college could have affected the
PSVT:V performance. A bigger sample size would have helped to conclusively observe significant
differences in the PSVT:V. Hidden factors affecting spatial orientation ability in these individuals
seem to have affected their PSVT:V performance.

5.3

Cortical activity changes in Novice pilots

Examining change in cortical activity as novice pilots accumulated flying hours and
experience was a secondary research question for this study. Understanding how a novice’s brain
develops as they gain invaluable experience towards becoming an expert is an essential aspect of
the expert-novice paradigm. Applications of the expert-novice paradigm point towards enhancing
and optimizing novice learning in various domains.
Unfortunately, the study faced severe recruitment problems, and novice pilots could not be
convinced to participate a second time to examine the change in the cortical activity after
accumulation of flying hours over a 12-month period. This research question remains unanswered
and is potentially valuable for future research.

5.4

PSVT:V score changes in Novice pilots

This section discusses the results of the paired t-test examining pre-test and post-test
performance on the PSVT:V by novice pilots. This discussion focuses on results of one of the
secondary research questions aiming to understand if accumulation of flight hours, influences
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performance on the PSVT:V. Novice pilots attempted the PSVT:V twice with a 12-month gap
between the tests. This gap was deemed enough to diminish any testing effects that might influence
test performance.
Nine novice pilots attempted the pre-test and post-test of the PSVT:V. Paired t-test did not
show any significant differences (p-value = 0.302) in their performance on the two tests. For this
research question, there was a failure to reject the null hypothesis. This meant, there are no
significant differences on the PSVT:V performance in novice pilots based on the accumulation of
flying hours. The pre-test and post-test scores for the nine novice pilots showed a high correlation
of 0.976 (Pearson ‘r’). This clearly shows that the novice pilots performed similarly on both the
tests, observed by the means of the pre-PSVT:V (26.7778) and post-PSVT:V (26.2222) scores.
Firstly, nine participants is too small a sample size to observe differences in pre- and posttest performance. Secondly, a mean score of 26.7778 in the pre-test is 89.26% on the PSVT:V,
which is a very good score. It is difficult to see differences, when the population of pilots have
already scored well on the PSVT:V in the pre-test. It is possible that this specific population of
pilots has inherently good spatial orientation ability.
Multiple regression was also run to examine the effects of gained flying hours and increase
in age on changes in PSVT:V score. Gained flying hours and gained age (in years) did not show
any significant effect on changes in the PSVT:V score. These variables were not a good fit for the
regression model either, as they could explain only 41.4% of the model. Other factors like courses
taken during the 12-month period could have had a bigger effect on the post-PSVT:V performance.
Other variables were not controlled for during the study. As mentioned earlier, there is a high
plausibility that a more pilot-centric spatial test could’ve shown differences in PSVT:V
performance. However, a sample size of nine participants cannot be generalized to a population of
pilots.

5.5

Conclusions

The conclusions of this study help pave a path in defining future directions of research in
this domain. Based on discussions of results from EEG analysis and PSVT:V performance,
conclusions of this study are provided below.
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5.5.1

EEG Analysis

Expert and novice pilots significantly differed based on their cortical activity for 23 inflight sequences. These differences were primarily observed in the rest sequences, namely GB and
PFB. GB and PFB showed significant differences between expert and novice pilots for EMG-EOG
removed data, however, only GB showed a significant difference between experts and novices for
EOG-removed data. TP2 also showed a significant difference between the groups for the EOGremoved data. Results differed between EMG-EOG and EOG-removed data for the pilot
population.
The 28 subjects did not show any significant differences within themselves for EMG-EOG
or EOG removed data. Rest sequences, which include GB and PFB, significantly differed from the
active flight sequences in the study. Active flight sequences did not differ from other active flight
sequences. Significant differences were observed in the beta and gamma bands. Delta band did not
show significant differences for subjects or sequences.
Topographical maps of expert and novice pilots revealed frontal region excitation for both
groups during GB. Novice pilots also exhibited excitation in parietal region during GB. For PFB,
novices showed excitation in temporal region, which shows visual memory processing. Both
experts and novices displayed excitation in parietal region indicating spatial processing. TP2
differences were observed in frontal region for novices revealing enhanced visual activity and
fixation. The central region showed lesser activity for most sequences due to absence of electrodes
in the region.
Channel connectivity analysis provided some interesting conclusions. Expert pilots
projected stronger channel connectivity on sequences requiring attention on cockpit instruments
like LTS and IFR. On the other hand, novices projected stronger activity on sequences requiring
visual processing, namely TP2 and VFR. These conclusions are intriguing as they show experts
focusing more on the information relayed through the aircraft system, rather than visual cues,
probably due to more experience. Novices being less experienced rely on their visual processing
system to operate the aircraft.
Mean PSD differences between experts and novices point to specific trends in the data.
Experts indicated higher power in only VFR for almost all the frequency bands. Gamma band for
PFB also showed experts having more power. Novices showed more activity for GB and PFB in
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beta band. They also seemed to be using more mental processes than experts for all sequences and
bands except VFR.
Scatter plots projected higher variance amongst novice pilots. Expert pilots showed similar
PSD values with increasing flight hours. This trend was similar across all frequency bands. The
curve starts to plateau around the 200-hour mark for flight hours, and the 50-hour mark for the
simulator hours.
5.5.2

PSVT:V Analysis

No significant differences were observed between expert and novice pilots based on their
performance on the PSVT:V. Gender did have an effect on the PSVT:V for this population of
pilots, however, only four females participated in the study out of 32 pilots. Age did not have a
significant effect on PSVT:V performance, however, there were some anomalies in age
distribution as some participants were outliers. Flying hours did not have a significant effect on
the pilot PSVT:V performance. Hours spent inside the flight simulator also did not have a
significant effect on the PSVT:V performance. Finally, the effect of year (education) was also not
significant in explaining PSVT:V scores.
Novice pilots did not show any significant differences in their PSVT:V performance as
they accumulated flight hours and gained valuable flying experience. The gained age over a 12month period also did not significantly affect the post-PSVT:V performance. Similarly, gained
total flying hours did not significantly affect the post-PSV:V performance. The multiple regression
model was not a good fit for fitted regression line.

5.6

Study Implications

Implications of this research can be generalized to other domains as well. It is a well-known
fact that experts in every field are better at information processing and decision-making (Ericsson,
1996). Based on the results of this study, experts seem to be process-oriented and respond to the
system they are interacting with at that point of time. Novices rely on their visual system to make
decisions. It is completely understandable as inexperience in any domain makes one react based
on visual interpretations, compared to deeper understanding of a system. This is exactly why
novices have more fixations for longer durations compared to experts who have short bursts of
fixations for shorter durations, in turn using less visual processing (Morrow, Miller, Ridolfo,
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Magnor, Fischer, Kokayeff, & Stine-Morrow, 2008). The results of this study are in conjunction
with earlier studies of visual scan behavior in pilots as experts tend to refer back to the cockpit
instrumentation system compared to novices (Bellenkes, Wickens, & Kramer, 1997).
Novices exhibiting higher mental processing for almost all sequences indicates their
inexperience in flying tasks. Compared to experts who seem to be more attentive for VFR
sequences, novices seem to be spending brain resources on all other sequences. Novices can be
trained on sequences requiring more processing by using biofeedback methods to help them train
faster. By observation, novices seem to use higher mental processing for most sequences in this
study compared to the experts. Analyzing brain activity for different sequences can help to devise
a plan to target specific cognitive skills required in piloting those sequences to optimize learning
and development. For example, the fact that novices show higher visual workload compared to
experts, systems can be designed to lower the workload by targeting visual processing skills of
novice pilots.
Compared to other studies, this investigation boasts of a higher sample size. Although the
expert and novice groups were unbalanced, the volume of EEG data collected was substantial, and
results from analysis help establish significant differences between the two groups of pilots.
Moreover, 28 pilots is a sufficiently large sample size for EEG time series data collected for this
study.
PSD values seen in gamma show inconsistencies as they are abnormally high for some
subjects, compared to others. It would be well advised not to read into results from gamma band,
as this frequency typically consists of noise originating from muscles due to head movement.
EMG-related artifacts help separate some of these inconsistencies, however, it is practically
impossible to remove all the artifacts. The same can be hypothesized about the delta band. Delta
band contains eye blink data, which sometimes remain after EOG-artifact removal.
Scatter plots revealed an interesting relationship between PSD and flying hours for the
pilots. Results show PSD values for all bands plateauing around the 200-hour mark for flight hours,
and 50-hour mark for simulator hours. This relationship shows how pilots are similar based on
their cortical activity after attaining a certain amount of expertise (based on flying hours). By
understanding the relationship between cortical activity and flying hours, machine learning can be
used to predict a pilot’s position on the expert-novice continuum by measuring cortical activity.
However, a large pilot study will be needed to help achieve this result.
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Although significant spatial orientation ability differences were not observed between
expert and novice pilots, the overall high scores obtained on the PSVT:V indicated a strong
relationship between piloting and spatial orientation ability in general. The predisposition of pilots
towards high spatial orientation ability provides a good basis for understanding application of
spatial orientation ability in piloting. Moreover, novice pilots who perform better on spatial
orientation ability tests can be identified as being better pilots.

5.7

Challenges and Future recommendations

Like all research, this study also encountered challenges ranging from recruitment
problems to testing issues. Accurately spelling out challenges can help provide recommendations
that improve the robustness of future studies. This section covers these important aspects of the
study.
5.7.1

Challenges

One of the biggest challenges faced during the study was recruitment of participants for
EEG and PSVT:V testing. Recruitment problems led to insufficient and unequal sample size for
both the groups. A lower sample size affected the significance of the statistical analysis and in turn
generalization of the results.
Inability to test some of the participants (expert pilots and novice pilots during postPSVT:V) using the paper version of the PSVT:V was an unavoidable issue. Although there is
research supporting equivalence in cognitive test results on computer-based and paper-based
media, testing effects introduced due to change of testing medium can potentially affect test
performance.
A number of pilots described problems with simulator functioning. One of the main
complaints was difference in flying a real plane compared to operating a simulator. Although the
simulator used was similar to the aircraft they flew as part of the flight program, pilots complained
that the simulator was more sensitive in its operation compared to a real flight. Due to higher
sensitivity of simulator controls, the pilots needed time getting used to operating the simulator.
This aspect is hard to circumvent due to challenges in testing during a real flight.
During pre-processing of EEG data, EOG-related and EMG-related artifacts were removed
using BSS. In the process of removing these artifacts, EEG data essential for analysis also get
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separated, in turn affecting the final results. EOG-related artifacts are typically found two Hertz
and below, decreasing power of the delta band, while EMG-related artifacts are found 15 Hz and
above, decreasing beta and gamma band power. The artifact removal process is inherently essential
to EEG analysis and cannot be avoided. Typically, during EEG use for other studies, head
movement is minimal compared to this study, as pilots are required to scan their visual fields while
flying. This causes problems and introduces EOG and EMG-related artifacts which have to be
dealt with during preprocessing. Removal of good quality EEG data during artifact separation can
be alleviated by using an EEG device having more than 14 channels. Using a 32 or 64-channel
EEG device will help with recording more cortical activity, which can help reduce the loss of good
quality data during the artifact removal process.
The EPOC+ device used for this research had its fair share of problems as well. Loss of
EEG data was observed when data were recorded for longer time segments. This caused some
problems when longer sequences (VFR and IFR) were separated into individual sub-sequences.
Loss of data can be alleviated by recording shorter time segments. An EEG device with more than
14 channels would have been comprehensive in covering the entire scalp of the pilot. In addition
to having only 14 channels, electrode placement for the EPOC+ is mostly lateral. Due to this issue,
activity from the central region of the head could not be recorded.
5.7.2

Future directions of research

Aspects of this research that can be taken forward and implemented better have been briefly
mentioned earlier. However, there are areas of this study that can be explored further for future
enhancements focused not just on pilots, but individuals from other fields as well.
The expert-novice paradigm having originated by studying chess players, can be focused
on the sports domain specifically (de Groot, 1965). EEG can be used as a medium to record brain
activity of sportsmen and sportswomen as they perform sports-related tasks in a controlled
environment. Differences in performance based on decision-making can be compared between
expert and novice athletes to further understand influence of mental processes. Cognitive processes
specific to optimal decision-making on the field can be enhanced by training and biofeedback
methods. Visualization as a means to problem solving could be used as a task while recording
cortical activity in novice and expert athletes. Understanding brain activity is essential. However,
relating brain activity to optimal decision-making in sport and other domains is path-breaking.
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An EEG device with 32 or 64 electrodes would be comprehensive in collecting data.
Specific channels can be averaged to observe brain activity in lobes of interest. These lobes can
then be correlated to flight sequences requiring specific mental processes. An fMRI can also be
used to measure blood flow as an individual performs different flight sequences using a desktop
simulator.
Instead of averaging over an entire sequence, differences can be examined for specific time
points within a flight sequence. Understanding a pilot’s mental processes throughout the course of
a sequence will help in observing changes in mental processes within a sequence. Moreover, the
changes in mental processes for each sequence can be compared across expert and novice groups
to derive insights. It would be fascinating to observe these small changes in brain activity for
experienced and inexperienced pilots based on different flight sequences.
Understanding cognitive processes involved in spatial problem solving by recording EEG
activity of individuals with varying spatial ability as they solve spatial tests would be very
interesting. Breaking down the spatial problem-solving process by separating the visual and spatial
components of problem-solving would be eye opening. This can help with truly understanding
spatial problem-solving versus analytical problem-solving methods.
The skill acquisition model by Dreyfus and Dreyfus (1980) projects five main stages of
skill acquisition for individuals from different domains. Analyzing cortical activity for individuals
developing across five stages of skill acquisition and comparing the activity through these stages
would establish a growth curve to understand how cortical activity evolves with gained experience.
In summary, implications of this study for future research are far-reaching, with
generalization possible in other domains where cortical activity can be recorded under taskspecific conditions. Significant differences in cortical activity observed in novices and experts for
this study point to different information processing mechanisms for both the groups. These
mechanisms begin to stabilize and become more efficient with increasing skill and experience.
Understanding these mechanisms by correlating them to specific cognitive processes is the key to
unlocking the mystery of the human brain.
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APPENDIX A. PARTICIPANT INFORMATION FORM

Participant Information
Subject ID:
Gender:
Year (Education):
Age:
Major:
Accumulated Flight Hours:
Accumulated Sim Hours:
Right/Left Handed:
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APPENDIX B. PURDUE SPATIAL VISUALIZATION TEST - VIEWS
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APPENDIX C. ALL MATLAB CODE

%EEG Elliptical Filtering and FFT%

clc;
clear all;
close all;

%%%subject search
X1=zeros(14,1);
listing=dir('N16*');
for i=1:length(listing)
listing=dir('N16*');
names=listing.name;

load(names);
X1=[X1 data];
delete(names)
end
for i=1:14
Xdd=X1(i,:);
X=double(Xdd);
fs=256;Rp=0.1;Rs=30;
wp1=(3)/(fs/2);ws1=(3.5)/(fs/2); %delta band
wp2=[4 7]/(fs/2);ws2=[3.5 7.5]/(fs/2); %theta band
wp3=[8 13]/(fs/2);ws3=[7.5 13.5]/(fs/2); %alpha band
wp4=[14 29]/(fs/2);ws4=[13.5 29.5]/(fs/2); %beta band
wp5=[30 50]/(fs/2);ws5=[29.5 50.5]/(fs/2); %gamma band

N1=ellipord(wp1,ws1,Rp,Rs);
[B1,A1]=ellip(N1,Rp,Rs,wp1);
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x1=filtfilt(B1,A1,X);

N2=ellipord(wp2,ws2,Rp,Rs);
[B2,A2]=ellip(N2,Rp,Rs,wp2);
x2=filtfilt(B2,A2,X);

N3=ellipord(wp3,ws3,Rp,Rs);
[B3,A3]=ellip(N3,Rp,Rs,wp3);
x3=filtfilt(B3,A3,X);

N4=ellipord(wp4,ws4,Rp,Rs);
[B4,A4]=ellip(N4,Rp,Rs,wp4);
x4=filtfilt(B4,A4,X);

N5=ellipord(wp5,ws5,Rp,Rs);
[B5,A5]=ellip(N5,Rp,Rs,wp5);
x5=filtfilt(B5,A5,X);

xb=fft(x4,fs);
xt=fft(x2,fs);
xa=fft(x3,fs);
xg=fft(x5,fs);
xd=fft(x1,fs);
Xa=abs(xa)/max(abs(xa));
Xb=abs(xb)/max(abs(xb));
Xg=abs(xg)/max(abs(xg));
Xd=abs(xd)/max(abs(xd));
Xt=abs(xt)/max(abs(xt));
X2=Xa+Xb+Xg+Xd+Xt;
alpha=sum(Xa)/sum(X2);
beta=sum(Xb)/sum(X2);
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gamma=sum(Xg)/sum(X2);
delta=sum(Xd)/sum(X2);
theta=sum(Xt)/sum(X2);

X3=[delta theta alpha beta gamma];
end
X3

%ANOVA and T-test%

clear all;
close all;

load Data.mat

Datum1=sum(Datum,3)/14;

i11=5;%Band selector
k=1;%Channels averaged

for i=1:28
for j=1:5

count=0;
VFR_sum(i,1,k,j)=0;
for l=7:14
if(Datum1(i,l,k,j)~=0)
VFR_sum(i,1,k,j)=Datum1(i,l,k,j)+VFR_sum(i,1,k,j);
count=count+1;
end
VFR(i,1,k,j)=VFR_sum(i,1,k,j)/count;
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end
end
end

for i=1:28
for j=1:5

count2=0;
IFR_sum(i,1,k,j)=0;
for l=15:22
if(Datum1(i,l,k,j)~=0)
IFR_sum(i,1,k,j)=Datum1(i,l,k,j)+IFR_sum(i,1,k,j);
count2=count2+1;
end
IFR(i,1,k,j)=IFR_sum(i,1,k,j)/count2;
end
end
end

for i=1:28
for j=1:9

if(j==7)
y(9*(i-1)+j)=VFR(i,1,1,i11);

elseif(j==8)
y(9*(i-1)+j)=IFR(i,1,1,i11);

elseif(j==9)
y(9*(i-1)+j)=Datum1(i,23,1,i11);%PFB
else
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y(9*(i-1)+j)=Datum1(i,j,k,i11);

end
end
end

g1=repmat([1:9],1,28);
g2=[ones(72,1) ;2*ones(180,1)];

[p,tbl,stats,terms] = anovan(y',{g1,g2}) ;

%%t-tests
for i=1:9
e=y(i:9:63+i);
n=y(72+i:9:end);
[h,p(i)]=ttest2(e,n);
end
for i=1:28
s(i,:)=y(9*(i-1)+1:9*i);

end
for i=1:28
for j=1:28
[h,p1]=ttest2(s(i,:),s(j,:));
tmat(i,j)=p1;
end
end
s1=transpose(s);
for i=1:9
for j=1:9
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[h,p2]=ttest2(s1(i,:),s1(j,:));
tmat2(i,j)=p2;
end
end

%Topographical Maps%

clc;
clear all;
close all;

load Data.mat

e22=(sum(Datum(1:8,:,:,:)))/8;
n22=(sum(Datum(9:28,:,:,:)))/20;

e34=sum(e22(1,15:22,:,:))/8;
e35=sum(e22(1,7:14,:,:))/8;

e33=[e22(1,1,:,:) ;e22(1,2,:,:) ;e22(1,3,:,:) ;e22(1,4,:,:) ;e22(1,5,:,:) ;e22(1,6,:,:) ;e34;e35;e22(1,23
,:,:)];

n34=sum(n22(1,15:22,:,:))/8;
n35=sum(n22(1,7:14,:,:))/8;

n33=[n22(1,1,:,:) ;n22(1,2,:,:) ;n22(1,3,:,:) ;n22(1,4,:,:) ;n22(1,5,:,:) ;n22(1,6,:,:) ;n34;n35;n22(1,
23,:,:)];

i11=5 %band selector
i22=9 %seq selector
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for i=1:14
ye(i)=e33(i22,1,i,i11);
yn(i)=n33(i22,1,i,i11);
end

min(y2)
max(y2)
topoplot(y2,'emotiv.locs')

min(x2)
max(x2)
topoplot(x2,'emotiv.locs')

%%Connectivity Analysis%%

clear all;
close all;

load EMG-EOG.mat %Or just EOG
E=zeros(9,14,14);
N=zeros(9,14,14);
for i=1:28

count=0;
VFR_sum(i,1,:,:)=zeros(1,1,14,14);
for l=7:14
test=isequal(mDatum(i,l,:,:),zeros(1,1,14,14));
if(test==0)
VFR_sum(i,1,:,:)=mDatum(i,l,:,:)+VFR_sum(i,1,:,:);
count=count+1;
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end

end
if(count==0)
count=1;
end

VFR(i,1,:,:)=VFR_sum(i,1,:,:)/count;
end

for i=1:28

count2=0;
IFR_sum(i,1,:,:)=zeros(1,1,14,14);
for l=15:22
test=isequal(mDatum(i,l,:,:),zeros(1,1,14,14));
if(test==0)
IFR_sum(i,1,:,:)=mDatum(i,l,:,:)+IFR_sum(i,1,:,:);
count2=count2+1;
end
end
if(count2==0)
count2=1;
end
IFR(i,1,:,:)=IFR_sum(i,1,:,:)/count2;
end

for j=1:9
for i=1:8

clear temp1
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if(j==7)
temp(1,:,:)=abs(VFR(i,1,:,:));
E(j,:,:)=E(j,:,:)+temp(1,:,:);
elseif(j==8)
temp(1,:,:)=abs(IFR(i,1,:,:));
E(j,:,:)=E(j,:,:)+temp(1,:,:);
elseif(j==9)
temp(1,:,:)=abs(mDatum(i,23,:,:));
E(j,:,:)=E(j,:,:)+temp(1,:,:);
else

temp(1,:,:)=abs(mDatum(i,j,:,:));
E(j,:,:)=E(j,:,:)+temp(1,:,:);
end
end
end
for j=1:9
for i=9:28

clear temp1
if(j==7)
temp(1,:,:)=abs(VFR(i,1,:,:));
N(j,:,:)=N(j,:,:)+temp(1,:,:);
elseif(j==8)
temp(1,:,:)=abs(IFR(i,1,:,:));
N(j,:,:)=N(j,:,:)+temp(1,:,:);
elseif(j==9)
temp(1,:,:)=abs(mDatum(i,23,:,:));
N(j,:,:)=N(j,:,:)+temp(1,:,:);
else
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temp(1,:,:)=abs(mDatum(i,j,:,:));
N(j,:,:)=N(j,:,:)+temp(1,:,:);
end
end
end
E1=E/8;
N1=N/20;

for j=1:9
for i=1:100
tE(j,i)=nnz(E1(j,:,:)>(i-1)/100);
tN(j,i)=nnz(N1(j,:,:)>(i-1)/100);
end
end
imagesc(tE-tN);colorbar

%Scatter Plots%
clc;
clear all
close all
fh=[1700
281
1002
225
1600
780
875
205
97.1
177.6
103
50.8
57.4
204.6
59
53.4
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157
68.3
110.2
154.9
62.1
37.1
21.3
96.8
211
79.5
28.2
54.4];

sh=[200
50
91
53
130
75
100
50
0
6
1.3
2
2.4
50
2
2.5
6.5
2.4
3
10.4
2.7
2.8
3.4
5.7
0
2.6
2.5
11];
load EMG-EOG.mat
chsq=sum(sum(Datum,2),3)/(23*14);
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e=(chsq(1:8,:,:,:));
n=(chsq(9:28,:,:,:));
ii=1 %Band
for i=1:8
e1(i)=e(i,1,1,ii);
end
for i=1:20
n1(i)=n(i,1,1,ii);
end
a1=[e1 n1];
grid on
subplot(2,1,1);plot(fh(1:8),e1,'y*',fh(9:28),n1,'c*');xlabel('Flight hours');ylabel('PSD');
subplot(2,1,2);plot(sh(1:8),e1,'y*',sh(9:28),n1,'c*');xlabel('Simulator hours');ylabel('PSD');
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APPENDIX D. RECRUITMENT EMAIL - INSTRUCTORS

Dear XYZ,

I hope your semester is going well. I am contacting you regarding my dissertation research and
hoping you could be a part of it. This research study looks into the differences between expert and
novice airline pilots as they perform different tasks on the flight simulator. The differences
between the pilots will be measured by an Electroencephalographic (EEG) device. This device
measures your brain activity, and provides real-time responses as you will be performing different
flight sequences on the flight simulator.

This research study will be extremely helpful in helping you understand how efficient your brain
function’s while performing these sequences, and assist in understanding a pilot’s ability to
perform flight sequences well.

You MUST be 18 years of age or over to participate in this study. If you wish to participate in this
study, please use the sign-up link provided below and state your availability for the study. I have
also attached a consent form along with the email, which will provide you all the information you
need about the study. Please feel free to read through the form.

https://purdue.qualtrics.com/SE/?SID=SV_3FbIRgy9be0kPAh

If you have any questions regarding the study, please feel free to contact me at
ksukumar@purdue.edu.

Thank you for your assistance and your interest in the study.

Sincerely,

Karthik Sukumar
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APPENDIX E. RECRUITMENT EMAIL - STUDENTS

Dear Aeronautical Technology Students,

I hope your semester is going well. I am contacting you regarding my dissertation research and
hoping you could be a part of it. This research study considers the differences between expert
and novice airline pilots as they perform different tasks on the flight simulator. The differences
between the pilots will be measured by an Electroencephalographic (EEG) device. This device
measures your brain activity, and provides real-time responses as you will be performing
different flight sequences on the flight simulator.

This research study will be extremely helpful in helping you understand how efficient your brain
functions while performing these sequences, and assist in understanding a pilot’s ability to
perform flight sequences well.

You MUST be 18 years of age or over to participate in this study. If you wish to participate in
this study, please use the sign-up link provided below and state your availability for the study. I
have also attached a consent form along with the email, which will provide you all the
information you need about the study. Please feel free to read through the form.

https://purdue.qualtrics.com/SE/?SID=SV_3FbIRgy9be0kPAh

If you have any questions regarding the study, please feel free to contact me at
ksukumar@purdue.edu.

Thank you for your assistance and your interest in the study.

Sincerely,

Karthik Sukumar
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APPENDIX F. IRB APPROVAL – AMENDMENT

202

APPENDIX G. IRB APPROVAL - RENEWAL
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APPENDIX J. ONLINE CONSENT FORM (REVISED) – STUDENTS

208

209

210

APPENDIX K. ONLINE CONSENT FORM (REVISED) – FLIGHT
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