Progress in the development of a density measurement technique using acetone planar laser induced fluorescence (PLIF) is presented. PLIF data has been acquired in the separated shear layer and wake downstream of a wall-mounted hemisphere at transonic conditions (M∞ ≈ 0.78, ReD ≈ 9 × 10 5 ). An established acetone fluorescence signal model was slightly modified and implemented to convert the raw images to density field data. The uncertainty of the density measurement was determined to be approximately 8% due to uncertainty in local pressure and measurement noise. The density field is marked by large scale structures and distinct vortex cores in the shear layer and wake region where density drops of up to 50% of the freestream density were observed. In addition, images of the shear layer reveal the formation of shock waves and lambda shocks at or near the separation point. This density data is used to calculate the aero-optical distortion for a planar wavefront passing through the flow field. These results indicate that acetone PLIF is a viable technique for measuring density fields and studying aero-optical distortion in high-speed, compressible flows.
I. Introduction
The propagation of a collimated, coherent beam of light is dependent on the index-of-refraction of the medium through which it travels. In turbulent flow fields, density fluctuations directly lead to fluctuations in the index of refraction, causing the wavefront of the beam to become abberated. 1 The interaction of fluid properties and light propagation is termed "aero-optics." This research field has attracted interest recently as imaging, optical communications, and directed energy weapon systems have become more common. In each of these cases, degradation of the optical wavefront places a limit on the performance of these systems, particularly when used on aircraft platforms. An example is a turret-mounted laser aperture on the fuselage of an aircraft; the unsteady turbulent flow around the turret generates large density fluctuations that alter the wavefront as the beam exits the aperture. 2 As the beam continues towards a target, the distorted wavefront causes the beam to diverge and degrade in quality. By the time the beam reaches the target, it has lost its initial coherence and is less effective.
Quantitatively, the distortion of an optical wavefront can be described by variations in the optical path length (OP L). The OP L is a three-dimensional integration of the index of refraction, as seen in Equation 1, where z is taken as the direction of light propagation.
OP L(x, y, t) = n(x, y, z, t) dz
A more commonly used measure of the aero-optic distortion is the optical path difference (OP D). The OP D is the difference between the OP L and the mean spatial optical path length across the beam aperture (OP L), as seen in Equation 2.
OP D(x, y, t) = OP L(x, y, t) − OP L(x, y, t)
The relation between index of refraction (n) and density (ρ) is dependent on the fluid. In the case of air, the relation in Equation 3 is used, where the Gladstone-Dale constant K ≈ 2.27 × 10 −4 m 3 /kg. 3, 4 n(x, y, z, t) = 1 + K(λ wf )ρ(x, y, z, t)
Thus, the distortion of an optical wavefront is the integrated effect of the three-dimensional density field through which the beam passes. In principle, if the density field of the flow is known, adaptive optics can be used to correct for the distortion.
In the generalized case of a hemisphere, the features characterizing the flow field include a turbulent boundary layer, necklace/horseshoe vortex, separated shear layer, and turbulent wake. All of these features are three-dimensional in nature and thus affect the three-dimensional density field. Past investigations have succeeded in using a variety of experimental methods to characterize flows with similar structure and measuring the resulting wavefront aberrations. These studies have found that in addition to compressibility effects, the unsteady behavior of the large scale turbulent structures in the flow are a dominant source of distortion, particularly in the separated shear layer.
5 These large-scale vortical structures generate low pressure wells at their core, causing a change in density throughout the structure. However, the experimental techniques currently in use do not directly measure the density field, but instead rely on a combination of velocity measurements and wavefront sensors to analyze optical distortions. The technique described herein directly measures the density field, providing a unique ability to investigate aero-optic distortion by its fundamental mechanisms. In addition, by obtaining the density field, the aero-optic distortion for any wavefront type, size, wavelength, and orientation/path through the medium can be approximated. This is in contrast to traditional wavefront measurement techniques using a Malley probe [6] [7] [8] or a Shack-Hartmann wavefront sensor [6] [7] [8] [9] [10] where parameters such as beam size, wavefront wavelength, and propagation angle have to be set for each experiment.
Besides the utility of the measurement for aero-optics applications, the density field provides insight into the structures and topology of the flow. By obtaining density data and coupling it with PIV velocity data, flow characteristics causing the density fluctuations can be better understood. These density values can be used as validation for a variety of models, such as the Weakly Compressible Model (WCM) 6, 11-14 and CFD solutions 11, 14 for separated flows. This paper presents the ongoing development of a density measurement technique using acetone PLIF. The slight modification and implementation of an established acetone fluorescence yield model to convert PLIF images to density field data is described. An overview of the experimental setup is given, including descriptions of the wind tunnel facility and optical configuration. Results are then shown which indicate that high resolution acetone PLIF images can be obtained for a high-speed, compressible flow and converted to density field data. This density field data is used as input for aero-optic distortion calculations.
II. Adapting Acetone PLIF for Density Measurements
A. Background of Acetone PLIF Technique PLIF 15, 16 is based on the absorption and fluorescence of laser light by molecules either already present or seeded into a flow field. The chemical characteristics of particular molecules results in unique absorption spectra, typically in the ultraviolet (UV). Using an appropriate light source with strong spectral overlap, light can be efficiently absorbed by the molecule, raising its energy level. To return to an equilibrium state, both short-term (fluorescence) and long-term (phosphorescence) radiative processes occur, emitting photons within separate, longer wavelength emission spectra. Acetone was chosen as the tracer molecule for this work because of the favorable characteristics it possesses, which include low cost, high vapor pressure, safe handling characteristics, and a broadband absorption spectrum, which peaks from 260 to 290 nm. 17, 18 Thus, acetone can be strongly excited by converting efficient Nd:YAG laser systems to their fourth-harmonic output at 266 nm. The fluorescence emission is also broadband and peaks from 445 to 480 nm, a range of wavelengths efficiently detected by CCD sensors. For acetone PLIF, a 266 nm laser sheet passes through the flow field of interest, the acetone molecules absorb the 266 nm light, and a fraction of the acetone molecules fluoresce. The fluorescence of the acetone molecules is captured on a CCD. The signal can be mapped to a density value, allowing a density field to be determined from an acetone PLIF image. [For additional information on acetone PLIF and LIF see Ref.
17-21 ]
B. Acetone Fluorescence Signal Equation and Image Processing
Acetone fluorescence signal (collected photons) is quantified by Equation 4 . This fluorescence signal equation 18 is utilized in this work to calculate the density field for the acetone PLIF images. The majority of the terms are constant parameters throughout the flow field. The constants are h (Planck's constant), c (speed of light), λ (wavelength of excitation), dV c (collection volume), χ acetone (acetone mole fraction), and k (Boltzmann's constant). It should be noted that maintaining a constant mole fraction of acetone throughout the flow field is an essential feature of the present technique that allows for density to be measured in a straightforward fashion. This is in contrast to other applications of acetone PLIF where acetone is used as a passive scalar tracer for concentration and mixing measurements.
The variable terms remaining in Equation 4 are P (total of the local partial pressures of acetone and air), T (local temperature), ρ (local density), η opt (optical collection efficiency), and E (local laser fluence). Thus, the main challenge in using acetone PLIF to measure the density of a flow is in how these terms are handled. Pressure, density, and temperature are related through the equation of state and their expected variations can be used to determine the uncertainty in the fluorescence quantum yield and absorption cross-section. The solid collection angle, a component of η opt , varies in a measurable fashion across an image and can easily be corrected for. E varies throughout the flow field due to pulse-to-pulse fluctuations in laser intensity and a non-uniform distribution across the approximate Gaussian intensity profile of the laser sheet.
To isolate the signal at each point in an image so it is only a function of ρ, σ, and φ and enable local flow density calculations, an in-situ calibration to the freestream conditions, which are known, must be performed. This in-situ calibration involves image processing, followed by a normalization procedure where the freestream conditions are used as a reference point. Image processing involves the following steps (in order of execution): dark image subtraction, vignetting correction, and laser sheet non-uniformity correction. The vignetting correction accounts for optical collection efficiency effects through the use of correction coefficients based upon the cos 4 law. [22] [23] [24] [25] These coefficients compensate for the intensity variations in an image that occur as the distance from the center of the image increases. The laser sheet non-uniformity correction accounts for the spread of the laser sheet through the test section. This is an in-situ calibration in itself where the signal measured in the freestream portion of the image is used to estimate the distribution of light intensity across the laser sheet. It is assumed that for a single image the intensity in the direction of propagation is constant, losses in intensity due to absorption are negligible, and conditions (P ∞ , T ∞ , and ρ ∞ ) throughout the freestream are constant. Taking these assumptions into account, conversion of the Gaussian intensity profile to a constant profile (making the freestream signal relatively constant) is straightforward through a set of correction coefficients versus angle (relative to theoretical origin of the laser sheet). The correction coefficients are applied to the entire image along lines of constant angle. This calibration procedure produces an image across which the local laser fluence is a constant. The intensity I of each point in the processed image is normalized to the freestream intensity I ∞ of the processed image (in essence normalizing S f of every point to S f∞ ). When Equation 4 is normalized by itself at freestream conditions, the C, E, and η opt terms drop out and Equation 5 results. This mathematical relationship can be applied to the images that are now in the form S f /S f∞ . Note that the freestream density is estimated during test runs using pressure transducers that measure the stagnation pressure in the settling chamber and the static pressure in the test section and assuming isentropic flow between the settling chamber and the test section.
Even in the form of Equation 5 , there is still uncertainty related to the local variations in pressure and temperature that can occur. The equation of state allows modeling of this uncertainty in terms of either pressure or temperature. In order to understand these effects, the behavior of absorption cross-section and fluorescence quantum yield under conditions of changing P , T , and ρ had to be better understood.
The photophysics and physical qualities of acetone have been well characterized by Lozano et al.; 26 in particular, the weak dependence of fluorescence signal on pressure and temperature and the quenching of the long-lifetime phosphorescence signal by oxygen were reported. Further work by Thurber 18 established a model whereby changes in temperature, pressure, wavelength of excitation, type of working gas, and acetone mole fraction were investigated to determine their effect on the fluorescence quantum yield. In this work, absorption cross-section data for acetone at a wide range of temperatures was also obtained (Tran 27 and Hartwig 28 provide additional information on Thurber's fluorescence quantum yield model and absorption cross-section). Thurber's fluorescence quantum yield model was slightly modified to match the experimental conditions in this work (with dry air as the bath gas and the correct acetone mole fraction), allowing the fluorescence quantum yield to be calculated for an input temperature and pressure. Additionally, Thurber's absorption cross-section data for acetone could be extrapolated to the low temperatures present in the test section (or interpolated for higher temperatures).
Thurber verified his original model with experimental data down to a pressure and temperature of approximately 1 atm and 296 K (reference conditions) for 266 nm excitation. In this work, the maximum freestream conditions of pressure and temperature are approximately 1.503 atm and 257K. Under Thurber's modified model, if the values of fluorescence quantum yield and absorption cross section are determined for both sets of conditions (the maximum freestream conditions and the reference conditions), the freestream conditions create increases in fluorescence quantum yield of approximately 15% of the reference fluorescence quantum yield and decreases in absorption cross-section of approximately 5% of the reference absorption cross-section. Throughout the course of a test run the freestream temperature and freestream pressure drop to approximately 249 K and 1.484 atm.
C. Curves of S f /S f∞ vs. ρ/ρ ∞ and Density Calculation
In the absence of an independent measure of temperature or pressure in the flow, the uncertainty of these parameters is included in the measurement uncertainty. To account for this variation, both the range of temperatures and pressures encountered in the flow were considered; however, arguments based on expectations for the pressure field are presented. The primary area of concern is to accurately measure the density variations in the turbulent shear layer and wake produced by the hemisphere. Thus, bounds are placed on the low (wake) and high (freestream) pressure expected in this region. During each test run, the freestream static pressure and the static pressure behind the hemisphere were measured. It was assumed that the pressures in this flow field would lie somewhere between these two pressure extremes. In addition, it was assumed that the pressure drops associated with the vortex cores in the shear layer and wake, while significant in a local sense, would still remain within the bounds set by these extremes. Constant pressure curves of S f /S f∞ vs. ρ/ρ ∞ are created for these pressure bounds for each image using Equation 5. The pressure bounds and freestream density change over the course of a run, so a new set of curves is created to correspond to each image acquired during the test run. To create the curves for each image, the density is increased from zero to the corresponding stagnation density for each image. These input density values are coupled with the pressure bounds and the equation of state to find the corresponding temperatures for the two constant pressure S f /S f∞ vs. ρ/ρ ∞ curves (see right side relationship of Equation 5 ). S f is calculated for these input values and normalized by the current value of S f∞ , while ρ values are normalized by the current value of ρ ∞ . An average of the two curves is created and used to find the normalized density values in the corresponding image (which is in the form S f /S f∞ ). A representative set of S f /S f∞ vs. ρ/ρ ∞ curves for a single image is shown in Figure 1 . Note that the relationship between normalized signal and normalized density is predominantly proportional to density, but not perfectly linear. Also, the signal drops to nearly zero for density ratios below 0.25. This is partly due to the fact that when ρ/ρ ∞ is small and is applied to Equation 5, a small value of S f /S f∞ results. In addition, this is a consequence of the impractically high temperatures that would be necessary to achieve this density for the pressure range considered here. As shown in Thurber, 18 as T increases, φ decreases and σ increases. At greater and greater temperatures, the increasing σ values begin to level off, while the φ values continue to decrease.
D. Uncertainty
The density measurement uncertainty due to uncertainty in pressure is relatively small and estimated to be less than +/-2.5% over the range of densities encountered in this flow field. As can be seen in Figure 1 , for a density ratio of approximately 0.65, the uncertainty due to pressure variations vanishes as the relative changes in fluorescence quantum yield and absorption cross-section cancel each other out. (Note that a decrease in pressure corresponds to a decrease in temperature; however, the absorption cross-section is only a function of temperature whereas the fluorescence quantum yield is a function of pressure and temperature). Using the average S f /S f∞ vs. ρ/ρ ∞ curve to calculate density values minimizes error because this curve is exactly in the middle of the curves created by the two pressure bounds. Thus, this average curve can be considered to be representative of the average pressure condition. A consequence of this choice is a slight under-calculation or over-calculation of normalized density. At normalized signal values below approximately 0.65, the average calibration curve under-calculates the freestream density and over-calculates the wake density (the opposite case for each is experienced for larger normalized signal values). These errors could be avoided by allowing the pressure to vary depending on the region of the image being analyzed; however, this was not pursued here as interest lied in the density fluctuations of the shear layer.
Total uncertainty in the density measurement depends on the combined uncertainties due to pressure and the measurement of the fluorescence signal. Accuracy of the fluorescence signal measurement depends on many factors, including the quality of the image sensor (quantum efficiency, read noise, dark noise, dynamic range, etc.), shot noise, and the calibration procedure described previously to account for a nonuniform distribution of light intensity across the laser sheet. The combined effect of these noise sources was estimated by analyzing images acquire without a hemisphere mounted in the tunnel, as well as the freestream portion of images with the hemisphere mounted in the tunnel. It was observed that after the full calibration procedure was implemented, the density ratio had a standard deviation of approximately 7% of the local average in regions of the image where the density is expected to be constant. The uncertainty is lowest near the centerline of the laser sheet and increases considerably towards the edges. This uncertainty, which characterizes the pixel-to-pixel variations, can be reduced considerably through pixel binning or lowpass filtering of the images. The overall uncertainty in measurement of the local density, accounting for uncertainties due to pressure and measurement of fluorescence signal, is estimated to be approximately 8%.
III. Experimental Setup
To facilitate the development of the density measurement technique and provide a relevant flow field for aero-optic studies, a small-scale transonic wind tunnel was designed and constructed. A hemisphere, which possesses similar qualities to a turret mounted on an aircraft, is mounted to the wall of the test section. The general flow features/characteristics of a wall-attached hemisphere, and other bluff bodies, in a freestream flow are well-established in literature. 5, 8, [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] This flow field comprises a flat-plate boundary layer upstream of the hemisphere, followed by a horseshoe/necklace vortex that is created just slightly upstream of the hemisphere near the junction of the hemisphere and the wall. This horseshoe/necklace vortex wraps around the bottom of the hemisphere and travels downstream to the wake region. A separated shear layer forms on the top of the hemisphere, as well as shedding vortices. These shedding vortices evolve into the turbulent wake downstream of the hemisphere. The shear layer and turbulent wake are regions of interest as intense density fluctuations exist in these regions due to shedding vortices and vortex cores.
A. Transonic Wind Tunnel and Model Geometry
The transonic wind tunnel cross-section is 4 in x 4 in and has optical access on three sides. All three optical windows are UV-fused silica, but the bottom window also has an anti-reflective (AR) coating for passage of a 266 nm laser sheet (for acetone PLIF experiments) and a 532 nm laser sheet (for PIV experiments). The compressed air source is an Ingersoll-Rand compressor equipped with a dessicate air dryer, capable of providing 650 cfm of air at pressures up to approximately 125 psig. Compressed air is stored in two large tanks that are connected to the stagnation chamber using large diameter compressed air lines. The stagnation chamber is attached to a smooth contour nozzle followed by the test section and the diffuser, where the flow exits the laboratory. Just downstream of the test section is a plate with a slight bump that creates a cross-sectional area, A * (throat area), which is slightly smaller than the cross-sectional area of the test section, A. The flow is choked at A * and through the ratio A/A * , transonic conditions are forced in the test section (M ∞ ≈ 0.78, Re D ≈ 9 × 10 5 ). The advantage to this design is that the Mach number is held constant for longer periods of time as the upstream pressure in the storage tanks drops. One disadvantage, however, is a time-dependent drop in the test section static pressure over the course of a single run. These pressures are monitored and recorded over the course of a run such that the tunnel conditions are known. The model is a 1 inch diameter hemisphere that is mounted to the ceiling of the wind tunnel, approximately 4 inches downstream from the beginning of the test section. It is constructed of aluminum and is anodized black.
B. Acetone PLIF Setup
During test runs, liquid acetone (χ acetone ≈ 0.03) is injected far upstream of the test section into the compressed air supply line that carries the pressurized dry air from the compressor and storage tank to the settling chamber. This is schematically presented in Figure 2 . A small pressure vessel filled with liquid acetone is pressurized by a nitrogen tank. The liquid acetone exits the small pressure vessel through a submerged hose and exit pipe (both inside the pressure vessel) which lead to the compressed air supply line pipe. The acetone evaporates before reaching the test section and thus the flow in the test section is a uniform mixture of dry air and acetone vapor. During long test runs, local condensation occurs in the flow field, particularly in the shear layer where temperature and pressure values tend to be the lowest. There is also a slight variation in χ acetone throughout the test run that results from the nitrogen pressure remaining constant as the storage pressure drops. This causes acetone to be injected into the supply line at a faster flow rate, creating a larger acetone partial pressure. Combined with temperature drops related to the reduction of storage/stagnation temperature throughout the test run, condensation was found to eventually occur. The only acetone PLIF images that were considered valid were those images which were acquired when conditions for condensation were considered to be minimal. It was interesting that although condensation did occur late in test runs (confirmed with 532 nm scattering tests), the acetone PLIF images during this time period did not appear different than when condensation was considered to be minimal. At this point, it is uncertain why there is not a clear difference; however, it may be due to only a small fraction of the acetone condensing such that the fluorescence signal does not change significantly.
The 266 nm laser sheet in the test section passed through the separated shear layer and wake region at an angle of approximately 45-50 degrees, as seen in Figure 3 , and excited the acetone molecules. The 532 nm output of a New Wave SOLO 200XT PIV laser was converted to 266 nm (approximately 38 mJ/pulse) with a KDP crystal. Resulting fluorescence was captured with a Sensicam QE high-resolution CCD camera (f=25mm, f/# 1.6) at 7 Hz. Images were obtained along the centerline of the flow field (FOV 46mm x 34mm) and along multiple parallel planes in the flow field in order to investigate the three-dimensionality of the flow field (only the centerline images are presented in this paper). Close-up PLIF images (FOV 32 mm x 24 mm) were also obtained along the centerline to investigate the separation point on the hemisphere, as well as the corresponding shocks. Image processing (introduced previously in this paper) was performed, S f /S f∞ vs. ρ/ρ ∞ curves were created, and the average curve was used to obtain density field data for each image. Figure 4 presents a set of six instantaneous density fields (each density field image is normalized to its freestream density). The shear layer and turbulent wake are present in these images. A density drop from the freestream of approximately 25-40% is seen throughout the wake. Sometimes this is as high as 45% or more in the shear layer and near wake, just downstream of the back of the hemisphere. Intense vortex cores are present in these images, as seen in Figure 4 a) -f) . The density data throughout the test runs revealed that the density drops by as much as 50% of the freestream density value in these cores. It should be noted that the uncertainty due to pressure variations is quite small for density drops in this range. A swirling motion is present near these cores as regions of high density are essentially folded into the low density vortex regions, as seen in the shear layer and upper wake region in Figure 4 d ), e), and f). Some of the instantaneous images exhibit a large sweeping motion where the thickness of the wake, which is normally approximately half of the diameter of the hemisphere, decreases in the center, as seen in Figure 4 b), and approaches the wall and downstream increases thickness again (sometimes this thickness is greater than half of the diameter of the hemisphere). Finally, in Figure 4 e) and f) it can be seen that the wake thickness drops abruptly, a little more than a diameter downstream of the hemisphere.
IV. Results

A. Density Field Calculation
An average image of the normalized density images, shown in Figure 5 , reveals that the greatest density drops occur in the shear layer and near wake, but does not display the intense density drops in the vortex cores that are present in the instantaneous images. In this average image, density drops of approximately 45% of the freestream density are seen in the shear layer and near wake and as distance downstream increases, this decreases fairly smoothly to 15%. This image also reveals that image processing still needs slight improvement as evidenced by the dark region in the bottom right corner of the image and the bright diagonal streak that passes from the upper middle portion of the image to the bottom right corner of the image. To display the location of maximum density fluctuations in the flow field, a standard deviation image of the normalized density images is presented in Figure 6 . This reveals the greatest density fluctuations occur in the shear layer and upper wake region with maximum ρ/ρ ∞ fluctuation values of approximately 0.12-0.13. It makes sense then that this is the region that generally causes the greatest wavefront distortion because the density fluctuations are largest in this region.
The zoomed-in, separation point images also reveal several interesting characteristics. A separated shear layer is present in these images, as seen in Figure 7 , and shocks are present near the separation point of approximately 90
• . Some of these shocks are weak, as seen in Figure 7 a), and are not as visible. Some of these images reveal strong lambda shocks, 39 as seen in Figure 7 b). The density increases across these shocks as expected.
B. Aero-Optic Distortion Calculations
Using the density values in each image and the Gladstone-Dale constant, the index of refraction field for each image was calculated. The locations inside of the hemisphere were set to index of refraction values of 1, essentially conditions for air in a vacuum. A wavefront diameter of approximately 1/3 of the diameter of the hemisphere was chosen because this was the approximate size of the window for the hemisphere used in the work of Notre Dame University. 2, 30 The wavefront comprised 100 parallel rays geometrically/physically equal in length and equally spaced apart from one another. The wavefront passed from the center of the hemisphere to the freestream at an angle of approximately 32
• , as seen in Figure 8 a) . In order to calculate the OP D for the wavefront, the OP L of each ray that comprises the wavefront had to first be calculated. Then, OP L was subtracted from the OP L value for each ray to yield the OP D for the wavefront. 
V. Conclusions and Future Work
Density field data of the separated shear layer and wake region of a 1 in diameter hemisphere in M ∞ ≈ 0.78 flow was obtained through the use of acetone PLIF. Acetone PLIF images were converted to density data by using curves of S f /S f∞ vs. ρ/ρ ∞ . These curves were created by implementing the fluorescence signal equation, a fluorescence yield model, and absorption cross-section data for acetone. The density images revealed vortex cores and density drops in the shear layer and wake region and revealed distinct shock formations near the separation point. Aero-optic distortion calculations were also made for these density images, as optical path length, and thus optical path difference, is a direct function of flow density through the index of refraction.
In the future, the density data from the acetone PLIF images obtained for the other planes in the flow field will be calculated and analyzed. Also, this work will be expanded to 3D measurements through the use of a laser scanning technique 40 comprising a megahertz rate pulse burst laser system, a galvanometric scanning mirror, and a high-speed camera. In addition, a large set of particle image velocimetry (PIV) measurements will be made along the centerline of the flow field and the vorticity data calculated from these velocity vectors will be analyzed in relation to the density images. Single image pair PIV experiments for this flow field have yielded promising results in the past and a larger data set will allow more in-depth statistical analysis. 
