Abstract. Factorization is a fundamental problem for ordinary and partial differential operators. Here, we consider it not for usual differential operators, but for differential operators on the commutative algebra of densities (defined either algebraically or in terms of an auxiliary extended manifold). The algebra of densities on a (super)manifold and differential operators on it were introduced previously by Khudaverdian and Voronov in connection with Batalin-Vilkovisky geometry. We study the "generalized Sturm-Liouville" operators acting on the algebra of densities on the line. This in a certain sense is in between the 1D and 2D cases. We show that unlike the familiar case, the operators in question are not always factorizable. We establish a criterion of factorizabily for the generalized Sturm-Liouville operator in terms of solution of the classical Sturm-Liouville equation. We also establish the possibility of an incomplete factorization.
Introduction
In this paper we consider differential operators on the algebra of densities. This is an unconventional object. To avoid a confusion: they are not just operators acting on densities of some particular weight. Rather, they can be seen as families ("pencils") of operators acting on densities of all weights w ∈ R so that w is the parameter in the pencil. Moreover, their properties are best described in terms of the commutative algebra formed by formal sums of densities of various weights under the natural multiplication. Such an algebra contains functions and hence constants and it is equipped with an invariant scalar product. The algebra of densities Dens(M) on a (super)manifold M was found in [5] in connection with geometry of Batalin-Vilkovisky operators. It has turned out that one may classify its derivations (obtaining an analog of Nijenhuis's theorem about derivations of differential forms), describe Poisson brackets, etc. It is also related with classical constructions of differential geometry such as projective connections and the notion of "Thomas's bundle". See [6] , [7] , [2] , [1] , and [8] .
Our main result here is the criterion for factorization of a generalized Sturm-Liouville operator. It is a second order differential operator on the algebra Dens(R) on the line that specializes to the classical Sturm-Liouville when restricted on densities of weight −1/2. Factorization is a fundamental problem for ordinary and partial differential operators. For operators in 1D, it is known that a factorization is always possible and is closely related with solution of the corresponding differential equations. Starting from 2D, factorization is not always possible. Its existence or obstructions to it, describe algebraic properties of the operators and is related with other important questions such as the existence and types of Darboux transformations (see e.g. [12] [10][4] [11] ). The case of the differential operators on the algebra of densities on the line in a certain sense is "in between" the 1D and 2D cases, so it is interesting to see how an obstruction to factorization may arise. We show that unlike the familiar case, the operators on the algebra Dens(R) are not always factorizable. We establish a criterion of factorizabily for the generalized Sturm-Liouville operator. It is formulated in terms of solution of the corresponding classical Sturm-Liouville equation. We also establish the possibility of an incomplete factorization, which is unique.
This work is part of a more general project aimed at unifying the study of algebraic properties of differential operators including factorization and Darboux transformations with their geometric analysis. Although the idea of the algebra of densities and differential operators on it first appeared in the context of supergeometry (from the study of odd Laplace operators), here we do not seriously consider the super case. We hope to do that elsewhere.
Differential operators on the algebra of densities
In the studies of geometric structures related with the Batalin-Vilkovisky formalism, Khudaverdian and Voronov [5] discovered what they called the "canonical pencil" or, equivalently, a canonical second-order differential operator acting on the algebra of densities on a (super)manifold. It is canonical in the sense that it is uniquely defined by its principal symbol. The generalized Sturm-Liouville operator that will be the main object of our study is a specialization of that Khudaverdian-Voronov operator to the one-dimensional case. It contains the classical Sturm-Liouville operator as explained below.
We start by recalling the necessary notions. (See also [7] .) 2.1. Densities and the algebra of densities. Scalar and tensor densities are well known in differential geometry and applications in physics. In the following we shall deal with scalar densities. Recall that a (scalar) density of weight λ ∈ R (shortly, a λ-density) on a (super)manifold M with local coordinates x a is a formal expression of the form ρ = f (x)|Dx| λ . The formal symbol |Dx| under a change of coordinates transforms by
and its formal power |Dx| λ transforms by
Here we use Ber in the supercase and det in the ordinary case. The line bundle whose sections are λ-densities is trivial topologically but is not trivialized canonically until a special structure such as a volume element is fixed. A density of weight 0 is a function. A density of weight 1 is a (non-oriented) volume form, so that the integral M ρ(x)|Dx| over the manifold is well-defined, i.e., independent of a choice of coordinates; no orientation is required. (One needs compact supports of course. We shall be a bit sloppy with such things.) For integral weights λ = 0, ±1, ±2, . . ., densities are sections of the tensor powers of the line bundle of volume forms. Densities of other weights arise naturally in applications. Wave functions ψ in quantum mechanics are densities of weight 1 2 because the squares of their absolute values |ψ| 2 have the meaning of probability densities and so are densities of weight 1. In an example that we shall consider, we shall naturally encounter densities of weights such as − The very notation ρ = f (x)|Dx| λ suggests that densities can be multiplied so that the weights add up: if ψ = ψ(x)|Dx| λ and χ = χ(x)|Dx| µ , then ψχ = ψ(x)χ(x)|Dx| λ+µ . As Khudaverdian and Voronov observed [5] , considering the direct sum
as an algebra under such a multiplication extended by linearity to formal sums of densities of different weights, gives the advantage similar to that one obtains by considering the algebra of differential forms on a manifold. Namely, the algebra of densities Dens(M) can be analyzed as a commutative algebra with unit (consider derivations, differential operators...), as well as one can treat it as a particular algebra of functions (see below) and apply to it geometric intuition.
The algebra Dens(M) includes the algebra of functions, C ∞ (M) = Dens 0 (M), hence contains constants and the unit 1 in particular. On the other hand, the integral I = M can be extended by zero to densities of all weights = 1, giving a linear functional I : Dens(M) → R. This makes it possible to introduce an invariant scalar product on the algebra Dens(M) , ψ, χ := I(ψχ) .
(Strictly speaking, one has to consider the subalgebra of densities with compact support.) In greater detail, for ψ ∈ Dens λ (M) and χ ∈ Dens µ (M),
and this is extended by bilinearity. In particular, (2) provides a non-degenerate pairing of the spaces Dens λ (M) and Dens 1−λ (M); hence it is possible to consider Dens 1−λ (M) as a subspace (the "smooth subspace") of the dual (Dens λ (M)) * . This is well known. However, considering the algebra of densities Dens(M) as a whole gives for this fact a new outlook (see below). The algebra Dens(M) considered with the scalar product (1) obviously satisfies
and hence is an (infinite-dimensional) example of a "Frobenius algebra" (usually this term is applied to finite-dimensional algebras endowed with a scalar product with the property (3)).
For our purposes in this work, the most important consequence of the introduction of the algebra of densities is the possibility to define self-adjoint operators on this algebra, which in a more conventional language translate into operator pencils with special properties.
Densities as functions. Operators on the algebra Dens(M).
The algebra Dens(M) can be interpreted [5] as a subalgebra of the algebra of functions on the total space of the frame bundle for the line bundle | Ber T M|. It is an extended manifold M . The symbol |Dx| is a basis element in the line bundle | Ber T * M|, which is dual for | Ber T M|. It can be replaced by an invertible auxiliary variable t. The variables x a , t are local coordinates onM (induced by local coordinates x a on M). Transformation law:
(a "pseudo-polynomial" in t, i.e., a finite linear combination of powers t λ ). By construction, the subalgebra Dens(M) ⊂ C ∞ (M) is graded by real numbers (unlike the whole C ∞ (M )).
Remark 1. The fiber bundleM → M was used in classical differential geometry by T. Y. Thomas [13] for description of projective connections on a manifold M. The auxiliary manifoldM is therefore sometimes referred to as the Thomas manifold. See also [2] . Unlike in that classical application, here the Thomas manifoldM is taken together with the graded algebra Dens(M) as the algebra of functions and hence is regarded as a "graded manifold".
Linear operators on the algebra Dens(M) and other objects associated with it naturally assume grading. They can be regarded as geometric objects on the graded manifoldM . Thus, in [5] (see also: [7] ) derivations of the Dens(M) were classified (equivalently, graded vector fields onM ). Differential operators on Dens(M) will be our main object in this paper. They can be introduced algebraically or in terms of local coordinates x a , t onM . 
A linear operator L on Dens(M) has weight µ, i.e., for all λ, L maps Dens λ (M) to
In particular, the operatorŵ itself has weight 0 and because t is invertible, the partial derivative in t can be expressed viaŵ as
Therefore it is convenient to write differential operators on the algebra Dens(M) (homogeneous in the sense of weight) as
where ∂ x = ∂ ∂x a and q is a multi-index. Formula (6) gives the (local) general form of a differential operator of order ≤ n and weight µ on the algebra Dens(M) . A special case of (5) is the commutation relation
for the operator of multiplication by t µ . Note also the formulas for transformation under a change of coordinates
the operatorŵ is invariant and the partial derivatives transform as
Here J = Ber ∂x ∂x ′ . When a homogeneous operator on Dens(M) is restricted on direct summands Dens w (M), for all values of w ∈ R, it gives a family of differential operators Dens w (M) → Dens w+µ (M), where µ is the weight of L. Following Khudaverdian and Voronov [5] , we call such a family parameterized by w the operator pencil associated with L and write it as L w ,
The order of a pencil is counted jointly by the powers of w and the order of the derivatives.
Example 2. An operator of order 1 on Dens(M) is
where ∂ a = ∂ ∂x a . To it corresponds a linear pencil
3. Generalized Sturm-Liouville operator 3.1. The Khudaverdian-Voronov "canonical operator pencil". The first practical difference from introducing the algebra Dens(M) and the departure from the familiar treatment of operators on densities that follows from that, consists in consideration of families of operators acting of densities of all weights (i.e., operator pencils) rather than operators Dens λ (M) → Dens µ (M) separately. The second (and main) difference is that it is possible to utilize properties of Dens(M) as an algebra. Due to the scalar product on the algebra Dens(M), it makes sense to consider (formal) adjoints for differential operators on Dens(M) and in particular self-adjoint and anti-selfadjoint operators. Note that
(where ∂ a = ∂ ∂x a ). From now on, we write all formulas for ordinary manifolds and even operators on them, for simplicity. (Though we still use Dx as the notation for the coordinate volume element.) Writing formulas for the general super case presents no difficulty. In work [5] where the algebra Dens(M) was introduced the main motivation was from Batalin-Vilkovisky formalism and the emphasis was on odd operators.
Example 3. For a first order operator given by (10),
Hence it cannot be self-adjoint unless A a ≡ 0 and B ≡ 0 (when it is effectively a zero-order operator). It is anti-self-adjoint if
If there are no a priori conditions for C, then this simply defines C in terms of A a and B, which are not subject to any constraints,
If however we consider the particular case of operators with C ≡ 0, i.e., derivations
then L * = −L if and only if
which has different meanings for µ = 1 and for general µ = 1. In the first case, we have the invariant "divergence-free" condition ∂ a A a = 0 for the vector density A = |Dx|A a ∂ a on M (of weight 1) and no restrictions for B. In the second case, B is defined by A a , and we have operators of the form
which are interpreted as "generalized Lie derivatives". (This is part of classification of the derivations of the algebra Dens(M) obtained in [5, 7] .) Similar analysis can be performed for a second-order operator on Dens(M). It gives the following conclusion [5] (see also [7] ).
Theorem 1 ([5]).
A self-adjoint second-order operator L on the algebra of densities Dens(M) satisfying the condition L(1) = 0 (annihilating constants) is completely defined by the following data:
(1) a tensor density S = |Dx| µ S ab ∂ a ⊗ ∂ b (the principal symbol of the restriction of L on functions); (2) an object γ a interpreted as "upper connection" coefficients, associated with S; (3) an object θ called "Brans-Dicke field" (a terminology from physics), associated with S and γ a . The operator defined by such data is given by
The symmetric matrixŜâb
gives the principal symbol of L (as a quadratic form) on the extended manifoldM.
(Grouping S ab , γ a , θ into the above matrix is the explanation of why the operator L is parameterized this way. The theorem says, in brief: a second-order self-adjoint operator on the algebra Dens(M) annihilating constants is completely defined by its principal symbol.)
The coefficients S ab , γ a , θ as geometric objects on M are characterized by their transformation laws under a change of coordinates: in "new" coordinates indicated by dash,
Here J = Ber ∂x ∂x ′ . Example 4. Objects of type γ a and θ can be constructed from a chosen connection in the bundle of volume forms on M, as follows:
(Here γ a are the connection coefficients.) If S ab is invertible, then conversely, a connection γ a can be obtained from γ a . But there will be a freedom in defining θ. (For a full analysis of the degrees of freedom there, see [5, 6] and [8] .)
A self-adjoint operator L on the algebra Dens(M) defined by (14) and specified by data S ab , γ a , θ is called canonical operator. (Its canonicity is in the fact that it requires less data than a general second-order operator and these data have a geometric meaning.) The corresponding quadratic operator pencil
is referred to as a canonical pencil.
Generalized Sturm-Liouville operator.
It is classically well-known (see [3] ) that the familiar Sturm-Liouville operator ∂ 2 + u(x) on the line can be uniquely described by the requirements that it keeps its form under a change of coordinate and is self-adjoint. (In particular, keeping the form without the first derivative implies that it cannot be regarded as acting on functions.) Together these conditions force it to be an operator Dens − 1 2 → Dens3 2 and hence it should properly be written as
(We use dx instead of Dx for the case of the line.) Comparison with the above indicates that this classical operator should be seen as the restriction of the canonical pencil (on the line). This was first observed in [5] . Indeed, if we specialize formulas (14) and (19) for 1D, we will obtain
and
for the corresponding operator pencil. Here ∂ = ∂ x (differentiation in the single variable), ∂S = ∂(S), and ∂γ = ∂(γ)). The transformation of the coefficients S, γ, θ simplifies and takes the form:
We have assumed that J > 0 and have therefore replaced |J| by J, which in this 1D case coincides with the derivative dx dx ′ . It will be clarifying to write the derivatives such as ∂f as f x indicating the variable explicitly and to elaborate further ∂ ln J.
x . Finally, we obtain:
In particular, if the operator L has weight µ = 2, the top coefficient S becomes invariant.
(A peculiarity of 1D.) We may choose S to be 1. Thus we arrive at a self-adjoint second order operator of weight 2 on the algebra Dens(R) that annihilates constants,
and whose form is invariant under changes of the independent variable x. We call such an operator L on Dens(R), the generalized Sturm-Liouville operator. The coefficients of the generalized Sturm-Liouville operator transform by
The restriction to Dens − 1 2
gives the classical Sturm-Liouville operator as
where the potential u = u(x) is expressed via γ, θ by
mapping Dens − 
Factorization of differential operators on the algebra Dens(R)
4.1. The general problem. Obstruction. Firstly, we describe the difficulties that appear when considering factorization of differential operators over the algebra of densities, and some differences/similarities with factorization problem in the classical case.
Consider the problem of factorization of second order operator on the algebra of densities in the most general form. For the class of operators to be invariant relative to a change of variables, we consider operators of weight 2. For the same reason the factors are to be of weight 1. We have
with p i , q i , α i , β i being functions of x only. The negative signs in the notation for the factors are chosen for convenience of notation further on. Using the commutation rulê
Up to t 2 , this may be viewed as a problem of factoring a univariate differential operator acting on functions of x, with coefficients depending on a parameter w, of a special form dictated by the homogeneity condition. So, morally it is "in between" 1D and 2D cases.
To explore the similarity with 1D case, we switch to condensed notationα = −α 1 (ŵ + 1) − α 0 ,β = −β 1ŵ − β 0 ,p = p 1ŵ + p 0 ,q = q 1ŵ + q 0 , which hides dependency onŵ and makes the problem look similar to the problem in the classical setting:
This implies α = −p − β and the familiar Riccati equation for β:
Warning: starting from here, we shall apply prime for the derivative in x (and not for transformation of variables!) for a more expedient notation. In the classical case, substitution β = ∂ (ln ϕ) is used to transform the Riccati equation into
That leads to the known fact that in the classical situation, every ϕ in the kernel of L implies a factorization of L = ∂ 2 +p∂ +q. So in a suitable field of coefficients all 1D differential operators are factorizable.
In the densities case, the operator is factorizable if there is a solution ϕ of (35) of a certain special form. So operator is factorizable if there is a solution ϕ such that β computed as β = ∂ (ln ϕ) is linear inŵ.
Example 5. The following operator on the algebra of densities (which is a generalized Sturm-Liouville operator) is not factorizable:
See more in Sec. 4.2 .
Let us now return to the non-condensed notation, and look more closely at this Riccati. We had
After equating the coefficients we have:
, and the single Riccati equation for β = β 0 + β 1ŵ splits into the three equations
So we have an overdetermined system in β 0 and β 1 , and there should be some condition, the obstruction to factorization.
4.2.
Factorization of the generalized Sturm-Liouville operator. Recall now the generalized Sturm-Liouville operator that we introduced in Sec. 3.2:
It is defined by the two functions, γ and θ. Forŵ = − , it specializes to Sturm-Liouville
θ . We suggest to go further and introduce an operatorλ so that w = − 1 2 +λ and express θ via u (potential of the classical Sturm-Liouville operator). Then the generalized Sturm-Liouville takes the form
It is defined by γ and u. The ordinary Sturm-Liouville now corresponds to λ = 0. The factorization problem with L = t 2 (∂ − α)(∂ − β) (see above) is parameterized by β = b 0 + b 1λ . This gives:
From the third equation we get:
b 1 + γ is exactly what we need for the second equation, which has the form
But first let us solve (39) for b 0 (and then substitute the expression from (38)): Theorem 2. The necessary and sufficient condition for the operator L to be factorizable is that the above ψ defined by (40) satisfies the classical Sturm-Liouville equation
One immediate question concerns invariance of such a condition under a change of coordinates. For that we need to consider the transformation law for the object ψ. Let us express back u via γ, θ. Then the expression for ψ takes the form
We need to recall the transformation laws (29) and (30). Now we have to return to the notation where prime is used for "new" variables and quantities in new variables. We shall again use subscripts for derivatives (apologies to the reader!). From (29) and (30), we have
and by subtracting we obtain after simplification
Hence the quantity ω = (γ 2 − θ) |dx| 2 is invariant. It is a well-defined density of weight 2. Therefore the quantity ψ |dx| −1/2 = ω
is a well-defined density of weight −1/2. By the properties of the classical Sturm-Liouville operator, the condition that it is a solution does not depend on a choice of coordinate. This establishes the invariance of the factorization criterion. For the same operator L on the algebra Dens(R) we can pose the problem of an "incomplete factorization": 
Here ψ is as above.
It would be interesting to analyze in a similar way the case of differential operators on the algebra Dens(R 1|1 ) (for the superline). Compare [9] .
