where the "characteristic function" k(o) is, say, continuous on the unit sphere and its integral vanishes there. In this paper I shall consider the operation (1) as the convolution of / with a distribution K in the sense of Laurent Schwartz, as it has been done already for » = 1 by Schwartz himself [17, p. 115] . This point of view permits one to disregard the delicate question of the existence of the limit in (1) and to apply 3C more generally to a distribution T rather than to a function/.
We shall see that K belongs to one of the spaces where the Fourier transform 5(K) is defined. This gives an immediate solution, at least theoretically, to the problem of composition of singular operators: If 3Ci and Xi are defined by the distributions K\ and Kt respectively, then the distribution K which corresponds to 3Cio 3C2 will have ^(K) = J(Pi)ff (Ps) as its Fourier transform. The expression 5(K) (which is in reality a function) has been introduced by Mihlin [15] and Giraud [9] under the name of "symbol" of the operator X.
As an application I shall calculate 3(K) in the special case when k(a) is a homogeneous harmonic polynomial. The corresponding result has been announced first by Giraud [9] and a proof has been given more recently by Bochner [l ] . The present method uses an apparently new process of generating a complete system of spherical harmonics with the aid of Grassmann's "algebra with complex multiplication" which is described in §3 and can be read independently of the rest of the paper and of the theory of distributions. On the other hand in § §2 and 4 I make constant use of the theory of distributions and conserve the notations and terminology of Schwartz's book [16; 17], except that I note an integral extended over R" by only one integral sign.
In a paper, now under preparation, I shall reconsider from the present point of view the known results concerning the composition and inversion of singular operators [9; 10; 15; 4, footnote p. 261 ].
My sincerest thanks are due to Laurent Schwartz for his constant encouragement and help, and to Alexandre Grothendieck for some useful conversation. Parts of the results which follow have been announced earlier in three short notes [12; 13; 14] .
2. The singular operators as distributions. We shall denote by x = (xit • • ■ , xn), t = (h, • ■ ■ , tn), and u = (u\, • • • , un) points of the ndimensional euclidean space Rn («^2). r= \x\ will be the norm of x defined as the positive square root of x2+ ■ • • -\-x\. The unit sphere Sn-i is the locus of the points x with \x\ =1. If xdRn, we shall denote its radial projection onto S"_i by crx, i.e. o-z = x/1 * |. Then every x(E.Rn can be written in the form x = ra, where r = | x\ is a positive real number and <r=<rxG<Sn_i.
We shall consider a function k(a) defined and integrable on S"_i, which
where da is the surface element on S"_i. Later on we shall make a stronger assumption concerning the integrability of k(<r). Let now <£G(£>) and define the distribution
where, of course, r = \x\, <r=ax, by r *(<o (4) K(<p) = lim I -i-<f,(x)dx.
•-o J T>t rn Proposition 1. The limit in (4) exists and defines K as a distribution.
Proof. According to the mean value theorem we have <p(x) = <p(Q) + 22 -<b(6x) ■ x" where 0<6 = 6(x)<l. Hence, using (2), Proof. Let «(x)G(2D) be such that Oga(x)gl and a(x) = l for |x| g£l. (1-ct)K is a function vanishing for |x| ^1 and belonging to P*. Since P*C(£>i*)i the proposition is proved. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
It follows from Theorem 1 that for any q>p we have K * PG(3)w) and that T->K * T is a continuous linear mapping of (©7,") into (SD'x,«) [17, Chap. VI, Theoreme XXVI.2°, p. 59]. But in reality more can be proved: Theorem 2. // (6) is verified for some s>l, then T^>K *T is a continuous mapping of (SDz,") into (£>'l") for all 1 <p< « .
We shall denote by p' the conjugate exponent of p, i.e. 1/p + l/p' = 1. Let us recall that if p<q and if we identify the distributions of (S>'lp), which are linear forms on (SDi"'), with their restrictions to (SDls'), then (SDl") can be considered as a subspace of (3D'z,«) and the topology induced by (3)x,«) on (201*) is weaker than that of (£>'lp)-We shall make use of the following corollary to the closed graph theorem [11, p. 32] : Let E and F be two metrizable and complete topological vector spaces. Let u be a linear mapping of E into F. If u is continuous for a weaker separated topology on F, then u is continuous.
As we know that T-*K * T is a continuous mapping of (20'x,") into (£>'m)> all we have to prove is that K * T belongs to (2D'L") ,i.e. that K * T is the restriction to (SDt/) of a continuous linear form on (20 7/). First we shall state two lemmas. shows that K * T is a continuous linear form on (2D) considered with the above topology. As (2D) is dense in (S)lp') [17, p. 55], K * T can be extended to a continuous linear form on the whole space (£>l"'), which proves the theorem. Remark. If T=fGLp, then it can be shown, of course, that also K*f is a function belonging to Lp. It then follows from the theorem used in the proof of Theorem 2 that /-*K *f is a continuous mapping of Lp into Lv. K *f is the limit of P« */ in Lv and also in the sense of pointwise convergence almost everywhere [2; 3 ].
3. Grassmann's complex algebra and spherical harmonics. The Grassmann algebra with complex multiplication [5, §15] is the commutative graded algebra [6, p. 7] over the field R of the real numbers, where the subspace Q\ is isomorphic to Rn and its canonical basis ei, e%, • • • , en verifies the relation We have to prove that the homogeneous polynomials given in (12) and (14) 
This expression can be written as a product, where one factor is n-l (17) £ "< -p» -2.
<-i Since we have
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use n-l 2Zh=h t-i by subtraction from (16) we obtain that (17) equals zero, i.e. AF,=0 for the polynomials (12) .
In the case of a Yj of type (14) the coefficient of (15) in AYj is
This expression contains the factor (18) £ r< -p" -1.
t-i
Since we have now
by subtraction from (16) we get that (18) equals zero and the polynomials (14) are harmonic too.
On the other hand it is obvious that the polynomials Yj are linearly independent, since every one of them contains exactly one term in which xn enters with degree /" ^ 1, and all these terms have different systems of exponents lit hi ' ' ' , InLet us also observe that If we put Ho = o, then 3Co will be the identity operator.
In the case « = 2 the operators 3Cy can also be defined for negative j and then the 3C,-form a group. The composition formula in this case has been obtained by Tricomi and Mihlin [15; 12; 14](4).
