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外れ値を検出する方法の特徴比較



























次元データに対する方法は，多変量のホテリング T 2理論，One class SVM (Support Vector
Machine)，LOF (Local Outlier Factor)である．
本章を通して 1次元のデータは，データの大きさをN とし，データは {x1, . . . , xN}で表
す．多次元のデータは，データの大きさを N，データを D = {x1, . . . ,xN}とし，次元を
M 次元として表す．
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なお，本論文で用いた外れ値検出方法のうち，ホテリング理論，スミルノフ・グラブス
検定，多変量のホテリング T 2 理論は，それに関する Rのパッケージがなかったため下記
















(xi − µ̂)2 (1)















式 (3)の αは分布の上側確率値であり，αを与えることによって求められる χ21(α)が






1. データから第 1四分位点，第 3四分位点と中央値を求める．
2. 第 1四分位点から第 3四分位点まで箱を描き，中央値に当たるところに線を入れる．
3. 第 3四分位点から第 1四分位点を引いた値である四分位範囲を計算する．






































2.4 多変量のホテリング T 2理論
先程 1次元のホテリング理論について説明したが，多変量のホテリング T 2理論は，1次
元のホテリング理論を多次元のデータに対応するよう拡張したものである．1次元のホテリ
ング理論で，データが正規分布に従うと仮定したようにこちらも，独立に同じ分布に従う




























(xi − µ̂)(xi − µ̂)T (8)
2. 各観測値 x′ に対して異常度 a(x′)としてマラハノビス距離を計算する．
a(x′) = (x′ − µ̂)TΣ̂−1(x′ − µ̂) (9)
3. 閾値を求め，2で求めた a(x′)と比較し，外れ値かどうかを判定する．なお，N が大






式 (10)の αは分布の上側確率値であり，αと自由度M を与えることによって求めら
れる χ2M (α)が閾値を表す．一般的に αは 0.01を用いる．
(井出 [4]参照)
2.5 One Class Support Vector Machine(SVM)


















2.5.2 One Class Support Vector Machineについて




クラスを分けることで外れ値を見つける方法である．また，境界を < ω, ϕ(x) > −ρ = 0
（ωは境界と直交する原点とは反対向きのベクトルであり，ρは切片である）として判別を
行う．データ xが高密度領域に属するかどうか，すなわち正常な値かどうかは
F (x) = sign(< ω, ϕ(x) > −ρ) (11)
で判定し，F (x)が+1のとき，正常値であると判定される．したがって，集合 {x|F (x) = +1}
が，正常値の推定量である．
One Class SVM において，推定された高密度領域に属さない値すなわち外れ値の割合
は，引数として設定するパラメータ ν ∈ (0, 1]に従う．本論文で ν は，0.005を用いた．(高
畠 [12]参照)
なお，本論文では Rの kernlabパッケージを利用した．(Karatzoglou[5]参照)








観測点 x′ の k近傍を Nk(x′)とする．Nk(x′)の要素をすべて含み x′ を中心とする円の
半径を εk(x′)とする．これらから，近傍有効距離という量を以下のように定義する．
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近傍有効距離の定義 
距離 dが定義されたM 次元空間において，xから x′への近傍有効距離 lk(x → x′)は
次のように定義される．
lk(x → x′) =
{
εk(x) (x




点と点の距離が非常に近く，お互いがお互いの k近傍となっている場合のみ xの k近傍
球の半径で値を置き換えるが，基本的に近傍有効距離は普通の距離と同じである．一般的













なお，|Nk(x′)| は集合 Nk(x′) の大きさであり，k近傍球の境界でタイとなるデータがな








lk(x → x′) (15)
式 (13)は，やや人工的な定義であるが，それは尺度変換を行ったことによって，分母が
0になることを防ぐ工夫と考えられる．(井出 [4]参照)




























方法 ホテリング理論 箱ひげ図 スミルノフ・グラブス検定
個数（単位：個）
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自由度3の t分布の両側2.5%点は4.177であるので求める係数は (4.177−0.765)/1.53 ≈ 2.2




なお，平均 0分散 1の正規分布の場合，理論的に外れ値を検出する確率は改善前の 1.5倍

























































































































図 2: 外れ値が 1個のときの結果
















方法 ホテリング理論 箱ひげ図 スミルノフ・グラブス検定
割合（単位：%）










方法 ホテリング理論 箱ひげ図 スミルノフ・グラブス検定
割合（単位：%）


















方法 ホテリング理論 箱ひげ図 SG検定
少なく 正しい 多く 少なく 正しい 多く 少なく 正しい 多く
回数 (単位:回)
1% 0 625 375 9 941 50 22 954 24
2% 2 778 220 26 928 46 94 883 23
3% 16 854 130 47 913 40 240 740 20
4% 61 860 79 82 883 35 426 560 14
5% 130 823 47 113 857 30 600 389 11
6% 261 711 28 161 815 24 742 249 9
7% 403 581 16 206 774 20 845 150 5
8% 538 451 11 268 715 17 914 82 4
9% 657 336 7 327 658 15 952 45 3



































確率 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%
回数（単位：回）







由度 10の t分布に変更して行う．表 6がその結果である．これは，意図した外れ値の個数
を正確に返した回数を表している．
表 6: 外れ値を含まない山の分布が t分布で意図した外れ値を検出した回数
方法 ホテリング理論 箱ひげ図 スミルノフ・グラブス検定
回数（単位：回）
1% 276 561 730
2% 465 679 615
3% 562 671 466
4% 605 644 320
5% 566 605 201
6% 506 569 128
7% 395 527 72
8% 297 496 35
9% 211 415 18
10% 149 395 9
この結果からは，スミルノフ・グラブス検定の外れ値が少数の場合での検出力の高さが
























(1− α)NM (0, I) + αNM (δe1, λI) (16)
を用いる (Peña and Prieto[8]，和田 [13]参照)．NM (µ,Σ)はM 次元の平均µ，分散共分散
行列Σに従う多次元正規分布を，αが外れ値の割合，δが原点からの距離，e1 = {1, 0, . . . , 0}，
λ が外れ値の分散を表している．なお，式 (16)は，(試行回数)× (1− α)だけNM (0, I)に
従う乱数を発生させ，(試行回数)× αだけNM (δe1, λI)に従う乱数を発生させ，これらを
混合分布とすることを意味している．
本論文で用いた基本のパラメータは，δ = 10，λ = 0.01である．このパラメータは，和
田 [13]で用いられていたパラメータを参考にして決定した．
また，LOFの閾値であるが，独立に平均 0分散 1の正規分布に従う 2次元データを大









シミュレーションは，2次元データで外れ値の個数を 5個から 1個まで変化させた．図 3，
図 4は，紙面の都合上，ぞれぞれ外れ値が 5個のデータの結果と，1個のデータの結果をヒ
ストグラムで示したものである．
なお，δ = 3の設定で 2次元で外れ値を 5個含むデータでのシミュレーションも行った

















































































図 4: 2次元データで外れ値 1個
2次元のシミュレーションでは，LOFが一番精度が良く，その次にホテリング T 2 理論
となっている．One Class SVMは，与えた混合分布自身で検定したらうまくいかなかった
ため，外れ値を含まないデータを学習させて外れ値を含むデータの検定を行った．しかし，
One Class SVMのパラメータ νを調整しても他の 2つの方法のような形にはできずこれが
限界であった．
One Class SVM の結果のヒストグラムの幅が広く，他の方法の結果のようにならないの
は，One Class SVM自身の外れ値を検出する境界が厳しく，用いた分布では外れ値を検出
しすぎることが多いためと考えられる．また，ホテリング T 2理論と LOFは，外れ値の個
数を変化させた場合に LOFの方が少し精度が良いというくらいで，違いはあまり見られな
かった．よって，違いを見るために次元をあげたシミュレーションを行う．3次元から 5次
元で外れ値が 5個の場合を検討したが，ここでは図 5において 5次元で外れ値が 5個の結
果のみ示す．











































図 5: 5次元データで外れ値 5個
図 3，図 5を見比べると，ホテリング T 2理論は，次元が上がると横に広がる結果となり，























































図 6: 2次元データ，外れ値を含まない山が t分布
図 6からは，外れ値を含まない山の分布を t分布に変えた結果，ホテリング T 2理論の精
度がかなり悪いという結果になった．2次元データの場合は，5.1 節でホテリング T 2 理論
と LOFの精度はほとんど同じであったことから同じような結果になることを予想していた











































図 7: 4次元データ，外れ値を含まない山が t分布
Class SVMの結果のヒストグラムの形は 5.1節のシミュレーション結果からは変化したが，
横に広がっていることは変わらず意図した外れ値の個数を正確に検出しなかった．
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6.2 多次元データに対応する方法





メータ ν に依存してしまうことが分かった．大きさ 100のデータに対し，外れ値を 5個と










数が低いときの精度はホテリング T 2理論と LOFでほとんど変わらなったが，分布を変え
たときや，次元数を高くしたときの結果は，LOFの方が良い結果を示したことから，多次
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