I. INTRODUCTION
A. Statement of the problem.
Let A be a random variable, with values in set 0, 1. Assume that the apriori probability P (A) = P (A = 1) is known and denote it by θ. Let X 1 , X 2 be two random variables, with values in some set, say ] − ∞; +∞[. We are given the following information:X 1 = x 1 and X 2 = x 2 (obtained though measurement). Furthermore, we have two system -"classifiers" , which given x 1 and x 2 produce: P (A = 1/X 1 = x 1 ) = P (A/x 1 ) . = α (1)
We wish to estimate the probability P (A = 1/X 1 = x 1 , X 2 = x 2 ) = P (A/x 1 , x 2 ) in terms of α, β and θ. More specifically we wish to find a function Γ opt (α, β, θ) which on the average is the best approximation for P (A/x 1 , x 2 ) in a sense to be defined explicitly in the sequel (see Fig  1. ).
B. Importance of the problem
The problem is important for artificial intellect and can be widely used for image recognition.
II. NOTATION AND PRELIMINARIES
ρ X1,X2 (x 1 , x 2 ) -joint PDF(probability density function) of X 1 and X 2 . ρ X1,X2/A (x 1 , x 2 ) . = h(x 1 , x 2 ) -joint PDF of X 1 and X 2 , given A = 1. In terms of h(x 1 , x 2 ) and θ we may write P (A/x 1 , x 2 ) as follows:
where h(x 1 , x 2 ) . = ρ X1,X2/A (x 1 , x 2 )-joint PDF of X 1 and X 2 , given A = 0.
We have:
Define the function g(x 1 , x 2 ) and g((x 1 , x 2 )
Note that if X 1 and X 2 are conditionally independent, i.e.
Define the following monotonously nondecreasing probability distribution functions
Note that since H 1 (x 1 ), H 2 (x 2 ), H 1 (x 1 ) and H 2 (x 2 ) are monotonous (At this point one could assume that h 1 (x 1 ), h 2 (x 2 ), h 1 (x 1 ), h 2 (x 2 ) > 0, so that H 1 (x 1 ), H 2 (x 2 ), H 1 (x 1 ) and H 2 (x 2 ) are monotonously increasing. This restriction will be shown to be superfluous in the sequel.) , there exist the inverse functions H −1
2 (x 2 ). We may therefore define:
For the sake of brevity we shall henceforth denote
By the definition
We now have:
(25)
Hence, from (22), (23) h(
Note that in case of conditional independence J = J = 1 and (30) becomes the exact solution Γ(α, β, θ) = P (A/x 1 , x 2 ).
IV. RESTRICTIONS ON THE FUNCTIONS
J(A, B) AND J (A, B)
We have
Hence
Thus we have the following condition
and analogously
Similarly we obtain:
The set of all the solutions of (33),(34),(35),(36),(37) together with (30) determines the set of all possible realizations of P (A/x 1 , x 2 ).
An example of a solution of (33),(34) and (36),(37). Let ρ(x) be a function such that ρ(x) ≥ 0 and
satisfies (33), (34) and (36),(37).
V. DEFINITION OF DISTANCE
We define the distance between the proposed approximation of P (A/x 1 , x 2 ),-Γ(α, β, θ) and the actual function P (A/x 1 , x 2 ) as follows:
Now we have from (22), (23) and (24), (25), (26), (27) 
where
VI. RESTRAINTS FOR BASIC FUNCTIONS
We will consider in further all functions with arguments 1 ≥ F 1, F 2 ≥ 0, but not x 1 , x 2 . We have six function of F 1, F 2, that define (41): J, J, H 1 , H 2 , α, β. Let us to write the other function by help these function and find restraints for there functions.
(i)
By the same way
Restraints for function H 1 , H 2 are next:
(ii)
We shell find the best approximation Γ(α, β, θ) as follows
where the expected value F [...] is taken with respect to the joint PDF of possible realizations of: J, J, α, β, H 1 , H 2 for given F 1 and F 2 .
For the sake of brevity we denote:
Then from(53) and (41)
It remains to calculate the expected value in (58). We have by obvious assumptions
A. Lemma 1
Proof: Let us consider function: ρ J(a,b)/a,b Function J(a, b) is defined on the square 0 ≤ a, b ≤ 1 Let us make sampling of function J on this square by its dividing on small squares (i, j) and define value of the function J ij on every square i, j. Restraints for function J (***) can be written
here i = 1, ..., N , j = 1, ..., N All matrixes (J ij ) that satisfy these conditions are equal probability. Let us define probability density function
From symmetry conditions that define this function (ρ) with respect to transpositions lines and columns in matrix (J ij ) we can conclude that this function (ρ) also doesn't transform with respect to such transpositions.
Let us consider function ρ u/ij (u/ij) which is a discrete version of the function ρ J(a,b)/a,b (J(a, b)/a, b) :
Let us transpose lines and columns (J ij ) by such way that element J ij will be replaced by element J nk , the function ρ(J 11 , ...) will not be transform after it. So from previous equation we obtain ρ u/ij (u/ij) = ... 
From this equation we can conclude that ρ u/ij (u/ij) doesn't depend on ij so ρ J/ab (J/ab) doesn't depend on ab and
And
we cad conclude that
So we can obtain that Const = 1 in Eq.(69).
B. Lemma 2
Probability distribution functions α and β doesn't dependent on F 1 and F 2 .
Proof: Let us make sampling of function α(F 1 ) by dividing of domain of tis function F 1 , [0, 1] on intervals of 1/N, N ≫ 1 Then restriction conditions for α k , k = 1, ..., N :
All columns (α k ) that satisfy by this conditions are equal probability. Let us to consider respective function ρ(α 1 , ..., α k , ..., α l , ..., α N ). From symmetry conditions that define this function with respect to transpositions α k → α l function ρ(α 1 , ..., α k , ..., α l , ..., α N ) also doesn't transform with respect to such transpositions.So we can write
From this equation we can conclude that function ρ α/F1 (α/F 1 ) doesn't depend on F 1 .
From (59) we obtain
Let us define
It remain to find
Since
if the expression in square brackets is minimized at each point then the whole integral in (82) is minimized. Thus we may proceed as follows
Hence the optimum Γ(α, β, θ) is given by
The mean distance from (57) is
where Const in this equation is defined by
From this equation we can find boundaries of the Const. From 0 ≤ P (A/x 1 , x 2 ) ≤ 1 we can conclude
The second condition is
So from this two equations we can conclude
By next step we would like find function ρ α (α) (ρ β (β)) in equation for DIS.
Restrictions for function α(F 1 ), 0 ≤ F 1 ≤ 1 are next:
In discrete form (for N → ∞) we can rewrite
Let us define function U (α set ) by next way
Then function that satisfy equal probability distribution with considering restrictions (i),(ii) is
where δ -delta-function of Dirac. Constant C define by
It can be prooved (see each course of "Statistical mechanics"; transform from microcanonical to canonical distribution) that for N → ∞ distribution (98) is equal to next distribution:
where Z and K can be found from equations
Quest function ρ α (α) can be find by
From Eqs. (101), (102) we can find
where Λ(K) is decreasing function
If K is root of Eq (refpor6) we can write from Eqs. (103), (104), (105), (106) for function ρ α (α):
where 2 
IX. THE CASE OF MORE THEN TWO VARIABLES A AND X
Let A be a random variable, with values in set 0, 1, ..., L. Assume that the apriori probability P (A = i) is known and denote it by θ i , here i = 1, ..., L. Let X 1 , ..., X K be K random variables, with values in some set, say ] − ∞; +∞[. We are given the following information:X 1 = x 1 ,...,X K = x K (obtained though measurement). Furthermore, we have two system -"classifiers" , which given x 1 ,...,x K produce:
We wish to estimate the probability P (A = i/X 1 = x 1 , ..., X K = x K ) in terms of α ij and θ i . More specifically we wish to find a function Γ opt,M (α ij , θ i ) which on the average is the best approximation for P (A = M/x 1 , ..., x K ). By the same way that in case of two variables we can find that the Γ opt,M (α ij , θ i ) defined by equation
We have evidential restraints for α ij ,θ i 
