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Abstrat
Let K be a loal eld of mixed harateristi not absolutely ramied. Fontaine-
Laaille theory (see [13℄) gives a desription of the torsion rystalline Zp representations
of the absolute Galois group of K (p denotes the harateristi of the residual eld).
Improving the former works, Breuil introdued new modules and obtained an integer
and torsion thoery for the semi-stable representations (see [3℄).
In this paper, we follow Breuil's works and adapt them to the ase where the loal
eld K an be absolutely ramied. However, we would have a limitation on the index
of absolute ramiation.
Résumé
Soit K un orps loal de aratéristique mixte non absolument ramié. La théorie
de Fontaine-Laaille (voir [13℄) permet de dérire les Zp-représentations galoisiennes
ristallines entières de torsion (p désigne la aratéristique du orps résiduel). Pour-
suivant les préédents travaux, Breuil a introduit de nouveaux modules et a obtenu
une théorie entière et de torsion pour les représentations semi-stables (voir [3℄).
Dans et artile, nous reprenons les travaux de Breuil et les adaptons dans le as
où le orps loal K peut être absolument ramié. Nous aurons toutefois une ontrainte
sur l'indie de ramiation absolu.
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1 Introdution
Dans toute la suite de e papier, p désigne un nombre premier et k un orps parfait de
aratéristique p. On note k¯ une lture algébrique de k, Fp le sous-orps premier de k et si
q = ph est une puissane de p, Fq l'ensemble des solutions dans k¯ de l'équation x
q = x.
On désigne par W l'anneau des veteurs de Witt à oeients dans k. On rappelle que
omme k est parfait, et anneau est un anneau de valuation disrète omplet de aratéris-
tique nulle dont p est une uniformisante et dont le orps résiduel s'identie anoniquement
à k. On dispose en outre d'une appliation σ : W → W appelée Frobenius qui induit par
passage au quotient le Frobenius lassique sur k, 'est-à-dire l'élévation à la puissane p.
On appelle K0 le orps des frations de W , 'est un orps loal de aratéristique mixte.
On prend K une extension nie totalement ramiée de K0. On note e le degré de l'extension
K/K0, 'est l'indie de ramiation absolue de K. On appelle OK l'anneau des entiers de
K et on hoisit π une uniformisante de et anneau. On xe K¯ une lture algébrique de K,
on note OK¯ l'anneau des entiers de K¯ et GK = Gal
(
K¯/K
)
le groupe de Galois absolu du
orps K. On note I le groupe d'inertie ('est un sous-groupe de GK), Is le groupe d'inertie
sauvage et It = I/Is le groupe d'inertie modérée. Enn, on appelle v la valuation sur K¯
normalisée par v (π) = 1 (et don v (p) = e).
Une Zp-représentation (resp. Fp-représentation, resp. Fq-représentation, resp. Qp-repré-
sentation) de GK est une ation linéaire et ontinue de GK sur un Zp-module (resp. un Fp-
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espae vetoriel, resp. un Fq-espae vetoriel, resp. un Qp-espae vetoriel). An d'étudier
es représentations, diverses atégories ont été introduites. Nous allons nous préouper dans
e papier des atégoriesMr introduites par Breuil dans [6℄, et nous montrerons omment il
résulte de notre étude le théorème 1.0.1 i-dessous.
Avant de l'énoner, faisons quelques rappels (pour plus de préisions, voir le paragraphe
1 de [20℄). Soient h un entier et q = ph. Notons Vˆ = {x ∈ OK¯ / x
ph = πx} et V ⊂ OK¯/p
la rédution modulo p de Vˆ . L'espae V est une Fp-représentation de GK . De plus V hérite
naturellement d'une struture de Fq-espae vetoriel de dimension 1 et fournit un aratère
I → F⋆q qui se fatorise par θ : It → F
⋆
q . On pose θi = θ
pi
, e sont les aratères fondamentaux
de niveau h. Toute Fp-représentation irrédutible de dimension d du groupe d'inertie modérée
s'érit omme un produit de aratères fondamentaux de niveau h (voir la proposition 5 du
paragraphe 1 de [20℄).
Théorème 1.0.1. Soit X un shéma propre et lisse sur K à rédution semi-stable sur
l'anneau des entiers OK . On xe r un entier. Les exposants qui dérivent l'ation de l'inertie
modérée sur la semi-simpliée modulo p de Hr
ét
(XK¯ ,Qp)
⋆
(où XK¯ est l'extension des salaires
de X à K¯ et où  ⋆  signie que l'on prend le dual) sont ompris entre 0 et er.
Ce théorème est à rapproher d'une onjeture formulée par Serre dans le paragraphe
1.13 de [20℄ qui prédit le même résultat pour la représentation Hr
ét
(XK¯ ,Z/pZ)
⋆
. À l'heure
atuelle, ette onjeture est onnue dans le as r = 1 bonne rédution ([19℄), le as non
ramié bonne rédution ([13℄, [18℄), le as non ramié à rédution semi-stable ([5℄) et le as
r = 1 ([8℄). Le résultat donné ii ne fait auune hypothèse ni sur e, ni sur r. Remarquons
toutefois qu'il est vide pour er > p− 1.
Soit r un entier vériant er < p−1. Nous présentons dans le hapitre 2, la atégorieMr
et le fonteur T
st
qui assoie à tout objet de ette atégorie une Zp-représentation de torsion
de GK . Le hapitre 3 est onsaré à l'étude de la atégorieM
r
. En partiulier, toujours dans
le as er < p− 1, on démontre qu'elle est abélienne et artinienne.
Nous donnons ensuite dans le hapitre 4 une desription omplète des objets simples
de Mr, lorsque le orps résiduel k est supposé algébriquement los. Plus préisément nous
prouvons le théorème suivant :
Théorème 1.0.2. Supposons k algébriquement los et er < p− 1. Soit M un objet simple
de Mr. Alors, il existe une base (e1, . . . , eh) de S et une suite d'entiers (ni) ompris entre
0 et er, périodique de période exatement h, le tout tel que :
Fil
rM = un1e1 + . . .+ u
nheh + Fil
pS ·M,
φr (u
niei) = ei+1 et N (ei) = 0 pour tout i (onsidéré modulo h).
En outre, es objets sont tous simples et deux à deux non isomorphes.
Par la suite, nous nous intéressons véritablement au fonteur T
st
. On ommene par
déterminer son image sur les objets simples préédemment alulés. On obtient le théorème :
Théorème 1.0.3. Supposons k algébriquement los et er < p−1. SoitM un objet simple de
Mr omme dans le théorème 1.0.2. Alors la représentation galoisienne T
st
(M) est isomorphe
à :
θm11 θ
m2
2 . . . θ
mh
h
3
où mi est déni par ni +mi = er et où les θi sont les aratères fondamentaux de niveau h.
En partiulier, pour tout objet M de Mr tué par p, les exposants qui dérivent l'ation
de l'inertie modérée sur la semi-simpliée modulo p de T
st
(M) sont ompris entre 0 et er.
La onlusion des hapitres 5 et 6 est une réponse armative à une onjeture formulée
à la n de [6℄, énoné que nous rappelons ii :
Théorème 1.0.4. Supposons er < p − 1, alors le fonteur T
st
de la atégorie Mr dans la
atégorie des représentations linéaires de GK est exat, pleinement dèle, d'image essentielle
stable par sous-objets et quotients et indépendante du hoix de l'uniformisante π.
Le hapitre 7 étudie les onséquenes de tout e travail préliminaire. On ommene par
répondre à un as partiulier d'une onjeture formulée dans [9℄ (onjeture 2.2.6) :
Théorème 1.0.5. Supposons er < p− 1. Alors le fonteur T
st
réalise une anti-équivalene
de atégories entre la atégorie des modules fortement divisibles
1
et la atégorie des réseaux
stables par Galois dans les Qp-représentations semi-stables de GK à poids de Hodge Tate
ompris entre 0 et r.
On donne ensuite une preuve du théorème 1.0.1.
Ce travail a été aompli dans le adre de ma thèse de dotorat en mathématique que
je prépare sous la diretion de Christophe Breuil. Je tiens à le remerier vivement ii pour
les onseils, les expliations et les réponses qu'il a toujours su me fournir, ainsi que pour
la releture patiente des versions préliminaires de e texte. Je tiens à remerier également
Florian Herzig pour avoir relu en profondeur et artile, et pour ses ommentaires toujours
très appropriés.
2 Présentation des objets
Les objets introduits dans ette partie ne sont pas nouveaux et dérits plus en détail
dans les artiles [3℄ et [6℄. La première de es référenes n'étudie que le as e = 1, et don
ne présente les objets que dans e as partiulier.
On xe maintenant et jusqu'à la n de et artile un entier r positif ou nul vériant
l'inégalité er < p − 1. Les dénitions que nous allons donner ont un sens pour tout entier
r < p− 1 mais ertains théorèmes ne sont plus vériés lorsque er > p− 1.
2.1 La atégorie Mr et ses variantes
L'anneau S
On ommene par dénir un anneau que l'on va munir de strutures supplémentaires.
Bien que es strutures dépendent du orps K et de l'uniformisante π hoisie, nous le notons
simplement S par la suite.
Soit W [u] l'anneau des polynmes en une indéterminée u à oeients dans W . Soit
E (u) le polynme minimal de l'élément π sur K0, 'est un polynme d'Eisenstein. On on-
sidère l'enveloppe aux puissanes divisées de W [u] par rapport à l'idéal prinipal engendré
1
Voir le paragraphe 7.1 pour une dénition.
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par E (u) ompatibles aux puissanes divisées anoniques sur pW [u]. On rappelle que ela
signie que l'on ajoute formellement à l'anneau W [u] les éléments (E(u))
i
i!
. En tant qu'an-
neau, S est le omplété p-adique de ette enveloppe aux puissanes divisées. De façon plus
terre à terre, S est la sous-W -algèbre de K0 [[u]] suivante :
S =
{
∞∑
i=0
wi
(E (u))i
i!
, wi ∈ W [u] , lim
i→∞
wi = 0
}
ou enore :
S =
{
∞∑
i=0
wi
ui
q (i)!
, wi ∈ W, lim
i→∞
wi = 0
}
où q (i) désigne le reste de la division eulidienne de i par e, e étant l'indie de ramiation
absolue de orps K, également le degré du polynme E (u).
On prolonge le Frobenius à l'anneau S en dénissant l'appliation φ par :
φ
(
∞∑
i=0
wi
ui
q (i)!
)
=
∞∑
i=0
σ (wi)
upi
q (i)!
.
Il s'agit d'une appliation σ-semi-linéaire.
On munit en outre S de l'appliation W -linéaire N dénie par :
N
(
∞∑
i=0
wi
ui
q (i)!
)
= −
∞∑
i=1
iwi
ui
q (i)!
.
Il s'agit d'une dérivation au sens lassique mais pas de la dérivation lassique par rapport à
u, le degré du polynme n'étant pas abaissé.
On munit nalement S d'une ltration : pour tout entier positif ou nul n, on dénit
Fil
nS omme le omplété p-adique de l'idéal engendré par les éléments (E(u))
i
i!
pour i > n.
On a don :
Fil
nS =
{
∞∑
i=n
wi
(E (u))i
i!
, wi ∈ W [u] , lim
i→∞
wi = 0
}
.
Il est évident que Fil
0S = S, que Fil nS ⊂ Fil n−1S et que
⋂
n∈N Fil
nS = 0. On vérie de plus
ertaines ompatibilités ave les opérateurs dénis préédemment : N (Fil nS) ⊂ Fil n−1S et,
pour 0 6 n 6 p− 1, φ (Fil nS) ⊂ pnS. Ainsi, si 0 6 n 6 p− 1, on pose φn =
φ
pn
: Fil nS → S.
L'élément φ1 (E (u)) est une unité de S, on le notera c par la suite.
Dénition des atégories
On rappelle que r est un entier xé vériant er < p − 1. Un objet de la atégorie Mr
est la donnée :
1. d'un S-module M isomorphe à une somme direte (nie) de S/pnS pour des entiers
n onvenables ;
2. d'un sous-module Fil
rM de M ontenant Fil rS ·M ;
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3. d'une èhe φ-semi-linéaire φr : Fil
rM→M vériant la ondition :
φr (sx) =
1
cr
φr (s)φr ((E (u))
r x)
pour tout élément s ∈ Fil rS et tout élément x ∈M et telle que imφr engendre M en
tant que S-module ;
4. d'une appliation W -linéaire N :M→M telle que :
 pour tout s ∈ S et tout x ∈M, N (sx) = N (s)x+ sN (x)
 E (u)N (Fil rM) ⊂ Fil rM
 le diagramme suivant ommute :
Fil
rM
φr //
E(u)N

M
cN

Fil
rM
φr //M
Une èhe entre deux objets M et M′ de ette atégorie est un morphisme S-linéaire
de M dans M′ respetant la ltration et ommutant aux appliations φr et N .
On peut dénir également la atégorie Mr0. Il s'agit de la même hose sauf que l'on
ne fait pas as de l'appliation N , les objets sont don la donnée des trois premiers points
exposés préédemment.
2.2 Le fonteur vers les représentations galoisiennes
L'anneau A
ris
Soit R l'anneau limite projetive du diagramme :
OK¯/pOK¯ ← OK¯/pOK¯ ← . . .← OK¯/pOK¯ ← . . .←
les appliations de transition étant à haque fois l'élévation à la puissane p. Un élément de R
est une suite
(
u(k)
)
k>1
d'éléments de OK¯/pOK¯ telle que pour tout entier k,
(
u(k+1)
)p
= u(k).
On onsidère W (R) l'anneau des veteurs de Witt à oeients dans R et l'appliation
suivante :
θˆ : W (R) → OCp
(a0, a1, . . . , an, . . .) 7→
∑
n>0 p
nxˆ
(n)
n
où Cp désigne le omplété p-adique de K¯ et où xˆ
(n)
n est la limite quand m tend vers l'inni
d'une suite (aˆ
(n+m)
n )p
m
, aˆ
(j)
i ∈ OK¯ désignant un relevé quelonque de a
(j)
i .
On montre
2
que le noyau de θˆ est l'idéal prinipal de W (R) engendré par l'élément
ξ =
[
p
]
−p, où
[
p
]
est le représentant de Teihmüller de p ∈ R déni par p = (p1, . . . , pn, . . .),
les pn formant un système ompatible de raines p
n
-ièmes de p. L'anneau A
ris
s'obtient en
introduisant des puissanes divisées en ξ, et en omplètant p-adiquement :
A
ris
=
{∑
i>0
ai
ξi
i!
, ai ∈ W (R) , ai −→ 0
}
.
2
Pour une preuve simple, voir le paragraphe II.2.2 de [2℄
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L'anneau A
ris
hérite d'un Frobenius φ et d'une ation du groupe de Galois GK dénis
via leur ation sur W (R). On munit également A
ris
d'une ltration déroissante dénie de
la façon suivante :
Fil
nA
ris
=
{∑
i>n
ai
ξi
i!
, ai ∈ W (R) , ai −→ 0
}
⊂ A
ris
.
L'anneau Aˆ
st
L'anneau Aˆ
st
s'obtient en omplétant p-adiquement la PD-algèbre polynomialeA
ris
〈X〉 :
Aˆ
st
=
{∑
i>0
ai
X i
i!
, ai ∈ Aris, ai −→ 0
}
.
On étend le Frobenius et l'ation de Galois à Aˆ
st
de la façon suivante. On pose φ (X) =
(1 +X)p − 1. Soit (π1, π2, . . . , πn, . . .) un système ompatible de raines pn-ièmes de l'uni-
formisante
3 π et soit g ∈ GK . Pour tout entier n, il existe εn (g) une raine p
n
-ième de l'unité
telle que g (πn) = εn (g)πn. La suite [εn (g)] dénit un élément [ε (g)] ∈ Aris. L'élément g
agit sur X par g (X) = [ε (g)]X + [ε (g)] − 1. La ltration sur Aˆ
st
est obtenue en faisant
le produit de onvolution de la ltration de A
ris
par la ltration naturelle donnée par les
puissanes divisées en X :
Fil
nAˆ
st
=
{∑
i>0
ai
X i
i!
, ai ∈ Fil
n−iA
ris
, ai −→ 0
}
⊂ Aˆ
st
ave la onvention Fil
kA
ris
= A
ris
si k < 0. Pour n 6 p− 1, on a φ(Fil nAˆ
st
) ⊂ pnAˆ
st
et on
pose φn =
φ
pn |FilnAˆ
st
.
On munit nalement Aˆ
st
d'un opérateur de monodromie N déni omme l'unique déri-
vation ontinue A
ris
-linéaire telle que N (X) = 1 +X.
L'anneau Aˆ
st
n'est pas sans lien ave S : dans [4℄, Breuil prouve que le morphisme
de W -algèbres S → Aˆ
st
, u 7→ [π]
1+X
([π] désigne le représentation de Teihmüller de π =
(π¯1, . . . , π¯n, . . .) ∈ R, π¯i étant la rédution modulo p de πi) identie S ave l'ensemble Aˆ
GK
st
des invariants de Aˆ
st
sous l'ation du groupe de Galois. En outre, e morphisme fait de Aˆ
st
un S-module. Toutefois, Aˆ
st
ne vérie pas les propriétés néessaires pour être un objet de
la atégorie Mr.
Le fonteur T
st
On pose Aˆ
st,∞ = Aˆst⊗W K0/W . L'ation du groupe de Galois, le Frobenius, la ltration
et la monodromie s'étendent à Aˆ
st,∞ ar Fil
nAˆ
st
∩prAˆ
st
= prFil nAˆ
st
. En outre, pour la même
raison, si r < p−1, l'objet Aˆ
st,∞ hérite de φr. Ce n'est toutefois pas un objet de la atégorie
3
Ainsi l'anneau Aˆ
st
dépend a priori du hoix de e système ompatible de raines. Cependant, on prouve
que e n'est pas le as.
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Mr : il n'est pas de longueur nie en tant que S-module, et l'image de φr n'engendre pas
tout l'espae. Il est quand même légitime de onsidérer l'ensemble des morphismes d'un
objet M de Mr dans Aˆ
st,∞ et on dénit :
T
st
(M) = Hom(M, Aˆ
st,∞)
le Hom préédent signiant que l'on prend les morphismes ompatibles au Fil
r
, au Frobe-
nius et à l'opération de monodromie. Cet ensemble est naturellement une Zp-représentation
galoisienne de torsion, tuée par la puissane de p qui annule M.
Notre but est prinipalement d'étudier le fonteur T
st
, et pour e faire, nous allons
quasiment toujours proéder par dévissage en regardant dans un premier temps les objets
tués par p, que nous étudions dans le paragraphe suivant.
2.3 Les objets tués par p
Les atégories M˜
r
L'anneau important ii est k [u] /uep qui est relié à S/pS grâe à l'appliation de pro-
jetion σ : S/pS → k [u] /uep dénie par σ (u) = u et σ(u
ei
i!
) = 0 pour i > p. Sur et
anneau, on dénit une ltration par Fil
nk [u] /uep = uenk [u] /uep, un Frobenius φ par
φ (
∑
wiu
i) =
∑
wpi u
ip
(pour wi ∈ k) et un opérateur de monodromie N omme l'unique
dérivation k-linéaire vériant N (u) = −u
On dénit ensuite la atégorie M˜
r
: les objets sont les données des quatre points qui
suivent :
1. un k [u] /uep-moduleM libre de rang ni ;
2. un sous-module Fil
rM de M ontenant Fil rk [u] /uep · M = uerM ;
3. une èhe φ-semi-linéaire φr : Fil
rM → M telle que l'image de φr engendre M en
tant que k [u] /uep-module ;
4. une appliation k-linéaire N :M→M telle que :
 pour tout λ ∈ k [u] /uep et tout x ∈M, N (λx) = N (λ) x+ λN (x)
 ueN (Fil rM) ⊂ Fil rM
 le diagramme suivant ommute :
Fil
rM
φr //
ueN

M
cpiN

Fil
rM
φr //M
où cπ est la rédution de c dans k [u] /u
ep
.
On introduit également la atégorie M˜
r
0 dénie omme M˜
r
sauf que l'on oublie la donnée
de l'opérateur N .
On peut omparer les objets deMr tués par p et eux de M˜
r
. SiM est un objet deMr
tué par p, 'est naturellement un S/pS-module (même libre de rang ni), et on peut don
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onsidérer le produit tensoriel T (M) = M⊗(σ) k [u] /u
ep
qui hérite d'une ltration, d'un
Frobenius et d'une monodromie et dont on vérie qu'il est dans M˜
r
. Cette onstrution
dénit un fonteur T allant de la sous-atégorie pleine de Mr formée des objets tués par p
dans la atégorie M˜
r
.
Proposition 2.3.1. Le fonteur T déni préédemment est une équivalene de atégories.
Démonstration. Elle est en tout point similaire à elle donnée pour la proposition 2.2.2.1
de [3℄. 
On obtient ainsi une desription plus simple des objets de Mr tués par p, les objets de
M˜
r
pouvant être vus omme des k-espaes vetoriels de dimension nie.
Desription du quotient Aˆ
st
/pAˆ
st
Soit M un objet de Mr tel que pM = 0. Alors T
st
(M) = Hom(M, Aˆ
st
/p). Nous allons
dans un premier temps dérire expliitement le quotient Aˆ
st
/p.
On rappelle que l'on a déni deux éléments de R qui sont p et π. On a le résultat suivant
(voir paragraphe 3.7 de [15℄) :
Lemme 2.3.2. Ave les notations préédentes, A
ris
/pA
ris
s'identie à l'enveloppe aux puis-
sanes divisées RPD de R par rapport à l'idéal prinipal engendré par p. En outre, on peut
également identier et anneau à R [Xi] /
(
pp, Xpi
)
i>1
, l'isomorphisme envoyant Xi sur la
pi-ième puissane divisée
[p]
pi
(pi)!
∈ A
ris
/pA
ris
.
La première projetion R→ OK¯/p induit un isomorphisme R/p
pR ≃ OK¯/p. On déduit
du lemme préédent que A
ris
/pA
ris
s'identie anoniquement à OK¯/p [Xi] /X
p
i , i dérivant
l'ensemble des entiers stritement positifs. Finalement on voit que Aˆ
st
/p s'identie à l'anneau
suivant :
(OK¯ [Xi] 〈X〉) / (p,X
p
i )i>1 .
On rappelle que p1 est une raine p-ième de p. Via les identiations préédentes, et pour
n < p, Fil n(Aˆ
st
/p) est le sous-OK¯/p-module de Aˆst/p engendré par les p
n−i
1
Xi
i!
(pour i 6 n),
les
Xi
i!
(pour i > n) et les Xi (pour i > 1). On a φr (Xi) = 0 et φ1 (X) =
(1+X)p−1
p
= Y . La
monodromie est l'unique dérivation (A
ris
/pA
ris
)-linéaire et ontinue N qui envoie X
i
i!
sur
(1 +X) X
i−1
(i−1)!
.
Desription du fonteur T
st
Nous herhons à faire le transport via le fonteur T pour voir omment le fonteur T
st
se réalise à travers la atégorie M˜
r
. L'objet à aluler est le produit tensoriel Aˆ
st
/p ⊗S/pS
k [u] /uep. Pour ela, on dénit Aˆ = (OK¯/p) 〈X〉. On a un morphisme de OK¯/p-modules :
pr : Aˆ
st
/pAˆ
st
→ Aˆ
donné, via la desription préédente, par pr (X) = X et pr (Xi) = 0 pour tout i. On vérie
que pr est S/pS-linéaire. On dénit également Fil rAˆ = pr(Fil rAˆ
st
/pAˆ
st
) et on vérie que
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l'on peut dénir une unique appliation φr : Fil
rAˆ → Aˆ (resp. N : Aˆ → Aˆ) vériant
φr ◦ pr = pr ◦ φr (resp. N ◦ pr = pr ◦N). Notons qu'il faut faire attention lorsque l'on veut
eetuer des aluls ave φr : avant d'élever à la puissane p, il faut toujours relever l'élément
dans Fil
rAˆ
st
. Par exemple, dans A
ris
/pA
ris
, on a φ1 (p1) = X1 − 1 et don si x ∈ OK¯/p est
un multiple de πer1 , on obtient φr (x) = (−1)
r xp
pr
, ave un signe a priori inattendu.
De plus, on a une inlusion S/pS-linéaire :
i : k [u] /uep → Aˆ
dénie par i (1) = 1. On peut former le produit :
pr · i : Aˆ
st
/pAˆ
st
⊗S/pS k [u] /u
ep → Aˆ.
Lemme 2.3.3. L'appliation préédente est un isomorphisme qui respete les strutures.
Démonstration. La surjetivité et le respet des strutures sont immédiats. Comme σ :
S/pS → k [u] /uep est surjetif, tout élément de Aˆ
st
/pAˆ
st
⊗S/pS k [u] /uep s'érit x ⊗ 1 ave
x ∈ Aˆ
st
/pAˆ
st
. Pour vérier l'injetivité, il sut don de voir que (ker pr)⊗S/pS k [u] /u
ep = 0
mais ei résulte diretement de :
Xi ⊗ 1 =
πep
i
1
(pi)!
⊗ 1 =
uep
i
(pi)!
⊗ 1 = 1⊗ σ
(
uep
i
(pi)!
)
= 0.

On onstruit une appliation :
Hom(M, Aˆ
st,∞)→ Hom(T (M) , Aˆ)
déduite de la tensorisation par k [u] /uep au-dessus de S/pS (et où tous les morphismes
doivent ommuter aux strutures supplémentaires).
Lemme 2.3.4. L'appliation préédente est un isomorphisme de Zp-modules galoisiens.
Démonstration. Commençons par l'injetivité. Soit ψ ∈ Hom(M, Aˆ
st,∞) induisant par
tensorisation l'appliation nulle T (M)→ Aˆ. Le diagramme suivant est ommutatif :
M
ψ //
x 7→1⊗x

Aˆ
st,∞
pr

T (M) 0 // Aˆ
d'où imψ ⊂ ker pr. On vérie failement que φr (ker pr) = 0. Comme ψ ommute à φr et
φ(Fil rM) engendreM, on en déduit ψ = 0. L'appliation Hom(M, Aˆ
st,∞)→ Hom(T (M) , Aˆ)
est injetive.
Pour la surjetivité, notons T (M)0 l'image de φr sur T (M). La preuve de la proposition
2.2.2.1 de [3℄ fournit l'isomorphisme :
M≃ T (M)0 ⊗k[up]/uep S/pS.
Soit ψ¯ : T (M) → Aˆ. D'après l'isomorphisme préédent, elle induit une appliation S/pS-
linéaireM→ Aˆ⊗k[up]/uep S/pS, et e dernier module s'envoie de façon naturelle dans Aˆst,∞.
On vérie nalement que l'appliation omposée ommute à Fil
r
, φr et N et relève ψ¯. 
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Desription de l'anneau Aˆ
Lemme 2.3.5. Soit R un anneau dans lequel tous les entiers premiers à p sont inversibles.
Alors on a un isomorphisme :
(R [X ′] 〈Y 〉) / (X ′p − 1, p) −→ (R 〈X〉) /p
envoyant X ′ sur X + 1 et Y
i
i!
sur
1
i!
(
(X+1)p−1
p
)i
.
Démonstration.D'abord, l'appliation préédente, disons ψ, est bien dénie : on a (1 +X)p ≡
1 +Xp ≡ 1 (mod p).
Pour prouver que ψ est un isomorphisme, on remarque que haun des objets intervenant
est un R/p-module libre et que ψ est R/p-linéaire. Une base du module soure est donnée
par la famille
(
X ′i · Y
j
j!
)
06i6p−1, j>0
. Le module but admet pour base la famille
(
Xn
n!
)
n>0
.
L'image par ψ de l'élément X ′i · Y
j
j!
est :
ψ
(
X ′i ·
Y j
j!
)
= (1 +X)i ·
(
(1+X)p−1
p
)j
j!
.
Le terme dominant de ette dernière expression est
Xpj+i
pjj!
et si on note vp la valuation p-
adique normalisée par vp (p) = 1, on a :
vp ((pj + i)!) = j + vp (j!) = vp
(
pjj!
)
puisque i < p. Comme les entiers premiers à p sont par hypothèse inversibles dans R, l'égalité
préédente assure qu'il existe un élément inversible α ∈ R/p tel que pjj! = α (pj + i)!. Ainsi
la  matrie  représentant l'appliation ψ dans les bases données i-dessus est triangulaire
et les termes diagonaux sont tous inversibles. Cela prouve que ψ est bijetive. 
L'anneau OK¯ vérie les hypothèses du lemme que l'on vient de prouver ; on obtient don
le orollaire suivant qui donne une nouvelle desription relativement expliite de l'anneau
Aˆ :
Corollaire 2.3.6. On a un isomorphisme :
Aˆ→ (OK¯ [X
′] 〈Y 〉) / (X ′p − 1, p)
En outre l'opérateur de monodromie s'exprime simplement sur ette desription : on a
N (X ′) = X ′ et N
(
Y i
i!
)
= Y
i−1
(i−1)!
.
Ation de Galois sur l'anneau Aˆ.
On va déterminer l'ation de Galois sur les éléments X ′ et Y . Pour X ′ 'est faile puisque
par dénition on a g (X ′) = ε (g)X ′ pour tout g ∈ GK .
Pour Y , on pourrait être tenté d'érire :
g (Y ) =
ε (g)p (1 +X)p − 1
p
= Y
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mais on n'a pas le droit de faire e alul à ause de la division par p. Ce qu'il faut, 'est
hoisir un relevé de Y dans Aˆ
st
, aluler l'ation de Galois sur e relevé et voir quel élément
orrespond dans Aˆ.
Comme relevé, on pourrait hoisir
(1+X)p−1
p
mais on hoisit d'abord :
log (1 +X) = X −
X2
2
+
X3
3
+ . . .+ (−1)i−1
X i
i
+ . . . ∈ Aˆ
st
Soit g ∈ GK . On a g log (1 +X) = log (g (1 +X)) = log ([ε (g)] (1 +X)) = g (Y ) = Y + tˆ (g)
où :
tˆ (g) = log ([ε (g)]) = [ε (g)]−
[ε (g)]2
2
+
[ε (g)]3
3
+ . . .+ (−1)i−1
[ε (g)]i
i
+ . . . ∈ A
ris
Nous allons déterminer l'image t (g) de tˆ (g) dans Aˆ. Remarquons que omme tˆ (g) ∈ A
ris
,
on a simplement t (g) ∈ OK¯/p. Nous allons prouver qu'il s'agit d'une raine (p− 1)-ième de
(−p).
Lemme 2.3.7. Ave les notations préédentes, t (g) est l'image dans OK¯/p de :
−
(ε (g)− 1)p
p
où ε (g) ∈ OK¯ est la raine p-ième de l'unité telle que g (π1) = ε (g)π1.
Démonstration. Il est plus pratique ii d'érire les hoses sous la forme suivante :
Y −
Xp
p
=
X ′p − 1− (X ′ − 1)p
p
et de développer :
Y −
Xp
p
= a1X
′ + a2X
′2 + . . .+ ap−1X
′p−1
ave ai =
(−1)iCip
p
. En appliquant g, on obtient :
gY − g
(
Xp
p
)
= a1 [ε (g)]X
′ + a2 [ε (g)]
2X ′
2
+ . . .+ ap−1 [ε (g)]
p−1X ′
p−1
d'où dans Aˆ :
t (g) ≡ g
(
Xp
p
)
−
(ε (g)− 1)p
p
(mod X)
Comme on sait que t (g) ∈ OK¯/p, il sut pour onlure de prouver que g
(
Xp
p
)
est nul
modulo X . Mais dans Aˆ
st
, on a g
(
Xp
p
)
= ([ε(g)](1+X)−1)
p
p
et don modulo X , on obtient :
g
(
Xp
p
)
≡
([ε (g)]− 1)p
p
(mod X)
On onlut en remarquant que [ε (g)]− 1 ∈ ker θˆ. 
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Lemme 2.3.8. L'élément t (g) est soit nul soit égal dans OK¯/p à la rédution modulo p
d'une raine (p− 1)-ième de (−p) dans OK¯ .
Démonstration. Supposons t (g) 6= 0. Prouvons d'abord que t (g)p−1 ≡ −p (mod p2).
D'après le lemme 2.3.7, ela revient à montrer que :
(ε (g)− 1)p(p−1) ≡ −pp (mod pp+1).
Modulo 1+X + . . .+Xp−1, le polynme (X − 1)p−1 s'érit a0 + a1X + . . .+ ap−2X
p−2
ave
ai = (−1)
i
C
i
p−1 − 1. On vérie que ai est un multiple de p et on pose bi =
ai
p
. En élevant à
la puissane p, on obtient :
(X − 1)p(p−1) ≡ pp
(
b0 + b1X + . . .+ bp−2X
p−2
)p
(mod 1 +X + . . .+Xp−1)
d'où
(X − 1)p(p−1) ≡ pp (b0 + b1 + . . .+ bp−2) (mod 1 +X + . . .+X
p−1, pp+1).
Il ne reste plus qu'à vérier que b0 + b1 + . . .+ bp−2 = −1 pour onlure.
Notons η1, . . . , ηp−1 ∈ OK¯ les raines (p− 1)-ièmes de (−p). On a :
(t (g)− η1) . . . (t (g)− ηp−1) = 0 (mod p
2)
ou enore v (t (g)− η1) + . . . + v (t (g)− ηp−1) > 2e. Il existe don i tel que v (t (g)− ηi) >
2e
p−1 . De plus pour tout i, v (ηi) =
e
p−1 et pour i 6= j, v (ηi − ηj) =
e
p−1 ar deux raines
(p− 1)-ièmes de l'unité sont enore distintes dans le orps résiduel. Il vient, si j 6= i,
v (t (g)− ηj) = v ((t (g)− ηi) + (ηi − ηj)) =
e
p−1 , puis v (t (g)− ηi) >
(
2− p−2
p−1
)
e > e. Cela
onlut. 
3 Généralités sur les atégories Mr et M˜
r
Outre de nombreuses expliitations, ette partie a pour but de démontrer les deux résul-
tats suivants. D'une part les atégoriesMr dénies préédemment ne dépendent pas du hoix
d'une uniformisante π. D'autre part, es atégories sont abéliennes et même artiniennes.
3.1 Indépendane du hoix de l'uniformisante
Considérons π et π′ deux uniformisantes de K. Notons respetivement E (u) et E ′ (u)
les polynmes minimaux de π et π′.
Soit P (u) un polynme à oeients dans W tel que P (π) = π′ et P (0) = 0. On dénit
une appliation ν : S → S en posant ν (s) = s ◦ P . C'est un morphisme d'anneaux, bijetif.
Il n'est par ontre ompatible ni au Frobenius, ni à l'opérateur de monodromie, et nous
allons dans un premier temps voir omment ν se omporte vis-à-vis de es opérateurs.
Plongeons S dans T = K0 [[u]] et prolongeons les opétateurs φ et N à T . Ils vérient la
relationNφ = pφN . De même la bijetion ν s'étend en une bijetion de T . Notons nalement
m l'idéal maximal de S, 'est l'idéal engendré par p, u et u
ei
i!
pour i > 1.
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Lemme 3.1.1. Soit t ∈ m. L'appliation de T dans T dénie par :
x 7→
∞∑
i=0
ti
i!
N i (x)
est l'unique morphisme d'anneaux qui envoie u sur u exp (−t).
Démonstration. Puisque t ∈ m, on n'a auun soui de onvergene dans T . En outre,
omme N (u) = −u, il vient N i (u) = (−1)i u et don u est bien envoyé sur u exp (−t).
Il reste à vérier que l'on a bien aaire à un morphisme d'anneaux. La stabilité par
addition est immédiate. Soient x et y dans T , alulons :
∞∑
i=0
ti
i!
N i (xy) =
∞∑
i=0
ti
i!
∑
k+l=i
C
k
iN
k (x)N l (y)
=
∑
k,l>0
ti
k!l!
Nk (x)N l (y)
=
(
∞∑
k=0
tk
k!
Nk (x)
)
·
(
∞∑
l=0
tl
l!
N l (y)
)
e qui onlut la preuve. 
Lemme 3.1.2. Il existe un (unique) élément t ∈ m tel que l'appliation ν−1 ◦ φ ◦ ν : S → S
soit donnée par la formule :
x 7→
∞∑
i=0
ti
i!
N i ◦ φ (x) .
Démonstration. Faisons les aluls dans T après avoir vérié que si une suite d'éléments
de S admet une limite dans S, alors elle onverge aussi dans T , et vers la même limite.
Regardons d'abord le as où P s'érit uH (u) ave H ∈ 1 + m. Dans es onditions on
est apable de dénir logH ∈ T . D'autre part, notons uS (u) l'image réiproque de u par
ν. Notons H(φ) le polynme déduit de H en appliquant φ à haun de ses oeients : on a
φ (H) (u) = H(φ) (up).
Dans l'anneau T , on a alors les égalités suivantes :
ν (x) =
∞∑
i=0
(− logH (u))i
i!
N i (x) et ν−1 (x) =
∞∑
i=0
(− log S (u))i
i!
N i (x) .
Un alul donne :
ν−1 ◦ φ ◦ ν (x) =
∞∑
i=0
[
− log
(
H(φ) (upS (u)p)
)]i
pii!
ν−1 ◦N i (φ (x)) .
On a d'autre part :
ν−1 ◦N i (φ (x)) =
∞∑
j=0
(− log S (u))j
j!
N i+j (φ (x))
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et don en regroupant :
ν−1 ◦ φ ◦ ν (x) =
∑
i,j>0
[
− log
(
H(φ) (upS (u)p)
)]
pii!
(− logS (u))j
j!
N i+j (φ (x))
e que l'on réduit, grâe à la formule du binme, en :
ν−1 ◦ φ ◦ ν (x) =
∞∑
i=0
1
i!
[
− logH(φ) (upS (u)p)
p
− logS (u)
]i
N i (φ (x)) .
On voit sur ette dernière ériture que l'on a trouvé un andidat pour t. Il se réérit sous la
forme plus sympatique suivante :
t = −
1
p
log
[
S (u)pH(φ) (upS (u)p)
]
Mais par dénition de S et de H , on a S (u)H (uS (u)) = 1 et don en appliquant φ
et en regardant modulo p, on trouve S (u)pH(φ) (upS (u)p) ≡ 1 (mod p). On en déduit que
t ∈ S et vérie les onditions du lemme.
Si P n'est pas de la forme préédente, on peut toujours déomposer ν : S → S → S
où la première èhe ν0 est de la forme préédente et la seonde un morphisme d'anneaux
envoyant u sur [λ]u, où [λ] est le représentant de Teihmüller d'un λ ∈ k. On vérie que
l'on a le diagramme ommutatif suivant :
S ν0
//
ν
**
ν−1φν= ν−10 φν0

S
φ

// S
φ

S ν0
// S // S
On est don ramené au même problème ave ν0, déjà traité. 
Lemme 3.1.3. Il existe un (unique) élément n ∈ S tel que l'appliation ν−1 ◦N ◦ν : S → S
soit donnée par la formule :
x 7→ nN (x)
Démonstration. Rappelons que l'appliation ν était donnée par x 7→ x ◦ P , et que l'on
peut dérire N via la formule N (s) = −us′ où s′ désigne la dérivée usuelle de s (par rapport
à u).
On peut alors aluler :
ν−1 ◦N ◦ ν (x) = ν−1 [N (x ◦ P )] = ν−1 [−uP ′ · (x′ ◦ P )]
D'autre part, on a :
ν (N (x)) = ν (−ux′) = −P · (x′ ◦ P )
d'où :
ν−1 ◦N ◦ ν (x) = ν−1
(
−uP ′ (u)
P (u)
)
N (x)
et on a ainsi un andidat pour n. Or ν−1 (P (u)) = u par dénition et par ν−1, u s'envoie
sur un multiple de u : n = ν−1
(
−uP ′(u)
P (u)
)
∈ S et onvient. 
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Constrution du fonteur
Notons Mrπ (resp. M
r
π′) la atégorie obtenue en hoisissant π (resp. π
′
) omme uni-
formisante de K. On souhaite onstruire un fonteur (qui va s'avérer être une équivalene
de atégories) entre les atégories Mrπ et M
r
π′ . Notons que si r = 0, les atégories M
0
π et
M0π′ sont identiques. On peut supposer r > 0 et don p > 2 (puisque er < p− 1).
Soit M un objet de Mr. L'appliation ν dénie préédemment fait de S une S-algèbre
et on remarque que si l'on munit les anneaux des ltrations orrespondant respetivement
au hoix des uniformisantes π et π′, l'appliation ν est ompatible aux ltrations.
Considérons les onstantes t et n fournies par les lemmes 3.1.2 et 3.1.3 et dénissons :
M ′ = S (ν)⊗M
Fil
rM ′ = S (ν)⊗ Fil
rM
φ′r (s⊗ x) = φ (s)⊗
(
∞∑
i=0
ti
i!
N i ◦ φr (x)
)
N ′ (s⊗ x) = N (s)⊗ x+ s⊗ nN (x)
les deux dernières égalités étant dénies pour tout s ∈ S et respetivement tout x ∈ Fil rM
et tout x ∈M.
Lemme 3.1.4. Pour tout entier i > 1, le diagramme suivant est ommutatif :
Fil
rM
φr //
E(u)iN i

M
ciN i

Fil
rM
φr //M
Démonstration. On prouve la propriété par réurrene. Pour i = 1, elle est vraie par
hypothèse. Pour l'hérédité, juxtaposons les deux diagrammes :
Fil
rM
φr //
E(u)iN i

M
ciN i

Fil
rM
φr //
E(u)N

M
cN

Fil
rM
φr //M
Le grand retangle est ommutatif puisque les deux arrés le sont. Soient x ∈ M et s ∈ S.
On a :
(sN) ◦
(
siN i
)
(φr (x)) = s
[
N
(
si
)
N i (φr (x)) + s
iN i+1 (φr (x))
]
= siN (s)N i (x) + si+1N i+1 (x) .
En appliquant le alul préédent deux fois et en utilisant la ommutativité du diagramme,
on obtient, pour tout x ∈ Fil rM :
ciN (c)N i (φr (x)) + c
i+1N i+1 (φr (x))
= φr
[
E (u)iN (E (u))N i (x) + E (u)i+1N i+1 (x)
]
= φ (N (E (u)))φr
(
E (u)iN i (x)
)
+ φr
(
E (u)i+1N i+1 (x)
)
.
16
On sait que φ (N (E (u))) = N (c), e qui permet de onlure en utilisant une dernière fois
l'hypothèse de réurrene. 
Lemme 3.1.5. L'appliation φ′r est bien dénie et est φ-semi linéaire.
Démonstration. Dans un premier temps, si x ∈ Fil rM, d'après le lemme 3.1.4 l'élément
1
i!
N i ◦ φr (x) est bien déni puisqu'égal à φr
(
E(u)i
i!
N i (x)
)
. Remarquons que
E(u)i
i!
N i (x) est
toujours élément de Fil
rM : si i < r < p, 'est vrai ar i! est inversible et si i > r, 'est vrai
par hypothèse.
D'autre part, pour i≫ 0, on a :
φr
(
E (u)i
i!
N i (x)
)
=
1
cr
φr
(
E (u)i
i!
)
φr
(
E (u)rN i (x)
)
et le fateur φr
(
E(u)i
i!
)
est multiple de
pi−r
i!
. Comme on a supposé p > 2, la valuation p-
adique de e dernier tend vers l'inni. Cela prouve que la suite des
1
i!
N i ◦ φr (x) onverge
vers 0 et don que la somme de la série est bien dénie.
Reste à voir que si s ∈ S et x ∈ Fil rM, on a φ′r (1⊗ sx) = φ
′
r (ν (s)⊗ x). Comme dans
le lemme 3.1.1, on prouve :
∞∑
i=0
ti
i!
N i (φr (sx)) =
(
∞∑
i=0
ti
i!
N i (φ (s))
)
·
(
∞∑
i=0
ti
i!
N i (φr (x))
)
.
Le premier fateur vaut ν−1 ◦ φ ◦ ν (s) d'après le lemme 3.1.2. Cela onlut, le fait que φ′r
est φ-semi-linéaire étant évident. 
Lemme 3.1.6. L'appliation N ′ est bien dénie et vérie la ondition de Leibniz.
Démonstration. Comme préédemment, il s'agit de vérier que pour s ∈ S et x ∈M, on
a N ′ (1⊗ sx) = N ′ (ν (s)⊗ x). Calulons :
N ′ (1⊗ sx) = 1⊗ nN (sx) = 1⊗ nN (s) x+ 1⊗ nsN (x) .
Or d'après le lemme 3.1.3, on a nN (s) = ν−1 ◦N ◦ν (s) et don 1⊗nN (s)x = N ◦ν (s)⊗x.
D'autre part, on a 1⊗ nsN (x) = ν (s)⊗ nN (x). On en déduit que :
N ′ (1⊗ sx) = N ◦ ν (s)⊗ x+ ν (s)⊗ nN (x)
omme on voulait. 
Proposition 3.1.7. L'objetM′ muni de Fil rM′, de φ′r et de N
′
est un objet de la atégorie
Mrπ′.
Démonstration. La seule vériation qui pose problème est la ommutativité du dia-
gramme reliant φ′r à N
′
. Par un simple alul, on prouve dans un premier temps qu'il
existe une onstante c′ faisant ommuter le diagramme suivant :
Fil
rM′
φ′r //
ν(E(u))N ′

M′
c′N ′

Fil
rM′
φ′r //M′
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Comme ν (E (u)) s'obtient à partir de E ′ (u) simplement par la multipliation par une unité
de S, un diagramme équivalent, dans lequel on a remplaé ν (E (u)) par E ′ (u) et dans lequel
la onstante c′ a été modié, ommute. D'autre part le alul prouve que la onstante c′
obtenue ne dépend pas de M.
Soient n un entier et M = S/pnS · e1 muni de Fil rM =M, φr (e1) = e1 et N (e1) = 0.
On a (c′N ′) ◦ φ′r (u⊗ e1) = φ
′
r ◦ (E
′ (u)N) (u⊗ e1), e qui donne après alul :
[c′pup − upφ (E ′ (u))]⊗ e1 = 0.
Ainsi pn divise c′pup − upφ (E ′ (u)) pour tout n et nalement c′ = φ1 (E
′ (u)). 
On a ainsi déni un fonteur (la dénition sur les èhes est évidente) Mrπ →M
r
π′.
Canoniité et ompatibilité
Proposition 3.1.8. Le fonteur déni préédemment ne dépend pas du hoix de l'élément
P ∈ S.
Démonstration. Ave les notations préédentes, il sut de prouver que si P = uH est
tel que P (π) = π, alors M et M′ sont anoniquement isomorphes. Notons ν : S → S le
morphismes d'anneau tel que ν (u) = P (u). La ondition implique H (u) − 1 ∈ Fil 1S et
don l'élément log (H (u)) est bien déni dans S.
Si M est un objet de Mrπ, on peut dénir l'appliation :
S(ν)⊗M → S
s⊗ x 7→ s
∞∑
i=0
(− logH (u))i
i!
N i (x)
Comme log (H (u)) ∈ Fil 1S, l'élément (− logH(u))
i
i!
est bien déni. En outre le fait que dans
T , exp (logH (u)) = H (u) ∈ S prouve que la suite (logH(u))
i
i!
onverge vers 0 et nalement
que l'appliation est bien dénie.
Il ne reste plus qu'à voir que 'est un isomorphisme S-linéaire et ompatible à toutes les
strutures ; 'est don une èhe dans Mrπ. 
Corollaire 3.1.9. Le fonteur déni préédemment est une équivalene de atégorie.
Si, omme préédemment, π et π′ sont deux uniformisantes de K, on peut dénir
Aˆ
stπ et Aˆstπ′ . Pour ela, rappelons que l'on avait besoin de hoisir (π1, . . . , πn, . . .) (resp.
(π′1, . . . , π
′
n, . . .)) un système ompatible de raines p
n
-ièmes de π (resp. de π′). On dénit
ωn en imposant πn = ωnπ
′
n, obtenant ainsi (ω¯1, . . . , ω¯n, . . .) ∈ R puis [ω] ∈ Aris (notez que
A
ris
ne dépend pas du hoix d'une uniformisante).
L'unique morphisme de A
ris
-algèbre Aˆ
stπ → Aˆstπ′ envoyant (1 +X) sur [ω] (1 +X) est
un isomorphisme ompatible à φr, à N et à l'ation du groupe de Galois GK .
Proposition 3.1.10. Le diagramme suivant est ommutatif :
Mrπ
T
stpi ##F
FF
FF
FF
F
//Mrπ′
T
stpi′{{ww
ww
ww
ww
RepZp
(GK)
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où la èhe horizontale est le fonteur déni préédemment.
Démonstration. L'anneau S s'identie à la fois aux points xes sous l'ation de Galois de
Aˆ
stπ et de Aˆstπ′ . Notons ρ : S → Aˆstπ et ρ′ : S → Aˆstπ′ les inlusions orrespondantes. Il existe
un unique morphisme de A
ris
-algèbre, ν : Aˆ
stπ → Aˆstπ′ faisant ommuter le diagramme
suivant :
S
ν //
ρ

S
ρ′

Aˆ
stπ
ν // Aˆ
stπ′
En eet, le diagramme impose la valeur de ν
(
Xi
i!
)
et on vérie que l'appliation ainsi dénie
onvient. En outre, elle est GK-équivariante et induit une èhe ν : Aˆst,∞π → Aˆst,∞π′ enore
GK-équivariante.
SoitM un objet deMrπ etM
′
l'objet deMrπ′ qui lui est assoié par le fonteur préédent.
On rappelle qu'en tant que module, on a M′ = S (ν)⊗M. Soit f ∈ Tst (M). On lui assoie
l'appliation suivante :
M′ → Aˆ
st,∞π′
s⊗ x 7→ ρ′ (s) · ν ◦ f (x)
On vérie qu'elle est S-linéaire et ompatible aux strutures dénissant ainsi un élément de
T
st
(M′).
On dénit ainsi une appliation T
st
(M) → T
st
(M′). Elle est Zp-linéaire et bijetive
puisque l'on peut onstruire l'appliation réiproque de façon analogue. On vérie qu'elle
est ompatible à l'ation de Galois et don qu'il s'agit d'un isomorphisme dans la atégorie
des Zp-représentations galoisiennes. 
3.2 Desription des objets de M˜
r
On onsidère dans e paragraphe un objet M de M˜
r
. Il s'agit d'un k [u] /uep-module
libre de rang ni d muni d'une ltration, d'une appliation φr et d'une appliation N , le
tout vériant les propriétés données préédemment.
Bases adaptées
On a dans un premier temps un résultat bien utile (et lassique) qui est le suivant :
Proposition 3.2.1. Il existe une base (e1, . . . , ed) de M et des entiers n1, . . . , nd tels que :
Fil
rM =
d⊕
i=1
unik [u] /uep · ei.
Une telle base est par dénition une base adaptée de M.
Démonstration. Comme M est supposé libre, il existe un k [u]-module libre M′ tel que
M′/uepM′ = M. Autrement dit, il existe une èhe f : M′ → M dont le noyau est
exatement uepM′. Dénissons Fil rM′ = f−1 (Fil rM). C'est un sous-k [u]-module de M′.
Puisque k [u] est un anneau prinipal, d'après le théorème de struture, il existe une suite
de polynmes P1, . . . , Pd tels que Pi divise Pi+1 pour tout i et une base (eˆ1, . . . , eˆd) de M′
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telle que (P1eˆ1, . . . , Pdeˆd) soit une base de Fil
rM′. D'autre part, uerM′ ⊂ Fil rM′ et don
tous les polynmes Pi sont des diviseurs de u
er
; ils sont don de la forme Pi = u
ni
pour
ertains entiers ni.
En posant ei = f(eˆi), on a bien le résultat annoné. 
Remarque. Les entiers ni ne dépendent pas à permutation près de la base onsidérée. En
eet, la dimension en tant que k-espae vetoriel du quotient Fil rM/
(
ukM∩ Fil rM
)
est
donnée par la somme des k − ni, somme étendue à tous les i pour lesquels ni 6 k. On
voit failement que la onnaissane de toutes es sommes permet de déterminer les ni à
permutation près.
Fixons à présent (e1, . . . , ed) une base adaptée de M. Nous allons essayer de dérire un
peu mieux la fontion φr et pour ela nous introduisons la dénition suivante.
Dénition 3.2.2. Soit x ∈M\uM, et soit n le plus petit entier tel que unx ∈ Fil rM. On
pose ϕr (x) = φr (u
nx).
Soit xi = ϕr (ei) pour 1 6 i 6 d. On rappelle que la famille des ei est la base adaptée
que l'on s'est xée préédemment.
Proposition 3.2.3. Ave les notations préédentes, (x1, . . . , xd) est une base de M.
D'autre part, si x ∈M\uM, alors ϕr (x) ∈M\uM.
Démonstration. Pour le premier énoné, il sut de voir que si x ∈ Fil rM, alors φr (x)
s'érit omme une ombinaison linéaire (à oeients dans k [up] /uep) des xi. Comme imφr
engendre M omme k [u] /uep-module, il en est de même de la famille (x1, . . . , xd). Comme
elle est de bon ardinal, elle en est une base.
Soit x ∈ M\uM. On voit en déomposant x sur la base des ei, que ϕr (x) s'érit
forément sous la forme :
ϕr (x) = Q1(u
p)x1 + . . .+Qd(u
p)xd
où au moins l'un des polynmes Qi est de valuation nulle. Dans e as, on a diretement
ϕr (x) ∈M\uM. 
Remarque. La deuxième partie de la proposition préédente permet de dénir orretement
les itérés de ϕr.
L'opérateur de monodromie
Nous allons à présent étudier l'opérateur de monodromie. Pour ela, nous notons M0 =
imφr. Par e qui préède, M0 s'identie au k [up] /uep-module engendré par les xi. Nous
avons alors :
Proposition 3.2.4. Pour tout i, l'opérateur ciπN
i
induit une appliation k [up] /uep-linéaire
de M0 sur lui-même. Cette appliation est nulle si i > p.
Démonstration. Le lemme 3.1.4 assure que le diagramme suivant :
Fil
rM
φr //
ueiN i

M
cipiN
i

Fil
rM
φr //M
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ommute. Ainsi si x est dans l'image de φr, alors il en est de même de c
i
πN
i (x), et don
que ciπN
i
induit une appliation de M0 dans lui-même. D'autre part, N (u
px) = N (up)x+
upN (x) = −pupx+ upN (x) = upN (x), e qui prouve bien la linéarité annonée.
Pour i > p, l'appliation ueiN i est nulle et don il en est de même de ciπN
i
. 
Corollaire 3.2.5. Il existe un élément x ∈M0 non divisible par u tel que N (x) = 0.
Démonstration. Du fait que cpπN
p = 0, il existe x′ ∈ M0, x′ 6= 0, tel que N (x′) = 0.
Érivons x′ = upkx′′ où x′′ est un élément deM0 non divisible par u et où k < e. On a alors
N
(
upkx′′
)
= upkN (x′′) = 0 et don N (x′′) est un multiple de up. Notons n le plus petit
entier tel que unx′′ ∈ Fil rM de telle sorte que l'on ait ϕr (x′′) = φr (unx′′) = x. On a :
φr (u
eN (unx′′)) = cπN (φr (u
nx′′)) = cπN (x) .
Mais N (unx′′) = −nunx′′ + unN (x′′). Le premier terme de ette somme est dans Fil rM
puisque unx′′ y est. Le seond y est également puisque N (x′′) est un multiple de up. On en
déduit que N (unx′′) ∈ Fil rM et don que φr (ueN (unx′′)) = 0. Ainsi N (x) = 0. D'autre
part, on a x = ϕr (x
′′) et don d'après la proposition 3.2.3, x n'est pas divisible par u. Cei
onlut la preuve du orollaire. 
Desription matriielle
Le but de e paragraphe est d'érire sous forme matriielle les appliations φr et N ,
expliitations que nous utiliserons dans la suite. On xe M un objet de M˜
r
et (e1, . . . , ed)
une base adaptée de M, les entiers orrespondants étant n1, . . . , nd.
On note ∆ la matrie diagonale suivante :
∆ =
(
un1
und
)
Dénition 3.2.6. La matrie de φr dans la base adaptée (e1, . . . , ed) est la matrie G dénie
par l'égalité suivante : φr (u
n1e1)
.
.
.
φr (u
nded)
 = φr
∆ ·
 e1..
.
ed

 = tG ·
 e1..
.
ed

Remarque. Cette dénition n'a un sens que si la base (e1, . . . , ed) est adaptée. De plus, la
présene de la transposée sert à rester dèle à la dénition lassique de la matrie d'une
appliation linéaire.
En gardant les notations du paragraphe préédent, on voit que G est simplement la
matrie de passage de la base (e1, . . . , ed) à la base (x1, . . . , xd). En tant que telle, il s'agit
d'une matrie inversible.
Dénition 3.2.7. Soit (a1, . . . , ad) une base deM. La matrie de N dans la base (a1, . . . , ad)
est la matrie H dénie par l'égalité suivante : N (a1)..
.
N (ad)
 = N
 a1..
.
ad
 = tH ·
 a1..
.
ad

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On a une formule de hangement de base :
Proposition 3.2.8. Soient A = (a1, . . . , ad) et B = (b1, . . . , bd) deux bases de M, et soit P
la matrie de passage de A à B. On note HA (resp. HB) la matrie de N dans la base A
(resp. dans la base B). On a alors la relation :
HB = P
−1HAP + P
−1N (P )
Démonstration. Il s'agit d'un simple alul. On érit : N (b1)..
.
N (bd)
 = N
 b1..
.
bd
 = N
tP ·
 a1..
.
ad


= N
(
tP
)
·
 a1..
.
ad
+ tP ·N
 a1..
.
ad

= N
(
tP
)
tP−1 ·
 b1..
.
bd
 + tPHAtP−1
 b1..
.
bd

e qui donne
tHB = N (
tP ) tP−1+tPHA
tP−1 puis le résultat annoné en prenant la transposée.

Remarque. Un simple alul prouve que si A et B sont des matries à oeients dans
k [u] /uep, alors N (AB) = N (A)B+AN (B). Cei a pour onséquene l'égalité P−1N (P ) =
−N (P−1)P et prouve la ohérene de la formule lorsque l'on passe d'une base A à une base
B puis que l'on revient à A.
Proposition 3.2.9. Si les ni sont rangés par ordre roissant, la matrie de cπN dans la
base (x1, . . . , xd) (où on rappelle que xi = φr (u
niei)) est à oeients dans k [u
p] /uep et
triangulaire inférieure ave des 0 sur la diagonale.
Démonstration. La preuve résulte du diagramme ommutatif suivant :
Fil
rM
φr //
ueN

M
cpiN

Fil
rM
φr //M
En eet, xons un entier i et partons de l'élément uniei. Par φr, il s'envoie sur xi par
dénition. Puis par cπN , il s'envoie sur cπN (xi). Par l'autre hemin, on a d'abord :
ueN (uniei) = −niu
e+niei + u
e+niN (ei)
Comme uniei ∈ Fil rM, le premier terme de la somme préédente s'envoie sur 0 par φr
et ue+niN (ei) ∈ Fil rM. Pour le seond terme, déomposons N (ei) =
∑d
j=1 ajej où aj ∈
k [u] /uep est tel que ue+niN (ei) ∈ Fil rM (i.e. ue+niaj ∈ unjk [u] /uep). On a alors :
φr (u
eN (uniei)) =
d∑
j=1
φ
(
ue+ni−njaj
)
xj
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et les φ (ue+ni−njaj) sont les oeients de la j-ième olonne de la matrie de cπN . Ils sont
don déjà tous bien dans k [up] /uep.
De plus, si j 6 i, on a par hypothèse nj 6 ni et don e+ni−nj > e. Ainsi φ (ue+ni−njaj) =
0 et on a bien démontré le résultat annoné. 
Remarque. Cette dernière proposition redémontre en partiulier, en donnant un résultat plus
préis, la proposition 3.2.4 et le orollaire qui s'ensuit.
3.3 La atégorie M˜F
r
Dans ette partie, nous introduisons des sous-atégories pleines M˜F
r
de M˜
r
qui orre-
spondent aux atégories de Fontaine-Laaille (voir [13℄) tuées par p pour e = 1.
Commençons par donner une proposition qui aratérise les objets de ette sous-atégorie.
Soit M un objet de M˜
r
0. Notons M0 = imφr et plus généralement Mi = u
iM0 pour un
entier i ompris entre 0 et p− 1. Les Mi sont des k [u
p] /uep-modules libres et :
M =
p−1⊕
i=0
Mi.
Proposition 3.3.1. Ave les notations préédentes, les propriétés suivantes sont équiva-
lentes :
i) Fil
rM =
p−1⊕
i=0
Fil
rM∩Mi ;
ii) il existe une base adaptée de M formée d'éléments de M0 ;
iii) On peut munir M d'un opérateur de monodromie nul sur M0 et faisant de M un
objet de M˜
r
.
Démonstration. La propriété ii) implique de façon presque immédiate les deux autres.
Nous allons montrer que iii) implique i) puis que i) implique ii).
Supposons iii). Prouvons dans un premier temps que ela implique que N (Fil rM) ⊂
Fil
rM. Soit x ∈ Fil rM. D'après le diagramme suivant :
Fil
rM
φr //
ueN

M
cpiN

Fil
rM
φr //M
on a φr (u
eN (x)) = 0. La proposition 3.2.3 implique failement que ker φr = u
e
Fil
rM et
don il existe y ∈ Fil rM tel que ueN (x) = uey. La diérene N (x) − y est tuée par ue.
Elle s'érit ue(p−1)z pour un ertain z ∈ M. Comme e (p− 1) > er, ue(p−1)z ∈ Fil rM d'où
N (x) ∈ Fil rM. Cei prouve la propriété annonée.
Soit y ∈ Fil rM. On herhe à onstruire des yi ∈ Fil rM∩Mi tels que y = y0+. . .+yp−1.
On peut déjà érire une égalité de e type ave yi ∈ Mi. Appliquons l'opérateur N à ette
égalité en remarquant que puisque N est supposé nul sur M0, on a N (yi) = −iyi. On
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obtient suessivement :
y = x0 + y1 + . . .+ yp−1
N (y) = −y1 + . . .− (p− 1) yp−1
N2 (y) = y1 + . . .+ (p− 1)
2 yp−1
.
.
.
Np−1 (y) = y1 + . . .+ (p− 1)
p−1 yp−1.
Les oeients qui apparaissent forment une matrie de Vandermonde inversible. Ainsi on
peut exprimer les yi omme ombinaisons linéaires à oeients dans Fp des N
j (y). Par e
qui préède, ela entraîne yi ∈ Fil
rM et don bien la propriété voulue.
Supposons i). Fixons (e1, . . . , ed) une base de M0 omme k [up] /uep-module, et notons
M′0 le sous-k-espae vetoriel de M0 engendré par les ei. Notons également M
′
i = u
iM′0.
Pour tout entier i, on a un isomorphisme fi : M
′
0 → M
′
i qui est la multipliation par u
i
.
Notons F ′i = f
−1
i (Fil
rM∩M′i). On obtient une ltration roissante par des sous-k-espaes
vetoriels. Il sut alors pour répondre à la question de onsidérer une base (x1, . . . , xd) de
M′0 ompatible à ette ltration. 
Dénition 3.3.2. On note M˜F
r
0 la sous-atégorie pleine de M˜
r
0 formée des objets satis-
faisant les propriétés de la proposition préédente. On note M˜F
r
la sous-atégorie pleine de
M˜
r
formée des objets dont l'image dans M˜
r
0 par le fonteur d'oubli satisfait les propriétés
de la proposition préédente.
Les lettres MF font référene à  modules ltrés  ar l'on peut donner une nouvelle
interprétation de es objets via des modules ltrés. Avant ela, faisons quelques remarques
générales :
Proposition 3.3.3. La atégorie M˜F
r
est une sous-atégorie abélienne de M˜
r
stable par
sous-objets et par quotients. De plus, elle est égale à M˜
r
si et seulement si e = r = 1.
Démonstration. Nous ne savons pas enore à e stade que M˜
r
est une atégorie abélienne.
Nous allons l'admettre momentanément pour prouver la première partie de la proposition.
Il sut de prouver la stabilité par sommes diretes, sous-objets et quotients, un noyau étant
un sous-objet et un onoyau un quotient. Tout ela est immédiat ave la aratérisation iii).
Traitons le as e = r = 1. Soit M un objet de M˜
r
0 et soit x ∈ Fil
rM. On peut érire
x = x0 + . . . + xp−1 ave xi ∈ Mi. Par hypothèse uM ⊂ Fil rM, et don xi ∈ Fil rM
pour i > 1, puis x0 ∈ Fil
rM. On a ainsi vérié la propriété i). Réiproquement, onsidérons
M = k [u] /uepe1⊕k [u] /uepe2, Fil rM = (e1, u2e2), φr (e1) = e2, φr (u2e2) = e1+ue2. D'après
la proposition 3.2.9, un opérateur de monodromie sur M doit vérier N (e1 + ue2) = 0
et N (e2) = a (e1 + ue2) pour un ertain a ∈ k [up] /uep. On doit avoir cN ◦ φr (e1) =
φr (u
eN (e1)), e qui donne après alul a = −up(e−1). Il existe don un unique N valable, et
il n'est pas nul sur imφr. Cela onlut. 
Proposition 3.3.4. Tout objet non nul de M˜
r
0 (resp. de M˜
r
) admet un sous-objet non nul
dans M˜F
r
0 (resp. dans M˜F
r
pour lequel N est nul sur imφr).
Démonstration. La preuve de ette propriété est donnée dans le paragraphe 4.1 lors de
l'étude des objets simples. 
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Les objets de M˜F
r
omme modules ltrés
Il est possible de dérire la atégorie M˜F
r
ave des objets plus prohes des objets de
Fontaine-Laaille du as e = 1. SoitM un objet de M˜F
r
. PosonsM0 = imφr etMi = uiM0,
pour 0 6 i 6 p− 1. On a un isomorphisme fi : M0 →Mi qui est la multipliation par ui.
Dénissons Fi/e = f
−1
er−i (Fil
rM∩Mi). On obtient une suite déroissante de sous-k [up] /uep-
modules de M0 ontenant upM0 telle que F0 =M0 par hypothèse.
L'appliation φr induit des appliations φi : Fi →M0 faisant ommuter les diagrammes :
Fi+ 1
e
//
φ
i+1e

Fi
φi

M0
up //M0
La monodromie, quant à elle, dénit une appliation cπN : M0 → M0 qui vérie
φ(cπ) [(cπN) ◦ φi] = φi−1 ◦ (cπN).
Si on remarque pour nir que k [up] /uep est isomorphe en tant qu'anneau à OK/p (en
envoyant up sur π), on obtient la proposition suivante qui énone préisément le pont entre
les atégories Mr et elles de Fontaine-Laaille, du moins dans le as modulo p :
Proposition 3.3.5. La atégorie M˜F
r
est équivalente à la atégorie dont les objets sont les
données suivantes :
1. un OK/p-module libre de rang ni M ;
2. une ltration déroissante (Fi) de sous-modules de M0 ontenant πM indexée par les
rationnels de dénominateur e ompris entre 0 et r telle que F0 =M ;
3. des appliations φ-semi-linéaires φi : Fi →M vériant φi|F
i+1e
= πφi+ 1
e
;
4. d'une appliation linéaire cπN : M → M telle que φ(cπ) [(cπN) ◦ φi] = φi−1 ◦ (cπN)
pour tout i
et où les èhes sont les morphismes OK/p-linéaires ompatibles à toutes les strutures.
Remarque. Dans le as non ramié (i.e. e = 1 et cπ = 1), on retrouve exatement la
desription des atégories de Fontaine-Laaille modulo p (voir [13℄). On peut étendre ette
remarque à toute une sous-atégorie deMr omme expliqué dans le paragraphe 2.4.1 de [3℄.
On peut résumer tout e qui préède par le diagramme suivant :
M˜F
r
0
  //
Xx

M˜
r
0
M˜F
r
OO
  // M˜
r
OO
Les èhes qui montent orrespondent aux fonteurs d'oubli évidents. La èhe ourbe est un
fonteur  N anonique  qui munit un objet de M˜F
r
0 du N (néessairement unique) donné
par le iii) de la proposition 3.3.1. On pourrait se demander s'il est possible de prolonger e
fonteur à tout M˜
r
0. La réponse est oui dans le as r = 1 (voir le lemme 5.1.2. de [1℄), et
non dans le as général puisqu'il n'est déjà pas vrai que le fonteur d'oubli M˜
r
→ M˜
r
0 est
toujours essentiellement surjetif (reprendre l'exemple donné dans la démonstration de la
proposition 3.3.3)
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3.4 Un mot sur le as r = 1
Ce as est amplement disuté dans [8℄. Plus exatement, Breuil onstruit là un fonteur
ontravariant entre la atégorie M˜
1
0 et la atégorie des shémas en groupes nis et plats
sur OK tués par p. Il prouve ensuite, en exhibant en quasi-inverse, que e fonteur est une
anti-équivalene de atégories.
Il étend par la suite e fonteur à toute la atégorie M10 et atteint tous les shémas en
groupes sur OK tués par une puissane de p. De ette façon, Breuil retrouve la lassiation
des shémas en groupes sur OK débutée par Raynaud ([19℄) et poursuivie par Fontaine ([14℄)
et Conrad ([10℄), et étend même ette lassiation sans restrition sur la ramiation.
3.5 Des atégories abéliennes et artiniennes
Nous montrons dans e paragraphe que les atégories M˜
r
et Mr sont abéliennes. Nous
rappelons dans un premier temps que e résultat est prouvé dans [3℄ lorsque e = 1.
La atégorie M˜
r
Notons M˜
r
(1) la atégorie M
r
obtenue en onsidérant des k [u] /up-modules libres à la
plae de k [u] /uep-modules libres. Un raisonnement rigoureusement identique4 à elui établi
pour prouver le orollaire 2.2.3.2 de [3℄ donne :
Théorème 3.5.1. La atégorie M˜
r
(1) est abélienne et artinienne. Plus préisément soit f :
X → Y un morphisme dans M˜
r
(1), alors :
i) f (Fil rX ) = Fil rY ∩ f (X ) ;
ii) Soit K le noyau de l'appliation k [u] /up-linéaire sous-jaente, Fil rK = Fil rX ∩ K,
φr : Fil
rK → K la restrition de φr : Fil rX → X et N : K → K la restrition de
N : X → X . Ave es strutures, K est un objet de M˜
r
(1) et donne le noyau de f dans
M˜
r
(1) ;
iii) Soit C le onoyau de l'appliation k [u] /up-linéaire sous-jaente, Fil rC l'image de
Fil
rY dans C, φr : Fil rC → C l'appliation qu'induit φr : Fil rY → Y et N : C → C
le quotient de N : Y → Y. Ave es strutures, C est un objet de M˜
r
(1) et donne le
onoyau de f dans M˜
r
(1).
Nous allons à présent montrer les propriétés analogues pour la atégorie M˜
r
.
Soit f : X → Y un morphisme de la atégorie M˜
r
. Notons X¯ (resp. Y¯) la rédution de X
(resp. de Y) modulo up, et pX : X → X¯ (resp. pY : Y → Y¯) la projetion orrespondante. On
munit X¯ et Y¯ de Fil r, Frobenius et opérateurs de monodromie en regardant les strutures
quotients. On obtient des objets de la atégorie M˜
r
(1) et la èhe f induit un morphisme
f¯ : X¯ → Y¯ dans ette atégorie. Finalement, puisque er < p− 1, on a :
Fil
rX = p−1X
(
Fil
rX¯
)
et Fil
rY = p−1Y
(
Fil
rY¯
)
4
Seule la relation de ommutation des opérationsN et φr dière entre la atégorie M˜
r
(1) et elle introduite
dans [3℄, mais l'opérateur N n'intervient pas dans la preuve dont il est question.
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Lemme 3.5.2. L'image (au sens lassique) de f est un k [u] /uep-module libre.
Démonstration. Comme f ommute à φr, elle induit une appliation f : φr (Fil
rX ) →
φr (Fil
rY) qui est k [up] /uep-linéaire. En reopiant l'argument de la preuve de la proposition
3.2.1, on prouve qu'il existe des éléments e1, . . . , ed, e
′
1, . . . , e
′
d′ et des entiers n1, . . . , nd, n
′
1, . . . , n
′
d′
tels que n′i′ > 0 et :
im f = k [u] /uepe1 ⊕ . . .⊕ k [u] /u
eped ⊕ u
pn′1k [u] /uepe′1 ⊕ . . .⊕ u
pn′
d′k [u] /uepe′d′
Fil
rY ∩ im f = un1k [u] /uepe1 ⊕ . . .⊕ u
ndk [u] /ueped ⊕ u
pn′1k [u] /uepe′1 ⊕ . . .⊕ u
pn′
d′k [u] /uepe′d′
De plus, omme φr(Fil
rX ) doit engendrer X et que f(Fil rX ) ⊂ Fil rY , on en déduit que
φr(Fil
rY ∩ im f) doit au moins engendrer im f . Mais, puisque er < p − 1, on a forément
φr(u
pY) ⊂ u2pY et par un argument de dimension, le seul moyen de tout onilier est d'avoir
d′ = 0, e qui ahève la démonstration. 
Lemme 3.5.3. Le noyau et le onoyau de f sont des k [u] /uep-modules libres.
Démonstration. En tant que k [u] /uep-module, l'image de f s'identie au quotient X /ker f
et le onoyau au quotient Y/im f . Le lemme résulte du fait que si N ⊂ M est des k [u] /uep-
modules de type ni et si deux modules parmiM , N et M/N sont libres sur k [u] /uep, alors
il en est de même du troisième. 
Notons K le noyau de f , C le onoyau de f , K¯ le noyau de f¯ et C¯ le onoyau de f¯ et
onsidérons le diagramme suivant :
0 // K //
pK

X
f //
pX

Y //
pY

C //
pC

0
0 // K¯ // X¯
f¯ // Y¯ // C¯ // 0
Lemme 3.5.4. La èhe pK (resp. pC) dénie par le diagramme préédent est surjetive et
de noyau upK (resp. upC). Autrement dit K¯ s'identie à K/upK et C¯ à C/upC.
Démonstration. Commençons par le noyau et la surjetivité. Soit x¯ ∈ K¯. Il se relève
en x ∈ X tel que f (x) = 0 (mod up). Il existe don y ∈ Y tel que f (x) = upy. On a
upy ∈ im f et, puisque im f est libre sur k [u] /uep, il existe y′ ∈ im f tel que upy = upy′ et
don upy = f (upx′) pour un ertain x′ ∈ X . Mais alors x− upx′ ∈ K s'envoie sur x¯ par pK.
Cei prouve la surjetivité.
Soit maintenant x ∈ K tel que pK (x) = 0. On a pX (x) = 0 et don x est un multiple
de up dans X . Il l'est aussi dans K puisque K est un k [u] /uep-module libre. Finalement
ker pK = u
pK.
On utilise des arguments analogues pour le onoyau. 
On dénit Fil
rK = K ∩ Fil rX , un Frobenius φr : Fil rK → K et un opérateur de
monodromie N : K → K déduits des opérateurs sur X . De même, on dénit Fil rC omme
l'image de Fil
rY par la projetion Y → C, un Frobenius et un opérateur de monodromie
sur C, les opérateurs sur Y passant au quotient.
Lemme 3.5.5. Munis des strutures préédentes, les objets K et C sont des objets de la
atégorie M˜
r
et respetivement un noyau et un onoyau de l'appliation f .
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Démonstration. Les onditions de ompatibilité et le fait que si les objets sont dans la
atégorie, ils sont noyau ou onoyau est évident. Le seul point déliat est la  surjetivité 
des φr.
Modulo up, les objets K et C ave toutes leurs strutures se réduisent d'après le lemme
3.5.4 sur K¯ et C¯ et on sait alors que les φr dénis sur es objets sont  surjetifs . Notons
(e1, . . . , ed) une base adaptée de K (qui existe bien) et G la matrie de φr dans ette base.
Cette matrie est inversible modulo up et don son déterminant est inversible modulo up puis
modulo uep. La matrie G est don inversible et imφr engendre bien tout K. On raisonne
de même pour C. 
Corollaire 3.5.6. La atégorie M˜
r
est abélienne et artinienne. Plus préisément soit f :
X → Y un morphisme dans M˜
r
, alors :
i) f (Fil rX ) = Fil rY ∩ f (X ) ;
ii) Soit K le noyau de l'appliation k [u] /uep-linéaire sous-jaente, Fil rK = Fil rX ∩ K,
φr : Fil
rK → K la restrition de φr : Fil rX → X et N : K → K la restrition de
N : X → X . Ave es strutures, K est un objet de M˜
r
et donne le noyau de f dans
M˜
r
;
iii) Soit C le onoyau de l'appliation k [u] /uep-linéaire sous-jaente, Fil rC l'image de
Fil
rY dans C, φr : Fil rC → C l'appliation qu'induit φr : Fil rY → Y et N : C → C le
quotient de N : Y → Y. Ave es strutures, C est un objet de M˜
r
et donne le onoyau
de f dans M˜
r
.
Démonstration. On a déjà prouvé ii) et iii). Il ne reste en fait plus qu'à démontrer i) ar
il implique l'isomorphisme entre image et oimage. On a évidemment toujours l'inlusion
f (Fil rX ) ⊂ Fil rY ∩ f (X ).
Soit y ∈ Fil rY ∩ f (X ). La rédution y¯ de y modulo up est un élément de Fil rY¯ ∩ f¯
(
X¯
)
(en gardant les notations préédentes) et d'après le théorème 3.5.1, y¯ ∈ f¯
(
Fil
rX¯
)
. Il existe
x¯ ∈ Fil rX¯ tel que y¯ = f¯ (x¯). Notons x un relevé de x¯ dans Fil rX . Il existe un élément t ∈ Y
tel que y = f (x) + upy′. Les éléments y et f (x) sont dans im f , il en est don de même de
upy′ et puisque im f est libre sur k [u] /uep, il existe y′′ ∈ im f tel que upy′ = upy′′. On érit
y′′ = f (x′′) pour un ertain x′′ ∈ X , et il vient y = f (x+ upx′′). Comme uerX ⊂ Fil rX et
er < p − 1, on a upx′′ ∈ Fil rX et don x + upx′′ ∈ Fil rX . Finalement y ∈ f (Fil rX ) et on
peut onlure. 
La atégorie Mr
Si r = 0, on vérie failement (la propriété i) du orollaire préédent est alors évidente)
que la sous-atégorie pleine de Mr formé des objets tués par p est abélienne et artinienne.
On proède ensuite par dévissage. La preuve est en tout point analogue à elle déjà onnue
dans le as e = 1 et présentée dans le paragraphe 2.3 de [3℄. Les lemmes et les propositions
suessives gardent un sens dans e ontexte plus général, et sont également vrais, les preuves
étant enore textuellement les mêmes. Nous n'insisterons don pas davantage et laissons le
leteur se reporter à ette référene.
Remarque. De même, on prouve que les atégories M˜
r
0 et M˜
r
et Mr0 sont abéliennes et
artiniennes.
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4 Classiation des objets simples
Nous allons donner une lassiation omplète des objets simples de la atégorie Mr
lorsque le orps résiduel k est algébriquement los. Nous essaierons également d'expliquer
e qui se passe lorsque e n'est pas le as. Pour l'instant, on ne fait auune hypothèse
supplémentaire sur k.
On onsidère M un objet simple (don non nul) de Mr. Il est obligatoirement tué par
p. En eet, si e n'était pas le as, le noyau de la multipliation par p dans M fournirait
un sous-objet strit de M (noter que la multipliation par p ne peut pas être injetive ar
elle est nilpotente :M est supposé être tué par une puissane de p). L'objet simpleM peut
être vu dans la atégorie M˜
r
(du moins si r > 0, mais dans le as ontraire, le résultat est
immédiat et laissé au leteur) : 'est un k [u] /uep-module muni d'un Fil r, d'un φr et d'un
opérateur de monodromie vériant les bonnes propriétés.
4.1 La monodromie
Si l'on note M0 = imφr, l'appliation de monodromie N induit une appliation linéaire
cπN : M0 → M0 (voir proposition 3.2.4) et il existe x1 ∈ M0\uM0 tel que N (x1) = 0
(voir orollaire 3.2.5). Notons x2 = ϕr (x1) (voir dénition 3.2.2) puis par réurrene xi+1 =
ϕr (xi), e qui est possible d'après la deuxième partie de la proposition 3.2.3. On a N (xi) = 0
pour tout entier i.
Notons x¯i la rédution modulo u
p
de xi. Les x¯i sont des éléments non nuls deM0/upM0
qui est un k-espae vetoriel de dimension nie. Notons n > 1 le plus petit indie tel que
x¯n+1 puisse s'érire omme ombinaison linéaire des x¯i pour i variant de 1 à n. Il existe don
λi ∈ k tels que :
x¯n+1 = λ1x¯1 + . . .+ λnx¯n
et on peut supposer λ1 6= 0 quitte à remplaer x1 par le plus petit indie i tel que λi 6= 0.
Comme x¯n+1 6= 0, les λi ne peuvent être tous simultanément nuls.
Nous allons à présent orriger les xi pour que ette relation ne soit plus vraie seulement
modulo up. On proède par approximations suessives et on onstruit une suite indexée
par j d'éléments x
(j)
i qui sont tels que x
(j)
i ≡ xi (mod u
p), x
(j)
i+1 = ϕr(x
(j)
i ), N(x
(j)
i+1) = 0 et
nalement :
x
(j)
n+1 ≡ λ1x
(j)
1 + . . .+ λnx
(j)
n (mod u
jp)
les λi restant inhangés. On a une solution pour j = 1. Supposons qu'on l'ait pour j et
onstruisons-en une pour j + 1. On herhe un élément r ∈ M0 tel que l'on puisse poser
x
(j+1)
1 = x
(j)
1 + u
jpr. On dénirait alors les x
(j+1)
i via la formule de réurrene x
(j+1)
i+1 =
ϕr(x
(j+1)
i ) et il est faile de vérier que pour tout i > 2, on aurait x
(j+1)
i ≡ x
(j)
i (mod u
(j+1)p).
Au nal, il sut de trouver r tel que :
x
(j)
n+1 ≡ λ1
(
x
(j)
1 + u
jpr
)
+ λ2x
(j)
2 + . . .+ λnx
(j)
n (mod u
(j+1)p)
mais omme par hypothèse, on a x
(j)
n+1 ≡ λ1x
(j)
1 + . . .+λnx
(j)
n (mod ujp), on a bien l'existene
d'un tel r : il sut de le prendre tel que ujpλ1r = x
(j)
n+1 − λ1x
(j)
1 − . . .− λnx
(j)
n . De plus, en
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appliquant N à ette dernière égalité, on voit que N (ujpλ1r) = λ1u
jpN (r) = 0 et don que
N(x
(j+1)
1 ) = 0 puisque λ1 est supposé non nul. Cei implique la nullité de tous les N(x
(j+1)
i ).
Pour j = e, l'égalité a lieu modulo uep et don dans M. Soit K le sous-k [u] /uep-module
engendré par les x
(e)
i , pour 1 6 i 6 n. La liberté sur k des x¯i assure que K est un module libre
de rang n. Notons Mi = u
i
imφr et Fil
rK =
∑p−1
i=1 Mi ∩K. Par onstrution, N stabilise K
et φr envoie Fil
rK sur K. En outre, enore par onstrution l'image de la restrition de φr à
Fil
rK engendre K : on voit que l'objet K est dans la atégorie M˜F
r
. CommeM est simple,
e sous-objet est tout M. Ainsi on a prouvé la proposition suivante :
Proposition 4.1.1. Soit M un objet simple de Mr. Alors M est dans la atégorie M˜F
r
et
l'opérateur de monodromie N est nul sur imφr. De plus M admet une base adaptée de la
forme (x1, . . . , xd) telle que N (xi) = 0, xi+1 = ϕr (xi) (voir dénition 3.2.2) et :
ϕr (xd) = λ1x1 + . . .+ λdxd
où les λi sont des éléments de k tels que λ1 6= 0.
qui admet pour orollaire immédiat la proposition 3.3.4 que l'on vient don de démontrer.
4.2 Une base adaptée simple
Nous allons dans e paragraphe préiser un peu plus l'énoné de la proposition 4.1.1 dans
le as où le orps résiduel k est algébriquement los.
Lemme 4.2.1. Supposons k algébriquement los. Soit M un objet simple de Mr. Alors M
est dans M˜
r
et il existe (e1, . . . , ed) une base adaptée de M telle que N (ei) = 0, ei+1 =
ϕr (ei), les indies i étant onsidérés dans Z/dZ.
Démonstration. On sait d'après la proposition préédente qu'il existe une base adaptée
(x1, . . . , xd) telle que ϕr (xi) = xi+1 pour i ompris entre 1 et d− 1 et ϕr (xd) = λ1x1 + . . .+
λdxd où λi ∈ k et λ1 6= 0.
Parmi toutes les bases adaptées qui vérient es onditions, hoisissons-en une pour
laquelle le nombre de λi non nuls est minimal. On érit alors plutt :
xd+1 = ϕr (xd) = λ1xi1 + . . .+ λkxik
où tous les λi sont non nuls et les indies ik sont ompris entre 0 et d. De plus, on a i1 = 1.
Notons pour tout i, ni le plus petit entier tel que u
nixi ∈ Fil rM. Si tous les nij n'étaient pas
égaux, ϕr (xd+1) s'érirait omme une ombinaison linéaire de x2, . . . , xd+1 faisant intervenir
stritement moins de k termes et la famille (x2, . . . , xd+1) fournirait une base adaptée deM
(en reprenant l'étude faite de le paragraphe préédent). Mais ei est en ontradition ave
la minimalité onsidérée.
Ainsi tous les nij sont égaux et don égaux à nd+1. Par réurrene, on prouve que pour
tout entier xé a, tous les nij+a sont égaux, les indies ij + a étant onsidérés modulo d.
Notons t le plus grand ommun diviseur de d et de toutes les diérenes ij − ij′. D'après
e qui préède la suite des ni est périodique de période (divisant) t. On onsidère alors
le sous-k-espae vetoriel de M engendré par les xtn où n parourt Z/dZ. L'appliation ϕtr
stabilise e sous-espae et y est φt-semi-linéaire. En partiulier, puisque k est algébriquement
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los, il existe un élément e1 de e sous-espae tel que ϕ
t
r (e1) = λe1 pour un ertain λ ∈ k
⋆
.
Quitte à multiplier e1 par un élément de k, on peut supposer λ = 1.
On dénit ei+1 = ϕr (ei). La famille (e1, . . . , et) engendre un espae stable par N et par
φr qui est par onstrution un sous-objet non nul deM. C'est don toutM. De plus, d'après
la proposition 4.1.1, N (ei) = 0 pour tout i. Finalement (e1, . . . , et) est une base adaptée
vériant les onditions du lemme. Cela onlut. 
4.3 Classiation proprement dite
Dénition 4.3.1. Soit (ni) une suite périodique
5
d'entiers ompris entre 0 et er. On note
h la période de ette suite. On dénit l'objet M (ni) ∈ M˜
r
de la façon suivante :
1. M (ni) =
⊕
i∈Z/hZ
k [u] /uepei ;
2. Fil
rM (ni) =
⊕
i∈Z/hZ
unik [u] /uepei ;
3. φr (u
niei) = ei+1 pour tout indie i ;
4. N (ei) = 0 pour tout indie i.
Il est faile de vérier que tous es objets sont bien dans la atégorie M˜
r
et on a le
théorème suivant :
Théorème 4.3.2. Supposons k algébriquement los. Les objets M (ni) sont des objets sim-
ples de la atégorie M˜
r
. De plus, si M est un objet simple de la atégorie M˜
r
, alors il est
isomorphe à un ertain M (ni).
Démonstration. Voyons d'abord la simpliité deM (ni). SoitM un sous-objet non nul de
M (ni). L'image de la restrition de φr à M∩ Fil
rM (ni) est supposée engendrer tout M ;
en partiulier elle n'est pas réduite à 0 et omprend un élément non divisible par up, disons
x. On érit x = λ1e1+ . . .+λheh où les λi sont des polynmes à oeients dans k [u
p] /uep.
On peut supposer λi ∈ k quitte à remplaer x par ϕr ◦ ϕr (x).
Considérons un x pour lequel le nombre de λi non nuls est minimal et érivons :
x = λ1ei1 + . . .+ λkeik
ave ii tous les λi non nuls. En appliquant ϕr éventuellement plusieurs fois, on voit que
tous les nij doivent être égaux ar sinon, on obtient un nouvel x qui serait ombinaison d'un
nombre plus petit de ei. On applique alors ϕr à l'égalité préédente et omme préédemment,
on prouve que tous les nij+1 sont égaux. Par réurrene, on voit que pour a xé tous les nij+a
sont égaux. Ainsi, pour que la suite (ni) soit périodique de période exatement h, il faut que
k = 1, 'est-à-dire que x soit multiple de l'un des ei. Mais alors le sous-objet engendré par
x est tout M (ni) et nalement M =M (ni). Ce qui assure la simpliité.
Voyons la réiproque. On applique le lemme 4.2.1 qui donne une desription expliite de
l'objet M. Il reste juste à démontrer que la suite (ni) ne peut-être périodique de période
5
Par  périodique , on entend dans e papier  périodique dès le début  et pas  périodique à partir
d'un ertain rang .
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divisant stritement h. Mais supposons que e soit le as et notons t ette période. On on-
sidère le sous-objet engendré par l'élément x = et+e2t+ . . .+eh et on vérie immédiatement
qu'il est non nul et stritement inlus dans M. C'est une ontradition. 
Remarque. En utilisant la orrespondane de [8℄, on retrouve exatement la lassiation
donnée par Raynaud dans [19℄.
Étude des endomorphismes
On suppose toujours le orps k algébriquement los. SoitM un objet simple de M˜
r
. Soit
(e1, . . . , eh) une base adaptée de M vériant les onditions du théorème 4.3.2. Nous allons
en fait voir que les ei sont presque uniquement déterminés. Plus préisément, on a :
Théorème 4.3.3. Supposons k algébriquement los. Si λ ∈ k vérie λp
h
= λ, alors l'ap-
pliation ψ : M→M dénie par ψ (ei) = λp
i
ei est un endomorphisme de M. Ce sont les
seuls.
Démonstration. Déjà il est faile de vérier que les appliations dénies dans l'énoné du
théorème sont bien ompatibles au Fil
r
, au Frobenius et à l'opérateur de monodromie.
Pour la réiproque, nous allons antiiper sur des résultats ultérieurs donnant une applia-
tion non nulle End (M)→ End (T
st
(M)) (la non-nullité se déduit de la délité du fonteur
T
st
, voir orollaire 5.3.4). D'autre part End (M) est un orps a priori non ommutatif et
End (T
st
(M)) est un orps ni à ph éléments (ela se déduit de théorème 5.2.2). On en
déduit failement que la èhe End (M) → End (T
st
(M)) est bijetive, e qui prouve le
théorème. 
Corollaire 4.3.4. Les objets simples M (ni) et M (mi) sont isomorphes si et seulement si
la suite (mi) se déduit de la suite (ni) par translation.
Démonstration. Si deux objets M (ni) et M (mi) sont isomorphes, on peut transporter
une base adaptée deM (ni) àM (mi) et le théorème préédent entraîne la onlusion voulue.

Un autre point de vue
Donnons nalement un point de vue diérent sur ette lassiation, peut-être plus
agréable à retenir.
Soit (ni)i∈N une suite quelonque d'entiers ompris entre 0 et p− 1 et soit t le rationnel
dont le développement  déimal  en base p est :
t = 0 , n1 n2 n3 n4 . . .
On a une propriété lassique :
Propriété 4.3.5. Ave les notations préédentes, les suites périodiques sont exatement
elles qui orrespondent aux rationnels de Z(p) ∩ [0, 1] où Z(p) désigne le loalisé de Z en p.
On peut alors poser la dénition suivante :
Dénition 4.3.6. Soit R l'ensemble des lasses d'équivalene d'éléments de Z(p) pour la
relation d'équivalene suivante : a ∼ b si et seulement s'il existe un entier n tel que a ≡ pnb
(mod Z).
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La dernière relation d'équivalene n'est pas mystérieuse : elle orrespond simplement à
un déalage des déimales du nombre. En partiulier, à ause de la périodiité, les lasses
d'équivalene sont toutes nies.
Dans es onditions, R lassie exatement les objets simples de la atégorieMr (via la
orrespondane que l'on a dérite préédemment).
Nous verrons par la suite que le  rationnel lassiant  va réapparaître de façon na-
turelle.
5 Étude du fonteur T
st
5.1 Un système préliminaire
Ce paragraphe présente une version légèrement diérente de résultats lassiques et par
exemple déjà disutés dans [22℄ ou dans le paragraphe 3.3.2 de [3℄. On suppose dans e
paragraphe que le orps résiduel k est algébriquement los.
On onsidère un entier h stritement postitif. On xe η(h) une raine
(
ph − 1
)
-ième de
l'uniformisante π de K et on appelle K(h) l'extension de K engendrée par ette raine. On
rappelle que K(h)/K est totalement et modérément ramiée de degré ph − 1. On rappelle
également que la limite indutive de toutes es extensions est l'extension maximale modéré-
ment ramiée de K. Par la suite, lorsqu'il n'y aura pas de risque d'ambiguité, on notera η
à la plae de η(h). On rappelle enn que π1 désigne une raine p-ième de π.
On s'intéresse au système d'équations suivant :
(S) :

(πn11 xˆ1+cˆ1)
p
πer
= ̟xˆ2 + rˆ1
(πn21 xˆ2+cˆ2)
p
πer
= ̟xˆ3 + rˆ2
.
.
.
(πnh1 xˆh+cˆh)
p
πer
= ̟xˆ1 + rˆh
où ̟ ∈ {−1, 1} est un signe, les ni sont des entiers xés tous ompris entre 0 et er, et où les
rˆi et les cˆi sont des éléments de OK¯ . Les inonnues sont les xˆi que l'on herhe également
dans OK¯ . On pose dans la suite mi = er − ni.
Sans oeient onstant
On s'intéresse tout d'abord au as où toutes les onstantes rˆi et cˆi sont nulles. Il est
alors possible de résoudre diretement le système dans OK¯ . En eet, le système se réérit
simplement :
xˆpi = ̟π
mixˆi+1.
Par des manipulations simples, on voit que xˆ1 doit être solution de l'équation :
xˆp
h
1 = ̟
hπs1xˆ1
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où s1 est déni par la formule :
s1 = m1p
h−1 +m2p
h−2 + . . .+mh−1p +mh.
Cette équation admet ph solutions qui sont 0 et toutes les raines
(
ph − 1
)
-ièmes de ̟hπs1 .
À partir de xˆ1, on reonstruit les autres xˆi et on vérie qu'ils forment bien une solution du
système.
On peut présenter les hoses de façon plus homogène en proédant omme suit. On pose
pour tout i ∈ Z/hZ :
si = mip
h−1 +mi+1p
h−2 + . . .+mi+h−2p+mi+h−1.
Si ε est une raine
(
ph − 1
)
-ième de ̟ (qui est déjà dans K), la famille des xˆi = ̟
iεp
i
ηsi
est une solution de (S). Toutes les solutions s'obtiennent ainsi à l'exeption de la solution
nulle xˆ1 = . . . = xˆh = 0.
Un lemme à la Hensel
On ne suppose plus que les onstantes sont nulles et on herhe un lien entre les solutions
de (S) modulo p et les solutions de (S) dans OK¯ :
Lemme 5.1.1. Ave les notations préédentes, si le système (S) admet une solution (x1, . . . , xh)
modulo p, alors ette solution se relève dans OK¯ en une solution (xˆ1, . . . , xˆh).
Démonstration. On onstruit ette solution par approximations suessives. Fixons tout
d'abord une extension nie L de K(h) susamment grande pour ontenir tous les rˆi, les
cˆi et pour que tous les xi puissent s'y relever. L'extension L/K
(h)
est totalement ramiée
(puisque k est supposé algébriquement los), disons de degré d. Notons OL l'anneau des
entiers de L.
On va onstruire une suite de (x
(n)
1 , x
(n)
2 , . . . , x
(n)
h ) de solutions ompatibles du système
(S) modulo ηn dans OL. Il sura par la suite de prendre la limite de ette suite pour avoir
une solution du système dans OL et don dans OK¯ .
On a déjà, par hypothèse, un h-uplet pour n = e
(
ph − 1
)
. Les suivants se onstruisent
par réurrene. On part d'un entier n > e
(
ph − 1
)
et d'éléments x
(n)
1 , . . . , x
(n)
h vériant :(
πni1 x
(n)
i + cˆi
)p
πer
≡ ̟x(n)i+1 + rˆi (mod η
n)
pour tout indie i pris dans Z/hZ et on herhe à onstruite y1, . . . , yh, tels que :(
πni1 x
(n)
i + cˆi + π
ni
1 η
nyi
)p
πmi
≡ ̟x(n)i+1 + η
nyi+1 + rˆi (mod η
n+1)
Un alul donne :(
πni1 x
(n)
i + cˆi + π
ni
1 η
nyi
)p
πer
=
(
πni1 x
(n)
i + cˆi
)p
πer
+
p∑
k=1
C
k
p
πkni1 η
kn
πer
yki
(
πni1 x
(n)
i + cˆi
)p−k
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Soit un entier k > 1. On a v
(
π
kni
1 η
kn
πer
)
= kni
p
+ kn
ph−1
− er. D'autre part,
(π
ni
1 x
(n)
i +cˆi)
p
πer
est un
entier, don de valuation positive et on en déduit que v(πni1 x
(n)
i + cˆi) >
er
p
. On obtient :
vi = v
(
πkni1 η
kn
πer
(
πni1 x
(n)
i + cˆi
)p−k)
>
kn
ph − 1
+
kni
p
− er + (p− k)
er
p
=
n
ph − 1
+ (k − 1)
n
ph − 1
−
kmi
p
Comme par hypothèse n > e
(
ph − 1
)
et mi 6 er, il vient :
vi >
n
ph − 1
+ e (k − 1)−
ker
p
=
n
ph − 1
− e + ek
(
1−
r
p
)
Maintenant si k < p, le oeient binomial Ckp est multiple de p et don :
v
(
C
k
p
πkni1 η
nk
πer
(
πni1 x
(n)
i + cˆi
)p−k)
> e + vi >
n
ph − 1
+ ek
(
1−
r
p
)
>
n + 1
ph − 1
la dernière inégalité résultant du fait que r 6 er 6 p− 2.
On en déduit que tous les termes de la somme pour k ompris stritement entre 0 et
p sont nuls modulo ηn+1. En fait, 'est aussi le as pour k = p. En reprenant les égalités
préédentes, on voit que :
vp >
n
ph − 1
+ e (p− 1− r)
mais p − 1 − r > 1 et don on a également vp >
n+1
ph−1
. Finalement le système que l'on a à
résoudre se réduit à :(
πmi1 x
(n)
i + cˆi
)p
πer
≡ ̟x(n)i+1 + η
nyi + rˆi (mod η
n+1)
mais on sait que la diérene
(π
mi
1 x
(n)
i +cˆi)
p
πer
−̟x(n)i+1− rˆi est un multiple de η
n
, et don s'érit
ηnqi. Il sut ensuite de hoisir yi = qi pour avoir la solution que l'on herhait. 
Résolution du système
Une première onséquene du lemme que l'on vient de prouver est la résolution du
système (S) modulo p lorsque les onstantes rˆi et cˆi sont toutes nulles :
Lemme 5.1.2. Supposons que les onstantes rˆi et cˆi soient nulles. Mise à part la solution
nulle, les solutions de (S) dans OK¯/p s'érivent xi = ̟
iεp
i
η¯si où ε ∈ OK est une raine(
ph − 1
)
-ième de ̟h, η¯ est la rédution de η dans OK¯/p et :
si = mip
h−1 +mi+1p
h−2 + . . .+mi+h−2p+mi+h−1.
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Démonstration. Si ε est une raine
(
ph − 1
)
-ième de ̟h et si xi désigne la rédution
modulo p de ̟iεp
i
ηsi, le uplet (x1, . . . , xh) est solution du système dans OK¯/p. De plus, si
ε et ε′ sont deux raines
(
ph − 1
)
-ièmes de ̟h distintes, on a pour tout entier i, εp
i
6= ε′p
i
dans le orps résiduel et don εp
i
−ε′p
i
est de valuation nulle. On en déduit, puisque v(ηsi) =
si
ph−1
< 1, que xi = ̟
iεp
i
ηsi et x′i = ̟
iε′p
i
ηsi sont distints dans OK¯/p.
On a ainsi trouvé ph solutions à (S) modulo p. Le lemme 5.1.1 assure qu'il y en a au
moins autant dans OK¯ . Mais on a vu qu'il y en a exatement p
h
dans OK¯ , on les a don
toutes. 
Passons au as général. On reprend le système (S) mais on ne suppose plus la nullité de
rˆi et de cˆi.
Théorème 5.1.3. Supposons que le système (S) admette une solution dans OK¯ , alors il
admet toujours ph solutions dans OK¯ et p
h
solutions dans OK¯/p. De plus l'appliation de
rédution modulo p dénit une bijetion entre es ensembles de solutions.
En outre si (x1, . . . , xh) et (y1, . . . , yh) sont deux solutions distintes dans OK¯/p, alors
il existe ε une raine
(
ph − 1
)
-ième de ̟h telle que yi = xi + ̟
iεp
i
ηsi pour tout indie
i ∈ Z/hZ où si est déni par la formule :
si = mip
h−1 +mi+1p
h−2 + . . .+mi+h−2p+mi+h−1
Démonstration. Soit (xˆ1, . . . , xˆh) une solution de (S) dans OK¯ . Si l'on note xi ∈ OK¯/p la
rédution modulo p de xˆi, le uplet (x1, . . . , xh) est solution de (S) modulo p. Prenons ε une
raine
(
ph − 1
)
-ième de ̟h et posons yi = xi +̟
iεp
i
ηsi. Un alul donne :
(
πni1 xˆi + π
ni
1 ̟
iεp
i
ηsi + cˆi
)p
= (πni1 xˆi + cˆi)
p+πni̟iεp
i+1
ηpsi+
p−1∑
k=1
C
k
pπ
kni
1 ̟
kiεkp
i
ηksi (πni1 xˆi + cˆi)
p−k
Or les xˆi forment une solution de (S) et don on a v(π
ni
1 xˆi + cˆi) >
er
p
. Également, on a
v (ηsi) = si
ph−1
> mi
p
. Finalement, on obtient :
v
(
πkni1 ̟
kiεkp
i
ηksi (πni1 xˆi + cˆi)
p−k
)
> k
ni
p
+ k
mi
p
+ (p− k)
er
p
= er
Ainsi tous les termes de la somme sont des multiples de pπer. Modulo p, il reste :
1
πer
(
πni1 xˆi + π
ni
1 ̟
iεp
i
ηsi + cˆi
)p
≡
(πni1 xˆi + cˆi)
p
πer
+
πni̟iεp
i+1
ηpsi
πer
(mod p)
≡ ̟xˆi+1 + rˆi +̟
̟i+1εp
i+1
ηpsi
πmi
(mod p)
On remarque que psi = si+1 + mi
(
ph − 1
)
, puis que (y1, . . . , yh) est solution de (S). On
onlut en reprenant la démonstration du lemme 5.1.2. 
Voii un dernier orollaire qui nous sera utile par la suite :
Corollaire 5.1.4. Soit g un élément du groupe de Galois GK qui xe tous les rˆi et tous les
cˆi. Soit (xˆ1, . . . , xˆh) une solution de (S) dans OK¯. On note xi la rédution modulo p de xˆi.
Alors, pour tout i ∈ Z/hZ, g xe xˆi si et seulement si g xe xi.
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Démonstration. Il sut de montrer que si g xe les xi alors (gxˆ1, . . . , gxˆh) est aussi solution
de (S). En eet, d'après le théorème préédent, si es deux solutions sont distintes dans OK¯ ,
elles le sont aussi modulo p. Le théorème 5.1.3 donne ei : dans le as où les deux solutions
sont distintes, dans OK¯ omme dans OK¯/p, toutes les  oordonnées  des h-uplets sont
distintes. Le orollaire en déoule diretement. 
Remarque. Dans le as où tous les cˆi sont nuls, il existe toujours une solution au système dans
OK¯ . En eet, en ombinant les équations, on aboutit à une unique équation polynomiale à
oeients entiers que doit vérier xˆ1. Comme K¯ est algébriquement los, ette équation
admet une solution.
5.2 Calul sur les objets simples
Dans e paragraphe uniquement, on suppose le orps résiduel k algébriquement los. On
suppose également que π est hoisi tel que πe = p, e qui est toujours possible si r > 0 (si
r = 0, les résultats se démontrent indépendemment et failement). Ainsi E (u) = ue − p et
cπ = −1. Soit M un objet simple de M
r
. Le théorème 4.3.2 arme que M est de la forme
M (ni) pour une ertaine suite périodique (ni). Notons h sa période.
L'image deM par le fonteur T
st
s'identie, omme le prouve le lemme 2.3.4, à l'ensemble
Hom(M, Aˆ). Se donner un tel morphisme revient à se donner pour tout i, un élément xi ∈ Aˆ,
image de ei, es éléments xi étant soumis à ertaines relations que nous allons expliiter. On
rappelle que d'après le lemme 2.3.3, l'anneau Aˆ s'identie à (OK¯ 〈X〉) /p.
Lemme 5.2.1. L'ensemble des x ∈ Aˆ tels que N (x) = 0 est OK¯/p.
Démonstration. Le lemme résulte diretement du fait que N (X) est une unité de Aˆ. 
De N (ei) = 0, on déduit N (xi) = 0 et don d'après le lemme préédent xi ∈ OK¯/p.
Intéressons-nous maintenant à la ondition imposée par le Frobenius. Sur l'objet M, φr est
déni par φr (u
niei) = ei+1. Cela impose don deux hoses : l'élément u
nixi appartient à
Fil
r (OK¯ 〈X〉) /p et on a l'égalité φr (u
nixi) = xi+1.
On rappelle que l'on avait appelé p1 (resp. π1) une raine p-ième de p (resp. de π) et
omme πe = p, on peut supposer en outre que πe1 = p1. D'autre part, si x =
∑
i>0 ai
Xi
i!
∈ Aˆ
(ai ∈ OK¯/p), alors x ∈ Fil
rAˆ si et seulement si ai est un multiple de p¯
r−i
1 pour tout entier
i ompris entre 0 et r. Comme, dans Aˆ, u = π1
1+X
, on a unixi ∈ Fil rAˆ si et seulement si
πni1 xi ∈ Fil
rAˆ, 'est-à-dire πer−ni1 divise xi pour tout i ∈ Z/hZ.
Soit xˆi un relevé de xi dans OK¯ qui est un multiple de π
er−ni
1 . Par dénition φr (u
nixi)
est la rédution modulo p de :
1
pr
· φ
(
πni1
(1 +X)ni
xˆi
)
=
(−1)r
pr
·
πpni1
(1 +X)pn1
xˆpi = (−1)
r 1
(1 +X)pn1
·
1
πer−ni
xˆpi .
Or modulo p, (1 +X)p = 1 et nalement φr (u
nixi) = (−1)
r x
p
i
πer−ni
.
Ces équations fournissent un système qui est exatement elui étudié dans le paragraphe
5.1 ave ̟ = (−1)r et cˆi = rˆi = 0. En partiulier, le lemme 5.1.2 nous fournit diretement
les solutions.
On vient de prouver le théorème 1.0.3 dont nous rappelons l'énoné :
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Théorème 5.2.2. Supposons k algébriquement los et er < p − 1. Si l'objet simple M
s'identie à M (ni) pour une suite (ni) périodique de période h (voir théorème 4.3.2), alors
la représentation galoisienne T
st
(M) est isomorphe à :
θm11 θ
m2
2 . . . θ
mh
h
où mi est déni par ni +mi = er et où les θi sont les aratères fondamentaux de niveau h.
En partiulier, pour tout objet M de Mr tué par p, les exposants qui dérivent l'ation
de l'inertie modérée sur la semi-simpliée modulo p de T
st
(M) sont tous ompris entre 0 et
er.
5.3 Exatitude et délité
Exatitude
Théorème 5.3.1. Le fonteur T
st
de la atégorieMr dans la atégorie des Zp-représentations
galoisiennes de torsion est exat.
Démonstration. La preuve est en tout point semblable à elle donnée dans le paragraphe
3.2.1. de [3℄, et dans le paragraphe 2.3.1. de [6℄. 
Fidélité
Commençons par le lemme suivant :
Lemme 5.3.2. Supposons k algébriquement los. L'image par le fonteur T
st
d'un objet
simple de Mr est une représentation irrédutible.
Démonstration. Par le théorème 5.2.2, on onnaît l'image d'un objet simple par le fonteur
T
st
. On vérie diretement que ette image est une représentation galoisienne irrédutible.

Corollaire 5.3.3. Supposons k algébriquement los. Si M est un objet de Mr, on a :
long (M) = long (T
st
(M))
Démonstration. Cela déoule diretement du lemme préédent et de l'exatitude. 
Remarque. Ces deux derniers résultats restent vrais si k n'est pas algébriquement los (voir
théorème 6.4.4).
Corollaire 5.3.4. Le fonteur T
st
de la atégorieMr dans la atégorie des Zp-représentations
galoisiennes de torsion est dèle.
Démonstration. Supposons dans un premier temps k algébriquement los. Soit f : X → Y
un morphisme dans la atégorie Mr tel que T
st
(f) = 0. On a la suite exate dans Mr :
0 // ker f // X
f˜ //
im f // 0
En outre l'appliation im f → Y est injetive et don la èhe déduite T
st
(Y) →
T
st
(im f) est surjetive. On en déduit que T
st
(f˜) = 0. En appliquant le fonteur exat
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T
st
à la suite exate érite préédemment, on voit que T
st
(im f) = 0. D'après le orollaire
préédent, im f = 0, puis f = 0.
Pour le as général, notonsKnr le omplété p-adique de l'extension maximale non ramiée
de K. Son orps résiduel s'identie à une lture algébrique k¯ de k. Désignons par S
nr
l'anneau S onstruit à partir de Knr et par Mr
nr
la atégorie de modules sur S
nr
.
SiM est un objet de Mr, alorsM
nr
= S
nr
⊗SM est un objet de M
r
nr
et l'appliation :
T
st
(M) → T
st
(M
nr
)
f 7→ [s⊗ x 7→ sf (x)]
est un isomorphisme ommutant à l'ation de Gal
(
K¯/Knr
)
. De plus, le morphisme ιM :
M→M
nr
, x 7→ 1⊗ x est injetif.
Soit f : X → Y un morphisme dans la atégorie Mr tel que T
st
(f) = 0. Il induit un
morphisme f
nr
: X
nr
→ Y
nr
de la atégorie Mr
nr
et on a T
st
(f
nr
) = 0. Par la délité dans le
as algébriquement los, il vient f
nr
= 0. La omposée ιY ◦ f : X → Ynr est nulle et omme
ιY est injetif, f est nulle. Cei démontre la délité. 
6 Pleine délité du fonteur T
st
Dans ette partie, on suppose à nouveau dans un premier temps que le orps résiduel k
est algébriquement los. La propriété de pleine délité reste valable sans ette hypothèse et
nous verrons dans le dernier paragraphe omment le as général se déduit simplement du
as  algébriquement los .
Par un argument lassique (voir [13℄), on se ramène à prouver le lemme suivant :
Lemme 6.0.5. Soient M et N deux objets simples de Mr. Alors la èhe anonique
Ext
1 (M,N )→ Ext1 (T
st
(N ) , T
st
(M)) est injetive.
6.1 Le module A
ss
Pour prouver le lemme 6.0.5, on onsidèreM et N deux objets simples, X une extension
dans la atégorie Mr de es deux objets telle que T
st
(X ) soit isomorphe au produit diret
T
st
(M)× T
st
(N ). Il nous faut montrer que X est isomorphe à M×N .
Les hypothèses impliquent que X est tué par p. En eet, T
st
(X ) est tué par p, e qui
signie que la multipliation par p sur T
st
(X ) est l'appliation nulle. Par délité, on en
déduit que la multipliation par p sur X est également l'appliation nulle. Ainsi on peut
travailler dans les atégories M˜
r
. D'autre part, si r = 0, il y a un unique objet simple à
isomorphisme près, e qui règle rapidement e as. Ainsi on peut supposer r > 0 et supposer
à nouveau πe = p.
Commençons par donner une aratérisation, faisant intervenir expliitement le fonteur
T
st
, des objets de M˜
r
qui sont semi-simples.
On onstruit un sous-module A
ss
de Aˆ (ss pour semi-simple). Pour ela, omme dans le
paragraphe 5.1, on xe, pour tout entier h, η(h) une raine
(
ph − 1
)
-ième de l'uniformisante
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π. On impose en outre une ondition de ompatibilité : on demande que lorsque h′ divise h,
on ait : (
η(h
′)
) ph−1
ph
′
−1 = η(h)
De ette façon, si s ∈ Z(p) (le loalisé de Z en p) on pourra sans ambiguité parler de π
s
.
En eet, omme tout nombre premier à p admet un multiple de la forme ph − 1, on peut
toujours érire s = a
ph−1 , et poser :
πs =
(
η(h)
)a
.
La ondition de ompatibilité dit préisément que le résultat ne dépend pas de la fration
hoisie pour représenter s. En outre, on a les formules évidentes πs×πs
′
= πs+s
′
et πns = (πs)n
si s et s′ sont dans Z(p) et si n est un entier.
Reprenons la desription donnée tout à la n du paragraphe 4.3. Choisissons un élément
t ∈ R lassiant un ertain objet simple M de la atégorie M˜
r
. Appelons t1, . . . , th les
rationnels de Z(p) ∩ [0, 1[ orrespondant à t. Préisément si 'est la suite (ni)i∈Z/hZ qui
lassie M, on aura :
ti = 0 , nini+1. . .ni+h−1 nini+1. . .ni+h−1 . . .
Si l'on pose vi =
er
p−1
− ti, on voit d'après le alul fait dans le paragraphe 5.2 que tout
élément de T
st
(M) tombe dans le sous-k [u] /uep-module de Aˆ engendré par les πvi . On
pose, pour tout t ∈ R :
A
sst = k [u] /u
ep · πv1 + k [u] /uep · πv2 + . . .+ k [u] /uep · πvh
où l'entier h dépend de t. La somme préédente est direte (voir lemme 6.1.2). Il faut faire
attention au fait que les modules k [u] /uep · πvi ne sont pas libres, ar par exemple on a
toujours uep−1πvi = 0, sauf dans le as très partiulier où h = 1 et n1 = er. En partiulier
A
sst n'est pas isomorphe à M.
Dénition 6.1.1. On pose :
A
ss
=
∑
t∈R
A
sst ⊂ Aˆ.
Autrement dit, A
ss
est le sous-k [u] /uep-module engendré par les πt
′
où t′ parourt l'ensemble
des rationnels ompris stritement entre 0 et 1 et dont l'ériture  déimale  en base p ne
omporte que des hires ompris entre 0 et er.
Lemme 6.1.2. Le morphisme évident :⊕
t′
k [u] /uep · πt
′
→ A
ss
est un isomorphisme (où la somme est à nouveau étendue aux t′ rationnels ompris strite-
ment entre 0 et 1 et dont l'ériture  déimale  en base p ne omporte que des hires
ompris entre 0 et er).
40
Avant de faire la démonstration, insistons sur le fait que la notation est trompeuse : le
module k (u) /uep ·πt
′
n'est pas libre, il doit être vu omme un sous-module de Aˆ. Le lemme
dit don que la somme dans Aˆ de tous es sous-modules est direte.
Démonstration. La surjetivité est une onséquene immédiate de la dénition de A
ss
.
Passons à l'injetivité. Considérons une relation de la forme :
P1 (u)π
v1 + . . .+ Pn (u)π
vn = 0
où les vi sont deux à deux distints et où on peut supposer que tous les polynmes Pi ∈
k [u] /uep sont non nuls. Il faut alors montrer que tous les termes de la somme Pi (u) π
vi
sont
nuls, et ei va résulter d'un simple alul de valuation.
On érit u = π1X
′p−1
où l'on rappelle que X ′ = 1 + X vérie la relation X ′p = 1. En
identiant les oeients en X ′, on obtient pour tout j ompris entre 0 et p− 1 des égalités
de la forme :
P
(j)
1 (π) π
v1 + . . .+ P (j)n (π)π
vn = 0
où les P
(j)
i sont des polynmes à oeients dans OK¯/p . On rappelle que l'on dispose d'une
valuation sur OK¯/p et que le fait d'être nul signie simplement d'être de valuation supérieure
à e. La valuation de P
(j)
i (π) est un entier. Comme vi ∈ Z(p) ∩ [0, 1[, et que tous les vi sont
deux à deux distints, les valuations de P
(j)
i (π)π
vi
sont aussi deux à deux distintes, et on
a :
v
(
P
(j)
1 (π)π
v1 + . . .+ P (j)n (π) π
vn
)
= min
i
v
(
P
(j)
i (π)π
vi
)
En partiulier, la somme est nulle si et seulement si tous les termes sont nuls, e qui est bien
e que l'on voulait prouver. 
Soit X un objet de la atégorie M˜
r
. L'injetion A
ss
→ Aˆ fournit une èhe injetive
Hom (X , A
ss
)→ T
st
(X ).
Lemme 6.1.3. L'objet X est semi-simple si et seulement si la èhe préédente est surjetive
(et don un isomorphisme).
Démonstration. Le sens diret est faile : si X est semi-simple et s'érit don omme la
somme X = M1 ⊕ . . . ⊕Mn pour ertains objets simples Mi, alors Tst (X ) se déompose
lui aussi omme la somme direte :
T
st
(X ) = T
st
(M1)⊕ . . .⊕ Tst (Mn)
et on a déjà vu que T
st
(Mi) = Hom (Mi, Ass).
Faisons la réiproque. Le lemme 2.3.1.2 de [6℄ arme que le ardinal de T
st
(X ) est prgX
où rgX désigne le rang de X en tant que k [u] /uep-module. On prouve par réurrene sur
la longueur de l'objet X que CardHom (X , A
ss
) 6 prgX et qu'il y a égalité si et seulement
si X est semi-simple. Cela entraînera bien le résultat annoné dans le lemme.
Le résultat est évident si X est simple (de longueur 1). Prenons un objet X de longueur
n + 1. Il existe une suite exate ourte de la forme :
0 //M // X //N // 0
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où M est un objet simple et N est un objet de M˜
r
de longueur n. Par appliation du
fonteur ontravariant Hom (·, A
ss
), on en déduit une suite exate à gauhe :
0 // Hom (N , A
ss
) // Hom (X , A
ss
) // Hom (M, A
ss
)
d'où :
CardHom (X , A
ss
) 6 CardHom (N , A
ss
) · CardHom (M, A
ss
) 6 prgN · prgM = prgX
Pour que les deux inégalités préédentes soient des égalités, il faut que la èhe Hom (X , A
ss
)→
Hom (M, A
ss
) soit surjetive et que CardHom (N , A
ss
) = prgN . D'après l'hypothèse de réur-
rene, ette dernière ondition implique que N est semi-simple.
Exploitons la première ondition. Soit ψ ∈ Hom (M, A
ss
), ψ 6= 0. Si t désigne le  ra-
tionnel lassiant  de M, ψ tombe dans un A
sst qui est un fateur diret de Ass. Par
hypothèse, ψ se prolonge à tout X . On s'intéresse à la omposée s : X → A
ss
→ A
sst où la
première èhe est ψ ainsi prolongée et la seonde èhe est la projetion anonique.
Notons (e1, . . . , ed) une base adaptée de X pour les entiers n1, . . . , nd et notons pour tout
i, fi un relevé de s (ei) dansM, qui existe puisque tous les morphismes non nulsM→ Asst
sont surjetifs. Nous allons orriger les fi pour que la èhe s : X → M, ei 7→ fi dénisse
un sindage de :
0 //M // X // N // 0 .
Les fi sont uniques modulo u
e
Fil
rX (on peut faire beauoup mieux en fait, mais e ne sera
pas utile). En partiulier, quelle que soit la façon de les hoisir, la èhe s obtenue respete
Fil
r
. D'autre part, on a : φr (u
nifi)
.
.
.
φr (u
ndfd)
 = tG
 fi..
.
fd
+
 ri..
.
rd

où G désigne la matrie de φr dans la base adaptée (e1, . . . , ed) et où les ri sont des éléments
de ueFil rX . On voit don que si l'on remplae le veteur
 fi..
.
fd
 par le veteur
 fi..
.
fd
+
tG−1
 ri..
.
rd
, on obtient une èhe ompatible à Fil r et à φr.
Pour prouver que ette rétration est également ompatible à N , on onsidère le dia-
gramme ommutatif suivant :
Fil
rM
φr //

M
cN

Fil
rX //
ueN

s
99rrrrrrrrrr
ueN
φr
X

s
==||||||||
Fil
rM //
φr
cN
M
Fil
rX
φr //
s
99rrrrrrrrrr
X
s
==||||||||
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Les faes du ube situées devant, derrière, au-dessus et au-dessous ommutent. La fae de
gauhe ommute modulo ueFil rM et don φr ◦ (u
eN) ◦ s = φr ◦ s ◦ (u
eN). Une hasse au
diagramme permet d'obtenir (cN) ◦ s ◦φr = s ◦ (cN) ◦φr, e qui permet de onlure puisque
φr (Fil
rX ) engendre tout X . 
6.2 Le alul de Hom(N , Aˆ/A
ss
)
Rappelons que notre objetif est de prouver le lemme 6.0.5. On onsidère don X , objet de
M˜
r
et extension de deux objets simplesM etN . On suppose que T
st
(X ) ≃ T
st
(M)×T
st
(N )
et on veut montrer que X est semi-simple. Pour ela d'après le lemme 6.1.3, il sut de
prouver que tout élément de T
st
(X ) dénit un morphisme qui tombe dans A
ss
. Soit ψ ∈
T
st
(X ). On peut dessiner le diagramme suivant :
0 //M
f //
0
9
99
99
99
99
99
99
X //
ψ

N //
ψ˜

0
Aˆ
pr

Aˆ/A
ss
La omposée ψ ◦ f est un morphisme de M dans Aˆ, qui tombe dans A
ss
par simpliité
de M et devient nulle lorsqu'elle est omposée ave la projetion anonique. Il existe don
une èhe ψ˜ : N → Aˆ/A
ss
faisant ommuter le diagramme. L'objetif de e paragraphe est
d'étudier plus en détail ette èhe.
Notons d'abord que le quotient Aˆ/A
ss
hérite d'une ltration, d'un Frobenius et d'un
opérateur de monodromie : on dénit Fil
i(Aˆ/A
ss
) = pr(Fil iAˆ) et on vérie que N (A
ss
) ⊂ A
ss
et que φi(Ass ∩ Fil iAˆ) ⊂ Ass. Cela sut pour transporter les strutures.
Comme M est un objet simple, on sait le dérire préisément : par le théorème 4.3.2, il
existe un entier h, des éléments e1, . . . , eh qui forment une base deM et des entiers n1, . . . , nh
le tout tel que Fil
rM = un1e1+ . . .+unheh, φr (uniei) = ei+1 et N (ei) = 0, les indies étant
onsidérés dans Z/hZ. De même, on a une desription de N : il existe un entier h′, des
éléments e′1, . . . , e
′
h′ et des entiers n
′
1, . . . , n
′
h′ le tout vériant des onditions analogues.
Dans un premier temps, omme ψ ommute à N , on a N(ψ˜ (e′i′)) = 0 pour tout indie
i′. On herhe don les éléments de Aˆ dont l'image par N tombe dans A
ss
. C'est l'objet du
lemme suivant. On rappelle que, par le lemme 2.3.5 :
Aˆ ≃ (OK¯ [X
′] 〈Y 〉) / (X ′p − 1, p)
l'isomorphisme onsistant à faire orrespondre X ′ à 1 +X et Y
i
i!
à
1
i!
(
(1+X)p−1
p
)i
.
Lemme 6.2.1. Ave les notations préédentes, l'ensemble des x ∈ Aˆ tels que N (x) ∈ A
ss
est A
ss
+OK¯/p+ (Ass ∩ OK¯/p) Y .
Démonstration. Soit x ∈ Aˆ tel que N (x) ∈ A
ss
. Il s'érit :
x =
∑
j>0
Pj (X
′)
Y j
j!
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les Pj étant des polynmes de degré inférieur à p − 1 à oeients dans OK¯/p nuls pour
j ≫ 0. On a :
N (x) =
∑
j>0
(
X ′P ′j (X
′) + Pj+1 (X
′)
) Y j
j!
.
On remarque que via les identiations faites,A
ss
est entièrement inlus dansOK¯/p [X
′] /(X ′p−
1) et don il sut de vérier les onditions :
1. X ′P ′0 (X
′) + P1 (X
′) ∈ A
ss
2. X ′P ′j (X
′) + Pj+1 (X
′) = 0 pour tout j > 1
La deuxième ondition entraîne P1 (X
′) = b pour un ertain b ∈ OK¯/p et Pj (X
′) = 0 pour
tout j > 2.
Exploitons maintenant la première ondition. Érivons P0 (X
′) = a0 + a1X
′ + . . . +
ap−1X
′p−1
où ai ∈ OK¯/p. On obtient :
b+ a1X
′ + 2a2X
′2 + . . .+ (p− 1) ap−1X
′p−1 ∈ A
ss
.
Par dénition de A
ss
et en remarquant que u ∈ Aˆ
st
orrespond à π1X
′p−1 ∈ Aˆ, on voit que
tous les termes de la somme préédente sont éléments de A
ss
. En partiulier on a b ∈ A
ss
.
D'autre part, les entiers 2, . . . , p− 1 sont inversibles dans OK¯/p et don tous les aiX
′i
, pour
i > 1, sont aussi éléments de A
ss
. Cela prouve nalement que P0 (X
′) ∈ A
ss
+OK¯/p puis la
onlusion annonée.
Il reste à faire la réiproque, mais elle est immédiate au vu du alul préédent. 
6.3 Fin de la preuve
Choisissons des relevés de e′i′ dans X , relevés que l'on appelle enore e
′
i′ . D'après le lemme
6.2.1, l'appliation ψ a la forme suivante :
ψ (ei) = xi
ψ (e′i′) = ai′ + a
′
i′ + bi′Y
où ai′ ∈ OK¯/p, a
′
i′ ∈ Ass, bi′ ∈ Ass ∩ OK¯/p, et où on onnaît préisément la forme des xi
d'après le alul fait dans le paragraphe 5.2 : si xi 6= 0, si l'on note omme dans le paragraphe
6.1 :
ti = 0 , nini+1. . .ni+h−1 nini+1. . .ni+h−1 . . .
t′i′ = 0 , n
′
i′n
′
i′+1. . .n
′
i′+h′−1 n
′
i′n
′
i′+1. . .n
′
i′+h′−1 . . .
et si on pose vi =
er
p−1
− ti et v′i′ =
e(r−1)
p−1
− t′i′ , il existe deux raines
(
ph − 1
)
-ièmes de l'unité,
ε et ε′, telles que xˆi = (−1)
ri εp
i
πvi et où xi est la rédution modulo p de xˆi (resp bˆi′).
De plus, en remarquant qu'il existe z ∈ M tel que un
′
i′e′i′ + z ∈ Fil
rX , on obtient des
relations de la forme :
φr
(
un
′
i′ (ai′ + bi′Y ) + ci′
)
= ai′+1 + bi′+1Y + ri′+1 (1)
44
où ci′ et ri′ sont des éléments de Ass. Érivons :
ci′ = c
(0)
i′ + c
(1)
i′ u+ . . .+ c
(p−1)
i′ u
p−1
ave c
(j)
i′ ∈ Ass ∩ OK¯/p. On peut bien arrêter la somme à p− 1 ar u
p = π et si x ∈ OK¯/p,
on a bien πx ∈ A
ss
si et seulement si x ∈ A
ss
. On peut également supposer cn′
i′
= 0 quitte à
modier ai′ . Déomposons un′
i′
(ai′ + bi′Y ) + ci′ de la façon suivante :
un
′
i′ (ai′ + bi′Y ) + ci′ ≡ π
n′
i′
1 ai′ + c
(0)
i′ + c
(1)
i′ π1 + . . .+ c
(p−1)
i′ π
p−1
1
−
[
n′i′π
n′
i′
1 ai′ + c
(1)
i′ π1 + . . .+ (p− 1) c
(p−1)
i′ π
p−1
1 + π
n′
i′
1 bi′
]
X
≡ U − V X (mod
X i
i!
, i > 2)
Cette quantité doit appartenir à Fil
rAˆ. On en déduit que πer1 divise U et π
er−e
1 divise V . De
plus, en identiant les termes onstants en Y dans 1, on obtient les relations :
φr (U) = ai′+1 + ri′+1
qui impliquent ri′ ∈ Ass ∩ OK¯/p. Notons aˆi′ ∈ OK¯ un relevé de ai′ et cˆ
(j)
i′ ∈ OKmr (K
mr
désigne l'extension maximale modérément ramiée de K) des relevés de c
(j)
i′ et posons :
cˆi′ = cˆ
(0)
i′ + cˆ
(1)
i′ π1 + . . .+ cˆ
(p−1)
i′ π
p−1
1 ∈ K
mr [π1] .
Notons nalement rˆi′ ∈ OKmr un relevé de ri′ . Intéressons-nous au système (dont les inonnus
sont les xˆi′) donné par les équations :(
π
n′
i′
1 xˆi′ + cˆi′
)p
πer
= (−1)r (xˆi′+1 + rˆi′) .
On vient de voir que les ai′ forment une solution modulo p, qui se remonte d'après le lemme
5.1.1 en une solution dans OK¯ que l'on note aˆi′. Le orollaire 5.1.4 s'applique : un élément
du groupe de Galois GK qui xe les cˆi′ et les rˆi′ , xe aˆi′ si et seulement s'il xe ai′ .
D'autre part, on rappelle que par hypothèse la suite :
0 // T
st
(N ) // T
st
(X ) // T
st
(M) // 0
est exate et que l'on dispose d'une setion s : T
st
(M)→ T
st
(X ) qui ommute à l'ation de
Galois.
Soit ψ ∈ T
st
(M) dérit omme on vient de le voir. Le morphisme s (ψ) ∈ T
st
(X ) prolonge
ψ, on l'appellera simplement ψ par la suite. Comme s est ompatible à Galois, pour tout
élément σ stabilisant les xi, on a :
σ (ai′ + ci′ + bi′Y ) = σai′ + σci′ + σbi′t (σ) + σbi′Y = ai′ + ci′ + bi′Y
où on rappelle que σ (Y ) = Y + t (σ). On a vu que t (σ) ∈ OK¯/p (voir lemme 2.3.7) et don
de l'égalité préédente, on déduit en partiulier :
σai′ + σci′ + σbi′t (σ) = ai′ + ci′.
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Si t (σ) = 0 et si σ xe ci′, on obtient σai′ = ai′ . En partiulier, tout σ ∈ Gal
(
K¯/Kmr [π1]
)
vérie σai′ = ai′ . Comme de plus tout tel σ xe cˆi′ et rˆi′ , il vient σaˆi′ = aˆi′ puis aˆi′ ∈ K
mr [π1].
Dès lors, la relation φr
(
π
n′
i′
1 ai′ + ci′
)
= ai′+1 + ri′+1 entraîne que ai′+1 ∈ OKmr, et e bien
sûr pout tout i. Ainsi, il existe un entier d tel que l'on puisse érire :
ai′ =
∑
v∈I
λvπ
v
où I désigne l'ensemble des rationnels dans [0, 1[ et ayant pour démoninateur
(
pd − 1
)
et où
les λv sont des éléments de OK/p. Soit Iss l'ensemble des rationnels appartenant à I dont le
développement  déimal  en base p ne fait intervenir que des hires ompris entre 0 et
er. Soit I
ss
= I\I
ss
. On pose :
a
ss,i′ =
∑
v∈I
ss
λvπ
v
et a
ss,i′ =
∑
v∈I
ss
λvπ
v.
Alors ai′ = ass,i′ + ass,i′, ass,i′ ∈ Ass et on vérie que :
φr
(
π
n′
i′
1 ass,i′
)
= a
ss,i′+1.
On sait résoudre ette équation et ses solutions sont dans A
ss
. Cela entraîne a
ss,i′ = 0 pour
tout indie i′. Ainsi ai′ ∈ Ass.
Reprenons à présent l'élément U = π
n′
i′
1 ai′ + c
(0)
i′ + c
(1)
i′ π1 + . . .+ c
(p−1)
i′ π
p−1
1 . Comme on a
vu que ai′ ∈ Ass, sa valuation est un élément de Z(p). Ainsi les valuations de termes non nuls
intervenant dans U sont deux à deux distintes. Puisque πer divise U , on en déduit qu'il
divise haun de es termes. En partiulier, ela implique :
φr−1 (V ) = φr−1
(
πn
′
i′ bi′
)
et en regardant la omposante sur Y , la relation (1) implique :
φr−1
(
πn
′
i′ bi′
)
= bi′+1
On a déjà résolu plusieurs fois e système. En partiulier ('est tout e dont on aura besoin),
bi′ ∈ Ass et si bi′ 6= 0, on a :
v (bi′) 6
e (r − 1)
p
Supposons par l'absurde qu'il existe un indie i′ tel que bi′ 6= 0. Soit σ ∈ Gal
(
K¯/Kmr
)
ne
xant pas π1. On a σbi′ = bi′ et t (σ) 6= 0. On a démontré dans le lemme 2.3.8 que t (σ)
était ongru à une raine (p− 1)-ième de (−p). En partiulier, il est de valuation e
p−1 . On
en déduit :
v (bi′t (σ)) 6
e (r − 1)
p− 1
+
e
p− 1
=
er
p− 1
< e
et don bi′t (σ) est non nul dans OK¯/p. Mais on a l'égalité :
σai′ + σci′ + σbi′t (σ) = ai′ + ci′
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qui se simplie ii en bi′t (σ) = 0. C'est une ontradition. Ainsi bi′ = 0 pour tout i.
En onlusion, l'appliation ψ prend la forme suivante :
ψ (ei) = xi
ψ (e′i′) = ai′ + a
′
i′
ave xi, ai′ et a
′
i′ éléments de Ass. On en déduit que ψ tombe dans Ass.
Maintenant, tout élément de Hom(X , Aˆ) s'érit omme une somme d'un élément de
Hom(M, Aˆ) et de l'image par s d'un élément de Hom(N , Aˆ). Ainsi on a bien prouvé que
Hom(X , Aˆ) = Hom(X , A
ss
) et par suite que le fonteur T
st
est pleinement dèle, du moins
dans le as où k est algébriquement los.
6.4 Réapitulatif et onlusion
Réapitulons tout e que l'on vient de voir. On a prouvé sans hypothèse sur le orps
résiduel k que le fonteur T
st
est toujours exat et dèle. On a également prouvé, pour
l'instant, que si e orps résiduel est algébriquement los, alors le fonteur T
st
était également
plein. En proédant omme dans le paragraphe 6.2 de [13℄, on peut déduire le résultat pour
k quelonque du résultat pour k algébriquement los :
Théorème 6.4.1. Le fonteur T
st
de la atégorie Mr dans la atégorie des représentations
Zp-linéaires de torsion du groupe de Galois GK est exat et pleinement dèle.
Remarque. L'image essentielle du fonteur T
st
est inluse dans la atégore des Zp-représenta-
tions de longueur nie de GK omme le montre le théorème 6.4.4 que nous prouvons par la
suite.
Nous pouvons nalement répondre omplètement à la onjeture A.2 formulée dans [6℄.
Mais avant ela, nous allons énoner et prouver une propriété formelle :
Propriété 6.4.2. Soient A et B deux atégories abéliennes et artiniennes. Soit F : A→ B
un fonteur additif, exat et pleinement dèle qui est tel que l'image de tout objet simple de
A est enore simple dans B. Alors l'image essentielle de F est stable par sous-objets et par
quotients.
Démonstration. On se ramène diretement au as où A est une sous-atégorie pleine de
B. L'hypothèse dit que les objets simples de A restent simples dans B. En partiulier si M
est un objet de A et si :
0 = M0 ⊂M1 ⊂ . . . ⊂Mm = M
est une suite de Jordan-Hölder dans A, elle restera une suite de Jordan-Hölder dans B. Il
s'agit de prouver que la atégorie A est stable par sous-objets et par quotients.
Introduisons pour ela A′ la sous-atégorie pleine de A formée des objets dont tous les
quotients de Jordan-Hölder sont dans B. C'est une sous-atégorie abélienne de A qui est
stable par sous-objets et par quotients. Évidemment A est une sous-atégorie de A′, on peut
don supposer que A′ = B ou si l'on préfère que les objets simples de A′ et eux de B sont
les mêmes.
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Soit M un objet de A et N un sous-objet de M . En onsidérant des suites de Jordan-
Hölder de N et de M/N , on voit que l'on peut érire une suite de Jordan-Hölder de la forme
suivante :
0 = M0 ⊂M1 . . . ⊂Mn = N ⊂Mn+1 ⊂ . . . ⊂Mm = M
Le quotient Mm/Mm−1 est un objet simple et don un objet de A. Par suite le noyau de la
projetionMm → Mm/Mm−1 qui s'identie àMm−1 est également objet de A. Par réurrene,
on montre que tous les Mi sont objets de A et don qu'il en est de même de N . Cei prouve
la stabilité par sous-objets, la stabilité par quotients se traite de façon totalement identique.

Remarque. Cette propriété redémontre en partiulier le fait que la sous-atégorie M˜F
r
de
M˜
r
est stable par sous-objets et par quotients, puisque l'on a vu dans la proposition 3.3.4
que tous les objets simples de M˜
r
étaient dans M˜F
r
.
On peut désormais énoner le théorème qui résout la onjeture mentionnée préédem-
ment :
Théorème 6.4.3. L'image essentielle du fonteur T
st
est stable par sous-objets et par quo-
tients et indépendante du hoix de l'uniformisante π.
Démonstration. L'indépendane du hoix de l'uniformisante est une onséquene direte
de la propriété 3.1.10.
Supposons k algébriquement los. On sait, par le lemme 5.3.2, que l'image par le fonteur
T
st
d'un objet simple de Mr est une représentation irrédutible. Le fonteur T
st
vérie les
onditions de la propriété préédente, e qui onlut.
Pour le as général, notonsKnr le omplété p-adique de l'extension maximale non ramiée
de K et M˜
r
nr
la atégorie M˜
r
onstruite à partir de Knr. SoitM un objet simple deMr. Il
est tué par p et don peut être vu omme un objet de M˜
r
. Il sut de prouver que T
st
(M)
est une représentation irrédutible. Notons M
nr
= k¯ ⊗k M. L'appliation :
T
st
(M) → T
st
(M
nr
)
f 7→ [λ⊗ x 7→ [λ] f (x)]
(où [λ] ∈ W (k¯) ⊂ OK¯ est le représentant de Teihmüller de λ ∈ k¯) est un isomorphisme
ommutant à l'ation de GKnr = Gal
(
K¯/Knr
)
.
Supposons par l'absurde qu'il existe V un sous-Zp-module de Tst (M), strit, non nul
et GK-équivariant. C'est aussi un sous-Zp-module de Tst(Mnr) GKnr-équivariant et don
d'après le as préédent, on peut érire V = T
st
(C
nr
) (égalité de représentations de GKnr)
où C
nr
est un quotient de M
nr
dans la atégorie Mr
nr
. Soit M′
nr
le noyau de la projetion
M
nr
→ C
nr
, 'est un sous-objet strit et non nul de M
nr
dans la atégorie M˜
r
nr
.
Soient σ ∈ Gal (Knr/K) et σˆ ∈ GK un prolongement de σ. Soient ψ ∈ V ⊂ Tst (M) et
ψ
nr
son image dans T
st
(M
nr
). L'élément σˆ agit sur ψ
nr
de la façon suivante :
σˆψ
nr
: M
nr
→ Aˆ
s⊗ x 7→ s σˆψ (x)
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De plus, σ dénit un morphisme σ :M
nr
→M
nr
dans la atégorie M˜
r
Knr. On vérie que le
diagramme suivant ommute :
M
nr
σ //
σˆ−1ψ
nr

M
nr
ψ
nr

Aˆ
σˆ
// Aˆ
Comme ψ ∈ V , on a ψ|M′
nr
= 0 et par le diagramme préédent, ψ|σM′
nr
= 0.
On obtient un diagramme de la forme :
0 // V // T
st
(M
nr
) // T
st
(M′
nr
) // 0
0 // V // T
st
(M
nr
) // T
st
(σM′
nr
) // 0
qui fournit un isomorphisme T
st
(M′
nr
) → T
st
(σM′
nr
), se relevant par pleine délité en un
isomorphisme σM′
nr
→M′
nr
faisant ommuter le diagramme suivant :
0 // σM′
nr

//M
0 //M′
nr
//M
On en déduit σM′
nr
=M′
nr
pour tout σ ∈ Gal (Knr/K).
On pose M′ = M′
nr
∩M = M¯′
nr
Gal(K¯nr/K)
. On va montrer que M′ est un sous-objet
strit et non nul de M dans la atégorie M˜
r
, e qui est une ontradition. Soit (e1, . . . , ed)
une k [u] /uep-base de M. Soit y ∈ M¯′
nr
, y 6= 0. On peut érire :
y = P1 (u) e1 + . . .+ Pd (u) ed
où les Pi sont des polynmes à oeients dans ℓ [u] /u
ep
pour ℓ une extension nie de k.
D'autre part, si P ∈ ℓ [u] /uep, on peut dénir Trℓ/k (P ) en alulant la trae de haun des
oeients. En outre, omme ℓ/k est séparable, on peut supposer Trℓ/k (P1) 6= 0, quitte à
multiplier x¯ par un élément non nul de ℓ. Posons :
x = Trℓ/k (P1 (u)) e1 + . . .+ Trℓ/k (Pd (u)) ed.
C'est un élément deM et, puisque σM′
nr
=M′
nr
pour tout σ ∈ Gal (Knr/K), 'est aussi un
élément de M′
nr
. Comme on a supposé Trℓ/k (P1 (u)) 6= 0, on a x 6= 0, puis M
′ 6= 0 omme
on voulait.
On pose Fil
rM′ =M′ ∩ Fil rM′
nr
. L'opérateur φr : Fil
rM′
nr
→M′
nr
(resp. N :M′
nr
→
M′
nr
) induit une appliation φr : Fil
rM′ → M′ (resp. N : M′ → M′). Ces appliations
vérient les bonnes onditions pour dénir un objet de M˜
r
. Le seul point déliat est le fait
que φr (Fil
rM′) engendre M′ en tant que k [u] /uep-module. Soit x ∈ M′. On sait qu'il
existe λi ∈ k¯ [u] /uep et yi ∈ Fil rM′
nr
tels que :
x = λ1φr(y1) + . . .+ λnφr(yn).
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De plus, quitte à rentrer les onstantes à l'intérieur des φr, on peut supposer que λi = u
si
pour ertains entiers si. Soit (e1, . . . , ed) une k [u] /u
ep
-base de M. Érivons :
yj = P1,j (u) e1 + . . .+ Pd,j (u) ed
où Pi,j ∈ k¯ [u] /u
ep
. Soit ℓ une extension nie de k ontenant tous les oeients des
polynmes Pi,j dénis i-dessus. Comme préédemment, on peut dénir Trℓ/k (P ) pour
P ∈ ℓ [u] /uep. Soit α ∈ ℓ un élément tel que Trℓ/k (α) = 1. On pose :
xj = Trℓ/k (αP1,j (u)) e1 + . . .+ Trℓ/k (αPd,j (u)) ed.
On a alors xi ∈ Fil rM′ et :
x = us1φr (x1) + . . .+ u
snφr (xn)
e qui prouve bien que φr (Fil
rM′) engendre M′ en tant que S-module. 
Remarque. Comme onséquene du théorème préédent et de la pleine délité de T
st
, un objet
M ∈Mr est semi-simple si et seulement si T
st
(M) est une représentation semi-simple.
Il résulte de la démonstration préédente et de l'exatitude du fonteur T
st
le théorème
suivant :
Théorème 6.4.4. Si M est un objet de Mr, on a :
long (M) = long (T
st
(M))
Proposition 6.4.5. Soit M un objet de Mr isomorphe en tant que S-module à S/pn1S ⊕
. . .⊕ S/pndS pour ertains entiers ni. Alors en tant que Zp-module, Tst (M) est isomorphe
à Zp/p
n1Zp ⊕ . . .⊕ Zp/p
ndZp.
Démonstration. Le lemme 2.3.1.2 de [6℄ dit que si M est un objet de M˜
r
, alors T
st
(M)
est un Fp-espae vetoriel de dimension rgX . On en déduit par exatitude du fonteur Tst
que :
long S (M) = long Zp (Tst (M))
où les longueurs sont alulées respetivement dans la atégorie des S-modules et dans elle
des Zp-modules.
Soit M un objet de Mr isomorphe en tant que S-module à S/pn1S ⊕ . . .⊕ S/pndS. La
représentation galoisienne T
st
(M) est un Zp-module de longueur nie et don est isomorphe
en tant que Zp-modules à Zp/p
n′1Zp ⊕ . . . ⊕ Zp/pn
′
dZp pour ertains entiers n
′
i. Soit n un
entier. Le noyau de la multipliation par pn sur M s'envoie par le fonteur exat T
st
sur le
onoyau de la multipliation par pn sur T
st
(M). On en déduit en regardant les longueurs
que :
d∑
i=1
min (ni, n) =
d′∑
i=1
min (n′i, n) .
Cela permet de onlure. 
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7 Conséquenes
7.1 Modules ltrés et modules fortement divisibles
Dénitions
On reprend dans e paragraphe les dénitions et propriétés du paragraphe 4.1.1 de [3℄.
On rappelle que K0 désigne le orps des frations de W , anneau des veteurs de Witt à
oeients dans k. On dénit SK0 = S ⊗W K0. C'est l'ensemble suivant :
SK0 =
{
∞∑
i=0
wi
(E (u))i
i!
, wi ∈ K0 [u] , lim
i→∞
wi = 0
}
.
On munit SK0 d'une ltration en posant Fil
nSK0 = Fil
nS ⊗W K0, ou enore :
Fil
nSK0 =
{
∞∑
i=n
wi
(E (u))i
i!
, wi ∈ K0 [u] , lim
i→∞
wi = 0
}
.
On prolonge de manière évidente le Frobenius et l'opérateur de monodromie dénis sur S à
tout SK0.
On dénit unmodule fortement divisible (resp. unmodule ltré sur SK0) omme la donnée
suivante :
1. un S-module (resp. un SK0-module)M libre de rang ni ;
2. un sous-S-module (resp. un sous-SK0-module) deM, noté Fil
rM ontenant Fil rS ·M
(resp. ontenant Fil
rSK0 ·M) et tel que M/Fil
rM soit sans p-torsion (ette dernière
ondition est automatique pour les modules ltrés sur SK0) ;
3. d'une èhe φ-semi-linéaire φr : Fil
rM→M vériant la ondition :
φr (sx) =
1
cr
φr (s)φr ((E (u))
r x)
et e pour tout élément s ∈ Fil rS (resp. tout élément s ∈ Fil rSK0) et tout élément
x ∈ M telle que imφr engendre M en tant que S-module (resp. en tant que SK0-
module) ;
4. une appliation W -linéaire (resp. une appliation K0-linéaire) N : M→M vériant
les trois onditions :
 pour tout s ∈ S (resp. pour tout s ∈ SK0) et tout x ∈M, N (sx) = N (s) x+sN (x)
 E (u)N (Fil rM) ⊂ Fil rM
 le diagramme suivant ommute :
Fil
rM
φr //
E(u)N

M
cN

Fil
rM
φr //M
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Suivant toujours [3℄, on dénit de manière évidente la atégorie des modules ltrés
sur SK0 et elle des modules fortement divisibles. Elles sont équipées d'un fonteur vers
les représentations galoisiennes. Préisément, si M est un module ltré sur SK0, on pose
T
st
(M) = Hom(M, Bˆ+
st
) où par dénition Bˆ+
st
= Aˆ
st
⊗W K0 muni des strutures induites et
où Hom est ompatible à toutes les strutures ; on obtient une Qp-représentation de GK . De
même si M est un module fortement divisible, on dénit T
st
(M) = Hom(M, Aˆ
st
), le Hom
étant enore ompatible à toutes les strutures. On obtient une Zp-représentation libre de
GK . Les rangs des représentations obtenues oïnident ave les rangs des objets M.
SiM est un module fortement divisible, on vérie immédiatement queM⊗W K0 est un
module ltré sur SK0 et que pour tout entier n > 1, M/p
nM est un objet de la atégorie
Mr. De plus, on montre que M s'identie à la limite projetive de M/pnM, puis que
T
st
(M) s'identie à la limite projetive de T
st
(M/pnM). On déduit de la pleine délité
prouvée préédemment le orollaire suivant :
Théorème 7.1.1. Le fonteur T
st
de la atégorie des modules fortement divisibles dans la
atégories des Zp-représentations (libres) de GK est pleinement dèle.
7.2 Modules fortement divisibles et fonteur T
st
Nous démontrons dans e paragraphe le théorème 1.0.5. En fait, nous démontrons la
formulation équivalente mais légèrement diérente suivante :
Théorème 7.2.1. On suppose er < p− 1. Soit M un module fortement divisible sur S, et
soit V la représentation galoisienne assoiée via le fonteur T
st
à MK0 =M⊗W K0 qui est
un module ltré sur SK0. Le fonteur Tst réalise une anti-équivalene de atégories entre la
atégorie des sous-modules fortement divisibles de MK0 et elle des sous-Zp-réseaux de V
stables par GK.
Démonstration. Nous suivons pas à pas la preuve de la proposition 3 de [7℄, qui n'utilise
essentiellement que la pleine délité du fonteur T
st
et un équivalent du théorème 6.4.3.
Dans un premier temps, la pleine délité du fonteur T
st
onsidérée dans l'énoné du
théorème se déduit diretement du théorème 7.1.1.
Reste l'essentielle surjetivité. Soit T un Zp-réseau de V stable par GK . Il existe un entier
n0 tel que :
pn0T ⊂ T
st
(M) ⊂ (1/pn0) T
On en déduit que pour n > n0, p
n0T/pnT est un sous-objet de T
st
(M) /pnT , e dernier
étant un quotient de T
st
(M/pn+n0M). Le théorème 6.4.3 assure alors que pn0T/pnT s'érit
T
st
(Mn) pour Mn un ertain objet de M
r
.
La pleine délité de T
st
assure l'existene d'une unique èhe Mn → Mn+1 relevant
la projetion pn0T/pn+1T → pn0T/pnT , et la limite indutive de e système s'identie à
M∞ ⊗Zp Qp/Zp pour un ertain module fortement divisible M∞ qui répond à la question.

Remarque. Noter que si M est un SK0-module ltré  faiblement admissible , alors il on-
tient toujours un module fortement divisible par [6℄.
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7.3 Variante d'une onjeture de Serre
Dans e paragraphe, on se propose d'expliquer omment le théorème donné dans l'intro-
dution et que nous rappelons i-dessous est onséquene de la théorie présentée préédem-
ment. Noter qu'ii, on ne suppose a priori plus rien ni sur e, ni sur r.
Théorème 7.3.1. Soit X un shéma propre et lisse sur K et à rédution semi-stable sur
l'anneau des entiers OK . On xe r un entier. Les exposants qui dérivent l'ation de l'inertie
modérée sur la semi-simpliée modulo p de Hr
ét
(XK¯ ,Qp)
⋆
(où XK¯ est l'extension des salaires
de X à K¯ et où  ⋆  signie que l'on prend le dual) sont tous ompris entre 0 et er.
Démonstration. Dans un premier temps, il est lair que l'on peut supposer er < p− 1, le
théorème étant trivialement vérié dans le as ontraire. On peut don utiliser les résultats
préédents.
D'après les résultats de [21℄ et du paragraphe 2.2 de [9℄, la Qp-représentation V =
Hr
ét
(XK¯ ,Qp)
⋆
(le dual étant ette fois-i le Qp-dual) provient via le fonteur Tst d'un module
ltréMK0 sur SK0, et d'après les résultats de [6℄, e module admet un sous-module fortement
divisible M.
D'autre part, la Zp-représentation T est un réseau de V stable par Galois, et don d'après
le théorème 7.2.1, il existe un module fortement divisible inlus dansMK0 dont l'image par
T
st
est isomorphe à T . Appelons M un tel module.
La représentation quotient T/p orrespond via le fonteur T
st
à M/p qui est un objet
de M˜
r
. La semi-simpliée de T/p est la somme direte de ses quotients de Jordan-Hölder,
et haun de es quotients orrespond à un objet simple de M˜
r
. Le théorème 5.2.2 permet
de onlure. 
Remarque. Si l'on préfère, on peut ne pas utiliser le théorème 7.2.1, mais dire à la plae
que si T et T ′ sont deux Zp-réseaux de V stables par Galois, alors les semi-simpliées des
rédutions modulo p de es deux représentations sont isomorphes. On aurait don pu garder
le premier module fortement divisible M.
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