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C середины XX столетия бурное развитие получили задачи об устой-
чивости и стабилизации динамических систем по отношению к некоторой 
заданной части переменных (а не по всем переменным), определяющих со-
стояние исследуемой системы. Благодаря большой математической общ-
ности постановки, указанные задачи являются междисциплинарными и 
естественным образом возникают при моделировании многих явлений 
и управляемых процессов в самых разных разделах науки: механике, фи-
зике, экономике, биологии и других. Они часто называются также задача-
ми частичной устойчивости (стабилизации).  
Основополагающие результаты в данной области принадлежат 
В. В. Румянцеву [1–5]. В последующих работах многих ученых теория 
и методы исследования частичной устойчивости и стабилизации получили 
определенное развитие. Достаточно полное представление о состоянии 
проблемы дают монографии [6–10], а также обзорные работы [11–17].  
Проведенные исследования выявили принципиальные трудности, 
возникающие при изучении задач устойчивости (стабилизации) по отно-
шению к части переменных, для преодоления которых потребовались су-
щественно новые идеи, выдвинутые в ряде работ.  
В частности, рамки использования метода функций Ляпунова в зада-
чах устойчивости по части переменных удалось существенно расширить: 
– введением разного типа «предельных» систем дифференциальных 
уравнений и «предельных» функций Ляпунова [18–24]; 
– построением разного рода вспомогательных систем дифференци-
альных уравнений [25, 8–10]; 
– конкретизацией понятия V-функции, знакоопределенной по части 
переменных [26, 9, 10], и сужением допустимой области изменения «не-
контролируемых» (при исследовании устойчивости) переменных [27, 28]; 
– использованием метода функций Ляпунова в сочетании с асимпто-
тическим методом усреднения [29–31]. 
Получил развитие применительно к задачам частичной устойчивости  
и первый метод Ляпунова. В данном направлении исследований получены 
условия устойчивости по части переменных линейных систем обыкновен-
ных дифференциальных уравнений [27, 32, 33, 34], по линейному прибли-
жению [32, 35, 36], а также в ряде критических случаев [36–39, 34, 28]. 
Расширился круг рассматриваемых моделей. Помимо систем обык-
новенных дифференциальных уравнений, задачи частичной устойчивости 
стали рассматриваться для дискретных [40–44], функционально-дифферен-
циальных [45–57], стохастических [58, 9, 59–61], импульсных систем диф-
ференциальных уравнений [62–65], а также для абстрактных общих дина-
мических систем и нелинейных непрерывных полугрупп [66–70]. 
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Начиная с основополагающих работ В. В. Румянцева, основным ме-
тодом исследования задач устойчивости и стабилизации по части перемен-
ных является метод функций Ляпунова, оказавшийся весьма эффективным 
при анализе как теоретических, так и прикладных проблем. Однако хотя во 
многих прикладных задачах метод функций Ляпунова и позволяет полу-
чить строгие и легко интерпретируемые условия частичной устойчивости, 
тем не менее, в целом вопросы конструктивного построения функций Ля-
пунова до сих пор остаются малоизученными. Кроме того, в ряде рассмат-
ривающихся в настоящее время постановках задач частичной устойчиво-
сти требования к соответствующим функциям Ляпунова неизбежно явля-
ются чрезмерно жесткими. 
Поскольку задачи частичной устойчивости (стабилизации) становят-
ся строгой математической базой для многих важных современных иссле-
дований, то в такой ситуации значительный интерес представляет дальней-
шее развитие метода в плане ослабления требований к функциям Ляпуно-
ва, а также развитие других подходов к задачам частичной устойчивости 
и стабилизации. С другой стороны, необходима дальнейшая модификация 
самих задач частичной устойчивости, позволяющая найти приемлемый ком-
промисс между содержательным смыслом понятия частичной устойчивости 
и требованиями к функциям Ляпунова. 
С этой целью в данной работе предлагается: 
1) расширить возможности метода функций Ляпунова в задачах ча-
стичной устойчивости путем развития концепции детектируемости дина-
мических систем, предполагающей анализ структурных форм систем, для 
которых устойчивость по одной части переменных будет означать устой-
чивость по отношению к другой (бóльшей) части переменных; 
2) рассмотреть более общие задачи частичной устойчивости, в рам-
ках которых возможно найти приемлемый компромисс между содержа-
тельным смыслом понятия частичной устойчивости и требованиями 
к функциям Ляпунова, а также унифицировать (в известной мере) исследо-
вания задач устойчивости нестационарных и стационарных систем; 
3) использовать развитые при решении задач частичной стабилиза-
ции подходы для исследования нелинейных задач управления вращатель-
ным движением асимметричного твердого тела при игровой модели помех. 
Излагаемый материал связан с исследованиями авторов [71–81] по 
данной проблеме.  




КОНЦЕПЦИЯ И УСЛОВИЯ ЧАСТИЧНОЙ ДЕТЕКТИРУЕМОСТИ 
НЕЛИНЕЙНЫХ ДИНАМИЧЕСКИХ СИСТЕМ 
 
В рамках концепции частичной детектируемости получены условия, 
при которых равномерная устойчивость (равномерная асимптотическая 
устойчивость) по отношению к одной части переменных нулевого положе-
ния равновесия нелинейной нестационарной системы обыкновенных диф-
ференциальных уравнений означает равномерную устойчивость (равно-
мерную асимптотическую устойчивость) этого положения равновесия по 
отношению к другой – бóльшей части переменных.  
Также получены условия, при которых равномерная устойчивость 
(равномерная асимптотическая устойчивость) по отношению к одной части 
переменных «частичного» положения равновесия нелинейной нестацио-
нарной системы обыкновенных дифференциальных уравнений означает 
равномерную устойчивость (равномерную асимптотическую устойчи-
вость) по отношению ко всем переменным этого положения равновесия.  
Рассматривается приложение полученных результатов к задачам ча-





В контексте исследований задач частичной (по отношению к части 
переменных) устойчивости большое значение имеют также задачи детек-
тируемости и частичной детектируемости динамических систем.  
В самых общих чертах детектируемость (detectability) динамических 
систем означает [8284], что их устойчивость по отношению к некоторой 
части переменных («по выходу») фактически приводит к устойчивости по 
отношению ко всем переменным.  
Для линейных систем эта задача является классической и хорошо 
изученной задачей математической теории управления. Для нелинейных 
систем задача детектируемости значительно усложняется и общий подход 
к ее исследованию начинает формироваться только в последнее десятиле-
тие. Тем не менее, в данном направлении уже имеется ряд результатов 
[8284], полученных (не нарушая общности) применительно к задаче де-
тектируемости нулевого положения равновесия нелинейных динамических 
систем. Такая задача называется задачей нуль-детектируемости. Затем воз-
никла более общая задача, связанная с исследованием частичной детекти-
руемости (partial detectability, V-detectability) динамических систем. В дан-
ном случае устойчивость по отношению к некоторой части переменных 
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(по «измеримому выходу») означает устойчивость не по всем, а по отно-
шению к другой – бóльшей части переменных (по «заданному выходу», по 
отношению к V-функции фазовых переменных). При этом устойчивость по 
отношению к оставшейся группе переменных остается неопределенной 
или исследуется дополнительно. В решении указанной задачи пока сдела-
ны только первые шаги [8587], причем, как и в случае детектируемости, 
не нарушая общности, анализируется частичная нуль-детектируемость.  
В главе рассматриваются нелинейные нестационарные динамические 
системы общего вида, для которых получены новые условия частичной 
нуль-детектируемости. А именно, получены условия, при которых равно-
мерная устойчивость (равномерная асимптотическая устойчивость) по от-
ношению к одной части переменных нулевого положения равновесия не-
линейной нестационарной системы обыкновенных дифференциальных 
уравнений означает равномерную устойчивость (равномерную асимптоти-
ческую устойчивость) этого положения равновесия по другой – бóльшей 
части переменных. Такие условия назовем условиями нуль-детектируе-
мости по отношению к части переменных.  
В отличие от результатов, полученных в работах [8587], используе-
мый подход позволяет наметить путь к конструктивному анализу струк-
турных форм нуль-детектируемых по отношению к части переменных не-
линейных нестационарных систем, а полученные результаты дополняют 
ряд известных результатов по теории устойчивости по отношению к части 
переменных.  
В теории частичной устойчивости, наряду с задачей Ляпунова–Ру-
мянцева об устойчивости по отношению к части переменных, рассматри-
вается также задача устойчивости «частичных» положений равновесия не-
линейных нестационарных систем дифференциальных уравнений.  
С математической точки зрения такая задача, в отличие от задачи 
Ляпунова–Румянцева, относится к задачам устойчивости некомпактных 
(замкнутых, но неограниченных) множеств. Поэтому и при исследовании 
частичной детектируемости естественно и небезынтересно, наряду с ука-
занной выше задачей детектируемости по части переменных, также рас-
сматривать задачу детектируемости (по отношению к свойству устойчиво-
сти) «частичных» положений равновесия. Данную задачу назовем задачей 
детектируемости «частичных» положений равновесия.  
Получены условия, при которых равномерная устойчивость (равно-
мерная асимптотическая устойчивость) по отношению к одной части пе-
ременных «частичного» положения равновесия нелинейной нестационар-
ной системы обыкновенных дифференциальных уравнений означает рав-
номерную устойчивость (равномерную асимптотическую устойчивость) по 
отношению ко всем переменным этого положения равновесия. 
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1.2. Условия детектируемости по части переменных 
 
Пусть имеем нелинейную, нестационарную конечномерную систему 
обыкновенных дифференциальных уравнений (в векторной форме) 
 
                                 x  = X(t, x), X(t, 0)  0.                                       (1.1) 
 
Переменные, входящие в фазовый вектор х, разобьем на три части 
и представим его в виде (Т – знак транспонирования)  
T T T T
1 2 1 2( , , ) , , , , .
m k pR R R m k p n      x y у z у у z  
Тогда систему (1.1) составят три группы дифференциальных уравне-
ний: 
             1 1 1 2 2 2 1 2 1 2( , , , ), ( , , , ), ( , , , )t t t  y Y y y z y Y y y z z Z y y z .          (1.2) 
 
Положим y = (y1T,y2T)T и примем стандартные для теории частичной 
устойчивости (у-устойчивости) предположения [6, 10] о непрерывности 
вектор-функций Y1, Y2, Z в области 
 














       
   
 y z x y z ,            (1.3) 
 
а также о единственности и z-продолжимости решений системы (1.2).  
Обозначим x(t) = x(t; t0, x0) решение системы (1.2), удовлетворяющее 
начальному условию x0 = x(t0; t0, x0). 
Определения. Положение равновесия x = (y1T,y2T,zT)T = 0 системы 
дифференциальных уравнений (1.2) [6, 10]:  
1.1) равномерно y1-устойчиво (соответственно равномерно у-устойчи-
во), если для любых  > 0, t0  0  найдется () > 0 такое, что из ||x0|| <   следу-
ет неравенство ||y1(t; t0, x0)|| <   (соответственно неравенство ||y(t; t0, x0)|| < ) 
при всех t  t0; 
1.2) равномерно асимптотически y1-устойчиво (соответственно рав-
номерно асимптотически у-устойчиво), если оно равномерно y1-устойчиво 
(соответственно равномерно у-устойчиво) и найдется  > 0 такое, что для 
каждого решения x(t; t0, x0) системы (1.2), для которого ||x0|| < , соотношение  
lim||y1(t; t0, x0)||  0 (соответственно lim||y(t; t0, x0)||  0), t   
выполняется равномерно по t0, x0 из области  t0   0, ||x0|| < .  
Равномерное выполнение указанных предельных соотношений озна-
чает, что для любых чисел η > 0, t0 ≥  0 найдется не зависящее от t0, x0 чис-
ло T(η) такое, что ||y1(t; t0, x0)|| < η (соответственно ||y(t; t0, x0)|| < η) 
при t ≥ t0 +T и ||x0|| < Δ. 
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З а д а ч а  1 . 1 .  Требуется в виде ограничений на структурную форму 
системы (1.2) найти условия, при которых равномерная y1-устойчивость 
(соответственно равномерная асимптотическая y1-устойчивость) положе-
ния равновесия x = (y1T,y2T,zT)T = 0 системы дифференциальных уравнений 
(1.2) фактически означает равномерную у-устойчивость (соответственно рав-
номерную асимптотическую y-устойчивость) этого положения равновесия. 
Выделим из вектор-функций Y2, Z, определяющих правые части вто-
рой и третьей групп уравнений системы (1.2), слагаемые, зависящие только 
от t, y2, z, и представим Y2, Z в виде 
Y2(t, y1, y2, z) = 
0
2Y (t, y2, z) + R(t, y1, y2, z), 
Z(t, y1, y2, z) = Z
0(t, y2, z) + R
*(t, y1, y2, z), 
R(t, 0, 0, 0)  R(t, 0, y2, z)  0, R*(t, 0, 0, 0)  R*(t, 0, y2, z)  0. 
 
Т е о р е м а  1 . 1 . Пусть выполняются условия:  
а) вектор-функции 
0
2Y (t, y2, z), 
0
Z (t, y2, z) и их частные производные 
по y2, z ограничены в области t  0, ||y2||  h, ||z|| < ; 
b) в области (1.3) найдется некоторая непрерывная вектор-функция 
*
2Y (y1, y2), 
*
2Y (0, y2)  0 такая, что  
 
                          ||R**(t, y1, y2, z)||  ||
*
2Y (y1, y2)||, R
** = (RT, R*T)T;               (1.4) 
 
c) имеет место тождество 
0
2Y (t, 0, z)  0 и «частичное» положение 
равновесия y2 = 0 «приведенной» подсистемы дифференциальных уравне-
ний 
                                    
0
2 2y Y (t, y2, z), 
0z Z (t, y2, z),                                (1.5) 
 
равномерно асимптотически устойчиво. 
Тогда если положение равновесия x = (y1T,y2T,zT)T = 0 системы диф-
ференциальных уравнений (1.2) равномерно y1-устойчиво (соответственно 
равномерно асимптотически y1-устойчиво), то оно равномерно у-устой-




Д о к а з а т е л ь с т в о .  Обозначим w = (y2T,zT)T; в результате имеем 
x = (y1
T,wT)T. 
При выполнении условий теоремы для системы (1.5) найдется [6] 
функция Ляпунова V(t, w), которая определена и непрерывна в области 
t0  0,  ||y2||  h,  ||z|| < , имеет там ограниченные частные производные по 
w и удовлетворяет условиям (ai(r) – непрерывные монотонно возрастаю-
щие при r[0, h] функции, ai (0) = 0  функции типа Хана) 
 
                          a1(||y2||)  V(t, w)  a2(||y2||),  (1.5)V (t, w)   a3(||y2||).                    (1.6) 
 11 
Производные функции V(t, w), в силу систем дифференциальных 
уравнений (1.2) и (1.5), связаны соотношением  
 
                     (1.2)V (t, w) = (1.5)V (t, w) + (V(t, w)/w)R
**(t, y1, w),                        (1.7) 
 
которое на основании неравенств (1.4), (1.6) принимает вид 
 
                 (1.2)V (t, w)  −a3(||y2||) + N||
*
2Y (y1, y2)||,  N = const > 0.                      (1.8) 
 
1. Допустим, что положение равновесия x = 0 системы дифференци-
альных уравнений (1.2) равномерно y1-устойчиво.  
В этом случае для любых  > 0, t0  0 найдется () > 0 такое, что из 
||x0|| <  следует неравенство ||y1(t; t0, x0)|| <  при всех t  t0.  
Из неравенства (1.8) на основании (1.6) получаем оценку 
 




(V(t, w))) + N||
*
2Y (y1, y2)||.                        (1.9) 
 





В силу тождества 
*
2Y (0, y2)  0 для непрерывной вектор-функции 
*
2Y  
можно указать 2() > 0 такое, что из ||y1|| < 2 следует ||
*
2Y (y1, y2)|| < 1 для 
||y2|| < .  
С другой стороны, в силу равномерной y1-устойчивости положения 
равновесия x = 0 системы дифференциальных уравнений (1.2) имеет место 
неравенство ||y1(t; t0, x0)|| < 2() при всех t  t0, если ||x0|| < (2()).  
Поскольку в области t0  0, ||y2|| <  при ||x0|| < (2()) выполнено 
условие ||
*
2Y (y1(t; t0, x0), y2)|| < 1, то из неравенства (1.9) следует 
 
                      (1.2) 0 0( , ( ; , )) 0V t t t w  x  при 0 0 1( , ( ; , )) ( )V t t t a w  x .             (1.10) 
 
Пусть  * 2 2 3( ) min ( ), ( ( )), ( ( ( )))            , 
1
3 2 1( ) ( ( ))a a
    .  
Рассмотрим произвольное решение x(t; t0, x0) системы дифференци-
альных уравнений (1.2) с t0  0, ||x0|| < *(), ||y20|| < 3().  
В силу одного из условий (1.6) имеем V(t0,w0) < a2(3) при ||x0|| < *() 
и, следовательно, выполняется неравенство V(t0,w0) < a1().  
Покажем, что имеет место оценка 
 
                                 V(t, w(t; t0, x0)) < a1() при всех t  t0.                         (1.11) 
 
Допустим от противного, что неравенство V(t, w(t; t0, x0)) < a1() вы-
полняется при t  [t0, t1), но V(t1, w(t1; t0, x0)) = a1().  
Тогда, очевидно, справедливо неравенство (1.2) 1 1 0 0( , ( ; , )) 0V t t t w x , что 
противоречит условию (1.10).  
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Из оценки (1.11) на основании V(t, w)  a1(||y2||) заключаем, что нера-
венство ||y2(t; t0, x0)|| <  выполняется при всех t  t0, если ||x0|| < *().   
Первая часть теоремы доказана. 
2. Допустим, что положение равновесия x = 0 системы дифференци-
альных уравнений (1.2) равномерно асимптотически y1-устойчиво.  
Равномерная y2-устойчивость этого положения равновесия следует из 
первой части теоремы: для любых  > 0, t0  0 найдется *() > 0 такое, что 
из ||x0|| < *() следует неравенство ||y2(t; t0, x0)|| <   при всех t  t0.  
Покажем, что положение равновесия x = 0 системы дифференциаль-
ных уравнений (1.2) является также равномерно y2-притягивающим. Это 
значит, что при заданном *() > 0 для любого   (0, *) существует число 
T() > 0 такое, что из t0  0, ||x0|| < *() следует ||y2(t; t0, x0)|| <   при всех 
t  t0 + T().  
При условиях второй части теоремы для системы дифференциальных 
уравнений (1.2) найдется функция Ляпунова V(t, w), удовлетворяющая, 
помимо условий (1.6), равенству (1.7), в котором предельное соотношение 
  
                                  ||R**(t, y1(t; t0, x0), w)||  0, t                               (1.12)  
 
выполняется равномерно по   ||y2||  , ||z|| <  и t0  0, ||x0|| <  < *. Здесь 
 > 0 определяет область равномерного y1-притяжения положения равно-
весия x = 0 системы дифференциальных уравнений (1.2).  
Пусть дано   (0, ).  
В силу условий (1.7), (1.12) найдется такое T1() > 0, что  
 
                                12(1.2) 0 0( , ( ; , ))V t t t  w x
1
3 2 1( ( ( )))a a a
                        (1.13) 
 
при t  T1(), a21(a1())  ||y2||  , ||x0|| <  < *.  
Следовательно, имеет место оценка 
 
                       (1.2) 0 0( , ( ; , )) 0V t t t w x  при 0 0 1( , ( ; , )) ( )V t t t a w x ,         (1.14) 
 
для всех значений t  T1().  
Положим  




2 ( ) ( )
( )









Покажем, что существует момент времени * 0 0 2( , ( )) t t t T    , для ко-
торого справедливо неравенство 
 
                                          * * 0 0 1( , ( ; , )) ( )V t t t a w x .                                  (1.15) 
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Допустим от противного, что неравенство V(t, w(t; t0, 0))  a1() вы-
полняется при всех значениях 0 0( ,  t t t  + T2()).  
Тогда на данном интервале времени имеет место неравенство 
||y2(t; t0, x0)||  a21(a1()) и справедливо соотношение (1.13). 
Это приводит к противоречивым неравенствам 
 




0 0 0 0 (1.2) 0 0( , ( ; , )) ( , ( ; , ))
t T
t
V t t t V t d
  

      w x w x    
11 1
2 22 3 2 1 2 1( ) ( ( ( ))) ( ) ( )a a a a T a
       .               (1.16) 
 
Из условий (1.14), (1.15) заключаем, что V(t, w(t; t0, x0)) < a1() при 
всех t  t*.  
Действительно, допустим от противного, что V(t, w(t; t0, x0)) < a1() 
при t  [t*, t*), но V(t*, w(t*; t0, x0)) = a1(). Тогда, очевидно, имеем неравен-
ство * *(1.2) 0 0( , ; , )) 0V t t t w( x , что противоречит условию (1.14).  
Поэтому ||y2(t; t0, x0)|| <   при t  t* на основании V(t, w)  a1(||y2||).  
Следовательно, ||y2(t; t0, x0)|| <  для любого t  t0 + T(), где 
T() = 0t  + T2(), если ||x0|| <  < 
 *. Теорема доказана. 
Т е о р е м а  1 . 2 .  Условия а) и b) теоремы 1.1 можно заменить усло-
вием: в области (1.3) найдется некоторая непрерывная скалярная функция 
2 1 2( , )
*Y y y , 2 2( , ) 0
*Y 0 y  такая, что 
 
                              ** 1( ( , ) ) ( , , )V t t w w R y w ≤ │ 2 1 2( , )
*Y y y │.                 (1.17) 
 
Здесь V(t, w) – функция Ляпунова, решающая задачу о равномерной 
асимптотической устойчивости «частичного» положения равновесия 
y2 = 0 «приведенной» подсистемы дифференциальных уравнений (1.5). 
Д о к а з а т е л ь с т в о  проводится по той же схеме, что доказатель-
ство теоремы 1.1.  
О б с у ж д е н и е  т е о р е м  1.1, 1.2.   
1. При выполнении условий теоремы 1.2 правая часть системы диф-
ференциальных уравнений (1.2) удовлетворяет лишь общим требованиям 
раздела 1.1. Не требуется, вообще говоря, ограниченности вектор-функций 
0
2Y (t, y2, z), Z
0(t, y2, z) и их частных производных по y2, z в области 
t  0, ||y2||  h, ||z|| < . 
2. Условие (1.4) теоремы 1.1 легко проверяется, если из тех или 
иных соображений известна заранее равномерная (по t0, x0) z-ограничен-
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ность решений системы дифференциальных уравнений (1.2), начинающих-
ся в достаточно малой окрестности положения равновесия х = 0. Такая си-
туация характерна, например, для систем с цилиндрическим фазовым про-
странством [88].  
В общем случае ряд условий равномерной ограниченности по отно-
шению к части переменных решений общих классов нелинейных систем 
в контексте метода функций Ляпунова можно найти в монографии [6].  
В задачах стабилизации по части переменных часто, наряду с равно-
мерной асимптотической устойчивостью по части переменных, требуется 
ограниченность решений замкнутой системы по оставшейся группе пере-
менных. 
3. Условие (1.4), в частности, выполнено, если вектор-функция R не 
зависит от t, z или является ограниченной по t, z. 
4. Теоремы 1.1, 1.2 указывают достаточно общие классы нелиней-
ных динамических систем, для которых имеет место локальная частичная 
нуль-детектируемость (y1/y-нуль-детектируемость) по отношению к свой-
ствам равномерной устойчивости и равномерной асимптотической устой-
чивости по отношению к части переменных.  
Другие пути к нахождению условий частичной детектируемости 
предложены в работах [8587] и основаны либо на построении функций 
Ляпунова с соответствующими свойствами, либо на использовании диф-
ференциально-геометрических методов. 
5. Предложенный подход к решению задачи частичной детектируе-
мости и доказательства теорем 1.1, 1.2 опираются на идеи работ [89, 90, 6].  
П р и м е р  1 . 1 .  Пусть система (1.2) состоит из уравнений 
 
                            
2 2 2
1 1 2 1 2 2 1 2 2 1, sin ,
tу aу e у z y by у у у z                  (1.18) 
1 1 1 2 1 2 1 12 2 sin ,z cz у у z у z z    
 
где а, b, с – некоторые постоянные. 
Введением новой переменной 1
2
2 1




2 1 1 2 2 2 12
t t te у z e z y y e у z        
2 2 2
2 1 1 2 2 1 2 2 12 (  sin )
t te у z e z y by у у у z        
2
2 1 1 2 1 2 1 1( 2 2 sin ) ( 1 2 )
te у cz у у z у z z b c       1. 
 
Следовательно, из исходной системы (1.18) можно выделить линей-
ную подсистему дифференциальных уравнений 
1 1у aу 1, 1 1( 1 2 )b c      , 




Поэтому при а = 0, 2b + c < 1 положение равновесия y1 = y2 = z1 = 0 
системы (1.18) равномерно у1-устойчиво, а при а < 0, 2b + c < 1 положение 
равновесия равномерно асимптотически у1-устойчиво.  
«Приведенную» подсистему (1.5) составят уравнения  
 
                            
2
2 2 2 1 1 1 2 1 1sin , 2 sin .y by y z z cz у z z                             (1.19) 
 
Поскольку для V-функции V =
2
2y  в области (1.3) выполнено неравен-
ство (1.19) 3 2( )V а y   при b < 0, то «частичное» положение равновесия 
y2 = 0 системы (1.19) равномерно асимптотически устойчиво. 
Для системы (1.18) также выполнено условие (1.17).  
Поэтому на основании теоремы 1.2 заключаем, что при а = 0, b < 0, 
2b + c < 1 положение равновесия y1 = y2 = z1 = 0 системы (1.18) не только 
равномерно у1-устойчиво, но и равномерно (у1, у2)-устойчиво.  
При а < 0, b < 0, 2b + c < 1 положение равновесия y1 = y2 = z1 = 0 си-
стемы (1.18) не только равномерно асимптотически у1-устойчиво, но и 
равномерно асимптотически (у1, у2)-устойчиво.   
 
 
1.2.1. Приложение к нелинейным управляемым системам 
 
Пусть система дифференциальных уравнений (1.2) описывает воз-
мущенное движение объекта управления с учетом позиционных управле-
ний, формируемых проектировщиком.  
Считаем, что переменные, входящие в вектор y1, контролируются 
проектировщиком и используются для формирования управлений, а пере-
менные, входящие в векторы y2, z – не контролируются. Пусть формируе-
мые управления таковы, что невозмущенное движение x = (y1T,y2T,zT)T = 0 
системы (1.2) равномерно асимптотически y1-устойчиво.  
Поскольку при y1 = 0 управления нулевые, то динамика подсистемы 
дифференциальных уравнений (1.5) не зависит от управлений проекти-
ровщика, а определяется только структурой и параметрами объекта.  
Считаем структуру и параметры объекта выбранными таким обра-
зом, что «частичное» положение равновесия y2 = 0 подсистемы (1.5) рав-
номерно асимптотически устойчиво.  
В результате, при выбранной структуре и параметрах объекта, достиг-
нутая проектировщиком равномерная асимптотическая y1-устойчивость, 
фактически означает равномерную асимптотическую устойчивость по 
y1 и y2. 
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1.2.2. Приложение к задаче стабилизации одноосной ориентации 
твердого тела 
 
Рассмотрим динамические уравнения Эйлера  
 
,)( 1323211 uwwAAwA   
                               ,)( 2311322 uwwAAwA                                    (1.20) 
,)( 3212133 uwwAAwA   
 
описывающие вращательное движение асимметричного твердого тела от-
носительно центра масс. В системе (1.20): wi – проекции вектора угловой 
скорости тела на его главные центральные оси инерции si; Ai – главные 
центральные моменты инерции; ui – управляющие моменты.  
Здесь и далее в данном разделе i меняется от 1 до 3.  
Наряду с уравнениями (1.20) рассмотрим определяющие ориентацию 
тела кинематические уравнения Пуассона 
 
1 2 3 3 2 ,w w      2 3 1 1 3,w w                               
3 1 2 2 1,w w      
2 2 2
1 2 3 1,       
 
в которых i – проекции на главные центральные оси единичного вектора, 
направленного вдоль неподвижной в инерциальном пространстве вертикаль-
ной оси. 
При ui = 0 уравнения (1.20), (1.21) допускают частное решение 
 
                                        wi = 0, 1 = 3 = 0, 2 = 1,                                   (1.22) 
 
соответствующее положению равновесия тела, при котором направление 
одной из его главных центральных осей инерции (оси s2) совпадает с 
направлением неподвижной вертикальной оси.  
Вводя переменные y11 = 1, y12 = 3, y21 = w1, y22 = w3, z1 = w2, составим 
систему возмущенного движения в отклонениях от положения (1.22): 
 
2 2 1 2 2 2 1 2
11 12 1 22 11 12 12 21 11 12 11 1(1 ) , (1 )y y z y y y y y y y y z          , 
                    1 21 2 3 22 1 1 3 22 1 2 21 1 3( ) , ( )A y À À y z u A y A À y z u      ,         (1.23) 
2 1 3 1 21 22 2( )A z À A y y u   . 
 
Обозначим x = (yT,z1)T,  y = (y1T,y2T)T,  y1 = (y11,y12)T,  y2 = (y21,y22)T. 
З а д а ч а  1 . 2 .  Найти управляющие моменты ui, решающие задачу 
частичной стабилизации положения равновесия х = 0 системы (1.23): зада-
чу у-стабилизации данного положения равновесия; при этом поведение за-
мкнутой системы (1.23) по отношению к переменной z1 должно опреде-
ляться соотношениями (ω – наперед заданное положительное число) 
 
 




Поставленная задача частичной стабилизации предполагает стабили-
зацию одной из главных центральных осей инерции тела (оси s2) в направ-
лении неподвижной вертикальной оси. В процессе решения данной задачи, 
в отличие от стабилизации положения равновесия х = 0 системы (1.23) по 
отношению ко всем переменным, остается не погашенной угловая ско-
рость тела вокруг оси s2; величина этой угловой скорости стремится 
к предписанному заранее значению  (направление вращения роли не иг-
рает) или остается равной нулю. 
У т в е р ж д е н и е  1 . 1 .  Решение задачи 1.2 дают нелинейные 
управляющие моменты 
 
2 2 1 2 2 2
1 1 11 12 11 21 22 12 21 1(1 ) [ ( )u A y y y y y y y z
       
2 2 * *
11 1 1 1 22 1( ) ]y z z u A y z     , 
2 2
2 2 1 1 1 3 21 22( ) ( )u À z z A A y y     , 
2 2 1 2 2 2
3 3 11 12 12 21 22 11 22 1(1 ) [ ( )u A y y y y y y y z
        
                                     
2 2
12 1 1 2 21 1( ) ]
* *y z z u A y z      ,                              (1.25) 
* 2 2 1 2
1 1 12 2 21 11 12 11 1
* 2 2 1 2
2 3 11 4 21 1 22 11 12
[ (1 ) ],
[ (1 ) ],
u y y y y y z
u y y z y y y
       
       
 
j = const < 0, ( j = 4,1 ), 1 2 3( )
*A A A A   . 
 
Д о к а з а т е л ь с т в о .  Дифференцируя левую и правую часть пер-





11 12 1 12 1 22 11 121y y z y z y y y        
  2 2 1 222 11 11 12 12 11 12(1 )y y y y y y y
      
 
1 2
2 2 3 1 2




y y y y z z y y y y
A A

          
 
1 2
2 21 2 3




y z y y
A A
 
     
 
 
   
1 2 1 2
2 2 2 2
22 11 12 1 22 11 12 12 21 11 12 11 1{ [ 1 ] [ 1 ]}y y y z y y y y y y y y z          
   
1 2 1 2
2 2 2 23 1 2




y y y z y y
A
   





2 2 2 23 1 2 312 2
11 1 12 21 22 11 12 11 22
2 2 3
1
A A A uy u
y z y y y y y y y
A A A
 
       . 
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2 2 23 1 2 3 1 2
11 21 1 11 12 11 1 12 21 22
3 2
2 2 2 21 3
12 1 1 12 21 22 12 21 22 11 22 1
2
1 2
2 2 * 2 2 2 *1 2 3




( ) 1 .   
A A A A A A
y y z y y y z y y y
A A
A A
y z z y y y y y y y y z
A
A A A
y z z u y z y y y y u
A
   
     

        
 
         
 
 
Аналогично дифференцируя левую и правую часть второго уравне-




2 23 2 1




y y z y y
A
 
     
2 2 2 2 *




2 2 2 23 2 1




y z y y y y z
A
 
       
2 2 *
11 1 1 21 22 11 1( ) .y z z y y y u       
Поскольку 
* *
1 1 12 2 11 2 3 11 4 12,u y y u y y        , 
 
то на основании приведенных выкладок заключаем, что из системы (1.23), 
(1.25) выделяется линейная система дифференциальных уравнений 
 
                               11 3 11 4 11 12 1 12 2 12,y y y y y y        .                        (1.26) 
 
Учитывая, что y1-динамика замкнутой системы (1.23), (1.25) опреде-
ляется линейной системой (1.26), в силу условия i < 0 заключаем, что по-
ложение равновесия х = 0 замкнутой системы (1.23), (1.25) равномерно 
асимптотически y1-устойчиво; y1 = (y11,y12)T.  
«Приведенная» подсистема дифференциальных уравнений вида (1.5) 
в данном случае состоит из уравнений  
 
                21 2 21 22 1 22 4 22 21 1,y y y z y y y z      , 
2 2




21 yyV  , заключаем, что «частичное» по-
ложение равновесия y2 = (y21, y22)T = 0 системы дифференциальных уравне-
ний (1.27) равномерно асимптотически устойчиво по Ляпунову.  
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Динамика z1-переменной системы (1.23), (1.25) определяется диффе-
ренциальным уравнением  
2 2
1 1 1( )z z z   , 
 




1 2 2 2 1/ 2













Для системы дифференциальных уравнений (1.23), (1.25) выполнено 
условие (1.17), поскольку z1-переменная этой системы является ограничен-
ной и выполняется предельное соотношение (1.24). 
На основании теоремы 1.2 заключаем, что положение равновесия 
х = 0 системы (1.23), (1.25) не только равномерно асимптотически y1-устой-
чиво, но и равномерно асимптотически y-устойчиво; y = (y1T,y2T)T. Утвер-
ждение доказано. 
З а м е ч а н и я .  
1. В случае A2 < A1, A3 в процессе частичной стабилизации посред-
ством управляющих моментов (1.25) происходит «закрутка» (с угловой 
скоростью ) твердого тела вокруг его бóльшей оси эллипсоида инерции; 
этот случай представляет наибольший интерес в динамике космических 
аппаратов [91].  
2. Конкретный выбор чисел j в законах управления (1.25) осу-
ществляется (в итерационном режиме) исходя из заданных требований к 
качеству переходного процесса в замкнутой системе (1.23), (1.25) и задан-
ных ограничений на управляющие моменты. 
3. В процессе рассмотренной частичной стабилизации ui(x[t])  0 
при t  , где x[t]  решение замкнутой системы (1.23), (1.25). 
П р и м е р  1 . 2 .  Проведем компьютерное моделирование замкнутой 
системы дифференциальных уравнений (1.23), (1.25). Рассмотрим случай 
космического аппарата с  A1 = 8 · 104, A2 = 4 · 104, A3 = 5 · 104 (кг·м2).  
Допустим, что начальные значения переменных y11, y12, y21, y22, z1 
следующие: y110 = 0,4, y120 = 0,6 (рад), y210 = y220 = z10 = 0,01 (рад/с); 
 = 0,0015 (рад/с). Выберем также параметры j управляющих моментов: 
1 = 3 = 5  103 (рад/с2), 2 = 4 = 2  101 (рад/с). 
Законы изменения переменных y11, y12 показаны на рис. 1.1, законы 
изменения y21, y22 – на рис. 1.2; на рис. 1.3, 1.4 показаны управляющие мо-











































Рис. 1.4. Управляющий момент u2 
Рис. 1.1. Законы изменения переменных y11, y12. 





1.3. Условия детектируемости  
«частичных» положений равновесия 
 
Пусть система дифференциальных уравнений (1.2) допускает «ча-
стичное» положение равновесия y = (y1T,y2T)T = 0, являющееся инвариант-
ным множеством этой системы.  
Определения. «Частичное» положение равновесия y = (y1T, y2T)T = 0 
системы дифференциальных уравнений (1.2) [6, 92]:  
1.3) равномерно y1-устойчиво (соответственно равномерно устойчи-
во), если для любых  > 0, t0  0 найдется () > 0 такое, что из ||y0|| < , 
||z0|| <  следует неравенство ||y1(t; t0, x0)|| <  (соответственно неравенство 
||y(t; t0, x0)|| < ) при всех значениях t  t0; 
1.4) равномерно асимптотически y1-устойчиво (соответственно рав-
номерно асимптотически устойчиво), если оно равномерно y1-устойчиво 
(соответственно равномерно устойчиво) и найдется  > 0 такое, что для 
каждого решения x(t; t0, x0) системы (1.2), для которого ||y0|| < , ||z0|| < , 
соотношение  
lim||y1(t; t0, x0)||  0 (соответственно lim||y(t; t0, x0)||  0), t   
выполняется равномерно по t0, x0 из области  t0  0, ||y0|| < , ||z0|| < .  
Равномерное выполнение указанных предельных соотношений озна-
чает, что для любых чисел η > 0, t0 ≥ 0 найдется не зависящее от t0, x0 число 
T(η) такое, что неравенство ||y1(t; t0, x0)|| < η (соответственно неравенство 
||y(t; t0, x0)|| < η) имеет место при t ≥ t0 + T и ||y0|| < Δ, ||z0|| < . 
З а д а ч а  1 . 3 .  Требуется найти условия, при которых равномерная 
y1-устойчивость (равномерная асимптотическая y1-устойчивость) «частич-
ного» положения равновесия y = (y1T,y2T)T = 0 системы дифференциальных 
уравнений (1.2) означает равномерную устойчивость (равномерную асимп-
тотическую устойчивость) этого положения равновесия. 
Т е о р е м а  1 . 3 .  Пусть выполняются условия а) – с) теоремы 1.1.  
Тогда, если «частичное» положение равновесия y = (y1T,y2T)T = 0 си-
стемы дифференциальных уравнений (1.2):  
1) равномерно y1-устойчиво, то оно равномерно устойчиво;  
2) равномерно асимптотически y1-устойчиво, то оно равномерно 
асимптотически устойчиво. 
Д о к а з а т е л ь с т в о .  1. Допустим, что «частичное» положение 
равновесия y = (y1
T,y2
T)T = 0 системы дифференциальных уравнений (1.2) 
равномерно y1-устойчиво. В этом случае для любых  > 0, t0  0 найдется 
() > 0 такое, что из ||y0|| < , ||z0|| <  следует неравенство ||y1(t; t0, x0)|| <  
при всех t  t0.  
Из неравенств (1.6), (1.8) получаем соотношение (1.9).  
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Положим  
1() = N−1a3(a2−1(a1())). 
 
Можно указать число 2() > 0 такое, что из ||y1|| < 2 следует нера-
венство ||Y2*(y1, y2)|| < 1 для ||y2|| < .  
С другой стороны, в силу равномерной y1-устойчивости «частично-
го» положения равновесия y = 0 системы (1.2) неравенство 
||y1(t; t0, x0)|| < 2() имеет место при всех t  t0, если ||y0|| < (2()), ||z0|| < .  
Поскольку в области t0  0, ||y2|| <  при ||y0|| < (2()), ||z0|| <  вы-
полнено условие ||Y2*(y1(t; t0, x0), y2)|| < 1, то из оценки (1.9) следует соот-
ношение (1.10). 
Пусть *() = min{(), (2(), 3())}, 3() = a21(a1()).  
Рассмотрим произвольное решение x(t; t0, x0) системы (1.2) с t0  0, 
||y0|| < *(), ||z0|| < . В силу условий (1.6) выполнено неравенство 
V(t0, w0) < a2(3) при ||y0|| < *(), ||z0|| <  и, следовательно, V(t0, w0) < a1().  
Покажем, что имеет место соотношение (1.11).  
Допустим от противного, что V(t0, w(t; t0, x0)) < a1() при t  [t0, t1), но 
V(t1, w(t1; t0, x0)) = a1(). Тогда, очевидно, (1.2) 1 1 0 0( , ( ; , )) 0V t t t w x , что про-
тиворечит условию (1.10). Из соотношения (1.11) на основании 
V(t, w)  a1(||y2||) заключаем, что ||y2(t; t0, x0)|| <  при всех t  t0, если 
||y0|| < *(), ||z0|| < . 
Первая часть теоремы доказана. 
2. Допустим, что «частичное» положение равновесия y = 0 системы 
(1.2) равномерно асимптотически y1-устойчиво.  
Равномерная y2-устойчивость этого положения равновесия следует 
из первой части теоремы: для любых  > 0, t0  0 найдется *() > 0 такое, 
что из ||y0|| < *(), ||z0|| <  следует ||y2(t; t0, x0)|| <  при всех t  t0.  
Покажем, что «частичное» положение равновесия y = 0 системы (1.2) 
является также равномерно y2-притягивающим. Это значит, что при задан-
ном *() > 0 для любого   (0, *) существует число T() > 0 такое, что из 
t0  0, ||y0|| < *(), ||z0|| <  следует ||y2(t; t0, x0)|| <  при всех t  t0 + T().  
При условиях второй части теоремы для системы (1.2) найдется 
функция Ляпунова V(t, w), удовлетворяющая, помимо условий (1.6), равен-
ству (1.7), в котором предельное соотношение (1.12) выполняется равно-
мерно по   ||y2||  , ||z|| <  и t0  0, ||y0|| <  < *, ||z0|| < , где  > 0 опре-
деляет область равномерного y1-притяжения «частичного» положения рав-
новесия y = 0 системы дифференциальных уравнений (1.2).  
 23 
Пусть дано   (0, ).  
В силу условий (1.7), (1.12) найдется такое T1() > 0, что соотноше-
ние (1.13) выполняется при t  T1(),  
a2
1(a1())  ||y2||   ( < *() < a21(a1()) < ), ||y0|| <  < *, ||z0|| < ; 
следовательно, имеет место соотношение (1.14), если t  T1().  
Положим  




2 ( ) ( )
( )









Покажем, что существует момент времени * 0 0 2( , ( )) t t t T    , для 
которого справедливо соотношение (1.15).  
Допустим от противного, что 0 0 1( , ( ; , )) ( )V t t t a w x  при всех 
t  ( 0t , 0t  + T2()). Тогда на этом интервале времени  
 
||y2(t; t0, x0)||  
1
2 1( ( ))a a
   
 
справедливо соотношение (1.13), что приводит к противоречивым нера-
венствам (1.16). Из полученных оценок (1.14), (1.15) заключаем, что 
0 0 1( , ( ; , )) ( )V t t t a w x  при всех t  t*. Действительно, допустим от про-
тивного, что 0 0 1( , ( ; , )) ( )V t t t a w x  при t  [t*, t
*), но 
* *
0 0 1( , ( ; , )) ( )V t t t a w x . Тогда, очевидно, 
* *
(1.2) 0 0( , ( ; , )) 0V t t t w x , что про-
тиворечит условию (1.14).  
Поэтому ||y2(t; t0, x0)|| <  при t  t* на основании V(t, w)  a1(||y2||). 
Следовательно, ||y2(t; t0, x0)|| <  для любого t  t0 + T(), где 
T() = 0t  + T2(), если ||y0|| <  < 
*, ||z0|| < . Теорема доказана. 
О б с у ж д е н и е  т е о р е м ы  1 . 3 .  
1. Условия а) и b) теоремы 1.1, фигурирующие в условии теоремы 
1.3, можно заменить условием: в области (1.3) найдется непрерывная ска-
лярная функция 2 1 2( , )
*Y y y , 2 2( , ) 0
*Y 0 y  такая, что имеет место соотно-
шение (1.17). В данном случае правая часть системы дифференциальных 
уравнений (1.2) удовлетворяет лишь общим требованиям разд. 1.1.  
2. Теорема 1.3 и замечание указывают достаточно общие классы не-
линейных динамических систем, для которых имеет место локальная нуль-
детектируемость «частичных» положений равновесия системы (1.2). 
3. Рассматриваемая задача устойчивости «частичного» положения 
равновесия относится к задачам устойчивости некомпактных (замкнутых, 
но неограниченных) множеств. Данные задачи играют существенную роль 
в современной нелинейной теории управления [93, 94]. 
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П р и м е р  1 . 3 .  Пусть система (1.2) состоит из уравнений 
 
       
2 2 2
1 1 2 1 2 2 1 2 1 2 1sin , cos cos ,
tу aу e у z y by у у z у z                
1 1 1 2 1 2 12 sin 2 sin ,z cz у у z у z    
 
где а, b, с – некоторые постоянные. 
Введением новой переменной 1 = ety22sin z1 из системы (1.28) мож-
но выделить линейную подсистему дифференциальных уравнений 
1 1у aу + 1,  1 1( 1 2 )b c      , 
определяющую у1-динамику системы (1.28).  
Поскольку |ety22sin z1|  y22, то при а = 0, 2b + c < 1 «частичное» по-
ложение равновесия y1 = y2 = 0 системы (1.28) равномерно у1-устойчиво, 
а при а < 0, 2b + c < 1 – равномерно асимптотически у1-устойчиво.  
В данном случае приведенную подсистему (1.5) составят уравнения 
  
                          
2
2 2 2 1 1 1 2 1 cos ,    2 sin .y by у z z cz у z                               (1.29) 
 
Поскольку для V-функции 
2
2V у  в области (1.3) выполнено неравен-
ство (1.29)V – а3(|y2| при b < 0, то «частичное» положение равновесия y2 = 0 
системы (1.29) равномерно асимптотически устойчиво.  
Учитывая также, что для системы (1.28) выполнено условие (1.17), 
заключаем, что на основании теоремы 1.3 при а = 0, b < 0, 2b + c < 1 «ча-
стичное» положение равновесия y1 = y2 = 0 системы (1.28) не только рав-
номерно у1-устойчиво, но и равномерно устойчиво. 
При а < 0, b < 0, 2b + c < 1 «частичное» положение равновесия 
y1 = y2 = 0 системы (1.28) не только равномерно асимптотически у1-





Установлены условия, при выполнении которых равномерная устойчи-
вость (равномерная асимптотическая устойчивость) по отношению к одной 
части переменных нулевого положения равновесия нелинейной нестацио-
нарной системы обыкновенных дифференциальных уравнений означает рав-
номерную устойчивость (равномерную асимптотическую устойчивость) это-
го положения равновесия по отношению к другой – бóльшей части перемен-




Указанные условия включают в себя условие равномерной асимптоти-
ческой устойчивости «частичного» (по дополнительной группе переменных) 
положения равновесия подсистемы, «приведенной» по дополнительной и 
оставшейся группам переменных.  
Поскольку в рамках полученных условий устойчивость по оставшимся 
неконтролируемым координатам фазового вектора остается неопределенной 
или исследуется дополнительно, то в данном случае имеет место нуль-
детектируемость по отношению к части переменных исходной системы диф-
ференциальных уравнений, а полученные условия дополняют ряд известных 
результатов по теории устойчивости по отношению к части переменных.  
Рассмотрено приложение полученных результатов к задачам частич-
ной стабилизации нелинейных управляемых систем, в частности, к задаче 
стабилизации асимметричного твердого тела относительно заданного 
направления в инерциальном пространстве.  
Также получены условия, при которых равномерная устойчивость 
(равномерная асимптотическая устойчивость) по отношению к одной части 
переменных «частичного» положения равновесия нелинейной нестацио-
нарной системы обыкновенных дифференциальных уравнений означает 
равномерную устойчивость (равномерную асимптотическую устойчи-
вость) по отношению ко всем переменным этого положения равновесия. 
В данном случае имеет место детектируемость «частичного» положения 
равновесия исходной нелинейной системы. 
В отличие от ранее проведенных исследований [85–87], где условия 
частичной нуль-детектируемости формулируются или в контексте не всегда 
легко проверяемых требований к функциям Ляпунова, или требуют доста-
точно сложных преобразований исходной системы, предложенный подход 
позволяет получить легко интерпретируемые условия частичной детектиру-
емости на основе анализа структурных форм непосредственно изучаемых 
систем. При этом метод функций Ляпунова используется лишь как средство 
получения таких условий. 









ЗАДАЧИ ЧАСТИЧНОЙ УСТОЙЧИВОСТИ 
НЕЛИНЕЙНЫХ ДИНАМИЧЕСКИХ СИСТЕМ 
 
Для нелинейных нестационарных систем обыкновенных дифферен-
циальных уравнений с непрерывной правой частью рассматривается задача 
устойчивости по части переменных нулевого положения равновесия. Де-
лаются более общие, в сравнении с известными, допущения относительно 
начальных значений неконтролируемых при исследовании устойчивости 
переменных. 
Также рассматривается задача устойчивости по отношению к части 
переменных «частичного» (нулевого) положения равновесия, где анало-
гичные допущения касаются начальных значений переменных, не опреде-
ляющих данное положение равновесия. Получены условия устойчивости 
и асимптотической устойчивости указанного типа в контексте метода 
функций Ляпунова, обобщающие ряд известных результатов. 
Дается приложение полученных результатов к задаче устойчивости 
по отношению к части переменных нулевого положения равновесия нели-
нейных голономных механических систем. 
Обсуждается вопрос унификации (в известной мере) исследований 





В классическом определении устойчивости по части переменных ну-
левого положения равновесия системы обыкновенных дифференциальных 
уравнений [1] предполагается, что область начальных возмущений являет-
ся достаточно малой окрестностью нулевого положения равновесия.  
Наряду с этой постановкой задачи изучаются также случаи, когда 
начальные возмущения являются произвольными [6, 7] или большими 
(принадлежащими произвольному компактному множеству) [8−10] по не-
контролируемой при исследовании устойчивости части переменных.  
Такие задачи тесно связаны с задачами устойчивости «частичных» 
(нулевых по некоторой части фазовых переменных) положений равновесия 
системы дифференциальных уравнений [95, 29, 96] или, в более общем ви-
де, с задачами устойчивости некомпактных (замкнутых, но неограничен-
ных) множеств [93, 94]. Здесь естественны допущения о том, что началь-
ные возмущения переменных, не определяющих «частичное» положение 
равновесия, являются или большими, или произвольными по величине. 
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Однако при анализе сложных нелинейных систем небезынтересны 
более общие случаи, когда понятие устойчивости по части переменных ну-
левого положения равновесия предполагает, что начальные возмущения, 
являясь малыми по исследуемой на устойчивость части переменных, могут 
быть в то же время большими по отношению к одной части и произволь-
ными по другой (оставшейся) части неконтролируемых переменных. 
С другой стороны, в задачах устойчивости «частичных» (нулевых по 
некоторой части фазовых переменных) положений равновесия также есте-
ственно ввести более общее допущение о том, что начальные возмущения 
переменных, не определяющих «частичное» положение равновесия, могут 
быть большими по отношению к одной части и произвольными по остав-
шейся их части.  
В самом деле, допущение о больших (в сравнении с допущением 
о произвольных) начальных возмущениях указанных переменных приводит 
к существенно более мягким требованиям к функциям Ляпунова. В этом 
смысле указанная комбинированная постановка задачи может оказаться 
приемлемым компромиссом между содержательным смыслом понятия 
устойчивости и соответствующими требованиями к функциям Ляпунова. 
Кроме того, если устойчивость «частичного» положения равновесия 
рассматривается по части определяющих его переменных, то данная по-
становка задачи позволяет унифицировать (в известной мере) исследова-
ния задач частичной устойчивости стационарных и нестационарных си-
стем дифференциальных уравнений. 
Далее изучается указанный класс задач устойчивости по части пере-
менных нулевого положения равновесия, а также соответствующие задачи 
устойчивости по части переменных «частичных» положений равновесия. 
Получены условия устойчивости и асимптотической устойчивости указан-
ного типа в контексте метода функций Ляпунова, обобщающие ряд из-
вестных результатов. Дается приложение полученных результатов к задаче 
устойчивости по части переменных нулевого положения равновесия голо-
номных механических систем.  
 
 
2.2. Условия устойчивости по части переменных 
при не малых возмущениях неконтролируемых переменных 
 
Пусть имеем нелинейную, нестационарную конечномерную систему 
обыкновенных дифференциальных уравнений (в векторной форме) 
 
                                          x  = X(t, x), X(t, 0)  0.                                        (2.1) 
 
В системе (2.1) переменные, входящие в определяющий ее состояние 
фазовый вектор x, разобьем на две группы: 1) y-переменные, по которым 
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исследуется устойчивость положения равновесия x = 0; 2) оставшиеся (не-
контролируемые) z-переменные. В свою очередь переменные, входящие 
в субвектор z, разобьем на две подгруппы, так что x = (yT, zT)T; 
z = (z1
T, z2
T)T.   
Введем обычные для теории частичной устойчивости (у-устойчи-
вости) предположения [6,10] о непрерывности вектор-функции Х в области 
 
                                               t ≥ 0, ||y||  h, ||z|| < ∞,                                    (2.2) 
 
а также о единственности и z-продолжимости решений системы (2.1).  
Обозначим x(t) = x(t; t0, x0) решение системы (2.1), определенное 
начальным условием x0 = x(t0; t0, x0). 
Будем использовать обозначения: D – область начальных значений 
x0 такая, что ||y0|| < δ,  ||z10||  L,  ||z20|| < ∞; область D получается заменой δ 
на ; Ky, Kz1 − произвольные компакты соответственно в y и z1-простран-
ствах. 
Определения. Нулевое положение равновесия х = 0 системы (2.1) при 
большом z10 в целом по z20 является:  
2.1) у-устойчивым, если для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 найдется δ(ε, t0, L) > 0 такое, что из x0 D  следует 
||y(t; t0, x0)|| < ε при всех t ≥ t0; 
2.2) у-устойчивым равномерно по t0, если δ = δ(ε, L); 
2.3) асимптотически у-устойчивым, если оно у-устойчиво в смысле 
определения 2.1) и найдется (t0, L) > 0 такое, что произвольное решение 
x(t; t0, x0) системы (2.1) с x0  D удовлетворяет предельному соотношению 
 
                                               lim ||y(t; t0, x0)|| = 0,  t →                               (2.3) 
 
(для любых чисел  > 0, t0 ≥ 0 и любого заданного числа L > 0 найдется 
число T(t0, L, x0, ) > 0 такое, что ||y(t; t0, x0)|| <  при всех t ≥ t0 + T, x0 D); 
2.4) эквиасимптотически у-устойчивым, если найдется (t0, L) > 0 
такое, что соотношение (2.3) выполняется равномерно по x0 из области 
t0 ≥ 0, x0  D (для любых чисел  > 0, t0 ≥ 0 и любого заданного L > 0 
найдется число T(t0, L, ) > 0 такое, что ||y(t; t0, x0)|| <  при всех t ≥ t0 + T, 
x0  D); 
2.5) равномерно асимптотически у-устойчивым, если оно у-устой-
чиво равномерно по t0 в смысле определения 2.2) и найдется (L) > 0 такое, 
что соотношение (2.3) выполняется равномерно по t0, x0 из области t0 ≥ 0, 
x0  D (для любых чисел  > 0, t0 ≥ 0 и любого заданного числа L > 0 
найдется число T(L, ) > 0 такое, что ||y(t; t0, x0)|| <  при t ≥ t0 + T, x0  D); 
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2.6) равномерно глобально асимптотически y-устойчивым, если оно 
y-устойчиво равномерно по t0 в смысле определения 2.2), а произвольное 
решение x(t; t0, x0) системы дифференциальных уравнений (2.1) определе-
но при всех t ≥ 0, равномерно по t0, x0 из области t0 ≥ 0, y0  Ky, z10  Kz1, 
||z20|| < ∞ является y-ограниченным и удовлетворяет предельному соотно-
шению (2.3) (для любых чисел  > 0, t0 ≥ 0 и любых заданных чисел Ly > 0, 
Lz1 > 0 найдутся числа L1(Ly, Lz1) > 0 и T(Ly, Lz1,) > 0 такие, что 
||y(t; t0, x0)||  L1 при всех t ≥ t0 и ||y(t; t0, x0)|| <   при всех t ≥ t0 + T, если 
||y0||  Ly, ||z10||  Lz1, ||z20|| < ∞).  
З а м е ч а н и я .   
1. В ранее рассматриваемых постановках задач у-устойчивости по-
ложения равновесия х = 0 системы (2.1) изучались три случая: 
1) ||x0|| < δ  (у-устойчивость в смысле Ляпунова−Румянцева [1]); 
2) ||y0|| < δ, ||z0||  L  (у-устойчивость при большом z0 [8−10]);  
3) ||y0|| < δ, ||z0|| < ∞  (у-устойчивость в целом по z0 [6, 7]).  
Предложенные определения более общие и включают не рассмот-
ренный ранее случай x0  D. 
2. Введенное [8−10] понятие y-устойчивости при большом z0 поло-
жения равновесия х = 0 системы (2.1) можно трактовать также [97] как у-
устойчивость неравномерную по z0, так что δ = δ(ε, t0, z0): для любых  > 0, 
t0 ≥ 0 и z0 найдется δ(ε, t0, z0) > 0 такое, что из ||y0|| <   следует 
||y(t; t0, x0)|| <  при всех t ≥ t0. Отметим, что [97] не предполагается наличие 
у изучаемой системы (2.1) нулевого положения равновесия х = 0, 
а фактически речь идет о неравномерной по z0 устойчивости «частичного» 
положения равновесия y = 0.  
Такого типа устойчивость, но названная устойчивостью при большом 
z0 «частичного» положения равновесия y = 0, независимо и одновременно 
рассмотрена в работах [97, 98]. (Полученные [8−10, 97, 98] в контексте ме-
тода функций Ляпунова условия устойчивости указанных типов совпада-
ют.)  
3. Если положение равновесия х = 0 системы (2.1) эквиасимптотиче-
ски у-устойчиво при большом z10 в целом по z20, то оно y-устойчиво при 
большом z10 в целом по z20. В самом деле, для любых чисел  > 0, t0 ≥ 0 
и любого заданного числа L > 0 найдутся числа 1(t0, L) > 0, T(t0, L, ) > 0 
такие, что ||y(t; t0, x0)|| <  при всех t ≥ t0 + T, x0  D. Поскольку y(t; t0, x0) 
непрерывна на множестве y0 = 0 (в силу непрерывной зависимости реше-
ний системы (2.1) от начальных условий), то для любых чисел  > 0, t0 ≥ 0, 
любого заданного числа L > 0, а также указанного числа T(t0, L, ) > 0 мож-
но подобрать 2(t0, L) > 0 такое, что при ||y0|| < 2 неравенство 
||y(t; t0, x0)|| <   будет иметь место и при t  [t0, t0 + T].  
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Выбирая  = min (1, 2) заключаем, что неравенство ||y(t; t0, x0)|| <  
справедливо при всех t ≥ t0, ||x0||  D. 
4. В рассматриваемых ранее постановках задач глобальной («в це-
лом» по терминологии [6]) равномерной асимптотической у-устойчивости 
положения равновесия х = 0 системы (2.1) изучались случаи [6, 7, 95], ко-
гда у-притяжение решений равномерно из области  t0 ≥ 0, x0  Kx  или рав-
номерно из области t0 ≥ 0, y0  Ky, ||z0|| < ∞. 
Область t0 ≥ 0, y0  Ky, z10  Kz1, ||z20|| < ∞ равномерного у-притяжения 
решений рассматривалась в работе [6], однако разбиение вектора z0 на суб-
векторы z10 и z20 не предполагалось изначально заданным, а определялось 
свойствами подходящей функции Ляпунова в процессе решения задачи. 
5. Рассмотренный  в  работе  [99]  пример  показывает,  что  требо-
вание  глобальной  равномерной  y-ограниченности решений в определе-
нии 2.6) не является следствием двух других требований этого определе-
ния (y-устойчивости и равномерного глобального y-притяжения). 
 
 
2.2.1. Обобщение теорем Ляпунова−Румянцева 
 
Для получения условий частичной (по части переменных) устойчи-
вости указанного типа будем рассматривать вспомогательные функции:  
1) скалярную V(t, x), V(t, 0)  0 – непрерывно дифференцируемую 
в области (2.2), и ее производную V  в силу системы (2.1);  
2) скалярную V (t, y, z1), V (t, 0, 0)  0 и векторную W(t, x), W(t, 0)  0 
– непрерывные в области (2.2);  
3) a(r), b(r), c(r) – функции типа Хана при r  [0, h] или при r  [0, ) 
(в задаче глобальной асимптотической у-устойчивости).  
Т е о р е м а  2 . 1 .  Пусть для системы (2.1) в области (2.2) найдется 
V-функция такая, что 
 
                                    V(t, x) ≥ a(||y||), V (t, x)  0.                                      (2.4) 
 
Тогда при большом z10 в целом по z20 положение равновесия х = 0:  
1) у-устойчиво, если 
 
                             V(t, x)  V (t, y, z1), V (t, 0, z1)  0;                                (2.5) 
 
2) у-устойчиво равномерно по t0, если 
 
                                 V(t, x)  V (y, z1), V (0, z1)  0.                                   (2.6) 
 
Д о к а з а т е л ь с т в о .  Для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 в силу непрерывности функций V, V  и условий (2.5) можно 
найти δ(ε, t0, L) > 0 такое, что из x0  D следует V(t0, x0) < a(ε).  
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Учитывая равенство 
                        V(t, x(t; t0, х0)) = V(t0, x0) + 
0
0 0( , ( , , ))
t
t
V t d   x x ,                  (2.7) 
для произвольного решения x(t; t0, x0) системы (2.1) с x0  D  в силу усло-
вий (2.4) при всех t ≥ t0 имеют место соотношения  
 
a(||y(t; t0, х0)||)  V(t, x(t; t0, х0))  V(t0, x0) < a(ε). 
 
Имея в виду свойства функций a(r), получаем ||y(t; t0, х0)|| < ε при 
всех t ≥ t0. Первая часть теоремы доказана. 
При выполнении условий (2.6) для любых ε > 0, t0 ≥ 0 и любого задан-
ного числа L > 0 в силу непрерывности функций V, V  можно найти такое, 
не зависящее от t0, число δ(ε, L) > 0, что из x0  D следует V(t0, x0) < a(ε).  
Дальнейшее доказательство аналогично. Теорема доказана.  
Т е о р е м а  2 . 2 .  Пусть для системы (2.1) в области (2.2) найдется 
V-функция, а также векторная W(t, x)-функция такие, что 
 
    (||y||)  V(t, x)  b(||u||), V (t, x)  −c(||u||),                       
u = [yT, W(t, x)T]T.                                         (2.8) 
 
Тогда при большом z10 в целом по z20 положение равновесия х = 0:  
1) асимптотически у-устойчиво, если выполнены условия (2.5); 
2) равномерно асимптотически у-устойчиво, если выполнены условия 
(2.6); 
3) равномерно глобально асимптотически y-устойчивo, если условия 
(2.6), (2.8) выполнены в области t ≥ 0, ||x|| < ∞ и, кроме того,  
 
                                                   a(r) → , r → .                                        (2.9) 
 
Д о к а з а т е л ь с т в о .  1. В случае 1 при условиях теоремы имеет 
место y-устойчивость при большом z10 в целом по z20 положения равнове-
сия х = 0. Поэтому для числа h > 0 существует такое Δ(t0, L) > 0, что из 
x0  D следует ||y(t; t0, x0)||  h для всех t ≥ t0. 
Покажем, что при x0  D также имеет место соотношение 
 
                                         lim V(t, x(t; t0, x0)) = 0, t → .                            (2.10) 
 
Допустим противное. Тогда, в силу условия V (t, x)  0, при всех 
t ≥ t0 будет выполняться неравенство V(t, x(t; t0, х0))  V* > 0.  
Поэтому, на основании V(t, x)  b(||u||), V (t, x)  −c(||u||), справедливо 
соотношение V (t, x(t; t0, х0))  −c(b−1(V*)).  
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Учитывая равенство (2.7), получаем 
  
0  V(t, x(t; t0, x0))  V(t0, x0) − c(b−1(V*))(t − t0), 
 
что при достаточно большом t невозможно.  
Таким образом, при x0  D имеет место соотношение (2.10), откуда 
lim a(||y(t; t0, x0)||) = 0, t → , а, значит, имеет место соотношение (2.3).  
2. В случае 2 при условиях теоремы имеет место равномерная y-ус-
тойчивость при большом z10 в целом по z20 положения равновесия х = 0.  
Поэтому для числа h > 0 существует такое, не зависящее от t0 , число 
Δ(L) > 0, что из x0  D следует ||y(t; t0, x0)||  h для всех t ≥ t0. 











и покажем, что V(t*, x(t*; t0, x0)) < a() при некотором значении t* (t0, t0+T). 
Действительно, иначе a()  V(t, x(t; t0, x0))  b(||u(t, x(t; t0, x0))||) при 
t (t0, t0+T), откуда ||u(t, x(t; t0, x0))|| ≥ b1(a()) при том же t. Но тогда  
 
a()  V(t0+T, x(t0+T; t0, x0))  V(t0, x0)  c(b1(a()))T ≤ 
 a(h)  c(b1(a()))T < a(), 
 
что невозможно, и существование t* доказано.  
Поскольку V-функция невозрастающая, то  
 
a(||y(t; t0, x0)||)  V(t, x(t; t0, х0))  V(t*, x(t*; t0, x0)) < a() при всех t ≥ t*,  
 
откуда следует неравенство ||y(t; t0, x0)|| <  при всех t ≥ t0+T > t*, если 
x0  D. 
3. В случае 3 рассмотрим множество М начальных значений x0 таких, 
что y0  Ky, z10  Kz1 (Ky, Kz1 − произвольные компакты соответственно в y 
и z1-пространствах), ||z20|| < ∞. 
Пусть L2 = max V (y0, z10) при x0  M.  
На основании условий (2.6), (2.8) справедливы неравенства 
V(t, x(t; t0, x0))  V(t0, x0)  V (y0, z10)  L2, откуда, учитывая условие (2.9), 
найдется L1 > 0 такое, что ||y(t; t0, x0)||  L1 при всех t ≥ t0 и x0  M.   
Это значит, что при всех t ≥ t0 и x0  M  решения системы (2.1) y-ог-
раничены равномерно по t0, x0 из области t0 ≥ 0, x0  M.  
Полагая δ() = b1(a()) и учитывая первую группу условий (2.8), для 
любых  > 0, t0 ≥ 0 имеем неравенства ||y(t; t0, x0)||  a1(b(||u(t0, x0)||) <   при 
всех t ≥ t0, если ||u(t0, x0)|| < δ.   
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Пусть T() = 2L2/c(δ()) и x0  M.  
Если предположить, что ||u(t, x(t; t0, x0))|| > δ() при t  (t0, t0+T), то 
получаем противоречивые оценки 
0  V(t0+T, x(t0+T; t0, x0))  V(t0, x0)  c(b1(a()))T ≤ 
 L2  c(b1(a()))T < 0. 
Поэтому найдется t*(t0, t0+T), для которого ||u(t*, x(t*; t0, x0))|| < δ().  
Но тогда, учитывая предыдущие рассуждения, ||y(t; t0, x0)|| <  при 
всех t ≥ t0 +T > t*. Теорема доказана.  
Теоремы 2.1 и 2.2 обобщают теоремы А. М. Ляпунова − В. В. Румян-
цева [1, 6, 10], а также дополняющие их соответствующие результаты ра-
бот [9, 10].  
 
 
2.2.2. Дополнение к теореме Лагранжа–Дирихле 
 
Движение голономной механической системы с n степенями свободы 
описывается уравнениями Лагранжа 2-го рода [100, 6, 10]: 
 

























,                           (2.11) 
 
где T – кинетическая энергия; П – потенциальная энергия; qi – обобщенные 
координаты. 
Обозначим q = (q1, …, qn) вектор обобщенных координат и допустим, 
что связи, наложенные на систему, не зависят явно от t, и система (2.11) 
допускает нулевое положение равновесия q = q  = 0.  
Компоненты вектора q разобьем на две группы, так что q = (qyT, qzT)T.   
Рассмотрим задачу устойчивости нулевого положения равновесия 
системы (2.11) по отношению к (qy, q ) (по части обобщенных координат и 
по всем обобщенным скоростям). При этом обобщенные координаты, вхо-
дящие в субвектор qz, также разобьем на две подгруппы: qz = (qz1T, qz2T)T.   
Нулевое положение равновесия системы (2.11) равномерно (qy, q )-
устойчиво при большом qz10 в целом по qz20, если для любых  > 0, t0 ≥ 0 и 
любого заданного числа L > 0 найдется δ(ε, L) > 0 такое, что для произво-
льного решения системы (2.11) с ||qy0|| < δ, ||q 0|| < δ, ||qz10||  L, ||qz20|| < ∞ при 
всех t ≥ t0 выполнены неравенства ||qy(t; t0, q0, q 0)|| < , ||q (t; t0, q0, q 0)|| < . 
Допустим, что в области ||qy||  h, || q ||  h, ||qz|| < ∞ имеют место 
условия:  
1) Т определенно положительна по всем обобщенным скоростям;  
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2) П определенно положительна по отношению к части обобщенных 
координат (по qy); 
3) справедливы неравенства 
    П(q)  П(qy, qz1), П(0, qz1)  0;                           
T(q, q )  Т(qy, qz1, q ). 
 
В данном случае для системы (2.11) имеет место интеграл энергии 
 
Н = Т + П = const. 
 
Рассмотрим этот интеграл в качестве V-функции Ляпунова.  
В дополнение к классическим результатам [100, 101, 1] на основании 
теоремы 2.1 заключаем, что при выполнении условий 1) и 2) нулевое по-
ложение равновесия системы (2.11) равномерно (qy, q )-устойчиво при 
большом qz10 в целом по qz20.  
Условия (2.12) будут выполнены, например, для класса механиче-
ских систем, у которых П и Т не зависят от qz2, а П является определенно-
положительной квадратичной формой П = П(qy, qz1) = qyTA(qz1)qy перемен-
ных qy, коэффициенты которой зависят от qz1. 
Также может быть рассмотрена задача равномерной устойчивости по 
части обобщенных координат и части обобщенных скоростей; при этом, 
обобщенные скорости не обязательно соответствуют выбранной части 
обобщенных координат.  
Наряду с разбиением q = (qyT, qzT)T, qz = (qz1T, qz2T)T, введем разбиения 





T и рассмотрим задачу устойчивости нулевого положения рав-
новесия системы (2.11) по (qy, uq ) при большом qz10 в целом по qz20. 
Указанное свойство частичной устойчивости будет иметь место, если 
для любых  > 0, t0 ≥ 0 и любого заданного числа L > 0 найдется δ(ε, L) > 0 
такое, что для произвольного решения системы дифференциальных урав-
нений (2.11) с ||qy0|| < δ, ||q 0|| < δ, ||qz10||  L, ||qz20|| < ∞ при всех t ≥ t0 выполне-
ны неравенства ||qy(t; t0, q0, 0q )|| < , || uq (t; t0, q0, 0q )|| < . 
Допустим, что в области ||qy||  h, || uq ||  h, ||qz|| < ∞, || wq || < ∞ имеют 
место условия:  
1) Т определенно положительна по uq ; 
2) П определенно положительна по qy; 
3) справедливы неравенства (2.12). 
В отличие от случая, когда Т является определенно положительной 
относительно всех обобщенных скоростей, в данном случае уравнения Ла-
гранжа нельзя разрешить относительно вектора q  обобщенных ускорений, 




Тем не менее, рассмотрением интеграла энергии, в дополнение к ре-
зультату [1] (см. по этому поводу также [102]) можно показать, что при 
выполнении указанных условий нулевое положение равновесия системы 





1) Рассмотрим движение точки единичной массы в постоянном поле 
тяготения по поверхности 
х1 = f(х2, х3),  f(0, х3) = 0, 
 
где f − гладкая функция х2, х3 в трехмерном пространстве Оx1x2x3 с осью 
Ox1, направленной вертикально вверх. Например [10], это может быть по-
верхность х1 = 1∕2 х22(1+х32). 
В данном случае П = g f(х2, х3), g = const > 0.  
На основании сделанного дополнения к теореме Лагранжа–Дирихле 
положение равновесия точки устойчиво по части координат (по x1, x2) и по 
всем скоростям 1x , 2x , 3x  при большом x30.  
2) Рассмотрим систему дифференциальных уравнений  
 
      А 1x  = (B −C)x2x3 + u1, B 2x  = (C −A)x1x3
 + u2,                  
C 3x  = (A −B)x1x2, 
 
описывающих вращательное движение твердого тела под действием двух 
управляющих моментов u1, u2. В этой системе: А, В, С – главные централь-
ные моменты инерции тела; x1, x2, x3 – проекции вектора мгновенной угло-
вой скорости тела на его главные центральные оси инерции i1, i2, i3.  
Известно [8–10], что управляющие моменты 
 
                                      uj = j xj, j = const  0, ( j = 1,2)                         (2.14) 
 
обеспечивают асимптотическое гашение вращений по переменным x1, x2. 
При C  A, B это означает «закрутку» тела относительно большей оси i3.  
Уточним характер переходного процесса в системе (2.13), (2.14), ис-
пользуя функцию Ляпунова  
 
V = ½ А(A − C)x12 + B(B − C)x22, 
 
производная V  которой в силу замкнутой системы (2.13), (2.14) имеет вид 
 
V = (A − C)1x12 + (B − C)2x22. 
 
Обозначив y = (x1, x2), z1 = x3,  на основании части 3 теоремы 2.2 за-




стемы (2.13), (2.14) равномерно глобально асимптотически y-устойчиво 
в целом по z10 в смысле определения 2.6. Это значит, что «закрутка» обес-
печивается для всех движений x(t; t0, x0) твердого тела равномерно по t0, x0 
из области t0 ≥ 0, y0  Ky при произвольном значении z10. 
3) Дополним результаты [6] об устойчивости положения равновесия 
тяжелого твердого тела массы m с осью симметрии и неподвижной точкой, 
расположенной на этой оси. На тело действует также сила с потенциалом 
U(), U(0)  0, причем ∂U/∂ = 0 при  = 0.  




2 + 2 sin)] + mgz0(cos −1) + U() = const, 
 
где ψ, θ – углы прецессии и нутации;  
          А – поперечный момент инерции;  
          z0 – координата центра тяжести.  
При выполнении условий 
 
z0 < 0, ∂2U/∂2 > 0 при  = 0, 
 
функция Н* определенно положительна по переменным ,  ,, причем 
Н* = 0 при  =   =  = 0 и Н* не зависит от ,   ( − угол собственного 
вращения тела).  
Поэтому положение равновесия тела  =  =  = =  = = 0 
устойчиво по ,  ,  при большом 0  в целом по 0, 0 . 
 
 
2.2.4. Применение дифференциальных неравенств 
 
Пусть в области (2.2) вспомогательная V-функция в силу системы 
(2.1) удовлетворяет дифференциальному неравенству [103] 
 
                                                      V   (t, V(t, x)),                                      (2.15) 
 
где ω(t, v) – непрерывная при t ≥ 0, v ≥ 0 функция такая, что для уравнения 
 
                                              v= (t, v);  (t, 0)  0,                                   (2.16) 
 
выполнены условия существования и единственности решений для каждой 
точки (t0, v0) из области определения.  
Т е о р е м а  2 . 3 .  Пусть для системы (2.1) существует V-функция, 
удовлетворяющая в области (2.2) условию V(t, x) ≥ a(||y||) и дифференци-
альному неравенству (2.15).  
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Тогда при большом z10 в целом по z20 положение равновесия х = 0: 
1) y-устойчиво (эквиасимптотически y-устойчиво), если выполнены 
условия (2.5) и решение v = 0 уравнения (2.16) устойчиво (асимптотически 
устойчиво) по Ляпунову; 
2) равномерно y-устойчиво (равномерно асимптотически y-устой-
чиво), если выполнены условия (2.6) и решение v = 0 уравнения (2.16) рав-
номерно устойчиво (равномерно асимптотически устойчиво) по Ляпунову. 
Д о к а з а т е л ь с т в о . Поскольку V-функция удовлетворяет диффе-
ренциальному неравенству (2.15), то из V(t0, x0)  v0 следует  
 
                                  V(t, x(t; t0, х0))  v(t; t0, v0), t ≥ t0.                              (2.17) 
 
1. Пусть решение v = 0 уравнения (2.16) устойчиво. Тогда для любых 
ε > 0, t0 ≥ 0 существует (ε, t0) > 0 такое, что из v0 <  следует 
v(t; t0, v0) < a(ε) при всех t ≥ t0. На основании условий (2.5) для любого за-
данного числа L > 0 найдется δ1(, t0) = δ(ε, t0) > 0 такое, что V(t0, х0) < , 
если только x0  D.  
Полагая v0 = V(t0, х0), в силу условия V(t, х) ≥ a(||y||), а также условий 
(2.17), заключаем, что при x0 D и всех t  t0 справедливы неравенства 
 
                      a(||y(t; t0, х0)||)  V(t, x(t; t0, х0))  v(t; t0, v0) < a(ε),               (2.18) 
 
откуда ||y(t; t0, х0)|| < ε для всех t  t0.  
Таким образом, положение равновесия х = 0 системы (2.1) y-устой-
чиво при большом z10 в целом по z20.  
Если решение v = 0 дифференциального уравнения (2.16) асимптоти-
чески устойчиво, то эта устойчивость является эквиасимптотической (рав-
номерной по v0) [102, 104]. Поэтому для любых t0 ≥ 0 и ε > 0 найдутся 
(t0) > 0 и Т(t0, a(ε)) = Т(t0, ε) > 0 такие, что если v0 < (t0), то 
 
                                    v(t; t0, v0) < a(ε) при t ≥ t0 + T,                                  (2.19) 
 
На основании условий (2.5) для любого заданного числа L > 0 можно 
подобрать Δ(t0) > 0 так, чтобы при x0  D имело место неравенство 
V(t0, х0) < (t0). Тогда, в силу условия (2.18), при t ≥ t0 + Т(t0, ε), x0  D вы-
полнено соотношение ||y(t; t0, х0)|| < ε.  
Значит положение равновесия х = 0 системы (1) эквиасимптотически 
y-устойчиво при большом z10 в целом по z20.  
2. Пусть решение v = 0 уравнения (2.16) равномерно устойчиво и вы-
полняются условия (2.6). В этом случае (ε) > 0 не зависит от t0. Но тогда 
δ также можно выбрать не зависящим от t0. Значит положение равновесия 
х = 0 системы (2.1) равномерно y-устойчиво при большом z10 в целом по z20.  
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Допустим, что решение v = 0 уравнения (2.16) равномерно асимпто-
тически устойчиво. Пусть 0 > 0 таково, что для любого ε > 0 найдется 
Т1(a(ε)) = Т(ε) > 0, при котором имеет место неравенство (2.19), если толь-
ко v0 < 0.  
На основании неравенства (2.6), а также соотношений (2.18), (2.19) 
имеем ||y(t; t0, х0)|| < ε для всех t ≥ t0 + Т(ε), если x0  D.  
Значит положение равновесия х = 0 системы (2.1) равномерно асимп-
тотически y-устойчиво при большом z20 в целом по z20. Теорема доказана. 
Теорема 2.3 дополняет известные результаты К. Кордуняну [103], 
а также дополняющие их соответствующие результаты работы [9]. 
 
 
2.3. Условия устойчивости по части переменных  
«частичных» положений равновесия 
 
Пусть система (2.1) допускает «частичное» положение равновесия 
(«равновесное движение») y = 0, «безразличное» по отношению к z-пере-
менным. При выполнении условий единственности решений системы (2.1) 
данное положение равновесия является ее инвариантным множеством. 
В указанном случае система (2.1) может и не иметь нулевого положения 
равновесия х = 0.  
Переменные, входящие в субвектор у, также разобьем на две под-
группы переменных: y = (y1T, y2T)T.  
Определения. «Частичное» положение равновесия у = 0 системы 
дифференциальных уравнений (2.1) при большом z10 в целом по z20 является:  
2.7) y1-устойчивым, если для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 найдется δ(ε, t0, L) > 0 такое, что из x0  D  следует 
||y1(t; t0, x0)|| < ε при всех t ≥ t0; 
2.8) y1-устойчивым равномерно по t0, если δ = δ(ε, L); 
2.9) асимптотически y1-устойчивым, если оно y1-устойчиво в смысле 
определения 2.7) и найдется (t0, L) > 0 такое, что произвольное решение 
x(t; t0, x0) системы (2.1) с x0  D удовлетворяет соотношению  
 
                                          lim ||y1(t; t0, x0)|| = 0, t → ;                              (2.20) 
 
2.10) равномерно асимптотически y1-устойчивым, если оно y1-ус-
тойчиво равномерно по t0 в смысле определения 2.8) и найдется (L) > 0 
такое, что соотношение (2.20) выполняется равномерно по t0, x0 из области 
t0 ≥ 0, x0  D.  
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З а м е ч а н и я .   
1. В ранее рассматриваемых постановках задач y1-устойчивости 
«частичного» положения равновесия у = 0 системы дифференциальных 
уравнений (2.1) изучались два случая [92]: 1) ||y0|| < δ, ||z0|| < ∞; 2) ||y0|| < δ, 
||z0||  L (y1-устойчивость при большом z0). Предложенные определения бо-
лее общие и включают не рассмотренный ранее случай x0  D.  
2. Изучению устойчивости инвариантных множеств (как компакт-
ных, так и некомпактных) посвящена обширная литература; не претендуя 
на полноту, помимо недавних работ [93, 94], укажем, например, известные 
исследования [105−109]. Однако в предложенной постановке задачи 
устойчивости по части переменных инвариантных множеств систематиче-
ски не изучались. 
Т е о р е м а  2 . 4 .  Пусть для системы (2.1) в области (2.2) найдется 
V-функция, а также векторная U(t, x)-функция, U(t, 0)  0 такие, что 
в области 
                                t ≥ 0, ||y1||+||U(t, x)||  h, ||y2||+||z|| < ∞,                      (2.21) 
 
выполнены условия          
                                V(t, x) ≥ a(||y1||+||U(t, x)||), V (t, x)  0.                       (2.22) 
 
Тогда при большом z10 в целом по z20 «частичное» положение равно-
весия у = 0 системы (2.1):  
1) y1-устойчиво, если выполнены условия (2.5);  
2) y1-устойчиво равномерно по t0, если выполнены условия (2.6). 
Д о к а з а т е л ь с т в о .  Для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 в силу непрерывности функций V, V и условий (2.5) можно 
найти δ(ε, t0, L) > 0 такое, что из x0  D  следует V(t0, x0) < a(ε).  
Учитывая равенство (2.7), для произвольного решения x(t; t0, x0) си-
стемы (2.1) с x0  D в силу условий (2.22) при всех t ≥ t0 имеют место со-
отношения  
a(||y1(t; t0, х0)||+||U(t, x(t; t0, х0))||)  V(t, x(t; t0, х0))  V(t0, x0) < a(ε). 
Имея в виду свойства функций a(r), получаем ||y1(t; t0, х0)|| < ε при 
всех t ≥ t0. Первая часть теоремы доказана. 
При выполнении условий (2.6) для любых ε > 0, t0 ≥ 0 и любого за-
данного числа L > 0 в силу непрерывности функций V, V можно найти та-
кое, не зависящее от t0, число δ(ε, L) > 0, что из x0  D следует 
V(t0, x0) < a(ε). Дальнейшее доказательство проводится аналогично.  
З а м е ч а н и я .   
1. Заменяя условие V (t, x)  0 неравенствами  
V(t, x)  b(||u||), V (t, x)  −c(||u||), u = [yT, W(t, x)T]T, 
можно получить также соответствующие условия асимптотической (в том 
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числе равномерной) y1-устойчивости при большом z10 в целом по z20 «ча-
стичного» положения равновесия y = 0 системы (2.1).  
2. Условия теоремы 2.4 являются развитием применительно к по-
ставленной задаче соответствующих результатов работы [92]. Целесооб-
разность изучения задачи y1-устойчивости в области (2.21), а не в области 
 
                                       t ≥ 0, ||y1||  h, ||y2||+||z|| < ∞,                               (2.23) 
 
объясняется тем, что y1-устойчивое «частичное» положение равновесия 
у = 0 системы (2.1) всегда фактически устойчиво не только по y1, но также 
и по отношению к некоторым функциям ui = ui(t, y). Однако заранее не все-
гда ясно, какие именно это ui-функции.  
Кроме того, некоторые функции ui = ui(t, х) фазовых переменных 
(и времени) системы (2.1) также могут оказаться достаточно малыми вдоль 
решений x(t; t0, x0) системы (2.1) с x0  D. 
В данной ситуации подобные ui и ui-функции естественно тракто-
вать как компоненты дополнительной векторной U(t, x)-функции Ляпунова 
для наиболее рациональной замены области (2.23) областью (2.21).  
Естественно, что сделанное допущение ||y1|| + ||U(t, x)||  h должно 
подтверждаться в процессе решения, что гарантируется условиями теоре-
мы 2.4. При этом не требуется (как в теоремах с несколькими функциями 
Ляпунова) анализировать собственно производную U-функции вдоль тра-
екторий системы (2.1), что является дополнительным аргументом в пользу 
указанного подхода.  
Такой подход позволяет не только облегчить построение функций 
Ляпунова, но и использовать для доказательства y1-устойчивости функции, 
которые могут не быть знакоопределенными ни по y1 (в смысле В. В. Ру-
мянцева [1, 6]), ни по Ляпунову.  
Кроме того, производная V-функции в теореме 2.4 будет знакопере-
менной в области (2.23).  
С позиций анализа факторов, определяющих допущения на «некон-
тролируемые» (y2, z)-переменные, в данном случае, заменяя область (2.23) 
областью (2.21), руководствуемся целью облегчения решения задачи y1-
устойчивости «частичного» положения равновесия у = 0 системы (2.1).  
В рамках указанного подхода существенно нелинейные V-функции 
могут строиться в виде квадратичных форм V(t, x)  V*(t, y1, U(t, x)) пере-
менных y1, U, знакоопределенность (по отношению ко всем переменным) 
которых проверяется с помощью обобщенного критерия Сильвестра.  
3. Предложенная постановка задачи устойчивости по части пере-
менных «частичного» положения равновесия системы (2.1) позволяет уни-
фицировать (в известной мере) исследования задач частичной устойчиво-
сти стационарных и нестационарных систем.  
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П р и м е р . Пусть система (2.1) имеет вид 
 
  1y  = −y1 + y2z1sinz2, 2y  = y2
2z1sinz2,                                
1z  = −z1 − (e
t y1+ 1)z1cosz2, 2z  = (e
t y1+ 1) sinz2. 
 
Рассмотрим вспомогательные функции  
 
V = ½ (y12 + y22z12 sin2z2), W1 = U1 = y2z1sinz2, 
V = ½ (y12 + W12) = ½ (y12 + U12)  V (y1, y2, z1), V (0, 0, z1)  0, 
 
для которых в области (2.21) выполнены условия 
 
V  = −y12 + y1U1 − U12 + U13  − (y12 + U12),   = const  0. 
 
На основании полученных результатов «частичное» положение рав-
новесия y1 = y2 = 0 системы (2.24) равномерно асимптотически y1-устойчи-
во при большом z10 в целом по z20. При этом производная введенной V-фун-
кции знакопеременна в области (2.23). 
 
 
2.4. К унификации исследований частичной устойчивости  
стационарных и нестационарных систем 
 
Вводя обозначения w1 = t,  = t − t0, нестационарную систему (2.1) 
представим в виде стационарной системы дифференциальных уравнений 
 
                                 x () = X(x(), w1()), 1w () = 1,                                (2.25) 
 
где x , 1w  означают производные от функций x, w1 по .  
Система (2.25) допускает «частичное» положение равновесия х = 0. 
В результате как задача устойчивости по части переменных нулевого 
положения равновесия, так и задача устойчивости «частичных» положений 
равновесия нестационарной системы (2.1) сводятся к задаче устойчивости 
по части переменных «частичного» положения равновесия стационарной 
системы (2.25).  
А именно, задача у-устойчивости положения равновесия х = 0 неста-
ционарной системы (2.1) сводится к задаче у-устойчивости «частичного» 
положение равновесия х = 0 стационарной системы (2.25), а задача устой-
чивости «частичного» положения равновесия у = 0 нестационарной систе-
мы (2.1) сводится к задаче устойчивости этого же «частичного» положения 
равновесия стационарной системы (2.25). 
(2.24) 
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Особенность такого сведения в том, что в случае равномерной (или 
неравномерной) по t0 частичной устойчивости исходной системы (2.1) по-
становки обеих задач частичной устойчивости для системы (2.25) должны 
отвечать требованию «в целом по w10» (или «при большом w10»). Посколь-
ку при этом постановки обеих задач частичной устойчивости для системы 
(2.25) допускают как требование «в целом по z0», так и требование «при 
большом z0», то в результате приходим к необходимости анализа задач ча-
стичной устойчивости, рассмотренных в гл. 2. Кроме того, задача y1-
устойчивости «частичного» положения равновесия у = 0 нестационарной 
системы (2.1) также сводится к задаче у1-устойчивости этого же «частично-
го» положения равновесия у = 0 стационарной системы (2.25) в постанов-
ке, рассмотренной в гл. 2. Это свидетельствует о принципиальном для тео-
рии частичной устойчивости характере рассмотренных в гл. 2 задач. 
Отметим, что ранее обсуждались вопросы унификации исследований 
в задачах устойчивости по всем переменным нестационарных и стацио-
нарных систем (см., например, [110, 111]), а также в задачах устойчивости 
по всем переменным нестационарных систем и задачах частичной устой-





Для нелинейных нестационарных систем обыкновенных дифферен-
циальных уравнений рассмотрена модификация задач устойчивости по от-
ношению к части переменных как нулевого положения равновесия, так 
и «частичного» (нулевого) положений равновесия.  
А именно, сделаны более общие, в сравнении с известными, допуще-
ния относительно начальных значений переменных, неконтролируемых 
при исследовании устойчивости (в первом классе задач) или относительно 
начальных значений переменных, не определяющих «частичное» положе-
ние равновесия (во втором классе задач).  
Получены условия устойчивости и асимптотической устойчивости 
указанного типа в контексте метода функций Ляпунова.  
Дается приложение полученных результатов к задаче устойчивости 
по отношению к части переменных нулевого положения равновесия нели-
нейных голономных механических систем.  
Показано, что предложенная постановка задачи устойчивости по час-
ти переменных «частичных» положений равновесия позволяет унифици-
ровать (в известной мере) исследования задач частичной устойчивости 
стационарных и нестационарных систем. 





ПЕРЕОРИЕНТАЦИИ АСИММЕТРИЧНОГО ТВЕРДОГО ТЕЛА 
ПРИ НЕКОНТРОЛИРУЕМЫХ ПОМЕХАХ 
 
Решаются нелинейные игровые задачи переориентации асимметрич-
ного твердого тела при неконтролируемых помехах.  
Управление осуществляется либо при помощи управляющих момен-
тов внешних сил относительно главных центральных осей инерции тела, 
которые создаются при помощи трех пар двигателей, либо при помощи уп-
равляющих моментов внутренних сил, приложенных к трем симметрич-
ным маховикам, оси вращения которых закреплены вдоль главных цен-
тральных осей инерции тела.   
Предложен конструктивный метод построения управляющих момен-
тов по принципу обратной связи, указаны оценки допустимых уровней по-
мех в зависимости от заданных ограничений на управляющие моменты.  





Решение задачи управления вращательным (угловым) движением 
твердого тела часто разбивают на два этапа: гашение вращений и переори-
ентация в пространстве. На первом этапе исследования проводятся на ос-
нове динамических уравнений Эйлера. На втором этапе начальное и ко-
нечное состояния тела являются состояниями покоя. Переориентация мо-
жет достигаться несколькими путями [112, 91, 113–115, 10]: 1) посред-
ством трех последовательных разворотов вокруг связанных с телом осей; 
2) в классе плоских поворотов вокруг оси Эйлера (экстенсивный разворот), 
при котором вектор угловой скорости тела сохраняет неизменное положе-
ние в пространстве; 3) несколькими плоскими поворотами; 4) одним про-
странственным разворотом без дополнительных ограничений на характер 
результирующего движения. 
Вопрос о целесообразности использования той или иной схемы с це-
лью оптимального управления решается отдельно в каждом конкретном 
случае. В расчет берутся, как правило, заданные требования к быстродей-
ствию и расходу ресурсов, а также к надежности и технологичности. Отме-
тим, что наиболее полное отражение в литературе получили вопросы оп-
тимального управления экстенсивным разворотом. Данный способ особен-
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но эффективен в случаях, когда эллипсоид инерции тела близок к сфере 
или управление осуществляется малыми по величине управляющими мо-
ментами [114]. Менее изучен вопрос оптимальной переориентации одним 
пространственным разворотом. 
В работах многих ученых рассмотрен также ряд задач стабилизации 
и управления вращательным движением твердого тела посредством вра-
щающихся масс (см., например, работы [116, 112, 117–120, 91, 113, 121–
123, 10]). 
В главе рассматриваются задачи переориентации (одноосной и трех-
осной) асимметричного твердого тела посредством одного пространствен-
ного разворота при неконтролируемых помехах. Управление осуществля-
ется либо при помощи управляющих моментов внешних сил относительно 
главных центральных осей инерции тела, которые создаются при помощи 
трех пар специальных двигателей, либо при помощи управляющих момен-
тов внутренних сил, приложенных к трем симметричным маховикам (ро-
торам), оси вращения которых закреплены вдоль главных центральных 
осей инерции твердого тела. 
Предложен конструктивный метод построения управляющих момен-
тов (по принципу обратной связи), которые являются нелинейными функ-
циями фазовых переменных рассматриваемой конфликтно-управляемой 
системы, включающей динамические уравнения Эйлера, кинематические 
уравнения Пуассона или Родрига–Гамильтона и уравнения, описывающие 
вращательное движение маховиков (в случае управления посредством ма-
ховиков). Указаны оценки допустимых уровней помех в зависимости от 
заданных ограничений на управляющие моменты.  
 
 
3.2. Одноосная переориентация при помощи трех пар двигателей 
 
Рассмотрим динамические уравнения Эйлера 
 
1 1 2 3 2 3 1 1( )A x A A x x u v    , 
                                         2 2 3 1 1 3 2 2( )A x A A x x u v    ,                                (3.1) 
3 3 1 2 1 2 3 3( ) ,A x A A x x u v     
 
описывающие вращательное (угловое) движение асимметричного твердого 
тела относительно центра масс. В системе (3.1): Аi – главные центральные 
моменты инерции тела; xi – проекции вектора мгновенной угловой скоро-
сти тела на его главные центральные оси si эллипсоида инерции; ui – управ-
ляющие моменты, создаваемые специальными двигателями. Моменты vi 
характеризуют внешние силы и неконтролируемые возмущения. (Здесь 
и далее i меняется от 1 до 3.)  
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Обозначим x, u, v − векторы, состоящие соответственно из xi, ui, vi. 
Наряду с системой динамических уравнений (3.1) рассмотрим опре-
деляющие ориентацию твердого тела кинематические уравнения Пуассона  
 
1 2 3 3 2 ,x x      2 3 1 1 3,x x      
3 1 2 2 1,x x      
2 2 2
1 2 3 1,       
 
в которых i – проекции на главные центральные оси инерции тела еди-
ничного вектора s, направленного вдоль неподвижной в инерциальном 
пространстве вертикальной оси. Обозначим  вектор, состоящий из i. 
Рассмотрим задачу одноосной переориентации жестко связанного 
с твердым телом единичного вектора r в направлении вектора s. Для опре-
деленности, считаем, что направление вектора r совпадает с направлением 
одной из главных центральных осей инерции тела (оси s2). 
Управляющие моменты ui(x, )  K ищутся по принципу обратной 
связи в классе разрывных по x,  функций. Реализации ui[t] считаем изме-
римыми функциями, удовлетворяющими заданным ограничениям 
 
                                                  |ui|  i = const  0.                                        (3.3) 
 
Неравенства (3.3) соответствуют трем парам «фиксированных» по 
отношению к твердому телу двигателей.  
Помехи vi  K1 могут реализовываться в виде любых измеримых 
функций vi = vi[t] в рамках ограничений 
 
                                         vi  i = const  0.                                       (3.4) 
 
При этом не предполагается задание каких-либо статистических (ве-
роятностных) характеристик помех, которые отождествляются либо с не-
определенными факторами («природой»), либо с разумно действующим 
противником. 
Для любой допустимой реализации помех vi[t] решения системы 
дифференциальных уравнений (3.1), (3.2) при ui(x, )  K на рассматривае-
мом промежутке времени t0  t  T понимаются в смысле А. Ф. Филиппова 
[124]: как абсолютно непрерывные функции x[t], [t], удовлетворяющие 
при почти всех значениях t  [t0, T] соответствующей системе дифференци-
альных включений.  
З а д а ч а  3 . 1  (одноосной переориентации). Требуется найти управ-
ляющие моменты ui  K, при любых допустимых vi  K1 переводящие свя-
занный с твердым телом вектор r за конечное время из произвольного 
начального положения r(t0) = r0 в заданное r(T) = s. Оба состояния являют-
ся состояниями покоя x(t0) = x(T) = 0. Момент времени T  t0 не фиксирует-
ся. 
З а д а ч а  3 . 2  (одноосной переориентации с гашением угловой ско-




чае x(t0)  0.  
Не нарушая общности, считаем r(T) = (0, 1, 0). В данном случае 
в процессе переориентации тела направление одной из его главных цен-
тральных осей инерции (оси s2) совпадает с направлением неподвижной 
вертикальной оси.  
 
 
3.2.1. Вспомогательная линейная  
конфликтно-управляемая система 
 
Продифференцируем по времени обе части каждого из уравнений 
системы (3.2) и заменим производные от xi их выражениями из системы 
(3.1), а производные от i − соответствующими выражениями из системы 
(3.2). После преобразований получаем равенства 
 
2 2 1 2 3 1
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[1x1x3 − 3(x12 + x22) − u3 + 1u2*] + Ax2x3, 





[−3x1x3 + 1(x22 + x32) + u1 + 3u2*] − Ax1x2, 
A = А1 − А2 + А3, 
в которых ui − некоторые вспомогательные управления, которыми распо-
рядимся позже в процессе решения задач 3.1, 3.2.  
Управляющие моменты (3.6) позволяют выделить из замкнутой не-
линейной конфликтно-управляемой системы (3.1), (3.2), (3.6) линейную 
конфликтно-управляемую систему дифференциальных уравнений: 
 
                                            
* *
j j ju v    ( j = 1,3),                                       (3.7) 
                                             
* *
2 2 2x u v  .                                              (3.8) 
(3.5)    
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В силу соотношений (3.5), вспомогательные помехи vi
 в системе 
(3.7), (3.8) определяются следующим образом: 
*
1 2 3 3 3 2 2( ) / ( ) /v v A v A    , 
*
2 2 2/v v A , 
*
3 1 2 2 2 1 1( ) / ( ) /v v A v A    . 
Уровни вспомогательных помех *
iv  можно оценить, используя нера-
венство Коши−Буняковского и неравенства (3.4): 
 
vi  i,                             
                                  1 = [(2/A2)2 + (3/A3)2]1/2, 2 = 2/A2,                      (3.9) 
3 = [(1/A1)2 + (2/A2)2]1/2. 
 
Для линейной системы дифференциальных уравнений (3.7), (3.8) ре-
шим задачу управления о быстрейшем приведении в положение: 
 
                                        j = j  = 0 ( j = 1,3), x2 = 0.                              (3.10) 
 
Управление осуществляется посредством ui, реализации которых 
считаем измеримыми функциями, при любых допустимых реализациях 
вспомогательных помех vi, удовлетворяющих неравенствам (3.9).  
Указанную задачу трактуем как дифференциальную игру. В ней один 
из игроков («союзник») распоряжается ui и стремится уменьшить время 
τ приведения системы в положение (3.10). В распоряжении другого игрока 
(«противника»), стремящегося увеличить время τ или вообще избежать при-
ведения системы в положение (3.10), – вспомогательные возмущения vi.  
Для разрешимости исходных нелинейных задач управления требует-
ся, чтобы уровни ui были выше уровней vi. Ограничения примем в виде 
 








i , 0  i  1.                        (3.11) 
 
Процедура назначения уровней i рассматривается ниже. Здесь счи-
таем их заданными, так что выполняются условия (3.11).  
Решение указанной линейной игровой задачи для системы (3.7), (3.8) 
использует решение задачи оптимального быстродействия для системы 
[125]:  
                                            j = (1−j)
*
ju , (j = 1,3),                                     (3.12) 
                                                  2x = (1−2)u2
.                                             (3.13) 
 
Краевые условия те же, что и для системы (3.7), (3.8).  
Система дифференциальных уравнений (3.12), (3.13) получается из 
системы (3.7), (3.8) при vi = −iui. Это «наихудшие» вспомогательные по-













Решение задачи оптимального быстродействия для линейных систем 
типа (3.12), (3.13) имеет вид [126] 
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      
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*( , ) 2 (1 )j j j j j j j j

            
 − функции переключений.  
При vj
  −juj
 в случае системы дифференциальных уравнений (3.7), 
(3.14) движение на фазовых плоскостях будет сначала происходить (до до-
стижения кривых переключений) между дуг парабол, являющихся траек-
ториями систем дифференциальных уравнений j = (1j)uj
, ( j = 1,3) при 
uj
 вида (3.14).  
В окрестности кривых переключений фазовые траектории системы 
дифференциальных уравнений (3.7), (3.14) с обеих сторон подходят к этим 
кривым. Поэтому, попав на кривые переключений j(j, j ) = 0, движение 
будет происходить вдоль этих кривых в скользящем режиме до достиже-
ния требуемых конечных значений j = j  = 0 (рис. 3.1, где функции j
0 по-
лучаются из j при  = 0, а функции j – заменой 1j на 1+j).  
Указанные движения системы дифференциальных уравнений (3.7), 
(3.14) с разрывной правой частью трактуем как решения в смысле 
А. Ф. Филиппова: как абсолютно непрерывные функции, удовлетворяю-





   
0 0j   
* 0j   
j0 
Рис. 3.1. Траектории системы (3.7), (3.14) (задача 3.1)  
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j  Fj = Uj
+ vj






















На участках решений, соответствующих скользящим режимам, вспо-
могательные управления uj принимают значения ±j с бесконечно часты-
ми сменами знака. При этом в случае vi  0 «в среднем» имеем 
uj
 = (1−ρj)j или uj = −(1−ρj)j на соответствующих ветвях кривых пере-
ключений.  
В случае дифференциального уравнения (3.8), (3.15) движение снача-
ла происходит между отрезками прямых, являющихся траекториями си-
стем 2x = (12)u2
 при u2
 вида (3.15).  
В окрестности положения x2 = 0 фазовые траектории уравнения (3.8), 
(3.15) направлены навстречу друг другу и, следовательно, фазовая точка не 
может покинуть положение x2 = 0.  
Указанное движение дифференциального уравнения (3.8), (3.15) 
с разрывной правой частью также трактуем как решение в смысле 
А. Ф. Филиппова: как абсолютно непрерывную функцию, удовлетворяю-
щую почти всюду соответствующему дифференциальному включению: 
 





























При этом решению x2 = 0 соответствуют бесконечно частые пере-
ключения управления u2, которые ассоциируются со скользящим режи-
мом. Так, в случае v2  0 вспомогательное управление u2 принимают зна-
чения ±j с бесконечно частыми сменами знака и «в среднем» u2= 0. 
 
 
3.2.2. Алгоритм решения задачи 
 
В случае задачи 3.1, в силу x(t0) = x(T) = 0, рассматриваемая вспомо-
гательная игровая задача управления для системы дифференциальных 
уравнений (3.7), (3.8) уточняется следующим образом.  
Действие вспомогательного управления u2 вида (3.15) сводится 
к поддержанию координаты x2 в положении x2 = 0 на всем промежутке 
времени, при котором посредством вспомогательных управлений uj вида 
(3.14) осуществляется приведение линейной конфликтно-управляемой си-
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стемы дифференциальных уравнений (3.7) в положение j = j = 0, ( j = 1,3).   
При этом, как уже отмечено, решение x2 = 0 дифференциального 
уравнения (3.8), (3.15) с разрывной правой частью трактуем как решение 
в смысле А. Ф. Филиппова, которому соответствуют бесконечно частые 
переключения вспомогательного управления u2. 
Поскольку оптимальные траектории j системы (3.12) в данном слу-
чае начинаются и заканчиваются на осях j = 0, то величина 
 = max(j), j = 2{j0[
*
j (1−j)]
−1}1/2, ( j = 1,3) 
 
определяет минимальное гарантированное время τ достижения положения 
j = j = 0, ( j = 1,3) во вспомогательной линейной игровой задаче.  
Решая первое и третье уравнение системы (3.2) как алгебраические 
относительно xj ( j = 1,3), получаем равенства 
 
x1 = (1/2)(− 3 + 1x2), 
x3 = (1/2)( 1 + 3x2). 
 
Поэтому решение рассмотренной линейной игровой задачи о быст-
рейшем приведении в положение j = j  = 0, ( j = 1,3) (с поддержанием ко-
ординаты x2 в положении x2 = 0) означает решение исходной нелинейной 
задачи 3.1 посредством управляющих моментов (3.6).  
При этом число τ определяет гарантированное время переориентации 
в исходной нелинейной задаче 3.1.  
И т е р а ц и о н н ы й  а л г о р и т м  р е ш е н и я  н е л и н е й н о й  з а д а ч и  
3.1 включает следующие этапы: 
1. Выбор конструкции (3.6) управляющих моментов ui с ui вида 
(3.14), (3.15). В случае r(T)  (0, 1, 0) достаточно перейти к управляющим 
моментам, получающимся из соотношений (3.6) перестановкой индексов 
(или к последовательному использованию двух указанных конструкций 
управляющих моментов). 
2. Оценка уровней i вспомогательных помех vi по формулам (3.9). 
3. «Назначение» уровней i вспомогательных управлений ui. При 
этом числа j, j предопределяют соответствующее значение τ = T – t0 га-
рантированного времени переориентации твердого тела. 
4. Проверка выполнимости заданных ограничений (3.3) для управля-
ющих моментов ui. Эту проверку можно осуществить на множестве воз-
можных состояний вспомогательной линейной системы дифференциаль-
ных уравнений (3.7), (3.8), (3.14), (3.15).  
Если оценки (3.3) не выполняются, или наоборот, есть «резерв» в их 
выполнении, необходимо продолжить поиск подходящих чисел i. В про-
(3.16) 
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тивном случае переориентация осуществляется за время τ. 
 
3.2.3. Оценки допустимых уровней помех 
 
Найдем прямые оценки допустимых уровней помех, определяющие 
возможности решения задачи 3.1 посредством управляющих моментов (3.6). 
Условия разрешимости рассмотренной вспомогательной линейной 
игровой задачи управления и, следовательно, необходимые условия раз-
решимости задачи 3.1 посредством управляющих моментов (3.6), в кото-
рых ui имеют вид (3.14), (3.15), определяются неравенствами 
  
                                                            i  i.                                             (3.17) 
 
Кроме того, необходимо также соблюдение заданных ограничений 
(3.3) на управляющие моменты (3.6). 
Обозначим Гj = |20|j /[Aj(1+j02)1/2] ( j = 1,3). 
Т е о р е м а  3 . 1 .  Если область помех vi определяется неравенствами 
 
[(1/A1)2 + 2(2/A2)2]1/2  Г1, 
                                          [2(2/A2)2 + (3/A3)2]1/2  Г3,                                (3.18) 
2  2, 
 
то задача 3.1 может быть решена посредством управляющих моментов 
(3.6), (3.14), (3.15), удовлетворяющих заданным ограничениям (3.3). 
Д о к а з а т е л ь с т в о .  Получим оценки ui на множестве  состоя-
ний системы дифференциальных уравнений (3.7), (3.8), (3.14), (3.15).  
Для удобства представим выражения (3.6) для управляющих момен-
тов ui в виде суммы двух слагаемых: ui = ui(1) + ui(2). В слагаемые ui(1) вклю-
чены только члены с ui, а в ui(2) – оставшиеся члены из выражений (3.6).  
При фиксированных j, j фазовый портрет системы (3.7), (3.14) 
показан на рис. 3.1. На основе его анализа заключаем, что на множестве  
состояний указанной системы имеют место неравенства  
 
                                          12  102, 22  202, 32  302.                           (3.19) 
 
Учитывая неравенства (3.19), для слагаемых ui(1) получаем оценки  
|u1







Слагаемые ui(2) с учетом (3.16) определяются по формулам 
 
u1
(2) = −А1 3 (1/2
3)[3 3 + 1 1 ] + x2[A11(1/2
3)(3 3 + 1 1 ) + 
+ A* 1 (1/2)] + x2
2(A3 – A2)3/2; 
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u2
(2) = (А1−А3)[−(1/22) 1 3 + x2(1/2
2) (1 1  − 3 3 ) + x2
213/22]; 
u3
(2) = А3 1 (1/2
3)[3 3 + 1 1 ] + x2[A33(1/2
3)(1 1  + 3 3 ) + 
+ A* 3 (1/2)] − x2
2(A1 – A2)1/2. 
 




2 достигаются в точках, где соответствующие системам j = (1+j)uj
  
дуги парабол пересекаются с кривыми переключений j = 0.  
Поскольку указанные кривые определяются уравнениями 
 
                          j = j0 − 
2
j /[2j
*(1+j)], j = 
2
j /[2j
*(1−j)],                  (3.20) 
 
то, решая систему (3.20), находим 
 
                                
*2 *2 *2 *
0 ( )(1/ )j j j j j       
( j = 1,3).                         (3.21) 
 
Учитывая, что на множестве  состояний системы (3.7), (3.14) вы-
полняются неравенства (3.19), в силу соотношений (3.21) получаем оценку 
 
  1/ 2 3/ 22 2 3 3 1/ 2
1 1 30 20 3 30 10 20 1 3{( / ) [( ) / ]( ) }u A            
3/ 2 3 1/ 2 5/ 2 3 1/ 2
2 1 10 30 20 3 1 10 20 1{ [( ) / ] ( / )x A A           
* 1/ 2 1/ 2 2
10 20 1 2 3 2 30 20( / ) } ( / ),A x A A         
*2 *2 *( ) /j j j j     , ( j = 1,3). 
 
Поскольку в случае 2  2 действие вспомогательного управления u2 
сводится к поддержанию координаты х2 в положении х2 = 0, то  
 
                 
1/ 2 3/ 22 2 3 3 1/ 2
1 1 30 20 3 30 10 20 1 3 1{( / ) [( ) / ]( ) } ,u A                  (3.22) 
 
где 1  − достаточно малое положительное число. 
Аналогично получаем оценки для u2(2) и u3(2): 
 
    
2 1/ 2 2 1/ 2
2 1 3 30 10 20 1 3 2{[( ) / ]( ) } ,u A A                       
  3/ 2 1/ 22 2 3 3 1/ 2
3 3 10 20 1 30 10 20 1 3 3{( / ) [( ) / ]( ) } ,u A           
 
 
где 2, 3 − достаточно малые положительные числа. 
Используем полученные оценки для доказательства теоремы. 
Пусть условия (3.18) теоремы выполнены. Учитывая неравенства 




2 1    Г3 − 1,  
1/ 2
*2 *2
2 3    Г1 − 1, 2




где 1 – любое сколь угодно малое положительное число. 





2 3  <  
1/ 2
*2 *2




2 1  <  
1/ 2
*2 *2
2 1   < Г3, 2
* < 2* < 2/А2 . 
 





2 3   < Г1,  
1/ 2
*2 *2
2 1   < Г3, 2
* < 2/А2 . 
 
Положим 1 3 2 2Г min(Г ,Г , / )A  ,  0 / 2.    
Имеют место три случая: 
1) 
*
2 Гsin ,    
*
3 Г cos ,     
1/2
* 2 2 2
1 3Г Г sin    , если 1Г Г ;  
2) 
*
2 Гsin ,    
*
1 Гcos ,     
1/2
* 2 2 2
3 1Г Г sin ,     если 3Г Г ;  
3) 
*
2 Г,    
1/2
* 2 2
1 3Г Г ,     
1/2
* 2 2
3 1Г Г ,    если 2 2Г / .A   




(1) * * 2 *2 *2 1/ 2




1 10 1 20 11 Г / ,A       
                                                          |u2
(1)|  2,                                             (3.24) 
 
1/ 2
(1) * * 2 *2 *2 1/ 2




3 30 3 20 31 Г / .A     
 
 
Дополнительно положим, что значения i отличаются от значений 
i на любое малое фиксированное положительное число  ( < 1). 
Из оценок (3.22), (3.23) имеем  
 
  1/ 2 3/ 22 2 3 3
1 1 30 20 3 30 10 20 2 1{( / ) [( ) / ] } ,u A S S           
                   
2 1/ 2 2
2 1 3 30 10 20 2 2{[( ) / ] } ,u A A S            
                      
  3/ 2 1/ 22 2 3 3
3 3 10 20 1 30 10 20 2 3{( / ) [( ) / ] } ,u A S S           
* * *( ) /j j j jS     , 
1/ 2
* * * * * *
2 1 1 3 3 1 3( )( ) / .S           
 
     (3.25) 
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Покажем, что допущение о малом (на величину  > 0) отличии значе-
ний i от значений i не мешает выбрать величины i в неравенствах (3.25) 
достаточно малыми. Поскольку величины i определяют оценки тех слагае-
мых в ui(2), которые содержат x2 в качестве сомножителя, то для этого оце-
ним влияние малой задержки в переключениях вспомогательного управле-
ния u2 (требование измеримости u2[t]) на 
решение х2 = 0 уравнения (3.8), (3.15).  
При наличии задержки имеет место 
режим переключений u2, которому соот-
ветствует [127] предельный цикл 
в окрестности положения х2 = 0, причем 
«размер» предельного цикла пропорциона-
лен величинам, характеризующим задерж-
ку. Поэтому, вследствие измеримости 
u2
[t], «размер» данного предельного цикла 
также будет достаточно малым и, следова-
тельно, величины i в неравенствах (3.25) 
являются достаточно малыми. Таким обра-
зом, на основании неравенств (3.24), (3.25) заключаем, что выбором доста-
точно малого  > 0 можно добиться выполнения заданных ограничений 
(3.3) на управляющие моменты (3.6), (3.14), (3.15). Теорема доказана. 
З а м е ч а н и я .   
1º. Условия (3.18) гарантируют решение задачи (3.1) при достаточно 
большом (хотя и конечном) . Если эти условия выполняются с «запасом»:   
 
[(1/A1)2 + 2(2/A2)2]1/2  Г1 − , 
[(3/A3)2 + 2(2/A2)2]1/2  Г3 − , 2  2 −, 
 
где  > 0 – некоторое число, то задача 3.1 также разрешима, но при мень-
шем гарантированном времени переориентации .  
2º. Полученные оценки являются завышенными в силу использова-
ния ряда неравенств для их обоснования, а также в силу предположения 
о «наихудшем» поведении вспомогательной линейной системы в рамках 
принимаемых ограничений. Однако компьютерное моделирование пока-
зывает работоспособность предложенной конструкции управляющих мо-
ментов (3.6), (3.14), (3.15) и в случаях, когда уровни помех выходят за ука-
занные ограничения. 
3º. Если уровни i управляющих моментов ui не являются изначально 
заданными, то неравенства (3.18) определяют соотношение между допу-
стимыми уровнями i управляющих моментов ui и допустимыми уровнями 
i помех vi.  
 
  Рис. 3.2. Траектории системы 
(3.7), (3.14) (задача 3.2) 
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4º. Используемые управляющие моменты ui вида (3.6), (3.14), (3.15) 
содержат параметры i, рассчитываемые для каждого конкретного 
начального состояния тела исходя из заданных ограничений (3.3). 
 
 
3.2.4. Переориентация с гашением угловой скорости 
  
В задаче 3.1, в силу x(t0) = 0, в процессе управления   
 
                                                  |2(t)|[20,1],                                             (3.26) 
 
обеспечивающее работоспособность предложенной конструкции управля-
ющих моментов (3.6). В задаче 3.2 это соотношение не выполняется.  
Однако при достаточно больших значениях i можно добиться вы-
полнения соотношения  
 
                                        |2(t)|  [, 1],  0    20.                                  (3.27) 
 
Действительно, поскольку точки j пересечения траекторий систем 
j = (1j)uj
, (j = 1,3) с осями j = 0 определяются равенствами  
1
* * 2
0 02 (1 ) ( ) ( 1,3)j j j j j j





* 2 * 2
1 31 ( ) ( )       
. 
Учитывая выражения 
10 = 20 x30 − 30 x20, 30 = 10 x20 − 20 x10, 
 
заключаем, что при заданных ограничениях (3.3) выбор достаточно боль-
ших значений i для выполнения соотношения (3.27) можно сделать толь-
ко после снижения величины начальной угловой скорости тела. 
Поскольку в рамках предложенного подхода получен явный вид ре-
шений замкнутой системы (3.1), (3.2), (3.6), то конкретный выбор i осу-
ществляется (в итерационном режиме по алгоритму в задаче 3.1) таким об-
разом, чтобы найти приемлемый компромисс между размерами области 
начальных возмущений, ограничениями на управления, и требованиями 
к качеству переходного процесса в замкнутой системе управления.  
 
 
3.2.5. Результаты компьютерного моделирования 
 
Для твердого тела (космического аппарата) с А1 = 4 · 104, А2 = 8 · 104, 
А3 = 5 · 104 (кг·м2) рассмотрим задачу 3.2 одноосной переориентации из 
начального положения 10 = 0,4, 30 = 0,5 (рад); x10 = 0,05, x20 = 0,10, 
x30 = 0,07 (рад/с) в заданное 1 = 3 = 0, 2 = 1, xi = 0 положение равновесия. 
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Допустимые границы изменения помех vi определим неравенствами 
 
     β1*=│(γ2β3)/A3− (γ3β2)/A2│= 0,8 · 103, β2*= β2/A2 = 0,4 · 103,      
β3*=│(γ1β2)/A2− (γ2β1)/A1│= 103 (рад/с2). 
 
В силу неравенства КошиБуняковского получаем следующие за-
вышенные оценки допустимых уровней помех: 
 
(β2/A2)2 + (β3/A3)2 ≤ 0,64 · 106 ,  
(β2/A2)2 + (β1/A1)2 ≤ 106, β2/A2 ≤ 0,4 · 103 (c−2). 
 
Из полученных соотношений видно, что оценки (3.28) выполняются, 
например, в cлучаe β1 = 36,6; β2 = 32; β3 = 34,6 (Нм). Однако реальные зна-
чения vi в рамках ограничений (3.28) могут оказаться существенно выше. 
Предположим, что исходя из технических требований к маневренно-
сти космического аппарата гарантированное время переориентации  (при 
заданных допустимых границах изменения помех vi) не должно превышать 
 = 70 (с). Оценим, какие ресурсы потребуются для переориентации по-
средством управляющих моментов ui вида (3.6), (3.14), (3.15). 
Заданное значение  предопределяет уровни i вспомогательных уп-
равлений ui. Будем исходить из равенств i = , означающих «выравнива-
ние» гарантированного времени переориентации по каждой из переменных 
1, 3 и х2. Поскольку точки 0 0( , )j j   фазовой плоскости лежат выше кри-
вых переключений j = 
2
j /[2j
*(1−j)], то для определения i получаем со-
отношения   
 *00 )1([2{ jjjjj    
                                                    2 1/2 * 1
00,5( ) ] }[(1 ) ] ( 1,3),j j j j
                                         (3.29) 
* 1
2 20 2 2[(1 ) ]x
      . 
 
Учитывая, что i(1−i) = i−i, из соотношений (3.29) находим  
*
1 = 1,241 · 10
3, 
*
2 = 1,629 · 10
3, 
*
3 = 1,455 · 10
3 (рад/с2). 
1. Случай vi = −iui «наихудших» vi. В этом случае vi максимально 
задерживают приведение вспомогательной линейной системы (3.7), (3.8) 
в требуемое положение 0j j    , x2 = 0.  
Значения i = max|ui| можно найти вдоль траекторий системы (3.12)–
(3.15). Необходимые для вычислений выражения сведены в табл. 3.1, 3.2,  
где 
* * 2 1/2 * 1
0 0 0{ [ (1 ) 0,5( ) ] }[(1 ) ]j j j j j j j jT
          , ( j = 1,3). 
(3.28) 
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Расчет показывает, что 
 
1 = 144,89; 2 = 181,29; 3 = 83,77 (Нм). 
Таблица 3.1 
t *







0(1 )j j jt      
 
* 2






*(1 ) ( )j j jt T    




Более точно, при «наихудших» помехах vi управляющие моменты u1, 
u3 (3.6), (3.14), (3.15) являются кусочно-непрерывными функциями с разры-
вами соответственно при t = T3= 39,274 и t = T1= 36,753 (с); управляющий 
момент u2 является непрерывной функцией (рис. 3.3). 
Решая уравнения для vi относительно vi, получаем выражения 
 
* *1




v v v   

 *2 2 2 ,v v A  
* *3








Расчет показывает, что изменения помех vi (рис. 3.4), соответствую-
щих «наихудшим» реализациям vi, находятся в пределах |v1|  46,93;  
|v2| = 32,00;  |v3|  65,89 (Нм).  
Значения величин 
ik = i / i  в данном случае следующие:   
 
k1 = 0,324; k2 = 0,177; k3 = 0,787. 
 
2. Случай vi  0 отсутствия помех. В данном случае имеет место 
скользящий режим вдоль кривых переключений, и «в среднем» имеем 
uj
 = (1−ρj)j или uj = −(1−ρj)j на соответствующих ветвях кривых пере-
ключений.  
Для оценки уровней управляющих моментов ui вида (3.6), (3.14), 
(3.15) будем полагать, что:  
а) скольжение происходит строго по кривым переключений за время, 
соответствующее указанным «средним» значениям uj;  
б) вдоль кривых переключений uj принимают значения ±j с конеч-
ным числом смены знака.  
t *2u  x2 
[0,] *2  
*












Рис. 3.3. Управляющие моменты ui 
 





Рис. 3.4. Помехи vi 
 
Необходимые для оценки выражения сведены в табл. 3.3, 3.4, где 
* * 2 1/ 2 1/ 2 * 1
0 0 0{ [(2 ( ) )(1 )] }[(2 ) ]j j j j j j j jT
          , 
* 2 1/ 2 1/ 2 * 1
0 0 0{ [(2 ( ) )(2 )] }[(1 ) ]j j j j j j j jT
          , ( j = 1,3), 
* 1
2 20 2( )T x
  . 
Таблица 3.3 
Таблица 3.4 





2 20t x   
(T2, max Tj] 0 0 
t 
*







0j jt    
* 2






*(1 ) ( )j j jt T    
* 20,5(1 ) ( )j j jt T    
(Tj, max Ti] 0 0 0 
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Расчет показывает, что 
 
1 = 223,73; 2 = 181,29; 3 = 92,54 (Нм). 
 
3. Случай vi = iui. В данном случае при движении вдоль кривых пе-
реключений вспомогательные управления uj принимают значения ±j 
с бесконечно частыми сменами знака, так что «в среднем» имеем 
uj
= (1+ρj)−1(1−ρj)j или uj= −(1+ρj)−1(1−ρj)j на соответствующих ветвях 
кривых переключений.  
Для оценки уровней управляющих моментов ui вида (3.6), (3.14), 
(3.15) используем указанную в предыдущем пункте схему. Необходимые 
для оценки выражения сведены в табл. 3.5, 3.6, где 
 
 * * 2 1/2 * 10 0 0{[ (1 ) 0,5( ) ](1 )} [(1 ) ]j j j j j j j j jT            , 
* 1
0[(1 ) ]j j j jT
      
* 2 1 2 1/2 * 1
0 0{2[ (1 ) 0,5( ) ] }[(1 ) (1 ) ] ,j j j j j j j
          
* 1
2 20 2 2[(1 ) ]T x
    . 
 
Расчет показывает, что 
 











0(1 )j j jt      
* 2






*(1 ) ( )j j jt T    
* 20,5(1 ) ( )j j jt T    
(Tj, max Ti] 0 0 0 
 
Таблица 3.6 





2 2 20(1 )t x    
(T2, max Ti] 0 0 
 
Расчет также показывает, что помехи vi, соответствующие vi = iui, 
изменяются в пределах |v1|  56,01; |v2| = 32,00; |v3|  65,24 (Нм).  
Значения величин ki = i /i в данном случае следующие: 




3.3. Модификация метода решения задачи переориентации 
 
Предложенный в предыдущем разделе главы метод решения задачи 
3.1 допускает модификацию в направлении получения более простых уп-
равляющих моментов. В частности, в них можно избавиться от составля-
ющих, компенсирующих гироскопические моменты тела.  
Управляющие моменты упрощаются за счет усложнения структуры 
вспомогательных помех в образующихся линейных системах.  
В данном случае оценки вспомогательных помех требуют расчета на 
множестве состояний линейных вспомогательных конфликтно-управляе-
мых систем. Для проведения таких оценок предлагается использовать 
принцип «назначения и последующего подтверждения» уровней помех.  
 
 
3.3.1. Используемая конструкция управляющих моментов 
 
Перегруппируем слагаемые в выражениях (3.5) и представим их 
в виде следующих слагаемых: 
 
                 j
* *( , ) ( , , )u v xj ju v   , ( j = 1,3); 
* *
2 2 2( , ) ( , , ).u v xx u v         (3.30) 
 
Трактуем uj(, u), vj(, v, x) как вспомогательные управления и по-
мехи; при этом для вспомогательных помех имеют место формулы  
 
* 2 2 1 3 2 2 1 3 2 3 3 2
1 1 3 2 2 1 2 3 1 3
3 2 3 2
( ) ,
A A A A A A v v
v x x x x x x
A A A A
     
         










 x1x3,                                     (3.31) 
* 2 2 1 3 2 2 3 1 2 1 1 2
3 3 1 2 2 3 2 1 1 3
1 2 1 2
( ) .
A A A A A A v v
v x x x x x x
A A A A
     
         
 
В результате выражения (3.30) можно рассматривать как линейную 
конфликтно-управляемую систему дифференциальных уравнений вида 
(3.7), (3.8). Однако в отличие от разд. 3.1, оценки уровней i вспомога-
тельных помех vj(, v, x) затруднены и предполагают применение принци-
па «назначения и последующего подтверждения» уровней этих помех. 





(− u3 + 1 u2
*), 






 + 3 u2
*). 
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Эта конструкция управляющих моментов проще конструкции (3.6), 
поскольку не содержит слагаемых, явно зависящих от xi; в частности, 
в соотношениях (3.32) нет составляющих, компенсирующих гироскопиче-
ские моменты. 
В данном случае решение задачи 3.1 предполагает следующие этапы. 
1. Выбор конструкции (3.32) управляющих моментов ui с ui типа 
(3.14), (3.15). На этом этапе не только i, но и уровни vi не определены. 
2. Предварительный выбор величины  и «назначение» уровней i. 
Это предопределяет значения j, ρj. При j =  («выравнивание» гаранти-
рованного времени управления по каждой из j) имеем равенства 
* * 2
04 | |j j j
     . 
3. Проверка фактического выполнения неравенств vi  i на мно-
жестве  состояний линейной системы (3.7), (3.8), (3.14), (3.15).  
Тем самым используется принцип «назначения и последующего под-
тверждения» для оценки уровней vi. 
4. Проверка выполнимости ограничений на управляющие моменты ui 
вида (3.32), (3.14), (3.15) на множестве .  
 
 
3.3.2. Оценка допустимых уровней помех 
 
Т е о р е м а  3 . 2 .  Если область помех определяется неравенствами 
(3.18), то задача 3.1 может быть решена посредством управляющих мо-
ментов (3.32), (3.14), (3.15), удовлетворяющих заданным ограничениям 
(3.3). 
Д о к а з а т е л ь с т в о .  Получим оценки ui на множестве  состоя-
ний системы дифференциальных уравнений (3.7), (3.8), (3.14), (3.15).  













































































































               * 22 1 3 1 3 1 1 3 3 3 1 1 3 3 1
2 2 22 2 2
2 2 2 22 2 2
,
v A A A A A A
v x x
A A A A
           
   
  
   (3.33) 
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2
* 1 2 2 1 3 3 1 1 3 3 2 1
3 2 2
2 1 22 2
v v A A A
v
A A A
        




1 3 3 3 2 1 1 1 3 2 1 3 1 2
2 12 2
2 2 12 2
A A A A A A A A A
x
A A A
           








A A A A
x
A A
    




Для удобства представим выражения (3.33) для vi* в виде суммы двух 
слагаемых: vi*= vi(1) + vi(2). В выражения vi(1) включены только члены с vi, 
а в выражения vi(2) входят все оставшиеся члены из равенств (3.33).  
Для слагаемого v1
(2), c учетом соотношений (3.21), получаем оценку 
 
  1/ 2 3/ 22 2 1/ 2
1 3 1 2 2 10 30 20 1 3( / )[( ) / ]( )v A A A A          
3/ 2 3/ 22 2 1/ 2
10 20 1 2 3 1 2 2 30 20 3( / ) {( / )( / )x A A A A            
1/ 2 3/ 2 2 1/ 2
1 3 2 2 30 10 20 1( / )[( ) / ]A A A A         
* 1/ 2 1/ 2 2 2 2
3 30 3 2 1 3 2 10 30 20 1 2 3 0( / ) } [( / )( ) / ( / ) ]A A x A A A A A A           . 
 
Поскольку в случае 2  2 действие вспомогательного управления u2 
сводится к поддержанию координаты х2 в положении х2 = 0 на всем про-
межутке времени, при котором посредством вспомогательных управлений 
uj
 вида (3.14) осуществляется приведение линейной конфликтно-управля-
емой системы (3.7) в положение j = j = 0, ( j = 1,3), то    
 
  1/ 2 3/ 22 2 1/ 2
1 3 1 2 2 10 30 20 1 3( / )[( ) / ]( )v A A A A          
3/ 2 2
10 20 1 1( / ) ,       
                      
1/ 2 1/ 22 2 1/ 2
2 1 3 2 30 10 20 1 3 2( / )[( ) / ]( ) ,v A A A                   (3.34) 
  1/ 2 3/ 22 2 1/ 2
3 1 3 2 2 30 10 20 1 3( / )[( ) / ]( )v A A A A          
3/ 2 2
30 20 3 3( / ) ,        
*2 *2 *( ) /j j j j     , ( j = 1,3), 
 
где δi − достаточно малые положительные числа. 
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Поскольку при фиксированных i, i на множестве состояний систе-
мы (3.7), (3.8), (3.14), (3.15) имеют место неравенства (3.19), то  
 
|u1|  (A1/|20|)(3* + |10|2*), 
 
                                                       |u2|  2*А2,                                              (3.35) 
|u3|  (A3/|20|)(1* + |30|2*). 
 
Используем оценки (3.34) и (3.35) для доказательства теоремы. Пусть 




2 3  <  
1/ 2
*2 *2




2 1  <  
1/ 2
*2 *2
2 1   < Г3, 2
* < 2* < 2/А2. 
Для управляющих моментов ui выполняются неравенства 
 
1/ 2
* * 2 *2 *2 1/ 2




1 10 1 20 11 Г / ,A       
|u2|  2, 
 
1/ 2
* * 2 *2 *2 1/ 2




3 30 3 20 31 Г / .A       
Покажем, что если значения i отличаются от выбранных значений 
i
 на сколь угодно малое число  > 0, то на множестве  справедливы не-
равенства vi  i, подтверждающие назначенные уровни vi.  
Из оценок (3.34) имеем  
  1/ 2 3/ 2 3/ 22 2 2
1 3 1 2 2 10 30 20 2 1 10 20 1{( / )[( ) / ] / } ,v A A A A S S             
  1/ 2 1/ 22 2
2 1 3 2 30 10 20 2 2( / )[( ) / ] ,v A A A S         
  1/ 2 3/ 2 3/ 22 2 2
3 1 2 3 2 30 10 20 2 3 30 20 3{( / )[( ) / ] / } ,v A A A A S S             
 * * */j j j jS     ,  
1/ 2
* * * * * *
2 1 1 3 3 1 3( ) / .S         
 
Поскольку  − сколь угодно малое фиксированное положительное 
число, то проводя рассуждения также, как и при доказательстве теоремы 
3.1, можно показать, что vi(2) также являются достаточно малыми.  
Поэтому выбором достаточно малого  > 0 можно добиться, чтобы на 
множестве  состояний системы (3.7), (3.8), (3.14), (3.15) подтверждались 
назначенные уровни i вспомогательных помех vi. Теорема доказана. 
 64 
3.3.3. Результаты компьютерного моделирования 
 
Для решения рассмотренной в разд. 3.1.5 задачи используем управ-
ляющие моменты (3.32). Допустимые границы изменения помех vi, как 
и в разд. 3.1.5, определим неравенствами  
 
                    
3
2 3 3 3 2 2( ) / ( ) / 0,8 10A A
       , 32 2/ 0,4 10A
   ,         (3.36) 
3
1 2 2 2 1 1( ) / ( ) / 10A A
       (рад/с2), 
 
и по-прежнему считаем, что  = 70 (с).  
Используя принцип «назначения и последующего подтверждения» 
уровней i вспомогательных помех vi(, v, x) вида (3.31), положим 
*
1  = 1,0 · 10
−3, 
*
2  = 0,6 · 10
−3, 
*
3  = 1,2 · 10
−3 (рад/с2). 
Определяя i согласно (3.29), имеем  
*
1  = 1,441 · 10
−3, 
*
2  = 2,029 · 10
−3, 
*
3  = 1,655 · 10
−3 (рад/с2). 
Пусть * max | |j j   , 
* max | | , ( 1,3)j j j     при  0,t   на множе-
стве  состояний линейной системы (3.7), (3.8) с ui типа (3.14), (3.15). 
Анализируя фазовый портрет системы (3.7), (3.14), заключаем, что  
 
* 2 *
0 0/[2 (1 )]j j j j j          (при 0 0j  ), 
                                          
*
0j j    (при 0 0j  ),                                      (3.37) 
* * 2 1/2
0 0 0max{| |,[( (1 ) 0,5 )(1 )] }j j j j j j j         . 
 
Используя для оценки выражений (3.33) соотношения (3.36), (3.37), 
проверим фактическое выполнение неравенств vi  i на множестве  
состояний линейной системы (3.7), (3.8) с ui типа (3.14), (3.15). Оценка 
v1  103 не подтвердилась (в рамках используемых завышенных оценок).  
Назначим новые уровни i вспомогательных помех 
*
1  = 1,2 · 10
−3, 
*
2  = 0,8 · 10
−3, 
*
3  = 1,4 · 10
−3 (рад/с2). 
Определяя i согласно (3.29), имеем  
*
1  = 1,641 · 10
−3, 
*
2  = 2,229 · 10
−3, 
*
3  = 1,641 · 10
−3 (рад/с2). 
Расчет показывает, что назначенные уровни i подтвердились. 
Оценим, какие ресурсы потребуются для переориентации посред-
ством управляющих моментов ui вида (3.32), (3.14), (3.15). 
1. Случай vi = −iui «наихудших» vi. Расчет показывает, что в данном 
случае уровни управляющих моментов (3.32) следующие: 
 
1 = 101,95; 2 = 178,29; 3 = 181,70 (Нм). 
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Управляющие моменты u1, u3 являются кусочно-непрерывными фун-
кциями с разрывами при t = T3= 36,753 и t = T1= 39,274 (с); управляющий 
момент u2 является непрерывной функцией (рис. 3.5).  
Соответствующие данному случаю помехи vi показаны на рис. 3.6.  
2. Случай vi  0 отсутствия помех. Имеет место скользящий режим 
движения вдоль кривых переключений. Для оценки уровней управляющих 
моментов ui вида (3.32), (3.14), (3.15) применим схему, использованную 
в разд. 3.1.5. Расчет показывает, что  
 
















Рис. 3.6. Помехи vi 
 
 
3. Случай vi = iui. Применяя для оценки управляющих моментов 
(3.32), (3.14), (3.15) схему, использованную в разд. 3.1.5, имеем 
1 = 128,82; 2 = 178,29; 3 = 179,67 (Нм). 
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3.4. Одноосная переориентация при помощи трех маховиков  
 
Пусть имеется асимметричное твердое тело, вдоль главных централь-
ных осей инерции которого закреплены оси вращения однородных симмет-
ричных маховиков. Вращательное движение этой системы (гиростата) во-
круг центра масс описывается дифференциальными уравнениями [113] 
1 1 1 2 3 2 3 3 3 2 2 2 3 1 1( ) ( )A J x A A x x J x J x u v         , 
                     2 2 2 3 1 1 3 1 1 3 3 3 1 2 2( ) ( )A J x A A x x J x J x u v         ,            (3.38) 
3 3 3 1 2 1 2 1 1 2 2 2 1 3 3( ) ( ) ,A J x A A x x J x J x u v          
( )i i i iJ x u   , 
 
где Аi – главные центральные моменты инерции гиростата;  
       xi – проекции вектора мгновенной угловой скорости тела на его глав-
ные центральные оси si эллипсоида инерции;  
  Ji, φi – осевые моменты инерции и углы поворота маховиков, оси враще-
ния которых закреплены вдоль осей si.  
Управляющие моменты ui (моменты внутренних сил) приложены к ма-
ховикам и создаются специальными двигателями. Моменты vi характеризуют 
внешние силы и внешние возмущения, действующие на основное тело.  






Наряду с динамическими уравнениями (3.38) рассмотрим, определя-
ющие ориентацию твердого тела, уравнения Пуассона (3.2). 
Рис. 3.7. Управление с помощью маховиков 
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Рассмотрим задачу одноосной переориентации жестко связанного 
с гиростатом единичного вектора r в направлении вектора s. Для опреде-
ленности, считаем, что направление вектора r совпадает с направлением 
одной из главных центральных осей инерции тела (оси s2). 
Управляющие моменты ui(x, ,  )  K ищутся по принципу обрат-
ной связи в классе разрывных по x,  функций. Реализации ui[t] являются 
измеримыми функциями, удовлетворяющими заданным ограничениям 
(3.3). 
Помехи vi  K1 могут реализовываться в виде любых измеримых 
функций vi = vi[t] в рамках ограничений (3.4).  
З а д а ч а  3 . 3  (одноосной переориентации). Требуется найти управ-
ляющие моменты ui  K, при любых допустимых vi  K1 переводящие свя-
занный с гиростатом вектор r за конечное время из произвольного началь-
ного положения r(t0) = r0 ( 0( ) 0t  ) в заданное r(T) = s. Оба состояния яв-
ляются состояниями покоя x(t0) = x(T) = 0. Момент времени T  t0 не фик-
сируется. 
З а д а ч а  3 . 4  (одноосной переориентации с гашением угловой ско-
рости). Найти ui  K, решающие задачу 3.3 в случае x(t0)  0.  
Не нарушая общности рассуждений, считаем r(T) = (0, 1, 0).  
 
 
3.4.1. Вспомогательная линейная 
конфликтно-управляемая система 
 
Продифференцируем по времени обе части каждого из уравнений си-
стемы (3.2), и заменим производные от xi их выражениями из системы 
(3.38), а производные от i − соответствующими выражениями из системы 
(3.2). После преобразований получаем равенства 
 
2 21 2 3 2 1 2 3 3
1 3 1 3 1 3 2 2 1 2
2 2 3 3
( )
A A A J A A A J
x x x x x x
A J A J
     




1 1 2 2 2 1 3 3 1 1 1 3
3 3 2 2
( ) ( )J x J x J x J x
A J A J
 
        
 
 
3 2 2 3 2 3 3 2
2 2 3 3 3 3 2 2
,
u u v v
A J A J A J A J
   
   
   
 
      2 21 2 3 1 1 2 3 23 2 3 2 3 1 2 1 3 1
1 1 2 2
( )
A A A J A A A J
x x x x x x
A J A J
      
        
 
    (3.39) 
1 2
3 3 1 1 1 3 2 2 3 3 3 2
2 2 1 1
( ) ( )J x J x J x J x
A J A J
 




2 1 1 2 1 2 2 1
1 1 2 2 2 2 1 1
.
u u v v
A J A J A J A J
   
   
   
 
Рассмотрим нелинейные управляющие моменты вида 
 
2 2 * *1 1
1 1 1 3 2 2 3 3 1 2 3 1 2
2
[ ( ) ]
A J
u x x x x x x u u

          

 
+ 2 2 2 2 3( )A x J x    3 3 3 3 2( )A x J x  , 
                      
*
2 2 2 2 1 1 1 1 3 3 3 3 3 1( ) ( ) ( )u A J u A x J x A x J x         ,             (3.40) 
2 2 * *3 3
3 3 1 3 2 1 2 1 3 2 1 3 2
2
[ ( ) ]
A J
u x x x x x x u u

          

 
+ 1 1 1 1 2( )A x J x    2 2 2 2 1( )A x J x  , 
 
где ui − некоторые вспомогательные управления.  
Управляющие моменты (3.40) позволяют выделить из замкнутой не-
линейной конфликтно-управляемой системы (3.38), (3.2) линейную кон-
фликтно-управляемую систему вида (3.7), (3.8). 
Вспомогательные помехи vi* в этой системе, согласно соотношениям 
(3.39), (3.40), определяются следующим образом: 
* 2 3 3 2
1
3 3 2 2
v v
v











, * 1 2 2 13
2 2 1 1
v v
v





Уровни vi из системы (3.7), (3.8) можно оценить, используя неравен-
ство Коши−Буняковского и неравенства (3.4): 
 
vi  i, 
                                1= [(3/(A3 – J3))2 + (2/(A2 − J2))2]1/2,                        (3.41) 
2= 2/(A2 − J2), 3= [(2/(A2 − J2))2 + (1/(A1 − J1))2]1/2. 
 
Для системы (3.7), (3.8) решаем игровую задачу управления о быст-
рейшем приведении в положение (3.10). Решение этой задачи использует 
решение задачи оптимального быстродействия для системы (3.12), (3.13).   
 
     
3.4.2. Алгоритм решения задачи 
 
В случае задачи 3.3, в силу x(t0) = x(Т) = 0, действие вспомогательно-
го управления u2 вида (3.15) сводится к поддержанию координаты x2 в по-
ложении x2 = 0 на всем промежутке времени, при котором посредством 
вспомогательных управлений uj вида (3.14) осуществляется приведение 
конфликтно-управляемой системы (3.7) в положение j = j = 0, ( j = 1,3). 
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В данном случае величина 
 = max(j), j = 2{j0[(1−j)]−1}1/2, ( j = 1,3), 
определяет минимальное гарантированное время τ достижения положения 
j = j = 0, ( j = 1,3) во вспомогательной линейной игровой задаче.  
Итерационный алгоритм решения задачи 3.3 включает этапы. 
1. Выбор конструкции (3.40) управляющих моментов ui с ui вида 
(3.14), (3.15). В случае r(T)  (0, 1, 0), достаточно перейти к управляющим 
моментам, получающимся из соотношений (3.40) перестановкой индексов 
(или к последовательному использованию двух указанных конструкций). 
2. Оценка уровней i вспомогательных помех vi по формулам (3.41). 
3. «Назначение» уровней i вспомогательных управлений ui. При 
этом числа j
, j
 предопределяют соответствующее значение τ = T – t0 га-
рантированного времени переориентации твердого тела. 
4. Проверка выполнимости заданных ограничений (3.3) для управля-
ющих моментов ui. Эту проверку можно осуществить на множестве воз-
можных состояний вспомогательной линейной системы (3.7), (3.8), (3.14), 
(3.15), а также линейной неоднородной системы дифференциальных урав-
нений для определения i . Если оценки (3.3) не выполняются, или наобо-
рот, есть «резерв» в их выполнении, необходимо продолжить поиск подхо-
дящих i. В противном случае переориентация осуществляется за время τ. 
Система дифференциальных уравнений для определения i  получа-
ется после подстановки первых трех уравнений системы (3.38), в которых 
ui заменяются соотношениями (3.40), в оставшиеся три уравнения системы 
(3.38). Коэффициенты в указанной линейной неоднородной системе диф-
ференциальных уравнений зависят от xi, i, свободные члены от xi, i и vi, 
и могут быть оценены на множестве возможных состояний вспомогатель-
ной линейной системы дифференциальных уравнений (3.7), (3.8), (3.14), 
(3.15).  
Учитывая структуру управляющих моментов (3.40), заключаем, что 
для проверки ограничений (3.3) достаточно иметь оценки выражений 
Aixi + Ji i . Такие оценки можно получить, используя функцию  
2 2 2 2
1 1 1 1 2 2 2 2 3 3 3 3( ) ( ) ( ) ( )M t A x J A x J A x J         . 
При вычислении ее производной в силу системы (3.38), используя 
неравенство Коши−Буняковского и неравенства (3.4), получаем  
M   (12 + 22 + 32)1/2. 
Поэтому искомые оценки имеют вид  
 
                                        Aixi + Ji i |  t(1
2 +22 + 32)1/2.                          (3.42) 
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3.4.3. Оценка допустимых уровней помех 
 
Найдем прямые оценки допустимых уровней помех, определяющие 
возможности решения задачи 3.3. Обозначим 
Гj = |20|j / [(Aj−Jj)(1+9j02)1/2], ( j = 1,3), 
Г2 = |20|2 / [(A2–J2)(202+8 10 30( )  
2)1/2]. 
Т е о р е м а  3 . 3 .  Если область помех определяется неравенствами 
 
[(212+22+32)/(A1−J1)2+222/(A2−J2)2]1/2  Г1, 





2]1/2  Г2, 
 
то задача 3.3 может быть решена посредством управляющих моментов 
(3.40), (3.14), (3.15), удовлетворяющих заданным ограничениям (3.3). 
Д о к а з а т е л ь с т в о .  Получим оценки ui на множестве  состоя-
ний системы дифференциальных уравнений (3.7), (3.8), (3.14), (3.15). Ре-
шения этой системы трактуем в смысле А. Ф. Филиппова. 
Представим выражения (3.40) для ui в виде суммы двух слагаемых: 
ui = ui
(1) + ui
(2). Выражения для ui(1) определим равенствами 
 
(1) * *1 1 1
1 3 1 2 2 2 2 2
2 2
( ) ( ) 
A J
u u u A x J
 
     
 
, 
(1) * 1 3
2 2 2 2 1 1 1 1 3 3 3 3
2 2
( ) ( ) ( ) ,u A J u A x J A x J
 
        
 
 
(1) * *3 3 3
3 1 3 2 2 2 2 2
2 2
( ) ( ) .
A J
u u u A x J
 
      
 
    
 
В выражения ui(2) входят все оставшиеся члены из соотношений 
(3.40).  
На множестве  состояний системы (3.7), (3.14) имеют место нера-
венства (3.19). Поэтому, учитывая оценку (3.42), а также значение гаран-
тированного времени переориентации, получаем соотношения 
 
Aixi + Ji i | 2/j    j (1










1/2(12 +22 +32)1/2/|20|  
 2 2 |j0|(12 +22 +32)1/2/|20|. 
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Тогда для ui(1) имеем оценки  
|u1
(1)|  [(A1 – J1)(3*+ |10|2*) + 2 102  (1
2 +22 +32)1/2]/ 20 , 
                 |u2
(1)| 2*(А2 − J2) + 2 10 302( )   (1
2 +22 +32)1/2/ 20 ,      (3.44) 
|u3
(1)|  [(A3 − J3)(1*+ |30|2*) + 2 302  (1
2 +22 +32)1/2]/ 20 . 
 
Слагаемые ui(2) с учетом (3.16) определяются по формулам 
 
u1
(2) = (А1  J1) 3 (1/2
3)[3 3 + 1 1 ]  
 x2 [(A1  J1)1(1/23)(3 3 + 1 1 ) + (А1+А3 J1) 1 (1/2)  
 J2 2 3/2 + J3 3 ]  x2
2(A3 – A2)3/2, 
u2
(2) = x2[(А3 − А1)(1/22)(1 1 − 3 3 )  (1/2)(J1 1 3  J3 3 1)] + 
+ x2
2(А3 − А1)(1/22)13, 
u3
(2) =−(А3  J3) 1 (1/2
3)[3 3 + 1 1 ] − 
− x2[(А3  J3)3(1/23)(1 1 + 3 3 ) + 
+ (А1 +А3  J3) 3 (1/2) + J2 2 1/2 − J1 1 ] + x2
2(A1 – A2)1/2. 
 
Поскольку действие вспомогательного управления u2 сводится 
к поддержанию координаты х2 в положении х2 = 0, то   
 
  3/ 2 1/ 22 3 1/ 2 2 3
1 1 1 10 30 20 1 3 30 20 1 1( )[( / )( ) ( / ) ] ,u A J              
                                                            
2
2 2,u                                              (3.45) 
  3/ 2 1/ 22 3 1/ 2 2 3
3 3 3 30 0 20 1 3 10 20 3 3( )[( / )( ) ( / ) ] ,u A J              
*2 *2 *( ) /j j j j     , ( j = 1,3), 
 
где i  − достаточно малые положительные числа. 
Покажем, что при выполнении условий теоремы найдутся такие чис-
ла i  i, что на множестве  имеют место неравенства |ui| < i. 
Учитывая выражения для i
 в неравенствах (3.41), оценки (3.43) 
уровней помех vi можно представить в эквивалентной форме  
 
1/2
*2 *2 2 *2 *2 2 2
3 2 2 2 1 2 3 3 1 1 1 12 ( ) ( )( ) / ( ) Г ,A J A J A J            
  
*2 *2 *2 2
2 1 2 3 3[2 (( )( )A J       
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*2 *2 2 2 1/2
3 2 1 1 2 2 2 1( )( ) ) / ( ) ] Г ,A J A J         
 
1/2
*2 *2 2 *2 *2 2 2
1 2 2 2 3 2 1 1 3 3 3 12 ( ) ( )( ) / ( ) Г ,A J A J A J            
 
где 1 – любое сколь угодно малое положительное число. 
Заметим, что j2  22  0.  




*2 *2 2 *2 *2 2 2
3 2 2 2 1 2 3 3 1 1 12 ( ) ( )( ) / ( ) Г ,A J A J A J           
 
1/2
*2 *2 *2 2 *2 *2 2 2




*2 *2 2 *2 *2 2 2
1 2 2 2 3 2 1 1 3 3 32 ( ) ( )( ) / ( ) Г .A J A J A J             
 
Границу области изменения i в соответствующей системе коорди-
нат в общем случае можно представить как пересечение поверхностей вто-
рого порядка с общим центром i = 0, расположенных в первом квадранте 
i  0:  
1) трех эллипсоидов в случае A2 − J2 > Aj − Jj;  
2) трех однополостных гиперболоидов, трех конусов с осями 2 
и плоскостью 2 = 0 в случае A2 − J2  Aj − Jj;  
3) эллипсоида, двух однополостных гиперболоидов, двух конусов 
с осями 2 и плоскостью 2 = 0, либо двух эллипсоидов, однополостного 
гиперболоида, конуса с осью 2 и плоскостью 2 = 0 в случае, когда 
A2 − J2 принимает промежуточное к Aj − Jj значение. 
Область значений i является связной и ограниченной. 
Дополнительно положим, что значения i отличаются от значений i 
на любое малое положительное число  ( < 1). Покажем, что в данном слу-
чае величины i из неравенств (3.45) также являются достаточно малыми.  
Поскольку величины i определяют оценки тех слагаемых в выраже-
ниях для ui(2), которые содержат x2 в качестве сомножителя, то для этого 
оценим влияния малой задержки в переключениях вспомогательного управ-
ления u2 на решение х2 = 0 дифференциального уравнения (3.8), (3.15).  
Учитывая, что при наличии малой задержки имеет место режим пе-
реключений u2, которому соответствует [127] предельный цикл малого 
«размера» в окрестности положения х2 = 0, получаем |x2[t]|  .  
Опираясь на эту оценку, с учетом неравенств (3.42) входящие в выра-
жения для ui(2) слагаемые вида Ji x2 i  можно оценить следующим образом: 
 





−1}1/2(12 +22 +32)1/2   
 73 
2  i01/2(12 +22 +32)1/2. 
Поэтому при достаточно малом  указанные слагаемые также явля-
ются достаточно малыми. Аналогично можно показать, что и все другие, 
содержащие x2 в качестве сомножителя слагаемые, входящие в выражения 
для ui(2), при достаточно малом  также являются достаточно малыми.  
В результате, на основании неравенств (3.45), при достаточно малом 
 > 0 значения |ui(2)| будут сколь угодно малыми.  
Тогда, используя оценки (3.44), с учетом неравенства Коши−Буня-
ковского заключаем, что выбором достаточно малого 0   можно добить-
ся (при выполнении условий теоремы) выполнения заданных ограничений 
(3.3) на управляющие моменты (3.40). Теорема доказана. 
 
 
3.4.4. Результаты компьютерного моделирования 
 
Для гиростата с А1 = 4 · 104, А2 = 8 · 104, А3 = 5 · 104 (кг·м2); 
J1 = 4 · 103, J2 = 8 · 103, J3 = 5 · 103 (кг·м2) рассмотрим задачу 3.4 одноосной 
переориентации из начального положения 10 = 0,4; 30 = 0,5 (рад); 
x10 = 0,05; x20 = 0,10; x30 = 0,07 (рад/с), 0 0i   в заданное положение равно-
весия 1 = 3 = 0, 2 = 1, xi = 0. 
Допустимые границы изменения помех vi определим неравенствами 
 
* 3
2 3 3 3 3 2 2 2 1/ ( ) / ( ) 0,8 10A J A J
          , 
                                          
* 3
2 2 2 2/ ( ) 0,4 10A J
      ,                            (3.46) 
* 3
1 2 2 2 2 1 1 1 3/( ) /( ) 10A J A J
          (рад/с2). 
 
В силу неравенства КошиБуняковского получаем следующие за-
вышенные оценки допустимых уровней помех: 
 
   
2 2 6
3 3 3 2 2 2/ ( ) / ( ) 0,64 10A J A J
       , 
3
2 2 2/ ( ) 0,4 10A J
    , 
   
2 2 6
2 2 2 1 1 1/( ) /( ) 10A J A J
       (c−2). 
 
Из полученных соотношений видно, что оценки (3.46) выполняются, 
например, в cлучаe β1 = 32,94; β2 = 28,8; β3 = 31,14 (Нм). 
Оценим, какие ресурсы потребуются для переориентации посред-
ством управляющих моментов ui вида (3.40), (3.14), (3.15). Будем исходить 
из равенств i =  = 70 (с), означающих «выравнивание» гарантированного 




i  из системы (3.38) с учетом соотношений (3.7), 
(3.8), (3.16) выделим подсистему дифференциальных уравнений   
 
1 1 2 2 3 3 3 2 1,J J x J x f               
                                        2 2 1 1 3 3 3 1 2 ,J J x J x f                                       (3.47) 
3 3 1 1 2 2 2 1 3,J J x J x f       
в которой  
  * * 1 2 3 1 1 3 31 2 1 2 3 3
1 1 2 3
2 2
2 2 * * *1 1
1 1 3 3 1 2 3 1 2 1 2 3
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xx x u v
f J
A J
x x x x u u A J x x
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   
 





2 2 2 2 3 1 1 3 2 2 2( ) ( ) ( ) ,f J u v A A x x A J u        
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3 3 2 3
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xx x u v
f J
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Здесь ,j  ,j  2x  − решения линейной конфликтно-управляемой си-
стемы (3.7), (3.8), (3.14), (3.15), а функции xj определяются согласно (3.16). 
1. Случай vi = −iui «наихудших» vi. Значения i = max|ui| можно 
найти вдоль траекторий систем (3.12)–(3.15), (3.47). При этом система 
дифференциальных уравнений (3.47) интегрируется численно.  
Необходимые для определения функций fi(t) выражения сведены 
в табл. 3.1, 3.2. Функции fi(t) имеют конечные разрывы при t = Tj. Решения 












Рис. 3.8. Угловые скорости маховиков 
Расчет показывает, что в данном случае 
 
1 = 198,71; 2 = 224,79; 3 = 163,98 (Нм). 
Управляющие моменты u1, u3 являются кусочно-непрерывными фун-
кциями с разрывами соответственно при t = T3 = 36,753 и t = T1= 39,274 (c); 















Расчет показывает также, что изменения помех vi (рис. 3.10), соот-
ветствующих «наихудшим» реализациям vi*, находятся в пределах 
 
|v1|  42,10; |v2| = 28,80; |v3|  59,305 (Нм). 
 
Значения величин 
ik = i / i  в данном случае следующие:   
 





















2. Случай vi  0 отсутствия помех. Имеет место скользящий режим 
движения вдоль кривых переключений. Для оценки уровней управляющих 
моментов ui вида (3.40), (3.14), (3.15) применим схему, использованную 
в разд. 3.1.5. Необходимые для оценки выражения сведены в табл. 3.3, 3.4. 
Система дифференциальных уравнений (3.47) интегрируется численно.   
Расчет показывает, что  
 
1 = 186,76; 2 = 171,98; 3 = 132,67 (Нм). 
 
3. Случай vi = iui. Применяя схему, использованную в разд. 3.1.5, 
и интегрируя численно систему (3.47), имеем 
 
1 = 246,63; 2 = 165,56; 3 = 117,34 (Нм). 
 
 
3.5. Трехосная переориентация при помощи трех маховиков   
 
Пусть имеем асимметричное твердое тело, вдоль главных централь-
ных осей инерции которого закреплены оси вращения однородных симмет-
ричных маховиков. Вращательное движение этой системы (гиростата) во-
круг центра масс описывается дифференциальными уравнениями (3.38). 
Наряду с уравнениями (3.38) рассмотрим определяющие ориентацию 
твердого тела кинематические уравнения РодригаГамильтона:  
 
1 4 1 2 3 3 22 x x x      , 2 4 2 3 1 1 32 x x x      ,           
3 4 3 1 2 2 12 x x x      ,   
2 2 2 2
1 2 3 4 1        . 
 
Обозначим  вектор, состоящий из i и 4 (в указанном порядке). 
Приложенные к маховикам управляющие моменты ui = ui(x, ,  ) 
ищутся по принципу обратной связи в классе K разрывных по x,  функ-
ций. Реализации ui[t] являются измеримыми функциями, удовлетворяющи-
ми заданным ограничениям (3.3). 
Помехи vi  K1 могут реализовываться в виде любых измеримых 
функций vi = vi[t] в рамках ограничений (3.4). 
Для любой допустимой реализации помех vi[t] решения системы  
(3.38), (3.48) при ui(x, ,  )  K на рассматриваемом промежутке времени 
t0  t  T понимаются в смысле А. Ф. Филиппова. 
З а д а ч а  3 . 5  (трехосной переориентации). Требуется найти прило-
женные к маховикам управляющие моменты ui  K, при любых допусти-
мых vi  K1, переводящие твердое тело за конечное время из произвольно-
го начального положения (t0) = 0  в заданное (t1) = 1. Оба состояния 
(3.48) 
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являются состояниями покоя x(t0) = x(t1) = 0. Кроме того,  (t0) = 0.  
Момент времени t1  t0 не фиксируется, но гарантированное время 
переориентации  = t1− t0 должно быть как можно меньшим. 
Не нарушая общности, считаем (t1) = (0, 0, 0, 1). В данном случае 
в процессе переориентации происходит совмещение связанной с телом 
и заданной систем координат.  
 
 
3.5.1. Вспомогательная линейная 
конфликтно-управляемая система  
 
Рассмотрим нелинейные управляющие моменты вида (выписано 
только выражение для u1; выражения для u2 и u3 получаются из u1 цикличе-
ской перестановкой индексов 1 → 2 → 3). 
 
* 2 2 * *1 1
1 1 1 4 2 1 2 3 4 3 1 3 2 4
4
2 2 2
1 1 2 3 2 2 2 2 3 3 3 3 3 2
2( )
[ ( ) ( ) ( )
1 / 4 ( )] ( ) ( )
A J
u u u u
x x x A x J x A x J x

                

         
   
(3.49)  
(1 2 3), 
 
 
где ui − некоторые вспомогательные управления, которыми распорядимся 
позже.  
Управляющие моменты (3.49) позволяют выделить из замкнутой не-
линейной конфликтно-управляемой системы (3.38), (3.48), (3.49) линейную 
конфликтно-управляемую систему дифференциальных уравнений 
 
* *
i i iu v   .                                            (3.50) 
 
«Помехи» vi в системе (3.50) имеют вид 
v1
* = 1/2 ( 4 v1/(A1 – J1) + 2 v3/(A3 – J3) − 3 v2/(A2 – J2)), 
(1 2 3).   
Уровни vi можно оценить, используя неравенство Коши−Буняковс-
кого и неравенства (3.4): 
                                                vi  
*
i ,                                             
i = 1/2[(1/(A1−J1))2+(3/(A3–J3))2+(2/(A2−J2))2]1/2. 
Для системы (3.50) решим задачу управления о быстрейшем приве-
дении в положение 




Решение указанной линейной игровой задачи для системы (3.50) ис-
пользует решение задачи оптимального быстродействия для системы 
[125]: 
*(1 )i i ju   .                                          (3.53) 
 
Краевые условия те же, что и для системы (3.50).  
Решение задачи оптимального быстродействия для систем типа 




sgn ( , ), 0,
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sgn sgn , 0,
i i i i i
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      
   
      
                 (3.54) 
 
где i
(i, i ) = −i −[2(1−i)i
]−1 i  i  − функции переключений.  
При vi  −iui движение на фазовых плоскостях переменных i, i  
будет сначала происходить (до достижения кривых переключений) между 
дуг парабол, являющихся траекториями систем i  = (1i)ui
 при ui* вида 
(3.54). Далее, попав на кривые переключений i(i, i ) = 0, движение бу-
дет происходить вдоль них в скользящем режиме до достижения требуе-
мых конечных значений i = i  = 0. 
Указанные движения системы дифференциальных уравнений (3.50), 
(3.54) с разрывной правой частью трактуем как решения в смысле 
А. Ф. Филиппова: как абсолютно непрерывные функции, удовлетворяю-
щие почти всюду соответствующим дифференциальным включениям: 
 






sgn (η ,η ), 0,
( ,η )
[ , ], 0.






   
  
     
 
На участках решений, соответствующим скользящим режимам, вспо-
могательные управления ui принимают значения ±i с бесконечно часты-
ми сменами знака. Величина 
 
max( ),i    
* 1 1/2
02{| η |[(1 ρ )α ] }i i i i
                       (3.55) 
 
определяет минимальное гарантированное время τ достижения положения 




3.5.2. Алгоритм решения задачи 
 




1 1 1 4 2 1 2 3 4 3 1 3 2 4
4
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[ ( ) ( ) ( )]x                  
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,           (3.56) 
(1 2 3).   
 
Решение рассмотренной линейной игровой задачи о быстрейшем 
приведении в положение  i = i  = 0  означает решение исходной нелиней-
ной задачи переориентации посредством управляющих моментов (3.49). 
Число τ определяет гарантированное время переориентации.  
Итерационный алгоритм решения поставленной нелинейной задачи 
переориентации включает этапы: 
1. Выбор конструкции (3.49) управляющих моментов ui с ui* вида 
(3.54). В случае (t1)  (0, 0, 0, 1) достаточно перейти к управляющим мо-
ментам, получающимся из выражений (3.49) перестановкой индексов. 
2. Оценка уровней i «вспомогательных помех» vi согласно форму-
лам (3.51). 
3. «Назначение» уровней i вспомогательных управлений ui. При 
этом числа αi*, βi* предопределяют соответствующее значение τ = t1 – t0 га-
рантированного времени переориентации твердого тела. 
4. Проверка выполнимости заданных ограничений (3.3) для управля-
ющих моментов ui. При учете равенств (3.56) эту проверку можно осуще-
ствить на множестве возможных состояний вспомогательной линейной си-
стемы дифференциальных уравнений (3.50), (3.54), а также линейной не-
однородной системы дифференциальных уравнений для определения i . 
Если оценки (3.3) не выполняются, или наоборот, есть «резерв» в их 
выполнении, необходимо продолжить поиск подходящих чисел αj*. В про-
тивном случае переориентация осуществляется за время τ. 
Система дифференциальных уравнений для определения i  получа-
ется после подстановки первых трех уравнений системы (3.1), в которых ui 
заменяются соотношениями (3.49), в оставшиеся три уравнения системы 
дифференциальных уравнений (3.1).  
Коэффициенты в указанной линейной неоднородной системе диффе-
ренциальных уравнений зависят от xi, i, свободные члены от xi, i и vi, 
и могут быть оценены на множестве возможных состояний вспомогатель-
ной линейной системы (3.50), (3.54).  
Учитывая, однако, структуру управляющих моментов (3.49), заклю-
чаем, что для их оценки достаточно иметь оценки выражений Aixi + Ji i  
вида (3.42). 
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3.5.3. Оценка допустимых уровней помех 
 
Найдем прямые оценки допустимых уровней помех, определяющие 
возможности решения исходной нелинейной задачи переориентации по-
средством управляющих моментов (3.49). 
Условия разрешимости рассмотренной вспомогательной линейной 
игровой задачи управления, а следовательно, и возможности решения ис-
ходной нелинейной задачи переориентации посредством управляющих мо-
ментов (3.49), в которых ui  имеют вид (3.54), определяются неравенствами  
* *
i i   .                                                 (3.57) 
Положим i − i =   0 (где  − достаточно малое число).  
Для удобства представим выражения (3.49) для моментов ui в виде 
суммы двух слагаемых: ui = ui(1) + ui(2); при этом полагаем 
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В выражения ui(2) входят все оставшиеся члены из формулы (3.49).  
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На основе анализа фазового портрета заключаем, что на множестве 
 состояний системы (3.50), (3.54) имеют место неравенства  
 
i2  i02, 402  42,                                       
max ( i )
2 = i0[(i*)2 − (i*)2](1/i*). 
 
Учитывая оценку (3.42), а также значения (3.55) для i, с учетом фа-
зового портрета системы (3.50), (3.54), используя неравенство Коши–Буня-
ковского, получаем соотношения 
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Тогда, учитывая неравенства (3.57)–(3.59), а также неравенство Ко-
шиБуняковского, имеем следующую цепочку неравенств:  
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При условии i − i =  для слагаемых ui(2) имеем цепочку нера-
венств 
 2 2 2 2 1/21 1 10







    

 
     
1/2
*2 *2 *2 *2 *2 *2
10 1 1 20 2 2 30 3 31 1 10
3 * * *
1 2 340
2( )A J           
    









A J  




Нетрудно заметить, что при достаточно малом 0   значения |ui(2)| 
также будут достаточно малыми. На основании условий (3.3), (3.57), полу-
чаем соотношения 
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из которых, при учете неравенств (3.51), получаем следующие оценки до-
пустимых уровней помех: 
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Если уровни помех vi удовлетворяют неравенствам (3.61), то постав-
ленная нелинейная задача переориентации может быть решена посредством 




3.5.4. Результаты компьютерного моделирования 
 
Для гиростата (космического аппарата) с А1 = 4 · 104, А2 = 8 · 104, 
А3 = 5 · 104 (кг·м2); J1 = 4 · 103, J2 = 8 · 103, J3 = 5 · 103 (кг·м2) рассмотрим 
задачу трехосной переориентации из начального положения 10 = 0,15, 
20 = 0,70, 30 = 0,35, 40 = 0,604 (рад); x10 = 0,51 · 10−3, x20 = 2,47 · 10−3, 
x30 = 1,14 · 10−3 (рад/с), 0 0i   в заданное i = 0, 4 = 1 положение равно-
весия (xi = 0). 
Допустимые границы изменения помех vi определим равенствами 
1 = 0,8 · 10−3, 2 = 0,4 · 10−3, 3 = 10−3 (рад/с2), которые выполняются, 
например, в случае 1 = 16,63; 2 = 33,26; 3 = 20,79 (Нм). 
Пусть, исходя из требований к маневренности космического аппара-
та,  = 70 (с). Оценим, какие ресурсы в этом случае потребуются для пере-
ориентации посредством управляющих моментов (3.49), (3.54). 
Заданное значение  предопределяет уровни i вспомогательных уп-
равлений ui. Будем исходить из равенств Ti = , означающих «выравнива-
ние» гарантированного времени переориентации по отношению к каждой 
из переменных i.  
Поскольку точки (i0, 0i ) фазовой плоскости в рассматриваемом 
случае лежат выше кривых переключений i = [2(1−i)i]−1( i )
2, то для 
нахождения i получаем соотношения 
 
                                   
1
0( 2 ) ,i i iS P
     
2 1/2
0 0[ 0,5( ) ]i i i iS P    ,                                   (3.62)      




Из соотношений (3.62) находим  
 
1 = 0,926  10−3, 2 = 1,993  10−3, 3 = 1,296  10−3 (рад/c2).   (3.63) 
 
1. Случай vi = −iui «наихудших» vi. Значения i = max|ui| можно 
найти вдоль траекторий системы (3.50), (3.54), где i имеют значения 
(3.63), а также интегрируя численно линейную неоднородную систему 
дифференциальных уравнений для определения i .  
Необходимые для вычислений выражения сведены в табл. 3.7, в ко-
торой 
* 1
0[ ]i i i iT S P
   ,   
* 1
i i i iT T S P
  . 
Таблица 3.7 
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Таблица 3.8 
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Расчет показывает, что  
 
1 = 220,38; 2 = 282,94; 3 = 253,27 (Нм). 
 
Управляющие моменты u1, u2, u3 вида (3.49), (3.54) являются кусоч-
но-непрерывными функциями с одним моментом переключения соответ-
ственно при t = 35,47;  t = 35,59  и  t = 35,63 (с) (рис. 3.11). 
2. Случай vi 0 отсутствия помех. В данном случае имеет место 
скользящий режим вдоль кривых переключений, и «в среднем» имеем 
ui
 = (1−ρi)i или ui = −(1−ρi)i на соответствующих ветвях кривых пере-
ключений.  
Для оценки уровней управляющих моментов ui вида (3.49), (3.54) бу-
дем полагать, что:  
1) скольжение происходит строго по кривым переключений за время, 
соответствующее указанным «средним» значениям ui;  
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2) вдоль кривых переключений ui принимают значения ±i с конеч-
ным числом смены знака. Необходимые для оценки i = max|ui| выражения 
сведены в табл. 3.8, где 
* *
0 0
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Расчет показывает, что  
 










Рассмотрены задачи переориентации (одноосной и трехосной) асим-
метричного твердого тела посредством одного пространственного разворо-
та при неконтролируемых помехах. Управление осуществляется либо при 
помощи управляющих моментов внешних сил относительно главных цен-
тральных осей инерции твердого тела, которые создаются при помощи 
трех пар специальных двигателей, либо при помощи управляющих момен-
тов внутренних сил, приложенных к трем симметричным маховикам (ро-
торам), оси вращения которых закреплены вдоль главных центральных 
осей инерции твердого тела.   
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Предложен конструктивный метод построения управляющих момен-
тов, которые являются нелинейными функциями фазовых переменных 
рассматриваемой конфликтно-управляемой системы, включающей дина-
мические уравнения Эйлера, кинематические уравнения Пуассона или Ро-
дрига−Гамильтона и уравнения, описывающие вращательное движение 
маховиков (в случае управления посредством маховиков). Указаны оценки 
допустимых уровней помех в зависимости от заданных ограничений на 
управляющие моменты.  
Полученные оценки являются достаточными условиями, при кото-
рых обеспечивается решение рассмотренных игровых задач управления 
посредством предложенных конструкций управляющих моментов. Эти 
оценки являются завышенными в силу использования ряда неравенств при 
их обосновании, а также в силу предположения о «наихудших» реализаци-
ях помех во вспомогательной линейной игровой задаче управления. Одна-
ко компьютерное моделирование показывает работоспособность предло-
женного подхода и в случаях, когда уровни помех выходят за указанные 
пределы. 
Отметим, что во многих приложениях желательно осуществить тре-
буемое перемещение системы как можно быстрее (минимизировать гаран-
тированное время переориентации). Однако точное решение задачи опти-
мального быстродействия для нелинейных систем представляет большие 
трудности. Предложенный в главе подход не приводит к оптимальным за-
конам управления, но включает процедуру оптимизации времени процесса 
на этапе решения игровой задачи для вспомогательной линейной кон-
фликтно-управляемой системы.  
Предложенный метод примыкает к методам декомпозиции нелиней-
ных управляемых систем [128131]. Суть этих методов заключается в том, 
что исходная нелинейная механическая система дифференциальных урав-
нений в форме Лагранжа с n обобщенными координатами путем преобра-
зования обобщенных координат сводится к совокупности n независимых 
линейных подсистем дифференциальных уравнений. При этом межси-
стемные связи рассматриваются как ограниченные воздействия, формиру-
емые игроком-противником. В результате решение исходной нелинейной 
задачи управления можно получить на основе решения вспомогательных 
игровых задач управления для указанных линейных конфликтно-управля-
емых систем дифференциальных уравнений. 
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Хотя по общей направленности, предлагаемый в данной главе подход 
к решению задач переориентации твердого тела, и примыкает к указанным 
в работах [128131] методам, однако имеет существенные различия: 
− разделение исходной нелинейной конфликтно-управляемой системы 
на совокупность независимых линейных конфликтно-управляемых подси-
стем простейшего вида происходит за счет специально подобранной струк-
турной формы управляющих моментов. Отметим, что при отсутствии помех 
такой выбор управляющих моментов позволяет получить, как показано в ра-
боте [8] путем сравнения с известными результатами, субоптимальные по 
быстродействию законы управления переориентацией твердого тела;  
– получающиеся при решении задач одноосной переориентации ли-
нейные конфликтно-управляемые подсистемы вида (3.7), (3.8) не являются 
однотипными. 
Указанное отличие в выборе структурной формы управляющих момен-
тов приводит и к отличию функций, представляющих их реализации. Если 
в методах [128131] управления релейны и принимают предельно допусти-
мые значения, то управляющие моменты (3.6), (3.32) или (3.40), (3.49) дости-
гают своих предельных значений, вообще говоря, только в отдельные момен-
ты времени, и проверка заданных ограничений (3.3) осуществляется 
в итерационном режиме на множестве возможных состояний вспомогатель-
ной линейной конфликтно-управляемой системы дифференциальных урав-
нений (3.7), (3.8), (3.14), (3.15).  
Подчеркнем, что указанные отличия обусловлены особенностями 
структуры рассматриваемых в главе нелинейных конфликтно-управляемых 
систем дифференциальных уравнений (3.1), (3.2) и (3.2), (3.38), для которых 
их сведение к совокупности независимых линейных подсистем только путем 
преобразований переменных (без введения специально подобранной обрат-
ной связи) затруднено. Такие задачи управления в работах [128131] не рас-
сматривались. 
Отметим также, что полученные в главе результаты являются развити-
ем результатов работ [132, 10], где управление осуществляется посредством 
моментов внешних сил, реализуемых посредством двигателей. Кроме того, 
в этих работах [132, 10] рассматривается конфликтно-управляемая система, 
включающая динамические уравнения Эйлера и кинематические уравне-
ния в переменных Родрига−Гамильтона. Как показывают результаты дан-
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ной главы, решение задачи переориентации твердого тела посредством ма-
ховиков является существенно более сложной в силу необходимости учета 
оценок для угловых скоростей маховиков. 
Предложенные конструкции управляющих моментов (3.6), (3.32) 
и (3.40), (3.49) могут быть эффективно использованы в случаях, когда 
начальные возмущения угловой скорости тела (начальные значения пере-
менных xi) являются достаточно малыми, в то время как начальное угловое 
отклонение связанной с телом фиксированной оси от заданного направле-
ния в пространстве может быть достаточно большим. (Для расширения об-
ласти допустимых начальных угловых отклонений можно последовательно 
использовать две конструкции управляющих моментов типа конструкции 
(3.6), (3.32) и (3.40), (3.49) переходящих одна в другую соответствующей 
перестановкой индексов).  
Заметим, что требуемой величины начальной угловой скорости тела 
всегда можно добиться за счет ее предварительного снижения. Такая зада-
ча решается на базе только динамических уравнений и здесь не рассматри-
вается. 
















ЗАДАЧИ ЧАСТИЧНОЙ УСТОЙЧИВОСТИ 
НЕЛИНЕЙНЫХ ДИНАМИЧЕСКИХ СИСТЕМ  
С ПОСЛЕДЕЙСТВИЕМ 
 
Для нелинейных систем дифференциальных уравнений с последей-
ствием рассматривается задача устойчивости по отношению к части пере-
менных нулевого положения равновесия. Вводятся понятия устойчивости 
по части переменных, предполагающие более общие, в сравнении с извест-
ными, допущения относительно значений супремум-нормы тех компонент 
начальной вектор-функции, которые соответствуют оставшейся («некон-
тролируемой») части переменных.  
Также рассматривается задача устойчивости по части переменных 
«частичного» положения равновесия, где аналогичные допущения касают-
ся значений супремум-нормы тех компонент начальной вектор-функции, 
которые соответствуют переменным, не определяющим данное положение 
равновесия.  
Получены условия устойчивости и асимптотической устойчивости 
указанного типа в контексте метода функционалов Ляпунова–Красовского, 





Фундаментальные результаты Н. Н. Красовского [135], С. Н. Шимано-
ва [136], Дж. К. Хейла [137] по теории устойчивости систем с последействи-
ем, основанные на функциональной трактовке понятия решений данного 
класса систем и использовании вспомогательных функционалов (функциона-
лов Ляпунова–Красовского), получили к настоящему времени существенное 
развитие. Укажем, в частности, на недавние работы [57, 138], где можно 
найти обширную библиографию.  
Отметим, что в работах [135–137] и большинстве последующих публи-
каций устойчивость рассматривается по отношению ко всем переменным, 
определяющим состояние системы.  
Однако для многих важных в приложениях случаев представляет инте-
рес более общая задача: об устойчивости не по всем, а только по отношению 
к некоторой заданной части фазовых переменных. Как уже отмечалось, такая 
задача стала систематически исследоваться для систем обыкновенных диф-
ференциальных уравнений, начиная с работы В. В. Румянцева [1]. 
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Начиная с работ А. Халаная [89] и К. Кордуняну [45], метод функцио-
налов Ляпунова–Красовского стал использоваться при исследовании устой-
чивости по части переменных систем с последействием; см. по данному 
направлению исследований обзорные работы [17, 57].  
Далее, рассмотренные в гл. 2 для случая систем обыкновенных диф-
ференциальных уравнений нелокальные задачи частичной устойчивости, 
анализируются применительно к системам дифференциальных уравнений 
с последействием.  
Получены соответствующие условия устойчивости и асимптотиче-
ской устойчивости в контексте метода функционалов Ляпунова–Красовс-
кого, обобщающие ряд известных результатов.   
 
 
4.2. Условия устойчивости и асимптотической устойчивости  
по части переменных 
при не малых возмущениях начальной вектор-функции 
 
Пусть τ  > 0 – заданное действительное число, Rn – линейное действи-
тельное пространство n-мерных векторов  x с нормой |x| = max |xi| (xi – i-ая 
компонента вектора x), С  – банахово пространство непрерывных функций  
φ: [–τ, 0] → Rn с стандартной супремум-нормой ||φ|| = sup |φ(θ)| (θ  [–τ, 0]), 
R+
 = [0, +∞).    Если    t0,  β    R+,  β > t0,   то   для   непрерывной   функции    
x: [t0–τ, β) → Rn определим функцию xt  C соотношением  
xt = x(t + θ) (θ  [–τ, 0]); 
под x (t) будем понимать правостороннюю производную. 
Пусть имеем нелинейную систему дифференциальных уравнений 
с последействием (в векторной форме) [135–137,139]: 
 
                             x (t) = X(t, xt), X(t, 0)  0,                                    (4.1) 
 
где Х – заданное отображение (оператор).  
В отличие от систем обыкновенных дифференциальных уравнений, 
система функционально-дифференциальных уравнений (5.1.1) включает 
зависимость не только от текущего, но и от предшествующих состояний 
системы. Многие задачи просто теряют смысл без учета такой зависимости 
«от прошлого» (от предыстории системы). Система (4.1) позволяет одно-
временно охватить случаи любого числа сосредоточенных и распределен-
ных запаздываний, а также запаздываний, зависящих от искомой функции. 
Исторически первыми дифференциальными уравнениями с откло-
няющимся аргументом были уравнения, полученные еще Л. Эйлером, 
И. Бернулли и П. Лапласом при изучении геометрических задач. Система-
тическое исследование широких классов систем функционально-
дифференциальных уравнений с последействием (запаздыванием) нача-
лось c конца 20-х годов ХХ столетия.   
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Для  заданных  t0,  φ  решение  x(t0, φ)  системы  (4.1)  определяется 
следующим  образом  [137, 139]:  существует  β  >  t0  такое,  что  функция 
x(t) = x(t; t0, φ), являющая значением решения x(t0, φ) в момент времени t, 
непрерывна по t  [t0–τ, β), непрерывно дифференцируема при t [t0, β) 
(в момент времени t = t0 – справа) и удовлетворяет при t  (t0, β) системе 
(4.1), а при t  [t0–τ, t0] – начальному условию xt0(t0, φ) = φ. В момент t = t0 
будем полагать, что x (t) = X(t0, φ). 
Переменные, определяющие фазовый вектор x системы (4.1), разобь-
ем на две группы x = (yT, zT)T, где y  Rm, z  Rn-m (1 ≤ m ≤ n):  
1) y-переменные, по которым исследуется устойчивость положения 
равновесия x = 0;  
2) оставшиеся (неконтролируемые) z-переменные.  
В соответствии с этим разбиением положим C = Cy×Cz, где Cy и Cz – 
банаховы пространства непрерывных функций φy: [–τ, 0] → Rm и φz: [–τ, 0] → 
Rn-m c нормами ||φy|| = sup |φy(θ)| и ||φz|| = sup |φz(θ)| (θ  [–τ, 0]). Для  φ  С  
имеем φ = (φyT, φzT)T и ||φ|| = max(||φy||, ||φz||). 
В соответствии с данным разбиением систему функционально-
дифференциальных уравнений (4.1) представим в виде 
                              y (t) = Y(t, yt, zt), z (t) = Z(t, yt, zt).                                 (4.2) 
Допустим, что оператор X: R+×C → Rn, определяющий правую часть 
системы (4.2), вполне непрерывен в области  
                            G = R+×Cyh×Cz = {t ≥ 0,  ||φy||  h, ||φz|| < ∞},            (4.3) 
и на каждом компактном подмножестве K из области (4.3) выполняется 
условие Коши–Липшица: существует постоянная L = L(K) такая, что для 
любых (t, φ1), (t, φ2)  K  выполняется неравенство  
 
|X(t, φ2) – X(t, φ1)| ≤ L||φ2– φ1||. 
 
Тогда [137,139] для каждой точки t0, φ из области (4.3) существует 
единственное решение x(t0, φ) системы (4.2), продолжимое до границы обла-
сти Cyh×Cz и непрерывно зависящее от t0, φ.  
Если |y(t; t0, φ)| ≤ h1 < h и |z(t; t0, φ)| ≤ H < ∞ при всех t ≥ t0, то β = +∞ 
и соответствующие функции x(t; t0, φ) определены при всех t ≥ t0. Однако при 
исследовании устойчивости по части переменных (по y) нулевого положе-
ния равновесия x = 0 системы (4.2) условие |z(t; t0, φ)| ≤ H < ∞ при всех t ≥ t0  
является излишне ограничительным.  
С другой стороны, можно обосновать (см. [137]) следующее утверж-
дение: если Y(t, φy, φz ) для каждого ограниченного замкнутого подмножества 
S из R+×Cyh отображает множество S×Cz в ограниченное множество (в Rn), то 
неравенство |y(t; t0, φ)| ≤ h1 < h означает, что y-компоненты соответствующих 
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решений системы (4.2) определены при всех t ≥ t0. При этом z-компоненты 
решений могут быть определены только на конечном интервале времени 
t  [t0–τ, β), β < +∞ и |z(t; t0, φ)| → ∞ при t → β. 
В результате при исследовании устойчивости по части переменных 
(по y) нулевого положения равновесия x = 0 системы (4.2) вводится предпо-
ложение о z-продолжимости решений: решения системы определены при 
всех тех t   t0, при которых |y(t; t0, φ)| < h.  
В данном случае, если |y(t; t0, φ)| ≤ h1 < h при всех t ≥ t0, то соответ-
ствующие функции x(t; t0, φ) также определены при всех t ≥ t0. 
Компоненту φz вектор-функции φ разобъем на две части и представим 
ее в виде φz = [φz1T,φz2T]T. Будем использовать обозначения: D – область 
начальных значений φ такая, что ||φy|| < δ, ||φz1||  L, ||φz2|| < ∞; область D по-
лучается заменой  δ на . 
Определения. Положение равновесия x = 0 системы (4.2) при боль-
ших значениях φz1 в целом по φz2 является: 
4.1) у-устойчивым, если для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 найдется δ(ε, t0, L) > 0 такое, что из φ D следует |y(t; t0, φ)| < ε  
при всех t ≥ t0; 
4.2) у-устойчивым равномерно по t0, если δ = δ(ε, L); 
      4.3) равномерно асимптотически у-устойчивым, если оно равномерно 
у-устойчиво в смысле определения 4.2) и найдется (L) > 0 такое, что произ-
вольное решение x(t0, φ) системы (4.2) с φ  D равномерно по t0, φ из обла-
сти t0 ≥ 0, φ  D удовлетворяет предельному соотношению lim |y(t; t0, φ)| = 
0, t →  (для любых чисел  > 0, t0 ≥ 0 и любого наперед заданного числа L > 
0 найдется число T( L, ) > 0 такое, что |y(t; t0, φ)| < при всех t ≥ t0 + T( L, ), 
φ  D∆). 
 
З а м е ч а н и я .   
1. В ранее рассматриваемых постановках задач у-устойчивости по-
ложения равновесия х = 0 системы (4.2) изучались два случая:  
1) ||φ|| < δ (у-устойчивость, которую, как и в случае обыкновенных 
дифференциальных уравнений, можно назвать у-устойчивостью в смысле 
А. М. Ляпунова − В. В. Румянцева [1]);  
2) ||φy|| < δ, ||φz|| < ∞ (у-устойчивость в целом по φz [9]). Случай 
||φy|| < δ, ||φz|| < L, по аналогии с работой [9], можно назвать у-
устойчивостью при больших значениях φz. Более общая ситуация φ  D  
ранее не анализировалась. 
2. Введенные понятия можно трактовать как у-устойчивость, равно-
мерную по φz2  и неравномерную по φz1 , так что δ = δ(ε, t0, φz1).  
 
 
4.2.1. Условия устойчивости по части переменных 
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Рассмотрим однозначные, непрерывные функционалы V = V(t, φ), 
V(t, 0)  0, определенные на любой непрерывной вектор-функции 
φ(θ), −τ   θ   0 в области  
                                  t ≥ 0,  ||φy||  h1  h, ||φz|| < ∞.                             (4.4)  
Подставим в функционал V(t, φ) вектор-функцию xt =  xt  (t0, φ), опре-
деляющую элемент траектории в текущий момент времени t   t0. В резуль-
тате получаем значение функционала V(t, xt) на решениях системы (4.2). 
Под производной V-функционала вдоль решений системы (4.2) будем по-
нимать величину [133,137,139] 
limV  δ−1{V[t + δ, xt +δ] – V[t , xt]},   0+. 
Если функционал V является локально липшицевым по второму ар-
гументу, то указанный предел определяется единственным образом.  
Для получения условий устойчивости указанного выше типа также 
будем рассматривать: 
1) непрерывные в области (4.4) вспомогательные функционалы 
V *(t, φy, φz1), V 
*(t, 0, 0)  0 и V *(φy, φz1), V *(0, 0)  0; 
2) непрерывные в области (4.3) (векторные, вообще говоря) функции 
w = w(φ) : [−τ , 0] → Rl , w(0)  0 (l ≥ 1), ||w(φ)|| = sup|w(φ(θ))|, θ  [–τ, 0];  
3) скалярные функции a(r), b1(r), b2(r), c(r) – непрерывные, монотон-
но возрастающие при r  [0, h), такие, что a(0) = b(0) = c(0) = 0 (функции 
типа Хана). 
Т е о р е м а  4 . 1 . Пусть для системы (4.2) найдется V-функционал 
такой, что в области (4.4) выполняются условия 
 
                                          V(t, φ)  a(|φy(0)|), V (t, φ)  0.                          (4.5) 
 
Тогда при больших значениях φz1 в целом по φz2  положение равнове-
сия х = 0:  
1) у-устойчиво, если 
                                      V(t, φ)  V *(t, φy, φz1], V *[t, 0, φz1]  0;                (4.6) 
2) у-устойчиво равномерно по t0, если 
                                          V(t, φ)  V *(φy, φz1), V *(0, φz1)  0.                   (4.7) 
 
Д о к а з а т е л ь с т в о .  Для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 в силу непрерывности функционалов V, V *, условия V(t, 0) 0 
и условий (4.6) можно найти δ(ε, t0, L) > 0 такое, что из φ  D следует 
V(t0, φ) < a(ε). 
Учитывая неравенства (4.5), для произвольного решения x(t0, φ) си-
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стемы (4.2) с φ  D  при всех 0tt   имеют место соотношения  
 
a(|y(t; t0, φ)|)  V(t, xt(t0, φ))  V(t0, φ) < a(ε). 
 
Имея в виду свойства функций a(r), получаем |y(t; t0, φ)| < ε при всех 
t ≥ t0. Первая часть теоремы доказана. 
При выполнении условий (4.7) для любых ε > 0, t0 ≥ 0 и любого за-
данного числа L > 0 в силу непрерывности функционалов V, V  можно най-
ти такое, не зависящее от t0 число δ(ε, L) > 0, что из φ  D следует 




4.2.2. Условия асимптотической устойчивости  
по части переменных 
 
Для формулировки условий асимптотической устойчивости по части 















Т е о р е м а  4 . 2 .  Пусть для системы (4.1) в области (4.4) найдется 
V-функционал, а также векторная w(φ)-функция такие, что 
 
a(|φy(0)|)  V(t, φ)  b1(|u(0)|) + b2(|||u|||), 
V (t, φ)  – с(|u(0)|), 
u = [φyT, wT(φ)] T,  u(0) = [φyT(0), wT(φ(0))] T. 
 
Тогда при больших значениях φz1 в целом по φz2 положение равнове-
сия х = 0 равномерно асимптотически у-устойчиво, если выполнены условия 
(4.7). 
Д о к а з а т е л ь с т в о .  Равномерная y-устойчивость при больших 
значениях φz1 в целом по φz2 следует из теоремы 4.1. 
Доказательство равномерной асимптотической y-устойчивости при 
больших значениях φz1 в целом по φz2 проведем по схеме работы [139]. По-
кажем, что для каждого ε > 0 найдется число T = Т(ε, L) > 0 такое, что 
|y(t; t0, φ)| < ε при всех t > t0 + Т(ε, L), если φ Dδ, t0  0, где δ находится 
в силу равномерной y-устойчивости. 
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T, l1= m + l = dim ut , 
u(t) = [yT(t; t0, φ), w
T(x(t; t0, φ))]
T. 
Выберем такие ε1 < ε и ε2 < ε что:  
1) b1(ε1) < ½ a(ε);  
2) b2(|||ut|||) < ½ a(ε), если ||ut|| < ε2.  
Возможность указанного выбора ε2 обеспечивается неравенством 
b2(||ut||τ)  b2(ε2(l1τ)1/2) при ||ut|| < ε2.  
Положим ε3 = min (ε1, ε2) и покажем, что если φ Dδ, то существует 
число T1 > τ такое, что неравенство |u(t; t0, φ)|   ε3 нарушается для некоторо-
го значения t в каждом интервале длины Т1.  
В самом деле, поскольку при  φ  D значение V(t0, φ) в силу условия 
(4.7) ограничено числом α*(δ, L) > 0, имеем 
2 12 1 3 2 1 3 2 1
( ,  )  ( ,  )  ( )( )  ( )( )t tV t x V t x c t t c t t
         , 
если |u(t; t0, φ)|   ε3 на интервале [t1, t2].  
Поэтому при t = t2, (t2 − t1) > *c−1(3) значение V-функционала явля- 
ется отрицательным, что противоречит условиям теоремы.  
В результате существует монотонная последовательность значений 
{tn} →  такая, что |u(tn)| < ε3. Переходя к подпоследовательности {tk} по-
требуем, чтобы tk + τ < tk+1.  
Таким образом, если φ Dδ, то найдется число Т1(ε, L) > τ такое, что 
|u(tn)| < ε3 при tk[t0 + kT1, t0 + (k +1)T1]. 
Рассмотрим последовательность функций {ut}, соответствующую 
выбранной подпоследовательности {tk}. Покажем, что найдется число 
N > 0 такое, что b2(||ut||τ) < ½ a(ε) при t = ti, 1  i  N.  
Предполагая противное, рассмотрим те значения {tk}, для которых 
b2(||ut||τ) ≥ ½ a(ε). Используя функцию c против b1 можно подобрать число 
N > 0 такое, что при k > N для значений t > tk при некотором β > 0 получаем 
противоречивые неравенства 0  V[t, xt]  α*– (k –1)β. 
Тогда при t   ti имеем цепочку соотношений 
 
a(|y(t; t0, φ)|)  V(t, xt)  V(ti, xt)  a(ε), 
 
и, следовательно, |y(t; t0, φ)| < ε для всех t   ti. 
Учитывая, что tN < t0 + 2NT1, положим Т = 2NT1.  
Тогда при всех значениях t > t0 + T справедливо неравенство 
|y(t; t0, φ)| < ε, если выполняются соотношения φ0 Dδ. Теорема доказана. 
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З а м е ч а н и я .   
1. Теоремы 4.1, 4.2 являются обобщением соответствующих теорем 
Н. Н. Красовского [133], Т. А. Бэртона [139], В. В. Румянцева [1], а также 
результатов работ [9, 72]. Для сравнения, в работах [133, 137] рассмотрена 
устойчивость по всем переменным, а в работе [9] устойчивость по части 
переменных соответствует случаю ||φz|| < ∞. В работах [1, 72] эффект после-
действия не учитывался. 
2. В теореме 4.2 производная V-функционала в силу системы (4.2) 
не является y-определенно положительной. Поэтому приведенные в теоре-
ме 4.2 условия равномерной асимптотической y-устойчивости относятся 
к условиям устойчивости на основе y-знакоопределенных функционалов 
Ляпунова со знакопостоянной производной.  
 
 
4.3. Условия устойчивости по части переменных 
«частичных» положений равновесия 
 
В пространстве С[0,τ] рассмотрим множество 
 
М = {φ  C: φy = 0}. 
 
Если Y[t, φ]  0 при φ  М, то решение x(t0, φ0(θ)) системы (4.2) удо-
влетворяет условию ||yt(t0, φ0(θ))||  0. Другими словами, М = {x: y = 0} есть 
«частичное» положение равновесия (инвариантное множество) системы 
(4.2). В данном случае система (4.2) может и не иметь нулевого положения 
равновесия х = 0. 
Имея в виду устойчивость по части переменных «частичного» поло-
жения равновесия у = 0 допустим, что y = (y1T, y2T)T. Соответственно, ком-
поненту φy вектор-функции φ также разобъем на две части и представим ее 
в виде φy = (φy1T, φy2T )T.  
Предположим, что в области  
 
                                        t ≥ 0, ||φy1|| ≤ h, ||φy2|| + ||φz|| < ∞,                         (4.8) 
 
оператор X(t, φ), определяющий правую часть системы (4.2), вполне 
непрерывен, и на каждом компактном подмножестве из области (4.8) вы-
полняется условие Коши–Липшица. Кроме того, считаем, что решения си-
стемы (4.2) (y2, z)-продолжимы; это значит, что все решения определены 
при всех t   t0, при которых |y1(t; t0, φ)| < h. 
Определения. «Частичное» положение равновесия у = 0 системы (4.2) 
при больших значениях φz1 в целом по φz2 является: 
4.4) y1-устойчивым, если для любых ε > 0, t0 ≥ 0 и любого заданного 
числа L > 0 найдется δ(ε, t0, L) > 0 такое, что из φ  D следует 
|y1(t; t0, φ)| < ε при всех t ≥  t0; 
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4.5) y1-устойчивым равномерно по t0, если δ = δ(ε, L); 
4.6) равномерно асимптотически y1-устойчивым, если оно y1-устой-
чиво в смысле определения 4.5) и найдется (L) > 0 такое, что произвольное 
решение x(t0, φ) системы (4.2) с φ  D равномерно по t0, φ из области t0 ≥ 0, 
φ  D удовлетворяет предельному соотношению lim |y1(t; t0, φ)| = 0, t → .  
Для нахождения указанных условий частичной устойчивости наряду 
с ранее указанными функционалами и функциями также будем рассматри-
вать непрерывные в области (4.3) (векторные, вообще говоря) функции 
μ = μ(t, φ) : R+×[−τ , 0] → Rp, μ(t, 0)  0 (p ≥ 1); ||μ(t, φ)|| = sup|μ(t, φ(θ))|,  
t  R+, θ  [–τ, 0]. 
Т е о р е м а  4 . 3 .  Пусть для системы (4.2) найдется V-функционал, 
а также векторные функции μ(t, φ) и w(φ) такие, что в области 
 
                             t ≥ 0, ||φy1|| + ||μ(t, φ)||  h1  h, ||φy2|| + ||φz|| < ∞,              (4.9) 
 
выполнены условия          
                             V(t, x) ≥ a(|φy1(0)| + |μ(t, φ(0))|), V (t, φ)  0.                  (4.10) 
 
Тогда при больших значениях φz1 в целом по φz2 «частичное» положе-
ние равновесия у = 0:  
1) y1-устойчиво, если выполнены условия (4.6);  
2) y1-устойчиво равномерно по t0, если выполнены условия (4.7). 
Если в области (4.9) выполнены условия 
 
a(|φy1(0)|+|μ(t, φ(0))|)  V(t, φ)  b1(|u(0)|) + b2(|||u|||), 
V (t, φ)  – с(|u(0)|), 
 
то при больших значениях φz1 в целом по φz2 «частичное» положение рав-
новесия у = 0 равномерно асимптотически y1-устойчиво.  
З а м е ч а н и я .   
1. Теорема 4.2 является обобщением соответствующих результатов 
работ [72, 140]. Для сравнения, в работе [140] μ  0 , w = 0 и ||φy|| < δ, 
||φz|| < ∞, а в работе [72] эффект последействия не учитывался.  
2. Целесообразность изучения задачи y1-устойчивости в области (4.9), 
а не в области 
                                  t ≥  0, ||φy1||  h1  h, ||φy2||+||φz|| < ∞,                    (4.11) 
 
объясняется тем, что y1-устойчивое «частичное» положение равновесия у = 0 
системы (4.2) всегда фактически устойчиво не только по y1, но также и по от-
ношению к некоторым функциям ui = ui(t, y). Поскольку заранее не всегда яс-
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но, какие именно это ui-функции, то их естественно трактовать как компо-
ненты дополнительной векторной μ-функции Ляпунова для наиболее рацио-
нальной замены области (4.11) областью (4.8). 
П р и м е р .  Пусть система (4.2) имеет вид 
 
1y (t) = −(t + 4)y1(t) + y1(t – ) + y2
2(t − )z1(t − ), 
                                   2y (t) = y2(t)[1 + e
t y1(t) + y2
2(t)z1(t)],                         (4.12) 
                         1z (t) = −2[2 + e
t y1(t)]z1(t),  2z (t) = e
t y1(t)z2(t). 
Рассмотрим вспомогательные функционал V и функции μ1, w1 вида  











μ1(φ) = w1(φ) = φy22 φz1,  μ1(0) = w1(0) = φy22(0) φz1(0), 
 
для которых выполнены условия  
 
½[φy12(0) + μ12(0)] = V(φ)  b1(|u(0)|) + b2(|||u|||), 
V(φ)  V *(φy1, φy2, φz1),  V *(0, 0, φz1)  0, 
u= [φy1, μ1(φ)],  u(0)= [φy1(0), μ1(φ(0))]. 
 
Производная V-функционала в силу системы (4.12) в области (4.4) оце-
нивается следующим образом 
 
V (t, φ) = −(t + 2)φy12(0) + φy1(0)μ1(−) − μ12(−) – 
− φy12(0) + φy1(0)φy1(−) − φy12(−) − μ12(0) + 2μ13(0)  
 
 −[φy12(0) + w12(0)]  −|u(0)|2,    = const  0. 
 
На основании теоремы 4.3 «частичное» положение равновесия 
y1 = y2 = 0 системы (4.12) равномерно асимптотически y1-устойчиво при 
большом значении φz1 в целом по φz2.  
Отметим, что в области (4.11) производная выбранного V-функционала 
в силу системы (4.12) является знакопеременной и условия теоремы 4.3 при 






Получены условия частичной устойчивости асимптотической устой-
чивости систем с последействием в контексте метода функционалов Ляпу-
нова–Красовского при более общих (в сравнении с известными) допуще-
ниях относительно возмущений начальной вектор-функции.   
В полученных условиях допускается знакопеременность как V-фу-
нкционалов, так и их производных в силу исходной системы за счет допу-
стимого изменения области, где происходит их построение. Особенность 
таких условий устойчивости и асимптотической устойчивости в том, что 
вектор-функция, определяющая указанное изменение области, в которой 
происходит построение V-функционала, сама трактуется как вектор-функ-
ция Ляпунова для наиболее рационального изменения данной области.  



















ЗАДАЧИ ЧАСТИЧНОЙ УСТОЙЧИВОСТИ 
НЕЛИНЕЙНЫХ ДИСКРЕТНЫХ СИСТЕМ 
 
Получены условия устойчивости и асимптотической устойчивости по 
части переменных «частичного» (нулевого) положения равновесия нели-
нейной дискретной (конечно-разностной) системы в контексте метода 
функций Ляпунова. 
В качестве следствий приводятся условия устойчивости и асимптоти-
ческой устойчивости по части переменных «полного» (нулевого) положения 
равновесия. 
Обсуждается вопрос унификации исследований частичной устойчиво-
сти стационарных и нестационарных дискретных систем.  
Получены условия частичной детектируемости линейных дискретных 
систем с постоянными коэффициентами, при выполнении которых асимптоти-
ческая устойчивость системы по одной части переменных означает ее асимпто-
тическую устойчивость по другой (бóльшей) части переменных. Эти условия 
предполагают анализ только структурной формы системы (без анализа ее 
асимптотической устойчивости по соответствующим группам переменных). 




Дискретные (конечно-разностные) системы широко применяются при 
моделировании дискретных во времени процессов. При этом они в сравне-
нии с непрерывными системами в ряде случае могут более точно отражать 
динамику моделируемых процессов. С другой стороны, дискретные систе-
мы являются дискретными приближениями или разностными схемами для 
непрерывных систем дифференциальных уравнений, а также составной ча-
стью гибридных (с импульсным эффектом) систем, эволюция которых про-
исходит в непрерывно-дискретном времени. Теории и методам качественно-
го исследования дискретных по времени систем посвящена обширная лите-
ратура, в том числе ряд монографий [42, 43, 143–145].  
В данной главе рассматривается нелинейная дискретная система ко-
нечно-разностных уравнений общего вида, для которой существует «ча-
стичное» (по некоторой части переменных) нулевое положение равновесия. 
Устойчивость и асимптотическая устойчивость данного положения равно-
весия в свою очередь анализируются также по отношению не ко всем опре-
деляющим его переменным, а только по отношению к их части. При этом 
делается допущение о том, что начальные возмущения переменных, не 
определяющих «частичное» положение равновесия, могут быть большими 
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(принадлежащими произвольному компактному множеству) по одной части 
и произвольными по оставшейся части этих переменных. Для случая нели-
нейных дифференциальных уравнений с непрерывной правой частью такие 
задачи рассмотрены в гл. 2. 
Для решения поставленных задач частичной устойчивости применя-
ется дискретный вариант метода функций Ляпунова в соответствующей мо-
дификации. Получены условия частичной устойчивости и частичной асимп-
тотической устойчивости указанного вида, обобщающие ряд известных ре-
зультатов по частичной устойчивости дискретных систем. Отмечается, что 
поскольку допущение о больших (в сравнении с допущением о произволь-
ных) начальных возмущениях переменных, не определяющих «частичное» 
положение равновесия, приводит к существенно более мягким требованиям 
к функциям Ляпунова, то предложенная комбинированная постановка задачи 
может оказаться приемлемым компромиссом между содержательным смыс-
лом понятия частичной устойчивости и соответствующими требованиями 
к функциям Ляпунова.   
В качестве следствий получены условия устойчивости и асимптотиче-
ской устойчивости по части переменных «полного» (по всем переменным) 
положения равновесия дискретных систем, также обобщающие известные 
результаты.  
На основе предложенной постановки задачи частичной устойчивости 
обсуждается вопрос унификации исследований частичной устойчивости 
стационарных и нестационарных дискретных систем. 
Получены условия частичной детектируемости линейных дискретных 
систем с постоянными коэффициентами, при выполнении которых асимптоти-
ческая устойчивость системы по одной части переменных означает ее асимпто-
тическую устойчивость по другой (бóльшей) части переменных. Эти условия 
предполагают анализ только структурной формы системы (без анализа ее 
асимптотической устойчивости по соответствующим группам переменных). 
 
 
5.2. Постановка задачи 
 
Рассмотрим  линейное действительное пространство n-мерных векто-
ров x с нормой  |x| = max |xi| (xi – i-я компонента вектора x). Введем разбие-
ние x = (yT, zT)T, где y  Rm, z  Rn-m (1 ≤ m ≤ n).  
Пусть дана нелинейная система дискретных (конечно-разностных) 
уравнений [42, 43, 143–145]  
 
x(k + 1) = X(k, x(k)), 
 
которую, с учетом сделанного разбиения x = (yT, zT)T, представим в виде двух 
групп уравнений  
 
                     y(k + 1) = Y(k, y(k), z(k)),  z(k + 1) = Z(k, y(k), z(k)).               (5.1) 
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В системе (5.1)  k = 0,1,2, … – дискретное время. 
Если имеет место условие Y(k, 0, z(k))  0,  то множество  
М = {x(k): y(k) = 0} 
является «частичным» положением равновесия системы (5.1).  
Имея в виду анализ устойчивости по отношению к части переменных 
«частичного» положения равновесия y(k) = 0 системы (5.1), предположим 
также, что y = (y1T, y2T)T. 
Будем считать, что вектор-функция X = (YT, Z T)T, определяющие пра-
вые части системы (5.1), непрерывна по x для каждого значения k = 0,1,2, … 
в области G = {|y1|  h, |y2| + |z| < ∞}. Кроме того, считаем, что для вектор-
функции X равномерно для каждого значения k = 0,1,2, … на каждом ком-
пактном множестве K из множества G выполнены условия Коши–Липшица 
по x.  
Тогда для каждой точки k0, x0 из области G существует единственное 
решение x(k; k0, x0) системы (5.1), а «частичное» положение равновесия 
y(k) = 0 является инвариантным множеством этой системы.   
Дополнительно предположим, что решения системы (5.1) (y2, z) – про-
должимы; это значит что решения системы (5.1) определены для всех k ≥ k0, 
при которых |y1(k, k0, x0)| < h.  
Представим компоненту z  вектора x в виде z = (z1T, z2T) и обозначим D  
область значений x0 таких, что |y0| < δ, |z10|  L, |z20| < ∞; область D∆ получает-
ся заменой δ на ∆. 
Определения. «Частичное» положение равновесия y(k) = 0 системы 
(5.1) при больших значениях z10 в целом по z20: 
5.1) y1-устойчиво (устойчиво по отношению к y1), если для любых 
ε > 0, k0 ≥ 0 и для любого наперед заданного числа L > 0 найдется 
δ(ε, k0, L) > 0 такое, что неравенство |y1(k, k0, x0)| < ε имеет место для всех 
k ≥ k0 и x0  D ;   
5.2) равномерно y1-устойчиво, если δ = δ(ε, L);  
5.3) равномерно асимптотически y1-устойчиво, если оно равномерно 
y1-устойчиво в смысле определения 5.2) и существует ∆(L) > 0 такое, что для 
произвольного решения x(k; k0, x0) системы (5.1), для которого x0  D∆, пре-
дельное соотношение |y1(k; k0, x0)| = 0, k → ∞ выполняется равномерно по 
k0, x0 из области k0 ≥ 0, x0  D∆ (для любых чисел  > 0, k0 ≥ 0 и любого напе-
ред заданного числа L > 0 найдется целое число T( L, ) > 0 такое, что 
|y1(k; k0, x0)| <  при всех k ≥ k0 + T( L, ), x0  D∆). 
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5.3. Условия устойчивости и асимптотической устйчивости  
по части переменных «частичных» положений равновесия 
 
Будем рассматривать однозначные непрерывные по x при каждом 
k = 0,1,2, … скалярные функции V = V(k, x), V(k, 0)  0, определенные в обла-
сти G. Аналогом производных таких функций в силу системы (5.1) являются 
соответствующие приращения этих функций, вычисляемые по формуле  
∆V = V(k + 1, X(k, x(k))) – V(k, x(k)). 
Для нахождения условий частичной устойчивости также рассмотрим: 
1) вспомогательные скалярные функции V*(k, y, z1), V*(y, z1) и вспомо-
гательные вектор-функции μ(k, x), w(x), непрерывные по x при каждом 
k = 0,1,2, … в области G;   
2) непрерывные монотонно возрастающие по r > 0 скалярные функции 
ai(r), ai(0) = 0 (i = 1,2,3).   
    
 
5.3.1. Условия устойчивости по части переменных 
 
Т е о р е м а  5.1. Допустим, что для системы (5.1), наряду с скалярной 
V-функцией, можно указать векторную функцию μ(k, x), μ(k, 0)  0 такие, 
что в области 
 




                                    V(k, x) ≥ a1(|y1| + |μ(k, x)|),                                 (5.3) 
 
                               ∆V = V(k + 1, X(k, x(k))) – V(k, x(k)) ≤ 0.                     (5.4) 
 
Тогда, при больших значениях z10 в целом по z20 «частичное» положе-
ние равновесия y(k) = 0 системы (5.1): 
1) y1-устойчиво, если, кроме того 
                                   V(k, x) ≤ V*(k, y, z1), V*(k, 0, z1)  0;                        (5.5) 
 
       2) равномерно y1-устойчиво, если  
 
                                     V(k, x) ≤ V*(y, z1), V*(0, z1)  0.                              (5.6) 
 
Д о к а з а т е л ь с т в о .  Для любых  ε > 0, k0 ≥ 0 и для любого наперед 
заданного числа L > 0, в силу непрерывности по x при каждом k = 0,1,2, … 
функции V, условий V(t, 0)  0 и (5.5), найдется δ(ε, k0, L) > 0 такое, что 
V(k0, x0) < a1(ε) при x0  D .   
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В результате, учитывая соотношения (5.3) и (5.4), для произвольного 
решения x(k; k0, x0), x0  D системы (5.1) имеем неравенства 
 
a1(|y1(k; k0, x0)| + |μ(k, x(k; k0, x0))|) ≤ V(k, x(k; k0, x0)) ≤ V(k0, x0) < a1(ε). 
 
Имея в виду свойства функции a1(r), получаем |y1(k; k0, x0)| < ε для всех 
k ≥ k0, x0  D. Первая часть теоремы доказана. 
Если условие (5.6) имеет место, то для любых ε > 0, k0 ≥ 0 и для любо-
го наперед заданного L > 0 найдется δ(ε, L) > 0 такое, что V(k0, x0) < a1(ε) при 
x0  D . Дальнейшее доказательство проводится аналогично.  
Теорема доказана.  
 
 
5.3.2. Условия асимптотической  устойчивости  
         по части переменных 
 
Т е о р е м а  5.2.  Допустим, что для системы (5.1), наряду с скалярной 
V-функцией, можно указать векторные функции μ(k, x),  μ(k, 0)  0 и w(x), 
w(0) = 0 такие, что в области (5.2) наряду с условиями 
                           a1(|y1| + |μ(k, x)|) ≤ V(k, x) ≤ a2(|y1| + |w(x)|),                          (5.7) 
 
                                  ∆V(k, x) ≤ –a3(|y1(k)| + |w(x(k)|),                                      (5.8) 
 
также выполнено условие (5.6). 
Тогда, «частичное» положение равновесия y(k) = 0 системы (5.1) рав-
номерно асимптотически y1-устойчиво при больших значениях z10 в целом по 
z20.  
Д о к а з а т е л ь с т в о .  Равномерная y1-устойчивость при больших 
значениях z10 в целом по z20 «частичного» положения равновесия y(k) = 0 си-
стемы (5.1) следует из теоремы 5.1.   
Для заданного положительного числа h1 выберем ∆(h1, L) > 0 такое, что 
из x0  D∆ следует неравенство V(k0, x0) < a1(h1) (это можно сделать на осно-
вании непрерывности V-функции по x при каждом k = 0,1,2, … , условия 
V(t, 0)  0 и условия (5.6)). Как и при доказательстве теоремы 5.1, можно по-
казать, что для произвольного решения x(k; k0, x0), x0  D∆ системы (5.1) 
имеют место соотношения  
a1(|y1(k; k0, x0)| + |μ(k, x(k; k0, x0))|) ≤ V(k, x(k; k0, x0)) ≤ V(k0, x0) < a1(h1).  
Следовательно, |y1(k; k0, x0)| < h1 для всех k ≥ k0, если x0  D∆.  
Пусть 0 <   <  и пусть T( L, ) > 0 есть первое целое число такое, что 
T(L, ) ≥
 2 1 1
1
3 2 1
2 ( ) ( )







Покажем, что V(k*, x(k*; k0, x0)) < a1() для некоторого k* (k0, k0 +T). 
Если, от противного, неравенство  
a1()  V(k, x(k; k0, x0))  a2(|y1(k; k0, x0)| + |μ(k, x(k; k0, x0))|) имеет место 
при k* (k0, k0 +T), тогда |y1(k*; k0, x0)| + |μ(k*, x(k*; k0, x0))| ≥ a21(a1()).  
В результате, получаем противоречивые соотношения  
a1()  V(k0 + T, x(k0 + T; k0, x0))  V(k0, x0) – 
 a3(a21(a1()))T < a(h1)  a3(a21(a1()))T < a1() 
и, следовательно, неравенство V(k*, x(k*; k0, x0)) < a1() имеет место для не-
которого k* (k0, k0 +T).  
Имея в виду, что V-функция является невозрастающей вдоль произ-
вольного решения x(k; k0, x0), x0  D∆ системы (5.1), при всех k ≥ k* имеем 
a1(|y1(k; k0, x0)|)  V(k, x(k; k0, x0))  V(k*, x(k*; k0, x0)) < a1(). 
В результате, неравенство |y1(k; k0, x0)| <  имеет место при всех 
k ≥ k0 +T > k*, если x0  D∆. Теорема доказана. 
Замечания. 
         1. Устойчивость по всем переменным «частичного» положения равно-
весия y(k) = 0 системы (5.1) рассмотрена в работе [43] в случае μ(k, x)  0 при 
условии |y0| < δ, где δ может зависеть не только от ε, k0, но и от  z0 (это усло-
вие эквивалентно условиям |y0| < δ, |z0| ≤ L, где δ зависит не только от ε, k0, но 
и от L). Поскольку при этом условия (5.5) и (5.6) слабее соответствующего 
условия V(k, 0, z)  0 в [43], то предложенная комбинированная постановка 
задачи может оказаться приемлемым компромиссом между содержательным 
смыслом понятия частичной устойчивости и соответствующими требования-
ми к функциям Ляпунова. Устойчивость по части переменных «частичного» 
положения равновесия дискретной системы (5.1) в литературе, по-видимому, 
не рассматривалась. 
2. Вспомогательная V-функция и ее приращение в силу системы (5.1) 
в сформулированных теоремах являются, вообще говоря, знакопеременными 
функциями в области 
                                   k ≥ 0,  |y1|  h1  h,  |y2| + |z| < ∞.                              (5.9) 
 
3. В рамках предложенного подхода существенно нелинейные V-
функции могут быть построены как квадратичные формы 
V(k, x)  V*(k, y1, μ(k, x)) переменных y1, μ, знакоопределенные по всем пере-
менным.  
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П р и м е р . Пусть система (5.1) состоит из уравнений 
 
y1(k + 1) = ½y1(k) + y2(k)z1(k), 
 
                                        y2(k + 1) = [½ − y1(k)y2(k)z1(k)]z1(k),                      (5.10) 
 
z1(k + 1) = [1 + 2y1(k)y2(k)z1(k)]y2(k),  z2(k + 1) = e
ky1(k)z2(k). 
 
Наряду с V-функцией V(x) = y12 + 2y22z12 также рассмотрим две вспомо-
гательные функции  μ1 = w1 = y2z1 такие, что для V-функции выполняются 
условия (5.3) и (5.7). Заметим, что, будучи нелинейной функцией перемен-
ных y1, y2, z1, в то же время V -функция является квадратичной формой пе-
ременных y1, μ1.  
В области (5.2) приращение ∆V данной V-функции в силу системы 
(5.10) оценивается следующим образом: 
 




2(k) [½ −y1(k)y2(k)z1(k)]2[1+ 2y1(k)y2(k)z1(k)]2 − y12(k) − 2y22(k)z12(k) = 
 
= 1/4y1
2(k) + y1(k)y2(k)z1(k) + y2
2(k)z1





6(k) − y12(k) − 2y22(k)z12(k) = 
 
 = −3/4y12(k) + y1(k)y2(k)z1(k) − ½y22(k)z12(k) – 
 
−4y12(k)y24(k)z14(k) + 8y14(k)y26(k)z16(k) = 
 
= −3/4y12(k) + y1(k)μ1(k) − ½μ12(k) −4y12(k)μ14(k) + 8y14(k)μ16(k)  
 
 −(y12(k) + μ12(k)),   = const  0. 
 
и в области (5.2) (но не в области (5.9)) выполняется условие (5.8). 
На основании теоремы 5.2 «частичное» положение равновесия 
y1(k) = y2(k) = 0 системы (5.10) равномерно асимптотически y1-устойчиво для 





Предположим, что система (5.1) имеет «полное» положение равнове-
сия х(k) = 0 (в этом случае система (5.1) может не иметь «частичного» поло-
жения равновесия y(k) = 0).  
Определения. Положение равновесия х(k) = 0 системы (5.1) [11]:  
5.4) y1-устойчиво, если для любых ε > 0, k0 ≥ 0 найдется δ(ε, k0) > 0 та-
кое, что неравенство |y1(k, k0, x0)| < ε имеет место для всех k ≥ k0 и |x0| < δ;  
5.5) равномерно y1-устойчиво, если δ = δ(ε);  
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5.6) равномерно асимптотически y1-устойчиво, если оно равномерно 
y1-устойчиво в смысле определения 5.5) и существует ∆ > 0 такое, что для 
произвольного решения x(k; k0, x0) системы (1.1), для которого |x0| < ∆ , пре-
дельное соотношение |y1(k; k0, x0)| = 0, k → ∞ выполняется равномерно по 
k0, x0 из области k0 ≥ 0, |x0| < ∆.  
Из доказанных в разд. 5.2 теорем, в частности, следуют следующие ре-
зультаты.  
С л е д с т в и е  5.1. Предположим, что для системы (5.1), наряду 
с скалярной V-функцией, можно найти векторную функцию μ(k, x), 
μ(k, 0)  0 такие, что в области (5.2) имеют место условия (5.3) и (5.4).   
Тогда, положение равновесия х(k) = 0 системы (5.1) y1-устойчиво. Ес-
ли, кроме того, V(k, x) ≤ V*(x) тогда, положение равновесия х(k) = 0 равно-
мерно y1-устойчиво.  
С л е д с т в и е  5.2. Предположим, что для системы (1.1), наряду с ска-
лярной V-функцией, можно найти векторные функции μ(k, x), μ(k, 0)  0 
и w(x), w(0) = 0 такие, что в области (5.2) имеют место условия (5.7) 
и (5.8). Тогда, положение равновесия х(k) = 0 системы (1.1) равномерно 
асимптотически y1-устойчиво.  
Замечания. 
1. Сформулированные следствия являются обобщением соответству-
ющих результатов, полученные в работах [143, 144, 146, 147]. Для сравнения, 
устойчивость по всем переменным положения равновесия x(k) = 0 рассмот-
рена в монографии [143]. Условия устойчивости по части переменных поло-
жения равновесия x(k) = 0 получены при предположениях |x0| < δ [144, 146] 
или |y0| < δ, |z0|  L [147], а также μ(k, x)  0, w(x)  0 [144, 146] или μ(k, x)  0 
[147]. Поэтому сформулированные результаты по устойчивости по части пе-
ременных положения равновесия x(k) = 0 являются более общими. 
2. Вспомогательная V-функция и ее приращение в силу системы (5.1) 
в сформулированных следствиях, вообще говоря, знакопеременными функ-
циями в области (5.9). 
          
 
5.4. К унификации исследований частичной устойчивости 
стационарных и нестационарных дискретных систем 
 
Вводя обозначения w1 = k, r = k  k0, нестационарную систему (5.1) 
представим в виде стационарной дискретной системы 
 
                            x(r + 1) = X(w1(r), x(r)), w1(r + 1) = w1(r) + 1.                   (5.11) 
 
Заметим, что решение x(k; k0, x0), k ≥ k0  нестационарной системы (1.1) 
эквивалентно определяется решением x(r; 0, x0), r ≥ 0 стационарной систе-
мы (6.1). 
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Если система (5.1) допускает положение равновесия х(k) = 0, то си-
стема (5.11) допускает «частичное» положение равновесия х(r) = 0. В ре-
зультате как задача устойчивости по части переменных нулевого положения 
равновесия, так и задача устойчивости «частичных» положений равновесия 
нестационарной системы (5.1) сводятся к задаче устойчивости по части пе-
ременных «частичного» положения равновесия стационарной системы 
(5.11). А именно, задача у-устойчивости положения равновесия х(k) = 0 не-
стационарной системы (5.1) сводится к задаче у-устойчивости «частичного» 
положения равновесия  х(r) = 0 стационарной системы (5.11), а задача устой-
чивости «частичного» положения равновесия у(k) = 0 нестационарной систе-
мы (5.1) сводится к задаче устойчивости «частичного» положения равновесия 
y(r) = 0 стационарной системы (5.11). Особенность такого сведения в том, что 
в случае равномерной (или неравномерной) по k0  частичной устойчивости 
исходной системы (5.1) постановки обеих задач частичной устойчивости для 
системы (5.11) должны отвечать требованию «в целом по w10» (или «при 
большом w10»). Поскольку при этом постановки обеих задач частичной 
устойчивости для системы (5.11) допускают как требование «в целом по z0», 
так и требование «при большом z0», то в результате приходим к необходимо-
сти анализа задач частичной устойчивости, рассмотренных в разд. 5.2. Кроме 
того, задача y1-устойчивости «частичного» положения равновесия у(k) = 0 
нестационарной системы (5.1) также сводится к задаче y1-устойчивости «ча-
стичного» положения равновесия  у(r) = 0 стационарной системы (5.11) в 
постановке, рассмотренной в разд. 5.2.    
Указанные выводы свидетельствует о принципиальном для теории 
частичной устойчивости дискретных систем характере рассмотренных 
в разд. 5.2 задач. Отметим, что ранее обсуждался вопрос унификации иссле-
дований в задачах устойчивости по всем переменным нестационарных дис-
кретных систем и задачах частичной устойчивости стационарных дискретных 
систем [43].  
 
 
5.5. Условия частичной детектируемости 
линейных дискретных систем 
 
Линейные дискретные по времени (разностные) системы давно и ши-
роко используются в теории и практике автоматического управления. Наря-
ду с задачей устойчивости по части переменных, для данного класса систем 
также рассмотрена задача нахождения решений по части переменных [148]. 
В этой связи небезынтересно проанализировать ранее не рассматри-
вавшуюся задачу частичной детектируемости линейных дискретных си-
стем, позволяющую найти условия, при выполнении которых асимптотиче-
ская устойчивость системы по одной части переменных означает ее асимп-
тотическую устойчивость по другой – бóльшей части переменных.  
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5.5.1. Постановка задачи 
 
Рассмотрим линейную дискретную систему с постоянными коэффици-
ентами 
                                       x(k + 1) = Ax(k),                                           (5.12) 
где A – постоянная матрица соответствующих размеров. 
По смыслу рассматриваемой задачи разделим входящие в вектор x пе-
ременные на три части 
x = (y1
T, y2
T, zT)T, y = (y1
T, y2
T)T, 
y1 Rl, y2 Rr, z  Rp  (l + r = m, m + p = n). 
Соответственно, представим систему (5.12) в виде трех групп уравне-
ний  
y1(k + 1) = A1y1(k) + B1y2(k) + C1z(k), 
 
y2(k + 1) = A2y1(k) + B2y2(k) + C2z(k),  
 
z(k + 1) = A3y1(k) + B3y2(k) + C3z(k), 
где Ai, Bi, Ci (i = 1, 2, 3) постоянные матрицы соответствующих размеров. 
Для линейных систем устойчивость (как по всем, так и по части пере-
менных) одного решения означает устойчивость (по тем же переменным) 
любого другого решения, так что можно говорить о соответствующей устой-
чивости системы. При этом система (5.12) асимптотически y1-устойчива (со-
ответственно, асимптотически  y-устойчива), если ее произвольное решение 
x(k; k0, x0) удовлетворяет предельному соотношению lim |y1(k; k0, x0)| = 0,  
k → ∞ (соответственно, lim |y(k; k0, x0)| = 0,  k → ∞). 
Определения. Линейная дискретная система (5.12): 
5.7) частично детектируема (а именно, y1/y-детектируема), если 
асимптотическая y1-устойчивость этой системы означает асимптотическую 
y-устойчивость;  




5.5.2. Условия частичной детектируемости 
 
Для нахождения условий y1/y-детектируемости (в виде условий на 
коэффициенты системы (5.12)) введем матрицы 
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Т е о р е м а  5.3. Если выполняется условие 
 
                                                 rank K1 = r + rank K2,                                   (5.13) 
 
то система (5.12) y1/y-детектируема. 
Д о к а з а т е л ь с т в о .  Для понимания «механизма» влияния струк-
турной формы линейной системы (5.12) на возникновение свойства y1/y-
детектируемости введем, следуя [8, 33], вспомогательные линейные системы  
                                          w1(k + 1) = A1
*w1(k),  w1 = (y1, µ1),                        (5.14) 
                                           w(k + 1) = A*w(k),  w = (y, µ2),                             (5.15) 
определяющие соответственно y1 и y-динамику исходной системы (5.12).  
Размерность этих систем (µ-систем по терминологии [5]), получаю-
щихся из исходной линейной системы (5.12) соответствующими линейными 
преобразованиями переменных, не превышает размерности системы (5.12). 
В системе (5.14) компоненты вектора µ1 являются линейными комбинациями 
компонент векторов y2, z,  а в системе (5.15) компоненты вектора  µ2  являют-
ся линейными комбинациями вектора z.  
Если размерности систем (5.14) и (5.15) одинаковы, то y1 и y-компо-
ненты решения x(k; k0, x0) системы (5.12) будут строиться на одних и тех же 
корнях характеристического уравнения данной системы. Это и будет озна-
чать y1/y-детектируемость системы (5.12).   
Размерность вспомогательной линейной дискретной системы (5.14) 
(как и в случае [8, 33] непрерывной линейной системы) равна l + rank K1, 
а размерность системы (5.15) равна l + r + rank K2. 
Поскольку при выполнении условия (5.13) размерности этих систем 
совпадают, то асимптотическая y1-устойчивость системы (5.12) может иметь 
место только в случае, когда имеет место асимптотическая y-устойчивость. 
Но это значит, что система (5.12) y1/y-детектируема. Теорема доказана. 
Аналогично можно получить условие существенной y1/y-детектируе-
мости системы (5.12). 
С л е д с т в и е  5.3. Если выполняется условие 
   rank K1 = r + rank K2  <  r + p,                             (5.16)  
причем среди корней характеристического уравнения системы (5.12) хотя 
бы один по модулю больше или равен 1, то система (5.12) существенно y1/y-
детектируема.  
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Замечания.  
1. Полученные условия (5.13), (5.16) частичной детектируемости 
предполагают анализ только структурной формы системы (5.12), без ана-
лиза ее асимптотической устойчивости по соответствующим группам пере-
менных. В этом смысле становится понятным, почему условия (5.13), (5.16) 
не охватывают случаи «слабых» связей в системе (5.12): например, случай 
нулевых матриц B1, C1, когда первая группа уравнений имеет вид 
y1(k + 1) = A1y1(k). Если эта подсистема асимптотически устойчива, то y1/y -
детектируемость системы (5.12) зависит от наличия свойства y2-
устойчивости подсистемы  
y2(k + 1) = B2y2(k) + C2z(k), z(k + 1) = B3y2(k) + C3z(k), 
но не от связей между указанными подсистемами. 
2. Из условия (5.13), как частный случай, следует условие rank 
K1 = r + p «полной» детектируемости (y1/x-детектируемости) системы (5.12).  
П р и м е р . Пусть система (5.12) состоит из уравнений (a – некоторая 
постоянная) 
y1(k + 1) = ½y1(k) + y2(k) + z1(k) – 2z2(k), 
y2(k + 1) =  ¾y2(k) − a[z1(k) – 2z2(k)], 
                                                                                                               (5.17) 
z1(k + 1) = − 2y1(k) + 2y2(k) + ¾z1(k), 
z2(k + 1) = − y1(k) + y2(k) + ¾z2(k). 
 
В данном случае l = r = 1, p = 2. Матрицы K1 и K2 имеют вид 
1
  1 3 4 9 16
  1 3 4 3 2 9 16 ,
2 2 3 2 3 9 8
К a a
a a





    1  3 4 3 4
.









В результате имеем 
 
rank K1 = r + rank K2 = 2 < r + p = 3 for a ≠ 0, 
 
rank K1 = 1 < r + rank K2 = 2 < r + p = 3 for a = 0, 
 
и условие (5.13) выполняется при всех a ≠ 0. Следовательно, система (5.17) 
y1/y-детектируема при всех a ≠ 0 на основании теоремы 5.3. 
В случае a = 0, хотя условие (5.13) не выполняется, система (5.17) так-
же y1/y-детектируема. В отличие от случая a ≠ 0, в данном случае y1/y-
детектируемость зависит от наличия свойства y2-устойчивости подсистемы 




Получены условия устойчивости и асимптотической устойчивости по 
части переменных «частичного» положения равновесия нелинейной дис-
кретной (конечно-разностной) системы в контексте метода функций Ляпу-
нова. В качестве следствий приводятся условия устойчивости и асимптоти-
ческой устойчивости по части переменных «полного» (по всем переменным) 
положения равновесия дискретных систем. Дано сравнение полученных ре-
зультатов с известными результатами по частичной устойчивости дискрет-
ных систем, а также с их аналогами для непрерывных систем. Рассмотрен 
пример, иллюстрирующий особенности предложенного подхода. 
Также показано, что предложенная постановка задач частичной 
устойчивости позволяет унифицировать исследования частичной устойчи-
вости стационарных и нестационарных дискретных систем. 
Получены условия частичной детектируемости линейных дискретных 
систем с постоянными коэффициентами, при выполнении которых асимпто-
тическая устойчивость системы по одной части переменных означает ее 
асимптотическую устойчивость по другой (бóльшей) части переменных. Эти 
условия предполагают анализ только структурной формы системы (без анали-
за ее асимптотической устойчивости по соответствующим группам перемен-
ных). 
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