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1. Introduction
Amongst four dimensional quantum field theories the N = 4 supersymmetric theories
for any non abelian gauge group enjoy a very special status. As was surmised from their
advent they are finite and have the maximal possible supersymmetry if gravity is excluded.
For a gauge group SU(n) the theory is parameterised by the coupling g together with
the associated vacuum angle θ and the moduli corresponding to non zero expectation
values of various scalar fields. In this case there are exact duality symmetries as was
also conjectured long ago by Montonen and Olive [1]. Conversely at the special point
where all expectation values are zero and there are no mass scales the theory has N = 4
superconformal symmetry.
Despite its intrinsic interest a full analysis of the consequences of N = 4 superconfor-
mal symmetry in four dimensions, which corresponds to the supergroup PSU(2, 2|4), has
yet to be completed, primarily due to the lack of a straightforward superfield formalism.
Primarily for N = 2, superconformal identities for correlation functions of various oper-
ators [2,3,4,5,6] have been obtained using harmonic superspace methods and such results
have also been extended to the N = 4 case. It is particularly desirable to explore fully the
implications for four point correlation functions since in this case the ordinary conformal
group leaves these undetermined up to one or more arbitrary functions of two conformal
invariants u, v.
Previously [7], see also [8], we discussed the four point function of four N = 1 chiral
superfields when eight linear differential equations involving four functions of u, v were
derived. Taking into account crossing symmetry constraints there was a unique solution
up to an overall constant. However this four point function was unphysical in that for it
to be non zero the scale dimensions of the fields had to be below their unitarity bound.
In general superconformal symmetry relates correlation functions for the different fields in
each supermultiplet which are expressed in terms of the correlation functions for the lowest
weight (or dimension) operators in each supermultiplet. For N = 2, 4 superconformal
symmetry there are potential additional constraints on correlation functions of the lowest
weight operators themselves when some of these fields belong to short supermultiplets of the
superconformal group. Any supermultiplet forming a representation of the superconformal
group may be generated by the successive action of superconformal transformations on a
lowest weight operator with the scale dimension increasing by 12 between each level. Here
operators belonging to level n are obtained by n superconformal transformations acting on
the lowest weight operators. The operators present at each level are naturally classified in
terms of representations of the R symmetry and spin group. If d is the number of lowest
weight operators with scale dimension ∆, corresponding to an irreducible representation of
the R-symmetry group and spin group with dimension d, then in a generic long multiplet,
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without any restriction on ∆, there are 28d or 216d, for N = 2 or N = 4, operators
in the supermultiplet and nmax = 8 or 16 respectively. For the simplest BPS-like short
supermultiplets one of the representations, which would be present in a general multiplet,
is missing at the first level, so that there are less than 8d or 16d, for N = 2 or N = 4,
operators with dimension ∆+ 12 . Under the action of superconformal transformations there
are consequential restrictions on the representation content at higher levels leaving then a
truncated multiplet with a reduced maximum level. Such short multiplets are present only
if the lowest weight operator belongs to particular representations and has a corresponding
value of ∆ [9].
For N = 4, the AdS/CFT correspondence may be applied most simply to obtain
correlation functions for chiral primary operators which are scalar fields transforming under
the SU(4) R-symmetry according to the representations with Dynkin labels [0, p, 0], p =
2, 3, . . ., and having scale dimension ∆ = p. These are the lowest weight operators for
short supermultiplets whose total dimension is proportional to 28 and nmax = 4. The
existence of constraints at the first level under superconformal transformations leads to
integrability conditions for four point correlation functions of such chiral primary operators
which become linear differential relations on the associated invariant functions of u, v.
In this paper we mostly consider N = 4 superconformal symmetry for correlation
functions involving the short supermultiplet for p = 2, when the representation [0, 2, 0]
has dimension 20, which is the simplest case of relevance. This example is of particular
significance since this supermultiplet contains the energy momentum tensor as well as the
R-symmetry current. Even in this case the short multiplets are quite large so in some cases
we consider also examples with N = 2 and even N = 1 superconformal symmetry. Our
discussion is based on using directly the superconformal transformation properties of the
component fields in each supermultiplet without any need for considering superspace. Al-
though in general superspace techniques provide considerable calculational simplifications
this is perhaps less evident for N = 4. The crucial integrability conditions arise just by
considering the action of superconformal transformations on the lowest weight operators.
However for illustration we give the full superconformal transformations for all fields in the
p = 2 supermultiplet since this allows us to obtain some results for correlation functions
involving the energy momentum tensor itself.
For the four point function of four chiral primary operators with p = 2 the integrability
conditions necessary for superconformal symmetry give six linear differential relations on
the initially six independent functions of u, v corresponding to the number of irreducible
representations appearing in the tensor product [0, 2, 0]⊗[0, 2, 0]. The corresponding result
for N = 2 using harmonic superspace was given in [3] and this was extended to N = 4 for
the four point function of interest here in [10]. Without imposing any conditions following
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from crossing symmetry the linear partial differential equations may be solved in terms of
one arbitrary function G of u, v as well as some single variable functions. Here we express
these as functions of z, x which are related to u, v by u = zx, v = (1 − z)(1 − x). The
essential dynamics is then contained in G(u, v).
It is our aim to relate the general analysis of superconformal invariance for the four
point function to the operator product expansion. Previous discussions, both for weak
coupling using O(g2) perturbative results [11] and also for strong coupling for largeN using
results from the AdS/CFT correspondence [12], have considered the contributions in the
operator product expansion to the four point function of operators belonging to different
SU(4) representations independently. The various operators in the same supermultiplet
must of course have related scale dimensions and hence for a long supermultiplet the same
anomalous dimensions. However for operators of free dimension 4 and higher in N = 4
supersymmetric gauge theories there are in general several with same spin and belonging to
the same SU(4) representation. In such situations there can then be a complicated mixing
problem to solve before the independent anomalous dimensions can be disentangled. In
this work we consider the contribution of complete supermultiplets, in both long and
short representations, to the operator product expansion which thereby avoids having to
consider operator mixing unless there are degenerate supermultiplets in the free theory.
The contribution of a supermultiplet in the operator product expansion to the four point
correlation function satisfies the necessary superconformal identities, although not the
crossing symmetry properties, of the full correlation function. Using a basis for the six
invariant functions of u, v, denoted by AR(u, v), which correspond to contributions of
operators in the operator product expansion belonging to SU(4) representations labelled
by their dimensions R = (1, 15, 20, 84, 105, 175), then constraints arise since they each may
be expressed in terms of just the single function G(u, v).
For application to long supermultiplets the essential observation is that, if the low-
est weight operator is a SU(4) singlet, there is just one operator in the supermultiplet
belonging to the representation of dimension 105. It is convenient to therefore take
A105(u, v) = u
4G(u, v) which then gives the remaining AR(u, v) in terms of G(u, v)
multiplied by simple polynomials in u, v. For a single long supermultiplet we take
A105(u, v) = u
1
2 (∆+4−ℓ)G
(ℓ)
∆+4(u, v), which represents the contribution of a single opera-
tor of dimension ∆ + 4 and spin ℓ (so that the SO(3, 1) representation is (j, j) where
ℓ = 2j), together with its derivatives, in the operator product expansion. Explicit simple
formulae, in four dimensions, for G
(ℓ)
∆ (u, v) were found by us [13] earlier which are natu-
rally expressed in terms of the variables z, x mentioned above. Using various recurrence
relations, which may be derived from this explicit result, the other AR(u, v) may then be
expressed as a sum of contributions involving G
(ℓ′)
∆′ (u, v), for suitable ∆
′, ℓ′, corresponding
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to operators in the operator product expansion with dimension ∆′ and spin ℓ′. Depending
on R, ∆′ ranges from ∆ to ∆ + 8 and ℓ′ from ℓ − 4 to ℓ + 4. The associated operators
correspond exactly with those expected in a long supermultiplet where the lowest weight
operator is a singlet of dimension ∆ and spin ℓ. A crucial consistency check is that the
coefficients of all G
(ℓ′)
∆′ (u, v) are positive, as required by unitarity.
We also consider the role of the single variable functions of z, x which are present
in the general solution of the superconformal identities as well as G(u, v). There are two
such functions for the case of interest here and they are related to the operator product
expansion for various short multiplets which have no anomalous dimensions. This ties
in nicely with the argument [10] that these functions receive no perturbative corrections
beyond the free theory form.
An alternative approach to discussing the compatibility of the operator product expan-
sion with superconformal symmetry, as expressed in the reduction of the operator product
contributions for a representation R to the four point function AR in terms of a single
unknown conformal invariant G(u, v) were given in [14]. Our results are in accord with [14]
but go further in that they identify a special role for A105 and make extensive use of the
explicit form for G
(ℓ)
∆ (u, v) obtained in [13]. In our approach, besides the contributions of
the well known [9] short multiplets with lowest weight operators scalar fields belonging to
the 20, 105 and 84 dimensional representations, there are also in general supermultiplets
with lowest weight operators in the 20 and 15-representations which have protected scale
dimensions ∆ = ℓ+4, for spin ℓ = 0, 2, . . . and ℓ = 1, 3, . . . respectively. The existence of a
protected scalar operator with ∆ = 4 contributing to the operator product expansion for
the four point function was shown in [12,11] and discussed further in [14,15,16].
With the aid of this formalism it is easy to rederive and extend results for both weak
and strong coupling. Thus the Konishi supermultiplet and its higher spin partners, which
in free field theory have scale dimension ∆ = ℓ + 2, ℓ = 0, 2 . . ., develop an anomalous
dimension to first order in g2,
ηℓ =
g2N
2π2
ℓ+2∑
j=1
1
j
, (1.1)
which extends the results of Anselmi [17] for the first three cases. Our results allow this
to be extended to cases when the free field dimension is ∆ = ℓ+ 2t, t = 2, 3, . . . when the
anomalous dimensions are O(g2N/N2) for largeN . Corresponding results are for large g2N
and large N using results [18] from supergravity calculations in the AdS/CFT correspon-
dence for G(u, v). In this discussion we adopt the simplest assumption of neglecting any
possible mixing between supermultiplets contributing to the operator product expansion
having the same quantum numbers at zeroth order in g2 or 1/N . This requirement is of
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course not valid for individual operators in SU(N) N = 4 supersymmetric gauge theories
but, without as yet a detailed analysis, does not seem to be invalid for complete supermulti-
plets. If this does not hold, and further the assumption that the lowest dimension operator
in a long supermultiplet with ∆ unrestricted is a SU(4)R singlet needs modification, then
analysis of the four point function of chiral primary operators belonging to the p = 2
supermultiplet by itself is not sufficient to determine the full spectrum of operators con-
tributing to the operator product expansion. Our results are fully consistent with U(1)Y
bonus symmetry [19,20], where U(1)Y is an external automorphism of PSU(2, 2|4) which
acts analogously to the U(1)R R-symmetry group in N = 1 superconformal symmetry and
also to U(1) ∈ U(2)R for N = 2.
The arrangement of this paper is then as follows. In the next section, following a sim-
pler discussion for N = 1, 2 superconformal symmetry we list the fields belonging to the
p = 2 short supermultiplet containing the energy momentum tensor and then describe their
transformations under N = 4 superconformal symmetry verifying the required closure of
the superconformal algebra. In section 3 we consider the two and three point functions for
this supermultiplet showing how these may be determined by using superconformal trans-
formations in terms of the two and three point functions for the lowest dimension chiral
primary operators. By successive superconformal transformations the three point function
of the energy momentum tensor is derived starting from the basic three point function
for three chiral scalars belonging to the 20 dimensional representation. In section 4 the
analysis is extended to the case when one of the operators belongs to a long supermultiplet.
We recover from the superconformal transformation rule for a lowest weight scalar field
belonging to a SU(4)R [q, p, q] representation the usual conditions for multiplet shortening
by determining the values of the dimension ∆ when superconformal transformations on the
lowest weight operator have a non trivial cokernel at the first level. Singlet operators may
contribute to the three point function for arbitrary scale dimension ∆ but we show that
for non singlet operators ∆ is constrained. In section 5 we obtain the necessary integra-
bility conditions on the four point function of chiral primary operators which follow from
N = 2 and N = 4 superconformal symmetry. The resulting linear differential equations are
solved in section 6 and used to express the different AR, which correspond to contributions
from representation R to the four point function, in terms of a single invariant function
G(u, v). Sections 7 and 8 then describe the analysis in terms of the operator product ex-
pansion making clear how the contributions of long and various short supermultiplets may
be separated. In accord with section 4 we find that there are contributions associated with
operators belonging to the 20 and 15 dimensional representations where ∆ = 4 + ℓ, for ℓ
even or odd respectively. These results are applied in the N = 4 case for weak coupling
and formulae for anomalous dimensions are obtained including (1.1). Where appropriate
they are identical with previous results.
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Several technical details are contained in four appendices. Appendix A lists our con-
ventions for SU(4) gamma matrices together with other relevant notation and also contains
some of the algebraic details necessary for the derivation of the integrability conditions for
the N = 4 four point function in section 5. Appendix B describes the short multiplet
based on a [0, p, 0] chiral primary operator and also discusses the shortening conditions
for multiplets whose lowest weight operator belongs to the (j, 0) spin representation, ex-
tending the results of section 4. Appendix C exhibits the result obtained in [13] for the
contribution of an operator ∆ and spin ℓ in the operator product expansion for the four
point function and then derives recurrence relations, using properties of standard hyper-
geometric functions, for 12 (1± v)G
(ℓ)
∆ (u, v) in terms of G
(ℓ′)
∆′ (u, v) for suitable ∆
′, ℓ′. These
relations, which are analogous in the ordinary partial wave expansion to results such as
(2ℓ+ 1)zPℓ(z) = (ℓ+ 1)Pℓ+1(z) − ℓPℓ−1(z) for Legendre polynomials, are required to ob-
tain the operator product expansion results compatible with superconformal symmetry in
sections 7 and 8. Finally in appendix D we use general relations for AdS/CFT integrals
to show how the supergravity results in [18] may be reduced to a form in agreement with
superconformal symmetry and also significantly simplified to a single D function defined
by integrals on AdS5.
2. Superconformal Transformations on Fields
The action of an infinitesimal conformal transformation on fields with a finite number
of components is straightforward. A quasi-primary field O(x), following [21], transforms
as
δO = −v·∂O − 1
2
ωˆabsabO −∆λˆ O , (2.1)
where ∆ is the scale dimension and sab = −sba are the appropriate spin matrices, obeying
the algebra of Sl(2,C) or O(3, 1), acting on O. For a general conformal transformation we
have
va(x) = aa + ωabx
b + λxa + bax2 − 2b·xxa ,
λˆ(x) = λ− 2b·x , ωˆab(x) = ωab + 4b[axb] ,
(2.2)
where va is a conformal Killing vector and λˆ, ωˆab represent associated local infinitesimal
scale transformations, rotations. In four dimensions for extension to supersymmetry it is
more useful to rewrite in terms of spinor notation1
v˜(x) = a˜ + ω¯x˜− x˜ω + λ x˜ + x˜bx˜ , (2.3)
1 Thus 4-vectors are identified with 2 × 2 matrices using the hermitian σ-matrices
σa, σ˜a, σ(aσ˜b) = −ηab1, xa → xαα˙ = xa(σa)αα˙, x˜α˙α = xa(σ˜a)α˙α = ǫαβǫα˙β˙xββ˙, with inverse
xa = − 1
2
tr(σax˜). We have x·y = xaya = − 12 tr(x˜y).
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where ωab → ωα
β = −14ω
ab(σaσ˜b)α
β , ω¯α˙β˙ = −
1
4ω
ab(σ˜aσb)
α˙
β˙ . With the definition in (2.2)
we then have
ωˆα
β(x) = ωα
β + 12(x b˜− b x˜)α
β , ˆ¯ωα˙β˙(x) = ω¯
α˙
β˙ +
1
2(x˜ b− b˜ x)
α˙
β˙ . (2.4)
For the superconformal group SU(2, 2|N ) in four dimensions the conformal group
SU(2, 2) is extended by the usual Grassman supertranslations ǫi
α, ǫ¯ iα˙ and also their
conformal extensions ηiα˙, η
i
α, i = 1, . . .N , as well as the appropriate R-symmetry group.
The critical cases are of course N = 2 and N = 4, when the superconformal group
reduces to PSU(2, 2|4) by removal of an ideal, although for orientation we briefly consider
N = 1. The formulae for infinitesimal supertransformations are naturally written in terms
of Killing spinors,
ǫˆi
α(x) = ǫi
α − i ηiα˙x˜
α˙α , ˆ¯ǫ iα˙(x) = ǫ¯ iα˙ + i x˜α˙αηiα . (2.5)
For N = 1 we consider just the complex component fields, ϕ, ψα, F belonging to a
chiral scalar superfield for which the crucial transformation rules, dropping the index i for
this case, are
δϕ = ǫˆαψα ,
δψα = 2i ∂αα˙ϕ ˆ¯ǫ
α˙ + 4q ϕ ηα + εαβ ǫˆ
β F
δF = 2i εα˙β˙∂
β˙βψβ ˆ¯ǫ
α˙ − 4(q − 1) εαβψβ ηα ,
(2.6)
The algebra is readily seen to close on an ordinary conformal transformation together with
a U(1)R transformation,
[δ2, δ1]ϕ = − v·∂ϕ− q σϕ ,
[δ2, δ1]ψα = − v·∂ψα + ωˆα
βψβ −
(
(q − 12)σ + σ¯
)
ψα ,
[δ2, δ1]F = − v·∂F −
(
(q − 1)σ + 2σ¯
)
F ,
(2.7)
for
v˜ = 4i(ˆ¯ǫ1ǫˆ2 − ˆ¯ǫ2ǫˆ1) , (2.8)
and
σ = 4(ǫˆ2η1 − ǫˆ1η2) , σ¯ = 4(η1ˆ¯ǫ2 − η2ˆ¯ǫ1
)
, ωˆα
β − 12δα
βσ = 4(η1αǫˆ2
β − 1↔ 2) . (2.9)
It is easy to see that (2.8) can be expanded in the form (2.3) showing that the right hand
side of (2.7) is of the form of a conformal transformation as in (2.1) with λˆ = 12(σ + σ¯),
and with the coefficient of σ− σ¯ corresponding to the U(1)R charge. In (2.6) q is then the
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scale dimension of ϕ, for free fields q = 1, but as is well known [22], it also determines the
U(1)R charge.
For N = 2 we consider the simplest gauge invariant short multiplet involving scalar
fields ϕij = ϕji, ρ, τ , spinors ψiα, χiα˙ and a conserved vector Jαα˙, ∂
α˙αJαα˙ = 0, with
i, j = 1, 2 here SU(2) indices. The action of supersymmetry transformations generating
the short supermultiplet from ϕij is conveniently summarised diagrammatically, with ǫ
and ǫ¯ corresponding to ւ and ց respectively, as follows
ϕij
ւ ց
ψiα χiα˙
ւ ց ւ ց
ρ Jαα˙ τ
(2.10)
In detail the transformation formulae are
δϕij = ǫˆ (i ψj) + εikεjl χ(k ˆ¯ǫl) ,
δψiα = 2i ∂αα˙ϕ
ij ˆ¯ǫ α˙j + 8ϕ
ij ηjα + ρ εαβ ǫˆ
iβ + εij Jαα˙ˆ¯ǫ
α˙
j ,
δχ iα˙ = − 2i ǫˆ
jα∂αα˙ εikεjlϕ
kl + 8 ηjα˙ εikεjlϕ
kl + εα˙β˙ˆ¯ǫ
β˙
i τ − εij ǫˆ
jαJαα˙ ,
δρ = 2i εα˙β˙∂
β˙βψjβ ˆ¯ǫ
α˙
j − 4 ε
αβψjβ ηjα ,
δτ = − 2i ǫˆ jα εαβ χjβ˙
←−
∂ β˙β − 4 ηjα˙ε
α˙β˙ χjβ˙ ,
δJαα˙ = − i ǫˆ
iβ ∂αα˙εijψ
j
β + 2i εαβεα˙β˙ ǫˆ
iβ ∂β˙γεijψ
j
γ − 6 εijψ
j
α η
i
α˙
− i εij χjβ˙
←−
∂αα˙ ˆ¯ǫ
β˙
i + 2i εαβεα˙β˙ε
ij χjγ˙
←−
∂ γ˙β ˆ¯ǫ β˙i + 6 ηiα ε
ijχ jα˙ .
(2.11)
The coefficients are determined by closure of the algebra to give
[δ2, δ1]ϕ
ij = − v·∂ϕij − (σ + σ¯)ϕij + tˆikϕ
kj + tˆikϕ
ik ,
[δ2, δ1]ψ
i
α = − v·∂ψ
i
α + ωˆα
βψiβ −
(
σ + 3
2
σ¯
)
ψiα + tˆ
i
jψ
j
α ,
[δ2, δ1]χiα˙ = − v·∂χiα˙ − χiβ˙ ˆ¯ω
β˙
α˙ −
(
3
2
σ + σ¯
)
χiα˙ − χjα˙tˆ
j
i ,
[δ2, δ1]ρ = − v·∂ρ− (σ + 2σ¯)ρ ,
[δ2, δ1]τ = − v·∂τ − (2σ + σ¯)τ ,
[δ2, δ1]Jαα˙ = − v·∂Jαα˙ + ωˆα
βJβα˙ − Jαβ˙ ˆ¯ω
β˙
α˙ −
3
2
(σ + σ¯)Jαα˙ .
(2.12)
Here, in addition to (2.8) and (2.9) with implicit summation over the SU(2) indices, we
have
ˆ¯ωα˙β˙ +
1
2δ
α˙
β˙σ¯ = 4
(
ˆ¯ǫ1
α˙η2β˙ − 1↔ 2
)
,
tˆij + δ
i
j(σ¯ − σ) = 4
(
ǫˆ1
iαη2jα + η1
i
α˙ˆ¯ǫ2
α˙
j − 1↔ 2
)
.
(2.13)
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tˆij , tˆ
i
i = 0, represents an infinitesimal SU(2) transformation of the fields which is part of
the U(2) R-symmetry group in this case. In (2.11) the result for δJαα˙ is also compatible
with the conservation equation ∂α˙αJαα˙ = 0, which is necessary to obtain the result for
[δ2, δ1]Jαα˙. For each field (2.12) is of the required form
[δ2, δ1]O = −v·∂O −∆
1
2 (σ + σ¯)O + r
1
2(σ − σ¯)O −
1
2 ωˆ
absabO + tˆaRaO , (2.14)
where r is the U(1)R charge, Ra are the appropriate generators of SU(2)R with tˆa = tr(tˆτa),
for τa the usual Pauli matrices.
For N = 4 the fields in the corresponding self-conjugate short supermultiplet prolifer-
ate. For the appropriate SU(4) R-symmetry and spin representations they are listed, with
the necessary constraints, in the table below.
SU(4) rep SU(4) dim (j1, j2) field field constraints field dim
[0,2,0] 20 (0, 0) ϕrs ϕrs = ϕ(rs), ϕrr = 0 20
[0,1,1] 20 ( 1
2
, 0) ψirα γrψr = 0 40
[1,1,0] 20 (0, 12) ψ
i
rα˙ ψrγ¯r = 0 40
[0,1,0] 6 (1, 0) frαβ frαβ = fr(αβ) 18
[0,1,0] 6 (0, 1) f rα˙β˙ f rα˙β˙ = f r(α˙β˙) 18
[0,0,2] 10 (0, 0) ρij ρij = ρ(ij) 10
[2,0,0] 10 (0, 0) ρ ij ρ ij = ρ( ij) 10
[1,0,1] 15 ( 12 ,
1
2) Jrsαα˙ Jrsαα˙ = J[rs]αα˙, ∂
α˙αJrsαα˙ = 0 45
[0,0,1] 4 ( 12 , 0) λiα 8
[1,0,0] 4 (0, 12) λ
i
α˙ 8
[1,0,0] 4 (1, 1
2
) Ψiαβα˙ Ψαβα˙ = Ψ(αβ)α˙, ∂
α˙αΨαβα˙ = 0 16
[0,0,1] 4 ( 12 , 1) Ψiαα˙β˙ Ψαα˙β˙ = Ψα(α˙β˙), ∂
α˙αΨαα˙β˙ = 0 16
[0,0,0] 1 (0, 0) Φ 1
[0,0,0] 1 (0, 0) Φ 1
[0,0,0] 1 (1, 1) Tαβα˙β˙ Tαβα˙β˙ = T(αβ)(α˙β˙), ∂
α˙αTαβα˙β˙ = 0 5
Here i, j = 1, . . .4 are SU(4) indices and r, s = 1, . . .6 correspond to SO(6), other details
of the notation are given in appendix A. The matrices γijr = −γ
ji
r and γ¯rij = −γ¯rji give the
explicit identification of the 6-dimensional representation of SO(6) with the antisymmetric
tensor products 4 × 4 and 4¯ × 4¯ for SU(4). From the last column it is easy to see that
there are 128 bosonic and also 128 fermionic degrees of freedom. This is the simplest
gauge invariant supermultiplet arising in N = 4 supersymmetric gauge theories, besides
the SU(4) current it of course contains the energy momentum tensor. For N = 4 gauge
theories Φ ∝ F 2 + iF F˜ , where F is the field strength and F˜ is its dual.
In a similar fashion to (2.10) the supersymmetry transformations on this multiplet
9
may be represented diagrammatically by
∆
2 ϕrs
ւ ց
5
2 ψirα ψ
i
rα˙
ւ ց ւ ց
3 frαβ, ρij Jrsαα˙ f rα˙β˙, ρ
ij
ւ ց ւ ց ւ ց
7
2 λiα Ψ
i
αβα˙ Ψiαα˙β˙ λ
i
α˙
ւ ց ւ ց
4 Φ Tαβα˙β˙ Φ
Y 2 32 1
1
2 0 −
1
2 −1 −
3
2 −2
(2.15)
where we list the scale dimension ∆ and also the Y -charge corresponding to the U(1)Y
bonus symmetry [19]. Disregarding those which may be obtained by conjugation the rele-
vant supersymmetry transformations are, suppressing explicit SU(4) indices when conve-
nient by assuming for example ψrα is a column vector with ψrα
t its transpose, then
δϕrs = − ǫˆγ(rψs) + ψ(rγ¯s)ˆ¯ǫ ,
δψrα = i∂αα˙ϕrs γ¯sˆ¯ǫ
α˙ + 4ϕrs γ¯sηα − frαβ ǫˆ
β t − 16 fsαβ γ¯rγsǫˆ
β t
+ ρ εαβ ǫˆ
β t + Jrsαα˙ γ¯sˆ¯ǫ
α˙ + 1
6
Jstαα˙ γ¯rγsγ¯tˆ¯ǫ
α˙ ,
δfrαβ = 2i ψ
t
r(α
←−
∂β)α˙ ˆ¯ǫ
α˙ + 12ψ tr(α ηβ) − ε(α|γ ǫˆ
γ t γr λβ) + 2Ψ
t
αβα˙ γ¯r ˆ¯ǫ
α˙ ,
δρij = − i εα˙β˙ˆ¯ǫ
kβ˙ γ¯rk(i∂
α˙αψrj)α + 2 ε
αβηkβ γ¯rk(i ψrj)α + ǫˆ(i λj) ,
δJrsαα˙ = 2i ǫˆ
βγ[rψs]α
←−
∂βα˙ − i ǫˆ
βγ[rψs]β
←−
∂αα˙ − 6 ηα˙ γ[rψs]α
+ 2i ∂αβ˙ψ[rα˙ γ¯s] ˆ¯ǫ
β˙ − i ∂αα˙ψ[rβ˙ γ¯s] ˆ¯ǫ
β˙ + 6ψ[rα˙ γ¯s] ηα
+ ǫˆβγ[rγ¯s]Ψβαα˙ +Ψαα˙β˙ γ[rγ¯s] ˆ¯ǫ
β˙ ,
δλα = i ε
βγfrαγ
←−
∂βα˙ γ¯r ˆ¯ǫ
α˙ + 2 εβγfrαγ γ¯r ηβ + 2i ∂αα˙ρ ˆ¯ǫ
α˙ + 12 ρ ηα + Φ εαβ ǫˆ
β t ,
δΨαβα˙ = −
1
2 i frαβ
←−
∂γα˙ γr ǫˆ
γ t + 13 i frγ(α
←−
∂β)α˙ γr ǫˆ
γ t + 43 frαβ γr ηα˙
t
− 1
4
i ∂(αγ˙ Jrsβ)α˙ γrγ¯s ˆ¯ǫ
γ˙ + 1
12
i ∂(αα˙ Jrsβ)γ˙ γrγ¯s ˆ¯ǫ
γ˙ − 4
3
Jrs(αα˙ γrγ¯s ηβ)
+ Tαβα˙β˙ ˆ¯ǫ
β˙ ,
δΦ = 2i εα˙β˙ˆ¯ǫ
β˙t∂α˙αλα − 8 ε
αβηβ
tλα ,
δTαβα˙β˙ = 2i ǫˆ
γ∂γ(α˙Ψαββ˙) − i ǫˆ
γ∂(α(α˙Ψγ|β)β˙) − 10 η(α˙Ψαββ˙)
− 2iΨ(αα˙β˙
←−
∂β)γ˙ ˆ¯ǫ
γ˙ + iΨ(α(α˙|γ˙
←−
∂β)β˙) ˆ¯ǫ
γ˙ − 10Ψ(αα˙β˙ ηβ) . (2.16)
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These formulae are consistent with the conservation equations listed in the table and lead
to
[δ2, δ1]ϕrs = − v·∂ϕrs − 2λˆ ϕrs + tˆrt ϕts + tˆst ϕrt ,
[δ2, δ1]ψirα = − v·∂ψirα + ωˆα
βψirβ −
5
2
λˆ ψirα + tˆi
j ψjrα + tˆrs ψisα ,
[δ2, δ1]frαβ = − v·∂frαβ + ωˆα
γfrγβ + ωˆβ
γfrαγ − 3λˆ frαβ + tˆrs fsαβ ,
[δ2, δ1]ρij = − v·∂ρij − 3λˆ ρij + tˆi
kρkj + tˆj
kρik ,
[δ2, δ1]Jrsαα˙ = − v·∂Jrsαα˙ + ωˆα
βJrsβα˙ − Jrsαβ˙ ˆ¯ω
β˙
α˙ − 3λˆ Jαα˙ + tˆrt Jtsαα˙ + tˆst Jrtαα˙ ,
[δ2, δ1]λiα = − v·∂λiα + ωˆα
βλiβ −
7
2 λˆ λiα + tˆi
j λjα ,
[δ2, δ1]Ψ
i
αβα˙ = − v·∂Ψ
i
αβα˙ + ωˆα
γΨiγβα˙ + ωˆβ
γΨiαγα˙ −Ψ
i
αββ˙
ˆ¯ωβ˙ α˙ −
7
2
λˆΨiαβα˙ −Ψ
j
αβα˙tˆj
i ,
[δ2, δ1]Tαβα˙β˙ = − v·∂Tαβα˙β˙ + ωˆα
γTγβα˙β˙ + ωˆβ
γTαγα˙β˙ − Tαβγ˙β˙ ˆ¯ω
γ˙
α˙ − Tαβα˙γ˙ ˆ¯ω
γ˙
β˙
− 4λˆ Tαβα˙β˙ ,
[δ2, δ1]Φ = − v·∂Φ− 4λˆΦ . (2.17)
The definition of va is as in (2.8) while
tˆrs = − 2
(
ǫˆ1γ[rγ¯s]η2 − η2γ[rγ¯s]ˆ¯ǫ1 − 1↔ 2
)
,
tˆi
j = 4
(
ǫˆ1i η2
j − η2i ˆ¯ǫ1
j − trace(ij)− 1↔ 2
)
,
(2.18)
generate local SU(4) transformations and
ωˆα
β = 4
(
η1α
i ǫˆ2i
β − trace(αβ)− 1↔ 2
)
, ˆ¯ωα˙β˙ = 4
(
ˆ¯ǫ1
iα˙ η2iβ˙ − trace(α˙β˙)− 1↔ 2
)
,
λˆ = 2
(
ǫˆ2η1 + η1ˆ¯ǫ2 − 1↔ 2
)
,
(2.19)
represent infinitesimal local rotations and scale transformations.
3. Two and Three Point Correlation Functions
The superconformal transformations obtained in (2.6), (2.11) and (2.16) allow corre-
lation functions of the fields in the relevant supermultiplets to be related. This is shown
most clearly in the case of two point functions which are a precursor to considering higher
point functions later.
For the simplest N = 1 case we start from the two point correlation function for the
scalar field ϕ in the basic chiral supermultiplet
〈
ϕ(x1)ϕ(x2)
〉
=
1
r q12
, (3.1)
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with a convenient choice of normalisation, and where
rij = (xi − xj)
2 . (3.2)
The basic superconformal identity here requires
〈
ψα(x1) δϕ(x2)
〉
+
〈
δψα(x1)ϕ(x2)
〉
= 0 . (3.3)
Using (2.6) in (3.3) with (3.1) then gives
〈
ψα(x1)ψα˙(x2)
〉
ˆ¯ǫ α˙(x2) = −2i∂αα˙
1
r q12
ˆ¯ǫ α˙(x1)− 4q
1
r q12
ηα = 4iq
x12αα˙
r q+112
ˆ¯ǫ α˙(x2) , (3.4)
where we use ˆ¯ǫ α˙(x1) = ˆ¯ǫ
α˙(x2) + ix˜
α˙α
12 ηα. Hence it is clear that
〈
ψα(x1)ψα˙(x2)
〉
= 4iq
x12αα˙
r q+112
, (3.5)
and in a similar fashion
〈
F (x1) F¯ (x2)
〉
= 16q(q − 1)
1
r q+112
. (3.6)
Clearly positivity requires q ≥ 1.
For N = 2 similar calculations give for the two point functions of the fields in short
multiplet shown in (2.10) together with their conjugates,
〈
ϕij(x1)ϕkl(x2)
〉
= δ(ikδ
j)
l
1
r 212
,
〈
ψiα(x1)ψjα˙(x2)
〉
=
〈
χiα(x1)χjα˙(x2)
〉
= 8i δij
x12αα˙
r 312
,
〈
ρ(x1) ρ(x2)
〉
=
〈
τ(x1) τ(x2)
〉
= 32
1
r 312
,
〈
Jαα˙(x1) J¯ββ˙(x2)
〉
= 48
x12αβ˙ x21βα˙
r 412
.
(3.7)
For N = 4 the two point functions are also determined for the short multiplet given
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in the table in terms of that for ϕrs. Choosing a normalisation coefficient Nˆ we have
〈
ϕrs(x1)ϕuv(x2)
〉
=
1
2
Nˆ
(
1
2
(
δruδsv + δrvδsu
)
− 16 δrsδuv
) 1
r 212
,
〈
ψrα(x1)ψsα˙(x2)
〉
= 2Nˆi
(
δrs1 +
1
6 γ¯rγs
) x12αα˙
r 312
,
〈
frαβ(x1) fsα˙β˙(x2)
〉
= − 24Nˆ δrs
x12(αα˙ x12β)β˙
r 412
,
〈
ρij(x1) ρ
kl(x2)
〉
= 4Nˆ δi
(kδj
l) 1
r 312
,
〈
Jrsαα˙(x1) Juvββ˙(x2)
〉
= − 6Nˆ(δruδsv − δrvδsu)
x12αβ˙ x21βα˙
r 412
,
〈
λα(x1)λα˙(x2)
〉
= 48Nˆi 1
x12αα˙
r 412
,
〈
Ψαβα˙(x1)Ψγγ˙δ˙(x2)
〉
= 16Nˆi 1
x12(αγ˙ x12β)δ˙ x21γα˙
r 512
,
〈
Φ(x1) Φ(x2)
〉
= 384Nˆ
1
r 412
,
〈
Tαβα˙β˙(x1)Tγδγ˙δ˙(x2)
〉
= 160Nˆ
x12(αγ˙ x12β)δ˙ x21(γα˙ x21δ)β˙
r 612
.
(3.8)
The associated three point functions contain the essential information necessary to
obtain the operator product expansion. It is therefore of interest to consider the three
point functions for component fields in the short multiplet listed in the table above. Using
N = 4 superconformal symmetry we show how various three point functions involving
descendant fields such as the SU(4)R symmetry current and the energy momentum tensor
may be uniquely obtained. With notation described in appendix A, so that CIrs is a basis
for symmetric traceless tensors, and defining ϕI ≡ CIrsϕrs the starting point is
〈
ϕI1(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
= Nˆ
CI1I2I3
r12 r13 r23
, (3.9)
where CIJK = tr(CICJCK). In (3.9) we have taken into account that the normalisation is
fixed once that of the two point function is given as a consequence of non-renormalisation
theorems [23]. For a SU(N) gauge theory with N = 4 superconformal symmetry then
(3.8) and (3.9) are valid if Nˆ = N2 − 1.
The superconformal transformations given in (2.16) relate correlation functions of the
component fields in which
∑
i∆i differ by one. At the first step we may use the condition
δ
〈
ψrα(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
= 0 and keep just the terms involving ˆ¯ǫ from (2.16) which then
gives
〈
ψrα(x1)ψsα˙(x2)ϕ
I3(x3)
〉
CI2stγ¯tˆ¯ǫ
α˙(x2) +
〈
ψrα(x1)ϕ
I2(x2)ψsα˙(x3)
〉
CI3stγ¯tˆ¯ǫ
α˙(x3)
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+
〈
Jrsαα˙(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
γ¯sˆ¯ǫ
α˙(x1) +
1
6
〈
Jstαα˙(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
γ¯rγsγ¯tˆ¯ǫ
α˙(x1)
= 2Nˆi
(
1
r12
x12αα˙C
I2I3
rs γ¯s ˆ¯ǫ
α˙(x2) +
1
r13
x13αα˙C
I2I3
rs γ¯s ˆ¯ǫ
α˙(x3)
)
, (3.10)
with CIJrs the symmetric traceless part of (C
ICJ)rs. To solve this we introduce, for three
points xi, xj, xk,
Xi[jk] =
xij x˜jkxki
rij rik
=
1
rij
xij −
1
rik
xik , (3.11)
which transforms under conformal transformations as a vector at xi and is antisymmetric
in jk. It is important to note the relations
Xi[jk]αα˙ ˆ¯ǫ
α˙(xi) =
1
rij
xijαα˙ˆ¯ǫ
α˙(xj)−
1
rik
xikαα˙ˆ¯ǫ
α˙(xk) ,
ǫˆα(xi) Xi[jk]αα˙ =
1
rik
ǫˆα(xk) xkiαα˙ −
1
rij
ǫˆα(xj) xjiαα˙ .
(3.12)
With the aid of the definition (3.11) and (3.12) we then find
〈
ψrα(x1)ψsα˙(x2)ϕ
I(x3)
〉
= 2Nˆi
x12αα˙
r 212 r13 r23
(
CIrs1 +
1
6 γ¯rγtC
I
ts +
1
6C
I
rtγ¯tγs
)
,
〈
Jrsαα˙(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
= 2Nˆi
1
r12 r13 r23
X1[23]αα˙
(
CI2CI3
)
[rs] .
(3.13)
In a similar fashion other three point functions may be determined iteratively. Thus from
δ
〈
Jrsαα˙(x1)ϕ
I(x2)ψvβ˙(x3)
〉
= 0 we find
ǫˆ β(x1)γ[rγ¯s]
〈
Ψβαα˙(x1)ϕ
I(x2)ψvβ˙(x3)
〉
− ǫˆ β(x2)γtC
I
tu
〈
Jrsαα˙(x1)ψuβ(x2)ψvβ˙(x3)
〉
+ ǫˆ β(x3)γu
〈
Jrsαα˙(x1)ϕ
I(x2) Juvββ˙(x3)
〉
+ 1
6
ǫˆ β(x3)γtγ¯uγv
〈
Jrsαα˙(x1)ϕ
I(x2) Jtuββ˙(x3)
〉
= 4Nˆ
1
r12 r
2
13 r23
(
6ǫˆ β(x3) x31βα˙x13αβ˙
1
r13
− ǫˆ β(x1)
(
2X1[23]αβ˙x13αβ˙ −X1[23]αα˙x13ββ˙
))
× γ[r
(
CIs]v +
1
6 γ¯s]γtC
I
tv +
1
6C
I
s]tγ¯tγv
)
+ 2Nˆ
1
r12 r13 r23
(
ǫˆ β(x3)
(
x31βα˙x13αβ˙
1
r 213
+X3[12]ββ˙X1[23]αα˙
)
+ 2ǫˆ β(x1)x13ββ˙X1[23]αα˙
1
r13
)
× γu
(
CIu[rδs]v + C
I
v[rδs]u
)
. (3.14)
Using (3.12) again this may be decomposed to give
〈
Jrsαα˙(x1)ϕ
I(x2) Juvββ˙(x3)
〉
= 4Nˆ
1
r12 r13 r23
( 1
r 213
x13αβ˙x31βα˙ − X1[23]αα˙X3[12]ββ˙
)
CI[u[rδs]v] ,
〈
Ψαβα˙(x1)ϕ
I(x2)ψvβ˙(x3)
〉
=
4
3
Nˆ
1
r12 r
2
13 r23
X1[23](αα˙ x13β)β˙ γuC
I
uv , (3.15)
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and also
〈
Jrsαα˙(x1)ψuβ(x2)ψvβ˙(x3)
〉
= −2Nˆ
{
2
X1[23]αα˙ x23ββ˙
r12 r13 r
2
23
(
δu[rδs]v1 +
1
6
γ¯uγ[rδs]v +
1
6
δu[rγ¯s]γv +
1
36
γ¯uγ[rγ¯s]γv
)
+
x21βα˙ x13αβ˙
r 212 r
2
13 r23
(
δuv γ¯[rγs] +
2
3
γ¯uγ[rδs]v +
2
3
δu[rγ¯s]γv +
5
18
γ¯uγ[rγ¯s]γv
)}
.(3.16)
Similarly from δ
〈
Ψαβα˙(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
= 0 we get
〈
Tαβα˙β˙(x1)ϕ
I2(x2)ϕ
I3(x3)
〉
= −
4
3
Nˆ
1
r12 r13 r23
X1[23](αα˙X1[23]β)β˙ δ
I2I3 . (3.17)
At the next stage, for
∑
∆i = 9, we obtain from δ
〈
Jrsαα˙(x1) Juvββ˙(x2)ψwγ˙(x3)
〉
= 0,
after some calculation,
〈
Jrsαα˙(x1)Ψβγβ˙(x2)ψwγ˙(x3)
〉
=
8
3
Nˆi
{( 1
r 212
x12αβ˙ x21(βα˙ − X1[23]αα˙X2[31](ββ˙
)
x23γ)γ˙ + 2
r23
r12r13
x13αγ˙ x21(βα˙X2[31]γ)β˙
}
×
1
r12 r13 r
2
23
(
γ[rδs]w +
1
6γ[rγ¯s]γw
)
, (3.18a)
〈
Jrsαα˙(x1) Juvββ˙(x2) Jtwγγ˙(x3)
〉
= 8Nˆi
{
5
(
x12αβ˙ x23βγ˙ x31γα˙ − x13αγ˙ x32γβ˙ x21βα˙
) 1
r12 r13 r23
− 2X1[23]αα˙X2[31]ββ˙ X3[12]γγ˙
}
1
r12 r13 r23
δ[t[r δs][u δv]w]
+ 4Nˆ
(
x12αβ˙ x23βγ˙ x31γα˙ + x13αγ˙ x32γβ˙ x21βα˙
) 1
r 212 r
2
13 r
2
23
εrsuvtw . (3.18b)
To achieve this form requires the use of the identity
(
x12αβ˙ x23βγ˙ x31γα˙ − x13αγ˙ x32γβ˙ x21βα˙
) 1
r12 r13 r23
=
1
r 212
x12αβ˙ x21βα˙X3[12]γγ˙ +
1
r 213
x13αγ˙ x31γα˙X2[31]ββ˙ +
1
r 223
x23βγ˙ x32γβ˙ X1[23]αα˙
+X1[23]αα˙X2[31]ββ˙ X3[12]γγ˙ .
(3.19)
Using also δ
〈
Tαβα˙β˙(x1)ϕrs(x2)ψuγ˙(x3)
〉
= 0 we obtain
〈
Tαβα˙β˙(x1)ψrγ(x2)ψsγ˙(x3)
〉
= −
8
3
Nˆi
( 1
r23
X1[23](αα˙X1[23]β)β˙ x23γγ˙ −
3
r12 r13
X1[23](α(α˙ x13β)γ˙ x21γβ˙)
)
×
1
r12 r13 r23
(
δrs1 +
1
6 γ¯rγs
)
.
(3.20)
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For
∑
∆i = 10, using now δ〈Tαβα˙β˙(x1) Jrsγγ˙(x2)ψvδ˙(x3)〉 = 0, we obtain from (3.18a)
and (3.20)
〈
Tαβα˙β˙(x1) Jrsγγ˙(x2) Juvδδ˙(x3)
〉
= −
16
3
Nˆ
1
r12 r13 r23
{
2
r 212 r
2
13
x12(αγ˙ x13β)δ˙ x21γ(α˙ x31δβ˙)
+X1[23](αα˙X1[23]β)β˙
(
3X2[31]γγ˙ X3[12]δδ˙ +
1
r 223
x23γδ˙x32δγ˙
)
−
8
r12 r13 r23
X1[23](α(α˙
(
x12β)γ˙ x23γδ˙ x31δβ˙) − x13β)δ˙ x32δγ˙ x21γβ˙)
)}
δu[rδs]v .
(3.21)
Further from δ〈Ψαδα˙(x1) Juvββ˙(x2) Jtwγγ˙(x3)〉 = 0 we may determine
〈
Ψαδα˙(x1) Juvββ˙(x2)Ψγγ˙δ˙(x3)
〉
=
8
9
Nˆ
{
1
r12 r
2
13 r23
(
4X1[23](αα˙X2[31]ββ˙ X3[12]γ(γ˙ +X2[31]ββ˙ x13(α(γ˙ x31γα˙
1
r 213
+
(
11 x13(α(γ˙ x32γβ˙ x21βα˙ − 4 x12(αβ˙ x23β(γ˙ x31γα˙
) 1
r12 r13 r23
)
x13δ)δ˙)
+
2
r 212 r13 r
2
23
X1[23](αα˙X3[12]γ(γ˙ x12δ)β˙ x23βδ˙)
}
γ[uγ¯v] . (3.22)
Considering now
∑
∆i = 11 we analyse δ〈Tαβα˙β˙(x1) Jrsγγ˙(x2)Ψǫǫ˙η˙(x3)〉 = 0 to obtain
〈
Tαβα˙β˙(x1)Ψγδγ˙(x2)Ψǫǫ˙η˙(x3)
〉
= −
64
3
iNˆ
{
1
r12 r13 r
2
23
X1[23](α(α˙
(
1
2
X1[23]β)β˙) x32ǫγ˙ x23(γ(ǫ˙
1
r 223
+X2[31](γγ˙ x13β)(ǫ˙ x31ǫβ˙)
1
r 213
+X3[12]ǫ(ǫ˙ x12β)γ˙ x21(γβ˙)
1
r 212
+
(
7
6 x12β)γ˙ x23(γ(ǫ˙ x31ǫβ˙) −
5
3 x13β)(ǫ˙ x32ǫγ˙ x21(γβ˙)
) 1
r12 r13 r23
)
x23δ)η˙)
+
1
r 212 r
2
13 r23
(
−32 X2[31](γγ˙ x13(α(ǫ˙ x31ǫ(α˙
1
r 213
− 32 X3[12]ǫ(ǫ˙ x12(αγ˙ x21(γ(α˙
1
r 212
+
(
1
3
x12(αγ˙ x23(γ(ǫ˙ x31ǫ(α˙ + 2x13(α(ǫ˙ x32ǫγ˙ x21(γ(α˙
) 1
r12 r13 r23
)
x21δ)β˙) x13β)η˙)
}
1 , (3.23)
where the symmetrisations act on pairs of indices at the same point. To achieve the form
(3.23) we use the identity (3.19) as well as
X1[23][αα˙X2[31]γγ˙ x13β]ǫ˙
1
r13
− X1[23][αα˙ x12β]γ˙ x23γǫ˙
1
r12 r23
+ x12[αγ˙ x21γα˙ x13β]ǫ˙
1
r 212 r13
= 0 ,
(3.24)
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together with various permutations.
Finally from δ〈Tαβα˙β˙(x1)Tγδγ˙δ˙(x2)Ψǫǫ˙η˙(x3)〉 = 0 we determine the energy momentum
tensor three point function, with similar conventions on symmetrisations of indices,
〈
Tαβα˙β˙(x1)Tγδγ˙δ˙(x2)Tǫηǫ˙η˙(x3)
〉
=
128
3
Nˆ
{
1
r12 r13 r23
(
−3X1[23](αα˙X1[23]β)β˙ X2[31](γγ˙ X2[31]δ)δ˙X3[12](ǫǫ˙X3[12]η)η˙
+X1[23](αα˙X1[23]β)β˙ x23(γǫ˙ x23δ)η˙ x32(ǫγ˙ x32η)δ˙
1
r 423
+X2[31](γγ˙ X2[31]δ)δ˙ x31(ǫα˙ x31η)β˙ x13(αǫ˙ x13β)η˙
1
r 413
+X3[12](ǫǫ˙X3[12]η)η˙ x12(αγ˙ x12β)δ˙ x21(γγ˙ x21δ)β˙
1
r 412
)
+
13
r 212 r
2
13 r
2
23
X1[23](α(α˙X2[31](γ(γ˙ X3[12](ǫ(ǫ˙
(
x12β)δ˙) x23δ)η˙) x31η)β˙) − x13β)η˙) x32η)δ˙) x21δ)β˙)
)
−
1
r 312 r
3
13 r
3
23
(
49
3
(
x12(αγ˙ x12β)δ˙ x23(γǫ˙ x23δ)η˙ x31(ǫα˙ x31η)β˙ + x13(αǫ˙ x13β)η˙ x32(ǫγ˙ x32η)δ˙ x21(γα˙ x21δ)β˙
)
− 34
3
x12(α(γ˙ x21(γ(α˙ x23δ)(ǫ˙ x32(ηδ˙) x31η)β˙) x13β)η˙)
)}
. (3.25)
This satisfies the necessary symmetry requirements. The same three point function has
also been calculated directly using the AdS/CFT correspondence in [24].
As a check on the above results for two and three point functions we have verified in
each case the appropriate Ward identities which restrict the operator product expansions
involving the SU(4) current and the energy momentum tensor. From [21] we have
xaJrs a(x)O(0) ∼ i
1
x2
TrsO(0) + . . . , Jrs a = −
1
2 (σ˜a)
α˙αJrs αα˙ , (3.26)
where Trs = −Tsr are the generators of SU(4) acting on O obeying
[Trs, Tuv] = −δruTsv + δrvTsu + δsuTrv − δsvTru , (3.27)
(for a 6-vector vp Trs → 2δp[rδs]q and for a spinor ψi Trs → −
1
2 (γ¯[rγs])i
j) and also
xaxbTab(x)O(0) ∼ −
1
x2
∆O(0) + . . . , Tab =
1
4 (σ˜a)
α˙α(σ˜b)
β˙βTαβα˙β˙ . (3.28)
In (3.26) and (3.28) . . . denote terms which vanish on integration over dΩxˆ. More generally
for the operator product expansion of the energy momentum tensor itself we have
xaxbTab(x)Tcd(0) ∼ −
1
x2
(
ATcd(0) +B
1
x2
xe
(
x(cTd)e(0)−
1
4ηcdx
fTef (0)
)
+ C
1
(x2)2
(
xcxd −
1
4ηcdx
2
)
xexfTef (0)
)
.
(3.29)
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For compatibility with (3.28) we must have
A+ 14B +
1
12C = 4 . (3.30)
The coefficients A,B,C, along with the coefficient CT of the energy momentum tensor two
point function, determine fully the conformal three point function of the energy momentum
tensor2. From (3.25) we have, along with CT = 40Nˆ ,
A =
106
45
, B =
268
45
, C =
28
15
. (3.31)
These satisfy (3.30) and also
A− 74B +
121
28 C = 0 , (3.32)
which is a necessary condition for N = 1 superconformal symmetry [25]. Furthermore
in terms of the coefficients a, c of the energy momentum tensor trace on curved space we
have, from the results in [21],
a
c
=
1
288
(124A−B + C) , (3.33)
and (3.31) gives a = c as expected for N = 4 superconformal symmetry.
4. Further Applications to Three Point Functions
Superconformal symmetry leads to further constraints on the correlation functions
involving operators belonging to short multiplets. We here discuss the conditions for a three
point function for two chiral primary operators ϕrs, whose superconformal transformation
properties were described in section two, and a third operator belonging to a long multiplet.
For simplicity we consider first a self-conjugate scalar operator ΦI = Φ¯I where I is an index
for the SU(4) representation space, the representation having Dynkin labels [q, p, q]. Under
a superconformal transformation we assume
δΦI = ǫˆαi Ψ
Ii
α + Ψ¯
I
iα˙
ˆ¯ǫ iα˙ , (4.1)
where in general ΨIiα , Ψ¯
I
iα˙ transform under reducible SU(4) representations. To ensure
closure of the algebra we take
δˆ¯ǫΨ
I
α = i∂αα˙Φ
I ˆ¯ǫ α˙ + 2∆ ηαΦ
I − γ[rγ¯s]ηα (Trs)
I
JΦ
J
−
1
2∆
(Trs)
I
J i∂αα˙Φ
J γ[rγ¯s]ˆ¯ǫ
α˙ + J Iαα˙ˆ¯ǫ
α˙ , (4.2a)
δǫˆΨ¯
I
α˙ = − ǫˆ
αi∂αα˙Φ
I + 2∆ΦI ηα˙ + (Trs)
I
JΦ
J ηα˙γ[rγ¯s]
−
1
2∆
ǫˆαγ[rγ¯s] (Trs)
I
J i∂αα˙Φ
J + ǫˆαJ Iαα˙ , (4.2b)
2 In terms of the coefficients in [21], with the normalisations here, CTA =
1
4
(A − 3C),
CTB = 5A + 12B − 6C, CTC = − 72 (B − 2C). For free scalars A = 79 , B = 889 , C = 289 , for free
spin- 1
2
fields A = 3
2
, B = 10, C = 0 and for free vectors A = 4, B = C = 0.
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where J Iijαα˙ is a new vector field. From (4.1) and (4.2a, b) we obtain
[δ2, δ1]Φ
I = −v·∂ΦI −∆ λˆΦI + 12 tˆrs(Trs)
I
JΦ
J , (4.3)
where λˆ and tˆrs are given by (2.19) and (2.18) and v by (2.8). The result (4.3) is just as
required by closure of the N = 4 superconformal algebra for Trs the appropriate generators
of SU(4) obeying (3.27). The terms in the second lines of (4.2a) and (4.2b) do not con-
tribute to the right hand side of (4.3) but are necessary for δˆ¯ǫΨα
I and δǫˆΨ¯
I
α˙ to transform
covariantly. To see this we consider the conformal transformations, following (2.1),
δvΦ
I = −v·∂ΦI −∆ λˆΦI , δvΨ¯
I
α˙ = −v·∂Ψ¯
I
α˙ − (∆ +
1
2 ) λˆΨ¯
I
α˙ − Ψ¯
I
β˙ ˆ¯ω
β˙
α˙ , (4.4)
where v, λˆ and ˆ¯ωβ˙ α˙ are as in (2.2) and (2.4). The additional terms involving 1/∆ are
necessary to achieve
[δǫˆ, δv]Ψ¯
I
α˙ = δǫˆ′Ψ¯
I
α˙ , (4.5)
where3
ǫˆ ′α = −v·∂ǫˆα + 12 λˆ ǫˆ
α − ǫˆ βωˆβ
α , (4.6)
which may easily be decomposed as in (2.5) into η′ and
η′α˙ = −
1
2
λˆ ηα˙ − ηβ˙ ˆ¯ω
β˙
α˙ + iǫˆ
αbαα˙ . (4.7)
It is perhaps appropriate to remark that from (4.2a) it is straightforward to recover
the usual conditions for obtaining a short supermultiplet belonging to the C series [9] with
a scalar lowest dimension operator (the B series is discussed in appendix B). The relevant
requirement is that, for a suitable ∆,
2∆ ηΦI − γ[rγ¯s]η (Trs)
I
JΦ
J , (4.8)
should not, for arbitrary ηi, span the full representation space corresponding to the direct
product [1, 0, 0]⊗ [q, p, q] = [q+1, p, q] ⊕ [q−1, p+1, q] ⊕ [q, p−1, q+1] ⊕ [q, p, q−1], so that
there is a non zero cokernel. To illustrate this we may consider the [0, p, 0] representation
when we take
ΦI → ϕu1...up = ϕ(u1...up) , ϕu1...up−2uu = 0 . (4.9)
Since (Trs)
I
JΦ
J → p(δr(u1ϕu2...up)s − δs(u1ϕr2...rp)r) we may obtain for this case
γ[rγ¯s]η (Trs)
I
JΦ
J → 2p γ(u1ϕu2...up)s γ¯sη + 2pϕu1...up η . (4.10)
3 To verify (4.5) it is useful to note that (∂αα˙v)·∂ = ˆ¯ωβ˙ α˙∂αβ˙ − ωˆαβ∂βα˙ + λˆ∂αα˙.
19
Choosing ∆ = p then projects out in (4.8) the [1, p, 0] representation. In (4.2a) the terms
involving ˆ¯ǫ have an identical form to (4.8) and therefore we may restrict, for ∆ = p and
with suitable conditions also on J Iαα˙, Ψ
I
α to the SU(4) [0, p−1, 1] representation by letting
ΨIiα → Ψ
i
u1...up α , Ψu1...upα =
1
4p γuγ¯(u1Ψu2...up)uα ,
⇒ Ψu1...upα = −γ(u1ψu2...up)α , γuψuu1...up−1α = 0 .
(4.11)
For the [q, 0, q] representation then similarly
ΦI → ϕ
i1...iq
j1...jq
= ϕ
(i1...iq)
(j1...jq)
, ϕ
i i2...iq
i j2...jq
= 0 . (4.12)
For this case (Trs)
I
JΦ
J → −12q(γ[rγ¯s])
(i1
i ϕ
i2...iq)i
j1...jq
+ 12q ϕ
i1...iq
j(j1...jq−1
(γ[rγ¯s])
j
jq)
so that, since
(γ[rγ¯s])
i
j(γ[rγ¯s])
k
l = −8δ
i
lδ
k
j + 2δ
i
jδ
k
l, we have
(γ[rγ¯s])
i
jη
j (Trs)
I
JΦ
J → 4q
(
ϕ
i(i1...iq−1
j1 ... jq
ηiq) − δi(j1ϕ
i1...iq
j2...jq)j
ηj
)
. (4.13)
It is then easy to see that in (4.8) choosing ∆ = 2q removes the components appropriate
to the [q+1, 0, q] representation. In this case ΨIα is restricted to belong to the [q−1, 1, q]
and [q, 0, q−1] representations,
ΨIiα → Ψ
i i1...iq
j1...jqα
, Ψ
(i i1...iq)
j1...jq α
= 0 . (4.14)
The general case follows by a combination of the above two examples giving ∆ = p+2q for
a short supermultiplet for lowest weight scalar field belonging to the self-conjugate [q, p, q]
representation.
To illustrate how further constraints, beyond those arising from conformal invariance
arise, we consider then the three point function
〈
ϕrs(x1)ϕuv(x2) Φ
I(x3)
〉
=
1
r 212
(
r12
r13 r23
)1
2∆
DIrs,uv , (4.15)
for DIrs,uv a SU(4) invariant tensor. The symmetry condition D
I
rs,uv = D
I
uv,rs here
implies that ΦI is restricted to belong to the singlet, 20, 84 or 105 dimensional rep-
resentations. The conditions for superconformal invariance follow in a similar fashion
to the previous section. We first consider δ〈ψrα(x1)ϕuv(x2) ΦI(x3)〉 = 0 using (2.16)
and (4.1). For ∆ 6= 2 the analysis is simplified by taking account of the requirement
that 〈Jrsαα˙(x1)ϕuv(x2) ΦI(x3)〉 = 0 in order to comply with the conservation equation
∂α˙αJrsαα˙ = 0. Using this we then get
〈
ψrα(x1)ψ(uα˙(x2) Φ
I(x3)
〉
γ¯v) = (4−∆)
i x12αα˙
r
3− 12∆
12 r
1
2∆
13 r
1
2∆
23
DIrs,uvγ¯s ,
〈
ψrα(x1)ϕuv(x2) Ψ¯
I
α˙(x3)
〉
= ∆
i x13αα˙
r
2− 12∆
12 r
1+ 12∆
13 r
1
2∆
23
DIrs,uvγ¯s .
(4.16)
20
The critical conditions follow from δ〈ϕrs(x1)ϕuv(x2) Ψ¯
I
iα˙(x3)〉 = 0. Using (4.2b) we may
obtain
〈
ϕrs(x1)ϕuv(x2) δΨ¯
I
α˙(x3)
〉
= ǫˆα(x3)
〈
ϕrs(x1)ϕuv(x2)J
I
αα˙(x3)
〉
−
i
r
2− 12∆
12 r
1
2∆
13 r
1
2∆
23
(
ǫˆα(x1)x13αα˙
1
r13
+ ǫˆα(x2)x23αα˙
1
r23
)
×
(
∆DIrs,uv +
1
2(Ttw)
I
JD
J
rs,uvγ[tγ¯w]
)
.
(4.17)
Since DIrs,uv is a SU(4) invariant we have
(Ttw)
I
JD
J
rs,uv = −2δr[tD
I
w]s,uv − 2δs[tD
I
w]r,uv + 2D
I
rs,u[tδw]v + 2D
I
rs,v[tδw]u , (4.18)
so that, with the aid of (4.16), applying (4.17) in the superconformal invariance condition
leads to
ǫˆα(x3)
〈
ϕrs(x1)ϕuv(x2)J
I
αα˙(x3)
〉
=
i
r
2− 12∆
12 r
1
2∆
13 r
1
2∆
23
(
ǫˆα(x1)x13αα˙
1
r13
(
(∆− 2)XIrs,uv − 2Y
I
rs,uv
)
+ ǫˆα(x2)x23αα˙
1
r23
(
(∆− 2)Y Irs,uv − 2X
I
rs,uv
))
,
(4.19)
for
XIrs,uv =
1
2γ[rγ¯t]D
I
ts,uv +
1
2γ[sγ¯t]D
I
tr,uv , Y
I
rs,uv =
1
2γ[uγ¯t]D
I
rs,tv +
1
2γ[vγ¯t]D
I
rs,tu .
(4.20)
For superconformal invariance the right hand side of (4.19) must involve ǫˆ just in the form
ǫˆα(x3)X3[12]αα˙ and by virtue of (3.12) this requires
(∆− 4)XIrs,uv = −(∆− 4)Y
I
rs,uv . (4.21)
This is trivially satisfied if ∆ = 4 which includes the cases of short multiplets belonging
to the 105 and 84 representations and also the for ΦI belonging to the 20 dimensional
representation for which there is no shortening for this ∆. For ΦI → Φ, a SU(4) singlet, the
conditions arising from (4.19) are satisfied for any scale dimension ∆ since then Xrs,uv =
−Yrs,uv (for the singlet case the right side of (4.19) just involves ∆Xrs,uv and ∆Yrs,uv).
We now extend this discussion to the case of a self-conjugate operator of spin ℓ,
ΦIα1...αℓ,α˙1...α˙ℓ = Φ
I
(α1...αℓ),(α˙1...α˙ℓ). In this case (4.1) becomes
δΦIα1...αℓ,α˙1...α˙ℓ = ǫˆ
β
i Ψ
Ii
β α1...αℓ,α˙1...α˙ℓ
+ Ψ¯Iiα1...αℓ,α˙1...α˙ℓβ˙
ˆ¯ǫ iβ˙ . (4.22)
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Corresponding to (4.2b) we now have
δǫˆΨ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
= − ǫˆβi∂ββ˙Φ
I
α1...αℓ,α˙1...α˙ℓ + 2(∆− ℓ) Φ
I
α1...αℓ,α˙1...α˙ℓ ηβ˙ + 4ℓΦ
I
α1...αℓ,β˙(α˙1...α˙ℓ−1 ηα˙ℓ)
+
ℓ
∆− 1
ǫˆβi
(
∂(α1β˙Φ
I
β|α2...αℓ),α˙1...α˙ℓ − ∂β(α˙1Φ
I
α1...αℓ,α˙2...α˙ℓ)β˙
)
+ (Trs)
I
JΦ
J
α1...αℓ,α˙1...α˙ℓ ηβ˙γ[rγ¯s]
− ǫˆβγ[rγ¯s] (Trs)
I
J i
(
c ∂ββ˙Φ
J
α1...αℓ,α˙1...α˙ℓ + e ∂(α1(α˙1Φ
J
β|α2...αℓ),α˙2...α˙ℓ)β˙
+ d
(
∂(α1β˙Φ
J
β|α2...αℓ),α˙1...α˙ℓ + ∂β(α˙1Φ
J
α1...αℓ,α˙2...α˙ℓ)β˙
))
+ ǫˆβJ Iβα1...αℓ,α˙1...α˙ℓβ˙ , (4.23)
while the equivalent version of (4.2a) is given by its conjugate. The structure of (4.23) is
determined as before by the requirement of closure of the algebra
[δ2, δ1]Φ
I
α1...αℓ,α˙1...α˙ℓ
= −
(
v·∂ +∆ λˆ
)
ΦIα1...αℓ,α˙1...α˙ℓ +
1
2
tˆrs(Trs)
I
JΦ
J
α1...αℓ,α˙1...α˙ℓ
+ ℓ ωˆ(α1
βΦIβ|α2...αℓ),α˙1...α˙ℓ − ℓΦ
I
α1...αℓ,β˙(α˙1...α˙ℓ−1
ˆ¯ωβ˙ α˙ℓ) ,
(4.24)
and also that δǫˆΨ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
has the correct form under conformal transformations
which requires
[δǫˆ, δv]Ψ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
= δǫˆ′Ψ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
, (4.25)
where, with notation as in (2.2) and (2.4),
δvΦ
I
α1...αℓ,α˙1...α˙ℓ
= −
(
v·∂ +∆ λˆ
)
ΦIα1...αℓ,α˙1...α˙ℓ
+ ℓ ωˆ(α1
βΦIβ|α2...αℓ),α˙1...α˙ℓ − ℓΦ
I
α1...αℓ,β˙(α˙1...α˙ℓ−1
ˆ¯ωβ˙ α˙ℓ) ,
δvΨ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
= −
(
v·∂ + (∆+ 12 ) λˆ
)
Ψ¯Iα1...αℓ,α˙1...α˙ℓβ˙
+ ℓ ωˆ(α1
βΨ¯Iβ|α2...αℓ),α˙1...α˙ℓβ˙ − ℓ Ψ¯
I
α1...αℓ,γ˙(α˙1...α˙ℓ−1β˙
ˆ¯ωγ˙ α˙ℓ)
− Ψ¯Iα1...αℓ,α˙1...α˙ℓγ˙ ˆ¯ω
γ˙
β˙ .
(4.26)
The last requirement determines the coefficients c, d, e in (4.24) through the relations
(∆ + ℓ− 2)e+ 2ℓd = 0 , e+ (∆− 1)d+ ℓc = 0 , 4d+ 2(∆− ℓ)c = 1 . (4.27)
To apply these results in the context relevant for this paper we extend (4.15) to
〈
ϕrs(x1)ϕuv(x2) Φ
I
α1...αℓ,α˙1...α˙ℓ
〉
=
1
r 212
(
r12
r13 r23
)1
2 (∆−ℓ)
X3[12](α1α˙1 . . .X3[12]αℓ)α˙ℓ D
I
rs,uv ,
(4.28)
22
which is uniquely determined by conformal invariance up the SU(4) invariant DIrs,uv
satisfying
DIrs,uv = (−1)
ℓDIuv,rs . (4.29)
With the aid of (4.23) and (4.27) we may then calculate
〈
ϕrs(x1)ϕuv(x2) δΨ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
(x3)
〉
= ǫˆβ(x3)
〈
ϕrs(x1)ϕuv(x2)J
I
βα1...αℓ,α˙1...α˙ℓβ˙
(x3)
〉
−
i
r 212
(
r12
r13 r23
)1
2 (∆−ℓ)
{(
ǫˆβ(x1)x13ββ˙
1
r13
+ ǫˆβ(x2)x23ββ˙
1
r23
)
X3[12](α1α˙1 . . .X3[12]αℓ)α˙ℓ
×
(
(∆− ℓ)DIrs,uv +
1
2(Ttw)
I
JD
J
rs,uvγ[tγ¯w]
)
+ 2ℓ
(
ǫˆβ(x1)x13β(α˙1
1
r13
+ ǫˆβ(x2)x23β(α˙1
1
r23
)
X3[12](α1β˙ . . .X3[12]αℓ)α˙ℓ)D
I
rs,uv
}
.
(4.30)
Assuming
〈
ψrβ(x1)ϕuv(x2) Ψ¯
I
α1...αℓ,α˙1...α˙ℓβ˙
(x3)
〉
= −
i
r 212 r13
(
r12
r13 r23
)1
2 (∆−ℓ)(
x13ββ˙ X3[12](α1α˙1 . . .X3[12]αℓ)α˙ℓ P
I
r,uv
+ x13β(α˙1X3[12](α1β˙ . . .X3[12]αℓ)α˙ℓ)Q
I
r,uv
)
,
(4.31)
where
γrP
I
r,uv = 0 , γrQ
I
r,uv = 0 (4.32)
then since conformal invariance requires 〈ϕrs(x1)ϕuv(x2)J Iβα1...αℓ,α˙1...α˙ℓβ˙(x3)〉 to be ex-
pressed in terms of X3[12]ββ˙X3[12](α1α˙1 . . .X3[12]αℓ)α˙ℓ and X3[12]β(α˙X3[12](α1β˙ . . .X3[12]αℓ)α˙ℓ
we may decompose, using (3.12), δ〈ϕrs(x1)ϕuv(x2) Ψ¯Iα1...αℓ,α˙1...α˙ℓβ˙(x3)〉 = 0 into the fol-
lowing conditions
2(∆− ℓ)DIrs,uv + (Ttw)
I
JD
J
rs,uvγ[tγ¯w] = γ(rP
I
s),uv + (−1)
ℓγ(uP
I
v),rs , (4.33a)
4ℓDIrs,uv = γ(rQ
I
s),uv + (−1)
ℓγ(uQ
I
v),rs . (4.33b)
In general from (4.18) and (4.20) we may write,
(Ttw)
I
JD
J
rs,uv = − 4
(
XIrs,uv + Y
I
rs,uv
)
DIrs,uv = − γ(rD
I
s)t,uvγ¯t +X
I
rs,uv = −γ(uD
I
rs,v)tγ¯t + Y
I
rs,uv .
(4.34)
Using this (4.33a) may be simplified to
2(∆− ℓ)DIrs,uv = γ(rP˜
I
s),uv + (−1)
ℓγ(uP˜
I
v),rs , P˜
I
r,uv = P
I
r,uv + 4D
I
rs,uvγ¯s . (4.35)
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For further constraints we consider also δ〈ψrβ(x1)ϕuv(x2) Φ
I
α1...αℓ,α˙1...α˙ℓ
〉 = 0. Using
(4.28) and (4.31) this may be decomposed into terms involving ˆ¯ǫ(x2) which give
〈
ψrβ(x1)ψ(uβ˙(x2) Φ
I
α1...αℓ,α˙1...α˙ℓ
〉
γ
v)
=
i
r 212 r13
(
r12
r13 r23
)1
2 (∆−ℓ)
{
1
r12
x12ββ˙ X3[12](α1α˙1 . . .X3[12]αℓ)α˙ℓ P˜
I
r,uv
−
1
r13 r23
x13β(α˙1x32(α1β˙X3[12](α2α˙2 . . .X3[12]αℓ)α˙ℓ)Q
I
r,uv
}
,
(4.36)
and also if
〈
Jrsββ˙(x1)ϕuv(x2) Φ
I
α1...αℓ,α˙1...α˙ℓ
〉
=
i
r 212
(
r12
r13 r23
)1
2 (∆−ℓ)
{
X1[23]ββ˙ X3[12](α1α˙1 . . .X3[12]αℓ)α˙ℓ J
I
rs,uv
+
1
r 213
x13β(α˙1x31(α1β˙X3[12](α2α˙2 . . .X3[12]αℓ)α˙ℓ)K
I
rs,uv
}
,
(4.37)
then from terms involving ˆ¯ǫ(x1)
JIrs,uvγ¯s +
1
6
JIst,uvγ¯rγsγ¯t = − (∆− ℓ)D
I
rs,uvγ¯s − P
I
r,uv ,
KIrs,uvγ¯s +
1
6K
I
st,uvγ¯rγsγ¯t = 2ℓD
I
rs,uvγ¯s +Q
I
r,uv .
(4.38)
An additional condition is provided by the conservation of the current Jrsββ˙ and in (4.37)
this requires
2(∆− 2)JIrs,uv − (∆− ℓ− 4)K
I
rs,uv = 0 . (4.39)
If we combine (4.33b), (4.35), (4.38) and (4.39) we get
(∆ + ℓ− 2)(∆− ℓ− 4)
(
DIrs,uv + γ(rD
I
s)t,uvγ¯t + (−1)
ℓγ(uD
I
rs,v)tγ¯t
)
= 0 . (4.40)
For general ∆ this requires, from (4.20),
XIrs,uv + Y
I
rs,uv = 0 , (4.41)
which, by virtue of (4.34), is only possible for a singlet operator. For this case, disregarding
an overall constant factor, we have
DIrs,uv → Drs,uv = δr(uδv)s −
1
6
δrsδuv , (4.42)
and then (4.33a, b) is easily solved for any ∆ and even ℓ by taking
P r,uv = −(∆− ℓ)Drs,uvγ¯s = −(∆− ℓ)
(
δr(u +
1
6 γ¯rγ(u
)
γ¯v) , Q r,uv = −2ℓDrs,uvγ¯s .
(4.43)
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This is compatible with (4.36) and (4.38) ensures that JIrs,uv = K
I
rs,uv = 0 so that the
current three point function (4.37) is zero as expected by SU(4) symmetry. Apart from
(4.42) and (4.43) it is also easy to see that for JIrs,uv = K
I
rs,uv = 0 the only alternative
solution, without any constraint on DIrs,uv, is for ∆ = 4, ℓ = 0 as was found earlier (it is
easy to derive in this case ℓ(XIrs,uv + Y
I
rs,uv) = (∆− 4)(X
I
rs,uv + Y
I
rs,uv) = 0).
To find explicit results for non singlet operators we introduce
CIrs = (−1)
ℓCIsr , C
I
rr = 0 , (4.44)
and then define
DIrs,uv = δ(r(uC
I
s)v) −
1
6 δrsC
I
(uv) −
1
6 δuvC
I
(rs) , (4.45)
satisfying (4.29). For ℓ even this represents an operator in the 20-representation while ℓ
odd corresponds to the 15-representation. If we let
GIr,u = C
I
ru1 +
1
6 γ¯rγtC
I
tu +
1
6 C
I
rtγ¯tγu +
1
36 γ¯rγtC
I
twγ¯wγu , (4.46)
then
γ(rG
I
s),(uγ¯v) + (−1)
ℓγ(uG
I
v),(rγ¯s) = −2D
I
rs,uv . (4.47)
Hence (4.33 )with (4.34) is solved by taking
P˜ Ir,uv = −(∆− ℓ− 4)G
I
r,(uγ¯v) , Q
I
r,uv = −2ℓG
I
r,(uγ¯v) , (4.48)
in accord with (4.32) and (4.36). Now letting
J Irs,uv = δ[r(uC
I
s]v) +
1
6
δuvC
I
[rs] , (4.49)
then
J Irs,uvγ¯s +
1
6 J
I
st,uvγ¯rγsγ¯t = D
I
rs,uvγ¯s −G
I
r,(uγ¯v) , (4.50)
and using (4.48) in (4.38) gives, with the required symmetries on rs and uv,
JIrs,uv = −(∆− ℓ− 4)J
I
rs,uv , K
I
rs,uv = 2ℓJ
I
rs,uv . (4.51)
Substituting this into (4.39) gives finally
∆ = 4 + ℓ , ∆ = 2− ℓ . (4.52)
The second solution is only relevant for ℓ = 0 when ΦI may be identified with the chiral
primary operator ϕI . In general therefore non singlet 15 or 20-representation operators
can contribute to the three point function only for special values of ∆, in agreement with
[5].
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5. Four Point Functions
The primary interest in this paper is to consider the constraints arising from supercon-
formal symmetry on four point functions for superfields belonging to short representations.
For four points there are two invariants under the conformal group which we here take as
u =
r12 r34
r13 r24
, v =
r14 r23
r13 r24
. (5.1)
In general the four point function depends on arbitrary functions of u and v which may be
analysed using the operator product expansion in terms of operators with appropriate spins
and dimensions. As will be shown superconformal invariance provides further conditions
which lead to differential constraints.
For simplicity we consider the N = 1 case first although there are no new constraints
in this case. For chiral fields we consider then
〈
ϕ(x1)ϕ(x2)ϕ(x3)ϕ(x4)
〉
=
1
r q12 r
q
34
a(u, v) . (5.2)
Applying the superconformal condition δ
〈
ψα(x1)ϕ(x2)ϕ(x3)ϕ(x4)
〉
= 0 using (2.6) and
its conjugate then leads to
〈
ψα(x1)ψα˙(x2)ϕ(x3)ϕ(x4)
〉
ˆ¯ǫα˙(x2) +
〈
ψα(x1)ψα˙(x4)ϕ(x3)ϕ(x2)
〉
ˆ¯ǫα˙(x4)
= 4i
1
r q12 r
q
34
(
(qa− u∂ua)
1
r12
x12αα˙ˆ¯ǫ
α˙(x2)− v∂va
1
r14
x14αα˙ˆ¯ǫ
α˙(x4)
+ (u∂u + v∂v)a
1
r13
x13αα˙ˆ¯ǫ
α˙(x3)
)
.
(5.3)
To solve this relation we use
r24 x13αα˙ˆ¯ǫ
α˙(x3) = (x13x˜34x42)αα˙ˆ¯ǫ
α˙(x2) + (x13x˜32x24)αα˙ˆ¯ǫ
α˙(x4) , (5.4)
and hence
〈
ψα(x1)ψα˙(x2)ϕ(x3)ϕ(x4)
〉
= 4i
1
r q12 r
q
34
{
1
r12
x12αα˙ (qa− u∂ua) +
1
r13r24
(x13x˜34x42)αα˙(u∂u + v∂v)a
}
,
〈
ψα(x1)ψα˙(x4)ϕ(x3)ϕ(x2)
〉
= 4i
1
r q12 r
q
34
{
−
1
r14
x14αα˙ v∂va+
1
r13r24
(x13x˜32x24)αα˙(u∂u + v∂v)a
}
.
(5.5)
Imposing symmetry under x2 ↔ x4 in (5.2) requires a(v, u) = (v/u)
qa(u, v) and this leads
to the corresponding relation between the two expressions in (5.5). The lack of further
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constraints in this case is easily understood in terms of N = 1 superspace. The scalar
fields ϕ(x) and ϕ(x) are then the lowest components of chiral and anti-chiral superfields
φ(x+, θ) and φ¯(x−, θ¯). The four point function
〈
φ(x1+, θ1) φ¯(x2−, θ¯2)φ(x3+, θ3) φ¯(x4−, θ¯4)
〉
depends on an unconstrained function of two variables since the invariants u, v in (5.1)
may be extended to superconformal invariants respecting the required chirality conditions.
As shown in [25] for two points (xi, θi, θ¯i) and (xj , θj, θ¯j) we may define xi¯αα˙ which is
superconformally covariant and depends on (xi+, θi) and (xj−, θ¯j). The superconformal
invariants are the u˜ = x 2
12¯
x 2
34¯
/x 2
14¯
x 2
32¯
and w = 12 tr
(
x
12¯
x −1
32¯
x
34¯
x −1
14¯
)
.
For N = 2 we consider the four point function
〈
ϕi1j1(x1)ϕi2j2(x2)ϕ
i3j3(x3)ϕi4j4(x4)
〉
= δ(i1 i2δ
j1)
j2 δ
(i3
i4δ
j3)
j4
1
r 212 r
2
34
a(u, v) + δ(i1 i4δ
j1)
j4 δ
(i3
i2δ
j3)
j2
1
r 214 r
2
23
b(u, v)
+ δ(i1 (i2δ
j1)
(i4 δ
(i3
j4)δ
j3)
j2)
1
r12 r23 r34 r14
c(u, v) , (5.6)
and show how the present discussion leads to the conditions of Eden et al [3,10]. In a
similar fashion to (5.3) we may obtain using (2.11)
〈
ψi1α(x1)ψ(i2α˙(x2)ϕ
i3j3(x3)ϕi4j4(x4)
〉
ˆ¯ǫj2)
α˙(x2)
+
〈
ψi1α(x1)ψ(i4α˙(x4)ϕ
i3j3(x3)ϕi2j2(x2)
〉
ˆ¯ǫj4)
α˙(x4)
+ εi3kεj3l
〈
ψi1α(x1)χ(i3α˙(x3)ϕi2j2(x2)ϕi4j4(x4)
〉
ˆ¯ǫl)
α˙(x3)
+ εi1k
〈
Jαα˙(x1)ϕi2j2(x2)ϕ
i3j3(x3)ϕi4j4(x4)
〉
ˆ¯ǫk
α˙(x1)
= 4i
1
r 212 r
2
34
(
V i1ki3j3i2j2i4j4
1
r12
x12αα˙ˆ¯ǫk
α˙(x2) + V
′i1ki3j3
i2j2i4j4
1
r14
x14αα˙ˆ¯ǫk
α˙(x4)
+W i1ki3j3i2j2i4j4
1
r13
x13αα˙ˆ¯ǫk
α˙(x3)
)
,
(5.7)
where the right hand side is determined from (5.6) giving
V i1ki3j3i2j2i4j4 = δ
(i1
i2δ
k)
j2 δ
(i3
i4δ
j3)
j4 (2a− u∂ua)− δ
(i1
i4δ
k)
j4 δ
(i3
i2δ
j3)
j2
u3
v2
∂ub
+ δ(i1 (i2δ
k)
(i4 δ
(i3
j4)δ
j3)
j2)
u
v
(c− u∂uc) ,
V ′i1ki3j3i2j2i4j4 = − δ
(i1
i2δ
k)
j2 δ
(i3
i4δ
j3)
j4
v3
u2
∂va+ δ
(i1
i4δ
k)
j4 δ
(i3
i2δ
j3)
j2 (2b− v∂vb)
+ δ(i1 (i2δ
k)
(i4 δ
(i3
j4)δ
j3)
j2)
v
u
(c− v∂vc) ,
W i1ki3j3i2j2i4j4 = δ
(i1
i2δ
k)
j2 δ
(i3
i4δ
j3)
j4
1
u2
(u∂u+v∂v)a+ δ
(i1
i4δ
k)
j4 δ
(i3
i2δ
j3)
j2
1
v2
(u∂u+v∂v)b
+ δ(i1 (i2δ
k)
(i4 δ
(i3
j4)δ
j3)
j2)
1
uv
(u∂u+v∂v)c . (5.8)
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On the left hand side (5.7) we may write in general
〈
ψi1α(x1)ψi2α˙(x2)ϕ
i3j3(x3)ϕi4j4(x4)
〉
= 4i
( x12αα˙
r 312 r
2
34
Ri1i3j3i2i4j4 +
(x13x˜34x42)αα˙
r12r13r14r23r24r34
Si1i3j3i2i4j4
)
,
(5.9)
This contains just two independent terms as a consequence of the identity
x13x˜34x42 + x14x˜43x32 = r34 x12 . (5.10)
The SU(2) dependence may be decomposed as
Ri1i3j3i2i4j4 = δ
i1
i2 δ
(i3
i4δ
j3)
j4 R1 + δ
i1
(i4 δ
(i3
j4)δ
j3)
i2 R2 ,
Si1i3j3i2i4j4 = δ
i1
i2 δ
(i3
i4δ
j3)
j4 S1 + δ
i1
(i4 δ
(i3
j4)δ
j3)
i2 S2 ,
(5.11)
where R1, R2, S1, S2 are functions of u, v. A similar expansion to (5.9), letting x2, i2, j2 ↔
x4, i4, j4, may also be written for
〈
ψi1α(x1)ψi4α˙(x4)ϕ
i3j3(x3)ϕi2j2(x2)
〉
, defining in this
case R′1, R
′
2, S
′
1, S
′
2. In addition we may write
〈
ψi1α(x1)χi3α˙(x3)ϕi2j2(x2)ϕi4j4(x4)
〉
= 4i
( x13αα˙
r 313 r
2
24
T i1i3i2j2i4j4 +
(x12x˜24x43)αα˙
r12r13r14r23r24r34
U i1i3i2j2i4j4
)
,
T i1i3i2j2i4j4 = δ
i1
(i2
ε
j2)(i4
ε
j4)i3
T1 + δ
i1
(i4
ε
j4)(i2
ε
j2)i3
T2 ,
U i1i3i2j2i4j4 = δ
i1
(i2
ε
j2)(i4
ε
j4)i3
U1 + δ
i1
(i4
ε
j4)(i2
ε
j2)i3
U2 ,
(5.12)
and, with the definition (3.11) noting that X1[24] = X1[23] +X1[34],
〈
Jαα˙(x1)ϕi2j2(x2)ϕ
i3j3(x3)ϕi4j4(x4)
〉
= 4i δ
(i3
(i2
ε
j2)(i4
δ
j3)
j4)
1
r13r24
( 1
r12r34
X1[23]αα˙A+
1
r14r23
X1[34]αα˙A
′
)
.
(5.13)
Using (5.9), with (5.11), (5.12) and (5.13) we may analyse the linear equations (5.7).
The terms involving Si1i3j3i2i4j4 , S
′i1i3j3
i2i4j4
and U i1i3i2j2i4j4 have no equivalent on the right hand
side. Using the relations (5.4) and also
(x12x˜24x43)αα˙ˆ¯ǫ
α˙(x3)− (x13x˜32x24)αα˙ˆ¯ǫ
α˙(x4) = r34 x12αα˙ˆ¯ǫ
α˙(x2)− r23 x14αα˙ˆ¯ǫ
α˙(x4) , (5.14)
this leads to the constraints
S i1i3j3(i2|i4j4 δ
k
j2)
− S′i1i3j3(i4|i2j2 δ
k
j4)
= ε(i3|l εj3)k U i1li2j2i4j4 . (5.15)
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With this and (3.12), (5.7) reduces to
R i1i3j3(i2|i4j4 δ
k
j2)
+
u2
v
ε(i3|l εj3)k U i1li2j2i4j4 + u ε
i1k δ
(i3
(i2
ε
j2)(i4
δ
j3)
j4)
A = V i1ki3j3i2j2i4j4 ,
R′i1i3j3(i2|i4j4 δ
k
j2)
−
v2
u
ε(i3|l εj3)k U i1li2j2i4j4 − v ε
i1k δ
(i3
(i2
ε
j2)(i4
δ
j3)
j4)
A′ = V ′i1ki3j3i2j2i4j4 ,
ε(i3|l εj3)k T i1li2j2i4j4 +
1
uv
S i1i3j3(i2|i4j4 δ
k
j2)
− εi1k δ
(i3
(i2
ε
j2)(i4
δ
j3)
j4)
( 1
u
A−
1
v
A′
)
=W i1ki3j3i2j2i4j4 .
(5.16)
The conditions (5.15) give
S1 + U1 = S2 − U2 = S
′
1 − U2 = S
′
2 + U1 = 0 , (5.17)
and from the terms in (5.16) antisymmetric in i1, k we have also
R2 −
u2
v
(U1 − U2) = uA , R
′
2 −
v2
u
(U1 − U2) = vA
′ ,
T1 − T2 −
1
uv
S2 =
1
u
A−
1
v
A′ .
(5.18)
With (5.8) the remaining equations become
R1 −
u2
v
U1 = 2a− u∂ua , U2 =
u
v
∂ub , R2 +
u2
v
(U1 + U2) =
u
v
(
c− u∂uc
)
,
R′1 +
v2
u
U2 = 2b− v∂vb , U1 = −
v
u
∂va , R
′
2 −
v2
u
(U1 + U2) =
v
u
(
c− v∂vc
)
,
T1 −
1
uv
S1 = −
1
u2
(
u∂u + v∂v
)
a , T2 = −
1
v2
(
u∂u + v∂v
)
b ,
T1 + T2 +
1
uv
S2 =
1
uv
(
u∂u + v∂v
)
c .
(5.19)
In conjunction with (5.17), which implies S1 + S2 = U2 − U1, and (5.18), eliminating A
and A′, there are two constraints which may be expressed in the form
∂uc =
v
u
∂va− ∂vb+
1
v
(1− u− v)∂ub ,
∂vc =
u
v
∂ub− ∂ua+
1
u
(1− u− v)∂va .
(5.20)
These equations are invariant under u ↔ v, a ↔ b, as is consistent with the crossing
symmetry conditions for the four point function in (5.6), a(u, v) = b(v, u), c(u, v) = c(v, u).
With these relations we may easily find
A = 2∂va+
1
v
(c− u∂uc) , A
′ = 2∂ub+
1
u
(c− v∂vc) , (5.21)
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and the conservation equation ∂α˙αJαα˙ = 0 requires
2uv2∂uA− (1− u− v)v
2∂vA = 2u
2v∂vA
′ − (1− u− v)u2∂uA
′ . (5.22)
As also checked in [3] this is satisfied by virtue of (5.20)4.
For N = 4 superconformal symmetry we again consider the four point function for the
simplest short multiplet whose superconformal transformation properties were described
in section 2. In this case we may write, with notation defined in appendix A,
〈
ϕI1(x1)ϕ
I2(x2)ϕ
I3(x3)ϕ
I4(x4)
〉
=
δI1I2δI3I4
r 212 r
2
34
a1 +
δI1I3δI2I4
r 213 r
2
24
a2 +
δI1I4δI2I3
r 214 r
2
23
a3
+
CI1I2I3I4
r12 r14 r23 r34
c1 +
CI1I3I2I4
r13 r14 r23 r24
c2 +
CI1I2I4I3
r12 r13 r24 r34
c3 ,
(5.23)
involving six functions of u, v. This basis is convenient since for free fields a1 = a2 = a3
and c1 = c2 = c3 are both constants. The relevant superconformal identity follows from
δ
〈
ψrα(x1)ϕ
I2(x2)ϕ
I3(x3)ϕ
I4(x4)
〉
= 0 which may be expanded using (2.16) as
〈
ψrα(x1)ψtα˙(x2)ϕ
I3(x3)ϕ
I4(x4)
〉
CI2ts γ¯sˆ¯ǫ
α˙(x2) +
〈
ψrα(x1)ψtα˙(x3)ϕ
I2(x2)ϕ
I4(x4)
〉
CI3ts γ¯sˆ¯ǫ
α˙(x3)
+
〈
ψrα(x1)ψtα˙(x4)ϕ
I3(x3)ϕ
I2(x2)
〉
CI4ts γ¯sˆ¯ǫ
α˙(x4)
+
〈
Jrsαα˙(x1)ϕ
I2(x2)ϕ
I3(x3)ϕ
I4(x4)
〉
γ¯sˆ¯ǫ
α˙(x1) +
1
6
〈
Jstαα˙(x1)ϕ
I2(x2)ϕ
I3(x3)ϕ
I4(x4)
〉
γ¯rγsγ¯tˆ¯ǫ
α˙(x1)
= 2i
(
x12αα˙
r 312 r
2
34
CIrsγ¯sˆ¯ǫ
α˙(x2)Q
II2I3I4
2 +
x13αα˙
r 313 r
2
24
CIrsγ¯sˆ¯ǫ
α˙(x3)Q
II2I3I4
3 +
x14αα˙
r 314 r
2
23
CIrsγ¯sˆ¯ǫ
α˙(x4)Q
II2I3I4
4
)
,
(5.24)
4 Using (5.21) for A and (5.20) for ∂uc in the resulting term involving ∂u∂uc the left hand
side of (5.22) becomes (1 − u − v)(uvc,uv − uc,u − vc,v + c − 2u2b,uu − 2v2a,vv) + 2uv2a,uv +
2u2vb,uv + 2v
2a,v + 2u
2b,u. This is symmetric under u ↔ v, a ↔ b and so is equal to the right
hand side.
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where, from (5.23), we have
QII2I3I42 = δ
II2δI3I4(2a1 − u∂ua1)− δ
II3δI2I4 u3∂ua2 − δ
II4δI2I3
u3
v2
∂ua3
+ CII2I3I4
u
v
(c1 − u∂uc1)− C
II3I2I4
u3
v2
∂uc2 + C
II2I4I3 u(c3 − u∂uc3) ,
QII2I3I44 = − δ
II2δI3I4
v3
u2
∂va1 − δ
II3δI2I4 v3∂va2 + δ
II4δI2I3(2a3 − v∂va3)
+ CII2I3I4
v
u
(c1 − v∂vc1) + C
II3I2I4 v(c2 − v∂vc2) + C
II2I4I3
v3
u2
∂vc3 ,
QII2I3I43 = δ
II2δI3I4
1
u2
(u∂u + v∂v)a1 + δ
II3δI2I4
(
2a2 + (u∂u + v∂v)a2
)
+ δII4δI2I3
1
v2
(u∂u + v∂v)a3 + C
II2I3I4
1
uv
(u∂u + v∂v)c1
+ CII3I2I4
1
v
(
c2 + (u∂u + v∂v)c2
)
+ CII2I4I3
1
u
(
c3 + (u∂u + v∂v)c3
)
.
(5.25)
On the left hand side of (5.24) we may write
〈
ψrα(x1)ψsα˙(xi)ϕ
J (xj)ϕ
K(xk)
〉
= 2i
( x1iαα˙
r 31i r
2
jk
RJKi,rs +
(x1j x˜jkxki)αα˙
r12r13r14r23r24r34
SJKi,rs
)
,
〈
Jrsαα˙(x1)ϕ
I(x2)ϕ
J(x3)ϕ
K(x4)
〉
= 2i
1
r13r24
( 1
r12r34
X1[23]αα˙A
IJK
rs +
1
r14r23
X1[34]αα˙B
IJK
rs
)
.
(5.26)
Using the invariants T
(n)JK
rs defined in appendix A we have
RJKi,rs =
6∑
n=1
R
(n)
i T
(n)JK
rs , S
JK
i,rs =
6∑
n=1
S
(n)
i T
(n)JK
rs , (5.27)
and AIJKrs , B
IJK
rs may also be expanded in terms of a basis formed by (C
ICJCK)[rs],
(CJCICK)[rs] and (C
ICKCJ )[rs].
As before there are conditions necessary to cancel terms involving x1j x˜jkxki from
(5.26). Using (5.4) and (5.14) this requires
(
− (SI3I42 C
I2)rs + (S
I2I4
3 C
I3)rs + (S
I2I3
4 C
I4)rs
)
γ¯s = 0 . (5.28)
Using (5.27) and the relations in (A.13,16) this decomposes into 12 linear relations for 18
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variables which may be written as
S
(1)
2 −
1
6S
(2)
2 = − S
(5)
3 − S
(5)
4 ,
S
(1)
3 −
1
6S
(2)
3 = − S
(5)
2 + S
(6)
4 ,
S
(1)
4 −
1
6S
(2)
4 = − S
(6)
2 + S
(6)
3 ,
S
(2)
2 = 2
(
S
(5)
2 + S
(6)
2 + S
(6)
3 + S
(6)
4
)
,
S
(2)
3 = 2
(
S
(6)
2 + S
(5)
3 + S
(6)
3 − S
(5)
4
)
,
S
(2)
4 = 2
(
S
(5)
2 − S
(5)
3 + S
(5)
4 + S
(6)
4
)
,
S
(3)
2 = S
(3)
3 = −S
(3)
4 = 2
(
S
(5)
2 − S
(6)
2 + S
(5)
3 − S
(6)
3 − S
(5)
4 + S
(6)
4
)
,
S
(4)
2 = − S
(5)
3 + S
(5)
4 , S
(4)
3 = −S
(5)
2 − S
(6)
4 , S
(4)
4 = −S
(6)
2 − S
(6)
3 .
(5.29)
There are 9 further relations which are necessary to cancel terms of the form EIJKr , as
defined on (A.14), which cannot occur elsewhere in (5.24). This gives 9 relations
R
(6)
2 =
u2
v
S
(6)
3 , R
(5)
4 = −
v2
u
S
(5)
3 , R
(6)
3 =
1
uv
S
(6)
2 ,
R
(5)
2 =
u2
v
S
(4)
3 , R
(6)
4 =
v2
u
S
(4)
3 , R
(5)
3 =
1
uv
S
(4)
2 ,
R
(4)
2 =
u2
v
S
(5)
3 , R
(4)
4 =
v2
u
S
(6)
3 , R
(4)
3 =
1
uv
S
(6)
2 .
(5.30)
The remaining equations from (5.24) which are symmetric in rs correspond to the terms
on the right hand side. With (5.25), and using (5.29) and (5.30) for simplification we have
2
(
S
(6)
2 − S
(5)
3 + S
(6)
3 + S
(5)
4
)
= (u∂u + v∂v)c1 ,
2
(
− S(5)2 + S
(6)
2 + S
(6)
3 − S
(6)
4
)
= −u∂uc2 ,
2
(
S
(5)
2 + S
(5)
3 − S
(5)
4 + S
(6)
4
)
= v∂vc3 ,
2S
(5)
2 = −uv∂va2 , 2S
(6)
2 = −
u
v
(u∂u + v∂v)a3 , 2S
(5)
3 = −
v
u
∂va1 ,
2S
(6)
3 =
u
v
∂ua3 , 2S
(5)
4 = −
v
u
(u∂u + v∂v)a1 , 2S
(6)
4 = −uv∂ua2 ,
(5.31)
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as well as
R
(2)
2 −R
(3)
2 = 2
u
v
(
c1 − u∂uc1
)
+ u∂va1 ,
R
(2)
2 +R
(3)
2 = 2u
(
c3 − u(∂u + ∂v)c3
)
− u∂va1 ,
R
(2)
4 +R
(3)
4 = 2
v
u
(
c1 − v∂vc1
)
+ v∂ua3 ,
R
(2)
4 −R
(3)
4 = 2v
(
c2 − v(∂u + ∂v)c2
)
− v∂ua3 ,
R
(2)
3 −R
(3)
3 = 2
1
v
(
c2 + (u∂u + v∂v)c1
)
+ ∂va2 ,
R
(2)
3 +R
(3)
3 = 2
1
u
(
c3 + (u∂u + v∂v)c3 − ∂vc3
)
− ∂va2 ,
R
(1)
2 −
1
6R
(2)
2 = 2a1 − u∂ua1 −
1
2u∂va1 ,
R
(1)
4 −
1
6
R
(2)
4 = 2a3 − v∂va3 −
1
2
v∂ua3 ,
R
(1)
3 −
1
6R
(2)
3 = 2a2 + (u∂u + v∂v)a2 −
1
2u∂va2 .
(5.32)
Finally there are three constraints which arise from the requirement that
〈
Jrs ϕ
I2 ϕI3 ϕI4
〉
has the conformally covariant form given by (5.26). Using (5.29) and (5.30) these give
v
2u
(
R
(2)
2 −R
(3)
2
)
−
u
2v
(
R
(2)
4 +R
(3)
4
)
− 3uS(5)3 − 3v S
(6)
3
+ 2
(
S
(6)
2 + S
(5)
3 + S
(6)
3 − S
(5)
4
)
= 0 ,
1
2
(
R
(2)
3 −R
(3)
3
)
−
1
2v2
(
R
(2)
4 −R
(3)
4
)
−
3
uv
S
(5)
2 +
3
u
S
(6)
3
+ 2
(1
v
−
1
u
)(
S
(5)
2 + S
(6)
2 + S
(6)
3 + S
(6)
4
)
= 0 ,
1
2
(
R
(2)
2 +R
(3)
2
)
−
u2
2
(
R
(2)
3 +R
(3)
3
)
−
3u
v
S
(5)
2 +
3u2
v
S
(5)
3
+ 2
(u2
v
+
u
v
− u
)(
S
(5)
2 − S
(5)
3 + S
(5)
4 + S
(6)
4
)
= 0 .
(5.33)
It is clear that (5.31) provides three constraints and using (5.32) in (5.33) gives three
more which are essentially integrability conditions. With some simplification these may
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be written as
∂uc1 =
v
u
∂va1 +
1
v
(
(1− v)∂ua3 − (u∂u + v∂v)a3
)
,
∂vc1 =
u
v
∂ua3 +
1
u
(
(1− u)∂va1 − (u∂u + v∂v)a1
)
,
∂uc2 = − v(∂u + ∂v)a2 + ∂va3 −
1
v
(1− u)∂ua3 ,
∂vc2 = u∂ua2 − (1− u)∂va2 −
1
v
(u∂u + v∂v)a3 ,
∂uc3 = v∂va2 − (1− v)∂ua2 −
1
u
(u∂u + v∂v)a1 ,
∂vc3 = ∂ua1 −
1
u
(1− v)∂va1 − u(∂u + ∂v)a2 .
(5.34)
These equations are symmetric under u↔ v, a1 ↔ a3, c2 ↔ c3 and also for u→ u/v, v →
1/v, a2 ↔ a3, c1 ↔ c3. This is consistent with the crossing symmetry relations expected
in (5.23),
a1(u, v) = a3(v, u) , a2(u, v) = a2(v, u) , c1(u, v) = c1(v, u) , c2(u, v) = c3(v, u) ,
(5.35)
and also
a1(u, v) = a1(u
′, v′) , a2(u, v) = a3(u
′, v′) ,
c1(u, v) = c3(u
′, v′) , c2(u, v) = c2(u
′, v′) , u′ =
u
v
, v′ =
1
v
.
(5.36)
The results obtained for N = 2 in (5.20) are obviously a subset of (5.34) obtained for
c1 → c, a1 → a, a3 → b.
6. Solution of Conformal Constraint Equations
In this section we show how the linear equations (5.20) and (5.34) can be simply
solved. To this end we introduce new variables z, x defined by5
u = xz , v = (1− x)(1− z) . (6.1)
With these variables (5.20) can be rewritten in the form
∂
∂x
(
c−
1− z
z
a−
z
1− z
b
)
= 0 ,
∂
∂z
(
c−
1− x
x
a+
x
1− x
b
)
= 0 . (6.2)
5 These may be inverted by defining λ2 = (z − x)2 = (1 − u − v)2 − 4uv and then z =
1
2
(1− v+ u+ λ), x = 1
2
(1− v+ u− λ). In the Euclidean regime √u+√v ≥ 1 so that λ2 < 0 and
x = z∗.
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The solution is then trivial
c−
1− z
z
a−
z
1− z
b = f(z) , c−
1− x
x
a−
x
1− x
b = f(x) , (6.3)
where we impose symmetry under z ↔ x as is essential since a, b, c depend just on u, v
which, from (6.1), are invariant under this interchange. Eliminating c or a in (6.3) gives
1
u
a−
1
v
b =
f(z)− f(x)
z − x
,
1
v
c−
1− v − u
v2
b =
z
1−z
f(z)− x
1−x
f(x)
z − x
, (6.4)
For later use we define amplitudes corresponding to SU(2)R quantum numbers R = 0, 1, 2
in the decomposition of ϕi1j1(x1)ϕi2j2(x2) in (5.2),
A0 = a+
u2
3v2
b+
u
2v
c , A1 =
u2
v2
b+
u
v
c , A2 =
u2
v2
b . (6.5)
Using (6.4) we then get
A0 =
(
1
2(1 + v)−
1
6u
)
G − 12u
2−z
z
f˜(z)− 2−x
x
f˜(x)
z − x
,
A1 = (1− v)G − u
f˜(z)− f˜(x)
z − x
,
A2 = uG ,
(6.6)
where we define
G(u, v) =
u
v2
b(u, v) , f˜(z) =
z
z − 1
f(z) . (6.7)
For the N = 4 case the equations (5.34) can be similarly simplified using the variables
z, x, as given in (6.1), to three pairs of equations which have the form (6.2), involving
single partial derivatives with respect to z and x and which are symmetric under z ↔ x.
The corresponding solutions to (6.3) then involve three initially independent single variable
functions f1,2,3,
c1 −
1− z
z
a1 −
z
1− z
a3 = f1(z) , c1 −
1− x
x
a1 −
x
1− x
a3 = f1(x) ,
c2 + (1− z) a2 +
1
1− z
a3 = f2(z) , c2 + (1− x) a2 +
1
1− x
a3 = f2(x) ,
c3 + z a2 +
1
z
a1 = f3(z) , c3 + x a2 +
1
x
a1 = f3(x) .
(6.8)
These may be solved to give relations between any pair of functions of u, v. For instance
eliminating c1,2,3 it is easy to see that
1
u
a1−
1
v
a3 =
f1(z)− f1(x)
z − x
, −a2+
1
v
a3 =
f2(z)− f2(x)
z − x
, a2−
1
u
a1 =
f3(z)− f3(x)
z − x
.
(6.9)
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Either from (6.9) or directly from (6.8) we must have
f1(x) + f2(x) + f3(x) = k , (6.10)
for k =
∑
i(ai + ci), a constant.
In order to discuss the operator product expansion for ϕI1(x1)ϕ
I2(x2) in terms of
operators belonging to the different possible SU(4) representations, which are here la-
belled by their dimensions R = 1, 20, 84, 105, 15, 175, we must consider the corresponding
decomposition of the four point function (5.23),
〈
ϕI1(x1)ϕ
I2(x2)ϕ
I3(x3)ϕ
I4(x4)
〉
=
1
r 212 r
2
34
∑
R
AR(u, v)P
I1I2I3I4
R , (6.11)
where P I1I2I3I4R are projection operators which are given explicitly in appendix A. In terms
of (5.23) we have
A1 = 20a1 + u
2a2 +
u2
v2
a3 +
10
3
(u
v
c1 + uc3
)
+
u2
3v
c2 ,
A20 = u
2a2 +
u2
v2
a3 +
5
3
(u
v
c1 + uc3
)
+
u2
6v
c2 ,
A84 = u
2a2 +
u2
v2
a3 −
u2
2v
c2 ,
A105 = u
2a2 +
u2
v2
a3 +
u2
v
c2 ,
A15 = u
2a2 −
u2
v2
a3 − 2
(u
v
c1 − uc3
)
,
A175 = u
2a2 −
u2
v2
a3 .
(6.12)
Assuming (5.36) we have
AR(u, v) =
{
AR(u
′, v′) , R = 1, 20, 84, 105;
−AR(u′, v′) , R = 15, 175.
(6.13)
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Taking account of (6.8) we may express AR just in terms of A105 in the form
A1 =
1
3
(
u2 + 10(1− v)2 − 8u(1 + v) + 60v
)
G
−
10
3
(1− v)
f˜2(z) − f˜2(x)
z − x
+
8
3
u
2−z
z
f˜2(z) −
2−x
x
f˜2(x)
z − x
+ 5u
(
2−z
z
)2
f˜(z) −
(
2−x
x
)2
f˜(x)
z − x
−
5
3
u
f˜(z)− f˜(x)
z − x
− 20
(
f2(z) + f2(x)
)
+ 20k ,
A20 =
1
6
(
u2 + 10(1− v)2 − 5u(1 + v)
)
G
−
5
3
(1− v)
f˜2(z) − f˜2(x)
z − x
+
5
6
u
2−z
z
f˜2(z)−
2−x
x
f˜2(x)
z − x
+
5
3
u
f˜(z) − f˜(x)
z − x
,
A84 =
1
2u
(
3(1 + v)− u
)
G − 32u
2−z
z
f˜2(z)−
2−x
x
f˜2(x)
z − x
,
A105 = u
2G ,
A15 = − (1− v)
(
2(1 + v)− u
)
G + 2(1− v)
2−z
z
f˜2(z)−
2−x
x
f˜2(x)
z − x
− u
(
2−z
z
)2
f˜2(z)−
(
2−x
x
)2
f˜2(x)
z − x
− 2u
2−z
z
f˜(z)− 2−x
x
f˜(x)
z − x
,
A175 = − u(1− v)G + u
f˜2(z)− f˜2(x)
z − x
.
(6.14)
To achieve the form (6.14), which is convenient for application to the operator product
expansion subsequently, we use the definitions,
f˜2(z) =
z2
1− z
f2(z) , f˜(z) = zf3(z)−
z
z − 1
f1(z) . (6.15)
The symmetry requirements (6.13) are satisfied if
G(u, v) =
1
v2
G(u′, v′) , f˜2(z) = f˜2(z
′) , f˜(z) = −f˜(z′) , z′ =
z
z − 1
. (6.16)
7. Operator Product Expansion, N = 2
The four point function for quasi-primary fields φ1, φ2, φ3, φ4 in a conformal field
theory has an expansion in terms of the contributions of all fields occurring in the operator
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product expansion of φ1φ2 and φ3φ4. For simplicity taking φi = φ, a scalar field of
dimension ∆φ, this has the form
〈
φ(x1)φ(x2)φ(x3)φ(x4)
〉
=
1
(r12 r34)∆φ
∑
∆,ℓ
a∆,ℓ u
1
2
(∆−ℓ)G
(ℓ)
∆ (u, v) . (7.1)
The functions G
(ℓ)
∆ (u, v) are analytic in u, 1 − v and represent the contributions arising
from a quasi-primary operator, and all its derivatives, of dimension ∆ which transforms
under the rotation group O(d) in d Euclidean dimensions as a symmetric traceless rank ℓ
tensor. For the identity operator G
(0)
0 = 1. Corresponding to x1 ↔ x2 or x3 ↔ x4 we have
G
(ℓ)
∆ (u, v) = (−1)
ℓv−
1
2 (∆−ℓ)G
(ℓ)
∆ (u
′, v′) , u′ = u/v , v′ = 1/v . (7.2)
Recently [13] we obtained compact explicit expressions, using the variables z, x defined in
(6.1), in four dimensions which are given here in appendix C.
With superconformal symmetry the fields appearing in the operator product expansion
belong to supermultiplets under the superconformal group which link the contributions of
differing ℓ. We first discuss the N = 2 case for the four point function shown in (5.6) and
analyse the contributions to AR, as defined in (6.5), for R = 0, 1, 2. For a long multiplet
whose lowest dimension operator, with dimension ∆ and spin ℓ, has R = 0 the list of
operators which may contribute to the four point function are (only operators in four
dimensions with representation (j1, j2) can appear if j1 = j2 =
1
2
ℓ and the U(1)R charge
r = 0 so this is a subset of the full set of 28(ℓ+ 1)2 fields),
R = 0 ∆ℓ (∆ + 1)ℓ±1 (∆ + 2)ℓ±2, (∆ + 2)ℓ
2 (∆ + 3)ℓ±1 (∆ + 4)ℓ
R = 1 (∆ + 1)ℓ±1 (∆ + 2)ℓ
3 (∆ + 3)ℓ±1 (7.3)
R = 2 (∆ + 2)ℓ .
It is evident that for R = 2 only a single operator contributes from this supermultiplet.
Consequently in this case the corresponding contribution, choosing here the overall coeffi-
cient to be one, is just
A2(u, v) = u
1
2 (∆+2−ℓ)G
(ℓ)
∆+2(u, v) . (7.4)
According to (6.6) this gives trivially G(u, v) = u
1
2 (∆−ℓ)G
(ℓ)
∆+2(u, v). Setting f(z) = 0 this
then determines A0 and A1 in (6.6). Using the results of appendix C allows A0, A1 to
be expressed in terms of a sum of contributions G
(ℓ)
∆ , for suitable ∆, ℓ, with coefficients
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depending on ∆, ℓ. The results are then
A1(u, v) = − u
1
2 (∆−ℓ)
(
2G
(ℓ+1)
∆+1 (u, v) +
1
2uG
(ℓ−1)
∆+1 (u, v)
+
(∆ + ℓ+ 2)2
8(∆ + ℓ+ 1)(∆+ ℓ+ 3)
uG
(ℓ+1)
∆+3 (u, v)
+
(∆− ℓ)2
32(∆− ℓ− 1)(∆− ℓ+ 1)
u2G
(ℓ−1)
∆+3 (u, v)
)
,
A0(u, v) = u
1
2 (∆−ℓ)
(
G
(ℓ)
∆ (u, v) +
1
12
uG
(ℓ)
∆+2(u, v)
+
(∆ + ℓ+ 2)2
4(∆+ ℓ+ 1)(∆ + ℓ+ 3)
G
(ℓ+2)
∆+2 (u, v)
+
(∆− ℓ)2
64(∆− ℓ− 1)(∆− ℓ+ 1)
u2G
(ℓ−2)
∆+2 (u, v)
+
(∆ + ℓ+ 2)2(∆− ℓ)2
256(∆+ ℓ+ 1)(∆+ ℓ+ 3)(∆− ℓ− 1)(∆− ℓ+ 1)
u2G
(ℓ)
∆+4(u, v)
)
.
(7.5)
These are exactly the contributions expected in an expansion as in (7.1) corresponding to
the operators listed in (7.3) with the constraint that the operators contributing to A1 have
(−1)ℓ differing in sign from those appearing in A0, A2. The conditions (the overall minus
sign in A1 arises as a consequence of (7.2) and the constraint on ℓ just noticed since the
positivity requirement applies directly to 〈ϕi1j1(x1)ϕi2j2(x2)ϕi3j3(x3)ϕ
i4j4(x4)〉 which is
related to (5.6) by x3 ↔ x4 and hence u → u/v, v → 1/v) necessary for a unitary theory
clearly require only ∆ > ℓ+1. For a generic N = 2 supermultiplet the unitarity condition
for a lowest weight operator with dimension ∆, belonging to a SU(2)R representation R,
U(1)R charge r and with j1 = j2 =
1
2ℓ is [9]
∆ ≥ 2 + ℓ+ 2R+ |r| , (7.6)
and in application to the four point function of interest here r = 0 and R = 0, 1, 2.
In (7.5) ℓ = 0, 1 are special cases but the results may be obtained from (7.5) by using,
as shown in appendix C,
G
(−1)
∆ (u, v) = 0 ,
1
4
uG
(−2)
∆ (u, v) = −G
(0)
∆ (u, v) . (7.7)
Thus we may obtain for ℓ = 0,
A0(u, v) = u
1
2∆
(
G
(0)
∆ (u, v) +
∆2 − 4
48(∆2 − 1)
uG
(0)
∆+2(u, v) +
(∆ + 2)2
4(∆ + 1)(∆+ 3)
G
(2)
∆+2(u, v)
+
∆2(∆ + 2)2
256(∆+ 1)2(∆ + 3)(∆− 1)
u2G
(0)
∆+4(u, v)
)
. (7.8)
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Unitarity here requires ∆ ≥ 2 in accord with (7.6) for R = ℓ = 0.
There are also short multiplets in which the spectrum of SU(2)R representations is
reduced since some superconformal transformations annihilate the operators with lowest
dimension. For such supermultiplets ∆ and ℓ are related. The contribution of such op-
erators in the operator product expansion to the four point function involves considering
the function f˜(z) which arises in the general solution of the superconformal identities ex-
hibited in (6.6). The terms arising from the function f˜ may also be written in terms of
the operator expansion functions G
(ℓ)
∆ (u, v) but only in particular cases where ∆ is given
in terms of ℓ. From the results in [13], as quoted here in in appendix C, the essential
expression, which matches the form of the contributions appearing in (6.6), is
G
(ℓ)
ℓ+2(u, v) =
gℓ+1(z)− gℓ+1(x)
z − x
, gℓ(z) =
(
− 1
2
z
)ℓ−1
zF
(
ℓ, ℓ; 2ℓ; z
)
, (7.9)
with F a hypergeometric function. Using the formulae in appendix C or standard hyper-
geometric identities this satisfies the crucial relations
2− z
z
gℓ(z) = −gℓ−1(z)−
ℓ2
(2ℓ− 1)(2ℓ+ 1)
gℓ+1(z) , gℓ(z) = (−1)
ℓgℓ(z
′) , (7.10)
with z′ as in (6.16).
We first in (6.6) set G = 0 and therefore
A2(u, v) = 0 , (7.11)
so that there are no contributions from R = 2 operators. If we then choose in (6.6)
f˜(z) = gℓ+2(z) we would have, by virtue of (7.9),
A1(u, v) = −uG
(ℓ+1)
ℓ+3 (u, v) . (7.12)
Using (7.10) in (6.6) further gives, in conjunction with (7.11) and (7.12),
A0(u, v) =
1
2
uG
(ℓ)
ℓ+2(u, v) +
(ℓ+ 2)2
2(2ℓ+ 3)(2ℓ+ 5)
uG
(ℓ+2)
ℓ+4 (u, v) . (7.13)
The results (7.11), (7.12) and (7.13) thus represent the contribution of a restricted multiplet
in which the lowest dimension field has spin ℓ and R = 0, ∆ = 2+ ℓ, saturating the bound
(7.6). In both (7.12) and (7.13) the relevant operators have twist, ∆− ℓ, two. For ℓ = −1
these results reduce to
A0(u, v) =
1
6uG
(1)
3 (u, v) , A1(u, v) = −uG
(0)
2 (u, v) , A2(u, v) = 0 , (7.14)
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in which the R = 1 operator has the lowest dimension. This corresponds to the short
supermultiplet exhibited in (2.10). If ℓ = 0 instead we get
A0(u, v) =
1
2uG
(0)
2 (u, v) +
2
15uG
(2)
4 (u, v) , A1(u, v) = −uG
(1)
3 (u, v) , A2(u, v) = 0 ,
(7.15)
which represents the contribution of the supercurrent supermultiplet containing the energy
momentum tensor (the U(1)R current does not appear in the operator product expansion
in this case).
If in (6.6) we take f˜ = 1 then
A0 = 1 , A1 = A2 = 0 , (7.16)
corresponding to the identity operator.6
Besides the case represented by (7.11), (7.12) and (7.13) for any ℓ there are also other
restricted supermultiplets, with dimensions not involving a factor 28 as in a generic long
multiplets. A further example may be found by considering the contributions to the four
point function in the operator prodect expansion obtained by subtracting twice (7.12) and
(7.13) from (7.5) for ∆ = ℓ+ 2. This gives, with (7.11), the results
A2(u, v) = u
2G
(ℓ)
ℓ+4(u, v) ,
A1(u, v) = −
1
2
u2G
(ℓ−1)
ℓ+3 (u, v)−
1
24
u3G
(ℓ−1)
ℓ+5 (u, v)−
(ℓ+ 2)2
2(2ℓ+ 3)(2ℓ+ 5)
u2G
(ℓ+1)
ℓ+5 (u, v) ,
A0(u, v) =
1
12u
2G
(ℓ)
ℓ+4(u, v) +
1
48u
3G
(ℓ−2)
ℓ+4 (u, v) +
(ℓ+ 2)2
48(2ℓ+ 3)(2ℓ+ 5)
u3G
(ℓ)
ℓ+6(u, v) ,
(7.17)
which would correspond to a supermultiplet in which the lowest dimension operator has
spin ℓ− 1 and R = 1, ∆ = ℓ+3 containing operators of twist 4, 6. For such multiplets the
bound (7.6) is again saturated for the lowest weight operator.
Taking ℓ = 0 in (7.17) gives
A0(u, v) =
1
180u
3G
(0)
6 (u, v) , A1(u, v) = −
2
15u
2G
(1)
5 (u, v) , A2(u, v) = u
2G
(0)
4 (u, v) ,
(7.18)
where the lowest dimension operator has R = 2. For N = 2 the superconformal group
SU(2, 2|2) has short multiplets corresponding to lowest weight operators which are scalars
with ∆ = 2R, [9], and can be represented as in (2.10), which is the special case when
6 This can also be realised by (7.12) and (7.13) if ℓ = −2 since, by virtue of (7.7),
1
2
uG
(−2)
0 (u, v) = −2G(0)0 (u, v) = −2.
41
R = 1, giving
∆
2R R(0,0)
ւ ց
2R+ 12 (R−
1
2 )( 12 ,0) (R −
1
2 )(0, 12 )
ւ ց ւ ց
2R + 1 (R− 1)(0,0) (R − 1)( 12 , 12 ) (R− 1)(0,0)
ց ւ ց ւ
2R+ 32 (R −
3
2 )(0, 12 ) (R −
3
2 )( 12 ,0)
ց ւ
2R + 2 (R − 2)(0,0)
r 1 12 0 −
1
2 −1
(7.19)
where the representations are denoted by R(j1,j2) with (j1, j2) determining the spin, R the
SU(2)R representation and for r the U(1)R charge. The total dimension is 16(2R − 1).
For R = 2 the operators listed in (7.19) with zero r are just those required to give the
operator product contributions in (7.18).
For a general four point function, represented as in (6.6), the superconformal operator
product expansion can thus be written simply as
G(u, v) =
∑
∆,ℓ
a∆,ℓ(−1)
ℓ u
1
2 (∆−ℓ)G
(ℓ)
∆+2(u, v) , f˜(z) = A+
∑
ℓ≥−1
aℓ(−1)
ℓ gℓ+2(z) . (7.20)
For generic ∆ unitarity requires a∆,ℓ > 0. From the above it is sufficient if ∆ = ℓ + 2 to
impose aℓ + 2aℓ+2,ℓ ≥ 0, for ℓ = 0, 1, . . ., and also A > 0.
As an illustration we may consider the result for a free theory when in (5.6) we have
a trivial solution of the superconformal constraints, a = b and c constants. In this case,
from (6.3) and (6.7), we have
G(u, v) = a
u
v2
, f˜(z) = a
(
1 +
z2
(1− z)2
)
− c
z
1− z
. (7.21)
Using our previous results [13] we have
a∆,ℓ = a 2
ℓ−1 (ℓ+ t− 1)!(ℓ+ t)!
(
(t− 1)!
)2
(2ℓ+ 2t− 1)!(2t− 2)!
(ℓ+ 1)(ℓ+ 2t) δ∆,ℓ+2t ,
ℓ = 0, 1, 2 . . .
t = 1, 2, . . .
. (7.22)
Furthermore, by analysing the expansion of f˜(z) in powers of z,
A = a , aℓ + 2aℓ+2,ℓ = c 2
ℓ+1
(
(ℓ+ 1)!
)2
(2ℓ+ 2)!
, ℓ = −1, 0, . . . . (7.23)
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Clearly positivity conditions are satisfied for a, c > 0. From (7.23) it is evident that the
short multiplets represented by (7.11), (7.12), (7.13) and also (7.17), including the special
cases (7.14) and (7.18), are relevant in the operator product expansion for this free theory.
8. Operator Product Expansion, N = 4
For the analysis of the operator product expansion for the four point function for the
simplest chiral primary operators as in (5.23), the implications of N = 4 superconformal
symmetry can be derived following a similar procedure as in the N = 2 case. This depends
essentially on the representation (6.14) for the contributions of operators belonging to
different representations of the SU(4)R symmetry.
We first consider the contributions of long supermultiplets, without any constraints,
in which the lowest dimension operator is a SU(4)R singlet of dimension ∆. According
to [5] and also section 4 this is the only possibility for generic ∆. For the case when this
operator also has spin zero the decomposition of all 216 operators into representations
of SU(4)R and also SO(3, 1), which are labelled (j1, j2), was listed by Andrianopoli and
Ferrara [26]. Here we are interested in just those operators contributing in the operator
product expansion to the scalar four point function, which have j1 = j2 =
1
2ℓ, and we also
consider only those operators with Y = 0, corresponding to those occurring in a superfield
expansion with equal numbers of θ’s and θ¯’s. With a similar notation as in (7.3) these
operators are
R 1 15 20 84 175 105
∆0
(∆ + 1)1 (∆ + 1)1
(∆ + 2)0,2 (∆ + 2)0,2 (∆ + 2)2 (∆ + 2)0
(∆ + 3)1,3 (∆ + 3)1,1,3 (∆ + 3)1 (∆ + 3)1 (∆ + 3)1
(∆ + 4)0,2,4 (∆ + 4)0,2,2 (∆ + 4)0,2 (∆ + 4)0,2 (∆ + 4)0 (∆ + 4)0
(∆ + 5)1,3 (∆ + 5)1,1,3 (∆ + 5)1 (∆ + 5)1 (∆ + 5)1
(∆ + 6)0,2 (∆ + 6)0,2 (∆ + 6)2 (∆ + 6)0
(∆ + 7)1 (∆ + 7)1
(∆ + 8)0 .
(8.1)
For the case of the lowest dimension operator having spin ℓ we may easily obtain, since
there are no constraints, the corresponding table by tensoring with (j, j), ℓ = 2j. Thus
in (8.1), for any ∆, we have ∆0 → ∆ℓ, ∆1 → ∆ℓ±1, ∆2 → ∆ℓ±2,ℓ, ∆3 → ∆ℓ±3,ℓ±1 and
∆4 → ∆ℓ±4,ℓ±2,ℓ. This representation is unitary if ∆ ≥ ℓ+ 2.
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The crucial observation for our purposes arising from (8.1) is that there is only one
operator belonging to the 105-representation. We therefore consider the contribution of
this operator in the operator product expansion by writing
A105(u, v) = u
1
2 (∆+4−ℓ)G
(ℓ)
∆+4(u, v) . (8.2)
According to (6.14) this now gives G(u, v) = u
1
2 (∆−ℓ)G
(ℓ)
∆+4(u, v). Discarding f˜(z) and
f˜2(z) we may now determine the remaining AR from (6.14), in a similar fashion to (7.5),
by using the results of appendix C. We give the results in order of increasing complexity.
For R = 175,
A175(u, v) = u
1
2 (∆+2−ℓ)
(
2G
(ℓ+1)
∆+3 (u, v) +
1
2uG
(ℓ−1)
∆+3 (u, v)
+
(∆ + ℓ+ 4)2
8(∆ + ℓ+ 3)(∆+ ℓ+ 5)
uG
(ℓ+1)
∆+5 (u, v)
+
(∆− ℓ+ 2)2
32(∆− ℓ+ 1)(∆− ℓ+ 3)
u2G
(ℓ−1)
∆+5 (u, v)
)
.
(8.3)
For R = 84,
A84(u, v) = 3u
1
2 (∆+2−ℓ)
(
G
(ℓ)
∆+2(u, v) +
1
12
uG
(ℓ)
∆+4(u, v)
+
(∆ + ℓ+ 4)2
4(∆+ ℓ+ 3)(∆ + ℓ+ 5)
G
(ℓ+2)
∆+4 (u, v)
+
(∆− ℓ+ 2)2
64(∆− ℓ+ 1)(∆− ℓ+ 3)
u2G
(ℓ−2)
∆+4 (u, v)
+
(∆ + ℓ+ 4)2(∆− ℓ+ 2)2
256(∆+ ℓ+ 3)(∆ + ℓ+ 5)(∆− ℓ+ 1)(∆− ℓ+ 3)
u2G
(ℓ)
∆+6(u, v)
)
.
(8.4)
For R = 20,
A20(u, v) =
5
3
u
1
2 (∆−ℓ)
(
4G
(ℓ+2)
∆+2 (u, v) + uG
(ℓ)
∆+2(u, v) +
1
4
u2G
(ℓ−2)
∆+2 (u, v)
+
(∆ + ℓ+ 4)2
4(∆ + ℓ+ 3)(∆+ ℓ+ 5)
uG
(ℓ+2)
∆+4 (u, v)
+
(∆− ℓ+ 2)2
64(∆− ℓ+ 1)(∆− ℓ+ 3)
u3G
(ℓ−2)
∆+4 (u, v) +
1
10
u2G
(ℓ)
∆+4(u, v)
+
1
8
( 1
(∆ + ℓ+ 1)(∆+ ℓ+ 5)
+
1
(∆− ℓ− 1)(∆− ℓ+ 3)
)
u2G
(ℓ)
∆+4(u, v)
+
(∆ + ℓ+ 4)2(∆ + ℓ+ 6)2
64(∆+ ℓ+ 3)(∆ + ℓ+ 5)2(∆ + ℓ+ 7)
u2G
(ℓ+2)
∆+6 (u, v)
+
(∆ + ℓ+ 4)2(∆− ℓ+ 2)2
256(∆+ ℓ+ 3)(∆ + ℓ+ 5)(∆− ℓ+ 1)(∆− ℓ+ 3)
u3G
(ℓ)
∆+6(u, v)
+
(∆− ℓ+ 2)2(∆− ℓ+ 4)2
210(∆− ℓ+ 1)(∆− ℓ+ 3)2(∆− ℓ+ 5)
u4G
(ℓ−2)
∆+6 (u, v)
)
. (8.5)
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For R = 15,
A15(u, v) = u
1
2 (∆−ℓ)
(
8G
(ℓ+1)
∆+1 (u, v) + 2uG
(ℓ−1)
∆+1 (u, v)
+
2(∆ + ℓ+ 4)2
(∆ + ℓ+ 3)(∆+ ℓ+ 5)
G
(ℓ+3)
∆+3 (u, v) +
(∆ + ℓ+ 3)2 − 3
(∆ + ℓ+ 1)(∆ + ℓ+ 5)
uG
(ℓ+1)
∆+3 (u, v)
+
(∆− ℓ+ 1)2 − 3
4(∆− ℓ− 1)(∆− ℓ+ 3)
u2G
(ℓ−1)
∆+3 (u, v)
+
(∆− ℓ+ 2)2
32(∆− ℓ+ 1)(∆− ℓ+ 3)
u3G
(ℓ−3)
∆+3 (u, v)
+
(∆ + ℓ+ 4)2(∆ + ℓ+ 6)2
8(∆ + ℓ+ 3)(∆+ ℓ+ 5)2(∆ + ℓ+ 7)
uG
(ℓ+3)
∆+5 (u, v)
+
(∆ + ℓ+ 4)2
(
(∆− ℓ+ 1)2 − 3
)
16(∆− ℓ− 1)(∆− ℓ+ 3)(∆+ ℓ+ 3)(∆ + ℓ+ 5)
u2G
(ℓ+1)
∆+5 (u, v)
+
(∆− ℓ+ 2)2
(
(∆ + ℓ+ 3)2 − 3
)
64(∆− ℓ+ 1)(∆− ℓ+ 3)(∆+ ℓ+ 1)(∆ + ℓ+ 5)
u3G
(ℓ−1)
∆+5 (u, v)
+
(∆− ℓ+ 2)2(∆− ℓ+ 4)2
29(∆− ℓ+ 1)(∆− ℓ+ 3)2(∆− ℓ+ 5)
u4G
(ℓ−3)
∆+5 (u, v)
+
(∆− ℓ+ 2)2(∆ + ℓ+ 4)2(∆ + ℓ+ 6)2
29(∆− ℓ+ 1)(∆− ℓ+ 3)(∆+ ℓ+ 3)(∆+ ℓ+ 5)2(∆ + ℓ+ 7)
u3G
(ℓ+1)
∆+7 (u, v)
+
(∆− ℓ+ 2)2(∆− ℓ+ 4)2(∆ + ℓ+ 4)2
211(∆− ℓ+ 1)(∆− ℓ+ 3)2(∆− ℓ+ 5)(∆ + ℓ+ 3)(∆+ ℓ+ 5)
u4G
(ℓ−1)
∆+7 (u, v)
)
.
(8.6)
Finally the singlet contribution is
A1(u, v)
= 13u
1
2 (∆−ℓ)
(
60G
(ℓ)
∆ (u, v) +
10(∆ + ℓ+ 2)(∆+ ℓ+ 4)
(∆ + ℓ+ 1)(∆+ ℓ+ 5)
G
(ℓ+2)
∆+2 (u, v)
+ 4 uG
(ℓ)
∆+2(u, v) +
5(∆− ℓ)(∆− ℓ+ 2)
8(∆− ℓ− 1)(∆− ℓ+ 3)
u2G
(ℓ−2)
∆+2 (u, v)
+
15(∆ + ℓ+ 4)2(∆ + ℓ+ 6)2
4(∆ + ℓ+ 3)(∆ + ℓ+ 5)2(∆ + ℓ+ 7)
G
(ℓ+4)
∆+4 (u, v)
+
(∆ + ℓ+ 4)2
(∆ + ℓ+ 3)(∆+ ℓ+ 5)
uG
(ℓ+2)
∆+4 (u, v)
+
5(∆− ℓ)(∆− ℓ+ 2)(∆+ ℓ+ 2)(∆ + ℓ+ 4)
48(∆− ℓ− 1)(∆− ℓ+ 3)(∆+ ℓ+ 1)(∆+ ℓ+ 5)
u2G
(ℓ)
∆+4(u, v) +
1
3
u2G
(ℓ)
∆+4(u, v)
+
(∆− ℓ+ 2)2
16(∆− ℓ+ 1)(∆− ℓ+ 3)
u3G
(ℓ−2)
∆+4 (u, v)
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+
15(∆− ℓ+ 2)2(∆− ℓ+ 4)2
210(∆− ℓ+ 1)(∆− ℓ+ 3)2(∆− ℓ+ 5)
u4G
(ℓ−4)
∆+4 (u, v)
+
5(∆− ℓ)(∆− ℓ+ 2)(∆ + ℓ+ 4)2(∆ + ℓ+ 6)2
128(∆− ℓ− 1)(∆− ℓ+ 3)(∆ + ℓ+ 3)(∆+ ℓ+ 5)2(∆ + ℓ+ 7)
u2G
(ℓ+2)
∆+6 (u, v)
+
(∆− ℓ+ 2)2(∆ + ℓ+ 4)2
64(∆− ℓ+ 1)(∆− ℓ+ 3)(∆+ ℓ+ 3)(∆+ ℓ+ 5)
u3G
(ℓ)
∆+6(u, v)
+
5(∆− ℓ+ 2)2(∆− ℓ+ 4)2(∆ + ℓ+ 2)(∆ + ℓ+ 4)
211(∆− ℓ+ 1)(∆− ℓ+ 3)2(∆− ℓ+ 5)(∆ + ℓ+ 1)(∆+ ℓ+ 5)
u4G
(ℓ−2)
∆+6 (u, v)
+
15(∆− ℓ+ 2)2(∆− ℓ+ 4)2(∆ + ℓ+ 4)2(∆ + ℓ+ 6)2
214(∆− ℓ+ 1)(∆− ℓ+ 3)2(∆− ℓ+ 5)(∆ + ℓ+ 3)(∆+ ℓ+ 5)2(∆ + ℓ+ 7)
u4G
(ℓ)
∆+8(u, v)
)
.
(8.7)
It is evident that these results correspond exactly to what would be expected for a long
multiplet whose lowest dimension operator is a singlet of spin ℓ. The symmetry conditions
(6.13), using (7.2), require ℓ to be even.
For later use a more succinct notation is useful so the AR are assembled as a vector,
A = (A1, A15, A20, A84, A175, A105) , (8.8)
and then the equations (8.2), (8.3), (8.4), (8.5), (8.6) and (8.7) are expressed as
A(u, v) = G∆,ℓ(u, v) , (8.9)
defining implicitly the vector G∆,ℓ.
If ℓ = 0 then the above results are valid if we use (7.7) and also
u3G
(−4)
∆ (u, v) = −64G
(2)
∆ (u, v) , u
2G
(−3)
∆ (u, v) = −16G
(1)
∆ (u, v) . (8.10)
The corresponding results are then
A105(u, v) = u
1
2 (∆+4)G
(0)
∆+4(u, v) ,
A175(u, v) = u
1
2 (∆+2)
(
2G
(1)
∆+3(u, v) +
(∆ + 4)2
8(∆+ 3)(∆+ 5)
uG
(1)
∆+5(u, v)
)
,
A84(u, v) = u
1
2 (∆+2)
(
3G
(0)
∆+2(u, v) +
∆(∆ + 4)
16(∆+ 1)(∆+ 3)
uG
(0)
∆+4(u, v)
+
3(∆ + 4)2
4(∆ + 3)(∆ + 5)
G
(2)
∆+4(u, v) +
3(∆ + 2)2(∆ + 4)2
256(∆ + 3)2(∆ + 5)(∆ + 1)
u2G
(0)
∆+6(u, v)
)
,
A20(u, v) = u
1
2∆
(
20
3
G
(2)
∆+2(u, v) +
5(∆ + 4)2
12(∆ + 3)(∆ + 5)
uG
(2)
∆+4(u, v)
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+
∆(∆+ 4)
16(∆− 1)(∆ + 5)
u2G
(0)
∆+4(u, v) +
5(∆ + 4)2(∆ + 6)2
192(∆+ 3)(∆+ 5)2(∆ + 7)
u2G
(2)
∆+6(u, v)
)
,
A15(u, v) = u
1
2∆
(
8G
(1)
∆+1(u, v) +
2(∆ + 4)2
(∆ + 3)(∆ + 5)
G
(3)
∆+3(u, v) +
(∆ + 4)2
2(∆ + 3)(∆+ 5)
uG
(1)
∆+3(u, v)
+
(∆ + 4)2(∆ + 6)2
8(∆+ 3)(∆+ 5)
uG
(3)
∆+5(u, v) +
∆2(∆ + 4)2
32(∆− 1)(∆ + 3)(∆ + 5)
u2G
(1)
∆+5(u, v)
+
(∆ + 2)2(∆ + 4)2(∆ + 6)2
29(∆ + 1)(∆+ 3)2(∆ + 5)2(∆ + 7)
u3G
(1)
∆+7(u, v)
)
,
A1(u, v) = u
1
2∆
(
20G
(0)
∆ (u, v) +
10(∆ + 2)(∆ + 4)
3(∆ + 1)(∆ + 5)
G
(2)
∆+2(u, v) +
(∆− 2)(∆ + 4)
2(∆− 1)(∆ + 3)
uG
(0)
∆+2(u, v)
+
5(∆ + 4)2(∆ + 6)2
4(∆ + 3)(∆ + 5)2(∆ + 7)
G
(4)
∆+4(u, v) +
(∆− 2)(∆ + 6)
48(∆ + 1)(∆ + 3)2(∆ + 5)
uG
(2)
∆+4(u, v)
+
∆2(∆ + 2)2(∆ + 4)
16(∆− 1)(∆ + 1)(∆ + 3)(∆ + 5)
u2G
(0)
∆+4(u, v)
+
5∆(∆ + 2)(∆+ 4)2(∆ + 6)2
384(∆− 1)(∆ + 3)2(∆ + 5)2(∆ + 7)
u2G
(2)
∆+6(u, v)
+
∆(∆ + 6)
29(∆ + 1)2(∆ + 3)2(∆ + 5)2
u3G
(0)
∆+6(u, v)
+
5(∆+ 2)2(∆ + 4)2(∆ + 6)2
214(∆ + 1)(∆+ 3)3(∆ + 5)3(∆ + 7)
u4G
(0)
∆+8(u, v)
)
. (8.11)
The different contributions correspond exactly with those expected according to (8.1) with
ℓ restricted to be even or odd for the 1, 20, 84, 105 or 15, 175-representations.
We now turn to an analysis of the of the contributions corresponding to the functions
f˜(z), f˜2(z) in (6.14). As in the N = 2 case these are associated with operators in which
∆ is related to ℓ. First if we restrict to only the contribution of the term k in (6.14) we
have, setting k = 1,
A1 = 20 , A105 = A175 = A84 = A20 = A15 = 0 ⇒ A(u, v) = I , (8.12)
where I = (20, 0, 0, 0, 0, 0). This is obviously the contribution corresponding to the identity
operator.
If we consider now in (6.14) just the function f˜ we must have
A105 = A175 = A84 = 0 . (8.13)
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Assuming f˜(z) = gℓ+1(z), in the notation of (7.9), we have using (7.10),
A20(u, v) =
5
3
uG
(ℓ)
ℓ+2(u, v) ,
A15(u, v) = 2 uG
(ℓ−1)
ℓ+1 (u, v) +
2(ℓ+ 1)2
(2ℓ+ 1)(2ℓ+ 3)
uG
(ℓ+1)
ℓ+3 (u, v) ,
A1(u, v) = 5 uG
(ℓ−2)
ℓ (u, v) +
10ℓ(ℓ+ 1)
3(2ℓ− 1)(2ℓ+ 3)
uG
(ℓ)
ℓ+2(u, v)
+
5(ℓ+ 1)2(ℓ+ 2)2
(2ℓ+ 1)(2ℓ+ 3)2(2ℓ+ 5)
uG
(ℓ+2)
ℓ+4 (u, v) .
(8.14)
The results given by (8.13) and (8.14), with the notation in (8.8), may now be written as
A(u, v) = Bℓ(u, v) , (8.15)
defining the vector Bℓ. The operators which give (8.14) in the operator product expansion
have twist two and to comply with (6.16) ℓ must be even.
If we consider ℓ = 0 in (8.14) this gives
A20(u, v) =
5
3 uG
(0)
2 (u, v) , A15(u, v) =
2
3 uG
(1)
3 (u, v) ,
A1(u, v) =
4
9 uG
(2)
4 (u, v)− 20 .
(8.16)
The term −20 in A1 corresponds to the identity operator so that from (8.15) and (8.12)
this may be written as
B0(u, v) = Bˆ0(u, v)− I . (8.17)
The result given by Bˆ0 then represents precisely the contribution in the operator product
expansion of the basic short multiplet exhibited in (2.15) where the lowest dimension
operator is belongs to a SU(4)R 20-representation with ∆ = 2. The expression for A1
arises from the energy momentum tensor in the operator product expansion and for A15
from the SU(4)R conserved current.
For f˜2 the results are more involved. We first take f˜2(z) = gℓ+2(z) in (6.14) with ℓ
even to ensure (6.16) holds. By virtue of (7.10) this leads to f2 being a linear combination
of gℓ, gℓ+2, gℓ+4. Using (7.10) and also
gℓ(z) + gℓ(x) = −2G
(ℓ)
ℓ (u, v) +
1
2 uG
(ℓ−2)
ℓ (u, v) +
ℓ2
2(2ℓ− 1)(2ℓ+ 1)
uG
(ℓ)
ℓ+2(u, v) , (8.18)
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which is derived in appendix C, we may then obtain
A105(u, v) = 0 , A175(u, v) = uG
(ℓ+1)
ℓ+3 (u, v) , A20(u, v) =
10
3 G
(ℓ+2)
ℓ+2 (u, v) ,
A84(u, v) =
3
2 uG
(ℓ)
ℓ+2(u, v) +
3(ℓ+ 2)2
2(2ℓ+ 3)(2ℓ+ 5)
uG
(ℓ+2)
ℓ+4 (u, v) ,
A15(u, v) = 4G
(ℓ+1)
ℓ+1 (u, v) +
4(ℓ+ 2)2
(2ℓ+ 3)(2ℓ+ 5)
G
(ℓ+3)
ℓ+3 (u, v) ,
A1(u, v) = 10G
(ℓ)
ℓ (u, v) +
20(ℓ+ 1)(ℓ+ 2)
3(2ℓ+ 1)(2ℓ+ 5)
G
(ℓ+2)
ℓ+2 (u, v)
+
10(ℓ+ 2)2(ℓ+ 3)2
(2ℓ+ 3)(2ℓ+ 5)2(2ℓ+ 7)
G
(ℓ+4)
ℓ+4 (u, v)
− 52 uG
(ℓ−2)
ℓ (u, v)−
3ℓ(ℓ+ 2)
2(2ℓ− 1)(2ℓ+ 5)
uG
(ℓ)
ℓ+2(u, v)
−
3(ℓ+ 1)(ℓ+ 2)2(ℓ+ 3)
2(2ℓ+ 1)(2ℓ+ 3)(2ℓ+ 5)(2ℓ+ 7)
uG
(ℓ+2)
ℓ+4 (u, v)
−
5(ℓ+ 2)2(ℓ+ 3)2(ℓ+ 4)2
2(2ℓ+ 3)(2ℓ+ 5)2(2ℓ+ 7)2(2ℓ+ 9)
uG
(ℓ+4)
ℓ+6 (u, v) .
(8.19)
For this case these results define the vector Cℓ so that (8.19) becomes
A(u, v) = Cℓ(u, v) . (8.20)
The results (8.19) are not acceptable in isolation since the corresponding operators
do not satisfy the necessary unitarity conditions. This precludes any operators with twist
∆ − ℓ = 0. To eliminate such terms, and also to obtain positive coefficients, we consider
the combination
Dℓ = Gℓ,ℓ − 2Cℓ − Bℓ −
(ℓ+ 2)2
(2ℓ+ 3)(2ℓ+ 5)
Bℓ+2 , (8.21)
which removes all twist 0 and twist 2 terms. The detailed results for Dℓ are then
A105(u, v) = u
2G
(ℓ)
ℓ+4(u, v) ,
A175(u, v) =
1
2u
2G
(ℓ−1)
ℓ+3 (u, v) +
(ℓ+ 2)2
2(2ℓ+ 3)(2ℓ+ 5)
u2G
(ℓ+1)
ℓ+5 (u, v) +
1
24 u
3G
(ℓ−1)
ℓ+5 (u, v) ,
A84(u, v) =
1
4
u2G
(ℓ)
ℓ+4(u, v) +
1
16
u3G
(ℓ−2)
ℓ+4 (u, v) +
(ℓ+ 2)2
16(2ℓ+ 3)(2ℓ+ 5)
u3G
(ℓ)
ℓ+6(u, v) ,
A20(u, v) =
5
12
u2G
(ℓ−2)
ℓ+2 (u, v) +
5
144
u3G
(ℓ−2)
ℓ+4 (u, v) +
7
72
u2G
(ℓ)
ℓ+4(u, v)
+
5
24(2ℓ+ 1)(2ℓ+ 5)
u2G
(ℓ)
ℓ+4(u, v) +
5(ℓ+ 2)2(ℓ+ 3)2
12(2ℓ+ 3)(2ℓ+ 5)2(2ℓ+ 7)
u2G
(ℓ+2)
ℓ+6 (u, v)
+
5(ℓ+ 2)2
144(2ℓ+ 3)(2ℓ+ 5)
u3G
(ℓ)
ℓ+6(u, v) +
1
432 u
4G
(ℓ−2)
ℓ+6 (u, v) ,
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A15(u, v) =
1
6
u2G
(ℓ−1)
ℓ+3 (u, v) +
1
24
u3G
(ℓ−3)
ℓ+3 (u, v) +
(ℓ+ 2)2
6(2ℓ+ 3)(2ℓ+ 5)
u2G
(ℓ+1)
ℓ+5 (u, v)
+
(2ℓ+ 3)2 − 3
48(2ℓ+ 1)(2ℓ+ 5)
u3G
(ℓ−1)
ℓ+5 (u, v) +
1
360 u
4G
(ℓ−3)
ℓ+5 (u, v)
+
(ℓ+ 2)2(ℓ+ 3)2
24(2ℓ+ 3)(2ℓ+ 5)2(2ℓ+ 7)
u3G
(ℓ+1)
ℓ+7 (u, v)
+
(ℓ+ 2)2
360(2ℓ+ 3)(2ℓ+ 5)
u4G
(ℓ−1)
ℓ+7 (u, v) ,
A1(u, v) =
1
9
u2G
(ℓ)
ℓ+4(u, v) +
1
36
u3G
(ℓ−2)
ℓ+4 (u, v) +
1
144
u4G
(ℓ−4)
ℓ+4 (u, v)
+
(ℓ+ 2)2
36(2ℓ+ 3)(2ℓ+ 5)
u3G
(ℓ)
ℓ+6(u, v) +
(ℓ+ 1)(ℓ+ 2)
216(2ℓ+ 1)(2ℓ+ 5)
u4G
(ℓ−2)
ℓ+6 (u, v)
+
(ℓ+ 2)2(ℓ+ 3)2
144(2ℓ+ 3)(2ℓ+ 5)2(2ℓ+ 7)
u4G
(ℓ)
ℓ+8(u, v) . (8.22)
For ℓ = 2, 4 . . . these results correspond to the lowest dimension operator having ∆ = ℓ+2,
belonging to the 20-representation, with maximum dimension ∆ = ℓ+ 8. ℓ = 0 is again a
special case. Using (7.7) and (8.10) we obtain
A105(u, v) = u
2G
(0)
4 (u, v) , A175(u, v) =
2
15
u2G
(1)
5 (u, v) , A84(u, v) =
1
60
u3G
(0)
6 (u, v) ,
A20(u, v) = −
5
3 uG
(0)
2 (u, v) +
1
35 u
2G
(2)
6 (u, v) ,
A15(u, v) = −
2
3 uG
(1)
3 (u, v) +
1
350 u
3G
(1)
7 (u, v) ,
A1(u, v) = −
4
9
uG
(2)
4 (u, v) +
1
2100
u4G
(0)
8 (u, v) . (8.23)
The negative terms present in the results for A1, A15, A20 in (8.23) are just those corre-
sponding to the short supermultiplet built on the scalar with ∆ = 2 belonging to the
20-representation, as given in (8.16). Thus we may write
D0 = −Bˆ0 + Dˆ0 , (8.24)
where the terms in Dˆ0 then represent the contribution for a lowest dimension scalar op-
erator with ∆ = 4 belonging to the 105-representation. This is a chiral primary operator
and the contributions to Dˆ0 correspond exactly to the short supermultiplet operators with
Y = 0 for this case, as listed in appendix B for p = 4.
When ∆ = ℓ + 2 the contributions given by the operator product expansion in G∆,ℓ
can also be decomposed since we may write
Gℓ+2,ℓ = 4Bℓ+2 + Eℓ , (8.25)
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where Eℓ corresponds to operators with twist ≥ 4. The detailed results for Eℓ are then
given by
A105(u, v) = u
3G
(ℓ)
ℓ+6(u, v) ,
A175(u, v) = 2 u
2G
(ℓ+1)
ℓ+5 (u, v) +
1
2 u
3G
(ℓ−1)
ℓ+5 (u, v)
+
(ℓ+ 3)2
2(2ℓ+ 5)(2ℓ+ 5)
u3G
(ℓ+1)
ℓ+7 (u, v) +
1
30 u
4G
(ℓ−1)
ℓ+7 (u, v) ,
A84(u, v) = 3 u
2G
(ℓ)
ℓ+4(u, v) +
1
4 u
3G
(ℓ)
ℓ+6(u, v) +
3(ℓ+ 3)2
(2ℓ+ 5)(2ℓ+ 7)
u3G
(ℓ+2)
ℓ+6 (u, v)
+ 120 u
4G
(ℓ−2)
ℓ+6 (u, v) +
(ℓ+ 3)2
20(2ℓ+ 5)(2ℓ+ 7)
u4G
(ℓ)
ℓ+8(u, v) ,
A20(u, v) =
5
3
u2G
(ℓ)
ℓ+4(u, v) +
5
12
u3G
(ℓ−2)
ℓ+4 (u, v) +
5(ℓ+ 3)2
3(2ℓ+ 5)(2ℓ+ 7)
u2G
(ℓ+2)
ℓ+6 (u, v)
+
5
(
(2ℓ+ 5)2 − 3
)
24(2ℓ+ 3)(2ℓ+ 7)
u3G
(ℓ)
ℓ+6(u, v) +
1
36 u
4G
(ℓ−2)
ℓ+6 (u, v)
+
5(ℓ+ 3)2(ℓ+ 4)2
12(2ℓ+ 5)(2ℓ+ 7)2(2ℓ+ 9)
u3G
(ℓ+2)
ℓ+8 (u, v) +
(ℓ+ 3)2
36(2ℓ+ 5)(2ℓ+ 7)
u4G
(ℓ)
ℓ+8(u, v)
+ 1560 u
5G
(ℓ−2)
ℓ+8 (u, v) ,
A15(u, v) = 2 u
2G
(ℓ−1)
ℓ+3 (u, v)
+
(2ℓ+ 5)2 − 3
(2ℓ+ 3)(2ℓ+ 7)
u2G
(ℓ+1)
ℓ+5 (u, v) +
3
10 u
3G
(ℓ−1)
ℓ+5 (u, v) +
1
30 u
4G
(ℓ−3)
ℓ+5 (u, v)
+
2(ℓ+ 3)2(ℓ+ 4)2
(2ℓ+ 5)(2ℓ+ 7)2(2ℓ+ 9)
u2G
(ℓ+3)
ℓ+7 (u, v) +
3(ℓ+ 3)2
10(2ℓ+ 5)(2ℓ+ 7)
u3G
(ℓ+1)
ℓ+7 (u, v)
+
(2ℓ+ 5)2 − 3
60(2ℓ+ 3)(2ℓ+ 7)
u4G
(ℓ−1)
ℓ+7 (u, v) +
3
1400 u
5G
(ℓ−3)
ℓ+7 (u, v)
+
(ℓ+ 3)2(ℓ+ 4)2
30(2ℓ+ 5)(2ℓ+ 7)2(2ℓ+ 9)
u4G
(ℓ+1)
ℓ+9 (u, v) +
3(ℓ+ 2)2
1400(2ℓ+ 5)(2ℓ+ 7)
u5G
(ℓ−1)
ℓ+9 (u, v) ,
A1(u, v) =
4
3
u2G
(ℓ)
ℓ+4(u, v) +
1
3
u3G
(ℓ−2)
ℓ+4 (u, v)
+
4(ℓ+ 3)2
3(2ℓ+ 5)(2ℓ+ 7)
u2G
(ℓ+2)
ℓ+6 (u, v) +
(2ℓ+ 5)2 − 3
6(2ℓ+ 3)(2ℓ+ 7)
u3G
(ℓ)
ℓ+6(u, v)
+ 1
45
u4G
(ℓ−2)
ℓ+6 (u, v) +
3
560
u5G
(ℓ−4)
ℓ+6 (u, v)
+
(ℓ+ 3)2
45(2ℓ+ 5)(2ℓ+ 7)
u4G
(ℓ)
ℓ+8(u, v) +
(ℓ+ 2)(ℓ+ 3)
280(2ℓ+ 3)(2ℓ+ 7)
u5G
(ℓ−2)
ℓ+8 (u, v)
+
3(ℓ+ 3)2(ℓ+ 4)2
560(2ℓ+ 5)(2ℓ+ 7)2(2ℓ+ 9)
u5G
(ℓ)
ℓ+10(u, v) . (8.26)
In this the lowest dimension operator occurs in the 15-representation with ∆ = ℓ + 3.
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ℓ = 0 is again a special case. In this case (8.26) reduces to
A105(u, v) = u
3G
(0)
6 (u, v) , A175(u, v) = 2 u
2G
(1)
5 (u, v) +
9
70
u3G
(1)
7 (u, v) ,
A84(u, v) = 3 u
2G
(0)
4 (u, v) +
1
20 u
3G
(0)
6 (u, v) +
27
35 u
2G
(2)
6 (u, v) +
9
700 u
4G
(0)
8 (u, v) ,
A20(u, v) =
3
7
u2G
(2)
6 (u, v) +
3
28
u3G
(0)
6 (u, v) +
4
147
u3G
(2)
8 (u, v) ,
A15(u, v) =
18
35 u
2G
(1)
5 (u, v) +
32
245 u
2G
(3)
7 (u, v) +
3
70 u
3G
(1)
7 (u, v) +
8
3.52.72 u
4G
(1)
9 (u, v) ,
A1(u, v) =
3
35 u
3G
(0)
6 (u, v) +
16
15.72 u
2G
(2)
8 (u, v) +
2
52.72 u
4G
(0)
8 (u, v) +
3
52.73 u
5G
(0)
10 (u, v) .
(8.27)
Thus for E0 the lowest dimension relevant operator is a scalar belonging to the 84-
representation with ∆ = 4, corresponding to a well known short multiplet.
As a result of the above considerations we expect in general expansions of the form
G(u, v) =
∑
∆,ℓ
a∆,ℓ u
1
2 (∆−ℓ)G
(ℓ)
∆+4(u, v) ,
f˜(z) =
∑
ℓ
bℓ gℓ+1(z) , f˜2(z) =
∑
ℓ
cℓ gℓ+2(z) , ℓ = 0, 2, 4 . . . ,
(8.28)
where, along with k, a∆,ℓ, bℓ, cℓ determine the operator product expansion coefficients for
all AR since we may write
A(u, v) = kI +
∑
ℓ
(
bℓ Bℓ(u, v) + cℓ Cℓ(u, v)
)
+
∑
∆,ℓ
a∆,ℓ G∆,ℓ(u, v) . (8.29)
If we use (8.17), (8.21), (8.24), assuming cℓ + 2aℓ,ℓ = 0 as is necessary for unitarity, this
may be rewritten in the following form
A(u, v) = C I + b0 Bˆ0(u, v) + d0 Dˆ0(u, v) + e0 E0(u, v)
+
∑
ℓ≥2
(
dℓDℓ(u, v) + eℓ Eℓ(u, v)
)
+
∑
∆,ℓ
aˆ∆,ℓ G∆,ℓ(u, v) ,
(8.30)
where
C = k − b0 +
1
2c0 , dℓ = −
1
2cℓ , eℓ = −
1
4bℓ+2 +
1
8cℓ+2 +
(ℓ+ 2)2
8(2ℓ+ 1)(2ℓ+ 3)
cℓ , (8.31)
and aˆ∆,ℓ is identical with a∆,ℓ save that aˆℓ,ℓ = 0 and aˆℓ+2,ℓ = aℓ+2,ℓ − eℓ. In the first
line of (8.30) the contribution of various short multiplets is explicit. The range of scale
dimensions and spins of the sets of operators which contribute to the different terms in
(8.30) are summarised in the following table,
52
lowest weight operator
R ∆ spin ∆max ℓmin ℓmax
G∆,ℓ 1 ∆ ℓ ∆+ 8 ℓ− 4 ℓ+ 4
Dℓ 20 ℓ+ 2 ℓ− 2 ℓ+ 8 ℓ− 4 ℓ+ 2
Eℓ 15 ℓ+ 3 ℓ− 1 ℓ+ 10 ℓ− 4 ℓ+ 3
Bˆ0 20 2 0 4 0 2
Dˆ0 105 4 0 8 0 2
E0 84 4 0 10 0 3
As an illustration of these results we consider the free case when a1 = a2 = a3 = a
and c1 = c2 = c3 = c are both constants. From (6.12) and (6.14) we then have
G(u, v) = a
(
1 +
1
v2
)
+ c
1
v
, (8.32)
and from (6.8), (6.10) and (6.15),
k = 3(a+ c) ,
f˜(z) = a(z2 − z′2) + c(z − z′) , f˜2(z) = a(z
2 + z′2)− c(z + z′) , z′ =
z
z − 1
.
(8.33)
The expansion coefficients in (8.28) for this case may be determined in terms of our previous
results [13],
a∆,ℓ = 2
ℓ (ℓ+ t)!(ℓ+ t+ 1)!(t!)
2
(2ℓ+ 2t+ 1)!(2t)!
(
a(ℓ+1)(ℓ+2t+2)+c(−1)t
)
δ∆,ℓ+2t ,
ℓ = 0, 2 . . .
t = 0, 1, . . .
, (8.34)
and also
bℓ = 2
ℓ+1 (ℓ!)
2
(2ℓ)!
(
−ℓ(ℓ+ 1)a+ c
)
, cℓ = −2
ℓ+1 ℓ!(ℓ+ 1)!
(2ℓ+ 1)!
(
(ℓ+ 1)(ℓ+ 2)a+ c
)
, ℓ = 0, 2 . . . .
(8.35)
Clearly the condition 2aℓ,ℓ + cℓ = 0 is satisfied and in (8.30) we have by using (8.31)
C = a , b0 = 2c , dℓ = 2
ℓ ℓ!(ℓ+ 1)!
(2ℓ+ 1)!
(
(ℓ+ 1)(ℓ+ 2)a+ c
)
,
eℓ = 2
ℓ
(
(ℓ+ 2)!
)2
(2ℓ+ 4)!
(
(ℓ+ 1)(ℓ+ 4)a− 3c
)
,
(8.36)
and furthermore
aˆℓ+2,ℓ = 2
ℓ+1
(
(ℓ+ 2)!
)2
(2ℓ+ 4)!
c . (8.37)
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9. Results for Weak Coupling and Large N
We show here how the results just exhibited in general in section 7 for the operator
product expansion may be used to recover and extend previous results [11] obtained in an
analysis of perturbative corrections to the four point correlation function in (5.23). It is
convenient first to rewrite the solution of the superconformal identities in the form
a1 =
1
4 Nˆ
2 + 12 Nˆ uF , a2 =
1
4 Nˆ
2 + 12 Nˆ F , a3 =
1
4 Nˆ
2 + 12 Nˆ vF ,
c1 = Nˆ
(
1 + 12 (1− v − u)F
)
, c2 = Nˆ
(
1− 12 (1 + v − u)F
)
,
c3 = Nˆ
(
1− 1
2
(1− v + u)F
)
.
(9.1)
Here we have used the normalisation convention of (3.8) and also, following [10], assumed
that the contributions corresponding to the functions f1,2,3 are given just by free field
results. The non-trivial dynamical results are therefore contained in the function F(u, v)
which for (5.36) and (5.35) must satisfy F(u, v) = F(v, u) = F(u′, v′)/v. From (6.12) and
(6.14) we have
G(u, v) = 14 Nˆ
2
(
1 +
1
v2
)
+ Nˆ
1
v
(
1 + 12 uF(u, v)
)
. (9.2)
The contributions of short supermultiplets to the operator product expansion are
therefore given just by the free results and we use the formulae obtained in section 7 with
a = 14 Nˆ
2, c = Nˆ . Denoting the operator product coefficients for operators in representa-
tion R by aR∆,ℓ the identity operator and the three short multiplets are given, from (8.36),
by
a10,0 =
1
4 Nˆ
2 , a202,0 =
10
3 Nˆ a
84
4,0 =
1
2 Nˆ
2
(
1−
3
Nˆ
)
, a1054,0 =
1
2 Nˆ
2
(
1 +
2
Nˆ
)
, (9.3)
where we have absorbed the relevant coefficients from (8.16), (8.27) for R = 20, 84. There
are also infinite sequences of unrenormalised operators associated with the coefficients
dℓ, eℓ (8.30) which correspond to
a20ℓ+4,ℓ = Nˆ
22ℓ
5(ℓ+ 2)!(ℓ+ 3)!
3(2ℓ+ 5)!
(
1
4 (ℓ+ 3)(ℓ+ 4) +
1
Nˆ
)
,
a15ℓ+5,ℓ+1 = Nˆ
22ℓ+3
(
(ℓ+ 4)!
)2
(2ℓ+ 8)!
(
1
4 (ℓ+ 3)(ℓ+ 6) +
3
Nˆ
)
.
(9.4)
The formulae (9.3) and (9.4) are in agreement with the results in [11].
The O(g2) result for the four point function in (5.23) in a SU(N) N = 4 supercon-
formal theory, when Nˆ = N2 − 1 is the dimension of the adjoint representation, has been
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calculated by various authors [27,28,29]. It is reducible to a standard conformal integral
giving for F
F(u, v) = −λ˜Φ(1)(u, v) , λ˜ =
g2N
4π2
, (9.5)
where, using the variables z, x defined in (6.1),
Φ(1)(u, v) =
1
z − x
(
ln zx ln
1− z
1− x
+ 2Li2(z)− 2Li2(x)
)
, (9.6)
with Li2 the dilogarithm function. The lnu = ln zx term in (9.6) generates a shift in
the dimensions of long supermultiplets, the dilogarithm terms generate a series which is
analytic in u, 1− v. To analyse the consequences of the lnu term we expand
−
u
v
1
z − x
ln
1− z
1− x
=
∑
t,ℓ
ǫt,ℓ u
tG
(ℓ)
ℓ+2t+4(u, v) . (9.7)
By matching terms in a power series expansion we find
ǫt,ℓ = 2
ℓ+3
(
(ℓ+ t+ 1)! t!
)2
(2ℓ+ 2t+ 2)! (2t)!
ℓ+t+1∑
j=1
1
j
,
ℓ = 0, 2 . . .
t = 1, 3, . . .
,
ǫt,ℓ = − 2
ℓ+2
(
(ℓ+ t)!
)2
(t+ 1)! t!
(2ℓ+ 2t+ 1)! (2t)!
t∑
j=1
1
j
,
ℓ = 0, 2 . . .
t = 2, 4, . . .
.
(9.8)
For long multiplets the dimensions of the lowest weight operators in each supermulti-
plet may be written as
∆t,ℓ = 2t+ ℓ+ ηt,ℓ , t = 1, 2, . . . , ℓ = 0, 2, . . . . (9.9)
We first consider t = 1. Using (8.37), with c = Nˆ , then the perturbative results give
η1,ℓ =
ǫ1,ℓ
aˆℓ+2,2
λ˜Nˆ = 2
ℓ+2∑
j=1
1
j
λ˜ , (9.10)
which is the result given in the introduction in (1.1). Note that η1,0 = 3λ˜, η1,2 =
25
6 λ˜, η1,4 =
49
10 λ˜ which coincide with the results of Anselmi [17]. For ℓ = 0 this corre-
sponds to the Konishi supermultiplet. This and also η1,2 were obtained in [11] by analysis
of the perturbative four point function, but here there is no need to separate carefully
the contributions of the three free field theory ∆ = 4, ℓ = 2 operators, which include the
energy momentum tensor and a descendant of the Konishi scalar operator. For t > 1 we
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just quote the large N result based on the tacit assumption that there is just one long
supermultiplet contributing to the operator product expansion in each case,
ηt,ℓ =
16
(ℓ+ 1)(ℓ+ 2t+ 2)
ℓ+t+1∑
j=1
1
j
λ˜
N2
,
ℓ = 0, 2 . . .
t = 3, 5, . . .
,
ηt,ℓ = −
16(t+ 1)
(ℓ+ 1)(ℓ+ t+ 1)(ℓ+ 2t+ 2)
t∑
j=1
1
j
λ˜
N2
,
ℓ = 0, 2 . . .
t = 2, 4, . . .
.
(9.11)
These results correspond to ‘double trace’ operators.
We now consider the analogous results for large N and also large λ˜ which may be
obtained from supergravity calculations on AdS5×S5 using the AdS/CFT correspondence.
Arutunov and Frolov [18] calculated the leading large N behaviour of the the four point
function for chiral primary operators in the 20-representation which is expressed here in
the form (5.23). As shown in appendix D their result may be simplified to the form given
in (9.1) with
F(u, v) = −2D2224(u, v) , (9.12)
where D∆1∆2∆3∆4(u, v) are functions of the conformal invariants u, v which arise from
Feynman type integrals on AdS space. For our purposes we make use of the analysis in
[13] to write
D2224(u, v) =
1
3
F (2, 1; 4; 1− v) +G(u, v) u lnu+O(u) , (9.13)
where the discarded terms are analytic in u, 1 − v. From [13]7 the function G has the
expansion
G(u, v) =
1
5
∑
m,n=0
(3)m(4)m
m! (2)m
(3)m+n(2)m+n
n! (6)2m+n
um(1− v)n , (α)m =
Γ(α +m)
Γ(α)
. (9.14)
The lnu terms in (9.13) are absorbed by a shift in the scale dimensions of the operators
appearing in the operator product expansion. To determine these we first expand
u2
v
G(u, v) =
∑
t,ℓ
ǫ˜t,ℓ u
tG
(ℓ)
ℓ+2t+4(u, v) . (9.15)
7 In terms of the results in [13] we have D2224(u, v) = H(2, 1, 0, 4;u, v) = uH(3, 2, 2, 6;u, v)
and G(u, v) = 1
5
G(3, 2, 2, 6;u, 1− v). We may also express G more explicitly by
G(u, v) =
(
120uv2
(z − x)7 +
12v
(z − x)5 (1 + u+ v)
)
ln
1− z
1− x
+
60uv
(z − x)6 (1 + v − u) +
2
(z − x)4
(
(1 + v)(1 + v − u) + 16v
)
.
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By using the expansion (9.14) the coefficients ǫ˜t,ℓ may be determined iteratively and can
then be fitted to the formula
ǫ˜t,ℓ = 2
ℓ−2(t− 1)
t! (t+ 2)! (ℓ+ t)! (ℓ+ t+ 1)!
(2t− 1)! (2ℓ+ 2t+ 1)!
,
ℓ = 0, 2 . . .
t = 2, 3, . . .
. (9.16)
Assuming a single lowest weight operator for a long representation for any ∆, ℓ the order
1/N2 corrections to the dimensions in (9.9) may be determined from ηt,ℓ = −2N
2ǫ˜t,ℓ/a∆,ℓ
where a∆,ℓ is given by (8.34) for t = 2, 3 . . . and a→
1
4N
4,
ηt,ℓ = −
4(t− 1)t(t+ 1)(t+ 2)
(ℓ+ 1)(ℓ+ 2t+ 2)
1
N2
. (9.17)
For t = 2 this coincides with the result of Hoffman, Mesref and Ru¨hl [30] who considered
the four point function involving, in our notation, the descendant fields Φ and Φ. For the
simplest case, t = 2, ℓ = 0, η2,0 = −16/N2 was derived earlier in [31] and also from the
results of [18] in [12].
We may also take account of the first term in (9.13) by expanding
u
3v
F (2, 1; 4; 1− v) =
∑
ℓ=0
bℓ uG
(ℓ)
ℓ+6(u, v) + higher twist , (9.18)
or equivalently
1
1− z
1
3F (2, 1; 4; z) =
∑
ℓ=0
bℓ(−
1
2z)
ℓF (ℓ+ 3, ℓ+ 3; 2ℓ+ 6; z) , (9.19)
which gives
bℓ = 2
ℓ+1
(
(ℓ+ 2)!
)2
(2ℓ+ 4)!
, ℓ = 0, 2, . . . . (9.20)
The contribution to a∆,ℓ in (8.28) is then −bℓN2 for ∆ = ℓ + 2. This just cancels aˆℓ+2,ℓ
in (8.37) which is a reflection of the fact that the supermultiplet containing the Konishi
scalar and its partners disappear from the spectrum in the large N limit [12].
10. Discussion
We have endeavoured to show in this paper the exact compatibility with supercon-
formal identities for the four point function of chiral primary operators belonging to the
simplest short representations of N = 2 and N = 4 superconformal symmetry with the
representation content of the various possible supermultiplets of operators which may con-
tribute in the operator product expansion. In both cases the superconformal identities are
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solved in terms of a single function G(u, v) of the two conformal invariants which may be
expanded in terms of operators belonging to long supermultiplets whose lowest dimension
operator is a singlet under the appropriate R symmetry group with arbitrary ∆. This is
in agreement with the analysis of three point functions in [4,5,6]. In our case the analysis
depended on the result that for such supermultiplets there was just one operator contribut-
ing to the operator product expansion belonging to the R = 2 representation for N = 2
and the 105-dimensional representation for N = 4. Although we have not shown in detail
the impossibility of incorporating alternative long multiplets in the operator product ex-
pansion for the four point functions here it is clear, from the structure of (6.6) and (6.14),
that for contributions for general ∆ alone it is impossible to have operators with a finite
range of dimensions and spins if any other representation is assumed to contain just one
operator.
In addition the contribution of possible short supermultiplets involve the single vari-
able functions which are present in the solution of the superconformal identities. The
arguments of Eden et al [10] show that such contributions have no perturbative correc-
tions and are essentially given by the results for free field theory. Thus for N = 2 we
have exhibited the contributions for lowest weight operators scalars with ∆ = 2R, for
R = 1, 2, and for N = 4 for chiral primary operators belonging to the [q, p, q] represen-
tation, ∆ = p + 2q, for the relevant cases here of q = 0, p = 1, 2 and q = 2, p = 0. The
terms appearing in the operator product expansion tie in with the expected representation
content.8 For these short representations the crucial restrictions arise at the first level.
There are also contributions for arbitrary spin ℓ which arise for N = 2 when the basic
inequality (7.6) is saturated for R = 0, 1, r = 0. For N = 4 the corresponding unitarity
inequality for a lowest weight operator with spin ℓ belonging to the [q, p, q]-representation
is [9],
∆ ≥ 2 + ℓ+ p+ 2q (10.1)
In the results in section 8 we have found contributions to the operator product expansion
when this is an equality for ℓ even for the 20-dimensional representation, p = 2, q = 0,
represented by Dℓ+2, and for ℓ odd for the 15-dimensional representation, p = 0, q = 1,
represented by Eℓ+1. The necessity for a protected operator in the 20-representation with
∆ = 4 was first shown in [12]. The full supermultiplet structure does not seem to have
been exhibited in these cases but our results seem to imply that they do not correspond
to a full long supermultiplet with dimensions proportional to 216. The constraint on the
dimensions is perhaps an extension of the condition that the conservation condition on
a current is only compatible with conformal invariance in d-dimensions if ∆ = d − 1. A
related discussion N = 4 supersymmetric theories is given in [33]. The simplest example in
8 For a recent discussion of short multiplets with q 6= 0 in N = 4 theories see [32].
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this context is the supercurrent multiplet in N = 2 superconformal symmetry [34]. With
a similar notation to (7.19), where the representations are denoted by R(j1,j2), this has the
structure
∆
2 0(0,0)
ւ ց
5
2
1
2 ( 12 ,0)
1
2 (0, 12 )
ւ ց ւ ց
3 0(1,0) 0( 12 ,
1
2 )
, 1( 12 ,
1
2 )
0(0,1)
ց ւ ց ւ
7
2
1
2 (1, 12 )
1
2 ( 12 ,1)
ց ւ
4 0(1,1)
r 1 1
2
0 −1
2
−1
(10.2)
This contains the conserved currents for U(2)R symmetry and the conserved energy mo-
mentum tensor as well as the conserved spinorial supercurrents so that there are 24 bosonic
and 24 fermionic degrees of freedom. There is however no shortening at the first level, so
there is no BPS-like condition in this case, although shortening appears at level 2. The
operators appearing in (10.2) for r = 0 match those necessary for the operator product
expansion results for the four point function in (7.15). In general when (10.1) becomes an
equality there are possible constraints on superfields [33] which may imply shortening at
level 2.
A remaining issue is whether the conditions derived in section 5, and solved in section
6, exhaust all the implications of superconformal symmetry in these cases. This seems
highly probable in that the conditions derived reflect directly the shortening conditions
at the first level in the supermultiplets to which the chiral primary operators belong but
although they are necessary there is no guarantee of sufficiency as yet. Of course in the
future it would be very nice to investigate more general correlation functions than those
considered in this paper.
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Appendix A. SU(4) formulae
The link between the 4-dimensional indices i, j, . . . and the 6-dimensional indices
r, s, . . . is given by the antisymmetric gamma matrices,
γr
ij = −γr
ji , γ¯rij =
1
2
εijklγr
kl , (A.1)
where we impose the completeness/orthogonality relations
γr
ij γ¯sij = 4δrs , γr
ij γ¯rkl = 4 δ
[i
k δ
j]
l ⇒ γ¯rij γ¯rkl = 2 εijkl . (A.2)
It is then easy to see that we have the usual γ-matrix algebra
γrγ¯s + γsγ¯r = −2δrs1 , γ¯rγs + γ¯sγr = −2δrs1 , (A.3)
with 1 the 4× 4 unit matrix. These γ-matrices also satisfy
γ[rγ¯sγtγ¯uγvγ¯w] = i εrstuvw 1 , (A.4)
involving the six dimensional antisymmetric symbol. This leads to the useful relations
γ[rγ¯sγtγ¯uγv] = − i εrstuvwγw , γ[rγ¯sγtγ¯u] = −
1
2
i εrstuvwγvγ¯w ,
γ[rγ¯sγt] =
1
6 i εrstuvwγuγ¯vγw .
(A.5)
For discussion of the four point function for the 20-dimensional representation formed
by ϕrs it is also convenient to define a basis by C
I
rs = C
I
sr, C
I
rr = 0 satisfying
CIrsC
J
rs = δ
IJ , CIrsC
I
uv =
1
2
(
δruδsv + δrvδsu
)
− 16 δrsδuv . (A.6)
For the correlation functions of ϕI ≡ CIrsϕrs the relevant invariant tensors are then
tr
(
CI1CI2 . . . CIn
)
= CI1I2...In = CInIn−1...I1 = CInI1...In−1 , (A.7)
and we also define
CI1I2...Inrs = C
I
rsC
II1I2...In = (CI1 . . . CIn)(rs) −
1
6δrsC
I1I2...In . (A.8)
Since [0, 2, 0]⊗[0, 2, 0] = [1, 2, 1]⊕[0, 4, 0]⊕[2, 0, 2]⊕[0, 2, 0]⊕[1, 0, 1]⊕[0, 0, 0] (20×20 =
175+ 105+ 84+ 20+ 15+ 1), the four point function 〈ϕI1ϕI2ϕI3ϕI4〉 may be decomposed
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into six irreducible representations for which the associated projection operators9 are
P I1I2I3I41 =
1
20δ
I1I2δI3I4 ,
P I1I2I3I415 = −
1
4
(
CI1I2I3I4 − CI2I1I3I4
)
,
P I1I2I3I420 =
3
10
(
CI1I2I3I4 + CI2I1I3I4
)
− 1
10
δI1I2δI3I4 ,
P I1I2I3I484 =
1
3
(
δI1I3δI2I4 + δI2I3δI1I4
)
+ 130δ
I1I2δI3I4
− 23C
I1I3I2I4 − 16
(
CI1I2I3I4 + CI2I1I3I4
)
,
P I1I2I3I4105 =
1
6
(
δI1I3δI2I4 + δI2I3δI1I4
)
+ 1
60
δI1I2δI3I4
+ 23C
I1I3I2I4 − 215
(
CI1I2I3I4 + CI2I1I3I4
)
,
P I1I2I3I4175 =
1
2
(
δI1I3δI2I4 − δI2I3δI1I4
)
+ 14
(
CI1I2I3I4 − CI2I1I3I4
)
,
(A.9)
which satisfy
P I1I2IJR P
IJI3I4
R′ = δRR′P
I1I2I3I4
R ,
∑
R
P I1I2I3I4R = δ
I1I3δI2I4 , P IJIJR = R . (A.10)
For the product of the fermion field ψri and its conjugate ψ
j
s we have [0, 1, 1]⊗[1, 1, 0] =
[1, 2, 1] ⊕ [2, 0, 2] ⊕ [2, 1, 0] ⊕ [0, 1, 2] ⊕ [0, 2, 0] ⊕ [1, 0, 1] ⊕ [1, 0, 1] ⊕ [0, 0, 0] (20 × 20 =
175 + 84 + 45 + 45 + 20 + 15 + 15 + 1). Hence in the four point function 〈ψrψsϕIϕJ〉 we
may construct six invariant tensors,
T (1)IJrs =
(
δrs1 +
1
6
γ¯rγs
)
δIJ ,
T (2)IJrs = C
IJ
rs +
1
6 γ¯rγuC
IJ
us +
1
6C
IJ
rv γ¯vγs ,
T˜ (3)IJrs = (C
ICJ )[rs] +
1
8
γ¯rγu(C
ICJ )[us] +
1
8
(CICJ )[rv]γ¯vγs
+ 148 i εrsuvtw(C
ICJ )[uv]γ¯tγw ,
T˜ (4)IJrs = δrs(C
ICJ )[uv]γ¯uγv +
1
4 γ¯rγu(C
ICJ )[us] +
1
4 (C
ICJ )[rv]γ¯vγs
+ 5
24
i εrsuvtw(C
ICJ )[uv]γ¯tγw ,
T (5)IJrs = C
I
ruγ¯u γvC
J
vs ,
T (6)IJrs = C
J
ruγ¯u γvC
I
vs .
(A.11)
For each term in (A.11) we have
γrT
(n)IJ
rs = 0 , T
(n)IJ
rs γ¯s = 0 . (A.12)
T (1), T (2) correspond to the contribution of the singlet, 20- representation while T˜ (3), T˜ (4)
9 With a different normalisation these were given in [12].
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arise from the two 15-representations. For the analysis of the four point function we need
T
(1)IJ
rt C
K
ts γ¯s = δ
IJCKrsγ¯s ,
T
(2)IJ
rt C
K
ts γ¯s = −
1
6
δIJCKrsγ¯s +
1
2
(
CIJKrs + C
JIK
rs
)
γ¯s +
1
2
(
DIJKr +D
JIK
r
)
,
T˜
(3)IJ
rt C
K
ts γ¯s =
1
2
(
CIJKrs − C
JIK
rs
)
γ¯s +
7
12
(
DIJKr −D
JIK
r
)
+ 124E
KIJ
r ,
T˜
(4)IJ
rt C
K
ts γ¯s = −
(
CIJKrs − C
JIK
rs
)
γ¯s +
11
6
(
DIJKr −D
JIK
r
)
+ 1712E
KIJ
r ,
T
(5)IJ
rt C
K
ts γ¯s = − δ
JKCIrsγ¯s −
(
CIJKrs − C
IKJ
rs
)
γ¯s −D
IJK
r +D
IKJ
r + E
IJK
r ,
T
(6)IJ
rt C
K
ts γ¯s = − δ
IKCJrsγ¯s −
(
CJIKrs − C
IKJ
rs
)
γ¯s −D
JIK
r −D
IKJ
r + E
JIK
r ,
(A.13)
where
DIJKr = (C
ICJCK)[rs] +
1
6 (C
ICJCK)[ts]γ¯rγtγ¯s ,
EIJKr = C
I
r[t(C
JCK)
uv]γ¯tγuγ¯v +
1
6
(CICJCK − CICKCJ )[ts]γ¯rγtγ¯s ,
(A.14)
which necessarily satisfy, from (A.12), γrD
IJK
r = γrE
IJK
r = 0. As a consequence of (A.13)
it is more convenient to use a basis where
T (3)IJrs =
1
36
(
34T˜ (3)IJrs − T˜
(4)IJ
rs
)
, T (4)IJrs =
1
3
(
2T˜ (3)IJrs + T˜
(4)IJ
rs
)
, (A.15)
which from (A.13) satisfy
T
(3)IJ
rt C
K
ts γ¯s =
1
2
(
CIJKrs − C
JIK
rs
)
γ¯s +
1
2
(
DIJKr −D
JIK
r
)
,
T˜
(4)IJ
rt C
K
ts γ¯s = D
IJK
r −D
JIK
r +
1
2E
KIJ
r .
(A.16)
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Appendix B. Superconformal Short Multiplets
The component fields in four dimensional N = 4 supersymmetry may be denoted by
[k, p, q](j1,j2) where [k, p, q] are the Dynkin labels for the SU(4) R-symmetry representation
and (j1, j2) label (2j1 + 1)(2j2 + 1) dimensional representations of the Lorentz group. For
a short multiplet of the superconformal group starting from a scalar [0, p, 0] field with
dimension ∆ = p the field content is obtained by superconformal transformations ǫ (ւ)
and ǫ¯ (ց), following [35], as follows
∆
p [0, p, 0](0,0)
ւ ց
p+12 [0, p−1, 1]( 12 ,0) [1, p−1, 0](0, 12 )
ւ ց ւ ց
p+1
[0,p−1,0](1,0)
[0,p−2,2](0,0)
[1, p−2, 1]( 12 , 12 )
[0,p−1,0](0,1)
[2,p−2,0](0,0)
ւ ց ւ ց ւ ց
p+3
2
[0, p−2, 1]( 12 ,0)
[1,p−2,0]
(1, 1
2
)
[1,p−3,2]
(0, 1
2
)
[0,p−2,1]
( 1
2
,1)
[2,p−3,1]
( 1
2
,0)
[1, p−2, 0](0, 12 )
ւ ց ւ ց ւ ց ւ ց
p+2 [0, p−2, 0](0,0) [1, p−3, 1](12 , 12 )
[0,p−2,0](1,1),[2,p−4,2](0,0)
[2,p−3,0](1,0),[0,p−3,2](0,1)
[1, p−3, 1](12 , 12 ) [0, p−2, 0](0,0)
ց ւ ց ւ ց ւ ց ւ
p+52 [1, p−3, 0](0, 12 )
[0,p−3,1]
( 1
2
,1)
[2,p−4,1]
( 1
2
,0)
[1,p−3,0]
(1, 1
2
)
[1,p−4,2]
(0, 1
2
)
[0, p−3, 1](12 ,0)
ց ւ ց ւ ց ւ
p+3
[0,p−3,0](0,1)
[2,p−4,0](0,0)
[1, p−4, 1]( 12 , 12 )
[0,p−3,0](1,0)
[0,p−4,2](0,0)
ց ւ ց ւ
p+72 [1, p−4, 0](0, 12 ) [0, p−4, 1]( 12 ,0)
ց ւ
p+4 [0, p−4, 0](0,0)
Y 2 3
2
1 1
2
0 −1
2
−1 −3
2
−2
(B.1)
This representation has dimension 28 × 112p
2(p2 − 1) for p = 2, 3, . . .. We may note that
1
12p
2(p2 − 1) = dim[0, p − 2, 0] which may be understood since the whole supermultiplet
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may be generated from the representation with Y = 2 using ǫ¯ iα˙ supersymmetry transfor-
mations, the dimensions of the representations in each column add to
(
8
8−4Y
)
1
12p
2(p2− 1).
The lowest weight operator, belonging to the [0, p, 0]-representation, can be repre-
sented by symmetric, traceless tensor, ϕr1...rp . The closure of the superconformal algebra
follows directly from the considerations of section 4, from (4.1), (4.9) and (4.11), and if
δϕr1...rp = −ǫˆγ(rpψr1...rp−1) + ψ(r1...rp−1 γ¯rp)ˆ¯ǫ , (B.2)
where ψir1...rp−1α and ψ
i
r1...rp−1α˙ belong to the [0, p− 1, 1] and [1, p− 1, 0]-representations
respectively. From (4.2a, b)
δψr1...rp−1α = i∂αα˙ϕr1...rp−1s γ¯sˆ¯ǫ
α˙ + 2pϕr1...rp−1s γ¯sηα + . . . ,
δψr1...rp−1α˙ = ǫˆ
αγs i∂αα˙ϕr1...rp−1s − 2pϕr1...rp−1s η¯
α˙γs + . . . ,
(B.3)
so that we may then obtain
[δ2, δ1]ϕr1...rp = −v·∂ϕr1...rp − p λˆ ϕr1...rp + ip tˆ(rp|s ϕr1...rp−1)s , (B.4)
with the notation of (2.18) and (2.19).
Following the discussion in section 4 we may also for completeness consider super-
multiplets with the lowest weight operators belonging to (j, 0) or (0, j) spin representa-
tions and rederive the usual shortening conditions on ∆ for these cases. Thus for a field
ΦIα1...α2j = Φ
I
(α1...α2j) transforming according to a (j, 0) representation (4.1) is extended
to
δΦIα1...α2j = ǫˆ
β
i Ψ
Ii
β α1...α2j
+ΛIiα1...α2j β˙ ˆ¯ǫ
iβ˙ . (B.5)
The relevant superconformal variations of ΨIβ α1...α2j and Λ
I
α1...α2j β˙
are then
δˆ¯ǫΨ
I
β α1...α2j
= (2− ν) i∂ββ˙Φ
I
α1...α2j
ˆ¯ǫ β˙ + 2(∆− 2j) ΦIα1...α2jηβ + 8j Φ
I
β(α1...α2j−1
η
α2j)
− (Trs)
I
JΦ
J
α1...α2j
γ[rγ¯s]ηβ + a i∂(α1β˙Φ
I
β|α2...α2j)
ˆ¯ǫ β˙
−
1
2∆
(Trs)
I
J
(
ν i∂ββ˙Φ
J
α1...α2j
− a i∂(α1β˙Φ
J
β|α2...α2j)
)
γ[rγ¯s]ˆ¯ǫ
β˙ + . . . ,(B.6a)
δǫˆΛ
I
α1...α2j β˙
= − ν ǫˆβi∂ββ˙Φ
I
α1...α2j
+ 2∆ΦIα1...α2j ηβ˙ + (Trs)
I
JΦ
J
α1...α2j
ηβ˙γ[rγ¯s]
+ a ǫˆβi∂(α1β˙Φ
I
β|α2...α2j)
−
1
2∆
ǫˆβγ[rγ¯s] (Trs)
I
J
(
ν i∂ββ˙Φ
J
α1...α2j
− a i∂(α1β˙Φ
J
β|α2...α2j)
)
+ . . . ,(B.6b)
with Trs the appropriate SU(4) generators and the coefficients ν, a are given by
ν =
∆(∆+ j − 1)
(∆ + j)(∆− j − 1)
, a =
2∆j
(∆ + j)(∆− j − 1)
. (B.7)
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The form of (B.6a, b), with (B.7), is determined by the requirement of closure of the algebra
[δ2, δ1]Φ
I
α1...α2j
= −
(
v·∂ +∆ λˆ
)
ΦIα1...α2j + 2j ωˆ(α1
βΦIβ|α2...α2j) +
1
2
tˆrs(Trs)
I
JΦ
J
α1...α2j
,
(B.8)
with notation as in (2.18) and (2.19), and also by requiring
[δǫˆ, δv]Λ
I
α1...α2j β˙
= δǫˆ′Λ
I
α1...α2j β˙
, [δˆ¯ǫ, δv]Ψ
I
β α1...α2j
= δˆ¯ǫ′Ψ
I
β α1...α2j
, (B.9)
for ǫˆ′ defined in (4.6) and, as in (2.1) with (2.2) and (2.4),
δvΦ
I
α1...α2j
= −
(
v·∂ +∆ λˆ
)
ΦIα1...α2j + 2j ωˆ(α1
βΦIβ|α2...α2j) ,
δvΨ
I
β α1...α2j
= −
(
v·∂ + (∆+ 12)λˆ
)
ΨIβ α1...α2j + 2j ωˆ(α1
γΨIβγ|α1...α2j) + ωˆβ
γΨIγ α1...α2j ,
δvΛ
I
α1...α2j β˙
= −
(
v·∂ + (∆+ 12)λˆ
)
ΛIα1...α2j β˙ + 2j ωˆ(α1
γΛIγ|α1...α2j)β˙ − Λ
I
α1...α2j γ˙
ˆ¯ωγ˙ β˙ .
(B.10)
As a consequence of (B.6b) it is easy to see that multiplet shortening occurs if, sup-
pressing the now irrelevant spinorial indices,
2∆ΦI η + (Trs)
I
JΦ
J ηγ[rγ¯s] , (B.11)
does not span the full representation space. As an illustration we consider the [k, 0, q]-
representation so that, similarly to (4.12), ΦI → ϕi1...ikj1...jq and
(Trs)
I
JΦ
J ηi(γ[rγ¯s])
i
j → 4k δ
(i1
j ϕ
i2...ik)i
j1 ... jq
ηi − 4q ϕ
i1...ik
j(j1...jq−1
η
jq)
− (k − q)ϕi1...ikj1...jqηj . (B.12)
It is then easy to see that in (B.11) that if
2∆ = 3q + k , (B.13)
then the [k, 0, q+1]-representation does not appear on the right hand side of (B.6b) allowing
ΛIiα1...α2j β˙ to be restricted to the [k, 1, q − 1] and [k − 1, 0, q]-representations.
Appendix C. Recurrence Relations for Conformal Partial Waves
In four dimensions we recently [13] derived an explicit formula for the contribution of
a quasi-primary operator of dimension ∆ and belonging to a (j, j) representation under the
Lorentz group including all its derivative descendents to a four point function for scalar
fields 〈φ1(x1)φ2(x2)φ3(x3)φ4(x4)〉. Assuming for simplicity the dimensions of φi satisfy
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∆1 = ∆2, ∆3 = ∆4 and letting ℓ = 2j the contribution of such a conformal block is given
by u
1
2 (∆−ℓ)G
(ℓ)
∆ (u, v) where
G
(ℓ)
∆ (u, v) =
1
z − x
((
− 1
2
z
)ℓ
zF
(
1
2
(∆ + ℓ), 1
2
(∆ + ℓ);∆+ ℓ; z
)
× F
(
1
2 (∆− ℓ− 2),
1
2 (∆− ℓ− 2);∆− ℓ− 2; x
)
− z ↔ x
)
,
(C.1)
where the conformal invariants are as in (5.1) and z, x are defined in (6.1). Formally the
definition (C.1) extends to ℓ < 0 and it is easy to see that then
(
1
4u
)ℓ−1
G
(−ℓ)
∆ (u, v) = −G
(ℓ−2)
∆ (u, v) . (C.2)
Using (C.2) it is straightforward to obtain (7.7) and (8.10).
The crucial results obtained here depend entirely on the following relation for hyper-
geometric functions of the form which appear in (C.1),
(1− 12z)F (
1
2δ,
1
2δ; δ; z)
= F ( 12δ − 1,
1
2δ − 1; δ − 2; z) +
δ2
16(δ − 1)(δ + 1)
z2F ( 12δ + 1,
1
2δ + 1; δ + 2; z) .
(C.3)
This is easily verified by considering the power series expansion of both sides, or using
combinations of standard hypergeometric identities.
For ∆ = ℓ+ 2 (C.1) gives directly (7.9). For ∆ = ℓ we have, with the definition of gℓ
in (7.9),
G
(ℓ)
ℓ (u, v) =
1
z − x
(
− 12z(1−
1
2x)gℓ(z)− z ↔ x
)
,
= − 12
(
gℓ(z) + gℓ(x)
)
− 14u
2−z
z
gℓ(z)−
2−x
x
gℓ(x)
z − x
.
(C.4)
With the aid of (7.10), which follows from (C.3), we may obtain (8.18).
Other identities also follow from (C.3). To derive a relation for −1
2
(1 − v)G
(ℓ)
∆ (u, v).
we first obtain
(∆ + ℓ)2
8(∆ + ℓ− 1)(∆ + ℓ+ 1)
uG
(ℓ+1)
∆+1 (u, v)
= −
zx
z − x
((
− 1
2
z
)ℓ
(1− 1
2
z)F
(
1
2
(∆ + ℓ), 1
2
(∆ + ℓ);∆ + ℓ; z
)
× F
(
1
2
(∆− ℓ− 2), 1
2
(∆− ℓ− 2);∆− ℓ− 2; x
)
− z ↔ x
)
− 12uG
(ℓ−1)
∆−1 (u, v) ,
(C.5)
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and hence, since 1− v = z + x− zx,
− 12(1− v)G
(ℓ)
∆ (u, v)−
(∆ + ℓ)2
16(∆+ ℓ− 1)(∆ + ℓ+ 1)
uG
(ℓ+1)
∆+1 (u, v)−
1
4uG
(ℓ−1)
∆−1 (u, v)
= −
1
z − x
(
z2
(
− 12z
)ℓ
(1− 12x)F
(
1
2 (∆ + ℓ),
1
2 (∆ + ℓ);∆ + ℓ; z
)
× F
(
1
2 (∆− ℓ− 2),
1
2 (∆− ℓ− 2);∆− ℓ− 2; x
)
− z ↔ x
)
.
(C.6)
Using (C.3) once again then gives
−12(1− v)G
(ℓ)
∆ (u, v) = G
(ℓ+1)
∆−1 (u, v) +
(∆ + ℓ)2
16(∆+ ℓ− 1)(∆ + ℓ+ 1)
uG
(ℓ+1)
∆+1 (u, v)
+ 1
4
uG
(ℓ−1)
∆−1 (u, v) +
(∆− ℓ− 2)2
64(∆− ℓ− 3)(∆− ℓ− 1)
u2G
(ℓ−1)
∆+1 (u, v) .
(C.7)
We also consider similarly 12 (1 + v)G
(ℓ)
∆ (u, v). We first obtain
G
(ℓ+2)
∆ (u, v) =
1
z − x
(
z2
(
− 12z
)ℓ+2
(1− 12x)F
(
1
2(∆ + ℓ),
1
2 (∆ + ℓ);∆ + ℓ; z
)
× F
(
1
2
(∆− ℓ− 2), 1
2
(∆− ℓ− 2);∆− ℓ− 2; x
)
− z ↔ x
)
−
(∆− ℓ− 2)2
64(∆− ℓ− 3)(∆− ℓ− 1)
u2G
(ℓ)
∆+2(u, v) , (C.8)
and hence, with 1
2
(1 + v)− (1− 1
2
x)(1− 1
2
z) = 1
4
u,
1
2
(1 + v)G
(ℓ)
∆ (u, v)
−
(∆ + ℓ)2
4(∆ + ℓ− 1)(∆ + ℓ+ 1)
(
G
(ℓ+2)
∆ (u, v) +
(∆− ℓ− 2)2
64(∆− ℓ− 3)(∆− ℓ− 1)
u2G
(ℓ)
∆+2(u, v)
)
= 14uG
(ℓ)
∆ (u, v)
−
1
z − x
(
z
(
− 1
2
z
)ℓ
(1− 1
2
x)F
(
1
2
(∆ + ℓ− 2), 1
2
(∆ + ℓ− 2);∆ + ℓ− 2; z
)
× F
(
1
2
(∆− ℓ− 2), 1
2
(∆− ℓ− 2);∆− ℓ− 2; x
)
− z ↔ x
)
. (C.9)
With the aid of (C.3) once more we may then derive
1
2
(1 + v)G
(ℓ)
∆ (u, v) =
1
4
uG
(ℓ)
∆ (u, v) +
(∆ + ℓ)2
4(∆ + ℓ− 1)(∆ + ℓ+ 1)
G
(ℓ+2)
∆ (u, v)
+
(∆ + ℓ)2(∆− ℓ− 2)2
256(∆ + ℓ− 1)(∆ + ℓ+ 1)(∆− ℓ− 3)(∆− ℓ− 1)
u2G
(ℓ)
∆+2(u, v)
+G
(ℓ)
∆−2(u, v) +
(∆− ℓ− 2)2
64(∆− ℓ− 3)(∆− ℓ− 1)
u2G
(ℓ−2)
∆ (u, v) . (C.10)
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As a consistency check it is easy to verify that (C.7) and (C.10) are invariant under (C.2)
and we may also check compatibility with (7.2).
The results (C.7) and (C.10) are also true for ℓ = 0, 1 by using (7.7). Thus (C.10)
implies
1
2(1 + v)G
(0)
∆ (u, v) =
∆2
4(∆− 1)(∆ + 1)
G
(2)
∆ (u, v)
+
∆2(∆− 2)2
256(∆− 1)2(∆ + 1)(∆− 3)
u2G
(0)
∆+2(u, v)
+G
(0)
∆−2(u, v) +
3(∆− 2)2 − 4
16(∆− 3)(∆− 1)
uG
(0)
∆ (u, v) . (C.11)
For further application in the text we also use (C.10) and (C.7) twice to calculate
1
4 (1 + v)
2G
(ℓ)
∆ (u, v)−
1
4(1− v)
2G
(ℓ)
∆ (u, v) giving
vG
(ℓ)
∆ (u, v) = G
(ℓ)
∆−4(u, v)
−
(∆ + ℓ− 1)2 − 5
2(∆ + ℓ− 3)(∆ + ℓ+ 1)
G
(ℓ+2)
∆−2 (u, v)−
(∆− ℓ− 3)2 − 5
32(∆− ℓ− 5)(∆ + ℓ− 1)
u2G
(ℓ−2)
∆−2 (u, v)
+
(∆ + ℓ)2(∆ + ℓ+ 2)2
16(∆ + ℓ− 1)(∆ + ℓ+ 1)2(∆ + ℓ+ 3)
G
(ℓ+4)
∆ (u, v)
+
(∆− ℓ)2(∆− ℓ− 2)2
212(∆− ℓ− 3)(∆− ℓ− 1)2(∆− ℓ+ 1)
u4G
(ℓ−4)
∆ (u, v)
+
(
(∆ + ℓ− 1)2 − 5
)(
(∆− ℓ− 3)2 − 5
)
64(∆ + ℓ− 3)(∆ + ℓ+ 1)(∆− ℓ− 5)(∆ + ℓ− 1)
u2G
(ℓ)
∆ (u, v)
−
(∆ + ℓ)2(∆ + ℓ+ 2)2
(
(∆− ℓ− 3)2 − 5
)
29(∆ + ℓ− 1)(∆ + ℓ+ 1)2(∆ + ℓ+ 3)(∆− ℓ− 5)(∆− ℓ− 1)
u2G
(ℓ+2)
∆+2 (u, v)
−
(∆− ℓ)2(∆− ℓ− 2)2
(
(∆ + ℓ− 1)2 − 5
)
213(∆− ℓ− 3)(∆− ℓ− 1)2(∆− ℓ+ 1)(∆+ ℓ− 3)(∆ + ℓ+ 1)
u4G
(ℓ−2)
∆+2 (u, v)
+
(∆+ ℓ)2(∆ + ℓ+ 2)2(∆− ℓ)2(∆− ℓ− 2)2
216(∆ + ℓ− 1)(∆ + ℓ+ 1)2(∆ + ℓ+ 3)(∆− ℓ− 3)(∆− ℓ− 1)2(∆− ℓ+ 1)
u4G
(ℓ)
∆+4(u, v) .
(C.12)
Appendix D. Simplification of strong coupling result
By virtue of the AdS/CFT correspondence Arutyunov and Frolov [18] calculated
the four point function (5.23) in the leading large N limit for large g2N . The result
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is rather complicated and expressed in terms of conformal integrals over AdS with four
bulk/boundary propagators. We here define the corresponding functions of u, v D∆1∆2∆3∆4
by, ∏4
i=1 Γ(∆i)
Γ(Σ− 12d)
2
π
1
2d
∫ ∞
0
dz
∫
ddx
4∏
i=1
(
z
z 2 + (x− xi)2
)∆i
=
r14
Σ−∆1−∆4r34
Σ−∆3−∆4
r13
Σ−∆4 r24
∆2
D∆1∆2∆3∆4(u, v) ,
(D.1)
where
Σ = 12
N∑
i=1
∆i . (D.2)
In (D.1) D∆1∆2∆3∆4 is independent of the dimension d. The D-functions satisfy the
identities
D∆1 ∆2 ∆3 ∆4(u, v) = DΣ−∆3 Σ−∆4 Σ−∆1 Σ−∆2(u, v) (D.3a)
= v−∆2D∆1 ∆2 ∆4 ∆3(u/v, 1/v) (D.3b)
= v∆4−ΣD∆2 ∆1 ∆3 ∆4(u/v, 1/v) (D.3c)
= v∆1+∆4−ΣD∆2 ∆1 ∆4 ∆3(u, v) (D.3d)
= D∆3 ∆2 ∆1 ∆4(v, u) (D.3e)
= u∆3+∆4−ΣD∆4 ∆3 ∆2 ∆1(u, v) , (D.3f)
which reflect permutation symmetries of the basic integral in (D.1). We also have the
relations
(∆2 +∆4 − Σ)D∆1 ∆2 ∆3 ∆4(u, v) = D∆1 ∆2+1∆3 ∆4+1(u, v)−D∆1+1∆2 ∆3+1∆4(u, v) ,
(∆1 +∆4 − Σ)D∆1 ∆2 ∆3 ∆4(u, v) = D∆1+1∆2 ∆3 ∆4+1(u, v)− vD∆1 ∆2+1∆3+1∆4(u, v) ,
(∆3 +∆4 − Σ)D∆1 ∆2 ∆3 ∆4(u, v) = D∆1 ∆2 ∆3+1∆4+1(u, v)− uD∆1+1∆2+1∆3 ∆4(u, v) ,
(D.4)
and
∆4D∆1 ∆2 ∆3 ∆4(u, v) = D∆1 ∆2 ∆3+1∆4+1(u, v) +D∆1 ∆2+1∆3 ∆4+1(u, v)
+D∆1+1∆2 ∆3 ∆4+1(u, v) .
(D.5)
There are also relations which arise since if ∆i = 0 the integral (D.1) reduces to a three
point function. Thus
∆2D∆1 ∆2 ∆3 ∆4
∣∣
∆2=0
= Γ(Σ−∆1)Γ(Σ−∆3)Γ(Σ−∆4) , (D.6)
and by using (D.3a) we have
(Σ−∆4)D∆1 ∆2 ∆3 ∆4
∣∣
Σ−∆4=0
= Γ(∆1)Γ(∆2)Γ(∆3) . (D.7)
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From (D.5) and the sum of eqs.(D.4) this may be rewritten as
(D∆1+1∆2 ∆3+1∆4 + uD∆1+1∆2+1∆3 ∆4 + vD∆1 ∆2+1∆3+1∆4)
∣∣
∆4=∆1+∆2+∆3
= Γ(∆1)Γ(∆2)Γ(∆3) .
(D.8)
For compatibility with superconformal symmetry the results obtained in [18] by using
the AdS/CFT correspondence must be expressible in the form (9.1) in terms of a single
function F . This was demonstrated by Eden et al [10] by direct calculation starting from
D1111(u, v) = Φ
(1)(u, v) , (D.9)
where Φ(1) is given here by (9.6). We show here that this requirement also follows from
the above D identities and that the resulting expression for F may be simplified to a single
D function.
For a1 in (5.23), with the normalisation conventions as in (9.1), expression obtained
in [18] may be written in terms of D functions in the form
a1 =
1
4Nˆ
2 + 12Nˆu
2
(
−D2211 + 3D2222 + (1 + v − u)D3322
)
. (D.10)
Using (D.3f) this gives from (9.1),
F = −D1122 + 3uD2222 + (1 + v − u)D2233 . (D.11)
Now using (D.4) to eliminate u, v from (D.11) and also for D2233 −D1324 we get
F = −4D1122 + 5D1133 −D2123 −D1223 +D1324 +D3124 −D1144 . (D.12)
From (D.5) we may obtain D1324 +D3124 −D1144 = 3(D2123 +D1223 −D1133) − 2D2224
so that (D.12) becomes
F = −4D1122 + 2(D1133 +D2123 +D1223)− 2D2224 = −2D2224 , (D.13)
using (D.5) again. Thus we obtain (9.12) where F is reduced to a single D function. The
result of [18] for c1 may similarly be expressed as
c1 = Nˆ
(
uv(D2211 + 2D2233 − 3D2222)− v(1− v)D2222
+ 1
2
(D1212 +D2121 −D2112 − vD1221) + u↔ v
)
= Nˆ
(
2uv(D2233 +D3223) + (v
2 + u2 − v − u− 6uv)D2222
+ (u+ v)D1212 + (u− v)(D2112 −D1122)
)
,
(D.14)
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using (D.3d, e, f). To simplify (D.14) we first consider the terms with Σ = 5,
2uv(D2233 +D3223) = − uD3214 − vD1234 − (u+ v)D2123 + uD3113 + vD1133 ,
−uD3214 − vD1234 = (u+ v)D2224 + uD2314 + vD1324 − 3uD2213 − 3vD1223
= 1− (1− u− v)D2224 − 3uD2213 − 3vD1223 ,
(D.15)
where in the last line we have used (D.8) for ∆1 = ∆3 = 1, ∆2 = 2. The Σ = 4 terms may
then be written using (D.4) as
−(u+ v)D2123 + uD3113 + vD1133 − 3uD2213 − 3vD1223 + (v
2 + u2 − v − u− 6uv)D2222
=− (u+ v)(D2213 +D1223 +D1313) + (u− 2v)(D1133 +D1223 +D2123)
+ (v − 2u)(D3113 +D2213 +D2123)
− (u− 3v)D1122 − (v − 3u)D2112 + (u+ v)D1212 . (D.16)
Using (D.5) the Σ = 3 terms cancel leaving just the result in (9.1) with (9.12) again.
It is perhaps worth noting that if F is expressible as a single D function then the
symmetry properties (D.3c, e) determine
F(u, v) = KD1+s 1+s 1+s 1+3s(u, v) , (D.17)
depending on a single parameter s, which includes both the weak and strong coupling
results for s = 0, 1.
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