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Pick-Nevanlinnov interpolacijski problem
Povzetek
V delu bomo predstavili dve razli£ni re²itvi Pick-Nevanlinnovega interpolacijskega
problema in njuna dokaza.
Pick-Nevanlinna interpolation problem
Abstract
We present two diﬀerent solutions of the Pick-Nevanlinna interpolation problem and
their proofs.
Math. Subj. Class. (2010): 30E05
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1. Uvod
Naj bosta A in B urejeni mnoºici realnih to£k; A = (a1, a2..., an) in B = (b1, b2,-
..., bn). Lahko si ju predstavljamo kot mnoºico n to£k v ravnini. Radi bi poiskali
tako funkcijo f , da bi njen graf ²el skozi to£ke (a1, b1), (a2, b2), . . . , (an, bn). Primer
tega bi bil, da smo to£ke dobili iz funkcije f˜ , o kateri nimamo popolne informacije.
Zanjo pa vemo, da velja f˜(ai) = bi. e ºe ne moremo dobiti funkcije f˜ , si namesto
nje ºelimo pribliºek f , ki morda mora ustrezati ²e dolo£enim dodatnim zahtevam.
e so to£ke a1, a2, . . . , an paroma razli£ne, kar bomo od sedaj naprej vedno pred-
postavili, tak²na realna funkcija vedno obstaja, saj lahko konstruiramo slede£o funk-
cijo:
f(x) =
{
bi;x = ai za i = 1, 2, . . . , n
b1; sicer
Obi£ajno si ºelimo, da na²a iskana funkcija zadostuje tudi nekaterim dodatnim po-
gojem. Ena od osnovnih zahtev bi bila, da je f vsaj zvezna. Skozi na²e to£ke lahko
napeljemo graf polinoma. Vemo namre£, da n to£k natan£no dolo£a polinom sto-
pnje najve£ n− 1. Takemu polinomu re£emo Lagrangeov polinom in ga lahko tudi
konstruiramo s pomo£jo naslednjih dveh formul.
li(x) =
∏
j ̸=i
x− aj
ai − aj ,
f(x) =
∑
i
bili(x).
Zelo lepa in o£itna lastnost polinoma je, da je neskon£nokrat odvedljiva funkcija.
To je tudi ena od lastnosti, ki bi si jo ºeleli od funkcije f .
V nekaterih primerih si med drugim ºelimo tudi omejenost za f . Lahko zahtevamo,
da obstaja nek 0 < M <∞, da velja |f(x)| ≤M za vsak x, ali pa imamo celo vnaprej
podan M in si ºelimo, da bi veljalo |f(x)| ≤ M za vsak x. V tem primeru polinom
ni ve£ dobra izbira, saj vemo, da je le konstanten polinom omejen na vsej realni osi.
Tedaj si pomagamo s funkcijo:
hi(x) = sin(
π
2
∏
j ̸=i
x− aj
ai − aj ),
f˜(x) =
∑
i
f(ai)hi(x).
Tako deﬁnirana funkcija je neskon£nokrat odvedljiva in omejena.
Do sedaj smo se omejili samo na moºnost, da sta mnoºici in funkcija realne.
Mnoºici A in B ter funkcija f pa so prav tako lahko tudi kompleksne. Lagrangeov
polinom tudi sedaj deﬁniramo popolnoma enako kot v realnem primeru. Zahteve
kot so zveznost, odvedljivost in neskon£nokrat odvedljivost se tu v nekem smislu
prevedejo v holomorfnost, £emur polinomi seveda zado²£ajo. Problem se pojavi, £e
dodamo ²e zahtevo o omejenosti funkcije f . Spomnimo se na Liouvilleov izrek, ki
pravi, da je vsaka omejena holomorfna funkcija na C nujno konstanta. Tedaj je
obstoj ºelene funkcije odvisen od b1, b2, . . . , bn. e so vse vrednosti bi, i = 1, . . . , n
enake, deﬁniramo f(z) = b0. V nasprotnem primeru omejena cela holomorfna funk-
cija skozi na²e to£ke ne obstaja.
Ker je zahteva, da je funkcija omejena na celem C zelo mo£na, nekoliko popustimo
in jo spremenimo v pogoj, da je funkcija omejena z vnaprej podanim pogojem na
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velikost absolutne vrednosti funkcije samo ne nekem izbranem omejenem obmo£ju
K ⊂ C.
V posebnem primeru ko je K enotski disk in M enak 1, govorimo o Pick-Nevan-
linnovem interpolacijskem problemu, ki je slede£:
Problem 1. Naj bo ∆ = {z ∈ C; |z| < 1} enotski disk v kompleksni ravnini. Za
dano urejeno n-terico z = (z1, z2, ..., zn) razli£nih kompleksnih ²tevil iz ∆ in dano
poljubno urejeno n-terico w = (w1, w2, ..., w3) kompleksnih ²tevil Pick-Nevanlinnov
problem spra²uje po potrebnih in zadostnih pogojih na ta ²tevila, da obstaja holo-
morfna funkcija f na enotskem disku ∆, ki je po absolutni vrednosti pod ena in
interpolira prvo n-terico v drugo, da torej velja f(zi) = wi za vse i.
Oznaka 1. Zgoraj naveden problem bomo kraj²e ozna£evali z z → w.
Problem se imenuje po Georgu Alexandru Picku (1859  1942) in Rolfu Hermanu
Nevanlinni (1895  1980). Vsak zase in neodvisno sta problem re²ila, vendar vsak
na druga£en na£in.
V drugem kraj²em poglavju si bomo pogledali nekatere deﬁnicije in izreke iz line-
arne algebre in kompleksne analize, ki jih bomo potrebovali za razumevanje nadalj-
nih izrekov in dokazov. V tretjem poglavju si bomo nekoliko podrobneje pogledali
Blaschkejeve produkte, ki so klju£ni za re²itev na²ega problema. V £etrtem po-
glavju bomo predstavili re²itvi problema in njuna dokaza. V zadnjem poglavju pa
bo predstavljen program, ki preveri, ali dani interpolacijski problem ima re²itev.
2. Osnovne definicije in izreki
V tem poglavju bomo ponovili osnovne pojme, izreke in deﬁnicije, ki so nujno
potrebne za razumevanje izreka in dokaza. Bolj znane in slavne rezultate bomo le
navedli, tiste manj znane pa bomo vsaj deloma, £e ne v celoti, tudi dokazali.
Ena izmed osnovnih deﬁnicij, ki jo bomo potrebovali in smo jo sre£ali ºe v naslovu
ter uvodu, je interpolacija.
Deﬁnicija 2.1. Naj bosta A in B neprazni mnoºici. Naj bo a = (a1, a2, ..., an)
urejena n-terica to£k iz A, kjer so elementi paroma razli£ni in b = (b1, b2, ..., bn)
poljubna n-terica to£k iz B. Interpolacija je preslikava f : A → B za katero velja:
f(ai) = bi. Za tako funkcijo f pravimo, da interpolira a v b.
Interpolacijska funkcija za dani n-terici vedno obstaja, saj lahko vedno konstrui-
ramo slede£o funkcijo:
f(x) =
{
bi;x = ai
b1; sicer
Toda za interpolacijo si obi£ajno ºelimo, da je vsaj zvezna. Na realnih ²tevilih
je zelo pogost primer uporabe zvezne interpolacije z Lagrangevim interpolacijskim
polinomom.
Oznaka 2. Od sedaj naprej bomo odprt enotski disk ozna£evali z ∆ = {z ∈ C; |z| <
1},zaprt enotski disk z ∆ = {z ∈ C; |z| ≤ 1}, rob enotskega diska z ∂∆ = {z ∈
C; |z| = 1} in omejeno povezano odprto mnoºico z D. Z znakom ∗ bomo ozna£evali
operacijo produkt funkcij po to£kah.
V Pick-Nevanlinnovem problemu imamo opravka z kompleksnimi ²tevili in funk-
cijami, zato deﬁnirajmo ²e slede£a pojma.
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Deﬁnicija 2.2. Naj bo D ⊂ C odprta podmnoºica in a ∈ D. Funkcija f : D → C
je v kompleksnem smislu odvedljiva v a, £e obstaja limita:
lim
z→a
f(z)− f(a)
z − a .
To limito, £e obstaja, ozna£imo z f ′(a) in jo imenujemo kompleksni odvod funkcijef
v to£ki a.
Deﬁnicija 2.3. Naj bo D ⊂ C odprta podmnoºica. Funkcija f : D → C je
holomorfna, £e je f v vsaki to£ki iz D odvedljiva v kompleksnem smislu.
Zelo enostaven primer holomorfne funkcije, torej odvedljive v kompleksnem smi-
slu, je kar polinom p(z) = anzn+an−1zn−1+...+a0; ai ∈ C v spremenljivki z. Primer
neholomorfne funkcije pa je f(z) = z.
Izrek 2.4 (Liouvilleov izrek). Naj bo f holomorfna funkcija, deﬁnirana na C. e
je f omejena, potem je f konstantna funkcija. [2, str. 77]
Deﬁnicija 2.5. Naj bo d1, d2, . . . neskon£no zaporedje ²tevil iz D, ki ima stekali²£e
v D. Za funkcijo f pravimo, da ima stekali²£e ni£el v D, £e velja f(di) = 0 za
i = 1, 2, . . . .
Trditev 2.6. Naj bo f holomorfna funkcija na D. Potem je f enaka 0 natanko
tedaj, ko ima f stekali²£e ni£el v D [2, str. 78]
Zgled 2.7. Naj bo funkcija f : ∆ → C holomorfna, za katero velja f( 1
n
) = 0 za
n ∈ N. Potem je funkcija f enaka 0 na ∆. ♦
Izrek 2.8 (Schwarzova lema). Naj bo f : ∆→ ∆ taka holomorfna funkcija, da velja
f(0) = 0 in |f(z)| ≤ 1. Potem je |f(z)| ≤ |z| za vsak z ∈ ∆ [2, str. 126]
Pomemben primer holomorfnih funkcij, ki jih bomo potrebovali kasneje v dokazu,
so holomorfni avtomomorﬁzmi ∆.
Deﬁnicija 2.9. Funkcija f : D → D je holomorfen avtomorﬁzem obmo£ja D, £e
je f bijektivna, holomorfna in je tudi f−1 holomorfna. Mnoºico vseh holomorfnih
avtomorﬁzmov obmo£ja D ozna£imo z Aut(D).
Trditev 2.10. Holomorfni avtomorﬁzmi enotskega diska so natanko funkcije oblike
ϕa,θ(z) = e
iθ a− z
1− az , θ ∈ [0, 2π), a ∈ ∆.
Mnoºico teh funkcij ozna£imo Aut(∆). [1]
Opomba 2.11. Namesto ϕa,0 bomo v£asih pisali ϕa.
Trditev 2.12. Naj bo funkcija f avtomorﬁzem diska ∆. Tedaj velja f(∂∆) = ∂∆.
Dokaz. Po trditvi 2.10 je vsak avtomorﬁzem diska oblike eiθ a−z
1−az . Tedaj za vsak
z0 ∈ ∂∆ velja
|f(z0)|2 = f(z0)f(z0) = eiθ a− z0
1− az0 e
−iθ a− z0
1− az0
=
|a|2 − az0 − z0a+ 1
1− az0 − az0 + |a|2 = 1.

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Izrek 2.13 (Princip maksima 1). Naj bo funkcija f holomorfna in omejena na
obmo£ju D. Naj bo supz∈D |f(z)| =M <∞. Tedaj je ali |f(z)| < M za vsak z ∈ D
ali pa je |f(z)| =M za vsak z ∈ D in je f konstantna. [2, str. 79]
Navedimo ²e nekoliko druga£no obliko izreka, ki nam bo pri²la v£asih bolj prav.
Izrek 2.14 (Princip maksima 2). Naj bo funkcija f holomorfna na omejeni mnoºici
D in zvezna na zaprtju D. Tedaj velja
max
z∈D
|f(z)| = max
z∈∂D
|f(z)|
[2, str. 124]
Oznaka 3. Transponiranje in konjugiranje matrike M bomo kraj²e ozna£ili z MH .
Transponiranje in konjugiranje vektorja v bomo kraj²e ozna£ili z vH .
Deﬁnicija 2.15. Kompleksna kvadratna matrika M = [mi,j] je hermitska, £e zanjo
velja mij = mji. Ta pogoj pomeni, da je M =MH
Primer 2× 2 hermitske matrike je
M =
[ −3 1 + i
1− i −1
]
.
Deﬁnicija 2.16. Hermitska n× n matrika M je pozitivno semideﬁnitna, £e je ska-
larni produkt zMzH ve£ji ali enak ni£ za vsak vrsti£ni kompleksen vektor z =
(z1, z2, ..., zn). To lastnost bomo ozna£ili z M ≥ 0.
Deﬁnicija 2.17. Hermitska n × n matrika M je pozitivno deﬁnitna, £e je skalarni
produkt zMzH ve£ji od ni£ za vsak vrsti£ni kompleksen vektor z = (z1, z2, ..., zn)
razli£en od 0. To lastnost bomo ozna£ili z M > 0.
Primer 2× 2 pozitivno semideﬁnitne matrike je
M =
[
2 i
−i 1
]
.
Trditev 2.18. Za hermitsko matriko M obstaja razcep Choleskega (M = AAH ,
kjer je A spodnje trikotna nesingularna matrika) natanko tedaj, ko je matrika M
pozitivno deﬁnitna. [6, str. 107]
Algoritem 1 Razcep Choleskega [6, str. 108]
Vhod: matrika M .
Izhod: matrika A, za katero velja AAH =M .
1: for k ← 1 to n do
2: ak,k =
√
mk,k −
∑k−1
i=1 a
2
k,i
3: for j ← k+1 to n do
4: aj,k = (mj,k −
∑k−1
i=1 aj,iak,i)/ak,k
5: end for
6: end for
Trditev 2.19. Hermitska matrika je pozitivno deﬁnitna natanko tedaj, ko so vsi ai,i
v algoritmu 1 pozitivni. [6, str. 108]
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Razcep Choleskega za prej omenjeno matriko je
[
1 i
0 1
] [
1 i
0 1
]H
.
Trditev 2.20. Lastne vrednosti pozitivno semideﬁnitne matrike M so vse realne in
ve£je ali enake ni£. Posledi£no je determinanta ve£ja ali enaka 0.
Dokaz. Naj bo xH lasten vektor za lastno vrednost λ. Tedaj velja MxH = λxH .
Ker je M pozitivno semideﬁnitna je 0 ≤ xMxH = xλxH = λ|x|2. Upo²tevamo, da
je xH neni£elen in dobimo λ ≥ 0. 
Trditev 2.21. e je M pozitivno semideﬁnitna matrika, potem velja |mi,j|2 ≤
mi,imj,j, kjer je mk,l element matrike M v k-ti vrstici in l-tem stolpcu.
Dokaz. Naprej dokaºimo trditev za matrike velikosti 2× 2. Naj bo
M =
[
m11 m12
m12 m22
]
.
Determinanta m11m22 − m12m12 je ve£ja ali enaka 0, ker sta obe lastni vrednosti
ve£ji ali enaki 0. Od tod sledi |m12|2 ≤ m11m22.
Sedaj pokaºimo trditev ²e za splo²en primer. Naj ima vektor x na i-tem mestu α
in na j-tem mestu β drugje pa 0. Deﬁniramo
x˜ = (α, β) in M˜ =
[
mi,i mi,j
mj,i mj,j
]
.
Tedaj velja 0 ≤ xMxH = α(αmi,i + βmi,j) + β(αmj,i + βmj,j) = x˜M˜ x˜H . Torej je
M˜ pozitivno semideﬁnitna 2× 2 matrika in posledi£no velja |mij|2 ≤ miimjj. 
Izrek 2.22 (Sylvestrov kriterij). Naj bo matrika M hermitska. Naj za k×k matrike
M (k) velja m(k)i,j = mi,j za i, j = 1, 2, . . . , k . Matrika M je pozitivno deﬁnitna
natanko tedaj, ko so determinante matrik M (k) pozitivne za vsak k = 1, 2, ..., n. [8]
3. Blaschkejevi produkti
Ker so Blaschkejevi produkti tako zelo klju£ni za na² problem, jim bomo posvetili
malo ve£ pozornosti in navedli tudi nekatere njihove lastnosti.
Deﬁnicija 3.1. Naj za n-terico a = (a1, a2, ..., an) kompleksnih ²tevil velja:
• ai ∈ ∆,
• ai = 0 za i ≤ m ≤ n
• in ai ̸= 0 za i > m.
Naj bo c ∈ C, |c| = 1 . Funkcijo B : ∆→ ∆
B(z) = czm
∏
i>m
|ai|
ai
ai − z
1− aiz
imenujemo kon£ni Blaschkejev produkt stopnje n. Pri tem z in |ai|
ai
ai−z
1−aiz imenujemo
Blaschkejev faktor.
Opomba 3.2. e ne bo eksplicitno napisano druga£e, bomo z Blaschkejevim pro-
duktom mislili kon£en Blaschkejev produkt.
Opomba 3.3. Blaschkejevi faktorji so avtomorﬁzmi diska. Avtomorﬁzmi diska so
torej Blaschkejevi produkti stopnje 1.
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Opomba 3.4. Velja
B(z) = czm
∏
i>m
|ai|
ai
ai − z
1− aiz = c˜
∏
i
ai − z
1− aiz
= c˜
α0 + α1z + · · ·+ αnzn
αn + αn−1z + · · ·+ α0zn ,
kjer je αn = (−1)n.
Trditev 3.5. Naj bo funkcija f : ∆→ ∆ holomorfna na ∆ in zvezna na ∆. Tedaj
je f Blaschkejev produkt natanko tedaj, ko je f : ∂∆→ ∂∆.
Dokaz. Naj bo z0 ∈ ∂∆ in naj bo funkcija f Blaschkejev produkt. Tedaj velja
|f(z0)| =
∏
i>m
⏐⏐⏐⏐ |ai|ai ai − z01− aiz0
⏐⏐⏐⏐.
Ker je po trditvi 2.12 vsak od faktorjev za |z0| = 1 enak 1, je tudi produkt enak 1.
Torej Blaschkejev produkt res slika ∂∆ v ∂∆.
Pokaºimo ²e obratno. Predpostavimo sedaj, da ima funkcija f na∆ kon£no mnogo
ni£el. e bi jih imela neskon£no, bi njihovo stekali²£e moralo biti v ∆ saj f slika iz ∆
v ∆. Po trditvi 2.6,bi bila tedaj konstantno ni£, kar je v protislovju z predpostavko,
da f slika ∂∆ v ∂∆. Naj bodo a1, a2, ..., an vse ni£le ²tete s kratnostjo. Tedaj
deﬁniramo
Bn(z) =
∏ ai − z
1− aiz in g =
f
Bn
.
Funkcija g je zvezna na ∆, holomorfna na ∆ in slika ∂∆ v ∂∆. Po principu maksima
velja |g| ≤ 1. Ker g na ∆ nima ni£el, lahko deﬁniramo funkcijo 1
g
, ki ima podobne
lastnosti, kot g. Velja |1
g
| ≤ 1. Od tod sledi g ≡ c, za nek c ∈ C, |c| = 1, in
posledi£no f = cBn, kar je Blaschkejev produkt. 
Trditev 3.6. e je B Blaschkejev produkt stopnje n, ima ena£ba B(z) = 0 natanko
n re²itev, ²tetih s kratnostjo. Re²itve so natanko to£ke a1, a2, ..., an, katerim pravimo
ni£le Blaschkejevega produkta.
Dokaz. Blashkejev produkt B(z) = czm
∏
i>m
|ai|
ai
ai−z
1−aiz je enak 0 natanko tedaj, ko je
polinom zm
∏
i>m (ai − z) enak 0. Za ta polinom vemo, da ima n ni£el, ki so ravno
a1, a2, ..., an. 
Trditev 3.7. e je B Blaschkejev produkt stopnje n in je w ∈ ∆, ima ena£ba
B(z) = w natanko n re²itev v C ²tetih s kratnostjo.
Dokaz. Re²ujemo slede£o ena£bo.
B(z) = czm
∏
i>m
|ai|
ai
ai − z
1− aiz = w
czm
∏
i>m
|ai|
ai
(ai − z) = w
∏
i>m
(1− aiz)
Na levi strani ena£be imamo polinom stopnje n na desni pa polinom stopnje n−m.
Vodilni koeﬁcient polinoma na levi je po absolutni vrednosti enak 1. Ker je w iz
diska, je vodilni koeﬁcient polinoma na desni po absolutni vrednosti manj²i od 1.
Za tako ena£bo vemo, da ima n re²itev v C, ²tetih s kratnostjo. 
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Trditev 3.8. e Blashkejev produkt B stopnje n komponiramo z leve ali z desne z
avtomorﬁzmom diska A, dobimo spet Blaschkejev produkt stopnje n. [3, str. 6]
Dokaz. Kompozitum holomorfnih funkcij je holomorfna funkcija. Funkcija B slika
rob v rob in tudi A slika rob v rob, od koder sledi, da tudi kompozitum slika rob v
rob. Po trditvi 3.5 je torej tudi kompozitum Blaschkejev produkt.
Lo£imo dva primera. e imamo A ◦B, velja A ◦B(z) = 0 natanko tedaj, ko velja
B(z) = w, kjer je w ni£la A. Trditev 3.7 nam pove, da ima B(z) = w natanko n
re²itev, torej je A ◦ B Blaschkejev produkt stopnje n. V drugem primeru imamo
B ◦ A. Naj bodo a1, a2, ..., an ni£le B. Velja
B ◦ A(z) = c(ϕa1 ◦ A)(ϕa2 ◦ A)...(ϕan ◦ A),
kar je spet Blaschkejev produkt stopnje n. 
Trditev 3.9. e je B1 Blaschkejev produkt stopnje n in B2 Blaschkejev produkt
stopnje m, je B1 ◦B2 Blaschkejev produkt stopnje nm. [3, str. 6].
Dokaz. Naj bodo a1, a2, ..., an ni£le B1. Tedaj lahko zapi²emo
B1 ◦B2 = c(ϕa1 ◦B2)(ϕa2 ◦B2) . . . (ϕan ◦B2).
Po trditvi 3.8 so vsi £leni ϕai ◦ B2 Blaschkejevi produkti stopnje m. Posledi£no je
B1 ◦B2 Blaschkejev produkt stopnje nm. 
Trditev 3.10. Naj bodo a1, a2, . . . , an ∈ C in an ̸= 0. e so vse ni£le polinoma
P (z) = α0 + α1z + · · ·+ αnzn
v ∆, je funkcija f(z) = P (z)
znP (1/z)
Blaschkejev produkt.
Dokaz. Funkcijo f se da preoblikovati v slede£o obliko
f =
α0 + α1z + · · ·+ αnzn
αn + αn−1z + · · ·+ α0zn .
Po opombi 3.4 je f Blaschkejev produkt. 
Do sedaj smo ºe pokazali, da velja B(∂∆) = ∂∆. Velja tudi B(∆) = ∆ in
B(C \∆) = C \∆.
Brez dokaza navedimo naslednje zanimive in pomembne lastnosti.
Trditev 3.11. Naj bo B Blaschkejev produkt. Tedaj velja
B(1/z) =
1
B(z)
.
[3, str. 4]
Trditev 3.12. Naj bo B Blaschkejev produkt. Potem je njegov odvod B′(z) ̸= 0 za
vsak z ∈ ∂∆. [3, str. 14]
Trditev 3.13. Naj bo B Blaschkejev produkt stopnje n. Za vsak w ∈ ∂∆ ima ena£ba
B(z) = w natanko n razli£nih re²itev na ∂∆. [3, str. 14]
Trditev 3.14. Naj bo B Blaschkejev produkt. Za vsak z0 ∈ ∂∆ velja
|B′(z0)| = lim
z→z0
1− |B(z)|2
1− |z|2 .
[3, str. 14]
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Trditev 3.15. Naj bo B Blaschkejev produkt stopnje n. Potem ima B′ natanko
n− 1 ni£el na ∆. [3, str. 15]
Deﬁnicijo za kon£ne Blaschkejeve produkte se da v nekem smislu raz²iriti, da
deluje tudi za neskon£no zaporedje to£k.
Deﬁnicija 3.16. Zaporedje a1, a2, ... zadostuje Blaschkejevemu pogoju, £e velja∑
i
(1− |ai|) <∞.
Deﬁnicija 3.17. Naj zaporedje a1, a2, ... to£k iz diska zadostuje Blaschkejevemu
pogoju. Tedaj funkcijo, ki jo deﬁniramo kot
B(z) = c
∏
i
ai − z
1− aiz ,
imenujemo neskon£en Blaschkejev produkt.
Trditev 3.18. Naj bo B(z) neskon£en Blaschkejev produkt za zaporedje a1, a2, ...,
ki zado²£a Blaschkejevemu pogoj. Potem je B omejena holomorfna funkcija in velja
∥B∥∞ = supz∈∆ |B(z)| = 1 in B(ai) = 0 za i = 1, 2, ...
4. Posebni primeri
Tako Pick kot Nevanlinna sta na²la izreka, ki nam podata re²itev kot algoritem
neodvisno od za£etnih n-teric z in w. Vendar pa lahko v nekaterih posebnih primerih
do re²itve pridemo tudi samo z osnovnim znanjem o kompleksni analizi. Pogledali
si bomo dva taka posebna primera.
Primer 4.1. Na na£in, kot smo zapisali na² problem, ne pi²e, kak²na morajo biti
²tevila iz druge n-terice w. Torej bi lahko za kak²no od ²tevil wi veljalo |wi| > 1.
V tem primeru bi za kakr²nokoli funkcijo, ki bi jo vzeli za interpolacijo, v to£ki zi
veljalo |f(zi)| = |wi| > 1, kar pa je v nasprotju z na²o zahtevo, da je absolutna
vrednost funkcije manj²a od 1. Ena od moºnosti bi bila, da bi ºe takoj v samem
problemu zahtevali, da velja tudi za w ⊂ ∆ in bi se tako izognili temu problemu. ♦
Primer 4.2. V primeru, ko je n enak 1, torej ºelimo interpolirati le eno to£ko,
je problem enostaven. Imamo tri razli£ne moºnosti glede na w1. Prva moºnost je
|w1| > 1. Potem ºe od prej vemo, da iskana funkcija ne obstaja. Druga moºnost
je |w1| = 1. Potem po izreku o principu maksima vemo, da je potencialna funkcija
konstantna. Torej je f ≡ w1 in je ena sama.
V zadnjem primeru, ko je |w1| < 1, imamo kar nekaj ve£ svobode, saj pridejo v
po²tev slede£e funkcije
g(z) = ϕw1,0 ◦ (ϕ0,θ)m ◦ ϕz1,0,
kjer sta θ ∈ [0, 2π) in m ∈ N poljubna. [5]
♦
5. Izreka
V tem poglavju si bomo pogledali splo²ni re²itvi, ki sta ju odkrila Pick in Nevan-
linna.
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5.1. Pickova re²itev.
Izrek 5.1. Za dano urejeno n-terico z = (z1, ..., zn) kompleksnih ²tevil iz enotskega
diska, kjer so elementi paroma razli£ni, in dano urejeno n-terico w = (w1, ..., wn)
poljubnih kompleksnih ²tevil je potreben in zadosten pogoj, da obstaja holomorfna
funkcija f na enotskem disku, pri £emer je njena absolutna vrednost manj²a ali
enaka 1 in interpolira dane podatke f(zi) = wi, slede£:
(1) Matrika M =
[
1− wiwj
1− zizj
]
; 1 ≤ i, j ≤ n je pozitivno semideﬁnitna.
Dokaz. Najprej s konstrukcijo Blaschkejevih produktov pokaºemo, da je pogoj (1)
zadosten.
Konstrukcija re²itve je induktivna navzdol. Problem za n to£k je re²ljiv, £e je
re²ljiv ustrezen problem za n− 1 to£k. Naj bo B0(z) = 1 za vsak z ∈ ∆.
Ker je M pozitivno semideﬁnitna, velja x0MxH0 =
1−|wn|2
1−|zn|2 ≥ 0, kjer je x0 =
(0, ..., 0, 1) n dimenzionalen vrsti£ni vektor. Torej mora biti |wn| ≤ 1. Sedaj lo£imo
dva primera.
e je |wn| = 1, naj bo Bn(z) = wn.
e je |wn| < 1, naj bo
Bn(z) = C
−1
n ◦ (I ∗Bn−1) ◦ An(z),
kjer je
An(z) =
z − zn
1− znz , Cn(z) =
z − wn
1− wnz , I(z) = z
in Bn−1 Blaschkejev produkt stopnje najve£ n− 1, za katerega velja slede£e
Bn−1(An(zi)) = Cn(wi)/An(zi) za i = 1, 2, ..., n− 1.
Omenimo pomembno lastnost za razumevanje dokaza. Funkciji An in Cn sta
avtomorﬁzma ∆, kjer An preslika zn v 0. Podobno Cn preslika wn v 0 in posledi£no
C−1n preslika 0 v wn. e poznamo Bn−1, poznamo Bn in obratno. Problem smo
prevedli na iskanje funkcije Bn−1, ki interpolira le n − 1 podatkov. Novi z-ji so
An(zi) za i = 1, 2, ..., n− 1 in novi w-ji so Cn(wi)/An(zi) za i = 1, 2, ..., n− 1.
Sedaj bomo pokazali, da nam pogoj (1) omogo£i zgornjo konstrukcijo.
Spet bomo lo£ili dva primera.
V prvem primeru naj bo |wn| = 1. Potem je Mn,n = 0. Ker je M hermitska
matrika, velja |Mij|2 ≤MiiMjj in posledi£no je Min = 0. Od tod dobimo wiwn = 1,
torej je wi = wn za vsak i. Tedaj Bn(z) = wn res interpolira z v w.
V drugem primeru naj bo |wn| < 1. Sedaj moramo pokazati dvoje. Obstaja Bn−1,
ki zadosti zahtevi iz konstrukcije in konstruiran Bn zares interpolira z v w. Naprej
pokaºemo, da dani Blaschkejev produkt pod pogojem, da Bn−1 obstaja, interpolira
ºelene vrednosti.
Za i = 1, 2, ..., n− 1 velja
Bn(zi) = C
−1
n ◦ (I ∗Bn−1) ◦ An(zi)
= C−1n ◦ (An(zi) ∗Bn−1(An(z)))
= C−1n (An(zi) ∗ Cn(wi)/An(zi))
= C−1n (Cn(wi)) = wi
Za i = n velja
Bn(zn) = C
−1
n ◦ (I ∗Bn−1) ◦ An(zn)
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= C−1n ◦ (I ∗Bn−1)(0)
= C−1n ◦ (0 ∗Bn−1(0)) = C−1n (0) = wn
V problemu smo torej zmanj²ali ²tevilo podatkov za 1. Pokaºimo ²e, da se pogoj
o pozitivni semideﬁnitnosti matrike M prenese na pogoj pozitivne semideﬁnitnosti
ustrezne matrike N, ki jo dolo£ajo novi podatki. Dokazovali bomo z indukcijo. B0
vedno obstaja. Predpostavimo, da za vsako pozitivno semideﬁnitno (n− 1)× (n−
1) matriko oblike [ 1−vivj
1−uiuj ] zgornja konstrukcija poda Blaschkejev produkt Bn−1, ki
interpolira ui v vi za i = 1, 2, ..., n− 1. Torej moramo dokazati le, da iz M ≥ 0 sledi
N ≥ 0, kjer je
N =
⎡⎣ 1− Cn(wi)Cn(wj)An(zi)An(zj)
1− An(zi)An(zj)
⎤⎦ .
Opazimo, da za Ni,j velja
Ni,j =
1− Cn(wi)Cn(wj)
An(zi)An(zj)
1− An(zi)An(zj)
=
An(zi)An(zj)− Cn(wi)Cn(wj)
An(zi)An(zj)(1− An(zi)An(zj))
=
1− Cn(wi)Cn(wj)− 1 + An(zi)An(zj)
An(zi)An(zj)(1− An(zi)An(zj))
=
1− Cn(wi)Cn(wj)
An(zi)An(zj)(1− An(zi)An(zj))
− 1
An(zi)An(zj)
=
1
An(zi)An(zj)
(
1− Cn(wi)Cn(wj)
1− An(zi)An(zj)
− 1
)
.
Vrnimo se k matriki M . Spomnimo se, da je Mij =
1−wiwj
1−zizj . Matriko M pomno-
ºimo z leve z diagonalno matriko D1 in z desne z DH1 , kjer so diagonalni £leni
(D1)ii =
1− zizn
1− wiwn
√
1− |wn|2
1− |zn|2 .
Tako dobimo matriko
(M1)ij = (D1MD
H
1 )ij =
(1− zizn)(1− zjzn)(1− |wn|2)(1− wiwj)
(1− wiwn)(1− wjwn)(1− |zn|2)(1− zizj) .
V primeru, ko je ali i ali j enak n, torej ko opazujemo element v zadnji vrstici ali
zadnjem stolpcu, velja (M1)ij = 1.
M1 =
⎡⎢⎢⎣
(m1)1,1 · · · (m1)1,n−1 1
... . . .
...
...
(m1)n−1,1 · · · (m1)n−1,n−1 1
1 · · · 1 1
⎤⎥⎥⎦
Sedaj deﬁniramo matriko
I1 =
⎡⎢⎢⎣ I
−1
...
−1
0 · · · 0 1
⎤⎥⎥⎦ ,
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kjer je I (n− 1)× (n− 1) enotska matrika. Pomnoºimo M1 z leve z I1 in z desne z
IH1 in dobimo novo matriko M2 = I1M1I
H
1 = I1D1MD
H
1 I
H
1 .
M2 =
⎡⎢⎢⎣ I
−1
...
−1
0 · · · 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
(m1)1,1 · · · (m1)1,n−1 1
... . . .
...
...
(m1)n−1,1 · · · (m1)n−1,n−1 1
1 · · · 1 1
⎤⎥⎥⎦
⎡⎢⎢⎣ I
0
...
0
−1 · · · −1 1
⎤⎥⎥⎦ =
⎡⎢⎢⎣ I
−1
...
−1
0 · · · 0 1
⎤⎥⎥⎦
⎡⎢⎢⎣
(m1)1,1 − 1 · · · (m1)1,n−1 − 1 1
... . . .
...
...
(m1)n−1,1 − 1 · · · (m1)n−1,n−1 − 1 1
0 · · · 0 1
⎤⎥⎥⎦ =
⎡⎢⎢⎣
(m1)1,1 − 1 · · · (m1)1,n−1 − 1 0
... . . .
...
...
(m1)n−1,1 − 1 · · · (m1)n−1,n−1 − 1 0
0 · · · 0 1
⎤⎥⎥⎦
(M2)i,j =
⎧⎪⎨⎪⎩
(1−zizn)(1−zjzn)(1−|wn|2)(1−wiwj)
(1−wiwn)(1−wjwn)(1−|zn|2)(1−zizj) − 1 ; i < n ∧ j < n
0 ; (i = n ∧ j ̸= n) ∨ (j = n ∧ i ̸= n)
1 ; i = n ∧ j = n
Naslednjo deﬁniramo diagonalno matriko
(D2)i,i =
{
1
An(zi)
i = 1, 2, ..., n− 1
1 i = n
.
Z M3 ozna£imo naslednji produkt D2M2DH2 = D2I1D1MD
H
1 I
H
1 D
H
2 . Velja
M3 =
⎡⎢⎢⎣ N
0
...
0
0 . . . 0 1
⎤⎥⎥⎦ .
Naj bo sedaj x = (x1, x2, ..., xn−1) poljuben vektor, y = (x1, x2, ..., xn−1, 0) vektor
x gledan kot vektor v n dimenzionalnem prostoru in P = D2I1D1. Zaradi posebne
oblike M3 velja xNxH = yM3yH . Ker je matrika M po predpostavki pozitivno
semideﬁnitna, vemo, da velja yM3yH = yD2I1D1MDH1 I
H
1 D
H
2 y
H = yPMPHyH =
(yP )M(yP )H ≥ 0. Od tod pa sledi xNxH = yM3yH ≥ 0 in je torej tudi N pozitivno
semideﬁnitna, saj je vektor x poljuben.
Na kratko obnovimo, kaj smo do sedaj naredili. Po predpostavki iz izreka je
matrikaMi,j =
[
1−wiwj
1−zizj
]
pozitivno semideﬁnitna. Pokazali smo, da je tedaj pozitivno
semideﬁnitna tudi matrika
N =
[
1−Cn(wi)Cn(wj)
An(zi)An(zj)
1−An(zi)An(zj)
]
.
Po indukcijski predpostavki sedaj obstaja Blaschkejev produkt, za katerega velja
Bn−1(An(zi)) = Cn(wi)/An(zi).
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Le ta pa nam omogo£i konstrukcijo Blaschkejevega produkta Bn, ki interpolira mno-
ºico z v w. S tem smo dokazali, da je pozitivna semideﬁnitnost matrike M zadosten
pogoj za obstoj ºeljene interpolacije.
Sledi ²e dokaz, da je pozitivna semideﬁnitnost tudi potreben pogoj. Kot ºe veli-
kokrat do sedaj bomo lo£ili dva primera.
V prvem primeru naj bo |wn| = 1. Tedaj po principu maksima sledi, da je f
konstantna funkcija, zato velja wi = wn za i = 1, 2, ..., n. Od tod sledi mi,j =
1−|wn|2
1−zizj = 0 in posledi£no xMx
H = 0 ≥ 0 za vsak vektor x.
V drugem primeru pa je |wn| < 1. Naj bosta An in Cn deﬁnirana enako kot prej,
torej An(z) = z−zn1−znz in Cn(z) =
z−wn
1−wnz . Dodatno deﬁniramo funkcijo
g(z) = (Cn ◦ f ◦ A−1n (z))/z.
Ker je
Cn ◦ f ◦ An(0) = Cn ◦ f(zn) = Cn(wn) = 0,
je |g(z)| ≤ 1 po Schwarzovi lemi.
Dokaz nadaljujemo z indukcijo. Ko je n = 1, je
M =
[
1− w1w1
1− z1z1
]
=
[
1− |w1|2
1− |z1|2
]
≥ 0.
Sedaj predpostavimo, da je za vsako holomorfno funkcijo h : ∆ → ∆, za katero
velja h(ui) = vi za i = 1, 2, ..., n − 1, (n − 1) × (n − 1) matrika
[
1−vivj
1−uiuj
]
pozitivno
semideﬁnitna. Za ui = An(zi) in vi =
Cn(wi)
An(zi)
funkcija g zadostuje tej predpostavki.
Sledi, da je
Ni,j =
⎡⎣ 1− Cn(wi)Cn(wj)An(zi)An(zj)
1− An(zi)An(zj)
⎤⎦
pozitivno deﬁnitna. Spomnimo se od prej, da velja PMPH = N˜ , kjer je
N˜ =
⎡⎢⎢⎣ N
0
...
0
0 . . . 0 1
⎤⎥⎥⎦ .
Ker sta matriki P in PH obrnljivi, velja M = P−1N˜(PH)−1. Naj bo x = (x1, x2,
. . . , xn) poljuben vektor. Deﬁnirajmo ²e x˜ = xP−1. Velja
xMxH = xP−1N˜(PH)−1xH = x˜N˜ x˜H =
(x˜1, x˜2, ..., ˜xn−1)N(x˜1, x˜2, ..., ˜xn−1)H + |x˜n|2 ≥ 0.
S tem smo dokazali, da je tudi M pozitivno semideﬁnitna matrika.

Iz konstrukcije Blaschkejevega produkta Bn sledi naslednja trditev.
Posledica 5.2. Naj bo M pozitivno semideﬁnitna. Potem je det(M) = 0 natanko
tedaj, ko je interpolacijska funkcija ena sama. V tem primeru je interpolacijska
funkcija Blaschkejev produkt iste stopnje, kot je rang matrike M. [4]
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Dokaz. Naj bo fn holomorfna funkcija, ki interpolira z v w. Naj bo det(M) = 0.
Dokazujemo po korakih. Na ni£tem koraku lo£imo dva primera.
e je |wn| = 1, je po principu maksima funkcija fn konstanta in posledi£no fn(z) =
wn. Matrika M je ni£elna, njen rang enak 0 in fn je Blaschkejev produkt stopnje 0.
e je |wn| < 1, za matriko M velja
PMPH =
⎡⎢⎢⎣ M (n−1)
0
...
0
0 . . . 0 1
⎤⎥⎥⎦ ,
kjer je P obrnljiva matrika in
M (n−1) =
⎡⎣ 1− Cn(wi)Cn(wj)An(zi)An(zj)
1− An(zi)An(zj)
⎤⎦ za i = 1, 2, . . . , n− 1.
Torej je rang matrike M enak rangu matrike M (n−1) plus ena. Ker je det(M) = 0,
je tudi det(M (n−1)) = 0. Matrika M (n−1) je tudi pozitivno semideﬁnitna in obstaja
funkcija fn−1, ki interpolira
zi v w
(1)
i =
Cn(wi)
An(zi)
; i = 1, 2, . . . , n− 1.
Preidemo na prvi korak. Spet imamo dve moºnosti.
e je |w(1)n−1| = 1, je funkcija fn−1 enoli£na in matrikaM (n−1) je ni£elna. Posledi£no
je fn−1 Blaschkejev produkt stopnje 0. Zato je fn = C−1n ◦ (I∗fn−1)◦An Blaschkejev
produkt stopnje 1 in rang matrike M enak 1.
e je |w(1)n−1| < 1, lahko postopek rekurzivno ponovimo. Tvorimo matriko Mn−2,
za katero bo veljalo
Pn−1M (n−1)PHn−1 =
⎡⎢⎢⎣ M (n−2)
0
...
0
0 . . . 0 1
⎤⎥⎥⎦ .
Na i- tem koraku imamo dve moºnosti. e je |w(n−i)n−i | = 1, je funkcija fn−i enoli£na
in matrikaMn−i je ni£elna. Posledi£no je fn−i Blaschkejev produkt stopnje 0 in rang
matrike Mn−i enak 0. Zato velja, da je fn Blaschkejev produkt stopnje i in rang
matrike M enak i.
e je |w(n−i)n−i | < 1, postopek ponavljamo, dokler na k-tem koraku ne dobimo
|w(n−k)n−k | = 1. Tedaj je rang matrike M enak k in f je Blaschkejev produkt stopnje
k.
Najkasneje na n−1 koraku mora biti |w(1)1 | = 1 in posledi£no matrika M1 ni£elna,
saj v nasprotnem primeru celotna matrika M ne bi imela determinante enake 0.
Pokaºimo ²e obratno. e bi bila determinanta matrike M razli£na od 0, bi bili vsi
w
(n−i)
n−i razli£ni od ni£ in vse determinante odM
(i) razli£ne od ni£. Na zadnjem koraku
bi imeli |w(1)1 | ≠ 1. Kot smo razmislili v primeru 4.2, bi imeli tedaj neskon£no mnogo
Blaschkejevih produktov f1 in posledi£no neskon£no mnogo razli£nih interpolacij f .

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Posledica 5.3. Naj bo F neprazna mnoºica vseh analiti£nih funkcij v ∆, za katere
velja, da so po absolutni vrednosti omejene z 1 in f(zi) = wi za i = 1, 2, ..., n. Naj
bo z0 ∈ ∆. Potem so elementi mnoºic
R = {f ∈ F ; Re(f(z0)) ≥ Re(fˆ(z0)) za vsako funkcijo fˆ ∈ F} in
S = {f ∈ F ; |f(z0)| ≥ |fˆ(z0)| za vsako funkcijo fˆ ∈ F}
Blaschkejevi produkti, katerih stopnja je enaka rangu M. V prvem primeru je re²itev
ena sama. [4]
Dokaz. Naj bo B0 poljubna holomorfna funkcija na ∆ z absolutno vrednostjo ome-
jeno pod ena. Moºne vrednosti za z0 teh funkcij so vse to£ke iz ∆, torej zaprti disk.
Predpostavimo, da moºne vrednosti Bn−1(An(z0)) zapolnijo zaprti disk, ko se B0
spreminja. Tedaj tudi vrednosti
Bn(z0) = C
−1
n ◦ (I ∗Bn−1) ◦ An(z0)
zapolnijo zaprti disk, ko se B0 spreminja, saj tudi C−1n slika kroge v krog. Torej
moºne vrednosti f(z0), ko se f ∈ F spreminja, zapolnijo zaprti disk D v ∆.
Naj bo w0 ∈ ∆. Naj bo (n+ 1)× (n+ 1) matrika
Mw0 =
[
1− wiwj
1− zizj
]
za i = 0, 1, 2, . . . , n.
Matrika M naj bo ista kot v izreku 5.1. Ker je F neprazna, je matrika M pozitivno
semideﬁnitna in det(M) ≥ 0.
Ker je det(M) ≥ 0, je po izreku 2.22 Mw0 pozitivno semideﬁnitna natanko tedaj,
ko je det(Mw0) ≥ 0 . Ker je determinanta zvezna funkcija, je na D ve£ja ali enaka
ni£, zunaj D pa manj²a od ni£. Torej je det(Mw0) = 0 za w0 ∈ ∂D.
Za vse funkcije f iz R velja f(z0) = w0 ∈ ∂D in w0 je en sam. Po posledici 5.2 ima
mnoºica R en sam element, ki je Blaschkejev produkt iste stopnje, kot ima matrika
M rang.
Za vse funkcije f iz S tudi velja f(z0) = w0 ∈ ∂D. e ima disk D sredi²£e v
0, je to£ka w0 lahko katera koli to£ka iz ∂D. Za vsak tak w0 dobimo Blaschkejev
produkt iste stopnje, kot je rang matrikeM . Tedaj ima mnoºica S neskon£no mnogo
elementov. e disk D nima sredi²£a v 0, je to£ka w0 ene sama in ima mnoºica S en
sam element, ki je Blaschkejev produkt iste stopnje, kot je rang matrike M . 
Posledica 5.4. Naj bo z = (z1, z2) in w = (w1, w2). e ima problem z → w ve£ kot
eno re²itev, je problem w → z nima.
Dokaz. e problem z → w ima ve£ kot eno re²itev, je pripadajo£a 2× 2 matrika
M =
[
m1,1 m1,2
m1,2 m2,2
]
pozitivno deﬁnitna zaradi posledice 5.2.
Ker je 2×2 matrika M pozitivno deﬁnitna, je det(M) = m1,1m2,2−m1,2m1,2 > 0.
Pickova matrika za w → z je
M˜ =
[
1/m1,1 1/m1,2
1/m1,2 1/m2,2
]
.
Torej je
det(M˜) =
1
m1,1m2,2
− 1
m1,2m1,2
.
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Ker je det(M) ve£ja od ni£, je det(M˜) manj²a od ni£ in posledi£no matrika M˜ ni
pozitivno semideﬁnitna. Iz £esar sledi, da problem w → z nima re²itve. 
Posledica 5.5. Naj imata n-terici z in w ve£ kot 2 elementa. e ima problem
z → w ve£ kot eno re²itev, je problem w → z nima.
Dokaz. Naj bosta n-terici oblike
z = (z1, z2, . . . , zn) in w = (w1, w2, . . . , wn).
Deﬁniramo
z˜ = (z1, z2) in w˜ = (w1, w2).
Naj bo f poljubna funkcija, ki re²i z → w. Tedaj f re²i tudi z˜ → w˜. Posledi£no ima
problem z˜ → w˜ ve£ kot eno re²itev. Problem w˜ → z˜ nima re²itve po 5.4. Posledi£no
tudi w → z nima re²itve. 
Opomba 5.6. e sta n-terici enaki, torej velja z = w, ima problem z → w vedno
re²itev f(z) = z.
e velja wi = wj za neka indeksa i in j, problem w → z ni dobro deﬁniran, saj
zahtevamo, da so elementi iz prve n-terice med seboj razli£ni.
5.2. Nevanlinnova re²itev. Nevanlinna je objavil svojo re²itev nekoliko kasneje
(1919), nevedo£ za Pickovo delo. Pristop Nevanlinne je nekoliko bolj rekurziven. Na
nek na£in je njegov izrek podizrek Pickovega izreka. Njegov rezultat pravi:
Izrek 5.7. Naj bo urejena n-terica z = (z1, z2, ..., zn) razli£nih kompleksnih ²tevil iz
odprtega enotskega diska ∆. Naj bo w = (w1, w2, ..., wn) poljubna urejena n-terica
kompleksnih ²tevil. Naj bo E mnoºica holomorfnih funkcij na ∆, katerih absolutna
vrednost je manj²a ali enaka 1. Naj bo fn funkcija, ki interpolira z v w. Potem je
fn ∈ E natanko tedaj, ko je tudi
fn−1(z) =
f(z)− f(zn)
1− f(zn)f(z)
/
z − zn
1− znz
v E. [4]
Povedano druga£e: iskana funkcija fn obstaja natanko tedaj, ko obstaja holo-
morfna funkcija fn−1, ki interpolira (zi) in ( wi−wn1−wnwi/
zi−zn
1−znzi ) za i = 1, 2, ..., n− 1.
Dokaz. Funkcija fn−1 je ista kot funkcija Bn−1 ◦ An(z) v dokazu Pickovega izreka.
Izra£unajmo
f(z) = C−1n ◦ (I ∗Bn−1) ◦ An(z).
Torej
f(z) = C−1n ◦ (An(z) ∗Bn−1(An(z)))
in od tod
Cn ◦ f(z) = An(z) ∗Bn−1(An(z))
Cn ◦ f(z)
An(z)
= Bn−1(An(z)).
Kon£no je
Cn ◦ f(z)
An(z)
= Bn−1 ◦ An(z)
f(z)− f(zn)
1− f(zn)f(z)
/
z − zn
1− znz = Bn−1 ◦ An(z).

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6. Program
V tem poglavju si bomo pogledali ra£unalni²ki program imenovan Pick-Nevanlinna
kalkulator, ki sem ga napisal namenoma za diplomsko nalogo. Napisan je v program-
skem jeziku Java. Ima dve glavni funkcionalnosti. V primeru, ko mu podamo n-terici
z in w, nam pora£una, ali ima Pick-Nevanlinnov problem tedaj re²itev. e pa mu
podamo z in w, kjer je z n-terica in w n−1-terica, nam pora£una in izri²e, kje lahko
dodamo wn, da bo imel problem z → w+wn re²itev. Podobno v primeru, ko ima z
n− 1 elementov in w n elementov.
Oznaka 4. Kadar imamo n-terico z = (z1, z2, . . . , zn) in n − 1-terico w = (w1, w2,
. . . , wn−1) ter to£ko T ∈ ∆, bomo Pick-Nevanlinnov problem za z in w˜ = (w1, w2,
. . . , wn−1, T ) ozna£evali z z → w + T
Deﬁnicija 6.1. Naj ima problem z → w re²itev. Naj bo to£ka Tz ∈ ∆. Problemu
iskanja mnoºice O, da bo za vsak element Tw ∈ O Pick-Nevanlinnov problem z +
Tz → w + Tw imel re²itev, bomo rekli manjkajo£i problem.
Ko program odpremo, izgleda tako kot na sliki 1.
Slika 1. Za£etni pogled.
Na sredini imamo dva kroga, ki predstavljata enotska diska ∆. Vodoravni £rti
predstavlja realni osi, navpi£ni £rti podobno predstavljata imaginarni osi. Zgoraj
na sredini imamo polje, kjer bodo izpisane to£ke iz z, spodaj na sredini pa polje s
to£kami iz w. Zgoraj desno imamo gumba dodaj Z in pobri²i Z. Ko kliknemo prvega,
se nam pojavi novo okno (slika 2), v katerega vpi²emo realni in imaginarni del to£ke
iz ∆, ki bi jo radi dodali v z. Prva to£ka, ki jo dodamo bo z1, druga bo z2 itd.
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Slika 2. Okno, v katerem vpi²emo realni in imaginarni del to£ke, ki
bi jo radi dodali.
Izbrane to£ke se nam bodo sproti izpisovale v polju zgoraj na sredini in izrisovale
v levem krogu (slika 3).
Slika 3. V z smo dodali to£ko z1 = 0.2 + 0.3i.
Ko kliknemo na gumb pobri²i Z, bomo odstranili vse prej izbrane to£ke iz z.
Spodaj desno imamo gumba dodaj W in pobri²i W, ki dodata to£ke v w in pobri-
²eta to£ke iz w. Da je delovanje poenostavljeno, program dovoli dodajanje le to£k
iz ∆.
Spodaj desno imamo tudi gumb Pomo£. Ko kliknemo nanj, dobimo kratko pred-
stavitev programa in na£in delovanja (slika 4).
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Slika 4. Okno pomo£.
Zgoraj desno je gumb Ra£unaj. e nimamo nobenih to£k ali pa se mo£i z in w
razlikujeta za ve£ kot ena, je gumb obarvan rde£e in ob kliku ne naredi ni£esar.
Ko imamo vsaj eno to£ko in se mo£i z in w razlikujeta za to£no ena, se gumb
obarva rumeno. Tedaj imamo manjkajo£i problem. Ko kliknemo na gumb Ra£unaj
program za£ne ra£unati, katero to£ko lahko dodamo v n− 1-terico. Recimo, da ima
z n to£k in w n−1 to£k. Izra£unamo, ali ima Pick-Nevanlinnov problem z → w+T
re²itev, £e dodamo neko to£ko T . To£ke T , za katere je na² algoritem izra£unal, da
ima problem z → w+T re²itev, pobarvamo. Seveda ne pora£una za vse to£ke iz ∆,
ampak samo za to£ke T na 400× 400 mreºi znotraj enotskega diska.
Slika 5. e si izberemo z = (−0.5−0.5i, 0.5+0.5i) in w = (0.5−0.5i),
lahko v w dodamo eno izmed to£k obarvano zeleno, da bo imel nov
problem re²itev.
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Na tem mestu moramo poudariti, da program ne ra£una simboli£no. Posledi£no
je rezultat odvisen od vrste algoritma, ki ga uporabimo, da preverimo, ali ima Pick-
Nevanlinnov problem re²itev. Tako Pickov izrek 5.1, kot tudi Nevanlinnov izrek 5.7
nam vsak zase naravno podajata osnovo za algoritem. Program uporablja algoritem
imenovan Nevanlinnov algoritem, ki je natan£neje opisan v podpoglavju 6.2.
Slika 6. Pri izbiri to£k z = (−0.34+0.36i, 0.39−0.5i) in w = (0.22+
0.34i, 0.03− 0.41i, 0.24− 0.28i) se vidi, da se re²itve algoritmov lahko
precej razlikujejo.
V zadnjem primeru, ko imata z in w enako mo£ ve£jo od 0, se gumb Ra£unaj
obarva zeleno. Algoritem izra£una, ali ima problem re²itev in rezultat izpi²e v
novem oknu 7.
Slika 7. Okno, v katerem se nam izpi²e rezultat algoritma.
Kot smo ºe prej omenili, nam izreka podajata dva razli£nima algoritma. V pro-
gramu je uporabljen Nevanlinnov.
6.1. Pickov algoritem. Pickov algoritem je uporaba Pickovega izreka. Najprej iz
z in w sestavimo matrikoMi,j =
[
1−wiwj
1−zuzj
]
. Nato na njej izvedemo razcep Choleskega
1. e se algoritem za razcep Choleskega izvede do konca, pomeni, da je matrika M
pozitivno deﬁnitna in torej problem ima re²itev. Pickov algoritem tedaj vrne True.
e se ne izvede do konca, pomeni, da matrika M ni pozitivno deﬁnitna. Tedaj
pora£unamo, ali je matrika pozitivno semideﬁnitna, tako da izra£unamo vse lastne
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vrednosti in pogledamo, ali so vse nenegativne. V nasprotnem primeru problem
nima re²itve. Pickov algoritem tedaj vrne False.
6.2. Nevanlinnov algoritem. Nevanlinnov algoritem sloni na Nevanlinnovem iz-
reku 5.7. Iz z in w konstruiramo novi n− 1-terici z(1) in w(1) na slede£ na£in
z
(1)
i = zi in
w
(1)
i =
(wi − wn)(1− znzi)
(1− wnwi)(zi − zn) za i = 1, 2, ..., n− 1
e je katera izmed to£k w(1)i izven enotskega diska ∆, postopek kon£amo in Nevan-
linnov algoritem vrne false. V nasprotnem primeru postopek ponavljamo dokler ali
program vrne false, ker je neka to£ka w(l)k zunaj ∆, ali pa imamo v w
(n) samo ²e eno
to£ko, ki je v ∆. Tedaj algoritem vrne true.
Listing 1. Implementacija Nevanlinnovega algoritma v Javi
public stat ic boolean Nevanlinna ( ArrayList<Tocka> Z ,
ArrayList<Tocka> W)
{
int n = Z . s i z e ()−1;
Tocka ena = new Tocka ( 1 , 0 ) ;
while (n>0)
{
for ( int i =0; i<n ; i++)
{
Tocka ime1 = ena . sub (W. get ( i ) . mul (W. get (n ) . con ( ) ) ) ;
Tocka s t e2 = ena . sub (Z . get ( i ) . mul (Z . get (n ) . con ( ) ) ) ;
Tocka s t e1 = W. get ( i ) . sub (W. get (n ) ) ;
Tocka ime2 = Z . get ( i ) . sub (Z . get (n ) ) ;
Tocka tem = (( s t e1 . mul ( s t e2 ) ) . dev ( ime1 ) ) . dev ( ime2 ) ;
i f ( tem . abs2 ( ) >= 1)
{
return fa l se ;
}
W. s e t ( i , tem ) ;
}
n−−;
}
return true ;
}
6.3. Moºne izbolj²ave algoritma. Ena izmed o£itnih moºnih izbolj²av programa
je, da namesto numeri£nega ra£unanja s primitivno implementacijo kompleksnih
²tevil v Javi uporabimo J/Link [9]. Le ta nam omogo£a komunikacijo z Wolfram
jedrom, kar posledi£no pomeni, da lahko ra£unamo simboli£no.
23
6.4. Zanimive kombinacije. Za zaklju£ek tega poglavja si poglejmo nekaj zani-
mivih manjkajo£ih problemov.
Slika 8. e si izberemo z = (−0.59 + 0.3i, 0.53 + 0.31i) in w =
(−0.41 + 0.32i,−0.26 + 0.2i,−0.12 + 0.3i), dobimo dve nepovezani
obmo£ji, kamor to£k ne smemo dati.
Slika 9. Kot smo pokazali v dokazu posledice 5.3, moºne vrednosti
dodane to£ke T , da bo z → w + T imel re²itev, zavzamejo disk.
Slovar strokovnih izrazov
Blaschke product Blaschkejev produkt
function bounded in modulus by 1 funkcija, ki je po absolutni vrednosti manj²a
ali enaka 1
unit disc enotski disk
24
Literatura
[1] Richard Chapling, Automorphisms of the unit disc, [ogled 27. 3. 2018], dostopno na http:
//people.ds.cam.ac.uk/rc476/complexanalysis/autD.pdf
[2] John B. Conway, Functions of one complex variable, Springer-Verlag, New York, 1973
[3] Stephan Ramon Garcia, Javad Mashreghi in William T. Ross, Finite Blaschke products,
[ogled 16. 4. 2018], dostopno na https://www.researchgate.net/publication/287249589_
Finite_Blaschke_products_a_survey
[4] Donald E. Marshal, An elementary proof of the Pick-Nevanlinna interpolation theorem, [ogled
20. 2. 2017], dostopno na https://projecteuclid.org/download/pdf_1/euclid.mmj/
1029001307
[5] Artur Nicolau, The Nevanlinna-Pick interpolation problem, [ogled 20. 2. 2017], dostopno na
mat.uab.es/~artur/data/nevanlinna-pick.pdf
[6] Bor Plestenjak, Uvod v numeri£ne metode, DMFA, Ljubljana, 2015
[7] S. C. Power, An elementary approach to the matricial Nevanlinna-Pick interpolation cri-
terion [ogled 20. 2. 2017], dostopno na https://www.cambridge.org/core/services/
aop-cambridge-core/content/view/S0013091500006969
[8] Positive-deﬁnite matrix,[ogled 24. 4. 2018], dostopno na https://en.wikipedia.org/wiki/
Positive-definite_matrix#Positive_semidefinite
[9] Writing Java programs that use the Wolfram language, [ogled 13. 4. 2018],
dostopno na http://reference.wolfram.com/language/JLink/tutorial/
WritingJavaProgramsThatUseTheWolframLanguage.html
25
