The vast amount of published work on chemical modification in electrothermal atomic absorption spectrometry (about 700 papers) has been critically examined and reviewed. Until now the chemical modification technique has been applied to the determination of 47 analyte elements in various matrices, and a large variety of different chemical modifier combinations (more than 150) have been found in the literature. An attempt has been made to organize and classify this large amount of empirical information. Various theoretical and experimental approaches have been used, such as the guiding and prediction power of the Periodic Table; the concept of isomorphism between analyte-analyte, analyte-modifier and modifier-modifier pairs; multivariate methods based on several sets of fundamental parameters and experimental data for the analyte or modifier elements; cluster, correlation, discriminant and factor analysis; thermodynamic calculations; data for the electronic configuration of analyte elements of their ions; and bxperimental data on maximum thermal pre-treatment temperatures in the presence of series of chemical modifiers. By using these various techniques, classifications for chemical modifiers and analyte elements have been proposed and discussed.
The aim of this work was to explore the possibilities of various multivariate methods: cluster, correlation, discriminant and factor analysis in organizing and classifying the existing experimental and theoretical material on chemical modification in electrothermal atomic absorption spectrometry (ETAAS).
Chemical (or matrix') modification is currently a common methodological approach to practical analysis by ETAAS.2-6 Chemical modifiers could be considered as particular 'spectrochemical buffer^'^ applied to ETAAS: 'substances added to the sample and standards in order to decrease or eliminate interference^,'^ and one of the main aims of their use is efficient thermal stabilization of volatile analytes to higher pre-atomization treatment temperatures.
The literature on chemical modification is vast, having rapidly increased since 1980, reaching a plateau of around 80-100 publications per year in the years between 1986 and 19894*5 ( Fig. 1) . Up to now, the chemical modification technique has been applied to the determination of 47 elements in various matrices; the number of chemical elements (components of single, mixed or composite modifiers) is alrfiost 50, and a large variety of different qualitative compositions of modifiers (over 1 50) have been found in the literature. Table 1 ).
The concept of isomorphism between pairs of elements6v8q9 has been found to be useful in revealing similarities (in a broad chemical sense) between potential analyte -analyte, analyte-modifier and modifier-modifier pairs. However, although being of some explanatory and forecasting value, this approach is confined to pairs of elements only and can not cluster larger numbers of similar analytes or modifiers.
Most inorganic (elemental) modifiers can be classified into three groups on the basis of their expected and prevailing species at the end of a typical thermal pretreatment stage [ Fig. 2(c) ]; details on this procedure and the characterization of these groups have been given elsehere.^^^?^ In short, these groups have been formulated as:
(i) 'oxides-salt-like carbides'; (ii) 'oxides-metal-like carbides'; and (iii) 'metals' (see Fig. 2 ). This classification tends to over-estimate the role of the two reducing reactants, C(s) and CO(g), and is highly dependent on the availability of thermodynamic data for postulated reactions.
The guiding and predicting power of the Periodic Law and the Periodic Table of Elements became apparent very early on in the studies. When isomorphous pairs4-6,8J2J4-16 or various classifications of a n a l y t e~~.~~ or modifiers4v8 were plotted within the frames of the Periodic Table, the close  and fundamental relationship between attempted classifications and the place of an element in the Periodic Table was obvious. Earlier, Chung et a1.I8 were able to find periodic trends in sensitivity and the dependence on the properties of pyrolytic and non-pyrolytic graphite in ETAAS.
Some examples of periodic trends in maximum thermal 850  800  800  900  850  As  1350 1300 1250 1200 1000  Au  900  900  900  900  800  Bi  900  900  850  800 850  Cd  800  650  650  800  700   cu   1100 1250  900 1100 1050  Ga  1350 1300 1200  950 1100  Ge  1200 1150 1100 1000 1050  In  950  950  800  900 1000  Mn  1250 1350 1100 1200 and ionic and atomic radius, electronegativity and ionization potential. (c) 'Expert' classification using parameters from Table 2 (details in refs. 4 and 15) classification of ions. Although chemically meaningful clustering was obtained and confirmed by discriminant analysis,6 it also proved that such a large set of parameters and classified objects gave a rather general and somewhat complicated picture and did not allow a more detailed insight into separate groups of potential modifiers and analytes. Moreover, some parameters happened to correlate with each other or to have small effects on the finally observed patterns, and some outliers persisted. Also, the use of a nominal scale for one of the parameters, the Pearson classification of ions, should be avoided in such mat hematical treat mentszl Yet another classification of analytes of high and medium volatility (23 elements) has been proposedl5 and improved and updated in a recent p~blication.~ Six parameters were employed (electronic configuration, Pearson classification of analyte ions, character of analyte oxides, expected form of the analyte in the graphite furnace during thermal pretreatment, bond energy and melting-points of the relevant species) and the analytes were split into 7 groups as shown in Fig. 3(c) . The last is referred to as an 'expert' rather than a formal classification. The use of mathematical methods was not possible because most of the parameters were of qualitative or descriptive nature, e.g., electronic configuration and Pearson classification of analyte ions, character of analyte oxides (acidic, basic or amphoteric), and the expected form of the analyte in the graphite furnace during thermal treatment. The scientist is known to form good classifications in such situations.*I However, in this instance the characterization of groups and selected examples or trends of chemical modification within these groups had to be presented in a more descriptive manner, i.e., as separate tables for each groupI5 or as a comprehensive yet somewhat bulky table.4
Classification of Analytes and Modifiers Using
Multivariate Methods
Use of Fundamental Numerical Parameters
On the basis of previous experience,6 some parameters with lower impact on or which had significant correlation with 21 It was expected that the combined effect of these parameters might be responsible for the chemical or metallochemical behaviour of analytes and modifiers in ETAAS. Some of the parameters (E, I, EE and E,) are related to chemical reactivity and 'energetic' (or 'strength') characteristics in addition to the element affinity to oxygen (Eo). Others (R, and R,) are 'geometric' (or 'dimensional') parameters, related to metallochemical behaviour, isomorphism, etc. Another group of parameters ( TE and To) are related to the volatility of an element and its oxide species and give an idea about the bond strength in the solid state.
From the total of eight parameters, various sets of relevant parameters, either 3 or 6 for the clustering of chemical modifiers, or 4 or 8 for the clustering of analytes were used (Tables 2-5 ). Other sets of parameters (not shown) were also tried but resulted in less meaningful clusters and/or in the appearance of several outliers. View Online clustering of chemical elements. Euclidian distance (A) between the objects (elements) in the n-dimensional pattern space of the parameters employed was used in clustering procedures. In order to achieve a more precise definition of the groups (clusters) both common algorithms, i.e., minimum and maximum distance, were applied. (The former considers the distance between two clusters as equal to the minimum distance between the two nearest objects from these two clusters and vice versa.)
~~ ~
The clustering patterns observed are visualized as dendrograms in Figs. 4 and 5 for chemical modifiers (6 parameters) and analytes (8 parameters), respectively; the minimum distance algorithm was used in both instances.
No significant correlation could be found between the parameters employed, as demonstrated by the results of correlation analysis for modifiers (Table 6) 
Chemical Modifiers
Five groups of elements (potential chemical modifiers) are formed as a result of multivariate classification [ Fig. 2(a) and (41. The use of three parameters (R,, I and E) results in clustering that generally reflects the chemical reactivity pattern of these groups of elements. Use of the set of six of the parameters (Ita, Ri, I, T, and To) did not result in better differentiation. Although both classifications reflect the essential chemical similarities within individual clusters, the contribution of the electronic configuration of elements would still seem to be overloaded. Thus, owing to the horizontal analogy within the series of elements from the third and the fourth periods of transition elements, some large, unexpected clusters and unusual links are formed, for example: the largest cluster in Fig. 2(a) , combining elements such as Mg, Ti and Mn; the two largest clusters in Fig. 2(b) (Ti ... Cu or Nb-Mo-Ta-W together with the noble metals); and that combining, in one cluster, Mo and W with Fe-Co-Ni-Cu [ Fig. 2(a) ].
The results of factor analysis23 (Table 8) show that the six parameters used can be transformed by linear combination into two or three principal factors, which describe with good probability the observed classification. The first and second factors with a cumulative percentage of 80.9% are mainly loaded with energetic and geometric parameters. The loading for T, is very low.
The general conclusion from the results of multivariate classification of chemical elements (potential modifiers) is that it results in clustering, which although chemically reasonable is too general and of limited practical value, having low predicting capabilities and perhaps even being somewhat misleading. The previous classification would seem to be more logical [ Fig. 2(c)] , based on the behaviour of modifier oxide species in the graphite furnace, where the decisive interaction of the modifier oxide with graphite and/or CO is taken into account, in addition to the 
Analyte Elements
Results of discriminant analysis confirm the classification of the 23 analyte elements into 7 groups employing sets of 4 or 8 parameters [ Fig. 3(a) and (c) ]. The first set (EE, Eo, TE
and To) was expected to describe similarities between analytes in the absence of chemical modifiers, including parameters related to the volatility of the analyte and its lower oxide species ( TE and To) and to the bond strength in the solid (To?) and gaseous state (EE and Eo). Perhaps, therefore, it results in linking of pairs of analytes that are not dependent on any interaction with graphite (Zn-Cd, In-TI, Ag-Au-Pd and Pb-Bi) and, hence, which are common in all three classifications (cJ Fig. 3 ).
The larger set of all 8 parameters [ Fig. 3(b) ] also considers the reactivity pattern (E, I and R,) and geometric similarities (R, and R,) between objects and should be expected to allow the most efficient clustering and discrimination of analyte elements. The results of these two clustering tasks do not show major differences either with each other or with the previous 'expert' classification, Fig. 3(c) . It seems natural that some marginal situations exist, e.g., Cr and Cu are marginal to the more common, 'rigid' clusters Mn-Fe-CoNi; P-to As-Se; Cu and Pd-to Ag-Au; and Te-td Pb-Bi. It could be expected that under different conditions, for example, in the presence of different types of chemical modifiers, i.e., oxides or metals [ Fig. 2(c) ] the marginal analytes might behave in a manner somewhat different from the other elements of the larger cluster. For example, the analytes from the large cluster Cr-Mn-Fe-Co-Ni-Cu behave in a similar way when in the presence of the Mg(N03)2 modifier, but in the presence of the noble metal modifier, the marginal analyte, Cu, might behave in a different manner from the rest of these analytes, forming high-temperature alloys (continuing solid solutions) with metal-type modifiers.
Factor analysis (Table 9) shows that all 8 parameters contribute to the observed clustering pattern, with highest priority to the energetic and geometric parameters and with lowest loadings from TE and R,. Some obvious ranging of effects is observed: Ri>R,, To>TE and Eo>E,, thus indicating the role of the ionic state and of the bonding with oxygen. Similar behaviour of analyte elements from the same group (cluster) should be expected either in the absence or in the presence of a modifier, as has been demonstrated p r e v i o~s l y .~~~J~
Use of Experimental Data on Maximum Thermal Treatment Temperatures in the Presence of Different Modifiers (TmX)
Multivariate methods were also applied to the large matrix of empirical information on T,,, (see Table 1 ) based on research carried out in this laboratory. These data are consistent and comparable, as the same instrumentation and methodology were used in their collection (a Model HGA-400 heated graphite atomizer with uncoated graphite tubes, Perkin-Elmer). Here the variable was T,,,, and the classified objects were 1 8 analytes. Significant correlation has been shown between some modifiers with similar action (Table 10 ). The correlation can be taken into account when similarities and analogies are sought between chemical modifiers. Inspecting the contents of Table 1 also shows the pronounced levelling effect of modifiers on T,,, within the same group of analyte elements, e.g., As-Se-P, Cu-Mn and Bi-Te. 
(iii)
The analytes of medium volatility (Cu and Mn) form a separate group with intermediate behaviour. Perhaps several more analytes (Fe, Co, Ni and Cr) could have been included in this group if more experimental data had been available. This observed clustering should be typical because it becomes apparent even when using monovariate plots (not shown) or bivariate plots, e.g., for T,,, in the presence of two different types of modifiers (Fig. 7) .
Finally, in Fig. 8 are summarized the important analogies and links between chemical modifiers and analytes. Some essential 'diagonal' analogies are also visualized (Ga-Sn, Ge-Sb, Bi-Te and Mg-Sc). Note the close connection of these links with isomorphism between the corresponding pairs of elements: from 17 analyte-analyte pairs, all but Ge-Sb and Bi-Te are isomorphous; for modifiermodifier pairs all except Y-La are isomorphous (26 pairs). Although the role of carbon is under-estimated in these classifications, they could be used in a forecasting mode and might save experimental time and efforts when new analytical problems have to be solved.
Conclusion
Application of modern multivariate methods to classification of chemical modifiers on the basis of a set of fundamental parameters results in a rather general and abstract classification, with limited practical application and prognostic power. Most probably this is due to an overestimation of the electronic configuration of elements and an under-estimation of the role of modifier oxide species and their reaction with graphite.
Classification of analyte elements by employing fundamental or experimental data parameters produces chemically meaningful groups of analytes, which agree with previous expert classification based on the combined use of qualitative and quantitative parameters. Essential links and similarities between analytes are thus revealed, which provide explanatory and forecasting potential and help in organizing the vast experimental and theoretical material on chemical modification.
