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Abstract
In this paper, by establishing the Lp-Lq estimate and Sobolev estimates for
parabolic partial differential equations with a singular first order term and a Lip-
schitz first order term, a new Zvonkin-type transformation is given for stochastic
differential equations with singular and Lipschitz drifts. The associated Krylov’s
estimate is established. As applications, Harnack inequalities are established
for stochastic equations with Ho¨lder continuous diffusion coefficient and singular
drift term without regularity assumption.
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1 Introduction
In [34], a transformation that removes the drift of stochastic differential equation
(in short SDE) was introduced by Zvonkin. This transformation of the phase space
together with Krylov’s estimate (see [11]) gives a powerful tool in studying SDEs with
irregular coefficients. For instance, in [24] the author first proved the existence and
uniqueness of strong solutions to SDEs with bounded measurable drift; [7] proved
the uniqueness of strong solution to SDEs with locally Lipschitz and strong elliptic
diffusion coefficients and integrable drifts; [31] extended results to equations with local
integral drifts which has linear growth and Sobolev diffusion coefficients. Recently,
[14] obtained the existence and uniqueness of strong solutions to SDEs with additive
noise and time dependent drifts satisfying the Lp-Lq integration condition, see (1.2)
for instance. Krylov and Ro¨ckner’s results were extended by [32] to the case of
1
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multiplicative noise, and stochastic homeomorphism flow property of singular SDEs
were studied therein. For more properties of singular SDEs investigated by using
Zvonkin’s transformation and Krylov’s estimate, see [9, 15, 29, 30, 33] and reference
therein.
We consider the following equation
dXt = b(t,Xt)dt+ b0(t,Xt)dt+ σ(t,Xt)dWt, (1.1) equ-main-0
where b(t, ·) : Rd → Rd is Lipschitz uniformly w.r.t t ≥ 0, b0 : [0,∞) × Rd → Rd is
singular term satisfying the Lp-Lq condition as in [14]:
∫ T
0
(∫
Rd
|b0|p(t, x)dx
) q
p
dt <∞, T ∈ [0,∞), (1.2) def-lp-lq
with p, q ∈ (1,∞) and dp+ 2q < 1, σ : [0,∞)×Rd → Rd⊗Rd is non-degenerate, {Wt}t≥0
is a Brownian motion w.r.t. a probability space with filtration (Ω,F , {Ft}t≥0,P). In
this paper, we shall give a new Zvonkin-type transformation Φt(·) : Rd → Rd by
solving a PDE associated with (1.1). Precisely, let φ(t, x) = (φ1(t, x), · · · , φd(t, x))
satisfy
∂tφ
i +
1
2
tr(σσ∗∇2φi) + 〈b+ b0,∇φi〉 = −bi0 + λφi, i = 1, · · · , d. (1.3) n-ph0
Then Φt(x) := φ(t, x) + x satisfies the following equation equivalently
∂tΦ
i +
1
2
tr(σσ∗∇2Φi) + 〈b+ b0,∇Φi〉 = bi + λφi, i = 1, · · · , d.
The equation (1.3) is different from the parabolic equation considered in [28, 29, 30,
31, 32, 33] and can not be covered by their studies since the coefficient b can have
linear growth. In fact, the Lp-Lq estimate established in [14, (10.3)] or [28, (3.2)] fails
for ∂tφ, see Theorem 2.1 and Remark 2.2 below. We solve (1.3) (in fact, a more general
parabolic equation) in a weighted space, and more details on the well-posedness and
a priori estimates are available in Theorem 2.1 below.
We prove that Φt is a homeomorphism on R
d by choosing λ large enough, see
Theorem 2.1 and (4.3) below. Let Φ−1t is the inverse of Φt. By Itoˆ’s formula (see
Lemma 3.3 for a proof), we have
dΦt(Xt) = b(t,Xt)dt+ λφ(t,Xt)dt+martingale part
= b(t,Φ−1t (Φt(Xt)))dt+ λφt(Φ
−1
t (Φt(Xt)))dt+martingale part.
Then b(t,Φ−1t (·)), as a drift term of a SDE for Φt(Xt), remains to be Lipschitz.
Moreover, if b is monotone in addition:
〈b(t, x) − b(t, y), x− y〉 ≤ K|x− y|2, x, y ∈ Rd, (1.4) mono
then b(t,Φ−1t (·)) also satisfies (1.4) with another constant of the same sign with K.
However, by applying Zvonkin’s transformation used in [29, 30, 31, 32, 33] to (1.1),
one gets a SDE with a locally Lipschitz drift term. This property allows us to es-
tablish Harnack inequalities for (1.1). Harnack inequalities for SDEs with singular
drifts have been investigated in [8, 10, 15, 19]. In [15], only log-Harnack inequality is
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established for SDEs with the drift satisfying the Lp-Lq condition. [19] obtains Har-
nack inequalities with an extra constant. In [8], the author imposes extra regularities
on space variable, which turns out to requiring that the drift term should be Ho¨lder
continuous, see Remark 4.1. However, the drift term of the SDEs concerned about
in [8, 15, 19] can not include a Lipschitz drift. [27] introduced a transformation for
SDEs with Dini-continuous drift that retains the linear drift which automatically is
Lipschitzian. Following this transformation, [10] obtained Harnack inequalities for
stochastic functional partial differential equations with Dini-continuous drift. We es-
tablish Harnack inequality with power for (1.1) under Lp-Lq integral condition with
d
p +
2
q < 1 and the diffusion coefficient that can be Ho¨lder continuous with order
in [12 , 1]. Moreover, if
d
p +
2
q <
1
2 and the Ho¨lder continuity order of the diffusion
coefficient is in (12 , 1], then the Harnack inequality without extra constant is estab-
lished. We use a coupling modified from [25, 26] so that the diffusion coefficient can
be Ho¨lder continuity with index in (12 , 1]. This is new even in the case that the drift
is regular.
This paper is structured as follows. In Section 2, we investigate well-posedness and
a priori estimates of a general parabolic equation which covers (1.3). Then Krylov’s
estimates for the solution of (1.1) will be given in Section 3. In Section 4, we study
Harnack inequality for the associated transition semigroup generated by (1.1).
Throughout this paper, we denote by ‖ · ‖ the operator norm of matrixes. For a
(real, vector or matrix value) function on [0, T ] × Rd, we denote
‖f‖T,∞ = sup
t∈[0,T ],x∈Rd
‖f(t, x)‖,
‖f(t, ·)‖∞ = sup
x∈Rd
‖f(t, x)‖.
Let {ej}dj=1 be the ONB of Rd. For any A ∈ Rd ⊗ Rd, we denote Aij = 〈Aej , ei〉. For
any g ∈ C1(Rd), we denote by ∇g(x) the gradient of g at x with
(∇g)j(x) := 〈∇g(x), ej〉 := ∇ejg(x).
For any g ∈ C1(Rd,Rd), we denote by ∇g(x) ∈ Rd ⊗ Rd the gradient of g with
gj(x) := 〈g(x), ej〉, (∇g)ji (x) := 〈∇g(x)ei, ej〉 = ∇eigj(x).
Particularly, for any g ∈ C2(Rd), we denote by ∇2g(x) ∈ Rd ⊗Rd the Hessen matrix
of g at x with
(∇2g)ij(x) := 〈∇2g(x)ej , ei〉 := ∇ej∇eig(x).
2 Lp-Lq estimates for parabolic equations
We first study the Lp-Lq estimates of the following parabolic equation
∂tu+ tr
(
a∇2u)+ (b1 + b2 + b0) · ∇u+ cu = λu+ f, (2.1) equ-pa-1
where the derivatives of u are understood in the weak sense, and a : [0, T ] × Rd →
R
d ⊗ Rd, b1, b2, b0 : [0, T ] × Rd → Rd and c, f : [0, T ] × Rd → R are measurable. We
assume that a, b1, b2, c satisfy the following hypothesis.
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(H1) a is uniformly continuous in x uniformly w.r.t. t, i.e. for any T > 0 and ǫ > 0,
there exists δ > 0 such that for any x, y ∈ Rd with |x− y| < δ
sup
t∈[0,T ]
||a(t, x)− a(t, y)|| < ǫ.
For each T > 0, there exist positive constants κ1, κ2 with κ1 ≤ κ2 such that
κ1|v|2 ≤ 〈a(t, x)v, v〉 ≤ κ2|v|2, (t, x) ∈ [0, T ]× Rd, v ∈ Rd.
(H2) For every T > 0 and t ∈ [0, T ], b1(t, ·) is Lipschitz continuous with Lipschitz
constant ‖∇b1(t, ·)‖∞, and
sup
t∈[0,T ]
(|b1|(t, 0) + ‖∇b1(t, ·)‖∞) <∞.
(H3) b2 and c are bounded on [0, T ] × Rd
The condition (H2) implies that b1 has linear growth: there exists K0 > 0 such
that
sup
t∈[0,T ]
|b1(t, x)| ≤ K0(1 + |x|), x ∈ Rd. (2.2) lin-gro
rem-0 Remark 2.1. Let b1 : [0, T ] × Rd → Rd satisfy ‖∇b1‖T,∞ < ∞. Then there exist
b˜1(t, ·) ∈ C2b (Rd) and bounded b˜2 such that b1 = b˜1 + b˜2. In fact, for any nonnegative
η ∈ C∞c (Rd) with
∫
Rd
η = 1, we set
b˜1(t, x) = (b1(t, ·) ∗ η)(x), b˜2(t, x) = b1(t, x)− b˜1(t, x).
Then it is clear that b˜1(t, ·) ∈ C2(Rd) and
‖∇b˜1‖T,∞ + ‖∇2b˜1‖T,∞ ≤ ‖∇b1‖T,∞,
‖b˜2‖T,∞ ≤ C‖∇b1‖T,∞.
Due to this remark, we can use the following (H2’) instead of (H2) under (H3):
(H2’) For every T > 0 and t ∈ [0, T ], b1(t, ·) ∈ C2b (Rd) and
sup
t∈[0,T ]
(|b1|(t, 0) + ‖∇b1(t, ·)‖∞ + ‖∇2b1(t, ·)‖∞) <∞.
Before our main results, we introduce some function spaces which will be used
through out this paper. Given 0 ≤ t ≤ T . Let w be a positive function, and let
Lpw(Rd) = Lp(Rd, w(x)dx), L
p,w
q (t, T ) = Lq([t, T ], L
p
w(Rd)), L
p
q(t, T ) = Lq([t, T ], Lp(Rd)),
and denote by ‖·‖Lp,w , ‖·‖Lp,wq (t,T ), ‖·‖Lpq (t,T ) the norms on these spaces respectively.
We define the Sobolev space
(
W1,q([t, T ], L
p
w(Rd)), ‖ · ‖W p,w1,q (t,T )
)
as follows
W1,q([t, T ], L
p
w(R
d)) =
{
f ∈ Lpq(t, T ) | ∂tf ∈ Lp,wq (t, T )
}
,
‖f‖W p,w1,q (t,T ) = ‖∂tf‖Lp,wq (t,T ) + ‖f‖Lpq(t,T ).
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We denote by ‖ · ‖
W 2,pq (t,T )
the norm of Lq([t, T ],W 2,p(Rd)) where W 2,p(Rd) is the
second-order Sobolev space. Let
W2,p,w1,q (t, T ) =W1,q([t, T ], Lpw(Rd))
⋂
Lq([t, T ],W 2,p(Rd)),
‖f‖W 2,p,w1,q (t,T ) = ‖f‖W p,w1,q (t,T ) + ‖f‖W 2,pq (t,T ).
We denote by W2,p1,q (t, T ) the case that w ≡ 1. Let Cα(Rd) be the Ho¨lder space on
R
d. We denote Cαq (t, T ) = L
q([t, T ], Cα(Rd)) with the norm
‖f‖Cαq (t,T ) =
(∫ T
t
‖f(t, ·)‖q
Cα(Rd)
dt
)1
q
, f ∈ Cαq (t, T ).
If t = 0, then Lp,wq (0, T ), L
p
q(0, T ) e.t.c. will be denoted by L
p,w
q (T ), L
p
q(T ) e.t.c.
We prove that (2.1) has a unique solution in the weighted spaceW2,p,w1,q (t, T ) with
suitable weight w. In the following theorem, we denote (λ− λ0)− = [−(λ− λ0)] ∨ 0.
lem-lplq Theorem 2.1. Let p, q ∈ (1,∞) and p1 ∈ [p,+∞] with dp1 + 2q < 1. Assume that
b0 ∈ Lp1q (T ), f ∈ Lpq(T ) and u0 ∈ B2−2/qp,q (Rd), and that (H1)-(H3) hold. Then
(1) (2.1) has a unique solution in W2,p,w1,q (T ) with w(x) =
(
1 + |x|2)− p2 . Moreover,
there exist a constant λ0 > 0 and a positive constant C1 which depends on κ1, κ2,
p, q, d, T , ‖∇b1‖∞, ‖b2‖∞, ‖c‖∞ and (λ− λ0)− such that
(λ ∨ λ0)‖u‖Lpq (t,T ) + ‖(∂t + b1 · ∇)u‖Lpq (t,T ) + ‖u‖W 2,pq (t,T )
≤ C1 e
C1‖b0‖q
L
p1
q (t,T )
(
‖f‖Lpq(t,T ) + ‖uT ‖B2−2/qp,q
)
, 0 ≤ t ≤ T. (2.3) ineq-vv
(2) For any α ∈ [0, 2), p2 ∈ [p,+∞], and q2 ∈ [q,+∞] such that
β0 :=
1
2
(
2− α+ 2
q2
+
d
p2
− 2
q
− d
p
)
> 0,
then there exists a constant C2 > 0 depending on κ1, κ2, p2, q2,p, q, d, T , ‖∇b1‖∞,
‖b2‖∞, ‖c‖∞ and (λ− λ0)− such that for any 0 < β < β0
‖u‖Cαq2 (t,T )1{p2=+∞} + ‖u‖Wα,p2q2 (t,T )1{p2∈[p,+∞)}
≤ C2
(λ ∨ λ0)β
(
‖f‖Lpq(t,T ) + ‖uT ‖B2−2/qp,q
)
, 0 ≤ t ≤ T. (2.4) add-la-be
Moreover, if q2 = q and p2 ∈ [p,+∞), then (2.4) holds with β = β0.
rem-lplq Remark 2.2. The (2.1) with u(T, ·) = 0 is said to have Lq-Maximal regularity if
‖∂tu‖Lpq (t,T ) + ‖u‖W 2,pq (t,T ) ≤ C‖f‖Lpq(t,T ).
Maximal Lq-regularity for evolution equations with time independent operators A im-
plies that A generates an analytic semigroup, see [18, Proposition 2.2]. However, the
generator of O-U semigroup can not generate an analytic semigroup in Lp(Rd), see
[16]. Note that b1 can has linear growth, which yields that b1(t, ·) /∈ Lp(Rd) and the
elliptic operator in (2.1) covers the generator of O-U semigroup. Then one can not
expect to derive the maximal regularity for (2.1) in W2,p1,q (T ). Combining this with
(2.3), it is clear that ‖∂tu‖Lpq (t,T ) can not be controlled by the right hand side of (2.3).
Hence, we combine ∂tu and b1 · ∇u together.
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2.1 Proofs of Theorem 2.1
We first investigate (2.1) with b1 ≡ 0.
lem-v Lemma 2.2. Let p, q ∈ (1,∞) and p1 ∈ [p,+∞] with dp1 + 2q < 1. Assume that
b1 ≡ 0, b0 ∈ Lp1q (T ), f ∈ Lpq(T ) and u0 ∈ B2−2/qp,q (Rd), and that (H1) and (H3) hold.
Then all the assertions in Theorem 2.1 hold.
Remark 2.3. For b0 = 0, b1 = 0, it has been proved in [6, Theorem 1.2 and Theorem
5.4] that (2.1) has a unique solution for any p, q ∈ (1,∞) and (2.3) holds. Then by
the continuity method, to prove this lemma, it suffices to show (2.3) assuming that
the solution already exists.
Proof. (1) Let u ∈ W2,p1,q (T ). We first consider a prior estimate of b0 · ∇u:
‖b0(t, ·) · ∇u(t, ·)‖Lp ≤ C‖b0(t, ·)‖Lp1 ‖u(t, ·)‖
B
2− 2q
p,q
. (2.5) add-bnnu
By [1, III Theorem 4.10.2] and the interpolation
(Lp(Rd),W 2,p(Rd))1− 1
q
,q = B
2− 2
q
p,q (R
d),
we have that u ∈ C([0, T ], B2−
2
q
p,q (Rd)). For p1 > p. Since 2− 2q > 1 + dp1 , we have by
[22, 2.3.3/(9)] that B
2− 2
q
p,q (Rd) continuously embeds into W
1+ d
p1 (Rd). Thus
‖∇u(t, ·)‖
L
pp1
p1−p
≤ ‖u(t, ·)‖
W
1,
pp1
p1−p
≤ C‖u(t, ·)‖
W
1+ dp1
,p ≤ C‖u(t, ·)‖
B
2− 2q
p,q
.
For p1 = p. Since 2 − 2q > 1 + dp 1 = 1 +
d
p , B
2− 2
q
p,q (Rd) continuously embeds into the
Ho¨lder space C1+ǫ(Rd) with any 0 < ǫ < 1 − 2q − dp . The embedding theorem yields
that for any δ > 0
‖∇u(t, ·)‖L∞ ≤ C‖u(t, ·)‖
B
2− 2q
p,q
.
Setting pp1p1−p := p if p1 = +∞. Then, for p1 ≥ p, by Ho¨lder’s inequality,
‖b0(t, ·) · ∇u(t, ·)‖Lp ≤ ‖b0(t, ·)‖Lp1‖∇u(t, ·)‖
L
pp1
p1−p
≤ C‖b0(t, ·)‖Lp1 ‖u(t, ·)‖
B
2− 2q
p,q
.
By [1, III Theorem 4.10.2 and Lemma 4.10.1], there exists C˜ > 0 such that
sup
s∈[t,T ]
‖u(s, ·)‖
B
2− 2q
p,q
≤ C˜‖u‖W2,p1,q (t,T ), 0 ≤ t ≤ T. (2.6) add-B-cW
By (2.5) and u ∈ C([0, T ], B2−
2
q
p,q (Rd)), we have that
‖b0∇u‖Lpq(t,T ) ≤ C‖b0‖Lp1q (t,T ) sup
s∈[t,T ]
‖u(s, ·)‖
B
2− 2q
p,q
≤ C‖b0‖Lp1q (t,T )‖u‖W2,p1,q (t,T ) <∞, 0 ≤ t ≤ T.
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Hence, (∂t + Lt + c− λ) is a bounded operator from W2,p1,q (T ) to Lpq(T ).
Next, we prove (2.3). By [6, Theorem 1.2 and Theorem 5.4], there exists a constant
λ0 > 0 and a positive constant C0 which depends on p, d, q, T , ‖b2‖∞, ‖c‖∞ and
(λ− λ0)− such that for any 0 ≤ t ≤ T
(λ ∨ λ0)‖u‖Lpq (t,T ) + ‖∂tu‖Lpq (t,T ) + ‖u‖W 2,pq (t,T )
≤ C0
(
‖f + b0 · ∇u‖Lpq(t,T ) + ‖uT ‖B2−2/qp,q
)
. (2.7) ineq-vf0
Let
I(t) =
(
(λ ∨ λ0)‖u‖Lpq (t,T ) + ‖u‖W2,p1,q (t,T )
)q
.
Then it follows from (2.6) and (2.5) that
‖b0 · ∇u‖qLpq (t,T ) =
∫ T
t
‖b0(s, ·) · ∇u(s, ·)‖qLpds
≤ C
∫ T
t
‖u(s, ·)‖q
B
2−2/q
p,q
‖b0(s, ·)‖qLp1ds
≤ CC˜
∫ T
t
I(s)‖b0(s, ·)‖qLp1ds
Putting this into (2.7), we have
I(t) ≤ C1
(
‖f‖Lpq (t,T ) + ‖uT ‖
q
B
2−2/q
p,q
)
+ C1
∫ T
t
I(s)‖b0(s, ·)‖qLp1ds
for some C1 depending on p, d, q, T , ‖b2‖∞, ‖c‖∞, (λ− λ0)−. Therefore, (2.3) follows
by Gronwall’s inequality.
(2) We use interpolation theorems to prove this assertion. By (2.3),
‖u‖Lpq (t,T ) ≤
C1 e
C1‖b0‖q
L
p1
q (t,T )
λ ∨ λ0
(
‖f‖Lpq(t,T ) + ‖u0‖B2−2/qp,q
)
.
Denote by
D1 = C1 e
C1‖b0‖q
L
p1
q (t,T ) , A = ‖f‖Lpq (t,T ) + ‖u0‖B2−2/qp,q .
Then
‖u‖Lpq (t,T ) ≤
D1A
(λ ∨ λ0) , ‖u‖W 2,pq (t,T ) ≤ D1A.
By the Gagliardo-Nirenberg inequalities (e.g. [4, Theorem 1]), for any α ∈ (0, 2), we
have that
‖u‖Wα,pq (t,T ) ≤ C
(∫ T
t
‖u(s, ·)‖qα/2
W 2,p
‖u(s, ·)‖q(1−α/2)Lp ds
)1
q
≤ C(D1A)α/2
(
D1A
(λ ∨ λ0)
)1−α/2
= CD1A(λ ∨ λ0)−
1
2
(2−α), (2.8) add-Wapq
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which yields (2.4) with p2 = p, q2 = q. By the Sobolev embedding theorem,
‖u‖Wα,p2q (t,T ) ≤ C‖u‖
W
α− dp2
+ dp ,p
q (t,T )
≤ CD1A
(λ ∨ λ0)
1
2
(2−α+ d
p2
− d
p
)
, (2.9) Walp2q
which is (2.4) with p2 ∈ (p,+∞), q2 = q.
For any θ ∈ (0, 1), by [1, III Theorem 4.10.2] and
(Lp(Rd),W 2(1−θ),p(Rd))1− 1
q
,q = B
2(1− 1
q
)(1−θ)
p,q (R
d),
we have that
sup
s∈[t,T ]
‖u(s, ·)‖
B
2(1− 1q )(1−θ)
p,q
≤ C
(
‖u‖
W
2(1−θ),p
q (t,T )
+ ‖∂tu‖Lpq (t,T )
)
.
Letting ua(t, x) = u(at, x), we have that for any a > 0
‖u(s, ·)‖
B
2(1− 1q )(1−θ)
p,q
= ‖ua(s/a, ·)‖
B
2(1− 1q )(1−θ)
p,q
≤ C
(
‖ua‖W 2(1−θ),pq (t,T ) + ‖∂t(ua)‖Lpq (t,T )
)
≤ C
(
‖u(a·, ·)‖
W
2(1−θ),p
q (t,T )
+ a‖(∂tu)(a·, ·)‖Lpq (t,T )
)
≤ C
(
a−
1
q ‖u‖
W
2(1−θ),p
q (t,T )
+ a1−
1
q ‖∂tu‖Lpq(t,T )
)
, t ≤ s ≤ T,
where we use [1, III Lemma 4.10.1] in the last inequality. Then, by choosing the
optimal a, we arrive at
sup
s∈[t,T ]
‖u(s, ·)‖
B
2(1− 1q )(1−θ)
p,q
= C‖u‖1−
1
q
W
2(1−θ),p
q (t,T )
‖∂tu‖
1
q
Lpq(t,T )
.
Then, taking into account (2.8) and (2.3),
sup
s∈[t,T ]
‖u(s, ·)‖
B
2(1− 1q )(1−θ)
p,q
≤ CD1A(λ ∨ λ0)−(1−
1
q
)θ
Setting α = 2(1− 1q )(1− θ), we have that
sup
s∈[t,T ]
‖u(s, ·)‖Bαp,q ≤
CD1A
(λ ∨ λ0)(1−
1
q
−α/2) =
CD1A
(λ ∨ λ0)
1
2
(2− 2
q
−α) , α ∈ (0, 2 −
2
q
). (2.10) add-Walp00
Since for any p2 ∈ [p,+∞), Wα,p2(Rd) ⊂ B
α− d
p2
+ d
p
+ǫ
p,q (Rd). Then, for ǫ > 0 with
α− dp2 + dp + ǫ < 2− 2q , it follows from (2.10) that
‖u‖Wα,p2∞ (t,T ) ≤ C sup
s∈[t,T ]
‖u(s, ·)‖
B
α− dp2
+dp+ǫ,p
p,q
≤ CD1A
(λ ∨ λ0)
1
2
(2− 2
q
−α+ d
p2
− d
p
−ǫ) , (2.11) add-Walp
which implies (2.4) with q2 = +∞ and p2 ∈ [p,+∞).
Let γ ∈ (0, 1), p′ ∈ [p,∞), α0 ∈ (0, 2 − 2q ) and α1 ∈ [0, 2). Then for
α2 = γα0 + (1− γ)α1, q2 = q
1− γ ,
1
p2
=
γ
p
+
1− γ
p′
,
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we have by the the Gagliardo-Nirenberg inequality that
‖u(t, ·)‖Wα2,p2 ≤ C‖u(t, ·)‖γWα0,p‖u(t, ·)‖1−γWα1 ,p′ .
Combining this with (2.11) and (2.9), for any ǫ > 0 with α0+ ǫ < 2− 2q , we have that
‖u‖Wα2,p2q2 (t,T ) ≤ C‖u‖
γ
W
α0,p
∞ (t,T )
‖u‖1−γ
W
α1,p
′
q (t,T )
≤ CD1A
(λ ∨ λ0)
γ
2
(2− 2
q
−α0−ǫ)+ 1−γ2 (2−α1+ dp′−
d
p
)
=
CD1A
(λ ∨ λ0)
1
2
(2− 2γ
q
−α2−γǫ+ (1−γ)dp′ −
(1−γ)d
p
)
=
CD1A
(λ ∨ λ0)
1
2
(2− 2
q
+ 2
q2
−α2−γǫ+ dp2−
d
p
)
.
Hence (2.4) holds with q2 ∈ (q,+∞), p2 ∈ [p,+∞).
Since B
α+ d
p
+ǫ
p,q (Rd) ⊂ Cα(Rd) for any ǫ > 0, we have
sup
s∈[t,T ]
‖u(s, ·)‖Cα ≤ CD1A
(λ ∨ λ0)
1
2
(2− 2
q
−α− d
p
−ǫ) , 0 ≤ α < 2−
2
q
− d
p
− ǫ. (2.12) add-Cal1
Since W
α+ d
p
+ǫ,p
(Rd) ⊂ Cα(Rd) for any ǫ > 0, we have that for any q2 ∈ [q2,+∞) and
α ≥ 0 such that
2− 2
q
+
2
q2
> α+
d
p
+ ǫ,
there is
‖u‖Cαq2 (t,T ) ≤ C‖u‖Wα+dp+ǫ,pq2 (t,T )
≤ CD1A
(λ ∨ λ0)
1
2
(2− 2
q
+ 2
q2
−α− d
p
−ǫ) . (2.13) add-Cal2
(2.12) and (2.13) implies (2.4) since ǫ > 0 is arbitrary.
Next, we give a transform to remove b1 under the assumption (H2’). This trans-
formation has been used in [5, 17] to investigate elliptic operators with unbounded
coefficients. Consider the following ordinary differential system
dψ
dt
(t, x) = b1(t, ψ(t, x)), ψ(T, x) = x. (2.14) char-lin
For the solution of (2.14), we have the following lemma.
lem-ps Lemma 2.3. Assume that (H2’) holds. Then, for any t ∈ [0, T ], ψ(t, ·) ∈ C2b (Rd)
and ψ(t, ·) is a diffeomorphism on Rd. Denote by ψ−1(t, ·) with the inverse of ψ(t, ·).
Then ψ−1 satisfies the following ordinary differential system
dψ−1
dt
(t, x) = −(∇ψ)−1(t, ψ−1(t, x))b1(t, x), ψ−1(T, x) = x (2.15) inv
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and ψ−1(t, ·) ∈ C2b (Rd). Moreover,
‖∇ψ‖T,∞ + ‖(∇ψ)−1‖T,∞ + ‖∇ψ−1‖T,∞
+ sup
1≤l≤d
(
‖∇2ψl‖T,∞ + ‖∇2[(ψ−1)l]‖T,∞
)
<∞, (2.16) sup-ps
where (∇ψ)−1(t, x) is the inverse of the matix ∇ψ(t, x) and satisfies
(∇ψ)−1(t, x) = (∇ψ−1)(t, ψ(t, x)), (t, x) ∈ [0, T ]× Rd, (2.17) inv-inv
and the upperbound of (2.16) only depends on T, ‖∇b1‖T,∞, ‖∇2b1‖T,∞, d.
The proof of this lemma is direct, and we omit it.
For any u ∈ C1,2([0, T ] × Rd), by a direct calculus, we have that
(∇u)(t, ψ(t, x)) = {[(∇ψ)−1]∗∇v} (t, x),
(∇2u)(t, ψ(t, x)) =
{
[(∇ψ)−1]∗∇2v [(∇ψ)−1[} (t, x)
−
d∑
j=1
{
[(∇ψ)−1]∗(∇2ψj)(∇ψ)−1
} (
[(∇ψ)−1]∗∇v)j (t, x).
Then, for v(t, x) := u(t, ψ(t, x))
∂tv(t, x) = ∂tu(t, ψ(t, x)) + (b1 · ∇u)(t, ψ(t, x)),
(Ltu)(t, ψ(t, x)) = tr
(
a(t, ψ)[(∇ψ)−1]∗∇2v(∇ψ)−1) (t, x)
−


d∑
j=1
tr
(
a(t, ψ)[(∇ψ)−1]∗(∇2ψj)(∇ψ)−1
) (
[(∇ψ)−1]∗∇v)j

 (t, x)
+
{[
(∇ψ)−1(b0 + b1 + b2)(t, ψ)
] · ∇v} (t, x).
Let L¯t be a differential operator defined as follows
L¯tg = tr(a¯∇2g) + (b¯2 + b¯0) · ∇g, g ∈ C2([0, T ]× Rd),
where
a¯(t, x) =
{
(∇ψ)−1a(t, ψ)[(∇ψ)−1]∗} (t, x),
b¯2(t, x) = (∇ψ)−1(t, x)b2(t, ψ(t, x))
−
d∑
j=1
{
tr
(
a(t, ψ)[(∇ψ)−1]∗(∇2ψj)(∇ψ)−1
)
[(∇ψ)−1]j
}
(t, x)
b¯0(t, x) = (∇ψ)−1(t, x)b0(t, ψ(t, x)).
Then, by setting
f¯(t, x) = f(t, ψ(t, x)), c¯(t, x) = c(t, ψ(t, x)),
we have that
[(∂t + L¯t + c¯− λ)v](t, x) − f¯(t, x)
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= [(∂t + Lt + c− λ)u](t, ψ(t, x)) − f(t, ψ(t, x)), (2.18) equ-pa-2
v(T, ·) = uT (·). (2.19)
It follows from Lemma 2.3 and (H3) that b¯2, c¯ are bounded. If b0 ∈ Lpq(T ), then
b¯0 ∈ Lpq(T ). Moreover, since (H1), (2.16) and (2.17), it is clear that a¯ is uniformly
continuous and uniformly elliptic with some κ¯1, κ¯2 such that
κ¯1|w|2 ≤ 〈a¯(t, x)w,w〉 ≤ κ¯2|w|2, (t, x) ∈ [0, T ]× Rd, w ∈ Rd.
For any g ∈ B([0, T ]× Rd), we define a mapping J as follows
(Jg)(t, x) = g(t, ψ−1(t, x)), (t, x) ∈ [0, T ] × Rd.
Hence, due to (2.18), we can investigate (2.1) by applying Lemma 2.2 to
(∂t + L¯t + c¯− λ)v = f¯ , v(T, ·) = u(T, ·), (2.20) equ-pa-v
and showing that u = Jv satisfies (2.1) and all the assertions of Theorem 2.1.
Let
W2,p1,q,b1(T ) =
{
g ∈ W2,p,w1,q (T )
∣∣∣ (∂t + b1 · ∇)g ∈ Lpq(T )}
equipped the norm
‖ · ‖W2,p,w1,q,b1 (T ) := ‖(∂t + b1 · ∇) · ‖L
p
q (T )
+ ‖ · ‖W2,p,w1,q (T ).
The following lemma shows that J has nice properties.
lem-J Lemma 2.4. Let p, q ∈ (1,∞) and w(x) = (1 + |x|2)− p2 .
(1) Define {Jt}[0,T ] as follows
(Jth)(x) = h(ψ
−1(t, x)), h ∈ B(Rd).
Then {Jt}[0,T ] are uniformly bounded linear operators on W j,p(Rd) with any j ∈
{0, 1, 2}. Consequently, J is a homeomorphism on W 2,pq (T ). Moreover, for any g ∈
W 2,pq (T ) and a.e. t ∈ [0, T ], the following equality holds in Lp(Rd)
(∇Jg)(t, ·) = [J [(∇ψ)−1]∗∇g)] (t, ·), (2.21) nn-u-v-1
(2) J is a bounded operator from W2,p1,q (T ) to W2,p,w1,q (T ), and
(∂t + b1 · ∇)Jg = J∂tg, g ∈ W2,p1,q (T ). (2.22) pu-pv-bnu
Moreover, J is a homeomorphism fromW2,p1,q (T ) toW2,p1,q,b1(T ), and there exist positive
constants c1, c2 such that
c1‖∂tg‖Lpq (T ) ≤ ‖(∂t + b1 · ∇)Jg‖Lpq (T ) ≤ c2‖∂tg‖Lpq (T ), g ∈ W
2,p
1,q (T ). (2.23) ppt-bnn-1
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Proof. (1) For any h ∈ C2c (Rd) and j ∈ {0, 1, 2}, it follows from (2.16) that
∇j(Jth)(x) = h(ψ−1(t, x))1[j=0] +
d∑
i=1
[
(∇j(ψ−1)i)∂ih(ψ−1)
]
(t, x)1[j≥1]
+
[
(∇ψ−1)∗∇2h(ψ−1)(∇ψ−1)] (t, x)1[j=2]. (2.24) nn-g-ps
Then ∫
Rd
|∇j(Jth)(x)|pdx =
∫
Rd
|∇j(Jth)(ψ(t, x))|p|det∇ψ(t, x)|dx
≤ CT,‖∇b1‖∞,p,j
j∑
k=0
∫
Rd
|∇kh(x)|pdx.
Since C2c (R
d) is dense in W j,p(Rd), it is easy to see that Jt is a bounded operator on
W j,p(Rd) with supt∈[0,T ] ‖Jt‖W j,p < ∞ for any j ∈ {0, 1, 2} . Moreover, (2.24) holds
for any h ∈ W j,p(Rd). Since for any g ∈ W 2,pq (T ), (Jg)(t, x) = (Jtg(t, ·))(x). Then J
is a bounded operator in W 2,pq (T ). It is easy to see that Jt and J are invertible, and
(J−1g)(t, x) = g(t, ψ(t, x)), g ∈W 2,pq (T ).
It is easy to see that J−1 is a bounded linear operator. By (2.24), (2.17) and that
for any g ∈ W 2,pq (T ), g(t, ·) ∈ W 2,p(Rd) for a.e. t ∈ [0, T ], (2.21) follows from the
approximation argument.
(2) For any g ∈ C1b ([0, T ],W 2,p(Rd)), it follows from Lemma 2.3 that
(∂tJg)(t, ·) = ∂t(g(t, ψ−1(t, ·)))
= ∂tg(t, ψ
−1(t, ·)) +
〈
(∇g)(t, ψ−1(t, ·)), dψ
−1
dt
(t, ·)
〉
= ∂tg(t, ψ
−1(t, ·)) − 〈(∇g)(t, ψ−1(t, ·)), (∇ψ)−1(t, ψ−1(t, ·))b1(t, ·)〉
= ∂tg(t, ψ
−1(t, ·)) − 〈(∇g)(t, ψ−1(t, ·)), (∇ψ−1)(t, ·)b1(t, ·)〉
= ∂tg(t, ψ
−1(t, ·)) − 〈(∇ψ−1)∗(t, ·)(∇g)(t, ψ−1(t, ·)), b1(t, ·)〉
= (J∂tg)(t, ·) − 〈(∇Jg(t, ·)), b1(t, ·)〉 . (2.25) add-pptJ-com
Combining this with (2.2), we have that
‖Jg‖q
W p,w1,q
≤ 2q−1
(∫ T
0
‖J∂tg(t, ·)‖qLpwdt+
∫ T
0
‖(∇Jg) · b1(t, ·)‖qLpwdt
)
≤ 2q−1
{∫ T
0
‖J∂tg(t, ·)‖qLpdt+
∫ T
0
‖∇Jg(t, ·)‖qLpdt
}
≤ 2q−1CT
(∫ T
0
‖∂tg(t, ·)‖qLpdt+
∫ T
0
‖g(t, ·)‖q
W 1,p
dt
)
.
Hence,
‖Jg‖W p,w1,q (T ) ≤ CT
(
‖g‖
W p,11,q (T )
+ ‖g‖
W 2,pq (T )
)
= CT ‖g‖W2,p1,q (T ).
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Combining this with that C1b ([0, T ],W
2,p(Rd)) is dense in W2,p1,q (T ) and J is bounded
in W 2,pq (T ), we have that J is bounded from W2,p1,q (T ) to W2,p,w1,q (T ). Consequently,
(2.22) follows from (2.25). Moreover,∫
Rd
|(∂t + b1 · ∇)Jg|p(t, x)dx =
∫
Rd
|(∂t + b1 · ∇)Jg|p(t, ψ(t, x))|det(∇ψ(t, x))|dx
=
∫
Rd
|∂tg|p(t, x)|det(∇ψ(t, x))|dx, (2.26) ppt-bnnu
and ∫
Rd
|∂tg|p(t, x)dx =
∫
Rd
|∂tg|p(t, ψ−1(t, x))|det(∇ψ−1)(t, x)|dx
=
∫
Rd
|(∂t − b1 · ∇)Jg|p(t, x)|det(∇ψ−1)(t, x)|dx.
Hence, (2.23) follows from (2.16).
Finally, for any g ∈ W2,p1,q (T ), (2.23) implies that Jg ∈ W2,p,w1,q,b1(T ). Due to the
open mapping theorem, to prove that J is a homeomorphism, it suffices to show that
J is a surjective from W2,p1,q (T ) to W2,p,w1,q,b1(T ).
For any g ∈W1,q([0, T ], Lpw(Rd)), we have by [2, Theorem 1.16] that
lim
ǫ→0
∥∥∥∥g(t+ ǫ, ψ(t+ ǫ, ·)) − g(t, ψ(t + ǫ, ·))ǫ − ∂tg(t, ψ(t + ǫ, ·))
∥∥∥∥
Lpw
≤ CT lim
ǫ→0
∥∥∥∥g(t+ ǫ, ·)− g(t, ·)ǫ − ∂tg(t, ·)
∥∥∥∥
Lpw
= 0, a.e. t ∈ [0, T ]. (2.27) deri-1
Since ∂tg(t, ·) ∈ Lpw(Rd), for any δ > 0, there exists gδ ∈ C2c (Rd) such that ‖gδ(·) −
∂tg(t, ·)‖Lpw < δ. Then
‖∂tg(t, ψ(t + ǫ, ·))− ∂tg(t, ψ(t, ·))‖Lpw
≤ 2CT δ + ‖gδ(ψ(t + ǫ, ·))− gδ(ψ(t, ·))‖Lpw . (2.28) ppt-app
Since that ∇gδ has compact support and that there exists CT > 0 such that
sup
t∈[0,T ]
|ψ(t, x)| ≤ CT,K0(1 + |x|),
there exists M > 0 such that such that⋃
θ≤1,|ǫ|≤1
supp (∇gδ(ψ(t, ·) + θ(ψ(t+ ǫ, ·)− ψ(t, ·)))) ⊂ B(0,M),
where B(0,M) is the ball center at 0 with radius M . Then, by the mean value
theorem and Lemma 2.3, we have that
|gδ(ψ(t+ ǫ, x))− gδ(ψ(t, x))|
=
∣∣∣∣
∫ 1
0
〈∇gδ(θψ(t+ ǫ, x) + (1 + θ)ψ(t, x)), ψ(t + ǫ, x)− ψ(t, x)〉dθ
∣∣∣∣
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≤ Cδ,T
(∫ 1
0
|ψ(t+ ǫ, x)− ψ(t, x)| dθ
)
1B(0,M)(x)
= Cδ,T
(∣∣∣∣
∫ t+ǫ
t
b1(r, ψ(r, x))dr
∣∣∣∣
)
1B(0,M)(x)
≤ Cδ,T
(∫ t+ǫ
t
CT (1 + |x|)dr
)
1B(0,M)(x)
≤ ǫCδ,T (1 + |x|)1B(0,M)(x),
where we have used (2.15) and the linear growth of b1 in the last second inequality.
Then we obtain that
‖gδ(ψ−1(t+ ǫ, ·)) − gδ(ψ−1(t, ·))‖Lpw ≤ Cδ,T ǫ.
Putting this into (2.28), we prove indeed that
lim
ǫ→0
‖∂tg(t, ψ(t + ǫ, ·)) − ∂tg(t, ψ(t, ·))‖Lpw = 0.
Combining this with (2.27) and that g(t, ·) ∈ W 2,p(Rd) a.e. t ∈ [0, T ], we have in
Lpw(Rd)
lim
ǫ→0
1
ǫ
(g(t+ ǫ, ψ(t+ ǫ, ·))− g(t, ψ(t, ·)))
= lim
ǫ→0
1
ǫ
(
g(t+ ǫ, ψ(t+ ǫ, ·))− g(t, ψ−1(t+ ǫ, ·)))
+ lim
ǫ→0
1
ǫ
(g(t, ψ(t + ǫ, ·)) − g(t, ψ(t, ·)))
= ∂tg(t, ψ(t, ·)) + 〈∇g(t, ψ(t, ·)), b1(t, ψ(t, ·))〉.
Setting J−1g(t, x) = g(t, ψ(t, x)), we obtain
∂tJ
−1g(t, ·) = (J−1 (∂t + b1 · ∇) g) , g ∈ W2,p,w1,q,b1(T ).
Hence, J−1g ∈W1,q([0, T ], Lp(Rd)). Combining this with that J is a homeomorphism
on W 2,pq (T ), we have that J is a surjective to W2,p,w1,q,b1(T ).
Proof of Theorem 2.1:
Let v be the solution of (2.20). By a direct calculus, u = Jv satisfies (2.1) in
the weak sense. Then Combining Remark 2.1, Lemma 2.2 and Lemma 2.4, we can
prove all the assertions directly by the interpolation of the Sobolev spaces except
the estimation for ‖u‖Cαq2 (t,T ) in (2.4). However, by (2.21), we have that u(t, x) =
v(t, ψ−1(t, x)), and
∇u(t, x) = [∇ψ−1(t, x)]∗∇v(t, ψ−1(t, x)),
if v(t, ·) ∈ C1(Rd). Combining this with Lemma 2.3, there is CT > 0 such that
‖u(s, ·)‖Cα ≤ CT ‖v(s, ·)‖Cα , s ∈ [0, T ],
which yields that ‖u‖Cαq2 (t,T ) ≤ CT ‖v‖Cαq2 (t,T ). Hence, (2.4) holds for u.
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3 Krylov’s estimate
Let Xt satisfy the following equation
Xt = X0 +
∫ t
0
(b1 + b2 + b0)(s,Xs)ds+
∫ t
0
σ(s,Xs)dWs +
∫ t
0
ξ(s)ds, (3.1) equ-X-0
where ξ(t) is an Ft-adapted process. We investigate Krylov’s estimate for Xt in this
section. Let a = 12σσ
∗. By using (2.1) and (2.20) with c ≡ 0, we can prove the
following Krylov’s estimate for Xt.
kry-00 Theorem 3.1. Let p, q, p1, q1 ∈ (1,∞) with
d
p
+
2
q
< 2,
d
p1
+
2
q1
< 1.
Assume (H1)-(H3) and b0 ∈ Lp1q1 (T ). Let τ be a stopping time and 0 ≤ t0 <
t1 ≤ T . Then for any f ∈ Lpq(T ), there exist a positive constant C depending on
p, d, q, T,K0, κ1, κ2, ‖b0‖Lp1q1 (T ), ‖∇b1‖T,∞,‖b2‖T,∞ such that
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
≤ C
{
1 +
(
E
(∫ t1∧τ
t0∧τ
|ξ(s)|2ds
∣∣∣Ft0
))1
2
}kp,q
‖f‖Lpq(t0,t1),
where kp,q is the smallest integer that greater that log2
(
2
2− d
p
− 2
q
)
.
Remark 3.1. If ξ = 0, under the assumption of Theorem 3.1 and ∇σ ∈ Lpq(T ), it
follows from [32, Theorem 1.1] that (3.1) has a unique local strong solution. It can
be proved that the solution of (3.1) is nonexplosive, see (3.2), (3.3) and (3.4) in the
proof of this theorem. We use this Krylov’s estimate to establish Harnack inequalities
in Section 4.
3.1 Proofs of Theorem 3.1
To prove Theorem 3.1, we need the following two lemmas.
kry-1 Lemma 3.2. Assume (H1), (H2’), (H3) and p, q ∈ (1,∞). Let τ be a stopping
time and 0 ≤ t0 ≤ t1 ≤ T .
(1) If b0 ≡ 0, then for any f ∈ Lpq(T ) with dp + 2q < 2, there exist positive constants
C depending on p, d, q, T , ‖∇b1‖∞, ‖b2‖∞, κ1, κ2 such that
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
≤ C
{
1 +
(
E
(∫ t1∧τ
t0∧τ
|ξ(s)|2ds
∣∣∣Ft0
)1
2
)}kp,q
‖f‖Lpq(t0,t1).
Moreover, dp +
2
q < 1, |ξ(s)|2 can be replaced by |ξ(s)| in the above inequality.
(2) If dp +
2
q < 1 and b0 ∈ Lpq(T ), then for any f ∈ Lpq(T ), there exists a positive
constant C depending on p, d, q, T, ‖∇b1‖∞, ‖b2‖∞, κ1, κ2 such that
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
≤ C
(
1 + E
(∫ t1∧τ
t0∧τ
|ξ(s)|ds
∣∣∣Ft0
))
e
C‖b0‖q
L
p
q (t0,t1) ‖f‖Lpq(t0,t1).
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By using Krylov’s estimate in Lemma 3.2, we can establish a generalized Itoˆ’s
formula for u ∈ W2,p,w
1,q,b˜1
(T ), where b˜1 satisfying (H2’) can be different from b1. Let J˜
be defined as J with b1 replaced by b˜1. Then we have the following lemma.
ITO Lemma 3.3. Let Xt be a solution of (3.1) and u ∈ W2,p1,q,b˜1(T ) with
d
p +
2
q < 1. Then
P-a.s.
u(t,Xt) = u(t0,Xt0) +
∫ t
t0
∂su(s,Xs)ds+
∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),∇u(s,Xs)〉ds
+
1
2
∫ t
0
tr(σ∗σ(s,Xs)∇2u(s,Xs))ds+
∫ t
0
〈∇u(s,Xs), σ(s,Xs)dWs〉, 0 ≤ t0 ≤ t1 ≤ T.
The proofs of Lemma 3.2 and Lemma 3.3 will be given in the next subsection.
Now, we prove Theorem 3.1 by using these lemmas.
Since b0 ∈ Lp1q1 with dp1 + 2q1 < 1 and Theorem 2.1, we can set that u = (u1, · · · , ud)
is a solution of following parabolic system on [0, t1] with a =
1
2σσ
∗:
∂tu
i + Ltu
i = −bi0 + λui, ui(t1, ·) = 0, i = 1, · · · , d.
Then u ∈ W2,p1,w1,q1,b1(t1) due to Theorem 2.1 again. Let U(t, x) = x+u(t, x). By Lemma
3.3, we have
dU(t,Xt) = (b1(t,Xt) + b2(t,Xt) + b0(t,Xt) + ξ(t))dt+ (∂tu(t,Xt) + Ltu(t,Xt)) dt
+ (I +∇u(t,Xt)) σ(t,Xt)dWt +∇u(t,Xt)ξ(t)dt
= (b1 + b2 + λu)(t,Xt)dt+ (I +∇u(t,Xt)) σ(t,Xt)dWt
+ (I +∇u(t,Xt)) ξ(t)dt. (3.2) add-UU
By (2.4), for large enough λ, we have that ‖∇u‖t1,∞ < 1. Then U(s, ·) : Rd → Rd is
a diffeomorphism on Rd for any 0 ≤ s ≤ t1, and
‖∇U−1‖t1,∞ + ‖∇U‖t1,∞ <∞. (3.3) add-U-U-1
Thus, letting Yt = U(t,Xt), we have
dYt =
(
b1(t, U
−1(t, Yt) + b2(t, U−1(t, Yt)) + λu(t, U−1(t, Yt))
)
dt
+ (I +∇u(t,Xt)) ξ(t)dt+
(
I +∇u(t, U−1(t, Yt))
)
σ(t, U−1(t, Yt))dWt. (3.4) add-U-1
Since b1(t, U
−1(t, x)) satisfies (H2) and (b2+λu)(t, U−1(t, x)) satisfies (H3), it follows
from Remark 2.1 that we can apply (1) of Lemma 3.2 to Yt. Taking into account that∫
Rd
∣∣f(s, U−1(s, x))∣∣p dx = ∫
Rd
|f(s, y)|p |det(∇U−1(s, y))|dx
≤ C
∫
Rd
|f(s, y)|p dy, f ∈ Lpq(t0, t1)
| (I +∇u(t,Xt)) ξ(t)| ≤ 2|ξ(t)|, t ∈ (t0, t1).
we have
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
= E
(∫ t1∧τ
t0∧τ
f(s, U−1(s, Ys))ds
∣∣∣Ft0
)
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≤ C
{
1 +
(
E
(∫ t1∧τ
t0∧τ
|ξ(s)|2ds
∣∣∣Ft0
)) 1
2
}kp,q
‖f(·, U−1(·, ·))‖Lpq (t0,t1)
≤ C
{
1 +
(
E
(∫ t1∧τ
t0∧τ
|ξ(s)|2ds
∣∣∣Ft0
)) 1
2
}kp,q
‖f‖Lpq (t0,t1).
Therefore, we complete the proof.
3.2 Proofs of Lemma 3.2 and Lemma 3.3
Proof of Lemma 3.2:
(1) Let r = d + 1 and f ∈ Lpq(T ) ∩ Lrr(T ) with any p, q ∈ (1,+∞). By Theorem
2.1, the following equation has a unique solution
(∂t + Lt)u = f, u(t1, ·) = 0.
Let ψ be the solution of (2.14) with T replaced by t1 and J be the mapping induced
by ψ−1 as in Lemma 2.4. Then v := J−1u satisfies (2.20) with c¯ = 0 and T replaced
by t1. Let ρ be a non-negative smooth function on R
d+1 with compact support in
the unit ball centre at zero and
∫
Rd+1
ρ(t, x)dtdx = 1. Set ρn(t, x) = n
d+1ρ(nt, nx).
Extending v by zero for t ≥ t1 and by v(0, ·) for t < 0. We define
vn(t, x) =
∫
Rd+1
v(t− s, x− y)ρn(s, y)dsdy,
f¯n = (∂t + L¯t)vn.
Since b0 = 0 and b¯2 is bounded, according to the proof of [32, Theorem 2.1], there is
lim
n→+∞ ‖f¯n − f¯‖Lrr(t1) = 0.
Let fn = Jf¯n. Then, owing to Lemma 2.4, we have
lim
n→+∞ ‖fn − f‖Lrr(t1) = limn→+∞ ‖Jf¯n − Jf¯‖Lrr(t1) = 0.
This, combining with [7, Lemma 3.1], yields that
lim
n→∞E
(∫ τ∧t1
0
|fn(s,Xs)− f(s,Xs)| ds
)
≤ C lim
n→∞ ‖fn − f‖Lrr(t1) = 0. (3.5) add-fn-f
By (2.15) and (H2’), ψ−1(t, x) is absolutely continuous in t and dψ
−1
dt (t, x) is contin-
uous in x uniformly w.r.t t ∈ [0, t1]. Then un := Jvn is absolutely continuous in t and
(∂tun)(t, x) is continuous in x uniformly w.r.t t ∈ [0, t1]. Moreover, due to Lemma
2.3 and that
‖∇vn‖t1,∞ + ‖∇2vn‖t1,∞ <∞,
we have that un ∈ C0,2b ([0, t1]×Rd). Then, we can apply the Itoˆ formula to un(t,Xt)
and obtain that
un(t,Xt) = un(0,X0) +
∫ t
0
(∂s + Ls)un(s,Xs)ds+
∫ t
0
ξ(s) · ∇un(s,Xs)ds
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+
∫ t
0
〈∇un(s,Xs), σ(s,Xs)dWs〉
= un(0,X0) +
∫ t
0
fn(s,Xs)ds+
∫ t
0
ξ(s) · ∇un(s,Xs)ds
+
∫ t
0
〈∇un(s,Xs), σ(s,Xs)dWs〉. (3.6) ineq-un-Ito
Since ‖∇un‖t1,∞ <∞, Doob’s optional theorem yields
E
(∫ t1∧τ
t0∧τ
〈∇un(s,Xs), σ(s,Xs)dWs〉
∣∣∣Ft0
)
= 0.
Then
E
(
un(t1 ∧ τ,Xt1∧τ )− un(t0 ∧ τ,Xt0∧τ )
∣∣∣Ft0)
≥ E
(∫ t1∧τ
t0∧τ
fn(s,Xs)ds
∣∣∣Ft0
)
− sup
s∈[t0,t1]
‖∇un(s)‖∞E
(∫ t1∧τ
t0∧τ
|ξ(s)|ds
∣∣∣Ft0
)
. (3.7) ineq-un-Ito-2
We first assume that dp +
2
q < 1. Then, by Lemma 2.2 (or (2.4) in Theorem 2.1)
and Lemma 2.4, we have that
sup
n≥1,t∈[t0,t1]
(‖un(t, ·)‖∞ + ‖∇un‖∞) = sup
n≥1,t∈[t0,t1]
(‖(∇ψ−1)∗∇vn(t, ·)‖∞ + ‖vn(t, ·)‖∞)
≤ C1 sup
n≥1,t∈[t0,t1]
(‖∇vn(t, ·)‖∞ + ‖vn(t, ·)‖∞)
≤ C1 sup
t∈[t0,t1]
(‖∇v(t, ·)‖∞ + ‖v(t, ·)‖∞)
≤ C2‖f‖Lpq(t0,t1),
where C1 > 0 is a constant depending on t1, ‖∇b1‖t1,∞ and C2 > 0 is a constant
depending on t1, p, q, ‖∇b1‖t1,∞, ‖b2‖t1,∞, κ1, κ2. Putting this into (3.7) and taking
n→∞, we have
E
(∫ t1∧τ
t0∧τ
fn(s,Xs)ds
∣∣∣Ft0
)
≤ C
(
1 + E
(∫ t1∧τ
t0∧τ
|ξ(s)|ds
∣∣∣Ft0
))
‖fn‖Lpq (t0,t1),
which together with (3.5) implies by that
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
= lim
n→∞E
(∫ t1∧τ
t0∧τ
fn(s,Xs)ds
∣∣∣Ft0
)
≤ 2 sup
n≥1,t∈[t0,t1]
‖un(t, ·)‖∞ + E
(∫ t1∧τ
t0∧τ
|ξ(s)|ds
∣∣∣Ft0
)
‖f‖Lpq(t0,t1)
≤ C
(
1 + E
(∫ t1∧τ
t0∧τ
|ξ(s)|ds
∣∣∣Ft0
))
‖f‖Lpq (t0,t1) (3.8) Krylov-app-n
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where C depends on d, p, q, t1, t0, ‖∇b1‖t1,∞, ‖b2‖t1,∞, κ1, κ2.
Next, we introduce an iteration. Let
η =
(
E
(∫ t1∧τ
t0∧τ
|ξ(s)|2ds
∣∣∣Ft0
)) 1
2
, γk = 2(1 − 2−k), k ∈ N.
We assume that for any k ≥ 1 and any f ∈ Lpq(t0, t1) with p, q ∈ (1,+∞) and
d
p +
2
q < γk, there is
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
≤ C (1 + η)k ‖f‖Lpq(t0,t1). (3.9) krylov-k
Then we prove that (3.9) holds for any f ∈ Lpq(t0, t1) with dp+ 2q < γk+1 and k replaced
by k+1 in the right hand side. Since limk→+∞ γk = 2 and that (3.9) holds for k = 1,
the assertion of (1) follows from the induction.
Let fn, f¯ , un, u, vn, v, ψ be defined as above, and let p
′ = γk+1γk p, q
′ = γk+1γk q. By
(3.9), we have that
E
(∫ t1∧τ
t0∧τ
ξ(s) · ∇un(s,Xs)ds
∣∣∣Ft0
)
≤ η
(
E
(∫ t1∧τ
t0∧τ
|∇un(s,Xs)|2ds
∣∣∣Ft0
)) 1
2
≤ Cη(1 + η)k‖|∇un|2‖
1
2
Lp
′
q′
(t0,t1)
= Cη(1 + η)k‖∇un‖L2p′
2q′
(t0,t1)
.
Since
1 +
d
2p′
+
2
2q′
− d
p
− 2
q
= 1 +
γk
2γk+1
(
d
p
+
2
q
)
−
(
d
p
+
2
q
)
= 1− 2γk+1 − γk
2γk+1
(
d
p
+
2
q
)
> 1− γk+1 + 1
2
γk
= 0,
it follows from (2.4), Lemma 2.3 and vn = v ∗ ρn that
lim
n→+∞ ‖∇un‖L2p′2q′ (t0,t1) ≤ C1 limn→+∞ ‖∇vn‖L2p
′
2q′
(t0,t1)
= C1‖∇v‖L2p′
2q′
(t0,t1)
≤ C2‖f¯‖Lpq(t0,t1) ≤ C˜2‖f‖Lpq(t0,t1).
Putting this into (3.6), as (3.7) and (3.8), we have that
E
(∫ t1∧τ
t0∧τ
f(s,Xs)ds
∣∣∣Ft0
)
= lim
n→∞E
(∫ t1∧τ
t0∧τ
fn(s,Xs)ds
∣∣∣Ft0
)
≤ 2 sup
n≥1,t∈[t0,t1]
‖un(t, ·)‖∞ + C(1 + η)kη‖f‖Lpq (t0,t1)
≤ C (1 + η)k+1 ‖f‖Lpq(t0,t1).
By the definition of γk, it is clear that k > log2(2/(2− dp − 2q )). Then we obtain kp,q.
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(2) We investigate the case that b0 ∈ Lpq(T ) with dp + 2q < 1. Set m > 0, M > 0,
and let
τM = inf{t ≥ 0 |
∫ t
0
|b0(s,Xs)|ds ≥M}.
It is clear that
Xt = X0 +
∫ t
0
(
b1(s,Xs)ds+ b2(s,Xs) + b0(s,Xs)1[|b0(s,Xs)|<m]
)
ds
+
∫ t
0
(
b0(s,Xs)1[|b0(s,Xs)|≥m] + ξ(s)
)
ds+
∫ t
0
σ(s,Xs)dWs, t > 0.
Let L
[m]
t = Lt − (b01[|b0|≥m]) · ∇. Consider
(∂t + L
[m]
t )u = f, u(t1, ·) = 0.
Let J be defined as in the proof of (1) and v = J−1u. Arguing as in [32, Theorem
2.2] and using the mapping J and v, we can prove that
E
(∫ t1∧τ∧τM
t0∧τ∧τM
f(s,Xs)ds
∣∣∣Ft0
)
≤ C
(
1 + E
(∫ t1∧τ∧τM
t0∧τ∧τM
(
ξ(s) + |b0(s,Xs)|1[|b0(s,Xs)|≥m]
)
ds
∣∣∣Ft0
))
× eC‖b01[|b0|≤m]‖
q
L
p
q (t0,t1) ‖f‖Lpq(t0,t1), (3.10) add-kry00
where C is a positive constant as claimed in (1) of Theorem 2.1 which is independent
of m. For fixed M > 0, we have that
lim
m→∞E
∫ t1∧τ∧τM
t0∧τ∧τM
|b0(s,Xs)|1[|b0(s,Xs)|≥m]ds = 0.
Thus, taking m→ +∞ first and then M → +∞ in (3.10), we complete the proof of
the second assertion of this lemma.
Proof of Lemma 3.3:
Let ρ be a non-negative smooth function on Rd with compact support in the unit
ball centre at zero and
∫
Rd
ρ(x)dx = 1, and let ρn(x) = n
dρ(nx). For any n ≥ 1,
define
un(t, x) =
∫
Rd
u(t, y)ρn(x− y)dy, x ∈ Rd.
We now divide the proof into two steps.
Step (i): we are going to show that the conclusion holds for un(t, x).
For any m ∈ N, Let tk = ktm , k = 0, 1, · · · ,m. Then
un(t,Xt)− un(0,X0) =
m−1∑
k=0
(
un(tk+1,Xtk+1)− un(tk,Xtk+1)
)
+
m−1∑
k=0
(
un(tk,Xtk+1)− un(tk,Xtk )
)
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=: I1,m + I2,m. (3.11) pre-Ito
We first study I1,m. Let
∂tun(t, x) =
∫
Rd
∂tu(t, y)ρn(x− y)dy.
Then for any M > 0, we have by Jessen’s inequality that
sup
|x|≤M
|∂tun(t, x)| ≤ sup
|x|≤M
(∫
Rd
|∂tu(t, y)|pρn(x− y)dy
) 1
p
≤
(
sup
|x|≤M
(1 + |y|2) 12 ρ
1
p
n (x− y)
)
‖∂tu(t, ·)‖Lpw
≡ CM,n,p ‖∂tu(t, ·)‖Lpw . (3.12) sup-ppun
This implies that sup|x|≤M |∂tun(·, x)| ∈ Lq([0, T ]) since u ∈ W2,p,w1,q,b˜1(T ). Moreover,
sup
|x|≤M
∣∣∣∣un(t+ ǫ, x)− un(t, x)ǫ − ∂tun(t, x)
∣∣∣∣
= sup
|x|≤M
∣∣∣∣
∫
Rd
(
u(t+ ǫ, y)− u(t, y)
ǫ
− ∂tu(t, y)
)
ρn(x− y)dy
∣∣∣∣
≤ sup
|x|≤M
(∫
Rd
∣∣∣∣u(t+ ǫ, y)− u(t, y)ǫ − ∂tu(t, y)
∣∣∣∣
p
ρn(x− y)dy
) 1
p
≤
(
sup
|x|≤M,y∈Rd
(1 + |y|2) 12 ρ
1
p
n (x− y)
)∥∥∥∥u(t+ ǫ, ·)− u(t, ·)ǫ − ∂tu(t, ·)
∥∥∥∥
Lpw
≡ CM,p,n
∥∥∥∥u(t+ ǫ, ·)− u(t, ·)ǫ − ∂tu(t, ·)
∥∥∥∥
Lpw
.
Because u ∈ W2,p,w
1,q,b˜1
(T ), u is absolutely continuous in Lpw(Rd). Then for a.e. t ∈ [0, T ],
we have
lim
ǫ→0
sup
|x|≤M
∣∣∣∣un(t+ ǫ, x)− un(t, x)ǫ − ∂tun(t, x)
∣∣∣∣
≤ CM,p,n lim
ǫ→0
∥∥∥∥u(t+ ǫ, ·)− u(t, ·)ǫ − ∂tu(t, ·)
∥∥∥∥
Lpw
= 0.
Hence,
I1,m =
m−1∑
k=0
∫ t
0
(∂sun)(s,Xtk+1)1[tk≤s<tk+1](s)ds
=
∫ t
0
m−1∑
k=0
(∂sun)(s,Xtk+1)1[tk≤s<tk+1](s)ds.
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By the Ho¨lder inequality, for any |x1| ≤M and |x2| ≤M , we have
|∂tun(t, x1)− ∂tun(t, x2)|
≤
∫
Rd
|∂tu(t, y)|
∫ 1
0
|∇ρn(x2 + θ(x1 − x2)− y)|dθdy|x1 − x2|
≤ |x1 − x2|‖∂tu(t, ·)‖Lpw
×
(∫
Rd
∫ 1
0
|∇ρn(x2 + θ(x1 − x2)− y)|
p
p−1 (1 + |y|2)
p
2(p−1)dθdy
)p−1
p
≤ CM,n,p|x1 − x2|‖∂tu(t, ·)‖Lpw , a.e. t ∈ [0, T ].
Combining this with the continuity of the path of Xt, we have that for a.e. s ∈ [0, T ]
lim
m→∞
m−1∑
k=0
(∂tun)(s,Xtk+1)1[tk≤s<tk+1](s) = ∂sun(s,Xs).
Taking into account that P-a.s. M˜ := sups∈[0,T ] |Xs| < ∞ and the inequality (3.12),
we have that∣∣∣∣∣
m−1∑
k=0
(∂tun)(s,Xtk+1)1[tk≤s<tk+1](s)
∣∣∣∣∣ ≤
m−1∑
k=0
| sup
0≤k≤m−1
(∂tun)(s,Xtk+1)|1[tk≤s<tk+1](s)
≤ CM˜,n,p
m−1∑
k=0
‖∂tu(s, ·)‖Lpw 1[tk≤s<tk+1](s)
= CM˜,n,p ‖∂tu(s, ·)‖Lpw .
Hence, it follows from the dominated convergence theorem that P-a.s.
lim
m→∞ I1,m =
∫ t
0
∂tun(s,Xs)ds, t ∈ [0, T ].
Next, we investigate I2,m. Since u ∈ W2,p,w1,q,b˜1(T ), we have J˜
−1u ∈ W2,p1,q (T ). Then
it follows from [14, Lemma 10.2] and (2.15) that u ∈ C(R × Rd). For any t ∈ [0, T ],
by the definition of un, [14, Lemma 10.2] and Lemma 2.4, we have un(t, ·) ∈ C2(Rd)
and for any j ∈ {0, 1, 2}
‖∇jun‖T,∞ ≤ ‖u‖T,∞
∫
Rd
|∇jρn(x− y)|dy
= ‖J˜−1u‖T,∞
∫
Rd
|∇jρn(y)|dy
≤ Cn,jCT,p,q,d
(
‖∂tJ˜−1u‖Lpq (T ) + T‖J˜−1u‖W 2,pq (T )
)
. (3.13) sup-nnun
For j ∈ {0, 1, 2}, any t, s ∈ [0, T ] and M > 0,
sup
|x|≤M
∥∥∇jun(t, x)−∇jun(s, x)∥∥
≤ sup
|x|≤M
∫
Rd
|u(t, y)− u(s, y)||∇jρn(x− y)|dy
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≤ |t− s| sup
|x|≤M
∫ 1
0
∫
Rd
|∂tu(s+ θ(t− s), y)||∇jρn(x− y)|dydθ
≤ CM,n,q,j|t− s|
(∫ 1
0
‖∂tu(s+ θ(t− s), ·)‖qLpwdθ
)1
q
≤ CM,n,q,j‖u‖W p,w1,q (T )|t− s|
q−1
q . (3.14) nnu-nnu
By Itoˆ’s formula, we have
I2,m =
m−1∑
k=0
(∫ tk+1
tk
〈(b1 + b2 + b0)(s,Xs) + ξ(s),∇un(tk,Xs)〉ds
+
1
2
∫ tk+1
tk
tr
(
σσ∗(s,Xs)∇2un(tk,Xs)
)
ds
+
∫ tk+1
tk
〈∇un(tk,Xs), σ(s,Xs)dWs〉
)
=
∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),
m−1∑
k=0
∇un(tk,Xs)1[tk≤s<tk+1](s)〉ds
+
1
2
∫ t
0
m−1∑
k=0
tr
(
σσ∗(s,Xs)∇2un(tk,Xs)
)
1[tk≤s<tk+1](s)ds
+
∫ t
0
〈
m−1∑
k=0
∇un(tk,Xs)1[tk≤s<tk+1](s), σ(s,Xs)dWs〉.
It follows from (3.14) that∣∣∣∣∣
m−1∑
k=0
{
(∇un(tk,Xs)−∇un(s,Xs)) +
(∇2un(tk,Xs)−∇2un(s,Xs))}1[tk≤s<tk+1](s)
∣∣∣∣∣
≤ CM,n,q
(
t
m
) q−1
q
,
where M = sups∈[0,t] |Xs|. Then
lim
m→∞
m−1∑
k=0
(∇un(tk,Xs) +∇2un(tk,Xs))1[tk≤s<tk+1](s)
= ∇un(s,Xs) +∇2un(s,Xs).
Since
∫ T
0 (|b1(s,Xs)|+ |b2(s,Xs)|+ |b0(s,Xs)|+ |ξ(s)|) ds < ∞ and ‖σ‖∞ < ∞, it
follows from (3.13) and the dominated convergence theorem that P-a.s.
lim
m→∞
(∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),
m−1∑
k=0
∇un(tk,Xs)1[tk≤s<tk+1](s)〉ds
+
1
2
∫ t
0
m−1∑
k=0
tr
(
σσ∗(s,Xs)∇2un(tk,Xs)
)
1[tk≤s<tk+1](s)ds
)
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=
(∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),∇un(s,Xs)〉ds
+
1
2
∫ t
0
tr
(
σσ∗(s,Xs)∇2un(s,Xs)
)
ds
)
, t ∈ [0, T ].
Let τ˜M = inf{s > 0 | |Xs| ≥M}. Then (3.14) yields that
lim
m→∞E
∫ t∧τ˜M
0
∣∣∣∣∣σ∗(s,Xs)
m−1∑
k=0
(∇un(tk,Xs)−∇un(s,Xs))1[tk≤s<tk+1](s)
∣∣∣∣∣
2
ds
≤ lim
m→∞CM,n‖σ‖
2
(
t
m
)2(q−1)
q
t
= 0.
Hence, P-a.s.
lim
m→∞ I2,m =
∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),∇un(s,Xs)〉ds
+
1
2
∫ t
0
tr
(
σσ∗(s,Xs)∇2un(s,Xs)
)
ds
+
∫ t
0
〈∇un(s,Xs), σ(s,Xs)dWs〉.
By letting m→∞ in (3.11), we obtain that Itoˆ’s formula for un(t, x):
un(t,Xt)− un(0,X0) =
∫ t
0
∂tun(s,Xs)ds
+
∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),∇un(s,Xs)〉ds
+
1
2
∫ t
0
tr
(
σσ∗(s,Xs)∇2un(s,Xs)
)
ds
+
∫ t
0
〈∇un(s,Xs), σ(s,Xs)dWs〉
=: I1(n) + I2(n) + I3(n) + I4(n). (3.15) ito-un
Step (ii): we shall complete the proof of this lemma by using the approximation
argument.
It is clear that for any j ∈ {0, 1}, we have ‖∇jun‖T,∞ ≤ ‖∇ju‖T,∞. It follows
from (2.21), u ∈ W2,p,w
1,q,b˜1
(T ), [14, Lemma 10.2] and Lemma 2.4 that
sup
t∈[0,T ]
|u(t, x)− u(t, y)| ≤ CT,‖∇b˜1‖T,∞,‖J˜−1u‖
W
p,1
1,q (T )
|x− y|,
sup
t∈[0,T ]
|∇u(t, x)−∇u(t, y)| ≤ CT,‖∇b˜1‖T,∞ sup
t∈[0,T ]
∣∣∣(J˜∇(J˜−1u))(t, x) − (J˜∇(J˜−1u))(t, y)∣∣∣
+ CT,‖∇b˜1‖T,∞‖J˜∇J˜
−1u‖T,∞|x− y|
≤ CT,‖∇b˜1‖T,∞,‖J˜−1u‖
W
p,1
1,q
(T )
|x− y|δ′
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+ CT,‖∇b˜1‖T,∞,‖J˜−1u‖
W
p,1
1,q
(T )
|x− y|,
with some δ′ < 1− dp − 2q . Then for any j ∈ {0, 1}
‖∇jun −∇ju‖T,∞
= sup
x∈Rd,t∈[0,T ]
∫
Rd
∣∣∇ju(t, x− y)−∇ju(t, x)∣∣ ρn(y)dy
= sup
x∈Rd,t∈[0,T ]
∫
Rd
∣∣∣∇ju(t, x− y
n
)−∇ju(t, x)
∣∣∣ ρ(y)dy
≤
CT,‖∇b˜1‖T,∞,‖J˜−1u‖
W
p,1
1,q (T )
∫
Rd
(
|u| ∨ |u|δ′
)
ρ(u)du
nδ′
,
which implies limm→∞ ‖∇jun −∇ju‖T,∞ = 0. Applying the dominated convergence
theorem to I2(n) and I4(n), we get P-a.s. (by a subsequence if necessary)
lim
n→∞ (I2(n) + I4(n)) =
(∫ t
0
〈(b1 + b2 + b0)(s,Xs) + ξ(s),∇u(s,Xs)〉
+
∫ t
0
〈∇u(s,Xs), σ(s,Xs)dWs〉 , t ∈ [0, T ].
Let R > 0 and τR = inf{t ∈ [0, T ] |
∫ t
0 |ξ(s)|ds > R}. Then it follows from (2) of
Lemma 3.2 that
E
∫ T∧τR
0
‖σσ∗(∇2un −∇2u)(s,Xs)‖HSds
≤ ‖σ‖2∞E
∫ T∧τR
0
‖(∇2un −∇2u)(s,Xs)‖HSds
≤ C
(
1 + E
∫ T∧τR
0
|ξ(s)|ds
)
‖∇2un −∇2u‖Lpq(T ).
It is clear that for any t ∈ [0, T ],
‖∇2un(t, ·)‖Lp ≤ ‖∇2u(t, ·)‖Lp ,
lim
n→∞ ‖∇
2un(t, ·) −∇2u(t, ·)‖Lp = 0.
Then by the dominated convergence theorem that
lim
n→∞
∫ T
0
‖∇2un(t, ·) −∇2u(t, ·)‖qLpdt = 0,
which implies
lim
n→∞E
∫ T∧τR
0
‖σσ∗(∇2un −∇2u)(s,Xs)‖HSds = 0.
Thus there exists a subsequence unk such that on {τR > T}
lim
k→∞
∫ t
0
tr
(
σσ∗(s,Xs)∇2unk(s,Xs)
)
ds
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=
∫ t
0
tr
(
σσ∗(s,Xs)∇2u(s,Xs)
)
ds, t ∈ [0, T ]. (3.16) lim-nn2un
Since limR→∞ P(τR ≤ T ) = 0, by Cantor’s diagonal argument, there exists a subse-
quence, which we also denote by unk , such that (3.16) holds P-a.s.
For I1(n), it follows from the property of convolution that∣∣∣∣∣∂tun(s, x)− ∂tu(s, x)√1 + |x|2
∣∣∣∣∣ ≤
∫
Rd
|∂tu(s, x− y)|√
1 + |x− y|2
∣∣∣√1 + |x− y|2 −√1 + |x|2∣∣∣√
1 + |x|2 ρn(y)dy
+
∫
Rd
∣∣∣∣∣ ∂tu(s, x− y)√1 + |x− y|2 −
∂tu(s, x)√
1 + |x|2
∣∣∣∣∣ ρn(y)dy
≤
∫
Rd
|∂tu(s, x− y)|√
1 + |x− y|2
|y|√
1 + |x|2 ρn(y)dy
+
∫
Rd
∣∣∣∣∣ ∂tu(s, x− y)√1 + |x− y|2 −
∂tu(s, x)√
1 + |x|2
∣∣∣∣∣ ρn(y)dy
≤ 1
n
∫
Rd
|∂tu(s, x− y)|√
1 + |x− y|2ρn(y)dy
+
∫
Rd
∣∣∣∣∣ ∂tu(s, x− y)√1 + |x− y|2 −
∂tu(s, x)√
1 + |x|2
∣∣∣∣∣ ρn(y)dy
≡ J1,n(s) + J2,n(s).
By convolution inequality,
‖J1,n(s)‖Lp ≤ 1
n
‖∂tu(s, ·)‖Lpw , ‖J2,n(s)‖Lp ≤ 2‖∂tu(s, ·)‖Lpw ,
lim
n→∞ ‖J2,n(s)‖
p
Lp ≤ limn→∞
∫
Rd

∫
Rd
∣∣∣∣∣∣
∂tu(s, x− yn)√
1 + |x− yn |2
− ∂tu(s, x)√
1 + |x|2
∣∣∣∣∣∣
p
dx

 ρ(y)dy
= 0.
Hence ∥∥∥∥∥∂tun(s, ·)− ∂tu(s, ·)√1 + | · |2
∥∥∥∥∥
Lp
≤ 3‖∂tu(s, ·)‖Lpw , (3.17) supn-pps-un
lim
n→∞
∥∥∥∥∥∂tun(s, ·)− ∂tu(s, ·)√1 + | · |2
∥∥∥∥∥
Lp
= 0. (3.18) pps-un-u
Let τ˜R = inf{t ∈ [0, T ] | |Xt| > R}. Then by (2) of Lemma 3.2
E
∫ T∧τR∧τ˜R
0
|∂tun(s,Xs)− ∂tu(s,Xs)| ds
≤
√
1 +R2E
∫ T∧τR∧τ˜R
0
|∂tun(s,Xs)− ∂tu(s,Xs)|√
1 + |Xs|2
ds
≤ C
√
1 +R2
(
1 + E
∫ T∧τR∧τ˜R
0
|ξ(s)|ds
)
‖∂tun − ∂tu‖Lp,wq (T ).
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It follows from (3.17), (3.18) and the dominated convergence theorem that
lim
n→∞ ‖∂tun − ∂tu‖Lp,wq (T ) = 0,
which implies that
lim
n→∞E
∫ T∧τR∧τ˜R
0
|∂sun(s,Xs)− ∂su(s,Xs)| ds = 0.
Hence, by the Cantor’s diagonal argument, there exists a subsequence, denoted also
by un, such that P-a.s.
lim
n→∞
∫ t
0
|∂tun(s,Xs)− ∂tu(s,Xs)|ds = 0, t ∈ [0, T ].
Combining all these together, we complete the proof by taking n→∞ in (3.15).
4 Applications
Consider (1.1) with a = 12σσ
∗ satisfying (H1) , and
(H4) for every T > 0, supt∈[0,T ] |b(t, 0)| < ∞ and ‖∇b‖T,∞ < ∞, and there exist
p, q ∈ (1,∞) with dp + 2q < 1 such that b0,∇σ ∈ Lpq(T ).
By Remark 2.1, (H1), (H4) and Theorem 3.1, we can follow the proofs of [32,
Theorem 1.1] or [30, Theorem 2.1] to prove (1.1) has a unique strong solution. Let
Pt be the associated semigroup generated by Xt. In this section, we shall investigate
Harnack inequalities for (1.1).
We first establish log-Harnack inequality following the methodology of [15].
log-Har Theorem 4.1. Assume (H1) and (H4). Then there exists K1 > 0 such that
PT log f(x) ≤ logPT f(y) + K1|x− y|
2
κ1T
, x, y ∈ Rd, f ∈ B+b (Rd). (4.1) log-H
Fix some T > 0. By Remark 2.1, (H1) and (H4), it follows from Theorem 2.1
that the following system has a unique solution
∂tφ
i + tr(a∇2φi) + (b+ b0) · ∇φi = −bi0 + λφi, φi(T, x) = 0, i = 1, · · · , d, (4.2) equ-pa-v2
with a = 12σσ
∗. Let φ = (φ1, · · · , φd) and Φs(x) = x+φ(s, x), s ∈ [0, t]. Since dp+ 2q <
1, it follows from (2.4) that we can choose large enough λ such that ‖∇φ‖T,∞ < 12 .
Then
1
2
|x− y| ≤ |Φs(x)− Φs(y)| ≤ 3
2
|x− y|, (4.3) Ph
2
3
|x− y| ≤ |Φ−1s (x)− Φ−1s (y)| ≤ 2|x− y|, s ∈ [0, T ], x, y ∈ Rd. (4.4) Ph-inv
By Lemma 3.3, we have
dΦs(Xs) = (∂sΦs(Xs) + LsΦs(Xs)) ds+ (I +∇φ(s,Xs)) σ(s,Xs)dWs
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= (b(s,Xs) + b0(s,Xs)) ds+ (∂sφ(s,Xs) + Lsφ(s,Xs)) ds
+ (I +∇φ(s,Xs)) σ(s,Xs)dWs
= (b(s,Xs) + λφ(s,Xs)) ds+ (I +∇φ(s,Xs)) σ(s,Xs)dWs.
Let Ys = Φs(Xs) and Xs = Φ
−1
s (Ys). Define
Z(s, y) = (b+ λu)(s,Φ−1s (y)), Σ(s, y) =
(
I +∇φ(s,Φ−1s (y))
)
σ
(
s,Φ−1s (y)
)
.
Then we transform (1.1) to
dYs = Z(s, Ys)ds+Σ(s, Ys)dWs, Y0 = Φ0(X0). (4.5) equ-y
It is clear that
∇Σ ∈ Lpq(t),
1
4
κ1|x|2 ≤ |Σ∗(s, y)x|2 ≤ 9
4
κ2|x|2, s ∈ [0, T ], x, y ∈ Rd,
and there exists K¯1 > 0 such that
|Z(s, y1)− Z(s, y2)| ≤ K¯1|y1 − y2|, y1, y2 ∈ Rd, s ∈ [0, T ].
Let Tsf(x) = Ef(Y xs ) with Y x0 ≡ x. Hence, we have the following log-Harnack
inequality for (4.5). Since ‖∇Σ‖ ∈ Lpq(T ) and ‖∇Z‖T,∞ <∞, the proof of this lemma
follows from that of [15, Proposition 2.1] completely.
Lemma 4.2. There exists K˜0 such that for any f ∈ B+b (Rd),
TT log f(y) ≤ log TTf(x) + K˜0|x− y|
2
κ1T
, x, y ∈ Rd.
Since Psf(x) = Ef(X
x
s ) = Ef(Φ
−1
s (Y
Φ0(x)
s )) = Tsf¯(Φ0(x)) with f¯(·) = f(Φ−1s (·)),
Theorem 4.1 follows from this lemma and (4.3) directly.
Next, we shall establish the Harnack inequality with power for (1.1). Before our
detailed discussions, we give some remarks on the Harnack inequality with power for
SDEs with irregular coefficients.
rem-Har Remark 4.1. For b0 ∈ Lpq(t) with p, q ∈ (1,∞) satisfying dp + 2q < 1, since ‖∇Σ‖ ∈
Lpq(t) does not yield that ∇Σ(t, ·) is bounded. So (4.5) does not fulfill conditions to
derived Harnack inequalities with power in [25]. [19] established Harnack inequalities
with an extra constant for SDEs whose drift merely satisfies the Lp-Lq integral condi-
tion. Since there exists an extra constant, the Harnack inequality established in [19]
can not yield the strong Feller property of the associated semigroup.
Recently, the author in [8] assume that the non-regular drift b0 satisfies b0 ∈ Lpq(T )
with dp +
2
q < 1 and ∫
Rd
|b0(t, x+ y)− b0(t, x)|pdx ≤ Kp(t)|y|p (4.6) C-Huang
with K ∈ Lqloc([0,∞)). Then Harnack inequalities were derived. However, the con-
ditions used in [8] are not real conditions that allow the drift to be singular in space
variable. In fact, given t ∈ [0, T ], b0(t, ·) ∈ Lp(Rd) and (4.6) imply by the definition
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of the Besov space Bγp,∞, see [23, Section 2.5.12], that b0(t, ·) ∈ ∩γ<1Bγp,∞ and there
exists C > 0 such that
‖b0(t, ·)‖Bγp,∞ ≤ C(K(t) + 1), a.e. t ∈ [0, T ].
Since dp +
2
q < 1, there exists γ − dp > 0 for γ being closed to 1. By the embedding
theorem of Besov space, see [3, Theorem 6.5.1], we have
b0(t, ·) ∈ B
γ− d
p∞,∞(Rd) = C
γ− d
p (Rd),
d
p
< γ < 1.
Then b0(t, ·) is bounded and (γ − dp)-Ho¨lder continuous for any γ ∈ (dp , 1) and there
exists C > 0 such that
‖b0‖q
C
γ− dp
q (T )
≤ C
∫ T
0
(K(t) + 1)qdt.
Our main result on the Harnack inequality with power is the following theorem,
which can be applied to SDEs with singular drift without extra regularity assumption
and the diffusion coefficient is Ho¨lder continuous with order greater than 12 .
HHar Theorem 4.3. Fix T > 0. Assume (H1) and (H4), and that there exist cT > 0 and
β > 0 such that
‖σ(t, x) − σ(t, y)‖HS ≤ cT |x− y|β , x, y ∈ Rd. (4.7) Ho-si
(1) If β ≥ 12 , then there are KT ,K1,T > 0 such that for any γ > 1+4
(√
1 +
λ21
8λ2
− 1
)−1
,
we have the following Harnack inequality with extra constant
(Ptf)
γ(y) ≤ Ptfγ(x) exp
{
TK1,T +
KT |x− y|2
(1− e−KTT )
}
, f ∈ B+b (Rd). (4.8) HH-1
(2) If dp+
2
q <
1
2 and β >
1
2 , then there exists KT > 0 such that for any γ > (1+
6
√
2λ2√
λ1α0
)2
with α0 = (1− dp − 2q ) ∧ β, any α ∈ (12 , 1− dp − 2q ) ∩ (12 , β], we have
(Ptf)
γ(y) ≤ Ptfγ(x) exp
{ √
γ(
√
γ − 1)KT (|x− y|2 ∨ |x− y|2α)
2δγ,T (
√
λTα(
√
γ − 1)− 2δγ,T )(1 − e−KT T )
}
.
where δγ,T =
3λ2
2 ∨
√
λ1α(
√
γ−1)
4
√
2
and f ∈ B+b (Rd).
The proof of (1) of Theorem 4.3 just follows that in [19] and Krylov’s estimate in
Theorem 3.1 directly, and we leave it to readers. We focus on establishing Harnack
inequality without extra constant. To this aim, we first investigate the following
equation
dXˆt = bˆ(t, Xˆt)dt+ σˆ(t, Xˆt)dWt, (4.9) equ-hhX
where bˆ : [0,∞) × Rd → Rd and σˆ[0,∞) × Rd → Rd ⊗ Rd satisfying the following
conditions
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(H5) Fix T > 0. Assume there exist α ∈ (12 , 1] and positive constants KT , δT , λT
such that for x, y ∈ Rd, t ∈ [0, T ]
2〈bˆ(t, x)− bˆ(t, y), x− y〉+ ‖σˆ(t, x)− σˆ(t, y)‖2HS ≤ KT |x− y|2 ∨ |x− y|2α,
|(σˆ(t, x)− σˆ(t, y))∗(x− y)| ≤ δT |x− y|, σˆ(t, x)σˆ∗(t, x) ≥ λT .
Let Xˆt solve (4.9) with Xˆ0 = x. Set η(t) =
2α−θ
KT
(1 − eKT (t−T )) with θ ∈ (0, 2α) and
let Yˆt solve the following equation with Y0 = y
dYˆt = bˆ(t, Yˆt)dt+ σˆ(t, Yˆt)dWt +
σˆ(t, Yˆt)σˆ
−1(t, Xˆt)(Xˆt − Yˆt)
η(t)(|Xˆt − Yˆt|2−2α ∧ 1)
1[0,T )(t)dt, (4.10) equ-hhY
The following lemma is crucial to establish the Harnack inequality for (1.1).
Har-pow Lemma 4.4. Fix T > 0. Assume (H5). Suppose that (4.9) has a unique strong
solution and for any (x, y) ∈ R2d, the martingale solution to the system (Xˆt, Yˆt) with
(Xˆ0, Yˆ0) = (x, y) is well-posed on [0, T ). Let
Rs = exp
{
−
∫ s
0
〈
σˆ−1(t, Xˆt)(Xˆt − Yˆt)
η(t)(|Xˆt − Yˆt|2−2α ∧ 1)
,dWt
〉
−1
2
∫ s
0
∣∣∣∣∣ σˆ
−1(t, Xˆt)(Xˆt − Yˆt)
η(t)(|Xˆt − Yˆt|2−2α ∧ 1)
∣∣∣∣∣
2
dt

 , s ∈ [0, T ]. (4.11) Rs
Then we have the following two conclusions.
(i) For γ0 =
λT θ
2
8(2δT+
√
λT θ)δT
, one has
sup
s∈[0,T ]
ER1+γ0s ≤ exp
{
(4δT +
√
λT θ)θK(|x− y|2 ∨ |x− y|2α)
16(2δT +
√
λT θ)(2α− θ)(1− e−KTT )δ2T
}
. (4.12) R1q0
(ii) Let Pˆt be the associated transition semigroup of Xˆt. For any f ∈ B+b (Rd),
x, y ∈ Rd and γ >
(
1 + 2δT√
λTα
)2
, we have
(Pˆtf)
γ(y) ≤ Pˆtfγ(x) exp
{ √
γ(
√
γ − 1)KT (|x− y|2 ∨ |x− y|2α)
4δγ,T (
√
λTα(
√
γ − 1)− 4δγ,T )(1− e−KTT )
}
,
(4.13)
where δγ,T = δT ∨
√
λTα(
√
γ−1)
4 .
Proof. Fix (x, y) ∈ R2d. Since the martingale solution of the system (Xˆt, Yˆt) is
well-posed, there exist a system of process (Xˆt, Yˆt,Wt)t∈[0,T ) and a probability space
with filtration (Ω,F ,P,Ft)t∈[0,T ) such that {W}t∈[0,T ) is a Brownian motion w.r.t.
(Ω,F ,P,Ft)t∈[0,T ) and (Xˆt, Yˆt,Wt)t∈[0,T ) satisfies (4.9) and (4.10). Let τn = inf{t ∈
[0, T ) | |Xˆt|+ |Yt| ≥ n}, and let
W˜t =Wt +
∫ t
0
σˆ−1(s, Xˆs)(Xˆs − Yˆs)
η(s)(|Xˆs − Yˆs|2−2α ∧ 1)
ds, t ∈ [0, T ).
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Then the system (4.9) and (4.10) can be rewritten as
dXˆt = bˆ(t, Xˆt)dt+ σˆ(t, Xˆt)dW˜t − Xˆt − Yˆt
η(t)(|Xˆt − Yˆt|2−2α ∧ 1)
1[0,T )(t)dt,
dYˆt = bˆ(t, Yˆt)dt+ σˆ(t, Yˆt)dW˜t,
and it follows from Girsanov’s theorem that {W˜t}0≤t≤s∧τn is a Brownian motion under
Rs∧τnP for any s ∈ [0, T ). By Itoˆ’s formula,
d|Xˆt − Yˆt|2 = 2〈bˆ(t, Xˆt)− bˆ(t, Yˆt), Xˆt − Yˆt〉dt− 2|Xˆt − Yˆt|
2α ∨ |Xˆt − Yˆt|2
η(t)
dt
+ 2〈Xˆt − Yˆt, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t〉
+ ‖σˆ(t, Xˆt)− σˆ(t, Yˆt)‖2HSdt
≤ KT |Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|2αdt− 2|Xˆt − Yˆt|
2α ∨ |Xˆt − Yˆt|2
η(t)
dt
+ 2〈Xˆt − Yˆt, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t〉, t < s ∧ τn.
Then
d
|Xˆt − Yˆt|2
η(t)
≤ KT η(t)− 2
η2(t)
|Xˆt − Yˆt|2α ∨ |Xˆt − Yˆt|2dt− η
′(t)
η2(t)
|Xˆt − Yˆt|2dt
+
2
η(t)
〈Xˆt − Yˆt, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t〉
≤ −η
′(t) + 2−KT η(t)
η2(t)
|Xˆt − Yˆt|2α ∨ |Xˆt − Yˆt|2dt
+
2
η(t)
〈Xˆt − Yˆt, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t〉
≤ −θ|Xˆt − Yˆt|
2α ∨ |Xˆt − Yˆt|2
η2(t)
dt
+
2
η(t)
〈Xˆt − Yˆt, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t〉, t < s ∧ τn.
Since α > 12 , it follows from Itoˆ’s formula that
d
|Xˆt − Yˆt|2α
η(t)
≤ − η
′(t)
η2(t)
|Xˆt − Yˆt|2αdt+ αKT
η(t)
|Xˆt − Yˆt|4α−2 ∨ |Xˆt − Yˆt|2αdt
− 2α
η2(t)
|Xˆt − Yˆt|2α ∨ |Xˆt − Yˆt|4α−2dt
+
〈
2α(Xˆt − Yˆt)
η(t)|Xˆt − Yˆt|2−2α
, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t
〉
≤ −2α+ η
′(t)− αKT η(t)
η2(t)
|Xˆt − Yˆt|2α ∨ |Xˆt − Yˆt|4α−2
+
〈
2α(Xˆt − Yˆt)
η(t)|Xˆt − Yˆt|2−2α
, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t
〉
≤ −θ|Xˆt − Yˆt|
2α ∨ |Xˆt − Yˆt|4α−2
η2(t)
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+
〈
2α(Xˆt − Yˆt)
η(t)|Xˆt − Yˆt|2−2α
, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t
〉
, t < s ∧ τn.
Then
ERs∧τn
(∫ s∧τn
0
|Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|4α−2
η2(t)
dt
)
≤ ERs∧τn
(∫ s∧τn
0
|Xˆt − Yˆt|2α ∨ |Xˆt − Yˆt|4α−2 + |Xˆt − Yˆt|2α ∨ |Xˆt − Yˆt|2
η2(t)
dt
)
≤ KT
(|x− y|2 + |x− y|2α)
θ(1 + α− θ)(1− e−KT T ) ,
which yields that
ERs∧τn logRs∧τn ≤
2KT
(|x− y|2α ∨ |x− y|2)
λT θ(2α− θ)(1− e−KTT ) , s ∈ [0, T ), n ∈ N.
Hence, {Rs∧τn}s<T,n∈N is a uniformly integrable martingale. By martingale conver-
gence theorem and τn ↑ T , Rs∧τn can be extended to T such that {Rs}s∈[0,T ] is a
martingale. Moreover, it follows from Fatou’s lemma that
sup
s∈[0,T ]
ERs logRs ≤ 2KT (|x− y|
2α ∨ |x− y|2)
λT θ(2α− θ)(1− e−KT T ) , (4.14) RlogR
which also implies that {Rs}s∈[0,T ] is a uniformly integrable martingale. Hence, by
Girsanov’s theorem, {W˜t}t∈[0,T ] is a Brownian motion under RTP. Moreover, by the
pathwise uniqueness of (4.9), {Yˆt}t∈[0,T ) can be extended to T such that limt→T Yˆt =
YˆT , and {Yˆ }t∈[0,T ] is a weak solution of (4.9) with starting point x replaced by y.
Moreover, we have XˆT = YˆT P-a.s. since (4.14) and
∫ T
0 η
−2(t)dt =∞.
Next, we prove (4.12). Since
∫ s
0
|Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|4α−2
η2(t)
dt ≤ 2KT |x− y|
2 ∨ |x− y|2α
θ(2α− θ)(1− e−KTT )
+
∫ s
0
〈
2(Xˆt − Yˆt)
θη(t)
+
2α(Xˆt − Yˆt)
θη(t)|Xˆt − Yˆt|2−2α
, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t
〉
.
Denoting by Es,n the expectation w.r.t. Rs∧τnP, then for r > 0
Es,n exp
{
r
∫ s∧τn
0
|Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|4α−2
η2(t)
dt
}
exp
{
−2rKT (|x− y|
2α ∨ |x− y|2)
θ(2α− θ)(1− e−KTT )
}
≤ Es,n exp
{
r
θ
∫ s∧τn
0
〈(
2 +
2α
|Xˆt − Yˆt|2−2α
)
Xˆt − Yˆt
η(t)
, (σˆ(t, Xˆt)− σˆ(t, Yˆt))dW˜t
〉}
≤

Es,n exp

2r
2
θ2
∫ s∧τn
0
(
2 +
2α
|Xˆt − Yˆt|2−2α
)2 |(σˆ(t, Xˆt)− σˆ(t, Yˆt))∗(Xˆt − Yˆt)|2
η2(t)
dt




1
2
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≤

Es,n exp


2δ2T r
2
θ2
∫ s∧τn
0
(
2|Xˆt − Yˆt|+ 2α|Xˆt − Yˆt|2α−1
)2
η2(t)
dt




1
2
≤
(
Es,n exp
{
32δ2T r
2
θ2
∫ s∧τn
0
|Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|4α−2
η2(t)
dt
}) 1
2
.
By taking r = θ
2
32δ2T
, we have
Es,n exp
{
θ2
32δ2T
∫ s∧τn
0
|Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|4α−2
η2(t)
dt
}
≤ exp
{
θKT (|x− y|2α ∨ |x− y|2)
8δ2T (2α − θ)(1− e−KTT )
}
. (4.15) Rq0
By Ho¨lder inequality, we have for any γ1 > 1 that
ER1+γ0s∧τn ≤
(
Es,n exp
{
(γ1γ0 + 1)γ0γ1
2(γ1 − 1)
∫ s∧τn
0
|σˆ−1(t, Xˆt)(Xˆt − Yˆt)|2
η2(t)(|Xˆt − Yˆt|4−4α ∧ 1)
dt
}) γ1−1
γ1
≤
(
Es,n exp
{
(γ1γ0 + 1)γ0γ1
2(γ1 − 1)
∫ s∧τn
0
|σˆ−1(t, Xˆt)(Xˆt − Yˆt)|2
η2(t)(|Xˆt − Yˆt|4−4α ∧ 1)
dt
}) γ1−1
γ1
≤
(
Es,n exp
{
(γ1γ0 + 1)γ0γ1
2(γ1 − 1)λT
∫ s∧τn
0
|Xˆt − Yˆt|2 ∨ |Xˆt − Yˆt|4α−2
η2(t)
dt
}) γ1−1
γ1
.
Taking γ1 = 1 +
√
1 + γ−10 which minimizes
γ1(γ1γ0+1)
γ1−1 , we have
γ1γ0(γ1γ0 + 1)
2(γ1 − 1)
√
λT
=
γ0(
√
γ0 +
√
γ0 + 1)
2
2λT
=
θ2
32δ2T
,
γ1 − 1
γ1
=
4δT +
√
λT θ
4δT + 2
√
λT θ
.
Combining this with (4.15), we have
ER1+γ0s∧τn ≤ exp
{
(γ1 − 1)θKT (|x− y|2α ∨ |x− y|2)
8γ1δ2T (2α − θ)(1− e−KT T )
}
= exp
{
(4δT +
√
λT θ)θKT (|x− y|2α ∨ |x− y|2)
16(2δT +
√
λT θ)δ
2
T (2α − θ)(1− e−KT T )
}
.
Letting n→∞, we get (4.12).
For any γ > (1 + 2δT√
λTα
)2, we set θ = 4δT√
λT (
√
γ−1) . Then θ < 2α and
1
γ−1 = γ0.
Consequently,
sup
s∈[0,T ]
(
ER
γ
γ−1
s
)γ−1
= sup
s∈[0,T ]
(
ER1+γ0s
)γ−1
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≤ exp
{
(γ − 1)(4δT +
√
λT θ)θKT (|x− y|2α ∨ |x− y|2)
16(2δT +
√
λT θ)δ2T (2α− θ)(1− e−KT T )
}
= exp
{√
γ(
√
γ − 1)KT (|x− y|2α ∨ |x− y|2)
2δT [2α(
√
γ − 1)− 4δT ](1 − e−KT T )
}
.
Therefore,
(PˆT f)
γ(y) = (ERT f(YˆT ))
γ ≤ (ER
γ
γ−1
T )
γ−1
Efγ(YˆT ) = (ER
γ
γ−1
T )
γ−1
Efγ(XˆT )
≤ PˆT fγ(x) exp
{√
γ(
√
γ − 1)KT (|x− y|2α ∨ |x− y|2)
4δT [α(
√
γ − 1)− 2δT ](1− e−KTT )
}
.
It is clear that this inequality also holds with δT replaced by δγ,T .
Proof of Theorem 4.3:
Let φ be given by (4.2) with ‖∇φ‖T,∞ < 12 , Φt(x) = x+ φ(t, x) and Yt = Φt(X2).
By (2.4), for any δ ∈ (0, 1 − dp − 2q ), we have that
sup
t∈[0,T ]
‖∇φ(t, x)−∇φ(t, y)‖ ≤ CT |x− y|δ.
Then
κ1
2
|h|2 ≤ ∣∣[σ∗(I +∇φ)∗](t,Φ−1t (x))h∣∣ ≤ 32κ2|h|2, x, h ∈ Rd, t ∈ [0, T ],
and there exists CT > 0 such that for any t ∈ [0, T ]
‖(I +∇φ)σ(t,Φ−1t (x))− (I +∇φ)σ(t,Φ−1t (y))‖HS ≤ CT |x− y|δ ∨ |x− y|β.
Setting
bˆ(t, x) = b(t,Φ−1t (x)) + λφ(t,Φ
−1(x)), σˆ(t, x) = (I +∇φ)σ(t,Φ−1t (x)),
it is clear that the conditions for bˆ and σˆ in Lemma 4.4 holds with δT =
3
2λ2, λT =
λ1
2
and any α ∈ (12 , 1− dp − 2q )∩ (0, β]. Hence, the Harnack inequality with power follows
if we prove the well-posedness of the martingale solution to the system (Xˆt, Yˆt) with
bˆ and σˆ defined as above.
To get the well-posedness, according to [20, Corollary 10.1.2], we only need to
investigate the following system (Xˆ
(n)
t , Yˆ
(n)
t ) with n ∈ N:
dXˆ
(n)
t = bˆ(t, Xˆ
(n)
t )dt+ σˆ(t, Xˆ
(n)
t )dWt,
dYˆ
(n)
t = bˆ(t, Yˆ
(n)
t )dt+ σˆ(t, Yˆ
(n)
t )dWt
+
σˆ(t, Yˆ
(n)
t )σˆ
−1(t, Xˆ(n)t )
η(t)
πn
(
Xˆ
(n)
t − Yˆ (n)t
|Xˆ(n)t − Yˆ (n)t |2−2α ∧ 1
)
1[0,T )(t)dt,
where πn : R
d → Rd defined as follows
πn(y) = y1[|y|<n] + n
y
|y|1[|y|≥n], y ∈ R
d.
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Since πn is a bounded function and σˆ is bounded and non-generated, the well-
posedness of (Xˆ
(n)
t , Yˆ
(n)
t ) can be investigated via the following system with any Brow-
nian motion {Wt}t≥0 and Girsanov’s theorem:
dXˆ
(n)
t = bˆ(t, Xˆ
(n)
t )dt+ σˆ(t, Xˆ
(n)
t )dWt
− η−1(t)πn
(
Xˆ
(n)
t − Yˆ (n)t
|Xˆ(n)t − Yˆ (n)t |2−2α ∧ 1
)
1[0,T )(t)dt, (4.16) hhXn
dYˆ
(n)
t = bˆ(t, Yˆ
(n)
t )dt+ σˆ(t, Yˆ
(n)
t )dWt. (4.17) hhYn
By (H1), (H4), (4.17) has a unique strong solution. Next, we prove (4.16) has a
pathwise unique solution. For any two solutions of (4.16), say Xˆ
(n),1
t and Xˆ
(n),2
t with
the same initial value and Yˆ
(n)
t , there exists C > 0 such that
d|Xˆ(n),1t − Xˆ(n),2t |2 ≤ C|Xˆ(n),1t − Xˆ(n),2t |2dt+ ‖σ(t, Xˆ(n),1t )− σ(t, Xˆ(n),2t )‖2HSdt
+ 2〈Xˆ(n),1t − Xˆ(n),2t , (σˆ(t, Xˆ(n),1t )− σˆXˆ(n),2t )dWt〉,
where we have used the following inequality〈
πn
(
y
|y|2−2α ∧ 1
)
− πn
(
y
|y|2−2α ∧ 1
)
, y1 − y2
〉
≥ 0.
Since (H1), (H4) and φ ∈ W 2,pq (T ), we have σˆ ∈ W 1,pq (T ). Hence, by [32, Lemma
5.4],
‖σˆ(t, Xˆ(n),1t )− σˆ(t, Xˆ(n),2t )‖HS
≤
(
|M(∇σˆ(t, ·))(Xˆ(n),1t )|+ |M(∇σˆ(t, ·))(Xˆ(n),2t )|
)
|Xˆ(n),1t − Xˆ(n),2t |,
where M is the Hardy-Littlewood maximal function defined by
(Mf)(x) = sup
r∈(0,∞)
1
|Br|
∫
Br
f(x+ y)dy
with Br = {x ∈ Rd | |x| ≤ r} and f is a locally bounded function. Consequently,
d|Xˆ(n),1t − Xˆ(n),2t |2 ≤ C|Xˆ(n),1t − Xˆ(n),2t |2
(
1 + |M(∇σˆ(t, ·))(Xˆ(n),1t )|2
+|M(∇σˆ(t, ·))(Xˆ(n),2t )|2
)
dt
+ 2〈Xˆ(n),1t − Xˆ(n),2t , (σˆ(t, Xˆ(n),1t )− σˆXˆ(n),2t )dWt〉. (4.18) path-ito
Since πn is a bounded function, for any s < T ,
W˜r =Wr−
∫ r
0
η−1(t)σˆ−1(t, Xˆ(n),1t )πn
(
Xˆ
(n),1
t − Yˆ (n)t
|Xˆ(n),1t − Yˆ (n)t |2−2α ∧ 1
)
1[0,T )(t)dt, r ∈ [0, s]
is a Brownian motion under RˆsP with
Rˆs = exp
{∫ r
0
〈
η−1(t)σˆ−1(t, Xˆ(n),1t )πn
(
Xˆ
(n),1
t − Yˆ (n)t
|Xˆ(n),1t − Yˆ (n)t |2−2α ∧ 1
)
,dWt
〉
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−1
2
∫ r
0
∣∣∣∣∣η−1(t)σˆ−1(t, Xˆ(n),1t )πn
(
Xˆ
(n),1
t − Yˆ (n)t
|Xˆ(n),1t − Yˆ (n)t |2−2α ∧ 1
)∣∣∣∣∣
2
dt


and Xˆ
(n),1
t is a weak solution of (4.17) under RˆsP. Since ∇σˆ ∈ Lpq(T ) with dp + 2q < 1,
it follows from Theorem 3.1 that for any 0 ≤ s0 < s1 ≤ s
ERˆs
[∫ r1
r0
|M(∇σˆ(t, ·))(Xˆ(n),1t )|2dt
∣∣∣Fs0
]
≤ C‖|M(∇σˆ)|2‖
L
p/2
q/2
(s0,s1)
≤ C‖∇σˆ‖Lpq(s0,s1),
where in the last inequality we use [32, Lemma 5.4]. Then, it follows from [30, Lemma
3.5] that for any c ∈ R
ERˆs exp
{
c
∫ s
0
|M(∇σˆ(t, ·))(Xˆ(n),1t )|2dt
}
<∞, s ∈ [0, T ).
Since πn is bounded, ERˆ
−m
s < ∞ for any m ∈ N and s ∈ [0, T ). Then the Ho¨lder
inequality yields that for any c
E exp
{
c
∫ s
0
|M(∇σˆ(t, ·))(Xˆ(n),1t )|2dt
}
<∞, s ∈ [0, T ).
A similar inequality can be established for Xˆ
(n),2
t . Combining these with (4.18) and
stochastic Gronwalls inequality, see [30, Lemma 3.8], the pathwise uniqueness follows.
Therefore, the proof is completed.
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