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§ 0: Introduction: 
Multivariate probability inequalities arise from attempts to describe 
a probability P6(A) where A is a Borel set inn-dimensional Euclidean 
space, Rn, and 6 is a parameter in a set 0. The set A will ordinarily 
have some special properties such as convexity and/or certain types of 
symmetry, but will still be sufficiently complicated to exclude the explicit 
calculation of P6(A) except possibly for some particular values of 6 . 
The special properties of A can lead to results which describe, at least 
partially, the behavior of P6(A) as a function of 6. For example, a 
classical result due to Anderson (1955) implies that: (i) if P6 is the 
normal distribution on Rn with mean vector e E Rn, and (ii) if Ac Rn 
is convex and symmetric (i.e.: A= -A), then for each e € Rn, Pc8 (A) is 
a decreasing function of c for c € [O,m) • In particular, 
n Pe(A) = Po(A-8) ~ Po(A) for 8 € R • 
Much of the work in multivariate probability inequalities has been 
done in the last decade. In the recent book of Tong (1980) on multivariate 
probability inequalities, more than half of the references have been written 
since 1970. Because of its relative youth, results in this area are not 
widely known outside the group of people who work on such problems. However, 
there are a variety of probabilistic and statistical problems which have 
led to results which are referred to as multivariate probability inequalities. 
To provide some motivation for the rather abstract problems discussed 
below, we will now describe three concrete problems which can be attacked 
by the general methods described in this paper. 
Problem 0.1: Consider a two dimensional random vector X with coordinates 
xl and x2. An intuitively appealling condition which expresses "positive 
dependence" between x1 and x2 is 
(0.1) P{X1 ~ c1 , x2 ~ c2} > P{X1 ~ c1 }P{X2 ~ c2}, 
for all cl, c2. Condition (0.1) is equivalent to the conditional 
probability inequality 
(0.2) P{X1 ~ c1 jx2 ~ c 2} ~ P{X1 ~ c1} 
for all cl' c2. One of the most useful sufficient conditions which 
implies (0.1) is provided by the notion of association introduced in Esary 
et al. (1967). The random variables x1 and x2 are associated if 
(0. 3) cov{f(X),g(X)} > 0 
for all bounded measurable real valued functions f and g which are 
increasing in each of their two arguments when the other one is held fixed. 
If we pick f to be the indicator function of [c1,=) and g to be the 
indicator of/ [c2 ,=) , then (0.3) yields (0.1). For a discussion of other 
measures of positive dependence and an example which shows (0.1) does not 
imply (0.3), see Tong (1980, Chapter 5). A problem which has received 
considerable attention concerns providing sufficient conditions on a 
distribution so that (0.3), and the obvious extension of (0.3) to 
n-dimensional distributions, holds. At this point, we simply note that a 
partial order on R2 has appeared - namely, the coordinatewise partial 
order. To be more specific, for x,y E R2 write x~y to mean 
x. < y., i = 1 2 ].- ]. , . A real valued function f on R2 is increasing 
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relative to < if x ~ y implies f(x) ~ f(y) . Thus x1 and x2 are 
associated if (0.3) holds for all f and g which are increasing. These 
ideas will appear again later. 
Problem 0.2: Let XE Rk have a multinomial M(p,k,n) distribution. 
Thus, X has non-negative integer valued coordinates x1 , ... ,~ such that 
EXi = n and the probability vector p has coordinates p1, ... ,pk with 
Ep. = 1. 
1 
A random variable of interest in this situation 
is Z, defined to be the number of Xi which are zero. In other words, 
Z is the number of empty cells in a multinomial. Thus, the possible 
values of Z are 0,1, ••• ,k-l. For m = 1,2, ••• ,k, define probability 
vectors (m) p 
(m) 
pi 
by 
= {: i = 1, ..• , m i = m+l, ••• ,k 
1 
and· note that (k) has all its coordinates equal to Intuitively, p k . we 
expect z to 
is to (k) p . 
(0.4) 'i'(p) 
take on smaller 
One way to try 
= P {Z > a} 
p -
values with higher probability the closer 
to make this precise is to consider 
for a fixed number a E (0,k-1) , and try to describe the behavior of 'i' 
p 
as the vector p varies. In particular, it seems reasonable to conjecture 
that 'i'(p(m)) is decreasing in m. More generally, it may be possible to 
define an ordering on p's so that 'i' is increasing in this ordering. 
Although far from obvious, the order defined by majorization, which we will 
now describe, is appropriate for the current problem. For k u ER , let 
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u(l) ~ ••• ~ u(k) denote the ordered coordinates of u. For y,z E Rk, 
write y ~ z if 
(0.5) 
m 
~z(i) > 
k 
Ez _ 
1 (i) -
m 
Ey(i) 
1 
k 
Ey(i) 
1 
, m = 1, ... ,k-1 
When y ~ z, we say z majorizes y or y is majorized by z. It was 
shown by Wong and Yue (1973) that 'l' is increasing in the ordering < on 
probability vectors - that is, if p ~ q, then 'l'(p) ~ 'l'(q) In particular, 
(k) (k-1) 
p ~ p < < p(l) 
so '¥ (p (m)) is decreasing in m. The fact that '¥' is increasing can be 
expressed in another useful and interesting way. Let P(•lp) be the 
probability measure defined on Rk by the M(p,k,n) distribution. Thus, 
if B is a Borel set, 
P{Blp} = J h(xlp)A(dx) 
B 
where A is counting measure on the points of Rk which have integer 
coordinates and h(•lp) is the density of the M(p,k,n) distribution with 
respect to A. Now, let f be the indicator function of the set {Z ~ a} . 
Then 
(0.6) 'l'(p} = Jf(x)h(xlp)A(dx) • 
It is not difficult to show that f is increasing in the majorization 
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ordering <. What will be shown in section 4 is that for any f which is 
increasing, the corresponding , given by (0.6) is also increasing. The 
reader should keep this particular example in mind when reading Example 1.3, 
the material of section 2 and the development in section 4. 
Remark 0.1: Given a set X, a relation < on Xx X is a pre-order if 
X < X and x < y and y ~ z implies x < z (transitivity). The relation 
< is a partial order if it is a pre-order, and x ~ y and y ~ x implies 
x = y. The coordinatewise ordering on Rn is a partial order while the 
majorization ordering defined in Problem 0.2 is a pre-order. Given a 
pre-order, a real valued function f is increasing (decreasing) if x ~ y 
implies f(x) ~ f(y) (f(x) ~ f(y)) A subset of X is called increasing 
if the indicator function of the set is an increasing function. There will 
be a variety of pre-orders occurring in this paper, but the symbol < will 
be used for all such pre-orders. The context will distinguish between· 
different pre-orders and the use of the words increasing and decreasing. 
Problem 0.3: Suppose P1 and P2 are probability measures defined on the 
Borel sets B of Rn and we are faced with trying to define the notion of 
''P 2 being more concentrated about than P " 1 . Here is one 
possible definition. Write P1 < P2 if P1 (C) ~ P2 (c) for all symmetric 
convex subsets Cc Rn. The justification of this definition lies in the 
idea that O lies in the center of a convex symmetric set. The problem is 
to provide some useful conditions so that we can actually prove P1 < P2 
for particular P1 and P2 • One case which can be handled directly by 
Anderson's Theorem (1955) is the following. 
measure of a multivariate normal distribution 
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Suppose 
N(0,r.) 
i 
P. 
i 
is the probability 
for i = 1,2 and 
suppose that E1 - E2 = 6 is positive semi-definite. Since E2 is smaller 
than E1 in the sense of positive definiteness, we would ~xpect that 
P1 < P2 • To show this, first note that since ~ is positive semi-definite, 
P1 is the convolution of P2 and P3 where P3 is the probability measure 
of a N(O,~) distribution. Thus, for a convex set C, 
P1(C) = fP2(C-y)P3(dy) • 
However, Anderson's Theorem implies that P2 (C-y) ~ P2 (c) for every y. 
Hence P1 (c) ~ P2 (C) so P1 < P2 • Other examples where P1 < P2 will be 
given in section 5 along with variations on the problem discussed above. 
We now turn to a general discussion of the material covered in later 
sections of this paper. The purpose of this paper is to describe a number 
of notions and results which lead to interesting and useful probability 
inequalities. The paper is not comprehensive, but rather topics have been 
selected to give a flavor of both the statements and proofs of some 
representative general results. Specifically, three general types of 
probability inequalities will be discussed. Of course, the three problems 
above are particular examples of problems treated later. 
To motivate the formulation of a general problem described in the next 
section, let (X,B) be a measurable space and suppose P1 and P2 are 
probability measures defined on B. A common description of a probability 
inequality is: 
(O. 7) P1 (A) ~ P2 (A) , A EA 
where A is some interesting class of sets (A might be the convex symmetric 
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sets in a vector space or perhaps a class of sets which are increasing 
relative to a pre-order on X). With IA denoting the indicator function 
of A, (0.7) can be written 
Now, let F be the class of functions which can be written in the form 
f(x) 
m 
= Ia.IA (x) 
1 1 i 
where m is some positive integer, a.> 0 and A.€ A, i = l, ••• ,m. 
l. - l. 
Obviously, F is a convex cone of non-negative bounded measurable functions 
and (0.8) is equivalent to 
(0.9) 
The problem discussed in the next section is "Given F, find conditions on 
P1 and P2 so that (0.9) holds". The three examples of this problem in 
section 1 provide the transition from the concrete problems above to the 
rather general probability inequalities treated in sections 3, 4 and 5. 
Remark 0.2: Most of the inequalities given in this paper will be of the 
form (0.9). In many cases, the inequalities will be valid without the 
non-negativity or boundedness assumption on the elements of F. The proof 
for these extensions of (0.9) is ordinarily a matter of truncating, 
translating and taking limits. Such arguments will be left to the reader. 
In two of the three examples given in section 1, the convex cone of 
functions of (0.9) is defined in terms of a pre-order on the sample space • 
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Some general results concerning such situations are described in section 2. 
These provide structural information rather than useful criteria to 
determine when (0.9) holds. The results here are stated for pre-orders 
whereas those in the source for this material, Kamae et al. (1977), are 
given for partial orders. 
In section 3, the sample space, X, is a subset of Rn, < denotes 
the coordinatewise partial ordering, and F is the convex cone of bounded, 
increasing (in the partial ordering ~),non-negative functions on X. 
A main result in this section gives sufficient conditions on probability 
measures P1 and P2 so that (0.9) holds. This result then provides some 
useful conditions that imply the components of a random vector be associated 
(see Problem 0.1). 
Majorization, as defined in Problem 0.2, has palyed an important role 
in the development of many probability inequalities and it is the primary 
example of the theory discussed in section 4. The recent volume by 
Marshall and Olkin (1979) is an encyclopedic work which, among other things, 
covers the theory of majorization and its application to statistics, 
probability and many other branches of mathematics. However, to motivate 
the formulation of the problem treated in section 4, it is necessary to 
first give an alternative definition of x being majorized by y, 
x,y E Rn. Let P be the group of n x n permutation matrices so each 
n 
g E P is an n x n matrix and gx means the matrix g times the column 
n 
vector x. It was pointed out by Rado (1952) that y majorizes x iff 
x is in the convex hull of the set {gylg E P}. With this in mind, let 
n 
G be any subgroup of the group of n x n orthogonal matrices, 0 
n 
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Define the pre-order < on Rn by x ~ y iff x E C(y) where C(y) is 
the convex hull of the set {gylg E G} . Of course, when G = P , this 
n 
pre-order is just the majorization ordering of Problem 0.2. Let F be the 
convex cone of bounded, non-negative increasing functions defined on Rn. The 
results in section 4 give sufficient conditions on P1 and P2 so that 
(0.9) holds when G is a special type of group known as a reflection group. 
An example will indicate the developments which lead to many of the ideas 
in section 4. In the case when G = P Olkin and Marshall (1974) proved 
n ' 
that if f 1 is decreasing and is a density on Rn and if f 2 E F, 
is also in F. Of course, this provides a number of inequalities for the 
expectation of f 2 as a function of the translation parameter 8. It is 
natural to ask if there are other groups G for which the Olkin and Marshall 
result is true. Basically, Eaton and Perlman (1977) extended many results 
known to hold for the majorization ordering (G = P) to groups known as 
n 
reflection groups. This led to both a better understanding of the geometry 
of majorization and to a proof that the Marshall and Olkin result was 
valid for reflection groups. This material on reflection groups is 
developed in section 4. In addition, it is shown that the Marshall and 
Olkin result is false when G is a finite group of rotations acting 
on R2. 
In section 5, we discuss results related to and derived from Anderson's 
Theorem (1955). These results stem mainly from an attempt to describe 
the behavior of P8 (A) where A is a convex set (usually with some 
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symmetry properties) and 6 is a multidimensional parameter (often 6 is 
a translation parameter, a covariance matrix, or a vector of canonical 
correlations). For example, the work of Mudholkar (1966) is of this type 
and influenced the development of the material in section 4. To describe 
the connection, let G be a subgroup of 0 so 
n 
G induces a pre-order 
on Rn• Given a density f on Rn and a convex G - invariant set A , 
form 
f(6) = JrA(x)f(x-8)dx, 8 E Rn. 
Mudholkar proved that if f is G-invariant and if {xlf(x) ~ v} is convex 
for each v > 0, then ,(•) is decreasing in the pre-order defined by G. 
The important thing to note is that the assumptions on A and f imply 
that both IA and f are decreasing. Thus, when G = P , Mudholkar's n 
conclusion and the Marshall-Olkin (1974) conclusion are the same although 
Mudholkar's assumptions are strictly stronger. However, the Marshall-Olkin 
conclusion is false for certain groups G whereas Mudholkar's conclusion 
is valid for all groups GcO 
- n 
Thus, Mudholkar's result can be viewed 
in two ways: (i) an extension of Anderson's Theorem to which it reduces 
in the case that G ={±I}; (ii) a result which suggests that for some 
n 
groups G, it is reasonable to conjecture that the convolution of two 
decreasing functions is again decreasing (this is an alternative way to 
state the Marshall-Olkin result). In section 4, the conjecture of (ii) 
is established for reflection groups. 
Another result discussed at length in section 5 concerns the behavior 
of PA(A) when A is a special type of symmetric convex set and A is 
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a multiple correlation coefficient. Under certain conditions on the 
underlying distribution, PA(A) is shown to be a non-decreasing function 
of A. Also, some open questions are raised. 
There is very little herein that is new. Save the rather obvious 
Theorem 2.2, the material in section 2 is from Kamae et al. (1977) while 
section 3 comes from Kemperman (1977). Section 4 is an attempt to present 
recent developments in and extensions of majorization results without 
the morass of technical details which currently characterize the subject 
(see Eaton and Perlman (1977) and Conlon et al. (1977a, 1977b)). The 
strategy in this section has been to state one technical result (Theorem 4.1) 
without proof and show how many of the main results in Eaton and Perlman 
(1977), Proschan and Sethuraman (1977), Nevius et al. (1977), Hollander 
et al. (1977) and Conlon et al. (1977a, 1977b) can be proved using this 
technical result. The example at the end of section 4 is new. Section 5 
comes mainly from Mudholkar (1966) and Das Gupta et al. (1971). 
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§ 1: Notation and Preliminaries 
Given a measurable space (X, 8), M1 (or sometimes M1 (.X)) will denote 
the set of probability measures on (X,B). Let F be a convex cone of 
real valued bounded measurable functions on X. For P1 , P2 E M1 , we 
will write P1 < P2 if 
(.1.1) J f (x)P 1 (dx) ~ f £ (x)P 2 (dx) for all f E F 
The dependence of < on F will ordinarily be suppressed. One of the 
problems to be discussed at length in this paper is the following: Given 
F, find some useful and verifiable sufficient conditions on P1 and P2 
so that P1 < P2 • More generally, given·a family of probability 
measures, say P(•je) , a€ 0, one often seeks conditions so that 
Jf(x) P(dxle) has certain monotonicity properties in the parameter 8 for 
f E F. A few examples will illustrate the issues. 
Example 1.1: Take X to be the Euclidean n-space of column vectors, Rn, 
and B to be the Borel sets. Let F be the convex cone of functions 
generated by the indicator functions of closed convex symmetric sets in 
Rn (a set A is symmetric if x EA implies -x EA). Thus, f E F if£ 
for some integer m, f can be written 
m 
f(x) = E ai IA (x) 
1 i 
where a1 , ... , am are positive numbers and A1, ••• ,A are closed convex . m 
symmetric sets. Assume 0 = Rn and P(•le) has a density with respect 
to Lebesgue measure given by p(x-e), x,e E Rn. Anderson (1955) gave 
conditions on p so that for each f E F, the function 
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(1.2) 'Y(S) - J f(x)p(x-S)dx 
has the following property: Given 8, for c E [O,m), ,(cS) is non-
increasing in c. In other words, the function 'Y decreases on rays 
emanating from the origin in Rn. This example will be discussed further 
in section 5. 
Example 1~2: Again take X to be Rn and B to be the Borel sets. For 
x and y € X, write x ~ y if x. < Y. , i = l, ••• ,n where x1 ~···,xn 1 - 1 
and y1 , •.• ,yn are the coordinates of x and y. Clearly .$ is a partial 
ordering on Rn. A real valued function f defined on R0 is called 
increasing if x ~ y implies that f(x) ~ f(y). Let F be the convex 
cone of non-negative, bounded Borel measurable increasing functions. 
Consider P1 and P2 in M1 and assume that P1 and P2 
have densities with respect to a a-finite measure A on say 
dP /d').. = pi , i = 1,2. Condi.tions on A, p1 and p 2 which imply that 
(1.3) J f (x) p1 (x) A (dx) ~ J f (x)p2 (x) ').. (dx) ~ f € F 
have been given by· a number of authors. The recent art.i.cle by Kempennan 
(1977) contains an extensive discussion and bibliography for this result. 
A thorough discussion of this and related problems will be given in 
section 3. 
Example 1. 3: Let P be the group of n x n permutation matrices so P 
n n 
induces the pre-order of majorization on Rn. Thus, x < y means that 
x E C(y) where C(y) is the convex hull of the set {gylg € P} . As 
. n 
usual, let F be the convex cone of non-negative measurable, bounded and 
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increasing functions defined on Rn. In more traditional terminology, the 
increasing (decreasing) functions are called Schur convex (concave) functions 
see Marshall and Olkin (1979), p. 54. With Problem 0.2 as motivation, let 
P(•l6) be a probability measure on the Borel sets of Rn for each 6 E 0 
where 0 is a P -invariant subset of Rn. In most cases of interest, 
n 
P(•IS) has a density p(•IS) with respect to a P -invariant measure A 
n 
and the density satisfies 
p(gxlg6) = p(xla) , x E Rn, a Ee, g E P • 
n 
Given such a situation, the problem is to find additional conditions on A 
and p(•I•) which imply that 
(1.4) ~(6) = Jf(x)p(xl6)A(dx) 
is increasing in 6 for all f E F. A thorough discussion of this problem 
together with examples is given in section 4. 
In each of the three examples, the motivation for studying the problems 
has usually been a desire to obtain particular probability inequalities 
which have statistical applications. For example, when ~ given by (1.2) 
is decreasing on rays, obviously ~ is maximized for 6 = 0 and this has 
applications in studying unbiasedness properties of test functions (for an 
early paper in this area, see Das Gupta, Anderson, and Mudholkar (1964)). 
When the function ~ given by (1.4) is increasing in the majorization 
pre-order (i.e.: , is Schur convex), then one has the double inequality 
~(n1 (a)) ~ ~(6) ~ ~(n2 (e)) 
where n1 (a) has all its coordinates equal to 
- 14 -
(1/n)E.6. and n2(6) has 1 1 
•;; 
:. 
~ 
: 
·~ 
its first coordinate equal to E.8. and all other coordinates zero. 
1 1 These 
are just a couple of the many useful inequalities which can be derived by 
knowing that V is Schur convex. 
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§ 2: Pre-orderings 
Many of the multivariate probability inequalities to be considered in 
later sections can be expressed in terms of partial orderings or pre-orderings 
on either the sample space, the parameter space or both. Thus, we will 
summarize some general results on pre-ordered spaces which bear directly on 
the results of the next few sections. These results are of a technical 
nature and provide little help in solving the concrete probelms mentioned 
earlier. Although useful structural information is provided in this section, 
the reader can skip this material.on a first reading without an essential 
loss of continuity. Throughout this section, X, with or without subscripts, 
will denote a complete separable metric space and B is the a-algebra 
generated by the open sets of X. Also associated with X will be a 
pre-ordering, < such that {xix~ y} is a closed subset of X and the 
set {(x,y)lx ~ y} is a closed subset of Xx X Both Examples 1.2 and 
1.3 are special cases of this assumed structure. As usual, let F be the 
convex cone of non-negative, bounded measurable increasing functions and 
Here, P. e: Ml 
' 
i =1,2, where Ml is the set of probability measures on l. 
Given X and V a Markov kernel K is a function on B{X2 1 "'2 ' 
with values in [0,1] such that K( • lx2) e: Ml (Xl) for each x2 e: x2 and 
for each B e: B , K(B I·) is 82 measurable. Given a pre-order < on 1 -i. 
xi i = 1,2, the kernel K is increasing if K( • lx2) < K(•ly2) when 
x2 ~2 Y2 . If P 2 e: Ml (X2) and K is a Markov Kernel, the probabili.ty 
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X • 
has P2 as its marginal distribution on X2• The marginal of A on 
\ is denoted by P2oK - that is, 
(P2oK)(B1) = f K(B1 jx2)P2 (dx2) ~ 
The following is an important theoretical result useful in the study 
of the pre-ordering < between probability measures on X. 
Theorem 2.1: Let U = { (x,y) Ix~ y} EXxX and let Uy = {x]x ~ y} 
For P 1 and P 2 in M1 , the following are equivalent: 
(i) P 1 < p2 
(ii) there exists a kernel K on B xX such that K(U jy) = 1 for 
y 
ally EX and P2oK = P1 
(iii) there exists a probability measure A on XxX with first 
marginal P1 , second marginal P2 , and A(U) = 1. 
The hard part of this Theorem is (i) implies (iii) and it follows from 
Theorem 11 in Strassen (1965). Other equivalences and a discussion of this 
result is in Kamae et al. (1977). Unfortunately, given P1 and P2 
Theorem 2.1 is not of much help in deciding whether or not P
1 
< P2 • 
However, Theorem 2.1 does show that when P1 < P2 , there exists a random 
vector.(X,Y) EXxX such that the marginal distribution of X is P
1
, the 
marginal distribution of Y is P2 and X < Y a.s. 
Consider spaces X1 , X2 and X3 with pre-orders ~, i = 1,2,3 
and suppose K1 on B1xX2 is increasing. Also, suppose K2 on 
B2xX3 is increasing. Form the kernel K3 on B1xx3 by 
K3(Bllx3) = J K1 (B1 1x2)K2(dx2 1x3) xz 
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Theorem 2.2: The kernel K3 is increasing. 
Proof: Suppose f on X1 to [O,m) is non-decreasing and x3 ~3 y3 • 
It must be shown that 
(2.1) f f(x) K3(cixlx3) < Ix f(.x) K3(dxly3) • 
x1 1 
Since K1 is increasing, the function £2 given by 
£2 (x2) = J f(x) K1 (dxjx2) 
x1 
is increasing on X2 Thus, 
f 3 (x3) = f £2 (x2) K2 (dx2 1x3) 
x2 
is increasing on X
3 
as K2 is increasing. However, 
f/x3) 
so (2. 1) holds. 
= f f(x)K3 (dxlx3) 
x1 
Theorem 2.2 is an example of a class of results which might be 
called composition results - that is, a particular property of kernels is 
preserved under composit£on. We will see another example of this in 
section 4. It should be mentioned here that we have not, as yet, given 
useful conditions which can be used to check whether or not P1 < P2 
(or more generally, whether or not a kernel is increasing) in a particular 
instance. This will be rectified in the next section. 
The final result of this section, taken from Kamae et al. (1977), 
provides· a basic step in an induction proof to be given in the next 
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• section. This result also appears in Kemperman (1977). We will give this 
result for the case of two spaces. The interested reader may consult 
Kamae et al. for the general case. Consider two pre-ordered spaces X
1 
and X2 with pre-orderings <1 and <2 . Then the product space 
xlx2 with the coordinatewi~e order~ng (ie. (xl,x2) ~ (yl,y2) iff 
xi~ Yi, i = 1,2) is also a pre-ordered space. Of course X
1
xX
2 
is a 
complete separable metric space as X1 and X2 are. Assume that K1 
are two Markov kernels on Also, let P. , i = 1, 2 be 
]. 
two probability measures on X2 and as usual, form the measure A. on ]. 
Ai(B1xB2) = JB Ki(B1 !x2)Pi(dx2) , i = 1,2. 
2 
Th.eorem 2. 3: Assume that x2 ~ 2 y 2 implies that 
and also assume that P1 < P2 • Then Al< A2 on the product space 
X1x.X2 • 
Proof: This is an easy consequence of Theorem 2 .1 - see Proposi ti.on 1 of 
Kamae et al. (1977)& 
Of course, Theorem 2.3 remains valid if K1 (-jx2) is modified on a 
set of Pi measure zero since Ai, i = 1,2 remains the same. This remark 
will be used in the next section, 
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§ 3: The FKG Inequalities and Association: 
In this section, we consider the problem introduced in Example 1.2. 
n 
It is assumed that X = Il X. where 
i=l 1 
each X. 
1. 
is a Borel subset of 
The pre-order on X is the coordinatewise order - that is, x ~ y iff 
x. < y. 
l. - 1 
i = l, ... ,n for n x,y e: X ~ R • As usual, F is the convex 
cone of non-negative, bounded, Borel-measurable increasing functions. 
Given x,y e: X, the least upper·bound of x and y, denoted by xvy, 
is the vector with coordinates max{x.,y.}, i = l, •.• ,n. Also, the 
1 l. 
greatest lower bound of x and y, denoted by XAY. is the vector with 
coordinates min{x1 ,yi}, i = 1, ••. ,n. 
Now, fix a product measure A = A 0 • • .a A on X so each 1 n A. l. is a 
a-finite measure on the Borel sets of x
1
, i = l, ••• ,n. Let P1 and 
P2 be probability measures on X and assume that 
<P.- = dP. /dA 
1. 1 
is a density for i = 1,2, with respect to A • 
Theorem 3.1: If the densities and satisfy 
for all x,y e: X, then 
(3.2) Jf(x)P1(dx) ~ ff(x)P 2 (dx) 
- 20 -
• 
4 
for all f E F; that is, P
1 
< P
2 
• 
Proof: The proof is by induction on n. For n = 1, X is a subset of 
R
1
• Let 0 = {1,2} be a parameter space and define p(•I•) on Xxe by 
p(xje) = ~e(x) , 8 E 0, x EX 
For n = 1, inequality (3.1) is simply the assumption that p(•I•) has 
a monotone likelihood ratio. From Lemma 2, p. 74 in Lehmann (1959) , 
we have 
J f(x)p(~JS)A(dx) 
x1 
is a non-decreasing function of e. Thus, (3.2) holds. 
Now, assume the assertion of the Theorem holds for n-1 and 
n 
consider X = TIX •• 
1 1 
n 
Let W = X1 , Z = TIX. , and write points of 2 1 
(w,z) , w E W,z E z. Let the marginal measure of P. on Z be 
J 
Obviously, the density of Q. with respect to A
2
i•••iA is 
J n 
q.(z) = J <P.(w,z):\
1
(dw) 
J X J 
1 
j = 1,2 
For j = 1,2, the set 
C. = {zjq.(z) = 0 or q.(z) = +cio} 
J J J 
has Q. 
J 
measure zero. For z r/. C. , let 
J 
and define 
Kj (B1 I z) 
= J <P/w,z) 
B q. (z) 
1 J 
Kj arbitrarily for 
~\ (dw} 
z E C .• 
J 
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Now~ we make two claims: 
X as 
Qj • 
(i) Ql < Q2 
(ii) if zj f Cj , j = 1,2 and z1 ~ z2 , then K1 (•1z1) < K2 (•lz2) • 
Claim (i) follows from the inequality 
(3.3) 
and the induction hypothesis. The verification of (3.3) from (3.1) is 
not too difficult (see Kemperman (1977) - his proof of Theorem 5). Claim 
(ii) follows from the case of n == 1 and the inequality 
(1)2 (:w, z2) 
q2(z2) < 
~(WAW,zl)~2(wvw,z2) 
ql(zl) q2(z2) 
implied by (3.1). The conclusion of Theorem 3.1 now follows from Theorem 2.3. 
The proof of TMorem 3.1, discovered independently by Kemperman (1977) 
and Edwards (1978), rests on two facts. First, marginals of densities 
satisfying (3.1) also satisfy (3.1) and second., the resulting conditional 
distributions satisfy claim (ii}. The results in Kemperman and Edwards are 
more general than Theorem 3.1 given here as these two papers deal with 
lattices. In most statistical situations, Theorem 3.1 is sufficiently 
general. 
An important application of Theorem 3.1 concerns associated random 
variables - a term introduced in Esary, Proschan and Walkup (1967). Let 
X 6·e as in Tfieorem 3 .1 • A random vector X E X is associated if 
(3.4) 
for each pair of functions· £1 , £ 2 in F. Here, "cov" stands for 
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; 
.. 
covariance. One consequence of (3.4) is that 
(3.5) P{X. < c. 
1 - 1 
P{X. > c. 
1 - 1 
n 
i = l, ••• ,n} _> -TI P{X < c.} 
i - 1 i=l 
n 
i = l, ••• ,n} > TI P{X. > c.} 
- 1 - 1 i=l 
These two inequalities have a variety of uses in setting bounds on certain 
confidence statements (see Tong (.1980), Chapter 8). Theorem 3.1 provides 
a useful sufficient condition which implies (3.4). 
Corollary 3 .1: With X and A as in Theorem 3 .1, suppose cp is a 
density with respect to A which satisfies 
(3.6) q:(x) q,(y) < (f.(xAy) cp(xvy) 
for all x,y EX. Then (3.4) holds for all f. E F, i = 1,2. 
1 
Proof: Let X have density ~. It must be shown that 
(3.7) 
The result is clear if ff 2cp = 0:. Otherwise set cpl= cp and 
(1)2 (x) = f 2 (x}p (x) (J f 2 (x) q;(x) A (dx) )-l 
Since £2 € F and cp satisfies (3.6), it follows that cp1 and cp2 
satisfy (3.1). Thus (3.2) and hence (3.7) holds so the proof is 
complete. 
Inequality (3.7) is often called the FKG inequality because of the work of 
Fortuin, Kastelyn and Ginibre (1"971). 
In some situations, the verification of (3.6), and thus (3.1), is 
- 23 -
rather difficult. A number of sufficient conditions for (3.6) are known 
(see Kemperman (1977), § 6 for a discussion). For example, if ~(x) > 0 
for all x EX, then a sufficient condition for (3.6) is that ~ be 
totally positive of order two in each pair of arguments (with the remaining 
arguments held fixed). 
A recent application of Theorem 3.1 to testing problems in multivariate 
analysis has been given by Perlman and Olk.in (1978). They have shown that 
a wide variety of invariant testing procedures are unbiased te~ts. However, 
the monotonicity (in the componentwise ordering) of the power functions of 
such invariant tests remains an open question. A survey of unbiasedness 
results in multivariate analysis is given in Perlman (1980). 
We end this section with a brief discussion concerning association in 
absolute value. For x E Rn, write lxl for the column vector whose 
coordinates are lx1 1, i = l, ••• ,n. A random vector XE Rn is associated 
in absolute value if IXI is associated. Jogdeo (1977) has given some 
useful sufficient conditions in order that X be associated. Recently, 
Karlin and Rinott (1980) have given necessary and sufficient conditions 
that X be associated in absolute value when X has a multivariate 
normal distribution with mean zero. 
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§ 4: Majorizatiort and ·Reflection Groups: 
Much of the material in this section is motivated by the vast 
literature concerning majorization and Schur functions as introduced in 
Example 1.3. A host of useful and interesting probability inequalities 
follow from the results below. We will indicate a few of these and 
supply references for others. 
Consider n-dimensional space Rn and let G be a closed subgroup 
of O , the group of nx n 
n 
orthogonal matrices. Vectors in Rn are 
column vectors and n gx, x ER, g E G means the matrix g times the 
vector x. For y E Rn, C(y) will denote the convex hull of the set 
{gyj-g E G}.. The set C(y) is compact as G is compact. We will write 
x ~ y to mean that x E C(y), but the dependence of < on G is 
supressed. The relation < is transitive and is a pre-order on n R • 
However, x ~ gx and gx ~ x for all x E Rn and g E G. A function f 
on G-increasing (G-decreasing) if x ~ y implies that f(x) < f(y) 
(f(x) > f(y)). Let F be the convex cone of non-negative, bounded, 
Borel measurable G-increasing functions. Observe that•any f which is 
increas·ing or decreasing necessarily satisfies f (x) = f (gx) for all 
n 
x ER, g E G as x < gx and gx ~ x. In general terms, the problem to 
be discussed in this section is the following: Given two probability 
measures, P1 and P2, under what conditions will we have 
(4. 1) 
One case of particular interest is when G is the permutation group 
so the pre-order is that of majorization (see Problem 0.2 and Example 1.3). 
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Very little is known for the general problem posed above (for a 
discussion, see Eaton (1975)). However, a fair amount is known for a 
class of groups called reflection groups (see Benson and Grove (1971)). 
To define these, let r € Rn , II r II = 1 and set S = I -2rr' • Then 
r 
S is an nxn orthogonal matrix such that Sr= -r and S is the 
r r r 
identity on H ={xix€ Rn, r'x = O}. 
r 
Thus, 
through the hyperplane H , or more simply, 
r 
s 
r 
Definition 4.1: Let G be a closed subgroup of 
s 
r 
is a reflection 
is a reflection. 
0 
n 
Then, G is 
called a reflection group if there exists a set !::,. ~ {xix € Rn , llxll = l} 
such that G is the smallest closed subgroup of 
{S Ir € !::,.} • 
r 
0 which contains 
n 
In what follows, it will always be assumed that 
Q. is!. finite reflection group. 
A decomposition result for reflection groups (see Proposition 3.2 in Eaton 
and Perlman (1977)) shows there is no loss of generality with this 
assumption. For statistical applications, the three most important 
examples of reflection g~otips are: 
{i) P - the group of nxn permution matrices 
n 
(ii) V - the group of coordinate sign changes acting on Rn - V 
n n 
has 2n elements. 
(iii) P U ·o - the group generated by P and V • 
n n n n 
If G is a reflection group, then the set 
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.. 
• 
• 
• 
: 
MG) = fr I llrll = 1 , S 
r 
€ G} 
is called the ~·system of G. It is clear that if r E A(G) , then 
gr E ti(G) since g s g -1 = s for g E G. A set fio of vectors of r gr 
length one is called a generating~ for Q if G is the smallest closed 
subgroup of O which contains 
n 
{Sr Ir E 6c) }. Generating sets for P... and 
n 
V provide useful examples. 
n 
Example 4.1: Let ei, ... ,En denote the standard unit vectors in Rn. For 
P , a minimal generating set is 
n 
{ ( E i - Ei + 1) / 12 I i = 1, .• , n-1 } 
For V , a minimal generating set is 
n 
{E. Ii= l, ••• ,n} 
1 
If A0 is a generating set for G, then ti(G) = {grlr E AO, g E G} - see 
Theorem 4.2.5 in Benson and Grove (1971). 
The basic property of reflection groups, G .=On~ which simplifies a 
characterization of G-increasing functions will now be discussed. Let 
X c Rn be a G-invariant subset of Rn. Given r E A(G), let u E Rn be 
any vector such that r'u = 0 and define B c R1 by 
u,r -
B = {a I u + Br EX} 
u,r 
Note that B may be empty for certain vectors u and 
u,r 
S (u+Br) = u-8r, it is clear that B = -B 
r u,r u,r 
Theorem 4.1: Let f be a real valued function defined on 
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r E ti(G}. Since 
X, and let 
ti 0 be a generating set for G. The following are equivalent: 
(i) f is a G-increasing function. 
(ii) f is G-invariant and for each r € 60 and u such that 
r'u = 0, the function ~ defined on B by ~(S) = f(u+Br) 
u,r 
is non-decreasing for B > 0 , 8 € B • 
u,r 
Proof: This follows from the material developed in sections 3 and 4 of 
Eaton and Perlman (1977). 
The content of Theorem 4 .1 is that f € F iff f is G-invariant and 
behaves properly on certain lines in Rn - namely f must be symmetric 
and non-decreasing as a€ B moves away from zero on the line 
u,r 
{u+BrlB E R1}. Of course, a similar characterization holds for G-decreasing 
functions. That is, f is G-decreasing iff f is G-invariant and 
<P( S ) = f ( u+(3 r) is symmetric and unimodal (that is, symmetric on 
and decreasing on [ 0 , oo) .n B ) on B 
u,r u,r 
B 
u,r 
Theorem 4.1 can be use~ to give an easy proof of a basic convolution 
result. Take X = Rn and suppose f 0 is a density with respect to 
Lebesque measure on X In the notation of Example 1.3, let p(x!S) = 
f O(x-8) so we have a translation family of densities, and 0 = Rn. 
Theorem 4.2: Suppose £0 is a G-decreasing function on Rn. For any 
bounded G-decreasing function f, 
f(6) = f nf(~)f0 (x-8)dx R 
is also a G-decreasing function. 
Proof: Let r E 6(G) and let u be such that r'u = O. It must be 
shown that 
f(u+SrJ = f f(x)f0 (x-u-Sr)dx Rn 
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• 
is a decreasing function on [0, 00). (The G-invariance of V is easily 
verified as f, £0 and Lebesgue measure are all G-invariant). Write 
x ~ v+vr with v EH and 
r 
1 
v E R • First integrating on v and then 
integrating over H , the above integral is 
r 
00 
'¥(u+'3r) = J J f (v+vr)f0(v-u-(a-v)r)dvdv H -co 
r 
But, for fixed v, f(v+vr) is a symmetric function of v and is decreasing 
for v E [0,00). Also, f(y-u-or) is a symmetric function of o and 
decreases for o E [0, 00). Now, for fixed u and v, 
00 
~(B) = J f(v+vr)f0 (v-u-(B-v)r)dv 
-oo 
is the convolution of two symmetric unimodal functions on R1 , and hence 
~ is symmetric and unimodal (see Wintner (1939)). Then, integrating over 
· H also results in a symmetric unimodal function of B. By Theorem 4.1, '¥ 
r 
is G-decreasing. 
For G = P , Theorem 4.2 was first proved by Marshall and Olkin (1974). 
n 
The proof given here is from Eaton and Perlman (1977). Of course, 
Theorem 4.2 implies that if f is G-·increasing, then '¥ is G-increasing. 
Examples· of G-decreasing functions are provided by any G-invariant function 
1 f such that {xlf(x) ~ v} is convex for each v € R • In particular, if 
f is log concave and G-invariant, then f is G-decreasing. 
Since there are many useful and interesting parametric families 
which are not translation families, it is natural to ask for sufficient 
conditions on a density p(xle) so that 
,ce) = I f(x)p{xle)A(dx) 
X 
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is G-decreasing (or G-increasing) when f is G-decreasing (or G-increasing). 
When G = P , Proschan and Sethuraman (1977) and Nevius et al. (1977) 
n -
have obtained some useful sufficient conditions in order that ~ be 
monotone. These results have been extended to reflection groups in 
Conlon et al. (1977a, 1977b) by inducing an ordering on the reflection 
group. We will take a different approach here. In the discussion that 
follows, the reader is urged to keep the following examples in mind: 
(i) the translation family example with G taken as p , V or 
n n 
P UV . 
n n 
the multinomial distribution with G taken as P 
n 
(ii) 
(iii) then-variable Poisson distribution with independent coordinates, 
a different parameter for each coordinate and G = p 
n 
To set the stage for our general discussion, let G be a finite 
reflection group acting on Rn and let X ·and 0 be G-invariant Borel 
subsets of Rn. A useful property of real valued functions defined on 
X x 0 is the following. 
Definition 4.2: A function k on Xx 0 to R1 is a decreasing 
reflection (DR) functio~ if 
(i) k(x,a) = k(gx,g6) , x EX, 6 E 0, g E G 
and 
(ii) for r E Ll(G) , if r'xr'e > 0, then k(x,9) > k(x,S 9) • 
- r 
Remark 4.1: In the case that G = P 
n 
DR functions have been studied 
in a number of contexts. Savage (1957) considered this property in 
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his study of rank order statistics. DR functions were said to have 
"property M" by Eaton (1966) in a paper concerned with ranking problems. 
Later, Hollander et al. (1977) introduced the term "decreasing in 
transposition" for such functions. See Marshall and Olkin (1979, 6.F) 
for some related material. 
Remark 4.2: If we think of k(x,6) as a likelihood function, the DR 
property has an interesting geometric interpretation. For r E 6(G) , 
the condition r'xr'e > 0 means that x and e are on the same side 
of the hyperplane H = {xlr'x = 0} 
r 
Thus, condition (ii) of Definition 
4.2 means that: given x, between the two possible parameter points 
e and S 9, the one that is more likely is the one on the same side of 
r 
H as x • 
r 
Remark 4.3: In some special cases, DR functions are related•to functions 
with a monotone likelihood ratio. 
0 1 be a subset of 
Rl 
. Assume 
0 = n Let ~ be e1x ••• x 01 = R . 
consider k on X x 0 given by 
k(x,9) = 
n 
n ~ (x., e.) 
i=l 1 1 
Let x1 be a subset of Rl and let 
that X = X1x •• • xX1 = Rn and 
defined on x1 X 0 1 to [0,00), and 
for x EX and e E 0 For G = P 
n 
clearly k(gx,g0) = k(x,9) • 
It is not difficult to show that k is a DR function (G = P) iff ; 
n 
has a monotone likelihood ratio (see Eaton (1966)). 
Remark 4.4: When k on Xx 0 satisfies (i) of Definition 4.2, the 
verification of (ii) can often be restricted to a much smaller set of 
reflections than {S Ir E 6(G)} • For example, if (ii) holds for 
r 
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s 
r 
r E 60 where 60 is a set of generators, then (ii) holds for all 
Sr r E 6(G) . More generally, if 61 . is a set of roots such that 
and if (ii) holds for Sr, r E 61 , then (ii) holds for all s r When 
G = P , it is sufficient to verify (ii) for one particular r, namely 
n 
A useful connection between G-increasing (G-decreasing) functions 
and DR functions follows. 
Proposition 4.1: Assume X c Rn is a group under addition, and that G 
acts on X. Given f defined on X to R, define k1 and k 2 on 
XX X by 
k1 (x,y) = f(x-y) 
k2(x,y) = f(x+y) • 
Then, f is/G-decreasing iff k1 is a DR function. Also, f is 
G-increasing iff k2 is a DR function. 
Proof: The proof is not difficult and is omitted. 
In some cases, X is only closed under addi.tion (X is not a group but 
a semi-group). The assertion of Proposition 4.1 holds for k2 in 
this case. This observation is useful when X = (O,co)x ••• x(0,00) • 
Proposition 4.1 is closely related to results in Hollander et al. 
(1977) in the case that G = p 
n 
This result is also related to the 
work of Conlon et al. (1977a, 1977b) although they approach the problem 
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• 
• 
• 
by first defining an ordering on the group G. The following basic 
composition theorem is also related to the work in these two papers. 
Theorem 4.3: Consider Borel sets X, Y, Z ~ Rn which are acted on by 
a reflection group G. Let k1 (x,y) and k2 (y,z) be DR functions on 
X x Y and Y x Z • Let A be a a-finite G-invariant measure such that 
is well defined and finite for all x EX and z E Z 
DR function on X x Z • 
Then k3 is a 
Proof: That k3 (gx,gz) = k3(x,z) is easily verified from the G-invariance 
of k1 , k2 and A • For r E 6(G) and for x and z such that 
r'xr'z > 0, we must show that 
o = k(x,z) - k(x,S z) 
r 
is non-negative. Define Y1 ~ Y by 
Y1 = {yly E Y, r'y > O} • 
Using the assumed invariance properties of k1 , k2 and A, a bit of 
manipulation shows that 
(4. 2) 
However, when r'xr'z > 0 and y E Y1 , the assumption that k1 and k2 
are DR functions implies that the integrand in (4.2) is always non-negative • 
Thus o > 0 and the result follows. 
- 33 -
Theorem 4.3 has a number of interesting applications. This result 
together with Proposition 4.1 provides another proof of Theorem 4.2 
(in fact, a slight extension of Theorem 4.2). 
Theorem 4.4: Suppose X c Rn is a group under addition and X is 
acted on by the reflection group G. Let µ be a translation-invariant 
measure on X Suppose f 0 is a G-decreasing density with respect to 
µ and let f be a non-negative G-decreasing function. Then 
'¥ (9) - f f(x)f (x-9)µ(dx) X o 
is a G-decreasing function of e EX. 
Proof: It suffices to show that k3(e,n) = '¥(9-n) is a DR function on 
X x X • But, 
'¥(6-n) = ff(x)f0 (x-(S-n))µ(dx) 
= ff(x-n)f0 (x-S)u(dx) , 
/ 
where the last equality follows from the translation invariance of µ • 
But it is easy to show that 
kl(elx) = fo(x-9) 
and 
k2(xln) = f(x-n) 
are DR functions. The conclusion follows from Theorem 4.3. 
Remark 4.5: Theorem 4.4 applies to the case when X is the set of vectors 
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~ 
i 
~ 
• 
in Rn with integer coordinates and µ is counting measure. The group 
of interest here would ordinarily be p 
n 
Now, we consider the general problem. As usual, X and 0 are 
G-invariant subsets of Rn, A is a G-invariant measure on X. 
Suppose k(x, 8) is a DR function on X x 0 such that k( •, 8) is a 
density wi.th respect to A for each 8 e: e . Here is the problem: 
Find further conditions on k so that 
(4. 3) '¥(0) - f f(x)k(x,8)A(dx) 
X 
is G-increasing on 0 whenever f is G-increasing on X. 
Remark 4.6: The assumptions made on k are not sufficient to show 
~ in (4.3) is G-decreasing. For example let X = R2 and 
and let 
Consider 
~ (x. 'a.) 
1 1 = {.! exp -[x] , 0. e. 
1 l. 
Q if X < 0 
2 
k(x,8) = TI ~(x.,8.) • 
1 1 1 
X > 0 
2 Take A to be Lebesgue measure on R , and take G = P
2
• The results 
of Diaconis (see Marshall and Olkin (1979), 12.K.3, p. 377) show that 'l' 
is not G-decreasing for all G-decreasing f 
One possible approach is to consider 'l'(8+n) and attempt to verify this 
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is a DR function. Now, assume 0 is closed under addition and assume 
that X c Rn is a group under addition. Then, 
~(S+n) = ff(x)k(x,S+n)A(dx) . 
Following Proschan and Sethuraman (1977), now assume that {k(·IS) la E 0} 
is a convolution family - that is, assume there exists a measure v on 
X such that 
(4.4) k(x,S+n) = f k(x-y,S)k(y,n)v(dy) 
X 
for x EX, 8,n E 0. With the further assumption that A is translation 
invariant, we have 
(4.5) ~(S+n) = J f(x)k(x,a+n)A(dx) 
X 
=ff f(x)k(x-y,S)k(y,n)v(dy)A(dx) 
XX 
= J [f f(x+y)k(x,S)A(dx)]k(y,n)v(dy) 
X X 
When f is G-increasing, Theorem 4.3 shows the inside integral is a 
DR function in 8 and y. Assuming v G-invariant, a second application 
of Theorem 4.3 coupled with Proposition 4.1 yields that ~ is 
G-increasing. Summarizing all of this yields 
Theorem 4.5: Suppose X c Rn is a group under addition and 0 c Rn 
is closed under addition. Assume G is a reflection group acting on 
both X and 0 and assume that A is a translation-invariant and 
G-invariant measure on X • Let k(-. , ·) be a DR function on X x 0 
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;;. 
; 
0 
4 
such that {k(•,e)le E 0} is a convolution family with respect to a 
G-invariant measure v on X. If f is G-increasing, then 
,(e) = f f(x)k(x,8)A(dx) 
X 
is a G-increasing function on 0. 
Proof: The proof is given above. 
Although the assumptions of Theorem 4.5 are rather restrictive, this 
result does have a number of important applications. 
Example 4.2: (Poisson; Nevius, et al. (1977)). In this case, let Z be 
the set of integers in R1 , X = Zn and let A be counting measure on 
X • With n 0 = (0,00) , consider 
k(x,e) = 
The assumptions of 
" = 
A . If we let 
-8• X• 
n e l. 6. 1 
n i 
i=l xi! 
Theorem 4.5 
Pe denote 
k(•,•) , then, in terms of the 
are readily checked with G = 
the probability measure on X 
notation in section 1, we have 
p and 
n 
defined by 
Pe< Pe, 
whenever a< 8' • Such families {P8 1e E 0} were dubbed Schur families 
in Nevius et al. (1977). 
Examele 4.3:\ (Gamma shape family; Nevius et al. (1977)). Take X = Rn 
and 0 = (O,oo)n with A as Lebesgue measure. Define k by 
ei-1 -xi n x. e 
k(x,e) 1. 
= n r(e) 1(0,00)(x1..) • i=l i 
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With G = P and v =A, the assumptions of Theorem 4.5 are easily 
n 
checked. 
In the case that G = P , other examples of Schur families can be 
n 
constructed by conditioning and by mixing. 
Example 4.4: (Multinomial; Nevius et al. (1977)). Consider the multinomial 
density 
k(xjp) 
where each x. is an integer, 
1 
0 < p. < 1 
1 
and is the 
n indicator of {E1xi = N}. The sample space, X, and the domina~ing measure 
are the same as in Example 4.2. Now, suppose f is a P -decreasing 
n 
function and conijider a random vector XE X whose components are 
independent Poisson's with parameter p. , i = l, ••• ,k 
i 
Conditional on 
n E1Xi = N, X has the above multinomial distribution. But, the 
expectation of f under the multinomial distribution is proportional to 
the expectation of However, f is P -decreasing 
n 
so by Example 4.2, this expectation is P -decreasing in p. Thus the 
n . 
multinomial family is a Schur family. In other words, the Markov kernel 
defined by the multinomial distribution is an increasing kernel. 
Example 4.5: (Dirichlet; see Application 4.2 in Nevius et al. (1977)). 
Let XE Rn have independent coordinates with the i th component having 
a Gannna distribution with density 
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where 6. > 0, i = l, ••• ,n. Let f be a P -decreasing function defined 
i n 
on (0,00)n (the complement of this set in X has probability zero) and 
note that f defined by 
f(x) 
is also P -decreasing. Thus, from Example 4.3, the expectation of f(X) 
n 
is Pn-decreasing in the vector a • But (E~Xi)-lX has a Dirichlet 
distribution with parameter vector e • This shows that the Dirichlet 
family is a Schur family. 
Example 4.6: (Negative Multivariate Hypergeometric; see Application 4.2 
in Nevius et al. (1977)). Let K1 (•Jp) be the Markov kernel of the 
multinomial distribution and let K2 (·10) be the Markov kernel of the 
Dirichlet distribution. Using Examples 4.4, 4.5 and Theorem 2.2 we see 
that the kernel K3 (• I·) given by 
is again a P -increasing kernel. The Dirichlet mixture of a multinomial 
n 
distribution yields the negative multivariate hypergeometric distribution, 
so {K3(·1e)} is a Schur family. 
For the case of G = P , many other examples and applications are 
n 
given in Marshall and Olkin (1979). Although Theorems 4.4 and 4.5 are 
essentially the only general results currently available, in some cases, 
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a direct verification that 
(4.6) = f f(x)k(x,6)A(dx) 
X 
is G-increasing (or G-decreasing) is possible. What must be shown is that 
t is G-invariant and for r E ~(G) and u such that r'u = 0, the 
function 
n(B) - t(u+Br) 
is an increasing (or decreasing) function of a for B ~ 0 (when 
u+Br E 0 ). In fact, since Theorem 4.5 is relatively recent, it should 
not be surprising many results were first established using this direct 
approach. Examples of the direct approach can be found in Eaton (1970, 
1974), Rinott (1973) and Gleser (1975). 
A natural question to ask is whether o~ not any of the results of 
this section are valid for non-reflection grou~s. We will focus our 
attention on Theorem 4.2 and show by counterexample that this result is 
false with a vengeance for some very simple rotation groups in R2 • 
Let G4 be the group of rotations through n/2 (rotations in counter 
clockwise direction) so G4 has four elements. Also, let £0 be 
defined by 
= {-
0
; if llxll 
otherwise 
< 1 
so f O is a density with respect of Lebesgue measure on R
2
• Let 
- 40 -
.. 
-:; 
~ 
2 
e0 ER have coordinates (10,10) and let 
so e1 is in C(e0) - the convex hull of 
With S = {xj llxll ~ l} , define the set 
A= U C(x) 
xEs+a0 
e1 have coordinates (10,0) 
{ge0 1g E G4} - that is, e1 ~ e2 . 
A by 
Then, u EA implies that C(u) = A so IA is a G4-decreas~ng function. 
Obviously, f 0 is a G-decreasing function. Now, consider 
,(a)= JR2IA(x)f0 (x-8)dx. 
We will now argue that , is not a G4-decreasing function although , 
is the convolution of two G-decreasing functions. First note that ,(e
0
) = 1 
since S+e0 ~ A and the support of f0 (x-e0) is S+e0 • However, a 
careful analysis of the set A will convince the reader that S+e
1 
is 
not contained in A since the boundary of the set A "caves in" where 
the boundary intersects the coordinate axes. Since the support of f
0
(x-a
1
) 
is S+e1 , it follows that ,ce1) < 1. But e1 < e0 so ~ cannot be 
G4-decreasing. One possible attempt to salvage something in the current 
situation is to ask for conditions on a partic~lar density, f
1
, so that 
, 1 (e) = J f(x)f1 (x-8)dx R2 
is G-decreasing whenever f is G-decreasing. However, even for 
f 1 (x) = (2n)-
1
exp(-l/2 llx11 2J , it is not known whether or not v
1 
is 
G-decreasing when f is G-decreasing. There is nothing special about 
rotations through n/2 - a similar analysis provides a counter example 
when G, acting on R2 , is the group of rotations through 2n/k for 
k = 3, 4, 5, •••• 
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§ 5: Inequalities for Special Convex Sets 
The results of this section are related to the problem introduced 
in Example 1.1. We begin this section by stating a result due to Sherman 
(1955) which underlies Anderson's (1955) result, Mudholdar's (1966) 
result and a basic result in Das Gupta et al. (1972). 
Proposition 5.1: Let· A and B be convex sets in Rn and let V 
denote Lebesgue measure on Rn. Then, the set 
{ylV((A+y)nB) > v} C Rn 
is convex for each v E R1 Here, A+y = {xlx=w+y, w EA}. 
Proof: The proof uses the Brunn-Minkowski inequality and the convexity 
assumption. See Sherman (1955) for details. 
To formulate Mudholkar's (1966) result, we first need to give o.ne possible 
definition of a unimodal density on Rn - this one is due to Anderson 
(1955) (see Dharmadhikari and Jogdeo (1976) for other possible definitions). 
Definition 5.1: A function f on Rn to R1 is A-unimodal if 
{xlf(x) ~ v} is convex for each v E R1 • 
Now, let G be a subgroup of 0 
n 
Hence each g E G preserves Lebesgue 
measure. Recall that G induces a pre-order on Rn - that is, x ~ y 
iff x E C(y) where C(y) is the convex hull of {gylg E G} The 
reader should note that if f is A-unimodal and G-invariant, then f 
is G-decreasing. 
Theorem 5.1 (Mudholkar (1966)): Suppose £1 and £2 are non-negative, 
A-unimodal and G-invariant. Then, 
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G 
is a G-decreasing function. 
Proof: We will sketch the proof. Let D c Rn+l be defined by 
D = {(y,v)lf1 (y) ~ v, y E Rn, v ~ 0} • 
With ID denoting the indicator of D, 
Thus, 
so to show that 'l' is G-decreasing it suffices to show that 
'l' (y) 
V 
is G-decreasing for each v > 0. But, for v fixed, 1O(•,v) is the 
indicator function of a convex G-invariant set in Rn. Hence it suffices 
to prove the theorem when f 1 is the indicator of a convex G-invariant 
set. The same argument shows it suffices to take f 2 to be the indicator 
of a convex G-invariant set. Thus, assume that f . ( x) = IA. ( x) 
1 1 
A. is convex and G-invariant, i = 1, 2. In this case, 
1 
where 
Clearly 'l' is G-invariant and by Proposition 5.1, {yj'l'(y) ~ v} is 
convex. This implies 'l' is G-decreasing and the proof is complete. 
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When G ={±I} , Theorem 5.1 is essentially due to Anderson (1955) 
n 
(also see Sherman (1955)). The conclusion of Theorem 5.1 is ~he same as 
that of Theorem 4.2, but the assumption that G is a reflection group 
has been replaced by the assumption that f 1 and f 2 are unimodal. A 
somewhat more standard version of Theorem 5.1 is that 
'¥(8) = f f 0 (x-6)dx A 
is G-decreasing if A is convex and G-invariant and f 0 is A-unimodal 
and G-invariant. Here f0 is often a density and e E Rn is a 
translation parameter. Some applications of Theorem 5.1 are given in 
Chapter 8 of Tong (1980). 
Recall that a function f defined on Rn to [0,00) is called~ 
concave if for all x1 , x2 E Rn and a E [O,l] , 
a 1-a f(ax1+(1-a)x2) ~ f (x1)f (x2) • 
A result which strengthens Proposition 5.1 is 
~ 
Theorem 5.2: Suppose f 1 and f 2 are log concave and let 
'¥(6) = f f 1 (x)f 2(e-x)dx Rn 
Then , is also log concave. 
This result, originally due to Davidovic, Korenbljum and Hacet (1962), 
has generated a member of interesting generalizations and applications -
for example, see Prekopa (1973), Borell (1975), Rinott (1976) and 
Brascamp and Lieb (1976). 
We now turn to a discussion of the behavior of certain probabilities 
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:i 
~ 
ll 
• 
as functions of correlations. Although the following lemma appears to 
be rather special, it is a basic result which has many applications and 
yields a major result in Das Gupta et al. (1972). Let U E Rn have 
the uniform distribution on Sn-l = {xix E Rn , llxll = l} and partition 
U as 
Let C be a convex symmetric subset of n-1 R • 
Lemma 5.1: For A E [O,l] and h > 0 
(5.1) 
is non-decreasing in A. 
Remark 5.1: A proof of Lemma 5.1 can be found imbedded in the proof of 
Theorem 2.1 in Das Gupta et al. (1971). Although A is not a translation 
parameter in (5.1), Theorem 5.1 (in the case that G = {±I}) is used in 
the proof of Lemma 5.1. It would be useful to construct a more transparent 
proof of Lemma 5.1 than the one known, but I have been unable to do so. 
Remark 5.2: For A E [0,1) , let TA be the n x n lower triangular 
matrix given by 
(5.2) 
and define the random vector u is uniform on 
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S 1 • With Z partitioned the same as U, (5.1) is n-
. 
P{(Z,Zn-l)' EC, lznl ~ h} • 
Furthermore, the covariance matrix of Z is 
(5. 3) .!_ T T , = .! (In-2 0 ) 
n A A n O 1 A 
A 1 
Thus, A is the population canonical correlation coefficient between 
. 
Z and (Z,Z 1 )' • This interpretation of A helps motivate some of n n-
the applications of Lemma 5.1 to follow. 
With Remark 5.2 in mind, we will now describe Theorem 2.1 in Das Gupta 
et al. (1971). Recall that a random vector XE Rn has a spherical 
distribution if (i) P{X = 0} = 0 and (ii) L(X) = L(rX) for all 
r E 0 
n 
Here L(X) means the probability law of X. Condition (i) is 
included to avoid some annoying technical problems. 
Fact 5.1: The random vector XE Rn has a spherical di~tribution iff 
L(X) = L(RU) where U is uniform on S 1 , R is a positive random n-
variable, and R is independent of U. 
Now, let E be an n x n positive definite matrix and partition 
E as 
E = (Ell 
I:21 
El2) 
0 22 
where r11 is (n-1) x (n-1) • For A E [O,l] , let 
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i 
~ 
• (5.4) 
so EA is positive definite. Consider YE Rn with a density of the 
form 
(5.5) l~,,-1/2 -1) n ~A f(y'EA y , y ER 
Theorem 5.1: Let Cc: Rn-l be a symmetric convex set and suppose h > 0. 
For A€ [O,l] , let 
Then ~l is non-decreasing. 
Proof: The proof consists of showing that, after some relabeling and 
using Fact 5.1, Lemma 5.1 is applicable. The usual reduction to canonical 
correlations shows there exists an n x n non-singular matrix A of the 
form 
with A11 being (n-1) x (n-1) such that 
AE A' A 
where O < p < 1 (we omit the trivial case of p = 0 ). By simply 
relabeling C, h, and A, it suffices to show 
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1 
is non-decreasing 
when L(Y) = L(TAX) where: (i). TA is given by (5.2) and, (ii) the 
random vector X has density f(x'x) on Rn• In this case we have 
(5. 7) '¥1 (/i.) = P{(X,Xn-l) EC , l1i.xn_1+~1-A
2 Xnl ~ h} 
However, X has a spherical distribution so L(X) = L(RU) (see Fact 5.1). 
Conditioning on R, (5.7) is 
1 ~~ 
'1'1 o.) = ERP{ (u,uP_1) E Rc , I wP_1+ ~1-1i.- up I ~ h/R I R} • 
Lemma 5.1 implies the above conditional probability is non-decreasing in 
A so '1'1 is non-decreasing in A and the proof is complete. 
The key step in the above proof is the representation of L(Y) as 
L(HX) where H is a non-singular n x n matrix and X has a spherical 
distribution. We will now discuss some possible generalizations of 
Theorem 5.1 when L(Y) has such a representation. Partition Y into 
YE RP and Y.. E Rq so p+q=n. Let Cl= RP and C c Rq be two 2-
convex synunetric sets, and assume without loss of generality, that q ~ p. 
When L(Y) = L(HX) where X has a spherical distribution, the 
distribution of Y depends on H only through HH' since L(X) = L(rX) 
for all r E 0 
n 
Now, write lill' in its canonical correlation form: 
(
All O ) ( I ~) ) (All O ) ' 
!ill'= 0 A22 (0:) Iq O A22 
where All is p x p and A22 is q x q with both non-singular and 
D is a q x q diagonal matrix with diagonal elements 
This implies that 
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1 > e1 > ••• >a > o - - q -
A. 
~ 
jL 
h r E O d ( Iq-D2) 1 / 2 . d. 1 . . h w ere O n an is a q x q iagona matrix wit 
diagonal elements 
distribution, we have 
i = l, .•. ,q Since X has a spherical 
(5.8) 
... 
= P{X E c1 <on)x + <1 -n2>112 ·x e c} ,<0> q 2 -
where ... -1 C. = Ai.C. , i = 1, 2, is a convex symmetric set. 
l. l. l. 
Here, 8 is a 
q dimensional vector with elements 01 , ••• ,eq as defined above. The 
problem is to describe the behavior of '¥. When q = 1, Fact 5.1 and 
Lemma 5.1 imply that '¥ is non-decreasing. This observation yields a 
minor improvement on Theorem 5.1 since a density for Y was not assumed 
in this discussion. When q > 1 virtually nothing is known about , • 
(If q = 2 and Y is multivariate normal, Pitt (1977) has proved 
'¥(8) ~ ,(O) , but the method of proo.f does not extend). Of course, a 
result for the uniform distribution on Sn-l would carry over to all Y's, 
but even a result for the multivariate normal would be useful. 
Although the distribution L(Y) = L(HX) may not have mixed second 
moments (so Y will not have a covariance matrix), the numbers 01 , ••• ,eq 
do have a geometric interpretation. First, identify 
vectors in Rn of the form (~) E Rn where XE RP 
with those vectors of the form (~) where :;_ E Rq. 
identification, regard RP and Rq as subspaces of 
RP with those 
and identify Rq 
With this 
Then, 81,···,aq 
are the cosines of the angles between these two subspaces of Rn 
computed in the inner product (·,·) given by 
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(x,y) = x'HH'y, x,y E Rn. 
Of course, when Y does have a covariance, e1 , •.. ,aq are the canonical 
. . . 
correlations between Y and Y. 
Although Theorem 5.1 is rather special, it does have a number of 
useful statistical applications. Some of these are given in Das Gupta 
et al. (1972). The particular parameterization chosen for Theorem 5.1 
seems rather natural, but there are others of interest. For example, 
the generalization of Slepian's theorem given in section 5 of Das Gupta 
et al. (1972) is expressed in terms of correlations as opposed to canonical 
correlations. 
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