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Abstract: A new procedure for testing quasi-independence in an ordinal triangular
contingency table is proposed as a generalization of Pearson's chi square test. The
test is asymptotically equivalent in terms of power to the corresponding restricted
likelihood ratio test for contiguous alternatives. Numerical results are also included
in this study.
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1. Introduction
Many incomplete contingency tables contain cells which have structurally
zero probabilities. For a good review, see Bishop, Fienberg and Holland (1975)
where detailed references to the relevant literature have also been cited. The
quasi-independence model, which is a generalization of the independence model,
was formally introduced by Goodman (1968). It is most commonly used to
analyze incomplete contingency tables (Bishop et al. (1975)). Goodness of t
tests of the quasi-independence model are usually based on the conventional
Pearson chi square test (CST) statistic and likelihood ratio test (LRT) statistic
(Goodman (1968), Bishop and Fienberg (1969)). Generally speaking, the two
tests are asymptotically rst order equivalent under a sequence of Pitman-type
local alternatives. In practice, often, the categorical variables are ordinal. If
the data represent changes that can only occur in one direction, then we have
a triangular contingency table ( see Mantel (1970) and others for examples). In
general, there are four types of triangular tables: Upper-right (left) and lower-left
(right) triangular tables. Because any of these types can be reduced to the other
three by interchanging the column and row variables and/or by reversing the
category orderings, we may without loss of generality consider only the upper-
right triangular case. In order to motivate the proposed methods we consider
the following two sets of data.
1. The relationship between small loops and whorls in nger-prints of the right
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hand studied earlier by Waite (1915), Harris and Treloar (1927), Goodman (1968)
and Sarkar (1989), presented in Table 1.
Table 1
Small loops
Whorls 5 4 3 2 1 0
0 45 179 211 204 144 78
1 32 80 126 153 106
2 15 55 92 130
3 7 38 125
4 26 104
5 50
2. The relationship between initial and nal ratings on disability of stroke pa-
tients studied earlier by Bishop and Fienberg (1969), Mantel (1970) and Sarkar
(1989), presented in Table 2.
Table 2
Final state
Initial state E D C B A
E 8 15 12 23 11
D 1 4 10 9
C 4 4 6
B 5 4
A 5
The proposed method can also be applied to the ordinal block-triangular
tables. For simplicity, we restrict our attention to ordinal triangular tables only.
First we note that for classications having ordinal random variables, the pop-
ulation values of the local log-odds ratios are either uniformly non-negative or
uniformly non-positive (Goodman (1979), Pateeld (1982)). Having more infor-
mation about the alternatives, the conventional Pearson CST and LRT remain
valid, but are not optimal or ecient any more (Bartholomew (1959)). Thus it
is anticipated to construct other tests which have better power properties. Un-
fortunately, by utilizing the additional information about the alternatives, the
corresponding restricted LRT for quasi-independence in an ordinal triangular ta-
ble has a very complicated form. This motivates the construction of a unied
large sample test which enjoys the same asymptotic optimal properties as the cor-
responding LRT but is computationally simpler. The proposed procedure also
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remains valid and is asymptotically optimal for testing independence for an or-
dinal complete contingency table, and it will reduce to the conventional Pearson
chi square testing procedure for the nominal one.
2. The Proposed Test
Let X and Y be two ordinal categorical random variables with respect to
the common index set f1; : : : ; Ig, for some I  2. Let pij = PfX = i; Y =
jg; i; j = 1; : : : ; I, and  = ((pij)). Then the local log-odds ratios are uniformly
non-negative (Agresti (1984)) i
pijpkl  pilpkj ; for all i  k; j  l: (2:1)
For an ordinal contingency table, owing to the ordering of the categories of X and
Y , intuitively it is expected that there exists a strong ordinal relation between X
and Y . Thus it is reasonable to assume that the population values of local log-
odds ratios are either uniformly non-negative or uniformly non-positive for ordi-
nal contingency tables (Goodman (1979), Pateeld (1982)). For an upper-right
triangular table, a model can not satisfy the reversal of (2.1) (Sarkar (1989));
thus, the population value of local log-odds ratio is expected to be uniformly
non-negative [namely, (2.1) holds]. The interpretation of (2.1) obviously indi-
cates a strong form of positive dependence between X and Y . (2.1) amounts
to saying that the model  = ((pij)) is said to be positive dependent (via likeli-
hood ratio) introduced by Lehmann (1966); it is also known as totally positive
of order 2 (TP2). TP2-dependence means that the conditional distributions of
X given Y (or Y given X) have the monotone likelihood ratio property. For
an upper-right triangular table, we may let pij = 0 i i > j. If we assume
that structurally non-zero probabilities are multiplicative (i.e. pij = ij for
some positive parameters i and j), then  = ((pij)) is known in the litera-
ture as the quasi-independence model (Goodman (1968), Bishop and Fienberg
(1969)). In a complete table the independence model minimizes ordinal associa-
tion in the class of positive likelihhod ratio dependence models with a xed set
of marginals, likewise the quasi-independence model minimizes ordinal associa-
tion in the class of positive likelihood ratio dependence models with a xed set
of marginals for an ordinal upper-right triangular table (Sarkar (1989)). Hence
for an ordinal upper-right triangular table, one is interested in testing the null
hypothesis of quasi-independence against the alternative of positive likelihood
ratio dependence, i.e.
H0 : pijpkl = pilpkj ; 1  i  k  j  l  I; (2:2)
versus
H1 : pijpkl  pilpkj with at least one strict inequality: (2:3)
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Various tests for H0 against H1 under an ordinal complete contingency table have
been considered in the literature [viz. Goodman (1979), Grove (1980), Hirotsu
(1983), Shi (1991) and others]. The main purpose of this paper is to propose
an asymptotically optimal test for this restricted alternative problem under the








where  = (1; : : : ; I)
0
;  = (1; : : : ; I)
0




i =ln piI ; i = 1; : : : ; I; j = ln(pjj=pjI); j = 1; : : : ; I and
ij =ln(pijpi+1I=pi+1jpiI); i = 1; : : : ; I   2; j = i+ 1; : : : ; I   1:
(2:5)








where both the null matrices are of order (I   1)(I   2)=2  I and A1 is a
square matrix of order (I   1)(I   2)=2 with A1 = ((aij)) such that aii = 1,
for i = 1; : : : ; (I   1)(I   2)=2; aii+1 =  1, for i = 1; : : : ; (I   1)(I   2)=2 but
i 6= I   2; 2I   5; : : : ; I(I   3)=2 and aij = 0 for other combinations of (i; j); 1 
i; j  (I   1)(I   2)=2. Then the null and the alternative hypotheses can be
rewritten as
H0 :  = 0 (2:7)
versus
H1 :  2   = f 2 R
(I2+I+2)=2;  0; kk > 0g; (2:8)
where  = A and k  k denotes the Euclidean norm. With the above reformu-
lation, we note that (2.7) relates to the vertex of the cone (the positive orthant
space) and hence, under H0 in (2.7), the parameter  lies on the boundary of
the parameter space. Thus the usual asymptotic chi square distribution theory
relating to the classical LRT (or the Pearson CST) procedure is not applica-
ble. We need to take into account the restricted nature of the parameter space
in the formulation of an appropriate test procedure. Consider an I  I upper-
right triangular contingency table with frequencies nij > 0 i i  j. Let the
row and the column marginals be given by ni =
PI
j=1 nij ; 1  i  I, and
nj =
PI
i=1 nij ; 1  j  I respectively. Also, as is common in complete contin-
gency tables, we assume that the nij have a multinomial distribution with cell
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, dened in (2.4)-
(2.5), is



















































An algebraic (closed) expression for n in terms of the sample quantities is gen-
erally dicult to obtain. We introduce a sequence fKng of local alternatives
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 2 R(I 1)(I 2)=2;A1  0; kA1k 6= 0
o
: (2:12)
Note that (2.11) relates to the usual Pitman-type (local) alternatives but conned
to the restricted domain  . For nding an algebraic expression for (2.10) under
fKng, let
Sn = BWn; (2:13)
where B is a lower triangular matrix of order (I   1)(I   2)=2 dened by
B =
26666664
II 2 0    0 0






0I2 0I2    I2 0




 1=2(nij   np̂ij ; 1  i < j  I   1); (2:15)
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where b = ((p̂ij)); 1  i < j  I 1, is the maximum likelihood estimator (MLE)
of  under the quasi-independence model. Various explicit forms of np̂ij were
obtained by Goodman (1968), Bishop and Fienberg (1969) and Sarkar (1989).
Note that under H0 in (2.7) or fKng in (2.11), n
 1=2fnij   np̂ijg; 1  i < j 

















with E0 denoting the expectation under the null hypothesis. Even in this simpli-
ed form the solution in (2.16) may depend heavily on the form of  . Note that
by virtue of (2.11), the central limit theorem (on the nij) and Le Cam's third
lemma ( Hajek and Sidak (1967)), we obtain that under fK
(n)








);  = lim
n!1
n: (2:18)
Also for any given  2  , for testing H0 versus K
(n)
 , by the Neyman-Pearson







)1=2;  2  ; (2:19)
where the null hypothesis H0 is rejected for large values of Tn(). Moreover, by
the denition (2.11), fKng is the union of the component hypotheses fK
(n)
 ;  2
 g, so the overall union-intersection (UI) test statistic for testing H0 versus

















 = 1, we thus have,
under H0 as well as fKng,




Thus we may conclude that Qn shares the same asymptotically optimal properties
as the restricted LRT n. Next, to obtain Qn in (2.20), we need to maximize
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 = constant and the inequality constraint
A1 > 0. For this non-linear programming problem, the Kuhn-Tucker-Lagrange
point formula (Hadley (1964)) yields the following result. Let
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and K = f1; 2; : : : ; (I   1)(I   2)=2g. For any subset a of K, we denote its
complementary subset by a
0
;  a  K, and also denote the cardinality of a by


































































where 1(B) stands for the indicator function of a set B. Note that although
(2.26) is expressed as a sum over 2(I 1)(I 2)=2 possible terms, it is in fact a single
term corresponding to the particular (random) a for which both the indicator
functions are one. Further, by virtue of (2.18) under H0;Sn is asymptotically
N(I 1)(I 2)=2(0;BB
0
). Hence, proceeding as in Tsai (1993) [and omitting the
details], we obtain that
lim
n!1





r  xg for every x 2 (0;1); (2:27)
where 2r stands for a random variable having the central chi square distribution
with r degrees of freedom (D.F.) (20 = 0); the non-negative weights w0; : : :,









0Za0  0g; r=0; 1; : : : ; (I   1)(I   2)=2; (2:28)
and Z has the [(I   1)(I   2)=2]-variate normal distribution with zero mean
and dispersion matrix  = A1BB
0
A01. In the literature, the right hand side
of (2.27) is known as the chi square bar distribution (Robertson, Wright and
Dykstra (1988)). Also as  is a completely specied matrix; the weights wr; r =
1; : : : ; (I   1)(I   2)=2, may be computed (approximately) from a subroutine
given by Bohrer and Chow (1978) for r  10, which rests on a subroutine to
estimate multivariate orthant probabilities as can be found in Sun (1988) for r 
774 MING-TIEN TSAI AND PRANAB K. SEN
9. Here, we develope a Fortran algorithm to estimate the wr by incorporating the
subroutine given by Evans and Schwartz (1986) which works well for evaluating
a multivariate orthant probability when r  10 (see Tables 5 and 6 in Section 3).
Modern resampling plans (especially, jackkning and bootstrapping) (Wu
(1986)) may be incorporated with advantage to provide suitable estimates of the
wr in (2.28). We may formulate this approach as follows.
(i) Recall that the aa0 are all based on the model under the null hypothesis, and
the marginal probability distributions dictate the probability law under this null
hypothesis. The elements of aa0 are all functions of the two sets of marginal
probabilities, and hence, they can be estimated consistently from the two sample
marginal counterparts.
(ii) These functions are nonlinear (typically, product-type), and hence, the plug-
in estimators are biased, although the bias can be shown to be O(n 1).
(iii) The classical jackkning method can be used with advantage to reduce this
bias to O(n 2).









, and generate a large number (say, kM) of standard normal
deviates, and group them into M sets of k vectors each. Denote these k-vectors
by X1; : : : ;X

M respectively.




. Then let Zi = D
Xi , for
i = 1; : : : ;M . Dene a and the set K as in after (2.22), and for each Zi , dene
the partitions as in (2.23)-(2.25) with  replaced by ̂

.





a0(i)  0], a : jaj = r, and these divided by M , yield the desired
estimates of the wr. Generation of the X

i is inexpensive, and hence, a modern
computer can take care of the estimation of the wr by an adequate choice of M .
3. Discussions
Little is known about the exact power since the exact distribution of the
proposed test is dicult to obtain for small and moderate sample sizes. As such,
the asymptotic distribution theory is studied in this section and compared with
existing methods. First we give some illustrations of the procedure proposed
in this article. Following Goodman (1968), and Bishop and Fienberg (1969),
the MLE of the unknown parameters npij ; 1  i  j  I, under the quasi-
independence model for the data in Tables 1 and 2 are given in Tables 3 and 4
respectively.
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Table 3. Estimated frequencies for Table 1 under quasi-independence model
Small loops
Whorls 5 4 3 2 1 0
0 45.00 131.13 150.34 166.56 167.36 200.61
1 79.87 91.57 101.45 101.93 122.18
2 64.09 71.02 71.36 85.53
3 52.97 53.23 63.80
4 59.12 70.88
5 50.00
Table 4. Estimated frequencies for Table 2 under quasi-independence model
Final state
Initial state E D C B A
E 8.00 11.48 11.94 21.92 15.66
D 4.52 4.69 8.63 6.16
C 3.37 6.20 4.43
B 5.25 3.75
A 5.00
In order to calculate the corresponding test statistic for each table, we rst
need to compute the corresponding covariance matrix n of Wn (dened as in
(2.17)). Although the MLE of npij ; 1  i  j  I can be explicitly found by
an iterative formula (Goodman (1968)), we note that an explicit expression for
n is quite dicult to obtain. To overcome this diculty, we may replace the


























which is the corresponding score test statistic for testing H0 against global alter-
natives (i.e. pijpkl 6= pilpkj ; for all i  k; j  l). Let n

ij = n
 1=2(nij  np̂ij); 1 
i  j  I, and n = (n11; : : : ; n





. By projecting n onto a linear







j=1 np̂ij ; 1  i  j  I, are removed, we
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where (0n)
 1 is a positive denite matrix in probability and it can be explicitly










a1 m16 m16 m16  m26  m26  m26 0 0 0
m16 a2 m16 m16 m33+m36 0 0  m36  m36 0
m16 m16 a3 m16 0 m44+m46 0 m44+m46 0  m46
m16 m16 m16 a4 0 0 m55+m56 0 m55+m56 m55+m56
 m26 m33+m36 0 0 a5 m26 m26  m36  m36 0
 m26 0 m44+m46 0 m26 a6 m26 m44+m46 0  m46
 m26 0 0 m55+m56 m26 m26 a7 0 m55+m56 m55+m56
0  m36 m44+m46 0  m36 m44+m46 0 a8 m36  m46
0  m36 0 m55+m56  m36 0 m55+m56 m36 a9 m55+m56
0 0  m46 m55+m56 0  m46 m55+m56  m46 m55+m56 a10
37777777777777775
;
where a1 = m12 +m16 +m22 +m26; a2 = m13 +m16 +m33 +m36; a3 = m14 +
m16+m44+m46; a4 = m15+m16+m55+m56; a5 = m23+m26+m33+m36; a6 =
m24+m26+m44+m46; a7 = m25+m26+m55+m56; a8 = m34+m36+m44+m46; a9 =
m35 +m36 +m55 +m56; a10 = m45 +m46 +m55 +m56.
Since Wn
D





(I 1)(I 2)=2  cg (Bishop and Fienberg (1969)), and following Oga-
sawara and Takahashi (1951) we have  = 0, where 0 = limn!1
0
n.
Thus, with the replacement of n by 
0
n, we may conclude that the proposed
test still has the same asymptotic optimal properties as the corresponding re-
stricted LRT under a sequence of local alternatives fKng. Furthermore, from
(2.20) and (3.4) we may note that Q2n is a generalization of the score test statis-
tic T 2n . Therefore with n replaced by 
0
n our proposed test can be regarded as
a generalization of the conventional Pearson CST.
With n replaced by 
0
n, the corresponding test statistics, the non-negative
weights wr; r = 1; : : : ; (I   1)(I   2)=2 and asymptotic p-values for Tables 1
and 2 are calculated and presented in Tables 5 and 6 respectively. From the
result of Table 5, not only Goodman's conclusion that the null hypothesis of
quasi-independence model should be rejected can be supported, but also we may
conclude that there exists a negative likelihood ratio dependence for the under-
lying model in the nger-print data set. For the data set of Table 2, based on the
results of conventional Pearson CST and LRT, Bishop and Fienberg supported
the quasi-independence model. However, Table 6 suggests that there may exist
a positive likelihood ratio dependence for the same underling model. In pass-
ing, we note that Q2n  T
2
n . Moreover, if we let  = limn!1 PfT
2
n  jH0g =
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Pf2(I 1)(I 2)=2  g = limn!1 PfQ
2





then by the property of the log concavity of 2j in j;  2 (0; 1) (Das Gupta
and Sarkar (1984)), we have  > ;  2 (0; 1). However, little informa-
tion can be extracted from this fact as far as a power comparison of our pro-
posed test and the conventional Pearson CST is concerned. Fortunately, the
admissibility of our proposed tests follows from a theorem of Eaton (1970).
The theorem implies that the class of tests for H0 versus H1 (dened in (2.7)-
(2.8)) which have closed convex acceptance regions containing the dual cone
C = fv 2 R(I
2+I+2)=2; v
0
 1n   0;  0g of  , constitutes an essentially com-
plete class. However, unlike our proposed test, the conventional Pearson CST is
inadmissible. Thus for the problem of testing the quasi-independence model in
ordinal triangular tables, the proposed test is preferred.
Table 5. The test statistics, Table 6. The test statistic,
weights and asymptotic p-values weights and asymptotic p-value
of the proposed test for Table 1. of the proposed test for Table 2.
weights Q2
n














0 0.003580 0 0 0.029767 0
1 0.040920 0 1 0.176077 0.007173
2 0.138286 0 2 0.358623 0.026929
3 0.277543 0 3 0.307001 0.064943
4 0.284959 0 4 0.110957 0.124264
5 0.168430 0 5 0.017304 0.204150














Sarkar (1989) exploited the ordinal nature of row and column variables to
narrow the alternative hypothesis and proposed a linear test in terms of the dif-
ference of sample proportions of concordances and discordances. His test can
be regarded as a generalized version of Kendall's tau test. In terms of the no-
tation in Section 2, note that Sarkar's test is equivalent to the LRT of testing
the null hypothesis H01 : 1
0
 = 0 versus H11 : 1
0
 > 0, where  = A1. Hence
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Sarkar's test is admissible and asymptotically consistent. On the other hand,
some other admissible and asymptotically consistent tests against an alternative
that corresponds to some specic models may also be considered, such as test-
ing for quasi-independence against Goodman's quasi-uniform association model
(Goodman (1979)). Obviously, this problem is equivalent to the problem of test-
ing the null hypothesis H0 :  = 0 versus H

1 :  = 1;  > 0. For such a
testing problem the corresponding LRT statistic, being a linear function of Wn,
is the most suitable one for this particular one-sided simple alternative according
to the Neyman-Pearson lemma. Here we remark that the advantage of such a
class of linear test statistics (see (2.19)) is that it has an asymptotically normal
distribution, so that the asymptotic critical level can be computed easily. The
linear tests considered above are all sensitive to the restricted alternatives. They
are most powerful against the corresponding specic alternative but they may
perform poorly for most of alternatives of  . In most circumstances, it is unlikely
that one knows what the specic alternatives are, so it is probably more sensible
to use a test which has reasonable power properties for all alternatives. If we
still restrict ourselves to a class of linear tests, we can do better by using a class
of asymptotically most stringent somewhere most powerful tests (Abelson and
Tukey (1963), Schaafsma and Smid (1966)). However, numerical studies show
that the asymptotic power of the optimal linear test is still rather poor near
the boundary of the alternative parameter space   (Abelson and Tukey (1963)).
On the other hand our proposed test (asymptotically equivalent to the restricted
LRT) performs robustly over the entire parameter space of restricted alternatives
(Tsai, Sen and Yang (1994)).
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