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Abstract
The finite element method nowadays is one of the most powerful tools in the numerical solution
of partial differential equations and therefore in the simulation of many physical processes, for
instance, in the field of fluid dynamics. In this thesis we discuss the efficient computation of the
viscous fluid flows, so called Stokes flows, with two different types of boundary conditions: the
Dirichlet and the slip boundary condition. We introduce a new finite element method for the
mixed discretization of the corresponding differential equations.
The basis of every finite element method is the subdivision, for instance a triangulation, of
the physical domain. The approximation quality is determined by the maximal meshwidth of
the triangulation, while the computational effort is determined by its number of elements. If
the physical domain is very complicated, i.e. its boundary contains a huge number of geometric
details, then the minimal number of triangles, that are necessary to resolve the domain, can be
affected critically. In this case, the computational effort can be too large to solve it even on state-
of-the-art computers.
In contrast to that, our approach decouples the minimal dimension of the approximation
space, and therefore the numerical effort, from the domain geometry by adapting the shape of
the finite element functions to the needs of the complex geometry and the imposed boundary
condition. This approach allows low-dimensional approximations even for problems with com-
plicated geometric details.
This new nonconforming mixed method for the Stokes equation, the composite mini element,
is analyzed in detail in two as well as three dimensions. We prove its linear (optimal order)
convergence and its stability. In addition, it turns out that the method can be viewed as a coarse
scale generalization of the classical mini element approach, i.e. it reduces the computational effort
while the approximation quality depends on the (coarse) mesh width in the usual way.
Zusammenfassung
Die Finite Elemente Methode ist heute eines der wichtigstenWerkzeuge zur numerischen Lo¨sung
partieller Differentialgleichungen. Sie ermo¨glicht die Simulation zahlreicher physikalischer Pro-
zesse, z.B. im Bereich der Fluiddynamik. In der vorliegenden Arbeit werden wir die effiziente
Berechnung viskoser Flu¨ssigkeitsstro¨mungen, sogenannter Stokesscher Stro¨mungen, diskutieren.
Wir werden dabei auf zwei verschiedene Typen von Randbedingungen eingehen, die Haft- und
die Gleitrandbedingung. Wir stellen eine neue Finite Elemente Methode fu¨r die gemischte Dis-
kretisierung der modellierenden Differentialgleichung vor.
Grundlage einer jeden Finite Elemente Methode ist die Zerlegung (z.B. Triangulierung) des
zugrunde liegenden Gebiets. Die Approximationsgu¨te wird dabei von der maximalen Maschen-
weite bestimmt. Der Rechenaufwand hingegen ha¨ngt von der Anzahl der Gitterelemente ab.
Diese kann, selbst fu¨r grosse Maschenweiten, sehr gross sein, wenn das physikalische Gebiet
kompliziert ist, d.h. wenn der Gebietsrand eine grosse Anzahl geometrischer Details besitzt, die
durch das Gitter aufgelo¨st werden mu¨ssen. Der resultierende Rechenaufwand ko¨nnte dann sogar
die Kapazita¨t neuester Computertechnologie u¨bersteigen.
Im Gegensatz dazu entkoppelt unser Ansatz die minimale Dimension des Approximations-
raumes, und somit den numerischen Aufwand, von der Gebietsgeometrie. Die Ansatzfunktionen
werden dabei den Bedu¨rfnissen der komplexen Geometrie und der Randbedingung angepasst.
Dieser Zugang erlaubt kostengu¨nstige Approximationen trotz einer Vielzahl geometrischer De-
tails.
Diese neue, nichtkonforme, gemischte Finite Elemente Methode fu¨r die Stokes Gleichungen,
das sogenannte Composite Mini Element, wird detailliert analysiert, in zwei, wie auch in drei
Raumdimensionen. Wir werden lineare (optimale) Konvergenz und Stabilita¨t nachweisen. Weit-
erhin wird sich heraus stellen, dass die Methode als Grobgitter-Verallgemeinerung des klassis-
chenMini Elements angesehen werden kann, d.h. es reduziert den Rechenaufwand bei vergleich-
barer Approximationsgu¨te.
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1
Introduction
A small example will show what it is all about: We want to compute the motion of a viscous
incompressible fluid, a so called Stokes flow, by a finite element method in the bounded domain
of Figure 1.1a. It is a slight perturbation of the unit square. The lower boundary was replaced
by a sinus wave with frequency 100 and amplitude 0.001. The solution is given in the plot on
the right showing the flow direction by arrows and the absolute velocity by the gray intensity.
For the numerical approximation we have to triangulate the domain, which is only possible in
an approximative way. Then we use piecewise polynomials with respect to the triangulation to
approximate the solution. This results in a system of linear equations determining the coefficients
which characterize the approximation. The number of equations will thereby be about five times
the number of nodes in the triangulation, if we use a standard finite element for Stokes flows, the
Ω
(a) Perturbation of the unit square.
0
max
(b) Velocity field with arrows (direction) and gray scale
(absolute velocity).
Figure 1.1: Stokes flow on the domain Ω. The outer force causing this flow is precised in (5.1). The fluid is allowed
to slip over the oscillating part of the boundary.
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Figure 1.2: Two possible triangulations of the domain Ω from Figure 1.1a.
mini element. Now suppose one’s computer is able to solve such a system up to 10000 unknowns,
for reasons of limited memory or time. For example, a time limit can be reached quickly if solving
this problem is only a sub step in a larger problem like a time dependent simulation. If this is
the case one would have about 2000 nodes that can be distributed in the domain; the question
arises how to do this distribution of degrees of freedom. Of course, we are not completely free
in choosing the distribution, since for the success of the finite element method the triangles have
to be of good shape (diameter2 ≈ area). There are two ways that come into mind. The first
is a uniform distribution. From the point of view of approximation theory this is a very good
choice, since the error depends on the maximal mesh width which is minimized in this case. But
the details of the domain boundary cannot be resolved by such a grid. The second possibility is
to start resolving the boundary, which costs almost half of the nodes. Only very few nodes are
left for the approximation inside the domain. The two grids could look like the ones depicted in
Figure 1.2. Unfortunately, both triangulations lead to very poor approximations of the solutions as
shown in Figure 1.3. The uniform approach fails close to the boundary since the rough boundary
affects the flow critically. This behavior can be captured by the boundary concentrated grid but
away from the boundary it is useless. Usually, the problem is solved by using a grid which
combines the uniform node distribution in the domain with boundary adaption. This leads to
a very good approximation (see Figure 1.4) but it exceeds the limits of the machine, since the
resulting system dimension is 25000, which is more than twice the maximal capacity. One may
now argue that there are better approaches, for instance an adaptive method. Provided the error
estimator is able to handle errors due to domain approximation, it might lead to more optimal
grids then those depicted in Figure 1.2. However, if the boundary needs to be resolved as in
Figure 1.4, the estimator will, sooner or later, force to put more and more nodes close to the
boundary and the limits of the computer will be reached before the approximation error is as
small as the error that arises from using the full grid of Figure 1.4.
In this thesis we will present a new finite element, which we call the composite mini element,
3Figure 1.3: Finite element approximations of the Stokes flow from Figure 1.1b with respect to the grid from Figure
1.2.
Figure 1.4: Resolving grid and its corresponding finite element approximation of the Stokes flow from Figure 1.1b.
for this class of problems, i.e. the computation of Stokes flows on complicated domains. It is able
to produce the approximation quality of Figure 1.4 by solving a system which is in order and
structure comparable to the uniform approach.
More generally we introduce a finite element method for the approximation of Stokes flows on
bounded domains containing a huge number of geometric details. We emphasize that there is no
restriction to periodic cases, which excludes the straight-forward use of analytic homogenization
techniques. As seen before these complicated domains need to be resolved by the grid in order
to guarantee a certain approximation quality, which increases the computational effort, because
the system dimension is, even on coarse levels, determined by the number of geometric details.
Our method will decouple the approximation space dimension from the domain complexity by
adapting the shape of the element functions. They will be composited by finite element functions
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of much finer triangulations. The idea goes back to Hackbusch and Sauter [1997] who introduced
composite finite elements (CFE) the Neumann problem and especially to [Rech et al., 2006] where
the concept of CFE was adapted to the use for Dirichlet problems for the Poisson equation. Here,
we go a few steps further by generalizing the ideas to the Stokes equation in mixed form with
Dirichlet as well as slip boundary conditions. Thereby we have to meet new challenges, which lie
in the slip boundary condition, the additional pressure variable, which forces to reduce regularity
assumptions and the discrete stability of mixed finite elements in the sense of Ladyshenskaja,
Babus˘ka, and Brezzi (infsup condition). In contrast to [Rech et al., 2006] we also give a complete
three dimensional analysis. We will recall some theoretical aspects of the Stokes Problem and
its numerical approximation, especially the mini element as a standard method. It will be the
starting point for the definition of the composite mini element introduced in Chapter 3. A detailed
convergence analysis will follow in Chapter 4. Finally, numerical experiments will support the
theoretical results, namely the linear (optimal order) convergence of the method. We emphasize
that in this thesis, we develop concepts that can also be carried over to other finite elements for
the Stokes equations as well as to different types of partial differential equations.
2
Stokes Problems
In this chapter, we will give a brief introduction to the theory of the Stokes problem and its fi-
nite element approximation. We start by presenting the equations and two suitable boundary
conditions before the framework of abstract mixed variational problems will be used to answer
questions of existence and uniqueness of solutions. Afterward we will describe a way to approx-
imate solutions. In this context we will present an abstract convergence theorem that is the basis
of the finite element analysis of the subsequent chapters. Furthermore, a standard finite element
for the approximation of the Stokes problem, the mini element, will be introduced. We will focus
on the problems of this method arising from the complicated physical domain.
2.1 The Stokes Equations
The motion of a viscous incompressible fluid in a bounded, connected Lipschitz domain Ω ⊆ Rd,
d ∈ {2, 3}, can be described by a velocity field u : Ω× R→ Rd fulfilling the incompressible Navier-
Stokes equations
∂tu+ (u · ∇)u− µ∆u+∇p = f
divu = 0,
(2.1)
where f : Ω→ Rd is a force density and µ ∈ R>0 is the so called dynamic viscosity of the fluid. The
function p : Ω→ Rd describes the pressure of the fluid in the domain. Problem (2.1) is a nonlinear
partial differential equation. In numerical solution algorithms the problem is typically reduced to
a sequence of simpler problems, namely the stationary incompressible Navier-Stokes equations
(u · ∇)u− µ∆u+∇p = f
divu = 0
(2.2)
or the Stokes equations
−∆u+∇p = f
divu = 0.
(2.3)
In comparison to the non stationary case (2.1), the time derivative is neglected in (2.2). If we lin-
earize the latter in u = 0 and scale the viscosity µ to 1, we finally get the linear partial differential
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equation (2.3). Being able to solve the Stokes equations efficiently is a main building block of the
simulation of viscous fluid motion and from now on we will concentrate on this.
2.1.1 Boundary Conditions
The differential equations have to be equipped with a suitable boundary condition. In his original
paper Navier [1827] had proposed a general class of boundary conditions including for instance
the assumption that the liquid adheres to the solid boundary Γ := ∂Ω. This condition is very
popular and seems to be the right choice in case of small fluid velocities. It is known as no-slip or
Dirichlet boundary condition and reads:
u = 0 on Γ. (2.4)
A different important special type of Navier’s condition is the slip boundary condition:
〈u,ν〉 = 0 on Γ (2.5)
σν − 〈ν,σν〉ν = 0 on Γ. (2.6)
Thereby
σ = σ (u, p) := 2Du− pI
is the stress tensor and
Du := 12 (∇u+ (∇u)⊺)
the deformation tensor. I denotes the d × d identity matrix, ∇u the Jacobi matrix of u and 〈·, ·〉 the
Euclidean inner product which has to interpreted pointwise if the arguments are vector valued
functions. The outer domain normal1 is denoted by ν. Whenever a vector is subscripted by a
normal vector ν, we mean its normal component2.
In contrast to (2.4), the slip condition (2.5) allows tangential velocities at the domain boundary,
but inflow or outflow are forbidden. The slip boundary conditions (2.5) seem to be more realistic
in case of high fluid velocities.
Both conditions could be generalized by replacing the zero right-hand sides by certain given
functions. But those inhomogeneous problems could easily be reduced to the homogeneous ones
by standard techniques. Further, for the sake of simplicity, we will not consider mixed boundary
conditions but restrict either to the pure Dirichlet problem or to slip boundary conditions overall.
2.1.2 The Abstract Variational Problem
As in the case of the scalar Poisson equation ∆u = f , the Stokes problem (2.3) not always pos-
sesses classical solutions even for continuous and therefore natural outer forces f . We have to
derive a weak setting to overcome this difficulty. That is why we will introduce the framework of
1In the case of the slip boundary condition Ω is required to be of class C1 so that an outer normal always exists.
2For y ∈ Rd we define its normal components yν = 〈y,ν〉ν.
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mixed variational problems (see [Girault and Raviart, 1979]) which is suitable to handle the Stokes
problems.
Let X and M be real Hilbert spaces,
a : X× X→ R and b : X×M→ R
be continuous bilinear forms with norms
‖a‖ := sup
0 6=u,v∈X
a(u, v)
‖u‖X ‖v‖X
and ‖b‖ := sup
0 6=v∈X
0 6=p∈M
b(v, p)
‖v‖X ‖p‖M
.
Let X
′
and M
′
be the corresponding dual spaces and 〈·, ·〉X be the duality pairing between X and
X
′
. Given f ∈ X′ we consider the following mixed variational problem: Find (u, p) ∈ X×M such
that
a(u, v) + b(v, p) = 〈f, v〉X ∀v ∈ X,
b(u, q) = 0 ∀q ∈M. (2.7)
By defining the set of functions which satisfy the second equation
V := {v ∈ X | b(v, q) = 0 ∀q ∈M}
the problem can be reduced (cf. [Girault and Raviart, 1979]) to: Find an element u ∈ V such that
a(u, v) = 〈f, v〉X ∀v ∈ V. (2.8)
In this literature, (2.7) and (2.8) are proved to be equivalent under the hypothesis that b fulfills the
following inf-sup condition3:
inf
0 6=p∈M
sup
0 6=u∈X
b (u, p)
‖u‖X ‖p‖M
≥ β > 0. (2.9)
This allows to apply the Lax-Milgram Theorem to (2.8) which tells us that the coercivity of a on V
ensures unique solvability.
Theorem 2.1 (Girault and Raviart [1979], Theorem 4.1)
Let X andM be real Hilbert spaces, a : X×X→ R and b : X×M→ R be continuous bilinear forms
with the following properties:
1. a is coercive on X, i.e. there is a constant α > 0 such that
a(u, u) ≥ α∥∥u∥∥2
X
∀u ∈ X.
2. b fulfills the inf-sup condition (2.9).
Then the general mixed variational problem (2.7) has a unique solution (u, p) ∈ X×M and∥∥u∥∥
X
+
∥∥p∥∥
M
≤ C∥∥f∥∥
X
′ ,
where C is a constant depending only on α, β and
∥∥a∥∥. 
3It is also known as Ladyshenskaja-Babus˘ka-Brezzi (LBB) condition.
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We emphasize that the abstract theory can also be applied to themore general variational problem
a(u, v) + b(v, p) = 〈f, v〉X ∀v ∈ X,
b(u, q) = 〈g, q〉M ∀q ∈M
(2.10)
with non-vanishing divergence. Existence and uniqueness of solutions can be proved under the
same assumptions as in Theorem 2.1, provided g ∈ M′. The solution depends continuously on
the right-hand side, i.e. ∥∥u∥∥
X
+
∥∥p∥∥
M
≤ C*(∥∥f∥∥
X
′ +
∥∥g∥∥
M
′
)
. (2.11)
This generalization will be employed in the stability proof of our method.
2.1.3 The Abstract Operator Problem
Before we apply Theorem 2.1 to the Stokes problems we want to point out that the abstract varia-
tional problem can be formulated equivalently as a linear operator equation on X×M. We define
the two linear operators A : X→ X′ and B : M→ X′ by
〈u,Av〉X := a(u, v), u, v ∈ X, (2.12)
〈u,Bp〉X := b(u, p), u ∈ X, p ∈M. (2.13)
With this notation, problem (2.1.2) can be rewritten as follows[
A B
B∗ 0
][
u
p
]
=
[
f
0
]
, (2.14)
where B∗ : X→M′ is the dual operator to B, i.e.
〈u,Bp〉X = 〈B∗u, p〉M = b(u, p), u ∈ X, p ∈M.
If X×M is finite dimensional equation (2.14) can be formulated as a system of linear equations in
the coefficients of suitable basis representations of u and p.
2.1.4 Weak Solutions of the Stokes Problem
In the theory of elliptic partial differential equation, X and M, typically, are appropriate Sobolev
spaces. Wewill use the standard notation. ByWmp (Ω)we denote the Sobolev space of L
p-functions
with weak derivatives up to order m ∈ N ∪ {0} in Lp(Ω), p ∈ N ∪ {∞}. In the special case p = 2,
these spaces become Hilbert spaces and are denoted by Hm(Ω). We will write∥∥·∥∥
m,p,Ω
for the norm in Wmp (Ω),∣∣·∣∣
m,p,Ω
for the seminorm in Wmp (Ω),∥∥·∥∥
m,Ω
for the norm in Hm(Ω),∣∣·∣∣
m,Ω
for the seminorm in Hm(Ω)
and 〈·, ·〉m,Ω for the scalar product in Hm(Ω).
We will use bold letters for the function spaces if their elements are vector valued.
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Weak Solution for Dirichlet Boundary Condition
The Sobolev space which contains the Dirichlet boundary condition is given by
H1D (Ω) :=
{
u ∈ H1 (Ω) : u|Γ= 0 in the sense of traces
}
4
while the associated pressure space is
L20 (Ω) :=
{
p ∈ L2 (Ω) :
∫
Ω
p = 0
}
.
If the right-hand side f ∈ L2 (Ω)is given, then the weak formulation of (2.3) with Dirichlet bound-
ary condition is given by seeking a pair (u, p) ∈ H1D (Ω)× L20 (Ω) such that
a(u,v) + b(v, p) = 〈f ,v〉0,Ω ∀v ∈ H1D (Ω) ,
b(u, q) = 0 ∀q ∈ L20 (Ω) ,
(2.15)
where the bilinear forms are defined in the following way:
a : H1 (Ω)×H1 (Ω)→ R, a(u,v) := 2
∫
Ω
(Du) : (Dv) ,
b : H1 (Ω)× L2 (Ω)→ R, b(v, q) := −
∫
Ω
q divv.
(2.16)
The fact that a and b in (2.16) are defined on larger spaces H1 (Ω) and L2 (Ω) will be useful later.
Due to the Cauchy-Schwarz inequality both bilinear forms are continuous on the unconstrained
spaces and their norms are
∥∥a∥∥ = 1 and ∥∥b∥∥ = √d. The space V from Section 2.1.2 is in our setting
the subspace of divergence free functions
VD := {u ∈ H1D (Ω) | divu = 0}. (2.17)
For u ∈ H1D (Ω) integration by parts leads to the identity
2a(u,v) =
∫
Ω
∇u : ∇v +
∫
Ω
divudivv.
Since the second term on the right-hand side is non-negative whenever u = v we get
a(u,u) ≥ 12
∣∣u∣∣
1,Ω
∀u ∈ H1D (Ω) ,
which allows to employ the Friedrichs inequality∣∣u∣∣
1,Ω
≥ CF
∥∥u∥∥
0,Ω
∀u ∈ H1D (Ω) , CF = C(diam
(
Ω
)
),
to prove the coercivity of a, not only on VD but even on H
1
D (Ω):
a(u,u) ≥ αD
∥∥u∥∥2
1,Ω
∀u ∈ H1D (Ω) , αD := 1+C
2
F
4 . (2.18)
The previous inequality is also known as Korn’s inequality (cf. [Duvaut and Lions, 1976] and
[Nitsche, 1981]).
4It is often denoted by H10 in the literature.
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The inf-sup condition (2.9) can be proved using the fact that the divergence operator is an
isomorphism from VD onto L
2
0 (Ω) ([Girault and Raviart, 1979, Lemma 3.2]).
By Theorem 2.1, the weak Stokes problem (2.15) is uniquely solvable. Under additional as-
sumptions on the smoothness of the boundary the solution has additional regularity (cf. [Temam,
1984]).
Theorem 2.2 (Existence and uniqueness for Dirichlet boundary)
1. Problem (2.15) has a unique solution.
2. If (u, p) ∈ (H1D (Ω)× L20 (Ω))∩(H2 (Ω)×H1 (Ω)) is a solution of (2.15) then there is a constant
Creg > 0 such that ∥∥u∥∥
2,Ω
+
∥∥p∥∥
1,Ω
≤ Creg
∥∥f∥∥
0,Ω
. (2.19)
3. If Γ is of class C2 then (2.15) has a unique solution (u, p) ∈ (H2 (Ω)×H1 (Ω)). 
Weak Solution for Slip Boundary Condition
The analysis is more complicated in the case of slip boundary, where the appropriate velocity
space is
H1s (Ω) :=
{
u ∈ H1 (Ω) : 〈u,ν〉|Γ = 0 in the sense of traces
}
.
It contains the essential slip boundary condition. The associated pressure space remains L20 (Ω).
For a given right-hand side f ∈ L2 (Ω) ⊇ H1s (Ω)′ the weak formulation of (2.3) with slip boundary
condition is given by seeking a pair (u, p) ∈ H1s (Ω)× L20 (Ω) such that
a(u,v) + b(v, p) =
∫
Ω
〈f ,v〉 ∀v ∈ H1s (Ω) ,
b(u, q) = 0 ∀q ∈ L20 (Ω) .
(2.20)
The bilinear forms a and b are defined as in (2.16). Corresponding to (2.17) we define
Vs := {u ∈ H1s (Ω) | divu = 0}.
But this time we are running into trouble since the set of admissible functions is intersected by
the nontrivial kernel of the bilinear form a which is equal to the set of rigid body motionsR:
R := {Ax+ b | A ∈ Rd×d skew symmetric, b ∈ Rd} = {v ∈ H1 (Ω) | a(v,v) = 0}. (2.21)
If Ω ⊆ R3 is a region obtained by revolution around the vector ξ = (ξ1, ξ2, ξ3)T ∈ R3, then the
linear skew symmetric mapping
x 7→
[
0 −ξ3 ξ2
ξ3 0 −ξ1
−ξ2 ξ1 0
]
x
is in Vs. A similar problem occurs in R
2, if Ω is rotational symmetric to the origin, i.e. Ω is a disk
or an annulus. Here, the linear skew symmetric mapping
x 7→ [ 0 −11 0 ]x
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is an element ofVs. So we cannot expect coercivity onVs orH
1
s (Ω) ifΩ has rotational symmetries.
In such cases we must use the quotient space H1s (Ω) /R. To avoid these technicalities we exclude
the critical cases by assuming Ω not to have rotational symmetries whenever the slip boundary
condition is concerned. Under this hypothesis, the bilinear form a has been proved to be coercive
on the space H1s (Ω) (cf. [Solonnikov and S˘c˘adilov, 1973], Lemma 4):
a(u,u) ≥ αs
∥∥u∥∥2
1,Ω
∀u ∈ H1s (Ω) . (2.22)
Since the proof of (2.22) was made by contradiction, the constant αs is not explicitly known, but
it depends at least on CF and the curvature of the domain boundary Γ.
As a final remark on the coercivity of a we want to mention that it can be shown ([Duvaut
and Lions, 1976]) that inequality (2.22) remains true if H1s (Ω) is replaced by an arbitrary subspace
U ⊆ H1 (Ω) intersectingR only in the zero element, i.e. U ∩R = {0}:
a(u,u) ≥ α∥∥u∥∥2
1,Ω
∀u ∈ U. (2.23)
Later, we will use this argument to prove the coercivity on our finite element spaces.
The inf-sup condition also holds in the slip case, since once it is true for the space H1D (Ω) it is
also true for every linear space containing H1D (Ω), so for H
1
s (Ω) or even the whole space H
1 (Ω).
This implies that the weak Stokes problem (2.20) is uniquely solvable, except for some geome-
tries with special symmetries. As for Dirichlet boundary, additional regularity can be shown (cf.
[Solonnikov and S˘c˘adilov, 1973]).
Theorem 2.3 (Existence and uniqueness for slip boundary)
1. Problem (2.20) always has a solution. If Ω has no rotational symmetries then it is unique.
2. If (u, p) ∈ (H1s (Ω)× L20 (Ω))∩(H2 (Ω)×H1 (Ω)) is a solution of (2.20) then there is a constant
Creg > 0 such that ∥∥u∥∥
2,Ω
+
∥∥p∥∥
1,Ω
≤ Creg
∥∥f∥∥
0,Ω
. (2.24)
3. If Γ is of class C3 then the solution (u, p) is in ∈ (H2 (Ω)×H1 (Ω)). 
2.1.5 A Different Variational Formulation - Handling of the Pressure
Constraint
In both cases, it is possible to remove the mean value condition from the pressure space and
to incorporate it into the variational equation. The space of pressure test functions will then be
L2 (Ω) and only the solution will be forced to have mean value zero. This will be very helpful
for computations since it allows the use of the standard locally supported basis functions. By
introducing the Lagrange multiplier λ ∈ R we get the following extended mixed problem for
Dirichlet boundary condition: Find (u, p, λ) ∈ H1D (Ω)× L2 (Ω)× R such that
a(u,v) + b(v, p) = 〈f ,v〉0,Ω ∀v ∈ H1D (Ω) ,
b(u, q) + c(λ, q) = 0 ∀q ∈ L2 (Ω) ,
c(1, p) = 0,
(2.25)
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where the bilinear form c is defined as follows:
c : R× L2 (Ω)→ R, (λ, q) 7→ λ ·
∫
Ω
q.
In the slip case the extended problem reads: Find (u, p, λ) ∈ H1s (Ω)× L2 (Ω)× R such that
a(u,v) + b(v, p) =
∫
Ω
〈f ,v〉 ∀v ∈ H1s (Ω) ,
b(u, q) + c(λ, q) = 0 ∀q ∈ L2 (Ω) ,
c(1, p) = 0.
(2.26)
The extended problems are equivalent to the problems (2.15) and (2.20). The key to this is the fact
that
L2 (Ω) = L20 (Ω)⊕ R.
If (u, p) is a solution to (2.15) then c(1, p) = 0 and the second equation of (2.25) is fulfilled for
q ∈ L20 (Ω). Due to Gauss’ Theorem and the zero boundary condition it is also fulfilled for a
constant q. On the other hand, if (u, p, λ) is a solution of (2.25), the insertion of a constant q in the
second equation forces λ to be zero, the insertion of q ∈ L20 (Ω) forces (u, p) to satisfy (2.15). The
arguments apply to the slip problems as well.
Corresponding operator formulations can be given using the linear operators defined in (2.12)
for the spaces X = H1D (Ω) resp. X = H
1
s (Ω) and M = L
2 (Ω). Additionally we define the linear
functional
C : L2 (Ω)→ R, q 7→
∫
Ω
q,
which leads to the operator equation

 A B 0B∗ 0 C
0 C∗ 0



up
λ

 =

f0
0

 . (2.27)
2.2 Finite Element Approximation
The knowledge of existence of solutions of partial differential equations does not imply that we
know how to find them. Analytic solutions to the differential equations are only known in very
special situations. So we need to approximate them. Probably the most popular method to do this
is the Finite Element Method. In [Girault and Raviart, 1979] the basic techniques for a finite element
approximation of mixed variational problems were developed. We will give a brief introduction
before we present the mini element as a standard finite element method for the approximation of
the Stokes equation.
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2.2.1 Abstract Approximation
First we recall the abstract mixed variational problem from Section 2.1.2: Find (u, p) ∈ X×M such
that
a(u, v) + b(v, p) = 〈f, v〉X ∀v ∈ X,
b(u, q) = 0 ∀q ∈M, (2.28)
where X and M are real Hilbert spaces, a : X× X→ R and b : X×M→ R are continuous bilinear
forms and f ∈ X′ is given.
We want to approximate the solution by a Galerkinmethod, so we formulate related problems
in finite dimensional spaces XH and MH , where H > 0 is the discretization parameter. If XH ⊆ X
and MH ⊆ M then the resulting method is called conforming. If not, the method is nonconforming
and a general theory can be found in [Brezzi and Fortin, 1991]. In what follows we will mainly
get involved in nonconformity arising from violating boundary conditions. Therefore we present
a basic theory that includes only this type of nonconformity.
Let X be a real Hilbert space including both, the continuous space X and the discrete spaces
XH , and let MH be a subspace of M, i.e.
X ⊆ X ⊇ XH , MH ⊆M ∀H > 0.
If the bilinear forms can be extended to X the discrete Problem for f ∈ X′ reads: Find (uH, pH) ∈
XH ×MH such that
a(uH, vH) + b(vH, pH) = 〈f, vH〉XH ∀vH ∈ XH ,
b(uH, qH) = 0 ∀qH ∈MH .
(2.29)
Theorem 2.1 implies existence and uniqueness if a is coercive on
VH := {vH ∈ XH | b(vH, qH) = 0 ∀qH ∈MH }
and b fulfills an inf-sup condition. Note that neither condition can be inherited by its continuous
counter part since in general, XH 6⊆ X and VH 6⊆ V.
Theorem 2.4 (Abstract mixed approximation, [Brezzi and Fortin, 1991])
Let X and M be real Hilbert spaces containing families of subspaces {XH }H>0 and {MH }H>0. Let
a : X× X → R and b : X×M→ R be continuous bilinear forms with the following properties:
1. a is uniformly coercive on {XH }H>0, i.e. there is a constant α˜ > 0 such that
a(u, u) > α˜
∥∥u∥∥2
X
∀uH ∈
⋃
H>0
XH .
2. b fulfills the discrete inf-sup condition, i.e. there is a constant β˜ > 0 which does not depend
on H such that
inf
0 6=pH∈MH
sup
0 6=uH∈XH
b(uH, pH)
‖pH‖M ‖uH‖X
≥ β˜ > 0 ∀H > 0. (2.30)
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Then the discrete mixed variational problem (2.29) has a unique solution (uH, pH) ∈ XH ×MH .
If (u, p) is the solution of the continuous problem (2.28) then we have the following error esti-
mates:
∥∥u− uH∥∥X ≤
(
1 +
‖a‖
α˜
)(
1 +
‖b‖
β˜
)
inf
vH∈XH
∥∥u− vH∥∥X + ‖b‖β˜ infqH∈MH
∥∥p− qH∥∥M + 1α˜KH,∥∥p− pH∥∥M ≤ ‖a‖β˜
∥∥u− uH∥∥X +
(
1 +
‖b‖
β˜
)
inf
qH∈MH
∥∥p− qH∥∥M + 1β˜ KH,
where
KH := sup
0 6=vH∈XH
∣∣a(u, vH) + b(vH, p)− 〈f, vH〉X∣∣
‖vH‖X
(2.31)
denotes the error due to the nonconformity in the method. 
As a consequence of this theorem the approximations (uH, pH) converge to the continuous solution
(u, p) if the distance between (u, p) and the discrete spaces as well as the nonconformity KH tend
to zero as H tends to zero.
As on the continuous level, an operator formulation of (2.29) can be derived. Since the space
is finite dimensional the operators have matrix representations. Therefore we introduce a basis in
the discrete spaces to define a linear equation as in (2.27). Let the discrete space be given by
XH := span {vi}dimXHi=1 , MH := span {qi}dimMHi=1 ,
where vi and qi are suitable basis functions. If we additionally use the basis representations
u(x) =
dimXH∑
i=1
uivi(x) and p(x) =
dimMH∑
i=1
piqi(x)
we can rewrite (2.29) as a system of linear equations in the unknown coefficients u := (ui)
dimXH
i=1
and p := (pi)
dimMH
i=1 and the multiplier λ:
 A B 0BT 0 C
0 CT 0


︸ ︷︷ ︸
M

up
λ

=

f0
0

 . (2.32)
Thereby
A =
(
ai,j
)
i,j
=
(
a(vi, vj)
)
i,j
∈ RdimXH ×dimXH ,
B =
(
bi,j
)
i,j
=
(
b(vi, qj)
)
i,j
∈ RdimXH ×dimMH ,
C = (ci)i =
(∫
Ω
qi)
)
i
∈ RdimMH ×1,
f =
(
fi
)
i
=
(∫
Ω
〈f, vi〉
)
i
∈ RdimXH .
So finally, the Stokes problem is reduced to solve a system of linear equations which has a unique
solution under the assumptions of Theorem 2.4. The key to an efficient numerical solution of
(2.32) is the sparsity of the system matrix M. A finite element discretization typically leads to
such a sparse structure.
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2.2.2 Finite Element Approximation of the Stokes Problem
In the finite element method, we choose the discrete approximation spaces from the previous
section to be piecewise polynomial. The advantage is that the basis functions are supported
only locally which leads to a sparse linear system, i.e. the number of nonzero entries is of or-
der dimXH + dimMH . To define spline spaces we need to introduce a family of subdivisions of
the domain, e.g., into a finite number of simplices. Obviously, this is only possible if Ω is a poly-
hedron. If not, Ω needs to be approximated by polyhedral domains ΩH. Let TH := {Ti : 1 ≤ i ≤ n}
be a subdivision of ΩH consisting of (closed) simplices such that
ΩH =
⋃
T∈T
H
T and H := max
T∈T
H
diam
(
T
)
, (2.33)
where any two different simplices are either disjoint or share exactly either one face or one side
or one vertex. We will refer to H as the discretization parameter and to Θ
H
as the set of vertices.
The subset of boundary vertices is denoted by ΘΓ
H
. We require
ΘΓ
H
⊆ Γ = ∂Ω,
which helps avoiding effects like the Babus˘ka paradox (cf. [Babus˘ka, 1963]). {T
H
}H>0 is assumed
to be shape-regular, i. e. there exists ρ > 0 such that
ρT :=
diam
(
BT
)
diam
(
T
) ≥ ρ ∀T ∈ T
H
, ∀H > 0, (2.34)
where BT denotes the largest ball contained in T (cf. [Brenner and Scott, 1994]). ρT is called the
regularity constant of a simplex T .
With the help of such triangulations finite element spaces on the domains ΩH can be de-
fined. The approximation of non-polygonal/non-polyhedral domains by triangulations intro-
duces some additional error. The convergence analysis has to be modified since the solution and
their approximations are defined on different domains. The abstract theory presented before does
not cover this case of nonconformity. In most textbooks on finite elements the problem is shifted
to the modeling process by supposing Ω is polyhedral. Another way to circumvent the problem
is to impose a resolution condition on the subdivisions T
H
, i.e. a condition which controls the
error arising from polyhedral approximations. In both cases the minimal space dimension may
be affected. The number of unknowns is of order ♯Θ
H
. Obviously, it is bounded from below by
the quotient
√|Ω|/H. But additionally, the number of corners (for a polyhedral domain) or a res-
olution condition will force to put a large number of grid points on the boundary. This number
depends on the size and number of geometrical details and bounds the minimal space dimension
from below. We will give a detailed description of such resolution conditions at the end of this
chapter.
For the time being, let us introduce an example of a finite element for the Stokes equations.
We will give a version for the Dirichlet condition, and one for slip boundary condition.
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The Mini Element (Dirichlet Boundary Condition)
The Mini Element (cf. [Brezzi and Fortin, 1991]) is a prototype of a finite element method for
the Stokes problem. The velocity components and the pressure are approximated by continuous
piecewise affine functions, i.e. by suitable elements of the space
ST
H
:=
{
v ∈ C0(ΩH) | ∀T ∈ TH : v|T ∈ P1} . (2.35)
We know that the set of hat functions on T
H
ΛT
H
:= {λy | y ∈ ΘH} ⊆ STH , where λy(x) =
{
1, if x = y
0, if x 6= y , x ∈ ΘH, (2.36)
forms a basis of ST
H
. In order to fulfill the inf-sup condition the velocity space must be enriched
by simplex bubble functions given by
ψT := (d+ 1)
d+1
∏
y∈V (T )
λy,
where V (T ) denotes the set of vertices of T . The bubbles are collected in the space
BT
H
:= span {ψT : T ∈ TH} (2.37)
and the mini element space on T
H
is defined by
XminiT
H
×MminiT
H
:=
(
ST
H
⊕BT
H
)× ST
H
, (2.38)
where bold letters mark vector valued spaces. The Dirichlet boundary condition can now be
imposed pointwise on the boundary vertices by removing those hat functions which correspond
to boundary vertices. The resulting space is
XminiD
H
×Mmini
H
:=
({
v ∈ ST
H
| v(x) = 0 ∀x ∈ ΘΓ
H
}︸ ︷︷ ︸
{v∈ST
H
|v|∂Ω=0}
⊕BT
H
)× ST
H
. (2.39)
A pair (uH, pH) ∈ XminiDH ×
(
Mmini
H
∩L20(ΩH)
)
is regarded as the Galerkin approximation if it fulfills
the discrete variational system:
aH (uH,vH) + bH (vH, pH) = 〈fH,vH〉0,ΩH ∀vH ∈ XminiDH ,
bH (uH, qH) = 0 ∀qH ∈MminiH ∩ L20(ΩH).
(2.40)
where the bilinear forms are defined with respect to ΩH:
aH : H
1(ΩH)×H1(ΩH)→ R, aH (u,v) := 2
∫
ΩH
(Du) : (Dv) ,
bH : H
1(ΩH)× L2(ΩH)→ R, bH (v, q) := −
∫
ΩH
q divv.
(2.41)
The right-hand side fH is a suitable approximation of the original outer force f . Provided the
continuous solution (u, p) ∈ H2 (Ω) ×H1 (Ω), the resulting method was proved to be convergent
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of order one (cf. [Girault and Raviart, 1986]). Supposing Ω = ΩH for all H this can be expressed in
the following error estimate∥∥u− uH∥∥1,Ω + ∥∥p− pH∥∥0,Ω ≤ CH(∣∣u∣∣2,Ω + ∣∣p∣∣1,Ω) ,
where C > 0 is a constant which neither depends on H, u, nor p. A main key role in the proof is
the discrete stability, which we will present for later use: There exists a constant βmini > 0 such that
inf
0 6=pH∈MminiH ∩L
2
0(Ω)
sup
0 6=uH∈X
miniD
H
bH(uH, pH)
‖pH‖0,Ω ‖uH‖1,Ω
≥ βmini > 0 ∀H > 0. (2.42)
The Mini Element (Slip Boundary Condition)
In the slip case, the element can be defined in a similar way. Again, piecewise affine functions
are used to approximate the solution. And again the essential part of the boundary condition is
enforced pointwise5 in the boundary vertices, cf. [Verfu¨rth, 1985], where the technique was used
in a piecewise quadratic velocity space. For the mini element we get the following velocity space
Xminis
H
:=
{
v ∈ ST
H
| 〈v(x),ν(x)〉 = 0 ∀x ∈ ΘΓ
H
}⊕BT
H
,
while the pressure space is still Mmini
H
. Here ν denotes the outer normal with respect to the physi-
cal domain Ω6. This time we are looking for a pair (uH, ph) ∈ XminisH ×
(
Mmini
H
∩ L20(ΩH)
)
fulfilling
the discrete variational system:
aH (uH,vH) + bH (vH, pH) =
∫
ΩH
〈fH,vH〉 ∀vH ∈ XminisH ,
bH (uH, qH) = 0 ∀qH ∈MminiH ∩ L20(ΩH).
(2.43)
The ideas and proofs in [Verfu¨rth, 1987] and their generalized versions in [Knobloch, 2000] and
[Ba¨nsch and Deckelnick, 1999] can be combined with the approximation theory of the original
mini element to prove optimal order (linear) convergence of the slip version of the mini element,
provided the continuous solution (u, p) ∈ H2 (Ω)×H1 (Ω).
2.2.3 Notes on the Resolution Condition
As already seen in the introduction, replacing the physical domain by polyhedrons might cause
significant errors in the approximation. This effect is not restricted to a near boundary zone but
pollutes the accuracy in the whole domain. The question is, under which conditions on ΩH such
an error can be neglected in comparison to the approximation error of the method itself. Such
conditions are addressed to the local grid size near the boundary. In case of Dirichlet boundary
condition Strang and Fix [1973] extended piecewise linear trial functions by zero to fit them in a
5In the literature, other approaches of handling the slip boundary condition can be found, for instance penalty methods
or extended mixed formulations (cf. [Verfu¨rth, 1987] and [Verfu¨rth, 1991]).
6The use of the normal with respect to ΩH is not sufficient to ensure optimal convergence (cf. [Verfu¨rth, 1987]) but
it is possible to define approximative normals depending only on ΩH that allow optimal convergence (cf. [Ba¨nsch and
Deckelnick, 1999]).
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conforming framework which works of course only under the additional assumption ΩH ⊆ Ω.
This is a very strong condition since families of triangulations {T
H
}H>0 with this property exist
only for convex domains. Furthermore, extension by zero produces only poor approximation
results near the boundary, which forces Ω \ ΩH to be very thin, i.e.
sup
x∈∂ΩH
inf
y∈Γ
dist(x,y) ≤ H2.
It is not clear for both, the Dirichlet and the slip case, how necessary this resolution condition is
for the mini element on more general domains in practical applications.
We will present resolution conditions for both types of boundary conditions which can also be
applied to non-convex domains and which are based on the shape of the mini element functions.
They will provide sufficient conditions and help to analyze the numerical experiments.
The problem in the analysis lies in the fact that the solutions and its approximation are defined
on different domains. Therefore it is unavoidable to define liftings between these spaces. In
[Ba¨nsch andDeckelnick, 1999] a homeomorphism is introduced to do the job but the conditions on
its existence are very restrictive. It is assumed that Γ can be projected onto its approximations ∂ΩH
in a very smooth way. TheCk-norms of this mapping appear in the convergence proof up to order
k = 3 and are therefore supposed to be moderately bounded. In contrast to this homeomorphism
strategy we employ a simple extension operator to match the discrete spaces with the continuous
one and apply the abstract theory from Section 2.2.1. To reduce the technical effort we restrict to
two dimensions and assume that T˜ := T ∩ Ω 7 is connected and that diam(T˜ ) ≈ diam(T ) 7 for
all simplices T in T
H
. If this is the case then Θ
H
determines an exact subdivision of Ω as follows:
We connect the vertices which are adjacent in T
H
by a piece of Γ if they lie on the boundary or
the corresponding edge of T
H
otherwise. We will denote the resulting exact subdivision by T Ω
H
.
Now, functions in the space ST
H
are extrapolated to Ω ∪ ΩH piecewise by itself, i.e. functions are
extended locally affine from T ∩T˜ to T ∪T˜ . By restriction, a space of functions which are piecewise
affine with respect to T Ω
H
is given by
ST Ω
H
:=
{
v ∈ C0(Ω) | ∀T˜ ∈ T Ω
H
: v|T˜ ∈ P1
}
.
Incorporating the boundary condition pointwise in Θ
H
∩ Γ as before we get the following finite
element spaces on T Ω
H
XΩD,H :=
{
v ∈ ST Ω
H
| v(x) = 0 ∀x ∈ ΘΓ
H
}
⊕BT Ω
H
,
XΩs,H :=
{
v ∈ ST Ω
H
| 〈v(x),ν(x)〉 = 0 ∀x ∈ ΘΓ
H
}
⊕BT Ω
H
,
MΩ
H
:= ST Ω
H
.
BT Ω
H
can be chosen such that the discrete inf-sup condition is fulfilled8. We do not elaborate on
this aspect here but focus on aminimal resolution condition. We suppose that all functions inBT Ω
H
7Note that this condition is already a restriction on the gridsize near the boundary, which is additionally affected by
what follows.
8For instance, if a triangle T ∈ T
H
is not a subset of Ω then the corresponding bubble function can be defined only on
a sub-triangle T˜ ⊆ T ∩ Ω (cf. Ullmann [2006]).
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vanish on Γ. Since we extrapolate piecewise affine the approximability conditions with respect
to T Ω
H
can be retrieved by using techniques which will be presented in the fourth chapter (cf.
Lemma 4.1). Therefore the error due the domain approximation can be handled via the measure
of non-conformity KH as in Theorem 2.4. We only have to check under which conditions it is of
order H. In case of Dirichlet boundary condition we will use the identity∫
Ω
Du : Dv +
∫
Ω
pdivv − 〈f ,v〉L2(Ω) =
∫
Γ
〈σν(u, p),v〉 , (2.44)
which holds for the solution (u, p) to the weak Stokes problem (2.15) and an arbitrary v ∈ H1 (Ω).
It allows us to rewrite the nonconformity error
KH = sup
0 6=vH∈X
miniD
H
∫
Γ
〈σν(u, p),vH〉
‖vH‖1,Ω
(2.45)
and in order to ensure the linear (optimal) convergence of the method it is sufficient (cf. Theorem
2.4) to show ∥∥vH∥∥0,Γ ≤ CH∥∥vH∥∥1,Ω ∀vH ∈ XΩD,H \BT ΩH .
Let us take a vH ∈ XΩD,H \ BT Ω
H
and a simplex T˜ ∈ T Ω
H
such that
∣∣Γ ∩ T˜ ∣∣ > 0. We will use the
Taylor expansion to estimate vH a point x ∈ Γ ∩ T˜ :
∣∣vH(x)∣∣ = ∣∣∇vH|T˜ · (x− x¯)∣∣ ≤ C
∣∣x− x¯∣∣
diam
(
T
) ∣∣vH∣∣1,T˜ , (2.46)
where x¯ denotes a projection of x onto ΓH ∩ T . This leads to the L2 estimate
∥∥vH∥∥0,Γ∩T˜ ≤ C
√∣∣Γ ∩ T˜ ∣∣
diam
(
T
) ( sup
x∈Γ∩T˜
inf
y∈ΓH∩T
dist(x,y)
)∣∣vH∣∣1,T˜ .
This gives us the specification of the resolution condition9:√∣∣Γ ∩ T˜ ∣∣
diam
(
T
) ( sup
x∈Γ∩T˜
inf
y∈ΓH∩T
dist(x,y)
)
≤ H ∀T ∈ T Γ
H
. (2.47)
If the relative boundary length
∣∣Γ ∩ T˜ ∣∣/diam(T ) can be bounded moderately 10, then a quasi uni-
form grid 11 can be used if
sup
x∈∂ΩH
inf
y∈Γ
dist(x,y) ≤ H 32 . (2.48)
For slip boundary condition the resolution condition is more restrictive. KH can be rewritten
using ∫
Ω
Du : Dv +
∫
Ω
pdivv −
∫
Ω
〈f ,v〉 =
∫
Γ
〈ν,σν(u, p)〉 〈vH,ν〉 , (2.49)
9Note that, additional conditions can arise from the integration on ΩH instead of Ω or from the approximation of the
right-hand side. We do not elaborate on these perturbations.
10
∣∣Γ ∩ T˜ ∣∣
diam
(
T
) converges to a constant C ∈ [0, 1] as H tends to zero
11Quasi uniformity means that, in addition to shape regularity, all triangles have almost the same size, i.e. there exists
a moderate constant C > 0 such that diam
(
T
)
≥ 1
C
H for all T ∈ T Ω
H
.
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which holds for the solution (u, p) of the weak Stokes problem (2.20) and an arbitrary v ∈ H1 (Ω).
Therefore
KH = sup
0 6=vH∈X
minis
H
∫
Γ
〈ν,σν(u, p)〉 〈vH,ν〉∥∥vH∥∥1,Ω (2.50)
and it is sufficient to show∥∥〈vH,ν〉∥∥0,Γ ≤ CH∥∥vH∥∥1,Ω ∀vH ∈ XminisH \BT ΩH .
Here, we cannot apply (2.46), since vH does not vanish on Γh in general. We will use an interpo-
lation argument which requires Γ to be of class C2.
Let again vH ∈ XΩD,H \BT Ω
H
and T˜ ∈ T Ω
H
such that
∣∣Γ ∩ T˜ ∣∣ > 0. By
φ :
[
0,
∣∣Γ ∩ T˜ ∣∣︸ ︷︷ ︸
=:L
]→ Γ ∩ T˜
we denote the arc length parametrization of Γ ∩ T˜ , i.e.∣∣φ˙(s)∣∣ = 1 ∀s ∈ [0, L] .
Since 〈vH(φ(0)),ν(φ(0))〉 = 〈vH(φ(L)),ν(φ(L))〉 = 0 and
〈
ν(φ(s)), φ˙(s)
〉
= 0we get
∥∥〈vH,ν〉∥∥0,Γ∩T˜ = ∥∥〈vH ◦ φ, (φ˙)⊥〉∥∥0,[0,L] ≤ CL∣∣〈vH ◦ φ, (φ˙)⊥〉∣∣1,[0,L],
where
(
φ˙
)⊥
:= (φ˙2,−φ˙1)T . The seminorm on the right-hand side can be bounded by theH1 norm
of vH and the maximal curvature of Γ ∩ T˜ denoted by κT . This gives us the estimate
∥∥〈vH,ν〉∥∥0,Γ∩T˜ ≤ C Ldiam(T ) (1 + κT )∥∥vH∥∥1,T˜ .
The resolution condition in case of slip boundary reads9,12:∣∣Γ ∩ T˜ ∣∣√
diam
(
T
) (1 + κT ) ≤ H ∀T ∈ T ΓH . (2.51)
This is more restrictive than in the Dirichlet case. If the relative boundary length is moderately
bounded it still remains to satisfy
diam
(
T
) ≤ H2
1 + κ2
∀T ∈ T Γ
H
. (2.52)
This consideration explains why the uniform approach in the introduction failed and a near
boundary refinement process is necessary. It will turn out that there is a certain redundancy
of information in the resulting boundary concentrating spaces. The method of the next chapter
provides a way to compress these spaces without loss of the principal information.
12For sufficiently small relative curvatures
(
κT · diam
(
T
))
the resolution condition can be improved in such a way that
it also allows quasi uniform approaches for sufficiently small choices of H.
3
Composite Mini Elements
In this chapter we define a new mixed finite element for the Stokes equations, the composite mini
element (CME). It decouples the minimal space dimension of the approximation space from the
domain geometry. Element functions of a certain refinement level are thereby composed by el-
ements from the classical mini element space of a finer level. Therefore we introduce two scale
grids and define extension operators that map functions from the coarse part of the grid to the
refined one.
3.1 Two Scale Grids
In the previous chapter, approximative subdivisions of the physical domain Ω have been used to
introduce a finite element method. We required that all boundary vertices lie on Γ and that Γ is
resolved. Even for large mesh widths H this may lead to a huge number of elements. We weaken
the resolution condition by adapting the shape of the element functions. To this end, we need
to equip the triangulations with more structure: A second parameter h (fine scale mesh width
in a vicinity of the boundary) measures the boundary resolution. Let {T
H,h}H≥h>0 be a family of
subdivisions of Ω into closed simplices. Any two different elements are either disjoint or share
exactly either one face or one side or one vertex. Moreover, T
H,h is supposed to fulfill the following
conditions:
1. Ω ⊆ ΩH,h := int
( ⋃
t∈T
H,h
t
)
,
2. t ∩ Ω¯ 6= ∅ ∀t ∈ T
H,h,
3. diam
(
t
) ≤ H ∀t ∈ T
H,h and diam
(
t
) ≤ h ∀t ∈ T
H,h : t ∩ Γ 6= ∅.
The first condition means that T
H,h overlaps Ω but simplices lying outside are forbidden (cf. 2.).
We define shape functions depending only on a subset of nodes of T
H,h; the remaining nodes are
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(a) Initial uniform overlapping triangulation T
H
. (b) Refined two scale overlapping grid T
H,h
with de-
grees of freedom (•)
Figure 3.1: Generation of an overlapping two scale grid for the unit circle using the algorithm introduced in [Rech,
2006] and [Rech et al., 2006] respectively.
slave nodes and used to define the shape of the composite mini element functions. We split the
subdivision into two parts, a possibly coarse (inner) part T dof
H
and a refined (boundary) part T Γ
H,h:
T
H,h = T dofH ∪ T ΓH,h.
Accordingly, the set of vertices Θ
H,h is decomposed into
Θ
H,h = Θ
dof
H
∪ΘΓ
H,h,
where Θdof
H
is set of vertices of T dof
H
and ΘΓ
H,h := ΘH,h \ ΘdofH,h. The common vertices of T dofH and
T Γ
H,h have been put into Θ
dof
H
, the elements of which are called degrees of freedom. We refer to the
vertices inΘΓ
H,h as slave nodes since later, the values therein are defined via extension from the inner
degrees of freedom toward the essential boundary conditions. So the number of unknowns is
only of order ♯Θdof
H
, which is not correlated to any geometric resolution conditions. Convergence
is measured in terms of H. For the definition of suitable extension operators we also make use of
a (coarse) overlapping grid T
H
satisfying
1. ΩH := int
( ⋃
T∈T
H
T
)
⊇ ΩH,h ⊇ Ω,
2. T ∩ Ω¯ 6= ∅ ∀T ∈ T
H
,
3. diam
(
T
) ≤ H ∀T ∈ T
H
,
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4. T dof
H
( T
H
and
5. ∀T ∈ T Γ
H
:= T
H
\ T dof
H
∃T˜ ∈ T dof
H
: T ∩ T˜ 6= ∅.
T
H
can be regarded as a parent grid of T
H,h in a near boundary refinement process as illustrated
in Figure 3.1. However, we allow that T
H,h resolves Ω (cf. Figure 3.2). In such cases, a parent grid
may not be available and one has to define it separately.
(a) Initial resolving triangulation T
H,h
. The inner part
with the degrees of freedom (•) is shaded darkly.
(b) Artificial coarse grid T
H
. The darkly shaded inner
part coincides with that of the left grid.
Figure 3.2: Two scale grid T
H,h resolving the domain.
We will assign some more information to the grids. First, we assign a closest boundary point
xΓ ∈ Γ to every slave node x ∈ ΘΓ
H,h by
ΘΓ
H,h ∋ x 7→ xΓ ∈ arg inf
y∈Γ
dist(x,y) .
A similar mapping is used to define a closest inner simplex Tx ∈ T dofH 1:
ΘΓ
H,h ∋ x 7→ Tx ∈ arg min
T∈T dof
H
dist(x, T ) . (3.1)
Both mappings are illustrated in Figure 3.3. By fixing a vertex xt in every simplex t ∈ T ΓH,h we can
also assign an inner simplex to t:
T Γ
H,h ∋ t 7→ Tt := Txt .
The values of a finite element function in a slave node will depend on its values in the corre-
sponding inner simplex. Another point of view for this construction is that the values in an inner
1The same can be done to define closest inner simplices for the boundary nodes x ∈ ΘΓ
H
of the coarse triangulation T
H
.
We will need this to define suitable extension of the discrete pressure functions.
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by
b
yΓ
Ty
Γ
b
x
b
xΓ
Tx
b b b
b
b
Figure 3.3: The choice of closest boundary point and closest inner triangle.
simplex T determine the values in all vertices twhere T is the closest inner simplex in at least one
of the vertices. For every T ∈ T dof
H
we define the set of slave simplices
T T := {t ∈ T Γ
H,h | ∃x ∈ V (t) : Tx = T} ⊆ T ΓH,h, 2
where V (T ) denotes the set of vertices of T . We collect all the simplices of T
H,h where Tx = T for
all vertices x ∈ V (t) in the subset
Tˆ T := {t ∈ T T | ∀x ∈ V (t) : Tx = T} ⊆ T T. 2
An example is depicted in Figure 3.4. If T T 6= ∅we call T an extension simplex.
We assume that both, the coarse mesh T
H
and the refined mesh T
H,h, are shape regular, i.e.,
there exists ρ > 0 such that
ρt :=
diam
(
Bt
)
diam
(
t
) ≥ ρ ∀t ∈ T
H
∪ T
H,h, (3.2)
where Bt denotes the largest ball contained in t (cf. [Brenner and Scott, 1994]).
2Since T T and Tˆ T are always subsets of T Γ
H,h
we do not subscript the symbols by the mesh width parameters.
3.2 Extension Operators 25
T
Γ
T T
b b b
b
b
Figure 3.4: Inner triangle T with its domain of influence T T (black bordered). The hatched subset depicts Tˆ T.
Let us fix two more constants characterizing the grids T
H
and T
H,h. As the shape regularity
they will appear in the convergence analysis. We suppose that
C
T
1 := max
t∈T Γ
H,h
dist(t,Γ)
diam
(
t
) and CT2 := max
x∈ΘΓ
H,h
dist(x, Tx)
diam
(
Tx
) (3.3)
are moderately bounded. This condition is a strengthening of shape regularity in the near bound-
ary zone. Note that, due to shape regularity, the left ratio in (3.3) changes only slightly for sim-
plices T ∈ T dof
H
intersecting T Γ
H,h, especially for the extension simplices, i.e.
dist(T,Γ)
diam
(
T
) ≤ C(CT1 ).
The grids depicted in Figure 3.1 and Figure 3.2 fulfill these conditions. Moreover, the constants
are moderately bounded if the algorithm introduced in [Rech et al., 2006] is employed for the
mesh generation.
3.2 Extension Operators
In Section 2.2.2 we have defined spaces of functions that are continuous and piecewise affine with
respect to a simplicial subdivision (cf. (2.35)). Now we consider such spline spaces on a part of a
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triangulation and show how functions can be extrapolated to the whole grid. We start by giving
scalar operators that are the basis for the definition of vector valued versions.
3.2.1 Scalar Operators
We define two different types of operators, simple linear extensions and extensions taking a zero
boundary condition on Γ into account. In any case we start with functions u from the space ST dof
H
.
Since the restriction of u to a simplex T ∈ T dof
H
is affine we can analytically extend this restriction
to the whole space Rd. So let uT always denote the affine extension (extension by itself) of u|T to
Rd. We use this extension piecewise to define the first extension operator E
H,h mapping functions
from ST dof
H
to ST
H,h
:
E
H,h : ST dof
H
→ ST
H,h
,
(E
H,hu
)
(x) :=
{
u(x) x ∈ Θdof
H
uTx(x) x ∈ ΘΓH,h
. (3.4)
Since the image function E
H,hu is an element of STH,h it is sufficient to define it pointwise in the
vertices of TH,h. Thereby function values in the slave nodes are defined by extrapolation from the
corresponding closest inner simplex. An example is given in Figure 3.5.
  
 0
 1
(a) u ∈ S
T dof
H
.
  
 0
 1
(b) E
H,h
u ∈ ST
H,h
.
Figure 3.5: Extension of a scalar functions defined on T dof
H
.
If wewant the extrapolated functions to be zero on the domain boundary Γ, we have tomodify
the operator E
H,h. In [Rech, 2006], it is suggested to add a correction term to EH,h resulting in the
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operator
ED
H,h : ST dof
H
→ ST
H,h
,
(ED
H,hu
)
(x) :=
{
u(x) x ∈ Θdof
H
uTx(x)− uTx(xΓ) x ∈ ΘΓH,h
.
Note that
(ED
H,hu
)
(x) = 0 if x ∈ Γ which is observable in Figure 3.6 and especially in Figure 3.7.
  
 0
 1
(a) u ∈ S
T dof
H
.
  
 0
 1
(b) ED
H,h
u ∈ ST
H,h
.
Figure 3.6: Extension of a scalar function defined on T dof
H
taking into account zero boundary conditions on Γ (black
line).
Using the mean value theorem
(ED
H,hu
)
(x) can be rewritten in the following form
(ED
H,hu
)
(x) = (∇uTx)(x− xΓ) ∀x ∈ ΘΓH,h,
where ∇uTx is the (constant) gradient of uTx .
The operators E
H,h and EDH,h are the basis for the definition of vector valued extension operators
fulfilling the Dirichlet and slip boundary conditions of the velocity. For the pressure which is free
from boundary conditions, the application of E
H,h appears to be reasonable. However, the stability
of this operator in H1 depends critically on the small scale h. The reason is that there are always
simplices with diameter h in which the closest inner triangle is not the same for all vertices. This
might result in steep gradients of the extrapolated function. This is the point where the coarse
triangulation T
H
comes into play. Applying the same technique as in (3.4) on the coarse grid T
H
results in the operator E
H
:
E
H
: ST dof
H
→ ST
H
,
(E
H
u
)
(x) :=
{
u(x) x ∈ Θdof
H
uTx(x) x ∈ ΘΓH
.
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 0
 1
(a) u ∈ S
T dof
H
.
 0
 1
(b) ED
H,h
u ∈ ST
H,h
.
Figure 3.7: Extension of a scalar function defined on T dof
H
taking into account zero boundary conditions on Γ (black
line).
With regard to ΩH,h ⊆ ΩH, the operator EH can also be interpreted as an operator that maps
functions from ST dof
H
to ST
H,h
. For the purpose of application in the pressure part of the space, we
rename it:
Ep
H
: ST dof
H
→ ST
H,h
, q 7→ Ep
H
q := E
H
q.
Note that, there is no h-dependence in the operator Ep
H
and, in contrast to E
H,h, there are no prob-
lems in bounding Ep
H
moderately. In Figure 3.8, it is applied in the case of the resolving grid from
Figure 3.2.
3.2.2 Vector Valued Operators
In the problems under considerations, boundary conditions affect the vector valued function.
Therefore we adapt the operators from the previous paragraph to this case. For Dirichlet bound-
ary condition, this is quite simple. We just use ED
H,h in every component and define
E
D
H,h : ST dof
H
→ ST
H,h
, ED
H,h u(x) :=
{
u(x) x ∈ Θdof
H
uTx(x)− uTx(xΓ) x ∈ ΘΓH,h
. (3.5)
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−1
 0
 1
(a) u ∈ S
T dof
H
.
−1
 0
 1
(b) E
H
u ∈ ST
H,h
.
Figure 3.8: Extension of a scalar functions defined on T dof
H
.
Equivalent formulations are given by
(
E
D
H,h u
)
(x) = (∇uTx)(x− xΓ) =


(ED
H,hu
1
)
(x)
...(ED
H,hu
d
)
(x)

 ∀x ∈ ΘΓH,h,
where u = (u1, . . . , ud)T and ∇uTx is the (constant) Jacobian matrix of u on Tx.
For slip boundary conditions, we combine ED
H,h with the vector valued version of EH,h:
EH,h : ST dof
H
→ ST
H,h
, u 7→ EH,h u :=


E
H,hu
1
...
E
H,hu
d

 .
EH,h is used to define the tangential component of a discrete velocity field u while E
D
H,h is re-
sponsible for the vanishing normal component. More precisely, Es
H,h : ST dof
H
→ ST
H,h
is given by
E
s
H,h u(x) :=

 u(x) x ∈ Θ
dof
H(
EH,h u
)
(x)− ((EH,h u) (x))
ν(xΓ)
+
((
E
D
H,h u
)
(x)
)
ν(xΓ)
x ∈ ΘΓ
H,h
, (3.6)
where ν
(
xΓ
)
denotes the outer normal of Ω at xΓ. It is well defined since we assumed the bound-
ary to be of class C1. If a vector is subscripted by a normal vector, we mean its normal component
(cf. Footnote 2 on page 6). In Figure 3.9, an example of the use of Es
H,h is depicted. In order
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to fulfill the slip boundary condition it would have been sufficient to define Es
H,h u in x ∈ ΘΓH,h
without the use of ED
H,h by
(
EH,h u
)
(x)− ((EH,h u) (x))
ν(xΓ)
. The term related to ED
H,h in (3.6) can
be regarded as a smoothing term avoiding steep gradients in the extrapolated function, especially
if its tangential component is small compared to the normal one.
Finally, we mention that functions from ST dof
H
could easily be extended pointwise by zero,
which is the simplest way to extend a function. Although the resulting functions fulfill the Dirich-
let boundary condition on Γ approximately (in many cases even exactly) and though it coincides
with the operator ED
H,h for constant functions, it is no alternative to E
D
H,h , because in general, it has
worse approximation properties in the near boundary zone. But it is the right choice to extend the
bubble functions u ∈ BT dof
H
which, as usual, enrich our space only for purposes of stabilization:
E
0 : BT dof
H
→ BT
H,h
, u 7→ (E0u)(x) :=
{
u(x) x ∈ Θdof
H
0 x ∈ ΘΓ
H,h
. (3.7)
Figure 3.9: Extension of a vector field defined on T dof
H
by the operator Es
H,h .
3.3 The Composite Mini Element for Dirichlet Condition
With the help of the extension operators of the previous section, we can now define the composite
mini element space. It is the image of the full mini space on T dof
H
under the linear mapping ECMED
that is composed of the extensions as in the previous section. We apply ED
H,h to the piecewise affine
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part of the velocity space, Ep
H
to the pressure and E0 for the bubbles:
E
CMED :
Xmini
T dof
H
×Mmini
T dof
H︷ ︸︸ ︷(
ST dof
H
⊕BT dof
H
)× ST dof
H
→
XminiT
H,h
×MminiT
H,h︷ ︸︸ ︷(
ST
H,h
⊕BT
H,h
)× ST
H,h(
uS + uB , p
) 7→ (ED
H,h u
S + E0uB , Ep
H
p
)
.
(3.8)
Here, uS ∈ ST dof
H
and uB ∈ BT dof
H
. The operator ECMED is injective, provided T dof
H
6= ∅, since
functions are not changed on T dof
H
. If any two elements of
(
ST dof
H
⊕BT dof
H
) × ST dof
H
are different,
so are their images. The composite mini element space in the case of the Dirichlet boundary
condition is defined by
XCMED
H,h ×MCMEH := ECMED
((
ST dof
H
⊕BT dof
H
)× ST dof
H
)
⊆ (ST
H,h
⊕BT
H,h
)× ST
H,h
.
In general, the space XCMED
H,h is nonconforming since the essential Dirichlet boundary condition
is satisfied only in an approximate way. The nonconformity in the space can be controlled in an a
priori resp. in an a posteriori way by the small scale parameter h of the underlying triangulation
T
H,h. There are two things to note about the pressure part of the space: First, it does not depend
on the small scale parameter h and, second, there is no nonconformity arising from the pressure
part of the space.
Nowwe can define composite mini element approximations of the solution of the weak Stokes
problem (2.15) as pairs (uH,h , pH ) ∈ XCMEDH,h ×MCMEH ∩ L20 (Ω) satisfying the discrete variational
system:
a(uH,h ,vH,h ) + b(vH,h , pH ) = 〈f ,vH,h 〉0,Ω ∀vH,h ∈ XCMEDH,h ,
b(uH,h , qH ) = 0 ∀qH ∈MCMEH ∩ L20 (Ω) .
(3.9)
The bilinear forms are defined as in (2.16).
3.4 The Composite Mini Element for Slip Condition
We define an injective linear mapping ECMEs in an analogous way as for Dirichlet boundary
condition while replacing ED
H,h by E
s
H,h :
E
CMEs :
Xmini
T dof
H
×Mmini
T dof
H︷ ︸︸ ︷(
ST dof
H
⊕BT dof
H
)× ST dof
H
→
XminiT
H,h
×MminiT
H,h︷ ︸︸ ︷(
ST
H,h
⊕BT
H,h
)× ST
H,h
(3.10)(
uS + uB , p
) 7→ (Es
H,h u
S + E0uB , Ep
H
p
)
. (3.11)
The composite mini element space in the case of the slip boundary condition is defined by
XCMEs
H,h ×MCMEH := ECMEs
((
ST dof
H
⊕BT dof
H
)× ST dof
H
)
⊆ (ST
H,h
⊕BT
H,h
)× ST
H,h
.
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Again, the space XCMEs
H,h is nonconforming in general since the essential slip boundary condition
is satisfied only approximately. The nonconformity can be controlled by the small scale parameter
h. The pressure part of the space is the same as for Dirichlet boundary.
Composite mini element approximations of the solution of the weak Stokes problem (2.20) are
pairs (uH,h , pH ) ∈ XCMEsH,h ×MCMEH ∩ L20 (Ω)which fulfill the discrete variational system:
a(uH,h ,vH,h ) + b(vH,h , pH ) = 〈f ,vH,h 〉0,Ω ∀vH,h ∈ XCMEsH,h ,
b(uH,h , qH ) = 0 ∀qH ∈MCMEH ∩ L20 (Ω)
. (3.12)
3.5 CME and Matrix Compression
From Chapter 2 we know that variational equations can be written as operator equations and,
moreover, that they can be represented by linear systems in the coefficients of the basis represen-
tation of the solution if they are discrete. If we apply the techniques of Section 2.1.3 and 2.1.5 to
the full mini element space XminiT
H,h
×MminiT
H,h
on T
H,h we obtain the linear equation
 A B 0B∗ 0 C
0 C∗ 0


︸ ︷︷ ︸
S
mini

up
λ

 =

f0
0

 , (3.13)
where the linear operators A : XminiT
H,h
→ XminiT
H,h
, B : MminiT
H,h
→ XminiT
H,h
and C : MminiT
H,h
→ R are given by
〈u,Av〉H1(Ω) := a(u,v), u,v ∈ XminiT
H,h
,
〈u,Bp〉H1(Ω) := b(u, p), u ∈ XminiT
H,h
, p ∈MminiT
H,h
,
〈λ,Cq〉L2(Ω) := c(λ, q), λ ∈ R, q ∈MminiT
H,h
.
(3.14)
In general, (3.13) does not have a unique solution since no boundary condition was taken into
account. But this system is the starting point for deriving formulations of the composite mini
element systems. It turns out that the discrete variational equations (3.9) and (3.12) can be written
in the form [
E
∗
SminiE
] uH,hpH
λ

 = [E∗]

f0
0

 , (3.15)
where E is the slight modification of the extension operators ECMED resp. ECMEs by mapping
the multiplier identically. We justify (3.15) on an abstract level: Let D be real a Hilbert space, d a
bilinear form on D×D. Related to d we can define an operator D : D→ D′ by
〈u,Dv〉D = d(u, v) ∀u, v ∈ D. (3.16)
Let D˜ be a Hilbert space and E : D˜ → D be a linear operator. We are interested in solutions
u ∈ E (D) of the variational system
d(u, v) = 〈f, v〉D ∀v ∈ E (D), (3.17)
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where f is a linear form on D. We reformulate this as an operator equation. With the help of (3.16)
we get
d(E u˜, E v˜) = 〈E u˜,DE v˜〉D = 〈u˜, E ∗DE v˜〉D˜ ∀u˜, v˜ ∈ D˜, (3.18)
where E ∗ : D′ → D˜′ denotes the adjoint operator to E . The right-hand side of (3.17) can be written
as follows
〈f, E v˜〉D = 〈E ∗f, v˜〉D˜ ∀v˜ ∈ D˜. (3.19)
So (3.17) can be formulated as a linear operator equation on the space D˜:
E ∗DE u˜ = f. (3.20)
This proves (3.15).
For a matrix version of (3.15) we employ the basis of XminiT
H,h
×MminiT
H,h
made up of hat and bubble
functions (cf. (2.36) and (2.37))(({
λi
}d·♯Θdof
H
i=1
∪ {ψj}d·♯T dofHj=1︸ ︷︷ ︸
=:
{
vl
}n
l=1
)× {0}) ∪ ({0} × {λk}♯ΘdofHk=1︸ ︷︷ ︸{
qk
}m
k=1
)
.
We obtain the equivalent linear system
[
SCMED
]uH,hpH
λ

=

 f˜0
0

 . (3.21)
Figure 3.10 gives a more detailed visualization of (3.21). All appearing matrices (dotted) are
sparse. This is well known for Smini, but also true for the extension matrices where at most
three entries per line are nonzero, and transmitted to the composite mini element system matrix
SCMED . Moreover, there are additional substructures hidden in the matrices, which we do not
want to describe in detail here. For an implementation of the method it is of course not necessary
to compute the global matrices. The whole assembly process can be localized to element matrix
computations as usual in finite element methods. This is described in detail in [Rech, 2006]. The
computational effort for calculating the composite systemmatrix is comparable to that of the mini
element, but the storage requirement and the effort for solving the system can be much smaller.
The next chapter shows that the error is hardly affected by this reduction. The extension strat-
egy reduces the dimension of the original full mini matrix, which is comparable to the system
matrix SminiD of the mini element taking the Dirichlet boundary condition into account. In the
case where T
H,h resolves the domain, S
CMED can even be viewed as a compression of SminiD , since
XCMED
H,h ⊆ XminiDH .
All results of this section can be applied to the slip condition in an analog way by simply
replacing ED
H,h by E
s
H,h .
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[
SCMED
]uH,hpH
λ

=

 f˜0
0


=
ECMED
T
Smini ECMED
= ECMED
T
f
f(vi)
A
BT
B
C
CT
E
p
H
1
ED
H,h
E0
| | |
d · (♯Θ
H,h + ♯TH,h) ♯ΘH,h
| | | |
d · ♯Θdof
H
d · ♯T dof
H
♯Θdof
H
|
|
|
|
d · ♯Θ
H,h
d · ♯T
H,h
♯Θ
H,h
| |
dim
(
XminiT
H,h
×MminiT
H,h
)
+ 1
| |
dim
(
XCMED
H,h ×MCMEH
)
+ 1
a(vi,vj)
b(vi, qj)
c(1, qj)
〈vi,EDH,h vj〉
〈vi,E0vj〉
〈vi, EpHvj〉
Figure 3.10: Structure of the composite mini element linear system (3.21). All appearing matrix blocks have a
sparse structure, empty parts represent zero blocks. The gray shaded terms provide information on matrix entries and
dimension.
4
Convergence Analysis
In this chapter we will present the main theorem on the convergence of the composite mini ele-
ment method. We apply the theory presented in 2.2.1. The main steps are the investigation of the
approximation properties and stability. The results are based on the interpolation error estimates
which will be derived in Section 4.1.
4.1 Interpolation and Extrapolation Estimates
The convergence analysis makes use of the existence of an appropriate extension operator for the
given domain Ω. It is known that, if Ω is bounded and Lipschitz, there exists a continuous, linear
extension operator E : Hk(Ω)→ Hk(Rd), k ∈ N0, such that
∀u ∈ Hk(Ω) : Eu|Ω = u and
∥∥Eu∥∥
Hk(Rd)
≤ Cext
∥∥u∥∥
Hk(Ω)
, (4.1)
with a constant Cext depending only on k and Ω (cf. [Stein, 1970]). It is worth noting that for
domains containing a large number of holes and a possibly rough outer boundary, there exists an
extension operator with moderately small norm Cext under mild assumptions on the geometry.
For all details including the characterization of the class of domain geometries, we refer to [Sauter
and Warnke, 1999]. In the following we always identify a function u ∈ Hk(Ω) with its minimal
extension Euwithout mentioning this explicitly.
To get an optimal convergence result, we show that H1D (Ω)- and H
1
s (Ω)- functions can be
approximated by the velocity part of the composite mini space in a way that can be controlled
by the large scale parameter H. Usually, a piecewise affine interpolant IT
H,h
with respect to the
grid T
H,h is used to prove this property. However, this is not possible in our situation because
the simplices in T Γ
H,h do not contain degrees of freedom. We use the extensions of the affine
interpolants IT dof
H
on the inner grid T dof
H
instead. That is why we get error estimates in terms of
H, even on the fine part of the grid. The small scale h is necessary to control the non-conformity
in the velocity space.
One problem is that standard interpolation error estimates can be applied only inside the
underlying triangulation that is T dof
H
in our case. However, we are interested in the error in Ω.
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T
bx
t
τ
(a) t∩ T = ∅, Cdist ≈ Csize ≈
1
3
,
t, T ( conv(T ∪ t)
T
b
x
t
τ
(b) T ⊆ t, Cdist = 0, Csize ≈
3
2
, conv(T ∪ t) = t
Figure 4.1: Two typical situations for the simplices t and T from Lemma 4.1.
It is well known (cf. [Ciarlet, 1978, Theorem 16.1]) that, for an arbitrary simplex T ⊆ Rd with
regularity constant ρT , there exists a constant Cint = Cint(m, p, d) such that
∣∣u− ITu∣∣m,p,T ≤ CintρmT diam
(
T
)(2− d2+ dp−m)∣∣u∣∣
2,T
∀u ∈ H2(T ), (4.2)
where m ∈ {0, 1} and 1 ≤ p ≤ ∞, provided Wmp (Ω) ⊆ H2(Ω) 1. ITu ∈ P1(Rd) denotes the linear
interpolant of u in the vertices of T . The subsequent lemma analyzes the approximation quality
of ITu in a neighborhood of the convex hull of the interpolation points, i.e. outside of T .
Lemma 4.1 (Neighborhood property)
Let T be an arbitrary simplex with regularity constant ρT , t be an arbitrary simplex with regularity
constant ρt. Let the ratio of the diameters of t and T be denoted by Csize and the distance between
T and t relative to the size of T by Cdist, i.e.
Csize :=
diam
(
t
)
diam
(
T
) and Cdist := dist(t, T )
diam
(
T
) .
Furthermore let u ∈ H2(conv(T ∪ t)) and let ITu ∈ P1(Rd) denote the affine interpolation of u at
the vertices of T . Then, for m ∈ {0, 1} and 1 ≤ p ≤ ∞, provided Wmp (Ω) ⊆ H2(Ω), there exists a
constant C = C(Cint, d, Csize, Cdist) > 0 such that∣∣u− ITu∣∣m,p,t ≤ C
ρmt ρ
(1+ d2 )
T
diam
(
T
)(2− d2 ) diam(t)( dp−m)∣∣u∣∣
2,conv
(
T∪t
),
1The condition Wmp (Ω) ⊆ H
2(Ω) restricts the choices ofm and p depending on the dimension d. The combinations of
m and p that will be useful later ((m, p) = (0, 2), (0,∞), (1, 2)) are allowed in two as well as three dimensions.
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where conv
(
T ∪ t) denotes the convex hull of T ∪ t.
Proof. Let Itu ∈ P1(Rd) denote the affine interpolation of u at the vertices of t. We define
ht := diam
(
t
)
and hT := diam
(
T
)
. The use of triangle inequality, (4.2), and the inverse estimate
(which is valid form ∈ {0, 1} and all p ∈ N ∪ {∞})
∣∣q∣∣
m,p,t
≤
(
2
ρt
)m
h
( dp−m)
t
∥∥q∥∥
0,∞,t
∀q ∈ P1(Rd) (4.3)
lead to
∣∣u− ITu∣∣m,p,t ≤ ∣∣u− Itu∣∣m,p,t + ∣∣Itu− ITu∣∣m,p,t
≤ Cint
ρmt
h
(2− d2+
d
p
−m)
t
∣∣u∣∣
2,t
+
(
2
ρt
)m
h
( dp−m)
t
∥∥Itu− ITu∥∥0,∞,t. (4.4)
Note that
∥∥Itu−ITu∥∥0,∞,t = maxx∈V (t)∣∣Itu(x)−ITu(x)∣∣. Before we can estimate ∥∥Itu−ITu∥∥0,∞,t
or
∣∣Itu(x)− ITu(x)∣∣ for a vertex x ∈ V (t), we have to investigate the set
Λx :=
{
τ | τ is a simplex, x ∈ V (τ) ⊆ (V (T ) ∪ {x})}
containing (d+1) simplices. There is at least one τ ∈ Λx that fulfills
∣∣τ∩T ∣∣ ≥ 1
d+ 1
∣∣T ∣∣. Obviously,
its diameter is bounded by (1 + Cdist + Csize)hT . Since τ ∩ T is a simplex, we can use HERON’s
formula to derive
diam
(
Bτ
) ≥ diam(Bτ∩T ) = d
∣∣τ ∩ T ∣∣∣∣∂(τ ∩ T )∣∣ ≥ 1d+ 1 d
∣∣T ∣∣∣∣∂T ∣∣ = 1d+ 1 diam(BT )
and therefore ρτ ≥ 1
d+ 1
hT
diam
(
τ
) ≥ ρT
(d+ 1)(1 + Cdist + Csize)
. According to x ∈ V (t), we can
choose a simplex τ with the following properties (see also Figure 4.1):
1. x ∈ V (τ) ⊆ (V (T ) ∪ {x}), τ ⊆ conv(T ∪ {x}), diam(τ) ≤ (1 + Cdist + Csize)hT ,
2.
∣∣τ ∩ T ∣∣ ≥ 1
d+1
∣∣T ∣∣ and
3. ρτ ≥ ρT
(d+ 1)(1 + Cdist + Csize)
.
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With y ∈ (V (τ) ∩ V (T ))we get∣∣Itu(x)− ITu(x)∣∣ = ∣∣Iτu(x)− ITu(x)∣∣
=
∣∣Iτu(y)− ITu(y) +∇ (Iτu− ITu) · (x− y)∣∣
≤ ∣∣∇ (Iτu− ITu)∣∣ diam(τ)
≤
(
1 + Cdist + Csize
ρ
d
2
T
) ∣∣∇ (Iτu− ITu)∣∣∣∣T ∣∣ 12 h(1− d2 )T
≤
(√
d+ 1
1 + Cdist + Csize
ρ
d
2
T
)
h
(1− d2 )
T
∣∣Iτu− ITu∣∣1,T∩τ
≤
(√
d+ 1
1 + Cdist + Csize
ρ
d
2
T
)
h
(1− d2 )
T
(∣∣Iτu− u∣∣1,τ + ∣∣u− ITu∣∣1,T)
≤
(√
d+ 1Cint
1 + Cdist + Csize
ρ
d
2
T
)
h
(1− d2 )
T
(
diam
(
τ
)
ρτ
+
hT
ρT
)∣∣u∣∣
2,conv
(
T∪τ
)
≤
(
2Cint
(d+ 1)
3
2 (1 + Cdist + Csize)
3
ρ
(1+ d2 )
T
)
h
(2− d2 )
T
∣∣u∣∣
2,conv
(
T∪t
). (4.5)
We plug this result into (4.4) to bound
∣∣u− ITu∣∣m,p,t by
4Cint h
( dp−m)
t
ρmt

h(2− d2 )T + 2(d+ 1) 32 (1 + Cdist + Csize)3
ρ
(1+ d2 )
T
h
(2− d2 )
T

∣∣u∣∣
2,conv
(
T∪t
)
leading to the final estimate
∣∣u− ITu∣∣m,p,t ≤ 4(d+ 1)
3
2Cint
ρmt ρ
(1+ d2 )
T
(
C
(2− d2 )
size + (1 + Cdist + Csize)
3
)
h
( dp−m)
t h
(2− d2 )
T
∣∣u∣∣
2,conv
(
T∪τ
).
This Lemma is useful whenever we are looking for approximations of H2-functions, which is
the regular case in the velocity analysis. It will not be applied to derive approximability results
for the pressure space MCME
H
since, for an optimal convergence result, it is not necessary to make
the same regularity assumption as for the velocity. Moreover, it is sufficient to assume that the
pressure part of the solution belongs to H1. This makes the analysis more complicated since the
pointwise interpolation operator is no longer well defined. We will use the quasi interpolation
operator of Scott and Zhang [1990] instead2. We do this in relation to the coarse overlapping grid
T
H
. For every xi ∈ ΘH we fix a face σi touching xi. We denote by {φi,j}dj=1 its affine nodal basis
and by {ψi,j} its L2(σi)-dual basis. Further let {φj}Nj=1 be the affine nodal basis of TH. Then the
quasi interpolation operator
ΠT
H
: H1(ΩH)→ ST
H
2Since we only use the approximation property of this operator and not its special structure it is also possible to use
the quasi-interpolation operator as introduced by Cle´ment [Cle´ment, 1975] or its modifications as described in [Verfu¨rth,
1996] and [Verfu¨rth, 1999].
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is given by
ΠT
H
p(x) =
N∑
i=1
φi(x)
∫
σi
ψi,1(ξ)p(ξ)dξ.
Following [Scott and Zhang, 1990], Theorem 4.1 and Corollary 4.1, the operator is bounded and
fulfills the following approximation properties∥∥p−ΠT
H
p
∥∥
m,T
≤ Cqint diam
(
T
)1−m∥∥p∥∥
1,ωT
∀T ∈ T
H
∀p ∈ H1(ΩH), m ∈ {0, 1} (4.6)∥∥p−ΠT
H
p
∥∥
0,ΩH
≤ CqintH
∥∥p∥∥
1,ΩH
∀p ∈ H1(ΩH). (4.7)
The constant Cqint = C(ρ) depends only on the minimal angles in TH. This operator is nonlocal in
the sense, that the error on a single simplex T depends not only on the derivatives on the simplex
itself but a certain neighborhood
ωT := {τ ∈ TH | τ¯ ∩ T¯ 6= ∅}.
That is why Lemma 4.1 does not apply in a straightforward way. We prove an H1-version instead.
Lemma 4.2 (Neighborhood property for H1 functions)
Let p ∈ H1(ΩH) and T ∈ TH. Let ΠTp ∈ P1(Rd) denote the extension of p|T to Rd by itself. Then,
form ∈ {0, 1} and all T˜ ∈ ωT , there exists a constant C > 0 such that∣∣p−ΠTp∣∣m,T˜ ≤ C diam(T )(1−m)∥∥p∥∥1,(ωT∪ωT˜ ).
C depends only on Cqint, d and the regularity constant ρ (cf. (3.2)).
Proof. We start with an error splitting:∣∣ΠTp− p∣∣m,T˜ ≤ ∣∣ΠTHp−ΠTp∣∣m,T˜ + ∣∣ΠTHp− p∣∣m,T˜
≤ ( 2
ρ
)m∣∣T˜ ∣∣ 12 max
x∈V (T˜ )
∣∣ΠT
H
p(x)−ΠTp(x)
∣∣ + Cqint diam(T˜ )(1−m)∥∥p∥∥1,T˜ , (4.8)
where we used (4.3) and (4.6) in the second estimate. Note that T and T˜ share at least one vertex
y ∈ V (T ) ∩ V (T˜ )which allows the following estimate:∣∣ΠT
H
p(x)−ΠTp(x)
∣∣ = ∣∣ΠT
H
p(y)−ΠTp(y)︸ ︷︷ ︸
=0
+∇ (ΠT
H
p−ΠTp
)∣∣
T˜
(x− y)∣∣
≤ diam(T˜ )∣∣∇ (ΠT
H
p−ΠTp
)∣∣
T˜
∣∣. (4.9)
The norm of the gradient on the right-hand side of (4.9) can be bounded, since∣∣∇ (ΠT
H
p−ΠTp
)∣∣
T˜
∣∣ ≤ ∣∣∇(ΠT
H
p
∣∣
T˜
)∣∣ + ∣∣∇ (ΠTp)∣∣
=
∣∣ΠT
H
p
∣∣
1,∞,T˜
+
∣∣ΠTp∣∣1,∞,T
≤ ∣∣T˜ ∣∣− 12 ∣∣ΠT
H
p
∣∣
1,T˜
+
∣∣T ∣∣− 12 ∣∣ΠTp∣∣1,T
≤
(
1 +
∣∣T˜ ∣∣∣∣T ∣∣
) 1
2 ∣∣T ∣∣− 12 ∣∣ΠT
H
p
∣∣
1,T˜∪T
≤ C(ρ, d)∣∣T ∣∣− 12 ∥∥p∥∥
1,ωT∪ωT˜
, (4.10)
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where we used conv
(
T ∪ T˜ ) ⊆ (ωT ∪ ωT˜ ) and ∣∣T˜ ∣∣ ≤ C(ρ)∣∣T ∣∣ as well as the projection property of
ΠT
H
in the last estimate.
Now combining (4.8), (4.9) and (4.10) yields the assertion.
4.2 Approximability
With suitable interpolation results at hand we analyze the approximation error starting with the
Dirichlet velocity space. Throughout this chapter the coarse grid T
H
is supposed to be a parent
of T
H,h, i.e. TH,h arises from TH by a refinement process. That allows us to group the simplices in
T
H,h as sons of simplices in TH, which simplifies the proofs, especially some counting arguments.
We emphasize that this is not a crucial point in the analysis. The condition can be skipped by
introducing a suitable weak compatibility condition between the grids.
4.2.1 The CME Velocity Space for Dirichlet Boundary
As a first step for the H1 approximation result we will prove a local L∞ estimate.
Lemma 4.3
For every u ∈ H1D (Ω) ∩H2 (Ω) there exists uH,h ∈ XCMEDH,h such that
∥∥u− uH,h ∥∥0,∞,t ≤ C
[(
diam
(
t
)(d−1)
H
) 1
d
](2− d2 ) ∣∣u∣∣
2,ωT
∀t ∈ T
H,h,
where C = C(Cint, ρ, C
T
1 , C
T
2 , d) > 0 is a constant, t ⊆ T ∈ TH and ωT = {τ ∈ TH | τ¯ ∩ T¯ 6= ∅}.
Proof. We define uH,h := E
D
H,h
(
IT dof
H
u
)
. The result for the inner simplices T ∈ T dof
H
follows from
the standard interpolation estimate (4.2). Hence, it remains to consider t ∈ T Γ
H,h. Let ht := diam
(
t
)
and Itu denote the affine interpolant of u at the vertices of t. Then∥∥u− uH,h ∥∥∞,t ≤ ∥∥uH,h − Itu∥∥∞,t + ∥∥Itu− u∥∥∞,t. (4.11)
For the second term in (4.11) we apply (4.2) once more to get the bound C(Cint, ρ)h
(2− d2 )
t
∣∣u∣∣
2,t
.
It remains to bound the first term in (4.11) or, equivalently,
∣∣uH,h (x) − u(x)∣∣ for every vertex
x ∈ V (t). We construct a simplex τx (that does not necessarily belong to TH or TH,h (see also Fig.
4.2)):
1. x ∈ τx,
2. xΓ is a vertex of τx,
3. hτx := diam
(
τx
) ∈ O((Hhd−1t ) 1d ), ρτx ≥ ρ and τx ⊆ ωT ,
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Figure 4.2: Illustration of a slave node x and the simplex τx from the proof of Lemma 4.3 in R
2.
where T ∈ T
H
is such that t ⊆ T . As before, ωT = {τ ∈ TH | τ∩T 6= ∅} denotes the set of neighbors
of T in T
H
. Due to (3.2) and (3.3) such a simplex always exists. The choice hτx ≈
(
Hh
d−1
t
) 1
d is made
in order tominimize the bound of the pointwise error (see (4.13) in this proof). Let the closest inner
simplex according to x be denoted by Tx and let its diameter be denoted by hTx := diam
(
Tx
)
. Let
Iτx and ITx denote the affine interpolation operators corresponding to τx and Tx. Then we get
∣∣uH,h (x)− u (x)∣∣ = ∣∣∇ITxu · (x− xΓ)−
=∇(Iτxu)·(x−x
Γ)︷ ︸︸ ︷(Iτxu (x)− Iτxu (xΓ))+Iτxu (x)︸ ︷︷ ︸
=0
−u (x)∣∣
≤ ∣∣∇ (ITxu− Iτxu) · (x− xΓ)∣∣ + ∣∣u (x)− Iτxu (x)∣∣ (4.12)
≤ (1 + CT1 )ht
∥∥ITxu− Iτxu∥∥1,∞,τx + Cinth(2− d2 )τx ∣∣u∣∣2,τx
≤ 2(1 + C
T
1 )
ρ
ht
hτx
∥∥ITxu− Iτxu∥∥0,∞,τx + Cinth(2− d2 )τx ∣∣u∣∣2,τx
≤ 2(1 + C
T
1 )
ρ
ht
hτx
(∥∥ITxu− u∥∥0,∞,τx + ∥∥u− Iτxu∥∥0,∞,τx)+ Cinth(2− d2 )τx ∣∣u∣∣2,τx
≤ C
[
hth
(2− d2 )
Tx
hτx
+ hth
(1− d2 )
τx + h
(2− d2 )
τx
]∣∣u∣∣
2,conv
(
T∪τx
), (4.13)
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where we used (4.2) in the third and the last estimate, (4.3) in the fourth one and Lemma 4.1 for
the estimation of
∥∥ITxu − u∥∥0,∞,τx . Now the choice of the diameter of τx as in 3. becomes clear.
The constant C depends only on C
T
1 , C
T
2 , ρ, Cint and the constant of Lemma 4.1.
The local L2- respectively H1-estimates follow at hand.
Lemma 4.4
Letm ∈ {0, 1}. For every u ∈ H1D (Ω) ∩H2 (Ω) there exists uH,h ∈ XCMEDH,h such that
∥∥u− uH,h ∥∥m,t ≤ CH( 2d− 12 ) diam(t)( 52−m− 2d )∣∣u∣∣2,ωT ∀t ∈ TH,h,
where C = C(Cint, ρ, C
T
1 , C
T
2 , d) > 0 is a constant and t ⊆ T ∈ TH.
Proof. We define uH,h as in the previous proof. We separate the linear part of the error by the
triangle inequality, before we can use the inverse inequality (4.3). Estimate (4.2) is employed to
estimate the rest:∣∣u− uH,h ∣∣m,t ≤ ∣∣uH,h − It(u)∣∣m,t + ∣∣It(u)− u∣∣m,t
≤
(
2
ρ
)m
diam
(
t
)( d2−m)∥∥uH,h − It(u)∥∥∞,t + Cintρm diam(t)(2−m)∣∣u∣∣2,t.
We apply Lemma 4.3 to estimate the first summand and obtain the assertion. The resulting con-
stant C equals
(
2
ρ
)m
times the constant of Lemma 4.3.
Since the error estimates in Lemma 4.3 and Lemma 4.4 contain positive powers of diam
(
t
)
it
is possible to localize the approximation error with respect to the simplices of the refined grid
T
H,h. Unfortunately the dependence on the H
2-norm of u is not local with respect to the fine scale
mesh. Thus we cannot simply sum up the local errors to get an optimal global estimate. A deeper
analysis is needed to prove the following global approximation property of the velocity space in
the Dirichlet case.
Theorem 4.5 (Approximation property of XCMED
H,h )
Letm ∈ {0, 1}. For every u ∈ H1D (Ω) ∩H2 (Ω) there exists uH,h ∈ XCMEDH,h such that∥∥u− uH,h ∥∥m,Ω ≤ CH(2−m)∣∣u∣∣2,Ω
with some constant C = C(Cint, ρ, C
T
1 , C
T
2 , d, Cext) > 0which neither depends on H nor h.
Proof. We define again uH,h := E
D
H,h
(
IT dof
H
u
)
and start with a splitting of the error:
∣∣u− uH,h ∣∣2m,Ω ≤ C
(∣∣u− IT
H,h
u
∣∣2
m,Ω
+
∑
T∈T
H
∑
t∈T T
∣∣IT
H,h
u− uH,h
∣∣2
m,t
)
. (4.14)
As indicated before, the application of Lemma 4.4 would lead to a suboptimal error bound, at
least in the H1-case. In fact, we use Lemma 4.4 only on those triangles whose nodes are assigned
to different inner simplices, i.e. t /∈ Tˆ T for all T ∈ T dof
H
. For all other simplices we will need a
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more local bound. So let T ∈ T dof
H
and t ∈ Tˆ T. By Itu ⊆ P1(Rd)we denote the affine interpolation
of u at the vertices of t, ht := diam
(
t
)
. Then
∣∣uH,h − IT
H,h
u
∣∣
m,t
=
∣∣uH,h − Itu∣∣m,t
≤
(
2
ρ
)m
h
( d2−m)
t
∥∥uH,h − Itu∥∥0,∞,t
≤
(
2
ρ
)m
h
( d2−m)
t max
x∈V (t)
∣∣∇ITxu · (x− xΓ)− (Itu(xΓ) +∇Itu · (x− xΓ))︸ ︷︷ ︸
=Itu(x)
∣∣
≤
(
2
ρ
)m(
C
T
1 h
(1+ d2−m)
t
∥∥∇ (ITxu− Itu)∥∥0,∞,t
+ h
( d2−m)
t max
x∈V (t)
|Itu(xΓ)− u(xΓ)︸ ︷︷ ︸
=0
|
)
(4.15)
≤ C(Cint, CT1 , ρ, d)
(
h
(1−m)
t
∣∣ITu− Itu∣∣1,t + h(2−m)t ∣∣u∣∣2,t˜
)
, (4.16)
where we used (4.3) in the second estimate and Lemma 4.1, (especially (4.5)), in the last one. The
set
t˜ := conv
(
t ∪ {xΓ | x ∈ V (t)})
denotes the convex hull of all the vertices of t and their closest boundary points.
So we get
∑
T∈T
H
∑
t∈T T
∣∣IT
H,h
u− uH,h
∣∣2
m,t
≤
∑
T∈T
H
(∑
t∈Tˆ T
∣∣IT
H,h
u− uH,h
∣∣2
m,t
+
∑
t∈T T\Tˆ T
∣∣IT
H,h
u− uH,h
∣∣2
m,t
)
≤
∑
T∈T
H
C(Cint, ρ, C
T
1 , d)
(∑
t∈Tˆ T
h
(2−2m)
t
∣∣ITu− Itu∣∣21,t + h(4−2m)t ∣∣u∣∣22,t˜
+ C(Cint, ρ, C
T
1 , C
T
2 , d)
∑
t∈T T\Tˆ T
H
( 4d−1)h
(5−2m− 4d )
t
∣∣u∣∣2
2,ωT
)
≤ C(Cint, ρ, CT1 , CT2 , d)H(2−2m)
(∑
T∈T
H
∣∣ITu− Itu∣∣21,Tˆ T︸ ︷︷ ︸
=:M1,T
+
∑
T∈T
H
(∑
t∈Tˆ T
h
2
t
∣∣u∣∣2
2,t˜
)
︸ ︷︷ ︸
=:M2,T
+
∑
T∈T
H
( ∑
t∈T T\Tˆ T
h
2
t
)∣∣u∣∣2
2,ωT︸ ︷︷ ︸
=:M3,T
)
.
If we could show the existence of constants Ci > 0, such that Mi,T ≤ CiH2
∣∣u∣∣2
2,ωT
for all i ∈
{1, 2, 3}, then the proof is finished since
∑
T∈T
H
∣∣u∣∣2
2,ωT
≤ C(ρ,Cext)
∣∣u∣∣2
2,Ω
.
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Figure 4.3: The boundary regions A˜i.
In case ofM1,T this can be done by using the triangle inequality, Lemma 4.1 and (4.2):
M1,T =
∣∣ITu− Itu∣∣21,Tˆ T ≤ ∣∣ITu− u∣∣21,Tˆ T + ∣∣u− Itu∣∣21,Tˆ T
≤
(
C(Cint, ρ, C
T
2 , d)
2 +
C2int
ρ2
)
H
2
∣∣u∣∣2
2,conv
(
Tˆ T
)
≤ C(Cint, ρ, CT2 , d)2H2
∣∣u∣∣2
2,conv
(
Tˆ T
).
For the estimation ofM2,T we group simplices from T ΓH,h not only according to their extrapolation
simplices but also according to their boundary distance. We define the sets
A0 := T ΓH,h, Ak :=
{
t ∈ T Γ
H,h | max
x∈t
dist(x,Γ) < 2−kH
}
, 1 ≤ k ≤ K := 1 +
⌈
log2
(
H
h
)⌉
.
Their disjoint versions are given by (cf. Figure 4.3)
A˜k := Ak \Ak+1, 0 ≤ k ≤ K − 1, A˜K := AK . (4.17)
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The summation inM2,T can be re-sorted using (4.17):
M2,T =
∑
t∈Tˆ T
h
2
t
∣∣u∣∣2
2,t˜
≤ C(CT1 )
K∑
k=0
∑
t∈Tˆ T∩A˜k
2−2kH2
( K∑
j=0
∑
τ∈A˜j
∣∣u∣∣2
2,τ∩t˜
)
≤ C(CT1 )H2
K∑
k=0
2−2k
( K∑
j=0
∑
τ∈A˜j
∑
t∈Tˆ T∩A˜k
2−2k
∣∣u∣∣2
2,τ∩t˜
)
≤ C(CT1 )H2
K∑
k=0
2−2k
( K∑
j=0
∑
τ∈A˜j
♯A˜k,τ
∣∣u∣∣2
2,τ
)
.
Here, A˜k,τ := {t ∈ Tˆ T ∩ A˜k | τ ∩ t˜ 6= ∅}. For τ ∈ A˜j and j > k, A˜k,τ is an empty set. In the other
cases, j ≤ k, its number of elements is bounded by a moderate constant C(CT1 , ρ, d) since
dist(t1, t2) ≤ 2 · 2−kH ∀t1, t2 ∈ A˜k,τ and
∣∣t1∣∣ ≥ C(CT1 , ρ)(2−kH)d ∀t1 ∈ A˜k,τ .
Furthermore, A˜k,τ is an empty set if τ /∈ ωT . This leads to
M2,T ≤ C(CT1 , ρ, d)H2
K∑
k=0
2−2k
k∑
j=0
∣∣u∣∣2
2,ωT
≤ C(CT1 , ρ, d)H2
( K∑
k=0
2−2kk
︸ ︷︷ ︸
≤2
)∣∣u∣∣2
2,ωT
.
It remains to estimateM3,T . Since T T \ Tˆ T ⊆
⋃
τ∈ωT
T T ∩ T τ we get
M3,T =
( ∑
t∈T T\Tˆ T
h
2
t
)∣∣u∣∣2
2,ωT
≤
( K∑
k=0
∑
τ∈ωT
∑
t∈T T∩T τ∩A˜k
2−2kH2
)∣∣u∣∣2
2,ωT
≤ H2∣∣u∣∣2
2,ωT
(∑
τ∈ωT
K∑
k=0
#
(T T ∩ T τ ∩ A˜k)2−2k).
by using (4.17). A simplex t belongs to the set T T ∩ T τ , τ ∈ ωT , if it intersects the (d − 1)-
dimensional manifold on which the mapping (see also 3.1)
Rd ∋ x 7→ Tx ∈ argmin{dist(x, T ) ,dist(x, τ)}
has a jump. Therefore and due to (3.3) and shape regularity the cardinal number of T T ∩T τ ∩ A˜k
satisfies
#
(T T ∩ T τ ∩ A˜k) ≤ C(CT1 , CT2 , ρ, d)(2k)d−2 ∀k = 1, . . . ,K.
In two dimensions only a moderately bounded number of simplices belongs to T T∩T τ ∩A˜k. This
is not true for d = 3, but there, the growth in k is sufficiently slow to preserve the final estimate:
M3,T ≤
( K∑
k=0
C(C
T
1 , C
T
2 , ρ, d)2
−k
)
H
2
∣∣u∣∣2
2,ωT
≤ 2C(CT1 , CT2 , ρ, d)H2
∣∣u∣∣2
2,ωT
.
Thus the Dirichlet case is complete and we turn to the slip boundary condition.
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4.2.2 The CME Velocity Space for Slip Boundary
Here, things are getting more complicated due to the free tangential velocity. Due to the loss of
information on the boundary a slip analogue of Lemma 4.3 can only give a bound in powers of H.
Lemma 4.6
For every u ∈ H1s (Ω) ∩H2 (Ω) there exists uH,h ∈ XCMEsH,h such that∥∥u− uH,h ∥∥0,∞,t ≤ CH(2− d2 )∣∣u∣∣2,ωT ∀t ∈ TH,h,
where C = C(Cint, ρ, C
T
1 , C
T
2 , d) > 0 is a constant, t ⊆ T ∈ TH and ωT = {τ ∈ TH | τ ∩ T 6= ∅}.
Proof. Let IT dof
H
u denote the piecewise affine interpolant of u in the nodes of T dof
H
and define
uH := IT dof
H
u and uH,h := E
s
H,h uH. We have already proved (cf. proof of Lemma 4.3) that we can
restrict ourselves on bounding
∣∣uH,h (x)− u(x)∣∣ for every vertex x ∈ t. The simplex t is supposed
to be contained in T T for some T ∈ T dof
H
. We use the same notation as in the proof of Lemma 4.3
to derive:∣∣uH,h (x)− u (x)∣∣ ≤ ∣∣(EDH,h uH(x)− u (x))
ν(xΓ)
∣∣ (4.18)
+
∣∣(EH,h uH(x)− u(x))− (EH,h uH(x)− u(x))
ν(xΓ)
∣∣
≤ ∣∣〈∇ (ITxu− Iτxu) · (x− xΓ)+ Iτxu (x)− u (x) ,ν(xΓ)〉ν(xΓ)∣∣
+
∣∣(EH,h uH(x)− u (x))− 〈EH,h uH(x)− u (x) ,ν(xΓ)〉ν(xΓ)∣∣
≤ ∣∣∇ (ITxu− Iτxu) · (x− xΓ)+ Iτxu (x)− u (x)∣∣ + ∣∣EH,h uH(x)− u (x)∣∣.
The first term was estimated in (4.12) by
C(Cint, ρ, C
T
1 , C
T
2 , d)
[(
diam
(
t
)d−1
H
) 1
d
](2− d2 ) ∣∣u∣∣
2,ωT
.
The additional second term can only be bounded in terms of H using Lemma 4.1. If T1 ∈ T ΓH such
that x ∈ T1 (⇒ T1 ⊆ ωT ), then∣∣EH,h uH(x)− u (x)∣∣ ≤ ∥∥EH,h uH − u∥∥∞,T ≤ ∥∥EH,h uH − ITu∥∥∞,T + ∥∥ITu− u∥∥∞,T
≤ max
y∈V (T )
∣∣ITyu(y)− u(y)∣∣ + CH(2− d2 )∣∣u∣∣2,Tx ≤ 2CH(2− d2 )∣∣u∣∣2,ωT ,
where C is the constant of Lemma 4.1.
This Lemma is only useful to get a local L2-estimate but it is not appropriate to derive sharp
bounds of the T
H,h-localH
1-norm since the estimate does not contain positive powers of the small
scale h, which were the basis of the summing arguments used in the proof of Theorem 4.5. How-
ever, the subsequent theorem will show that we get comparable T
H,h-local and global results due
to the fact that the problematic term∣∣(EH,h uH(x)− u(x))− (EH,h uH(x)− u(x))
ν(xΓ)
∣∣,
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which appears in the proof of Lemma 4.6 does not vary to much over a slave simplex.
We need some property of the outer domain normal which we deduce from the assumed
boundary regularity: ∣∣ν(xΓ)− ν(yΓ)∣∣ ≤ Cν ∣∣x− y∣∣ ∀x,y ∈ Ω. (4.19)
If Γ is simply connected, then Cν is bounded by the square of the maximal curvature of Γ.
Theorem 4.7 (Approximation property of XCMEs
H,h )
Letm ∈ {0, 1}. For every u ∈ H1s (Ω) ∩H2 (Ω) there exists uH,h ∈ XCMEsH,h such that∥∥u− uH,h ∥∥m,Ω ≤ (C + CνH)H(2−m)∣∣u∣∣2,Ω
with some constant C = C(Cint, ρ, C
T
1 , C
T
2 , d, Cext) > 0 which neither depends on H nor h.
Proof. We define uH := IT dof
H
u and uH,h := E
s
H,h uH as in the proof of Lemma 4.6. The proof
of the L2-estimate is a simple consequence of Lemma 4.6 applied to the right-hand side of the
Cauchy-Schwarz estimate ∥∥uH,h − u∥∥20,Ω ≤ ∑
t∈T
H,h
∣∣t∣∣∥∥uH,h − u∥∥20,∞,t.
To get the H1-result, we investigate the error
∣∣uH,h − IT
H,h
u
∣∣
1,t
on a simplex t ∈ T T for some
T ∈ T dof
H
. In contrast to (4.18) we use the fact that the H1-seminorm of an affine function can not
only be bounded by (4.3) but by the scaled maximal difference of function values at two vertices:
∣∣uH,h − IT
H,h
u
∣∣
1,t
≤ 2
ρ
h
( d2−1)
t max
x,y∈V (t)
∣∣(uH,h (x)− u(x))− (uH,h (y)− u(y))∣∣.
Employing the definition of Es
H,h and splitting u(x) into its components with respect to some
normal vectors we further get
∣∣uH,h − IT
H,h
u
∣∣
1,t
≤ 2
ρ
h
( d2−1)
t
(
max
x,y∈V (t)
∣∣(ED
H,h uH(x)− u (x)
)
ν(xΓ)
−
(
E
D
H,h uH(y)− u(y)
)
ν(yΓ)
∣∣
+ max
x,y∈V (t)
∣∣EH,h uH(x)− u (x)− (EH,h uH(y)− u(y))∣∣
+ max
x,y∈V (t)
∣∣(EH,h uH(x)− u (x))
ν(xΓ) − (EH,h uH(y)− u(y))ν(yΓ)
∣∣) .
The first maximum is estimated by the absolute maximum of the full error:
max
x,y∈V (t)
∣∣(ED
H,h uH(x)− u (x)
)
ν(xΓ)
−
(
E
D
H,h uH(y)− u(y)
)
ν(yΓ)
∣∣ ≤ 2∣∣ED
H,h uH − Itu
∣∣
0,∞,t
.
The latter was already estimated twice, in Lemma 4.3 and in the proof of Theorem 4.5 (cf. (4.16)):∣∣ED
H,h uH − Itu
∣∣
0,∞,t
≤


C(Cint, C
T
1 , ρ, d)
(
h
(1− d2 )
t
∣∣ITu− Itu∣∣1,t + h(2− d2 )t ∣∣u∣∣2,t˜
)
, t ∈ Tˆ T
C(Cint, ρ, C
T
1 , C
T
2 , d)
[(
h
d−1
t H
) 1
d
](2− d2 ) ∣∣u∣∣
2,ωT
, t ∈ T T \ Tˆ T.
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Due to the mean value theorem the second maximum is bounded by
1
ρ
h
(1− d2 )
t
∣∣EH,h uH − IT
H,h
u
∣∣
1,t
.
We choose some x,y in the set of vertices of t to bound the third one with the help of Lemma 4.1
and (4.19) by∣∣(EH,h uH (x)− u (x))
ν(xΓ) − (EH,h uH (y)− u(y))ν(yΓ)
∣∣
≤ (∣∣(EH,h uH (x)− u (x))− (EH,h uH (y)− u(y))∣∣ + ∣∣EH,h uH (x)− u (x)∣∣∣∣ν(xΓ)− ν(yΓ)∣∣)
≤
(∣∣∇ (EH,h uH − Itu) · (x− y)∣∣ + C(ρ, d)h(1− d2 )t Cν∥∥EH,h uH − ITH,hu∥∥0,t
)
≤ C(ρ, d)h(1−
d
2 )
t
(∣∣EH,h uH − Itu∣∣1,t + Cν∥∥EH,h uH − ITH,hu∥∥0,t) .
Finally we get∣∣uH,h − IT
H,h
u
∣∣
1,t
≤ C(Cint, CT1 , ρ, d)
(∣∣ITu− Itu∣∣1,t + ht∣∣u∣∣2,t˜
+
∣∣EH,h uH − Itu∣∣1,t + Cν∥∥EH,h uH − ITH,hu∥∥0,t) ,
if t ∈ Tˆ T and
∣∣uH,h − IT
H,h
u
∣∣
1,t
≤ C(Cint, ρ, CT1 , CT2 , d)
(
h
( d2−1)
t
[(
h
d−1
t H
) 1
d
](2− d2 ) ∣∣u∣∣
2,ωT
+
∣∣EH,h uH − Itu∣∣1,t + Cν∥∥EH,h uH − ITH,hu∥∥0,t)
if t ∈ T T \ Tˆ T. The rest is just summing up as in the proof of Theorem 4.5 and using Lemma 4.1
to estimate ∣∣EH,h uH − IT
H,h
u
∣∣
m,(
⋃
t∈TT t)
≤ CH(2−m)∣∣u∣∣
2,ωT
, m = 0, 1.
4.2.3 The CME Pressure Space
Asmentioned before we cannot use the pointwise interpolation operator to approximate the pres-
sure p ∈ H1 (Ω). Instead, we employ Lemma 4.2 for the proof of the approximation theorem.
Theorem 4.8 (Approximation property of MCME
H
)
For every p ∈ L20 (Ω) ∩H1 (Ω) there exists pH ∈MCMEH such that∥∥p− pH ∥∥0,T ≤ C diam(T )∥∥p∥∥1,ω˜T ∀T ∈ TH, (4.20)
where C = C(Cqint, ρ, d) > 0 is a constant and ω˜T :=
⋃
τ∈ωT
ωτ .
Furthermore we have the global estimate∥∥p− pH ∥∥0,Ω ≤ CH∥∥p∥∥1,Ω,
where the constant C depends only on Cext, ρ, and the constant of the local estimate.
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Proof. For p ∈ H1 (Ω) we define pH := EpH(ΠT dof
H
p). We start by estimating the local error. For a
simplex T ∈ T dof
H
, pH is equal to ΠT
H
p and the result follows directly from (4.6).
Let T ∈ T Γ
H
. Then∥∥p− pH ∥∥0,T ≤ ∥∥p−ΠTHp∥∥0,T + ∥∥ΠTHp− pH ∥∥0,T
≤ Cqint diam
(
T
)∥∥p∥∥
1,ωT
+
∣∣T ∣∣ 12 ∥∥ΠT
H
p− pH
∥∥
∞,T
.
The infinity norm of the affine function equals the absolute value of
(
ΠT
H
p− pH
)
in some vertex
x ∈ V (T ), which can be estimated by using Lemma 4.2:∣∣ΠT
H
p(x)− pH (x)
∣∣ ≤ ∣∣ΠT
H
p(x)− pTx(x)
∣∣
≤ ∥∥ΠT
H
p− pTx
∥∥
∞,T
≤ 3∣∣T ∣∣− 12 ∥∥ΠT
H
p−ΠTxp
∥∥
0,T
≤ C(Cqint, ρ, d) diam
(
T
)∣∣T ∣∣− 12 ∥∥p∥∥
1,ω˜T
.
Hence, (4.20) is proved. The global estimate follows immediately, since the overlap of ω˜T can be
controlled in terms of ρ.
The preceding approximation result is one basic ingredient of the convergence analysis in the
next section. Note that there was no restriction concerning the small scale parameter h. All results
are also true for a one-scale method, i.e. T
H,h = TH.
Further it is straightforward to generalize the theorems to the case of less regular solutions,
say u ∈ H1+s(Ω) and p ∈ H1+t(Ω) for s, t ∈ (0, 1) by using the interpolation theory of Sobolev
spaces.
4.3 Stability and Convergence
In this section, we will investigate the unique solvability of the discrete composite mini element
systems and the linear convergence of the method. To fit into the abstract framework of Section
2.2.1, we incorporate the pressure constraint into the space and consider the discrete problems
that consist for Dirichlet boundary condition in finding (uH,h , pH ) ∈ XCMEDH,h ×MCMEH ∩L20 (Ω) such
that
a(uH,h ,v) +b(v, pH ) = 〈f ,v〉0,Ω ∀v ∈ XCMEDH,h ,
b(uH,h , q) = 0 ∀q ∈MCMEH ∩ L20 (Ω) ,
(4.21)
and, for slip boundary condition, in finding (uH,h , pH ) ∈ XCMEsH,h ×MCMEH ∩ L20 (Ω) such that
a(uH,h ,v) +b(v, pH ) = 〈f ,v〉0,Ω ∀v ∈ XCMEsH,h ,
b(uH,h , q) = 0 ∀q ∈MCMEH ∩ L20 (Ω) .
(4.22)
The problems (4.21) and (4.22) always have a unique solution if the bilinear form a is coercive and
b fulfills the inf-sup condition. As a result of nonconformity it is not obvious that these properties
are inherited by the continuous problems (2.15) and (2.20).
The stability proof makes use of the boundedness of the pressure extension Ep
H
.
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Lemma 4.9
There is a constant CEp
H
= CEp
H
(ρ, d) such that
∥∥Ep
H
p
∥∥
0,Ω
≤ CEp
H
∥∥p∥∥
0,Ωdof
for all p ∈MminiT dof
H
.
Proof. Let p ∈MminiT dof
H
. Then
∥∥Ep
H
p
∥∥2
0,Ω
≤
∑
T∈T dof
H
∥∥Ep
H
p
∥∥2
0,T
+
∑
T∈T Γ
H
∥∥Ep
H
p
∥∥2
0,T
≤
∑
T∈T dof
H
∥∥p∥∥2
0,T
+
∑
T∈T Γ
H
∣∣T ∣∣∥∥Ep
H
p
∥∥2
∞,T
. (4.23)
Since Ep
H
p |T takes its maximum on some simplex T ∈ T ΓH in a vertex xT ∈ V (T ), there holds
∥∥Ep
H
p
∥∥
∞,T
≤ ∥∥pTxT ∥∥∞,T ≤
(
1 +
diam
(
TxT
)
diam
(
T
) )∥∥pTxT ∥∥∞,TxT ≤ C(ρ, d)√∣∣TxT ∣∣
∥∥p∥∥
0,TxT
,
where pTxT denotes the extension of p|TxT (by itself) to Rd. We plug this into (4.23) and take into
account that the overlap on an inner simplex T is bounded by the number of its neighbors, we get∥∥Ep
H
p
∥∥2
0,Ω
≤ (1 + C(ρ, d)(#ωT ))
∑
T∈T dof
H
∥∥p∥∥2
0,T
which finishes the proof, since the number of elements in ωT can be bounded in terms of ρ.
Nowwe can show that the composite mini element is stable for the boundary conditions under
consideration. The notation “D/slip” means that a formulation holds for both, “either Dirichlet or
slip boundary condition”.
Theorem 4.10 (Stability)
X
CMED/s
H,h ×MCMEH is a stable pairing for all H > 0 and all h > 0, i.e. there is a constant βCME which
depends on d, ρ, and the discrete inf-sup constant of the mini element βmini but neither on H or h
such that
inf
pH ∈MCMEH ∩L
2
0(Ω)
sup
0 6=uH,h ∈X
CMED/s
H,h
b(uH,h , pH )∥∥uH,h ∥∥1,Ω∥∥pH ∥∥0,Ω ≥ βCME.
Proof. We start with the stability of the classical mini element
XminiDdof ×Mminidof := XminiDT dof
H
×MminiT dof
H
with respect to the inner grid T dofH on Ωdof , which is known from (2.42):
inf
0 6=pH∈Mminidof ∩L
2
0(Ω
dof)
sup
0 6=uH∈X
miniD
dof
bH(uH, pH)
‖pH‖0,Ωdof ‖uH‖1,Ω
≥ βmini > 0 ∀H > 0. (4.24)
We define two mappings to transport the result to the composite mini element space.
The first one is just a slight modification of Ep
H
in order to handle the L20 intersections:
E˜p
H
: Mminidof ∩ L20(Ωdof) → MCMEH ∩ L20 (Ω) ,
q 7→ Ep
H
q − 1|Ω|
∫
Ω
Ep
H
q.
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Due to Lemma 4.9, E˜p
H
is bounded and
∥∥E˜p
H
q
∥∥
0,Ω
≤ 2CEp
H
∥∥p∥∥
0,Ωdof
. Furthermore E˜p
H
is a bijection
since Ep
H
maps constants on constants and the preimage of a constant function is constant.
In a second step we construct a bounded mapping
π : XminiDdof → XCMEDH,h
satisfying ∫
Ω
E˜p
H
q div πu =
∫
Ωdof
q divu ∀q ∈Mminidof . (4.25)
This step is similar to Fortin’s lemma (cf. [Brezzi and Fortin, 1991], Proposition II.2.9), where such
a mapping is employed to deduce the discrete stability from the continuous one.
Let us suppose for the moment that π exists. From (4.24) we know that
∀q ∈Mminidof ∃uq ∈ XminiDdof :
∫
Ωdof
q divuq ≥ βmini
2
∥∥q∥∥
0,Ωdof
∥∥uq∥∥1,Ωdof .
The left-hand side can be replaced using (4.25) and the bijectivity of E˜p
H
which leads to:
∀pH ∈MCMEH ∩ L20 ∃q ∈Mminidof , uq ∈ XminiDdof : pH = E˜pHq and∫
Ω
pH div πuq =
∫
Ωdof
q divuq ≥ βmini
2
∥∥q∥∥
0,Ωdof
∥∥uq∥∥1,Ωdof .
With the help of the operator norm Cπ of π and CEp
H
we get
inf
pH ∈MCMEH ∩L
2
0(Ω)
sup
0 6=uH,h ∈X
CMED
H,h
b(uH,h , pH )∥∥uH,h ∥∥1,Ω∥∥pH ∥∥0,Ω ≥
βmini
4CEp
H
Cπ
.
So it remains to define π: Let u ∈ XminiDdof . If we extend u ∈ XminiDdof by zero using E0 (see (3.7))
we can map the result E0u onto XCMED
H,h using the orthogonal projection PXCMED
H,h
. In view of
Theorem 2.1 and the subsequent remark there is a unique u∗ ∈ XminiDdof satisfying the following
Stokes problem of Dirichlet type in Ωdof :∫
Ωdof
D(u∗) : D(v)−
∫
Ωdof
p divv = 0 ∀v ∈ XminiDdof∫
Ωdof
q divu∗ = g(q) ∀q ∈Mminidof ∩ L20(Ωdof),
where the linear form g : Mminidof ∩ L20(Ωdof)→ R is given by
g(q) :=
∫
Ω
E˜p
H
q div(E0u− P
X
CMED
H,h
E
0u).
We define
πu := P
X
CMED
H,h
E
0u+ E0u∗.
Therefore condition (4.25) is obviously fulfilled. The operator π is bounded because of the bound-
edness of the orthogonal projection (2.11) and Lemma 4.9:
∥∥πu∥∥
1,Ω
≤ ∥∥u∥∥
1,Ωdof
+ C*
(
sup
0 6=q∈Mminidof ∩L
2
0(Ω
dof)
∣∣g(q)∣∣∥∥q∥∥
0,Ωdof
)
≤ (1 + C*(1 + 3CEp
H
)
)
︸ ︷︷ ︸
=Cpi
∥∥u∥∥
1,Ωdof
.
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For the stability proof of XCMEs
H,h × MCMEH we project onto XCMEsH,h by an orthogonal projection
P
X
CMEs
H,h
and obtain the analogue result.
It is remarkable that we deduced stability from the mini element with respect to the triangu-
lation T dof
H
and not from the continuous result on the complicated domain Ω.
The next lemma addresses the boundary resolution of the two scale grid T
H,h.
Lemma 4.11 (Nonconformity)
There is a constant C = C(ρ,C
T
3 ) such that the following estimates hold for all T ∈ T ΓH :
(a)
∥∥uH,h ∥∥0,Γ∩T ≤ C
(
max
t∈sons(T ):t∩Γ6=∅
diam
(
t
))
diam
(
T
)− 12 ∣∣uH,h ∣∣1,ωT ∀uH,h ∈ XCMEDH,h ,
(b)
∥∥〈uH,h ,ν〉∥∥0,Γ∩T ≤ C (1 + Cν)
(
max
t∈sons(T ):t∩Γ6=∅
diam
(
t
))
diam
(
T
)− 12 ∣∣uH,h ∣∣1,ωT ∀uH,h ∈ XCMEsH,h .
Proof. First we prove the Dirichlet case (a). Let T ∈ T Γ
H
and t ∈ T Γ
H,h such that t ⊆ T and t∩Γ 6= ∅.
We start estimating the value of uH,h in a vertex x of t:
∣∣uH,h (x)∣∣ ≤ diam(t)∣∣∇(uH,h |Tx)∣∣ ≤ diam
(
t
)√∣∣Tx∣∣
∣∣uH,h ∣∣1,Tx . (4.26)
Now we can estimate the L2-norm of uH,h on Γ ∩ T . We use Cauchy-Schwarz inequality and
bound the maximum of uH,h on Γ ∩ t by (4.26):
∥∥uH,h ∥∥20,Γ∩T ≤ ∑
t∈sons(T ):t∩Γ6=∅
∣∣Γ ∩ t∣∣∣∣uH,h ∣∣2∞,t
(4.26)
≤ C(ρ)
∑
t∈sons(T ):t∩Γ6=∅
∣∣Γ ∩ t∣∣ diam(t)2∣∣Tt∣∣
∣∣uH,h ∣∣21,Tt
≤ C(ρ)∣∣Γ ∩ T ∣∣ diam(t)2
diam
(
T
)d ∣∣uH,h ∣∣21,ωT
≤ C(ρ)
(
max
T∈T Γ
H
∣∣Γ ∩ T ∣∣
diam
(
T
)(d−1)
)
︸ ︷︷ ︸
=:C
T
3
diam
(
t
)2
diam
(
T
) ∣∣uH,h ∣∣21,ωT .
It remains to sum up the seminorms using some usual bounded overlap argument.
To prove the slip inequality (b), let u ∈ ST dof
H
such that uH,h = E
s
H,h u and let t ∈ T ΓH,h such
that t ∩ Γ 6= ∅. By {φt,i}d+1i=1 we denote the affine nodal basis with respect to t. We start with an
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L∞-estimate:
∣∣〈uH,h ,ν〉∣∣∞,Γ∩t ≤ sup
x∈Γ∩t
∣∣〈 ∑
xi∈V (t)
φt,i(x)uH,h (xi),ν(x)
〉∣∣
≤ sup
x∈Γ∩t
∣∣ ∑
xi∈V (t)
φt,i(x) 〈uH,h (xi),ν(x)〉
∣∣
≤ sup
x∈Γ∩t
max
xi∈V (t)
(∣∣〈ED
H,h u(xi),ν(x
Γ
i )
〉 〈
ν(xΓi ),ν(x)
〉∣∣
+
∣∣〈EH,h u(xi),ν(x)〉 − 〈EH,h u(xi),ν(xΓi )〉 〈ν(xΓi ),ν(x)〉∣∣)
≤ ∣∣ED
H,h u
∣∣
∞,t
+ Cν diam
(
t
)∣∣EH,h u∣∣∞,t.
Since ∥∥EH,h u∥∥∞,t ≤ ∥∥EH,h u∥∥∞,T ≤ C(ρ) 1
diam
(
T
) d
2
∥∥EH,h u∥∥0,T
for T ∈ T
H
such that t ⊆ T , we get
∥∥uH,h ∥∥20,Γ∩T ≤ C(ρ)∣∣Γ ∩ T ∣∣ diam
(
t
)2
diam
(
T
)d (∣∣EDH,h u∣∣21,Tt + C2ν∥∥EH,h u∥∥20,T)
≤ C(ρ)
∣∣Γ ∩ T ∣∣
diam
(
T
)(d−1) diam
(
t
)2
diam
(
T
) (1 + C2
ν
) ∥∥uH,h ∥∥21,ωT .
Lemma 4.11 gives resolution conditions on the overlapping two scale grids of our method.
In contrast to the conditions of Section 2.2.3 they can be satisfied by adapting only the fine scale
parameter h. This has no influence on the space dimension. In particular, h has to be chosen such
that the constant
CK := max
T∈T Γ
H
maxt∈sons(T ):t∩Γ6=∅ diam
(
t
)
diam
(
T
) 1
2
(4.27)
is moderate. For quasi uniform inner grids T dof
H
we deduce that the small scale h should be of
order H
3
2 to preserve the linear convergence. This is optimal as long as the grid is overlapping. If
it resolves the domain it is of course sufficient that the fine scale parameter satisfies the standard
resolution conditions as proposed in Section 2.2.3. The overlapping approach should not be used
if the large scale H is small enough to resolve the domain. In such situations it should be possible
to adapt the grid slightly to make it resolving.
The previous lemma also helps to investigate the coercivity of the bilinear form a on XCMED
H,h
and XCMEs
H,h which is the last prerequisite to prove the unique solvability of the discrete problems.
Since a is coercive on H1D/s(Ω), it is also coercive on a certain neighborhood of H
1
D/s(Ω). By intro-
ducing equivalent norms in H1 (Ω) the following lemma will show that this neighborhood can be
measured by the L2-norm of the (normal) trace. This will give us discrete coercivity provided the
nonconformity in the spaces is small enough, i.e. grid size H is small enough (cf. Lemma 4.11). In
Lemma 4.13, the results will be extended to arbitrary values of H.
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Lemma 4.12 (Equivalent norms in H1 (Ω))
(a) There is a constant C > 0 that does not depend on u such that
‖u‖21,Ω ≤ 2α−1D a(u,u) + (1 + 2α−1D )C ‖u‖20,Γ ∀u ∈ H1 (Ω)
where αD denotes the coercivity constant of a with respect to H
1
D (Ω) (cf. (2.18)).
(b) Furthermore, if a is coercive with respect to H1s (Ω), i.e. (2.22) is true, then there is a constant
C > 0 such that
‖u‖21,Ω ≤ 2α−1s a(u,u) + (1 + 2α−1s )C ‖〈u,ν〉‖20,Γ ∀u ∈ H1 (Ω) ,
where C does not depend on u.
Proof. An inequality similar to (b) and therefore implying (a) was proved by Verfu¨rth [1985].
For completeness we present a proof based on the extension of the known inequalities (2.18) and
(2.22).
We start proving (a). Given u ∈ H1 (Ω), let u∗ ∈ H1D (Ω) denote its H1-projection onto the
subspace H1D (Ω), i.e.
〈u∗,v〉H1(Ω) = 〈u,v〉H1(Ω) ∀v ∈ H1D (Ω)
We can bound
∥∥u∥∥
1,Ω
using the coercivity of a with respect to H1D (Ω) (cf. (2.18)) and
∥∥a∥∥ = 1 as
follows ∥∥u∥∥2
1,Ω
=
∥∥u∗∥∥2
1,Ω
+
∥∥u− u∗∥∥2
1,Ω
≤ α−1D a(u∗,u∗) +
∥∥u− u∗∥∥2
1,Ω
≤ 2α−1D
(
a(u,u) + a(u∗ − u,u∗ − u))+ ∥∥u− u∗∥∥2
1,Ω
≤ 2α−1D a(u,u) + (1 + 2α−1D )
∥∥u− u∗∥∥2
1,Ω
(4.28)
If we now could proof the existence of a constant C such that
∥∥u− u∗∥∥
1,Ω
≤ C∥∥u− u∗∥∥
0,Γ
(
= C
∥∥u∥∥
0,Γ
)
, (4.29)
then we were finished. Inequality (4.29) cannot be true for an arbitrary H1 (Ω)-function, since a
suitable bounded lifting operator can only be defined on H
1
2 (Γ). We have to use the fact that
u− u∗ is perpendicular to H1D (Ω). Let us introduce the set of functions with the same property:
H1D (Ω)
⊥
:= {u ∈ H1 (Ω) | 〈u,v〉H1(Ω) = 0 ∀v ∈ H1D (Ω)}.
We collect the traces ofH1D (Ω)
⊥- functions in the space tr
(
H1D (Ω)
⊥) ⊆ H 12 (Γ). If ∥∥u1−u2∥∥0,Γ = 0
for any two different u1, u2 ∈ H1D (Ω)⊥ then
∥∥u1−u2∥∥ 1
2 ,Γ
= 0, whichmeans that u1−u2 ∈ H1D (Ω).
Since on the other hand u1−u2 ∈ H1D (Ω)⊥, we get u1−u2 = 0. So the trace operator is a bijection
that maps the Banach space
(
H1D (Ω)
⊥
,
∥∥·∥∥
1,Ω
)
onto the Banach space
(
tr(H1D (Ω)
⊥
),
∥∥·∥∥
0,Γ
)
. It is
well known that the trace operator is bounded (see for instance [Brenner and Scott, 1994]), i.e.
∥∥u∥∥
0,Γ
≤ Ctrace
∥∥u∥∥
1,Ω
∀w ∈ H1 (Ω) .
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Therefore, by the inverse-mapping theorem, the inverse trace operator3 is bounded, i.e. there is a
constant C such that ∥∥u∥∥
1,Ω
≤ C∥∥u∥∥
0,Γ
∀u ∈ H1D (Ω)⊥ . 4
This proves (4.29).
Assertion (b) can be proved in an analogue way using the normal trace operator mapping
H1 (Ω)-function to the normal components of its traces. H1D (Ω) needs to replaced by H
1
s (Ω) on
which a is supposed to be coercive.
Lemma 4.13 (Unique discrete solvability)
(a) The discrete problem with Dirichlet boundary condition (4.21) has a unique solution for all
large scale discretization parameters H > 0 and for all small scale parameters h > 0.
(b) For all large scale discretization parametersH > 0 there is a small scale parameter h0 > 0 that
only depends on the domainΩ such that the discrete problemwith slip boundary conditions
(4.22) has a unique solution for all h ≤ h0.
Proof. In Lemma 4.11 we have seen that the nonconformity tends to zero as H tends to zero.
This does not depend on the small scale h since h ≤ H and the right-hand sides in Lemma 4.11
contain at least a factor
√
H. So, in view of Lemma 4.12, there is an H0 such that the bilinear form
is coercive for all H ≤ H0. The case H > H0 is discussed in what follows.
(a) Due to (2.23) it remains to show that XCMED
H,h ∩ R = {0}, where R is the set of rigid body
motions:
R = {Ax+ b | A ∈ Rd×d skew symmetric, b ∈ Rd}.
Let uH,h ∈ XCMEDH,h , A ∈ Rd×d be skew symmetric and b ∈ Rd such that uH,h (x) = Ax + b.
Then, by definition, uH,h (x) = Ax+ b = A
(
x− xΓ) in a slave node x and we get
AxΓ = −b ∀xΓ ∈ {xΓi | xi ∈ ΘΓH,h}.
Since
span{xΓi | xi ∈ ΘΓH,h} = Rd ∀H > 0 ∀h > 0
this can only be true if A = 0 and b = 0.
(b) Let uH,h ∈ XCMEsH,h , A ∈ Rd×d be skew symmetric and b ∈ Rd such that uH,h (x) = Ax + b.
Then, by definition, we get〈
AxΓ − b,ν(xΓ)〉 = 0 ∀xΓ ∈ {xΓi | xi ∈ ΘΓH,h}.
However, this does not imply XCMEs
H,h ∩ R = {0}. We have to exclude the following case:
{xΓi | xi ∈ ΘΓH,h} is a subset of ∂G where G is rotationally symmetric with respect to an axis
and νG(x
Γ) = ν(xΓ) for all xΓ ∈ {xΓi | xi ∈ ΘΓH,h}. This can be done for arbitrary H by
choosing the small scale h small enough.
3The inverse trace operator, often called lifting operator, assigns the solution of the (uniquely solvable) variational
problem
[
〈u,v〉
H1(Ω) = 0 ∀v ∈ H
1
D (Ω) , u|Γ = g
]
to every trace function g ∈ tr(H1D (Ω)
⊥).
4This means that
∥∥·∥∥
0,Γ
and
∥∥·∥∥ 1
2
,Γ
are equivalent norms in tr(H1D (Ω)
⊥).
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Finally, we come to themain result on the convergence of the composite finite element solution
in the case of the Dirichlet as well as the slip boundary condition.
Theorem 4.14 (Convergence)
(a) Let (u, p) ∈ (H1D ∩H2 (Ω))× (L20 (Ω) ∩H1 (Ω)) be the solution of (2.15) and let (uH,h , pH ) ∈
XCMED
H,h ×MCMEH ∩ L20 (Ω) be the unique solution of (4.21). Then there is a C > 0, such that∥∥u− uH,h ∥∥1,Ω + ∥∥p− pH ∥∥0,Ω ≤ CDH∥∥f∥∥0,Ω.
(b) Let (u, p) ∈ (H1s ∩H2 (Ω)) × (L20 (Ω) ∩H1 (Ω)) be the solution of (2.20) and let (uH,h , pH ) ∈
XCMEs
H,h ×MCMEH ∩ L20 (Ω) be the unique solution of (4.22). Then there is a C > 0, such that∥∥u− uH,h ∥∥1,Ω + ∥∥p− pH ∥∥0,Ω ≤ CsH∥∥f∥∥0,Ω.
The constants CD and Cs depend only on α, β
CME, the resolution constant CK (cf. (4.27)),
the trace constant Ctrace (cf. (4.32)), the regularity constant Creg (cf. (2.19) and (2.24)), and the
constants from Theorem 4.5, 4.7 and 4.8 and Lemma 4.11.
Proof. Following Theorem 2.4 and the equations (2.45) and (2.50), we get in the Dirichlet case∥∥u− uH,h ∥∥1,Ω + ∥∥p− pH ∥∥0,Ω
≤ C(α, βCME)
(
inf
vH,h ∈X
CMED
H,h
∥∥u− vH,h ∥∥1,Ω + inf
qH ∈MCMEH
∥∥p− qH ∥∥0,Ω
+ sup
0 6=vH,h ∈X
CMED
H,h
∣∣∫
Γ
〈σν(u, p),vH,h 〉
∣∣∥∥vH,h ∥∥1,Ω
) (4.30)
and in the slip case∥∥u− uH,h ∥∥1,Ω + ∥∥p− pH ∥∥0,Ω
≤ C(α, βCME)
(
inf
vH,h ∈X
CMEs
H,h
∥∥u− vH,h ∥∥1,Ω + inf
qH ∈MCMEH
∥∥p− qH ∥∥0,Ω
sup
0 6=vH,h ∈X
CMEs
H,h
∣∣∫
Γ
〈ν,σν(u, p)〉 〈vH,h ,ν〉
∣∣∥∥vH,h ∥∥1,Ω
)
.
(4.31)
The infima in (4.30) and (4.31) can be estimated using Theorems 4.5, 4.7, and 4.8. The third term
of the right-hand side of (4.31) can be estimated as follows∣∣∣∣
∫
Γ
〈ν,σν(u, p)〉 〈vH,h ,ν〉
∣∣∣∣ ≤ (∥∥〈Dν u,ν〉∥∥20,Γ + ∥∥p∥∥20,Γ) 12 ∥∥〈vH,h ,ν〉∥∥0,Γ
≤ C
(∥∥u∥∥2
2,Ω
+
∥∥p∥∥2
1,Ω
) 1
2 ∥∥〈vH,h ,ν〉∥∥0,Γ,
where we used the trace theorem (cf. [Brenner and Scott, 1994]):∥∥v∥∥
0,Γ
≤ Ctrace
∥∥v∥∥
1,Ω
∀v ∈ H1 (Ω) . (4.32)
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The use of Lemma 4.11 and the regularity of the continuous solution (u, p) proves assertion (b).
By arguing in a similar fashion for the supremum in (4.30) we get∣∣∣∣
∫
Γ
σν(u, p)vH,h
∣∣∣∣ ≤ (∥∥Dν u∥∥20,Γ + ∥∥p∥∥20,Γ) 12 ∥∥vH,h ∥∥0,Γ
≤ C
(∥∥u∥∥2
2,Ω
+
∥∥p∥∥2
1,Ω
) 1
2 ∥∥vH,h ∥∥0,Γ
and the proof of (a) is finished by using Lemma 4.11.
5
Numerical Experiments
In this chapter, we will report on the results of some numerical tests. Composite finite elements
have been investigated computationally in detail in [Rech, 2006] for the Poisson and the Lame´
equation with Dirichlet boundary condition. The element there is comparable to the velocity part
of the composite mini element without the bubbles. In [Rech, 2006], overlapping two scale grids
were used successfully. Since we could preserve the theoretical results for the Stokes equation we
expect a comparable numerical behavior also for the composite mini element. In this thesis we
want to concentrate on experiments using resolving boundary concentrated grids as in Figure 3.2.
5.1 Model Problems
We consider the following class of model domains that consist of perturbations of the unit square
in R2:
Ωa,b := {x = (x1, x2)T ∈ R2 | 0 < x1 < 1, −a sin(bπx1) < x2 < 1}, a ∈ [0, 110 ], b ∈ N0.
We emphasize that the composite mini element method does not require periodicity of the bound-
ary but the choice of Ω allows us to handle the complexity of the domain by two parameters: the
amplitude a and the double frequency b. The three choices of interest are depicted in Figure 5.1.
We use the following outer force density
f : R2 → R2, x = (x1, x2)T 7→
(
cos(πx2) sin(2πx1)
( 32 − 32x2)5 sin(2πx1) cos(2πx2)
)
(5.1)
as right-hand side. As you can see in Figure 5.2 the force is larger in the lower part of the domain,
close to the perturbed boundary. We define a class of model problems for the Dirichlet boundary
conditions MD(a, b, f) depending on the two domain parameters and the right-hand side f ∈
L2(Ωa,b) by seeking pairs (u, p) ∈ H1D(Ωa,b)× L20(Ωa,b) such that
a(u,v) + b(v, p) = 〈f ,v〉0,Ωa,b ∀v ∈ H1D(Ωa,b),
b(u, q) = 0 ∀q ∈ L20(Ωa,b),
(5.2)
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(a) a = 0 (unit square). (b) a = 1
100
, b = 19. (c) a = 1
1000
, b = 199.
Figure 5.1: The model domain Ωa,b from (5.1) for different values of a and b.
0
10
Figure 5.2: Contour plot of the absolute outer force density f from (5.1). The arrow show the force direction.
In the model problems for slip boundary conditions impose the slip condition only on the
oscillating part of the boundary
Γsa,b := {x = (x1, x2)T ∈ R2 | 0 < x1 < 1, x2 = −a sin(bπx1)}
and the Dirichlet condition on the rest ∂Ωa,b \Γsa,b including the corners. The appropriate solution
space is then
H1s (Ωa,b) :=
{
u ∈ H1 (Ω) : 〈u,ν〉|Γs
a,b
= 0, u|Γ\Γs
a,b
= 0 in the sense of traces
}
.
and the class of slip modelsMs(a, b, f) is given by finding pairs (u, p) ∈ H1s (Ωa,b)×L20 (Ω) such that
a(u,v) + b(v, p) = 〈f ,v〉0,Ωa,b ∀v ∈ H1s (Ωa,b),
b(u, q) = 0 ∀q ∈ L20(Ωa,b).
(5.3)
Due to the complexity of the geometry, analytic solutions are not known. We compute approx-
imations on very fine grids, which we use as references to evaluate the different methods. The
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velocity fields of the solutions according to the domains from Figure 5.1 are depicted in Figure
5.3. While differences for Dirichlet boundary are barely observable, the behavior depends criti-
cally on the boundary perturbation in the case of the slip condition. For the pressures (see Figure
5.4) the behavior is critical in both cases. The more oscillations the boundary has, the more the
pressure has. We emphasize that these oscillations are not a numerical effect. The indentions can
be regarded as obstacles. They are attacked by the flow directly on one side while on the other
side a flow shadow is observable. This phenomenon leads to the steep pressure gradients.
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(a)MD(0, 0, f).
0
≥6·10−3
(b)Ms(0, 0, f).
(c)MD(0.1, 19, f).
0
≥6·10−3
(d)Ms(0.1, 19, f).
(e)MD(0.001, 199, f).
0
6·10−3
(f)Ms(0.001, 199, f).
Figure 5.3: Solutions to the model problems: The velocity field with direction (arrows) and absolute values (gray
intensity).
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(a)MD(0, 0, f). (b)Ms(0, 0, f).
(c)MD(0.1, 19, f). (d)Ms(0.1, 19, f).
(e)MD(0.001, 199, f). (f)Ms(0.001, 199, f).
Figure 5.4: Solutions to the model problems: The pressure with contour lines.
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5.2 Parameter Tests
In our method there is a certain freedom in choosing the inner grid with the degrees of freedom.
If a boundary concentrated grid as in Figure 5.5a is given, the question arises which nodes need to
be or should be marked as degrees of freedom. The minimal choice, arising from the assumptions
of Chapter 3 and the convergence analysis, is depicted in 5.5a. In this case, the distance between
the slave triangles and the extrapolation simplexes is bounded by the coarse grid parameter H,
which would produce a factor 23 ≈ (1 + Cdist + Csize)3 in the estimate of lemma 4.1. This term
also enters the a priori error estimates. A thinner boundary zone might reduce the approximation
error. In Figures 5.5b to 5.5d, the inner zone is enlarged layer by layer (we will refer to the number
of layers, which are incorporated in the inner zone by l). On the other hand, this increases the
computational effort. We compute the corresponding composite mini element approximations.
In Figure 5.6a the errors are plotted. For values l ≥ 2, improvements are hardly observable. But
anyway, the error range (all errors lie in the interval [0.006, 0.022]) is so small that the choices of
l = 0 and l = 1 are possible as well, especially in view of the increasing system dimension (see
Figure 5.6b), which varies between 1000 and 25000. This fact supports the choice of a small l. A
good balance is given by l = 2 and from now on, we fix l = 2 in our composite mini element
approximations.
In a second test we investigate the stability of the approximation with respect to the quotient
H/h. In the convergence analysis of [Rech, 2006] a factor log(H
h
) appeared in the error estimates.
Since the choice of h is restricted by the boundary resolution condition, this would also restrict
the choice of H. Our analysis shows that this factor is of artificial nature. There is no restriction
on the ratio of the large scale and the small one. We have performed a numerical experiment for
verifying this stability condition. We take the model problem MD(0.01, 19, f) and a coarse grid
(H = 0.1) and refine it locally near the boundary until h = 10−4 holds which corresponds to the
ratio H
h
= 1000. We computed composite mini element approximations with constant inner grid
(l = 0). The results in Figure 5.7 show that the errors stay constant for increasing ratio. This
supports the independence of the approximation error from the ratio H
h
.
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(a)MD(0, 0, f). (b)MD(0, 0, f). (c)MD(0, 0, f). (d)MD(0, 0, f).
Figure 5.5: Different choices of the inner triangulation with the degrees of freedom in a boundary resolving grid of
the model domain Ω0.001,199. The procedure could be continued up to the 8th refinement level which corresponds to
the full grid.
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Figure 5.6: Error and computational effort of the CME approximations with respect to the grids of Figure 5.5. l
denotes the number of boundary layers which are included in the inner grid, l = 0 corresponds to Figure 5.5a, l = 1
to 5.5b, etc. For l = 8 the inner grid equals the full one, so that this can be viewed as the mini element approximation.
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Figure 5.7: Dependence of the CME approximation error on the ratio H
h
. Model problemMs(0.1, 19, f), H = 0.1.
The error decrease in the preasymptotic range is due to the fact that the domain boundary is not sufficiently resolved
until a certain refinement level.
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5.3 Convergence
After these tests for fixing the control parameters in the algorithm, we now investigate the con-
vergence behavior of our method, especially in comparison to classical mini element methods.
We use the Dirichlet model MD(0.001, 199, f) and the slip model Ms(0.001, 199, f) according to
the domain in Figure 5.1c.
We use two scale grids as depicted in Figure 5.5 for both, classical mini element (FEM) and
composite mini element (CME) approximations. We choose the constant boundary grid size
h = 2−10 and vary only the coarse grid parameter 12 ≥ H ≥ h. Additionally we compute mini
element approximations on almost uniform triangulations as in Figure 1.2 (left side) which have
a comparable computational effort as the composite mini element method but cannot resolve all
the boundary details on coarse levels. This is equivalent to replacing the domain with the oscillat-
ing boundary by a simplified domain and then applying the standard mini element. We refer to
this approach by FEM0. In the fourth method (FEM1) we use (almost) the same number of nodes
as in FEM0 but a boundary concentrated node distribution to improve the boundary resolution.
All approaches are summarized in Table 5.1. All grids satisfy the shape regularity condition (3.2)
with a regularity constant ρ > 12 .
10−2 10−1 100
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102
103
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Figure 5.8: Dimension of the linear systems according to the different methods and their dependence on H.
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Methods H h Grids
FEM
(Mini element)
2−1
2−2
2−3
2−4
2−5
2−10
2−10
2−10
2−10
2−10
→
CME
2−1
2−2
2−3
2−4
2−5
2−10
2−10
2−10
2−10
2−10
→
FEM0
(Mini element)
2−1
2−2
2−3
2−4
2−5
2−1
2−2
2−3
2−4
2−5
→
FEM1
(Mini element)
2−2
2−2
2−3
2−3
2−4
2−4
2−5
2−6
2−7
2−10
→
Table 5.1: The different approaches for the solution of the model problems MD(0.001, 199, f) and
Ms(0.001, 199, f).
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5.3.1 The Dirichlet Model Problem
The results of our computations are visualized in Figure 5.9, where the dependence of the velocity
and pressure errors on the mesh width and the system dimension are depicted. Since the maximal
mesh width H decreases very slowly for FEM1 in comparison to the other methods, it makes
no sense to visualize the H- dependence in the error of this approach. In the case of FEM, the
dimension stays almost constant as H decreases (see Figure 5.8). Thus we only compare three
methods at one time, either the three with equal maximal meshwidth (FEM, FEM0, CME) or the
three with similar computational effort (FEM0, CME, FEM1) .
We make the following observations:
1. FEM and CME converge at the predicted optimal (linear) rate (cf. Figures 5.9a-d). The
compressed method CME is only slightly worse than the full version FEM (cf. Figures 5.9a-
b). Especially away from the rough boundary, differences cannot be recognized (cf. Figures
5.9c-d).
2. FEM0 produces comparable results as FEM and CME (cf. Figures 5.9a-d) although the
boundary is not resolved by the underlying grids. In view of the resolution condition (2.47)
this is not surprising. The amplitude of the perturbation is too small compared to the mesh
width H to effect the approximations at least on the calculated coarse levels. That means
the boundary resolution of FEM and CME is too fine compared to what is needed for the
accuracy of the discretization in this situation. However, this does not increase the system
dimension for CME. In the case of complicated inhomogeneous Dirichlet data, such a fine
resolution might become necessary.
3. FEM1 is not competitive (cf. Figures 5.9e-h). Its errors are significantly larger than the errors
arising from the other methods. This is not surprising because the theory predicts errors of
order H which is larger in FEM1 than in the other approaches.
4. Due to to quasi uniform inner grids, the convergence of CME is also linear in the reciprocal
of the system dimension which underpins the efficiency of our “fuzzy” treatment of the
boundary conditions via CME.
5. If we neglect the effort for the generation of the systemmatrix, than CME is themost efficient
method. Though FEM produces the best results it does not justify the much greater storage
and computational effort (see Figure 5.8). Among the less costly methods, the composite
mini element has the slightly smaller errors and particularly the higher degree of flexibility.
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Figure 5.9: Convergence of the methods applied to the Dirichlet modelMD(0.001, 199, f). The errors of velocity
(left) and pressure (right) are plotted versus the maximal mesh width H (top) and the system dimension (bottom). In
each case the errors are give with respect to the whole domain Ω and its subset (0, 1)× (0.1, 1).
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5.3.2 The Slip Model Problem
The results of the slip model computations are depicted in Figure 5.10. We use the same presen-
tation as in the previous section.
1. FEM and CME converge at the predicted optimal (linear) rate (cf. Figures 5.10a-d). The
gap in between is slightly larger then for the Dirichlet model. This is based on the missing
knowledge of the behavior of the tangential component of the solution velocity. The error
of CME could be reduced by putting more degrees of freedom in the boundary zone. Note,
that the error of the CME is larger than for the FEM in a near boundary zone. Away from
the boundary the errors are almost equal, i.e. pollution effects can not be observed for this
test case (cf. Figures 5.10c-d).
2. FEM0 is not competitive (cf. Figures 5.10a-d), since the resolution condition (2.51) is not
satisfied for the values of H under consideration. The resolution of the other three methods
cannot be weakened without increasing the errors.
3. Though FEM1 resolves the domain, it is not competitive away from the boundary (cf. Fig-
ures 5.10e-h).
4. As in the case of Dirichlet boundary, CME converges linearly in the reciprocal system di-
mension, so it combines the efficiency of a uniform approach with the requirements of
boundary resolution.
5. CME is the most efficient method in this test case. Though FEM produces slightly smaller
errors than CME, the resulting system dimension is up to 100 times bigger than for CME on
the coarsest level (see Figure 5.8). In contrast to CME the other less costly methods FEM0
and FEM1 produce unsatisfying approximations.
To emphasize the results, we also visualize the velocity approximations of the methods FEM0,
FEM1, and CME (cf. Figure 5.11) on different refinement levels. It is distinguishable where the
flaccidities of the almost uniform approach FEM0 and the boundary concentrated version FEM1
are: FEM0 fails close to the boundary, while FEM1 cannot capture the behavior inside the domain.
CME is able to calibrate the boundary adaption and a good approximation quality overall.
For the pressure, plotted in Figure 5.12, the behavior is similar. Since the pressure approxi-
mation is realized on a coarse grid, which is similar to the uniform grid of FEM0, the oscillating
behavior of the solution cannot be captured by CME. However, as mentioned before, pollution
effects cannot be observed.
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Figure 5.10: Convergence of the methods applied to the slip modelMs(0.001, 199, f). The errors of velocity (left)
and pressure (right) are plotted versus the maximal mesh width H (top) and the system dimension (bottom). In each
case the errors are give with respect to the whole domain Ω and its subset (0, 1)× (0.1, 1).
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(a) FEM0, H = h = 2−3. (b) FEM1, H = 2−3, h = 2−6. (c) CME, H = 2−3, h = 2−10.
(d) FEM0, H = 2−4 = h = 2−4. (e) FEM1, H = 2−3, h = 2−7. (f) CME, H = 2−4, h = 2−10.
(g) FEM0, H = 2−5 = h = 2−5. (h) FEM1, H = 2−4, h = 2−10. (i) CME, H = 2−5, h = 2−10.
0 ≥6·10
−3
Figure 5.11: Approximations to the model problemMs(0.001, 199, f): The velocity field computed by FEM0 (left),
FEM1 (middle) and CME (right) on different levels of dimension 1000 (top row), 4000 (second row), and 10000
(bottom row).
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(a) FEM0, H = h = 2−3. (b) FEM1, H = 2−3, h = 2−6. (c) CME, H = 2−32, h = 2−10.
(d) FEM0, H = 2−4 = h = 2−4. (e) FEM1, H = 2−3, h = 2−7. (f) CME, H = 2−4, h = 2−10.
(g) FEM0, H = 2−5 = h = 2−5. (h) FEM1, H = 2−4, h = 2−10. (i) CME, H = 2−5, h = 2−10.
Figure 5.12: Approximations to the model problem Ms(0.001, 199, f): The pressure computed by FEM0 (left),
FEM1 (middle) and CME (right) on different levels of dimension 1000 (top row), 4000 (second row), and 10000
(bottom row).
6
Conclusions
The presented new finite element method for the Stokes equations, the composite mini element,
turns out to be a very efficient alternative to the use of finite elements on boundary concentrated
grids that become necessary if the underlying domain contains a huge number of geometrical
details. Especially, in the case of slipping flows, that are critically influenced by the shape of
the domain boundary, the method produces significantly better results than standard approaches
with comparable computational effort. The concept of employing slave nodes is sufficient to
control errors due to unzureichend boundary resolution, enlarging the finite element space is not
necessary.
We have tested the method for two dimensional problems, but in view of the full three dimen-
sional analysis we expect the advantages to be even more significant in three dimensions because
boundary resolution becomes much more expensive there.
Though we did not work this out in detail, the method can not only handle complicated
boundaries but also complicated boundary data in an efficient way. We expect that the tech-
niques of this thesis can also be applied to more general types of boundary conditions, especially
to conditions including friction.
Future research will be focused on the generalization of the method for the solution of the
non-stationary Stokes equations and the Navier-Stokes equations. In practical applications it is
indispensable not only to approximate solutions but also to know about its errors. Suitable a
posteriori error estimators will be developed which also takes into account the non-conformity in
the boundary condition, i.e. which allows to decide whether more degrees of freedom are needed
or introducing slave nodes is sufficient to fulfill a certain error bound. Error majorants with these
properties have been developed in [Rech, 2006] for the Poisson problem and will be generalized
to the case of the Stokes equations. We emphasize that the composite mini element method is a
very good basis for an adaptive method, since it is able to produce expedient results at low costs.
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