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Abstract
Stability is a critical feature of distributed linear multi-input-multi-output systems. Global
asymptotic stability usually can be guaranteed when using decentralised or distributed control
architectures, if: (i) conservative controllers are designed, (ii) collective stability conditions
are satisfied, or (iii) interaction terms are neutral. This paper extends the collective stability
method to incorporate adaptive controllers, and shows that this method is insufficient for sys-
tems with large-gain interconnections. Subsequently, we show that global asymptotic stability
can be systematically ensured by exploiting vector Lyapunov functions and algebraic Riccati
equations. This leads to a scalable distributed architecture where local controllers require
information from corresponding subsystems and neighbouring controllers. Conveniently, the
communication flow has the same topology as the interconnection graph. Theoretical results
are validated through application of the proposed architecture to voltage control of a DC
power network.
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1 Introduction
Large-scale systems (LSS) that are often defined as interacting subsystems, such as communi-
cation, banking, supply chain, process & chemical and electrical power systems, are some of the
cornerstones of modern society. Over the last decade, the prominence of the Internet has led to in-
creased demands for local and scalable algorithms that can achieve global objectives within typical
LSS [1]. Decentralised and distributed control architectures have become attractive alternatives to
conventional centralised approaches due to growing complexities within LSS [2, 3]. Despite this,
centralised control architectures have well-known design criteria for guaranteeing performance and
stability [4, 5]. A key issue of LSS is to guarantee global asymptotic stability (GAS) and suitable
performance of closed-loop coupled subsystems when equipped with decentralised controllers [6].
Existing decentralised and distributed controllers are commonly based on weak interactions
between subsystems [7, 8]. Such controllers treat interconnections as disturbances, requiring con-
trollers to be robust with respect to neighbouring subsystems. This leads to conservative designs
and consequently the retuning of local controllers, as demonstrated in [9].
In general, GAS can be ensured for linear systems by using;
• Offline iterative decentralised controller tuning based on global knowledge.
• Aggregated connective stability methods.
• Linear matrix inequalities.
The first method guarantees GAS by analysing the closed-loop eigenvalues of the global, inter-
connected system. If eigenvalues are unstable, decentralised controllers are iteratively retuned until
these eigenvalues become stable. This method is centralised, meaning that it is not scalable. As
overall system size grows, it becomes increasingly more difficult to determine the local controller/s
which require retuning in order to maintain GAS according to offline analysis. Furthermore, this
method lacks robustness to uncertainty of topology and interconnection models.
To overcome this, the connective stability approach was proposed in [2, 3, 6, 10] for uncon-
strained LSS. This uses an aggregate of subsystem and interconnection models to provide sufficient
conditions for implying GAS. The method is scalable and robust to uncertainty as analysis is per-
formed in a distributed fashion, and upper-bounds on interconnection models are incorporated.
However, as alluded to in [8], it is limited according to the geometric small-gain theorem, which
requires the interconnection gains to be sufficiently small or i.e. subsystem interactions are weak.
To circumvent small-gain conditions, the neutrality of interaction terms can be determined if
state-space interconnection models are skew-symmetric. Recent developments have used linear
matrix inequalities (LMIs) to ensure interactions are neutral [7, 11, 12, 13]. LMIs are framed
within a convex optimsation problem where the state-feedback control gains are solved such that
the solution to local structured Lyapunov equations render interconnection terms close to zero
and maintain GAS. However, this approach is also performed offline, and hence does not consider
dynamic stability during topology changes i.e. plug-and-play operations, interconnection faults.
Decentralised adaptive controllers have gained popularity in heterogeneous LSS, particularly
due to their ability to handle changing dynamics and uncertain interconnections using only local
information [14, 15, 16]. In [17], decentralised robust-adaptive controllers were implemented in a
LSS to provide robustness to uncertainty concerning system topology, dynamics and plug-and-play
operations. GAS was guaranteed using the first method described above. Though the synthesis
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of the decentralised controllers is scalable, offline GAS analysis is not. Consequently, this paper
describes a scalable distributed control architecture that can guarantee sufficient GAS conditions
for multi-input-multi-output (MIMO) LSS with large-gain interconnections.
In this context, the paper provides several contributions: (i) an extension to the conventional
collective stability method by incorporating decentralised model reference adaptive controllers
(MRAC); (ii) the paper demonstrates that the extended collective stability method does not
satisfy stability conditions in the presence of large-gain interconnections through application of
a DC power network; (iii) a distributed robust-MRAC is outlined guarantee GAS of LSS with
large-gain interconnections by solving local algebraic Riccati equations (ARE), and is validated
through application of distributed L1 adaptive controllers to the same DC power network .
Further to (iii), each local ARE is formed by including upper-bounded interconnection models
to the robust-MRAC architecture. As a result, the robust-MRAC requires the state estimates of
neighbouring MRACs. However, as this is a low-bandwidth, peer-peer communication constraint,
the communication flow has the same topology as the interconnection graph, and thus scalability is
maintained. Ultimately, by including upper-bounded interconnection models, for arbitrary system
topology reconfiguration, stability can be maintained i.e. operation does not need to be stopped
in order to perform offline iterative GAS analysis as before.
The paper is organised as follows. The definition of a general MIMO distributed LSS, equipped
with decentralised state-feedback baseline controllers and decentralised MRACs is provided in sec-
tion 2. The extended connective stability method is derived in section 3. In section 4, the proposed
distributed robust-MRAC architecture is derived and GAS of the large-gain interconnected LSS is
proven. In section 5, the DC power network of [11, 17] is used to demonstrate that the small-gain
theorem is not satisfied and consequently the connective stability method is insufficient for large-
gain interconnections. Finally, stability of the same DC power network is demonstrated using the
proposed distributed robust-MRAC architecture.
A version of this work has been submitted to IEEE Transactions on Automatic Control.
2 System Definition
A general large-scale linear MIMO system, is considered in state-space form as,
Σ :

x˙(t) = Ax(t) +Bu(t) +Ed(t)y(t) = Cx(t) +Du(t) (1)
where x ∈ Rn, u ∈ Rm, d ∈ Rr, y ∈ Rq are the state, input, disturbance and output respectively.
The notation denoting time, i.e. x(t),u(t) etc. will be used only when necessary. As (1) consists
of M interconnected subsystems, the state is partitioned into M state vectors x[i] ∈ Rni , i ∈ M =
{1, ...,M} such that x = (x[1], ..., x[M ]) and n = Σi∈Mni. The input is partitioned into M vectors
u[i] ∈ Rmi , i ∈ M such that u = (u[1], ..., u[M ]) and m = Σi∈Mmi. The disturbance and output
vectors are partitioned similarly, where d[i] ∈ Rri and y[i] ∈ Rqi . The matrices of (1) are defined
in section 7.1.
Assumption 1. Though A can be unknown, B is assumed to be known.
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The dynamics of the ith subsystem is given by,
ΣSS[i] :

x˙[i](t) = Aiix[i](t) +Biu
bl+ad
[i] (t) + Eid[i](t) + ζ[i](t)
y[i](t) = Cix[i](t) +Diu
bl+ad
[i] (t)
(2)
where ubl+ad[i] ∈ Rmi is the control input that consists of the baseline and adaptive control signals,
and ζ[i] =
∑
j∈Ni
Aijx[j] ∈ Rni , i, j ∈ M is the interconnection model, and Ni is the set of
neighbours to subsystem i defined as Ni = {j ∈ M : Aij 6= 0, i 6= j}. Aii ∈ Rnixni is the
state matrix; Aˆij ∈ Rnixnj is the interconnection matrix, Bi =diag(B1, ..., BM ) ∈ Rnixmi since
subsystems are input decoupled, Ci ∈ Rqixni , Di ∈ Rqixmi and Ei ∈ Rnixri are the constant input,
output, direct transmission and input disturbance matrices respectively.
Assumption 2. Matrices Aii and Bi have full-rank, and although Aii is unknown, (Aii, Bi) is
controllable.
In order to track a reference input, r[i](t) ∈ Rqi , in the presence of constant exogenous disturbances,
integral states between the references and outputs are added to the local subsystem model. The
dynamics are defined as,
ξ[i](t) =
∫ t
0
(r[i](t)− y[i](t))dt =
∫ t
0
(r[i](t)− Cix[i](t))dt (3)
With this, (2) can be rewritten as,
Σ¯SS[i] :

 ˙¯x[i] = A¯iix¯[i] + B¯iu¯
bl+ad
[i] + E¯id¯[i] + ζ¯[i]
y¯[i] = C¯ix¯[i] + D¯iu¯
bl+ad
[i]
(4)
Subsequently, the open-loop model augmented with the integral state ξ[i] becomes ni + qi or-
der, where qi is the number of controlled outputs and hence number of integral states, x¯[i] =
[[x[i]]
T , ξ[i]]
T ∈ Rni+qi , u¯bl+ad[i] ∈ Rmi+qi , d¯[i] = [[d[i]]T , r[i]]T ∈ Rri+qi , ζ¯[i] =
∑
j∈Ni
A¯ij x¯[j] ∈
Rni+qi . The matrices of (4) are defined as,
A¯ii =
[
Aii 0nixqi
−Ci 0qixqi
]
A¯ij =
[
Aij 0nixqj
0qixnj 0qixqj
]
B¯i =
[
Bi
0qixmi
]
C¯i =
[
Ci 0qixqi
0qixni Iqixqi
]
D¯i =
[
Di
0qixmi
]
E¯i =
[
Ei 0nixqi
0rixri Iqixqi
]
where A¯ii ∈ R(ni+qi)x(ni+qi), A¯ij ∈ R(ni+qi)x(nj+qj), B¯i ∈ R(ni+qi)xmi , C¯i ∈ R2qix(ni+qi), D¯i ∈
R2qixmi and E¯i ∈ R(ni+ri)x(ri+qi).
The overall control signal consists of the summation between the state-feedback baseline con-
troller and MRAC, defined as,
C[i] : ubl+ad[i] (t) = ubl[i](t) + umrac[i] (t)
ubl[i](t) = −Kbli x¯[i](t)
(5)
where Kbli = [K
x
i ,K
ξ
i ] ∈ R(mixni)+qi is the state-feedback control gain vector, Kxi ∈ Rmixni is the
proportional gain vector for the original states of (2), and Kξi ∈ Rqi is the integral gain.
Remark 1. The method in this paper can readily be adapted to consider purely adaptive controllers.
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This work considers unmatched uncertainty, whereby uncertainty enters each subsystem through
the same channel as the control input. To reflect this, (4) is rewritten as,
Σ¯SS[i] :

 ˙¯x[i] = Aˆmx¯[i] + B¯i(u
bl+ad
[i] + θ¯
T
[i]x¯[i]) + FE¯id¯[i] + ζ¯[i]
y¯[i] = C¯ix¯[i] + D¯iu
bl+ad
[i]
(6)
where θ¯[i] ∈ R(ni+qi)xmi is the unknown uncertainty vector.
Assumption 3. (A¯ii, B¯i) is controllable. That is, there always exists a vector θ¯[i] such that, the
closed-loop eigenvalues can be placed anywhere, i.e. (A¯ii − Aˆm) = B¯iθ¯T[i] ∈ R(ni+qi)x(ni+qi), where
Aˆm is Hurwitz and represents the desired closed-loop dynamics.
Moreover, as the baseline controller compensates the exogenous disturbance it can be excluded,
hence the term F =
[
0nixri 0nixqi
0rixri Iqixqi
]
is introduced.
A typical MRAC architecture consists of a reference model/state-predictor and an adjustment
mechanism. The reference model/state-predictor generates an estimate of each subsystem’s un-
certainty using an adaptation law. Subsequently, this is used to drive the subsystem to converge
towards desired dynamics. The reference model/state-predictor is defined as,
ΣˆSP[i] :


˙ˆx[i] = Aˆmxˆ[i] + B¯i(u
mrac
[i] + θˆ
T
[i]x¯[i]) + F¯ E¯id¯[i]
yˆ[i] = C¯ixˆ[i]
(7)
where xˆ[i] ∈ Rni+qi is the predicted state vector; θˆ ∈ R(ni+qi)xmi is the uncertainty estimate
vector.
From the perspective of the MRAC, the baseline dynamics are combined with the open-loop
subsystem dynamics to form an augmented closed-loop model. Without loss of generality, the
reference model/state-predictor formulation is proposed for all subsystems,
Aˆm =
[
Am −BiKxm BiKξm
−Ci 0
]
(8)
where Kblm = [K
x
m,K
ξ
m] are the state-feedback and integral gains for nominal subsystem dynamics.
The MRAC control signal can be defined as,
umrac[i] (t) = −θˆT[i](t)x¯[i](t) (9)
Subsequently, the update law for estimating θˆ[i] is derived from Lyapunov theory; in section III
when applying the extended connective stability method, and in section IV when applying the
proposed distributed architecture.
In steady-state, when plant dynamics have converged to the dynamics of the MRAC, the overall
closed-loop model of the uncertain large-scale MIMO system can be written as,
Σ :


˙ˆx(t) = Aˆxˆ(t) + E¯d¯(t)
yˆ(t) = Cˆxˆ(t) + D¯u¯(t)
(10)
where Aˆ = AˆD + AˆC ∈ R(n+q)x(n+q), AˆD = diag(Aˆm1, ..., AˆmM ) contains the decoupled desired
dynamics and AˆC = Aˆ− AˆD contains the off-diagonal interconnection terms.
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3 Connective Stability
The idea of connective stability is to verify the local asymptotic stability of subsystems, and
subsequently infer offline global stability by constructing an aggregated model that describes both
local dynamics and the mutual interactions with neighbouring subsystems [2, 3, 6].
Initially, stability is proven for the decoupled adaptive subsystem. Subsequently, lower and
upper-bounds, which account for interconnections, are derived in order to infer GAS from Lya-
punov theory. The decoupled adaptive subsystem is defined as.
Σ¯SS[i] :
˙ˆx[i] = Aˆmxˆ[i] + B¯i(u
mrac
[i] + θˆ
T
[i]x¯[i]) + FE¯id¯[i] (11)
The tracking error dynamics between the decoupled subsystem and reference model/state predictor
is obtained by subtracting (7) from (11), which yields,
e˙[i](t) = ˙¯x[i](t)− ˙ˆx[i](t)
e˙[i](t) = Aˆme[i](t) + B¯iθ˜
T
[i](t)x¯[i](t)
(12)
where θ˜[i](t) = θ¯[i](t) − θˆ[i](t) ∈ R(ni+qi)xmi is the uncertainty estimate error. The adaptive law
in (9) is derived from Lyapunov theory by ensuring local adaptive subsystems are asymptotically
stable in the presence of no interconnections.
Proposition 1. Decoupled adaptive subsystems of (11) are locally asymptotically stable for all
i = 1, ...,M , if for an arbitrary Qi = Q
T
i > 0 ∈ R(ni+qi)x(ni+qi), there exists Pi = PTi > 0 ∈
R(ni+qi)x(ni+qi) that satisfies the Lyapunov equation PiAm +A
T
mPi < −Qi
Proof. It is convenient to use a non-quadratic Lyapunov function candidate for linear systems [3].
The energy trajectories are mapped by defining the Lyapunov function in terms of tracking error
and estimate error measurements,
V[i](e[i](t), θ˜[i](t) =
√
eT[i](t)Pie[i](t) + θ˜
T
[i](t)Γ
−1
i θ˜[i](t) (13)
where Γi ∈ R+ is the adaptive gain. The derivative of (13) yields,
V˙dec[i] =
dV[i]
de[i]
e˙[i] +
dV[i]
dθ[i]
θ˙[i] =
1
2
(eT[i]Pie[i])
−1/2(eT[i]Pie˙[i]
+e˙T[i]Pie[i]) + 2θ˜
T
[i]Γ
−1
i
˙˜
θ[i]
=
1
2
(eT[i]Pie[i])
−1/2(eT[i](Aˆ
T
mPi + PiAˆm)e[i]
+2eT[i]PiB¯iθ˜[i]xˆ[i]) + 2θ˜
T
[i]Γ
−1
i
˙˜
θ[i]
(14)
Since ˙˜θ[i](t) ,
˙¯θ[i](t)− ˙ˆθ[i](t). As the unknown uncertainty vector is a constant, θ˙[i](t) = 0,
V˙dec[i] =
1
2
(eT[i]Pie[i])
−1/2eT[i](Aˆ
T
mPi + PiAˆm)e[i]
+
eT[i]PiB¯iθ˜[i]xˆ[i]
(eT[i]Pie[i])
1/2
− 2θ˜T[i]Γ−1i ˙ˆθ[i]
(15)
For (15) to be at least negative semi-definite, the update law for the parameter estimate is selected
as,
˙ˆ
θ[i] = −Γi
eT[i]PiB¯ixˆ[i]
2(eT[i]Pie[i])
1/2
(16)
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Finally,
V˙dec[i] ≤ −
1
2
eT[i]Qie[i]
(eT[i]Pie[i])
1/2
≤ 0 (17)

The stability properties of the overall LSS can be established collectively by defining the vector
Lyapunov function as,
V(t) =


V[1](t)
...
V[M ](t)

 (18)
Theorem 1. The overall aggregate model, represented by,
V˙(t) ≤MV(t) +Φ (19)
is a sufficient condition for the GAS of (10) if
1. M, of equation (33), is asymptotically stable
2. ||M||1 > Φ
Proof. The lower and upper-bounds of (13) are defined as,
λmin(Pi)||e[i]||+ ||θ||
2
Γi
≤ ||V[i]|| ≤ λmax(Pi)||e[i]||+ ||θ||
2
Γi
(20)
where, λmin, λmax are minimum and maximum eigenvalues, which correspond to lower and upper
bounds of the matrices. From [18], the maximum bound on the parameter estimate is defined as,
θmax = 4maxθ∈Θ ||θ||21.
The derivative of the Lyapunov function for the interconnected subsystem can be written as,
V˙[i] =
dV[i]
de[i]
(Aˆme[i] + B¯iθ˜[i]x¯[i] + ζˆ[i]) +
dV[i]
dθ˜[i]
˙˜
θ[i] (21)
Using (14) and the parameter estimate (16), this can be simplified to,
V˙[i] = V˙dec[i] +
dV[i]
de[i]
ζˆ[i] (22)
From (17), the upper-bound of the decoupled Lyapunov derivative is,
||V˙dec[i] || ≤ −
λmin(Qi)
2
√
λmax(Pi)
||e[i]|| (23)
To determine the upper-bound on
dV[i]
de[i]
, the first term on the right hand side of (14) is rearranged.
||dV[i]
de[i]
|| = ||(eT[i]Pie[i])−1/2eT[i]Pi|| ≤
λmax(Pi)√
λmin(Pi)
(24)
The upper-bound on the interconnection gain is defined as,
||ζˆ[i]|| ≤
∑
j∈Ni
||Aˆij ||.||xˆ[j]|| (25)
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Therefore,
V˙[i] ≤ − λmin(Qi)
2
√
λmax(Pi)
||e[i]||+ λmax(Pi)√
λmin(Pi)
∑
j∈Ni
||Aˆij ||.||xˆ[j]|| (26)
From (26), the state vector from neighbouring subsystem j appears. It cannot be guaranteed that
xˆ[j] is at least negative semi-definite, to ensure (26) is also negative semi-definite. With regards to
a regulation problem, where small-signals xˆ[i] and xˆ[j] would be regulated to zero, this seems valid.
However, this is not the case for reference tracking. This problem can be overcome by making the
reference model/predictor dependent on the interconnection model i.e. interconnection term now
defined as ζ˜[i] =
∑
j∈Ni
Aˆij .e[j], where e[j] = xˆ[i] − xˆ[j].
Therefore, (26) becomes,
V˙[i] ≤ − λmin(Qi)
2
√
λmax(Pi)
||e[i]||+ λmax(Pi)√
λmin(Pi)
∑
j∈Ni
||Aˆij ||.||e[j]|| (27)
From (20), the tracking error is lower and upper-bounded by,
V[i] − θmaxΓi√
λmax(Pi)
≤ ||e[i]|| ≤
V[i] − θmaxΓi√
λmin(Pi)
(28)
Equation (28) assumes that initialisation tracking and parametric estimate errors are zero. For
non-zero initialisation state and parametric estimation errors, from [18], the following upper-bound
is used,
||e[i]|| ≤ ρ[i] (29)
where,
ρ[i] ,
√
(V[i](0)− θmaxΓi )e−αit
λmin(Pi)
+
θmax
Γiλmin(Pi)
(30)
and,
α ,
λmin(Qi)
λmax(Pi)
(31)
Rearranging (27) by replacing e[i] with its lower-bound and e[j] with its upper-bound yields,
V˙[i] ≤ − λmin(Qi)
2λmax(Pi)
V[i] + λmax(Pi)√
λmin(Pi)λmin(Pj)
∑
j∈Ni
||Aˆij ||V[j] + λmin(Qi)
2λmax(Pi)
θmax
Γi
− λmax(Pi)√
λmin(Pi)λmin(Pj)
θmax
Γj
∑
i∈Nj
||Aˆji||
(32)
Rearranging (32) in aggregated form yields (19), where
M =


− λmin(Q[1])2λmax(P[1])
λmax(P[1])√
λmin(P[1])λmin(P[2])
||Aˆ12|| · · · λmax(P[1])√
λmin(P[1])λmin(P[N ])
||Aˆ1N ||
λmax(P[2])√
λmin(P[2])λmin(P[1])
||Aˆ21|| − λmin(Q[2])2λmin(P[2]) · · ·
λmax(P[2])√
λmin(P[2])λmax(P[N ])
||Aˆ2N ||
...
...
. . .
...
λmax(P[N ])√
λmin(P[N ])λmin(P[1])
||AˆN1|| λmax(P[N ])√
λmin(P[N ])λmin(P[2])
||AˆN2|| · · · − λmin(Q[N ])2λmax(P[N ])


(33)
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and,
Φ =


θmax(
λmin(Q[1])
2Γ1λmax(P[1])
− λmax(P[1])||Aˆ21||
Γ2
√
λmin(P[1])λmin(P[2])
) · · · 0
...
. . .
...
0 · · · θmax( λmin(Q[N ])2ΓNλmax(P[N ]) −
λmax(P[N ])||AˆN−1.N ]||
ΓN−1
√
λmin(P[N ])λmin(P[N−1])
)


(34)
GAS is guaranteed in a distributed manner for the overall system if, (1) the diagonal elements
of M, which are associated with each decoupled subsystem, are greater than the off-diagonal
elements, which are associated with the bounded interconnections i.e.
λmin(Qi)
2λmax(Pi)
>
N∑
j=1
λmax(Pi)√
λmin(Pi)
||Aˆij ||√
λmin(Pj)
(35)
and, (2)
||M||1 > Φ (36)
As Φ is block diagonal, adaptation influences the stability of the local subsystem only and does
not affect neighbouring subsystems. The terms of Φ can be made arbitrarily small by using large
adaptive gains. 
As the desired dynamics of each adaptive subsystem, reflected by Am, are chosen to be ho-
mogeneous, i.e. all subsystems converge to the same dynamics, then: λmax(Pi) = λmax(Pj),
λmin(Pi) = λmin(Pj), λmax(Qi) = λmax(Qj), λmin(Qi) = λmin(Qj), Aˆij = Aˆji, and Γi = Γj .
With this, (19) is negative-definite if,
λmin(Qi)
2λmax(Pi)
>
λmax(Pi)
λmin(Pi)
Ni||Aˆij || (37)
where Ni is the number of interconnections.
Remark 1. On close inspection, the normalising effect of the denominator in (16) means that,
lim
t→∞
eT[i]Qie[i]
(eT
[i]
Pie[i])1/2
6= 0 and, lim
t→∞
˙ˆ
θ[i] 6= 0. Consequently, adaptation never stops. Thus, it cannot
be proven using a non-quadratic Lyapunov function candidate, as required by the conventional
connective stability method, that V[i](e[i], θ˜[i]) converges and whether the system is globally asymp-
totically stable.
Ultimately, the connective stability does not provide a convergent solution when adaptive con-
trollers are employed method is restricted to small-gain interconnections, as demonstrated in
section V-A, and does not provide a convergent solution when adaptive controllers are employed.
Remark 2. The concept of the ”geometric small-gain theorem” applied to interconnections is dis-
cussed in [8] with regard to tube-based decentralised model predictive controllers. State, state-error
and interconnection dynamics are defined for Σ¯SSi within invariant polytope sets x[i] ∈ X, z[i] ∈ Z
and w[i] ∈ W respectively. As the error dynamics are subsets of the state dynamics, it must hold
that Z ⊇ X. By construction, controller gains are computed to be robust to disturbances, while
as seen from equation (14), the error dynamics are a function of the coupling disturbance term.
Therefore W ⊆ Z, while interconnections must also be small. In our case, ζ[i] ≡ w[i] ∈ AijX[j] and
ζ[j] ∈ AjiX[i]. Constructing the invariant sets, Z[i] ⊃ AijX[j], Z[j] ⊃ AjiX[i], and since X[j] ⊃ Z[j],
the following constraint must be satisfied; X[i] ⊃ AijAjiX[i]. This requires the interconnection gain
AijAji to be sufficiently small.
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4 Conditions for global asymptotic stability via local alge-
braic Riccati equations
This section derives a systematic approach to guaranteeing GAS, following [19, 20]. Subsequent
stability analysis provides sufficient conditions for global convergence by solving a local ARE. This
avoids the limiting small-gain interconnection conditions from section III.
Remark 3. The MRAC now requires the state estimate measurement of neighbouring MRACs,
xˆ[j]. Section 7.2 demonstrates how it is difficult to determine GAS using this approach without
the measurement of x˜[j]. Hence, the decentralised MRAC architecture becomes a distributed archi-
tecture.
The desired subsystem dynamics as defined by the reference model/state-predictor is rewritten as,
ΣˆSP[i] :


˙ˆx[i] = Aˆmx¯[i] + B¯i(u
mrac
[i] + θˆ
T
[i]xˆ[i]) + FE¯id¯[i] + ζˆ[i]
yˆ[i] = Cˆixˆ[i]
(38)
The state-prediction error dynamics can be written as,
˙˜x[i](t) = ˙¯x[i](t)− ˙ˆx[i](t)
˙˜x[i](t) = Aˆmx˜[i](t) + B¯θ˜
T
[i](t)x¯[i](t) +
∑
j∈Ni
Aˆij x˜[j](t)
(39)
Remark 4. The prediction error dynamics that drive the adaptive control law are now driven by
the prediction error vector of ΣˆSP[i] and Σˆ
SP
[j]
1.
Proposition 2. There exists a Pi = P
T
i > 0 that guarantees the GAS of (10), if
γ , min
ω∈R+
σmin(Am − jωI) >
√
NiΞ2 > 0 (40)
where, γ represents the distance between the Hurwitz matrix Aˆm and an arbitrary marginally un-
stable matrix is greater than a term related to the number of interconnections Ni and the upper
bound on the interconnection model Ξ2.
Proof. In this section, a quadratic Lyapunov candidate function is used to avoid the normalising
effect of the adaptive law that was seen in section III.
V[i](x˜[i](t), θ˜[i](t) = x˜[i](t)TPix˜[i](t) + θ˜T[i](t)Γ−1i θ˜[i](t) (41)
The derivative of (41) can be written as,
V˙[i](t) = 2(Aˆmx˜[i] + B¯θ˜[i]x¯[i] +
∑
j∈Ni
Aˆij x˜[j])Pix˜[i] + 2θ˜[i]Γ
−1
i
˙˜
θ[i] (42)
which equates to,
V˙[i] = x˜T[i](AˆTmPi + PiAˆm)x˜[i] + Pix˜T[i]
∑
j∈Ni
Aˆij x˜[j] + (
∑
j∈Ni
Aˆij x˜[j])Pix˜[j] (43)
1From (44), x˜[j](t) does not directly drive
˙ˆ
θ[i](t), but it does affect x˜[i](t) and therefore ˙˜x[i](t)
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when the update law for the parameter estimate is chosen as,
˙ˆ
θ[i] = ΓiProj(θˆ[i],−x˜T[i]PiB¯ix¯[i]) (44)
The projection operator, described in section 7.4, is used to prevent parametric drift by upper-
bounding the parameter estimate a priori i.e. θmax, and thus provides robust adaptation.
Expanding the two summation terms of (43) yields,
x˜T[i]Pi(
∑
j∈Ni
Aˆij x˜[j]) + (
∑
j∈Ni
Aˆij x˜[j])
TPix˜[i] = (Aˆi1x˜[1])
TPix˜[1] + x˜
T
[1]Pi(Aˆi1x˜[1]) + ....
+(AˆiM−1x˜[M−1])Pix˜
T
[M−1] + x˜
T
[M−1]Pi(AˆiM−1x˜[M−1])
(45)
where Σ¯SS[i] can have a maximum of M − 1 neighbours. To achieve decentralisation, the cross-
coupled ith state error vector and the jth state vector terms must be decoupled. This is done
using the inequality condition in [19],
XTY + Y TX ≤ XTX + Y TY (46)
where X = Pix˜[i] and Y = Aˆij x˜[j]. The following is obtained using this condition.
x˜T[i]Pi(Aˆij x˜[j]) + (Aˆij x˜[j])
TPix˜[i] ≤ (Aˆij x˜[j])T (Aˆij x˜[j]) + (Pix˜[i])T (Pix˜[i]) =
x˜T[j](Aˆ
T
ijAˆij)x˜[j] + x˜
T
[i]P
2
i x˜[i]
(47)
Applying this decoupling to all terms in (45) yields,
x˜T[i]Pi(
∑
j∈Ni
Aˆij x˜[j]) + (
∑
j∈Ni
Aˆijx[j])
TPix˜[i] ≤ Nix˜T[i]P 2i x˜[i] +
∑
j∈Ni
x˜T[j](Aˆ
T
ijAˆij)x˜[j] (48)
Therefore, the decoupled terms on the right-hand-side of (48) are taken as the largest intercon-
nection terms, and substituted back into (43).
V˙[i] ≤ x˜T[i](AˆTmPi + PiAˆm)x˜[i] +Nix˜T[i]P 2i x˜[i] +
∑
j∈Ni
x˜T[j](Aˆ
T
ijAˆij)x˜[j] (49)
The interconnection term in (49) can be upper bounded as,∑
j∈Ni
x˜T[j](Aˆ
T
ijAˆij)x˜[j] ≤
∑
j∈Ni
η2ij x˜
T
[j]x˜[j] (50)
where η2ji ≥ λmax(AˆTjiAˆji). The vector Lyapunov function which describes global stability can be
written as,
V˙ ≤
N∑
i=0
x˜T[i](Aˆ
T
mPi + PiAˆm +NiP
2
i )x˜[i] +
N∑
i=0
(
∑
j∈Ni
η2ij)x˜
T
[j]x˜[j] (51)
The maximum eigenvalue of
∑
j∈Ni
AˆTijAˆij is defined as ξ
2
i =
∑
j∈Ni
η2ji Therefore, the last term
of (51) can be written as,
∑
j∈Ni
η2ij =
N∑
j=0,j 6=i
η2ij =
N∑
i=0,j 6=i
η2ji (52)
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The indexes are interchangeable since the upper bound of the coupling matrix applies to all sub-
systems and their interconnections. The interconnection term can be written as ξ2i
N∑
i=0
x˜T[j]x˜[j].
However, the indexes do not match here. Therefore they are also interchanged so that the sum-
mation of the final term in (51) makes sense.
Parametric knowledge of the interconnection model Aˆij can be unknown. In such cases, for
conservativeness i.e. worst-case design, the upper-bound of (25) is used to account for robustness
to uncertainty.
Defining,
Ξ2 ,
∑
j∈Ni
λmax(Aˆ
T
jiAˆij) =
∑
j∈Ni
λmax(Aˆ
2
ij) (53)
since the upper-bound on Aˆij is the same as the upper-bound Aˆji. Finally, (51) can be written
as,
V˙ ≤
N∑
i=0
x˜T[i](Aˆ
T
mPi + PiAˆm +NiP
2
i )x˜[i] + Ξ
2
N∑
i=0
x˜T[i]x˜[i]
≤
N∑
i=0
x˜T[i](Aˆ
T
mPi + PiAˆm +NiP
2
i + Ξ
2Inixni)x˜[i]
(54)
The global Lyapunov function of (54) resembles an ARE. The following two Lemma’s are
important in establishing sufficient conditions that ensure stability of the overall LSS for the
proposed decentralised adaptive controllers.
Lemma 1. Considering the ARE defined as:
ATP + PA+ PRP +Q = 0 (55)
If A is Hurwitz, R = RT > 0, Q = QT > 0, and the associated Hamiltonian matrix H =[
A R
−Q −AT
]
is hyperbolic, i.e. H has no eigenvalues that lie on the imaginary axis, then there
exists P = PT > 0 that solves the ARE of (55). In this case, A = Aˆm, Q = Ξ
2Inixni and
R = NiInixni .
Lemma 2. The Hamiltonian matrix Hi =
[
Aˆm NiInixni
−Ξ2Inixni −AˆTm
]
is hyperbolic if and only if:
min
ω∈R+
σmin(Aˆm − jωInixni) > Ξ
√
Ni > 0 (56)
Proof. The proof can be found in section 7.3.
A linear bisection method for solving this distance and ensuring (40) is described in [22, 23],
and is summarised in section 7.5.
If Hi is hyperbolic, there exists εi > 0 such that,
Hi =
[
Aˆm NiInixni
−(Ξ2 + εi)Inixni −AˆTm
]
(57)
is also hyperbolic. That is, if fi(ξ
2
i ) := min
ω∈R+
σmin(Aˆm − jωInixni)− Ξ
√
Ni > 0, then there exists
εi > 0 such that fi(Ξ
2 + εi) > 0.
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The ARE of Lemma 1 can be written as,
AˆTmPi + PiAˆm + PiNiPi + (Ξ
2 + εi)Inixni = 0 (58)
and is solvable with Pi = P
T
i > 0 if Lemma’s 1 and 2 are satisfied. The overall vector Lyapunov
function can be represented as,
V˙ ≤
N∑
i=0
x˜T[i](Aˆ
T
mPi + PiAˆm +NiP
2
i + (Ξ
2 + εi)Inixni)x˜[i] ≤ −
N∑
i=0
x˜T[i]ε[i]x˜[i] (59)
Again, this has a guaranteed solution, with a positive-definite Pi if Lemma’s 1 and 2 are satisfied.
Subsequently, according to Barbalat’s Lemma, the error dynamics are bounded and lim
t→∞
x˜[i] =
0. 
Ultimately, the distributed robust-MRAC architecture can be deployed in local subsystems
of linear MIMO LSS with strong-interactions and guarantee GAS, as seen in section V-C. As
with all Lyapunov stability criterion, satisfying (40) is a sufficient but not necessary stability
condition. However, conservativeness can be relaxed by tight satisfaction of (40) when specifying
the closed-loop dynamics via the MRAC.
5 Results
In general, power systems are increasingly becoming decentralised and distributed [1]. There-
fore, DC power distribution systems are an effective application to evaluate the distributed control
architecture. As proposed in [11, 17], 6 heterogeneous subsystems provide power to local loads
in an interconnected electrical DC power network. Each subsystem is equipped with controllers
C[i], i = 1, ..., 6, for voltage stabilisation, where the robust-MRAC is an L1 adaptive controller.
Parameter values defined in Table I of [17] are used.
5.1 Failure of connective stability condition with large-gain intercon-
nections
The small-gain theorem is a commonly used formulation to determine input-output stability
of an interconnected non-linear system [24]. Using Fig.1, the theorem states that the feedback
Figure 1: Feedback connection between two interconnected subsystems.
connection between the two interconnected subsystems2 is input-output stable if the product of
the individual infinity-norms of each converter is less than 1. That is,
||Aˆ12(sI− Aˆm)−1||∞.||Aˆ21(sI− Aˆm)−1||∞ < 1 (60)
2Both systems must be individually stable i.e. an unstable open-loop system must be closed-loop stable.
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Note that this assumes that adaptation and convergence to desired dynamics has occurred. Con-
sider the following system where subsystem Σ¯SS1 is coupled with subsystem Σ¯
SS
2 . System matrices
are derived from [17].
Aˆm =

 −3.51x10
6 4x103 1.13x106
5.12x106 −9x104 −1.65x106
0 −1 0

 Aˆ12 =

 0 0 00 5.32x104 0
0 0 0

 Aˆ21 =

 0 0 00 3.87x104 0
0 0 0


B¯1 =

 1.34x10
7
−8.12x105
0

 B¯2 =

 4.25x10
6
−5.6x105
0

 Cˆ = [ 0 1 0 ]
Consequently, the small-gain condition is,
(5.32x104)(3.87x104) ≮ 1 (61)
which clearly is not satisfied. This two coupled subsystem example is effectively a large-gain
system. Generally, this can be said for an M subsystem DC power network, which results in the
failure of the collective stability method for strongly-interacting subsystems .
By setting Q1 = I3x3, the positive-definite matrix P1 is solved for,
P1 = 1x10
4

 1.4 0.98 0.250.98 0.8 0.21
0.25 0.21 1.61


where εi = 1x10
3, λmax(P1) = 2.28xx10
4 and λmin(P1) = 723.2.
The GAS condition of (35) can now be checked.
1
2(2.28x104)
≯
2.28x104
723.2
1.1x105 (62)
Clearly, the left-hand-side of (62) is not greater than the right-hand-side as required by (35).
Ultimately, from the interconnection matrix Aˆij , the large-gain leads to large upper-bounds.
One could attempt to increase λmin(Q1), however, as the system is linear, λmin(P1) and λmax(P1)
will increase accordingly. This shows that the connective stability method is only suitable for
small-gain interconnections.
Remark 5. Section 7.1 analytically shows that a typical power electronic design feature to
improve local damping does not contribute to improving global stability.
5.2 Simulation of DC power network with distributed control architec-
ture
Again, the DC power network of [17] is used to demonstrate the effectiveness of distributed L1
adaptive controllers at guaranteeing GAS, when designed as described in section IV.
The topology of the power network is of meshed configuration. All subsystems have different
output references which allows for interaction between the interconnections.
A load disturbance step of 2 kW - 3.8 kW is applied to Σ¯SS[2]. Fig.2 shows that each in-
terconnected subsystem is affected by the load disturbance. The distributed adaptive control
architecture maintains GAS and fast performance. The conservativeness of using an upper-bound
on the interconnection models for all subsystems does not appear to slow the system response.
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Figure 2: Large-scale interconnected DC power network with low-bandwidth communications
(dotted).
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Figure 3: Subsystem voltage responses for Σ¯SS[2] load change 2 kW - 3.8 kW.
6 Conclusion
The aim of this paper was to overcome the problem of guaranteeing GAS when decentralised
and distributed control architectures are employed in general linear MIMO LSS. The paper ex-
tended the conventional connective stability method by incorporating model reference adaptive
control structures. Using a DC power network, the method was numerically tested. As a result,
the method is shown to be insufficient in the presence of large-gain interconnections. Further-
more, the method does not ensure convergent adaptive control laws as it relies on a non-quadratic
Lyapunov function.
A distributed control architecture was presented to overcome the small-gain limitation. Dis-
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tributed L1 adaptive controllers are used to augment state-feedback baseline controllers. By
ensuring the Hamiltonian matrix associated with each local ARE is hyperbolic, GAS is sufficiently
guaranteed when conditions dependent on the desired dynamics, number of interconnections and
the upper-bound of interconnection models are satisfied. Structurally, each subsystem at most
requires the measurement of neighbouring predictor errors. This caveat does not impede the scal-
ability of the architecture as the communication topology is neighbour-to-neighbour i.e. same
topology as the interconnection graph.
The distributed control architecture is tested on the same DC power network, where GAS and
fast performance are maintained during a load disturbance to one of the subsystems. Future work
will evaluate the proposed architecture in response to more realistic DC power system settings
including; bus-connected topologies, plug-and-play operations, reference tracking, and interaction
with coordination control layers.
7 Appendix
7.1 Matrices of General Linear MIMO System Model
The matrices of (1) are defined as,


x˙[1]
x˙[2]
x˙[3]
...
x˙[M ]


︸ ︷︷ ︸
x˙
=


A11 A12 A13 · · · A1M
A21 A22 A23 · · · A2M
A31 A32 A33 · · · A3M
...
...
...
. . .
...
AM1 AM2 AM3 · · · AMM


︸ ︷︷ ︸
A


x[1]
x[2]
x[3]
...
x[M ]


︸ ︷︷ ︸
x
+


B1 0 0 · · · 0
0 B2 0
. . .
...
0 0 B3
. . .
...
...
. . .
. . . · · · 0
0 · · · 0 0 BM


︸ ︷︷ ︸
B


u[1]
u[2]
u[3]
...
u[N ]


︸ ︷︷ ︸
u
(63)
+


E1 0 0 · · · 0
0 E2 0
. . .
...
0 0 E3
. . .
...
...
. . .
. . . · · · 0
0 · · · 0 0 EM


︸ ︷︷ ︸
E


d[1]
d[2]
d[3]
...
d[M ]


︸ ︷︷ ︸
d
;


y[1]
y[2]
y[3]
...
y[M ]


︸ ︷︷ ︸
y
=


C1 0 0 · · · 0
0 C2 0
. . .
...
0 0 C3
. . .
...
...
. . .
. . . · · · 0
0 · · · 0 0 CM


︸ ︷︷ ︸
C


x[1]
x[2]
x[3]
...
x[M ]


︸ ︷︷ ︸
x
(64)
+


D1 0 0 · · · 0
0 D2 0
. . .
...
0 0 D3
. . .
...
...
. . .
. . . · · · 0
0 · · · 0 0 DM


︸ ︷︷ ︸
D


u[1]
u[2]
u[3]
...
u[M ]


︸ ︷︷ ︸
u
(65)
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7.2 Guaranteeing GAS without measurement of neighbouring predic-
tion errors
The Lyapunov function of (41) is used. The decoupled state-predictor of (7) is also used. The
state-prediction error dynamics are defined as,
˙˜x[i](t) = Aˆmx˜[i](t) + B¯iθ˜
T
[i](t)x¯[i](t) +
∑
j∈Ni
Aˆij x¯[j](t) (66)
Remark 6. The difference here is that the state error dynamics are directly a function of the
neighbouring states x¯[j](t) rather than the neighbouring prediction error x˜[j](t).
The derivative of the local Lyapunov function is,
V˙[i] = x˜T[i](AˆTmPi + PiAˆm)x˜[i] + Pix˜T[i]
∑
j∈Ni
Aˆijx[j] + (
∑
j∈Ni
Aˆij x˜[j])Pix[j] (67)
The update law for the parameter estimate is (44), as before. Expanding the two summation
terms of (67) yields,
x˜T[i]Pi(
∑
j∈Ni
Aˆij x˜[j]) + (
∑
j∈Ni
Aˆij x˜[j])
TPix˜[i] = (Aˆi1x˜[1])
TPix˜[1] + x˜
T
[1]P[1](Aˆi1x˜[1]) + ....
+(AˆiN−1)x˜[N−1]P[1]x˜
T
[N−1] + x˜
T
[N−1]P[1](AˆiN−1x˜[N−1])
(68)
Recalling the inequality of (46) we get,
(Aˆijx[j])
TPix˜[i] + x˜
T
[i]Pi(Aˆijx[j]) ≤ x˜T[i]P 2i x˜[i] + xT[j](AˆTijAˆij)x[j]
Or,
(
∑
j∈Ni
Aˆijx[j])
TPix˜[i] + x˜
T
[i]Pi(
∑
j∈Ni
Aˆijx[j]) ≤ Nix˜T[i]P 2i x˜[i] +
∑
j∈Ni
xT[j](Aˆ
T
ijAˆij)x[j] (69)
Following the same procedure from section III-A i.e. using x˜[i] = x¯[i]− xˆ[i], the equations (42)-(44)
and Lemma’s 1 and 2, the overall Lyapunov function can be written as,
V˙ ≤
N∑
i=0
x¯T[i](Aˆ
T
mPi + PiAˆm +NiP
2
i + (Ξ
2Inixni))x¯[i] − xˆT[i](AˆTmPi + PiAˆm +NiP 2i + (Ξ2Inixni))xˆ[i]
V˙ ≤ −
N∑
i=0
x¯T[i]εix¯[i] + xˆ
T
[i](−(Ξ2 + εi)Inixni)xˆ[i] ≤ −
N∑
i=0
x˜T[i]εix˜[i] − xˆT[i]Ξ2xˆ[i]
(70)
For (70) to be negative semi-definite, x˜T[i]εix˜[i] > xˆ
T
[i]Ξ
2xˆ[i]. Ideally x˜
T
[i]εix˜[i] 6> xˆT[i]Ξ2xˆ[i]. Hence,
as expected it is difficult to guarantee GAS through local adaptive controllers. This problem is
associated with the unmatched interconnections.
7.3 Proof of Lemma 2
The proof of this Lemma is an altered version of theorem 2 in [25], which provides sufficient
conditions for ensuring asymptotic stability of an observer. The proof is performed in 3 parts.
17
Proof. Part I: If min
ω∈R+
σmin(Aˆm−jωInixni) > Ξ
√
Ni then there exists εi > 0 such that the matrix
Hi =
[
Aˆm NiInixni
−(Ξ2 + εi)Inixni −AˆTm
]
is Hamiltonian, i.e. no eigenvalues on the imaginary axis.
Since lim
ω→∞
σmin(Aˆm − jωInixni) =∞, there exists a finite ω ∈ R+ such that,
min
ω∈R+
σmin(Aˆm − jωInixni) = (Ξ
√
Ni)min (71)
that is, the minimum of all possible eigenvalues across all ω equals the minimum eigenvalues of
(Aˆm − jωInixni) at ω ∈ R+ which equals (Ξ
√
Ni)min. Hence, for all ω,
(Aˆm − jωInixni)∗(Ami − jωInixni) ≥ (Ξ
√
Ni)
2
min (72)
where, * denotes a Hermitian matrix, i.e. a transposed and complex conjugated matrix, or A∗ =
A¯T . Then, if min
ω∈R+
σmin(Am− jωInixni) > Ξ
√
Ni, (Ξ
√
Ni)min > Ξ
√
Ni. Therefore, we can choose
εi such that (Ξ
√
Ni)
2(Inixni + εi) < (Ξ
√
Ni)
2
min, in order to obtain,
(Aˆm − jωInixni)∗(Aˆm − jωInixni) > (Ξ
√
Ni)
2Inixni + (Ξ
√
Ni)
2εiInixni (73)
Finally, part I can be proved by contradiction. Assuming that Hi has eigenvalues on the
imaginary axis, where purely imaginary eigenvalues are represented as s = jω. The eigenvalues of
Hi are given as,
det
[
sInixni − Aˆm −NiInixni
(Ξ2 + εi)Inixni sInixni + Aˆ
T
m
]
= 0
det[(sInixni − Aˆm)(sInixni + AˆTm) +NiInixni(Ξ2 + εi)] = 0
(74)
However, from (74), det[(sInixni− Aˆm)(sInixni+ AˆTm)+NiInixni(Ξ2+εi)] 6= 0. Therefore, Hi does
not have imaginary axis eigenvalues, i.e. is Hi hyperbolic.
Part II: If Hi is hyperbolic, and Aˆm is Hurwitz, then there exists a symmetric positive-definite
solution Pi to the ARE,
AˆTmPi + PiAˆm + PiNiPi + (Ξ
2 + εi)Inixni = 0
Proof: From H∞ control theory (chapter 7 of [26]), if the matrix
F :=
[
A R
Q −AT
]
is hyperbolic, R is either positive semi-definite or negative semi-definite, and (A,R) is stabilisable,
then there exists a symmetric solution to the ARE,
ATX +XA+XRX −Q = 0 (75)
Furthermore, as A is Hurwitz, X is positive definite.
Part III: The existence of a positive-definite matrix Pi that solves the ARE, ensures asymptoti-
cally stability. This can easily be proved by general Lyapunov theory of linear systems. 
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7.4 Projection operator
Projection-based update laws for adaptation are commonly used in adaptive systems to bound
estimates and prevent parameter drift. Properties of the projection operator are summarised
following [14, 18, 21].
Definition 1. A set, defined as Ω ∈ Rn, is a convex set if for all values within this set i.e. x ∈ Ω
and y ∈ Ω, the following holds,
λx + (1− λ)y ∈ Ω (76)
where, 0 < λ < 1. That this, all points connecting a straight line drawn between x and y remain
within Ω.
Definition 2. A function g : Rn → R, i.e. g is a function on the set of real numbers of n
dimension into the set of real scalars, is convex if,
g(λx + (1− λ)y) ≤ g(λx) + g((1− λ)y) (77)
Definition 3. Defining a convex set with a smooth boundary given by,
Ωc , {θ ∈ Rn | g(θ) < δ} ; 0 < δ < 1 (78)
where, g : Rn → R is the convex function,
g(θ) ,
(ǫ0 + 1)θ
T θ − θ2max
ǫ0θ2max
(79)
θmax is the 1-norm bound of the parametric estimate vector θ which bounds the projection opera-
tion, and ǫ0 is the arbitrary projection tolerance bound which determines how close to the bound
that scaling takes place. The projection operator is defined as,
Proj(θˆ[i],−x˜T[i]PiB¯ix¯[i])) ,


−x˜T[i]PiB¯ix¯[i], if g(θ) < 0
−x˜T[i]PiB¯ix¯[i], if g(θ) > 0 , and
∇gT (−x˜T[i]PiB¯ix¯[i]) ≤ 0
−x˜T[i]PiB¯ix¯[i] − ∇g||∇g|| ( ∇g||∇g|| .(−x˜T[i]PiB¯ix¯[i])g(θ), if g(θ) ≥ 0 , and
∇gT (−x˜T[i]PiB¯ix¯[i]) ≥ 0
(80)
From (79), for the case when g(θ) ≤ 1,
θT θ ≤ θ2max
This shows that θmax bounds the parameter estimate. For the case when g(θ) ≥ 0,
θT θ ≥ θ
2
max
ǫ0 + 1
When g(θ) ≥ 0, θ becomes a scaled version of θmax; scaling begins at ǫ0.
Property 1. The projection operator does not change the estimate, i.e.
˙ˆ
θ[i] = 0, if g(θ) ≤ 0
or if g(θ) > 0 and ∇gT (−x˜T[i](t)PiB¯ix¯[i](t)) ≤ 0 i.e. a decreasing gradient. If 0 < g(θ) < 1 and
∇gT (−x˜[i](t)TPiB¯ix¯[i](t)) > 0, i.e. the gradient of g(θ) is increasing, then the projection operator
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subtracts a vector normal to the boundary level set by θmax, as shown in (76).
For the Lyapunov function of (41) to be at least negative the the following property is required.
Property 2. Given the vector α ∈ Rn, θ∗[i] ∈ Ω0 is the uncertain parameter that is being estimated,
and θˆ[i] ∈ Ω0 is the estimate, then
(θˆ[i] − θ∗[i])T (Proj(θˆ[i], α)− α) ≤ 0 (81)
Indeed we have,
(θˆ[i] − θ∗[i])(x˜T[i]PiB¯ix¯[i] + Proj( ˙ˆθ[i], x˜T[i]PiB¯ix¯[i](t))) (82)
which, using equation (76), properties 1 and 2 yields,
(θˆ[i] − θ∗[i])(x˜T[i]PiB¯ix¯[i]) + Proj( ˙ˆθ[i], x˜T[i]PiB¯ix¯[i])) =

0, when g(θ) < 0 since Proj(
˙ˆ
θ[i], x˜
T
[i]PiB¯ix¯[i])) = −x˜T[i]PiBx¯[i])
0, when g(θ) < 0 and ∇gT (−x˜T[i]PiB¯ix¯[i]) ≤ 0
≤0︷ ︸︸ ︷
(θˆ[i] − θ∗[i])∇g
>0︷ ︸︸ ︷
∇gT (−x˜T[i]PiB¯ix¯[i])
≥0︷︸︸︷
g(θ)
||∇g||2 , when g(θ) ≥ 0 and
∇gT (−x˜T[i]PiB¯ix¯[i]) > 0
(83)
Ultimately, from (83) it is seen that the projection operator continuously modifies the uniformly
bounded adaptive law to maintain a negative semi-definite Lyapunov function derivative i.e. the
left-hand-side term of (83) is always less than or equal to zero in order to ensure the derivative of
(41) yields (59).
7.5 Algorithm for Bisection Method
Summarising [22, 23], the bisection method is used to compute σmin(Aˆm − jωInixni). The
algorithm is:
Algorithm 1 Bisection method for computing distance from stable to unstable poles
Require: σmin(Aˆm − jωInixni) >
√
NiΞ2i
Input: matrix Aˆm, tolerance τ > 0
Output: lower-bound α, upper-bound γ
Initialisation α = 0, γ = ||Aˆm||2, N = log2γ2τ
For i = 1 : N
σ = α+γ2
Hi(σ) =

 Aˆm NiInixni
−σ2Inixni −AˆTm

 define the Hamiltonian matrix
if λmin(Hi(σ)) ∈ R− ≤ τ if minimum stable eigenvalue of Hi(σ) ≤ τ
α = σ else
γ = σ
end
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7.6 Can typical local damping features improve global stability?
It is a common design feature in power electronics to increase the parasitic or equivalent series
resistance (ESR) of each subsystem’s output capacitor in order to improve damping. Section 6.3 of
[17] derives the state-space model which includes the capacitor ESR. The interconnection matrix
is written as,
ζˆ[i](t) =
∑
j∈N〉

 0 −
(1−Di)Rci
RijLti
0
0 1RijCt1 0
0 0 0

 xˆ[j](t) (84)
Though the ESR element is seen in the interconnection model, it does not influence it, either
by introducing an additional eigenvalue or by nullifying the 1RijCti term. Ultimately, despite being
able to influence the dynamics and stability of the local subsystem, the ESR cannot help improve
or relax global stability conditions.
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