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Abstract-A new optimization method, the evolution strategy, has been applied to a 
problem in hydrodynamics. This procedure was developed to describe biological change 
but has application in many areas. The approach is to make small random changes in 
parameters describing the problem. In this illustration of the use of the method, a 
minimum drag shape for an axisymmetric body placed in a uniform flow parallel to its 
axis is sought. Small random changes in the parameters which describe the body shape 
are made. A performance parameter, the drag coefficient, is evaluated for each set of 
changes. A significant decrease in drag coefficient was found as a result of applying the 
evolution strategy. 
1. INTRODUCTION 
There are many problems which lend themselves to optimization techniques and there are 
many optimization techniques which could be applied to these problems. Among the more 
common optimization procedures are the Gauss-Seidel procedure, the gradient method, the 
extrapolated gradient method, and the simplex method. The Gauss-Seidel procedure allows 
a variation of only one parameter at a time. The other three strategies allow all of the 
parameters to change but limit the maximum amount of individual parameter change. 
This limitation on the size of the individual parameter change harbors a fatal shortcoming. 
Each physical process or system may have serveral optimum solutions which are called local 
optimums. Once these methods converge on an optimum, there is no way of knowing if the 
solution is a local optimum or if the solution represents the best of the local optimums. 
Any optimization method is certainly restricted by the number of parameters necessary 
to describe the process or system to be optimized and the number of constraints placed on 
the physical problem. If the number of parameters to be varied exceeds a small number, say 
five or six, then the previously mentioned methods become time-consuming in their 
application to the problem. 
A recent and innovative optimization technique is known as the evolution strategy [l, 21. 
This method readily adapts itself to the simultaneous variation of a large number of 
parameters. The evolution strategy, due to Rechenberg, is a procedure developed to describe 
biological change. The concept is to provide for simultaneous small random changes in the 
parameters of the problem and then evaluate a quality number which demonstrates the 
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acceptability of the changes. The basic idea is to take a parent figure and alter the parent 
through parameter variation to produce an offspring. The quality numbers of the parent and 
offspring are compared and the more desirable of the two is retained to become the parent 
of the next generation. The procedure is similar to that of the natural selection process that 
describes biological evolution. 
The intent of this effort is to apply the Rechenberg evolution strategy to a problem in 
hydrodynamics. The goal is to develop the minimum drag shape of an axisymmetric body 
placed in a uniform flow parallel to its axis. The constraints of the problem are that the length 
and maximum diameter of the body have fixed values. However, the maximum diameter is 
free to move along the length of the body. Another constraint is related to the flow field past 
the body; the boundary layer is not allowed to separate. The parameters to be varied for this 
problem are those which describe the shape of the axisymmetric body. These parameters will 
be varied according to the evolution strategy. 
2. THE EVOLUTION STRATEGY 
The evolution strategy is a statistical optimization process. As the name suggests, it is 
derived from a mathematical translation of the process of gene mutation and natural selection 
through which forms of life develop in nature. 
The evolution strategy can be used on any system or process which can be described by 
a finite number, N, of mathematical parameters and whose performance can be measured 
with a number, Q, called the quality number. The optimization process then becomes one 
of finding that one combination of the N parameters describing the system or process under 
study which will produce an optimum quality number Q. The optimum Q may be a maximum 
or a minimum depending on the performance requirements of the system or process under 
consideration. 
Each new combination of N parameter values, (pi, i = 1, N), is produced by changing all 
N parameters imultaneously. The individual changes, (z, i = 1, N), are generated from a 
normally distributed random number generator with a mean equal to zero and a standard 
deviation equal to Q;, i = 1, N. The individual a,, i = 1, N do not have to be equal. This results 
in individual changes, (zi, i = 1, N), which most frequently are rather small but whose range 
isfrom --oo to +co. 
The evolution strategy may temporarily get stuck in a local optimum but, if the search 
process is continued long enough, a large enough change will be produced which will bring 
the search process out of a local optimum into the region of another local optimum and so 
on, until the best quality number is found. This last process is impossible with the other 
strategies because of an absolute limit placed on the size of the individual parameter change. 
Thus, the normally distributed random number generator used to generate individual 
parameter changes guarantees convergence to the optimum. Other strategies using a 
uniformly distributed random number generator with its defined maximum and minimum 
only hope to find one optimum if more than one exists. 
The general expression for the probability that one particular change is produced is 
In our case the expected value ti = 0. The probability that any one change-vector of N 
components will be produced is equal to the product of the individual probabilities 
P(Z) = ’ N eXP[-~~(Zi/~Y]~ (1) 
(27c)+72 n fJi 
1 
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If we now assume equal distributions, (i.e., (T, = (T for all i), we get for the probability of any 
one N-dimensional change-vector 
1 
P(z) = ~~)h’/2 oN exp [ - (Z . Zr)/(2a2)]. 
where Z is an N-dimensional vector with components zi, i = 1, N. 
The total length of this change-vector is, of course, 
which has a ofi (“sigma chi-square”) distribution with N-degrees of freedom. In the limit 
as N -+ co, S becomes a (N, $??) Gaussian distribution with an expected value for the vector 
length E(S) = o,,/%, a variance of 
D2(S) = E((S - E(S))2) = o2 ,/%, 
and a standard deviation coefficient of 
D(S)/E(S) = (T m/(a ,,k) = m. 
The expression for all points representing equal probability of success is derived from (1) by 
setting it equal to a constant. It is clear that this results in the expression for an N-dimensional 
hyperellipsoid, 
i$, (~,/a,) = Constant, 
with origin at A’?), where XF) is the vector representing the last location in N-dimensional 
space, g denotes the number of generations of new combinations of mathematical parameters 
describing the system or process, and the subscript p stands for “parent”. The description 
of A’,“’ should read as follows: “the parent at generation g”. (Generation g will also have an 
“offspring” resulting from (Xf) + Z) which is designated by X$).) 
In the case where oi = Constant = 0 and N = 2, we arrive at the hypothetical case in 
2-dimensional space represented in Fig. 1. In Fig. 1, the change-vector Z is represented by 
the radius of a circle with origin at point X, Is). Note that the direction of Z is random and 
the magnitude of Z approaches a constant value as N-rco. This two-dimensional model 
demonstrates clearly the principles involved in the evolution strategy. We start with the parent 
in the gth generation X,“) and suppose that we have just generated a mutational change of 
magnitude Z@’ and direction as in Fig. 1 (where the optimum Q is a minimum); the resulting 
offspring will be represented by X&g) which has a higher Q-value than its parent _J$$ (point 
I). Since the parent X,“) remains the more vital of the two, it will become the parent of the 
(g + 1) generation, XF + I), while the offspring of the g th generation, X8), will be discarded. 
Suppose now that the next mutation results in Zk+‘), producing the next offspring, X#+‘), 
and possessing a lower Q-value than Z$ + ‘) (Point II). Offspring X8 + ‘) is now more vital than 
its parent, Xf+‘), and therefore _XF + ‘) will be discarded in this case and X8 + ‘1 will serve as 
the parent for the next generation, Xf+2), etc. 
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lines of equal CD 
Fig. 1. A two-dimensional model of the evolution strategy. 
The Self-adjusting ui 
Rechenberg [I] found that if the number of successful mutations divided by the number 
of trials equals l/5, the oi are optimal and the convergence rate is maximum. This is 
Richenberg’s “1/5th success rate rule”. 
We define rate of convergence, 4, as follows: 
4M = ,(P) _ #.zfl) 7 (2) 
where $@) = rate of convergence at the g th generation and 
r@) = distance from optimum at the gth generation. 
The maximum value of $ is given by 
&,,, = K, ;, K, N 0.202. 
The optimum value of 0 is given by 
(3) 
The exact value for r 
In (3) and (4), the K, 
and (3), we get 
CT opt = K& Kz 1: 1.224. (4) 
is, of course, not known, but often an approximate value does exist. 
and K2 are determined through numerical experimentation. From (2) 
rk) 
4 mm =r@_rk+‘) =K,- N 
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and 
(5) 
From (4) and (5), we get 
++ 1) o$p: I) 
1+-_=_. 
r(g) a@) opt 
which for N generations becomes 
$g = (1 - K,/N)N, 
opt 
which equals e -& as N +cc. Therefore, 
d gp: ‘1 
o(g)=e 
-KI = e -0.202 N 0 817 . . 
opt 
(6) 
The change stepsize self-adjusting mechanism strives to maintain a maximum convergence 
rate at an optimum cr and is explained next. The following variables are defined for use in 
this context: 
L, is an integer with a typical value of 1. This variable is used to “tune” the procedure for an 
optimum convergence rate. 
x,, i = 1, N are the values of the individual parameters describing the system or process. 
R,, is the number produced by the Gaussian (0, 1) random number generator. 
L,, is an integer variable with a typical value of 2. L, is used to “tune” the procedure for optimum 
convergence rate. 
Q is the quality number at the start of 10 x N x L, x L, generations. 
QB is the best quality number, highest or lowest depending on the direction of search, found during 
the last 10 x N x L, x L,T generations. 
A, is the absolute convergence criterion (Q, - QB). 
R,. is the relative convergence criterion. (AQ over last 10 x N x L, x L, generations)/Q,. 
S, is the o adjustment factor with values between 0.8 and 1.0 (typical value is 0.85). This variable 
is suggested by (7). 
With the above definitions for the used variables, we proceed as follows: The changes, 
described by the vector 2, in the parameters describing the process or system are generated. 
The components zi of the vector Z are adjusted to obtain the maximum rate of convergence. 
Next, the check for convergence is made. The changes in the X values are described in Fig. 
2, where the XMUL variable is a scaling function. If, in the previous 10 x N x L, mutations, 
the number of successes is 
(a) less than one in five. The zi values are multiplied by S,. 
(b) equal to one in five. The zi values are unchanged. 
(c) greater than one in five. The z, values are divided by S,. 
To check for convergence, the quality numbers Q, and QB must be compared. If 
lQs - QBI -C A, and < R,, 
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Gaussan 
(O,I) 
RNG 
RNi , i=l, N+I 
-I 
zi q 
(RNi )x(XMUL) X Ci 
i = I, N+I 
j 
xoi = Xpi+ Z, 
I=1 , N+I 
RNG = Random Number Generator 
RN = Random Number 
XMUL = X MultiplIer 
v, = Standard Deviation 
X, = lntenslty Value 
Fig. 2. The procedure for changing x,. 
the solution has been found. If 
IQs - QB~ > A, or > R,, 
the search is continued for another 10 x N x L, x L, generations because the optimum has 
not been found. 
From the above explanation, it is clear that the method needs some tuning before it 
functions optimally. The tuning variables include L,, L,, and S,. Depending on the required 
accuracy of the solution, A, and R, may be varied. 
The procedure used in this study has a population of two (one parent and one offspring). 
Rechenberg calls it the Zweigliedrige Evolutionsstrategie. The procedure can be expanded to 
include a population greater than two (the Mehrgliedrige Evolutionsstrategie). 
Finally, the process just described copies from nature only gene mutation. Higher levels 
of the “Evolutionsstrategie” allow for chromosome mutations and recombination. These 
techniques are beyond the scope of this study. 
3. APPLICATION OF THE EVOLUTION STRATEGY 
The hydrodynamics problem to which the evolution strategy will be applied is a uniform 
flow past a body of revolution. The body will be aligned so that its longitudinal axis is parallel 
to the direction of the uniform flow. The body is described by the interaction of a uniform 
flow with 20 equal lengths and continuous singularity distributions placed along the body 
axis. The parameters to be varied in the evolution strategy are the end point values of these 
singularity distributions. The strength of these singularities is taken to vary linearly over the 
length of each with the end point value of one singularity being equal to the leading edge 
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value of the next singularity. Thus, the number of parameters to be varied is 21. The geometry 
is shown in Fig. 3. Since the body is closed, the integral of the singularity distributions over 
the length of the body must equal zero; otherwise the body surface will be open. Twenty 
singularities were chosen to represent the body because previous work by Zedan and Dalton 
[3] showed that a minimum of sixteen elements were sufficient to represent a closed body 
shape accurately. It was felt initially that several more elements would be necessary in order 
to accommodate the possible inflection points in the body profile. 
The hydrodynamics problem to be considered here is different from those considered by 
Zedan and Dalton [4,5]. The direct problem (Zedan and Dalton [5]) considers the body shape 
to be known and the analysis seeks to determine the singularity distribution which will 
produce the given body shape. The flow field external to the body is then determined from 
potential flow considerations. The inverse problem (Zedan and Dalton [4]) takes the external 
flow to be given and then seeks to determine the corresponding body shape. The present 
problem could be considered as the zeroth-order problem. The body shape is specified by the 
given axial singularity distribution and a uniform flow parallel to the body axis. The zero 
streamline then describes the body profile and the resulting stream function yields the velocity 
distribution external to the body. The details of this calculation are given by Pinebrook [6]. 
Once the singularity distribution has been determined and the body shape and external 
flow are defined, the drag acting on the body can be determined. Actually, the drag coefficient 
C, is the desired quantity and is the quality number Q referred to earlier. The goal is to obtain 
the minimum drag coefficient subject to several constraints. These constraints are the 
following: The length and maximum diameter of the body are constant although the location 
of :he maximum diameter is not fixed. In addition, the boundary layer on the body is assumed 
to undergo transition from laminar to turbulent at three percent of the body length; changing 
the location of transition will not change the body geometry, it only changes the drag 
coefficient. Furthermore, the analysis is restricted to nonseparating boundary layers; a 
separated boundary layer flow will cause the undesirable result of an increased drag 
coefficient. 
Control Point “I” 
Last Element 
XA 
Xt 
*c ‘Y 
xN 
Fig. 3. Representation of a body profile with a continuous linear axial singularity distribution 
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The boundary layer is described by the momentum integral equation 
where I3 is the momentum thickness, s is the longitudinal surface coordinate, U, is the velocity 
external to the boundary layer, H is the shape factor, and C’is the skin friction coefficient. 
Thwaites’ method [7] is used to describe the laminar portion of the boundary layer. 
Thwaites was able to express H and C, in (8) as functions of 8 and U,. The variables H and 
C, are expressed as 
H = 2.61 - 3.751 + 5.24,4= (9) 
and 
c,= 2vllOU,, (10) 
where 
1= 0.22 + 1.572 - l.8A2, 
and 
v is the fluid kinematic viscosity. 
(8) is written as a two-dimensional expression; application of the Mangler transformation [7] 
yields the appropriate form for an axisymmetric boundary layer. 
Equation (8) also describes the turbelent boundary layer which is based on the method 
of Head [8]. The shape factor in two-dimensional turbulent flow is defined as 
H, = (6 - S*)/& (11) 
Head [8] recast (8) as 
$(U<t’H,)= U,F (12) 
where F is an empirical function of H. 
Shanebrook and Sumner [9] adapted Head’s method to axisymmetric flow by including 
the effect of the transverse radius of curvature. The results of Shanebrook and Sumner’s work 
are the following equations derived from (8) and (12) respectively: 
d0 - 
dx +’ 
& (U,H,B) + F$ = U,F; 
(13) 
(14) 
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with empirical relations due to Standen [lo], 
F= O.O306(H, - 3.0)-“.653, (15) 
H, = 1.535(H - 0.7) -2.7’5 + 3.3, (16) 
and finally, a skin friction law due to Ludwieg and Tillmann (see Schlichting [1 1]), 
(17) 
Shanebrook and Sumner tested their theory against data taken by Freeman [12] on a 
l/40-scale model of the U.S. Airship Akron and obtained a very good comparison. It must 
be mentioned here that Shanebrook and Sumner assumed that the boundary layer thickness 
is small compared to the transverse radius of curvature of the body. This assumption does 
not hold near the end of the bodies considered in this study, where the body radius 
approaches zero. Pate1 [ 13, 141 developed a theory for thick axisymmetric turbulent boundary 
layers which he verified with experiments [15]. However, for the purpose of calculating the 
drag of an axisymmetric body, Pate1 found that his more complex method does not result 
in a significant improvement in the accuracy of the drag calculations. 
For the calculation of the actual drag coefficient, the Squire-Young drag formula as given 
by Young [16] was used. Young’s formula is based on momentum deficit in the boundary 
layer at the end of the body is given by 
47rr,tl U, A 
CD=- - ( > s u, ) 
where 
A =H+5 
2 
(18) 
(19) 
and r,, is the local body radius and S is a reference area. In this study, the projected area is 
chosen for S, 
S = n(R,,,,J2. 
At this point we are reminded that a separating boundary layer in the above procedure 
is unacceptable and a generated profile whereby boundary layer separation occurs must be 
rejected. An acceptable technique for detecting separation in integral methods is to monitor 
the value of H during each integration step. Separation will occur when the value of H reaches 
a value within the range of 1.8 to 2.4. The exact value makes little difference, since dH/ds 
near the separation point gets quite large. 
4. RESULTS AND DISCUSSION 
For an optimization process to generate the correct solution, the same solution must be 
found for each attempt at the problem. With the evolution strategy, a different path will be 
followed for each optimization run because the random number variation will cause the 
procedure to vary. This will be true even if the calculation routine is started with the same 
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initial profile. If the solution for every run produces the same result, the optimization 
procedure is taken to be successful. 
The solution may get “stuck” temporarily. This occurs if the procedure finds a local 
minimum of the quality number instead of the global minimum. When this occurs, it is 
sometimes due to too small a value for the specified step size zi. The desired procedure is to 
find values of the step size so that the process proceeds at an optimum rate. The number of 
successful offsprings, developed within the previous 10 x N x L, x L, generations, dictates 
how the values of the step size should be changed. A scale factor, denoted by XMUL and 
discussed in the previous section, is used to change the step size to effect the approach to the 
optimum solution. The appropriate value for XMUL is determined through numerical 
experimentation. Conditions to be met for XMUL is that it be large enough so that the 
calculation proceeds at the optimum rate and small enough so that the singularity-intensity 
changes will maintain a smooth body shape. 
If the procedure stays stuck too long, an erroneous solution could be perceived and this 
could be considered to be convergence. For this reason, it is best to run the procedure more 
than once to insure that the lowest drag profile has been found. If final solutions differ by 
more than 5 percent, then it should be clear that the optimum body has not necessarily been 
found. If this occurs, a different initial set of values of the X vector and a more stringent 
convergence criterion may be required. Another possibility is that a change in the step-size 
adjustment o a value of 1 .O may be necessary. A constant step-size will guanantee acontinued 
search because the xi values are never reduced while the procedure converges to the solution. 
A constant step will reduce the rate of convergence, but will not affect the value reached in 
the final solution. 
To demonstrate that the procedure just described actually converges to the same final drag 
coefficient, three sample cases were run. The first two runs were started from the same profile 
and the third run was started from a different initial profile. In all three cases, the computed 
drag coefficient was essentially the same. This is a strong indication of the success of the 
evolution strategy. It is interesting to note that the second run which was started with the 
same initial profile as the first run converged in almost the same number of generations as 
the first run. The Reynolds number for each run was 7.88 x 10’ and the fineness ratio was 
5.5. These results are shown in Table 1. The fact that run 3 took about two and one-half 
times as many generations to converge serves as evidence of the randomness of the process. 
Another point to observe is that the number of successful offspring was approximately the 
same between these three test cases and was, surprisingly, relatively small considering the 
number of generations. 
An example of this demonstration calculation is shown in Fig. 4. The initial body shape 
is the conventional form shown as the dashed line and the optimum shape is shown as the 
solid line. The optimum shape is shown with less surface area and with two surface inflection 
points. However, the decrease in drag coefficient is due to more than the decrease in surface 
area. The effect of the shape change on the body pressure gradient also contributes to the 
drag coefficient decrease. 
Table 1 
Total number 
of generations 
Number of 
successful offspring 
Initial value of C, 
Final value of C, 
Run1 Run2 Run3 
Body 1 Body 2 Body 3 
2400 2400 6600 
163 171 169 
0.0397 0.0397 0.0399 
0.027 I 0.0267 0.0271 
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, Initial Profile 
Fig. 4. Initial and final profiles of an axisymmetric body with constant length and constant maximum diameter placed 
in a uniform stream at zero angle of attack (Fineness ratio = 5.5 and R, = 7.88 x 10’). 
Figure 5 shows three intermediate stages of body 1, run 1 in Table 1. These three stages 
are shown 600 generations apart. For convenience in observation, the radius has been scaled 
upward by a factor of five in Fig. 5. 
Table 2 shows the parameter variation during the calculations. These are the values of the 
vector X which define the body shape. The positive values represent source intensities and 
the negative values are sink intensities. 
The amount of computation time for the evolutionary strategy is considerable. Each set 
of 100 generations takes between 10 and 12 minutes to complete on the Honeywell 66/60 
computer. 
5. CONCLUSIONS 
We have applied the evolutionary strategy to the drag minimization problem for an 
axisymmetric body in a uniform stream. This test of the evolutionary strategy has demon- 
strated very vividly its adaptability to problems in fluid mechanics. The ability of the method 
to handle small changes in many parameters makes it more attractive as an optimization 
procedure than the more common procedures that have been available. 
Generation 0 
Generation 600 
Generation 1’200 
Generation 1800 
Fig. 5. Development of the evolution body. Developmental stages shown at intervals of 600 generations (Fineness 
ratio = 5.5 and R, = 7.88 x IO’). 
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Table 2. Initial and Final Values of X 
Initial Values Final Values Initial Values Final Values 
Element End 
Run I Run II Run I Run II Run III Run III 
Point Number 
Body I 
and 
Body I Body I Body I Bosy II Body II 
6 0.03037 0.04571 0.11944 0.02742 0.11009 
7 0.03037 0.37182 0.02552 0.02742 0.39969 
8 0.01528 0.17868 0.01228 0.01356 0.06710 
9 0.00773 0.09393 0.47072 0.00709 0.03040 
IO 0.00773 0.00301 0.02544 0.00709 0.02207 
11 - 0.00736 0.00568 0.00320 - 0.00769 0.00721 
12 - 0.00736 0.00287 0.01075 - 0.00769 0.00855 
13 - 0.07527 - 0.56884 - 0.63521 - 0.07422 - 0.59705 
14 - 0.07527 - 0.04837 - 0.05040 - 0.07422 - 0.01149 
15 - 0.07527 - 0.01884 - 0.01708 - 0.07422 - 0.03982 
0.15112 X 10-e 0.00831 x 10-e 0.01790 x IO-6 0.04590 x 10-G 0.00732 x 1O-6 
0.15112 0.00412 0.00575 0.23071 0.00655 
0.15112 0.02300 0.01303 0.13230 0.01007 
0.07565 0.00245 0.03063 0.06900 0.01885 
0.07565 0.04105 0.03658 0.06900 0.02291 
16 - 0.07257 - 0.01089 - 0.01598 - 0.07422 - 0.01216 
17 - 0.07527 - 0.01496 - 0.01745 - 0.07422 - 0.02000 
18 - 0.07527 - 0.01258 - 0.00650 - 0.07422 - 0.00578 
19 - 0.07527 - 0.01710 - 0.01232 - 0.07422 - 0.02173 
20 - 0.07527 - 0.00500 - 0.01232 - 0.07422 - 0.02173 
21 - 0.00736 x 1O-6 - 0.00018 x lO-6 - 0.00036 x 1O-6 - 0.00577 x 1O-6 - 0.00254 x 1O-6 
1. 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15 
16. 
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