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CHARACTERIZING DIVERGENCE AND THICKNESS IN RIGHT-ANGLED
COXETER GROUPS
IVAN LEVCOVITZ
Abstract. We completely classify the possible divergence functions for right-angled Coxeter
groups (RACGs). In particular, we show that the divergence of any such group is either polyno-
mial, exponential or infinite. We prove that a RACG is strongly thick of order k if and only if its
divergence function is a polynomial of degree k+1. Moreover, we show that the exact divergence
function of a RACG can easily be computed from its defining graph by an invariant we call the
hypergraph index.
1. Introduction
Given a finite simplicial graph Γ with vertex set V (Γ) and edge set E(Γ), the corresponding
right-angled Coxeter group (RACG for short) is given by the presentation:
〈s ∈ V (Γ) | s2 = 1 for all s ∈ V (Γ) and st = ts for all (s, t) ∈ E(Γ)〉
In this article, we provide an explicit method to compute the divergence and order of (strong)
thickness of a RACG, and we prove that these quasi-isometry invariants are in fact equivalent in
this setting. There are very few other explicitly computable quasi-isometry invariants available
for non-relatively hyperbolic RACGs; consequently, we can distinguish many more RACGs up
to quasi-isometry than was previously possible. Additionally, this result establishes an exact
connection between the largest rate that a pair of geodesic rays can diverge in (the Cayley
graph of) a RACG and the coarse complexity of an optimal decomposition of this group into
subsets which do not exhibit non-positive curvature (i.e. whose asymptotic cones do not contain
cutpoints).
Given a bi-infinite geodesic γ : R → X in a metric space X, its geodesic divergence is the
function Divγ(r) whose value is the infimum over the length of α, where α is a path from γ(−r)
to γ(r) which does not intersect the ball based at γ(0) of radius r. If no such path exists, then
we say that Divγ(r) is infinite. There is a corresponding notion of the divergence function of a
metric space which, for r > 0, roughly takes value the supremum over the lengths of all minimal
length paths, which avoid a ball of radius proportional to r and which connect two points that are
distance proportional to r apart. The divergence function of a finitely generated group is defined
to be the divergence function of one of its Cayley graphs, and it is a quasi-isometry invariant of
finitely generated groups up to a usual equivalence of functions used in geometric group theory.
The geodesic divergence of a bi-infinite geodesic in the Cayley graph of a group gives a lower
bound on the group’s divergence.
The second quasi-isometry invariant treated in this article is strong thickness (which we often
simply refer to as “thickness”). A group is thick of order 0 if and only if all of its asymptotic
cones do not contain cutpoints. Roughly, a group is thick of order k, if it is not thick of order
k − 1, and its Cayley graph coarsely decomposes into thick pieces of order strictly less than k.
Moreover, given any two such pieces P and P ′ in this decomposition, there exists a sequence
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of pieces P = P1, . . . , Pm = P
′ in the decomposition such that Pi has infinite-diameter coarse
intersection with Pi+1 for 1 ≤ i < m.
Finally, we will need a third notion: the hypergraph index. Given a simplicial graph, one can
explicitly compute its hypergraph index, which takes value either a non-negative integer or ∞.
Our main theorem, stated below, characterizes divergence and thickness in RACGs in terms of
the hypergraph index of its defining graph. This gives an easy and explicit method of computing
thickness and divergence of any RACG.
Theorem A. Let WΓ be a RACG and k ≥ 0 an integer. Then the following are equivalent:
(1) The hypergraph index of Γ is k.
(2) The divergence of WΓ is r
k+1, and the Cayley graph of WΓ contains a periodic geodesic
with geodesic divergence rk+1.
(3) The group WΓ is strongly thick of order k.
As we later discuss, there were already some known bounds between divergence, thickness and
the hypergraph index [BD14, Lev19]. Moreover, the above theorem was known in the special
cases where k = 0 and k = 1 [BHS17, DT15, Lev18] and was conjectured in [Lev19]. However,
the proof of those two known cases resisted a generalization, and new, significantly more refined
methods had to be developed in order to prove our result in its full generality. Additionally,
given an arbitrary RACG which is not thick of order 0 or 1, its exact divergence function and
order thickness was not previously known except in very specialized cases such as those treated
in [DT15] and [Lev18] which involve RACGs whose associated CAT(0) cube complexes contain
hyperplanes with very well-behaved separation properties.
As a corollary, we obtain a complete classification of divergence functions in RACGs:
Corollary B. The divergence of a RACG is either polynomial, exponential or infinite.
These large gaps exhibited in the divergence function spectrum of RACGs do not exist in arbi-
trary finitely generated groups: there are groups with “intermediate” divergence functions. For
instance, Olshanskii–Osin–Sapir show there are lacunary hyperbolic groups exhibiting divergence
functions which are strictly between linear and quadratic [OOS09]. Additional groups with exotic
divergence functions were found by Gruber–Sisto [GS18]. More recently, Brady–Tran amazingly
construct finitely-presented groups with divergence functions rα for a dense set of α ∈ [2,∞] [BT].
Theorem A can also be utilized in the study of random RACGs, i.e., RACGs defined by a
random graph in the Erdo˝s–Re´nyi model. Behrstock–Hagen–Sisto compute an explicit threshold
function for when a random RACG is thick or relatively hyperbolic [BHS17]. Building on this
work, Behrstock–Falgas-Ravry–Hagen–Susse give threshold functions for the transition between
thick of order 0, 1 and 2 in RACGs [BFRHS18]. These authors demonstrate an interesting
interplay between random graphs and the coarse geometry of RACGs. Theorem A should make
it possible for this analysis to extend to RACGs with higher orders of thickness.
We now discuss some background on divergence, thickness and the hypergraph index. Gromov
expected that one-ended groups which act geometrically on a CAT(0) space should exhibit either
linear or exponential divergence [Gro93]. However, it turns out that many important classes of
groups (including CAT(0) ones) do not fall into this dichotomy. For instance, Gersten showed that
the divergence of a 3–manifold group is linear, quadratic or exponential [Ger94]. Additionally,
Behrstock–Charney prove that the divergence of a right-angled Artin group is, similarly, linear,
quadratic or infinite (when not one-ended) [BC12]. Interestingly, most mapping class groups
also exhibit quadratic divergence [Beh06, DR09]. There are also CAT(0) groups with divergence
function a polynomial of any degree, and such groups were first constructed by Macura [Mac13]
and independently also by Behrstock-Drut¸u [BD14].
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For each non-negative integer, Dani–Thomas give an example of a RACG whose divergence is
a polynomial of this degree [DT15]. Furthermore, these authors give a graph-theoretic characteri-
zation of 2–dimensional RACGs (i.e., whose defining graph does not contain 3–cycles) with linear
and quadratic divergence. These characterizations were later generalized to RACGs of arbitrary
dimension, with the linear case being done by Behrstock–Hagen–Sisto [BHS17] and the quadratic
case done by the author [Lev18].
Thick spaces were first defined by Behrstock–Drut¸u–Mosher in [BDM09] where it is shown
that the order of thickness is a quasi-isometry invariant and that thick groups are non-relatively
hyperbolic. Behrstock–Drut¸u later define a slightly stronger, more quantified, version of thickness,
known as strong thickness which appears to be becoming the standard definition. Strong thickness
is still a quasi-isometry invariant, and all groups known to be thick, are strongly thick of the
same order. Furthermore, these authors show that a group which is strongly thick of order k has
divergence function bound above by a polynomial of degree k+1 [BD14]. Many well-studied non-
relatively hyperbolic groups are strongly thick, and there is often a dichotomy where a group, in
a given class of groups, is either strongly thick or hyperbolic relative to strongly thick peripheral
subgroups (see for instance [BHS17] and [Hag19]).
The hypergraph index was introduced by the author in [Lev19]. The hypergraph index of a
RACG is defined to be the hypergraph index of its defining graph, and it was previously known
to give some measure of the RACG’s coarse complexity. For instance, the hypergraph index of
a RACG is ∞ if and only if the RACG is relatively hyperbolic. Moreover, if a given RACG
is quasi-isometric to a right-angled Artin group then its hypergraph index is either 0, 1 or ∞.
The hypergraph index was previously only known to be quasi-isometry invariant within the class
of 2–dimensional RACGs, and the proof of this used the structure of quasi-flats. Finally, the
hypergraph index is known to give an upper bound on thickness: a RACG of hypergraph index
k 6=∞ is thick of order at most k.
Given these known bounds between divergence, thickness and the hypergraph index, in order
to prove Theorem A, a lower bound on the divergence function of a RACG in terms of the
hypergraph index must be established. This is the content of the following theorem:
Theorem C. Let Γ be a simplicial graph with hypergraph index k 6= ∞. Then the Cayley
graph of the RACG WΓ contains a periodic geodesic with geodesic divergence a polynomial of
degree k + 1.
The proof of Theorem C involves a careful analysis of disk diagrams. We first define L–fences
in a disk diagram over a RACG in Section 3. These inductively defined objects consist of a set of
dual curves whose intersection pattern naturally corresponds to a subgraph of hypergraph index
L in the RACG’s defining graph. Additionally, dual curves which “cross” an L–fence are forced
to intersect it in a way that is compatible with the associated hypergraph index structure. In
Section 4, we define sequences of “structured” dual curves in a disk diagram. These sequences
have desirable properties, and we show how to find large enough such sequences. In Section 5
we define disk diagram surgeries which allow us to insert a disk diagram, which contains a
well-behaved path, into another disk diagram. After establishing these necessary concepts and
proving some essential properties about them, in Section 6 we simultaneously prove two technical
propositions which are at the heart of the proof of Theorem C. These propositions give lower
bounds on the lengths of certain paths, and their hypotheses are designed to be weak enough
to allow for the inductive argument to work. The arguments in this section involve a careful
analysis of L–fences in disk diagrams and the paths which they connect. We are also required to
perform a series of disk diagram surgeries. A technical challenge to surgeries is that pathologies
such as bigons and nongons are introduced into the resulting diagram, and they cannot be easily
removed without possibly destroying L–fence structures already found. We often then need to
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“let bigons be bigons” and to work around these pathologies. Finally, in Section 7, we utilize the
technical work from the previous section to prove the results from the introduction.
Acknowledgements. I am thankful to Jason Behrstock for helpful comments.
2. Preliminaries
We establish some of the definitions and notation used throughout the article and refer the
reader to references for a more extensive background.
Let X be a metric space. Given a point x ∈ X and a constant R ≥ 0, we always denote the
R–ball about x by Bx(R). Furthermore, given a subspace Y ⊂ X, we denote the R–neighborhood
of Y by NR(Y ).
2.1. Divergence. We review the definitions of divergence of a metric space and of a geodesic. We
refer the reader to [DMS10] for further background and proofs that various notions of divergence
are equivalent under mild hypotheses (such as the metric space being the Cayley graph of a
finitely generated group).
Let (X, d) be a metric space, and let 0 < δ ≤ 1 and λ ≥ 0 be constants. Given points x, y, b ∈ X
such that min{d(b, x), d(b, y)} = r > 0, we define divδ,λ(x, y, b) to be the infimum over the lengths
of paths from x to y which do not intersect the ball Bb(δr − λ). If there is no such path, we set
divδ,λ(x, y, b) = ∞. The divergence of X is the function Div
X
δ,λ(r) which, for each r ≥ 0, takes
value the supremum of divδ,λ(x, y, b) over all x, y, b ∈ X such that d(x, y) ≤ r.
Given a pair of non-decreasing functions f, g : R+ → R+, we write f  g if for some constant
C ≥ 1 we have that
f(r) ≤ Cg(Cr + C) + Cr + C
for all r ∈ R+. We write f ≍ g if f  g and g  f .
Up to the equivalence relation ≍ and for δ ≤ 12 and λ ≥ 2, the divergence function Div
X
δ,λ(r) is
a quasi-isometry invariant [DMS10][Corollary 3.12] when X is restricted to metric spaces which
are the Cayley graph of a finitely generated group. In light of this, we can define the divergence
of a finitely generated group to be the divergence (with δ ≤ 12 and λ ≥ 2) of a Cayley graph of
the group with respect to a finite generating set, up to the equivalence relation ≍. We remark
that the divergence of a group is equivalent to ∞ if and only if the group is not one-ended.
We now describe the notion of the divergence of a geodesic. Let γ : R → X be a bi-infinite
geodesic with basepoint b in the metric space X. The geodesic divergence of γ is the the function
Divγδ,λ(r) = divδ,λ(γ(r), γ(−r), b). It is immediate from the definitions that given a bi-infinite
geodesic γ in a metric space X, we have that Divγδ,λ(r) ≤ Div
X
δ,λ(r). Thus, geodesic divergence
gives a lower bound on the divergence of a space. Furthermore, it is not difficult to show, that
Divγδ,λ(r) ≍ Div
γ
1,0(r). Thus, when computing geodesic divergence, we can always assume that
δ = 1 and λ = 0.
2.2. Strongly thick metric spaces. In this article, we will not directly use the definition of
strongly thick spaces, as we are able to apply known results giving relationships between thickness,
divergence and the hypergraph index (see Theorem 2.1 and Theorem 2.2). For completeness, we
still include the definition here. We refer the reader to [BD14] for a more detailed background.
Let C,L > 0 be constants. A subset Y of a metric space X is (C,L)–quasi-convex if given any
y, y′ ∈ Y there exists an (L,L)–quasi-geodesic contained in NC(Y ) from y to y
′.
A metric space is strongly (C,L)–thick of order 0 if the following two conditions hold: (1) No
asymptotic cone of X contains a cutpoint (equivalently, DivXδ,λ(r) is a linear function for every
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0 < δ < 154 and λ ≥ 0 [DMS10]); (2) For each x ∈ X, there exists a bi-infinite (L,L)–quasi-
geodesic in X which intersects the ball Bx(C). A metric space that is strongly (C,L)–thick of
order 0 for some C and L, is also called wide.
For each integer k ≥ 1, a metric space X is strongly (C,L)–thick of order at most k if there
is a collection Y of (C,L)–quasi-convex subsets of X which are each strongly (C,L)–thick of
order at most k − 1 with respect to each of their induced metrics. Moreover, we have that X =⋃
Y ∈Y NC(Y ), and, additionally, for every Y, Y
′ ∈ Y and every x ∈ X such that Bx(3C) ∩ Y 6= ∅
and Bx(3C) ∩ Y
′ 6= ∅, it follows that there exists a sequence Y = Y1, . . . , Yn = Y
′ of subspaces
in Y, with n ≤ L, such that for all 1 ≤ i < n, NC(Yi) ∩ NC(Yi+1) has infinite diameter,
NC(Yi) ∩NC(Yi+1) ∩Bx(L) 6= ∅ and NL(NC(Yi) ∩NC(Yi+1)) is path connected.
We say that a metric space is strongly thick of order k if it is strongly (C,L)–thick of order
at most k for some C,L > 0 and is not strongly (C ′, L′)–thick of order k − 1 for any choices of
C ′, L′ > 0 and any choice of subspaces. The order of strong thickness is a quasi-isometry invariant
(see [BD14] and [BDM09]). Behrstock-Drut¸u also show that the order of strong thickness gives
an upper bound on divergence:
Theorem 2.1 (Corollary 4.17 of [BD14]). Let X be a metric space which is strongly thick of
order at most k, then DivXδ,λ(r)  r
k+1 for all 0 < δ < 154 and all λ ≥ 0.
2.3. Right-angled Coxeter groups. We refer the reader to [Dav08] for the general theory of
Coxeter groups and to [Dan18] for a survey on RACG results.
Given a RACG WΓ and w = s1 . . . sn, with each si ∈ V (Γ), we say that w is a word in WΓ.
We say that the word w′ is an expression for the word w if w and w′ are equal as group elements
of WΓ. Given a word w = s1 . . . sn, its length |w| is n. We say that a word w is reduced if |w| is
minimal out of all possible expressions for w.
A RACG WΓ acts geometrically on a CAT(0) cube complex ΣΓ known as the Davis complex.
The 1-skeleton of ΣΓ is the Cayley graph of WΓ (with the standard generating set) where bigons
are collapsed to single edges. The edges of ΣΓ are labeled by the generators V (Γ). Moreover,
for n ≥ 2, there is an n–cube in ΣΓ spanning any set of 2
n edges which is (label-preserving)
isomorphic to the Cayley graph of WK where K is a subclique of Γ. We refer the reader to
[Dav08] and [Wis12] for further background on the Davis complex and CAT(0) cube complexes
respectively. We only directly utilize CAT(0) cube complexes in the proof of Theorem C given in
the final section.
2.4. Disk Diagrams. A disk diagram over a RACGWΓ is square complex D, with a fixed planar
embedding, whose edges are labeled by vertices of Γ. Moreover, given a square in D, the label of
its edges, read in cyclic order, is stst where s and t are a pair of adjacent vertices of Γ. All disk
diagrams in this article are over RACGs. We refer the reader [Sag95] and [Wis12] for the general
theory of disk diagrams over CAT(0) cube complexes.
A square [0, 1]× [0, 1] in the disk diagram D contains two midcubes: {12}× [0, 1] and [0, 1]×{
1
2}.
A dual curve H in D is a minimal, non-empty, connected collection of midcubes in D such that
given any pair of midcubes m and m′ in D, whose intersection is contained in an edge of D, it
follows that m ∈ H if and only if m′ ∈ H. We say that an edge of D is dual to H if H intersects
this edge. The carrier N(H) of a dual curve H is the set of all cells in D which the dual curve
intersects. As opposite sides of squares in D have the same label, every edge dual to a given
dual curve has this same label which we call the type of the dual curve. It readily follows by
how squares are labeled in D that the types of a pair of intersecting dual curves consist of a
pair of distinct adjacent vertices in V (Γ). We can also deduce that no dual curve contains both
mid-cubes of a given square. We will frequently use these facts throughout.
A path in D is a sequence e1, . . . , en of pairwise incident edges in the 1–skeleton of D, and its
label is s1 . . . sn where si is the label of ei. In particular, paths have a natural orientation given
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by the ordering on its edges. We say that a path is reduced if its label is a reduced word in the
corresponding RACG. A dual curve is dual to a path, if it is dual to an edge contained in the
path. A dual curve is dual to at most one edge of a reduced path. When we say that γ = γ1γ2
is a path, it is understood that γ1 and γ2 are paths and γ is the concatenation of γ1 and γ2.
We say that the disk diagram D has boundary path γ if γ is a path in D containing every edge
on the boundary of D (with respect to the given planar embedding) and is minimal length out of
such possible paths. The basepoint of a disk diagram with boundary path γ is defined to be the
starting vertex of γ. Given any word w in the RACG WΓ which represents the identity element
of WΓ, it follows from van Kampen’s lemma that there is a disk diagram with boundary path
labeled by w. Finally, given a closed path η in a disk diagram D, the subdiagram D′ ⊂ D with
boundary path η, is the largest subcomplex of D that is contained in the closure of the bounded
component of R2 \ η (recall that, by its planar embedding, D is a subset of R2).
2.5. Hypergraph index. We denote the vertex set and edge set of a graph Γ respectively by
V (Γ) and E(Γ). Let T ⊂ V (Γ) be a subset of vertices of the graph Γ. The subgraph of Γ induced
by T is the subgraph whose vertex set is T and whose edges consist of all edges in Γ connecting
a pair of vertices in T . We say that the graph ∆ is a join if ∆ contains two subgraphs ∆1 and
∆2 such that V (∆) = V (∆1) ∪ V (∆2) and every vertex of ∆1 is adjacent to every vertex of ∆2.
We denote such a join graph by ∆ = ∆1 ⋆∆2.
Let ∆ be an induced subgraph of Γ which decomposes as the join ∆ = ∆1 ⋆∆2. We say that ∆
is a wide subgraph if, for each i ∈ {1, 2}, ∆i contains two non-adjacent vertices. Furthermore, we
say that ∆ = ∆1 ⋆∆2 is a strip subgraph if ∆1 consists of exactly two non-adjacent vertices and
∆2 is a clique. We note that the RACG W∆ is a wide group if ∆ is wide, and W∆ is isomorphic
to D∞ × Z
k
2 (which is quasi-isometric to Z) if ∆ is a strip subgraph.
Recall that a hypergraph Λ is a set of vertices V (Λ) and a set of hyperedges E(Λ), where a
hyperedge is a non-empty subset of V (Λ). In particular, a graph is just a hypergraph whose
hyperedges each contain exactly two vertices.
Fix now a simplicial graph Γ. Let Ω be the set of all maximal wide subgraphs of Γ, and let Ψ
be the set of all maximal strip subgraphs of Γ. Let Λ0 = Λ0(Γ) be the hypergraph with vertex
set V (Γ) and hyperedge set {V (∆) | ∆ ∈ Ω ∪Ψ}.
We now define hypergraphs Λn = Λn(Γ) inductively for integers n > 0. Suppose that the
hypergraph Λi is defined for some i. First, we define an equivalence class ≡i on the hyperedges
of Λi: given hyperedges E,E
′ ∈ E(Λi), E ≡i E
′ if there exist a sequence E = E1, . . . , En = E
′ of
hyperedges in E(Λi) such that for each 1 ≤ i < n, Ei ∩ Ei+1 contains a pair of distinct vertices
which are not adjacent in Γ. We now define Λi+1. The vertex set of Λi+1 is equal to V (Γ).
Furthermore, E is a hyperedge of Λi+1 if and only if E = E1 ∪ · · · ∪Em where {E1, . . . , Em} is a
maximal collection of ≡i–equivalent hyperedges of Λi. For each 0 ≤ i <∞, we say that Λi is the
i’th hypergraph associated to Γ.
We now define the hypegraph index of Γ. Suppose first that Ω 6= ∅. Then the hypergraph index
of Γ is defined to be the smallest integer k ≥ 0 such that the k’th hypergraph, Λk, associated to
Γ contains a hyperedge E such that E = V (Γ). If no such k exists, we set the hypergraph index
of Γ to be∞. Additionally, if Ω = ∅ we also set the hypergraph index of Γ to be∞. We refer the
reader to [Lev19][Figure 1] for an explicit example of the computation of the hypergraph index.
The hypergraph index of Γ is ∞ if and only if the RACG WΓ is relatively hyperbolic. The
hypergraph index also gives an upper bound on the order of strong thickness:
Theorem 2.2 (Theorem B from [Lev19]). Let WΓ be a RACG with hypergraph index k 6= ∞,
then WΓ is strongly thick of order at most k.
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3. Fences in disk diagrams
In this section we introduce the notion of L–fences in disk diagrams. We show how these
objects relate to the hypergraph index in Proposition 3.7, and in Proposition 3.10 we show that,
in some sense, L–fences separate a disk diagram. We also define L–splitting points, which roughly
measure the largest “height” of an L–fence connecting two given paths.
3.1. L–fences. Before defining L–fences, we first define spokes below which will serve as the
building blocks of an L–fence.
Definition 3.1 (Spoke). A spoke S in a disk diagram D is a pair S = {H,K} where H and K
are dual curves in D whose types are distinct non-adjacent vertices of Γ. The type of the spoke
{H,K} is the pair {s, t} where s and t are the types of H and K respectively.
Remark 3.2. We remark that given a spoke {H,K} in the disk diagram D, it follows that H
and K do not intersect in D (as their types are non-adjacent vertices of Γ).
We say that a dual curve Q (resp. a path γ) intersects a spoke S = {H,K}, if both H ∩Q 6= ∅
and K ∩Q 6= ∅ (resp. both H ∩ γ 6= ∅ and K ∩ γ 6= ∅). A spoke S = {H,K} intersects the spoke
S ′ = {H ′,K ′} if both H intersects S ′ and K intersects S ′.
An L–fence, inductively defined below, is a collection of spokes in a disk diagram satisfying a
certain intersection pattern.
Definition 3.3 (L-fence). Let D be a disk diagram. A 0–fence in D is a spoke in D. Moreover,
the spoke of a 0–fence is just the 0–fence itself.
For integers L ≥ 1, an L-fence F in D is a sequence (F1,F2, . . . ,Fn) of (L − 1)–fences in D
satisfying the following: for each 1 ≤ i < n, either there exists a spoke {H,K} of Fi such that H
intersects a spoke of Fi+1 and K intersects a (possibly different) spoke of Fi+1, or, alternatively,
there exists a spoke {H ′,K ′} of Fi+1 such that H
′ intersects a spoke of Fi and K
′ intersects a
(possibly different) spoke of Fi. A spoke of F (equivalently, a spoke contained in F) is defined
to be a spoke of Fi for some 1 ≤ i ≤ n.
H1 K1
H2
K2
H3
K3
H4
K4
H5 K5
Figure 1. An example of a 2–fence. We have the spokes S1 = {H1,K1}, S2 =
{H2,K2}, S3 = {H3,K3}, S4 = {H4,K4} and S5 = {H5,K5}. Additionally,
F1 = (S1,S2,S3) and F2 = (S4,S5) are each 1–fences. Finally, (F1,F2) is a
2–fence.
Remark 3.4. By definition, an L–fence is also an L′–fence for all L′ ≥ L.
We say that a dual curve intersects an L–fence, if the dual curve intersects a spoke of the
L–fence. A dual curve is contained in the L–fence F if it is contained in some spoke of F . One
needs to take care when considering which spokes are contained an L–fence:
Remark 3.5. Let F be an L-fence in a disk diagram D and S = {H,K} a spoke in D such that
H and K are dual curves contained in F . Then S may or may not be a spoke of F .
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The next lemma gives a way of combining two L–fences into a larger L–fence.
Lemma 3.6. Let L ≥ 0 be an integer, and let F and F ′ be L–fences in a disk diagram. Let R
and R′ be the sets of all spokes of F and F ′ respectively. If R ∩ R′ 6= ∅, then there exists an
L–fence F ′′ such that the set of all spokes of F ′′ is R∪R′.
Proof. We prove the claim by induction on L. If L = 0, then R = R′ = {S} for some spoke S.
The claim then follows by taking F ′′ = S.
Suppose now that L > 0 and the claim is true for L − 1. Let F = (F1, . . . ,Fn) and F
′ =
(F ′1, . . . ,F
′
n′) be as in the definition of an L–fence, where F1, . . . ,Fn,F
′
1, . . . ,F
′
n′ are each (L−1)–
fences. Let S ∈ R ∩ R′, and let 1 ≤ j ≤ n and 1 ≤ j′ ≤ n′ be such that S is contained in Fj
and in F ′j′ . By the induction hypothesis, there exists an (L − 1)–fence T such that the spokes
contained in T consist of all the spokes contained in Fj and all the spokes contained in F
′
j′ . It
now follows that
(F1, . . . ,Fj−1,T ,F
′
j′+1, . . . ,F
′
n′ , . . .F
′
j′+1,T ,F
′
j′−1, . . . ,F
′
1, . . . ,F
′
j′−1,T ,Fj+1, . . . ,Fn)
is an L–fence whose spokes are exactly R∪R′. 
We say that an L–fence F in a disk diagram D is maximal, if any L–fence which contains
every spoke of F is equal to F . By the previous lemma, it follows that given a spoke S, there is
a unique maximal L–fence containing S.
Given an L–fence F , we define V (F) ⊂ V (Γ) to be the set of all vertices s ∈ V (Γ) which are the
type of some dual curve in F . An L–fence, together with a collection of dual curves intersecting
it, naturally corresponds to a subgraph of Γ of hypergraph index at most L:
Proposition 3.7. Let D be a disk diagram over the RACG WΓ. Let F be an L–fence in D.
Let Q1, . . . , Qm be a sequence of dual curves in D of types respectively q1, . . . , qm such that Qi
intersects F for each 1 ≤ i ≤ m. Then the subgraph of Γ induced by V (F)∪ q1∪ · · · ∪ qm is either
a strip subgraph or has hypergraph index at most L.
Proof. We prove the lemma by induction on L. We first suppose that L = 0. In this case, F
is a spoke of type {s, t} for some non-adjacent vertices s, t ∈ Γ. It follows that the vertices
q1, . . . , qm are each adjacent to both s and t in Γ. Thus, the vertices {q1, . . . , qm, s, t} induce a
join subgraph of Γ which is either a wide subgraph (and so has hypergraph index 0) or a strip
subgraph, depending on whether the vertices q1, . . . , qm all lie in a common clique of Γ. This
completes the base case.
We now fix L ≥ 1 and assume by induction that the claim is true for all L′ < L. Let
F = (F1 . . . ,Fn) be an L-fence in D. For each 1 ≤ i ≤ n, let Vi be the vertices of Γ consisting
of V (Fi), the set of all qj ∈ {q1, . . . , qm} such that Qj intersects Fi and, additionally, all vertices
s ∈ Γ such that there exists a dual curve Q of type s in F which intersects Fi. By the induction
hypothesis, Vi is either a strip subgraph or has hypergraph index at most L − 1. Furthermore,
we have that V (F) =
⋃n
i=1 Vi.
Fix 1 ≤ i < n. Suppose first that there exists a spoke S = {H,K}, of type {h, k}, in Fi such
that both H and K intersect Fi+1. It follows that h and k is a pair of non-adjacent vertices of
Γ contained in Vi ∩ Vi+1. On the other hand, if there is no such spoke S, then by the definition
of an L-fence there must exist a spoke of S ′ = {H ′,K ′}, of type {h′, k′}, of Fi+1 such that both
H ′ and K ′ intersect Fi. In this case, h
′ and k′ are non-adjacent vertices of Γ both in Vi ∩ Vi+1.
Thus, V (F) =
⋃n
i=1 Vi has hypergraph at most L. 
Definition 3.8 (L-fence connected paths). Let D be a disk diagram containing an L–fence F
and paths γ and γ′. We say that F is connected to γ, if some spoke of F intersects γ. We say
that the path γ′ is L–fence connected to the path γ if some L–fence F ′ intersects both γ and γ′.
In this case, we also say that F ′ connects γ and γ′.
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It will often be the case that an L–fence F connects two paths, both of which are on the
boundary of a disk diagram. Moreover, in some sense, F separates this disk diagram and any
dual curve “crossing” F must intersect a spoke of F . This is made precise in Proposition 3.10.
Before proving that proposition, we prove a lemma showing that L–fences exhibit a certain
connectivity property.
Lemma 3.9. Let F be an L–fence in a disk diagram D, and let R = {S1, . . . ,Sn} be the set of
all spokes of F . Let Y = {H1, . . . ,Hn} be a collection of dual curves such that for each 1 ≤ i ≤ n,
Hi is a dual curve in Si. Then Y is a connected subset of D.
Proof. The proof will be by induction on L. If L = 0, then Y consists of a single dual curve and
so is connected. Suppose now that L > 0 and that the statement is true for all L′ < L. Write
F = (F1, . . . ,Fn) as in the definition of an L-fence.
For each 1 ≤ i ≤ n, let Ri = {Si1 . . .Sim} ⊂ R be the set of spokes of Fi, and let Yi =
{Hi1 , . . . ,Him}. By the induction hypothesis, Yi is connected. Now, fix 1 ≤ i < n. Suppose
that some spoke S = {H,K} ∈ Ri is such that H intersects the spoke {H
′,K ′} ∈ Ri+1 and K
intersects a, possibly different, spoke of Fi+1. Up to relabeling, we suppose that H ∈ Yi and
H ′ ∈ Yi+1. As H ∩H
′ 6= ∅, it follows that Yi ∩ Yi+1 6= ∅. On the other hand, if such a spoke S
does not exists, then by the definition of an L–fence it follows that some spoke of Fi+1 has each
of its dual curves intersecting Fi, and we similarly deduce that Yi ∩ Yi+1 6= ∅. Thus, we conclude
that Y = Y1 ∪ · · · ∪ Yn is connected, as Yi ∩ Yi+1 6= ∅ for all 1 ≤ i < n. 
Proposition 3.10. Let D be a disk diagram with boundary path γηγ′η′ such that γ ∩ η, γ′ ∩ η,
γ ∩ η′ and γ′ ∩ η′ all consist of a single vertex. Let F be an L–fence connecting γ and γ′. Then
any dual curve that is dual to both η and η′ intersects a spoke of F .
Proof. The proof will be by contradiction. Let Q be a dual curve, dual to both η and η′. Let R
be the set of all spokes of F . We assume, for a contradiction, that each spoke in R contains a
dual curve which does not intersect Q. Let Y be the collection of all such dual curves. Note that
Q does not intersect Y , and Y is connected by Lemma 3.9.
As F connects γ to γ′, there are spokes {H,K} and {H ′,K ′} of F which intersect γ and γ′
respectively. Thus, Y contains a point p of γ and a point p′ of γ′. Let ζ be a path in Y from p
to p′. By the structure of dual curves in a disk diagram, ζ can be chosen to not intersect η or η′.
As ζ separates η from η′ in D, it follows that Q intersects ζ ⊂ Y , a contradiction. 
3.2. Splitting Points. In this subsection we define L–splitting points. Intuitively, an L–splitting
point is the first point along an oriented path γ1 such that the subpath of γ1 after this point is
not L–fence connected to another given path γ2 in a specified disk diagram.
Definition 3.11 (L–splitting point). Let D be a disk diagram over a RACG. Let α be a proper
subpath of a boundary path of D, let γ be a reduced path in D, and let γ1 and γ2 be reduced
paths each with their starting point on γ and endpoint on α. Furthermore, suppose that γ1 ∩ γ
and γ2 ∩ γ are each a single vertex, v1 and v2 respectively, and that γ1 ∩ γ2 = ∅. Let γ
′ be the
smallest subpath of γ from v2 to v1, and let α
′ be the smallest subpath of α from the endpoint
of γ1 to the endpoint of γ2. Let D
′ be the subdiagram of D bounded by the path γ1α
′γ−12 γ
′.
Let L ≥ 0 be an integer. Consider the (possibly empty) set
R = {{H1,K1}, . . . , {Hn,Kn}}
of all spokes in D′ such that each spoke {Hi,Ki} ∈ R intersects γ1 and is contained in an L–fence
in D′ connecting γ1 and γ2. By possibly relabeling, we can suppose that for each 1 ≤ i ≤ n,
Hi ∩ γ1 occurs before Ki ∩ γ1 along the orientation of γ1 and that for each 1 ≤ i < n, either
Hi = Hi+1 or Hi∩ γ1 occurs before Hi+1∩ γ1 with respect to the orientation of γ1. We define the
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L–splitting point of (γ1, γ2; γ, α) to be the point Hn ∩ γ1 if R is not empty and to be the starting
point of γ1 if R is empty.
Definition 3.12 (Initial and terminal paths with respect to an L–splitting point). Fix the no-
tation as in the previous definition. Let x be the L–splitting point of (γ1, γ2; γ, α). Suppose first
that x is not equal to the starting point of γ1. Let e be the edge of γ1 whose midpoint is x. Let
γ′1 be the initial subpath of γ1 from the starting point of γ1 up to, and not including, e. Let γ
′′
1
be the subpath of γ1 from e to the endpoint of γ1 which does not include e. On the other hand,
if x is the starting point of γ1, then we define γ
′
1 = x (a length 0 path) and γ
′′
1 = γ1. In either
case, we say that γ′1 and γ
′′
1 are, respectively, the initial and terminal paths of γ1 with respect to
the L–splitting point x.
Remark 3.13. With the notation as in the previous two definitions, it is immediate that no
L–fence in D′ connects γ′′1 and γ2. Additionally, if x is not equal to the starting point of γ1, then
there exists an L–fence in D′ connecting γ1 \ γ
′
1 = γ
′′
1 ∪ e and γ2.
4. Structured sequences of dual curves
Given a path γ in a disk diagram, we will often need to find a sequence of dual curves,
intersecting γ and satisfying certain desirable properties. For instance, we will want these dual
curves to be pairwise non-intersecting and to naturally correspond to spokes whose dual curves
intersect γ close to one another. In this section, we define such sequences of dual curves and
prove we can find them in different settings.
Definition 4.1 (Structured sequence). Let D be a disk diagram over the RACGWΓ. Let γ be an
oriented path in D. We say that a sequence of dual curves H1,K1, . . . ,Hn,Kn, each intersecting
γ, is structured with respect to γ if:
(1) The dual curves H1,K1, . . . ,Hn,Kn are ordered with respect to the orientation of γ. More
precisely, for all 1 ≤ i ≤ n, Hi ∩ γ occurs before Ki ∩ γ with respect to the orientation of
γ and for all 1 ≤ i < n, Ki∩γ occurs before Hi+1∩γ with respect to the orientation of γ.
(2) There are non-adjacent vertices s, t ∈ Γ such that, for all 1 ≤ i ≤ n, Hi and Ki are of
types s and t respectively.
Similarly, we say that a sequence of spokes {H1,K1}, . . . , {Hn,Kn} is structured with respect to
γ if the corresponding sequence of dual curves H1,K1, . . . ,Hn,Kn is structured with respect to γ.
Note that a sequence of dual curves is structured with respect to γ if and only if the corresponding
sequence of spokes is structured with respect to γ.
If α is another path inD, then the sequenceH1,K1, . . . ,Hn,Kn (resp. {H1,K1}, . . . , {Hn,Kn})
is structured with respect to (γ, α) if it is structured with respect to γ and, moreover, both Hi
and Ki intersect α for all 1 ≤ i ≤ n.
We say that a sequence H1,K1, . . . ,Hn,Kn (resp. {H1,K1}, . . . , {Hn,Kn}) structured with
respect to γ is tight if for each 1 ≤ i ≤ n, the smallest subpath of γ containing both Hi ∩ γ and
Ki ∩ γ is of length at most |V (Γ)|.
By (2) in the definition above, it follows that the dual curves, in a sequence of dual curves
structured with respect to a path, are pairwise non-intersecting. We will use this observation
freely throughout.
Given a reduced path γ, the next lemma guarantees we can always find a tight sequence of
dual curves structured with respect to γ of size proportional to |γ|.
Lemma 4.2. Let Γ be a non-clique graph. Let γ be a reduced path in the disk diagram D over
the RACG WΓ. Then there is a tight sequence H1,K1, . . . ,Hn,Kn of dual curves structured with
respect to γ such that n ≥ 1
|V (Γ)|2
⌊
|γ|
|V (Γ)|
⌋
.
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Proof. Set M := |V (Γ)|. We partition γ = γ1 . . . γm+1 such that, for each 1 ≤ i ≤ m, |γi| = M
and |γm+1| < M . Note that m =
⌊ |γ|
M
⌋
. For each 1 ≤ i ≤ m, let wi = si1 . . . siM be the label of γi.
We claim that, for each 1 ≤ i ≤ m, {si1 , . . . , siM} contains a pair of distinct non-adjacent
vertices of Γ. For, suppose otherwise, that si1 , . . . , siM are all vertices in a common clique of
Γ. As |V (Γ)| = M and as Γ is not a clique, it follows that for some 1 ≤ j < j′ ≤ M we have
that sij and sij′ are equal as vertices of Γ. However, it also then follows that wi is not reduced,
contradicting the fact that γ is a reduced path. This shows our claim.
Thus, there exists a sequence of dual curves P1, Q1, . . . , Pm, Qm such that for each 1 ≤ i ≤ m,
Pi and Qi both intersect γi and the types si and ti, of Pi and Qi respectively, are not adjacent
in Γ. Moreover, the smallest subpath of γ containing both Pi ∩ γ and Qi ∩ γ has length at most
|V (Γ)| as both Pi and Qi intersect γi. As there are at most M(M − 1) ≤ M
2 possible pairs of
non-adjacent vertices of Γ, by the pigeonhole principle, there exist non-adjacent vertices s, t ∈ Γ
such that at least m
M2
of the spokes {Pi, Qi} are of type (s, t). Thus, there exists a subsequence
H1 = Pi1 ,K1 = Qi1 , . . . ,Hn = Pin ,Kn = Qin which is structured with respect to γ such that
n ≥ 1
M2
⌊ |γ|
M
⌋
and which is tight. 
We will often need for “enough” spokes, each satisfying some property, to intersect a path.
The following definition makes this notion precise.
Definition 4.3 (M–adequate sets). Let γ be a path in a disk diagram D, and let R be a set
of spokes (resp. dual curves) which intersect γ. For each integer M ≥ 0, we say that R is
M–adequate with respect to γ if given any sequence of spokes (resp. dual curves) structured with
respect to γ, it follows that all but possiblyM of these spokes (resp. dual curves) are in R. When
γ is implicit, we simply say that R is an M–adequate set.
The next lemma, which will be heavily used in Section 6, guarantees that, under the right
hypotheses, we can find a tight sequence of dual curves structured with respect to (γ, α).
Lemma 4.4. Let Γ be a non-clique graph. Let D be a disk diagram over the RACG WΓ with
boundary path ψµ0 . . . µkθαηβ such that ψµ0 . . . µk is a reduced path and such that no dual curve
intersects both ψµ0 . . . µk and θ. Let M ≥ max {|V (Γ)|, |β|} be an integer. Suppose that for each
0 ≤ i ≤ k, there is an M–adequate set R(µi) of spokes intersecting µi such that no spoke in this
set intersects η. Then there exists a tight sequence of spokes {H1,K1}, . . . , {Hn,Kn} structured
with respect to (µ0 . . . µk, α) such that:
(1) n ≥ 1
M2
⌊ |µ0...µk |
M
⌋
− 3(k + 1)M
(2) For each 1 ≤ i ≤ n, {Hi,Ki} ∈ R(µj) for some 0 ≤ j ≤ k.
Proof. By Lemma 4.2, there is a tight sequence of spokes {P1, Q1}, . . . , {Pr , Qr} structured with
respect to µ0 . . . µk and such that r ≥
1
M2
⌊ |µ0...µk|
M
⌋
.
As the dual curves P1, Q1, . . . , Pr, Qr are pairwise non-intersecting (as they are structured), it
follows that for all but possibly k values of i ∈ {1, . . . , r} we have that {Pi, Qi} intersects µj for
a distinct 0 ≤ j ≤ k. Additionally, each of the dual curves P1, Q1, . . . , Pr, Qr also intersects αηβ
as they cannot be dual to two edges of ψµ0 . . . µk (as it is reduced) and they cannot intersect θ
by hypothesis. Thus, for all but possibly |β| + 1 values of i ∈ {1, . . . , r} we have that {Hi,Ki}
intersects either α or η. There then exists a subsequence {Pi1 , Qi1}, . . . , {Pir′ , Qir′} of length
r′ ≥ r − k − |β| − 1 such that, for each 1 ≤ l ≤ r′, {Pil , Qil} intersects µj for some distinct
0 ≤ j ≤ k and intersects either α or η.
By hypothesis, for each 0 ≤ j ≤ k, all but possibly M of the spokes which intersect µj
are in R(µj) and in particular do not intersect η. It follows that there exists a subsequence
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{H1,K1}, . . . , {Hn,Kn} of {Pi1 , Qi1}, . . . , {Pir′ , Qir′} of length n ≥ r
′− (k+1)M which is struc-
tured with respect to (µ0 . . . µk, α) and satisfies (2) above. Furthermore, we get that:
n ≥ r′ − (k + 1)M ≥ r − k − |β| − 1− (k + 1)M ≥
1
M2
⌊ |µ0 . . . µk|
M
⌋
− 3(k + 1)M

5. Disk diagram surgery
In this section we discuss disk diagram surgery, an operation which allows us to “insert” a
path into a disk diagram in place of another. We prove two lemmas which will allow us to insert
well-behaved paths into a disk diagram.
We say that a path in a disk diagram is simple if it is topologically a simple path.
Definition 5.1 (Disk diagram surgery). Let D be a disk diagram, and let γ a simple path in D
with label w. Let w′ be an expression for w. Let D′ be a disk diagram with boundary path γ′η−1
such that the labels of γ′ and η are w′ and w respectively. Let D′′ be the disk diagram consisting
of a copy of D′ and another reflected copy of D′ glued together along the path γ′ (see Figure 2).
Note that the boundary path of D′′ has label ww−1.
We first slightly thicken γ in D and then cut along this path to produce an annular diagram
A, one of whose boundary paths has label ww−1 and the other has label the same as that of a
boundary path of D. We then attach D′′ along its boundary to the boundary of A with label
ww−1. Let E be this resulting disk diagram. We can naturally think of γ′ as a path in E with
label w′. We say that the resulting diagram is obtained from D by surgery to insert γ′ in place of
γ and that E is obtained from D by surgery. Note that E contains two (possibly equal) paths,
labeled by w, which naturally correspond to γ along the boundary of the inserted disk D′′. We
say that these paths are copies of γ in E. By a slight abuse of notation, we will often refer to γ
when we mean a copy of γ.
w
w
w′
w
D D′′ E
Figure 2. Disk diagram surgery.
Fix the notation from the previous definition. There is a natural map Ψ : E → D collapsing
the disk which was inserted into D. We need to take great care when performing surgeries. For
instance, given a dual curveH of E, it could be that Ψ(H) is contained in two distinct dual curves
of D. Moreover, bigons and nongons (as described in [Wis12]) can be introduced after surgery,
even if they are not present in D or D′′. However, some things can be seen to be preserved by
surgery. For instance, the boundary path of E is canonically identified with a boundary path of
D (even if γ contains edges of ∂D). Moreover, given a subdiagram G ⊂ D whose interior does
not intersect γ, it follows that G is naturally a subdiagram of E.
The next convention will from now on be used as a book-keeping device for paths which track
other paths (as in the definition below).
Convention 5.2. As a convention, we will always use hat notation as follows: the word wˆ will
always be understood be equal to a word w with some letters deleted. Similarly, the path γˆ will
always be understood to track the path γ (as defined below).
CHARACTERIZING DIVERGENCE AND THICKNESS IN RIGHT-ANGLED COXETER GROUPS 13
Definition 5.3 (Track). Let γ and γ′ be oriented paths in a disk diagram, and suppose that
γ′ is reduced. Let H1, . . . ,Hn be the set of all dual curves which intersect γ
′ ordered by the
orientation of γ′, i.e. Hi∩γ
′ occurs prior to Hi+1∩γ
′ along the orientation of γ′ for all 1 ≤ i < n.
We say that γ′ tracks γ if the dual curves H1, . . . ,Hn each also intersect γ and are ordered along
the orientation of γ. In particular, if w is the label of γ, then the label of γ′ is a word wˆ (as in
Convention 5.2).
By definition, if γˆ tracks γ and ˆˆγ tracks γˆ, then ˆˆγ tracks γ. Additionally, if γˆ tracks γ, then a
sequence of dual curves (resp. spokes) structured with respect to γˆ is also structured with respect
to γ. These observations will be frequently used without mention.
The next two lemmas guarantee we can use disk diagram surgery to insert paths with certain
desirable properties into a disk diagram.
Lemma 5.4. Let γ be a simple path with label w in a disk diagram D. We can obtain a disk
diagram E by applying surgery to D to insert a path γˆ in place of γ, such that γˆ tracks each copy
of γ in E and has label a reduced expression wˆ for w.
Proof. By [Wis11][Lemma 2.6 and Corollary 2.7], there exists a disk diagram D′ with boundary
path η(γ′)−1 where η and γ′ have labels w and w′ respectively, where w′ is a reduced expression
for w. Additionally, D′ is such that there is no intersection between two dual curves emanating
from distinct edges of γ′. As no dual curve intersects a reduced path twice, every dual curve
dual to γ′ intersects η in D′. Consequently, γ′ tracks η in D′. We apply surgery to D as in
Definition 5.1 to obtain the disk diagram E by, as in this definition, inserting two copies of D′.
It follows that γ′ tracks the copies of γ in E. Thus, we can set γˆ = γ′ and wˆ = w′. 
Lemma 5.5. Let D be a disk diagram over the RACG WΓ. Let γ be a simple path in D with
label w = s1 . . . sn. Then, we can apply surgery to D to insert a path γ
′ in place of γ such that
the label w′ = s′1 . . . s
′
n of γ
′ is a reduced expression for w. Moreover, the following occurs in the
resulting disk diagram. For some 1 ≤ j ≤ n, s′j = sn and, for all j < i ≤ n, s
′
j and s
′
i are adjacent
vertices of Γ. The initial subpath of γ′ with label s′1 . . . s
′
j tracks each copy of γ. Finally, for each
1 ≤ k < j, the dual curve dual to the edge of γ′ labeled by s′k does not intersect the dual curve
dual to the edge of γ′ labeled by s′j.
Proof. Let w′ = s′1 . . . s
′
n be an expression for w and 1 ≤ j ≤ n be such that s
′
j = sn and, for
all j < i ≤ n, sj and si are adjacent vertices of Γ. We additionally choose w
′ and j so that j
is minimal out of all such possible choices. Note that such an expression exists as we can take
w′ = w and j = n (where j is not necessarily minimal).
Let h1 = s
′
1 . . . s
′
j−1 and h2 = s
′
j+1 . . . s
′
n so that w
′ = h1s
′
jh2. It follows from [Wis11][Lemma 2.6
and Corollary 2.7] that, by possibly replacing h1 in w
′ with another expression for h1, there is a
disk diagram D′ with boundary path labeled ww′−1 such that there are no intersection between
pairs of dual curves dual to the subpath of ∂D′ corresponding to h1. In particular, as dual curves
intersect a reduced path at most once, the subpath of ∂D′ labeled by s′1 . . . s
′
j tracks the subpath
labeled by w.
We now apply surgery to D to insert two glued copies of D′ into D as in Definition 5.1. Let E
be the resulting disk diagram, and let γ′ be the corresponding path labeled by w′ in E. We claim
that, for each 1 ≤ k < j, the dual curve dual to the edge of γ′ labeled by s′k does not intersect
the dual curve dual to the edge labeled by s′j. For suppose, otherwise, and take k maximal with
this property. It then follows by the commuting relations imposed by intersections of dual curves
in E that s′1 . . . s
′
k−1s
′
k+1 . . . s
′
js
′
ks
′
j+1 . . . s
′
n is an expression for w and that s
′
k is adjacent to s
′
j in
Γ, contradicting our choice of j being minimal. The lemma now follows. 
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6. Divergence Bounds
We wish prove Theorem C by induction; however, for the induction to work, we need to first
prove the more technical Proposition 6.2 and Proposition 6.3. These two propositions are the crux
of the argument, and they are the focus of this section.
We first establish some terminology. Given a disk diagram D with boundary path γ and a
subpath α ⊂ γ, there is a closed path γ′ in the 1–skeleton of the Davis complex ΣΓ (i.e., the
Cayley graph of WΓ with standard generators) based at the vertex representing the identity and
with the same label as that of γ. Furthermore, there is a subpath α′ ⊂ γ′ naturally corresponding
to α. We say that α is R–avoidant with respect to D if the corresponding path α′ in ΣΓ does not
intersect the ball of radius R about the vertex representing the identity element.
We would like to define a spoke to be “L–fence separated” from a path η if no L–fence containing
this spoke intersects η. However, we need a spoke to remain L–fence separated even after surgeries
have been performed and new L–fences have possibly been created. This motivates the actual
definition, below, of an L–fence separated spoke.
Definition 6.1 (L–fence separated). Let D be a disk diagram with a fixed boundary path γ.
Let S = {H,K} be a spoke in D which intersects γ, and let e1 and e2 be the edges of γ dual
to H and K respectively. Let η be a subpath of γ. We say that S is L–fence separated from η
with respect to D if the following holds. Given any disk diagram E obtained from D by a series
of surgeries and dual curves H ′ and K ′ in E dual respectively to (the images of) e1 and e2, it
follows that the spoke {H ′,K ′} is not contained in an L–fence in E which intersects η.
We define the function fML (R) :=
R
M100L+50
. This function will be used in the next two propo-
sitions. When M is implicit, we denote this function by fL(R).
Proposition 6.2. Let D be a disk diagram with boundary path γ1γ2γ3αηβ and basepoint b. Let
M > max{|V (Γ)|+ 1, |β|}, L ≥ 0 and R > 0 be integers. Furthermore, suppose that:
(A1) The path α is R–avoidant with respect to D.
(A2) The path γ1γ2 is reduced, no dual curve is dual to both γ1γ2 and γ3, |γ1| ≤ fL(R) and
|γ2| ≥ fL(R).
(A3) There is an M–adequate set R(γ2) of spokes intersecting γ2 which are each L–fence sep-
arated from η.
Then, for R large enough (depending only on M and L), we can apply a sequence of surgeries to
D to obtain a disk diagram E containing a path γ′1γ
′
2ζπ from b to α. Let E
′ ⊂ E be the subdiagram
with boundary path γ1γ2γ3α
′(γ′1γ
′
2ζπ)
−1 where α′ is the subpath of α between the endpoint of γ3
and the endpoint of π. We additionally have that:
(B1) The path γ′1γ
′
2ζ is reduced, no dual curve is dual to both γ
′
1γ
′
2ζ and π, |γ
′
2ζ| ≥ 32fL+1(R),
γ′1 tracks γ1 and γ
′
2 tracks γ2.
(B2) In E′, the set of spokes intersecting ζ which are contained in an (L+1)–fence that contains
a spoke of R(γ2) is an M–adequate set.
(B3) In E′, no dual curve intersects both ζ and γ1.
(B4) The path α′ has length at least CLR
L+1 where CL depends only on L and M .
Proposition 6.3. Let D be a disk diagram with boundary path γαηβ and basepoint b. Let
M > max{|V (Γ)| + 1, |β|}, L ≥ 1, n ≤ fL(R)
50M4
− 1 and R > 0 be integers. Let ψµ0 . . . µnθ be a
simple path in D from b to α. Let D1 ⊂ D and D2 ⊂ D be the subdiagrams with boundary paths
γκ1(ψµ0 . . . µnθ)
−1 and ψµ0 . . . µnθκ2ηβ respectively, where α = κ1κ2 and the endpoint of κ1 is
the endpoint of θ. Suppose that in D1 we have an L–fence F containing a spoke which is L–fence
separated from η with respect to D. Additionally, suppose that:
(X1) The path α is R–avoidant with respect to D.
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(X2) The path ψµ0 . . . µn is reduced, no dual curve intersects both ψµ0 . . . µn and θ, |ψ| ≤ fL(R)
and |µ0 . . . µn| ≥ fL(R).
(X3) For each 1 ≤ i ≤ n, the set R(µi) of spokes intersecting µi which are contained in F is
M–adequate.
(X4) The set of dual curves intersecting µ1 . . . µn which also intersect F is M–adequate.
(X5) The set R(µ0) of spokes intersecting µ0 which are L–fence separated from η with respect
to D2 is M–adequate.
Then, for R large enough (depending only on M and L), we can apply a sequence of surgeries to
D, none of which involves a path that intersects the interior of D1 ⊂ D, to obtain a disk diagram
E. Moreover, E contains a simple path ψ′µ′0 . . . µ
′
n+2θ
′ from b to κ2 that does not intersect the
interior of the image of D1 in E. Additionally, we have that:
(Y1) Let E′ ⊂ E be the subdiagram with boundary path γκ3(ψ
′µ′0 . . . µ
′
n+2θ
′)−1 where κ3 is the
initial subpath of α up to the endpoint of θ′. There exists an L–fence F ′ in E′ which
either contains a spoke of F , or alternatively contains a spoke of R(µ0).
(Y2) The path ψ′µ′0 . . . µ
′
n+2 is reduced, no dual curve intersects both ψ
′µ′0 . . . µ
′
n+2 and θ
′, the
paths ψ′, µ′0, . . . , µ
′
n each track ψ, µ0, . . . , µn respectively, and no dual curve intersects both
µ′0 . . . µ
′
n+2 and ψ.
(Y3) For all 1 ≤ i ≤ n+ 2, the set of spokes intersecting µ′i which are in F
′ is M–adequate.
(Y4) The set of dual curves intersecting µ′1 . . . µ
′
n+2 which intersect F
′ is M–adequate.
(Y5) Let α′ be the subpath of α from the endpoint of θ to the endpoint of θ′. Then one of the
two possibilities holds:
(a) |µ′0 . . . µ
′
n+2| ≥ 32fL+1(R) and |α
′| ≥ CLR
L+1 where CL depends only on M and L.
(b) |µ′0 . . . µ
′
n+2| ≥ fL(R) and |α
′| ≥ C ′LR
L where C ′L depends only on M and L.
Our strategy in proving the above two propositions is the following. We first show that Propo-
sition 6.2 holds when L = 0. Next, we show that Proposition 6.3 holds for L = ℓ ≥ 1 given that
Proposition 6.2 holds for L = ℓ− 1. Finally, we show that if Proposition 6.3 holds for L = ℓ ≥ 1
then Proposition 6.2 also holds for L = ℓ.
Proof of Proposition 6.2 for L = 0. Let D be a disk diagram as in Proposition 6.2 with L = 0.
Set c := f1(R). By Lemma 4.4 (where in that lemma we set k = 0, ψ = γ1, µ0 = γ2 and θ = γ3)
there exists a sequence of spokes {H1,K1}, . . . , {Ht,Kt} in R(γ2) and structured with respect to
(γ2, α) such that
t ≥
1
M2
⌊ |γ2|
M
⌋
− 3M ≥
1
M2
⌊f0(R)
M
⌋
− 3M ≥
f0(R)
2M3
≥ 34f1(R) = 34c
where the second and third inequality follow respectively from (A2) and R being large enough.
Let e be the edge of γ2 dual to H33c. Let ρ be the initial subpath of γ1γ2 up to and including e,
and let w = s1 . . . sn be its label. As {H1,K1}, . . . , {Ht,Kt} is a structured sequence, there exist
non-adjacent vertices s and t of Γ such that Hi and Ki are of type s and t respectively for all
1 ≤ i ≤ t. In particular, sn = s. Using Lemma 5.5, we apply a disk diagram surgery to replace
ρ with a path ρ′, with label w′ = s′1 . . . s
′
n satisfying the properties of that lemma. As in that
lemma, let 1 ≤ j ≤ n be such that s′j is of type s and, for all i > j, si and sj are adjacent vertices
of Γ. As both ρ and ρ′ are reduced, it follows that H33c (in this resulting diagram) intersects the
edge e′ labeled by s′j. Let ρ
′′ be the initial subpath of ρ′ up to, and not including, e′. We have
that ρ′′ = γˆ1γˆ2 (with the notation as in Convention 5.2). Furthermore, as structured dual curves
are pairwise non-intersecting, for all 1 ≤ i < 33c, Hi intersects γˆ2 and in particular |γˆ2| > 32c.
We define γ′1 = γˆ1 and γ
′
2 = γˆ2. We set ζ to be the endpoint of γ
′
2 (i.e., a length 0 path).
Finally, we set π to be a simple path in the carrier N(H33c) from the endpoint of γ
′
2 to α.
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We now check that the conclusions of Proposition 6.2 are satisfied with these choices of γ′1, γ
′
2,
ζ and π. By our application of Lemma 5.5, γ′1γ
′
2ζ is reduced (as γˆ1γˆ2 is reduced), γ
′
1 tracks γ1,
γ′2 tracks γ2, any dual curve dual to γ
′
1γ
′
2 does not intersect π (as it does not intersect H33c) and
|γ′2ζ| ≥ 32c = 32f1(R). Thus, (B1) follows.
Conclusions (B2) and (B3) hold trivially as |ζ| = 0. To see (B4), note that since the dual curves
H1,K1, . . . ,Ht,Kt are pairwise non-intersecting, it follows that, for 33c ≤ i ≤ 34c, Hi intersects
the subpath of α between the endpoint of γ3 and the endpoint of π. In particular, this subpath
has length at least c = f1(R) ≥ C0R where C0 depends only on M . Thus, the conclusions of
Proposition 6.2 hold. 
Proof of Proposition 6.3 for L = ℓ ≥ 1, assuming Proposition 6.2 for L = ℓ− 1. We suppose now
we have a disk diagram D satisfying the hypotheses of Proposition 6.3 with L = ℓ and R = r.
We also suppose that the statement of Proposition 6.2 is true for L = ℓ− 1.
Set c := fℓ+1(r). Let ν be the initial subpath of µ0 . . . µn of length ⌈fℓ(r)⌉, which exists by (X2).
By Lemma 4.4, (X2), (X3) and (X5) there exists a tight sequence of spokes {H1,K1}, . . . , {Ht,Kt}
in D2 structured with respect to (ν, κ2) such that
t ≥
1
M2
⌊ |ν|
M
⌋
− 3(n+ 1)M ≥
1
M2
⌊fℓ(r)
M
⌋
−
3fℓ(r)
50M3
≥
fℓ(r)
2M3
≥ 34fℓ+1(r) = 34c
and for each 1 ≤ i ≤ t, {Hi,Ki} is in the set R(µj) for some distinct 0 ≤ j ≤ n .
For each 33c < i ≤ 34c, Let hi (resp. ki) be a simple path in the carrier N(Hi) ⊂ D2 (resp.
N(Ki) ⊂ D2) starting from the edge of µ0 . . . µn dual to Hi (resp. Ki) and up to κ2 such that
this path not intersect Hi (resp. Ki). As the dual curves H1,K1, . . . ,Ht,Kt are pairwise non-
intersecting, these paths can be chosen to also be pairwise non-intersecting. By applying a series
of surgeries to insert reduced paths in place of the hi and ki using Lemma 5.4, we assume that
hi and ki are reduced for each i. Note that, even after such a replacements, we still have that
these paths are pairwise non-intersecting and that any dual curve that intersects hi (resp. ki)
must also intersect Hi (resp. Ki). By a slight abuse of notation, we still denote this resulting
diagram by D. Let zi be the subpath of µ0 . . . µn from the starting point of hi to that of ki. By
construction, zi ⊂ µj for some distinct 0 ≤ j ≤ n, |zi| ≤ |V (Γ)| (as our structured sequence of
dual curves is tight) and the path h−1i ziki is a simple path with endpoints on κ2.
For each 33c < i ≤ 34c, let Di ⊂ D be the subdiagram with boundary path hiαik
−1
i z
−1
i , where
αi is the subpath of α between the endpoint of hi and the endpoint of ki. Note that αi ∩ αj = ∅
for all i 6= j. Let xi be the (ℓ − 1)–splitting point of (hi, ki; zi, αi). Up to applying surgeries to
Di, we can assume that no diagram obtained from Di by a sequence of surgeries is such that the
(ℓ − 1)–splitting point of (hi, ki; zi, αi) in this diagram occurs after xi along the orientation of
hi. In other words, up to surgeries on Di, xi is a far along hi as possible. Let h
′
i and h
′′
i be the
initial and terminal paths of hi with respect to xi. There are now two main cases to consider,
depending on whether or not |h′i| is small for all 33c < i ≤ 34c. We will prove that Proposition
6.3 holds with (Y5a) in the first case and with (Y5b) in the second.
Case 1: Suppose first that |h′i| ≤
fℓ−1(r)
8 for all 33c < i ≤ 34c.
Let e be the edge of µ0 . . . µn which is dual to H33c. Let 0 ≤ m ≤ n be such that e lies on
µm. Let ρ be the initial subpath of ψµ0 . . . µm up to and including e. We apply Lemma 5.5 to
replace ρ with a path ρ′ such that the conclusions of that lemma are satisfied. By a slight abuse
of notation, we denote by H33c the dual curve in this resulting diagram dual to a copy of the
edge e. Let ρ′′ be the initial subpath of ρ′ up to, and not including, the edge dual to H33c. As
in the proof above of Proposition 6.2 for the case L = 0, we have that ρ′′ = ψˆµˆ0 . . . µˆm and that
|µˆ0 . . . µˆm| ≥ 32c. Furthermore, no dual curve dual to ρ
′′ intersects H33c.
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We would like to show that the conclusions of Proposition 6.3 hold by setting ψ′ = ψˆ, setting
µ′i = µˆi for 1 ≤ i ≤ m, setting µ
′
i to be the endpoint of µˆm for m < i ≤ n + 2, setting F
′ = F ,
and defining θ′ to be a simple subpath of N(H33c) with starting point the endpoint of µˆm and
endpoint on κ2. Indeed, conclusions (Y1) and (Y2) immediately follows from our choices, and
(Y3) holds from hypothesis (X3) as µ′i either tracks µi or has length 0. Conclusion (Y4) holds
from hypothesis (X4), as µ′1 . . . µ
′
n+2 tracks µ1 . . . µn Additionally, we have that |µ
′
0 . . . µ
′
n+2| =
|µˆ0 . . . µˆm| ≥ 32c = 32fℓ+1(R), so the first part of (Y5a) holds. The remainder of this case consists
of showing the bound from (Y5a) on the subpath α′ of α.
For 33c < i ≤ 34c, set γi1 to be the initial subpath of hi up to the starting point of h
′′
i . By
the definition of splitting points, γi1 is just h
′
i with possibly the addition of an edge. Set γ
i
2 = h
′′
i
and γi3 to be the endpoint of h
′′
i (i.e., a length 0 path). We get the following equations for r large
enough (depending only on M and ℓ):
|γi2| = |h
′′
i | ≥ r − |ψ| − |ν| − |h
′
i| − 1 ≥ r − 2fℓ(r)−
fℓ−1(r)
8
− 1 ≥ fℓ−1
(r
4
)
(1)
r − |ψ| − |ν| ≥ r − 2fℓ(r) ≥
r
4
(2)
|γ1i | ≤ |h
′
i|+ 1 ≤
fℓ−1(r)
8
+ 1 ≤ fℓ−1(
r
4
)(3)
We now show that the hypotheses of Proposition 6.2 hold for the disk diagram Di with bound-
ary path γ1i γ
2
i γ
3
i αik
−1
i z
−1
i for L = ℓ − 1 and R =
r
4 (where in that proposition we set γ1 = γ
1
i ,
γ2 = γ
2
i , γ3 = γ
3
i , α = αi, η = k
−1
i and β = z
−1
i ). First note that as |zi| ≤ |V (Γ)|, the same M
can be used in that proposition as the one used in this proof. Hypothesis (A1) of that proposition
holds, as by equation (2), the path αi is
r
4–avoidant with respect to Di. We now check (A2). The
path γi1γ
i
2 is reduced as it is equal to the reduced path hi. No dual curve intersects γ
i
3 as it has
length 0. That |γi2| ≥ fℓ−1(
r
4) and |γ
i
1| ≤ fℓ−1(
r
4) follow respectively from equations (1) and (3).
By Remark 3.13, no (ℓ − 1)–fence connects h′′i to ki in Di. Furthermore, by our choice of Di
(with xi as furthest as possible along hi) this is still true after performing surgeries to Di. Thus,
every spoke which intersects γi2 is L–fence separated from k
−1
i , and hypothesis (A3) follows.
As all the required hypotheses hold, we apply Proposition 6.2 and deduce, from conclusion
(B4) of that proposition, that |αi| ≥ Cℓ−1(
r
4 )
ℓ for each 33c < i ≤ 34c. As the paths {αi} are
disjoint, we have that
|α′| ≥
34c∑
i=33c+1
|αi| ≥ c
(
Cℓ−1
(r
4
)ℓ)
≥ fℓ+1(r)
(
Cℓ−1(
r
4
)ℓ
)
≥ Cℓr
ℓ+1
for some constant Cℓ depending only onM and ℓ. Thus (Y5b) holds, and we are done in this case.
Case 2: By the previous case, we may assume that |h′j | >
fℓ−1(r)
8 for some 33c < j ≤ 34c.
We fix such a j, and we fix 0 ≤ m ≤ n such that {Hj ,Kj} intersects µm. Let v be the starting
point of hj . Let ω be the initial subpath of ψµ0 . . . µm up to v.
By Lemma 5.4, we can apply surgery to ωhj to obtain a reduced path ωˆhˆj = ψˆµˆ0 . . . µˆmhˆj
which tracks ωhj and such that hˆj = hˆ
′
j aˆhˆ
′′
j where a is edge between the endpoint of h
′
j and the
starting point of h′′j as in the definition of splitting points. As ω and h
′
j are reduced paths, by
the triangle inequality we have that
|hˆ′j | ≥ |h
′
j | − |ψ| − |ν| >
fℓ−1(r)
8
− 2fℓ(r) ≥ fℓ−1
( r
16
)
(4)
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Additionally, we have:
|ψˆµˆ1 . . . µˆm| ≤ |ψ|+ |ν| ≤ 2fℓ(r) ≤ fℓ−1
( r
16
)
(5)
Set γ1 = ψˆµˆ0 . . . µˆm. Let γ2 be the initial subpath of hˆ
′
j of length ⌈fℓ−1(
r
16 )⌉, which exists by
equation (4) above. Let γ3 be the subpath of hˆj from the endpoint of γ2 to the endpoint of hˆj .
Let α′′ be the subpath of α from the endpoint of γ3 to the endpoint of α.
We would now like to apply Proposition 6.2 to the disk diagram D′ ⊂ D with boundary path
γ1γ2γ3α
′′ηβ with L = ℓ− 1 and R = r16 . We first check that the hypotheses of that proposition
hold. The path α′′ is r16–avoidant with respect to D
′, as it is a subpath of α which is r–avoidant
with respect to D. Thus, (A1) holds. We now check (A2). As γ1γ2γ3 = ωˆhˆj is reduced, so is the
path γ1γ2, and consequently no dual curve intersects both γ1γ2 and γ3. The bounds on γ1 and
γ2 follow respectively from equation (5) and our choice of γ2.
We now turn to showing (A3). To do so, we first define an ℓ–fence F ′ in the subdiagram D\D′.
If m > 0, we define F ′ be the maximal ℓ–fence in D \D′ which contains every spoke of F . As
F contains a spoke which is L–fence separated from η with respect to D, so does F ′. Otherwise,
if m = 0, we define F ′ to be the maximal ℓ–fence in D \ D′ which contains {Hj,Kj}. In this
case, F ′ is ℓ–fence separated from η with respect to D2 as {Hj,Kj} ∈ R(µ0). Also note that,
in either case, {Hj ,Kj} is contained in F
′. Hypothesis (A3) now immediately follows from the
second statement in the following claim:
Claim 6.4. A dual curve intersecting γ2 must either intersect F
′ or intersect zj . Additionally,
the set R(γ2) of spokes intersecting γ2 which are contained in F
′ is an M–adequate set.
Proof. By Remark 3.13, there exists an (ℓ − 1)–fence G connecting hj \ h
′
j to kj . As every dual
curve which intersects hj (resp. kj) must intersect Hj (resp. Kj), it follows that ({Hj ,Kj},G) is
an ℓ–fence. By Lemma 3.6 the spokes of G and the spoke {Hj ,Kj} are all contained in F
′.
To show the first claim, consider a dual curve Q intersecting γ2. As γ2 ⊂ hˆ
′
j and as hˆ
′
j tracks h
′
j ,
it follows that Q intersects h′j . Furthermore, as hj is a reduced path, by considering Q as a dual
curve in Dj , one sees that Q must intersect either kj , zj or αj . If Q intersects kj , then it intersects
{Hj,Kj} and so intersects F
′. On the other hand, if Q intersects αj , then by Proposition 3.10,
it intersects G and so intersects F ′. The first claim now follows.
To prove the second claim, consider a sequence {X1, Y1}, . . . , {Xq, Yq} of spokes structured with
respect to γ2. We must show that all but possibly M of these spokes are contained in F
′. As hˆ′j
tracks h′j , these spokes are structured with respect to h
′
j . As |zj | ≤ |V (Γ)| and asM ≥ |V (Γ)|+1,
all but possibly M of the spokes {Xi, Yi} intersect either αj or kj . If {Xi, Yi} intersects kj , then
it intersects {Hj ,Kj}. In this case, ({Xi, Yi}, {Hj ,Kj}) is a 1–fence which contains a spoke of
F ′ and so {Xi, Yi} is in F
′ by Lemma 3.6. On the other hand, if {Xi, Yi} intersects αj , then it
intersects G by Proposition 3.10. Thus, ({Xi, Yi},G) is an ℓ–fence containing a spoke of F
′ and
again by Lemma 3.6 we deduce that {Xi, Yi} is contained in F
′. 
As the appropriate hypotheses are satisfied, we can now apply Proposition 6.2 to obtain a path
γ′1γ
′
2ζπ in D
′ from b to α′′ satisfying the conclusions of that proposition for L = ℓ−1 and R = r16 .
As γ′1 tracks γ1 by (B1), we have that γ
′
1 =
ˆˆ
ψ ˆˆµ0 . . . ˆˆµm, and as γ
′
2 tracks γ2, we have that γ
′
2 =
ˆˆ
h′j .
We now set ψ′ =
ˆˆ
ψ and µ′i =
ˆˆµi for each 0 ≤ i ≤ m. For all m < i ≤ n we set µ
′
i to be the
endpoint of µ′m. Let σ be the initial subpath of γ
′
2ζ of length ⌈fℓ(r) − |µ
′
0 . . . µ
′
n|⌉ which exists
by (B1) as |γ′2ζ| ≥ 32fℓ(
r
16 ) = 2fℓ(r). If the endpoint of γ
′
2 does not lie on σ, we set µ
′
n+1 to be
equal to σ and µ′n+2 to be the endpoint of σ. Otherwise, we set µ
′
n+1 to be equal to γ
′
2 and for
µ′n+2 to be the subpath of ζ from the endpoint of γ
′
2 to the endpoint of σ. Finally, we set θ
′ to
be the subpath of γ′1γ
′
2ζπ from the endpoint of µ
′
n+2 to the endpoint of π.
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To conclude the proof, we now check that the conclusions of Proposition 6.3 are satisfied with
these choices. Conclusion (Y1) immediately follows by our choice of F ′. We now check (Y2).
The path ψ′µ′0 . . . µ
′
n+2 is reduced as it is a subpath of γ
′
1γ
′
2ζ which is reduced by (B1). No dual
curve intersects both µ′0 . . . µ
′
n+2 and θ
′ by (B1). The paths ψ′, µ′0 . . . , ψ
′
n each track ψ, µ0, . . . , µn
respectively by construction. Let Q be a dual curve intersecting µ′0 . . . µ
′
n+2. If Q intersects
µ′0 . . . µ
′
n, then it intersects µ0 . . . µn and so does not intersect ψ as ψµ0 . . . µn is reduced. If Q
intersects µ′n+1, then it intersects hˆj and consequently intersects hj . By our choice of hj , Q must
intersect H33c and so cannot intersect ψ. Finally, if Q intersects µ
′
n+2, then it intersects ζ and by
(B3) Q either intersects µˆ0 . . . µˆm (and consequently also intersects µ0 . . . µm), it intersects α or
it intersects hˆj and consequently hj . As before, Q cannot intersect ψ. Conclusion (Y2) follows.
We now check conclusion (Y3). Given 1 ≤ i ≤ m, (Y3) holds for the spokes intersecting µ′i by
(X3), as this path tracks µi. Given m < i ≤ n, (Y3) trivially holds for spokes intersecting µ
′
i as
this is a length 0 path. Conclusion (Y3) holds for µ′n+1 = γ
′
2 by the second part of Claim 6.4 and
as γ′2 tracks γ2. Finally, suppose that we have a sequence of spokes structured with respect to
µ′n+2 ⊂ ζ. By (B2), all but possiblyM of these spokes are contained in an ℓ–fence which contains
a spoke of R(γ2) (as defined in Claim 6.4). Thus, by Lemma 3.6 and as F
′ is maximal, all but
possibly M of these spokes are contained in F ′. Thus, (Y3) holds.
Before checking (Y4), we first prove that any dual curve intersecting µ′n+2, either intersects
F ′ or intersects zj . Let ζ
′ be the subpath of ζ from the endpoint of µ′n+2 to the endpoint of
ζ. As |µ′n+1µ
′
n+2| ≤ ⌈fℓ(r)⌉, γ
′
2ζ ≥ 2fℓ(r), and µ
′
n+1µ
′
n+2 is an initial subpath of γ
′
2ζ, it follows
that |ζ ′| ≥ fℓ(r) − 1. By Lemma 4.2 and for r large enough, there is a sequence of M + 1
spokes structured with respect to ζ ′. By conclusion (B2) of Proposition 6.2, one of these spokes is
contained in an ℓ–fence G′ which contains a spoke of R(γ2). In particular, by F
′ being maximal
and Lemma 3.6, G′ is contained in F ′. Now, by conclusion (B3) of Proposition 6.2, any dual curve
which intersects µ′n+2 must either intersect γ2 or intersect γ3 ∪ α. In the first case, it intersects
F ′ or zj by the first part of Claim 6.4, and in the second case it intersects G′ by Proposition 3.10
and therefore intersects F ′. Thus, the claim follows.
We are now ready to check (Y4). Let A1, B1, . . . , Ap, Bp be a sequence of dual curves structured
with respect to µ′1 . . . µ
′
n+2. By the first part of Claim 6.4, the previous paragraph and as µ
′
i tracks
µi for 1 ≤ i ≤ n, it follows that each Ai (resp. Bi) either intersects F
′, intersects µ1 . . . µn or
intersects zj. Ifm > 0, as zj ⊂ µm, it follows that these dual curves either intersect F
′ or intersect
µ1 . . . µn and the claim follows from (X4). On the other hand, if m = 0, then µ
′
1 . . . µ
′
n+2 =
µ′n+1µ
′
n+2, and it follows from the first part of Claim 6.4 and the previous paragraph that a dual
curve intersecting µ′n+1µ
′
n+2 either intersects F
′ or intersects zj ⊂ µ0. As |zj | ≤ V (Γ) < M , the
claim also follows in this case.
We now check that (Y5b) holds. The first part of this claim follows as |µ′0 . . . µ
′
n+2| = ⌈fℓ(r)⌉
by our choices. The subpath of α between the endpoint of γ3 and the endpoint of π (which is the
same as the endpoint of θ′) has length Cℓ−1(
r
16 )
ℓ by conclusion (B4) of Proposition 6.2. Thus,
(Y5b) follows. This completes the proof for this case. 
Before proving the final step, we show how Proposition 6.3 can naturally be iterated.
Lemma 6.5. Suppose we have integers L ≥ 1, M ≥ 2, R ≥ 0 and a path ψ′µ′0 . . . µ
′
m+2θ
′, with
m+2 ≤ fL(R)
50M3
−1, and an L–fence F ′ satisfying conclusions (Y1)-(Y4) and (Y5b) of Proposition
6.3 (by setting n = m in that proposition). Then, by setting F = F ′, ψ = ψ′, θ = θ′ and for
1 ≤ i ≤ m + 2 setting µi = µ
′
i, it follows that hypotheses (X2)–(X5) of Proposition 6.3 hold for
the path ψµ0 . . . µm+2θ (by setting n = m+ 2 in that proposition).
Proof. First note that F contains a spoke which is L–fence separated from η by (Y1). We first
check (X2). From (Y2) we see that ψµ0 . . . µm+2 is reduced and no dual curve intersects both
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ψµ0 . . . µm+2 and θ. That |ψ| ≤ fL(R) follows by (Y2) as ψ tracks a path of length at most
fL(R). Finally, |µ0 . . . µm+2| ≥ fL(R) by (Y5b). Thus, (X2) holds. The claims (X3) and (X4)
each immediately follow from (Y3) and (Y4) respectively. Finally, (X5) follows as, by (Y2), µ0
tracks a path satisfying (X5). 
Proof of Proposition 6.2 for L ≥ 1 assuming Proposition 6.3 for L. LetD be a disk diagram with
boundary path γ1γ2γ3αηβ satisfying the hypotheses of Proposition 6.2 for some L ≥ 1, and sup-
pose that Proposition 6.3 holds for L. We show that the conclusions of Proposition 6.2 hold
for D. Our strategy will be to use Lemma 6.5 to iteratively apply Proposition 6.3. At the
n’th iteration, we show that we have a path satisfying conclusions (B1)–(B3) of Proposition 6.2.
Furthermore, we additionally show that either conclusion (B4) holds (and we are done) or, al-
ternatively, the subpath of α, as in conclusion (B4), has length at least C ′L
n
2R
L where C ′L is as
in Proposition 6.3. This is enough to prove the proposition, as when n ≥ fL(R)50M4 , we get that
|α| ≥ C ′L
fL(R)
100M4
RL ≥ CRL+1, where C depends only on M and L.
First we show there exists path ψµ0θ in D satisfying the hypotheses of Proposition 6.3 with
n = 0. This is seen by setting ψ = γ1, µ0 = γ2 and θ = γ3. We also take F to be any
spoke intersecting γ2 which exists for R large enough. The hypotheses of (X1), (X2) and (X5)
of Proposition 6.3 follow respectively from hypotheses (A1), (A2) and (A3) of Proposition 6.2.
Furthermore, hypotheses (X3) and (X4) follow trivially. Additionally, note that by setting γ′1 =
ψ = γ1, γ
′
2 = µ0 = γ2, ζ to be the endpoint of γ
′
2 and π = θ = γ3, we have that (B2) and
(B3) are trivially satisfied as ζ has length 0. Additionally, (B1) is satisfied by our choices and as
fL(R) ≥ 32fL+1(R).
Next, suppose that we have a path ψµ0 . . . µnθ (where ψ, µ0 and θ are possibly different than
as in the previous paragraph) in D satisfying the hypotheses of Proposition 6.3. Furthermore,
we suppose that conclusions (B1)–(B3) of Proposition 6.2 hold by setting γ′1 = ψ, γ
′
2 = µ0,
ζ = µ1 . . . µn and π = θ. We additionally suppose that the subpath of α from the endpoint of γ3
to the endpoint of θ has length C ′L
n
2R
L where C ′ depends only onM and L. We apply Proposition
6.3 to obtain a new path ψ′µ′0 . . . µ
′
n+2θ
′ satisfying the conclusions of that proposition.
We now show that conclusions (B1)–(B3) of Proposition 6.2 hold by setting γ′1 = ψ
′, γ′2 = µ
′
0,
ζ = µ′1 . . . µ
′
n+2 and π = θ
′. We first check that (B1) holds. By (Y2) we get that γ′1γ
′
2ζ is
reduced, no dual curve intersects both ψµ0 . . . µn and θ, γ
′
1 tracks γ1 and γ
′
2 tracks γ2. If (Y5a)
holds then we immediately get that |γ′2ζ| ≥ 32fL+1(R). On the other hand, if (Y5b) holds,
then |γ′2ζ| = |µ
′
0 . . . µ
′
n+2| ≥ fL(R) ≥ 32fL+1(R). Conclusion (B1) now follows. Furthermore,
conclusion (B2) follows from (Y4) and (Y1). Finally, conclusion (B3) follows directly from the
last claim of (Y2).
Now, if (Y5a) holds, then (B4) follows and we are done. On the other hand, if (Y5b) holds, it
then follows that the subpath of α between the endpoint of θ and the endpoint of θ′ has length
C ′LR
L. Thus, the subpath of α between the endpoint of γ3 and the endpoint of θ
′ has length
C ′L
n
2R
L + C ′LR
L = C ′L
n+2
2 R
L. Additionally, if n + 2 ≤ fL(R)
50M4
− 1, then by Lemma 6.5 we may
iterate and apply Proposition 6.3 again. This completes the proof. 
7. Main theorems
In this section, we use Proposition 6.2 from the previous section to prove Theorem C, and the
other results from the introduction.
Before proving Theorem C, we first define Γ-complete words. These words were first defined in
[DT15] and are also utilized in [Lev18]. The periodic geodesic we construct to prove Theorem C
will have label the concatenation of Γ–complete words.
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Definition 7.1 (Γ-complete word). Let Γ be a graph which is not a join. As Γ is not a join,
the complement graph Γc is connected, and it follows that we can choose a sequence of vertices
s0, . . . , sn of Γ such that
(1) For every vertex s ∈ Γ, si = s for some 0 ≤ i ≤ n.
(2) The vertices si and si+1 are distinct, non-adjacent vertices of Γ for all 0 ≤ i ≤ n (taken
mod n+ 1).
Note that it could be that si = sj for some i 6= j. We say that w = s0 . . . sn is a Γ-complete word.
We remark that by Tits’ solution to the word problem (see [Dav08] for instance), wn is a
reduced word for all integers n.
We now deduce the following lemma from Proposition 3.7 and Proposition 3.10, which will be
needed in the proof of Theorem C.
Lemma 7.2. Suppose that the graph Γ has integer hypergraph index L > 0 and is not a join.
Let D be a disk diagram with boundary path γαγ′β such that γ ∩ α, γ ∩ β, α ∩ γ′ and γ′ ∩ β all
consist of a single vertex. Suppose that the label of β is a Γ-complete word, and that every dual
curve dual to β is also dual to α. Then γ and γ′ are not connected by an (L− 1)–fence.
Proof. Suppose for a contradiction that there is an (L − 1)–fence F connecting γ and γ′. Let
w = s0 . . . sn be the Γ–complete word which is the label of β. By Proposition 3.10, every dual
curve dual to β intersects a spoke of F . By Proposition 3.7, the set of vertices V (F)∪{s0, , . . . , sn}
either induces a strip subgraph of Γ or induces a subgraph of hypergraph index at most L − 1.
However, as w is a Γ–complete word, every s ∈ V (Γ) is equal to si for some i. This implies that
V (Γ) = V (F) ∪ {s0, , . . . , sn}. Thus, Γ is either a strip subgraph (and has hypergraph index ∞)
or has hypergraph index at most L− 1. In either case we get a contradiction. 
We can now prove the theorems from the introduction.
Proof of Theorem C. First note that we may assume that Γ is not a clique, as otherwise WΓ is
a finite group and has hypergraph index ∞. Suppose first that Γ = Γ1 ⋆ Γ2 is a join. If Γ2 is a
clique, then WΓ = WΓ1 ×WΓ2 where WΓ2 is finite. In this case, it can readily deduced that Γ1
and Γ have the same hypergraph index and that the geodesic divergence of a bi-infinite geodesic
in the Cayley graph of WΓ1 is equivalent, under the ≍ equivalence of functions, to the geodesic
divergence of this geodesic when considered as a geodesic in the Cayley graph of WΓ. Thus,
we may assume that Γ1 and Γ2 each contain a pair of non-adjacent vertices. In particular, Γ
has hypergraph index 0. Furthermore, WΓ is strongly thick of order 0 and has linear divergence
[BFRHS18][Proposition 2.11]. In particular, any periodic geodesic in WΓ has geodesic divergence
a linear function, and the claim follows in this case.
By the previous paragraph, we may assume that Γ is not a join graph, and we form a Γ–complete
word w = s0 . . . sn. Let ΣΓ be the Davis complex of the RACG WΓ. Let σ be the bi-infinite
geodesic based at the identity vertex b ∈ ΣΓ which has one of its infinite rays emanating from b
with label www . . . and the other ray emanating from b with label w−1w−1w−1 . . . . For i ∈ Z, let
pi be the vertex of σ which is the endpoint of the subpath of σ with starting point b and label w
i.
Fix an integer r > 0. Let B be a ball of radius |w|r based at b ∈ ΣΓ, and let ν be a path in
ΣΓ \ B from pr to p−r. The path ν exists as WΓ is one-ended (since it has integer hypergraph
index and consequently is not relatively hyperbolic). To prove the theorem, it is enough to show
that, for r large enough, the length of ν is bound below by a function Crk+1 for some constant C.
For each 0 ≤ i < r, let Hi be the hyperplane dual to the edge of σ which is adjacent to pi
and is labeled by s0. As hyperplanes separate ΣΓ and do not intersect geodesics twice, it follows
that Hi intersects ν for each i. Let ρi be a minimal length geodesic in the carrier N(Hi) with
starting point pi and endpoint on ν. Let νi be the subpath of ν between ρi ∩ ν and ρi+1 ∩ ν.
As w is a Γ–complete word, it readily follows that no pair of hyperplanes dual to σ intersect. In
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particular, we have that νi∩ νj = ∅ for all i 6= j. Let Di be the disk diagram with boundary path
ρiνiρ
−1
i+1σ
−1
i where σi has label w.
For each 0 ≤ i ≤ r2 , we will apply Proposition 6.2 to Di by setting, in that proposition, γ1 = pi
(i.e., a length 0 path), γ2 = ρi, γ3 to be the endpoint of ρi (also a length 0 path), α = νi,
η = ρ−1i+1, β = σ
−1
i and R = |w|(r − i). Hypothesis (A1) holds as ν does not intersect the ball
Bp0(|w|r) and so νi does not intersect the ball Bpi(|w|(r− i)) = Bpi(R). Hypothesis (A2) holds as
γ1γ2γ3 = ρi is reduced, |γ1| = 0 and |γ2| ≥ R. By Lemma 7.2, no (k−1)–fence connects ρi to ρ
−1
i+1
in any disk diagram with boundary path ρiνiρ
−1
i+1σ
−1
i . Thus, any spoke intersecting γ2 is L–fence
separated from η, and hypothesis (A3) follows. Thus, for r large enough, by Proposition 6.2,
|νi| ≥ C
′(|w|(r− i))k where C ′ depends only on |V (Γ)| and k. As the {νi} are disjoint, for r large
enough we get:
|ν| ≥
⌊
r
2
⌋
∑
i=1
|νi| ≥
(r
2
− 1
)
C ′
(
|w|
(
r −
r
2
))k
≥ Crk+1
where C depends only on |V (Γ)| and k. 
Proof of Theorem A. Suppose first that the hypergraph index of Γ is ∞. It then follows that
WΓ is relatively hyperbolic (see [Lev19]). Thus, WΓ has either exponential divergence or infinite
divergence [Sis][Theorem 1.3], and WΓ is not strongly thick [BDM09].
Thus, we may suppose that WΓ has hypergraph index a non-negative integer k. It then follows
that WΓ is strongly thick of order at most k by Theorem 2.2, and has divergence function bound
above by the function rk+1 by Theorem 2.1. By Theorem C, WΓ contains a periodic geodesic
with geodesic divergence the function rk+1 and, consequently, WΓ has divergence function bound
below by rk+1. Thus, WΓ has divergence exactly r
k+1. Applying Theorem 2.1 once more, we see
that WΓ is strongly thick of order exactly k. The theorem now follows. 
Proof of Corollary B. LetWΓ be a RACG. If the hypergraph index of Γ is∞, thenWΓ is relatively
hyperbolic (see [Lev19]) and has divergence an exponential function if one-ended [Sis][Theorem
1.3] and has infinite divergence if it is finite, infinite-ended or two-ended. Otherwise, the hyper-
graph index of Γ is an integer and WΓ has divergence a polynomial function by Theorem A. 
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