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Abstract
For any prime number p, positive integers m, k, n satisfying gcd(p, n) = 1
and λ0 ∈ F
×
pm, we prove that any λ
pk
0 -constacyclic code of length p
kn over
the finite field Fpm is monomially equivalent to a matrix-product code of a
nested sequence of pk λ0-constacyclic codes with length n over Fpm.
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1. Introduction
Algebraic coding theory deals with the design of error-correcting and error-
detecting codes for the reliable transmission of information across noisy chan-
nel. The class of constacyclic codes play a very significant role in the theory
of error-correcting codes.
Let R be a commutative finite ring with identity 1 6= 0, and R× be
the multiplicative group of invertible elements of R. For any a ∈ R, we
denote by 〈a〉R, or 〈a〉 for simplicity, the ideal of R generated by a, i.e.,
〈a〉R = aR = {ab | b ∈ R}. For any ideal I of R, we will identify the element
a+ I of the residue class ring R/I with a (mod I) for any a ∈ R.
∗corresponding author.
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A code of length N over R is a nonempty subset C of RN = {(a0, a1, . . .,
aN−1) | aj ∈ R, j = 0, 1, . . . , N − 1}. The code C is said to be linear if C is
an R-submodule of RN . All codes in this paper are assumed to be linear. Let
γ ∈ R×. A linear code C of length N over R is called a γ-constacyclic code
if (γcN−1, c0, c1, . . . , cN−2) ∈ C for all (c0, c1, . . . , cN−1) ∈ C. Particularly, C is
called a negacyclic code if γ = −1, and C is called a cyclic code if γ = 1.
For any a = (a0, a1, . . . , aN−1) ∈ R
N , let a(x) = a0 + a1x + . . . +
aN−1x
N−1 ∈ R[x]/〈xN − γ〉. We will identify a with a(x) in this paper.
It is well known that C is a γ-constacyclic code of length N over R if and
only if C is an ideal of the residue class ring R[x]/〈xN − γ〉. Now, let R be a
finite chain ring and p be the characteristic of its residue class field. When
gcd(p,N) = 1, C is called a simple-root constacyclic code while when p | N
it is called a repeated-root constacyclic code.
For any positive integer N , we denote [N) = {0, 1, . . . , N − 1} in this
paper. Let C1 and C2 be codes of length N over R. Recall that C1 and C2
are said to be monomially equivalent if there exists a permutation σ on the
set [N) and fixed elements r0, r1, . . . , rN−1 ∈ R
× such that
C2 = {(r0cσ(0), r1cσ(1), . . . , rN−1cσ(N−1)) | (c0, c1, . . . , cN−1) ∈ C1}
(cf. Huffman and Pless [4] Page 24). Especially, C1 and C2 are said to be
permutation equivalent when r0 = r1 = . . . = rN−1 = 1 (cf. [4] Page 20).
From now on, let Fpm be a finite field of cardinality p
m, where p is a
prime number, m, k and n are positive integers satisfying gcd(p, n) = 1 and
λ ∈ F×pm. In this paper, we concentrate on λ-constacyclic codes of length
pkn over Fpm, i.e. ideals of the residue class ring Fpm[x]/〈x
pkn − λ〉. As
gcd(p, n) = 1, there exits λ0 ∈ F
×
pm uniquely such that λ
pk
0 = λ.
In this paper, we denote
R := Fpm[v]/〈v
pk − 1〉 = Fpm[v]/〈(v − 1)
pk〉.
Set u = v − 1. Then R = Fpm[u]/〈u
pk〉 = Fpm + uFpm + . . . + u
pk−1
Fpm
(up
k
= 0), which is a finite chain ring with the unique maximal ideal uR, the
nilpotency index of u is equal to pk and the residue class field R/uR ∼= Fpm .
We will construct a precise isomorphism of rings from Fpm[x]/〈x
pkn − λ〉
onto R[x]/〈xn − λ0〉, which induces a one-to-one correspondence between
the set of λ-constacyclic codes of length pkn over Fpm onto the set of λ0-
constascyclic codes of length n over R. Paralleling to the theory of simple-
root cyclic codes over R, any λ0-constascyclic code of length n over R can be
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determined uniquely by a tower of λ0-constacyclic codes with length n over
Fpm
〈g0(x)〉 ⊆ 〈g1(x)〉 ⊆ . . . ⊆ 〈gpk−1(x)〉 ⊆ Fpm[x]/〈x
n − λ0〉,
where g0(x), g1(x), . . . , gpk−1(x) are monic divisors of x
n−λ0 in Fpm[x]. Then
we give a direct description of the monomially equivalence between a λ-
constacyclic code of length pkn over Fpm and a matrix-product code of the
sequence of λ0-constacyclic codes 〈gs(x)〉, s = 0, 1, . . . , p
k − 1.
In Section 2, we sketch the concept of matrix-product codes over finite
fields and structures of simple-root constacyclic codes over the finite com-
mutative chain ring R. In Section 3, we prove that any λ-constacyclic code
of length pkn over Fpm is monomially equivalent to a matrix-product code
of a nested sequence of pk λ0-constacyclic codes with length n over Fpm. As
an application, we determine the minimum Hamming distances of all 4096
negacyclic codes of length 7 · 2l over F7 in Section 4 for any integer l ≥ 3.
2. Preliminaries
We follow the notation in [2] Definition 2.1 for definition of matrix-product
codes. Let A = [aij ] be an α×β matrix with entries in Fpm and let C1, . . . , Cα
be codes of length n over Fpm. The matrix-product code [C1, . . . , Cα] · A is
the set of all matrix products [c1, . . . , cα] · A defined by
[c1, . . . , cα] · A = [c1, . . . , cα]


a11 a12 . . . a1β
a21 a22 . . . a2β
...
...
...
...
aα1 aα2 . . . aαβ


= [a11c1 + a21c2 + . . .+ aα1cα, a12c1 + a22c2 + . . .+ aα2cα,
. . . , a1βc1 + a2βc2 + . . .+ aαβcα]
where ci ∈ Ci is an n × 1 column vector for 1 ≤ i ≤ α. Any codeword
[c1, . . . , cα] · A is an n × β matrix over Fpm and we regard it as a codeword
of length nβ by reading the entries of the matrix in column-major order. A
code C over Fpm is a matrix-product code if C = [C1, . . . , Cα] · A for some
codes C1, . . . , Cα and a matrix A.
Given a matrix A as above, let At be the matrix consisting of the first t
rows of A. For 1 ≤ j1 < j2 < . . . < jt ≤ β, we denote by A(j1, j2, . . . , jt)
the t × t submatrix consisting of the columns j1, j2, . . . , jt of At. An α × β
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matrix A is said to be non-singular by columns (NSC) if every sub-matrix
A(j1, j2, . . . , jt) of A, 1 ≤ t ≤ α, is non-singular (cf. [2] Definition 3.1).
Properties of matrix-product codes are described in the following result.
Theorem 2.1 (cf. [6], [3] Theorem 1) The matrix-product code [C1, ..., Cα]·A
given by a sequence of [n, ki, di]-linear codes Ci over Fpm and a full-rank
matrix A is a linear code whose length is nβ, it has dimension
∑α
i=1 ki and
minimum distance larger than or equal to
δ = min{diδi | i = 1, . . . , α},
where δi is the minimum distance of the linear code with length β over Fpm
generated by the first i rows of the matrix A. Moreover, when the matrix A
is NSC, it holds that δi = β− i+1. Furthermore, if we assume that the codes
Ci form a nested sequence C1 ⊇ C2 ⊇ . . . ⊇ Cα, then the minimum distance
of the code [C1, C2, ..., Cα] · A is exactly δ.
Theorem 2.2 (cf. [2] Proposition 6.2) Assume that {C1, C2, . . . , Cs} is a
family of linear codes of length n and A a non-singular α × α matrix, then
the following equality of codes happens
([C1, C2, ..., Cα] · A)
⊥ = [C⊥1 , C
⊥
2 , ..., C
⊥
α ] · (A
−1)tr
where Btr denotes the transpose of the matrix B.
Therefore, if (A−1)tr = A and C⊥i ⊆ Ci for all i = 1, . . . , α, then
([C1, C2, ..., Cα] · A)
⊥ ⊆ [C1, C2, ..., Cα] · A.
Then we consider λ0-constacyclic codes of length n over R = Fpm[u]/〈u
pk〉
where u = v−1, i.e. ideals of the residue class ringR[x]/〈xn−λ0〉. Let τ be a
map defined by τ(b0+b1u+. . .+bpk−1u
pk−1) = b0 for all b0, b1, . . . , bpk−1 ∈ Fpm .
Then τ is a surjective homomorphism of rings from R onto Fpm, which can
be extended to a surjective homomorphism of rings from R[x]/〈xn−λ0〉 onto
Fpm[x]/〈x
n − λ0〉 in the natural way:
α0 + α1x+ . . .+ αn−1x
n−1 7→ τ(α0) + τ(α1)x+ . . .+ τ(αn−1)x
n−1,
for all α0, α1, . . . , αn−1 ∈ R. We still use τ to denote this homomorphism.
Now, let C be a λ0-constacyclic code of length n over R. For any integer
s, 0 ≤ s ≤ pk − 1, define
(C : us) = {ξ ∈ R[x]/〈xn − λ0〉 | u
sξ ∈ C}
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which is an ideal of R[x]/〈xn − λ0〉 as well. It is clear that
C = (C : u0) ⊆ (C : u) ⊆ . . . (C : up
k−1) ⊆ (C : up
k
) = R[x]/〈xn − λ0〉. (1)
Denote
Ts(C) = τ((C : u
s)) = {τ(ξ) | ξ ∈ (C : us)}.
Then Ts(C) is an ideal of the ring Fpm[x]/〈x
n − λ0〉. Hence there is a unique
monic divisor gs(x) of x
n − λ0 in Fpm[x] such that
Ts(C) = 〈gs(x)〉 = {b(x)gs(x) | deg(b(x)) < n− deg(gs(x)), b(x) ∈ Fpm[x]},
where gs(x) is the generator polynomial of the λ0-constacyclic code Ts(C).
As gs(x) ∈ Ts(C), there exists ws(x) ∈ R[x] such that u
s(gs(x) + uws(x)) =
usgs(x) + u
s+1ws(x) ∈ C. Then by u
pk = 0, we have
us(gs(x))
pk−s = us(gs(x) + uws(x))

pk−s−1∑
t=0
gs(x)
t (−uws(x))
pk−s−1−t

 ∈ C.
Since gcd(p, n) = 1, xn−λ0 has no repeated divisors in Fpm[x], which implies
gcd((gs(x))
pk−s, xn − λ0) = gs(x), and so there exist a(x), b(x) ∈ Fpm[x] such
that gs(x) = a(x)(gs(x))
pk−s + b(x)(xn − λ0). Therefore, we have
usgs(x) = a(x) · u
s(gs(x))
pk−s ∈ C, s = 0, 1, . . . , pk − 1. (2)
By Equation (1), we have a tower of λ0-constacyclic codes
T0(C) ⊆ T1(C) ⊆ . . . ⊆ Tpk−1(C) ⊆ Fpm[x]/〈x
n − λ0〉,
which implies gpk−1(x) | . . . | g1(x) | g0(x) | (x
n − λ0) in Fpm[x].
Let c(x) ∈ C. Then τ(c(x)) ∈ T0(C) = 〈g0(x)〉. Hence there exists a
unique polynomial b0(x) ∈ Fpm [x] satisfying deg(b0(x)) < n−deg(g0(x)) such
that τ(c(x)) = b0(x)g0(x). By Equation (2), it follows that b0(x)g0(x) ∈ C,
which implies c(x)− b0(x)g0(x) ∈ C.
As τ(c(x) − b0(x)g0(x)) = τ(c(x)) − b0(x)g0(x) = 0, there exists α1(x) ∈
R[x] such that uα1(x) = c(x) − b0(x)g0(x) ∈ C, which implies α1(x) ∈ (C :
u) and so τ(α1(x)) ∈ T1(C). By T1(C) = 〈g1(x)〉, there exists a unique
polynomial b1(x) ∈ Fpm[x] satisfying deg(b1(x)) < n − deg(g1(x)) such that
τ(α1(x)) = b1(x)g1(x). Then by Equation (2), it follows that ub1(x)g1(x) =
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b1(x) · ug1(x) ∈ C. As τ(α1(x) − b1(x)g1(x)) = 0, there exists α2(x) ∈ R[x]
such that uα2(x) = α1(x)− b1(x)g1(x) and
u2α2(x) = uα1(x)− ub1(x)g1(x) ∈ C,
which implies α2(x) ∈ (C : u
2) and so τ(α2(x)) ∈ T2(C) = 〈g2(x)〉. As stated
above, we have
c(x) = b0(x)g0(x) + uα1(x) = b0(x)g0(x) + ub1(x)g1(x) + u
2α2(x),
where b0(x)g0(x) ∈ T0(C) and b1(x)g1(x) ∈ T1(C). Using mathematical in-
duction on s, by Equation (2) and u = v− 1 we have the following theorem.
Theorem 2.3 Using the notations above, we have the following conclusions.
(i) Let C be a λ0-constacyclic code of length n over R. Then each codeword
c(x) in C has a unique (v − 1)-adic expansion:
c(x) =
pk−1∑
s=0
(v − 1)scs(x), where cs(x) ∈ Ts(C), ∀s = 0, 1, . . . , p
k − 1.
Hence |C| =
∏pk−1
s=0 |Ts(C)| = p
m
∑pk−1
s=0 (n−deg(gs(x))).
(ii) C is a λ0-constacyclic code of length n over R if and only if there
exists uniquely a tower of λ0-constacyclic codes of length n over Fpm
C0 ⊆ C1 ⊆ . . . ⊆ Cpk−1,
such that Ts(C) = τ(C : (v − 1)
s) = Cs for all s = 0, 1, . . . , p
k − 1.
Remark For a complete description of simple-root cyclic codes over arbitrary
commutative finite chain rings, please refer to [5] Theorem 3.5.
3. The matrix-product structure of λ-constacyclic codes
First, we establish a precise relationship between the set of λ-constacyclic
codes of length pkn over the finite field Fpm and the set of λ0-constacyclic
codes of length n over the finite chain ring R.
Denote [pk)× [n) = {(s, j) | s ∈ [pk), j ∈ [n)}. Then each i ∈ [pkn) can
be uniquely expressed as
i = sn+ j, were s =
⌊
i
n
⌋
∈ [pk) and j = i− sn ∈ [n). (3)
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For any a(x) =
∑n−1
j=0
∑pk−1
s=0 aj+snx
j+sn ∈ Fpm[x]/〈x
pkn−λ〉, by Equation
(3) a(x) can be uniquely expressed as the following product of matrices
a(x) = [1, x, x2, . . . , xn−1]Ma(x)Ξ (4)
where Ξ = [1, xn, x2n, . . . , x(p
k−1)n]tr is the transpose of the 1 × pk matrix
[1, xn, x2n, . . . , x(p
k−1)n] and
Ma(x) =


a0 an a2n . . . a(pk−1)n
a1 a1+n a1+2n . . . a1+(pk−1)n
. . . . . . . . . . . . . . .
an−1 an−1+n an−1+2n . . . an−1+(pk−1)n


is a n × pk matrix over Fpm. As λ
pk
0 = λ, we have (
xn
λ0
)p
k
= x
pkn
λ
= 1 in
Fpm[x]/〈x
pkn − λ〉. Now, set
v =
xn
λ0
, i.e. xn = λ0v, and Dλ0 = diag(1, λ0, λ
2
0, . . . , λ
pk−1
0 ). (5)
Then by Equation (4) it follows that
a(x) = [1, x, x2, . . . , xn−1]Ma(x)Dλ0
[
1,
xn
λ0
, (
xn
λ0
)2, . . . , (
xn
λ0
)(p
k−1)
]tr
= [1, x, x2, . . . , xn−1]Ma(x)Dλ0V.
where V = [1, v, v2, . . . , vp
k−1]tr is the transpose of the 1× pk matrix [1, v, v2,
. . . , vp
k−1]. We define a map φ : Fpm[x]/〈x
pkn − λ〉 → R/〈xn − λ0v〉 by
φ(a(x)) = [1, x, x2, . . . , xn−1]
(
Ma(x)Dλ0V
)
= α0 + α1x+ . . .+ αn−1x
n−1
where [α0, α1, . . . , αn−1]
tr =Ma(x)Dλ0V ∈ R
n. Then one can easily verify the
following conclusion. We omit the proof here.
Lemma 3.1 The map φ defined above is an isomorphism of rings from
Fpm[x]/〈x
pkn − λ〉 onto R/〈xn − λ0v〉.
As gcd(p, n) = 1 and vp
k
= (x
n
λ0
)p
k
= 1 in R/〈xn − λ0v〉, there exists a
unique integer n′, 0 ≤ n′ ≤ pk−1, such that n′n ≡ 1 (mod pk), which implies
(vn
′
)n = vn
′n = v. Define a map ψ : R/〈xn − λ0v〉 → R/〈x
n − λ0〉 by
α(x) 7→ α(vn
′
x) = [1, x, . . . , xn−1]diag(1, vn
′
, . . . , (vn
′
)n−1)[α0, α1, . . . , αn−1]
tr
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for any α(x) = α0 + α1x + . . . + αn−1x
n−1 ∈ R/〈xn − λ0v〉. As ψ(x
n) =
(vn
′
x)n = vxn and v ∈ R×, it can be verify easily that ψ is an isomorphism
of rings from R/〈xn − λ0v〉 onto R/〈x
n − λ0〉.
Then by Lemma 3.1, we conclude the following conclusion.
Lemma 3.2 Using the notations above, the map ψφ define by
ψφ(a(x)) = [1, x, . . . , xn−1]diag(1, vn
′
, . . . , (vn
′
)n−1)Ma(x)Dλ0V
(∀a(x) ∈ Fpm [x]/〈x
pkn−λ〉) is an isomorphism of rings from Fpm[x]/〈x
pkn−λ〉
onto R/〈xn − λ0〉. Therefore, C is a λ-constacyclic code of length p
kn over
Fpm if and only if ψ(φ(C)) is a λ0-constacyclic code of length n over R.
Now, using Lemma 3.2 and Theorem 2.3 we give the matrix-product
structure of any λ-constacyclic code of length pkn over Fpm.
Theorem 3.3 Using the notations above, let C be a λ-constacyclic code of
length pkn over Fpm, assume C = ψ(φ(C)) and Cs = Ts(C) for all s =
0, 1, . . . , pk− 1. Then C is monomially equivalent to the matrix-product code
[Cpk−1, . . . , C1, C0] ·A
of the nested sequences Cpk−1 ⊇ . . . ⊇ C1 ⊇ C0 which are λ0-constacyclic
codes of length n over Fpm, where
A =


(−1)p
k
−1 (−1)p
k
−2
(
pk − 1
1
)
(−1)p
k
−3
(
pk − 1
2
)
. . . (−1)
(
pk − 1
pk − 2
)
1
(−1)p
k
−2 (−1)p
k
−3
(
pk − 2
1
)
(−1)p
k
−4
(
pk − 2
2
)
. . . 1 0
. . . . . . . . . . . . 0 0
(−1)2 (−1)
(
2
1
)
1 . . . 0 0
−1 1 0 . . . 0 0
1 0 0 . . . 0 0


.
Proof. Let a(x) =
∑n−1
j=0
∑pk−1
s=0 aj,sx
sn+j ∈ C where ai,j ∈ Fpm, and assume
β(x) = ψφ(a(x)) ∈ C. For each integer s, 0 ≤ s ≤ pk − 1, by Theorem 2.3
there exists a unique codeword cs(x) ∈ Cs such that
β(x) = c0(x) + (v − 1)c1(x) + (v − 1)
2c2(x) + . . .+ (v − 1)
pk−1cpk−1(x)
= [cpk−1(x), . . . , c1(x), c0(x)]


(v − 1)p
k−1
. . .
v − 1
1


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= [cpk−1(x), . . . , c1(x), c0(x)]AV
= [1, x, . . . , xn−1][cpk−1, . . . , c1, c0]AV
where V = [1, v, v2, . . . , vp
k−1]tr is the transpose of [1, v, v2, . . . , vp
k−1] and
cs(x) = [1, x, . . . , x
n−1]cs in which cs ∈ Cs being a n× 1 column vector over
Fpm for all s = 0, 1, . . . , p
k − 1. Replacing v with x
n
λ0
, we obtain
pi(β(x)) = [1, x, . . . , xn−1][cpk−1, . . . , c1, c0]A
[
1,
xn
λ0
, . . . , (
xn
λ0
)p
k−1
]tr
.
By Dλ0 = diag(1, λ0, . . . , λ
pk−1
0 ) and Ξ = [1, x
n, . . . , x(p
k−1)n]tr, we have
pi(β(x)) = [1, x, . . . , xn−1]
(
[cpk−1, . . . , c1, c0]AD
−1
λ0
)
Ξ (6)
On the other hand, by Lemma 3.2 we have
β(x) = [1, x, . . . , xn−1]diag(1, vn
′
, . . . , (vn
′
)n−1)Ma(x)Dλ0V.
Replacing v with x
n
λ0
, by V = D−1λ0 Ξ we obtain
pi(β(x)) = [1, x, . . . , xn−1]diag(1, (
xn
λ0
)n
′
, . . . , ((
xn
λ0
)n
′
)n−1)Ma(x)Dλ0D
−1
λ0
Ξ
= [1, x1+n
′n, x2(1+n
′n), . . . , x(n−1)(1+n
′n)]
·diag(1, (
1
λ0
)n
′
, (
1
λ0
)2n
′
, . . . , (
1
λ0
)(n−1)n
′
)Ma(x)Ξ
=
n−1∑
j=0
pk−1∑
s=0
(
1
λn
′
0
)jaj+snx
j(1+n′n)+sn,
where j(1 + n′n) + sn = (s+ n′j)n+ j. Denote t = s+ jn′ (mod pk). Then
s = t− jn′ (mod pk) and hence
pi(β(x)) =
n−1∑
j=0
pk−1∑
t=0
(
1
λn
′
0
)jaj+(t−jn′)nx
j+tn
= [1, x, . . . , xn−1]
(
diag(1, (
1
λ0
)n
′
, . . . , ((
1
λ0
)n
′
)n−1)M̂a(x)
)
Ξ,
where M̂a(x) = [âj,t]0≤j≤n−1,0≤t≤pk−1 is a n× p
k matrix over Fpk with entries
âj,t = aj+(t−jn′)n, 0 ≤ j ≤ n− 1, 0 ≤ t ≤ p
k − 1. (7)
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As stated above, by Equations (6) and (7) it follows that
diag(1, (
1
λ0
)n
′
, . . . , ((
1
λ0
)n
′
)n−1)M̂a(x) = [cpk−1, . . . , c1, c0]AD
−1
λ0
.
This implies
diag(1, (
1
λ0
)n
′
, . . . , ((
1
λ0
)n
′
)n−1)M̂a(x)Dλ0 = [cpk−1, . . . , c1, c0]A. (8)
As (t − n′j, j) = (t, j)
[
1 0
−n′ 1
]
where t − n′j modulo pk, the following
formula
σ(j + tn) = j + n(t− n′j
(
mod pk)
)
for any j ∈ [n) and t ∈ [pk),
defines a permutation σ on the set [pkn) = {0, 1, . . . , pkn−1}. From this and
by Equation (8), we deduce that

b0 bn b2n . . . b(pk−1)n
b1 b1+n b1+2n . . . b1+(pk−1)n
. . . . . . . . . . . . . . .
bn−1 bn−1+n bn−1+2n . . . bn−1+(pk−1)n

 = [cpk−1, . . . , c1, c0]A
in which
bj+tn = (
1
λn
′
0
)j âj,tλ
t
0 = λ
t−jn′
0 aσ(j+tn) for all j ∈ [n) and t ∈ [p
k).
This implies that C is monomially equivalent to the matrix-product code
[Cpk−1, . . ., C1, C0] · A of λ0-constacyclic codes Cpk−1 ⊇ . . . ⊇ C1 ⊇ C0. 
Remark When λ = 1, we have λ0 = 1 and that Equation (8) is simplified to
M̂a(x) = [cpk−1, . . . , c1, c0]A,
where cs ∈ Cs and Cs is a cyclic code of length n over Fpm for all s =
0, 1, . . . , pk− 1. Hence any cyclic code of length pkn over Fpm is permutation
equivalent to a matrix-product code of a nested sequence of pk cyclic codes
with length n over Fpm . This conclusion was proved by Sobhani [7].
In order to get properties of a λ-constacyclic code C of length pkn using
Theorem 3.3, we need to determine the nested sequences Cpk−1 ⊇ . . . ⊇
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C1 ⊇ C0 of λ0-constacyclic codes with length n. As gcd(p, n) = 1, we have
that xn − λ0 = f1(x)f2(x) . . . fr(x) where f1(x), f2(x), . . . , fr(x) are pairwise
coprime monic irreducible polynomials in Fpm[x], which implies
xp
kn − λ = (xn − λ0)
pk = f1(x)
pkf2(x)
pk . . . fr(x)
pk .
Recall that each λ-constacyclic code of length pkn over Fpm has a unique
monic divisor g(x) of xp
kn − λ in Fpm[x] as its generator polynomial.
Theorem 3.4 Let C be a λ-constacyclic code C of length pkn over Fpm with
generator polynomial g(x) = f1(x)
i1f2(x)
i2 . . . fr(x)
ir , where 0 ≤ i1, i2, . . . , ir
≤ pk. Then C is monomially equivalent to the matrix-product code [Cpk−1,
. . . , C1, C0] · A, where A is given by Theorem 3.3 and for each integer s,
0 ≤ s ≤ pk − 1, Cs is a λ0-constacyclic code of length n over Fpm with
generator polynomial
gs(x) =
∏
it>s, 1≤t≤r
ft(x).
Proof. Let 0 ≤ s ≤ pk − 1. It is suffices to prove that Cs = 〈gs(x)〉. To do
this, we first verify that gs(x) ∈ Cs = Ts(ψ(φ(C))) = τ(ψ(φ(C)) : (v − 1)
s),
which is equivalent to that
(v − 1)s (gs(x) + (v − 1)q(x)) ∈ ψ(φ(C)) (9)
for some q(x) ∈ R[x]/〈xn − λ0〉. Now, we denote
As = {t | it > s, 1 ≤ t ≤ r}, Bs = {t | it ≤ s, 1 ≤ t ≤ r}.
and set
hs(x) =
∏
t∈Bs
ft(x), f̂s(x) =
∏
t∈As
ft(x)
it−s−1.
Then gs(x) =
∏
t∈As
ft(x), x
n − λ0 = gs(x)hs(x), gcd(gs(x), hs(x)) = 1 and
gcd(f̂s(x), hs(x)) = 1. By g(x) =
∏
t∈As∪Bs
ft(x)
it and it ≤ s for all t ∈ Bs,
we have
(xn − λ0)
sgs(x)f̂s(x) =
∏
t∈As∪Bs
ft(x)
s
∏
t∈As
ft(x)
∏
t∈As
ft(x)
it−s−1 = e(x)g(x)
where e(x) =
∏
t∈Bs
ft(x)
s−it ∈ Fpm[x], which implies
(xn − λ0)
sgs(x)f̂s(x) ∈ 〈g(x)〉 = C. (10)
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As gcd(f̂s(x), hs(x)) = 1, there exist a(x), b(x) ∈ Fpm[x] such that a(x)f̂s(x)+
b(x)hs(x) = 1, i.e., a(x)f̂s(x) = 1 − b(x)hs(x). Then by Equation (10) it
follows that
(xn − λ0)
sgs(x)− (x
n − λ0)
s+1b(x)
= (xn − λ0)
sgs(x)− (x
n − λ0)
s · gs(x)hs(x) · b(x)
= (xn − λ0)
sgs(x)(1− b(x)hs(x))
= (xn − λ0)
sgs(x)f̂s(x) · a(x) ∈ C.
We replace xn with λ0v as in (5), by the definition of φ, we obtain
λs0
(
(v − 1)sgs(x)− (v − 1)
s+1λ0φ(b(x))
)
= (λ0v − λ0)
sgs(x)− (λ0v − λ0)
s+1φ(b(x))
= φ
(
(xn − λ0)
sgs(x)− (x
n − λ0)
s+1b(x)
)
∈ φ(C),
which implies (v−1)sgs(x)−(v−1)
s+1α(x) ∈ φ(C), where α(x) = λ0φ(b(x)) ∈
R[x]/〈xn−λ0v〉. Then we replace x with v
n′x, by the definition of ψ we have
(v − 1)sgs(v
n′x)− (v − 1)s+1α(vn
′
x)
= ψ
(
v − 1)sgs(x)− (v − 1)
s+1α(x)
)
∈ ψ(φ(C)).
From this and by
gs(v
n′x) = gs(x+ x(v
n′ − 1)) = gs(x+ (v − 1)β(x)) = gs(x) + (v − 1)γ(x)
for some γ(x) ∈ R[x]/〈xn − λ0〉, where β(x) = x
∑n′−1
i=0 v
i, we deduce that
(v − 1)s
(
gs(x) + (v − 1)(γ(x)− α(v
n′x))
)
= (v − 1)s(gs(x) + (v − 1)γ(x))− (v − 1)
s+1α(vn
′
x) ∈ ψ(φ(C)),
which implies gs(x) + (v − 1)(γ(x)− α(v
n′x)) ∈ (ψ(φ(C)) : (v − 1)s), and so
gs(x) = τ
(
gs(x) + (v − 1)(γ(x)− α(v
n′x))
)
∈ τ(ψ(φ(C)) : (v − 1)s) = Cs.
As stated above, we conclude that 〈gs(x)〉 ⊆ Cs as ideals in Fpm[x]/〈x
n−
λ0〉 for all s = 0, 1, . . . , p
k − 1. By Theorem 2.3 and the properties of consta-
cyclic codes over finite fields, we have
(pm)p
kn−deg(g(x)) = |C| = |ψ(φ(C))| =
pk−1∏
s=0
|Cs|
≥
pk−1∏
s=0
|〈gs(x)〉| = (p
m)
∑pk−1
s=0 (n−deg(gs(x))).
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From this and by g(x) =
∏pk−1
s=0 gs(x), we deduce that |Cs| = |〈gs(x)〉|. Hence
Cs = 〈gs(x)〉, i.e. gs(x) is the generator polynomial of Cs for all s. 
4. An Example
We consider negacyclic codes of length 7 · 2l over F7 where l is an integer
satisfying l ≥ 3. It is known that x2
l
+ 1 = f1(x)f2(x)f3(x)f4(x) where
f1(x) = x
2l−2 + x2
l−3
+ 6, f2(x) = x
2l−2 + 6x2
l−3
+ 6,
f3(x) = x
2l−2 + 4x2
l−3
+ 6, f4(x) = x
2l−2 + 3x2
l−3
+ 6,
which are irreducible polynomials in F7[x] (see [1], for example).
As (x2
l
+1)7 = f1(x)
7f2(x)
7f3(x)
7f4(x)
7, all distinct 4096 negacyclic codes
over F7 of length 7 · 2
l are given by
C(j1,j2,j3,j4) = 〈f1(x)
j1f2(x)
j2f3(x)
j3f4(x)
j4〉, 0 ≤ j1, j2, j3, j4 ≤ 7.
The dimension of C(j1,j2,j3,j4) is equal to k = 7 · 2
l − 2l−2(j1 + j2 + j3 + j4).
By Theorems 3.3 and 3.4, C(j1,j2,j3,j4) is monomially equivalent to the matrix-
product code [C6, C5, C4, C3, C2, C1, C0] · A, where Cs = 〈gs(x)〉, 0 ≤ s ≤ 6,
which is a negacyclic code over F7 of length 2
l with generator polynomial
gs(x) =
∏
jt>s,1≤t≤4
fjt(x), and A =


1 1 1 1 1 1 1
6 5 4 3 2 1 0
1 3 6 3 1 0 0
6 3 4 1 0 0 0
1 5 1 0 0 0 0
6 1 0 0 0 0 0
1 0 1 0 0 0 0


is a NSC ma-
trix over F7. By Theorem 2.1, the minimum Hamming distance of C(j1,j2,j3,j4)
is equal to d = mid{7d6, 6d5, 5d4, 4d3, 3d2, 2d1, d0 | ds 6= 0, 0 ≤ s ≤ 6}, where
ds is the minimum Hamming distance of Cs satisfying
ds =


1, if gs(x) = 1;
3, if gs(x) = fi(x), 1 ≤ i ≤ 4;
3, if gs(x) = fi(x)fj(x), (i, j) = (1, 2), (3, 4);
5, if gs(x) = fi(x)fj(x), (i, j) = (1, 3), (1, 4), (2, 3), (2, 4);
7, if gs(x) = fi(x)fj(x)fk(x), 1 ≤ i < j < k ≤ 4;
0, if gs(x) = f1(x)f2(x)f3(x)f4(x).
for s = 0, 1, . . . , 6. From this and by C6 ⊇ C5 ⊇ C4 ⊇ C3 ⊇ C2 ⊇ C1 ⊇ C0,
we deduce that d ∈ {1, 2, 3, 4, 5, 6, 7, 9, 10, 12, 14, 15, 18, 20, 21, 25, 28, 30, 35,
13
42, 49, 0}. Now, let l = 3. In the following table, Nd is the number of ne-
gacyclic codes over F7 of length 56 with minimum Hamming distance d, kd
is the possible value for the dimension of a code with minimum Hamming
distance d and e(d,kd) is the number of negacyclic codes over F7 of length 56
with minimum Hamming distance d and dimension kd.
d Nd k
e(d,kd)
d
2 15 481, 504, 526, 544
3 175 282, 304, 326, 348, 3610, 3812, 4015, 4220, 4424, 4628, 4826, 5016
524, 524
4 161 321, 344, 3610, 3820, 4030, 4236, 4432, 4620, 488
5 483 241, 264, 2814, 3028, 3246, 3464, 3678, 3884, 4076, 4252, 4428, 468
6 765 161, 184, 2010, 2220, 2436, 2660, 2884, 30104, 32114, 34112, 3696
3872, 4040, 4212
7 1417 81, 104, 1210, 1424, 1646, 1876, 20110, 22144, 24174, 26192, 28188
30164, 32128, 3488, 3652, 3816
9 78 202, 228, 2412, 2612, 2812, 3012, 3212, 348
10 36 244, 268, 288, 308, 328
12 122 162, 188, 2016, 2220, 2420, 2620, 2820, 3016
14 260 124, 1412, 1624, 1836, 2044, 2248, 2444, 2632, 2816
15 130 122, 148, 1616, 1820, 2024, 2228, 2424, 268
18 146 82, 108, 1216, 1424, 1628, 1828, 2024, 2216
20 36 164, 1816, 2016
21 194 42, 68, 816, 1028, 1240, 1444, 1640, 1816
25 12 124, 148
28 20 84, 108, 128
30 12 84, 108
35 24 44, 612, 88
42 4 44
49 4 24
Precisely, the minimum Hamming distances of all 4094 nontrivial nega-
cyclic codes of length 7·2l over F7 for any integer l ≥ 3 are given by Appendix.
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Appendix. Nontrivial negacyclic codes of length 7 · 2l over F7
In the following, C(j1,j2,j3,j4) = 〈f1(x)
j1f2(x)
j2f3(x)
j3f4(x)
j4〉 is a negacyclic
codes of length 7 · 2l over F7 and d is its minimal Hamming distance.
• d = 2, if d0 = 0 and d1 = 1. There are 15 codes: C(j1,j2,j3,j4), where
j1, j2, j3, j4 ∈ {0, 1} and (j1, j2, j3, j4) 6= (0, 0, 0, 0).
• d = 3, if d0 = 3 and d1 6= 1; or d0, d1 6= 1 and d2 = 1. There are
175 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following five
conditions:
(i) (j1, j2, j3, j4) = (a, 0, 0, 0), (0, a, 0, 0), (0, 0, a, 0), (0, 0, 0, a), 2 ≤ a ≤ 7.
(ii) (j1, j2, j3, j4) = (a, b, 0, 0), (0, 0, a, b), where (a, b) ∈ {1, 2, 3, 4, 5, 6,
7}2 \ {(1, 1)}.
(iii) (j1, j2, j3, j4) = (a, 0, b, 0), (a, 0, 0, b), (0, a, b, 0), (0, a, 0, b), where (a,
b) = (1, 2), (2, 1), (2, 2).
(iv) (j1, j2, j3, j4) = (a, b, c, 0), (a, b, 0, c), (a, 0, b, c), (0, a, b, c), (a, b, c) ∈
{1, 2}3 \ {(1, 1, 1)}.
(v) (j1, j2, j3, j4) ∈ {1, 2}
4 \ {(1, 1, 1, 1)}.
• d = 4, if d0 = 0, 5, 7, d1, d2 6= 1 and d3 = 1. There are 161 codes:
C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following three conditions:
(i) (j1, j2, j2, j4) = (a, 0, b, 0), (a, 0, 0, b), (0, a, b, 0), (0, a, 0, b), where (a, b)
∈ {1, 2, 3}2 \ {1, 2}2.
(ii) (j1, j2, j2, j4) = (a, b, c, 0), (a, b, 0, c), (a, 0, b, c), (0, a, b, c), where (a, b,
c) ∈ {1, 2, 3}3 \ {1, 2}3.
(iii) (j1, j2, j2, j4) ∈ {1, 2, 3}
4 \ {1, 2}4.
• d = 5, if d0 = 5, and d1, d2, d3 6= 1; or d0 = 0, 7, d1, d2, d3 6= 1 and
d4 = 1. There are 483 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of
the following three conditions:
(i) (j1, j2, j2, j4) = (a, 0, b, 0), (a, 0, 0, b), (0, a, b, 0), (0, a, 0, b), where (a, b)
∈ {1, 2, 3, 4, 5, 6, 7}2 \ {1, 2, 3}2.
(ii) (j1, j2, j2, j4) = (a, b, c, 0), (a, b, 0, c), (a, 0, b, c), (0, a, b, c), where (a, b,
c) ∈ {1, 2, 3, 4}3 \ {1, 2, 3}3.
(iii) (j1, j2, j2, j4) ∈ {1, 2, 3, 4}
4 \ {1, 2, 3}4.
• d = 6, if d0 = 0, 7, d1 = 3 and d2, d3, d4 6= 1; or d0 = 0, 7, d1 6= 1, 3,
d2, d3, d4 6= 1 and d5 = 1. There are 765 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4)
satisfies one of the following seven conditions:
(i) (j1, j2, j3, j4) = (a, 1, 1, 1), (1, a, 1, 1), (1, 1, a, 1), (1, 1, 1, a), where a =
5, 6, 7.
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(ii) (j1, j2, j3, j4) = (a, b, 1, 1), (1, 1, a, b), where (a, b) ∈ {2, 3, 4, 5, 6, 7}
2 \
{2, 3, 4}2.
(iii) (jt1 , jt2 , jt3) ∈ {(a, 1, 1), (1, a, 1), (1, 1, a) | a = 5, 6, 7}, js = 0 for
s ∈ {1, 2, 3, 4} \ {t1, t2, t3}, where 1 ≤ t1 < t2 < t3 ≤ 4.
(iv) (j1, j2, j3, j4) = (a, b, 1, 0), (a, b, 0, 1), (1, 0, a, b), (0, 1, a, b), where (a, b)
∈ {2, 3, 4, 5, 6, 7}2 \ {2, 3, 4}2
(v) (jt1 , jt2 , jt3) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b) ∈
{2, 3, 4, 5}2 \ {2, 3, 4}2 and (s, t) ∈ {(1, 0), (0, 1), (1, 1)}.
(vi) (jt1 , jt2 , jt3) ∈ {2, 3, 4, 5}
3 \ {2, 3, 4}3, js ∈ {0, 1} for s ∈ {1, 2, 3, 4} \
{t1, t2, t3}, where 1 ≤ t1 < t2 < t3 ≤ 4.
(vii) (j1, j2, j3, j4) ∈ {2, 3, 4, 5}
4 \ {2, 3, 4}4.
• d = 7, if d0 = 0, d1 6= 1, 3, d2, d3, d4, d5 6= 1 and d6 = 1; or d0 = 7,
d1 6= 1, 3 and d2, d3, d4, d5 6= 1. There are 1417 codes: C(j1,j2,j3,j4), where
(j1, j2, j3, j4) satisfies one of the following five conditions:
(i) (j1, j2, j3, j4) = (a, 1, b, 1), (a, 1, 1, b), (1, a, b, 1), (1, a, 1, b), where (a, b)
∈ {2, 3, 4, 5, 6}2 \ {2, 3, 4, 5}2.
(ii) (j1, j2, j3, j4) = (a, b, c, 1), (a, b, 1, c), (a, 1, b, c), (1, a, b, c), where (a, b,
c) ∈ {2, 3, 4, 5, 6}3 \ {2, 3, 4, 5}3.
(iii) (j1, j2, j3, j4) ∈ {2, 3, 4, 5, 6}
4 \ {2, 3, 4, 5}4.
(iv) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b)
∈ {2, 3, 4, 5, 6, 7}2 \ {2, 3, 4, 5}2 and (s, t) = (1, 0), (0, 1).
(v) (j1, j2, j3, j4) = (a, b, c, 0), (a, b, 0, c), (a, 0, b, c), (0, a, b, c), where (a, b,
c) ∈ {2, 3, 4, 5, 6, 7}3 \ {2, 3, 4, 5}3.
• d = 9, if d0 = 0, d1 6= 1, 3, d2 = 3 and d3, d4, d5, d6 6= 1. There are
78 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following four
conditions:
(i) (j1, j2, j3, j4) = (2, 2, 2, 7), (2, 2, 7, 2), (2, 7, 2, 2), (7, 2, 2, 2).
(ii) (j1, j2, j3, j4) = (a, b, s, t), (s, t, a, b), where (a, b) ∈ {(7, 1), (1, 7)} and
(s, t) ∈ {(2, 1), (1, 2)}.
(iii) (j1, j2, j3, j4) = (a, b, 2, 2), (a, 2, b, 2), (a, 2, 2, b), (2, a, b, 2), (2, a, 2, b),
(2, 2, a, b), where (a, b) ∈ {(7, 1), (1, 7)}.
(iv) (j1, j2, j3, j4) = (a, b, s, t), (s, t, a, b), where (a, b) ∈ {3, 4, 5, 6, 7}
2 \
{3, 4, 5, 6}2 and (s, t) ∈ {(1, 2), (2, 1), (2, 2)}.
• d = 10, if d0 = 0, d1 = 5, d2 6= 1, 3 and d3, d4, d5, d6 6= 1. There are 36
codes: C(j1,j2,j3,j4), (j1, j2, j3, j4) = (a, 1, b, 1), (a, 1, 1, b), (1, a, b, 1), (1, a, 1, b),
where (a, b) ∈ {3, 4, 5, 6, 7}2 \ {3, 4, 5, 6}2.
• d = 12, if d0 = 0, d1, d2 6= 1, 3, d3 = 3 and d4, d5, d6 6= 1. There are
122 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following four
16
conditions:
(i) (j1, j2, j3, j4) = (7, 3, 3, 3), (3, 7, 3, 3), (3, 3, 7, 3), (3, 3, 3, 7).
(ii) (j1, j2, j3, j4) = (7, a, b, c), (a, 7, b, c), (a, b, 7, c), (a, b, c, 7), where (a, b,
c) ∈ {(3, 3, s), (3, s, 3), (3, 3, s) | s = 1, 2}.
(iii) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b)
∈ {(7, 3), (3, 7)} and (s, t) ∈ {(1, 2), (2, 1), (2, 2)}.
(iv) (j1, j2, j3, j4) = (a, b, s, t), (s, t, a, b), where (a, b) ∈ {4, 5, 6, 7}
2 \ {4, 5,
6}2 and (s, t) ∈ {(1, 3), (2, 3), (3, 3), (3, 1), (3, 2)}.
• d = 14, if d0 = 0, d1 = 7, d2, d3 6= 1, 3 and d4, d5, d6 6= 1. There are
260 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following two
conditions:
(i) (j1, j2, j3, j4) = (a, b, c, 1), (a, b, 1, c), (a, 1, b, c), (1, a, b, c), where (a, b, c)
∈ {4, 5, 6, 7}3 \ {4, 5, 6}3.
(ii) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b) ∈
{4, 5, 6, 7}2 \ {4, 5, 6}2 and (s, t) ∈ {(1, 2), (1, 3), (2, 1), (3, 1)}.
• d = 15, if d0 = d1 = 0, d2, d3 6= 1, 3, d4 = 3 and d5, d6 6= 1. There are
130 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following five
conditions:
(i) (j1, j2, j3, j4) = (a, 2, b, 2), (a, 2, b, 2), (2, a, b, 2), (2, a, 2, b), where (a, b)
∈ {(7, 4), (7, 5), (7, 6), (7, 7), (4, 7), (5, 7), (6, 7)}.
(ii) (j1, j2, j3, j4) = (7, 4, 4, 4), (4, 7, 4, 4), (4, 4, 7, 4), (4, 4, 4, 7).
(iii) (j1, j2, j3, j4) = (a, b, 4, 4), (a, 4, b, 4), (a, 4, 4, b), (4, a, b, 4), (4, a, 4, b),
(4, 4, a, b), where (a, b) ∈ {(7, 2), (7, 3), (2, 7), (3, 7)}.
(iv) (j1, j2, j3, j4) = (a, b, s, t), (s, t, a, b), where (a, b) ∈ {(7, 5), (7, 6), (7,
7), (5, 7), (6, 7)} and (s, t) ∈ {(4, 2), (4, 3), (4, 4), (2, 4), (3, 4)}.
(v) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b) ∈
{(7, 4), (4, 7)} and (s, t) ∈ {(3, 3), (3, 3), (2, 3)}.
• d = 18, if d0 = d1 = 0, d2, d3, d4 6= 1, 3, d5 = 3 and d6 6= 1. There are
146 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following four
conditions:
(i) (j1, j2, j3, j4) = (7, 5, 5, 5), (5, 7, 5, 5), (5, 5, 7, 5), (5, 5, 5, 7).
(ii) (j1, j2, j3, j4) = (7, a, b, c), (a, 7, b, c), (a, b, 7, c), (7, a, b, c), where (a, b,
c) ∈ {(5, 5, t), (5, t, 5), (t, 5, 5) | t = 2, 3, 4}.
(iii) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b)
∈ {(7, 5), (5, 7)} and (s, t) ∈ {2, 3, 4}2 \ {(2, 2)}.
(iv) (j1, j2, j3, j4) = (a, b, s, t), (s, t, a, b), where (a, b) ∈ {(7, 6), (7, 7), (6,
7)} and (s, t) ∈ {(5, 2), (5, 3), (5, 4), (5, 5), (2, 5), (3, 5), (4, 5)}.
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• d = 20, if d0 = d1 = 0, d2 = 0, 7, d3 = 5, d4, d5 6= 1, 3 and d6 6= 1. There
are 36 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t),
(s, a, t, b), (a, b) ∈ {(7, 6), (7, 7), (6, 7)} and (s, t) ∈ {(2, 3), (3, 3), (3, 2)}.
• d = 21, if d0 = d1 = 0, d2 = 7, d3 6= 1, 3, 5, d4, d5 6= 1, 3 and d6 6= 1; or
d0 = d1 = d2 = 0, d3 6= 1, 3, 5, d4, d5 6= 1, 3 and d6 = 3. There are 194 codes:
C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following six conditions:
(i) (j1, j2, j3, j4) = (a, b, c, 2), (a, b, 2, c), (a, 2, b, c), (2, a, b, c), where (a, b,
c) ∈ {6, 7}3 \ {(6, 6, 6)}.
(ii) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b), where (a, b) ∈
{(7, 6), (7, 7), (6, 7)} and (s, t) ∈ {(2, 4), (2, 5), (4, 2), (5, 2)}.
(iii) (j1, j2, j3, j4) = (7, 6, 6, 6), (6, 7, 6, 6), (6, 6, 7, 6), (6, 6, 6, 7).
(iv) (j1, j2, j3, j4) = (7, a, b, c), (a, 7, b, c), (a, b, 7, c), (a, b, c, 7), where (a, b,
c) ∈ {(6, 6, t), (6, t, 6), (t, 6, 6) | t = 3, 4, 5}.
(v) (j1, j2, j3, j4) = (a, s, b, t), (a, s, t, b), (s, a, b, t), (s, a, t, b) where (a, b) ∈
{(7, 6), (6, 7)} and (s, t) ∈ {3, 4, 5}2 \ {(3, 3)}.
(vi) (jt1 , jt2 , jt3) = (7, 7, s, t), (s, t, 7, 7), where (s, t) ∈ {(6, 3), (6, 4), (6, 5),
(6, 6), (3, 6), (4, 6), (5, 6)}.
• d = 25, if d0 = d1 = d2 = 0, d3 6= 1, 3, 5, d4 = 5 and d5, d6 6= 1, 3. There
are 12 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) = (7, s, 7, t), (7, s, t, 7), (s, 7, 7,
t), (s, 7, t, 7), (s, t) ∈ {(4, 3), (3, 4), (4, 4)}.
• d = 28, if d0 = d1 = d2 = 0, d3 = 7, d4 6= 1, 3, 5 and d5, d6 6= 1, 3. There
are 20 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following two
conditions:
(i) (j1, j2, j3, j4) = (7, 7, 7, 3), (7, 7, 3, 7), (7, 3, 7, 7), (3, 7, 7, 7).
(ii) (j1, j2, j3, j4) = (7, s, 7, t), (7, s, t, 7), (s, 7, 7, t), (s, 7, t, 7), where (s, t)
∈ {(3, 5), (3, 6), (5, 3), (6, 3)}.
• d = 30, if d0 = d1 = d2 = d3 = 0, d4 6= 1, 3, 5, d5 = 5 and
d6 6= 1, 3. There are 12 codes: C(j1,j2,j3,j4), where (j1, j2, j3, j4) = (7, s, 7, t),
(7, s, t, 7), (s, 7, 7, t), (s, 7, t, 7), (s, t) ∈ {(4, 5), (5, 5), (5, 4)}.
• d = 35, if d0 = d1 = d2 = d3 = 0, d4 = 7, d5 6= 1, 3, 5 and d6 6= 1, 3; or
d0 = d1 = d2 = d3 = d4 = 0, d5 6= 1, 3, 5 and d6 = 5. There are 24 codes:
C(j1,j2,j3,j4), where (j1, j2, j3, j4) satisfies one of the following two conditions:
(i) (j1, j2, j3, j4) = (7, 7, 7, 4), (7, 7, 4, 7), (7, 4, 7, 7), (4, 7, 7, 7).
(ii) (j1, j2, j3, j4) = (7, s, 7, t), (7, s, t, 7), (s, 7, 7, t), (s, 7, t, 7), where (s, t)
∈ {(4, 6), (5, 6), (6, 6), (6, 5), (6, 4)}.
• d = 42, if (j1, j2, j3, j4) = (7, 7, 7, 5), (7, 7, 5, 7), (7, 5, 7, 7), (5, 7, 7, 7).
• d = 49, if (j1, j2, j3, j4) = (7, 7, 7, 6), (7, 7, 6, 7), (7, 6, 7, 7), (6, 7, 7, 7).
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