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Several organizations are making forecast uncertainty calculations based on running ensembles of forecast models. However, ensembles are not being run in support of battlefield operations. In response to the workshop recommendation, a limited study was performed to associate forecast model uncertainty with forecast accuracy.
The author acknowledges the contributions of Dr. Teizi Henmi, who set up the MM5 model and observation domain over Utah for a previous study. The existing results from that study included many forecasts of basic surface weather parameters. These forecasts were validated against observations to quantify the occurrences of different error amounts. This report documents the forecast errors seen, with the partially addressed goal of relating the forecast errors to model uncertainty in a way useful to Army decision makers.
Summary
The meteorological community is recognizing the need for incorporating weather forecast uncertainty along with the forecasts provided to users. A consensus has formed that a forecast range or a confidence level associated with a single forecast value can lead users to make better decisions. On the battlefield, weather intelligence and decision aids are frequently automated, based on a single deterministic value produced by a numerical weather forecast model. Researchers are investigating various approaches to determine and portray weather forecast uncertainty. However, some of these approaches are not currently viable for use on the battlefield because of the amount of computing power or data communications required. This study investigated weather forecast uncertainty in a compilation of forecast errors in the Penn State/National Center for Atmospheric Research fifth-generation Mesoscale Model (MM5).
MM5 forecast outputs were compared to observations of basic surface weather parameters at 50-70 Utah MesoWest sites. The forecasts covered 24 hourly forecasts for each of 50 days during the winter of 2002. The frequency of occurrence of the resulting error amounts was tabulated and is presented in this report. Some effort was included to relate changes in error frequencies to readily available information on the battlefield, such as the month, the forecast time, the observed value, the forecast value, and the station elevation.
These relationships either did not appear to be significant, or the limited time and space of the data included do not allow for useful generalizations to be made. The error data presented may be useful in relaying information to MM5 users on the general model accuracy seen for one specific and difficult forecast location. Emphasis is given to the percentage of forecasts meeting the U.S. Army's stated accuracy requirements for temperature, dew-point temperature, wind speed, and wind direction. The results for the percentage of forecasts that were correct for all the times and stations combined were: 25 percent for temperature within 1° C; 24 percent for dewpoint temperature within 1° C; 73 percent for wind speed within 2.5 m/s; and 7 percent for wind direction within 5º. The percentages given for correct wind speed and wind direction forecasts may be misleading. Users will often want wind speed forecasts to be more accurate than plus or minus 2.5 m/s. On the other hand, wind direction forecasts will often be acceptable at less stringent limits than plus or minus 5°.
This report presents a simple approach for using historical error amounts to modify the single forecast value generated by the model to a range of values. This can be accomplished by a user specifying the level of confidence desired in a particular instance or by a human forecaster tagging a specific day's model output with an estimate of high, medium, or low confidence.
Introduction
Weather forecast users understand that the forecast may be wrong. When decisions must be made using imperfect weather information, it would be helpful to know the amount of uncertainty associated with the predicted weather. The meteorological community is attempting to address this goal through a variety of approaches, including:
Categorizing forecast confidence levels based on specific situations and experience.
Providing a probability or range forecast rather than a single deterministic value.
Running an ensemble of separate model outputs using different models or different initial conditions for a single model.
An expert weather forecaster may be familiar with a particular model's bias and error tendencies, but these trends often pertain only to a particular place and time. Many users do not have any quantitative knowledge about probable forecast model errors.
On the battlefield, the primary weather forecast model used in support of Army operations is the Penn State/National Center for Atmospheric Research fifth-generation Mesoscale Model (MM5) (1) . This study quantifies the MM5 forecast errors seen in an existing data set generated in a previous nowcasting research effort (2) . The results cannot be generalized to other times or locations based on this limited analysis, but they do provide a single set of quantified forecast error occurrences.
Methodology

MM5 Model Runs
Each MM5 model run was initialized with 30 hours of Global Forecast System (GFS) model output data (3). The initial 6 hours served as spin-up time prior to the 24 hourly forecast validation times. The MM5 was then run in 3 nests on the Army High Performance Computing Resource Center's Cray computer:
The outer nest contained 55 x 55 grid points at 45 km grid point spacing for a 2430 x 2430 km domain.
The middle nest consisted of 55 x 55 grid points at 15 km grid point spacing, covering a 810 x 810 km domain.
The inner nest included 85 x 85 grid points at 5 km grid point spacing, resulting in a 420 x 420 km domain.
Hourly output from the inner nest was saved each day for 01Z through 00Z, equating to 6 p.m. through 5 p.m. the following day, local Utah time.
The area of the inner nest is shown by the green square in figure 1 . The red dots indicate locations registered by the Utah MesoWest cooperative as having surface observing stations, but many of the locations do not report the required data on the hour to be used for these evaluations (4). The smaller blue rectangles indicate areas with appropriate stations reporting at the beginning of the study. MM5 forecasts of temperature, dew-point temperature, and u-and v-wind components at the grid points were bilinearly interpolated to the surface station locations. Well over 100 different stations within the MM5 domain reported observations on some of the various days covered. Typically, however, approximately 50-70 stations would be available at a forecast time.
The model forecast runs were performed beginning mid December 2002 through February 2003 for days when the GFS model and the surface observations were available. During this period, a total of 50 days was used, including 8 in December, 18 in January, and 24 in February.
Forecast Accuracy Analysis
The forecast value of the basic weather parameter provided by the MM5 model was compared to the observed value. Since the ultimate goal is to be able to provide information beneficial to Army decision makers, the error ranges were generally grouped relative to the accuracy requirement stated by Army intelligence experts (5). The desired forecast accuracy for both temperature and dew-point temperature is within 1°C. An analysis of relative humidity might be more meaningful to many users than dew-point temperature, but the surface observation stations used in the study reported dew-point temperature and not relative humidity. The Army has specified that wind speed forecasts are needed within an accuracy of 5 kts. An accuracy requirement stated as a percentage of the actual wind speed value would often reflect a more realistic specification than the static value given, but for this analysis the value was simply
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general areas with stations reporting rounded to 2.5 m/s. Wind direction data were omitted for any observation with wind speed less than 1 m/s to reduce the misleading errors associated with light and variable winds. The Army's wind direction accuracy requirement of 5º is highlighted in this analysis, but in general a more reasonable range of 45° is included.
One of the aims in investigating weather forecast uncertainty is to be able to provide information to decision makers on when the forecast is expected to be more or less accurate. The data set available for this study did not contain information on the actual weather synoptic situations, and no attempt has been made here to associate forecast errors with specific weather scenarios. A list of readily available factors that might be associated with forecast error amounts was devised, to include: The following section will provide the forecast errors seen as a function of these variables, although some are covered only briefly.
Results
Forecast Errors Associated with the Month
All of the model runs were performed during a single winter, with 8 days in December, 18 in January, and 24 in February. Basic error statistics are provided separately for each of these three months for temperature and dew-point temperature in table 1 and for wind speed and wind direction in table 2. The left column labeled OBS under each weather parameter contains statistics of the observed data highlighting the large range of values seen, including some erroneous observations. Some bad observations were deleted before running the statistics, but other bad data points were not found until after all the statistical analyses had been calculated. The small number of incorrect reported observations should not have a significant impact on the average error values based on many thousands of validations. The temperature and dew-point temperature forecasts reflect a warm bias in each month, but by differing amounts. The average absolute error values are slightly higher in January than in December or February. The number of validations for wind direction totals about one-quarter to one-third the number for wind speed. This drop reflects the large percentage of wind observations with speed less than 1 m/s, which were not used in the wind direction statistics. The predominance of light wind speeds contributed to relatively low wind speed errors. The average errors in wind speed and wind direction were virtually identical in the January and February results.
Comparing the forecast accuracies across these three specific months shows that there can be significant differences in the bias or absolute error occurrences. It is impossible to draw any conclusions about long-term error trends associated with a particular month from this limited study. It seems logical that any change in systemic biases might be related to different seasons, but with data from only a single season in a single year, no further investigations relating to monthly differences would be worthwhile.
Forecast Errors Associated with the Forecast Time
Another factor potentially associated with varying forecast error amounts is the time of day. Since each of the forecast model runs was initialized at 01Z (6 p.m. local time), the following results cannot treat the time of day independently from the lag time of the hourly forecasts from 1-24 hours. In spite of this limitation, the December forecasts were analyzed by time of day by grouping the results in six 4-hour intervals. Figure 2 shows the results for these time periods for temperature forecasts from the 8 days in December. Points on the graph correspond to the percentage of the forecasts falling within the error category listed on the x-axis. The categories are bands covering 2° C error ranges, extending from an underforecast of 7 to 9º at the left side of the chart to an overforecast of 11 to 13º at the right side. The midday and afternoon forecasts contain slightly less of a warm bias than the other times, but the differences between the different groups of forecast times are not very large. The percentage of the forecasts meeting the Army's stated requirement of temperature forecasts within plus or minus 1° C ranges from 32 percent of the evening forecasts to 27 percent of the afternoon forecasts. A similar chart for wind speed forecast errors is provided in figure 3 . The documented Army requirement for wind speed forecasts within plus or minus 2.5 m/s is very broad, particularly in low wind cases. Rather than use consistent 5 m/s error bands providing minimal information, these results show 2.5 m/s error ranges. accuracy can still easily be determined by adding the -2.5 to 0 m/s error occurrences with the 0 to +2.5 m/s errors. The morning forecasts were most likely to contain wind speeds higher than those actually observed. This bias was prevalent throughout all the time periods, based on the generally low wind speeds observed. The percentage of forecasts within the required accuracy varied from 58 percent in the midday forecasts to 68 percent in the evening forecasts. While the wind speed accuracy requirement of plus or minus 2.5 m/s may be broader than desired, the wind direction forecast goal of plus or minus 5° seems exceedingly stringent. This study incorporates error bands covering 45º, but the errors falling within the -5 to +5° range are totaled separately, in order to specify the percentage of forecasts actually meeting the requirement as it stands. Note that in figure 4 , the x-axis values to the left and right of this -5 to 5° point incorporate ranges of 40º each, so summing the errors falling within these three ranges gives the percentage of forecasts accurate within plus or minus 45°. The remaining points include 45° ranges, where of course an error of -180º is identical to an error of +180º. The wind direction error in these cases exhibits a slightly greater bias in the counterclockwise direction in the evening and in the clockwise direction by the afternoon forecast.
Wind Speeds
All One aspect to the question, "How good is the forecast model?" is how often it meets the required accuracy. This is certainly too simplistic, especially since the required accuracy depends on the situation rather than being a constant fixed value. However, since this study easily provides the data on how often the required accuracy is satisfied, several charts highlighting this information are included. Figure 5 summarizes this information by forecast time. The wind speed forecasts show a significant decrease in percent accuracy from the evening forecasts to the morning through afternoon forecasts. The temperature forecasts reflect a small decrease in accuracy by the midday forecasts, although the dew-point temperature forecasts are accurate slightly more often at those times. The wind direction forecasts that fall within 5° of the observed wind direction are depicted by the light green circles, while those within 45º are the dark green circles specified as WD+ in the legend. The 45° criterion is met most frequently during the morning and midday forecast times.
Wind Directions
All December Forecast Hours 1-24 These results do not show consistent differences in the forecast accuracy between the various times of day. Some of the apparent differences may be attributed to the model start time rather than the relative capability of the model to forecast for different times of the day or night. However, a drop-off in forecast accuracy from the 1-hour to the 24-hour forecasts is not evident to the extent expected. Since the results did not appear promising for providing useful information to decision makers, this analysis by forecast time was not performed for the entire data set after acquiring the January and February data.
Forecast Errors Associated with the Observed Value of the Parameter
Another analysis considered with the initial December results involved correlating temperature forecast errors with the observed values. Figure 6 reveals these errors as a well-defined function of the actual temperature value reported. Although the number of cases with observed temperatures in the most extreme categories is small, the trend for the coldest temperatures to be overforecast and for the hottest temperatures to be underforecast is very clear. Figure 7 shows this substantial drop in the percent of forecasts satisfying the plus or minus 1° C accuracy requirement. The percent of forecasts seen as accurate in these December cases was 37 percent when the observed temperature fell between 5 below and 5 above 0° C, but dropped by 10 percent or more in each 5º observed temperature range category moving away from these more moderate values. After considering these results, it was decided that the approach of relying on observed values would not be of much benefit to users, since they would not know the observed value ahead of time. It is generally intuitive that extreme cases are more likely to be missed, so no further analyses were performed using this method for the other weather parameters or the January or February data.
Forecast Errors Associated with the Forecast Value of the Parameter
The association of extreme observations with greater forecast error may be similar to the one expected for extreme forecast values. Human weather forecasters generally believe that "going out on a limb" with a forecast well outside the normal values is usually riskier than a more moderate forecast. Numerical weather forecast models do not temper calculated values that fall far from climatological or persistence-based expectations. The investigations considering forecast values described in this section include the data from all three months used in this study.
As can be seen in figure 8 , the bias for predicting too warm temperatures shows up even in the small number of hottest forecasts. Incorporating some sort of bias correction to these forecasts was considered, using the average bias from the preceding month. A quick look at the average bias amounts listed in table 1 indicates that correcting January temperature and dew-point temperature forecasts based on the December bias amounts would have decreased the average error amount. On the other hand, using the January average bias to modify the February forecasts for these parameters would have simply transformed a 1° C warm bias into a 1° C cold bias. Since the data period used in this study was quite limited, no bias correction method was pursued. The great majority of wind speed forecasts were for wind speeds below 2.5 m/s or for wind speeds between 2.5 and 5 m/s. These forecasts were predominantly within the 2.5 m/s accuracy requirement. Figure 9 shows the wind speed errors associated with the wind speed forecast categories. Not surprisingly, the highest wind speed forecasts were much more likely to be too high than too low. Providing useful information relating to general wind direction error tendencies can be more difficult than with other basic weather parameters. Wind direction is frequently listed as one of the most important variables for Army users. However, wind direction rules driven by the numerical forecast are not commonly included in automated decision aids, since the rules typically specify a cross wind or some relative direction rather than a fixed compass direction. Figure 10 consists of forecast errors in wind direction in a similar fashion as previous charts. The eight forecast wind direction range categories are labeled by compass direction name, with each category encompassing 22.5° on either side of the compass point. The average bias amount of wind direction error is a relatively smaller percentage of total error than seen in the other parameters.
Decision makers may not be able to easily use information on wind direction bias. A bar chart is provided in figure 11 , incorporating only the December results as an example of an alternate way to view this information. Some people may find the errors stand out somewhat more clearly than in the overlapping line chart, but the chart still requires considerable explanation and study to determine the desired information. In the bar chart, the forecast wind direction categories displayed on the x-axis are equivalent to those used as separate lines in figure 10 . The forecast error categories associated with each individual forecast direction are portrayed in a separate color. However, the error categories themselves are not identical, because in the bar chart the errors are counted according to observed compass direction categories as opposed to strictly the number of degrees difference in the forecast and observed wind values. A small error could occasionally result in a validation in the neighboring category. The information contained in the bars in figure 11 is described after the figure. For each forecast direction, the percentage of observations from that same direction is indicated by a striped bar.
The bars to the immediate left of the striped bar for each specific color include the percent of cases where the observed wind was one 45º wind category counter-clockwise to the forecast category.
Likewise, the bars to the immediate right of the striped bars include the total cases where the observed wind was one 45° wind category clockwise from the forecast category.
The remaining bars to the left and right within each group show the percentage of time the observed wind direction is from categories increasingly distant from the forecast category in the counter-clockwise and clockwise directions, respectively.
The highest percentages of accurate forecasts occur when the forecast is for wind direction from the northwest, south, or north. When the forecast wind direction is north, the observed wind cases are very predominantly from the north or northwest. A similar statement can be made for northeast forecast winds, with the validating wind most often from the northeast or the adjacent counter-clockwise direction of north. However, northeast forecasts do not verify correctly as often as north wind forecasts, and forecasts for east winds show the lowest accuracy of any direction. This bar chart is included for illustrative purposes since it is only based on the eight forecast days in December. Another option for illustrating all the wind direction data is provided in table 3, which also includes only the December cases. Color coding can highlight trends for an initial inspection, but a thorough analysis of the results included in a table like this can still be time-consuming. The following list summarizes a few conclusions from the December wind direction forecasts.
The forecasts with an easterly component were somewhat less accurate.
Forecasts for south or northwest winds verified accurately most often, but south winds were still forecast more frequently than they occurred.
Actual wind directions show up opposite from the direction forecast in about 5 percent of the cases, ranging from 3 percent when the forecast direction is north to 8 percent when the forecast direction is southeast. For this study, no information is provided on whether or not frontal passages occurred on the included dates, potentially leading to timing errors on wind direction shifts.
The observed wind direction was within the correct or adjacent compass wind direction the majority of the time, ranging from 49 percent of the forecasts for east winds to at least 70 percent of the cases when the model forecast winds were from the northwest, south, or north. 10-20%
20-30%
For the given forecast wind direction, the cell color depicts the percent of time the observed wind is from the noted direction 30-40% Cells enclosed in double borders indicate the observed wind is from the same direction as the forecast wind 0.00
Red text indicates the observed wind is from the opposite direction as the forecast wind Returning to the complete results for all three months, figure 12 depicts the relationship between the percent of accurate forecasts and the forecast value for temperature, dew-point temperature, wind speed, and wind direction. As with the observed values, when the forecast value is for an infrequent occurrence, it tends to be less accurate.
Obviously, the most notable trend is the steep drop in accuracy as wind speeds become higher.
A lesser but still significant difference exists between wind forecasts for north to east winds being accurate about 10 percent less frequently than from other directions. These numbers are not equivalent to the ones presented in figure 11 or table 3 because those included only the December model runs. Also, the previous discussions were based on discrete compass direction categories, while figure 12 wind direction accuracy percentages rely on a straight calculation of the difference between observed wind direction and forecast wind direction being less than 45º.
Only a slight impact can be seen on the hottest or coldest forecast temperatures and dewpoint temperatures.
Forecast Errors Associated with the Station Elevation
Forecast models are frequently presumed to have difficulty handling complex terrain. The elevation may not be resolved well at specific station locations, and the scale of local orographic effects may not be represented by the model physics. The northern Utah area used in this study consists of widely varying terrain, so it seems logical to look for a correlation between station elevation and forecast accuracy. The surface stations were arbitrarily divided into categories of low (below 1500 m), middle (1500-2200 m), and high (above 2200 m). 
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The temperature errors for each of the three elevation categories are shown in figure 13 . The forecast bias toward too warm temperatures is most prevalent at the higher stations. The dew-point temperature accuracies are similar to those for the temperature forecasts, but the low stations show a greater improvement over the middle stations, as seen in figure 14 . On the other hand, figure 16 reveals wind direction forecasts significantly more accurate at the high stations. Cases with wind speeds below 1 m/s are omitted in these results, but it is still likely that greater wind direction variability at the lower stations causes more difficulty in forecasting this parameter. This study indicated that varying forecast error amounts may be associated with station elevation, based on data from many surface stations in each of the selected elevation categories separated by 1500 and 2200 m (4900 and 7200 ft). A check of the lowest and highest subset of the stations below 1300 m and above 2500 m did not highlight any great differences from the less stringent definition used for low and high stations. The forecast error trends as a function of station height are summarized below:
Temperatures and dew-point temperatures were more likely to be over-forecast at the high stations.
Since the dew-point error tends to be in the same direction as the temperature error, relative humidity forecasts might not reflect as much difference between the higher and lower stations.
Wind speeds were somewhat less accurate at the high stations, but not by a lot considering they can be expected to be stronger with more room for error.
The wind direction forecasts were accurate more often at the high stations.
Forecast Errors for All Cases
In this study, it appears that consideration of the station elevation may provide some insight into the frequency of various errors in the MM5 forecasts. These differences cannot be generalized to other locations or times. Since the forecast errors don't appear to vary significantly with several of the factors considered, it seems worthwhile to view the total occurrence of the error amounts for all the cases together. However, it is still true that these findings cannot be assumed to represent MM5 errors for other times or places.
Figures 17 through 20 show the frequency of the various error amounts for temperature, dewpoint temperature, wind speed, and wind direction, respectively, for all the forecasts and stations combined. 
Conclusions
Relating Error Amounts to User Forecast Uncertainty Calculations
The previous charts all take a fair amount of study to determine the probability of various forecast errors. Table 4 presents a simplified method for users to incorporate previously observed errors into forecast uncertainty calculations. A user would choose the confidence level desired for the weather forecast, based on its criticality. Then the single forecast value output by the MM5 model would be turned into a range of values by adding and subtracting the amount listed for the confidence level chosen and the parameter of interest. Alternatively, an experienced staff weather officer (SWO) could determine a high, medium, or low confidence in the model run based on knowledge of the weather situation and the particular forecast involved. Table 5 shows values that could be used to modify the single forecast value in these cases. The ranges associated with these high, medium, and low confidence levels are similar to the user's desired 25 percent, 50 percent, and 75 percent confidence levels, respectively. Bias trends have been ignored in the forecast ranges calculated from the values in tables 4 and 5. Correcting for biases, if known, would result in smaller forecast ranges for each confidence level. In the forecasts used for this study, the improvements based on correcting for bias errors would be most pronounced for temperature and dew-point temperature. Cells shaded red in table 5 highlight forecast ranges larger than the Army's stated accuracy requirement. Note that a model forecast at the high confidence level would still result in a total wind direction forecast range of 40°. If users truly find this amount of variability to be unacceptable, they certainly wouldn't be satisfied with the vast majority of wind direction forecasts.
Recommendations
This study approached weather forecast uncertainty as a function of historical model errors. Many thousands of MM5 forecast values were compared to observations. However, this "history" was limited in time to three months in a single winter season, and in space to a single geographic area around northern Utah. Even within this limited domain, it is difficult to clearly identify variables that can be associated with more or less forecast uncertainty. The most promising variable appeared to be station elevation. Many more cases would need to be examined over different times and locations to determine if the forecast errors seen in this study are representative of overall MM5 performance.
The statistics generated and presented in this and similar studies could be used to answer a general question of the typical accuracy of a forecast model. But decision makers on the battlefield would benefit much more by having information on the specific uncertainty associated with the individual day's forecast. Additional efforts to quantify model forecast error will be useful.
In addition to expanding the time and space coverage of model accuracy statistics, they may be used to determine and correct for model biases. Other efforts hold more promise for providing insight into the expected error on a particular day. A possible follow-on study to the one presented in this paper could find how closely errors from the previous day or two's model runs correlate to an individual day's forecast error from the same model. It seems logical to assume that when a forecast turns out to be wrong one day, users will have a lower confidence in its accuracy the next day.
Statistics on the length or repetitiveness of poorer-than-average model performance may be useful. Although model ensembles are not currently available on the battlefield, information from ensembles may someday be used to estimate weather forecast uncertainty in tactical situations. Methods to provide uncertainty information to decision makers will need to be automated and easy to interpret. Additional information only has value if it leads to better outcomes.
Both civilian and military agencies are pursuing efforts to facilitate better decision making in the face of weather forecast uncertainty. 
