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ŝl2
(k, 0)K and
the commutant VOAS CLŝom(1,0)
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Abstract
For the Klein group K, k ∈ Z>1 and m ∈ Z>4, we study the representations of
the orbifold vertex operator algebra L
ŝl2
(k, 0)K and the commutant vertex operator
algebra of Lŝom(3, 0) in Lŝom(1, 0)
⊗3 which can be realized as the orbifold vertex
operator subalgebra L
ŝl2
(2m, 0)K or its extension. All the irreducible modules for
L
ŝl2
(k, 0)K and CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) are classified and constructed explicitly.
1 Introduction
The coset construction, initiated in [25] and [26], is one of the major ways to construct new
vertex algebras from given ones. And the commutant construction was later introduced
in [24] from the point view of vertex operator algebras. Given a vertex algebra V and a
subalgebra U ⊆ V , it has been proved in [24] that under suitable conditions CV (U), which
is called the commutant of U in V , is a vertex subalgebra of V . Since then, describing
commutant vertex operator algebras has been one of the most interesting questions in the
theory of vertex operator algebras. The orbifold construction is another important way to
construct new vertex algebras from existing ones. From the viewpoint of representations,
the orbifold theory is the representation theory for the fixed point vertex operator subal-
gebra of a vertex operator algebra under the action of a finite automorphism group. Let
V be a vertex operator algebra and G a finite group consisting of certain automorphisms
of V , the fixed point subalgebra V G = {v ∈ V | gv = v, g ∈ G} is called an orbifold vertex
operator subalgebra of V .
This paper is prompted by the results of [27]. Let g be a complex finite dimensional
simple Lie algebra, and Lgˆ(1, 0) the associated rational and simple affine vertex operator
algebra [14], [24], [37], [38]. For ℓ ∈ Z+, the tensor product Lgˆ(1, 0)⊗ℓ is still rational and
the diagonal action of gˆ on Lgˆ(1, 0)
⊗ℓ defines a vertex subalgebra Lgˆ(ℓ, 0) of level ℓ. For the
simple Lie algebra som, the commutant vertex operator algebras CL
ŝom
(1,0)⊗ℓ(Lŝom(ℓ, 0))
for m > 4, ℓ > 3 were investigated in [27]. In particular, the commutant vertex op-
erator algebra CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) can be realized as the obifold vertex operator al-
gebra L
ŝl2
(2m, 0)K if m is odd and (L
ŝl2
(2m, 0) + L
ŝl2
(2m, 2m))K if m is even, where
K 6 Aut(L
ŝl2
(2m, 0)) is the abelian Klein group of order 4. In this paper, we classify
and construct all the irreducible modules for both the orbifold vertex operator algebras
L
ŝl2
(k, 0)K for k > 1 and the commutant vertex operator algebras CL
ŝom
(1,0)⊗3(Lŝom(3, 0))
1Supported by China NSF grants No.11771281 and No.11531004. email: cpjiang@sjtu.edu.cn.
2Supported by China NSF grant No.11771281. email: ering123@sjtu.edu.cn.
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for m > 4. Note that for m = 3, CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) has been completely studied in
[6], [10], [12], [29], [33], [34].
It is well known that L
ŝl2
(k, 0) is a regular and selfdual vertex operator algebra of
CFT type for k ∈ Z+ [24], [37]. Let G be a finite solvable automorphism group of
L
ŝl2
(k, 0), then L
ŝl2
(k, 0)G is also a regular and selfdual vertex operator algebra of CFT
type [5], [42]. It follows from [19] that any irreducible L
ŝl2
(k, 0)G-module occurs in an
irreducible g-twisted L
ŝl2
(k, 0)-module for some g ∈ G. Let G = K be the Klein subgroup
of Aut(L
ŝl2
(k, 0)). We first construct twisted σ-modules of L
ŝl2
(k, 0) for every σ ∈ K.
Then by computing the associated twisted algebras introduced in [19], we classify and
construct all the irreducible modules for the orbifold vertex operator algebra L
ŝl2
(k, 0)K,
k ∈ Z+. It turns out that there are 11(k+1)2 inequivalent irreducible Lŝl2(k, 0)K-modules
if k is odd and 11k+32
2
inequivalent irreducible L
ŝl2
(k, 0)K-modules if k is even. We then
deduce that CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) has 11m + 16 inequivalent irreducible modules for
m ∈ 2Z>2 + 1, and has 8m+ 32 inequivalent irreducible modules if m ∈ 2Z>2.
The paper is organized as follows. In Section 2, we briefly review some basic notations
and facts on vertex operator algebras. In Section 3, we first give the action of the Klein
group K on L
ŝl2
(k, 0) and realize each element of K as an inner automorphism of sl2. We
next review the construction of the affine vertex operator algebra L
ŝl2
(2m, 0) by using the
fermionic vertex superalgebras. In Section 4, we classify and construct all the irreducible
modules of the orbifold vertex operator algebras L
ŝl2
(k, 0)K for k > 1 and the commutant
vertex operator algebras CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) for m > 4.
We use the usual symbols C for the complex numbers, Z for the integers, and Z+ for
the positive integers.
2 Preliminary
Let (V, Y,1, ω) be a vertex operator algebra [4], [23]. We first review basics from [15],
[16], [22] and [37]. Let g be an automorphism of the vertex operator algebra V of finite
order T . Denote the decomposition of V into eigenspaces of g as:
V =
⊕
r∈Z/TZ
V r,
where V r = {v ∈ V |gv = e−2π
√−1 r
T v}, 0 6 r 6 T −1. We use r to denote both an integer
between 0 and T − 1 and its residue class modulo T in this situation.
Definition 2.1. Let V be a vertex operator algebra. A weak g-twisted V -module is a
vector space M equipped with a linear map
YM(·, x) : V −→ (EndM)[[x 1T , x− 1T ]]
v 7−→ YM(v, x) =
∑
n∈ 1
T
Z
vnx
−n−1,
2
where vn ∈ EndM , satisfying the following conditions for 0 6 r 6 T − 1, u ∈ V r, v ∈ V ,
w ∈M :
YM(u, x) =
∑
n∈ r
T
+Z
unx
−n−1,
usw = 0 for s≫ 0,
YM(1, x) = idM ,
x−10 δ(
x1 − x2
x0
)YM(u, x1)YM(v, x2)− x−10 δ(
x2 − x1
−x0 )YM(v, x2)YM(u, x1)
= x−12 (
x1 − x0
x2
)−
r
T δ(
x1 − x0
x2
)YM(Y (u, x0)v, x2),
where δ(x) =
∑
n∈Z x
n and all binomial expressions are to be expanded in nonnegative
integral powers of the second variable.
The following Borcherds identities can be derived from the twisted-Jacobi identity
[15], [45].
[um+ r
T
, vn+ s
T
] =
∞∑
i=0
(
m+ r
T
i
)
(uiv)m+n+ r+s
T
−i, (2.1)
∞∑
i=0
(
r
T
i
)
(um+iv)n+ r+s
T
−i =
∞∑
i=0
(−1)i
(
m
i
)
(um+ r
T
−ivn+ s
T
+i− (−1)mvm+n+ s
T
−iu r
T
+i), (2.2)
where u ∈ V r, v ∈ V s, m, n ∈ Z.
Definition 2.2. An admissible g-twisted V -module is a weak g-twisted V -module which
carries a 1
T
Z+-grading M = ⊕n∈ 1
T
Z+
M(n) satisfying vmM(n) ⊆ M(n + r − m − 1) for
homogeneous v ∈ Vr, m, n ∈ 1T Z.
Definition 2.3. A g-twisted V -module is a weak g-twisted V -module which carries a
C-grading:
M = ⊕λ∈CMλ,
such that dim Mλ < ∞, Mλ+ n
T
= 0 for fixed λ and n ≪ 0, L(0)w = λw = (wtw)w for
w ∈Mλ, where L(0) is the component operator of YM(ω, x) =
∑
n∈Z L(n)x
−n−2.
Remark 2.4. If g = idV , we have the notations of weak, admissible and ordinary V -
modules [14].
Definition 2.5. A vertex operator algebra V is called g-rational if the admissible g-twisted
V -module category is semisimple. V is called rational if V is idV -rational.
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If M = ⊕n∈ 1
T
Z+
M(n) is an admissible g-twisted V -module, the contragredient module
M ′ is defined as follows:
M ′ = ⊕n∈ 1
T
Z+
M(n)∗,
where M(n)∗ = HomC(M(n),C). The vertex operator YM ′(a, z) is defined for a ∈ V via
〈YM ′(a, z)f, u〉 = 〈f, YM(ezL(1)(−z−2)L(0)a, z−1)u〉,
where 〈f, u〉 = f(u) is the natural pairing M ′×M → C. It follows from [22] and [44] that
(M ′, YM ′) is an admissible g−1-twisted V -module. We can also define the contragredient
module M ′ for a g-twisted V -module M . In this case, M ′ is a g−1-twisted V -module.
Moreover, M is irreducible if and only if M ′ is irreducible. M is said to be selfdual if M
is V -isomorphic to M ′. In particular, V is said to be a selfdual vertex operator algebra if
V is isomorphic to V ′. We recall the following concept from [46].
Definition 2.6. A vertex operator algebra is called C2-cofinite if C2(V ) has finite codi-
mension (i.e., dim V/C2(V ) <∞), where C2(V ) = 〈u−2v | u, v ∈ V 〉.
We have the following result from [1], [15] and [46].
Theorem 2.7. If V is a vertex operator algebra satisfying the C2-cofinite property, then V
has only finitely many irreducible admissible modules up to isomorphism. The rationality
of V also implies the same result.
We have the following results from [15] and [16].
Theorem 2.8. If V is g-rational vertex operator algebra, then
(1) Any irreducible admissible g-twisted V -module M is a g-twisted V -module. More-
over, there exists a number λ ∈ C such that M = ⊕n∈ 1
T
Z+
Mλ+n, where Mλ 6= 0. The
number λ is called the conformal weight of M ;
(2)There are only finitely many irreducible admissible g-twisted V -modules up to iso-
morphism.
Definition 2.9. A vertex operator algebra V is called regular if every weak V -module is
a direct sum of irreducible V -modules, i.e., the weak module category is semisimple.
Definition 2.10. A vertex operator algebra V = ⊕n∈ZVn is said to be of CFT type if
Vn = 0 for n < 0 and V0 = C1.
Remark 2.11. It is proved in [1] that for a CFT type vertex operator algebra V , regularity
is equivalent to rationality and C2-cofiniteness.
Next, we recall the notation of the commutant vertex operator algebra following [24]
and [37].
Let (V, Y,1, ω) be a vertex operator algebra of central charge cV and (U, Y,1, ω
′) a
vertex operator subalgebra of V of central charge cU . Set
CV (U) = {v ∈ V | [Y (u, x1), Y (v, x2)] = 0, ∀u ∈ U}.
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If ω′ ∈ U ∩ V2 and L(1)ω′ = 0, then (CV (U), Y,1, ω − ω′) is a vertex operator subalgebra
of V of central charge cV − cU which is called the commutant of U in V .
We now review some notations and facts about the action of the automorphism group
on twisted modules of vertex operator algebra V from [16], [19], [20], [43].
Let g, h be two automorphisms of V . If (M,YM) is a weak g-twisted V -module, there
is a weak h−1gh-twisted V -module (M ◦ h, YM◦h) where M ◦ h = M as vector spaces and
YM◦h(v, z) = YM(hv, z) for v ∈ V . This gives a right action of Aut(V ) on weak twisted
V -modules. Symbolically, we write
(M,YM) ◦ h = (M ◦ h, YM◦h) =M ◦ h.
The V -module M is called h-stable if M ◦ h and M are isomorphic V -modules.
Let G be a finite group of automorphisms of V , g ∈ G of finite order T and M =
(M,YM) an irreducible g-twisted V -module. Define a subgroup GM of G consisting all of
h ∈ G such thatM is h-stable. For h ∈ GM , there is a linear isomorphism φ(h) : M → M
satisfying
φ(h)YM(v, z)φ(h)
−1 = YM◦h(v, z) = YM(hv, z)
for v ∈ V . The simplicity of M together with Schur’s lemma shows that h 7→ φ(h)
is a projective representation of GM on M . Let αM be the corresponding 2-cocycle
in C2(G,C∗). Then M is a module for the twisted group algebra CαM [GM ] which is
a semisimple associative algebra. A basic fact is that g belongs to GM . Let M
r =
⊕n∈ r
T
+Z+M(n) for r = 0, 1, · · · , T − 1, then M = ⊕n∈ 1
T
Z+
M(n) = ⊕T−1r=0M r and each M r
is an irreducible V 〈g〉-module on which φ(g) acts as constant e2π
√−1 r
T [17], [19].
Let ΛGM ,αM be the set of all irreducible characters λ of C
αM [GM ]. Then
M = ⊕λ∈ΛGM,αMWλ ⊗Mλ, (2.3)
where Wλ is the simple C
αM [GM ]-module affording λ and Mλ = HomCαM [GM ](Wλ,M) is
the mulitiplicity ofWλ inM . And eachMλ is a module for the vertex operator subalgebra
V GM .
The following results follow from [19] and [20].
Theorem 2.12. With the same notations as above we have
(1) Wλ ⊗Mλ is nonzero for any λ ∈ ΛGM ,αM .
(2) Each Mλ is an irreducible V
GM -module.
(3) Mλ and Mµ are equivalent V
GM -module if and only if λ = µ.
Theorem 2.13. Let g, h ∈ G, M be an irreducible g-twisted V -module, and N an
irreducible h-twisted V -module. If M , N are not in the same orbit under the action of
G, then the irreducible V G-modules Mλ and Nµ are inequivalent for any λ ∈ ΛGM ,αM and
µ ∈ ΛGN ,αN .
Theorem 2.14. Let V G be a regular and selfdual vertex operator algebra of CFT type.
Then any irreducible V G-module is isomorphic to Mλ for some irreducible g-twisted V -
module M and some λ ∈ ΛGM ,αM . In particular, if V is a regular and selfdual vertex
operator algebra of CFT type and G is solvable, then any irreducible V G-module is iso-
morphic to some Mλ.
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We now recall from [22] the notions of intertwining operators and fusion rules.
Definition 2.15. Let (V, Y ) be a vertex operator algebra and let (W 1, Y 1), (W 2, Y 2)
and (W 3, Y 3) be V -modules. An intertwining operator of type
(
W 3
W 1 W 2
)
is a linear
map
I(·, z) : W 1 −→ Hom(W 2,W 3){z}
u 7−→ I(u, z) =
∑
n∈Q
unz
−n−1
satisfying:
(1) for any u ∈ W 1 and v ∈ W 2, unv = 0 for n sufficiently large;
(2) I(L(−1)v, z) = d
dz
I(v, z);
(3) (Jacobi identity) for any u ∈ V, v ∈ W 1
z−10 δ
(
z1 − z2
z0
)
Y 3(u, z1)I(v, z2)− z−10 δ
(−z2 + z1
z0
)
I(v, z2)Y
2(u, z1)
= z−12 δ
(
z1 − z0
z2
)
I(Y 1(u, z0)v, z2).
The space of all intertwining operators of type
(
W 3
W 1 W 2
)
is denoted by
IV
(
W 3
W 1 W 2
)
.
Let NW
3
W 1, W 2 = dim IV
(
W 3
W 1 W 2
)
. These integers NW
3
W 1, W 2 are usually called the fusion
rules.
Definition 2.16. Let V be a vertex operator algebra, and W 1, W 2 be two V -modules. A
module (W, I), where I ∈ IV
(
W
W 1 W 2
)
, is called a tensor product (or fusion product)
of W 1 and W 2 if for any V -module M and Y ∈ IV
(
M
W 1 W 2
)
, there is a unique V -
module homomorphism f : W → M, such that Y = f ◦ I. As usual, we denote (W, I) by
W 1 ⊠V W
2 or W 1 ⊠W 2 simply.
Remark 2.17. It is well known that if V is rational, then for any two irreducible V -
modules W 1 and W 2, the fusion product W 1 ⊠V W
2 exists and
W 1 ⊠V W
2 =
∑
W
NWW 1, W 2W,
where W runs over the set of equivalence classes of irreducible V -modules.
Fusion rules have the following symmetric property [22].
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Proposition 2.18. Let W i(i = 1, 2, 3) be V -modules. Then
NW
3
W 1,W 2 = N
W 3
W 2,W 1, N
W 3
W 1,W 2 = N
(W 2)
′
W 1,(W 3)′
.
Definition 2.19. Let V be a simple vertex operator algebra, a simple V -module M is
called a simple current if for any irreducible V -module, M ⊠ W exists and is also an
irreducible V -module.
We have the following fact about simple current extension from [13], [35] and [40].
Theorem 2.20. Let V be a simple rational and C2-cofinite vertex operator algebra. Let
M be a simple current module of V such that V˜ = V ⊕M has a vertex operator algebra
structure. Then, as a V -module, any irreducible module of V˜ is of the following form:
(1) N ⊕ N˜ , where N is an irreducible V -module and N˜ = M ⊠V N ≇ N . In this case,
N ⊕ N˜ has a unique V˜ -module structure and the weight of N˜ is congruent to the weight
of N modZ.
(2) N , where N is an irreducible V -module such that N ∼= M⊠V N . In this case, there
exist two non-isomorphic V˜ -module structures on N . These two modules are denoted by
N+ and N−, respectively. The modules in case (1) are often called “nonsplit” type and
the modules in case (2) are often called “split” type.
Let V , V˜ , M be as in Theorem 2.20. Assume that N is an irreducible V -module such
that N˜ =M ⊠V N ∼= N . Then there exists a V isomorphism f from N to N˜ such that
fY (a, z)f(u) = Y (a, z)u,
for a ∈M , u ∈ N . Then [40]
N+ = {w + f(w)|w ∈ N}, N− = {w − f(w)|w ∈ N}, (2.4)
and N ⊕ N˜ = N+ ⊕N−.
3 L
ŝl2
(k, 0)K and Fermionic construction of L
ŝl2
(2m, 0)
In this section, we will introduce the Klein group K which is a subgroup of Aut(L
ŝl2
(k, 0)),
and realize each element of K as an inner automorphism of sl2. We will also review the
construction of the simple vertex operator algebra L
ŝl2
(2m, 0) by using the fermionic
vertex superalgebras following [2], [27] and [32].
Let h, e, f be a standard basis of sl2(C), define automorphisms σ1 and σ2 of sl2(C) as
follows:
σ1(h) = h, σ1(e) = −e, σ1(f) = −f ;
σ2(h) = −h, σ2(e) = f, σ2(f) = e.
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It is obvious that the automorphic subgroup generated by σ1 and σ2 is isomorphic to the
Klein group K, and K can be lifted to an automorphic subgroup of the vertex operator
algebra L
ŝl2
(k, 0) for k ∈ Z+. Set
h(1) = h, e(1) = e, f (1) = f,
h(2) = e + f, e(2) =
1
2
(h− e+ f), f (2) = 1
2
(h+ e− f),
h(3) =
√−1(e− f), e(3) = 1
2
(
√−1h+ e+ f), f (3) = 1
2
(−√−1h+ e + f).
We can verify that {h(1), e(1), f (1)}, {h(2), e(2), f (2)} and {h(3), e(3), f (3)} are sl2-triples,
and for r = 1, 2, or 3, we have
σr(h
(r)) = h(r), σr(e
(r)) = −e(r), σr(f (r)) = −f (r).
Let h(r)
′
= 1
4
h(r) for r = 1, 2, 3. Then we have the following result.
Proposition 3.1. For r = 1, 2, 3, e2π
√−1h(r)′(0) = σr.
Proof. For each r = 1, 2, 3, direct calculations yield that
L(n)h(r)
′
= δn,0h
(r)′ , h(r)
′
(n)h(r)
′
=
1
8
δn,1k, for n ∈ Z+,
h(r)
′
(0)e(r) =
1
2
e(r), h(r)
′
(0)f (r) = −1
2
f (r), h(r)
′
(0)h(r)
′
= 0, e(r)(0)f (r) = 4h(r)
′
,
where L(n) = ω(n + 1), ω is the conformal vector of L
ŝl2
(k, 0). These equations show
that h(r)
′
(0) acts on L
ŝl2
(k, 0) semisimply with rational eigenvalues. From [39], we know
that e2π
√−1h(r)′(0) is an automorphism of L
ŝl2
(k, 0). Moreover, e2π
√−1h(r)′(0)(h(r)) = h(r),
e2π
√−1h(r)′(0)(e(r)) = −e(r), e2π
√−1h(r)′(0)(f (r)) = −f (r). Thus e2π
√−1h(r)′(0) = σr.
For a positive integer m > 4, let Cℓ3m be the Clifford algebra generated by
ψij(r), r ∈ 1
2
+ Z, 1 6 i 6 m, 1 6 j 6 3,
with the non-trivial relations
[ψij(r), ψtl(s)]+ = δitδjlδr+s,0 ,
where 1 6 i, t 6 m, 1 6 j, l 6 3, r, s ∈ 1
2
+ Z.
Let F3m be the irreducible Cℓ3m-module generated by the cyclic vector 1 such that
ψij(r)1 = 0, for r > 0, 1 6 i 6 m, 1 6 j 6 3.
Define the following fields on F3m as follows
ψij(x) =
∑
r∈Z
ψij(r +
1
2
)x−r−1.
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Then the fields ψij(x), 1 6 i 6 m, 1 6 j 6 3 generate the unique structure of a simple
vertex superalgebra on F3m. Let F even3m be the even part of the vertex superalgebra F3m.
It was proved in [21] that for m > 2,
F even3m ∼= Lŝo3m(1, 0).
Obviously, the vertex operator algebra Lŝo3m(1, 0) is generated by ψri(−12)ψsj(−12)1,
1 6 r, s 6 m, 1 6 i, j 6 3. Moreover, the vertex operator subalgebra of Lŝo3m(1, 0)
generated by
∑m
r=1 ψri(−12)ψrj(−12)1, 1 6 i, j 6 3, is isomorphic to Lŝl2(2m, 0). We
simply denote this vertex operator subalgebra by L
ŝl2
(2m, 0), and this gives a fermionic
construction of the simple vertex operator algebra L
ŝl2
(2m, 0).
Following [27], for m > 4, we define the vertex operator algebra automorphism σ′i of
Lŝo3m(1, 0) for 1 6 i 6 3 as follows
σ′i(ψjl(−
1
2
)ψrs(−1
2
)1) = (−1)δil+δisψjl(−1
2
)ψrs(−1
2
)1.
Then
(σ′i)
2 = id.
It is easy to check that the automorphism group of Lŝo3m(1, 0) generated by {σ′i, 1 6
i 6 3} is isomorphic to the Klein group K = Z2 × Z2. Set
Lŝo3m(1, 0)
K = {v ∈ Lŝo3m(1, 0)}|gv = v, g ∈ K}.
We have the following result from [27].
Theorem 3.2. For m > 4,
CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) = (Lŝl2(2m, 0) + Lŝl2(2m, 2m))
K
if m is even, and
CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) = Lŝl2(2m, 0)
K
if m is odd.
Let
w1 =
m∑
r=1
ψr2(−1
2
)ψr3(−1
2
)1,
w2 =
m∑
r=1
ψr1(−1
2
)ψr3(−1
2
)1,
w3 =
m∑
r=1
ψr1(−1
2
)ψr2(−1
2
)1.
Using the non-trivial relations [ψij(r), ψtl(s)]+ = δitδjlδr+s,0 and the Borcherds identities
(2.1) and (2.2) , we obtain the following relations:
[w1, w2] = w3, [w2, w3] = w1, [w3, w1] = w2.
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Let
h = 2
√−1w1, e = √−1w2 − w3, f = √−1w2 + w3.
Then {e, f, h} are the generators of L
ŝl2
(2m, 0) and form a standard basis of L(0)-
eigenspace (L
ŝl2
(2m, 0))1 ∼= sl2(C). It is easy to check that on Lŝl2(2m, 0),
σ1 = σ
′
1, σ2 = σ
′
2.
4 Classification and construction of irreducible mod-
ules of L
ŝl2
(k, 0)K and CLŝom(1,0)
⊗3(Lŝom(3, 0))
In this section, we will classify and construct explicitly the irreducible modules of the
orbifold vertex operator algebras L
ŝl2
(k, 0)K for k > 1 and the commutant vertex operator
algebras CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) for m > 4.
Let Irr(K) denote the set of irreducible characters of K which only contains four
irreducible characters χ0 (unit representation), χ1, χ2 and χ3 up to isomorphism with the
following character table.
1 σ1 σ2 σ3
χ0 1 1 1 1
χ1 1 1 −1 −1
χ2 1 −1 1 −1
χ3 1 −1 −1 1
For simplicity, we denote L
ŝl2
(k, 0) by L(k, 0). We first have the following decomposi-
tion.
Theorem 4.1. As a L(k, 0)K-module,
L(k, 0) = ⊕3j=0L(k, 0)(j),
where L(k, 0)(0)(= L(k, 0)K)(resp. L(k, 0)(1), L(k, 0)(2), L(k, 0)(3)) is the irreducible L(k, 0)K-
module generated by the lowest weight vector 1(resp. h, e+f , e−f) with the lowest weight
0(resp. 1, 1, 1).
Proof. Since K is abelian, all the irreducible modules of CK are one dimensional. From
[17], K = ⊕χ∈Irr(K)Kχ is a decomposition of L(k, 0) into simple L(k, 0)K-modules. More-
over, Kχ is nonzero for any χ ∈ Irr(K), and L(k, 0)χ and L(k, 0)µ are equivalent L(k, 0)K-
module if and only if χ = µ. Obviously, L(k, 0)K is an irreducible L(k, 0)K-module afford-
ing the unit character χ0. Observing the action of K on L(k, 0)1 which is isomorphic to
sl2(C), we find that h, e+f , e−f generate three inequivalent irreducible modules according
to χ1, χ2, χ3, respectively. Note that L(k, 0)0 = C1 and L(k, 0)1 = Ch⊕C(e+f)⊕C(e−f),
then 1, h, e + f and e − f are four different lowest weight vectors in L(k, 0) as a
L(k, 0)K-module. Let L(k, 0)(0)(resp. L(k, 0)(1), L(k, 0)(2), L(k, 0)(3)) be the irreducible
L(k, 0)K-module generated by the lowest weight vector 1(resp. h, e + f , e − f) with
the lowest weight 0(resp. 1, 1, 1). Then the irreducible L(k, 0)K-module decomposition
L(k, 0) = ⊕3j=0L(k, 0)(j) holds.
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Let α be the simple root of sl2(C) with 〈α, α〉 = 2. From [24], the integrable highest
weight L(k, 0)-modules L(k, i) for 0 6 i 6 k provide a complete list of irreducible L(k, 0)-
modules with the lowest weight spaces being (i+1)-dimensional irreducible sl2(C)-modules
L( iα
2
), respectively. For r = 1, 2, 3, 0 6 i 6 k, let {h(r), e(r), f (r)} be the same as
introduced in Section 3, and {vr,i,j|0 6 j 6 i} the basis of L( iα
2
) according to the sl2-
triple {h(r), e(r), f (r)} with the following action of ŝl2 on L( iα2 ), namely
h(r)(0)vr,i,j = (i− 2j)vr,i,j for 0 6 j 6 i,
e(r)(0)vr,i,0 = 0, e(r)(0)vr,i,j = (i− j + 1)vr,i,j−1 for 1 6 j 6 i,
f (r)(0)vr,i,i = 0, f (r)(0)vr,i,j = (j + 1)vr,i,j+1 for 0 6 j 6 i− 1,
a(r)(n)vr,i,j = 0 for a ∈ {h, e, f}, n > 1.
Recall that h(r)
′
= 1
4
h(r). For r = 1, 2, 3, let
∆(h(r)
′
, z) = zh
(r)′(0) exp(
∞∑
n=1
h(r)
′
(n)
−n (−z)
−n).
From [41], we have the following result.
Lemma 4.2. For each r = 1, 2, 3, (L(k, i)
σr
, Yσr(·, z)) = (L(k, i), Y (∆(h(r)′ , z)·, z))(0 6
i 6 k) provide a complete list of irreducible σr-twisted L(k, 0)-modules.
Direct calculations (also see [30]) yield that for any r = 1, 2, 3,
h(r)
′
(0)ω = 0, h(r)
′
(1)ω = h(r)
′
, h(r)
′
(1)2ω =
k
8
1, (4.1)
h(r)
′
(2)ω = 0, h(r)
′
(n)ω = 0 for n ∈ Z>2, (4.2)
∆(h(r)
′
, z)ω = ω + z−1h(r)
′
+ z−2
k
16
1, (4.3)
Yσr(h
(r)′ , z) = Y (h(r)
′
+
k
8
z−1, z), (4.4)
Yσr(h
(r), z) = Y (h(r) +
k
2
z−1, z), (4.5)
Yσr(e
(r), z) = z
1
2Y (e(r), z), (4.6)
Yσr(f
(r), z) = z−
1
2Y (f (r), z). (4.7)
To distinguish the components of Y (v, z) from those of Yσr(v, z)(r = 1, 2, 3), we denote
the following expansions
Yσr(v, z) =
∑
n∈ t
2
+Z
vnz
−n−1, Y (v, z) =
∑
n∈Z
v(n)z−n−1,
11
where v ∈ L(k, 0), t ∈ {0, 1} such that σr(v) = e−π
√−1tv for some r ∈ {1, 2, 3}.
For 0 6 j 6 i, we denote v1,i,j by vi,j for convenience. For each r = 1, 2, 3, since
{vr,i,j|0 6 j 6 i} is a specific basis of L( iα
2
) according to the sl2-triple {h(r), e(r), f (r)}, we
can use vi,j(0 6 j 6 i) to express the specific form of vr,i,i as follows:
v1,i,i = vi,i, v2,i,i =
i∑
j=0
(−1)jvi,j, v3,i,i =
i∑
j=0
(
√−1)jvi,j.
Keeping in mind that the conformal vector ω belongs to L(k, 0)K , we can obtain the
following lemma by a straightforward calculation (see also [30] and [31]).
Lemma 4.3. For 0 6 i 6 k, r = 1, 2, 3, we have L0v
r,i,i = ( i(i−k)
4(k+2)
+ k
16
)vr,i,i.
By induction, we can prove the following lemma.
Lemma 4.4. For each r = 1, 2, 3, {h(r)(−1)1, e(r)(−1)21, f (r)(−1)21} is a generator set
of the orbifold vertex operator subalgebra L(k, 0)〈σr〉 of L(k, 0).
Now we are poised to give the classification of the irreducible modules for the orbifold
vertex operator subalgebra L(k, 0)〈σr〉 of L(k, 0) for each r = 1, 2, 3. The same result for
σ2 was given in the literature [31], here we include each σr, r = 1, 2, 3 for completeness.
Theorem 4.5. For r = 1, 2, or 3, there are 4(k + 1) irreducible L(k, 0)〈σr〉-modules up
to isomorphism as follows:
L(k, i)σr ,+, L(k, i)σr ,−, L(k, i)
σr ,+
, L(k, i)
σr ,−
, 0 6 i 6 k.
Proof. For i = 0, r = 1, 2, 3, the decomposition of L(k, 0) into inequivalent irreducible
L(k, 0)〈σr〉-modules is
L(k, 0) = L(k, 0)σr ,+ ⊕ L(k, 0)σr ,−, (4.8)
where L(k, 0)σr ,+ is generated by the lowest weight vector 1 with the lowest weight 0 as
an irreducible L(k, 0)〈σr〉-module, and L(k, 0)σr ,− is generated by the lowest weight vector
e(r)(−1)1 with the lowest weight 1 as an irreducible L(k, 0)〈σr〉-module. For 0 < i 6 k,
the decomposition of L(k, i) into inequivalent irreducible L(k, 0)〈σr〉-modules is
L(k, i) = L(k, i)σr ,+ ⊕ L(k, i)σr ,−, (4.9)
where L(k, i)σr ,+ is generated by the lowest weight vector vr,i,i with the lowest weight
i(i+2)
4(k+2)
as an irreducible L(k, 0)〈σr〉-module, and L(k, i)σr ,− is generated by the lowest weight
vector vr,i,i−1 with the lowest weight i(i+2)
4(k+2)
as an irreducible L(k, 0)〈σr〉-module.
From [17], we know that if V is a vertex operator algebra with an automorphism g of
order T , and M = ⊕n∈ 1
T
Z+
M(n) is an irreducible g-twisted admissible module of V , then
M t = ⊕n∈ t
T
+Z+M(n) is an irreducible V
〈g〉-module for t = 0, · · · , T − 1. Therefore, the
decomposition of L(k, i)
σr
(0 6 i 6 k) into inequivalent irreducible L(k, 0)〈σr〉-modules is
L(k, i)
σr
= L(k, i)
σr ,+ ⊕ L(k, i)σr ,−, (4.10)
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where L(k, i)
σr ,+
is generated by the lowest weight vector vr,i,i with the lowest weight
i(i−k)
4(k+2)
+ k
16
as an irreducible L(k, 0)〈σr〉-module, and L(k, i)
σr ,−
is generated by the lowest
weight vector f
(r)
− 1
2
vr,i,i with the lowest weight i(i−k)
4(k+2)
+ k
16
+ 1
2
as an irreducible L(k, 0)〈σr〉-
module. Thus there are 4(k + 1) inequivalent irreducible L(k, 0)〈σr〉-modules for each
r = 1, 2, 3.
For 0 6 i 6 k, 0 6 j 6 k, 0 6 l 6 k such that i+ j+ l ∈ 2Z, following [31], we define
sign(i, j, l)+ =
{
+, if i+ j − l ∈ 4Z,
−, if i+ j − l /∈ 4Z,
and
sign(i, j, l)− =
{
−, if i+ j − l ∈ 4Z,
+, if i+ j − l /∈ 4Z.
For r = 1, 2, or 3, we have the following fusion rules for the Z2-orbifold affine vertex
operator algebra L(k, 0)σr .
Theorem 4.6. The fusion rules for the Z2-orbifold affine vertex operator algebra L(k, 0)
〈σr〉
are as follows:
L(k, i)σr ,+ ⊠ L(k, j)σr ,± =
∑
|i− j| 6 l 6 i+ j
i+ j + l ∈ 2Z
i+ j + l 6 2k
L(k, l)σr ,sign(i,j,l)
±
, (4.11)
L(k, i)σr ,− ⊠ L(k, j)σr ,± =
∑
|i− j| 6 l 6 i+ j
i+ j + l ∈ 2Z
i+ j + l 6 2k
L(k, l)σr ,sign(i,j,l)
∓
, (4.12)
L(k, i)σr ,+ ⊠ L(k, j)
σr ,±
=
∑
|i− j| 6 l 6 i+ j
i+ j + l ∈ 2Z
i+ j + l 6 2k
L(k, l)
σr ,sign(i,j,l)±
, (4.13)
L(k, i)σr ,− ⊠ L(k, j)
σr ,±
=
∑
|i− j| 6 l 6 i+ j
i+ j + l ∈ 2Z
i+ j + l 6 2k
L(k, l)
σr ,sign(i,j,l)∓
. (4.14)
Now we are in a position to classify and construct all the irreducible modules for the
orbifold vertex operator algebra L(k, 0)K . Since L(k, i)(0 6 i 6 k) are all the inequivalent
irreducible L(k, 0)-modules which can be viewed as id-twisted L(k, 0)-modules, we first
determine the subgroup KL(k,i) of K which contains σ ∈ K such that L(k, i) is σ-stable.
From now on, we denote id by σ0 for convenience.
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Lemma 4.7. KL(k,i) = K for any 0 6 i 6 k.
Proof. By definition, L(k, i) and L(k, i) ◦ σr have the same lowest weight. Observe that
the lowest weights i(i+2)
4(k+2)
(0 6 i 6 k) are pairwise different which implies that all the
irreducible L(k, 0)-modules L(k, i)(0 6 i 6 k) are σr-stable for any r = 0, 1, 2, 3. Thus,
KL(k,i) = K.
Define φ(σr)(r = 0, 1, 2, 3) as follows:
φ(σ0) : v
i,j 7→ vi,j, (4.15)
φ(σ1) : v
i,j 7→ (−1)jvi,j, (4.16)
φ(σ2) : v
i,j 7→ vi,i−j, (4.17)
φ(σ3) : v
i,j 7→ (−1)i−jvi,i−j. (4.18)
It is easy to verify that φ(σr) for r = 0, 1, 2, 3 are L(k, 0)-module isomorphisms.
Lemma 4.8. For each 0 < i 6 k, we have the following irreducible L(k, 0)K-module
decomposition.
1. If i ∈ 2Z+ 1, then
L(k, i) =W (i)⊗ L(k, i)σ1,+ = L(k, i)σ1,+ ⊕ L(k, i)σ1,−, (4.19)
where W (i) is the unique two-dimensional irreducible module of the twisted group
algebra CαL(k,i) [K]. Moreover, L(k, i)σ1,+ and L(k, i)σ1,− are isomorphic irreducible
L(k, 0)K-modules.
2. If i = 2, then
L(k, 2) =
j=3⊕
j=0
L(k, 2)(j), (4.20)
where L(k, 2)(0), L(k, 2)(1), L(k, 2)(2) and L(k, 2)(3) are the irreducible L(k, 0)K-modules
generated by the lowest weight vectors v2,0+ v2,2, v2,0−v2,2, v2,1, and h(−1)v2,1 with
the lowest weights 2
k+2
, 2
k+2
, 2
k+2
, and k+4
k+2
, respectively.
3. If i ∈ 2Z>1, then
L(k, i) =
j=3⊕
j=0
L(k, i)(j), (4.21)
where L(k, i)(0), L(k, i)(1), L(k, i)(2), and L(k, i)(3) are the irreducible L(k, 0)K-modules
generated by the lowest weight vectors vi,0+vi,i, vi,0−vi,i, vi,1+vi,i−1, and vi,1−vi,i−1
with the same lowest weight i(i+2)
4(k+2)
, respectively.
Proof. By Lemma 4.7, KL(k,i) = K for 0 6 i 6 k, and the K-orbit L(k, i) ◦K of L(k, i)
only contains itself for any 0 6 i 6 k. The simplicity of L(k, i) together with Schur’s
lemma shows that σr 7→ φ(σr)(r = 0, 1, 2, 3) gives a projective representation of K on
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L(k, i). Let αL(k,i) be the corresponding 2-cocycle in C
2(K,C∗). Then L(k, i) is a module
for the twisted group algebra CαL(k,i) [K] with relations
φ(σ1)φ(σ2) = φ(σ1σ2) = φ(σ3), φ(σ2)φ(σ1) = (−1)iφ(σ2σ1) = (−1)iφ(σ3).
If i ∈ 2Z + 1, the twisted group algebra CαL(k,i) [K] is a non-commutative semisimple
associative algebra which has only one irreducible module of dimension two, and we denote
it by W (i). Recall the decomposition (4.9), we can deduce that L(k, i)σ1,+ and L(k, i)σ1,−
are irreducible L(k, 0)K-modules. Then L(k, i)σ1,+ is the multiplicity of W (i) in L(k, i),
and the decomposition L(k, i) = W (i)⊗L(k, i)σ1,+ = L(k, i)σ1,+⊕L(k, i)σ1,− holds. Then
L(k, i)σ1,+ and L(k, i)σ1,− are isomorphic irreducible L(k, 0)K-modules due to Theorem
2.12.
If i ∈ 2Z, the twisted group algebra CαL(k,i) [K] is a commutative semisimple associative
algebra which has four irreducible modules of dimension one. For i = 0, the decompo-
sition of L(k, 0) into irreducible L(k, 0)K-modules is exactly the case in Theorem 4.1.
For i = 2, let L(k, 2)(0)(resp. L(k, 2)(1), L(k, 2)(2), L(k, 2)(3)) be the irreducible L(k, 0)K-
module generated by the lowest weight vector v2,0 + v2,2(resp. v2,0 − v2,2, v2,1, h(−1)v2,1)
with the lowest weight 2
k+2
(resp. 2
k+2
, 2
k+2
, k+4
k+2
). Then L(k, 2)σ1,+ = L(k, 2)(0) ⊕ L(k, 2)(1)
and L(k, 2)σ1,− = L(k, 2)(2) ⊕ L(k, 2)(3). Thus L(k, 2) = ⊕j=3j=0 L(k, 2)(j) is a decomposi-
tion of L(k, 2) into inequivalent irreducible L(k, 0)K-modules. For i ∈ 2Z>1, let L(k, i)(0),
L(k, i)(1), L(k, i)(2), and L(k, i)(3) be the irreducible L(k, 0)K-modules generated by the
lowest weight vectors vi,0+ vi,i, vi,0− vi,i, vi,1+ vi,i−1, and vi,1− vi,i−1 with the same low-
est weight i(i+2)
4(k+2)
, respectively. Then L(k, i)σ1,+ = L(k, i)(0) ⊕ L(k, i)(1) and L(k, i)σ1,− =
L(k, i)(2)⊕L(k, i)(3). From Theorem 2.12, we know that L(k, i)(j), j = 0, 1, 2, 3 are inequiv-
alent irreducible L(k, 0)K-modules for fixed 2 6 i 6 k, i ∈ 2Z. Thus the decomposition
of L(k, i) into inequivalent irreducible L(k, 0)K-modules is L(k, i) = ⊕j=3j=0L(k, i)(j).
Remark 4.9. If 0 6 i 6 k, i ∈ 2Z+ 1, the set {L(k, i)σr ,±|r = 1, 2, 3} is an equivalence
class of irreducible L(k, 0)K-modules. From now on, we denote any L(k, 0)K-module in
{L(k, i)σr ,±|r = 1, 2, 3} by L(k, i)+ for the sake of simplicity.
Remark 4.10. If 4 6 i 6 k, i ∈ 2Z, the top levels of the irreducible L(k, 0)K-modules
L(k, i)(j)(j = 0, 1, 2, 3) are listed below.
If i ∈ 4Z, the top level of L(k, i)(0) is a vector space with a bisis
{vi,0 + vi,i, vi,2 + vi,i−2, · · · , vi, i2};
the top level of L(k, i)(1) is a vector space with a bisis
{vi,0 − vi,i, vi,2 − vi,i−2, · · · , vi, i2−2 − vi, i2+2};
the top level of L(k, i)(2) is a vector space with a bisis
{vi,1 + vi,i−1, vi,3 + vi,i−3, · · · , vi, i2−1 + vi, i2+1};
the top level of L(k, i)(3) is a vector space with a bisis
{vi,1 − vi,i−1, vi,3 − vi,i−3, · · · , vi, i2−1 − vi, i2+1}.
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If i ∈ 4Z+ 2, the top level of L(k, i)(0) is a vector space with a basis
{vi,0 + vi,i, vi,2 + vi,i−2, · · · , vi, i2−1 + vi, i2+1};
the top level of L(k, i)(1) is a vector space with a bisis
{vi,0 − vi,i, vi,2 − vi,i−2, · · · , vi, i2−1 − vi, i2+1};
the top level of L(k, i)(2) is a vector space with a bisis
{vi,1 + vi,i−1, vi,3 + vi,i−3, · · · , vi, i2};
the top level of L(k, i)(3) is a vector space with a bisis
{vi,1 − vi,i−1, vi,3 − vi,i−3, · · · , vi, i2−2 − vi, i2+2}.
In conclusion, if k is odd, there are k+1
2
inequivalent irreducible L(k, 0)K-modules
coming from L(k, i), 0 6 i 6 k, i ∈ 2Z+1, and 2(k+1) inequivalent irreducible L(k, 0)K-
modules coming from L(k, i), 0 6 i 6 k, i ∈ 2Z. Therefore, there are 5(k+1)
2
inequivalent
irreducible L(k, 0)K-modules coming from L(k, i), 0 6 i 6 k. If k is even, there are k
2
inequivalent irreducible L(k, 0)K-modules coming from L(k, i), 0 6 i 6 k, i ∈ 2Z+ 1, and
2(k + 2) inequivalent irreducible L(k, 0)K-modules coming from L(k, i), 0 6 i 6 k, i ∈
2Z. Therefore, there are 5k+8
2
inequivalent irreducible L(k, 0)K-modules coming from
L(k, i), 0 6 i 6 k.
Lemma 4.11. For 0 6 i 6 k, and r = 1, 2, 3, we have
L(k, i)
σr ,+ ∼= L(k, k − i)σr ,+, L(k, i)σr ,− ∼= L(k, k − i)σr ,−
as L(k, 0)K-modules, and
KL(k,i)σr =
{
〈σr〉, if i 6= k2 ,
K, if i = k
2
, k ∈ 2Z+.
Proof. We will prove the case for r = 1, the proof of the case for r = 2, 3 is similar.
Note that L(k, i)
σ1
(0 6 i 6 k) are all the irreducible σ1-twisted L(k, 0)-modules up to
isomorphism. Similar to (4.15) and (4.16), we define φ(σ0) maps v
i,i to vi,i and φ(σ1) maps
vi,i to (−1)ivi,i where we use the same notation φ. Repeated application of (4.1)-(4.7)
along with the following relations
en = e(n +
1
2
), fn = f(n− 1
2
), n ∈ 1
2
+ Z, hn =
{
h(n), if n 6= 0,
h(0) + k
2
, if n = 0,
we can see that φ(σ0) and φ(σ1) are σ1-twisted L(k, 0)-module isomorphisms. Then we
have the following σ1-twisted L(k, 0)-module isomorphisms
L(k, i)
σ1 ◦ σ0 ∼= L(k, i)σ1 , L(k, i)σ1 ◦ σ1 ∼= L(k, i)σ1 ,
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L(k, i)
σ1 ◦ σ2 ∼= (L(k, i)σ1 ◦ σ1) ◦ σ3 ∼= L(k, i)σ1 ◦ σ3.
In order to prove KL(k,i)σ1 = {σ0, σ1} for i 6= k2 , we need to confirm that L(k, i)
σ1
(i 6=
k
2
) are neither σ2-stable nor σ3-stable. Otherwise, σ2 belongs to KL(k,i)σ1 . Recall from
Theorem 4.5, L(k, i)
σ1,+
is generated by the lowest weight vector vi,i as an irreducible
L(k, 0)〈σ1〉-module. Notice that h(−1)1 ∈ L(k, 0)〈σ1〉 and h(−1)1 /∈ L(k, 0)〈σ2〉, then
vi,i and (h(−1)1)−1vi,i = h(−1)vi,i must belong to different direct summands of the
decomposition of L(k, i)
σ1
into L(k, 0)K-modules. On the other hand, h(−1)21 ∈ L(k, 0)K
and
(h(−1)21)−1vi,i = 2
∑
m>0
h−1−mhmvi,i = 2h(−1)(h(0) + k
2
)vi,i = (k − 2i)h(−1)vi,i.
As a result of i 6= k
2
, we see that h(−1)vi,i belongs to the irreducible L(k, 0)K-module
which is generated by vi,i, yielding a contradiction. Together with Lemma 4.3, we deduce
that
L(k, i)
σ1 ◦ σ2 ∼= L(k, i)σ1 ◦ σ3 ∼= L(k, k − i)σ1 , (4.22)
and
KL(k,i)σ1 = {σ0, σ1}
for i 6= k
2
.
If k ∈ 2Z+, we define φ(σs) mapping v k2 , k2 to v k2 , k2 for s = 0, 2, and φ(σt) mapping
v
k
2
, k
2 to (−1) k2 v k2 , k2 for t = 1, 3 where we still use the same notation φ. It is easy to
verify that φ(σj) for j = 0, 1, 2, 3 are σ1-twisted L(k, 0)-module isomorphisms. Thus
K
L(k, k
2
)
σ1 = K.
Lemma 4.12. If k ∈ 2Z+, for each r = 1, 2, 3, the vectors vr, k2 , k2 , h(r)(−1)vr, k2 , k2 ,
(e(r) + f (r))− 1
2
vr,
k
2
, k
2 and (e(r) − f (r))− 1
2
vr,
k
2
, k
2 are four different lowest weight vectors in
L(k, k
2
)
σr
as L(k, 0)K-modules, respectively.
Proof. We will prove the case for r = 1, the proof of the case for r = 2, 3 is similar.
We know that 1 (resp. h(−1)1, e(−1)1 + f(−1)1, e(−1)1− f(−1)1) is the generator of
L(k, 0)(0) (resp. L(k, 0)(1), L(k, 0)(2), L(k, 0)(3)). Since φ(σ)Yσ1(v, z)φ(σ)
−1 = Yσ1(σ(v), z)
for any v ∈ L(k, 0), σ ∈ K, we see that v k2 , k2 , h−1v k2 , k2 = h(−1)v k2 , k2 , (e + f)− 1
2
v
k
2
, k
2
and (e − f)− 1
2
v
k
2
, k
2 must belong to different direct summands of the decomposition of
L(k, k
2
)
σ1
into L(k, 0)K-modules. Because the lowest weight space of L(k, k
2
)
σ1,+
is a one
dimensional vector space spanned by v
k
2
, k
2 , then h(−1)v k2 , k2 is another lowest weight vector
in L(k, k
2
)
σ1,+
as a L(k, 0)K-module besides v
k
2
, k
2 . Observe that the top level of L(k, k
2
)
σ1,−
is a two dimensional vector space spanned by e− 1
2
v
k
2
, k
2 = v
k
2
, k
2
−1 and f− 1
2
v
k
2
, k
2 , and {(e +
f)− 1
2
v
k
2
, k
2 , (e − f)− 1
2
v
k
2
, k
2 } form a basis of the top level of L(k, k
2
)
σ1,−
. Moreover, notice
that h(−1)1 ∈ K〈σ1〉 \ L(k, 0)K and
(h(−1)1)0(v k2 , k2−1 ± f− 1
2
v
k
2
, k
2 ) = 2(v
k
2
, k
2
−1 ∓ f− 1
2
v
k
2
, k
2 ).
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This implies that (e + f)− 1
2
v
k
2
, k
2 and (e − f)− 1
2
v
k
2
, k
2 must belong to different direct sum-
mands of the decomposition of L(k, k
2
)
σ1,−
into L(k, 0)K-modules. The lemma is proved.
Lemma 4.13. For 0 6 i < k
2
, we have
L(k, i)
σr
= L(k, i)
σr ,+ ⊕ L(k, i)σr ,− (4.23)
for each r = 1, 2, 3, where L(k, i)
σr ,+
(resp. L(k, i)
σr ,−
) is the irreducible L(k, 0)K-module
generated by the lowest weight vector vr,i,i(resp. f
(r)
− 1
2
vr,i,i) with the lowest weight i(i−k)
4(k+2)
+
k
16
(resp. i(i−k)
4(k+2)
+ k
16
+ 1
2
).
If k ∈ 2Z+, we have
L(k,
k
2
)
σr
=
j=3⊕
j=0
L(k,
k
2
)
σr ,(j)
(4.24)
for each r = 1, 2, 3, where L(k, k
2
)
σr ,(0)
(resp. L(k, k
2
)
σr ,(1)
, L(k, k
2
)
σ1,(2)
, L(k, k
2
)
σr ,(3)
) is the
irreducible L(k, 0)K-module generated by the lowest weight vector vr,
k
2
, k
2 (resp. h(r)(−1)vr, k2 , k2 ,
(e(r) + f (r))− 1
2
vr,
k
2
, k
2 , (e(r) − f (r))− 1
2
vr,
k
2
, k
2 ) with the lowest weight k
8(k+2)
(resp. k
8(k+2)
+ 1,
k
8(k+2)
+ 1
2
, k
8(k+2)
+ 1
2
).
Proof. For r = 1 and i 6= k
2
, KL(k,i)σ1 = {σ0, σ1} from Lemma 4.11. Then the twisted
group algebra C
α
L(k,i)
σ1 [KL(k,i)σ1 ] is a commutative semisimple associative algebra which
has only two irreducible modules of dimension one. The decomposition of L(k, i)
σ1
into
irreducible L(k, 0)K-modules is exactly (4.10). And L(k, i)
σ1,+
, L(k, i)
σ1,−
are inequivalent
irreducible L(k, 0)K-modules due to Theorem 2.12. Thus (4.23) holds for r = 1 and the
lowest weight vectors with their lowest weights of these irreducible L(K, 0)K-modules are
listed in Theorem 4.5.
If k ∈ 2Z+, KL(k, k
2
)
σ1 = K from Lemma 4.11. The K-orbit L(k, k2)
σ1 ◦K of L(k, k
2
)
σ1
only contains itself, and the map σr 7→ φ(σr)(r = 0, 1, 2, 3) defined in Lemma 4.11 gives a
projective representation of K on L(k, k
2
)
σ1
. Let α
L(k, k
2
)
σ1 be the corresponding 2-cocycle
in C2(K,C∗). Then L(k, k
2
)
σ1
is a module for the twisted group algebra C
α
L(k, k2 )
σ1
[K]. And
C
α
L(k, k2 )
σ1
[K] is a commutative semisimple associative algebra which has four irreducible
modules of dimension one. Let L(k, k
2
)
σ1,(0)
(resp. L(k, k
2
)
σ1,(1)
, L(k, k
2
)
σ1,(2)
, L(k, k
2
)
σ1,(3)
) be the irreducible L(k, 0)K-module generated by the lowest weight vector v
k
2
, k
2 (resp.
h(−1)v k2 , k2 , (e+ f)− 1
2
v
k
2
, k
2 , (e− f)− 1
2
v
k
2
, k
2 ) with the lowest weight k
8(k+2)
(resp. k
8(k+2)
+1,
k
8(k+2)
+ 1
2
, k
8(k+2)
+ 1
2
). Then L(k, k
2
)
σ1,+
= L(k, k
2
)
σ1,(0) ⊕ L(k, k
2
)
σ1,(1)
and L(k, k
2
)
σ1,−
=
L(k, k
2
)
σ1,(2) ⊕ L(k, k
2
)
σ1,(3)
. As a result, (4.24) holds for r = 1.
In almost exactly the same way, the proof for the case r = 2 and r = 3 are similar to
the case r = 1. Therefore, we obtain our result as desired.
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To sum up, if k ∈ 2Z+ − 1, there are k + 1 irreducible L(k, 0)K-modules coming from
σr-twisted L(k, 0)-modules L(k, i)
σr
, 0 6 i 6 k for each r = 1, 2 or 3 up to isomorphism.
If k ∈ 2Z+, there are k + 4 irreducible L(k, 0)K-modules coming from σr-twisted L(k, 0)-
modules L(k, i)
σr
, 0 6 i 6 k for each r = 1, 2 or 3 up to isomorphism.
From the above discussion and Theorem 2.14, we obtain one of the main results of
this paper.
Theorem 4.14. (1) If k ∈ 2Z+ − 1, there are 11(k+1)2 inequivalent irreducible L(k, 0)K-
modules as follows:
L(k, i)+, L(k, j)(l), 1 6 i 6 k, i ∈ 2Z+ 1, 0 6 j 6 k, j ∈ 2Z, 0 6 l 6 3,
L(k, i)
σr ,+
, L(k, i)
σr ,−
, 0 6 i 6
k − 1
2
, r = 1, 2, 3.
(2) If k ∈ 2Z+, there are 11k+322 inequivalent irreducible L(k, 0)K-modules as follows:
L(k, i)+, L(k, j)(l), 1 6 i 6 k, i ∈ 2Z+ 1, 0 6 j 6 k, j ∈ 2Z, 0 6 l 6 3,
L(k, i)
σr ,+
, L(k, i)
σr ,−
, L(k,
k
2
)
σr ,(l)
, 0 6 i 6
k
2
− 1, r = 1, 2, 3, 0 6 l 6 3.
Proof. From Theorem 2.14, we know that any irreducible L(k, 0)K-module occurs in an
irreducible σr-twisted L(k, 0)-module for some r ∈ {0, 1, 2, 3}. In more detail, L(k, i)+(0 6
i 6 k, i ∈ 2Z + 1), L(k, i)(j)(0 6 i 6 k, i ∈ 2Z, j ∈ {0, 1, 2, 3}), L(k, i)σr ,±(0 6 i < k
2
, r ∈
{1, 2, 3}) and L(k, k
2
)
σr ,(j)
(r ∈ {1, 2, 3}, j ∈ {0, 1, 2, 3}, k ∈ 2Z) give a complete list of
inequivalent irreducible L(k, 0)K-modules. The lowest weight vectors with their lowest
weights of these irreducible L(k, 0)K-modules are listed in Theorem 4.1, Lemma 4.8 and
Lemma 4.13.
Remark 4.15. For k = 1, the orbifold vertex operator algebra L(1, 0)K can be realized as
the fixed point subalgebra V +Zβ of the lattice vertex operator algebra VZβ associated to the
positive definite even lattice Zβ with (β, β) = 8 under an automorphism of VZβ lifting the
−1 isometry of Zβ [7]. Moreover, the representations V +Zβ have been studied in [9] and
[18]. It turns out there are 11 inequivalent irreducible V +Zβ-modules which have been listed
explicitly in [9].
Remark 4.16. Notice that for k = 2, L(2, 0) = VZγ ⊗ LV ir(12 , 0) ⊕ VZγ+ 12γ ⊗ LV ir(
1
2
, 1
2
)
and L(2, 0)〈σ1〉 = VZγ ⊗ LV ir(12 , 0), where (γ, γ) = 4, and LV ir(12 , 0) is the simple vertex
operator algebra associated to the Virasoro algebra with central charge 1
2
. Then it is easy to
see that L(2, 0)K is isomorphic to V +Zγ⊗LV ir(12 , 0) Using the fact that V +Zγ is isomorphic to
LV ir(
1
2
, 0)⊗2 [8], we have L
ŝl2
(2, 0)K ∼= LV ir(12 , 0)⊗3. Then there are exactly 27 inequivalent
irreducible LV ir(
1
2
, 0)⊗3-modules.
Recall from Theorem 3.2 that for m ∈ 2Z>2 + 1, CL
ŝom
(1,0)⊗3(Lŝom(3, 0))
∼= L(2m, 0)K ,
and CL
ŝom
(1,0)⊗3(Lŝom(3, 0))
∼= (L(2m, 0) ⊕ L(2m, 2m))K for m ∈ 2Z>2. We are now in a
position to give the other main result of this paper.
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Theorem 4.17. (1) For m ∈ 2Z>2+1, CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) has 11m+16 inequivalent
irreducible modules as follows:
L(2m, i)+, L(2m, j)(l), 1 6 i 6 2m, i ∈ 2Z+ 1, 0 6 j 6 2m, j ∈ 2Z, 0 6 l 6 3,
L(2m, i)
σr ,+
, L(2m, i)
σr ,−
, L(2m,m)
σr ,(l)
, 0 6 i 6 m− 1, r = 1, 2, 3, 0 6 l 6 3.
(2) For m ∈ 2Z>2, CL
ŝom
(1,0)⊗3(Lŝom(3, 0))
∼= L(2m, 0)K ⊕ L(2m, 2m)K has 8m + 32
inequivalent irreducible modules as follows:
L(2m, i)(j) ⊕ L(2m, 2m− i)(j),
where 0 6 i 6 m− 2, i ∈ 2Z, 0 6 j 6 3 with the “split” type ones:
(L(2m,m)(j))±, (L(2m, i)
σr ,+
)±, (L(2m, i)
σr ,−
)±, (L(2m,m)
σr ,(j)
)±,
where 0 6 i 6 m− 2, i ∈ 2Z, r = 1, 2, 3, 0 6 j 6 3.
Proof. (1) follows from Theorem 4.14 and Theorem 3.2. We now prove (2). Since
CL
ŝom
(1,0)⊗3(Lŝom(3, 0))
∼= (L(2m, 0) ⊕ L(2m, 2m))K , it follows that the irreducible mod-
ules of CL
ŝom
(1,0)⊗3(Lŝom(3, 0)) occurs in the irreducible σr-twisted modules of L(2m, 0)⊕
L(2m, 2m), 0 6 r 6 3. Denote
V˜ σ1 = L(2m, 0)〈σ1〉 ⊕ L(2m, 2m)〈σ1〉.
Notice that m ∈ 2Z+, and for 1 6 i 6 m − 1, i ∈ 2Z + 1, the lowest weights of the
L(2m, 0)〈σ1〉-module L(2m, i)σ1,+ is i(i+2)
2(2m+4)
. Then it is easy to check that
i(i+ 2)
2(2m+ 4)
− (2m− i)(2m− i+ 2)
2(2m+ 4)
∈ Z+ 1
2
.
By (4.11) in Theorem 4.6 about the fusion rules of the vertex operator algebra L(2m, 0)〈σ1〉,
we have
L(2m, 2m)σ1,+ ⊠ L(2m, i)σ1,± = L(2m, 2m− i)σ1,∓.
Then by Theorem 2.20, for 1 6 i 6 m − 1, i ∈ 2Z + 1, L(2m, i)σ1,± ⊕ L(2m, 2m − i)σ1,∓
are not modules of V˜ σ1 . Similarly, by (4.13),
L(2m, 2m)σ1,+ ⊠ L(2m, i)
σ1,±
= L(2m, 2m− i)σ1,∓,
for 1 6 i 6 m− 1, i ∈ 2Z+ 1. Then we also deduce that
L(2m, i)
σ1,± ⊕ L(2m, 2m− i)σ1,∓, 1 6 i 6 m− 1, i ∈ 2Z+ 1
are not modules of V˜ σ1 . By Theorem 4.6, for 0 6 i 6 m, i ∈ 2Z,
L(2m, 2m)σ1,+ ⊠ L(2m, i)σ1,± = L(2m, 2m− i)σ1,±,
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L(2m, 2m)σr ,+ ⊠ L(2m, i)
σr ,±
= L(2m, 2m− i)σr ,±.
Then we deduce that the “nonsplit” type modules
L(2m, i)σ1,± ⊕ L(2m, 2m− i)σ1,±, L(2m, i)σ1,± ⊕ L(2m, 2m− i)σ1,±,
where 0 6 i 6 m− 2, i ∈ 2Z, and the “split” type modules
(L(2m,m)σ1,+)±, (L(2m,m)σ1,−)±, (L(2m,m)
σ1,+
)±, (L(2m,m)
σ1,−
)±
exhaust all the irreducible modules of V˜ σ1 . By (2.4) and (4.17), all the above V˜ σ1-modules
are stable under σ2. Then by [16], [19], and [43] we deduce that CL
ŝom
(1,0)⊗3(Lŝom(3, 0))
∼=
(L(2m, 0)⊕ L(2m, 2m))K has exactly 8m+ 32 irreducible modules.
On the other hand, By Theorem 2.20, for r = 1, 2, 3, 1 6 i 6 m− 1, i ∈ 2Z+ 1,
L(2m, i)+ ⊕ L(2m, 2m− i)+, L(2m, i)σr ,± ⊕ L(2m, 2m− i)σr ,∓,
can not be modules of the simple extension L(2m, 0)K ⊕ L(2m, 2m)K . Then by (2) of
Theorem 4.14 we have (2).
Remark 4.18. For m = 6, we have
CL
ŝo6
(1,0)⊗3(Lŝo6(3, 0))
∼= (L(12, 0)⊕ L(12, 12))K.
On the other hand, from [28] and [36] and the fact that so6(C) ∼= sl4(C), we have
CL
ŝo6
(1,0)⊗3(Lŝo6(3, 0))
∼= K(sl3, 4),
where K(sl3, 4) is the parafermion vertex operator algebra associated with sl3(C) and the
level 4 [3], [11], [12]. Then we have
(L(12, 0)⊕ L(12, 12))K ∼= K(sl3, 4).
By [3], K(sl3, 4) has exactly 80 inequivalent irreducible modules.
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