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A Free Boundary Problem with Moving Source 
GUNDUZ~AGINALP* 
Department of Mathematics, Carnegie-Mellon University, Pittsburgh, 
Pennsylvania 15213 
A free boundary problem with a moving source is considered. The existence of a 
critical velocity, above which a fault line occurs, is known experimentally in welding. 
One possible explanation has been the formation of a teardrop-shaped weld pool 
with a sharp vertex at the tail end. It is proved that such a singularity cannot occur 
within a reasonable two-dimensional model. The model includes physical effects due 
to discontinuous diffusivities, convection terms, and deviations in the interfacial 
temperature due to terms such as curvature and linear dynamics. e 1984 Academic 
Press. Inc. 
I. INTRODUCTION 
A moving boundary problem which is of both theoretical and practical 
importance arises from welding. In an abstract setting, the problem may be 
described as a localized heat source moving at constant velocity, C, along a 
line on a two-dimensional sheet of metal, S-2. Part of the domain, @i, will be 
liquid, with a phase boundary c%‘&, and the remainder, 52, = L? \ L?,, will be 
in the solid phase. Thus, the front part of ~552~ is a melting transition while 
the rear is a freezing boundary. For very small speeds u = ]C] one expects 
the shape of the weld pool, LX?,, to be approximately circular, with the heat 
source at the center (as in Fig. la). At higher speeds, it is experimentally 
observed that the shape of && becomes elongated with the heat source 
closer to the front end (i.e., in the direction of the moving source) than the 
back end (see Fig. lb). Furthermore, the back end is generally narrower 
than the front. At still higher speeds, the shape of the weld pool for some 
metals is a teardrop shape (see Fig. lc) with what seems to be a sharp vertex 
at the back end. The same speed may also produce the elongated shape with 
a concavity near the back end as a metastable state (as in Fig. Id). It has 
been suggested that when the speed reaches a critical point u,, the elongated 
shape with a smooth boundary can no longer be sustained and a sharp 
vertex must be formed in order to accommodate the liberation of latent heat 
from the liquid into the solid [l]. 
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FIG. 1. (a) At slow speeds U, the shape of the weldpool X2, is a slightly elongated circle. (b) 
At higher speeds, the shape becomes more elongated, with the source closer to the melting 
boundary in front. It is also wider at the front than at the back end. (c) At still higher speeds, it 
has been suggested that a teardrop shape with a sharp vertex at the tail end is formed. (d) A 
metastable state occurring at the same speed as (b) or (c) has a shape with distinct concavity. 
It is difilcult of course to determine experimentally whether such a critical 
velocity exists or whether the back end of the weld pool simply increases in 
curvature without becoming a sharp vertex at any finite velocity. 
Experimentally, it is less difficult to observe the resolidification patterns, 
which are of great practical importance in that they influence the strength of 
the bond [2-41. At low velocities the crystal patterns in resolidification are 
found to be growing in a pattern which diverges logarithmically along the 
line followed by the source (see Fig. 2a). For sufficiently high velocities, the 
resolidification patterns intersect at a finite angle, resulting in a fault line 
which generally causes a weak bond. 
One explanation [l] of the fault line and the associated critical velocity is 
based on the idea that a smooth boundary XJ, will result in the smooth 
(logarithmic) resolidification while the teardrop (i.e., sharp vertex at rear) 
will result in a fault line with the resolidification occurring at an angle which 
is approximately the angle of the teardrop. 
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FIG. 2. (a) For sufficiently low velocities the crystal growth pattern due to resoliditication 
exhibits a divergence along the y  axis and results in a strong bond. (b) For sufficiently high 
velocities the pattern exhibits a “fault line” along the y  axis with which the patterns intersect 
at a finite angle. 
In this paper we consider the shape of the weld pool within a mathemati- 
cal model which consists of the heat diffusion equation and the latent heat 
equation and may include the following physical effects: (a) discontinuous 
diffusivity and latent heat coefficients (as a consequence of having two 
different metals), (b) anisotropy in the diffusivity, (c) distinct diffusivities for 
the liquid and solid, (d) the effects of curvature (Gibbs-Thompson relation) 
and linear dynamics on the interfacial temperature, (e) convection effects in 
the liquid metal. Within this model we prove rigorously that a steady-state 
teardrop shape with a sharp vertex is not possible for any temperature 
function which is in a physically reasonable class. 
Since our model includes the major physical aspect of the problem, it is 
reasonable to assume that there is no discontinuous change in the shape of 
the phase boundary but rather a critical curvature which occurs at some 
velocity (normalized by physical constants of the problem such as diffusiv- 
ity) at which the fault line first develops. This approach will be the focus of 
further investigation. 
II. THE MODEL AND BASIC ASSUMPTIONS 
Letting T denote the temperature and TM the equilibrium melting tem- 
perature we define 
u= T- TM. (24 
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The domain D c R2 represents the sheet of metal oriented so that the 
source 
fb, Y, t> = f(x, Y - 4 (2.2) 
moves with speed u = Ii?] along the y-axis. 
In the liquid region, G2,, one has the heat diffusion equation with a source 
and possible convection terms 
‘CL(X) s+Y,ay~ +u,(r,x,y,u).vu=~+f(x,y-L’I) [a:# ““I 
(2.3) 
where K~(x) is the diffusivity of the liquid metal which may vary as a 
function of X, the constant yL is anisotropy in the diffusivity, and CC = 
CJ t, x, y, u) is the convection velocity which may be present for sufficiently 
high source speeds u. In general, I& will be coupled via a Navier-Stokes 
equation. We consider here a known bounded function CC,, and do not deal 
explicitly with coupled equations. More general cases may be treated by 
using various comparison principles [5]. 
Within the solid, i.e., P,, one has the heat diffusion equation 
Across the phase boundary, 6JQ2,, the latent heat balance must be satisfied; 
i.e., the heat released by the liquid as it freezes is absorbed by the solid. One 
has then 
6-h = [KS(X)&s- KL(X)+UL] *ii (on a%) (2.5) 
where 1 is the latent heat of fusion which is a known constant, ii is the unit 
normal vector into the liquid and the subscripts S and L on u denote the 
phases or equivalently the domains Q2 and a1 in which u assumes its 
values. The heat capacity, which is also a known constant, has been set 
equal to one, without loss of generality. 
Although the latent heat condition is generally written in a pointwise 
sense for mathematical convenience, it is worth noting that such a balance 
condition is physically intended to be an average over an area along the 
interface; i.e., if A is such an domain then one has 
1 
-/fi*hi’d =hj[Ks(X)‘SUS- KL(X)+UL] *iidA. 
IAI 
(2.6) 
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On the interface a&, the temperature must be specified. In the classical 
Stefan model the interfacial temperature is taken to be the melting tempera- 
ture, u = 0. However, it is physically more reasonable to take the curvature 
into account by means of the Gibbs-Thompson relation: 
u= -rc$ on as2, (2.7) 
where r is the surface tension and 5 is the curvature which is negative if the 
axis of concavity is in the liquid; i.e., the interface protrudes into the solid. 
Like the latent heat equation, the Gibbs-Thompson relation must also be 
considered in an averaged sense. In particular, if one has an interface with a 
corner at x’ then a suitable interpretation for u(Z) is 
(2.8) 
where Jx(Z - y’) is an averaging kernel which vanishes when its argument 
exceeds A. The value of X is then a physically relevant length scale in the 
problem. For our purposes, however, the precise value of h is immaterial so 
long as it is positive. 
For large velocities, the interface temperature will be affected by linear 
dynamic terms in addition to the curvature. Such terms may have the 
asymmetries of the crystal structure of the metal, but will generally be 
smooth functions of position on the boundary. Hence, we assume boundary 
values 
44 = m x E aq (2-9) 
where + is a function which is C2( a$&). For existence and uniqueness 
results (given a&) one would need + E C2sa( JQi); i.e., it is twice differen- 
tiable and its second derivative satisfies the Holder bound 
[02+l a; cm, = sup SUP 
IDij+Cx) - Dij+(Y)l 
1x-y)” < a0 
(2.10) 
i,j x,yG%l 
for some a: 0 < a 5 1. 
On the outermost boundary, a& we assume u is at some fixed negative 
temperature (i.e., below the equilibrium and interfacial melting tempera- 
tures). The precise conditions on the other functions and parameters are as 
follows. 
The source function 
is L9/2(52,) where q > 2 = dimensionality, and has compact support in Qi. 
Thus, the smoothness of f is not particularly important for our purposes. 
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The diffusivities K~(x) and K~(x) are required to be bounded measurable 
functions, and may have discontinuities. We require boundedness above and 
below : 
0 < K, 5 KS(X), KL(X) 5 Kb < 00. (2.11) 
For actual welding with two metals, a typical situation would be 
KS(X) = K&l) xc0 
= Ki2) x>o (2.12) 
while K~(x) varies continuously between off-) and KF). 
The basic strategy of the proof is to assume there is a solution, (u, &Q, 
to the moving boundary problem such that aQ2, has a sharp vertex at the 
back end and show that a contradiction is obtained with the latent heat 
balance. For maximum generality we do not assume the solution is C2(s2,) 
and C2(Q2), i.e., a classical solution, but only that it is in the Sobolev spaces 
W1v2(Q2,) and W’,2(a2) and is a weak solution to (2.3) and (2.4) subject to 
the boundary conditions and the latent heat equation. That is, u has a weak 
derivative, defined as the vector function h’ satisfying 
/, gxdx = -1 uegdx 
1.2 n 1.2 
(2.13) 
for all g E Ci(G, 2), and the function u as well as its weak derivatives are 
in L*(&,). This ‘is a reasonable class physically, since the gradient of the 
temperature is proportional to the heat flux. 
The solutions to (2.3) and (2.4) are also to be interpreted in the weak 
sense in the same way as (2.13). Thus the contradiction we will obtain for 
the assumed solution (u, 80,) will be for a very general class of possible 
functions u including classical solutions. 
III. THE RADIAL DERIVATIVE NEAR THE VERTEX 
Let 
u E W2(Ql) n W1~2(Q2) n co(Q) 
be the solution to (2.3) in S&, (2.4) in a2 satisfying (2.5) on the phase 
boundary 80, as well as the boundary condition u = + on aP,. We assume 
that the boundary 80, is C’ everywhere except at the vertex; i.e., any 
portion excluding the vertex can be mapped onto the real line by means of a 
mapping which is a C’ function. 
The objective is to show that such a function u must have a divergent 
gradient when the vertex is approached from any direction in St,, while it is 
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bounded as one approaches from &. This will be in violation of (2.5) and 
(2.6), which contradicts the original assumptions. 
We first transform the problem into moving coordinates (t’, x’, r’) where 
t’ and y’ are unchanged and y’ = y - ut. Also, the anisotropies yL and ys 
may be absorbed into the y variable in each region. This modifies (2.5) by 
creating asymmetries in the terms kS vu, and K~ vu,. 
Considering steady state solutions by setting the time derivative equal to 
zero, Eqs. (2.3) and (2.4) are thus transformed into 
J&U = K~(x) Au + ud” + i& 
aY 
. 64 =f(x, y) 




in the two phases. 
In less general circumstances, our assertions on the behavior of the 
derivatives near the vertex are a consequence of Kondrat’ev’s work [6]. 
However, these results depend on analytic transformations and require 
continuous coefficients and C” boundary, 8s2. 
Our methods rely on the maximum principle, stated in general terms, and 
comparison with specific functions which have suitable properties. We begin 
by considering the solid region, Q2,. 
In the region Q2,, we can divide L,u = 0 by K~(x) so that the coefficient 
of the second order terms are constants and the operator can thus be 
considered of divergence form. Since 9, satisfies an exterior cone condition 
at every point on its boundary and since + is continuous, there exists a 
unique function u E W’,2(82) n C’(a,) which solves (3.2) subject to u = + 
on XJ, and u = u. on a!& 
We concentrate our attention on the portion of the domain G2 within R 
of the vertex and denote this subdomain by Q2;. Let the angle extended at 
the vertex be @, (which is greater than rr by assumption) and consider the 
polar coordinate system (r, 0) where r is the distance from the vertex and t9 
is the angle ranging between 0 and O2 and measured clockwise. In polar 




for (r, e) E at,. 
LEMMA 3.1. Under the assumption and boundary conditions stated above, 
lim g(r,e) = --co 
I.40 
(r, 0) E a2; 
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i.e., if the limit does not exist, one has 
Proof. Initially consider + = 0. In the subdomain Q; (where R will be 
specified below) we seek a function w(r, 0) with the following properties: 
(i) u I w  on 822;; 
(ii) L,w 5 0 in a;; 
(iii) lim r+ow(r,t3) = O,lim,,,(&/ar) = -cc. 
We define the function 
w(r,e) = C[l - eg(r,e)] 
g(r, e> = r”sinae (3.5) 
with (Y = T/$ and C is a constant to be determined. One then has 
L2w -= --‘use r g Za-2 _ 
C 
cyuegr”-‘(sin8sincYe + cosr3cosa8). (3.6) 
Since (Y < 1, ks is bounded below by a constant K,, the first term (which is 
always negative) dominates the second term for small r. 
Thus 
L,w I 0 in !22; (3.7) 
providing r I R I R, where R o depends upon K~, U, and Q2. 
Property (iii) is clearly valid. To verify (i) note that u 2 0 on X2, which 
consists of d!2i and KL One has 
(a) u is continuous in 52;; 
(b) u(R, 0) ’ u(R, 4, u(R, $1’ #CR, 0 
(c) X2; satisfies an interior sphere condition. 
Thus by the Hopf principle [5] (in a generalized sense) one has 
g(R,O) < 0; $(U’2) ’ 0 (3.8) 
where the derivatives are to be interpreted as lim sup and lim inf if the limits 
do not exist. That is, - u is strictly increasing as it enters the I& region from 
the boundary XA2,, and it has a positive minimum along (R, f3). By first 
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fixing R and then choosing C sufficiently small in w  one can satisfy 
UlW on aq (3.9) 
as well as the other requirements. 
Applying the maximum principle [5] to the function u - w  which is 
nonpositive on the boundary as2; and satisfies L,(u - w) 2 0 in !J; one 
has 
UlW in fl;. (3.10) 
Subtracting ~(0, 0) = w(O,t9) = 0 from both sides, dividing by r, and taking 
the limsup, one proves (3.4) for the case + = 0. 
Now we consider the general case of nontrivial $L We can extend 9, 
defined on a!J, to a function 6, defined on a;, which is twice continuously 
differentiable and has a derivative which is less than that of u as it 
approaches a&. (If the derivative of u does not exist, we take the liminf.) 
Now let 
VZ#- ?J (3.11) 
so that the problem 
L,u = 0 in Q2, (3.12) 
u=+ on as2, (3.13) 
u = ug on as2 (3.14) 
is transformed into 
L,v + L2$ = 0 in D, (3.15) 
v=o on asl, (3.16) 
v=u,-ij on ati, (3.17) 
If R is made sufficiently small in St; and C is made sufficiently large in 
w( T, 0) then 
(i) v I w  on an;; 
(ii) - L,w 2 1 L&I in St;; 
(iii) lim r40~(r,tl) = 0; lim,,O(aw/&) = - 00. 
Property (ii) is valid since 
-L,w 2 C’r2”-2 (3.18) 
for r I R for sufficiently small R. Since (Y < 1 and L2s is bounded by a 
constant, (ii) holds. 
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Applying the maximum principle to the function u - w  yields 
limsup u(r,d) - v(O,8) = -co. 
r-0 r 
(3.19) 
Since 6 has bounded derivatives, the function u = u + $I also has a 
divergent gradient at the vertex. 0 
We now focus attention on the liquid region, s2,. Again, division by K~(x) 
puts I$. (3.1) in divergence form, so that the solution u E W’**(Qt,) n 
C’(n,) is unique. If V, is a C” function (or if we disregard convection), f is 
C* and K~(x) iS c”, except at x = 0 then it follows that ZJ is a C*,” 
function on a, U T where a, is any domain contained in G2, excluding the 
line x = 0 and T is any portion of 84, excluding the vertex. 
In order to prove a bound on the radial derivative, however, we do not 
need such regularity results. 
Transforming to polar coordinates as in a2 we have 
1 au 
L,u=KL(rCOSB) $+;-$+-yg 
[ 1 +[“p+“] 
sine% + +g] + @[coso$ - y$] =f (3.20) 
where & E (vi’), ui’)). 
LEMMA 3.2. Under the assumptions stated above 
i.e., if the limit does not exist, one has 
lim sup u(r,fl) - u(O,e) < o. 
r-0 r 
(3.21) 
Proof. Initially consider boundary conditions u = + = 0. Let Qp, 3 2a 
- a2 be the angle subtended, and let Q; be the subdomain in s2, bounded 
by r s R where R is to be specified. We need a comparison function w(r, 6) 
with the properties 
(i) u 5 w  on as2; 
(ii) L,w s 0 in 0; 
(iii) lim ,+ow(r,t3) = 0; lim .,o(a/ar>w(r,e) = 0. 
Let 
w(r,O) = C[e8(‘ve) - 11, w1 = Ceg 
g(r,O) = rpsin(d + e,) (3.22) 
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where (Y, /3, and 0, are chosen as follows. Let tiO = a/@,, > 1. For m 
sufficiently large, one has 
(YE (3.23) 
We choose R as any number such that 
l<j?<cr<ff, (3.24) 
and set 
e, = m/2m 
y= = (32 - p=, 
(3.25) 
(3.26) 
Computing L,w, one has 
$ = ~~(r~osfl)[(/3~ - y2)rS-2sin(a6 + e,) 
+p=+9-= sin2(& + e,) 
+y2r2fi-2COS2(ae + e,)] + ( u + @) 
x [#M-l sinBsin(a0 + e,) +ar~-1c0s8c0s(ae + e,)] 
+$)[p+-kosflsin(& + 0,) -&-lsinecos(& + 8,,)]. (3.27) 
Noting that 
s;pfc,[R’- a2]rfi-2sin(a8 + e,) s -y2K,rS-2sinr/2m, 
it is clear that 
L,w I C’F2 (3.28) 
if r I R for sufficiently small R. Thus property (ii) holds. 
Having chosen R in this way, we choose C large enough in w(r, 0) so 
that 
i;fw(R,B) 2 supu(R,e). 
e 
(3.29) 
This verifies property (i) since u = 0 on the radial part of 6’Q;. Property (iii) 
is evident. 
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Applying the maximum principle to the function u - w  in C?; one has the 
result that 
u(Q) I w(rJ) (r,e> E n;. (3.30) 
Subtracting ~(0, 6) = ~(0, 0) = 0, dividing by r, and taking the lim sup 
as r + 0 one has 
(3.31) 
To consider nonzero boundary conditions u = (p, we use the same idea as 
in &. Extending c$, defined on JQ,, one defines 
v=u-5 in P,. (3.32) 
The original problem is then equivalent to 
L,v + L,4 = 0 in Q, (3.33) 
subject to zero boundary conditions on Z&. 
The function w(r, 0) thus satisfies 
(i) v I w  on f3P;; 
(ii) L,w + IL161 5 0 in St;; 
(iii) lim r ~ ow( r, 8) = 0, lim, _ o( c?w/&) = 0. 
Applying the maximum principle to the function v - w  one obtains the 
result (3.31) for v. The conclusion then follows since u = v + $J and $B have 
bounded derivatives. q 
IV. THE LATENT HEAT EQUATION 
It is clear that Lemmas 3.1 and 3.2 contradict the “pointwise” latent heat 
equation (2.5). However one defines the normal at the vertex (so long as its 
direction is into the liquid from the solid), 1 ets . A 1 can be made arbi- 
trarily large as the vertex is approached, while I vu, . A I remains bounded. 
Thus, Eq. (2.5) cannot hold for any finite 1 and v. 
In terms of the integral interpretation of the latent heat equation, one has 
a similar situation. For if one takes a disc, A, of radius c centered at the 
vertex, the right-hand side of (2.6) increases without bound as c is decreased, 
while the left-hand side is bounded by a constant. 
The results are summarized in the following 
THEOREM~.~. Under the assumptions made in Section II, the free boundary 
problem (2.3), (2.4) subject to the latent heat equation (2.5) cannot have a 
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solution (u, S2,) in which &I, is a phase boundary which has a sharp vertex 
at the tail end. 
There are several physical complications which we have not considered 
explicitly. Among these is the effect of alloys in SJi. It is possible that in the 
course of melting, one of the constituents in the alloy would be in higher 
concentration near the tail end than the others. This would change the 
melting temperature and thereby the temperature at the interface. However, 
the interface temperature would still be smooth and since our method 
applies to arbitrary smooth boundary conditions u = r$ on Xl,, the latent 
heat condition would once again be violated. Thus, if one takes into 
consideration this aspect of alloys or impurities it seems that the conclusion 
is unchanged. 
A second physical possibility is the absence of a steady state, conceivably 
due to lack of homogeneity in the y direction. This could arise, for example 
if K= and K~ are functions of x and y. Thus one might expect that a sharp 
vertex may always be present in Pi even though no steady state exists. 
However, if one uses the maximum principle for generalized parabolic 
equations, similar conclusions can be expected to follow. 
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