olution redirected effort away from this question to the one of determining the level of output at a point in time in disequilibrium, the failure of the Keynesian Theory in the 1970s has caused many economists to want to return to the study of business cycles as equilibrium phenomena. In their search for an equilibrium model of the business cycle, modern economists have been guided by the insights of Mitchell (1913) and others who have used techniques of analysis that were developed prior to the development of modern computers. The thesis of this paper is that the search for an equilibrium model of the business cycle is only beginning and that studying the comovements of aggregate economic variables using an efficient, easily replicable technique that incorporates our prior knowledge about the economy will provide insights into the features of the economy that an equilibrium theory should incorporate.
This study should be viewed as documenting some systematic deviations from the restrictions upon observations implied by neoclassical growth theory. l Our statistical approach does not utilize standard time series analysis. Our prior knowledge concerning the processes generating the data is not of the variety that permits us to specify a probability model as required for application of that analysis. We proceed in a more cautious manner that requires only prior knowledge that can be supported by economic theory. The maintained hypothesis, based upon growth theory considerations, is that the growth component of aggregate economic time series varies smoothly over time. The sense in which it varies smoothly is made explicit in section 1.
We find that the nature of the comovements of the cyclical components of macroeconomic time series are very different from the comovements of the slowly varying components of the corresponding variables. Growth is characterized by roughly proportional growth in (per capita) output, investment, consumption, capital stock and productivity (output per hour), and little change in the hours of employment per capita or household. In contrast, the cyclical variations in output arise principally as the result of changes in cyclical hours of employment and not as the result of changes in cyclical productivity or capital stocks. In the case of the cyclical capital stocks in both durable and nondurable manufacturing industries, the correlation with cyclical output is even negative. Another difference is in the variability of components of aggregate demand. Cyclical consumption varies only one-half and investment three times as much as does cyclical output.
Section 2 presents our findings regarding the comovements of these series with the cyclical component of real GNP, as well as an examination of the cyclical components of prices, interest rates, and nominal and real money balances. Section 3 examines the serial correlation properties of a number of the series.
Several researchers, using alternative methods, have added and are adding to our knowledge of aggregate economic fluctuations.2 Our view is that no one approach dominates all the others and that it is best to examine the data from a number of different perspectives. We do think our approach documents some interesting regularities. 
DECOMPOSITION PROCEDURE
The observed time series are viewed as the sum of cyclical and growth components. Actually, there is also a seasonal component, but as the data are seasonally adjusted, this component has already been removed by those preparing the data series. If growth accounting provided estimates of the growth component with errors that were small relative to the cyclical component, computing the cyclical component would be just a matter of calculating the difference between the observed value and the growth component. Growth theory accounting (cf. Denison 1974), in spite of its considerable success, is far from adequate for providing such numbers. If our prior knowledge were sufficiently strong so that we could model the growth component as a deterministic component, possibly conditional on exogenous data, plus a stochastic process and the cyclical component as some other stochastic process, estimating the cyclical component would be an exercise in modern time series analysis. Our prior knowledge is not of this variety, so these powerful methods are not applicable. Our prior knowledge is that the growth component varies "smoothly" over time.
Our conceptual framework is that a given time series Yt is the sum of a growth component gt and a cyclical component ct:
Our measure of the smoothness of the {gt} path is the sum of the squares of its second difference. The ct are deviations from gt and our conceptual framework is that over long time periods, their average is near zero. These considerations lead to the following programming problem for determining the growth components: The following probability model is useful for bringing to bear prior knowledge in the selection of the smoothing parameter A. If the cyclical components and the second differences of the growth components were identically and independently distributed, normal variables with means zero and variances cr2 and cr2 (which they are not), the conditional expectation of the gt, given the observations, would be the solution to program (2) when < = (rl/Cr2 As this probability model has a state space representation, efficient Kalman filtering techniques can be used to compute these gt.4 By exploiting the recursive structure, one need not invert a (T + 2) by (T + 2) matrix (T is the number of observations in the sample) as would be necessary if one solved the linear first-order conditions of program (2) to determine the gt. The largest matrix that is inverted using the Kalman filtering computational approach is 2 by 2. If T is large, this is important because inverting large matrices is costly and there can be numerical rounding problems when implemented on computers. Kalman filtering can be performed with computer packages that are widely available.
Our prior view is that a 5 percent cyclical component is moderately large, as is a one-eighth of 1 percent change in the growth rate in a quarter. This led us to select to 400 or increased by a factor of four to 6,400. As A increases, the standard deviation increases and there is greater persistence, with the results being very different for A = oo. It is noteworthy that only the results for the linear detrending violate the assumption that no unit root is giving rise to nonstationarity in the cyclical component. for i 2 0 and wi = w-i forl < o.6 For t, far from either the end or the beginning of the sample, the wT are near wt_i, so our method is approximately a two-way moving average with weights subject to a damped harmonic. The advantage of using the exact solution is that observations near the beginning and the end of the sample period are not lost.
The above makes it clear that the data are being filtered. As any filter alters the serial correlation properties of the data, the reported serial correlations should be interpreted with caution. The results do indicate that there is considerable persistence in the rapidly varying component of output. When using the statistics reported here to examine the validity of a model of the cyclical fluctuations of an artificial economy, the serial correlation of the rapidly varying component of the model's aggregate output series should be compared to these numbers. That is, the model's output series should be decomposed precisely as was the data for the U.S. economy. Only then, would the model's statistics and those reported here be comparable. As the comovement results were not particularly sensitive to the value of the smoothing parameter A selected, in the subsequent analysis only the statistics for A = 1,600 are reported. With a larger A, the amplitudes of fluctuations are larger, but the relative magnitudes of fluctuations of the series change little. We do think it is important that all series be filtered using the same parameter A.
VARIABILITY AND COVARIABILITY OF THE SERIES
The components being studied are the cyclical components and subsequently all references to a series relate to its cyclical component. The sample standard deviations of a series is our measure of a series's variability, and the correlation of a series with real GNP is our measure of a series's covariability. These measures are computed for the first half and the second half of the sample, as well as for the entire sample. This is a check for the stability of the measures over time.
A variable might be strongly associated with real output, but lead or lag real output. Therefore, as a second measure of the strength of association with real output, the R-squared for the regression 2 cjt= aj + E >iGNPt_i (6) i= -2 for each series j was computed. The ratio of the explained sum of the squares for this regression to the explained sum of squares for the regression when the coefficients are not constrained to be equal in the first and the second halves of the sample is our measure of stability. It is a number between zero and one, with one indicating that the best-fit equation is precisely the same in the first and second halves of the sample.
We chose this measure rather than applying some F-test for two reasons. First, we do not think the assumption of uncorrelated residuals is maintainable. Second, even if it were, it is very difficult to deduce the magnitude of the instability from the reported test statistic.
Aggregate Demand Components
The first set of variables studied are the real aggregate demand components. The results are summarized in Tables 2 and 3. The series that vary the least are consumption of services, consumption of nondurables and state and local government purchases of goods and services. Each of these has standard deviation less than the 1 .8 percent value for real output. The investment components, including consumer durable expenditures, are about three times as variable as output. Covariabilities of consumption and investment with output are much stronger than the covariability of government expenditures with output. 
Factors of Production
The second set of variables considered are the factors of production and productivity which is output per hour. These results are summarized in Tables 4 and 5 . There is a strong and stable positive relationship between hours and output. In addition, the variability in hours is comparable to the variability in output. The contemporaneous association between productivity and output is weak and unstable with the standard deviation of productivity being much smaller than the standard deviation of output. It is interesting to note that when lead and lag GNPs are included, the association between GNP and productivity increases dramatically with the R-squared increasing from .010 to .453. Capital stocks, both in durable goods and nondurable goods industries, are less variable than real output and negatively associated with output. Inventory stocks, on the other hand, have a variability comparable to output, and their correlations with output are positive. Further, the strength of association of inventories with GNP increases when lag and lead GNPs are included in the regression. This is indicated by the increase in the R-squared from .257 to .622.
Monetary Variables
Results for the final set of variables are presented in Tables 6 and 7 . Correlations between nominal money, velocity, and real money with GNP are all positive. The differences in the correlations in the first and second halves of the sample, with the exception of nominal M1, suggest considerable instability over time in these relationships. A similar conclusion holds for the short-terrn interest rate. The correlations of GNP with the price variables are positive in the first half of the sample and negative in the second half with the correlation for the entire period being small and negative.
SERIAL CORRELATION PROPERTIES OF DATA SERIES
A sixth-order autoregressive process was fit to a number of the series which displayed reasonable stable comovements with real output. Figure 2 presents plots of the unit impulse response functions for GNP and nine other series for the estimated 
