Sparse reconstruction methods, such as Compressive Sensing, are powerful methods in acoustic array processing, as they make wideband reconstruction possible. However, when addressing sound fields that are not necessarily sparse (e.g., in acoustic near-fields, reflective environments, extended sources, etc.), the methods can lead to a poor reconstruction of the sound field. This study examines the use of sparse analysis priors to promote block-sparse solutions. In particular, a Fused Total Generalized Variation (F-TGV) method is developed, to analyze the sound field in the near-field of acoustic sources. The method promotes sparsity both on the spatial derivatives of the solution and on the solution itself, thus seeking solutions where the non-zero coefficients are grouped together. The performance of the method is examined numerically and experimentally, and compared with established methods. The results indicate that the F-TGV method is suitable to examine both compact and spatially extended sources. The method is promising for its generality, robustness to noise, and the capability to provide a wideband reconstruction of sound fields that are not necessarily sparse.
I. INTRODUCTION
Microphone array processing is a powerful means to address acoustic problems related to the spatial properties of sound. Array methods are useful to localize sound sources, infer properties of the sound field in enclosures, or analyze the sound field radiated by acoustic sources. In recent years, there has been a growing interest in microphone array methods based on Compressive Sensing (CS), [1] [2] [3] [4] as they make it possible to extend the frequency range of validity of the methods. Consequently, the spatial sampling requirements are alleviated, leading to making wideband reconstruction possible. CS has been employed successfully in source localization, [5] [6] [7] 23 sound field reproduction, 8, 9 near-field reconstruction problems, [10] [11] [12] and characterization of material properties. 13 CS exploits the underlying sparse structure of a problem to seek a perfect signal reconstruction. 2 However, many of the problems encountered in acoustics are not spatially sparse (e.g., in rooms, in the near-field of wave-bearing structures, or spatially extended sources). In near-field acoustic holography (NAH), [14] [15] [16] [17] which deals with the identification and reconstruction of the acoustic field near a source, the lack of source sparsity is typically inevitable. This has led to applying CS in transformed domains, such as the wavenumber domain 10 and eigen-function domain. 18 Recent studies 11, 12 show that CS can be successfully used to reconstruct sound fields in the near-field of a source, even when this source is not spatially sparse. 12 However, it leads to a source representation that is not physically significant, resulting in reconstruction errors.
In this work we aim at developing methods that promote block-sparsity instead of direct sparsity in space domain. The objective is to develop a method that preserves the favorable properties of sparse processing methods (most notably their capability to achieve a wideband reconstruction), and that is suitable for characterizing sources that are spatially extended, or not necessarily sparse. Taking as a starting point the Total Variation (TV) regularization method, 19, 20 we propose a Total Generalized Variation (TGV) framework to reconstruct the sound field near a vibrating source. 21, 22 TV methods exploit the use of spatial gradients on the solution, to promote piece-wise constant estimates. These methods have been widely used for image reconstruction and de-noising, 19, [24] [25] [26] and recently in acoustics. 27 In this study we exploit the higher-order spatial derivatives of the solution estimate, as in TGV methods. [21] [22] [23] In particular, the use of a Laplacian operator is examined, which promotes a piece-wise linear solution instead of a piece-wise constant one, as in conventional TV. We propose a Fused Total Generalized Variation (F-TGV) method, which combines direct spatial sparsity with a second order TGV (second derivative on the solution). The proposed method promotes block-sparse solutions: the solution estimate is not necessarily strictly sparse, but all the non-zero coefficients are grouped together. The F-TGV method can be understood as an analysis sparsity prior, as opposed to a synthesis one, because a specific structure is not imposed on the signal directly, but rather on a transformed domain. To the author's knowledge, it is the first time that such a method is proposed.
The paper is structured as follows: in Sec. II the methodology is presented, along with existing reconstruction methods. In Sec. III a numerical study is conducted that examines a) Electronic mail: efg@elektro.dtu.dk J. Acoust. Soc. Am. 143 (6), June 2018 V C 2018 Acoustical Society of America 3737 0001-4966/2018/143(6)/3737/10/$30.00 the accuracy, robustness, and wideband properties of the methods. The sources used are a vibrating piston, a longitudinal quadrupole, and a monopole source. Finally in Sec. IV, an experimental study is presented that examines the radiation of a dipolar source, and examines the quantitative accuracy of the method via an estimation of the radiated sound power.
II. THEORY

A. ESM
The equivalent source method (ESM) is a common method used in NAH, sound radiation, and scattering problems. 17, [28] [29] [30] The fundamental idea is that an arbitrary sound field radiated by a sound source can be expressed as the superposition of the sound fields radiated by a combination of elementary point sources,
where p(r, x) is the sound pressure at an observation point r and angular frequency x (the explicit time dependency e jxt is omitted). The function U(r 0 ) is the apparent velocity on the equivalent source surface S(r 0 ), and G(r, r 0 ) is the freefield Green's function between an equivalent source at r 0 and the observation point r,
The particle velocity vector u(r, x) is
This framework is used to characterize the acoustic field near an acoustic source. Higher multipole moments can also be used in the general case. Equation (1) is discretized as
where p ¼ ½pðr 1 Þ; pðr 2 Þ; …; pðr M Þ T 2 C M is the measured pressure at the microphone positions, q ¼ ½q 1 ; q 2 ; …; q N T 2 C N is the coefficient vector containing the strength of the sources, which relate to their volume velocity Q n ¼ U n dS as q i ¼ jxqQ i , and G 2 C MÂN consists of the free-field Green's function in Eq. (2). The vector n represents additive Gaussian noise of variance e. The equivalent sources are generally placed outside the reconstruction domain, retracted away from the surface of the source, to prevent their singularity. The problem is typically underdetermined (N ) M), as there are more unknown coefficients than measurement points. The classical estimation of q is typically obtained via the (Tikhonov) regularized Moore-Penrose pseudoinversê
with regularization parameter k.
From the estimated solutionq it is possible to reconstruct the entire sound field elsewhere in the acoustic domain (pressure, velocity, and sound intensity) via the reconstruction matrix G s . The matrix consists of the Green's function in Eq. (2) evaluated at the reconstruction points r ¼ r s ,
where p s is the reconstructed sound pressure. The reconstructed particle velocity (the normal component n) is
the sound intensity is
where is the element-wise (Hadamard) product, and the estimated sound power is P ¼ Ð S I n dS.
B. Least Squares (LS) and Compressive Sensing (CS)
The solution to the system of equations in Eq. (4) can be obtained via an optimization problem, to estimate the unknown equivalent source amplitudes q. The classical least-squares solution found in Eq. (5) corresponds to the ' 2norm minimization estimatê
with the ' p -norm defined as kxk p p ¼ P i jx i j p . Problem (9) seeks the solutionq with minimum energy. Alternatively, a sparse solution with CS (Ref. 12) can be obtained by solving the ' 1 -norm minimization problem q CS ¼ arg min q kqk 1 subject to kGq À pk 2 e: (10)
The CS method makes it possible to represent the observed sound field with a minimal number of waves and it is valid in a wide frequency range. 2 Nonetheless, the methodology requires that the underlying problem is sparse, which is often problematic in the near-field of a source, or to characterize spatially extended sources. 12 
C. Total Generalized Variation (TGV)
In this study we propose an alternative approach where the problem is formulated in a general sparse analysis framework, 20 q ¼ arg min q kDqk 1 subject to kGq À pk 2 e;
where D 2 R PÂN constitutes a linear mapping of the coefficients from C N to C P . The LS and CS solutions in Eqs. (9) and (10) (so-called synthesis priors) impose a direct structure on the reconstructed signal. Contrarily, the generalized approach presented in Eq. (11) (analysis prior) does not impose a structure directly on the signal, but on a transformed domain instead, and is therefore more general. The best known analysis sparsity prior is the method of Total Variation (TV) where the matrix D is a finite difference approximation to the gradient, 19 thus promoting solutions with a sparse gradient. The method has recently been examined for localizing spatially extended acoustic sources. 27 The TV solution promotes piecewise constant solutions, consisting of flat regions [where j$qðr 0 Þj ¼ 0] and a few occurrences where j$qðr 0 Þj 6 ¼ 0. The approach is known to result in staircasing effects, 27 as the solution cannot conform to continuously varying source amplitudes. Therefore, in general acoustic problems it seems suitable to promote sparsity on the higher-order derivatives, thus promoting solutions that conform to higher-order polynomials.
The second order spatial derivative on the solution yields the cost function ð X j$ 2 qðr 0 ÞjdS;
resulting in the second order TGV problem
where L is an approximation to the two-dimensional Laplacian operator. The approach promotes solutions that are continuous and piecewise linear (with minimal curvature).
D. Fused-TGV
In this study, we propose a fused approach that combines sparsity on the second order derivative and on the solution. The approach promotes block-sparse solutions where the nonzero coefficients are grouped together. The F-TGV solution iŝ
where I is the identity matrix, L is the second order spatial derivative $ 2 , and l is a hyperparameter to balance sparsity on the derivative and on the signal. The matrix D in Eq.
It is possible to motivate the physical significance of this analysis prior. Writing out the objective function of Eq. (14) in continuous form (thus the volume velocity Q is replaced by the normal velocity U n ), ð X j$ 2 U n ðr 0 Þj þ jlU n ðr 0 ÞjdS;
which can be seen as promoting block-sparse solutions, and therefore is well-suited to examine both compact as well as extended sources. In fact, for l ¼ k 2 yields to minimizing a variation integral similar, although not identical, to the Helmholtz equation ð$ 2 þ k 2 Þu n ðrÞj X ¼ 0 in the vicinity of the source.
III. NUMERICAL RESULTS
A. Baffled piston
We consider the reconstruction of the sound field radiated by a rigid piston of 20 cm radius with vibrational velocity 1 lm/s, placed in the xy plane at z ¼ 0 and centered at (x, y) ¼ (0, 0). A 60-channel microphone array (of 60 cm diameter; microphone positions shown in Fig. 1 ) is placed at z h ¼ 6 cm. The equivalent sources used to model the source radiation are distributed in a uniform grid of 41 Â 41 over an area of 50 Â 50 cm 2 , and retracted 2 cm behind the source (z 0 ¼ À0.02 m). Additive noise with 30 dB signal-to-noise (SNR) ratio is added to the simulated pressure measurements. It is assumed that the noise-floor e can be measured (the influence of a wrong estimation of the noise floor is examined in Sec. III D). Based on the estimated amplitudes of the equivalent sources, the sound field (sound pressure, normal velocity, and sound intensity) is reconstructed at z s ¼ 3 cm. We use the CVX computing package, 31 based on an interior point method to solve the optimization problem. The F-TGV hyperparameter is set to l ¼ 1, and for both the TGV and F-TGV methods the second order spatial derivative is estimated from the 5-point finite difference stencil
to obtain the L matrix (second spatial derivative) assuming periodic boundary conditions on the source aperture. Figure 1 shows the measured sound pressure at 1 kHz and the obtained equivalent source estimates obtained by the five different methods [LS in Eq. (9), CS in Eq. (10), TV as in Eq. (11) with D as the gradient, TGV as in Eq. (13) , and F-TGV as in Eq. (14)]. It can be seen in Fig. 1 that the leastsquares estimate recovers the spatial extent of the piston, although the solution is contaminated by side-lobes. The CS solution recovers a sparse estimate of the source that is physically incorrect, as it does not capture the spatial extent of the source. Instead, the piston's vibrational velocity is estimated as the superposition of a few sparse point sources. The TV, TGV, and F-TGV methods recover the spatial extent of the source. TV yields an estimate of constant amplitude (zero gradient) that conforms well to the shape of the piston, with some staircasing effects around the edges. The F-TGV method exhibits a smoother shape with lower sidelobe contamination than LS or TGV due to the ' 1 -minimization on the solution, as well as some artifacts at the boundaries, presumably due to the boundary conditions assumed on the solution. Figure 2 shows the radiated pressure, velocity, and sound intensity fields that are to be reconstructed based on the different estimates of the methods (shown in Fig. 1 ). For brevity the reconstructed fields are not shown; instead the spatially-averaged relative error is shown in Fig. 3 , to illustrate the accuracy of the reconstructed sound field (p s , u n,s , I n,s ) based on the different methods. The spatially-averaged error is calculated as
for a frequency range between 100 Hz and 4 kHz (the reconstruction plane is at z s ¼ 3 cm). The figure shows the mean of the error for five occurrences at each frequency. It is observed in Fig. 3 that the error of the TGV-based methods (TV, TGV, and F-TGV) is lower over a fairly wide frequency band, as they can conform to the extended spatial nature of the source. The CS solution provides a poor estimate of the source radiation, because the source is not spatially sparse, and the sound field reconstruction error is high, particularly at high frequencies. The LS solution captures the spatial extent of the source and provides a good reconstruction at low frequencies, although at higher frequencies the appearance of side-lobes deteriorates the reconstruction, yielding a higher error. The TV method yields an accurate solution at high frequencies, although large errors at low frequencies due to the finite difference operation on the source coefficients, to fit almost constant data. Overall, the TGV and F-TGV methods yield the most accurate results, as the non-zero equivalent sources are grouped on the area of the piston, providing a satisfactory representation of the source over the entire frequency range.
B. Quadrupole
The same study as in Sec. III A is carried out for a longitudinal quadrupole source, with an identical setup as in Sec. III A. The longitudinal quadrupole has a length of 2 h ¼ 14 cm, and it consists of three point sources on a line, with the center source radiating in antiphase with twice the amplitude of the outer two. The equivalent sources are placed at z 0 ¼ À5 cm. Figure 4 shows the error as a function of frequency. It is observable that in this case, the most accurate reconstructions are based on the CS and the F-TGV method. The CS solution favors a sparse representation of the source, which is well-suited to the present example. It is noteworthy that the TV method provides an accurate reconstruction, in particular at high frequencies, where the point sources are well represented by spatially confined areas of constant amplitude. The solution of the F-TGV method is slightly more accurate at low frequencies, as the blocksparse solution is more robust to perturbations and conforms well to the shape of the source in this frequency range. Contrarily, the CS method, due to the high coherence of the sensing matrix at low frequencies, 6,12 leads to spurious components that do not represent the physical shape of the quadrupole. Figure 5 shows the estimated coefficients of the quadrupole source by the four methods at 3000 Hz indicating the true point source positions by red crosses. As expected, the results indicate that the LS and TGV methods do not provide a sparse representation of the source, explaining the higher error in the reconstruction. Contrarily, the CS and the F-TGV method yield a sparse solution that coincides with the actual physical source. The TV method provides a solution that exhibits regions of constant amplitude, and which leads to a nonphysical representation of the source, although providing an accurate reconstruction of the sound field. It is interesting to note that the block-sparse nature of the F-TGV leads to identifying correctly the positions of the acoustic sources. Both CS and F-TGV promote solutions that are exempt of strong artifacts, respectively, because of promoting direct sparsity in one case, and block-sparsity in the other. To examine the properties of the different solution methods, we examine the spatial impulse response of the methods, i.e., their response to a monopole source (reminiscent of a point-spread function). This analysis provides valuable insight into the solution across frequency, and the capability to obtain a wideband reconstruction. The monopole is placed at z ¼ 0, and the array at z h ¼ 8 cm, and SNR ¼ 30 dB. Figure 6 shows the response in the horizontal direction from x ¼ À0.25 m to x ¼ 0.25 m, as a function of frequency (all plots with 25 dB dynamic range for ease of comparison). The LS method shows its characteristic response with a wide main-lobe at low frequencies, which become narrower at high frequencies, where high sidelobes also appear. The CS method recovers nearly an ideal delta function, because it promotes a sparse solution directly. The TGV method yields a response which is in fact similar to the LS one, showing a high side-lobe contamination, because the method does not promote spatial sparsity directly. The spatial impulse response of the TV method shows the sensitivity to noise, particularly in the low frequency response, as well as occasional artifacts. In agreement with the previous results, the F-TGV method yields a precise identification of the point source, due to promoting a block-sparse solutions.
D. Noise and noise-floor estimation
Finally we examine the robustness of the methods to perturbations in the measured data. We examine the error due to increasing additive noise, as well as to a wrong estimate of the noise floor. Figure 7 shows the spatially averaged error of the reconstructed sound field (pressure, normal velocity, and intensity), estimated via Eq. (17), for increasing levels of additive white noise. It is still assumed that the noise-floor e is correctly estimated from the measurement data. The results show the mean error for ten repetitions. The source is a monopole placed at z ¼ À5 cm, radiating at 500 Hz, and the array properties and reconstruction settings are as in Sec. III A. The errors show that the TGV method is very sensitive to noise, due to appearance of spurious artifacts. The LS method is generally robust to noise, although in this example the error is not low, because the source is a monopole. CS is fairly robust, as promoting spatial sparsity is effective in suppressing noisy components from the solution (given a correct estimate of the noise-floor); so is the TV regularization, which is a well-known noise suppressing prior. F-TGV is remarkably robust, especially when estimating particle velocity and sound intensity. Grouping the non-zero elements makes it robust to perturbations, and the sparsity prior tends to suppress spurious components. Similar results are found for other sources (quadrupole, piston), although they are not shown here for brevity. It is of importance to examine the sensitivity of the methods to a wrong estimation of noise floor. One of the drawbacks of CS is the lack of automatic parameter-choice methods to determine the regularization parameter (unlike regularized least-square inversions). CS relies on either having prior knowledge of the noise floor [where Eq. (10) is suitable], or solving the problem with an ad hoc choice of regularization parameter (as with the LASSO, i.e., the unconstrained form of the CS problem). Figure 8 shows the sensitivity of the methods to a wrong estimation of the relative noise floor (e). This serves to study the accuracy of the different methods, depending on the prior knowledge on the noise. The source used is the same monopole source as in Fig. 7 , with SNR ¼ 30 dB and f ¼ 500 Hz. All methods provide a minimum error around e/ e true % 1, when e ! e true , and show a similar error trend when the solution is over-regularized due to a too high noise estimate. For an underestimation of e, in agreement with Fig. 7 , TGV is the most sensitive method to noise and shows consistently the greatest error. CS and TV are sensitive to the choice of regularization as a slight underregularization results in spurious sources that affect the reconstruction. LS and F-TGV are the most robust methods, as the under-regularization does not result in spurious components, but rather on a slight mis-estimation of the source amplitude, where the localization of the sound source is not affected.
IV. EXPERIMENTAL RESULTS
An experimental study is conducted to examine the reconstruction by the methods examined in this study. The source is a dipole-like source consisting of two loudspeaker drivers closely mounted face to face, and driven in antiphase. Figure 9 shows the source and the microphone array. The measurements were conducted in the large anechoic chamber (1000 m 3 ) at the Technical University of Denmark, DTU, with a 60-channel Bruel & Kjaer (Naerum, Denmark) combo microphone array of 1 m diameter, also shown in Fig. 9 . The loudspeakers were driven with white noise, and oriented so that the driver's plane is normal to the array plane. The edge of the source was located at z ¼ 0 cm, and the microphone array at z h ¼ 16 cm. A regular grid of 35 Â 35 equivalent sources located in the plane z 0 ¼ À5 cm is used to model the source. After estimating the amplitude of the equivalent sources, the sound field is reconstructed on the xy plane at z s ¼ 5 cm. Figure 10 shows the estimation of the equivalent source amplitudes at 1500 Hz from the LS, CS, TV, and F-TGV methods. The results are consistent with the numerical results. LS features a high level of side-lobes, whereas CS Figure 11 shows the reconstructed sound pressure field on the plane z s ¼ 5 cm, based on the LS, CS, and F-TGV methods, at 1500 Hz. Both the CS and F-TGV reconstructions yield a fairly smooth dipolar sound field, with the expected directivity from the source. In the reconstruction with the LS method, there appear spatial artifacts, presumably due to the influence of the side-lobe levels observed in Fig. 10 . It is difficult to assess quantitatively the error point by point, mostly due to positioning uncertainty. Therefore we present the averaged sound pressure level (SPL) estimated with the methods on the reconstruction plane, compared to the actual true one measured in situ, shown in third-octave bands, at the bottom of Fig. 11 . As expected, and in agreement with the numerical results, the LS estimation is somewhat inaccurate at high frequencies, whereas F-TGV, TV, and CS provide a better estimate.
Finally, Fig. 12 shows the estimation of the sound power radiated by the source. The sound power is estimated via reconstruction of the normal intensity at z s ¼ 5 cm, compared to a reference ("true") sound power. The reference sound power is estimated via measurement of the pressure in the reconstruction plane (z s ), to directly reconstruct the sound power in this plane using the ESM (which is subject to error at very high frequencies). The results indicate that the CS, TV, and F-TGV recover the sound power correctly, and make it possible to obtain a wideband reconstruction of the radiated sound field, whereas the LS reconstruction tends to underestimate the sound power at high frequencies, as has been identified in previous studies. 11 For this source, it seems that CS and F-TGV provide somewhat more accurate quantitative results than the other methods, in agreement with the numerical simulations.
V. CONCLUSIONS
This study examines block-sparse methods based on TV approaches for reconstructing acoustic sound fields in the near-field of a source. A F-TGV method has been developed and examined, which promotes block-sparsity by grouping the non-zero coefficients. The study shows that both TV and F-TGV can successfully reconstruct spatially extended sources. The numerical and experimental results indicate that the F-TGV method is suitable to examine both compact and extended sources, and expands on the applicability of CS for wideband reconstruction. As a result of promoting blocksparsity, the F-TGV approach is robust to perturbations and to poor prior knowledge of the noise-floor in the measured data. All in all, the approach seems promising for its generality, robustness, and the capability to provide a wideband reconstruction of sound fields that are not necessarily spatially sparse. On a broader perspective, the results are an encouraging step toward the use of explicit analysis modeling priors, which can lead to general methods that do not necessarily impose a specific structure on the reconstructed sound field, but rather on its underlying physical structure (e.g., blocksparsity in the present study), revealing an interesting potential for the capture and analysis of complex sound fields.
