Nearly positive matrices are nonnegative matrices which, when premultiplied by orthogonal matrices as close to the identity as one wishes, become positive. In other words, all columns of a nearly positive matrix are mapped simultaneously to the interior of the nonnegative cone by mutiplication by a sequence of orthogonal matrices converging to the identity. In this paper, nearly positive matrices are analyzed and characterized in several cases. Some necessary and some sufficient conditions for a nonnegative matrix to be nearly positive are presented. A connection to completely positive matrices is also presented.
Introduction
Consider the cone of nonnegative vectors in the m-dimensional space R m + = {x ∈ R m , x ≥ 0}. Any nonzero vector v in its boundary is nonnegative, but not positive. It is not hard to see that an infinitesimal rotation in the appropriate direction can bring this vector into the interior of the cone R m + . In other words, one can build a sequence of orthogonal matrices Q( ) such that lim →∞ Q( ) = I with the property that Q( )v > 0 for every .
For two non-orthogonal nonnegative vectors u, v, one can also build a sequence of orthogonal matrices, such that both Q( )u > 0 and Q( )v > 0 for every [7, Theore 6 .12]. The existence of such a sequence was used in [7] to study topological properties of the set of matrices having a Perron-Frobenius property; see also [6] .
Several natural questions arise from the above-mentioned results. The first of such questions which we address in this paper is: Can one build such a sequence to bring any set of more than two non-orthogonal vectors in the boundary of the nonnegative cone into its interior simultaneously? As we shall see, the answer is 'yes' for up to three vectors, but 'no' for four or more vectors. More specifically, let us call an m × n matrix A nearly positive provided there exists a sequence of orthogonal matrices Q( ) such that lim →∞ Q( ) = I and Q( )A > O for every , where the last inequality is understood entrywise. Note that the condition Q( )A > 0 is equivalent to Q( )a i > 0 for every i, where a 1 , . . . , a n ∈ R m are the columns of A. In this paper we characterize nearly positive matrices, and study their properties. In particular, we present some necessary and some sufficient conditions for a nonnegative matrix to be nearly positive. A connection to completely positive matrices is also presented, and used to deduce certain results on nearly positive matrices.
We use the following notation: O denotes a zero matrix, I the identity matrix, and J a matrix of all ones. When we want to stress the order or size of the matrix we add it as a subscript; e.g. I n stands for the n × n identity matrix and O m×n is the m × n zero matrix. A vector of all ones is denoted by 1, and a zero vector is denoted by 0. The Hadamard (entrywise) product of two matrices A and B of the same order is denoted by A • B, and the direct sum of two matrices by A ⊕ B. The inner product of two matrices of the same order is the Frobenius inner product A, B = trace(AB T ). Whenever we consider a norm of a matrix, we mean the Frobenius norm ||A|| = trace(AA T ).
A Necessary Condition
In this section, we present a simple necessary condition, together with some sufficient conditions for a nonnegative matrix to be nearly positive.
We begin with a few simple observations. Proposition 2.1 Let A be an m × n nonnegative matrix.
(a) If P is an m × m permutation matrix, then A is nearly positive if and only if P A is nearly positive.
(b) If Q is an n × n permutation matrix, then A is nearly positive if and only if AQ is nearly positive.
(c) If D is an n × n diagonal matrix with a positive diagonal, then A is nearly positive if and only if AD is nearly positive.
Proof. Let Q( ) ( = 1, 2, . . .) be a sequence of orthogonal matrices. Part (a) is easy, since P is an orthogonal matrix, and one can consider the sequence P Q( )P T . We have that Q( )A > O for every and lim →∞ Q( ) = I if and only if (P Q( )P T )P A > 0 for every and lim →∞ P Q( )P T = I For part (b), it suffices to note that each column of Q( )A is a positive vector if and only if any permutation of these columns is positive. Part (c) is similar to (b), this time considering a scaling of the columns of A.
It is natural to ask whether a statement similar to (c) of Proposition 2.1 exists for left multiplication of A by a diagonal matrix with a positive diagonal. This question is less trivial, and we will consider it in the final section.
The next proposition contains another basic observation: If A is "nearlynearly positive" then A is nearly positive: Proof. For every let P (i) be a sequence of orthogonal matrices such that lim i→∞ P (i) = I and P (i)U ( )A > O for every i. Then P ( )U ( ) ( = 1, 2, . . .) is a sequence of orthogonal matrices converging to I such that P ( )U ( )A > 0 for every .
Next, we present a simple necessary condition for being nearly positive. Proof. Let Q be an orthogonal matrix such that QA > O, then
Observe that the nonnegative matrix A satisfies A T A > O if and only if each column of A is nonzero and no pair of columns of A are orthogonal. Geometrically, one can see that if two nonnegative vectors are orthogonal, no single orthogonal matrix can bring both vectors to the interior of the nonnegative cone simultaneously.
One of the questions we ask here is: in which cases is this necessary condition also sufficient? To that end, we present next a simple sufficient condition. Proof. Without loss of generality A is an m × n matrix whose first row is positive. For j = 2, . . . , m and θ > 0, let R j (θ) be the Givens rotation by θ radians involving coordinates 1 and j; i.e. R j (θ) fixes the coordinates axes in R m other than 1 and j and acts as the rotation cos θ − sin θ sin θ cos θ on the plane containing the 1st and jth coordinate axes. Then for θ sufficiently small
It follows that A is nearly positive.
Corollary 2.5 Let A be an m × n nearly positive matrix, and let C be a k × n nonnegative matrix. Then B = A C is nearly positive.
Proof. If Q( )A > O and Q( ) converges to I, then U ( ) = Q( ) ⊕ I k converges to I and U ( )B is nearly positive by Proposition 2.4. Thus B is nearly positive by Proposition 2.2.
Proposition 2.6
Let A be an m × n nonnegative matrix, and let C be an m × k positive matrix. Then B = A C is nearly positive if and only if A is nearly positive.
Proof. If Q is an orthogonal matrix which is close enough to the identity, then QC > O.
Remark 2.7
If A is not nearly positive, then no matrix obtained from A by appending nonnegative columns is nearly positive.
Combining Propositions 2.3 and 2.4, we fully characterize below the m × n matrices with min m, n ≤ 2 are nearly positive. For n = 2 the result is the same as [7, Theorem 6 .12], but is set here in a different context and with a cleaner simpler proof. As we shall see, a similar result holds for m × 3 matrices, but this is postponed until section 5. We show later in Example 4.5 in section 4 that the same result does not hold for n ≥ 4. We also discuss the case n ≥ 5 in section 7. In section 4 we shall see an example of a 3 × n nonnegative matrix A, which satisfies the condition A T A > O, but is not nearly positive; see Example 4.3. Therefore, for m × n nonnegative matrices A, the necessary condition A T A > O is sufficient for m = 1, 2, but not for m ≥ 3.
A Sufficient Condition
The next theorem gives a sufficient condition for a nonnegative matrix to be nearly positive, and depends on the following characterization of orthogonal matrices with no eigenvalue equal to −1; see, e.g., [9, Ch. IX, § 14]. Note that continuity of eigenvalues implies no orthogonal matrix which is sufficiently close to I has eigenvalue −1.
Proposition 3.1 (The Cayley transform) The set of n × n orthogonal matrices with no eigenvalue equal to −1 is the same as
] be a nonnegative m × n matrix and K be a skewsymmetric matrix such that
Then A is nearly positive.
Proof. For each positive integer , define Q( ) by the Cayley formula (3.1), using the skew-symmetric matrix
For sufficiently large, || 1 K|| < 1 (where || · || denotes the Frobenius norm), and thus
For large enough so that 1 ||K|| is bounded away from 1, we get that for
for some positive constant γ. Thus for sufficiently large the entries of Q( )A are positive (negative) when those of (I + 2 K)A = A+ 2 KA are positive (negative). The assumptions on KA imply that A+ 2 KA > O for sufficiently large. Hence A is nearly positive.
We illustrate Theorem 3.2 with several examples. Example 3.3 Let A be an m × n nonnegative matrix with positive first row, and
Each row of KA other that the first is positive. Hence, by Theorem 3.2, A is nearly positive. For an arbitrary 3 × 3, skew-symmetric matrix
if each diagonal entry of KC is positive, then r > s, t > r and s > t, which cannot occur. Hence the hypotheses of Theorem 3.2 are not satisfied. However, the matrix C is in fact nearly positive, as small, nonzero rotations about the axis containing (1, 1, 1) make each column of C positive (see also Example 4.6). Thus, we see that the converse of Theorem 3.2 is not true.
The following theorem shows that something slightly weaker than the converse of Theorem 3.2 is true. Theorem 3.6 Let A ≥ O be a nearly positive matrix. Then there exists a nonzero skew-symmetric matrix K such that (KA) ij ≥ 0 for all (i, j) such that a ij = 0.
Proof. If A > O, then there is nothing to show.
Assume that A is not positive. Let Q( ) ( = 1, 2, . . .) be a sequence of orthogonal matrices such that lim →∞ Q( ) = I and Q( )A > O for all . As A is not positive, Q( ) = I.
For sufficiently large, Q( ) does not have eigenvalue −1. Hence, by Proposition 3.1, for sufficiently large there exists a skew-symmetric matrix L and a positive real number such that L = 1 and Q( ) = (I + L ) −1 (I − L ) (here too the norm stands for the Frobenius norm). Furthermore, by compactness, we may assume without loss of generality that lim →∞ L exists and is equal to some skew-symmetric matrix L of norm 1.
Note that
As (Q( )A−A) ij > 0 for all (i, j) such that a ij = 0, we conclude that (−LA) ij ≥ 0 for all (i, j) such that a ij = 0. We may now take K = −L.
We next give equivalent conditions to those in Theorem 3.2 that are sometimes simpler to apply.
Then exactly one of the following occurs:
(a) There exists a nonzero skew-symmetric matrix K such that
Proof. Let K = [k ij ] be an n × n skew-symmetric matrix whose entries above the main diagonal are distinct indeterminates. Consider the |Z| × n 2 matrix M whose rows are indexed by elements of Z and whose columns are indexed by E = {(i, j) : 1 ≤ i < j ≤ n}, such that the entry corresponding to row (u, v) and column (i, j) is the coefficient of k ij in (KA) uv , i.e.,
For every n × n skew-symmetric matrix X let x be the vector of its entries above the diagonal x ij , (i, j) ∈ E. Then for every (u, v) in Z, (XA) uv is equal to the (u, v)th entry of M x. Condition (a) is therefore equivalent to the statement: There exists a nonzero x ∈ R ( n 2 ) such that M x > 0. With every y ∈ R |Z| we associate an m × n matrix Y such that y ij = 0 if (i, j) / ∈ Z, and y ij is the entry of y corresponding to the index (i, j) ∈ Z otherwise. Then A•Y = O and the matrix AY T is symmetric if and only if AY T is in the orthogonal complement (with respect to the Frobenius inner product) of the n × n skew-symmetric matrices, i.e., if and only if trace(KAY T ) = 0 for every skew-symmetric K. But
That is, trace(KAY T ) = 0 for every skew-symmetric K is equivalent to y
is therefore equivalent to the statement: There exists a nonzero nonnegative y ∈ R |Z| such that y
|Z| : x > 0}, and R(M ) be the column space or range of M . Note that P is an open convex set and R(M ) is a subspace.
Then condition (a) is equivalent to the statement P ∩ R(M ) = ∅. By the separating hyperplane theorem (see, e.g., [11, Theorem 11 .2]), P ∩ R(M ) = ∅ if and only if there exists y ∈ R |Z| such that y T x > 0 for every x ∈ P and y is orthogonal to R(M ). That is, P ∩ R(M ) = ∅ if and only if there exists a nonnegative nonzero y such that y T M = 0 T , which is equivalent to condition (b).
We point out that Theorem 3.7 can also be shown using Farkas' Lemma [8, 1] .
Note that by the nonnegativity of A and Y in Theorem 3.7(b), A • Y = O is equivalent to trace(AY T ) = 0, or to the diagonal of AY T being zero. That is, y ij = 0 for every (i, j) / ∈ Z. Combining Theorems 3.2 and 3.7 we have the following sufficient condition. Example 3.10 Let C be as in Example 3.5. Then for Y = I the matrix CY T = C is symmetric, and therefore there is no nonzero skew-symmetric matrix K such that the diagonal entries of KC are all positive.
More Necessary Conditions
We now turn our attention to establishing additional necessary conditions for a matrix to be nearly positive. Let A be a nonnegative matrix. Theorem 3.7 provides a sufficient condition for A to be nearly positive; namely, the nonexistence of a nonzero nonnegative matrix Y = [y ij ] such that y ij > 0 only if a ij = 0, and AY T is symmetric. However, the existence of such a Y does not determine whether or not A is nearly positive (see Examples 3.5 and 4.4).
The following theorem gives a necessary condition for A to be nearly positive, in the case that such a Y exists with the additional constraint that y ij > 0 if and only if a ij = 0. T is symmetric. Then there exists a skew-symmetric matrix K with (KA) ij ≥ 0 for all (i, j) with a ij = 0, and each such K satisfies (KA) ij = 0 for all (i, j) with a ij = 0.
Proof. By Theorem 3.6 there exists a nonzero skew-symmetric matrix K with (KA) ij ≥ 0 for all (i, j) with a ij = 0. Let K be any such matrix, and let M be as in the proof of Theorem 3.7. The matrix Y corresponds to a positive vector y such that y T M = 0. The matrix K corresponds to a nonzero vector k such that M k ≥ 0. Then y T M k = 0, which requires M k = 0. This translates to the condition that (KA) ij = 0 for all (i, j) with a ij = 0.
We use this corollary in the next example. has the properties that AY T is symmetric with zero trace and y ij > 0 if and only if a ij = 0. Hence, by Theorem 4.1, either A is not nearly positive or there exists a nonzero skew-symmetric matrix K such that (KA) ij = 0 for all (3, 3) , (3, 4)}. We claim that the latter cannot occur. To see this, let
This example shows that for n ≥ 4, having mutually non-orthogonal columns is not a sufficient condition for an 3 × n nonnegative matrix to be nearly positive. The same statement holds for square nonnegative matrices with more than three rows, as the following example shows. The matrix
satisfies AY T is symmetric with zero trace and y ij > 0 if and only if a ij = 0. Suppose
is a skew-symmetric matrix such that (KA) ij = 0 whenever a ij = 0. Then l ij = −u i and l ji = −u j for all i = j. As L is skew-symmetric, this implies that Example 4.5 shows that for every n ≥ m ≥ 4 there exists a nonnegative m×n matrix with mutually non-orthogonal columns which is not nearly positive.
In
has the property that (KC) ij = 0 for all (i, j) such that c ij = 0, the second conclusion in Theorem 4.1 is satisfied. This is not enough to conclude that C is nearly positive. However note that
It follows, by the series expansion of Q C, that Q C > O for for sufficiently small and positive, and hence that C is nearly positive.
5 The 3 × n and m × 3 nearly positive matrices
In this section we determine which matrices with three rows or three columns are nearly positive. As we saw earlier, not all nonnegative matrices with three rows (with mutually non-orthogonal columns) are nearly positive, but we characterize here those that are. On the other hand, we show that all nonnegative matrices with three mutually non-orthogonal columns are nearly positive. In other words, we show that for any three mutually non-orthogonal nonnegative vectors, there exists a sequence of unitary matrices converging to the identity matrix that simultaneously map the three vectors to the interior of the nonnegative orthant.
We begin by studying a certain family of 3 × n matrices, namely those of the form
where x, y and z are positive p x × 1, p y × 1 and p z × 1 vectors, respectively. To study whether or not the matrix A in (5.1) is nearly positive we consider a nonnegative matrix of the form
where u, v and w are p x × 1, p y 1 and p z × 1 vectors, respectively.
Evidently AY T is symmetric if and only if
Suppose that (5.2) holds with v T , w T and u T nonnegative. Setx and x to be the largest and smallest entry of x, respectively. Defineȳ, y,z and z analogously. Thenȳ We now turn our attention to matrices of the form (5.1) for which (5.4) holds. First, consider the casexȳz > 1 > xyz. We claim that there exist positive u, v and w satisfying (5.2). To see this, note that in this case, there exist positive numbers a, b, c such that
andxa > c > xa otherwise.
The existence of a, b, c satisfying (5.5) follows from the fact that there exist positive α, β, γ such that
andx > γ > x otherwise.
and αβγ = 1. Take, e.g., b = 1, a = α, c = αγ. Thus, it suffices to show that there exist positive u, v and w such that u T 1 = a and u T x = c, v T 1 = b and v T y = a, w T 1 = c and w T z = b. This is shown by using the following lemma. We prove the case thatȳ > y andȳb > a > yb by induction on n: If n = 2 then the system of equations in v
both of which are positive. For n ≥ 3, assuming the claim holds for n − 1. We may assume y T = [yȳ . . . y n ]. Let > 0 be small enough, so that
Let v n = . Letỹ be the vector y with the nth entry omitted. By the induction hypothesis there exists a positiveṽ ∈ R n−1 such that 1 Tṽ = b − andỹ Tṽ = a − y n . The desired positive vector v is obtained by appending v n toṽ.
It is easy to verify that ifxȳz > 1 > xyz, then a skew-symmetric matrix K such that (KA) ij = 0 whenever a ij = 0 is necessarily the zero matrix. Indeed, in this case at least one of x, y and z is not constant. Suppose, for example, thatx > x. If We now study 3×n general nonnegative matrices. Without loss of generality, we may assume that such matrix has the form
where P is a positive matrix, A is a matrix of the form (5.1), each column of S has exactly one nonzero entry, and Ω is a zero matrix. Some of these submatrices may possibly be vacuous, and A may not have columns of all three types (that is, with all three zero-nonzero patterns). In other words, every column of B has either three, two, one, or no positive entry, and from Proposition 2.1 the columns with two positive entries can be scaled to have the form (5.1), and all columns may be permuted arbitrarily. 
Appending rows of zeros
Assume n nonnegative vectors in R m cannot be rotated simultaneously into the interior of the nonnegative cone. Now suppose we embed these vectors in some R k , k > m, in the simplest way, by appending zero entries to the vectors. Is it possible that the embedded vectors could be rotated into the interior of the nonnegative cone? That is, if A is an m × n nonnegative matrix which is not nearly positive, can we generate a nearly positive matrix by appending rows of zeros to A?
We give two examples to show that this is possible. We have shown that A is not nearly positive. However,Â is nearly positive! To see this, let
.1 1.6 . 
It follows that for small, positive the matrixÂ + 2 KÂ + 2 2 K 2Â is positive, and thus (I − K) −1 (I + K)Â is positive. Therefore,Â is nearly positive.
Is it possible to append less than three zero rows to A of Example 6.1 to get a nearly positive matrix? We don't know the answer. But in the next example, one additional zero row is enough.
Example 6.2 Let
where u and v are positive vectors in R n−1 . In Example 4.4 we showed that when u = v = 1 this matrix is not nearly positive. We now show that appending a row of zeros yields a nearly positive matrix.
.
For a sufficiently small > 0 u > 0 and thusÂ has a positive last row and is therefore, by Proposition 2.4, nearly positive. For such small 0 < < 1 we also have that the matrix
is invertible (the Schur complement of I in this matrix is
. Thus for every such there exists an x ∈ R n+1 such thatÂ T x = 0, ||x || = 1, and (x ) n+1 > 0. Note that lim →0+ x = e n+1 , the vector in R n+1 with all zero entries except for 1 in position n + 1. LetĀ = Â e n+1 andĀ = Â x . ThenĀ T Ā = A TĀ and hence Q =Ā Ā −1 is orthogonal. Obviously, Q Â =Â . Since lim →0+Ā =Ā, lim →0+ Q = I.
By Proposition 2.2 this implies thatÂ is nearly-nearly positive, and thus nearly positive.
In the next section we discuss the connection to completely positive matrices, and use it to show that it is not always possible to turn a non-nearly positive matrix into a nearly positive one by appending a row of zeros.
Connection to Completely Positive Matrices
In this section we make some connections between completely positive matrices, copositive matrices, and nearly positive matrices. We begin by reviewing some definitions and basic notions.
A (symmetric) matrix M is completely positive if M = X T X where X is a (not necessarily square) nonnegative matrix. The set of all n × n completely positive matrices
is a closed convex cone in the space S n of symmetric n × n matrices. The * in the notation marks the fact that this cone is the dual of the cone C n of n × n copositive matrices: an n × n matrix F is copositive if x T F x ≥ 0 for every x ∈ R n + , and the dual of a cone K in an inner product vector space V is K * = {x ∈ V : x, y ≥ 0 for every y ∈ K} .
Here, the space is S n with the Frobenius inner product X, Y = trace (XY ). The interior of the completely positive cone C * n was characterized in [5] and the characterization refined in [3] as follows. By the duality of C * n and C n , a completely positive matrix M is on the boundary of the cone C * n if and only if M is orthogonal to at least one (extreme) copositive matrix E, where an extreme copositive matrix is a matrix generating an extreme ray of the cone C n .
For n ≤ 4, there are two types of extreme copositive matrices: positive semidefinite matrices (of rank 1) and nonnegative matrices (either with a single diagonal positive entry or a single pair of off-diagonal positive entries). The completely positive matrices orthogonal to these extreme copositive matrices are either singular or have a zero. However, for every n ≥ 5 there exist extreme copositive matrices which are neither positive semidefinite nor nonnegative, and there are completely positive matrices orthogonal to them. Unfortunately, not all the extreme copositive matrices for n ≥ 6 are known (characterizing those is a major open problem). The 5 × 5 extreme copositive matrices are, however, fully known. In addition to the positive semidefinite and the nonnegative ones, the others are (up to diagonal scaling and/or simultaneous permutation of rows and columns) the (now famous) Horn matrix [2] 1) and the Hildebrand matrices, explictly described in [10]
where each θ j is positive and
n is a zero of E ∈ C n if x T Ex = 0. If M ∈ C * n and M = X T X, X ≥ O, then M is orthogonal to an extreme copositive E ∈ C n if and only if each row of X is a zero of E. Some facts are known about zeros of extreme copositive matrices that are not positive semidefinite.
In particular, for our purposes it is useful to mention the following result (see e.g. [4, Corollary 4 .14]), where supp x = {1 ≤ i ≤ n : x i = 0}.
Proposition 7.2 Let E ∈ C n be an extreme copositive matrix, which is indefinite. Let x be a zero of E. Then |supp x| ≤ n − 2.
The zeros of the Horn matrix (7.1) are the cyclic permutations of vectors of the form 
, s, t ≥ 0, and s + t > 0.
The supports of the zeros of Hildebrand matrices (7.2) are {1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 1}, {5, 1, 2}.
We can now consider implications of the theory of completely positive and copositive matrices to our problem. If A ≥ O is nearly positive, then by definition A T A is completely positive. The characterization of int C * n given in Theorem 7.1 yields the following addition to Proposition 2.3 The following example shows that this necessary condition for near positivity of a nonnegative matrix of full column rank is not sufficient. 
is in the interior of the completely positive cone. Indeed,
The matrix I + xx T has a positive square root B (B = I + µxx T , for µ = √
In the next example we use Proposition 7.3 to show that a certain nonsingular 5 × 5 matrix is not nearly positive. We later see that, unlike the previous matrix with this property (of Example 4.4), this matrix cannot be made nearly positive by appending a row of zeros. 
T is symmetric, and A + Y > O. The only skewsymmetric matrix K such that (KA) ij = 0 whenever a ij = 0 is the zero matrix.
Our final example shows that for every m, n ≥ 5 there exists a nonsingular nonnegative m × n matrix A such that A T A > O, such that no matrix obtained by appending a row of zeros to A is not nearly positive. Example 7.6 Let A be the matrix of Example 7.5. Border it by n − 5 positive columns, and then append to the matrix m − 5 zero rows to obtain
ThenÂ TÂ > O, butÂ is not nearly positive, sinceÂ TÂ is orthogonal to H ⊕O, where H is the Horn matrix. Thus for any orthogonal matrix Q such that QÂ ≥ O, the rows of QÂ are zeros of H ⊕ O, and cannot be positive.
Similar examples can be constructed using matrices whose rows are zeros of a Hildebrand matrix.
Conclusion and open problems
We have found some necessary conditions for a nonnegative matrix A to be nearly positive (Proposition 2.3 and Theorem 3.6; see also Theorem 4.1), and a sufficient condition for A to be nearly positive (Theorem 3.2). A theorem of the alternative (Theorem 3.7) was proved, providing an additional method for checking whether this sufficient condition holds.
The basic necessary condition is the following: If A is nearly positive, then A T A > O. We were able to show that this condition is also sufficient in the case that A has at most three columns or at most two rows (Theorems 2.8 and 5.6). The nearly positive matrices with exactly three rows were completely characterized in Theorem 5.5. It turns out that for every n ≥ 4 there exist matrices of order 3 × n that satisfy the necessary condition A Moreover, an m × n nonnegative matrix A satisfies the sufficient condition of Theorem 3.2 if and only if DA does (a skew symmetric matrix K satisfies the condition (KA) ij > 0 whenever a ij = 0 if and only if the skew symmetric L = D −1 KD −1 satisfies the condition (L(DA)) ij > 0 whenever (DA) ij = 0). This provides more cases when A and DA are both nearly positive. Yet the full answer to Problem 8.3 is not known to us.
