Abstract-Traditional K-means algorithm's clustering effect is affected by the initial cluster center points. To solve this problem, a method is proposed to optimize the K-means initial center points. The algorithm use density-sensitive similarity measure to compute the density of objects. Through computing the minimum distance between the point and any other point with higher density, the candidate points are chosen out. Then, combined with the average density, the outliers are screened out. Ultimately the initial centers for K-means algorithm are screened out. Experimental results show that the algorithm gets the initial center points with high accuracy, and can effectively filter abnormal points. The running time and the iterations of the Kmeans algorithm are decreased obviously.
I. INTRODUCTION
Data mining is one of the hot topics in current computer research. Clustering algorithm, called cluster analysis is an important branch of data mining. Clustering is very interesting, it is rich in a variety of different problem topics, with the wide application in social life [1] . Clustering analysis is an unsupervised machine learning method, refers to a set of data objects, study how to automatically divide the data object into different clusters, let the object of the same cluster have high similarity in some measure, but the data objects in different clusters with similarity of low [2] . Clustering analysis is widely used in frontier field, like machine learning, data mining, speech recognition, image segmentation, business analysis and biological information processing. At present, the traditional clustering algorithm mainly includes five categories, they are: clustering algorithm based on partitioning, clustering algorithm based on hierarchical, clustering algorithm based on density, clustering algorithm based on grid and clustering algorithm based on model [3] .
In the clustering algorithm, K-means [4] algorithm belongs to the clustering algorithms based on partition, it is concise and fast, known with efficient. But the original K-means algorithm has some defects: 1) the original algorithms require the user to given a K value, a number of clusters, this value is mainly composed of experience, so to determine the K value is difficult; 2) algorithm is sensitive to the initial cluster center, the selection of initial centers of the pros and cons, will affect the clustering results, influence the efficiency of the algorithm operation; 3) the algorithm is sensitive to abnormal data, will cause the results into a local optimal solution.
To solve the above problems, a lot of scholars proposed a series of improvement methods from different perspectives to optimize the K-means algorithm. According to the random selection of initial centers, reference [5] presented a method of similarity measurement of density sensitive, with the density of point to reflect the data distribution characteristics. Reference [6] proposed a heuristic algorithm based on density to choose the initial centers and a method of evaluating the clustering effect. Reference [7] select points with high density and largest distance in which the minimum distance between points and selected cluster centers, and by deleting the neighbor points of the selected high density center points to prevent selecting center point of the same cluster. Reference [8] selects the center with high density and max sum of the distance between selected centers and the point. According to the density character of the sample space, reference [9] chooses points which have large distance between other points as the initial center point. Reference [10] parts the data based on density, and then combined with the sampling method to obtain initial center point, improve clustering precision. For the difficult question of high dimensional data density calculation, reference [11] calculate the density of neighbor points with high similarity, and weighting to the density of the neighbor points, computing high dimensional data point density, and then obtain the center points, and improve the accuracy and stability of K-means algorithm in high dimensional data set. Reference [12] applied a genetic optimization algorithm to Kmeans algorithm, improves the clustering quality of K-means algorithm in large complex data set.
Because the clusters are high density continuous regions separated by some point with lower density, and adjacent points of a cluster, the change of their density has certain correlation. In this paper we consider the density distribution of the data, but unlike other methods, we not only calculate the data point density, but also calculate the minimum distance from point to any other point with higher density, this will distinguish the point of maximum density and common points in the cluster, and then remove outliers with average density, the initial center points obtained by this are representative reflects the data distribution characteristics, reduce the sensitivity of the traditional K-means algorithm to the initial center point well. 
Definition 1
The Euclidean distance between two data objects:
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x it is the number t object of class i, n i is the number of data in class i. The smaller the E is, the higher the similarity within a class is. The larger the E is, the lower the similarity within a class is.
The K-means algorithm is described as follows:
Algorithm 1 K-means Algorithm
Input: number of cluster class k and data set;
Output: k clusters which meet the smallest value of E;
Step 1: select k data objects randomly as initial centers;
Step 2: assign data objects to their nearest center;
Step 3: modify cluster center c j ;
Step 4: calculate the value of E, if E reaches the threshold to satisfy the convergence condition, stop, else return to Step 2.
III. THE OPTIMIZED INITIALIZATION CENTER K-MEANS CLUSTERING ALGORITHM BASED ON DENSITY
The traditional K-means algorithm is sensitive to the initial center, in order to prevent the local optimum, usually selects dispersed points that is distant from each other as the initial center point. But if only consider the distance factor, it is easy to choose the anomalies, and then affects the clustering effect. References authors have also given consideration to these problems, and then from the view of density, to filter out outliers. Another problem is the initial center points may be selected into the same cluster of points. Because even though the point's density is high, the cluster correspond to the point already has a center to represent. We should choose other representative categories in the cluster. Otherwise, the result is easy to fall into the local optimal solution. Previous methods such as Reference [7] , after select the center point, they delete points in a certain range around the center points. This method is rough, the chosen center point may still in the same cluster. And this will increase iteration number, operation time and the instability of results.
To solve this problem, we should consider the internal characteristics of the clusters. This will separate ordinary internal point from the point of maximum density zone, because the density of points in the same class has certain correlation, this correlation can be reflected by the minimum distance between the point and any other point with higher density, the corresponding point of the distance value of the common point must be in the same cluster of themselves, the distance value is smaller; And the center point, the maximum density point, the corresponding point must in other cluster, so the distance value is larger. Then we can separate the common point and the center point. In addition, the distance of outlier is large, too. We can filter them by average density. So, we can screen out the initial center point of high quality.
A. Some definitions
Data set { } Y= x ,x ,...,x 1 2 n Definition 4 (the neighborhood radius) Calculate all sample distance between each objects, ascending the distance, radius value of the R in the position : position= num*percent the num is the number of distance, percent is the coverage percentage. 
B. The optimized initialization center k-means clustering algorithm based on density
Main idea of the algorithm is that first we calculate the density of each sample point, and then compute the minimum density distance of each sample point (MDD), we can screen high density point located in the same cluster of the center point through MDD value. Points of which the MDD value are large may have two kinds: the first kind is the high density point in the cluster, the second kind is isolated point. We can use the average density to remove isolated points. Finally, according to the input cluster number k, we get k initial center points.
A detailed description of the algorithm is as follows:
Algorithm 2 An Optimized Initialization Center Kmeans Clustering Algorithm based on Density Input: number of cluster class k and data set;
Step 1: According to the definition 6, calculate the density of all the object, and calculate the average density;
Step 2: According to the definition 7, calculate the MDD of every data objects;
Step 3: Descending MDD, according to the number of clusters K, select the points which the first K MDD values correspond to as the initial clustering center points. And the density of center points must be greater than the average density;
Step 4: Assign data objects to their nearest center point;
Step 5: Modify cluster center c j ;
Step 6: Calculate the value of E, if E satisfies the convergence condition, stop, else return to Step 4.
Reference [13] and [14] also pointed out that the clustering algorithm to adapt to various situations is difficult, clustering application determines the parameters according to the experience and experiment. Coverage percentage of cluster radius R is unknown, so its value will affect the selection of the initial center points. The experience of percent value is: 1%~2%. The radius R should reflect the sample space distribution as far as possible. If R is too large or too small, the clustering effect will not achieve the optimal solution.
With respect to the selection of initial center point of the existing methods, the advantage of this method is:
1) The initial center's quality is high and stable, saves the subsequent operation time;
2) Solve the shortcoming of that the center point may be located in the same cluster.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
Our experimental computer has the following configurations: Mac OS 10.10.1 with Intel Core i7 2.4 Ghz and 8G RAM, and the algorithm was implemented by java language.
In order to verify the validity of this method, we compare this algorithm in this paper with the algorithm in reference [13] and the method of random selection of center points. We run them in the same experimental environment, compare the operation effect.
Firstly, we use a custom data set to test the algorithm's effect of selecting representative points in irregular data set for each cluster, and test the distinction of the ordinary highdensity point and the representative center point. The data points are distributed like in the Fig. 1, Fig. 2 and Fig. 3 . The data distributed in the data set is not regular. There are 6 clusters in the data set. The asterisk presents the center point that the algorithm chooses, and circle presents the common point.
In the Fig. 1 , some initial center points got by reference [13] are in the same cluster. The representativeness of these center points is not very good. And in the Fig. 2 , the initial center points are got by the random method. The qualities of these center points are obviously not stable. To a certain extent this kind of initial center points will increase the iteration time and operation time of K-means algorithm, and will affect the result of the clustering algorithm. In the Fig. 3 , the initial center points are located in the different clusters. They are more representative and distinguishable. The algorithm distinguishes the center points and ordinary high-density points well, and avoids selecting the center points in the same cluster. When the algorithm selects the center points, it uses average density to filter out outliers, paving the way for the subsequent steps of the algorithm. We use data sets in UCI machine learning database to test the algorithm. UCI is specialized database. It has specific classified data set, so it could express directly the accuracy of the clustering results. We use Iris to test the proposed optimized K-means algorithm in this paper, algorithm in reference [13] and the traditional K-means algorithm using random method to initialize the center points. The actual centers of Iris data set are given in reference [15] . They are (5.00 3.42 1.46 0.24), (6.58 2.97 5.55 2.02), (5.93 2.77 4.26 1.32). The parameter of algorithm, percent is 2%. The results are showing in the TABLE I. The experiment result shows that the proposed algorithm has a smaller mean squared error. The initial centers got by proposed optimized K-means algorithm in this paper are much more close to the actual center. They are more accuracy, stability and more representative. We use data set Iris, Wine and Glass Identification in UCI to test the clustering effect of the algorithm. The clustering effect is measured by error sum of square, E. If the value of E is small, it means that the objects in the cluster are closer to the clustering centers, and the cluster effect is better. On the contrary, the bigger the value of E is, the worse the clustering effect is. We run each of the three algorithms on each of the data sets for 20 times, and get the average value of E, as shown in the TABLE II. From the table, we can see that the mean of E got by this paper is lower than the other two algorithms. It proves that the method of optimizing K-means algorithm in this paper can improve the clustering effect.
The K-means algorithm is Applicable to convex structure data set. We use a custom data set to test the average running time and average iterations of each algorithm in different amounts of data. The data set is generated as follows: use (1.0  1.0), (3.3 3.3), (-3.25 3.25), (-3.25 -2.25), (3.25 -2.25) The algorithm in reference [13] 0.8264 4.0279 23614.9
The algorithm in this paper The initial centers with high quality help to reduce the running time and iteration times of K-means algorithm. We run the three algorithms for 20 times in each data set to test the average running time and iteration times of each algorithm in different amounts of data set.
The running time of three algorithms in different amounts of data set are shown in TABLE III. In the Fig. 5 , with the increasing of data points, the running time of the three algorithms increases. But the time of optimized K-means algorithm proposed by this paper finished in the shortest time. In the Fig. 6 , with the increasing of data points, the iteration times of proposed algorithm are less than the other two algorithms obviously. The proposed algorithm in this paper costs time when it computes the value of MDD compared to the traditional Kmeans, but the actual running time of proposed algorithm is less than the traditional K-means. The reason is that the representativeness and quality of the selected center points is high. They reduce the iteration times, save time for the subsequent steps of the algorithm. So the optimized K-means algorithm in this paper can converge fast. It proves that our optimized method improve the efficiency of K-means.
Running time(/s)
The number of data points The initial centers of K-means algorithm affect the clustering effect. If we don't choose it well, the result of the clustering algorithm will be unstable, and can be easy to fall into local optimal solution. The proposed method to optimize the initial center points of K-means based on density in this paper can choose a set of initial center points with high quality. It distinguishes the center points with high density from normal data points. Based on the calculation of the density of points, it calculates the minimum density distance, to filter the points with high density and low representativeness. It uses average density to filter out outliers, and chooses the initial centers for the K-means algorithm. From the experimental results, the algorithm in this paper can converge fast. The efficiency and accuracy of the algorithm are improved. The results verify the validity of the algorithm.
