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Abstract
Let λ : G˜ → G be the non-trivial double covering of the symplectic group
G = Sp(V, ω) of the symplectic vector space (V, ω) by the metaplectic group
G˜ =Mp(V, ω). In this case, λ is also a representation of G˜ on the vector space
V and thus, it gives rise to the representation of G˜ on the space of exterior
forms
∧•
V∗ by taking wedge products. Let S be the minimal globalization
of the Harish-Chandra module of the complex Segal-Shale-Weil representation
of the metaplectic group G˜. We prove that the associative commutant algebra
EndG˜(
∧•
V∗ ⊗ S) of the metaplectic group G˜ acting on the S-valued exterior
forms is generated by certain representation of the super ortho-symplectic Lie
algebra osp(1|2) and two distinguished operators. This establishes a Howe type
duality between the metaplectic group and the super Lie algebra osp(1|2). Also
the space
∧•
V∗ ⊗ S is decomposed wr. to the joint action of Mp(V, ω) and
osp(1|2).
Math. Subj. Class.: 22E46, 22E47, 22E45, 70G45, 81S10
Keywords: Howe duality, symplectic spinors, Segal-Shale-Weil representa-
tion, Kostant spinors, symplectic spinor valued exterior forms
1 Introduction
The Howe type duality is a result in representation theory, which enables one
to see some theorems in mathematics as its special cases or consequences. In
this way, it gives a unification view into several mathematical disciplines. This
duality could be applied to derive a version of the de Rham theorem, theorems in
Hodge theory of Ka¨hler manifolds or the theory of spherical harmonics. It could
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also be applied in other interesting instances, like combinatorial structure of
Schubert cell decomposition of generalized flag manifolds, which are important
Klein models of many geometries, like conformal, CR, almost Grassmannian,
projective, contact projective etc. For a comprehensive treatment on the Howe
type duality and its applications, see Goodman, Wallach [6], Goodman [7], Howe
[11] and also Rubentahler [19].
We shall introduce this duality briefly now. Let ρ : G → Aut(W ) be a
finite dimensional representation of a reductive Lie group G. Suppose W is
completely reducible. We want to decomposeW into isotypic componentsW =⊕
λ∈GˆmλW
λ, where Gˆ is an index set, Wλ is an irreducible representation of
G, and mλ is the multiplicity of the occurrence ofW
λ inW. To be more specific,
if G is a simple Lie group, the index set Gˆ equals a subset of the semi-lattice of
dominant analytically integral weights (wr. to the usual choices).
We can also write the decomposition of W as W ≃
⊕
λ∈GˆWλ ⊗W
λ, where
Wλ is a vector space of dimension mλ and G acts as 1 ⊗ ρ(g) for g ∈ G at
the right hand side. If dimWλ > 1 for an element λ ∈ Gˆ, we say that W
is not multiplicity-free. The basic idea of the Howe type duality is to get a
control over the multiplicities by considering a further structure, namely the
commutant algebra which will be described bellow. Before doing so, let us say a
few words about the introduced notion. The vector spaceWλ is usually referred
to as the multiplicity space. It is easy to see, that Wλ ≃ HomG(W
λ,W ).1
The multiplicity space Wλ becomes a EndG(W )-module by the natural action
σ(A)(T ) = A ◦ T for A ∈ EndG(W ) and T ∈ Wλ. We shall denote EndG(W )
by RG shortly and call it the (associative) commutant algebra of G on W or
sometimes, the algebra of G-invariants. Then the Howe type duality can be
formulated as follows:
Howe type duality. The following decomposition of W
W ≃
⊕
λ∈Gˆ
Wλ ⊗W
λ
is a multiplicity-free decomposition into irreducible summands over RG×G via
the action σ ⊗ ρ.
By multiplicity-free, we mean that λ 6= µ implies Wλ 6≃Wµ (as G-modules)
and Wλ 6≃Wµ (as R
G-modules).
The well known Schur duality is the Howe type duality in which G is the
general linear group GL(U) of an n-dimensional complex vector space U, W =
U⊗k is the k-th tensor product of U, ρ is the k-th tensor product of the defining
representation of G and the index set Gˆ is the set of all partitions of n into k
non-increasing non-negative numbers. In this case, the commutant algebra RG
is the group algebra of the image of the symmetric group Sk under the natural
1As usually for two representations (ρ,W ) and (ρ′,W ′) of G, we denote HomG(W,W
′) :=
{T ∈ Hom(W,W ′)|Tρ(g) = ρ′(g)T, for all g ∈ G} and similarly for Lie algebra modules.
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representation of Sk on the space W = U
⊗k given by permuting positions in
the tensor product U⊗k.
The theory of spherical harmonics is a special case of the Howe type duality
for the appropriate orthogonal group of a Euclidean space acting on the space of
polynomials defined over this vector space. The commutant algebra in this case,
can be defined using certain highest weight representation of the Lie algebra
sl(2,C). For this and the preceding example, see, e.g., Goodman, Wallach [6]
and Goodman [7].
In the Clifford analysis, it is very natural to study spinor valued exterior
forms and define various analogues of the Cauchy-Riemann operator using these
spinor valued exterior forms as modules over the appropriate spin groups. In this
situation, again a representation of sl(2,C) comes into play. See, e.g., Delanghe,
Sommen, Soucˇek [4].
In the paper, we shall be studying a symplectic analogue of the mentioned
Clifford analysis setting. However, in the symplectic case the things are com-
plicated, mainly because the space of ”spinors” is infinite dimensional. Let us
briefly describe this situation. Let (V, ω) be a real symplectic vector space of real
dimension 2l. Let G˜ be the non-trivial double covering of the symplectic group
Sp(V, ω). This double covering is called metaplectic group, and it is denoted by
Mp(V, ω). For further use, let us denote the Lie algebra of G by g. Obviously,
g = sp(V, ω) ≃ sp(2l,R). The metaplectic group G˜ has a distinguished infinite
dimensional unitary representation, called the Segal-Shale-Weil or the oscillator
representation. It was constructed by A. Weil using the Stone-von Neumann
theorem. We will be interested in an ”analytical” version of this representation.
We will call this version a metaplectic representation and its underlying vector
space the space of symplectic spinors. We denote this vector space by S.
Let us say a few words about the name spinor we used for this representation.
Let (U, B) be a complex even dimensional vector space together with a non-
degenerate bilinear form, and so(U, B) be the associated complex orthogonal
Lie algebra. Then one can construct the (orthogonal) spinors over so(U, B)
as the exterior algebra of a maximal isotropic subspace of (U, B). Now, let us
come to the symplectic case. One can show that the gC-module structure of
the Harish-Chandra module of S is equivalent to a representation of gC on the
space of complex valued polynomials defined on a Lagrangian2 subspace L of
(V, ω), i.e., to the symmetric algebra ⊕∞i=0⊙
iL. Thus, the situation is symmetric
in changing the symplectic form to the non-degenerate symmetric bilinear form
and changing the symmetric power into the antisymmetric one. The action of gC
on this algebra coincides with the so called Dixmier realization of the complex
symplectic Lie algebra by polynomial coefficient differential operators acting on
the polynomials. For more details, see, e.g., Britten, Hooper, Lemire [2] and
Kashiwara, Vergne [14].
Now, we are in a position to introduce the representation we shall be consid-
ering. In the studied case, the Lie group under consideration is the metaplectic
group Mp(V, ω) and the module W =
∧•
V∗ ⊗ S, i.e., the symplectic spinor
2that is, maximal isotropic subspace of (V, ω)
3
valued exterior forms. In this case, we prove that the commutant algebra is
generated by an image of the super Lie ortho-symplectic algebra osp(1|2) un-
der a super Lie algebra representation and two projection operators R±. Thus
we prove that in this case, the Howe dual partner of the metaplectic group
Mp(V, ω) is isomorphic to the super Lie algebra osp(1|2). (We are using the
word Howe dual partner in an informal way.) The crucial tool, we are using to
derive this duality, is a decomposition structure of exterior forms with values in
the symplectic spinors. The mentioned decomposition was derived by a use of
a theorem of Britten, Hooper and Lemire in [2].
A further result, contained in this text, is a decomposition of the symplectic
spinor valued exterior forms with respect to the joint action of the metaplectic
group and the ortho-symplectic super Lie algebra osp(1|2). The decomposition
is not multiplicity-free in the sense of the formulation of the Howe type duality
in this Introduction, but rather two-folded. More precisely, we decompose the
mentioned module into a direct sum
⊕l
j=0(E
+
jj⊗G
j)⊕(E−jj⊗G
j) where E±jj are
certain irreducible Mp(V, ω)-modules and Gj are finite dimensional irreducible
osp(1|2)-modules. We call this decomposition two-folded because for a given
j ∈ {0, . . . , l}, the representation Gj appears twice: once multiplied by E+jj and
for the second time by E−jj . As far as we know, the mentioned results serve a
new example of Howe duality and Howe dual partners.
The motivation of this article comes from differential geometry, namely from
the theory of symplectic operators of Dirac type on manifolds with a metaplectic
structure. In the same way in which one can define Dirac, twistor and Rarita-
Schwinger operators in the Riemannian spin geometry within the spinor twisted
de Rham sequence, one can do a similar construction in the symplectic case.
See Habermann, Habermann [10], Habermann [9] and Kry´sl [17]. In physics,
the symplectic spinor were used, e.g., by Green, Hull in [8] in order to describe
quantum mechanics of strings in 10 dimensional spaces; by Reuter [18] in the
realm of the theory of Dirac-Ka¨hler fields and also by Shale in [21], where the
symplectic spinors were used in a quantization procedure for bosonic fields.
In the second section, some basic facts on (globalization of) Harish-Chandra
modules are recalled (Theorem 1, Theorem 2). In this section, the theorem on
a decomposition of the symplectic spinor valued exterior forms into irreducible
summands is derived (Theorem 9). In the third section, a representation, de-
noted by σ, of the super Lie algebra osp(1|2) on the space of symplectic spinor
valued exterior forms is introduced. In this section, we prove that σ is a super
Lie algebra representation (Theorem 11) and that it maps the super Lie algebra
osp(1|2) into the commutant algebra EndMp(V,ω)(
∧•
V∗⊗S) (Corollary 13). In
the fourth section, the commutant algebra EndMp(V,ω)(
∧•
V∗⊗S) is computed.
We prove that the image of the representation σ together with two additional
operators R± generate enough invariants, namely the whole commutant algebra
(Theorem 17). To derive this theorem, we construct the projection operators
from the space of symplectic spinor valued exterior forms onto its irreducible
submodules only by using the representation σ and the two mentioned oper-
ators. In the fifth part, we define a family of finite dimensional irreducible
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representations of the super Lie algebra osp(1|2) and prove the mentioned two-
folded Howe type duality for the studied case (Theorem 20). To derive this
theorem, certain commutator relation were crucial (Lemma 19). In the sixth
section, a known result in symplectic spin geometry is presented (Theorem 21).
This theorem was proved using the relations between the standard generators
of osp(1|2) in Kry´sl [17].
2 Symplectic spinor valued exterior forms
In this section, we shall recall basic results about globalization of Harish-Chandra
(g,K)-modules, which we shall use in the Sections 4 and 5. Further, we summa-
rize elementary facts on the metaplectic representation. At the end, we derive
a result on a decomposition of symplectic spinor valued exterior forms into ir-
reducible submodules over the appropriate complex symplectic Lie algebra.
2.1 Basic facts on globalization of Harish-Chandra mod-
ules and notation
Let G be a real reductive group in the sense of Vogan, see [24]. Let us remark
that typical examples of these groups are Lie subgroups of the general linear
group and their finite covers. (The metaplectic group is reductive in this sense.)
Let us also fix a maximal compact subgroup K of G.
We will consider the category R(G), the objects of which are locally convex
Hausdorff vector spaces with a continuous linear action of G, which is admissi-
ble and of finite length, see, e.g., Kashiwara, Schmid [13] for more details. Let
us only mention that the considered Segal-Shale-Weil representation belongs
to this category. The morphisms in the category R(G) are linear continuous
G-equivariant maps between the objects. Let us denote the Lie algebra of G
by g. For a representation E ∈ R(G) of G, we shall denote the correspond-
ing Harish-Chandra (g,K)-module by E and when we will only be consider-
ing its g-module structure, we shall use the symbol E for it. We shall denote
the Harish-Chandra forgetful functor from R(G) into the category of Harish-
Chandra modules HC(g,K) by HC. Let us set a further convention. Suppose
E,F ∈ R(G) and a morphism A : E → F are given. Consider the restrictions
A|E : E → F and A|E : E → F. Then we shall denote these restrictions simply
by A : E → F and A : E → F, respectively. We shall also denote the com-
plexification AC : EC → FC simply by A : EC → FC. We hope this causes no
confusion. Further, if U is a complex vector space and U ′ is a real vector space,
we mean by U ⊗ U ′ the tensor product over the real numbers, whereas if both
U and U ′ are complex, then by U ⊗ U ′ we mean the tensor product over the
complex numbers. Let us also stress that even if we are considering modules
over a real Lie algebra, the modules are always assumed to be complex.
We will need the following theorem which is a special case of a theorem of
Schmid.
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Theorem 1: For a real reductive Lie group G, there exists a left adjoint
functor to the Harish-Chandra forgetful functor HC : R(G)→ HC(g,K).
Proof. See Schmid [20]. 
The adjoint functor from the previous theorem is usually called minimal
globalization or minimal Schmid globalization functor and will be denoted by
mg. In Kashiwara, Schmid [13], the case of real points of a complex algebraic
group is treated.
In the next theorem, the homomorphisms of (g,K)-modules and that ones
of g-modules are related.
Theorem 2: Let G be a real reductive Lie group, K a maximal compact
subgroup of G, and X1,X2 ∈ R(G). If K is connected, then there exists a linear
bijection
Homg(X1,X2) ≃ Hom(g,K)(X1, X2).
Proof. See, e.g., Baldoni [1].
We shall need the following generalization of the Schur lemma.
Theorem 3: Let g be simple complex Lie algebra and X be an irreducible
complex g-module. Then every g-endomorphism is a scalar, i.e., Endg(X) ≃
C Id|X.
Proof. See Theorem 2.6.5. and Theorem 2.6.6. in Dixmier [5]. 
Remark: From this theorem, one can easily derive that for g complex simple
Lie algebra, X1 and X2 irreducible g-modules, dimHomg(X1,X2) ≤ 1 and the
equality holds iff X1 ≃ X2 as g-modules.
Let g be a simple complex Lie algebra. Choose a Cartan subalgebra h of g
and a set of positive roots Φ+.We denote the irreducible highest weight complex
g-module with a highest weight λ ∈ h∗ by L(λ). If λ happens to be dominant and
integral with respect to the choice (h,Φ+), we denote L(λ) by F (λ) suggesting
the fact that the module L(λ) is finite dimensional. For an integral dominant
weight λ wr. to (h,Φ+), we denote the set of all weights of the irreducible
representation F (λ) by Π(λ).
2.2 Segal-Shale-Weil representation and symplectic spinors
Consider a 2l dimensional real symplectic vector space (V, ω). Let V = L⊕L′ be
a direct sum decomposition of the vector space V into two Lagrangian subspaces
L and L′ of (V, ω). Let {ei}
2l
i=1 be an adapted symplectic basis of (V = L⊕L
′, ω),
i.e., {ei}
2l
i=1 is a symplectic basis of (V, ω) and {ei}
2l
i=1 ⊆ L and {ei}
2l
i=l+1 ⊆ L
′.
Because the notion of a symplectic basis is not unique, let us fix one for a later
use. We call a basis {ei}
2l
i=1 symplectic basis of (V, ω) if for ωij := ω(ei, ej), we
have ωij = 1 if an only if i ≤ l and j = i + l; ωij = −1 if and only if i > l
and j = i − l; and finally, ωij = 0 in other cases. For i, j = 1, . . . , 2l, let us
choose numbers ωij defined by
∑2l
k=1 ωikω
kj = δji . Let us reserve the symbol
{eˇi}
2l
i=1 for the ω-dual basis of (V, ω) to the basis {ei}
2l
i=1, i.e., eˇi =
∑l
j=1 ω
ijej
for i = 0, . . . , l. The basis of V∗ dual to the basis {ei}
2l
i=1 will be denoted by
{ǫi}2li=1. Thus, we have ω = ǫ
1 ∧ ǫl+1 + . . .+ ǫl ∧ ǫ2l. We shall use this explicit
form in the Section 4.
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For the symplectic vector space (V, ω), we fix a symplectic group G =
Sp(V, ω). Let us denote the maximal compact subgroup of G by K. It is easy
to see that K ≃ U(l). Because the first homotopy group of G is isomorphic
to the first homotopy group of K which in turn, is isomorphic to the (infinite
cyclic) group Z, there exists a non-trivial double covering space G˜ of G. Let us
denote this non-trivial double covering by λ : G˜ → G. The group G˜ is usually
called the metaplectic group and the symbol Mp(V, ω) is used for it. In the
paper, we shall find the Howe dual partner for this group and its certain infinite
dimensional representation. We shall also need the λ-preimage of K in G˜, which
we denote by K˜. One can easily show that
K˜ ≃ U˜(l) := {(g, z) ∈ U(l)× C×|detg = z2}.
This group is obviously connected. For more details on K˜, see Tirao, Vogan,
Wolf [22].
For the Lie algebra of g = sp(V, ω) of G, we have g ≃ sp(2l,R). Let us
also mention that the Lie algebra of G˜ is isomorphic to g. For some technical
reasons (uniformity of presentation of our results), let us suppose that l ≥ 3, and
consider this choice holds throughout the rest of this article. We shall denote
the complexification of V by VC and the complexification of the Lie algebra
g = sp(V, ω) by gC. (The complexified symplectic form on VC will be denoted
by ω.) If we choose a Cartan subalgebra hC ⊆ gC and a system of positive
roots Φ+ ⊆ (hC)∗, then the set of fundamental weights {̟i}
l
i=1 is uniquely
determined. This set determines a basis {ǫi}
l
i=1 of (h
C)∗ given by ̟i =
∑i
j=1 ǫj
for i = 1, . . . , l.3 It is well known that the set of roots for (gC, hC) is given
by Φ = {±(ǫi ± ǫj)|1 ≤ i < j ≤ 2l} ∪ {±2ǫi|i = 1, . . . , l}. We choose the set
Φ+ = {ǫi − ǫj|1 ≤ i < j ≤ l} ∪ {ǫi + ǫj |1 ≤ i ≤ j ≤ 2l} of positive roots of
(gC, hC). The set ∆ = {ǫi − ǫi+1|i = 1, . . . , l − 1} ∪ {2ǫl} is the set of simple
roots for (gC, hC,Φ+). For λ =
∑l
i=1 λiǫi, we shall sometimes denote L(λ) by
L(λ1, . . . , λl); sometimes also without the commas.
For i, j = 1, . . . , 2l, denote the matrix having entry 1 at the place (i, j) an
zeros at other positions by Ei,j . Let us write the Chevalley basis elements of
gC = sp(VC, ω) wr. to the basis B := {ei}
2l
i=1 ⊆ V of V. We have then
[Xǫi−ǫj ]B = Ei,j − Ej+l,i+l, 1 ≤ i < j ≤ l (1)
[X2ǫi ]B = Ei,l+i, i = 1, . . . , l (2)
[Yµ]B = [Xµ]
T
B, µ ∈ ∆ (3)
[Hǫi−ǫi+1]B = Ei,i − Ej,j + El+j,l+j − El+i,l+i, i = 1, . . . , l − 1 (4)
[H2ǫl ]B = El,l − E2l,2l (5)
See Britten, Hooper, Lemire [2] for more details.
3Let us mention that we are distinguishing the bases {ǫi}2l
i=1
⊆ V∗ and {ǫi}
l
i=1
⊆ (hC)∗
from each other, although one could identify their first l members by a choice of the first
inclusion from the chain of inclusions hC ⊆ gC ⊆ (V∗ ⊗ V)C.
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Now, we shall introduce some necessary conventions we shall be using when
we will be dealing with the Segal-Shale-Weil representation. The Segal-Shale-
Weil representation is certain unitary representation ofMp(V, ω) on the Hilbert
space of complex valued square Lebesgue integrable functions on L. We shall
denote this representation by U, i.e.,
U :Mp(V, ω)→ U(L2(L)),
where U(W) is the group of unitary operators on a Hilbert spaceW. Let us only
mention that the construction of the Segal-Shale-Weil representation is based
on the so called Schro¨dinger representation of the Heisenberg algebra of (V =
L⊕L′, ω) and a use of the Stone-von Neuman theorem. For more details, see Weil
[25] or Habermann, Habermann [10]. The Segal-Shale-Weil representation is not
irreducible and decomposes into a direct sum of two irreducible modules L2(L)+
and L2(L)− of even and odd complex square Lebesgue integrable functions on
the Lagrangian subspace L, respectively.
For some technical reasons, we shall use the notion of the so called sym-
plectic spinors. Let us denote the minimal globalization of the Harish-Chandra
underlying (g, K˜)-module of the Segal-Shale-Weil representation L2(L) by S,
i.e., S = mg(HC(L2(L))). Let us denote the resulting representation of G˜ on S
by meta and call it the metaplectic representation, i.e.,
meta :Mp(V, ω)→ Aut(S).
We shall call the elements of S symplectic spinors. According to the decomposi-
tion L2(L) = L2(L)+⊕L
2(L)−, we have also S = S+⊕S−. Thus S splits into a
direct sum of two irreducible representations S+ and S−. It is well known that
as gC-modules, the modules s(S+) and HC(S−) are isomorphic to L(λ0) and
L(λ1), respectively, where λ0 := −
1
2̟l and λ1 = ̟l−1 −
3
2̟l. Thus, we have
S+ ≃ L(λ0) and S− ≃ L(λ1). For more details, see Kashiwara, Vergne [14].
It is well known that S is equivalent (as a gC-module) to the so called Dixmier
realization of the complex symplectic Lie algebra gC. Because of this equiva-
lence, we shall denote this realization by meta, too. See also the section 2.1. for
the remarks on the notation. The Dixmier realization meta of sp(VC, ω) is an
injective Lie algebra homomorphism meta : sp(VC, ω)→ EndC(C[x
1, . . . , xl]) of
the complex symplectic Lie algebra into the Lie algebra of endomorphisms of
polynomials. It is given as follows (cf. Britten, Hooper, Lemire [2]).
meta(Xǫi−ǫi+1) := xl−i
∂
∂xl−i+1
, i = 1, . . . , l − 1 (6)
meta(X−(ǫi−ǫi+1)) := xl−i+1
∂
∂xl−i
, i = 1, . . . , l − 1 (7)
meta(X2ǫl) := −
1
2
∂2
∂(x1)2
(8)
meta(X−2ǫl) :=
1
2
(x1)2. (9)
8
Thus, we have S ≃ C[x1, . . . , xl] as gC-modules. Moreover, we have that
meta restricted to the invariant subspaces of even polynomials is equivalent
to S+ and meta restricted to the odd polynomials is equivalent to S−. Using
this identification, the highest weight vector of S+ is 1 ∈ C[x
1, . . . , xl] and the
highest weight vector of S− is x
1 ∈ C[x1, . . . , xl]. For more information see, e.g.,
Britten, Hooper, Lemire [2] and Kashiwara, Vergne [14].
In order to derive the studied Howe type duality, we shall also need the
symplectic Clifford multiplication V × S → S, which enables us to multiply
symplectic spinors by vectors from V. It is given by the following prescription
(ei.f)(x) =
∂f
∂xi
(x),
(ei+l.f)(x) = ıx
if(x), i = 1, . . . , l,
where x ∈ L, f ∈ S and it is extended linearly to the whole V.
This multiplication is basically the Schro¨dinger quantization prescription.
Let us only mention that the differentiation and the multiplication in the defi-
nition of the symplectic Clifford multiplication make sense because of the inter-
pretation of the minimal globalization, see, e.g., Schmid [20].
Lemma 4: For v, w ∈ V and s ∈ S, the following relation
v.w.s − w.v.s = ıω(v, w)s
holds.
Proof. See Habermann, Habermann [10]. 
In the next lemma, certain G˜-equivariance of the symplectic Clifford multi-
plication is described.
Lemma 5: For g ∈Mp(V, ω), v ∈ V and s ∈ S, we have
meta(g)(v.s) = (λ(g)v).meta(g)s.
Proof. See Habermann, Habermann [10]. 
2.3 Decomposition of symplectic spinor valued forms
We shall need the following
Lemma 6: Let VC be the defining representation of gC, then
r∧
(V∗)C ≃
⌊r/2⌋⊕
j=0
(ω∧j ∧ F (̟r−2j))
for r = 0, . . . , l, where ⌊q⌋ is the lower integral part of an element q ∈ R.
Proof. See, e.g., Corollary 5.1.9. pp. 237 and Theorem 5.1.8.(3) pp. 236 in
Goodman and Wallach [6]. 
In the previous lemma, the symbol F (ω0) denotes the trivial representation
of sp(VC, ω).
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Let us remark that
∧i
VC ≃
∧i
(VC)∗ ≃
∧2l−i
(VC)∗ as gC-modules because
the symplectic form ω gives a gC-isomorphism VC ≃ (VC)∗ and because of
Sp(VC, ω) ⊆ SL(VC).
Next, we shall display the decomposition of the tensor product of a finite
dimensional gC-module and the respective basic symplectic spinor modules S±,
which was done by Britten, Hooper and Lemire in [2]. Before doing so, let us
introduce the following set. For a dominant integral weight λ =
∑l
j=1 λj̟j and
i = 0, 1, we set
T iλ := {µ ∈ (h
∗)C | λ− µ =:
l∑
j=1
djǫj ; dj + δl,jδ1,i ∈ N0, j = 1, . . . , l; 0 ≤ dj ≤ λj ,
j = 1, . . . , l− 1; 0 ≤ dl + δ1,i ≤ 2λl + 1 and
l∑
j=1
dj is even}.
Theorem 7: For i = 0, 1 and an integral dominant weight λ wr. to (hC,Φ+),
we have
F (λ) ⊗ L(λi) ≃
⊕
κ∈T i
λ
∩Π(λ)
L(λi + κ).
Proof. See Britten, Hooper, Lemire [2]. 
Let us remark that there is a misprint in the cited theorem in Britten,
Hooper, Lemire [2] in the case of the tensor product of a finite dimensional
symplectic module F (λ) and L(λ1) = S−.
For our convenience, let us introduce a function sgn : {+,−} → {0, 1} given
by the prescription sgn(+) := 0 and sgn(−) := 1. The following modules will
be used in the decomposition theorem.
E
±
ij := L(
1
2
, . . . ,
1
2︸ ︷︷ ︸
j
,−
1
2
, . . . ,−
1
2︸ ︷︷ ︸
l−j−1
,−1 +
1
2
(−1)i+j+sgn(±))
for i = 0, . . . , l − 1, j = 0, . . . , i and i = l, j = 0, . . . , l − 1. For i = j = l, we set
E
+
ll := L(
1
2 . . .
1
2 ) and E
−
ll := L(
1
2 . . .
1
2
5
2 ). For i = l+1, . . . , 2l and j = 0, . . . , 2l−i,
we set E±ij := E
±
(2l−i)j .
In order to write the results in a short form, let us introduce the following
set of pairs of non-negative integers.
Ξ := {(i, j)|i = 0, . . . , l; j = 0, . . . , i} ∪ {(i, j)|i = l+ 1, . . . , 2l; j = 0, . . . , 2l− i} .
In the canonical coordinate system of R2, the set Ξ has a shape of a triangle,
see Figure 1. bellow. For i = 0, . . . , l, let us denote the number i by mi and
for i = l + 1, . . . , 2l, let us denote the number 2l − i by mi. Thus we can write
Ξ := {(i, j)|i = 0, . . . , 2l; j = 0, . . . ,mi}. For a convenience, let us set E
±
ij := 0
for (i, j) ∈ Z2 − Ξ.
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In the next lemma, we use two theorems of Goodman, Wallach [6], in order
to get an information about the set of all weights of the fundamental represen-
tations of the complex symplectic Lie algebra sp(VC, ω). This will enable us to
use the Theorem 7, where the set Π(λ) of all weights occurs.
Lemma 8: For r = 1, . . . , l, we have
Π(ωr) ⊇ {
r∑
s=1
±ǫis |1 ≤ i1 < . . . < ir ≤ l}.
Proof. According to the Theorem 5.1.11. pp. 237 and Theorem 6.1.8.(3)
pp. 236 in Goodman, Wallach [6], the gC-module F (ωr) is isomorphic to a
linear span of isotropic j-vectors in VC, i.e., multi vectors v = f1 ∧ . . . ∧ fr,
where ω(fi, fj) = 0 for i, j = 1, . . . , l. Second, it is easy to realize that one can
choose the Cartan subalgebra hC of gC in a way that the following is true: For
i = 1, . . . , l, the basis vector ei ∈ V
C is a weight vector of the weight ǫi and
the weight vector ei+l is a weight vector of the weight −ǫi, both of the defining
representation gC on VC. Using this, the result follows. 
For another realization of F (ωj) and for a dimension formula for these repre-
sentations, see Goodman, Wallach [6]. Let us also remark that one could prove
a more precise result as that one written in the Lemma 8. Namely, one could
prove an equality instead of the inclusion. But in this case, one should either
add the zero element to the set at the right hand side, or not change this set,
depending on certain circumstances. We shall only use the information written
in the Lemma 8.
Now, we shall introduce a module W we shall be dealing with. As a vector
space, W :=
∧•
V∗ ⊗ S. We assume W to be equipped with the Grothendieck
tensor product topology. For details on this topology, see Treves [23] and Vogan
[24]. The representation ρ : G˜ → Aut(W) of G˜ on W we are interested in, is
defined by the following prescription
ρ(g)(α⊗ s) := λ∗∧r(g)α⊗meta(g)s
for g ∈ G˜, α ∈
∧r
V
∗ and s ∈ S.
Now, we can state the decomposition theorem. The proof of this theorem is
based on a direct application of the Lemma 6, the Theorem 7 and the Lemma
8.
Theorem 9: For i = 0, . . . , 2l, the following decomposition into irreducible
gC-modules
i∧
(V∗)C ⊗ S± =
⊕
(i,j)∈Ξ
E
±
ij
holds.
Proof. Let us remark that because of the fact V ≃ V∗ as g-modules, we will
write V instead of V∗ in this proof.
Using the Lemma 6, we obtain that for i = 2k, k ∈ N0, we have
i∧
V
C ⊗ S± = (F (ω0)⊕ F (ω2)⊕ . . .⊕ F (ωi))⊗ S± (10)
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For i = 2k + 1, k ∈ N0, we have
i∧
V
C ⊗ S± = (F (ω1)⊕ F (ω3)⊕ . . .⊕ F (ωi))⊗ S± (11)
We shall be considering the mentioned tensor products for i = 0, . . . , l only,
because the result for i = l + 1, . . . , 2l follows from that one for i = 0, . . . , l
immediately due the gC-isomorphism
∧i
VC ⊗ S± ≃
∧2l−i
VC ⊗ S± and the
definition of E±ij for i = l + 1, . . . , 2l and j = 0, . . . , 2l− i.
Let us consider the tensor products by S+ and S− separately.
1. First, let us consider the tensor product
∧i
VC ⊗ S+ for i = 0, . . . , l.
Using the Lemma 8 and the Theorem 7, we can easily compute that for
j = 1, . . . , l, T 0ωj = {ǫ1 + . . . + ǫj , ǫ1 + . . . + ǫj−1 − ǫl} ⊆ Π(ωj) and
F (ωj) ⊗ S+ = L(
1
2
, . . . ,
1
2︸ ︷︷ ︸
j
,−
1
2
, . . . ,−
1
2︸ ︷︷ ︸
l−j
) ⊕ L(
1
2
, . . . ,
1
2︸ ︷︷ ︸
j−1
,−
1
2
, . . . ,−
1
2︸ ︷︷ ︸
l−j
,− 32 ),
using the relation ωj =
∑j
i=1 ǫi. Summing up these terms according to
(10) and (11), we obtain the statement of the theorem for both of the
cases i is odd and i is even.
2. Now, let us consider the tensor product
∧i
VC ⊗ S− for i = 0, . . . , l.
Using the Lemma 8, we can easily compute that for j = 1, . . . , l − 1, we
have T 1ωj = {ǫ1+ . . .+ǫj, ǫ1+ . . .+ǫj−1+ǫl} ⊆ Π(ωj) and T
1
ωl = {ǫ1+ . . .+
ǫl, ǫ1 + . . .+ ǫl−1 − ǫl} ⊆ Π(ωl). Therefore using the Theorem 7, we have
F (ωj) ⊗ S− = L(
1
2
, . . . ,
1
2︸ ︷︷ ︸
j−1
,−
1
2
, . . . ,−
1
2︸ ︷︷ ︸
l−j+1
) ⊕ L(
1
2
, . . . ,
1
2︸ ︷︷ ︸
j
,−
1
2
, . . . ,−
1
2︸ ︷︷ ︸
l−j−1
,− 32 )
for j = 1, . . . , l − 1. For j = l, we obtain F (ωl) ⊗ S+ = L(
1
2 . . .
1
2 −
3
2 )⊕ L(
1
2 . . .
1
2 −
5
2 ) again using the Theorem 7. Summing up these terms
according to (10) and (11), we obtain the statement of the theorem for
both cases i is odd and i is even.

In the next figure (Figure 1.), one can see the decomposition structure of∧•
(V∗)C ⊗ S+ in the case of l = 3. For i = 0, . . . , 6, the i
th column constitutes
of modules in which the S+-valued exterior forms of form degree i decompose.
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+
21 E
+
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+
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+
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+
32 E
+
42
E
+
33
Figure 1.
3 Representation of osp(1|2) on
∧•
V∗ ⊗ S
In this section, we shall introduce certain simple super Lie algebra and its rep-
resentation in order to describe the commutant algebra EndG˜(
∧•
V∗⊗S) in the
next section.
Let us say a few words about the notation concerning super Lie algebras we
shall be using. For each super Lie algebra f, let us denote the even and the odd
part by f0 and f1, respectively. Sometimes, the generators of f0 and f1 are called
bosonic and fermionic generators, respectively. The super Lie bracket of two
homogeneous elements u, v will be denoted by [u, v] if and only if at least one of
them is from the even part f0. In the other cases, we shall denote it by {u, v}.
Let g′ be the simple super Lie algebra osp(1|2). Using the usual definition
of osp(1|2), there exists a basis {h, e+, e−, f+, f−} of g′, such that {e+, h, e−}
spans the even part g′0, {f
+, f−} spans the odd part g′1 and the only nonzero
relations among the basis elements are
[h, e±] = ±e± [e+, e−] = 2h (12)
[h, f±] = ±
1
2
f± {f+, f−} =
1
2
h (13)
[e±, f∓] = −f± {f±, f±} = ±
1
2
e± (14)
Now, we shall introduce the following five operators which will be then used
to define a representation of g′ = osp(1|2).
For r = 0, . . . , 2l and α⊗ s ∈
∧r
V∗ ⊗ S, we set
F+ :
r∧
V
∗ ⊗ S→
r+1∧
V
∗ ⊗ S, F+(α⊗ s) :=
ı
2
2l∑
i=1
ǫi ∧ α⊗ ei.s,
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F− :
r∧
V
∗ ⊗ S→
r−1∧
V
∗ ⊗ S, F−(α⊗ s) :=
1
2
2l∑
i=1
ιeˇiα⊗ ei.s
and extend them linearly.
Next, we shall define the operators H,E+ and E− in the following way. For
r = 0, . . . , 2l, we set
H :
r∧
V
∗ ⊗ S→
r∧
V
∗ ⊗ S, H = {F+, F−}
E± :
r∧
V
∗ ⊗ S→
r±2∧
V
∗ ⊗ S, E± := ±2{F±, F±}
where {, } means the anticommutator in the associative algebra End(W).
Now, we introduce a Z2-graded structure on the vector space W. Let us set
W0 := (
⊕l
i=0
∧2i
V∗) ⊗ S+ and W1 := (
⊕l−1
i=0
∧2i+1
V∗) ⊗ S. Now, we can
say that End(
∧•
V∗⊗S) has the inherited super Lie algebra structure from the
super vector space structure on W = W0 ⊕W1. This means that as a super
vector space, we have End(W) = End0(W) ⊕ End1(W), where End0(W) =
End(W0) ⊕ End(W1) and End1(W) = Hom(W0,W1) ⊕ Hom(W1,W0) as
vector spaces. (The introduced grading on End(W) together with composition
of endomorphisms make it a super associative algebra. The super Lie algebra
structure is the inherited structure from the super associative structure.)
Let us consider the following mapping
σ : osp(1|2)→ End(
•∧
(V∗)C ⊗ S)
defined by
σ(e±) := E±,
σ(f±) := F±
and
σ(h) := H
and extend it linearly to the whole g′ = osp(1|2).
In what follows, we shall prove that σ is a super Lie algebra representation
(Theorem 11). Before doing so, let us make some preliminary computations in
order to have simpler formulas for the introduced mappings E±, H and F±.
Using the antisymmetry of ∧, commutator relation of the symplectic Clifford
multiplication (Lemma 4), renumbering of indices, and the antisymmetry of ωij ,
we get
E+(α⊗ s) = 2{F+, F+}(α⊗ s)
= −
2l∑
i,j=1
ǫi ∧ ǫj ∧ α⊗ ei.ej .s
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=
2l∑
i,j=1
ǫj ∧ ǫi ∧ α⊗ (ej .ei.− ıωij)s
=
2l∑
i,j=1
ǫi ∧ ǫj ∧ α⊗ (ei.ej .+ ıωij)s
= −E+(α⊗ s) + ı
2l∑
i,j=1
ωijǫ
i ∧ ǫj ∧ α⊗ s,
where α⊗ s ∈
∧r
(V∗)C ⊗ S and i = 0, . . . , 2l.
Comparing the left hand and right hand side, we get
E+(α⊗ s) =
ı
2
2l∑
i,j=1
ωijǫ
i ∧ ǫj ∧ α⊗ s. (15)
Similarly, one computes
E−(α⊗ s) =
ı
2
2l∑
i,j=1
ωijιeˇi ιeˇjα⊗ s, (16)
where α⊗ s ∈
∧r
(V∗)C ⊗ S and i = 0, . . . , 2l.
A similar computation for the operator H is a bit more complicated, and it
is treated in the next
Lemma 10: Let (V, ω) be a 2l dimensional symplectic vector space. Then
for r = 0, . . . , 2l, we have
H|
V
r(V∗)C⊗S =
1
2
(r − l)Id|
V
r(V∗)C⊗S.
Proof. We shall compute the value of H in three items.
(i) First, let us prove that for r = 0, . . . , 2l and α ∈
∧r
(V∗)C, we have
2l∑
i,j=1
ωijǫ
i ∧ ιeˇjα = rα. (17)
It is sufficient to prove the statement for homogeneous basis elements. We
proceed by induction.
I. For r = 1, we have
∑2l
i,j=1 ωijǫ
i ∧ ιeˇj ǫ
k =
∑2l
i,j=1 ωijǫ
iωjk = δki ǫ
i = ǫk
for each k = 1, . . . , 2l.
II. For r = 0, . . . , 2l, α ∈
∧r
(V∗)C and k = 1, . . . , 2l, we have
∑2l
i,j=1 ωijǫ
i∧
ιeˇj (ǫ
k∧α) =
∑2l
i,j=1 ωijǫ
i∧ιeˇj ǫ
k∧α−
∑2l
i,j=1 ωijǫ
i∧ǫk∧ιeˇjα =
∑2l
i,j=1 ωijω
jk
ǫi ∧ α+
∑2l
i,j=1 ωijǫ
k ∧ ǫi ∧ ιeˇjα = ǫ
k ∧ α+ rǫk ∧ α = (r + 1)ǫk ∧ α, where
we have used the induction hypothesis in the second last equation.
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(ii) Now, let us prove that for each s ∈ S,
A :=
2l∑
i,j=1
ωijei.ej .s = ıls. (18)
Using the Lemma 4 about the commutator of the symplectic Clifford mul-
tiplication, we can write A =
∑2l
i,j=1 ω
ijei.ej .s =
∑2l
i,j=1 ω
ij(ej .ei. −
ıωij)s =
∑2l
i,j=1 ω
jiei.ej .s +
∑2l
i=1 ıδ
i
is = −
∑2l
i,j=1 ω
ijei.ej .s + 2ıls =
−A+ 2ıls. Comparing the left hand and right hand side, we get A = ıls.
(iii) Now, we shall compute the value of H. For r = 0, . . . , 2l and α ⊗ s ∈∧r
(V∗)C ⊗ S, we have H(α ⊗ s) = 2(F+F−(α ⊗ s) + F−F+(α ⊗ s)) =
ı
2 (
∑2l
i,j=1 ǫ
i ∧ ιeˇjα⊗ ei.ej .s+
∑2l
i,j=1 ιeˇi(ǫ
j ∧ α)⊗ ei.ej .s) =
ı
2 (
∑2l
i,j=1 ǫ
i ∧
ιeˇjα ⊗ ei.ej .s +
∑2l
i,j=1 ιeˇiǫ
jα ⊗ ei.ej .s −
∑2l
i,j=1 ǫ
j ∧ ιeˇiα ⊗ ei.ej .s) =
ı
2 (
∑2l
i,j=1 ǫ
j ∧ ιeˇiα⊗ ej .ei.s+
∑2l
i,j=1 α⊗ ω
ijei.ej .s−
∑2l
i,j=1 ǫ
j ∧ (ιeˇiα)⊗
(ej .ei.s − ıωijs)) =
ı
2 (
∑2l
i,j=1 α ⊗ ω
ijei.ej .s −
∑2l
i,j=1 ıωjiǫ
j ∧ ιeˇiα ⊗ s) =
ı
2 (ılα ⊗ s − ırα ⊗ s) =
1
2 (r − l)α ⊗ s, where we have used the equations
(17) and (18) in the second last step.

Theorem 11: The mapping
σ : osp(1|2)→ End(
•∧
(V∗)C ⊗ S)
is a super Lie algebra representation.
Proof. First, it is easy to see that σ(g′i) ⊆ Endi(W), i = 0, 1.
Second, we shall verify that the operators E±, H, F± satisfy the same rela-
tions as that ones for e±, h, f± written in the rows (12), (13), (14). It is evident
from the definitions of H and E± that the second relations of (13) and (14) are
satisfied. Let us only check the + version of the first equation of the row labeled
by (13) and the second equation of the row labeled by (12). The other relations
could be treated in a similar way.
For r = 0, . . . , 2l and α⊗ s ∈
∧r(V∗)C ⊗ S, we have
[H,F+](α⊗ s) = HF+(α⊗ s)− F+H(α⊗ s)
= H(
ı
2
2l∑
i=1
ǫi ∧ α⊗ ei.s)− F
+ 1
2
(r − l)(α⊗ s)
=
2l∑
i=1
[
1
2
ı
2
(r + 1− l)ǫi ∧ α⊗ ei.s−
ı
2
1
2
(r − l)ǫi ∧ α⊗ ei.s
]
=
ı
4
2l∑
i=1
ǫi ∧ α⊗ ei.s =
1
2
F+(α⊗ s).
Thus we got the relation in the form of the + version of the first equation written
in the row (13) as required.
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Now, we shall check whether [E+, E−] = 2H. In this part, we shall use the
Einstein summation convention. Using the equations (15) and (16), we get for
r = 0, . . . , 2l and α⊗ s ∈
∧r(V∗)C ⊗ S,
[E+, E−](α⊗ s) = E+(
ı
2
ωijιeˇi ιeˇjα⊗ s)− E
−(
ı
2
ωijǫ
i ∧ ǫj ∧ α⊗ s)
= −
1
4
ωijωklǫ
k ∧ ǫl ∧ ιeˇi ιeˇjα⊗ s+
1
4
ωklωijιeˇk ιeˇl(ǫ
i ∧ ǫj ∧ α)⊗ s
= −
1
4
ωijωklǫ
k ∧ ǫl ∧ ιeˇi ιeˇjα⊗ s+
1
4
ωijωklω
liωkjα⊗ s
−
1
4
ωijωklω
liǫj ∧ ιeˇkα⊗ s−
1
4
ωijωklω
ljωkiα⊗ s
+
1
4
ωijωklω
ljǫi ∧ ιeˇkα⊗ s+
1
4
ωijωklω
kiǫj ∧ ιeˇlα⊗ s
−
1
4
ωijωklω
kjǫi ∧ ιeˇlα⊗ s+
1
4
ωijωklǫ
i ∧ ǫj ∧ ιeˇk ιeˇlα⊗ s
=
1
4
(ωkjω
kjα− ωkjǫ
j ∧ ιeˇkα− ωijω
jiα
+ωikǫ
i ∧ ιeˇkα− ωljǫ
j ∧ ιeˇlα+ ωilǫ
i ∧ ιeˇlα)⊗ s
=
1
4
(−4lα+ 4ωijǫ
i ∧ ιeˇjα) ⊗ s
= (−l + r)α ⊗ s = 2H(α⊗ s),
where we have used the relation (17) in the second last step. The other relations
can be obtained in a similar way. 
Lemma 12: The linear mappings E±, F± and H are G˜-equivariant with
respect to the representation ρ of G˜ on W.
Proof. Let us prove the equivariance for F+, F− and H separately.
(i) For g ∈ G˜, r = 0, . . . , 2l and α⊗ s ∈
∧r
(V∗)C ⊗ S, we have
−2ıρ(g)F+(α⊗ s) = ρ(g)[
2l∑
i=1
(ǫi ∧ α⊗ ei.s)]
=
2l∑
i=1
λ(g)∗ǫi ∧ λ(g)∗α⊗meta(g)(ei.s).
Now, we use the equivariance property of the symplectic Clifford multi-
plication, see Lemma 5.
2l∑
i=1
λ(g)∗ǫi ∧ λ(g)∗α⊗meta(g)(ei.s)
=
2l∑
i,j=1
ǫj [λ(g)−1] ij ∧ λ(g)
∗α⊗ (λ(g)ei).meta(g)
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=
2l∑
i,j,k=1
ǫj [λ(g)−1] ij ∧ λ(g)
∗α⊗ [λ(g)] ki ek.(meta(g)s)
=
2l∑
i,j,k=1
[λ(g)−1] ij [λ(g)]
k
i ǫ
j ∧ λ(g)∗α⊗ ek.meta(g)s
=
2l∑
j,k=1
ǫjδkj ∧ λ(g)
∗α⊗ ek.meta(g)s = −2ıF
+ρ(g)(α⊗ s).
(ii) Now, we do a similar computation for F−. For g ∈ G˜, r = 0, . . . , 2l and
α⊗ s ∈
∧r
(V∗)C ⊗ S, we obtain
2ρ(g)F−(α⊗ s) = 2ρ(g)[
2l∑
i=1
ιeˇiα⊗ ei.s]
=
2l∑
i=1
λ(g)∗ιeˇiα⊗meta(g)(ei.s).
It is easy to see that λ(g)∗(ιvα) = ιλ(g)v(λ(g)
∗α) for v ∈ (V∗)C. Using this
relation, we get
2l∑
i=1
λ(g)∗(ιeˇiα)⊗meta(g)(ei.s)
=
2l∑
i,j=1
ιλ(g)eˇi (λ(g)
∗α)⊗ [λ(g)] ji ej.meta(g)s.
Using the formula eˇi =
∑2l
k=1 ω
ikek, we can rewrite the preceding equation
as
2l∑
i,j=1
ιλ(g)
P
2l
k=1
ωikek
(λ(g)∗α)⊗ [λ(g)] ji ej.meta(g)s
=
2l∑
i,j,k,n=1
[λ(g)] ji ω
ikι[λ(g)] n
k
en(λ(g)
∗α)⊗ ej.meta(g)s
=
2l∑
i,j,k,n=1
[λ(g)] ji ω
ik[λ(g)] nk ιen(λ(g)
∗α) ⊗ ej.meta(g)s.
Because λ(g) ∈ Sp(V, ω), we have
∑2l
i,k=1[λ(g)]
j
i ω
ik[λ(g)] nk =∑2l
i,k=1[λ(g)
⊥]jiω
ik[λ(g)] nk = ω
jn for j, n = 1, . . . , 2l. Substituting this
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relation into the previous computation, we get
2l∑
i,j,k,n=1
[λ(g)] ji ω
ik[λ(g)] nk ιen(λ(g)
∗α)⊗ ej .meta(g)s
=
2l∑
j,n=1
ωjnιen(λ(g)
∗α)⊗ ej .meta(g)s
=
2l∑
j=1
ιP2l
n=1 ω
jnen
(λ(g)∗α)⊗ ej.meta(g)s
=
2l∑
j=1
ιeˇj (λ(g)
∗α) ⊗ ej.meta(g)s
= 2F−ρ(g)(α⊗ s).
(iii) H is G˜-equivariant, because H = 2{F+, F−} and F+ and F− are G˜-
equivariant. The mapping E± is also G˜-equivariant because
E± = ±2{F±, F±} and F+ and F− are G˜-equivariant.

Summing up, we have the following
Corollary 13: The super Lie algebra representation
σ : osp(1|2)→ End(
•∧
(V∗)C ⊗ S)
maps the super Lie algebra osp(1|2) into the algebra EndG˜(
∧•
(V∗)C ⊗ S) of
G˜-invariants.
Proof. The fact that σ is a super Lie algebra representation was proved in
the Theorem 11 and the fact that the image of σ lies in the commutant algebra
of G˜-invariants was proved in the Lemma 12.
4 Computation of EndG˜(
∧•
V∗ ⊗ S)
As a short hand, let us set p+ := 1 ∈ C[x
1, . . . , xl] and p− := x
1 ∈ C[x1, . . . , xl].
For (i, j) ∈ Ξ and i− j even, let us define a vector
v±ij := ω
∧⌊ i−j
2
⌋ ∧ ǫl+1 ∧ . . . ∧ ǫl+j ⊗ p±.
In the case i− j is odd, let us take
v+ij := ω
∧⌊ i−j
2
⌋ ∧ ǫl ∧ ǫl+1 ∧ . . . ∧ ǫl+j ⊗ p+ and
v−ij := ω
∧⌊ i−j
2
⌋ ∧ ǫl+1 ∧ . . . ∧ ǫl+j ∧ ǫ2l ⊗ p−.
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We will use this vectors in order to prove that restrictions of F± to the
modules E±ij for suitable i, j are non-zero. These restrictions will be then used
to prove that the image of the representation σ and two additional operators
generates the algebra EndG˜(
∧•
V∗ ⊗ S).
Lemma 14: For (i, j) ∈ Ξ, the vector v±ij is a highest weight vector of E
±
ij .
Proof. Using the the formulas (1), (2), (6), (8) for computing the action of gC
on the vector v±ij , we see that v
±
ij is a maximal vector in
∧i
(V∗)C⊗S±, (i, j) ∈ Ξ.
Because
∧i
(V∗)C ⊗ S± decomposes into a finite set of mutually non-equivalent
irreducible representations (Theorem 9), there is only one (up to a nonzero
complex multiple) maximal vector of a given weight. Using the formulas (4),
(5) and the fact that the weight of p± is λsgn(±), one can compute the weight
of v±ij for (i, j) ∈ Ξ. One finds out that the weight of v
±
ij is precisely the highest
weight of E±ij . (See the definition of E
±
ij .) 
For our convenience, let us define the following two subsets Ξ+ and Ξ− of
the set Ξ. We set Ξ+ := Ξ− {(j, 2l− j)|j = l, . . . , 2l} and Ξ− := Ξ−{(j, j)|j =
0, . . . , l}. The sets Ξ+ and Ξ− could be represented by the left hand side and
the right hand side of the ”triangle” Ξ, respectively. See the Figure 1. Let us
consider an element β ∈
∧•
(V∗)C and write it in the form β =
∑
I⊆{1,...,2l} βIǫ
I ,
where ǫI = ǫi1 ∧ . . .∧ ǫik if I = (i1, . . . , ik), βI ∈ C and 1 ≤ k ≤ 2l. We say, that
the expression for β is in a standard form if we are summing over the indices I
of the form I = (i1, . . . , ik) for 1 ≤ i1 < . . . < ik ≤ 2l, 1 ≤ k ≤ 2l.
Lemma 15: For each (i, j) ∈ Ξ, we have
F+
|E±
ij
: E±ij
∼
→ E∓i+1,j if (i, j) ∈ Ξ+,
F−
|E±
ij
: E±ij
∼
→ E∓i−1,j if (i, j) ∈ Ξ−.
Proof. We do this proof for the operator F+ only. The case of the operator
F− can be treated in a similar way.
1.) First, we prove the statement about the target space. From the definition
of F+, we have that for (i, j) ∈ Ξ, the image Im(F+
|E±
ij
) ⊆
∧i+1(V∗)C⊗ S∓
as a gC-submodule. Due to the structure of
∧i+1
(V∗)C ⊗ S∓, we see that
Im(F+
|E±
ij
) ⊆ E∓i+1,j because F
+ is gC-equivariant (Lemma 12) and E∓i+1,j
is the only irreducible submodule of
∧i+1
(V∗)C ⊗ S∓ isomorphic to E
±
ij
(we suppose (i, j) ∈ Ξ+).
2.) Let us consider the case
∧•
(V∗)C⊗S+ only and take a pair of non-negative
integers (i, j) ∈ Ξ+. For a fixed i− j even, let us compute
F+(v+ij) =
ı
2
ω∧⌊
i−j
2
⌋ ∧
2l∑
r=1
ǫr ∧ ǫl+1 ∧ . . . ∧ ǫl+j ⊗ er.1
= −
1
2
ω∧⌊
i−j
2
⌋ ∧
2l∑
r=l+1
ǫr ∧ ǫl+1 ∧ . . . ∧ ǫl+j ⊗ xr
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= −
1
2
ω∧⌊
i−j
2
⌋ ∧
2l∑
r=l+j+1
ǫr ∧ ǫl+1 ∧ . . . ∧ ǫl+j ⊗ xr (19)
Now, we shall prove that the last written expression is non-zero provided
(i, j) ∈ Ξ+. Let us write the term ω
∧⌊ i−j
2
⌋ in the standard form. All
summands in ω∧⌊
i−j
2
⌋ containing ǫt for some t ∈ {l+1, . . . , l+j} contribute
to zero and could be neglected. Let us denote the resulting set of the
considered summands byM. To each member of this set, we can associate
an unordered 2⌊ i−j2 ⌋-tuple consisting of the labels of the expressions which
are exteriorly multiplied in the chosen summand. Let us denote the set of
such tuples byM. For example, if ǫ1 ∧ ǫ2l ∈M, then (1, 2l) ∈M. Now, it
is sufficient to prove that there is an r ∈ {l+ j+1, . . . , 2l} and an element
s ∈ M such that r /∈ s. Indeed, if this is true, we know that there is a
non-zero summand in F+(v+ij) and this summand does not cancel with
another summand which is of the form α⊗xr for some exterior form α. (If
it cancels, then the element ω∧⌊
1−j
2
⌋ would not be in the standard form).
Let us prove the mentioned existence of r ∈ {l + j + 1, . . . , 2l}. If i = j
we are done, see (19). Suppose i > j. From the structure of ω and the
construction of M, we know that there is an element s ∈ M of the form
s = (j +1, . . . , j + ⌊ i−j2 ⌋, j + l+ 1, . . . , j + ⌊
i−j
2 ⌋+ l). If we prove that the
largest element of s is smaller then r = 2l, we are done. This leads to the
inequality j + ⌊ i−j2 ⌋ < l. Because i− j is even, the last written inequality
translates into i + j < 2l which is true because of (i, j) ∈ Ξ+. Using the
fact that E±ij are irreducible and F
± are G˜-equivariant (Lemma 12), the
result follows. The results for the complementary cases (i − j odd, F−
and
∧•
(V∗)C ⊗ S−) could be treated in a similar way.
Remark: It is easy to see that F− is zero when restricted to E±ii , i =
0, . . . , l. Namely, we know that F− is lowering the form degree by one, it is
a gC-equivariant map and there is no submodule of the module of symplectic
spinor valued extrerior forms of form degree i − 1 isomorphic to E±ii . A similar
discussion could be done for F+.
Let us define the following operators R± :
∧•
V
∗ ⊗ S →
∧•
V
∗ ⊗ S± by the
formula R±(α⊗s) := α⊗s±, where s = (s+, s−) according to the decomposition
S = S+ ⊕ S−, and extend it linearly. For (i, j) ∈ Ξ, let us denote the projection
operators from the space
∧•(V∗)C ⊗ S± to the submodule E±ij by S±ij , i.e.,
S±ij :
•∧
(V∗)C ⊗ S± → E
±
ij ⊆
i∧
(V∗)C ⊗ S±.
(By a projection operator S onto a vector space, we mean a surjective operator
satisfying S2 = S, i.e., we do not demand any hermicity condition in particular.)
Due to the structure of the decomposition of
∧i
(V∗)C ⊗ S± (see Theorem 9),
the operators S±ij are uniquely defined.
Lemma 16: For each (i, j) ∈ Ξ, the projection operators S±ij are elements
of the associative algebra generated by F± and R± as an associative algebra
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over C.
Proof. For each i = 0, . . . , 2l, let us define the following operators S±i :∧•(V∗)C ⊗ S± → ∧i(V∗)C ⊗ S± by the formula
S±i :=

 2l∏
r=0,r 6=i
2H − r + l
i− r

R±.
Using the Lemma 10, we see that the image of each S±i lies in the prescribed
space. Recall that H could be expressed by F+ and F− and thus for i =
0, . . . , 2l, the projections S±i lie in the algebra described in the formulation of
the lemma. Now let us fix an element i ∈ {0, . . . , 2l}. We prove that for each j
such that (i, j) ∈ Ξ, the projections S±ij :
∧i
(V∗)C ⊗ S± → E
±
ij could be written
as linear combinations of compositions of F± and R±.We proceed by induction.
I. For j = 0, we can define S±i0
′
:= (F+)i(F−)i. Using the fact that applying
the F− (or F−) lowers (or rises) the form degree by 1, we see that S±i0
′
:∧i
(V∗)C⊗S± → E
±
i0 (see the Figure 1.). Using the Schur lemma (Theorem
3), we see that there exists a complex number λi0 ∈ C such that S
±
i0
′′
|E±
i0
=
λi0Id|E±
i0
. Due to the Lemma 15, we know that λi0 6= 0. Thus defining
S±i0 :=
1
λi0
S±i0
′
◦ S±i , we get the projection onto E
±
i0 expressed as linear
combinations of compositions of F± and R±.
II. Let us suppose that for k = 0, . . . , j, the operators S±ik could be written as
linear combinations of compositions of the operators F± and R±. Now, we
shall use the operators S±i0, . . . , S
±
ij in order to define S
±
i,j+1. Let us take
ξ ∈
∧i
(V∗)C ⊗ S± and form an element ζ := S
±
i,j+1
′
ξ := ξ −
∑j
k=0 S
±
ikξ ∈⊕mi
k=j+1 E
±
ik (see the Figure 1.). Now, form an element ζ
′ := S±i,j+1
′′
ζ :=
(F+)i−j(F−)i−jζ. In the same way as in the item I., we conclude that ζ′ ∈
E
±
i,j+1. Using the Schur lemma (Theorem 3) in the case of S
′′
i,j+1|E±
i,j+1
:
E
±
i,j+1 → E
±
i,j+1, we conclude that there is a complex number λi,j+1 ∈ C
such that S±
i,j+1|E±
ij
′′
= λi,j+1Id|E±
i,j+1
. Due to the Lemma 15, we know
that λi,j+1 6= 0. Now define S
±
i,j+1 :=
1
λi,j+1
S±i,j+1
′′
◦ S±i . One easily sees,
that S±i,j+1 is the desired projection. 
Let us denote the complex associative algebra generated over C by F+, F−
and the projection operators R± by C. Now, we prove that the operators σ(g
′)
and the operators R± give enough G˜-invariants in the sense of the following
Theorem 17: We have the following associative algebra isomorphism be-
tween the algebra of G˜-invariants EndG˜(
∧•(V∗)C ⊗ S) and the algebra C, i.e.,
EndG˜(
•∧
(V∗)C ⊗ S) ≃ C.
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Proof. The proof is based on the decomposition of
∧•
(V∗)
C
⊗ S± into irre-
ducible summands written in the Theorem 9. Due to the Corollary 12, we know
that C ⊆ EndG˜(
∧•(V∗)C ⊗ S). Thus, we should prove the opposite inclusion
EndG˜(
∧•
(V∗)C ⊗ S) ⊆ C. Clearly, we have EndgC(W
C) = EndgC(
∧•
(V∗)
C
⊗
S+)⊕ EndgC(
∧•
(V∗)
C
⊗ S−)⊕ HomgC(
∧•
(V∗)
C
⊗ S+,
∧•
(V∗)
C
⊗ S−)⊕
⊕HomgC(
∧•
(V∗)
C
⊗ S−,
∧•
(V∗)
C
⊗ S+). Let us only prove HomgC(
∧•
(V∗)
C
⊗
S+,
∧•
(V∗)
C
⊗ S−) ⊆ C. The remaining three cases could be handled in a
similar way. Due to the structure of the decomposition of
∧•
(V∗)C ⊗ S de-
scribed in the Theorem 9, we see that HomgC(
∧•
(V∗)
C
⊗S+,
∧•
(V∗)
C
⊗S−) ≃⊕
(i,j),(k,m)∈ΞHomgC(E
+
ij ,E
−
km). Regarding the highest weights of the irreducible
gC-modules E+ij and E
−
km and using the the remark bellow the Schur lemma (The-
orem 3), we see that the following is true. Namely, if there exists a non trivial
gC-equivariant map between E+ij and E
−
km, then j = m and i ≡ k+1mod2. Due
to the Lemma 15 and the remark bellow this lemma, we know that (F+)1+2rS+ij :
E
+
ij → E
−
i+2r+1,j for each r ∈ N0 and (i, j) ∈ Ξ. Due to the Lemma 15 again, we
know that the mapping is nontrivial whenever (i, j) ∈ Ξ+ and (i+2r+1, j) ∈ Ξ.
Thus C(F+)1+2rS+ij = HomgC(E
+
i,j ,E
−
i+1+2r,j) due to the remark bellow the
Schur lemma (Theorem 3). A similar reasoning could be done for F− (case
r ∈ {−1,−2, . . .}). Using the fact that S+ij could be written only by using lin-
ear combinations of compositions of the operators F± and R± (Lemma 16), we
have C ≃ EndgC(
∧•
(V∗)C ⊗ S). Because the considered representation of gC
is complex and g is a real form of gC, we see that C ≃ Endg(
∧•(V∗)C ⊗ S).
(We suppose
∧•
(V∗)C ⊗ S to be a complex representation.) Because K˜ is con-
nected, we have C ≃ End(g,K˜)(
∧•(V∗)C ⊗ S) due to the Theorem 2. Using the
Theorem 1 about the minimal globalization functor, we have the isomorphism
C ≃ EndG˜(
∧•
(V∗)C ⊗ S). 
Remark: Let us remark that more conceptually, we could have defined
the projections S±ij onto the submodules E
±
ij using the Casimir operator Cas ∈
U(osp(1|2)) of the super Lie algebra osp(1|2). (The symbol U(f) is used for the
universal enveloping algebra of the super Lie algebra f.)
Remark: In the case of a spin group acting on (orthogonal) spinor valued
exterior forms, the Howe dual could be described by a use of the Lie algebra
sl(2,C). See the Introduction for a reference. The algebra osp(1|2) is often
considered as the super symmetric analogue of the algebra sl(2,C). Thus, we
see that there is a ”symmetry” in changing the symmetric form (orthogonal
case) into an antisymmetric one (symplectic case).
Summing up, we can say a bit informally (see the Introduction) that the
ortho-symplectic super Lie algebra osp(1|2) is the Howe dual partner of the
metaplectic group in the studied case.
The use of the Howe dual in representation theory is not purposeless. It is
often used in order to decompose a module into irreducible pieces and to ”hide”
their possible multiplicities. For this purpose, we shall use the super Lie algebra
osp(1|2) in the next section.
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5 Two-folded Howe type duality
We start defining certain family of finite dimensional irreducible representations
of the super Lie ortho-symplectic algebra osp(1|2). For j = 0, . . . , l, let Gj be a
fixed complex vector space of complex dimension 2l−2j+1 and consider a basis
{fi}
2l−j
i=j of G
j. (The numbering of the basis elements in the above form is set for
convenience.) The super vector space structure on Gj is defined as follows. For
j = 0, . . . , l, the even part (Gj)0 is spanned by the basis vectors with an even
index, i.e., (Gj)0 := SpanC({fi|i ∈ {j, . . . , 2l − j} ∩ 2N0}). Complementary, we
define (Gj)1 := SpanC({fi|i ∈ {j, . . . , 2l− j}∩ (2N0+1)}). For our convenience,
we set fr := 0 for r ∈ Z − {j, . . . , 2l − j}. We shall not denote the dependence
of this basis on the number j explicitly. We hope this will cause no confusion.
As a short hand for each (i, j) ∈ Ξ, we introduce the rational numbers
A(l, i, j) :=
(−1)i−j + 1
16
(i− j) +
(−1)i−j+1 + 1
16
(i+ j − 2l− 1).
For j = 0, . . . , l, we define the mentioned representation
σj : osp(1|2)→ End(G
j)
σj(f
+)(fi) := A(l, i+ 1, j)fi+1, i = j, . . . , 2l− j,
σj(f
−)(fi) := fi−1, i = j, . . . , 2l− j,
σj(h) := 2{σj(f
+), σj(f
−)},
σj(e
±) := ±2{σj(f
±), σj(f
±)}.
We have the following
Lemma 18: For j = 0, . . . , l, the mapping σj : osp(1|2) → End(G
j) is an
irreducible representation of the super Lie algebra osp(1|2).
Proof. First we prove that for j = 0, . . . , l, the mapping σj is a super Lie
algebra representation of the algebra osp(1|2). It is easy to see that whereas the
even part of g′ acts by transforming the even part of Gj into itself and the odd
part into itself as well, the odd part of g′ acts by interchanging the mentioned
two parts of Gj. Now, we should check weather the relations (12), (13) and
(14) are preserved by the mapping σj for j = 0, . . . , l. The last relation in the
row (13) is satisfied by the definition of σj(h), and the last and the second last
relation in the row (14) are satisfied by definition (of σj(e
+) and σj(f
−)) as
well. To prove the other relations is straightforward. We shall only check that
the last relation in the row (12) holds. We shall consider the following two cases.
1.) The case i− j is even. Chose fi for i = j, . . . , 2l− j. The left hand side of
the last relation in the row (12) reads.
[σj(e
+)σj(e
−)− σj(e
−)σj(e
+)]fi
= 16(−σj(f
+)σj(f
+)σj(f
−)σj(f
−) + σj(f
−)σj(f
−)σj(f
+)σj(f
+))fi
= 16(−σj(f
+)σj(f
+)fi−2 + σj(f
−)σj(f
−)A(l, i+ 2, j)A(l, i+ 1, j)fi+2)
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= 16(−A(l, i, j)A(l, i− 1, j)fi +A(l, i+ 2, j)A(l, i+ 1, j)fi)
= 16(
2.2
16.16
)[−(i − j)(i+ j − 2l− 2)
+(i+ 2− j)(i + 1 + j − 2l − 1)]fi
= (i− l)fi.
(The reader could check that for i = j, j+1, 2l− j− 1, 2l− j, the equality
between the third and the fourth row of the preceding computation is also
valid. In the mentioned cases, the appropriate coefficients A(l, r, s) are
zero.) Now, let us compute the right hand side.
2σj(h)fi = 4(σj(f
+)σj(f
−) + σj(f
−)σj(f
+))fi
= 4(σj(f
+)fi−1 +A(l, i+ 1, j)fi)
= 4[
2
16
(i− j)fi +
2
16
(i + 1 + j − 2l− 1)fi]
= (i − l)fi.
(In a similar way as before, we can treat the cases i = j, j + 1, 2l − j −
1, 2l − j.) Thus the left hand side of [σj(e
+), σj(e
−)] = σj(h) equals the
right hand side of this equation.
2.) The case i−j is odd could be handled in a similar way and will be omitted.
Now, we prove that for j = 0, . . . , l, the representation σj is irreducible.
Let us suppose, there exists a non-trivial proper invariant subspace X ⊆ Gj
of dimension 0 < k < 2l − 2j + 1. Let us chose a basis {vj , . . . , vj+k−1} of
X. Let Y := SpanC({fj, . . . , fj+k−1}) and define a mapping T : X → Y by
the prescription Y (vi) := fi, i = j, . . . , j + k − 1 and extend it first linearly
and then to an automorphism T˜ of Gj. Now, for each j = 0, . . . , l, consider
a representation σ˜j : osp(1|2) → End(G
j) given by σ˜j(X) := T˜
−1σj(X)T˜ for
each X ∈ osp(1|2). This representation is clearly equivalent to σj . Applying
σj(f
+) to fj+k−1 ∈ Y, we get a vector 0 6= f /∈ Y. We have σ˜j(f
+)vj+k−1 =
T˜−1σj(f
+)T˜ vj+k−1 = T˜
−1σj(f
+)fj+k−1 = T˜
−1f /∈ X, i.e., X is not invariant.
Thus we see, that σ˜j is irreducible for j = 0, . . . , l. Because of the equivalence
of σ˜j and σj , the lemma follows. 
Lemma 19: For each k ∈ N0 and i = 0, . . . , 2l, we have
(F−)kF+ =
(−1)kF+(F−)k +
[
(−1)k + 1
16
k +
(−1)k+1 + 1
16
(2i− 2l − k + 1)
]
(F−)k−1,
when acting on
∧i(V∗)C ⊗ S.
Proof. We will not write explicitly that we are considering the action of the
considered operators on the space
∧i
(V∗)C ⊗ S and proceed by induction.
I. For k = 0 the lemma holds obviously.
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II. a. We suppose that the lemma holds for an even integer k ∈ N0. We
have
(F−)k+1F+ = F−(F−)kF+
= F−[F+(F−)k +
k
16
((−1)k + 1)(F−)k−1]
= −(F+)(F−)k+1 +
1
2
H(F−)k + 2
k
16
(F−)k
= −F+(F−)k+1 +
1
4
(i− k − l)(F−)k +
k
8
(F−)k
−F+(F−)k+1 +
2
16
(2i− (k + 1) + 1− 2l)(F−)k,
where we have used the induction hypothesis, commutation relation
2{F+, F−} = H and the Lemma 10 on the value of H. The last
written expression coincides with that one of statement of the lemma
for k + 1 odd.
b. Now, suppose k is odd. We have
(F−)k+1F+ = F−(F−)kF+
= F−[−F+(F−)k +
(−1)k+1 + 1
16
(2i− 2l− k + 1)(F−)k]
= +F+(F−)k+1 −
1
2
H(F−)k +
1
8
(2i− 2l− k + 1)(F−)k
= F+(F−)k+1 −
1
8
(2i− 2k − 2l)(F−)k +
+
1
8
(2i− 2l− k + 1)(F−)k = F+(F−)k+1 −
2
16
(k + 1)(F−)k,
where again we have used the same tools as in the previous item.

For (i, j) ∈ Ξ, the vector space E±ij is defined by the following standard
procedure. The highest weight gC-modules E±ij were already defined. The K˜-
module structure is inherited from the K˜-module structure on
∧•
(V∗)C ⊗ S.
Finally E±ij := mg(E
±
ij ), where E
±
ij is mentioned the (g, K˜)-module.
Let us introduce the following mapping Sgn : {±}×N0 → {±} given by the
prescription Sgn(±, 2k) := ± and Sgn(±, 2k+1) = ∓ for each k ∈ N0. Now for
(i, j) ∈ Ξ, let us define a mapping ψ±ij : E
±
ij → E
Sgn(±,i−j)
jj ⊗G
j by the formula
ψ±ijv := (F
−)i−jv ⊗ fi,
for an element v ∈ E±ij .
Let us define a family {ρ±j |j = 0, . . . , l} of representation of the group G˜ =
Mp(V, ω) on E±jj simply by a restriction of the representation ρ, i.e.,
ρ±j : G˜→ Aut(E
±
jj)
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ρj(g)v := ρ(g)v for j = 0, . . . , l g ∈ G˜ and v ∈ E
±
jj .
In the next theorem, the (2-folded) Howe type duality is stated.
Theorem 20: We have the following decomposition
•∧
(V∗)C ⊗ S ≃
l⊕
j=0
(E+jj ⊕E
−
jj)⊗G
j
as an (Mp(V, ω)× osp(1|2))-module.
Proof. Let us recall that at the left hand side, we are considering the repre-
sentation L := ρ⊗ˆσ of G˜× g′ and at the right hand side, we are considering the
representation R :=
⊕l
j=0(ρ
+
j ⊕ρ
−
j )⊗σj of G˜×g
′. Due to the Theorem 9, there
exists a gC-equivariant isomorphism ψ :
∧•
(V∗)C⊗S→
⊕
(i,j)∈Ξ(E
+
ij⊕E
−
ij) =: E.
The mapping ψ is also g′-equivariant due to the definition of the action g′ on the
space E as we now recall. Actually, we have defined the representation of g′ on
E =
⊕
(i,j)∈Ξ(E
+
ij⊕E
−
ij) by transporting the g
′-module structure of
∧•
(V∗)C⊗S
by the isomorphism ψ to get the g′-module structure on E. Thus we have to
prove that for each (i, j) ∈ Ξ, the mapping ψ±ij : E
±
ij → E
Sgn(±,i−j)
jj ⊗ G
j is
(gC × g′)-equivariant. The gC-equivariance follows easily because F− in the
definition of ψ±ij commutes with the representation ρ of G˜, see the Lemma 12.
We should check the g′-equivariance. For each (i, j) ∈ Ξ and v ∈ E±ij , con-
sider ψ±ijF
−v = (F−)i−1−jF−v ⊗ fi−1 = (F
−)i−jv ⊗ fi−1. On the other hand,
we have F−ψijv = F
−((F−)i−jv ⊗ fi) = (F
−)i−jv ⊗ fi−1. Now, we check
the g′-equivariance in the case of F+. We shall use the Lemma 19 to com-
pute ψ±ijF
+v = (F−)i+1−jF+v ⊗ fi+1 = [(−1)
i+1−jF+(F−)i+1−jv + A(l, i +
1, j)(F−)i−jv] ⊗ fi+1 = A(l, i + 1, j)(F
−)i−jv ⊗ fi+1, where we have used
the fact that (F−)i+1−jv = 0 because v ∈ E±ij . Let us compute F
+ψ±ijv =
F+(F−)i−jv ⊗ A(l, i + 1, j)fi+1. Thus the equivariance with respect to F
+ is
proved. Because the operators H, E+ and E− are linear combinations of com-
positions of the operators F+ and F−, the g′-equivariance of ψ±ij is proved.
Because g is a real form of gC and the considered representation is complex,
we have that
∧•
(V∗)C ⊗ S ≃
⊕l
j=0(E
+
jj ⊕ E
−
jj) ⊗ G
j as a (g × g′)-module,
where the modules E+jj and E
−
jj are also irreducible when considered as complex
representations of the real Lie algebra g for j = 0, . . . , l. Using the fact that
K˜ is connected, we get
∧•
(V∗)C ⊗ S ≃
⊕l
j=0[(E
+
jj ⊗ G
j) ⊕ (E−jj ⊗ G
j)] as a
((g, K˜)× g′)-module (cf. Theorem 2). Using the minimal globalization functor
and the fact that the Grothendieck tensor product topology is compatible with
this functor (see Vogan [24]), we get the globalized situation described in the
statement of this lemma. 
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6 Application: Symplectic Dirac operators and
their higher spin analogues.
In 1995, K. Habermann introduced the so called symplectic Dirac operator
using the symplectic spinor bundle introduced by Bertram Kostant in [15]. The
symplectic Dirac operator was introduced mainly in order to derive topological
and geometric properties of symplectic manifolds using analytic properties of
the introduced operator. Let us briefly describe its construction.
Let (M2l, ω) be a symplectic manifold. Suppose there exists a metaplec-
tic (Λ,P) structure on (M,ω). (The definition of a metaplectic structure on a
symplectic manifold is completely parallel to the Riemannian case. For this
notion see, e.g., Habermann, Habermann [10].) Let us consider the associated
vector bundle S to the principal Mp(2l,R)-bundle P via the metaplectic rep-
resentation of the metaplectic group on the space of symplectic spinors, i.e.,
S := P ×meta S. This bundle is called symplectic spinor bundle. Let ∇ be an
affine symplectic torsion-free connection on (M,ω). Then the symplectic Dirac
operator D is uniquely defined as the composition of the symplectic Clifford
multiplication and the associated covariant derivative on the symplectic spinor
bundle. The symplectic Rarita-Schwinger operatorR and other higher symplec-
tic spin operators could be defined by associating the studied Mp(V, ω)-module
W =
∧•
V∗ ⊗ S to the metaplectic structure. See Kry´sl, [17] for details. For a
comprehensive introduction to the symplectic Dirac operators, see Habermann,
Habermann [10].
Further, let us denote the spectrum of an endomorphism A by Spec(A) and
the space of eigenvectors of A by Eigen(A).
The following notion is introduced for some technical reasons. We call a
non-zero section ψ ∈ Γ(M,S) symplectic Killing spinor if there exists a complex
number µ ∈ C such that ∇Xψ = µX.ψ for all X ∈ Γ(M,TM).We call the com-
plex number µ symplectic Killing number. Let us denote the set of symplectic
Killing number by Kill and the set of symplectic Killing spinors by Kill. In
the following theorem, the spectra of the symplectic Dirac and the symplectic
Rarita-Schwinger are related. The operator T1 in the formulation of the theorem
is the so called symplectic twistor operator.
Theorem 21: Let (M,ω) be a symplectic manifold of dimension 2l admit-
ting a metaplectic structure and ∇ be a flat symplectic torsion-free connection.
Then
1.) If λ ∈ Spec(D) \ −ıl(Kill) then λ− 1l λ ∈ Spec(R).
2.) If ψ ∈ Eigen(D) \Kill then T1ψ ∈ Eigen(R).
Proof. See Kry´sl [17].
Remark: In the proof, the relations between the basis elements {e±, h, f±}
of the super Lie algebra osp(1|2) were used. The use of these relations makes it
possible to almost avoid coordinate-computations.
The studied representation ρ of the group Mp(V, ω) could be also used in a
classification of invariant first order differential operators in the so called contact
28
projective geometry (a type of Cartan geometry). See Kry´sl [16] for details.
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