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Abstract
We study the discrete dynamics of standard (or left) polynomials f (x) over division
rings D. We define their fixed points to be the points λ ∈ D for which f ◦n(λ) = λ
for any n ∈ N, where f ◦n(x) is defined recursively by f ◦n(x) = f ( f ◦(n−1)(x)) and
f ◦1(x) = f (x). Periodic points are similarly defined. We prove that λ is a fixed
point of f (x) if and only if f (λ) = λ, which enables the use of known results from
the theory of polynomial equations, to conclude that any polynomial of degree
m ≥ 2 has at most m conjugacy classes of fixed points. We also consider arbitrary
periodic points, and show that in general, they do not behave as in the commutative
case. We provide a sufficient condition for periodic points to behave as expected.
Keywords: Division Rings, Division Algebras, Polynomial Rings, Standard
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1. Introduction
Arithmetic dynamics is a growing area of mathematics that has received a sig-
nificant amount of attention in recent years (see [8]). The main focus of previous
works have been fixed, periodic and pre-periodic points on polynomials and ratio-
nal functions over fields, and in particular over the rational numbers and p-adic
numbers.
The goal of this paper is to make the first steps in the direction of arithmetic
dynamics in the non-commutative setting. We focus on (standard) polynomials
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over division rings. Since polynomials over division rings are not quite functions,
and composition is not associative, the definition of fixed points is subtler than in
the commutative case (see Section 4): a polynomial f (x) over a division ring D has
a fixed point λ ∈ D if f ◦n(λ) = f ◦ · · · ◦ f︸      ︷︷      ︸
n times
(λ) = λ for any n ∈ N. The main result
of this paper is that λ is a fixed point of f (x) if and only if f (λ) = λ, which reduces
the problem of finding fixed points to solving a standard polynomial equation, a
problem that has been fully solved in the literature when D is a quaternion algebra,
and even for more general central division algebras a lot can be said (see [4] for the
case of D = H and [3] for a more general treatment). We also consider arbitrary
r-periodic points, i.e., points for which f ◦nr(λ) = λ for any n ∈ N, and show that
in general f ◦r(λ) = λ does not imply that λ is an r-periodic point. We are able,
however, to give a suitable condition for which this is true.
2. Division Rings
An associative unital ring D is a division ring if all nonzero elements in D
are invertible. When D is commutative, it is simply a field, but there are plenty
of examples of non-commutative division rings. The center F = Z(D) of D is
nevertheless a field, and D is endowed with the structure of an F-vector space.
Therefore, one can consider the dimension dimF D of D over F. In case dimF D <
∞, D is called a “central division F-algebra”. In this case, dimF D must be d2 for
some positive integer d, and D ⊗F K  Md(K) for any maximal subfield K of D.
This d is called the “degree” of D and denoted degD.
The simplest kind of central division F-algebras are “quaternion” division F-
algebras, which are division algebras of degree 2. In this case, D = K ⊕ K j where
K/F is a cyclic quadratic field extension with Galois group 〈σ〉, j2 = β ∈ F× and
jt = σ(t) j for any t ∈ K. The nontrivial automorphism σ extends to an involution
on D defined by r + t j 7→ r + t j = σ(r) − t j for any r, t ∈ K. This involution is
called the “symplectic” or “canonical” involution of D, and is independent of the
choice of a cyclic field extension K/F inside D. The “trace” and “norm” maps for
a quaternion algebra are defined by Tr(z) = z + z and Norm(z) = z · z, the first
being linear and the second multiplicative. Every element λ ∈ D thus satisfies
λ2 − Tr(λ)λ + Norm(λ) = 0. Moreover, the conjugacy class of λ (i.e., the set of all
elements t of the form µλµ−1) coincides with the elements t satisfying the identity
t2 − Tr(λ)t + Norm(λ) = 0. For further reading see [1] and [5].
If one takes F = R, K = C and β = −1, then the quaternion algebra obtained
in this process is Hamilton’s quaternion algebra H, which happens to be the unique
central division algebra over the field of real numbers.
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3. The Ring of Polynomials
Let D be a division ring with center F. The ring of “standard” polynomials
D[x] is defined to be D ⊗F F[x], i.e., the scalar extension of D to the polynomial
ring in one variable over F. The variable x is thus central in D[x], and the latter is
an Azumaya algebra when [D : F] < ∞.
Each polynomial f (x) ∈ D[x] can therefore be written with the powers of
x placed on the right-hand side and the coefficients placed on the left-hand side
(which is why they are occasionally referred to as “left polynomials”), f (x) =∑m
i=0 cix
i. For any λ ∈ D, the substitution map f (x) 7→ f (λ) is defined by f (λ) =∑m
i=0 ciλ
i. Note that this is not a ring homomorphism from D[x] to D. There are
however several motivations to study the behavior under substitution, the main one
being that f (x) decomposes as g(x)(x − λ) if and only if f (λ) = 0, i.e., (x − λ) is a
linear right factor of f (x) if and only if λ is a root of f (x). This motivated the study
of roots of such polynomials. For a complete treatment, see [3] (and also [6]).
We write f t(x) for the product f (x) · . . . · f (x)︸            ︷︷            ︸
t times
in D[x] for any t ∈ N.
The substitution map extends to any element from D[x] in a similar way: if
f (x) =
∑m
i=0 cix
i and g(x) are polynomials in D[x], then f (g(x)) =
∑m
i=0 ci(g(x))
i,
which is again a polynomial in D[x]. We define f ◦n(x) recursively by f ( f ◦(n−1)(x))
for any n ≥ 2, with f ◦1(x) being f (x).
Note that not only is this substitution not associative, it is not even power-
associative. For example, f (x) = ax2 + b for general a, b ∈ D does not satisfy
f ( f ◦2(x)) = f ◦2( f (x)). It does not associate with substitutions of elements from D
either, for example if f (x) = ix2 ∈ H, then f ( j+1) = 2i j and f (2i j) = −4i, whereas
f ◦2(x) = −ix4, and so f ◦2( j + 1) = 4i; we conclude f ◦2(λ) is in general not equal
to f ( f (λ)) for λ ∈ D, even though f ◦2(x) = f ( f (x)).
4. Orbits, periodic points and fixed points
Given a polynomial f (x) ∈ D[x] where D is a division ring, and λ ∈ D, the
orbit of λ under f (x) is the sequence { f ◦n(λ) : n ∈ N}. We say that λ commutes
with its orbit if it commutes with each element in that sequence. The point λ is
called “r-periodic” if f ◦(nr)(λ) = λ for any n ∈ N. A fixed point is 1-periodic.
Remark 4.1. Note that if λ is a fixed point of f (x) ∈ D[x], then λ commutes with
its orbit, because the only element in the orbit is λ.
Unfortunately, having f ◦r(λ) = λ in general does not imply that f ◦(nr)(λ) = λ
for any n ∈ N, as the following example shows:
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Example 4.2. Take D = H and f (x) = x2 + (i + 1)x + 1 + i j and the point
λ = −1 +
(
133
362
√
5 − 333
362
)
i −
(
14
181
√
5 +
165
181
)
j −
(
26
181
√
5 +
22
181
)
i j.
Then f ◦2(λ) = λ, but f ◦4(λ) , λ.
We will prove below, however, that the implication is correct when we assume
in addition that f ◦t(λ) commutes with λ for any 1 ≤ t < r.
Lemma 4.3. Let D be a division ring, f (x), g(x) ∈ D[x] and λ ∈ D. If g(λ)
commutes with λ, then h(λ) = f (λ) · g(λ) where h(x) = f (x)g(x).
Proof. Write f (x) =
∑m
i=0 cix
i and g(x) =
∑k
j=0 d jx
j. Then h(x) = f (x) · g(x) =∑m
i=0(cix
i) · g(x) = ∑mi=0 ∑kj=0 cid jxi+ j. Hence, h(λ) = ∑mi=0 ∑kj=0 cid jλi+ j
=
∑m
i=0 ci(
∑k
j=0 d jλ
j)λi =
∑m
i=0 ci(g(λ))λ
i
=
∑m
i=0 ciλ
ig(λ) = (
∑m
i=0 ciλ
i)g(λ) = f (λ)·
g(λ). 
Corollary 4.4. If D is a division ring, f (x) ∈ D, λ ∈ D and f (λ) commutes with λ,
then f t(λ) = ( f (λ))t for any t ∈ N.
Proof. By induction on t. Write g(x) = f t−1(x), h(x) = f (x)g(x), and assume
g(λ) = ( f (λ))t−1, which commutes with λ. Then by the previous lemma, h(λ) =
f (λ) · g(λ) = ( f (λ))t. 
In order to facilitate notation, let us denote by f ∗n(λ) the expression f (. . . ( f (λ)) . . . )︸              ︷︷              ︸
n times
for any n ∈ N and any λ ∈ D. As we mentioned at the end of section 3 , we do not
in general have f ◦n(λ) = f ∗n(λ).
Theorem 4.5. Let D be a division ring, f (x) ∈ D[x], λ ∈ D and n ∈ N. Suppose
that λ commutes with either { f ◦t(λ) : 1 ≤ t < n} or { f ∗t(λ) : 1 ≤ t < n}. Then
f ◦n(λ) = f ∗n(λ).
Proof. We proceed by induction on n. Write f (x) =
∑m
i=0 cix
i and g(x) = f ◦(n−1)(x) =∑k
j=0 d jx
j, and assume g(λ) = f ∗(n−1)(λ). Then f ◦n(x) = f (g(x)) =
∑m
i=0 ci(g(x))
i
=∑m
i=0 cig
i(x). By the assumption, g(λ) commutes with λ, and so by Corollary 4.4,
gi(λ) = (g(λ))i for every i ∈ N. Hence f ◦n(λ) = ∑mi=0 cigi(λ) = ∑mi=0 ci(g(λ))i =
f (g(λ)) = f ∗n(λ). 
Theorem 4.6. Let D be a division ring, f (x) ∈ D[x], λ ∈ D and r ∈ N for which
f ◦r(λ) = λ and λ commutes with either { f ◦t(λ) : 1 ≤ t < r} or { f ∗t(λ) : 1 ≤ t < r}.
Then λ is an r-periodic point of f (x) that commutes with its orbit.
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Proof. By the previous theorem, f ◦t(λ) = f ∗t(λ) for all t ∈ {1, . . . , r}. Now, since
f ∗r(λ) = f ◦r(λ) = λ, we obtain f ∗(nr+ℓ)(λ) = f ∗ℓ(λ) for any n ∈ N and ℓ ∈
{0, . . . , r − 1}. As a result, λ commutes with { f ∗t(λ) : t ∈ N}. By the previous
theorem, we conclude that λ commutes with its orbit and is r-periodic. 
Corollary 4.7. Given a division ring D, a polynomial f (x) ∈ D[x] and λ ∈ D for
which f (λ) = λ. Then λ is a fixed point of f (x).
Proof. Immediate from the previous theorem, given that r = 1 in this case, the
requirement that λ commute with { f ◦t(λ) : 1 ≤ t < r} is redundant. 
Corollary 4.8. Given a division ring D and a polynomial f (x) ∈ D[x], the fixed
points of f (x) are precisely the roots of g(x) = f (x) − x.
Corollary 4.9. Given a division ring D and a polynomial f (x) ∈ D[x] of degree
m ≥ 2, the fixed points of f (x) belong to at most m conjugacy classes in D.
For quaternion algebras Q, there is a complete method for solving polynomial
equations ([3]): One takes g(x) =
∑m
i=0 cix
i and computes Cg(x) = g(x) · g(x),
where g(x) =
∑m
i=0 cix
m and a 7→ a stands for the (unique) symplectic involution
on Q. The roots of Cg(x) are precisely the conjugacy classes of the roots of g(x).
Therefore, one needs to solve the equation Cg(x) = 0 over the compositum of
the maximal subfields of Q. The roots come in pairs λ, λ. For each such pair,
the conjugacy class this pair represents is characterized by Tr(λ) and Norm(λ). In
order to find the root (or roots) of g(x) from that conjugacy class, one reduces the
equation g(x) = 0 to a linear equation by using the identity x2−Tr(λ)x+Norm(λ) =
0, which holds for all the elements in the conjugacy class of λ. The linear equation
is either trivial (in which case, all the elements from that conjugacy class are roots),
or has a unique solution, which is the root of g(x) from that class.
In order to find the fixed points of a polynomial f (x), one needs to carry out
this process for g(x) = f (x) − x.
Example 4.10. Consider Hamilton’s algebra H of real quaternions, and the poly-
nomial f (x) = x2 + (i + 1)x + 1 + i j. We want to find its fixed points. Therefore,
we need to find the roots of g(x) = f (x) − x = x2 + ix + 1 + i j. The polynomial
Cg(x) is x
4
+ 3x2 + 2 = (x2 + 1)(x2 + 2). Therefore, the conjugacy classes of its
roots are the classes of i and
√
2i. The conjugacy class of i is characterized by
x2 + 1 = 0, and with that, the equation g(x) = 0 reduces to −1+ ix+ 1+ i j = 0, and
so −i j = ix, which means x = − j is the unique root of g(x) from that conjugacy
class. The second conjugacy class is characterized by x2 + 2 = 0, with which the
equation g(x) = 0 reduces to −2 + ix + 1 + i j = 0, and so ix = 1 − i j, which leaves
x = −i − j as the second and last root of g(x). Thus, the fixed points of f (x) are − j
and −i − j.
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Remark 4.11. If K is a subfield of a division ring D, then every periodic point
λ ∈ K of f (x) ∈ K[x] remains a periodic point of f (x) as a polynomial in D[x],
because the coefficients of f (x) commute with λ. For example, −i is a 2-periodic
point of f (x) = x2 + i as a polynomial in H[x].
Note also that even in such a case, there may be fixed points outside of K. For
example, the polynomial f (x) = ix3 + (1+ i)x belongs to C[x], but as a polynomial
in H[x] it has j as a fixed point.
5. Octonion Polynomials
We conclude the paper with a note on octonion polynomials and fixed points.
Given a field F, an octonion algebra A over F is an algebra of the form A = Q⊕Qℓ
where Q is a quaternion F-algebra, ℓ2 = γ ∈ F×, and for every q, r, s, t ∈ Q we
have
(q + rℓ)(s + tℓ) = qs + γtr + (tq + rs)ℓ,
where z 7→ z denotes the canonical involution on Q. Taking F = R, Q = H and
γ = −1, one obtains the classical octonion division algebra over the reals, which
is denoted by O. Octonion algebras satisfy several interesting properties: they are
composition algebras (i.e., have a multiplicative quadratic norm form) and alter-
native (i.e., every two elements generate an associative subalgebra). In fact, they
are the largest possible composition algebras by Hurwitz’s theorem ([5, Section
33, Theorem 33.17]), and the only possible non-associative alternative division al-
gebras by Kleinfeld’s theorem ([9, Chapter 7, Section 3]). Therefore, it is only
natural to ask which properties of associative division rings extend to octonion
division algebras as well (see [2]).
The ring of octonion polynomials A[x] is again the scalar extension A⊗F F[x],
thus x is central in A[x]. Moreover, A[x] is an octonion F[x]-algebra in the sense
of [7], and in particular, alternative. Again, every polynomial can be written as
f (x) =
∑m
i=0 cix
i with the coefficients placed on the left-hand side of the variable,
and substitution of λ ∈ A is defined by f (λ) = ∑mi=0 ciλi. Substituting another
polynomial g(x) in f (x) is also given by f ◦ g(x) = f (g(x)) = ∑mi=0 ci(g(x))i.
Question 5.1. Suppose A is an octonion algebra, f (x) ∈ A[x], λ ∈ A, and f (λ) = λ.
Does it imply that f ◦n(λ) = λ for any n ∈ N?
The answer is surprisingly negative, as the following example shows:
Example 5.2. Consider O and the polynomial f (x) = ℓx2 + (1 − iℓ)x + ℓ − (i j)ℓ.
Plugging j in f (x) gives f ( j) = j. However, f ◦ f (x) = ℓ(ℓx2+(1−iℓ)x+ℓ−(i j)ℓ)2+
(1− iℓ)(ℓx2 + (1− iℓ)x+ℓ− (i j)ℓ)+ℓ− (i j)ℓ = ℓ(−x4+2ℓx3−2x2−2iℓx2−2(i j)ℓx−
2)+(i+ℓ)x2−2x+ i+ j+ℓ−(i j)ℓ = −ℓx4−2x3−(i+ℓ)x2−2(1+ i j)x+ i+ j+ℓ−(i j)ℓ.
Thus f ◦ f ( j) , j.
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