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Abstract
In the conventional formulation of N = 1 supersymmetry, a vector mul-
tiplet is supposed to be in the adjoint representation of a given gauge group. We
present a new formulation with a vector multiplet in the non-adjoint representation
of SO(N) gauge group. Our basic algebra is ⌊⌈T I , T J⌋⌉ = f IJKTK , ⌊⌈T I , U i⌋⌉ =
−(T I)ijU j , ⌊⌈U i, U j⌋⌉ = −(T I)ijT I , where T I are the generators of SO(N), while
U i are the new ‘generators’ in certain non-adjoint real representation R of SO(N).
We use here the word ‘generator’ in the broader sense of the word. Such a represen-
tation can be any real representation of SO(N) with the positive definite metric,
satisfying (T I)ij = −(T I)ji and (T I)⌊⌈ij|(T I)|k⌋⌉l ≡ 0. The first non-trivial examples
are the spinorial 8S and conjugate spinorial 8C representations of SO(8) consistent
with supersymmetry. We further couple the system to chiral multiplets, and show
that a Higgs mechanism can give positive definite (mass)2 to the new gauge fields for
U i. We show an analogous system working with N = 1 supersymmetry in 10D, and
thereby N = 4 system in 4D interacting with extra multiplets in the representation
R. We also perform superspace reformulation as an independent confirmation.
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1. Introduction
In N = 1 supersymmetric theories in four dimensions (4D), common wisdom tells us
that a vector multiplet (VM) [1] has to be in the adjoint representation of a given gauge
group. This is the so-called Yang-Mills multiplet, when the gauge group is non-Abelian,
dedicated to the initiators of non-Abelian vector fields in physics [2]. Even without super-
symmetry, the common practice dictates that a vector field should always be in the adjoint
representation, when the group is non-Abelian. Also differential geometrical concepts imply
that a gauge group is a manifold, where the connection 1-form A yields the ‘curvature’ two
form F through the relationship F ≡ dA + A ∧ A [3]. By definition, such a 1-form field
is a Yang-Mills ‘vector’ field. However, this does not necessarily mean the non-existence of
a vector field in the non-adjoint representation in general.
In this paper, we take the first step to establish N = 1 supersymmetric VM in the
non-adjoint representation of the arbitrary SO(N) gauge group. Our basic algebra has
the new generators U i belonging to a real representation R of SO(N), satisfying certain
matrix conditions with the usual SO(N) generators T I . We show that the vectorial
representation is the simplest example which, however, has been kind of known since 1970’s
in the context of ‘hidden symmetries’. As the first non-trivial examples, we show that the
spinorial representations of SO(8) gauge group satisfy the required conditions. We couple
these VMs to chiral multiplets (CMs) [1] in the adjoint and the real representation R, and
show that the new gauge field for U i can get masses via the Higgs mechanism. We show
that a similar system can be formulated in 10D. We also perform a superspace reformulation
of the results in section 2.
2. Lagrangian for VM in the ˜N of SO(N)
There are two basic VMs in our system, the usual VM (Aµ
I , λI ;DI) and the new
VM (Bµ
i, χi;H i) in a certain appropriate real representation R of SO(N). Here
the indices I, J, ··· = 1, 2, ···, N(N−1)/2 are for the adjoint representation of SO(N), while
i, j, ··· = 1, 2, ···, dimR are for the real representation R of SO(N) with a positive definite
metric. We do not specify the representation R at this stage, but the simplest example
is the vectorial N representation of SO(N). In such a case, i, j, ··· = 1, 2, ···, N. We use
always the superscripts for these indices, because the metric is positive definite, and there is
no need to distinguish raising or lowering of these indices.
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These fields are the field representation of our new algebra satisfying the commutators
⌊⌈T I , T J⌋⌉ = +f IJKTK , (2.1a)
⌊⌈T I , U j⌋⌉ = −(T I)jkUk , (2.1b)
⌊⌈U i, U j⌋⌉ = −(TK)ijTK . (2.1c)
Even though common wisdom dictates that all the generators are in adjoint representations,
we use the term ‘generators’ in the sense that (2.1) satisfies Jacobi identities. As has been
mentioned, the simplest example is the vectorial N representation of SO(N). For this
vectorial representation, (2.1) can be rewritten as ⌊⌈T ij, T kl⌋⌉ = 2δk⌊⌈jT i⌋⌉l− (k↔l), ⌊⌈T ij , Uk⌋⌉ =
δjkU i − δikU j and ⌊⌈U i, U j⌋⌉ = −T ij . However, this example is kind of trivial, because
this is nothing but expressing the algebra of SO(N + 1) in terms of SO(N) -explicit, but
SO(N + 1)-implicit notation. This can be seen as follows: Let T iˆjˆ be the generators of
SO(N+1). Among the indices iˆ, jˆ, ··· = 1, 2, ···, N+1, we separate the (N+1)-th one, and use
the indices i, j, ··· = 1, 2, ···, N for the rest. By identifying the generators U i ≡ T i,N+1, we can
re-express the original SO(N +1) commutators, yielding exactly the same commutators as
above in terms of T ij and U i, which are manifest in SO(N), but not in SO(N + 1). In
other words, (2.1) is nothing but SO(N + 1) algebra, when the indices i, j, ··· are for the
vectorial representations of SO(N).
In fact, this has been known in supergravity since 1970’s as ‘hidden’ symmetries. For
example in N = 7 supergravity, there are vector fields in the adjoint 21 representation, and
in the vectorial 7 representation of SO(7). However, this N = 7 supergravity has actually
‘hidden’ SO(8) symmetry, and the whole system is promoted to N = 8 supergravity, where
the total 21+7 = 28 vectors now belong to the adjoint representation of the promoted gauge
group SO(8). Another example is adding the spinorial 128 representation of SO(16) to
its adjoint 120 representation, forming in total the adjoint 248 representation of a larger
group E8. As these examples of the enlarged groups show, we are effectively dealing with
groups larger than SO(N).
We mention another important aspect of our system. Due to the algebra (2.1c), once
the generators U i have local parameters with its own gauge field Bµ
i, then the generators
T I should be also local with its own gauge fields Aµ
I . To be more specific, algebra (2.1c)
implies that when the parameters βi for U i are x -dependent, the parameters αI must
be also x -dependent. In other words, we can not dispense with the ordinary gauge fields
Aµ
I , once we introduce the gauge fields Bµ
i. As such, we have to maintain the usual VM
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(Aµ
I , λI ;DI), once we consider the local symmetry δU with the new VM (Bµ
i, χi;H i).
Keeping these points in mind, we first present the main results, i.e., the lagrangian of
our action IVM ≡
∫
d4xLVM with
LVM = −
1
4
(Fµν
I)2 + 1
2
(λID/ λI) + 1
2
(DI)2 − 1
4
(Gµν
i)2 + 1
2
(χiD/ χi) + 1
2
(H i)2 . (2.2)
Even though this lagrangian formally looks the same as that of conventional VMs, the field
strengths and covariant derivatives are defined by
Fµν
I ≡ +Fµν
I − g(T I)ijBµ
iBν
j ≡ +
[
2∂⌊⌈µAν⌋⌉
I + gf IJKAµ
JAν
K
]
− g(T I)ijBµ
iBν
j , (2.3a)
Gµν
i ≡ +DµBν
i −DνBµ
i ≡ +2∂⌊⌈µBν⌋⌉
i + 2g(T I)ijA⌊⌈µ
IBν⌋⌉
j , (2.3b)
Dµχ
i ≡ +Dµχ
i − g(T I)ijBµ
jλI ≡ +
[
∂µχ
i + g(T I)ijAµ
Iχj
]
− g(T I)ijBµ
jλI , (2.3c)
Dµλ
I ≡ +Dµλ
I − g(T I)ijBµ
iχj ≡ +
[
∂µλ
I + gf IJKAµ
JλK
]
− g(T I)ijBµ
iχj . (2.3d)
The g is the minimal gauge coupling constant, Dµ’s is the usual SO(N) covariant
derivative, Fµν
I is the usual SO(N) field strength, while Fµν
I and Dµ are the fully
covariant both under T I and U i.
Our action IVM is invariant under all the symmetries in the system, N = 1 super-
symmetry δQ, SO(N) symmetry δT , and new δU symmetry. The first of these has the
transformation rule
δQAµ
I = +(ǫγµλ
I) , (2.4a)
δQλ
I = +1
2
(γµνǫ)Fµν
I − i(γ5ǫ)D
I , (2.4b)
δQD
I = +i(ǫγ5D/ λ
I) , (2.4c)
δQBµ
i = +(ǫγµχ
i) , (2.4d)
δQχ
i = +1
2
(γµνǫ)Gµν
i − i(γ5ǫ)H
i , (2.4e)
δQH
i = +i(ǫγ5D/ χ
i) . (2.4f)
Note that these transformation rules look formally the same as the conventional rules for
VMs, except the involvement of the new field strengths F , G and covariant derivative D.
Our action IVM is also invariant under the usual SO(N) transformation δT with the
infinitesimal parameter αI :
δTAµ
I = Dµα
I ≡ ∂µα
I + gf IJKAµ
JαK , (2.5a)
4
δTλ
I = −gf IJKαJλK , (2.5b)
δTD
I = −gf IJKαJDK , (2.5c)
δTBµ
i = −g(T I)ijαIBµ
j , (2.5d)
δTχ
i = −g(T I)ijαIχj , (2.5e)
δTH
i = −g(T I)ijαIHj , (2.5e)
and the new U i -transformation δU with the infinitesimal parameter β
i:
δUAµ
I = +g(T I)ijβiBµ
j , (2.6a)
δUλ
I = +g(T I)ijβiχj , (2.6b)
δUD
I = +g(T I)ijβiHj , (2.6c)
δUBµ
i = +Dµβ
j ≡ ∂µβ
i + g(T I)ijAµ
Iβj , (2.6d)
δUχ
i = +g(T I)ijβjλI , (2.6e)
δUH
i = +g(T I)ijβjDI . (2.6f)
As this rule shows, the δU -transformation exchanges the two VMs (A, λ;D) and (B, χ;H).
Relevantly, a similar property can be found in the F , G, Dλ and Dχ transforming under
δU :
δUFµν
I = +g(T I)ijβiGµν
j , (2.7a)
δUGµν
i = +g(T I)ijβjFµν
I , (2.7b)
δU(Dµλ
I) = +g(T I)ijβi(Dµχ
j) , (2.7c)
δU(Dµχ
i) = +g(T I)ijβj(Dµλ
I) , (2.7d)
The field strengths F and G also satisfy the Bianchi identities
D⌊⌈µFνρ⌋⌉
I ≡ D⌊⌈µFνρ⌋⌉
I − g(T I)ijB⌊⌈µ
iGνρ⌋⌉
j ≡ 0 , (2.8a)
D⌊⌈µGνρ⌋⌉
i ≡ D⌊⌈µGνρ⌋⌉
i − g(T I)ijB⌊⌈µ
jFνρ⌋⌉
I ≡ 0 , (2.8b)
We can confirm the off-shell closure of these algebras, in particular, two supersymmetries
close off-shell without any field equations:
⌊⌈δQ(ǫ1), δQ(ǫ2)⌋⌉ = δP (ξ3) + δT (α3) + δU (β3) ,
ξµ3 ≡ +2(ǫ1γ
µǫ2) , α
I
3 ≡ −ξ
µ
3Aµ
I , βi3 ≡ −ξ
µ
3Bµ
i . (2.9)
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where δP is the usual translation operator.
The supersymmetric action invariance δQIVM = 0 is confirmed, when the real represen-
tation R for the indices i, j, ··· = 1, 2, ···, d ≡ dimR satisfies the three conditions
ηij = δij , (2.10a)
(T I)ij = −(T I)ji , (2.10b)
(T I)⌊⌈ij|(T I)|k⌋⌉l ≡ 0 . (2.10c)
Eq. (2.10a) is nothing but the positive definiteness of the metric ηij for R, while (2.10b)
is the antisymmetry of the generator matrices, and (2.10c) is the most crucial for the action
invariance δQIVM = 0. Note that (2.10c) is also equivalent to (T
I)⌊⌈ij|(T I)|kl⌋⌉ ≡ 0.
We can analyze the condition (2.10c) in terms of group theoretical language. If we
introduce the symbols d ≡ dimR and I2(R) for the dimensionality and the second index
for the representation R normalized as [4]
(T IT I)ij = −2I2(R)δ
ij , (2.11)
we get accordingly
(T IT J)ii = −
4dI2(R)
N(N − 1)
δIJ . (2.12)
Using these two equations after multiplying (2.10c) by (T J)jk, we see that a necessary
condition of (2.10c) is
2dI2(R)
N(N − 1)
− 2I2(R) +N − 2 = 0 . (2.13)
As has been mentioned, the simplest example for R is the N representation of SO(N),
satisfying (2.13) by d = dim (N) = N and I2(N) = (N − 1)/2 [4]. However, there are
other non-trivial representations, as well. We show that such non-trivial examples are the
spinorial representation 8S and the conjugate spinorial representation 8C of SO(8).
This is because the metric tensor for the spinorial representation is positive definite [5],
and the SO(8) generators in these representations are antisymmetric. Finally, we see
that they satisfy the crucial condition (2.10c) for two reasons. First, I2(8S) = 7/2 [4]
and d = dim (8S) = 8 satisfy (2.13) as a necessary condition. Second, more rigorously,
because the spinorial matrix representations for the SO(8) generators are nothing but
the γ -matrices satisfying the Clifford algebra of SO(8). These facts can be confirmed by
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[5], in particular, we can study the Euclidian case of D = 8 + 0, and see that the charge
conjugation matrix C is symmetric, while γ -matrices γa or its antisymmetric products
γabcd (a, b, ··· = 1, 2, ···, 8) are all symmetric, and γab are antisymmetric [5]. Finally, the
satisfaction of (2.10c) is understood as follows. We start with the Fierz identity
δACδBD = +1
8
δABδCD − 1
16
(γab)AB(γab)CD + 1
384
(γabcd)AB(γabcd)CD , (2.14)
with the indices A, B, ···, = 1, 2, ···, 8 for 8S instead of i, j, ···. Now if we take the ⌊⌈ABC⌋⌉ com-
ponents of both sides of (2.14), only the second term on the r.h.s. remains satisfying (2.10c):
(γab)⌊⌈AB|(γab)|C⌋⌉D ≡ 0. In the case of the conjugate 8C of SO(8), we can just flip all the
undotted indices in (2.14) into the dotted ones, and again (2.10c) is satisfied. Therefore all
the conditions in (2.10) are satisfied both for the 8S and 8C of SO(8).
3. Couplings to CMs
After establishing the invariant action under all the required symmetries, the next nat-
ural question is whether there is a mechanism of giving the masses to the new gauge field
Bµ
i. This is because massless gauge fields are not quite acceptable as phenomenological
applications. In this section, we do not specify the representation R for the indices i, j, ···,
and do not restrict them to be the vectorial representation of SO(N), even though the latter
is the simplest example for illustrative purposes.
To this end, we couple our basic action IVM to CMs. The important point is that such
new interactions should be also invariant under the δU -transformations. The natural choice
is the CMs both in the adjoint and vectorial representations, i.e. (AI , BI , ψI ;F I , GI) and
(Ai, Bi, ψi;F i, Gi). This is because the δU -transformation exchanges these multiplets. In
order to write down the cubic interactions, however, we need an additional extra singlet CM
(A,B, ψ;F,G) neutral both under δT and δU .
The action for the kinetic terms for these three CMs is ICM ≡
∫
d4xLCM, where
LCM = −
1
2
(DµA
I)2 − 1
2
(DµB
I)2 + 1
2
(ψID/ ψi) + 1
2
(F I)2 + 1
2
(GI)2
− 1
2
(DµA
i)2 − 1
2
(DµB
i)2 + 1
2
(ψiD/ ψi) + 1
2
(F i)2 + 1
2
(Gi)2
− 1
2
(∂µA)
2 − 1
2
(∂µB)
2 + 1
2
(ψ∂/ψ) + 1
2
F 2 + 1
2
G2
− gf IJK(λIψJ)AK − igf IJK(λIγ5ψ
J)BK + (T I)ij(λIψi)Aj + ig(T I)ij(λIγ5ψ
i)Bj
+ gf IJKDIAJBK − g(T I)ijDIAiBj − g(T I)ij(ψIχi)Aj − ig(T I)ij(ψIγ5χ
i)Bj
− g(T I)ij(ψiχj)AI − ig(T I)ij(ψiγ5χ
j)BI + g(T I)ijH i(AIBj − AjBI) . (3.1)
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The covariant derivatives are defined by
DµΦ
I ≡ DµΦ
I − g(T I)ijBµ
iΦj , DµΦ
i ≡ DµΦ
i − g(T I)ijBµ
jΦI , (3.2)
where ΦI and Φi represent any component fields in (AI , BI , χI ;F I , GI) and
(Ai, Bi, χi;F i, Gi), respectively. Our action ICM is invariant under supersymmetry
δQA
A = + (ǫψA) , δQB
A = +i(ǫγ5ψ
A) , (3.3a)
δQψ
A = − (γµǫ)DµA
A + i(γ5γ
µǫ)DµB
A − ǫFA − i(γ5ǫ)G
A , (3.3b)
δQF
I = + (ǫD/ ψI) + gf IJK(ǫλJ)AK + igf IJK(ǫγ5λ
J)BK
− g(T I)ij(ǫχi)Aj − ig(T I)ij(ǫγ5χ
i)Bj , (3.3c)
δQG
I = + i(ǫγ5D/ψ
I)− gf IJK(ǫλJ)BK + igf IJK(ǫγ5λ
J)AK
+ g(T I)ij(ǫχi)Bj − ig(T I)ij(ǫγ5χ
i)Aj , (3.3d)
δQF
i = + (ǫD/ ψi) + g(T I)ij(ǫλI)Aj + ig(T I)ij(ǫγ5λ
J)Bj
− g(T I)ij(ǫχj)AI − ig(T I)ij(ǫγ5χ
j)BI , (3.3e)
δQG
i = + i(ǫγ5D/ψ
i)− g(T I)ij(ǫλI)Bj + ig(T I)ij(ǫγ5λ
I)Aj
+ g(T I)ij(ǫχj)BI − ig(T I)ij(ǫγ5χ
j)AI , (3.3f)
δQF = + (ǫ∂/ψ) , δQG = +i(ǫγ5∂/ψ) , (3.3g)
where the index A stands for any of the indices I, i or even no index for the multiplet
(A,B, ψ;F,G), in order to save space.
Relevantly, we have the supersymmetric mass action Im ≡
∫
d4xLm with
Lm ≡ +m
[
F IAI + F iAi + FA+GIBI +GiBi +GB + 1
2
(ψIψI) + 1
2
(ψiψi) + 1
2
(ψψ)
]
, (3.4)
and a typical cubic action IΦ3 ≡
∫
d4xLΦ3 with
LΦ3 = +
1
2
νF
[
(AI)2 + (Ai)2 − (BI)2 − (Bi)2
]
+ νA(F IAI + F iAi)− νB(F IBI + F iBi)
+ νG(AIBI + AiBi) + νA(GIBI +GiBi) + νB(GIAI +GiBi)
+ 1
2
νA
[
(ψIψI) + (ψiψi)
]
− i
2
νB
[
(ψIγ5ψ
I) + (ψiγ5ψ
i)
]
+ ν
[
AI(ψψI) + Ai(ψψi)
]
− iν
[
BI(ψγ5ψ
I) +Bi(ψγ5ψ
i)
]
. (3.5)
The ν’s is a real cubic coupling constant. The form of these cubic couplings is not unique,
and is just a simple example. In fact, we could put different coupling constants between
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these three CMs, and we could also put purely singlet cubic terms of Φ3 without any
SO(N) indices.
All of these actions are invariant under δQ , δT , and also the δU -transformation
δUΦ
I = +g(T I)ijβiΦj , δUΦ
i = +g(T I)ijβjΦI , δUΦ = 0 , (3.6)
where Φ stands for the multiplet (A,B, ψ;F,G). Similarities of our system to the conven-
tional CM couplings [6] are such as the gλIψiAj -term, while differences are found in terms
with interactions with Bµ
i or H i in LCM, or any couplings required by the δU -invariance.
We mention the issue of uniqueness of the couplings between our two VMs and CMs.
As for the number of CMs, it seems that at least two CMs ΦI and Φi are needed. This
is because the index i on Bµ
i should be contracted in the two equations in (3.2), which
are supposed to be covariant under the δU -transformation. In this sense, it seems that our
lagrangian (3.1) is the minimal form for the kinetic terms with ΦI and Φi. These kinetic
terms and mass terms (3.4) do not require the neutral CM Φ, which is needed for the first
time to build the cubic interactions (3.5). This is clear, because there is no way to form an
invariant cubic potential action out of two CMs ΦI and Φi. We can dispense with the
neutral Φ, if there is an invariant constant tensor with the index structure CIij , but there
seems to be no such a tensor. For example, (T I)ij can not play such a role, because of the
antisymmetry in i↔j yielding the vanishing result for (T I)ijΦIΦiΦj ≡ 0.
4. Higgs Mechanism for Masses of New Gauge Fields
We have so far the total action Itotal = IVM+ICM+Im+IΦ3 . In order to study a possible
Higgs mechanism, we eliminate all the auxiliary fields DI , Di, F I , F i, F, GI , Gi and G.
After this, we get the positive definite potential:
V = + 1
2
[
mA+ 1
2
ν{(AI)2 + (Ai)2 − (BI)2 − (Bi)2}
]2
+ 1
2
[
mB + ν(AIBI + AiBi)
]2
+ 1
2
[
(m+ νA)AI − νBBI
]2
+ 1
2
[
(m+ νA)BI + νAIB
]2
+ 1
2
[
(m+ νA)Ai − νBBi
]2
+ 1
2
[
(m+ νA)Bi + νAiB
]2
+ 1
2
g2
[
f IJKAJBK − (T I)ijAiBj
]2
− 1
2
g2(T IT J)ij(AIBi − AiBI)(AJBj − AjBJ) , (4.1)
The negative sign for the last term is due to the antisymmetry of T I , but this term
is positive definite as a whole. Note that the representation R for the indices
i, j, ··· = 1, 2, ···, dimR ≡ d has not been specified.
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Since the potential (4.1) is positive definite, we can maintain supersymmetry, while break-
ing the SO(N) symmetry, iff the following eight simultaneous equations are satisfied:
〈AI〉2 + 〈Ai〉2 = 〈BI〉2 + 〈Bi〉2 − 2mν−1〈A〉 , (4.2a)
〈AI〉〈BI〉+ 〈Ai〉〈Bi〉+mν−1〈B〉 = 0 , (4.2b)
(m+ ν〈A〉)〈AI〉 = ν〈B〉〈BI〉 , (4.2c)
(m+ ν〈A〉)〈BI〉+ ν〈AI〉〈B〉 = 0 , (4.2d)
(m+ ν〈A〉)〈Ai〉 = ν〈B〉〈Bi〉 , (4.2e)
(m+ ν〈A〉)〈Bi〉+ ν〈Ai〉〈B〉 = 0 , (4.2f)
f IJK〈AJ〉〈BK〉 = (T I)ij〈Ai〉〈Bj〉 , (4.2g)
(T IT J)ij(〈AI〉〈Bi〉 − 〈Ai〉〈BI〉)(〈AJ〉〈Bj〉 − 〈Aj〉〈BJ〉) = 0 . (4.2h)
We next look into the possible non-trivial v.e.v.’s that satisfy all the conditions in (4.2).
As the simplest ansatz, we require that
〈BI〉 = 0 , 〈Ai〉 = 0 , 〈Bi〉 = 0 , 〈B〉 = 0 , (4.3a)
〈A〉 = −mν−1 , 〈AI〉2 = +2m2ν−2 . (4.3b)
These v.e.v.’s easily satisfy all the conditions (4.2a) through (4.2h). This set of solutions is
just a simple example, but there may be other sets of more non-trivial solutions.
We next analyze the mass matrices for the vector fields. Here we no longer use the ansatz
(4.3), but use general v.e.v.’s. The mass matrices for Aµ
I and Bµ
i can be easily computed
by looking into the (v.e.v.)2 × Aµ
IAµJ or (v.e.v.)2 × Bµ
iBµj in the lagrangian LCM,
respectively as
(M2)IJ = 2g2hIK,JL(〈AKAL〉+ 〈BKBL〉)− 2g2(T IT J)ij(〈AiAj〉+ 〈BiBj〉) , (4.4a)
(M2)ij = 2g2(T I)ik(T I)jl(〈AkAl〉+ 〈BkBl〉)− 2g2(T IT J)ij(〈AIAJ〉+ 〈BIBJ〉) , (4.4b)
where hIJ,KL ≡ f IJMfMKL, and 〈AKAL〉 ≡ 〈AK〉〈AL〉, etc. to save space. The negative
signs for the second terms in (4.4) are due to the antisymmetry of the generators T I .
We can easily confirm that both of these mass matrices have positive definite eigenvalues.
We start with (M2)IJ . We first note that (M2)IJ is rewritten as
(M2)IJ = −2 g2〈AK〉(T IT J)KL〈AL〉 − 2g2〈BK〉(T IT J)KL〈BL〉
− 2g2〈Ai〉(T IT J)ij〈Aj〉 − 2g2〈Bi〉(T IT J)ij〈Bj〉 = −2g2
∑
a
〈a|T IT J |a〉 , (4.5)
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because f IJK = (T I)JK . In the last expression, the bra 〈a| or cket |a〉 denotes all of
the vectors AI , BI , Ai and Bi collectively. Now, since (M2)IJ is symmetric, it can
be diagonalized by orthogonal matrices ΩIJ , satisfying ΩIKΩJK = δIJ . Let N IJ be the
diagonalized mass matrix of (M2)IJ :
(M2)IJ −→ N IJ = (ΩM2ΩT )IJ = ΩIK(M2)KLΩJL = −2g2
∑
a
〈a|T˜ I T˜ J |a〉 , (4.6)
where T˜ I ≡ ΩIJT J . By definition, N IJ has only diagonal components, so that all we
have to show is that all the ΣI/ N
II components are positive definite. Here the symbol
ΣI/ implies no summation over I. In fact, we get the positive definiteness for all I, as
∑
I
/N II = −2g2
∑
I
/
∑
a
〈a|T˜ I T˜ I |a〉 = −2g2
∑
I
/
∑
a,b
〈a|T˜ I |b〉〈b|T˜ I |a〉
= +2g2
∑
I
/
∑
a,b
〈a|T˜ I |b〉〈a|T˜ I |b〉 = +2g2
∑
I
/
∑
a,b
(〈a|T˜ I |b〉)2 ≥ 0 , (4.7)
due to 〈a|T˜ I |b〉 = −〈b|T˜ I |a〉.
As for (M2)ij , we first rewrite it as
(M2)ij = +2g2
[
AIiAIj + BIiBIj − (P2)ij − (Q2)ij
]
,
AIi ≡ (T I)ij〈Aj〉 , BIi ≡ (T I)ij〈Bj〉 , P ij ≡ (T I)ij〈AI〉 , Qij ≡ (T I)ij〈BI〉 . (4.8)
This symmetric matrix (M2)ij can be diagonalized by an orthogonal matrix Λij , satisfying
ΛikΛjk = δij :
(M2)ij −→ N ij = +(ΛM2ΛT )ij = Λik(M2)klΛjl
= +2g2ΛikΛjl
[
AIkAIl + BIkBIl − (P2 +Q2)kl
]
= +2g2
[
A˜ IiA˜Ij + B˜ IiB˜ Ij − (P˜ 2 + Q˜2)ij
]
, (4.9a)
A˜Ii ≡ ΛijAIj , B˜ Ii ≡ ΛijBIj , P˜ ij ≡ ΛikΛjlPkl , Q˜ ij ≡ ΛikΛjlQkl . (4.9b)
In (4.9), use is made of the relation ΛP2ΛT = (ΛPΛT )(ΛPΛT ) = P˜ 2 and idem. for
Q. Now, what we have to show is that the Σi/ N
ii are all positive definite. Because of
(P˜ 2)ij = −(P˜ 2)ji and (Q˜2)ij = −(Q˜2)ji, the P˜ 2 and Q˜2 -terms in Σi/ N
ii can be
rewritten as positive definite square terms. In fact, for all i we get
∑
i
/ N ii = +2g2
∑
i
/
[
A˜IiA˜ Ii + B˜ IiB˜ Ii + P˜ ikP˜ ik + Q˜ ikQ˜ ik
]
= +2g2
∑
i
/
[
(A˜Ii)2 + (B˜ Ii)2 + (P˜ ik)2 + (Q˜ ik)2
]
≥ 0 , (4.10)
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This completes the confirmation of the positive definiteness of all the eigenvalues of the mass
matrices (M2)IJ and (M2)ij .
5. Applications to 10D and N=4 Supersymmetry in 4D
We have so far dealt with the simple N = 1 supersymmetry in 4D. We stress, however,
that we can apply the same technique to VMs in higher dimensions. The typical example
is 10D, where we have the field contents for the on-shell VMs (Aµ
I , λI) [7] and (Bµ
i, χi),
where λ and χ are both Majorana-Weyl spinors of the same chirality in 10D. Our action
I10D ≡
∫
d10xL10D has the lagrangian formally the same as (2.2), except for absent auxiliary
fields:
L10D = −
1
4
(Fµν
I)2 + 1
2
(λID/ λI)− 1
4
(Gµν
i)2 + 1
2
(χiD/ χi) , (5.1)
also with the covariant derivatives and field strengths formally the same as in (2.3). Our
action I10D is invariant under formally the same supersymmetry transformation rule as
(2.4) except for auxiliary fields:
δQAµ
I = +(ǫγµλ
I) , (5.2a)
δQλ
I = +1
2
(γµνǫ)Fµν
I , (5.2b)
δQBµ
i = +(ǫγµχ
i) , (5.2c)
δQχ
i = +1
2
(γµνǫ)Gµν
i . (5.2d)
The reason of no formal difference from 4D is that all the terms arising in δQI10D cancel
exactly in the same way as in 4D, including the Fierz identities
(T I)ij(λIγµχi)(ǫγµχ
j) ≡ −1
2
(T I)ij(ǫγµλ
I)(χiγµχj) , (5.3a)
f IJK(ǫγµλ
I)(λJγµλK) ≡ 0 , (5.3b)
which hold both in 4D and 10D. As for the representation R, its conditions are the same as
in (2.10) for the 4D case.
Due to the absence of auxiliary fields analogous to DI and H i in 4D, our system in
10D is an on-shell system. It seems that these auxiliary fields are important in 4D for the
coupling to chiral multiplets as in (3.1), but not for the covariantized kinetic terms (5.1).
A more basic but technical explanation is that for the action invariance of these covariant
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kinetic terms, the auxiliary fields do not play crucial roles, which is essentially composed of
quadratic terms other than the cubic terms that need Fierzings (5.3).
The above result automatically implies that we can have N = 4 descendant theory
in 4D, by simple dimensional reduction [8]. Most importantly, we have extra multiplets in
the 8S or 8C of SO(8) coupled to the maximal N = 4 supersymmetric Yang-Mills
multiplet. We stress that this is a surprising feature for such a N = 4 model, as opposed
to the common wisdom that N = 4 supersymmetric Yang-Mills theory is to be ‘maximal’,
not to be coupled to any multiplets in non-adjoint representations.
6. Superspace Reformulation
We have so far dealt only with component formulations, so that the next natural step is
superspace reformulation [9]. Here we reformulate the 4D result of section 2 in superspace.
The local superspace coordinate indices are A ≡ (a,α), B ≡ (b,β), ···, with a, b, ··· = 0, 1, 2, 3 for
the bosonic 4D coordinates, and α, β, ··· = 1, 2, 3, 4 for the fermionic coordinates. Our basic
supercovariant derivative is defined by
∇A ≡ DA + gAA
IT I + gBA
iU i , (6.1)
with DA ≡ EA
M∂M corresponding to ‘Dµ’ in component formulation. Accordingly, we
have the superfield strengths corresponding to Fµν
I and Gµν
i in (2.3):
⌊⌈∇A,∇B} = TAB
C∇C + gFAB
IT I + gGAB
iU i , (6.2a)
FAB
I ≡ D⌊⌈AAB)
I − TAB
CAC
I + gf IJKAA
JAB
K − g(T I)ijBA
iBB
j , (6.2b)
GAB
i ≡ D⌊⌈ABB)
i − TAB
CBC
i + g(T I)ijA⌊⌈A
IBB)
j . (6.2c)
In superspace, we use the antisymmetrization rule, e.g., M⌊⌈AB) ≡MAB − (−1)
ABMBA, etc.
Accordingly, the Jacobi identity ⌊⌈∇⌊⌈A|, ⌊⌈∇|B|,∇|C)}} ≡ 0 yields the Bianchi identities (BIs)
1
2
∇⌊⌈AFBC)
I − 1
2
T⌊⌈AB|
DFD|C)
I ≡ 0 , (6.3a)
1
2
∇⌊⌈AGBC)
i − 1
2
T⌊⌈AB|
DGD|C)
i ≡ 0 , (6.3b)
1
2
∇⌊⌈ATBC)
D − 1
2
T⌊⌈AB|
ETE|C)
D ≡ 0 . (6.3c)
Our superspace constraints at engineering dimensions d ≤ 1 are
Tαβ
c = +2(γc)αβ , Tαβ
γ = Tαb
c = Tab
c = Tαb
γ = 0 , (6.4a)
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Fαb
I = −(γbλ
I)α , Fαβ
I = 0 , (6.4b)
∇αλβ
I = +1
2
(γcd)αβFcd
I + i(γ5)αβD
I , ∇αD
I = −i(γ5∇/ λ
I)α , (6.4c)
Gαb
i = −(γbχ
i)α , Gαβ
i = 0 , (6.4d)
∇αχβ
i = +1
2
(γcd)αβGcd
i + i(γ5)αβH
i , ∇αH
i = −i(γ5∇/ χ
i)α . (6.4e)
The BIs at d ≥ 3/2 yield field equations consistent with our lagrangian LVM in (2.2).
This superspace reformulation provides an independent reconfirmation of the total con-
sistency of our system. In particular, the validity of our field strengths (2.3) has been
reconfirmed in superspace in (6.2), with two VMs gauging both generators T I and U i
7. Summary and Concluding Remarks
In this paper, we have presented a new formulation for N = 1 supersymmetric VMs
in non-adjoint real representations of SO(N). Our basic algebra is summarized into the
commutators (2.1), and the condition for the possible real representation R is (2.10). Ac-
cordingly, we have the new gauge field Bµ
i for the new generators U i in the representation
R of SO(N). The system is consistent with supersymmetry under (2.10), and there seems
to be no fundamental problem dealing with such a ‘non-adjoint’ vector field, in contrast to
common wisdom.
The trivial example of R is the N of SO(N). However, there can be other real
representations satisfying the condition (2.10), such as the spinorial 8S and conjugate
spinorial 8C representations of SO(8). Even though the 8V, 8S and 8C of SO(8) are
naturally related by the triality, our formulation is the first one dealing with a VM in the
spinorial representation of a gauge group. We emphasize that our system is not a rewriting of
the usual supersymmetric SO(N) gauge theory, when R is such a non-trivial representation
as the 8S of SO(8). We have extra symmetry with U
i accompanied by its proper gauge
field Bµ
i with new freedom. To our knowledge, our system is the first one that has vector
multiplets in non-adjoint representations with highly non-trivial interactions.
We have further coupled the system to CMs, and see that a Higgs mechanism can generate
a mass to the new gauge field Bµ
i. We have found that there are actually non-trivial
v.e.v.’s that break SO(N), while maintaining supersymmetry. We have also confirmed
that the (mass)2 -matrices for all the vector fields have only positive definite eigenvalues, as
desired. Interestingly, two different CMs ΦI and Φi are needed for the total action to be
δU -invariant.
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We have confirmed that the same formulation is possible in 10D, and thereby we can
have N = 4 supersymmetric theory with vectors in non-adjoint representations also in 4D.
Remarkably, maximally-extended N = 4 theory can be further coupled to extra multiplets
in the non-adjoint representations. We have also performed superspace reformulation as an
independent confirmation of the consistency of the whole idea. Our successful results here
imply that there are more applications for our basic technique of treating non-adjoint VMs
with supersymmetry.
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