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EISENSTEIN CLASSES, ELLIPTIC SOULE´ ELEMENTS
AND THE ℓ-ADIC ELLIPTIC POLYLOGARITHM
GUIDO KINGS
Abstract. In this paper we study systematically the ℓ-adic realization
of the elliptic polylogarithm in the context of sheaves of Iwasawa mod-
ules. This leads to a description of the elliptic polylogarithm in terms
of elliptic units. As an application we prove a precise relation between
ℓ-adic Eisenstein classes and elliptic Soule´ elements. This allows to give
a new proof of the formula for the residue of the ℓ-adic Eisenstein classes
at the cusps and the formula for the cup-product construction in [HK99],
which relies only on the explicit description of elliptic units. This com-
putation is the main input in the proof of Bloch-Kato’s compatibility
conjecture 6.2. needed in the proof of Tamagawa number conjecture for
the Riemann zeta function.
Introduction
The purpose of this paper is twofold: on the one hand we prove a new and
precise relation between ℓ-adic Eisenstein classes and elliptic Soule´ elements
using a description of the integral ℓ-adic elliptic polylogarithm in terms of
elliptic units. On the other hand this relation will be used to give a new
proof for the cup-product construction formula, which is the main result
of [HK99] and is the main input in [Hub] to obtain a proof of Bloch-Kato’s
compatibility conjecture 6.2. This new proof uses only elementary properties
of elliptic units.
The explicit description of the integral ℓ-adic elliptic polylogarithm in
terms of elliptic units was already one of the main results in the paper
[Kin01]. There we used an approach via one-motives to treat the logarithm
sheaf. But the main application of the ℓ-adic elliptic polylogarithm is in the
context of Iwasawa theory, which makes it desirable to approach the elliptic
polylogarithm systematically in this context. That such an approach is
possible, is already suggested in the ground-braking paper [BL94].
In Iwasawa theory Kato, Perrin-Riou and Colmez pointed out the use-
fulness to work with “Iwasawa cohomology”, which is continuous Galois
cohomology with values in an Iwasawa algebra. We generalize this idea
to treat families of Iwasawa modules under a family of Iwasawa algebras.
The main example for this is the family of Iwasawa algebras on the moduli
scheme of elliptic curves, where one has in each fibre the Iwasawa algebra
of the Tate module of the corresponding elliptic curve.
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It is the fundamental idea of Soule´ [Sou81] that twisting of units can
be used to produce interesting cohomology classes. Already in Kato’s paper
[Kat93] it is implicit that this twisting is related to the Iwasawa cohomology.
Later Colmez used this explicitly in [Col98], where he used moment maps of
Qℓ-measure algebras. For our approach it is crucial to develop this further by
constructing the moment map at finite level. We show that in the cyclotomic
case one obtains the elements defined and studied by Soule´ and Deligne.
Work by Soule´ in the CM elliptic case and Kato’s work in [Kat04] suggest
that one should carry out Soule´’s twisting construction also in the modular
curve case to obtain elliptic Soule´ elements. One of the main results in this
paper is that these elliptic Soule´ elements are essentially the ℓ-adic Eisenstein
classes in [HK99].
With the general theory of sheaves of Iwasawa modules, we obtain a
concrete description of the elliptic polylogarithm in terms of the norm com-
patible elliptic units defined and studied by Kato [Kat04]. This gives strong
ties of the elliptic polylogarithm to recent developments in Iwasawa theory
and also allows many explicit computations with the ℓ-adic elliptic polylog-
arithm.
As an application of the concrete description of the elliptic polylogarithm,
we give a new proof of the residue computation for ℓ-adic Eisenstein classes
on the moduli scheme for elliptic curves (Corollary 5.2.3).
A second application is the evaluation of the cup-product construction
used in [HK99] (and explained in this volume in [Hub]) to obtain elements
in the motivic cohomology of cyclotomic fields and to prove Conjecture 6.2
in [BK90]. The approach taken here, does not need any computations of
the cyclotomic polylogarithm as in [HK99]. It relies only on the concrete
evaluation of the elliptic units at the cusps.
An overview of the main results in this paper is given in Section 1.
Acknowledgements: It is a pleasure to thank the organizers of the
Pune workshop for invitation and the audience for their interest and their
questions. Further I would like to thank several people for helpful comments
on an earlier version of this paper: Annette Huber’s detailed reading led to
many improvements and corrections. Rene´ Scheider pointed out a missing
factor in a formula. The referee pointed out several improvements in the
exposition and suggested to work with symmetric tensors in the construction
of the moment map. This led to a complete rewriting of the earlier version.
Contents
Introduction 1
Notations 3
1. Statement of the main results 5
1.1. The residue at ∞ of the Eisenstein class 5
1.2. Evaluation of the cup-product construction 5
1.3. Eisenstein classes and elliptic units 6
EISENSTEIN CLASSES AND ELLIPTIC SOULE´ ELEMENTS 3
2. Sheaves of Iwasawa modules and the moment map 8
2.1. Iwasawa algebras 8
2.2. The moment map 9
2.3. E´tale sheaves of Iwasawa modules 13
2.4. The case of torsors 14
2.5. The sheafified moment map 15
2.6. Soule´’s twisting construction and the moment map 17
3. Three examples 19
3.1. The Bernoulli measure and its moments 19
3.2. Modified cyclotomic Soule´-Deligne elements 20
3.3. Elliptic Soule´ elements 23
4. Eisenstein classes, elliptic Soule´ elements and the integral ℓ-adic
elliptic polylogarithm 25
4.1. A brief review of the elliptic logarithm sheaf 26
4.2. The elliptic polylogarithm and Eisenstein classes 27
4.3. A variant of the elliptic polylogarithm 28
4.4. The variant of the elliptic polylogarithm and Eisenstein classes 30
4.5. Sheaves of Iwasawa modules and the elliptic logarithm sheaf 31
4.6. The elliptic polylogarithm and elliptic units 34
4.7. Eisenstein classes and elliptic Soule´ elements 35
5. The residue at ∞ of the elliptic Soule´ elements 36
5.1. Definition of the residue at ∞ 36
5.2. Computation of the residue at ∞ of the elliptic Soule´ element 39
6. The evaluation of the cup-product construction for elliptic Soule´
elements 41
6.1. A different description of the cup-product construction 41
6.2. The auxiliary class BS
〈t〉
c 42
6.3. Evaluation at ∞ of the modified elliptic Soule´ element 44
6.4. Proof of Theorem 6.3.3 46
References 49
Notations
We fix an integer N ≥ 3 and let Y (N) the moduli space of elliptic curves
E with a full level N -structure α : (Z/NZ)2 ∼= E[N ]. We denote by
π : E→ Y (N)
the universal elliptic curve. We let X(N) be the smooth compactification
of Y (N) and denote by j : Y (N) →֒ X(N) the open immersion. If we fix
an N -th root of unity ζN := e
2πi/N ∈ C and consider the Tate curve Eq
with the level structure α : (Z/NZ)2 → Eq[N ] given by (a, b) 7→ q
aζbN . This
induces a map of schemes
SpecQ(ζN )((q
1/N ))→ Y (N),
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which extends to SpecQ(ζN )[[q
1/N ]] → X(N) and a hence a map ∞ :
SpecQ(ζN )→ X(N), whose image we call the cusp ∞.
Define e´tale sheaves on Y (N) by
Hr := (R
1π∗Z/ℓ
rZ)∨ ∼= R1π∗Z/ℓ
rZ(1)
H := (R1π∗Zℓ)
∨ ∼= R1π∗Zℓ(1)
HQℓ := (R
1π∗Qℓ)
∨ ∼= R1π∗Qℓ(1)
(0.0.1)
where (.)∨ denotes the Z/ℓrZ, Zℓ and Qℓ dual respectively. We denote by
SymkHr, Sym
k
H and SymkHQℓ the k-th symmetric power as Z/ℓ
rZ-, Zℓ-
and Qℓ-modules respectively. In the same way we denote by TSym
k
Hr,
TSymkH and TSymkHQℓ the functor of symmetric k-tensors as Z/ℓ
rZ-,
Zℓ- and Qℓ-modules respectively. Note that there is a canonical map
(0.0.2) SymkHr → TSym
k
Hr,
which extends to a homomorphism of graded algebras Sym·Hr → TSym
·
Hr
and similarly for H and HQℓ .
As we will not only deal with ℓ-adic sheaves, we work in the bigger abelian
category of inverse systems F = (Fr)r≥1 of e´tale sheaves modulo Mittag-
Leffler-zero systems (which means to work in the pro-category) and define
the continuous e´tale cohomology in the sense of [Jan88]. This means that
H i(S,F ) is the i-th derived functor of
F 7→ lim
←−
r
H0(S,Fr).
More generally, one defines
Riπ∗F
for a morphism π : S → T to be the i-th derived functor of F 7→ lim
←−r
π∗Fr.
For ℓ-adic sheaves, we also consider Ext-groups
ExtiS(F ,G ),
which are the right derived functors of HomS(F ,−).
Of crucial importance is the following lemma:
Lemma 0.0.1. Let F = (Fr)r≥1 be a projective system with H
0(S,Fr)
finite, then
H1(S,F ) = lim
←−
r
H1(S,Fr).
Proof. This follows from [Jan88, Lemma 1.15, Equation (3.1)] as theH0(S,Fr)
satisfy the Mittag-Leffler condition. 
The quotient category of the ℓ-adic sheaves (or Zℓ-sheaves) by the torsion
sheaves is the category of Qℓ-sheaves. In the case of projective systems of
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Qℓ-sheaves F = (Fr)r≥0 we use the ad hoc definitions
H i(S,F ) := lim
←−
r
H i(S,Fr)
ExtiS(G ,F ) := lim←−
r
ExtiS(G ,Fr),
(0.0.3)
where G is just a Qℓ-sheaf.
1. Statement of the main results
For better orientation of the reader we give an overview of the main results
in this paper and the strategy and main ingredients of the proof.
1.1. The residue at ∞ of the Eisenstein class. We identify sections
t : Y (N)→ E with elements in (Z/NZ)2 via the universal level-N -structure
on E. For any (0, 0) 6= t ∈ (Z/NZ)2 one can define a so called Eisenstein
class
EiskQℓ(t) ∈ H
1(Y (N),SymkHQℓ(1))
(cf. Definition 4.2.2). It is convenient to introduce the following notation:
For any map ψ : (Z/NZ)2 \ {(0, 0)} → Qℓ we put
EiskQℓ(ψ) :=
∑
t6=e
ψ(t)EiskQℓ(t).
It is shown in [Bla] that EiskQℓ(ψ) is in fact the image of a class in motivic
cohomology under the regulator map. We are interested in the image of
EiskQℓ(ψ) under the residue map
res∞ : H
1(Y (N),SymkHQℓ(1))→ H
0(∞,Qℓ) ∼= Qℓ
as defined in Definition 5.1.5. The following result was first proved in [BL94]
by a completely different method:
Theorem 1.1.1 (See Corollary 5.2.3). One has
res∞(Eis
k
Qℓ
(ψ)) =
−Nk
(k + 2)k!
∑
(a,b)∈(Z/NZ)2\{(0,0)}
ψ(a, b)Bk+2({
a
N
}),
where Bk+2 denotes the k + 2 Bernoulli polynomial and {
a
N } is the repre-
sentative in [0, 1[ of aN .
1.2. Evaluation of the cup-product construction. For two maps
φ,ψ : (Z/NZ)2 \ {(0, 0)} → Qℓ
we can consider the cup-product
EiskQℓ(φ) ∪ Eis
k
Qℓ
(ψ) ∈ H2(Y (N),SymkHQℓ ⊗ Sym
k
HQℓ(2)).
The cup-product pairing HQℓ ⊗HQℓ → Qℓ(1) induces a pairing
SymkHQℓ ⊗ Sym
k
HQℓ → Qℓ(k)
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and we can consider the image of EiskQℓ(ψ)∪Eis
k
Qℓ
(φ) inH2(Y (N),Qℓ(k+2)).
EiskQℓ(ψ) ∪ Eis
k
Qℓ
(φ) ∈ H2(Y (N),Qℓ(k + 2)).
Let
res∞ : H
2(Y (N),Qℓ(k + 2))→ H
1(∞,Qℓ(k + 1))
be the edge morphism in the Leray spectral sequence for Rj∗ using the
isomorphism ∞∗R1j∗Qℓ(k + 2) ∼= Qℓ(k + 1).
Definition 1.2.1. Let φ∞, ψ : (Z/NZ)
2 \ {(0, 0)} → Qℓ be two maps and
suppose that res∞(Eis
k
Qℓ
(φ∞)) = 1 and res∞(Eis
k
Qℓ
(ψ)) = 0. Then
Dirℓ(ψ) := res∞(Eis
k
Qℓ
(ψ) ∪ EiskQℓ(φ∞)) ∈ H
1(∞,Qℓ(k + 1))
is called the cup-product construction (compare [Hub, Definition 4.1.3.]).
Note that Dirℓ(ψ) does not depend on the choice of φ∞ (as follows from
the formula in Theorem 6.1.1). The main result of this paper is:
Theorem 1.2.2 (see Corollary 6.3.5). Let ψ : (Z/NZ)2 \ {(0, 0)} → Qℓ be
a map such that
res∞(Eis
k
Qℓ
(ψ)) = 0.
Then one has
Dirℓ(ψ)) =
−1
Nk!
∑
06=b∈Z/NZ
ψ(0, b)c˜k+1(ζ
b
N ) ∈ H
1(∞,Qℓ(k + 1)),
where c˜k+1(ζ
b
N ) is the modified cyclotomic Soule´-Deligne element from Def-
inition 3.2.3.
It is explained in [Hub] how this theorem settles the compatibility con-
jecture 6.2. in [BK90].
The main idea in this paper (building upon our former work [Kin01]) is
to describe a Zℓ-version of Eis
k
Qℓ
(t) as Soule´’s twisting construction applied
to elliptic units. Then all explicit computations with the Eisenstein classes
are reduced to computations with the elliptic units.
1.3. Eisenstein classes and elliptic units. We explain how the Eisen-
stein classes are related to elliptic units and in particular how one can define
these classes integrally. For this we need to introduce some notation.
Recall that the Eisenstein class is associated to a non-zero N -torsion
section t : Y (N) → E[N ]. Let ℓ be a prime number. We define the E[ℓr]-
torsor E[ℓr]〈t〉 on the modular curve Y (N) by the cartesian diagram
E[ℓr]〈t〉 −−−−→ E[ℓrN ]
pr,t
y y[ℓr]
Y (N)
t
−−−−→ E[N ].
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Definition 1.3.1. Define the e´tale sheaf Λr(Hr〈t〉) on Y (N) by
Λr(Hr〈t〉) := pr,t∗Z/ℓ
rZ.
If t = e is the identity section we write Λr(Hr).
The sheaves Λr(Hr〈t〉) form an inverse system with respect to the trace
map
Λr+1(Hr+1〈t〉)→ Λr(Hr〈t〉)
and we denote the resulting pro-system by
(1.3.1) Λ(H 〈t〉) := (Λr(Hr〈t〉))r≥1.
For t = e we write Λ(H ) := (Λr(Hr))r≥1.
Remark 1.3.2. The sheaves Λ(H 〈t〉) form the main example of sheaves
of Iwasawa modules mentioned in the title of this paper. The connection is
explained in Lemma 2.3.3.
Note that by Lemma 0.0.1 we have
H1(Y (N),Λ(H 〈t〉)(1)) ∼= lim←−
r
H1(Y (N),Λr(Hr〈t〉)(1))
∼= lim←−
r
H1(E[ℓr]〈t〉,Z/ℓrZ(1)).
(1.3.2)
Fix an auxiliary integer c > 1, which is prime to 6ℓN . Then Kato has
defined a norm-compatible unit cϑE on E \ E[c] (cf. Theorem 3.3.1). Note
that for an N -torsion point t 6= e one has E[ℓr]〈t〉 ⊂ E\E[c] by our condition
on c. Thus, we can restrict cϑE to an invertible function on E[ℓ
r]〈t〉. The
Kummer map (see 2.6.2) gives a class
ES
〈t〉
c,r := ∂r(cϑE) ∈ H
1(E[ℓr]〈t〉,Z/ℓrZ(1))
and by the norm-compatibility we can define:
Definition 1.3.3. Let
ES
〈t〉
c := lim←−
r
∂r(cϑE) ∈ H
1(S,Λ(H 〈t〉)(1)).
In 2.5.2 we define a moment map
momkt : Λ(H )→ TSym
k
H
which gives rise to a map
(1.3.3) H1(S,Λ(H 〈t〉)(1))
momkt−−−−→ H1(S,TSymkH (1)).
We show in Proposition 2.6.8, inspired by a result of Colmez [Col98]:
Proposition 1.3.4 (see 2.6.8). The element
cek(t) := mom
k
t (ES
〈t〉
c ) ∈ H
1(S,TSymkH (1))
coincides with Soule´’s twisting construction (see 2.6.4) applied to the norm
compatible elliptic units cϑE and is called the elliptic Soule´ element.
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Consider the image of momkt (ES
〈t〉
c ) in H1(S,TSym
k
HQℓ(1)). The iso-
morphism SymkHQℓ → TSym
k
HQℓ induces
(1.3.4) H1(S,SymkHQℓ(1))
∼= H1(S,TSymkHQℓ(1)),
which allows us to consider
m˜om
k
t (ES
〈t〉
c ) :=
1
Nk
momkt (ES
〈t〉
c ) ∈ H
1(S,SymkHQℓ(1)).
Theorem 1.3.5 (see Theorem 4.7.1). With the above notation the equality
1
Nk
cek(t) = m˜om
k
t (ES
〈t〉
c ) =
−1
Nk−1
(c2EiskQℓ(t)− c
−kEiskQℓ([c]t))
holds in H1(S,SymkHQℓ(1)). In particular, if c ≡ 1 mod N one has
cek(t) = −N(c
2 − c−k)EiskQℓ(t).
This is the desired relation between EiskQℓ(t) and the elliptic Soule´ element.
2. Sheaves of Iwasawa modules and the moment map
In this section we consider sheaves of Iwasawa modules and define the
moment map. As a motivation we start by looking at the case of modules
under the Iwasawa algebra.
2.1. Iwasawa algebras. Fix a prime number ℓ. Let X be a totally discon-
nected compact topological space of the form
X = lim
←−
r
Xr
with Xr finite discrete. We denote by
C(X,Zℓ) := {f : X → Zℓ | f continuous}
the continuous Zℓ-valued functions on X together with the sup-norm ||−||∞.
Definition 2.1.1. The space of Zℓ-valued measures on X is
Λ(X) := HomZℓ(C(X,Zℓ),Zℓ).
We also write Λr(X) := HomZℓ(C(X,Zℓ),Z/ℓ
rZ) for the Z/ℓrZ-valued mea-
sures on X. For each µ ∈ Λ(X) we write∫
X
fµ := µ(f)
and for x ∈ X we let δx ∈ Λ(X) be the Dirac distribution characterized by
δx(f) = f(x).
As every continuous function in C(X,Zℓ) is the uniform limit of locally
constant functions, we have
Λ(X) = lim
←−
r
HomZℓ(C(Xr,Zℓ),Zℓ) = lim←−
r
Λ(Xr) = lim←−
r
Λr(Xr).
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For a continuous map φ : X → Y one has a homomorphism
(2.1.1) φ! : Λ(X)→ Λ(Y )
defined by (φ!µ)(f) := µ(f ◦ φ). If U ⊂ X is open compact one has
Λ(X) ∼= Λ(U)⊕ Λ(X \ U).
Define
Λ(X)⊗̂Λ(Y ) := lim
←−
r
(Λ(Xr)⊗Zℓ Λ(Yr))
then one has a canonical isomorphism
Λ(X × Y ) ∼= Λ(X)⊗̂Λ(Y ).
Let now X = H = lim
←−r
Hr be a profinite group. Then Λ(Hr) is the
group algebra of Hr and Λ(H) inherits a Zℓ-algebra structure. This algebra
structure can also be defined directly by using the convolution of measures
µ ∗ ν := mult!(µ⊗ ν),
where mult : H ×H → H is the group multiplication. As δg ∗ δh = δgh the
map δ : H → Λ(H)×, h 7→ δh is a group homomorphism.
Definition 2.1.2. Λ(H) with the above Zℓ-algebra structure is called the
Iwasawa algebra of H.
The following situation will frequently occur in the applications in this
paper. Suppose that
0→ H → G
q
−→ T → 0
is an exact sequence of profinite groups with T finite discrete. Define for
t ∈ T
H〈t〉 := q−1(t)
so that G =
⋃
t∈T H〈t〉 and each H〈t〉 is an H-torsor, i.e., has a simply
transitive H-action. Then
Λ(G) ∼=
⊕
t∈T
Λ(H〈t〉)
is a Λ(H)-module and Λ(H〈t〉) is a free Λ(H)-module of rank one.
2.2. The moment map. In this section we consider the profinite group
H ∼= Zdℓ and we write
Hr :=H ⊗Zℓ Zℓ/ℓ
rZℓ ∼= (Zℓ/ℓ
rZℓ)
d
HQℓ :=H ⊗Zℓ Qℓ
∼= Qdℓ .
(2.2.1)
The moment map will be a Zℓ-algebra homomorphism
Λ(H)→ T̂Sym
·
H,
where T̂Sym
·
H is the completion of the Zℓ-algebra of symmetric tensors
with respect to the augmentation ideal.
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We start be recalling some facts about the algebra of symmetric tensors
TSym·H. We remark right away that the right framework for the moment
map is the divided power algebra Γ·H, which in our case is isomorphic to
TSym·H. As we are interested in the relation with the symmetric algebra
in the end, we found it more intuitive to work with TSym·H.
The algebra TSym·H is graded
TSym·H =
⊕
k≥0
TSymkH
and for each h ∈ H one has the symmetric tensor h[k] := h⊗k ∈ TSymkH.
This gives a divided power structure on TSym·H and one has the formulae
(g + h)[k] =
∑
m+n=k
g[m]h[n]
h[m]h[n] =
(m+ n)!
m!n!
h[m+n].
(2.2.2)
The map H → TSym1H, h 7→ h[1] is an isomorphism. By the universal
property of the symmetric algebra this induces an algebra homomorphism
(2.2.3) Sym·H → TSym·H,
which is an isomorphism after tensoring with Qℓ.
From the isomorphism Γ·H ∼= TSym·H it follows directly that TSym·H
is compatible with base change
(TSym·H)⊗Zℓ Z/ℓ
rZ ∼= TSym·Hr
and with direct sums TSym·(H ⊕H) ∼= TSym·H ⊗ TSym·H.
If (e1, . . . , ed) is a basis of H, then
(e
[n1]
1 · · · e
[nd]
d | n1 + . . .+ nd = k)
is a basis of TSymkH. Note that under the homomorphism SymkH →
TSymkH one has
en11 · · · e
nd
d 7→ k!e
[n1]
1 · · · e
[nd]
d .
Let H∨ := HomZℓ(H,Zℓ) be the dual Zℓ-module then one has a canonical
isomorphism
SymkH∨ ∼= (TSymkH)∨.
Let TSym+H :=
⊕
k>0TSym
kH be the augmentation ideal. We denote
by
T̂Sym
·
H := lim
←−
n
TSym·H/(TSym+H)n
the completion of TSym·H with respect to the augmentation ideal. Sim-
ilarly, we also denote by T̂Sym
·
Hr and T̂Sym
·
HQℓ the completions with
respect to the augmentation ideal.
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Lemma 2.2.1. One has
T̂Sym
·
H ∼= lim←−
r
T̂Sym
·
Hr.
Proof. As TSymkH is a free Zℓ-module, one has
TSym·H/(TSym+H)n ∼= lim←−
r
TSym·Hr/(TSym
+Hr)
n
for all n ≥ 1. Taking the inverse limit over n, the result follows. 
Proposition 2.2.2. There is a unique homomorphism of Zℓ-algebras
mom : Λ(H)→ T̂Sym
·
H,
which maps δh 7→
∑
k≥0 h
[k] and is called the moment map. It is the limit
mom = lim
←−r
momr of moment maps at finite level
momr : Λr(Hr)→ T̂Sym
·
Hr
µr 7→
∑
k≥0
(
∑
h∈Hr
µr(h)h
[k]).
Let (e1, . . . , ed) be a basis of H and (x1, . . . , xd) the dual basis considered as
Zℓ-valued functions xi : H → Zℓ. In terms of measures the moment map is
given by
mom(µ) =
∑
k≥0
 ∑
n1+...+nd=k
(
∫
H
xn11 · · · x
nd
d µ)e
[n1]
1 · · · e
[nd]
d
 .
The projection onto the k-th component is denoted by
momk : Λ(H)→ TSymkH
and by momkr : Λr(Hr)→ TSym
kHr respectively.
Remark 2.2.3. The formula for the moment map in terms of measures
justifies the name. For the application to sheaves of Iwasawa algebras it is
the formula on finite level which is important.
Proof. The map momr : Λr(Hr) → T̂Sym
·
Hr in the proposition is the al-
gebra homomorphism induced by the group homomorphism h 7→
∑
k≥0 h
[k]
and the universal property of the group algebra Λr(Hr). Taking the inverse
limit gives mom : Λ(H)→ T̂Sym
·
H.
Write µ ∈ Λ(H) as µ = lim
←−r
µr with µr ∈ Λr(Hr). The dual basis
x1, . . . , xd considered as Z/ℓ
rZ-linear maps xi : Hr → Z/ℓ
rZ induce polyno-
mial functions xnii : Hr → Z/ℓ
rZ and by definition∫
Hr
xn11 · · · x
nd
d µr = µr(x
n1
1 · · · x
nd
d ) =
∑
h∈Hr
µr(h)x1(h)
n1 · · · xd(h)
nd .
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If we observe that∑
n1+...+nd=k
x1(h)
n1 · · · xd(h)
nde
[n1]
1 · · · e
[nd]
d = (x1(h)e1+· · ·+xd(h)ed)
[k] = h[k]
we get ∑
n1+...+nd=k
µr(x
n1
1 · · · x
nd
d )e
[n1]
1 · · · e
[nd]
d =
∑
h∈Hr
µr(h)h
[k] = momkr(µr).
This implies that for the measure µ = lim
←−r
µr ∈ Λ(H) we get
momk(µ) = lim
←−
r
momkr(µr) = lim←−
r
∑
n1+...+nd=k
(
∫
Hr
xn11 · · · x
nd
d µr)e
[n1]
1 · · · e
[nd]
d ,
which implies the desired formula for mom(µ). 
Note that the moment map is functorial. If ϕ : H → G is a group
homomorphism one has a commutative diagram
Λ(H)
mom
−−−−→ T̂Sym
·
H
φ!
y yT̂Sym·(φ)
Λ(G)
mom
−−−−→ T̂Sym
·
G
It is a fact from classical Iwasawa theory that Λ(H) is isomorphic to a power
series ring over Zℓ in d variables. In particular, it is a regular local ring. Let
I(H) := ker(Λ(H)
∫
H−−→ Zℓ)
be the augmentation ideal. Then from the regularity of Λ(H) it follows that
I(H)k/I(H)k+1 ∼= SymkH and the k-th moment map factors
momk : Λ(H)→ Λ(H)/I(H)k+1 → TSymkH.
Lemma 2.2.4. The k-th moment map induces
SymkH ∼= I(H)k/I(H)k+1 →֒ Λ(H)/I(H)k+1
momk
−−−−→ TSymkH,
which is just the canonical map.
Proof. The morphism momk maps an element (δh1−1) · · · (δhk−1) ∈ I(H)
k
to the corresponding product taken in TSym·H. This implies the result. 
Consider again the exact sequence
0→ H → G
q
−→ T → 0
of profinite groups with T a finite N -torsion group.
Definition 2.2.5. For the H-torsors H〈t〉 = q−1(t) define
momkt : Λ(H〈t〉)→ TSym
kH
to be the composition
momkt : Λ(H〈t〉)
[N ]!
−−→ Λ(H)
momk
−−−−→ TSymkH,
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where [N ] : G→ G is the N -multiplication, which factors through H.
Remark 2.2.6. This moment map is not independent of the choice of N
such that t is an N -torsion point.
To remedy this defect consider the composition
(2.2.4) Λ(H〈t〉)
momkt−−−−→ TSymkH → TSymkHQℓ.
Definition 2.2.7. The modified moment map
m˜om
k
t : Λ(H〈t〉)→ Sym
kHQℓ
is the map (2.2.4) composed with the inverse of the isomorphism SymkHQℓ
∼=
TSymkHQℓ divided by N
k, i.e.,
m˜om
k
t :=
1
Nk
momkt .
The following lemma is obvious from the definition.
Lemma 2.2.8. The modified moment map m˜om
k
t depends only on t and
not on N .
2.3. E´tale sheaves of Iwasawa modules. Consider a projective system
of finite e´tale schemes pr : Xr → S and let X := lim←−r
Xr. We denote by
λr : Xr+1 → Xr the finite e´tale maps in the projective system. We denote
by Xr the e´tale sheaf associated to Xr and define an e´tale sheaf on S by
(2.3.1) Λr(Xr) := pr∗Z/ℓ
rZ.
The trace map with respect to λr induces a morphism of sheaves λr∗Z/ℓ
r+1Z→
Z/ℓr+1Z which gives rise to
Λr+1(Xr+1) = pr∗λr∗Z/ℓ
r+1Z→ pr∗Z/ℓ
r+1Z→ pr∗Z/ℓ
rZ = Λr(Xr),
where the last map is reduction modulo ℓr.
Definition 2.3.1. Define an inverse system of e´tale sheaves on S by
Λ(X ) := (Λr(Xr))r≥1,
with the above transition maps.
Remark 2.3.2. Note that Λ(X ) is not an ℓ-adic sheaf in general.
This construction is functorial in the sense that for a morphism of inverse
systems (fr : Xr → Yr)r≥1 the trace map induces
(2.3.2) fr! : Λr(Xr)→ Λr(Yr)
and hence a map f! : Λ(X )→ Λ(Y ).
We want to explain in which sense Λ(X ) is a sheafification of the space
of measures Λ(X).
Let us choose a geometric point s : SpecK → S and let Xr,s be the stalk
of Xr at s. We consider Xr,s as a finite set with a continuous Galois action.
Immediately from the definitions we have:
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Lemma 2.3.3. The stalk of Λr(Xr) at s is
Λr(Xr)s ∼= Λr(Xr,s).
In particular, if we define Λ(X )s := lim←−r
Λr(Xr)s and Xs := lim←−r
Xr,s we
get
Λ(X )s ∼= Λ(Xs),
which is the space of measures on Xs with a Galois action.
In the case where each Xr = Hr
pr
−→ S a finite e´tale group scheme over
S, so that H := lim
←−r
Hr is a pro-e´tale group scheme, the sheaves Λr(Hr)
become sheaves of Z/ℓrZ-algebras. In fact one has
(pr × pr)∗Z/ℓ
rZ ∼= Λr(Hr)⊗ Λr(Hr)
and the group multiplication induces a ring structure on Λr(Hr).
2.4. The case of torsors. The following situation will occur very fre-
quently in this paper. Suppose we have an inverse system of finite e´tale
group schemes on S
(2.4.1) 0→ Hr → Gr
qr
−→ T → 0
where T = Tr for all r is an N -torsion group. For each section t : S → T we
define an Hr-torsor Hr〈t〉 by the cartesian diagram
(2.4.2)
Hr〈t〉 −−−−→ Gr
pr,t
y y
S
t
−−−−→ T.
Denote by H := lim
←−r
Hr, G := lim←−r
Gr and H〈t〉 := lim←−r
Hr〈t〉 the asso-
ciate pro-e´tale group schemes and by Hr, Gr, Hr〈t〉 and H , G , H 〈t〉 the
associated sheaves. In particular one has an exact sequence
(2.4.3) 0→ H → G
q
−→ T → 0
and a cartesian diagram
(2.4.4)
H〈t〉 −−−−→ G
pt
y y
S
t
−−−−→ T.
Each Λr(Hr〈t〉) is a Λr(Hr)-module of rank one and consequently the same
is true for the Λ(H )-module Λ(H 〈t〉).
The sheaves Λ(H 〈t〉) are sheaves of Iwasawa modules under the sheaves
of Iwasawa algebras Λ(H ).
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2.5. The sheafified moment map. In this section we describe a sheaf
version of the moment maps from Proposition 2.2.2.
Let pr : Hr → S be a finite e´tale group scheme which is e´tale locally of
the form
Hr ∼= (Z/ℓ
rZ)d
for d ≥ 1. As in (2.4.2) we consider Hr-torsors pr,t : Hr〈t〉 → S associated
to an exact sequence
0→ Hr → Gr → T → 0
and to an N -torsion section t of T . As T is an N -torsion group by assump-
tion, the N -multiplication map [N ] : Gr → Gr factors through Hr and we
get a map of schemes
(2.5.1) τr,t : Hr〈t〉 →֒ Gr
[N ]
−−→ Hr.
We interpret this as a section τr,t ∈ H
0(Hr〈t〉, p
∗
r,tHr).
Definition 2.5.1. We let
τ
[k]
r,t ∈ H
0(Hr〈t〉, p
∗
r,tTSym
k
Hr)
be the k-th tensor power τr,t. This will also be viewed as a map of sheaves
τ
[k]
r,t : Z/ℓ
rZ→ pr,t∗p
∗
r,tTSym
k
Hr.
Recall that for sheaves F ,G on Hr〈t〉 one has the morphism (given by
the projection formula and adjunction)
(2.5.2) pr,t,!F ⊗ pr,t∗G ∼= pr,t,!(F ⊗ p
∗
r,tpr,t∗G )→ pr,t,!(F ⊗ G )
and that pr,t,! = pr,t∗ as pr,t is finite.
Definition 2.5.2. The sheafified moment map
momkr,t : Λr(Hr〈t〉)→ TSym
k
Hr
is the composition (p := pr,t)
p∗Z/ℓ
rZ
id⊗τ
[k]
r,t
−−−−→ p∗Z/ℓ
rZ⊗ p∗p
∗TSymkHr
(2.5.2)
−−−−→
p∗(Z/ℓ
rZ⊗ p∗TSymkHr) ∼= p∗p
∗TSymkHr
tr
−→ TSymkHr,
where tr is the trace map with respect to p.
From the definition it follows that the moment maps momkr,t are compat-
ible with respect to the trace map for varying r.
Definition 2.5.3. Let
momkt : Λ(H 〈t〉)→ TSym
k
H
be the inverse limit of momkr,t. We also let
m˜om
k
t :=
1
Nk
momkt : H
1(S,Λ(H 〈t〉)(1)) → H1(S,SymkHQℓ(1))
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be the composition of the map induced by 1
Nk
momkt in cohomology with the
inverse of the canonical isomorphism
H1(S,SymkHQℓ(1))
∼= H1(S,TSymkHQℓ(1)).
On stalks the sheafified moment map coincides with the one defined in
Definition 2.2.5:
Lemma 2.5.4. Let s be a geometric point of S, then the stalk of the moment
map
(momkr,t)s : Λr(Hr〈t〉)s → TSym
k
Hr,s
coincides with the moment map momkr,t defined in Definition 2.2.5.
Proof. We have Λr(Hr〈t〉)s = Λr(Hr〈t〉s) and we let
µr =
∑
x∈Hr〈t〉s
mxδx
be an element in Λr(Hr〈t〉s). We identify (p := pr,t)
p∗p
∗TSymkHr,s ∼= Λr(Hr,s)⊗TSym
k
Hr,s
so that
(p∗Z/ℓ
rZ⊗ p∗p
∗TSymkHr)s ∼= Λr(Hr,s)⊗ Λr(Hr,s)⊗TSym
k
Hr,s.
With this identification the image of µr under id⊗ τ
[k]
r,t is given by
(2.5.3) (
∑
x∈Hr〈t〉s
mxδx)⊗ (
∑
y∈Hr〈t〉s
δy ⊗ τ
[k]
r,t (y)).
The homomorphism
Λr(Hr,s)⊗ Λr(Hr,s)⊗ TSym
k
Hr,s
(2.5.2)
−−−−→ Λr(Hr,s)⊗ TSym
k
Hr,s
maps the element in (2.5.3) to∑
x∈Hr〈t〉s
mxδx ⊗ τ
[k]
r,t (x) =
∑
x∈Hr〈t〉s
µr(x)δx ⊗ τ
[k]
r,t (x).
and the trace of this is∑
x∈Hr〈t〉s
µr(x)τ
[k]
r,t (x) =
∑
x∈Hr〈t〉s
µr(x)([N ]x)
[k]
which is the desired formula. 
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2.6. Soule´’s twisting construction and the moment map. Let us con-
sider the situation in (2.4.3)
0→ H → G
q
−→ T → 0
and recall the inverse system of Hr-torsors Hr〈t〉. Denote by λr : Hr+1〈t〉 →
Hr〈t〉 the transition maps and by pr,t : Hr〈t〉 → S the structure map.
Definition 2.6.1. A norm-compatible function θ = (θr)r≥1 on H〈t〉 =
(Hr〈t〉)r≥1 is an inverse system of global invertible sections
θr ∈ Gm(Hr〈t〉)
such that λr∗(θr+1) = θr, where λr∗ is the norm map with respect to λr.
Definition 2.6.2. The Kummer map
∂r : Gm(Hr〈t〉)→ H
1(Hr〈t〉, µℓr ),
is the boundary map for the exact sequence
0→ µℓr → Gm
[ℓr]
−−→ Gm → 0.
Recall the section τ
[k]
r,t ∈ H
0(Hr〈t〉, p
∗
r,tTSym
k
Hr) from Definition 2.5.1.
Soule´’s twisting construction is now as follows.
Definition 2.6.3. Let
s(r, k, t) := pr,t∗(∂r(θr) ∪ τ
[k]
r,t ) ∈ H
1(S,TSymkHr(1)),
where we have written TSymkHr(1) := TSym
k
Hr ⊗ µℓr as usual.
Recall from Lemma 2.2.1 that lim
←−r
TSymkHr = TSym
k
H and denote by
redr : TSym
k
Hr+1 → TSym
k
Hr the reduction modulo ℓ
r.
Proposition 2.6.4 (Soule´). Under the transition maps
redr : H
1(S,TSymkHr+1(1))→ H
1(S,TSymkHr(1))
one has redr(s(r + 1, k, t)) = s(r, k, t). In particular, one gets an element
s(k, t) := lim
←−
r
s(r, k, t) ∈ H1(S,TSymkH (1)).
We refer to this construction as Soule´’s twisting construction.
Remark 2.6.5. In general Soule´’s twisting construction allows also to con-
struct elements in other Galois representations and it depends on the choice
of elements in the Galois representation. Here we have fixed the tautological
sections τ
[k]
r,t of TSym
k
Hr to define this twist. In [HK06] one can find more
general twisting constructions.
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Proof. By abuse of notation we also denote by redr any map on coho-
mology which reduces the coefficient module modulo ℓr. Then one has
redr ◦ λr∗ = λr∗ ◦ redr. We have redr(τ
[k]
r+1,t) = λ
∗
r(τ
[k]
r,t ) and by assump-
tion redr ◦ λr∗(θr+1) = λr∗ ◦ redr∗(θr+1) = θr. Then
redr(s(r + 1, k, t)) = redr ◦ pr+1,t∗(∂r+1(θr+1) ∪ τ
[k]
r+1,t)
= pr+1,t∗(redr(∂r+1(θr+1)) ∪ redr(τ
[k]
r+1,t))
= pr,t∗ ◦ λr∗(redr(∂r+1(θr+1)) ∪ λ
∗
r(τ
[k]
r,t ))
= pr,t∗(λr∗ ◦ redr(∂r+1(θr+1)) ∪ τ
[k]
r,t )
= pr,t∗(∂r(θr) ∪ τ
[k]
r,t )
= s(r, k, t).

The following identification is fundamental for the whole paper.
Lemma 2.6.6. Let pr,t : Hr〈t〉 → S be the Hr-torsor as above, then one
has a canonical isomorphism
H i(Hr〈t〉, µℓr) ∼= H
i(S,Λr(Hr〈t〉)(1)).
Proof. As pr,t is finite this follows from the Leray spectral sequence. 
With this identification we can rewrite the Kummer map and one gets a
commutative diagram
(2.6.1)
Gm(Hr+1〈t〉)
∂r+1
−−−−→ H1(S,Λr+1(Hr+1〈t〉)(1))
λr∗
y yλr∗
Gm(Hr〈t〉)
∂r−−−−→ H1(S,Λr(Hr〈t〉)(1)),
where the λr∗ on the right hand side is induced by the trace map λr! :
Λr+1(Hr+1〈t〉) → Λr(Hr〈t〉). This diagram allows to consider the inverse
limit of the ∂r(θr):
Definition 2.6.7. The norm-compatible functions θ = (θr)r≥1 define an
element
S
〈t〉 := lim
←−
r
∂r(θr) ∈ H
1(S,Λ(H 〈t〉)(1)) = lim
←−
r
H1(S,Λr(Hr〈t〉)(1)).
We also let S
〈t〉
r := ∂r(θr).
With this preliminaries we can finally explain the crucial relation between
the moment map and Soule´’s twisting construction.
Proposition 2.6.8. The homomorphism
momkr,t : H
1(S,Λr(Hr〈t〉)(1)) → H
1(S,TSymkHr(1))
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induced by the moment map momkr,t coincides with the composition
H1(S,Λr(Hr〈t〉)(1)) ∼= H
1(Hr〈t〉,Z/ℓ
rZ(1))
∪τ
[k]
r−−−→
H1(Hr〈t〉, p
∗
r,tTSym
k
Hr(1))
pr,t∗
−−−→ H1(S,TSymkHr(1)).
In particular, one has momkr,t(S
〈t〉
r ) = s(r, k, t) and in the limit
momkt (S
〈t〉) = s(k, t).
Proof. Let p := pr,t then the result follows from the commutative diagram
H1(Hr〈t〉, µℓr)×H
0(Hr〈t〉, p
∗TSymkHr)
∪
//
∼=

H1(Hr〈t〉, p
∗TSymkHr(1))
∼=

H1(S, p∗(Z/ℓ
rZ⊗ p∗TSymkHr(1)))
H1(S, p∗µℓr)×H
0(S, p∗p
∗TSymkHr)
∪
// H1(S, p∗Z/ℓ
rZ⊗ p∗p
∗TSymkHr(1))
(2.5.2)
OO

3. Three examples
3.1. The Bernoulli measure and its moments. Let N > 1 and t ∈
Z/NZ and consider for each r ≥ 0 the exact sequence
0→ Z/ℓrZ→ Z/ℓrNZ
qr
−→ Z/NZ→ 0,
where qr is reduction modulo N . We let Zr := Z/ℓ
rZ and Z := Zℓ. In the
notation of (2.4.3) we have Hr = Z/ℓ
rZ, Gr = Z/ℓ
rNZ and T = Z/NZ. We
define
Zr〈t〉 := q
−1
r (t) = {x ∈ Z/ℓ
rNZ | x ≡ t mod N}
so that Zr〈t〉 = Hr〈t〉 in the notation of (2.4.3). We denote by
Z〈t〉 := lim
←−
r
Zr〈t〉
the inverse limit. As before, each Zr〈t〉 is an Zr-torsor. Recall that Z〈0〉 =
Z = Zℓ and that Λ(Z〈t〉) is a free rank one Λ(Z)-module.
Let us define the Bernoulli measure in Λ(Z〈t〉). We choose, as usual, an
auxiliary c ∈ Z with (c, ℓN) = 1 to make the Bernoulli distribution integral
(for the properties of the Bernoulli numbers we refer to [Lan90, Ch. 2, §2]).
Definition 3.1.1. Denote by Bk(x) the k-th Bernoulli polynomial. The
map
B
〈t〉
2,c,r : Zr〈t〉 → Z/ℓ
rZ
x 7→
ℓrN
2
(c2B2({
x
ℓrN
})−B2({
cx
ℓrN
})),
(3.1.1)
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where for an element x ∈ R/Z we write {x} for its representative in [0, 1[,
defines an element
B
〈t〉
2,c,r ∈ Λr(Zr〈t〉).
By the distribution property of the Bernoulli polynomials the B2,c,r are
compatible under the trace map Λr+1(Zr+1〈t〉)→ Λr(Zr〈t〉) and give rise to
a measure
(3.1.2) B
〈t〉
2,c := lim←−
r
B
〈t〉
2,c,r ∈ Λ(Z〈t〉).
We want to compute the moments of the Bernoulli measure. Choose e =
1 ∈ Zℓ as a basis and let x = id : Zℓ → Zℓ be the dual basis. By standard
congruences for Bernoulli polynomials (see e.g. [Lan90, Theorem 2.1]) we
have
momkt (B
〈t〉
2,c) =
∫
Z〈t〉
xkdB
〈t〉
2,c
=
Nk+1
ck(k + 2)
(ck+2Bk+2({
t
N
})−Bk+2({
ct
N
})).
(3.1.3)
Note that if c ≡ 1 mod N we get
(3.1.4) momkt (B
〈t〉
2,c) =
Nk+1(ck+2 − 1)
ck(k + 2)
Bk+2({
t
N
}).
3.2. Modified cyclotomic Soule´-Deligne elements. We review the cy-
clotomic elements defined by Soule´ [Sou81] and Deligne [Del89] from our
perspective. In the literature two kinds of Soule´-Deligne elements are in
use. There are the ones used in Iwasawa theory obtained by using the norm
of the field extension Q(µℓrN )/Q(µN ) and the ones which come from mo-
tivic cohomology via the regulator map. These are obtained by the trace
map from [ℓr] : µℓrN → µN . The relation between these two elements is
essentially an Euler factor (see the discussion in [Hub]). We treat here only
the later elements originating from motivic cohomology.
Let N > 1 and consider the exact sequence of finite e´tale group schemes
over a base S
0→ µℓr → µℓrN → µN → 0.
With the notations in (2.4.1) we have Hr = µℓr , Gr = µℓrN and T = µN .
For each 1 6= α ∈ µN (S) we define as in (2.4.2) the µℓr -torsor µℓr〈α〉 by the
cartesian diagram
(3.2.1)
µℓr〈α〉 −−−−→ µℓrN
pr,α
y y
S
α
−−−−→ µN .
The inverse limit of these µℓr -torsors is denoted by
T 〈α〉 := lim
←−
r
µℓr〈α〉
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and we use the same notation for the associated sheaves.
On Gm \ {1} we have the invertible function
Ξ : Gm \ {1} → Gm
z 7→ 1− z
and it is well-known that Ξ is norm-compatible: if [ℓr] denotes the ℓr-
multiplication on Gm one has
(3.2.2) [ℓr]∗(Ξ) = Ξ.
Thus we can restrict Ξ to µℓr〈α〉 to get norm-compatible functions θr in the
notation of Definition 2.6.1.
Definition 3.2.1. We let
CS
〈α〉
r := ∂r(Ξ) ∈ H
1(S,Λr(µℓr〈α〉)(1))
and define
CS
〈α〉 := lim
←−
r
CS
〈α〉
r ∈ H
1(S,Λ(T 〈α〉)(1))
The section τr,α from Definition 2.5.1 is the map
τr,α : µℓr〈α〉 →֒ µℓrN
[N ]
−−→ µℓr
and its k-th tensor power gives
(3.2.3) τ [k]r,α ∈ H
0(µℓr〈α〉,Z/ℓ
rZ(k)).
Definition 3.2.2. Let 1 6= α ∈ µN (S). We denote by
c˜k+1,r(α) := pr,α∗(∂r(Ξ) ∪ τ
[k]
r,α) ∈ H
1(S,Z/ℓrZ(k + 1))
the element s(r, k, α) obtained by Soule´’s twisting construction.
Note that for S := SpecQ(µℓrN ) the section τ
[k]
r,α is given by β 7→ (βN )⊗k
for β ∈ µℓr〈α〉(S). Moreover, one has
µℓr〈α〉(S) = {β ∈ µℓrN (S) | β
ℓr = α}.
It follows that over S := SpecQ(µℓrN ) the element c˜k+1,r(α) is given explic-
itly by
(3.2.4) c˜k+1,r(α) =
∑
β∈µℓr 〈α〉(S)
∂r(1− β) ∪ (β
N )⊗k.
Definition 3.2.3. For 1 6= α ∈ µN (S) and k ≥ 1 the modified cyclotomic
Soule´-Deligne element is
c˜k+1(α) := lim←−
r
c˜k+1,r(α) ∈ H
1(S,Zℓ(k + 1)).
Moreover, for a function ψ : µN (S)→ Zℓ we let
c˜k+1(ψ) :=
∑
α∈µN (S)
ψ(α)c˜k+1(α).
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From the general result in Proposition 2.6.8 we get the following relation
between CS〈α〉 and c˜k+1(α) under the moment map
momkα : H
1(S,Λ(T 〈α〉)(1)) → H1(S,Zℓ(k + 1)).
Proposition 3.2.4. In H1(S,Z/ℓrZ(k + 1)) one has
momkr,α(CS
〈α〉
r ) = c˜k+1,r(α)
and in the limit
momkα(CS
〈α〉) = c˜k+1(α)
For later use we need a variant of CS
〈α〉
r . Fix an integer c > 1 which is
prime to ℓN . The function
(3.2.5) cΞ : Gm \ µc → Gm
defined by z 7→ (1−z)
c2
1−zc is norm-compatible and one has cΞ = Ξ
c2([c]∗Ξ)−1.
Note that the [c]-multiplication maps
[c] : µℓr〈α〉 ∼= µℓr〈α
c〉.
Definition 3.2.5. Let
CS
〈α〉
c,r := ∂r(cΞ) = c
2
CS
〈α〉
r − [c]
∗
CS
〈αc〉
r
in H1(S,Λr(µℓr〈α〉)(1)) and define
CS
〈α〉
c := lim←−
r
CS
〈α〉
c,r ∈ H
1(S,Λ(T 〈α〉)(1)).
We compute the moments of CS
〈α〉
c .
Proposition 3.2.6. Let k ≥ 1 then
momkα(CS
〈α〉
c ) = c
2c˜k+1(α)− c
−k c˜k+1(α
c).
In particular, for c ≡ 1 mod N one has
momkα(CS
〈α〉
c ) =
ck+2 − 1
ck
c˜k+1(α).
Proof. There is a commutative diagram
Λr(µℓr〈α〉)
[c]!
//
momkr,α

Λr(µℓr〈α
c〉)
momk
r,αc

Z/ℓrZ(k)
[c]k
// Z/ℓrZ(k)
and as [c] : µℓr〈α〉 ∼= µℓr〈α
c〉 is an isomorphism, one has [c]∗[c]
∗ = id and
one computes
ckmomkr,α([c]
∗
CS
〈αc〉
r ) = mom
k
r,αc([c]∗[c]
∗
CS
〈αc〉
r ) = mom
k
r,αc(CS
〈αc〉
r ) = c˜k+1,r(α
c)
with Proposition 3.2.4 and the result follows. 
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3.3. Elliptic Soule´ elements. We use the theory of norm-compatible el-
liptic units as developed by Kato.
First we fix an analytic uniformization of Y (N)(C) which is the same
as in [Kat04]. Note that σ ∈ GL2(Z/NZ) acts from the left on Y (N) by
σα(v) := α(vσ) for all v ∈ (Z/NZ)2. Let H := {τ ∈ C | Imτ > 0} be the
upper half plane, then one has an analytic uniformization
ν : (Z/NZ)× × (Γ(N)\H)
∼=
−→ Y (N)(C)
(a, τ) 7→ (C/(Zτ + Z), α),
(3.3.1)
where Γ(N) := ker(SL2(Z)→ SL2(Z/NZ)) and α is the level structure given
by (v1, v2) 7→
av1τ+v2
N .
Recall the main theorem from [Kat04].
Theorem 3.3.1 (Kato [Kat04] 1.10.). Let E be an elliptic curve over a
scheme S and c be an integer prime to 6, then there exists a unit cϑE ∈
O(E \ E[c])× such that
(1) divcϑE = c
2(0) − E[c]
(2) [d]∗cϑE = cϑE for all d prime to c
(3) If ϕ : E→ E′ is an isogeny of elliptic curves over S with degϕ prime
to c, then
ϕ∗(cϑE) = cϑE′ .
(4) For τ ∈ H and z ∈ C \ c−1(Zτ + Z) let cϑ(τ, z) be the value at z of
cϑE for the elliptic curve E = C/(Zτ + Z) over C. Then
cϑ(τ, z) = q
(c2−1)/12
τ (−qz)
(c−c2)/2 (1− qz)
c2
1− qcz
γ˜qτ (qz)
c2 γ˜qτ (q
c
z)
−1
where qτ := e
2πiτ , qz := e
2πiz and
γ˜qτ (t) :=
∏
n≥1
(1− qnτ qz)
∏
n≥1
(1− qnτ q
−1
z ).
Note that γ˜ differs from Kato’s γ.
Corollary 3.3.2. Let t = aτN +
b
N ∈ C/(Zτ + Z) be an N -torsion point,
a, b ∈ Z and let ζN := e
2πi
N , then
cϑ(τ, t) = q
1
2
(c2B2({
a
N
})−B2({
ca
N
}))
τ (−ζ
b
N )
c−c2
2
(1 − q
a
N
τ ζbN )
c2
(1− q
ca
N
τ ζcbN )
γ˜qτ (q
a
N
τ ζbN )
c2
γ˜qτ (q
ca
N
τ ζcbN )
Proof. This follows from Theorem 3.3.1 by writing qz = q
a
N
τ ζbN and a straight-
forward computation using B2(x) = x
2 − x+ 16 , so that
c2B2({
a
N
})−B2({
ca
N
}) =
(c− c2)a
N
+
c2 − 1
6
.

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For the elliptic curve π : E→ S and an integer N > 1 consider the exact
sequence of finite e´tale group schemes
0→ E[ℓr]→ E[ℓrN ]→ E[N ]→ 0.
In the notation of (2.4.1) we have Hr = E[ℓ
r], Gr = E[ℓ
rN ] and T = E[N ].
For each section t ∈ E[N ](S) one has the E[ℓr]-torsor Hr〈t〉 = E[ℓ
r]〈t〉
defined by the cartesian diagram
E[ℓr]〈t〉 //
pr,t

E[ℓrN ] //

E
[ℓr]

S
t
// E[N ] // E.
We denote by Hr and Hr〈t〉 the sheaves associated to E[ℓ
r] and E[ℓr]〈t〉
respectively. We also define
H := (Hr)r≥1
H 〈t〉 := (Hr〈t〉)r≥1.
Let c > 1 be an integer with (c, 6ℓN) = 1 and consider the function
cϑE : E \ E[c]→ Gm.
By Theorem 3.3.1 this function is norm-compatible
[ℓr]∗(cϑE) = cϑE.
Note that for t 6= e one has E[ℓr]〈t〉 ⊂ E \ E[c], by our condition on c. Thus,
we can restrict cϑE to an invertible function, called θr in Definition 2.6.1, on
E[ℓr]〈t〉.
Definition 3.3.3. Let
ES
〈t〉
c,r := ∂r(cϑE) ∈ H
1(S,Λr(Hr〈t〉)(1))
and in the limit
ES
〈t〉
c := lim←−
r
ES
〈t〉
r ∈ H
1(S,Λ(H 〈t〉)(1)).
The section τr,t from Definition 2.5.1 is given by
τr,t : E[ℓ
r]〈t〉 →֒ E[ℓrN ]
[N ]
−−→ E[ℓr].
Its k-tensor power gives
τ
[k]
r,t ∈ H
0(E[ℓr]〈t〉,TSymkHr).
Soule´’s twisting construction allows now to define:
Definition 3.3.4. With the above notations let
cek,r(t) := pr,t∗(∂r(cϑE) ∪ τ
[k]
r,t ) ∈ H
1(S,TSymkHr(1))
and
cek(t) := lim←−
r
cek,r(t) ∈ H
1(S,TSymkH (1)).
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We call cek(t) the elliptic Soule´ element. For a function ψ : (E[N ](S)\{e}) →
Zℓ we let
cek(ψ) :=
∑
t∈E[N ](S)\{e}
ψ(t)cek(t).
Suppose that S is a scheme such that the group scheme E[ℓrN ] is isomor-
phic to (Z/ℓrNZ)2 (for example S = Y (ℓrN)). Then one has Hr ∼= (Z/ℓ
rZ)2
and the pull-back of cek,r(t) to S is given explicitly by
cek,r(t) =
∑
[ℓr]Q=t
∂r(cϑE(Q)) ∪ ([N ]Q)
⊗k ∈ H1(S,TSymk(Z/ℓrZ)2(1)).
The moment map is in our context
momkr,t : H
1(S,Λr(Hr〈t〉)(1)) → H
1(S,TSymkHr(1))
or in the limit
momkt : H
1(S,Λ(H 〈t〉)(1)) → H1(S,TSymkH (1)).
From the general result Proposition 2.6.8 we get:
Proposition 3.3.5. One has
momkr,t(ES
〈t〉
c,r) = cek,r(t)
and
momkt (ES
〈t〉
c ) = cek(t).
For later use we note:
Lemma 3.3.6. With the above notations, one has the relation
cek(−t) = (−1)
k
cek(t).
Proof. The norm-compatibility of cϑE implies [−1]∗cϑE = cϑE and hence
[−1]∗ES
〈−t〉
c,r = ES
〈t〉
c,r.
The claim follows from the commutative diagram
Λr(Hr〈−t〉)
[−1]!
−−−−→ Λr(Hr〈t〉)
momk−t
y ymomkt
TSymkHr
(−1)k
−−−−→ TSymkHr.

4. Eisenstein classes, elliptic Soule´ elements and the integral
ℓ-adic elliptic polylogarithm
In this section we compare the elliptic Soule´ elements with the Eisenstein
classes. The idea consists in writing the Eisenstein classes as specializations
of the elliptic polylogarithm and then to define an integral version of the
elliptic polylogarithm which is directly related to the elliptic Soule´ elements.
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4.1. A brief review of the elliptic logarithm sheaf. We give a brief
review of the elliptic polylogarithm and refer for more details to [Hub], the
original source [BL94] or to the appendix A in [HK99].
Let π : E → S be a family of elliptic curves with unit section e : S → E.
We let
(4.1.1) Λ := Z/ℓrZ,Zℓ,Qℓ
and we consider lisse sheaves of Λ-modules.
A Λ-sheaf G is unipotent of length n with respect to π, if it has a filtration
G = A0G ⊃ AG ⊃ . . . ⊃ An+1G = 0 such that AkG /Ak+1G ∼= π∗F k for a
lisse Λ-sheaf F k on S. Beilinson and Levin show:
Proposition 4.1.1 ([BL94] Proposition 1.2.6). There is a n-unipotent sheaf
Log
(n)
Λ together with a section 1
(n) ∈ Γ(S, e∗Log
(n)
Λ ) such that for any n-
unipotent Λ-sheaf G the homomorphism
π∗HomE(Log
(n)
Λ ,G )→ e
∗
G
φ 7→ φ ◦ 1(n)
is an isomorphism. The pair (Log
(n)
Λ , 1
(n)) is unique up to unique isomor-
phism.
Obviously, as any n−1-unipotent sheaf is also n-unipotent, one has tran-
sition maps Log
(n)
Λ → Log
(n−1)
Λ which map 1
(n) 7→ 1(n−1).
Definition 4.1.2. The pro-sheaf (LogΛ, 1) := (Log
(n)
Λ , 1
(n)) with the above
transition maps is called the elliptic logarithm sheaf.
We review some facts about LogΛ. Let HΛ := HomS(R
1π∗Λ,Λ), then
one has exact sequences
(4.1.2) 0→ π∗SymnHΛ → Log
(n)
Λ → Log
(n−1)
Λ → 0,
which in the case that Λ = Qℓ induce an isomorphism
(4.1.3) e∗Log
(n)
Qℓ
∼=
n∏
k=0
SymkHQℓ ,
which maps 1(n) to 1 ∈ Qℓ. Also in the case Λ = Qℓ the sheaf LogQℓ admits
an action of HQℓ
(4.1.4) mult : π∗HQℓ ⊗LogQℓ → LogQℓ ,
which on the associated graded pieces π∗SymkHQℓ is just the usual multi-
plication with HQℓ
π∗HQℓ ⊗ π
∗SymkHQℓ → π
∗Symk+1HQℓ .
The most important fact about the logarithm sheaf is the vanishing of its
higher direct images except the second one.
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Proposition 4.1.3 ([BL94], Lemma 1.2.7). One has
Riπ∗LogΛ =
{
0 if i 6= 2
R2π∗Λ ∼= Λ(−1) if i = 2.
Another important fact about the logarithm sheaf is the splitting princi-
ple, which we formulate as follows:
Proposition 4.1.4 ([BL94] 1.2.10 (vi), [HK99] Corollary A.2.6.). Let ϕ :
E→ E′ be an isogeny and denote by Log′Qℓ the logarithm sheaf of E
′. Then
one has an isomorphism
LogQℓ
∼= ϕ∗Log′Qℓ .
In particular, for each section t ∈ kerϕ(S) one has a canonical isomorphism
t∗LogQℓ
∼= e′
∗
Log′Qℓ
∼= e∗LogQℓ =
∏
n≥0
SymnHQℓ .
Note that in the case where ϕ = [N ] the isomorphism in the proposi-
tion induces the multiplication by [N ]k on the graded pieces π∗SymkHQℓ of
LogQℓ .
4.2. The elliptic polylogarithm and Eisenstein classes. The Leray
spectral sequence together with Proposition 4.1.3 and the localization se-
quence give an isomorphism
(4.2.1) Ext1
E\{e}(π
∗
HQℓ ,LogQℓ(1))
∼= HomS(HQℓ ,
∏
n≥1
SymnHQℓ)
(see [HK99, A.3] or [Hub]).
Definition 4.2.1. The (small) elliptic polylogarithm is the class
pol ∈ Ext1
E\{e}(π
∗
HQℓ ,LogQℓ(1)),
which maps to the canonical inclusion HQℓ →֒
∏
n≥1 Sym
n
HQℓ under the
above isomorphism (4.2.1).
Consider a non-zeroN -torsion section t ∈ E(S). If we use the isomorphism
t∗LogQℓ
∼=
∏
n≥0 Sym
n
HQℓ from Proposition 4.1.4 we get
t∗pol = (t∗poln)n≥0 ∈ Ext
1
S(HQℓ ,
∏
n≥0
SymnHQℓ(1)).
To get classes in H1(S,SymnHQℓ(1)) we use the map
(4.2.2)
contrHQℓ : Ext
1
S(HQℓ ,
∏
n≥0
SymnHQℓ(1))→ Ext
1
S(Qℓ,
∏
n≥1
Symn−1HQℓ(1))
defined by first tensoring an extension with H ∨Qℓ , where H
∨
Qℓ
is the dual of
HQℓ , and then compose with the contraction map
H
∨
Qℓ
⊗ SymnHQℓ → Sym
n−1
HQℓ
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mapping h∨ ⊗ h1 ⊗ · · · ⊗ hn to
1
n+1
∑n
j=1 h
∨(hj)h1 ⊗ · · · ĥj · · · ⊗ hn.
Definition 4.2.2. Let N > 1 and t ∈ E[N ](S) be a non-zero N -torsion
point, then
EiskQℓ(t) := −N
k−1contrHQℓ (t
∗polk+1) ∈ H1(S,SymkHQℓ(1))
is called the k-th Eisenstein class. If ψ : (E[N ](S) \ {e}) → Q is a map, we
define
EiskQℓ(ψ) :=
∑
t∈E[N ](S)\{e}
ψ(t)EiskQℓ(t).
Remark 4.2.3. The factor −Nk−1 is for historical reasons as the Eisenstein
classes were originally defined in a different way by Beilinson (see [Be˘ı86,
Theorem 7.3])
4.3. A variant of the elliptic polylogarithm. For the comparison of
the Eisenstein classes with the elliptic Soule´ elements a slight variant of the
elliptic polylogarithm is useful.
The localization sequence for LogQℓ on E and the closed subscheme E[c]
for c > 1 gives
(4.3.1) 0→ H1(E \ E[c],LogQℓ(1))
res
−−→ H0(E[c],LogQℓ |E[c])→ Qℓ → 0
because H1(E,LogQℓ(1)) = 0 and H
2(E,LogQℓ(1))
∼= H2(E,Qℓ) ∼= Qℓ by
Proposition 4.1.3. In H0(E[c],LogQℓ |E[c]) we have an element which maps
to 0 in Qℓ as follows: We have
H0(E[c],Qℓ) ⊂ H
0(E[c],LogQℓ |E[c])
and consider q : E[c] → S and the section e : S → E[c]. These morphisms
induce
e∗ : H
0(S,Qℓ)→ H
0(E[c],Qℓ)
and
q∗ : H0(S,Qℓ)→ H
0(E[c],Qℓ).
Definition 4.3.1. Let 1 ∈ H0(S,Qℓ) be the constant section which is iden-
tically 1 on S. Then we let
c2e∗(1) − q
∗(1) ∈ H0(E[c],Qℓ) ⊂ H
0(E[c],LogQℓ |E[c]).
Note that c2e∗(1) − q
∗(1) maps to 0 ∈ Qℓ under the map in (4.3.1). We
can now define the variant of the elliptic polylogarithm.
Definition 4.3.2. The elliptic polylogarithm polc associated to c
2e∗(1) −
q∗(1) is the cohomology class
polc ∈ H
1(E \ E[c],LogQℓ(1))
with res(polc) = c
2e∗(1) − q
∗(1) ∈ H0(E[c],LogQℓ |E[c]).
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This cohomology class is related to pol as follows. Write
H1(E \ E[c],LogQℓ(1))
∼= Ext1E\E[c](Qℓ,LogQℓ(1))
and define a map
(4.3.2) multHQℓ : Ext
1
E\E[c](Qℓ,LogQℓ(1))→ Ext
1
E\E[c](π
∗
HQℓ ,LogQℓ(1))
by first tensoring an extension with π∗HQℓ and then push-out with mult :
π∗HQℓ ⊗LogQℓ → LogQℓ from Equation (4.1.4). This gives
multHQℓ (polc) ∈ Ext
1
E\E[c](π
∗
HQℓ ,LogQℓ(1)).
On the other hand consider
[c]∗pol ∈ Ext1
E\E[c](π
∗
HQℓ , [c]
∗
LogQℓ(1))
and use the isomorphism LogQℓ
∼= [c]∗LogQℓ from Proposition 4.1.4 to
obtain a class in Ext1
E\E[c](π
∗HQℓ ,LogQℓ(1)). Restriction of pol to E \ E[c]
gives another class in Ext1
E\E[c](π
∗HQℓ ,LogQℓ(1)).
Proposition 4.3.3. There is an equality
multHQℓ (polc) = c
2pol |E\E[c] −c[c]
∗pol
in Ext1
E\E[c](π
∗HQℓ ,LogQℓ(1)).
Proof. As in Equation (4.2.1) we have
Ext1
E\E[c](π
∗
HQℓ ,LogQℓ(1)) ⊂ HomE[c](HQℓ ,
∏
n≥0
SymnHQℓ)
and we have to show that the images of the elements multHQℓ (polc) and
c2pol |E\E[c] −c[c]
∗pol in the right hand side are the same. One has two
maps
e∗ : HomS(HQℓ ,HQℓ)→ HomE[c](HQℓ ,HQℓ)
and
q∗ : HomS(HQℓ ,HQℓ)→ HomE[c](HQℓ ,HQℓ).
It follows from the definition of multHQℓ (polc) and c
2pol |E\E[c] −c[c]
∗pol
that both elements map to
c2e∗(id)− q
∗(id) ∈ HomE[c](HQℓ ,HQℓ)
(note that the identification LogQℓ
∼= [c]∗LogQℓ is multiplication by c on
HQℓ so that the residue of [c]
∗pol is 1c idE[c]). 
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4.4. The variant of the elliptic polylogarithm and Eisenstein classes.
We are going to explain how specializations of polc are related to the Eisen-
stein classes.
Let (c,N) = 1 and recall from Definition 4.3.2 the class
polc ∈ Ext
1
E\E[c](Qℓ,LogQℓ(1)).
If we pull this back along a non-zero N -torsion section t ∈ E[N ](S), we get,
using again t∗LogQℓ
∼=
∏
n≥0 Sym
n
HQℓ ,
t∗polc ∈ Ext
1
S(Qℓ,
∏
n≥0
SymnHQℓ(1))
and the k-th component gives a class
t∗polkc ∈ H
1(S,SymkHQℓ(1)).
Proposition 4.4.1. In H1(S,SymkHQℓ(1)) we have the equality
t∗polkc =
−1
Nk−1
(c2EiskQℓ(t)− c
−kEiskQℓ([c]t)).
In particular, for c ≡ 1 mod N one has
t∗polkc =
−1
Nk−1
ck+2 − 1
ck
EiskQℓ(t).
Proof. According to Proposition 4.3.3 we have
multHQℓ (pol
k
c ) = c
2polk+1 |E\E[c] −c[c]
∗polk+1.
Taking the pull-back along t of the right hand side and applying the map
contrHQℓ gives
−1
Nk−1
(c2EiskQℓ(t)− c
−kEiskQℓ([c]t))
(note that the isomorphism LogQℓ
∼= [c]∗LogQℓ is multiplication by c
k+1 on
Symk+1HQℓ by the remark after Proposition 4.1.4 so that we have to divide
by ck+1). Thus it remains to show that
contrHQℓ (t
∗multHQℓ (pol
k
c )) = t
∗polkc .
But obviously we have contrHQℓ ◦ t
∗multHQℓ = contrHQℓ ◦multHQℓ t
∗, where
the last multHQℓ is now on
∏
n≥0 Sym
n
HQℓ , which gives
contrHQℓ (t
∗multHQℓ (pol
k
c )) = contrHQℓ ◦multHQℓ (t
∗polkc ).
A direct computation shows that contrHQℓ ◦ multHQℓ is the identity map.
This gives the desired result. 
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4.5. Sheaves of Iwasawa modules and the elliptic logarithm sheaf.
In this section we relate the elliptic logarithm sheaf to a certain sheaf of
Iwasawa modules.
Write Er := E with structure map πr∗ : Er → S and identity section
er : S → Er. Let
pr := [ℓ
r] : Er → E
be the ℓr-multiplication map.
Definition 4.5.1. Let Λn = Z/ℓ
nZ, then the geometric elliptic logarithm
sheaf with coefficients in R is the inverse system
LΛn := (pr∗Λn)
where the transition maps are the trace maps pr+1∗Ln → pr∗Ln. Define a
ring sheaf by
RΛn := e
∗
LΛn
and let 1n ∈ RΛn be the identity section.
As Er is an E[ℓ
r]-torsor over E, the sheaf LΛn is an π
∗RΛn-module, which
is locally free of rank one. Denote by IΛn ⊂ RΛn the augmentation ideal
and by I kΛn its k-th power. We define
(4.5.1) L
(k)
Λn
:= LΛn ⊗π∗RΛn π
∗(RΛn/I
k+1
Λn
).
The first main result in this section is the following theorem:
Theorem 4.5.2. There is a canonical isomorphism
L
(k)
Λn
∼=
−→ Log
(k)
Λn
which maps 1n to 1
(k)
Λn
. Here Log
(k)
Λn
denotes the constant inverse system.
For the proof we need a characterization of lisse Λn-sheaves on E.
Proposition 4.5.3. Let G be a lisse Λn-sheaf on E. Then there is an integer
s such that
π∗HomE(ps∗Λn,G )
∼= e∗G .
In particular, the functor G 7→ e∗G induces an equivalence between the cat-
egory of lisse Λn-sheaves on E and lisse Λn-sheaves on S with a continuous
action of RΛn .
Proof. As pr is finite e´tale, one has
π∗HomE(pr∗Λn,G ) = πr∗HomEr(Λn, p
∗
rG ) = πr∗p
∗
rG .
As G is a lisse Λn-sheaf, there is an s such that p
∗
sG comes from S, which
means p∗sG
∼= π∗se
∗
sp
∗
sG . This implies that
π∗HomE(ps∗Λn,G ) = πs∗π
∗
se
∗
sp
∗
sG
∼= e∗G .
This isomorphism allows to define a continuous action of RΛn on e
∗G (where
continuous means that the action factors through some e∗ps∗Λn). The in-
verse functor is given by F 7→ π∗F ⊗π∗RΛn LΛn . 
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Proof of Theorem 4.5.2. From Proposition 4.5.3 we get a morphism of pro-
sheaves LΛn → Log
(k)
Λn
corresponding to 1
(k)
Λn
. It also follows that L
(k)
Λn
is
k-unipotent because the RΛn-module structure on e
∗L
(k)
Λn
factors through
RΛn/I
k+1
Λn
. In particular, the above morphism factors through L
(k)
Λn
. More-
over, by the definition of Log
(k)
Λn
we get also a morphism Log
(k)
Λn
→ L
(k)
Λn
corresponding to 1n. It is straightforward to check that these two morphisms
are inverse to each other. 
Definition 4.5.4. Define the pro-sheaf L by
L := (pr∗Λr)r≥1
where the transition maps are induced by the trace maps and the reduction
modulo ℓr. We also let R := e∗L with unit section 1 and denote by I ⊂ R
the augmentation ideal. Finally, let
L
(k) := L ⊗π∗R π
∗(R/I k+1).
Theorem 4.5.5. There is a canonical isomorphism
L
(k) ∼=−→ Log
(k)
Zℓ
which maps 1 to 1(k), where Log
(k)
Zℓ
is (Log
(k)
Λr
)r≥1.
Proof. There is a surjective morphism L → LΛn and we get with Theorem
4.5.2 a map
L → LΛn → L
(k)
Λn
∼= Log
(k)
Λn
,
which induces a morphism L → Log
(k)
Zℓ
. As already the map L → L
(k)
Λn
factors through L (k), we get the desired morphism L (k) → Log
(k)
Zℓ
, which
is surjective by construction. From the isomorphism L (k) ⊗Zℓ Λn
∼= L
(k)
Λn
one deduces that L (k) is k-unipotent. By the definition of Log
(k)
Zℓ
we get
a morphism in the other direction Log
(k)
Zℓ
→ L (k) and one checks directly
that this is inverse to L (k) → Log
(k)
Zℓ
. 
We now discuss the relation between the sheaves L and the sheaves of
Iwasawa modules.
Proposition 4.5.6. Let t : S → E be an N -torsion section, then
t∗L ∼= Λ(H 〈t〉).
Proof. From the commutative diagram
E[ℓr]〈t〉 −−−−→ Er
pr,t
y y[ℓr]=pr
S
t
−−−−→ E
we get t∗pr∗Λr ∼= pr,t∗Λr and the result follows from the definitions. 
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Finally, we relate the moment map for Λ(H 〈t〉) to the splitting principle
for LogQℓ . It follows from Proposition 4.5.6 and Theorem 4.5.5 that we
have a morphism
(4.5.2) H1(S,Λ(H 〈t〉)(1)) → H1(S, t∗Log
(k)
Zℓ
(1))→ H1(S, t∗Log
(k)
Qℓ
(1)),
where the last morphism is the canonical map.
Definition 4.5.7. The comparison map is the inverse limit over k of the
maps in (4.5.2):
comp : H1(S,Λ(H 〈t〉)(1)) → H1(S, t∗LogQℓ(1)).
Recall from Proposition 4.1.4 the isomorphism
t∗LogQℓ
∼=
∏
n≥0
SymnHQℓ .
Proposition 4.5.8. Let t be an N -torsion section t : S → E. There is a
commutative diagram
H1(S,Λ(H 〈t〉)(1))
comp
//
m˜om
k
t
%%❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
❑
H1(S, t∗LogQℓ(1))
∼=

H1(S,
∏
n≥0 Sym
n
HQℓ(1))
prk

H1(S,SymkHQℓ(1)),
with m˜om
k
t as in Definition 2.5.3.
Proof. As the diagram
Λ(H 〈t〉) −−−−→ t∗Log
(k)
Zℓ
[N ]!
y y[N ]∗
Λ(H ) −−−−→ e∗Log
(k)
Zℓ
commutes, it suffices to treat the case t = 0. But recall that the identification
t∗LogQℓ
∼=
∏
n≥0 Sym
n
HQℓ is the composition
t∗LogQℓ
[N ]∗
−−−−→
∼=
e∗LogQℓ
[N ]∗
←−−−−
∼=
∏
n≥0 Sym
n
HQℓ .
This introduces a factor 1
Nk
in front of SymkHQℓ . Let I(H ) ⊂ Λ(H ) be
the augmentation ideal. Then the isomorphism
Λ(H )/I(H )k+1 ∼= e∗Log
(k)
Zℓ
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induces isomorphisms of the associated graded pieces, which are the SymnH
for n = 0, . . . , k. Therefore
H1(S,SymkH (1))→ H1(S,Λ(H )/I(H )k+1(1)) ∼= H1(S, e∗Log
(k)
Zℓ
)
→ H1(S, e∗Log
(k)
Qℓ
)
prk−−→ H1(S,SymkHQℓ(1))
is just the comparison map for SymkH . It therefore follows from Lemma
2.2.4 that the diagram
H1(S,Λ(H )(1)) //
m˜om
k
t ))
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
❙
H1(S, e∗LogQℓ(1))
prk

H1(S,SymkHQℓ(1))
commutes. 
4.6. The elliptic polylogarithm and elliptic units. In this section we
describe the elliptic polylogarithm in terms of Kato’s norm compatible el-
liptic units. This will result in a comparison of the Eisenstein classes with
the elliptic Soule´ elements.
Let c be a positive integer with (c, 6ℓN) = 1. We continue to write
Λr := Z/ℓ
rZ and Er := E which we consider as an e´tale cover over E via
pr := [ℓ
r] : Er → E. This induces a morphism
pr : Er \ E[ℓ
rc]→ E \ E[c].
On E \ E[ℓrc] we have the elliptic unit cϑE from Theorem 3.3.1. We denote
by
Θc,r := ∂r(cϑE) ∈ H
1(E \ E[ℓrc],Λr(1)) ∼= H
1(E \ E[c],LΛr (1))
the image of cϑE under the Kummer map ∂r. As the functions cϑE are
norm-compatible, we can pass to the inverse limit.
Definition 4.6.1. We denote by
Θc := lim←−
r
Θc,r ∈ lim←−
r
H1(E \ E[c],LΛr (1))
= H1(E \ E[c],L (1))
the inverse limit of the classes Θc,r.
Recall from Definition 3.3.3 the class
ES
〈t〉
c ∈ H
1(S,Λ(H 〈t〉)(1))
and from Proposition 4.5.6 the isomorphism t∗L ∼= Λ(H 〈t〉).
Lemma 4.6.2. Let t : S → E be an N -torsion section. Then
t∗Θc = ES
〈t〉
c ∈ H
1(S,Λ(H 〈t〉)(1)).
Proof. We have t∗Θc = ∂r(cϑE |E[ℓr]〈t〉) so that the formula is clear from the
definitions. 
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As in Definition 4.5.7 one can define a comparison homomorphism
(4.6.1) comp : H1(E \ E[c],L (1))→ H1(E \ E[c],LogQℓ(1)).
Recall from Definition 4.3.2 the class
polc ∈ H
1(E \ E[c],LogQℓ(1)).
Theorem 4.6.3. Let (c, 6ℓN) = 1, then
comp(Θc) = polc ∈ H
1(E \ E[c],LogQℓ(1)).
Proof. Consider the commutative diagram
H1(E \ E[c],L (1))
comp
//
res

H1(E \ E[c],LogQℓ(1)) _
res

H0(E[c],L |E[c])
comp
// H0(E[c],LogQℓ |E[c]).
By definition of polc its image in H
0(E[c],LogQℓ |E[c]) is the element
c2e∗(1) − q
∗(1) ∈ H0(E[c],Qℓ) ⊂ H
0(E[c],LogQℓ |E[c]).
To conclude the proof of Theorem 4.6.3 it suffices to compute the image of
comp(Θc) in H
0(E[c],LogQℓ |E[c]). For this we work at finite level and use
the commutative diagram
H1(E \ E[cℓr],Λr(1))
res
//
∼=

H0(E[cℓr],Λr)
∼=

H1(E \ E[c],LΛr (1))
res
// H0(E[c],LΛr ).
The residue of cϑE is
c2e∗(1)− q
∗(1) ∈ H0(E[c],Λr) ⊂ H
0(E[c],LΛr )
and taking the inverse limit over r shows that comp(Θc) agrees with polc in
H0(E[c],LogQℓ |E[c]). 
4.7. Eisenstein classes and elliptic Soule´ elements. In this section we
finally prove the comparison result between Eisenstein classes and elliptic
Soule´ elements which is fundamental for the whole paper.
It follows from Theorem 4.6.3 that for t ∈ E[N ](S) \ {e} one has
t∗comp(Θc) = t
∗polc ∈
∏
n≥0
H1(S,SymnHQℓ(1)).
Denote by
prk :
∏
n≥0
H1(S,SymnHQℓ(1))→ H
1(S,SymnHQℓ(1))
the projection onto the k-th component.
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Theorem 4.7.1. Let t ∈ E[N ](S) be a non-zero N -torsion section. Then
one has
1
Nk
cek(t) = m˜om
k
t (ES
〈t〉
c ) =
−1
Nk−1
(c2EiskQℓ(t)− c
−kEiskQℓ([c]t)).
Proof. As prk(t
∗comp(Θc)) = prk(t
∗polc) by Theorem 4.6.3, this follows
from Lemma 4.6.2 together with Proposition 4.4.1. 
Lemma 4.7.2. The Eisenstein class EiskQℓ(t) is of parity (−1)
k, i.e., one
has
EiskQℓ(−t) = (−1)
kEiskQℓ(t).
In particular, EiskQℓ(ψ) = 0 if ψ is not of parity (−1)
k, where we say that ψ
has parity (−1)k, if ψ(−t) = (−1)kψ(t).
Proof. This follows from Lemma 3.3.6 and Theorem 4.7.1 for c ≡ 1 mod N .

5. The residue at ∞ of the elliptic Soule´ elements
In this section we will compute the residue at ∞ of the elliptic Soule´
elements and hence of the Eisenstein classes.
5.1. Definition of the residue at ∞. We are going to describe several
variants of the map res∞.
Let ζN = e
2πi/N ∈ C and consider over SpecQ(ζN )((q
1/N )) the Tate curve
Eq with the level structure α : (Z/NZ)
2 → Eq[N ] given by (a, b) 7→ q
aζbN .
The corresponding map of schemes SpecQ(ζN )((q
1/N )) → Y (N) induces
SpecQ(ζN )[[q
1/N ]]→ X(N) and a hence a map
∞ : SpecQ(ζN )→ X(N),
whose image we call the cusp ∞.
Let X̂(N)∞ be the completion of X(N) at∞, which can be identified via
the above map with SpecQ(ζN )[[q
1/N ]]. We denote by Ŷ (N)∞ the generic
fibre of X̂(N)∞ so that Ŷ (N)∞ ∼= SpecQ(ζN )((q
1/N )). One has a commu-
tative diagram
(5.1.1)
Ŷ (N)∞
j
−−−−→ X̂(N)∞
∞
←−−−− ∞y y y=
Y (N)
j
−−−−→ X(N)
∞
←−−−− ∞.
Note that by purity one has a canonical isomorphism ∞∗R1j∗Z/ℓ
rZ(1) ∼=
Z/ℓrZ and that R2j∗Z/ℓ
rZ(1) = 0.
Definition 5.1.1. We define the residue map
res∞ : H
i(Ŷ (N),Z/ℓrZ(1))→ H i−1(∞,Z/ℓrZ)
to be the morphism induced by the edge morphism of the Leray spectral
sequence for Rj∗.
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Consider the Tate curve Eq over Ŷ (N)∞. For each r ≥ 1 one has an exact
sequence and a commutative diagram
(5.1.2) 0 // µℓrN // E[ℓ
rN ]
pr
//
[ℓr]

Z/ℓrNZ //
[ℓr]

0
E[N ]
p
// Z/NZ
and pr induces a finite morphism
(5.1.3) pr : E[ℓ
r]〈t〉 → Zr〈p(t)〉
and hence a morphism of sheaves
pr! : Λr(Hr〈t〉)→ Λr(Zr〈p(t)〉).
Note that Λr(Zr〈p(t)〉) is a constant sheaf over X̂(N)∞ so that we can
consider the composition
(5.1.4) H1(Ŷ (N)∞,Λr(Hr〈t〉)(1))
pr∗
−−→ H1(Ŷ (N)∞,Λr(Zr〈t〉)(1))
res∞−−−→ H0(∞,Λr(Zr〈p(t)〉)) ∼= Λr(Zr〈p(t)〉).
Definition 5.1.2. We define
res∞ : H
1(Ŷ (N)∞,Λr(Hr〈t〉)(1))→ H
0(∞,Λr(Zr〈p(t)〉)) ∼= Λr(Zr〈p(t)〉)
to be the composition of the maps in (5.1.4). We also denote by
res∞ : H
1(Ŷ (N)∞,Λ(H 〈t〉)(1))→ Λ(Z〈p(t)〉)
the inverse limit.
Over Ŷ (N)∞ one has also the exact sequence
(5.1.5) 0→ Zℓ(1)
ι
−→ H
p
−→ Zℓ → 0.
Proposition 5.1.3. The subsheaf ι(Zℓ(1)) ⊂ H are the invariants of mon-
odromy. In particular, ι : Zℓ(1) → H induces an isomorphism Zℓ(1) ∼=
∞∗j∗H and p : H → Zℓ induces
∞∗R1j∗H (1) ∼=∞
∗R1j∗Zℓ(1) ∼= Zℓ.
Proof. That ι(Zℓ(1)) ⊂ H are the invariants of monodromy is [SGA72,
Expose´ IX, Proposition 2.2.5 and (2.2.5.1)]. From the long exact sequence
for ∞∗Rj∗ we get
0→∞∗j∗Zℓ →∞
∗R1j∗Zℓ(1)→∞
∗R1j∗H →∞
∗R1j∗Zℓ → 0.
As ∞∗j∗Zℓ ∼= Zℓ and Zℓ ∼= ∞
∗R1j∗Zℓ(1), the first map is an isomorphism
and one gets ∞∗R1j∗H ∼=∞
∗R1j∗Zℓ ∼= Zℓ(−1). 
Corollary 5.1.4. Over Ŷ (N)∞ the maps Sym
kZℓ(1) → Sym
k
H induced
by ι and SymkH → SymkZℓ induced by p give rise to isomorphisms
Zℓ(k) ∼=∞
∗j∗Sym
k
H and ∞∗R1j∗Sym
k
H (1) ∼= Zℓ.
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Proof. This follows by induction on k from Proposition 5.1.3 and the exact
sequence
0→ Zℓ(k)
ι
−→ SymkH → Symk−1H → 0.

Definition 5.1.5. The residue at ∞ is the morphism
H i(Ŷ (N)∞,Sym
k
HQℓ(1))→ H
i−1(∞,Qℓ)
induced from the edge morphism of the Leray spectral sequence for Rj∗ and
the isomorphism ∞∗R1j∗Sym
k
HQℓ(1)
∼= Qℓ.
In the same way one defines a residue at ∞
(5.1.6) res∞ : H
i(Y (N),SymkHQℓ(1))→ H
i−1(∞,Qℓ),
which obviously factors through the residue map onH i(Ŷ (N)∞,Sym
k
HQℓ(1)).
The residue maps defined in Definition 5.1.2 on finite level and in Defini-
tion 5.1.5 with Qℓ-coefficients are compatible in the following sense.
Lemma 5.1.6. There is a commutative diagram
H1(Ŷ (N)∞,Λ(H 〈t〉)(1))
res∞−−−−→ H0(∞,Λ(Z〈p(t)〉))
m˜om
k
t
y ym˜omkp(t)
H1(Ŷ (N)∞,Sym
k
HQℓ(1)))
res∞−−−−→ H0(∞,Qℓ) ∼= Qℓ.
Moreover, if one uses the isomorphism H0(∞,Λ(Z〈p(t)〉)) ∼= Λ(Z〈p(t)〉) the
map m˜om
k
p(t) is the composition
m˜om
k
p(t) : Λ(Z〈p(t)〉)
momk
p(t)
−−−−−→ Zℓ
1
Nkk!−−−→ Qℓ.
Proof. The functoriality of the moment map gives
Λ(H 〈t〉)
p!−−−−→ Λ(Z〈p(t)〉)
momkt
y ymomkp(t)
TSymkH
TSymkp
−−−−−→ TSymkZℓ ∼= Zℓ
and the lemma follows from the definitions if one observes that the canonical
map SymkZℓ → TSym
kZℓ maps the generator of Sym
kZℓ to k! times the
generator of TSymkZℓ. 
Finally, we treat the compatibility of the Kummer map and the residue
map. The scheme Zr〈p(t)〉 over Ŷ (N)∞ is the disjoint union of copies of
SpecQ(ζN )((q
1/N )). An invertible function on Zr〈p(t)〉 is therefore just a
collection of units in Q(ζN )((q
1/N )) and one can speak of the order of the
unit in the uniformizing parameter q1/N . If we denote by Z[Zr〈p(t)〉] the
abelian group of maps ϕ : Zr〈p(t)〉 → Z one gets a homomorphism
(5.1.7) ord∞ : Gm(Zr〈p(t)〉)→ Z[Zr〈p(t)〉].
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The norm with respect to the finite morphism pr : E[ℓ
r]〈t〉 → Zr〈p(t)〉
induces a homomorphism
pr∗ : Gm(E[ℓ
r]〈t〉)→ Gm(Zr〈t〉).
With these notations we have:
Lemma 5.1.7. The following diagram commutes:
Gm(E[ℓ
r]〈t〉)
ord∞◦p∗
//
∂r

Z[Zr〈p(t)〉]

H1(Ŷ (N)∞,Λr(Hr〈t〉)(1))
res∞
// Λr[Zr〈p(t)〉].
Here the right vertical arrow reduces the coefficients modulo ℓr.
Proof. Compatibility of the Kummer map with traces and residues. 
5.2. Computation of the residue at ∞ of the elliptic Soule´ element.
Recall the residue map
res∞ : H
1(Ŷ (N)∞,Λr(Hr〈t〉)(1))→ H
0(∞,Λr(Zr〈p(t)〉)) ∼= Λr(Zr〈p(t)〉)
from Definition 5.1.2 and the elements
ES
〈t〉
c,r ∈ H
1(Ŷ (N)∞,Λr(Hr〈t〉)(1))
defined in 3.3.3 and
B
〈p(t)〉
2,c,r ∈ Λr(Zr〈p(t)〉)
defined in 3.1.1.
The residue of the elliptic Soule´ elements will be deduced from the fol-
lowing fundamental result.
Theorem 5.2.1. With the above notation one has
res∞(ES
〈t〉
c,r) = B
〈p(t)〉
2,c,r .
In particular, taking the inverse limit one has
res∞(ES
〈t〉
c ) = B
〈p(t)〉
2,c .
Proof. Recall that ES
〈t〉
c,r = ∂r(cϑE) so that Lemma 5.1.7 implies that we have
to compute ord∞ ◦ p∗(cϑE). In order to do this we perform a base change
from Ŷ (N)∞ to Ŷ (ℓ
rN)∞. We introduce the shorter notation
Tr := Ŷ (ℓ
rN)∞ = SpecQ(ζℓrN )((q
1/ℓrN ))
for r ≥ 0. Over Tr the scheme E[ℓ
r]〈t〉 is isomorphic to the constant scheme
Z2r 〈t〉 := {(x, y) ∈ (Z/ℓ
rN)2 | [ℓr](x, y) = t}
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and the map p : Z2r 〈t〉 → Zr〈p(t)〉 is simply given by the projection pr1 onto
the first coordinate: (x, y) 7→ x. The base change from T0 to Tr induces a
commutative diagram
(5.2.1) Gm(Z
2
r 〈t〉Tr )
pr1∗
// Gm(Zr〈pr1(t)〉Tr)
ord∞
// Z[Zr〈pr1(t)〉]
Gm(E[ℓ
r]〈t〉T0)
OO
p∗
// Gm(Zr〈p(t)〉T0)
OO
ord∞
// Z[Zr〈p(t)〉],
ℓr
OO
where the right vertical map is the multiplication of the coefficients with
ℓr. The commutativity follows from the fact that the morphism Tr → T0
is ramified of degree ℓr in q1/N . Moreover, as pr1 : Z
2
r 〈t〉 → Zr〈pr1(t)〉 is
unramified one has a commutative diagram
Gm(Z
2
r 〈t〉Tr )
ord∞
//
pr1∗

Z[Z2r 〈t〉]
pr1!

Gm(Zr〈pr1(t)〉Tr )
ord∞
// Z[Zr〈pr1(t)〉].
For each (x, y) ∈ Z2r 〈t〉 we now have to calculate the order of (x, y)
∗
cϑE at
∞. For this we can work on Y (ℓrN)(C). By Corollary 3.3.2 the function
(x, y)∗cϑE is explicitly given by
q
1
2
(c2B2({
x
ℓrN
})−B2({
cx
ℓrN
}))
τ (−ζ
y
ℓrN )
c−c2
2
(1− q
x
ℓrN
τ ζ
y
ℓrN )
c2
(1− q
cx
ℓrN
τ ζ
cy
ℓrN )
γ˜qτ (q
x
ℓrN
τ ζ
y
ℓrN )
c2
γ˜qτ (q
cx
ℓrN
τ ζ
cy
ℓrN )
.
As the uniformizing parameter for Y (ℓrN)(C) at ∞ is q
1/ℓrN
τ , we get
ord∞((x, y)
∗
cϑE) =
ℓrN
2
(c2B2({
x
ℓrN
})−B2({
cx
ℓrN
})) = B
〈p(t)〉
2,c,r (x).
To compute pr1! ◦ ord∞((x, y)
∗
cϑE) observe that for a fixed x ∈ Zr〈pr1(t)〉
there are ℓr elements y with (x, y) ∈ Z2r 〈t〉. As ord∞((x, y)
∗
cϑE) is indepen-
dent of y this gives
pr1! ◦ ord∞((x, y)
∗
cϑE) = ℓ
rB
〈p(t)〉
2,c,r (x).
With diagram (5.2.1) we finally get
ord∞ ◦ p∗(cϑE) = B
〈p(t)〉
2,c,r ∈ Z[Zr〈p(t)〉].

From Theorem 5.2.1 we will deduce a formula for the residue of the elliptic
Soule´ elements.
Recall the elliptic Soule´ element
cek(t) = mom
k
t (ES
〈t〉
c ) ∈ H
1(Y (N),TSymkH (1))
from Definition 3.3.4 and consider
1
Nk
cek(t) = m˜om
k
t (ES
〈t〉
c ) ∈ H
1(Y (N),SymkHQℓ(1)).
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In Definition 5.1.5 and (5.1.6) we have defined the residue map
res∞ : H
1(Y (N),SymkHQℓ(1))→ H
0(∞,Qℓ) ∼= Qℓ.
In the next theorem we identify E[N ] ∼= (Z/NZ)2.
Theorem 5.2.2. Let t = (a, b) ∈ E[N ](Y (N)) \ {e}, then
res∞(cek(t)) =
Nk+1
k!(k + 2)
(c2Bk+2({
a
N
})− c−kBk+2({
ca
N
}))
In particular, if c ≡ 1 mod N one gets
res∞(cek(t)) =
Nk+1
k!(k + 2)
ck+2 − 1
ck
Bk+2({
a
N
}).
Proof of Theorem 5.2.2. By Proposition 3.3.5, Lemma 5.1.6 and Theorem
5.2.1 one has
res∞(cek(t)) = N
kres∞(m˜om
k
t (ES
〈t〉
c ))
=
1
k!
momka(res∞(ES
〈t〉
c ))
=
1
k!
momka(B
〈a〉
2,c )
=
Nk+1
k!(k + 2)
(c2Bk+2({
a
N
})− c−kBk+2({
ca
N
})),
where the last equality is formula (3.1.3). 
Corollary 5.2.3. Let S = Y (N) and consider the residue map from
res∞ : H
1(Y (N),SymkHQℓ(1))→ H
0(∞,Qℓ) ∼= Qℓ,
then if t = (a, b) ∈ (Z/NZ)2 \ {(0, 0)} one has
res∞(Eis
k
Qℓ
(t)) =
−Nk
k!(k + 2)
Bk+2({
a
N
}).
Proof. This is Theorem 4.7.1 together with Corollary 5.2.2 in the case c ≡ 1
mod N . 
Remark 5.2.4. The formula differs by a minus sign from the one in [HK99]
as we have a different uniformization of the elliptic curve.
6. The evaluation of the cup-product construction for
elliptic Soule´ elements
6.1. A different description of the cup-product construction. Con-
sider over Ŷ (N)∞ the sheaf Sym
k
HQℓ(1) and the diagram
Ŷ (N)∞
j
−→ X̂(N)∞
∞
←−∞.
Recall from Corollary 5.1.4 the isomorphisms
Qℓ(k + 1) ∼=∞
∗j∗Sym
k
HQℓ(1) and ∞
∗R1j∗Sym
k
HQℓ(1)
∼= Qℓ.
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The Leray spectral sequence for Rj∗ induces an exact sequence
(6.1.1) 0→ H1(X̂(N)∞, j∗Sym
k
HQℓ(1))→ H
1(Ŷ (N)∞,Sym
k
HQℓ(1))
res∞−−−→ H0(∞,Qℓ)→ 0
and we consider the Eisenstein class
EiskQℓ(ψ) ∈ H
1(Ŷ (N)∞,Sym
k
HQℓ(1)).
The next result gives a different description of the cup-product construction.
Theorem 6.1.1 ([HK99] Theorem 2.4.1, [Hub] Theorem 4.2.1). Assume
that res∞(Eis
k
Qℓ
(ψ)) = 0 so that one can consider
EiskQℓ(ψ) ∈ H
1(X̂(N)∞, j∗Sym
k
HQℓ(1)).
Then
Dirℓ(ψ) =∞
∗EiskQℓ(ψ)
in H1(∞,∞∗j∗Sym
k
HQℓ(1))
∼= H1(∞,Qℓ(k + 1)).
Recall that
EiskQℓ(ψ) =
∑
t∈E[N ]\{e}
ψ(t)EiskQℓ(t)
and note that it is not possible to evaluate the individual classes EiskQℓ(t) at
∞ as res∞(Eis
k
Qℓ
(t)) 6= 0.
The idea for the evaluation is as follows: Using Theorem 4.7.1 we have
cek(t) = m˜om
k
t (ES
〈t〉
c ) = −N(c
2EiskQℓ(t)− c
−kEiskQℓ([c]t)).
Although ES
〈t〉
c still can not be evaluated at ∞, we will define an auxiliary
class BS
〈t〉
c in Definition 6.2.2 which has the same residue as ES
〈t〉
c . The
difference
MES
〈t〉
c := ES
〈t〉
c −BS
〈t〉
c
has then residue zero and can be evaluated at ∞. For this we use the
description of MES
〈t〉
c by an explicit function via the Kummer map. The
evaluation at ∞ is then just the evaluation of the function at q = 0, where
q is the local parameter at ∞. We conclude by comparing the resulting
function with the one defining the Soule´-Deligne classes.
6.2. The auxiliary class BS
〈t〉
c . Recall from (5.1.3) the finite morphism
pr : E[ℓ
r]〈t〉 → Zr〈p(t)〉
and recall that Ŷ (N)∞ = SpecQ(ζN )((q
1/N )).
On E[ℓr]〈p(t)〉 consider the function
Bp
〈t〉
2,c,r(x) :=
N
2
(c2B2({
pr(x)
ℓrN
})−B2({
cpr(x)
ℓrN
})) =
1
ℓr
B
〈p(t)〉
2,c,r (pr(x)),
which defines an element in Λr(Hr〈t〉), hence a global section
Bp
〈t〉
2,c,r ∈ H
0(Ŷ (N)∞,Λr(Hr〈t〉)).
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Lemma 6.2.1. The elements
Bp
〈t〉
2,c,r ∈ H
0(Ŷ (N)∞,Λr(Hr〈t〉))
are norm-compatible, i.e., one can define
Bp
〈t〉
2,c := lim←−
r
Bp
〈t〉
2,c,r ∈ H
0(Ŷ (N)∞,Λ(H 〈t〉)).
Proof. Consider the push-out by p1
0 −−−−→ E[ℓ] −−−−→ E[ℓr+1N ] −−−−→ E[ℓrN ] −−−−→ 0
p1
y ̺y =y
0 −−−−→ Z/ℓZ −−−−→ E˜r+1
σ
−−−−→ E[ℓrN ] −−−−→ 0
=
y y y
0 −−−−→ Z/ℓZ −−−−→ Z/ℓr+1NZ −−−−→ Z/ℓrNZ −−−−→ 0.
This induces on the fibres over t ∈ E[N ]
Λr+1(Hr+1〈t〉)
̺!−→ Λr+1(H˜r+1〈t〉)
σ!−→ Λr+1(Hr+1〈t〉)
where H˜r+1〈t〉 is the sheaf associated to the fibre of E˜r+1 over t. As Bp
〈t〉
2,c,r+1
is a pull-back from Z/ℓr+1NZ the map ̺! multiplies the element with the
cardinality of the fibres of p1, which is ℓ. Application of σ! to ℓBp
〈t〉
2,c,r+1 gives
by the norm-compatibility of B
〈p(t)〉
2,c,r+1 exactly Bp
〈t〉
2,c,r, which is the desired
result. 
Lemma 6.2.2. Let ηr be the invertible function on E[ℓ
r]〈t〉
ηr(x) := (q
1/N )Bp
〈t〉
2,c,r(x) = q
1
ℓrN
B
〈p(t)〉
2,c,r (pr(x)).
Then the class
BS
〈t〉
c,r := ∂r(ηr) ∈ H
1(Ŷ (N)∞,Λr(Hr〈t〉)(1))
is the image of
∂r(q
1/N )⊗Bp
〈t〉
2,c,r ∈ H
1(Ŷ (N)∞,Λr(1)) ⊗H
0(Ŷ (N)∞,Λr(Hr〈t〉))
under the cup-product. In particular, one can define
(6.2.1) BS〈t〉c := lim←−
r
BS
〈t〉
c,r ∈ H
1(Ŷ (N)∞,Λ(H 〈t〉)(1)).
Lemma 6.2.3. One has
res∞(BS
〈t〉
c ) = B
〈p(t)〉
2,c .
Proof. The residue res∞ factors through pr! : Λr(Hr〈t〉)→ Λr(Zr〈p(t)〉) and
by definition
pr!(Bp
〈t〉
2,c,r) = ℓ
rBp
〈t〉
2,c,r = B
〈p(t)〉
2,c,r .
Using the cup-product representation of BS
〈t〉
c,r gives the desired result. 
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Consider the moment maps
momkt : H
1(Ŷ (N)∞,Λ(H 〈t〉)(1)) → H
1(Ŷ (N)∞,TSym
k
H (1)).
Definition 6.2.4. We define
cbk(t) := mom
k
t (BS
〈t〉
c ) ∈ H
1(Ŷ (N)∞,TSym
k
H (1)).
For a function ψ : E[N ] \ {e} → Q we let
cbk(ψ) :=
∑
t∈E[N ]\{e}
ψ(t)cbk(t).
Proposition 6.2.5. Let ψ be a function such that res∞(cbk(ψ)) = 0, then
cbk(ψ) = 0
in H1(Ŷ (N)∞,TSym
k
H (1)).
Proof. From Lemma 6.2.2 we see that cbk(t) is a cup-product
cbk(t) = (lim←−
r
∂r(q
1/N )) ∪momkt (Bp
〈t〉
2,c),
where momkt (Bp
〈t〉
2,c) ∈ H
0(Ŷ (N)∞,TSym
k
H ). The map p : H → Zℓ
induces an isomorphism
H0(Ŷ (N)∞,TSym
k
H ) ∼= H0(Ŷ (N)∞,Zℓ) ∼= Zℓ
because of weight reasons. The image of momkt (
∑
t∈E[N ]\{e} ψ(t)Bp
〈t〉
2,c) under
this isomorphism is just res∞(cbk(ψ)), which is zero by assumption. 
6.3. Evaluation at ∞ of the modified elliptic Soule´ element. We
modify the elliptic Soule´ element cek(t) by subtracting the element cbk(t).
The resulting element has no residue at ∞ and hence can be evaluated.
Definition 6.3.1. We let
MES
〈t〉
c,r := ES
〈t〉
c,r −BS
〈t〉
c,r ∈ H
1(Ŷ (N)∞,Λr(Hr〈t〉)(1))
and MES
〈t〉
c := lim←−r
MES
〈t〉
c,r. Define εr := cϑEη
−1
r ∈ Gm(E[ℓ
r]〈t〉) so that
∂r(εr) = MES
〈t〉
c,r.
Let
cm˜ek(t) := m˜om
k
t (MES
〈t〉
c ) =
1
Nk
(cek(t)−cbk(t)) ∈ H
1(Ŷ (N)∞,Sym
k
HQℓ(1)).
By construction, the residue at ∞ of cm˜ek(t) is zero:
Lemma 6.3.2. One has res∞(MES
〈t〉
c ) = 0 hence
res∞(cm˜ek(t)) = 0,
so that one can consider cm˜ek(t) as a class in
H1(X̂(N)∞, j∗Sym
k
HQℓ(1)).
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Proof. This follows from Lemma 5.1.6, Theorem 5.2.1 and Lemma 6.2.3. 
We now want to evaluate
∞∗(cm˜ek(t)) ∈ H
1(∞,Qℓ(k + 1))
in terms of Soule´-Deligne elements. Recall that over Ŷ (N)∞ one has an
exact sequence
0→ µN
ι
−→ E[N ]
p
−→ Z/NZ→ 0.
Theorem 6.3.3. Let t be a non-zero N -torsion section of E. Let cm˜ek(t)
be the element defined in 6.3.1. If p(t) 6= 0 one has ∞∗(cm˜ek(t)) = 0. If
p(t) = 0, t is in the image of ι and will be considered as an N -th root of
unity. Then the formula
∞∗(cm˜ek(t)) =
1
2k!Nk
(
c2(c˜k+1(t) + (−1)
k c˜k+1(t
−1)) + c−k(c˜k+1(ct) + (−1)
k c˜k+1(ct
−1))
)
holds in H1(∞,Qℓ(k + 1)).
The proof of this theorem is given in the next section.
Remark 6.3.4. In fact one can show that in H1(∞,Q(k + 1)) the identity
c˜k+1(t
−1) = (−1)k c˜k+1(t) holds (see for example [Del89] 3.14.) but we do
not need this fact.
The consequences for the evaluation of the cup-product construction are
as follows. Identify E[N ] ∼= (Z/NZ)2 and recall that
EiskQℓ(ψ) =
∑
(a,b)∈(Z/NZ)2\{(0,0)}
ψ(a, b)EiskQℓ(a, b).
Corollary 6.3.5. With the above notations suppose that ψ is a function
with res∞(Eis
k
Qℓ
(ψ)) = 0. Then
Dirℓ(ψ) =∞
∗(EiskQℓ(ψ)) =
−1
k!N
∑
b∈Z/NZ\{0}
ψ(0, b)c˜k+1(ζ
b
N )
where ζN = e
2πi/N .
Proof. By assumption we have res∞(Eis
k
Qℓ
(ψ)) = 0 which implies res∞(cbk(ψ)) =
0. It follows from Proposition 6.2.5 that
1
Nk
∞∗(cek(ψ)) =
∑
(a,b)∈(Z/NZ)2\{(0,0)}
ψ(a, b)∞∗(cm˜ek(a, b)).
We now apply Theorem 6.3.3 and observe that∞∗(cm˜ek(a, b)) = 0, if a 6= 0.
By Lemma 4.7.2 we can also assume right away that ψ(−t) = (−1)kψ(t).
Then one has∑
b∈Z/NZ\{0}
ψ(0, b)c˜k+1(ζ
b
N ) =
∑
b∈Z/NZ\{0}
ψ(0, b)(−1)k c˜k+1(ζ
−b
N )
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and ∑
b∈Z/NZ\{0}
ψ(0, b)c˜k+1(ζ
cb
N ) =
∑
b∈Z/NZ\{0}
ψ(0, b)(−1)k c˜k+1(ζ
−cb
N )
by substituting b 7→ −b. If we use this in the formula of Theorem 6.3.3 in
the case of c ≡ 1 mod N we get
1
Nk
∞∗(cek(ψ)) =
c2 − c−k
k!Nk
∑
b∈Z/NZ\{0}
ψ(0, b)c˜k+1(ζ
b
N ).
On the other hand by Theorem 4.7.1 for c ≡ 1 mod N
1
Nk
∞∗(cek(ψ)) =
−(c2 − c−k)
Nk−1
EiskQℓ(ψ),
which gives the desired result. 
6.4. Proof of Theorem 6.3.3. We need to introduce some more notation.
Over Ŷ (N)∞ one has
µℓrN
ιr−−−−→ E[ℓrN ]
pr
−−−−→ Z/ℓrNZ
[ℓr]
y y[ℓr] y[ℓr]
µN
ι
−−−−→ E[N ]
p
−−−−→ Z/NZ.
Definition 6.4.1. We denote by µℓr〈t〉
ιr−→ E[ℓr]〈t〉 the fibre over the N -
torsion section t. We let Tr〈t〉 be the sheaf associated to µℓr〈t〉 and define
T 〈t〉 := lim
←−
r
Tr〈t〉.
In the case t = 0 we write T := T 〈0〉.
Note that µℓr〈t〉 is empty if p(t) 6= 0. The maps ιr induce a map of sheaves
(6.4.1) ι! : Λ(T 〈t〉)→ Λ(H 〈t〉).
On the other hand, pull-back by ιr gives a map of sheaves
(6.4.2) ι∗ : Λ(H 〈t〉)→ Λ(T 〈t〉)
which is a splitting of ι!. On the other hand the maps pr,t : E[ℓ
r]〈t〉 →
Zr〈pr(t)〉 give rise to
(6.4.3) p! : Λ(H 〈t〉)→ Λ(Z〈p(t)〉).
Proposition 6.4.2. The morphisms ι! and p! induce isomorphisms
Λ(T ) ∼=∞∗j∗Λ(H )
and ∞∗R1j∗Λ(H ) ∼= Λ(Z).
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Proof. Let I(T ), I(H ) and I(Z) be the augmentation ideals of Λ(T ),
Λ(H ) and Λ(Z) respectively and Λ(T )(k) etc. the quotient by the k + 1-
power of the augmentation ideal. Then by induction on k and Corollary
5.1.4 one has a commutative diagram
0 −−−−→ ∞∗j∗Sym
k
H −−−−→ ∞∗j∗Λ(H )
(k) −−−−→ ∞∗j∗Λ(H )
(k−1)x∼= xι! x∼=
0 −−−−→ Zℓ(k) −−−−→ Λ(T )
(k) −−−−→ Λ(T )(k−1) −−−−→ 0
which implies that the injective morphism ι! is also surjective. In the same
way one shows p! :∞
∗R1j∗Λ(H ) ∼= Λ(Z). 
With this result the Leray spectral sequence for Rj∗ gives
H1(Ŷ (N)∞,Λ(H 〈t〉)(1))
[N ]!

// H0(∞,Λ(Z〈t〉))
[N ]!

0 // H1(X̂(N)∞, j∗Λ(H )(1)) // H
1(Ŷ (N)∞,Λ(H )(1))
res∞
// H0(∞,Λ(Z)).
Recall that we want to compute
∞∗(cm˜ek(t)) =∞
∗m˜om
k
t (MES
〈t〉
c ) =∞
∗m˜om
k
◦ [N ]!(MES
〈t〉
c ).
From Lemma 6.3.2 we get that
(6.4.4) [N ]!(MES
〈t〉
c ) ∈ H
1(X̂(N)∞, j∗Λ(H )(1)).
Consider the commutative diagram
H1(X̂(N)∞,Λ(T )(1))
ι!−−−−→ H1(X̂(N)∞, j∗Λ(H )(1))
m˜om
k
y ym˜omk
H1(X̂(N)∞,Qℓ(k + 1)) −−−−→ H
1(X̂(N)∞, j∗Sym
k
HQℓ(1))y∞∗ y∞∗
H1(∞,Qℓ(k + 1)) H
1(∞,Qℓ(k + 1)).
As ι! has the splitting ι
∗ it follows that we have
(6.4.5)
∞∗(cm˜ek(t)) =∞
∗m˜om
k
◦ ι∗ ◦ [N ]!(MES
〈t〉
c ) = m˜om
k
t ◦ ∞
∗ι∗(MES〈t〉c ).
At finite level we have
Gm(E[ℓ
r]〈t〉)
ι∗
−−−−→ Gm(µℓr〈t〉)
∂r
y y∂r
H1(Ŷ (N)∞,Λr(Hr〈t〉)(1))
ι∗
−−−−→ H1(Ŷ (N)∞,Λr(µℓr〈t〉)(1))
which implies that we have with the notation in Definition 6.3.1
ι∗(MES〈t〉c,r) = ∂r(ι
∗(εr)).
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Lemma 6.4.3. The function ι∗(εr) ∈ Gm(µℓr〈t〉) extends to a function on
µℓr〈t〉 over all of X̂(N)∞ (also denoted by ι
∗(εr)). The special fibre∞
∗ι∗(εr)
is the function
∞∗ι∗(εr) : µℓr〈t〉 → Gm
β 7→ (−β)
c−c2
2
(1− β)c
2
(1− βc)
.
Proof. Note first that there is nothing to show if p(t) 6= 0. So we assume
that p(t) = 0. That ι∗(εr) extends can be checked after a base extension
which adjoins all ℓrN -th roots of unity. Then by definition and Corollary
3.3.2 ι∗(εr) has the form
ι∗(εr)(β) = (−β)
c−c2
2
(1− β)c
2
(1− βc)
γ˜q(β)
c2
γ˜q(βc)
,
where β ∈ µℓr〈t〉 and
γ˜q(β) =
∏
n>0
(1− qnβ)(1− qnβ−1).
From this formula it is clear that ι∗(εr) makes sense for q = 0, i.e., extends to
µℓr〈t〉 over all of X̂(N)∞. Putting q = 0 gives the explicit form of ∞
∗ι∗(εr)
as claimed. 
Lemma 6.4.4. Assume p(t) = 0 so that t is in the image of ι and will be
considered as an N -th root of unity. In H1(∞,Λr(Tr〈t〉)(1)) one has the
identity
2∞∗ι∗(MES〈t〉c,r) = CS
〈t〉
c,r + [−1]
∗
CS
〈t−1〉
c,r ,
which gives in the limit
2∞∗ι∗(MES〈t〉c ) = CS
〈t〉
c + [−1]
∗
CS
〈t−1〉
c
in H1(∞,Λ(T 〈t〉)(1)).
Proof. A direct computation gives(
(−β)
c−c2
2
(1− β)c
2
(1− βc)
)2
=
(1− β)c
2
(1− β−1)c
2
(1− βc)(1− β−c)
which implies
∞∗ι∗(ε2r) = cΞ · (cΞ ◦ [−1]),
where cΞ is the function defined in (3.2.5). Thus, applying the Kummer
map ∂r one has
2∞∗ι∗(MES〈t〉c,r) = CS
〈t〉
c,r + [−1]
∗
CS
〈t−1〉
c,r
because [−1] : µℓr〈t〉 ∼= µℓr〈t
−1〉. 
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To conclude the proof of Theorem 6.3.3, we have to compute
m˜om
k
t (CS
〈t〉
c + [−1]
∗
CS
〈t−1〉
c ).
In the definition of m˜om
k
t we use the inverse of the identification Qℓ(k)
∼=
SymkQℓ(1) ∼= TSym
kQℓ(1) ∼= Q(k) which maps 1 7→ k!. Note also that, as
in the proof of Proposition 3.2.6, one has
momkt ([−1]
∗
CS
〈t−1〉
c ) = (−1)
k c˜k+1(t
−1).
With formula (6.4.5) and Proposition 3.2.6 one now gets:
Corollary 6.4.5. One has in H1(∞,Qℓ(k + 1)) the identity
∞∗(cm˜ek(t)) =
1
2k!Nk
(
c2(c˜k+1(t) + (−1)
k c˜k+1(t
−1)) + c−k(c˜k+1(ct) + (−1)
k c˜k+1(ct
−1))
)
.
This proves Theorem 6.3.3.
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