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1. Introduction 
La o-kquivalence, ainsi nommle du fait qu’elle kgalise les termes ne diffirrant que par 
des permutations de radicaux, est un produit de l’ktude cornparke du lambda-calcul et 
des rlseaux [2,4,6-J. Rappelons que les rkseaux sont une syntaxe graphique codant les 
preuves de la logique linCaire, de mCme que le lambda-calcul typk code les preuves 
en logique intuitionniste. Or la logique linkaire introduit une dtcomposition de la 
&he intuitionniste en deux connecteurs linkaires, que l’on peut rtsumer par la 
formule 
Cette d&composition se traduit en une d&composition de la p-rkduction: duplication et 
substitution linkaire. De plus, les rksaux sont munis de bonnes proprittks structurelles, 
si bien qu’ils fournissent un outil efficace d’ktude du processus de normalisation du 
lambda-calcul. La question se pose alors de trouver une traduction des lambda- 
termes dans les rkseaux respectant les propriiitks opttrationnelles des termes; en 
particulier on veut qu’un terme posskdant n radicaux soit traduit en un rt%eau 
posstdant it coupures. Cette exigence impose une gtnlralisation de la notion de 
radical par l’introduction de la o-kquivalence; finalement, la traduction choisie (dite 
traduction opbrationnelle) vitrifie qu’il y a isomorphisme entre le rlseau associk d un 
terme et la a-classe de ce terme. 
Le but de cette note est de montrer que les proprittks optrationnelles des termes 
sont conservles par la o-tquivalence, justifiant ainsi la traduction oplrationnelle. On 
dtmontre que deux termes o-tquivalents ont la mCme (kventuelle) forme normale, 
mZme longueur de rtduction de t&te, miZme longueur de normalisation par rkduction 
gauche et meme longueur de plus longue rtduction. On utilise une stratkgie de 
rkduction dlfinie par Barendregt [l] dont on dtmontre qu’elle atteint la plus longue 
normalisation d’un terme. Ce rksultat existe d&jA dans le cas typt dans [3]. 
Du point de vue du lambda-calcul, l’interet de la o-Equivalence est de dkfinir une 
notion de forme canonique pour les termes. Celle-ci permet de simplifier l’analyse des 
cas dans les dtmonstrations de propriktks syntaxiques. On trouvera un exemple 
d’application de cette mkthode avec la Proposition 6.1. 
Enfin, dans le cadre de Y&de des machines A environnement, une relation similaire 
A la o-tquivalence est introduite dans [7]. 
2. Notations et terminologie 
On suppose connus les dkfinitions et rtsultats de base sur le lambda-calcul. Dans le 
cas contraire le lecteur est invitt A se r&firer au tours de lambda-calcul de Krivine [.5]. 
L’application d’un terme V $ un terme U est not&e (U) P’. On tcrit (U) VI . . . V, pour 
(... (U)V, . ..)V.. On notera 
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T+,U 
T& U 
T-+GU 
T” U -++G 
T=,U 
TEN 
TE SN 
XET 
TcU 
pour “T se rkduit en U par contraction d’un radical” 
pour “T se rtduit en U en n &apes” 
pour “T se rkduit en U par contraction du radical de gauche” 
pour “T se rCduit en U par n rtductions gauches” 
pour “T est /3-Cquivalent A U” 
pour “T est en forme normale” 
pour “T est fortement normalisable” 
pour “x est variable libre de T” 
pour “Test un sous-terme de U” 
T[x:= V] pour “T dans lequel la variable libre x est substituke par V” 
T=U pour “T et U sont kgaux B @-conversion prt%” 
On appelle norme d’un terme la longueur (tventuellement infinie) de sa plus grande 
rkduction que l’on note I/ T I(. On note II T 1IG la longueur (kventuellement infinie) de la 
rtduction gauche de T et 11 T lIH la longueur de la normalisation de ti%e de T. 
Une stratkgie est une fonction associant A un terme T un radical de T. Si T est 
normal on convient que la fonction n’est pas ditfinie. 
Dbfinition 2.1. On note B la stratkgie suivante que l’on nomme stratbgie perpbtuelle: 
B(AxT)=B(T), 
B((U)V=WU) si U ne commence pas par 2 et n’est pas normal, 
W(U)V)=B(V si U ne commence pas par 1 et est normal, 
B((AxU)V)=(IwxU)V si xEU, ou si V est normal, 
B((AxU)V)=B(V) si x$U et V n’est pas normal. 
Remarque. La stratttgie perpktuelle co’incide avec la stratkgie gauche tant que le 
radical de gauche n’est pas un K-radical. En particulier, pour le lambda-I-calcul, la 
stratkgie perpktuelle et la stratkgie gauche sont identiques. 
On appelle rkduction perpktuelle la /?-rkduction associke B cette stratkgie. On note 
II T/Is la longueur (kventuellement infinie) de la rkduction perpttuelle du terme T. On 
krit T+ B U quand T se rlduit en U par contraction du radical B(T) et T_&, U quand 
T se rkduit en U par rkduction perpktuelle en n ttapes. 
Le thCorZme suivant est du B Barendregt: 
Thitorkme 2.2. Un terme T est fortement normalisable ssi sa rbduction perpbtuelle 
termine. 
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Autrement dit, des que T n’est pas fortement normalisable, sa reduction perpetuelle 
est infinie. Ceci justifie l’emploi du mot “perpttuel”. 
3. La ckquivalence 
On dit qu’une relation p sur les lambda-termes est compatible si pour tous termes 
U et V tels que U p V on a: pour toute variable x, 2xU p 3,x V et pour tout terme 
KWWP (V)Wet (WV P (WV. 
DCfinition 3.1. On appelle o-rbduction la plus petite relation compatible contenant: 
((1”xu)V)w~.(/?x(u)w)V (x$W), (1) 
(~x;LyU)V+,%y(1.xU)V (y$V). (2) 
On notera T&, U quand T se reduit en U par n o-reductions, =0 la relation 
d’equivalence associte a +0 et on appellera radicaux pivots les radicaux de -+O. 
Proposition 3.2, (i) Si T1 =D T, alors T1 =p T2. 
(ii) Si T1 est normal et T, = D T1 alors T1 = T,. 
Preuve. (i) 11 suffit de voir que si Ti +O T2 alors il y a un terme T’ tel que T1 +p T’ et 
T2 +p T’. Par exemple si T1 et T, sont comme dans le premier cas de la definition 
alors T’-(U[x:= V])W’. 
(ii) Par definition il n’y a un radical pivot dans T que s’il y a un radical. 0 
Proposition 3.2. Si T, +O T2 et U1 ++0 U2 alors T, [x:= Ul]-++o T2[x:= U,]. 
Preuve. La relation -+0 est compatible. 0 
DCfinition 3.4. On dtfinit les formes canoniques par recurrence: 
- Une variable est une forme canonique. 
~ Si les K et les I4$ sont en forme canonique et h est une variable eventuellement tgale 
a l’un des xi ou yj, alors 
%X 1 . . . %x,@y, .., (iy,(h)V, . . . v,)W,...)W, 
est une forme canonique. 
Sous forme graphique, l’epine dorsale d’un terme en forme canonique se presente 
comme montre Fig. 1. 
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Fig. 1. Epine dorsale d’un terme en forme canonique. 
Remarque. Les formes canoniques sont les formes normales de la o-rkduction. Elles 
maximisent le nombre de radicaux d’un terme. 
Exemple. Les termes 
Tl =((~xAyhU)V)W, 
T,-(l”x(~~y~~zu)W)v, 
T3 =(ixlz(iyU)W)V, 
T,=dz(Ax(%yU)W)V, 
T,=(Ay(~dzU)V)W, 
T,=(AyAz(~xU)V)W, 
T, =iz(iy@x U)V)W, 
sont tous o-tquivalents pourvu que ni x, ni y, ni z ne figurent dans Vet W’. En effet on 
a T1-t, T,-, T3+= T, et T1+, T5-+= T,+, T7. Seuls T, et T, sont en forme 
canonique, et ce seulement si U, V et W le sont. 
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Proposition 3.5. Soit T un terme. I1 existe am terme T, en forme canonique tel que 
T++, T,. 
Preuve. I1 suffit de voir que la a-reduction termine. Pour cela on associe a chaque lieur 
dans un terme sa hauteur: H(Ax) = “le nombre de parentheses ouvrantes a gauche de 
2x”. Alors la somme sur tous les lieurs d’un terme des H(2.x) diminue strictement au 
tours d’une o-reduction. 0 
Remarque. Comme le montre l’exemple precedent, T n’a en general pas une unique 
forme canonique. Les formes canoniques de T different alors par des permutations de 
radicaux. 
Lemme 3.6. Si TI +O T, et T1jp T; alors il existe Ti tel que T2+a Ti et T;-, Ti. 
Preuve. Appellons RI le P-radical de T1 et S le radical pivot. Remarquons qu’il 
y a dans T2 un radical R2 correspondant a RI, i.e., caracterise par le m&me lieur. Si 
R, 3 S alors on reduit R2 dans T,, soit T; = T;. Si RI + S, et la reduction de RI ne 
duplique pas S alors on reduit R2 dans T2 obtenant T;. Comme S est toujours present 
une fois dans T; on a T;+, Ti. Finalement si RI duplique S n fois (n >O), on rtduit 
encore R2 dans T, et l’on a T;JbO Ti. 0 
Corollaire 3.1. Si T1p+, T, et T1 -+p T; alors il existe Ti tel que T2+p Ti et T;+C Ti. 
Preuve. Par recurrence sur la longueur de la o-reduction de T1 d T2. 0 
Proposition 3.8. Si T1-++, T, alors I/ T, 11 d II T2 I/. 
Preuve. C’est une consequence du lemme ci-dessus. Par recurrence sur la longueur de 
la a-reduction on a: T,-w,, T, et T1 -+p T; entraine T,+, T; et T;-++O T;. Done a toute 
suite de P-reductions de T1 on sait associer une suite de /I-reductions de T2, de m&me 
longueur, et ne passant que par des o-reduits des /keduits T1. 0 
Remarque. L’inegalite inverse est plus delicate. Si T1 =((/2xAyU)V)W et T2 z 
(Ax(i.yU)W)V, on a T, dp Tiz(AxU[y:= W])V mais on ne peut pas en general 
reduire T1 en un terme a-equivalent a Ti. On la demontre dans la Section 6. 
4. Rbduction gauche et oiquivalence 
Proposition 4.1. Si Tl+o T, alors )I T1 lIG= IiT2 /IG. 
Preuve. Si I/ T1 /I G = co, comme T1 n’a pas de forme normale et T2 = p T,, on deduit que 
T, n’a pas de forme normale; done II T2 IIG= co. 
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Sinon /I T1 11 G et 11 T, IIG sont finies. On suppose que T1 +O T2, le cas general se 
resolvant par recurrence sur la longueur de la a-reduction de T1 A T2, et on raisonne 
par recurrence sur II T1 /IG. 
Lemme 4.2. Si T1 jO T2 alors il existe T; et T; et n3 1 tels que T1+ T;, T&Q T; et 
T;-+, T;. 
On a done II T1 /I G = I( T; IjG + n. Par recurrence sur /I T; /I G on a 11 T; II G = (I T; II G, done 
lI~~II~=II~~Ilc+~=lI~~II.. 
Passons a la preuve du lemme. Soit RI le radical de gauche de T1 et R, celui de T2. 
Si RI est le m&me radical que R,, i.e., RI et R, sont caracterises par le meme lieur, 
alors on reduit RI et R2 dans respectivement T1 et T2 et, comme pour le Lemme 3.6 on 
obtient T; et T; tels que T;+, T;. Sinon c’est que RI est en meme temps le radical 
pivot de T1 et que la a-reduction a rajoute un radical a gauche de R, dans T2; done R, 
est un sous-terme de Sr = ((2xlyU)V) W et R2 =(Ay(AxU)V) W. En deux reductions 
gauches de T1 et T2 on aboutit au meme terme. 0 
Remarque. La preuve est toujours valide si on remplace partout “radical de gauche” 
par “radical de We” et “forme normale” par “forme normale de tete”. On en deduit 
done le corollaire suivant. 
Corollaire 4.3. Soient T1, T, tels que T1 =D T,; on a alors 
- IITI IIG= IITz Ilc; 
~ IITIIIH=IIT~I/H; 
_ si T: (resp. Tj) est la forme normale de t&te obtenue par rbduction de t&te de T1 (resp. 
T2), alors Tf =, T,“. 
Preuve. Par definition, =0 est la relation &equivalence associte a +O. Pour la 
solvabilite, c’est la meme demonstration en vertu de la derniere remarque. La derniere 
proposition se prouve par recurrence sur la reduction de tete de T1 en utilisant le 
lemme. 0 
5. Invariance de la norme perpktuelle par a-classe 
Proposition 5.1. Si T1*, T2 alors 11 T1 llB= 11 T2 lie, 
Preuve. On ne s’interesse qu’au cas oti T, +. T,, le cas general s’en deduisant par 
recurrence sur la longueur de la o-reduction. 
Lemme 5.2. Si T, +O T2 alors l’une des deux propribtbs suivantes est rkalisbe: 
(i) il existe T;, T; et n 3 1 tels que T1 -LB T;, T, AB T; et T; ++ T;; 
(ii) II TI IIS= II TZ IIB= CO. 
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Notons que les deux cas ne sont pas exclusifs. Prouvons d’abord la proposition. On 
raisonne par cas sur inf( I/ T1 IIB, /I T2 IIB). S' 1 c’est infini, alors on a bien 11 T1 IIs= II T, lie. Si 
II TI IHe< CC et II T2 IIsb ~0 (rev. II T I B< cc et 11 T2 llB< co), on raisonne par recurrence II 
sur 11 T1 lie (resp. II T2 liB): on est forcement dans le cas (i) du lemme; done il existe une 
suiteR,,R,,...,R,telleque.Ro-T;,R,~T;,etRi~bRi+l.OnaIIT;(I,=IIT,Il,--n, 
llG/l~= IIT2lkJC et par rhrrence sur IIG lb (rev. IIT2IM IIG IIB= IPI lb= 
lIR2/Is=~~~=llT;Ils. 
Puis le lemme. On raisonne par recurrence sur T1 en prenant une hypothese de 
recurrence legerement plus forte; on suppose en plus que si T, (resp. T2) ne commence 
pas par 3. alors, dans le cas (i), aucun terme de la reduction de T1 A T; (resp. de T2 
a TJ, sauf eventuellement le dernier, ne commence par I., et dans le cas (ii), aucun 
terme de la reduction perpetuelle de T1 (resp. de Tz) ne commence par %. 
Si T1 est une variable, il n’y a rien a dire. 
Si T1 = %xU1, alors, par definition de -fO, on a T2 -IkxU2 et Ul-+a U2; on obtient le 
rtsultat par recurrence sur Ur. 
Si T1 = ( U1)Vl alors T2 a l’une des formes suivantes. 
(1) T2 =lyR. Ce cas n’est possible que si T, est un radical pivot de la forme 
T1 =(ixAyU)V et si T2 E ly(AxU)V. Si B(T,) = T1, c’est a dire, si XE U ou si V est 
normal, alors J3( T,)=(ixU)V, done T1 et T2 se reduisent tous deux en une etape de 
reduction perpetuelle en le m&me terme T’=AyU[x:= V]. Done le lemme est 
dtmontre avec n = 1. Sinon, i.e., si x$ U et V n’est pas normal, alors B(T,) = B( T,) = V; 
comme V n’est pas normal, il existe V’ tel que V+, V’, done tel que 
T1-+B T; =(ix/zyU)v et T2 +B T’~lvy(AxU)v’; soit le cas (i) du lemme avec 
n= 1. 
(2) T2 =(R)S oii ni R, ni S ne sont o-equivalents a respectivement U1 et VI. Ce cas 
n’est possible que si U1 -(AxT)S, soit T1 -((/lxT)S)V, et T2=(Ax(T)V1)S. Ce cas se 
traite comme le precedent. 
(3) T,-(U,)V, avec VI+, V2. Si B(T,)=B(U,) alors c’est que U1 ne commence 
pas par i et n’est pas normal, done B(T,)=B(U,). Done T1-+B(U’l)V1 et 
T,-+,( U;)V, od U; est le reduit a une etape de U1 par le radical II( soit le cas (i) 
du lemme avec n= 1. Si B(T,)= VI, alors c’est que U1 =;IxR et que x n’apparait pas 
dans R. Done B( T2) = V, et le resultat vient par le meme raisonnement que dans le 
premier cas. Sinon B( T,) = T1. Mais alors Ul=AxU, soit T,-(;lxU)V1 et 
T, E (i,xU)V,. Done T1 -+,T;-U[x:= V,] et T2 -+B T; E U[x:= V,]. Comme 
T;+, T; on obtient une fois de plus le lemme avec n= 1. 
(4) T,=(U,)V, avec Ulp,, U2. Si B(T1)=B(U,) et B(T,)=B(U,) alors c’est que ni 
U r, ni U 2 ne commence par A. Par recurrence sur U 1, on a un n (eventuellement infini) 
tel que U1 Its U;, Uz AB U; et U’r -wO U;. Comme l’hypothese de recurrence specific 
qu’aucun des termes apparaissant dans ces reductions ne commence par 2, on en 
deduit que T1 -!bB(U;)V1 et T2 AB(U$)V,, ce qui est le resultat attendu. 
Si B( T,) = B( V,) alors U 1 E AxR, od x n’apparait pas dans RI. Mais alors 
U2 E %xR, avec R 1 ---Pi R2, done x n’apparait pas dans R2 non plus et B(T,) = VI. Le 
resultat vient par le meme raisonnement que dans le premier cas. 
Une hquicalence SW les lambda-termes 289 
Enfin si B(T,)=B(U,) et B(T,)#B(U,). Alors, U1 ne peut commencer par 1 et U2 
doit commencer par 1.. La seule possibilitt est que Ui ~(1~x2yP)Q et que 
U2 G iy(AxP)Q oli y n’apparait pas dans Q. 11 y a alors quatre cas: 
(a) x et y apparaissent dans P; dans ce cas, en deux etapes de reduction perpetuelle, 
T1 et T2 se rtduisent en un meme terme sans faire apparaite de 1% en tete lors de la 
premiere Ctape. 
(b) x apparait dans P mais pas y; soit B(T,) =(AxAyP)Q et B(T,)= B( VI). Si la 
reduction perpetuelle de Vi termine en n etapes sur une forme normale v’ on a alors: 
T,-+,(~yP[x:=Q])Vl &B(l~yP[x:=Q])v’ +BP[x:=Q] et T2AB(Ay(IZ~P)Q)V’+B 
(AxP)Q-+~P[x:= Q], soit le cas (i) du lemme avec n+2. 
Si la reduction perpetuelle de Vi est infinie, le meme raisonnement montre que T1 et 
T2 ont tous deux une reduction perpetuelle infinie ne faisant jamais apparaitre de ;1 en 
tete. 
(c) y apparait dans P mais pas x. Le raisonnement est symetrique du cas precedent. 
(d) Ni x, ni y n’apparaissent dans P. Si les reductions perpetuelles de Q et de I/, 
terminent en respectivement n et p ttapes, sur des formes normales Q’ et v’, on a 
alors: T,AB ((~xA~P)Q’)V’~+~(~.~P)V~&&~P)V’+~P et T2&B(Ay(%xP)Q)V’-+B 
(AxP)Qlt, (AxP)Q’+~ P; done le lemma est demontre avec n + p + 2. Sinon, le meme 
calcul montre que les deux reductions sont infinies sans jamais faire apparaite de I en 
tete. Remarquons que dans le cas od les reductions de Q et de I/, sont infinies, celles de 
T1 et T, bouclent aussi, mais pas pour la mCme raison; la premiere boucle sur la 
reduction de Q et la seconde sur celle de Vi. 0 
Corollaire 5.3. Si T1 = g T2 alors 11 T1 lie = 11 T2 llB 
Preuve. =d est la relation d’equivalence associie a -+,. q 
6. Norme et norme Barendregt 
La proposition suivante est une generalisation du theoreme de Barendregt. 
Proposition 6.1. Soient T et T’ tels que II T1 /IB< CC et T-+, T’. Alors I/ Tl lie> II T’ lie. 
Remarque. Autrement dit, toute reduction fait strictement diminuer la norme 
Barendregt. 
Preuve. Par recurrence sur II TIIB, On utilise le lemme suivant. 
Lemme 6.2. Soient Ten forme canonique, T’ et T, tels que T-+, T’ et T-+B TB. L’une 
des deux propribtbs suivantes est rhaliske: 
(i) I1 existe deux entiers n et p, et un terme S tels que n > p, TB 3+0 S et TfAB S; 
(ii) llT’llB=co et IITBll=co. 
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Commen$ons par la preuve de la proposition. Par rkurrence sur I( TB jIB et sur n on 
a: pour tout S tel que T,+ S, II TB llB> IIS (Is + n. Supposons que T est en forme 
canonique de facon A pouvoir appliquer le lemme. Si on est dans le cas (ii) on contredit 
(ITI(,< co. Par constquent il existe S comme dans le cas (i). Mais alors on a: 
llTlle=IITBIIB+1~IISIJB+n+l=IIT’Il,-p+n+l~IIT’~/,+1 carlartductionde T’ 
i S est perpktuelle. 
Si maintenant T n’est pas en forme canonique, soit T, une forme canonique pour T, 
i.e., T+, T,. On applique le Corollaire 3.7 ti T, T’ et T,, et on obtient TL tel que 
T’+, Ti. Par le raisonnement ci-dessus on a (I T, lIB 3 I/ T: llB + 1 et l’on obtient le 
rksultat pour T et T’ par la Proposition 5.1. 
Passons au lemme. On le prouve par rtcurrence sur la forme canonique T. 
- T=AxU; alors on a le rksultat par rkurrence sur U. 
- Ts(AxU)V et XEU; alors TB = U[x:= V]. II y a quatre formes possibles pour T’: 
(1) T’ _= TB; il n’y a rien A dire. 
(2) T’=(AxU’)V et XEU’; alors T’+BU’[~:= V]. Mais TB+pU’[x:= V] soit 
n=p=l. 
(3) T’-(AxU’)V et x$U’; si il existe q tel que T’&(ixU’)Vo oti V. est en forme 
normale alors T’“&‘, U’. Notons k le nombre d’occurrences de x dans U; k est done 
supkrieur ou tgal d 1. On a, en rkduisant les k sous-termes V de TB en V,, 
T, !f$ U[x:= V,J soit T B kqA1p U’ d’oii le rtsultat avec n= kq + 1 et p=q+ 1. Si 
q n’existe pas, i.e., /I 2”’ lie = cc alors on a une rtduction infinie de V, done une rkduction 
infinie de T,, soit le cas (ii) du lemme. 
(4) T’c(AxU)V’; comme XEU, T’+B U[x:= V’]. Mais TB& U[x:= V’] d’oh le 
rtsultat avec n = k et p = 1. 
_ Tz (i.xU) V, x# U et V n’est pas normal; alors T, E (E,xU) VB oii V, est le rkduit A une 
&tape par rtduction perpttuelle de V’. Notons que, puisque T est en forme 
canonique, V l’est aussi. Si T’=(AxU’)V, alors comme x$ U’, T’--tg (AxU’)V,. Mais 
TB-+8 (AxU’)V, soit n =p = 1. Si T’ E (AxU) v’ alors, par rkurrence sur V, on a: soit 
II v’ llB= 00 et /I VB /( = co, auquel cas il en est de meme de T’ et Ts; ou bien il existe 
n,p et W tels que n 3p et V, GD W et v’ .!& W. Mais alors T’&:, (AxU) W et 
T B J/1 (AXU) w. 
_ T=(AxU)V, x$U et Vest normal; alors TB= U. Si T’=(AxU’)V, alors TI-+B U’ et 
T,-+,U’ soit n=p=l; sinon, si T’ E U, alors T’ c TB; le dernier cas est 
T’z(AxU)Jf’; alors T’+BU- TB, soit n= 1 et p=O. 
- T=(x)Vl... P; alors TB E(X) V’ . . . VB.. . Vq oii Vj est le premier argument de x non 
normal. Notons que tous les Vi sont en forme canonique. Si T’ E(X) V’ . . . V’j.. . Vq 
alors par rkcurrence sur vj on obtient le rksultat. Sinon T’ 3 (x) b”. . vj.. . vk . . vq 
et T+BSz(x)V1... Vi... V;...Vq, et T,-+,S soit n=p=l. 0 
Remarque. 11 est inGressant de noter la construction de la preuve. On prouve le 
lemme par rtcurrence sur les formes canoniques ce qui simplifie l’ttude par cas. Pour 
s’en convaincre, considtrons le cas OLYI T=(U) V, U ne commencant pas par lambda. Si 
Test une forme canonique, c’est la dernike &tape de la preuve, mais si ce n’est pas le 
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cas, l’hypothese de recurrence devient inutilisable: Supposons que TB =(U,)V, et 
T’ = (U’)V. Par hypothese de recurrence sur U on sait qu’il existe n, p et U” tels que 
u B 2&B U” et U’& U”. On en deduit bien que T, -Gfl S = (U”) V mais pas que T’_!LB S 
car il se peut que U’!A,3.xU1 !$+,, U”zAxU2 avec p1,p2 #O, et p=pl +p2. Supposons 
que p1 soit minimal pour cette propriete, alors T’!.& T1 =(luxU1)V et ne se rtduit 
done pas par la strategic B en S. On peut resoudre ce probleme en renforcant 
l’hypothese de recurrence mais cela complique considerablement la preuve. I1 est plus 
facile de passer par les formes canoniques. 
Corollaire 6.3. Pour tout terme T on a I/ T(/ = 11 T/Is. 
Preuve. Par definition de //Tl/ on a /(T (I 3 IIT I/ B, ce qui regle les cas oti 11 T llB = cc. 
Pour l’autre inegalite, on raisonne par recurrence sur 11 T\ls. Soit T’ un reduit a une 
ttape de T. Par la proposition ci-dessus, /I Tlls > I( T’ IIB. Par hypothese de recurrence, 
/I T’/I = I/T’//,. Done pour tout reduit a une &ape T’ de T, on a /I Tile> II T’ /I. Comme 
I/ TIl = II T’II + 1 pour au moins un T’, on obtient finalement /I T(lB> /I TII. Cl 
Corollaire 6.4. Si T1 =g T, alors /I T1 Ij = (I T2 (1. 
Preuve. C’est une consequence de la Proposition 5.1 et du Corollaire 6.3. 0 
7. Conclusion 
L’expose ci-dessus suggere deux questions. Existe-il un critere nature1 classifiant les 
termes, permettant de distinguer deux termes o-equivalents? Existe-il une syntaxe 
realisant la o-equivalence? En ce qui concerne la premiere question le papier montre 
que la plupart des criteres bases sur l’operationnalite des termes sont plus grossiers 
que =O. 
Historiquement, la reponse a la seconde question est a l’origine de la cr-equivalence. 
On a deja vu dans l’introduction qu’il y a isomorphisme entre la o-classe d’un terme et 
le rtseau qui lui est associt par la traduction operationnelle. 
Citons enfin la construction de la preuve de la Proposition 6.1 qui suggere une 
mtthode generale de demonstration par recurrence sur les termes utilisant la o- 
equivalence: faire par recurrence sur les formes canoniques ce qui peut comme on l’a 
vu simplifier la preuve, puis prouver l’invariance du resultat par a-equivalence. 
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