In this paper, we present an indirect adaptive robust controller (IARC) for output tracking of a class of uncertain nonlinear systems with unknown input asymmetric deadband in presence of uncertain nonlinearities and parametric uncertainties. Most of the parameter adaptation algorithms, such as, gradienttype and least squares-type require that the unknown parameters of a system appear in affine with known regressor functions globally. However, deadband nonlinearity can not be represented in those global linear parametric form. Therefore, the existing parameter estimation algorithms for deadband focus on some approximate linear parametric model. Hence, even in absence of any other uncertain nonlinearities and disturbances, these algorithms can never achieve asymptotic tracking. Departing from those approximate deadband estimation, we design an indirect parameter estimation algorithm with online condition monitoring. This parameter estimation algorithm in conjunction with a well-designed robust controller and a deadband inverse function can be used to obtain asymptotic tracking without restoring to discontinuous control law. With this strong result in our repertoire, we proceed to design a smooth deadband inverse (SDI) function to avoid certain problems during implementation, e.g, control input chattering and significant appearance of highfrequency dynamics. The effect of such an approximation on the L 2 -norm of output tracking error is analytically determined. We also show that while operating away from the deadband, the pr0posed controller even with an SDI can achieve asymptotic * Address all correspondence to this author.
INTRODUCTION
Deadband is a static 'memoryless' nonsmooth nonlinearities present in many practical systems, e.g., hydraulic servo value, DC servo motors, mechanical connections and piezoelectric translators. This nonlinearity characterizes the insensitivity of output to the small input values. If the parameters of the deadband are known, it is straight forward to construct a perfect inverse function so that the effect of deadband can be compensated by a well-designed controller. When the parameters of the deadband are unknown, this problem has to be tackled from an adaptive and robust control framework.
An adaptive deadband inverse was developed in [1] using unrealistic assumptions, such as, set certainty equivalence. With removal of such assumptions in [2, 3] lead to bounded output tracking, but it could not achieve asymptotic tracking. In [4] , even though asymptotic adaptive cancelation of unknown deadband was possible, a much stronger condition of both deadband input and output measurement was made. In most of the applications, only input to the deadband is measured. In [5] [6] [7] , heuristic approaches such as fuzzy logic and neural networks were used to construct basis functions for deadband nonlinearity compensation. These controllers could achieve only bounded output tracking and therefore, there was no further theoretical improvement in the obtained results. In [8, 9] , the deadband was modeled as a combination of linear input with either an unknown constant gain for symmetric deadband [8] or a time-varying gain for unknown gain for non-symmetric ones [9] and a bounded input disturbance. With this formulation, the traditional robust control techniques were applied to obtain bounded output tracking error. However, this approach treated deadband as a bounded disturbance without considering the deadband characteristics; thus, leaving an opportunity for possible performance improvement by explicitly considering the deadband effect.
Though deadband compensation has been studied extensively as reviewed above, the available results in the literature suffer from undesirable characteristics on two accounts. Firstly, none of them can achieve asymptotic tracking without measurement of deadband output. The main reason for this stems from the fact that it is not possible to obtain a global parameterized model affine with unknown parameters. The usual parameter adaptation algorithms, such as, gradient-type and least squares type, depend on the parametric affine structure to derive all of its nice asymptotic properties. However, it was noticed in this work that even though a global linear parameterization of deadband is not possible, deadband can still be linearly parameterized for most of the operating range away from the deadband. Using indirect adaptive designs and online-condition monitoring, if we estimates the parameters only when the linear parametrization is valid, then accurate parameter estimates can be obtained and perfect adaptive inversion is possible. For such an estimator to work harmoniously with a controller, the workings of controller and estimator module have to be independent of each other. Therefore, we will use an indirect adaptive robust control (IARC) approach [10] in this paper to achieve complete controller-estimator separation.
Secondly, the use discontinuous deadband inverse during adaptation was not desirable in practice, as it may lead to control input chattering. In [2] , a soft inverse was proposed, but its effect on controller performance was not analyzed explicitly. In [11, 12] , a smooth deadband inverse function was proposed for reducing the control chattering. Even though it was identified that the nonsmoothness of deadband is a local problem, the proposed smooth inverses ignores this fact and smooths out the deadband inverse globally; thus, by-passing the problem of deadband completely. As a result of this global smoothening, asymptotic tracking can not be obtained. Furthermore, it was not clear how the smoothening of control affect the controller performance.
The second drawback of the existing adaptive designs will be overcome by using a new novel SDI function. The proposed SDI approximates the nonsmooth deadband inverse (NDI) locally and mimics its behavior at large (i.e., when the working range is beyond the deadband). During the actual controller design, the impact of approximating the deadband inverse on output tracking performance is explicitly considered and the controller is designed to minimize its effect.
PROBLEM FORMULATION
The deadband function DB(v) can be mathematically represented as follow [13] :
where b r ≥ 0, b l ≤ 0 and m r > 0 and m l > 0 are the gains across the deadband in positive and negative directions respectively. This paper considers the same class of nonlinear system preceded by an asymmetric deadband nonlinearity as in [9, 12] .
System Model
The system can be represented in the following canonical formẋ
where x 1 is the system output, Y i , i = 1, · · · , p are some known continuous nonlinear functions,
T represents the vector of other unknown parameters, ∆(x n ,t) is the uncertain nonlinearity, v(t) is the actual control input to be designed, and u = DB(v) represents the output of the deadband. For notationalsimplicity, let θ b ∈ R p+4 be the vector of all unknown constant parameters, i.e.,
The following nomenclature is used throughout this paper:
• is used to denote the estimate of •, • is used to denote the parameter estimation error of •, e.g., θ = θ − θ.
Assumption 1.
The unknown parameter vector θ is within a known bounded convex set Ω θ . Without loss of generality, it is assumed that ∀θ ∈ Ω θ , θ imin ≤ θ i ≤ θ imax , i = 1, . . . , p + 4 where θ imin , θ imax are some known constants. Furthermore, the signs of m r , b r , m l and b l are assumed to be known.
Assumption 2.
The uncertain nonlinearity ∆(x n ,t) can be bounded by |∆(x n ,t)| ≤ δ(x n ,t), where δ(x n ) is a known positive function.
Assumption 3.
The output of the deadband u = DB(v) is not available for measurement.
The control objective is to synthesize a control law for the input u(t) and a parameter estimation law for the unknown parameter vector θ and unknown deadband parameters m r , m l , b r and b l so that: (i) all the signals of the resulting closed system are bounded, (ii) the output x 1 tracks the desired output trajectory x 1d (t) with a guaranteed transient performance and final tracking accuracy.
Construction Of Smooth Deadband Inverse
The usual practice of dealing with deadband function is to compensate the deadband effect employing a deadband inverse function as follows [2] :
Noticing that u(t) > 0 ⇒ v(t) > 0 and u(t) < 0 ⇒ v(t) < 0, we can parameterize inverse deadband function as follows
where
. The proposed nonsmooth deadband inverse (NDI) function DI(u) can achieve total deadband nonlinearity compensation, when the deadband parameters were completely known. Though the above ideal deadband inverse look natural and theoretically beautiful, it suffers from following practical issues due to its discontinuity of at u = 0.
1. Implementing NDI in practice is extremely sensitive to measurement noise. For input deadband type of problem, u = 0 may be steady-state value for many regulation type of problem such as the point-to-point positioning in precise motion control. As such, it is one of the critical operating points, where problems due to measurement noise are most severe due to almost zero signal-to-noise ratio. 2. The equivalent gain of NDI for very small signals around origin can be thought of as infinite, which makes it impossible to analyze the effect of even small amount of implementation imperfection such as neglected high frequency dynamics.
In [12, 14] , following smooth deadband inverse (SDI) function was proposed as follows:
where φ r (u) and φ l (u) are smooth indicator functions defined as
e u/e 0 +e −u/k , where k > 0 is chosen by designer. It was not clear how to make an appropriate choice for k from a quantitative output performance point of view. The effect of this approximation was not considered explicitly on the performance of the system output. Moreover, we can see that in the idealizing case, when we know the deadband parameters completely, we still can not achieve perfect inversion. The main reason is that the smooth inverse function SDI(•)approximates the actual inverse globally, i.e., for all values of u ∈ R. These drawbacks point to the fact that the approximation used in (5) does not represent the solution to the control problem of aforementioned nonsmooth nonlinearity; rather, the approximation is used globally to bypass the nonsmooth nonlinearity problem altogether.
In this paper, we propose the following deadband inverse function SDI(u) 1 :
where N r (u) is a n th order smooth curve as defined in (7), n being an odd integer. Discontinuous as in [2] As in this paper (ε=1, n=3)
As in [12, 14] Above deadband inverse function has following advantages over the existing smooth inverses in literature, especially the one used in [12] . SDI(•) approximates the actual nonsmooth deadband inverse only when its absolutely necessary, i.e., over a boundary layer of width ε > 0. Moreover, ε is a designer constant, which it can be freely adjusted and the choice of ε is influenced by available bandwidth, the amount of disturbances and measurement noise present in the system. While SDI(•) approximates DI(•) locally around • = 0, the smooth approximation SDI(•) used in previously approximates DI(•) globally, i.e., ∀• ∈ R. In the idealizing case, when there is no parametric uncertainties (i.e., m r = m l = b r = b l = 0) and u > ε, perfect deadband inversion is possible for SDI(•), but not for SDI(•).
Let u d be the control input which stabilizes the system with no deadband. Our aim is to find out the actual control input v(t) such that DB(v) = u d asymptotically, or at least the control error u − u d is bounded. If we knew the actual deadband function DB(•), then we can use SDI(•) as defined in (6) to find out v(t). But, as there is uncertainty in SDI(•), using certaintyequivalence type design philosophy, the following estimated inverse function would be used
Lemma 1. With deadband inverse given by (6), the error between the actual deadband output u(t), given by (1) and desired control u d can be written as
where the terms ∆ d (t) and ∆ ε (t) are such that: 
Projection Type Adaptation Law
One of the key elements of IARC design is to use the practical avilable prior information to construct the projection type adaptation law for a controller learning process. For this purpose, the widely used projection mapping Pro j [15, 16] will be used to keep the parameter estimates within the known bounded setΩ θ b , the closure of the set Ω θ b . The standard projection mapping is [17] :
where ζ ∈ R p+4 , Γ(t) ∈ R (p+4)×(p+4) ,Ω θ b and ∂Ω θ denote the interior and the boundary of Ω θ b respectively, and n Lemma 2 (Estimator Structure). Suppose that the parameter estimate θ b (t) is updated using the following projection type adaptation law˙
where τ is any adaptation function and Γ = Γ T > 0 is any continuously differentiable positive symmetric adaptation rate matrix. With this adaptation law, the following desirable properties hold:
P1. The parameter estimates are always within the known bounded setΩ θ b , i.e., θ b (t) ∈Ω θ b , ∀t. Thus, from Assumption 1,
INDIRECT ADAPTIVE ROBUST CONTROLLER DESIGN
In this section, indirect adaptive robust controller (IARC) [10] strategy will be developed to synthesize u d (t) and an online parameter adaptation algorithm along with online-condition monitoring would be used to estimate the unknown parameters, so that asymptotic tracking can be achieved in spite of unknown deadband effect. Guaranteed transient and steady-state output tracking is obtained when other uncertainties exists as well.
Define z 1 = x 1 −x 1d and s(t) = d dt + λ n−1 z 1 . Then, we can write:
Using Lemma 1 and differentiating (13), we obtaiṅ
. Now, we design the following IARC control law:
In (15), u da represents the usual model compensation with physical parameter estimates θ i updated using an online parameter estimation algorithm to be designed later. u ds1 is a normal proportional type feedback to stabilize the nominal model with a constant gain k s1 . u ds2 is a robust feedback term used to attenuate the effect of various model uncertainties for a guaranteed robust performance in general, which will be designed later. Noticing 
we can rewrite (16) aṡ
Noting Assumption 1, Assumption 2 and P1 of Lemma 2, there exists a control u ds2 such that following two conditions are satisfied.
where ξ > 0, ξ d > 0, ξ ∆ > 0 and ξ ε > 0 are design parameters, which can be made arbitrarily small. Essentially, (20) shows that u ds2 is synthesized to dominate the model uncertainties coming from both parametric uncertainties and uncertain nonlinearities and (19) guarantees that u ds2 is dissipative in nature so that it does not interfere with the functionality of model compensation u da . Smooth or continuous examples of u ds2 can be found in [18, 19] , which satisfies (19) and (20).
Theorem 1.
When IARC control law control law (15) with the deadband inverse (5) and projection-type adaptation (12) is applied, regardless of the estimation function τ to be used, in general, all the signals in the closed loop systems are bounded and the output tracking is guaranteed to have a prescribed transient performance and final tracking accuracy in the send that the tracking error index s is bounded above by
where λ v = 2k s1 and • ∞ represents the L ∞ norm.
Parameter Adaptation with on-line Condition Monitoring
In the above discussion, an IARC law which can admit any estimation function is constructed, and a guaranteed output tracking transient and steady-state performance is achieved as long as the parameter estimates are bounded by projection mapping as shown in Lemma 2. In this subsection, we will construct suitable parameter estimation algorithm so that an improved final tracking accuracy-asymptotic tracking-can be obtained in the absence of uncertain nonlinearities (i.e., when ∆ = 0 in (28)). In practice, almost all the nonlinear control laws are implemented using microprocessor with certain digitization. Hence, we will directly construct the parameter estimation algorithm in discrete domain. Let t = kT, k = {1, 2, · · · } be the sampling instances, where T is the sampling time period. Integrating the plant dynamics (28) with ∆ = 0, we obtain
which leads to following digitized plant equation:
implementation and the approximation of the nonlinearity Y i by its value at the sampling instances t k−1 are used. 
which is linearly parameterized by the system parameters. The following linear regression model for parameter estimation is then obtained
Above equation is standard regression form. With this static estimation model, we can apply various different parameter estimation algorithms. We will consider least square estimation in this paper [16] . Applying the least-square estimation algorithm with forgetting and discrete version of the projection mapping, the following recursive formula are obtained to update the parameter estimates as the parameter adaptation algorithm.
in which ε 0 (k) is normally called the a priori prediction error, i.e., the prediction error using the previous parameter estimates θ b (k −1), and 0 < α ≤ 1 represents the forgetting factor. The following lemma summarizes the properties of this estimator [16] .
Lemma 4.
With the least square type adaptation law with projection, in the absence of uncertain nonlinearities (i.e., ∆ = 0 in (28)), the following results hold:
In addition, if the following persistent excitation (PE) condition is satisfied:
then, the physical parameter estimates θ b converges to their true values, i.e., θ b → 0 as t → ∞.
Theorem 2 (Asymptotic Tracking).
In the absence of uncertain nonlinearities (i.e., assuming that ∆ = 0 in (28)), when PE condition (27) is satisfied and either of these two conditions are stratified:
1. ε = 0, i.e., discontinuous control law is allowed. 2. ε = 0, but the desired trajectory x d (t) is such that |u d (t)| ≥ ε.
an improved tracking performance-asymptotic tracking-is also achieved, i.e., s → 0 as t → ∞.
SIMULATION
In this section, the proposed IARC algorithm with the proposed deadband inverse function is applied to the same example as considered in [13] and deatailed comparative simulation results are presented to illustrate the effectiveness of the control approach.
where w(t) is the output of the deadband described by 
T is given by X d (t) = 0.5 (sint + sin 1.6t + sin 2.7t + sin 3.5t) 0.5 (cost + 1.6 cos 1.6t + 2.7 cos 2.7t + 3.5 cos 3.5t)
To better illustrate the effectiveness of the proposed control algorithm and proposed inverse function, the IARC control algorithm with three different deadband inverse functions are simulated and compared for system (28). The first deadband inverse was the discontinuous deadband inverse function (4) (as proposed in [2] ), the second one was the smooth deadband inverse (5) (as proposed in [12, 14] ) and the third one was the smooth deadband inverse (6) (as proposed in this paper). [12, 14] IARC with Discontinuous Inverse as proposed in [2] IARC+SDI as proposed in this paper IARC+SDI as proposed in [12, 14] IARC with Discontinuous Inverse as proposed in [2] IARC+SDI as proposed in [12, 14] IARC+SDI as proposed in [12, 14] IARC with Discontinuous Inverse as proposed in [2] IARC+SDI as proposed in this paper IARC+SDI as proposed in [12, 14] IARC with Discontinuous Inverse as proposed in [2] Figure 4 shows the tracking error z 1 for three different deadband inverse function. When the parameter estimates are not accurate, i.e., during initial transient period, there is not much difference between the performance between the three controllers. However, as we obtain more and more accurate parameters, we see that the best performance is given by the discontinuous deadband inverse function and the worst performance is obtained using the deadband inverse as suggested by [12] , [14] . The better performance of IARC controller using discontinuous deadband inverse is expected as this controller with help of a discontinuous law is able to do the compensation of system dynamics better than other two controllers. Similarly, using a localized approximation of discontinuous deadband inverse we obtained better results than the controllers using a global approximation of discontinuous deadband inverse as in [12] , [14] . Figure 5 shows the control input for the three controllers. To show the high frequency content of the different control input, we present the FFT analysis of them in Figure 6 . We observe that the control input using discontinuous is rich in high frequency content, which can be dangerous when high frequency dynamics of the system are neglected during the modeling.
CONCLUSION
In this paper, we developed an indirect adaptive robust control (IARC) scheme using a smooth deadband inverse for a class of singleinput-single-output (SISO) uncertain nonlinear systems preceded by asymmetrical deadband. The proposed controller makes full use of the deadband characteristics that it can be linearly parameterized within certain working ranges and uses indirect parameter estimation algorithm with on-line condition monitoring for accurate estimation of the parameters. With accurate parameters, a smooth deadband inverse is proposed to fully compensate deadband for most of the working range. We also showed, in some practical cases, we can theoretically achieve asymptotic tracking. This improved performance results could not be attained in the previous researches on adaptive deadband inverse. Furthermore, indirect adaptive robust control algorithm also achieves certain guaranteed robust transient performance and final tracking accuracy even when the overall system may be subjected to other uncertain nonlinearities and time-varying disturbances.
