The activity and maintenance of neurons requires substantial metabolic energy, resulting in selective pressure to decrease resource consumption by the nervous system. The wiring economy principle proposes that animals have evolved mechanisms that wire circuits efficiently by minimizing neurite length. Computational modeling of neuronal morphology, microcircuit organization, and neural networks reveals that wiring economy is a significant determinant of nervous system layout. The strategies for reducing wiring costs are shared across phyla and point to the possibility of generalizable rules that specify the development of efficient nervous systems. As the developmental mechanisms underpinning wiring economy are only now being elucidated, whether the molecular basis of this phenomenon is the result of conserved genetic programs or convergent evolution remains to be determined.
Introduction
Animals allocate a significant proportion of their metabolic energy towards the development, maintenance, and activity of their nervous systems [1] . This energy budget underpins the biosynthesis of elaborate neuronal membranes and the continuous action of numerous ATP-dependent transporters to maintain intracellular ion concentrations [2] . Moreover, synaptic transmission itself requires a substantial expenditure of energy [2] [3] [4] . Thus, nervous systems are under selective pressure to minimize resource requirements. Decreasing the number, size, and complexity of the neurons that comprise the network provides a facile path to reducing energy consumption. However, the selective advantages offered by the evolution of new behaviors via formation or expansion of neural circuitry can outweigh the benefits afforded by minimizing resource expenditure. The synthesis of these opposing forces results in the principle of wiring economy, the pattern and arrangement of neuronal connections that best balances functionality and resource conservation to produce an efficient neural network. In this review, we will explore various adaptations that increase wiring economy and influence the extensive diversity of nervous system morphologies across Metazoa.
The spatial positions of neurons and synapses, as well as the connectivity of the network are at the heart of wiring economy [5] [6] [7] . Neural networks that can achieve their required function with relatively few connections are thought to be selectively favored. Within these networks, neurons must be positioned so that the lengths of axons and dendrites needed to wire the system are minimized, thereby reducing nervous system size and attendant resource expenditure [6] . Moreover, the number of possible network topologies for even a small number of neurons is staggeringly large [6] , making understanding the developmental mechanisms that lead to optimized wiring diagrams of central importance. While efficient organization of nervous system components is apparent in many animals, the developmental processes that create these arrangements are only now being uncovered. Furthermore, whether these processes are conserved among multiple metazoan phyla or the result of convergent evolution can only be determined through a better understanding of how wiring economy arises.
Computational Modeling of Network Topology
The wiring economy principle was proposed by Ramó n y Cajal over a century ago [8] and has been extensively explored with computational modeling [9] . Neural networks can be described as a graph, a collection of vertices (neurons) connected by edges (axons and dendrites). In this framework, the efficiency of each neural network can be described by giving edges a length and diameter that determines both the conduction velocity of signals moving between vertices and the volume of space that the edge occupies. Maximum complexity is achieved in a complete graph where each vertex is connected to every other vertex, but under these conditions, wiring volume, the combined volumes of all edges, is also maximized. Increasing wiring volume pushes each vertex further away, increasing average edge length, conduction delay, and resources necessary to maintain these hypothetical neurites. Narrowing edge diameters can reduce wiring volume but also reduce conduction velocity, presenting a situation where a balance between two conflicting attributes must be met [10] .
These theoretical studies suggest that a complete graph, which scales quadratically with the number of neurons, is not the optimal solution for neural networks of increasing complexity. Similarly, a regular lattice, a network where each neuron has an identical number of connections, scales linearly with neuron population and may not be ideal. A different topology, the small world network, is generated from regular lattices by selecting axons with a set probability to rewire to random targets. This algorithm clusters neurons into discrete, highly interconnected 'cliques' that are linked by long-range processes, which results in overall connection lengths that scale logarithmically with the number of neurons. Notably these advantages of small world networks come at the small cost of decreasing the overall connectivity of the system and increasing the number of intermediate nodes between neurons ( Figure 1A-C) [7] . Consistent with the biological importance of scaling nervous system size with neuron number, small world networks have been observed in a variety of existing contexts, including the wiring diagram of the nematode Caenorhabditis elegans and the columnar organization of mammalian cortex [7, [11] [12] [13] . It is tempting to speculate that, as more connectomes are described, small world networks will be revealed as a general property of nervous system architectures across phyla.
Optimizing Neuronal Organization
From a wiring efficiency standpoint, each part of a neuron, the cell body, the axon, the dendrites, occupies valuable space. Thus, the relative positions of these components can have a major effect on the total wire length required to form a circuit. Vertebrates and many invertebrates have bipolar neurons in which the cell body lies between the axonal and dendritic segments [14] . The neurons of some invertebrate lineages, such as arthropods, and some vertebrate neuron types are unipolar, with a single process emerging from the cell body (known as a stem neurite) that subsequently branches into an arbor of poorly distinguished pre-and post-synaptic subregions [1, 15, 16] . Whereas the cell bodies of bipolar neurons can either be intercalated amongst synaptic zones or segregated from them, the cell bodies of unipolar neurons are necessarily outside synaptic zones. The wiring economy principle predicts that unipolar neurons should be favored if the stem neurite needed to segregate the cell body is smaller in volume than the cell body itself. Indeed, segregated neurons from both vertebrate and invertebrate species have larger cell bodies than stem neurites, and embedded neurons have larger stem neurites than cell bodies [2, 17] . In addition to volume minimization, segregating the cell body also reduces signal attenuation between the dendrites and the axon, which lessens the need for energy-consuming active propagation, particularly when the cell body is relatively large [2] [3] [4] 18] .
How did these two disparate solutions arise during evolution? Because unipolar and bipolar neurons exist in both superphyla of Bilateria, the ancestral neuron form cannot be inferred from these data. The Radiata clade, which arose prior to the Bilatera, have multipolar neurons more similar to bipolar neurons than unipolar neurons, suggesting that neurons in the urbilaterian (the last common ancestor of all bilaterally symmetric animals) had centrally located cell bodies [5] [6] [7] 19] . Studies have demonstrated that vertebrate and invertebrate neurites have many molecular similarities [6, [20] [21] [22] . Intriguingly, in a Drosophila melanogaster mutant that shifts motor neuron cell bodies into the neuropil, axons and dendrites both emanate from the cell body, thereby transforming a unipolar neuron into a bipolar neuron [6, 20] . Thus, neuronal polarity can be influenced by cell body placement. Taken together, these data argue that unipolarity is an evolutionary adaptation of multipolar cells meant to reduce both wiring volume and energy requirements.
Optimizing Neurite Architecture
Neurons are among the most elaborate of cell types, with dendritic arbors consisting of thousands of individual branches, and axons that can extend up to meters in length [8, 23] . Homologous neuron types have different morphologies among species, with a general trend toward increasing complexity in larger nervous systems [9, 24] . For example, Purkinje cells in jawless fish, the most basal of extant vertebrates, possess only a few dendritic branches while those in mammals boast thousands of processes [10, 25] . Processes are costly both in maintenance of their extensive membranes and in the developmental instructions necessary to pattern and connect them [7, 26, 27] . We therefore expect that as morphological complexity increases, so should the selective pressure to reduce resource consumption, resulting in axonal and dendritic patterns that emphasize efficient wiring of the network [7, 5, [11] [12] [13] 28] .
One approach to determining how neuronal morphology achieves wiring economy is to compare the estimated axon (A-C) Small world networks are clusters of highly interconnected vertices linked by long-range edges. Increasing levels of randomness introduced into regular lattices with high clustering and high path length (A) can form small world networks with high clustering and low path length (B) and randomized networks with low clustering and low path length (C) [7] . (D-F) Modeling of dendritic arbors reveals features of neuronal morphology that minimize wiring.
To connect a neuron (purple circle) to synaptic contacts (white circles), each contact can be directly connected to the neuron for high dendrite cost (D); branching dendrites can eliminate redundant paths for lower dendrite cost (E), and dendritic spines can increase the effective diameter of a dendrite (dotted blue cylinders) to further reduce dendrite cost (F) [28] . (G) Comparison of wiring volumes of dendritic arbor models and mouse cortex relative to number of neurons [28] .
and dendrite cost of biological circuits with that of simulated circuit designs [14, 28, 29] . The 'point-to-point' simulated circuit design, which simply connects each neuron to all other neurons using one axon per connection, results in wiring volumes that exceed that observed in mouse cortex when the number of neurons considered is greater than 10 3 ( Figure 1D ,G) [28] . Axonal and dendritic branching eliminates redundant neurite segments, reducing overall process length ( Figure 1E ) [29] . As a result, these branching designs outperform mouse cortex when the number of neurons is small (10 4 ) but have greater wiring volume with large numbers of neurons ( Figure 1G ) [28] . Finally, dendritic spines, extensions of the dendrite that house a single synapse [30, 31] , can increase the effective diameter of a dendrite, allowing synapse formation with more partners with only minimal increases in dendrite volume ( Figure 1F ). When spines are included in the model, the resulting design outperforms mouse cortex at larger numbers of neurons (10 5 ) ( Figure 1G ) [28] .
Notably, spines are energetically costly, and therefore maximization of coverage of synaptic contacts while reducing their size is important for efficiency [32, 33] . These simulations suggest that a relatively small number of parameters can capture the efficiency of biological circuit wiring. These simulations argue that complex neuronal morphologies increase the efficiency of larger networks, but they are presumably costly to construct. Therefore, in small organisms where neurons do not require branching processes and dendritic spines to achieve optimal connectivity, one might expect morphological simplicity. Accordingly, virtually all of the 302 neurons in C. elegans have minimally branched processes that form en passant synapses within an axon bundle [34] . Strikingly, however, the PVD neurons send a complex network of branched sensory processes throughout the animal [35] . This exceptional case indicates that mechanisms that generate neuronal complexity on par with that seen in vertebrate brains exist in the nematode but are restricted to neurons whose functional role in mechanosensation demands it. Similarly, while most of the 100,000 neurons in D. melanogaster lack dendritic spines, several lines of evidence suggest that the lobula plate tangential cells (LPTCs) of the optic lobe have structures morphologically and molecularly similar to spines [36] . LPTCs have extensive dendritic trees that integrate signals from numerous presynaptic partners [37, 38] . The presence of synapses in LPTC spine-like protrusions, based on ultrastructure, may reflect the requirement of these wide-field neurons to balance the maximization of connectivity with the minimization of wiring volume [36] . While the trend toward diminishing dendritic branching and spines is evident in smaller, simpler nervous systems, their presence in specific neuron types indicates, firstly, that morphology is instructed by a balance between functionality and economy, and secondly, that these features are shared across phyla. Whether the molecular mechanisms that underlie these similar morphological features in different phyla are conserved, and thus reflective of an ancestral set of rules implementing wiring economy, will be interesting to investigate.
Modeling the dendritic structure of the D. melanogaster LPTCs has provided additional support for a set of generalizable rules underlying neuronal morphology. Previous modeling efforts implemented a 'neural fluid model' that generates Steiner trees (trees where branch points can be anywhere in space) and allows shifting of synapse positions. Although these algorithms could find optimal topologies, they failed to generate trees that looked like biological dendritic arbors [29] . Implementing an iterative growth algorithm that minimized wire length between individual synapses and the root of the dendritic tree generated synthetic arbors very similar to LPTC dendrites [39] . Importantly, the growth algorithm could also reconstruct dendritic fields of other neuron types in other species, such as mammalian pyramidal and granule cells [40] . The success of this generalizable algorithm suggests that wiring economy heavily influences neuronal morphology across phyla.
Optimizing Local Circuits
Assembly of neurons into discrete functional circuits, a hallmark of the small-world network hypothesis, has been observed throughout Bilateria, from ganglia in C. elegans to cortical columns in mammals [7, 11] . However, the mechanisms underlying the optimization of local circuits have only begun to be examined. Strikingly, neuronal cell bodies in C. elegans are positioned within locally interconnected circuits so as to make their projections as short as possible (Figure 2A ) [41] . Cell body placement saves only a few microns of process length per cell, but even this small advantage reveals a potential mechanism that can inform nervous system morphology in other organisms. Neurites can stretch and elongate when forces are applied and retract when the force is released [42] [43] [44] . This tension has been proposed to bring neurons and their targets closer together, a 'tug-of-war' between synaptic partners that results in balanced and optimal cell body placement [45] . This hypothesis predicts that cell body placement within a circuit should be informed by synaptic connectivity. Indeed, C. elegans mutants defective for synaptic connectivity, such as those for the axon guidance gene unc-5, have displaced neuronal cell bodies [46] . However, it is unknown whether this cell body phenotype is the result of tension between incorrect synaptic partners or reflects a separate role of unc-5 in guiding cell migration [47] . Thus, the role of mechanical tension in guiding nervous system architecture remains unclear.
Dissecting local circuit assembly in the Drosophila visual system has cast light on another mechanism underlying wiring economy. The fruit fly optic lobe is comprised of a retinotopic array of processing units called cartridges, whose cellular composition, organization, and connectivity are invariant among individuals [48] . Within cartridges, axons from six photoreceptor neurons, R1-R6, surround a pair of neurites from the lamina interneurons L1 and L2, their major synaptic partners. Three other lamina interneurons, L3-L5, form relatively few or no connections with photoreceptors and are found towards the edge of the cartridge [49] . Importantly, this arrangement minimizes the distance, and hence wiring length, between synaptic partners [50] . This architecture can be recapitulated computationally with a simulated annealing algorithm by applying two forces to a set of hypothetical axons: the minimization of wire length by positioning synaptic partners close to each other, and volume exclusion that prevents axons from overlapping [50] .
How is this stereotyped layout constructed during development? One possible mechanism is suggested by the 'differential adhesion hypothesis', which states that cells with greater adhesive affinity will be surrounded by cells with less affinity [51] . Accordingly, lamina neurons L1 and L2 express higher levels of the cell adhesion molecule N-cadherin and are more adhesive than the surrounding photoreceptor axons. Removing N-cadherin from L1 and L2 results in cartridges with L1 and L2 neurites displaced outside the ring of photoreceptor axons and thus suboptimal cartridge architecture ( Figure 2B ) [52] . Differential adhesion therefore presents an elegant mechanism where an economical wiring diagram can be patterned by the relative levels of expression of a single cell adhesion molecule in synaptic partners. Furthermore, because differential adhesion is implicated in establishing the structure of other tissue types [53] , this may represent a generalizable mechanism that is employed in the assembly of other circuits.
Optimizing Global Connectivity
To understand how the global connectivity of a nervous system might be optimized necessitates a description of all its connections. At present, the most complete description is for C. elegans, where the connectome is quite stereotyped from animal to animal and reflects a largely invariant cell lineage and developmental program [34, 54, 55] . In addition, the nematode is much longer than it is wide, allowing the spatial position of each neuron to be reduced to a location along one axis [6, 56] . To determine whether the placement of neurons represents an optimal solution to the wiring problem, millions of alternative layouts were simulated by randomly repositioning the C. elegans ganglia while keeping each synaptic connection unchanged. Interestingly, the true ganglion positions in the animal outperformed every one of the randomly generated layouts in terms of overall wire length ( Figure 2C ) [6] .
Consistent with an arrangement that is optimized to reduce wire length, each ganglion is comprised of neurons that are not closely linked by developmental lineage, as one might expect from parallels with vertebrate cortical columns [57] , but rather are functionally related [56, 58, 59] .
A number of observations in C. elegans suggest that wiring economy between neurons is not the sole determinant of network layout. When individual neurons were repositioned, the best randomly generated layouts outperformed the true layout, contrary to the observations made when ganglion positions were varied [56, 60] . However, these synthetic models did not consider the organization of sensory inputs and motor outputs. When these considerations were incorporated into the model, the discrepancies between the true layout and optimal computer-generated layouts were reduced [61] . Additionally, certain classes of neurons, such as interneurons involved in signal integration and pioneer neurons that play critical roles in development, were found in economically suboptimal but functionally optimal positions. These examples illustrate how wiring efficiency is constrained by the role of the neuron [56, 59] . Further evidence of the balance between wiring economy and functionality can be found in other clades. In insect ventral nerve cords, the position of its functional units, neuromeres, along the anterior-posterior axis varies both within and among species. These deviations are correlated with proximity to input and output structures associated with specific behaviors such as egglaying, suggesting that the variety of nervous system layouts observed are reflective of ethological adaptations of each species [62] . Thus, while global connectivity is strongly shaped by wiring economy, both developmental and functional constraints play important roles.
Wiring Economy in the Vertebrate Brain
Differential expansion of brain regions in the vertebrate lineage, particularly the mammalian neocortex, has given rise to large and complex brains that depend on volume minimization for fast signal conductance. To achieve this, the vertebrate brain 
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Each panel displays an optimal layout (left), a suboptimal layout (middle), and a bar plot depicting relative wire lengths between the optimal (opt.) and suboptimal (sub.) layouts (right). (A) Optimal ganglion organization in C. elegans places neuronal cell bodies so that anterior and posterior projections do not span the ganglion [41] . Blue cell projects anteriorly, red cell projects posteriorly, and green cell projects bidirectionally. (B) Architecture of D. melanogaster optic lobe cartridges is informed by differential adhesion, which places lamina interneuron L1 and L2 neurites (blue) amidst their synaptic partners, R1-R6 photoreceptor axons (red), in wild-type animals and outside R1-R6 axons in N-cadherin mutants [52] . Lamina interneurons L3-L5 (green) form few connections with photoreceptors and are normally found around the edge of the cartridge [49] . (C) Neuronal cell bodies of C. elegans are clustered into ganglia (depicted as five different colors) along the anterior-posterior axis. Simulated layouts randomly place cells along the major axis and typically have greater wiring lengths than biological layouts [6] . (D) Segregation of gray and white matter in vertebrates allows local circuits (white interconnected circles) to be connected by myelinated long-range axons that improve signal conductance at the expense of increased axon-glia diameter [63] . (E) Cortical maps are arranged so that functionally connected areas (red and blue) are adjacent, minimizing the wire length needed to link them [79] . (F) Gyrification results in cortical folds that can bring distant but functionally interacting regions (red and blue) closer together, thereby reducing wire length [45] . has adopted a number of fascinating optimizations. First, the segregation of cortex into gray matter containing cortical columns and white matter containing long-range connections between cortical areas represents a small world network on a grand scale. The proportion of myelinated long-range axons in white matter scales with brain size, indicating a requirement for faster conductance to compensate for increased axon length ( Figure 2D ) [63] . Comparisons of neocortex among mammalian species reveal scaling laws that describe the ratio of gray matter volume to white matter volume that can be derived from minimization of axon bundle length between cortical regions [64, 65] . Furthermore, through computational modeling that emphasizes minimization of conductance delay rather than wiring volume, multiple features of the mammalian cortex, such as the thickness of the gray matter and the number of neurons per column, were recapitulated in the optimal model [66] .
Second, cortical areas that share strong connectivity are typically adjacent such that the volume of wiring between them is minimized [67] . The formation of cortical maps can be described with self-organizing algorithms that relate wiring cost to the interactions each region needs to have with its neighbors to perform specific computations [68] . Examples of this algorithm in action include the orientation selectivity maps of visual cortex in different mammals. In species with high visual acuity, such as primates and carnivores, columns with the same preferred orientation align with each other and transition to areas with slightly offset preferred orientations, resulting in a 'pinwheel' pattern [69] [70] [71] . In species with poor visual acuity, such as rodents, the maps adopt a 'salt-and-pepper' pattern where columns of differing preferred orientation are intermingled [71, 72] . These patterns emerge from minimizing the distance between correlated areas, with salt-and-pepper maps optimizing short-range connectivity and pinwheel maps optimizing long-range connections [73, 74] . Because orientation-selective neurons tune their responses based on interactions between neighboring columns during early development [75] , self-organizing algorithms represent an elegant solution that allows for the emergence of maps that satisfy both the functional requirements of the system and wiring economy.
Cortical maps also reveal that distances between functionally related regions tend to be minimized. Cortical regions can vary in size and absolute position within a species, but their relative positions, and therefore their neighbors, are conserved [76] [77] [78] . When estimating overall wiring costs of different layouts by multiplying distance between areas by the strength of connectivity, the spatial organization of macaque cortex outperforms the vast majority of randomly generated cortical topographies ( Figure 2E ) [79] . Similar modeling experiments performed with human functional imaging data reached the same conclusion [80, 81] .
Third, because increasing brain size is expected to increase conduction delays as cortical areas are pushed apart, evolution has favored the minimization of white matter volume. Cortical folding, or gyrification, reduces the ratio of white matter to gray matter and produces the characteristic patterns of outfoldings, or gyri, separated by infoldings, or sulci, observed in mammalian brains. Gyri can bring two spatially separated but functionally connected regions closer together in space, effectively reducing wiring cost ( Figure 2F ). Gyrification increases in larger, more complex brains [82] , is correlated with strongly interconnected cortical regions, and is genetically regulated [83] , suggesting that folding patterns reflect neural connectivity. There are two prevailing hypotheses of how gyrification arises during development. One hypothesis is that axon tension drives cortical folding as regions of increased connectivity create more tension within the white matter [45, 65, 84] . Alternatively, differential expansion of cortical regions may be the driving force behind folding patterns, with axonal tension providing constraints that inform how regions expand [85] [86] [87] . Regardless of the mechanism of gyrification, the reduction of distance between connected cortical regions to achieve wiring economy is strikingly similar to observations made in other phyla, albeit on a very different scale.
Conclusion
The influence of wiring economy is seen across many levels of nervous system architecture. Neurons adopt elaborate morphologies that allow the cell to form numerous connections while occupying a minimal volume. These neurons assemble into discrete circuits that decrease the distance between strongly coupled synaptic partners through mechanisms such as differential adhesion. Highly interconnected local circuits are then linked into small world networks by sparse long-range connections, which are themselves subject to the selective pressures of wiring minimization. This hierarchy of adaptations improves the efficiency of an energetically expensive organ and counterbalances other selective pressures that increase circuit complexity, thereby shaping nervous system architecture throughout Metazoa.
Wiring economy is necessarily constrained by development, as optimal nervous system layouts must be implemented with existing developmental mechanisms and a finite number of genes. Some mechanisms that underlie wiring economy, such as differential adhesion, represent extensions of synaptic specificity processes widely used during brain development [88] . The generality of this mechanism also suggests that other circuits may be patterned by similar means. Other mechanisms, such as axon tension, are attractive in that they suggest that optimal solutions can emerge from the intrinsic properties of network components, but these hypotheses currently need further mechanistic support. Indeed, other developmental processes that construct nervous systems, such as axon guidance and targeting, should be explored in the context of wiring economy.
Similarities in wiring economy strategies taken by organisms from different phyla imply that the developmental processes that give rise to efficient nervous system layouts may be ancestral. Indeed, the remarkable similarities in the design of vertebrate and invertebrate visual systems despite disparate morphologies lends credence to the hypothesis that principles underlying network architecture are shared amongst anatomically diverse nervous systems [89] . Here, we have focused on mechanisms driving nervous system efficiency in two superphyla of Bilateria, deuterostomes (vertebrates) and ecdysozoans (arthropods and nematodes). In these clades, the strategies for reducing wire length differ in scale but are similar in the paths they undertake to achieve efficiency. At what point in evolution did these various adaptations arise? To answer this question, two avenues should be considered. The first approach would be to examine members of the third superphylum, lophotrochozoa, for the existence of optimized circuitry that emerges from similar developmental processes, observations that would argue against convergent evolution. The second approach would be to study the nerve nets of cnidarians and ctenophores. As these clades diverged prior to the Bilaterian radiation, optimizations that reduce nervous system energy expenditure and are shared between them and bilaterally symmetric animals would strongly suggest that these mechanisms originated early in animal evolution. Both of these approaches, as well as further developmental and genetic studies in model organisms, will offer critical insights into the principles of wiring economy.
