Abstract-A generalized Reed-Muller expression (GRM) is a type of AND-EXOR expressions. In a GRM, each variable may appear both complemented and uncomplemented. Networks realized using GRMs are easily tested. This paper presents GR-MIN, a heuristic simplification algorithm for GRMs of multiple-output functions. GRMIN uses eight rules. As the primary objective, it reduces the number of products, and as the secondary objective, it reduces the number of literals. Experimental results show that, in most cases, GRMs require fewer products than conventional sum-of-products expressions (SOPS). GRMIN outperforms existing algorithms.
I. INTRODUCTION
Logic networks are usually designed by using AND and OR gates. However, networks using exclusive-OR (EXOR) gates have some advantages over coiiventional AND-OR networks. First, such networks often require fewer gates and interconnections than those designed using AND and O R gates [13] . Examples of such networks include, arithmetic, telecommunication, and error correcting circuits. Second, they can be made easily testable.
Various classes exist in AND-EXOR expressions [6, 12) .
Among them, positive polarity Reed-Muller eirpressions (PPRMs) are well known: a PPRM, an EXOlR sum-ofproducts with positive literals, uniquely represents an arbitrary logic function. Networks based on PI'RMs are easily testable [lo] , but they often require more products than ones based on other expressions. Generalized Reed-Muller expressions (GRMs) [4] are generalization of PPRMs. They never require more products than PPRMs, and often require many fewer products. GRMs were studied many years ago (21, but no practical applications have been reported. Recently, easily testable realizations for GRMs have been developed [14] . Because GRMs often require many fewer products than PPRMs and have very good testability, the GRM based design lhas practical importance. An exact minimization algo.rithm for GRMs is available [15] , but for the functions with more than six variables it is very time and memory consuming. For heuristic simplification of GRMs, only a few algorithms [3, 91 are available. In this paper, we present GRMIN, a heuristic simplification algorithm for GRMs of multiple-output function. Experimental results show that GRMIN outperforms existing algorithms.
DEFINITIONS AND BASIC PROPERTIES

Positional Cube Notation
A positional cube (71 is convenient for manipulation of logic expressions by computers. In positional cube notation, an uncomplemented literal such as zi is represented by 01, a complemented literal fi is represented by 10, and a don't care (missing variable in a product) is represented by 11. 00 represents no value of the variable, and any cube containing a 00 for any variable position denotes a null cube.
For m-output functions ( f~, f l , ... , fm-l) (m 2 l), an m-bit tag field is concatenated to the cube to denote the output. If the ith bit of the tag field of a cube is 1, the ith output is occupied by the cube. In this case, we treat the outputs as an m-valued variable.
In the positional cube notation, each variable constitutes a part. The m-bit tag constitutes the output part. Thus, in the representation of an n-variable function there are n + 1 parts. 
Logical Expression
An alternate representation of a logic function is a logical expression. In this representation, position of 1's in a part of the positional cube notation of a cube are shown as the exponent of the corresponding variable. For example, z{'}, z{'}, and z{oil} is used to represent 10, 01, and 11, respectively. In Section 3.3, this representation is used t o show the simplification rules for GRMs. From now on, we will consider the binary outputs as a single multiple-valued output and represent by z . All the inputs are two-valued. 
Because it is an
PPRM, FPRM and GRM
In this part, we will define three classes of AND-EXOR 
where fo = f ( O , 2 2 , . . . , zn), f i = f ( 1 , 2 2 , . , . , 2 n ) , and 10 -10 -10 -10 10 -01 -01 -01 01 -01 -11 -11. Both fo = iE1Z2iE3 @ 5 1 2 2 , and f l = i E 1~2~3 @ "1x2 are GRMs. Thus, the array represents a multiple-output GRM.
(End of Example)
PSDRM and ESOP
Before studying the simplification method for GRMs, i t is convenient to define other classes of expressions.
Suppose that we are given a three-variable function f ( x 1 , 2 2 , x~) . When we expand f using the positive Davio expansion with respect to 2 1 , we have Next, when we expand fo and f2 in a similar way with respect to x 2 , we have 
x1@x2@2122 as a GRM, but not a PSDRM(it cannot
be generated b y an expansion tree for a PSDRM).
Properties of GRMs
ful for the simplification of expressions.
Definition 2. 4 The variable set of a product p is de- In a GRM for multiple-output function, more than one cube may have the same set of variables. 4. It modifies the cubes repeatedly by replacing a pair of cubes with another one, while keeping the array to represent a GRM. 5. When reduction of the number of products become impossible in the iterative improvement mode, it temporarily increases the number of products, and simplifies again. An increase in the number of products, increases the computation time, but often reduce the number of products in the final solution [l] .
ates good initial solutions from the given SOP.
Initial Solution
As an initial solution, GRMIN accepts any GRMs. Alternatively, one can minimize two GRMs from two different initial solutions and take the one with fewer products.
PSDRMs: PPRMs, FPRMs and PSDRMs are special classes of GRMs, and any of them can be used as an initial solution for the GRM. We use a PSDRM as an initial solution, because minimal PSDRMs are easy t o derive and usually require fewer products than PPRMs and FPRMs. We used the algorithm in [12] to obtain PSDRMs. For functions with up to 14-variables the algorithm quickly produce good initial solutions on an ordinary workstation.
Modified DSOPs: If each -pair of products in an SOP are disjoint, then it is called a disjoint SOP (DSOP). In a DSOP, the OR operators can be replaced by the EXOR operators without changing the function represented by the expression. To obtain an initial solution, from the given SOP, first we obtain a DSOP [13] . Then, we use some heuristic to remove the cubes having the same set of variables for a output (Lemma 2.4). For simplification of GRMs, we use eight rules. Let P , where P = (0,l). Then, the simplifica-
Simplification Rules
A, B , C, D
tion rules for GRMs are as follows:
The representation, analysis, and proof of these rules for multiple-valued input functions can be found in [13] . All the rules except for COMPLEMENT are also used in EXMIN2 [13] to simplify ESOPs. 10 -11 -01 01 -1 0 -01 11 -10 -10. 
Examples of Simplification
X -M E R G E is inapplicable to this array, but R E S H A P E is
Properties of the simplification Rules'
To simplify GRMs we use the eight rules of Section 3.3.
Among them, X-MERGE is the only rule that reduces the number of cubes. When X-MERGE becomes inapplicable, other rules are used to modify the shape of the cubes so that X-MERGE becomes applicable. For a pair 'The proof of the lemmas can be found from the authors.
of cubes, the rules (1-7) are applicable only when the cdistance between them is one or two. The COMPLE-MENT operation is used to increase the number of products. During simplification, the array is kept to represent a GRM. 
Lemma 3.1 I n a n away for a G R M , i f the output parts of two cubes diger, then R E S H A P E is inapplicable.
By applying R E S H A P E to the first two cubes, 'we have
Algorithm
For many functions, the order of the simplification rules influences the find solution. Currently, we are using the following heuristic algorithm. 
For each pair of cubes, check if X -M E R G E is applicable. If so, X -M E R G E them. Continue this step while
reductions of the number of cubes are possible. In steps 2, 4, and 7, more than one merging passes are often required. In our implementation, we used additional fields for each cube. Using these fields, we can avoid many redundant computations. One of these fields stores when the cube was modified. For example, during the first merging pass in step 4 of Algorithm 3.1, it checks two cubes if at least one of them was modified in step 3.
FOT each pair of cubes, check i f RESHAPE, DUAL-COMPLEMENT, X -R E D UCE-1, OT X -R E D UCE-
FOT each pair of cubes, check i f X -M E R G E is applica-
As stated in Section 3.5, before applying a rule, the algorithm checks the array to determine if it represents a GRM. Another field is used to make this checking easier by storing variable set information. Table 4 .3 compares the number of products to realize randomly generated functions. For each value of n, an nvariable pseudo-random function with 2"-l minterms was generated and minimized. Here If1 denotes the number of true minterms of the function. For up to 6-variable functions, we verified that GRMIN produced exact minimum solutions by using an exact minimization program [ 151.
In this experiment, SOPs were simplified by MINI I1 [12] , and other data were obtained by the same programs as mentioned above. This table shows that for randomly generated functions, GRMs require fewer products than SOPS. For adders and some other functions, GRMIN produced exact minimum GRMs. By solving a recurrence relation generated from the experimental results, we found that the minimum number of products required by GRM for adrn is 2"+' + n -2.
IV. EXPERIMENTAL RESULTS
We coded GRMIN in C. As an initial solution, it accepts a PSDRM, or generates an initial GRM from the given SOP. Table 4 .1 compares the number of products generated by GRMIN with that of Cannes [3], another heuristic simplification program for GRMs. It shows that GRMIN outperforms Cannes, and the improvement is up to 46%. For rd53, rd73, sym9, and xor5, GRMIN produced exact by EXMIN2 [13] ; and GRMs were simplified by GRMIN. For adr4, inc8, sym9, and wgt8, GRMIN produced exact minimum solutions. This table also shows that GRMs for arithmetic functions often require many fewer products than SOPs. 21n this table adrn is an n-bit adder without carry input, incn increments an n-bit binary number, and wgtn counts the number of 1-bits in an n-bit binary number. 
