Theory on semiparametric efficient estimation in missing data problems has been systematically developed by Robins and his coauthors. Except in relatively simple problems, semiparametric efficient scores cannot be expressed in closed forms. Instead, the efficient scores are often expressed as solutions to integral equations. Neumann series was proposed in the form of successive approximation to the efficient scores in those situations. Statistical properties of the estimator based on the Neumann series approximation are difficult to obtain and as a result, have not been clearly studied. In this paper, we reformulate the successive approximation in a simple iterative form and study the statistical properties of the estimator based on the reformulation. We show that a doubly-robust locally-efficient estimator can be obtained following the algorithm in robustifying the likelihood score. The results can be applied to, among others, the parametric regression, the marginal regression, and the Cox regression when data are subject to missing values and the missing data are missing at random. A simulation study is conducted to evaluate the performance of the approach and a real data example is analyzed to demonstrate the use of the approach.
Introduction
The semiparametric efficient estimation for missing data problems has been extensively studied (Bickel et al., 1993; Robins et al., 1994 and others) . One major task in such problems is to project the estimating score onto the orthogonal complement of the nuisance score space. However, the projection often depends on the unknown underlying distribution that generated the data (Robins et al., 1994 (Robins et al., , 1995 Rotnitzky & Robins, 1995; Rotnitzky et al., 1998; Scharfstein et al., 1999) . To overcome the difficulty, working models have been proposed to compute a locally efficient score. It has been shown that when data are missing at random and either the working model for the missing data mechanism or the working model for the nuisance model of the full data is correct, the locally efficient score is asymptotically unbiased (Lipsitz et al., 1999; Robins et al., 1999; Robins & Rotnitzky, 2001; van der Laan & Robins, 2003) . Note that, except in simple cases, computing the projection using working models still corresponds to the hard problem of solving an integral equation.
Neumann series expansion has been proposed to obtain an approximate solution through successive approximation (Robins et al., 1994 , Robins & Wang, 1998 , and van der Laan & Robins, 2003 . Since the procedure for finding the locally efficient estimator based on the approximate locally efficient score is complicated, the study of the asymptotic properties of the estimator has been left open. In this article, we reformulate the successive approximation and show that an algorithm based on robustifying the likelihood score yields an estimator having the desired asymptotic properties, i.e., doubly robust and locally efficient.
The remainder of the article is organized as follows. In section 2, we reformulate the successive approximation in a simple form and show the robust property of the algorithm.
The asymptotic properties of the estimator are carefully studied in section 3. We show that the algorithm indeed yields an estimator which is doubly-robust and locally-efficient when appropriate care is taken with regard to the number of terms used in the Neumann series approximation. Applications of the theory developed to regression models are briefly discussed in section 4. A simulation study is performed using parametric regression with missing covariates to examine the finite sample performance of the algorithm in section 5 and the algorithm is applied to a real data example. The article is concluded with some discussions in section 6. All proofs are collected in the Appendix.
The Neumann series approximation to the efficient score
Let Y be the full data, R be the missing data indicator for Y , and R(Y ) andR(Y ) be respectively the observed and missing parts of Y . Let the density of the distribution for (R, Y ) with respect to µ, a product of count measures and Lebesgue measures, be dP (α,β,θ) /dµ = π (R|Y, α) f (Y, β, θ) , where β ∈ Ω, θ ∈ Θ, α ∈ Ξ. Here β and α are usually Euclidean parameters, and θ is a nuisance parameter, which can be of infinite dimension.
Let η = (α, β, θ) , where β is the parameter of interest and (α, θ) are nuisance parameters.
Let b(Y ) ∈ L 2 0 (P η ), a mean-zero square-integrable function with respect to P η . Define the nonparametric information operator m η as
Neumann series approximation to the efficient score appeared as the successive approximation in Robins et al. (1994) . The method first finds the efficient score for β under the full data model, denoted by S . The semiparametric efficient score is E η {U ∞ |R, R(Y )}. There are many unanswered questions associated with the use of this approach in practice. First, we need guidelines for choosing a finite N in implementing the algorithm. Second, the successive approximation is only known to converge under L 2 -norm, which is insufficient in studying the properties of the estimator when the underlying distribution used in computing the projection is estimated rather than known. Third, it is not known if the estimator generated from the procedure involving approximations is indeed asymptotically equivalent to the estimator with known underlying distribution.
To answer these questions, we reformulate the successive approximation in another form as U N = (I − P η m η )U N −1 , or equivalently as an explicit expression:
where S β is the likelihood score for β. The equivalence of the simpler form to the successive approximation can be shown by noting that (I − P η )P η = 0 and S F,ef f β allows us to express the efficient score for the missing data problem directly as
Note that the approximation based on the new expression does not require us to first find the efficient score under the full data. The approximation is the likelihood score when N = 0 and can be regarded as robustification of the likelihood score when N > 0. An algorithm for finding the approximate locally efficient score for estimating β based on the expression can be described as follows. First, find an estimate of the nuisance parameters under the working models using methods such as the maximum likelihood approach. Then, compute the approximate efficient score with the nuisance parameters estimated from the working models. Finally, solve the score equation to obtain β estimator. Results in the next section show that it is sufficient that the number N in the approximation be taken in an order higher than the logarithm of the sample size. Let Let P 0 = P (β 0 ,θ 0 ,α 0 ) , the true distribution generating the data. If, for any small and
where
super-convex family for θ at β 0 . Note that a super-convex family of distributions is always a convex family of distributions, which corresponds to M = ∞. When the densities are bounded above from infinity and below from zero, a convex family is also a super-convex family.
Proposition 1. Assume that data are missing at random and that the true distribution generating the data is P 0 . Then the following results hold:
(a) For any fixed N , if the nuisance model for the full data is correct, i.e., θ = θ 0 , then
T N is also asymptotically unbiased if it is in L 2 (P 0 ) and the missing data probabilities are bounded away from zero.
(b) If the model for the missing data mechanism is correct, i.e., α = α 0 , and f (y, β 0 , θ)
is a super-convex family with respect to θ,
We suppress the proof of this proposition because it is similar to the proof of such results
in the literature such as in Robins et al. (2000) and van der Laan & Robins (2003) . The proposition suggests that T is doubly robust, i.e., it is unbiased when either the missing data mechanism model or the nuisance model for the full data is correctly specified. For a fixed N , T N is unbiased only when the nuisance model for the full data is correct. However, note that T N approximates T . If we allow N to depend on the sample size, we can make T Nn doubly robust as n → ∞. We explain in the next section how to implement this idea.
Estimation and inference based on approximate locally efficient scores
To simplify notation in this section, we use θ to denote the nuisance parameter. That is, we
, γ ∈ Γ define a working model which is a regular submodel.
Let θ(γ) be a √ n consistent estimator of θ(γ) under the working models.
To accommodate β of infinite dimension, we use the functional form to denote T N and
For a given N , letβ N be the solution to the equation
for all h 1 ∈ H 1 . Letβ be the solution to the equation
T (i) (β,θ)(h 1 ) = 0, for all h 1 ∈ H 1 . Define linear operator Q 0 as a map from H 1 to itself satisfying
Assumption 9 in the Appendix guarantees that Q 0 exists, is uniquely defined, and is continuously invertible because of the following. For any given h 1 , the right-hand side of the foregoing equation defines a linear functional on H 1 . By Riesz representation theorem, there
We can thus define the map Q 0 from H 1 to H 1 such that Q 0 h 1 = h * * 1 . By varying h 1 ∈ H 1 , we see that Q 0 is well-defined on H 1 . It is straightforward to verify that Q 0 is a linear operator on H 1 . Similarly, we define linear operators, Q N and Q 0N , that map H 1 to itself, respectively as
which are respectively continuously invertible from assumption 10 in the Appendix and from the continuity of the right-hand side with respect to β.
We now state theorems on the asymptotic properties of the β estimators when data are missing at random and either the missing data mechanism model or the nuisance full data model is correctly specified. Theorem 1 describes the asymptotic behavior ofβ when n → ∞. Theorem 2 states the asymptotic property ofβ N when N is fixed and n → ∞.
Theorem 3 describes the asymptotic behavior ofβ N when n → ∞ and N , as a function of n, also tends to ∞. Assumptions and proofs are given in the Appendix.
Theorem 1. Under assumptions 1-9, as n → ∞,β → β 0 almost surely and
uniformly for h 1 ∈ H 10 , and
, which can be consistently estimated uniformly for h 1 ∈ H 10 by 1 n
where θ * = θ(γ * ) and γ * is the limit ofγ, and
When the nuisance models for θ are correctly specified, θ * = θ 0 and V 0 attains the semiparametric efficient variance bound.
Theorem 2. Under assumptions 1-8, and 10-12, for any fixed N , as n → ∞,β N converges almost surely to β N satisfying E 0 {T N (β N , θ * )(h 1 )} = 0 for all h 1 ∈ H 1 . The asymptotic bias ofβ N can be approximated by
uniformly over h 1 ∈ H 10 , where
can be consistently estimated by
for h 1 , h Theorem 3. Let N n be a sequence such that log n/N n → 0 as n → ∞. Under assumptions 1-9,β Nn −β → 0 P 0 -almost surely, and
⊗2 uniformly over h 1 ∈ H 10 , where
In practice, Theorem 1 is useful only when the locally efficient score has a closed-form expression. This can happen sometimes. In general, Theorem 1 cannot be applied directly because of the unknown form of the locally efficient score. Theorem 2 can almost always be applied to the approximation score with a finite N . It can be seen from Theorem 2 that, although the bias in estimating β cannot be totally avoided, the magnitude of the bias can be controlled by selecting a sufficiently large N . This is because H 10 as N → ∞. Furthermore, if the nuisance model for the full data is correctly specified in the missing data problem, bias in estimating β is asymptotically zero for any fixed N when n → ∞ because E 0 T N (β 0 , θ * )(h 1 ) = 0 from Proposition 1(a). Theorem 3 states that the approximation score with N sufficient large relative to the sample size is asymptotically equivalent to the locally efficient score in estimating β. This confirms that the algorithm indeed finds the locally efficient estimator when carefully implemented.
Applications to examples
In this section, we apply the theorems in the previous section to several regression models frequently used in practice. for the complete data model is (p, q). We know from Robins et al. (1994) that doubly robust estimating scores have the form 
When missing data form monotone patterns, m −1 η has a closed-form expression. But the foregoing integral equation does not have a closed-form solution even with the simplest missing data pattern and when no auxiliary covariates are involved. As a result, successive approximation is needed except when the missing data form monotone patterns and we are satisfied with a doubly robust estimator.
The score operator for the parameters (q, β, p) is
where h 1 ∈ H 1 = R k with k the dimension of β, and
Note that H 1 does not vary for different β ∈ Ω. H 10 can be chosen as
for any mean-zero square integrable function s. Assume that the densities involving the nuisance parameters are uniformly bounded, the convexity requirement for q (v|w, x) 
with respect to qp can be verified as follows.
and
Example 2: Marginal mean model.
and f ( ) be the joint density of
Let the density for X be q and the density for V given (W, X) be p, where V denotes the auxiliary covariate. The nuisance parameter for the complete data model is (q, f, p) . When data are missing at random, the efficient score for estimating β is E η {m Robins et al., 1994; 1995) , where
When X is completely observed, the efficient score has the form
Successive approximation is needed when either missing data form nonmontone patterns or covariates are subject to missing values.
When data are fully observed, the score for estimating β is
where 
The adjoint operator of A 2η is
for mean-zero square-integrable function s. The efficient score for β under the full data is
When the densities involving the nuisance parameters are uniformly bounded, the convexity requirement can be verified as follows.
,
Example 3: The missing covariate problem in Cox regression model. Suppose that T is the survival time of a subject, which is subject to censoring by censoring time C. Given covariate Z (time-independent), T and C are independent. X = T ∧ C = min(T, C) and δ = 1 {T ≤C} rather than (T, C) are observed. Z is subject to missing values. Assume that, given (T, C, Z), the missing data mechanism depends on the observed data R(Y ) = {X, δ, R, R(Z)} only. Suppose that the Cox proportional hazards model holds, that is
where φ is a known function and λ(t) is an unknown baseline hazard function. The nuisance parameter includes the censoring distribution, baseline hazard, and covariate distribution. The efficient score for estimating β when data are subject to MAR missing values et al., 1994; Nan et al., 2004) where D is the unique solution to
for some b 1 , where ξ(u) = 1 {X≥u} and N (u) = 1 {X≤u,δ=1} . The successive approximation is needed in obtaining a locally efficient estimator of β.
where Λ(x) = x 0 λ(t)dt and g c is the density function of the censoring time distribution
, and H 11 = R k with k being the dimension of β,
For Λs that are bounded at T 0 , the study stopping time, H 12 does not change with Λ.
Hence, H 1 is fixed. Define the inner product on H 2 as
It is not difficult to see that H 2 is a Hilbert space under the inner product. Similarly, we can define an inner product on H 1 as
to make it a Hilbert space. Let H 10 be the subset of H 1 such that for any (h 11 , h 12 ) ∈ H 10 , h 11 is bounded by 1 and
Note that, for any s(X, δ, Z) ∈ L 2 (P η ), s can be represented as (Sasieni, 1992; Nan et al., 2004 )
and the three components are orthogonal to each other. It follows that
. It can be seen that the adjoint operator A * 2η can be obtained as
By direct calculation, it follows that
which implies that A * 2η A 2η is continuously invertible on H 2 when E η {Y (t)|Z} > σ > 0 for all t ≤ T 0 . The projection operator appears as
for a mean-zero square-integrable function s. The efficient score for estimating (β, Λ) can be expressed as
The convexity requirement can be verified as follows.
for τ ∈ [0, 1]. Note that we considered the regression parameter and the baseline hazard as the parameters of interest rather than the regression parameter alone because of the convexity requirement. This treatment is different from those treated in the literature.
Numeric study

Simulation studies
We perform a simulation study on missing data in parametric regression with/without auxiliary covariates. Two parametric regression models were simulated. The first was the logistic regression. The second was the linear regression with a normal error.
In the logistic regression model, two independent covariates were simulated. One was binary and the other was normally distributed. One normally distributed auxiliary covariate was also simulated in this case. It was assumed that, given the covariates, the outcome and the auxiliary covariates were independent. But the auxiliary covariate depended on the other covariates. In the simulation, both covariates were subject to missing values and the missingness depended on the outcome and the auxiliary covariate only. More specifically, we
The model for the auxiliary covariate V given X 1 and X 2 was set to E(V |X 1 , X 2 ) = ψ 0 + ψ 1 X 1 + ψ 2 X 2 + ψ 3 X 1 X 2 with a standard normal error. In the simulation, we set (ψ 0 , ψ 1 , ψ 2 ) = (0.5, 0.3, 1) and ψ 3 = 0 which corresponds to a correct model for V given X 1 and X 2 , and ψ 3 = −2, which corresponds to a severely misspecified model in the data analysis. Three missing covariate patterns were simulated. They were completely observed, observed X 1 only, and observed X 2 only. Let R 1 and R 2 denote the missingness indicators for X 1 and X 2 respectively. The missing data were generated by the model log
where (i, j) = (1, 0) or (0, 1) and (α 0 , α 1 , α 2 ) = (−0.5, −0.5, 0.5), and α 3 = 0 corresponding to a correct missing data mechanism model and α 3 = −1.5 corresponding to an incorrect missing data mechanism model in the data analysis.
The correct model for Y given X 1 and X 2 was always used in the analysis of the simulated data. The distributions of the covariates and the auxiliary covariate were assumed unknown in the analysis of the simulated data. The semiparametric odds ratio models with bilinear log-odds ratio functions were used for modeling the distributions of the covariates (X 1 , X 2 ) and of the auxiliary covariate given the outcome and the covariates (X 1 , X 2 ) in the analysis.
The polytomous logit regression model with different sets of parameters for different missing patterns and without the interaction term was always assumed in the data analysis. This implies that the missing data mechanism model was misspecified in the analytical model if the model generating the missing data included the interaction term. To compare the performance of different methods, we computed the following estimators for the regression parameter. The first one was the estimator from the complete-case analysis (CC), which is the solution to the estimating equation,
where 1 is a vector with 1 in all of its components. The second one was the simple missingdata-probability weighted estimator (SW), which is the solution to the estimating equation,
,α} for all missing-data pattern r andα is the maximum likelihood estimate under the missing-data mechanism model, that is, the polytomous linear logit model without interaction. The third was the augmented missing data probability weighted estimator (AW), which is the solution to the estimating equation, When the missing data mechanism model is correct and the covariate model is incorrect, the SW estimator is unbiased. The ML estimator is subject to a sizable bias. Both LR-10 and LR-20 estimators largely correct the bias in the ML estimator. When neither model is correct, the LR-10 and LR-20 estimators along with the AW estimator appear to have much smaller biases when compared with the CC, SW, and ML estimators although all the estimators are biased. The variance estimates for the likelihood robustification estimators appear to work well. The AW estimator has good performance in all the above cases both in terms of bias and variation. This is partly because it has the doubly robust property in the narrow sense that the estimator is consistent when either the covariate models or the missing data mechanism model is correct as long as both the missing data mechanism and its model depend only on the fully observed covariates and the outcome. Table 1 is here
In the linear regression model, the variance of the residual error was set to 1. Variables were generated in the same way as in the logistic regression model with the exception that the normal error was used in generating Y and g(t) = t. To simplify the computation involved in the analysis of the simulated data, we included V as the third covariate in the linear regression model. However, V had no effect on Y conditional on X 1 and X 2 . The integral with respect to y in computing the expectations in the robustification procedure was approximated by 10 points Gauss-Hermite quadrature. LR-5 (N = 5) and LR-10 (N = 10) estimators were computed. Five hundred replicates of a sample of 200 were used in the simulation. The results are shown in Table 2 . The behavior of the estimators is almost the same as that observed in the previous scenario for the logistic regression model. The difference between LR − 5 and LR − 10 is still relatively small, which indicates that the convergence rate of the likelihood robustification approximation is reasonably fast in the simulated cases. Table 2 is here In summary, the SW estimator is sensitive to misspecification of the missing data mechanism. The ML estimator can have sizable bias when the covariate models are severely misspecified. We have also simulated other scenarios (not shown) which suggest that the ML estimator with the semiparametric odds ratio model for the covariates is relatively robust against covariate model misspecification. The AW estimator is very robust although it does not have the doubly robust property in general. The likelihood robustification estimators perform better than the AW estimator in all the cases. The estimators from LR-5, LR-10 and LR-20 are nearly indistinguishable, which suggests that approximation using N = 10 or even N = 5 is good enough in the simulated cases. Other simulations not shown indicate that the number N that gives good approximation depends on the amount of missing data. In general, the higher the percentage of missing data is, the larger the number N is required. In practice, N can be empirically determined by comparing estimators using different numbers of approximation. In the computation, the covariates that were subject to missing were rounded to the nearest 0.05 in the logistic regression, and to 0.1 in the linear regression. The effect of the rounding on the parameter estimates was nearly negligible as indicated in the results (not shown) when finer roundings were used.
Application to hip fracture data
The hip fracture data were collected by Dr. Barengolts at the College of Medicine of the University of Illinois at Chicago in studying the hip fracture in veterans. The study matched a case and a control by age and race. Risk factors on bone fracture were assessed.
As in Chen (2004) , we concentrated on 9 of the risk factors in the analysis. One of the challenging problems in analyzing this dataset is that most of the risk factors are subject to missing values and there are a large number (38 altogether) of missing patterns. This dataset was analyzed in Chen (2004) by the likelihood method using the semiparametric odds ratio models proposed there for the covariates. Since the covariate models applied there are not guaranteed to be correctly specified, it is of interest to verify whether any substantial bias is introduced into the parameter estimator due to the potential covariate model misspecification. This is assessed here by computing the doubly robust estimators of the parameter and comparing them with the maximum likelihood estimator.
There were a few obstacles in actually implementing the proposed method to this dataset. The primary problem was to estimate the missing data probabilities. Since many missing patterns (26 out of 38) have less than 5 observations, it is virtually impossible to estimate the missing data probabilities that depend on one or more variables. As a compromise, we assumed that the missing data did not depend on the observed or unobserved data, i.e., MCAR. Under this assumption, the simple missing data probability weighted estimator is the same as the estimator from the complete-case analysis. We computed the estimator from the complete-case analysis, the maximum likelihood estimator, the augmented weighted estimator, and the likelihood robustification estimators with N = 10 and N = 20 respectively. In computing these estimators, we rounded data for the three continuous variables: BMI, log(HGB), and Albumin to allow each of them to have about 10
categories. This reduces the computation time and the storage space required. However, the effect of rounding on the parameter estimators is small as discussed in Chen (2004) . All the parameter estimates except LR-20, which is the same as LR-10, are shown in Table 3 . Table 3 is here
The regression coefficients for LevoT4 and dementia estimated from the complete-case analysis are substantially different from those estimated by the other methods. The estimates from the maximum likelihood, the augmented weighted estimating equation, and the likelihood robustification are very close. Estimates from the latter two are even closer. This suggests that the covariate models used in the likelihood approach appear to be reasonable in the sense that it may be close to correctly specified or even if it is incorrectly specified, the influence of the misspecification on the parameter estimates is very small.
Discussion
We have shown that the Neumann series approximation can be used to find a locally efficient estimator in missing data problems under the assumption that all configurations of the full data can be observed with a probability bounded away from zero. This helps to close a gap between the semiparametric efficient theory for the missing data problem and the implementation of the procedure in finding such an estimator. The results can be easily modified to be applied to the study of the asymptotic behavior of the doubly robust esti- 3. As a L 2 (µ) function of (β, θ) ∈ Ω × Θ, {π(r|y, η)p(y, η)} 1/2 is Fréchet differentiable with respect to η ∈ Ω × Θ. The score operator defined as 2{π(r|y, η)p(y, η)} −1/2 times the derivative is denoted by (A 1η (h 1 ), A 2η (h 2 )) with h 1 ∈ H 1 and h 1 ∈ H 2 . Both H 1 and H 2 are Hilbert spaces.
in L 2 (µ) and are Fréchet differentiable with respect to β in a neighborhood of η 0 in L 2 (µ) and A * 2η ((π η p η ) −1/2 s) is continuous with respect to η in H 2 norm for s ∈ L 2 (µ) and is Fréchet differentiable with respect to β in a neighborhood of η 0 in H 2 norm.
Suppose that p(y, η)
where µ j is Lebesgue measure on R 1 or a counting measure, j = 1, · · ·, J. Suppose that, for any missing pattern r, π(r|y, η)p(y, η), A 1η (h 1 ), A 2η (h 2 ), and A * 2η (s), and their derivatives with respect to β for η ∈ E, are all continuous with respect to the jth argument of y if µ j is Lebesgue measure, j = 1, · · ·, J and h 1 , h 2 , and s are continuous with respect to y j .
7. There exists a norm on E, denoted by || · ||, such that
for any η 1 , η 2 ∈ E and some constants
8. There exists an H 10 ⊂ H 1 , for any fixed continuously invertible map A from H 1 to itself, if < Ah 1 , β > H 1 = 0 for all h 1 ∈ H 10 , then β = 0. The covering number of H 10 under supremum norm, N (H 10 , , || · || ∞ ) satisfies
11. There exists U i , i = 1, · · ·, n, iid with E 0 U ⊗2 finite such that
where θ * = θ(γ * ).
12.
A 1η (h 1 ) and A 2η (h 2 ) are Fréchet differentiable with respect to θ along the path θ(γ), γ ∈ Γ in a neighborhood of η 0 in L 2 (P η 0 ) and A * 2η (s) is Fréchet differentiable with respect to θ along the path θ(γ), γ ∈ Γ in a neighborhood of η 0 in H 2 .
Before we prove Theorems 1-3, we first establish a set of lemmas for the proofs of the theorems. These lemmas are mostly for showing that T and T N are differentiable
We start from lemmas on the differentiable of T N with respect to β. Proofs of the lemmas are suppressed and can be found in the supplement materials. 
where the first term on the right-hand side of the equation refers to the derivative of
η T N (η)(h 1 ) with respect to β, then η T (η)(h 1 ) with respect to β, then
as n → ∞.
Lemma 3. Under assumptions 1-3, for any
where c(Y ) denotes the cardinality of Y and K is a constant independent of N .
Lemma 4. Suppose that there exists a measurable set N with P 0 (N ) = 0 such that for all
where S is a set of functions of y and 0 < b ≤ 1 is a constant. Then,
for a fixed η ∈ E.
(b). For any η 1 , η 2 ∈ E, s ∈ S, and a fixed η ∈ E, there exists a C(η) < ∞ such that
and E has covering numbers under || · || satisfying 
where the limit is in the sense of the L ∞ (P η ) norm.
Lemma 6. Under assumptions 1-7, we have
Lemma 7. Under assumptions 1-8,
Proof of Theorem 1: Letη = (β,θ). By definition, P n T (η)(h 1 ) = 0 for h 1 ∈ H 10 . From Lemma 7, {T (η)(h 1 )|η ∈ E, h 1 ∈ H 10 } is a P 0 -Donsker class with bounded envelop function, and thus a P 0 -Glivenko-Cantelli class. For a convergent point of a subsequence ofη, denoted by η * 0 = (β * 0 , θ * ), it follows from the continuity of T (η) in a neighborhood of η 0 (Lamma B.1 (a)) that P 0 T (η * 0 )(h 1 ) = 0. Note that P 0 T (η 0 )(h 1 ) = 0, where η 0 = (β 0 , θ * ). Since T (η)(h 1 ) is differentiable with respect to β in a neighborhood of β 0 in L 2 (P η 0 ) at η 0 and the derivative is continuous at η 0 in η, by the mean value theorem,
for some 0 ≤ λ ≤ 1 and all h 1 ∈ H 10 . From assumptions 8 and 9, we can conclude that β implies each convergent subsequence converges to the same limit,β locally converges to β 0 almost surely.
Since E 0 {T (η)(h 1 ) − T (η 0 )(h 1 )} 2 → 0 uniformly for h 1 ∈ H 10 and {T (η)(h 1 )|η ∈ E, h 1 ∈ H 10 } is a P 0 -Donsker class with bounded envelope function, it follows (van der Vaart & Wellner, 1996, Lemma 3.3 .5 on page 311) that
and that P 0 T (β 0 ,θ)(h 1 ) = P 0 T (β 0 , θ * )(h 1 ) = 0. It now follows that
By replacing h 1 in the foregoing equation by Q
To prove the consistency of the variance estimate,
It can now be seen that the asymptotic variance of
Note that, from the previous derivation, for any fixed h 1 ∈ H 10 , h thus defined converges in probability (P 0 ) to Q
When both the missing data mechanism model and the nuisance model for the full data are correctly specified, θ * = θ 0 . That is,
This implies thatβ is asymptotically efficient.
Proof of Theorem 2: For any convergent point ofβ N , denoted by β N , letη N = (β N ,θ)
Note that F (see Lemma 7 for its definition) is a P η 0 -Donsker class with bounded envelop function, and thus a P η 0 -GlivenkoCantelli class. Since dP η 0 /dP 0 is bounded away from 0 and ∞, F is a P 0 -Glivenko-Cantelli
It follows from the definition of Q 0N that, for all h 1 ∈ H 10 ,
From assumption 10 and the definition of Q N , it follows that
Note that, apart from a o P 0 (1) term,
because T N is Fréchet differentiable at (β N , θ * ) with respect to θ along the path θ(γ) in
The consistency of the variance estimate can be shown by virtually identical statements as those given in the previous theorem.
Proof of Theorem 3: Let β Nn denote the solution to the equation P n T Nn (β Nn ,θ)(h 1 ) = 0 for all h 1 ∈ H 1 . From the Donsker class result and the uniform convergence of T N to T in
, uniformly over h 1 ∈ H 10 . From the fact that F is a P 0 -Donsker class and that T is continuous in L 2 (P 0 ) at η 0 , it fol-
, uniformly over h 1 ∈ H 10 . It now follows from Lemma 2 and assumption 9 that
For the variance estimate, let
the Donsker class result and the uniform convergence of
It follows from the foregoing equation that
Note that {T 2 Nn (η Nn )(h 1 )|∀n, h 1 ∈ H 10 } is a Glivenko-Cantelli class. It follows that P n {T Nn (η Nn )(h 1 )} 2 = P 0 {T (η 0 )(h 1 )} 2 + o P 0 (1), uniformly in h 1 ∈ H 10 . Those two results combined with the proof of consistency of the variance estimate in Theorem 1 imply the consistency of the variance estimate. Table 1 for the abbreviations.
