In minimizing the sum of squares defined by
data are generated assuming constant variance measurements, i.e. the errors ε j i made in measuring data A j i do not depend on them. Alternatively, in minimizing the sum of squares defined by
data are generated assuming non-constant variance measurements, i.e. the errors ε j i made in measuring data A j i are assumed to be proportional to them (see [1, 2] ). More precisely, to identify the model's parameters we assume that there is an underlying probability distribution or data generating process (DGP) for the observable quantities A j i and a true parameter vector, θ j 0 , which is a characteristic of that DGP. In other words, the observable quantities A j i are randomly generated by the nonlinear regression models
In Eq (3) data are generated assuming an absolute error model, i.e. the errors ε j i do not depend on the observed quantities A j i . Alternatively, in Eq (4) data are generated assuming a proportional error model, i.e. the errors ε j i are assumed proportional to the size of the observed quantities A j i (see [1, 2] ). In both cases, the errors ε j i are assumed to be random variables following a well-defined probability distribution. The main assumption behind is that the DGP produces a sample of independent, identically distributed (i.i.d.) random variables ε j i with mean zero and variance (σ j ) 2 conditioned on the model observation function P (t j i , θ j 0 ). The nonlinear regression model is said to be semiparametric, since no assumptions regarding any particular distribution for ε j i are made. For a detailed description of the statistical assumptions we refer to [1] and pp. 223 in [3] . Both measuring errors assumptions were investigated in order to obtain reliable results for parameter estimation. We emphasize that not choosing the good assumption on the measuring errors can lead to incorrect conclusions. This is explained in the rest of this appendix based on reference [1] .
The tool required in order to validate the statistical assumptions on the measuring errors are the residual plots. In the case of an absolute error model given by Eq (3), we utilize the absolute residuals e j i = A In the case of a proportional error model given by Eq (4), the residuals e j i = A 
