A Q−representation of real numbers is introduced as a generalization of the p−adic and Q−representations. It is shown that the Q−representation may be used as a convenient tool for the construction and study of fractals and sets with complicated local structure. Distributions of random variables ξ with independent Q−symbols are studied in details. Necessary and sufficient conditions for the probability measures µ ξ associated with ξ to be either absolutely continuous or singular (resp. pure continuous, or pure point) are found in terms of the Q−representation. In addition the metric-topological properties for the distribution of ξ are investigated. A number of examples are presented.
Introduction
As well known there exist only three types of pure probability distributions: discrete, absolutely continuous and singular. During a long period mathematicians had a rather low interest in singular probability distributions, which was basically caused by the two following reasons: the absence of effective analytic tools and the widely spread point of ciew that such distributions do not have any applications, in particular in physics, and are interesting only for theoretical reasons. The interest in singular probability distributions increased however in 1990's due their deep connections with the theory of fractal. On the other hand, recent investigations show that singularity is generic for many classes of random variables, and absolutely continuous and discrete distributions arise only in exceptional cases (see, e.g. [6, 11] ).
Usually the singular probability distributions are associated with the Cantor-like distributions. Such distributions are supported by nowhere dense sets of zero Lebesgue measures. In the sequel we shall call such distributions the distributions C-type. But there exist singular probability distributions with other metric-topological properties of their support S (the minimal closed set supported the distribution) : 1) S is the closure of the union of the closed intervals (S-type); 2) S is a nowhere dense set such that for all ε > 0 and x 0 ∈ S the set S ∩ (x 0 − ε; x 0 + ε) has positive Lebesgue measure (P -type).
In [6] it has been proved that any singular continuous function F s can be decompose into the following sum:
where β i ≥ 0, β 1 + β 2 + β 3 = 1; F sc , F ss , F sp are distribution function of C−, S− or P −type correspondingly.
It is easy to construct examples of singular continuous probability distributions of the C-or S-type (see, e.g. [1, 6] ), but a construction of a simple example of singular continuous probability distributions of the P -type is more complicated.
The main goal of this paper is to introduce into consideration the so-called Q-representation of real numbers which is a convenient tool for construction of a wide class of fractals. By using the Q-representation we introduce a class of random variables with independent Q-symbols. This class contains all possible above mentioned types of singular distributions.
An additional reason for the investigation of the distribution of the random variables with independent Q-symbols is to extend the so-called JessenWintner theorem to the case of sums of random variables which are not independent. In fact this theorem asserts that if a random variable is the sum of the convergent series of the independent discretely random variables, then it has a pure distribution. Necessary and sufficient conditions for probability distributions to be singular resp. absolutely continuous are still unknown.
In this paper we completely investigated the structure of the random variables with independent Q-symbols (necessary and sufficient conditions for absolutely continuity and singularity will be proven in Section 6 a main result being the one in theorem 7). Moreover we investigated in details the metric-topological properties of the above mentioned class of probability distributions.
Q-representation of real numbers
We describe the notion of the so-called Q−representation for real numbers
where N stands for the set of natural numbers and N k = {0, 1, ..., N k }, with 0 < N k ≤ ∞. We suppose that
Besides, we assume that for each k ∈ N:
and
Given a Q−matrix we consecutively perform decompositions of the segment [0, 1] as follows.
Step 1. We decompose [0, 1] (from the left to the right) into the union of closed intervals ∆ i ≡ ∆ i 1 , i 1 ∈ N 1 (without common interior points) of the length
Each interval ∆ i 1 is called a 1-rank interval.
Step 2. Each 1-rank interval ∆ i 1 is decomposed (from the left to the right) into the union of smaller closed intervals ∆ i 1 i 2 , i 2 ∈ N 2 without common interior points,
where the lengths |∆ i 1 i 2 | of ∆ i 1 i 2 are related as follows
It is easy to see that
Further, we decompose each interval ∆ i 1 i 2 by using the collection of smaller intervals ∆ i 1 i 2 i 3 , and so on.
Step k ≥ 2. We decompose (from the left to the right) each closed (k −1)-
where their lengths
are related as follows
Thus, for any sequence of indices {i k }, i k ∈ N k , there corresponds the sequence of embedded closed intervals 
This means that every point x ∈ [0, 1] is defined by the sequence of indices (5) is one-to-one , i.e., the Q−representation is unique for every point x ∈ [0, 1], provided that the Q-matrix contains an infinite number of columns with an infinite number of elements. However in the case, where N k < ∞, k > k 0 , for some k 0 , there exists a countable set of points x ∈ [0, 1] having two different Q−representations. Precisely, this is the set of all end-points of intervals
One has the formula
where
and where we put (see (4))
We note that (2) follows from (5) since the common length of all intervals lying on the left side of a point x = ∆ i 1 (x)...i k (x)... can be calculate as the sum of all 1−rank intervals lying on the left from x (it is the first term S 1 (x) in (5)), plus the sum of all 2−rank intervals from ∆ i 1 (x) , lying on the left side from x (the second term S 2 (x) · q i 1 (x)1 in (5)), and so on.
Remark 2. If q ik = q i , ∀k ∈ N, then the Q−representation coincides with the Q−representation (see [8] ); moreover, if q ik = 1 s
, for some natural number s > 1, then the Q−representation coincides with the classical s−adic representation of real numbers.
Q(V)−representation for fractals
By using the Q−representation it is easy to construct nowhere dense sets of positive, resp. zero Lebesgue measure.
Let
If in the Q−representation the indices i k run not along all set N k but only along some of its subsets V k , then we say that we have the Q(V)−representation.
Let us consider the set
This subset of [0, 1] consists of points, which can be Q−represented by using only indices i k from the set V k on each k-th position of their Q−representation.
Of course, if
where a point over ∆ means that an interval is open).
If the condition V k = N k holds for infinitely many values of k, then obviously Γ is a nowhere dense set.
Let S k (V) denote the sum of all elements q ik such that i k ∈ V k , i.e.,
We note that 0 < S k (V) ≤ 1 due to (1), (2).
Proof. Let Γ 1 :
Similarly, for any n ∈ N, let Γ n :=
It is easy to see that Γ =
which coincides with (7).
The set Γ defined by (6) 
has zero Lebesgue measure if and only if
Proof. This assertion is a direct consequence of the previous lemma and the well known relation between infinite products and infinite series. Namely, for a sequence 0 ≤ a k < 1, the product
(1 − a k ) = 0 if and only if the sum
Examples.
, and V k = {0, 2}, then the set Γ coincides with the classical Cantor set C 0 . Due to (8) 
and therefore
, then Γ is a nowhere dense set of positive Lebesgue measure. Indeed,
, then Γ is a nowhere dense set of zero Lebesgue measure. One can check that the Hausdorff dimension of this set is equal 1. In the terminology of [7] a set of this kind is called a superfractal set.
, then Γ is a nowhere dense set of zero Lebesgue measure and of zero Hausdorff dimension, i.e., Γ is an anomalously fractal set (see [7] ).
Random variables with independent Q−symbols
Let {ξ k }, k ∈ N, be a sequence of independent random variables with the following distributions
We have, of course,
By using ξ k and Q-representation we construct a random variable ξ as follows:
Thus, the distribution of ξ is completely fixed by two matrices: Q and P = ||p ik ||, i ∈ N k , k ∈ N, where some elements of the matrix P possibly are equal to zero. Of course, all sets N k are the same as those in the Q-matrix.
As a rule, the distribution of the r.v. ξ is concentrated on fractals. Our main aim in this paper is to study the structure of the r. v. ξ and its metric-topological properties.
Let F ξ (x), x ∈ [0, 1] be the distribution function of the r. v. ξ given by (10).
Theorem 2. The values of F ξ (x) can be calculated according to the formula
where we put
Proof. By the definition of the r.v. ξ, the event {ξ < x} is equivalent to
Since all ξ 1 , ξ 2 , ..., ξ k , ... are independent and the events in the brackets {·} are disjoint, we have
where we recall that
}. This proves (11) . Remark 3. Let y = F ξ (x). Assume that P -matrix has no zero elements. Then comparing formulae (2) and (11) we observe that matrix P defines the Q-representation of y. In such a case we speak about Q y -representation of y. In particular, if the given matrices Q and P coincide, then y = x, and Q-representation of x and Q y -representation of y are identical, and the r.v. ξ has the uniform distribution on [0, 1].
Example 5. Let for all k ∈ N : N k = {0, 1, 2}, q ik = 1/3. Let P -matrix be given by the numbers p ik = {1/2 − 1/3 k , 0, 1/2 + 1/3 k }, i = 0, 1, 2. In this case, by using Theorem 2, we obtain that the distribution function y = F ξ (x) gives (according to formula (11)) the Q-representation of y ∈ [0, 1] with the following Q y -matrix: 5 Infinite product of probability spaces and measure-preserving mappings
Let us consider an auxiliary construction. Given Q and P matrices (see previous sections) we introduce a sequence of probability spaces as follows. Let A k , k = 1, 2, ... be a σ-algebra generated by all subsets from Ω k := N k . Let us associate with each k−th column of the P -matrix the discrete measures
of independent probability spaces. By standard procedure we introduce the infinite direct product of the probability spaces (Ω k , A k , µ k ) :
The measure µ is said to be associated with the P -matrix and is denoted by µ = µ P .
Theorem 3. The measure µ = µ P associated with the P -matrix is pure point, µ = µ pp , if and only if
Therefore, condition (12) is necessary for the measure µ to be pure point.
To prove the sufficiency we consider the subset
In particular, the set A + contains the point ω
Moreover it is easy to see that for all ω ∈ A + the condition p ω k k = max i∈Ω k p ik holds only for a finite amount of values k. This means that A + is at most a countable set, and the event "ω ∈ A + " does not depend on any finite coordinates of ω. Therefore, by using Kolmogorov's "0 and 1" theorem, we conclude that µ(A + ) = 0 or µ(A + ) = 1. However due to (12) we have µ(A + ) ≥ µ(ω * ) > 0. Thus µ(A + ) = 1, which proves the equality µ = µ pp .
Let us consider (
where Ω k and A k are as above but measures ν k are associated now with the k−th columns of the Q-matrix in the same way as µ k are associated with the k−th columns of the P -matrix. Thus, ν is associated with the Q-matrix and we write ν = ν Q . Obviously, the measures µ k and ν k are equivalent (notation, µ k ∼ ν k ) if and only if all elements p ik > 0, i ∈ N k . In the case where µ k ∼ ν k for all k = 1, 2, ... the measures µ and ν may be non-equivalent and even mutually singular (notation µ ⊥ ν). The corresponding necessary and sufficient conditions of equivalence or singularity for the product-measures µ and ν in a general situation (where µ k and ν k are not necessarily discrete) has been given by Kakutani [5] . His result reads as follows. Let µ k ∼ ν k for all k = 1, 2, ..., and let us denote:
or µ ⊥ ν, if and only if ρ > 0 or, resp., ρ = 0. Moreover (see [2] ), if the measures µ k , ν k are not equivalent, however each measure µ k is absolutely continuous with respect to ν k (notation , µ k ≺ ν k ), then µ ≺ ν or µ ⊥ ν if and only if ρ > 0 or, resp., ρ = 0.
In our case it is possible p ik = 0 for some i ∈ N k and hence µ k is not necessarily equivalent to ν k , but we always have µ k ≺ ν k . It is easy to see that
and the above result may be formulated as follows Theorem 4. Let µ = µ P and ν = ν Q be measures associated with P and Q matrices. Then µ ≺ ν, if and only if
and µ ⊥ ν, if and only if
Let us consider a measurable mapping f : Ω onto [0; 1], and
Here B is the Borel σ−algebra on [0; 1], and the measures µ * and ν * are defined as follows: for any Borel subset B ∈ B
where f −1 (B) = {ω : ω ∈ Ω such that f (ω) ∈ B}. So f is a measurepreserving mapping.
We observe that if the measure µ is absolutely continuous with respect to ν i.e., µ ≺ ν, then µ * ≺ ν * . Indeed, suppose that ν * (B) = 0 for some Borel subset B ⊂ B. Then due to (15) ν(f −1 (B)) = 0. Since µ ≺ ν, we conclude that µ(f −1 (B)) = µ * (B) = 0, which proves the absolute continuity of the measure µ * with respect to the measure ν * . Assume now that f is a bijection and f −1 is measurable. The obviously f −1 is a measure-preserving mapping and we have 
Proof. If f is a bijective mapping and f −1 is measurable, then for any subset A ∈ A a set B = f (A) ∈ B and by (15), µ(A) = µ * (B), ν(A) = ν * (B).
Conversely, for any B ∈ B, we have A = f −1 (B) ∈ A, and µ 1 (B) ). From this it follows that both relations (16) and (17) hold.
It may happen that f is bijection only after its restriction onto Ω\Ω 0 , where µ(Ω 0 ) = ν(Ω 0 ) = 0. In such a case by using similar arguments we obtain 6 Structure of the distributions of random variables with independent Q−symbols
The goal of this section is to prove the purity of the distributions of random variables ξ with independent Q−symbols. In particular we will establish necessary and sufficient conditions for the measure µ ξ to be pure point, resp., absolute continuous, or singular continuous. Let µ ξ denote the measure uniquely connected with the r. v. ξ which is defined (see (10) ) by the Q-representation of x ∈ [0, 1] and a P −matrix (see Sect. 3). Thus, for any Borel set B µ ξ (B) := P (ξ ∈ B). The following result is one of the main results of this paper.
Theorem 7. The measure µ ξ is of pure type, i.e., it is either purely absolutely continuous, resp., purely point, resp., purely singular continuous. Precisely, 1) µ ξ is purely absolutely continuous, µ ξ = (µ ξ ) ac , if and only if
2) µ ξ is purely point, µ ξ = (µ ξ ) pp , if and only if
3) µ ξ is purely singular continuous, µ ξ = (µ ξ ) sc , if and only if
Proof. Let µ = µ Q and ν = ν P be the measures associated with the matrices P and Q respectively (see Sect. 4).
Let us consider the mapping f : Ω → [0; 1] defined as follows:
We define the measures µ * and ν * on the σ−algebra B of the Borel subset of [0; 1] as in the Sect. 5:
So, the inverse image of any k-rank interval ∆ i 1 (x)...i k (x) coincides with a corresponding cylindrical subset of the space Ω. Obviously by this construction f is a measure-preserving mapping. Moreover, it easily seen that ν * = λ, i.e., ν * coincides with Lebesgue measure λ on [0; 1], and µ * coincides with the probability measure µ ξ uniquely connected with the r. v. ξ (see Sect. 3), i.e., µ * = µ ξ . The mapping f is bijective if the Q-matrix contains an infinite number of columns with an infinite number of elements (see Remark 1), since in this case the Q−representation is unique for each point x ∈ [0, 1]. Moreover in such a case f −1 is obviously measurable and hence we can apply Theorem 5. However if there exists k 0 such that for k > k 0 all columns of the Qmatrix contains a finite number of elements, then there exists a countable set of end-points x ∈ [0, 1] having two Q−representations. Each point of such a kind is described as follows. Its first Q−representation is of the following form x = ∆ i 1 ...i s−1 000... for some s ≥ k 0 , its second Q− representation has the form x = ∆ i 1 ...i s−1 NsN s+1 N s+2 ... i.e., it contains the "tail" of the following form:
...N s N s+1 N s+2 . . . for some s ≥ k 0 . Now we take into account that at least one of the following equalities holds:
where we recall that N s < ∞ for s ≥ k 0 . If (21) holds, then the set A 0 ∈ A, which consists of points ω = (ω 1 , ω 2 , ..., ω k , ...) ∈ Ω such that only a finite number of its elements are non-zero, is countable. Therefore the set f (A 0 ) = B 0 ∈ B is countable too, and ν * (B 0 ) ≡ λ(B 0 ) = 0 as well as µ * (B 0 ) = 0. The first statement holds because ν * coincides with Lebesgue measure λ, and the latter statement holds due to (21), since µ * = µ ξ . If (22) holds then the set A 1 ∈ A which consists of points ω = (ω 1 , ω 2 , ..., ω k , ...) ∈ Ω with "tail"of the form .....N s N s+1 N s+2 . . ., is countable. By similar reasons as above we have again ν * (B 1 ) = µ * (B 1 ) = 0 with B 1 = f (A 1 ). In the first case we put Ω 0 = A 0 , otherwise Ω 0 = A 1 . In any case the restriction of f to Ω\Ω 0 is a bijective mapping and f −1 is measurable. This allows to apply Theorem 6. By using Theorem 5 or Theorem 6 we conclude that the random variable ξ has an absolutely continuous distribution, i.e., µ ξ = (µ ξ ) ac , if and only if the measure µ ≡ µ P is absolutely continuous with respect to the measure ν ≡ ν Q , which is equivalent to (18) (see Theorem 4) .
In a similar way we conclude that the random variable ξ has a singular distribution, i.e., µ ξ = (µ ξ ) sing , if and only if the measure µ P is singular with respect to the measure ν ≡ ν Q , which is equivalent to condition (19) (see Theorem 4) . The latter condition includes also the case of a purely point spectrum. Let us consider separately this case.
For an arbitrary point x ∈ [0; 1] the set f −1 (x) consists of at most two points from Ω. Nevertheless in any case thanks to (21), (22), the continuity of the measure µ P implies the continuity of the measure µ ξ . By the same reason µ P (ω) ≤ µ P (f −1 (f (ω)) = µ ξ (x), x = f (ω), ω ∈ Ω, i.e., the converse is also true, the continuity of the measure µ ξ implies the continuity of the measure µ P . Thus, the continuity of the measure µ P is equivalent to the continuity of the measure µ ξ . Therefore, by Theorem 4 the measure µ ξ is pure point if and only if the condition (19) holds.
Since we the conditions of absolute continuity, singularity and discreteness are mutually exclusive and one of these conditions always holds, we conclude the purity of the distribution of the random variable ξ with independent Q−symbols.
Remark 4. If there exists a positive number q + such that q ik ≥ q + , ∀k ∈ N, ∀i ∈ N k , then condition (19) is equivalent to the convergence of the following series:
If lim k→∞ {inf i∈N k q ik } = 0, then, generally speaking, conditions (19) and (23) are not equivalent. For example, let us consider the matrices Q and P as follows:
. In this case condition (19) holds, but (23) does not hold.
7 Metric-topological classification of the distribution of the random variables with independent Q−symbols
Let µ = µ ψ be an arbitrary probability measure corresponding the distribution function F ψ (·) of a random variable ψ. Let σ µ denote the support of the measure µ. One can define it as the set of growth points of the function F ψ (·), i.e.,
We introduce else the essential support σ ess µ of the measure µ (the set of essential growth points of F ψ ) by
⊂ σ µ ψ , and σ µ ψ is a minimal closed set supporting the distribution of the r. v. ψ. The notion of essential support is suitable to describe the fractal properties of singular distributions.
We establish the metric-topological classification of the support of a probability measure µ ψ by introducing three disjoint types of closed sets.
We say that a set σ is of the pure C-type if it is a perfect nowhere dense set of zero Lebesgue measure. By definition a probability measure µ ψ is said to be of the pure C-type if its support σ µ ψ is a set of the pure C-type.
We say that σ is a set of the pure P-type, if for any interval (a, b) the set (a, b) ∩ σ is either empty or a perfect nowhere dense set of positive Lebesgue measure. By definition a probability measure µ ψ is said to be of the pure P-type, if its support σ µ ψ is a set of the pure P-type.
We say that σ is a set of the pure S-type if it is the closure of a union of an at most countable family of closed intervals, i.e.,
By definition a probability measure µ ψ is said to be of the pure S-type if its support σ µ ψ is a set of the pure S-type. In [1, 6] it was proven that arbitrary singular continuous probability measures can be decomposed into linear combinations of singular probability measures of S-, C-and P-types.
We shall prove now that the above considered probability measures µ ξ are of the pure above mentioned metric-topological types. Moreover we give necessary and sufficient conditions for a probability measure to belong to each of these types. 
3) it is of the pure P-type, if and only if the matrix P contains infinitely many columns having zero elements and besides
Proof. Let us consider the set Γ ≡ Γ Q(V) (see Sect.
3) with V = {V k } ∞ k=1
defined by the P −matrix as follows: V k = {i ∈ N k : p ik = 0}. Then it is not hard to understand (see [6] ) that the usual support of the measure µ ξ coincides with a set Γ or its closure, i.e.,
Therefore to examine the metric-topological structure of the set σ µ ξ we may apply the results of section 3. So, if the matrix P contains only finite number of zero elements, then
In such a case (see Sect. 3) Γ is the union of at most of an countable family of closed intervals. Hence (26) implies that the measure µ ξ is of the pure S-type. Of course, in this case λ(Γ) > 0.
In the opposite case where the matrix P contains an infinite number of columns where some elements p ik = 0, then obviously Γ is a nowhere dense set (see Sect. 3). The Lebesgue measure of the set Γ by Lemma 1 is equal to
Let us set W k (V) = 1 − S k (V) = ∞ i=1,p ik =0 q ik . Then, by Theorem 1, either λ(Γ) = 0, provided that condition (24) fulfilled, or λ(Γ) > 0, if condition (25) holds. Thus the measure µ ξ either is of the C-type, or it is of the P-type.
Since the conditions 1), 2) and 3) of this theorem are mutually exclusive and one of them always holds, we conclude that the distribution of the random variable ξ with independent Q-symbols always has a pure metrictopological type.
By using the latter theorems we can construct measures of 8 kinds: pure point as well as pure singular continuous of any S-, C-, or P-types, and with pure absolutely continuous but only of the S-and P-types.
We illustrate this statement by examples. Example 6. Let N k = {0, 1, 2} and let the Q−matrix be given by q 0k = q 1k = q 2k = , then µ ξ is a singular continuous measure of the pure C-type. In this case again σ µ ξ = C 0 and the difference σ µ ξ \ σ ess µ ξ is a countable set.
Example 8. , p 1k = 0, p 2k = 3 4 , then µ ξ is a singular continuous measure of the pure P-type.
P ac : If p 0k = p 2k = 
