DUNHAM JACKSON
The chief purpose of this paper, carried out in its second part, is the determination of numerical limits for certain constants, hitherto undetermined, which figure in the principal theorems of the first two parts (Abschnitte) of the author's thesis,t concerning the degree of approximation to a given continuous function / ( x ) that can be attained uniformly in an interval by a polynomial of the nth degree in x, or for all values of x by a trigonometric sum of the nth order. By a " trigonometric sum of the nth order at most " is meant an expression of the form a0 + ai cos x + a2 cos 2x + • • • + an cos nx + 61 sin x + 62 sin 2x + • • • + bn sin nx, where the coefficients a¡, b¡, are constants.
In the first part of the paper, occasion is taken to present considerably simplified proofs of those theorems themselves, with some modifications in statement.f
The simplification depends on a recognition of the fact that it is possible to treat the trigonometric case directly and deduce thence the results in the polynomial case; the opposite order of treatment, employed in the thesis, requires a considerably longer discussion. The reader is referred to the introduction of the latter for a review of the literature of the subject, down to the spring of 1911. As far as logical development is concerned, the present paper may be read quite independently of the thesis, though, allowing for the fundamental change in arrangement, the first part of this article employs to a considerable extent the methods of the sections of the thesis referred to, and various matters of detail are more fully presented there than here.
In addition to the theorems thus based directly on the thesis, the article D. JACKSON: APPROXIMATION BY [October contains two others, the fifth and the tenth, the status of which is explained where they are taken up in detail. In connection with the latter, the answer is found to a question raised by Fejér * concerning the quantities, met with in the theory of Fourier's series, which he calls " Lebesgue's constants." Apart from this point, the substance of the article is indicated by the ten theorems, which are self-explanatory.
I. General Theorems
Theorem I.f There exists an absolute numerical constant Ki having the following property: If f (x) is a real function of the real variable x, of period 2w, which everywhere satisfies the Lipschitz condition (1) \f(x2)-f(xi)\^\\x2-x1\, X being a constant, then there exists for every positive integral value of n a trigonometric sum T" (x), of the nth order at most, such that for all values of x \f(x)-Tn(x)\^^.
We suppose the function/ (a;) given. We define an approximating function
Im ( If we show that the fourth power in the integrand is a trigonometric sum in ( tj -x ), of order not higher than 2 ( m -1 ), it will follow at once that Im ( x ) is such a sum in x. Nt>w if m is odd, setting v -x = t for brevity, we have the well-known identity sin ( mi j 2 ) sin(</2) = 2 (|+ cos<+ cos2i+ ••• + cosH*»-1)0, the right-hand member of which is a trigonometric sum of order ^ ( m -1 ) in t; its fourth power is then a trigonometric sum of order 2 (m -1) in t.
On the other hand, if m is even, = 2m', we may write
It is readily proved by induction that sin m' t / sin t is a trigonometric sum in t of order m' -1 = | (m -2); and while sin </sin (t/ 2) = 2 cos (tj 2) itself is not a trigonometric sum in t, its square is such a sum, of order 1, and its fourth power is a sum of order 2. It follows that the function in the integrand is once more a trigonometric sum of order 2 ( m -1 ).
Having established this fact, we proceed to justify the use of the word " approximating " in connection with the function 7m ( x ). Multiplying by hmf (x) the equation (2) which defines hm, we obtain Hence ,, .
, C'12 r, v T sin mu ~l4 ,
By the hypothesis expressed in (1), and in this fourth member the integral factor is independent of m.
In the numerator, we make use of the fact that (sin u) / u > 2 / x in the interval of integration, and see that f"2 rsinmitl4, _/Tr\4r'2 rsin7/ni"l4 1 /tV r^n4«,
where m appears in the final expression only in the factor 1 / m2. By combination of these inequalities, it appears at once that the quantity I Im (x) -f (x) | does not exceed a constant multiple of X/ m, and Theorem I follows at once. To be sure, the order of the trigonometric sum Im (x) is not m, in general, but 2 (m -1); and this takes on only even values, however m may be chosen.
But the mere naming of these discrepancies suffices to show that they are inessential; if n is any positive integer, it will be possible to choose an m so that the function /," (x) will serve as the sum Tn (x) required.* Before going further, let us notice that in the application of Theorem I, or any similar theorem, if / (x) is an even function, it may be assumed that the sums T" ( x ) have the same property.
It is readily seen that the particular functions Im(x) used above will be even if / (x) is even, but it is true more generally that if / (x ) is any even continuous function and T"(x) any trigonometric sum of the nth order whatever, and e is a number such that !/(*)-r»(*)|? e, * For greater detail on this point, see the remark preceding formula (17) in the proof of Theorem VI below.
for all values of x, then it is true also that f (xy-Tn(x) , /(-x)-r"(-x) (4) r"(x) + r"(-x) /(*)-ö-<«, and \ (Tn (x) + Tn(-x)) is obviously a trigonometric sum of the same order as T" (x) or lower, which is at the same time an even function. This well-known fact being recalled, let us drop the assumption that / ( x ) is periodic, and suppose merely that it satisfies the Lipschitz condition (1) in the closed interval -1 < x < 1. Then g ( x ) = f ( cos x ) is a function of x defined for all real values of x. Moreover, it satisfies everywhere the condition (1). For
By Theorem I, then, it is possible to find for each value of n a trigonometric sum Tn ( x ), of order n or less, such that the inequality U(x)-rn(x)|^î s everywhere satisfied. As g ( x ) is a function of cos x, it is an even function of x, and hence we may assume that T" ( x ) is an even function of x. Then Tn (x) has no sine terms, but involves only cosines, and so is a polynomial in cos x, of degree not higher than the nth, Tn (x) = n,l(cosx).
We have thus a representation of / ( cos x ) by the polynomial nn ( cos x ), or of f (x) by n" (x), for all values of the argument in the interval (-1,1), with a maximum error not greater than K\ X/ n. If the function f (x) were given in some other interval than (-1, 1), we should reduce that interval to this by a linear transformation of the form x' = ^4x + B. The transformed function would be represented by a polynomial of the same degree, with the same error, as the original one. The transformed function would still satisfy a Lipschitz condition, the coefficient X in this condition being altered in the inverse ratio of the lengths of the intervals.
For example, the problem of representing a function which satisfies a Lipschitz condition with coefficient X in an interval of length 1 would be reduced to that of representing a function which satisfies a Lipschitz condition with coefficient §X in the interval ( -1, 1 ) of length 2. We are led to the general statement which follows:
Theorem IL* There exists an absolute numerical constant Li having the * Thesis, Satz IV. The concluding statement, as to the relative values of Ki and L¡, "was not contained in the thesis. h,, has the same meaning as before. Various details of the earlier work will be again applicable, and need not be repeated explicitly. The new Im (x) is still a trigonometric sum in x, of order 2 ( m -1 ) or lower. We find
By reason of the hypothesis concerning the derivative o\f(x),
where di and 62 are between 0 and 1, and 0\ and 02 between -1 and 1..
* Thesis, Satz VII. The present statement is however more precise than the old one. Seealso footnote under Theorem IV. Jo L^sin^J
We have seen that the denominator of this fraction remains greater than a constant multiple of 1 / m. As to the numerator,
Hence the quantity | dm ( x ) -/ ( x ) | does not exceed a constant multiple of X / to2 , and Theorem II for k = 2 follows immediately.
In constructing a proof which shall be applicable for any value of k, we shall make use of an approximating function Im (x) which does not reduce to that just employed when k = 2, but to an analogous expression which might have been used instead of that one. that is, the substitution of x + 2 t for a: carries over the last of the i integrals into the next preceding one. Similarly, it will carry each of the others, except the first, into the one before it. The first will go over into
the first integral goes over precisely into the ith. Hence J (x) has the period 2x, and the terms in its expansion which involve multiples of x/ i other than whole multiples of x must vanish.* It is of order k (m -1) or less in x/i, accordingly of order not higher than k (m -1 )/ ¿ in a:.
With this information, let us choose k, for any given value of k, as the smallest integer such that 2k -k > 1, so that k is perfectly determinate when k is given, and set
where the numerical coefficients of the terms in the first factor of the integrand are the binomial coefficients corresponding to the exponent k, and hm is defined by the equation The function so defined is a trigonometric sum in x, of order k (m -1 ) at most.
The difference Im(x) -f (x) may be written in a form which differs from that of Im (x) only in having one more term, -/ (x), in the first factor of the integrand.
If this factor is developed by Taylor's theorem, with the aid of ( 5 ), to terms of the kth degree in u, it is found that the terms of degree lower than the kth in the expansion combine so that their sum is identically zero, and the whole expression does not exceed a constant multiple of \\u\k in absolute value. It will be seen on writing out the expansion at length that this statement will be justified if we can show that the function
where the numerical coefficients are still the binomial coefficients for the exponent k, vanishes identically whenever 0 < i < k -1, i being an integer; what is needed is only the fact that it vanishes when t = 0. As gS*.<(0-tS».w(0, Si,, ¡-i (0 vanishes identically if Sk, , (<) does, and it is sufficient to prove for each value of k that Sk, t-i (0 is identically zero. The desired proof is obtained by induction. Suppose S*_i, k-2 (0 -0; this is true, for example,
and hence Sk, ¡t_i (t), which is equal to <St_i, k-i (t) -Sh-i, t-i (<+ 1), is identically zero, and the induction is complete.* It follows that the absolute value of Im ( x ) -f ( x ) does not exceed and the last integral actually exists, since we have supposed 2 k -k > 1. Hence \ Im (x) -f (x) \ does not exceed a constant multiple of X/ mk, and by establishing a suitable relation between m and n the functions Im ( x ) may be made to serve the purpose of the sums Tn (x) demanded by Theorem III.
A corresponding generalization of Theorem II is possible. Restricting ourselves at first to the case k = 2, let us suppose that / ( x ) is a function of x defined in the interval -1 ^ x ^ 1, and possessing there a derivative f '(x) which satisfies the condition
is defined for all values of a;; it has everywhere a;, derivative g' ( x ) = -sin x • f ( cos x ), and this satisfies the condition
As we may subtract a linear function from f (x) without altering the problem of approximating to it by a polynomial of given positive degree, we may assume without loss of generality that/' (0) = 0; then it follows from condition ( 7 ) that throughout the interval of definition | /' ( x ) | < X. Applying (7) once more in the relation (8), we find I g' (x2) -g' (xi) | ^ 2X| x2 -xi\. Accordingly g ( x ) = / ( cos x ) can be approximately represented by a trigonometric sum of order n or less, and hence by a polynomial in cos x of degree n or less, for all values of x, with an error not exceeding 2K2 \/ n2, where K2 is the constant of Theorem III for the case k = 2. That is, / ( x ) can be so represented by a polynomial of not higher degree than the nth in x, throughout the interval -1 ^ x ^ 1.
If / ( x ) satisfies the condition (7) in some other interval than this, and the given interval is reduced to this one by a linear transformation of the form x' = Ax-\-B, the condition (7) will be preserved, except that the coefficient X will be altered in the inverse ratio of the squares of the lengths of the intervals. If the given interval were of length 1, for example, the Lipschitz condition after the transformation to the interval ( -1, 1 ) would have the coefficient \\, and a representation would be obtained with a maximum error not exceeding \K2 X / n2.
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The reasoning based on the hypothesis that/ ( x ) has a ( k -1 )th derivative satisfying (5) in a closed interval is similar. Suppose first that the interval is ( -1, 1 ) . We consider again the function g ( x ) = / ( cos x ). The derivative çj(t-1) (x) exists everywhere, and is given by a polynomial in the derivatives f{i) ( cos x ), i = 1,2, • ■ ■, k -1, and sin x and cos x, which is linear in the derivatives of/.
By subtracting a suitable polynomial of degree k -1 from / ( x ) at the beginning, we can make /<*-» (0) =/<*-» (0)--=/'(0) = 0, so that each of these functions remains in absolute value less than or equal to X throughout the interval, and each satisfies a Lipschitz condition with coefficient X throughout the interval. The subtraction of this polynomial does not affect the degree of approximation to / ( x ) which can be obtained by a polynomial of degree n, provided n ^ k -1, and we shall suppose that the subtraction has been performed. With this assumption, it appears from the expression for <7(t_1) (a;) that a relation holds of the form
where Ak is a constant dependent only on k. Hence g ( x ) = / ( cos x ) can be represented by a polynomial in cos x of degree n or lower, and / (a;) by such a polynomial in x, with a maximum error not exceeding AkKk\j n*.
To make the result applicable in the case of an arbitrary interval, we have merely to note that a linear transformation of the sort already considered, carrying one interval into another, changes the coefficient of the Lipschitz condition îoTf(k~l) (a;) in the inverse ratio of the &th powers of the lengths of the intervals, without otherwise affecting the conditions of the problem.
A summary of the facts in this connection which we are now in a position to recognize may be made as follows:
Theorem IV.* For each positive integral value of k there exists a constant Lk having the following property: Iff (x)is a function ofx possessing a(k -1 )th derivative which satisfies the Lipschitz condition (5) throughout an interval a ^ .r 5 b, of length I, then there exists for every positive integral value of n, * Thesis, Satz IVa. The restriction n^ifc-l was overlooked in the thesis; in the process of reasoning, the details of which were dismissed with the words "indem wir wie vorhin die Bedeutung der verschiedenen Grossen überlegen" (p. 39), it was tacitly assumed that | / ( x ) | itself remains inferior to a constant multiple of X , which would be true in general only after subtraction of a polynomial of the ( fc -1 )th degree. That the theorem is absurd without this restriction is shown by the example /(x) = is,fc = 3,X = 0,n = l. The restriction does not apply to Theorem III ; and the question does not arise with reference to the less definite statement of Theorems II and VII of the thesis. As to the last two propositions, which are contained in IV and III respectively of the present paper, it is seen by comparing the old treatment and the new one that either may be proved independently and used to establish the other. In particular, in the case k = 2, the constant L2 = \K2 has this property, if K2 is a corresponding constant for Theorem III.
It has frequently been noted* that if / (x) is an integrable function of period 27T, and there exists a trigonometric sum Tn (x), of order n or lower, n > 2, --.-;-at, ir J, sin t and,the difference between the partial sum and the function can not exceed e ( 1 + pn ). Finally, it is found that, when n > 1, p" does not exceed a certain multiplet of log n. This fact, in conjunction with Theorems I and III (of which the first may be regarded as a special case of the second), establishes the following result: derivative which satisfies the Lipschitz condition (5), and K and Kk are the numerical constants already so designated, then f (x) is everywhere approximately represented by the partial sum to terms of the nth order, n > 1, of its development in Fourier's series, with an error not exceeding KKic X log n
II. Numerical Determinations
We turn our attention now to the task of finding numerical values for some of the constants previously left undetermined.
Confining ourselves for the present to the case discussed in Theorem I, we suppose a periodic function f (x) given which satisfies the condition (1) for all values of the variables a;i and a;2, and construct a function Im ( x ), which is a trigonometric sum in x of order 2 ( m -1 ) at most, such that the relation (3) is satisfied for all values of x. We have seen that for positive integral values of m the denominator of the fraction is never less than a certain constant multiple of 1 / m, and the numerator does not exceed a constant multiple of 1 / m2. We shall undertake to discover something as to the magnitude of these constant multipliers.
Let us set We note for reference the fact, of which we shall make repeated use, that We are led to inquire whether it is universally true that each value of Jm is greater than the following one; it turns out that the answer is in the affirmative. In carrying through the general proof we shall assume that m ^ 4, as we already know that the statement is true for smaller values of m. We The first of these terms is positive. The second is negative, since the righthand side of (11) increases as to increases and m/to decreases. We shall show that the negative term is numerically the larger. To form an estimate of the magnitude of the other integral Hm2, we need to examine somewhat carefully the behavior of the function (sin x) / x in the interval (0, 71-/ 2).
If xi and x2 are any two values of the variable.
where £is some value in the interval ( Xi, X2 ). Now
In the interval 0 < x < tt / 2, cos x <1 -| + ^ < 1 -.397 x2,
x cos x < x -.397 x3, x3 sinx>x --s-> x -.167 x3, o
x cos x -sin x < -.230 x3,
If Xi is less than x2, then -J is less than -xi, and hence sin x2 sin xi
In the interval of integration, u/m and u/ (m + 1 ) belong to the interval ( 0, 7T / 2 ), accordingly In the second term, supposing to > 4, we apply again most of the work done in connection with Hm2, and find We still have to take account of the circumstance that the index to is not the order of the trigonometric sum /", ( x ), which we merely know to be not greater than 2 ( m -1 ). Ifnis any positive integer, let to be the integer such that 2 (to-1) ^ n< 2to, and let us set /"(*) = TK(x).
Then T" ( x ) is a trigonometric sum of the nth order at most, and as 1 / to < 2 /n , we have for to > 4, n > 6,
\f(x)-Tn(x)\^^.
As for the first five values of n, to which the corresponding values of to are 1,2,2,3,3 respectively, n is so much less than 2m in these cases that the relation (17) may still be obtained as a direct consequence of (15), although (16) no longer holds.
It is obvious that with a little more attention to details it would be possible to replace the constant 2.90 by a somewhat smaller value, even while we keep the same approximation-functions Tn (x); and we have no reason to suppose that these are the best that can be obtained.
It is easy, however, to set a limit below which the constant can not be reduced. Suppose that / ( x ) is the function of period 27r which takes on the values (-l)p7r/(2n + 2) at the points 2pir/ (2n+ 2), p = 0, =*= 1, =fc 2, • • • , and is linear in each interval between two successive points of this set. Then / ( x ) satisfies the Lipschitz condition ( 1 ) with X = 1. As it is furthermore an even function, we may, in showing that every trigonometric sum of order n or lower must differ from/ (x) at some point or other by at least a certain amount,, restrict ourselves at the outset to sums of cosines, in consequence of the line of reasoning that was based on the formulae (4) above. In order to represent / ( x ) with an error always less than w / (2n + 2), a sum Tn (x) must take on positive and negative values alternately at the n + 2 points 2pir/ (2n + 2), p = 0, 1, • • • , n + 1, and so must vanish at n + 1 interior points of the interval ( 0, it ), -for ti + 1 different values of cos x. As this is impossible for a cosine-sum of the nth order, which is a polynomial of the nth degree in cos x, every trigonometric sum of the nth order or less must differ from/(x) at some point by at least it/ (2n + 2) or * n 71-/2 n + 1 n
The factor n/ (n -\-1 ) approaches unity when n = oo , and hence the statement of Theorem I surely becomes false if a numerical value smaller than 7T / 2 is put in place of Ki. Just what is the smallest correct value of Ki remains undetermined within the limits (ir/2, 2.90).
In view of the fact that the decimal places of the latter number do not even signify a limitation of the method used, but only of the extent to which the calculation was pushed, we may perhaps best sum up our knowledge as follows:
Theorem VI. The statement of Theorem I remains correct if the undetermined constant Ki is replaced by the number 3 (or even by a somewhat smaller number), but not if it is replaced by a numerical value smaller than it/ 2.
We have already seen that the constant L2 of Theorem II may be taken half as large as Ki.
On the other hand, it is easy to show by the construction of particular functions/ (a;) closely analogous to those introduced just above that L\ can not be smaller than f.
These facts may be put together as Theorem VII.
The constant L2 of Theorem II may be replaced by the numerical value §, but not by a value smaller than j.
To go one step further, suppose now that the periodic function / ( x ) has a first derivative/A(x) which everywhere satisfies the condition (7). We have seen how to define a function /" (x) which is a trigonometric sum of order 2 (m -1 ) at most, and which satisfies the relation (6). 
./¡' = .914 -, J'l = .868 -.
* For a general theorem of which we are here using a very special case, see L. Tonelli, The constant K2 of Theorem III may be given the value 20. Furthermore, since L2 in Theorem IV may be taken half as large as K2, we have Theorem IX. The constant L2 of Theorem TV may be given the value 10. In conclusion, we come back to the subject of the constants p", referred to in connection with Theorem V. Lebesgue * has obtained inequalities that are satisfied by these numbers when n is sufficiently large, and Fejérf has deduced an asymptotic formula which represents them approximately for large values of n. But these relations % do not immediately yield numerical information about the values of p" for specific values of n. It is our next purpose to gain such information, though the results obtained will not be of a high degree of refinement.
If we set tFEjÉR, Crelle's Journal, vol. 138 (1910), pp. 22-53; p. 30. Î In his recent paper, already referred to in a footnote, Gronwall has elaborated the theory of these constants to a much greater extent than is attempted here. He obtains the simple relation p« = -^logn + hn, -% + 7 > K > -j, C being Euler's constant ; this gives a sharper inequality than (20) for large but not for small values of n. He gives also an expansion of p" according to descending powers of 2« + 1 (apart from the logarithmic term), with an estimate of the magnitude of the remainder. 
p,, <-(1.11 + .92 log n+.92 log |)< 1.25+ .59 log n.
IT
It is well known, though of course it does not follow from the work above, that p" becomes infinite with n, and is in fact of the order of magnitude' of log n. Fejér showed that the values of p" always increase with n, from a certain point on. He raised the question whether they do so from the very beginning.* It is not difficult to show that this is the case. It is an immediate consequence of (19) that po < Pi < pi-In order to prove that Pni i > Pi in general, it will be sufficient to show that the value of the integral jm increases with to , when m > 5.
We write jm+i -jm = hm\ + hm2 as before. It is obvious that, since sin [t/ (to + 1) ] is less than unitv, 1 h,"i > TO+ r With reference to h"2, we have to review a considerable part of the work which led up to formula (14). In the interval (0, x/ 2), 
