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Abstract. When facing a real world, optimization problems mainly become multi-
objective i.e. they have several criteria of excellence. A multi-criteria problem submitted 
for multi-criteria evaluation is a complex problem, as usually there is no optimal 
solution, and no alternative is the best one according to all criteria. However, if a 
metaheuristic algorithm is combined with a Multi-Criteria Decision-Making method 
then, instead of submitting all solutions, only near-optimal solutions are submitted for 
multi-criteria evaluation, i.e. compared and ranked using a priori decision-maker 
preferences. It is called an a priori approach to multi-objective optimization. This paper 
presents this approach using a specially designed HUMANT (HUManoid ANT) 
algorithm derived from Ant Colony Optimization and the PROMETHEE method. The 
preliminary results of this optimization algorithm are presented for the Single-Objective 
Traveling Salesman Problem (TSP), Shortest Path Problem (SPP) and the Multi-
Objective Partner Selection Problem (PSP). Additionally, the multi-objective approach 
of the HUMANT algorithm to single-objective optimization problems is presented using 
the Shortest Path Problem (SPP). 
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For several years, the idea has existed of combining metaheuristic algorithms, 
such as the Ant Colony Optimization (ACO), Genetic Algorithm (GA), Particle 
Swarm Optimization (PSO) or Simulated Annealing (SA) with the Multi-
Criteria Decision-Making (MCDM) method (like AHP, ELECTRE, MAUT, 
PROMETHEE, or TOPSIS) to scalarize multi-objective problems into single-
objective problems [27]. 
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Generally, MCDM methods use some form of a priori knowledge 
concerning decision-maker preferences, such as criteria weights. Using these a 
priori decision-maker preferences, alternatives are compared and ranked i.e. they 
solve complex multi-criteria problems subject to a limited number of 
alternatives. However, if this limited number of alternatives becomes unlimited 
or very large (1020 alternatives or more), then practically applying these 
methods is impossible, as the computational time becomes too long. 
Consequently, these methods cannot be applied to complex multi-objective 
optimization problems because number of possible solutions (alternatives) is too 
large, and sometimes an infinite number of possible solutions exist. 
Thus, if a metaheuristic algorithm is combined with a Multi-Criteria 
Decision-Making method, then only near-optimal solutions are submitted for 
multi-criteria evaluation i.e. compared and ranked using these a priori decision-
maker preferences. This paper presents this particular approach using a specially 
designed HUMANT (HUManoid ANT) algorithm derived from a metaheuristic 





Metaheuristic optimization deals with optimization problems in different areas 
and applications, from engineering design to economics and everyday life 
(telecommunication routing, trip planning, etc.) [32]. Most real-world 
optimizations are very complex and are accompanied by numerous constraints 
where such optimizations are solved using a highly efficient metaheuristic 
algorithm. Different objectives are often conflicting, so finding an optimal 
solution or even near-optimal solutions can be a hard task [27]. 
There are many applications of metaheuristic algorithms to different multi-
objective optimization problems, but no known universal multi-objective 
metaheuristic optimization algorithm is able to solve most of the multi-objective 
optimization problems [27]. 
Generally, multi-objective optimization methods are classified based on 
three different approaches (Figure 1) [27]: 
• A priori approach – decision-maker provides preferences before the 
optimization process. 
• A posteriori approach – the optimization process determines a set of 
Pareto solutions, and then the decision-maker chooses a solution from 
the set of solutions provided by the algorithm. 
• Interactive approach – there is progressive interaction between the 
decision-maker and the solver, i.e. knowledge gained during the 
optimization process helps the decision-maker to define the preferences. 
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Figure 1: Classification of multi-objective optimization algorithms [27] 
 
There are evolutionary a posteriori approach multi-objective optimization 
algorithms with excellent results in solving problems with two or three criteria, 
such as: Non-dominated Sorting Genetic Algorithm II (NSGA-II) [4], S Metric 
Selection Evolutionary Multiobjective Optimisation Algorithm (SMS-EMOA) 
[1], Strength Pareto Evolutionary Algorithm 2 (SPEA2) [34] and Scatter Tabu 
Search Procedure for Non-Linear Multiobjective Optimization (SSPMO) [19]. 
There are also some successful interactive approaches ([5], [15], and [21]) to 
multi-objective optimization. 
However, in this paper the focus is on an a priori approach to multi-
objective optimization, meaning that a particular single-objective metaheuristic 
algorithm is combined with a MCDM method, such as Multi Objective Ant 
Colony Optimization (MOACO) [8] or Progressive Multi-Objective 
Optimization (PMOO) [24]. 
Furthermore, when considering the a priori approach, any of the popular 
metaheuristic algorithms can be used for multi-objective optimization (Ant 
Colony Optimization (ACO) [4], Cuckoo Search (CS) [31], Firefly Algorithm 
(FA) [30], Genetic Algorithm (GA) [11], Particle Swarm Optimization (PSO) 
[13] and Simulated Annealing (SA) [14]), but has to be combined with a MCDM 
method in the appropriate manner.  
Multi-Criteria (Multi-Attribute or Multi-Objective) Decision-Making 
(MCDM) consists of selection of “best” alternative, comparison and ranking of 
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alternatives, or comparison of alternatives with some referent points (sorting of 
alternatives). Generally, MCDM methods can be divided into following groups 
based on their characteristics: based on utility functions – MAUT [10], 
outranking methods – AHP [23], ELECTRE [22], PROMETHEE [2], TOPSIS 
[33], and interactive methods – VIMDA [20]. The main disadvantage of all these 
MCDM methods is that their scope is Multi-Criteria problems with finite 
number of alternatives, usually 10-30 alternatives, and very rare more than 100. 
So, in combination with metaheuristic algorithm, a limited number of near-
optimal solutions found by metaheuristic algorithm should be submitted to some 
MCDM method. According to [3], few papers describe methods with a priori 





There is no single optimal solution to the multi-objective problem, but instead a 
set of solutions defined as the Pareto optimal solutions [27]. A solution is Pareto 
optimal if a given objective (criterion) cannot be improved without degrading 
other objectives (criteria). This set of solutions represents a compromise 
between different conflicting objectives (criteria). The main goal is to obtain the 
Pareto optimal set and, subsequently, the Pareto frontier. However, there can 
theoretically be a single solution to some combinatorial optimization problems. 
There is no best solution based on each criterion, but an overall best solution is 
based on decision-maker preferences, obtained using a MCDM method. Such 
approach is called the MCDM a priori approach to solving Multi-Objective 
optimization problems. 
This a priori approach to Multi-Objective optimization combines the 
PROMETHEE method and Ant Colony Optimization (ACO) in a metaheuristic 
manner into a specialized single-objective and multi-objective metaheuristic 
algorithm to solve complex optimization problems. 
 
3.1. PROMETHEE method 
 
The PROMETHEE method is well accepted by decision-makers, because it is 
comprehensive and has the ability to present results using simple ranking [2]. 
The input for the PROMETHEE method is a matrix consisting of a set of 
potential alternatives (actions) A, where each a element of A has its f(a) 
representing evaluation of a criteria. Each evaluation fj(ai) must be a real 
number. The PROMETHEE I method ranks actions in partial pre-order, with 
the following dominance flows [2], for leaving flow: 
ɸ+(𝛼𝛼) =  1
𝑛𝑛−1
∑𝑏𝑏∈𝐴𝐴⨅(𝛼𝛼, 𝑏𝑏)                 (1) 
and for entering flow: 
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 ɸ+(𝛼𝛼) =  1
𝑛𝑛−1
∑𝑏𝑏∈𝐴𝐴⨅(𝛼𝛼, 𝑏𝑏)                                    (2) 
where a represents action from a set of actions A, n is the number of actions 
and Π is the aggregated preference index defined for each pair of actions. A 
similar calculation is used to calculate entering flow. These two flows give a 
partial relation, and subsequently a net outranking flow is obtained using the 
PROMETHEE II method, which ranks the actions in total pre-order and 
calculates net flow. In terms of assessing priority, net outranking flow represents 
the synthetic parameter based on defined criteria and priorities among criteria. 
Usually, criteria are weighted using criteria weights wj and the normal pondering 
technique. 
 
3.2. Ant Colony Optimization 
 
Ant Colony Optimization (ACO) is a population-based metaheuristic algorithm 
[4]. It is based on a set of virtual agents called artificial ants. They search for 
solutions to a given optimization problem. However, the optimization problem 
must be presented as a mathematical graph, and the ants build solutions by 
moving across the graph and leaving a pheromone trail. The solution to the 
construction process is stochastic and is affected by a pheromone update system. 
Hence, the main algorithm procedures are construction of solutions by ants and 
a pheromone update. 
The ant construct solution is derived by traversing the graph from node to 
node until all nodes are visited or some condition has been met, i.e. until the 
solution has been constructed. Every single node is chosen using a particular 
probabilistic rule, like the one from the Ant System [4]: 
 (𝑝𝑝𝑖𝑖𝑖𝑖)𝑘𝑘 =  
[𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡)]𝑎𝑎 .  [𝜂𝜂𝑖𝑖𝑖𝑖]𝛽𝛽
∑𝑘𝑘[𝜏𝜏𝑖𝑖𝑘𝑘(𝑡𝑡)]𝑎𝑎 .  [𝜂𝜂𝑖𝑖𝑘𝑘]𝛽𝛽
                                      (3) 
 
where pij represents the probability that ant k will move from node i to node j, 
and where η is the reciprocal weight of an edge connecting two nodes, τ is the 
level of pheromone along the edge of connecting two nodes, α and β are 
algorithmic control parameters. 
The pheromone level is updated after each iteration n, using rule [4]: 
 𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡 + 𝑛𝑛) = (1 − 𝜌𝜌) ⋅ 𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡) +  ∑𝑘𝑘=1𝑚𝑚 (△ 𝜏𝜏𝑖𝑖𝑖𝑖)𝑘𝑘                   (4) 
where τij(t) represents the level of pheromone along an edge connecting nodes i 
and j at time t, and ρ represents the pheromone evaporation rate. Furthermore, 
the Δτij value depends on the quality of the solution [4]: 
  (Δ𝜏𝜏𝑖𝑖𝑖𝑖)𝑘𝑘 =
𝑄𝑄
𝐿𝐿𝑘𝑘
                                          (5) 
where Lk represents the solution found by ant k (e.g. total length) and Q is a 
constant parameter. 
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Generally, at the beginning of a search, the pheromone level along each 
edge is set to a particular minimal value, and is increased over time along the 
edges connecting good solutions, evaporating on unvisited edges (bad solutions). 
Eventually, there is a convergence toward optimal or near-optimal solution [4]. 
The convergence of ACO was proven when modified into the so-called MAX-
MIN ant system (MMAS) [25]. It is different from the original ACO, in that it 
limits the pheromone level along the edges using parameters τmin and τmax, and 
initially the pheromone level along each edge is set to a maximal value (τmax). 
Accordingly, MMAS exhibits a convergence based on the evaporation of bad 
solutions, instead of encouraging good solutions. It achieves better results than 
all other ACO algorithms for numerous optimization problems [25]. 
 
3.3. Multi-Objective Ant Colony Optimization 
 
Since the first application of ACO to multi-objective optimization [12], several 
approaches to Multi-Objective Ant Colony Optimization (MOACO) have been 
developed [9]: 
• Evaluation of objectives – the decision-maker preferences are known 
a priori [8], hence the solutions can be scalarized, i.e. problem can be 
converted from multi-objective to single-objective [16]. This is the same 
approach as the generic a priori approach to multi-objective 
optimization. 
• One or several pheromone matrices – each objective is represented 
by its own pheromone matrix in order to retain as much information as 
possible on each criterion. Finally, scalarization must be carried out in 
order to compare solutions. 
• One or several colonies – this usually means that each colony 
constructs a solution only for a single objective. Finally, the Pareto-set 
of optimal solution is constructed. This is the same approach as the 
generic a posteriori approach to multi-objective optimization. 
• Different pheromone update approaches – some specific rules for 
pheromone updates are based on a set of ants or set of colonies. 
As has been already mentioned, this paper uses the a priori approach to multi-
objective optimization, hence objectives are evaluated and solutions scalarized 
using the MCDM method. 
 
3.4. The HUMANT algorithm 
 
This paper presents an interesting approach to single-objective and multi-
objective optimization based on the idea of combining Ant Colony Optimization 
and the multi-criteria PROMETHEE method for solving multi-objective 
optimization problems. This combination allows artificial ants to use multi-
criteria decision-making, which is actually a human attribute. 
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Figure 2: Idea and concept of HUMANT algorithm 
 
Originally, the algorithm was designed to solve the multi-criteria Partner 
Selection Problem (PSP) and was called HUMANT (HUManoid ANT) 
algorithm [18]. The idea and concept behind the HUMANT algorithm is 
presented in Figure 2. To realise presented concept, it is necessary to change the 
ACO equation (3) for evaluation of nodes and solutions, and the equation (4) 
for pheromone update. The PROMETHEE method must be implemented here. 
Also, the probabilistic rule used to evaluate nodes is changed in the procedure of 
constructing solution from (3) into (6):  
  𝑝𝑝𝑖𝑖𝑖𝑖 =  
[𝜏𝜏𝑖𝑖𝑖𝑖(𝑡𝑡)]𝑎𝑎 .  [ɸ ′𝑖𝑖𝑖𝑖]
𝛽𝛽
∑𝑘𝑘=1
𝑛𝑛 [𝜏𝜏𝑖𝑖𝑘𝑘(𝑡𝑡)]𝑎𝑎 .  [ɸ ′𝑖𝑖𝑘𝑘]
𝛽𝛽                                   (6) 
where Φ’ij represents the modified PROMETHEE II score for edge connecting 
nodes i and j. It is calculated using following equation: 






                            (7) 
where Xij represents the weight of edge connecting nodes i and j. Φ’ij is the 
PROMETHEE II score modified to produce the output in [0, 1] interval instead 
in [-1, 1] interval. 
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The evaluation of solutions needed for the pheromone update process is 
carried out using the following equation: 




)                    (8) 
where x is the solution and sid is the known optimal solution (for previously 
solved optimization problems). If the optimal solution is unknown, then the 
ideal solution is used. For instance, the ideal solution in the Shortest Path 
Problem (SPP) is the Euclidean distance between the origin and destination. In 
the Traveling Salesman Problem (TSP), the ideal solution is the sum of each 
row’s minimal distance (or cost). Usually, this is not an achievable solution, i.e. 
it is better than the optimal solution. 
Furthermore, the HUMANT algorithm was designed to use the MAX-MIN 
approach with pheromone trail limits set to τmin = 0 and τmax = 1. If the 
constructed solution x is the same as the optimal (not ideal) solution sid, then 
equation (8) will result in 1, i.e. the edges connecting the optimal solution will 
receive the maximal pheromone level. Hence, a convergence toward that solution 
is expected. If the optimal solution is unknown and the ideal solution is used, 
convergence will be a bit slower. A comparison of the HUMANT algorithm 
parameters and the MAX-MIN ant system parameters is shown in Table 1. 
 
Parameter description MAX-MIN ant system 
HUMANT 
algorithm 
Importance of pheromone trail along the edge α α 
Importance of weight (cost) of edge β γ 
Maximal level of pheromone trail τmax τmax 
Minimal level of pheromone trail τmin τmin 
Pheromone evaporation rate ρ ρ 
Ideal solution - sid 
Table 1: Comparing the HUMANT algorithm parameters and the MAX-MIN ant 
system parameters. 
 
Parameter β from equation (6) is missing in Table 1 due to the rule in the 
HUMANT algorithm rule: 
 β = n                                           (9) 
where n represents the total number of evaluated nodes. This rule solves the 
problem associated with a non-dominating solution posed by PROMETHEE II 
methods, which occurs due to a large number of alternatives (more then 25-30 
alternatives). One of the mandatory characteristics of the ACO is that one or 
few best alternatives are dominating in comparison with others. Controlling the 
importance of weight (cost) of edge is incorporated into the HUMANT 
algorithm using parameter γ. To simplify PROMETHEE II calculations, only a 
linear preference function is used, and parameter γ controls the linear preference 
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function parameters. The preference threshold p for the linear preference 
function is calculated using the following: 
    
𝑝𝑝 = 𝑝𝑝𝑎𝑎 ⋅ Υ                                        (10) 
where pa represents the automatically calculated linear preference threshold. 
Further, the indifference threshold q is calculated using the following: 
       
𝑞𝑞 =  𝑞𝑞𝑎𝑎
Υ
                                         (11) 
where qa represents the automatically calculated linear indifference threshold. 
Automatic calculation of the parameters pa and qa means that qa is a standard 
deviation of a set of mutual differences between actions, and pa is qa plus the 
average value of mutual differences between actions. 
To conclude, the HUMANT algorithm is the MOACO algorithm with a MAX-
MIN strategy, the global best ant pheromone update strategy, and a 
scalarization approach using simplified PROMETHEE II methods (i.e. using 
only the linear preference function where its parameters are automatically 
calculated). It was designed to incorporate a small number of parameters and 
uses fast calculation times. It can be applied to single-criteria and multi-criteria 
optimization problems. 
Importantly, a similar approach was used to combine ACO and the 
PROMETHEE method by Eppe et al. [7]. However, they only presented a 
theoretical way of doing without experimental tests and practical algorithms. 
Their pheromone update strategy differs in the way that it does not include the 
problem of non-dominating solution of PROMETHEE II methods nor a solution 





4.1. HUMANT algorithm and single-objective optimization 
 
Traditionally, the Traveling Salesman Problem (TSP) was chosen to test 
experimentally the HUMANT algorithm for single-objective optimization 
problems. Problem instances att48, eil51, kroA100 from TSPLIB were used and 
the HUMANT algorithm and its parameters were tested. A best combination of 
algorithm parameters was obtained: α = 1, γ = 1, ρ = 0.4, τmin = 0 and τmax = 
1 The algorithm was run 30 times with 500 iterations for each instance. The 
algorithm was written in MATLAB and tests were carried out using a 2.80 GHz 
CPU. The average run-time of 500 iterations for a 48-cities problem (att48) was 
703 seconds. Code parallelization was not used. 
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The average result and average deviation from the optimum were compared 
with other ACO algorithms (Table 2). The results of other ACO algorithms are 
taken from [25]. 
 

































Table 2: A comparison of the HUMANT algorithm with other ACO algorithms with 
the aim of solving the Traveling Salesman Problem. 
 
Table 2 is proof of a concept for the HUMANT algorithm, because the 
results are acceptable and interesting enough, that the HUMANT algorithm 
when applied to the 100-cities problem is better than the Ant Colony System or 
the original Ant System. The HUMANT algorithm had the worst performance 
for the 51-cities problem, because the problem instance eil51 is a TSP problem 
incorporating numerous local optima where the HUMANT algorithm exhibits a 
very strong convergence. 
 
4.2. The HUMANT algorithm and a multi-objective 
approach to single-objective optimization 
 
The Shortest Path Problem (SPP) was chosen to test experimentally the ability 
of the HUMANT algorithm to use a multi-objective approach to the single-
objective optimization problem. The main aim of the SPP is to find shortest 
path between two nodes on a graph that represents a road network or 
something similar. It is not an NP-hard problem but there are known heuristic 
algorithms that can solve it, like Dijkstra’s algorithm or its modified version, 
which incorporates certain constraints, and is called the A-star algorithm. 
However, if no constraints are used, the algorithm explores all edges or most of 
the edges of a graph. An algorithm that can find the shortest path without 
using constraints and explore only the nodes closest to the origin and 
destination nodes would be intelligent and efficient. However, such an algorithm 
can be designed only if a multi-objective approach is used. In solving the SPP, 
additional criteria (objectives) for identifying a solution could possibly be a 
deviation from of the Euclidean distance between the origin and destination. 
This is a bi-criteria approach to the SPP (Figure 3). 
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Figure 4: A comparison of the performance of Dijkstra’s, ACO and the HUMANT 
algorithm in solving the Shortest Path Problem 
 
In using a multi-objective approach to solving the single-objective SPP, the 
HUMANT algorithm was much more intelligent and efficient than the usual 
Dijsktra’s algorithm and the ACO, as is shown in Figure 4. 
 
4.3. The HUMANT algorithm and multi-objective optimization 
 
The Partner Selection Problem (PSP) was chosen to test experimentally the 
HUMANT algorithm for multi-objective optimization problems. The aim of the 
PSP is to select an optimal partner (enterprise) for each activity (technological 
process) that is part of a project or (manufacturing/ production) process. 
However, criteria for partner selection can be multiple: manufacturing cost [16], 
transportation cost [29], quality [17] or the business success of an enterprise [26], 
manufacturing time, etc. 
470                              Marko Mladineo, Ivica Veža and Nikola Gjeldum 
 
Figure 5: An optimal solution to the PSP instance, with 4 activities (technological 
processes) and 10 partners (enterprises), found by the HUMANT algorithm 
 
For the problem taken from [28], the criteria are: manufacturing cost, 
transportation distances and manufacturing quality determined by the quality 
score of an enterprise. It is a PSP with 4 activities (technological processes) and 
10 partners (enterprises) in total. The following parameters were used to solve 
this problem: α = 1, γ = 1, ρ = 0.4, τmin = 0, τmax = 1, wcost = 0.15, wtransport = 
0.4 and wquality = 0.45. the HUMANT algorithm was run 30 times with 500 
iterations each time it found an optimal solution to the problem: combination of 
enterprises [8, 7, 3, 3], resulting in costs of € 113,000, a 64% quality score, and 
48 km of transport distance. According to [28], this is an optimal solution to 
this PSP instance (Figure 5). 
Additional PSP instances were successfully solved using the HUMANT 
algorithm: a PSP instance from [16] and a PSP instance from [29]. This proved 
that the HUMANT algorithm can solve multi-objective optimization problems. 
Moreover, as already mentioned, the HUMANT algorithm was originally 




In this paper, a new metaheuristic algorithm for single-objective and multi-
objective optimization is presented: namely, the HUMANT (HUManoid ANT) 
algorithm. It is designed as a multi-objective optimization algorithm with an a 
priori approach, i.e. a combination of the metaheuristic algorithm for Ant 
Colony Optimization (ACO) and the multi-criteria decision-making method, 
PROMETHEE. Originally, it was designed to solve the multi-criteria Partner 
Selection Problem (PSP). This paper proves the concept of the HUMANT 
algorithm. Furthermore, it has presented how the HUMANT algorithm could be 
successful in solving different instances of the Traveling Salesman Problem 
(TSP). In solving TSP instances, on a 100-city problem provides even better 
results than the original ACO and AS. In addition, using the multi-criteria 
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approach for single-objective optimization, the HUMANT algorithm can become 
more intelligent and more efficient as demonstrated in solving the single-
objective Shortest Path Problem (SPP). Finally, it is shown that HUMANT 
algorithm is able to solve a multi-criteria PSP instance with three objectives. 
However, additional research is needed to test the HUMANT algorithm on more 
TSP, SPP and PSP instances, and different multi-objective optimization 
problems, such as the Multi-Objective SPP, Multi-Objective Job Shop 
Scheduling problem, and the like. Finally, further research should cover 
differences between single-objective optimization (and multi-objective approach 
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