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The formulation and theoretical justification of such a definition is the objective of the first part of this paper. In the second part we demonstrate the usefulness of the definition by applying it to the determination of the effects of increased correlation on behaviour in some standard economic models.
The structure and approach of the first part are similar to those of RS. We proceed as follows: the key notion of an elementary correlation increasing transformation (CIT) of a given bivariate probability distribution is defined and is used to motivate the first definition of greater correlation. The CIT iS then used to define correlation-averse and correlation-affine utility functions. They in turn are used to formulate the following plausible alternative definition of greater correlation: Y1 and Y2 are more correlated than X1 and X2 if all expected utility-maximizers who are correlation averters (lovers) prefer (disprefer) (X1, X2) to (Y1, Y2). The third section proves that the above two definitions of greater correlation are equivalent, and the fourth section compares them with others used in the literature. In particular, we point out the limited theoretical validity of the linear (Pearsonian) correlation coefficient or the covariance as measures of the positive interdependence of two random variables.
Many of the notions and results described may be found in scattered references in the literature. One contribution of this paper is to bring them into focus as the essential components of a natural and theoretically sound definition of greater correlation. In addition, we feel that our approach to Theorem 6, via elementary correlation-increasing transformations, provides further insight and a new perspective regarding the definition of greater correlation.
The second part contains a more extensive analysis of the effects of increased correlation in an expected-utility framework than may be found in existing literature. Portfolio diversification is discussed first, and then the analysis of portfolio diversification is extended to the case where future consumption good prices, as well as asset returns, are uncertain. The use of an asset as a hedge against uncertain inflation is considered. Finally, we analyse the effects of correlated price expectations in a two-period model of the behaviour of a competitive firm.
Proofs of the principal theorems in the text are collected in an appendix.
Proofs of most of the remaining theorems may be found in Epstein and Tanny (1978).
A DEFINITION Certain notational conventions are adopted. Derivatives are denoted, as is customary, by primes or by subscripted variables. Upper case letters generally refer to random variables (rv's) and lower case letters to deterministic variables. X = (X1, X2) and Y = (Y1, Y2) are rv's with cumulative distribution functions (cdfs) F and G respectively. The corresponding marginal cdfs are denoted by F(i) and G", i = 1, 2, and the density functions by f and g. In general, we adhere to the convention that Y1 and Y2 are more correlated than Xi and X2. F -G will mean F(t,, t2) -G(tI, t2) for all t, and t2.
Our analysis is limited to probability distributions that have compact support. For convenience, in the first part it will be assumed that rv's take on values in the unit square [0, 1] x [0, 1] with certainty. In addition we initially consider principally discrete rv's. Some of the results that we establish are then extended by standard limiting arguments to arbitrary rv's. The set {(ai, bj) : i = 1, 2, ... p;j = 1, 2, ..., q}, abbreviated by {(ai, bj) }p,, denotes the set of possible realizations of a pair of discrete rv's andfij, gij the corresponding probabilities Pr(X, = ai, X2 = bj), Pr(Y, = ai, Y2 = bj) respectively. The realizations are numbered so that al < a2 < ... < ap and b1 < b2 < ... < bq. u(xI, x2) denotes a von Neumann-Morgenstern utility index defined and continuous for xl ? 0, x2 ? 0. The consequences of differentiability will be considered occasionally, but differentiability is not a maintained hypothesis.
Elementary correlation-increasing transformations
The following geometrically motivated definition of a correlation-increasing transformation (suggested by the comments of Hamada, 1974) seems intuitively correct. By Theorem 1, F SD G can be interpreted as stating that G exhibits greater correlation than F, or that Y1 and Y2 (X1 and X2) are more positively (negatively) correlated than X1 and X2 (Y1 and Y2), at least in the case of discrete rv's. This interpretation is extended to arbitrary rv's by observing that, if F SD G, the transition from F to G may be approximated arbitrarily closely by a sequence of CIT'S. More precisely:
THEOREM 2: Suppose F SD G. Then there exist sequences {F,}and {Gn}, cdf's of discrete rv's, such that Fn -> F and G, -> G pointwise, and further, Fn SD Gn for all n.
The proof is similar to that of Lemma 2 of RS (232-3). F SD G has been defined in terms of the probabilities of events of the form (XI -<tl, X2-< t2)-F -G (Pr(X1 < t1, X2 < t2) S Pr(Y1 S t1, Y2 S t2)) asserts roughly that the probability that X1 and X2 both realize 'small' values is no greater than the probability that Y1 and Y2 both realize 'equally small' values, suggesting that Y1 and Y2 are more positively interdependent than X1 and X2. But clearly there are other events that seem no less basic a priori and could also be used to define greater correlation. The following theorem, therefore, is essential in justifying the specific definition of SD we have adopted. We note that we could ostensibly weaken the definition by specifying that u be non-decreasing or non-increasing in one or both arguments. But in fact the weakening is only apparent as the two definitions are equivalent; e.g. it may be shown that F < G is equivalent to the statement that Eu(X1, X2) t (-s) Eu( YI, Y2) for all increasing utility functions u that are CAV(CAF).
As an immediate corollary of Theorem 4(a), we can relate increases in correlation to increases in risk in the following intuitively consistent manner: We would argue that a proper notion of negative interdependence should be 'ordinal,' or invariant to increasing transformations of the rv's, i.e. X1 and X2 should be said to be negatively interdependent if and only if 01(Xj) and 02(X2) can be said to be negatively interdependent for all increasing functions 01 and 02. C.2 is invariant with respect to increasing transformations, while C. 1 is invariant only to linear transformations. Moreover, if C. 1 is strengthened to make it invariant with respect to all increasing transformations, the resulting definition is equivalent to C.2. This is the content of the following theorem. We proceed to analyse some specific instances of the general decision problem (3).
Portfolio diversification
We begin with an analysis of the effect of the correlation of asset returns on the optimality and degree of portfolio diversification in a two-asset model.3
Consider an individual that solves max Eu(aX1 + (1 -a)X2),
where u is a strictly concave utility index of wealth, XI and X2 are the stochastic gross returns of the two assets, and a is the decision variable. We call the optimal portfolio diversified if 0 < a* < 1. Note that by Theorem 4(a), a risk-averse individual is averse to greater correlation between asset returns. THEOREM 9: Let Y = (Y1, Y2) be such that diversification is optimal, and let (XI, X2) be more negatively correlated than (Y,, Y2). Then for (XI, X2) diversification is also optimal.4
Samuelson (1967, 6) has shown that diversification is optimal for all risk averters if the two assets are independent and have identical means. Thus the theorem implies that diversification is also optimal for risk averters if the assets have equal means and are negatively correlated in the sense described above, a result that has been proven by Hadar and Russell (1974) . In general, the theorem demonstrates that more negative interdependence between assets can only strengthen the case for diversification (see Samuelson, 1967, 7) .
Several authors (cited in the previous section) have formulated notions of negative correlation which they show to be sufficient for diversification to be optimal. We now show that there is a sense in which negative correlation, defined as above, is necessary as well as sufficient for portfolio diversification.
It is easier to consider the weak inequalities 0 -a* -1 where it is not optimal to go short in either asset. Therefore we describe the relationship between negative interdependence and the non-optimality of short holdings. Brumelle (1974, 479) and Hadar and Russell (1971, 299) have noted that if 0 S a* -1 for all risk averters, then EX1 = EX2 necessarily. Henceforth, we maintain the assumption of equal means for all assets in a given portfolio. 
Thus the theorem provides furtherjustification for the view that the condition F -F( IF(2) is an extension to the case of an inverse, non-linear interdependence of the standard notion of an inverse, linear interdependence between two rv's represented by a negative covariance.
By paying due attention to strict versus weak inequalities we may prove an analogous theorem which summarizes the relationship between negative interdependence and portfolio diversification.
To conclude this section, we turn from the question of the optimality of diversification to an examination of the degree of diversification. Consider the following question: if an investor diversifies when asset returns are (Y,, Y2), will a change to the more negatively correlated returns (XI, X2) induce him to 'diversify more,' in the sense that he will divide his total investment more equally between the two assets?
Denote by a* (a**) > 0 the optimal decisions, given (Xl, X2) and (Y1, Y2) respectively, and define U(a; X1, X2) u(agX1 + (1 -a)X2). Then a* is determined by EUac(a*; XiX2) = E[u'(a*Xl + (1 -a*)X2)(Xi -X2)] = 0. 
which can be uniformly signed only in special cases. For example, if u is quadratic the second term on the right side of (6) vanishes and a reduction in correlation reduces (increases) a* if a* > (<)1/2. Infactwecan showthata* < 1/2 o < a* <ca* < 1/2, andthata* > 1/2 =&a* > a** > 1/2. These statements remain valid if instead of postulating a quadratic utility function we assume that asset returns are bivariate normal, in which case the investor may be viewed as maximizing a utility function of the expected value and variance of total wealth. Thus in a mean-variance world more negative correlation induces great diversification.
In general, however, the second term in (6) cannot be ignored. The sign of the latter can be interpreted in the following way: consider the first-order equation (5). When asset returns become more positively correlated two partial influences may be isolated: (i) there is an increase in correlation between aggregate future wealth and X1 (X2) weighted by the factor a*(1 -a*); (ii) for any given holding of each asset there is an increase in the variability of future wealth, e.g. a* Y1 + (1 -a*) Y2 is riskier, in the sense of RS (1970), than a*Xi + (1 -a*)X2 (see Corollary 5). Moreover, it is readily demonstrated that the two terms on the right side of (6) correspond precisely to the qualitative impacts of (i) and (ii) respectively on the optimal portfolio. In general, an investor will respond unambiguously to greater correlation by increasing the 'degree of specialization' in his portfolio only if he is perfectly compensated for the induced increase in the variability of total future wealth. Such compensation is unnecessary in a mean-variance framework because the optimal portfolio is unaffected by the change in variability (u"' = 0).5 A portfolio problem with uncertain prices Generally, future consumption rather than future wealth is the objective of portfolio decisions. When future prices are certain, this distinction is inconsequential for the analysis of portfolio problems. However, in the more realistic situation where there is some uncertainty about future prices or about the future rate of inflation, the conventional portfolio model must be modified.
We We are interested in the effect on the demand for bonds of the correlation between X and Q, i.e. of the extent to which bonds serve as a hedge against uncertain inflation. This question has been investigated by Boonekamp (1978) under the assumption of small risks, where, in the spirit of Samuelson (1970) , the use of covariance may be justified as a measure of interdependence.6 Some of his results can be generalized using the notion of correlation developed above.
The following terminology and notation will be adopted. 
we see that ae** -ay* has the sign of hwQ + a*XhwwQ,
when the latter is uniformly signed. Focusing on (8) helps to isolate the following partial effects induced by an increase in the hedging power of bonds: (i) the correlation between bond returns and Q is increased, and (ii) for the given bond holdings a* the correlation between total future wealth W and Q is increased in proportion to a *. It is easy to see that the terms hwQ and a *XhwwQ represent the qualitative effects on bond holdings of (i) and ( 1 the sign of a ** -a * is ambiguous.) We note therefore that Boonekamp's findings for the case of small risks do not generalize directly, as they correspond to the effects of (i) only.
A firm's production problem Consider a firm that produces a single output y using the two-factor strictly concave production function y = f(L, a), where L and a denote labour and capital respectively. Capital must be ordered immediately, but production and sales do not take place until next period. Corresponding to y, L, and a are the prices P, W, and q, where P and W are rv's that describe expectations about next period's (discounted) prices for output and labour respectively. The firm wishes to maximize expected profits, i.e. it solves max Eg(P, W;a) -qa, The effects on the demand for capital of increased variability of price expectations in such a model have been analysed by Hartman (1976) and Epstein (1978) . Here we wish to investigate the effects of correlation between output price and wage rate expectations. Therefore, we identify g(P, W; a) -qa with the function U(a; P, W) of (3).
The producer is necessarily averse to correlation between P and W because Upw = gpw < 0. It is clear from Hotelling's Lemma that the attitude towards correlation induced by the technology depends on the short-run substitution-complementarity relations among future decision variables. The unambiguous attitude in this model is a consequence of the assumption that there are only two variables in the short run, output and labour, so that a regressive relationship (Hicks, 1946 , chap 7) between the product and factor is ruled out. (It is also a consequence of the assumption of profit risk neutrality on the part of the producer. If he were averse to profit uncertainty and maximized the expected value of a concave utility function of profits, the aversion to profit risk would induce a degree of affinity for price and wage rate correlation that could partially or completely offset the technologically induced version.)
A more interesting question is what happens to the optimal level of a when price and wage rate expectations become more correlated. The first-order condition that defines the unique solution a&* to (10) is Ega(P, W; a*) -q = 0.
Therefore, the effect of increased correlation depends on the sign of ga"pW* gOfpp and g,tww have the same sign, which is the opposite of the sign of gO,". The former signs determine (by the Hartman and Epstein papers) the qualitative impacts on a* of increased variability of P and W respectively. Therefore, in this simple model increases in correlation and increases in variability have opposite qualitative effects. We can say more in the special case of a CES production function that is homogeneous of degree ,x < 1 and has elasticity of substitution (X. From equations (19) and (27) We always assume that the choice of E is restricted so that (fij') is a probability matrix. It is obvious that (Jfj) x* T(fij) for any T. We show that it is possible to find T1, T2, ..., T such that 
where we may assume thatflj = g1j forj < k. We also have fil -8 g11.
We now operate on the 'columns' k, 1 of the array of probabilities to show that we can reduce elements in column k by amounts which sum to 8 while we add equal amounts to corresponding elements in the same row in column 1. The only constraint on the sizes of these amounts is that as a result of these changes no element becomes negative or exceeds 1 (i.e. we are left with a probability matrix). In this way we can define a collection of transformations {T(1, k; j, 1; 6j): 1j8j = 8, 6j > O} which act upon (Jfj) in a way that extends the action of T1 on the sequence (ff1). In the same way we find for each T1, T2, .., Tr the corresponding set of -transformations. After all such T-transformations have been applied to (f1j) we obtain (ftj'), where (f,j) = (fiJ'), so we can apply induction to the remaining p -1 rows in (fij') and (gij) to obtain the desired result.
To establish the existence of the r-transformations T(1, k;j, 1; 6j) for T1, we proceed constructively. The only constraint on the 6j is that the resulting matrix is a probability matrix. We choose 6j for the entry (j, k), j > 2, as the maximum possible so that fik -j 6 0 and fjl + 6j S 1, and 18j < 8. We stop when we reach the equality 1j8j 8, which must occur because of the following argument. Since 
