Webmålinger by Johansen, Vidar
UNIVERSITETET I OSLO
Institutt for informatikk
Webmålinger
Masteroppgave
(60 studiepoeng)
Vidar Johansen
01. Mai 2009
Abstract
Oppgaven består av utvikling av en web-robot som skal laste ned et utsnitt av Internett over tid. Det 
skal utvikles et system for å lage analysepakker som kan analysere nettsidene som lastes ned. Dette 
systemet skal være utformet på en slik måte at det skal være enkelt å utvide det med nye 
analysepakker etter behov ved en senere anledning.
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Beskrivelse
Oppgavens formål er å designe en webrobot som skal laste ned et utsnitt av Internett over tid. Disse 
nettsidene lagres i en database for senere analyse. Oppgaven skal designe et system for å kunne 
utvikle analysepakker som kan gjøre målinger på nettsidene som er lastet ned. Det skal utvikles en 
slik analysepakke for å demonstrere hvordan disse lages. Systemet skal være designet på en slik 
måte at det skal være enkelt å utvide systemet med nye analysepakker etter behov ved en senere 
anledning.
Grunnen til at dette systemet er ønsket, er at det ikke finnes noe lignende tilgjengelig på markedet. 
Det finnes lignende systemer for å analysere egne nettsteder, men det finnes ingen som kan gjøre 
analyser på tilfeldige nettsteder som oppdages under automatisk prosessering av nettsider. 
Bakgrunn
Oppgavens tema er webmålings-roboter på Internett, derfor starter jeg med litt bakgrunn om 
hvordan Internett fungerer.
Historie
Før Internett ble til, slik vi kjenner det i dag, var nettverk stort sett begrenset til kommunikasjon 
mellom maskiner innad i hvert enkelt nettverk. Noen nettverk hadde broer som kunne koble 
sammen nettverk, men disse broene var som regel konstruert for sammenkobling av spesifikke 
nettverk. Disse nettverkene var linje-svitsjet, noe som innebar at man måtte ha dedikerte koblinger 
mellom maskiner for at de skulle kunne kommunisere. 
På 1960 og 1970 tallet ble det utviklet nye nettverk som baserte seg på pakke-svitsjing istedet for 
linje-svitsjing. På denne måten kunne maskiner kommunisere med hverandre innad i nettverket uten 
å ha en direkte tilkobling til hverandre. Pakkene ble rutet fra maskin til maskin helt til de kom fram 
til mottakeren. ARPA (Advanced Research Projects Agency), en del av det amerikanske forsvaret, 
utviklet og bygde et nettverk basert på pakke-svitsjing som sto ferdig i 1969. Dette nettverket het 
ARPANET. Basert på suksessen med pakke-svitsjing i ARPANET, ble det bygd en rekke nettverk i 
Europa som baserte seg på de pakke-svitsjete X.25 protokollene. Nettverkprotokollene som 
ARPANET benyttet seg av var ikke kompatible med X.25 protokollene, noe som gjorde at disse 
nettverkene ikke enkelt kunne kobles sammen. Mye av problemet besto av feilhåndtering av 
dataoverførsel i nettverket. Både i ARPANET og i X.25-nettverkene hadde nettverket selv ansvar 
for å håndtere og korrigere feil. 
I 1974 ble TCP-protokollen, Transmission Control Protocol, publisert i RFC-675. Jeg skal fortelle 
mer om RFC i neste avsnitt. TCP protokollen var laget for å håndtere feil i dataoverføring i et 
nettverkt, men med den distinkte forskjellen at klienten var ansvarlig for å korrigere feil, og ikke 
nettverket selv. TCP-protokollen sammen med IP, Internet Protocol, la basis for en nettverks-
agnostisk kommunikasjonsprotokoll som skulle gjøre det mulig å koble sammen mange nettverk til 
et stort internettverk, eller Internett slik vi kjenner det i dag. 
Termen Internett ble først beskrevet i RFC-675. TCP/IP gjorde det mulig å koble sammen de 
europeiske og asiatiske nettverkene med de amerikanske nettverkene, og man fikk et globalt 
Internett. CERN-nettverket i Europa åpnet for eksterne TCP/IP tilkoblinger i 1989, på samme tid 
som de asiatiske nettverkene gjorde det samme. 
Dette avsnittet er et sammendrag av artikkelen om Internetts historie fra Wikipedia. (Wikipedia
2009 URL1)
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Request for comment
Wikipedia skriver følgende om RFC: «In computer network engineering, a request for comments 
(RFC) is a memorandum published by the Internet Engineering Task Force (IETF) describing 
methods, behaviors, research, or innovations applicable to the working of the Internet and Internet-
connected systems.»(Wikipedia 2009 URL4) De skriver videre at de RFC formatet oppstod som en 
del av ARPANET, men er i dag den offisielle publikasjonskanalen for IETF. Det startet med at 
forskere skrev en rapport på skrivemaskin og fikk sine kolleger til å lese den og komme med 
kommentarer. RFC-ene inneholder ofte åpne spørsmål og har en uformell tone. Denne skrivemåten 
er nå typisk for Internet Drafts som er steget før et dokument kan bli godkjent som en RFC. 
Alle RFC-er ligger tilgjengelig på IETF sine nettsider, http://www.ietf.org/rfc.html . Denne 
oppgaven henter mye informasjon fra RFC-er, siden det finnes en RFC for alle standardene som 
beskrives i denne oppgaven.
World Wide Web
Med internationalt Internett kunne man snakke med maskiner fra andre nettverk, men det var 
likevel ikke enkelt å dele data. Protokollen som hovedsakelig var i bruk var FTP, File Transfer 
Protcol, som ble definert i RFC-765 i 1980 (Postel 1980 URL). Hvis man ville hente et dokument 
måtte man vite nettverkadressen til serveren dokumentet lå på, koble seg til serveren via en FTP-
klient, bla seg frem i katalogstrukturen for så å finne dokumentet så man kunne overføre det til sin 
maskin. Dette var meget tungvindt og gjorde det vanskelig å dele data. Tim Berners-Lee og Robert 
Cailliau som jobbet ved CERN-instituttet i Geneve, Sveits, hadde i lengre tid forsket på en bedre 
måte å gjøre dette på, og kom i 1990 ut med et forslag om et nytt prosjekt de kalte for 
WorldWideWeb (Berners-Lee 1990 URL). WorldWideWeb foreslo en måte å strukturere 
dokumenter på kalt HyperText, som gjorde det mulig å linke til informasjon fra et dokument til et 
annet. De foreslo også en metode for å navngi dokumenter med en tekststreng som inneholder 
informasjon om hvilken server dokumentet ligger på, samt hva dokumentet heter. Planen var at man 
skulle lage egne programmer for å lese disse dokumentene direkte, uten å først manuelt laste 
dokumentet ned til sin egen maskin. For å få til dette, introduserte Berners-Lee HTTP-protokollen, 
Hypertext Transfer Protocol. HTTP er en protokoll for å overføre dokumenter i hypertekst-formatet 
(Berners-Lee 1991 URL1). Strukturen for HyperText dokumenter ble først offentlig beskrevet som 
HTML, HyperText Markup Language, send i 1991(Wikipedia 2009 URL2). Navnet for å beskrive 
et dokument, ble først omtalt som hypertext name eller document name (Wikipedia 2009 URL3). 
Dette ble navnet ble endret til URL, Uniformed Resource Locator, et subsett av URI, Uniformed 
Resource Identifier, da spesifikasjonen for URI ble lansert som RFC-1630 i 1994 (Berners-Lee
1994 URL). HTML versjon 2 ble formalisert i RFC-1866 i 1995, som den versjonen man skulle 
bygge standarden på (Berners-Lee 1995 URL). Nå hadde man et sett med standarder for å dele data 
og ressurser. HTTP som applikasjonprotokollen over TCP/IP, hvor man utveksler dokumenter 
formatert i HTML-formatet og en standard navngiving for ressurser på Internett. Og med det var 
grunnlaget for Internett slik vi kjenner det i dag lagt.
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URL
En URL er en tekststreng som beskriver hvor en ressurs befinner seg. URL står for Uniform 
Resource Locator, og er beskrevet i RFC-1630 (Berners-Lee 1994 URL). En URL består av 
følgende hoveddeler:
– Et skjema som beskriver URL-en
– Nettverkadressen til serveren ressursen ligger på
– Stien til ressursen på serveren
– En spørring
– Et fragment
Det vanligste skjemaet for URL-er på Internett er http. Https bruker også en del hvor det foregår 
sikker kommunikasjon mellom serveren og klienten. URL-en skiller skjemaet og nettverkadressen 
fra hverandre med et kolon etterfulgt av to høyrestilte skråstreker (://). 
Nettverkadressen kan bestå av en IP-adresse til serveren, eller et navn som kan oversettes til en IP-
adresse. Her kan det også spesifiseres portnummeret serveren serverer ressursen fra, og eventuelt 
brukernavn og passord. 
Stien forteller serveren hvor den kan finne ressursen. Denne stien kan bestå av flere ledd hvor hvert 
ledd er adskilt med en høyrestilt skråstrek. 
URL-en kan også inneholde en spørring hvor man kan spesifisere parametere som ressursen kan 
benytte seg av. Stien og spørringen er adskilt med et spørsmålstegn. Parametere gis ved par av 
nøkler og verdier adskilt med et likhetstegn. Flere par med parametere er adskilt med en ampersand 
(&). 
Til slutt kan det komme et fragment som beskriver en intern kobling innad i dokumentet. 
Fragmentet er adskilt fra resten av URL-en med en skigard (#). 
Noen eksempler på  URL-er:
http://en.wikipedia.org/wiki/HTML#HTML_markup 
Her er skjemaet http, nettverkadressen er en.wikipedia.org og stien er /wiki/HTML. URL-en 
inneholder også et fragment, HTML_markup som angir at klienten skal gå til den delen av 
dokumentet når dokumentet lastes.
http://www.vidaj.com:8080/view_page.php?pageId=1&categoryId=2
Her er skjemaet http og nettverkadressen er www.vidaj.com. URL-en beskriver også at klienten skal 
koble seg til port 8080 på serveren. Stien til ressursen er /view_page.php. Denne URL-en 
inneholder også en spørring med to par parametere. Det ene paret er pageId som har verdi 1, og det 
andre paret er categoryId som har verdi 2. 
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HTML
HTML står for Hypertext Markup Language, og er et dokumentformat som brukes for å lage 
nettsider. Formatet består av egne HTML tags som beskriver strukturen i et dokument. Man kan 
definere paragrafer, overskrifter, lenker, bilder og lignende med forskjellige HTML tags. HTML 
finnes i mange forskjellige versjoner. Den første publiserte versjonen var versjon 2.0 som ble 
beskrevet i RFC-1866. Versjon 3.2 kom i 1997 tett etterfulgt av versjon 4.0 samme år. I 1999 kom 
den siste versjonen av HTML, versjon 4.01 (Wikipedia 2009 URL2). HTML er bygd på SGML-
formatet. Etter at XML begynte å bli et vanlig format ble HTML formalisert i XML-form som 
XHTML-standarden. XHTML versjon 1.0 kom i 2000 og versjon 1.1 ble utgitt i 2001. Det har vært 
arbeidet med en XHTML versjon 2.0, men dette arbeidet har aldri blitt ferdigstilt til en standard. 
Det arbeides for tiden med en ny versjon av HTML, versjon 5. I januar 2008 ble denne versjonen 
beskrevet i et Working Draft fra W3C (Wikipedia 2009 URL2). 
De forskjellige versjonene av HTML og XHTML stiller forskjellige krav til hvordan dokumentet 
skal struktureres for å være gyldig. I HTML er det for eksempel tillatt å ikke lukke paragraf-tagen, 
mens dette ikke er tillatt i XHTML. I XHTML skal dokumentet være velstrukturert og alle tag-er 
skal lukkes ordentlig. Det er dessverre veldig mange nettsteder på Internett som er lagd med ugyldig 
HTML eller XHTML kode. Dette er ikke et problem for den vanlige brukeren som besøker 
nettstedene, men det er et stort problem for maskinell prosessering av dokumentene dersom de ikke 
har en gyldig struktur. For å kunne prosessere HTML og XHTML fra tilfeldige nettsteder på 
Internett, må man derfor godta at dokumentene ikke er gyldige og prøve å prosessere de så godt 
man kan likevel.
Mediatyper
Hver ressurs som serveres fra en nettside har en mediatype som beskriver innholdet i ressursen. 
HTML har mediatypen text/html, mens XHTML har mediatypen application/xhtml+xml. Et vanlig 
tekstdokument har mediatypen text/plain, mens et jpeg bilde har mediatypen image/jpeg (Wikipedia
2009 URL9). En HTTP klient kan fortelle en HTTP server om hvilke mediatyper den ønsker å 
motta. Roboten i denne oppgaven benytter seg av dette for å begrense nedlasting av filer til kun å 
være text/html, text/plain, application/xml og application/xhtml+xml.
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HTTP
Hypertext Transfer Protocol er en del av applikasjonlaget i settet av Internettprotokoller, som vist i 
Figur 1. HTTP er viktig protokoll for Internett, siden den tar sørger for å finne frem til de 
dokumentene eller nettsteder man vil se. Selve protokollen baserer seg på forespørsler og svar. En 
klient sender en forespørsel om en ressurs til en server, og serveren svarer klienten. 
HTTP 0.9
Den første versjonen av HTTP, HTTP 0.9, ble 
beskrevet i 1991 (Berners-Lee 1991 URL1). Denne 
versjonen er veldig begrenset i forhold til den 
nyeste versjonen, HTTP 1.1. 
I versjon 0.9 består forespørselen kun av 
nøkkelordet GET, som angir HTTP-metoden man 
bruker, etterfulgt av ressursen man er ute etter. 
Serveren sender så ressursen tilbake. Hvis serveren 
ikke klarer å behandle forespørselen,for eksempel 
hvis ressursen ikke finnes på serveren, vil serveren 
sende et HTML-dokument som beskriver feilen. 
Det er ingen måte å skille en suksessfull forespørsel 
fra en som feiler. Dette, i tillegg til at all 
kommunikasjon foregår med GET-metoden, siden 
den er den eneste tilgjengelige metoden, gjorde at 
det ble utviklet en ny versjon, HTTP 1.0, som ble 
beskrevet i RFC-1945 i 1996 (Berners-Lee 1996
URL).
Metoder
Den eneste metoden som er tillatt i versjon 0.9 er 
GET.
Forespørsel
En klient kan sende en forespørsel til en server på 
følgende format: 
GET http://www.example.com/side.txt
Svar
Serveren svarer klienten ved enten å sende ressursen tilbake, eller å sende et annet dokument som 
beskriver feilen som oppstod. 
Oppsummering
HTTP 0.9 var et godt skritt i riktig retning for å gi enklere tilgang til ressurser i forhold til andre 
applikasjonsprotokoller som FTP, men manglet fortsatt mye. Hvis en HTML-side inneholder linker 
til flere ressurser som skal presenteres for brukeren, f.eks bilder, må det opprettes en ny kobling til 
serveren for hver ressurs. Dette er tidkrevende og den totale nedlastingen for ressursen tar lengre 
tid. 
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Figur 1: Internet Protocol Suite, fra 
http://en.wikipedia.org/wiki/HTTP
HTTP 1.0
HTTP 1.0 var en mer omfattende protokoll enn sin forgjenger. Siden det nå var flere versjoner av 
HTTP i bruk, ble det et krav at man må spesifisere hvilken HTTP versjon klienten støtter når man 
sender en forespørsel til serveren. Det ble også inkludert flere metoder for å skille forespørslene fra 
hverandre. For å forbedre informasjonen om hva som skjedde da serveren behandlet forespørselen. 
Både klienten og serveren fikk også mulighet til å gi tilleggsinformasjon i forespørselen og svaret.
Metoder
GET-metoden fra HTTP 0.9 fikk være med over i versjon 1.0. Denne metoden forteller at klienten 
vil hente en ressurs fra serveren. Den ble også betegnet som en trygg metode, som innebærer at 
serveren ikke bør gjøre noen endringen basert på en GET-forespørsel (Berners-Lee 1996 URL).
HEAD-metoden ble innført i versjon 1.0. Denne er definert til å fungere på samme måte som en 
GET-forespørsel, bortsett fra at serveren ikke sender selve ressursen men bare metainformasjon om 
ressursen og behandlingen av forespørselen. Denne metainformasjonen kommer i form av HTTP-
headere. HTTP-headerne er beskrevet i avsnittet om HTTP-headere litt senere i oppgaven.
POST-metoden er den tredje og siste metoden som ble innført i versjon 1.0. Denne metoden brukes 
når man skal sende data til serveren. I dag brukes denne metoden til å sende inn data fra skjemaer 
på en nettside. GET-metoden kan også brukes til å sende inn data fra skjemaer, men dette er ikke 
anbefalt i RFC-1945 siden, som nevnt tidligere, GET skal være en trygg metode som ikke gjør 
endringer på serversiden. Forskjellen på innsending av data med POST og GET er at med POST-
metoden så blir dataen send som ekstra data i forespørselen, mens med GET-metoden så formateres 
dataen inn i URL-en. 
Forespørsel
En klient kan sende en forespørsel til en server på følgende format:
metodenavn URL HTTP/versjon
Eksempel:
GET http://www.example.com/side.txt HTTP/1.0
Figur 2: HTTP/1.0 forespørsel for http://www.example.com/side.txt
Etter denne linjen kan klienten legge ved metainformasjon om forespørselen ved å bruke HTTP-
headere. 
Svar
Serveren svarer med følgende:
HTTP/versjon statuskode beskrivelse
Eksempel:
HTTP/1.0 200 OK
Figur 3: HTTP/1.0 server svar
Serveren kan legge ved metainformasjon om svaret ved å bruke HTTP-headere. 
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Etter eventuelle HTTP-headere, kommer det en tom linje etterfulgt av eventuell data. Serveren 
svarer med det versjonsnummeret den støtter av HTTP-protokollen. Selv om klienten støtter en 
nyere versjon, kan serveren på denne måten si ifra at klienten ikke kan forvente at funksjoner 
implementert i nyere versjoner skal fungere.
Statuskoder
En statuskode er et tresifret tall som beskriver hva som skjedde da serveren prosesserte 
forespørselen fra klienten. Det første tallet forteller noe om familien til statusen, mens de to siste 
identifiserer en spesiell kode innenfor familien. Tabell 1 viser en oversikt over de forskjellige 
familiene og de forskjellige kodene som HTTP 1.0 definerer. Forklaringen i tabellen er sammendrag 
av forklaringen i RFC-1945 oversatt til norsk. Siden statuskodene nå er en del av svaret fra 
serveren, har klienten mulighet til å analysere hva som skjedde med forespørselen og handle 
deretter. En HTTP applikasjon er ikke nødt til å forstå alle statuskodene som er definert i 
standarden, men den er nødt til å forstå x00 koden for hver familie. Dersom applikasjonen møter en 
statuskode den ikke vet hva betyr, skal den behandle den som en x00 for den respektive familien 
(Berners-Lee 1996 URL).
HTTP-header
Versjon 1.0 av HTTP inkluderte muligheten for å legge ved metadata om forespørselen og svaret. 
Metadata er data som beskriver data. Dette gjøres ved å sende par med nøkler og verdier, med ett 
par på hver linje. Nøkkelen og verdien er separert med et kolon. HTTP-standarden definerer fire 
forskjellige kategorier headere.
– General header – Generelle headere som kan inkluderes i både forespørsel og svar, men 
som ikke gjelder entiteten/ressursen som overføres.
– Request header – Headere som kan inngå i en forespørsel fra en klient.
– Response header – Headere som kan inngå i et svar fra serveren.
– Entity header – Headere som beskriver entiteten/ressursen inkludert i svaret fra serveren.
Tabell 2 lister opp alle HTTP-headere som er definert i RFC-1945. Forklaringen er et sammendrag 
av header-beskrivelsen i RFC-1945, oversatt til norsk.
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Statuskode RFC-1945 Beskrivelse Forklaring
1xx Informational Ingen koder definert i HTTP 1.0
2xx Successful Forespørselen fullførte korrekt.
200 OK Forespørselen ble fullført uten feil.
201 Created Forespørselen ble fullført og har ført til at en ny ressurs er laget.
202 Accepted Forespørselen er mottat for prosessering, men prossesseringen er ikke 
ferdig
204 No Content Serveren har oppfyllt forespørselen men har ingen data å sende tilbake.
3xx Redirection Klienten trenger å gjøre noe for å fullføre forespørselen.
300 Multiple choices Ressursen er tilgjengelig på mer enn ett sted.
301 Moved permanently Ressursen befinner seg ikke lengre på angitt sted.
302 Moved temporarily Ressursen befinner seg midlertidig på et annet sted.
304 Not modified Ressursen har ikke endret seg
4xx Client error Klienten har gjort en feil i forespørselen.
400 Bad request Serveren kan ikke tolke forespørselen korrekt
401 Unauthorized Ressursen krever bruker-autentisering.
403 Forbidden Serveren nekter å fullføre forespørselen for klienten.
404 Not found Serveren kunne ikke finne noe som matchet forespørselen.
5xx Server error Det har skjedd en feil på serveren
500 Internal server error Det oppstod en uventet feil på serveren.
501 Not implemented Serveren har ikke funksjonalitet til å fullføre forespørselen.
502 Bad gateway Serveren arbeider som en gateway eller proxy og har fått en feil fra en 
annen server den videresendte forespørselen til.
503 Service unavailable Serveren får ikke behandlet forespørselen pga midlertidig overbelastning 
eller vedlikehold.
Tabell 1: HTTP 1.0 statuskoder, som angitt i RFC-1945
Autentisering
Ved å bruke WWW-Authenticate HTTP-headeren har serveren mulighet til å begrense tilgangen til 
en ressurs. Dette foregår ved at serveren ber klienten om å autentisere seg. Den standard 
autentiseringsmekanismen i HTTP 1.0 er basic. Dette vil si at brukernavn og passord for brukeren 
kodes i base64 og sendes som en del av forespørselen med Authorization-headeren. Spesifikasjonen 
sier selv at dette alene ikke kan regnes som sikkert, siden brukernavnet og passordet i realiteten 
sendes i klartekst over nettverket (Berners-Lee 1996 URL). Spesifikasjonen begrenser ikke 
applikasjonene til å kun bruke basic autentisering, men ingen andre mekanismer er støttet i 
standarden.
Mellomlagring / Caching
Versjon 1.0 av HTTP-standarden åpner for å ha egne servere som fungerer som mellomlagring av 
dokumenter, såkalt caching. Klienten selv kan også mellomlagre forrige nedlastede kopi av 
ressursen og dermed ha sin egen lokale cache. Ved å bruke betingede GET eller HEAD forespørsler 
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til serveren kan man be serveren bare servere ressursen dersom den har blitt oppdatert etter den 
lokale kopien ble lastet ned. Ved å bruke If-Modified-Since HTTP-headeren med verdien av Date 
eller Last-Modified serveren sendte med forrige kopi, kan serveren selv sjekke om ressursen er 
oppdatert, basert på dato. Hvis serveren sende Expires headeren ved forrige forespørsel kan klienten 
eller cache-serveren selv avgjøre om ressursen kan være utdatert før den eventuellt sender en 
forespørsel til serveren. Serveren kan på sin side fortelle klienten eller cache-serveren at en ressurs 
ikke skal caches ved å sende headeren Pragma: no-cache sammen med ressursen.
Navn Beskrivelse Type header
Date Datoen kommunikasjonen skjedde. Datoen må være på RFC-822 
format.
General
Pragma Implementasjon-spesifikke direktiver. General
Authorization Klienter som ønsker å autentisere seg med serveren, attesterer seg med 
denne headeren.
Request
From Epost-adressen til brukeren som sendte forespørselen. Request
If-Modified-Since Brukes til en betinget forespørsel. Serveren vil bare sende 
entiteten/ressursen dersom den er endret etter denne datoen. Datoen må 
ha samme format som i Date headeren.
Request
Referer Adresse (URI) som klienten kan spesifisere hvor den forespurte URI-en 
ble funnet.
Request
User-Agent Dette feltet inneholder informasjon om klient-programmet. F.eks hva 
slags type nettleser som brukes, eller navnet på roboten.
Request
Location Den eksakte plasseringen for ressursen som ble forespurt. Ved en 3xx 
statuskode er dette URL-en serveren videresender klienten til. Kun en 
URL er tillatt.
Response
Server Inneholder informasjon om serveren. Response
WWW-Authenticate Må være inkludert i en 401 (unauthorized) serversvar. Headeren 
inneholder informasjon om hvordan klienten skal autentisere seg for å få 
tilgang til ressursen.
Response
Allow Inneholder en liste over metoder serveren tillater. Entity
Content-Encoding Verdien indikerer at ressursen er blitt kodet, og må dekodes på 
klientsiden. Verdien er type koding som er brukt.
Entity
Content-Length Heltall som indikerer lengden på entiteten/ressursen som sendes. Entity
Content-Type Indikerer media-typen til entiteten/ressursen som sendes. Entity
Expires Datoen entiteten/ressursen skal regnes for utdatert. Applikasjoner må 
ikke mellomlagre (cache) entiteten etter denne datoen. Datoen må ha 
samme format som i Date headeren.
Entity
Last-Modified Forteller når entiteten/ressursen sist ble endret. Datoen må ha samme 
format som i Date headeren.
Entity
Tabell 2: HTTP 1.0 headere, som angitt i RFC-1945
Oppsummering
HTTP versjon 1.0 kom med svært mange oppgraderinger til standarden. Definisjonen av 
statuskoder for tolkning av svaret og headere som beskriver meldingen gjorde det mulig å lage mer 
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avanserte HTTP-applikasjoner. Siden statuskodene var delt opp i fem forskjellige familier, hvor 
klientene får lov til å falle tilbake til en bestemt statuskode for koder de ikke forstår, gjør det mulig 
å utvide standarden senere og være bakoverkompatibel. Hvis klienten får statuskoder eller headere 
den ikke forstår, vet den hvordan den skal ignorere de. Den samme mekanismen gjør det også mulig 
å utvikle applikasjonspesifikke utvidelser til standarden. Et eksempel på dette er WEBDAV som 
utvider HTTP med egne metoder, headere og statuskoder (Goland et al 1999 URL).
Versjon 1.0 har lagt til autentisering, men denne kan ikke regnes for å være sikker. Det er lagt inn 
støtte for caching, men kun basert på sist endret dato. 
HTTP 1.0 har fortsatt noen av de samme problemene som versjon 0.9, særlig med tanke på at man 
fortsatt må opprette en ny kobling for hver del-ressurs man laste ned.
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HTTP 1.1
Versjon 1.1 av HTTP-protokollen er beskrevet i RFC-2616 i 1999 (Fielding 1999 URL). Dette er 
den siste siste standarden av HTTP som har kommet ut til dags dato. Versjon 1.1 inneholder ingen 
ny syntaks i protokollen, men har en mengde utvidelser.
Metoder
Versjon 1.1 av HTTP-protokollen har formalisert noen av metoden som var nevnt i appendiksen til 
RFC-1945, og inkludert de i standarden. 
OPTIONS-metoden brukes for å få vite hvilken informasjon om hvilke variabler man kan bruke i 
forespørslene for å nå en ressurs.
PUT-metoden brukes for å sende et dokument til serveren og be den om å lagre det på den angitte 
URL-en.
DELETE-metoden brukes for å slette ressursen som ligger på angitt URL fra serveren.
TRACE-metoden kan brukes av klienten for å få klienten til å sende tilbake den eksakte 
forespørselen den mottok, uten å behandle den.
CONNECT-metoden er ikke godt dokumentert i RFC-2616, men det indikeres at den brukes for å 
sette opp tunneler mellom proxyer. I en oppdatering til HTTP 1.1, inneholder RFC-2817 
dokumentasjon om hvordan CONNECT skal brukes (Khare 2000 URL).
Forespørsel
I HTTP 1.1 er en ny form for spørringer tillatt. Dersom URL-en ikke inneholder navnet på serveren, 
skal dette inkluderers i HTTP-headeren Host.
Eksempel:
GET /side.txt HTTP/1.1
Host: www.example.com
Figur 4: HTTP/1.1 forespørsel for http://www.example.com/side.txt
Svar
Svaret serveren returnerer i HTTP 1.1 er på samme format som i HTTP 1.0.
Statuskoder
RFC-2616 beskriver en rekke nye statuskoder. Syntaksen og måten disse brukes på er ikke endret i 
forhold til HTTP1.0. Tabell 3 beskriver de nye statuskodene beskrevet i RFC-2616 (Fielding 1999
URL). Forklaringen i tabellen er sammendrag av forklaringen i RFC-1945 oversatt til norsk. Som 
man ser av tabellen, er det betraktelig flere statuskoder i versjon 1.1 enn i versjon 1.0 av HTTP-
protokollen. Dette gjør det mulig for klientene å korrigere flere feil for å automatisk prøve på nytt, 
eller gi bedre feilmeldinger til brukeren. Alle statuskoder definert i versjon 1.0 er også med i 
versjon 1.1, men ikke inkludert i tabellen.
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Statuskode RFC-2616 
Beskrivelse
Forklaring
100 Continue Angir at klienten skal fortsette med forespørselen. Brukes i sammenheng med 
Expect-headeren.
101 Switching 
protocols
Serveren forstår og er villig til å skifte protokoll i henhold til innholdet i 
Upgrade-headeren i klientens forespørsel.
203 Non-authorative 
Information
Meta-informasjonen inkludert i svaret er ikke det definitive settet fra den 
orginale serveren, men satt sammen av en lokal eller tredjeparts kopi.
205 Reset content Serveren har behandlet forespørselen og klienten burde resette dokumentet for 
brukeren. Brukes for å slette innholdet i skjemaer for å enklere taste inn ny 
informasjon.
206 Partial content Serveren har fullført en delvis GET. Brukes når Range-headeren er med i 
forespørselen.
303 See other Ressursen finnes på angitt URL, og klienten bør bruke GET for å hente den. 
Bruker primært for å videresende brukeren til ressursen etter en POST.
305 Use proxy Den forespurte ressursen må aksesseres via proxyen angitt i Location-headeren.
307 Temporary redirect Ressursen finnes midlertidig på URL-en angitt i Location-headeren.
402 Payment required Reservert for fremtidig bruk
405 Method not 
allowed
Metoden brukt i forespørselen er ikke lov for den angitte ressursen. Svaret fra 
serveren inneholder Allow-header med informasjon om lovlige metoder.
406 Not acceptable Ressursen finnes bare i andre versjoner enn de spesifisert i Accept-headeren.
407 Proxy 
authentication 
required
Lik som 401, men indikerer at klienten først må autentisere seg med proxy-
serveren. Proxyen må returnere en Proxy-Authenticate header. Klienten kan da 
gjenta forespørselen med en Proxy-Authorixation-header inkludert.
408 Request time-out Serveren klarte ikke produsere ressursen iløpet av tiden serveren har bestemt.
409 Conflict Forespørselen kunne ikke fullføres pga en konflikt med tilstanden til ressursen.
410 Gone Ressursen er ikke lenger tilgjengelig på serveren og ingen ny URL er kjent.
411 Length required Serveren krever at Content-Length headeren er inkludert i forespørselen.
412 Precondition failed Forutsetningen for forespørselen feilet.
413 Request entity too 
large
Entiteten sendt fra klienten er for stor.
414 Request-URI too 
large
URI-en for ressursen klienten spør etter er for stor.
415 Unsupported media 
type
Serveren godtar ikke entiteter sendt fra klienten med den spesifiserte media-
typen.
416 Requested range 
not satisfiable
Avdelingen spesifisert i Range-headeren i forespørselen kan ikke anvendes på 
ressursen.
417 Expectation failed Serveren kunne ikke møte forventningen gitt i Expect-headeren.
504 Gateway time-out Serveren, mens den fungerer som proxy, fikk ikke svar tidsnok fra en annen 
server.
505 HTTP version not 
supported
Serveren støtter ikke, eller vil ikke støtte den angitte HTTP-versjonen angitt i 
forespørselen.
Tabell 3: HTTP 1.1 statuskoder, som angitt i RFC-2616
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HTTP-header
I versjon 1.1 av HTTP ble det inludert en rekke nye HTTP-headere. Det er for mange nye headere 
til at det er interessant å beskrive alle her, men et par av de fortjener å bli nevnt. Tabell 4 lister opp 
de headerne som er interessante for denne oppgaven. 
 Navn Beskrivelse Type header
Accept-Encoding Spesifisere hva slags koding klienten støtter Request
ETag Entity-tag: En identifikator for en entitet Entity
Host Angir hvilken server som forespørselen gjelder for Request
If-Match Brukes for en betinget forespørsel med en tidligere mottatt ETag som verdi Request
If-None-Match Brukes for en betinget forespørsel med en tidligere mottatt ETag som verdi Request
Tabell 4: Interessante HTTP-headere inkludert i HTTP/1.1, som angitt i RFC-2616
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Figur 5: Eksempel på HTTP GET-forespørsel
Oppsummering
Mange av endringene fra HTTP versjon 1.0 til versjon 1.1 er gjort for å forbedre kommunikasjon 
mellom servere, proxyer og cacher. Det er lagt til bedre støtte for betingede forespørsler ved å 
tilegne en ressurs en egen entity tag som unikt beskriver ressursen hvor serveren kan oppdage om 
ressursen er endret siden forrige forespørsel uten å være avhengig av tidspunktet. Det er også veldig 
nyttig å kunne begrense hvilke kodinger klienten støtter, via Accept-Encoding headeren.
Roboter på internett
De fleste som bruker Internett, enten om det er på daglig basis eller kun av og til, har som regel liten 
eller ingen anelse om hva som foregår i bakgrunnen. Antageligvis er det eneste de forbinder med 
HTTP er at det er de rare tegnene som står først i nettadressen. Grunnen til dette er at de ikke har 
noe behov for å vite om hvordan HTTP fungerer for å kunne lese epost, besøke hjemmesiden til en 
bekjent eller lese en nettavis. Nettleseren tar seg av alt det tekniske med oppkobling mot servere, 
nedlasting av nettsider, tegnsetting og lignende. Men det er ikke bare mennesker som bruker 
Internett. Roboter er en dagligdags affære på Internett. En vanlig nettbruker brukere data samlet av 
roboter på daglig basis. Den vanligste måten å finne data på Internett, er ved å bruke en søkemotor. 
Den største søkemotoren i verden i dag, er Google, med 62,9% av alle søk i verden (Johnson 2009
URL). Bare i juli 2008 mottok Google nesten 12 milliarder søk fra USA alene (Burns 2008 URL). 
Men hvordan fungerer Google? Hvordan vet de hvor alle sidene ligger, og hva de inneholder? 
Svaret er at de bruker et sett med roboter som hele tiden laster ned og indekserer nettsider, en 
programvare som heter Googlebot (Wikipedia 2009 URL5). Det finnes et mangfold av roboter på 
Internett, både store og små. De største tilhører Google, Yahoo, MSN og lignende søketjenester. 
Disse er spesiallagd for å hente informasjon fra en så stor del av Internett som mulig. Felles for alle 
disse er at de fleste nettsteder ønsker de velkommen, siden de som regel gir økt trafikk tilbake til 
nettstedet siden de vil bli inkludert i søkemotorens søkeindeks. Det finnes også en rekke roboter 
med mindre hederlige hensikter, såkalte spambots (Wikipedia 2009 URL6). Spambots er roboter 
som blant annet søker etter epost-adresser så eieren kan sende spam på epost. Spambots søker også 
etter nettsider som inneholder skjemaer for å legge til kommentarer til artikler og lignende. Disse er 
svært utsatt for spambots, som prøver å fylle kommentarfeltene med spam og lenker til sine egne 
nettsteder (Wikipedia 2009 URL7).
Felles for alle roboter på nett er at de, i motsetning til en menneskelig bruker, må kunne mye om 
hvordan nettet fungerer. Robotene sender selv HTTP-forespørsler og må vite hvordan de skal tolke 
svarene de får fra serverne. De må også kunne HTML for å prosessere nettsidene de laster. De siste 
årene har robotene begynt å prosessere javascript inkludert i sidene også (Baker 2006 URL).
Men hva om et nettsted ikke vil ha alle besøk av alle robotene? Heldigvis finnes det en metode man 
kan høflig be roboter å ikke besøke siden, eller definere deler av et nettsted som ikke tilgjengelig.
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Robots Exclusion Standard 
Nettsteder som ønsker å begrense tilgang til hele, eller deler av nettsted for roboter kan benytte seg 
av en fil som heter robots.txt som legges i rot-katalogen til nettstedet. Et eksempel på en slik URL 
er http://www.example.com/robots.txt. Til tross for navnet Robots Exclusion Standard, er ikke dette 
en standard i ordets rette forstand. Den regnes som en de-facto standard (RobotsTxt 2008 URL). I 
denne filen kan man begrense tilgang til forskjellige roboter basert på robotens User-Agent. Figur 6 
viser hvordan man kan gi Googlebot full tilgang, men fortelle alle andre roboter at de ikke har 
tilgang til nettsteder. Ifølge robotstxt.org begynte arbeidet med robots.txt i 1994, og det ble laget et 
Internet Draft i 1997 (RobotsTxt 2008 URL). I begynnelsen var de eneste lovlige direktivene User-
Agent og Disallow. Administratorer for nettsider begynte etterhvert å ønske seg flere muligheter for 
å kontrollere oppførselen til roboter på nettstedet sitt. Nye direktiver ble tatt i bruk, som Allow, 
Sitemap og Crawl-delay. Det ble også tatt i bruk wildcards i URLene spesifisert i Allow og 
Disallow. Problemet med dette var at robots.txt ikke er en fast standard. Det var først i 2008 at de 
store søkemotorene Google, Yahoo! og Microsoft publiserte i enighet hvilke direktiver de støtter i 
robots.txt (Fox 2008 URL). Selv her viser de at roboter ikke følger en felles standard: Yahoo! og 
Microsoft bruker Crawl-Delay hvis den er spesifisert i robots.txt, men det gjør ikke Google. Google 
krever at man må begrense tidsrommet mellom forespørsler i Googles egen administrasjons-konsoll 
Webmaster-Tools (Fox 2008 URL).
Det største problemet med robots.txt er den kun inneholder rådgivende informasjon, og det er helt 
opp til roboten selv om den følger direktivene i fila. For å bote på dette har noen nettsteder 
implementert en spider trap. En spider-trap består hovedsakelig av to ting: En nettside som er 
inkludert i en Disallow i robots.txt-fila, og en lenke til den nettsiden på en eller flere av de vanlige 
nettsidene på nettstedet. Denne lenken er skjult via CSS eller javascript slik at vanlige brukere ikke 
vil kunne se lenken eller trykke på den. En robot som følger direktivene i robots.txt vil ignorere 
denne lenken. En robot som ikke følger direktivene i robots.txt vil derimot følge denne lenken og 
havne i fella. Robotens IP blir som oftest blokkert fra serveren slik at den ikke får lastet ned noen 
sider. Andre typer feller er å la roboten gå i en evig løkke i håp om å krasje en dårlig implementert 
robot. 
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User-agent: *
Disallow: /
User-agent: Googlebot
Disallow:
Figur 6: Robots.txt kun for Googlebot
Robot Inclusion Standard
Hovedhensikten til de fleste nettsteder er at folk skal besøke de og lese innholdet, se reklamen og 
generelt generere inntekter for eierne av nettstedet. Den beste måten å få til dette, er å ha nettsidene 
indeksert av de store søkemotorene. Dette skjer stort sett av seg selv, men det finnes måter 
administrator for nettsteder selv kan informere søkemotorene om strukturen til nettsteder. Dette kan 
gjøres ved Robot Inclusion Standarden, bedre kjent som sitemaps. Sitemaps ble introdusert av 
Google i 2005 (Shivakumar 2005 URL). I 2006 annonserte Google, Yahoo! og Microsoft at de kom 
til å samarbeide om sitemap-standarden og alle tre søkemotorene vil støtte standarden (Google 2006
URL). I 2007 annonserte Ask.com at de også skulle støtte sitemap-standarden, samt at Ask.com, 
Google, Yahoo! og Microsoft støtter automatisk oppdaging av sitemaps.xml via Sitemap-direktivet i 
robots.txt (Sullivan 2007 URL). Sitemaps gjør det mulig for en nettside-administrator å angi hvilke 
URL-er som er tilgjengelig på nettsiden, hvor ofte de endres og hvilken prioritet de forskjellige 
nettsidene har i forhold til hverandre. 
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Roboten
Selve roboten består av to hoveddeler: en planlegger, heretter omtalt som scheduler, og en nedlaster. 
I tillegg til disse to hoveddelene finnes det også et system for å kontrollere og styre roboten som 
foregår via nettapplikasjonen. 
Netikette
Netikette er et ord som er konstruert av ordene nett og etikette. Det brukes for å definere 
retningslinjer for oppførsel på Internett. 
For å mest mulig unngå at roboten skal komme opp i problemer finnes det et sett med etikette-regler 
som roboten bør følge. Listen med regler er hentet fra kapittelet Robot Etiquette i HTTP – The 
definitive Guide (Gourley 2002). Jeg skal nå ta for meg et utvalg av disse reglene og fortelle om 
hvordan roboten i denne oppgaven benytter seg av de.
Identifiser roboten
Får at nettsider skal ha mulighet til å skille roboten fra andre roboter, og fra vanlige brukere, er det 
viktig å identifisere roboten når man sender forespørsler til nettstedet. Dette gjøres ved å beskrive 
roboten i User-Agent HTTP-headeren man sender med forespørselen. For roboten i denne oppgaven 
kan dette feltet konfigureres via databasen, og roboten vil ikke sende forespørsler dersom dette 
mangler i databasen.
Identifiser maskinen
En vanlig metode for å skille snille roboter fra de som gjør skade er å gjøre noe som kalles for 
reverse-DNS. DNS står får Domain Name System, og er systemet som oversetter et maskinnavn til 
en IP-adresse. Et reversert DNS oppslag gjør det motsatte, nemlig oversetter IP-adressen tilbake til 
maskinnavn. Her må eieren av roboten selv sørge for at maskinens IP-adresse gir et fornuftig 
reversert DNS oppslag. Siden oppgaven kun går ut på å lage roboten, og det er ingenting roboten i 
seg selv kan gjøre med dette, tar ikke roboten hensyn til denne regelen. Det er fullt og helt opp til 
administratoren av roboten om denne regelen følges.
Identifiser kontakt
User-Agent HTTP-headeren er ofte ikke det eneste man bruker for å identifisere en robot. Man kan 
bruke From HTTP-headeren til å inkludere en epost-adresse man kan bruke for å komme i kontakt 
med eieren av roboten. Dette feltet konfigureres opp via databasen, men roboten vil sende 
forespørsler selv om dette feltet ikke er inkludert. Jeg føler det bør være opp til administratoren av 
roboten om han/hun vil oppgi en epost-adresse eller ikke.
Vær forberedt
Når man setter igang en crawl, er det viktig å informere de andre i organisasjonen sin, da særlig IT-
tjenesten. Man kan potensielt bruke mye båndbredde, og hvis noe går galt er det sannsynlig at IT-
avdelingen får høre om det før administratoren av roboten. Nok en gang er dette opp til 
administratoren av roboten om han vil følge denne regelen eller ikke.
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Overvåking og logging
Det er viktig å vite hva som foregår når roboten kjøres. Roboten er derfor utviklet med dette som en 
av hovedmålene og bruker Python sitt innebygde logging-rammeverk for å informere om hva som 
skjer. Dette rammeverket er laget slik at den som skriver koden ikke trenger å tenke på hva som skal 
gjøres med det som logges. Administratoren kan selv konfigurere hvilket nivå loggingen skal legges 
på og hvor loggen skal lagres. Det finnes en rekke forskjellige nivåer koden benytter seg av. De 
mest vanlige er:
– Error – Roboten ønsker å informere at en feil har oppstått.
– Warning – Roboten ønsker å informere om en potensiell feilkilde
– Info – Roboten ønsker å informere administratoren om hva den gjør
– Debug – Informasjon som kan være nyttig for å debugge roboten for å luke ut eventuelle 
feil.
Administratoren kan selv velge hvilket nivå som er ønskelig. Velges debug som nivå, vil også info, 
warning og error vises i loggen. Velges info, vil også error og warning vises i loggen, men ikke 
debug. Slik fortsetter det for de andre nivåene. Det er helt opp til administratoren hvilket nivå 
loggingen skal legges på, og hvor nøye de overvåkes.
URL filter
Man vil som regel kun laste ned de ressursene man er ute etter. Standard-oppsettet til roboten er å 
kun laste ned ressurser som har Content-Type satt til text/* og application/xml. Dette gjør at man 
bare laster ned tekst, html og xml-filer. Det er ikke satt opp et eksplisitt URL filter, men dette kan 
enkelt gjøres. Mer om dette i kapittelet om robotens modularitet.
Filtrer dynamiske URL-er
Ofte er det lite ønskelig for roboter å hente ut innhold fra dynamiske nettsteder. Et dynamisk 
nettsted i denne konteksten er et nettsted hvor det er et program som generer innholdet, i motsetning 
til statiske filer som ligger lagret på serveren. En dynamisk side kan gjenkjennes på flere måter. 
Man kan gjenkjenne en dynamisk side basert på navnet. Dersom navnet på ressursen slutter med for 
eksempel .php, .cgi eller .asp er dette en dynamisk side. Man kan også kjenne igjen en dynamisk 
side på at URL-en inneholder tegnet '?'. Dette er tegnet for å angi en spørring i en URL. Dynamiske 
nettsteder kan potensielt være en stor feilkilde for roboter. De kan returnere innhold hvor hoved-
innholdet av siden er likt, men vil se ut som en ny ressurs for roboten. Et eksempel på dette er en 
side som inneholder en tabell, hvor brukeren har mulighet til å sortere tabellen via en link. Siden 
inneholder den samme informasjonen, bare i en annen rekkefølge. En menneskelig bruker vil anse 
dette som å være den samme ressursen, men en robot vil ha store problemer med å skille de fra 
hverandre. Dette er en av de snille fellene roboten kan havne i, hvor resultatet kun blir at den har 
duplisert innhold. En av de større fellene roboten kan havne i er en uendelig lenke-rekke. Et godt 
eksempel på dette er en kalender som inneholder en link til den neste måneden. Selve kalenderen er 
dynamisk generert basert på spørringen i lenken. Hvis en robot ikke filtrerer bort disse dynamiske 
URL-ene vil den ende opp med en stor mengde data som er mer eller mindre ubrukelig. Tidligere 
filtrerte de store søkemotorene som Google bort dynamiske URL-er, nettopp på grunn av disse 
problemene. Etter år med forskning på området har de klart å komme seg rundt problemet, og 
dynamiske URL-er er nå inkludert i indeksen (Stiller 2008 URL). 
Roboten i denne oppgaven benytter seg ikke av dynamiske spørringer i URL-er. Standard filtrering 
18
av URL-er som er benyttet fjerner hele spørringen fra URL-en. Dette kan derimot enkelt endres. 
Mer om dette i kapittelet om robotens modularitet.
Filterer med Accept HTTP-header
Roboten bør bruke Accept HTTP-headeren for å fortelle serveren hvilken type ressurser den vil ha. 
Roboten i denne oppgaven benytter seg av det, og har satt text/* og application/xml som standard 
mediatyper den er interessert i. Dette kan enkelt endres til å inkludere eller begrense mediatypene 
roboten er interessert i. Mer om dette i kapittelet om robotens modularitet.
Følg robots.txt
En robot bør alltid følge robots.txt for et nettsted. Roboten i denne oppgaven følger disse slavisk, 
der de er tilstede. Dersom en robots.txt fil ikke finnes på et nettsted, anser roboten alle nettsider på 
dette nettstedet som tilgjengelig. Denne oppførselen kan ikke enkelt endres, siden det er en integrert 
funksjonalitet i scheduleren. Mer om dette i kapittelet om robotens scheduler.
Begrens deg selv
Selv om roboten har mye båndbredde tilgjengelig er det mange nettsteder som ikke har det. Roboten 
bør holde oversikt over hvilke nettsteder den besøker og når den sist besøkte den. Hvis en robot 
ikke tar hensyn til dette og sender forespørsel etter forespørsel til samme server, kan dette fort bli et 
problem. Dersom serveren blir overbelastet og utilgjengelig for alle andre kan dette bli oppfattet 
som et Denial-of-Service (DOS) angrep. Den minst alvorlige konsekvensen av dette er at roboten 
blir blokkert via IP-adresse, og at den får et dårlig rykte blant nettadministratorer. Den mest 
alvorlige konsekvensen kan være rettslig forfølgelse, siden et DOS angrep anses som å være ulovlig 
i enkelte land. I Storbritannia kan et DOS angrep straffes med opptil 10 års fengsel (Espiner 2006
URL). Roboten i denne oppgaven løser dette ved å følge crawl-delay direktivet i robots.txt, samt ha 
en standard crawl-delay for nettsider som ikke har dette spesifisert i robots.txt. Dette gjør at 
forespørsler spres automatisk utover på så mange nettsteder som mulig. Dette medfører også at det 
er vanskeligere for roboten å kjøre seg fast i løkker.
Håndter alle statuskoder
En robot må kunne vite hva de forskjellige statuskodene som returneres fra en server betyr. Den må 
følge alle videresendinger og korrigere seg selv dersom den mottar mange feilmeldinger på rad. 
Hvis en robot blir blokkert fra et nettsted sendes statuskoden 403 – Forbidden for alle forespørsler. 
Roboten må merke dette og hindre at det blir sendt flere forespørsler til dette nettstedet. Roboten i 
denne oppgaven håndterer dette med en svarteliste, hvor sider som blokkerer roboten blir lagt inn. 
Dersom nettsteder tar kontakt med administratoren for roboten og ber om at roboten ikke skal 
besøke nettstedet, kan den samme svartelisten brukes for å ekskludere nettstedet fra crawlingen. 
Mer om håndtering av statuskoder i kapittelet om robotens modularitet.
Kanonisering av URL-er
En gyldig URL kan representeres på mange måter. Store og små bokstaver, med eller uten 
portnummer og lignende kan gjøre at to URL-er som peker til samme ressurs oppleves som 
forskjellige. Ved å kanonisere URLen, det vil si å beskrive URL-en på en standard form, kan man 
luke ut mange av disse forskjellene og hindre duplisering i databasen. Roboten i denne oppgaven 
benytter seg av en rekke transformeringer av en URL for å kanonisere den. Hvis bruker og passord 
er med i URL-en, vil disse fjernes. HTTP-standarden sier at adressen til serveren, samt skjemaet 
ikke er avhenging av størrelsen på bokstavene, så disse endres til å kun stå i små bokstaver. Stien til 
ressursen skiller mellom store og små bokstaver, så dette kan ikke gjøres der. En URL har et 
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begrenset sett med bokstaver, slik at hvis man ønsker å bruke andre bokstaver enn de tillatte, må 
man transformere de til en hexadecimal representasjon. Denne representasjonen skilles fra de 
vanlige bokstavene ved at den starter med et prosent-tegn, '%'. Den hexadecimale verdien er verdien 
tegnet har i ascii-tabellen. Tegnet for mellomrom står på plass 32 i ascii-tabellen, og får derfor 
hexadecimal verdi 20. Skal man ha et mellomrom i en URL må man da skrive '%20'. De lovlige 
tegnene i den hexadecimale verdien er tallene 0-9 samt bokstavene a, b, c, d, e og f. Det skilles ikke 
mellom store og små bokstaver her, så kanoniseringen sørger for at alle disse bokstavene er store 
bokstaver. Dersom URL-en inneholder et standard port-nummer, port 80 for http og 443 for https, 
så fjernes dette fra den kanoniserte URL-en. Alle spørringer fra en URL, samt fragmentet fjernes 
også fra den kanoniserte URL-en. Hvordan URL-er kanoniserer kan enkelt endres ved å konfigurere 
nedlasteren. Mer om dette i kapittelet om robotens modularitet.
Unngå sykler
Hvis roboten går i sykler, kan dette gjøre stor innvirkning på robotens effektivitet. Et eksempel på 
dette er hvis en nettside A inneholder en lenke til nettside B. Nettside B inneholder en lenke til 
nettside C som igjen inneholder en lenke til nettside A. Hvis man ikke holder styr på hvilke URL-er 
man har besøkt tidligere i en crawl, vil roboten gå i en sykel og laste ned de samme nettsidene om 
og om igjen. Roboten i denne oppgaven bruker en del forskjellige teknikker for å unngå sykler. En 
av disse er å kanonisere URL-er, slik at man unngår å bruke tilsynelatende forskjellige URL-er for 
samme nettsiden. En annen er å holde styr på hvilke nettsider som er besøkt i denne crawlen. Hver 
gang en nettside er forsøkt lastet ned, gjøres det et innslag i en tabell i databasen for allerede 
besøkte ressurser. Hver gang nedlasteren finner URL-er, sjekkes disse mot denne tabellen, og 
allerede nedlastede sider vil fjernes fra køen. Sider som ikke er besøkt, vil legges inn i crawl-køen. 
En siste teknikk som kan brukes for å unngå sykler, er å teste innholdet i en nedlastet ressurs for 
likhet mot innholdet i andre ressurser som er lastet ned. Det å teste innholdet for likhet er en større 
jobb enn det høres ut som og er beskrevet i et eget kapittel. 
Sjekk for feller
Som tidligere nevnt finnes det en rekke forskjellige feller et nettsted kan sette opp for å få roboten 
til å feile. Ved å ikke bruke spørringer i URL-er som lastes ned, kan man unngå en del av disse. 
Noen feller består av å gjøre stien i URL-en lengre og lengre for hver side som besøkes. Roboter 
som er dårlig implementert kan da få problemer hvis de ikke takler URL-er av denne lengden. Dette 
problemet løses ved å ha en maks-lengde på stien i URL-en. Denne lengden kan konfigureres i 
nedlasteren. Mer om dette i kapittelet om robotens modularitet. Ved å følge robots.txt vil man også 
unngå de fellene som er satt opp av nettstedets administratorer. Fellene kan også være et resultat av 
et dårlig satt opp nettsted, men ved hjelp av de tidligere teknikkene tidligere beskrevet skal det være 
mulig å unngå de fleste fellene. Man kan selvfølgelig ikke unngå 100% av fellene en robot kan 
havne i, så man må alltid sørge for å følge med på loggene til roboten og korrigere for eventuelle 
feil som oppstår.
Oppretthold en svarteliste
Ved å opprettholde en svarteliste over nettsider og nettsteder som inneholder feller eller sykler, eller 
nettsteder som ikke ønsker besøk av roboten kan man luke ut mange problemer. Som nevnt tidligere 
har roboten i denne oppgaven en slik svarteliste som brukes for å kontrollere om en URL kan 
besøkes.
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Splitt og hersk
Når en crawl begynner å nå en viss størrelse, dvs at roboten skal besøke mange URL-er, er det 
viktig at dette gjøres effektivt. Google annonserte i 2008 at deres indeks inneholdt over en billion 
unike URL-er (Alpert 2008 URL). Det sier seg selv at man ikke kan håndtere dette med én enkel 
maskin som laster ned en og en URL etter hverandre. Problemet må deles opp i mindre biter og 
løses hver for seg, men med kontrollmekanisme som holder styr på alle løsningen og syr det hele 
sammen. Roboten i denne oppgaven benytter seg av parallellitet for å løse oppgaven på en raskere 
og mer fleksibel måte. På denne måten kan man skille ut arbeidsoppgaver i egne prosesser på 
samme maskinen, eller til og med på en annen maskin. Dermed kan man utføre flere oppgaver 
samtidig, og få til et bedre resultat på kortere tid. Mer om dette i kapittelet om robotens design.
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Design
Oppgaveteksten sier at det skal lages en webrobot med tilhørende analysepakker. Roboten og 
analysepakkene skal være adskilte slik at man kan skal kunne utvikle nye analysepakker og 
integrere de med resten av systemet på en enkel måte. Valgene jeg har tatt i design og utforming av 
programvaren har hele tiden hatt dette som mål. Roboten består av to hoveddeler; nedlasteren og 
scheduleren.
Valg av plattform
Jeg har valgt å benytte meg av python som språk for å implementere oppgaven. Python er et 
dynamisk språk som har en enkel og lettlest syntaks. Python reklamerer med at det kommer med 
«batterier inkludert», noe som betyr at python har et rikt standard-bibliotek som følger med 
distribusjonen og som man kan forvente er til stede på alle maskiner som har samme versjon av 
python installer. Python kom nylig i versjon 3, en versjon som har brutt bakoverkompabilitet med 
de tidligere versjonene (van Rossum 2009 URL). Dette medfører at en god del biblioteker som ikke 
er inkludert i standard-distribusjonen ikke støtter python versjon 3 enda. Jeg har likevel valgt å 
bruke versjon 3 til å implementere oppgaven, siden det er anbefalt å benytte versjon 3 når man lager 
nye prosjekter. Dette fører også til at man slipper å kode om hele oppgaven hvis man senere 
oppgraderer til python 3. Python 3 inneholder en rekke nye biblioteker, hvor en av de er 
multiprocessing. Dette er et bibliotek for å lage parallelle programmer med prosesser. Mer om dette 
biblioteket senere. Python versjon 3 har generelt ryddet opp i språket og standard biblioteket. 
Python er utgitt som åpen kildekode under en egen Python lisens (Python URL).
For å lage nettsiden har jeg benyttet meg av et åpen kildekode rammeverk som heter Django. 
Django gjør det enkelt å utvikle webapplikasjoner, og har en bred brukermasse. Dette gjør det 
enklere å finne utviklere som har erfaring med rammeverket ved behov for senere videreutvikling.
Databaseskjema
Valg av database har falt på PostgreSQL. Dette er en databaseplattform utgitt som åpen kildekode 
og støtter de fleste operativsystemer. 
Selve roboten kjører på python 3.0. Denne versjonen av python er såpass ny at jeg ikke har funnet 
noen ORM-rammeverk som støtter denne versjonen av python enda. ORM står for Object 
Relational Mapping, og er kode som automatisk kan lagre et objekt i en relasjonell database, og 
hente ut en rad fra en relasjonell database og lage et objekt av den. Siden jeg ikke har tilgang til et 
ORM-rammeverk i roboten, har jeg lagd en egen modul som ligger mellom roboten og databasen, 
slik at alle SQL-spørringer ligger på ett sentralt sted så det blir enklere å bytte ut min modul med et 
ekte ORM-rammeverk når et slikt blir tilgjengelig. Min modul bruker PG8000-biblioteket som 
følger DB-API 2.0 spesifikasjonen til python. (Feniak 2009 URL) DB-API er en spesifikasjon for et 
felles grensesnitt for å kommunisere med databaser. Den har kommet ut i versjon 2.0 og er 
beskrevet i PEP 249(Lemburg 2008 URL). PEP står for Python Enhancement Proposal, og er den 
standard formen for å introdusere ny funksjonalitet i python. PEP fungerer mye på samme måten 
som en RFC, bortsett fra at en PEP blir enten godkjent og tatt i bruk, eller avvist (Warsaw 2009
URL). For å få roboten til å fungere kjøre, må PG8000 v1.07 være installert sammen med python 3.
Nettsiden kjører på python 2.6 siden den bruker Django som web-rammeverk. Django har ikke 
støtte for python 3.0 enda. Django har et innebygget ORM-rammeverk som jeg benytter meg av. På 
grunn av at jeg har valgt å lagre innholdet av nedlastede nettsider nøyaktig slik jeg mottok de, 
bruker jeg postgresql sin bytea-type for å lagre innholdet. ORM-rammeverket i Django har enda 
ikke offisiell støtte for denne typen, men det finnes en patch som ligger på vent for å bli merget inn i 
release-koden. Denne patchen har jeg brukt for å få tilgang til å bruke bytea-typer i databasen. 
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Patchen det gjelder finnes som et vedlegg til ticket #2417 i Django sin bugtracker (Djangoproject
2009 URL).
Design Patterns
Et design pattern er en formell beskrivelse av en generell løsning for en gruppe problemer. En av de 
mest kjente bøkene på området er Design Patterns av Gamma et al. En av patterne som beskrives i 
denne boken er Strategy (Gamma 1995:315-323). Strategy-patternet brukes mye i roboten i denne 
oppgaven. Dette er et pattern som gjør det mulig å endre oppførsel i koden ved å innkapsle en 
algoritme i en egen klasse. Ved å bytte ut denne klassen bytter man ut algoritmen og man får en ny 
oppførsel, uten å endre koden som kaller på algoritmen. Det eneste som kreves er at alle de 
forskjellige algoritmene har et felles grensesnitt, dvs metodene som kan kalles på et objekt av 
klassen. 
Eksempler på strategy patternet i roboten er algoritmene for å laste ned en nettside, og algoritmene 
som velger hvilke URL-er som skal legges i nedlastingskøen eller ignoreres. To av algoritmene som 
brukes for å laste ned en nettside er om den skal lastes ned fra det originale nettstedet, eller om det 
skal lastes ned fra databasen for prosessering. Jeg har kun implementert en versjon av algoritmen 
for å velge bort URL-er, men jeg har brukt strategy patternet for å gjøre det enkelt å endre denne 
oppførselen senere.
Jeg har også lagd min egen versjon av strategy patternet. Nedlasteren er bygd opp rundt hele denne 
modifiserte versjonen. Modifikasjonen går ut på at istedet for å velge en algoritme som skal brukes, 
settes det opp en rekke av algoritmene hvor hver algoritme kalles i den rekkefølgen de er satt opp. 
Nedlasteren bruker tre slike strategi-rekker, samt en vanlig strategi for selve nedlastingen. 
I det orginale utkastet til nedlasteren begynte jeg å kode den som et vanlig objekt med en metode 
for hver ting som skulle gjøres. Nedlasteren konstruerte en forespørsel som den sendte til et nettsted 
og mottok en nettside. Deretter ble nettsiden lagret i databasen og scheduleren fikk vite om 
forespørselen var suksessfull eller ikke. Etter hvert begynte jeg å se at forskjellen på å laste ned en 
nettside fra et nettsted og å laste ned samme siden fra databasen ikke var så stor. Jeg modifiserte 
nedlasteren til at man kunne bytte ut algoritmen for nedlasting av nettsiden, hvor man kunne velge 
om man skulle bruke databasen eller nettstedet. Dette gikk ikke så bra, for det var små forskjeller i 
hvordan forespørselen skulle se ut for at de forskjellige algoritmene skulle fungere. Jeg prøvde å 
gjøre samme prosessen på konstruksjonen og prosesseringen av forespørselen og svaret, ved å lage 
en klasse som konstruerte en forespørsel og en annen klasse som prosesserte svaret. Jeg måtte lage 
to versjoner av hver klasse, en for å laste ned fra et nettsted samt en annen for å laste ned fra 
databasen. Problemet var at de forskjellige versjonen av klassene inneholdt veldig mye lik kode, 
noe som ikke er ønskelig. Dersom forskjellige klasser inneholder lik kode, må man endre flere 
steder dersom man skal skrive om denne felles kodebiten. 
Løsningen var å modifisere strategy-patternet. Ved å benytte en rekke strategy-klasser som til 
sammen danner en komplett strategy viste det seg at koden ble mer modulær og kode kunne 
gjenbrukes flere steder. Figur 7 viser hvordan koden i nedlaster-klassen ser ut. På forhånd er det 
registrert diverse request- og responseHandlers – kode som håndterer konstruksjon av en 
forespørsel og kode som prosesserer et svar. Når scheduleren sier det er greit å laste ned en nettside, 
konstrueres det en forespørsel i koden. Denne blir i tur og orden sendt gjennom hver 
RequestHandler som er registrert i nedlasteren. En RequestHandler er et objekt av en klasse som 
implementerer funksjonen handleRequest. Alle disse objektene vil individuelt konstruere en del av 
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forespørselen. Man kan beskrive det som at hvert av disse objektene implementerer en forutsetning 
for nedlastingen. Dersom en av disse forutsetningene  ikke kan oppfylles, kan en RequestHandler 
kaste en StopChainException for å indikere at konstruksjonen av forespørselen feilet. Nedlastingen 
vil da avbrytes og scheduleren får beskjed. 
Etter at forespørselen er konstruert vil den bli sendt til nedlasting-strategien for prosessering. Basert 
på valgt strategi, kan forespørselen bli brukt for å laste ned en nettside fra et nettsted eller en 
database. Nye strategier kan enkelt implementeres og tas i bruk. 
Etter nedlasting-strategien har konstruert et svar, blir dette svaret prosessert av kjeden av 
ResponseHandlers. Disse fungerer på samme måte som RequestHandler, med den ene forskjellen at 
de må implementere funksjonen handleResponse. Dersom et ledd i kjeden oppdager en feil, eller vil 
hindre videre prosessering av svaret, kan den kaste StopChainException på samme måte som en 
ResponseHandler. Til slutt blir svaret foreberedt for overførsel tilbake til scheduleren. I dette leddet 
fjernes informasjon fra svar-objektet som er unødig å overføre. Hensikten med dette er å minimere 
overflødig data som sendes siden dette gjør kommunikasjonen mellom en nedlaster og scheduleren 
tregere og mindre effektiv. 
Siden kravet for å være en RequestHandler eller ResponseHandler kun er avhengig av å 
implementere metodene handleRequest eller handleResponse, kan man kombinere dette i en klasse 
som implementerer begge metodene og på den måten samle kode som hører sammen. Figur 8 viser 
hvordan en kombinert Requst- og ResponseHandler er implementert for å støtte overførsel av 
innhold som er pakket med Gzip. Man kan enkelt skru av og på funksjonalitet ved å registrere en 
handler, eller la være å registrere den. 
Ved hjelp av denne konstruksjonen kunne jeg lage en nedlaster som er fullt konfigurerbar og som 
enkelt kan utvides av eventuelle analysepakker. Men det er likevel mye kode som skal til for å sette 
opp nedlasteren. Hver eneste Request- og ResponseHandler må instansieres, dvs lage et objekt av 
klassen, og de må registreres i nedlasteren. Siden oppgaven er designet slik at man skal kunne endre 
oppførsel ved å sette opp nedlastere som bruker forskjellige klasser, må man skrive mye kode for å 
ta i bruk en nedlaster. Denne koden vil være den samme for hver nedlaster, hvor forskjellen er 
hvilke klasser som benyttes. Dette blir fort tungvindt og vanskelig å administrere. Jeg har derfor 
designet et system som skiller ut konstruksjonen av nedlastere ut i et eget system hvor man 
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def download(self, **kwargs):
    request = Request(**kwargs)
    try:
        for handler in self.requestHandlers:
            handler(request)
    except StopChainException as e:
        raise DownloadException(e)
    
    response = self.downloadStrategy.download(request)
    try:
        for handler in self.responseHandlers:
            handler(response)
    except StopChainException as e:
        pass
    
    for preparer in self.transitPreparers:
        preparer(response)
    return response
Figur 7: Strategy-pattern i bruk i nedlasteren
konfigurerer nedlastere via databasen istedet for å lage objektene direkte i koden. Dette fjerner mye 
unødvendig kode og gjør det enkelt å endre oppførsel uten å gjøre kodeendringer.
Dynamisk konfigurering
Først søkte jeg på Internett etter lignende konstruksjoner av crawlere. Nutch er en crawler laget av 
Apache skrevet i Java (Nutch 2008 URL). Denne er konstruert på en måte at man må gjøre 
kodeendringer i eksisterende klasser for å utvide funksjonaliteten. En annen crawler jeg fant som 
også er skrevet i Java er Heretrix, crawleren til Internet Archive (Heritrix 2008 URL). Denne bruker 
noen av de samme teknikkene som jeg tidligere har beskrevet. De har en rekke med kode som 
prosesserer en forespørsel og et svar. Heretrix bruker egne konfigurasjonsfiler som å velge hvilke 
prosessorer som skal brukes i en crawl. Løsningen jeg endte opp med ligner litt på dette.
Jeg ønsket å lage et system som automatisk kunne sette opp en nedlaster basert på en konfigurasjon 
spesifisert at brukeren. Denne konfigurasjonen lagres i databasen slik at flere maskiner kan bruke 
samme konfigurasjon uten å være nødt til å kopiere konfigurasjonsfila til alle maskinene. Syntaksen 
til denne konfigurasjonen er en komma-separert tekst hvor hver del beskriver en handler. 
Beskrivelsen av en handler er med vilje lagt opp til å være lik syntaksen til en URL, slik at systemet 
skal være intuitivt å bruke. Første delen av beskrivelsen er hvilken pakke klassen ligger i, etterfulgt 
av klassenavnet. Disse to delene er adskilt av en skråstrek, på samme måte som en URL adskiller 
nettstedets navn og stien til en nettside. Hvis man ønsker å bruke konstruktør-parametere kan disse 
gis med samme syntaks som en spørring i en URL – et spørsmålstegn etter klassenavnet med 
parameternavn og verdi adskilt med et likhetsteg og flere parametere separeres med en ampersand. 
Hele denne teksten angir det absolutte navnet til objektet som blir lagd. Det er også mulig å 
beskrive hvilken type verdien har ved å postfikse verdien med et kolon og så navnet på typen. De 
innebygde typene som støttes er int for heltall, float for flyt-tall, bool for boolske verdier og string 
for å angi at verdien ikke skal tolkes. Dersom verdien er None, og typen ikke er definert til string, 
vil verdien bli oversatt til None-objektet i python. Det er også mulig å kunne referere til et annet 
objekt ved å bruke den matematiske betegnelsen for absolutt-verdier, tegnet '|'. Man kan lage en liste 
av referanser ved å bruke pluss-tegnet mellom absoluttverdiene. Jeg skal nå vise noen eksempler på 
hvordan dette systemet fungerer.
– remote.download/UrlProcessor
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class GzipContentHandler(ResponseHandler, RequestHandler):
    def handleResponse(self, response):
        encodings = []
        for header in ('Content-Encoding', 'Transfer-Encoding'):
            if response.hasHeader(header):
                encodings += response.headers[header].split()
        if not 'gzip' in encodings:
            if not 'x-gzip' in encodings:
                return
        gzipped = io.BytesIO(response.getContent())
        f = gzip.GzipFile(mode="r", fileobj=gzipped)
        response.setContent(f.read())
        f.close()
    
    def handleRequest(self, request):
        request.addHeader('Accept-Encoding', 'gzip, identity')
Figur 8: Kombinasjon av en Request- og ResponseHandler for Gzip
– Her blir det instansiert et objekt av klassen UrlProcessor som ligger i pakken 
remote.download.
– remote.download/UrlProcessor?defaultScheme=http
– Et objekt av klassen UrlProcessor blir instansiert, med konstruktør-argument 
defaultScheme = http
– test/Tester?ignorerFtp=True:bool&processor=|remote.download/UrlProcessor|
– Et objekt av klassen Tester som ligger i pakken test blir instansiert. Konstruktør-
argumentene er ignorerFtp=True (hvor True er av typen boolean) og argumentet 
processor inneholder det samme objektet som ble lagd da 
remote.download/UrlProcessor først ble lagd. Dersom dette objektet ikke tidligere er 
instansiert, blir det instansiert og tilgjengelig for senere referanser.
– test/Tester?testere=|remote.download/UrlProcessor|+|remote.download/UrlProcessor?
defaultScheme=http|
– Her lages det en liste som inneholder to objekter. Det lages to forskjellige objekter, siden 
det absolutte navnet til hvert av objektene er forskjellig.
Det er laget en egen klasse som tar seg av parsering av konfigurasjonsteksten, ObjectConfigurer. 
Denne klassen importerer dynamisk de klassene som trengs og instansierer de. Som nevnt så lages 
det kun ett objekt for hvert absolutte navn. Dersom et av disse absolutte navnene allerede er 
instansiert, blir dette objektet gjenbrukt. Dette gjør at det lages færre objekter, og minnebruken går 
ned. Det fine med denne klassen er at den har ingen avhengigheter til noen andre klasser eller 
pakker i roboten, slik at den kan gjenbrukes i andre prosjekter. Ved å bruke denne klassen kan man 
gå fra 30-50 linjer med konfigurasjon for å sette opp en nedlaster til 4, hvor man kan legge til og 
fjerne funksjonalitet uten å være nødt til å endre i koden. Det er helt opp den som lager 
analysepakker om konfigurasjonen skal defineres i databasen eller i en fil.
Scheduler
Oppgaven til scheduleren er ganske enkel, men veldig viktig. Scheduleren inneholder all kode som 
styrer hvordan nettsider blir lastet ned; hvilken rekkefølge, hvilke nettsteder osv. Scheduleren må 
sørge for at roboten ikke bryter med robots.txt filen til nettstedene, dersom denne er implementert. 
Den må også sørge for at crawl-delay, hvis dette er spesifisert i robots.txt, overholdes. Det er veldig 
viktig at et nettsted ikke blir overbelastet av roboten. Overbelastning av et nettsted må unngås fordi 
det kan skade selve nettstedet. I et scenario hvor et nettsted har begrenset serverkapasitet og 
båndbredde blir besøkt av en aggressiv robot med mye prosessorkraft og båndbredde, er det enkelt 
for roboten å enten overbelaste serverne slik at de ikke an prosessere forespørsler, eller kapre hele 
båndbredden slik at nettstedet vil virke utilgjengelig for andre besøkende. 
Scheduleren skal hele tiden holde styr på nedlastingskøen. Denne køen består av alle URL-er som 
skal crawles. Denne køen må være utformet på en måte at URL-er fra samme nettsted blir spredd 
jevnt i denne køen. Da unngår man overbelastning av nettsteder, samt at det blir vanskeligere å gå i 
løkker siden det tar lengre tid mellom hver forespørsel til ett nettsted.
Interessante nettsider
Crawlerne til de store søkemotorene prøver hele tiden å finne de mest interessante URL-ene. De har 
mange metoder de bruker for å merke om en URL er mer interessant enn en annen. Som regel er 
kravet at innholdet i nettsiden skal passe med det brukeren søker etter. Det finnes mange metoder 
som søkemotorene benytter seg av for å avgjøre hvor interessant en nettside er. De faktiske 
algoritmene som brukes er ikke allment kjent, siden dette gjør det svært enkelt å manipulere 
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søkemotorens og dermed gjøre en nettside mer interessant enn den faktisk er. De generelle 
metodene søkemotorene bruker for å avgjøre om en nettside er interessant eller ikke er derimot 
kjent. Disse metodene danner grunnlaget for en egen bransje for søkemotor optimering, bedre kjent 
som SEO, search engine optimization. En av disse teknikkene er PageRank – oppfunnet av 
Lawrence Page, en av grunnleggerne av Google (Page 2001 URL). PageRank prøver å gi en 
nettside et tall som indikerer hvor interessant den er. PageRank for en nettside vil påvirke nettsider 
den inneholder lenker til. 
Crawleren i denne oppgaven er ikke designet for å danne et grunnlag for en søkemotor hvor man 
skal finne de mest relevante sidene i forhold til et tekstsøk. Det er derfor ikke interessant å kalkulere 
hvor interessant en nettside er i forhold til en annen. Crawleren skal overvåke et begrenset utvalg 
med nettsider over tid, og ikke gjøre spesifikke søk for å finne informasjon på samme måte som en 
søkemotor. Det er derfor ikke implementert noen algoritmer for å kalkulere hvor interessant en 
nettside er. Dersom denne funksjonaliteten er ønsket på et senere tidspunkt, skal det være ganske 
enkelt å implementere dette på bakgrunn av hvordan crawleren er designet. Det er inkludere en 
Request- og ResponseHandler som kan kalkulere dette i nedlasteren. 
Parallellitet
De fleste datamaskiner i dag har mulighet for å eksekvere flere operasjoner samtidig. En vanlig 
datamaskin i dag har to eller flere kjerner i prosessoren. Ved et søk på komplett.no, en av Norges 
største nettbutikker for datadeler, så jeg at det ikke selges noen prosessorer som har mindre enn to 
kjerner. Kraftige servere har gjerne flere prosessorer hvor hver prosessor har to eller flere kjerner. 
Dette gjør det mulig å lage programvare som gjør jobber raskere enn tidligere hvor man kun brukte 
en prosessor som kunne eksekvere en operasjon om gangen. Men selv om en datamaskin har flere 
prosessorer eller kjerner, vil ikke datamaskinen automatisk utnytte sitt potensiale dersom 
programvaren den kjører ikke støtter flere prosessorer. Det er fullt mulig å lage en crawler som kun 
bruker en prosess eller tråd. Dette vil bli en veldig enkel crawler som ikke benytter seg av 
mulighetene i datamaskinen den kjører på. Hvis crawleren kun bruker en prosess eller tråd, får den 
kun lastet ned en nettside om gangen, og kan kun behandle crawl-køen mellom hver nedlasting av 
en nettside. Den vil også ikke kunne benytte seg av den tilgjengelige båndbredden siden nedlasting 
av en nettside sjeldent vil fylle den tilgjengelige båndbredden. Dersom crawleren er designet for å 
bruke flere prosesser og/eller tråder kan den laste ned flere nettsider samtidig og dermed få en bedre 
utnyttelse av den tilgjengelige båndbredden. Crawleren vil også kunne gjøre justeringer i crawl-
køen samtidig som den laster ned nettsider. Man vil også kunne få full utnyttelse av 
prosessorkraften i datamaskinen den kjører på. Jeg har nevnt at man kan bruke tråder og/eller 
prosesser for å oppnå parallellitet i et program. Jeg skal nå forklare litt nærmere hva dette er.
Prosesser
Wikipedia sier følgende om en prosess:
In computing, a process is an instance of a computer program that is being sequentially 
executed by a computer system that has the ability to run several computer programs 
concurrently.
A computer program itself is just a passive collection of instructions, while a process is 
the actual execution of those instructions. Several processes may be associated with the 
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same program; for example, opening up several instances of the same program often 
means more than one process is being executed. In the computing world, processes are 
formally defined by the operating system (OS) running them and so may differ in detail 
from one OS to another. (Wikipedia 2009 URL8)
En prosess er altså en del av et program som står for eksekveringen av instruksjonene 
programmet definerer. Alle programmer har minst en prosess, men det kan gjerne har flere. 
Hver prosess har sitt eget minneområde allokert fra operativsystemet som er helt uavhengig 
av andre prosesser. Det er scheduleren i operativsystemet som bestemmer hvilke prosesser 
som til en hver tid skal kjøres, og dette gjør det mulig å ha flere programmer kjørende på en 
maskin med en prosessor samtidig. Dersom en prosess venter I/O (input / output) fra for 
eksempel nettverket eller et fysisk lagringsmedium som en harddisk, vil scheduleren i 
operativsystemet markere en prosess som blokkert, og vil la den sove helt til operasjonen den 
venter på er tilgjengelig (Matloff 2007 URL). Dette gjør det mulig å utnytte prosessorkraften 
bedre enn hvis man skulle vente på svar fra I/O før man behandler flere instrukser. Litt 
avhengig av operativsystemet kan det å lage en ny prosess være en tung operasjon. I tillegg er 
det vanskelig å dele informasjon mellom flere prosesser innad i et program, siden hver 
prosess har et eget minneområde. Som en løsning på dette kan man bruke tråder.
Tråder
En tråd er en slags mini-prosess som eksisterer inne i en vanlig prosess. En prosess kan ha flere 
tråder, og trådene vil derfor dele samme minneområde og gjør det mulig å dele data mellom tråder 
på en mer effektiv måte enn mellom prosesser. Det finnes to typer tråder, en type hvor kjernen i 
operativsystemet lager og holder styr på tråden, og en type tråd hvor det er programmet selv som 
styrer tråden (Matloff 2007 URL). Dersom trådene er styrt av programmet selv, må trådene selv si 
ifra når det er greit å veksle mellom eksekvering av trådene siden kjernen i operativsystemet ikke 
vet at de finnes. Dersom trådene er styrt av kjernen i operativsystemet, vil operativsystemet selv 
pause og starte tråder.
Synkronisering
Siden tråder eksisterer inne i en prosess, er tråder som regel mye mindre ressurskrevende å opprette. 
Men denne fordelen har en bakside – delt minneområde. To prosesser har ikke mulighet til å direkte 
manipulere minne til hverandre, men denne begrensningen eksisterer ikke for tråder. En tråd kan når 
som helst endre på data som en annen tråd benytter seg av. Dette kan fort føre til feil i programmet 
som er vanskelig å forutsi og vanskelig å løse. For å løse dette problemet finnes det en rekke 
mekanismer man bruker for å synkronisere tråder og trådenes tilgang til minneområder. De mest 
vanlige mekanismene for synkronisering er låser. En tråd låser en lås før den behandler et delt 
minneområde. På denne måten forteller den andre tråder at den behandler minnet, og andre tråder 
må vente til tråden er ferdig med minnet. Etter tråden har ferdigbehandlet minnet, låser den opp 
låsen og gjør minnet tilgjengelig for andre tråder. Dersom en tråd prøver å låse en lås som allerede 
er låst, vil tråden vente til låsen blir låst opp igjen. Andre mekanismer som benyttes er events og 
conditions. En event i python er et objekt som inneholder en tilstand som angir om eventen er satt 
eller ikke. Tråder har mulighet til å vente til eventen er satt. Når en tråd setter eventen, vil alle tråder 
som venter våkne til live igjen. En condition fungerer litt på samme måten, men den har ingen 
tilstand som kan testes. Tråder kan vente i en condition. Andre tråder kan velge å vekke én tråd som 
venter, hvis tilgjengelig, eller vekke alle tråder som venter. Når man bruker disse mekanismene for 
trådsynkronisering, er det viktig at man sørger for at alle låsene og de andre mekanismene brukes i 
riktig rekkefølge. Hvis ikke kan programmet gå i en deadlock, noe som medfører at ingen tråder 
kjøres siden alle venter på hverandre.
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Global interpreter lock
Python sin tråd-implementasjon bruker operativsystemets ekte tråder, men den kontrollerer bruken 
av de selv. Python bruker en global interpreter lock, bedre kjent som en GIL, for å gjøre det lettere 
å utvikle programmer med flere tråder. GIL-en sørger for at det er kun én tråd i programmet som 
kjører til en hver tid, selv om programmet kjøres på en datamaskin med flere prosessorer eller 
kjerner. Det GIL-en gjør, er at den allokerer et gitt tidsintervall til hver tråd, som hver tråd kan 
benytte før det skjer et trådskifte. Selv om operativsystemet avbryter kjøringen av en tråd, så vil det 
være den samme tråden som får fortsette når operativsystemet bestemmer at programmet skal 
fortsette. Alt dette gjør det enklere å benytte seg av biblioteker som ikke er tråd-sikre, men det gjør 
et program med flere tråder tregere enn hvis trådene hadde fått kjøre samtidig. Den eneste måten 
man kan lage et python-program som faktisk eksekverer parallelt på flere prosessorer og/eller 
kjerner er å benytte seg av flere prosesser per program i stedet for en prosess med flere tråder. 
Problemet er at ved å benytte seg av flere prosesser, har man ikke muligheten til den enkle måten å 
dele data på via delt minne. Men man er ikke helt uten løsninger her heller.
Inter-process communication
Prosesser kan kommunisere via inter-process communication, bedre kjent som IPC. Python sitt 
bibliotek for prosesser heter multiprocessing, og ble introdusert i python versjon 3. Multiprocessing 
åpner for å benytte de samme mekanismene for å synkronisere tråder for å synkronisere prosesser. 
Den inneholder også køer og piper man kan bruke for å kommunisere fra en prosess til en annen. En 
kø er en datastruktur en prosess kan legge objekter inn i, hvor andre prosesser kan hente ut de 
samme objektene. Etter at et objekt er delt mellom prosesser via en kø, vil de være to separate 
objekter i forskjellig del av minne, slik at dersom en prosess gjør endringer i objektet vil ikke disse 
endringene være synlige for de andre prosessene. Crawleren i denne oppgaven benytter seg av flere 
prosesser via multiprocessing biblioteket, samt køer og events for å kommunisere mellom 
prosessene samt synkronisere de. 
Multiprocessing biblioteket inneholder klasser og funksjoner som gjør det svært enkelt å dele data 
og synkronisere prosesser. Scheduleren i denne oppgaven oppretter en manager som holder styr på 
de forskjellige køene og eventene som brukes i oppgaven. Denne manageren gjør det mulig for 
andre prosesser å koble seg til prosessen som kjører manageren og hente ut køer og events. Det 
opprettes en proxy for hvert objekt, som distribueres til de prosessene som ønsker tilgang til 
objektene. En proxy er et objekt som inneholder en referanse til det faktiske objektet og kontrollerer 
tilgangen til det. Ved å jobbe på køene og eventene via en proxy, kan man distribuere endringer i 
objektene til alle prosessene. På denne måten kan en prosess vente på en event, og en annen prosess 
kan vekke alle prosessene til live igjen. Når en prosess legger objekter på en kø, vil proxyen 
automatisk distribuere disse objektene til de prosessene som har den samme proxyen. Når en 
prosess henter ut et objekt fra køen, forsvinner objektet fra køen hos alle prosessene. En slik 
manager kan også motta koblinger fra andre fysiske maskiner og dele ressurser over nettverket. 
Crawleren i denne oppgaven er designet slik at man enkelt kan hekte på nye maskiner som kan laste 
ned nettsider for å effektivisere crawlingen, og manageren fra multiprocessing gjør dette svært 
enkelt. 
Robots.txt
Http.client biblioteket i python inneholder en egen parser for robots.txt filer. Denne følger desverre 
ikke alle de nye spesifikasjonene som tidligere er beskrevet, og inneholder en del feil. Jeg har 
benyttet meg av en parser som ble utviklet for NikitaTheSpider-prosjektet, og som er utgitt som 
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open-source (Semanchuk 2009 URL). Denne parseren har rettet opp i de fleste feilene som er i 
pythons standard robots-parser, i tillegg til at den har støtte for mer funksjonalitet enn pythons 
standard robots-parser. Parseren fra Nikita er skrevet for python 2.x, men jeg har konvertert koden 
slik at den fungerer i python 3. 
Det gjøres et forsøk på å laste ned robots.txt for alle nettstedene som oppdages underveis i en crawl. 
Robots.txt-standarden forteller at nettstedet kan bestemme hvor lenge denne skal lagres lokalt ved å 
benytte seg av Expires HTTP-headeren. Dersom den lokale versjonen av robots.txt-fila har gått ut 
på dato, vil den lastes ned på nytt før noen nettsider kan lastes ned fra nettstedet. I begynnelsen 
fulgte jeg denne spesifikasjonen, men crawleren kom fort i problemer. Noen nettsteder bruker 
Expires-verdier som rett og slett ikke ga noen mening i det hele tatt. Nettstedet www.abc.net.au 
bruker en Expires-verdi som er kun få minutter etter man laster den ned. Ved store mengder URL-er 
som skal besøkes er det ikke usannsynlig at det kan ta flere minutter før hver URL fra dette 
nettstedet besøkes. Hvis man skal følge verdien nettstedet angir i Expires-headeren, medfører dette 
at man laster ned en ny versjon av robots.txt, som mest sannsynlig inneholder akkurat den samme 
informasjonen som forrige gang. Siden man da har gjort en forespørsel til nettstedet, legges alle 
andre URL-er for dette nettstedet tilbake på crawl-køen. Neste gang en URL fra det samme 
nettstedet kommer i front i køen, er det stor sannsynlighet for at det har gått så lang tid at robots.txt-
fila er utdatert og må lastes ned på nytt. Dette sier seg selv ikke er holdbart, siden man mest 
sannsynligvis aldri vil få lastet ned noen andre ressurser fra nettstedet enn robots.txt. Jeg beskriver 
dette som mest sannsynlig på grunn av at det er svært vanskelig å forutsi hvor lang tid det vil ta fra 
man legger en URL på crawl-køen til den kommer først i køen. Dette medførte at jeg valgte å 
ignorere eventuelle Expires-verdier og benytte en standard utgått-verdi på én dag. Denne verdien 
har jeg valgt på bakgrunn av søk i forumene på webmasterworld.com, som er en av de største web-
forumene for eiere og administratorer av nettsteder. 
Før en URL legges til i crawl-køen, sjekkes URL mot robots.txt for nettstedet og vil kun legges på 
køen dersom nettstedet tillater dette. Hvis nettstedet ikke tillater crawling av URL-en, gjøres det et 
innslag i databasen som angir denne ressursen som blokkert på grunn av robots.txt. Dersom 
nettstedet ikke har en robots.txt lastet ned, legges den en forespørsel om nedlasting av robots.txt for 
nettstedet på køen til prosessen(e) som laster ned robots.txt filer. URL-en legges så i en liste over 
URL-er som venter på å bli sjekket opp mot robots.txt. Dersom robots.txt for nettstedet er i ferd 
med å lastes ned, legges URL-en i den samme lista. Når robots.txt-fila er ferdig lastet ned og 
scheduleren mottar den, hentes denne lista ut og hver URL sjekkes opp mot robots.txt om det er 
greit å laste den ned. Hvis ja, legges URL-en på crawl-køen, hvis ikke blokkeres ressursen via et 
innslag i databasen. 
Crawl-kø
Scheduleren sin hovedoppgave er å holde styr på køen over nettsider som skal lastes ned, kalt 
crawl-køen. Denne køen må være utformet på en slik måte at den ikke overbelaster enkelte 
nettsteder. Dette gjør den ved å ha en liste over alle nettsteder som besøkes, og tar vare på 
tidspunktet hvert nettsted sist ble aksessert. Scheduleren har også en lokal kopi av nettstedets 
robots.txt-fil som den bruker til å se om nettstedet har angitt en egen crawl-delay, det vil si antall 
sekunder som crawleren må vente mellom hver forespørsel til nettstedet. Hver gang det sendes en 
forespørsel til et nettsted, markeres dette nettstedet som i bruk, og alle andre forespørsler må vente 
til forespørselen er ferdig prosessert og det har gått minimum antall sekunder som er angitt i crawl-
delay. Det er derimot ikke alle nettsteder som angir crawl-delay i robots.txt fila, slik at crawleren 
bruker 10 sekunder som en standard-verdi dersom noen annet ikke er oppgitt. Dette gjør crawleren 
ikke overbelaster nettsteder. 
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Crawl-køen er implementert som en minimum-heap. En minimum-heap er en slags tre-struktur som 
automatisk sorterer alle verdiene basert på en nøkkel. Nøkkelen som benyttes for URL-ene i crawl-
køen er tidspunktet når det er sannsynlig at det er lov å prøve å sende en forespørsel til nettstedet 
som inneholder nettsiden. 
Tilstand
På grunn av den asynkrone naturen til scheduleren er den bygd opp på en måte som ligner veldig på 
en tilstandsmaskin. Hvert nettsted i scheduleren har sin egen tilstand. Tilstandene for hvert nettsted 
er:
– Ingen informasjon
– Ingen robots.txt
– Robots.txt lastes ned
– Klart for forespørsler (så lenge crawl-delay følges)
– Forespørsel pågår
Ingen informasjon
Dersom scheduleren ikke har noen informasjon om et nettsted, lastes denne ned fra databasen. 
Nettstedet får da tilstanden 'Ingen robots.txt'. Når scheduleren er i denne tilstanden tillates det ikke 
at noen URL-er for dette nettstedet legges i crawl-køen. Når scheduleren har lastet ned nødvendig 
informasjon om nettstedet fra databasen, vil tilstanden for nettstedet endres til 'ingen robots.txt'.
Ingen robots.txt
Dersom scheduleren ikke har en lokal kopi av nettstedets robots.txt, vil det sendes en forespørsel til 
prosessen(e) som laster ned robots.txt-filer. Når scheduleren er i denne tilstanden tillates det ikke at 
noen URL-er for dette nettstedet legges i crawl-køen. Etter forespørselen om robots.txt for 
nettstedet er send, endre tilstanden for nettstedet til 'robots.txt lastes ned'.
Robots.txt lastes ned
Når scheduleren venter på at robots.txt-filen for nettstedet skal lastes ned har den ingen mulighet til 
å avgjøre om nettstedet tillater at en URL kan lastes ned eller ikke. Hver potensiell URL legges i en 
egen vente-liste for nettstedet. Når scheduleren mottar robots.txt-fila for nettstedet, endres tilstanden 
for nettstedet til 'Klart for forespørsler', og alle URL-ene i vente-lista for nettstedet blir forsøkt lagt 
til i crawl-køen. 
Klart for forespørsler
Når nettstedet er i denne tilstanden, kan scheduleren legge forespørsler for nettsider ut på køen for 
nedlasting. Dette kan kun gjøres dersom det minimum har gått det antall sekunder som crawl-delay 
spesifiserer siden sist forespørsel. Hvis det ikke har har gått det antall sekunder crawl-delay 
spesifiserer siden sist forespørsel, legges URL-en tilbake i crawl-køen. Dersom det har gått mer enn 
antall sekunder crawl-delay spesifiserer siden sist forespørsel, legges URL-en på køen for 
nedlasting og tilstanden for nettstedet endres til 'Forespørsel pågår'.
Forespørsel pågår
Når nettstedet er i denne tilstanden kan ingen nye forespørsler sendes til nettstedet. Hver gang en 
URL som tilhører dette nettstedet hentes ut fra crawl-køen, legges de umiddelbart tilbake i køen 
med verdien nå + crawl-delay som tiden hvor URL-en potensielt kan sjekkes neste gang.
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Nedlaster
For å laste ned en nettside fra internett, må man sende en HTTP-forespørsel til serveren som kan 
levere nettsiden. Basert på hvordan denne forespørselen er bygd opp, får man tilbake et svar fra 
serveren som kan inneholde nettsiden man forespurte. Python har en innebygget http-klient som 
fungerer glimrende til dette formålet. Den tar seg av ting som å opprette en nettverkskobling til 
serveren, samt sende og motta data over nettverkskoblingen. 
Forespørselen man sender til serveren inneholder en rekke HTTP-headere. Basert på disse headerne 
kan man fortelle serveren hva slags type ressurser man er ute etter. Man kan bestemme hva slags 
filmformat man vil ha for den gitte URL-en, man kan bestemme om fila skal komprimeres og man 
kan spørre serveren om ressursen har forandret seg siden sist gang man lastet den ned.
Når man har sendt forespørselen til serveren, får man et svar tilbake. På samme måte som 
forespørselen, inneholder svaret HTTP-headere som beskriver svaret man fikk. Det inneholder også 
en statuskode som forteller hva som skjedde da forespørselen ble behandlet på serveren, samt 
hvilken HTTP-versjon serveren bruker. Vanlige statuskodene er 200, som sier at ressursen ble 
funnet og sendt til klienten og statuskode 404 sier at serveren ikke fant ressursen. 
Mellomlagring (Caching)
For en robot er det svært ofte ønskelig å fortelle serveren at man allerede har en versjon av 
ressursen man er ute etter, og hvilken ressurs man har lagret lokalt. Hver gang man laster ned en 
ressurs, inneholder svaret som regel informasjon om når ressursen ble produsert og eventuelt sist 
endret. HTTP-header «Date» skal alltid være inkludert i svaret fra serveren, og det inneholder 
datoen for forespørselen. RFC2616, standarden som beskriver HTTP forteller at Date-header alltid 
skal være inkludert i svaret. Det finnes enkelte unntak hvor dato ikke trenger være med, som f.eks 
statuskode 100 og 101 (fortsett, og bytte av protokoll), eller statuskode 500 og 503 (intern server 
feil og tjeneste utilgjengelig) hvor det ofte er vanskelig å finne korrekt dato, men i alle andre 
tilfeller skal Date-header være med (Fielding 1999 URL). HTTP-header Last-Modified kan være 
inkludert i svaret, men HTTP-protokollen setter ingen krav til at denne må være tilstede. Last-
Modifed inneholder datoen ressursen sist ble endret. Ved å ta vare på disse verdiene kan man gjøre 
en betinget forespørsel basert på en av disse datoene.
Ved å benytte HTTP-header If-Modified-Since med innholdet av en tidligere Last-Modified eller 
Date som verdi, vil serveren kun sende ressursen hvis den har en versjon som er nyere. Dessverre er 
det ikke alle servere som støtter denne funksjonaliteten. Dersom serveren ikke støtter headeren, vil 
den kun ignorere det og sende ressursen likevel. Selv om serveren har støtte for If-Modified-Since 
er det ikke sikkert at nettstedet gjør det mulig for serveren å benytte seg av funksjonaliteten. Mange 
nettsteder i dag serverer dynamisk genererte nettsider, som genereres på nytt hver gang en klient 
spør om ressursen. HTTP- serveren har ofte ingen mulighet til å avgjøre om ressursen er den samme 
som roboten har lagret lokalt, eller om det er en ny ressurs. Dersom ressursen ikke er dynamisk 
generert, men en statisk fil som ligger lagret på serveren, kan serveren enkelt sjekke datoen fila sist 
ble endret og sammenligne den med innholdet i If-Modified-Since headeren. Dersom fila er endret, 
blir ressursen sendt tilbake til klienten med statuskode 200 – OK. Dersom fila ikke er endret, sender 
serveren kun tilbake et svar med statuskode 304 – Ikke endret. På denne måten kan man spare 
båndbredde. Man vil også spare prosessorkraft hos roboten, siden man ikke trenger å sjekke om 
websiden er lik en tidligere nedlastet webside. Det er ikke sikkert at serveren vil spare 
prosessorkraft, siden dette varierer veldig med hvilken programvare serveren kjører, samt hvordan 
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nettstedet er programmert. 
Apache er en av verdens mest brukte HTTP-servere. I mars 2009 viste Netcraft sine statistikker at 
46% av de 224 794 695 nettstedene de overvåker brukte  Apache som HTTP-server. (Netcraft 2009
URL) Apache har innebygget støtte for HTTP-headere som brukes i betingete forespørsler som If-
None-Match og If-Modified-Since. Men denne innbygde støtten fungerer kun på statiske filer, det 
vil si filer som ligger lagret på serveren. For sider som er dynamisk generert av et script eller 
program, har ikke Apache mulighet for å vite når ressursen sist ble endret. Derfor må utviklere av 
slike script og programmer selv legge inn støtte for betingete forespørsler. Dessverre er det mange 
utviklere som ikke implementerer dette, mest sannsynligvis fordi de ikke vet hvordan det skal 
gjøres, eller kanskje de ikke har hørt om at det i det hele tatt er mulig. Flere av mine bekjente har 
holdt på med webutvikling i mange år, og har aldri hørt om disse HTTP-headerne og hva de gjør. 
Dette gjør at det finnes mange dynamisk genererte sider som ikke benytter seg av informasjonen i 
de betingete forespørslene. Det eneste dette har å si for crawleren i denne oppgaven, er at den må 
sjekke om siden er endret eller ikke på bakgrunn av tidligere nedlastede versjoner av den samme 
nettsiden.
Standard oppbygging av en nedlaster
Konstruksjonen av en nedlaster er separert ut av selve programkoden. En nedlaster innholder en 
rekke klasser som hver tar seg av en del av prosesseringen. For å gjøre det enkelt å bytte ut enkelt-
klasser samt gjøre det enkelt å legge til ny funksjonalitet benytter jeg meg av dynamisk 
konstruksjon av objekter som jeg har beskrevet tidligere. I databasen definerer man en nedlaster 
som er knyttet opp til et navn. Man definerer også opp hvilke attributter nedlasteren skal ha. De 
vanlige attributtene er responseHandlers, requestHandlers og transitPreparers. Det eneste man gjør 
i koden for å benytte seg av nedlasteren slik den er definert i databasen er å opprette et Contex-
objekt. Dette er et objekt som kan hente ut pre-definerte objekter ut av en kontekst. Ved å be dette 
context-objektet om objektet med navn crawl.download vil de objektene som er definert i databasen 
som matcher dette navnet blir importert og instansiert. Koden som benytter seg av en nedlaster 
trenger ikke å tenke på at den må importere de riktige klassene. Hvis man gjør en eventuell endring 
av en nedlaster trenger man ikke å endre koden som bruker den. Det eneste man trenger å gjøre er å 
lage nye prosesserings-klasser og beskrive disse i databasen, så vil resten av koden automatisk ta 
dette i bruk ved neste start av crawleren. Dette er med vilje lagt opp til å ligne på JNDI (java 
naming and directory interface), som er en velkjent standard for programmerere med enterprise java 
bakgrunn. Dette gjør at man får en løs kobling mellom klassene som brukes, og gjør det ekstremt 
mye enklere å innføre ny funksjonalitet enn om nedlasteren hadde vært kodet på normalt vis som en 
vanlig klasse som selv instansierer de objektene den trenger. Figur 9 viser hvordan en generell 
nedlaster ser ut som startes fra kommandolinja. Denne nedlasteren kan kjøres fra hvilken som helst 
maskin så lenge den har mulighet til å koble til den felles databasen.
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Som nevnt tidligere er en nedlaster en samling av klasser som jobber sammen. Klassene er delt opp 
i tre grupper; en gruppe som behandler en forespørsel, en gruppe som behandler svaret og en gruppe 
som klargjør data for overførsel tilbake til scheduleren. Figur 10 viser hvordan crawlerens nedlaster 
er definert i databasen. Figur 11 viser strategien nedlasteren bruker for å laste ned en nettside fra et 
nettsted.
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import context
import time
import queue.Empty
from multiprocessing import freeze_support, get_logger
from remote.resource import ClientResourceManager
if __name__ == '__main__':
    freeze_support()
    context = context.Context()
    downloader = context.get('crawl.download')
    configuration = context.get('crawl.configuration')
    get_logger().info("Connecting to resourceManager")
    manager = ClientResourceManager(configuration.serveraddress, 
configuration.securityKey)
    manager.connect()
    get_logger().info("Connected")
    
    newUrls = manager.newUrls()
    toSchedulerQueue = manager.parsedUrls()
    exitEvent = manager.exitEvent()
    
    try:
        while not exitEvent.is_set():
            try:
                item = newUrls.get(block=True, timeout=3)
                get_logger().info("Downloading {0}".format(item))
                toSchedulerQueue.put(downloader.download(**item))
            except queue.Empty:
                time.sleep(0.1)
            except downloader.DownloadException as e:
                get_logger().error("Failed to download {0}".format(item))
                toSchedulerQueue.put(("ERROR", item))
    except KeyboardInterrupt:
        get_logger().info("Sleeping for 3 seconds to flush data before 
exit.")
        time.sleep(3)
    get_logger().info("Exiting...")
Figur 9: En genrell nedlaster
Den oppbygningen jeg har valgt for de klassene som bygger opp en forespørsel er som følger:
– UrlProcessor
– Denne klassen splitter en URL opp i komponentene, slik at andre klasser enkelt kan få 
tilgang til disse, uten å være nødt til å gjøre samme operasjonen flere steder.
– CrawlIdHandler
– Denne klassen setter nummeret til crawlen i forespørselen i tilfelle andre klasser har 
bruk for dette. Denne klassen husker på crawl-nummeret mellom forespørsler så det blir 
kun gjort ett oppslag i databasen for hver crawl. 
– CachingHandler
– Denne klassen gjør et oppslag i databasen for å se om nettsiden er lastet ned tidligere.
– Dersom det finnes et innslag i databasen for nettsiden, hentes headerne som nettstedet 
returnerte forrige gang nettsiden ble lastet ned. Dersom det er spesifisert en Last-
Modified, inkluderes denne i forespørselen som en If-Modified-Since header. Hvis Last-
Modified ikke finnes, brukes Date headeren som verdi i If-Modified-Since. 
– Dersom ETag headeren var inkludert i svaret fra nettstedet forrige gang nettsiden ble 
lastet ned, inkluderes denne verdien i en If-None-Match header i forespørselen.
– RobotIdentifierHandler
– Denne klassen inkluderer informasjon om crawleren i forespørselen. De standard-
headerne som blir satt er User-Agent og From. Verdiene som brukes for disse headerne 
konfigureres i databasen.
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Figur 10: Konfigurasjon av nedlaster for crawleren
– GzipContentHandler
– Denne klassen inkluderer en Accept-Encoding header med gzip som verdi. Dette 
forteller nettstedet at crawleren har mulighet for å motta data som er komprimert via 
gzip-algoritmen. 
class HttpDownloadStrategy(DownloadStrategy):
    """
    This strategy uses the request to download a web-page via an url.
    """
    logger = get_logger()
    
    def download(self, request):
        self.logger.info('Opening connection to 
{0}'.format(request.getNetloc()))
        self.logger.info("Using headers: {0}".format(request.getHeaders()))
        connection = http.client.HTTPConnection(request.getNetloc())
        if not connection: 
            raise DownloadException("Could not connect to 
{0}".format(request.getNetloc()))
        else: 
            self.logger.debug("Connected")
        self.logger.debug("Sending GET request to host {0} for resource 
{1}".format(request.getNetloc(), request.getPath()))
        connection.request("GET", request.getPath(), 
headers=request.getHeaders())
        response = connection.getresponse()
        if not response: 
            raise DownloadException("Could not get response when 
downloading {0}".format(request.url))
        
        self.logger.debug("Received status code {0}: 
{1}".format(response.status, response.reason))
        content = response.read()
        self.logger.info("Read {0} bytes".format(len(content)))
        connection.close()
        self.logger.info("Received headers:
{0}".format(response.getheaders()))
        
        self.logger.info("{0} downloaded. StatusCode: 
{1}".format(request.url, response.status))
        return Response(content, 
                        siteId=request.siteId, 
                        resourceId=request.resourceId, 
                        url=request.url, 
                        status=response.status, 
                        headers={x[0] : x[1] for x in 
response.getheaders()})
Figur 11: Strategi for nedlasting av nettsider fra et nettsted
Etter forespørselen er ferdig konstruert, blir den sendt til nedlasting-strategien. Den standard 
strategien jeg bruker i nedlasteren er HttpDownloadStrategy. Denne tar en forespørsel og sender en 
HTTP GET forespørsel til nettstedet med de headerne som er lagt til av de klassene jeg akkurat har 
beskrevet. Dersom det ikke er mulig å koble til serveren til nettstedet, vil det kastes en 
DownloadException som avbryter forespørselen. Scheduleren vil da få beskjed om at nettstedet 
ikke er tilgjengelig og vil blokkere flere forespørsler til det samme nettstedet for resten av crawlen. 
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Dersom det ble opprettet en kobling til serveren, vil det blir konstruert et respons-objekt som 
inneholder statuskoden og headerne serveren sendte, samt innholdet av en eventuell ressurs 
serveren sendte. 
Etter respons-objektet er konstruert blir det behandlet av følgende klasser:
– CrawlIdHandler
– Crawlens id-nummer blir også satt i respons-objektet dersom noen andre klasser skulle 
trenge dette.
– StatusStorer
– Statuskoden for hver nedlastet nettside blir lagret i en egen tabell i databasen. Dette gjør 
det mulig å enkelt kunne se hvilke URL-er som returnerer hvilke statuskoder.
– CachingHandler
– Her sjekkes det om serveren returnerte HTTP statuskode 304 – ikke endret. Dersom 
denne koden er statuskoden for responsen fra serveren, avbrytes videre prosessering av 
responsen, siden nettsiden er lik den forrige versjonen.
– StatusCodeChecker
– Resten av klassene som prosesserer responsen antar at statuskoden for nettsiden er 200 – 
ok. Denne klassen avbryter videre prosessering dersom statuskoden er en annen enn 200.
– GzipContentHandler
– Denne klassen sjekker om serveren returnerte HTTP headerne Content-Encoding 
og/eller Transfer-Encoding. Dersom en av disse headerne har gzip som verdi, vil denne 
klassen pakke ut innholdet og legge den utpakkede versjonen tilbake i respons-objektet. 
Denne klassen har ingen funksjon dersom den ikke er en del av forespørsel-
oppbygningen siden servere ikke sender innhold pakket med gzip dersom klienten ikke 
informerer om at den støtter det.
– En rekke klasser for å finne riktig koding for innholdet. De er i separate klasser, men hører 
sammen i en bestemt rekkefølge.
– ContentTypeHandler
– Serveren kan sende Content-Type HTTP headeren sammen med entiteten. Denne 
forteller hvilken media-type innholdet har, for eksempel text/html eller 
application/xhtml. Den kan også inneholde informasjon om hvilken koding som er 
brukt i entitenen. Denne klassen ser om en koding er spesifisert i Content-Type, og 
hvis den finnes så settes kodingen i respons-objektet.
– BomContentHandler
– Dersom respons-objektet allerede har en koding satt, gjør ikke denne klassen noe.
– Hvis respons-objektet ikke har en koding satt, vil denne klassen lete gjennom 
begynnelsen av entiteten for å se om den finner en Byte Order Mark, eller BOM, 
som den vet identifiserer en koding. En BOM er en serie av bytes som en fil starter 
med som identifiserer kodingen brukt i fila. Hvis en BOM blir identifiser settes den 
korresponderende kodingen i respons-objektet. BOMs som denne klassen kjenner 
igjen er:
– UTF 32 Little endian
– UTF 32 Big endian
– UTF 8
– UTF 16 Big endian
– UTF 16 Little endian
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– UTF 7
– MetaEncodingHandler
– Dersom respons-objektet allerede har en koding satt, gjør ikke denne klassen noe.
– Hvis respons-objektet ikke har en koding satt, vil denne klassen lete gjennom 
headeren i HTML-dokumentet for å finne en META-tag som har attributten http-
equiv satt til Content-Type. Dersom den finner en slik META-tag, letes det etter en 
koding spesifisert i verdien til tag-en. Hvis den finnes, settes kodingen i respons-
objektet. Denne klassen bruker kodingen ISO-8859-1, bedre kjent som Latin-1, for å 
søke etter META-tagen. Dette er den kodingen som er spesifisert i RFC-2616 som 
skal brukes dersom ingen annen koding kan finnes (Fielding 1999 URL).
– Encoder
– Denne klassen vil gjøre den faktiske kodingen av entiteten, dersom det er funnet en 
koding av klassene som jeg tidligere har beskrevet. Dersom det ikke er funnet en 
koding, vil denne klassen avbryte videre prosessering siden det ikke er mulig å 
behandle teksten i entiteten uten å vite hvilken koding som skal brukes.
– Sha512HashComputer
– Denne klassen produserer en SHA512 hash for entiteten. Dette er en 512 bit streng som 
beskriver innholdet. Denne hash-strengen lagres sammen med nettsider som er lastet 
ned. Grunnen til at jeg bruker denne hashen, er at det gjør det enkelt å se om det allerede 
finnes en nettside som er eksakt lik en annen. Denne hash-strengen lagres i respons-
objektet.
– ContentEqualityChecker
– Denne klassen ser om det tidligere er lastet ned en nettside som er lik den som akkurat 
ble lastet ned. Den benytter seg av hashen produsert tidligere og gjør en spørring i 
databasen etter ressurser som har lik hash. Hvis den finner andre ressurser som har den 
samme hashen, er det en stor sannsynlighet for at inneholdet er likt. Grunnen til at det er 
en stor sannsynlighet, og ikke 100% sannsynlig er at en hash på 512 bit kan ikke unik 
identifisere en entitet på potensielt flere hundre kilobytes. To forskjellige entiteter kan ha 
samme hash-verdien, og dette kalles en hash-kollisjon. For å unngå disse falske positive, 
lastes alle ressursene med lik hash ned. Denne klassen benytter seg av samme prosessen 
som tidligere beskrevet for å pakke ut eventuell gzip-komprimering samt finne riktig 
koding og kode entiteten. Deretter blir hver ressurs sammenlignet med den entiteten som 
akkurat er lastet ned. Dersom en en av disse er like, vil videre prosesseringen av 
responsen avbrytes.
– ResponseStorer
– Nå som det er identifisert at entiteten ikke er lik en tidligere nedlastet ressurs, lagres 
entiteten i databasen. Denne lagrer entiteten i downloadedpages tabellen, samt HTTP 
headerne serveren sendte i headers tabellen.
– RobotsMetaHandler
– I tillegg til robots.txt for et nettsted, kan en nettside inneholde informasjon roboten må 
forholde seg til. Ved å legge inn en HTML META-tag med navn robots kan nettsiden 
beskrive hvordan en robot skal forholde seg til nettsiden. Den kan fortelle at nettsiden 
ikke skal indekseres, og at linkene fra denne siden ikke skal følges. Denne klassen leter 
etter en slik META-tag og dersom den beskriver at linkene ikke skal følges, avbryter den 
videre prosessering av respons-objektet.
– LinkExtracter
– Denne klassen leter gjennom HTML dokumentet og henter alle A-tags (anchor). Dette er 
tags som inneholder lenker til andre nettsider. Verdien av href attributtet til disse tagene 
lagres i en liste i respons-objektet
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– LinkCanonicalizer
– Denne klassen går gjennom hver lenke som tidligere er blitt trukket ut av HTML 
dokumentet. For hver lenke avgjør den om URL-en er relativ. Dersom den er det så lager 
den en absolutt URL basert på URL-en til entiteten som ble lastet ned. Deretter 
kanoniserer den alle URL-ene slik at alle følger samme formatet. Disse prosesserte 
lenkene legges tilbake og overskriver lenkene i respons-objektet
– DuplicateLinkRemover
– Siden det er godt mulig at entiteten inneholder flere lenker til samme nettsted, eller at 
flere lenker blir like etter kanoniseringen, vil denne klassen fjerne eventuelle duplikater i 
lenke-listen.
Til slutt vil respons-objektet passere gjennom eventuelle klasser som klargjør respons-objektet for 
overførsel tilbake til scheduleren. Dette siste steget er streng tatt ikke nødvendig, men det vil hindre 
at unødvendig data overføres fra nedlasteren til scheduleren. De vanlige stegene jeg bruker i denne 
oppgaven er å fjerne innholdet av entiteten fra respons-objektet.
Likhet
Det å avgjøre om to nettsider er like er mer komplisert enn det høres ut som. Det er ofte små 
endringer som gjøres mellom hver forespørsel. Dersom man kun gjør en byte-for-byte 
sammenligning av nettsidene, vil disse endringene føre til at crawleren tror den har to forskjellige 
nettsider. Et eksempel på dette er http://blog.golden-ratio.net hvor nettsiden inneholder en 
kommentar som forteller hvor lang tid serveren brukte på å generere nettsiden. Dette er en verdi 
som ofte vil endre seg, selv om nettsiden egentlig ikke er forandret. Dersom dette nettstedet ikke 
støtter betingede forespørsler, vil crawleren mest sannsynlig tro at den har fått to forskjellige 
nettsider. 
Det man helst er ute etter er om to nettsider er nesten like. Dersom de for eksempel er 1% 
forskjellige er det stor sannsynlighet for at det er den samme nettsiden uten noen viktige endringer. 
Disse endringene kan være en dato som er forskjellig, et reklame-banner som er byttet ut eller 
lignende. Manku og Jain fra Google har sammen med Sarma fra Stanford University utviklet en 
metode for å raskt avgjøre om en nettside er nesten lik en eller flere andre. De har utviklet en hash-
metode som heter simhash (Manku 2007 URL). I motsetning til vanlig hashing som kun kan 
identifisere helt like dokumenter, har simhash den egenskapen at dersom to dokumenter er nesten 
like så får de en simhash som er nesten lik også. Det er derfor mulig å lage et fingeravtrykk av et 
dokument og ved hjelp av et oppslagsystem kunne finne alle andre kjente dokumenter som har et 
fingeravtrykk som er nesten likt. 
Selv om algoritmen for simhash er beskrevet i rapporten fra Manku et al., føler jeg at det å 
implementere en simhash-algoritme ligger utenfor denne oppgavens omfang. Dersom det er 
ønskelig å benytte seg av simhash ved en senere anledning, bør det være enkelt å inkludere denne 
algoritmen i resten av systemet.
En annen metode for å avgjøre om to nettsider er nesten like er å kalkulere Levenshtein avstanden 
mellom de to nettsidene. Levenshtein avstanden beskriver antall endringsoperasjoner som må til for 
å få det ene dokumentet til å bli likt det andre. Jeg forsøkte med en python-implementasjon av 
Levenshtein avstanden for å teste for likhet, men dette gikk for tregt. Ved å teste to dokumenter på 
ca 200 kilobyte mot hverandre linje for linje, brukte algoritmen ca 10 sekunder for å kalkulere 
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avstanden. På grunn av dette har jeg kun valgt å bruke en standard hash-algoritme for å sjekke om 
en nøyaktig kopi er lastet ned tidligere. Dersom kun noen få bytes er endret, vil systemet regne dette 
som en ny versjon.
Analyse av innsamlet data
For å enkelt kunne hente ut ønsket informasjon fra en HTML-side, har jeg laget en egen parser som 
finner navnet og plasseringen på hver enkelt tag i dokumentet. Denne parseren er bygget opp rundt 
regulære uttrykk som leter etter strukturen til tag-ene. Dette er ikke nødvendigvis en optimal måte å 
parsere et dokument på, men det gjør nytten sin. Det finnes bedre biblioteker som tolererer at 
dokumentet ikke er velformet, det vil si at det følger standarden til HTML eller XHTML. 
BeautifulSoup er et slikt bibliotek for python. Dessverre har ikke BeautifulSoup støtte for python 3 
enda, men jeg regner med at dette kommer snart. Roboten kan da bytte ut den selvlagde HTML-
parseren med BeautifulSoup og på den måten få en mer stabil parser.
Måten systemet er designet på for å laste ned nettsider gjør det enkelt å utvide systemet for å gjøre 
helt andre ting enn å laste ned nettsider fra nettsteder. Det er svært liten forskjell på å laste ned data 
fra en nettside og prosessere innholdet for videre crawling, og å laste ned en nettside fra databasen 
og analysere innholdet. Ved å sette opp en egen nedlaster for en analyse-funksjon, kan man med 
veldig lite kode sette opp analysepakker som kan analysere akkurat det man ønsker. 
Et eksempel på en analysemetode kan være en analyse over antall HTML tags per side, og hvor ofte 
en tag brukes. For å få til dette er det en del steg som må gjennomføres:
– Laste ned en side fra databasen
– Siden det er rådata som ligger i databasen må man:
– Eventuelt pakke ut innhold som er komprimert med gzip
– Finne riktig koding på innholdet
– Kode innholdet med riktig koding
– Parse HTML-dokumentet så man kan behandle alle tag-ene.
– Telle hver tag
– Gjøre noe med dataen
Mye av dette er helt likt det som gjøres når en nettside lastes ned fra et nettsted. Jeg tenker særlig på 
det å pakke ut komprimert innhold og finne riktig koding. Dette må gjøres for hver eneste 
analysepakke. Det hadde vært fint å kunne gjenbruke koden fra nedlasteren slik at også 
analysepakkene kan benytte seg av samme koden. På den måten slipper man å duplisere kode i hver 
analysepakke. På grunn av den dynamiske konfigureringen som nedlasteren bruker er det svært lett 
å gjenbruke denne koden i analysepakker. Hvordan? Enkelt. Man definerer opp grunnlaget for en 
analysepakke på samme måten som en nedlaster. I og for seg så er grunnlaget for en analysepakke 
en nedlaster – den laster ned nettsider fra databasen. Figur 12 Viser hvordan en slik nedlaster 
defineres i databasen.
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Her ser man at det er de samme klassene fra crawleren som gjenbrukes uten kodeendringer. Det er 
brukt to nye klasser, som ikke er i bruk i en standard crawl: HtmlParserHandler og TagCounter. 
HtmlParserHandler prosesserer HTML-innholdet i nettsiden og lagrer parseren i respons-objektet. 
TagCounter-klassen benytter seg av denne parseren for å telle de forskjellige linkene som benyttes. 
TagCounter-klassen er implementert i kildefila som tilhører analysepakken, og ikke i samme fil som 
de vanlige Handler-klassene. Dette viser hvor lett det er å sy sammen en nedlaster fra klasser som 
ligger i mange filer. Figur 13 viser hvordan TagCounter-klassen er implementert. Det er også 
definert en annen strategi for nedlasting enn den som brukes i crawleren, nemlig 
SqlDownloadStrategy. Implementasjonen av denne kan ses i Figur 16.
Etter man har definert en nedlaster for analysepakken, må man bruke den for å kunne få ut ønsket 
data. Figur 14 viser en funksjon som benytter seg av nedlasteren som vist i Figur 12 for å telle 
HTML-tags. Figur 15 viser utskriften av en kjøring av denne funksjonen på et datasett med 25 
unike nettsider. 
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Figur 12: Konfigurasjon av nedlaster for analyse av HTML tags
from remote.download import ResponseHandler
class TagCounter(ResponseHandler):
    """
    This responseHandler counts the number of tags in the HTML content.
    Content must be parsed.
    """ 
    
    def handleResponse(self, response):
        response.tagCount = {}
        for tagname in response.parsedHtml.links.keys():
            if tagname.startswith('/'): continue
            response.tagCount[tagname] = 
len(response.parsedHtml.links[tagname])
Figur 13: Implementasjon av TagCounter
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import context
import orm.orm as orm
def countTags():
    context = context.Context()
    downloader = context.get('tagcounter.download')
    
    pagesStorer = orm.DownloadedPagesStorer.create()
    latestDownloadIds = pagesStorer.getLastDownloadedIds()
    
    pages = {}
    totalTags = {}
    pageSize = 0
    for idContainer in latestDownloadIds:
        id = idContainer.id
        response = downloader.download(id=id)
        pages[id] = response.tagCount
        pageSize += len(response.getContent())
        for key, value in response.tagCount.items():
            if key in totalTags:
                totalTags[key] += value
            else:
                totalTags[key] = value
    
    numPages = len(pages)
    totalTagCount = sum([value for key, value in totalTags.items()])
    averageTagCount = totalTagCount / numPages
    print("Counting tags for {0} downloaded pages".format(numPages))
    print("Average size for page is {0} bytes".format(pageSize / numPages))
    print("Average number of HTML tags in the downloaded pages is 
{0}".format(averageTagCount))
    for tagname, count in totalTags.items():
        print("Average number of {0} tag is {1}. Total {2} 
tags".format(tagname, count / numPages, count))
Figur 14: Analysepakke for telling av HTML tags
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Counting tags for 25 downloaded pages
Average size for page is 104906.0 bytes
Average number of HTML tags in the downloaded pages is 1504.28
Average number of code tag is 0.04. Total 1 tags
Average number of h2 tag is 9.52. Total 238 tags
Average number of h3 tag is 5.28. Total 132 tags
Average number of h1 tag is 1.32. Total 33 tags
Average number of dl tag is 0.6. Total 15 tags
Average number of h4 tag is 0.28. Total 7 tags
Average number of h5 tag is 6.44. Total 161 tags
Average number of meta tag is 5.0. Total 125 tags
Average number of table tag is 7.84. Total 196 tags
Average number of font tag is 0.04. Total 1 tags
Average number of select tag is 0.04. Total 1 tags
Average number of noscript tag is 0.88. Total 22 tags
Average number of style tag is 0.24. Total 6 tags
Average number of span tag is 232.72. Total 5818 tags
Average number of sub tag is 0.08. Total 2 tags
Average number of img tag is 25.6. Total 640 tags
Average number of title tag is 1.0. Total 25 tags
Average number of tr tag is 39.44. Total 986 tags
Average number of tbody tag is 0.32. Total 8 tags
Average number of label tag is 1.52. Total 38 tags
Average number of html tag is 1.0. Total 25 tags
Average number of th tag is 10.36. Total 259 tags
Average number of sup tag is 36.0. Total 900 tags
Average number of input tag is 4.68. Total 117 tags
Average number of td tag is 73.56. Total 1839 tags
Average number of cite tag is 8.16. Total 204 tags
Average number of body tag is 1.0. Total 25 tags
Average number of head tag is 1.0. Total 25 tags
Average number of blockquote tag is 1.0. Total 25 tags
Average number of option tag is 0.2. Total 5 tags
Average number of form tag is 1.12. Total 28 tags
Average number of hr tag is 1.16. Total 29 tags
Average number of big tag is 0.12. Total 3 tags
Average number of dd tag is 0.16. Total 4 tags
Average number of ol tag is 1.16. Total 29 tags
Average number of link tag is 19.52. Total 488 tags
Average number of br tag is 20.52. Total 513 tags
Average number of li tag is 128.6. Total 3215 tags
Average number of dt tag is 0.44. Total 11 tags
Average number of strong tag is 7.72. Total 193 tags
Average number of a tag is 566.64. Total 14166 tags
Average number of b tag is 87.08. Total 2177 tags
Average number of wbr tag is 1.56. Total 39 tags
Average number of center tag is 0.96. Total 24 tags
Average number of i tag is 45.48. Total 1137 tags
Average number of button tag is 0.12. Total 3 tags
Average number of p tag is 40.28. Total 1007 tags
Average number of iframe tag is 0.88. Total 22 tags
Average number of small tag is 4.16. Total 104 tags
Average number of div tag is 87.52. Total 2188 tags
Average number of ul tag is 13.92. Total 348 tags
Figur 15: Resultatet av analysen for telling av tags
Web-applikasjonen
Jeg har valgt å bruke Django som rammeverk for å utvikle web-applikasjonen. Django er et MVC 
(model-view-controller) rammeverk utgitt som åpen kildekode. Et MVC rammeverk er et 
rammeverk som har en klar inndeling av de forskjellige lagene i koden. Det er et eget lag for 
forretningslogikk (modellen), et eget lag for koden som rendrer HTML-sidene (view-et) og et eget 
lag for koblingen mellom forretningslogikk og rendringen (kontrolleren). Ved å bruke MVC-
inndelingen får man et mer ryddig og utvidbart system enn om man skulle blande de forskjellige 
lagene. Django har et utmerket system for å koble URL-er i applikasjonen til funksjoner som henter 
ut innhold via forretningslogikken og rendrer HTML-sider. Django har også en automatisk generert 
administrator-grensesnitt man kan bruke til å se på objekter i databasen og gjøre endringer på de. 
De skjermbildene som viser konfigurasjon i denne oppgaven er skjermdumper av dette 
grensesnittet. 
Dessverre ble ikke denne web-applikasjonen fullført, slik at det ikke eksisterer et ferdig system for å 
knytte analysepakker opp mot web-applikasjonen. 
Hvordan sette i gang en crawl
For å klargjøre programmet for en crawl må crawl-køen i databasen manuelt fylles opp med de 
nettsidene som skal prosesseres. Det var meningen at det skulle være et grensesnitt i web-
applikasjonen for å gjøre dette, men dette grensesnittet ble ikke ferdigstilt. 
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class SqlDownloadStrategy(DownloadStrategy):
    """
    This strategy uses the request to download a page from the database.
    """
    
    def __init__(self):
        self.pageStorer = DownloadedPagesStorer.create()
        self.headerStorer = HttpHeaderStorer.create()
        self.urlFinder = UrlFinder.create()
        self.statusStorer = ResourceStatusStorer.create()
        
    def download(self, request):
        page = self.pageStorer.getById(request.id)
        if not page:
            raise Downloader.DownloadException("Could not find page with id 
{0}".format(request.id))
        page = page[0]
        headers = self.headerStorer.getByResourceId(request.id)
        url = self.urlFinder.getUrlForResourceId(page.resourceId)[0]
        status = self.statusStorer.getLastStatus(page.resourceId)[0]
        return Response(page.content, 
                        resourceId=page.resourceId, 
                        url=url.url(), 
                        hash=page.hash, 
                        crawlId=page.crawl, 
                        status=status.statusCode, 
                        headers={x.name : x.value for x in headers})
Figur 16: Strategi for nedlasting fra database
Crawl-køen i databasen inneholder fremmednøkler til ressurs-tabellen. Nettsteder og enkelt-
ressurser kan være blokkerte, og skal derfor ikke være med i crawl-køen. For å foreta en full om-
crawling av alle tilgjengelige ressurser, velges altså alle ressursene fra ressurs-tabellen bortsett fra 
de som er inkludert i blokkering-tabellene.
Siden crawleren ikke har noen begrensning på hvor mange nettsider den skal besøke og legge til i 
køen, kan det virke som det er umulig å foreta flere om-crawls av datasettet som er tilgjengelig. 
Måten man kan spesifisere en om-crawl slik systemet er i dag, er å fjerne referansen til 
LinkExtracter-klassen i nedlasteren til crawleren. På den måten vil ikke nye URL-er fra nedlastede 
sider prosesseres, og antall ressurser i systemet vil holde seg konstant. For å utvide antall nettsider 
per nettsted som er registrert i systemet kan man bytte ut referansen til LinkExtracter med en annen 
klasse som kun slipper gjennom linker innenfor det samme nettstedet. På denne måten får man en 
crawl som jobber seg dypere innover i hvert nettstedet istedet for å jobbe seg bredt utover et stort 
antall nettsteder. For å gjøre det enkelt å skifte mellom de forskjellig typene av crawls, kan man 
sette opp tre forskjellige nedlastere hvor de inneholder forskjellige klasser for prosessering av 
lenker, hvor man endrer i crawler-koden hvilken nedlaster som skal brukes. Det er også mulig å 
endre crawler-koden til å hente ut navnet på nedlasteren fra databasekonfigurasjonen. 
Crawleren kjører ved å starte to programmer. Først så starter man selve scheduleren. Denne 
inneholder prosesser for å håndtere køen og for å laste ned robots.txt-filer. Det andre programmet 
man starter er en nedlaster-prosess. Man velger selv på hvilke maskiner man vil la nedlasterne kjøre 
fra, og hvor mange nedlastere som skal kjøre til en hver tid.
Crawleren kan til en hver tid avsluttes ved å trykke enter når kommandolinje-vinduet til scheduleren 
har fokus. Da sendes det et avslutt-signal til alle nedlastere, slik at alle maskiner og prosesser vil 
avsluttes automatisk.
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Konklusjon
Crawleren utviklet i denne oppgaven virker, men den virker ikke bra. I den nåværende formen har 
den mye utviklingspotensiale og en god del problemer. Siden det ikke er lagt inn et tak for antall 
nettsteder som skal inkluderes i en crawl, vil antall nettsteder raskt vokse til et så stort antall at 
scheduleren ikke får gjort noe fornuftig. Ved en start-seed på fire nettsteder (wikipedia.org, 
dagbladet.no, vg.no og uio.no) og 25 forskjellige nedlastede nettsider hadde antall nettsteder i 
databasen vokst til 653 nettsteder med tilsammen 7192 unike URL-er. Ved legge inn støtte for 
maks-tak for antall nettsteder som lagres ned i databasen vil scheduleren etter litt tid stabilisere seg 
og laste ned et bredere antall nettsider for hvert nettsted. Den nåværende crawl-algoritmen er 
virkelig et bredde-først søk, siden den i realiteten laster ned svært få nettsider per nettsted. 
Systemet for å lage egne analysepakker føler jeg er et godt designet system. Det er enkelt å 
konfigurere oppførsel via databasen. Ved å designe systemet rundt mange små klasser hvor hver 
enkelt klasse gjør en del av en større jobb er det enkelt å gjenbruke eksisterende kode. Det kunne 
fort bli uoversiktlig å benytte seg av alle de små klassene hvis man skulle holde styr på importen og 
instansiering av klassene, men kontekst-systemet jeg har designet fjerner den tungvinte 
konfigurasjonskoden og gjør den mer håndterbar via databasen. Siden jeg har brukt en URL-
lignende struktur for å beskrive en klasse i konfigurasjonen bør det være enkelt å sette seg inn i 
systemet og bruke det. 
Scheduleren er designet på en måte som gjør det enkelt å benytte seg av flere kjerner i en prosessor, 
flere prosessorer per datamaskin og til og med flere datamaskiner i et nettverk for å gjennomføre 
crawlen. Systemet fungerer godt når det skaleres ned til å kjøre på en enkel maskin, og det er svært 
enkelt å inkludere flere datamaskiner i systemet – man bare starter en ny klient på en annen maskin 
og så skjer det hele av seg selv. 
Crawleren følger alle regler for oppførsel som automatiserte programmer på Internett bør følge. Den 
har full støtte for robots.txt og respekterer nettstedenes båndbredde og prosessorkraft. Den støtter 
også robots-instruksjoner som er gitt i en nettside, via robots meta tag-en. 
Det som manger ved systemet er et system for å integrere analysepakkene inn i web-applikasjonen. 
Dette ble jeg dessverre ikke ferdig med innen oppgavens frist. Det å utføre en analyse vil være en 
tidkrevende jobb. Siden man skal jobbe med analysepakkene via web-applikasjonen må dette gjøres 
som en asynkron jobb hvor brukeren får tilbakemelding om at jobber er satt igang. Det må også 
lages en status-side hvor brukeren kan se hvilke jobber som er satt i gang, og hvilke jobber som er 
ferdige. For de ferdige jobbene må det være mulig å vise resultatet. For at web-applikasjonen skal 
kunne sette i gang en jobb og så fortelle brukeren at jobben er satt igang, uten å vente på at jobben 
er ferdig, må serveren kommunisere med en annen prosess som kjører kontinuerlig. Denne 
prosessen vil være en daemon på unix/linux og en windows service på windows-plattform. Denne 
prosessen får da beskjed om hvilken analysejobb som skal kjøres. Eventuelle parametere for jobben 
blir lagret i databasen før jobben startes. Når analysejobben er ferdig, vil den lagre resultatet i 
databasen og web-applikasjonen kan vise frem resultatet. 
Valget av Django som rammeverket til web-applikasjonen gjør det mulig å enkelt utvide web-
applikasjonen til senere å ha denne funksjonaliteten.
Brukeren av crawleren i denne oppgaven må huske å følge noen av de punktene som er nevnt under 
Netikette. Nærmere bestemt at brukeren må opprette en nettside som informerer om formålet til 
roboten, og linken til denne nettsiden må være inkludert sammen med robotens navn i User-Agent 
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HTTP-headeren som sendes med alle forespørsler. From HTTP-headeren må også inneholde en 
gyldig epost-adresse slik at administratorer for nettsteder kan ta kontakt.
Kildekode kan lastes ned fra http://www.vidaj.com/kildekode_masteroppgave_vidaj.zip 
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Appendiks A – Kildekode for scheduleren
from configuration import crawlingAgent, crawlingFrom
from remote.resource import ServerResourceManager, ClientResourceManager, 
serverAddress, securityKey
from multiprocessing.process import Process
from multiprocessing import Queue
import queue
import select, sys, time
import heapq
import orm.orm as orm
from web.url import Url
from collections import namedtuple
from nikita.robotexclusionrulesparser import RobotExclusionRulesParser
from threading import Thread
from multiprocessing import get_logger, freeze_support
import logging
import context
import traceback
from urllib.parse import urlsplit
logging.basicConfig(level=logging.INFO, format='%(asctime)s %(process)s %
(processName)s %(levelname)s  %(message)s')
exitCondition = None
exitEvent = None
downloadQueue = None
incomingQueue = None
class CrawlResponse(object):
    
    FIRST_CONTACT = "firstContact"
    
    
    
    def __init__(self, resourceId, events=None):
        self.resourceId = resourceId
        self.events = events
    
    
    def hasEvent(self, event):
        return self.events and event in self.events
class SchedulerException(Exception):
    pass
import random
class ResourceManager(object):
    
    def __init__(self):
        self.siteStorer = orm.SiteStorer.create()
        self.resourceStorer = orm.ResourceStorer.create()
        self.linkConnectionStorer = orm.LinkConnectionStorer.create()
        self.blockedResourceStorer = orm.BlockedResourceStorer.create()
    
    def getSiteAndResource(self, url):
        parsed = urlsplit(url)
        sites = self.siteStorer.get(parsed.netloc, parsed.scheme)
        if not sites:
            sites = self.siteStorer.insert(parsed.scheme, parsed.netloc)
        site = sites[0]
        
        resources = self.resourceStorer.getBySiteAndPath(site.id, parsed.path)
        if not resources:
            resources = self.resourceStorer.insert(site.id, parsed.path)
        resource = resources[0]
        return site, resource
    
    def connectLinks(self, originId, links):
        l = []
        for link in links:
            if not link: continue
            site, resource = self.getSiteAndResource(link)
            if not self.linkConnectionStorer.isLinked(originId, resource.id):
                get_logger().debug("Connecting links from resourceId {0} to 
{1}".format(originId, link))
                self.linkConnectionStorer.setLink(originId, resource.id)
            l.append((site, resource, link))
        return l
    
    def setRedirect(self, originId, url, statusCode):
        site, resource = self.getSiteAndResource(url)
        self.resourceStorer.setStatusAndAlias(originId, statusCode, resource.id)
        return site, resource
    
    def updateStatus(self, originId, statusCode):
        self.resourceStorer.setStatus(originId, statusCode)
            
def responseProcessor(event, condition, fromDownloaderQueue, toSchedulerQueue):
    get_logger().info("Response processor started")
    manager = ResourceManager()
    crawlQueueStorer = orm.CrawlQueueStorer.create()
    try:
        while not event.is_set():
            try:
                response = fromDownloaderQueue.get(True, random.randint(0, 5))
                if isinstance(response, tuple):
                    if response[0] == "ERROR":
                        crawlQueueStorer.remove(response[2])
                        toSchedulerQueue.put(response)
                        continue
                get_logger().info("Got response: {0} from 
{1}".format(response.status, response.url))
                
                resourceId = response.resourceId
                siteId = response.siteId
                links = response.links
                status = response.status
                
                get_logger().info("Received {0} links from 
{1}".format(len(links), response.url))
                toSchedulerLinks = []
                if status == 200:
                    # Process each link and document the link-fanout.
                    get_logger().debug("Connecting links from 
{0}".format(response.url))
                    toSchedulerLinks = manager.connectLinks(resourceId, links)
                elif status in (301,302,303,305,307):
                    # Update the resource with the location as alias. Used for 
crawl-queue selection later.
                    newLocation = response.getHeader('Location')
                    if newLocation != None:
                        get_logger().info("{0} is redirected to 
{1}".format(response.url, Url(newLocation).canonicalize()))
                        site, resource = manager.setRedirect(resourceId, status, 
newLocation)
                        toSchedulerLinks.append((site, resource, newLocation))
                else:
                    # Something else happened. Document the last status.
                    # This might be 404 not found, 403 forbidden, 500 server 
error etc.
                    manager.updateStatus(resourceId, status)
                
                # Remove the resource from the crawlQueue.
                crawlQueueStorer.remove(resourceId)
                toSchedulerQueue.put((response, toSchedulerLinks))
            except queue.Empty as e:
                pass
    except Exception as e:
        get_logger().error(e)
        get_logger().error(traceback.format_exception(tb=e))
        event.set()
    finally:
        get_logger().info("Exiting response processor process")
    
def robotsProcessor(event, condition, fromSchedulerQueue, toSchedulerQueue):
    get_logger().info("robots.txt downloader started")
    
    robotStorer = orm.RobotsTxtStorer.create()
    try:
        while not event.is_set():
            try:
                site = fromSchedulerQueue.get(True, random.randint(0, 5))
                id = site[0]
                url = site[1]
                get_logger().info("Downloading robots.txt from {0}".format(url))
                parser = RobotExclusionRulesParser(crawlingAgent, crawlingFrom)
                parser.fetch(url)
                get_logger().debug("Finished downloading robots.txt from {0}. 
Storing result in database.".format(url))
                robotStorer.insert(id, parser.response_code, 
parser.get_crawl_delay(crawlingAgent))
                get_logger().debug("Returning robots.txt for {0} to 
scheduler.".format(url))
                toSchedulerQueue.put((id, parser))
            except queue.Empty as e:
                pass
    except Exception as e:
        get_logger().error(e)
        get_logger().error(traceback.format_exception(tb=e))
        event.set()
    finally:
        get_logger().info("Exiting response processor process")
class Reasons(object):
    SITE_BLOCKED_DUE_TO_LIMIT = "Site blocked because status code {0} reached 
configured limit."
    
    RESOURCE_BLOCKED_DUE_TO_STATUS = "Resource blocked because it returned 
status code {0}"
    
    RESOURCE_BLOCKED_DUE_TO_ROBOTS = "Resource blocked because robots.txt won't 
allow it."
class StopCrawlException(Exception):
    pass
class SchedulerConfiguration(object):
    
    NOT_DEFINED = -1
    
    def __init__(self, **kwargs):
        for key, value in kwargs.items():
            get_logger().debug("Setting configuration {0} with value {1} as 
class {2}".format(key, value, value.__class__.__name__))
            setattr(self, key, value)
    
    def getMaxReturnCount(self, returnCode):
        attrName = "{0}count".format(returnCode)
        if hasattr(self, attrName):
            return getattr(self, attrName)
        return self.NOT_DEFINED
    
    def getConfiguration(self, key):
        if hasattr(self, key):
            return getattr(self, key)
        return self.NOT_DEFINED
    
    def getMaxInFlight(self):
        if hasattr(self, 'max_inflight'):
            return self.max_inflight
        return 10
class SiteInfo(object):
    __slots__ = ['id', 'site', 'last_visit']
    
    def __init__(self, id, site, last_visit):
        self.id, self.site, self.last_visit = id, site, last_visit
ResourceInfo = namedtuple('ResourceInfo', ('id', 'siteId', 'path'))
class TheMainScheduler(object):
    
    MAX_CRAWLS = 100
    
    MAX_IN_FLIGHT = 10
    
    MAX_403 = 5
    
    PENDING = "Pending"
    
    BLOCKED = "Blocked"
    
    OK = "Ok"
    
    def __init__(self, event, condition, downloadQueue, incomingQueue):
        self.context = context.Context()
        self.configuration = self.context.get('scheduler.configuration')
        self.event = event
        self.condition = condition
        self.downloadQueue = downloadQueue
        self.incomingQueue = incomingQueue
        self.fromResponseProcessorQueue = Queue()
        self.toRobotsProcessorQueue = Queue()
        self.fromRobotsProcessorQueue = Queue()
        self.crawlQueueStorer = orm.CrawlQueueStorer.create()
        self.totalCrawlCounter = 0
        self.inFlightCounter = 0
        
        responseProcessCount = 1
        robotProcessCount = 4
        self.responseProcesses = [Process(target=responseProcessor, 
name="ResponseProcessor{0}".format(i), args=(event, condition, incomingQueue, 
self.fromResponseProcessorQueue)) for i in range(0, responseProcessCount)]
        self.robotProcesses = [Process(target=robotsProcessor, 
name="RobotProcessor{0}".format(i), args=(event, condition, 
self.toRobotsProcessorQueue, self.fromRobotsProcessorQueue)) for i in range(0, 
robotProcessCount)]
        for process in self.responseProcesses:
            process.start()
        for process in self.robotProcesses:
            process.start()
        
        self.robotsTxt = {}
        self.crawlQueue = []
        self.siteNames = {} # Key = name, value = id
        self.sites = {} # Key = id
        self.resources = {} # Key = resourceId, Value = ResourceInfo
        self.pendingForRobotTxt = {}
        self.returnCodeCount = {}
        self.alreadyProcessedResources = {} # Key = resourceId, value = True
        
        self.siteStorer = orm.SiteStorer.create()
        self.blockedSiteStorer = orm.BlockedSiteStorer.create()
        self.blockedResourceStorer = orm.BlockedResourceStorer.create()
        self.crawlQueueStorer = orm.CrawlQueueStorer.create()
    
    def setResourceProcessed(self, resourceId):
        self.alreadyProcessedResources[resourceId] = True
    
    def isResourceProcessed(self, resourceId):
        return resourceId in self.alreadyProcessedResources
        
    def addReturnCode(self, siteId, returnCode):
        if not siteId in self.returnCodeCount:
            self.returnCodeCount[siteId] = {returnCode:1}
        else:
            returnCounts = self.returnCodeCount[siteId]
            if not returnCode in returnCounts:
                returnCounts[returnCode] = 1
            else:
                returnCounts[returnCode] += 1
        maxCount = self.configuration.getMaxReturnCount(returnCode)
        if maxCount != self.configuration.NOT_DEFINED:
            if maxCount <= self.getReturnCodeCount(siteId, returnCode):
                self.sites = (self.BLOCKED, returnCode)
                self.blockedSiteStorer.setBlocked(siteId, 
Reasons.RESOURCE_BLOCKED_DUE_TO_STATUS.format(returnCode))
        
    
    def getReturnCodeCount(self, siteId, returnCode):
        try:
            return self.returnCodeCount[siteId][returnCode]
        except KeyError:
            return 0
    
    
    def getUrl(self, resourceInfo):
        return self.sites[resourceInfo.siteId][1].site.url() + resourceInfo.path
    
    def addUrlToPendingQueue(self, info):
        if not info.siteId in self.pendingForRobotTxt:
            self.pendingForRobotTxt[info.siteId] = [info]
        else:
            for resourceInfo in self.pendingForRobotTxt[info.siteId]:
                if resourceInfo.id == info.id:
                    return
            self.pendingForRobotTxt[info.siteId].append(info)
    
    def getUrlPendingQueue(self, siteId):
        if not siteId in self.pendingForRobotTxt: return []
        return self.pendingForRobotTxt[siteId]
    
    def addToCrawlQueue(self, siteId, resourceId, path):
        if self.isResourceProcessed(resourceId):
            get_logger().debug("ResourceId {0} is already processed. Ignoring 
it.".format(resourceId))
            return
        info = ResourceInfo(resourceId, siteId, path)
        if not siteId in self.sites:
            #Download site info:
            get_logger().info("SiteId {0} not in local cache. Downloading from 
database.".format(siteId))
            site = self.siteStorer.getById(siteId)[0]
            self.siteNames[site.url()] = site.id
            self.sites[site.id] = [self.OK, SiteInfo(site.id, site, None)]
            get_logger().info("Site downloaded from database.")
        if self.sites[siteId][0] == self.BLOCKED:
            get_logger().info("SiteId {0} is blocked due to {1} limit reached. 
Marking resourceId {2} (path={3}) as blocked.".format(siteId,
  
resourceId,
  
self.sites[siteId][1], path))
            self.blockedResourceStorer.setBlocked(resourceId, 
Reasons.RESOURCE_BLOCKED_DUE_TO_STATUS.format(self.sites[siteId][1]))
            return
        robotsUrl = self.sites[siteId][1].site.url() + "/robots.txt"
        if not siteId in self.robotsTxt:
            get_logger().info("Local cache of robots.txt for siteId {0} is non 
existant. Downloading {1}".format(siteId, robotsUrl))
            self.robotsTxt[siteId] = self.PENDING
            self.sendRobotsRequest(siteId, robotsUrl)
        if self.robotsTxt[siteId] == self.PENDING:
            get_logger().info("Waiting for robots.txt for siteId {0} to finish 
downloading. Adding {1} to pending queue.".format(siteId, self.getUrl(info)))
            self.addUrlToPendingQueue(info)
            return
        if self.robotsTxt[siteId].is_expired():
            get_logger().info("Local cache of robots.txt for siteId {0} is out 
of date. Downloading {1}".format(siteId, robotsUrl))
            self.robotsTxt[siteId] = self.PENDING
            self.sendRobotsRequest(siteId, robotsUrl)
            return
        
        if not self.canCrawl(siteId, path):
            get_logger().info("Cannot crawl {0} . Marking it blocked due to 
robots.txt.".format(self.getUrl(info)))
            self.blockedResourceStorer.setBlocked(resourceId, 
Reasons.RESOURCE_BLOCKED_DUE_TO_ROBOTS)
        else:
            get_logger().info("Adding resourceId {0} to crawlQueue in 
database.".format(resourceId))
            self.crawlQueueStorer.insert(resourceId)
        
        delay = self.getCrawlDelay(siteId)
        
        now = time.time()
        get_logger().info("Pushing {0} on heap.".format(self.getUrl(info)))
        self.setResourceProcessed(resourceId)
        heapq.heappush(self.crawlQueue, (now + delay, info))
    
    def canCrawl(self, siteId, path):
        return self.robotsTxt[siteId].is_allowed(crawlingAgent, path)
    
    def downloadCrawlQueue(self):
        queue = self.crawlQueueStorer.getAll()
        for item in queue:
            self.addToCrawlQueue(item.siteId, item.resourceId, item.resource)
    def processHeap(self):
        if self.inFlightCounter >= self.configuration.getMaxInFlight() or 
len(self.crawlQueue) == 0:
            return
        
        item = heapq.heappop(self.crawlQueue)
        t, info = item
        siteId = info.siteId
        resourceId = info.id
        path = info.path
        if self.sites[siteId][0] == self.BLOCKED:
            get_logger().info("SiteId {0} is blocked due to {1} limit reached. 
Marking resourceId {2} (path={3}) as blocked.".format(siteId,
  
resourceId,
  
self.sites[siteId][1], path))
            self.blockedResourceStorer.setBlocked(resourceId, 
Reasons.RESOURCE_BLOCKED_DUE_TO_STATUS.format(self.sites[siteId][1]))
            return
        
        delay = self.getCrawlDelay(siteId)
        now = time.time()
        if self.sites[siteId][0] == self.PENDING:
            heapq.heappush(self.crawlQueue, (now + delay, info))
            get_logger().debug("SiteId {0} is pending. Pushing resourceId {1} 
back to heap.".format(siteId, resourceId))
            return
        lastVisit = self.sites[siteId][1].last_visit
        if lastVisit + delay > now:
            heapq.heappush(self.crawlQueue, (now + delay, info))
            get_logger().debug("SiteId {0} is not ready yet. Pushing resourceId 
{1} back to heap.".format(siteId, resourceId))
            return
        
        get_logger().info("Sending {0} to download 
queue.".format(self.getUrl(info)))
        self.sendToDownload(siteId, resourceId, path)
    
    def sendToDownload(self, siteId, resourceId, path):
        url = self.sites[siteId][1].site.url() + path
        self.downloadQueue.put((siteId, resourceId, url))
        self.sites[siteId][0] = self.PENDING
    
    def getCrawlDelay(self, siteId):
        delay = self.robotsTxt[siteId].get_crawl_delay(crawlingAgent)
        if delay == None or delay == 0:
            delay = self.configuration.getConfiguration('default_crawldelay')
            if delay == self.configuration.NOT_DEFINED:
                return 10
            return delay
        return delay
    
    def checkRobotsQueue(self):
        try:
            item = self.fromRobotsProcessorQueue.get(True, 0.1)
            siteId = item[0]
            parser = item[1]
            get_logger().info("Received robotparser for siteId {0}. HTTP status 
code for robots.txt = {1}. Crawldelay = {2}".format(siteId, 
parser.response_code, parser.get_crawl_delay(crawlingAgent)))
            self.robotsTxt[siteId] = parser
            self.sites[siteId][1].last_visit = time.time()
            pendingQueue = self.getUrlPendingQueue(siteId)
            for info in pendingQueue:
                self.addToCrawlQueue(info.siteId, info.id, info.path)
        except queue.Empty:
            return
    
    def checkIncomingQueue(self):
        try:
            item = self.fromResponseProcessorQueue.get(True, 0.1)
            response = item[0]
            if response == "ERROR":
                # Could not contact website
                self.blockedResourceStorer.setBlocked(item[2], "DNS")
                self.blockedSiteStorer.setBlocked(item[1], "DNS")
                self.sites[item[1]] = [self.BLOCKED, "DNS"]
                return
            newLinks = item[1]
            self.totalCrawlCounter += 1
            self.inFlightCounter -= 1
            
            get_logger().info("Received downloaded page ({0}). HTTP status code 
= {1}".format(response.url, response.status))
            # Check if the crawl should be stopped.
            maxCrawlsAllowed = self.configuration.getConfiguration('maxurls')
            if maxCrawlsAllowed != self.configuration.NOT_DEFINED and 
maxCrawlsAllowed >= self.totalCrawlCounter:
                get_logger().info("Max crawled URL limit reached. Stopping 
crawl.")
                raise StopCrawlException()
            
            self.sites[response.siteId][1].last_visit = time.time()
            self.addReturnCode(response.siteId, response.status)
            self.sites[response.siteId][0] = self.OK
            
            statusCode = response.status
            for link in newLinks:
                site, resource, url = link
                get_logger().info("Adding {0} to crawlQueue".format(url))
                splitUrl = urlsplit(url)
                self.addToCrawlQueue(site.id, resource.id, splitUrl.path)
        except queue.Empty:
            return
    
    def sendRobotsRequest(self, id, url):
        self.toRobotsProcessorQueue.put((id, url))
        
        
def mainProgram(event, condition, downloadQueue, incomingQueue):
    
    get_logger().info("Starting main program")
    try:
        mainScheduler = TheMainScheduler(event, condition, downloadQueue, 
incomingQueue)
        mainScheduler.downloadCrawlQueue()
        while not event.is_set():
            mainScheduler.checkRobotsQueue()
            mainScheduler.checkIncomingQueue()
            mainScheduler.processHeap()
        get_logger().info("Exit event triggered.")
    except StopCrawlException as e:
        get_logger().info("Stopping crawl.")
        event.set()
    except Exception as e:
        get_logger().error(e)
        get_logger().error(traceback.format_exception(tb=e))
        event.set()
        raise e
    finally:
        get_logger().info("Exiting scheduler")
if __name__ == '__main__':
    freeze_support()
    try:
        get_logger().info("Checking for crawls not marked as stopped.")
        crawlStorer = orm.CrawlStorer.create()
        openCrawls = crawlStorer.findOpenCrawls()
        if openCrawls:
            get_logger().info("Open crawls found. Closing them...")
            for crawl in openCrawls:
                crawlStorer.stopCrawl(crawl.id)
        else:
            get_logger().info("No open crawls found.")
        
        get_logger().info("Starting new crawl")
        currentCrawl = crawlStorer.startCrawl()[0]
        get_logger().info("CrawlId: {0}".format(currentCrawl.id))
        resourceManager = ServerResourceManager(address=('192.168.0.199', 
50000), authkey=securityKey)
        resourceManager.start()
        exitCondition = resourceManager.exitCondition()
        exitEvent = resourceManager.exitEvent()
        downloadQueue = resourceManager.newUrls()
        incomingQueue = resourceManager.parsedUrls()
        
        exitProcess = Process(target=mainProgram, name='MainProgram', 
args=(exitEvent, exitCondition, downloadQueue, incomingQueue))
        exitProcess.start()
        
        get_logger().info("type exit to exit")
        line = sys.stdin.readline()
        get_logger().info("You typed {0}".format(line))
        exitEvent.set()
        for x in range(10):
            get_logger().info("Exiting in {0}".format(10 - (x)))
            time.sleep(1)
        exitCondition.acquire()
        exitCondition.notify_all()
        exitCondition.release()
        
        get_logger().info("Shutting down resourcemanager")
        resourceManager.shutdown()
        
        get_logger().info("Ending current crawl")
        crawlStorer.stopCrawl(currentCrawl.id)
        get_logger().info("Current crawl marked as stopped.")
        
        get_logger().info("Exiting user input process.")
    except Exception as e:
        get_logger().error(e)
        get_logger().error(traceback.format_exception(tb=e))
        exitEvent.set()
Appendiks B – Kildekode for nedlasteren
from multiprocessing import freeze_support, get_logger
from remote.resource import ClientResourceManager
import context
import queue
import time
if __name__ == '__main__':
    freeze_support()
    context = context.Context()
    downloader = context.get('crawl.download')
    configuration = context.get('crawl.configuration')
    get_logger().info("Connecting to resourceManager")
    manager = ClientResourceManager(configuration.serveraddress, 
configuration.securityKey)
    manager.connect()
    get_logger().info("Connected")
    
    newUrls = manager.newUrls()
    toSchedulerQueue = manager.parsedUrls()
    exitEvent = manager.exitEvent()
    
    try:
        while not exitEvent.is_set():
            try:
                item = newUrls.get(True, 3)
                siteId, resourceId, url = item
                get_logger().info("Received siteId={0}, resourceId={1} and 
url={2}".format(siteId, resourceId, url))
                get_logger().info("Starting download")
                try:
                    response = downloader.download(siteId=siteId, 
resourceId=resourceId, url=url)
                    get_logger().info("Response = {0}".format(response.status))
                    get_logger().info("Sending response to scheduler")
                    toSchedulerQueue.put(response)
                except downloader.DownloadException as e:
                    toSchedulerQueue.put(("ERROR", siteId, resourceId, url))
            except queue.Empty:
                time.sleep(0.1)
    except KeyboardInterrupt:
        get_logger().info("Sleeping for 3 seconds to flush data..")
        time.sleep(3)
    finally:
        get_logger().info("Exiting...")
Appendiks C – Kildekode for klassene som utgjør nedlastere
from multiprocessing import freeze_support, get_logger
from remote.resource import ClientResourceManager, serverAddress, securityKey
import sys
import logging
logging.basicConfig(level=logging.INFO, format='%(asctime)s %(process)s %
(levelname)s  %(message)s')
from urllib.parse import urljoin, urlparse, urlsplit
import configuration
from orm.orm import SiteStorer, ResourceStorer, DownloadedPagesStorer, 
CrawlStorer, HttpHeaderStorer, ResourceStatusStorer, RobotStorer, UrlFinder
from web.url import Url
import http.client
from web.html import HtmlParser
import operator
import hashlib
import gzip
import io
import time
import traceback
class Levenshtein(object):
    
    def levenshtein_distance(first, second):
        """
        Find the Levenshtein distance between two strings.
        Code taken from: http://www.poromenos.org/node/87
        """
        if len(first) > len(second):
            first, second = second, first
        if len(second) == 0:
            return len(first)
        first_length = len(first) + 1
        second_length = len(second) + 1
        distance_matrix = [range(second_length) for x in range(first_length)]
        for i in range(1, first_length):
            for j in range(1, second_length):
                deletion = distance_matrix[i-1][j] + 1
                insertion = distance_matrix[i][j-1] + 1
                substitution = distance_matrix[i-1][j-1]
                if first[i-1] != second[j-1]:
                    substitution += 1
                distance_matrix[i][j] = min(insertion, deletion, substitution)
    
        return distance_matrix[first_length-1][second_length-1]
class StopChainException(Exception):
    """
    Exception raised by either a request- or responseHandler to indicate
    that no more processing should take place.
    If a requstHandler raises this exception, the request will not be processed,
    and a DownloadException will be raised from the downloader.
    If a responseHandler raises this exception, the downloader will stop 
processing
    the response and return the response.
    """
    pass
class Response(object):
    """
    Object returned from a DownloadStrategy and passed through all the 
responseHandlers.
    The downloader returns this object after processing is finished.
    """
    def __init__(self, content, **kwargs):
        self.headers = {}
        self.content = content
        self.parsedContent = None
        self.encoding = None
        self.links = []
        for key, value in kwargs.items():
            setattr(self, key, value)
#    def __init__(self, resourceId, baseUrl, statusCode, headers, content):
    
    def getContent(self):
        return self.parsedContent if self.parsedContent != None else 
self.content
    
    def setContent(self, content):
        self.parsedContent = content
    
    def getHeaders(self):
        return self.headers
    
    def hasHeader(self, header):
        return header in self.headers
    
    def hasEncoding(self):
        return self.encoding != None
    
    def isContentBytes(self):
        return isinstance(self.getContent(), bytes)
    
    def prepareForTransit(self):
        del(self.content)
        del(self.parsedContent)
        del(self.crawlId)
        del(self.encoding)
        del(self.headers)
    def __str__(self):
        return str(self.__dict__)
class Request(object):
    """
    Object constructed in the downloader, and then passed through all 
requestHandlers
    until it's finally passed to the downloadStrategy.
    """
    def __init__(self, **kwargs):
        self.headers = {}
        for key, value in kwargs.items():
            setattr(self, key, value)
#    def __init__(self, resourceId, url):
    
    def addHeader(self, header, value):
        if header in self.headers:
            get_logger().warning("{0} is already defined as a http header in the 
request. Value overwritten.".format(header))
        self.headers[header] = value
    
    def getHeaders(self):
        return self.headers
    
    def getNetloc(self):
        return self.parsedUrl.netloc
    
    def getScheme(self):
        return self.parsedUrl.scheme
    
    def getPath(self):
        return self.path
class RequestHandler(object):
    """
    Base class for handling requests.
    Classes can raise StopChainException to halt the processing of requests, 
    effectivly hindering the request from being processed.
    """
    def handleRequest(self, request):
        raise NotImplementedError()
class ResponseHandler(object):
    """
    Base class for handling responses.
    Classes can raise StopChainException to halt the processing of responses
    """
    def handleResponse(self, response):
        raise NotImplementedError()
class TransitPreparer(object):
    """
    Base class for preparing responses for transit.
    
    These classes removes any attributes from the response-object
    that shouldn't be transmitted over the network back to the caller.
    """
    def prepareForTransit(self, response):
        raise NotImplementedError()
class UrlProcessor(RequestHandler):
    """
    Processes an url, splitting it in netloc and path.
    The parsed url is stored as request.parsedUrl, and two pieces are
    stores as separate variables: request.netloc and request.path
    """
    def handleRequest(self, request):
        if hasattr(request, 'url'):
            parsedUrl = urlsplit(request.url)
            request.parsedUrl = parsedUrl
            request.netloc = parsedUrl.netloc
            request.path = '/' if len(parsedUrl.path) == 0 else parsedUrl.path
        else:
            raise StopChainException("No url defined in request")
class UrlProcessorWithQuery(UrlProcessor):
    """
    Same as UrlProcessor, but appends the querystring to the path.
    """
    def handleRequest(self, request):
        super().handleRequest(request)
        request.path += '?{0}'.format(request.parsedUrl.query)
class CachingHandler(RequestHandler, ResponseHandler):
    """
    Handler for processing caching. If the url is previously downloaded,
    it includes the If-Modified-Since and/or If-None-Match http-headers
    to prevent redownloading pages that have not changed (if the server
    supports those http-headers).
    
    This is both a request and response-handler.
    """
    headerStorer = HttpHeaderStorer.create()
    
    NOT_MODIFIED_STATUSCODE = 304
    
    def handleRequest(self, request):
        resourceId = request.resourceId
        dates = self.headerStorer.getLastHeader('Date', resourceId)
        etags = self.headerStorer.getLastHeader('ETag', resourceId) 
        
        if len(dates) != 0:
            request.addHeader('If-Modified-Since', dates[0].value)
        if len(etags) != 0:
            request.addHeader('If-None-Match', etags[0].value)
    
    def handleResponse(self, response):
        if response.status in (NOT_MODIFIED_STATUSCODE):
            raise StopChainException()
class Sha512HashComputer(ResponseHandler):
    
    def handleResponse(self, response):
        response.hash = hashlib.sha512(response.content).hexdigest()
class ContentEqualityChecker(ResponseHandler):
    
    pagesStorer = DownloadedPagesStorer.create()
    headerStorer = HttpHeaderStorer.create()
    def __init__(self, parsingStack, threshold):
        self.parsingStack = parsingStack
        self.threshold = threshold
    def handleResponse(self, response):
        get_logger().info("Checking content agains previously downloaded pages 
for equality.")
        if hasattr(response, 'hash'):
            get_logger().info("Using computed hash to query database")
            pages = self.pagesStorer.getByHash(response.hash)
        else:
            get_logger().warning("No hash computed for response. Quering 
database for equal content may take a very long time.")
            pages = self.pagesStorer.getByContent(response.content)
        if len(pages) == 0:
            get_logger().info("Content doesn't match any previously downloaded 
pages.")
            return
        get_logger().info("Content may match a previously downloaded page. 
Testing...")
        for page in pages:
            if page.content == response.content:
                get_logger().info("Match found. Aborting processing of 
response.")
                response.equalTo = page.id
                raise StopChainException()
        get_logger().info("Checking content agains previously downloaded pages 
for equality.")
        pages = self.pagesStorer.getLastCrawledByResourceId(response.resourceId)
        if not pages or len(pages) == 0: 
            get_logger().info("No previously downloaded pages")
            return
        page = pages[0]
        pageResponse = Response(content = page.content)
        pageResponse.headers = {header.name: header.value for header in 
self.headerStorer.getByResourceId(page.id)}
        try:
            for handler in self.parsingStack:
                handler.handleResponse(pageResponse)
        except:
            get_logger().info("Failed to parse downloaded page")
            return
        distance = 0
        before = time.time()
        for line1, line2 in zip(response.getContent().splitlines(), 
pageResponse.getContent().splitlines()):
            distance += self.levenshtein_distance(line1, line2)
            
        after = time.time()
        get_logger().info("Levenshtein distance: {0} in {1} 
seconds.".format(distance, after - before))
        length = len(pageResponse.getContent())
        percentage = length/distance * 100 if distance != 0 else 0
        if percentage > self.threshold:
            response.status = 304
            raise StopChainException()
    
    def levenshtein_distance(self, first, second):
        """
        Find the Levenshtein distance between two strings.
        Code taken from: http://www.poromenos.org/node/87
        """
        if len(first) > len(second):
            first, second = second, first
        if len(second) == 0:
            return len(first)
        first_length = len(first) + 1
        second_length = len(second) + 1
        distance_matrix = [list(range(second_length)) for x in 
range(first_length)]
        for i in range(1, first_length):
            for j in range(1, second_length):
                deletion = distance_matrix[i-1][j] + 1
                insertion = distance_matrix[i][j-1] + 1
                substitution = distance_matrix[i-1][j-1]
                if first[i-1] != second[j-1]:
                    substitution += 1
                distance_matrix[i][j] = min(insertion, deletion, substitution)
    
        distance = distance_matrix[first_length-1][second_length-1]
        del(distance_matrix)
        return distance
    
    def lev(self, a, b):
        if not a: return len(b)
        if not b: return len(a)
        return min(self.lev(a[1:], b[1:])+(a[0] != b[0]), self.lev(a[1:], b)+1, 
self.lev(a, b[1:])+1)
class ResponseStorer(ResponseHandler):
    """
    This responseHandler stores the downloaded page in the database.
    """
    headerStorer = HttpHeaderStorer.create()
    pagesStorer = DownloadedPagesStorer.create()
    
    
    def handleResponse(self, response):
        hash = hashlib.sha512(response.content).hexdigest()
        page = self.pagesStorer.insert(response.resourceId, response.content, 
hash, response.crawlId)
        if page:
            response.pageId = page[0].id
        else:
            raise StopChainException("Could not store the downloaded page in the 
database.")
        
        self.headerStorer.insertMany(response.getHeaders(), response.pageId)
class RobotTxtStorer(ResponseHandler):
    """
    This responseHandler stores the downloaded robots.txt file in the database
    """
    
    robotStorer = RobotStorer.create()
    
    def handleResponse(self, response):
        try:
            header = response.getHeader('Expires') if 
response.hasHeader('Expires') else None
            robotStorer.insert(response.netloc, response.getContent(), header)
        except DownloadException as e:
            raise StopChainException(e)
        
class StatusStorer(ResponseHandler):
    """
    This responseHandler stores the statusCode for the request in the database.
    """
    statusStorer = ResourceStatusStorer.create()
    
    def handleResponse(self, response):
        self.statusStorer.insert(response.resourceId, response.status)
class StatusCodeChecker(ResponseHandler):
    """
    This handler blocks further processing of the response unless the statusCode
    is 200 (OK).
    """
    def handleResponse(self, response):
        if not int(response.status) == 200: raise StopChainException()
        
class RobotIdentifierHandler(RequestHandler):
    """
    This requestHandler adds http-headers to the request to properly
    identify the robot.
    """
    def handleRequest(self, request):
        request.addHeader('Accept', 'text/html, text/plain, 
application/xhtml+xml, application/xml')
        request.addHeader('Connection', 'close')
        request.addHeader('User-Agent', configuration.crawlingAgent)
        request.addHeader('From', configuration.crawlingFrom)
class CrawlIdHandler(RequestHandler, ResponseHandler):
    """
    This request and response-handler adds the current crawl id to the
    response/request objects. Used by other handlers to insert
    data in the database with correct values.
    """
    def __init__(self):
        crawlStorer = CrawlStorer.create()
        self.crawlId = crawlStorer.findOpenCrawls()[0].id
    
    def handleRequest(self, request):
        request.crawlId = self.crawlId
        
    def handleResponse(self, response):
        response.crawlId = self.crawlId
import web.html
class HtmlParserHandler(ResponseHandler):
    """
    This responseHandler parses the HTML received in the response
    and stores it in the 'parsedHtml' attribute in the response.
    """
    
    def handleResponse(self, response):
        parser = web.html.HtmlParser(response.getContent())
        parser.parse()
        response.parsedHtml = parser
        
class DownloadStrategy(object):
    """
    Base class for different download strategies.
    
    A subclass, or a class implementing the same interface, must be present
    in the downloaded for it to work properly.
    The strategy transforms the request object into a response object.
    """
    def download(self, request):
        raise NotImplementedError()
class HttpDownloadStrategy(DownloadStrategy):
    """
    This strategy uses the request to download a web-page via an url.
    """
    logger = get_logger()
    
    def download(self, request):
        self.logger.info('Opening connection to 
{0}'.format(request.getNetloc()))
        self.logger.info("Using headers: {0}".format(request.getHeaders()))
        connection = http.client.HTTPConnection(request.getNetloc())
        if not connection: 
            raise DownloadException("Could not connect to 
{0}".format(request.getNetloc()))
        else: 
            self.logger.debug("Connected")
        self.logger.debug("Sending GET request to host {0} for resource 
{1}".format(request.getNetloc(), request.getPath()))
        connection.request("GET", request.getPath(), 
headers=request.getHeaders())
        response = connection.getresponse()
        if not response: 
            raise DownloadException("Could not get response when downloading 
{0}".format(request.url))
        
        self.logger.debug("Received status code {0}: 
{1}".format(response.status, response.reason))
        content = response.read()
        self.logger.info("Read {0} bytes".format(len(content)))
        connection.close()
        self.logger.info("Received headers:{0}".format(response.getheaders()))
        
        self.logger.info("{0} downloaded. StatusCode: {1}".format(request.url, 
response.status))
        return Response(content, 
                        siteId=request.siteId, 
                        resourceId=request.resourceId, 
                        url=request.url, 
                        status=response.status, 
                        headers={x[0] : x[1] for x in response.getheaders()})
class Downloader(object):
    """
    The downloaded constructs a Request-object based on the keyword arguments 
given
    to the download-method. It then processes the request via the 
requestHandlers,
    and calls the downloadStrategy to transform the request into a response.
    The response is the processed via the responseHandlers, and finally prepared
    for transit via the registered transitpreparers before it's returned.
    
    The downloader is fully configurable via the request/response-handlers and 
the
    download strategy.
    """
    logger = get_logger()
    
    class DownloadException(Exception):
        """
        Exception raised by the Downloader if processing fails.
        """
        pass
    
    def __init__(self, strategy):
        self.requestHandlers = []
        self.responseHandlers = []
        self.transitPreparers = []
        self.downloadStrategy = strategy
    
    def download(self, **kwargs):
        request = Request(**kwargs)
        
        try:
            self.__run(self.requestHandlers, 'handleRequest', request)
#            if self.isIterable(self.requestHandlers):
#                for handler in self.requestHandlers:
#                    handler.handleRequest(request)
#            else:
#                self.requestHandlers.handleRequest(request)
        except StopChainException as e:
            raise DownloadException(e)
        
        response = self.downloadStrategy.download(request)
        try:
#            for handler in self.responseHandlers:
#                handler.handleResponse(response)
            self.__run(self.responseHandlers, 'handleResponse', response)
        except StopChainException as e:
            pass
        
        try:
#            for preparer in self.transitPreparers:
#                preparer.prepareForTransit(response)
            self.__run(self.transitPreparers, 'prepareForTransit', response)
        except StopChainException as e:
            pass
        return response
    
    def __run(self, obj, funcName, arg):
        if not obj:
            #print("Not running {0}".format(funcName))
            return
        if hasattr(obj, funcName):
            #print("Running single {0}".format(funcName))
            getattr(obj, funcName)(arg)
        else:
            #print("Running {0} on each object in list.".format(funcName))
            for o in obj:
                if hasattr(o, funcName):
                    #print("Running from {0}".format(o))
                    getattr(o, funcName)(arg)
    
    def isIterable(self, o):
        try:
            iter(o)
        except (TypeError, KeyError):
            return False
        else:
            return True
class SqlDownloadStrategy(DownloadStrategy):
    """
    This strategy uses the request to download a page from the database.
    """
    
    def __init__(self):
        self.pageStorer = DownloadedPagesStorer.create()
        self.headerStorer = HttpHeaderStorer.create()
        self.urlFinder = UrlFinder.create()
        self.statusStorer = ResourceStatusStorer.create()
        
    def download(self, request):
        page = self.pageStorer.getById(request.id)
        if not page:
            raise Downloader.DownloadException("Could not find page with id 
{0}".format(request.id))
        page = page[0]
        headers = self.headerStorer.getByResourceId(request.id)
        url = self.urlFinder.getUrlForResourceId(page.resourceId)[0]
        status = self.statusStorer.getLastStatus(page.resourceId)[0]
        return Response(page.content, 
                        resourceId=page.resourceId, 
                        url=url.url(), 
                        hash=page.hash, 
                        crawlId=page.crawl, 
                        status=status.statusCode, 
                        headers={x.name : x.value for x in headers})
class GzipContentHandler(ResponseHandler, RequestHandler):
    """
    This handler adds http-headers to indicate that the robot can accept gzipped 
content.
    If the request contains gzipped content, the content will be unzipped and 
    placed in the parsedContent variable in the response.
    """
    def __init__(self):
        pass
    
    def handleResponse(self, response):
        get_logger().info("Testing for gzip")
        encodings = []
        for header in ('Content-Encoding', 'Transfer-Encoding'):
            if response.hasHeader(header):
                encodings += response.headers[header].split()
        if not 'gzip' in encodings:
            if not 'x-gzip' in encodings:
                get_logger().info("Gzip not present")
                return
            
        get_logger().info("Found gzip")
        gzipped = io.BytesIO(response.getContent())
        f = gzip.GzipFile(mode="r", fileobj=gzipped)
        response.setContent(f.read())
        f.close()
        get_logger().info("Finished gunzipping: {0} bytes 
recived".format(len(response.getContent())))
    
    def handleRequest(self, request):
        request.addHeader('Accept-Encoding', 'gzip')
class GzipContentHandler(ResponseHandler, RequestHandler):
    def handleResponse(self, response):
        encodings = []
        for header in ('Content-Encoding', 'Transfer-Encoding'):
            if response.hasHeader(header):
                encodings += response.headers[header].split()
        if not 'gzip' in encodings:
            if not 'x-gzip' in encodings:
                return
        gzipped = io.BytesIO(response.getContent())
        f = gzip.GzipFile(mode="r", fileobj=gzipped)
        response.setContent(f.read())
        f.close()
    
    def handleRequest(self, request):
        request.addHeader('Accept-Encoding', 'gzip, identity')
class ContentTypeHandler(ResponseHandler):
    """
    This responseHandler looks for a http-header called Content-Type. If that 
header is present,
    it parses the value and looks for the encoding. If found, the encoding is 
placed in the
    response.encoding variable.
    """
    def getEncoding(self, part):
        elems = part.strip().split('=')
        if len(elems) < 2: return None
        if elems[0].strip().lower() == 'charset':
            return elems[1].strip().lower()
        return None
    
    def handleResponse(self, response):
        if response.encoding != None: return
        get_logger().info("Testing for Content-Type http-header")
        if not response.hasHeader('Content-Type'):
            get_logger().info("Content-Type http-header not present")
            return
        type = response.headers['Content-Type']
        elems = type.split(';')
        encoding = None
        for elem in elems:
            encoding = self.getEncoding(elem)
            if encoding: break
        if encoding: 
            get_logger().info("Found encoding: {0}".format(encoding))
            response.encoding = encoding
            return
        
class BomContentHandler(ResponseHandler):
    """
    This responseHandler looks for Byte-Order-Marks (BOMs) in the content,
    and tries to figure out an encoding if one of the known BOMs are present.
    The encoding, if found, is placed in the response.encoding variable.
    """
    boms = {
            (0xFF, 0xFE, 0x00, 0x00): 'utf_32_le',
            (0x00, 0x00, 0xFE, 0xFF): 'utf_32_be',
            (0xEF, 0xBB, 0xBF): 'utf_8',
            (0xFE, 0xFF): 'utf_16_be',
            (0xFF, 0xFE): 'utf_16_le',
            (0x2B, 0x2F, 0x76, (0x38, 0x39, 0x2B, 0x2F)): 'utf_7'
            }
    
    def handleResponse(self, response):
        if response.encoding != None: return
        content = response.getContent()
        #print("Checking for BOM on content with length: 
{0}".format(len(content)))
        for bom, codec in self.boms.items():
            if self.isCodec(content, bom):
                response.encoding = codec
         
    def isCodec(self, content, bom):
        for x in range(0, len(bom)):
            if isinstance(bom[x], tuple):
                if content[x] not in x: return False
            elif content[x] != x: return False
        return True
class Encoder(ResponseHandler):
    """
    This responseHandler does the actual encoding of the content. If no encoding 
    is previously found, it halts further processing of the response.
    """
    def handleResponse(self, response):
        try:
            if not response.encoding:
                raise StopChainException("No encoding")
            if response.isContentBytes():
                response.setContent(response.getContent().decode(response.encodi
ng))
            else:
                response.setContent(response.getContent().encode(response.encodi
ng))
        except UnicodeError as e:
            get_logger().error(traceback.format_exception(tb=e))
            raise StopChainException()
class MetaEncodingHandler(ResponseHandler):
    """
    This responseHandler searches through the content to look for a <meta> tag
    with a http-equiv=Content-Type attribute. If it's found, searches the tags
    content for an encoding. The encoding, if found, is placed in the 
response.encoding
    variable.
    Warning: This code tries to encode the byte-stream with an iso-8859-1 
encoding
    to search for the text. This might not be optimal, but it's our best guess
    at the moment.
    """
    def getEncoding(self, part):
        elems = part.strip().split('=')
        if len(elems) < 2: return None
        if elems[0].strip().lower() == 'charset':
            return elems[1].strip().lower()
        return None
    
    def handleResponse(self, response):
        if response.encoding != None: return
        get_logger().info("Searching for meta tags with http-equiv=Content-
Type")
        c = response.getContent()
        
        parser = HtmlParser(str(c, 'iso-8859-1')) if response.isContentBytes() 
else HtmlParser(c)
        metas = parser.findMetas()
        for meta in metas:
            if meta.hasAttribute('http-equiv') and meta.attributes['http-
equiv'].lower() == 'content-type':
                type = meta.attributes['content']
                elems = type.split(';')
                encoding = None
                for elem in elems:
                    encoding = self.getEncoding(elem)
                    if encoding: break
                if not encoding: continue
                response.encoding = encoding
                get_logger().info("Found encoding: {0}".format(encoding))
                return
        get_logger().info("Could not find meta with http-equiv Content-Type")
class RobotsMetaHandler(ResponseHandler):
    """
    This responseHandler searches for robot-instructions in the html <meta>-
tags.
    If the keyword 'nofollow' is found in a robot-meta-tag, the processing of 
the
    chain is stopped.
    Use this handler before any link-extractor. 
    """
    def handleResponse(self, response):
        parser = HtmlParser(response.getContent())
        metas = parser.findMetas()
        for meta in metas:
            if not meta.hasAttribute('robots'): continue
            if not meta.hasAttribute('content'): continue
            keywords = [x.strip().lower() for x in 
meta.attributes['content'].split(',')]
            if 'nofollow' in keywords:
                raise StopChainException()
class LinkExtracter(ResponseHandler):
    """
    This responseHandler parses the html of the content and searches for html 
anchor-tags (<a>).
    It the processes each anchor-tag and returns each tags href-attribute as a 
list of new urls.
    """
    def handleResponse(self, response):
        get_logger().info("Extracting links from {0}".format(response.url))
        if response.getContent() == None or response.encoding == None:
            response.links = []
            get_logger().info("No links could be extracted - no content or no 
encoding.")
            return
        parser = HtmlParser(response.getContent())
        parser.parse()
        
        response.links = [anchor.attributes['href'] for anchor in parser.anchors 
if anchor.hasAttribute('href')]
        get_logger().info("Extracted {0} links.".format(len(response.links)))
class LinkCanonicalizer(ResponseHandler):
    """
    Canonicalizes all the links contained in the response
    """
    
    def handleResponse(self, response):
        links = [self.processUrl(response.url, url) for url in response.links]
        get_logger().info("Canonicalized links: {0}".format(links))
        response.links = links
    
    def isRelative(self, url):
        return len(urlsplit(url)[0]) == 0
    
    def processUrl(self, base, url):
        if self.isRelative(url):
            url = urljoin(self.canonicalize(base), url)
        return self.canonicalize(url)
    def canonicalize(self, url):
        return Url(url).canonicalize()
class LinkCanonicalizerWithQuery(LinkCanonicalizer):
    """
    Same as LinkCanonicalizer, but allows queries in the canonicalized url.
    """
    
    def canonicalize(self, url):
        return Url(url).canonicalize(allowQuery=True)
class DuplicateLinkRemover(ResponseHandler):
    """
    This responseHandler removes any duplicate links. Usually best to
    configure this to run after the linkCanonicalizer.
    """
    
    def handleResponse(self, response):
        noDupes = {}
        [operator.setitem(noDupes, i, 1) for i in response.links if not i in 
noDupes]
        response.links = list(noDupes.keys())
class CrawlingTransitPreparer(TransitPreparer):
    
    def prepareForTransit(self, response):
        del(response.content)
        del(response.parsedContent)
        del(response.headers)
        del(response.encoding)
        pass
class RobotsTxtTransitPreparer(TransitPreparer):
    def prepareForTransit(self, response):
        pass
class DefaultEncodingSetter(ResponseHandler):
    
    def __init__(self, encoding):
        self.encoding = encoding
    
    def handleResponse(self, response):
        if not response.hasEncoding():
            response.encoding = self.encoding
Appendiks D – Kildekode for HTML parseren
import logging
import time
import re
import copy
class HtmlObject(object):
    
    attributeRegex = re.compile(r"\s*([^ =]*)\s*=\s*((?:\".*?(?<!\\\\)\")|
(?:'.*?(?<!\\\\)')|(?:([^ >'\"]*)))", re.DOTALL | re.MULTILINE)
    
    def __init__(self, value):
        self.tagName = value[0]
        self.htmlText = value[1]
        self.startIndex = value[2]
        self.stopIndex = value[3]
        self.attributes = {}
        self.parseAttributes()
    
    def parseAttributes(self):
        for match in self.attributeRegex.finditer(self.htmlText):
            attrName = match.group(1)
            attrValue = match.group(2)
            start = 1 if attrValue.startswith(("'", '"')) else 0
            end = -1 if attrValue.endswith(("'", '"')) else len(attrValue)
            self.attributes[attrName.lower()] = attrValue[start:end]
    
    def hasAttribute(self, name):
        return name in self.attributes
class HtmlParser(object):
    
    tagRegex = re.compile("(?i)<\s*(\/?[\w-]+)((\s+[\w-]+
(\s*=\s*(?:\".*?\"|'.*?'|[^'\">\s]+))?)+\s*|\s*)\s*\/?\s*>", re.MULTILINE | 
re.DOTALL)
    attributeRegex = r"\s*([^ =]*)\s*=\s*((?:\".*?(?<!\\\\)\")|(?:'.*?(?
<!\\\\)')|(?:([^ >'\"]*)))".format(all)
    
    def __init__(self, html):
        self.rawhtml = html
        self.links = {}
        self.indices = []
        self.tagPos = {}
        
        self.linkObjects = {}
    
    def parse(self, html = None):
        if html == None: self.html = self.rawhtml
        else: self.html = html
    
        self.parseTags()
        self.balanceTags()
        self.javascript = self.removeJavaScript()
        self.parseTags()
        self.cssSize = self.tagSize('style') if 'style' in self.links else 0
        
        self.anchors = [HtmlObject(x) for x in self.links['a']] if 'a' in 
self.links else []
    
    def hasTags(self, tagname):
        return tagname in self.links
    
    def getTags(self, tagname):
        return [HtmlObject(x) for x in self.links[tagname]] if 
self.hasTags(tagname) else []
    
    def findMetas(self):
        metas = []
        for match in self.tagRegex.finditer(self.rawhtml):
            name = match.group(1).lower().strip()
            if name.startswith('/head'): 
                break # Stop at the end of the http-header. Meta can only be 
there
            if name == 'meta':
                metas.append(HtmlObject((name, match.group(0), match.start(), 
match.end())))
        
        return metas
    def createObjects(self):
        for tag in self.links.keys():
            self.linkObjects[tag] = [HtmlObject(x) for x in self.links[tag]]
        
    def parseTags(self):
        tagPos = {}
        indices = []
        links = {}
        for match in self.tagRegex.finditer(self.html):
            name = match.group(1).lower()
            value = (name, match.group(0), match.start(), match.end())
            indices.append(match.start())
            tagPos[match.start()] = value
            if name not in links.keys(): links[name] = [value]
            else: links[name].append(value)
        
        indices.sort()
        self.links, self.tagPos, self.indices = links, tagPos, indices
        
    def checkForBalanceError(self):
        faults = []
        for tag in self.links.keys():
            if tag.startswith('/'): continue
            closeTag = '/{0}'.format(tag)
            if closeTag not in self.links: 
                faults.append(tag)
                continue
            startCount = len(self.links[tag])
            endCount = len(self.links[closeTag])
            if startCount != endCount: faults.append(tag)
        return faults
    def balanceTags(self):
        if 'script' in self.links: self.balanceTag('script')
    def balanceTag(self, tagname):
        scriptStarts = self.links[tagname]
        scriptStops = self.links['/{0}'.format(tagname)]
        
        startLen = len(scriptStarts)
        stopLen = len(scriptStops)
        
        if startLen > stopLen:
            # Something is amiss. i.e. a <script> is inside a <script>. Let's 
find it!
            for i, v in enumerate(scriptStarts):
                if i + 1 == len(scriptStarts): break
                start = v[2]
                nextStart = scriptStarts[i + 1][2]
                stop = scriptStops[i][3]
                if nextStart < stop:
                    scriptStarts.remove(scriptStarts[i + 1])
        
        elif startLen < stopLen:
            # There is too many close tags! let's find them and kill them!
            for i, v in enumerate(scriptStops):
                stop = v[3]
                start = scriptStarts[i][2]
                if stop < start:
                    scriptStops.remove(v)
    
    def reparse(self):
        self.parse(self.html)
        
    def removeContent(self, tagname):
        html = ""
        removed = ""
        startTags = self.links[tagname]
        stopTags = self.links['/{0}'.format(tagname)]
        
        lastStop = 0
        for start, stop in zip(startTags, stopTags):
            html += self.html[lastStop:start[2]]
            removed += self.html[start[2]:stop[3]]
            lastStop = stop[3]
        html += self.html[lastStop:]
        self.html = html
        return removed
    def tagSize(self, tagname):
        size = 0
        startTags = self.links[tagname]
        stopTags = self.links['/{0}'.format(tagname)]
        
        lastStop = 0
        for start, stop in zip(startTags, stopTags):
            size += len(self.html[lastStop:start[2]])
            lastStop = stop[3]
        return size
    def removeJavaScript(self):
        if 'script' in self.links.keys():
            return self.removeContent('script')
        else: return ""
        
    def removeCss(self):
        if 'style' in self.links.keys():
            return self.removeContent('style')
        else: return ""
    def countStartTag(self, tagname):
        return len(self.links[tagname])
    
    def countEndTag(self, tagname):
        return len(self.links["/{0}".format(tagname)])
    
    def getTags(self, tagname):
        return copy.copy(self.links[tagname])
    
    def getStartIndices(self, tagname):
        return [x[2] for x in self.links[tagname]]
    
    def getEndIndices(self, tagname):
        return [x[3] for x in self.links[tagname]]
        
    def writeAnchors(self, outfile="result.txt"):
        expString = r'(<[aA] .*?</[aA]>)'
        print(expString)
        exp = re.compile(expString, re.MULTILINE | re.DOTALL)
        result = exp.findall(self.html)
        with open(outfile, "w") as file:
            for x in result:
                file.write(x)
                file.write('\n\n')
Appendiks E – Kildekode for context-systemet
import re
import orm.orm as orm
class ConfigureError(Exception):
    pass
class ObjectConfigurer(object):
    """
    Class for configuring objects at runtime based on a configuration-string.
    """
    nameExp = re.compile(r"(?P<module>(?:[^/]*/)?)(?P<class>[^?]*)(?
P<arguments>.*)", re.MULTILINE)
    argsExp = re.compile(r"[?&](?P<key>[^=]*)=(?P<value>(?:[|].*?(?<![+])[|](?!
[+]))|(?:[^&]*))")
    listExp = re.compile(r"[|](.*?)[|][+]?")
    
    def __init__(self):
        self.modules = {}
        self.objects = {}
        self.defaultModule = None
    
    def configure(self, configurationString, defaultModule=None):
        """
        Creates a list of objects based on their respective configuration-string
        """
        if defaultModule: self.defaultModule = defaultModule.strip()
        stack = self.parseString(configurationString)
        if len(stack) == 1: return stack[0]
        return stack
        
    
    def parseString(self, s):
        """
        Split the comma-separated string and run parseObject for each value
        """
        stack = [self.parseObject(obj) for obj in s.split(",") if not 
len(obj.strip()) == 0]
        return stack
    def parseObject(self, obj):
        """
        Parse the string into module, classname and optional arguments.
        Returns an instance of the class, created with the given arguments as 
keyword 
        arguments to the constructor. Only one instance of a class will be 
constructed
        for each set of constructor arguments. Different ordering of arguments 
will
        result in a different object being created.
        
        Format for the string
        [moduleName#]className[?key=value[&key2=value2 ...]]
        ModuleName is optional
        Arguments are optional
        If moduleName is missing, the specified defaultModule will be used.
        Self-reference is allowed by pre- and post-fixing a value with |
        
        Example:
        remote.download#GzipContentHandler     
        - GzipContentHandler class is imported from remote.download
        - Object is constructed with no arguments
        
        remote.download#Downloader?contentHandler=|
remote.download#GzipContentHandler|
        - Downloader class is imported from remote.download
        - GzipContentHandler object is retrieved or created from the object-pool
        - Downloader objects is constructed with the GzipContentHandler 
          object as the 'contentHandler' keyword
        """
        match = self.nameExp.match(obj)
        module = match.group('module').strip()[: - 1] # Remove the '/'
        argString = match.group('arguments')
        
        if len(module) == 0: module = self.defaultModule
        className = match.group('class').strip()
        arguments = {}
        
        for match in self.argsExp.finditer(argString):
            key = match.group('key').strip()
            value = match.group('value').strip()
            matches = self.listExp.findall(value)
            if matches:
                args = [self.parseObject(reference.strip()) for reference in 
matches if len(reference.strip()) > 0]
                arguments[key] = args[0] if len(args) == 1 else args
                continue
            if value.startswith('|') and value.endswith('|'):
                arguments[key] = self.parseObject(value[1: - 1])
            else:
                arguments[key] = self.getValue(value)
        
        qualifiedName = "{0}/{1}{2}".format(module, className, argString)
        return self.getObject(qualifiedName, module, className, arguments)
    
    def getValue(self, valueString):
        if valueString.endswith(':int'):
            return int(valueString[0:-4])
        if valueString.endswith(':float'):
            return float(valueString[0:-6])
        if valueString.endswith(':string'):
            return valueString[0:-7]
        if valueString.endswith(':bool'):
            return True if valueString[0:-5] == 'True' else False
        if valueString == 'None':
            return None
        return valueString
    
    def getModule(self, moduleName):
        """
        Retreives already imported modules by name. 
        Will import the module if it's not yet imported.
        """
        if not moduleName in self.modules:
            #fromlist can't be empty if I want the whole module returned and not 
just the package
            self.modules[moduleName] = __import__(moduleName.strip(), 
fromlist=['test']) 
        return self.modules[moduleName]
    
    def getObject(self, qualifiedName, moduleName, objectName, arguments):
        """
        Using the qualifiedName as an identifier for the created object,
        the object is fetched from the object-pool. It it's not yet created
        it is imported from the module and constructed with the given
        arguments.
        """
        if not qualifiedName in self.objects:
            m = self.getModule(moduleName)
            for name in dir(m):
                if name == objectName:
                    clazz = getattr(m, name)
                    self.objects[qualifiedName] = clazz(**arguments)
        if qualifiedName not in self.objects or self.objects[qualifiedName] == 
None:
            raise ConfigureError("{0} does not exists.".format(qualifiedName))
        return self.objects[qualifiedName]
class LookupException(Exception):
    pass
class ContextLookup(object):
    
    def getConfig(self, name):
        raise NotImplementedError()
    
    def getAttributeConfigs(self, name):
        raise NotImplementedError()
class SqlContextLookup(object):
    
    storer = orm.ConfigurationStorer.create()
    def getConfig(self, name):
        config = self.storer.get(name)
        if not config:
            raise LookupException("Key: {0} not found.".format(name))
        return config[0].value
    
    def getAttributeConfigs(self, name):
        configs = self.storer.getAttributes(name)
        if not configs:
            return {}
        return {con.key:con.value for con in configs}
class Test(object):
    pass
class Context(object):
    """
    This class contains the application-context. Other classes can use this
    class to fetch objects, in a similair manner as JNDI.
    
    Default behaviour is to fetch the class-configurations from the database,
    but this can be overridden by changing the 'lookup' attribute. Configuration
    is parsed by the 'configurer' attribute, which defaults to ObjectConfigurer.
    
    Objects produced from this class will get an attribute called 
'__configured__'.
    When this is False, all configured attributes will be fetched and inserted.
    
    There is an additional method available in this class to reset the 
configurer.
    By calling 'purge', a new instance of the configurer is created. If the
    configurer is change during the lifespan of this class, the new configurer
    will be an instance of the user-defined class. The 'purge' method is never
    called by any framework code, and it's there only as a convenience-method
    if the user wants fresh objects created.
    
    This class is a Borg. All instances and subklasses will be assimilated.
    """
    __borg_collective__ = {'lookup':SqlContextLookup(),
                           'configurer':ObjectConfigurer()}
    
    def __init__(self):
        self.__dict__ = self.__borg_collective__
    def get(self, name):
        myObject = self.configurer.configure(self.lookup.getConfig(name))
        if not self.isConfigured(myObject):
            for attrname, config in 
self.lookup.getAttributeConfigs(name).items():
                attributeName = attrname[len(name) + 1:]
                attributes = self.configurer.configure(config)
                setattr(myObject, attributeName, attributes)
            myObject.__configured__ = True
        return myObject
    
    def isConfigured(self, theObject):
        if hasattr(theObject, '__configured__') and getattr(theObject, 
'__configured__'):
            return True
        setattr(theObject, '__configured__', False)
        return False
    
    def purge(self):
        clazz = self.configurer.__class__
        self.configurer = clazz()
