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1. INTRODUCTION 
It is a well-known fact that on the real line R and on the torus % there 
exists-up to isomorphy-exactly one group operation which is compatible 
with the (usual) topology on these spaces. However, on the half-line Iw + 
and on the compact interval [0, l] no structure of a topological group 
exists. If we consider instead of groups the convolution structure of 
hypergroups (see [ 12, 15, 11 I), the situation becomes completely different. 
On R + and [0, l] there exist large classes of nonisomorphic hypergroups. 
On the other hand, on R and U no further hypergroups can be defined. 
It is the aim of this article to investigate the properties of hypergroups on 
the one-dimensional spaces 03, T, R + , and [0, l] which can be deduced 
from the topological and geometrical structure of these spaces. In the 
following section, elementary facts about one-dimensional hypergroups 
concerning the neutral element and the involution will be proved. As a con- 
sequence, each of these hypergroups is commutative. It will be shown in the 
third section that the extreme points of the support of two point masses 
can be calculated easily. In Section 4 the classes of hypergroups on R + and 
[0, l] introduced by Chebli [4] and Achour and Trim&he [l, 17) will be 
considered. Homomorphisms between hypergroups and the relation to 
stable measures are investigated in Section 5. In the last section we 
enumerate those hypergroups which are double coset spaces of locally 
compact groups. 
2. GENERALITIES 
2.1. DEFINITION. Let K be a locally compact space and * a binary 
operation on the set db(K) of bounded measures on K which is a bilinear 
and separately continuous mapping from A!*(K) x A*(K) into d*(K). 
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(Hl) E, * (E, * E;) = (E,~ * EY) * E, for x, y, z E K. 
(H2) There exists an element e E K such that 
E, * E, = E, * E, = E, for XE K. 
(H3) There exists a continuous involution x + x” of K such that e is 
contained in the support supp(s, * E,,) of E, * Ed if and only if x= y”. If p” 
denotes the image of the measure p EM’(K) under the mapping ” , then 
(E, * Ey)” = Eyv * E,v for x,y~K. 
(H4) The application (x, y) +El* E, from Kx K into A’(K) (with 
the weak topology) is continuous. For every x, y E K, supp(s, * ey) is com- 
pact and the mapping (x, y) + supp(e, * E,,) from Kx K into the space 
R(K) of compact subsets of K (with the topology described in [14]) is 
continuous. 
The hypergroup (K, * ) is called hermitiun if x ” = x for every x E K. (K, * ) 
is called commutative if E, * E, = Ed * E, for every x, y E K. 
2.1.1. It should be noted that the topology on the space R(K) of 
compact subsets of K coincides with the Hausdorff-topology if K is a metric 
space. If, for example, f0 < fi are real-valued functions on a topological 
space X then the application x + &(x), fi(x)] from X into A(R) is 
continuous if and only if f0 and fi are continuous functions. 
2.2. PROPOSITION. Let (K, * ) be a hypergroup such that K= Iw or K = T 
with the usual topologies. Then K is isomorphic with the hypergroup induced 
by the usual group structure on R respectively U. 
Proof. Since the proofs of the two cases proceed in the same way we 
restrict ourselves to the (somewhat more complicated) case K= U. Without 
loss of generality we may assume that 1 is the neutral element e. Let ZC 
T\{ - 1 } be a closed connected neighbourhood of 1 such that the support 
ofE,*EyiScOntainedinU\{-l}andx”EU\{-l}forx,yEZ. 
At first we show that Im(x” ) < 0 for every x E Z with Im(x” ) > 0. 
Assume that this is not true. Let I, respectively Z _ denote the sets of all 
x E Z such that Im(x) > 0 resp. Im(x) < 0. Since the involution is continuous 
and one-to-one the assumption implies Im(x” ) > 0 for every x E Z + . Fix 
x E Z + and y E Z _ . For every z E Z we obtain z # xv and it follows from 
(H3) that 1 is not contained in the support of E, * E,. By the continuity of 
the support (H4) and supp(E, * &i) = {x} we obtain supp(E, * EY) c I,. 
Interchanging x and y we conclude supp(s, * E-~) c I_ . This contradiction 
shows that Im(x” ) < 0 for every x E I, and Im(x” ) > 0 for x E I- . 
ONE-DIMENSIONAL HYPERGROUPS 3 
Let us now consider y~l- and XEI, such that y = xv. Since 
sUPP(~~*~x)={X)~~+, the support of E, * E, is contained in the closure 
I, u(1) of I,. By symmetry, supp(~, *&,)cZ- u (1). This implies 
E,” *E, =cl for every xEIsuch that xv EI. 
Therefore the largest subgroup of K (see [12, 10.41) is open. Since K is 
connected it must be a group and hence be isomorphic with (U, .). 1 
2.3. PROPOSITION. Let (K, *) be a hypergroup such that K= R + or K= 
[0, I] with the usual topologies. 
(a) The neutral element is 0 in the case of R + and 0 or 1 if 
K= [0, 1-J 
(b) K is hermitian. 
ProoJ: (a) Since both proofs are similar, only the case K= 173 + will be 
considered. In the sequel the assumption that u > 0 is the neutral element 
will lead to a contradiction. Since the involution ” is a homeomorphism of 
K = [w + we obtain 0” = 0 and hence xv < u for x < u and xv > u for x > u. 
Since the support of E, * &y depends continuously on x and y, it follows 
from supp(&, * Ed) = (0) c [0, u[ that supp(e,, * Ed) c [0, u[. 
However, from supp(e,, * E,) = { 2~) c ]u, 03 [ it follows that the support 
of E*” * .zO is contained in ]u, a[. This contradiction shows that 0 is the 
neutral element of K. 
(b) The involution ” is a homeomophism of K onto itself with 
0” = 0 and therefore strictly increasing. In order to show that xv = x for 
every x E K we assume x ” > x for some x > 0. Then we obtain x = x ” ” > 
xv >x. On the other hand, if xv <x we conclude x=x” ” <xv <x. This 
contradiction shows xv = x for every x E K. fi 
2.4. COROLLARY. Every hypergroup on R, R + , T, and [0, 11 is com- 
mutative. 
2.5. EXAMPLES. (a) Consider the semidirect product G := R 91 Z, with 
the subgroup H := Z,. Then the double coset space G//H is homeomorphic 
with R + via the application H(r, x) H + (r(. The induced convolution (see 
[12, 8.2.B]) is given by 
Er * Es =4($-S, + &,+,I for r,sER+. 
(b) If G is the semidirect product T 0 Z, and H := Zz we obtain on 
G//H= [0, l] the convolution 
~,*~s=f(~,r-S, +&l-II-r-s,) for r,sER+. 
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(c) By straightforward calculation one obtains that a hypergroup 
structure on RI + is defined by the following formula: 
cosh( r - s) 
Er * ES = 2 cash r cash s E’r -” 
+ cosh(r+s) 
2 cash I cash s er +’ (r, s f ‘Ia + 1. 
3. THE SUPPORT OF THE CONVOLUTION OF Two POINT MEASURES 
3.1. THEOREM. Let ([0, 11, * ) be a hypergroup. Then there exists a 
homeomorphism q5 of [0, l] onto itself such that 
min supp(s, * ey) = $ -‘(M(x) - $(v)l) for x, Y E IX 1 I 
and 
max wp(~, * &.J = 4 -‘(4(x) + 4~)) 
for x, YE [0, l] with&x)+&y)< 1. 
Proof By 2.3(a) we may suppose without loss of generality that 0 is 
the neutral element of K= [0, 11. Using the abbreviation x * y := (E, * E,,) 
we define fO(x, y) := min(x * y) and fi(x, y) := max(x * y) for x, y E K. 
fO and f, are continuous functions from K x K into K such that fO(x, 0) = 
fkx, 0) = x3 fO(xy Y) =fdy, x), fdx, Y) =fhs x) for x, YE K and 
fO(x, y) = 0 if and only if x = y. 
Now we consider x, YE K with x < y. For every ZE [0, fO(x, y)[ we 
obtain z $ x * y and hence y # z * x. Therefore 0 * x c [0, y [ implies 
P, fob, y)C * x= I3 YC and finally 
fdx, Y) * x = co7 Yl. (1) 
On the other hand, fO(x, y) E x * y implies 
YE “f-ok Y) * x. (2) 
The two formulas together yield 
fl(fo(x> Y), x) = Y for every x, y E K with x < y. (3) 
Let us now consider a fixed x E K. Since f,,(x, .) is one-to-one (3) and 
fO(x, x) = 0, fO(x, .) is a strictly increasing mapping from [x, l] onto 
[0, s(x)], where s(x) :=fJx, 1). From (3) we obtain 
f*W), xl= 1 for every x E K. (4) 
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In the same way as formula (3) it can be proved that fO(fO(x, y), y) = x if 
y>x. Putting y := 1 we get 
s(s(x)) =x for every x E K. (5) 
In particular s is strictly decreasing. 
For every n E N and x E K we define n. x E K inductively by setting 
O.x:=Oand (n+l).x:=fl(n.x,x). 
For every x E 10, l] such that x 6 s(n .x) we obtain n .x = fl(n . x, 0) < 
f,(n .x, x) = (n + 1) .x since f,(n .x, .) is strictly increasing on [0, s(n .x)] 
by (3), and hence 
n.x<(n+ 1)-x if x>Oandn.x<s(x). (6) 
Using this formula the following lemma can easily be proved by induction: 
3.1.1. LEMMA. (a) For coery nZ1, s,:=min{xEK: n.x=l}E]O,l] 
exists. 
(b) The function x + n .x is strictly increasing on [0, s,]. 
(c) s, <snml for every na2. 
(d) (n - 1) .s, = s(s,) for every n 3 1. 
Next we consider x, y, z E K such that fi(x, y) ,< s(z) and f,(y, z) <s(x). 
Using the fact that fi( ., z) is strictly increasing on [0, s(z)] we see that 
fI(fi(xY Y)t z) = maxf,(x, y)*z = max(x*y)*z = maxx*(y*z) = 
max x * f,(y, z) = fi(x, f,(y, z)). Therefore we have proved 
f,(f,(x, Y), 2) =f,(x, f,(YY z)) 
if f,(x, Y)<s(z) andf,(y, z)<s(x). (7) 
For every nonnegative integer m d n we can now define a,,, := m . s,. The 
next step will be to prove 
s(am,J = a, m,n for every m < n (8) 
by induction on m. Suppose that m + 1 ,< n and that (8) is true for m. Since 
fi(a m+1,fl> .) is strictly increasing on [0, s(a,+,,,)] the assumption 
da m + d > a, -m - I,n would imply 
l=f,(a,+,,.,s(a,+,,,))>f,(a,+,,,,a,~,-,.,) 
=fi(fi(a,,,,s,),a,~,-,.,)=f,(a,,,,f,(s,, a,-,-,,,)) 
=f~(am.nv a,-,,.)=fi(am,., da,,,))= 1, 
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which is impossible (formula (7) may be applied since f,(~~,~, s,)= 
a m+,,n<s(a,-,-,~,) by the assumption andf,(s,,a,-,_,,,)=a,_,,.~ 
s(a,,,) by induction). By the same method the assumption ~(a,+,,,)< 
a, _ m _ I,n can be disproved and therefore (8) holds true. 
Now we are able to show that 
fi(m.a,n.a)=(m+n).a if a<~,+,. (9) 
Suppose that we have already proved (9) for m and every n 20 and 
that a 6 s~+“+~. By induction we obtain f,((m + 1) . a, n . a) = 
fi(fdm . a, a), n . a) = fib . a, fda, n . a)) = f&m . a, (n + 1) . a) = 
(m + n + 1). a. The application of (7) was correct since (m + 1) .a< 
am+1,m+n+1 = s(a .,m+n+J~s(n4 by (8). 
The next two formulas are consequences of (9): 
f,(a I,", am,J = a[+m.n if l+m<n, (10) 
m.(n.a)=mn.a if a<s,,. (11) 
The last equation implies 
m.s,, =s, for every m, n 2 1 (12) 
and thus we obtain 
a mP3 “P =mp,s,, =m.(p.s,,)=m.s, =am,n ifpal andm<n. (13) 
Finally, from (6) and (13) we conclude that 
a m,n ZaPA? if and only if m/n Z$ p/q. (14) 
Let A be the subset {u~,~: n21, O<m<n} of [O,l]. Lemma3.1.l(c) 
implies that a := lim, _ m a,,, < sz exists and satisfies f ,(a, a) = 
lim n + co fits,, s,) = lim, + m a2,n = a=f,(a, 0). Since fr(a,.) is strictly 
increasing on [0, sz], this implies lim, _ m aI,, = a = 0. Suppose that there 
existb<c<lsuchthatbEAandAn]b,c[=0.Choosenblsuchthat 
f,(h a,,,) <c andp<q with a,,<b andf,(a,,,a,,.)>b. 
This, however, implies up,, +4,qn = fi(ap,,, a,,,) E lb, c[ in contradiction 
with A n 16, c[ = 0. Hence we have proved that A= [0, 11. 
Therefore it follows from (14) that the application u,,,~ -+ m/n from A 
into [0, l] can be extended to a strictly increasing function 4: [0, 11 + 
[0, 11. 4 is a homeomorphism and satisfies d(fl(r, s)) = 4(r) +4(s) if 
t$(r)+d(s)< 1 by (10) and continuity. From (3) we calculate $(f,,(r, s)) = 
lb(r) - d(s)1 and this concludes the proof of the theorem. 1 
3.2. Remark. The homeomorphism 4 in 3.1 is uniquely determined. 
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3.3. EXAMPLES. (a) Let a>0 and for every ,M, $G Jb( [0, 11) let 
p * p’ E Ab( [O, 11) be defined by the weak integral 
x c, sin” - ’ t dtAdx) P’(dYh 
where c, = r((a+ 1)/2)/h T(a/2) ( see Bingham 121). Then ([O, 11, + ) is 
a hypergroup and 
suPP(G*&,)=Clx-Yl, l-II-x-Yll. 
(b) Let ([0, 11, *) be a hypergroup such that supp(e, * sv) = 
[lx-yl, 1-ll-x-yl]. Then H:={O, I} is the maximal subgroup and 
the double coset hypergroup K//H is isomorphic with ([0, 1],6 ), where 
8, * E, = pr(hn * ~~1 
and pr: [0, l] --f [O, l] is defined by pr(x) := 1 - 12x- 11 (x~ [0, 11). It is 
easily seen that supp(e, * E,,) = [lx- yj, min(x + y, l)] and therefore the 
restriction in the second formula of 3.1 cannot be weakened. 
(c) In the case of Example 2.5(b) we obtain supp(s, * E,,) = {Ix - yJ, 
I-[l-x-y/}. 
3.4. It is a consequence of the theorem that we may suppose without 
loss of generality that every hypergroup on [0, l] is normalized in the 
following sense: 
min supp(s, * sy) = Ix - yl for every x, y E [0, 11, 
max supp(s, * sY) = x + y if x,y~[O,l]andx+y<l. 
In the sequel, two applications of the theorem will be proved. 
3.5. COROLLARY. Let ([0, 11, *) be a hypergroup. Then the maximal 
subgroup is either trivial or { 0, I}. In the second case 
max supp(e, * sv) = 1 - ( 1 - x - y( for every x, y E [0, 1 ] 
if CO, 1 ] is normalized. 
Proof: Suppose that the hypergroup is normalized and that a is in the 
maximal subgroup. Then for every y G [0, 1 ] a * y is a one point set. Since 
la-yJ=mina*yEa*yoneobtainsa*y={la-yl}andhence 
(l)=(a*a)*l=a*(a*l)=a*(l-a)={(l-2alj. 
Therefore a E { 0, I}. 
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NOW let (0, l} be the maximal subgroup and x, ye [0, 1) with 




since 1-x+1-y<l. 1 
3.6. COROLLARY. Let ([O, 11, * ) be a hypergroup such that supp E, * E,, 
contains at most two points for every x, YE [0, 11. Then the hypergroup is 
isomorphic with T 53 Zz//Z,. 
Proof With the notations of the proof of the theorem we assume that 
a:=f,(l,l)>O. This implies a~1 ~1, l~l*a, andf,(l,a)=l=f,(l,O). 
Hence there are x# ~~10, a[, ZE [0, l] such that f,(l,x)= f,(l, y)=z. 
Thus we obtain that x, y, 1 -z E 1 * z, which contradicts the assumption. 
Therefore 1 belongs to the maximal subgroup and by 3.5 we obtain that 
x*y={jx-yl, l-(l-x-yl)foreveryx,yE[O,l]. 
It follows from (H4) that there exists a continuous function a: 
10, l[ x10, l[ --+]O, l[ such that 
&x*&y=u(x,Y)&,-,I-r-Y, 
J + (1-4x, Y))~-~I for x, yE:]O, l[. 
Evaluating ((s, * sy) * sZ)( {x + y + z, -x + y + z}) and using (HI) we 
obtain for every x < y that 
4x, Y) 4x + Y, z) + (1 - 4x, y)) 4v -x, z) = 4y, 2) 
and hence a( ., z) is constant in the neighbourhood of every local extreme 
point. Therefore either a( ., z) is constant on 10, l[ or strictly monotone for 
every z E 10, l[ and so b := lim, y +,, u(x, y) exists. Now we choose a 
sequence (x,) with limit 0 and y, E IO, x,[ such that (1 -a(~,, x,))/ 
(1 - a(~,, x,)) + 1. We obtain 
=(1-a(~,-Y,,x,-y,))(l-a(y,,x,)) 1-b 
(1-4x,, x,)) 4X” - Y”, Y,) 
+-. 
b 
This implies b = $. 
It follows from a(x, I- y) = 1 - u(x, y) that u(x, y) approaches 4 if 
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(x, y) converges towards (0, l), (1, 0), or (1, 1). Since the functions 
a(~, .) and a( ., z) are monotone for every z E 10, 1 [ we obtain a(x, y) = t 
for every x, y~]O,l[. Therefore E,*E,=~(E,-,~-.~-~~+E,~-~,) as in 
Example 2.5(b). 1 
Now we consider hypergroups on the real half-line. 
3.7. THEOREM. Let (RI + , * 1 be a hypergroup. Then there exists a 
homeomorphism q5 of R + onto itself such that 
and 
maxsupp(E,*E,)=~-‘(~(x)+~(~)) for X,YER+ 
The proof proceeds along the same lines as 3.1 with some simplifications. It 
will therefore be omitted. It is clear that the homeomorphism 4 is uniquely 
determined up to multiplication with a constant. 
3.8. EXAMPLES. (a) Let a > 0. If the convolution on R + is defined by 
where c, = r((a + 1)/2)/G f(u/2), we 
x+ y] (see Kingman [13], Finckh [6]). 
(b) The same is true if we define 
r” 
’ tdt for x, yeR+ 
obtain supp E, * E, = [lx - yl, 
E, * E, := 
J, 
Earch(chxch J’ fshxsh ycosr) co sin” ’ t dt 
for every x, y E iw + (see Flensted-Jensen and Koornwinder [S], Zeuner 
C201). 
(c) In the case of Examples 2.5(a) and (c) we obtain supp E, * E, = 
{Ix-Yl? x+ Y>. 
3.9. It follows from Theorem 3.7 that it is no restriction to suppose that 
a hypergroup on R + is normalized in the following sense: 
min supp(s, * E?) = Ix - yl 
and 
max supp(e, * cy) = x + y for every X,.YER+. 
We conclude the section with two applications of Theorem 3.7. 
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3.10. COROLLARY. The maximal subgroup of every hypergroup on IR + is 
trivial. 
3.11. COROLLARY. Let (R,, * ) be a hypergroup such that supp E, * E, 
contains at most two points for every x, y E R + . Then this hypergroup is 
isomorphic with R % Z,/Jh, or with Example 2.5(c). 
Proox As in the proof of 3.6 there exists a continuous function 
a:R: xp*, --f 10, l[ such that 
E,* cy =(I -4x, Y))E,+-~, +a& Y)E,+~ for x, y~Iw*,, 
a( ., z) is constant or strictly monotone for every ZE W*, , and 
lim x,y+o4x9 u)=f. With the same argument one obtains that 
lim x, y _ m a(x, y) equals 1 or 1. In the first case one concludes a(x, y) = i as 
in 3.6. 
Now we consider the case lim,, _ m a(x, y) = 1. If we define b(x) := 
lim y j m a(x, y) for every XE rW*, , 
E, * (Ey * E,){X + y + z} = 4x, y + z) a(y, z) 
--f b(x) b(y) (forz+co) 
and 
(E, * EY) * E,{X + y + 2) = a@, Y) 4x + Y, z) 
-+4x, Y) W + Y) 
imply a(x, y) = b(x) b(y)/b(x + y) for x, ye R!+ . Evaluating the same 
measures at z-x - y yields a(x, y) = (1 - b(x))( 1 - b( y))/( 1 - b(x + y)) 
and hence the increasing function c := b/(1 -b) satisfies c(x) c(y) = 
c(x+y)forx,yER*+. Therefore there exists a positive number /I such that 
b(x)=l/(l+eP8”) for x~lR*,. By 3.7 it is no restriction to assume fl= 2 
and thus 
4x, y) = 
1+,-2-2y cosh(x + y) 
(1+e-2x)(l+e-2Y)=2coshxcosh y 
follows. 1 
4. STURM-LIOUVILLE HYPERGROUPS 
In contrast to the cases R and T where no hypergroups can be defined, 
on R, and [0, l] there exists a large class of hypergroups. The 
corresponding Banach algebra of those hypergroups has been studied by 
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Achour, Chebli, and Trim&he (see Cl, 4, 171). We begin with the case 
of [w,. 
4.1. No~tions. Let A be a continuous function on R + which is 
differentiable and strictly positive on R$ . We define a differential operator 
L=L, on lR+* by 
Lf(x) :=-1 A(x) (A(x) f’(x))’ 
= -f”(x) -z f’(x) 
for every function f which is two times differentiable on lFY!+ and every 
x > 0. 
Now let (R+, *) be a hypergroup which is normalized in the sense of 
3.9. It will be called a Sturm-Liouuille hypergroup if for every f~ $B,,(R + ) 
(the space of even test functions on R restricted to R +) the function 
ur E %‘( R + x R + ) defined by 
u&C Y) := j f&r * Ey (x3 YER+) 
is two times differentiable and satisfies the partial differential equation 
4.2. EXAMPLES. In 2.5(a), (c), and 3.8(a), (b) we obtain Sturm- 
Liouville hypergroups. The function A is given by 1, cash’, x -+ x’, and 
sinh ‘, respectively. 
4.3. PROPOSITION. Let (88 +, * ) be a Sturm-Liouville hypergroup. 
(a) A Haar measure of this hypergroup is given by A . A R + . 
(b) A complex-valued function q!~ on R + is multiplicative (see [ 12, 
6.31) if and only if 4(O) = 1, 4 is two times continuously differentiable, and 
there exists 1 E C such that L4 = @. 
ProoJ: (a) From the definition it follows by integration that 
I ‘A(w) A(x)(q), (A w) dw 0 
= s -‘A(Y) A(v)(q), (0, y)dv. 0 
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If the support offE 90(R’ +) is contained in [0, a] and if x0 > 0, we obtain 
for u < x,, and y > x,, + a that u,-(u, y) = 0 (since supp(f) n supp(s, * sv) c 
[0, a] n [y - u, y + o] = a) and hence 
= i oy bf), (x0, WI A(w) dw 
1 =- i xo A(Y) A(Wq),r (u, Y) do = 0. 4x0) o 
Therefore j f * E,(W) A(w) dw does not depend on x. 
(b) The proof of the fact that every multiplicative function is two 
times continuously differentiable is straightforward but technical and will 
therefore be omitted. Since the function (x, y) + u++(x, y) = 4(x) 4(y) is a 
solution of the p.d.e. in 4.1 we obtain 
( 
(.y(x) + A’(x) 
a(x)m~(x))mcy,=mcx)().(l.)+~~~(Y)) 
and hence there exists 1 EC such that 
qYyx) + $g f(x) = A&) for every x > 0. 
The converse implication is obvious. 1 
4.4. Let US now consider, as in [4], a function A on R + satisfying the 
following conditions: 
A(O)=0 and A(x)>0 for x>O, 
A is increasing and lim .~ _ m A(x) = 03, 
A’/A is a decreasing function on rW*, , and 
A’(x)/A(x) = a/x + B(X) on a neighbourhood of 0, where a > 0 and B 
is an odd Cm-function on R. 
Following [4, Chap. III], there exists a probability measure W(x, y,.) 
for every x, y E IR + such that for every f E ~o(~ +) the function u/ on 
R + x R + defined by u,(x, y) = jf(z) W(x, y, dz) satisfies 
i 41(x) u/(x, Y) A(x) dx 
= d,(y) I4i(x) f(x) A(x) dx 
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for ye Iw + and 1oC (where (bi. is the solution of L.4, = AQln, #JO)= 1, 
d’,(O) = 0). Furthermore uf satisfies (q-), (0, y) = 0, q(x, y) = zq(y, x), and 
L,u,(x, y) = L,u,(x, y) for every x, YE Iw + . If we define E, * E, := 
W(x, y,.), [w + becomes a hypergroup by the following theorem. 
4.5. THEOREM. With the convolution * defined as above, (Iw + , * ) is a 
Sturm-Liouville hypergroup such that 
SUPP(&* * &.J = c Ix - YL x + ?11 for x, y E l% + . 
Proof We begin with the demonstration of the support formula. The 
inclusion “ c ” has been shown in [4]. In order to prove “ 3 ” we will show 
that z+(x, y) > 0 if y < x and 0 6 f E 9,,( [w + ) is strictly positive on Is, s’[ c 
cx-v,x+vl. 
Using the formula of Green and Riemann, in [4] the following identity 
has been deduced: 




for every v, w  E R ~ with w  6 v. 
We will now define the points P, Q, R, S, S’, T, V in Iw + x Iw + 
according to Fig. 1. 
FIGURE 1 
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It follows from [4, Theo&me III-l] and from the assumptions on A that 
both factors of every integrand in (1) are nonnegative. Since U, is strictly 
positive inside the triangle (s, 0) Y(s’, 0) and since the first factor of the first 
integrand in (1) is strictly positive for small values of t we conclude that 
u,(T) > 0 for every point T= (u, w) between S and S’. When we choose 
(a, w) := (x, y) the second integrand therefore becomes strictly positive if 
(x - y + t, t) lies between S and S’. This proves that U/(X, y) > 0. 
From the support formula it follows immediately that (H3) and the 
second part of (H4) are valid. The first part of (H4) is true since U, is con- 
tinuous for every f E G&,( IR + ) and (H2) is a consequence of U/(X, 0) = j(x). 
Theo&me 3.V in [4] implies (H 1). 1 
4.6. A similar treatment in the case of a compact interval [0, l] has 
been done by Achour and Trim&he [ 11. Let A be a function on [0, 1 ] 
such that 
A is increasing on [0, $1, A’/A is decreasing, and A( 1 - t) = A(t) for 
tE [O, 11, 
there exist c1> 0 and a Cm-function B on [0, l] with B’(0) = 0 and 
B(t) > 0 for TV [0, l] such that A(t) = (sin rtt)” B(t) for TV [0, 11. 
As in 4.1, for every C2-function S on 10, 1[ we define Lj-(x) := 
(- l/A(x))(A(x) f’(x))’ (XE IO, 1 [I). According to [l] there exists a 
probability measure K(x, y,.) =: E, * sy for every x, y E [0, l] such that 
the function uf on [O, 11’ defined by u/(x, y) :=I f d&, * E, satisfies 
uf(x, 0) = f(x) and L,u,(x, y) = L,u/(x, y) for x, y E 10, 1 [ and every C O”- 
function f on [0, 1 ] with f’2n + “(0) = f (Zn + l’( 1) = 0 for every integer n. 
With the same arguments as in 4.5 the following theorem can be proved: 
4.7. THEOREM. With the convolution * defined as above, ([0, 11, * ) is a 
hypergroup such that 
~~PP~~,*~,~=Cl~-Yl,~-I~-~-Yll for x, ye co, 11. 
The function A is the density qf a Haar measure with respect to the Lebesgue 
measure on [0, 11. 
5. HOMOMORPHISMS AND STABILITY 
Let (K, * ) and (L, * ) be hypergroups. A continuous mapping 4: K + L 
is called a homomorphism if &d(J) * E~(~) = &.sX * cy) for x, YE K. In the 
sequel the case K= L = iF! + will be treated. The proofs are simple 
applications of Theorem 3.7 and will therefore be omitted. 
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5.1. PROPOSITION. Let (IF! + , * ) and (R! + , * ) be normalized hypergroups. 
Then every homomorphism 4 is of the form 
t$(X)=ax(xER+) with a~iR+. 
5.2. COROLLARY. Consider two Sturm-Liouville hypergroups with 
corresponding functions A 0, A 1 as in 4.1. If the two hypergroups are 
isomorphic there exist a, b > 0 such that 
A,(x) = aA, for XER,. 
5.3. COROLLARY. Let (W+, * ) be a hypergroup as in Theorem 4.5 which 
is not isomorphic with Example 3.8(a). Then the only automorphism is the 
identity. 
5.4. The set of automorphisms is of interest in the study of stable and 
semistable measures (see Hazod and Siebert [9]). It follows from 5.3 that 
the only ChCbli hypergroups where nontrivial automorphisms exist and 
hence (semi-)stability can be studied are those of Example 3.8(a). This 
conclusion agrees with the corresponding result of Hazod and Siebert [9] 
in the group case. Stable measures in the case of Example 3.8(a) have been 
investigated by Urbanik [ 181. 
6. DOUBLE COSET HYPERGROUPS 
Let G be a locally compact group and H a compact subgroup. Then on 
the double coset G/H a hypergroup operation can be defined by 
&HgH*&Hf'H= ~Hgtrgw~H(dh) for HgH, Hg’HE G//H, 
where o H is the normalized Haar measure on H (see [ 12, 8.2.B]). If oG is 
a Haar measure on G and pr: G + G//H is the natural projection g + HgH, 
a Haar measure on G//H is given by pr(o,). In this last section we will 
solve the question which of the hypergroups on R + or [O, l] are double 
coset spaces. The result is the following: 
6.1. THEOREM. Let G be a locally compact group and H a compact sub- 
group. 
(a) If GIIH=~+, (G//H, * ) is a Sturm-Liouville hypergroup; the 
corresponding function A is one of the following: 
X-+X” (n>O), sh” (n> l), shzn-‘ch (na2), sh4n-1ch3 (n>2), 
and sh 15ch ‘. 
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(b) If Gf/H 1 [0, 1 ] the density A of a Haar measure with respect to 
the Lebesgue measure on [0, l] is one of the following functions on [0, 11: 







ix sin3 7rx (n 2 2), 
andx-tsin’ 
Before beginning with the proof of the theorem we will state two lemmas 
which will be used later. 
6.2. LEMMA. If G/H is homeomorphic with [0, l] or R + there exists an 
equivalent G-invariant metric on G/H. G/H is connected and the operation of 
G on G/H is two-point homogeneous. 
Proof It follows from 3.1 and 3.7 that there exists a homeomorphism q5 
from G//H onto [0, 11 or R + such that 
max swp 4(&, * ~~1 G 4~) + G&Y) for x, y E GIJH. 
It is clear that d: (G//H)’ + R + defined by 
d(gH, g’W = $Wg -‘g’H) for gH, g’HE G/H 
is well defined and G-invariant. It follows from 2.3(b) that d(gH, g’H) = 
d( g’H, gH) and it is obvious that d( gH, g’H) = 0 if and only if gH = g’H. 
Now let g,, g,, g, EG. It follows from HgolgZHE~~pp(~HgO~g,H * sHgllgzH) 
that 
1 
W&c g2W G max su~~(&~~~l~,~ * eHg;lgzH )I 
~~(Hg,‘g,H)+~(Hg;‘gzH) 
and hence d(gOH, gzH)<d(g,H, g,H)+d(g,H,g,H). Therefore d is a 
metric on G/H. It is easy to prove that the topology induced by this metric 
agrees with the original topology on G/H. 
Next we consider g,, g,, g,, g,EG such that d(g,H, g,W= 
d( g, H, g, H), which implies &Hg;‘g, H) = d(Hg;‘g3 H). Thus we 
obtain g;‘g, H c Hg;‘g, H and hence there exists h E H such that 
g,‘g,H=hg;‘g,H, If we choose x := gohg;’ we conclude x(g,H)= 
g,,hg;‘g,H=g,H and x(g,H)=g,hg;‘g,H=g,g;‘g,H=g,H and 
hence the operation of G is two-point homogeneous. 
It is not difficult to show that G/H is connected. 1 
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6.3. COROLLARY. (a) rf GJ/Hr Iw + then G/H is one of the following 
spaces: [w” (na i), Wn(rW), Wn(@), E-In(W) (n>2), and W2(0). 
(b) IfG//Hg [0, l] then G/H is one of the following spaces: S” (n 3 l), 
[Fp”([W), p”(C), P”(W) (n>2), and P’(0). 
Prooj This follows from [ 19, Theorem II; 16, IV.3.60, Corollaire 23. 
I 
6.4. LEMMA. Let G, be a closed subgroup of G such that the operation of 
Go on G/H is two-point homogeneous and H,, := G,, n H. Then the 
hypergroups G//H and G,,fIH, are isomorphic. 
The lemma can be proved by straightforward calculation. 
Proof of 6.1. It follows from Lemma 6.2 that G/H can be provided with 
a metric din such a way that it becomes isometric with one of spaces in 6.3. 
Lemma 6.4 implies that the hypergroup structure on G//H remains 
unchanged if G is replaced by the group of all isometries of G/H and H by 
the stability subgroup of H. Therefore we have to consider the following 
symmetric pairs: ([w”@ 0(n), O(n)), (U( 1, n; IF), U(n; F) x U( 1; F)) with [F = 
R @, w  v4’4(-20)7 S(9)), (O(n + l), O(n)), (U(n + 1; 0 U(n; 5) x U(1; 5)) 
with F= Iw, @, W, and (F+52J, E(9)). 
The densities of the Haar measures of these hypergroups with respect to 
the Lebesgue meaure can be calculated using Propositions X.1.17 and 
X.1.19 in [lo]. In the case of the hyperbolic spaces W”(lF) this has been 
done in [S]. The exceptional case follows from [3, p. 4241. 1 
6.5. Remark. It is possible to construct a larger class of hypergroups 
on iw, coming from groups by considering non-Riemannian symmetric 
spaces. This has been indicated in [7]. 
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