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SETOR DE CIÊNCIAS EXATAS
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In this Work we found explicit rates of decay of the energy associated to a problem
with partial viscoelasticity. Problems with partial viscoelasticity were studied by
many authors, for example: [2], [10], [11], [13], [16], [17]. In particular, we cite the
work of Rivera & Salvatierra [13] where exponential kernels for the memory are con-
sidered, obtaining exponential decay for the energy, however the technics used in this
work cannot be used to establish decay of the energy for kernels with polinomial de-
cay. It was the stimulus for work in that address. Using a suitable multiplier technics
we got to find estimates which can be used to establish the decay of the energy for
exponential and polinomial kernels. For Complete this work, we also prove existence
and uniqueness of solution.




Neste trabalho obtemos taxas expĺıcitas de decaimento da energia associada a um
problema parcialmente viscoelástico. Problemas parcialmente viscoelásticos foram
estudados por vários autores, dentre os quais podemos citar: [2], [10], [11], [13],
[16], [17]. Em particular, mencionamos o artigo de Rivera & Salvatierra [13] no qual
núcleos exponenciais com a memória são considerados, obtendo decaimento exponen-
cial da energia; porém as técnicas usadas nesse trabalho não podem ser aproveitadas
para estabelecer o decaimento da energia quando o núcleo decai polinomialmente.
Este fato foi o que nos motivou a trabalhar nessa linha de pesquisa. Usando técnicas
multiplicativas de forma apropriada conseguimos encontrar estimativas que podem
ser usadas para estabelecer o decaimento da energia por núcleos exponenciais ou
polinomiais. A t́ıtulo de completar o trabalho, também demonstramos existência e
unicidade de solução.




Consideramos o problema de uma corda oscilante fixa em seus extremos, com uma
dissipação localmente distribúıda, mais precisamente, um corpo unidimensional com-
posto por uma parte elástica e uma viscoelástica. A dissipação é dada por um efeito
de memória, que trabalha sobre uma parte do material. A modelagem do problema




utt − κuxx +
∫ t
0
g(t− s)[c(x)ux(s)]x ds = 0, x ∈]0, L[, t > 0,
u(0, t) = 0 = u(L, t), t ≥ 0,
u(x, 0) = u0(x), x ∈ [0, L],
ut(x, 0) = u
1(x), x ∈ [0, L].
Na expressão acima, κ é uma constante positiva relacionada com a densidade e a
elasticidade do material. A função g, a qual chamamos de núcleo ou função de re-
laxação da memória, é uma função suave, positiva e decrescente. Além do mais, se





que pode ser interpretado como um fator que descreve o envelhecimento da corda, ou
seja, a perda de suas propriedades elásticas, que faz a corda parar a medida que o
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tempo passa. Assumimos que o material é formado por duas partes: a parte elástica,
na qual a memória não afeta, e a viscoelástica, aquela em que afeta produzindo um
efeito dissipativo. Isto significa, em nosso modelo, que a função c que aparece no
termo de convolução é estritamente positiva em uma vizinhança de L (para fixar as




g(s)ds > 0, ∀x ∈ [0, L],
condição válida para sólidos viscoelásticos. Uma vez que supomos a corda com os ex-
tremos fixos, estabelecemos as condições u(0, t) = 0 e u(L, t) = 0. Também supondo
uma configuração e uma velocidade inicial para a corda, tem-se como dados iniciais
u(x, 0) = u0(x) e ut(x, 0) = u
1(x), respectivamente.
Antes de atarcarmos o problema, faz-se necessário algumas observações com relação
à notação, como ler o trabalho e alguns resultados básicos.
Sempre que aparecer o śımbolo “ := ” leia “igual por definição”. Às vezes, para
indicar que uma expressão “B” é conseqüência de “A”, escreveremos “A ... B” (os
três pontinhos podem ser traduzidos pela palavra “donde”). No trabalho existem
uma série de pequenos detalhes, que se fôssemos explicitar todos podeŕıamos acabar
perdendo a linha de racioćınio e as idéias principais. Por exemplo, em vários mo-
mentos consideraremos funções cont́ınuas em conjuntos compactos α(x), α′(x), β(x),
ρ(x), etc. Sabemos que funções cont́ınuas em conjuntos compactos possuem máximos
e mı́nimos ( Weierstrass ); sendo assim, quase todo instante utilizaremos este fato.
Estejamos atentos a isto.
Com relação às constantes, é bastante comum, em trabalhos semelhantes a este,
denotarmos com uma mesma letra as várias constantes diferentes. Em boa parte das
majorações, o que consideramos com relação a estas constantes é basicamente o fato
de ser constante, depender ou não de alguma variável e não necessariamente qual o seu
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valor. Sendo assim, justifica-se o fato de se usar uma única letra. No entanto, embora
às vezes façamos isto, não seguiremos muito esta prática e consideraremos várias
constantes. A justificativa para proceder assim, é simples. Estando o trabalho pronto,
denotar várias constantes diferentes com uma mesma letra dificilmente causará algum
problema, visto que já conhecemos o resultado. Mas, no desenvolver deste trabalho
surgiram algumas dificuldades técnicas que, pelo menos para um principiante, denotar
as constantes com letras diferentes normalmente sugestivas, ajudam e muito sabermos
de onde sáıram determinadas expressões podendo, assim, retornar ao ponto de origem
e fazer as adaptações que por ventura forem necessárias, visto que os funcionais e as
majorações, que aparecem no trabalho, não ocorrem de maneira tão natural.
Duas desigualdades muito utilizadas, que apresentaremos no próximo caṕıtulo,
serão a desigualdade de Young e a desigualdade de Poincaré. Como nem sempre di-
remos quando estas desigualdades estão sendo aplicadas, o aparecimento dos números
ε e δ, que posteriormente serão fixados de maneira adequada, indicará a aplicação da
primeira e o surgimento de uma constante Cp, a da segunda. Levando em considera-




1.1 Algumas Noções de Análise Funcional
Definição 1.1 (Norma) Seja E um espaço vetorial sobre o corpo R. Uma aplicação
‖ ‖ : E −→ R
é dita uma norma em E se, para quaisquer u, v ∈ E e para qualquer λ ∈ R, as
seguintes condições são satisfeitas:
a) ‖u‖ ≥ 0;
b) A relação ‖u‖ = 0 implica u = 0;
c) ‖λu‖ = |λ| ‖u‖;
d) ‖u + v‖ ≤ ‖u‖+ ‖v‖.
Observação: Um espaço vetorial normado é um espaço vetorial no qual está dada
uma norma. Sendo v ∈ E, em todo o trabalho, denotaremos por ‖v‖E a norma do
vetor v do espaço vetorial E. No entanto, em algumas ocasiões, para não sobrecar-
regar a notação, denotaremos simplesmente ‖v‖ deixando subentendido que se trata
da norma do espaço vetorial ao qual v pertence.
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Definição 1.2 (Espaço de Banach) Um espaço normado E é dito um espaço de
Banach se E é um espaço métrico completo relativamente à métrica (noção de distância)
proveniente de sua norma. Em outras palavras, toda seqüência de Cauchy é conver-
gente com relação a métrica dada por: d(u, v) = ‖u− v‖.
Definição 1.3 (Produto Interno) Um produto interno num espaço vetorial E é
um funcional bilinear simétrico e positivo em E. Mais precisamente, é uma função
( , )E : E × E −→ R
para qual são válidas as seguintes propriedades: para quaisquer u, v, w ∈ E e α ∈ R,
Bilinearidade:
(u + v, w)E = (u,w)E + (v, w)E, (αu, v)E = α(u, v)E,
(u, v + w)E = (u, v)E + (u,w)E, (u, αv)E = α(u, v)E;
Comutatividade(simetria): (u,w)E = (w, u)E;
Positividade: (u, u)E > 0 se u 6= 0.
Observação: Semelhantemente ao caso da norma, às vezes podemos omitir o sub́ındice
E da notação ( , )E, levando em consideração que provavelmente o contexto não cause
confusão com a notação de par ordenado.
Definição 1.4 (Espaço de Hilbert) Um espaço com produto interno é dito um
espaço de Hilbert se ele é um espaço de Banach com respeito à norma proveniente de
seu produto interno, ou seja, com relação à norma dada por ‖v‖E :=
√
(v, v)E.
Definição 1.5 (Imersão) Sejam V ⊂ H espaços de Hilbert. Ao operador linear,
injetivo, τ : V −→ H, que a cada v ∈ V faz corresponder τv como elemento de H,
chamamos imersão τ de V em H. Quando existe k > 0, tal que
‖τv‖H ≤ k‖v‖V , ∀v ∈ V,
dizemos que τ é uma imersão cont́ınua. Quando o fecho da imagem de conjuntos
limitados de V , por τ , forem compactos dizemos que τ é uma imersão compacta.
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Definição 1.6 (Espaço Separável) Um espaço normado E é dito separável se
existe um subconjunto enumerável D de E tal que D é denso em E (isto é, para todo
v ∈ E e para todo r > 0, B(v, r) ∩D 6= ∅).
Notação: Designaremos por E ′ o dual (topológico) de E, i.e, o espaço de todas as
formas lineares cont́ınuas sobre E. Quando f ∈ E ′ e x ∈ E denotaremos 〈f, x〉 em
vez de f(x).
Sejam E um espaço de Banach e f ∈ E ′, designamos por ϕf : E −→ R a aplicação





Definição 1.7 A topologia fraca σ(E,E ′) sobre E é a topologia menos fina sobre E
que torna cont́ınua todas as aplicações (ϕf )f∈E′.
Notação: Dada uma seqüência xn em E denotaremos por xn ⇀ x a convergência
em σ(E, E ′), convergência fraca, e por xn → x a convergência forte, isto é, na norma
de E.
Proposição 1.1 Se xn é uma seqüência em E então
• xn ⇀ x em σ(E,E ′) ⇐⇒
〈
f, xn
〉 → 〈f, x〉, ∀f ∈ E ′;
• xn → x em E =⇒ xn ⇀ x em σ(E,E ′).
Demonstração: Ver [1].
Observação: Sendo E um espaço normado, podemos definir uma imersão canônica
J dada da seguinte forma:
J : E −→ E ′′
x 7−→ Jx : E ′ −→ R










E′′×E′ denota Jx ∈ E ′′ aplicada em f ∈ E ′. A imersão J é uma isometria,
i.e., ‖Jx‖E′′ = ‖x‖E. (veja [1])
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Definição 1.8 (Espaço Reflexivo) Um espaço normado E é reflexivo quando a
imersão canônica J é sobrejetiva.





∀f ∈ E ′. Quando x percorre E obtem-se uma famı́lia de aplicações (ϕx)x∈E de E ′
em R.
Definição 1.9 A topologia fraca ? (lê-se: fraca estrela) denotada também por σ(E ′, E),
é a topologia menos fina sobre E ′ que faz cont́ınuas todas as aplicações (ϕx)x∈E.
Notação: Dada uma seqüência fn em E
′, denotaremos por fn
?
⇀ f a convergência
de fn à f na topologia fraca ?.
Proposição 1.2 Se E é um espaço de Banach e fn uma seqüência de E
′ então:
• fn ?⇀ f em σ(E ′, E) ⇐⇒
〈
fn, x
〉 → 〈f, x〉 ∀x ∈ E;
• fn → f =⇒ fn ⇀ f em σ(E ′, E ′′);
• fn ⇀ f em σ(E ′, E ′′) =⇒ fn ?⇀ f em σ(E ′, E);
• fn ?⇀ f em σ(E ′, E) =⇒ ‖fn‖ é limitado e ‖f‖ ≤ lim inf ‖fn‖;
• fn ?⇀ f em σ(E ′, E) e xn → x em E =⇒
〈
fn, xn
〉 → 〈f, x〉.
Demonstração: Ver [1].
Teorema 1.1 Sejam E um espaço de Banach separável e fn uma seqüência limitada
em E ′. Então, existe uma subseqüência (fnk) que converge na topologia σ(E ′, E).
Demonstração: Ver [1].
Teorema 1.2 Sejam E um espaço de Banach reflexivo e (xn) uma seqüência limitada




(Desigualdade de Young) Dados ε > 0 e dois números reais a e b, é válida a
seguinte relação
ab ≤ εa2 + 1
4ε
b2.
Prova: Para todo par de números reais A e B, sabemos que
0 ≤ (A−B)2.
Desenvolvendo o quadrado,






Como a última desigualdade é válida para todo par de números reais, em particular,
podemos tomar A =
√
2εa e B = b√
2ε
, donde segue o resultado.
1.2 Os Espaços Lp
Supomos que o leitor tenha uma noção básica de Teoria da Medida e compreenda
expressões como funções mensuráveis, integráveis e conjuntos de medida nula. No
que segue, denotaremos por I um intervalo aberto de R.
Definição 1.10 Seja 1 ≤ p < ∞. Definimos o espaço Lp(I) como o conjunto das
(classes de) funções u : I −→ R mensuráveis tais que |u|p é integrável. Em śımbolos:
Lp(I) := {u : I −→ R; u é mensurável e
∫
I
|u|p dx < ∞}.









Para p = ∞, temos
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Lp(I) := {u : I −→ R; u é mensurável e ∃C tal que |u(x)| ≤ C q.t.p em I}
‖u‖∞ := sup
x∈I
ess |u(x)| = inf{C; |u(x)| ≤ C q.t.p em I}.





Teorema 1.3 (Desigualdade de Hölder) Sejam u ∈ Lp(I) e v ∈ Lp′(I), com
1 ≤ p ≤ ∞. Então uv ∈ L1(I) e
∫
I
|uv| dx ≤ ‖u‖p‖g‖p′ . (1.1)
Demonstração: Ver [1].
1.3 Distribuições
Seja C∞0 (I) o espaço vetorial das funções reais definidas em I, infinitamente deriváveis,
com suporte compacto contido em I. Considerando a seguinte noção de convergência
em C∞0 (I):
Uma seqüência de funções (ϕn)n∈N converge para ϕ em C∞0 (I) quando
(i) todas as ϕn possuem suportes contidos em um compacto fixo K de I;
(ii) a seqüência (ϕn)n∈N converge para ϕ uniformemente em K, juntamente
com suas derivadas de todas as ordens.
Ao espaço C∞0 (I), munido desta noção de convergência, denotamos por D(I), o
qual chamamos espaço das funções testes.
Definição 1.11 Uma distribuição sobre I é uma forma linear cont́ınua sobre D(I).
Explicitamente, é uma forma T : D(I) −→ R satisfazendo as seguintes condições:
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(i) T (αϕ + βψ) = αT (ϕ) + βT (ψ), ∀α, β ∈ R e ∀ϕ,ψ ∈ D(I);
(ii) T é cont́ınua, isto é, se (ϕn)n∈N converge para ϕ em D(I) então (T (ϕn))n∈N
converge para T (ϕ) em R.




e o espaço vetorial das
distribuições sobre I por D′(I). A notação L1Loc(I) será usada para designar o espaço
vetorial das funções u : I −→ R localmente integráveis em I, i.e, integrável sobre
qualquer compacto contido em I.
Lema 1.1 (Du Bois Raimond) Seja u ∈ L1Loc(I), tal que
∫
I
u(x)ϕ(x) dx = 0, ∀ϕ ∈ D(I).
Então u = 0 quase sempre em I.
Demonstração: Ver [8].







u(x)ϕ(x) dx, ∀ϕ ∈ D(I), (1.2)
é uma distribuição. Além disso, Tu é univocamente determinada por u.
De fato, como ϕ possui suporte compacto contido em I e u ∈ L1Loc(I), a integral
acima é finita e, portanto, Tu está bem definida. Sendo Tu linear, é suficiente mostrar
que ela é cont́ınua. Seja ϕn convergente para ϕ em D(I). Então, ∀δ > 0 existe um
compacto fixo K ⊂ I e n0 ∈ N tal que
n > n0 ⇒ sup
x∈K
|ϕ(x)− ϕn(x)| < δ.










Fixando δ = ε
C
na última expressão segue que Tu é cont́ınua e, conseqüentemente,
uma distribuição. Supondo Tu igualmente definida por u e v ∈ L1Loc(I), do Lema 1.1
8
segue que u = v. ♣
Observação: Freqüentemente, identifica-se u à distribuição definida por ela, dizendo
a distribuição u de L1Loc(I).
Definição 1.12 (Derivada de uma distribuição) A derivada de T ∈ D′(I) é a
distribuição representada por dT
dx








, ∀ϕ ∈ D(I).
Uma grande vantagem desta noção de derivada é que uma distribuição possui derivadas
de todas as ordens. Representando por d
nT
dxn










, ∀ϕ ∈ D(I).
Para finalizar esta seção façamos algumas considerações sobre distribuições vetoriais.
Sejam 1 ≤ p ≤ ∞ e V um espaço de Hilbert real, separável. Sendo 0 < T < ∞,
representamos por Lp(0, T ; V ) o espaço vetorial das funções vetoriais v :]0, T [−→ V
que a cada s ∈]0, T [ faz corresponder um vetor v(s) ∈ V , tal que s −→ (v(s), w)V
é mensurável, ∀w ∈ V e s −→ ‖v(s)‖V pertence a Lp(0, T ). Quando 1 ≤ p < ∞
define-se em Lp(0, T ; V ) a norma






e no caso p = ∞
‖v‖L∞(0,T ;V ) := sup
0<s<T
ess‖v(s)‖V .
Tem-se que Lp(0, T ; V ) é um espaço de Banach e quando p = 2, um espaço de Hilbert
com o produto interno




Definição 1.13 Uma distribuição vetorial sobre ]0, T [, com valores em V , é uma
aplicação linear cont́ınua sobre D(0, T ) com valores em V .
9




v(s)ϕ(s) ds, ∀ϕ ∈ D(0, T ),
é uma distribução vetorial.
Observação: Analogamente à Definição 1.12, estabelecemos a derivada de uma dis-
tribuição vetorial simplesmente trocando a notaçãoD′(I) pela do espaço L(D(0, T ), V )
das aplicações lineares cont́ınuas de D(0, T ) em V e acrescentando o adjetivo “veto-
rial”à palavra distribuição. As demais notações continuam as mesmas.
Sejam V ⊂ H dois espaços de Hilbert reais, sendo a imersão de V em H cont́ınua.
Representamos por
W (0, T ) = {v|v ∈ Lp(0, T ; V ), dv
ds
∈ Lp(0, T ; H)}
o espaço de Banach com a norma
‖v‖W (0,T ) = max{‖v‖Lp(0,T ;V ), ‖v′‖Lp(0,T ;H)}.
Proposição 1.3 Se v ∈ W (0, T ), então v ∈ C0([0, T ]; H), i.e, v é igual em quase
todo ponto de ]0, T [ a uma função cont́ınua de [0, T ] com valores em H.
Demonstração: Ver [8].
1.4 Espaços de Sobolev
Definição 1.14 Sejam I =]a, b[ um intervalo (limitado ou não) e p ∈ R com
1 ≤ p ≤ ∞. Definimos o espaço de Sobolev W 1,p(I) por
W 1,p(I) = {u ∈ Lp(I); ∃g ∈ Lp(I) tal que
∫
I
uϕ′ dx = −
∫
I
gϕ dx, ∀ϕ ∈ D(I)}.
Quando p = 2 escrevemos H1(I) = W 1,2(I).
Observação: Na definição de W 1,p(I) aparece a igualdade
∫
I
uϕ′ dx = −
∫
I
gϕ dx ∀ϕ ∈ D(I).
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Note que isto é equivalente a dizer que g é ( a função que define) a derivada da dis-
tribuição (que identificamos a) u; por isso, denotaremos g = u′. Além disso, quando
u ∈ C1(I) ∩ Lp(I) e u′ ∈ Lp(I), a derivada usual de u coincide com a derivada no
sentido de W 1,p(I). Levando em consideração esta observação, podemos caracterizar
W 1,p(I) como o espaço das distribuições de Lp(I) com derivada de primeira ordem
também em Lp(I).
No espaço W 1,p(I) podemos estabelecer as normas equivalentes
‖u‖W 1,p = ‖u‖Lp + ‖u′‖Lp e ‖u‖W 1,p = (‖u‖pLp + ‖u′‖pLp)
1
p .
Normalmente trabalharemos com a primeira e se em algum momento utilizarmos a
segunda, caso seja relevante, explicitaremos. Em H1(I) temos o seguinte produto
interno
(u, v)H1 = (u, v)L2 + (u
′, v′)L2 ;
e a norma associada
‖u‖H1 = (‖u‖2L2 + ‖u′‖2L2)
1
2 .
Proposição 1.4 O espaço W 1,p(I) é de Banach para 1 ≤ p ≤ ∞; reflexivo para
1 < p < ∞ e separável para 1 ≤ p < ∞. Ao passo que, H1(I) é um espaço de Hilbert
separável.
Demonstração: Veja [1].
Teorema 1.4 Se u ∈ W 1,p(I) então existe uma função v ∈ C(I) tal que





u′(t)dt, ∀x, y ∈ I.
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Demonstração: Veja [1].
Segundo o Teorema 1.4, toda função de W 1,p(I) possui um representante cont́ınuo.
Desta forma, quando conveniente podemos supor que estamos trabalhando com este
representante ou, por abuso de linguagem, dizemos que as funções de W 1,p(I) são
cont́ınuas.
Definição 1.15 Dado 1 ≤ p < ∞, designamos por W 1,p0 (I) o fecho de D(I) em
W 1,p(I). Quando p = 2, denotamos H10 (I) = W
1,2
0 (I).
Observação: O espaço W 1,p0 (I) é dotado da norma induzida por W
1,p(I) e H10 (I)
do produto interno de H1(I). Além disso, W 1,p0 (I) é de Banach separável, e reflexivo
para 1 < p < ∞. O espaço H10 (I) é um espaço de Hilbert separável.
O próximo teorema dá uma caracterização às funções de W 1,p0 (I).
Teorema 1.5 Se u ∈ W 1,p(I) então u ∈ W 1,p0 (I) se, e somente se, u = 0 sobre ∂I.
Demonstração: Veja [1].
Proposição 1.5 (Desigualdade de Poincaré) Se I é limitado então existe uma
constante C (dependendo de |I| = b− a) tal que
‖u‖W 1,p(I) ≤ C‖u′‖Lp(I), ∀u ∈ W 1,p0 (I).
Dito de outro modo, a norma ‖u′‖Lp(I) em W 1,p0 (I) é equivalente a norma de W 1,p(I).
Demonstração: Primeiramente observamos que





∣∣∣ ≤ ‖1.u′‖L1(I) ⇒ pela de-
sigualdade de Hölder, ‖u′‖Lp ≤ |I|
1
p′ ‖u′‖Lp ⇒ ‖u‖∞ ≤ |I|
1
p′ ‖u′‖Lp . Finalmente,






+ ‖u′‖Lp ≤ |I|
1
p ‖u‖∞ + ‖u′‖Lp
12
≤ |I| 1p+ 1p′ ‖u′‖Lp + ‖u′‖Lp ≤ C‖u′‖Lp , C = 1 + |I|. ♣
Observação: A desigualdade de Poincaré continua válida se u for uma função que
se anula somente em um dos extremos do intervalo. Em virtude da desigualdade
de Poincaré e de ‖u‖H1(I) ≥ ‖u′‖Lp(I), o espaço H10 (I) será equipado com o produto
interno












Definição 1.16 Sejam m ≥ 2 e 1 ≤ p < ∞. Definimos por recorrência
Wm,p(I) = {u ∈ Wm−1,p(I); u′ ∈ Wm−1,p(I)}
e denotamos
Hm(I) = Wm,2(I).
Pode-se verificar que u ∈ Wm,p(I) se, e somente se, existem m funções g1, ..., gm
∈ Lp(I), tais que
∫ b
a
uϕ(i) dx = (−1)i
∫ b
a
giϕdx, ∀ϕ ∈ D(I) e ∀ 1 ≤ p ≤ m.
Na expressão anterior, ϕ(i) denota a i-ésima derivada de ϕ e verifica-se que gi = u
(i).
Ou seja, Wm,p(I) é o espaço das distribuições de Lp(I) tais que suas derivadas u(i)
até a ordem m também pertencem a Lp(I). Em Wm,p(I) consideramos a norma:




e em Hm(I) o produto interno





Definição 1.17 Dados m ≥ 2 e 1 ≤ p < ∞, designamos por Wm,p0 (I) o fecho de
D(I) em Wm,p(I).
Observação: Existe uma diferença entre W 2,p0 (I) e W
1,p
0 (I)∩W 2,p(I). Demonstra-se
que Wm,p0 (I) = {u ∈ Wm,p(I); u = u′ = · · · = u(m−1) = 0 sobre ∂I} (veja [1]). Sendo
assim, W 2,p0 (I) = {u ∈ W 2,p; u = 0 = u′ sobre ∂I} enquanto que W 1,p0 (I) ∩W 2,p(I)
= {u ∈ W 2,p; u = 0 sobre ∂I}.
Caṕıtulo 2
Existência e Unicidade de Solução
2.1 Existência
Nosso problema consiste em provar que existe uma única função u que descreva as
oscilações de uma corda com memória parcial, de extremos fixos, satisfazendo uma






utt − κuxx +
∫ t
0
g(t− s)[c(x)ux(s)]x ds = 0, x ∈]0, L[, t > 0,
u(0, t) = 0 = u(L, t), t ≥ 0,
u(x, 0) = u0(x), x ∈ [0, L],
ut(x, 0) = u
1(x), x ∈ [0, L].
onde u = u(x, t), ux(s) = ux(x, s); κ é uma constante positiva; g : [0,∞[−→ R é
uma função suave, positiva e decrescente, i.e, g possui derivadas de todas as ordens
cont́ınuas; c é uma função suave estritamente positiva em uma parte do intervalo
[0, L], que para fixar as idéias escolhemos
c(x) ≥ c0 > 0, ∀x ∈ [L0, L] ⊂]0, L] e c(x)
∫ ∞
0
g(s)ds < κ, ∀x ∈ [0, L].
14
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Inicialmente, a fim de simplificar a notação e facilitar a análise do trabalho, definimos
os operadores binários ∗,♦ e 2 através das fórmulas:
(g ∗ h)(t) :=
∫ t
0








g(t− s)|h(t)− h(s)|2 ds. (2.3)
Com isto, as principais relações entre estes śımbolos são dadas pelo
Lema 2.1 Para g, h ∈ C1(R) e θ ∈ [0, 1], temos as seguintes relações
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Demonstração: de (2.4). Partindo de (2.1), segue



















Fazendo a mudança de variável r = t− s na expressão anterior, obtemos (2.4).








|g(t− s)|(1−θ) |g(t− s)|θ |h(t)− h(s)| ds.
Como g, h ∈ C1(R) e θ ∈ [0, 1], temos que w1 := |g(t− s)|(1−θ) ∈ L2(0, L) e w2
:= |h(t)− h(s)| ∈ L2(0, L). Aplicando a desigualdade de Hölder chegamos a (2.5).
Prova de (2.6) : Note que, assim como (2.4) e (2.5), estamos olhando (2.6) co-
mo uma igualdade de funções na variável t. Sendo assim, para não sobrecarregar a









h2 − 2h(g ∗ h) + g ∗ h2,
isto é,






h2 = −2h(g ∗ h) + g ∗ h2. (2.7)











= −2h′(g ∗ h)− 2h d
dt
[g ∗ h] + d
dt
[g ∗ h2]
= −2h′(g ∗ h)− 2h[g(0)h + g′ ∗ h] + g(0)h2 + g′ ∗ h2
= −2h′(g ∗ h)− g(0)h2 − 2h(g′ ∗ h) + g′ ∗ h2








−2h(g′ ∗ h) + g′ ∗ h2












= −2h′(g ∗ h)− g|h|2 + g′2h.
Reordenando os termos desta equação, o lema está demostrado. ♣
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[u2t + b(x, t)u
2
x + c(x)g2ux] dx, (2.8)
onde b(x, t) := κ− c(x)
∫ t
0












Observação: Antes de demonstrarmos o Lema 2.2 note que, como g′(t) < 0, ∀t > 0,
a expressão (2.9) é negativa, ou seja, a energia FI(u(t)) é uma função, na variável t,
decrescente. Este fato, permite constatarmos sua caracteŕıstica dissipativa.
Demonstração: Multiplicando a primeira equação do sistema ? por ut e integrando









[c(x)g ∗ ux]xut dx = 0. (2.10)



































[c(x)g ∗ ux]xut dx = −
∫ L
0


















CAPÍTULO 2. EXISTÊNCIA E UNICIDADE DE SOLUÇÃO 19








































[u2t + b(x, t)u
2
x + c(x)g2ux] dx.












Como queŕıamos mostrar. ♣
Para não sobrecarregar a notação às vezes omitiremos as variáveis x, t da expressão
b(x, t). Além disso, partindo da definição de b e denotando max c(x) por c2, não é
dif́ıcil verificar que
0 < b∞ ≤ b < κ, (2.11)
onde
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é uma constante.
Agora, antes de demonstrarmos a existência e unicidade de solução, estabelece-
remos as noções de solução fraca e forte do problema ?. Provaremos a existência de
solução, e, a unicidade será feita somente para soluções fortes, uma vez que, nosso
principal objetivo é provar o decaimento de soluções atravez do uso das técnicas mul-
tiplicativas e, para isto, faz-se necessário ter soluções fortes. A distinção entre estes
dois tipos de solução será o nosso próximo passo.
Formulação Variacional: Utilizando a notação de convolução, a equação dada
em ? toma a forma
utt − κuxx + [c(x)g ∗ ux]x = 0. (2.13)











c(x)(g ∗ ux)vx dx = 0. (2.14)
Então, introduzindo as formas bilineares K,G: H10 (0, L)×H10 (0, L) −→ R onde,
K(u, v) = κ
∫ L
0
uxvx dx e G(u, v) =
∫ L
0
c(x)(g ∗ ux)vx dx
e denotando u = u(t) e ut = u
′(t), (2.14) pode ser reescrita da seguinte forma:
d
dt
(u′(t), v) + K(u(t), v) = G(u(t), v). (2.15)
A formulação variacional de nosso problema ? consiste em trocarmos a igualdade
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pontual (2.13) pela igualdade variacional (2.15).
Chamamos de solução fraca de ? as funções que verificam a igualdade funcional
(2.15) e de soluções fortes as que verificam a igualdade pontual (2.13). Pela maneira
como obtemos (2.15) vemos que toda solução forte também é fraca. Além disso, assu-
mindo maior regularidade para funções que satisfaçam (2.15) verifica-se que também
satisfazem (2.13). De fato, toda solução fraca sob certas condições que veremos no
Teorema 2.2, também é forte.
Note que o funcional bilinear K, define um produto interno em H10 (0, L) (veja
(1.3)).
Teorema 2.1 (Soluções fracas) Se u0 ∈ H10 (0, L) e u1 ∈ L2(0, L), então, existe
uma função u : [0, L]× [0, T ] −→ R tal que
u ∈ L∞(0, T ; H10 (0, L)); (2.16)
u′ ∈ L∞(0, T ; L2(0, L)); (2.17)
u′′ ∈ L∞(0, T ; H−1(0, L)); (2.18)
d
dt
(u′(t), v) + K(u(t), v) = G(u(t), v), ∀v ∈ H10 no sentido de D′(0, T ); (2.19)
u(0) = u0 e u
′(0) = u1. (2.20)
A idéia da demonstração consiste em projetar o problema do Teorema 2.1 em
subespaços de dimensão finita, idéia esta, introduzida por Faedo-Galerkin.
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Demonstração: Sendo H10 (0, L) uma espaço de Hilbert separável, este possui uma
base de Hilbert enumerável. Ou seja, existe uma seqüência de funções wn ∈ H10 (0, L)
satisfazendo:
• para cada m o conjunto de vetores {w1, w2, . . . , wm} é linearmente independente;
• as combinações lineares finitas dos wn são densas em H10 (0, L).
Problema aproximado: Seja Vm = [w1, w2, . . . , wm] o subspaço de H
1
0 (0, L) gerado




hnm(t)wn ∈ Vm tal que
(u′′m(t), v) + K(um(t), v) = G(um(t), v), ∀v ∈ Vm; (2.21)
um(0) = u0m, sendo u0m ∈ Vm e lim
m→∞
u0m = u0 em H
1
0 (0, L); (2.22)
u′m(0) = u1m, sendo u1m ∈ Vm e lim
m→∞





αnmwn e u1m =
m∑
n=1
βnmwn . Note que um(0) = u0m equivale a
hnm(0) = αnm, n = 1, 2, . . . , m,
e que u′m(0) = u1m significa
h′nm(0) = βnm, n = 1, 2, . . . , m.
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A existência de solução aproximada um(t), para t em [0, tm[, resulta do sistema (2.21),
(2.22), (2.23) ser um sistema linear de equações diferenciais ordinárias, nas condições
do teorema de existência, que pode ser encontrado em [7]. O resto da demonstração
consiste em:
• obtenção de estimativas a priori para as soluções um(t) do problema aproxima-
do, permitindo prolongar a solução ao intervalo [0, T ];
• obtenção de uma subseqüência cujo limite seja solução do problema do Teorema
2.1.
Estimativas a priori: Observando que (2.21) é válida ∀v ∈ Vm, em particular,
tomando v = u′m(t), nesta expressão, e repetindo as contas do Lema 2.2, para o


























onde b(x, t) := κ− c(x)
∫ t
0
g(s) ds. Como g′(t) < 0, de (2.25) segue que
d
dt
FI(um(t)) ≤ 0. (2.26)
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Tomando 0 < t < tm e integrando (2.26) de 0 a t, obtemos






De (2.22) conclui-se que sm = ‖um(0)‖2H10 (0,L) é convergente e, conseqüentemente,
limitada. Analogamente, de (2.23) resulta que rm = ‖u′m(0)‖2L2(0,L) também é limita-
da. Desta forma, a limitação (2.27) garante o prolongamento da solução aproximada
um(t) ao intervalo [0, T ] (veja [18]). Portanto, temos que
• ‖u′m(t)‖L2(0,L) é limitada em [0, T ] independente de m.
• ‖um(t)‖H10 (0,L) é limitada em [0, T ] independente de m.
Logo, da compacidade fraca ?, existe uma subseqüência, que assumiremos ser a ori-
ginal, com as seguintes propriedades:
um
?
⇀ u em L∞(0, T ; H10 (0, L)), (2.28)
u′m
?
⇀ u′ em L∞(0, T ; L2(0, L)). (2.29)
Identificando, via Teorema de Representação de Riesz, L2(0, L) com seu dual e no-
tando que o dual de L1(0, T ; H−1(0, L)) é L∞(0, T ; H10 (0, L)) e o de L
1(0, T ; L2(0, L))
é L∞(0, T ; L2(0, L)), a convergência (2.28) equivale a dizer que para todo w perten-
cente a L1(0, T ; H10 (0, L)) tem-se:
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∫ T
0
K(um(t), w(t)) dt →
∫ T
0
K(u(t), w(t)) dt; (2.30)
e (2.29), que para todo w ∈ L1(0, T ; L2(0, L)),
∫ T
0
(u′m(t), w(t)) dt →
∫ T
0
(u′(t), w(t)) dt. (2.31)
Da convergência (2.28), segue que
umx
?
⇀ ux em L
∞(0, T ; L2(0, L))
e conseqüentemente,











c(x)g ∗ uxw dxθ(t) dt, (2.32)
∀w ∈ L2(0, L) e ∀θ ∈ D(0, T ).
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O próximo passo é demonstrar que u é solução da equação (2.19) no sentido de
D′(0, T ). Ou seja, que cada termo daquela expressão define uma distribuição e tem-
se a igualdade para toda v ∈ H10 (0, L).
Com efeito, fixemos m0 ∈ N e consideremos m > m0. Multiplicando a equação
aproximada (2.21) por θ ∈ D(0, T ) e integrando de 0 a T obtemos:
∫ T
0
(u′′m(t), v)θ(t) dt +
∫ T
0
K(um(t), v)θ(t) dt =
∫ T
0
G(um(t), v)θ(t) dt, ∀v ∈ Vm0 .

















(u′(t), v)θ′(t) dt +
∫ T
0
K(u(t), v)θ(t) dt =
∫ T
0
G(u(t), v)θ(t) dt. (2.33)
Sendo t −→ (u′(t), v) uma função de L∞(0, T ), ela define uma distribuição sobre









K(u(t), v)θ(t) dt =
∫ T
0
G(u(t), v)θ(t) dt, (2.34)
para todo v ∈ Vm0 e θ ∈ D(0, T ). Como m0 foi fixo arbitrariamente, a última igual-
dade é válida ∀ Vm. Sendo {Vm}m∈N denso em H10 (0, L), conclui-se que (2.34) é válida
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para toda v ∈ H10 (0, L) e θ ∈ D(0, T ). Provando assim a igualdade (2.19) do teorema.
Verificação de que u′′ ∈ L2(0,T;H−1(0,T)): De u ∈ L∞(0, T ; H10 (0, L)), lem-
brando a definição de norma de H10 (0, L), é imediato que ux ∈ L∞(0, T ; L2(0, L)).
Donde, g ∗ ux ∈ L∞(0, T ; L2(0, L)). Sendo c ∈ L∞(0, L), continuamos com cg ∗ ux
∈ L∞(0, T ; L2(0, L)) e devido à caracterização do espaço H−1(0, L), segue [cg ∗ ux]x
∈ L∞(0, T ; H−1(0, L)). Como u ∈ L∞(0, T ; H10 (0, L)), pelo mesmo argumento anteri-
or, uxx ∈ L∞(0, T ; H−1(0, L)). Finalmente, de utt = κuxx − [cg ∗ ux]x, no sentido das
distribuições, resulta utt ∈ L∞(0, T ; H−1(0, L)).
Verificação das condições iniciais: Seja θ ∈ C1(0, T ;R) com θ(T ) = 0, θ(0) = 1 e
v ∈ L2(0, L). Da convergência (2.31) resulta que
∫ T
0









′(t)v) dt → −(u(0), v)−
∫ T
0
(u(t), θ′v) dt. (2.35)
Observe que (um(0)) converge para u0 forte em H
1
0 (0, L), logo forte em L
2(0, L), con-
seqüentemente fraco em L2(0, L). Também, da convergência (2.30), resulta que (um)









Da unicidade dos limites (2.35) e (2.36), segue que (u(0), v) = (u0, v). Como v
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∈ L2(0, L) foi arbitrário, conclúımos que u(0) = u0. Para provar u′(0) = u1, procede-
mos de maneira semelhante (veja [8]).




g(t− s)a(x)v(x, s) ds = f(x, t),
onde a ∈ C0([0, L]) e g ∈ C([0,∞[) satisfaz




com f ∈ Lp(0, T ; L2(0, L)) e p > 1. Nestas condições, existe uma única solução, v,
satisfazendo
v ∈ Lp(0, T ; L2(0, L)).
Além disso, existe uma constante positiva C independente de T , tal que
‖v‖Lp(0,T ;L2(0,L)) ≤ C‖f‖Lp(0,T ;L2(0,L)).
Demonstração: Veja [5].
Teorema 2.2 (Soluções fortes) Sejam u0 ∈ H2(0, L) ∩H10 (0, L) e u1 ∈ H10 (0, L).
Então existe uma única solução u de ? satisfazendo
u ∈ L∞(0, T ; H2(0, L) ∩H10 (0, L)); (2.37)
ut ∈ L∞(0, T ; H10 (0, L)); (2.38)
utt ∈ L∞(0, T ; L2(0, L). (2.39)
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Demonstração: A demonstração deste teorema é análoga à do teorema anteri-
or. Naquele, a idéia principal foi limitar a energia de primeira ordem, FI(um(t)),
e conseqüentemente, as seqüências ‖u′m(t)‖L2(0,L) e ‖um(t)‖H10 (0,L), garantindo des-
ta forma, que u ∈ L∞(0, T ; H10 (0, L)) e u′ ∈ L∞(0, T ; L2(0, L)). Agora, limitare-
mos a energia de segunda ordem FI(u′m(t)), para obter u′ ∈ L∞(0, T ; H10 (0, L)) e
u′′ ∈ L∞(0, T ; L2(0, L)).
Demonstração: Derivando a expressão (2.21) em relação a t obtemos


















c(x){[um(0)]xg(t) + g ∗ [um(t)]xt}vx dx





(u′′′m(t), v) + K(u
′
m(t), v) = G(u
′




Fixando v = u′′m(t) em (3.4), por contas análogas às feitas para obter (2.25), agora
com v = u′′m(t) ao invés de v = u
′
m(t), segue que

























































































ainda pela desigualdade de Young, temos
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Donde, pela desigualdade de Gronwall, resulta
FI(u′m(t)) ≤ CFI(u′m(0))eµg(0).
O próximo passo é estimar a energia de segunda ordem inicial. Fazendo v = u′′m(t)










Logo, a desigualdade de Young implica que (u′′m(0)) é limitado em L
2(0, L) e assim
FI(u′m(0)) também o é. Logo,
FI(u′m(t)) é limitado para todo m ∈ N. (2.44)
Disto e da limitação da energia de primeira ordem, conclúımos que existe um sub-
seqüência (um), denotando como a própria seqüência, tal que
• um ?⇀ u ∈ L∞(0, T,H10 (0, L));
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• u′m ?⇀ ut ∈ L∞(0, T, H10 (0, L));
• u′′m ?⇀ utt ∈ L∞(0, T, L2(0, L)).
A seguir, mostraremos que uxx ∈ L∞(0, T ; L2(0, L)), dando por conclúıda a demon-
















Fazendo v(x, t) = uxx, a(x) =
c(x)
κ










L∞(0, T ; L2(0, L)), do Lema 2.3, resulta que uxx ∈ L∞(0, T ; L2(0, L)). ♣
2.2 Unicidade
Uma maneira de mostrarmos a unicidade de uma função que satifaz algumas pro-
priedades, é supondo que existem duas que verifiquem estas mesmas propriedades e
provando que são necessariamente a mesma. Neste caso, supondo que existem duas
funções η e ϑ safisfazendo a propriedade de ser solução de ?, mostraremos que η = ϑ.





ηtt − κηxx +
∫ t
0
g(t− s)[c(x)ηx(s)]x ds = 0, x ∈]0, L[, t > 0,
η(0, t) = 0 = η(L, t), t ≥ 0,
η(x, 0) = u0(x), x ∈ [0, L],
ηt(x, 0) = u
1(x), x ∈ [0, L].






ϑtt − κϑxx +
∫ t
0
g(t− s)[c(x)ϑx(s)]x ds = 0 x ∈]0, L[, t > 0,
ϑ(0, t) = 0 = ϑ(L, t), t ≥ 0,
ϑ(x, 0) = u0(x), x ∈ [0, L],
ϑt(x, 0) = u
1(x), x ∈ [0, L].
Subtraindo membro a membro as igualdades dadas em (i) de suas correspondentes





wtt − κwxx +
∫ t
0
g(t− s)[c(x)wx(s)]x ds = 0 x ∈]0, L[, t > 0
w(0, t) = 0 = w(L, t), t ≥ 0,
w(x, 0) = 0, x ∈ [0, L],
wt(x, 0) = 0, x ∈ [0, L].






w2t dx + bw
2
x + c(x)g2wx,

















Note que, por hipótese, as funções c e g são positivas e g′ negativa. Além disso, o
sinal de g′2wx depende simplesmente de g′ (veja definição de 2). Portanto, de (2.45)




FI(w(t)) ≤ 0. (2.46)
Integrando (2.46) de 0 a t obtem-se
0 ≤ FI(w(t)) ≤ FI(w(0)). (2.47)




w2t (0) + b(0)w
2
x(0) dx = 0.







x + c(x)g2wx dx = 0.

















x + c(x)g2wx dx = 0
implica
‖wt‖L2(0,L) + ‖wx‖L2(0,L) = 0
conseqüentemente, wt = 0 e wx = 0, o que implica, w = η − ϑ = 0, donde resulta
η = ϑ. ♣
Caṕıtulo 3
Decaimento Uniforme
Neste caṕıtulo demonstramos que a energia associada ao sistema ? decai uniforme-
mente para zero quando o tempo tende a infinito. A rapidez do decaimento será
determinada pelo núcleo g(t), isto é, se g decai exponencialmente então a energia as-
sociada ao mesmo também decai exponencialmente; da mesma forma, o decaimento
polinomial de g implica o decaimento polinomial da energia. Para fazer isto utilizamos
a técnica de multiplicadores para construir um funcional L, convenientemente, dado
por
L(t) := NFI(u(t)) + F (t), (3.1)
onde N > 0 será escolhido a posteriori. Na primeira seção deste caṕıtulo estabele-
cemos os termos presentes na expressão acima, e nas duas seguintes os decaimentos
exponencial e polinomial, respectivamente.
3.1 Técnica de Multiplicadores
A técnica utilizada consiste basicamente em multiplicar a equação do problema ?
por uma função adequada, de forma que através de algumas manipulações podemos
obter uma igualdade em que de um lado temos a derivada de um termo e, do outro, a
expressão que corresponde a esta derivada. Os termos cujas derivadas encontramos,
36
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por este método, serão parte do funcional a ser constrúıdo posteriormente.





[u2t + b(x, t)u
2
x + c(x)g2ux] dx,
onde b(x, t) := κ− c(x)
∫ t
0












O próximo passo será construir o funcional F , que aparece em (3.1), no entanto, para




F (t) ≤ −µF(t) + R(t), (3.2)
onde F(t) é uma “parte da energia”, µ é uma constante positiva e R(t), um “resto”que
sob certas hipóteses pode ser controlado (majorado) por FI(u(t)). Quando dissermos
“parte da energia”significa parte da integral (2.8) e “resto”, termos extras que em
algum momento eliminaremos. Para conseguirmos (3.2) definiremos funcionais auxi-
liares que, ao majorarmos, aos poucos vão nos fornecendo os termos de −µF(t), em
intervalos menores de [0, L], até constituirmos toda a expressão (3.2).
Seja ρ : [0, L] −→ [0, 1], uma função C1(0, L) tal que ρ(x) = 1
L1
x, ∀x ∈ [0, L1],
L0 < L1 < L e ρ(L) = 0 (Lembre que c(x) ≥ c0 > 0, ∀x ∈ [0, L0]). Denotaremos por




utρ[κux − c(x)g ∗ ux] dx.
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O lema seguinte nos fornece termos em que aparecem −
∫ L1
0




que servirão para obtermos −µF(t) no intervalo [0, L1].









u2x dx + C1
∫ L
L1













Demonstração: Seja ϕ := ρ(x)[κux− c(x)g ∗ux]. Multiplicando a equação do prob-









[c(x)g ∗ ux]xϕdx = 0. (3.4)













































ρc(x)[g(t)ux − g′♦ux]ut dx.




































[c(x)g ∗ ux]xϕdx = −
∫ L
0
c(x)g ∗ ux[ρκux]x dx +
∫ L
0




c(x)g ∗ ux[ρκux]x dx +
∫ L
0
ρ′[c(x)g ∗ ux]2 dx +
∫ L
0




c(x)g ∗ ux[ρκux]x dx +
∫ L
0












ρ′[c(x)g ∗ ux]2 dx.
Retornando a equação (3.4) resulta que



























ρ′[κu2t + (κux − c(x)g ∗ ux)2] dx−
∫ L
0





ρ′[κu2t + (bux + c(x)g♦ux)2] dx−
∫ L
0






















Para majorarmos a derivada de R1(t), dominaremos cada um de seus termos e depois













































ρ′bc(x)uxg♦ux dx ≤ ε
∫ L
0

























































































Considerando estas majorações e retornando à expressão original, tem-se















































































por −µ1 e por C1 a maior das constantes









u2x dx + C1
∫ L
L1













Como queŕıamos mostrar. ♣
Seja α : [0, L] −→ [0, 1], uma função C2(0, L) tal que α(x) = 0, ∀x ∈ [0, L0] e
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Ao majorarmos R2(t) conseguiremos o termo −
∫ L
L1
u2x dx que ajudará a constituir
−µF(t) no intervalo [L1, L].
Lema 3.2 Dados ε > 0 e θ ∈ [0, 1], existem constantes positivas µ, µ2 e Cε (Cε






αu2t dx + µε
∫ L
0











Demonstração: Utilizando o multiplicador α(x)u e repetindo o processo anterior









[c(x)g ∗ ux]xαu dx = 0, (3.7)





























[c(x)g ∗ ux]xαu dx = −
∫ L
0






































































































Considerando as notações A′ := max α′, α1 := min
x∈[L1,L]
α e lembrando que
0 < b∞ ≤ b < κ, o funcional anterior é majorado por



























































αu2t dx + µε
∫ L
0











Finalizando a demonstração. ♣
Agora, para juntarmos em uma única expressão os termos negativos que conseguimos
com os dois lemas anteriores, definimos






onde µ1, µ2 e C1 são as constantes garantidas pelos lemas. Nestas condições,
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Demonstração: Denotando α1 := min
x∈[L1,L]










u2x dx + C1
∫ L
L1



































































































































onde C3 é a maior das constantes que multiplica as integrais em (3.8), após fixado ε
em (3.9). ♣
A medida que completamos −µF(t) devemos ter um certo cuidado com os ter-
mos extras que vão aparecendo. Afinal, queremos eliminá-los em algum momento
(majorar ou cancelar com outra expressão de sinal oposto). Esta eliminação é feita
construindo um outro funcional que, após majorado, já não tenha este termo e esteja




aparece na última desigualdade, consideraremos os dois próximos lemas.
Lema 3.4 A solução v do problema de Dirichlet:
−[bvx]x = α′u (3.10)
















v2t dx ≤ C
∫ L
0




onde C é uma constante positiva.
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Demonstração: A igualdade (3.12) é imediata. Basta multiplicar a equação (3.10)
por u, integrar por partes e utilizar (3.11).
Para demonstrar (3.13), multiplicamos a equação (3.10) por v, integrando por partes







Observando que 0 < b∞ ≤ b < κ e A′ = max α′, aplicamos as desigualdades de Young













onde Cp é a constante de Poincaré. Para terminar a demonstração deste item, sim-
plesmente separe os termos em que aparecem
∫ L
0
v2x dx na expressão anterior, e fixe
ε > 0 tal que b∞ − A′Cpε > 0.





, ao derivarmos (3.10) em relação a t,




































































Fixando ε > 0, tal que b∞ − c2g(0)ε > 0 podemos escrever
∫ L
0
v2tx dx ≤ µ
∫ L
0























na qual, separando os termos em que aparecem
∫ L
0
v2t dx, fixamos ε > 0 tal que
1
Cp
− A′ε > 0, obtendo
∫ L
0
v2t dx ≤ µ
∫ L
0
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onde µ é uma constante (não necessariamente a mesma que t́ınhamos antes). Agora,
como α′ = 0 fora do intervalo [L0, L], de (3.17) e (3.13) segue
∫ L
0
v2t dx ≤ µ
∫ L
0





Donde, utilizando a desigualdade de Poincaré e a relação 1 ≤ c(x)
c0
, ∀x ∈ [L0, L], segue
∫ L
0
v2t dx ≤ µ
∫ L
0























que completa a demonstração do Lema 3.4. ♣
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Demonstração: Multiplicamos a equação do problema ? por v dada em (3.10) −





















































































e notando que, por definição α′ > 0 no intervalo [L1, L], podemos







u2t dx + Cε
∫ L
L0












onde Cε uma constante que depende de ε.
A seguir definiremos o penúltimo funcional auxiliar na construção de F (t). Com




α′u2 dx. Considerando R3 e R4 já definidos, seja
R5(t) := R3(t) + 2C3R4(t).












u2x dx + C5
∫ L
L0
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u2x dx + C5
∫ L
L0








onde C5 = C3 + 2C3Cε. ♣
Neste ponto, acredito que cabe o seguinte comentário e opinião: A maior dificul-
dade para construir F é constituir F(t) controlando os termos extras pararelamente;
que se não forem eliminados no momento certo podem ocasionar um bom trabalho.
Acredite!























c(x)β|g ∗ ux|2 dx.
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Demonstração: Multiplicando a equação do problema ? por β[g ∗ u]t e integrando
sobre o intervalo [0, L], obtemos
∫ L
0
uttβ[g ∗ u]t dx +
∫ L
0
−κuxxβ[g ∗ u]t dx +
∫ L
0
[c(x)g ∗ ux]xβ[g ∗ u]t dx = 0.(3.19)













βut[g ∗ u]tt dx, como
[g ∗ u]tt = [g(0)u + g′ ∗ u]t = g(0)ut + g′(0)u + g′′ ∗ u, segue que
∫ L
0
















β[g′′ ∗ u]ut dx, notando que






























































































κuxxβ[g ∗ u]t dx =
∫ L
0





′[g ∗ u]t dx +
∫ L
0














′[g ∗ u]t dx +
∫ L
0
κuxβ[g(t)ux − g′♦ux] dx.




[c(x)g ∗ ux]xβ[g ∗ u]t dx = −
∫ L
0




c(x)(g ∗ ux)β′(g ∗ u)t dx−
∫ L
0











βc(x)(g ∗ ux)2 dx
}
.




















[κux − c(x)(g ∗ ux)]β′(g ∗ u)t dx +
∫ L
0






















κux(βg(t)ux − βg′♦ux) dx. (3.20)
Para majorar a derivada de R6(t), primeiramente analisemos os dois últimos termos
de (3.20). Convencionando β′1 := max |β′| e β1 := max β,



















Utilizando o fato de que 1 ≤ c(x)
c0
, ∀x ∈ [L0, L], segue que
∫ L
0





























































Lembrando que 1 ≤ c(x)
c0
, ∀x ∈ [L0, L], aplicando a desigualdade de Young e supondo
que a função g, assim como as funções e−µt e (1 + t)−p, safisfaz |g′(t)| ≤ Cg(t), segue
que









































onde µ := 1 + κβ′1 e Cε é uma constante que depende de ε.
Finalmente, definimos o funcional F por
F (t) := R5(t) + R6(t)
Desta forma, verifica-se que
d
dt
F (t) ≤ −µF(t) + R(t), (3.23)
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3.2 Decaimento Exponencial
Lema 3.8 Seja E uma função real positiva de classe C1. Se existe uma constante
µ > 0 tal que
E ′(t) ≤ −µE(t), (3.26)
então
E(t) ≤ E(0)e−µt. (3.27)
Demonstração:
E ′(t) ≤ −µE(t) ⇒ E ′(t) + µE(t) ≤ 0 ⇒ E ′(t)eµt + µeµtE(t) ≤ 0 ⇒ d
dt
[eµtE(t)] ≤ 0.
Integrando a última desigualdade de 0 a t e multiplicando ambos os lados da mesma
por e−µt, obtém-se (3.27). ♣
Teorema 3.1 Se o núcleo resolvente g ∈ C2(R) é uma função não-negativa e existe
uma constante κ1 > 0, tal que
g(0) > 0, g′(t) ≤ −κ1g(t), (3.28)
então, existem constantes positivas µ e C tais que
FI(u(t)) ≤ Ce−µt.
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Por outro lado, fixando θ = 1
2
em (3.25) segue de (3.23) que
d
dt









































A seguir, definimos o funcional L por:
L(t) := NFI(u(t)) + F (t).
Para N suficientemente grande, as desigualdades (3.29) e (3.31) implicam que
d
dt
L(t) ≤ −µ7FI(u(t)). (3.32)
Além disso, dado que |F (t)| ≤ CFI(u(t)), para N suficientemente grande temos




FI(u(t)) ≤ L(t) ≤ 2NFI(u(t)). (3.33)
Combinando (3.32) e (3.33), conclúımos que
d
dt
L(t) ≤ − µ7
2N
L(t),
donde, pelo Lema 3.8, segue o decaimento exponencial de L(t) e, conseqüentemente,
o da energia. ♣
3.3 Decaimento Polinomial





















|g(s)| 1−φq+1 |h(s)| 1q+1 |g(s)|1− 1−φq+1 |h(s)| qq+1 ds.
Denotando w1 := |g(s)|
1−φ
q+1 |h(s)| 1q+1 e w2 := |g(s)|1−
1−φ
q+1 |h(s)| qq+1 , temos que w1
∈ Lploc(0,∞) e w2 ∈ Lp
′
loc(0,∞), onde p = q + 1 e p′ =
q + 1
q
. Aplicando a de-
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Como queŕıamos demonstrar. ♣



















Além disso, se existe 0 < φ < 1, tal que
∫ ∞
0
g(s)1−φds < ∞, então
∫ L
0
























g(t− s)(v(t)− v(s))(v(t)− v(s)) ds dx.
Denotando (v(t)− v(s))(v(t)− v(s)) por h(s) e utilizando as hipóteses sobre v, jun-


































Agora, para 0 < φ < 1 temos


































Substituindo esta desigualdade em (3.34) conclúımos a demonstração. ♣
Lema 3.11 Seja E uma função real positiva de classe C1. Se existe uma constante
µ > 0 tal que
E ′(t) ≤ −µE1+ 1p (t) (3.35)
então
E(t) ≤ C(t + 1)−p. (3.36)
Demonstração: De
E ′(t) ≤ −µE(t)1+ 1p ⇒ E(t)−1− 1pE ′(t) ≤ −µ ⇒ d
dt
[−pE(t)− 1p ] ≤ −µ ⇒ d
dt
[E(t)− 1p ] ≥ µ
p
.
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Integrando de 0 a t, segue que
E(t)− 1p − E(0)− 1p ≥ µ
p
t ⇒ E(t)− 1p ≥ µ
p
t + E(0)− 1p .
Denotando m := min{µ
p
, E(0)− 1p}, da última desigualdade segue
E(t)− 1p ≥ mt + m
e portanto
E(t) ≤ C(t + 1)−p,
onde C = m−p. ♣
Teorema 3.2 Se o núcleo resolvente g ∈ C2(R) é uma função não-negativa e existe
uma constante κ1 > 0, tal que
g(0) > 0 e g′(t) ≤ −κ1g(t)1+
1
p (3.37)
para algum p > 2, então existe uma constante positiva C = C(FI(u(0))), tal que
FI(u(t)) ≤ C(t + 1)−p.
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) em (3.25), segue que
d
dt











A seguir consideramos L, introduzido anteriormente, dado por
L(t) := NFI(u(t)) + F (t).
Para N suficientemente grande, as desigualdades (3.38) e (3.39) implicam que
d
dt





p 2ux dx. (3.40)
Fixando φ = 1
2
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Observando a definição (2.8), substitúımos (3.41) e (3.42) em (3.40) e obtemos
d
dt
L(t) ≤ − 1
C
FI(u(t))φp+1φp .
Por (3.33) existe uma constante µ = µ(N), tal que
d
dt
L(t) ≤ −µL(t)φp+1φp = −µL(t)1+ 1φp ,
donde, pelo Lema 3.11, segue
L(t) ≤ C(t + 1)−φp conseqüentemente FI(u(t)) ≤ C(t + 1)−φp.
Para p > 2 e φ =
1
2
, a última desigualdade implica que
∫ ∞
0
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Das duas desigualdades anteriores, juntamente com (3.40), obtemos
d
dt






L(t) ≤ −µL(t) p+1p = −µL(t)1+ 1p .
Logo, pelo Lema 3.11, resulta
L(t) ≤ C(t + 1)−p conseqüentemente FI(u(t)) ≤ C(t + 1)−p.
Finalizando. ♣
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Janeiro: Projeto Euclides (IMPA).
