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Abstract
Veselic´ and Slapnicˇar gave a general perturbation result for the eigenvalues of the Hermi-
tian matrix pair (H,K), where K is positive definite. In this paper their result is generalized
to a wider class of Hermitian matrix pairs. Especially, estimates for the relative perturbation
of eigenvalues of definite pairs are also obtained.
© 2001 Elsevier Science Inc. All rights reserved.
1. Introduction
Relative perturbation theory of eigenvalues lately has become remarkably an ac-
tive area of research (see [9] and references therein), and accordingly, there is a
growing interest in perturbation theory for matrix pairs. The so-called right definite
case, i.e. when in matrix pair (H,K), K is positive definite, is treated in, for example
[6,22]; recently the left definite case was treated in [15]; definite matrix pairs (i.e.
Hermitian matrix pairs (H,K) for which αH + βK is positive definite for some real
α, β) are dealt with in [14,18], and in [20] an eigenreduction algorithm is introduced
for definite matrix pairs. Also, in [16,21], the perturbation theory for indefinite He-
rmitian matrix H is treated via the matrix pair (M, J ), where J is diagonal matrix of
signs and M is positive definite.
In this paper we formulate a perturbation theory for a subclass of diagonaliz-
able Hermitian matrix pairs, so-called strongly definitizable matrix pairs. This class
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originally was introduced in the operator theory on indefinite inner product spaces,
see [11,12], but it also has important applications in matrix case (see [13,17], where
the term “operators with definite spectrum” is used).
Strongly definitizable pairs are stably simultaneously diagonalizable in the sense
that small Hermitian perturbations will not destroy this property, see [7, p. 234]
where the term “stably R-diagonable” is used.
The class of definite matrix pairs is contained in the class of strongly definitizable
matrix pairs. The results presented in this paper are new even in case of definite
matrix pairs.
LetH,K be Hermitian matrices. We say that λ is an eigenvalue of the pair (H,K)
if there exists x /= 0 such that Hx = λKx. The set of all eigenvalues of (H,K) we
denote by σ(H,K). If K is positive definite, then H − λK is (congruently) equiva-
lent to Ĥ − λI , where Ĥ is Hermitian matrix; the eigenvalue problem reduces to the
classical problem for a single Hermitian matrix Ĥ .
In the following, with H we will denote the spectral absolute value of Hermi-
tian matrix H, i.e. H = √H 2, and with |H | we will denote the entrywise absolute
value of a matrix H. With ‖H‖ we denote the spectral norm of operator H. With
λmax(H,K) and λmin(H,K) we denote the eigenvalue of (H,K) with greatest and
smallest absolute value, respectively. We will also use the notion of Crawford number
of matrix pair (H,K) from Cn defined by
c(H,K) = min {|x∗(H + iK)x| : x ∈ Cn, x∗x = 1} .
For K positive definite and non-singular the following result was proved in [22].
Theorem 1. Set K = ZZ∗, where Z is some non-singular matrix (one choice for Z
is K1/2), and
H K = ZZ−1HZ−∗Z∗.
Let δH, δK be Hermitian perturbations such that for all x ∈ Cn
|x∗δHx|  ηHx∗H Kx, |x∗δKx|  ηKx∗Kx, ηH , ηK < 1.
Let λi and λ′i be the increasingly ordered eigenvalues of the matrix pairs (H,K)
and (H ′,K ′), respectively, where H ′ = H + δH, K ′ = K + δK . Then λ′i = 0
if and only if λi = 0, and for non-vanishing λi’s we have
1− ηH
1+ ηK 
λ′i
λi
 1+ ηH
1− ηK .
Our aim is to generalize this result to a wider class of Hermitian matrix pairs.
In Section 2 we introduce the class of strongly definitizable pairs and cite some re-
sults which will be needed later. Also, the variational characterization of eigenvalues
of Hermitian matrix pairs is given, which is the main tool in this paper.
In Section 3 we formulate and prove the result on perturbation of strongly defini-
tizable pairs, and it is shown that, in some sense, the class of strongly definitizable
pairs is a widest class in which a perturbation theory can be obtained.
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In Section 4, using result from Section 3, we give analogous result for definitiz-
able matrix pairs.
In Section 5 we will illustrate our results with some examples.
2. Preliminaries
For indefinite and non-singular K, it is often appropriate to work in the space with an
indefinite inner product induced by K; see [7] for such an approach. In this way, a clas-
sification of real eigenvalues can be introduced. Specifically, a real eigenvalueλ is said
to be of positive (resp. negative) type if x∗Kx > 0 (resp.< 0) for every eigenvector x
associated with λ. The set of eigenvalues of positive (resp. negative) type of the matrix
pair (H,K) we denote by σ+(H,K) (resp. σ−(H,K)). With n+(H,K), n−(H,K)
we denote the number of eigenvalues of positive (resp. negative) type of pair (H,K)
counting multiplicities. It is easily seen that an eigenvalue of positive (or negative) type
must be semi-simple, i.e. with Jordan blocks of size one. A real eigenvalue that is not
of positive or negative type is said to have mixed type.
It is well known that a definite pair is simultaneously diagonalizable under con-
gruence, and hence has all eigenvalues real and semi-simple. On the other hand, a
Hermitian pair with all eigenvalues real and semi-simple is not necessarily definite.
Specifically, a Hermitian pair is definite if and only if each eigenvalue is of either
positive or negative type and eigenvalues of the two types are separated. This sug-
gests that definite pairs are only a small class of pairs whose eigenvalues are real and
semi-simple. The question of characterization of pairs whose eigenvalues are real
and semi-simple is solved in [13], introducing the following class.
Definition 2. A Hermitian pair (H,K) with non-singular K is said to be strongly
definitizable if there exists a real polynomial p such that Kp(K−1H) is positive
definite.
Note that, if the polynomial is linear, then the pair is definite. Let In(A) = (π, ν, δ)
denote the inertia of a Hermitian matrix A, i.e. π, ν, and δ are the number of pos-
itive, negative and zero eigenvalues of A, respectively. We write In(H − λK) =
(π(λ), ν(λ), δ(λ)). Note that π(λ) is a constant for |λ| sufficiently large. So we can
define π(+∞) = limλ→+∞ π(λ) = ν(K) and π(−∞) = limλ→−∞ π(λ) = π(K).
Let us denote the number of elements of a set S by #S. Then the number π(λ) can
be computed as
π(λ) = # {µ ∈ σ+(H,K) : µ > λ}+ # {µ ∈ σ−(H,K) : µ < λ} . (1)
The function π(λ) is piecewise constant. Indeed, if µ is an eigenvalue of positive
(resp. negative) type, then π(λ) increases (resp. decreases) by one as λ increases
from µ− 0 to µ+ 0. We now present a theorem from [13] which gives different
characterizations of a strongly definitizable pair.
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Theorem 3. Let (H,K) be a Hermitian pair in Cn×n, with K non-singular. Then
the following statements are equivalent:
1. (H,K) is strongly definitizable,
2. all the eigenvalues of (H,K) are real and of either positive or negative type,
3. (x∗Kx, x∗Hx, x∗K(K−1H)2x, . . .) /= 0 for all x /= 0,
4. there is an integer k and there are real numbers α1 < α2 < · · · < αk−1 such that
1  k  n− 1, δ(αi) = 0 and
k−1∑
i=0
|π(αi+1)− π(αi)| = n,
where α0 = −∞, αk = +∞.
The following lemma is from [13].
Lemma 4. Let α1, α2 ∈ R with α1 < α2, δ(αi) = 0 and π(α2)− π(α1) = εm,
where m ∈ N and ε = ±1. Then there are at least m eigenvalues of (H,K) in
(α1, α2). Furthermore, if there are exactly m eigenvalues in (α1, α2) (counting
multiplicities), then they are all of positive or negative type according as ε = 1 or
ε = −1.
Remark 5. Lemma 4 explains how a sequence α1 < · · · < αk−1 can be construct-
ed. We can choose αi’s as some numbers from the open interval (λ, µ), where λ ∈
σ±(H,K), µ ∈ σ∓(H,K), and (λ, µ) ∩ σ(H,K) = ∅, e.g. as numbers which lie
between eigenvalues of different type.
Condition (3) is a generalization of the condition (x∗Kx, x∗Hx) /= 0 for definite
pairs.
The useful tool in the analysis of Hermitian pairs is the reduction to canonical
form by congruence (see [19]). In case of strongly definitizable matrix pairs, this
canonical form is particulary simple. Namely, it holds.
Theorem 6. Let (H,K) be a strongly definitizable matrix pair. Then there exists a
non-singular matrix X such that
H0 = X∗HX = diag(ε1λ1, . . . , εrλr),
K0 = X∗KX = diag(ε1, . . . , εr ),
where λi’s are the eigenvalues of (H,K) and εi’s determine the type of λi’s.
From now on, we always assume, if otherwise is not stated, then the pair (H,K)
is strongly definitizable.
The main tool in this paper will be the variational characterization of eigenvalues
of Hermitian matrix pairs given in [5] (for a variational formulation in case that
I. Nakic´ / Linear Algebra and its Applications 358 (2003) 195–217 199
 - +  +  -  -  -  +  -  +  +  +
Fig. 1. Cancelation algorithm.
(H,K) has non-semisimple eigenvalues and/or K is singular see [4], and for an
infinite dimensional case see [2]). Let λ−
n−  · · ·  λ−1 and λ+1  · · ·  λ+n+ be the
eigenvalues of negative and positive type of the pair (H,K), respectively. If there
exist λ± ∈ σ±(H,K) such that λ+ < λ−, then we define γ−1 as smallest λ−j greater
than some λ+k , and γ1 as greatest λ
+
j < γ−1. Obviously, γ±1 are well-defined,
(γ1, γ−1) /= ∅ and does not contain eigenvalues of (H,K). We now repeat this pro-
cedure inductively on the set σ(H,K)\{γ±i} until there are no (+,−) pairs. The
eigenvalues γ±1, . . . , γ±d are called “canceled” eigenvalues, and the number d is
called variational shift. This procedure is called cancelation algorithm. Fig. 1 gives
an example of the cancelation algorithm.
The following theorem gives the variational characterization of non-canceled
eigenvalues. Set
σ±k = sup
S
codim S=k−1
inf
x∈S
x∗Kx≷0
x∗Hx
x∗Kx
, (2)
with convention that inf ∅ = −∞. We will formulate the theorem only for eigen-
values of positive type. The formulation for eigenvalues of negative type is analo-
gous.
Theorem 7. Let (H,K) be a strongly definitizable pair, and set n+ = n+(H,K).
Let µ1  · · ·  µn+−d denote the non-canceled eigenvalues of positive type. Then
we have
σ+k =


−∞ for k  d,
µk−d for d < k  n+ + d,
+∞ for k > n+ + d.
(3)
The numbers d and n+ + d can be obtained without prior knowledge of the spec-
trum. Namely, it can be seen that it holds d = minλ∈R ν(λ) and n+ + d = π(K) (see
[3]).
By simple change of H with −H and/or K with −K , we get three other “dual”
versions of Theorem 7. These “dual” variational formulations are obtained by in-
terchange of inf and sup and/or by change of ≷ with ≶ in (2), along with obvious
modifications of the cancelation algorithm. The following example illustrates these
formulations.
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Example 8. Let us assume that (H,K) has eigenvalues as in the following figure:
The non-canceled eigenvalues are: λ−4 , λ
+
2 , λ
+
4 , λ
+
6 .
The pair (−H,K) has eigenvalues {−λ±i : λ±i ∈ σ±(H,K)}:
The non-canceled eigenvalues are λ+3 , λ
+
5 .
The pair (H,−K) has the same eigenvalues as (−H,K) but the eigenvalues have
opposite type, so we apply cancelation algorithm on eigenvalues of (−H,K), but
canceling the (−,+) pairs which results that λ+2 , λ+4 , λ+5 , λ+6 , λ−4 are non-canceled
eigenvalues.
The pair (−H,−K) has the same eigenvalues as pair (H,K) but the eigenvalues
have opposite type, so we apply cancelation algorithm on eigenvalues of (H,K), but
canceling the (−,+) pairs which results that λ+3 , λ+5 are non-canceled eigenvalues.
Hence, we can variationally characterize eigenvalues λ−4 , λ
+
2 , λ
+
3 , λ
+
4 , λ
+
5 and λ
+
6 .
The others cannot be characterized.
In the case that no pair (−,+) exists, i.e. λ+ < λ− for all λ+ ∈ σ+(H,K), λ− ∈
σ−(H,K), the pair (−H,−K) has the same eigenvalues as (H,K), but the eigen-
values of (−H,−K) have the opposite type, hence all of them can be variationally
characterized. Hence, for definite pairs all eigenvalues can be variationally charac-
terized. In the following, by variationally characterizable eigenvalue we mean eigen-
value which is non-canceled for at least one variational formulation.
3. Strongly definitizable pairs
If K is indefinite, set
s(H,K) = min
λ∈σ+(H,K)
µ∈σ−(H,K)
|λ− µ|
|λ| + |µ| , (4)
and in the case K is definite set s(H,K) = 1. The number s(H,K) can be viewed as
relative distance between two types of spectra. In [20] a similar bound is introduced.
Proposition 9. If K is indefinite, then s(H,K) = 1 if and only if H is definite.
Proof. If H is positive definite, then λ > 0 for all λ ∈ σ+(H,K) and λ < 0 for all
λ ∈ σ−(H,K), hence s(H,K) = 1. In case H is negative definite the proof is analo-
gous. On the other hand, from s(H,K) = 1 it follows that σ+(H,K) and σ−(H,K)
are on the opposite sides of zero, which implies that H is definite. 
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Proposition 10. If H and K are non-singular, then
s(H,K) = s(−H,K) = s(H,−K) = s(−H,−K) = s(K,H).
Proof. The relation s(H,K) = s(−H,K) is obvious since the eigenvalues only
change their signs. The pairs (H,−K) and (H,−K) have the same eigenvalues,
but the types of eigenvalues are changed, i.e. σ+(−H,K) = σ−(H,−K), and
σ−(H,K) = σ+(H,−K). This implies s(−H,K) = s(H,−K). The equality
s(H,K) = s(−H,−K) follows from the first two. The spectrum of (K,H) is
simply {λ−1 : λ ∈ σ(H,K)}. If λ ∈ σ+(H,K) and µ ∈ σ−(H,K) are both
positive, then λ−1 ∈ σ+(K,H) and µ−1 ∈ σ−(K,H). If λ ∈ σ+(H,K) and
µ ∈ σ−(H,K) are both negative, then λ−1 ∈ σ−(K,H) and µ−1 ∈ σ+(K,H).
In both cases λ−1 and µ−1 have opposite types. Hence
s(K,H)= min
λ∈σ+(K,H)
µ∈σ−(K,H)
|λ− µ|
|λ| + |µ| = minλ−1∈σ+(H,K)
µ−1∈σ−(H,K)
|λ−1 − µ−1|
|λ−1| + |µ−1|
= min
λ∈σ+(H,K)
µ∈σ−(H,K)
|λ− µ|
|λ| + |µ| = s(H,K). 
Now we can state our main theorem.
Theorem 11. Let (H,K) be strongly definitizable pair on Cn×n with H,K non-
singular. We denote the variationally characterizable eigenvalues of negative (resp.
positive) type with λ−
r−  · · ·  λ−1 (resp. λ+1  · · ·  λ+r+).
Set Z = X−∗ and H K = ZZ−1HZ−∗Z∗, where X reduces the pair (H,K) to
its canonical form from Theorem 6.
1. Let δH be Hermitian perturbation such that
|x∗δHx|  ηHx∗H Kx, (5)
where
ηH < s(H,K). (6)
LetH ′ = H+ δH . Then the pair (H ′,K) is strongly definitizable, with n+(H,K)
= n+(H ′,K), and with the same number of variationally characterizable eigen-
values of positive and negative type.
2. Let us denote the variationally characterizable eigenvalues of (H ′,K) of nega-
tive (resp. positive) type with µ−
r−  · · ·  µ−1 (resp. µ+1  · · ·  µ+r+).
Then µ±i = 0 if and only if λ±i = 0, and for non-vanishing λ±i ’s we have
1− ηH  µ
+
i
λ+i
 1+ ηH , i = 1, . . . , r+, (7a)
1− ηH  µ
−
i
λ−i
 1+ ηH , i = 1, . . . , r−. (7b)
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Proof. We write n± = n±(H,K). It holds K = ZJZ∗, where J is K0 from Theo-
rem 6. Let {λ, x} be an eigenpair of (H,K), i.e. it holds Hx = λKx. This can be
written as
Z−1HZ−∗y = λJy, where y = Z∗x. (8)
Note that Z−1HZ−∗ is just the H0 from Theorem 6.
If λ ∈ σ+(H,K), then it is easy to see that (8) implies
Z−1HZ−∗ y = |λ|Jy. (9)
Multiplying (9) from the left with Z we get H Kx = |λ|Kx, e.g. {|λ|, x} is an eigen-
pair of (H K,K) and |λ| ∈ σ+(H,K).
Similarly, for an eigenpair {λ, x}with λ∈σ−(H,K), (9) becomes Z−1HZ−∗ y =
−|λ|Jy, hence H Kx = −|λ|Kx, e.g. {−|λ|, x} is an eigenpair of (H K,K) and
−|λ| ∈ σ−(H,K).
It is evident that the pair (H K,K) is strongly definitizable. The spectra of the
pairs (H ± ηH H K,K) consist of eigenvalues
λ+1 ± ηH |λ+1 |  · · ·  λ+n+ ± ηH |λ+n+|
of positive type, and of eigenvalues
λ−
n− ∓ ηH |λ−n−|  · · ·  λ−1 ∓ ηH |λ−1 |
of negative type. From (6) it follows that
λ−≶λ+ ⇐⇒ λ− ∓ ηH |λ−|≶λ+ ± ηH |λ+| (10)
for all λ− ∈ σ−(H,K) and λ+ ∈ σ+(H,K), hence the structure of the eigenvalues
of the pairs (H±ηH H K,K) is the same as of (H,K); specifically (H±ηH H K,K)
are strongly definitizable and have the same number of variationally characterizable
eigenvalues.
First we will show that the pair (H ′,K) is strongly definitizable. To achieve
this we will prove that condition (4) from Theorem 3 is satisfied. From (5) it follows
that
x∗(H − ηH H K)x  x∗H ′x  x∗(H + ηH H K)x, (11)
and
x∗(H − ηH H K − λK)x  x∗(H ′ − λK)x
 x∗(H + ηH H K − λK)x, λ ∈ R. (12)
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Set
π−(λ) = π(H − ηH H K − λK),
π ′(λ) = π(H ′ − λK),
π+(λ) = π(H + ηH H K − λK),
and analogously define ν+, ν−, ν′, δ+, δ−, δ′. Inequality (12) implies
π−(λ)  π ′(λ)  π+(λ). (13)
Let λ be the smallest eigenvalue of the pair (H,K) such that there is an eigenvalue
µ of (H,K) such that λ and µ are not of the same type and such that (λ, µ) ∩
σ(H,K) = ∅. (If such eigenvalues do not exist, then K must be definite, hence
(H ′,K) is also definite, and we are done.) We choose α1 as some number from
(λ, µ), and α′1 as some number from the set
(λ+ ηH |λ|, µ− ηH |µ|) \ σ(H ′,K),
which is non-empty due to (10).
Then we repeat this procedure, but for eigenvalues greater than µ. We end up with
sequences
α1 < · · · < αk−1,
α′1 < · · · < α′k−1.
Evidently, δ(αi) = 0, δ′(α′i ) = 0, and Remark 5 implies
k−1∑
i=0
|π(αi+1)− π(αi)| = n, (14)
where, as before, α0 = −∞, αk = +∞.
In case that αi is between a (+,−) pair, it holds that
π+(α′i )= #{ρ ∈ σ+(H,K) : ρ + ηH |ρ| > α′i}
+ #{ρ ∈ σ−(H,K) : ρ − ηH |ρ| < α′i}
= #{ρ ∈ σ+(H,K) : ρ + ηH |ρ| > λ+ ηH |λ|}
+ #{ρ ∈ σ−(H,K) : ρ − ηH |ρ| < λ− ηH |λ|}
= #{ρ ∈ σ+(H,K) : ρ + ηH |ρ| > αi}
+ #{ρ ∈ σ−(H,K) : ρ − ηH |ρ| < αi}
= π(αi),
and, similarly,
π−(α′i )= #{ρ ∈ σ+(H,K) : ρ − ηH |ρ| > α′i}
+ #{ρ ∈ σ−(H,K) : ρ + ηH |ρ| < α′i}
= π(αi).
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In case that αi is between a (−,+) pair, we have
π+(α′i )= #{ρ ∈ σ+(H,K) : ρ + ηH |ρ| > α′i}
+ #{ρ ∈ σ−(H,K) : ρ − ηH |ρ| < α′i}
= #{ρ ∈ σ+(H,K) : ρ + ηH |ρ| > µ+ ηH |µ|}
+ #{ρ ∈ σ−(H,K) : ρ − ηH |ρ| < λ− ηH |λ|}
= #{ρ ∈ σ+(H,K) : ρ > µ} + #{ρ ∈ σ−(H,K) : ρ < λ}
= π(αi),
and similarly π−(α′i ) = π(αi).
From (13) it follows π ′(α′i ) = π(αi), hence (14) implies
k−1∑
i=0
|π ′(α′i+1)− π ′(α′i )| = n,
i.e. the pair (H ′,K) is strongly definitizable.
From these considerations it also follows that (H ′,K) has the same “structure”
of eigenvalues as the pair (H,K). Let us denote variationally characterizable eigen-
values of (H ′,K) as in the statement of the theorem.
From (11), dividing with x∗Kx > 0, we get
x∗(H − ηH H K)x
x∗Kx
 x
∗H ′x
x∗Kx
 x
∗(H + ηH H K)x
x∗Kx
.
Now, from variational principle we have
σ+k (H − ηH H K,K)  σ+k (H ′,K)  σ+k (H + ηH H K,K).
Similarly, by dividing with x∗Kx < 0 , we get
σ−k (H − ηH H K,K)  σ−k (H ′,K)  σ−k (H + ηH H K,K).
Also, from (11) we can obtain similar inequalities for the “dual” variational for-
mulations. This implies that (7a) and (7b) hold for all variationally characterizable
eigenvalues of (H,K). 
Remark 12. Assumption (6) is not of technical nature, which can be seen from the
following example.
Example 13. Set
H =
[
1 0
0 −7/6
]
, K =
[
1 0
0 −1
]
and δH =
[
1/6 7/24
7/24 −7/24
]
.
Then (H + δH,K) has non-real eigenvalues, and |x∗δHx|  ηx∗H Kx, where η 
9/10.
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Let (H,K) be a strongly definitizable pair with K non-singular, and let
x /= 0 be arbitrary. Set x = Z−∗y, where Z is from the statement of Theorem 11.
We have
|x∗Hx| = |y∗Z−1HZ−∗y|  y∗Z−1HZ−∗ y = x∗H Kx, (15)
hence, formally, we could instead of the last relation, write
|x∗δHx|  ηH |x∗Hx|,
but for H indefinite, inequality (15) implies that δH has the same structure as H.
The following proposition shows that eigenvalues of mixed type are unstable
under relative perturbations.
Proposition 14. Let (H,K),K non-singular, be (general) Hermitian pair which
has at least one non-zero eigenvalue λ of mixed type. Then for all η > 0 there is a
Hermitian perturbation δH such that |x∗δHx|  ηx∗H Kx for all x /= 0, and such
that eigenvalues of (H + δH,K) corresponding to λ are non-real.
Proof. Let λ /= 0 be eigenvalue of (H,K) of mixed type, and let X, H0 and K0 be
from Theorem 6. Without loss of generality we can assume that
H0 =
[
λ 0
0 −λ
]
and K0 =
[
1 0
0 −1
]
.
Set
0,ε = ε
[
1 2
2 1
]
, 0 = 0,1, ε = X−∗0,εX−1.
Set
C1 = λmax(|ε|, |0,ε|),
C2 = λmax(H0 , H K),
where λmax(A,B) denotes the greatest eigenvalue of the Hermitian pair (H,K).
Since |ε|, |0,ε|, H0 , H K are all positive definite, C1, C2 > 0. It is clear that
C1 does not depend on ε. For a given η take η0 > 0 such that η > 4
√
η0C1C2 and
ε < 13
√
η0|λ|.
From straightforward calculation we get
x∗20,εx  η0x∗H 20 x. (16)
From Heinz inequality (see [10, p. 292]) and (16) it follows
x∗|0,ε|x  4√η0x∗H0 x. (17)
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Now, using (17) and definitions of C1, C2 we have
|x∗εx|x∗|ε|x  C1x∗|0,ε|x
C1 4
√
η0x
∗H0 x  C1C2 4
√
η0x
∗H Kx
ηx∗H Kx.
Now, set δH = ε for some ε < 15 . A straightforward computation gives that
(H0 + 0,ε, K0) has two non-real eigenvalues, hence (H + δH,K) has the property
from the proposition. 
As in [22] we define
C˜(H,K) = sup
x /=0
|x|T|H ||x|
x∗H Kx
.
Obviously, C˜(H,K)  s(H,K).
Theorem 15. Let (H,K) be a strongly definitizable pair with K non-singular. Let
Hermitian perturbation δH satisfy
|δHi,j |  ε|Hi,j |, ηH = εC˜(H,K) < s(H,K)
for some ε > 0.
Then the assumption of Theorem 11 are fulfilled, hence its assertion holds.
Proof. We have
|x∗δHx|  |x|T|δH ||x|  ε|x|T|H ||x|  εC˜(H,K)x∗H Kx. 
Using similar techniques as in [22], we exhibit some simple upper bounds for
C˜(H,K).
Theorem 16. Let (H,K) be a strongly definitizable pair with non-singular K, and
let A and Â be defined by
H = DAD, H K = DÂD, (18)
where D is some scaling matrix. Then
C˜(H,K)  ‖|A|‖2‖Â−1‖2 =: C(A, Â),
and ηH = εC(A, Â) < s(H,K), for some ε > 0, implies the assertion of Theorem
11.
Proof. We have
|x|T|H ||x|=|x|TD|A|D|x|  ‖|A|‖2x∗D2x
C(A, Â)x∗DÂDx = C(A, Â)x∗H Kx. 
As shown in [22], the constant C(A, Â) cannot be uniformly improved.
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Theorem 17. Let (H,K) be a strongly definitizable pair with K non-singular, and
let A and Â be defined by (18). Then
C(A, Â)  TrÂ‖Â−1‖2,
and ηH = εTrÂ‖Â−1‖2 < s(H,K), for some ε > 0, implies the assertion of Theo-
rem 11.
Proof. From definition of H K it readily follows that H K = ZZ∗, where  =
diag(ε1λ1, . . . , εnλn) = H0 from Theorem 6, and Z is defined in Theorem 11.
The matrix H can be factorized as
H = Z(Z−1HZ−∗)Z∗ = ZJZ∗,
where J = diag(ε1, . . . , εn). If we set G = Z||1/2, then
H K = GG∗, H = GJG∗.
Now, set F = D−1G. Then from
|(FJF ∗i,j )| 
√
(FF ∗)ii(FF ∗)jj ,
we obtain |Aij |2  Âii Âjj , and hence ‖|A|‖2  TrÂ. 
If we take D = (diagH K)1/2, then Theorem 17 yields C(A, Â)  n‖Â−1‖2.
Theorem 18. Let (H,K) be a strongly definitizable pair with K non-singular. Let
Hermitian perturbation δH satisfy
|δHij |  εDiiDjj ,
where ηH = εn‖Â−1‖2 < s(H,K), and D = (diagH K)1/2.
Then the assumptions of Theorem 11 are fulfilled, hence its assertion holds.
Proof. Let us denote the matrix E with Eij = 1. We have
|x∗δHx| |x|T|δH ||x|  ε|x|TDED|x|
ε‖E‖2x∗D2x  εn‖Â−1‖2x∗H Kx. 
Notice that (15) implies that |x∗Ax|  x∗Âx, and similarly, |x∗A−1x|  x∗Â−1x,
hence ‖A−1‖2  ‖Â−1‖2, and
C(A, Â)  ‖A‖2‖Â−1‖2  ‖A‖2‖A−1‖2  1. (19)
The question arises when H K has the simplest form, i.e. when H K is diagonal
matrix. With sgn(A) we will denote the matrix of signs of matrix A.
Theorem 19. Let (H,K) be strongly definitizable pair with K non-singular, and let
H = DAD, K = DBD, and H K = DÂD, where D is some scaling matrix. Then
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Â = I if and only if there exists unitary matrix U such that U∗AU = diag(±1) and
U∗BU is diagonal matrix.
Proof. If Â = I , we have H K = DÂD = D2. Hence, since Z−1HZ−∗ = J ,
where , Z and J are defined as above, it holds
Z||Z∗ = D2.
The last relation can be written as
D−1Z||1/2(D−1Z||1/2)∗ = I.
Hence U := D−1Z||1/2 is unitary matrix.
Now, using Z = DU ||−1/2, we get
Z−1HZ−∗ = ||1/2U∗D−1HD−1U ||1/2 = ||1/2U∗AU ||1/2.
This implies U∗AU = sgn()J . Similarly, from
K = DBD = ZJZ∗ = DU ||−1/2J ||−1/2U∗D,
we get U∗BU = J ||−1.
Assume that there exists unitary matrix U such thatU∗AU = diag(±1) and1 :=
U∗BU is diagonal matrix. Let us define Z = DU |1|1/2. Then a straightforward
calculation shows that the matrix Z reduces the pair (H,K) to its canonical form,
hence H K = ZZ−1HZ−∗Z∗ = D2, so Â = I , as wanted. 
Notice that Theorem 19 and (19) imply C(A, Â) = 1.
4. Definite pairs
The disadvantage of Theorem 11 is that no perturbation of matrix K is allowed.
We could try to bypass this problem by an application of Theorem 11 to the pair
(K,H). Unfortunately, the pairs (H,K) and (K,H) do not, in general, have the
same eigenvalue structure, which can be seen from the following example.
Example 20. Let the pair (H,K) be as in Example 8. Then the variationally charac-
terizable eigenvalues are λ−4 , λ
+
2 , λ
+
3 , λ
+
4 , λ
+
5 and λ
+
6 . Let us denote µi = 1/λ+i for
i = 1, . . . , 6 and ηi = 1/λ−i for i = 1, . . . , 4, where the sign corresponds to the type
of µi (resp. ηi) as eigenvalue of (K,H). Then the pair (K,H) has the eigenvalues:
It can be seen that the variationally characterizable eigenvalues for pair (K,H)
are µ2, µ3, µ4, µ5, η2, η4. So, λ−2 cannot be variationally characterized as eigen-
value of the pair (H,K), but 1/λ−2 is characterizable as eigenvalue for (K,H), and
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1/λ+6 cannot be characterizable as eigenvalue of (K,H), but λ
+
6 is characterizable
as eigenvalue of (H,K). Eigenvalues λ+1 , λ
−
1 , λ
−
3 cannot be obtained in either case.
To implement Theorem 11 on the pair (K,H ′) with perturbation δK we have to
be able to estimate s(K,H ′), and for that we need some information about (+,−)
and (−,+) pairs of (K,H ′). But even in the case that all eigenvalues of (H,K), and
a fortiori, of (H ′,K), are variationally characterizable, Example 20 shows that, in
general, the same does not apply to the pair (K,H ′). One class of pairs that keeps
the structure of eigenvalues if inverted is class of definite pairs.
Theorem 21. Let (H,K),H,K non-singular, be definite matrix pair on Cn×n. We
denote the eigenvalues of negative (resp. positive) type with λ−
n−  · · ·  λ−1 (resp.
λ+1  · · ·  λ+n+).
1. Choose arbitrary 0 < α < 1.
Set Z1 = X−∗, where X reduces the pair (H,K) to its canonical form from
Theorem 6, and set H K = Z1Z−11 HZ−∗1 Z∗1 . Let δH be Hermitian perturbation
such that
|x∗δHx|  ηHx∗H Kx, (20a)
ηH  αs(H,K), (20b)
and let H ′ = H + δH.
Set Z2 = Y−∗, where Y reduces the pair (K,H ′) to its canonical form, and set
KH ′ = Z2Z−12 KZ−∗2 Z∗2 . Let δK be a Hermitian perturbation such that
|x∗δKx|  ηKx∗KH ′x, (21a)
ηK 
(1− α)s(H,K)
1+ αs(H,K) , (21b)
and let K ′ = K + δK.
Then the pair (H ′,K ′) is definite with n±(H ′,K ′) = n±(H,K).
2. Denote the eigenvalues of (H ′,K ′) of negative (resp. positive) type with
µ−
n−  · · ·  µ−1 (resp. µ+1  · · ·  µ+n+). Then it holds
1− ηH
1+ ηK 
µ+i
λ+i
 1+ ηH
1− ηK , i = 1, . . . , n
+, (22a)
1− ηH
1+ ηK 
µ−i
λ−i
 1+ ηH
1− ηK , i = 1, . . . , n
−. (22b)
Proof. We can assume that λ−1 < λ
+
1 (if not, instead of the pair (H,K) we observe
the pair (−H,−K), which has the desired property). First we apply Theorem 11 on
the pair (H,K) with perturbation δH . The perturbation δH evidently satisfies the
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assumptions of Theorem 11, so we obtain that (H ′,K) is also definite pair. Let us
denote the eigenvalues of negative (resp. positive) type of (H ′,K) with λ̂−
n−  · · ·
 λ̂−1 (resp. λ̂+1  · · ·  λ̂+n+ ). Then it holds
1− ηH  λ̂
±
i
λ±i
 1+ ηH . (23)
We now wish to apply Theorem 11 on the pair (K,H ′) with perturbation δK . To end
this we have to show that δK satisfies relation (6), e.g. we have to estimate s(K,H ′),
and this is, by Proposition 10, equivalent to estimating s(H ′,K). It is easily seen
that
s(H ′,K) = λ̂
+
1 − λ̂−1
|̂λ+1 | + |̂λ−1 |
.
In case that λ̂−1 < 0 and λ̂
+
1 > 0 we are done, since then s(H
′,K) = 1. So, from now
on we assume that λ̂+1 and λ̂
−
1 are not of the same sign. From (23) it follows
|̂λ±1 |  (1− ηH )|λ±1 |, (24)
|̂λ±1 |  (1+ ηH )|λ±1 |. (25)
Hence, in the case λ̂+1 > 0 we have
λ̂+1 − λ̂−1 = |̂λ+1 | − |̂λ−1 |
 (1− ηH )|λ+1 | − (1− ηH )|λ−1 |
= |λ+1 | − |λ−1 | − ηH (|λ+1 | + |λ−1 |)
> (1− α)|λ+1 − λ−1 |,
and in case the λ̂+1 < 0 we obtain
λ̂+1 − λ̂−1 = |̂λ−1 | − |̂λ+1 | > (1− α)|λ+1 − λ−1 |.
Hence,
|̂λ+1 − λ̂−1 | > (1− α)|λ+1 − λ−1 |. (26)
Also, from (24) it follows
|̂λ+1 | + |̂λ−1 |  (1+ ηH )(|λ+1 | + |λ−1 |). (27)
Now, (26) and (27) imply
s(H ′,K)  1− α
1+ ηH s(H,K),
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and from this and (20b) we obtain
s(H ′,K) > (1− α)s(H,K)
1+ αs(H,K) ,
hence (21a) implies relation (6).
Let us denote τ±i = 1/̂λ+i , ν±i = 1/̂λ−i , where the sign corresponds to the type
of τi (resp. νi) as eigenvalue of (K,H ′). In case λ̂+1 > 0, set k = max{i : λ̂−i > 0}.
Then the eigenvalues of (K,H ′) are ordered as
ν+k+1  · · ·  ν+n− < τ+n+  · · ·  τ+1 < ν+1  · · ·  ν−k . (28)
Hence (K,H ′) is a definite pair. In case λ̂+1 < 0, set k = max{i : λ̂+i < 0}. Then
the eigenvalues of (K,H ′) are ordered as
τ−k  · · ·  τ−1 < ν+1  · · ·  ν+n− < τ+n+  · · ·  τ+k+1. (29)
Hence also in this case (K,H ′) is definite pair.
We now apply Theorem 11 to the pair (K,H ′) with perturbation δK . We get that
the pair (K ′, H ′) is definite pair with the same number of eigenvalues of positive
and negative type as the pair (K,H ′). Let us denote the eigenvalues of (H ′,K ′) as
in the statement of this theorem. The eigenvalues of (K ′, H ′) are ordered as in (28)
or (29), depending on the sign of λ̂+1 . This implies that (H ′,K ′) is also a definite
pair with µ−1 < µ
+
1 . Theorem 11 also implies
1− ηK  1/µ
±
i
1/̂λ±i
 1+ ηK. (30)
Now (23) and (30) imply (22). 
The matrices H K and KH ′ are not easy to obtain, so it is of interest to substitute
(20a) and (21a) with bounds which are easier to calculate. We will need the following
result from [18].
Lemma 22. Let (H,K) be a definite pair, and let the non-singular matrix X be such
that
X∗HX = diag(α1, . . . , αn),
X∗KX = diag(β1, . . . , βn),
and |αi |2 + |βi |2 = 1, i = 1, . . . , n. Then
‖X‖  c(H,K)−1.
Theorem 23. Let the assumptions of Theorem 21 hold, except that relation (20a) is
replaced with
|x∗δHx|  ηH c(H,K)x
∗x
1+ λ−2min(H,K)
, (31)
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and relation (21a) is replaced with
|x∗δKx|  ηK (c(H,K)− ‖δH‖)x
∗x
1+ (1+ αs(H,K))2λ2min(H,K)
. (32)
Then the assertions of Theorem 21 still hold.
Proof. Let  = diag(λ1, . . . , λn) be a diagonal matrix of eigenvalues of (H,K)
such thatX∗HX = , where = diag(ε1, . . . , εn), εi’s determine the type of λi’s.
Then, consequently, X∗KX = .
Set X̂ = X||−1/2. Then
X̂∗KX̂= ||−1/2X∗KX||−1/2 = ||−1/2||−1/2
= sgn()−1, (33)
and
X̂∗HX̂= ||−1/2X∗HX||−1/2 = ||−1/2||−1/2
= sgn(). (34)
Consider the pair (K,H). Obviously, the eigenvalues of the pair (K,H) are simply
λ−1, and the type of λ−1 is determined by εi sgn(λi), hence (33) and (34) imply that
X̂ reduces the pair (K,H) to its canonical form. Now,
KH = X̂−∗ X̂∗KX̂X̂−1
= X−∗||1/2 ||−1/2X∗KX||−1/2 ||1/2X−1
= X−∗X−1,
hence
x∗KHx = ‖X−1x‖2. (35)
Similarly, if X̂ is some matrix which reduces the pair (K,H) to its canonical form,
then
x∗H Kx = ‖X̂−1x‖2.
Set D = diag((1+ λ−21 )−1/2, . . . , (1+ λ−2n )−1/2) and X˜ = X̂D. Then
X˜∗HX˜ = diag
(
sgn(λ1)ε1
1+λ−21
, . . . ,
sgn(λn)εn
1+λ−2n
)
,
X˜∗KX˜ = diag
(
|λ1|−1ε1
1+λ−21
, . . . ,
|λn|−1εn
1+λ−2n
)
.
Since the sum of squares of the corresponding diagonal elements of X˜∗HX˜ and
X˜∗KX˜ equals 1, the matrix pair (K,H) and the matrix X˜ satisfy the assumptions of
Lemma 22, hence
‖X˜‖2  c(K,H)−1 = c(H,K)−1. (36)
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From ‖x‖  ‖X˜‖‖X˜−1x‖ and (36) it follows
‖X˜−1x‖2  c(H,K)x∗x.
This implies
‖X̂−1x‖2  c(H,K)x
∗x
‖D−1‖2 .
Obviously, ‖D−1‖2 = 1+ λ−2min(H,K). Hence
x∗H Kx 
c(H,K)x∗x
1+ λ−2min(H,K)
,
which gives (31).
Let ̂ = diag(̂λ1, . . . , λ̂n), ̂ = diag( ε̂1, . . . , ε̂n), where λ̂i are the eigenvalues
of (H ′,K), and ε̂i’s determine the type of the λ̂i’s. Take some matrix Y˜ such that
Y˜ ∗H ′Y˜ = ̂ ̂, Y˜ ∗KY˜ = ̂. Then, as seen above, Y = Y˜ |̂|−1/2 reduces the pair
(K,H ′) to its canonical form, and x∗KH ′x= ‖Ŷ−1x‖2. Set D = diag((1
+ λ̂ 21 )−1/2, . . . , (1+ λ̂ 21 )−1/2). It can easily be seen that the matrix Ŷ = YD satisfies
the assumptions of Lemma 22, hence
‖Ŷ‖2  c(H ′,K)−1.
From [18, Theorem 2.4] it follows that
c(H ′,K)  c(H,K)− ‖δH‖.
Hence,
‖Ŷ−1x‖2  c(H
′,K)x∗x
‖D−1‖2 
(c(H,K)− ‖δH‖)x∗x
‖D−1‖2 .
It remains to calculate ‖D−1‖, but, similarly as before, we obtain ‖D−1‖2 = 1+
λ2max(H
′,K). From Theorem 11 we obtain
1+ λ2max(H ′,K)  1+ (1+ αs(H,K))2λ2max(H,K),
which implies (32). 
Remark 24. In case that K is positive definite, we have s(H ′,K) = 1, hence in-
stead of (21b) we can write ηK < 1. Also, in this case we can take any non-singular
W such that K = WW ∗ instead of Z from Theorem 11 and Z1 from Theorem 21,
respectively.
The variational characterization described in Section 2 can also be used in ob-
taining eigenvalue bounds in case of scaled diagonally dominant Hermitian matrix
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pairs (see also [1,8]). If A = D +N , where D is diagonal and N has zero diago-
nal, then A = (aij ) is α-diagonally dominant with respect to a norm ‖ · ‖ if ‖N‖ 
α min1in |dii |, with 0 < α < 1. Now, let A = D +N with |aii | = 1, 1  i  n,
and let D1,D2 be arbitrary non-singular diagonal matrices. Then B = D1AD2 is
α-scaled diagonally dominant (α-s.d.d.) with respect to a given norm, if A is α-
diagonally dominant with respect to a given norm. If B is Hermitian, it is assumed
that D1 = D2. The pair (H,K) of Hermitian matrices is (α, β)-scaled diagonally
dominant ((α, β)-s.d.d.) with respect to a given norm if H is α-s.d.d. and K is β-s.d.d.,
both with respect to a given norm.
Theorem 25. Let (H,K) be positive definite, with K non-singular, (γ, γ )-s.d.d.
matrix pair with respect to a 2-norm.
We denote the eigenvalues of positive (resp. negative) type with λ+1  · · ·  λ+n+
(resp. λ−
n−  · · ·  λ−1 ).
Let ri = hii/kii be a ratio of diagonal entries of matrices H and K. We assume
r1  · · ·  rn+ and kii > 0 for 1  i  n+, (37a)
rn++1  · · ·  rn and kii < 0 for n+ + 1  i  n. (37b)
Then
1− γ
1+ γ 
λ+i
ri
 1+ γ
1− γ for i = 1, . . . , n
+, (38)
1− γ
1+ γ 
λ−i
rn++i
 1+ γ
1− γ for i = n
+ + 1, . . . , n. (39)
Proof. Notice that assumption (37) can always be obtained by the congruence trans-
formation with a suitably chosen permutation matrix.
Write K = DBD, where D is diagonal, and B is diagonally dominant with ±1
on its diagonal. Then the pair (D−1HD,B) =: (A,B) has the same eigenvalues as
the pair (H,K), but now the diagonal entries of A are sgn(kiiri). Let 1  i  n+ be
arbitrary. By the use of variational characterization we have
λ+i = inf
S
dim S=i
sup
x∈S
x∗Bx>0
x∗Ax
x∗Bx
 max
x∈Si
x∗Bx>0
x∗Ax
x∗Bx
= max
x̂ /=0
x̂∗A(i)x̂
x̂∗B(i)x̂
,
where Si is space spanned by the first i standard basis vectors, and A(i) and B(i) are
the leading principal i by i submatrices of A and B, respectively.
Note that B(i) is positive definite matrix and (A(i), B(i)) is (γ, γ )-s.d.d. matrix
pair. Hence, we can apply [1, Proposition 3] to obtain relation (38). For n+ < i  n
the desired result can be obtained similarly. 
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5. Examples
Example 26 (Strongly definitizable pair). Let the pair (H,K) be given with
H =


0.1039 −0.2690 0.0895 −0.0043 0.1489
−0.2690 1.4430 −0.8331 −0.0070 0.0329
0.0895 −0.8331 0.9491 −0.4947 0.0998
−0.0043 −0.0070 −0.4947 0.0430 0.2143
0.1489 0.0329 0.0998 0.2143 −0.3756

 ,
K =


−0.2771 0.1938 0.0282 −0.0369 0.0912
0.1938 −0.3950 0.1766 −0.0104 0.0066
0.0282 0.1766 0.0559 −0.1311 0.0077
−0.0369 −0.0104 −0.1311 0.3742 −0.2241
0.0912 0.0066 0.0077 −0.2241 0.0152

 .
The eigenvalues of this pair are λ−3 = −5, λ+1 = −2, λ−2 = −1, λ−3 = 1 and λ+2 = 2,
hence s(H,K) = 1/3. The matrix H K is given by
H K =


0.2957 −0.2999 0.0911 0.0585 −0.1407
−0.2999 1.4620 −0.8594 −0.1187 0.1521
0.0911 −0.8594 0.9974 −0.3056 −0.0371
0.0585 −0.1187 −0.3056 0.8005 −0.4063
−0.1407 0.1521 −0.0371 −0.4063 0.4368

 .
For a perturbation matrix δH we take
δH =


0.0010 0.0003 0.0003 0.0008 0.0007
0.0003 0.0009 0.0001 0.0007 0.0009
0.0003 0.0001 0.0015 0.0011 0.0011
0.0008 0.0007 0.0011 0.0005 0.0008
0.0007 0.0009 0.0011 0.0008 0.0016

 .
Then ηH = 0.1082, hence we are in conditions of Theorem 11 and the eigenvalues
of (H + δH,K) are {−5.0298,−1.9681,−1.0353, 0.9615, 2.0277}. Hence we ob-
tained these bounds
λ 1− ηH λ′/λ 1+ ηH
−5 0.8918 1.005 1.1082
−2 0.8918 0.984 1.1082
−1 0.8918 1.0353 1.1082
1 0.8918 0.9615 1.1082
2 0.8918 1.0138 1.1082
Notice that, although λ+1 = −2 is not variationally characterizable, and consequently,
we did not obtain perturbation bound for it, it also satisfies the given bounds.
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Example 27 (Positive definite pair). Let the pair (H,K) be given with
H =

 14.2775 −14.3463 5.2435−14.3463 15.2755 −3.6906
5.2435 −3.6906 −2.4722

 ,
K =

 1.2496 −3.5023 5.3467−3.5023 1.8699 −1.8606
5.3467 −1.8606 −3.3112

 .
The eigenvalues of this pair are λ−2 = −1, λ−1 = 1 and λ+1 = 2, hence s(H,K) =
1/3. The matrix H K is given by
H K =

 37.6108 −27.1359 −6.4020−27.1359 22.2858 2.6926
−6.4020 2.6926 3.3399

 .
For a perturbation matrices δH and δK we take
δH=

0.0118 0.0085 0.00820.0085 0.0106 0.0074
0.0082 0.0074 0.0113

 ,
δK=

0.0041 0.0031 0.00750.0031 0.0180 0.0175
0.0075 0.0175 0.0083

 .
Then ηH = 0.0693, and ηK = 0.0849, hence we are in conditions of Theorem 21.
The eigenvalues of pair (H + δH,K + δK) are {1.9724, 1.0026,−1.0789}. Hence
we obtained these bounds
λ
1−ηH
1+ηK λ
′/λ 1+ηH1−ηK
−1 0.8579 1.0789 1.1685
1 0.8579 1.0026 1.1685
2 0.8579 0.9862 1.1685
Example 28 (s.d.d. pair). Let the pair (H,K) be given with
H =

 1 1 0.0051 100 0.04
0.005 0.04 0.02

 , K =

 −1 0.4 0.0030.4 100 0.1
0.003 0.1 0.01

 .
The eigenvalues of (H,K) are {−0.9886, 2.0257, 0.9946}. The matrix H is 0.1173-
s.d.d. and K is 0.1204-s.d.d. So we can take γ = 0.1204. We obtained the following
bounds:
λ
1−γ
1+γ
λ
r
1+γ
1−γ
−1 0.785 1.012 1.273
1 0.785 0.9946 1.273
−2 0.785 1.013 1.273
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