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Abstract
We investigate nonparametric estimation of a monotone baseline
hazard and a decreasing baseline density within the Cox model. Two
estimators of a nondecreasing baseline hazard function are proposed.
We derive the nonparametric maximum likelihood estimator and con-
sider a Grenander type estimator, defined as the left-hand slope of
the greatest convex minorant of the Breslow estimator. We demon-
strate that the two estimators are strongly consistent and asymptoti-
cally equivalent and derive their common limit distribution at a fixed
point. Both estimators of a nonincreasing baseline hazard and their
asymptotic properties are acquired in a similar manner. Furthermore,
we introduce a Grenander type estimator for a nonincreasing baseline
density, defined as the left-hand slope of the least concave majorant of
an estimator of the baseline cumulative distribution function, derived
from the Breslow estimator. We show that this estimator is strong
consistent and derive its asymptotic distribution at a fixed point.
Keywords: Breslow estimator, Cox model, shape constrained nonpara-
metric maximum likelihood
Running headline: Shape constrained estimation in the Cox model
1 Introduction
Shape constrained nonparametric estimation dates back to the 1950s. The
milestone paper of Grenander [8] introduced the maximum likelihood esti-
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mator of a nonincreasing density, while Prakasa Rao [19] derived its asymp-
totic distribution at a fixed point. Similarly, the maximum likelihood esti-
mator of a monotone hazard function has been proposed by Marshall and
Proschan [17] and its asymptotic distribution was determined in [20]. Other
estimators have been proposed and despite the high interest and applicabil-
ity, the difficulty in the derivation of the asymptotics was a major drawback.
Shape constrained estimation was revived by Groeneboom [9], who proposed
an alternative for Prakasa Rao’s bothersome type of proof. Groeneboom’s
approach employs a so-called inverse process and makes use of the Hungarian
embedding [15]. Once such an embedding is available, it enables the deriva-
tion of the asymptotic distribution of the considered estimator. This is the
case, for example, when estimating a monotone density or hazard function
from right-censored observations, as proposed by Huang and Zhang [12] and
Huang and Wellner [11]. Another setting for deriving the asymptotic dis-
tribution, that does not require a Hungarian embedding, was later provided
by the limit theorems in [14]. Their cube root asymptotics are based on a
functional limit theorem for empirical processes.
The present paper treats the estimation of a monotone baseline hazard
and a decreasing baseline density in the Cox model. Ever since the model
was introduced (see [4]) and in particular, since the asymptotic properties of
the proposed estimators were first derived by Tsiatis [24], the Cox model is
the classical survival analysis framework for incorporating covariates in the
study of a lifetime distribution. The hazard function is of particular interest
in survival analysis, as it represents an important feature of the time course
of a process under study, e.g., death or a certain disease. The main reason
lies in its ease of interpretation and in the fact that the hazard function
takes into account ageing, while, for example, the density function does not.
Times to death, infection or development of a disease of interest in most
survival analysis studies are observed to have a nondecreasing baseline haz-
ard. Nevertheless, the survival time after a successful medical treatment is
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usually modeled using a nonincreasing hazard. An example of nonincreasing
hazard is presented in Cook et al. [3], where the authors concluded that the
daily risk of pneumonia decreases with increasing duration of stay in the
intensive care unit.
Chung and Chang [2] consider a maximum likelihood estimator of a
nondecreasing baseline hazard function in the Cox model, adopting the con-
vention that each censoring time is equal to its preceding observed event
time. They prove consistency, but no distributional theory is available. We
consider a maximum likelihood estimator λˆn of a monotone baseline hazard
function, which imposes no extra assumption on the censoring times. This
estimator differs from the one in [2] and has a higher likelihood. Further-
more, we introduce a Grenander type estimator for a monotone baseline haz-
ard function based on the well-known baseline cumulative hazard estimator,
the Breslow estimator Λn [4]. The nondecreasing baseline hazard estimator
λ˜n is defined as the left-hand slope of the greatest convex minorant (GCM)
of Λn. Similarly, a nonincreasing baseline estimator is characterized as the
left-hand slope of the least concave majorant (LCM) of Λn. It is noteworthy
that, just as in the no covariates case (see [11]), the two monotone estimators
are different, but are shown to be asymptotically equivalent. Additionally,
we introduce a nonparametric estimator for a nonincreasing baseline density.
An estimator Fn for the baseline distribution function is based on the Bres-
low estimator and next, the baseline density estimator f˜n is defined as the
left-hand slope of the LCM of Fn. The treatment of the maximum likelihood
estimator for a nonincreasing baseline density is much more complex and is
deferred to another paper. For the remaining three estimators, we show that
they converge at rate n1/3 and we establish their limit distribution. Since,
to the authors best knowledge, there does not exist a Hungarian embedding
for the Breslow estimator, our results are based on the theory in [14] and an
argmax continuous mapping theorem in [11].
The paper is organized as follows. In Section 2 we introduce the model
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and state our assumptions. The formal characterization of the maximum
likelihood estimator λˆn is given in Lemmas 1 and 2. Our main results con-
cerning the asymptotic properties of the proposed estimators are gathered
in Section 3. Section 4 is devoted to proving the strong consistency re-
sults of the paper. The strong uniform consistency of the Breslow estimator
in Theorem 5 and of the baseline cumulative distribution estimator Fn in
Corollary 1, emerge as necessary results. These results are preceded by
three preparatory lemmas, that establish properties of functionals in terms
of which derivations thereof can be expressed. In order to prepare the ap-
plication of results from [14], in Section 5 we introduce the inverses of the
estimators in terms of minima and maxima of random processes and obtain
the limiting distribution of these processes. Finally, in Section 6, we derive
the asymptotic distribution of the estimators, at a fixed point. The proofs
of some preparatory lemmas are deferred to an appendix, which is available
in the online Supporting Information.
2 Definitions and assumptions
Let the observed data consist of independent identically distributed triplets (Ti,∆i, Zi),
with i = 1, 2, . . . , n, where Ti denotes the follow-up time, with a correspond-
ing censoring indicator ∆i and covariate vector Zi ∈ Rp. A generic follow-up
time is defined by T = min (X,C), where X represents the event time and C
is the censoring time. Accordingly, ∆ = {X ≤ C}, where {·} denotes the
indicator function. The event time X and censoring time C are assumed
to be conditionally independent given Z, and the censoring mechanism is
assumed to be non-informative. The covariate vector Z ∈ Rp is assumed to
be time invariant.
Within the Cox model, the distribution of the event time is related to
the corresponding covariate by
λ (x|z) = λ0(x) eβ′0z, (1)
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where λ (x|z) is the hazard function for an individual with covariate vector
z ∈ Rp, λ0 represents the baseline hazard function and β0 ∈ Rp is the
vector of the underlying regression coefficients. Conditionally on Z = z,
the event time X is assumed to be a nonnegative random variable with
an absolutely continuous distribution function F (x|z) with density f(x|z).
The same assumptions hold for the censoring variable C and its distribution
function G. The distribution function of the follow-up time T is denoted by
H. We will assume the following conditions, which are commonly employed
in deriving large sample properties of Cox proportional hazards estimators
(e.g., see [24]).
(A1) Let τF , τG and τH be the end points of the support of F,G and H
respectively. Then
τH = τG < τF ≤ ∞.
(A2) There exists ε > 0 such that
sup
|β−β0|≤ε
E
[
|Z|2 e2β′Z
]
<∞,
where | · | denotes the Euclidean norm.
2.1 Increasing baseline hazard
Let Λ(x|z) = − log(1 − F (x|z)) be the cumulative hazard function. Then,
from (1) it follows that Λ(x|z) = Λ0(x) exp(β′0z), where Λ0(x) =
∫ x
0 λ0(u) du
denotes the baseline cumulative hazard function. When G has a density g,
then together with the relation λ = f/(1− F ), the likelihood becomes
n∏
i=1
[
f(Ti | Zi)(1−G(Ti | Zi))
]∆i[
g(Ti | Zi)(1 − F (Ti | Zi))
]1−∆i
=
n∏
i=1
λ(Ti | Zi)∆i exp
(
− Λ(Ti | Zi)
)
×
n∏
i=1
[
1−G(Ti | Zi)
]∆i
g(Ti | Zi)1−∆i .
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The term with g does not involve the baseline distribution and can be treated
as a constant term. Therefore, one essentially needs to maximize
n∏
i=1
λ(Ti | Zi)∆i exp
(
−Λ(Ti | Zi)
)
=
n∏
i=1
[
λ0(Ti)e
β′0Zi
]∆i
exp
(
−eβ′0ZiΛ0(Ti)
)
.
This leads to the following (pseudo) loglikelihood, written as a function of
β ∈ Rp and λ0,
n∑
i=1
[
∆i log λ0(Ti) + ∆iβ
′Zi − eβ′ZiΛ0(Ti)
]
. (2)
Remark 1. It may be worthwhile to note that if the censoring distribution
is discrete, the likelihood of (T,∆, Z) can still be written as
[f(T | Z)(1−G(T | Z))]∆[g(T | Z)(1− F (T | Z))]1−∆,
where g(y|z) = P (C = y|Z = z), which will lead to the same expression as
in (2). However, as we will make use of other results in the literature that
are established under the assumption of an absolutely continuous censoring
distribution (e.g., from [24]), we do not further investigate the behavior of
our estimators in the case of a discrete censoring distribution.
For β ∈ Rp fixed, we first consider maximum likelihood estimation for
a nondecreasing λ0. This requires the maximization of (2) over all nonde-
creasing λ0. Let T(1) < T(2) < · · · < T(n) be the ordered follow-up times and,
for i = 1, 2, . . . , n, let ∆(i) and Z(i) be the censoring indicator and covariate
vector corresponding to T(i). The characterization of the maximizer λˆn(x;β)
can be described by means of the processes
Wn(β, x) =
∫ (
eβ
′z
∫ x
0
{u ≥ s}ds
)
dPn(u, δ, z), (3)
and
Vn(x) =
∫
δ{u < x}dPn(u, δ, z), (4)
with β ∈ Rp and x ≥ 0, where Pn is the empirical measure of the (Ti,∆i, Zi)
and is given by the following lemma.
6
Lemma 1. For a fixed β ∈ Rp, let Wn and Vn be defined in (3) and (4).
Then, the NPMLE λˆn(x;β) of a nondecreasing baseline hazard function λ0
is of the form
λˆn(x;β) =

0 x < T(1),
λˆi T(i) ≤ x < T(i+1), for i = 1, 2, . . . , n− 1,
∞ x ≥ T(n),
where λˆi is the left derivative of the greatest convex minorant at the point
Pi of the cumulative sum diagram consisting of the points
Pj =
(
Wn(β, T(j+1))−Wn(β, T(1)), Vn(T(j+1))
)
,
for j = 1, 2, . . . , n− 1 and P0 = (0, 0). Furthermore,
λˆi = max
1≤s≤i
min
i≤t≤n−1
∑t
j=s∆(j)∑t
j=s
(
T(j+1) − T(j)
)∑n
l=j+1 e
β′Z(l)
, (5)
for i = 1, 2, . . . , n− 1.
Proof. Similar to [17] and Section 7.4 in [22], since λ0(T(n)) can be chosen
arbitrarily large, we first consider the maximization over nondecreasing λ0
bounded by some M > 0. When we increase the value of λ0 on an interval
(T(i−1), T(i)), the terms λ0(T(i)) in (2) are not changed, whereas terms with
Λ0(T(i)) will decrease the loglikelihood. Since λ0 must be nondecreasing, we
conclude that the solution is a nondecreasing step function, that is zero for
x < T(1), constant on [T(i), T(i+1)), for i = 1, 2, . . . , n − 1, and equal to M ,
for x ≥ T(n). Consequently, for β ∈ Rp fixed, the (pseudo) loglikelihood
reduces to
Lβ(λ0) =
n−1∑
i=1
∆(i) log λ0(T(i))−
n∑
i=2
eβ
′Z(i)
i−1∑
j=1
(
T(j+1) − T(j)
)
λ0(T(j))
=
n−1∑
i=1
[
∆(i) log λ0(T(i))− λ0(T(i))
(
T(i+1) − T(i)
) n∑
l=i+1
eβ
′Z(l)
]
.
(6)
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Maximization over 0 ≤ λ0(T(1)) ≤ · · · ≤ λ0(T(n−1)) ≤ M will then have a
solution λˆMn (x;β) and by letting M → ∞, we obtain the NPMLE λˆn(x;β)
for λ0.
First, notice that the loglikelihood function in (6) can also be written as
n−1∑
i=1
[
si log λ0(T(i))− λ0(T(i))
]
wi, (7)
where, for i = 1, 2, . . . , n− 1,
wi =
(
T(i+1) − T(i)
) n∑
l=i+1
eβ
′Z(l) ,
and
si =
∆(i)(
T(i+1) − T(i)
)∑n
l=i+1 e
β′Z(l)
.
As mentioned above, we first maximize over nondecreasing λ0 bounded by
some M . Since M can be chosen arbitrarily large, the problem of maximiz-
ing (7) over 0 ≤ λ0(T(1)) ≤ · · · ≤ λ0(T(n−1)) ≤M can be identified with the
problem solved in Example 1.5.7 in [22]. The existence of λˆMn is therefore
immediate and is given by
λˆMn (x;β) =

0 x < T(1),
λˆi T(i) ≤ x < T(i+1), for i = 1, 2, . . . , n− 1,
M x ≥ T(n),
where, as a result of Theorems 1.5.1 and 1.2.1 in [22], the value λˆi is the
left derivative at Pi of the GCM of the cumulative sum diagram (CSD)
consisting of the points
Pi =
 1
n
i∑
j=1
wj ,
1
n
i∑
j=1
wjsj
 , i = 1, 2, . . . , n− 1,
and P0 = (0, 0). It follows that
1
n
i∑
j=1
wj =
i∑
j=1
(
T(j+1) − T(j)
) 1
n
n∑
l=1
{Tl ≥ T(j+1)}eβ
′Zl
=
∫ T(i+1)
T(1)
∫
{u ≥ s}eβ′z dPn(u, δ, z) ds =Wn(β, T(i+1))−Wn(β, T(1)).
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For the y-coordinate of the CSD, notice that
1
n
i∑
j=1
wjsj =
1
n
i∑
j=1
∆(j) =
1
n
n∑
j=1
{Tj ≤ T(i),∆j = 1} = Vn(T(i+1)).
By letting M → ∞, we obtain the NPMLE λˆn(β, x) for λ0. The max-min
formula in (5) follows from Theorem 1.4.4 in [22].
Remark: From the characterization given in Lemma 1, it can be seen that
the GCM of the CSD only changes slope at points corresponding to uncen-
sored observations, which means that λˆn(x;β) is constant between successive
uncensored follow-up times. Moreover, similar to the reasoning in the proof
of Lemma 1, it follows that λˆn(x;β) maximizes (2). The reason to pro-
vide the characterization in Lemma 1 in terms of all follow-up times is that
this facilitates the treatment of the asymptotics for this estimator. Finally,
for the solution λˆMn (x;β), on the interval [T(n), τH), in principle one could
take any value between λˆn−1 and M . This means that for λˆn(x;β), on the
interval [T(n), τH), one could take any value larger than λˆn−1.
In practice, one also has to estimate β0. The standard choice is βˆn, the
maximizer of the partial likelihood function
m∏
l=1
eβ
′Zj∑n
j=1{Tj ≥ X(i)}eβ′Zj
,
as proposed by Cox [4, 5], where X(1) < X(2) < · · · < X(m) denote the
ordered, observed event times. Since the maximum partial likelihood esti-
mator βˆn for β0 is asymptotically efficient under mild conditions and because
the amount of information on β0 lost through lack of knowledge of λ0 is usu-
ally small (see e.g.,[7, 18, 23]), we do not pursue joint maximization of (2)
over nondecreasing λ0 and β0. We simply replace β in λˆn(x;β) by βˆn, and
we propose λˆn(x) = λˆn(x; βˆn) as our estimator for λ0.
Note that λˆn is different from the estimator derived in [2], where each
censoring time is taken equal to the preceding observed event time. This
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leads to a CSD that is slightly different from the one in Lemma 1. However,
it can be shown that both estimators have the same asymptotic behavior.
Furthermore, if we take all covariates equal to zero, the model coincides with
the ordinary random censorship model with a nondecreasing hazard function
as considered in [11]. The characterization in Lemma 1, with all Zl ≡ 0,
differs slightly from the one in Theorem 3.2 in [11]. Their estimator seems to
be the result of maximization of (2) over left-continuous λ0 that are constant
between follow-up times. Although this estimator does not maximize (2)
over all nondecreasing λ0, the asymptotic distribution will turn out to be
the same as that of λˆn, for the special case of no covariates. The computation
of joint maximum likelihood estimates for β and λ0 is considered in [13], who
also developed an R package to compute the estimates.
To illustrate the computation of the estimator described in Lemma 1,
consider an artificial survival dataset consisting of 10 follow-up times, with
only T(2), T(5), T(6), and T(8) being observed event times. In Figure 1 we
illustrate the construction of the proposed estimator and compare the re-
sulting estimate with the one suggested in [2]. In order to compare the
CSD of both estimates, the coordinates of the CSD described in Lemma 1
have been multiplied with a factor n, which obviously leads to the same
slopes. Figure 1 displays the points of the CSD (black points) and the
GCM (solid curve) in the left panel. The horizontal segments are gener-
ated by (nWn(βˆn, x) − nWn(βˆn, T(1)), nVn(x)) for x ≥ T(1). Note that the
process nVn has a jump of size 1 right after a point Pj that corresponds
to an observed event time. Taking left derivatives then yield jumps of λˆn
only at observed event times. The right panel of Figure 1 displays the cor-
responding graph of λˆn (solid curve). The jumps of λˆn in the right panel
correspond to the changes of slope of the GCM at the points P1, P4 and P7
in the left panel and occur at the event times T(2), T(5), and T(8). The height
of the horizontal segments in the right panel corresponds to the slopes of
the GCM in the left panel. For comparison we have added the CSD (star
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points) and the corresponding GCM (dashed curve) of the estimator derived
in [2] in the left panel and the resulting estimator in the right panel (dashed
curve). Note that shifting the censoring times back to the nearest previous
event time, as suggested in [2], pushes points in the CSD, that correspond
to event times, to the left. As a consequence this yields steeper slopes in the
left panel and hence a larger estimate of the hazard in the right panel.
Figure 1 about here.
Another possibility to estimate a nondecreasing hazard is to construct
a Grenander type estimator, i.e., consider an unconstrained estimator Λn
for the cumulative hazard Λ0 and take the left derivative of the GCM as an
estimator of λ0. Several isotonic estimators are of this form (see e.g., [8, 1,
11, 6]). Breslow [4] proposed
Λn(x) =
∑
i|X(i)≤x
di∑n
j=1{Tj ≥ X(i)}eβˆ′nZj
, (8)
as an estimator for Λ0, where di is the number of events at X(i) and βˆn is
the maximum partial likelihood estimator of the regression coefficients. The
estimator Λn is most commonly referred to as the Breslow estimator. In
the case of no covariates, i.e., β = 0, the NPMLE estimate of an increasing
hazard rate has been illustrated in [11].
Following the derivations in [24], it can be inferred that
λ0(x) =
dHuc(x)/dx
E [{T ≥ x} exp(β′0Z)]
, (9)
where Huc(x) = P(T ≤ x,∆ = 1) is the sub-distribution function of the
uncensored observations. Consequently, it can be derived that
Λ0(x) =
∫
δ{u ≤ x}
E [{T ≥ x} exp(β′0Z)]
dP (u, δ, z), (10)
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where P is the underlying probability measure corresponding to the distri-
bution of (T,∆, Z). From (A1), it follows that Λ0(τH) < ∞. In view of
the above expression, an intuitive baseline cumulative hazard estimator is
obtained by replacing the expectations in (10) by averages and by plugging
in βˆn, which yields exactly the Breslow estimator in (8). As a Grenander
type estimator for a nondecreasing hazard, we propose the left derivative λ˜n
of the greatest convex minorant Λ˜n of Λn. This estimator is different from
λˆn for finite samples, but we will show that both estimators are asymptot-
ically equivalent. For the special case of no covariates, this coincides with
the results in [11].
2.2 Decreasing baseline hazard
A completely similar characterization is provided for the NPMLE of a non-
increasing baseline hazard function. As in the nondecreasing case, one can
argue that the loglikelihood is maximized by a decreasing step function that
is constant on (T(i−1), T(i)], for i = 1, 2, . . . , n, where T(0) = 0. In this case,
the loglikelihood reduces to
Lβ(λ0) =
n∑
i=1
[
∆(i) log λ0(T(i))− λ0(T(i))
(
T(i) − T(i−1)
) n∑
l=i
eβ
′Z(l)
]
,
which is maximized over all λ0(T(1)) ≥ · · · ≥ λ0(T(n)) ≥ 0. The solution is
characterized by the following lemma. The proof of this lemma is completely
similar to that of Lemma 1.
Lemma 2. For a fixed β ∈ Rp, let Wn be defined in (3) and let
Yn(x) =
∫
δ{u ≤ x}dPn(u, δ, z). (11)
Then the NPMLE λˆn(x;β) of a nonincreasing baseline hazard function λ0
is given by
λˆn(x;β) = λˆi for x ∈ (T(i−1), T(i)],
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for i = 1, 2, . . . , n, where λˆi is the left derivative of the least concave majorant
(LCM) at the point Pi of the cumulative sum diagram consisting of the points
Pj =
(
Wn(β, T(j)), Yn(T(j))
)
,
for j = 1, 2, . . . , n and P0 = (0, 0). Furthermore,
λˆi = max
1≤s≤i
min
i≤t≤n
∑t
j=s∆(j)∑t
j=s
(
T(j) − T(j−1)
)∑n
l=j e
β′Z(l)
,
for i = 1, 2, . . . , n.
Analogous to the nondecreasing case, for x ≥ T(n), one can choose for
λˆn(x;β) any value smaller than λˆn. As before, we propose λˆn(x) = λˆn(x; βˆn)
as an estimator for λ0, where βˆn denotes the maximum partial likelihood
estimator for β0. Similar to the nondecreasing case, the Grenander type
estimator λ˜n for a nonincreasing λ0 is defined as the left-hand slope of the
LCM of the Breslow estimator Λn, defined in (8).
An illustration of the NPMLE of a decreasing baseline hazard function
can be found in [26], who investigated the hazard of patients with acute
coronary syndrome. Previous clinical trials indicated a decreasing risk pat-
tern, which the authors confirmed by a test based on a bootstrap procedure.
The above estimate has been computed for 1200 patients undergoing early
or selective invasive strategies, that were monitored for five years, and their
performance was evaluated by means of a simulation experiment. The R
code is available in the online version of their paper.
2.3 Decreasing baseline density
Suppose one is interested in estimating a nonincreasing baseline density
f0(·) = f(·|z = 0). One might argue that this problem is of less interest,
because the monotonicity assumption assumed for z = 0 may no longer hold
if one transforms the covariates by a + bz, whereas the Cox model essen-
tially remains unchanged. Whereas the estimator for the baseline hazard
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remains monotone under such transformations, this may no longer hold for
the estimator of the baseline density. Despite this drawback, we feel that
the estimation of a nonincreasing baseline density may be of interest.
In this case, the corresponding baseline distribution function F0 is con-
cave and it relates to the baseline cumulative hazard function Λ0 as follows
F0(x) = 1− e−Λ0(x). (12)
Hence, a natural estimator of the baseline distribution function is
Fn(x) = 1− e−Λn(x), (13)
where Λn is the Breslow estimator, defined in (8). A Grenander type esti-
mator f˜n of a nonincreasing baseline density is defined as the left-hand slope
of the LCM of Fn. Recall that Λn depends on βˆn and Z1, Z2, . . . , Zn, and
therefore the same holds for Fn and f˜n.
The derivation of the NPMLE for f0 is much more complex than the
previous estimators and its treatment is postponed to a future manuscript.
In the special case of no covariates, the NPMLE fˆn has first been derived
in [12]. In [11] a different characterization has been provided for fˆn in
terms of a self-induced cusum diagram and it was shown that fˆn and f˜n are
asymptotically equivalent.
3 Main results
In this section, we state our main results. The proofs are postponed to
subsequent sections. The next theorem provides pointwise consistency of
the proposed estimators at a fixed point x0 in the interior of the support.
Note that the results below imply that if x0 is a point of continuity of
λ0, then λˆn(x0) → λ0(x0) with probability one, and likewise for the other
estimators.
Theorem 1. Assume that (A1) and (A2) hold.
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(i) Suppose that λ0 is nondecreasing on [0,∞) and let λˆn and λ˜n be the
estimators defined in Section 2.1. Then, for any x0 ∈ (0, τH),
λ0(x0−) ≤ lim inf
n→∞
λˆn(x0) ≤ lim sup
n→∞
λˆn(x0) ≤ λ0(x0+),
λ0(x0−) ≤ lim inf
n→∞
λ˜n(x0) ≤ lim sup
n→∞
λ˜n(x0) ≤ λ0(x0+),
with probability one, where the values λ0(x0−) and λ0(x0+) denote the
left and right limit at x0.
(ii) Suppose that λ0 is nonincreasing on [0,∞) and let λˆn and λ˜n be the
estimators defined in Section 2.2. Then, for any x0 ∈ (0, τH),
λ0(x0+) ≤ lim inf
n→∞
λˆn(x0) ≤ lim sup
n→∞
λˆn(x0) ≤ λ0(x0−),
λ0(x0+) ≤ lim inf
n→∞
λ˜n(x0) ≤ lim sup
n→∞
λ˜n(x0) ≤ λ0(x0−),
with probability one.
(iii) Suppose that f0 is nonincreasing on [0,∞) and let f˜n be the estimator
defined in Section 2.3. Then, for any x0 ∈ (0, τH ),
f0(x0+) ≤ lim inf
n→∞
f˜n(x0) ≤ lim sup
n→∞
f˜n(x0) ≤ f0(x0−),
with probability one, where f0(x0−) and f0(x0+) denote the left and
right limit at x0.
The following two theorems yield the asymptotic distribution of the
monotone constrained baseline hazard estimators. In order to keep nota-
tions compact, it becomes useful to introduce
Φ(β, x) =
∫
{u ≥ x} eβ′z dP (u, δ, z), (14)
for β ∈ Rp and x ∈ R, where P is the underlying probability measure
corresponding to the distribution of (T,∆, Z). Furthermore, by the argmin
function we mean the supremum of times at which the minimum is attained.
Note that the limiting distribution and the rate of convergence coincide
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with the results commonly obtained for isotonic estimators and differ from
the corresponding quantities in the traditional central limit theorem. The
limiting distribution, usually referred to as the Chernoff distribution, has
been tabulated in [10].
Theorem 2. Assume (A1) and (A2) and let x0 ∈ (0, τH ). Suppose that λ0
is nondecreasing on [0,∞) and continuously differentiable in a neighborhood
of x0, with λ0(x0) 6= 0 and λ′0(x0) > 0. Moreover, suppose that Huc(x) and
x 7→ Φ(β0, x) are continuously differentiable in a neighborhood of x0, where
Huc is defined below (9) and Φ is defined in (14). Let λˆn and λ˜n be the
estimators defined in Section 2.1. Then,
n1/3
(
Φ(β0, x0)
4λ0(x0)λ
′
0(x0)
)1/3 (
λˆn(x0)− λ0(x0)
)
d−→ argmin
t∈R
{W(t) + t2}, (15)
whereW is standard two-sided Brownian motion originating from zero. Fur-
thermore,
n1/3
(
λ˜n(x0)− λˆn(x0)
)
p−→ 0, (16)
so that the convergence in (15) also holds with λˆn replaced by λ˜n.
Let λn be the estimator considered in [2], which has been proven to be
consistent. Completely similar to the proof of Theorem 2 it can be shown
that
n1/3
(
λn(x0)− λˆn(x0)
)
p−→ 0,
so that the convergence in (15) also holds with λˆn replaced by λn. The next
theorem establishes the same results as in Theorem 2, for the nonincreasing
case.
Theorem 3. Assume (A1) and (A2) and let x0 ∈ (0, τH ). Suppose that λ0
is nonincreasing on [0,∞) and continuously differentiable in a neighborhood
of x0, with λ0(x0) 6= 0 and λ′0(x0) < 0. Moreover, suppose that Huc(x) and
x 7→ Φ(β0, x) are continuously differentiable in a neighborhood of x0, where
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Huc is defined below (9) and Φ is defined in (14). Let λˆn and λ˜n be the
estimators defined in Section 2.2. Then,
n1/3
∣∣∣∣ Φ(β0, x0)4λ0(x0)λ′0(x0)
∣∣∣∣1/3 (λˆn(x0)− λ0(x0)) d−→ argmin
t∈R
{W(t) + t2}, (17)
whereW is standard two-sided Brownian motion originating from zero. Fur-
thermore,
n1/3
(
λ˜n(x0)− λˆn(x0)
)
p−→ 0,
so that the convergence in (17) also holds with λˆn replaced by λ˜n.
In the special case of no covariates, i.e., Z ≡ 0, it follows that Φ(β0, x0) =
1−H(x0), so that with the above results we recover Theorems 2.2 and 2.3
in [11]. If, in addition, one specializes to the case of no censoring, i.e.,
Φ(β0, x0) = 1−H(x0) = 1−F (x0), we recover Theorems 6.1 and 7.1 in [20].
The asymptotic distribution of the baseline density estimator is provided by
the next theorem.
Theorem 4. Assume (A1) and (A2) and let x0 ∈ (0, τH ). Suppose that f0
is nonincreasing on [0,∞) and continuously differentiable in a neighborhood
of x0, with f0(x0) 6= 0 and f ′0(x0) < 0. Let F0 be the baseline distribution
function and suppose that Huc(x) and x 7→ Φ(β0, x) are continuously differ-
entiable in a neighborhood of x0, where H
uc is defined below (9) and Φ is
defined in (14). Let f˜n be the estimator defined in Section 2.3. Then,
n1/3
∣∣∣∣ Φ(β0, x0)4f0(x0)f ′0(x0)[1 − F0(x0)]
∣∣∣∣1/3 (f˜n(x0)− f0(x0)) d−→ argmin
t∈R
{W(t)+t2},
where W is standard two-sided Brownian motion originating from zero.
In the special case of no covariates, it follows that
Φ(β0, x0)
1− F0(x0) =
1−H(x0)
1− F (x0) = 1−G(x0),
so that the above result recovers Theorem 2.1 in [11]. If, in addition, one spe-
cializes to the case of no censoring, i.e., G(x0) = 0, we recover Theorem 6.3
in [19] and the corresponding result in [9].
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4 Consistency
The strong pointwise consistency of the proposed estimators will be proven
using arguments similar to those in [22] and [11]. First, define
Φn(β, x) =
∫
{u ≥ x} eβ′z dPn(u, δ, z), (18)
for β ∈ Rp and x ≥ 0 and note that the Breslow estimator in (8) can also
be represented as
Λn(x) =
∫
δ{u ≤ x}
Φn(βˆn, u)
dPn(u, δ, z), x ≥ 0. (19)
To establish consistency of the estimators, we first obtain some properties
of Φn and Φ, as defined in (18) and (14) and their first and second partial
derivatives, which by the dominated convergence theorem and conditions
(A1) and (A2) are given by
D(1)(β, x) =
∂Φ(β, x)
∂β
=
∫
{u ≥ x} z eβ′z dP (u, δ, z) ∈ Rp,
D(1)n (β, x) =
∂Φn(β, x)
∂β
=
∫
{u ≥ x} z eβ′z dPn(u, δ, z) ∈ Rp,
D(2)(β, x) =
∂2Φ(β, x)
∂β2
=
∫
{u ≥ x} zz′ eβ′z dP (u, δ, z) ∈ Rp ×Rp,
D(2)n (β, x) =
∂2Φn(β, x)
∂β2
=
∫
{u ≥ x} zz′ eβ′z dPn(u, δ, z) ∈ Rp ×Rp.
In order to prove consistency, we need uniform bounds on Φ and its deriva-
tives. These are provided by the next lemma.
Lemma 3. Suppose that (A2) holds for some ε > 0. Then, for any 0 <
M < τH ,
(i)
0 < inf
x≤M
inf
|β−β0|≤ε
|Φ(β, x)| ≤ sup
x∈R
sup
|β−β0|≤ε
|Φ(β, x)| <∞.
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(ii) For any sequence β∗n, such that β
∗
n → β0 almost surely,
0 < lim inf
n→∞
inf
x≤M
|Φn(β∗n, x)| ≤ lim sup
n→∞
sup
x∈R
|Φn(β∗n, x)| <∞,
with probability one.
(iii) For i = 1, 2,
sup
x∈R
sup
|β−β0|≤ε
|D(i)(β, x)| <∞.
(iv) For i = 1, 2 and for any sequence β∗n, such that β
∗
n → β0 almost surely,
lim sup
n→∞
sup
x∈R
|D(i)n (β∗n, x)| <∞,
with probability one.
The proof can be found in the appendix.
Obviously, we will approximate Φn(βˆn, x) and Φn(β0, x) by Φ(β0, x).
According to the law of large numbers, Φn will converge to Φ, for β and
x fixed. However, we need uniform convergence at proper rates. This is
established by the following lemma.
Lemma 4. Suppose that condition (A2) holds and βˆn → β0, with probability
one. Then,
sup
x∈R
∣∣∣Φn(βˆn, x)−Φ(β0, x)∣∣∣→ 0,
with probability one. Moreover,
√
n sup
x∈R
|Φn(β0, x)− Φ(β0, x)| = Øp(1). (20)
Proof. For all x ∈ R, write
|Φn(βˆn, x)− Φ(β0, x)| ≤ |Φn(βˆn, x)− Φn(β0, x)|+ |Φn(β0, x)− Φ(β0, x)|.
For the second term on the right hand side, consider the class of functions
G = {g(u, z;x) : x ∈ R} ,
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where for each x ∈ R and β0 ∈ Rp fixed,
g(u, z;x) = {u ≥ x} exp(β′0z)
is a product of an indicator and a fixed function. It follows that G is a VC-
subgraph class (e.g., see Lemma 2.6.18 in [25]) and its envelope G = exp(β′0z)
is square integrable under condition (A2). Standard results from empirical
process theory [25] yield that the class of functions G is Glivenko-Cantelli,
i.e.,
sup
x∈R
|Φn(β0, x)−Φ(β0, x)| = sup
g∈G
∣∣∣∣∫ g(u, z;x) d(Pn − P )(u, δ, z)∣∣∣∣ → 0, (21)
with probability one. Moreover, G is a Donsker class, i.e.,
√
n
∫
g(u, z;x) d(Pn − P )(u, δ, z) = Øp(1),
so that (20) follows by continuous mapping theorem. Finally, by Taylor
expansion and the Cauchy-Schwarz inequality, it follows that
sup
x∈R
∣∣∣Φn(βˆn, x)− Φn(β0, x)∣∣∣ = sup
x∈R
∣∣∣(βˆn − β0)′D(1)n (β∗, x)∣∣∣ ≤ |βˆn−β0| sup
x∈R
∣∣∣D(1)n (β∗, x)∣∣∣ ,
for some β∗, for which |β∗ − β0| ≤ |βˆn − β0|. Together with (21), from the
strong consistency of βˆn (e.g., see Theorem 3.1 in [24]) and Lemma 3, the
lemma follows.
The previous results can be used to prove a first step in the direction of
proving Theorem 1, i.e., suitable uniform approximation of Λn and Fn by
Λ0 and F0. Strong uniform consistency of Λn and process convergence of√
n(Λn − Λ0) has been established in [16], under the stronger assumption
of bounded covariates. Weak consistency has been derived or mentioned
before, see for example [21].
Theorem 5. Under the assumptions (A1) and (A2), for all 0 < M < τH ,
sup
x∈[0,M ]
|Λn(x)− Λ0(x)| → 0,
with probability one and
√
n supx∈[0,M ] |Λn(x)− Λ0(x)| = Øp(1).
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Proof. From the expression for the baseline cumulative hazard function
in (10) together with (14) and (19), it follows that
sup
x∈[0,M ]
|Λn(x)− Λ0(x)| ≤ sup
x∈[0,M ]
∣∣∣∣∣
∫
δ{u ≤ x}
(
1
Φn(βˆn, u)
− 1
Φn(β0, u)
)
dPn(u, δ, z)
∣∣∣∣∣
+ sup
x∈[0,M ]
∣∣∣∣∫ δ{u ≤ x}( 1Φn(β0, u) − 1Φ(β0, u)
)
dPn(u, δ, z)
∣∣∣∣
+ sup
x∈[0,M ]
∣∣∣∣∫ δ{u ≤ x}Φ(β0, u) d (Pn − P ) (u, δ, z)
∣∣∣∣
= An +Bn + Cn.
Starting with the first term on the right hand side, note that
An ≤ |βˆn − β0|
Φn(βˆn,M)Φn(β0,M)
sup
x∈R
∣∣∣D(1)n (β∗, x)∣∣∣ (22)
for some |β∗ − β0| ≤ |βˆn − β0|. According to Lemma 3, the right hand side
is bounded by C|βˆn−β0|, for some C > 0. Since βˆn is strong consistent and
|βˆn − β0| = Øp(n−1/2), (e.g., see Theorems 3.1 and 3.2 in [24]), it follows
that An → 0 almost surely and An = Øp(n−1/2). Similarly,
Bn ≤ 1
Φn(β0,M)Φ(β0,M)
sup
x∈R
|Φn(β0, x)− Φ(β0, x)| . (23)
From Lemmas 3 and 4, it follows that Bn → 0 almost surely and Bn =
Øp(n
−1/2). For the last term Cn, consider the class of functions H =
{h(u, δ;x) : x ∈ [0,M ]}, where for each x ∈ [0,M ], with M < τH and
β0 ∈ Rp fixed,
h(u, δ;x) =
δ{u ≤ x}
Φ(β0, u)
.
The function h is a product of indicators and a fixed uniformly bounded
monotone function. Similar to the arguments given in the proof of Lemma 4,
it follows that the class H is Glivenko-Cantelli, i.e.,
sup
h∈H
∣∣∣∣∫ h(u, δ; ·)d(Pn − P )(u, δ, z)∣∣∣∣ → 0,
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almost surely, which gives the first statement of the lemma. Moreover, H
is a Donsker class and hence the second statement of the lemma follows by
continuous mapping theorem. This completes the proof.
Strong uniform consistency of Fn follows immediately from the strong
consistency of the Breslow estimator established in Theorem 5, and is stated
in the next corollary.
Corollary 1. Under the assumptions (A1) and (A2) and for all 0 < M <
τH ,
sup
x∈[0,M ]
|Fn(x)− F0(x)| → 0,
with probability one.
Proof. The proof is straightforward and follows immediately from Theo-
rem 5, relations (12) and (13), together with the fact that |e−y − 1| ≤ 2|y|,
as y → 0.
Note that the estimators in Theorem 1 of the baseline hazard are essen-
tially the slopes of the GCM of Vn. For this reason, as a final preparation
for the proof of Theorem 1, we establish uniform convergence of the GCM of
Vn by the following lemma. This lemma is completely similar to Lemma 4.3
in [11]. Its proof can be found in the appendix.
Lemma 5. Assume that Λ0 is convex on [0, τH ] and that conditions (A1)
and (A2) hold. Let βˆn be the maximum partial likelihood estimator and
define
Ŵn(x) =Wn(βˆn, x)−Wn(βˆn, T(1)), x ≥ T(1), (24)
whereWn is defined in (3). Let
(
Ŵn(x), V̂n(x)
)
be the GCM of
(
Ŵn(x), Vn(x)
)
,
for x ∈ [T(1), T(n)], where Vn is defined in (4). Then
sup
x∈[T(1),T(n)]
∣∣∣V̂n(x)− V (x)∣∣∣→ 0, (25)
with probability one, where V (x) = Huc(x), as defined just below (9).
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Obviously, in the nonincreasing case, similar to (25) one can show
sup
x∈[0,T(n)]
∣∣∣Ŷn(x)− V (x)∣∣∣→ 0, (26)
almost surely, where
(
Wn(βˆn, x), Ŷn(x)
)
is the LCM of
(
Wn(βˆn, x), Yn(x)
)
,
with Yn defined in (11). We are now in the position to prove Theorem 1,
which establishes strong consistency of the estimators.
Proof of Theorem 1. First consider the second statement of case (i). Since
Λ˜n is convex on the open interval (0, τH), it admits in every point x0 ∈
(0, τH ) a finite left and a right derivative, denoted by Λ˜
−
n and Λ˜
+
n respectively.
Moreover, for any fixed x0 ∈ (0, τH ) and for sufficiently small δ > 0, it follows
that
Λ˜n(x0)− Λ˜n(x0 − δ)
δ
≤ Λ˜−n (x0) ≤ Λ˜+n (x0) ≤
Λ˜n(x0 + δ)− Λ˜n(x0)
δ
.
When n→∞, then for any 0 < M < τH ,
sup
x∈[0,M ]
∣∣∣Λ˜n(x)− Λ0(x)∣∣∣ ≤ sup
x∈[0,M ]
|Λn(x)− Λ0(x)| . (27)
This is a variation of Marshall’s lemma and can be proven similar to (7.2.3)
in [22] or Lemma 4.1 in [11]. By convexity of Λ0 and the fact that Λ˜n is the
greatest convex function below Λn, one must have
Λ0(x)− δn ≤ Λ˜n(x) ≤ Λn(x),
where δn = supx∈[0,M ] |Λ0(x)−Λn(x)|, which yields inequality (27). From (27)
and Theorem 5, by first letting n→∞ and then δ → 0, we find
λ0(x0−) ≤ lim inf
n→∞
Λ˜−n (x0) ≤ lim sup
n→∞
Λ˜−n (x0) ≤ lim sup
n→∞
Λ˜+n (x0) ≤ λ0(x0+).
Because λ˜n(x0) = Λ˜
−
n (x0), this proves that λ˜n is a strong consistent estima-
tor.
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For λˆn, first note that since V̂n is convex on the open interval (0, τH), it
admits in every point x0 ∈ (0, τH) a finite left and a right derivative, denoted
by V̂ −n and V̂
+
n respectively, where
V̂ −n (x) = lim
δ↓0
V̂n(x)− V̂n(x− δ)
Ŵn(x)− Ŵn(x− δ)
,
V̂ +n (x) = lim
δ↓0
V̂n(x+ δ)− V̂n(x)
Ŵn(x+ δ)− Ŵn(x)
.
For any fixed x ∈ (0, τH) and for sufficiently small δ > 0, it follows that
V̂n(x0)− V̂n(x0 − δ)
Ŵn(x0)− Ŵn(x0 − δ)
≤ V̂ −n (x0) ≤ V̂ +n (x0) ≤
V̂n(x0 + δ)− V̂n(x0)
Ŵn(x0 + δ)− Ŵn(x0)
.
If we define
W0(x) =
∫ x
0
Φ(β0, s) ds,
then by making use of Lemma 5, together with
sup
x∈[T(1),T(n)]
∣∣∣Ŵn(x)−W0(x)∣∣∣ ≤ τH sup
x∈R
∣∣∣Φn(βˆn, x)− Φ(β0, x)∣∣∣→ 0, (28)
with probability one (see the proof of Lemma 5 in the appendix) and letting
n→∞, we obtain
V (x0)− V (x0 − δ)
W0(x0)−W0(x0 − δ) ≤ lim infn→∞ V̂
−
n (x0) ≤ lim sup
n→∞
V̂ +n (x0) ≤
V (x0 + δ) − V (x0)
W0(x0 + δ) −W0(x0) .
Furthermore, by letting δ → 0, together with the fact that, according to (9)
and (14), λ0 can also be represented as
λ0(x) =
dV (x)/dx
dW0(x)/dx
,
we get
λ0(x0−) ≤ lim inf
n→∞
V̂ −n (x0) ≤ lim sup
n→∞
V̂ −n (x0) ≤ lim sup
n→∞
V̂ +n (x0) ≤ λ0(x0+),
which completes the proof of (i), since λˆn(x0) = V̂
−
n (x0). The proofs of (ii)
and (iii) are completely analogous, using (26) and Corollary 1.
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5 Inverse processes
To obtain the limit distribution of the estimators, we follow the approach
proposed in [9]. For each proposed estimator, we define an inverse process
and establish its asymptotic distribution. The asymptotic distribution of
the estimators then emerges via the switching relationships. The inverse
processes are defined in terms of some local processes and this section is
devoted to acquire the weak convergence of these local processes. Further-
more, the inverse processes need to be bounded in probability. This result,
along with the limiting distribution of the inverse processes and hence of the
estimators are deferred to Section 6.
In order to keep the exposition brief, we do not treat all five separate
cases in detail, but we confine ourselves to the most important ones, as the
other cases can be handled similarly. In the case of a nondecreasing λ0, the
distribution of the NPMLE λˆn can be obtained through the study of the
inverse process
Ûλn (a) = argmin
x∈[T(1),T(n)]
{
Vn(x)− aŴn(x)
}
, (29)
for a > 0, where Vn and Ŵn have been defined in (4) and (24). Succeedingly,
for a given a > 0, the switching relationship holds, i.e., Ûλn (a) ≥ x if and
only if λˆn(x) ≤ a with probability one, so that after scaling, it follows that
n1/3
[
λˆn(x0)− λ0(x0)
]
> a⇔ n1/3
[
Ûλn (λ0(x0) + n
−1/3a)− x0
]
< 0, (30)
for 0 < x0 < τH , with probability one. A similar relationship holds for λ˜n
and the corresponding inverse process
U˜λn (a) = argmin
x∈[0,T(n)]
{Λn(x)− ax} . (31)
For the nonincreasing density estimator f˜n, we consider the inverse process
U˜fn (a) = argmax
x∈[0,T(n)]
{Fn(x)− ax} , (32)
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where argmax denotes the largest location of the maximum. In this case,
instead of (30), we have
n1/3
[
f˜n(x0)− f0(x0)
]
> a⇔ n1/3
[
U˜fn (f0(x0) + n
−1/3a)− x0
]
> 0, (33)
Similarly, in the case of estimating a nonincreasing λ0, we consider inverse
processes Ûλn and U˜
λ
n defined with argmax instead of argmin in (29) and (31)
and we have switching relations similar to (33).
From the definition of the inverse process in (31) and given that the
argmin is invariant under addition of and multiplication with positive con-
stants, it can be derived that
n1/3
[
U˜λn (λ0(x0) + n
−1/3a)− x0
]
= argmin
x∈In(x0)
{
Z˜
λ
n(x)− ax
}
(34)
where In(x0) = [−n1/3x0, n1/3(T(n) − x0)] and
Z˜
λ
n(x) = n
2/3
[
Λn(x0 + n
−1/3x)− Λn(x0)− n−1/3λ0(x0)x
]
. (35)
Likewise, n1/3
[
Ûλn (λ0(x0) + n
−1/3a)− x0
]
is equal to
argmin
x∈I′n(x0)
{
Ẑ
λ
n(x)−
n1/3a
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]}
, (36)
where I ′n(x0) = [−n1/3(x0 − T(1)), n1/3(T(n) − x0)] and
Ẑ
λ
n(x) =
n2/3
Φ(β0, x0)
(
Vn(x0 + n
−1/3x)− Vn(x0)
− λ0(x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
])
,
(37)
and similarly
n1/3
[
U˜fn (f0(x0) + n
−1/3a)− x0
]
= argmax
x∈In(x0)
{Z˜fn(x)− ax}, (38)
where
Z˜
f
n(x) = n
2/3
[
Fn(x0 + n
−1/3x)− Fn(x0)− n−1/3f0(x0)x
]
. (39)
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In the case of estimating a nonincreasing λ0, we consider the argmax of the
processes (37) and (35). Before investigating the asymptotic behavior of the
above processes, we first need to establish the following technical lemma.
It provides a sufficient bound on the order of shrinking increments of an
empirical process that we will encounter later on.
Lemma 6. Assume (A1) and (A2). Let x0 ∈ (0, τH) fixed and suppose that
Huc is continuously differentiable in a neighborhood of x0. (40)
Then, for any k = 1, 2, . . .,
sup
|x|≤k
∣∣∣∣∫ δ ({u ≤ x0 + n−1/3x} − {u ≤ x0})( 1Φn(β0, u) − 1Φ(β0, u)
)
d(Pn − P )(u, δ, z)
∣∣∣∣
is of the order Øp(n
−7/6 log n).
Proof. Take 0 ≤ x ≤ k and consider the class of functions
Fn = {fn(u, δ, z;x) : 0 ≤ x ≤ k} , (41)
where for each 0 ≤ x ≤ k,
fn(u, δ, z;x) = δ{x0 < u ≤ x0 + n−1/3x}
(
1
Φn(β0, u)
− 1
Φ(β0, u)
)
.
Correspondingly, consider the class Gn,k,α consisting of functions
g(u, δ, z; y,Ψ) = δ{x0 < u ≤ x0 + y}
(
1
Ψ(u)
− 1
Φ(β0, u)
)
.
where 0 ≤ y ≤ n−1/3k and Ψ is nonincreasing left continuous, such that
Ψ(x0 + n
−1/3k) ≥ K and sup
u∈R
|Ψ(u)−Φ(β0, u)| ≤ α,
where K = Φ(β0, (x0 + τH)/2)/2. Then, for any α > 0 and k = 1, 2, . . .,
P (Fn ⊂ Gn,k,α)→ 1,
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by Lemma 4. Furthermore, the class Gn,k,α has envelope
G(u, δ, z) = δ{x0 < u ≤ x0 + n−1/3k} α
K2
,
for which it follows from (40), that
‖G‖2P,2 =
∫
G(u, δ, z)2 dP (u, δ, z) =
α2
K4
P (x0 < T ≤ x0+n−1/3k,∆ = 1) = Ø(α2kn−1/3).
Since the functions in Gn,k,α are sums and products of bounded monotone
functions, its entropy with bracketing satisfies
logN[ ](ε,Gn,k,α, L2(P )) .
1
ε
,
see e.g., Theorem 2.7.5 in [25] and Lemma 9.25 in [16], and hence, for any
δ > 0, the bracketing integral
J[ ](δ,Gn,k,α, L2(P )) =
∫ δ
0
√
1 + logN[ ](ε‖G‖2,Gn,k,α, L2(P )) dε <∞.
By Theorem 2.14.2 in [25], we have
E
∥∥∥∥√n ∫ g(u, δ, z; y,Ψ)d(Pn − P )(u, δ, z)∥∥∥∥
Gn,k,α
≤ J[ ](1,Gn,k,α, L2(P ))‖G‖P,2
= Ø(αk1/2n−1/6),
where ‖ · ‖F denotes the supremum over the class of functions F . Now,
according to (20)
(log n)−1
√
n sup
x∈R
|Φn(β0, x)− Φ(β0, x)| → 0,
in probability. Therefore, if we choose α = n−1/2 log n, this gives
E
∥∥∥∥∫ g(u, δ, z; y,Ψ)d(Pn − P )(u, δ, z)∥∥∥∥
Gn,k,α
= Ø(k1/2n−7/6 log n)
and hence by the Markov inequality, this proves the lemma for the case
0 ≤ x ≤ k. The argument for −k ≤ x ≤ 0 is completely similar.
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Our approach in deriving the asymptotic distribution of the monotone
estimators involves application of results from [14]. To this end, we first
determine the limiting processes of (37), (35) and (39).
Lemma 7. Suppose that (A1) and (A2) hold. Assume (40) and that
λ0 is continuously differentiable in a neighborhood of x0. (42)
Moreover, assume that
x 7→ Φ(β0, x) is continuously differentiable in a neighborhood of x0. (43)
Then, for any k = 1, 2, . . .,
sup
|x|≤k
∣∣∣Z˜λn(x)− Ẑλn(x)∣∣∣→ 0,
in probability, where the processes Z˜λn and Ẑ
λ
n are defined in (35) and (37),
respectively.
Proof. We will prove that for any k = 1, 2, . . . ,
sup
x∈[0,k]
∣∣∣Z˜λn(x)− Ẑλn(x)∣∣∣→ 0,
in probability, since the result for −k ≤ x ≤ 0 follows completely analogous.
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Write
Φ(β0, x0)
(
Z˜
λ
n(x)− Ẑλn(x)
)
= n2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φn(βˆn, u)
− 1
)
dPn(u, δ, z)
− n2/3λ0(x0)
∫ x0+n−1/3x
x0
[
Φ(β0, x0)− Φn(βˆn, s)
]
ds
= n2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φn(βˆn, u)
− Φ(β0, x0)
Φn(β0, u)
)
dPn(u, δ, z)
+ n2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φn(β0, u)
− 1
)
dPn(u, δ, z)
− n2/3λ0(x0)
∫ x0+n−1/3x
x0
[Φ(β0, x0)− Φn(β0, s)] ds
− n2/3λ0(x0)
∫ x0+n−1/3x
x0
[
Φn(β0, s)− Φn(βˆn, s)
]
ds
= An1(x) +An2(x) +An3(x) +An4(x).
We will show that the supremum of all four terms on the right hand side
tend to zero in probability. Similar to (22), according to Lemma 3,
|An1(x)| ≤ C|βˆn − β0|n2/3
∫ {
x0 < u ≤ x0 + n−1/3x
}
dPn(u, δ, z),
for some C > 0. Since, |βˆn − β0| = Øp(n−1/2) and∫ {
x0 < u ≤ x0 + n−1/3x
}
d(Pn−P )(u, δ, z) = Øp(n−2/3x1/2)+Øp(n−1/3x),
it follows that
|An1(x)| = Øp(n−1/2x1/2) + Øp(n−1/6x), (44)
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and likewise, |An4(x)| = Øp(n−1/6x). Furthermore, write
An2(x) = n
2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φn(β0, u)
− Φ(β0, x0)
Φ(β0, u)
)
d (Pn − P ) (u, δ, z)
+ n2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φ(β0, u)
− 1
)
d (Pn − P ) (u, δ, z)
+ n2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φn(β0, u)
− Φ(β0, x0)
Φ(β0, u)
)
dP (u, δ, z)
+ n2/3
∫
δ
{
x0 < u ≤ x0 + n−1/3x
}(Φ(β0, x0)
Φ(β0, u)
− 1
)
dP (u, δ, z)
= Bn1(x) +Bn2(x) +Bn3(x) +Bn4(x).
According to Lemma 6,
sup
0≤x≤k
|Bn1(x)| = Øp(n−1/2 log n). (45)
For the term Bn2, consider the class F consisting of functions
f(u, δ, z;x) = δ{x0 < u ≤ x0 + n−1/3x}
(
Φ(β0, x0)
Φ(β0, u)
− 1
)
,
where 0 ≤ x ≤ k, with envelope
F (u) = δ{x0 < u ≤ x0 + n−1/3k}
(
Φ(β0, x0)
Φ(β0, x0 + n−1/3k)
− 1
)
.
Then, the L2(P ) norm of the envelope satisfies
‖F‖2P,2 =
(
Φ(β0, x0)
Φ(β0, x0 + n−1/3k)
− 1
)2 [
Huc(x0 + n
−1/3k)−Huc(x0)
]
= Ø(n−1),
according to (40) and Lemma 3, so that by arguments similar as in the proof
of Lemma 6,
sup
0≤x≤k
|Bn2(x)| = Øp(n−1/3). (46)
For the term Bn3, similar to the treatment of the right hand side of (23), it
follows that
|Bn3(x)| ≤ n2/3Øp(n−1/2)
∣∣∣Huc(x0 + n−1/3x)−Huc(x0)∣∣∣ = Øp(n−1/6x),
(47)
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by condition (40). Next, we combine Bn4(x) with An3(x). First write
An3(x) = n
2/3λ0(x0)
∫ x0+n−1/3x
x0
[Φn(β0, s)− Φ(β0, s)] ds
+ n2/3λ0(x0)
∫ x0+n−1/3x
x0
[Φ(β0, s)− Φ(β0, x0)] ds
= Cn1(x) +Cn2(x).
As for Cn1,
|Cn1(x)| ≤ n1/3xλ0(x0) sup
x∈R
|Φn(β0, x)− Φ(β0, x)| = Øp(n−1/6x), (48)
according to Lemma 4. Finally, using (9) and (14),
Bn4(x) + Cn2(x) = n
2/3
∫ x0+n−1/3x
x0
[Φ(β0, x0)− Φ(β0, u)]λ0(u) du
+ n2/3λ0(x0)
∫ x0+n−1/3x
x0
[Φ(β0, s)− Φ(β0, x0)] ds
= n2/3
∫ x0+n−1/3x
x0
[Φ(β0, s)− Φ(β0, x0)] [λ0(s)− λ0(x0)] ds
= Øp(n
−1/3x),
(49)
by conditions (43) and (42). We conclude that
Φ(β0, x0)
∣∣∣Z˜λn(x)− Ẑλn(x)∣∣∣ = Øp(n−1/2x1/2)+Øp(n−1/6x)+Øp(n−1/3), (50)
and after taking the supremum over [0, k], the lemma follows.
To find the limit process of Ẑλn, we will apply results from [14]. The limit
distribution for Z˜λn will then follow directly from Lemma 7. Let Bloc(R) be
the space of all locally bounded real functions on R, equipped with the
topology of uniform convergence on compact domains.
Lemma 8. Assume (A1) and (A2) and let 0 < x0 < τH . Suppose that (40),
(42) and (43) hold. Then the processes Ẑλn and Z˜
λ
n defined in (37) and (35)
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converge in distribution to the process
Z(x) =W
(
λ0(x0)
Φ(β0, x0)
x
)
+
1
2
λ′0(x0)x
2, (51)
in Bloc(R), where W is standard two-sided Brownian motion originating
from zero.
Proof. We will apply Theorem 4.7 in [14]. To this end, write the process Ẑλn
in (37) as
Ẑ
λ
n(x) = −n2/3Png(·, n−1/3x) + n2/3Rn(x), (52)
for x ∈ [−n1/3(x0 − T(1)), n1/3(T(n) − x0)], where for Y = (T,∆, Z) and
θ ∈ [−x0, τH − x0],
g(Y, θ) = −g1(Y, θ) + g2(Y, θ),
g1(Y, θ) = ({T < x0 + θ} − {T < x0}) ∆
Φ(β0, x0)
g2(Y, θ) =
λ0(x0)e
β′0Z
Φ(β0, x0)
∫ x0+θ
x0
{T ≥ s}ds.
(53)
Furthermore,
Rn(x) =
−λ0(x0)
Φ(β0, x0)
[(
Ŵn(x0 + n
−1/3x)−Wn0(x0 + n−1/3x)
)
−
(
Ŵn(x0)−Wn0(x0)
)]
,
where Wn0(x) = Wn(β0, x), with Wn defined in (3). For all k = 1, 2, . . . ,
consider
|Rn(x)| ≤ λ0(x0)
Φ(β0, x0)
∫ ∣∣∣{s ≤ x0 + n−1/3x} − {s ≤ x0}∣∣∣ ∣∣∣Φn(βˆn, s)− Φn(β0, s)∣∣∣ ds,
which by similar reasoning as in (22) gives that
|Rn(x)| = Øp(n−5/6x), (54)
by Lemma 3. Hence, the process x 7→ n2/3Rn(x) tends to zero in Bloc(R).
It is sufficient then to demonstrate that −n2/3Png(·, n−1/3x) converges to
Z(x) in Bloc(R). To this end, we will show that the conditions of Lemma 4.5
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and 4.6 in [14] hold. Condition (i) of Lemma 4.5 is trivially fulfilled, since
θ0 = 0 is an interior point of [−x0, τH − x0]. Moreover, observe that for all
θ ∈ [−x0, τH − x0], from (9) and (14), we have
Pg(·, θ) = −1
Φ(β0, x0)
∫ x0+θ
x0
[λ0(u)− λ(x0)] Φ(β0, u) du. (55)
Thus, by (43) and (42),
∂Pg(·, θ)
∂θ
= −Φ(β0, x0 + θ)
Φ(β0, x0)
{λ0(x0 + θ)− λ0(x0)}
∂2Pg(·, θ)
∂θ2
= −
(
∂Φ(β0, x0 + θ)
∂θ
)
λ0(x0 + θ)− λ0(x0)
Φ(β0, x0)
− Φ(β0, x0 + θ)
Φ(β0, x0)
λ′0(x0 + θ).
It follows that Pg(·, θ) is twice differentiable at θ0 = 0, its unique maximizing
value, with second derivative −λ′0(x0) < 0, which establishes condition (iii)
of Lemma 4.5 in [14]. Next, compute
H(s, t) = lim
α→∞
αPg(·, s/α)g(·, t/α),
for finite s and t. Write
αPg(·, s/α)g(·, t/α) = αP
(
−g1(·, s/α)+g2(·, s/α)
)(
−g1(·, t/α)+g2(·, t/α)
)
and compute the four terms separately. For all s and t,
αP |g1(·, s/α)g2(·, t/α)| ≤ λ0(x0)t
Φ2(β0, x0)
E
[
|{T < x0 + s/α} − {T < x0}|eβ′0Z
]
→ 0,
(56)
as α→∞. Completely analogous, it follows that
lim
α→∞
αPg2(·, s/α)g2(·, t/α) = 0, (57)
for all s and t. Finally, consider the limit for αPg1(·, s/α)g1(·, t/α). For
s, t ≥ 0,
αPg1(·, s/α)g1(·, t/α) = α
Φ2(β0, x0)
∫
δ{x0 ≤ u < x0 + (s ∧ t)/α}dP (u, δ, z)
=
α
Φ2(β0, x0)
∫ x0+(s∧t)/α
x0
λ0(u)Φ(β0, u) du
=
1
Φ2(β0, x0)
∫ s∧t
0
λ0(x0 + v/α)Φ(β0, x0 + v/α) dv,
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by (9) and (14). Therefore, by the continuity of λ0 and Φ,
lim
α→∞
αPg1(·, s/α)g1(·, t/α) = λ0(x0)
Φ(β0, x0)
(s ∧ t). (58)
A similar reasoning applies for s, t < 0 and Pg1(·, s/α)g1(·, t/α) = 0, when
s and t have opposite signs. Hence, condition (ii) of Lemma 4.5 in [14] is
verified, with
H(s, t) =
λ0(x0)
Φ(β0, x0)
(|s| ∧ |t|),
for st ≥ 0 and H(s, t) = 0, for st < 0. Note that H(s, t) is the covari-
ance kernel of the centered Gaussian process in (51). For condition (iv) of
Lemma 4.5 in [14], it needs to be shown that for each t and ε > 0
lim
α→∞
αPg(·, t/α)2{|g(·, t/α)| > αε} = 0. (59)
In view of (56) and (57), it suffices to show that
lim
α→∞
αPg1(·, t/α)2{|g(·, t/α)| > αε} = 0.
Moreover, since g1 is bounded uniformly for θ ∈ [−x0, τH−x0], by Lemma 3,
{|g(·, t/α)| > αε} ≤ {|g2(·, t/α)| > αε/2} ≤ 2
αε
|g2(·, t/α)|,
for α sufficiently large. By (56), it follows that
αPg1(·, t/α)2{|g(·, t/α)| > αε} ≤ 2
ε
Pg1(·, t/α)2 |g2(·, t/α)|
≤ 2
εΦ(β0,M)
P |g1(·, t/α)g2(·, t/α)| → 0.
Hence all conditions of Lemma 4.5 in [14] are satisfied.
To continue with verifying the conditions of Lemma 4.6 in [14], consider
the class of functions G = {g(·, θ) : θ ∈ [−x0, τH − x0]} and the classes
GR = {g(·, θ) ∈ G : |θ| ≤ R} , (60)
for any R > 0, R in a neighborhood of zero. Since the functions in GR are the
difference of g1(·, θ), which is an the product of indicators, and g2(·, θ), which
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is the product of a fixed function and a linear function, it follows that GR
is a VC-subgraph class of functions, and hence it is uniformly manageable,
which proves condition (i) of Lemma 4.6 in [14]. Furthermore, choose as an
envelope for GR,
GR = GR1 +GR2, (61)
where
GR1(T,∆, Z) =
{x0 −R ≤ T < x0 +R}
Φ(β0, x0)
,
GR2(T,∆, Z) =
2Rλ0(x0)
Φ(β0, x0)
eβ
′
0Z .
(62)
Calculations completely analogous to (56), (57) and (58), with 1/R playing
the role of α→∞, yield that PG2R = Ø(R), as R→ 0. This proves condition
(ii) of Lemma 4.6 in [14]. To show condition (iii) of Lemma 4.6 in [14], first
note that
P |g(·, θ1)− g(·, θ2)| ≤ P |g1(·, θ1)− g1(·, θ2)|+ P |g2(·, θ1)− g2(·, θ2)|.
Now,
P |g1(·, θ1)−g1(·, θ2)| = 1
Φ(β0, x0)
|Huc(x0 + θ1)−Huc(x0 + θ2)| = Ø(|θ1−θ2|),
according to (40). Analogously,
P |g2(·, θ1)− g2(·, θ2)| ≤ λ0(x0)
Φ(β0, x0)
|θ1 − θ2|E
[
eβ
′
0Z
]
= Ø(|θ1 − θ2|),
by (A2), which proves condition (iii) of Lemma 4.6 in [14]. Finally, to
establish condition (iv) of Lemma 4.6 in [14], we have to show that for each
ε > 0, there exists K > 0 such that
PG2R{GR > K} < εR,
for R near zero. The proof of this is completely analogous to proving
(59), with 1/R playing the role α → ∞. This shows that all conditions
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of Theorem 4.7 in [14] are fulfilled, from which we conclude that the process
−n2/3Png(·, n−1/3x) converges in distribution to the process
−W
(
λ0(x0)
Φ(β0, x0)
x
)
+
1
2
λ′0(x0)x
2 d=W
(
λ0(x0)
Φ(β0, x0)
x
)
+
1
2
λ′0(x0)x
2.
Together with (52) and (54), this proves the weak convergence of Ẑλn. Weak
convergence of Z˜λn is then immediate, by Lemma 7.
As a consequence, we obtain the limiting distribution of the process
in (36).
Lemma 9. Assume (A1) and (A2) and suppose that (40), (42) and (43)
hold. Let 0 < x0 < τH and a > 0 fixed and let Ẑ
λ
n and Ŵn be defined in (37)
and (24). Then, the process
Ẑ
λ
n(x)−
n1/3a
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
converges weakly to
Z(x)− ax =W
(
λ0(x0)
Φ(β0, x0)
x
)
+
1
2
λ′0(x0)x
2 − ax,
in Bloc(R), where W is standard two-sided Brownian motion originating
from zero.
Proof. In view of Lemma 8, it suffices to show that for any k = 1, 2, . . .,
sup
|x|≤k
∣∣∣n1/3 [Ŵn(x0 + n−1/3x)− Ŵn(x0)]− Φ(β0, x0)x∣∣∣→ 0, (63)
almost surely. This is immediate, since similar to (28), together with the
monotonicity of Φ(β0, u), one has, for x ≥ 0,∣∣∣n1/3 [Ŵn(x0 + n−1/3x)− Ŵn(x0)]− Φ(β0, x0)x∣∣∣
≤ n1/3
∫ x0+n−1/3x
x0
∣∣∣Φn(βˆn, u)− Φ(β0, x0)∣∣∣ du
≤ |x| sup
u∈R
∣∣∣Φn(βˆn, u)− Φ(β0, u)∣∣∣ + |Φ(β0, x0 + n−1/3x)− Φ(β0, x0)|
= o(x) + Ø(n−1/3x),
(64)
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almost surely, using Lemma 4 and (43). The case x < 0 can be treated
likewise.
Finally, the next lemma provides the limit process of Z˜fn.
Lemma 10. Assume (A1) and (A2). Let x0 ∈ (0, τH) and suppose that (40),
(42) and (43) hold. Then the process Z˜fn defined in (39) converges in distri-
bution to the process
Z
f (x) =W
(
f0(x0)(1− F0(x0))
Φ(β0, x0)
x
)
+
1
2
f ′0(x0)x
2. (65)
in Bloc(R), where W is standard two-sided Brownian motion originating
from zero.
Proof. From (35), we have Λn(x0 + n
−1/3x) − Λn(x0) = n−2/3Z˜λn(x) +
n−1/3λ0(x0)x, so that by (13),
Z˜
f
n(x) = n
2/3
[
−e−Λn(x0+n−1/3x) + e−Λn(x0) − n−1/3f0(x0)x
]
= n2/3
[
−e−Λn(x0)
(
e−n
−2/3
Z˜
λ
n(x)−n
−1/3λ0(x0)x − 1
)
− n−1/3f0(x0)x
]
.
(66)
Because e−y−1 = −y+y2/2+o(y2), for y → 0 and supx∈R |Z˜λn(x)| = Øp(1),
according to Lemma 8, it follows that
e−n
−2/3
Z˜
λ
n(x)−n
−1/3λ0(x0)x − 1 = −n−2/3Z˜λn(x)− n−1/3λ0(x0)x+
1
2
n−2/3λ0(x0)
2x2
+Øp(n
−4/3) + Øp(n
−1x) + op(n
−2/3x2).
Similarly, from Theorem 5, we have that e−Λn(x0) = e−Λ0(x0) + Øp(n
−1/2).
Since
e−Λ0(x0)λ0(x0) = (1− F0(x0))λ0(x0) = f0(x0),
from (66), we find that
Z˜
f
n(x) = (1− F0(x0))Z˜λn(x)−
1
2
(1− F0(x0))λ0(x0)2x2
+Øp(n
−1/2) + Øp(n
−1/6x) + op(x
2).
(67)
38
According to Lemma 8, the process (1−F0(x0))Z˜λn(x)−12(1−F0(x0))λ0(x0)2x2
converges weakly to
(1−F0(x0))W
(
λ0(x0)
Φ(β0, x0)
x
)
+
1
2
(1−F0(x0))λ′0(x0)x2−
1
2
(1−F0(x0))λ20(x0)x2,
which has the same distribution as the process in (65), by means of Brownian
scaling and the fact that
λ′0 =
(
f0
1− F0
)′
=
(1− F0)f ′0 + f20
(1− F0)2 =
f ′0
1− F0 + λ
2
0. (68)
Hence, for any k = 1, 2, . . ., it follows from (67) that
sup
|x|≤k
|Z˜fn(x)− Zf (x)| = op(1),
which finishes the proof.
6 Limit distribution
The last step in deriving the asymptotic distribution of the estimators is
to find the limiting distribution of the inverse processes U˜λn , Û
λ
n and U˜
f
n
defined in (31), (29) and (32) and of the versions of U˜λn and Û
λ
n in the case
of a nonincreasing hazard, by applying Theorem 2.7 in [14]. This requires
the inverse processes to be bounded in probability.
Lemma 11. Assume (A1) and (A2) and let x0 ∈ (0, τH). Suppose that
λ0 is monotone and suppose that f0 is nondecreasing. Suppose that (42)
and (43) hold, with λ0(x0) 6= 0. Then, for each ε > 0 and M1 > 0, there
exists M2 > 0 such that, for n large enough,
P
(
max
|a|≤M1
n1/3
∣∣∣Ûλn (λ0(x0) + n−1/3a)− x0∣∣∣ > M2) < ε (69)
P
(
max
|a|≤M1
n1/3
∣∣∣U˜λn (λ0(x0) + n−1/3a)− x0∣∣∣ > M2) < ε (70)
P
(
max
|a|≤M1
n1/3
∣∣∣U˜fn (f0(x0) + n−1/3a)− x0∣∣∣ > M2) < ε, (71)
for n sufficiently large.
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The proof can be found in the appendix. Hereafter, the continuous map-
ping theorem from [14] will be applied to the inverse processes in (29), (31)
and (32), in order to derive the limiting distribution of the considered esti-
mators. Let Cmax(R) denote the subset of Bloc(R) consisting of continuous
functions f for which f(t) → −∞, when |t| → ∞ and f has an unique
maximum.
Proof of Theorem 2. The aim is to apply Theorem 2.7 in [14] and The-
orem 6.1 in [11]. Since Theorem 2.7 from [14] applies to the argmax of
processes on the whole real line, we extend the process
Ẑλn(a, x) = Ẑ
λ
n(x)−
n1/3a
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
from (36) for x ∈ [n1/3(T(1)−x0), n1/3(T(n)−x0)], to the whole real line. De-
fine Ẑλn(a, x) = Ẑ
λ
n(a, n
1/3(T(1)−x0)), for x < n1/3(T(1)−x0) and Ẑλn(a, x) =
Ẑλn(a, n
1/3(T(n)−x0))+1, for x > n1/3(T(n)−x0). Then, Ẑλn(a, x) ∈ Bloc(R)
and according to (36),
n1/3
[
Ûλn (λ0(x0) + n
−1/3a)− x0
]
= argmin
x∈R
{
Ẑλn(a, x)
}
= argmax
x∈R
{
−Ẑλn(a, x)
}
.
By Lemma 8, for any a fixed, the process −Ẑλn(a, x) converges weakly to
the process −Z(x) + ax ∈ Cmax(R) with probability one, where Z has
been defined in (51). Lemma 11 ensures the boundedness in probability of
n1/3{Ûλn (λ0(x0) + n−1/3a) − x0}. Consequently, by Theorem 2.7 in [14] it
follows that
n1/3
[
Ûλn (λ0(x0) + n
−1/3a)− x0
]
d−→ argmax
x∈R
{−Z(x) + ax} = argmin
x∈R
{Z(x)− ax} .
The same argument applies to the process Z˜λn(x) − ax from (34), for x ∈
[−n1/3x0, n1/3(T(n)−x0)], which we extend to the whole real line in a similar
fashion. Furthermore, if we fix a, b ∈ R, it will follow that(
Ẑλn(a, x), Z˜
λ
n(x)− bx
)
d−→
(
Z(x)− ax,Z(x)− bx
)
,
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by Lemma 9 and Lemma 8. Hence, the first condition of Theorem 6.1 in [11]
is verified. The second condition is provided by Lemma 11, whereas the third
condition is given by (34) and (36). Therefore, by Theorem 6.1 in [11],(
n1/3
[
Ûλn (λ0(x0) + n
−1/3a)− x0
]
, n1/3
[
U˜λn (λ0(x0) + n
−1/3b)− x0
])
d−→
(
Uλ(a), Uλ(b)
)
,
where
Uλ(a) = sup
{
t :W
(
λ0(x0)
Φ(β0, x0)
t
)
+
1
2
λ′0(x0)t
2 − at is minimal
}
.
Additional computations show that Uλ(a)
d
=Uλ(0)+a/λ′0(x0) and therefore,
by the definition of the inverse processes in (29) and (31),
P
(
n1/3
[
λˆn(x0)− λ0(x0)
]
> a, n1/3
[
λ˜n(x0)− λ0(x0)
]
> b
)
→ P(Uλ(a) < 0, Uλ(b) < 0) = P(−λ′0(x0)Uλ(0) > a,−λ′0(x0)Uλ(0) > b),
as n→∞. This implies that(
n1/3
[
λˆn(x0)− λ0(x0)
]
, n1/3
[
λ˜n(x0)− λ0(x0)
])
d−→
(
−λ′0(x0)Uλ(0),−λ′0(x0)Uλ(0)
)
,
which proves (16). To establish the limiting distribution, define
A(x) =
(
Φ(β0, x)
4λ0(x)λ′0(x)
)1/3
,
and note that
n1/3A(x0)
[
λˆn(x0)− λ0(x0)
]
d−→ A(x0)λ′0(x0)Uλ(0) d= argmin
t∈R
{
W(t) + t2
}
,
by Brownian scaling and the fact that the distribution of Uλ(0) is symmetric
around zero.
Proof of Theorem 3. The proof of Theorem 3 is completely analogous to
that of Theorem 2. The inverse processes to be considered in this case are
Ûλn (a) = argmax
x∈[0,T(n)]
{
Yn(x)− aWn(βˆn, x)
}
,
U˜λn (a) = argmax
x∈[0,T(n)]
{Λn(x)− ax} ,
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for a > 0, where Wn, Yn and Λn have been defined in (3), (11) and (8) and
βˆn is the maximum partial likelihood estimator. By the same arguments
as used in the proof of Theorem 2, the limiting distribution is expressed in
terms of
argmax
t∈R
{
W(t)− t2} d=argmax
t∈R
{−W(t)− t2} = argmin
t∈R
{W(t) + t2},
by properties of Brownian motion.
Proof of Theorem 4. Completely similar to the reasoning in the proof of
Theorem 2, we obtain
n1/3
[
U˜fn (f0(x0) + n
−1/3a)− x0
]
d−→ Uf (a),
where
Uf (a) = sup
{
t :W
(
f0(x0)(1− F0(x0))
Φ(β0, x0)
t
)
+
1
2
f ′0(x0)t
2 − at is maximal
}
.
As before, by Brownian scaling, Uf (a)
d
=Uf (0) + a/f ′0(x0) and together
with (33) we obtain
P
(
n1/3
[
f˜n(x0)− f0(x0)
]
< a
)
→ P
(
−f ′0(x0)Uf (0) < a
)
.
Similar to the proof of Theorem 2, with
A(x) =
∣∣∣∣ Φ(β0, x)4f0(x)f ′0(x)(1 − F0(x))
∣∣∣∣1/3 ,
we conclude that n1/3A(x0)[f˜n(x0)− f0(x0)] converges in distribution to
A(x0)f
′
0(x0)U
f (0) = argmax
t∈R
{W(t)− t2} d= argmin
t∈R
{W(t) + t2},
using Brownian scaling and the fact that the distribution of Uf (0) is sym-
metric around zero.
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Figure 1: The cumulative sum diagrams along with their GCM (left panel)
and the corresponding estimates of a nondecreasing baseline hazard (right
panel). Black points and solid curves correspond to the estimator in
Lemma 1; star points and dashed curves correspond to the estimator in [2].
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Appendix S1
Proof of Lemma 3. First, for every x ≤M and β ∈ Rp,
0 < Φ(β,M) ≤ Φ(β, x) (72)
and for every x ∈ R and |β − β0| ≤ ε,
Φ(β, x) ≤ Φ(β, 0) ≤ sup
|β−β0|≤ε
E
[
eβ
′Z
]
<∞. (73)
Hence, by dominated convergence, for every x ≤ M , the function β 7→
Φ(β, x) is continuous and therefore attains a minimum on the set |β−β0| ≤ ε.
Together with (72) and (73), this proves (i).
To show (ii), note that similar to (72) and (73), for every x ∈ [0,M ] and
β ∈ Rp,
Φn(β,M) ≤ Φn(β, x) (74)
and for every x ∈ R and β ∈ Rp,
Φn(β, x) ≤ Φn(β, 0). (75)
Choose ε > 0 from (A2) and let δ = ε/2
√
p. Strong consistency of β∗n yields
that, for n sufficiently large,
β0j − δ ≤ β∗nj ≤ β0j + δ, for all j = 1, 2, . . . , p,
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with probability one. Next, consider all subsets Ik = {i1, i2, . . . , ik} ⊆
{1, 2, . . . , p} = I. Then, for each Ik fixed, on each event⋂
j∈Ik
{Zij ≥ 0}
⋂
l∈I\Ik
{Zil < 0}, where Zi = (Zi1, . . . , Zip)′ ∈ Rp,
we have∑
j∈Ik
(β0j−δ)Zij+
∑
l∈I\Ik
(β0j+δ)Zil ≤ β∗′n Z ≤
∑
j∈Ik
(β0j+δ)Zij+
∑
l∈I\Ik
(β0j−δ)Zil.
Define αk, γk ∈ Rp with coordinates
αkj =
{
β0j − δ, j ∈ Ik,
β0j + δ, j ∈ I \ Ik,
and γkj =
{
β0j + δ, j ∈ Ik,
β0j − δ, j ∈ I \ Ik.
Then |β0 − αk| ≤ ε and |β0 − γk| ≤ ε and together with (74) and (75), we
find that for every x ≤M ,
min
Ik⊆I
{
1
n
n∑
i=1
{Ti ≥M}eα′kZi
}
≤ Φn(β∗n, x) (76)
and for every x ∈ R,
Φn(β
∗
n, x) ≤ max
Ik⊆I
{
1
n
n∑
i=1
eγ
′
kZi
}
. (77)
By (A2) and the law of large numbers,
min
Ik⊆I
{
1
n
n∑
i=1
{Ti ≥M}eα′kZi
}
→ min
Ik⊆I
E
[
{T ≥M}eα′kZ
]
> 0,
with probability one and similarly,
max
Ik⊆I
{
1
n
n∑
i=1
eγ
′
kZi
}
→ max
Ik⊆I
E
[
eγ
′
kZ
]
≤ sup
|β−β0|≤ε
E
[
eβ
′Z
]
<∞, (78)
with probability one. This proves (ii).
To prove (iii), it suffices to show that the inequalities hold component-
wise. For this, notice that for the jth element of the vector D(1),
sup
x∈R
sup
|β−β0|≤ε
∣∣∣E [{T ≥ x}Zj eβ′Z]∣∣∣ ≤ sup
|β−β0|≤ε
E
[
|Zj |eβ′Z
]
<∞,
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by (A2). Completely analogous, a similar inequality can be shown for each
element of D(2).
Finally, to prove (iv), note that similar to (77) and (78), for the jth
component of D
(1)
n , we can write
sup
x∈R
∣∣∣D(1)nj (β∗n, x)∣∣∣ ≤ ∑
Ik⊆I
[
1
n
n∑
i=1
|Zi|eγ′kZi
]
→ E
[
|Z|eγ′kZ
]
<∞,
with probability one, as n tends to infinity. Likewise, a similar result can be
obtained for each element of D
(2)
n .
Proof of Lemma 5. By Glivenko-Cantelli,
sup
x∈[T(1),T(n)]
|Vn(x)− V (x)| → 0, (79)
almost surely, because of the continuity of V . Furthermore,
Wn(βˆn, T(1)) =
∫ T(1)
0
Φn(βˆn, s) ds = T(1)Φn(βˆn, T(1))→ 0, (80)
almost surely, since Φn(βˆn, s) is bounded uniformly according to Lemma 3
and T(1) → 0 with probability one, by the Borel-Cantelli lemma. Moreover,
if we define
W (β, x) =
∫ (
eβ
′z
∫ x
0
{u ≥ s}ds
)
dP (u, δ, z), (81)
then we can write
W0(x) =W (β0, x) =
∫ x
0
Φ(β0, s) ds, (82)
where Φ is defined in (14). It follows that
sup
x∈[T(1),T(n)]
∣∣∣Ŵn(x)−W0(x)∣∣∣ ≤ sup
x∈[T(1),T(n)]
∣∣∣∣∫ x
0
(
Φn(βˆn, s)− Φ(β0, s)
)
ds
∣∣∣∣ ,
≤ τH sup
x∈R
∣∣∣Φn(βˆn, x)− Φ(β0, x)∣∣∣→ 0,
(83)
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with probability one, by Lemma 4.
Take Ŵ−1n to be the inverse of Ŵn, which is well defined on [0, Ŵn(T(n))],
since Ŵn is strictly monotone on [T(1), T(n)]. We first extend Ŵn to [T(1),∞)
and Ŵ−1n to [0,∞). Define Ŵn(t) = Ŵn(T(n)) + (t− T(n)), for all t ≥ T(n),
so that Ŵ−1n (y) = T(n) + (y − Ŵn(T(n))), for y ≥ Ŵn(T(n)). Similarly,
take W−10 to be the inverse of W0, which is well-defined since W0 is strictly
monotone on [0, τH ] and extend W0 andW
−1
0 to [0,∞), by definingW0(t) =
W0(τH) + (t− τH), for all t ≥ τH , so that W−10 (y) = τH + (y−W0(τH)), for
y ≥ W0(τH). It follows that the extension W−10 (y) is uniformly continuous
on [0,∞). Immediate derivations give that
sup
0≤y≤Ŵn(T(n))
∣∣∣Ŵ−1n (y)−W−10 (y)∣∣∣→ 0, (84)
with probability one. Furthermore, it can be inferred that
δn = sup
y∈[0,Ŵn(T(n))]
∣∣∣Vn ◦ Ŵ−1n (y)− V ◦W−10 (y)∣∣∣
≤ sup
y∈[0,Ŵn(T(n))]
∣∣∣(Vn − V ) ◦ Ŵ−1n (y)∣∣∣+ sup
y∈[0,Ŵn(T(n))]
∣∣∣V ◦ Ŵ−1n (y)− V ◦W−10 (y)∣∣∣
≤ sup
t∈[T(1),T(n)]
|Vn(t)− V (t)|+ sup
y∈[0,Ŵn(T(n))]
∣∣∣V ◦ (Ŵ−1n (y)−W−10 (y))∣∣∣
→ 0,
almost surely, by (79), (84) and the continuity of V . According to (9)
and (82), λ0 can also be represented as
λ0(x) =
dV (x)/dx
dW0(x)/dx
, (85)
which is well-defined for x ∈ [0, τH), since Φ is bounded away from zero, by
Lemma 3. Taking x =W−10 (y), gives that
dV
(
W−10 (y)
)
dy
= λ0
(
W−10 (y)
)
, y ∈ [0,W0(τH)).
Therefore, convexity of Λ0 implies convexity of V ◦W−10 and subsequently
of V ◦W−10 − δn. Moreover, from the definition of δn, it follows that for
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every y ∈ [0, Ŵn(T(n))],
V ◦W−10 (y)− δn ≤ Vn ◦ Ŵ−1n (y).
As V̂n ◦ Ŵ−1n (y) is the greatest convex function below Vn ◦ Ŵ−1n (y), we must
have
V ◦W−10 (y)− δn ≤ V̂n ◦ Ŵ−1n (y) ≤ Vn ◦ Ŵ−1n (y),
for each y ∈ [0, Ŵn(T(n))]. Re-writing the above inequalities leads to
−δn ≤ V̂n ◦ Ŵ−1n (y)− V ◦W−10 (y) ≤ Vn ◦ Ŵ−1n (y)− V ◦W−10 (y) ≤ δn.
Taking the supremum over [0, Ŵn(T(n))] then yields
sup
y∈[0,Ŵn(T(n))]
∣∣∣V̂n ◦ Ŵ−1n (y)− V ◦W−10 (y)∣∣∣→ 0, (86)
with probability one. From (84), (86) and the continuity of V , we conclude
that
sup
t∈[T(1),T(n)]
∣∣∣V̂n(t)− V (t)∣∣∣ = sup
y∈[0,Ŵn(T(n))]
∣∣∣(V̂n − V ) ◦ Ŵ−1n (y)∣∣∣
≤ sup
y∈[0,Ŵn(T(n))]
∣∣∣V̂n ◦ Ŵ−1n (y)− V ◦W−10 (y)∣∣∣
+ sup
y∈[0,Ŵn(T(n))]
∣∣∣V ◦W−10 (y)− V ◦ Ŵ−1n (y)∣∣∣→ 0,
with probability one.
Proof of Lemma 11. The proof of the lemma follows closely the lines of proof
of Lemma 5.3 in [1] (see also Lemma 7.1 in [2]). First consider (69) in case
λ0 is nondecreasing. It will be shown that
P
(
max
|a|≤M1
n1/3
[
Ûλn (λ0(x0) + n
−1/3a)− x0
]
> M2
)
< ε, (87)
as the other part can be proved similarly. Because Ûλn (a) is nondecreasing,
the probability in (87) is equal to
P
(
n1/3
[
Ûn(λ0(x0) + n
−1/3M1)− x0
]
> M2
)
.
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The relationship between the inverse process Ûλn and the process Ẑ
λ
n defined
in (37), together with the fact that Ẑλn(0) = 0, implies that
P
(
n1/3
[
Ûλn (λ0(x0) + n
−1/3M1)− x0
]
> M2
)
≤ P
(
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
≤ 0, for some x ≥M2
)
.
(88)
By condition (42), there existsM0 > 0 such that, for any x ∈ [T(1), T(n)] with
|x − x0| ≤ M0, λ′0(x) > 0 and λ′0(x) is close to λ′0(x0). Take n−1/3x ≤ M0.
From (52) and (63),
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
= −n2/3Png(·, n−1/3x)−M1x+ R̂n(x),
(89)
where R̂n(x) = Øp(n
−1/6x) + o(x) + Ø(n−1/3x), by (54) and (64). Further-
more, for 0 < R ≤ M0, consider the class of functions GR defined in (60)
along with its envelope defined in (61). It has been determined in the proof
of Lemma 8 that GR is uniformly manageable for its envelope GR and that
PG2R = Ø(R), for 0 < R ≤M0. Thus, Lemma 4.1 in [3] states that for each
δ > 0, there exist random variables Sn = Øp(1) such that
|Png(·, n−1/3x)− Pg(·, n−1/3x)| ≤ δn−2/3x2 + n−2/3S2n, (90)
for n−1/3x ≤M0. Choose δ = λ′0(x0)/8 in the above inequality. It will result
that
−n2/3(Pn − P )g(·, n−1/3x) ≥ −1
8
λ′0(x0)x
2 − S2n.
Furthermore, by (42), (43) and (55),
−n2/3Pg(·, n−1/3x) = x
2
2Φ(β0, x0)
(
λ′0(x0 + θn)Φ(β0, x0 + θn)
+ [λ0(x0 + θn)− λ0(x0)] Φ′(β0, x0 + θn)
)
(91)
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for |θn| ≤ n−1/3x ≤ M0, where Φ′(β0, x) = ∂Φ(β0, x)/∂x. From the choice
of M0 and since λ
′
0(x0) > 0, we can find K > 0 such that for any x > K,
−n2/3Pg(·, n−1/3x)−M1x ≥ 1
4
λ′0(x0)x
2,
for n sufficiently large. We conclude that
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
= −n2/3Png(·, n−1/3x)−M1x+ R̂n(t)
= −n2/3(Pn − P )g(·, n−1/3x)− n2/3Pg(·, n−1/3x)−M1x+ R̂n(x)
≥ 1
8
λ′0(x0)x
2 − S2n + R̂n(x),
where R̂n(x) = Øp(n
−1/6x) + o(x) + Ø(n−1/3x) and the Øp, Ø and o terms
do not depend on x. It follows that for x ≥M2 > K,
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
≥ 1
8
λ′0(x0)x
2−S2n + oP (1),
(92)
where the oP term does not depend on x. Then, M2 can be chosen such
that
P
(
S2n ≥
1
8
λ′0(x0)M
2
2 + oP (1)
)
< ε,
for n sufficiently large. We find that
P
(
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
≤ 0, for some M2 ≤ x ≤ n1/3M0
)
≤ P
(
1
8
λ′0(x0)x
2 − S2n + oP (1) ≤ 0, for some M2 ≤ x ≤ n1/3M0
)
≤ P
(
S2n ≥
1
8
λ′0(x0)x
2 + oP (1), for some M2 ≤ x ≤ n1/3M0
)
≤ ε,
for n sufficiently large.
For n−1/3x > M0, we first show that
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
≥ Ẑn(n1/3M0/2) − n
1/3M1
Φ(β0, x0)
[
Ŵn(x0 +M0/2)− Ŵn(x0)
]
,
(93)
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with large probability, for n sufficiently large. Then,
P
(
Ẑn(n
1/3M0/2) − n
1/3M1
Φ(β0, x0)
[
Ŵn(x0 +M0/2)− Ŵn(x0)
]
≤ 0
)
can be bounded with the argument above. Lemma 5 and (79) yield that
V̂n(x0+M0/2) = Vn(x0+M0/2)+o(1), with probability one and by definition
Vn(x0 + n
−1/3x) ≥ V̂n(x0 + n−1/3x), for all x0 + n−1/3x ∈ [T(1), T(n)]. This
implies that
Vn(x0 + n
−1/3x)− Vn(x0 +M0/2)
≥ V̂n(x0 + n−1/3x)− V̂n(x0 +M0/2) + o(1),
≥ λˆn(x0 +M0/2)
(
Ŵn(x0 + n
−1/3x)− Ŵn(x0 +M0/2)
)
+ o(1),
(94)
using the convexity of V̂n. To show (93), note that by definition (37),
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(βˆn, x0)
]
−
[
Ẑ
λ
n(n
1/3M0/2)− n
1/3M1
Φ(β0, x0)
(
Ŵn(x0 +M0/2)− Ŵn(x0)
)]
=
n2/3
Φ(β0, x0)
[
Vn(x0 + n
−1/3x)− Vn(x0 +M0/2)
−
(
λ0(x0) + n
−1/3M1
)(
Ŵn(x0 + n
−1/3x)− Ŵn(x0 +M0/2)
) ]
≥ n
2/3
Φ(β0, x0)
[(
λˆn(x0 +M0/2) − λ0(x0)− n−1/3M1
)
×
(
Ŵn(x0 + n
−1/3x)− Ŵn(x0 +M0/2)
)
+ o(1)
]
=
n2/3
Φ(β0, x0)
[(
λ0(x0 +M0/2)− λ0(x0)− n−1/3M1 + o(1)
)
×
(
W0(x0 + n
−1/3x)−W0(x0 +M0/2) + o(1)
)
+ o(1)
]
> 0,
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for n sufficiently large, using (83) and the fact that λ0 and W0 are strictly
increasing and n−1/3x > M0. It follows that
P
(
Ẑ
λ
n(x)−
n1/3M1
Φ(β0, x0)
[
Ŵn(x0 + n
−1/3x)− Ŵn(x0)
]
≤ 0, for some x > n1/3M0
)
≤ P
(
Ẑ
λ
n(n
1/3M0/2)− n
1/3M1
Φ(β0, x0)
[
Ŵn(x0 +M0/2) − Ŵn(x0)
]
≤ 0
)
≤ ε.
This completes the proof of (87). The other part of (69) for a nondecreasing
λ0 is proven similarly.
For (70), in case of a nondecreasing λ0, by the same reasoning that leads
to (88) we first have
P
(
n1/3
[
U˜λn (λ0(x0) + n
−1/3M1)− x0
]
> M2
)
≤ P
(
Z˜
λ
n(x)−M1x ≤ 0, for some x ≥M2
)
.
Moreover, by (50),
Z˜
λ
n(x) = Ẑ
λ
n(x) + Øp(n
−1/2x1/2) + Øp(n
−1/6x) + Øp(n
−1/3),
where the Øp terms do not depend on x. Similar to (92), one obtains
Z˜
λ
n(x)−M1x ≥
1
8
λ′0(x0)x
2 − S2n + op(1),
forM2 ≤ x ≤ n1/3M0, where the op-term does not depend on x, which yields
P
(
Z˜
λ
n(x)−M1x ≤ 0, for some M2 ≤ x ≤ n1/3M0
)
≤ ε.
In the case x > n1/3M0, similar to (94), Theorem 5 and (27) yield
Λn(x0 + n
−1/3x)− Λn(x0 +M0/2) ≥ Λ˜n(x0 + n−1/3x)− Λ˜n(x0 +M0/2) + o(1)
≥ λ˜n(x0 +M0/2)(n−1/3x−M0/2) + o(1).
(95)
This leads to
Z˜
λ
n(x)−M1x ≥ Z˜λn(n1/3M0/2)−M1n1/3M0/2,
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from which we conclude
P
(
Z˜
λ
n(x)−M1x ≤ 0, for some x > n1/3M0
)
≤ ε.
This completes one part of the proof of (70) for a nondecreasing λ0. The
other part is shown similarly.
For (71), using that U˜fn is nonincreasing, similar to (88), we first have
P
(
n1/3
[
U˜fn (f0(x0) + n
−1/3M1)− x0
]
> M2
)
≤ P
(
Z˜
f
n(x)−M1x ≥ 0, for some x ≥M2
)
,
Next, according to (67), (50) and (64), we obtain
Z˜
f
n(x)−M1x = −(1− F0(x0))n2/3(Pn − P )g(·, n−1/3x)
− (1− F0(x0))n2/3Pg(·, n−1/3x)− 1
2
(1− F0(x0))λ0(x0)2x2 −M1x
+Øp(n
−1/3) + Øp(n
−1/2x1/2) + op(x) + op(x
2),
where the Øp and op terms do not depend on x and where Pg(·, n−1/3x) is
given in (91). Now, choose δ = −f ′(x0)/(8(1−F0(x0))) > 0 in (90), so that
according to Lemma 4.1 in [3],
−(1− F0(x0))n2/3(Pn − P )g(·, n−1/3x) ≤ −1
8
f ′0(x0)x
2 + S2n,
for n−1/3x ≤M0 and S2n = Øp(1). Furthermore, from (91) together with (68),
it follows that we can find a K > 0 such that for any x > K,
−(1−F0(x0))n2/3Pg(·, n−1/3x)−1
2
(1−F0(x0))λ0(x0)2x2−M1x < 1
4
f ′0(x0)x
2,
for n sufficiently large. Similar to (92) we have for x ≥M2 ≥ K,
Z˜
f
n(x)−M1x ≤
(
1
8
f ′0(x0) + op(1)
)
x2 + S2n + op(1),
where the op terms do not depend on x, which leads to
P
(
Z˜
f
n(x)−M1x ≥ 0, for some M2 ≤ x ≤ n1/3M0
)
≤ ε,
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for n sufficiently large. In the case x > n1/3M0, first, similar to (27), we can
obtain that for any 0 < M < τH ,
sup
x∈[0,M ]
∣∣∣F˜n(x)− F0(x)∣∣∣ ≤ sup
x∈[0,M ]
|Fn(x)− Λ0(x)| ,
which then similar to (95) together with Corollary 1 yields
Fn(x0 + n
−1/3x)− Fn(x0 +M0/2) ≤ F˜n(x0 + n−1/3x)− F˜n(x0 +M0/2) + o(1)
≤ f˜n(x0 +M0/2)(n−1/3x−M0/2) + o(1).
(96)
This leads to
Z˜
f
n(x)−M1x ≤ Z˜fn(n1/3M0/2)−M1n1/3M0/2,
from which we conclude
P
(
Z˜
λ
n(x)−M1x ≥ 0, for some x > n1/3M0
)
≤ ε.
This completes one part of the proof of (71). The other part is shown
similarly.
Finally, the proof of (69) and (70) in the case of a nonincreasing λ0 is
along the lines of the proof of (71), combined with arguments used for the
proof of (69) and (70) in the nondecreasing case.
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