Abstract-We describe a system for the detection of mentions of protein-protein interactions in the biomedical scientific literature. The original system was developed as a part of the OntoGene project, which focuses on using advanced computational linguistic techniques for text mining applications in the biomedical domain. In this paper, we focus in particular on the participation to the BioCreative II.5 challenge, where the OntoGene system achieved best-ranked results. Additionally, we describe a feature-analysis experiment performed after the challenge, which shows the unexpected result that one single feature alone performs better than the combination of features used in the challenge.
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INTRODUCTION
A S a way to cope with the constantly increasing generation of results in molecular biology, some organizations maintain various types of databases that aim at collecting the most significant information in a specific area. For example, UniProt/SwissProt [1] collects information on all known proteins. MINT [2] and IntAct [3] are the databases collecting protein interactions. Most of the information in these databases is derived from the primary literature by a process of manual revision known as "literature curation."
Typically, a text mining system is designed to locate relevant information within a given text collection (e.g., the PubMed database of biomedical literature), not only by finding relevant articles (which is the task of information retrieval systems), but also by extracting very specific information of interest to the user, such as, for example, protein-protein interactions (PPI). 1 Text mining systems are based on a variety of different approaches, ranging from simple bag-of-words techniques to more complex natural language approaches, with various degrees of success.
The work presented here is part of a larger effort undertaken in the OntoGene project [6] aimed at improving biomedical text mining through the usage of advanced natural language processing techniques. The results of the entity detection feed directly into the process of identification of protein interactions. Our approach relies upon information delivered by a pipeline of NLP tools, including sentence splitting, tokenization, part of speech tagging, term recognition, noun and verb phrase chunking, and a dependency-based syntactic analysis of input sentences [7] , [8] . The syntactic parser [9] takes into account constituent boundaries defined by previously identified multiword entities. Therefore, the richness of the entity annotation has a direct beneficial impact on the performance of the parser, and thus, leads to better recognition of interactions [10] .
There have recently been numerous results showing the potential of dependency-based language analysis for text mining. Pyysalo et al. [11] describe a manually annotated corpus, which includes a dependency-based analysis of each sentence. Clegg and Shepherd [12] use dependency graphs in order to benchmark four publicly available natural language parsers. Fundel et al. [13] describe a large-scale relation mining application based upon the Stanford Lexicalized Parser.
In this paper, we first describe in Section 2 the overall architecture of our text mining system. We then present in Section 3 the results obtained in the recent BioCreative II.5 competition. Additionally, in Section 4, we briefly sketch how the system could be used in the curation process.
THE ONTOGENE TEXT MINING SYSTEM
In this section, we provide an overall description of the OntoGene text mining environment, with a specific focus on its application to the detection of PPI. In Section 2.1, we explain the process used to automatically annotate different types of entities, and ground them to reference identifiers (IDs). In Section 2.2, we illustrate how we collect information about the focus organisms mentioned in the articles and how we use it to disambiguate protein mentions. In Section 2.3, we describe our approach to the detection of interactions among entities (proteins in particular).
Detection and Grounding of Domain Entities
In this section, we describe our approach to the problem of detecting names of relevant domain entities in biomedical literature (we consider, in particular, proteins, genes, species, experimental methods, and cell lines) and grounding them to widely accepted IDs assigned by four different knowledge bases: UniProt Knowledgebase [14] , National Center for Biotechnology Information (NCBI) Taxonomy [15] , Proteomics Standards Initiative Molecular Interactions Ontology (PSI-MI) [16] , and Cell Line Knowledge Base (CLKB) [17] . The term tagger uses a large term list (1,688,224 terms) that is compiled on the basis of the entity names extracted from the mentioned knowledge bases. This resulting list covers the common expression of the terms. A term normalization step is used to match the terms with their actual representation in the text, taking into account a number of possible surface variations. Finally, a disambiguation step resolves the ambiguity (i.e., multiple IDs proposed by the annotator) of the matched terms [18] .
Using the described term list, we can annotate biomedical texts in a straightforward way. First, in a preprocessing stage, the input text is transformed into a custom XML format, and sentences and tokens boundaries are identified. For this task, we use the LingPipe [19] tokenizer and sentence splitter, which have been trained on biomedical corpora. The tokenizer produces a granular set of tokens, e.g., words that contain a hyphen (such as "Pop2p-Cdc18p") are split into several tokens, revealing the inner structure of such constructs, which would allow to discover the interaction mention in "Pop2p-Cdc18p interaction." Tagging of terms is performed by sequentially processing each token in a sentence and, if it can start a term, annotate the longest possible match (partial overlaps are excluded). In the case of success, all the possible IDs (as found in the term list) are assigned to the candidate term. The annotator ignores certain common English function words (we use a list of 50 stop words), as well as figure and table references (e.g., " Fig. 3a " and " Table 4" ).
In previous applications of IE techniques to biomedical literature [20] , [7] , we found that simple techniques for the generation of variants of the known names significantly enhanced the recall of the application. In order to account for possible surface variants between the terms in the term list and the token sequences in the text, a normalization step is included in the tagging procedure. The same normalization is applied to the known terms of the term list and to the candidate terms in the input text, so that a matching between variants of the same term becomes possible despite the differences in the surface strings. In case that the normalized strings match exactly, the input sequence is annotated with the IDs of the matching term. Our normalization rules are similar to the rules reported in [21] , [22] , [23] .
A marked up term can be ambiguous for two reasons. First, the term can be assigned an ID from different term types, e.g., a UniProtKB ID and a PSI-MI Ontology ID. This situation does not occur often and usually happens with terms that are probably not interesting as protein mentions. We disambiguate such terms by removing all the UniProtKB IDs, similarly to what was done in [24] . Second, the term can be assigned several IDs from a single type. This usually happens with UniProtKB terms and is typically due to the fact that the same protein occurs in many different species. One way to disambiguate such protein names is to apply knowledge about the organisms that are most likely to be the focus of the experiments described in the articles. We have described in [25] an approach to create a ranked list of "focus" organisms. We use such a list in the disambiguation process by removing all the IDs that do not correspond to an organism present in the list. Additionally, the scores provided for each organism can be used in ranking the candidate IDs for each entity. Such a ranking is useful in a semiautomated curation environment, where the curator is expected to take the final decision. However, it can also be used in a fully automated environment as a factor in ranking any other derived information, such as interactions where the given entity participates.
Identifying Focus Organisms
The task of organism recognition is only recently starting to emerge as an independent subtask in biomedical IE. For example, the 2006 BioCreative competitive evaluation of text-mining system for biology [26] included a task of PPI detection [27] . Although organism recognition was not officially evaluated, many participants found that it was an indispensable step in order to perform accurate protein recognition and disambiguation. As a consequence, the BioCreative metaserver [28] offers organism recognition as one of its services (called "TX task"). Among the participants in BioCreative, Alex et al. [29] and Rinaldi et al. [7] describe explicitly the contribution of organism recognition for the disambiguation of protein mentions. Wang and Matthews [23] perhaps provide the most comprehensive study to date dealing with species disambiguation for term disambiguation. The authors combine a rule-based species disambiguation approach with a maximum entropy classifier based on contextual features of the term to be disambiguated. They evaluate in detail the contribution of both approaches over two separate corpora. Our approach can be described briefly as 1) find all explicit mentions of organisms either by their scientific or "common" names and 2) count these mentions and combine the resulting numbers with a simple use of statistics to arrive at a ranked list or a simple set of organisms, which can be used, among other things, to disambiguate protein names in the article under investigation.
The source of information about the organism is the NCBI taxonomy, which includes entries for 319,661 different organisms, and provides common and scientific names for all of them, for a total of 619,325 names. As most of these organisms are unlikely to ever occur in biomedical literature, we decided to restrict our interest to the organisms for which at least one UniProt entry exists, leading to a set of 31,733 names for 11,444 organisms. The organism names are stored in a simple database together with all other entities, as described in the previous section.
Once all organisms mentioned in an article have been annotated, this information can be used to construct a ranked list of organisms according to the number of mentions, which, in turn, can serve for disambiguation purposes. A higher weight (set heuristically) is given to mentions in the abstract, and the mention counts are further balanced using frequencies derived from manually curated databases. These balanced weights play a crucial role in adapting the ranking to the particular purpose to which it is tailored. For example, if the purpose of the ranked list of organisms is to serve for protein disambiguation, then the weights should be derived from a database, which relates protein mentions to the papers in which they appear. In particular, for the task of detecting protein interactions, our weights were derived from the IntAct and MINT databases. For more details (including the setting of the weights) and a separate evaluation of the TX task using the IntAct data set as a gold standard, see [25] . Additional care should be taken to consider only the information that is relevant for the specific task. For example, both IntAct and MINT contain references to organisms mentioned as source of the interacting proteins or as hosts for the experiments. If the latter information is not filtered out, results will be skewed.
Detection of Protein Interactions
Using the information concerning mentions of relevant domain entities, derived as described in Section 2.1, and their corresponding unique IDs obtained by the process of disambiguation described in Section 2.2, it is possible to create candidate interactions. In other words, the co-occurrence of two entities in a given text span (typically a sentence, or observation window) is an indication of a potential relationship among those entities. However, using simple cooccurrence leads to low-precision extraction of interactions. In order to obtain better precision, it is necessary to take into account the syntactic structure of the sentence, and other structural information. In this section, we describe the approach we have adopted for one specific case of relation extraction, namely protein interaction detection.
Manually Augmenting the GENIA Corpus
We use the GENIA corpus [30] , augmented by manual decisions, as a training corpus for the interaction detection task, based on an approach described in [31] . We use more features, however, and have set the feature scores to optimize on the BioCreative training data. The GENIA corpus has been parsed with our state-of-the art dependency parser, which has been adapted to and evaluated on the biomedical domain [32] , [9] , [33] . An example of a syntactic tree generated by processing one sentence with our parser can be seen in Fig. 1 .
After parsing, we collect all syntactic connections that exist between all the terms as follows: For each term coocurrence, i.e., two terms appearing in the same sentence, a collector traverses the tree from one term up to the lowest common parent node, and down the second term, recording all intervening nodes . An example of such a traversal can be seen in Fig. 2 . Such traversals have been used in many PPI applications [34] ; they are commonly called tree walks or paths. If one records all the information that an intermediate node contains, for example, its lexical items and subnodes, the path would be extremely specific, which leads to sparse data, and hence, a recall problem for most applications. If one only records the grammatical role labels, the paths are too general, which leads often to a precision problem. We record the head lemma 2 of the top node, and the grammatical labels plus prepositions connecting all intervening nodes. We split the path into a left and a right half on either side of the top node. 2. The term "lemma" refers to the base form of a given word. For example "man" for "men," or "run" for "ran."
The path is treated as a single feature, unlike in similar approaches, e.g., [34] , where a support vector machine based on a kernel with fragments of the paths between two proteins is used. Each pattern consists of two vertices and their intermediate edge (vertex walk), and of two edges and their common vertex (edge walk). While this approach alleviates the sparse data problem, it does not take into consideration that many semantic configurations are not local, as they depend on considerably larger tree fragments. We suggest to use a single feature consisting of the entire path, but using only little lexical information and linguistic insights to shorten the paths. In Landeghem et al. [35] , each vertex walk and each edge walk leads to two features; on the one hand, a lexical feature containing words, and on the other hand, a syntactic feature containing tags. The lexical features are very sparse, as predicted by Zipf's law [36] . There is a small closed class of lexical items that is crucial to syntax [37] , [38] , namely prepositions, which we have thus introduced into the path. But also the syntactic features are potentially sparser than what is linguistically meaningful, as they contain tags. A subject relation, for example, is mostly between a noun and a verb. Since there are four noun tags and almost a dozen verb tags, sparseness is inflated. Our paths are also shorter and less sparse than in many other representations, because our syntactic graphs are based on chunks. We discuss in the next section some linguistic insights that allow us to further reduce data sparseness by shortening paths. Only a minority of the paths extracted by the method just introduced actually express a biomedical interaction. The decision to classify the paths observed in the training data as positive or negative is taken manually, as described in the following section.
Type-Based Manual Annotation
Ideally, one should classify every individual co-occurrence of two terms in the entire corpus. Since we did not have the resources to conduct such a large-scale, token-based annotation, we have opted for a type-based annotation at the level of the extracted paths. If our working assumption holds that these paths are a useful level of abstraction, our typewise annotation offers a useful middle ground in the trade-off between tokenwise annotation and unsupervised machine learning. We have discarded singletons, i.e., paths only appearing once in GENIA, since they are too sparse and often arise from parsing errors. The frequency-ranked list of paths tails off sharply, indicating a Zipfian distribution, more than half of all paths are singletons.
We manually annotated about 3,000 paths that appear at least twice. Each decision, i.e., whether the target path expresses a relation ("yes") or not ("no"), was based on at least three example sentences containing the target path (except for paths that only appeared twice in GENIA). As an example, consider the path "interact([subj,modpp-of],[pobjwith])" in Fig. 2 . We manually classified 309 paths as "yes." During the annotation, we observed that there are relatively few paths for which the example sentences suggested diverging decisions. We also observed that many paths express subset relations, for example, "A is a B protein," where "A" is a subset of "B." We have decided to annotate these cases with a third class in addition to "yes" and "no," saving them for future ontology applications. Additionally, we noticed that in many sentences, one of the interactors is embedded in a noun group in a way that the whole sentence, albeit not directly expressing the interaction, indirectly implies it, or can be paraphrased as to imply the interaction. For example, the sentence "A activates groups of B" typically implies that "A activates B," or "A blocks activation of B" implies that "A blocks B," whereas "A activates C, which has a binding site for B" does not express that "A activates B." There is a large set of words like group and activation, for which we have adopted the term transparent words.
All the words intervening inside a path are candidates for being transparent words. For each word appearing inside a path, we calculate a score, which divides its frequency inside a path by its total frequency. Words above a threshold are treated as transparent in the application phase. Depending on the threshold, our transparent words resource contains between 100 and 800 words.
Reducing Sparse Data in the Application Phase
Let us now turn to the application phase. The paths that are extracted from GENIA, as we have just described, can directly be used for PPI detection. For example, in the sentence shown in Fig. 1 , a pattern with the decision "yes" exists for the relation between Tim18 and Tim12, i.e., the pattern with top node coimmunoprecipitate, left path [subj] and right path [pobj]. Although we have constructed the paths in a way that aims to reduce sparseness, and although we have used a corpus-based annotation method instead of introspective creation of hand-crafted rules, recall is poor when the patterns are applied directly.
Sparse data problems can be reduced significantly by applying the transparent words resource that we have created. We have discussed that in an example sentence in Fig. 1 , a pattern directly reports the relation between Tim18 and Tim12, but the others are missed. If no path from the annotation phase (as described in Section 2.3.2) between two proteins that co-coccur in the same sentence exists, we cut the conjunction relation (which has no semantic content) in a backoff step: 3 "portion of Tim54" now appears at the same level as Tim12. At this stage, the relation between Tim18 and Tim54 is still missing. In a further backoff step, the transparent words are cut, in this example, "portion" and "all," which has the effect that Tim54 appears at the same level as Tim12. Now, the pattern that reported the relation between Tim18 and Tim12 without backoff, also finds the relation between Tim18 and Tim54. The sequence of backoff steps that leads to the assignment of a score to each candidate interaction is illustrated in Fig. 3 .
We use the following three surface patterns as an ultima ratio backoff step. Each pattern consists of two proteins (A and B) and a keyword (a verb or a relational noun, typically a nominalized verb):
. A c{n} verb c{n} B e.g., "A interacts with B"
3. The term "backoff" refers in this context to a relaxation of the matching criteria for syntactic paths [39] . In Fig. 3 , backoff steps are represented by "else" clauses. While using very specific syntactic paths leads to a very high precision, their recall is going to be poor. Since not all the possible useful syntactic paths will be present in the training data ("sparse data problem"), the results will be limited. By relaxing some of the constraints, the recall will increase, possibly at the expense of precision.
. noun c{q} A c{r} B e.g., "association between A and B" . A c{q} B c{r} noun e.g., "A-B binding" The distance between the verb or noun and the arguments is restricted to a maximum number of syntactic chunks (c), given by the parameter n, with q þ r < n (we obtained best results with n ¼ 3). 4 The keywords are based on manually created list of interaction verbs and nominalizations. These surface patterns typically achieve relatively good precision, but insufficient recall. If observation windows are large, recall increases but precision drops.
EVALUATION: BIOCREATIVE II.5
As a way to verify the quality of the approach previously described, we decided to participate in the PPI task of the BioCreative II.5 competitive evaluation. We added further term resources to boost recall, and extended the backoff chain, including WordNet synsets [40] 5 and training data from the BioNLP shared task [41] . We noticed that precision is quite low because the task includes the difficult distinction between novel and background interactions: the only interaction, which are considered relevant are those reported in the target article as results of the experiments performed by the authors, and any other interaction mentioned in the paper has to be discarded. Inspecting the test data showed us that, where both terms are grounded correctly, recall is quite high, and that most of the remaining missed interactions cannot be found without several logical inference steps, or they involve several sentences, which means that they are beyond the scope of our current approach, and that we could hardly improve recall. In order to increase precision, we have added further features and reweighted their scores, as we describe in the following.
Features for Ranking Candidate Interactions
The candidate interactions, generated as described in the previous section, have been ranked according to a combination of the following five features:
1. Syntactic path: This feature depends on the syntactic path between two proteins A and B belonging to a candidate interaction. The value of the feature is set to the value returned by the function scoreP airðA; BÞ as illustrated in Fig. 3 . For more details, see [31] .
Known interaction:
Interactions that are already reported in the IntAct and MINT databases receive a low score. The older the entry data in the database, the lower the score. 3. Novelty score: On the basis of linguistic clues (e.g., "Here we report that. . . "), we attempt to distinguish between sentences that report the results detected by the authors from sentences that report background results. Interactions in "novelty" sentences are scored higher than interactions in "background" sentences. 4. Zoning: The abstract and the conclusions are the typical places for mentioning novel interactions, 4. The syntax c{n} indicates that a maximum number of "n" constituents of type c (syntactic chunks) are allowed to occur at this position in the text matched by the pattern.
5. WordNet is a wide-scale lexical resources which defines sets of synonymous words (called "synsets"). By considering one word in a synset as replaceable by any other word in the same synset, we obtain a generalization of a given syntactic pattern. This introduces an additional "backoff" level to our procedure.
6. The logic behind this feature is that interactions that are already reported in a reference database are less likely to be the focus of novel research. While recently reported interactions might still be the main focus of experimental research, the older they are, the less likely this becomes.
whereas the introduction and methods section are less likely and get lower scores. 5. Pair salience: Proteins that are mentioned frequently in an article are more likely to participate in a relevant interaction than proteins that are mentioned only once. We use the following simple calculation to assign a value to this feature:
fðproteins in articleÞ (where fðxÞ stands for the number of occurrences). The weights of each feature are currently set heuristically, and we intend to explore ways to optimize them at a later stage. The scores of each feature are multiplied, and the total score of a PPI is the sum of its occurrences. The result is then normalized to the range [0,1] with the following formula: logðscoreÞ=logðmaxscoreÞ. 7 The value of this score is then used for ranking the candidate interactions. A low threshold can then be used to remove the least promising candidates, leading to an increase in precision at the cost of a minimal loss of recall. The organizers of the BioCreative II.5 competition have adopted as official scoring criteria the AUC of the iP/R graph [42] , which is an indication of the quality of the ranking of the results. In many applications, what is most important to the end user is to be able to get quickly at the relevant information. A good ranking of the results is therefore of more practical relevance than optimal P/F/R scores.
Official Results
Our official results in BioCreative are shown in Table 1 . Due to limited resources, we could not implement in time the client-server framework necessary to participate in the online competition, so all our results were generated offline. However, this does not mean that our approach is computationally inefficient. 8 On the contrary, according to information provided by the organizers, we were the first group to deliver results, within a couple of hours of receiving the data. However, due to the discovery of a bug in our system, we asked the organizers to discard our first two submissions without evaluation (marked as "i" in the table), and we continued with the submission of further five runs, all within five days of receiving the training data. We could not make full use of the two weeks allocated to offline submissions due to other commitments of the project members. Among the five official submissions, two are marked as "s" (for "semiautomated"), since we decided to experiment with manual revision of the results of the system, as allowed by the rules of the competition (more details on this point in Section 4). Our best fully automated macro-AUC score is 0.187 (run6) 9 and our best semiautomated macro-AUC score is 0.223 (run7s). On the training data, our best fully automated macro-AUC score was 0.220.
After the end of the competition, we were able to allocate some extra resources to the implementation of the clientserver framework, and thus, join the BioCreative metaserver. Currently, the online version of our system is equivalent to the system used for "run6" in the competition. While in this competition, no distinction was enforced between fully automated and semiautomated systems (and therefore, our "run7" can rightly be considered as the "best" submission), it is advisable in the future to have separate tracks, as indeed it will be implemented for the next BioCreative competition.
Feature Analysis
In order to verify the contribution of each feature, we recently performed a "feature ablation" experiment, in which we recomputed the results, deselecting, in turn, each of the five features. As can be seen from the results (Table 2) , 10 the performance (precision, recall, and F-score) is a little lower when feature 2, 3, or 4, is removed; it drops considerably without feature 1, and much more without feature 5. It is also interesting to notice that the removal of feature 2 leads to a significant improvement in the AUC measure. These results indicate that feature 1 and feature 5 play a major role, while feature 2 might have a negative impact on the ranking of the results. As a way to further analyze these results, we performed another experiment, similar to the above, in which, however, all but one feature were deselected, i.e., each feature was active alone. In other words, we compare the results obtained using only one of the five features described above with the results obtained using all of them (referred to as "standard model"). The results on the test documents for precision, recall, F-score, and AUC (macroaverages) are listed in Table 3 . 7. The reason behind using the log of the values is that it gives a much better distribution of the scores, even if, purely for ranking purposes, its usage would not be necessary.
8. The average processing time was 35.2 seconds per article, on a quadcore linux server (AMD Opteron, 2.2 GHz). The test set (600 articles) was split into two halves, which were processed in parallel on two separate machines.
9. Another perhaps interesting observation is that the only difference between run4 and run6 (both fully automated), is that in the former we included the Trembl section of UniProt in our terminological database, while in the latter we omitted it. These perhaps counterintuitive results can be explained by observing that we have used a strong "excess ambiguity" filter, which removes any term tag which has ambiguity above a predefined threshold. In the case of run4, a higher number of possibly useful automatic annotations fall victim of this threshold, and are thus no longer available for the generation of candidate interactions, thus lowering the overall scores.
10. "standard" corresponds to run6. The minor differences in the scores are due to different versions of the scoring tool used for the competition and in the experiments described in this section.
We observe that the model "feature 1 only" shows a considerably lower performance than the standard model; features 2 to 4 an even lower performance. Feature 5, however, shows a performance that is similar to, even slightly better than the standard model. Feature 5 is in essence a Term frequency inverse document frequency (TFIDF) salience measure which is often used for document classification. It measures how often the protein pair candidates appear in the text as a whole, normalized by the total number of proteins in the text. Candidate interactions are established with the usual syntactic filter, but only the weight of feature 5 is used.
These results lead to the somewhat surprising conclusion that feature 5 alone provides an essential contribution, and the combination with the other features is actually detrimental. However, because the generation of candidate interactions is still based on the occurrence of a syntactic path (as used for feature 1), we have also conducted an experiment in which only the surface patterns are used (surface patterns are presented in Section 2.3.3, and used as the last backoff the algorithm previously presented in Fig. 3 ). The performance that we obtained (see "surface only" in Table 4 ) is virtually the same as with the full model; precision is a bit higher and recall a bit lower and the resulting F-score is slightly better-in fact, this is the best F-score we observed. As the surface patterns seem to perform very well, we next tried a version which uses a different backoff ordering: first, the surface patterns (which have high precision, but lower recall), then the syntactic patterns (which have lower precision, but high recall) are used. The results are almost identical to the original backoff ordering.
In order to test if feature 5 performs equally well if only the surface patterns are used, we have run a version which uses "feature 5 alone" and "surface only" (see "feature 5 only, surface" in Table 4 ). This version gets the best precision observed, but recall is quite low, further aggravating the disadvantage of the surface patterns. The fact that feature 5 on its own performs better than any other feature remains noteworthy. Feature 5 only, based on syntax, has also the best AUC iP/R. Further experiments revealed that some of the syntactic backoff levels harm precision while they do not increase recall on the test set. We obtained better results on the test set when removing the BioNLP, WordNet, and arbitrary new word backoff steps (reduced syntax backoff in Table 4 ). This is the model with the best recall. Table 4 shows the macroperformance of these models, in comparsion to the standard and the feature 5 only model. We would like to point out that although the surface only model has the highest F-score and may thus seem the best model, it has quite low recall: only 37 true positives (surface only) and 36 true positives (surface only and feature 5 only), as opposed to 43 or 44 true positives in the other models in Table 4 . The difference of only one true positive between most models also indicates that the number of counts is so low that standard fluctuations, especially for recall, may be high.
These results lead us to the conclusion that simply counting the redundancy of the candidate proteins occurrence, as feature 5 does, seems to be one of the best methods for ranking candidate protein pairs. Due to the many repetitions of the core interactions, chances that at least one of them can be retrieved with a surface method are very high (this explains the good performance of the surface backoff). Another interesting conclusion that can be drawn from the results presented in Table 4 is that syntactic methods do provide a beneficial contribution. For a semiautomated annotation scenario, which is one of our goals, improved recall is often more useful than increased precision.
DISCUSSION: TEXT MINING TOOLS IN A SEMIAUTOMATED CONTEXT
In a task such as extraction PPI, the results of text mining systems are at present not yet sufficient to warrant their usage in a fully automated environment; however, we believe that they are already at a level where they could be used profitably within a semiautomated context, for example, as support tools for literature curation. In order to test this hypothesis, we conceived the possibility of submitting a number of semiautomated runs to the BioCreative competition, since the rules allowed for them (provided they were declared as such). Initially, we had the ambitious goal of allowing an expert to manually validate all the interaction candidates generated by the system, and we devised an interface that would render that possible even within the limited time frame of the competition. However, due mainly to unavailability of the expert during the official test window, we had to resort to a more limited type of semiautomated experiment. On the basis of our participation in the previous BioCreative competition, we observed that the main source of errors that could be easily corrected was the organism-based disambiguation of protein mentions. In BioCreative II.5, we decided to verify this hypothesis in Simon Clematide is currently a senior researcher at the Institute of Computational Linguistics at the University of Zurich. He studied German linguistics, informatics, and philosophy and works in the field of natural language processing since 1997. His main topics of research are automatic text analysis, German morphology and syntax, finite state methods, named entity recognition, Web-based language services, and interdisciplinary applications of language technology.
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