Introduction
We consider the symmetric saddle point problem: 
where A ∈ R n×n is symmetric positive definite, B ∈ R m×n (m ≤ n) is of full row rank, and C ∈ R m×m is symmetric positive definite, and f ∈ R n and g ∈ R m are two column vectors. Linear systems of the form (1) have widely applications in fluid dynamics, it results from the mixed finite element approximation of Stokes problem describing a slow incompressible viscous flow [1] [2] [3] [4] . System (1) also arises from the 3-D coupled consolidation equation for modeling the displacement and pressure field of saturated porous media [5] .
Since the coefficient matrix of eq. (1) is often large and sparse, iterative methods are more attractive than direct methods for solving system (1) . In previous decades, a number of effective iterative methods have been discussed in the literature, such as Uzawa-type methods [6] [7] [8] , SOR-like methods [9] , HSS-type methods [10] , and preconditioned Krylov subspace iteration method [11] . As a classical iteration method, Uzawa method has been paid many attentions to. Due to their simple implementation and minimal memory requirement, Uzawa-type algorithms are very suitable for solving the large and sparse saddle point problem [6] [7] [8] 12] . The efficiency of Uzawa-type algorithms depend on the choice of preconditioners and relaxed parameters. In this paper, we propose a strategy for choosing the preconditioners in the inexact Uzawa algorithm, which results in a special parameterized inexact Uzawa method (GPIUS). The sufficient conditions for the convergence of this special algorithm are given. Finally, a numerical example arising from stokes problem is provided to verify the efficiency of the GPIUS. Notations. In the rest of this paper, R m×n denotes the space of real m×n matrix. For any matrix X ∈ R m×n , X T stands for its transpose. The norm ‖‖ 2 is 2-norm of a vector or matrix. Besides, diag(a, b) denotes the diagonal matrix with diagonal elements a and b, and tridiag(a, b, c) represents the tridiagonal matrix with subdiagonal a, diagonal b, and superdiagonal c.
The special parameterized inexact Uzawa algorithm
Theoretically, (1) is equivalent to:
Consider the following matrix splitting A = M -N with:
where P ∈ R n×n and Q 2 ∈ R m×m are prescribed symmetric positive definite matrices, and Q 1 ∈ R m×n is an arbitrary matrix. Based on the splitting (3), Zhou and Zhang [13] proposed the following generalized parameterized inexact Uzawa (GPIU) algorithm.
Algorithm GPIU
The matrices P and Q 2 can be seen as the approximations of A and the Schur complement S = BA -1 
B
T + C, respectively. By choosing different parameterized matrices in GPIU, it covers the preconditioned Uzawa method [9] , the inexact Uzawa method [7] and the parameterized inexact Uzawa method [6] .
In order to further improve the convergence of GPIU, we consider Q 1 = (ωI + τQ 2 )B with ω and τ ∈ R, and obtain the following special parameterized inexact Uzawa method.
Algorithm GPIUS
We note that GPIU-S is the inexact Uzawa method in [14] if C = 0.
Convergence analysis of GPIUS
One can easily verify that the iteration matrix of GPIUS reads as:
To guarantee the convergence of GPIUS, it requires that the spectral radius of T is less than one, i. e. ρ(T) < 1. So we need to estimate the eigenvalues of the matrix T. In the following section, we consider the generalized eigenvalue problem:
where λ is an eigenvalue of T, and (u
T is the corresponding eigenvalue vector. We focus on considering the eigenvalue analysis for T when C = δQ 2 with δ ≥ 0. In order to illustrate the convergence of GPIUS, we show a preliminary lemma in [15] . [ ]
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We show the convergence results based on the following two cases, one is λ = 1 -δ, and the other is λ ≠ 1 -δ.
We first consider the simple case when λ = 1 -δ. If λ = 1 -δ, (7) reduces to 
By substituting eq. (9) to eq. (7), we have: 
Numerical experiments
In this section, we test a simulated saddle point problem to show the effectiveness of the GPIUS method. All the numerical computations are performed by MATLAB 2014 on PC with an Intel Core 2 Duo CPU, 2.4 GHz, and 8 GB RAM.
The Stokes problem is given by:
with the vector-valued velocity, u, and the scalar pressure function, p, over the square domain Ω = (0.1)×(0,1). We set u = 0 on the boundary of Ω, and let
. By discretizing (12) with the upwind scheme, we obtain the linear system (1) with: 
is the residual vector of system (1) in the i th iteration. We provide two strategies for setting the preconditioner P. In the first case, the preconditioner P is set as P = A + γQ, where γ > 0, and Q is symmetric positive definite. The matrix Q is defined in the following two ways: (a) Q = diag(A); (b) Q = tridiag(A). The preconditioner P is chosen as P = γRR T in the second case (denoted by C), where R results from the incomplete Cholesky factorization of A with the drop tolerance 0.01 [16] . The preconditioner Q 1 is determined by Q 1 = (ωI + τQ 2 )B with Q 2 satisfying C = δQ 2 . Table 1 shows the parameters of the previous preconditioners for the considered grids. Table 2 lists the iteration numbers, CPU times, and the relative errors ||r i || 2 /||r 0 || 2 of the tested algorithms. We see that GPIU-S works well for this example. Specially, the algorithm GPIU-S with Q = tridiag(A) performs better than the GPIU-S with Q = diag(A). Figure 1 plots the error curves of the algorithm GPIUS when m = 64 or 128, respectively. fig. 2 . We see that GPIUS with inexact solves works better than GPIUS with exact solves. In particular, GPIUS with Q = diag(A) works better than GPIUS with tridiag(A) when the inexact solves are used. 
Conclusion
This paper focuses on solving the symmetric saddle point problem by a special parameterized inexact Uzawa method. We give the convergence analysis of this special Uzawa algorithm. Numerical results show that GPIUS is efficient for solving the symmetric saddle point problem. However, it still remains an open problem that how to choose the optimal parameters such that the total computational cost of GPIUS can be as small as possible. We will investigate this topic in our future work.
