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JANTZEN COEFFICIENTS AND SIMPLICITY OF
GENERALIZED VERMA MODULES
WEI XIAO AND AILIN ZHANG*
Abstract. The main purpose of this paper is to establish new tools in the
study of Op. We introduce the Jantzen coefficients of generalized Verma mod-
ules. They come from the Jantzen’s simplicity criteria for generalized Verma
modules and have a deep relation with the structure of Op. We develop a
reduction process to compute those coefficients by considering basic gener-
alized Verma modules. These modules are induced from maximal parabolic
subalgebras and have maximal nontrivial singularity. The classification of such
modules is also obtained in this paper. As the first application of our results,
we give a refinement of Jantzen’s simplicity criteria for generalized Verma
modules.
1. Introduction
Many interesting representations of Lie groups and Lie algebras can be studied
through the category O introduced by Bernstein-Gelfand-Gelfand [BGG]. Rocha
[R] initiated the study of the category Op as a natural generalization of O. The
Koszul duality [S, BGS, B], which reveals a hidden parabolic-singular duality of
blocks in Op, makes Op an interesting object of study in its own right.
The Jantzen coefficient comes from the Jantzen’s simplicity criteria for general-
ized Verma modules ofOp. It is closely related to Jantzen filtration [HX] and leading
coefficients (the µ-functions [KL]) of Kazhdan-Lusztig polynomials [X2]. One goal
of this paper is to establish necessary results about it for studying related topics,
such as simplicity criteria of generalized Verma modules [J, He, HKZ, BX1, BX2],
homomorphism between generalized Verma modules [Bo, BC, BEJ, L1, L2, M1,
M2, M3, X1] and representation types of the blocks of Op [BN, P2] and so on.
The Jantzen coefficient turns out to be quite a useful tool in the study of Op,
with which we get a refinement of Jantzen’s simplicity criteria in this paper. In
[HXZ, X2], it is used to completely solve the open problem about blocks of Op
(see [ES, BN, Br, P1] or §9.15 in [H3]). Combined it with a generalized Jantzen
sum formula [HX], we are able to efficiently determine radical filtrations of many
generalized Verma modules. We will also use it to give representation types of
blocks in Op[XZ].
Now we describe our main idea and related results of this paper. Let g be a
complex semisimple Lie algebra. Suppose that p ⊃ b ⊃ h is a standard parabolic
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subalgebra of g containing a fixed Borel subalgebra b and a fixed Cartan subalgebra
h. Let Φ be the root system of (g, h) with the positive system Φ+ and the simple
system ∆ corresponding to b. Let W be the Weyl group of Φ. Note that the
parabolic subalgebra p = l ⊕ u is determined by a subset I ⊂ ∆, where l is the
Levi subalgebra and u is the nilpotent radical. In particular, the subsystem ΦI
generated by I is the root system of (l, h). Set
Λ+I := {λ ∈ h
∗ | 〈λ, α∨〉 ∈ Z>0 for all α ∈ I},
where 〈−,−〉 is the bilinear form on h∗ induced from the Killing form and α∨ is the
coroot of α. Let ρ be the half sum of positive roots. For λ ∈ Λ+I , the generalized
Verma module is defined by
MI(λ) := U(g)⊗U(p) F (λ− ρ),
where F (λ − ρ) is a finite dimensional simple p-modules of highest weight λ − ρ.
For convenience, we also use the notation M(λ,ΦI ,Φ) for MI(λ) when we need to
deal with generalized Verma modules associated with different root systems. In this
paper, Op is the category of all finitely generated g-modulesM that are semisimple
as l-modules and locally p-finite. If I = ∅, then Op = Ob is the usual BGG category
O and M(λ) :=M∅(λ) is the Verma module with highest weight λ− ρ. Let K(O
p)
be the Grothendieck group of the category Op with [M ] ∈ K(Op) for M ∈ Op. For
λ ∈ h∗, denote
θ(λ) =
∑
w∈WI
(−1)ℓ(w)[M(wλ)],
whereWI is the Weyl group of ΦI . Then θ(λ) =MI(λ) for λ ∈ Λ
+
I (see for example
Proposition 9.6 in [H3], keeping in mind the notation difference).
We start with the Jantzen’s simplicity criterion [J] which was widely used in
representation theory (e.g., [EHW, M1]). For λ ∈ h∗, set
Ψ+λ := {β ∈ Φ
+\ΦI | 〈λ, β
∨〉 ∈ Z>0}.
Jantzen’s simplicity criterion Let λ ∈ Λ+I . The g-module MI(λ) is simple if
and only if
(1.1)
∑
β∈Ψ+
λ
θ(sβλ) = 0.
Since the set Ψ+λ might be too large and the above sum formula might be too
complicated, in practice there are a lot of simplifications of the criterion for special
cases [J, Ku, He, HKZ, BX2], while a general approach is lacking.
To overcome this, we need another result of Jantzen. If Φ′ is a subsystem of Φ,
there exists a unique weight λ|Φ′ in the subspace CΦ′ so that 〈λ|Φ′ , α∨〉 = 〈λ, α∨〉
for all α ∈ Φ′. Set
Φβ,1 := (QΦI +Qβ) ∩ Φ.
The following reduction result can be found in [J].
Parabolic reduction (Jantzen) The g-module MI(λ) is simple if and only if
M(λ|Φβ,1 ,ΦI ,Φβ,1) is simple for all β ∈ Ψ
+
λ .
In other words, the simplicity ofMI(λ) can be determined by generalized Verma
modules associated with smaller simple root systems. In fact, these modules are
induced from maximal parabolic subalgebras (since rankΦβ,1 = rankΦI + 1) of
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corresponding simple Lie subalgebras. But there are still too many of such modules
to investigate.
Although the parabolic reduction is seldom used in practice, it provides deep re-
duction idea. Inspired by the Koszul duality and related parabolic-singular duality,
we believe that there should be a corresponding singular reduction. In fact, when
λ ∈ h∗ is fixed, set
Φβ,2 := (QΦλ +Qβ) ∩ Φ,
where Φλ = {α ∈ Φ | 〈λ, α〉 = 0}. We formulate and prove the following result.
Singular reduction (Lemma 3.11) The g-module MI(λ) is simple if and only if
M(λ|Φβ,2 ,ΦI ∩ Φβ,2,Φβ,2) is simple for all β ∈ Ψ
+
λ .
The proof of the singular reduction is a little laborious. For λ ∈ Λ+I , set
Ψ++λ := {β ∈ Ψ
+
λ | 〈sβλ, α〉 6= 0 for all α ∈ ΦI}.
Then θ(sβλ) is nonzero if and only if β ∈ Ψ
++
λ (Proposition 3.2). In this case, it is
easy to see that the isotropic group of sβλ under the action of WI is trivial. There
exists w ∈ WI such that µ = wsβλ ∈ Λ
+
I . Therefore θ(sβλ) = (−1)
ℓ(w)[MI(µ)],
where ℓ(−) is the length function on W . Note that [MI(µ)] (µ ∈ Λ
+
I ) form a basis
of K(Op).
Definition (Definition 4.1) Write
(1.2)
∑
β∈Ψ+
λ
θ(sβλ) =
∑
λ>µ∈Λ+I
c(λ, µ)[MI(µ)].
The coefficient c(λ, µ) is called the Jantzen coefficient associated with (λ, µ). Here
λ > µ means Hom(M(µ),M(λ)) 6= 0.
Fix λ ∈ Λ+I . The coefficients c(λ, µ) are nonzero for only finitely many µ ∈ Λ
+
I .
Jantzen’s simplicity criterion implies that MI(λ) is simple if and only if all the
Jantzen coefficients c(λ, µ) = 0.
The key feature of Jantzen coefficients is that they possess several invariant prop-
erties. These invariant properties are formulated and proved in section 4 (Lemma
4.9-4.12 and Lemma 4.23-4.24). They form the framework of our theory of Jantzen
coefficient and make it a useful tool. In particular, the singular reduction can be
proved by the singular invariance lemma (see Lemma 4.12) of Jantzen coefficients.
The situation have been greatly improved after the singular reduction is settled.
For λ ∈ h∗, define
Φ[λ] := {α ∈ Φ | 〈λ, α
∨〉 ∈ Z}.
Let Φβ,0 be the irreducible component of Φ with β ∈ Φβ,0. We can construct the
following sequences of subsystems for β ∈ Ψ+λ :
Φ[λ] = Φ0(β) ⊃ Φ1(β) ⊃ Φ2(β) ⊃ · · · ⊃ Φk(β) ⊃ · · ·
such that for i ∈ Z≥0,
Φi+1(β) =


(Φi(β))β,0 if i ≡ 0 (mod4);
(Φi(β))β,1 if i ≡ 1 (mod4);
(Φi(β))β,0 if i ≡ 2 (mod4);
(Φi(β))β,2 if i ≡ 3 (mod4).
The sequence is stationary, that is, there exists k ≥ 0 such that Φk(β) = Φk+1(β) =
· · · . Denote Φ(β) = Φk(β). Then rankΦI ∩Φ(β) = rankΦλ ∩Φ(β) = rankΦ(β)− 1.
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We get a generalized Verma module M(λ|Φ(β),ΦI ∩Φ(β),Φ(β)) of irreducible sub-
system Φ(β) with integral highest weight. It is induced from a maximal parabolic
subalgebra of Φ(β) and has maximal nontrivial singularity. Such a module is called
a basic generalized Verma module. The following result is an immediate consequence
of this reduction process.
Theorem A (Theorem 3.17) The g-moduleMI(λ) is simple if and only if the basic
generalized Verma module M(λ|Φ(β),ΦI ∩Φ(β),Φ(β)) is simple for all β ∈ Ψ
+
λ .
This makes the classification of basic generalized Verma modules necessary for
our reasoning. Suppose that MI(λ) is a basic generalized Verma module. Since λ
is integral, there exists a unique dominant weight λ ∈ Wλ with Φλ = ΦJ for some
J ⊂ ∆. Moreover, rankΦJ = rankΦλ = rankΦ− 1. We can write λ = wλ, where w
is contained in
IW J = {w ∈W | ℓ(xwy) = ℓ(x) + ℓ(w) + ℓ(y) for any x ∈ WI , y ∈WJ}.
We can assume that I = ∆\{αi} and J = ∆\{αj} for some i, j ∈ {1, · · · , n}, where
∆ = {α1, · · · , αn} are standard simple roots of Φ ([H1], §11.4). The triple (Φ, i, j)
is called a basic system. The classification of basic systems are given as follows.
Theorem B (Theorem 5.7) The basic system (Φ, i, j) must be one of the following
cases.
(1) (A1, 1, 1), (A2, 1, 1), (A2, 1, 2), (A2, 2, 1), (A2, 2, 2), (A3, 2, 2);
(2) (B2, 1, 1), (B2, 1, 2), (B2, 2, 1), (B2, 2, 2), (B3, 2, 2), (B3, 2, 3), (B3, 3, 2),
(B4, 3, 3);
(3) (C2, 1, 1), (C2, 1, 2), (C2, 2, 1), (C2, 2, 2), (C3, 2, 2), (C3, 2, 3), (C3, 3, 2), (C4, 3, 3);
(4) (D4, 2, 2), (D5, 3, 3);
(5) (E6, 4, 4), (E7, 4, 4), (E7, 4, 5), (E7, 5, 4), (E8, 3, 4), (E8, 4, 3), (E8, 4, 4), (E8, 4, 5),
(E8, 5, 4), (E8, 5, 5);
(6) (F4, 2, 2), (F4, 2, 3), (F4, 3, 2), (F4, 3, 3);
(7) (G2, 1, 1), (G2, 1, 2), (G2, 2, 1), (G2, 2, 2).
Based on this classification, we can find all the basic generalized Verma modules
of each basic system (see §5.2). With a generalized Jantzen sum formula, the radical
filtration of all the basic generalized Verma modules are given in [HX]. The basic
systems and basic generalized Verma modules turn out to be quite important in
the study of Op. For example, one might wonder what makes modules of the other
classical types behave so different from those of type A. Part of this are affected by
the basic systems (B2, 1, 2), (B2, 2, 1), (C2, 1, 2), (C2, 2, 1) and (D4, 2, 2) which are
semisimple systems contain more than one simple module. In fact, whenever one
has a speculation about Op, it seems natural to check these extreme cases first.
The reduction process and the classification of basic generalized Verma modules
provide us a new simplicity criterion (Theorem A) for generalized Verma modules.
The calculation of Jantzen coefficients could bring further refinement. All the
nonzero Jantzen coefficients of basic generalized Verma modules are obtained in
this paper (Theorem 6.1). These coefficients show that most basic systems are
semisimple. In view of the invariant properties (Lemma 4.9-4.12), we have the
following result.
Theorem C (Theorem 6.2) Jantzen coefficient |c(λ, µ)| ≤ 1 unless Φ = E7, E8. In
these exceptional cases, |c(λ, µ)| ≤ 2.
JANTZEN COEFFICIENTS 5
Let Φ = Bn, Cn or Dn. Suppose that ∆\I = {αq1 , . . . , αqm−1} with
0 < q1 < · · · < qm−1 ≤ n.
Write λ = (λ1, · · · , λn) for any λ ∈ h∗. The following theorem shows when Jantzen
coefficients for classical Lie algebras are vanished.
Theorem D (Theorem 7.5) Let Φ be a classical root system and λ, µ ∈ Λ+I .
Suppose that µ = wsβλ for some w ∈ WI and β ∈ Ψ
++
λ . Then c(λ, µ) = 0 if and
only if one of the following conditions is satisfied.
(1) Φ = Bn (resp. Cn), β = ei (resp. 2ei) or ei+ej for qs−1 < i ≤ qs ≤ qm−1 <
j ≤ n and 1 ≤ s < m. Moreover, λi = λj ∈
1
2Z
>0 (resp. Z>0) and λk 6= 0,
−λi for qs−1 < k ≤ qs.
(2) Φ = Bn (resp. Cn), β = ei (resp. 2ei) or ei + ej for qs−1 < i < j ≤ qs and
1 ≤ s < m. Moreover, λi ∈ Z
>0, λj = 0, λk 6= −λi for qs−1 < k ≤ qs and
λl 6= λi for qm−1 < l ≤ n.
(3) Φ = Dn, β = ei + ej or ei + ek for qs−1 < i < j ≤ qs ≤ qm−1 < k < n
and 1 ≤ s < m. Moreover, λi = λk ∈ Z>0, λj = λn = 0 and λl 6= −λi for
qs−1 < l ≤ qs.
Combined with Theorem C, all the Jantzen coefficients are determined for clas-
sical root systems up to a sign. Theorem D plays essential role in the problem of
blocks for Op [X2]. Recall that Jantzen’s simplicity criteria implies that a general-
ized Verma modules is simple if and only if all its Jantzen coefficients are vanished.
In the relatively easy case of type A, Theorem D recovers a result of Jantzen ([J,
Satz 4], Theorem 7.30). Explicit simplicity criteria for classical root systems Bn,
Cn and Dn are described in the last section (Theorem 7.31-7.33).
Example 1.3. Let Φ = B8 and ∆\I = {e2 − e3, e5 − e6} (so q1 = 2, q2 = 5 and
m = 3). Choose
λ = (2, 1 | 2,−1,−3 | 4, 2, 1 ) ∈ Λ+I ,
where I separates the weight into three segments (different segments are divided
by the vertical lines). If we apply original criterion (1.1), it will be quite time
consuming to determine the set Ψ+λ and calculate the corresponding sum formula.
On the other hand, it is easy to check that β = e5 + e6 ∈ Ψ
++
λ . Theorem D
implies that c(λ, µ) 6= 0, where µ = wsβλ ∈ Λ
+
I for some w ∈ WI . Therefore
MI(λ) is not simple in view of (1.2).
This paper is organized as follows. In section 2, we provide necessary notations
and definitions; The reduction process is built in section 3, while several invariant
properties of Jantzen coefficients and the singular reduction are proved in section
4. The classification of basic systems and basic generalized Verma modules are
obtained in section 5. We give the Jantzen coefficients for basic generalized Verma
modules and posets for basic systems in section 6. In the last section, we calculate
the Jantzen coefficients and get a refinement of Jantzen’s simplicity criteria for
classical Lie algebras.
2. Notations and definitions
2.1. General notations. We adopt several notations in [H3]. Let g be a complex
semisimple Lie algebra with a fixed Cartan subalgebra h contained in a Borel sub-
algebra b. Let Φ ⊂ h∗ be the root system of (g, h) with a positive system Φ+ and
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a simple system ∆ ⊂ Φ+ corresponding to b. Denote by gα the root subspace of
g associated with α ∈ Φ. Note that every subset I ⊂ ∆ generates a subsystem
ΦI ⊂ Φ with a positive root system Φ
+
I := ΦI ∩ Φ
+. Denote by W (resp. WI)
the Weyl group of Φ (resp. ΦI) with the longest element w0 (resp. wI). Let ℓ(−)
be the length function on W . It can be viewed as the length function on WI via
restriction. The action of W on h∗ is given by sαλ = λ − 〈λ, α∨〉α for α ∈ Φ and
λ ∈ h∗. Here 〈−,−〉 is the bilinear form on h∗ induced from the Killing form and
α∨ := 2α/〈α, α〉 is the coroot of α.
We say λ ∈ h∗ is regular (resp. ΦI -regular) if 〈λ, α∨〉 6= 0 for all roots α ∈ Φ
(resp. α ∈ ΦI). Otherwise we say λ is singular (resp. ΦI -singular). We say λ
is integral (resp. ΦI -integral) if 〈λ, α∨〉 ∈ Z for all α ∈ Φ (resp. α ∈ ΦI). An
integral weight λ ∈ h∗ is dominant (resp. anti-dominant) if 〈λ, α∨〉 ∈ Z≥0 (resp.
〈λ, α∨〉 ∈ Z≤0) for all α ∈ ∆. When λ is integral, there exists a unique dominant
integral weight λ in the orbitWλ such that λ = wλ for some w ∈W . Then λ = w0λ
is the unique anti-dominant weight in Wλ.
2.2. Category Op. Let lI := h ⊕
∑
α∈ΦI
gα be a Levi subalgebra and uI :=⊕
α∈Φ+\Φ+
I
gα be a nilpotent radical of g. We obtain a standard parabolic sub-
algebra pI := lI ⊕ uI of g. For simplicity, we frequently drop the subscript when
I is fixed. For p = pI , the category Op is the category of all finitely generated
g-modulesM that are semisimple as lI -modules and locally pI -finite. In particular,
Ob is the usual Bernstein-Gelfand-Gelfand category O. Put
Λ+I := {λ ∈ h
∗ | 〈λ, α∨〉 ∈ Z>0 for all α ∈ I}.
Set ρ := 12
∑
α∈Φ+ α. For λ ∈ Λ
+
I , the generalized Verma module is defined by
MI(λ) := U(g)⊗U(pI) F (λ− ρ),
where F (λ−ρ) is a finite dimensional simple lI -modules of highest weight λ−ρ, and
has trivial uI -actions viewed as a pI-module. ThusMI(λ) ∈ O
p andM(λ) :=M∅(λ)
is the Verma module with highest weight λ − ρ. Let L(λ) be the simple quotient
of M(λ). These highest weight modules have the same infinitesimal character χλ,
where χλ is an homomorphism from the center Z(g) of U(g) to C such that z · v =
χλ(z)v for all z ∈ Z(g) and v ∈ M(λ). Moreover, χλ = χµ when µ ∈ Wλ. Denote
by Opλ the full subcategory of O
p containing modules M on which z − χλ(z) acts
as locally nilpotent operator for all z ∈ Z(g).
2.3. The posets IW J . For λ ∈ h∗, set
Φλ := {β ∈ Φ | 〈λ, β〉 = 0}.
It is obvious that Φλ is a subsystem of Φ. Define
IW =: {w ∈ W | ℓ(sαw) = ℓ(w) + 1 for all α ∈ I}.
When λ is integral, recall that λ is the unique dominant weight in Wλ. Set
J = {α ∈ ∆ | 〈λ, α〉 = 0}.
Then Φλ = wΦJ ≃ ΦJ = Φλ and WJ = {w ∈W | wλ = λ}. Put
IW J = {w ∈ IW | ℓ(w) + 1 = ℓ(wsα) and wsα ∈
IW for all α ∈ J}.
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Every integral weight λ ∈ Λ+I can be uniquely written in the form λ = wλ for some
w ∈ IW J . Another parametrization is also widely used: denote J ′ = −w0J and
w′ = wIwwJw0. Then J
′ ⊂ ∆ and w′ ∈ IW J
′
. So
λ = wλ = wwJλ = wIwIwwJw0w0λ = wIw
′λ.
Although the first parametrization is more convenient in this paper, we will always
be aware of such differences in the cited results.
2.4. Other conventions. For any subsystem Φ′ ⊂ Φ, denote by W (Φ′) the sub-
group of W generated by reflections sα with α ∈ Φ′. Then W (Φ) = W and
W (ΦI) = WI . We will frequently use the notation M(λ,ΦI ,Φ) = MI(λ) when we
need to deal with generalized Verma modules associated with different root sys-
tems at the same time. We use similar convention for other notations, for example,
Λ+(ΦI ,Φ) = Λ
+
I , O(λ,ΦI ,Φ) = O
pI
λ .
3. Jantzen’s simplicity criteria and reduction lemmas
In this section, we will first recall Jantzen’s simplicity criteria of generalized
Verma modules and then give four reduction lemmas. Three of these reduction
results are already known. The last reduction lemma, which we called the singular
reduction, combined with the others, builds a reduction process on related root
systems. With this, the simplicity problem of generalized Verma modules can
be reduced to similar problem of some very special modules (so called the basic
generalized Verma modules).
3.1. Jantzen’s simplicity criteria.
Definition 3.1. For λ ∈ h∗, define
θ(λ) =
∑
w∈WI
(−1)ℓ(w)[M(wλ)].
One has θ(λ) = [MI(λ)] for λ ∈ Λ
+
I (see Proposition 9.6 in [H3]).
Proposition 3.2 ([J, M1, Ku]). Let λ ∈ h∗.
(1) θ(wλ) = (−1)ℓ(w)θ(λ) for w ∈ WI .
(2) If 〈λ, α〉 = 0 for some α ∈ ΦI , then θ(λ) = 0.
(3) If 〈λ, α〉 ∈ Z\{0} for all α ∈ ΦI , there exists w ∈ WI so that wλ ∈ Λ
+
I and
θ(λ) = (−1)ℓ(w)[MI(wλ)].
Define the following sets of roots for λ ∈ h∗:
Ψ+λ : = {β ∈ Φ
+\ΦI | 〈λ, β
∨〉 ∈ Z>0};
Ψ++λ : = {β ∈ Ψ
+
λ | 〈sβλ, α〉 6= 0 for all α ∈ ΦI}.
Theorem 3.3 ([J, Corollar 1]). Let λ ∈ Λ+I . Then MI(λ) is simple if and only if
(3.4)
∑
β∈Ψ+
λ
θ(sβλ) = 0.
With Proposition 3.2, we can rewrite Theorem 3.3.
Corollary 3.5. Let λ ∈ Λ+I . Then MI(λ) is simple if and only if∑
β∈Ψ++
λ
θ(sβλ) = 0.
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3.2. Reduction lemmas. We will present four reduction lemmas in this subsec-
tion. Three of them can be found in [J]. The last one will be proved in the next
section. As mentioned in 2.4, we write MI(λ) = M(λ,ΦI ,Φ) when we need to
deal with generalized Verma modules associated with different pairs (ΦI ,Φ) in this
paper. In a similar spirit, we write W = W (Φ) and OpIλ = O(λ,ΦI ,Φ) if needed.
For λ ∈ h∗, define
Φ[λ] :={α ∈ Φ | 〈λ, α
∨〉 ∈ Z}.
W[λ] :={w ∈W | wλ − λ ∈
∑
α∈∆
Zα}.
Theorem 3.6 ([H3, Theorem 3.4]). Let λ ∈ h∗. Then
(1) Φ[λ] is a subsystem of Φ.
(2) W[λ] is the Weyl group of Φ[λ], that is, W[λ] =W (Φ[λ]).
If λ ∈ Λ+I , then ΦI ⊂ Φ[λ] and I ⊂ ∆[λ], where ∆[λ] is the simple system
corresponding to Φ+[λ] = Φ[λ] ∩Φ
+. If Φ′ is a subsystem of Φ, there exists a unique
weight λ|Φ′ in the subspace CΦ′ so that
(3.7) 〈λ|Φ′ , α
∨〉 = 〈λ, α∨〉
for all α ∈ Φ′.
Lemma 3.8 (Integral reduction). Let λ ∈ Λ+I . Then MI(λ) is simple if and only
if M(λ|Φ[λ] ,ΦI ,Φ[λ]) is simple (in the category O(λ|Φ[λ] ,ΦI ,Φ[λ])).
As a consequence of Theorem 3.3, this result was given in [J] (see the remark
after Corollar 4). It also can be deduced from the category equivalence obtained in
[S]. If β ∈ Φ, let Φβ,0 be the irreducible component of Φ with β ∈ Φβ,0. Theorem
3.3 also implies the following result (see the remark after Corollar 4 in [J]).
Lemma 3.9 (Irreducible reduction). Let λ ∈ Λ+I . Then MI(λ) is simple if and
only if M(λ|Φβ,0 ,ΦI ∩ Φβ,0,Φβ,0) is simple (in O(λ|Φβ,0 ,ΦI ∩ Φβ,0,Φβ,0)) for all
β ∈ Ψ+λ .
Define the following two subsystems of Φ:
Φβ,1 :=(QΦI +Qβ) ∩ Φ;
Φβ,2 :=(QΦλ +Qβ) ∩ Φ.
The following result is a consequence of Satz 3 in [J].
Lemma 3.10 (Parabolic reduction). Let λ ∈ Λ+I . Then MI(λ) is simple if and
only if M(λ|Φβ,1 ,ΦI ,Φβ,1) is simple (in O(λ|Φβ,1 ,ΦI ,Φβ,1)) for all β ∈ Ψ
+
λ .
The last reduction lemma about singularity of λ will be proved in the next
section.
Lemma 3.11 (Singular reduction). Let λ ∈ Λ+I . Then MI(λ) is simple if and only
if M(λ|Φβ,2 ,ΦI ∩Φβ,2,Φβ,2) is simple (in O(λ|Φβ,2 ,ΦI ∩Φβ,2,Φβ,2)) for all β ∈ Ψ
+
λ .
Remark 3.12. If β ∈ Φ\ΦI , it was pointed out in [J] that there exists exactly one
γ ∈ Φ+β,1 := Φβ,1∩Φ
+, so that I ∪{γ} is a simple system of Φβ,1. Thus rankΦβ,1 =
rankΦI + 1. If λ ∈ Λ
+
I is integral and β ∈ Φ\Φλ, there exists J ⊂ ∆ and w ∈
IW J
so that Φλ = wΦJ . We can also find ν ∈ w−1Φβ,2∩Φ+ = (QΦJ+Qw−1β)∩Φ+ such
that J∪{ν} is simple system ofw−1Φβ,2. Thus rankΦβ,2 = rankΦJ+1 = rankΦλ+1.
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3.3. Reduction process. With the above reduction lemmas, we can build a re-
duction process to verify the simplicity of generalized Verma modules. Fix λ ∈ Λ+I .
For β ∈ Ψ+λ , choose a chain of subsystems
Φ[λ] = Φ0(β) ⊃ Φ1(β) ⊃ Φ2(β) ⊃ · · · ⊃ Φm(β) ⊃ · · ·
such that for i ∈ Z>0,
(3.13) Φi+1(β) =


(Φi(β))β,0 if i ≡ 0 (mod4);
(Φi(β))β,1 if i ≡ 1 (mod4);
(Φi(β))β,0 if i ≡ 2 (mod4);
(Φi(β))β,2 if i ≡ 3 (mod4).
If Φi(β) is not irreducible, then rank Φi+2(β) < rank Φi(β). If rank(ΦI ∩Φi(β)) <
rank Φi(β) − 1 or rank(Φλ ∩ Φi(β)) < rank Φi(β) − 1, then rank Φi+4(β) <
rank Φi(β), we can eventually get Φk(β) = Φk+1(β) = · · · for some k ∈ Z>0.
Denote Φ(β) = Φk(β). The following result is evident.
Lemma 3.14. Let λ ∈ Λ+I and β ∈ Ψ
+
λ . Then Φ(β) is irreducible and λ|Φ(β) is an
integral weight on Φ(β). Moreover,
rank(ΦI ∩ Φ(β)) = rank(Φλ ∩Φ(β)) = rank Φ(β)− 1.
Remark 3.15. One might ask whether we can get a different Φ(β) if we choose
another process of reduction. We leave it to the reader since we do not need this
result in the present paper.
Definition 3.16. Let Φ be an irreducible root system and λ ∈ Λ+I be integral. We
sayMI(λ) is a basic generalized Verma module if rank ΦI = rank Φλ = rank Φ− 1.
The weight λ is called a basic weight associated with (ΦI ,Φ).
Lemma 3.14 shows that M(λ|Φ(β),ΦI ∩Φ(β),Φ(β)) is a basic generalized Verma
module and λ|Φ(β) is a basic weight associated with (ΦI ∩ Φ(β),Φ(β)). Moreover,
we have the following simplicity criteria of generalized Verma modules.
Theorem 3.17. Let λ ∈ Λ+I . The following three conditions are equivalent:
(i) MI(λ) is simple;
(ii) M(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) is simple for all β ∈ Ψ
+
λ ;
(iii) M(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) is simple for all β ∈ Ψ
++
λ .
Remark 3.18. The above theorem makes the classification of basic generalized
Verma modules necessary for our argument. This will be done in section 5.
We need several lemmas to prove Theorem 3.17.
Lemma 3.19. Let λ ∈ Λ+I and β, γ ∈ Ψ
+
λ . if γ ∈ Φβ,i for some i ∈ {0, 1, 2}, then
Φβ,i = Φγ,i.
Proof. If i = 0, Φβ,0 is the irreducible component of Φ containing β. So γ ∈ Φβ,0
implies β and γ are in the same irreducible component. One has Φγ,0 = Φβ,0.
Now consider i = 1 and γ ∈ Φβ,1 = (Qβ + QΦI) ∩ Φ. With γ ∈ Ψ
+
λ , we can find
0 6= c ∈ Q so that γ ∈ cβ +QΦI . Thus
Φγ,1 = (Qγ +QΦI) ∩ Φ = (Qβ +QΦI) ∩ Φ = Φβ,1.
The proof is similar for i = 2. 
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Lemma 3.20. Let λ ∈ Λ+I and β, γ ∈ Ψ
+
λ . If γ ∈ Φk(β) for some k ≥ 0, then
Φk(γ) = Φk(β). In particular, if γ ∈ Φ(β), then Φ(γ) = Φ(β).
Proof. We prove the lemma by induction on k. The case k = 0 is evident. Assume
that Φk−1(γ) = Φk−1(β) for any γ ∈ Ψ
+
λ ∩ Φk−1(β). Now suppose γ ∈ Ψ
+
λ ∩
Φk(β). Evidently, γ ∈ Ψ
+
λ ∩Φk−1(β). The induction hypothesis implies Φk−1(γ) =
Φk−1(β). With γ ∈ Φk(β) = (Φk−1(β))β,i for some i ∈ {0, 1, 2}. It follows from
Lemma 3.19 that (Φk−1(β))γ,i = (Φk−1(β))β,i. Hence
Φk(γ) = (Φk−1(γ))γ,i = (Φk−1(β))γ,i = (Φk−1(β))β,i = Φk(β).
The second assertion is an immediate consequence of the first one. 
Lemma 3.21. Let λ ∈ Λ+I , β ∈ Φ\Φλ and γ ∈ Φβ,2. Then sγλ is ΦI-regular if
and only if sγ(λ|Φβ,2 ) is ΦI ∩Φβ,2-regular.
Proof. Since sγα ∈ Φβ,2 for α ∈ Φβ,2, one has
(3.22) 〈sγ(λ|Φβ,2 ), α〉 = 〈λ|Φβ,2 , sγα〉 = 〈λ, sγα〉 = 〈sγλ, α〉.
If sγλ is ΦI -regular, then (3.22) implies sγ(λ|Φβ,2 ) is ΦI ∩Φβ,2-regular. Conversely,
assume that sγ(λ|Φβ,2 ) is ΦI ∩Φβ,2-regular. Then 〈sγλ, α〉 6= 0 for all α ∈ ΦI ∩Φβ,2
by (3.22). If sγλ is not ΦI -regular, there is α ∈ ΦI\Φβ,2 such that 〈sγλ, α〉 = 0.
One has 〈λ, sγα〉 = 0 and thus sγα ∈ Φλ. Therefore α ∈ QΦλ + Qγ. With
γ ∈ Φβ,2 = (QΦλ +Qβ) ∩ Φ, we obtain α ∈ Φβ,2, a contradiction. 
Write Ψ+(λ,ΦI ,Φ) = Ψ
+
λ and Ψ
++(λ,ΦI ,Φ) = Ψ
++
λ as in 2.4.
Lemma 3.23. Let λ ∈ Λ+I .
(1) If Φ′ is any subsystem of Φ, then
Ψ+λ ∩ Φ
′ = Ψ+(λ|Φ′ ,ΦI ∩ Φ
′,Φ′).
(2) If β ∈ Φ\ΦI , then
Ψ++λ ∩ Φβ,1 = Ψ
++(λ|Φβ,1 ,ΦI ,Φβ,1).
(3) If β ∈ Φ\Φλ, then
Ψ++λ ∩ Φβ,2 = Ψ
++(λ|Φβ,2 ,ΦI ∩ Φβ,2,Φβ,2).
Proof. The assertion (1) is an easy consequence of the definition, while (2) follows
from ΦI ⊂ Φβ,1 and (1). With Lemma 3.21 and (1), we can get (3). 
Proof of Theorem 3.17 First we prove the equivalence between (i) and (ii).
It suffices to show that the simplicity of MI(λ) is equivalent to the simplicity of
M(λ|Φk(β),ΦI ∩Φk(β),Φk(β)) for k ≥ 0 and β ∈ Ψ
+
λ . We use induction on k. The
case k = 0 follows from Lemma 3.8 (the integral reduction lemma). Suppose this
is true for k ≥ 0. The induction hypothesis implies that MI(λ) is simple if and
only if M(λ|Φk(β),ΦI ∩ Φk(β),Φk(β)) is simple for all β ∈ Ψ
+
λ . If k ≡ 0 (mod4),
Lemma 3.9 implies that M(λ|Φk(β),ΦI ∩ Φk(β),Φk(β)) is simple if and only if
M(λ|(Φk(β))γ,0 ,ΦI ∩ (Φk(β))γ,0, (Φk(β))γ,0) is simple for any γ ∈ Ψ
+
λ ∩Φk(β). Here
Ψ+λ ∩Φk(β) = Ψ
+(λ|Φk(β),ΦI ∩ Φk(β),Φk(β))
as a consequence of Lemma 3.23. In view of Lemma 3.20,
(Φk(β))γ,0 = (Φk(γ))γ,0 = Φk+1(γ).
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We can prove similar results for k ≡ 1, 2, 3 (mod4). Therefore MI(λ) is simple if
and only if M(λ|Φk+1(γ),ΦI ∩ Φk+1(γ),Φk+1(γ)) is simple for all γ ∈ Ψ
+
λ .
Obviously (ii) implies (iii). For the converse, consider the root β ∈ Ψ+λ \Ψ
++
λ .
If Ψ++(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) = ∅, then M(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) is simple by
Corollary 3.5. Otherwise we can choose γ ∈ Ψ++(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) ⊂ Φ(β).
Lemma 3.23 implies γ ∈ Ψ++λ ⊂ Ψ
+
λ , while Lemma 3.20 yields Φ(γ) = Φ(β). This
forces M(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) to be simple since M(λ|Φ(γ),ΦI ∩ Φ(γ),Φ(γ)) is
simple.
4. Jantzen coefficients
In this section, we first introduce the Jantzen coefficients for generalized Verma
mdoules. Then we give several invariant properties of Jantzen coefficients. One of
them can be used to prove the singular reduction lemma in the previous section.
4.1. Jantzen coefficient and Sign function. For λ, µ ∈ h∗, we write µ ≤ λ
if HomO(M(µ),M(λ)) 6= 0. This gives a partial ordering on h∗ which can be
viewed as the Bruhat ordering on weights ([ES, §2]). If λ, µ ∈ Λ+I and µ = wsβλ
with w ∈ WI and β ∈ Ψ
+
λ , then wβ ∈ Ψ
+
wλ. The BGG Theorem [BGG] implies
µ = swβwλ < wλ < λ.
Definition 4.1. Let λ ∈ Λ+I . Write (see Proposition 3.2)
(4.2)
∑
β∈Ψ+
λ
θ(sβλ) =
∑
β∈Ψ++
λ
θ(sβλ) =
∑
λ>µ∈Λ+
I
c(λ, µ)[MI(µ)],
where c(λ, µ) ∈ Z is called the Jantzen coefficient associated with (λ, µ). For
convenience, we set c(λ, µ) = c(µ, λ) when λ < µ and c(λ, µ) = 0 when λ ≮ µ and
λ ≯ µ.
Example 4.3. Let Φ = A2 and I = {e1 − e2}. Set λ = (1, 0,−1), µ = (1,−1, 0)
and ν = (0,−1, 1). Then Ψ+λ = {e2 − e3, e1 − e3}. So∑
β∈Ψ+
λ
θ(sβλ) = θ(µ) + θ(se1−e2ν) = [MI(µ)]− [MI(ν)].
Therefore c(λ, µ) = 1 and c(λ, ν) = −1. Similarly, c(µ, ν) = 1, while the other
Jantzen coefficients are vanished.
Remark 4.4. Since {[MI(µ)] | µ ∈ Λ
+
I } is a basis of the Grothendieck group K(O
p)
of Op, (4.2) shows that Jantzen coefficients actually determine the simplicity of
generalized Verma modules. In other words, a generalized Verma module is simple
if and only if all its Jantzen coefficients are vanished.
Define a symmetric binary sign function on the set of ΦI -integral weights as
follows:
Definition 4.5. Let λ, µ be ΦI -integral weights. Then
sgn(λ, µ) =
{
(−1)ℓ(w) if λ, µ are ΦI -regular and µ = wλ;
0 otherwise.
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The definition implies that if sgn(λ, µ) 6= 0, then
(4.6) sgn(λ, ν) = sgn(λ, µ)sgn(µ, ν)
for any ΦI -integral weight ν. When λ, µ ∈ Λ
+
I , set
Ψ+λ,µ := {β ∈ Ψ
+
λ | µ = wβsβλ for some wβ ∈ WI}.
Lemma 4.7. Let λ, µ ∈ Λ+I with λ > µ. Then
c(λ, µ) =
∑
β∈Ψ+
λ,µ
(−1)ℓ(wβ) =
∑
β∈Ψ++
λ
sgn(sβλ, µ).
Proof. The first equation is an immediate consequence of Proposition 3.2, while the
second one follows from∑
β∈Ψ++
λ
θ(sβλ) =
∑
β∈Ψ++
λ
∑
λ>µ∈Λ+I
sgn(sβλ, µ)[MI(µ)]
=
∑
λ>µ∈Λ+I
∑
β∈Ψ++
λ
sgn(sβλ, µ)[MI(µ)]
=
∑
λ>µ∈Λ+I
c(λ, µ)[MI(µ)].

The following lemma is evident.
Lemma 4.8. Let λ, µ ∈ Λ+I . Then
(1) c(λ, µ) = 0 unless µ ∈ Wλ.
(2) c(kλ, kµ) = c(λ, µ) for k ∈ Z>0.
4.2. Invariant properties of Jantzen coefficients. In this subsection, we will
give four invariant properties of Jantzen coefficients. Each reduction lemma in
the previous section corresponds to an invariant property of Jantzen coefficients.
The singular reduction (Lemma 3.11) will be proved at the end of this subsection.
As in 2.4, we write Λ+I = Λ
+(ΦI ,Φ), sgn(λ, µ) = sgn(λ, µ,ΦI ,Φ) and c(λ, µ) =
c(λ, µ,ΦI ,Φ).
Lemma 4.9 (Integral invariance). Let λ ∈ Λ+I and β ∈ Ψ
+
λ . Then sgn(sβλ, µ) 6=
0 for some µ ∈ Λ+I if and only if sgn(sβλ|Φ[λ] , µ
′,ΦI ,Φ[λ]) 6= 0 for some µ
′ ∈
Λ+(ΦI ,Φ[λ]). In particular, if sgn(sβλ, µ) 6= 0, then µ
′ = µ|Φ[λ] and
c(λ, µ) = c(λ|Φ[λ] , µ|Φ[λ] ,ΦI ,Φ[λ]).
Lemma 4.10 (Irreducible invariance). Let λ ∈ Λ+I and β ∈ Ψ
+
λ . Then sgn(sβλ, µ) 6=
0 for some µ ∈ Λ+I if and only if sgn(sβλ|Φβ,0 , µ
′,ΦI ∩ Φβ,0,Φβ,0) 6= 0 for some
µ′ ∈ Λ+(ΦI ∩ Φβ,0,Φβ,0). In particular, if sgn(sβλ, µ) 6= 0, then µ′ = µ|Φβ,0 and
c(λ, µ) = c(λ|Φβ,0 , µ|Φβ,0 ,ΦI ∩ Φβ,0,Φβ,0).
Lemma 4.11 (Parabolic invariance). Let λ, µ ∈ Λ+I and β ∈ Ψ
+
λ . Then sgn(sβλ, µ) 6=
0 for some µ ∈ Λ+I if and only if sgn(sβλ|Φβ,1 , µ
′,ΦI ,Φβ,1) 6= 0 for some µ
′ ∈
Λ+(ΦI ,Φβ,1). In particular, if sgn(sβλ, µ) 6= 0, then µ′ = µ|Φβ,1 and
c(λ, µ) = c(λ|Φβ,1 , µ|Φβ,1 ,ΦI ,Φβ,1).
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Lemma 4.12 (Singular invariance). Let λ ∈ Λ+I and β ∈ Ψ
+
λ . Then sgn(sβλ, µ) 6=
0 for some µ ∈ Λ+I , if and only if sgn((sβλ)|Φβ,2 , µ
′,ΦI ∩ Φβ,2,Φβ,2) 6= 0 for some
µ′ ∈ Λ+(ΦI ∩ Φβ,2,Φβ,2). In particular, if sgn(sβλ, µ) 6= 0, then
c(λ, µ) = (−1)ℓ(w)+ℓ(w
′)c(λ|Φβ,2 , µ
′,ΦI ∩ Φβ,2,Φβ,2),
where w ∈WI with µ = wsβλ and w′ ∈ W (ΦI ∩ Φβ,2) with µ′ = w′sβ(λ|Φβ,2).
Given β ∈ Ψ++λ , note that we can always find w ∈WI such that µ = wsβλ ∈ Λ
+
I
and sgn(sβλ, µ) = (−1)
ℓ(w) 6= 0. The following result is an immediate consequence
of the reduction process and the above lemmas.
Lemma 4.13. Let λ ∈ Λ+I and β ∈ Ψ
++
λ . Denote λ
′ = λ|Φ(β). Suppose that
µ = wsβλ ∈ Λ
+
I for w ∈ WI . Then there exists µ
′ ∈ Λ+(ΦI ∩ Φ(β),Φ(β)) with
µ′ = w′sβλ
′ for w′ ∈ W (ΦI ∩ Φ(β)) such that
|c(λ, µ)| = |c(λ′, µ′,ΦI ∩ Φ(β),Φ(β))|.
A considerable amount of effort is needed to prove Lemma 4.12. This will be done
in the next subsection. The proofs of the other three lemmas (Lemma 4.9-4.11),
which we leave to the reader, are similar and easier.
Remark 4.14. With the above four lemmas and the classification of basic generalized
Verma modules in the next section, One can deduce that Jantzen coefficients must
be ±1 or 0 except a few very special cases. This will be exhibited later.
Proof of Lemma 3.11 (Singular reduction) IfMI(λ) is not simple, Theorem
3.3 and (4.2) implies c(λ, µ) 6= 0 for some µ ∈ Λ+I . Lemma 4.7 yields β ∈ Ψ
++
λ so
that sgn(sβλ, µ) 6= 0. In view of Lemma 4.12, c(λ|Φβ,2 , µ
′,ΦI ∩ Φβ,2,Φβ,2) 6= 0 for
some µ′ ∈ Λ+(ΦI ∩ Φβ,2,Φβ,2) and thus M(λ|Φβ,2 ,ΦI ∩ Φβ,2,Φβ,2) is not simple.
Conversely, ifM(λ|Φβ,2 ,ΦI ∩Φβ,2,Φβ,2) is not simple for some β ∈ Ψ
+
λ , there exists
µ′ ∈ Λ+(ΦI ∩ Φβ,2,Φβ,2) such that c(λ|Φβ,2 , µ
′,ΦI ∩ Φβ,2,Φβ,2) 6= 0. Therefore
sgn(sγ(λ|Φβ,2), µ
′,ΦI ∩ Φβ,2,Φβ,2) 6= 0 for some γ ∈ Ψ+(λ|Φβ,2 ,ΦI ∩ Φβ,2,Φβ,2) =
Ψ+λ ∩ Φβ,2, keeping in mind Lemma 3.23. We get Φβ,2 = Φγ,2 in view of Lemma
3.19. Now Lemma 4.12 implies sgn(sγλ, µ) 6= 0 and c(λ, µ) 6= 0 for some µ ∈ Λ
+
I .
Hence MI(λ) is not simple.
4.3. Restriction of weights and singular invariance. Note that the reflection
sν can be defined for any ν ∈ h∗. In fact,
sνλ = λ−
2〈λ, ν〉
〈ν, ν〉
ν
for λ ∈ h∗. Let Φ′ be a subsystem of Φ. For convenience, write λ ⊥ Φ′ if λ|Φ′ = 0.
Thus one obtains (λ− λ|Φ′ ) ⊥ Φ′ for any λ ∈ h∗.
Lemma 4.15. Let Φ′ be a subsystem of Φ. Choose ν ∈ h∗ (not necessarily a root).
(1) If ν ⊥ Φ′, then (sνλ)|Φ′ = λ|Φ′ for any λ ∈ h∗.
(2) If ν ∈ CΦ′, then (sνλ)|Φ′ = sν(λ|Φ′ ) for any λ ∈ h∗.
(3) Denote λ′ = λ|Φ′ . Then Φ′λ′ = Φλ ∩ Φ
′.
Proof. They are easy consequences of the definition. 
The following result can be used to prove Lemma 4.11.
14 WEI XIAO AND AILIN ZHANG*
Lemma 4.16. Let λ ∈ Λ+I and β ∈ Φ\ΦI. If γ, ν ∈ Φβ,1, then
(4.17) sgn(sγλ, sνλ) = sgn(sγ(λ|Φβ,1), sν(λ|Φβ,1 ),ΦI ,Φβ,1).
Proof. If sgn(sγλ, sνλ) 6= 0, then sγλ and sνλ are ΦI -regular. Moreover, there
exists w ∈ W (ΦI) = WI such that wsγλ = sνλ. Let λ
′ = λ|Φβ,1 . Lemma 4.15
yields
wsγλ
′ = (wsγλ)|Φβ,1 = (sνλ)|Φβ,1 = sνλ
′.
Since sγλ
′, sνλ
′ are also ΦI -regular, it follows that
sgn(sγλ, sνλ) = (−1)
ℓ(w) = sgn(sγλ
′, sνλ
′,ΦI ,Φβ,1).
Conversely, if sgn(sγλ
′, sνλ
′,ΦI ,Φβ,1) 6= 0, there exists w ∈WI such that wsγλ′ =
sνλ
′. Lemma 4.15 yields
wsγλ = wsγ(λ− λ
′ + λ′) = λ− λ′ + wsγλ
′ = λ− λ′ + sνλ
′ = sνλ.
Obviously sγλ, sνλ are ΦI -regular since sγλ
′, sνλ
′ are ΦI -regular in this case. Then
both sides of (4.17) are equal to (−1)ℓ(w). 
There are similar results for Φ[λ] and Φβ,0, with easier proofs. Our plan is to
prove a similar lemma for Φβ,2. This turns out to be much more complicated than
its counterparts. We need several related results.
Lemma 4.18. Let λ ∈ h∗. Then W (Φλ) is the isotropy group of λ.
Proof. If λ ∈ RΦ, this is Theorem 1.12(c) in [H2]. The general case for λ ∈ h∗ = CΦ
is an easy consequence. In fact, denote Φ′ = Φ[λ] and λ
′ := λ|Φ′ . Evidently Φλ ⊂ Φ′.
Lemma 4.15 gives Φ′λ′ = Φλ ∩ Φ
′ = Φλ. Since λ
′ is integral on Φ′, [H2, Theorem
1.12] shows that the isotropy group of λ′ under the action of W ′ = W[λ] ⊂ W is
W ′(Φ′λ′) =W
′(Φλ) =W (Φλ).
If w ∈ W (Φλ), obviously we have wλ = λ. Conversely, if wλ = λ, Theorem 3.6
yields w ∈ W (Φ′) = W ′. Applying Lemma 4.15, one obtains wλ′ = λ′. In other
words, w ∈W ′(Φ′λ′) =W (Φλ). 
Lemma 4.19. Choose I ⊂ ∆. Let Φ′ be a subsystem of Φ. Then WI ∩W (Φ′) =
W (ΦI ∩ Φ′).
Proof. One inclusion W (ΦI ∩ Φ′) ⊂WI ∩W (Φ′) is obvious.
Choose an integral weight λ ∈ h∗ so that 〈λ, α〉 = 0 for α ∈ I and 〈λ, α〉 > 0
for α ∈ ∆\I. Then Φλ = ΦI . Given w ∈ WI ∩W (Φ
′), one has wλ = λ. Denote
λ′ = λ|Φ′ . It follows from Lemma 4.15 that λ′ = wλ′ and Φ′λ′ = ΦI ∩ Φ
′. [H2,
Theorem 1.12] implies W ′(Φ′λ′) is the isotropic group of λ
′ under the action of
W ′ =W (Φ′). This means w ∈W ′(Φ′λ′ ) =W
′(ΦI ∩Φ′) =W (ΦI ∩ Φ′). 
Lemma 4.20. Let λ ∈ Λ+I . Give β, γ ∈ Ψ
+
λ so that sgn(sβλ, sγλ) 6= 0. Then
γ ∈ Φβ,i for i = 1, 2.
Proof. We can assume that wsβλ = sγλ for some w ∈ WI . Then wsβλ = λ −
〈λ, γ∨〉γ, where 〈λ, γ∨〉 ∈ Z>0 and sγwsβλ = λ.
For i = 1, since λ − wsβλ ∈ QΦI + Qβ, one has γ ∈ Φβ,1. For i = 2, Lemma
4.18 implies sγwsβ ∈ W (Φλ) ⊂ W (Φβ,2). Denote w1 = sγwsβ . Choose a basis
{β1, · · · , βk} ⊂ Φβ,2 of RΦβ,2, where k = rank Φβ,2. Then extend to a basis
{β1, · · · , βn} ⊂ Φ of RΦ. We can write γ =
∑n
i=1 ciβi with ci ∈ Q. If γ 6∈ Φβ,2,
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there is k + 1 ≤ i ≤ n such that ci 6= 0. Thus γ 6∈ RΦβ,2. There exists µ ∈ RΦ so
that 〈µ, α〉 = 0 for any α ∈ Φβ,2 and 〈µ, γ∨〉 = 1. We get
wµ = sγw1sβµ = sγw1µ = sγµ = µ− γ,
that is, γ = µ− wµ ∈ RΦI . This forces γ 6∈ Ψ
+
λ , a contradiction. 
Lemma 4.21. Let λ ∈ Λ+I and β ∈ Φ\Φλ. If γ, ν ∈ Φβ,2, then
(4.22) sgn(sγλ, sνλ) = sgn(sγ(λ|Φβ,2 ), sν(λ|Φβ,2 ),ΦI ∩ Φβ,2,Φβ,2).
Proof. If sgn(sγλ, sνλ) 6= 0, then sγλ, sνλ are ΦI -regular. There is w ∈ WI such
that wsγλ = sνλ. Lemma 4.18 gives w1 ∈ W (Φλ) ⊂ W (Φβ,2) with w1 = sνwsγ .
Therefore w = sνw1sγ ∈ W (Φβ,2) ∩WI = W (ΦI ∩ Φβ,2) in view of Lemma 4.19.
Thus
wsγλ
′ = (wsγλ)|Φβ,2 = (sνw1λ)|Φβ,2 = (sνλ)|Φβ,2 = sνλ
′,
where λ′ = λ|Φβ,2 . In view of Lemma 3.21, both sγλ
′ and sνλ
′ are ΦI∩Φβ,2-regular.
Let ℓ′(−) be the length function on W (Φβ,2). Then
sgn(sγ(λ|Φβ,2), sν(λ|Φβ,2),ΦI ∩ Φβ,2,Φβ,2) = (−1)
ℓ′(w).
Since any reflection inW (ΦI∩Φβ,2) is a product of odd number of simple reflections
in W , One has ℓ(w) ≡ ℓ′(w) (mod2) and (−1)ℓ
′(w) = (−1)ℓ(w). This gives (4.22).
Now assume that sgn(sγλ, sνλ) = 0. If sgn(sγλ
′, sνλ
′,ΦI ∩Φβ,2,Φβ,2) 6= 0, there
exists w ∈W (ΦI ∩ Φβ,2) ⊂W (ΦI) such that wsγλ′ = sνλ′. Lemma 4.15 yields
wsγλ = wsγ(λ− λ
′ + λ′) = λ− λ′ + wsγλ
′ = λ− λ′ + sνλ
′ = sνλ.
On the other hand, Lemma 3.21 implies that both sγλ and sνλ are ΦI -regular.
Thus sgn(sγλ, sνλ) = (−1)ℓ(w) 6= 0, a contradiction. 
Proof of Lemma 4.12 (Singular invariance) Denote λ′ = λ|Φβ,2 . First
suppose that sgn(sβλ, µ) 6= 0. Then sβλ is ΦI -regular. With Lemma 3.21. The
weight sβλ is ΦI -regular if and only if sβλ
′ is ΦI ∩ Φβ,2-regular. There exists
µ′ ∈ Λ+(ΦI ∩ Φβ,2,Φβ,2) with sgn(sβλ′, µ′,ΦI ∩ Φβ,2,Φβ,2) 6= 0. Obviously the
converse also holds.
Now consider the Jantzen coefficients. Still assume that sgn(sβλ, µ) 6= 0. In this
case, µ = wsβλ for w ∈ WI and µ′ = w′sβλ′ for w′ ∈ W (ΦI ∩ Φβ,2). Let ℓ′(−) be
the length function on W (Φβ,2). One has ℓ(w
′) ≡ ℓ′(w′) (mod2). With (4.6), one
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has
c(λ′, µ′,ΦI ∩ Φβ,2,Φβ,2)
=
∑
γ∈Ψ+
λ
∩Φβ,2
sgn(sγλ
′, µ′,ΦI ∩Φβ,2,Φβ,2)
=
∑
γ∈Ψ+
λ
∩Φβ,2
sgn(sβλ
′, µ′,ΦI ∩ Φβ,2,Φβ,2)sgn(sγλ
′, sβλ
′,ΦI ∩ Φβ,2,Φβ,2)
=(−1)ℓ
′(w′)
∑
γ∈Ψ+
λ
∩Φβ,2
sgn(sγλ
′, sβλ
′,ΦI ∩Φβ,2,Φβ,2)
=(−1)ℓ(w)+ℓ
′(w′)
∑
γ∈Ψ+
λ
∩Φβ,2
sgn(sβλ, µ)sgn(sγλ, sβλ)
=(−1)ℓ(w)+ℓ(w
′)
∑
γ∈Ψ+
λ
sgn(sβλ, µ)sgn(sγλ, sβλ)
=(−1)ℓ(w)+ℓ(w
′)c(λ, µ),
where the first equality follows from Lemma 3.23 and Lemma 4.7, the fourth from
Lemma 4.21, and the fifth from Lemma 4.20.
4.4. More invariant properties of Jantzen coefficients. The following invari-
ant property of Jantzen coefficients exhibit a kind of parabolic-singular duality. It
can be used to determine the blocks of category Op ([HXZ, X2]).
Lemma 4.23 (Dual invariance). Let λ (resp. µ) be a dominant integral weight
with Φλ = ΦJ (resp. Φµ = ΦI). Choose x, y ∈
IW J . Then
c(xλ, yλ,ΦI ,Φ) = (−1)
ℓ(x)+ℓ(y)+1c(x−1µ, y−1µ,ΦJ ,Φ).
Proof. It suffices to consider the case c(xλ, yλ,ΦI ,Φ) 6= 0 with xλ > yλ. Choose
β ∈ Ψ+(xλ,ΦI ,Φ) so that sgn(sβxλ, yλ,ΦI ,Φ) 6= 0, that is, sβxλ = wyλ for
some w ∈ WI . In view of Lemma 4.18, there exists w′ ∈ WJ so that sβxw′ =
wy. We claim that γ ∈ Ψ+(xλ,ΦI ,Φ) if and only if x
−1γ ∈ Ψ+(x−1µ,ΦJ ,Φ).
In fact, if γ ∈ Ψ+(xλ,ΦI ,Φ), then γ ∈ Φ+\ΦI and 〈xλ, γ〉 = 〈λ, x−1γ〉 > 0.
We obtain 〈x−1µ, x−1γ〉 = 〈µ, γ〉 > 0 and x−1γ ∈ Φ+\ΦJ . In other words,
x−1γ ∈ Ψ+(x−1µ,ΦJ ,Φ). The claim then follows by symmetry. It yields x−1β ∈
Ψ+(x−1µ,ΦJ ,Φ). We get
sx−1β(x
−1µ) = x−1sβµ = w
′y−1w−1µ = w′(y−1µ)
and thus sgn(sx−1βx
−1µ, y−1µ,ΦJ ,Φ) = (−1)
ℓ(w′). On the other hand, sβxw
′ = wy
implies 1+ ℓ(x) + ℓ(w′) ≡ ℓ(w) + ℓ(y)(mod 2). Thus whenever sgn(sβxλ, yλ,ΦI ,Φ)
contributes (−1)ℓ(w) to c(xλ, yλ,ΦI ,Φ), the formula sgn(sx−1βx
−1µ, y−1µ,ΦJ ,Φ)
will also contribute (−1)ℓ(w
′) = (−1)ℓ(y)+ℓ(x)+1(−1)ℓ(w) to c(x−1µ, y−1µ,ΦJ ,Φ).
This yields the lemma. 
The last lemma expresses invariance of Jantzen coefficients under conjugation.
For this the following notation will be useful: Note that any weight µ ∈ h∗ can be
uniquely written as
∑
α∈∆ cαα with cα ∈ C. For any subset I of ∆, the I-height of
µ is defined by
htIµ =
∑
α∈∆\I
cα.
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In particular, if I = ∅, then htµ = htIµ is the (ordinary) height of µ.
Lemma 4.24 (Conjugate invariance). Let I, J ⊂ ∆. Suppose that ΦI and ΦJ are
W -conjugate. Choose w ∈ W with Φ+J = wΦ
+
I . Let λ, µ ∈ Λ
+
I . Then
c(λ, µ,ΦI ,Φ) = c(wλ,wµ,ΦJ ,Φ).
Proof. It suffices to consider the case λ > µ. Note that
(4.25) 〈wν, (wγ)∨〉 = 〈wν,wγ∨〉 = 〈ν, γ∨〉
for any ν ∈ h∗ and γ ∈ Φ. With Φ+J = wΦ
+
I , we have J = wI and WJ = wWIw
−1.
Since λ, µ ∈ Λ+I , one gets wλ,wµ ∈ Λ
+
J by (4.25).
Let γ1, γ2, · · · , γk be all the positive roots contained in Ψ+(λ,ΦI ,Φ) so that
sgn(sγiλ, µ) 6= 0 (1 ≤ i ≤ k). There exist x1, · · · , xk ∈ WI so that µ = x1sγ1λ =
· · · = xksγkλ. Thus Lemma 4.7 gives
c(λ, µ,ΦI ,Φ) =
∑
γ∈Ψ+(λ,ΦI ,Φ)
sgn(sγλ, µ,ΦI ,Φ) =
k∑
i=1
(−1)ℓ(xi).
Note that wµ = wxisγiλ = wxiw
−1swγiwλ. Take the J-heights (keeping in mind
that wxiw
−1 ∈ WJ), we obtain
htJwµ = htJwλ − 〈wλ, (wγi)
∨〉htJwγi = htJwλ − 〈λ, γ
∨
i 〉htJwγi.
Choose β = γ1. It follows that
(4.26) 〈λ, γ∨i 〉htJwγi = 〈λ, β
∨〉htJwβ
for 1 ≤ i ≤ k. With ΦJ = wΦI , we get Φ\ΦJ = wΦ\wΦI = w(Φ\ΦI). Thus
wγi ∈ Φ\ΦJ in view of γi ∈ Φ\ΦI .
First assume that wβ > 0. We claim that Ψ+(wλ,ΦJ ,Φ) = {wγ1, · · · , wγk}.
Indeed, with (4.26), one has htJwβ > 0 and thus htJwγi > 0. So wγi ∈ Φ+\ΦJ
and 〈wλ, (wγi)∨〉 = 〈λ, γ∨i 〉 ∈ Z
>0, that is, wγi ∈ Ψ+(wλ,ΦJ ,Φ). This implies that
wΨ+(λ,ΦI ,Φ) ⊂ Ψ+(wλ,ΦJ ,Φ). The converse also holds by symmetry. Therefore
c(wλ,wµ,ΦJ ,Φ) =
k∑
i=1
sgn(swγiwλ,wµ,ΦJ ,Φ) =
k∑
i=1
(−1)ℓ(wxiw
−1) =
k∑
i=1
(−1)ℓ(xi).
Now assume thatwβ < 0. We show that Ψ+(wµ,ΦJ ,Φ) = {−wx1γ1, · · · ,−wxkγk}.
In fact, one has −wγi ∈ Φ+\ΦJ by (4.26). Thus −wxiγi = wxiw−1(−wγi) ∈
Φ+\ΦJ . On the other hand,
〈wµ, (−wxiγi)
∨〉 = 〈µ, (−xiγi)
∨〉 = 〈xisγiλ, (−xiγi)
∨〉 = 〈λ, γ∨i 〉 ∈ Z
>0.
By symmetry, one must have Ψ+(wµ,ΦJ ,Φ) = {−wx1γ1, · · · ,−wxkγk}. With
wλ = wsγix
−1
i µ = wx
−1
i w
−1s−wxiγiwµ, we obtain
c(wµ,wλ,ΦJ ,Φ) =
k∑
i=1
sgn(s−wxiγiwµ,wλ,ΦJ ,Φ) =
k∑
i=1
(−1)ℓ(wx
−1
i w
−1) =
k∑
i=1
(−1)ℓ(xi).
Hence c(wλ,wµ,ΦJ ,Φ) = c(wµ,wλ,ΦJ ,Φ) = c(λ, µ,ΦI ,Φ).

18 WEI XIAO AND AILIN ZHANG*
5. Basic weights and basic generalized Verma modules
Since the basic generalized Verma modules play significant role in the reduction
process described in section 3. We will give a full classification of basic generalized
Verma modules in this section.
5.1. Basic systems. First we want to find all the full subcategories Opλ that con-
tain at least one basic generalized Verma module. Let ∆ = {α1, · · · , αn} be the
simple roots corresponding to the standard numbering of vertices in the Dynkin
diagram of Φ ([H1], §11.4). Let ̟1, · · · , ̟n be the fundamental weights which sat-
isfy 〈̟i, α∨j 〉 = δij . Fix a basic weight λ of (ΦI ,Φ). With rankΦI = rankΦλ =
rankΦJ = rankΦ − 1, we can assume that I = ∆\{αi} and J = ∆\{αj} for some
i, j ∈ {1, · · · , n}. Recall that λ = wλ for some w ∈ IW J . Since Φλ = ΦJ , we must
have λ = k̟j for some k ∈ Z
>0. Hence λ is determined by the triple (Φ, i, j) and
w ∈ IW J and k ∈ Z>0. In this situation, we say (Φ, i, j) or (Φ,ΦI ,ΦJ) is a basic
system. In view of Lemma 3.14, we can eventually get a basic system by applying
the reduction process.
Lemma 5.1. Let (Φ, i, j) be a basic system. Then
{kw̟j | k ∈ Z
>0, w ∈ IW J}
is the set of all the basic weights of (Φ, i, j).
By sending w ∈ IW J to w−1 ∈ JW I , we have the following result.
Lemma 5.2 (Corollay 2.4.1, [BN]). IW J = (JW I)−1.
This yields the dual relation for basic systems.
Lemma 5.3. Let (Φ, i, j) be a basic system. Then (Φ, j, i) is also a basic system.
Recall the notation htI(−) of I-height defined in the previous section. For sim-
plicity, we denote htj(−) = ht∆\{αj}(−).
Lemma 5.4. Let (Φ, i, j) be a basic system. Assume that λ = w̟j for some
w ∈ IW J . Then
(5.5)
〈αj , αj〉
2
htjβ0 ≥ max{〈λ, β〉 | β ∈ Φ}
≥ max{0, 〈ρ, β〉 | β ∈ Φ+I },
where β0 is the highest root of Φ (see for example [H1], §12.2). If Φ is not simply
laced (i.e., with two root lengths), we also have
(5.6)
〈αj , αj〉
2
htjβ
s
0 ≥ max{〈λ, β〉 | β ∈ Φ is short}
≥ max{0, 〈ρ, β〉 | β ∈ Φ+I is short},
where βs0 is the highest short root of Φ.
Proof. Lemma 5.1 implies λ is a basic weight of (Φ, i, j). With λ ∈ Λ+I , the second
inequality of (5.5) follows from the facts that 〈λ, α∨〉 ≥ 1 = 〈ρ, α∨〉 for any α ∈ I =
∆\{αi} and (when Φ
+
I is empty)
max{〈λ, β〉 | β ∈ Φ} = max{〈λ, β〉, 〈λ,−β〉 | β ∈ Φ+} ≥ 0.
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A similar argument proves the second inequality of (5.6). With J = ∆\{αj}, one
obtains 〈̟j , β〉 = 〈̟j , αj〉htjβ for any β ∈ Φ. So we get
〈λ, β〉 = 〈w−1λ,w−1β〉 = 〈̟j , w
−1β〉 = 〈̟j , αj〉htj(w
−1β) ≤ 〈̟j , αj〉htjβ0.
Then the first inequality of (5.5) follows from 〈̟j , αj〉 = 〈αj , αj〉/2. The proof of
the first inequality of (5.6) is similar. 
Now we can present all the basic systems.
Theorem 5.7. Using the above notation, a basic system (Φ, i, j) must be one of
the following cases.
(1) (A1, 1, 1), (A2, 1, 1), (A2, 1, 2), (A2, 2, 1), (A2, 2, 2), (A3, 2, 2);
(2) (B2, 1, 1), (B2, 1, 2), (B2, 2, 1), (B2, 2, 2), (B3, 2, 2), (B3, 2, 3), (B3, 3, 2),
(B4, 3, 3);
(3) (C2, 1, 1), (C2, 1, 2), (C2, 2, 1), (C2, 2, 2), (C3, 2, 2), (C3, 2, 3), (C3, 3, 2),
(C4, 3, 3);
(4) (D4, 2, 2), (D5, 3, 3);
(5) (E6, 4, 4), (E7, 4, 4), (E7, 4, 5), (E7, 5, 4), (E8, 3, 4), (E8, 4, 3), (E8, 4, 4),
(E8, 4, 5), (E8, 5, 4), (E8, 5, 5);
(6) (F4, 2, 2), (F4, 2, 3), (F4, 3, 2), (F4, 3, 3);
(7) (G2, 1, 1), (G2, 1, 2), (G2, 2, 1), (G2, 2, 2).
Remark 5.8. Some of the above basic systems are isomorphic (e.g., (A2, 1, 1) and
(A2, 2, 2)). For symmetry and convenience, we keep all of them in our argument.
In the next subsection, we will show that each triple described in Theorem 5.7
is indeed a basic system. In other words, it contains at least a basic weight.
We use the standard realization of Φ (see [H1] §12.1), that is, Φ is a subset of a
real vector space with orthonormal basis ei. Denote λi = 〈λ, ei〉 for a given λ ∈ h
∗
and write
(5.9) λ = (λ1, λ2, · · · , λk) = λ1e1 + λ2e2 + · · ·+ λkek,
where k = n or n+ 1 depending on Φ.
From now on in this section, set aj =
〈αj ,αj〉
2 htjβ0 (resp. a
s
j =
〈αj ,αj〉
2 htjβ
s
0)
and bi = max{0, 〈ρ, β〉 | β ∈ Φ
+
I } (resp. b
s
i = max{0, 〈ρ, β〉 | β ∈ Φ
+
I is short}),
where I = ∆\{αi}. Set a = (a1, a2, · · · , an) and b = (b1, b2, · · · , bn) (resp. as =
(as1, a
s
2, · · · , a
s
n) and b
s = (bs1, b
s
2, · · · , b
s
n)). Lemma 5.4 yields aj ≥ bi (resp. a
s
j ≥ b
s
i )
when (Φ, i, j) is a basic system. With Lemma 5.3, we also have ai ≥ bj (resp.
asi ≥ b
s
j).
Proof. (1) An(n ≥ 1). The highest root β0 is e1−en+1. One has htj(e1−en+1) = 1
and 〈αj , αj〉 = 2 for any j ∈ {1, · · · , n}. So a = (1, · · · , 1). On the other hand,
since ΦI ≃ Ai−1 ×An−i,
bi = max{〈ρ, e1 − ei〉, 〈ρ, ei+1 − en+1〉} = max{i− 1, n− i}.
With aj ≥ bi, we obtain 1 ≥ max{i − 1, n − i}. It follows that i ≤ 2 and n ≤ 3.
There is nothing to prove for n = 1, 2 since the list exhausts all the possible cases.
If n = 3, we must have i = 2. This forces j = 2 since ai ≥ bj .
(2) Bn(n ≥ 2). With β0 = e1 + e2 and βs0 = e1, one obtains a = (1, 2, · · · , 2, 1)
and as = (1, · · · , 1, 1/2). On the other hand, if 1 ≤ i ≤ n−2, then ΦI ≃ Ai−1×Bn−i
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and e1−ei, ei+1+ei+2 are the corresponding highest roots, while ei+1 is the highest
short root. It follows that
bi = max{〈ρ, e1 − ei〉, 〈ρ, ei+1 + ei+2〉} = max{i− 1, 2(n− i− 1)}
and bsi = 〈ρ, ei+1〉 = n− i− 1/2. Moreover,
bn−1 = max{〈ρ, e1 − en−1〉, 〈ρ, en〉} = max{n− 2, 1/2}
and bsn−1 = 〈ρ, en〉 = 1/2, while bn = n− 1 and b
s
n = 0.
With aj ≥ bi and asj ≥ b
s
i , one has 2 ≥ bi and 1 ≥ b
s
i . If n ≥ 5, then i 6= n− 1, n.
It follows that 2 ≥ max{i − 1, 2(n − i − 1)} for some 1 ≤ i ≤ n − 2. This forces
n = 5 and i = 3. However, it yields 1 ≥ bs3 = 3/2, a contradiction. If n = 4, we get
i = 3 since b1, b4 > 2 and b
s
2 > 1. By symmetry, we also get j = 3. If n = 3, then
(B3, 3, 3) is not a basic system in view of a3 = 1 < b3 = 2. We obtain i 6= 1 since
bs1 = 3/2 > 1. By symmetry, this means j 6= 1. There is nothing to prove for n = 2.
(3) Cn(n ≥ 2). The argument is similar to that of Bn. With β0 = 2e1, one has
a = (2, · · · , 2). On the other hand,
bi = max{〈ρ, e1 − ei〉, 〈ρ, 2ei+1〉} = max{i− 1, 2(n− i)}.
for 1 ≤ i ≤ n− 1 and bn = 〈ρ, e1 − en〉 = n− 1. If n ≥ 4, then 2 = aj ≥ bi implies
i 6= n. So 2 ≥ max{i−1, 2n−2i} for 1 ≤ i ≤ n−1. This forces n = 4 and i = 3. One
has j = 3 by symmetry. Now consider the case n = 3. Since b1 = 4, we get i 6= 1 and
j 6= 1. If (C3, 3, 3) is a basic system, there exists basic weight λ = w̟3 = w(1, 1, 1)
for some w ∈ IW J . Thus |λ1| = |λ2| = |λ3| = 1. With I = {e1 − e2, e2 − e3}, one
has λ1 − λ2, λ2 − λ3 ∈ Z>0. This forces λ1 = 1 > λ2 = −1 > λ3, a contradiction.
There is nothing to prove for n = 2.
(4) Dn(n ≥ 4). With β0 = e1 + e2, we get a = (1, 2, 2, . . . , 2, 1, 1). On the other
hand, if 1 ≤ i ≤ n− 3,
bi = max{〈ρ, e1 − ei〉, 〈ρ, ei+1 + ei+2〉} = max{i− 1, 2n− 2i− 3}
Moreover,
bn−2 = max{〈ρ, e1 − en−2〉, 〈ρ, en−1 − en〉, 〈ρ, en−1 + en〉} = n− 3
and bn−1 = bn = n−1. It follows from 2 ≥ aj ≥ max{i−1, 2n−2i−3} for i ≤ n−3
that n < 6. If n = 5, we must have i = 3 in view of 2 ≥ bi. By symmetry, we
obtain j = 3. Now consider n = 4. First i = 2 since b1 = b3 = b4 = 3 > 2. Then
j = 2 by symmetry.
(5) En(n = 6, 7, 8). For E6, the highest root is
1
2 (e1 + e2 + e3 + e4 + e5 −
e6 − e7 + e8) = α1 + 2α2 + 2α3 + 3α4 + 2α5 + α6. So a = (1, 2, 2, 3, 2, 1). Note
that Φ1 ≃ D5, Φ2 ≃ A5, Φ3 ≃ A1 × A4, Φ4 ≃ A2 × A1 × A2, Φ5 ≃ A4 × A1
and Φ6 ≃ D5. Since 〈ρ, β〉 = htβ for β ∈ En, we get b = (7, 5, 4, 2, 4, 7). The
only pair (i, j) satisfying aj ≥ bi and ai ≥ bj is (4, 4). For E7, the highest root
is e8 − e7 = 2α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + α7. So a = (2, 2, 3, 4, 3, 2, 1).
On the other hand, we can get b = (9, 6, 5, 3, 4, 7, 11). The pairs (i, j) satisfying
aj ≥ bi and ai ≥ bj are (4, 4), (4, 5) and (5, 4). For E8, the highest root is e8+ e7 =
2α1+3α2+4α3+6α4+5α5+4α6+3α7+2α8. So a = (2, 3, 4, 6, 5, 4, 3, 2). In this
case, b = (11, 7, 6, 4, 4, 7, 11, 17). The pairs (i, j) satisfying aj ≥ bi and ai ≥ bj are
(3, 4), (4, 3), (4, 4), (4, 5), (5, 4) and (5, 5).
(5) F4. With β0 = e1 + e2 = 2α1 + 3α2 + 4α3 + 2α4 and β
s
0 = e1 = α1 +
2α2+3α3+2α4, one obtains a = (2, 3, 2, 1) and a
s = (1, 2, 3/2, 1). Moreover, since
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ρ = 112 e1 +
5
2e2 +
3
2e3 +
1
2e4, we get b1 = 〈ρ, e1 − e2〉 = 3, b4 = 〈ρ, e2 + e3〉 = 4,
b2 = max{〈ρ, e2 − e3〉, 〈ρ,
1
2
(e1 − e2 − e3 + e4)〉} = 1,
and
b3 = max{〈ρ, e2 − e4〉, 〈ρ,
1
2
(e1 − e2 − e3 − e4)〉} = 2.
So b = (3, 1, 2, 4). Similarly we can get bs = (5/2, 1, 1/2, 5/2). The pairs (i, j)
satisfying aj ≥ bi, ai ≥ bj , a
s
j ≥ b
s
i and a
s
i ≥ b
s
j are (2, 2), (2, 3), (3, 2) and (3, 3).
(5) G2. There is nothing to prove. 
5.2. Basic weights. Now we give all the basic weights in a case-by-case fashion.
As in the previous subsection, we still use the form (5.9) for a weight λ. Let (Φ, i, j)
be a basic system. With Lemma 5.1, it suffices to consider basic weights w̟j for
w ∈ IW J .
5.2.1. An.
Theorem 5.10. Using the above notation, any basic weight of type A must be one
of the following cases (up to a positive integer). (1) (A1, 1, 1). (
1
2 ,−
1
2 ), (−
1
2 ,
1
2 );
(2) (A2, 1, 1). (−
1
3 ,
2
3 ,−
1
3 ); (3) (A2, 1, 2). (
1
3 ,
1
3 ,−
2
3 ); (4) (A2, 2, 1). (
2
3 ,−
1
3 ,−
1
3 );
(5) (A2, 2, 2). (
1
3 ,−
2
3 ,
1
3 ); (6) (A3, 2, 2). (
1
2 ,−
1
2 ,
1
2 ,−
1
2 );
Proof. Let λ = w̟j be a basic weight. Then λ is integral and λ ∈ Λ
+
I .
(1) (A1, 1, 1). In this case, I = J = ∅. So IW J = W = {1, sα1}. Therefore
λ = ̟1 or sα1̟1, where ̟1 = (
1
2 ,−
1
2 );
(2) (A2, 1, 1). Since I = ∆\{α1} = {α2} = J , we get IW J = {sα1} and
λ = sα1̟1 = (−
1
3 ,
2
3 ,−
1
3 ), where ̟1 = (
2
3 ,−
1
3 ,−
1
3 );
(3) (A2, 1, 2). Since I = {α2} and J = {α1}, one gets IW J = {1} and λ = ̟2 =
(13 ,
1
3 ,−
2
3 );
(4) (A2, 2, 1).
IW J = {1} and λ = ̟1 = (
2
3 ,−
1
3 ,−
1
3 );
(5) (A2, 2, 2).
IW J = {sα2} and λ = sα2̟2 = (
1
3 ,−
2
3 ,
1
3 );
(6) (A3, 2, 2). Since I = J = {e1 − e2, e3 − e4} and λ ∈ Λ
+
I , we get λ =
w̟2 = w(
1
2 ,
1
2 ,−
1
2 ,−
1
2 ) and λ1 − λ2, λ3 − λ4 ∈ Z
>0. This forces λ1 = λ3 =
1
2 and
λ2 = λ4 = −
1
2 , that is, λ = (
1
2 ,−
1
2 ,
1
2 ,−
1
2 ) and w = sα2 . 
5.2.2. Bn.
Theorem 5.11. Any basic weight of type B must be one of the following cases
(up to a positive integer). (1) (B2, 1, 1). (0, 1); (2) (B2, 1, 2). (
1
2 ,
1
2 ), (−
1
2 ,
1
2 ); (3)
(B2, 2, 1). (1, 0), (0,−1); (4) (B2, 2, 2). (
1
2 ,−
1
2 ); (5) (B3, 2, 2). (1, 0, 1), (0,−1, 1);
(6) (B3, 2, 3). (
1
2 ,−
1
2 ,
1
2 ); (7) (B3, 3, 2). (1, 0,−1); (8) (B4, 3, 3). (1, 0,−1, 1).
Proof. Let λ = w̟j be a basic weight with w ∈ IW J .
(1) (B2, 1, 1). In this case, I = J = ∆\{α1} = {α2}, we get IW J = {sα1} and
λ = sα1̟1 = (0, 1), where ̟1 = (1, 0);
(2) (B2, 1, 2). With I = {α2} and J = {α1}, we have IW J = {1, sα1sα2} and
λ = ̟2 = (
1
2 ,
1
2 ) or λ = sα1sα2̟2 = (−
1
2 ,
1
2 );
(3) (B2, 2, 1). With I = {α1} and J = {α2}, we have IW J = {1, sα2sα1} and
λ = ̟1 = (1, 0) or λ = sα2sα1̟2 = (0,−1);
(4) (B2, 2, 2). With I = {α1} and J = {α1}, we have IW J = {sα2} and
λ = sα2̟2 = (
1
2 ,−
1
2 );
22 WEI XIAO AND AILIN ZHANG*
(5) (B3, 2, 2). With I = {e1 − e2, e3} = J , we get λ = w̟2 = w(1, 1, 0) and
λ1 − λ2, 2λ3 ∈ Z>0. Thus λ = (1, 0, 1) or (0,−1, 1).
(6) (B3, 2, 3). With I = {e1 − e2, e3} and J = {e1 − e2, e2 − e3}. One has
λ = w̟3 = w(
1
2 ,
1
2 ,
1
2 ) and λ1 − λ2, 2λ3 ∈ Z
>0. We must have λ = (12 ,−
1
2 ,
1
2 ).
(7) (B3, 3, 2). In this case, I = {e1 − e2, e2 − e3} and J = {e1 − e2, e3}. We get
λ = w(1, 1, 0) and λ1 − λ2, λ2 − λ3 ∈ Z>0. This forces λ = (1, 0,−1).
(8) (B4, 3, 3). Now I = {e1 − e2, e2 − e3, e4} = J . One obtains λ = w(1, 1, 1, 0)
and λ1 − λ2, λ2 − λ3, 2λ4 ∈ Z>0. This yields λ = (1, 0,−1, 1). 
5.2.3. Cn.
Theorem 5.12. Any basic weight of type C must be one of the following cases
(up to a positive integer). (1) (C2, 1, 1). (0, 1); (2) (C2, 1, 2). (1, 1), (−1, 1); (3)
(C2, 2, 1). (1, 0), (0,−1); (4) (C2, 2, 2). (1,−1); (5) (C3, 2, 2). (1, 0, 1), (0,−1, 1);
(6) (C3, 2, 3). (1,−1, 1); (7) (C3, 3, 2). (1, 0,−1); (8) (C4, 3, 3). (1, 0,−1, 1).
Proof. The argument is similar to that of Theorem 5.11. 
5.2.4. Dn.
Theorem 5.13. Any basic weight of type D must be one of the following cases
(up to a positive integer). (1) (D4, 2, 2). (1, 0, 1, 0), (0,−1, 1, 0); (2) (D5, 3, 3).
(1, 0,−1, 1, 0).
Proof. Let λ = w̟j be a basic weight with w ∈
IW J . (1) (D4, 2, 2). In this case,
I = {e1−e2, e3−e4, e3+e4} = J . So λ = w(1, 1, 0, 0) and λ1−λ2, λ3−λ4, λ3+λ4 ∈
Z>0. This forces λ = (1, 0, 1, 0) or (0,−1, 1, 0).
(2) (D5, 3, 3). With I = {e1− e2, e2− e3, e4± e5} = J , we get λ = w(1, 1, 1, 0, 0)
and λ1 − λ2, λ2 − λ3, λ4 ± λ5 ∈ Z>0. Hence λ = (1, 0,−1, 1, 0). 
5.2.5. E6, E7, E8. . The cases of type E are much more complicated. We have to
run computer programs to calculate all the possible basic weights. The algorithm
is summarized as follows (take E8 as an example).
Suppose the basic system is (E8, i, j). Assume that λ = w̟j =
∑8
k=1 xk̟k with
xk ∈ Z. In particular, xk ∈ Z>0 when k 6= i (since λ ∈ Λ
+
I ). Changing basis,
λ =
x2 − x3
2
e1 +
x2 + x3
2
e2 + (
x2 + x3
2
+ x4)e3 + (
x2 + x3
2
+ x4 + x5)e4
+ (
x2 + x3
2
+ x4 + x5 + x6)e5 + (
x2 + x3
2
+ x4 + x5 + x6 + x7)e6
+ (
x2 + x3
2
+ x4 + x5 + x6 + x7 + x8)e7
+ (2x1 +
5x2 + 7x3
2
+ 5x4 + 4x5 + 3x6 + 2x7 + x8)e8.
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Note that 〈λ, λ〉 = 〈w̟j , w̟j〉 = 〈̟j , ̟j〉. Thus the first step is to find all the
integer solutions xk (with xk > 0 for k 6= i) of the equation
〈̟j , ̟j〉 =(
x2 − x3
2
)2 + (
x2 + x3
2
)2 + (
x2 + x3
2
+ x4)
2 + (
x2 + x3
2
+ x4 + x5)
2
+ (
x2 + x3
2
+ x4 + x5 + x6)
2 + (
x2 + x3
2
+ x4 + x5 + x6 + x7)
2
+ (
x2 + x3
2
+ x4 + x5 + x6 + x7 + x8)
2
+ (2x1 +
5x2 + 7x3
2
+ 5x4 + 4x5 + 3x6 + 2x7 + x8)
2.
For each solution (x1, · · · , x8) from the first step, write µ = λ =
∑8
k=1 xk̟k.
If 〈λ, α〉 < 0 for any α ∈ ∆, then ht(sαµ) − htµ = −〈µ, α
∨〉 > 0. Replace µ by
sαµ. Raising htµ stepwise in this fashion, we arrive at a dominant weight µ. If
µ = ̟j, then λ =
∑8
k=1 xk̟k is a basic weight of (Φ, i, j). Otherwise we discard
this solution.
Similar algorithms give all the basic weights of type E, which we list in the
following tables (up to a positive integer). For any given basic system of type E, a
number n(λ) is assigned to each basic weight λ of the system such that n(λ) < n(µ)
whenever λ > µ, where µ is another basic weight.
Theorem 5.14. Any basic weight of type E must be one of the weights (up to a
positive integer) listed in Table 1-10.
1 (0, 1,−1, 0, 1,−1,−1, 1) 3 (0, 1,−2,−1, 0, 0, 0, 0)
2 (12 ,
3
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
1
2 ,−
1
2 ,
1
2 )
Table 1. Basic weights of (E6, 4, 4)
1 (12 ,
3
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,−
3
2 ,
3
2 ) 4 (
1
2 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
1
2 ,
1
2 )
2 (0, 1,−2,−1, 0, 2,−1, 1) 5 (0, 1,−3,−1, 0, 1, 0, 0)
3 (0, 2,−2,−1, 0, 1,−1, 1) 6 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
1
2 ,−
1
2 )
Table 2. Basic weights of (E7, 4, 4)
1 (0, 1,−2,−1, 0, 1,− 12 ,
1
2 )
Table 3. Basic weights of (E7, 4, 5)
1 (0, 1, 2,−2,−1, 0,−1, 1)
Table 4. Basic weights of (E7, 5, 4)
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1 (72 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
5
2 ,
1
2 )
Table 5. Basic weights of (E8, 3, 4)
1 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
1
2 )
Table 6. Basic weights of (E8, 4, 3)
1 (0, 2,−2,−1, 0, 1, 2, 4) 25 (12 ,
3
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
3
2 ,
5
2 ,
1
2 )
2 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ,
7
2 ) 26 (0, 2,−4,−2,−1, 0, 2, 1)
3 (0, 1,−3,−1, 0, 1, 3, 3) 27 (32 ,
5
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
1
2 ,
3
2 ,
1
2 )
4 (12 ,
5
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
7
2 ) 28 (
1
2 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,
1
2 ,
5
2 ,
1
2 )
5 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
7
2 ,
5
2 ) 29 (1, 2,−4,−2, 0, 1, 2, 0)
6 (12 ,
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
5
2 ) 30 (
1
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,
1
2 ,
3
2 ,
1
2 )
7 (12 ,
3
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ,
5
2 ) 31 (−
1
2 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
5
2 ,
1
2 )
8 (12 ,
5
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
5
2 ) 32 (0, 2,−4,−2,−1, 1, 2, 0)
9 (0, 2,−4,−1, 0, 1, 2, 2) 33 (− 12 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
3
2 ,
1
2 )
10 (12 ,
3
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
1
2 ,
3
2 ,
5
2 ) 34 (1, 2,−4,−2,−1, 0, 2, 0)
11 (0, 1,−4,−2, 0, 1, 2, 2) 35 (−1, 2,−4,−2,−1, 0, 2, 0)
12 (12 ,
5
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ,
3
2 ) 36 (−
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
1
2 )
13 (0, 1,−4,−2,−1, 0, 2, 2) 37 (− 12 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,
1
2 ,
5
2 ,−
1
2 )
14 (− 12 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ) 38 (
1
2 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
5
2 ,−
1
2 )
15 (12 ,
3
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
1
2 ,
5
2 ,
3
2 ) 39 (−
1
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,
1
2 ,
3
2 ,−
1
2 )
16 (0, 2,−4,−2,−1, 0, 1, 2) 40 (12 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
3
2 ,−
1
2 )
17 (1, 2,−3,−2,−1, 1, 3, 1) 41 (32 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
1
2 )
18 (12 ,
5
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
1
2 ,
3
2 ,
3
2 ) 42 (0, 2,−4,−2,−1, 0, 2,−1)
19 (− 12 ,
3
2 ,−
9
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
3
2 ) 43 (
1
2 ,
3
2 ,−
9
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,−
3
2 )
20 (1, 3,−3,−2,−1, 1, 2, 1) 44 (12 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
3
2 )
21 (0, 2,−4,−2, 0, 1, 2, 1) 45 (0, 1,−4,−2,−1, 0, 2,−2)
22 (52 ,
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
1
2 ) 46 (0, 2,−4,−2,−1, 0, 1,−2)
23 (32 ,
5
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ,
1
2 ) 47 (
1
2 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
5
2 )
24 (− 12 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 )
Table 7. Basic weights of (E8, 4, 4)
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1 (0, 1, 2,−2,−1, 0, 1, 3) 5 (0, 1, 2,−3,−2,−1, 0, 1)
2 (0, 1, 2,−3,−1, 0, 1, 2) 6 (0, 1, 2,−3,−2,−1, 1, 0)
3 (12 ,
3
2 ,
5
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ) 7 (0, 1, 2,−3,−2,−1, 0,−1)
4 (0, 1, 2,−3,−2, 0, 1, 1)
Table 8. Basic weights of (E8, 5, 5)
1 (0, 1,−2,−1, 0, 1, 2, 3) 10 (0, 2,−3,−2,−1, 0, 1, 1)
2 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
5
2 ) 11 (−
1
2 ,
3
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
1
2 )
3 (0, 1,−3,−1, 0, 1, 2, 2) 12 (0, 1,−3,−2,−1, 1, 2, 0)
4 (12 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ,
3
2 ) 13 (1, 2,−3,−2,−1, 0, 1, 0)
5 (12 ,
5
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
3
2 ) 14 (−1, 2,−3,−2,−1, 0, 1, 0)
6 (0, 1,−3,−2,−1, 0, 1, 2) 15 (12 ,
3
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,−
1
2 )
7 (0, 1,−3,−2, 0, 1, 2, 1) 16 (0, 1,−3,−2,−1, 0, 2,−1)
8 (0, 1,−3,−2,−1, 0, 2, 1) 17 (0, 2,−3,−2,−1, 0, 1,−1)
9 (32 ,
5
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
3
2 ,
1
2 ) 18 (0, 1,−3,−2,−1, 0, 1,−2)
Table 9. Basic weights of (E8, 4, 5)
1 (0, 1, 2,−2,−1, 0, 2, 4) 10 (12 ,
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
1
2 ,
3
2 )
2 (12 ,
3
2 ,
5
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
7
2 ) 11 (1, 2, 3,−3,−2,−1, 1, 1)
3 (0, 1, 3,−3,−1, 0, 1, 3) 12 (12 ,
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
1
2 ,
3
2 ,
1
2 )
4 (12 ,
3
2 ,
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ) 13 (
1
2 ,
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,
1
2 ,
1
2 )
5 (12 ,
3
2 ,
5
2 ,−
7
2 ,−
3
2 ,−
1
2 ,
1
2 ,
5
2 ) 14 (0, 1, 2,−4,−2,−1, 2, 0)
6 (0, 1, 2,−4,−1, 0, 2, 2) 15 (− 12 ,
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 )
7 (0, 1, 2,−4,−2, 0, 1, 2) 16 (− 12 ,
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,
1
2 ,−
1
2 )
8 (0, 1, 2,−4,−2,−1, 0, 2) 17 (12 ,
3
2 ,
5
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,−
1
2 )
9 (0, 1, 2,−4,−2, 0, 2, 1) 18 (0, 1, 2,−4,−2,−1, 0,−2)
Table 10. Basic weights of (E8, 5, 4)
5.2.6. F4.
Theorem 5.15. Any basic weight of type F4 must be one of the following cases
(up to a positive integer).
(1) (F4, 2, 2). (2, 0,−1, 1), (1, 0,−2, 1), (0,−1,−2, 1);
(2) (F4, 2, 3). (
3
2 ,
1
2 ,−
1
2 ,
1
2 ), (1, 0,−1, 1), (
1
2 ,
1
2 ,−
3
2 ,
1
2 ), (
1
2 ,−
1
2 ,−
3
2 ,
1
2 ), (−
1
2 ,−
1
2 ,−
3
2 ,
1
2 );
(3) (F4, 3, 2). (2, 1, 0,−1), (1, 1, 0,−2), (1, 0,−1,−2), (0, 1,−1,−2), (−1, 0,−1,−2);
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(4) (F4, 3, 3). (1, 1, 0,−1), (
1
2 ,
1
2 ,−
1
2 ,−
3
2 ), (−
1
2 ,
1
2 ,−
1
2 ,−
3
2 ).
Proof. It can be verified that all the weights in the theorem are basic weights
contained in W̟j for the corresponding basic systems (F4, i, j). In view of Table 2
in [P1], these weights exhaust all the possibilities. We can also prove this theorem in
a case-by-case fashion (only a few cases) using Lemma 5.4 (details are omitted). 
5.2.7. G2.
Theorem 5.16. Any basic weight of type G2 must be one of the following cases (up
to a positive integer). (1) (G2, 1, 1). (−1, 1, 0), (−1, 0, 1); (2) (G2, 1, 2). (−1, 2,−1),
(−1,−1, 2), (−2, 1, 1); (3) (G2, 2, 1). (1, 0,−1), (1,−1, 0), (0,−1, 1); (4) (G2, 2, 2).
(1,−2, 1), (2,−1,−1).
Proof. Recall that α1 = e1 − e2 and α2 = −2e1 + e2 + e3 for G2 (see §12.1, [H1]).
(1) (G2, 1, 1). In this case, I = J = {α2}, we have IW J = {sα1 , sα1sα2sα1} and
λ = sα1̟2 = (−1, 0, 1) or sα1sα2sα1̟2 = (−1, 1, 0), where ̟2 = (0,−1, 1);
(2) (G2, 1, 2). With I = {α2} and J = {α1}, we have IW J = {1, sα1sα2 , sα1sα2sα1sα2}
and λ = ̟1 = (−1,−1, 2) or sα1sα2̟1 = (−2, 1, 1) or sα1sα2sα1sα2̟1 = (−1, 2,−1);
(3) (G2, 2, 1). With I = {α1} and J = {α2}, we have IW J = {1, sα2sα1 , sα2sα1sα2sα1}
and λ = ̟2 = (0,−1, 1) or sα2sα1̟2 = (1,−1, 0) or sα2sα1sα2sα1̟2 = (1, 0,−1);
(4) (G2, 2, 2). With I = J = {α1}, we get IW J = {sα2 , sα2sα1sα2} and λ =
sα2̟1 = (1,−2, 1) or sα2sα1sα2̟1 = (2,−1,−1). 
6. Jantzen coefficients of basic generalized Verma modules
6.1. Nonzero Jantzen coefficients. In this subsection, we give all the nonzero
Jantzen coefficients of basic generalized Verma modules. A basic weight λ is called
standard if λ ∈ W̟j for some 1 ≤ j ≤ n. In view of Lemma 4.8 and Lemma 5.1,
it suffices to consider Jantzen coefficients associated with standard basic weights.
Let λ1, · · · , λl be all the standard basic weights of a basic system (we adopt the
ordering in §5.2, with i < j whenever λi > λj). Write ci,j = c(λ
i, λj).
Theorem 6.1. The Jantzen coefficients of a basic system (Φ, i, j) are vanished
unless (Φ, i, j) = (A1, 1, 1), (B3, 2, 2) and (C3, 2, 2), (E7, 4, 4), (E8, 4, 5), (E8, 5, 4)
and (E8, 4, 4). In these exceptional cases, all the nonzero Jantzen coefficients are
given in Table 11-15.
For type E, we have to run computer programs to calculate the corresponding
Jantzen coefficients. If all the Jantzen coefficients of a system (Φ,ΦI ,ΦJ) are
vanished, then the subcategory associated with the system is semisimple).
i {j | ci,j = 1}
1 2
Table 11. Nonzero Jantzen coefficients of (A1, 1, 1), (B3, 2, 2) and (C3, 2, 2)
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i {j | ci,j = 1} {j | ci,j = −1} {j | ci,j = 2}
1 3 5 6
2 3 6 5
3 4
4 5, 6
Table 12. Nonzero Jantzen coefficients of (E7, 4, 4)
i {j | ci,j = 1} {j | ci,j = −1} i {j | ci,j = 1} {j | ci,j = −1}
1 2, 3, 10, 11, 14, 16 4, 6, 12, 13, 18 10 11, 12, 15, 18 14, 17
2 3, 4, 8, 9, 13 5, 10, 14, 15 11 13, 17 15, 16
3 5, 6, 12, 15, 18 8, 9, 11, 16 12 13, 14 15
4 6, 9, 10, 16 7, 8, 12, 17 13 15, 16 18
5 7, 9, 11, 13, 18 10, 12, 17 14 16 17
6 7, 8, 11, 14, 17 9, 13, 18 15 17 18
7 9, 10, 16 11, 14, 15, 18 16 17, 18
8 10, 13, 14, 18 11, 12, 16 17 18
9 12, 14, 15, 17 13, 16
Table 13. Nonzero Jantzen coefficients of (E8, 5, 4)
i {j | ci,j = 1} {j | ci,j = −1} i {j | ci,j = 1} {j | ci,j = −1}
1 2, 4, 10, 12, 14, 18 3, 6, 11, 13, 16 10 11, 12, 14, 15, 17, 18
2 3, 4, 5, 8, 10, 14 9, 13, 15 11 13, 15, 16, 17
3 5, 6, 8, 11, 16 9, 12, 15, 18 12 13, 14, 15
4 6, 7, 8, 9, 10, 12 16, 17 13 15, 16 18
5 7, 10, 11, 17, 18 9, 12, 13 14 16, 17
6 7, 8, 9, 11, 13 14, 17, 18 15 17, 18
7 9, 10, 11, 15, 18 14, 16 16 17 18
8 10, 11, 12, 13, 14, 16 18 17 18
9 12, 13, 15 14, 16, 17
Table 14. Nonzero Jantzen coefficients of (E8, 4, 5)
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i {j | ci,j = 1} {j | ci,j = −1} i {j | ci,j = 1} {j | ci,j = −1}
1 12, 15, 16, 22, 32, 33, 46 6, 7, 14, 20, 21, 26, 41, 42 25 27, 28, 29, 32, 33, 46 31, 38, 39
2 3, 4, 5, 7, 10, 24, 25, 28, 33, 39, 47 6, 9, 11, 27, 32, 38, 40 26 28, 30, 31, 32, 33, 34, 35, 42, 44, 45 43, 47
3 6, 7, 14, 17, 26, 36 12, 19, 22, 34 27 29, 30, 34, 36, 37, 41 33, 38, 39, 47
4 6, 7, 14, 17, 26, 36 12, 19, 22, 34 28 30, 31, 32, 34, 36, 37, 38, 39 42, 47
5 6, 7, 15, 16, 22, 31, 32, 33 9, 10, 26, 29, 38, 39 29 32, 34, 39, 44, 45 35, 37, 40
6 8, 11, 13, 14, 20, 22, 24, 35, 41 9, 10, 16, 23, 36, 39, 47 30 32, 33, 34, 38, 39 36
7 8, 9, 10, 11, 12, 13, 15, 24, 26, 35, 38 21, 23, 34, 42, 47 31 33, 35, 37, 38, 40 36, 44, 45
8 9, 10, 12, 15, 16, 19, 31 14, 17, 29, 46 32 34, 35, 37, 40, 42, 43, 47 38
9 11, 12, 13, 18, 19, 21, 28, 42 15, 20, 24, 25, 32, 43, 46 33 35, 36, 37, 39, 40, 43, 47 41
10 11, 13, 14, 16, 17, 18, 21, 33, 46 20, 25, 24, 27, 41, 43 34 38, 40, 42, 47 44, 45
11 15, 16, 19, 20, 21, 31, 34 17, 27, 28, 29, 36 35 38, 39, 41, 42
12 15, 17, 18, 20, 21, 23, 26, 34, 37 24, 35, 42, 44, 45 36 39, 41, 44, 45 40, 47
13 15, 16, 19, 26, 36, 41, 42 17, 22, 34 37 38, 39, 41, 42 46
14 16, 20, 21, 24, 35, 44, 45 18, 19, 22, 23, 36, 37, 41 38 40, 42 41, 43, 46
15 17, 18, 21, 22, 24, 25, 26, 27, 28, 43, 47 38, 46 39 40, 42, 46 41, 43
16 18, 19, 22, 24, 25, 26, 39, 43, 46, 47 20, 27, 28 40 41, 42
17 20, 23, 25, 28, 29, 30 22, 37, 40, 43 41 43, 44, 45 46, 47
18 20, 21, 26, 27, 28, 29 22, 31 42 43, 44, 45, 46 47
19 21, 26, 27, 37, 40, 43 23, 25, 30, 31 43 46
20 22, 23, 25, 27, 30, 31, 32 33, 37, 39, 46 44 46
21 23, 25, 26, 29, 30, 32, 38, 46 28, 33, 37 45 46
22 27, 32, 33, 41, 43, 47 29, 30, 35, 36, 44, 45 i {j | ci,j = 2}
23 27, 28, 29, 34 31, 36, 41, 42 1 2
24 32, 33, 36, 41, 42, 46 34, 38, 39 46 47
Table 15. Nonzero Jantzen coefficents of (E8, 4, 4)
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Theorem 6.2. Jantzen coefficients |c(λ, µ)| ≤ 1 except the cases when Φ = E7, E8.
In these exceptional cases, |c(λ, µ)| ≤ 2.
Proof. If c(λ, µ) 6= 0 for λ > µ, Lemma 4.7 yields β ∈ Ψ++λ with sgn(sβλ, µ) 6= 0 for
some µ ∈ Λ+I . The theorem then follows from Lemma 4.13 and Table 11-15. 
6.2. Posets of the basic systems. For any nonzero Jantzen coefficient c(λi, λj),
if there exists no sequence i = i0 < i1 < · · · < ik = j such that c(λit−1 , λit) 6= 0 for
1 ≤ t ≤ k and k > 1, we say λi and λj are adjacent. Connect i and j when λi and
λj are adjacent. This gives us the posets in Figure 1-4.
✍✌
✎☞
✍✌
✎☞
2
1
Figure 1. Poset for (A1, 1, 1), (B3, 2, 2) and (C3, 2, 2)
✍✌
✎☞
✍✌
✎☞
✍✌
✎☞
✍✌
✎☞
✍✌
✎☞
✍✌
✎☞
 
 
❅
❅
 
 
❅
❅
5 6
4
3
1 2
Figure 2. Poset for (E7, 4, 4)
Remark 6.3. It will be proved in [XZ] that the above posets are actually the Ext1-
posets (see [BH]) of the corresponding basic systems.
6.3. Simplicity of basic generalized Verma modules. By Jantzen’s simplicity
criterion, one gets the following result from the data of Jantzen coefficients.
Theorem 6.4. Let λ be a basic weight of a basic system (Φ, i, j). Then MI(λ) is
not simple if and only if one of the following conditions are satisfied (k ∈ Z>0):
(1) (A1, 1, 1), with λ = k(
1
2 ,−
1
2 );
(2) (B3, 2, 2), with λ = k(1, 0, 1);
(3) (C3, 2, 2), with λ = k(1, 0, 1);
(4) (E7, 4, 4), with λ 6= k(0, 1,−3,−1, 0, 1, 0, 0), k(
1
2 ,
3
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,
1
2 ,−
1
2 );
(5) (E8, 4, 4), with λ 6= k(
1
2 ,
3
2 ,−
7
2 ,−
5
2 ,−
3
2 ,−
1
2 ,
1
2 ,−
5
2 );
(6) (E8, 4, 5), with λ 6= k(0, 1,−3,−2,−1, 0, 1,−2);
(7) (E8, 5, 4), with λ 6= k(0, 1, 2,−4,−2,−1, 0,−2).
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Figure 3. Poset for (E8, 4, 5) and (E8, 5, 4)
Remark 6.5. If λ ∈ Λ+I and β ∈ Ψ
++
λ , then sβλ is ΦI -regular. There exists w ∈ WI
so that wsβλ ∈ Λ
+
I . The category O
pI
λ has at least two highest weights λ − ρ and
wsβλ−ρ. If Φ is of classical type, the category OpI̟j of (Φ, i, j) is semisimple unless
(Φ, i, j) = (A1, 1, 1), (B3, 2, 2) or (C3, 2, 2). In view of Theorem 5.10-5.13, we give
all the basic weights (up to a positive integer) with Ψ++λ 6= ∅ in Table 16.
When λ ∈ Λ+I and β ∈ Ψ
+
λ are fixed, denote by (Φ(β), iβ , jβ) the basic system
corresponding to the basic generalized Verma module M(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)).
Corollary 6.6. Let Φ be a classical root system. Choose λ ∈ Λ+I and β ∈ Ψ
+
λ .
(1) If (Φ(β), iβ , jβ) ≃ (B2, 1, 2), (B2, 2, 1), (C2, 1, 2), (C2, 2, 1) or (D4, 2, 2),
then M(λ|Φ(β),ΦI ∩ Φ(β),Φ(β)) is always simple and |Ψ
++
λ ∩ Φ(β)| = 2.
(2) If (Φ(β), iβ , jβ) ≃ (A1, 1, 1), (B3, 2, 2) or (C3, 2, 2), then M(λ|Φ(β),ΦI ∩
Φ(β),Φ(β)) is not simple and |Ψ++λ ∩ Φ(β)| = 1, 3.
(3) In all other cases, M(λ|Φ(β),ΦI ∩Φ(β),Φ(β)) is simple and |Ψ
++
λ ∩Φ(β)| =
0. In particular, β 6∈ Ψ++λ .
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Figure 4. Poset for (E8, 4, 4)
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basic system basic weight λ Ψ++
λ
∑
β∈Ψ
++
λ
θ(sβλ) simple
(A1, 1, 1) (
1
2
,− 1
2
) e1 − e2 6= 0 No
(B2, 1, 2) (
1
2
, 1
2
) e1, e1 + e2 0 Yes
(B2, 2, 1) (1, 0) e1, e1 + e2 0 Yes
(B3, 2, 2) (1, 0, 1) e1, e1 + e2, e1 + e3 6= 0 No
(C2, 1, 2) (1, 1) 2e1, e1 + e2 0 Yes
(C2, 2, 1) (1, 0) 2e1, e1 + e2 0 Yes
(C3, 2, 2) (1, 0, 1) 2e1, e1 + e2, e1 + e3 6= 0 No
(D4, 2, 2) (1, 0, 1, 0) e1 + e2, e1 + e3 0 Yes
Table 16. Classical basic systems with nonempty Ψ++λ
Proof. It follows from Lemma 3.23 that Ψ++λ ∩Φ(β) = Ψ
++(λ|Φ(β),ΦI∩Φ(β),Φ(β)).
Then the corollary follows from Remark 6.5 and Table 16. 
Remark 6.7. If Φ is of classical type, the above results show that Ψ++λ = 0 serves
well as a simplicity criterion if we can explicitly rules out the exceptional cases (that
is, when (Φ(β), iβ , jβ) ≃ (B2, 1, 2), (B2, 2, 1), (C2, 1, 2), (C2, 2, 1) or (D4, 2, 2)). This
will be achieved in the next section.
7. Jantzen coefficients for classical Lie algebras
In this section, we will determine all the Jantzen coefficients and give a refinement
of Jantzen’s simplicity criteria for classical Lie algebras.
7.1. Jantzen coefficients for classical types. Let Φ be one of the classical root
systems Bn, Cn and Dn with simple roots ∆ = {α1, · · · , αn}. Here αi = ei − ei+1
for 1 ≤ i ≤ n − 1 and αn = en, 2en and en−1 + en respectively. We say the
subset I ⊂ ∆ is not standard if Φ = Dn (n ≥ 4), αn−1 = en−1 − en 6∈ I and
αn = en−1 + en ∈ I, otherwise we say I is standard. The following isomorphism of
h∗ sends a nonstandard I ⊂ ∆ for Φ = Dn to a standard one:
(7.1) ϕ : h∗ → h∗ with ϕ(λ) = senλ.
Write ∆\I = {αq1 , . . . , αqm−1}, where 1 ≤ q1 < · · · < qm−1 ≤ n. So m =
n + 1 − |I|. Set q0 = 0 and qm = n + 1. If I is standard or s < m − 1, set
Is = {αi ∈ I | qs−1 < i < qs}. If I is not standard, then qm−1 = n − 1. Put
Im−1 = {αi ∈ I | qm−2 < i < qm−1} ∪ {αn} and Im = ∅. Thus we obtain
ΦI =
m⊔
s=1
ΦIs .
Put ns = |Is| + 1 for 1 ≤ s < m and nm = |Im|. If Φ = Dn, then ns is invariant
under the map I → ϕ(I). If I is standard, then ns = qs − qs−1 for 1 ≤ s < m and
nm = n− qm−1.
Recall that for integral weight λ ∈ Λ+I , one has λ = wλ with w ∈
IW J . In
addition, Φλ = ΦJ = w
−1Φλ. Similarly, write ∆\J = {αq1 , . . . , αqm−1} for 1 ≤
q1 < · · · < qm−1 ≤ n and m = n + 1 − |J |. Put q0 = 0 and qm = n + 1. If J is
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standard or s < m− 1, let Js = {αi ∈ J | qs−1 < i < qs}. If J is not standard, let
Jm−1 = {αi ∈ I | qm−2 < i < n− 1} ∪ {αn} and Jm = ∅. So
ΦJ =
m⊔
s=1
ΦJs .
Set ns = |Js| + 1 for 1 ≤ s < m and nm = |Jm|. Put as = λqs and for 1 ≤ s < m
and am = 0. Let
(7.2) A = {a1, a2, · · · , am}.
Then a1 > · · · > am−1 ≥ am = 0 (this is true even when J is not standard).
Remark 7.3. One might expect nm = |{1 ≤ i ≤ n | λi = 0}|. This does hold in
most cases except when am−1 = 0 = am. In this case, Φ = Dn, qm−2 = n− 1 and
qm−1 = n. For example, let Φ = D4 and I = J = ∅. Choose λ = (4, 3, 2, 0). Then
nm = 0 6= 1 = |{1 ≤ i ≤ n | λi = 0}|.
In particular, the categories Obλ ≃ O
b
µ for µ = (4, 3, 2, 1). In this situation, we say
λ has a nonessential 0-entry.
Here are some useful facts.
Lemma 7.4. Use the above notation.
(1) All the root systems ΦIs (resp. ΦJs) are irreducible except the case when
Φ = Dn and qm−1 = n− 2 (resp. qm−1 = n− 2). In this case, ΦIm (resp.
ΦJm) is isomorphic to A1 ×A1.
(2) ns = |{1 ≤ i ≤ n | λi = |as|}| for 1 ≤ s ≤ m except when am−1 = am = 0
and s = m. In this case, Φ = Dn, nm−1 = 1 and nm = 0.
Now we can state the following result about Jantzen coefficients.
Theorem 7.5. Let Φ be a classical root system and λ, µ ∈ Λ+I . Suppose µ = wsβλ
for some w ∈ WI and β ∈ Ψ
++
λ . Then c(λ, µ) = 0 if and only if one of the following
conditions is satisfied.
(i) Φ = Bn (resp. Cn), β = ei (resp. 2ei) or ei + ej for qs−1 < i ≤ qs ≤
qm−1 < j ≤ n and 1 ≤ s < m. Moreover, λi = λj ∈
1
2Z
>0 (resp. Z>0) and
λk 6= 0, −λi for qs−1 < k ≤ qs.
(ii) Φ = Bn (resp. Cn), β = ei (resp. 2ei) or ei + ej for qs−1 < i < j ≤ qs and
1 ≤ s < m. Moreover, λi ∈ Z>0, λj = 0, λk 6= −λi for qs−1 < k ≤ qs and
λl 6= λi for qm−1 < l ≤ n.
(iii) Φ = Dn, β = ei + ej or ei + ek for qs−1 < i < j ≤ qs ≤ qm−1 < k < n
and 1 ≤ s < m. Moreover, λi = λk ∈ Z>0, λj = λn = 0 and λl 6= −λi for
qs−1 < l ≤ qs.
The theorem will be proved in a case-by-case fashion (Lemma 7.7, Lemma 7.23,
Lemma 7.27 and Lemma 7.29) in the next four subsections. The main idea is to
find Φ(β) for each β ∈ Ψ++λ .
7.2. The case of type A and the reduction process. The case of type A is
relatively easy since we always has Φ(β) ≃ A1 for β ∈ Ψ
++
λ in this case.
Lemma 7.6. Let λ ∈ Λ+I and µ = wsβλ ∈ Λ
+
I with w ∈WI and β ∈ Ψ
++
λ . If Φ(β)
is of type A, then |c(λ, µ)| = 1.
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Proof. With β ∈ Ψ++λ , we can find w
′ ∈ W (ΦI ∩ Φ(β)) such that µ′ := w′sβλ′ ∈
Λ+(ΦI ∩ Φ(β),Φ(β)), where λ′ = λ|Φ(β). Thus the basic system (Φ(β), iβ , jβ)
contains two different basic weights λ′, µ′ with µ′ =W (Φ(β))λ′. In view of Theorem
5.10, this forces (Φ(β), iβ , jβ) ≃ (A1, 1, 1) and c(λ
′, µ′,ΦI ∩ Φ(β),Φ(β)) = 1. Then
Lemma 4.13 implies that |c(λ, µ)| = 1. 
We get the following result immediately.
Lemma 7.7. Theorem 7.5 holds for Φ = An.
We need more notations and several lemmas to investigate the reduction process
for the other classical types. First consider the parabolic reduction. Choose stan-
dard I ⊂ ∆. For β = ±(ei ± ej) (i < j), there exist s, t ∈ {1, · · · ,m} such that
qs−1 < i ≤ qs and qt−1 < j ≤ qt. Set cI1(β) = s. Put c
I
2(β) = t when t > s and
cI2(β) = m when t = s. For β = ei or 2ei with qs−1 < i ≤ qs, set c
I
1(β) = s and
cI2(β) = m. If I is not standard, set c
I
i (β) = c
ϕ(I)
i (ϕ(β)) for i = 1, 2.
Lemma 7.8. Suppose Φ = Bn (resp. Cn). Choose I ⊂ ∆. Fix β ∈ Φ\ΦI . Then
(7.9) (Φβ,1)β,0 = (Qβ +QΦIs +QΦIt) ∩Φ,
where s = cI1(β) and t = c
I
2(β). In particular, (Φβ,1)β,0 is of type B (resp. C) when
t = m and |Is ∪ Im| ≥ 1, otherwise it is of type A.
Proof. It suffices to consider the case Φ = Bn. The proof for Φ = Cn is similar.
Denote Φ′ = (Φβ,1)β,0. For any β ∈ Φ+\ΦI , there exists exactly one positive root
γ ∈ Φβ,1 such that I ∪ {γ} is a basis for Φβ,1 (see Remark 3.12). And Φ′ is the
irreducible component of Φβ,1 containing β.
First consider the case β = ±(ei−ej) with 1 ≤ i < j ≤ n. Since β 6∈ ΦI , we must
have qs−1 < i ≤ qs ≤ qt−1 < j ≤ qt for s = cI1(β) < t = c
I
2(β). It is evident that
{eqs − eqt−1+1} ∪ I is a basis of Φβ,1, that is, γ = eqs − eqt−1+1. In view of Lemma
7.4, the irreducible component Φ′ of Φβ,1 containing β has a basis {γ}∪ Is ∪ It. So
(7.9) follows. If t < m, the simple roots of Φ′ are
{eqs−1+1−eqs−1+2, · · · , eqs−1−eqs , eqs−eqt−1+1, eqt−1+1−eqt−1+2, · · · , eqt−1−eqt}.
So Φ′ ≃ Ans+nt−1. If t = m, then qm−1 < j ≤ n and nm = n − qm−1 ≥ 1. The
simple roots of Φ′ are
{eqs−1+1 − eqs−1+2, · · · , eqs − eqm−1+1, eqm−1+1 − eqm−1+2, · · · , en−1 − en, en}.
Therefore Φ′ ≃ Bns+nm (keeping in mind that ns + nm ≥ 2).
Then assume that β = ±(ei + ej) with qs−1 < i ≤ qs ≤ qt−1 < j ≤ qt. We get
γ = eqs + eqt for t < m and γ = eqs − eqm−1+1 for t = m. In both cases (7.9) holds.
If t < m, the set of simple roots of Φ′ is
{eqs−1+1 − eqs−1+2, · · · , eqs−1 − eqs , eqs + eqt , eqt−1 − eqt , · · · , eqt−1+1 − eqt−1+2}.
So Φ′ ≃ Ans+nt−1. If t = m, then Φ
′ ≃ Bns+nm (ns + nm ≥ 2).
Next assume that β = ±(ei + ej) with qs−1 < i < j ≤ qs. So ns = qs − qs−1 ≥ 2
and s < t = cI2(β) = m. Since ei − ej ∈ ΦIs ⊂ ΦI ⊂ Φβ,1, we obtain ei, ej ∈ Φβ,1.
It follows that ek ∈ Φβ,1 for qs−1 < k ≤ qs. If qm−1 < n, then el ∈ ΦI ⊂ Φβ,1 for
qm−1 < l ≤ n. We obtain γ = eqs − eqm−1+1 and Φ
′ ≃ Bns+nm . If qm−1 = n, then
γ = eqs and Φ
′ ≃ Bns . The equation (7.9) holds in all these cases.
At last, assume that β = ±ei for qs−1 < i ≤ qs. Then s < t = cI2(β) = m. We
get γ = eqs − eqm−1+1 and Φ
′ ≃ Bns+nm for nm ≥ 1. Similarly, one obtains γ = eqs
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for nm = 0, while Φ
′ ≃ Bns for ns ≥ 2 and Φ
′ ≃ A1 for ns = 1. Moreover, the
equation (7.9) follows in either case.
In view of ns+nm = |Is|+ |Im|+1, the second statement is an easy consequence
of the above proof. 
Lemma 7.10. Suppose Φ = Dn. Choose I ⊂ ∆. Fix β ∈ Φ\ΦI. Then
(7.11) (Φβ,1)β,0 = {±β} or (Qβ +QΦIs +QΦIt) ∩ Φ,
where s = cI1(β) and t = c
I
2(β). In particular, (Φβ,1)β,0 is of type D when t = m
and |Is ∪ Im| ≥ 3, otherwise it is of type A.
Proof. With (7.1), we only need to consider the case when I is standard. Set
Φ′ = (Φβ,1)β,0. The simple system corresponding to Φ
+
β,1 := Φβ,1 ∩ Φ
+ is I ∪ {γ}.
First assume that β = ±(ei ± ej) with qs−1 < i ≤ qs ≤ qt−1 < j ≤ qt. If t < m,
we can follow the proof in Lemma 7.8 and get Φ′ ≃ Ans+nt−1. If t = m, then
qm−1 < j ≤ n. We must have qm−1 ≤ n − 2 since qm−1 6= n − 1 for standard I.
The set of simple roots in Φ′ is {γ} ∪ Is ∪ Im, which is
{eqs−1+1−eqs−1+2, · · · , eqs−eqm−1+1, eqm−1+1−eqm−1+2, · · · , en−1−en, en−1+en}.
Thus (7.11) follows. In this case, Φ′ ≃ Dns+nm when ns + nm ≥ 4 and Φ
′ ≃ A3
when ns + nm = 3 (that is, ns = 1 and nm = n− qm−1 = 2).
Now assume that β = ±(ei+ej) with qs−1 < i < j ≤ qs. Then s < t = cI2(β) = m
and ek ∈ Φβ,1 for qs−1 < k ≤ qs. If qm−1 ≤ n − 2, we get el ± en ∈ ΦI and thus
el, en ∈ QΦI for qm−1 < l < n. So ek ± el ∈ Φβ,1 and γ = eqs − eqm−1+1. Then
Φ′ ≃ Dns+nm (keeping in mind that ns + nm ≥ 2 + 2 = 4). If qm−1 = n, then
Im = ∅ and γ = eqs−1 + eqs . The set of simple roots of Φ
′ is
{eqs−1+1 − eqs−1+2, · · · , eqs−1 − eqs , eqs−1 + eqs}
when ns ≥ 3 and is {eqs−1 + eqs} when ns = 2 (in this case one has Φ{γ}∪Is∪Im =
{±(eqs−1 ± eqs)} ≃ A1 × A1 is not irreducible, the irreducible subsystem of Φβ,1
containing β = eqs−1+eqs is {±β}). Therefore, Φ
′ ≃ Dns when ns ≥ 4 and Φ
′ ≃ A3
when ns = 3 and Φ
′ = {±β} ≃ A1 when ns = 2. Then (7.11) holds in all these
cases.
In view of ns+nm = |Is|+ |Im|+1, the second statement follows from the above
proof. 
Now consider the singular reduction. Choose λ ∈ h∗. For β = ±(ei± ej) (i < j),
set dλ1 (β) = max{|λi|, |λj |}. Put d
λ
2 (β) = min{|λi|, |λj |} if |λi| 6= |λj | and d
λ
2 (β) = 0
if |λi| = |λj |. For β = ±ei or ±2ei. Set dλ1 (β) = |λi| and d
λ
2 (β) = 0. Therefore we
always have dλ2 (β) = 0 for β ∈ Φλ. For a ∈ R, define the following subsets of Φλ:
Φλ(a) := {γ ∈ Φλ | d
λ
1 (γ) = a}.
Then Φλ(a) is a subsystem of Φλ. Set Φ
+
λ (a) = Φλ(a) ∩Φ
+. One has
Φλ =
⊔
a∈R
Φλ(a).
Lemma 7.12. Suppose that Φ = Bn (resp. Cn). Choose I ⊂ ∆. Fix an integral
weight λ ∈ Λ+I and β ∈ Ψ
+
λ . Then
(Φβ,2)β,0 = (Qβ +QΦλ(a) +QΦλ(b)) ∩ Φ,
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where a = dλ1 (β) and b = d
λ
2 (β). In particular, (Φβ,2)β,0 is of type B (resp. C)
when b = 0 and rank(Φλ(a) ∪ Φλ(0)) ≥ 1, otherwise it is of type A.
Proof. It suffices to consider the case Φ = Bn. Denote Φ
′ = (Φβ,2)β,0. Note that
λ = wλ for w ∈ IW J . Since λ is dominant, one has λ1 ≥ · · · ≥ λn ≥ 0. With
ΦJs ⊂ Φλ, we obtain (recall 7.2)
λqs−1+1 = · · · = λqs = as
for 1 ≤ s < m and λqm−1+1 = · · · = λn = 0. Then a1 > · · · > am = 0. It can be
easily checked that for γ ∈ Φ,
(7.13) dλ1 (γ) = as and d
λ
2 (γ) = at
where s = cJ1 (γ) and t = c
J
2 (γ). In particular,
(7.14) ΦJs = {γ ∈ ΦJ | d
λ
1 (γ) = as}.
Note that for each w ∈ W , there exists a permutation σ on {1, · · · , n} such that
wei = ±eσ(i). Thus
|λi| = |〈λ, ei〉| = |〈λ,wei〉| = |λσ(i)|.
One has dλi (γ) = d
λ
i (wγ) for any γ ∈ Φ and i = 1, 2. Then (7.14) yields
(7.15) wΦJs = {wγ ∈ wΦJ | d
λ
1 (γ) = as} = {wγ ∈ Φλ | d
λ
1 (wγ) = as} = Φλ(as).
On the other hand, w−1Φ′ is the irreducible component containing w−1β of
w−1Φβ,2 = w
−1(Qβ +QΦλ) ∩ Φ = (Qw
−1β +QΦJ) ∩ Φ.
It follows from the argument in Lemma 7.8 that
w−1Φ′ = (Qw−1β +QΦJs +QΦJt) ∩ Φ
for s = cJ1 (w
−1β) and t = cJ2 (w
−1β). In view of (7.15), we get
Φ′ = (Qβ +QwΦJs +QwΦJt) ∩ Φ = (Qβ +QΦλ(as) +QΦλ(at)) ∩ Φ.
With γ replaced by w−1β in (7.13), one has as = d
λ
1 (w
−1β) = dλ1 (β) = a and
at = d
λ
2 (w
−1β) = dλ2 (β) = b. Keeping in mind Lemma 7.8, Φ
′ is of type B if
and only if t = cJ2 (w
−1β) = m (that is, b = am = 0) and |Js ∪ Jm| ≥ 1 (that is,
rank(Φλ(a) ∪ Φλ(0)) ≥ 1).

Lemma 7.16. Suppose that Φ = Dn. Choose I ⊂ ∆. Fix integral weight λ ∈ Λ
+
I
and β ∈ Ψ+λ . Then
(7.17) (Φβ,2)β,0 = {±β} or (Qβ +QΦλ(a) +QΦλ(b)) ∩ Φ,
where a = dλ1 (β) and b = d
λ
2 (β). In particular, (Φβ,2)β,0 is of type D when b = 0
and rank(Φλ(a) ∪Φλ(0)) ≥ 3, otherwise it is of type A.
Proof. Assume that λ = wλ for w ∈ IW J . The dominant weight λ satisfies λ1 ≥
· · · ≥ λn−1 ≥ ±λn. By imitating closely the argument in Lemma 7.12 and Lemma
7.10, we can eventually get (whether or not J is standard)
(7.18) wΦJs = {wγ ∈ Φλ | d
λ
1 (wγ) = as} = Φλ(as)
and
(Φβ,2)β,0 = {±β} or (Qβ +QΦλ(a) +QΦλ(b)) ∩ Φ
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for a = dλ1 (β) and b = d
λ
2 (β).
The second statement also follows from Lemma 7.10. 
Let Φ = Bn, Cn or Dn. Fix λ ∈ h∗. For z ∈ C, denote
K(z) := {1 ≤ i ≤ n | λi − z ∈ Z}.
Then {1, 2, · · · , n} =
⊔
0≤Re(z)<1K(z). If z 6∈
1
2Z, set
Φ(z) = {±(ei−ej),±(ej+ek),±(ek−el) | i, j ∈ K(z), k, l ∈ K(1−z), i 6= j and k 6= l}.
Then Φ(z) is a subsystem of type A. If Φ = Bn and z ∈
1
2Z, put
Φ(z) = {±(ei ± ej),±ek | i, j, k ∈ K(z) and i < j}.
If Φ = Cn and z ∈ Z, write
Φ(z) = {±(ei ± ej),±2ek | i, j, k ∈ K(z) and i < j}.
If Φ = Cn and z ∈
1
2 + Z or Φ = Dn and z ∈
1
2Z, write
Φ(z) = {±(ei ± ej) | i, j ∈ K(z) and i < j}.
The following result is an easy consequence.
Lemma 7.19. Let Φ = Bn, Cn or Dn and λ ∈ h∗. Then Φ[λ] =
⊔
0≤Re(z)≤1/2Φ(z).
Keeping in mind that ΦI ⊂ Φ[λ] for λ ∈ Λ
+
I , we have the following result.
Lemma 7.20. Let Φ = Bn, Cn or Dn and I be standard. Choose λ ∈ Λ
+
I . Fix
z ∈ C.
(1) Choose 1 ≤ s < m. Then qs ∈ K(z) if and only if i ∈ K(z) for qs−1 < i ≤ qs.
(2) Suppose qm−1 < n. Then n ∈ K(z) if and only if i ∈ K(z) for qm−1 < i ≤ n.
7.3. The case of type B. Let λ ∈ Λ+I . Lemma 7.6 shows that c(λ, µ) is nonzero
whenever Φ(β) is of type A, where µ = wsβλ ∈ Λ
+
I for w ∈ WI and β ∈ Ψ
++
λ .
It suffices to consider β ∈ Ψ++λ such that Φ(β) is not of type A. Start with
β ∈ Ψ+λ ⊃ Ψ
++
λ . Lemma 7.19 shows that Φ1(β) = (Φ[λ])β,0 = Φ(z) for some z ∈ C
with 0 ≤ Re(z) ≤ 1/2. If Φ(β) ⊂ Φ(z) is not of type A, we get z = 0 or 1/2 and
Φ1(β) = Φ(z) = {±(ei ± ej),±ek | i, j, k ∈ K(z) and i < j}
is of type B. Lemma 7.8 and Lemma 7.20 imply
Φ3(β) = (Qβ +QΦIs +QΦIt) ∩ Φ1(β)
for s = cI1(β) < t = c
I
2(β). Since Φ(β) ⊂ Φ3(β) is not of type A, we obtain t = m
and Is ∪ Im 6= ∅. In view of Lemma 7.20, one has
Φ3(β) = {±(ei ± ej),±ek | i, j, k ∈ L and i < j} .
Here the set L = {qs−1 + 1, · · · , qs, qm−1 + 1, · · · , n} when n ∈ K(z) and L =
{qs−1 + 1, · · · , qs} when n 6∈ K(z) (the case L = {qm−1 + 1, · · · , n} is not possible,
otherwise β ∈ Φ3(β) ⊂ ΦI , a contradiction). Lemma 7.12 yields
Φ5(β) = (Qβ +Q(Φλ(a) ∩Φ3(β)) +Q(Φλ(b) ∩ Φ3(β))) ∩ Φ3(β),
where a = dλ1 (β) > b = d
λ
2 (β). Moreover, Φ5(β) is of type B only when b = 0 and
(Φλ(a)∩Φ3(β))∪(Φλ(0)∩Φ3(β)) 6= ∅. On the other hand, λ ∈ Λ
+
I (z ∈
1
2Z) implies
(7.21) λqs−1+1 > λqs−1+2 > · · · > λqs , λqm−1+1 > · · · > λn > 0.
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Therefore Φ+λ (0)∩Φ3(β) = ∅ or {ei} for some qs−1 < i ≤ qs and Φ
+
λ (a)∩Φ3(β) must
be one of the following cases: (1) ∅; (2) {ej + ek} for some qs−1 < j < k ≤ qs; (3)
{ej − el} for qs−1 < j ≤ qs ≤ qm−1 < l; (4) {ek+ el} for qs−1 < k ≤ qs ≤ qm−1 < l;
(5) {ej + ek, ej − el, ek + el} for qs−1 < j < k ≤ qs ≤ qm−1 < l.
For example, if Φ+λ (0) ∩ Φ3(β) = {ei} for qs−1 < i ≤ qs and Φ
+
λ (a) ∩ Φ3(β) =
{ej + ek} for qs−1 < j < k ≤ qs, then λj = −λk = a and λi = 0. With β ∈ Ψ
+
λ ,
dλ1 (β) = a and d
λ
2 (β) = 0, we must have β = ej or ej + ei. So
Φ5(β) = {±(ei ± ej),±(ei ± ek),±(ej ± ek),±ei,±ej,±ek}
with ΦI∩Φ5(β) = {±(ei−ej),±(ei−ek),±(ej−ek)} and Φλ∩Φ5(β) = {±ei,±(ej+
ek)}. The corresponding basic system is (B3, 3, 2) and Φ(β) = Φ5(β). It can be
verified that Ψ+λ ∩Φ(β) = {ej, ej+ei}. Note that 〈sejλ, ej−ek〉 = 0 = 〈sej+eiλ, ei−
ek〉. Both seiλ and sei+elλ are ΦI -singular. It forces Ψ
++
λ ∩Φ(β) = ∅. This is case
(7) in Table 17, while all the possible cases are listed in the table (the last column
shows whether or not the generalized Verma module M(λ|Φ(β),ΦI ∩Φ(β),Φ(β)) is
simple). To summarize:
Lemma 7.22. Let Φ = Bn, λ ∈ Λ
+
I and β ∈ Ψ
+
λ . Suppose that Φ(β) is not
of type A. Then β must satisfy one of the conditions listed in Table 17 (where
qs−1 < i, j, k ≤ qs and qm−1 < l ≤ n).
Φ+
λ
(0) ∩ Φ3(β) Φ
+
λ
(a) ∩ Φ3(β) Ψ
+
λ
∩Φ(β) Ψ++
λ
∩Φ(β) basic sys. simple
1
∅
ej + ek (j < k) ej ∅ (B2, 2, 2) Yes
2 ej − el ej , ej + el ej , ej + el (B2, 1, 2) Yes
3 ek + el ∅ ∅ − −
4 ej + ek, ej − el,
ek + el (j < k)
ej , ej + el ∅ (B3, 2, 3) Yes
5
ei
∅
ej , ej + ei,
(j < i)
ej , ej + ei (B2, 2, 1) Yes
6 ei + el ∅ (B2, 1, 1) Yes
7 ej + ek (j < i < k) ej , ej + ei ∅ (B3, 3, 2) Yes
8 ej − el (j < i) ej , ej + ei,
ej + el, ei + el
ej , ej + ei,
ej + el
(B3, 2, 2) No
9 ek + el (i < k) ei + el ∅ (B3, 2, 2) Yes
10 ej + ek, ej − el,
ek + el (j < i < k)
ej , ej + ei,
ej + el, ei + el
∅ (B4, 3, 3) Yes
Table 17. reduction of type B
Lemma 7.23. Theorem 7.5 holds for Φ = Bn.
Proof. Choose w′ ∈ W (ΦI ∩ Φ(β)) such that µ′ = w′sβλ′ ∈ Λ+(ΦI ∩ Φ(β),Φ(β)),
where λ′ = λ|Φ(β). Note that λ
′, µ′ are two different basic weights of the basic
system (Φ(β), iβ , jβ).
If c(λ, µ) = 0, then c(λ′, µ′,ΦI ∩Φ(β),Φ(β)) = 0 in view of Lemma 4.13. Lemma
7.6 and Lemma 7.22 show that Φ(β) is of type B. Moreover, (Φ(β), iβ , jβ) ≃
(B2, 1, 2), (B2, 2, 1) or (B3, 2, 2) (corresponding to cases (2) (5) and (7) respectively
in Table 17) since β ∈ Ψ++λ ∩Φ(β). If (Φ(β), iβ , jβ) ≃ (B3, 2, 2), Theorem 6.1 implies
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that c(λ′, µ′,ΦI ∩Φ(β),Φ(β)) = 1, a contradiction. If (Φ(β), iβ , jβ) ≃ (B2, 1, 2), we
obtain λj = λl = a in view of Lemma 7.22, where qs−1 < j ≤ qs and qm−1 < l ≤ n.
Moreover, β ∈ {ej, ej + el} ⊂ Ψ
++
λ and λu 6= 0,−a for qs−1 < u ≤ qs. It follows
from 2a = 〈λ, e∨j 〉 ∈ Z that a ∈
1
2Z. If (Φ(β), iβ , jβ) ≃ (B2, 2, 1), the argument
is similar. Conversely, if (i) or (ii) holds, The argument before Lemma 7.22 yields
Φ(β) = Φ5(β) ≃ B2 and (Φ(β), iβ , jβ) ≃ (B2, 1, 2) or (B2, 2, 1). Therefore Theorem
6.1 and Lemma 4.13 yield c(λ′, µ′,ΦI ∩Φ(β),Φ(β)) = c(λ, µ) = 0. 
7.4. The case of type D. We consider Dn before Cn because we need the result
of the former case in the proof of the latter one.
Let λ ∈ Λ+I . Choose β ∈ Ψ
++
λ . Suppose that Φ(β) is not of type A. Theorem 5.13
shows that (Φ(β), iβ , jβ) = (D4, 2, 2) or (D5, 3, 3). In these cases, nm = |Im| ≥ 2
and qm−1 = n− nm ≤ n− 2. Thus I is standard. Lemma 7.19 shows that
Φ1(β) = Φ(z) = {±(ei ± ej) | i, j ∈ K(z) and i < j}.
for some z ∈ 12Z. Denote s = c
I
1(β). Lemma 7.10 and Lemma 7.20 give
Φ3(β) = {±(ei ± ej) | i, j ∈ L and i < j} .
Here the set L = {qs−1 + 1, · · · , qs, qm−1 + 1, · · · , n} when n ∈ K(z) and L =
{qs−1 + 1, · · · , qs} when n 6∈ K(z). Moreover, |L| ≥ 4. Then Lemma 7.16 yields
Φ5(β) = (Qβ +Q(Φλ(a) ∩Φ3(β)) +Q(Φλ(0) ∩ Φ3(β))) ∩ Φ3(β),
where a = dλ1 (β) > 0 and
(7.24) rank(Φλ(a) ∩Φ3(β)) + rank(Φλ(0) ∩Φ3(β)) ≥ 3.
Since λ ∈ Λ+I , we have
(7.25) λqs−1+1 > λqs−1+2 > · · · > λqs , λqm−1+1 > · · · > λn−1 > |λn|.
It can be easily checked that Φ+λ (0)∩Φ3(β) = ∅ or {ei±en} for some qs−1 < i ≤ qs.
Moreover, Φ+λ (a) ∩ Φ3(β) must be one of the following cases: (1) ∅; (2) {ej + ek}
for some qs−1 < j < k ≤ qs; (3) {ej − el} for qs−1 < j ≤ qs ≤ qm−1 < l;
(4) {ek + el} for qs−1 < k ≤ qs ≤ qm−1 < l; (5) {ej + ek, ej − el, ek + el} for
qs−1 < j < k ≤ qs ≤ qm−1 < l. Therefore rank(Φλ(a) ∩ Φ3(β)) ≤ 2 for a ∈ Z>0.
We must have rank(Φλ(0) ∩ Φ3(β)) ≥ 1 by (7.24). So Φ
+
λ (0) ∩ Φ3(β) = {ei ± en},
that is, λi = λn = 0 for some qs−1 < i ≤ qs. This forces n ∈ K(z).
For example, if Φ+λ (a) ∩ Φ3(β) = {ej + ek} for qs−1 < j < k ≤ qs, then λj =
−λk = a and λi = λn = 0. Since dλ1 (β) = a and d
λ
2 (β) = 0, we must have β = ej+ei
or ej + en (keeping in mind that β ∈ Ψ
+
λ ). So
Φ5(β) = {±(ei ± ej),±(ei ± ek),±(ei ± en),±(ej ± ek),±(ej ± en),±(ek ± en)}
with ΦI ∩Φ5(β) = {±(ei − ej),±(ei − ek),±(ej − ek)} and Φλ ∩Φ5(β) = {±(ej +
ek),±(ei ± en)}. In particular, if β = ej + ei, then
Φ7(β) = (Qβ +Q(ΦI ∩ Φ5(β)) ∩Φ5(β) = {±(ei ± ej),±(ei ± ek),±(ej ± ek)}
and Φλ ∩ Φ7(β) = {±(ej + ek)}. It follows that
Φ9(β) = (Qβ +Q(Φλ ∩ Φ7(β)) ∩ Φ7(β) = {±(ei + ej),±(ei − ek),±(ej + ek)}
with ΦI ∩Φ9(β) = {±(ei−ek)} and Φλ∩Φ9(β) = {±(ej+ek)}. The corresponding
basic system is (A2, 1, 2) and Φ(β) = Φ9(β) ≃ A2 is not of type D, a contradiction.
We arrive at a similar contradiction when β = ej+en. We list all the other possible
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cases in Table 18 (the last column shows whether or notM(λ|Φ(β),ΦI ∩Φ(β),Φ(β))
is simple).
Lemma 7.26. Let Φ = Dn, λ ∈ Λ
+
I and β ∈ Ψ
+
λ . Suppose that Φ(β) is not
of type A. Then β must satisfy one of the conditions listed in Table 18 (where
qs−1 < i, j, k ≤ qs and qm−1 < l < n).
Φ+
λ
(0) ∩Φ3(β) Φ
+
λ
(a) ∩ Φ3(β) Ψ
+
λ
∩ Φ(β) Ψ++
λ
∩Φ(β) basic sys. simple
1
ei ± en
ej − el (j < i) ej + ei, ej + el,
ej + en, ei + el
ej + ei,
ej + el
(D4, 2, 2) Yes
2 ek + el (i < k) ei + el ∅ (D4, 2, 2) Yes
3 ej + ek, ej − el,
ek + el (j < i < k)
ej + ei, ej + el,
ej + en, ei + el
∅ (D5, 3, 3) Yes
Table 18. reduction of type D
Lemma 7.27. Theorem 7.5 holds for Φ = Dn.
Proof. Choose w′ ∈W (ΦI ∩Φ(β)) with µ′ = w′sβλ′ ∈ Λ+(ΦI ∩Φ(β),Φ(β)), where
λ′ = λ|Φ(β).
If c(λ, µ) = 0, then c(λ′, µ′,ΦI ∩ Φ(β),Φ(β)) = 0 keeping in mind Lemma 4.13.
Lemma 7.6 and Lemma 7.26 imply that Φ(β) is of type D. With β ∈ Ψ++λ ∩Φ(β),
we have (Φ(β), iβ , jβ) ≃ (D4, 2, 2) (corresponding to case (1) in Table 17). This
forces λi = λn = 0 and λj = λl = a ∈ Z>0. Moreover, λu 6= −a for qs−1 < u ≤ qs.
Conversely, if (iii) holds, the reasoning before Lemma 7.26 gives (Φ(β), iβ , jβ) ≃
(D4, 2, 2). It follows from Theorem 6.1 and Lemma 4.13 that c(λ, µ) = 0. 
7.5. The case of type C. Let λ ∈ Λ+I and β ∈ Ψ
+
λ . Lemma 7.19 implies that
Φ1(β) = Φ(z) is of type A, C or D. We claim that Φ(β) is not of type D. Otherwise
Φ1(β) = Φ( 12 ) = {±(ei ± ej) | i, j ∈ K( 12 ) and i < j}.
Obviously, λu 6= 0 for all u ∈ K( 12 ). On the other hand, Lemma 7.26 shows that
at least two of λu’s are 0 (λi = λn = 0 in Table 18), a contradiction. Now the
argument is similar to the case of type B. To summarize:
Lemma 7.28. Let Φ = Cn, λ ∈ Λ
+
I and β ∈ Ψ
+
λ . Suppose that Φ(β) is not
of type A. Then β must satisfy one of the conditions listed in Table 19 (where
qs−1 < i, j, k ≤ qs and qm−1 < l ≤ n).
Similar to the proof of Lemma 7.23, we obtain the following result.
Lemma 7.29. Theorem 7.5 holds for Φ = Cn.
7.6. simplicity criteria for classical root systems. In this subsection, we will
give refinement of Jantzen’s simplicity criteria for classical root systems. With
Corollary 3.5 and Theorem 7.5 in hand, we can first recover the following result of
Jantzen.
Theorem 7.30 ([J, Satz 4]). Let λ ∈ Λ+I . If all the irreducible component of Φ are
of type A, then MI(λ) is simple if and only if Ψ
++
λ = ∅.
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Φ+
λ
(0) ∩ Φ3(β) Φ
+
λ
(a) ∩ Φ3(β) Ψ
+
λ
∩Φ(β) Ψ++
λ
∩Φ(β) basic sys. simple
1
∅
ej + ek (j < k) 2ej ∅ (C2, 2, 2) Yes
2 ej − el 2ej , ej + el 2ej , ej + el (C2, 1, 2) Yes
3 ek + el ∅ ∅ − −
4 ej + ek, ej − el,
ek + el (j < k)
2ej , ej + el ∅ (C3, 2, 3) Yes
5
2ei
∅
2ej , ej + ei,
(j < i)
2ej , ej + ei (C2, 2, 1) Yes
6 ei + el ∅ (C2, 1, 1) Yes
7 ej + ek (j < i < k) 2ej , ej + ei ∅ (C3, 3, 2) Yes
8 ej − el (j < i) 2ej , ej + ei,
ej + el, ei + el
2ej , ej + ei,
ej + el
(C3, 2, 2) No
9 ek + el (i < k) ei + el ∅ (C3, 2, 2) Yes
10 ej + ek, ej − el,
ek + el (j < i < k)
2ej , ej + ei,
ej + el, ei + el
∅ (C4, 3, 3) Yes
Table 19. reduction of type C
If Φ is not of type A, there are examples showing that MI(λ) could be simple
even when Ψ++λ 6= ∅ (see the basic systems (B2, 1, 2), (C2, 1, 2) and (D4, 2, 2)).
Applying Corollary 3.5 and Theorem 7.5 again, the simplicity criteria for the other
classical types are given as follows.
Theorem 7.31. Suppose that Φ = Bn. Choose I ⊂ ∆. Fix λ ∈ Λ
+
I . Then MI(λ)
is simple if and only if Ψ++λ contains only the following roots:
(1) ei, ei + ej for qs−1 < i ≤ qs ≤ qm−1 < j ≤ n and 1 ≤ s < m. Moreover,
λi = λj ∈
1
2Z
>0 and λk 6= 0, −λi for qs−1 < k ≤ qs.
(2) ei, ei + ej for qs−1 < i < j ≤ qs and 1 ≤ s < m. Moreover, λi ∈ Z
>0,
λj = 0, λk 6= −λi for qs−1 < k ≤ qs and λl 6= λi for qm−1 < l ≤ n.
Theorem 7.32. Suppose that Φ = Cn. Choose I ⊂ ∆. Fix λ ∈ Λ
+
I . Then MI(λ)
is simple if and only if Ψ++λ contains only the following roots:
(1) 2ei, ei + ej for qs−1 < i ≤ qs ≤ qm−1 < j ≤ n and 1 ≤ s < m. Moreover,
λi = λj ∈ Z>0 and λk 6= 0, −λi for qs−1 < k ≤ qs.
(2) 2ei, ei + ej for qs−1 < i < j ≤ qs and 1 ≤ s < m. Moreover, λi ∈ Z>0,
λj = 0, λk 6= −λi for qs−1 < k ≤ qs and λl 6= λi for qm−1 < l ≤ n.
Theorem 7.33. Suppose that Φ = Dn. Choose I ⊂ ∆. Fix λ ∈ Λ
+
I . Then MI(λ)
is simple if and only if Ψ++λ contains only the following roots: ei + ej, ei + ek for
qs−1 < i < j ≤ qs ≤ qm−1 < k < n and 1 ≤ s < m. Moreover, λi = λk ∈ Z>0,
λj = λn = 0 and λl 6= −λi for qs−1 < l ≤ qs.
Corollary 7.34. Let Φ = Dn and I ⊂ ∆. If λ ∈ Λ
+
I contains at most one 0-entry,
then MI(λ) is simple if and only if Ψ
++
λ = ∅.
Proof. In view of Corollary 3.5, Ψ++λ = ∅ implies MI(λ) is simple. Conversely, If
MI(λ) is simple and Ψ
++
λ 6= ∅, Theorem 7.33 shows that λ has at least two 0-entries,
a contradiction. 
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Remark 7.35. We have θ(seiλ) + θ(sei+ejλ) = 0 in Theorem 7.31; while θ(s2eiλ) +
θ(sei+ejλ) = 0 in Theorem 7.32 and θ(sei+ejλ) + θ(sei+ekλ) = 0 in Theorem 7.33.
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