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Abstract
In this paper, we afford some sufficient conditions to guarantee the existence of multiple positive
solutions for the nonlinear m-point boundary value problem for the one-dimensional p-Laplacian(
φp(u
′)
)′ + a(t)f (t, u)= 0, t ∈ (0,1),
u(0)= 0, u(1)=
m−2∑
i=1
aiu(ξi).
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1. Introduction
In this paper, we are concerned with the existence of multiple positive solutions to the
m-point boundary value problem (MBVP) for the one-dimension p-Laplacian(
φp(u
′)
)′ + a(t)f (t, u)= 0, t ∈ (0,1), (1.1)
u(0)= 0, u(1)=
m−2∑
i=1
aiu(ξi), (1.2)
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C. Bai, J. Fang / J. Math. Anal. Appl. 281 (2003) 76–85 77where φp(s)= |s|p−2s, p > 1, 0 < ξ1 < ξ2 < · · ·< ξm−2 < 1, ai  0 for i = 1, . . . ,m− 3
and am−2 > 0. We also assume the following:
(H1)
∑m−2
i=1 aiξi < 1.
(H2) f ∈C([0,1] × [0,∞), [0,∞)).
(H3) a ∈ C([0,1], [0,∞)) and there exists x0 ∈ (ξm−2,1) such that a(x0) > 0.
The study of multi-point boundary value problems for linear second order ordinary
differential equations was initiated by Il’in and Moiseev [5]. Since then, there is much
current attention focused on the study of nonlinear multi-point boundary value problems,
see [1,2,4,9] to name a few. Equation (1.1) with Dirichlet boundary condition has been
studied extensively, see, for example, [6,10]. When p = 2 and f (t, u) ≡ f (u), (1.1) re-
duces to
u′′ + a(t)f (u)= 0, t ∈ (0,1). (1.3)
Recently, Ma [8] showed the existence of at least of one positive solution to (1.3), (1.2)
under the conditions that f is either superlinear or sublinear. Inspired and motivated by the
recent work in [7,8], our purpose here is to give some existence results for one or multiple
positive solutions to MBVP (1.1), (1.2). Our theorems generalizes and extends the main
result in [8].
By the positive solution of (1.1), (1.2) we understand a function u(t) which is positive
on 0< t < 1 and satisfies (1.1) and (1.2).
In obtaining positive solutions of (1.1), (1.2), the following fixed point theorem in cones
will be fundamental.
Lemma 1.1 [3,7]. Let K be a cone in a Banach space X. Let D be an open bounded subset
of X with DK = D ∩K = ∅ and DK =K . Assume that A :DK → K is a compact map
such that x =Ax for x ∈ ∂DK . Then the following results hold:
(1) If ‖Ax‖ ‖x‖, x ∈ ∂DK, then iK(A,DK)= 1.
(2) If there exists e ∈K\{0} such that x = Ax + λe for all x ∈ ∂DK and all λ > 0, then
iK(A,DK)= 0.
(3) Let U be open in X such that U ⊂ DK . If iK(A,DK) = 1 and iK(A,UK) = 0,
then A has a fixed point in DK\UK . The same results holds if iK(A,DK) = 0 and
iK(A,UK)= 1.
2. Main results
In this paper, we always assume that (H1)–(H3) hold. We know that φq is the inverse
function to φp (p > 1), where φq(s)= |s|q−2s, q = p/(p−1) > 1. Similar to the Lemma 1
in [8], it is easy to check that (1.1), (1.2) has a solution u= u(t) if and only if u solves the
operator equation
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t∫
0
φq
( s∫
0
a(τ)f
(
τ,u(τ )
)
dτ
)
ds
− t
∑m−2
i=1 ai
∫ ξi
0 φq(
∫ s
0 a(τ)f (τ,u(τ )) dτ) ds
1−∑m−2i=1 aiξi
+ t
∫ 1
0 φq(
∫ s
0 a(τ)f (τ,u(τ )) dτ) ds
1−∑m−2i=1 aiξi
:=Au(t). (2.1)
For convenience, let
γ1 = min
{
am−2(1− ξm−2)
1− am−2ξm−2 , am−2ξm−2, ξ1
}
and
γ2 = min
{
max
{
m−2∑
i=1
aiξ1, am−2ξm−2
}
, ξm−2
}∫ 1
ξm−2 φq(
∫ s
ξm−2 a(τ) dτ) ds∫ 1
0 φq(
∫ s
0 a(τ) dτ) ds
.
From (H3), there exists [c, d] ⊂ (ξm−2,1) such that a(t) > 0 for t ∈ [c, d]. So,
1∫
0
φq
( s∫
0
a(τ) dτ
)
ds 
1∫
ξm−2
φq
( s∫
ξm−2
a(τ) dτ
)
ds 
1∫
d
φq
( s∫
c
a(τ ) dτ
)
ds
 φq
( d∫
c
a(τ ) dτ
)
(1− d) > 0. (2.2)
Hence, by (H1) and (2.2), we have that 0 < γ1, γ2 < 1. Denote
K =
{
u
∣∣∣u ∈C[0,1], u 0, min
ξm−2t1
u(t) γ ‖u‖
}
, (2.3)
where γ = γ1γ2. It is obvious that K is a cone in C[0,1]. By (2.1), we have
(Au)′(t)=−φq
( t∫
0
a(τ)f
(
τ,u(τ )
)
dτ
)
−
∑m−2
i=1 ai
∫ ξi
0 φq(
∫ s
0 a(τ)f (τ,u(τ )) dτ) ds
1−∑m−2i=1 aiξi
+
∫ 1
0 φq(
∫ s
0 a(τ)f (τ,u(τ )) dτ) ds
1−∑m−2i=1 aiξi .
Thus, from (H2) and (H3), we have
(Au)′(t2) (Au)′(t1), for any t1, t2 ∈ [0,1] with t1  t2.
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down on (0,1). Since
Au(0)= 0, Au(1)=
m−2∑
i=1
aiu(ξi),
thus, by Lemmas 2 and 4 in [8], we have
Au 0 and inf
t∈[ξm−2,1]
Au(t) γ1‖Au‖> γ ‖Au‖, for u ∈K,
that is, AK ⊂K . It is easy to check that A :K→K is completely continuous.
We define Kρ = {x ∈K: ‖x‖< ρ}. Furthermore, we define a set Ωρ as
Ωρ =
{
x ∈K: min
ξm−2t1
x(t) < γρ
}
.
Lemma 2.1 [7]. Ωρ defined above has the following properties:
(a) Ωρ is open relative to K .
(b) Kγρ ⊂Ωρ ⊂Kρ .
(c) x ∈ ∂Ωρ if and only if minξm−2t1 x(t)= γρ.
(d) If x ∈ ∂Ωρ , then γρ  x(t) ρ for t ∈ [ξm−2,1].
Now, for the convenience, we introduce the following notations. Let
f ργρ = min
{
min
t∈[ξm−2,1]
f (t, u)
φp(ρ)
: u ∈ [γρ,ρ]
}
,
f
ρ
0 = max
{
max
t∈[0,1]
f (t, u)
φp(ρ)
: u ∈ [0, ρ]
}
,
f α = lim
u→α sup maxt∈[0,1]
f (t, u)
φp(u)
,
fα = lim
u→α inf mint∈[ξm−2,1]
f (t, u)
φp(u)
(α :=∞ or 0+),
m= 1−
∑m−2
i=1 aiξi∫ 1
0 φq(
∫ s
0 a(τ) dτ) ds
,
and
M = 1−
∑m−2
i=1 aiξi
min{max{∑m−2i=1 aiξ1, am−2ξm−2}, ξm−2} ∫ 1ξm−2 φq(∫ sξm−2 a(τ) dτ) ds .
Remark 2.1. By (H1) and (2.2), it is easy to see that 0 <m,M <∞ and Mγ =Mγ1γ2 =
mγ1 <m.
Now, we impose conditions on f which assure that iK(A,Kρ)= 1.
80 C. Bai, J. Fang / J. Math. Anal. Appl. 281 (2003) 76–85Lemma 2.2. If f satisfies the following condition
f
ρ
0  φp(m) and u =Au for u ∈ ∂Kρ, (2.4)
then iK(A,Kρ)= 1.
Proof. By (2.1) and condition (2.4) we have for y ∈ ∂Kρ
Ay(t)
t
∫ 1
0 φq(
∫ s
0 a(τ)f (τ, y(τ )) dτ) ds
1−∑m−2i=1 aiξi φq
(
φp(ρ)φp(m)
)∫ 10 φq(∫ s0 a(τ) dτ) ds
1−∑m−2i=1 aiξi
= ρm
∫ 1
0 φq(
∫ s
0 a(τ) dτ) ds
1−∑m−2i=1 aiξi = ρ = ‖y‖.
This implies that ‖Ay‖ ‖y‖ for y ∈ ∂Kρ . By Lemma 1.1(1), we have iK(A,Kρ)= 1. ✷
Next, we impose conditions on f which assure that iK(A,Ωρ)= 0.
Lemma 2.3. If f satisfies the following condition
f ργρ  φp(Mγ ) and u =Au for u ∈ ∂Ωρ, (2.5)
then iK(A,Ωρ)= 0.
Proof. Let e(t)≡ 1 for t ∈ [0,1]; then e ∈ ∂K1. We claim that
y =Ay + λe, y ∈ ∂Ωρ, λ > 0.
In fact, if not, there exist y0 ∈ ∂Ωρ and λ0 > 0 such that y0 = Ay0 + λ0e. From the
process of proof of Lemma 4 in [8] and (2.1) we have
min
t∈[ξm−2,1]
Ay0(t)= min
{
Ay0(1),Ay0(ξm−2)
}
. (2.6)
For i = 1, . . . ,m− 2, we obtain
(1− ξi)
ξi∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds  ξi
1∫
ξi
φq
( ξi∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds.
(2.7)
So, by (2.7)
ξi
1∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds −
ξi∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
= ξi
1∫
φq
( ξi∫
a(τ)f
(
τ, y0(τ )
)
dτ +
s∫
a(τ)f
(
τ, y0(τ )
)
dτ
)
dsξi 0 ξi
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ξi∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds −
ξi∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
 ξi
1∫
ξi
φq
( ξi∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds + ξi
1∫
ξi
φq
( s∫
ξi
a(τ )f
(
τ, y0(τ )
)
dτ
)
ds
− (1− ξi)
ξi∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
 ξi
1∫
ξi
φq
( s∫
ξi
a(τ )f
(
τ, y0(τ )
)
dτ
)
ds, i = 1, . . . ,m− 2. (2.8)
By (2.1), Lemma 2.1(d), condition (2.5) and (2.8) we have
Ay0(1)=−
1∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
−
∑m−2
i=1 ai
∫ ξi
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
+
∫ 1
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
=
∑m−2
i=1 aiξi
∫ 1
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
−
∑m−2
i=1 ai
∫ ξi
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
= 1
1−∑m−2i=1 aiξi
m−2∑
i=1
ai
(
ξi
1∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
−
ξi∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
)
 1
1−∑m−2i=1 aiξi
m−2∑
i=1
aiξi
1∫
ξi
φq
( s∫
ξi
a(τ )f
(
τ, y0(τ )
)
dτ
)
ds
 1
1−∑m−2 aiξi max
{
m−2∑
aiξ1, am−2ξm−2
}
i=1 i=1
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1∫
ξm−2
φq
( s∫
ξm−2
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
 φq(φp(Mγ )φp(ρ))
1−∑m−2i=1 aiξi max
{
m−2∑
i=1
aiξ1, am−2ξm−2
} 1∫
ξm−2
φq
( s∫
ξm−2
a(τ) dτ
)
ds
= Mγρ
1−∑m−2i=1 aiξi max
{
m−2∑
i=1
aiξ1, am−2ξm−2
} 1∫
ξm−2
φq
( s∫
ξm−2
a(τ) dτ
)
ds.
(2.9)
For t > 0(∫ t
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
t
)′
= tφq(
∫ t
0 a(τ)f (τ, y0(τ )) dτ)−
∫ t
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
t2
 0,
which implies that∫ ξm−2
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
ξm−2

∫ ξi
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
ξi
, (2.10)
for i = 1,2, . . . ,m− 2. Thus, by Lemma 2.1(d), (2.1), (2.8) and (2.10) we have
Ay0(ξm−2)
=−
ξm−2∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
− ξm−2
∑m−2
i=1 ai
∫ ξi
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
+ ξm−2
∫ 1
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
= ξm−2
∫ 1
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds −
∫ ξm−2
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
+ 1
1−∑m−2i=1 aiξi
m−2∑
i=1
ai
(
ξi
ξm−2∫
0
φq
( s∫
0
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
− ξm−2
ξi∫
φq
( s∫
a(τ)f
(
τ, y0(τ )
)
dτ
)
ds
)
0 0
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ξm−2
∫ 1
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds−
∫ ξm−2
0 φq(
∫ s
0 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi

ξm−2
∫ 1
ξm−2 φq(
∫ s
ξm−2 a(τ)f (τ, y0(τ )) dτ) ds
1−∑m−2i=1 aiξi
 φq
(
φp(Mγ )φp(ρ)
)ξm−2 ∫ 1ξm−2 φq(∫ sξm−2 a(τ) dτ) ds
1−∑m−2i=1 aiξi
= Mγρ
1−∑m−2i=1 aiξi ξm−2
1∫
ξm−2
φq
( s∫
ξm−2
a(τ) dτ
)
ds. (2.11)
Hence, from (2.6), (2.9) and (2.11), we have that for t ∈ [ξm−2,1]
y0(t)=Ay0(t)+ λ0e(t) min
t∈[ξm−2,1]
Ay0(t)+ λ0
min
{
Ay0(1),Ay0(ξm−2)
}+ λ0
 Mγρ
1−∑m−2i=1 aiξi min
{
max
{
m−2∑
i=1
aiξ1, am−2ξm−2
}
, ξm−2
}
×
1∫
ξm−2
φq
( s∫
ξm−2
a(τ) dτ
)
ds + λ0
= γρ + λ0.
This implies that γρ  γρ + λ0, a contradiction. Hence, by Lemma 1.1(2), it follows that
iK(A,Ωρ)= 0. ✷
We now give our results on the existence of multiple positive solutions of (1.1), (1.2).
By Lemmas 2.2, 2.3 and 1.1, we have
Theorem 2.4. Assume that one of the following conditions holds:
(H4) There exist ρ1, ρ2, ρ3 ∈ (0,∞) with ρ1 < γρ2 and ρ2 < ρ3 such that
f
ρ1
0  φp(m), f
ρ2
γρ2  φp(Mγ ), u =Au for u ∈ ∂Ωρ2
and
f
ρ3
0  φp(m).
(H5) There exist ρ1, ρ2, ρ3 ∈ (0,∞) with ρ1 < ρ2 < γρ3 such that
f ρ1γρ1  φp(Mγ ), f
ρ2
0  φp(m), u =Au for u ∈ ∂Kρ2
and
f ρ3γρ3  φp(Mγ ).
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by f ρ10 < φp(m), then (1.1), (1.2) has a third positive solution y3 ∈Kρ1 .
The proof is similar to that given for Theorem 2.10 in [7]; we omit it here.
Theorem 2.4 can be generalized to obtain many positive solutions; we also omit it here.
As a special case of Theorem 2.4 we obtain the following result.
Corollary 2.5. If there exists ρ > 0 such that one of the following conditions holds:
(H6) 0 f 0 < φp(m), f ργρ  φp(Mγ ), u =Au for u ∈ ∂Ωρ and 0 f∞ < φp(m),
(H7) φp(M) < f0 ∞, f ρ0  φp(m), u =Au for u ∈ ∂Kρ and φp(M) < f∞ ∞,
then (1.1), (1.2) has two positive solutions.
Proof. We show that (H6) implies (H4). It is easy to verify that 0 f 0 < φp(m) implies
that there exists ρ1 ∈ (0, γρ) such that f ρ10 < φp(m). Let k ∈ (f∞, φp(m)). Then there
exists r > ρ such that maxt∈[0,1]f (t, u) kφp(u) for u ∈ [r,∞) since 0 f∞ < φp(m).
Let
β = max
{
max
t∈[0,1]
f (t, u): 0 u r
}
and
ρ3 > max
{
φq
(
β
φp(m)− k
)
, ρ
}
.
Then we have
max
t∈[0,1]
f (t, u) kφp(u)+ β  kφp(ρ3)+ β < φp(m)φp(ρ3) for u ∈ [0, ρ3].
This implies that f ρ30 < φp(m) and (H4) holds. Similarly, (H7) implies (H5). ✷
By a similar argument to that of Theorem 2.4, we obtain the following results on
existence of at least one positive solution of (1.1), (1.2).
Theorem 2.6. Assume that one of the following conditions holds:
(H8) There exist ρ1, ρ2 ∈ (0,∞) with ρ1 < γρ2 such that
f
ρ1
0  φp(m) and f
ρ2
γρ2
 φp(Mγ ).
(H9) There exist ρ1, ρ2 ∈ (0,∞) with ρ1 < ρ2 such that
f ρ1γρ1  φp(Mγ ) and f
ρ2
0  φp(m).
Then (1.1), (1.2) has a positive solution.
As a special case of Theorem 2.6, we obtain the following result:
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(H10) 0 f 0 < φp(m) and φp(M) < f∞ ∞.
(H11) 0 f∞ < φp(m) and φp(M) < f0 ∞.
Then (1.1), (1.2) has a positive solution.
Remark 2.2. For p = 2 and f (t, u)≡ f (u), Corollary 2.7 generalizes Theorem 1 in [8].
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