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a b s t r a c t
Some new sufficient conditions for oscillation and nonoscillation are obtained for first
order neutral differential equations with distributed deviating arguments. Our conditions
are sharp in the sense that when the coefficients are constants the conditions are also
necessary.
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1. Introduction
The aim in this work is to study the oscillation problem for the first order neutral differential equations with distributed
deviating arguments
d
dt
[x(t)+ px(t − τ)] +
∫ b
a
q(t, ξ)x(t − ξ)dσ(ξ) = 0, t ≥ t0 (1.1)
where t0 ∈ R, p ∈ R, q(t, ξ) ∈ C([t0,∞) × [a, b],R+) with R+ = (0,∞), and [a, b] is a positive interval, τ > 0;
σ(ξ) ∈ C([a, b],∞) is increasing, and the integral of Eq. (1.1) is in the sense of Riemann–Stieltjes.
By a solution of Eq. (1.1), we mean a function x(t) ∈ C1([t0 − m,∞),R) and m = max{τ , b} satisfying Eq. (1.1) for
all t ≥ t0. As usual, a solution of Eq. (1.1) is called oscillatory if it has arbitrary large zeroes, and otherwise it is called
nonoscillatory.
Oscillation and nonoscillation of first order neutral differential equations have been studied in recent years. We refer
the reader to [1–7] and the references therein. However, most existing results are concerned only with discrete deviating
arguments. Not much has been done with the case of distributed deviating arguments. For some related works, the reader
is referred to the papers [1,7,8] and the references therein.
In this paper, we obtain some new sufficient conditions for oscillation and nonoscillation of solutions of Eq. (1.1). The
method used in this paper is motivated by the work of Yan in [9]. The important feature of this paper is the sharpness of the
conditions. Also, our work extends the results in [9] to neutral differential equations with distributed deviating arguments.
In particular, several examples are given to illustrate the importance of our results at the end of this paper.
2. Auxiliary lemmas
We give here some useful lemmas.
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For convenience, let
z(t) = x(t)+ px(t − τ), t ≥ t0.
Lemma 2.1. Assume that p ≥ −1, and that x(t) is an eventually positive solution of Eq. (1.1). Then eventually z(t) > 0 and
z ′(t) < 0.
Proof. We assume that x(t) > 0 for t ≥ t1. In view of
z ′(t) = −
∫ b
a
q(t, ξ)x(t − ξ)dσ(ξ),
we have that z ′(t) < 0 for t ≥ t1. As a result, z(t) is eventually positive or negative function. Assume to the contrary that
z(t) < 0 eventually. Then it follows that z(t) < α for t > t2 and α < 0. That is, for t > t2
z(t) = x(t)+ px(t − τ) < α.
Thus,
x(t) < −px(t − τ)+ α ≤ x(t − τ)+ α.
By induction, we have for every t > t2
x(t + kτ) < x(t)+ kα→−∞, k→∞.
This contradicts that x(t) is an eventually positive solution. The proof of Lemma 2.1 is complete. 
Let p ≤ 0, λ0(t) ≡ 0 and for k = 0, 1, 2, . . .
λk+1(t) =
−pλk(t − τ) exp
∫ t
t−τ
λk(s)ds+
∫ b
a
q(t, ξ) exp
(∫ t
t−ξ
λk(s)ds
)
dσ(ξ) = (Tλk)(t), t ≥ t0
(Tλk)(t0), t0 −m ≤ t ≤ t0.
By induction, it is easy to see that
0 ≡ λ0(t) < λ1(t) < · · · < λk(t) < · · · .
Lemma 2.2. Assume that p ≤ 0. Then the sequence {λk(t)}∞k=0 converges on [t1 −m,∞) if and only if the following equation
λ(t) = −pλ(t − τ) exp
∫ t
t−τ
λ(s)ds+
∫ b
a
q(t, ξ) exp
(∫ t
t−ξ
λ(s)ds
)
dσ(ξ) (2.1)
has a positive solution on [t1 −m,∞) for t1 ≥ t0.
Proof. Assume that the sequence {λk(t)}∞k=0 converges to λ(t) on [t0 − m,∞). Then λk(t) < λ(t). By Lebesgue monotone
convergence theorem, and letting k→∞ in λk+1(t) = (Tλk)(t), we have that Eq. (2.1) holds.
Conversely, suppose that Eq. (2.1) has a positive solution λ(t) on [t0,∞). That is, λ(t) = (Tλ)(t), t ≥ t−m. By induction
and using the fact that (Tu)(t) ≤ (Tv)(t)when u(t) ≤ v(t), we have λk(t) ≤ λ(t) for k ≥ 0. Thus, the sequence {λk(t)}∞k=0
is convergent. This completes the proof of Lemma 2.2. 
Lemma 2.3. Assume that −1 ≤ p ≤ 0 and that q(t, ξ) is τ -periodic function with respect to t for any ξ ∈ [a, b]. Then Eq. (1.1)
has a nonoscillatory solution if and only if Eq. (2.1) has a positive solution on [t1 −m,∞) for some t1 ≥ t0.
Proof. To prove the necessity, without loss of generality, we assume that Eq. (1.1) has a eventually positive solution x(t) on
[t0 −m,∞). From Lemma 2.1, it follows that z(t) > 0 and z ′(t) < 0 for t > t1 −m for some t1 ≥ t0. Let λ(t) = − z′(t)z(t) > 0
for t > t1 −m. We next show that λ(t) is a solution of Eq. (2.1). Indeed, substituting λ(t) into Eq. (2.1), we have
z ′(t)+ pz ′(t − τ)+
∫ b
a
q(t, ξ)z(t − ξ)dσ(ξ) = 0, t ≥ t1. (2.2)
We must prove that Eq. (2.2) holds. In view of
z ′(t) = −
∫ b
a
q(t, ξ)x(t − ξ)dσ(ξ)
and
z(t) = x(t)+ px(t − τ),
we obtain for t ≥ t1
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z ′(t) = −
∫ b
a
q(t, ξ)(z(t − ξ)− px(t − τ − ξ))dσ(ξ)
= −
∫ b
a
q(t, ξ)z(t − ξ)dσ(ξ)+ p
∫ b
a
q(t, ξ)x(t − τ − ξ)dσ(ξ)
= −
∫ b
a
q(t, ξ)z(t − ξ)dσ(ξ)+ p
∫ b
a
q(t − τ , ξ)x(t − τ − ξ)dσ(ξ)
= −
∫ b
a
q(t, ξ)z(t − ξ)dσ(ξ)− pz ′(t − τ)
which implies that Eq. (2.2) holds. This proves the necessity part of Lemma 2.3.
To prove the sufficiency, assume that λ(t) be a positive solution of (2.1) on [t1 − m,∞) for t1 ≥ t0. Let x(t) =
exp
(
− ∫ tt1−m λ(s)ds). Multiplying both sides of Eq. (2.1) by x(t), it follows that x(t) is a positive solution of Eq. (1.1). The
proof of Lemma 2.3 is complete. 
3. Main results
Based on Lemmas 2.2 and 2.3, we have the following theorem.
Theorem 3.1. Assume that −1 ≤ p ≤ 0, and that q(t, ξ) is a τ -periodic function with respect to t. Then every solution of Eq.
(1.1) oscillates if and only if for any t1 ≥ t0 there always exists a t ≥ t1 such that
lim
k→∞ λk(t) = ∞.
From Theorem 3.1, we can obtain the following sufficient and necessary condition for oscillation of solution of Eq. (1.1) with
q(t, ξ) ≡ q.
Theorem 3.2. Consider Eq. (1.1) with constant coefficients
d
dt
[x(t)+ px(t − τ)] + q
∫ b
a
x(t − ξ)dσ(ξ) = 0 (3.1)
where−1 ≤ p ≤ 0 and q > 0. Then every solution of Eq. (3.1) oscillates if and only if its characteristic equation
λ+ pλe−λτ + q
∫ b
a
e−λξdσ(ξ) = 0 (3.2)
has no real root.
Proof. Clearly, if every solution of Eq. (3.1) oscillates, then the characteristic equation (3.2) has no real root. For the converse,
suppose that the characteristic equation (3.2) has no real root. Assume to the contrary that Eq. (3.1) has a nonoscillatory
solution. Thus, by Theorem 3.1 the sequence {λk(t)}∞k=0 converges. But, for Eq. (3.1), this sequence reduces to a constant
sequence {λˆk}∞k=0. Let limk→∞ λˆk = λˆ. Since λˆ = limk→∞ λˆk+1 = limk→∞ T
(
λˆk
)
= T
(
λˆ
)
, we have that
λˆ = −pλˆeλˆτ + q
∫ b
a
eλˆξdσ(ξ)
which implies that−λˆ is a real solution of characteristic equation (3.2). We have a contradiction. This completes the proof
of Theorem 3.2. 
Theorem 3.3. Assume that −1 ≤ p ≤ 0, and that q(t, ξ) is τ -periodic function with respect to t. Every solution of Eq. (1.1)
oscillates provided that for t1 ≥ t0
inf
t≥t1,ν>0
[
−peντ + 1
ν
∫ b
a
q(t, ξ)eνξdσ(ξ)
]
> 1. (3.3)
Proof. Let ν0 = 0 and define for k = 0, 1, 2, . . .
νk+1 = inf
t≥t1
[
−pνkeνkτ +
∫ b
a
q(t, ξ)eνkξdσ(ξ)
]
. (3.4)
Noting that λ1(t) ≥ ν1, t ≥ t1 −m, by induction, we have λk(t) ≥ νk, t ≥ t1 −m, for k = 0, 1, 2, . . . .
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Now, we claim that 0 = ν0 < ν1 < ν2 < · · ·. Indeed,
ν1 = inf
t≥t1
∫ b
a
q(t, ξ)dσ(ξ) > 0.
By induction, we assume that νk > 0 for k ≥ 1, then by Eq. (3.3)
νk+1 = inf
t≥t1
[
−pνkeνkτ +
∫ b
a
q(t, ξ)eνkξdσ(ξ)
]
= νk inf
t≥t1
[
−peνkτ + 1
νk
∫ b
a
q(t, ξ)eνkξdσ(ξ)
]
≥ νk inf
t≥t1,ν>0
[
−peντ + 1
ν
∫ b
a
q(t, ξ)eνξdσ(ξ)
]
> νk.
Hence we have proven our claim. From Theorem 3.1, in order to prove that every solution of Eq. (1.1) oscillates, it suffices
to show that νk →∞ as k→∞.
Assume to the contrary that νk → νˆ <∞ as k→∞. Then it follows from Eq. (3.4) that
νˆ = inf
t≥t1
[
−pνˆeνˆτ +
∫ b
a
q(t, ξ)eνˆξdσ(ξ)
]
.
Therefore,
1 = inf
t≥t1
[
−peνˆτ + 1
νˆ
∫ b
a
q(t, ξ)eνˆξdσ(ξ)
]
≥ inf
t≥t1,ν>0
[
−peντ + 1
ν
∫ b
a
q(t, ξ)eνξdσ(ξ)
]
> 1 (3.5)
which is a contradiction. Thus νk →∞ as k→∞which completes the proof of Theorem 3.3. 
In what follows, using Banach contraction principle, we give a sufficient condition for the existence of nonoscillatory
solutions when p is in the interval [−1, 1].
Theorem 3.4. Suppose that −1 ≤ p ≤ 1 and q(t, ξ) ≤ Q with Q > 0. Then Eq. (1.1) has a nonoscillatory solution provided
that ‘‘majorant’’ equation
d
dt
[x(t)− |p|x(t − τ)] + Q
∫ b
a
x(t − ξ)dσ(ξ) = 0 (3.6)
has a nonoscillatory solution.
Proof. Since Eq. (3.6) has a nonoscillatory solution, by Theorem3.2,weobtain that the corresponding characteristic equation
λ− |p|λe−λτ + Q
∫ b
a
e−λξdσ(ξ) = 0
has a real root λˆ. Due to |p| ≤ 1, it follows that λˆ < 0 which implies that
|λˆ| = |p||λˆ|e|λˆ|τ + Q
∫ b
a
e|λˆ|ξdσ(ξ). (3.7)
Let X be consisting of continuous and bounded functions on [t0 −m,∞) and endowed with the norm
‖η‖ = sup
t≥t0−m
|η(t)|e−Mt
whereM > 0 is such that
|λˆ|
M
+ |p|e|λˆ|τ−Mτ ≤ 1
2
. (3.8)
Then X is a Banach space. Now we define
A =
{
η(t) ∈ X : |η(t)| ≤ |λˆ|, for t ≥ t0 −m
}
.
Then A is a closed and convex subset of X . Define a mapping
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(Sη)(t) =
−pη(t − τ) exp
(
−
∫ t
t−τ
η(s)ds
)
−
∫ b
a
q(t, ξ) exp
(
−
∫ t
t−ξ
η(s)ds
)
dσ(ξ), t ≥ t0
(Sη)(t0), t0 −m ≤ t ≤ t0.
Clearly, (Sη)(t) is continuous on [t0 −m,∞). For t ≥ t0, η(t) ∈ A
|(Sη)(t)| =
∣∣∣∣−pη(t − τ) exp(− ∫ t
t−τ
η(s)ds
)
−
∫ b
a
q(t, ξ) exp
(
−
∫ t
t−ξ
η(s)ds
)
dσ(ξ)
∣∣∣∣
≤ |p||η(t − τ)| exp
(
−
∫ t
t−τ
η(s)ds
)
+
∫ b
a
q(t, ξ) exp
(
−
∫ t
t−ξ
η(s)ds
)
dσ(ξ)
≤ |p||λˆ|e|λˆ|τ + Q
∫ b
a
e|λˆ|ξdσ(ξ)
= |λˆ|
which implies that SA ⊂ A. In order to apply Banach contraction principle, We next show that S is a contraction mapping.
To do so, we need the following fact.
By mean value theorem, for η1(t), η2(t) ∈ A, t ≥ t0 and 0 < ξ ≤ m, we have that∣∣∣∣exp(− ∫ t
t−ξ
η1(s)ds
)
− exp
(
−
∫ t
t−ξ
η2(s)ds
)∣∣∣∣ ≤ e|λˆ|ξ ∫ t
t−ξ
|η1(s)− η2(s)|ds. (3.9)
In view of Eqs. (3.8) and (3.9), for η1(t), η2(t) ∈ A and t ≥ t0, we obtain
|(Sη1)(t)− (Sη2)(t)| ≤ |p|
∣∣∣∣η1(t − τ) exp(− ∫ t
t−τ
η1(s)ds
)
− η2(t − τ) exp
(
−
∫ t
t−τ
η2(s)ds
)∣∣∣∣
+
∣∣∣∣∫ b
a
q(t, ξ) exp
(
−
∫ t
t−ξ
η1(s)ds
)
dσ(ξ)−
∫ b
a
q(t, ξ) exp
(
−
∫ t
t−ξ
η2(s)ds
)
dσ(ξ)
∣∣∣∣
≤ |p||η1(t − τ)|
∣∣∣∣exp(− ∫ t
t−τ
η1(s)ds
)
− exp
(
−
∫ t
t−τ
η2(s)ds
)∣∣∣∣
+ |p| exp
(
−
∫ t
t−τ
η2(s)ds
)
|η1(t − τ)− η2(t − τ)|
+
∫ b
a
q(t, ξ)
∣∣∣∣exp(− ∫ t
t−ξ
η1(s)ds
)
− exp
(
−
∫ t
t−ξ
η2(s)ds
)∣∣∣∣ dσ(ξ)
≤ |p||λˆ|e|λˆ|τ
∫ t
t−τ
|η1(s)− η2(s)|ds+ |p|e|λˆ|τ |η1(t − τ)− η2(t − τ)|
+
∫ b
a
q(t, ξ)e|λˆ|ξ
∫ t
t−ξ
|η1(s)− η2(s)|dsdσ(ξ)
= |p||λˆ|e|λˆ|τ
∫ t
t−τ
|η1(s)− η2(s)|e−MseMsds+ |p|e|λˆ|τ |η1(t − τ)− η2(t − τ)|e−M(t−τ)eM(t−τ)
+
∫ b
a
q(t, ξ)e|λˆ|ξ
∫ t
t−ξ
|η1(s)− η2(s)|e−MseMsdsdσ(ξ)
≤ |p||λˆ|e
|λˆ|τ
M
‖η1 − η2‖
(
eMt − eM(t−τ))+ |p|e|λˆ|τ‖η1 − η2‖eM(t−τ)
+ Q
M
‖η1 − η2‖
∫ b
a
e|λˆ|ξ
(
eMt − eM(t−ξ)) dσ(ξ)
≤ e
Mt
M
‖η1 − η2‖
(
|p||λˆ|e|λˆ|τ + Q
∫ b
a
e|λˆ|ξdσ(ξ)+M|p|e|λˆ|τ−Mτ
)
= eMt‖η1 − η2‖
(
|λˆ|
M
+ |p|e|λˆ|τ−Mτ
)
≤ e
Mt
2
‖η1 − η2‖
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which implies that
‖(Sη1)− (Sη2)‖ ≤ 12‖η1 − η2‖.
Thus, S is a contraction. Banach contraction principle yields that there exists an η(t) ∈ A such that S(η)(t) = η(t), t ≥ t0−m.
It is easy to see that the positive function
x(t) = exp
(∫ t
t0−m
η(s)ds
)
, t ≥ t0 −m
is a positive solution of Eq. (1.1). This completes the proof of Theorem 3.4. 
In view of Theorems 3.2 and 3.4, the following corollary is an immediate consequence.
Corollary 3.5. Suppose that −1 ≤ p ≤ 1 and q(t, ξ) ≤ Q with Q > 0. If the equation
λ− |p|λe−λτ + Q
∫ b
a
e−λξdσ(ξ) = 0
has a real root, then Eq. (1.1) has a nonoscillatory solution.
4. Examples
In this section, we give some examples which illustrate our main results. The results in [9] cannot be applied to these
examples.
Example 4.1. Consider the first order neutral differential equation
d
dt
[
x(t)− x
(
t − pi
2
)]
+
∫ 5pi
2
2pi
x(t − ξ)dξ = 0. (4.1)
Here, p = −1, q(t, ξ) ≡ 1, τ = pi2 and a = 2pi , b = 5pi2 . It is easy to see that
inf
t≥t1,ν>0
[
−peντ + 1
ν
∫ b
a
q(t, ξ)eνξdσ(ξ)
]
= inf
ν>0
[
e
pi
2 ν + 1
ν
∫ 5pi
2
2pi
eνξdξ
]
≥ 1+ inf
ν>0
1
ν
∫ 5pi
2
2pi
eνξdξ
≥ 1+ inf
ν>0
eν
ν
= 1+ e > 1.
From Theorem 3.3, we have that every solution of Eq. (4.1) oscillates. In fact, x(t) = sin t is an oscillatory solution
of Eq. (4.1).
Example 4.2. Consider the following neutral differential equation
d
dt
[
x(t)− 1
epi
x (t − pi)
]
+ e
2pi + 1
e2pi
∫ pi
pi
2
eξ x(t − ξ)dξ = 0. (4.2)
Thus, p = − 1epi , q(t, ξ) = e
2pi+1
e2pi
eξ , τ = pi and a = pi2 , b = pi . Noting that
inf
t≥t1,ν>0
[
−peντ + 1
ν
∫ b
a
q(t, ξ)eνξdσ(ξ)
]
= inf
ν>0
[
epiν
epi
+ e
2pi + 1
e2piν
∫ pi
pi
2
e(ν+1)ξdξ
]
≥ 1
epi
+ inf
ν>0
eν+1
ν
= 1
epi
+ e2 > 1,
we can conclude from Theorem 3.3 that every solution of Eq. (4.2) oscillates. Indeed, x(t) = et sin t is an oscillatory solution
of Eq. (4.2).
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Example 4.3. Consider the following first order neutral differential equation
d
dt
[
x(t)− 1
2e
x(t − 1)
]
+
∫ 5
2
2
e−ξ x(t − ξ)dξ = 0. (4.3)
Here, p = − 12e , q(t, ξ) = e−ξ , τ = 1 and a = 2, b = 52 . Note that q(t, ξ) ≤ e−2 for (t, ξ) ∈ [t0,∞)× [2, 5/2]. Define
f (λ) = λ− 1
2e
λe−λ + e−2
∫ 5
2
2
e−λξdξ .
From the two facts that f (0) = e−2/2 and
f
(
−1
2
)
= −1
2
+ 1
4e
1
2
+ e−2
∫ 5
2
2
e
ξ
2 dξ < −0.139,
it follows that f (λ) = 0 for some−1/2 < λ < 0. Hence, according to Corollary 3.5, Eq. (4.3) has a nonoscillatory solution.
In fact, x(t) = e−t is a positive solution of Eq. (4.3).
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