Introduction

25
The XX century witnessed the birth and development 26 of information theory (Shannon, 1948; Ash, 1965 ), a 27 theoretical framework devoted to the study of commu- E-mail address: ramon.ferrericancho@gmail.com obey a universal regularity, the so-called Zipf's law (Zipf, 34 1972) . If P(f ) is the proportion of words whose fre-35 quency is f in a text, we obtain the general motivation of the article.
A general information theory framework
98
The recent information theory models mentioned at 99 the beginning of the article assume a system where sig-100 nals from a set S communicate about stimuli from a set 101 R. Signals are equivalent to words and stimuli are the ba-102 sic ingredients of word meaning. For instance, the word 103 'dog' is associated to visual stimuli (e.g. the shape of 104 a dog), auditive stimuli (e.g. barking), etc. All these 105 stimuli are elicited by the word 'dog' (Pulvermüller, 106 2003) . Stimuli are sometimes called objects or events 107 in the origins of language literature (e.g. Nowak, 2000a;  
114
According to Shannon's standard theory (Shannon, 115 1948), the goal of communication through isolated sig-116 nals is maximizing I(S, R), the information transfer be-117 tween S and R. One of the most important contributions 118 of the models above is that Zipf's law with non-extremal 119 exponents can not be explained by maximizing I(S, R) 120 alone, which would lead to β → ∞. Zipf's law with ex-121 ponents close to the typical values are obtained when 122 123 the entropy of signals has been shown to be, as far as 124 we know, the best candidate for that constraint (Ferrer i 125 Cancho and Solé, 2003; Ferrer i Cancho, 2005c,d). It is 126 known in psycholinguistics that the availability a word 127 is positively correlated with its frequency. The higher 128 the frequency of a word, the higher its availability. That 129 is the so-called word frequency effect (Akmajian et al., 130 1995) . That frequency dependent availability concerns 131 both the speaker and the hearer of a conversation. Imag-132 ine we have n words (or signals). When all words are 133 equally likely, that is, when all words have frequency 134 1/n, all words are taking the smallest frequency possible. 135 In that case, H(S) = log n, where log n is the maximum 136 value of H(S) (Ash, 1965) . In contrast, when a word 137 has probability one (which implies that the remaining 138 words have probability zero), H(S) = 0, which is the 139 minimum value of H(S) (Ash, 1965 
I(S, R) is maximized with a further constraint. H(S),
P(k) ∼ k −β ,(4)
219
Going further, we assume where p(r j ) is the probability of the j-th stimulus and
is the number of links of that stimulus.
234
If we assume 
where M = n k P = m k Q and
The present model integrates two recent results. The 299 first result is that β * , the value of β maximizing Ω, grows 300 with λ, till λ = λ * . Beyond (λ > λ * ), we have β → ∞ 301 Fig. 1 . β * , the value of β maximizing Ω for n = m = 10 (circles), n = m = 10 2 (squares), n = m = 10 3 (diamonds) and n = m = 10 4 (triangles). β is the exponent of Zipf's law, Ω is the energy function that communication maximizes, n is the number of signals and m is the number of stimuli. λ tunes the balance between information transfer and cost of signal use. Communication is totally balanced towards saving the cost of communication when λ = 0, whereas, it is totally balanced towards information transfer when λ = 1. (Ash, 1965) . (Knight et al., 2000) . 334 Signal-stimulus associations allow one to define signal-335 signal associations. More importantly, the network of 336 signal-stimulus association specifies allowed and for-337 bidden signal-signal associations. Taking the example 338 of words, we can explain why the syntactic combination 339 of "drive cars" is a sensible combination in the sentence 340 "John drives cars" and why it is not the combination 341 "drives onions" in the sentence "John drives onions". The 342 combination of 'drive' and 'car' in "John drives cars" 343 exemplifies the relationship between a verb and its argu- and therefore there is a link between 'drive' and a stimulus associated to 'car'. 'onion' is not a valid argument of 'drive', so no stimulus linked to 'drive' is linked to 'onion'. ξ ik , the number of shared stimulus by the pair (s i , s k ) is 1 for ('drive', 'car'), and 0 for ('drive', 'onion').
knowing that I(S, R) = H(S) − H(S|R)
The idea behind ξ ij > 0 is that s i and s k must be semanti- 
Results
411
For each value of λ, • We obtained β * , value of β maximizing Ω, exploring (Fig. 6) . λ * is the point where β diverges and
424
I(S, R) and H(S) reach their maximum value (Ferrer i 425
Cancho, 2005c). The steepness of the fall grows with n.
426
Fig. 7 illustrates what happens to L, I(S, R) and H(S) at
427 the same time. 
Discussion
429
We have seen that a communication system maxi-
430
mizing Ω undergoes an abrupt transition to disconnect-431 edness for λ > λ * . We have seen that the transition is The divergence of β for λ = λ * is accompanied by 476 a jump to maximum information transfer (Fig. 7) . In- (2005c,a) . The idea 515 is that the lower bound and the upper bounds of β are 516 obtained when maximizing Ω for λ = 0 and λ = λ * , re-517 spectively. The present article sheds new light on Ques-518 tions 3, 4 and 5. As for Question 3, variation in β my be 519 due to the chance of connectedness. As for Question 4, it 520 has been argued that the variation of β is constrained by 521 the fact that maximizing Ω for λ ∈ [0, 1] gives a narrow 522 interval of exponents (Ferrer i Cancho, 2005c). It has 523 been argued that the interval of variation of β excludes 524 β → ∞ because the maximum cost, i.e. H(S) = log n, 525 is paid in that case. The argument has some drawbacks. 526 H(S) = log n is a slow growing function of n. In prac-527 tice, significant differences in log n between two differ-528 ent systems can only be obtained if the respective values 529 of n differ in at least one order of magnitude. In order to 530 explain why β → ∞ is not found, one has to argue that 531 speakers, in general, are very sensitive to the variation of 532 log n, which we do not know. Instead, one may propose 533 a stronger argument: β → ∞ is not found because the 534 chance of connectedness is 0 for m > 1 (as seen above).
535
That is a compelling reason for not finding large β in 536 human language. We do not mean that large β is impos-537 sible to attain in humans, but it would be surprising to 538 find it in a system combining words through semantic 539 constraints. As for Question 5, our work suggests that 540 the exponent of Zipf's law is an important factor for the 541 presence or absence of language. In sum, the present ar-542 ticle puts another step forward in the construction of a 543 theory of word frequencies.
544
Till now, we have studied the implications of large ex-
545
ponents in a theoretical model. We would like to provide 546 a framework that can offer new insights in real cases.
547
Schizophrenics speakers with large exponents will re- (Elvevåg and Goldberg, 1997) . Disorder of thought may 596 be described as disturbances in the structure, organi-597 zation and coherence of thought that are reflected in 598 reduced intelligibility and increased disorganization of 599 speech that is difficult, if not impossible, for the listener 600 to comprehend (Bleuler, 1911 (Bleuler, /1950 . Our model makes 601 two relevant predictions for the case of schizophrenics. 602 First, the chance of being on the edge of an abrupt tran-603 sition grows with the value of β, so schizophrenics with 604 large exponents may be threatened by an apparently dis-605 continuous phase transition where language breaks into 606 pieces. Second, if n is small, the decrease in the size of 607 the largest connected component with λ (and therefore 608 β) is significant (recall Fig. 6 ). The larger the value of β, 609 the smaller the size of the largest connected component. 610 Both predictions are apparently consistent with the ap-611 pearance of thought disorder in schizophrenia. It is hard 612 to imagine how a schizophrenic can construct a coherent 613 discourse if the size of the largest connected component 614 has dramatically decreased.
615
The network of signal-stimulus associations is an 616 emergent structure of the neural substrate. Integrating 617 stimuli of various kinds with words implies connect-618 ing distant neural tissues. In order to have an exam-619 ple of mind, visual and temporal stimuli tend to be re-620 lated to occipital and temporal areas of the human brain 621 (Pulvermüller, 2003) . It is reasonable to think that the 622 density of synapsis has an influence on the largest con-623 nected component of the network of signal-stimulus as-624 sociations. Thus, β, specially for small n, can be seen as 625 an indicator of the size of the largest connected compo-626 nent, which would be in turn an indicator of the density 627 of the neural substrate. The link density of the network 628 of signal-stimulus associations is δ = M/nm. Knowing 629 M = n k P , we may write δ = k P /m. It can be easily 630 seen that k P decreases with β (see Appendix A and 631 Ferrer i Cancho, 2005b). For large m and β > 2 we have 632 (see Appendix A) The use of schizophrenics instead of other is due to the 691 fact the schizophrenia is, as far as we know, the only 692 brain alteration where Zipf's law has been studied.
693
The model presented here suggests a track for under-694 standing non-pathological cases. While schizophrenics 695 with large exponents seem to face the problem of the 696 destruction of connectedness, children seem to face an 697 inverse problem, i.e. the development of connectedness. 698 The relatively short time elapsed from the single-word to 699 multiple-word utterances (of the order of several months 700 (Johnson et al., 1999) 
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For m → ∞ and β > 2, we get
