Introduction
Let A, be a real Banach algebra. In this paper we study the so-called Newton interpolating series having the coefficients in A, , defined in Section 2, by means of Newton interpolating polynomials at m distinct nodes, x 0 , x 1 , . . . , x m−1 , where m ≥ 2, of multiplicity n i , i 0, 1, . . . , m−1. These series are useful generalizations of power series which, in particular forms, were used in number theory to prove the transcendence of some values of exponential series 1, Chapter 2 . Knowing the importance of power series in the theory of initial value problems for differential equations, it seems to be useful to study Newton interpolating series in order to find the solution of the multipoint boundary value problems for differential equations. In 2 there are some numerical results in the particular case A Ê.
Other methods used to solve similar interpolation problems can be found in 3 .
In Section 2 we obtain results concerning Newton interpolating series and their derivatives Theorems 2.1 and 2.2 . Section 3 deals with functions which are representable into Newton interpolating series. Theorem 3.4 gives a criterion for a function to be representable into a Newton interpolating series see Remark 3.7 . The coefficients of this series are computed in Theorem 3.1. We prove that, with respect to a suitable norm, the algebra of these functions becomes a real Banach algebra Theorem 3.6 . This adds a new 
Newton Interpolating Series at m Distinct Points
Let x 0 , x 1 , . . . , x m−1 be a set of real numbers which satisfy x 0 < x 1 < · · · < x m−1 , where m ≥ 2. If i is a nonnegative integer, then we consider the quotient q i and the remainder r i obtained when i is divided by m. We construct the polynomials
where x is a real variable. Hence
If A, is a real Banach algebra, we call an infinite series of the form
where A i ∈ A and x commutes with the elements of A, a Newton interpolating series with coefficients in A at x 0 , x 1 , . . . , x m−1 . We choose a real number x and consider the partial sum S n,x n i 0 A i u i x . The series 2.3 is called convergent at x if there exists S x ∈ A such that the sequence {S n,x } n∈AE converges to S x in A that is lim n → ∞ S x − S n,x 0. If I is a set and the series is convergent at x, for every x ∈ I, then we say that the series converges on I. In this case the function S : I → A, given by S x S x , is called the sum of the series 2.3 on I. Proof. Since u m x is a polynomial of degree m having m distinct real roots, it follows that there exists an interval I x which contains x and at least one of x i such that
for every x ∈ I x \ {x}. Because the series converges at x, there exists M > 0 such that, for every i, Given a Newton interpolating series of the form 2.3 , we consider the polynomials 
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Since the series 2.3 is convergent at x, there exists M > 0 such that
Hence, for k ∈ {0, 1, . . . m − 1},
where
Here we remark that, from 2.2 , for a fixed x, u i x /u i n x takes only a finite number of values, for i ∈ AE.
Since see, e.g., 5 , page 121
where we consider z 0 < z 1 < · · · < z m−1 and 
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Hence, by using 2.16 , 2.17 , 2.21 , 2.26 , and 2.27 , it follows that there exists C 3 > 0, independent of i, such that
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Then, by 2.19 , the series 2.15 converges absolutely at x and also on I. By 2.14 it follows that, for x ∈ I, the series 2.15 can be obtained by termwise differentiation from the series 2.3 . Now, if x ∈ I, because for x x i , S x is a polynomial function and Theorem 2.2 follows easily, then we may suppose that u m x / 0. Then, by Theorem 2.1, we can choose a compact interval I x ⊂ I such that x belongs to its interior, x i / ∈ I x , for every i, and the series 2.3 converges absolutely on I x . We consider δ > 0 small enough such that for every
where ξ i is a point lying between x and x h. If y ∈ I x , then it is different from x i , for every i, and, by 2.2 , 
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We put 
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Then, from 2.31 -2.35 , for every i,
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Hence, the series 
Hence,
and this completes the proof of the theorem.
Representable Functions into Newton Interpolating Series at m Distinct Points
If I ⊂ Ê is an interval which contains 
3.2
where F x −1 and 1/ −1 ! mean 0. Given a Newton interpolating series of the form 2.3 , we put
Now, in order to prove a corollary of the theorem, we need the following form of Lagrange's theorem. 
Lemma 3.2. One considers a real Banach algebra
Proof. If x ∈ a, b and h 1 ∈ A, then we consider the real function ϕ given by ϕ x, h 1 where 0 ≤ j ≤ m − 1 and
3.6
Furthermore, if A is the dual algebra of a real Banach algebra A 1 , then, for every
Proof. It follows immediately that every polynomial function is representable into a finite Newton interpolating series at x 0 , x 1 , . . . , x m−1 . Then the coefficients A i , i ≤ n, are given in 3.2 , where F is replaced by N n . Since N n x are the partial sums of the Newton interpolating series at x 0 , x 1 , . . . , x m−1 of the function F, it follows that
3.8
Then 3.5 follows, by mathematical induction on n, by using 3.8 , with i 0, 1, . . . . We observe, finally, that 3.7 gives the error of the interpolating formula and it is obtained by applying the generalization of Rolle's theorem, which is a consequence of Lemma 3.2, for the function H x F x − N n x Ku n 1 x , where K is a constant from A. Proof. From 3.7 it follows that
and by 2.2 we obtain that
Now 3.10 and 3.11 imply
Hence, N n x converges uniformly to F on x 0 , x m−1 .
In the last theorem of this section we study the algebra of functions which are the sums of their Newton interpolating series at We define addition and multiplication of F and G as follows: 
3.19
We put A j,n p − A j,n u j z < .
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Thus, for each fixed j, n ≥ N and p 1, 2, . . ., A j,n p − A j,n u j z < . Hence, {A j,n } n∈AE is a Cauchy sequence in A and, since A is a complete algebra, this sequence converges. We set A j lim n → ∞ A j,n , and we consider the formal series |x|. Then,
for x ∈ −1, 1 , which implies that F ∈ N −1, 1 .
