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GENERIC ENDS OF THE MODULI SPACE OF SL(n,C)-HIGGS BUNDLES
LAURA FREDRICKSON
ABSTRACT. Given a generic ray of Higgs bundles (∂E, tϕ), we describe the corresponding
family of hermitian metrics ht solving Hitchin’s equations via gluing methods. In the pro-
cess, we construct a family of approximate solutions happt which differ from the actual har-
monic metrics ht by error terms of size e−δt. Such families of explicit approximate solutions
have already proved useful for answering finer questions about the asymptotic geometry
of the Hitchin moduli space.
1. INTRODUCTION
In this paper, we describe solutions of Hitchin’s equations near the generic ends of the
SU(n)-Hitchin moduli space by constructing good approximate solutions and perturbing
them to actual solutions. Our paper generalizes Mazzeo-Swoboda-Weiss-Witt’s results
for the SU(2)-Hitchin moduli space [MSWW16, MSWW14], which has already been use-
ful in their more recent work of the asymptotic geometry of the Hitchin moduli space
[MSWW17]. Gaiotto-Moore-Neitzke give a conjectural description of the hyperka¨hler
metric on the SU(n)-Hitchin moduli space [GMN09, GMN10], and our finer description
of solutions of SU(n)-Hitchin’s equations near the ends is a first step towards proving
their conjecture. In fact, a number of conjectures from mathematicians and physics about
M remain open because they require a finer knowledge of the ends of the moduli space
than provided by traditional algebro-geometric techniques alone. As demonstrated in
[MSWW17], constructive analytic techniques complement these well, so we take this ap-
proach.
1.1. Fixed data. Fix C = C(I, gC,ω) a compact Ka¨hler curve of genus ≥ 2 with metric
gC, complex structure I, and symplectic form ωC. Let KC be the canonical line bundle. Fix
E → C a complex vector bundle of rank n and degree d. Let Det E be the determinant
line bundle. The groups Aut(E) and End(E) respectively denote the automorphisms and
endomorphisms of the complex vector bundle E which induce the identity map on Det E.
Additionally fix a holomorphic structure, ∂Det E, and a hermitian structure, hDet E, on
the complex line bundle Det E such that hDet E is Hermitian-Einstein for the holomorphic
line bundle (Det E, ∂Det E). We do not normalize the Riemannian volume volgC(C) of the
curve C. Consequently, the Hermitian-Einstein condition states that the curvature of the
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associated Chern connection D = D(∂Det E, hDet E) satisfies
FD = −
√−1degE 2piωC
volgC(C)
IdDet E. (1.1)
Given this fixed data, letM be the associated Hitchin moduli space. The Hitchin mod-
uli space consists of triples (∂E, ϕ, h) solving Hitchin’s equations up to complex gauge
equivalence, defined in (1.4). Here,
• ∂E is a holomorphic structure on E,
• ϕ ∈ Ω1,0(C, End E) is the Higgs field, and
• h is a hermitian metric on E.
Additionally, the induced holomorphic and hermitian structures on Det E must agree
with the fixed structures ∂Det E and hDet E. We say that such a triple (∂E, ϕ, h) is a solu-
tion of SU(n)-Hitchin’s equations if
∂Eϕ = 0, F⊥D(∂E,h) + [ϕ, ϕ
†h ] = 0, (1.2)
where D(∂E, h) is the Chern connection, ϕ†h ∈ Ω0,1(C, End E) is the h-hermitian adjoint,
and F⊥D denotes the trace-free part of the the curvature of D, i.e.
F⊥D(∂,h) = FD(∂E,h) +
√−1 deg (E)
rank(E)
2piωC
volgC(C)
IdE. (1.3)
We call such h the harmonic metric for the Higgs bundle (∂E, ϕ). A Higgs bundle (∂E, ϕ)
admits a harmonic metric if, and only if, (∂E, ϕ) is polystable1.
The action of the complex gauge group Aut(E) is as follows: given g ∈ Aut(E),
g · (∂E, ϕ, h) = (g−1 ◦ ∂E ◦ g, g−1ϕg, g · h), where (g · h)(v, w) = h(gv, gw). (1.4)
Unitary formulation of Hitchin’s equations. There’s an equivalent unitary formation of Hitchin’s
equations. In this formulation, we additionally fix a hermitian metric h0 on the complex
vector bundle E→ C. Now, the Hitchin moduli space consists of pairs (dA,Φ), where
• dA is a h0-unitary connection, and
• Φ ∈ Ω1,0(C, End E),
solving ∂AΦ = 0 and F⊥A + [Φ,Φ
†h0 ] = 0—up to h0-unitary gauge equivalence.
We can pass back and between these two formulations. Given the pair (dA,Φ), we get
the associated triple (∂A,Φ, h0). Conversely, given a triple (∂E, ϕ, h), there is an End E-
valued h0-hermitian section H such that h(v, w) = h0(Hv, w). Take the complex gauge
1 A Higgs bundle (∂E, ϕ) is stable if for all ϕ-invariant subbundles F, µ(F) < µ(E); here, µ(F) :=
deg(F)
rank(F) is
the slope of the bundle. A Higgs bundle is polystable if it is the direct sum of stable Higgs bundles of the
same slope.
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transformation g = H−1/2. Observe that in general, (g · h)(v, w) = h0((g†h0 Hg)v, w); con-
sequently, for our choice of gauge transformation g = H−1/2, indeed (g · h) = h0. Then,
for the complex gauge action in (1.4), g · (∂E, ϕ, h) = (H1/2 ◦ ∂E ◦ H−1/2, H1/2ϕH−1/2, h0).
Consequently, the associated pair (dA,Φ) is defined by ∂A = H1/2 ◦ ∂E ◦ H−1/2 and
Φ = H1/2ϕH−1/2.
Remark 1.1. Locally, it will be convenient to work in both holomorphic and unitary gauges.
A local basis {s1, · · · , sn} of sections of E is holomorphic if si are holomorphic sections of
(E, ∂E). A local basis {s1, · · · , sn} of sections of E is unitary if h0(si, sj) = δij.
1.2. Summary of results. Fix a polystable Higgs bundle (∂E, ϕ) in a non-degenerate fiber
of the Hitchin fibrationM → B. Consider the R+t -family of Higgs bundles (∂E, tϕ). We
seek to describe the corresponding family of harmonic metric ht for t  0, as shown in
Figure 1.1. To describe ht,
• first, we construct a singular hermitian metric h` (A posteriori, we find in Corollary
6.4 that h` = limt→∞ ht.) (§3.1);
• then, we construct a family of approximate solutions, happt , built from the singular
hermitian metric h` and a family of local model solutions (§4.1);
• we prove that this family of approximate hermitian metrics happt solves Hitchin’s
equations up to an exponentially-decaying error (Proposition 4.10); and
• finally, we perturb from the approximate solutions happt to the actual solutions ht
using a contraction mapping argument. This last point is the content of the main
theorem, Theorem 6.1.
FIGURE 1.1. AR+-family of Higgs bundles approaching the (t=∞)-ends of the
Hitchin moduli space.
The strategy of the proof outlined above is the same as the strategy in the n = 2 case
appearing in [MSWW16, MSWW14]. We highlight some notable differences. First, in the
n = 2 case, the singular hermitian metric h` could be desingularized using a single 2× 2
model solution. In the rank n case, we need K × K model solutions for K = 2, · · · , n to
desingularize h`. We discuss these model solutions in §4.1.2. Secondly, the proof that
the inverse of the linearized operator is bounded (Proposition 5.2) requires substantial
modification from [MSWW16]. (In Remark 5.3, we make a lengthy remark about why
Mazzeo-Swoboda-Weiss-Witt’s method does not work if n > 2.)
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Remark 1.2. Note that in both Mazzeo-Swoboda-Weiss-Witt’s proof in [MSWW16, MSWW14]
and the one here, we use the fact that Hitchin’s equations are conformal. After fixing a
polystable Higgs bundle (∂E, ϕ) in a non-degenerate fiber ofM → B, we take a confor-
mal metric g′C on C which is flat on disks around the zeros of the discriminant section ∆ϕ
defined in (2.4). The convenience of the metric g′C will be discussed further in §4.
1.3. Acknowledgements. Many thanks to Rafe Mazzeo and Andy Neitzke for helpful
discussions.
2. HIGGS BUNDLES INM′
2.1. Review of Hitchin fibration. The SU(n)-Hitchin moduli spaceM is a complex in-
tegrable system with half-dimensional base B. The Hitchin fibration is
Hit : M → B (2.1)
(∂E, ϕ, h) 7→ charϕ(λ),
where charϕ(λ) is the characteristic polynomial of ϕ ∈ Ω1,0(C, End E). The Hitchin base
B can be identified with the complex vector space ⊕ni=2H0(C, KiC) 3 b = (q2, · · · , qn),
under the map from charϕ(λ) to its coefficients
charϕ(λ) = λn + q2λn−2 + · · ·+ qn−1λ+ qn. (2.2)
A point b ∈ B encodes the eigenvalues of ϕ. We can geometrically package the eigenval-
ues as a ramified n : 1-cover cut out of the total space of holomorphic cotangent bundle
KC → C by the equation
Σ = {λ ∈ KC : charϕ(λ) = 0}. (2.3)
Call Σ pi→ C the spectral cover.
The fiber Hit−1(b) is a compact abelian variety if, and only if, the spectral curve Σb
is smooth. Let B′ be this locus where the spectral cover Σb is smooth. We restrict our
attention to Higgs bundles in the regular locus M′ = Hit−1(B′), and call such Higgs
bundles regular.
Given (∂E, ϕ), the discriminant section ∆ϕ is
∆ϕ : C → Kn2−nC (2.4)
p 7→ ∏
1≤i<j≤n
(λi(p)− λj(p))2.
As shown in Figure 2.1, the associated spectral curve Σ pi→ C is ramified at the zeros of the
discriminant section Z = ∆−1ϕ (0) ⊂ C. Given (∂E, ϕ) ∈ M′, the map pi : Σ→ C restricted
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FIGURE 2.1. The spectral cover Σ is an n : 1 cover of C, ramified at Z.
to a neighborhood of a point p˜ ∈ Z˜ looks like
pi : D˜ → D (2.5)
w 7→ wK = z.
(This is indeed a smooth curve by the Jacobi criterion. The curve is the zero set of
f (w, z) := wK − z, and ∇ f does not vanish at the point (0, 0).) The point p˜ ∈ Z˜ con-
tributes a zero of order K− 1 to ∆ϕ.
Remark 2.1. In the case where n = 2, a SL(2,C)-Higgs bundle (∂E, ϕ) is inM′ if, and only
if, ∆ϕ = −4 det ϕ has only simple zeros. Note that for n > 2, the space of regular Higgs
bundles is slightly larger than the space of Higgs bundles for which the discriminant
section ∆ϕ has only simple zeros.
2.2. Local model near a ramification point for a Higgs bundle (∂E, ϕ) ∈ M′. The next
proposition gives a local model around ramification points p ∈ Z for regular Higgs bun-
dles.
FIGURE 2.2. In the disk around p ∈ Z, we have n = 11 and K1 = K2 =
3, K3 = 2, K4 = K5 = K6 = 1.
Proposition 2.2. (Local model for (∂E, ϕ) around ramification points) Let (∂E, ϕ) be a polystable
regular Higgs bundle. Let p ∈ Z ⊂ C be a ramification point. Then, there are: a partition of
n as n = K1 + · · ·+ Kmp , local coordinates z1, · · · , zmp centered at p, and a local holomorphic
trivialization of E over a diskD centered at p such that
∂E = ∂ (2.6)
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ϕ =
mp⊕
j=1
λ(j)1Kj +

0 1
0 . . .
. . . 1
zj 0

Kj×Kj
dzj
 .
Here, {λ1, · · · ,λn} are the eigenvalues of ϕ, and λ(j) is the average of the cluster of Kj eigenvalues
λ(j) =
sj
∑
k=sj−1+1
λk where si =
i
∑
q=1
Kq. (2.7)
Remark 2.3. For the SL(2,C) case, see [MSWW16, Lemma 4.2] which is considerably sim-
pler and features an explicit gauge transformation. It is difficult to write such an explicit
gauge transformation for arbitrary rank.
Proof. Take a disk D centered at p without additional ramification points. Partition the
eigenvalues by the value at p, and call these distinct values λ(j)(p). Let Kj be the asso-
ciated cluster size. Because Σ is smooth, there is exactly one sheet of Σ going through
λ(j)(p), and the spectral curve pi : Σ→ C through λ(j)(p) is locally given by
pij : D˜j → D (2.8)
wj 7→ wKjj = zj
for some local holomorphic function zj. We can arrange that zj satisfies
sj
∏
k=sj−1+1
(x + λ(j) − λk) = xKj − zjdz
Kj
j . (2.9)
(In the case K = 2, this is equivalent to the standard argument (e.g. [Mas86, p. 216])
showing that that there is a local holomorphic coordinate zi centered at p such that
(λ1 − λ2)2 = 4zjdz2j .) (2.10)
We can work locally with each cluster of size Kj, and for convenience we may shift the
eigenvalues so that λ(j) = 0; to avoid notational clutter, we drop all the indices j related
to cluster number, and number the eigenvalues λ1, · · · ,λK. The associated eigenvalues
λ1, · · · ,λK—or more precisely their pullbacks pi∗λi—are single-valued on the ramified
K : 1 local cover D˜. Order them so that λj = e
2pii(j−1)
K wd(wK). Define
σ : D˜ → D˜ (2.11)
w 7→ e2pii/Kw.
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The cyclic group ZK = 〈σ〉 acts on D˜, exchanging the sheets of pi : D˜ → D. Note that
λi = (σ
i−1)∗λ1.
Because the spectral cover Σ is smooth, the associated rank 1, locally-free, torsion-free
sheaf L → Σ is actually a line bundle. Thus, choose s1 a smooth non-vanishing holomor-
phic section of the eigenline associated to λ1. Define si = (σi−1)∗s1 and note that in the
basis si of pi∗E , pi∗ϕ acts by multiplication by λi. The basis elements {si} do not descend
from D˜ toD, but the following basis elements satisfy σ∗s′i = s
′
i, and hence descend.
s′1 =
1
K
K
∑
i=1
si (2.12)
s′i =
1
KwK(d(wK))K−(i−1)
K
∑
k=1
λ
K−(i−1)
k sk i = 2, · · · , K
Note that s′i is nonsingular and non-vanishing at w = 0. In this basis,
pi∗ϕ(s′1) = w
Kd(wK)ϕ(s′K), pi
∗ϕ(s′i) = d(w
K)ϕ(s′i−1) for i = 2, · · · , K. (2.13)
Define the basis ei by pi∗ei = s′i. In this holomorphic basis the K× K block of ϕ is
0 1
0 . . .
. . . 1
z 0
dz. (2.14)
If the average of the eigenvalues λ(j) 6= 0, then we simply add λ(j)1K, as claimed in (2.6).
Note that this holomorphic gauge is not unique since the section s1 can be multiplied by
any non-vanishing holomorphic function f .
In a block where K = 1, the associated eigenvalue λ is not ramified, so we simply
choose e to be a smooth section of the associated eigenline over the baseD. 
Remark 2.4. The sections s′i appearing in (2.12) accomplish something slightly subtle. In
the case K = 2, Proposition 2.2 produces the following basis and sections:
ϕ =
(
0 1
z 0
)
dz, s1 = pi∗
(
1√
z
)
,λ1 = pi∗(
√
zdz), s2 = pi∗
(
1
−√z
)
,λ2 = pi∗(−
√
zdz).
In particular, note that s1 and s2 become linearly dependent at w = 0. Despite this, the
sections
s′1 = pi
∗
(
1
0
)
s′2 = pi∗
(
0
1
)
(2.15)
are linearly independent—even at w = 0.
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Remark 2.5. By shrinking D, we may assume that the disks around different points of Z
do not intersect. Shrinking D further, we may assume that the difference between the
eigenvalues of ϕ is bounded below by some positive constant eλ > 0 on C − ⋃
p∈Z
Dp.
By possibly taking a smaller eλ, we may assume that on D, the difference between the
averaged-eigenvalues λ(j) are bounded below by eλ. By rescaling the Riemannian metric
on gC, we may assume that each diskDp centered at p has radius one.
As shown in Figure 2.3, Proposition 2.5 gives a local model only when the ramification
points all lie above the same point. Deforming this, we can also give a local model when
the ramification points lie above points that are nearby. This is the content of Corollary
2.6, a direct corollary of the proof of Proposition 2.2.
FIGURE 2.3. Proposition 2.2 gives a local model for local spectral covers
corresponding to the left figure. Corollary 2.6 gives a similar local model
for the right figure.
Corollary 2.6. Let (∂E, ϕ) be a polystable regular Higgs bundle. LetD be an open neighborhood
over which the spectral cover has mp connected components, each containing at most one point of
Z˜. Then, there are: a partition of n as n = K1 + · · ·+ Kmp , local coordinates z1, · · · , zmp with zi
centered at pi( p˜i), and a local holomorphic trivialization of E over a diskD centered at p such that
∂E = ∂ (2.16)
ϕ =
mp⊕
j=1
λ(j)1Kj +

0 1
0 . . .
. . . 1
zj 0

Kj×Kj
dzj
 .
2.3. Stratification of M′. Given a Higgs bundle (∂E, ϕ) ∈ M′, we get a collection of
partitions n = K1,p + K2,p + · · ·+ Kmp,p labeled by p ∈ Z. For K = 2, 3, . . . , n define
NK = #{(p, i) ∈ Z×N : Kp,i = K}. (2.17)
(Since ∆ϕ is a section of Kn
2−n
C ,
n
∑
K=2
(K− 1)NK = 2(n2 − n)(g− 1).) (2.18)
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This gives us a map onto a discrete space:
Ξ :M′ → Nn−1 (2.19)
(∂E, ϕ) 7→ (N2, · · · , Nn).
The map Ξ gives us a stratification ofM′.
3. LIMITING CONFIGURATIONS
One of the salient properties of the limiting metric h∞ = limt→∞ ht is that it solves the
“decoupled SU(n)-Hitchin’s equations” by [Moc15, Theorem 2.7].
Definition 3.1. Given a polystable Higgs bundle (∂E, ϕ) ∈ M, a hermitian metric h solves
the decoupled SU(n)-Hitchin’s equations if
[ϕ, ϕ†h ] = 0, F⊥D(∂E,h) = 0. (3.1)
and det h = hDet E.
Fix a polystable regular Higgs field (∂E, ϕ). In this section, we construct a metric h`
solving the decoupled SU(n)-Hitchin’s equations. It is worth emphasizing that there are
many solutions of the decoupled SU(n)-Hitchin’s equations, and each of these solutions
depends on a choice of parabolic weights (Remark 3.4). We make the “correct” choice of
parabolic weights in our construction, though this is only justified a posteriori in Corollary
6.4 when we prove that h` = h∞. The subscript ` is used for “limiting.”
3.1. Construction of limiting metrics. Given a polystable regular Higgs field (∂E, ϕ),
Construction 3.2 produces a singular hermitian metric h`, unique up to rescaling by a
constant. This metric arises as the pushforward of the Hermitian-Einstein metric on the
associated spectral line bundle L → Σ equipped with a specific parabolic structure. By
Proposition 3.3, the triple (∂, ϕ, h`) solves the decoupled SU(n)-Hitchin’s equations—
possible after some constant rescaling of h`. As mentioned above, in Corollary 6.4, we
will prove that limt→∞ ht = h`. Thus, we call this particular triple which solves the de-
coupled SU(n)-Hitchin’s equations a limiting configuration.
FIGURE 3.1. At a point p˜ ∈ Z˜ where the spectral cover is locally K : 1, put
parabolic weight 1−K2 .
10 LAURA FREDRICKSON
Construction 3.2. Given (∂E, ϕ) a regular polystable Higgs bundle, let L → Σ be the associated
spectral data.
• Equip the holomorphic line bundleL → Σwith parabolic structure: At each point p˜j ∈ Z˜
add the parabolic weight
1−Kj
2 (as shown in Figure 3.1).
• Equip the parabolic line bundle L → Σ with a hermitian structure: For parabolic line
bundles—such as L— there is a Hermitian-Einstein metric adapted to the para-
bolic structure[Sim90, Biq96]2. The Hermitian-Einstein metric solves
FL = −2pi
√−1pdeg L
rank L
pi∗ωC
volpi∗gC(Σ)
IdL. (3.2)
and is unique up to rescaling by a constant.
• Define h` on E|C−Z from the orthogonal push-forward of the Hermitian-Einstein metric
hL on L → Σ. I.e. decompose E into eigenspaces of ϕ; these eigenspaces are orthogonal
with respect to h`; on each eigenspace h` agrees with the metric induced by hL.
Proposition 3.3. Given a polystable regular Higgs bundle, Construction 3.2 produces a unique
hermitian metric h` solving the SU(n)-decoupled Hitchin’s equations.
Proof. Construction 3.2 determines a hermitian metric h` on EC−Z up to rescaling by a
constant. Any such metric h` solves the decoupled Hitchin’s equations. Since ϕ and h`
are diagonal in the basis of eigenbundles on ϕ,
[
ϕ, ϕ†h`
]
= 0.
CLAIM: The parabolic degree of L is equal to the degree of E.
Proof: . The statement pdegL = degE holds because of the choice of parabolic weights.
A cluster of size K contributes a zero of order K − 1 to ∆ϕ; at such a point p˜ ∈ Z˜, we
assigned the parabolic weight 1−K2 . Since ∆ϕ has 2(n
2 − n)(g − 1) zeros (counted with
multiplicity), the sum of all parabolic weights is −12 · 2(n2 − n)(g− 1). Consequently,
pdeg L = degL+ ∑
p˜∈Z˜
αp (3.3)
=
(
deg E + (n2 − n)(g− 1)
)
+
(
−1
2
)
2(n2 − n)(g− 1)
= deg E. /
The condition F⊥
D(∂E,h`)
= 0 holds because pdeg L = deg E. The induced metric det(h`)
is a Hermitian-Einstein metric on Det E, consequently it is a constant multiple of the fixed
Hermitian-Einstein metric hDet E. Rescale h` by a constant so that these two Hermitian-
Einstein metrics agree. 
2Technically, the result in [Biq96] is only for parabolic line bundles of parabolic degree 0, however, it is
straightforward to extend the results to arbitrary degree.
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Remark 3.4. Note that in the proof we did not use the individual values of the parabolic
weight. We only used the fact that the sum of all parabolic weights was −(n2 − n)(g−
1). In Construction 3.2, we could take any collection of parabolic weights summing to
−(n2− n)(g− 1) and produce a hermitian metric solving the decoupled SU(n)-Hitchin’s
equations. However, this hermitian metric agrees with h∞ only for our choice of parabolic
weights (Corollary 6.4).
3.2. Local model near a ramification point for a limiting configuration inM′. The next
proposition gives a local model for the limiting configuration in Proposition 3.3.
Proposition 3.5. There is a holomorphic gauge satisfying the conditions of Proposition 2.2 in
which
h` =
mp⊕
j=1

|zj|−2αKj ,1
. . .
|zj|−2αKj ,Kj

Kj×Kj
. (3.4)
Here, the constants αK,i are
αK,i =
2i− (K + 1)
2K
. (3.5)
Proof. First, assume deg E = 0. We can work locally with each cluster of size Kj. As in the
proof of Proposition 2.2, we assume that we are working with the first cluster and drop
all subscripts relating to the cluster index. The key idea is that we use up the remain-
ing gauge freedom in Proposition 2.2 by multiplying the section s1 by a non-vanishing
holomorphic function in order to arrange that
hL (s1, s1) =
√
K|w|1−K. (3.6)
Let hL be the Hermitian-Einstein metric on L → Σ which is adapted to the hermitian
metric. There are two consequences of this. First, because hL is adapted to the para-
bolic structure on L → Σ at p˜i, hL(s1, s1) ∼ |w|−2· 1−K2 = |w|K−1. Secondly, because hL is
Hermitian-Einstein and log hL(s1, s1) is harmonic. Any harmonic function on the punc-
tured disk D˜× can be written Re( f (w)) + c log(|w|) where f (w) is holomorphic on D˜×
and c is some constant; hence
log hL(s1, s1) = Re( f (w)) + (K− 1) log(|w|). (3.7)
The function f is bounded because hL is adapted, hence it extends to a holomorphic
function onD. We replace s1 with the section K1/2e−
f
2 s1 that satisfies
log hL
(
K1/2e−
f
2 s1, K1/2e−
f
2 s1
)
= log
(
Ke−Re( f )hL(s1, s1)
)
= (K− 1) log(|w|) + log K.
(3.8)
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FIGURE 4.1. The curvature F⊥
D(∂,h`)
is concentrated at p ∈ Z, illustrated by
orange spikes. Approximate solutions happt are constructed by desingular-
izing h` by gluing in smooth model solutions (shown in blue).
Consequently, hL(si, si) = K|w|K−1 for i = 1, · · ·K. Then, we see that
pi∗h`(si, sk) =
0 if i 6= k|w|K+1−2i if i = k . (3.9)
Hence in the basis {ei}, the hermitian metric is as claimed.
Note that when K = 1, the associated eigenvalue λ is not ramified. Consequently,
the associated section e satisfies log h`(e, e) = Re( f (z)) for f (z) harmonic on the diskD—
rather than its cover. Thus, by replacing e with the section e−
f
2 e, we see that h`(e−
f
2 e, e−
f
2 e) =
1, as desired.
Note that det h` = 1 because h` is block diagonal and the determinant of each K × K
block is 1.
If deg E 6= 0, then we simply note that log hL(s1, s1) minus some multiple of the Ka¨hler
potential is harmonic, and repeat the argument above. 
4. A FAMILY OF APPROXIMATE SOLUTIONS
Fix a regular polystable Higgs bundle (∂E, ϕ). Consider the R+t -family of Higgs bun-
dles (∂E, tϕ). Ultimately, we seek to describe the corresponding family of harmonic metric
ht for large values of t. In this section, we construct aR+-family of approximate solutions
happt by desingularizing the limiting configuration h` in §3. As shown in Figure 4.1, the
metric h` is singular at p ∈ Z, so we glue in smooth solutions of Hitchin’s equations on
the disks D around each ramification point p ∈ Z. These smooth models are described
in §4.1.3. Because these smooth models are defined on disks in C with its usual flat met-
ric, we take a conformal metric g′C on C which is flat in each disk D (Remark 1.2). The
approximate solutions happt are defined in §4.2.
4.1. Model solutions. For each cluster rank K, we describe the necessary family of model
solutions of rank parameterized by t ∈ R+. All of these model solutions are on C with
its flat metric. We begin by reviewing the K = 2 family of model solution featured in
[MSWW16] in §4.1.1 before turning to the higher rank versions in §4.1.2. We conclude
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by describing the model solutions for the regular Higgs bundle (∂E, tϕ) on the disk D in
§4.1.3.
4.1.1. The K = 2 family of model solution. The following family of model solutions is fea-
tured in [MSWW16].
Definition 4.1. The SU(2) t-model solution is
∂
(2)
E = ∂ (4.1)
ϕ(2) =
(
0 1
z 0
)
dz
h(2),modt =
(
|z|1/2eut(|z|)
|z|−1/2e−ut(|z|)
)
where ut : R+ → R is solution of(
d2
d|z|2 +
1
|z|
d
d|z|
)
ut = 8t2|z| sinh(2ut). (4.2)
with asymptotics
ut(|z|) ∼ 1piK0(8t3 |z|
3
2 ) as |z| → ∞
ut(|z|) ∼ −12 log(|z|) as |z| → 0.
Remark 4.2. The ut are related by
ut = ρ∗t u1 ρt(z) = t2/3z. (4.3)
Remark 4.3. Note that h(2),modt has a chance of being smooth at |z| = 0 because of the
coefficient of log(|z|) appearing in the expansion around |z| = 0. Mazzeo-Swoboda-
Weiss-Witt prove that it is smooth in [MSWW16, Corollary 3.4]. Moreover, note that the
pointwise limit limt→∞ h
(2),mod
t is diag(|z|1/2, |z|−1/2). This is the 2× 2 block appearing
in the limiting metric h` in (3.4).
Remark 4.4. In unitary gauge (see the discussion at the end of §1.1), the SU(2) t-model
solution is written
A(2),modt = d +
(
1
8
+
|z|
4
dut
d|z|
)(
1
−1
)(
dz
z
− dz
z
)
(4.4)
Φ(2),modt =
(
0 |z|1/2eut(|z|)
z
|z|1/2 e
−ut(|z|) 0
)
dz
In [MSWW16], as well as in [GMN09], the model solution takes this shape.
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4.1.2. The rank K family of model solutions from MK,1. For any rank K, there is a single
SU(K) model solution on C with its flat metric which generalizes the the SU(2) (t = 1)-
model solution in §4.1.1. For each K, there is a one-point moduli spaceMK,1 of solutions
of the SU(K)-Hitchin’s equations on CP1 with an irregular singularity at {∞} such that
the eigenvalues of the Higgs field are λr = e2piir/Kz1/Kdz. The point [(∂E, ϕ, h)] is fixed
by a U(1)-action, consequently the solution of Hitchin’s equations can be written down
relatively explicitly [FN17]:
Proposition 4.5. [FN17, Proposition 3.9 & Lemma 3.13] The one-point point moduli space
MK,1 = [(∂E, ϕ, h(K),mod)] where
∂E = ∂, ϕ =

0 1
0 . . .
. . . 1
z 0
dz, h(K),mod =
|z|
−2αK,1euK,1
. . .
|z|−2αK,K euK,K
 .
(4.5)
The constants αi are
αK,i =
2i− (K + 1)
2K
. (4.6)
The real-valued functions uK,i(z) = uK,i(|z|) satisfy the symmetry uK,i = −uK,K+1−i and solve
1
4
(
d2
d|z|2 +
1
|z|
d
d|z|
)
uK,i = |z| 2K
(
euK,i−uK,i+1 − euK,i−1−uK,i) (4.7)
with the following boundary conditions:
• The function uK,i decays to 0 as |z| → ∞.
• Near 0, uK,i ∼ 2αK,i log |z|.
Letting u(|z|) = (uK,1(|z|), . . . , uK,K(|z|)), the function ‖u(|z|)‖2 is decreasing and exhibits
exponential decay at ∞. More precisely, for e > 0, take Re > 0 such that ‖u(Re)‖ < e. Then,
there is a constant c > 0 (depending explicitly on e and K) such that
‖u‖2(ρ) ≤ e2 K0(cζ(ρ))
K0(cζ(Re))
for ρ > Re, (4.8)
where K0 is the modified Bessel function of first kind and ζ(|z|) = 2KK+1 |z|
(K+1)
K .
Remark 4.6. The bound in (4.8) is not sharp. The constant c = (2CeCK)−1/2 where Ce > 1
with lime↘0 Ce = 1; the first few values CK are C2 = 4, C3 = 3, C4 = 2, C5 = 5−
√
5
2 .
In the case where K = 2, u1 = −u2 ∼ K0(83ρ3/2); consequently the constant 43 c at best
approaches
√
8
3 —considerably worse than the optimal constant
16
3 .
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Remark 4.7. With the change of variables above, uK,i(ζ) solve the system of equations(
d2
dζ2
+
1
ζ
d
dζ
)
uK,i = euK,i−uK,i+1 − euK,i−1−uK,i . (4.9)
This is the radial version of the coupled system of PDE known as “2d cyclic affine Toda
lattice with opposite sign.” Because of the symmetry, this is actually a coupled system of
bK−12 c ODEs.
The solution of Hitchin’s equations in Proposition (4.5) appears earlier in the literature,
where it is called a solution of the “tt∗-Toda equations.” The tt∗-Toda equations are a
special case of the tt∗-equations which were introduced by Cecotti and Vafa to describe
certain deformations of supersymmetric quantum field theories [CV91, CV92]. (Not ev-
ery solution of the tt∗-equations is a solution of Hitchin’s equations on a Riemann sur-
face, and conversely, not every solution of Hitchin’s equations gives a solution of the
tt∗-equations. However, these coincide here roughly becauseMK,1 is a one-point moduli
space fixed by a circle action and a real involution.) These particular solutions were also
studied in [GL10, GL13, Moc13].
We now introduce the parameter t ∈ R+. Define rescaled functions
uK,i,t = ρ∗K,tuK,i, where ρK,t : r → t
K
K+1 r. (4.10)
The following triple (∂E, tϕ, h
(K),mod
t ) solves Hitchin’s equations:
∂E = ∂, tϕ = t

0 1
0 . . .
. . . 1
z 0
dz, h(K),modt =
|z|
−2α1euK,1,t
. . .
|z|−2αK euK,K,t
 .
(4.11)
4.1.3. Family of model solutions for (∂E, tϕ). We will use the the following family of model
solutions to desingularize h`.
Definition 4.8. Let (∂E, ϕ, h`) be as in (2.6) & (3.4). Define a hermitian metric
hmodt =
mp⊕
j=1

|zj|−2αKj ,1 euKj ,1,t(|zj|)
. . .
|zj|−2αKj ,Kj euKj ,Kj ,t(|zj|)

Kj×Kj
. (4.12)
Call the t-family (∂E, tϕ, hmodt ) the family of model solutions of Hitchin’s equations.
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Remark 4.9. In unitary gauge, this is
Amodt =
mp⊕
j=1

− αKj ,12 +
|zj|
4
duKj ,1,t
d|zj|
. . .
− αKj ,Kj2 +
|zj|
4
duKj ,Kj ,t
d|zj|

Kj×Kj
(
dzj
zj
− dzj
dzj
)
(4.13)
Φmodt =
mp⊕
j=1

λ(j)1Kj +

0 |zj|
1
Kj e
uKj ,1,t
−uKj ,2,t
2
0 . . .
. . . |zj|
1
Kj e
uKj ,Kj−1,t−uKj ,Kj ,t
2
zj|zj|
− Kj−1Kj e
uKj ,Kj ,t
−uKj ,1,t
2 0

dzj

.
Note that if Kj = 1, the 1× 1 block in Amodt is (0) and the block in Φmodt is the eigenvalue
(λ(j)).
4.2. Description of approximate solutions. The following non-linear operator measures
the the failure of (∂E, ϕ, h) to be a solution of Hitchin’s equations:
F(∂E, ϕ, h) := H1/2
(
F⊥D(∂E,h) + [ϕ, ϕ
†h ]
)
H−1/2. (4.14)
Observe that we conjugate by the End(E)-valued section H1/2 (discussed at the end of
§1.1) which satisfies h(v, w) = h0(H1/2v, H1/2w). By doing this, the output F(∂E, ϕ, h)
is an h0-unitary section of Ω1,1(C, su(E)). (Equivalently in the unitary formulation of
Hitchin’s equations, this operator F is equal to F(dA,Φ) = F⊥A + [Φ,Φ
†h0 ].)
Definition/Proposition 4.10. Choose a smooth cutoff function χ : [0,∞)→ [0, 1] such that
χ
∣∣∣
[0, 12 ]
= 1 and χ
∣∣∣
[1,∞)
= 0. (4.15)
OnDp, in the local gauge of Proposition 3.5, define h
app
t by
happt =
mp⊕
j=1

|zj|−2αKj ,1 eχ(|zj|)uKj ,1,t(|zj|)
. . .
|zj|−2αKj ,Kj eχ(|zj|)uKj ,Kj ,t(|zj|)

Kj×Kj
.(4.16)
On Cext = C−∪pDp, define happt = h`.
For t0 > 0 sufficiently large, there exists positive constants c, δ such that for t > t0∥∥∥F(∂E, tϕ, happt )∥∥∥L2(C) ≤ ce−δt, (4.17)
for F defined in (4.14). Because of the exponential decay in t, call the family {(∂E, tϕ, happt )}t>t0
a family of approximate solutions.
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Remark 4.11. In unitary gauge, the family (Aappt ,Φ
app
t ) is given by inserting the cutoff
function χ into the expressions (Amodt ,Φ
mod
t ) in (4.13)
Proof of Proposition 4.10. On Cext, happt = h`. Because (∂E, ϕ, h`) solves the decoupled
Hitchin’s equations, F(∂E, tϕ, h
app
t ) vanishes on C
ext. The L2(C)-norm is simply the sum of
the L2(Dp)-norms of each of the individual Kj×Kj blocks. Dropping indices, the relevant
K× K piece is
∂E = ∂ tϕ = t

λ 1
λ
. . .
. . . 1
z λ
dz, happt =
|z|
−2αK,1eχuK,1,t
. . .
|z|−2αK,K eχuK,K,t
 .
(4.18)
On the K× K block, the value of FD(∂E,ϕ) + t2[ϕ, ϕ
†
h
app
t ] = 0 is the diagonal matrix whose
(i, i) entry is(
−1
4
(
d2
d|z|2 +
1
|z|
d
d|z|
)
χuK,i,t + t2|z| 2K
(
eχuK,i,t−χuK,i+1,t − eχuK,i−1,t−χuK,i,t))dz ∧ dz.
(4.19)
(Note that without the cutoff function χ, this vanishes.) From the exponential decay of
uK,i(|z|)| in |z| like e−c|z|
K+1
K (see Proposition 4.5), we see that—fixing |z|— uK,i,t(|z|) de-
cays in t like e−ct. To see that the expression in (4.19) is exponentially decaying, we break
it into pieces. For t 0, there is a constant C1 close to 1 such that∣∣eχuK,i,t−χuK,i+1,t − 1∣∣ ≤ C1 (χuK,i,t − χuK,i+1,t) ≤ C1 (|uK,i,t|+ |uK,i+1,t|) (4.20)∣∣eχuK,i−1,t−χuK,i,t − 1∣∣ ≤ C1 (χuK,i−1,t − χuK,i,t) ≤ C1 (|uK,i−1,t|+ |uK,i,t|) .
Additionally, because uK,i,t and its derivatives in |z| are all exponentially decaying in t,
there is a constant C2 depending on the maximum of |χ′| and |χ′′| such that∣∣∣∣( d2d|z|2 + 1|z| dd|z|
)
χuK,i,t
∣∣∣∣ ≤ C2e−ct. (4.21)
The exponential decay of (4.19) follows. 
5. PROPERTIES OF THE LINEARIZATION
In Proposition 4.10, we proved that the family happt of approximate solutions was close
to solving Hitchin’s equations. The metrics happt failed to solve Hitchin’s equations only
on the union of the gluing annuli around p ∈ Z where the value of the cutoff function
χ(|zi|) differed from 0 or 1—and on those gluing annuli, the error was exponentially
decaying in t.
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Looking forward, the main theorem (Theorem 6.1) states something much stronger: for
t  0, the approximate metric happt is close to the actual harmonic ht solving Hitchin’s
equations in the sense that
ht(v, w) = h
app
t (e
−γt v, e−γt w), (5.1)
for γt “small.”
Following the conventions of Mazzeo-Swoboda-Weiss-Witt, we do the analysis using
the unitary formulation of Hitchin’s equations discussed in §1.1. We fix a hermitian metric
h0 on E. We replace the triple (∂E, tϕ, h
app
t ) with a pair (dAt , tΦt) such that (∂E, tϕ, h
app
t )
and (∂At , tΦt, h0) are complex gauge equivalent with respect to the action in (1.4), i.e.
[(∂E, tϕ, h
app
t )] and [(∂At , tΦt, h0)] define the same point in the Hitchin moduli spaceM.
There are two other interesting actions of the complex gauge group on the space of
triples (∂E, ϕ, h). For these, the equation ∂Eϕ = 0 is preserved by the action of the complex
gauge group; however, the equation F⊥
D(∂E,h)
+ [ϕ, ϕ†h ] = 0 is not preserved. In the first
action, the complex gauge group acts transitively on the space of hermitian metrics by
g ·1 (∂E, ϕ, h) = (∂E, ϕ, g · h) where (g · h)(v, w) = h(gv, gw). (5.2)
If (∂E, ϕ) is polystable, then in the complex gauge orbit, there is a hermitian metric g · h
solving Hitchin’s equations. In the second action, we fix the hermitian metric and take
the action
g ·2 (∂E, ϕ, h) = (g ◦ ∂E ◦ g−1, gϕg−1, h). (5.3)
This second action induces a complex gauge action on the space of pairs (dA,Φ) in the
unitary formulation of Hitchin’s equations:
g · (dA,Φ) = (D(g ◦ ∂E ◦ g−1, h0), gΦg−1), (5.4)
where D is the Chern connection associated to the pair. Note that these two actions of the
complex gauge transformation satisfy
g ·
(
g ·2 (∂E, ϕ, h)
)
= g ·1 (∂E, ϕ, h), (5.5)
where g· is the action of the complex gauge transformation in (1.4).
We are interested in finding the complex gauge transformation g such that g · (dAt , tΦt)
(defined in (5.4)) solves Hitchin’s equations. Since Hitchin’s equations are invariant un-
der h0-unitary gauge transformations, we take the standard slice of the complex gauge
transformations modulo h0-unitary gauge transformations by assuming that g = e−γ is
h0-hermitian. Define the operator
Fappt (γ) := −i ?
(
F
Aexp(−γ)t
+ t2[e−γΦteγ, eγΦ
†h0
t e
−γ]
)
. (5.6)
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(We add the superscript to clarify that this expression is based at the approximate solution
(∂E, tϕ, h
app
t ).) We are interested in the family γt satisfying F
app
t (γt) = 0. Note that this is
equivalent to finding an h0-unitary γt satisfying (5.1).
In this section, we study the linearization of Fappt and prove bounds on its inverse
(Proposition 5.2). The linearization of Fappt at 0 is
Ltγ := DF
app
t (0)[γ] =
d
de
∣∣∣
e=0
Fappt (eγ) (5.7)
= ∆Atγ− i ? t2MΦtγ
where
∆At := d
∗
AtdAtγ (5.8)
MΦtγ := [Φ
∗
t ∧ [Φt,γ]]− [Φt ∧ [Φ∗t ,γ]] .
First note that Lt is a positive operator.
Proposition 5.1. [MSWW16, Proposition 5.1] If γ ∈ Ω0(sl(E)), then
〈Ltγ,γ〉L2 = ‖dAγ‖2L2 + 2t2‖[Φ,γ]‖2L2 + 2t2‖[Φ∗,γ]‖2L2 ≥ 0. (5.9)
Consequently, restricted to Ω0(isu(E)), Lt has no kernel.
We now prove that its inverse L−1t : L2(isu(E))→ H2(isu(E)) is bounded.
Proposition 5.2. For t0 sufficiently large, there is are constants C˜1, C˜2 > 0 such that
(a) ‖L−1t ‖L(L2,L2) ≤ C˜1,
(b) ‖L−1t ‖L(L2,H2) ≤ C˜2t2.
Remark 5.3. For the SU(2) case, the analog of Proposition 5.2a is stated in [MSWW16,
Lemma 6.3]. An important ingredient of their strategy is the the domain decomposition
principle in [B0¨0]. They decompose C into disjoint pieces: neighborhoods Dp around
each point p ∈ Z, plus the remaining piece Cext = C − ⋃pDp. On each piece, they
find a lower bound for the first Neumann eigenvalue. Then, the domain decomposition
principle gives a lower bound on the first global eigenvalue.
One might hope that this method of proof works for SU(n) when n > 2. However, this
does not work because the Neumann boundary problem on each disk D has kernel. By
explicit computation of Lt in the basis of (4.16) onD (see 5.55), one can compute that the
Neumann kernel consists of constant traceless diagonal matrices with the shape
γ =
mp⊕
j=1
γ(j)1Kj (5.10)
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Consequently, we pursue a global strategy that does not use the domain decomposition
principle.
Proof of Proposition 5.2a. (Necessary lemmata appear in §5.1.) Define
Ltγ := ∆Atγ− i ? MΦtγ. (5.11)
Since MΦt is a semi-positive operator, Lt ≥ Lt. Consider the eigenvalues {λt`} of Lt.
These are all positive by Proposition 5.1. We will prove that the lowest eigenvalue λt0 of
Lt is bounded below by some constant κ > 0 as t → ∞. Suppose to the contrary that
λt0 → 0.
We define a family of weight functions µt : C → R+ as follows: Around each point
p ∈ Z, work in the gauge from Proposition 2.2 & 3.5 and let z be some holomorphic
coordinate centered at p. (The coordinate z need not be any of the holomorphic coordi-
nates zi appearing in Proposition 2.2.) Order the elements of the partition of n so that
K1 ≥ K2 ≥ · · · ≥ Kmp . In the unit disk Dpj = {|zj| ≤ 1} around pj, define the weight
FIGURE 5.1. Weight function µt
function by
µt(z) := min
((
t−
2K1
K1+1 + |z|2
)1/2
, 1
)
. (5.12)
On the rest of the surface, define
µt(x) := 1 x ∈ C \ {Dpj}pj∈Z (5.13)
The weight function µt (shown in Figure 5.1) is continuous. (Its lack of regularity is im-
material, and we could easily introduce a smoothed version.) Note that µt increases in |z|
with minimum µt(0) = t
− K1K1+1 . The family {µt} is uniformly bounded above by 1, and
the family is also bounded away from 0 on any set where |z| > e > 0.
Let ψt denote an eigensection of the first eigenvalue λt0 . Fix some constant δ > 0. (We
will choose a good value of δ later in the proof.) We normalize ψt—multiplying it by a
constant— so that
sup
C
µδt |ψt| = 1. (5.14)
In what follows, we show the supremum of µδt |ψt| cannot be achieved at any point of
C—contradicting our initial assumption that λt0 → 0.
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CLAIM: There is no value of e ∈ (0, 1] for which there exists a constant η such that for all
t—or rather for some unbounded subsequence {tk}—
sup
C− ⋃
pj∈Z
{|zj|≤e}
µδt |ψt| ≥ η > 0. (5.15)
Proof of Claim: . Since (5.14) holds, then for any choice of e > 0 |ψt| ≤ µ−δt ≤ e−δ on
C− ⋃
pj∈Z
{|zj| ≤ e}. Because the eigensections {ψt} are uniformly bounded in L∞ on C−⋃
pj∈Z{|zj| < e}, by compactness, we may obtain a subsequence of ψt which converges in
L∞ on the punctured surface C − Z to a section ψ∞; moreover, by elliptic regularity, the
{ψt} and limiting ψ∞ are in C∞. In the region C−∪Z{|zj| < e}, the coefficients of Lt are
converging smoothly; thus ψ∞ satisfies
L∞ψ∞ = 0 on C− Z. (5.16)
Furthermore, |ψ∞| is non-zero from our assumption in (5.15).
Using the local conic regularity theory at p ∈ Z (see [Maz91, MW15]), ψ∞ has an asymp-
totic expansion in powers of r = |z| with coefficients which are trigonometric functions
of the angular variable θ. Because ψ∞ is bounded at p ∈ Z, all of the powers of r in the
expansion of ψ∞ at p are nonnegative. Now,
〈L∞ψ∞,ψ∞〉 = − ? d ? 〈dA∞ψ∞,ψ∞〉+ ‖dA∞ψ∞‖2 + 2‖[Φ∞,ψ∞‖2. (5.17)
Note that ?〈dA∞ψ∞,ψ∞〉 vanishes at each point p ∈ Z (These reasons are elaborated in a
more general setting in (5.67).); hence, doing integration by parts,
0 = 〈L∞ψ∞,ψ∞〉L2(C) = ‖dA∞ψ∞‖2L2(C) + 2‖[Φ∞,ψ∞]‖2L2(C). (5.18)
From Proposition 5.1, there is no global non-zero solution satisfying both dA∞ψ∞ = 0 and
[Φ∞,ψ∞] = 0, hence ψ∞ = 0.
Now, suppose the claim is false, i.e. suppose there is a choice of e ∈ (0, 1] and η > 0
such that for all t
sup
C− ⋃
pj∈Z
{|zj|≤e}
µδt |ψt| ≥ η. (5.19)
Then, supC− ⋃
pj∈Z
{|zj|≤e} |ψt| ≥ supC− ⋃
pj∈Z
{|zj|≤e} ηµ
−δ
t ≥ η, so ψ∞ is non-zero, a contradic-
tion. /
Let {qt} → q be a convergent sequence of points at which the supremum of µδt |ψt|
in (5.14) is achieved. From the CLAIM, we see that q = p ∈ Z and that µδt |ψt| tends to
zero pointwise (and in fact uniformly in compact subsets) on C − Z . Let z : D → C
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be the chosen holomorphic coordinate centered at p. Define zt := z(qt). Note that {zt}
converge to zero because {qt} converge to p. Let K0 be the largest integer less than or
equal to K1 for which t
K0
K0+1 zt is bounded above by some constant R. Note that K0 is
automatically nonnegative. We will now show that if we assume that λt0 → 0, then the
supremum of (5.14) also can’t be achieved at a point p ∈ Z, by separately considering two
cases, depending on whether zt converge to zero more quickly (CASE A, K0 > 0) or more
slowly (CASE B, K0 = 0).
CASE A. K0 > 0: Define a rescaling
ρK0,t : z→ t
K0
K0+1 z =: w. (5.20)
Let wt = ρK0,t(zt), and note that |wt| ≤ R. Now, pullback and rescale the eigensections
ψt, taking
Ψt := t
− δK0K0+1 (ρ−1K0,t)
∗ψt. (5.21)
On the disk, the bound in (5.14) is(
t−
2K1
K1+1 + |z|2
)δ/2
|ψt(z)| ≤ 1. (5.22)
This implies that (
t−
2K1
K1+1
+
2K0
K0+1 + |w|2
)δ/2
|Ψt(w)| ≤ 1, (5.23)
with equality attained at wt. Since K0 ≤ K1, − 2K1K1+1 +
2K0
K0+1
≤ 0. Consequently,
|Ψ∞(w)| ≤

(
1+ |w|2)−δ/2 if K0 = K1
|w|−δ if K0 < K1.
(5.24)
Since the disk {|w| ≤ R} is compact, a subsequence of wt converges to some w, hence
|Ψ∞(w)| 6= 0. By Lemma 5.6,
lim
t→∞ t
− 2K0K0+1 (ρ−1K0,t)
∗Lt = ∆A˜ =
 ⊕
j: Kj>K0
A∞
⊕
 ⊕
j: Kj=K0
Amod
⊕
 ⊕
j: Kj<K0
A0
 . (5.25)
The expressions for A∞, Amod, and A0 are given in (5.40). Because the coefficients of the
operators in (5.25) converge smoothly to ∆A˜, the non-zero Ψ∞ satisfies the bound in (5.24)
and
∆A˜Ψ∞ = 0. (5.26)
By Proposition 5.8, for δ > 0 sufficiently small, there is no non-zero solution. But Ψ∞ is
non-zero! Thus, CASE A cannot hold.
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CASE B. K0 = 0: Lastly, suppose that |ρ1,t(zt)| = |t1/2zt| is unbounded. Define a rescaling
σt : z→ |zt|−1z =: w˜ (5.27)
Let w˜t = σt(zt), and note that |w˜t| = 1. Now, pullback the eigensection ψt and rescale it
by an aptly chosen constant
Ψ˜t := |zt|δ(σ−1t )∗ψt (5.28)
The constant is chosen so that the bound in (5.14) implies that
(|zt|−2t−
2K1
K1+1 + |w˜|2)δ/2|Ψ˜t(w˜)| ≤ 1. (5.29)
Taking the limit of the bounds in (5.29), we see that Ψ˜∞ satisfies
|Ψ˜∞(w˜)| ≤ |w˜|−δ. (5.30)
Since Ψ˜t achieves the bound in (5.29) at w˜t which has norm one, Ψ˜∞ also achieves the
bound in (5.30) on the unit circle; hence Ψ˜∞ is non-zero.
In the rescaling limit,
lim
t→∞(σ
−1
t )
∗MΦt = MΦ∞ limt→∞ |zt|
−2(σ−1t )
∗∆At = ∆A∞ ; (5.31)
consequently,
lim
t→∞ |zt|
−2(σ−1t )
∗Lt = ∆A∞ , (5.32)
where A∞ is defined in (5.40). Thus, Ψ˜∞ is non-zero and satisfies
∆A∞Ψ˜∞(w˜) = 0, |Ψ˜∞(w˜)| ≤ |w˜|−δ. (5.33)
By Proposition 5.8, for δ > 0 sufficiently small, there is no non-zero solution. But Ψ˜∞ is
non-zero. Thus, CASE B too is impossible.
In summary, we have shown that it is impossible that λt0 → 0. 
Proof of Proposition 5.2b. The proof that ‖L−1t ‖L(L2,H2) ≤ C˜t2 is a direct adaption of the
proof of in the SU(2) case [MSWW16, Lemma 6.5]. The graph norm of ∆A∞ is equivalent
to the standard Sobolev H2-norm [MSWW16, Lemma 6.5]. Consequently, we will prove
that there is a constant C˜′ such that√
‖L−1t u‖2L2 + ‖∆A∞L−1t u‖2L2 ≤ C˜′t2‖u‖L2 . (5.34)
Define
L˜t = ∆A∞ − i ? t2MΦ∞ . (5.35)
(For comparison, recall from (5.7) that Lt = ∆At − i ? t2MΦt .) Then, note that
‖∆A∞L−1t u‖L2 ≤ ‖u‖L2 + ‖(∆A∞ − Lt)L−1t u‖L2 (5.36)
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≤ ‖u‖L2 +
(
t2‖MΦ∞‖L(L2,L2) + ‖(L˜t − Lt)‖L(L2,L2)
)
‖L−1t ‖L(L2,L2)‖u‖L2 .
The bound ‖MΦ∞‖L(L2,L2) ≤ cM follows in Lemma 5.4. The bound ‖L˜t − Lt‖L(L2,L2) ≤
Ce−δt follows because Φt converges to Φ∞ exponentially in t and At converges to A∞
exponentially in t. (See [MSWW16, Lemma 6.5] for the case of K× K = 2× 2 blocks.) The
bound ‖L−1t ‖L(L2,L2) ≤ C˜1 is from Proposition 5.2a. Thus we obtain the desired bound in
(5.34). 
In the proof of Proposition 5.2b, we used the following bound on MΦ∞ .
Lemma 5.4. There is a constant cM such that at any point of C
|MΦ∞ |gC,h` ≤ cM. (5.37)
Proof. Over Σ, pi∗E decomposes as the sum of eigenline bundles of pi∗ϕ. Let Li be the line
bundle corresponding to globally-defined eigenvalue pi∗λi. To see the bound on MΦ∞ ,
note that, pulled-back from C to Σ, pi∗ End E = ⊕Hom(Li,Lj) and the (i, j)-entry of
pi∗MΦ∞ is
(pi∗MΦ∞γ)ij = 2|λi − λj|2γij. (5.38)
The difference between the eigenvalues of ϕ are bounded above, hence |MΦ∞ | is bounded.

5.1. Lemmata for Proposition 5.2a: Local analysis of ∆A˜. Take p ∈ Z with associated
partition n = K1 + · · ·Kmp and holomorphic coordinates z1, · · · , zmp centered at p in
Proposition 2.2. Given a holomorphic coordinate z centered at p, define biholomorphic
functions fi = zi ◦ z−1 such that fi(0) = 0. Given a choice of positive number J, define
A˜ :=
 ⊕
j: Kj>J
A∞
⊕
 ⊕
j: Kj=J
Amod
⊕
 ⊕
j: Kj<J
A0
 , (5.39)
where the K× K blocks are
A∞ =
−
αK,1
2
. . .
− αK,K2

K×K
(
dz
z
− dz
z
)
(5.40)
Amod =

− αK,12 + |z|4 duK,1,1(| f
′(0)||z|)
d|z|
. . .
− αK,K2 + |z|4 duK,K,1(| f
′(0)||z|)
d|z|

K×K
(
dz
z
− dz
z
)
A0 = 0K×K.
GENERIC ENDS OF THE MODULI SPACE OF SL(n,C)-HIGGS BUNDLES 25
FIGURE 5.2. The values K1, · · · , Kmp are separated into three different cat-
egories: less than, equal to, or greater than some critical integer (here, 3).
The limiting A˜ consequently features three types of blocks: A0, Amod, A∞.
Example 5.5. For example, if n = 2+ 1+ 1,
A˜ =
(
1
8
+
|z|
4
du1
d|z|
)
1 0 0 0
0 −1 0 0
0 0 0 0
0 0 0 0

(
dz
z
− dz
z
)
, (5.41)
where u1 = u2,1,t=1 is the function in (4.2).
In this section, we prove that A˜ appears naturally in a rescaling limit (Lemma 5.6). This
is used in the proof of Proposition 5.2a in (5.58). We then prove in Proposition 5.8 that for
δ > 0 sufficiently small, there are no solutions of
∆A˜Ψ = 0 |Ψ| ≤ |z|−δ. (5.42)
Lemma 5.6. Define a rescaling
ρJ,t : z 7→ t
J
J+1 z. (5.43)
Then, for the approximate solution (At,Φt) onD in the unitary gauge of Remark 4.11, we have
lim
t→∞ t
− 2JJ+1 (ρ−1J,t )
∗∆At = ∆A˜. (5.44)
Proof. First note that for any holomorphic function f such that f (0) = 0, we have
lim
t→∞( f ◦ ρ
−1
J,t )
∗
(
dz
z
− dz
z
)
=
(
dz
z
− dz
z
)
. (5.45)
This follows from expanding the holomorphic—hence analytic—function f as f (x) =
∑∞i=0
1
i! f
(i)(0)xi in the following expression:
lim
t→∞
d( f (t−
J
J+1 w))
f (t−
J
J+1 w)
=
limt→∞ f ′(t−
J
J+1 w)dw
t
J
J+1 f (t−
J
J+1 w)
=
f ′(0)dw
f ′(0)w
=
dw
w
. (5.46)
Secondly, note that for similar reasons
lim
t→∞( f ◦ ρ
−1
J,t )
∗
( |z|
4
d
d|z|
)
=
|z|
4
d
d|z| . (5.47)
(Here, it is convenient to use that |z| ∂
∂|z| = z
∂
∂z + z
∂
∂z .)
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We work separately in each K× K block. The computation of the limits is based on the
following observation:
(ρ−1J,t )
∗uK,i,t(r) = uK,i,t
(
t−
J
J+1 r
)
= uK,i,t
(
t−
K
K+1 t
K
K+1− JJ+1 r
)
= uK,i,t=1
(
t
K
K+1− JJ+1 r
)
(5.48)
We see that if J < K, then KK+1 − JJ+1 > 0, so limt→∞ t
K
K+1− JJ+1 r = ∞. Each function uK,i,t
decays to 0 at ∞, hence
lim
t→∞( f ◦ ρ
−1
J,t )
∗
( |z|
4
duK,i,t(|z|)
d|z|
)
= 0, (5.49)
and consequently, in the limit of (5.44), the K× K block is A∞.
If J = K, then KK+1 − JJ+1 = 0, so limt→∞ t
K
K+1− JJ+1 z = z. Additionally, note that because
f is analytic (
f ◦ ρ−1K,t
)∗
uK,i,t(|z|) = uK,i,t
(∣∣∣ f (t− KK+1 z)∣∣∣) (5.50)
= ut
(∣∣∣∣∣ ∞∑k=0 1k! f (k)(0) (t− KK+1 z)k
∣∣∣∣∣
)
= u1
(∣∣∣∣∣ ∞∑k=1 1k! f (k)(0) (t− KK+1 )k−1 zk
∣∣∣∣∣
)
In the last line, we use that ut(t−
K
K+1 r) = u1(r) and f (0) = 0. Consequently, taking the
limit, we obtain
lim
t→∞(ut
(∣∣∣ f (t− KK+1 z)∣∣∣) = lim
t→∞ u1
(∣∣∣∣∣ ∞∑k=1 1k! f (k)(0) (t− KK+1 )k−1 zk
∣∣∣∣∣
)
= u1
(∣∣ f ′(0)∣∣ |z|) .
(5.51)
Hence,
lim
t→∞( f ◦ ρ
−1
J,t )
∗
( |z|
4
duK,i,t(|z|)
d|z|
)
=
( |z|
4
duK,i,t=1(| f ′(0)| |z|)
d|z|
)
; (5.52)
in the limit of (5.44), the K× K block is Amod.
Lastly, if J > K, then KK+1 − JJ+1 < 0, so limt→∞ t
K
K+1− JJ+1 z = 0. Since |z|4
duK,i,1(0)
d|z| =
αK,i
2 ,
we have
lim
t→∞( f ◦ ρ
−1
J,t )
∗
(
−αK,i
2
+
|z|
4
duK,i,t(|z|)
d|z|
)
= 0; (5.53)
in the limit of (5.44), the K× K block is A0. 
We now analyze the kernel of ∆A˜. The operator ∆A˜ on the punctured plane C \ {0}
is an differential edge operator3, and so the theory in [Maz91, MW15] applies. We first
compute the indicial roots of the operator. A number ν ∈ C is called an indicial root for
3This is roughly because, in polar coordinates, the operator r2∆A˜ can be written in terms of r∂r and ∂θ .
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∆A˜ if there exists some function ζ = ζ(θ) such that
∆A˜(r
νζ(θ)) = O(rν−1), (5.54)
rather than the expected rate O(rν−2) [MSWW16, Definition 4.2]. If ∆A˜ψ = 0, we see that
ψ has a inhomogeneous asymptotic development around 0 (or ∞) in terms of the indicial
roots of ∆A˜ at 0 (or, respectively, ∞).
Lemma 5.7. In this basis of sl(n,C), the operator ∆A˜ fully decouples. On in (i, j) block, ∆A˜ acts
as
∆A˜γij =
(
d+ (A˜ii − A˜jj)
)∗ (
d+ (A˜ii − A˜jj)
)
γij. (5.55)
The set indicial roots of
∆A˜ : Γ(isu(n))→ Γ(isu(n)) (5.56)
at |z| = 0 is Γ(∆A˜, 0) = Z unionsq S0, where S0 is a discrete set, symmetric around the origin, with
S0 ⊂ (−1, 1). Similarly, the indicial roots at |z| = ∞ is Γ(∆A˜,∞) = Z unionsq S∞, where S∞ is a
discrete set, symmetric around the origin, with S∞ ⊂ (−1, 1).
Proof. The operator ∆A˜ decouples as in (5.55) because A˜ is diagonal. Because A˜jj =
2i fi(r)dθ, we can compute that
∆A˜γij =
(
d+ (A˜ii − A˜jj)
)∗ (
d+ (A˜ii − A˜jj)
)
γij (5.57)
= r−2
(
(r∂r)2 +
(
∂θ + 2i( fi − f j)
)2)
γ.
To compute the indicial roots at 0 for ∆A˜ acting on Γ(sl(n,C), we only need to look at
the highest order part of ∆A˜ at 0. We evaluate the function fi(r)− f j(r) appearing in (5.57)
at r = 0. In a K × K block of A∞, fi(0) = − αK,i2 ; for both Amod and A0, this constant is 0.
Then, taking bij = fi(0)− f j(0), we see the relevant operator is(
(r∂r)2 +
(
∂θ + 2ibij
)2)
γ. (5.58)
Suppose ν is an indicial root at 0 in (i, j) block. Then there is some function ζ(θ) =
∑`∈Z a`ei`θ such that ∆A˜
∣∣
ij (r
νζ(θ)) = O(rν−1). Taking ζ(θ) = ei`θ,
0 =
(
(r∂r)2 +
(
∂θ + 2ibij
)2)
(rνei`θ) (5.59)
= rνei`θ
(
ν2 − (`+ 2bij)2
)
.
Consequently, since ` ∈ Z, ν ∈ {Z+ 2bij} ∪ {Z− 2bij}.
Further restricting to isu(n), we note that γji = γij. We compute the indicial roots at 0
for the direct sum of the (i, j)-block with the (j, i)-block. Letting γij = rνζ(θ), and taking
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ζ(θ) = a`ei`θ + a−`e−i`θ we have
∆A˜
∣∣
ij⊕ji
(
rνζ(θ)
rνζ(θ)
)
=
(r2∂2r + r∂r + (∂θ + 2ibij)2) rν(a`ei`θ + a−`e−i`θ)(
r2∂2r + r∂r +
(
∂θ − 2ibij
)2) rν(a`e−i`θ + a−`ei`θ)
 (5.60)
=
(
rνa`ei`θ
(
ν2 − (`+ 2bij)2
)
+ rνa−`e−i`θ
(
ν2 − (−`+ 2bij)2
)
rνa`e−i`θ
(
ν2 − (−`+ 2bij)2
)
+ rνa−`ei`θ
(
ν2 − (`+ 2bij)2
))
Thus, we see that ν ∈ {`+ 2bij,−`− 2bij} ∩ {−`+ 2bij, `− 2bij}. Thus, as claimed:
• If bij = 0, then ν ∈ Z; the indicial root ν comes from rνζ(θ) where ζ(θ) = aνeiνθ +
a−νe−iνθ. (Note that the ν = 0 indicial root comes from a0 + â0 log r.)
• If bij 6= 0, then ν ∈ {±2bij}; the indicial root ν comes from rνζ(θ) where ζ(θ) is
constant.
It is worth noting that because αK,i ∈ (−12 , 12), we automatically have that bij ∈ (−12 , 12) as
well. Hence, the indicial roots of ∆A˜ at 0 are Z unionsq S0, where S0 is a discrete set, symmetric
around the origin, with S0 ⊂ (−1, 1).
The computation of the indicial roots at ∞ is similar. We let v = z−1 and introduce
polar coordinates v = seiϑ. In these coordinates, the operator in (5.57) is
r2∆A˜γij =
(
(s∂s)2 +
(−∂ϑ + 2i( fi − f j))2) γ. (5.61)
(Here, we used that r∂r = −s∂s and ∂θ = −∂ϑ.) The computation of the indicial roots is
similar. In a K × K block of A∞ or Amod, fi(∞) = − αK,i2 ; for A0, this constant is 0. Define
the constant cij = fi − f j
∣∣
r=∞. Thus, as claimed:
• If cij = 0, then ν ∈ Z; the indicial root ν comes from sνζ(ϑ) where ζ(ϑ) = aνeiνϑ +
a−νe−iνϑ.
• If cij 6= 0, then ν ∈ {±2cij}; the indicial root ν comes from sνζ(ϑ) where ζ(ϑ) = a0.
Hence, the indicial roots of ∆A˜ at r = ∞ areZunionsq S∞, where S∞ is a discrete set, symmetric
around the origin, with S∞ ⊂ (−1, 1). 
Using the computation of the indicial roots in Lemma 5.7, we now prove:
Proposition 5.8. There exists a δ > 0 such that there are no non-zero solutions ψ ∈ Γ(isu(n))
solving
∆A˜ψ = 0 |ψ| ≤ (e+ |z|2)−δ/2 (5.62)
where e = 0, 1.
Proof. In the proof, we will integrate by parts and then conclude that there is no solution
of dA˜ψ = 0 solving the above bound. Because
? 〈∆A˜ψ,ψ〉 = ?‖dA˜ψ‖2 + d ? 〈dA˜ψ,ψ〉, (5.63)
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we will additionally need to show that limr→0,∞
∫
S1r
?〈dA˜ψ,ψ〉 = 0.
Choose δ satisfying
δ < min{|ν| : ν ∈ S0 ∪ S∞}, (5.64)
noting that S0 ∪ S∞ is a discrete set that does not contain 0. Let N0 = (S0 ∪Z) ∩ (−δ,∞).
Similarly, let N∞ = (S∞ ∪Z) ∩ (δ,∞).
The bound at 0 implies that ψ admits an asymptotic development around |z| = 0 like
ψ ∼ ∑
ν∈N0+N
rνζν(θ). (5.65)
As shown in Figure 5.3, because of our choice of δ, N0 +N ⊂ [0,∞).
FIGURE 5.3. The indicial roots at 0 are S0 unionsqZ. With the given choice of δ,
the set of all powers in the expansion are nonnegative.
Furthering studying the ?〈dA˜ψ,ψ〉 term in (5.63), let A˜ = Ξ(r)2idθ. Then, that
?〈dA˜ψ,ψ〉 = ?〈∂rψdr + ∂θψdθ + 2i[Ξ,ψ]dθ,ψ〉 (5.66)
= 〈∂rψ,ψ〉rdθ − 〈∂θψ+ 2i[Ξ,ψ],ψ〉r−1dr.
To see that lim
r→0
∫
S1r
?〈dA˜ψ,ψ〉 = 0, note that the 〈∂rψ,ψ〉rdθ term tends to zero pointwise.
If we integrate on S1r , then the dr component does not matter. However, we want to show
that it’s not problematic to perturb the loop S1r —even though the indicial roots ν ≤ 1 look
problematic because of the “r−1”. Since ψ ∈ Γ(isu(n)), it is a straightforward computation
to check that
〈∂θψ+ 2i[Ξ,ψ],ψ〉r−1dr = 〈∂θψ,ψ〉r−1dr. (5.67)
From the indicial root computation in Lemma 5.7, we see that if ν < 1, then ζ ′ν(θ) = 0;
thus the problematic-looking terms in (5.66) vanish. It follows that lim
r→0
∫
S1r
?〈dA˜ψ,ψ〉 = 0.
Similarly, in the coordinate v = z−1 = seiϑ, the bound on ψ is given by ψ(v) ≤ |v|δ.
As shown in Figure 5.4, because of our choice of δ, N∞ +N ⊂ (0,∞). Using a similar
FIGURE 5.4. The indicial roots at ∞ are S∞ unionsqZ. With the given choice of δ,
the set N∞ of all permissible indicial roots are positive.
computation, we can see that lim
r→∞
∫
S1r
?〈dA˜ψ,ψ〉 = 0.
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Consequently, by (5.63), we can equivalently show that there is no non-zero solution
ψ ∈ Γ(isu(n)) solving
dA˜ψ = 0 |ψ| ≤ (e+ |z|2)−δ/2 (5.68)
where e = 0, 1. We now analyze now analyze this problem. The (i, j) block of dA˜γ is
0 = (dA˜γ)ij = ∂rγijdr + ∂θγijdθ + ( fi − f j)γij2idθ. (5.69)
Note the following consequence:
0 = ∂θ(∂rγij) = ∂r(∂θγij) = ∂r(2i( f j − fi)γij). (5.70)
Consequently, there are three distinct cases.
(1) If f j − fi = 0, then γij is constant. Imposing the asymptotic decay condition, we
see that γij = 0.
(2) If f j − fi is not constant, it follows that γij = 0 (using (5.70) and ∂rγij = 0).
(3) If f j − fi is a non-zero constant, then we see that we’d like to take γij = ce2iθ( f j− fi).
However, this is a function on the punctured-plane if, and only if f j − fi ∈ Z.
However, note that for each function fi(r), fi(0) ∈ (−12 , 12). Consequently, this
case is not possible.
Note that in the last two cases we did not use the decay condition.
Thus, we’ve proved that there is no non-zero solution of (5.68) and thereby no non-zero
solution of (5.62). 
Remark 5.9. The proof is easier in the case where there are no blocks Amod appearing in
A˜. In this case, ∆A˜ is a dilation-covariant conic operator. Solutions are superpositions of
functions of the form rνζν(θ) where ν is an indicial root of the operator. The bounds at 0
force ν ≥ 0, while the bounds at ∞ force ν < 0. These are incompatible, hence the zero
solution is the only solution.
6. PERTURBATION TO A SOLUTION OF HITCHIN’S EQUATIONS
In this section we prove that happt is close to the harmonic metric ht in the space of
hermitian metrics. We work in unitary formulation of Hitchin’s equations, discussed at
the beginning of §5.
Main Theorem 6.1. Fix a Higgs bundle (∂E, ϕ) ∈ M′ and let δ be the constant in Proposition
4.10. Given any e > 0 and choice of t0, there exists a constant C such that for t > t0 there
is a unique h0-hermitian γt satisfying ‖γt‖H2(isu(E)) ≤ Ce(−δ+e)t, such that Fappt (γt) = 0, i.e.
(d
Aexp(−γt)t
,Φexp(−γt)t )) solves Hitchin’s equations. (Equivalently, ht(v, w) = h
app
t (e
−γt v, e−γt w)
is harmonic.) Moreover, there exists a constant C′ such that γt is unique in the the ball of radius
C′t−4−e.
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FIGURE 6.1. Theorem 6.1 describes the size of γt solving F
app
t (γt) = 0, i.e.
solving Hitchin’s equations. Alternatively, it describes the relation between
ht and h
app
t in the space {hermitian metrics} × R+t . In this language, the
dotted blue curve would be labeled happt and the solid green curve would
be labeled ht.
Theorem 6.1 will be proved using a contraction mapping argument, as in [MSWW16].
The map Fappt defined in (5.6) is naturally a map between the following Sobolev spaces
Fappt : H
2(isu(E)) → L2(isu(E)). (6.1)
Observe that Fappt (γt) = 0 if, and only if, γt is a fixed point of the map
Tt : H2(isu(E)) → H2(isu(E). (6.2)
γ 7→ γ− L−1t
(
Fappt (γ)
)
.
Expanding Fappt into a constant, linear, and non-linear term F
app
t
Fappt (γ) = F
app
t (0) + Lt(γ) + Qt(γ), (6.3)
the map Tt is
Tt(γ) = −(Lt)−1(Fappt (0) + Qt(γ)). (6.4)
To show there is some ball Bρt ∈ H2(isu(E)) centered at the zero section (corresponding
to happt ) on which Tt is a contraction mapping of Bρt , we additionally need an estimate on
the nonlinear terms in the expansion of the operator Tt in (6.4).
6.1. Estimates for nonlinear terms. We prove the analog of [MSWW16, Lemma 6.8] for
the case of regular SL(n,C)-Higgs bundles.
Lemma 6.2. The approximate solution satisfies
‖At‖C1 ≤ Ct (6.5)
on the diskD, so that for any Hk+1 section γ, k = 0, 1,
‖dAtγ‖Hk ≤ Ct‖γ‖Hk+1 , (6.6)
and moreover,
‖Ltγ‖L2 ≤ Ct2‖γ‖H2 . (6.7)
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Proof. We first prove the bound in (6.5). From Remark 4.11, At is diagonal with diagonal
elements like
− αK,i
2
+
|z|
4
d(uK,i,tχ)
d|z| . (6.8)
This has the same asymptotics as
fi,t := −αK,i2 +
|z|
4
duK,i,t
d|z| , (6.9)
thus the diagonal elements of At are uniformly bounded in t. Since, we’re computing the
C1 bound, we will show that |∂|z| fi,t| ≤ Ct. Recall that uK,i,t = ζ∗t vK,i where vK,i solve the
affine Toda lattice in (4.9) and ζt(|z|) = 2KK+1 |z|
K+1
K . Consequently,
fi,t = ζ∗t gK,i gK,i(ζ) :=
(
−αK,i
2
+
(K + 1)ζ
4K
ζ∂ζvK,i(ζ)
)
. (6.10)
Note that limζ→0 g′K,i(ζ) = 0 and g
′
K,i(ζ) asymptotically decays like e
−c1ζ from (4.8). Thus
there is a constant C1 > 0 such that for all z,∣∣ f ′i,t(|z|)∣∣ = ∣∣∣g′K,i(ζt(|z|)) · 2t|z| 1K ∣∣∣ ≤ C1t. (6.11)
Consequently the derivative of (6.8) obeys a similar bound. The estimate in (6.5) follows.
The bounds in (6.6) and (6.7) are immediate corollaries. For (6.6), observe that
‖dAtγ‖Hk ≤ ‖dγ‖Hk + ‖[At,γ]‖Hk ≤ ‖γ‖Hk+1 + ‖At‖Ck‖γ‖Hk ≤ C′t‖γ‖Hk+1 . (6.12)
The bound in (6.7) follows from (6.6) and the bound on MΦt in (5.37). 
Using this lemma, we can derive the following estimate on the nonlinear terms in (6.3).
Lemma 6.3 (Estimate on nonlinear terms). [MSWW16, Lemma 6.9] There exists a constant
Ĉ > 0 such that
‖Qt(γ1)−Qt(γ2)‖L2 ≤ Ĉξt2‖γ1 − γ2‖H2 (6.13)
for all ξ ∈ (0, 1] and γ1,γ2 satisfying ‖γi‖ ≤ ξ.
Proof of Lemma 6.3. The proof in [MSWW16, Lemma 6.9] carries over to the case of regular
SL(n,C)-Higgs bundles using Lemma 6.2 in place of [MSWW16, Lemma 6.8]. 
6.2. Main Theorem.
Proof of Main Theorem 6.1. For all ξ ∈ (0, 1] and t > t0, hermitian sections γ1,γ2 satisfying
‖γi‖ ≤ ξ,
‖Tt(γ1 − γ2)‖H2 = ‖ − L−1t (Qt(γ1)−Qt(γ2)) ‖H2 (6.14)
≤ ‖L−1t ‖L(L2,H2)‖‖Qt(γ1)−Qt(γ2)‖L2
≤ C˜t2 · Cˆξt2‖γ1 − γ2‖L2 .
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In the last line, we used the bounds in Lemma 6.3 and Proposition 5.2. Consequently
setting ξ equal to rt = 1C˜Cˆt4 , Tt is a contraction on the ball of radius rt.
To see that there is a radius ρt ≤ rt such that Tt(Bρt) ⊂ Bρt , note that
‖Tt(γ)‖H2 ≤ C˜t2 · Cˆξt2‖γ‖L2 + ‖Tt(0)‖H2 (6.15)
≤ C˜t2 · Cˆξt2‖γ‖L2 + C˜t2Ce−δt.
Note that ‖Tt(0)‖ decays exponentially in t (Proposition 4.10) like ce−δt for t > t0. Con-
sequently, given any e > 0, there exists a constant C such that Tt(Bρt) ⊂ Bρt for ξ =
ρt = Ce−(δ+e)t. Moreover, there exists a constant C′ such that Tt(Bρ′t) ⊂ Bρ′t for ξ = ρ′t =
C′t−4−e.
Tt is a contraction mapping on Bρt and Bρ′t . Consequently, there is exists a fixed point
γt of Tt in the ball BCe(−δ+e)t . Moreover, it is unique in the ball BC′t−4−e . 
Corollary 6.4. As t→ ∞, the harmonic metrics ht converge pointwise to h∞.
Proof. The approximate metrics happt converge to h∞ pointwise by construction. The met-
ric ht(v, w) = h
app
t (e
−γt v, e−γt w); consequently, because γt → 0, ht also converge to h∞
pointwise. 
Remark 6.5. It’s worth noting that this description of ht in terms of h
app
t does not work
uniformly inM′. As discussed in §2.3, in our construction of happt , we have stratifiedM′.
Our construction works uniformly provided we stay in a single piece of the stratification.
However, the radius of the disks Dp we use in the desingularization of h` goes to zero
when we pass between strata, as shown in Figure 6.2. Ideally, our construction would
FIGURE 6.2. Local model of spectral cover as one passed from (LEFT) N2 =
4 to (RIGHT)N5 = 1.
work uniformly on all ofM′ since it should not be problematic for ramification points to
coalesce unless there is a collapsing cycle in the spectral cover, as shown in Figure 6.3.
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