, where e 1 ≥ e 2 ≥ · · · ≥ en ≥ 1 are integers. We use the work of Clements-Lindström to recover the well-known Macaulay's Theorem.
, where e 1 ≥ e 2 ≥ · · · ≥ e n ≥ 1 are integers. However [1] is written in a combinatorial language and it seems not to be as well understood how to interpret [1] algebraically. Greene and Kleitman give an exposition of the work of Clements and Lindström in [3] (also in a primarily combinatorial language). The purpose of this expository note is to describe our present understanding of how things work algebraically. In Section 2 we recall the results of Macaulay (as presented in [7] ). In Section 3 we interpret [1] in terms of rev-lex-segments and order ideals, and in Section 4 we count the number of elements in rev-lexsegments, obtaining binomial expansions given in [3] that are similar to those used by Stanley in [7] to describe O-sequences. In Section 5 (after Example 5.1) we describe through examples an algorithm to use these binomial expansions to work with the analogue of O-sequences for truncated polynomial rings. Finally in Section 6 we indicate how Macaulay's characterization of O-sequences follows from Section 5. 
. }). Explicitly an order ideal in N
n is a non-empty subset Λ of N n such that if α ∈ Λ and β < pr α then β ∈ Λ (where β < pr α means that α − β has all coordinates ≥ 0, with at least one coordinate > 0).
Let M be the set of all monomials in x 1 , . . . , x n . Then M is an order ideal of R if and only if M\M is the set of monomials in a monomial ideal I M of R. If I is any homogeneous ideal of R then R/I has a kbasis which is (the canonical image of) an order ideal of R ([7, Theorem 2.1]). Therefore there is a monomial ideal J of R such that R/J has the same Hilbert function as R/I.
Of special interest in Macaulay's Theorem is the rev-lex order ideal. First recall the definition of deg-rev-lex ordering on M, as given in recent expositions, such as [2, Chapter 2, Definition 6 (p.56)] (there called Graded Reverse Lex Order, or grevlex). Let
and the last non-zero coordinate of α − β is negative. In this situation we will also say that deg α = a i , deg β = b i and α > β, thereby putting a corresponding deg-rev-lex order on N n as well. In the following > will always denote deg-rev-lex order. When comparing monomials of the same degree we will often simply write "rev-lex" order. Some consequences of the definition are: The only thing that one needs to establish in order to prove Theorem 2.3 is that the set M constructed in the statement of the Theorem is in fact an order ideal. The following definition will be needed: 
The definitions of order ideal and deg-rev-lex order can be adapted to M e in a natural way. Definition 3.1. An order ideal of M e (or R e ) is a non-empty set M ⊆ M e such that if x ∈ M and y is a monomial dividing x then y ∈ M . The exponent set {α|x α ∈ M } of M will also be referred to as an order ideal (of N n e ).
Definition 3.2. Let x
α , x β ∈ M e , where α = (a 1 , a 2 , . . . , a n ) and In order to apply the work of Clements and Lindström [1] we introduce some auxiliary notation. (1) Let M be any set of monomials in M e . Then the last compression LM of M (in M e ) is the set of monomials consisting of the smallest
The operations C, Γ, L, and P are always relative to a chosen sequence e. For simplicity of notation we omit indicating this explicitly. Sometimes we may wish to apply these operations to the exponent vector of a monomial in M e . For example if 0
where if a i = 0 then that element of the union is omitted. The action of P on exponent vectors is similar, replacing a i − 1 by a i + 1 and omitting
Remark 3.7. We note that M is an order ideal if and only if Γ(M ) ⊆ M (i.e. M is closed), and that M is the complement of an order ideal if and only if
The results that we need from [1] are the following.
Theorem 3.8.
[
Corollary 3.9.
[1, Corollary 1] Let M be as above. Then
the compression of an order ideal is a rev-lex-segment order ideal.
Clements and Lindström work only with vectors (a 1 , a 2 , . . . , a n ) where 0 ≤ a i ≤ k i for a given set of integers 1
We regard these as exponent vectors of monomials. They work with lexicographic order, and their compression is the first (i.e. smallest) vectors in lexicographic order. However the following easy lemma shows that reversing the order of the coordinates and replacing < by > turns their definitions of Γ, C, L, P into the ones given above, so we can apply their results verbatim. Their increasing sequence 1 ≤ k 1 ≤ k 2 ≤ · · · ≤ k n is turned into our decreasing sequence e 1 ≥ e 2 ≥ e 3 ≥ · · · ≥ e n ≥ 1 because of the reversal of order of the coordinates. Let < lex denote lexicographic order. As always, < denotes reverse lexicographic order. There is a one-to-one correspondence between Hilbert functions H = {c i } i≥0 of quotients of R e by a homogeneous ideal, and rev-lex-segment order ideals of M e . The order ideal corresponding to H is obtained by taking the largest c i monomials of M e in degree i for all i ≥ 0.
From Theorem 3.8 and Corollary 3.9 we will obtain growth conditions on the Hilbert function of a quotient of R e .
Definition 3.13.
If
to be the set of all monomials of degree d in M e that are greater than or equal to x α .
Clearly every rev-lex-segment
, where x α is the smallest element of S.
Now we prove a couple of lemmas that are crucial to our way of looking at things.
Proof. We have S = C(S ) so by Theorem 3.8 (with
Let s be the largest index in which the coordinates of α and β differ (necessarily with that of α being larger). Since β is 0 in coordinates 1 through r − 1 and
α ∈ M e because the coordinates of the exponent vector of x i x α in the range s through n can only be the same or larger than those of x α and at least the s coordinate of the latter is already greater than a s . 
\S is a final rev-lex-segment. Therefore L(S ) = S and by Corollary 3.9 with M d = S we have P (S ) ⊆ LP (S ). Since |P (S )| = |LP (S )| we have P (S ) = LP (S ). Therefore P (S ) is a final rev-lex-segment, and hence U is a rev-lex-segment.
(equivalently e r > a r ) then clearly every degree d monomial factor of x β is greater than or equal to
(equivalently e r = a r ) then we can define
Now assume that deg β = d + 1 and β < β. Then β = (. . . , b r , . . . , b s , b s+1 , . . . , b n ) 
We can't have both b j = 0 for j < s and
The final assertion of the Lemma is obvious.
If a r = e r in Lemma 3.15, then γ can be described as follows. If r > 1 then γ = (0, . . . , 0, 1, e r , a r+1 , . . . , a n ). If r = 1 pick j, 2 < j ≤ n to be the smallest integer such that a j > 0 and 0, a, e s , . . . , e j−1 , a j − 1, a j+1 , . . . , a n ) where a and s are chosen so that γ is of degree d+1. The summation condition guarantees that such a γ exists. (We need the sum ≥ 2 so that each of e 1 + 1 and a j can be decreased by 1 without forcing some other coordinate to be greater than the corresponding value e i .) If no such j exists, then U is empty.
The n-tuple γ is perhaps best described with an example. Suppose e = (10, 10, 10, 10, 10, 10) and let α = (10, 9, 10, 0, 0, 1) (so that r = 1). Then β = (11, 9, 10, 0, 0, 1) and j = 6 yielding γ = (0, 1, 10, 10, 10, 0). Proof. By Theorem 3.4 there is an order ideal M of M e which forms a k-basis of R e /I. We have S = CM d and T = Γ(S ). By Theorem 3.8, 
. The latter has the same cardinality as 
Binomial expansions.
In this section e, R e and M e are as in the previous section. We will count the number of elements in the various rev-lex-segments discussed in Section 3, leading to binomial expansions similar to that used by Stanley in describing h <i> in [7] . Now we count the number of elements in a deg-rev-lex segment. First a preliminary definition. Proof. This follows from the definition of the expansion in Lemma 4.2 and the description of T in Lemma 3.14. Each term in the expansion of L (x α /x r ) enumerates monomials of degree one lower than the corresponding term for L (x α ) (involving the same variables). Proof. This follows from the definition of the expansion in Lemma 4.2 and the description of U in Lemma 3.15 (together with Remark 4.8). Each term in the expansion of L (x r x α ) enumerates monomials of degree one higher than the corresponding term for L (x α ) (involving the same variables). Proof. This follows from Theorem 4.12 and Theorem 3.17.
B. Richert and S. Sabourin [6] have obtained similar results which we think are essentially equivalent to Corollary 4.13. They also obtained the algorithm mentioned before Example 5.2. We believe that they used a different method of proof. In addition, J. Mermin has obtained results concerning compressed ideals [4] and lexlike sequences [5] which are of interest.
Examples and an Algorithm.
Example 5.1.
Let e be {4, 3, 3, 2} and x α = x enumerating monomials of degree 7 in x 1 , x 2 , x 3 followed by 4,3,3 6 enumerating monomials of degree 6 in x 1 , x 2 , x 3 (which are to be multiplied by x 4 ). Now we find the expansion of L (x Using the notation introduced in Lemmas 3.14 and 3.15, we observe that S = L (x In finding the 7-binomial expansion of 34 we form the sequence and select the largest which is less than or equal to 34. This is the degree 7 column 0 1 10 37, so start with 10 = 4,3, 3 7 . Now subtract 34 − 10 = 24 and go down the degree 6 column, 0 2 13 40, selecting 13 = 4,3, 3 6 , which is the largest number in the degree six column which is less than or equal to 24. Now subtract 24 − 13 = 11 and go down the degree 5 column selecting 3 = 
) and L (x 2 4 ) has been enumerated as 6 monomials of degree 2 in x 1 , x 2 , x 3 , three monomials of degree 1 in x 1 , x 2 , x 3 (which are to be multiplied by x 4 ) and one monomial 1 of degree 0 (which is to be multiplied by x x 1 , x 2 , x 3 ) , the first 0 from the degree 6 column (counting all monomials of degree 6 in x 1 , of which there are none because e 1 = 4, but if there were any they would be multiplied by x 4 ), the second 0 counting all monomials of degree 5 in x 1 (again there are none, but if there were any they would be multiplied by x 2 x 4 ), and the 1 counting all monomials of degree 4 in x 1 , of which there is one, namely x of degree 4 in x 1 (which is to be multiplied by x 2 x 4 ) and one monomial x 
