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Resumen—Las redes sociales en lı´nea gozan de una gran
popularidad. A su vez, es bien conocido que parte de la
informacio´n que se difunde en dichas redes es, en muchos
casos, de baja calidad, rumores o simplemente informacio´n
falsa, difundida frecuentemente por cuentas automa´ticas o bots
(aquellas que son gestionadas por programas de ordenador). En
esta comunicacio´n se presentan los primeros resultados de un
trabajo que se esta´ realizando para la deteccio´n de cuentas bot
en Twitter. Entre los rasgos innovadores de este trabajo esta´
el de utilizar indicadores sinta´cticos para analizar cuentas de
Twitter.
Palabras Clave—Redes sociales, Twitter, calidad de fuentes de
informacio´n, bots
I. INTRODUCCIO´N
Las redes sociales en lı´nea [1] esta´n suponiendo una
revolucio´n en la difusio´n y crecimiento de la informacio´n
accesible a trave´s de Internet adicional a la que supuso el
propio desarrollo de la Web [2], [3]. Al igual que pasa con
la Web, la naturaleza abierta de estas redes es una de las
causas de su e´xito. Sin embargo, tambie´n es una de sus
debilidades: cualquiera puede difundir informacio´n en una red
social y no hay ninguna garantı´a de que dicha informacio´n sea
verı´dica [4], [5], [6]. En otras ocasiones, las redes sociales son
utilizadas por organizaciones y empresas como medio para
intentar influir en la opinio´n pu´blica [7], [8], [9] o con fines
publicitarios [10]. Desafortunadamente, tambie´n pueden darse
situaciones en que las redes sociales sean una herramienta en
la comisio´n de delitos [11].
En diferentes a´mbitos (bu´squeda de informacio´n [12], pro-
teccio´n contra mensajes basura (spam) [13], seguridad [11],
ana´lisis de opinio´n [14], salud pu´blica [15], [16], etc.), es
interesante disponer de herramientas que puedan ayudar a
evaluar la (buena o mala) calidad de fuentes de datos de
redes sociales. Dentro de este marco, diferenciar las cuentas de
usuarios humanos de aquellas que tienen detra´s a programas
de ordenador (llamadas bots) es interesante por varios mo-
tivos. Por una parte, en muchos casos los bots son productores
de spam [17]. Por otra parte, cuando el objetivo es identificar
usuarios humanos expertos en determinado tema es necesario
desechar las cuentas bot.
Esta comunicacio´n presenta los resultados de algunos ex-
perimentos que se han realizado con datos tomados de un
conjunto de cuentas registradas en la red social Twitter, con
el objetivo de detectar cuentas bot.
El resto del artı´culo esta´ organizado de la siguiente forma.
La seccio´n II enuncia un conjunto de hipo´tesis cuya veracidad
permitirı´a diferenciar automa´ticamente cuentas bot de cuentas
de personas con una tasa de error baja. La seccio´n III
describe la metodologı´a que se va a utilizar para validar dichas
hipo´tesis. La seccio´n IV describe los tipos de cuentas Twitter
que se han analizado, ası´ como las principales fuentes que
se han utilizado para su seleccio´n. La seccio´n V presenta los
resultados que se han obtenido en los experimentos realizados.
La seccio´n VI presenta una somera discusio´n de dichos resul-
tados. La comunicacio´n termina presentando algunos trabajos
relacionados y detallando las conclusiones obtenidas en este
estudio, ası´ como posibles lı´neas futuras de continuacio´n del
mismo.
II. HIPO´TESIS DE PARTIDA
La cuestio´n de distinguir el comportamiento de un ser
humano del de una ma´quina es muy antigua. Un artı´culo
cla´sico al respecto es el famoso “Computing machinery and
Intelligence”, de Alan Turin [18] (en realidad este trabajo
plantea la cuestio´n inversa: si es posible construir una ma´quina
cuyo comportamiento sea indistinguible del de los seres
humanos).
Dado que nuestro primer objetivo, en el que nos centramos
en esta comunicacio´n, es el de ser capaces de distinguir au-
toma´ticamente las cuentas Twitter de personas de las cuentas
bot con una tasa de acierto elevada, el primer paso es construir
de forma razonada algunas hipo´tesis cuya validez pudiera
permitir diferenciar las cuentas bot de las que no lo son.
En primer lugar vamos a intentar identificar diferencias
en el patro´n temporal de tuiteo de las cuentas bot y de las
cuentas de personas. Es bien conocido que el comportamiento
temporal de los seres humanos presenta una importante
variabilidad [19]. Es natural pensar que el comportamiento
temporal de los programas de ordenador sea ma´s regular
(salvo que este´ especı´ficamente disen˜ado para no serlo). Esta
idea ya ha sido explorada recientemente en trabajos como [20]
y sera´ la base de la primera de nuestras hipo´tesis.
En segundo lugar, nos planteamos explotar la dificultad de
sintetizar lenguaje natural de forma automa´tica [21]. Aparte
de la complejidad intrı´nseca del lenguaje natural, es bien
conocido que los seres humanos rompemos continuamente las
reglas gramaticales del idioma en el que nos expresamos [21].
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En resumen, al igual que en el caso anterior, esperamos
encontrar una mayor variabilidad en el lenguaje expresado
por los humanos que en el sintetizado automa´ticamente por
un programa de ordenador.
Conviene en este caso matizar que existen experimentos
previos que muestran que los programas de ordenador pueden
de forma bastante efectiva producir lenguaje natural cuando
mantienen un dia´logo con un ser humano. En este contexto el
programa de ordenador explota las sentencias generadas por el
humano para producir las suyas propias. Uno de los primeros
experimentos que se realizaron en esta lı´nea fue el programa
ELIZA [22]. De hecho, los bots conversacionales pueden ser
considerados como una categorı´a de bots de Twitter en si
misma.
La tercera hipo´tesis que vamos a plantear es especı´fica
del a´mbito de las redes sociales en lı´nea. Como ya se ha
dicho, muchos de los bots se utilizan para difundir spam. En
otros casos, se utilizan bots para difundir artı´culos de blogs
y otras fuentes relacionados con diferentes temas. En todos
estos casos es de esperar que los tuits de los bots contengan
enlaces en un porcentaje elevado de casos, mientras que los
humanos utilizaran enlaces con menos frecuencia.
En resumen de la discusio´n anterior, pretendemos evaluar
las siguientes tres hipo´tesis:
H1 Las cuentas bot tuitean de forma regular, mientras que
los humanos pueden estar largos intervalos de tiempo sin
tuitear.
H2 Los tuits de las cuentas bot utilizan menos variedad en
el lenguaje que los usuarios humanos.
H3 Los tuits de las cuentas bot contienen enlaces con
una frecuencia mucho mayor que los tuits de las cuentas de
personas.
En la seccio´n siguiente se describe la metodologı´a utilizada
para intentar evaluar la validez de estas hipo´teis.
III. METODOLOGI´A UTILIZADA
Para evaluar las tres hipo´tesis de partida presentadas en
la seccio´n anterior, se han definido los siguientes cuatro
indicadores para una cuenta de Twitter:
1) Desviacio´n tı´pica de la diferencia entre segundos entre
el sello temporal de un tuit y su anterior. La razo´n por la
que se ha escogido este indicador es que si una cuenta
tuitea de forma regular tendra´ una desviacio´n tı´pica ma´s
baja que las cuentas en las que los intervalos de tuiteo
sean irregulares. Relacionado con hipo´tesis H1.
2) Intervalo ma´ximo entre un tuit y el anterior. Se espera
que los bots tengan valores menores de este indicador
porque tuitean de forma ma´s regular. Relacionado con
hipo´tesis H1.
3) El siguiente indicador esta´ relacionado con la hipo´tesis
H2. En relacio´n con dicha hipo´tesis podrı´an contem-
plarse mu´ltiples indicadores. En esta primera aproxi-
macio´n nos hemos conformado con uno solo. Partiremos
de que las cuentas bot utilizan sentencias con una
estructura sinta´ctica similar en sus tuits. Para intentar
medir esto vamos a medir la variabilidad (en te´rminos de
desviacio´n tı´pica) de la profundidad del a´rbol sinta´ctico
de cada sentencia escrita en una cuenta de Twitter. Para
obtener dichos a´rboles sinta´cticos hemos utilizado el
parser de la Universidad de Stanford [23].
4) Porcentaje de tuits que contienen enlaces. Derivado
directamente de la hipo´tesis H3.
Para evaluar la validez de las hipo´tesis de partida, se han
medido estos indicadores para un conjunto de cuentas en
Twitter suficientemente grande como para que los resultados
sean estadı´sticamente significativos y de las que se conoce
a priori si son bots o no. A continuacio´n los valores de
los indicadores obtenidos para cada tipo de cuenta se han
presentado en forma de box-plot, tal y como se describe en
la seccio´n de resultados.
Con el objetivo de que los datos recogidos en este trabajo
puedan ser utilizados en otros experimentos posteriores, las
cuentas no se han clasificado exclusivamente entre cuentas
bot o no, tal y como se detalla en la seccio´n siguiente.
IV. RECOLECCIO´N DE DATOS
Para realizar los experimentos se seleccionaron cuentas de
Twitter de los siguientes tipos:
• Cuentas de medios de comunicacio´n, todas ellas verifi-
cadas oficialmente por Twitter y obtenidas de [24].
• Cuentas de investigadores, profesores de universidad y
periodistas, obtenidas de los seguidores de cuentas de
universidades prestigiosas del mundo como Stanford y
Cambridge.
• Cuentas de personajes famosos (polı´ticos, actores, de-
portistas, etc.) y verificadas.
• Cuentas “fake”: cuentas que parodian a los personajes
de la categorı´a anterior, la mayorı´a de ellas obtenidas
de [25], [26], [27].
• Cuentas bot, obtenidas de [28] y otras por medio de
bu´squeda manual.
• Cuentas aleatorias. La idea de esta categorı´a es disponer
de cuentas de usuarios normales que no pertenezcan a
ninguna de las categorı´as anteriores. Para obtener las
cuentas aleatorias nos conectamos al Stream API de
Twitter [29] y escogimos las primeras 40 cuentas en
ingle´s y que hayan tuiteado al menos 10 veces desde
que se creo´ la cuenta para tener algunos datos con los
que poder realizar el ana´lisis.
Para cada tipo de cuenta de Twitter se han analizado
40 cuentas. Esto debe ser suficiente, por ejemplo, para
entrenar un clasificador con la te´cnica cla´sica del ana´lisis
discriminante de Fisher [30], [31] utilizando muestras de 20
dimensiones [32].
Como tenemos 6 tipos de cuentas y 40 cuentas de cada
tipo, en total se han analizado 240 cuentas.
V. RESULTADOS OBTENIDOS
Cada uno de los cuatro indicadores descritos en la
seccio´n III se ha calculado para cada una de las 240 cuentas
consideradas. Los resultados obtenidos se presentan por medio
de un diagrama de cajas o box-plot [31], [33].
La figura 11 representa un diagrama de caja. Un diagrama
de caja es un gra´fico, basado en cuartiles, mediante el cual
se visualiza un conjunto de datos. Esta´ compuesto por un
1“Boxplot” de Jumanbar - Trabajo propio. Disponible bajo la licencia CC
BY-SA 3.0 vı´a Wikimedia Commons - http://commons.wikimedia.org/wiki/
File:Boxplot.svg#/media/File:Boxplot.svg
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rect´angulo, la ” caja” , y dos brazos, los ” bigotes” . La infor-
macio´n que suministra el diagrama de caja, como se puede
ver en la ﬁgura 1 es la siguiente:
• Primer cuartil (Q1)
• Segundo cuartil o mediana. Es la raya dentro de la caja.
• Tercer cuartil (Q3)
• Los bigotes, las l´ı neas que se extienden desde la caja, se
extienden hasta los valores m´aximo y m´ı nimo de la serie
o hasta 1.5 veces el Rango Inter Cuart´ı lico (Q3 - Q1).
• Cuando los datos se extienden m´as al´a de esto, signiﬁca
que hay valores at´ı picos en la serie, que se marcan con
peque˜nos c´ı rculos.
Fig. 1. Diagrama de caja o box-plot
Los resultados obtenidos para cada uno de los indicadores
se presentan en las ﬁguras 2, 3, 4 y 5. En cada una de estas
ﬁguras, el signiﬁcado de las etiquetas en el eje de abscisas es
el siguiente:
• X1: cuentas de medios de comunicaci´on.
• X2: cuentas bot.
• X3: cuentas fake.
• X4: cuentas de famosos.
• X5: cuentas de investigadores, profesores y periodistas.
• X6: cuentas aleatorias.
Se debe tener en cuenta adem´as que los resultados de las
ﬁguras 2 y 3 est´an expresados en escala logar´ı tmica (logaritmo
neperiano).
VI. DISCUSIO´N
Analizando los resultados obtenidos con los indicadores
1 y 2 se concluye que la hip´otesisH1no es v´alida o al
menos que dichos indicadores no miden adecuadamente la
diferencia en el comportamiento temporal de los patrones de
tuiteo de los usuarios humanos frente a los bots. S´ı se observa
en estos dos indicadores y especialmente en el indicador 1 una
diferencia signiﬁcativa entre el patr´on de tuiteo de los medios
de comunicaci´on (estas cuentas pueden en muchos casos ser
gestionadas total o parcialmente de manera autom´atica) y el
de las cuentas de usuarios humanos.
El indicador 3 en cambio conﬁrma la validez de la hip´otesis
H2y de hecho muestra un comportamiento muy diferenciado
Fig. 2. Resultados para el indicador 1: desviaci´on t´ı pica de la diferencia
entre segundos entre dos tuits
entre las cuentas bot y las de los dem´as tipos. Llama la
atenci´on particularmente el buen comportamiento de este
indicador para diferenciar cuentas bot de las de medios de co-
municacio´n, frente a lo ocurido con los otros tres indicadores.
Una posible explicaci´on de este buen comportamiento podr´ı a
ser la siguiente. Las cuentas Twiter de medios de comuni-
caci´on habitualmente tuitean los titulares de las noticias que se
van generando en el propio medio de comunicaci´on. El texto
de estos titulares es generado por periodistas y l´ogicamente
presenta una variabilidad importante. Este indicador funciona
mejor que los otros 3 considerados porque aunque las cuentas
de medios de comunicaci´on presentan similitudes con las
cuentas bot en cuanto a patr´on temporal y enlaces son muy
diferentes desde el punto de vista de los aspectos ling¨u´ı sticos
de los tuits. En resumen, el indicador 3 se podr´ı a considerar
adecuado para formar parte de un conjunto de indicadores
para la detecci´on de bots.
Finalmente, el indicador 4 tambi´en conﬁrmar´ı a la hip´otesis
H3(aunque de forma menos signiﬁcativa que en el caso an-
terior). Excluyendo a las cuentas de medios de comunicaci´on
(que como ya se ha dicho muestran ciertas aﬁnidades con las
cuentas bot), se observa que m´as de la mitad de las cuentas bot
tienen un porcentaje de tuits con enlaces pr´oximo al 100% y
notablemente m´as alto que la inmensa mayor´ı a de las cuentas
de los dem´as tipos. Por lo tanto, este indicador, si bien por s´ı
solo no parece suﬁciente para distinguir cuentas bot de las que
no lo son, parece adecuado para formar parte de un conjunto
de indicadores que se utilizasen para detectar cuentas bot.
VII. TRABAJOS RELACIONADOS
Existen varios trabajos relacionados con el estudio de
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