0. Introduction. Let L = (V, ¡j) be a Lie (resp. associative) algebra with underlying vector space V and multiplication et. A subalgebra S of L is stable if 5 remains a subalgebra under small deformations of L. That is, if L'=(V, p.') is a Lie (resp. associative) algebra with p.' near c¿, there exists a subalgebra S' of L' which is isomorphic to S and whose underlying vector space is near that of S. (See §4 for a precise definition.) In a letter to one of the authors, J. M. G. Fell has conjectured that if 5 is a semisimple subalgebra of a finite-dimensional real Lie algebra, then S is stable. The following "stability theorem" shows that this is indeed the case.
If L=(V, p.) is a Lie (resp. associative) algebra and W is an L-module (resp. Lbimodule), then C(L, W)= ©ng0 Cn(L, W) denotes the standard cochain complex for the Lie (resp. associative) algebra L with coefficients in W; Cn(L, W) is the vector space of all alternating «-linear (resp. all w-linear) maps of V into W. 8 denotes the coboundary operator in C(L, W); for the definition of 8 in the case of Lie algebras see [1, p. 282] and in the case of associative algebras see [6] . H(L, W)= ©"so Hn(L, W) denotes the corresponding cohomology space; Z(L, W)= ©"è0ZnCL, W) denotes the kernel of S and B(L, W)= ©ng0 Bn(L, W) the image of 8.
We shall often have occasion to consider simultaneously several distinct cochain complexes C(L, W). We use the same symbol 8 for all coboundary operators involved.
2. Alternating multilinear maps and Lie algebra multiplications. Let V and W be vector spaces over a field k. We define An( V, W) to be the vector space of all alternating «-linear maps of V into W. We set A(V, W)=@n^0An(V, W). If 4>eAn(V,V) and iJ>eAm(V, V), we define <j> X^e An + m~\V, V), the "hook product" of ci and i/i, by H^l^x, y, z) = pXplx, y), z) + piply, z), x) + /x(>(z, x), y).
Thus it"Ati = 0 if and only if p. satisfies the Jacobi identity, i.e., if and only if p.
is a Lie algebra multiplication on V. Thus M={p. e A\V, V) \ it a"/x=0} is precisely the set of Lie algebra multiplications on V. We denote by C7L( V) the group of all automorphisms of the vector space V. There is a natural representation of C7L(K) on each A\V, V). Precisely, if g £ GL(V) &nâ<j>eAniV, F), then (2.1) ig ■ <p)ixu ...,xn) = gi<f>ig-\Xl),..
•, g-\xn))).
We observe that M is stable under the action of GL{V) on A\V, V). In fact, let itl5 p.2eM and let L^ -iV, p.-¡) and L2 = {V, p.2) be the corresponding Lie algebras. Then L1 and L2 are isomorphic if and only if p.x and p,2 are on the same orbit under the action of GLiV) on M.
Let L=iV, p.) be a Lie algebra and let W be an L-module. Then AiV, W) is identical with the cochain complex C(L, W). In particular, the adjoint representation of L defines on V the structure of an L-module. The coboundary operator 8 on C(L, V)=AiV, V) can be expressed in terms of the hook product. In fact, if 4>eAniV, V), then a simple computation shows that âcA = (-l)n+V^-TA7rrt-[May 3. Multilinear maps and associative algebras. If V and W are vector spaces over a field k, we define Ln(V, W) to be the vector space of all n-linear maps of V into W. We set L(V, W)=@ni0Ln(V, W). If <f>eLn(V, V) and <f,eLm(V, V), then, following Gerstenhaber [5] , we define <f> ° i/ieLn+m~1(V, V), the "composition product" of <f> and fa by 4>°faxx,...,xn+m-x)
Let it e L2(V, V). Then /x ° p=0 if and only if p. defines an associative multiplication on V. Thus M = {p.eL2(V, V) \ p. ° p = 0} is precisely the set of associative multiplications on V.
There is a canonical representation of GL(V) on each Ln(V, V) defined by the formula (2.1). The set M is stable under the action of GL{ V) on L2( V, V). Moreover, two points of M lie on the same orbit of GL(V) if and only if the corresponding associative algebras are isomorphic.
Let A = (V, p.) be an associative algebra and let W be an ,4-bimodule. Then L(V, W) is identical with the cochain complex C(A, W). The multiplication on A defines on Kthe structure of an ,4-bimodule. Let S denote the standard coboundary operator on C(A, V)=L(V, V). If <j> eLn(V, V), then an easy computation shows that Sfa=(-l)n+1p.oj>-<f>°p. 4 . Stable subalgebras. Let K be either an algebraically closed field or the field R of real numbers, let V be a finite-dimensional vector space over K and let M be the algebraic set in A2(V, V) (resp. L2(V, V)) of all Lie algebra (resp. associative algebra) multiplications on V. Let L = (V, p.) be a Lie (resp. associative) algebra, let 5 be a subalgebra of L and let G=GL( V) ; e denotes the identity element of G. If K is algebraically closed, all the spaces above are considered as topological spaces supplied with the Zariski topology. If K=R, all the above spaces are given the usual Hausdorff topology. Definition 4.1. 5 is a stable subalgebra of L if, for every neighborhood U of e in G, there exists a neighborhood U' of p in M such that, to every p.' e IF, there corresponds g e U which satisfies the following condition : the restriction of g to S is an isomorphism of S onto a subalgebra S' of L' = (V, p.').
If <f>eC2(L, V), we let P(fa)eC2(S, V) denote the restriction of <f> to SxS.
Let W be a supplementary subspace of S in V. We let r(fa denote the restriction of <l> to the union of the three sets SxS, SxW and Wx S. Let N = {(g, m)eGxM\ p(g-m) = p(ji)}.
Let prM : G x M -> M be the projection map. Then m e prM(A) if and only if the Lie algebra L' = (V, m) has a subalgebra which is isomorphic to S. We let Ni = {ig, m)eGxM\ rig-m) = t(j*)}.
Let 77: TV-*-M (resp. n1: A^ -> M) denote the restriction to N (resp. N±) of the projection prM. We shall consider the following conditions on the subalgebra S ofL:
Condition (a), n maps every neighborhood of (e, p.) in N onto a neighborhood of p. in M.
Condition (b). tt1 maps every neighborhood of (e, tt) in N± onto a neighborhood of /x in Af.
If Ä"=Ä, we consider these stronger conditions on S: Condition (a') (resp. Condition ( It is elementary to show that each of the four conditions above implies that S is stable. Conditions (b) and (b') imply that if Li = (V,p1) is a Lie (resp. associative) algebra with t¿! sufficiently near p., then Lx is isomorphic to a Lie algebra L2=iV, p2) with the following property: if se S and xeV, then ti(s, x)=/i2(s, x) and jn(x, s)=/¿2(*, s).
5. Differential geometric preliminaries. For the basic facts concerning realanalytic manifolds, we refer to [7] . If X is a real-analytic manifold and xeX, we denote by TiX, x) the tangent space of X at x. If Y is a submanifold of X and je7, we identify T(T, .y) with a subspace of /"(A', >>). If X is a real vector space and x e X, we identify T(Z, 6. The stability theorem for real Lie algebras. Theorem 6.1. Let L=(V,p) be a finite-dimensional real Lie algebra and let S be a subalgebra of L such that H2(S, V)=0. Then S satisfies condition (a'). In particular, S is a stable subalgebra. [May The proof of Theorem 6.1 will occupy the rest of this section. We let M denote the real-algebraic set in A2(V, V) of all Lie algebra multiplications on V and let G = GL(V). We observe that C(L, V)=A(V, V) and C(S, V)=A(S, V). (We identify S with its underlying subspace.) If <peAn(V, V), we let p(fa denote the restriction of <f> to S x ■ ■ ■ x S. p is a surjective linear map of An(V, V) onto An(S, V) and P ° 8 = 8 o p.
The proof of 6.1 will require three distinct applications of the implicit and inverse function theorems. Since p. is not necessarily a simple point of M (i.e., M may not be locally a manifold at p.), it is necessary to replace M by a larger realalgebraic set Mx which has it as a simple point. This motivates the following result, which is stated more generally than needed in the proof of 6.1 since it will also be used in a later section. Let t¡: GxM' -> A2(V, V) be defined by -q(g, m)=gm. We note that
It follows from the above computation of dye that dr¡(eu)(fa fa= -8fa+fa
Let £ be a supplementary si'bspace to C in A2(V, V) and let E' = p(E). We observe that E' n Z2(S, V)={0}. We thus have a direct sum decomposition A2(S, V)=Z2(S, V) + E'. Let nz: A2(S, K)->Z2(5, V) and tte.: A2(S, V)^E' be the corresponding projections. Let ß: GxM' -+Z2(S, V) be the composite map ttz ° p ° r¡ ; note that ß(e, tt) = p(p). Since irz and p are linear maps, we have <#(..«=«z ° *>"<*»(..«. Thus dßieM(fafa = -8(p(fa) + TTZ(P(<t>))-Since T(M',p) = C and p(C)=Z2(S, V), it follows that dßie<ll) is surjective. Hence the implicit function theorem applies and there exists an open neighborhood U2 of (e, it) in GxM' such that N' = U2ri ß'1(p(p)) is a closed submanifold of t72 and T(N',(e,p)) =kernel (dßie^). If (g,m)eN', then nz(p(g, m)) = PÍH-) but it is not necessarily true that pig, m) = p(jx). However, the following lemma shows that this is-the case if me M (i.e., if m is a Lie algebra multiplication) and if (g, m) is sufficiently near (e, it).
Lemma 6.5. There exists a neighborhood U3 of (e, p.) in GxM such that, if (g, m) e U3 and ifnz(p(g-m)) = p(p.), then pig-m) = Pip.).
Proof. Let ig,m)eGxM
with Trz(p(gm)) = p(p). Then gm=p.+a+b with a e kernel (p) and be E. We recall that the restriction of 8 o p to L is a monomorphism. Theorem 7.1. Let A = (V, p) be a finite-dimensional associative algebra over R and let S be a subalgebra of A such that H2(S, V)=0. Then S satisfies Condition (a') and hence is a stable subalgebra of A.
The proof of Theorem 7.1 is the same as that of Theorem 6.1 if we consistently replace An(V, V) and An(S, V) by Ln(V, V) and Ln(S, V) and replace the hook product of alternating multilinear maps by the composition product of multilinear maps. We omit further details.
8. Preliminary algebraic geometry. Our basic reference for algebraic geometry is [2] ; we shall follow the terminology used therein. In particular, we consider algebraic varieties (i.e., the irreducible case) over an algebraically closed field K. An algebraic variety X is considered as a topological space with the Zariski topology. If xe X, we denote by T(X, x) the tangent space of X at x. If Y is a subvariety of X and x e Y, we shall identify T( Y, x) with a subspace of T(X, x) in the usual manner. The point x e X is simple if dim T(X, x) = dim X. Iff: X ->-Y is a morphism of algebraic varieties, and xe X,we denote by dfx:T(X,x)->T(Y,f(x)) the differential off at x (dfx is called the derived mapping off at x in [2] ).
We have the following algebro-geometric analogue of 5.1 : Proposition 8.1. Let f: X-> Y be a morphism of algebraic varieties, let x e X and let y=f(x). Suppose that x (resp. y) is a simple point of X (resp. Y) and that the differential dfx : T(X, x) ->■ T( Y, y) is a surjective mapping.
(a) If U is a neighborhood ofx in X, thenf(U) is a neighborhood of y in Y.
(b) There is exactly one irreducible component Xx of f~x(y) which contains x. Moreover, x is a simple point of Xx and T(XX, x) = kernel (dfx).
Proof. The proof of (b) can easily be reduced to the case in which X and Y are affine varieties. In this case, it follows from [8, p. 354, Proposition 1] by a straightforward argument. The condition on dfx implies that / is dominant. Using (b), the proof of (a) now follows from [2, p. 195, Proposition 3].
9. Stability for algebras over algebraically closed fields.
Theorem 9.1. Let L = (V, it) be a finite-dimensional Lie (resp. associative) algebra over an algebraically closed field and let S be a subalgebra of L such that H2(S, V) = 0. Then S satisfies Condition (a) and hence is stable.
We give the proof only for the case of Lie algebras. Our proof closely parallels that of Theorem 6.1. We shall often follow the notation of §6 without explicit reference.
Let C=p~\Z2(S, V)) and let Mx be defined as in 6.2. The proof of 6.2 combined with 8.1 shows that there is precisely one irreducible component M' of M1 which contains it. Moreover, it is a simple point of M' and TiM', p) = C. Let M0 denote the union of the irreducible components of M which contain p.. It follows easily that M0<^M'. Let the morphism ß: GxM' -^Z2(S, V) be defined as in 6.3.
Then the argument given there shows that dßle_u)(i/j, <f>)=-8(p(i¡i))+TTZ(p(<f>)). In particular, dß(eM is surjective. By 8.1 there exists exactly one irreducible component M' of ß~\pip)) containing (e, p.), (e, it) is a simple point of W and TiN', (e, ,*)) = kernel (dß{e,u)).
The statements and proof of 6.4 and 6.5 are also valid in this case, with the obvious modifications. It is easy to see that these two results, combined with 8.1, imply that S satisfies Condition (a). This proves 9.1.
10. An algebraic digression. The results of this section will be used to show that semisimple subalgebras of Lie (resp. associative) algebras satisfy Condition (b).
Let L=(V, p.) be a Lie algebra over a field k and let S be a subalgebra of L; we identify S with its underlying vector space. Let Vn denote the «-fold Cartesian product Fand let Fn denote the subset of Vn consisting of all (xu ..., xn) satisfying the following condition : There exists at most one index i such that x¡ $ S. Let P be a vector space over k. A map <f> : Fn -*■ P is said to be multilinear (resp. alternating) if <f> is the restriction of a multilinear (resp. alternating) map </>': V^-P (this definition works only for vector spaces). Let, now, P be an L-module. We define Fn(L, S, P) to be the vector space of all alternating multilinear maps of Fn into P. We set F(L, S,P)= ©nè0 Fn(L, S,P).
The coboundary operator 8: F(L, S, P) -> F(L, S, P) is defined by the usual formula (see, e.g., [1, p. 282 
]).
One checks that 8 is well defined in this case. 8 is homogeneous of degree 1 and
is a cochain complex. We denote by E(L,S,P) = ©näo En(L, S,P) the corresponding cohomology space. In particular, the adjoint representation of L defines an L-module structure on Kand we can consider the cohomology space E(L, S, V).
If R is a Lie (resp. associative) algebra then an exact sequence 0->M-^N-^P-»0
of /«"-modules is, by definition, an extension of P by M. The extension splits if there exists an /?-module homomorphism r¡ : P -¡~ N such that j ° -q = lP. The adjoint representation of S on V defines V as an ¿"-module. S is a submodule and thus VjS inherits an ¿-module structure. There is thus an induced ¿-module structure on Horn* (V/S, V/S).
The proof follows from the fact that a separable subalgebra satisfies conditions (a), (b), and (c) above.
11. A strengthened stability theorem.
Theorem 11.1. Let L=(V,p) be a finite-dimensional Lie (resp. associative) algebra over a field K and let S be a subalgebra of L such that E\L, S, F) = 0. The proof of 11.2 is similar to that of 6.4. 11.3. There exists a neighborhood U3 of (e, it) in GxM such that, if(g, m) e U3
and if Ttz(r(g ■ m)) = t(ii), then r(g ■ m) = t(ii).
The proof of 11.3 is similar to that of 6.5.
The proof of 11.1 is a straightforward consequence of 11.2, 11.3, and 8.1. We omit further details.
Corollary 11.4. (i) Let L be a finite-dimensional Lie algebra over an algebraically closed field of characteristic 0 (resp. over R) and let S be a semisimple subalgebra of L. Then S satisfies Condition (b) (resp. (b')). (ii) Let A be a finite-dimensional associative algebra over an algebraically closed field (resp. over R) and let S be a semisimple subalgebra ofL. Then S satisfies Condition (b) (resp. (b')).
