Introduction
The Nearest Neighbor (NN) classification procedure is a popular technique in pattern recognition, speech recognition, multitarget tracking, medical diagnosis tools, etc. A major concern in its implementation is the immense computational load required in practical problem environments. Other important issues are the amount of storage required and the data access time. In this paper, we address these issues by using techniques widely used in linear algebra codes. We show that a simple code can be very efficient on commodity processors and can sometimes outperform complex codes which can be more difficult to implement efficiently.
Nearest Neighbor Classification
The classification problem consists in assigning a class from classes C 1 , C 2 , . . . , C to each of the D size unclassified vectors X j = [x , for k = 1, . . . , P size , called a set of prototypes, whose class is known. Then, an unclassified vector X j is classified in the same class as P s if P s is the prototype with minimum distance to X j , that is
where, in our examples, the distance function is defined as the square of the Euclidean distance:
Hence, the distance between the vector X j , which is to be classified, and all the vectors P k , k = 1, . . . , P size , in the prototype set must be computed. The time needed to classify a set of D size vectors is, consequently, proportional to (V size × D size × P size ).
In the algorithms we use, which are shown below, the set of unclassified vectors is kept in matrix D(V size , D size ) where x j i = D(i, j). The set of prototypes is kept in matrix P (V size , P size ), where p k i = P (i, k). Vector ClassP (P size ) indicates the class the prototypes belong to, i.e. ClassP (k) = r if P k belongs to class C r . The result of the classification is stored in vector ClassD(D size ), where ClassD(j) = r if X j is classified as belonging to class C r . Figure 1a shows the common brute force algorithm, which we label as jki form due to the loop ordering. In this algorithm, all of the V size components of an unclassified vector X j , stored in a column of matrix D, are compared to the correspondent components of each vector in the prototype set, stored as columns of matrix P . Often, the jki code has been modified to exit the loop that computes the distance when the current distance exceeds the running minimum found, reducing the number of computations required for classification, while keeping the same accuracy as the brute force algorithm. Figure 1b shows the modified jki loop, henceforward called jki exit algorithm. 
Related Work
A major concern in the implementation of the NN technique is the immense computational load associated with it and the large amount of computer memory required when large prototype and data sets exist. These problems have been addressed at length and many alternatives proposed: special-purpose hardware, such as systolic arrays [9] and several approaches have shown to be computationally advantageous over the brute force method:
• Modified metrics as alternative distance measures to the Euclidean distance used in classical NN classifiers [3, 5, 10, 12, 15, 18, 19, 21] .
• Selection of a design subset of prototypes from a given set of prototype vectors [5, 8, 11, 18, 21] and generation of prototype reference vectors [7] .
• Use of fuzzy logic and Self Organizing Maps [4, 14] .
A paper [2] compared RISC-based systems to special purpose architectures for Image Processing and Pattern Recognition (IPPR). They concluded that although a lot of progress had been achieved in RISC technology, low advantages could be obtained for IPPR due to the difficulty of producing efficient code for such machines. In this paper, however, we study ways of improving the efficiency of Nearest Neighbor classification on general purpose RISC-based High Performance Workstations since their price can make them cost-effective. Our approach aims to maximize speed maintaining the accuracy of the brute force method by means of an efficient codification of the algorithm using floating-point arithmetic, which increases speed, and a block algorithm, which reduces the number of misses in the cache memory. Such techniques have often been used in numerical applications [1, 20] but never, to our knowledge, to NN classification.
Processor Overview
Our tests have been carried out on two high performance workstations, which incorporate superscalar processors: an HP PA-7150 [13] and a DEC Alpha AXP-21064 processor [6] respectively. Both implement Integer/Floating-Point two-way superscalar operation, i.e. one integer and one floating-point instruction can be issued each cycle. Loads and stores of floating-point registers are treated as integer operations. The CPU can read two consecutive data words (a total of 8 bytes) every cycle from the external data cache.
The PA-7150 cache has 256 Kbytes, with a line size of 32 bytes. The number of elements in a line (L) is therefore 32 for byte, 8 for simple and 4 for double precision floating-point data types. According to our experiments, a cache miss produces a penalty of 35 cycles. Consequently, the number of Cycles Per Miss (CP M ) is 35. The AXP-21064 incorporates separate 8 Kbyte on-chip instruction and data caches, and a 1 Mbyte off-chip unified cache. All of them have line size equal to 32 bytes. A first level cache hit has a 3 cycle latency while a miss which hits in the second level cache is available in 11 cycles for the first word, and 18 for the following one.
Performance Metrics
In order to compare different codes that solve the same problem, CP U time is a clear candidate to be used as a metric. However, when problem size is changed from execution to execution it is advisable to use a metric normalized to the size of the problem. In this paper we introduce Normalized Cycles (N C), which for our classification problem is computed by:
We model the N C with the following expression:
where N C(cpu) is the component obtained considering no misses in the memory hierarchy (caches, TLBs, page faults) and N C(mem) represents the penalty cycles due to the misses in the memory system. In the analytical models we develop in this paper, we do not consider the misses produced by instruction fetches since a separate instruction cache exists and the programs we evaluate are sufficiently small so that no instruction misses occur. We include only misses produced by load accesses to matrices since they constitute almost all the data accesses. Experimental results of the N C for different codes are reported in sections 2 and 3. All our programs are written in Fortran.
Algorithm Analysis
In this section we present the results obtained from the execution of several codes using distinct data representations. For certain applications floatingpoint arithmetic is required. In other cases, however, vector elements can be coded as bytes. We have implemented the NN codes using three different data types for the vector elements: byte, simple and double precision floating-point numbers, which require 1, 4 and 8 bytes of storage space respectively. For any of the data types used, results depend on problem size. For small problems, the sizes of both the prototype and data to be classified have been defined to be small enough to fit into the cache simultaneously. Data are brought into the cache the first time they are referenced. Subsequent references will hit in cache, since all data are kept in it. Executing a code many times and dividing the execution time by the number of times it is performed hides the misses from the first execution. Therefore, N C(mem) ≈ 0 for a small problem executed many times and N C is approximately N C(cpu): N C SmallP roblem ≈ N C(cpu) (3) When the problem size is big enough so that all the data do not fit in the cache at the same time, cache misses arise and data are flushed from the cache between uses. Locality is not well exploited resulting in a poor cache utilization. The N C(mem) component in large problems can be easily estimated by:
since N C(cpu) are the same for both large and small problems. To analyze the consequences data size has on performance, two different problem sizes have been tested. Considering the PA-7150's 256 Kbytes data cache, as a small problem we used a database of 200 vectors -100 for the prototype set and 100 used as data for classification -where each vector has 80 elements. Experiments on a large problem were carried out on a database of 20852 vectors -10426 for the prototype set and 10426 used as data for classification -each also having 80 components. Table 1 shows the N C measured for a small and a large problem for the different algorithms and data types. These results show that the use of floating-point data is always worthwhile.
Data initialization is important since it impacts on the performance of the jki exit algorithm. A distribution obtained from a real application has been used. The figure on the right shows the probability distribution of the number of iterations of the inner loop computed before it is exited. The mean value of the number of iterations is x = 22. 
The N C(cpu) Component
Despite considerably increasing the memory requirements, using simple (4 bytes) or double (8 bytes) floating-point data is better than a simple byte (assuming a datum can be represented in a single byte). This is so because the PA-RISC 7150 processor can issue one load of a floating-point value together with one floating-point multiplication and one floating-point addition (or subtraction) per cycle. On the other hand, when integer arithmetic (byte or integer data type) is used, just one instruction -a load, a multiplication, an addition or a subtraction -can be issued each cycle. Moreover, several data conversions are performed, since all the arithmetic is performed on 32 bit data. Furthermore, the multiplication is computed on the floating-point unit which requires data movements from a general purpose register to a floating-point register, and vice-versa, through memory. From these results we infer that the use of floating-point arithmetic is always beneficial. In the jki code, the compiler applies software pipelining [16] producing an instruction scheduling which circumvents the problem introduced by data dependencies. When a conditional branch is present in the loop body, as in the jki exit code, no software pipelining is applied. Consequently, due to the dependencies between instructions plus the extra instructions implementing the "if" statement, the N C(cpu) of the jki exit becomes larger than that of the jki even for the reduced number of iterations of the jki exit inner loop; e.g. an average of 22 for jki exit in our experiments as opposed to 80 for jki.
The same is basically true for the AXP-21064. The overhead of the jki exit code is so large that this algorithm is outperformed by the simpler jki code. However, since the compiler we had available was not able to perform software pipelining, the instruction scheduling obtained was not as effective as that of the PA-7150. We will thus center our attention on the latter although results of a hand coded software pipelined version developed for the former processor will be shown at the end of the paper.
The N C(mem) Component
For a small problem the N C(mem) is negligible. As the problem size grows, the N C(mem) component of the N C increases while the N C(cpu) remains constant (equations (3) and (4)). In order to predict the number of cache misses a code produces, it is important to take several aspects into consideration. We analyze the jki and jki exit codes and make comments upon the relevant points.
Spatial Locality
For each inner loop iteration one data element and one prototype element are referenced. It is important to note that for both data structures, accesses to consecutive addresses (column accesses for both D and P ) are performed in consecutive iterations of the innermost loop I, exploiting the spatial locality. When the first element in a line which is not present in cache is referenced, a cache miss is produced with a penalty of CPM cycles. However, since the whole line, containing L elements, is brought into the cache, the subsequent L − 1 accesses to elements in that line are cache hits introducing no extra penalty cycles.
Temporal Locality
The elements of P as well as those of D are reused through the algorithm. Each element of D is reused once for each iteration of the middle loop K, while each element of P is reused for each iteration of the outer loop J.
For each iteration of the middle loop K a new column of P is referenced. However, a fixed column of D is reused for each iteration of loop K and will only be evicted from the cache, due to conflicts with elements of P , every C Esize·Vsize iterations of loop K, where C is the cache size in bytes and E size is the element size: 1, 4 or 8 for byte, simple or double precision floating-point data respectively. Therefore, we can be reasonably certain that the elements of D are rarely involved in cache misses.
For each iteration of the outermost loop J, all the elements in P are referenced. However, for large matrices, when a new line of P is referenced in iteration J = j a cache miss occurs. Despite having been accessed in iteration J = j − 1, the line has already been evicted from cache because accesses to the whole matrix P have been performed and conflicts appeared among its elements due to its large size.
An Analytical Model for N C(mem)
Taking into consideration the spatial and temporal locality of the algorithms presented above, we conclude that, for the jki algorithm, a total of
misses occur for the prototype set P . Thus, from equation (1) we obtain:
All the statements asserted above are valid for the jki exit code with the only difference that matrix P is not completely referenced within an iteration of loop J. Given a mean number of iterations x before the inner loop is exited, approximately P size · V size · x Vsize elements of P will be used. Assuming these data are still too many to fit in cache, D size · P size · Vsize L · x Vsize misses occur. Therefore, for the jki exit algorithm
The two left columns in table 2 show the N Cs obtained using our theoretical model. For these data, an estimation of the N C(cpu) is obtained from the N C of the small problem (equation (3)) shown in table 1. Then, applying the results in equations (2), (3) (5) and (6) we obtain an estimation of the N Cs for a large problem which are very close to the empirical results shown in table 1. It is important to note that for each data type used (byte, simple and double precision floating-point) the N C(mem) differs since L changes (32, 8, 4) -see equations (5) and (6) . For this reason the usage of simple floating-point data produces better N Cs than the use of double floating-point data since both have the same N C(cpu). Despite producing a lower N C(mem), the use of byte data results in worse N Cs since its N C(cpu) component is too large to make it competitive.
Block Algorithm
In this section we present a new code which exploits the locality in the algorithm considerably better, also producing an N C(mem) ≈ 0 for large problems. Figure 2a shows the code of a block algorithm we propose for substituting the jki algorithm. The same idea can be applied to the jki exit algorithm. In this code the number of loops has increased, but the arithmetic operations are the same. Consequently, the accuracy is exactly the same as that of the non-blocked algorithms. Figure 2b shows the Data and Computation Diagram [20] for the block algorithm. The shaded area shows cached data that can be reused. In the block code, the same column of P is referenced for each iteration of loop J , while a new column of D is accessed. The probability of cache hits for the data in D is very high, and we will assume no misses appear. For each iteration of loop K all the elements in a block of V size × B size elements of D are referenced. The block size B size will be dimensioned so that the block fits into the cache: B size × V size < C Esize . If a large B size is chosen, the number of intrinsic misses of P will decrease but the number of conflicts will grow. The optimal block size is considered to be approximately half the cache size C [17] . Consequently, the data in the block remain in the data cache during all the iterations of loop K. Some conflicts will arise, but their number and influence is so low to be considered null. Consequently, the N C(mem) of a block algorithm is very low and can be considered insignificant. The last two columns in table 2 show the experimental measures obtained for a large problem using the block algorithm proposed above for a block size
Vsize·Esize . It should be noted that the N Cs obtained are almost identical to those shown in table 1 corresponding to a small problem. When the byte data type is used, the improvement obtained by the use of blocks is minor, because there is a large N C(cpu) which was already high for the code without blocks which cannot be lowered by blocking. Moreover, there exists high spatial locality due to the fact that the number of elements in a cache line is big (L = 32). Simple floating-point data produced slightly better results than double floating-point data (see figure 3 ) due to more efficient use of the cache line (higher spatial locality). Finally in table 3 we show the results obtained when we hand-optimized the FORTRAN code on the Alpha AXP-21064 by the application of software pipelining techniques to improve the instruction scheduling for a better instruction level parallelism, and tiling to improve the use of data locality. We show only the results obtained for the single precision float data type since that was the one producing the best performance. SP means Software Pipelining, num Bl, means a num number of square blocks was applied, Pc implies that data precopies were done; BRL stands for Blocking at the Register Level meaning that tiling was also applied in order to improve the reuse of registers in the inner loop. The data in the table shows that the combination of well-known techniques applied to the Nearest Neighbor Algorithm produces significant improvements in performance. 
Conclusions
NN classification has the significant drawback of requiring a large number of computations and data accesses which make it slow if the advantages that current computer architectures offer are not used to full advantage. Frequently, the byte data type has been used in an attempt to reduce the memory usage.
In order to decrease the number of computations, an IF statement has often been added to the inner loop to test whether a better solution has already been found. In our experiments, this improved performance by a factor larger than 2. However, this is not the best solution available. Due to processor characteristics, the usage of floating-point arithmetic outperforms the use of integer arithmetic. The resulting machine code can run faster because the instruction level parallelism is higher and no data conversions are needed. The disadvantage introduced by the use of floating-point data is the larger amount of memory used. This issue can be overcome easily by means of block algorithms. When these kinds of algorithms are used, the temporal locality of programs is better exploited resulting in low number of cache misses, allowing the computations to proceed at full speed. The use of simple floating-point data produces fewer misses than the use of double precision floating-point data due to better usage of spatial locality. However, the difference from the latter is almost negligible because of the reduced number of cache misses incurred when a block algorithm is used (see figure 3) . In our experiments, the results obtained when a block algorithm and simple precision floating-point data are used are between 2 and 4 times faster than the algorithms which use integer arithmetic although they require 4 or 8 times more data storage. These results can be generalized for other superscalar architectures.
