Lateral diffusion along membranes is an important transport mechanism in biology. Dynamical simulations of this transport can greatly aid in understanding biological processes where this diffusion plays a role. Brownian dynamics simulations in local coordinates are one possibility, but we show here that it is also possible to combine constraint algorithms with a velocity Verlet scheme to perform molecular dynamics simulations of particles confined on arbitrary time-independent curved surfaces. The main advantage is that this method is based on Cartesian coordinates instead of local coordinates, allowing the reuse of many other standard tools, including parallelisation through domain decomposition, without adapting those to local coordinates. Of the two constraint algorithms we considered, RATTLE is more computationally efficient and easier to implement, while the symmetric projection method has slightly better energy conservation. By applying the schemes to the Langevin equation, Brownian motion on various curved surfaces can be modeled, which can be applied directly to many biological and physical problems. As showcase of that, we use it to model a crystal growing on a sphere.
Introduction
The strength of synaptic transmission is thought to be regulated through the concentration of receptors in the post-synaptic density (1, 2) . One important process that regulates this concentration is the lateral diffusion along the plasma membrane (3), a process ubiquitous in biological systems (4) . Therefore, there have been many experimental (5, 6, 7) and theoretical (8, 9) efforts to better understand how membrane shape regulates diffusion. Most theoretical models are based on solving the diffusion equation on the curved surface (8, 9, 10) . This method, however, is not always tractable, especially when complex particle-particle interactions are involved.
Recently a Brownian dynamics algorithm was developed to simulate the motion of particles on curved manifolds including inter-particle forces by Villareal et al. (11) . They briefly explored adding a restoring harmonic potential to pull particles towards the manifold, but this idea was abandoned because a spring constant sufficiently high to constrain the particles would severely inhibit the allowed time step size. They opted instead for a solution in local coordinates.
We show here that instead of a harmonic "spring" to constrain the particles, one can instead use a standard constraint algorithm (12, 13, 14) . This way the constraints of the manifold can be taken into account properly when solving the equations of motion without transforming to local coordinates. This has some advantages. Firstly, the method works in Cartesian rather than local coordinates. This makes it possible to reuse many tools of the trade from molecular dynamics (MD) without any modifications, including standard Langevin approaches to model Brownian dynamics (15) . Secondly, the constraint algorithm can be applied to only some of the particles in the system, allowing others to move freely throughout the volume. This way interaction between particles diffusing on a manifold with those in the surrounding liquid can be simulated, which can be used to study how crowding and hydrodynamic effects around the cell membrane affect diffusion along the membrane (16) . Finally, although not particularly relevant for biological systems, the method allows incorporation of inertia effects, should they be important. If they are not, a more efficient Brownian dynamics scheme without inertia can easily be derived from our method.
In the remainder of this paper we describe two constraint algorithms and present their implementation in section 2. In section 3 we first verify how well the constraint algorithms perform and if they conserve the total energy of the system. For the most efficient method we then show that it can simulate Brownian diffusion on manifolds, which we finally, inspired by reference (17) , apply to a crystal growing on a spherical surface, showcasing that the methods described here can be readily applied to study many systems encountered in soft matter and biophysics. Finally, in section 4, we succinctly present the important conclusions from this paper and describe where the methods can be applied.
Methods
In this section we present the equations of motion for particles constrained to curved surfaces. The numerical schemes are then obtained by applying constraint algorithms in combination with the velocity Verlet algorithm to the derived equations.
Equations of motion
For unconstrained systems a MD simulation consists of solving Newton's equations of motion, which can be obtained from the Hamiltonian of the system. If the particles are all constrained to some arbitrary manifold, this can be incorporated into the Hamiltonian via Lagrange multipliers λ i ,
where g(x i ) = 0 for all i, with x i the position vector of particle i, p i its momentum and m i its mass, and where the inter-particle potential V ij is a function of x i and x j and V ij = V ji . The shape of g(x i ) determines the manifold, e.g. g(
where t is the time. The expression for the change in position remains unchanged, but an additional term enters Eq. (3) for the change in momentum. Note also that − N j =i ∂V ij /∂x i is the total force acting on particle i, which we will denote as f i . Any force not generated by a potential can be added to this function, e.g., thermal fluctuations for Brownian dynamics. The term ∂g/∂x i is simply the normal of the manifold, n(x i ) := n i , which allows Eq. (3) to be rewritten as
It is possible to leave the multipliers λ i as unknowns and to (iteratively) determine them during a simulation. Alternatively, they can be eliminated from Eq. (4) to find a closed set of equations that can be solved directly. Both methods will be presented in section 2.2 We present the derivation of the closed set of equations in the Supporting Material (S.1). The final result iṡ
The second term on the right-hand-side of Eq. (5) is a Gram-Schmidt correction to the force that subtracts the contribution outside of the manifold (along the normal n i ) (18) . The final term, which contains H i , the Hessian matrix of g evaluated in x i , preserves the kinetic energy of the particle, while the momentum changes direction.
Numerical schemes
We now discuss the two numerical schemes used to solve the equations of motion Eq. (2) and Eq. (3). Both methods are modifications of the wellknown velocity Verlet algorithm (19) with some scheme to guarantee that the manifold constraint g(x i ) = 0 is satisfied for all i. The key difference is that the first method works on the constrained equations ( (2) and (3)) while the second one works on the underlying system ((2) and (5)). Their performance will be discussed in section 3.
Modified RATTLE
One approach is to apply the RATTLE algorithm (13) to Eq. (2) and Eq. (4), enforcing the constraints g(x i ) = 0 and p i · n i = 0. This leads to Algorithm 1, which we will call RATTLE-M. In it, η denotes a (user-defined) tolerance and the superscript m the time level. Furthermore, r i is the residual vector that should have r i < η, J i is the Jacobi matrix of r i and I is a 3 × 3 identity matrix. Algorithm 1 makes the positions of the particles statisfy at each time step max i |g(x i )| ≤ η and their momenta max i |n i · p i | ≤ η, while simultaneously time-integrating the particle positions and momenta. While RATTLE-M conserves energy well and manages to satisfy the constraints, we also studied a symmetric projection method to see if there are inherent advantages or disadvantages to treating the underlying system of differential equations rather than the constrained system. i
). This requires frequent recomputation of the forces, which can be computationally expensive. By adding to the neighbour list particles that are slightly further away than the cut-off, this list can be reused each iteration for the short range forces on particle i. This significantly reduces the computational cost, but is unfortunately not possible for long range forces like Coulombic interactions.
Results and discussion
In this section we present some verifications of the presented methods and finally discuss one showcase where the method is applied to a model of a colloidal crystal growing on a sphere, similar to the experiments presented in (17) . All results will be presented in so-called Lennard-Jones units, with length unit σ, thermal energy unit k B T, mass unit m LJ and a resulting time
Energy conservation
For both methods discussed in Section 2.2 we first verify to which extent they manage to conserve the total energy of the system H := K + U, with K and U the total kinetic and potential energy, respectively. We also verify that the constraints were satisfied, and found that for all time step sizes ∆t < 10 −2 τ LJ the constraints were satisfied up to the tolerance of η = 10 −4 . Furthermore, the drift in energy was not much worse than for the unconstrained case and scaled roughly as (∆t)
2 . RATTLE-M was computationally more efficient than the SPM, running between 2 and 10 times as fast for various time step sizes and force cut-offs, measured over at least 10000 time steps. It does conserves energy slightly poorer. The detailed setup and results of this test are given in the Supporting Material (S.3.1).
Diffusion
After verifying proper energy conservation, we determined that by combining typical Langevin dynamics approaches (e.g. (15)) with RATTLE-M, Brownian dynamics on manifolds can be generated. This is directly applicable to systems exhibiting diffusion on curved surfaces, biological or otherwise.
To this end, we implemented RATTLE-M as a module for LAMMPS (20) . This implementation parallelises trivially. Its performance is benchmarked in S.3.3, where we find that the performance scales linearly with the number of cores for sufficiently large systems and that an update with the RATTLE-M implementation in LAMMPS is about a factor of 1.5 slower than an unconstrained velocity Verlet update in 2D at an equal density.
Experiments with three kinds of surfaces showed that RATTLE-M generates Brownian motion for which the MSD initially scales as 4Dt, just like in a 2D plane. It furthermore reproduces the analytically predicted behaviour for both a plane and a sphere. For closed surfaces (e.g. a sphere) the MSD approaches for t → ∞ a maximum set by the confines of the surface. For the details of the test, see S.3.4.
We finally note that diffusive processes in many biological systems are best described in the overdamped limit of the Langevin equation, where inertia becomes irrelevant. In this limit the particle velocities do not have to be updated each time step, and the effects of forces can be directly incorporated into the position update. This makes for a slightly more efficient scheme, which is presented in S. 2 
Crystal growth on a sphere
As a real simulation, we consider the growth of a crystal on a sphere, inspired by actual experiments of the Manoharan group (17) . They created a mixture of 80 nm poly(NIPAM) and 1 µm polystyrene (PS) particles inside a spherical water droplet suspended in oil. The poly(NIPAM) induces a depletion attraction between the PS particles with a strength of roughly 4k B T and a range of 8% of the PS particle diameters. The depletion forces also push the PS particles towards the oil-water interface. The induced attraction causes a crystal-like structure of PS particles to form on the spherical surface, which grows in several branched domains without topological defects, unlike tightly packed colloids on spherical surfaces (21) . This differs from a flat 2D sheet, where the crystal grows as one isotropic bulk without topological defects. Incidentally, this system closely resembles a model for virus capsid assembly studied in (22) , indicating once again the usefulness of this method for biologically relevant systems.
To model this crystal growth, we gradually deposit, using an existing LAMMPS module, particles on a sphere of radius R = 13.693σ. The module for depositing particles worked without any modifications. The particles interact through a Morse potential, given by
and are subject to diffusion due to an implicit solvent. We choose a well depth of = 4k B T, a shape constant α = 15.8/σ and an equilibrium spacing r 0 of 1σ. We set the drag coefficient of the implicit solvent to ζ = 1/τ LJ , resulting in an expected diffusivity of D = k B T /(m LJ γ) = 1σ 2 /τ LJ . Every 20 time units a new particle is deposited on the sphere surface on a point that is at least 1.1225σ away from all other particles. Particle deposition is stopped when the sphere contains 1000 particles, equivalent to a density of about 0.42σ −2 .
Figure 1: Growth of a crystal on a spherical surface. Colour codes for the number of nearest neighbours (particles within 1.3σ). Particle deposition stopped after t = 20000τ LJ , with a particle being deposited every 20τ LJ time units. Initially, the particles diffuse randomly over the spherical surface alone or in small clusters. Eventually they encounter others and form larger clusters, that finally all form one big cluster together. Note that the cluster consists of elongated regions ("ribbons") connected through thinner subclusters. Furthermore, note that these clusters contain no topological defects (particles that do not have six nearest neighbours) except for the edges. The scar-like structure at time steps t = 15837τ LJ and t = 25200τ LJ appears because the two patches of hexagonal lattice to the left and right of the scar cannot merge without forming topological defects, which is energetically too unfavourable. Both findings are consistent with the experiments of (17). The particles interacted through a Morse potential with well depth 4k B T, shape coefficient α = 15.8/σ and equilibrium spacing r 0 = 1σ.
In figure 1 snapshots of the system are shown as function of time. The colour codes for the number of nearest neighbours (particles less than 1.3σ apart). The particles, once deposited, diffuse over the surface of the sphere until they encounter other particles or clusters, after which they stick together. From this figure, clearly the crystal grows without defects (particles with other than six nearest neighbours) and grows into isotropic patches with protruding "ribbons", consistent with the findings of (17) . This suggests that our method can be used to give insight in the structures particles on curved surfaces adopt, for which experiments might be more difficult to perform.
Conclusions
Constraining particles with our RATTLE-M scheme provides a useful tool to study motion of particles on manifolds for, e.g., their diffusive properties and the equilibrium structures they assume. The alternative, a SPM, is better at conserving energy, but the added complexity and computational expense make it less useful for simulations of biophysical systems, which are typically performed at constant temperature and thus do not need energy conservation.
RATTLE-M was implemented as a module for LAMMPS, allowing, without any modifications, the use of many features not considered here, including but not limited to: a wealth of interaction potentials, parallel tempering/replica exchange MD, and bond/angle/dihedral/improper potentials to model bead-and-spring polymer and protein models. The constraint can then be applied to some or all atoms in the chain to model diffusion of proteins along a membrane or polymers diffusing entirely on a spherical droplet.
RATTLE-M performs about a factor of 1.5 slower than a two-dimensional unconstrained velocity Verlet scheme at a similar density. Furthermore, RATTLE-M parallelises just as well as an unconstrained velocity Verlet update because it too works on Cartesian coordinates rather than local ones.
By applying the constraints to only some particles or proteins, it is also possible to model the interplay between particles diffusing along a curved surface and the crowded solvent surrounding it.
Finally, although the schemes described in this paper were derived for static surfaces, it is in principle possible to make the parameters describing the manifolds functions of time or time-dependent quantities like concentration. As long as the displacement of the manifold is slow with respect to the slowest particle displacement time, the scheme does not have to be modified. Obviously, it is not a given that the (physical) properties of such an ensemble are still correct (most notably energy conservation will not hold because the manifold exerts work when displacing particles), but this can, in combination with a thermostat, provide a useful mechanism for simulated "annealing".
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S.1 Derivation of Lagrange multiplier
The (23) , which should be conserved by the scheme but, in contrast to RATTLE-M, is not explicitly enforced by the symmetric projection method (SPM).
In order to obtain an explicit expression for λ i , we derive d g(x)/ d t again, obtaining
The time derivative of the normal can again be written out with the chain rule,
, where ∂n i /∂x is the Hessian matrix of g, evaluated in x i , which we will denote as H i . The time derivative of x i will again be replaced by p i /m i . Substitution of equation (4) 
Writing out the dots and isolating λ i then results in
Substituting the closed expression of Eq. (S.2) into Eq. (4) then finally results in Eq. (5).
S.2 Brownian dynamics scheme
In the limit of no inertia (the overdamped limit) the change in momentum reduces to:
Here the superscript m denotes the time level, the dot denotes derivation with respect to time and i denotes particle i. τ i is a damping term related to the hydrodynamic friction tensor and R By applying Newton iteration to the above equation, along with the constraint g(x m+1 i ) = 0, a scheme for Brownian dynamics on curved surfaces can be obtained, which is presented in algorithm S.1.
S.3 Verification of the methods
This section contains various verifications of the presented methods. 
S.3.1 Energy conservation
For molecular dynamics (MD) simulations, it is important that the obtained trajectories are realistic in a physical sense. One key property is that the total energy of the system, if there are no forces acting on it, is conserved. We check this for a system of N = 2048 Lennard-Jones particles on a sphere. The potential is given by
For this particular test, σ ij = 1σ. In this case the relevant energy scale is not k B T, as the temperature is not constant. Since there is only one energy scale involved, we put without loss of generality = 1. The system was prepared by placing the particles on a spherical surface of radius R = 0.35N 1/2 σ at random positions so that the distance between all particles was at least σ. Care was taken that there was at least some overlap in the beginning, or else there would be no motion at all. This initial ensemble ensemble was then integrated using both RATTLE-M and the SPM, with different time step sizes ∆t, from which the potential and kinetic energy were computed at regular intervals in time. The sum of these energies equals the Hamiltonian of the system, and should be conserved, at least up to discretisation and round-off errors. As additional verification, we also check the energy conservation of an unconstrained velocity Verlet RATTLE-M, albeit at a higher computational cost. The energy drift produced by the SPM is sometimes even lower than that of the velocity Verlet scheme, but this is because the two methods produce different trajectories (velocity Verlet does not constrain the particles to the sphere) and thus different energies.
integration (19) of the same initial system without constraints. In Fig. S .1 the total energy drift per particle per time step is plotted as function of the time step size ∆t. The figure shows a roughly quadratic dependence (dashed blue line) of the energy drift per time step on the time step size for all methods. The fact that drift is also present for the unconstrained update indicates that the drift must be due to discretisation or round-off errors.
Since the discretisation error in the velocity Verlet algorithm is O ((∆t) 2 ) , it makes sense that the energy drift also scales with (∆t) 2 . Furthermore, the SPM seems to perform similar to an unconstrained update, at least as far as energy conservation is concerned. Sometimes it conserves energy better, sometimes worse. The fact that the SPM sometimes outperforms an unconstrained Verlet update seems paradoxical, but can be explained by the fact that they produce different trajectories. After all, the SPM keeps the particles on a spherical surface while the Verlet algorithm does not. This leads to different trajectories and thus different energies, which in turn result in different energy drifts.
Finally, Fig. S.1 suggests that the SPM is better at conserving the total energy of the system than RATTLE-M. For some time steps the difference is up to an order of magnitude. However, time steps with RATTLE-M are, for the spherical case, between 2 and 10 times as fast, depending on the truncation distance of the potential. If the Hessian matrix of the system becomes more complex or if there are long-range forces to be dealt with, this difference might even become larger. Combining the computational cost of the SPM with the scaling of the energy drift of (∆t) 2 , it follows that for many cases RATTLE-M at a smaller time step size will have better energy conservation as the SPM while still being more computationally efficient.
S.3.2 Satisfaction of constraints
Since the methods presented in this paper are designed to constrain particles to manifolds, we tested if the schemes manage to do so and up to what degree. Keep in mind that for RATTLE-M we explicitly force both g(x) = 0 and p · n = 0, while SPM only forces g(x) = 0. In the simulations they are never exactly 0, but should be below the tolerance η, which was 10 −4 in this case. In Fig. S.2 the absolute values of the constraint functions at the end of the simulations are plotted. The data corresponds to the same simulations as in Fig. S.1 .
From Fig. S.2 we see that both RATTLE-M and the SPM manage to satisfy the position constraint well up to tolerance. RATTLE-M also reproduces the momentum constraint p · n up to numerical precision. The SPM, while not enforcing this momentum constraint, does reproduce it up to tolerance for sufficiently small time step sizes (∆t ≤ 2 · 10 −4 τ LJ ). Furthermore, the deviation from the momentum constraint scales favourably as (∆t) 2 , so any unacceptable deviations from the constraints can be prevented with a smaller time step size.
In conclusion, both methods are capable of generating trajectories that satisfy position and momentum constraints g(x) = 0 and p · n = 0. The higher computational efficiency of RATTLE-M and its better resolution of the momentum constraint make it a more suitable choice for generating dynamics on curved surfaces. Its only downside, the worse energy conservation, are negated when doing constant temperature dynamics anyway, as then the total energy of the system is not conserved due to the coupling to an external 2 (dashed line). This is because each time step at least one iteration is performed. For small time step sizes, this decreases the deviation from the constraint well below the user tolerance. Note that for the SPM p · n can be above the user tolerance, which is allowed because the SPM does not explicitly enforce this. The fact that p · n scales as (∆t) 2 does show that, with increasing accuracy, the resolution of the constraint also becomes better. RATTLE-M manages to keep the momentum constraint satisfied up to machine precision at all time step sizes. heat bath.
S.3.3 Performance benchmark
To study how well the RATTLE-M scheme parallelises, we implemented the scheme as a module for LAMMPS (20) , which uses domain decomposition for parallelisation. By implementing the scheme in the framework provided by LAMMPS the parallelisation becomes trivial. Figure S.3: Benchmarks of the RATTLE-M in LAMMPS applied to LennardJones atoms at a fixed area fraction φ = 0.5, where the particle area is approximated as π(r 0 /2) 2 , with r 0 the equilibrium spacing of the ensemble at T = 0 (r 0 = 2 1/6 σ in this case). The benchmark was at constant temperature k B T = using a Langevin thermostat. Plotted is the number of atom time steps per second, averaged over five simulations with different random seeds, for a 2D plane (squares), a spherical surface treated with g(x) and n hardcoded into RATTLE-M (S*, circles) and that same sphere treated through the high-level framework (S, triangles). The cost of abstracting the method is apparently not prohibitively large. Combining all data shows that the highlevel sphere routine performs a factor of 1.46 slower than the 2D routine, with a standard deviation of 0.03. The scaling with the number of cores is roughly linear for all system sizes.
Since there are, as far as we know, no other schemes offering the possibility of generating Langevin dynamics on curved surfaces in Cartesian coordinates, we compare the performance of our module with respect to unconstrained velocity Verlet updates as performed by LAMMPS in a 2D planar system of similar density.
The implementation of RATTLE-M in LAMMPS is set up so that users only have to supply g(x) and its gradient in order to perform MD on the surface characterised by g(x) = 0. This high level framework allows for easily adding new manifolds to the existing framework without modifying it. In order to assess the overhead incurred by this software design, we also compare the performance with RATTLE-M applied to a sphere, where the functions g(x) and n are hard-coded into the source code instead.
The benchmark is set up as follows: N particles are generated on the surface of choice. We associate with this ensemble a covered area given by N π(a/2) 2 , with a the equilibrium spacing of the ensemble for k B T → 0, which equals 2 1/6 σ for Lennard-Jones particles. From this, we determine the area of the plane (4L 2 ) and sphere (4πR 2 ) so that the fraction of area covered equals φ = 1/2. The explicit formulae for the plane dimensions and sphere radius are given by
By keeping the particle density equal in all cases, we make sure that any speed differences are caused not by fewer interactions between particles but rather by the additional computational cost incurred due to the RATTLE-M scheme.
In Fig. S.3 the results of the benchmark are shown. Clearly the number of atom time steps per second is roughly constant. The timings also show that the performance penalty due to the high-level abstractions, although noticable, are not prohibitively large. For the sphere, the run via the highlevel abstractions are about 1.46 times slower, with a standard deviation of 0.03.
Furthermore, the number of atom time steps per second scales linearly with the number of cores for all surfaces, revealing that RATTLE-M parallelises just as well as an unconstrained velocity Verlet update. This is to be expected becayse In LAMMPS, parallelisation is achieved through spatial decomposition, which is directly applicable to motion constrained to surfaces in Cartesian coordinates. This paralelisation is not trivial anymore for a description in local coordinates, however, so a description in Cartesian coordinates, as RATTLE-M provides, is definitely recommendable for large systems.
The benchmark was performed on an Arch Linux machine with an Intel core i5-3570 CPU processor running at 3.4 GHz. LAMMPS was compiled using the GNU C++ compiler.
S.3.4 Brownian diffusion
By combining the RATTLE-M module with the Langevin module already present in LAMMPS we obtain a general way to generate Brownian dynamics dynamics on arbitrary curved surfaces characteristed by a constraint g(x) = 0. The Langevin module in LAMMPS works with our module without any modifications.
The two-dimensional plane is a trivial curved surface included as verification. A plane is characterised simply by g(x) = z and the mean squared displacement on it should grow as 4Dt.
For the sphere the diffusive behaviour can also be obtained analytically, which also provides a good verification of the method. The calculation is a bit more involved and can be found in S.4. The final result for a particle diffusing on a sphere of surface R is (δx)
. We finally also compute the diffusion of particles on a model dendritic spine head, given by the following constraint function:
This model is just the head of the spine, and forms a closed surface. For a more accurate model, for example to study how the shape of the spine alters the diffusive behaviour of particles, the constraint function should be changed in order to model the "foot" of the spine as well. For all surfaces described above, we measure the diffusion of N = 4096 non-interacting particles at a constant temperature k B T. This will result in an unconstrained diffusivity D 0 = k B T τ /m, with m the mass of the particles and τ a damping time. In our case, these amounted to D 0 = 1σ 2 /τ LJ . In Fig. S.4 we show the mean squared displacement (MSD) obtained from a few surfaces. The results show that for small times, all manifolds show a similar behaviour, namely (δx) 2 ∼ Dt. This makes sense, as for small time scales all motion is local and thus not affected by the curvature of the manifold. For longer times the diffusion on the plane is unaltered and scales as (δx) 2 = 4Dt, which is to be expected (24) . The diffusion on the sphere and spine are indeed limited due to the closed surface, and for the sphere approaches the analytic prediction (δx) 2 = 2R 2 (see S.4 for a derivation).
S.4 Mean squared displacement on a sphere
Consider a particle that is initially in point x 0 = (0, 0, R) T on a spherical surface of radius R. In a continuum approximation in spherical coordinates (sin θ cos φ, sin θ sin φ, cos θ) this is equivalent to an initial probability density function p(t = 0, θ, φ) =δ(θ), whereδ(θ) is the Dirac delta distribution in the spherical sense, i.e., , respectively (dashed lines). For the model dendritic spine the MSD also approaches a plateau, which is to be expected because in our model spine head is a closed surface. For very small times all surfaces produce a similar scaling of (δx) 2 ∼ t, since they do not "feel" the surface yet (inset).
The time evolution of p can be obtained from the diffusion equation on the sphere, which reads
Eq. (S.7) can be solved using separation of variables p(t, θ, φ) := T (t)F (θ, φ). Making use of spherical harmonics Y lm , the regular eigenfunctions of ∇ 2 in spherical coordinates, p(t, θ, φ) can be expanded into a series, as
. The contribution of m only deals with the φ-dependence of p. However, due to the symmetry, there is no dependence on φ for a particle starting on the "north pole" x 0 = (0, 0, R)
T , so p can be expanded as
Here, P l is the l'th Legendre polynomial (18) . Due to the properties of P l , the spherical harmonics have the following properties:
Y l0 (0) = P l (1) = 1 for all l, π θ=0 Y l0 (θ)Y k0 (θ) sin(θ)dθ = δ lk /(2π), (S.9) with δ lk Kronecker's delta, which is 1 if l = k and 0 otherwise. The unknown coefficients f l still have to be determined. Applying the Laplace operator to Y l0 results in ∇ 2 Y l0 = −l(l + 1)Y l0 /R 2 . Therefore, substituting the expansion of p into into Eq. (S.7) leads to an expression for all components l of the series:
The last equality implies T l (t) := ∂T l (t)/∂t = −(l(l + 1)D/R 2 )T l , so T l (t) = T 0 exp (−l(l + 1)Dt/R 2 ) . The coefficient T 0 could in principle depend on l, but can be absorbed entirely into f l , resulting in p(t, θ) = . The final task is now to determine f l . To do so, we make use of the initial condition combined with the δ-property (Eq. (S.6)) and the definition of the spherical harmonics (Eq. (S.8)). We know that p(t = 0, θ) = δ(θ), so With p(t, θ) determined, the mean squared displacement for a particle diffusing on a sphere can now be calculated. The squared distance between the north pole x 0 = (0, 0, R)
T and another point on the sphere at angles θ, φ is given by (δx) 2 = 2R 2 (1 − cos(θ)). By expressing 1 and cos(θ) as spherical harmonics using Eq. (S.8), combined with P 0 (x) = 1, P 1 (x) = x and the orthogonality property in Eq. (S.9), the expected mean squared displacement becomes 
(S.14)
From Eq. (S.14) the diffusive behaviour for small and large times become obvious. For small t, the exponent can be approximated as 1 − 2Dt/R 2 , leading to (δx) 2 ≈ 4Dt. This is exactly the same as diffusion in a 2D plane, which makes sense, as for small times the particles do not "notice" they are on a curved surface. For large t the exponent becomes 0 and the mean squared displacement equals 2R 2 , the upper limit determined only by the properties of the sphere.
