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It is not where in the world you are that matters. It is where 
you are with respect to a reference point whether on land or at sea. 
That is the basis behind Differencing GPS. Utilizing the carrier 
wave and Gold Code (GC) signal transmitted by GPS satellites, this 
project uses two GPS receivers and a system integration manager 
utilizing neural networks and expert systems to determine a user 
position and speed relative to a fixed point on earth. Two methods of 
determining the user position are employed: classic triangulation and 
measuring the difference in the Doppler shift of the carrier wave 
between the user and the reference receiver. The idea is for the user 
to know where they are in relationship to a designated fixed point 
and navigate with respect to that fixed point. The user could range 
from a farmer or an aircraft out at sea attempting to land on the 
deck of a carrier. 
DEDICATION 
I would like to dedicate this work to my parents and my children. 
To my father, Robert M. Vickery, when I was 12 years old you asked 
me, on a rainy Sunday morning in Winfield, Alabama, "what I could do 
if I really tried?" I think we found out. To my mother, Sara 
Lawrence Vickery, you were always my friend-buddy-pal. Without your 
support I doubt that I would have had the drive to finish. To my son 
Axel, you were born just as I was starting this dissertation. It was 
tough on you and me when I had to split my time with you and this 
work. And lastly, to my daughter Kate, you were born two years later 
and I had to manage my time even more for you. I think all in all we 
did a good job. 
ii 
ACKNOWLEDGMENTS 
First and foremost I would like to thank my advisor Dr. Roger King 
for his guidance and support. Gratitude is also expressed to Dr. 
Michael Cox and Dr. J. Bert Nail for accepting the challenge of being 
on my dissertation committee. I would like to thank Dr. Randolph 
Follett for being on my dissertation committee and encouraging me to 
do what I really wanted to do, attempt a Ph.D. Thanks is also given 
to Dr. Nicolas H. Younan, always that friendly smile and the 
question: “How is the dissertation coming?” And lastly, I would like 
to thank Dr. G. Marshall Molen, head of the Department, for giving me 
the opportunity to attend Mississippi State University and allowing 
me to do what I really love, teach. 
iii 
TABLE OF CONTENTS 
Page 
DEDICATION ...................................................  ii 
ACKNOWLEDGMENTS ..............................................  iii 
LIST OF TABLES ...............................................  vi 
LIST OF FIGURES ..............................................  viii 
CHAPTER
 I. INTRODUCTION ...........................................  1 
Background ..........................................  1 
Statement of the Problem ............................  3 
Literature Review ...................................  5 
Methodology .........................................  11 
Outline of this Dissertation ........................  12
 II. THE MODELS .............................................  14 
Earth model .........................................  4 
GPS Constellation Model .............................  18 
Gold Code ...........................................  20
 III. DEVELOPING THE COMPONENTS ..............................  25 
Introduction to Neural Networks .....................  25 
Using a Neural Network for
 Satellite Identification .........................  28 
Why Neural Networks .................................  31 
Preprocessing the Data ..............................  33 
Preparing the Data for Training .....................  36 
Training the Network .................................  38 
Testing the Network with Corrupted Data .............  40 
Results of the Test .................................  43 
User Position and Speed .............................  46 
The Doppler Method ..................................  50 
The Expert System ...................................  58 
iv 
CHAPTER  Page
 VI. THE SYSTEM .............................................  63 
Components ..........................................  63 
Inputs to the GUI ...................................  72 
How it Works ........................................  73 
Fortran Core ........................................  74
 V. SIMULATIONS AND RESULTS ................................  76 
Developing the Test ..................................  76 
Simulation Results ..................................  80 
Doppler Speed and Position and its Expert System .....  89 
Triangulation Position and its Expert System ........  95
 Comparison of Position Error between the Doppler
 and Triangulation Methods ........................  97
 VI. CONCLUSION .............................................  100 
Future Work .........................................  104 
REFERENCES ....................................................  105 
APPENDIX
 A. Neural Network Testing Results ......................  108 
v 
 
LIST OF TABLES 
TABLE  Page
 2.1 Output of an XOR Gate ...............................  22
 2.2 Tap Assignments for SV Number and First
 10 Bits of the GC Bit Sequence ...................  24
 3.1 Limited Table for Expert System Example .............  60
 5.1 Vehicle Position and Direction Associated
 with 10 GC Bit Corruption ........................  79
 5.2 Vehicle Position and Direction Associated
 with 15 GC Bit Corruption ........................  79
 5.3 Complete List of Neural Network Predictions .........  80
 5.4 Output Values for all Nodes .........................  82
 5.5 Breakdown of NN Output Values for Ten
 Corrupted Bits ...................................  83
 5.6 Breakdown of NN Output Values for Fifteen
 Corrupted Bits ...................................  84
 5.7 Satellite Progression for the Vehicle Traveling
 in the North/South Direction .....................  90
 5.8 Satellite Progression for the Vehicle Traveling
 in the East/West Direction ......................  90
 5.9 Maximum Position and Velocity Errors for
 Doppler System, Vehicle Traveling in the
 North/South Direction . ..........................  91
 5.10 Maximum Position and Velocity Errors for
 Doppler System, Vehicle Traveling in the
 East/West Direction ..............................  91
 5.11 Maximum Position Error for Triangulation
 System, Vehicle Traveling in the




 5.12 Maximum Position Error for Triangulation
 and Reference System, Vehicle Traveling in
 the East/West Direction ..........................  96
 5.13 Maximum Position Error for Doppler,
 Triangulation, and Reference System, Vehicle
 Traveling in the North/South Direction ...........  99
 5.14 Maximum Position Error for Doppler,
 Triangulation, and Reference System, Vehicle
 Traveling in the East/West Direction .............  99
 A.1 Number of Misidentified Satellites for
 Combinations of 4 Bad Data Bits ..................  109
 A.2 How often the Satellite was Correctly
 Identified for Combinations of 4
 Bad Data Bits ....................................  110
 A.3 Number of Misidentified Satellites for
 Combinations of 5 Bad Data Bits ..................  111
 A.4 How often the Satellite was Correctly
 Identified for Combinations of 5
 Bad Data Bits ....................................  112
 A.5 Number of Misidentified Satellites for
 Combinations of 10 Bad Data Bits .................  113
 A.6 How often the Satellite was Correctly
 Identified for Combinations of 10
 Bad Data Bits ....................................  114
 A.7 Number of Misidentified Satellites for
 Combinations of 15 Bad Data Bits .................  115
 A.8 How often the Satellite was Correctly
 Identified for Combinations of 15





LIST OF FIGURES 
FIGURE  Page 
2.1 Positive Orientation of Phi and Theta
 for the WGS-84 ....................................  15
 2.2 Orientation of GPS Satellites in GPS Constellation ...  18
 2.3 Orbit Track of A1 ....................................  20
 2.4 Ground Track of A1 ...................................  20
 2.5 Gold Code Generator ..................................  21
 3.1 Backpropogation NN Showing; Weights, Input,
 Hidden and Output Layers .........................  26
 3.2 Out of Phase Truncated Gold Code Bit Sequence .......  29
 3.3 In Phase Truncated Gold Code Bit Sequence ...........  30
 3.4 Doppler Effect on Gold Code Bit Sequence ............  30
 3.5 Preprocessing the Gold Code .........................  34
 3.6 An Encoding Visual Example ..........................  35
 3.7 Linear Mapping of Input Data ........................  37
 3.8 Pictorial Representation of Final NN ................  38
 3.9 An Example of an NN in the Process of Learning .......  39
 3.10 The Trained NN without Interconnections Shown .......  40
 3.11 A Simple Control System to Correct Clock Error .......  50
 3.12 Doppler Shift of GPS Carrier Wave as the
 Satellite Passes Directly Overhead of
 the Receiver .....................................  52
 3.13 Doppler Shift of GPS Carrier Wave as the
 Satellite Passes to the Left or Right of
 the Receiver .....................................  53
 3.14 Two-dimensional View of Vehicle Velocity






 3.15 Three-dimensional View of Vehicle Velocity
 as seen by a Satellite ...........................  55
 3.16 Diagram of an Expert System .........................  59
 3.17 Flow Graph of Expert System Logic ....................  62
 4.1 Components of the Differencing GPS System ...........  63
 4.2 The GUI .............................................  64
 4.3 User Input Variables ................................  65
 4.4 What Satellites are Available and Their
 Associated Angle with Respect to the User ........  66
 4.5 Actual Satellites Available (check boxes),
 and Neural Network Predictions for what 
Satellites are Available (values) ................  66
 4.6 True and Calculated Location on WGS-84 globe ........  67
 4.7 A Slider that Allows the Comparison of all
 Combinations of Available Satellites .............  68
 4.8 Radio Buttons Allow the Checking of each
 Individual Satellite for Comparison with
 Predicated Neural Network Value ..................  68
 4.9 True, Triangulation, and Doppler in Earth-fixed
 Coordinate Distance from Reference Point .........  69
 4.10 True, Triangulation, and Doppler in Local-fixed
 Coordinate Distance from Reference Point .........  69
 4.11 True and Calculated Reference Location on
 the WGS-84 Globe .................................  70
 4.12 Plot Button .........................................  70
 4.13 Illustration of Plotting Methods ....................  71 
4.14 Information Transfer from Reference
 Receiver to SIMM .................................  72
 4.15 Interface Between Designer and Code .................  73
 5.1 A Latitude/Longitude Plot of the Vehicle
 as it Travels Along Rows in a North/South





 5.2 A Latitude/Longitude Plot of the Vehicle
 as it Travels Along Rows in an East/West
 Direction ........................................  77
 5.3 The “Hills” the Vehicle Encounters as it
 Traverses the Fields .............................  77
 5.4 Output of NN for Satellites e4 and e2 when
 the Vehicle at –33_271.5_90 ......................  86
 5.5 Output of NN for Satellites e4 and e2 when
 the Vehicle at –50_271.5_90 ......................  86
 5.6 Output of NN for Satellites f4 and a1 when
 the Vehicle at 33.3_91.5_90 ......................  88
 5.7 Output of NN for Satellites f4 and a1 when
 the Vehicle at 50.0_91.5_90 ......................  88
 5.8 Maximum Position Doppler Error as a Function of
 Time, Vehicle Traveling in the North/South
 Direction ........................................  93
 5.9 Number of Matching Values as Determined by the
 Doppler Expert System as a Function of Time,
 Vehicle Traveling in the North/South Direction ...  93
 5.10 Maximum Position Doppler Error as a Function of
 Time, Vehicle Traveling in the East/West
 Direction ........................................  94
 5.11 Number of Matching Values as Determined by the
 Doppler Expert System as a Function of Time,





On February 22, 1978 a Rockwell International satellite was 
launched into space [1]. On March 29, 1978 the new age of autonomous 
control was born, this first Global Positioning Satellite (GPS) 
became operational. Since that day twenty-three more satellites were 
placed in low earth orbit on six orbital planes. The idea was 
conceived by the military in the early 1960’s to aid the armed forces 
in times of conflict. The technology has since been embraced by the 
commercial sector. 
The Global Positioning System consists of three segments: a 
space segment of 24 orbiting satellites, a control segment that 
includes a control center and access to overseas command stations, 
and a user segment, consisting of GPS receivers and associated 
equipment. GPS satellites transmit two different signals: the 
Precision or P-code and the Coarse Acquisition or C/A-code. The 
P-code is designed for authorized military users and provides what is 
called the Precise Positioning Service (PPS). 
1 
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To ensure that unauthorized users do not acquire the P-code, 
the United States can implement an encryption segment on the P-code 
called anti-spoofing (AS). The C/A-code is designed for use by 
nonmilitary users and provides what is called the Standard 
Positioning Service (SPS). The C/A-code is less accurate and easier 
to jam than the P-code. It is also easier to acquire, so military 
receivers first track the C/A-code and then transfer to the P-code. 
The U.S. military can degrade the accuracy of the C/A-code by 
implementing a technique called selective availability (SA). SA thus 
controls the level of accuracy available to all users of the Standard 
Positioning Service [2]. In May of 2000, the SA was turned off. The 
“C/A” signal is also called the L1 (1575.42 MHz) and the “P-code” 
signal is known as the L2 (1227.6 MHz). The C/A signal has been 
widely used for commercial purposes from the aviation industry to 
backwoods campers. From the C/A code, the user can determine their 
velocity, position, and attitude in a three-dimensional coordinate 
plane within certain tolerances. The C/A signal is corrupted by the 
atmosphere, multi-path [3], and, at times, the military [2]. The 
atmosphere corrupts the signal by delaying it as it passes through 
the troposphere. This introduces errors in the classic triangulation 
method of determining user position by adding to the time taken by 
the signal to reach the user. The time taken by the signal to reach 
the earth is the major component of the equations to determine user 
position. Multi-path corruption occurs when the GPS signal bounces 
off structures in the vicinity of the GPS receiver. The GPS receiver 
receives the main signal plus these ghost signals and must determine 
which signal is the true signal. Up until May of 2000, the military 
corrupted the signal by introducing false Doppler effects on the 
carrier wave and sending false information about the location of the 
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transmitting satellite. All of this corruption leads to 
inaccuracies. When the military was corrupting the signal, the 
latitude and longitude positions were accurate to within a 100-meter 
radius circle of the user, now accuracy is 10 meters or less. 
The civilian community has increased the accuracy of GPS by 
developing DGPS or Differential GPS. The idea is that if a GPS 
receiver is placed at a known latitude, longitude, and elevation, it 
can be used in conjunction with a computer program to correct for 
atmospheric and military errors. These corrections can be 
transmitted to other GPS units within a 100-Kilometer radius and 
reduce the error to within 3 meters radius. 
To further increase accuracy of determining user position, the 
carrier wave of the C/A signal has been employed as an aid [4,5,6,7].
 This method, called Real Time Kinematic GPS, reduces position 
inaccuracies down to 2 centimeters [8]. 
STATEMENT OF THE PROBLEM 
Various methods have been used to harness the power of GPS; a 
majority of users use a hardware-in-the-loop approach. Instead of 
using software models of the GPS system; satellites, Gold Code, 
earth, etc, they secure instruments from GPS suppliers and develop 
new methods of using the GPS signals. If a person has the funding 
and resources, this is a fine method, but there are others who would 
like to work on GPS solutions that do not have this advantage. This 
inability to have access to hardware hinders those who want to work 
with GPS and has been addressed in this dissertation. A complete 
software model of the GPS constellation, identification signals, and 
WGS-84 earth model has been developed. 
The resulting software model is used to explore a new method of 
identifying GPS satellites through the use of neural networks. This 
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neural network has the potential advantage of speed over current 
methods of satellite identification. Then, an alternate method of 
using the GPS signal for position and speed will be examined using 
Differencing GPS (DIGPS). The idea behind DIGPS is not where in the 
world you are that matters, it is where you are with respect to a 
reference point. Or, what is the difference in 3D distance between 
you and a reference point. This is a variation of DGPS. With DGPS, 
the user is more concerned with where they are in the world with 
respect to a latitude, longitude, and height. DIGPS uses two GPS 
receivers, like DGPS, and a System Integration Manager (SIM). The 
idea is for the user to know where it is in relationship to a fixed 
point and navigate with respect to that fixed point. With both GPS 
receivers seeing the same signal errors, and if the user is moving, 
using the new Doppler method of determining position and velocity, 
the inaccuracies normally associated with civilian GPS are nullified. 
The SIM receives data packets from the reference receiver and 
the user. Using a neural network, the SIM identifies the satellites 
that are transmitting the signals. Once it is satisfied that each is 
receiving signals from the same eight satellites, the SIM determines 
the user speed and system clock error employing numerical analysis 
techniques. And, if the user is moving, the SIM will use an 
algorithm developed in this dissertation using the Doppler shift of 
the carrier wave to determine the user speed and position, once again 
numerical analysis techniques are employed. If the user and the 
reference GPS can see eight satellites, a total of 140 combinations 
of user position and 70 combination of user speed are calculated. 
This information is fed into two expert systems to determine the user 
position and speed with respect to the reference GPS receiver. 
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The objective of this work is to model the GPS constellation, 
satellite Gold Code identification signals, and the WGS-84 
representation of the earth. This model is used to develop 
intelligent systems that correlate a satellite with its 
identification signal and, using at least 4 satellites, determines a 
user position and speed relative to a reference point. A Graphical 
User Interface (GUI) was developed to interface with the Fortran code 
core. The GUI gives the user the ability to change the selected 
inputs to the Fortran core and easily viewing the results in both 
numerical and graphical formats. The GUI also gives the non-funded 
researcher the ability to study different GPS signal algorithms 
without the burden purchasing hardware-in-the-loop equipment. And it 
may give those using hardware-in-the-loop equipment a simulation tool 
to test ideas before they are implemented in the field. 
LITERATURE REVIEW 
From attitude control [5,6,10,11] to the control of 
construction [4,7] farm equipment [9,13] and river dredging [14] new 
uses of GPS are being investigated. A major disadvantage of the 
civilian GPS signal was the purposeful corruption of the signal by 
the Government [12]. Taken in its raw form, GPS was only accurate to 
within a 100-meter circle [12]. As of May 2000, the purposeful 
corruption of the civilian signal was discontinued and civilian GPS 
accuracy went from the 100-meter circle to a 10-meter circle. Still, 
for some this is not accurate enough for special purposes, maritime 
navigation and autonomous vehicle control to name a few. The 
civilian community has countered this lack of accuracy by developing 
Differential GPS (DGPS) and carrier wave DGPS(CDGPS)[4,5,6,7,9]. 
Using Real Time Kinematic GPS systems, position inaccuracies can be 
reduced down to 2 centimeters [8]. 
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Recently at Stanford University, this increased accuracy was 
exploited by developing an autonomous controller for a John Deere 
7800 tractor [9]. Using Carrier-Phase Differential Global 
Positioning System (CDGPS) and augmenting the signal with a ground-
based “pseudo”-satellite system, the Stanford team was able develop a 
package for both position and attitude determination. The tractor 
was able to attain a straight-line standard deviation of less than 3 
inches at a speed of 7 kilometers per hour. This test proved that a 
heavy piece of farming equipment could be controlled by GPS alone, as 
long as the GPS receiver could acquire the necessary 4 satellites for 
precise measurements. The same Stanford team conducted tests to see 
if automatic control could be realized using only the carrier wave of 
the GPS signal. In this test, their vehicle was a golf cart [20]. 
Four GPS antennas were mounted on the roof of a 1984 Yamaha 
Fleetmaster electric golf cart. These antennas fed two GPS receivers, 
one 6-channel Trimble Quadrex, and the other a 9 channel Trimble 
TANS. One of the four antennas fed the 9-channel receiver and it was 
responsible for position determination. The 6-channel receiver used 
all four antennas to determine the vehicle attitude. The system was 
first simulated in software then put through hardware-in-the-loop 
tests. During the hardware-in-the-loops tests the, golf cart was 
directed to drive in a straight line for 100 meters for 12 times. Of 
the 12 runs, 10 were successful with a zero mean and a variance of 
5.0 cm. This helped to prove that DGPS could be used for automatic 
control of a vehicle, although in a limited way. 
In 1997, at Ohio University, a full scale testing with a Boeing 
727 was conducted using a Local Area Augmentation System (LAAS) for 
category I through category III precision approach and landing 
service [21]. The ground system was composed of six narrow 
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correlator GPS C/A-code receivers, a very high frequency data 
broadcast (VDB) transmitter, and three multipath mitigating antenna 
systems. On board the aircraft, VDB transmitted differential 
corrections were combined with GPS data from two narrow correlator 
C/A receivers to produce aircraft position. The position was derived 
from carrier smoothed code measurements. Forty-five approaches were 
performed resulting in mean cross-track error of 0.04 meters, mean 
along-track error of 0.11 meters, and a mean vertical error of 0.08 
meters. 
In the Netherlands, a study was conducted to find a good 
control system for centimeter-precision guidance of moving implements 
in an open field [22]. This study took data from a Trimble 7400 Msi, 
RTK DGPS receiver as an input to a simulation in an attempt to build 
a control system for a large farm vehicle. The model of their large 
farm vehicle was based on a fire truck. The control system was a 
basic digital proportional integral derivative (PID) system. The 
purpose of this exercise was to develop a creditable simulation by 
using DGPS to control a farm vehicle. In the end, their PID 
controller kept track error for their simulated tractor under 0.005 
meters using the recorded signal of a DGPS receiver. 
Farrell, Mcconkey, and Stephens bring up an interesting 
alternative to DGPS and RTK DGPS [23]. Here the idea of sending 
measurements and not coordinates for aircraft collision avoidance is 
discussed. A difference is taken between a reference receiver and a 
user receiver. The reference receiver can either be stationary or 
moving. The idea is to feed difference data to a tracking filter for 
position and velocity. The reference receiver can be stationary in 
the case of trying to track aircraft on a taxiway, or moving if 
distance and velocity between moving aircraft is needed. The paper 
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itself points out the possible advantages of using this method and 
gives general details about how it could be accomplished. 
Hermann, Evans, Law, and Remondi also address this method of 
using GPS [24]. Although the term differencing GPS is not coined, it 
still uses the same concept. Instead, the paper uses the term on the 
fly (OTF) kinematic positioning. Here two GPS systems are in motion 
and the challenge is to determine the relative position between the 
two moving receivers with centimeter accuracy. The receivers are 
Trimble 4000SSE’s. Two scenarios were executed; in the first, the 
reference antenna was in a static location and the user antenna was 
mounted on a turntable and rotated through an arc. The distance 
between the two antennas was tracked with centimeter level accuracy.
 In the second scenario, antennas were mounted on two moving vehicles 
and the relative position between the two vehicles was recorded. 
Once again, centimeter level accuracy was achieved with their OTF 
software. 
The use of Doppler shift in aiding GPS measurements is not a 
new idea, although pubic information on its implementation is rare. 
In a paper by Cannon, Lachapelle, Szarmes, Henert, Keith, and Jokerst 
[25], a simulation was conducted to estimate velocities and 3D 
positions. Two methods of estimating 3D velocities were tested; 
carrier phase with fixed-integer and real number ambiguities. They 
used both raw Doppler measurements and a number of carrier-phase-
derived Doppler measurements. They pointed out that as a by-product, 
“3D positions could also be determined using various carrier phase 
approaches.” But they do not go into any details as to how this was 
implemented. Two different GPS receivers were used in the analysis; 
an Ashtech Z-12 and a NovAtel MiLLenniumTM GPSCardTM. The Ashtech 
receiver is a 36-channel all-in-view geodetic receiver capable of 
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tracking C/A and P/Y codes signal on L1 and P/Y codes on L2, and also 
provides the full wavelength integrated carrier phase measurements on 
L1 and L2. The raw Doppler is estimated by a three-point 
interpolation using the last three 0.5s phase estimates. The GPS 
receiver from NovAtel was a 24-channel receiver that can track the L1 
C/A code and the L2 P/Y code, and provides the full wavelength 
integrated carrier phase measurements on L1 and L2. It’s third order 
C/A carrier PLL has an update rate of 100 Hz and it calculates raw 
Doppler based on the PLL rate but averages it over 50 to 100 ms. Two 
in-house software packages were used in this project, FLYKINTM and 
SEMIKINTM. Each package uses Doppler as an input to its calculations. 
FLYKINTM is an on-the-fly software package used for centimeter 
accuracy in position and SEMIKINTM is a static package used to 
validate data taken by FLYKINTM. The use of Doppler was evident 
throughout the paper for velocity measurements in 3D. They found 
that under low aircraft accelerations, both instruments did a very 
good job of supplying data to the software packages for velocity 
measurements. They also report that “Velocity errors based on 
Doppler measurements, in addition to being a function of dynamics, 
will vary based on the order and noise bandwidth of the tracking 
loop, the update rate at which the raw Doppler is estimated, and the 
internal oscillator used.” They concluded that velocity errors were 
a function of the dynamics of their mobile antenna. 
Following the same Doppler theme, a paper by Grass and Lee 
investigates the use of Doppler for precise satellite positioning 
without using code phase measurements, [26]. They use integrated 
Doppler double differencing to determine a dynamic user position to 
within 1 meter after 1 to 2 minutes with at least seven satellites 
available. A small reference station network was used for orbit 
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determination for all satellites in the position solution. What they 
found was that “high precision differential satellite positioning is 
feasible without using code-phase measurements.” Accurate Integrated 
Doppler double difference propagation is the key to achieving sub-
meter accuracy’s with an initialization time of less than 1 minute.”
 Seven or more satellites had to be present for their technique to 
work. 
An alternative is to augment the GPS system with either an 
Inertial Navigation Unit (INU)[10,11] or a Barometer and a rate 
gyroscope sensor [12]. 
The use of artificial neural networks (NN) in the realm of GPS 
has been limited, so any literature associating the two is minimal. 
Neural networks have been used to model the ionospheric electron 
content at global scale using GPS data [15]. Equations for 
determining user position and speed from the Doppler signature were 
an original by this author. No existing literature could be found as 
a basis for the equations. 
The Term Differencing GPS was first coined in, “Send 
Measurements, Not Coordinates” [23]. The idea is a direct outgrowth 
of Differential GPS. Where with DGPS the user is given an absolute 
position on the earth, Differencing GPS determines the user position 
with respect to a reference point on the earth. 
This Dissertation is an attempt to bring to the academic world 
a useful model of a GPS system for those who cannot afford GPS 
hardware yet wish to work with GPS. From the GPS simulation data, a 
novel method of determining user position and velocity was developed 
utilizing the Doppler shift of the carrier wave as it relates to a 
moving user and stationary reference point. And the simulated Gold 









identification. Literature in the form of Books, Journals, Papers, 
and the World Wide Web was utilized as a basis for much of the 
modeling and derivations in this dissertation. 
METHODOLOGY 
In this Dissertation the following systems were modeled in 
Fortran: 
• The elliptical WGS-84 interpretation of the earth. 
• The 24-satellite GPS constellation. 
• The Gold Code transmitted from the satellites. 
• The orbit track of each satellite. 
• The ground track of each satellite. 
• The Doppler effect on the carrier signal as the satellite 
travels across the sky with respect to the user and reference 
receiver. 
• The Doppler effect on the carrier signal as the user moves 
across the earth. 
The model of the earth is taken from “Understanding GPS: 
principles and applications” [12]. It is a classic representation of 
the World Geodetic System of 1984(WGS-84) representation of the 
earth. WGS-84 is a reference frame that has its center as the center 
of the earth. It has two primary parameters; it defines the shape of 
the earth as an ellipsoid and models the earth’s gravity. Orbital 
reference tracks of the GPS satellites were also found in 
“Understanding GPS: principles and applications” [12]. The equations 
for the orbits were hand derived using information from [12,16]. 
Equations for determining user position from timing GPS signals were 
based on equations from “Understanding GPS: principles and 
applications” [12]. 
A System Integration Manager (SIM) was developed to process the 





reference and user signals and processes each to determine if they 
have the same satellites in the field of view. Once the SIM has 
matched the user and reference satellites, it uses triangulation to 
calculate the user position and GPS clock errors using numerical 
methods based on Newton-Raphson. If the user is also moving, the SIM 
employs an algorithm using the Doppler effect on the carrier wave to 
calculate user position and speed. The SIM uses up to 8 satellites 
in its computations. The satellites are taken 4 at a time to yield up 
to 140 combinations of position and 70 combination of speed. The SIM 
then inputs this data into two expert systems. One expert system is 
for the data gathered by the Doppler method and the other expert 
system is for the triangulation method. Each expert system decides 
the location of the user with respect to the reference receiver and 
the Doppler expert system also determines the user speed. 
OUTLINE OF THIS DISSERTATION 
The models are built first. Fortran is used for all 
simulations and models. Chapter II develops the three main models, 
they are: 
• WGS-84 representation of the earth 
• GPS satellite constellation 
• Gold Code emulation 
In Chapter III information derived from the Gold Code model is 
used to develop an Artificial Neural Network, or Neural Network (NN), 
that can match the Gold Code to its transmitting satellite. 
Stuttgart Neural Network Simulator (SNNS) was used to develop the NN. 
The NN was replicated in Fortran by using the weights and biases from 
SNNS. Determining user position and clock error from timing the 
transport time for the GPS signal was developed as was determining 
user speed and position from the Doppler effect on the carrier wave. 
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In Chapter IV the system is integrated. The earth rotates 
about its axis; the satellites orbit the earth transmitting their 
Gold Code when they are in “view” of the user and reference 
receivers. The user and reference receivers identify the 
transmitting satellites by decoding the Gold Code using their NN’s, 
they also determine the Doppler shift of the carrier wave of the GPS 
signal. This information is passed to a System Integration Manager 
(SIM) where the user position, speed, and clock error are determined 
using algorithms and expert systems. The SIM uses a simple 
integration feedback system to zero out the clock error. Data are 
passed to and from the Fortran core to a Graphical Users Interface 
(GUI). 
In Chapter V the system is tested in a dynamic environment. 
Twenty locations on the WGS-84 globe are selected to test the system. 
The locations are at longitudes: 1.5, 91.5, 181.5 and 271.5, and 
latitudes: 50.0, 33.3, 0.0, -33.3, and –55.0. 
The simulation involves a farm vehicle that travels a field in 
a North/South direction and again in an East/West direction. In the 
North/South direction, ten bits of the GC are randomly set bad or 
corrupted. In the East/West direction, fifteen bits are corrupted. 
The corruption is done to test the NN. The results of the test are 
presented. 
Chapter VI contains the conclusion and further recommendations 




          
             
           
           
              
           
           
          











   
 
 








            
            
            
        
 
C H A P T E R I I 
T H E M O D E L S 
E A R T H M O D E L 
T h e e a r t h i s m o d e l e d a c c o r d i n g t o D O D ’ s W o r l d G e o d e t i c S y s t e m 
1 9 8 4 ( W G S - 8 4 ) . T h i s s t u d y c o u l d h a v e u s e d a s p h e r i c a l m o d e l o f t h e 
e a r t h . T h e e x a c t l a t i t u d e , l o n g i t u d e , a n d h e i g h t o f t h e u s e r i n 
r e l a t i o n s h i p t o t h e e a r t h a r e n o t n e c e s s a r y . O n l y t h e r e l a t i o n s h i p 
o f t h e u s e r t o t h e r e f e r e n c e i s . B u t f o r t h e s a k e o f p r e c i s i o n , t h e 
W G S - 8 4 p r o v i d e s a m o r e r e a l i s t i c e l l i p t i c a l m o d e l o f t h e e a r t h . T h e 
e q u a t o r i a l a x i s r a d i u s o f W G S - 8 4 i s 6 3 7 8 . 1 3 7 k m w h i l e t h e r a d i u s 
t a k e n a l o n g t h e p o l a r d i a m e t e r i s 6 3 5 6 . 7 5 2 3 1 4 2 k m [ 1 2 ] . G e o d e t i c 
l o n g i t u d e i s d e f i n e d a s [ 1 2 ] : 
⎧  − 1 ⎛ Y u
⎪ t a n ⎜ ÷÷, X u ≥ 0 ⎪⎜





1 8 0 o + t a n − 1 
⎛
⎜
Y u ÷÷, X u < 0 & Y u ≥ 0 
⎪ 
( 2 . 1 ) ⎜
⎪ ⎝ X u  ⎪ 
⎪ ⎪
⎪ ⎪ 
⎪ o − 1 ⎛ Y u  ⎪− 1 8 0 + t a n ⎜⎜ ÷÷, X u < 0 & Y u < 0⎪⎩ ⎝ X u  ⎪
X u a n d Y u a r e p o i n t s d e f i n e d a l o n g t h e e q u a t o r , w i t h X u = 0 , Y u = 0 , 
a n d Z u = 0 a t e a r t h c e n t e r . W e s t L o n g i t u d e h a s n e g a t i v e a n g l e s , o r 
a n g l e s g r e a t e r t h a n 1 8 0 o . U s e r l a t i t u d e , Φ , a n d h e i g h t , h , a r e 
d e f i n e d a c c o r d i n g t o t h e e l l i p s o i d o f F i g u r e 2 . 1 . 
1 4 
  









Figure 2.1 Positive Orientation of Phi and Theta for the WGS-84 
Positive latitude is above the equator while negative latitude 
is below the equator. The work done in this project is also done in 
the Cartesian coordinate system in the Earth Center Earth-Fixed 
Coordinate (ECEF) system. This coordinate system rotates with the 
earth. Conversion from the WGS-84 Spherical coordinate system to the 
ECEF system takes the normal spherical to rectangular conversion and 
adds the ambiguities of WGS-84. If the earth were modeled as a 
perfect sphere, the conversion from spherical to rectangular 
coordinates would be [16]: 
(2.2) 
Xu = r cos( ) cos( )ΦΘ 
(2.3)Yu ( )  ( )  = r sin Θ cos Φ 
Zu = r sin( )  (2.4)Φ 
Where r is the radius of the earth, θ is longitude and Φ is latitude. 
                                       
  
                   
 
           
    
 
 
   
 
 
   
 
   
  
          
  
 
   
   
 










         
  
          
         
   








T h e a d d i t i o n s t o t h e p e r f e c t s p h e r i c a l c o o r d i n a t e s y s t e m t o y i e l d t h e 
W G S - 8 4 e l l i p s o i d a r e [ 1 2 ] : 
a c o s (Θ )
X u = ( 2 . 5 ) 
1 . 0 + ( 1 . 0 − e 2 ) t a n 2 (Φ ) 
a s i n (Θ )
Y u = ( 2 . 6 ) 
1 . 0 + ( 1 . 0 − e 2 ) t a n 2 (Φ ) 
a( 1 . 0 − e 2 ) s i n (Φ )
Z u = ( 2 . 7 ) 
1 . 0 − e 2 s i n 2 (Φ ) 
T h i s r e s u l t s i n a W G S - 8 4 s p h e r i c a l t o E C E F C a r t e s i a n c o o r d i n a t e 
c o n v e r s i o n o f : 
a c o s (Θ ) ( 2 . 8 ) X u = + r c o s (Θ ) c o s (Φ ) 
1 . 0 + ( 1 . 0 − e 2 ) t a n 2 (Φ ) 
a s i n (Θ )
Y u = + r s i n (Θ ) c o s (Φ ) ( 2 . 9 ) 
1 . 0 + ( 1 . 0 − e 2 ) t a n 2 (Φ ) 
a( 1 . 0 − e 2 ) s i n (Φ )
Z u = + r s i n (Φ ) ( 2 . 1 0 ) 
1 . 0 − e 2 s i n 2 (Φ ) 
W h e r e : 
e = 1 . 0 − ⎛⎜ b 2 a 2 ÷ a = 6 3 7 8 . 1 3 7 k m b = 6 3 5 6 . 7 5 2 3 1 4 2 k m ( 2 . 1 1 ) 
⎝ 
T h e c o n v e r s i o n f r o m E C E F C a r t e s i a n t o W G S - 8 4 s p h e r i c a l i s a 
l i t t l e m o r e d i f f i c u l t . T h e b a s i c e q u a t i o n s a r e [ 1 2 ] : 
= − 1 (Y u ) ( 2 . 1 2 ) Θ t a n X u 
− 1 ⎛ Φ = t a n ⎜ ⎜⎛ Z u + e’ 
2 Z o ÷ r ÷ ( 2 . 1 3 ) 
⎝ ⎝  
⎛ b 2 
r = U ⎜ 1 . 0 − ÷ ( 2 . 1 4 ) 
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W h e r e : 
x u y u z u = E C E F U s e r P o s i t i o n P a r a m e t e r s 
a = 6 3 7 8 . 1 3 7 k m b = 6 3 5 6 . 7 5 2 3 1 4 2 k m 
2b 2 a 2 2 2 b 2
( 2 . 1 5 ) 
e = 1 − e’ = − 1 r = + E = a +x u y u2 b 2a 
( 2 . 1 6 ) 2F = 5 4 b 2 z u 
2 2 2 E 2 ( 2 . 1 7 ) G = r + ( 1 . 0 − e 2 ) z u − e 
4 F r 2e ( 2 . 1 8 ) 
c = 
G 3 
3 ( 2 . 1 9 ) 2s = 1 . 0 + c + c + 2 c 
( 2 . 2 0 ) 2 2 ) 2V = ( r − e r o )
2 + ( 1 . 0 − e z u 
b 2 Z u ( 2 . 2 1 ) Z o = 
a V 
F ( 2 . 2 2 ) P = 
⎛ 1 




( 2 . 2 3 ) 
Q = 1 . 0 + 2 e 4 P 
P e 2 r ⎛ 1 . 0  P( 1 − e
2 ) z 2u 2 ( 2 . 2 4 ) r o = 0 . 5 a 
2
⎜ 1 . 0 + ÷ − − 0 . 5 P r 
1 . 0 + Q ⎝ Q  Q( 1 . 0 + Q ) 
( 2 . 2 5 ) 
U = ( r − e 2 r o )
2 + z 2u 




GPS CONSTELLATION MODEL 
The GPS constellation is composed of 24 active satellites 
located in 6 orbits. Each orbit is inclined 55 degrees referenced to 
the equator and is equally spaced around the equator, 60 degrees 
apart. The orbital period of each satellite is 11 hours 58 minutes 
[12]. The satellites travel in the same direction as the earth’s 
rotation. By the time the earth completes one period, the satellites 
complete two ground track periods.
 Figure 2.2 is a pictorial representation, a snap shot, of the 
24 GPS satellites in orbit [12]. What are illustrated are the GPS 















































Figure 2.2 Orientation of GPS Satellites in GPS Constellation 
19 
a visual cue of where the satellites are in orbit with respect to 
each other and the equator. The “orbits” go from bottom to top. As 
an example, satellite F1 will travel up from 240o to 320o, F4 at the 
same time travel from 160o to 200o. 
For modeling simplicity, the satellites have a 12-hour period 
and the earth has a 24-hour period. As pointed out above, this is 
not correct but does provide the necessary fidelity. The modeled 
orbits do not have any irregularities associated with external 
disturbances; once again, it was felt that this is unnecessary. 
Irregularities can be introduced in satellite signals that will 
inject disturbances into the system. 
Figure 2.3, taken from the actual software model, shows the 
orbit track of the A1 satellite in relationship to the equator. If 
the earth was standing still and a line was drawn from the center of 
the earth to the satellite, this is the track that would be drawn in 
a 12-hour period. It has an inclination angle of 55o to the equator 
and reaches maximum latitude of 55o. Start the earth in rotation and 
something interesting happens. The satellite orbit track of Figure 
2.3 becomes the satellite ground track of Figure 2.4. Since the 
earth and satellite are rotating in the same direction, the ground 
track completes two complete periods and is compressed along the 
longitudinal plane. The track still reaches 55o in latitude but its 
ground track inclination is greater than 55o. 
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Figure 2.3 Orbit Track of A1 Figure 2.4 Ground Track of A1 
GOLD CODE 
The civilian population receives two GPS signals, L1 and L2 
[3]. L2 is the carrier signal for the encrypted military version of 
GPS while L1 is for use by the general population. Riding on this L1 
signal is the satellite identification Gold Code and navigation 
message data. The general satellite information is included in the 
navigation message data. The identification code, the Gold Code, is 
a special 1023 bit pattern generated using a combination of exclusive 























1 2 3 4 5 6 7 8 9 10 
Figure 2.5. Gold Code Generator 
The Gold Code generator is composed of two shift registers, G1 
and G2, four Exclusive OR gates, XOR, and a synchronization clock. 
In operation, all shift registers, 1 through 10, of G1 and G2 are 
initialized to 1. The output of the G1 shift register is G1 register 
10. The output of the G2 shift register is G2 registers 1 and 9 
Exclusive OR’d (XOR). G1 and G2 codes are then XOR’d to generate the 
Gold Code for that particular satellite. When (XOR) occurs, anytime 
both inputs are 0 or 1 then the output of the XOR is 0, else the 












OUTPUT OF AN XOR GATE 
INPUT_3 INPUT_10 OUTPUT OF XOR 
0 0 0 
0 1 1 
1 0 1 
1 1 0 
The connections in the GC generator of Figure 2.5 produces the 
bit sequence that corresponds to Satellite Vehicle (SV) number 5. 
The input to G1 register 1 is G1 register 3 XOR with register 10 
(3_XOR_10). Likewise the input to G2 register 1 are G2 registers 
2,3,6,8,9,10 all XOR’d together, 2_XOR_3_XOR_6_XOR_8_XOR_9_XOR_10. 
The process of generating Gold Code follows, [4]: 
• All registers in shift registers G1 and G2 are initialized to 
1. 
• The output of G1 and G2 are calculated, G1=1 and G2=0. 
• The GC output is G1 XOR G2, (1 XOR 0)=1, making the first GC 
bit=1. 
• The synchronization clock then cycles the system. 
• The input to G1 register_1 is register_3 XOR with resgister_10, 
(1 XOR 1) = 0. This value is placed in register_1 and all 
values shift right by 1. The output of G1 is the value in 
register_10, 1. 
• The input to register_1 of G2 is calculated as register_2 XOR 
register_3 XOR register_6 XOR register_8 XOR register_9 XOR 
register_10, or (1 XOR 1 XOR 1 XOR 1 XOR 1 XOR 1) = 0. This 
makes the input to register_1 of G2, 0. The old value of 
register_1 goes into register_2; register_2 goes to register_3, 
etc. The value is being replaced by the previous register 
value. 
• The output of G2 is register_1 XOR register_9, (0 XOR 1)=1. 
• The second Gold Code output is G1_Code XOR G2_Code, (1 XOR 
1)=0. 
• Making the second GC bit=0. 
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• The process repeats until 1023 bits have been generated, then 
the system reinitializes and again produces the same 1023 bit 
sequence. 
The first output of the Gold Code is 1 regardless of which 
satellite is transmitting the signal. Thereafter, all satellites 
transmit their own individual 1022 bit sequence of one’s and zero’s. 
Table 2.2 illustrates what G2 tap selection generates which SV PRN 
code [3]. As stated earlier, tapping shift registers 1 and 5 of G2 
produce the GC bit sequence for SV 5. Likewise tapping shift 
registers 2 and 6 of G2 will produce the GC bit sequence for SV 1. 
Once 1023 bits have been transmitted, the system is reinitialized and 
the process is repeated. 
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TABLE 2.2 
TAP ASSIGNMENTS FOR SV PRN NUMBER AND FIRST 10 CHIPS 
OF THE GC BIT SEQUENCE 
SV PRN G2 TAP FIRST 10 SV PRN G2 TAP FIRST 10 
NUMBER CHIPS NUMBER CHIPS 
1 2&6 1100100000 17 1&4 1001101110 
2 3&7 1110010000 18 2&5 1100110111 
3 4&8 1111001000 19 3&6 1110011011 
4 5&9 1111100100 20 4&7 1111001101 
5 1&9 1001011011 21 5&8 1111100110 
6 2&10 1100101101 22 6&9 1111110011 
7 1&8 1001011001 23 1&3 1000110011 
8 2&9 1100101100 24 4&6 1111000110 
9 3&10 1110010110 25 5&7 1111100011 
10 2&3 1101000100 26 6&8 1111110001 
11 3&4 1110100010 27 7&9 1111111000 
12 5&6 1111101000 28 8&10 1111111100 
13 6&7 1111110100 29 1&6 1001010111 
14 7&8 1111111010 30 2&7 1100101011 
15 8&9 1111111101 31 3&8 1110010101 
16 9&10 1111111110 32 4&9 1111001010 
CHAPTER III 
DEVELOPING THE COMPONENTS 
INTRODUCTION TO NEURAL NETWORKS 
In late 1950 and early 1960 the perceptron was introduced by 
Rosenblatt [19]. The perceptron was a software algorithm that could 
recognize patterns, a so-called learning machine. To activate the 
learning of the perceptron, patterns were input into this algorithm, 
and by error correction techniques, a solution could be found in 
finite time [19]. The perceptron was later dismissed in “The 
Learning Machine” in the middle 1960’s by Minsky and Papert when they 
mathematically proved the limitations of the single layer perceptrons 
[19]. This brought research in self-learning networks to a virtual 
halt. Not until the 1980’s did these algorithms, neural networks, 
enjoy a rebirth [19]. These new networks were patterned after the 
learning process of the human brains, hence the term neural network, 
and used different techniques to learn from data to recognize 
patterns. An example of a single layer network would be a Hopfield 
neural network, it has a single layer totally interconnected network 
with no separate output layer. Multi-layer networks include 
Backpropagation, Counterpropagation, Bidirectional Associative 
Memory, Fuzzy Associative Memory, and Temporal Associative Memory 
[18,19]. These networks have an input layer, an output layer, and at 
least one hidden layer. The neurons contained in these layers can 
either be totally interconnected to each other, or not at all. 
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Likewise, neurons between layers can be totally interconnected 
or partially interconnected. How the neurons are interconnected 
depends on the type of network used and the choice of the person 
building the network. The connections between adjacent layers are 
biased by what is known as weight matrices. These weights are 
developed through the learning process of the neural network. All of 
the different techniques used to develop the weighting are beyond the 
scope of this Dissertation. Only the Backpropagation neural network 
will be discussed, and is the focus of the neural network used for 
this research for the simple reason that it was the first one tested 
and it worked. A simple model of a Backpropagation multi-layer 
neural network can be seen in Figure 3.1. 
Figure 3.1. Backpropogation NN showing; Weights, Input, Hidden and 
Output Layers 
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The neural network for this system is modeled after the 
Backpropagation model of Stuttgart Neural Network Simulator (SNNS). 
For an in-depth discussion of neural networks see [17,18,19] or any 
other books dedicated to neural networks. The Backpropagation neural 
network is loosely based on the human brain and the way it learns, by 
association and feedback. A large number of patterns, inputs with its 
associated output, are presented to the neural network. The neural 
network, through repetitive sessions, compares its calculated output 
with the actual output. Then, depending on the error, it will adjust 
its weighting matrices to try to reduce the output error to an 
acceptable limit. It is very unusual, even unwanted, for the error 
to be zero. A zero error normally means that the neural network has 
“memorized” its learning, developing a learning path for each pattern 
given it [19]. This is unwanted because the neural network will then 
be unable to accurately generalize about data not in its learning 
patterns. Once a neural network has learned within a reasonable 
tolerance, its weighting matrices are utilized in a subroutine or a 
function. 
The Backpropagation models used have at least three layers: 
input, hidden, and output. In the event the neural network needs to 
contain more than three layers, additional hidden layers are added. 
The neurons in the input layer are limited by the number of inputs, 
the hidden layers can have any number of neurons, and the output 
layer has the same amount of neurons as there are desired outputs. 
The value out of the first layer is then fed into the hidden layers. 
Here a sigmoid type function is used to calculate an output of the 
hidden layer neuron based on its multiple inputs. 
The equation for the interconnection sigmoid function between 
the input/hidden, hidden/hidden, and hidden/output layers is: 
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(maxlayer value - minlayer value ) 
output = .  (3.1)
-(x1w1+x2w2+x3w3+....+T) (1 + exp ) 
Where x1 = input number one, x2 = input number two, etc., w1 is 
the weight associated with input number one, w2 is the weight 
associated with input number 2 etc., T is the threshold value 
determined by the learning process, and max is the maximum value of 
the input. For a hidden layer the max value is one. Min is the 
minimum value of the input, for a hidden layer the min value is zero.
 These equations, along with the weighting matrices, constitute the 
mathematical interpretation of the Backpropagation neural network. 
USING A NEURAL NETWORK FOR SATELLITE IDENTIFICATION 
As the GPS satellite vehicles (SV) orbit the globe, each SV 
transmits its own unique Gold Code (GC) identification signal riding 
on a carrier wave. A new approach has been taken for satellite 
identification using an Artificial Neural Network, or Neural Network 
(NN). This is an alternative to other methods of GC classification.
 Every other method has its own strengths and weaknesses, and are 
typically in house proprietary algorithms of the respective GPS 
manufacture. But, they all possess the same characteristic; they 
take from 30 seconds to 130 seconds from a cold start and 10 to 45 
seconds from a warm start to properly identify which satellites are 
available to the GPS receiver and develop solutions [27,28]. Until 
the satellites are properly identified, the GPS receiver cannot use 
its internal algorithms to determine the location of the user. The 
sooner the satellites are identified, the quicker the location of the 
user can be determined. The speed of reacquiring the satellite is 
especially important in the event that the signal is lost due to 




Currently, the GPS receiver tries to synchronize its internal 
clock to the satellite’s internal clock and by correlating the GC 
signal, Figure 3.2. The clock aboard the GPS satellite is an atomic 
clock; the one in the GPS receiver is not. As a result, the 
transmitting clock and receiver clocks are not perfectly 
synchronized. Add transport delay to the signal and the GC generated 
by the receiver and transmitter will be phase shifted even more. To 
identify a satellite, the GPS receiver compares twenty-four generated 
GC’s to the GC transmitted by the GPS satellite. The receiver will 
phase shift all of its GC’s until a maximum correlation occurs, 
Figure 3.3. If the generated GC is out of phase by more than one bit 
of GC then minimum correlation occurs [12]. 
1 1 0 1 0 0 1 0 1 0 0 1 0 1 1 0 1 0 1 0 
Receiver GC 
Transmitter GC 




1 1 0 1 0 0 1 0 1 0 0 1 0 1 1 0 1 0 1 0 
Receiver GC 
Transmitter GC 
Figure 3.3. In Phase Truncated Gold Code Bit Sequence 
Doppler shift of the carrier wave will also affect the ability 
of the receiver to identity the satellite. The Doppler shift of the 
carrier wave has the effect of expanding or compressing the 
transmitted GC, Figure 3.4. So the receiver must also replicate the 
Doppler shift of the carrier wave to compensate for this expansion or 
compression. The result is a two-dimensional (code and carrier) 
signal replication process [3]. 
1 1 0 1 0 0 1 0 1 0 0 1 0 1 1 0 1 0 1 0 
Receiver GC 
Transmitter GC 
Figure 3.4. Doppler Effect on Gold Code Bit Sequence 
If the receiver fails to correctly compensate for the Doppler 
shift, then it will not be able to correlate the signals, and 
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consequently it will never identify the transmitting satellite [12]. 
So first the receiver must adjust its carrier wave replicator to 
compensate for the Doppler shift, only then it can correlate the GC. 
If for any reason the receiver loses Doppler track of the carrier 
wave, then it will also loose GC correlation, resulting in the loss 
of the information from that satellite for location identification. 
WHY NEURAL NETWORKS 
The strong suit of a NN is that it is able to recognize 
patterns in data [19]. Each GPS has its own distinct GC that the GPS 
receiver uses for satellite identification. This code is 1023 bits 
long and has a sampling frequency of 1.023 MHz, [4]. This gives the 
GC a period of 1 msec. The GC is transmitted in a repeating pattern, 
[12]. This makes satellite identification a good candidate for a 
Neural Network. In theory, if a 1023 bit string of Gold Code is 
presented to the NN, the NN will be able to identify which satellite 
transmits the signal within one cycle of the GC. Instead of taking 
minutes to identify which satellites are available, the NN will take 
a little more than one millisecond. 
The challenge when using a NN is how to preprocess the data for 
the NN to use. Determining how many input neurons to use, how many 
hidden layers to use, how many neurons are in the hidden layers, what 
type of NN to use, how best to train the NN, and what NN training 
package to use. Each step is a challenge in itself. If the data are 
not processed correctly the NN may not train, and if it does train it 
may not be very robust. If there are too many neurons in the hidden 
layer, the NN may just memorize that only a certain input pattern 
data set corresponds to a certain satellite. Then if corrupted data, 
i.e., misidentified CG bits caused by Doppler shift, are presented to 
the NN, it may misidentify which satellite generates the GC. Getting 
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an NN to be usable is a little of a black art. It is normally best 
to do some thinking, or preprocessing on behalf of the NN before it 
is presented with its learning set. 
As stated in the paragraph above, a Gold Code is 1023 bits of 
ones and zeros. If clock synchronization were utilized there would 
be a distinct start and finish to each cycle of code and the task at 
hand would be a simple one. Just wait for the start of the cycle and 
look at each individual bit of the GC data string. This would yield 
an NN of 1023 input neurons, some number of hidden neurons, and 24 
output neurons. 
The number of output neurons corresponds to the 24 orbiting 
satellites; an output neuron is assigned to an individual satellite.
 When the NN is trained, the output neuron that represents the 
satellite that is transmitting the GC will be set to one and all 
other output neurons will be set to zero. Then when the NN is tested 
and used, the output neuron with the highest value should correlate 
to the correct satellite that is transmitting the GC signal. 
If the clocks were synchronized, the training set would have 24 
patterns, one pattern for each satellite. Initially the clocks are 
not synchronized and there is no discernable start and finish to each 
GC cycle. If only the individual bits were sampled, there would be 
1023*1023 different input patterns into 1023 input neurons that the 
NN could possibly see depending on when the code was introduced to 
the NN. This is for only one satellite. Add the additional 23 
satellites and the input set of possible patterns becomes 
24*1023*1023 or 25*106 patterns. If additional patterns for 
corrupted data bits were added, then the amount of input patterns 
needed for training becomes even more unmanageable. Given infinite 
time and an infinitely powerful processor, this could be a good 
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approach. This is not an impossible task, but if the training were 
to finish in a reasonable amount of time the data would have to be 
preprocessed in some way. A method was developed that reduces the 
number of input patterns to a manageable level and shows robustness 
to data corruption. 
PREPROCESSING THE DATA 
The GC 1023 data bits can be broken down into 93, 11 bit 
packets. The purpose for this action is to transform the GC into a 
form that can be used by the NN without an excessive number of input 
neurons and to account for the lack of stop or start bits in the GC. 
Each sequence is converted from its base2 binary form to its 
equivalent decimal base10 form in two ways. In the first method the 
leading bit, leftmost, is the most significant bit (MSB) progressing 
to the least significant bit (LSB), rightmost. 
A11 A12 ... A124
 (3.2) 
Base2 = [MSB.....LSB][MSB.....LSB]....[MSB.....LSB] (MSBfirst)
 The second method has the leading bit, leftmost again, as the 
least significant bit (LSB) progressing to the rightmost as the MSB. 
B11 B12 ... B124
 (3.3) 
Base2 = [LSB.....MSB][LSB.....MSB]....[LSB.....MSB] (LSBfirst) 
When these bit sequences are converted, they yielded two-base10 
decimal numbers for the same binary base2 sequence. Now instead of 
the GC being represented by one, 1023 bit sequence, it is represented 
by two 33 decimal sequences. The decimal sequence where the leading 
bit is the MSB is designated as package A. Likewise, the decimal 
sequence where the leading bit is the LSB is designated as package B. 
11 11
(11 − n) (n −1) A11 = ∑(GCbit) * 2 B11 = ∑(GCbit) * 2  (3.4) 
n =1 n =1 





As an example let 11010010100101101010 represent a portion of 
the GC bit sequence for a satellite A1, Figure 3.5. 
M S B  
1  1  0  1  0  0  1  0  1  0  0 1  0  1  1  0  1  0  1  0  
E n c o d in g  
L S B  P A C K A G E A  1 6 8 4  
1 1 B IT S  1 1 B I T S  
3 3 1  P A C K A G E B  M S B  L S B  
Figure 3.5. Preprocessing the Gold Code
 Each bit in the fist 11-bit sequence is multiplied by powers 
of 2 depending on bit position in the sequence. In the case of 
package A, the MSB is multiplied by 210 incrementally decreasing down 
to 20 for the LSB. This yields two data values for the bit packages. 
Likewise, for package B, the MSB is multiplied by 210, incrementally 
decreasing down to 20 for the LSB. The MSB for package A is the LSB 
for package B and visa versa. This yields two data values for the 
bit packages. 
The first bit sequence for Package A1 would be 11010010100, or 
1*210+1*29+0*28+1*27+0*26+0*25+1*24+0*23+1*22+0*21+0*20, or 
1024+512+0+128+0+0+16+0+4+0+0=1684. Thus A11 equals 1684. Likewise, 
the bit sequence for Package B1 would be 11010010100. 
Converting from base2 to base10 yields: 
1*20+1*21+0*22+1*23+0*24+0*25+1*26+0*27+1*28+0*29+0*210, or 
1+2+0+8+0+0+64+0+256+0+0=331. Thus B11 equals 331. Each 
package represents the same bit stream. This base2 to base10 
         
 




conversion is repeated for the next 32, 11 bit sequences. Package A1 
now has 33 decimal number sequences where 1023 binary number 
sequences existed before, as does Package B1. The values in Package 
A1 are summed to form Package C1 and likewise the numbers of Package 
B1 are summed to form Package D1. Now two decimal numbers represent 
the 1023 bit sequence. 
33 33 
Package C1 = ∑ A 1 PackageD1 = ∑ B 1  (3.5)n n 
n =1 n =1 
If there were start and stop bits in the original 1023 bit 
sequence, then nothing more would have to be done. But this is not 
the case. It is unknown where the sequence starts or stops; all that 
is known is it is 1023 bits long. So to produce the next input 
pattern, the bits are incremented by 1 and the process is repeated. 
This second Package A12, would be 10100101001 and likewise the second 
Package B12, would be 10010100101, Figure 3.6. 
1  1  0 1 0  0  1  0  1 0 0  1  0  1  1 0 1  0  1  0  
5 9 4  &  5 9 4  
1 1 8 9  &  1 3 2 1  
E n c o d i n g  
1 3 2 1  &  1 1 8 9  
Figure 3.6. An Encoding Visual Example 
The remaining 32 sequences are converted to base10 and summed 
as before. This process is repeated 9 more times. The final result 





single satellite, and is not dependent on when the original 1023 bit 
stream started. 
33 33 
Package C1 = ∑ PackageA 1 Package D1 = ∑ PackageB 1 n n 
n =1 n =1 
(3.6) 
33 33 
Package C11 = ∑ PackageA 11 Package D11 = ∑ PackageB11 n n 
n =1 n =1 
The advantage of this method is that only 22 input neurons are 
needed to represent the 1023 bit signal instead of 1023*1023=1048576 
neurons, no matter where it started. The results, in a perfect 
world, are 11*24 or 264 patterns that represent 25*10^6 possible 
individual bit patterns. Knowing that this is not a perfect world, 
additional training data patterns are also produced with corrupted 
data. To produce the corrupted data, individual bits of the Gold 
Code were randomly altered using random number generators and encoded 
for the NN. 
PREPARING THE DATA FOR TRAINING 
After the base10 data packages are summed, their totals range 
from 109,436 to 80,052. But only values that range from -1 to +1 can 
be used as an input to the neural network. A simple linear mapping 
was performed, Figure 3.7, to transform the 109,436 to 1 and 80,052 
to -1, in a y = mx + b format, where m = 6.4661042e-5 and b = -
6.126245. 
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0.95 to –0.95 
Figure 3.7. Linear Mapping of Input Data 
This formula actually only mapped from -0.95 to 0.95. Headroom 
was left to account for summations not inventoried. Typically, if 
true, an output neuron associated with an input pattern would be set 
to a value of 1. But in this case, the output was set to 0.886. A 
confidence interval can be set where, if during training an output 
node is within this interval it is considered trained. The 
confidence interval was set to 0.105, signifying that if an output 
neuron was within the range of .781 to .991 it was considered 
trained. This did nothing more than to speed the training process. 
A program was developed to produce training sets for the neural 
network. The training sets included: One set of uncorrupted data 
that contained 264 patterns, one set with one bad data bit determined 
by a random number generator looping five times, 1B_L5, resulting in 
1584 training patterns, one set with one bad data bit determined by a 
random number generator looping ten times, 1B_L10, resulting in 2904 
patterns, five bad looping five times, 5B_L5, giving 6864 patterns, 
ten bad looping ten times giving 26,664 patterns, and ten bad looping 
ten times incrementing 5 times yielding 132,264 patterns. This by no 
means is inclusive of all of the possible combinations of corrupted 
bits that can be encountered by the NN. Rather, it gives confidence 
that the NN can identify satellites correctly given some corrupted 
 















































bit streams, where a zero is read as a one or a one is read as a zero 
in the GC bit stream. 
TRAINING THE NETWORK 
The NN was trained on three separate computers. Over a period 
of several days, multiple combinations of hidden layers and numbers 
of neurons in each hidden layer were tried. The final configuration 
of 22 input, 44 hidden, and 24 output neurons (NN-44) seemed to be 
the best at generalizing which input data pattern was associated with 
what satellite, Figure 3.8. 
Figure 3.8. Pictorial Representation of Final NN 
For the training session a value of 0.886 was assigned to the 
satellite that was transmitting the Gold Code, zero was given to all 
other satellites. The software used for developing the NN has a 
Backpropogation function that also includes momentum and allowable 
error. Allowable error was set to 0.105. As mentioned previously, 
the purpose for the allowable error is that if the output neuron 
yielded 0.781 instead of 0.886 then it was considered trained, and 
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other neurons were concentrated on to reduce their allowable error. 
Figure 3.9 illustrates how an NN reduces its mean squared error (MSE) 
as it trains. Through trial and error, it was found that for the NN 
to correctly identify each satellite in its training set, the MSE 
needed to be below 0.05. In the case shown, Figure 3.9, after 250 
training cycles, the network was considered trained. 
Figure 3.9. An Example of an NN in the Process of Learning 
Figure 3.10 illustrates what the input, hidden, and output 
neurons of a trained network look like without interconnections 
showing. The values seen below the input neurons illustrate the 
mapping from the 22 summed base10 packages in the 80,000 to 100,000 
range to a range of –1.0 to 1.0. The values below the output neurons 
show that the NN has predicted that the input pattern is associated 
with satellite 1, while satellites 2 through 24 are either zero or 
close to zero. This is the output of an actual test run, and the NN 
has predicted correctly. Although the value of the output neuron is 
0.993, it was considered trained within the 0.11 tolerance factor 
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implemented during the training. In the case of trying to identify 
the satellite, it is important to know which satellite is 
transmitting the signal. The output neuron that has the largest 
value, regardless of the value, represented the transmitting 
satellite. 
Figure 3.10. The Trained NN Without Interconnections Shown 
TESTING THE NEURAL NETWORK WITH CORRUPTED DATA 
Although the NN was built using a data set that contained some 
corrupted data, it was not trained to anticipate all possible 
combinations of bad data bits. The number of training patterns that 
would be needed to account for one bad bit in each of the 1023 bit 
that comprises the GC would be 1023*11*24 or 270,072 patterns. This 
value is multiplied by 1023 for each additional bad bit. So 
276,283,656 patterns would be needed to cover all combinations of two 
bad data bits. (A bad data bit is a bit that gets read as a 1 instead 
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of its true value of 0, and visa versa.) In theory, if the original 
training pattern set was constructed correctly, the NN should be able 
to handle a single corrupted bit perfectly and multiple corrupted 
bits with a certain amount of error. 
To perform the test, the incoming GC bit stream, for a single 
satellite, is loaded into a 1023 bit data buffer. One of the bits is 
randomly given a false value. Since a random number generator chose 
which bit was corrupted, the testing set contained patterns that were 
used in the training. Enough testing patterns were generated to 
minimize the impact of this occurrence. Corrupted data from this 
buffer is then loaded into 11 additional data buffers; each delayed 
by one bit from the previous. When the stream is delayed by one bit, 
it is the same as taking the last bit of the original 1023 GC and 
making it the first, the original first then becomes the second, and 
so fourth. A delay of two bits means that bit number 1022 becomes 
bit 1, bit 1023 becomes bit 2, bit 1 becomes bit 3. This gets back 
to the fact that it is unknown where the bit stream starts and stops 
and how this method accounts for this characteristic. The result is 
11, 1023 bit streams that represent the single incoming corrupted GC 
1023-bit stream. Each bit stream is converted to its associated 
summed decimal value, C1 through C11 and D1 through D11, and fed to 
the 22 inputs of the NN. This is done 11 times per satellite and 
with 11 input patterns comes 11 output results. This procedure was 
repeated for all 24 satellites. 
Four methods of operating on the results of the output neurons 
were tried. The first method found the mean of each output 
neuron(MEAN), the second solved for the average of the minimum and 
the maximum(MAX), the third looked for the maximum of the minimum for 
each output(MOMIN), and the fourth method looked for which neuron of 
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the 24 output neurons had the greatest value and gave it one vote. 
The neuron that collected the most votes was declared the 
winner(VOTE). 
The NN was tested with a single corrupted data bit in each of 
the 1023 bit locations, that is one bit location at a time. The NN 
correctly identified the satellite associated with the input pattern 
100% of the time. To test combinations of two and three corrupted 
data bits, random bit combinations were corrupted. One million 
combinations were tested and once again, the NN was able to correctly 
identify the correct satellite 100% of the time for both two and 
three bad data bits. Once four data bits were corrupted, the NN 
started showing errors when attempting to identify satellites. Once 
again, approximately one million combinations were tested; in the 
appendix, Table A.1 shows the number of incorrect predictions and A.2 
shows the percent that were correctly identified. Very few 
satellites were misidentified. Five data bits were corrupted with 
the results shown in Tables A.3 and A.4. Ten data bits were 
corrupted with the results shown in Tables A.5 and A.6. And finally 
fifteen data bits were corrupted with the results shown in Tables A.7 
and A.8. 
The initial results with forty-four hidden (NN-44) neurons were 
a little troubling so a new approach was undertaken for input pattern 
encoding. Instead of reversing the LSB and MSB of the bit stream and 
encoding it as an input pattern, the 2’s complement of the original 
bit stream was taken and encoded as the D1 input pattern. The 
thought was that this approach should yield a more robust system to 
error bits. As an example, let the first bit sequence for Package A1 
be 11010010100, converting this to base10 yields: 
1*210+1*29+0*28+1*27+0*26+0*25+1*24+0*23+1*22+0*21+0*20, or 
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1024+512+0+128+0+0+16+0+4+0+0=1684, as before. Thus A11 equals 1684. 
Likewise, the new bit sequence for Package B1 would be 00101101011, 
the 2’s complement of: 11010010100. Converting from base2 to base10 
with the leading bit as the MSB just as in A1 yields: 
0*210+0*29+1*28+0*27+1*26+1*25+0*24+1*23+0*22+1*21+1*20, or 
0+0+256+0+64+32+0+8+0+2+1=363. Thus the new B11=363. 
For the new NN to achieve the same Mean Squared Error as the 
original NN-44, 64 hidden neurons (NN-64) had to be utilized. This 
was twenty more than the original and a little surprising. In 
theory, this new NN would not be as robust as the original because of 
the additional neurons. The more neurons a system has, the less it 
generalizes and the more it memorizes. 
RESULTS OF THE TEST 
As stated in the above paragraph, when zero, one, two, or three 
bits were corrupted, the NN identified the satellite that transmitted 
the signal with 100% accuracy when either NN-44 or NN-64 was used. 
When four or more bits were corrupted, some satellite 
misidentification occurred. As an example, satellite A1 was 
identified as the transmitting satellite when F6 actually generated 
the GC. With four corrupted bits, NN-44 and NN-64 showed similar 
results, (Tables A.1 and A.2). When the VOTE method was used, both 
NN-44 and NN-64 misidentified three satellites, with the MEAN method, 
they misidentified two satellites, and with MOMIN four satellites, 
were misidentified. When the MAX method was used, NN-44 
misidentified ten satellites and NN-64 misidentified only four. The 
trend for five, (Tables A.3 and A.4), ten, (Tables A.5 and A.6), and 
fifteen, (Tables A.7 and A.8), corrupted bits was for the MAX method 
and MOMAX method to misidentify satellite signals far more often than 
the VOTE and MEAN methods. Consequently, the results of the MAX and 
44 
MOMAX methods will no longer be addressed. Of the other two methods, 
MEAN and VOTE, there was no clear-cut winner for either NN-44 or NN-
64. With NN-64, the VOTE method misidentified three satellites but 
only did it 73 total times, where with the MEAN method, two 
satellites were misidentified 199 times out of a possible 24,000,000 
chances. The worst accuracy for the MEAN method was 99.9830% correct 
and for the VOTE method it was 99.9964% correct. With NN-44, the 
VOTE method misidentified the satellite 586 times. Using the MEAN 
method, misidentification occurred 150 times. This resulted in the 
worst accuracy of 99.9843% correct for the VOTE method, 99.9945% 
correct for the MEAN method, and the opposite results of the NN-64. 
When combinations of five data bits were corrupted, over a 
million times, the best combination was the NN-44 using the MEAN 
method of satellite identification. This combination misidentified 5 
satellites a total of 1396 times. Second best was NN-44 using the 
VOTE method; it misidentified satellites 4227 times. When the NN-64 
was tested using the MEAN method, it misidentified 8 satellites 5400 
times and using the VOTE method, it misidentified 7 satellites 6319 
times. The worst accuracy for any given satellite for NN-44 MEAN 
method was 99.9056% correct, the worst accuracy for NN-64 was 
99.6026% correct. In this case, NN-44 was the best choice based on 
total misses (Tables A.3 and A.4). 
Combinations of ten data bits were then corrupted, over a 
million times. Once again, the MEAN method using NN-44 is shown to 
be the best at identifying a satellite based on a corrupted GC bit 
stream. When the MEAN method was used, it misidentified 13 
satellites 105,171 times with a worst accuracy for any given 
satellite of 96.1845% correct. When the VOTE method was used, it 
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misidentified 18 satellites 136,122 times with a worst accuracy of 
95.9984%. 
When NN-64 was tested using the MEAN method, it misidentified 
14 satellites 298,295 total times with a worst accuracy of 82.8586%. 
The VOTE method yielded 20 misidentified satellites, doing that 
1,217,251 times for a worst accuracy of 24.27%, (Tables A.5 and A.6). 
And finally, combinations of 15 bits were corrupted, over a million 
times. In this case, NN-44 MEAN method had the highest 100% 
accuracy, 13 satellites, and in 18 of the 24 cases it had the highest 
percentage correct. Its lowest accuracy was 90.44%, which was the 
best of the worst accuracies. The worst accuracy for the 64 hidden 
MEAN method was 79.9578%, for 64 hidden VOTE, it was 44.6133%, and 
for NN-44 VOTE, it was 78.3609% correct (Tables A7 and A8). 
Overall, the best method for determining satellites from their 
GC was the NN that had 44 hidden nodes, operating on the output using 
the MEAN method and using the MSB/LSB method of encoding the GC 
signal. The original concern was that this was not the best method 
of signal encoding and satellite determination was unfounded. When 
this method was tested with up to 10 corrupted bits, it never dropped 
below 96% accuracy. Its lowest accuracy for 10 corrupted bits was 
96.18%, or 40,000 misidentifications in 1,048,576 chances for 
satellite 24. For 15 corrupted bits, its lowest accuracy was 90.44% 
or 120,417 misidentifications in 1,259,712 chances and for 19 
satellites, it had at least an accuracy of 99.0%. 
The NN-44 system with the MSB/LSB encoding method shows quick 
determination of the transmitting satellite even in an atmosphere of 
corrupted GC bit streams. It does not need to have its internal 
clock synchronized with the clock on board the GPS satellite. It is 
possible that it can be used in conjunction with existing systems to 
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quickly synchronize the clocks because the transmitting satellite can 
be quickly identified along with its associated gold code bit 
sequence. This reduces one variable in the GPS system trying to 
identify which satellites are available for use so its internal 
algorithms may rapidly determine the user’s location on the globe. 
USER POSITION AND SPEED 
Once the System Integration Manager (SIM), using the neural 
network satellite identifier, has determined that the user and 
reference GPS receivers have access to the same satellites, the 
second part of this intelligent GPS system comes into play. Two 
different methods of determining user position are implemented and 
the output of each method is fed into expert systems. These expert 
systems determine the user speed and position based on information 
from both the user GPS receiver and the reference GPS receiver using 
crisp logic. 
As stated previously when using GPS, the user position is 
measured in true latitude and longitude. In the case of this design, 
it is not. Only the position of the user with respect to its 
reference receiver is measured. This philosophy reduces all errors 
normally associated with GPS down to the internal clock error of the 
receiver with respect to the satellites and this error can be taken 
out with compensation. 
The User Position and Speed Expert System (UPASPES) takes up to 
eight GPS satellites and uses data associated with combinations of 
their signals to extrapolate the user position and speed. 
Two methods are used to determine user position. The first 
method uses the classical approach, that is if a signal originates 
from three sources and the amount of time it takes for those signals 
to reach the user is known and the exact position of the sources is 
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known, then the position of the user can be calculated. It should be 
noted that the term exact was not used for the user position. The 
intersection of these three signals will result in an equation that 
yields two answers. Both answers are correct but one will be on the 
earth, and the other will be in orbit above the earth. Since the 
user will be on the earth’s surface, then, that answer will be used. 
To determine how long it takes the signal to travel from the 
satellite to the user, the difference between two clock signals is 
used. One clock is in the satellite while the other is within the 
receiver itself. The clock aboard the satellite is considered 
correct while the clock on board the receiver will have an error. If 
four satellites are used when determining user position, an added 
benefit of determining user clock error is the result. 
Equation 3.7 shows the classic equation for solving for user 
position and clock error [12]. The position of the origin must be 
known, as does the distance from the user to the origin. A 
navigation signal is added to the carrier signal to tell the receiver 
where the satellite is when the signal is broadcast. The position 
for each satellite, xsn, ysn, and zsn is used in the conjunction with 
users position; xn, yn, and zn and clock error multiplied by the speed 
of light to calculate the pseudo-range, Ps1, for each satellite. The 
pseudo-range is calculated by multiplying the speed of light by the 
time it took for the signal to travel from the satellite to the user. 
This is where delays caused by the atmosphere can lead to errors. 
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P = SpeedOfLight * transport _ timesn (3.7) 
2 2 2 (3.8)Ps1 = (x u − xs1 ) + (y u − ys1 ) + (z u − zs1 ) + SpeedOfLight * tu 
2 2 2 (3.9)Ps2 = (x u − xs2 ) + (y u − ys2 ) + (z u − zs2 ) + SpeedOfLight * tu 
2 2 2 (3.10)Ps3 = (x u − xs3 ) + (y u − ys3 ) + (z u − zs3 ) + SpeedOfLight * tu 
2 2 2 (3.11)Ps4 = (x u − xs4 ) + (y u − ys4 ) + (z u − zs4 ) + SpeedOfLight * tu 
As illustrated in equations 3.8 through 3.11, the resulting 
equation is highly non-linear, hence it does not lend itself to 
linear algebra for solving. 
Normally, these nonlinear equations are solved by either a 
closed form solution, Kalman filtering, or iterative techniques based 
on linearization [12]. Papers have been written on finding a closed 
form of this equation. Rather than using a closed form solution or 
Kalman filtering, an iterative numerical analysis technique was 
employed using the Newton-Raphson method [16]. Equations 3.8 through 
3.11 must have partial derivatives taken to linearize the equation 
for use in the Newton-Raphson iterative method. This linearization is 
repeated for satellites 2, 3, and 4. The Newton-Raphson iterative 
method then solves for xu ,yu ,zu, and tu. 
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A representation of the resulting equation for satellite 1 is: 
c = SpeedOfLight (3.12) 
2 2 2 (3.13)Ps1 = (x s1 − xu) + (ys1 − yu) + (zs1 − zu) + ctu 
(Ps1 − ctu )2 = (xs1 − xu)2 + (ys1 − yu)2 + (zs1 − zu)2 (3.14) 
2 2 2 2 2(Ps1 ) = (xs1 − xu) + (y s1 − yu) + (zs1 − zu) − ctu + 2Ps1ctu (3.15) 
∂ = 2 * (xs1 − xu ) (3.16)∂xu 
∂ (3.17)= 2 * (ys1 − yu )∂yu 
∂ = 2 * (zs1 − zu ) (3.18) ∂zu 
∂ = 2 * c * (Ps1 − tu ) (3.19)∂tu 
Using this result, the satellite positions are modified and 
reintroduced into the algorithm until the clock error is driven close 
to zero, 10-16 sec. The system that zeros the clock error is shown in 
Figure 3.11. When the clock error is reduced, the exact positions 
for each satellite can be found, along with the exact distance from 
the satellite to the user. 
Up to eight satellites are used by the SIM for this 
triangulation method. Eight satellites, taken four at a time, result 
in seventy different combinations of satellite positions. These 
seventy values are used by the expert system to determine user and 
reference position. Once these systems of equations are initialized, 
the output of the expert system is used as the seed value for the 
next Newton-Raphson iteration and convergence normally takes from one 
to two iterations. 
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Figure 3.11. A Simple Control System to Correct Clock Error 
THE DOPPLER METHOD 
What started out as trying to find a new method to determine 
the user speed by using the Gold Code Carrier Signal (GCCS) turned 
into a method for also determining the user position. This second 
method uses the carrier signals Doppler shift to determine the user 
position and speed. Initially, the goal was to determine the user 
speed using the Doppler signal from three satellites, but along the 
path of deriving the equations, a method was derived for also 
determining user position using Doppler. An exhaustive literature 
search for this method of using Doppler for determining user position 
was inconclusive. As pointed out in the literature search, Doppler is 
used as an aid to the GPS solution, but no particulars were given as 
to how this was done. This Doppler method only works if there is a 
reference receiver, what a coincidence. 
The frequency of the carrier signal shifts as a function of the 
closing rate between the satellite and user as the satellite moves 
across the sky. As the satellite moves toward the receiver, the 
frequency shifts up, and as the satellite moves away from the 
receiver, the frequency shifts down. This is known as the Doppler 
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f r e q u e n c y s h i f t . T h e D o p p l e r s h i f t a s s o c i a t e d w i t h e l e c t r o m a g n e t i c 
w a v e s i s t h e s a m e i f t h e s o u r c e i s m o v i n g t o w a r d t h e r e c e i v e r o r i f 
t h e r e c e i v e r i s m o v i n g t o w a r d t h e s o u r c e . 
⎡ ⎛ 2  U s e r V e l o c i t y ⎛ U s e r V e l o c i t y 
F r e q N e w = F r e q o l d * ⎢
⎜ 1 . 0 − 
2 
÷ ⎜ 1 . 0 + ÷÷  ( 3 . 2 0 )⎜ ÷⎢ S p e e d O f L i g h t ⎝ S p e e d O f L i g h t  
⎣ ⎝  
I f t h e u s e r v e l o c i t y i s s u f f i c i e n t l y s m a l l w i t h r e s p e c t t o t h e 
s p e e d o f l i g h t , e q u a t i o n 3 . 2 0 r e d u c e s t o : 
F r e q = F r e q o l d * [S p e e d O f L i g h t (U s e r V e l o c i t y + S p e e d O f L i g h t )] ( 3 . 2 1 )N e w 
I f t h e u s e r i s m o v i n g , i t s D o p p l e r f r e q u e n c y s h i f t w i l l b e 
d i f f e r e n t t h a n t h a t o f a s t a t i o n a r y r e f e r e n c e r e c e i v e r . T h e 
d i f f e r e n c e i s t h e a d d i t i o n a l s p e e d c o m p o n e n t o f t h e u s e r . U s i n g t h i s 
i n f o r m a t i o n , t h e s p e e d o f t h e u s e r a s s e e n b y t h e s a t e l l i t e c a n b e 
d e t e r m i n e d . T h e d i f f e r e n c e b e t w e e n t h e D o p p l e r s h i f t a t t h e 
r e f e r e n c e r e c e i v e r a n d t h e u s e r r e c e i v e r y i e l d s t h e s p e e d o f t h e u s e r 
a s s e e n b y t h e s a t e l l i t e . ( T h e a b i l i t y o f t h e S I M t o d e t e r m i n e i f t h e 
u s e r a n d r e f e r e n c e a r e u s i n g t h e s a m e s i g n a l i s v e r y i m p o r t a n t h e r e . ) 
T h e c a r r i e r f r e q u e n c y i s s u f f i c i e n t l y h i g h e n o u g h , 1 . 5 7 4 2 * 1 0 9 H z , f o r 
D o p p l e r t o b e a v i a b l e o p t i o n f o r v e l o c i t y m e a s u r e m e n t . T h e s a t e l l i t e 
m u s t a l s o b e a t a s u f f i c i e n t a n g l e w i t h r e s p e c t t o t h e u s e r f o r t h e 
D o p p l e r s h i f t t o b e l a r g e e n o u g h t o b e m e a s u r e d . F i g u r e s 3 . 1 2 a n d 
3 . 1 3 i l l u s t r a t e s t h e D o p p l e r s h i f t o f a s a t e l l i t e a s i t p a s s e s 
o v e r h e a d a n d t o t h e l e f t o r r i g h t o f t h e u s e r r e s p e c t i v e l y . I t w i l l 
b e n o t i c e d t h a t t h e p l o t s a r e n o t s y m m e t r i c a l , a r e s u l t o f t h e 
g e o m e t r y o f t h e s y s t e m . 
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Figure 3.12. Doppler Shift of GPS Carrier Wave as the Satellite 
Passes Directly Overhead of the Receiver 
53 
Figure 3.13. Doppler Shift of GPS Carrier Wave as the Satellite 
Passes to the Left or Right of the Receiver 
  
54 
Satellites whose elevation angle are greater than 30 degrees, 
with 0 degrees being directly overhead, and less than 70 degrees are 
preferred for these calculations, but satellites whose elevations are 
lower than 85 degrees are used if an insufficient number of 
satellites are available. It will be left up to the expert system to 
decide what good and bad data are. The angles can be quickly 
calculated from the user and satellite positions generated by the 
previous algorithm. If a satellite does not meet the 85-degree 
criteria, it is flagged as bad and is not used. 
In two-dimensional space, Figure 3.14, the speed component of 
the user as seen by the satellite is: 




Doppler velocity vector 




Where theta is the angle between the user and satellite and is 
measured from the user velocity vector. In three-dimensional space, 
Figure 3.15, the equation becomes: 






Doppler velocity vector 
Figure 3.15. Three-dimensional View of Vehicle Velocity as Seen by a 
Satellite 
Where, once again, theta is measured from the user velocity 
vector and Phi is the elevation angle. When the equations are 
converted to rectangular coordinates, the result, once again, is a 
nonlinear equation. And once again, numerical analysis is employed 
to solve this system of nonlinear equations. Equations 3.29-3.36 
show the reduction of the equations to a form that can be used by the 
Newton-Raphson method. 
When Equation 3.23 is converted from spherical to rectangular 
coordinates, the result is Equation 3.28. 
The velocity as seen by the satellite is a function of the 
satellite and user positions and velocity. The previous algorithm 
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d e t e r m i n e s t h e s a t e l l i t e p o s i t i o n . T h e v e l o c i t y a s s e e n b y t h e 
s a t e l l i t e , i s d e t e r m i n e d f r o m t h e D o p p l e r d i f f e r e n c e b e t w e e n t h e 
s t a t i o n a r y r e f e r e n c e a n d t h e m o v i n g u s e r . W i t h t h i s i n f o r m a t i o n f r o m 
f o u r s a t e l l i t e s , u s e r x u , y u , z u p o s i t i o n , a n d V u c a n b e f o u n d u s i n g 
N e w t o n - R a p h s o n . 
V = V u C o s(Θ ) c o s (Φ )s 
⎛ 2 2 ( x u − ) + ( y u − )− 1 ⎜ x s y s ÷Θ = C o s 
⎜⎜ 2 2 2 ÷( x u − x s ) + ( y u − y s ) + (z u − z s ) ÷⎝ 
⎛ 2  ⎛ 2 ( y u − y s ) ÷ ( x u − x s ) ÷− 1 ⎜ − 1 ⎜Θ = T a n = C o s÷ ÷
⎜
⎜ 2 ÷ ⎜
⎜ 2 2 ÷( x u − x s ) ( x u − x s ) + ( y u − y s )⎝  ⎝ 
⎛ ⎛ 2  ( x − x )⎜ − 1 ⎜ u s ÷ ÷V s = V u * C o s C o s *⎜ ÷ ÷
⎜ ⎜
⎜
( x − x )2 + ( y − y )2 ÷ ÷ u s u s  ⎝ ⎝
⎛ ⎛ 2 2  ⎜ ⎜ ( x − x s ) + ( y u − y s ) ÷ ÷− 1 uC o s ⎜ C o s 
⎜⎜ ÷
÷
2 2 2⎜ ( x u − x s ) + ( y u − y s ) + ( z u − z s ) ÷ ÷⎝ ⎝ 
⎛ 2 
⎜ ( x u − x s ) ÷
V s = V u * ÷
⎜
⎜ 2 2 2( x u − x s ) + ( y u − y s ) + ( z u − z s ) ÷⎝ 
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T h e r a t e d e r i v a t i o n f o r t h e N e w t o n - R a p h s o n i s : 
⎛ 2 
⎜ ( x u − x s ) ÷
V s = V u * ( 3 . 2 9 ) ÷
⎜
⎜ 2 2 2( x u − x s ) + ( y u − y s ) + (z u − z s ) ÷⎝ 
⎛ 2 
V s ⎜ ( x u − x s ) ÷ = ( 3 . 3 0 ) ÷V u ⎜⎜ 2 2 2 ÷
⎝ ( x u − x s ) + ( y u − y s ) + ( z u − z s ) 
2
⎛ V s  ⎛ ( x u − x s )
2  ( 3 . 3 1 ) 
⎜⎜ ÷÷ =
⎜ ÷
⎜ 2 2 2 ÷
⎝ V u  ⎝( x u − x s ) + ( y u − y s ) + (z u − z s ) 
2 2 2 2 2 2 ( 3 . 3 2 ) V s ( x u − x s ) + ( y − y s ) + (z u − z s ) ) − V ( x u − x s ) ) = 0u u 
∂ 2 2 ( 3 . 3 3 ) = 2 * (x s − x u ) * ( V s − V u ) 
∂ x u 
( 3 . 3 4 ) ∂ 
= 2 * (y − y ) * ( V 2 )s u s
∂ y u 
∂ ( 3 . 3 5 ) 2= 2 * (z − z ) * ( V )s u s
∂ z u 
( 3 . 3 6 ) 
∂ 2= 2 * (x − x u ) * (− V u )s
∂ V u 
R e l a t i v e l y f e w i t e r a t i o n s a r e r e q u i r e d w h e n t h i s N e w t o n - R a p h s o n 
i s i n i t i a l i z e d w h e n u s i n g u s e r p o s i t i o n i n f o r m a t i o n f r o m t h e p r e v i o u s 
p o s i t i o n d e t e r m i n a t i o n a l g o r i t h m a s a s e e d . 
N o w , t w o m e t h o d s a r e a v a i l a b l e t o d e t e r m i n e t h e u s e r p o s i t i o n 
i n t h e f i e l d i n r e l a t i o n t o t h e r e f e r e n c e p o i n t . E a c h u s e s u p t o 
e i g h t s a t e l l i t e s i n c o m b i n a t i o n s o f 4 r e s u l t i n g i n u p t o 1 4 0 p o s s i b l e 
s o l u t i o n s t o t h e u s e r p o s i t i o n i n a x , y , a n d z p l a n e . T h e r e a r e 7 0 






THE EXPERT SYSTEM 
A general definition of an expert system is “Expert systems are 
a class of computer programs that can advise, analyze, categorize, 
communicate, consult, design, diagnose, explain, forecast, explore, 
form concepts, identify, interpret, justify, learn, manage, monitor, 
plan, present, retrieve, schedule, test, and tutor. They address 
problems normally thought to require a human specialist for their 
solution [19]”. For an expert system to complete its task, it must 
contain two separate but related components, a knowledge base and an 
inference engine. The knowledge base provides specific facts and 
rules about the subject, and the inference engine provides the 
reasonability that enables the expert system to form conclusions. 
“And it is generally agreed that a system must have the capability of 
explaining or justifying its conclusion in order to qualify as an 
expert system [19]”. 
The typical production rule based expert system, Figure 3.16, 
is composed of: 
• A user interface that can range from a simple menu-driven I/O 
to sophisticated natural language dialog and commands. 
• A knowledge base that includes domain specific facts and 
heuristics useful for solving problems in the domain generally 
structured in the form of production rules. 
• A control structure that is the rule interpreter or inference 
engine and applies the knowledge base information for solving 
the problem. 
• A short term memory that registers the current problem status 












Figure 3.16. Diagram of an Expert system 
The expert system developed for this dissertation analyzes and 
interprets data. The difference between this expert system and the 
production expert system is that there is no interconnect between the 
user interface and the input data. All data are supplied by the 
triangulation position routine and the Doppler position and velocity 
routine. 
The rules for the expert system are simple, examine the data 
and make an educated guess as to what position is correct. There are 
two expert systems, one for the triangulation routine and one for the 
Doppler routine. Both expert systems use the same rules. The 
position data is examined and categorized. As stated earlier, when 8 
satellites are used to determine the position/time error and 
position/velocity, 140 combinations of position, 70 combinations of 
time error, and 70 combinations of velocity result. The expert system 
for the position/time error looks at all combinations of the x, y, 
and z positions of the user and compares each to the other down to 
60 
the centimeter level. It does this by multiplying the value it gets 
for x, y, and z by 100,000 then takes the nearest integer value of 
the result. Initially x, y, and z are in kilometers, multiplying 
them by 100,000 convert’s kilometers to centimeters. The expert 
system then counts how often an identical value for x, y, and z 
occurs. Once it has finished its counting, it takes the mean of all 
values that are included in the highest count. It then compares this 
calculated mean for x, y, and z with the previous value that it had 
calculated for a mean. If the new value seems reasonable, the expert 
system sets this new mean value as the current user position. 
Table 3.1 is data used to shows a limited example of how the 
expert system works. Initially the data are in kilometers; the 
expert system converts the data for x, y, and z to centimeters by 
multiplying the data by 105 then taking the nearest integer. 
Centimeter level accuracy is the goal of using the nearest integer 
method. As shown in rows 1 and 2 of the table, even though the x, y, 
and z values are not exactly the same at the original kilometer 
level, they are the same at the centimeter level. 
TABLE 3.1 
LIMITED TABLE FOR EXPERT SYSTEM EXAMPLE 
Satellite X(km) Y(km) Z(km) X(cm) Y(cm) Z(cm) 
1 1.234591 3.456832 5.691718 123459 345683 569172 
2 1.234589 3.456829 5.691721 123459 345683 569172 
3 9.234543 3.456828 5.691681 923454 345683 569168 
4 1.235671 3.456826 5.691709 123567 345683 569171 
61 
In this case, the expert system would say that rows 3 and 4 
occur only once while rows 1 and 2 occur twice so it would choose the 
mean of row 1 and 2 as true x, y, and z location of the user. The 
expert system will then take this mean of rows 1 and 2 and compare it 
to the previous values of the position of the user. If this new 
value seems reasonable, it will use this new x, y, and z location of 
the user. A flow graph of this logic is shown in Figure 3.17. This 
method has the advantage of wild point editing and does exactly what 
a human would do; see how often a value would occur and if it is a 
reasonable guess, use it. 
Yes 
No 









*100,000 and take 
nearest integer 
Load into expert 
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Figure 3.17. Flow Graph of Expert System Logic 




Now that all of the individual pieces have been built and 
tested, they have to be integrated into a single system, Figure 4.1. 
As shown, the satellites are in the field of view of both the vehicle 
and reference receiver. A data link transmits information gathered 
by the reference and sends it to the SIM on board the vehicle. The 
SIM could also be contained in the reference; it depends on how the 
data are used. The SIM employs data supplied by the vehicle and 
reference to determine the vehicle speed and position. A Graphical 
User Interface, Figure 4.2, was built for the researcher to input 
parameters into the simulation and receive data from the simulation. 
Figure 4.1. Components of the Differencing GPS System 
63 
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Figure 4.2. The GUI 
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The Graphical Users Interface (GUI) was built using a GUI 
interface included in the Fortran software package. The GUI allows 
the user to set the vehicle position, speed, and direction. The user 
can set the sample rate of the system along with simulation start and 
stop times. The user can also degrade the Gold Code signal by 
corrupting its signal with a specified number of “bad” or wrong bits. 
The user can also specify when the wrong bits will start to occur, 
Figure 4.3. 
Figure 4.3. User Input Variables 
To operate the system, the user enters the system parameters; 
velocity, direction, start and stop time, sample rate, and the number 
of corrupted bits. The user then presses the go button and the 
simulation will run for the length of time specified by the start and 
stop times. When the stop time is reached, the system will stop and 
output the following: 
• What satellites are available and which satellites are being 






Figure 4.4. What Satellites are Available and Their Associated Angle 
with Respect to the User 
• The output of the neural network as it tries to identify 
which satellites transmitted the signals it processed, 
Figure 4.5. 
Figure 4.5. Actual Satellites Available (check boxes), and Neural 
Network Predictions for What Satellites are Available (values) 
• The True position on the WGS-84 globe and speed of the user. 
• The calculated values of position on the WGS-84 globe and 
speed by the Doppler system. 
• The calculated value of position on the WGS-84 globe from 
the classic triangulation system. 
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• The output of the Doppler and triangulation expert system 
and the ability to view the error between the true distance 
and calculated location on the WGS-84 Globe with the click 
of a button. The number of combinations available to each 
expert system is also displayed in the lower right hand 
corner, Figure 4.6. 




• A slider allows the user to compare true and calculated 
distances or errors of all combinations of satellites 
available, Figure 4.7. 
Figure 4.7. A Slider that Allows the Comparison of all Combinations 
of Available Satellites 
• Radio buttons that allow the user to check the Neural 
Network accuracy, Figure 4.8. 
Figure 4.8. Radio Buttons Allow the Checking of Each Individual 




• A display of the true distance from the reference point 
along with the distances calculated by the triangulation and 
Doppler algorithms in the earth fixed coordinate system. 
The information can be viewed with respect to the true or 
calculated reference point and the error between the true 
distance and calculated distances can be viewed with the 
click of a button, Figure 4.9. 
Figure 4.9. True, Triangulation, and Doppler in Earth-fixed 
Coordinate Distance from Reference Point 
• Display the true distance from the reference point along 
with the distances calculated by the triangulation and 
Doppler algorithms in the local fixed coordinate system and 
the ability to view the error with the touch of a of a 
button, Figure 4.10. 
Figure 4.10. True, triangulation, and Doppler in Local-fixed 





• The ability to view the calculated reference location with 
respect to the true reference location and easily see the 
error between the two with the click of a button, Figure 
4.11. 
Figure 4.11. True and Calculated Reference Location on the WGS-84 
Globe 
• The ability to plot any data generated in the simulation, 
Figure 4.12. 
Figure 4.12. Plot Button 
• Either as a function of time (line) or against any other 
data (scatter), Figure 4.13. 
If the user wishes to continue the simulation, the start button 
is again pressed and the simulation will pick up where it left off 
and run again for the set amount of time set by the user. No new 
data are displayed on the GUI until the simulation has reached its 
stop time. 
71 
Figure 4.13. Illustration of Plotting Methods 
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INPUTS TO THE GUI 
As illustrated in Figure 4.2, the user types in an initial 
velocity, in kilometers per hour, and a heading with zero degrees as 
true north. Velocity and heading can vary as a function of time to 
simulate velocity and heading changes. 
Orbiting satellites have their signals turned off until they 
are at the horizon of the earth with respect to the user. At this 
time their Gold Code is turned on, as is their navigation data. 
Encoded in the navigation data is information pertaining to the 
satellites rectangular position in space. The Gold Code is 
transmitted from the satellite to the earth bound receivers with 
errors introduced in the signal via random number generators. 
The user and reference GPS receivers preprocess their signals 
by using their neural network satellite identification software 
(NNSIS) to identify what satellites are transmitting the signals. The 
Doppler shift of each carrier wave is measured and the time taken for 
the signal to reach their respective receiver is calculated. This 
information is relayed to the SIM in the form of Data packets. The 
SIM uses the data packets and determines the user speed and position 
























HOW IT WORKS 
The GUI can be viewed in two ways, first it is the interface 
between the designer and the software, Figure 4.15. It could also be 
used in a real life mode as an interface between the “User” and the 
SIM. For right now, it will be used as an interface between the 
designer and the software. 
The designer inputs into the GUI: 
• The user position in longitude and latitude 
• By default the reference position is the same as the user 
position 
• Direction of travel with 0 being true north 
• Start time of the simulation, within a 24 hour period, in 
seconds 
• End time of the simulation, within a 24 hour period, in seconds 
• Sample rate of the system 
• Number of corrupted data bits imbedded in the GC 





















































Once the simulation has finished, the GUI displays, Figure 4.2: 
• Which satellites are available 
• Predictions of the NN 
• Position of the user using the triangulation method in both 
earth reference frame and local reference frame 
• Position of the user using the Doppler method in both earth 
reference frame and local reference frame 
• True position of the user 
• Speed of the user via the Doppler method 
• True speed of the user 
• Combinations found by the triangulation expert system 
• Combinations found by the Doppler expert system 
FORTRAN CORE 
The Fortran core is the heart of the simulation. It contains 
44 subroutines/functions and 27 common blocks. It takes the 
designer’s parameters and is responsible for simulating: 
• GPS satellite velocity and position in three dimensional space, 
• WGS-84 model of the earth 
• Orbit track of the 24 satellites 
• Ground track of the 24 satellites 
• Movement of the user 
• Gold Code emulation 
• Gold Code transmission 
• Navigation data transmission 











The Fortran core determines: 
• The rectangular and spherical relationship of the 
user/reference and satellite in 3 dimensional space. 
• The true velocity relationship between the user/reference 
receiver with each GPS satellite. 
• When a satellite is in view of the user/reference receivers 
• The angle between the user/reference receivers and the GPS 
satellites, think if it as the user/reference receivers are the 
center of a sphere and the angle to the satellite is Φ. 
• Up to seventy user positions using numerical analysis based on 
the time it takes for a signals to travel from four of the 
orbiting satellites to reach the user 
• The error of the user GPS clock using numerical analysis based 
on the time it takes for a signals to travel from four of the 
orbiting satellites to reach the user 
• Up to seventy user positions and velocities using numerical 
analysis based on the normalized Doppler effect on the carrier 
signal of the transmitting satellite. 
• The identity of the transmitting satellite through the use of 
Neural Networks 
• The user position and speed using an expert type system. The 
core makes available user speed and position along with 
satellite data for display on the GUI. 
CHAPTER V 
Simulations and Results 
DEVELOPING THE TEST 
To test the system, two simulations were run at twenty distinct 
points on the WGS-84 globe, resulting in forty total simulations. 
Each test ran for one simulation hour and emulated the path taken by 
a farm vehicle as it travels back and forth across a field, Figures 
5.1 and 5.2. The user and reference receivers are assigned a latitude 
and longitude; their height is predetermined by their location on the 
WGS-84 model of the earth. For testing purposes, hills and valleys 
have been introduced on the WGS-84 model of the earth by increasing 
and decreasing the local radius of the earth. An increase in radius 
results in a hill while a decrease results in a valley. The hills in 
the simulation resemble mesa’s more than a rolling terrain, but it 
still gives the effect of a dynamic elevation environment, Figure 
5.3. Even though some of the simulations occurred over a body of 
water, the idea is to measure the ability of the system to function 
in an environment of changing topology, direction. And having 
satellites appear and disappear from the view of the GPS system as 
the satellites travel across the sky. By using the twenty distinct 
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Figure 5.1. A Latitude/Longitude Plot of the Vehicle as it Travels 
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Figure 5.3. The “Hills” the Vehicle Encounters as it Traverses the 
Fields 
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The vehicle starts the simulation from a dead stop and 
accelerates to 10.8 KPH. After it has traveled for a set amount of 
time, it slows down to 5 KPH and executes a right or left-hand 180-
degree turn depending on which direction it is traveling, east/west 
or north/south. Once the vehicle has completed the full 180 degree 
turn, it again speeds up to 10.8 KPH. This process is repeated until 
the simulation is terminated. The WGS-84 model of the earth was 
altered to include hills for this simulation as stated previously. 
This was accomplished by increasing and decreasing the local radius 
of the earth by 10 meters over a set amount of time. This was done 
for two purposes: to simulate a changing terrain and to test the “z” 
component of the Doppler and triangulation methods. The vehicle 
starts at mean sea level and, after a fixed amount of time, it 
encounters its first hill. The slope of the hill increases and 
decreases at a rate of 0.173 meters per second. Rather than having 
the slope as a ratio of the vertical rise to a horizontal run, this 
time method was used to add variability to the system as the vehicle 
decelerated and accelerated. After 58 seconds has elapsed, the 
vehicle is at the plateau of the hill and stays at the plateau for 
another 10 minutes, thereafter, it descends the hill at a rate of 
0.173 meters per second until it has reached sea level. Ten minutes 
later, it encounters its next hill. Two orientations of travel were 
used. The first is a north/south direction where the vehicle starts 
north, designated as 0 degrees, travels the course as specified in 
the above paragraph. And the second where the vehicle starts in a 
eastward direction, designated as 90 degrees and again, travels the 
course as specified in the above paragraph. 
When the vehicle is traveling in the North/South direction, ten 
corrupted bits are introduced into each of the twenty four satellites 
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GC bit stream, Table 5.1, and fifteen corrupted bits are introduced 
into the GC bit stream in the East/West direction, Table 5.2. This 
was done to test the systems ability to correctly identify satellites 
in a dynamic environment where satellites will both appear and 
disappear from the users field of view while the GC is being 
corrupted. The same satellites will be in the field of view for the 
North/South and East/West directions. In theory, the signal with 10 
corrupted bits will be more easily recognized that that with 15 
corrupted bits. 
TABLE 5.1 
VEHICLE POSITION AND DIRECTION ASSOCIATED WITH 10 GC BIT CORRUPTION 




271.5 1.5 91.5 181.5 
-50.0 0/10 0/10 0/10 0/10 
-33.33 0/10 0/10 0/10 0/10 
0 0/10 0/10 0/10 0/10 
33.33 0/10 0/10 0/10 0/10 
50.0 0/10 0/10 0/10 0/10 
TABLE 5.2 
VEHICLE POSITION AND DIRECTION ASSOCIATED WITH 15 GC BIT CORRUPTION 




271.5 1.5 91.5 181.5 
-50.0 90/15 90/15 90/15 90/15 
-33.33 90/15 90/15 90/15 90/15 
0 90/15 90/15 90/15 90/15 
33.33 90/15 90/15 90/15 90/15 
50.0 90/15 90/15 90/15 90/15 
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SIMULATION RESULTS 
Data were taken of local x, y, and z error along with how well 
the neural networks correctly identified satellites that were in the 
field of view as the vehicle traversed its path. 
As predicted, the neural network had an easier time of 
correctly identifying the satellites with the 10 corrupted data bits 
in its GC bit stream than it did with 15 corrupted data bits in its 
GC bit stream. Table 5.3 illustrates the values output by the neural 
networks for all of the runs combined. An output value of 0.7 or 
above is considered a strong response by the neural network that the 
satellite is correctly identified. While 0.69 to 0.5 would be 
considered marginal and 0.49 to 2.9 would be considered weak. 
TABLE 5.3 
COMPLETE LIST OF NEURAL NETWORK PREDICTIONS 
0_10 90_15 
total Percent Total Percent
 1.0 to 0.9 549769 95.5137 508031 92.5800 
<0.9 to 0.8 24345 4.2296 35057 6.3885 
<0.8 to 0.7 1296 0.2252 3743 0.6821 
<0.7 to 0.6 136 0.0236 1361 0.2480 
<0.6 to 0.5 41 0.0071 478 0.0871 
<0.5 to 0.4 5 0.0009 54 0.0098 
<0.4 to 0.3 0 0.0000 19 0.0035 
<0.3 to 0.2 0 0.0000 5 0.0009 
<0.2 to 0.1 0 0.0000 0 0.0000 
<0.1 to 0.0 0 0.0000 0 0.0000 
When 10 bits were corrupted, 99.9685% of the GC signals were 
considered strong; with 15 bits corrupted, 99.6506% were considered 
strong. In the marginal area, when 10 bits were corrupted, only 
0.0307% of the signals fell in this area. With 15 corrupted bits, 
0.3351% of the signals were marginal. Still when both the strong and 
marginal regions are viewed, the 10 corrupted bits yield 99.9992% 
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correct identification; the 15 corrupted bits yield a percentage of 
99.9851%. This is a very good showing for the neural network system. 
Only 0.0009% of the 10 corrupted GC bits fall below the marginal area 
into the weak area and 0.0133% of the 15 corrupted bits are in the 
weak area. 0.0009% of the 15 corrupted GC bits fall below the weak 
area but when compared with the signals from other possible 
satellites, these satellites were correctly identified. 
The neural network produces outputs for all twenty-four 
satellites. The logic behind the use of the neural network is the 
output node with the highest values will be considered the satellite 
identified by the signal fed into the input nodes. In all cases the 
NN correctly identified the transmitting satellite even when the 
prediction values fall below 0.5. 
In theory, the node of the correctly identified satellite will 
have a value above 0.79, while all other nodes will be close to zero. 
In the event of a non-corrupted GC data bit stream, this will be 
true. When the GC bit stream is corrupted with bad data bits, then 
those nodes that should be zero will have values above zero, but not 
so high above zero that they are incorrectly singled out as the 
correct satellite. When all of the non-winning output nodes of the 
NN are observed, Table 5.4, the 10 corrupted bits input stream has 
99.9491% of its values below 0.1, and 99.9995% below 0.2. The bit 
stream with fifteen corrupted bits has 99.8022% of is values below 
0.1 and 99.9945% below 0.2. There were eighteen cases were the 
fifteen corrupted bits produced vales above 0.29 but they were not 
considered winners because they were below the highest valued node. 
And in the scheme of this system, the highest neural network output 
is considered the winner, no matter what its value is. 
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TABLE 5.4 
OUTPUT VALUES FOR ALL NODES 
0_10 90_15 
Sums Percent Sums Percent
 1.0 to 0.9 0 0.0000 0 0.0000 
<0.9 to 0.8 0 0.0000 0 0.0000 
<0.8 to 0.7 0 0.0000 0 0.0000 
<0.7 to 0.6 0 0.0000 0 0.0000 
<0.6 to 0.5 0 0.0000 0 0.0000 
<0.5 to 0.4 0 0.0000 0 0.0000 
<0.4 to 0.3 0 0.0000 18 0.0015 
<0.3 to 0.2 6 0.0005 47 0.0040 
<0.2 to 0.1 625 0.0504 2270 0.1923 
<0.1 to 0.0 1239089 99.9491 1177877 99.8022 
Table 5.5 breaks down the output of the NN for each latitude, 
longitude, and vehicle direction for 10 corrupted bits. An overlap 
of numbers in the same column could show an instance of a wrong 
prediction. At no time does the NN exhibit this quality when ten 
bits are corrupted. 
As seen in Table 5.6, when fifteen bits are corrupted, the 
phoneme of non-zero values in the same columns for the same 
lat_long_position occurs at four instances: -33_271.5_90, 
-50_271.5_90, 33_91.5_90, and 50_91.5_90. The logic behind this 
naming scheme is: latitude_longitude_initial direction. Therefore 
–33_271.5_90 would mean -33 latitude, 271.5 longitude and an 
east/west direction. The darker rows represent the value for the 
highest valued output node; the light row represents all other node 
values. When two non-zero values occur in the same column, then 
there is a reason to suspect that an incorrect satellite has been 
identified as the transmitting satellite. This overlap occurs four 
times in the 0.3 column and twice in the 0.2 column. These 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The individual responses for each satellite were then inspected 
for the six overlap occurrences. The data are exhibited in Figures 
5.4 through 5.7 in a scatter plot format. The x-axis corresponds to 
a perfect prediction and the y-axis is the output of the neural 
network for the entire simulation. In a perfect world, the neural 
network will produce twenty-three 0 outputs and one 1 output and all 
of the points on the plot would be concentrated at (0,0) and (1,1), 
respectively. But since the data bits are corrupted and the neural 
network is just a predictor, the values that should be 0 will be 
slightly higher than zero and, likewise, the values that should be 1 
will be slightly less than 1. The two satellites that appear to 
overlap at –33_271_90 are e2 and e4. If a value in x equals 0 axis 
is higher than a value in the x equals 1 axis, the satellite 
associated with the value in the x equals 0 will be misidentified as 
a satellite in the field of view when it is not. Figure 5.4 shows 
the output for satellites e4 and e2. Satellite e4 was in sight of 
the vehicle for the entire simulation, hence all of the values are in 
the 1’s column. It had two values between 0.3 and 0.4. Satellite e2 
was never in the view of the vehicle, yet it has non-zero values. 
One of its values was greater than 0.3. This explains the reason for 
the overlapping values in the 0.3 column. And the values in e2’s x 
equal 0 axis are never higher than e4’s x equals 1 axis. 
Satellites e2 and e4 are also in the field of view of the 
vehicle when it is at –50_271.5_90 and the NN exhibits similar 
results as it did when the vehicle was at –33_271.5_90, Figure 5.5. 
The same conclusions can be drawn as stated above, except that now e4 
















0 0.2 0.4 0.6 0.8 1 1.2 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
x x 














0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 0 0.2 0.4 0.6 0.8 1 1.2 
xx xx 
Figure 5.5.  Output of NN for Satellites e4 and e2 when the Vehicle 
is at –50_271.5_90 
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On the other side of the globe, at longitude 91.5, four 
instances of overlapping column data raise a concern of satellites 
being misidentified at 50 and 33 latitude. Figures 5.6 and 5.7 show 
the results of the output of the NN associated with the satellites. 
Satellites f4 and a1 are those in question. Satellite a1 is not in 
the field of view of the vehicle, hence the reason all data are in 
the x-axis 0 column. The highest value output by the NN is between 
0.3 and 0.4. Satellite f4 is both in and out of view of the vehicle. 
When it is in view, when the x-axis is equal to 1, its lowest value 
is below 0.3. When it is out of view, when the x-axis is 0, its 
highest value is less than 0.2. So, although Table 5.6 highlights a 
concern of misidentified satellites, upon further inspection, this is 
not the case. A program was written to compare satellites for 
















0 0.2  0.4  0.6  0.8 1 1.2  0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
xx xx 
Figure 5.6.  Output of NN for satellites f4 and a1 when the Vehicle 














0 0.2 0.4 0.6 0.8 1 1.2 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 
xx x 
Figure 5.7.  Output of NN for Satellites f4 and a1 when the Vehicle 
is at 50.0_91.5_90 
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DOPPLER SPEED AND POSITION AND ITS EXPERT SYSTEM 
In theory, the Expert systems should yield a robust system in a 
dynamic environment, by the nature of their design. The simulation 
was tailored to test this theory. Tables 5.7 and 5.8 illustrate which 
satellites are used by the system for specific locations on the 
globe. The first column of the tables signifies where on the globe 
the vehicle operated. The second column shows what satellites were 
used during the simulation. The third and fourth columns show what 
satellites were dropped and added during the simulation respectively. 
The fourth column shows the progression of how many satellites were 
available to the system for computing velocity and direction. And 
lastly, the fifth column shows how many total satellites were used. 
As seen in the tables, this was a very dynamic satellite 
environment, the worst case saw six transitions at 50_91.5_0, 
50_91.5_90, -50_91.5_0, and -50_91.5_90. And in eight cases only, six 
satellites were available at one point in the simulation. The two 
tables show the same satellites were used in the North/South and 
East/West test runs, as they should be. The only difference between 
the two simulations was the orientation of the vehicle as it 
traversed the field and the number of corrupted bits in the GC data 
stream. If the satellites were not identical, then this would have 
signified an error in the simulation. The only differences in the 
tables are when satellites are available and not available for use, 
columns three and four. 
Tables 5.9 and 5.10 pertain to the Doppler expert system. Once 
again, column one signify where on the globe the vehicle operated. 
Column two illustrates the maximum position error that was obtained 
during the simulation for that location on the globe. 
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TABLE 5.7 
SATELLITE PROGRESSION AS THE VEHICLE TRAVELING IN THE NORTH/SOUTH 
DIRECTION 
lat/long/direction sats_used sats_dropped sats_added progression total_used 
50.0_1.5_0 a2  a3 a4 b1 c2 c3 e1 e3 f3 f4 a2 (52 ) e1 (519 ) a3 (1102)  e3 (1088) 8 7 6 7 8 10 
33.3_1.5_0 a3  a4 b1 c2 c3 e1 f3 f4 e1 (3308) a3 (1590) 7 8 7 8 
0.0_1.5_0 a4  b1 b3 c2 c3 d2 e1 f3 f4 b1 (1149) b3 (1149) 8 9 
-33.3_1.5_0 b3  c2 c3 c4 d2 e1 f1 f3 f4 c2 (2508) f1 (3518) f3 (3588) 8 7 6 7 9 
-50.0_1.5_0 b3  c2 c3 c4 d2 e1 e2 f1 f4 c2 (460 )  e2 (364 ) f4 (2119) 8 7 6 7 9 
50.0_91.5_0 a2  a4 b1 c1 c2 c3 d3 e3 e4 f3 f4 e3 (2698)  f3 (3213) f4 (2105) a4 (3213) c3 (3117) e4 (2105) 8 7 8 11 
33.3_91.5_0 a2  b1 c1 c2 c3 d3 e2 e4 f4 f4 (1729) c3 (2406)  e2 (1729) 7 8 9 
0.0_91.5_0 a2  b1 b2 c2 d2 d3 e2 e4 f1 b2 (2215) d2 (2215) 8 9 
-33.3_91.5_0 a1  a2 b2 b4 d2 e2 e4 f1 a1 (2721) none 8 7 8 
-50.0_91.5_0 a1  a2 b2 b4 c3 d2 e1 e2 e4 f1 c3 (1260) e4 (2986) f1 (1224) c3 (1224) e1 (2987) f1 (1260) 8 7 8 10 
50.0_181.5_0 b1  b2 c1 d1 d3 e3 e4 f2 b2 (1961) e4 (1903) 7 8 7 8 
33.3_181.5_0 b2  b4 c1 d1 d3 e3 e4 f2 b4 (2529) none 8 7 8 
0.0_181.5_0 a1  b2 b4 c1 d1 d3 e3 e4 f2 e3 (895 ) d3 (896 ) 8 7 8 9 
-33.3_181.5_0 a1  b2 b4 c1 c4 e2 e4 f1 f2 c4 (2322) c1 (2341)  f1 (749 ) 7 8 7 8 9 
-50.0_181.5_0 a1  b2 b4 c4 e2 e4 f1 f2 none none 8 8 
50.0_271.5_0 a3  a4 b1 c1 d1 d4 e3 f2 f3 b1 (1162)  c1 (3357) f2 (3117) 8 7 8 7 9 
33.3_271.5_0 a3  a4 b3 d1 d4 e3 f2 f3 none b3 (1342)  f2 (2406) 6 7 8 8 
0.0_271.5_0 a3  a4 b3 c4 d1 d4 e3 f2 f3 d4 (228 )  f3 (149 ) e3 (149 )  f3 (232) 8 7 8 9 
-33.3_271.5_0 a1  a3 b3 b4 c4 d1 d4 e1 f2 f2 (3239) b4 (3239)  d1 (871 ) 7 8 9 
-50.0_271.5_0 a1  a3 b3 b4 c4 d1 d2 d4 e1 f2 a3 (3297)  d2 (2430) b4 (3281)  d1 (6336) 8 7 8 7 8 10 
TABLE 5.8 
SATELLITE PROGRESSION AS THE VEHICLE TRAVELING IN THE EAST/WEST 
DIRECTION 
lat/long/direction sats_used sats_dropped sats_added progression total_used 
50.0_1.5_90 a2 a3 a4 b1 c2 c3 e1 e3 f3 f4 a2 (52 ) e1 (519 ) a3 (1102) e3 (1088) 8 7 6 7 8 10 
33.3_1.5_90 a3 a4 b1 c2 c3 e1 f3 f4 e1 (3308) a3 (1589) 7 8 7 8 
0.0_1.5_90 a4  b1 b3 c2 c3 d2 e1 f3 f4 b1 (1149) b3 (1149) 8 9 
-33.3_1.5_90 b3 c2 c3 c4 d2 e1 f1 f3 f4 c2 (2508)  f1 (3518) f3 (3589) 8 7 6 7 9 
-50.0_1.5_90 b3 c2 c3 c4 d2 e1 e2 f1 f4 c2 (460 ) e2 (364 ) f4 (2119) 8 7 6 7 9 
50.0_91.5_90 a2 a4 b1 c1 c2 c3 d3 e3 e4 f3 f4 e3 (2697)  f3 (3213) f4 (2105) a4 (3213) c3 (3116) e4 (2105) 8 7 8 11 
33.3_91.5_90 a2 b1 c1 c2 c3 d3 e2 e4 f4 f4 (1729) c3 (2406) e2 (1729) 7 8 9 
0.0_91.5_90 a2 b1 b2 c2 d2 d3 e2 e4 f1 b2 (2215) d2 (2215) 8 9 
-33.3_91.5_90 a1 a2 b2 b4 d2 e2 e4 f1 a1 (2721) none 8 7 8 
-50.0_91.5_90 a1 a2 b2 b4 c3 d2 e1 e2 e4 f1 c3 (1260) e4 (2986) f1 (1224) c3 (1224) e1 (2986) f1 (1260) 8  10  
50.0_181.5_90 b1 b2 c1 d1 d3 e3 e4 f2 b2 (1961) e4 (1903) 7 8 7 8 
33.3_181.5_90 b2 b4 c1 d1 d3 e3 e4 f2 b4 (2529) none 8 7 8 
0.0_181.5_90 a1 b2 b4 c1 d1 d3 e3 e4 f2 e3 (895 ) d3 (895 ) 8 9 
-33.3_181.5_90 a1 b2 b4 c1 c4 e2 e4 f1 f2 c4 (2322) c1 (2342) f1 (749 ) 7 8 7 8 9 
-50.0_181.5_90 a1 b2 b4 c4 e2 e4 f1 f2 none none 8 8 
50.0_271.5_90 a3 a4 b1 c1 d1 d4 e3 f2 f3 b1 (1162)  c1 (3357) f2 (3116) 8 7 8 7 9 
33.3_271.5_90 a3 a4 b3 d1 d4 e3 f2 f3 none b3 (1342) f2 (2406) 6 7 8 8 
0.0_271.5_90 a3 a4 b3 c4 d1 d4 e3 f2 f3 d4 (229 )  f3 (149 ) e3 (149 )  f3 (229) 8 9 
-33.3_271.5_90 a1 a3 b3 b4 c4 d1 d4 e1 f2 f2 (3239) b4 (3239)  d1 (871 ) 7 8 9 
-50.0_271.5_90 a1 a3 b3 b4 c4 d1 d2 d4 e1 f2 a3 (1648) d2 (1215) b4 (1640) d1 (3168) 8 7 8 7 8 10 
       
       
         
       
      
     
     
       
    
    
      
      
     
     
     
      
      
     
     
     
       
       
      
     
     
   
   
       
 
 
   
   
   
  
  
   
   






















 MAXIMUM POSITION AND VELOCITY ERRORS FOR DOPPLER SYSTEM, VEHICLE 
TRAVELING IN THE NORTH/SOUTH DIRECTION 
lat/long/direction Position error (mm) max_expert min_expert max_vel_error Min_vel_error max_sat Min_sat 
50.0_1.5_0 0.9493 69 13 0.00E+00 0.00E+00 8 6 
33.3_1.5_0 1.6823 69 18 0.00E+00 0.00E+00 8 7 
0.0_1.5_0 1.811 69 46 0.00E+00 0.00E+00 8 8 
-33.3_1.5_0 1.2409 69 12 0.00E+00 0.00E+00 8 6 
-50.0_1.5_0 1.3564 69 9 1.00E-10 0.00E+00 8 6 
50.0_91.5_0 1.614 69 24 0.00E+00 0.00E+00 8 7 
33.3_91.5_0 1.3275 69 7 2.00E-10 0.00E+00 8 7 
0.0_91.5_0 0.8062 69 42 0.00E+00 0.00E+00 8 8 
-33.3_91.5_0 2.8334 69 23 1.00E-10 0.00E+00 8 7 
-50.0_91.5_0 2.7455 69 42 0.00E+00 0.00E+00 8 7 
50.0_181.5_0 1.2021 69 20 1.00E-10 0.00E+00 8 7 
33.3_181.5_0 2.5503 69 23 1.00E-10 0.00E+00 8 7 
0.0_181.5_0 0.9127 69 35 0.00E+00 0.00E+00 8 7 
-33.3_181.5_0 2.2989 69 24 1.00E-10 0.00E+00 8 7 
-50.0_181.5_0 2.7817 69 37 0.00E+00 0.00E+00 8 8 
50.0_271.5_0 1.2059 69 19 1.00E-10 0.00E+00 8 7 
33.3_271.5_0 1.1164 69 7 3.00E-10 0.00E+00 8 6 
0.0_271.5_0 0.9092 69 41 1.00E-10 0.00E+00 8 7 
-33.3_271.5_0 0.8001 69 18 1.00E-10 0.00E+00 8 7 
-50.0_271.5_0 1.405 69 9 1.13E+00 0.00E+00 8 7 
TABLE 5.10
 MAXIMUM POSITION AND VELOCITY ERRORS FOR DOPPLER SYSTEM, VEHICLE 
TRAVELING IN THE EAST/WEST DIRECTION 
lat/long/direction position error (mm) max_expert min_expert max_vel_error min_vel_error max_sat min_sat 
50.0_1.5_90 1.2342 69 9 1.00E-10 0.00E+00 8 6 
33.3_1.5_90 2.4865 69 24 1.00E-10 0.00E+00 8 7 
0.0_1.5_90 6.7279 69 39 0.00E+00 0.00E+00 8 8 
-33.3_1.5_90 3.5251 69 14 0.00E+00 0.00E+00 8 6 
-50.0_1.5_90 1.0558 69 8 1.00E-10 0.00E+00 8 6
  50.0_91.5_90 1.4525 69 26 0.00E+00 0.00E+00 8 7
  33.3_91.5_90 1.8645 69 7 1.00E-10 0.00E+00 8 7 
0.0_91.5_90 0.9095 69 33 0.00E+00 0.00E+00 8 8
   -33.3_91.5_90 2.3853 69 17 1.00E-10 0.00E+00 8 7 
-50.0_91.5_90 2.5861 69 36 0.00E+00 0.00E+00 8 8 
50.0_181.5_90 2.0052 69 25 1.00E-10 0.00E+00 8 7 
33.3_181.5_90 1.8243 69 17 0.00E+00 0.00E+00 8 7 
0.0_181.5_90 6.8166 69 35 0.00E+00 0.00E+00 8 8 
-33.3_181.5_90 1.1742 69 28 0.00E+00 0.00E+00 8 7 
-50.0_181.5_90 1.7784 69 43 0.00E+00 0.00E+00 8 8 
50.0_271.5_90 1.7608 69 21 1.00E-10 0.00E+00 8 7 
33.3_271.5_90 1.019 69 8 2.00E-10 0.00E+00 8 6
 0.0_271.5_90 6.0021 69 35 0.00E+00 0.00E+00 8 8 
-33.3_271.5_90 1.4444 69 25 1.00E-10 0.00E+00 8 7 
-50.0_271.5_90 0.8502 69 5 0.00E+00 0.00E+00 8 7 
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Column three shows the maximum number of combinations the 
expert system was able to match while column number four shows the 
minimum number. Column five shows the maximum velocity error and 
column six the minimum. Columns seven and eight show the maximum and 
minimum satellites available to the expert system. 
The worst position error occurred at –33.3_91.5_0, 2.8334 
millimeters, for the North/South system, and 0.0_181.5_90, 6.8166 
millimeters, for the East/West system. There does not seem to be a 
correlation between these errors and the number of available 
satellites. At location –33.3_91.5_0, only one transition occurred, 
from eight to seven, when a satellite was dropped 2721 seconds into 
the simulation. The minimum number of combinations that were 
considered identical computed by the expert system was 23 in this 
case. In comparison, this is a larger number of combinations than 
that of 33.3_91.5_0, whose error was less. And can only be attributed 
to the geometry of the satellites with respect to the vehicle in the 
two locations. Figures 5.8 and 5.9 show no correlation between the 
number of combinations of identical values found by the expert system 
and the maximum error. Likewise, at location 0.0_181.5_90, a single 
satellite transition occurred 895 seconds into the simulation, e3 
dropped out and d3 was added. But it had the worst position accuracy 
of the East/West simulations. The minimum number of identical 
combinations the expert system was able to find was 35, far larger 
than the 5 combinations at –50.0_271.5_90. Again, Figures 5.10 and 
5.11 show no correlation between the number of combinations of 
identical values found by the expert system and the maximum error. 
Once again, the errors can be attributed to satellite orientation 












0 500 1000 1500 2000 2500 3000 3500 4000 
time (sec) 
Figure 5.8. Maximum Position Doppler Error as a Function of Time, 
Vehicle Traveling in the North/South Direction 
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Figure 5.9. Number of Matching Values as Determined by the Doppler 
Expert System as a Function of Time, Vehicle Traveling in the 
North/South Direction 
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Figure 5.10. Maximum Position Doppler Error as a Function of Time, 
Vehicle Traveling in the East/West Direction 
  
 
Expert Doppler Combinations 0.0_181.5_90 











Figure 5.11. Number of Matching Values as Determined by the Doppler 
Expert System as a Function of Time, Vehicle Traveling in the 
East/West Direction 
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the system. This part of the simulation was designed to exercise the 
robustness of the expert system. 
The expert system for the Doppler system proved to be very 
robust, it was able to logically decide what value was valid even 
with few position values being identical. At no time did it return 
an invalid position value even when the satellites were added and 
dropped from the system. 
TRIANGULATION POSITION AND ITS EXPERT SYSTEM 
The triangulation method of determining user position is 
utilized for both the vehicle and the reference receiver. 
Consequently, the vehicle and reference with be discussed in this 
section. Tables 5.11 and 5.12 exhibit data for both the vehicle and 
reference receiver. Column one gives the initial location on the 
WGS-84 Globe for both the reference and vehicle along with the 
initial vehicle heading. Column two shows the maximum position error 
the vehicle obtained as it traveled its course. Column three shows 
the maximum number of combinations obtained by the expert system for 
the vehicle triangulation method, and column four shows the minimum 
number. Column five shows the maximum position error the reference 
receiver obtained as it stood in its fixed position and tracked the 
satellites. Column six shows the maximum number of combinations 
obtained by the expert system for the reference triangulation method, 
and column seven shows the minimum number. 
       
       
      
   
   
       
    
    
     
     
     
     
      
      
        
     
     
    
    




























MAXIMUM POSITION ERROR FOR TRIANGULATION SYSTEM, VEHICLE TRAVELING IN 
THE NORTH/SOUTH DIRECTION 
Triangulation Reference 
lat/long/direction position error(mm) max_expert min_expert position error(mm) max_expert min_expert max_sat min_sat
 50.0_1.5_0 0.1724 69 10 0.01528 69 14 8 6
 33.3_1.5_0 0.2859 69 18 0.01733 69 34 8 7
   0.0_1.5_0 0.2573 69 34 0.02291 69 69 8 8
    -33.3_1.5_0 0.1781 69 14 0.00488 69 14 8 6
    -50.0_1.5_0 0.2308 69 7 0.02167 69 14 8 6
       50.0_91.5_0 0.2127 69 16 0.01306 69 34 8 7
       33.3_91.5_0 0.5822 69 8 0.15016 69 14 8 7
 0.0_91.5_0 0.1233 69 34 0.03094 69 68 8 8
  -33.3_91.5_0 0.2365 69 7 0.03382 69 14 8 7
  -50.0_91.5_0 0.3335 69 7 0.01841 69 14 8 7
      50.0_181.5_0 0.1294 69 17 0.00898 69 33 8 7
      33.3_181.5_0 0.2198 69 16 0.00572 69 34 8 7
       0.0_181.5_0 0.1445 34 13 0.01048 34 34 8 7 
-33.3_181.5_0 0.2821 34 4 0.03483 34 4 8 7 
-50.0_181.5_0 0.2235 68 8 0.02296 69 14 8 8
      50.0_271.5_0 0.223 69 17 0.0041 69 33 8 7
      33.3_271.5_0 0.4551 69 8 0.07487 69 14 8 6
       0.0_271.5_0 0.1453 69 35 0.09547 69 68 8 7 
-33.3_271.5_0 0.4332 69 14 0.00958 69 14 8 7 
-50.0_271.5_0 0.2875 69 2 0.00454 69 2 8 7 
TABLE 5.12 
MAXIMUM POSITION ERROR FOR TRIANGULATION AND REFERENCE SYSTEM, 
VEHICLE TRAVELING IN THE EAST/WEST DIRECTION 
Triangulation Reference 
lat/long/direction position error(mm) max_expert min_expert position error(mm) max_expert min_expert max_sat Min_sat 
50.0_1.5_90 0.2647 69 7 0.01974 69 14 8 6 
33.3_1.5_90 0.2185 69 17 0.03116 69 34 8 7 
0.0_1.5_90 0.2962 69 20 0.01089 69 68 8 8 
-33.3_1.5_90 0.2071 69 10 0.00758 69 14 8 6 
-50.0_1.5_90 0.2765 69 7 0.02012 69 14 8 6 
50.0_91.5_90 0.1674 69 17 0.00996 69 34 8 7 
33.3_91.5_90 0.3742 69 8 0.15072 69 14 8 7 
0.0_91.5_90 0.1353 69 29 0.1117 69 68 8 8 
-33.3_91.5_90 0.2961 69 8 0.01983 69 14 8 7 
-50.0_91.5_90 0.2482 69 7 0.00242 69 14 8 8 
50.0_181.5_90 0.1629 69 17 0.00782 69 34 8 7 
33.3_181.5_90 0.1503 69 17 0.00936 69 34 8 7
 0.0_181.5_90 0.399 34 15 0.01905 34 34 8 8 
-33.3_181.5_90 0.2058 34 4 0.03229 34 4 8 7 
-50.0_181.5_90 0.2314 69 8 0.02106 69 14 8 8 
50.0_271.5_90 0.2129 69 12 0.00365 69 33 8 7 
33.3_271.5_90 0.3441 69 8 0.07552 69 14 8 6
 0.0_271.5_90 0.2684 69 33 0.0769 69 68 8 8 
-33.3_271.5_90 0.2772 69 14 0.00784 69 14 8 7 
-50.0_271.5_90 0.1902 69 2 0.00134 69 2 8 7 
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The stationary reference shows extremely good position accuracy 
even when only two values can be matched by the expert system, at 
-50_271.5_0 and –50_271.5_90. The worst error occurred at 33.3_91.5_0 
and 33.3_91.5_90. It would be thought that the position error values 
would be the same for both locations. 
If the solution to resolving position using a closed form had 
been implemented, this would be the case. But since an iterative 
technique, Newton-Raphson, was used, differences in the final 
solution of consecutive runs in this dynamic environment can and will 
be seen. An error of 0.15 millimeters is acceptable. Once again, 
there is no correlation between the number of identical values found 
by the expert system and ultimate system accuracy. System accuracy 
is a function of satellite geometry with respect to the receiver. 
Much like the stationary reference receiver, the triangulation 
method used by the vehicle achieved sub-millimeter accuracy. Again, 
there was no correlation between the minimum number of identical 
matches found by the expert system and system position accuracy. As 
with the stationary reference receiver, locations 33.3_91.5 and 
33_271.5 had four of the five the largest position errors. The 
exception between the two systems occurred at 0.0_181.5_90, where the 
vehicle triangulation system recorded the third largest error of 
0.399 millimeters. 
COMPARISON OF POSITION ERROR BETWEEN THE DOPPLER AND TRIANGULATION 
METHODS 
Tables 5.13 and 5.14 show how the two position techniques 
compare. It’s readily seen that the position errors of the 
triangulation method are smaller than the Doppler method. As the 
vehicle travels in the north/south direction, errors between the two 
methods range from a factor of 1.84695 at –33.3_271.5_0 to 12.4461 at 
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–50_181.5_0. As the vehicle travels in the east/west direction, 
errors between the two methods range from a factor of 2.9613 at 
33.3_271.5_90 to 22.7140 at 0.0_1.5_90. Whether or not this error is 
relevant cannot be determined in this simulation. 
The true measure of systems accuracy can only be determined in 
a real world environment. The Doppler technique did work and 
although its position error was greater than a classic triangulation 
method, it did produce millimeter accuracy. 
        
        
       
       
       
        
 
   
   
      
  
  
    
    
   
   
   
     
     
    
   
   
     
     
    
   
   
  
       
       
      
      
      
      
       
     
     
      
      
       
     
     
    
    
  
    
    
  
  







MAXIMUM POSITION ERROR FOR DOPPLER, TRIANGULATION, AND REFERENCE 
SYSTEM, VEHICLE TRAVELING IN THE NORTH/SOUTH DIRECTION 
Doppler Triangulation Reference 
lat/long/direction position error(mm) min_expert position error(mm) min_expert position error(mm) min_expert 
50.0_1.5_0 0.9493 13 0.1724 10 0.01528 14 
33.3_1.5_0 1.6823 18 0.2859 18 0.01733 34 
0.0_1.5_0 1.811 46 0.2573 34 0.02291 69 
-33.3_1.5_0 1.2409 12 0.1781 14 0.00488 14 
-50.0_1.5_0 1.3564 9 0.2308 7 0.02167 14 
50.0_91.5_0 1.614 24 0.2127 16 0.01306 34 
33.3_91.5_0 1.3275 7 0.5822 8 0.15016 14 
0.0_91.5_0 0.8062 42 0.1233 34 0.03094 68 
-33.3_91.5_0 2.8334 23 0.2365 7 0.03382 14 
-50.0_91.5_0 2.7455 42 0.3335 7 0.01841 14 
50.0_181.5_0 1.2021 20 0.1294 17 0.00898 33 
33.3_181.5_0 2.5503 23 0.2198 16 0.00572 34 
0.0_181.5_0 0.9127 35 0.1445 13 0.01048 34 
-33.3_181.5_0 2.2989 24 0.2821 4 0.03483 4 
-50.0_181.5_0 2.7817 37 0.2235 8 0.02296 14 
50.0_271.5_0 1.2059 19 0.223 17 0.0041 33 
33.3_271.5_0 1.1164 7 0.4551 8 0.07487 14 
0.0_271.5_0 0.9092 41 0.1453 35 0.09547 68 
-33.3_271.5_0 0.8001 18 0.4332 14 0.00958 14 
-50.0_271.5_0 1.405 9 0.2875 2 0.00454 2 
TABLE 5.14
 MAXIMUM POSITION ERROR FOR DOPPLER, TRIANGULATION, AND REFERENCE 
SYSTEM, VEHICLE TRAVELING IN THE EAST/WEST DIRECTION 
Doppler Triangulation Reference 
lat/long/direction position error(mm) min_expert position error(mm) min_expert position error(mm) min_expert 
50.0_1.5_90 1.2342 9 0.2647 7 0.01974 14 
33.3_1.5_90 2.4865 24 0.2185 17 0.03116 34 
0.0_1.5_90 6.7279 39 0.2962 20 0.01089 68 
-33.3_1.5_90 3.5251 14 0.2071 10 0.00758 14 
-50.0_1.5_90 1.0558 8 0.2765 7 0.02012 14 
50.0_91.5_90 1.4525 26 0.1674 17 0.00996 34 
33.3_91.5_90 1.8645 7 0.3742 8 0.15072 14 
0.0_91.5_90 0.9095 33 0.1353 29 0.1117 68 
-33.3_91.5_90 2.3853 17 0.2961 8 0.01983 14 
-50.0_91.5_90 2.5861 36 0.2482 7 0.00242 14 
50.0_181.5_90 2.0052 25 0.1629 17 0.00782 34 
33.3_181.5_90 1.8243 17 0.1503 17 0.00936 34 
0.0_181.5_90 6.8166 35 0.399 15 0.01905 34 
-33.3_181.5_90 1.1742 28 0.2058 4 0.03229 4 
-50.0_181.5_90 1.7784 43 0.2314 8 0.02106 14 
50.0_271.5_90 1.7608 21 0.2129 12 0.00365 33 
33.3_271.5_90 1.019 8 0.3441 8 0.07552 14 
0.0_271.5_90 6.0021 35 0.2684 33 0.0769 68 
-33.3_271.5_90 1.4444 25 0.2772 14 0.00784 14 
-50.0_271.5_90 0.8502 5 0.1902 2 0.00134 2 
CHAPTER VI 
CONCLUSION 
A software model of the WGS-84 definition of the earth was 
constructed using information from Kaplan [12]. The model, in its 
simplistic form, is that of a three dimensional ellipsoid. 
Conversions from spherical to rectangular and rectangular to 
spherical coordinate system were presented. 
The GPS constellation is composed of 24 orbiting satellites 
arranged in 6 equal distance orbits with 4 satellites in each orbit. 
Each satellite travels a path that is slanted at 55 degrees off of 
the equator. The period of each satellite is 11 hours, 58 minutes 
and they travel in the same direction as the earth’s rotation. By 
the time the earth has completed one period, the satellites have 
completed two periods in the same amount of time. This results in a 
satellite ground track that has two complete periods. The orbits are 
arranged such that at least four satellites will be in view of a GPS 
receiver at any time, anywhere on the face of the earth. Although in 
the Polar Regions, no satellite will pass directly overhead. The 55-
degree inclination means that only those GPS receivers between 
positive 55 degrees latitude and –55 degrees latitude will have 
satellites passing directly overhead. Each satellite in the GPS 
constellation was modeled with a period of 12 hours for simplicity. 
The great attention to detail was given to the orbits of the 
satellites to ensure a high degree of accuracy in their position 
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and velocity. For identification, each satellite generates its own 
unique 1023 bit data stream at 1.023 MHz called Gold Code. This 
information, along with Navigation Data, is transmitted on a 1575.42 
MHz carrier wave. There are 1540 carrier cycles per identification 
data bit. Gold Code is generated using Exclusive-Or gates and Shift 
registers. Information taken from Kaplan was used to construct the 
model of the Gold Code generator. The navigation data contains 
information about the satellites clock, ephemeris, and almanac. 
This concluded the software modeling of the WG-84 model of the 
earth, the GPS satellite constellation, and the identification 
signature signals. These models were used to build an intelligent 
GPS system. This system uses a GPS Differencing system. The basis 
behind this approach is to determine the user’s location with respect 
to a reference point rather than trying to determine the users exact 
location on the earth. This has an advantage to negating all normal 
GPS errors but the receivers internal clock error with respect to the 
atomic clock on board each GPS satellite. 
A point of failure for this approach is if the reference and 
user receivers do not have access to the same satellites. A quick 
satellite identification algorithm based on neural networks was 
developed for this purpose. The neural network has 22 input neurons, 
44 hidden neurons, and 24 output neurons. The tool used for training 
the neural network was SNNS. The network is a backpropogation neural 
network. It was trained with both unadulterated and adulterated Gold 
Code. More adulterated Gold Code could have been used, but it would 
have resulted in a larger training set and a longer training time 
with similar results. The trained neural network was replicated in 
Fortran using the same weights and biases developed by SNNS. 
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Two techniques were utilized to determine the user position 
with respect to a reference. The first method, triangulation, 
utilized a classic method of determining a user position by measuring 
the transport time of signals generated by four satellites and 
knowing the satellites position. The equations were set up and 
solved by numerical methods using Newton-Raphson. This method also 
gives the clock error between the users receiver and the transmitting 
satellites. A control algorithm was developed to reduce this error 
to zero. 
The second technique measures the difference in the carrier 
wave Doppler shift between a stationary reference and a moving 
vehicle by four satellites to determine the user speed and location. 
The location is setup as x, y, and z coordinates, and the speed is in 
meters per second. This gives four unknowns and four equations. The 
equations were nonlinear in nature and were solved by numerical 
methods using Newton-Raphson. 
At the heart of the Differencing GPS system is the SIM, or 
System Integration Manager. The SIM takes the data stream from the 
reference and user receiver and is responsible for position, speed, 
and clock error calculations. It also has expert systems that 
determine the user position and speed. If the same eight satellites 
are available to the user and reference, then the triangulation 
method yields 70 combinations of positions and clock errors. Should 
the user be moving, then the Doppler method also produces 70 
combinations of positions and 70 combinations of speed. 
This information is fed into the expert systems and they alone 
determine the user position, speed, and clock error. 
To run the simulation, a Graphical User Interface (GUI) was 
built. This GUI communicates with the Fortran core. The simulation 
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user (SU) inputs the latitude and longitude of the user/reference, 
the speed and heading of the user, and the time of day. 
The GUI will graphically display the satellites that are in 
“view” of the receivers, the user and each will move as a function of 
time. There are digital displays of true speed and positions along 
with calculated user speed and position. The user’s speed as seen by 
the satellites along with the normalized Doppler effect will also be 
displayed, as are the outputs of the twenty-four output neurons.
 Running forty separate simulations tested the accuracy of the 
total system. These simulations took place at twenty distinct points 
on the WGS-84 Globe with the vehicle running in an East/West and 
North/South course. The course also included hills to test the 
system in a dynamic x, y, and z environment. When the vehicle was 
running the North/South course, ten bits of the GC data stream were 
randomly corrupted. Fifteen bits of the GC data stream were corrupted 
when running the East/West course. 
In all forty simulations, the NN was able to correctly identify 
which satellite was transmitting the signal that was both reaching 
the vehicle and reference receiver. And although some of its 
predictions were less than optimal, it did perform its task in a 
perfect manner. 
When the Doppler and triangulation methods were compared, it 
was found that the triangulation method did produce smaller position 
errors than the Doppler method, but both produced errors in the 
millimeter range. This may or may not be realistic in a real world 
environment, but if the errors had been in the meter range then the 
whole simulation would have been suspect. This is after all a 




It is the hope of this author that a person or persons to 
further advance their research will use this tool. Or, at least help 
to tickle their curiosity about signals from satellites. There is 
room for improvement here and there in the code and the interface can 
always use an update. 
It is possible that the fast neural network recognition system 
may find its way into a commercial venture. Possibly in the area of 
multi-path filtering. If the neural network is implemented in 
hardware it can very quickly identify satellites, even with a 
corrupted signal caused by attenuation of the signal. With this 
quick identification method, time stamps of the transmitting 
satellites can be compared. The first signal the system receives 
would be the original signal from the satellite, while all other 
signals from that satellite with the identical time stamp could be 
ignored as multi-path signals. Of all of the work I did on this 
dissertation, it was the most satisfying. It started as a hair-
brained idea and slowly came to life. I’m very proud of the final 
product. 
The most challenging was the Doppler speed and position 
extractor. What started off as an idea to use the Doppler effect to 
determine the vehicle speed turned into a method to also determine 
vehicle position. I went through many pieces of paper and pencils 
before I came upon a set of equations that worked. I was actually 
surprised; that after I had coded it up for the first time, it did 
work. And maybe, it too, will have a use in the commercial sector. 
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APPENDIX A 






NUMBER OF MISIDENTIFIED SATELLITES FOR COMBINATIONS OF 4 BAD DATA 
BITS 
#  Bad  4  4  4  4  4  4  4  4  
Nodes 44 64 44 64 44 64 44 64 






































1 180 41 126 195 310 3950 4000 6582 
2  0  0  0  0  0  0  46  0  
3  0  0  0  0  0  0  0  0  
4  0  0  0  0  0  0  12  0  
5  0  0  0  0  0  0  0  0  
6  0  0  0  0  0  0  13  0  
7  0  0  0  0  0  0  0  0  
8  0  0  0  0  0  0  0  126  
9  0  0  0  0  0  0  0  0  
10  0  0  0  0  0  0  109  0  
11  0  0  0  0  0  0  0  0  
12 0 16 0 4 76 16 107 0 
13  0  0  0  0  0  0  0  0  
14  0  0  0  0  36 0  512  0  
15  0  0  0  0  0  0  0  0  
16  0  0  0  0  0  0  0  0  
17  0  0  0  0  0  0  0  0  
18 46 16 0 0 0 8 0 8 
19  0  0  0  0  0  0  0  0  
20 360 0 24 0 0 2 0 20 
21  0  0  0  0  0  0  30  0  
22  0  0  0  0  0  0  0  0  
23  0  0  0  0  0  0  4  0  
24  0  0  0  0  81  0  327  0  




HOW OFTEN THE SATELLITE WAS CORRECTLY IDENTIFIED FOR COMBINATIONS OF 
4 BAD DATA BITS 
#  Bad  4  4  4  4  4  4  4  4  
Nodes 44 64 44 64 44 64 44 64 





























1 99.9922 99.9964 99.9945 99.9830 99.9865 99.6556 99.8256 99.4261 
2 100 100 100 100 100 100 99.9980 100 
3 100 100 100 100 100 100 100 100 
4 100 100 100 100 100 100 99.9995 100 
5 100 100 100 100 100 100 100 100 
6 100 100 100 100 100 100 99.9994 100 
7 100 100 100 100 100 100 100 100 
8 100 100 100 100 100 100 100 99.9890 
9 100 100 100 100 100 100 100 100 
10 100 100 100 100 100 100 99.9953 100 
11 100 100 100 100 100 100 100 100 
12 100 99.9986 100 99.9997 99.9967 99.9986 99.9953 100 
13 100 100 100 100 100 100 100 100 
14 100 100 100 100 99.9984 100 99.9777 100 
15 100 100 100 100 100 100 100 100 
16 100 100 100 100 100 100 100 100 
17 100 100 100 100 100 100 100 100 
18 99.9998 99.9986 100 100 100 99.9993 100 99.9993 
19 100 100 100 100 100 100 100 100 
20 99.9843 100 99.9990 100 100 99.9998 100 99.9983 
21 100 100 100 100 100 100 99.9987 100 
22 100 100 100 100 100 100 100 100 
23 100 100 100 100 100 100 99.9998 100 
24 100 100 100 100 99.9965 100 99.9857 100 




NUMBER OF MISIDENTIFIED SATELLITES FOR COMBINATIONS OF 5 BAD DATA 
BITS 
#  Bad  5  5  5  5  5  5  5  5  
Nodes 44 64 44 64 44 64 44 64 






































1 83 4245 64 4427 1200 16040 6961 25635 
2  0  0  0  0  13  0  21  0  
3  0  0  0  0  0  0  0  24  
4 0 35 0 3 52 1 291 6 
5  0  0  0  0  0  0  0  0  
6  0  0  0  0  0  0  231  0  
7 0 1217 0 0 0 0 0 0 
8  0  0  0  0  13  0  86  329  
9  0  0  0  0  0  0  0  0  
10 0 0 0 702 165 0 956 0 
11  0  0  0  0  62  0  96  0  
12 479 1 265 1 2902 839 3362 215 
13  0  0  0  0  0  0  0  0  
14  0  1  0  1  168 0  721  10  
15  0  0  0  0  0  0  0  0  
16  0  0  0  0  0  0  0  0  
17  0  0  0  0  0  0  0  0  
18 30 800 9 252 96 106 15 176 
19 33 0 0 0 1 42 1 0 
20 3590 0 1052 0 72 36 150 62 
21 2 20 0 0 2 12 1382 24 
22  0  0  0  0  0  0  0  0  
23  0  0  0  7  1  5  1  5  
24 12 0 15 7 317 5 1541 59 
Bad  7  7  5  8  14  9  15  11  
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TABLE A.4 
HOW OFTEN THE SATELLITE WAS CORRECTLY IDENTIFIED FOR COMBINATIONS OF 
5 BAD DATA BITS 
# Bad 5 5 5 5 5 5 5 5 
Nodes 44 64 44 64 44 64 44 64 





























1 99.9926 99.6190 99.9943 99.6026 99.8923 98.5603 99.3752 99.6991 
2 100 100 100 100 99.9988 100 99.9981 100 
3 100 100 100 100 100 100 100 99.9979 
4 100 99.9969 100 99.9997 99.9953 99.9999 99.9739 99.9995 
5 100 100 100 100 100 100 100 100 
6 100 100 100 100 100 100 99.9793 100 
7 100 99.8908 100 100 100 100 100 100 
8 100 100 100 100 99.9988 100 99.9923 99.9705 
9 100 100 100 100 100 100 100 100 
10 100 100 100 99.9370 99.9852 100 99.9142 100 
11 100 100 100 100 99.9944 100 99.9914 100 
12 99.9570 99.9999 99.9762 99.9999 99.7395 99.9247 99.6982 99.9807 
13 100 100 100 100 100 100 100 100 
14 99.9997 99.9999 100 100 99.9849 100 99.9353 99.9991 
15 100 100 100 100 100 100 100 100 
16 100 100 100 100 100 100 100 100 
17 99.9999 100 100 100 100 100 100 100 
18 99.9973 99.9282 99.9992 99.9774 99.9914 99.9905 99.9987 99.9842 
19 99.9970 100 100 100 99.9999 99.9962 99.9991 100 
20 99.6778 100 99.9056 100 99.9935 99.9968 99.9865 99.9944 
21 99.9998 99.9982 100 100 99.9998 99.9989 99.8760 99.9979 
22 100 100 100 100 100 100 100 100 
23 100 100 100 99.9994 99.9999 99.9996 99.9991 99.9996 
24 99.989 100 99.9987 100 99.9716 100 99.8617 99.9947 
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TABLE A.5 
NUMBER OF MISIDENTIFIED SATELLITES FOR COMBINATIONS OF 10 BAD DATA 
BITS 
# Bad 10 10 10 10 10 10 10 10 
Nodes 44 64 44 64 44 64 44 64 






































1 6716 794110 6820 179741 13632 301759 39390 361187 
2 2434 16 0 0 7086 889 8264 850 
3 0 0 544 0 0 0 56 116 
4 4 108 0 144 4 541 367 1198 
5  0  0  0  0  0  696  0  2202 
6 0 0 0 0 0 0 2472 908 
7 108 189 252 0 290 0 66 0 
8 468 236 102 136 212 10626 318 57477 
9 0 312 0 0 521 12 1158 1236 
10 0 140 0 0 5368 773 18924 2183 
11 2456 832 4408 0 8380 232 24329 1971 
12 14501 1392 8160 969 13458 4482 13014 8172 
13 388 432 462 6 6971 13022 7704 30236 
14 2888 5089 3524 1540 13806 24247 24464 41519 
15  0  0  0  0  0  11379 0 53033 
16 496 74 290 26 1081 174 2027 3690 
17 5468 14319 3630 7884 5349 15862 3688 17716 
18 41960 367188 40008 96828 51265 189413 11508 226199 
19 21015 23397 11508 10180 5349 59660 20583 98204 
20 13548 296 8399 104 21819 425 29967 792 
21 0 216 0 4 560 985 2143 10549 
22 6 57 0 0 153 15 162 444 
23 20 1082 130 277 927 2125 1004 3342 
24 23646 7766 20564 456 9365 96059 12878 96967 
Bad  18  20  13  14  20  21  22  23  
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TABLE A.6 
HOW OFTEN THE SATELLITE WAS CORRECTLY IDENTIFIED FOR COMBINATIONS OF 
10 BAD DATA BITS 
# Bad 10 10 10 10 10 10 10 10 
Nodes 44 64 44 64 44 64 44 64 





























1 99.3595 24.27 99.3496 82.8586 98.7 71.222 96.2435 65.5545 
2 99.7679 99.9985 99.9481 100 99.3242 99.9152 99.2119 99.9189 
3 100 100 100 100 100 100 99.9947 99.9889 
4 99.9996 99.982 100 99.9863 99.9996 99.9484 99.9650 99.8858 
5 100 100 100 100 100 99.9336 100 99.79 
6 100 100 100 100 100 100 99.7643 99.9134 
7 99.9897 99.982 99.9768 100 99.9723 100 99.9937 100 
8 99.9554 99.9775 99.9903 99.9870 99.978 98.9866 99.9697 99.5186 
9 100 99.9703 100 100 99.9505 99.9989 99.8896 99.8821 
10 100 99.9867 100 100 99.4881 99.9263 98.1953 99.7918 
11 99.7658 99.9207 99.5796 100 99.2008 99.9779 97.6798 99.812 
12 99.6171 99.872 99.2218 99.9076 98.7165 99.5726 98.7589 99.2207 
13 99.9630 99.9588 99.9559 99.9994 99.3352 98.7581 99.2653 97.1165 
14 99.7246 99.5147 99.6639 99.8531 98.6834 97.6876 97.6669 96.0404 
15 100 100 100 100 100 98.9148 100 94.9424 
16 99.9527 99.9929 99.9723 99.9975 99.8969 99.9834 99.8067 99.6481 
17 99.4785 98.6344 99.6538 99.2481 99.4899 98.4873 99.6483 98.3105 
18 99.9984 64.9822 96.1845 90.7658 95.1110 81.9362 98.9025 78.4280 
19 99.9958 97.7687 98.9025 99.0292 99.4899 94.3134 98.0370 90.6345 
20 99.7080 99.9718 99.1990 99.9901 97.9192 99.9595 97.1421 99.9245 
21 100 99.9794 100 99.9996 99.9466 99.9061 99.7956 98.994 
22 99.9994 99.9946 100 100 99.9854 99.9986 99.9846 99.9577 
23 99.9981 99.8968 99.9876 99.9736 99.9116 99.7974 99.9043 99.6813 
24 99.7449 99.2594 98.0389 99.9565 99.1069 90.8391 98.7719 90.7525 
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TABLE A.7 
NUMBER OF MISIDENTIFIED SATELLITES FOR COMBINATIONS OF 15 BAD DATA 
BITS 
# Bad 15 15 15 15 15 15 15 15 
Nodes 44 64 44 64 44 64 44 64 






































1 272590 697713 120417 252474 252598 471240 457214 337210 
2 39676 290 21924 0 63686 2569 125227 3575 
3 58 0 0 0 58 9929 251 97 
4 0 4540 0 4115 2608 46266 29380 16420 
5 0 0 0 0 0 17308 0 464 
6 1159 0 0 0 7978 33670 53660 0 
7 67162 58608 43191 40180 30153 82542 60363 42188 
8 0 0 0 0 0 90868 0 17984 
9 0 1951 0 1217 0 37707 58 5814 
10 0 58 0 39 23527 4694 34383 2299 
11  0  0  0  0  0  425  0  0  
12 9001 66001 7630 12884 62044 68435 58470 53450 
13 128124 118897 107707 28512 163357 329530 163454 258462 
14 2453 1468 4443 1024 21576 8693 27043 3519 
15 0 541 0 155 0 9523 0 676 
16 116 9 560 15 2801 36432 3902 715 
17 18640 52156 13212 26677 18119 66876 15221 63746 
18 18 7785 0 1584 174 2820 174 869 
19 6722 10760 0 4308 3400 56058 6915 16632 
20 19548 0 12256 0 6452 0 13232 0 
21 0 15995 0 2164 12536 96489 192525 23219 
22 3438 8789 618 2898 3458 33225 3438 4269 
23 1198 14584 328 4192 985 10296 1004 4385 
24 618 19163 367 7959 1333 174491 44717 201690 
Bad  15  18  11  17  19  23  20  21  
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TABLE A.8 
HOW OFTEN THE SATELLITE WAS CORRECTLY IDENTIFIED FOR COMBINATIONS OF 
15 BAD DATA BITS 
# Bad 15 15 15 15 15 15 15 15 
Nodes 44 64 44 64 44 64 44 64 





























1 78.3609 44.6133 90.4409 79.9578 79.8480 73.2305 67.7049 62.5914 
2 96.8505 99.9770 98.2596 100 94.9444 99.7194 90.0591 99.7961 
3 99.9954 100 100 100 99.9954 99.9923 99.9801 99.2118 
4 100 99.6396 100 99.6733 99.7930 98.6965 97.6677 96.3304 
5 100 100 100 100 100 99.9632 100 98.6260 
6 99.9080 100 100 100 99.3667 100 95.7403 97.3272 
7 94.6685 95.3475 96.5714 96.8104 97.6064 96.6510 95.2082 93.4475 
8 100 100 100 100 100 98.5724 100 92.7866 
9 100 99.8451 100 99.9034 100 99.5385 99.9954 97.0067 
10 100 99.9954 100 99.9969 98.1323 99.8175 97.2706 99.6274 
11 100 100 100 100 100 100 100 99.9663 
12 99.2855 94.7602 99.3943 98.9772 95.0747 95.7570 95.3585 94.5992 
13 89.8291 90.5616 91.4499 97.7366 87.0322 79.4825 87.0245 73.8408 
14 99.8053 99.8835 99.6473 99.9187 98.2872 99.7196 97.8532 99.3099 
15 100 99.9571 100 99.9877 100 99.9463 100 99.2440 
16 99.9908 99.9991 99.9555 99.9988 99.7776 99.9432 99.6902 97.1079 
17 98.5203 95.8597 98.9512 97.8823 98.5617 94.9396 98.7917 94.6912 
18 100 99.3820 100 99.8743 99.9862 99.9310 99.9862 99.7761 
19 99.4644 99.1458 100 99.6580 99.7301 98.6797 99.4511 95.5499 
20 98.4482 100 99.0033 100 99.4878 100 98.9496 100 
21 100 98.7303 100 99.8282 99.0049 98.1568 84.7167 92.3404 
22 99.7271 99.3023 99.9509 99.8282 99.7255 99.6611 99.7271 97.3625 
23 99.9049 98.8423 99.9740 99.6672 99.9218 99.6519 99.9203 99.1827 
24 99.9508 98.4788 99.9709 99.3682 99.8942 83.9892 96.4502 86.1483 
