The recently proposed picture fuzzy set (PFS) is a powerful tool for handling fuzziness and uncertainty. PFS is characterized by a positive membership degree, a neutral membership degree, and a negative membership degree, making it more suitable and useful than the intuitionistic fuzzy set (IFS) when dealing with multi-attribute decision making (MADM). The aim of this paper is to develop some aggregation operators for fusing picture fuzzy information. Considering the Muirhead mean (MM) is an aggregation technology which can consider the interrelationship among all aggregated arguments, we extend MM to picture fuzzy context and propose a family of picture fuzzy Muirhead mean operators. In addition, we investigate some properties and special cases of the proposed operators. Further, we develop a novel method to MADM in which the attribute values take the form of picture fuzzy numbers (PFNs). Finally, a numerical example is provided to illustrate the validity of the proposed method.
Introduction
Due to the complexity in real decision-making problems, we always face the difficulties of presenting attribute values correctly and appropriately. Actually, as fuzziness and uncertainty do exist in real MADM problems, we should consider the issue of dealing with both. Recently, more and more scholars have paid their attention to tools that can effectively handle vagueness and impreciseness. Zadeh's [1] fuzzy set (FS) theory is primary technology for dealing with ambiguity. On the basis of Zadeh's pioneering works, decision making with fuzzy information have been widely investigated [2] [3] [4] .Thereafter, Atanassov [5] extended FS and proposed IFS, constructed by a membership degree and a nonmembership degree. Evidently, IFS has higher capacity of modelling the fuzziness of information than FS .Since its introduction, it has received much attention and been widely investigated. For instance, Xu [6] extended the ordered weighted averaging operator to IFSs and developed a series of intuitionistic fuzzy aggregation operators. Qin and Liu [7] proposed some intuitionistic fuzzy Maclaurin symmetric mean and applied them to MADM. Guo [8] proposed a new risk assessment methodology which combines IFSs with evidence theory. Cao et al. [9] proposed an intuitionistic fuzzy multi-criteria decision-making method for supplier selection problem. Wan et al. [10] proposed a novel three-phase method for group decision with interval-valued intuitionistic fuzzy preference relations. Wang and Chen [11] proposed a new MADM method based on linear programming methodology in interval-valued intuitionistic fuzzy environment. In addition, quite a few intuitionistic fuzzy aggregation operators have been proposed [12] [13] [14] [15] [16] [17] [18] [19] [20] . Moreover, due to its advantages and merits, IFSs have also been applied in [21, 22] , clustering analysis [23, 24] , and pattern recognition [25, 26] .
Although IFSs have been successfully applied in quite a few fields, there exist situations that cannot be represented by IFSs. For example, in the case of voting, human opinion involving more answers of types: yes, abstain, no, and refusal, that cannot be represented by IFSs. Thus, to deal with this situation, Coung [27] proposed the concept of PFS, which is characterized by three information functions, i.e. a positive membership degree, a neural membership degree and a negative membership degree. Compared with IFS, PFS is more powerful and suitable to cope with circumstances requiring human opinions involving more answers of types: yes, abstain, no, refusal. Due to this feature, it has drawn much attention since its introduction. For instance, Le et al. [28] proposed a novel fuzzy inference system on PFSs called the picture fuzzy inference system to enhance inference performance of the traditional fuzzy inference system. Le and Pham [29] proposed two novel hybrid forecast methods based on the picture fuzzy clustering for weather nowcasting. Wei [30] proposed some novel similarity measures of PFSs and applied them for building material recognition and minerals field recognition. When dealing with MADM with picture fuzzy information, picture fuzzy aggregation operators are needed. Recently, some picture fuzzy operators have been developed. Garg [31] and Wei [32] proposed a family of picture fuzzy averaging and geometric operators respectively.
The above proposed operators can be successfully applied to aggregate picture fuzzy numbers. However, the main flaw of these operators is that none of them can consider the interrelationship among aggregated PFNs. In other words, these operators assume that attributes are independent, which is somewhat counterintuitive. In most situations, attributes are related so that not only the attribute values themselves but also the interrelationships among them should be taken into account when calculating overall assessment values of alternatives. Basically, Bonferroni mean (BM) [33] and the Heronian mean (HM) [34] are two powerful aggregation technologies, which can capture the interrelationship between arguments. Recently BM, HM and their extensions have been successfully applied to aggregating intuitionistic fuzzy information [35] [36] [37] [38] , dual hesitant fuzzy information [39, 40] and so forth. Nevertheless, both BM can only consider the interrelationship between any two arguments and fail to capture the interrelationship among multiple arguments. Maclaurin's [41] Maclaurin symmetric mean (MSM) is also an effective aggregation technology which considers the interrelationship among multiple arguments. However, MSM cannot capture the interrelationships among all arguments either.
Recently, Muirhead [42] introduced a powerful aggregation operator, called MM. MM is well known for its ability of reflecting the interrelationships among all input arguments. Moreover, MM has a vector of parameters, making the information aggregation process flexible. By assigning different values to the vector of parameters, different aggregation results can be derived. Additionally, some existing operators, such as BM and MSM are special cases of MM with respect to the vector of parameter. Recently, MM has been utilized to aggregate 2-tuple linguistic information [43] , intuitionistic fuzzy information [44] , Pythagorean fuzzy information [45] , and hesitant fuzzy linguistic information [46, 47] . Nevertheless, to the best of our knowledge, nothing has been done about MM in PFSs. Therefore, to take advantages of MM, we utilize MM to aggregate PFNs and propose a family of picture fuzzy aggregation operators. Further, we propose a novel approach to MADM based on the proposed operators.
The main motivations and objectives of this are: (1) to propose new picture fuzzy aggregation operators based on MM; (2) to propose a novel approach to MADM in which attribute values take the form of PFNs. The rest of the paper is organized as follows. Section 2 recalls some relevant concepts. Section 3 proposes some picture fuzzy Muirhead mean operators with their properties. Some desirable properties and special cases are also studied. Section 4 introduces a novel method to MADM with picture fuzzy sets based on the proposed aggregation operators. Section 5 provides an example to illustrate the validity of the proposed method.
Basic concepts
This section briefly describes s some concepts about PFS and MM.
Picture fuzzy set

Definition 1.
[27] Let X be an ordinary fixed set, a PFS A defined on X is expressed as follows: 
The picture fuzzy Muirhead mean operators
In this section, we extend MM to picture fuzzy environment and propose a family of picture fuzzy Muirhead mean operators. 
The picture fuzzy Muirhead mean operator
Proof. According to the operations for PFNs, we get 
 
be three PFNs, then if we utilize PFMM operator to aggregate these three PFNs, the calculation process is shown as follows. Here we assume P = (1, 2, 3).
PFMM has the ability of capturing the interrelationships among all input PFSs. In addition, PFMM makes the information aggregation process flexible. By assigning different values to the vector of parameters, different cases can be derived. In the followings, we investigate some special cases of PFMM with respect of the vector of parameters P. (7) which is the generalized picture fuzzy arithmetic averaging (GPFA) operator. 
which is the picture fuzzy Bonferroni mean (PFBM)
operator. 
which is the picture fuzzy Maclaurin symmetric mean (PFMSM) operator. , , ,
which is the picture fuzzy geometric averaging (PFG) operator. , , ,
which is the picture fuzzy geometric averaging (PFG) operator.
In the followings, we discuss some desirable properties of the PFMM operator. 
Proof. According to Theorem 2 and Theorem 3, we can get     12 , ,..., , ,...,
Thus, we can get
The picture fuzzy weighted Muirhead mean operator
The advantage of the PFMM is that it can consider the interrelationship between the aggregated PFNs. However, PFMM does not consider the selfimportance of the aggregated arguments. Therefore, we introduce picture fuzzy weighted Muirhead mean (PFWMM) operator which can take the corresponding weights of aggregated PFNs into consideration. 
The proof of Theorem 6 is similar to that of Theorem 3 therefore we will skip it here to avoid repetition.. 
Evidently, the PFWMM operator does not has the property of idempotency.
The picture fuzzy dual Muirhead mean operator
In this section, we extend the DMM to aggregate picture fuzzy information. 
The proof of Theorem 8 is similar to that of Theorem 1, which is skipped here to save space.
In the followings, we will discuss some special cases of PFDMM regarding of the parameter vector 
which is the PFG operator. 
which is the generalized picture fuzzy geometric (GPFG) operator. 
which is the picture fuzzy geometric Bonferroni mean (PFGBM) operator. 
which is the picture fuzzy dual Maclaurin symmetric mean (PFDMSM) operator. 
which is the PFA operator. 
The picture fuzzy weighted dual Muirhead mean operator
The proof is similar to that of Theorem 5, which is skipped to save space here.
In the following, we present some properties of the PFWDMM operator. 
Evidently, the PFWDMM operator does not has the property of idempotency.
An approach to MADM with picture fuzzy information
In this section, we present a novel method to MADM in which attribute values take the form of express their preference information. Therefore, a picture fuzzy decision matrix can be obtained. In the following section, we shall utilize the proposed picture fuzzy aggregation operators to solve this problem.
Step 1. Standardize the original decision matrix. Generally, attributes can be divided into two types, benefit attribute and cost attribute. Thus, the original decision matrix should be standardized as follows 
or the PFWDMM operator   12 , ,...,
to aggregate attribute values, so that a series of comprehensive preference value can be obtained.
Step 3. According to Definition 3, calculate the scores and accuracy of the overall preference value
Step 4. Rank the alternatives.
Numerical example
In the following, we provide a numerical example to illustrate the application of the developed approach. Suppose an organization plans to implement enterprise resource planning (ERP) system (adapted from [32] ). The first step is to form a project team that consists of CIO (chief information officer) and two senior representatives from user departments. Table 1 .
Decision making process
Step 1. As all of the attribute values are the same type, the original decision matrix does not need to be standardized.
Step 2. For each alternative, we utilize the PFWMM operator to aggregate decision makers' 
Step 3. Based on Definition 3, we can calculate the score function    Step 4. According to the ranking order of the overall values, we can get the ranking order of the corresponding alternatives.
That is 3 
The influence of the parameter vector P on the ranking results
In this section, we investigate the influence of the parameter vector P on the final ranking results. We assign different values to P and the scores functions and ranking ordered are presented in Tables 2 and 3.   Table 2 . Scores and ranking results by using the different parameter vector P in the PFWMM operator Table 3 . Score functions and ranking results by using the different parameter vector P in the PFWDMM operator Table 4 , we can find that the ranking results derived by Wei's method are different from the ranking orders obtained by the proposed method in this paper. The reason why the ranking results by using the PFWA operator and the PFWMM operator are different is that the former operator cannot consider the interrelationship between PFNs and the latter operator can capture the interrelationship among all PFNs. The reason why the ranking results by utilizing the PFWG and the PFWDMM operators are different is similar. Additionally, the proposed method in the paper is more general and flexible. When [32] method is special case of our method. Therefore, the proposed method is more powerful and general than Wei's [32] method.
Conclusion
The recently proposed PFS has higher capacity than IFS for handling fuzziness and uncertainty in the process of MADM. The main contributions of this paper are that a series of picture fuzzy aggregation operators as well as a novel method to picture fuzzy MADM problems were proposed. More specifically, we extended traditional MM and DMM to picture fuzzy environment and proposed PFMM, PFWMM, PFDMM, and PFWDMM operators. These operators can reflect the correlations among all the picture fuzzy elements. Moreover, these operators make the information aggregation flexible as they have a vector of parameters. Some existing aggregation operators are special cases of the proposed operators. Furthermore, we propose a novel approach to MADM with picture fuzzy information. Finally, we applied the proposed method in a real decision making problem to illustrate the effectiveness of the proposed method. To better demonstrate the advantages of the proposed method, we compare it with other methods. In future works, we will investigate more aggregation operators for aggregating PFNs. For example, due to time shortage or a lack of expertise, decision makers may provide unduly high or low assessment values which negatively affect the decision results. Thus, reducing or eliminating such negative influence should be considered when fusing decision makers' ideas. In addition, considering MM is an effective and powerful aggregation technology, we will unitize it to fuse more fuzz information, such as hesitant picture fuzzy information, interval-valued picture fuzzy information, q-rung orthopair fuzzy information [49] , q-rung interval-valued orthopair fuzzy information, q-rung orthopair linguistic information and so forth.
