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Abstract: In this paper a constructive method of data structures solving an array maintenance problem is offered. 
These data structures are defined in terms of a family of digraphs which have previously been defined, 
representing solutions for this problem. We present as well a prototype of the method in Haskell  
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Introduction 
The Range Query Problem of size N (N-RQP) deals with the analysis and design of data structures for the 
implementation of the operations Update and Retrieve: let A be an array of length N of elements of a 
commutative semigroup, Update(i, x) increments A(i) (i-th element of A) in x and Retrieve(i, j) outputs the partial 
sum A(i)+..+A(j).  
In [4] we find the following definition of N-RQP design. 
Definition N-RQP design  
A N-RQP design is a triple (Z, U, R) where Z is an array of length M with N less or equal M, U is a family of 
subsets of 1..M indexed on 1..N and R is a family of subsets of 1..M indexed on 1..N × 1..N. Given a N-RQP 
design (Z, U, R), the implementation of the operations Update and Retrieve is: 
 
procedure Update 
    (i: 1..N, x:S) is 
begin 
    for k in Ui loop 
     Z(k) := Z(k) + x; 
    end loop; 
end Update; 
 function Retrieve 
    (i: 1..N, j: 1..N) 
    return S is 
begin 
    return ( )
ijk R
Z i∈∑  
end Retrieve; 
 
It is a well known result that an N-RQP design (Z, U, R) is a N-RQP solution if and only if 
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and a proof can be found in [1]. 
In [4] we find the three definitions below as well. 
Definition N-RQP graph 
An acyclic digraph G =(V, E) is a N-RQP graph if the following conditions hold: 
(1) V=1..M with N≤M. 
(2) For every vertex v≤N, its out-degree is 0. 
(3) For every vertex v>N, Successors(G,v)∩1..N≠0. 
Definition N-RQP design in terms of G 
Given a N-RQP graph G =(V, E), the N-RQP design (Z, U, R) is a N-RQP design in terms of G if it verifies the 
following properties: 
(1) Z V=  
(2) Ui=Ancestors•(G,i) 
(3) Rij is the set of vertices with the smallest cardinal that verifies: 
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and in the same paper it has been proved that given a N-RQP graph, a N-RQP design in terms of G is a N-RQP 
solution.  
Definition 2K -RQP graph  
Let K be a natural number. A 2K -RQP graph GK is defined inductively: 
(1) 0 ({(1,1)},0)KIf K then G= =  
(2) 10 ( )k KIf K then G Duplicate G −> =  
where function Duplicate is defined as 
 
function Duplicate (GK = (VK,EK) : Digraph) return Digraph is 
  N : constant ` := 2K 
  M : constant ` := |VK| 
  V : {(i, j) ∈ 1..N × 1..N • i ≤ j} := 0; 
  E : P(V×V) := 0; 
  i, j : 1..(2N); 
begin 
  -- The ‘‘cloning’’ loops 
  for (i, j) in VK loop 
    V := V ∪ {(i, j), (i + N, j + N)}; 
  end loop; 
  for (i, j) → (i', j') in EK loop 
    E := E ∪ {(i, j) → (i', j'), (i + N, j + N) → (i' + N, j' + N)}; 
  end loop; 
  -- (V,E) is a graph with two subgraphs which are just like G 
  -- but with different node numbering 
 
  for i in 1..(N−1) loop -- The ‘‘left half’’ loop 
    j := i + 1; 
    while (i,N) ∉ V ∧ j ≤ N loop 
      if (i, j) ∈ V ∧ (j, N) ∈ V then 
        V := V ∪ {(i, N)}; 
        E := E ∪ {(i, N) → (i, j), (i,N) → (j,N)}; 
      else 
        j := j + 1; 
      end if; 
    end loop; 
  end loop; 
 
  for j in (N + 2)..(2N) loop -- The ‘‘left half’’ loop 
    i := j − 1; 
    while (N + 1, j) ∉ V ∧ i ≤ 2N loop 
      if (N, i) ∈ V ∧ (i, j) ∈ V then 
        V := V ∪ {(N, j)}; 
        E := E ∪ {(N, j) → (N, i), (N, j) → (i, j)}; 
      else 
        i := i + 1; 
      end if; 
    end loop; 
  end loop; 
 
  return (V,E); 
end Duplicate; 
 




Obviously, the 2K -RQP design (Z,U,R) can be computed after the construction of the 2K -RQP graph as 
described by the following brute force algorithm: 
 
Algorithm 1 The following algorithm computes Rij for a N-RQP design in terms of a N-RQP 
graph G=(V,E): 
 
R : P(1..|V|) := 1..N; 
R' : P(1..|V|); 
begin 
  for R' in P(1..|V|) loop 
    if |R'|≤|R| 
      ∧ ( , ) 1.. ..
iju R
Successors G u N i j•
∈
∩ =∪  
      ∧ ( , ) 1.. 0
iju R
Successors G u N•
∈
∩ =∪  then 
      R := R' 
    end if; 
  end loop; 
  return R; 
end; 
 
The algorithm is correct for any N-RQP graph but in the case of 2K -RQP graphs a refinement can be applied by 
filtering those R’ with a cardinal greater than 2 reducing the complexity drasticly. Nevertheless, the user is just 
interested in the design and not in the graph so a direct constructive method that computes |Z|, U and R would be 
welcome. In this section a method for calculating 2K -RQP designs is given..  
As in the previous section, Z can be treated as a two dimensional array (where the variable Z(i, j) does not 
necessarily exist for all (i, j)) that is isomorphic to a one dimensional array Z’ and where the isomorphism is given 
by an injective partial map such that (i,j) → i when i=j. 
The method presented in the following definition is the result of a deep analysis of the properties of 2K -RQP 
graphs. 
Definition 1 























Implementation in Haskell 
The following Haskell [7] program implements the constructive method given in Definition 1.  
This prototype implementation has been tested for N=2k being K less or equal 25. 
Given an integer K, most functions compute information of the solutions of the 2K+1-RQP: |Z|, Ui and Rij. 
 
pow2 :: Integer -> Integer 
pow2 0 = 1 
pow2 n = 2 * (pow2 (n-1)) 
 
a1 :: Integer -> [[(Integer,Integer)]] 
a1 k = [[(i,i)] | i <- [1..(pow2 (k+1))]] 
 




a2 :: Integer -> [[(Integer,Integer)]] 
a2 k = [[(i, pow2 l)] 
        | l <- [1 .. k], 
          i <- [1 .. pow2 (l-1)]] 
       ++ 
       [[(i+d, pow2 l + d)] 
        | l <- [1 .. k], 
          i <- [1 .. pow2 (l-1)], 
          c <- [1 .. pow2 (k-l) - 1], 
          let d = c * pow2 (l+1)] 
       ++ 
       [[(i, pow2 l)] 
        | l <- [1 .. k], 
          r <- [1 .. l-2], 
          i <- [pow2 l - pow2 (l-r) + 2 .. pow2 l - pow2 (l-r-1)]] 
       ++ 
        [[(i+d, pow2 l + d)] 
         | l <- [1 .. k], 
         r <- [1 .. l-2], 
         i <- [pow2 l - pow2 (l-r) + 2 .. pow2 l - pow2 (l-r-1)], 
         c <- [1 .. pow2 (k-l) - 1], 
         let d = c * pow2 (l+1)] 
 
a3 :: Integer -> [[(Integer,Integer)]] 
a3 k = [[(pow2 l + 1, j)] 
        | l <- [1 .. k], 
          j <- [3 * pow2 (l-1) + 1 .. pow2 (l+1)]] 
       ++ 
       [[(pow2 l + 1 + d, j + d)] 
        | l <- [1 .. k], 
          j <- [3 * pow2 (l-1) + 1 .. pow2 (l+1)], 
          c <- [1 .. pow2 (k-l) - 1], 
          let d = c * pow2 (l+1)] 
       ++ 
       [[(pow2 l + 1, j)] 
        | l <- [1 .. k], 
          r <- [1 .. l-2], 
          j <- [pow2 l + 1 + pow2 l ‘div‘ (pow2 (r+1)) 
                ..pow2 l - 1 + pow2 l ‘div‘ pow2 r]] 
       ++ 
       [[(pow2 l + 1 + d, j +d)] 
        | l <- [1 .. k], 
          r <- [1 .. l-2], 
          j <- [pow2 l + 1 + pow2 l ‘div‘ (pow2 (r+1)) 
                ..pow2 l - 1 + pow2 l ‘div‘ pow2 r], 
          c <- [1 .. pow2 (k-l) - 1], 
          let d = c * pow2 (l+1)] 
 
r1 :: Integer -> [[(Integer,Integer)]] 
r1 k = a1 k ++ a2 k ++ a3 k 
 
b1 :: Integer -> [[(Integer,Integer)]] 
b1 k = [[(i,pow2 k),(pow2 k + 1,j)] 
        | i <- [1 .. pow2 k], 
          j <- [pow2 k + 1 .. pow2 (k+1)]] 
 
b2 :: Integer -> [[(Integer,Integer)]] 
b2 k = [[(i,pow2 l),(pow2 l + 1,j)] 
        | l <- [1..k-1], 
          i <- [1..pow2 l], 
          j <- [pow2 l + 1..pow2 (l+1) - 1]] 
       ++ 
       [[(pow2 (k+1) - j + 1, pow2 (k+1) - pow2 l), 
         (pow2 (k+1) - pow2 l + 1,pow2 (k+1) - i + 1)] 
        | l <- [1..k-1], 
          i <- [1..pow2 l], 
          j <- [pow2 l + 1..pow2 (l+1) - 1]] 
       ++ 
       [[(i+d,pow2 l + d),(pow2 l + d + 1,j+d)] 




        | l <- [1..k-1], 
          i <- [2..pow2 l], 
          j <- [pow2 l + 1..pow2 (l+1) - 1], 
          c <- [1..pow2 (k-l) - 2], 
          let d = c * pow2 (l+1)] 
 
r2 :: Integer -> [[(Integer,Integer)]] 
r2 k = b1 k ++ b2 k 
 
r :: Integer -> [[(Integer,Integer)]] 
r k = r1 k ++ r2 k 
 
u :: Integer -> [(Integer,Integer)] 
u k = [(i,j) | i <- [1 .. pow2 (k+1)], 
               j <- [i .. pow2 (k+1)], 
               i <= k, k <= j, 
               (i,j) ‘elem‘ concat (a1 k ++ a2 k ++ a3 k)] 
 
zCard :: Integer -> Integer 
zCard k = fromIntegral (length (r1 k)) 
 
We can prove that given a N-RQP solution (Z,U,R) obtained by applying the method in Definition 1, we have: 
1. The number of program variables required is  
2 2log 2 2log 2Z N N N N= − + +  





N N NN− + −  
3. The sum of costs of all retrieve operations is  
2
2 2(3 log ) 2log 2N N N N+ − − −  
4. The average complexity of the Update and Retrieve operations is constant (this is a consequence of 2 and 3 
above) 
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