Progetto e sviluppo di un framework C++ su architetture multi-core per la sintesi audio in tempo reale: programmazione generica e design pattern by DOBRILLA, STEFANO
27/06/08 16:32etd-06272008-104747






Struttura SCIENZE MATEMATICHE, FISICHE E NATURALI, FACOLTA'
Corso di studi TECNOLOGIE INFORMATICHE
Relatore Prof. Leonello Tarabella
Tipo di tesi Tesi di laurea specialistica
Titolo Progetto e sviluppo di un framework C++ su architetture multi-core per la
sintesi audio in tempo reale: programmazione generica e design pattern
Data inizio appello 2008-07-18
Data presentazione 2008-06-27
Nota per il relatore
Attesto che la tesi è stata da me approvata e giudicata idonea alla presentazione per l'esame di laurea,
secondo quanto stabilito dalle linee-quadro d'Ateneo 
Firme leggibili dei relatori 
Nota per il candidato
Con la presente firma dichiaro sotto la mia responsabilità che questo frontespizio è conforme a quello
registrato nell'apposito programma di gestione delle tesi elettroniche
Firma leggibile dello studente 
Sommario
1. ________________________________________Basi e Obiettivi 1
1.1. _______________________________________________Introduzione 1
1.2. ________________________Fondamenti di sintesi digitale del suono 1
1.2.1. ________________________________________Oscillatore digitale 2
1.2.2. ________________________________________Generatori e patch 6
1.2.3. ________________________________________________Inviluppi 9
1.3. _________________________Soluzioni software per la sintesi audio 12
1.3.1. ________________________________________________Csound 13
1.3.1.1. _______________________________________Score e Orchestra 13
1.3.1.2. _______________________________________Opcode e variabili 15
1.3.1.3. ____________________________________Csound: Performance 17
1.3.1.4. _____________________________________Csound: Conclusioni 18
1.3.2. __________________________________________________MAX 19
1.3.2.1. ____________________________________________MAX: le basi 20
1.3.2.2. ______________________________________________Pure Data 21
1.3.3. _____________Conclusioni sui sistemi software per la sintesi audio 21
1.4. _____________________________________________Supporti Audio 22
1.4.1. ______________________________________________PortAudio 22
1.4.1.1. __________________________________PortAudio: Lʼarchitettura 22
1.4.1.2. ____________________________PortAudio: Introduzione alla API 23
1.4.1.3. ____________________________________PortAudio: Conclusioni 26
1.4.2. _____________________________________________Core Audio 26
1.4.3. ______________________________Conclusione sui supporti audio 28
1.5. ___________________________________________Obiettivi della tesi 28




2. ______________________________Analisi del framework pCM 33
2.1. _______________________________________________Introduzione 33
2.2. ___________________________________Il punto di vista dellʼutente 33
2.3. __________________________________________pCM: lʼarchitettura 36
2.4. ________________________________________________Il framework 38
2.4.1. _________________________Interfacciamento con il codice utente 38
2.4.2. ________________________________________Score e orchestra 39
2.4.2.1. _________________________Comunicazioni tra score e orchestra 41
2.4.3. ___________________________________Instrument come oggetti 41
2.4.3.1. ___________________________________Istanziare un instrument 43
2.4.3.2. _______________________Operare globalmente tra gli instrument 46
2.4.4. _________________________________________________Toolkit 47
2.4.4.1. ______________________________Element come pseudo-oggetti 48
2.4.4.2. _____________________________________Gestione degli eventi 51
2.4.4.3. _______________________________________________Comandi 55
2.5. _____________________________________________Under the hood 56
2.5.1. _____________________________________“La sottile linea rossa” 56
2.5.2. _______________________________Il thread di generazione audio 61
2.6. ________________________________________________Conclusioni 65
3. _____________________________Adding a ʻ+ʼ to pureCMusic 66
3.1. _______________________________________________Introduzione 66
3.2. _________________________________________“Back to the Future” 66
3.3. ________________________La scelta di un supporto al parallelismo 68
3.3.1. _______________Perché adottare Intel Threading Building Blocks? 70
3.4. __________________________Task-Based Design and Programming 73
3.5. ___________________________Decomposizione guidata dai pattern 76




3.7. _______________________________Approccio iterativo ed evolutivo 80
3.8. __________________________________Strategie e scelte progettuali 81
3.8.1. _______________________________________________Pipelining 82
3.8.1.1. _______________________Element come modulo di elaborazione 83
3.8.1.1.1. _______Condizioni di Bernstein e ordinamento parziale tra gli element 83
3.8.1.2. _________________________________Funzionamento su stream 85
3.8.1.2.1. ____________________________Valutazione ideale delle prestazioni 88
3.8.1.3. _____________________Instrument come modulo di elaborazione 89
3.8.1.3.1. ____________________________Valutazione ideale delle prestazioni 89
3.8.2. _______________________________________Adaptive Response 90
3.8.3. ________________________________________________Polifonia 93
3.8.4. ____________________________________________Multi-Timbre 94
3.8.5. _______________________________________Gestione dei buffer 95
3.9. _________________________________________pCM+: Il Framework 97
3.9.1. __________________Inizializzazione e terminazione del framework 97
3.9.2. _______________________________________Costanti e tipi base 99
3.9.3. _______________________________________Orchestra Manager 99







3.9.6.1. ____________________________Esempio: pcm::LinearADSREnv 128
3.9.6.2. __________________________________Esempio: pcm::Oscillator 131
3.9.7. ______________________________________________Wavetable 132
3.9.8. ___________________________________Instrument::GetData< i > 133
iii 
3.9.8.1. _______________________________________________Esempio 134







4.4. ______________________________Indipendenza dal supporto audio 144
4.5. ________________________________________________Conclusioni 145
A. ______________________________________Sorgenti Prodotti 148
____________________________________________Bibliografia 201
iv 
1. Basi e Obiettivi
1.1. Introduzione
In questo capitolo sono introdotte alcune nozioni di base della sintesi digitale del suono, con l’obiet-
tivo di definire il dominio e il contesto in cui questa tesi di laurea si inserisce. Verranno poi intro-
dotti brevemente alcuni dei più significativi esponenti tra gli ambienti di sviluppo dedicati alla sin-
tesi audio.
Infine, introdurremo la particolare libreria che sarà oggetto di studio della tesi, esponendo i suoi 
obiettivi e l’approccio seguito nel raggiungerli.
1.2. Fondamenti di sintesi digitale del suono
Scopo della sintesi del suono è quello di generare artificialmente un suono con le caratteristiche 
timbriche desiderate, producendo una variazione di tensione elettrica per mezzo di tecniche analo-
giche o digitali.
Una tecnica di sintesi digitale consiste in generale in un modello matematico realizzato con un algo-
ritmo (che chiamiamo algoritmo di sintesi) che, eseguito iterativamente, ne implementa le funziona-
lità e produce sequenze di numeri (campioni) corrispondenti ai valori istantanei del segnale audio 
desiderato, secondo una prestabilita frequenza di campionamento. Per poter udire tale suono “sinte-
tico”, tale flusso di campioni deve raggiungere un convertitore digitale-analogico (DAC), che 
provvederà a convertire i campioni in una variazione continua di tensione, che potrà essere amplifi-
cata per sollecitare una cassa acustica.
Gli sforzi compiuti a cominciare dal rudimentale programma di sintesi Music I, sviluppato da Max 
V. Mathews nel 1957, hanno prodotto una serie di risultati scientifico-tecnologici fondamentali nel 
progetto della sintesi digitale del suono. In questa sezione cercheremo di fornire i concetti necessari 
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e sufficienti per poter affrontare in seguito in modo consapevole lo sviluppo di una libreria per la 
sintesi audio in tempo reale.
1.2.1. Oscillatore digitale
Un modo di realizzare l’algoritmo di sintesi consiste nel calcolare i campioni per mezzo di una 
qualche formula matematica, e di passarli poi, uno ad uno, al DAC. In teoria questo processo lavora 
correttamente, ma non costituisce una base tecnologica efficiente per la sintesi digitale, dal momen-
to che non scala per forme d’onda “complesse”, cioè per forme d’onda il cui modello matematico 
sottostante richieda risorse in tempo e in spazio eccessive per poter essere implementato in modo da 
sostenere il rendering in tempo reale. 
La natura ripetitiva (periodica) dei suoni musicali ha permesso di adottare una tecnica più efficiente, 
che scala su forme d’onda di complessità arbitraria, nota come table-lookup synthesis [Roads96], 
che consiste nel calcolare a priori i campioni per un singolo periodo della forma d’onda desiderata, 
memorizzando i valori dei campioni in memoria centrale, come mostrato in figura 1.1.
La lista dei campioni memorizzata in memoria costituisce la cosiddetta wavetable. Per generare un 
suono periodico, l’algoritmo di sintesi si limita a leggere i valori della wavetable sequenzialmente e 
in modo ciclico, passando i campioni letti al DAC per la conversione del segnale discreto (digitale) 
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Figura 1.1: Rappresentazione grafica dellʼoscillatore digitale. Lʼarray di valori numerici (campioni), rappresentato in bas-
so,  è letto in sequenza, ciclicamente e ad un prefissato intervallo di campionamento T, generando così il segnale discreto 
s[n]. Questʼultimo è il segnale discreto ottenuto dalla digitalizzazione del segnale continuo s(t) originario. s[n] è quindi 
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in segnale continuo (analogico). Il listato 1.1 mostra in pseudo-codice l’algoritmo di sintesi qui in-
trodotto, insieme alla procedura di inizializzazione della wavetable, nel particolare caso in cui la 




   real step;
   int  i;
begin
   step := 2π/L;
   for i:=0..L-1 do




   int phase_index := 0;
begin
   repeat
      phase_index := modL(phase_index + 1);
      DAC(amplitude * wavetable[phase_index]);
      wait(T);
   until false;
end
Listato 1.1: Pseudo-codice relativo alla procedura per la creazione della wavetable (CreateSinWaveTable) e dellʼoscilla-
tore digitale (Oscil).
In generale, l’accesso in memoria richiede un tempo medio inferiore rispetto al calcolo di un singo-
lo campione, e questo è vero anche per forme d’onda “semplici”, cioè che non richiedono grossi 
sforzi computazionali, come il caso della sinusoide. Considerando le gerarchie di memoria, questa 
tesi è ulteriormente rafforzata, dal momento che per costruzione l’algoritmo di sintesi basato su 
wavetable soddisfa il principio di località delle memorie [Vanneschi07a], secondo cui, se è vero 
che un processo ha località nell’accesso alla sua memoria logica, il trasferimento di una pagina in 
cache implica che essa verrà utilizzata il più possibile in seguito, tenendo alta la probabilità di tro-
vare le informazioni necessarie al calcolo nei livelli di cache più vicini al processore. Questo è sen-
za dubbio il caso dell’algoritmo di sintesi nel listato 1.1. Risulta pertanto che la tecnica di table-
lookup synthesis è più efficiente rispetto al calcolo puntuale del valore del campione successivo da 
inviare al DAC.
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La table-lookup synthesis costituisce il fondamento per l’implementazione dell’oscillatore digitale, 
elemento fondamentale ed indispensabile per la realizzazione della maggior parte delle tecniche di 
sintesi (additiva, sottrattiva, per modulazione di frequenza, wave-shaping, a modelli-fisici, per di-
storsione di fase, ecc.).
Di norma, il segnale generato da un oscillatore digitale è normalizzato in modo tale che i valori as-
sunti dai campioni siano in modulo minori non strettamente di 1.
La frequenza freq del suono prodotto dall’oscillatore digitale dipende in modo direttamente propor-
zionale dalla frequenza di campionamento F=1/T (T periodo di campionamento), e in modo inver-
samente proporzionale dalla lunghezza L della wavetable (vedi figura 1.1), ovvero si ha:
€ 
freq = FL . 
Risulta pertanto evidente che per ottenere segnali a frequenze diverse sarebbe necessario modificare 
la frequenza di campionamento o la lunghezza della wavetable. Essendo entrambe queste soluzioni 
di fatto impraticabili, si agisce sul passo di scansione con cui si incrementa l’indice di lettura della 
wavetable, in modo tale che l’algoritmo salti un numero opportuno di campioni. L’effetto di questo 
approccio è di accorciare la dimensione della wavetable in modo da generare frequenze diverse da 
quella della wavetable originaria a parità di frequenza di campionamento. Posto, al solito, L la lun-
ghezza della wavetable ed F la frequenza di campionamento, la relazione tra una data frequenza 
freq e il passo di scansione incr è il seguente:
€ 
incr = L × freqF ⇔ freq =
incr × F
L . 
Aumentando sempre più il passo di scansione (e quindi la frequenza), la qualità del segnale digitale 
subisce un degrado dato dalla rarefazione dei punti così trovati, degradazione che viene solitamente 




scansione pari alla metà della lunghezza della tabella, che fornisce in uscita due soli valori relativi 
ad un segnale corrispondente ad un’onda quadra.
Il problema della distorsione armonica può essere risolto utilizzando una wavetable sufficientemen-
te lunga (in pratica, tabelle di lunghezza maggiore di 212 campioni non migliorano in maniera signi-
ficativa la distorsione armonica) e passi di scansione minori di 1/4 della wavetable.
Dalla (2) risulta chiaro che il valore incr del passo di scansione della wavetable è in generale un 
numero reale, e non un intero. Questo sembrerebbe un problema per l’accesso alla wavetable: la 
soluzione che di norma si adotta è di utilizzare come indice semplicemente la parte intera dell’indi-
ce teorico incr calcolato secondo la (2), troncando la parte decimale. L’approssimazione dovuta a 
questo troncamento degli indici induce un errore, un’ulteriore distorsione sulla forma d’onda otte-
nuta, nota come table-lookup noise [Moore77, Snell77]. Possono essere adottati vari rimedi per ri-
durre l’entità di questo rumore. Avere una wavetable lunga è ancora una volta un rimedio. Un altro 
è l’approssimazione dell’indice per arrotondamento, piuttosto che per troncamento: questo significa 
scegliere l’intero più vicino all’indice effettivo. L’impatto di questa soluzione sulla qualità del-












Figura 1.2: Rappresentazione di un oscillatore interpolante in azione. I punti sulle ascisse corrispondono agli indici sulla 
wavetable.  Il passo di scansione indica che il successivo valore dovrebbe essere letto alla locazione 15.5, così che 
lʼoscillatore calcola per interpolazione lineare il valore intermedio corrispondente.
Comunque, in linea teorica, la miglior soluzione per ridurre il table-lookup noise è di calcolare per 
interpolazione il valore della forma d’onda in corrispondenza dell’indice teorico (cioè l’indice non 
approssimato come intero, ma ottenuto sommandovi il passo di scansione determinato secondo la 
(2), vedi sopra). Un oscillatore che utilizzi questo approccio è detto oscillatore interpolante. In fi-
gura 1.2 è rappresentato il caso dell’interpolazione lineare.
Un vantaggio dell’oscillatore interpolante è la pulizia del segnale generato: con wavetable ridotte si 
ottiene una qualità audio in termini di rapporto segnale/rumore confrontabile con quella ottenuta da 
un oscillatore non-interpolante con una wavetable estesa [Moore77]. D’altro canto, è chiaro che 
l’interpolazione richiede un costo computazionale aggiuntivo, talvolta insostenibile in un contesto 
real-time.
1.2.2. Generatori e patch
Con l’oscillatore digitale sopra introdotto possiamo produrre un segnale periodico e controllarne 
soltanto la frequenza e la durata, senza poter mettere mano ad altri parametri di interesse musicale. 
In particolare, fissata una wavetable, nel corso della “sollecitazione” dell’oscillatore non abbiamo 
controllo sull’intensità del segnale o sul timbro. La chiave per generare suoni più interessanti è di 
variarne nel tempo la forma d’onda, modificandone uno o più parametri di sintesi durante l’evento 
sonoro. Quello che occorre a questo scopo è l’introduzione del concetto più generale di strumento 
di sintesi, che estenda il nostro oscillatore digitale.
Un modo generale di progettare uno strumento sintetico è di concepirlo come un sistema modulare, 
contenente un certo numero di unità di processamento audio, capaci di interoperare, generando un 
suono variante nel tempo. Quest’astrazione conduce al concetto di unità di generazione (unit 
generator) [Mathews69], o semplicemente generatore, fondamentale per la sintesi digitale, nel 
quale si riconoscono quelle caratteristiche possedute da una qualunque entità di processamento di 
segnali: un generatore è un’entità di elaborazione attiva che produce in uscita un segnale digitale (o 
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più), risultante dal proprio stato interno e opzionalmente dall’elaborazione applicata su uno o più 
segnali (flussi di valori) o valori singoli acquisiti dall’esterno. La capacità di cooperare da parte dei 
generatori presuppone che siano dotati di un’interfaccia che permetta lo scambio del flusso di cam-
pioni tra generatori.
Si noti che nella definizione di generatore di cui sopra, la parola “attiva” si riferisce alla capacità da 
parte di un generatore di autocontrollo nel gestire sia la propria evoluzione interna, sia le interazioni 
con gli altri generatori. Questa autonomia rende i generatori potenzialmente in grado di operare in 
modo indipendente l’uno dall’altro: le loro attività possono dunque essere sovrapposte nel tempo 
(ovvero parallelizzate). Questo aspetto non è trascurabile, soprattutto quando si ha a che fare con 
sintesi in tempo reale.
Nella fattispecie, un’unità di generazione può essere sia un generatore di segnale, sia un modifica-
tore di segnale. Un generatore di segnale sintetizza il segnale, sia esso un segnale vero e proprio 
(questo è il caso del nostro oscillatore digitale) o un segnale di controllo (come quello generato da 
un inviluppo, vedi oltre). Un modificatore di segnale, come un filtro, prende in input un segnale e lo 
trasforma secondo la sua funzione di trasferimento.
Avendo introdotto la nozione di generatore, possiamo concepire uno strumento per la sintesi audio 
(o, semplicemente, sintetizzatore digitale) come un insieme di generatori tra loro cooperanti e com-
posti attraverso le interfacce degli stessi generatori. Uno strumento di sintesi è quindi definito dalla 
configurazione con cui i generatori sono connessi tra loro: tale configurazione è detta patch, termine 
che deriva dagli ormai storici sintetizzatori analogici modulari, nei quali i vari moduli (generatori) 
erano connessi per mezzo di cavi detti patch, appunto.
Ad una patch corrisponde quindi una struttura a grafo, i cui nodi sono i generatori, e gli archi le 
connessioni tra i generatori. Più precisamente, il grafo corrispondente ad una patch è in generale un 
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grafo diretto aciclico (un dag) [Cormen01], dal momento che non sono ammessi collegamenti che 
producano cicli.
In figura 1.3 è rappresentata la patch di un semplice strumento FM (a modulazione di frequenza) 
secondo la notazione di norma usata nelle pubblicazioni sulla sintesi digitale del suono. Tale nota-
zione si è sviluppata per documentare le operazioni dei primi linguaggi di sintesi modulari, come 
Music V nel 1969 e Music 4BF nel 1975.
Per distinguere tra ingressi che sono flussi di valori numerici e ingressi che sono valori singoli di un 
certo tipo di dato, la notazione che adotteremo utilizza nel primo caso delle frecce, e nel secondo 
delle linee.
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Figura 1.3: Rappresentazione della patch che definisce un semplice sintetizzatore FM. A ciascuna unità di generazione 
corrisponde una figura distinta. Si noti come il moltiplicatore e lʼaddizionatore di segnali (identificati rispettivamente dal 




































Ad un flusso in ingresso ad un generatore, oltre ad un segnale in uscita da un altro generatore, è 
possibile agganciare un valore numerico singolo (o più in generale un’espressione numerica), con la 
convenzione che il segnale in ingresso sarà costante a quel valore.
Inoltre, se un generatore che opera su di una wavetable è parametrico rispetto ad essa, la wavetable 
diventa parte dei suoi input, intesa come valore singolo di tipo wavetable (cioè, di tipo array di nu-
meri in virgola mobile). Non è un caso che in molti linguaggi di sintesi il tipo wavetable sia parte 
dei tipi di dato elementare.
1.2.3. Inviluppi
Nel caso dell’oscillatore digitale, rappresentato in figura 1.4 (a), fissata una wavetable come para-
metro, durante un evento oscillatorio è possibile controllarne l’intensità di picco e la frequenza. Per 
controllare opportunamente questi parametri, e principalmente l’intensità di picco, si introducono 
generatori appositi, in grado di emettere particolari segnali digitali, che descrivono l’inviluppo 
d’ampiezza che si vuole far seguire dall’oscillatore nel corso dell’evento oscillatorio. Questi genera-
tori sono appunto noti come inviluppi, e rivestono un ruolo fondamentale, dal momento che, dal 
punto di vista psico-acustico, l’inviluppo d’ampiezza è una delle caratteristiche principali per 
l’identificazione dei suoni.
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Figura 1.4: (a) Lʼoscillatore digitale rappresentato come unità di generazione. Esso è parametrico rispetto allʼintensità di 
picco, alla frequenza e alla wavetable. I primi due sono segnali,  mentre la forma dʼonda è ovviamente un valore costante 
di tipo wavetable.  (b) Controllo dellʼampiezza variante nel tempo di un oscillatore, per mezzo di un inviluppo. Esso è pa-
rametrico rispetto allʼintensità di picco (flusso di valori), alla durata dellʼevento acustico (singolo valore), e alla tabella 




















Il segnale generato da un inviluppo è una curva definita da una funzione del tempo a valori positivi, 
solitamente normalizzati in modo tale da rientrare nell’intervallo [0, 1]. Il dominio di tale funzione è 
il periodo di tempo relativo all’istante di eccitazione entro cui ha luogo l’evento acustico su cui ap-
plicare l’inviluppo.
Come mostrato in figura 1.4 (b), un generico inviluppo riceve in ingresso il picco d’ampiezza (soli-
tamente come segnale), la durata (solo nel caso non in tempo reale), e la tabella relativa alla curva 
seguita. Il picco d’ampiezza è moltiplicato al valore normalizzato dell’inviluppo, subito prima del-
l’emissione di ogni campione in uscita.
L’implementazione di un inviluppo segue generalmente la tecnica table-lookup synthesis (vedi pa-
ragrafo 1.2.1): diversamente dall’oscillatore digitale, la tabella non contiene una forma d’onda, ma 
la curva seguita dall’inviluppo. Il funzionamento con cui si accede alla tabella può procedere se-
condo le tecniche sopra esposte per l’oscillatore digitale, ma di norma si opera per interpolazione: 
infatti, la curva che descrive un inviluppo è generalmente caratterizzata da un numero limitato di 
massimi e minimi relativi1, cosicché, riducendo anche di molto la dimensione della tabella, per 
mezzo dell’interpolazione si ricostruisce in modo sufficientemente fedele la curva esatta. In questo 
caso, l’interpolazione permette quindi di ridurre in modo estremo la dimensione delle tabelle, con 
un impatto trascurabile dal punto di vista computazionale.
Ad ogni modo, proprio per alleggerire il carico computazionale, spesso i segnali generati dagli invi-
luppi hanno frequenza di campionamento ridotta (anche di alcuni ordini di grandezza) rispetto a 
quella dei segnali acustici veri e propri.
In un contesto non in tempo reale, è possibile parametrizzare l’inviluppo con la durata dell’evento 
acustico. In questo caso, l’informazione sensibile per il calcolo del passo di scansione della tabella 
non è la frequenza, ma il periodo di tempo entro cui applicare l’inviluppo. È pertanto conveniente 
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1 Nonché, spesso, gli inviluppi sono funzioni continue lineari a tratti, come quella mostrata in figura 1.5.
riformulare la (2) rispetto alla durata D dell’evento acustico, fornita in ingresso al generatore invi-
luppo:
€ 
incr = LD× F  , 
dove F è la frequenza di campionamento e L la dimensione della tabella.
Solitamente, nei sintetizzatori commerciali (analogici e non), la curva di un inviluppo d’ampiezza è 
identificata da quattro fasi, come mostrato in figura 1.5:
• l’attacco, che rappresenta la modalità con la quale lo strumento risponde all’impulso di par-
tenza, ed è contraddistinto dall’intensità di regime raggiunta, e dal tempo che occorre per por-
tarsi da intensità 0 a quella di regime;
• il decadimento, cioè il tempo che occorre affinché l’intensità di regime raggiunta in fase di 
attacco si smorzi per raggiungere quella di sostegno;
• il sostegno, cioè l’intensità a cui resta costante il suono per il periodo di tempo in cui lo stru-
mentista decide di prolungarlo (per esempio, il tempo in cui è premuto il tasto di una tastiera);
(3)
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Figura 1.5: Grafico di un semplice inviluppo di ampiezza ADSR, che mostra il modo in cui lʼampiezza di una nota cambia 











• il rilascio, cioè il tempo necessario affinché il suono si smorzi fino a raggiungere intensità 
nulla, nel momento in cui viene a mancare l’agente che sostiene il suono (per esempio, il tasto 
della tastiera è rilasciato).
L’acronimo tipico per questo semplice inviluppo a quattro stadi è ADSR (per Attack, Decay, Su-
stain, Release).
In un contesto real-time, la durata dell’evento non è nota nel momento in cui l’inviluppo è eccitato, 
ma solo quando l’evento stesso ha termine. La soluzione a questo problema da sempre adottata nei 
sintetizzatori commerciali è di dare modo all’utente di impostare una durata per ogni fase dell’invi-
luppo, e di mantenere tali intervalli temporali durante l’eccitazione; se l’evento termina prima della 
durata complessiva dell’inviluppo, l’inviluppo decade dal livello raggiunto in quell’istante fino a 0, 
nel tempo definito dal rilascio.
È chiaro che tale soluzione non sia praticabile nel caso più generale dell’inviluppo realizzato con la 
tecnica della table-lookup synthesis, con la quale è possibile definire curve di complessità arbitraria. 
Non è infatti un caso che questa soluzione sia adottata su implementazioni con hardware dedicato, e 
facendo ipotesi forti sulla curva seguita dall’inviluppo.
Nel seguito cercheremo di tenere a mente questo problema nella realizzazione degli inviluppi in 
real-time, fino a raggiungere al paragrafo 3.9.6.1 un’implementazione real-time ad alte prestazioni.
1.3. Soluzioni software per la sintesi audio
In questo paragrafo sono presentate alcune delle soluzioni software attualmente disponibili per la 
sintesi audio, attraverso le quali argomentare e giustificare le scelte sviluppate per il framework che 
sarà oggetto di studio di questa tesi.
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1.3.1. Csound
Csound può essere definito come un sistema programmabile specializzato per la computer music2. 
Csound è l’evoluzione ultima della famiglia dei cosiddetti linguaggi Music N, a cominciare dal Mu-
sic 1 sviluppato da Max V. Mathews nel 1957. Csound fu originariamente scritto nel 1984 da Berry 
Vercoe al Massachusetts Institute of Technology come un’estensione minima del linguaggio C. Da 
allora Csound ha ricevuto numerosi contributi da ricercatori, programmatori e musicisti in tutto il 
mondo, che hanno fatto sì che esso diventasse presto il sistema non-commerciale per la computer 
music più completo e diffuso.
Csound può essere definito semplicemente come l’interprete di un linguaggio formale ad alto livel-
lo, specializzato per la sintesi audio, il processamento dei segnali, e la composizione algoritmica. 
L’esecuzione di un “programma” scritto in Csound produce un file audio3, risultante dalla sequenza 
di eventi audio specificati nel programma stesso, e dal motore di sintesi adottato, anch’esso definito 
nel programma.
1.3.1.1. Score e Orchestra
Un programma Csound si articola in due parti: uno score e un’orchestra. Lo score costituisce la par-
titura, mentre l’orchestra definisce gli strumenti e gli effetti sintetici utilizzati nell’esecuzione dello 
score.
Lo score contiene tutti gli eventi audio che nell’insieme compongono il brano da renderizzare. Cia-
scun evento si riferisce ad un singolo strumento definito nell’orchestra, e contiene la specifica del 
valore da attribuire a ciascun parametro di sintesi che governa il rendering di quel particolare stru-
mento. Ovviamente, i parametri relativi all’istante di avvio e durata dell’evento sono fissi (in parti-
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2 Dove per compiter music si intentende la musica generata o composta col supporto di un elaboratore.
3 In realtà, ci sono tentativi, tuttora in corso di sviluppo, per abilitare Csound al rendering in tempo reale. Noi ci riferi-
remo soltanto all’uso “canonico” di Csound in modalità off-line,  dal momento che di fatto non sono state raggiunte pre-
stazioni tali da permettere a Csound di processare in tempo reale algoritmi di sintesi di complessità arbitraria.
colare, sono il secondo ed il terzo parametro), in quanto costituiscono l’informazione minima indi-
spensabile per la definizione di un evento audio, mentre tutti gli altri parametri dipendono dai pa-
rametri esposti dal particolare strumento a cui l’evento si riferisce.
Lo score contiene inoltre la definizione delle wavetable (note come function table, o f-table) utiliz-
zate all’interno degli strumenti dell’orchestra durante il rendering. Csound utilizza le tabelle in mol-
ti contesti, che comprendono la table-lookup synthesis, waveshaping, inviluppi, mapping di mes-
saggi MIDI, e quant’altro. La definizione delle function table avviene attraverso le routine di gene-
razione delle funzioni, dette GEN routine. Csound include diverse famiglie di GEN routine: ci sono 
GEN routine che scrivono i campioni in un file audio o in una tabella, sommano onde sinusoidali, 
interpolano tra punti specificati, creano polinomi di Chebyshev, calcolano funzioni-finestra (utili 
per esempio per la sintesi granulare), generano numeri casuali.
L’orchestra si articola in due parti: la header section e la instrument section. Nella header section 
sono definite le costanti globali che si applicano a tutti gli strumenti e ne regolano le performance 
insieme alle caratteristiche dell’output dell’esecuzione dello score, come la frequenza di campio-
namento (definita dal simbolo riservato sr), il control-rate (definita dal simbolo riservato kr), il nu-
mero di campioni in un periodo di controllo (definito dal simbolo riservato ksmps4), il numero di 
canali audio (definito dal simbolo riservato nchnls).
La instrument section contiene le definizioni degli strumenti che popolano l’orchestra. Ciascuno 
strumento è definito all’interno di un instrument block. Il livello d’astrazione a cui appartengono le 
entità che entrano in gioco nella costruzione di uno strumento coincide con quello della patch (vedi 
paragrafo 1.2.2) ovvero quello in cui l’algoritmo di sintesi è scomposto e strutturato in unità di 
elaborazione audio (generatori) tra loro connesse. In gergo Csound, tali unità di elaborazione sono 
chiamate opcode.
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4 Si noti la ridondanza dell’informazione contenuta in ksmps, essendo ksmps = sr / kr.
1.3.1.2. Opcode e variabili
Ciascun opcode è in generale una funzione del tempo, con una sua particolare firma e “semantica”. 
La firma identifica il nome dell’opcode, e specifica il numero e il tipo degli argomenti e dei risultati 
restituiti: per esempio, un semplice oscillatore sinusoidale è l’opcode oscils, i cui argomenti sono 
l’ampiezza, la frequenza e la fase iniziale.
Le connessioni tra gli opcode sono realizzate attraverso le variabili. Le variabili in Csound sono for-
temente tipate, ovvero non è possibile attribuire dinamicamente un tipo ad una variabile, né modifi-
carglielo a run-time. Csound definisce vari tipi per le variabili. Il tipo di una variabile è specificato 
direttamente dal primo carattere del suo nome. I tipi di variabile più importanti sono i seguenti:
• Segnale audio (a-value): è un vettore di lunghezza ksmps aggiornato con frequenza pari a 
quella di controllo (cioè kr). Il carattere iniziale nel nome di una variabile che identifica que-
sto tipo è ‘a’.
• Segnale di controllo (k-value): è uno scalare aggiornato con frequenza kr. Il carattere iniziale 
nel nome di una variabile che identifica questo tipo è ‘k’.
• Variabile di inizializzazione (i-value): è uno scalare aggiornato ad ogni evento sonoro specifi-
cato nello score. Il carattere iniziale nel nome di una variabile che identifica questo tipo è ‘i’.
• Parametro dello score (p-field): è simile ad una variabile di inizializzazione, ma il suo valore 
è specificato dal corrispondente evento specificato nello score. Il carattere iniziale nel nome di 
una variabile che identifica questo tipo è ‘p’. Ad esempio, la variabile p3 contiene il valore del 
terzo parametro specificato dall’evento sonoro nello score che ha causato l’attivazione dello 
strumento entro cui compare p3.
Senza entrare nei dettagli sintattici del linguaggio, il listato 1.2 contiene l’instrument block che de-
finisce la patch in figura 1.3.
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           instr 1001                 ; SIMPLE CHOWNING FM.
icarWave    =        1                ; f1 has carrier wavetable.
imodWave    =        2                ; f2 has modulation waveform.
icarEnv     =        3                ; f3 has carrier env waveform.
imodEnv     =        4                ; f4 has modulation env waveform.
iduration   =	     p3               ; Audio event duration.
iamp        =        p4               ; Peak amp of carrier.
icarHz      =        p5               ; Carrier frequency.
imodHz      =        p6               ; Modulator frequency.
ienvHz      =        1/iduration
kmodEnv     oscili   1.0 ienvHz imodEnv
kDeviation  =        kmodEnv * imodHz
acar        poscil   kDeviation imodHz imodWave
amodSig     =        acar + icarHz
kcarEnv     oscili   1.0 ienvHz icarEnv
aFmSign     poscil   kcarEnv amodSig icarWave
            out      aFmSig
            endin
Listato 1.2: Lʼinstrument block relativo alla patch rappresentata in figura 1.3.
Gli incrementi di sviluppo, incentivati dall’approccio open-source, hanno dotato Csound di una va-
sta libreria di opcode, classificabili in diverse categorie rispetto all’ambito di sintesi, DSP, o analisi 
audio che ricoprono.
Per quanto riguarda i generatori di segnale, le classi individuabili sono: oscillatori di base (come 
l’oscillatore digitale introdotto al paragrafo 1.2.1, con varianti sulla precisione e interpolazione), 
sintesi additiva/resintesi, sintesi FM, sintesi granulare, sintesi vettoriale, generatori lineari ed espo-
nenziali, physical modeling, wave terrain, sampling, emulatori, generatori d inviluppo, generatori a 
spettro dinamico, fasori.
Per quanto riguarda i modificatori di segnale, le classi individuabili sono: delay, riverberi, filtri 
standard e specializzati, waveshaping, distorsione di fase, panning e spazializzazione, convoluzione 
e morfing, modificatori di intensità e processamento dinamico, limitatori di segnale, onde-guida, 
operatori a livello di campioni, effetti speciali.
Uno dei punti di forza di Csound sta proprio nel fatto di poter contare su di una libreria di opcode 




Csound è nato in un periodo in cui era impensabile considerare tra gli obiettivi il rendering in tempo 
reale, e questo anche per un’orchestra con strumenti relativamente semplici. Questo ha portato a far 
prevalere l’obiettivo di creare un linguaggio che fosse il più possibile vicino al livello di astrazione 
con cui si ha a che fare quando si progetta uno strumento di sintesi o processamento audio. Per fare 
questo, si è optato per un processo di interpretazione piuttosto che di compilazione. 
Sia l’orchestra che lo score sono soggetti ad una traduzione in un formato interno comprensibile alla 
successiva attività di performance (di esecuzione). Tale attività di performance è realizzata dal 
runtime implementato da Csound, che interpreta i formati interni dello score e dell’orchestra per 
generare un file audio. L’interprete è sostanzialmente object-oriented: la definizione di ciascun in-
strument è tradotta in una vera e propria definizione di classe, che è utilizzata durante la performan-
ce per creare istanze dello strumento per ogni evento audio definito nello score per quello strumen-
to. All’interno di ciascun instrument sono mantenuti i riferimenti agli opcode che lo compongono. 
Anche gli opcode mantengono nella loro implementazione un approccio object-oriented. Un opcode 
è un “oggetto funzionale” (in termini C++, è un funtore) che realizza l’attività di rendering audio, 
con un suo ciclo di vita, e in particolare con una sua personale procedura di inizializzazione.
Ciascun opcode ha associate tre funzioni. La prima riceve i valori di input e inizializza le variabili 
locali.
Per ciascun periodo di controllo (per ogni campione compreso in un periodo di ksmps campioni) 
viene invocata la seconda funzione dell’opcode. Un fattore che contribuisce a migliorare le presta-
zioni di Csound è l’utilizzo del control-rate (k-rate) per molte operazioni, piuttosto che l’audio-ra-
te. Ovviamente, dal momento che lo scopo di un generatore è di renderizzare segnali audio, l’im-
plementazione della funzione di rendering a k-rate genererà i campioni in blocchi di ksmps campio-
ni alla volta.
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La terza funzione, quando fornita, implementa il rendering di un singolo campione per chiamata.
La responsabilità principale del runtime Csound è di schedulare le azioni richieste da ciascun even-
to audio in ordine di tempo, all’interno di ciascun periodo di controllo (ksmps); inoltre, se ad uno 
stesso istante si verificano più eventi corrispondenti ad instrument distinti, il runtime provvederà ad 
istanziare (se non ci sono istanze disponibili) tali instrument in ordine crescente rispetto al loro 
identificatore. Quando una nota termina, l’istanza dello strumento corrispondente è lasciata in vita. 
Soltanto alla fine di una sezione (uno score è strutturabile in sezioni) vengono deallocati gli instru-
ment, permettendo di limitare l’overhead dovuto all’allocazione delle risorse necessarie per istan-
ziare un instrument.
Infine, una volta ricevuti dal runtime i parametri specificati da un evento, la responsabilità principa-
le di ciascun instrument è di invocare la procedura di rendering di ciascun opcode, nell’ordine op-
portuno, secondo la patch con cui sono interconnessi gli opcode.
Avere una seppur limitata conoscenza sul funzionamento interno adottato da Csound, ci dà modo di 
comprenderne i limiti dal punto di vista delle performance, dovuti alle scelte architetturali e di pro-
gettazione.
1.3.1.4. Csound: Conclusioni
Csound è attualmente il sistema non-commerciale più completo, ed è quasi sempre la scelta miglio-
re, quando non si ha l’esigenza di controllare in tempo reale l’attività di sintesi.
Csound ci ha permesso di introdurre tutti i connotati che caratterizzano i sistemi ad alto livello per 
la sintesi, l’analisi e il processamento audio, e per la composizione musicale algoritmica.
Averne accennato il funzionamento interno ci ha permesso di capire in modo intuitivo quanto siano 
delicate le scelte architetturali rispetto alle loro conseguenze sulle prestazioni.
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1.3.2. MAX
Max è un ambiente di sviluppo grafico per lo sviluppo di applicazioni musicali ed interattive in 
tempo reale. Max è stato creato originariamente da Miller Puckette all’IRCAM (Institut de Recher-
che et Coordination Acoustique/ Musique) alla metà degli anni Ottanta5. Max è stato il primo 
esempio di toolkit iconico su misura per la musica interattiva.
La sua interfaccia grafica riprende la “metafora” dei sintetizzatori analogici modulari, permettendo 
di costruire graficamente patch connettendo tra loro moduli per mezzo delle cosiddette patch cord. 
Ad ogni modulo corrisponde un’icona, attraverso la quale è possibile accedere ai parametri interni 
del modulo corrispondente, forniti all’utente sotto forma di interfaccia grafica.
Attraverso le connessioni, i messaggi di controllo o i segnali sono trasmessi tra i moduli. I moduli 
possono rappresentare unità di processamento, da semplici calcoli aritmetici a trasformazioni com-
plesse. Essi possono rappresentare anche contenitori di dati, come messaggi MIDI, campioni, buffer 
audio e matrici.
Max è un ambiente altamente modulare: i moduli possono essere primitivi (detti oggetti), o possono 
essere a loro volta patch, rendendo una patch una struttura gerarchica.
Alcuni oggetti hanno un comportamento grafico interattivo e sono utilizzati come controller, in 
modo tale da modificare i valori dei parametri della patch. Altri oggetti sono utilizzati come viewer, 
per visualizzare i valori calcolati dalla patch.
Per la sua semplicità e immediatezza dell’interfacciamento grafico, insieme al gran numero di og-
getti disponibili, Max è uno degli ambienti di produzione musicale più diffuso, sia in ambito acca-
demico, sia in ambito commerciale: Max è largamente riconosciuto come la lingua franca per lo svi-
luppo di musica interattiva per mezzo del calcolatore.
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5 Attualmente, Max è sviluppato e mantenuto dalla Cycling ’74® (http://www.cycling74.com/).
1.3.2.1. MAX: le basi
La patch è un concetto fondamentale in Max: una configurazione grafica di oggetti connessi attra-
verso path cord. Quando una patch diventa troppo complessa per essere visualizzata sullo schermo, 
Max consente all’utente di collassare un’intera patch in un singolo oggetto, detto patcher. Questo 
semplifica molto la rappresentazione delle patch, modularizzando le sue funzioni, e fornendo un 
meccanismo per annidare patch arbitrariamente complesse.
Una patch rappresentata da Max può essere in modalità edit o in modalità run. Nella modalità edit, 
tutte le interconnessioni possono essere modificate, e nuovi oggetti (o patcher) possono essere inse-
riti nella patch stessa facendo semplicemente “drag & drop” da una object palette. In run-mode, 
l’object palette sparisce, e la patch reagisce agli eventi esterni operati sugli object  che offrono un 
controller di interfacciamento con l’utente, come click del mouse, messaggi MIDI, e segnali audio 
in ingresso.
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Figura 1.6: Esempio di patch costruita graficamente con MAX 5.
Quando un oggetto riceve in ingresso un messaggio o un segnale, può rispondere inviando un mes-
saggio o un segnale come output. A seconda del tipo di dato emesso da un oggetto, esso può essere 
inviato ad un’altra patch attraverso una porta di MIDI OUT, o al DAC.
1.3.2.2. Pure Data
Pure Data (PD) è un altro ambiente visuale di programmazione per il processamento audio, video e 
grafico in tempo reale. PD è il terzo branch del progetto sorto con Max, nato con lo scopo di raffi-
nare ulteriormente il paradigma di Max: l’idea centrale di PD è di trattare i dati in modo più genera-
le, estendendo il suo dominio a qualunque applicazione multimediale, come il processamento grafi-
co e video.
Sebbene Miller Pluckette sia l’autore principale del software, PD è un progetto open-source, che 
gode attualmente del supporto spontaneo di un’ampia comunità di sviluppatori.
Sebbene PD erediti l’impostazione concettuale e di progetto da Max, la sua natura aperta lo distin-
gue per la sua facilità di estensione.
1.3.3. Conclusioni sui sistemi software per la sintesi audio
In questo paragrafo abbiamo avuto modo di dare un’occhiata agli ambienti di sviluppo per la sintesi 
ed il processamento audio che hanno dominato, e tuttora dominano, il “parco macchine” disponibi-
le.
Da quanto esposto, emergono le diverse problematiche inerenti alla natura del dominio del proble-
ma: in particolare, un ambiente di sviluppo per applicazioni audio non deve fare i conti soltanto con 
il raggiungimento di livelli di performance tendenti al rendering in tempo reale, ma anche con le 
problematiche legate all’interfacciamento con l’utente, alla facilità di espansione, all’indipendenza 
dalla piattaforma, e all’interoperabilità con sistemi esterni.
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Questi sono i parametri a cui ci riferiremo per valutare le scelte che di volta in volta ci troveremo a 
dover affrontare nella progettazione di un framework per la sintesi ed il processamento audio in 
tempo reale.
1.4. Supporti Audio
Per lo sviluppo di un framework per la creazione di strumenti di sintesi virtuali operanti in 
real-time, in grado di applicarsi e poggiare su diverse “infrastrutture” di programmazione per l’au-
dio I/O, è fondamentale avere una qualche conoscenza dei principali supporti audio.
Di seguito introdurremo brevemente due esempi di supporti audio, in modo tale da fornire le cono-
scenze necessarie e sufficienti per poter in seguito sviluppare un’astrazione tale da adattarsi ai di-
versi contesti programmativi proposti dai vari supporti.
1.4.1. PortAudio
PortAudio è una libreria C per l’audio I/O open-source e cross-platform, progettata per semplificare 
il porting di applicazioni audio tra varie piattaforme6  e per semplificare in generale lo sviluppo di 
programmi audio, nascondendo la complessità e i dettagli delle API native per l’interfacciamento 
con i device di audio I/O. La semplicità di PortAudio, la rende particolarmente adatta ad un conte-
sto didattico, come quello universitario.
1.4.1.1. PortAudio: Lʼarchitettura
L’architettura di PortAudio si fonda su due astrazioni principali: Audio Device e Audio Stream. Gli 
Audio Device definiscono un’interfaccia alla sottostante astrazione dei device fisici definita dalla 
piattaforma, e forniscono i canali audio in ingresso e uscita disponibili su ciascun device. PortAudio 
fornisce funzioni per enumerare i device audio ed interrogarli su proprietà quali sampling rate di-
sponibili, numero di canali supportati, formati dei campioni supportati.
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Gli Audio Stream gestiscono i flussi di dati audio in ingresso e uscita attraverso al più un device di 
input e un device di output, ovvero gli stream possono essere full-duplex o half-duplex. PortAudio 
supporta diversi formati di campioni, inclusi interi a 16 o 32 bit, o floating point a 32 bit. Essendo 
costruito al di sopra delle API native, PortAudio non ha la possibilità di imporre un proprio buffe-
ring model [Bencina03], ma nasconde il particolare modello di gestione dei buffer fornendo una 
callback nella quale inserire il codice utente di generazione audio, che opererà direttamente su 
buffer passati come parametri in ingresso. Dietro le quinte, PortAudio gestisce le conversioni tra il 
formato dei buffer richiesto dal codice cliente e il formato disponibile nativamente, effettuando, se 
richiesto, operazioni di clipping e dithering sui campioni nella rappresentazione nativa.
1.4.1.2. PortAudio: Introduzione alla API
Questo paragrafo presenta in modo informale le principali funzioni e strutture dati che compongono 
la API di PortAudio.
Come è solito fare per le librerie C, che non sfruttano i namespace introdotti nel C++, ogni funzione 
o struttura dati dichiarata e definita da PortAudio inizia con “Pa_”.
Prima di fare uso della libreria, occorre necessariamente chiamare la funzione di inizializzazione 
Pa_Initialize. Una volta che la libreria non è più richiesta, dovrebbe essere chiamata la funzione 
Pa_Terminate. È possibile richiedere il numero di device audio disponibili con Pa_CountDevices. 
Pa_GetDeviceInfo(id) ritorna un puntatore ad una struttura Pa_DeviceInfo, che contiene  informa-
zioni sul device richiesto, cioè quello identificato da id. Tale struttura include il nome del device, il 
massimo numero di canali di input e di ouput, le frequenze di campionamento disponibili, e il for-
mato dei buffer. Per comodità è possibile usare le funzioni Pa_GetDefaultInputDeviceID e Pa_Get-
DefaultOuputDeviceID per ottenere, rispettivamente, l’identificatore dei device di input e output pre-
feriti dall’host.
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Gli stream di PortAudio possono essere aperti invocando le funzioni Pa_OpenStream o Pa_OpenDe-
faultStream, le quali ritornano un handle opaco ad un oggetto stream di tipo PortAudioStream.
Pa_OpenStream permette di definire tutti gli aspetti inerenti allo streaming audio, ricevendo tra gli 
argomenti una struttura di tipo PaStreamParameters, la quale mantiene le seguenti informazioni per 
la specifica dei parametri che caratterizzano uno stream: l’id del device che si vuole utilizzare, il 
numero di canali associati allo stream (forniti alla callback, vedi oltre), il formato dei campioni 
(cioè dei buffer forniti alla callback), la latenza minima desiderata in secondi, e un puntatore opzio-
nale ad una struttura contenente informazioni aggiuntive sul setup del device specifiche per il parti-
colare host in uso.
Insieme a tali strutture, fornite sia per il device di input e di output, Pa_OpenStream riceve anche la 
frequenza di campionamento desiderata, il numero di frame per buffer (un frame contiene un cam-
pione per ogni canale associato allo stream corrispondente), flag utleriori per controllare il compor-
tamento dello stream (per disabilitare clipping e dithering, e ulteriori flag platform-specific), un 
puntatore ad una funzione fornita dall’utente per il processamento degli eventuali buffer in ingresso 
e del riempimento dei buffer in uscita; infine, un puntatore (dichiarato come void*) ad una qualche 
struttura dati definita dall’utente, che verrà passata alla callback con l’intento di fornire un meccani-
smo per il controllo del processo di sintesi dall’esterno.
La funzione Pa_StartStream e Pa_StopStream avvia e termina il processamento di uno stream, ri-
spettivamente. 
Come rappresentato in figura 1.7 (nella pagina che segue), quando l’Audio Stream è avviato, ha 
inizio il thread dedicato alla generazione audio, il quale invoca periodicamente la callback di gene-
razione audio associata allo stream in fase di apertura. Nel frattempo, il thread principale (main, tan-
to per intenderci) prosegue la sua attività, che nella maggior parte dei casi è dedicata al mapping 
degli eventi esterni sui parametri di controllo esposti dall’algoritmo di sintesi. A tal proposito, come 
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già accennato, oltre alla callback, ad uno stream è associabile il puntatore ad una struttura dati defi-
nita dall’utente (data, in figura 1.7): una volta che lo stream è avviato, tale puntatore viene fornito 
come parametro in ingresso alla callback di generazione audio, insieme ai buffer (e altri parametri, 
che non menzioniamo per chiarezza). Questo meccanismo dà ai due thread l’opportunità di scam-
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Figura 1.7: Rappresentazione delle attività coinvolte in un tipico programma PortAudio-based. Si noti che il task di 
generazione audio, oltre ad invocare periodicamente la callback definita dallʼutente, si preoccupa di gestire i buffer,  e 











    PaError err;
    /* Open an audio I/O stream. */
    err = Pa_OpenDefaultStream( &stream,
                                0,          // no input channels
                                2,          // stereo output
                                paFloat32,  // 32 bit floating point output
                                SAMPLE_RATE,
                                256,        // frames per buffer
                                MyCallback, // this is your callback
                                &data );    /* pointer to data will be
                                               passed to your callback */
Open Default Audio Stream
...




   // lock-free assignments to data.
Control Audio Generation Parameters
int MyCallback( const void *input
              , void *output
              , unsigned long frameCount,
              , const PaStreamCallbackTimeInfo* timeInfo
              , PaStreamCallbackFlags statusFlags
              , void *data )
{
   …





Forward to Audio Output Buffer 
Playback Subsystem





    err = Pa_StopStream( stream );
Stop Audio Streaming
...
err = Pa_CloseStream( stream );
...
err = Pa_Terminate( );
...
Close Stream and Terminate PortAudio
data
biarsi informazioni: il thread di controllo ha così accesso ai parametri che governano l’attività di 
sintesi. Come espresso dalla documentazione, il codice della callback è particolarmente delicato, dal 
momento che il suo tempo di interpartenza [Vanneschi07b] deve essere sufficientemente basso da 
garantire uno streaming costante verso il sottosistema di riproduzione audio. Sebbene la piattaforma 
abbia un ruolo importante nel decidere che cosa è opportuno o meno fare per mantenere alte le per-
formance, come regola generale nel codice della callback sono da evitare allocazioni e rilascio di 
memoria, operazioni su file, o qualunque cosa possa richiedere una quantità di tempo non nota, co-
me system call, o operazioni che possano provocare una commutazione di contesto. Da qui è chiaro 
che l’accesso concorrente da parte dei due thread non può contare su sezioni critiche protette da 
operazioni di lock-unlock  gestite dal sistema operativo. È pertanto raccomandato l’uso di strutture 
dati atomiche lock/wait-free [Fraser07] per la comunicazione tra il thread principale e la callback di 
processamento audio. 
1.4.1.3. PortAudio: Conclusioni
Dall’esposizione di cui sopra risulta chiaro come PortAudio possa essere considerata come il “mi-
nimo comun denominatore” tra i supporti audio forniti dalle varie piattaforme. Questo la rende idea-
le, se non si vogliono sfruttare al massimo le funzionalità e le prestazioni raggiungibili su una parti-
colare piattaforma, a favore di un codice cross-platform e di più facile lettura.
1.4.2. Core Audio
Core Audio è il supporto audio nativo per la piattaforma Mac OS X. Core Audio è composto da un 
insieme di servizi e API, che nel complesso abbracciano ogni sorta di esigenza in ambito audio: dal-
la registrazione, editing, playback, alla compressione e decompressione, al processamento dei dati 
MIDI (Musical Instrument Digital Interface), al processamento dei segnali, alla sintesi audio.
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Rispetto a PortAudio, Core Audio è un supporto più evoluto, che introduce astrazioni di più alto 
livello, permettendo di sviluppare, oltre ad applicazioni stand-alone, plug-in eseguibili all’interno di 
applicazioni host più o meno complesse per l’editing audio.
Core Audio comprende API C in stretta integrazione con il resto del sistema, risultando un ambiente 
di programmazione flessibile, anche se mantiene una bassa latenza lungo la catena di processamen-
to audio.
Per quanto riguarda la sintesi e il processamento audio in tempo reale, Core Audio identifica ed as-
segna le responsabilità individuabili in tale dominio ad entità di alto livello. Come visto nel para-
grafo 1.3, in una soluzione software per la sintesi audio le responsabilità principali ad un alto livel-
lo d’astrazione sono ovviamente quelle relative allo score e all’orchestra.
Per l’orchestra, Core Audio segue un approccio modulare, definendo l’orchestra come un grafo di 
unità audio, dette audio unit, in cui i nodi radice generano i segnali, e i nodi intermedi operano su di 
essi un qualche processamento audio. Le audio unit non sono in grado di operare in modo autono-
mo.
Per lo score, Core Audio identifica un’applicazione vera e propria, la cui attività principale è l’inter-
facciamento con l’utente, abilitandolo all’editing dello score, alla creazione di catene di sintesi 
composte di audio unit, alla sincronizzazione tra gli eventi nello score, messaggi MIDI generati dal-
l’utente, e le audio unit  istanziate, alla registrazione audio, e quant’altro sia legato all’attività di 
controllo dei generatori.
Tra gli obiettivi di Core Audio c’è quello di abilitare l’applicazione host al caricamento dinamico 
delle audio unit. La soluzione adottata dagli sviluppatori del supporto è stata quindi quella di defini-
re un vero e proprio sistema a plug-in specializzato per l’elaborazione audio in tempo reale.
Lo sviluppo dell’SDK Core Audio ha portato alla definizione di un’impalcatura di classi C++ che 
facilitino lo sviluppo delle API a cui devono sottostare le audio unit.
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La complessità del supporto è tale da impedirci di svilupparlo ulteriormente in questo paragrafo. Per 
un approfondimento ulteriore e per una comprensione generale del supporto alle audio unit, si ri-
manda a [Apple07].
1.4.3. Conclusione sui supporti audio
In questo paragrafo abbiamo presentato due esempi di supporti audio, tra loro molto differenti: 
PortAudio e Core Audio.
A seconda del sistema, PortAudio poggia su di un supporto nativo per definire uno strato program-
mativo minimo, ma sufficiente, per realizzare applicazioni per la sintesi audio. Il codice risultante 
necessita di ulteriori astrazioni per evitare di avere una struttura sostanzialmente monolitica.
Al contrario, Core Audio costituisce un supporto per la sintesi audio inerentemente modulare e di-
namico, mettendo lo sviluppatore nelle condizioni di poter lavorare ad un livello d’astrazione tale 
da articolare l’attività di sviluppo all’interno di un’impalcatura di classi C++. Tale impalcatura im-
plementa la maggior parte delle API e comportamenti definiti dal sistema a plug-in delle audio unit. 
Lo sviluppatore può quindi concentrarsi, fin dall’inizio, allo sviluppo del motore di sintesi vero e 
proprio, definendo agevolmente i parametri di sintesi da fornire all’utente per il controllo del pro-
cessamento audio.
1.5. Obiettivi della tesi
Nei precedenti paragrafi abbiamo cercato di inquadrare il contesto scientifico-tecnologico in cui si 
inserisce il lavoro che sta dietro a questa tesi.
In questo paragrafo viene presentato pureCMusic (o pCM), il framework di supporto alla sintesi au-
dio e alla composizione algoritmica oggetto dello sviluppo operato parallelamente alla tesi. Sono 
poi esposti gli obiettivi che cercheremo di perseguire durante l’attività di progettazione e sviluppo, 
insieme agli strumenti adottati per raggiungere tali obiettivi.
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1.5.1. Introduzione a pCM
La ricerca in ambito dei dispositivi di input musicali alternativi [Tarabella97], condotta dal prof. 
Leonello Tarabella al computerART project del CNR di Pisa, ha determinato la necessità di svilup-
pare un supporto per il processamento ed il mapping in tempo reale dei dati di controllo generati da 
particolari human gesture interfaces create dallo stesso gruppo di ricerca, note come iper-strumen-
ti7. Ne è nata una libreria di supporto alla composizione algoritmica controllabile in tempo reale da 
device di input esterni, nota come pureCMusic (pCM) [Tarabella03b].
Oltre agli strumenti per la definizione di score articolati, e di gestione di stream di dati di controllo 
in/da interfacce esterne, pCM comprende anche i tipici generatori di sintesi e processamento audio 
(oscillatori, inviluppi, filtri, delay, ecc.) La composizione è definita da un programma C/C++, e la 
sua performance corrisponde all’esecuzione del programma corrispondente. Durante la fase di svi-
luppo, il compositore, oltre a definire l’orchestra adottata, esprime l’evoluzione della composizione, 
influenzata eventualmente dai dati forniti dai controller esterni.
Come vedremo più in dettaglio nel capitolo successivo, pCM cerca di mantenersi il più possibile 
consistente rispetto alle astrazioni introdotte da Csound (vedi paragrafo 1.3.1), permettendo al-
l’utente di poter operare in termini di score, movimenti/sezioni, orchestra, instrument, generatori, 
ecc. Allo stesso tempo, pCM tenta di alleggerire il più possibile l’architettura, eliminando possibili 
overhead causati dall’introduzione di livelli di indirettezza, come quello di un interprete, come nel 
caso di Csound.
L’obiettivo principale di pCM  è di abilitare l’utente a definire motori di sintesi di complessità arbi-
traria capaci di renderizzare audio in tempo reale manovrati da un flusso di controllo esterno.
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7 Un iper-strumento è un dispositivo che genera informazioni rilevate dal movimento delle mani. Il rilevamento avviene 
senza alcun mezzo tangibile, come raggi infrarossi ed elaborazione real-time di immagini.  Esempi di iper-strumenti 
realizzati sono il TwinTowers e Handel [Tarab2].
La scelta di implementare il supporto sotto forma di framework C/C++ ha il vantaggio di poter 
esprimere potenzialmente qualunque logica di mapping tra controller esterni e parametri di sintesi, e 
di poter godere allo stesso tempo di alte performance.
1.5.2. Obiettivi
Il nostro primo obiettivo è di analizzare il framework pCM, così com’è stato concepito e implemen-
tato nel corso di questi anni di ricerca al computerART project del CNR di Pisa. Il processo di anali-
si dovrà cogliere i concetti coinvolti nel framework, le loro relazioni e le loro modalità di imple-
mentazione, con particolare attenzione all’architettura e al modo con cui essa poggia sul particolare 
supporto audio adottato.
Una volta acquisita una comprensione sufficientemente dettagliata del framework pCM, cerchere-
mo di spingerci oltre: ritorneremo alla definizione dei concetti fondamentali della sintesi audio digi-
tale esposti in questo capitolo, per capire quali siano i possibili incrementi applicabili a pCM. Avere 
un’idea chiara sulle problematiche e sugli oggetti coinvolti nel processo di rendering in un contesto 
real-time sarà fondamentale per capire quali scelte di progettazione e di implementazione portare 
avanti nel processo di sviluppo.
Contemporaneamente, l’obiettivo sarà quello di dotare pCM di una veste più orientata agli oggetti: 
come vedremo nel prossimo capitolo, pCM è stato sostanzialmente implementato in C, con il sup-
porto di un ristretto sottoinsieme del C++, del quale si è utilizzato principalmente il supporto alle 
classi e oggetti. Cercheremo quindi di attuare un processo di re-ingegnerizzazione, per traslare 
l’implementazione di pCM da C in C++, sfruttando buona parte dei costrutti offerti dal linguaggio. 
Chiameremo pureCMusic+ (o pCM+) questa nuova versione del framework.
Fin dall’attività di (ri)progettazione, eviteremo il più possibile di reinventare la ruota, orientando lo 
sviluppo ai pattern e paradigmi di programmazione (affidandoci a testi fondamentali, come 
[Gamma95].)
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Quando possibile, per l’applicazione dei pattern e paradigmi, poggeremo sulla libreria C++ Loki8, 
concepita da Andrei Alexandrescu nel suo celebre testo Modern C++ Design: GenericProgram-
ming and Design Patterns Applied (ed. Addison Wesley) [Alexandrescu01].
Altre librerie che potremmo prendere in considerazione nel corso dello sviluppo sono quelle della 
“famiglia” boost9.
Particolare attenzione sarà rivolta alle nuove possibilità offerte dai processori di ultima generazione 
con architetture multi-core. È indubbio quale sia la portata dell’impatto di tale progresso tecnologi-
co su domini applicativi che richiedano performance run-time, come certamente quello della sintesi 
e del processamento audio. È altresì indubbio quanto sia non trascurabile tale impatto sul codice 
sorgente. Spinti dalla consapevolezza che ben presto sopravviveranno soltanto le applicazioni in 
grado di distribuire il calcolo “nel migliore dei modi” (cioè massimizzando l’efficienza relativa 
[Vanneschi07b]) tra i vari core, obiettivo centrale sarà di abilitare pCM al processamento audio pa-
rallelo su architetture multi-core. Per fare questo ci serviremo della libreria Threading Building 
Block10 [Reinders07] della Intel, recentemente resa open-source nei termini della GNU General 
Public Licence. Tale scelta sarà ampiamente motivata a tempo debito (vedi paragrafo 3.3).
Un altro obiettivo sarà di svincolare il framework da un particolare supporto audio, dotandolo di 
un’architettura tale da abilitare l’utente a scrivere facilmente nuovi “componenti” per poggiare 
pCM+ su diversi supporti audio.
Nonostante pCM  ricopra sia la parte relativa all’orchestra, sia la parte relativa allo score, noi ci con-
centreremo principalmente sull’orchestra. pCM+ sarà quindi prima di tutto un framework per co-
struire algoritmi di sintesi con performance real-time, tali da sfruttare al massimo le risorse di calco-
lo disponibili sugli attuali e futuri processori con architettura multi-core.
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8 È possibile scaricare la libreria loki in loki-lib.sourceforge.net/
9 www.boost.org
10 threadingbuildingblocks.org/
Tutto questo sarà realizzato senza snaturare i concetti di base e la filosofia con cui è stato concepito 
in origine pCM: chi conosce Csound necessita di poche altre conoscenze per poter sfruttare il 
framework.
1.6. Conclusioni
In questo capitolo sono state esposte le conoscenze nell’ambito della sintesi e del processamento 
audio significative e fondamentali per gli obiettivi perseguiti da questa tesi. Abbiamo inizialmente 
introdotto le problematiche che stanno dietro all’implementazione digitale di un oscillatore. Sono 
state poi formulate le definizioni di generatore e patch, popolando il dominio dell’elaborazione au-
dio di ulteriori entità oltre a quella del semplice oscillatore digitale, come inviluppi, filtri, riverberi, 
ecc,
Abbiamo quindi esteso ulteriormente il nostro contesto applicativo introducendo due differenti 
esempi di sistemi software per la sintesi audio: Csound e Max. Da essi è emersa la canonica separa-
zione delle responsabilità tra i concetti di score e orchestra.
Dai sistemi di sintesi audio siamo scesi al livello sottostante dei supporti audio, introducendo 
PortAudio, un supporto multi-piattaforma, e Core Audio, il supporto nativo su piattaforma Mac OS 
X.
Abbiamo infine presentato il framework pureCMusic, e gli obiettivi che questa tesi si prefigge di 
perseguire e raggiungere durante lo sviluppo da essa documentato.
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2. Analisi del framework pCM
2.1. Introduzione
In questo capitolo viene esposto il framework pureCMusic (pCM), precedentemente introdotto al 
paragrafo 1.5.1, con l’obiettivo di comprenderne i concetti e le astrazioni messe a disposizione del-
l’utente, nonché analizzare il modo in cui esse sono implementate, là dove avrà senso farlo.
Sarà adottato un approccio top-down, cominciando a valutare il framework dal punto di vista del-
l’utente, per poi affondare sui dettagli implementativi. Nel fare questo, cercheremo di isolare criti-
camente le responsabilità e il modo in cui esse sono distribuite all’interno del codice.
Astrazioni e responsabilità saranno la base per la successiva fase di (ri)progettazione; comprenderle 
è l’obiettivo principale di questo capitolo.
Ricoprire esaustivamente ogni minuzia implementativa non è lo scopo della nostra analisi, che si 
limiterà invece a valutare ogni aspetto e dettaglio del codice sorgente che riveli o nasconda infor-
mazioni utili alla comprensione della struttura e dei meccanismi con cui il framework pCM  è stato 
originariamente concepito.
Nel procedere con l’analisi sarà inevitabile iniziare ad individuare ed isolare eventuali difetti o erro-
ri di progettazione, che lasceremo in sospeso fino al prossimo capitolo, limitandoci a farne una pri-
ma analisi, senza proporre rimedi o soluzioni.
2.2. Il punto di vista dellʼutente
Le astrazioni che pCM  offre all’utente sono affini a quelle con cui si ha a che fare quando si pro-
gramma in Csound. Le tradizionali sezioni relative allo score e all’orchestra permangono nella de-
finizione di una composizione musicale; anche i connotati interni a tali concetti si articolano in 
modo analogo a quanto avviene in Csound. Per esempio, uno score è composto da eventi che pro-
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ducono azioni sincronizzate destinate, nel caso tipico, al controllo dell’orchestra. Durante la per-
formance dello score, tali azioni possono essere pilotate dai messaggi forniti dell’interfaccia esterna 
utilizzata dall’utente per il controllo in tempo reale del motore di sintesi (nel caso tipico, si tratta di 
messaggi MIDI). L’orchestra è invece il “luogo” in cui uno o più instrument sono combinati tra lo-
ro, per formare un set più o meno complesso di entità attivamente coinvolte nel processo di genera-
zione audio.
Diversamente da Csound, i confini imposti da pCM  sono più esili, e questo deriva dalla scelta di 
implementare i costrutti inerenti al dominio della sintesi audio come una libreria C/C++. Poggiare 
direttamente su di un linguaggio di basso livello come il C e sul suo compilatore ha delle conse-
guenze non trascurabili sul modo in cui l’utente concepisce una composizione e sulle prestazioni 
raggiungibili.
In pCM, i concetti che appartengono al dominio della sintesi audio (quali generatori, instrument, 
orchestra, ecc.) diventano oggetti malleabili, non fissati rigidamente come avviene in Csound, con-
sentendo all’utente di adattarne l’implementazione fin nei minimi dettagli rispetto alle attuali esi-
genze a cui l’utente deve far fronte.
Per esempio, nel caso di un’orchestra complesso, cioè in cui prendono parte diversi instrument in 
gran numero, ma in tempi diversi nel corso della composizione, l’utente ha liberamente accesso al 
codice che governa la logica di istanziazione ed inizializzazione di ciascun instrument all’interno 
dell’orchestra. In tal caso l’utente può decidere come e quando allocare le risorse relative a ciascun 
instrument, sia rispetto a come essi vengono utilizzati nel particolare score, sia rispetto alle risorse 
effettivamente disponibili sulla particolare macchina utilizzata.
Una conseguenza dell’elasticità indotta dalla scelta di implementare pCM come libreria C/C++ è la 
possibilità di estendere pCM  per abbracciare sostanzialmente qualunque contesto in cui prenda po-
sto la sintesi e il processamento audio: come detto nel capitolo precedente, è del tutto lecito pensare 
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di voler adattare pCM a diversi supporti o sistemi per la sintesi audio, anche di alto livello (come il 
sistema a plug-in definito da Core Audio e Virtual Studio in Technology, o l’astrazione degli opcode 
in Csound).
Con pCM l’utente può prendere vantaggio di tutta l’espressività offerta dal C/C++. È possibile ope-
rare sul codice a qualunque livello, rispetto alle astrazioni introdotte da pCM. Per esempio, nessuna 
ipotesi è fatta sulla complessità con cui nello score è definito il mapping tra i messaggi esterni pro-
venienti dalle interfacce MIDI, e i parametri esposti per il controllo del rendering audio. Potenzial-
mente è possibile definire mapping dinamici, capaci cioè di variare nel tempo rispetto al verificarsi 
di certe condizioni di natura arbitraria.
Se è vero che con pCM l’utente gode di un maggior controllo sui dettagli dei vari aspetti che entra-
no in gioco nella definizione di una composizione, è altrettanto vero che è più facile correre il ri-
schio di esporre l’utente a troppe responsabilità, talvolta critiche per il corretto funzionamento o il 
raggiungimento delle prestazioni necessarie per supportare il rendering in real-time.
pCM cerca di raggiungere il giusto trade-off tra programmabilità, prestazioni e supporto, definendo 
un framework nel complesso modulare e con un’architettura a livelli, in cui le varie responsabilità 
sono distribuite tra i vari moduli. L’utente è libero di specializzare uno o più moduli rispetto alle 
proprie particolari esigenze. Questa libertà espone l’utente al rischio di introdurre difetti che posso-
no danneggiare il funzionamento o le prestazioni della composizione: questo è il prezzo che l’utente 
inevitabilmente paga nel caso in cui voglia sporcarsi le mani tra i sottili ingranaggi che stanno die-
tro le quinte del framework.
Nel prossimo paragrafo inizieremo ad affondare gradualmente lo sguardo all’interno del framework, 
cominciando a delinearne l’architettura a cui l’utente dovrà riferirsi ogniqualvolta voglia prendere il 
controllo su di uno qualunque dei moduli ad essa interni.
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2.3. pCM: lʼarchitettura
Come già accennato sopra, score ed orchestra costituiscono i due blocchi principali di una composi-
zione musicale. Ad essi sono assegnate responsabilità distinte, sebbene complementari.
Lo score istanzia ed inizializza le orchestre utilizzate nei movimenti della composizione, definisce la 
logica di mapping tra i messaggi provenienti dall’utente per mezzo dei device esterni di interfac-
ciamento musicale e i parametri di controllo del motore di sintesi, ed implementa la composizione 
algoritmica vera e propria, generando eventi audio da delegare all’orchestra.
L’orchestra costituisce il motore di sintesi vero e proprio. La sua unica responsabilità si limita 
quindi a quella di definire il processo di generazione audio. Al suo interno, un’orchestra è composta 
da uno o più instrument, ciascuno dei quali implementa un certo algoritmo di sintesi autonomo. 
L’orchestra definisce il collante tra i vari instrument interni, realizzando tra loro relazioni  in modo 
analogo a quanto ottenibile in Csound con l’uso delle variabili globali [Boulanger00]. In realtà, 
l’espressività del linguaggio su cui poggia pCM (ovvero il C) è tale da consentire relazioni e dipen-
denze tra i vari instrument governate da logiche di complessità arbitraria.
In modo del tutto analogo a Csound, un instrument definisce un qualche algoritmo di sintesi, com-
binando tra loro uno o più generatori, detti element, ovvero definendo una patch tra uno o più gene-
ratori. Inoltre, un instrument espone una qualche interfaccia per abilitare il codice esterno al con-
trollo sui vari parametri che ne governano l’algoritmo di sintesi. L’istanziamento e l’inizializzazione 
di ciascun element utilizzato nella patch definita da un instrument è responsabilità dell’instrument 
stesso.
pCM offre un insieme basilare di element (generatori). Sebbene tale insieme non sia attualmente 
confrontabile con la vasta gamma di opcode fornita da Csound, l’idea di pCM è quella di incorag-
giare l’utente nella definizione di nuovi element, semplificando il più possibile le operazioni neces-
sarie per implementare un nuovo element.
36 
Insieme agli element, pCM offre funzionalità per la gestione degli eventi e comandi. Tali domini 
funzionali costituiscono ciascuno un toolkit a se all’interno del framework.
I concetti fin qua introdotti sono sostanzialmente i mattoni principali dell’architettura di pCM. In 
figura 2.1 ne è fornita una rappresentazione intuitiva.
Si noti che ai piedi dell’architettura trova posto PortAudio (insieme a PortMIDI), il supporto audio 
scelto per l’implementazione di pCM. Tale scelta è giustificata dai numerosi vantaggi offerti da 
PortAudio (vedi paragrafo 1.4.1), in particolare, l’estrema semplicità e l’indipendenza dalla piatta-
forma.
Come è già possibile percepire intuitivamente, l’architettura di PortAudio ha un impatto non trascu-
rabile sull’architettura di pCM, e questo sarà via via più evidente man mano che scenderemo nei 
dettagli del codice d’implementazione del framework.
Rispetto a quanto rappresentato in figura 1.7, è chiaro che il codice dello score implementa l’attivi-
tà svolta dal task di controllo (“main() Task”, in figura 1.7), mentre il codice dell’orchestra imple-
menta l’attività del task di generazione audio (“Audio Generation Task”, in figura 1.7), sebbene 
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Figura 2.1: Rappresentazione dellʼarchitettura di pCM. Il framework poggia su PortAudio e PortMIDI per realizzare lo 
streaming dei dati audio (verso il DAC) e dei dati controllo (fornite dai device esterni).  Lo score è strutturato in movimenti 
e definisce lʼalgoritmo composizionale, generando i vari eventi sonori da delegare allʼorchestra. Lʼorchestra è composta 
da uno o più instrument, ciascuno dei quali realizza un certo algoritmo di sintesi, combinando tra loro uno o più element. 












non sia direttamente la callback di generazione audio (come vedremo nei dettagli nel paragrafo 
2.5).
2.4. Il framework
Avendo presentato l’architettura astratta, possiamo quindi procedere a volgere lo sguardo al 
framework vero e proprio, valutandone l’impatto sul codice utente, e cercando di scendere nei det-
tagli che saranno particolarmente sensibili per la parte successiva della tesi. Quando possibile, pro-
cederemo per esemplificazione, presentando score, orchestre, instrument ed element che sono parte 
del framework stesso.
2.4.1. Interfacciamento con il codice utente
Buona parte dell’interfacciamento del framework con il codice utente avviene sfruttando il prepro-
cessore del C, ovvero fornendo una serie di macro, le cui definizioni celano i dettagli del codice 
d’implementazione effettivo. Tali macro sono definite in un singolo file header, STARTpCM.h, par-
zialmente riportato nel listato 2.1.
// STARTpCM.h
#define DefOrchestra     void
#define Composition      void Score() {InitpCM
#define Endcomposition   ClosepCM }
#define BeginOrch        float inL,inR; for (nf=0,ns=0,ins=0;nf<frpb;nf++) {inLR(&inL,&inR);
#define EndOrch          }
#define InitpCM          CreateTabsen();CreateTabtriang();CreateTabcos();
#define Movement  settags();resettimer(); exitMov=false;while (CheckEventi()==1 && stopReq==0 && !exitMov) {
#define Mov       settags();resettimer(); exitMov=false;while (CheckEventi()==1 && stopReq==0 && !exitMov)  
\{myVars.theOrchFunc=
#define EndMovement      resettags();}
#define EndMov           resettags();Scope();DScope();}
#define ResetTime        resettimer();
#define At(t)            if(timeis(t))
#define OpenMidiA        SetMidiInPort(PortAin);OpenMidip();
#define CloseMidiA       CloseMidi();
#define onEvent(sch,p)   float p;if(nextEvent(sch,&p))
Listato 2.1: Frammento del file header STARTpCM.h
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La scelta di adottare il meccanismo delle macro è giustificata dalla volontà di voler allontanare il 
codice utente dai dettagli implementativi interni al framework, senza per questo rischiare di dover 
pagare in termini di prestazioni.
Inoltre, attraverso le macro, pCM tenta di alleggerire il codice utente, in modo tale da renderlo di 
più facile comprensione agli occhi di un utente che abbia avuto esperienza con Csound piuttosto che 
con il C.
2.4.2. Score e orchestra
Un semplice esempio di codice d’implementazione di una composizione ottenibile per mezzo delle 




// Shared Global Variables:
float vol, freq; //common variables for communication between Score and Orchestra.
//~~~~~~~~~~~~~ ORCHESTRA ~~~~~~~~~~~~~ //
DefOrchestra Ther() { //name of the orchestra
    sinosc sinT = newOsc(); //declaration of an oscillator
    BeginOrch
        float alfa = vol * Sinosc( sinT, freq );
        outLR( alfa, alfa );
    EndOrch
}
//~~~~~~~~~~~~~~~ SCORE ~~~~~~~~~~~~~~~ //
Composition
    float hor, vert;
    Mov Ther;
        GetMouse( &hor, &vert  );
        freq = 100. + hor * 1000.;
        vol = vert;
    EndMov
Endcomposition
Listato 2.2: Esempio di orchestra e score.
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Sia l’orchestra, sia lo score sono implementati da una funzione. Questo risulta chiaro se si osserva 
le definizioni delle macro DefOrchestra e Composition/Endcomposition (vedi listato 2.1).
Dietro la macro Composition, oltre alla firma dello score, si cela l’inizializzazione del framework 
(InitpCM), che consiste nell’allocazione delle tabelle utilizzate all’interno dei vari element (vedi pa-
ragrafo 2.4.4.1).
Tipicamente uno score è strutturato in movimenti, ciascuno definito dal blocco Mov-EndMov. Un mo-
vimento è un loop. Ad ogni movimento è associata un’orchestra: nell’esempio del listato 2.2, al-
l’unico movimento dello score è associato l’orchestra Ther.
Sebbene sia possibile definire più di una orchestra, all’interno dello score è possibile attivare soltan-
to una singola orchestra alla volta. L’orchestra associata ad un movimento è quella attiva nel corso 
dell’intero movimento. È comunque possibile modificare in qualunque momento l’orchestra attiva 
per mezzo della macro Orchestra: per esempio, l’istruzione Orchestra=MyOrch specifica che l’or-
chestra che si vuole attivare è MyOrch.
All’interno dell’orchestra è implementato l’algoritmo di sintesi. Esso è definito dal codice nel bloc-
co BeginOrch-EndOrch. Come si vede dalla definizione della macro BeginOrch nel file header 
STARTpCM.h (riportato nel listato 2.1), il blocco di generazione audio BeginOrch-EndOrch altro non è 
che un loop, che itera per ogni frame presente nei buffer audio in ingresso e in uscita forniti da 
PortAudio1. Questi dettagli, comunque, sono nascosti all’utente, che non dovrà operare direttamente 
sui buffer. A tale scopo, pCM  fornisce la funzione outLR, che provvede a scrivere i campioni relativi 
ai canali sinistro e destro del successivo frame da riempire all’interno del buffer in uscita.
Si noti che pCM opera soltanto in stereofonia, ovvero assume sempre che i canali in uscita siano 
due. Inoltre, la frequenza di campionamento è fissata a 44.100KHz.
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1 Il numero di frame per buffer è fissato da pCM a 256, sebbene di fatto PortAudio si riserbi la possibilità di variare tale 
numero ad ogni ciclo di rendering.
2.4.2.1. Comunicazioni tra score e orchestra
Il meccanismo a cui ricorre pCM per abilitare lo score al controllo dei parametri di sintesi utilizzati 
dall’orchestra è quello dell’assegnamento a variabili globali. Come si vede nel semplice caso del 
listato 2.2, l’algoritmo di sintesi definito dall’orchestra è parametrico rispetto alle due variabili glo-
bali vol e freq (chiaramente relative all’intensità ed alla frequenza, rispettivamente). Queste sono 
accedute in scrittura dallo score, che ne controlla il valore rispetto alla posizione attuale del puntato-
re (del mouse) nel corso dell’esecuzione, mentre l’orchestra si limita a leggerne i valori durante cia-
scuna iterazione del blocco BeginOrch-EndOrch di generazione dei frame.
Da quanto appreso nel paragrafo 1.4.1, le attività relative allo score e all’orchestra sono attività 
concorrenti. Pertanto, un accesso non sincronizzato ai parametri di sintesi globali (vol e freq, nel 
caso del listato 2.2) da parte di tali task concorrenti è potenzialmente fonte di problemi: siamo di 
fronte ad una race condition [Netzer92]. D’altra parte, la necessità di mantenere alte le prestazioni 
ci dissuade dal contare su sezioni critiche protette da operazioni di lock/unlock gestite dal sistema 
operativo. Nella successiva parte di re-ingegnerizzazione del framework valuteremo soluzioni otti-
mali a questo problema.
Restando all’esempio nel listato 2.2, l’orchestra qui presentato non utilizza instrument, ma si serve 
direttamente di un singolo element, sinosc. Come descritto nel paragrafo seguente, orchestra più 
elaborati fanno uso di instrument, analogamente a come avviene in Csound.
2.4.3. Instrument come oggetti
L’orchestra calcola il segnale audio processando le istruzioni che implementano gli instrument; gli 
instrument sono definiti dall’utente per mezzo dei vari element forniti da pCM.
Più di un instrument può essere utilizzato all’interno di un’orchestra: il numero massimo sostenibile 
affinché siano garantite prestazioni run-time dipende dalla complessità dei singoli instrument, in-
sieme ovviamente alle risorse di calcolo disponibili sulla macchina in uso. Ad ogni modo, quando in 
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un’orchestra sono definiti più di un instrument, possono verificarsi facilmente conflitti tra i nomi 
delle variabili utilizzate all’interno di ciascun instrument, specialmente quando si utilizzano instru-
ment precedentemente programmati.
Per superare questo tipo di problemi, per l’implementazione degli instrument si è adottato il para-
digma della programmazione orientata agli oggetti, prendendo vantaggio del principio di incapsu-
lamento: un instrument è quindi definito da una classe, che fornisce metodi per la generazione audio 
ed il controllo dei vari parametri di sintesi interni all’instrument.
Il seguente è l’esempio di un semplice instrument basato sull’element pluck2, con qualche altro 




    bool created;
    pluck string;
    envelope envksG;
    envelope envlpf;
    delay rit;
    lpfilter filtks;
    float vala,vax,vaxrit;
    float valf,pitch;
public:
    StringKS( void );
    virtual ~StringKS( void );
    void trig( float freq );
    float tick( void );
};
Listato 2.3: Esempio di instrument implementato sotto forma di classe.
Nella sezione privata prendono ovviamente posto tutti i dati interni all’instrument, ovvero variabili 
d’istanza, element3 e metodi di supporto. I metodi esposti pubblicamente devono rispettare un’inter-
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2 pluck implementa il ben noto algoritmo Karplus-Strong [Karplus83].
3 In realtà, all’interno di una classe C++ che definisce un instrument, di fatto, un element è una variabile d’istanza. Dal 
punto di vista della progettazione di un instrument, è comunque opportuno distinguere idealmente tra variabili d’istanza 
“semplici” e variabili d’istanza che sono element.
faccia convenzionalmente adottata dal framework (ovvero non si è ricorso al polimorfismo per ga-
rantirne il rispetto).
Nella maggior parte dei casi, oltre al costruttore ed il distruttore, un instrument fornisce:
• Il metodo trig: attiva l’algoritmo di sintesi, inizializzando lo stato dell’instrument per abili-
tarne il rendering dei successivi campioni audio.
• Il metodo tick: implementa l’algoritmo di sintesi che calcola effettivamente il segnale.
• Metodi getter/setter per il controllo ad-hoc dei particolari parametri di sintesi propri dell’in-
strument.
Ovviamente, il costruttore realizza tutto il necessario per portare in vita un’istanza della classe che 
definisce l’instrument, mentre il distruttore ripulisce le risorse da cui dipendeva l’istanza, subito 
prima della sua deallocazione.
Nel listato 2.4 è fornita l’implementa dell’instrument StringKS sopra introdotto.
In questo caso, il suono è generato utilizzando l’algoritmo di Karplus-Strong [Karplus83], fornito 
dall’element pluck; la sua intensità è controllata da un inviluppo (envksG), per un miglior controllo 
sulla coda del suono. In aggiunta, al segnale è sommata una copia ritardata di se stesso (rit), e infi-
ne è filtrato da un filtro passa-basso con taglio di frequenza variabile (controllata da un altro invi-
luppo, envlpf).
2.4.3.1. Istanziare un instrument
Avendo definito un istrument, è quindi possibile istanziarne un oggetto all’interno di una composi-
zione. Per fare questo, l’approccio seguito è simile a quello utilizzato per realizzare la comunica-
zione tra score e orchestra (vedi paragrafo 2.4.1.1.1). In questo caso sono definiti puntatori globali, 





StringKS::StringKS( void ) {
    created = true;
    string = newPluck( );
    rit = newDelay( 0.05 );
    filtks = newLPFilter( );
    float st[] = { 3, .0, .0, 1.2, .01, 1.0, 1.5, 2., .0, .0 };
    float fl[] = { 3, .0, .0, 1.2, .01, 1.0, 1.5, 2., .0, .0 };
    envksG = newexpEnv( st );
    envlpf = newexpEnv( fl );
}
StringKS::~StringKS( void ) {
    if ( created ) {
        disposeEnv( envksG );
        disposeEnv( envlpf );
    }
}
void StringKS::trig( float frq ) {
    pitch = frq;
    trigPluck( string, pitch );
    trigEnv( envksG, 1.0 );
    trigEnv( envlpf, 1.0 );
}
float StringKS::tick( void ) {
    vax = Env( envksG ) * Pluck( string, pitch ) + getDelay( rit );
    putDelay( rit, vax );
    vala = LPFilter( filtks, vax, Env( envlpf ) * 1000 );
    return vala;
}
Listato 2.4: Implementazione dellʼinstrument StringKS, definito nel listato 2.3.
Il listato 2.5 mostra un esempio di composizione nella quale è istanziato l’instrument StringKS.
È importante notare come questo modo di agire per l’istanziazione di un instrument non consenta di 
gestire in modo sistematico il ciclo di vita degli oggetti, in particolare per quanto riguarda la deallo-
cazione, che nel caso del listato 2.5 è erroneamente tralasciata. Inoltre, pensando ad un contesto più 
complesso, in cui compaiano più orchestre, ciascuna con un proprio set di instrument, risulta chiaro 
quanto questa strategia di istanziazione degli instrument sia del tutto inadeguata e fonte di possibili 
errori (soprattutto se tra qualche coppia di instrument esistono delle dipendenze), dal momento che 
non esiste modo di portare in vita e distruggere opportunamente ed in modo sistematico i vari set di 
instrument, man mano che una nuova orchestra viene attivata. Questa sarà certamente una delle 






// Shared Global Variables:
StringKS *corda = new StringKS;
fader fadin;
fader panpot;
//~~~~~~~~~~~~~ ORCHESTRA ~~~~~~~~~~~~~ //
DefOrchestra KSorch() {
    BeginOrch
        val = Fader( fadin ) * corda->tick( );
        signR = val * Fader( panpot );
        signL = val * ( 1. - Fader( panpot ) );
        outLR( signL, signR );
    EndOrch
}
//~~~~~~~~~~~~~~~ SCORE ~~~~~~~~~~~~~~~ //
Composition
    float semitone;
    scheduler scale( 15 );
    Orchesta = KSorch;
    for( int k = 0, semitone = 440.; k <= 12; ++k)
    {
        Event( scale, 0.5, semitone );
        semitone = semitone * 1.059;
    }
    ResetTime;
    float note;
    Movement
        StartFader( fadin, 0., 2., 0., 1. );
        StartFader( panpot, 0., 6., 0., 1. );
        if ( nextEvent( scale, &note ) ) corda->trig( note );
    EndMovement
Endcomposition
Listato 2.5: Composizione facente uso dellʼinstrument StringKS.
L’implementazione standard dell’operatore operator new garantisce la chiamata al costruttore, a se-
guito di un’opportuna allocazione in memoria libera. Essendo il puntatore corda una variabile glo-
bale, esso viene allocato nell’area di memoria globale ed inizializzato all’avvio del programma4, 
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4 Più precisamente,  le variabili e gli oggetti globali o statici vengono memorizzati e allocati all’avvio del programma, 
ma non possono essere inizializzati finché non ne inizia l’esecuzione. Ad esempio, una variabile statica in una funzione 
è inizializzata solo la prima volta che l’esecuzione del programma passa dalla sua definizione. Si noti inoltre che l’ordi-
ne di inizializzazione delle variabili globali attraverso le unità di traduzione non è definito, e un’attenzione particolare 
va posta alla gestione delle dipendenze tra oggetti globali (classi statiche incluse).
scatenando l’invocazione dell’operatore operator new per l’istanziamento dell’instrument in memo-
ria libera.
Da qui in avanti, l’instrument viene condiviso da entrambe le attività di controllo e di generazione 
audio: il metodo trig è utilizzato a livello di score, per il controllo dell’attività di rendering (svolta 
concorrentemente dall’orchestra); il metodo tick è invece utilizzato a livello di orchestra, per otte-
nere il segnale calcolato sotto il controllo dello score.
È importante notare come questo modo non sincronizzato di accedere concorrentemente allo stato 
interno di un instrument globalmente condiviso (seppur indirettamente, cioè per mezzo dell’inter-
faccia pubblica esposta dall’instrument stesso) soffra degli stessi problemi riscontrati più in genera-
le nel meccanismo di comunicazione tra score e orchestra adottato da pCM (vedi paragrafo 
2.4.1.1.1), in particolare situazioni di race condition.
2.4.3.2. Operare globalmente tra gli instrument
Tornando alla composizione del listato 2.5, per realizzare gli effetti voluti, vengono utilizzati alcuni 
element forniti da pCM: lo score utilizza uno scheduler per comporre una scala di semitoni (da 
un’ottava all’altra, a cominciare dalla nota LA3); lo score e l’orchestra usano concorrentemente due 
faders, il primo per controllare l’intensità globale, il secondo per realizzare il panning dal canale 
sinistro a quello destro.
All’interno dell’orchestra KSorch, il segnale generato dall’instrument corda è arricchito con gli ef-
fetti di delay e panning. Questo è svolto a livello di orchestra piuttosto che internamente all’instru-
ment. Diversamente da Csound, è infatti possibile pensare l’orchestra come un instrument che agi-
sce globalmente tra i vari instrument istanziati e da esso utilizzati. È pertanto possibile utilizzare 
element direttamente all’interno dell’orchestra, in modo tale da arricchire i segnali generati dai vari 
instrument di cui si serve l’orchestra stessa.
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Csound realizza questo per mezzo delle variabili globali: in Csound l’utente definisce nell’orchestra 
un instrument aggiuntivo, che riceve i vari segnali generati dagli altri instrument per mezzo di va-
riabili globali, e applica su di essi un controllo o una qualche elaborazione globale, per esempio per 
operare un controllo sui volumi e sul panning.
In pCM  è possibile ottenere lo stesso effetto agendo direttamente sull’orchestra, sebbene sia possi-
bile operare in modo del tutto analogo a Csound, definendo un instrument a se, che operi global-
mente tra i vari segnali generati dagli altri instrument dell’orchestra.
2.4.4. Toolkit
Come visto sopra, una composizione fa uso delle funzioni che costituiscono la libreria definita da 
pCM per la sintesi audio. Tale libreria costituisce il cuore operativo di pCM, e dà all’utente i matto-
ni necessari per costruire la composizione, sia a livello di score, sia a livello di orchestra.
Questa libreria consiste di tre differenti gruppi di funzioni, detti toolkit, ciascuno dei quali è destina-
to ad un particolare ambito: DSP (Digital Signal Processing), gestione degli eventi, e comandi.
Il toolkit relativo al DSP ha a che fare con la sintesi ed il processamento del suono, e definisce ele-
ment quali oscillatori, inviluppi, filtri, delay, riverberi, ecc. Esso trova tipicamente applicazione a 
livello dell’orchestra.
Il toolkit relativo alla gestione degli eventi tratta con la generazione e lo scheduling degli eventi, 
includendo la sincronizzazione e la gestione degli eventi generati esternamente da human gesture 
device.
Il toolkit relativo ai comandi gestisce il protocollo MIDI, permette di registrare direttamente in me-
moria secondaria il segnale generato dall’esecuzione di una composizione (sotto forma di file .aiff), 
e offre funzioni matematiche di utilità generale.
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Il toolkit relativo alla gestione degli eventi e quello relativo ai comandi trovano entrambi applica-
zione a livello di score.
Ciascun toolkit mantiene funzioni tra loro affini rispetto al dominio da esso ricoperto. L’approccio 
adottato per l’implementazione delle varie funzionalità offerte dai tre diversi toolkit è consistente 
rispetto a quello seguito per la definizione e l’utilizzo degli element di base forniti dal toolkit DSP, 
che presentiamo di seguito.
2.4.4.1. Element come pseudo-oggetti
Il toolkit DSP è il toolkit principale, e consiste di quelle funzioni e strutture dati dedite alla genera-
zione ed al processamento dei segnali audio. Esso offre una collezione di element, ovvero blocchi 
autonomi di elaborazione audio, concettualmente del tutto affini alla definizione di generatore data 
nel paragrafo 1.2.2.
Il paradigma object-oriented (OO) è del tutto adeguato per modellare il concetto di element, ed in-
fatti pCM segue concettualmente un’astrazione ad oggetti (o meglio, pseudo-oggetti) nel concepire 
gli element. Per l’implementazione si è scelto però di rinunciare al supporto OO del C++, adottando 
uno stile C. Ogni element è definito da una struttura (struct), che mantiene le sole variabili d’istan-
za, unitamente ad una serie di funzioni, che ne implementano il comportamento.
Ovviamente, diversamente dalle classi C++, a livello di codice, le funzioni sono slegate dalla strut-
tura a cui si riferiscono, sebbene ci si affidi ad alcune convenzioni che diano all’utente la parvenza 
che tra dati e funzioni esista una qualche relazione, che effettivamente esiste a livello concettuale. 
Tali convenzioni si applicano al nome della funzione, ad alcuni suoi parametri, e limitano l’inseri-
mento della dichiarazione della funzione nella stessa unità di traduzione o file header in cui compa-
re la dichiarazione della struttura corrispondente.
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Adottare un approccio in stile C, abilita l’implementazione ad allocare gli element nell’heap piutto-
sto che in memoria libera5.
Per esempio, l’oscillatore digitale con forma d’onda sinusoidale è implementato dall’element sino-












	 float  fase;
} sinoscstruct;
typedef oscil* sinosc;
sinosc newsinOsc(void) {return (sinosc) NewPtrClear(sizeof(sinoscstruct));}
float  Sinosc(sinosc osc, float freq)
{
	 float locfase=freq+osc->fase;
	 while (locfase<0.)          locfase+=tabLenfloat;
  while (locfase>tabLenfloat) locfase-=tabLenfloat;
	 osc->fase=locfase; 
  return *(Tabsen+(long)locfase);
}
...
Listato 2.6: Implementazione dellʼelement sinosc.
La wavetable di tale oscillatore è implementata dall’array  Tabsen: i suoi valori sono calcolati dalla 
funzione CreateTabsen, che è invocata a tempo di inizializzazione della libreria (per mezzo della 
macro InitpCM). Lo stato dell’oscillatore è mantenuto dalla struttura oscil, e in tal caso si limita alla 
sola fase di oscillazione. La parte operativa dell’element è costituita dalle seguenti due funzioni:
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5 È importante distinguere tra heap e memoria libera, poichè lo standard lascia volutamente non specificato in che modo 
queste due aree di memoria siano correlate. Infatti, è specificato che malloc/free non devono essere implementate in 
termini di new/delete ([C++98]: sezione 20.4.6, paragrafi 3 e 4). In effetti, heap e memoria libera si comportano in 
modo differente e vi si accede in modo differente.
• newsinOsc: crea un nuovo sinosc, effettuandone l’allocazione e l’inizializzazione (è l’analogo 
del costruttore).
• SinOsc: svolge il calcolo del successivo campione emesso dall’oscillatore in ingresso, calcola-
to rispetto ad una certa frequenza, in modo analogo a quanto esposto nel paragrafo 1.2.1.
Oltre a oscil, il toolkit  DSP definisce molti altri element, come filtri, inviluppi, delay, riverberi, ge-
neratori di rumore, pluck, sampling, saw-wave, square-wave, flanger, e altro ancora. Ovviamente, il 
nostro obiettivo è quello di comprendere la struttura generale con cui un generico element è conce-
pito, e non di certo presentare uno ad uno il funzionamento particolare di ogni singolo element 
(sebbene il lettore sia esortato a dare un’occhiata al codice di un qualche element a scelta).
Per un generico element di tipo struct xxx, convenzionalmente il “costruttore” è implementato dal-
la funzione newXxx, che restituisce un puntatore ad un blocco di memoria nell’heap, allocato (ed ini-
zializzato) per mantenere un oggetto di tipo xxx.
Si noti che nel listato 2.6, per l’allocazione, newsinOsc utilizza la funzione NewPtrClear (dichiarata 
nell’header MacMemory.h), parte del Memory Manager di Mac OS X v10.0, ormai deprecata e sosti-
tuita dalla funzione standard malloc.
Nel caso più semplice, la distruzione di un element avviene liberando la memoria allocata per esso 
sullo heap, con una chiamata a free. La dove siano necessarie operazioni ulteriori, è comunque pos-
sibile definire una funzione a parte, convenzionalmente disposeXxx. Per esempio, questo è il caso 
dell’element envelope (vedi envelope.cpp).
Mentre in C++ la chiamata al metodo di un oggetto utilizza l’operatore operator ->, nel nostro caso 
si adotta la convenzione che il primo argomento di qualunque funzione concettualmente legata alla 
definizione di un element sia sempre l’istanza dell’element a cui la chiamata si riferisce.
Dietro la scelta di rinunciare al supporto alle classi del C++, molto probabilmente, c’è il timore che 
il prezzo da pagare per costrutti troppo sofisticati, come appunto quello delle classi e oggetti, possa 
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avere un impatto negativo sulle prestazioni. Per l’implementazione di pCM+ ci svincoleremo da 
questa linea di pensiero, sfruttando a 360 gradi le potenzialità espressive del C++.
2.4.4.2. Gestione degli eventi
Il framework pCM  è stato implementato avendo in mente sia l’approccio algoritmico alla composi-
zione [Hiller81], sia il controllo gestuale interattivo in performance dal vivo definito dal paradigma 
della musica elettroacustica [Tarabella03a].
Non esiste nessuno schema rigido sul modo con cui una composizione pCM-based generi gli eventi 
audio da destinare al rendering da parte dell’orchestra. Questo può avvenire in modo statico, cioè 
gli eventi generati sono noti nel momento in cui è definita la composizione, seguendo un approccio 
simile allo score tradizionale di Csound, oppure può avvenire in modo dinamico, applicando una 
qualche logica di mapping sui dati ricevuti dalle interfacce MIDI esterne.
Soluzioni intermedie tra i due approcci sono inoltre applicabili, dando al compositore piena libertà 
sul modo di concepire una composizione. Ad esempio, i messaggi di controllo ricevuti dall’utente 
possono essere usati per pilotare il modo con cui l’algoritmo di sintesi genera gli eventi audio. In tal 
caso, ad un singolo messaggio MIDI, possono corrispondere uno o più eventi audio da inoltrare al 
motore di sintesi.
Come già detto, per inoltrare un certo evento audio al motore di sintesi, lo score imposta le caratte-
ristiche proprie di quell’evento audio invocando il metodo trig sull’instrument a cui l’evento è de-
stinato. I parametri a cui può riferirsi l’evento dipendono ovviamente da quali parametri in ingresso 
compaiono nella firma del metodo trig dell’instrument in uso.
Tale funzionamento avviene in tempo reale: se nel corso dell’esecuzione di una composizione (cioè 
di un programma), lo score invoca il metodo trig di un certo instrument X, passando, per esempio, 
una frequenza di 440Hz, appena la chiamata termina, l’orchestra emetterà immediatamente un se-
gnale con quella frequenza.
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In questo modo però resta difficile riuscire ad avere un controllo sull’istante in cui si vuole emettere 
un certo evento. Per far fronte a questo problema, pCM introduce alcune funzionalità rivolte proprio 
alla gestione e alla sincronizzazione degli eventi audio.
Ogni valutazione temporale viene svolta rispetto all’ultimo ResetTime (macro definita in 
STARTpCM.h, vedi listato 2.1), che aggiorna il valore della variabile globale microReset, in modo tale 
che essa mantenga il tempo trascorso in micro-secondi dall’ultimo startup del sistema. Ad ogni 
modo, il codice utente non ha alcuna necessità di accedere direttamente al valore di questa variabile 
globale. Essa è infatti utilizzata dietro le quinte dal framework, per implementare le funzionalità 
rivolte al supporto agli eventi.
All’interno di un movimento è possibile specificare un evento utilizzando la macro At(t), dove il 
parametro t è l’istante espresso in secondi in cui intraprendere una certa azione (singola istruzione, 
o blocco di istruzioni), che solitamente è una chiamata al metodo trig di un instrument. Come già 
accennato, l’istante t è valutato rispetto all’ultimo ResetTime.
Per esempio, il codice nel listato 2.7 genera una scala di semitoni da LA3 a LA4 (e rappresenta un 
modo alternativo di esprimere quanto fatto nello score del listato 2.5). Si noti che le note specificate 
sono macro definite nel file header STARTpCM.h, sostituite dalla frequenza in Hz corrispondente.
Analogamente a Csound, gli eventi non devono necessariamente essere specificati in ordine cre-
scente rispetto ai tempi di emissione. pCM provvederà dietro le quinte ad ordinarli prima di emet-
terli nei giusti tempi.
Il numero massimo di eventi definibili all’interno di un movimento è limitato a 10.000. Inoltre, un 
altro “limite” è rappresentato dalla durata massima di un movimento (non dell’intera composizio-





// Shared Global Variables:
StringKS *corda = new StringKS;
...
Composition
     ...
     Mov MyOrch
         At( 0.0 )  corda->trig( La/2 );
         At( 0.5 )  corda->trig( Lad/2 );
         At( 1.0 )  corda->trig( Si/2 );
         At( 1.5 )  corda->trig( Do );
         At( 2.0 )  corda->trig( Dod );
         At( 2.5 )  corda->trig( Re );
         At( 3.0 )  corda->trig( Red );
         At( 3.5 )  corda->trig( Mi );
         At( 4.0 )  corda->trig( Fa );
         At( 4.5 )  corda->trig( Fad );
         At( 5.0 )  corda->trig( Sol );
         At( 5.5 )  corda->trig( Sold );
         At( 6.0 )  corda->trig( La );
     EndMov
End
Listato 2.7:  Scala cromatica espressa allʼinterno di un movimento per mezzo del costrutto At(t).
Un altro approccio più formale ed efficiente che pCM offre all’utente per la gestione degli eventi, 
introduce un’entità aggiuntiva, modellata sotto forma di element, nota come scheduler. Esso per-
mette di accodare eventi temporizzati internamente allo scheduler stesso, e di prenderli in conside-
razione successivamente, attivandoli opportunamente rispetto ai tempi associati agli stessi eventi.
La funzione di costruzione di uno scheduler, newScheduler, riceve in ingresso il numero massimo di 
eventi accodabili all’interno dello scheduler istanziato.
Per accodare un evento all’interno di uno scheduler, è fornita la seguente funzione:
void Event( scheduler sked, float dur, float val );
Listato 2.8:  Prototipo della funzione Event.
In questo caso, gli eventi sono definiti come coppia durata-valore. Uno dei vantaggi che si hanno 
dall’uso di uno scheduler per la gestione degli eventi, è la possibilità di calcolare i valori associati 
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agli eventi sotto l’influenza dei dati provenienti dall’esterno o sulla base di un qualche algoritmo. 
La complessità di questo calcolo può essere arbitraria, dal momento che il tempo dedicato al calcolo 
avviene a tempo di inizializzazione dello scheduler, prima che si inizi a valutare l’emissione degli 
eventi. Per evitare che l’inizializzazione dello scheduler ecceda la durata minima tra quelle degli 
eventi accodati, è sufficiente invocare ResetTime subito dopo aver terminato l’inizializzazione.
Una volta che gli eventi sono inseriti nella coda interna allo scheduler, è possibile verificare se la 
durata di tempo dell’evento in testa si è esaurita o meno attraverso un’istruzione del tipo:
if ( nextEvent( schedObj, &retval ) ) do_something( retval );
Listato 2.9:  Uso della funzione nextEvent per lʼattivazione di un evento.
Se è così, nextEvent ritorna vero e alla variabile retval è assegnato il valore associato all’evento 
attivato; esso può quindi essere utilizzato nell’istruzione do_something, che solitamente “trigga” un 
instrument.
Per agevolare la scrittura del codice di attivazione di un evento, pCM definisce la macro di supporto 
onEvent, (vedi il listato 2.1), che permette di scrivere il codice nel listato 2.9 nella seguente forma:
onEvent( schedObj, &retval ) do_something( retval );
Listato 2.10:  Uso della macro onEvent per lʼattivazione di un evento.
Inoltre, sono definite varianti che prevedono la specifica di più di un singolo valore associato ad un 
evento, fino ad un massimo di sei valori.
Come esempio di utilizzo del meccanismo degli scheduler si rimanda allo score nel listato 2.5.
Il supporto offerto dall’event toolkit per il recupero e l’inoltro dei messaggi MIDI provenienti dalle 
interfacce esterne o verso dispositivi esterni si limita alla coppia di funzioni GetMidiData, e 
SendMidiMessage, entrambe dichiarate nel file header midifunctions.h.
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typedef struct MIDIData {
	 int length;
	 unsigned char message[4];
} MIDIData;
typedef struct MIDIData *MIDIDataPtr;
...
int GetMidiData(MIDIDataPtr mididata);
void SendMidiMessage(int status, int data1, int data2);
Listato 2.11:  Funzioni per il supporto per il recupero e lʼinoltro dei messaggi MIDI.
GetMidiData restituisce 0 (falso), se nessun messaggio MIDI è stato ricevuto; altrimenti, restituisce 
1 (vero) ed assegna il messaggio MIDI al parametro mididata.
2.4.4.3. Comandi
Il toolkit dei comandi raggruppa quelle funzioni che lavorano come comandi di utilità per la com-
posizione. In particolare sono forniti comandi per abilitare la composizione alla registrazione in un 
file audio (.aiff), e per gestire il protocollo MIDI.
Per registrare il segnale generato durante la composizione è sufficiente ricorrere ad un paio di fun-
zioni. La prima funzione è Record; il suo prototipo è il seguente.
int Record( char *fileName, float maxLength );
Listato 2.12:  Prototipo della funzione Record.
Tale funzione predispone l’occorrente per la registrazione, creando il file .aiff con il nome specifica-
to in ingresso, ed allocando il buffer sullo heap, con dimensione maxLength, che manterrà i campioni 
che saranno scritti sul file in memoria secondaria al termine della registrazione, chiamando la fun-
zione StopRecord.
Una volta chiamata Record, tutto quello che occorre fare per alimentare la registrazione è invocare 
la funzione RecordSample.
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void RecordSample( short left, short right );
Listato 2.13:  Prototipo della funzione RecordSample.
Presa in ingresso la coppia di campioni relativi ai canali sinistro e destro, RecordSample scrive tali 
campioni nel buffer interno che mantiene in memoria principale l’immagine del file .aiff che sarà 
creato su disco al termine della registrazione, invocando la funzione StopRecord.
Il comando OpenMidiA (macro definita in STARTpCM.h, vedi listato 2.1) effettua l’apertura della pri-
ma porta MIDI, mentre CloseMidiA la chiude.
2.5. Under the hood
Nei precedenti paragrafi è stato esposto il framework, così come appare agli occhi dell’utente. In 
questo paragrafo andremo nel “dietro le quinte”, scendendo nei dettagli implementativi, là dove 
avrà senso farlo rispetto agli obiettivi preposti.
In particolare, lo scopo sarà quello di comprendere le modalità implementative a cui si è ricorso per 
poggiare sul supporto PortAudio.
I dettagli implementativi del supporto al protocollo MIDI saranno ignorati, così come quelli per il 
supporto alla gestione degli eventi ed alla registrazione su file .aiff. Questo perché il nostro obietti-
vo non è certo quello di ricoprire ogni aspetto dell’implementazione del framework, ma solo quelle 
parti che hanno un impatto importante sull’impalcatura generale del framework. Questo è certamen-
te il caso dello strato di codice che lega il framework al supporto audio sottostante.
2.5.1. “La sottile linea rossa”
Rispetto alle nostre conoscenze su PortAudio (vedi paragrafo 1.4.1), sappiamo che da qualche par-
te nel codice è svolta l’inizializzazione della libreria, l’apertura degli audio stream, e l’avvio dello 
streaming audio, con la conseguente biforcazione tra le attività di scoring e audio signal generation.
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Fortunatamente, il codice che stiamo cercando si trova in un unico singolo file di traduzione, 
audiofunctions.cpp/.h.
La funzione che mette in moto pCM  è NewSound. Questa è la sola funzione che l’utente deve invoca-
re per avviare pCM e l’esecuzione dello score. Questo avviene senza passare strani puntatori a fun-
zione, come il puntatore allo score o all’orchestra: infatti, pCM fa la semplice ipotesi che la funzio-
ne che implementa lo score sia un funzione fissa ben determinata, con il seguente prototipo, dichia-
rato in STARTpCM.h.
void Score( void );
Listato 2.14:  Prototipo della funzione Score.
Tale funzione sarà poi definita dall’utente nel file di traduzione relativo alla composizione, che in-
clude proprio l’header STARTpCM.h.
Al suo interno, NewSound chiama la funzione StartAudio, la cui responsabilità è proprio quella di 
avviare il motore di sintesi operando direttamente su PortAudio.
Per facilitare la comprensione della trattazione, nel listato 2.15 è riportata integralmente la defini-
zione della funzione StartAudio, che procediamo ad analizzare.
Inizialmente, è verificato se l’utente ha specificato una delle due macro conIngressoAudio o sen-
zaIngressoAudio (vedi listato 2.1), assegnando così il valore true o false alla variabile globale wit-
hAudioIput. Attraverso tale variabile, StartAudio apprende il numero di canali audio in ingresso con 
cui impostare in seguito PortAudio.
Successivamente, PortAudio è inizializzata invocando Pa_Initialize. Ovviamente, a fronte del ve-
rificarsi di un qualsiasi errore, il flusso è interrotto e la libreria PortAudio deallocata, segnalando 
all’esterno il problema con un opportuno valore di ritorno. All’inizializzazione di PortAudio segue 
quella della variabile globale myVars, definita in audiofunctions.cpp e dichiarata come variabile 
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esterna in STARTpCM.h, rendendola così accessibile al codice utente (che per poter usare pCM  è tenu-
to ad includere l’header STARTpCM.h).
int StartAudio()
{
    PaError err;
    int inputChannelsNumber;
    if (withAudioInput)
      inputChannelsNumber = 2;
    else
      inputChannelsNumber = 0;
   
    err = Pa_Initialize();






	 myVars.flagUDP = false;
	
	 stopReq = 0;
     PaDeviceID theOpenedOutDeviceID;
     const PaDeviceInfo* deviceInfo;
	
	 err = Pa_OpenDefaultStream(	 &stream,	 	 /*the new stream we will create */
	 	 	 	 	 	 	 inputChannelsNumber, /*input channels */
	 	 	 	 	 	 	 2,              /*output channels*/
	 	 	 	 	 	 	 SAMPLE_TYPE,    /* sample type*/
	 	 	 	 	 	 	 SAMPLE_RATE,    /* sample rate */
	 	 	 	 	 	 	 FRAMES_PER_BUFFER, /* frames per buffer */
	 	 	 	 	 	 	 0, /* number of buffers, if zero then use default minimum */
	 	 	 	 	 	 	 AudioCallback,  /*callback function*/
	 	 	 	 	 	 	 (void *) &myVars );	/*pointer to vars*/		 	
	 	 	 	 	 	 	
     if( err != paNoError ) goto error;
	 	 	 	 	 	 	
	 err = Pa_StartStream( stream );
	 if( err != paNoError ) goto error;
	 operating = 1;
     
     theOpenedOutDeviceID = Pa_GetDefaultOutputDeviceID();
     deviceInfo = Pa_GetDeviceInfo(theOpenedOutDeviceID);              	 	 	 	 	 	
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	
	  printf("Sound Engine started on output port: %s\n",deviceInfo->name);
      fflush(stdout);
     return 0;
error:
Pa_Terminate();
fprintf( stderr, "Start sound error\n" );
fprintf( stderr, "Error number: %d\n", err );
fprintf( stderr, "Error message: %s\n", Pa_GetErrorText( err ) );
return -1;
}
Listato 2.15:  La funzione StartAudio.
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myVars contiene l’occorrente affinché la callback segnalata a PortAudio all’apertura dell’audio 
stream sia in grado di invocare l’orchestra attualmente attiva nello score.
La variabile myVars è una struttura di tipo paUserData, la cui definizione è riportata nel listato 2.16.
typedef struct {
	 SAMPLE  *inputBuffer;
	 SAMPLE  *outputBuffer;
	 int numChannels;
	 int bufferLen;
	 OrchFuncType  *theOrchFunc;





Listato 2.16:  La struttura paUserData.
I campi della struttura paUserData sono6:
• inputBuffer/outputBuffer: sono i puntatori ai buffer in ingresso ed in uscita forniti da 
PortAudio alla callback di rendering.
• numChannels: mantiene il numero dei canali audio in uscita (fissato dalla macro NUM_CHANNELS, 
definita in audiofunctions.h).
• bufferLen: mantiene la dimensione in byte dei buffer audio passati di volta in volta da 
PortAudio alla callback di rendering.
• theOrchFunc/theOrchFunc2: sono i puntatori all’orchestra attualmente attiva nello score.
Dagli ultimi due campi (escludendo flagUDP e datoUDP) risulta chiaro come myVars debba necessa-
riamente essere accessibile all’utente per poter attivare un’orchestra nello score. Sebbene la macro 
per l’attivazione di una nuova orchestra, Orchestra, tenti di nascondere l’accesso a myVars, com’è 
chiaro osservandone la definizione nel listato 2.1, di fatto tale macro è sostituita proprio con il 
campo theOrchFunc della variabile myVars. Pertanto, un assegnamento ad Orchestra produce un as-
segnamento a tale campo.
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6 Gli ultimi due campi, flagUDP e datoUDP, possiamo ignorarli tranquillamente.
Tornando alla funzione StartAudio, all’inizializzazione di myVars segue l’apertura dello stream as-
sociato al device audio di default, chiamando la funzione Pa_OpenDefaultStream. Qui sono imposta-
te tutte le proprietà che caratterizzano l’audio stream:
• Il numero dei canali in ingresso, precedentemente determinati attraverso il valore della varia-
bile globale withAudioInput.
• Il numero dei canali in uscita: il numero dei canali in uscita è brutalmente fissato a 2.
• Il formato dei campioni: il formato attribuito alla macro SAMPLE_TYPE è paFloat32, ovvero la 
rappresentazione in virgola mobile a 32 bit, con range tra ±1.0.
• La frequenza di campionamento, fissata dalla macro SAMPLE_RATE a 44.100Hz, pari alla qualità 
standard CD audio.
• Il numero dei frame all’interno dei buffer audio passati da PortAudio alla callback di rende-
ring, fissati a 256 dalla macro FRAMES_PER_BUFFER.
• Il numero dei buffer utilizzati per le eventuali comunicazioni multi-bufferizzate dipendenti dal 
supporto nativo: 0 fa sì che PortAudio stabilisca internamente un valore adeguato rispetto alla 
particolare piattaforma in uso.
• La callback di rendering, che non è direttamente l’orchestra, ma la funzione AudioCallback.
• Il puntatore alla struttura dati che sarà passata di volta in volta da PortAudio alla callback di 
rendering, che guarda caso è il puntatore alla variabile globale myVars.
In assenza di errori, StartAudio avvia il processamento audio invocando Pa_StartStream. In caso di 
successo, la funzione restituisce il controllo al chiamante, ovvero NewSound. NewSound prosegue 
chiamando la funzione Score, definita dall’utente.
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2.5.2. Il thread di generazione audio
Tornando a StartAduio, con la chiamata a Pa_StartStream, l’engine di rendering è avviata, e l’atti-
vità del thread principale è biforcata con l’avvio silenzioso, ad opera di PortAudio, di un nuovo 
thread, la cui attività è quella di realizzare lo streaming audio verso il sottosistema di codifica audio 
digitale-analogico (il DAC). Il nuovo thread invoca periodicamente la callback impostata all’apertu-
ra dello stream audio, fornendole i buffer audio in uscita da riempire, ed eventualmente i buffer in 
ingresso contenenti il segnale proveniente dall’esterno (se l’utente specifica la macro conIngresso-
Audio): nel nostro caso la callback è AudioCallback. Procediamo quindi con l’analisi di questa fun-
zione, per comprendere il modo in cui l’orchestra è raggiunto dal flusso di esecuzione del thread di 
rendering.
La definizione della funzione AudioCallback è riportata nel listato 2.18, così come appare in 
audiofunctions.cpp.
Si noti che AudioCallback è definita come una funzione statica. Questo ne limita lo scope (la visibi-
lità) al file sorgente nella quale è definita (audiofunctions.cpp), nascondendone la visibilità nei 
confronti del codice utente (non è un caso che il prototipo di AudioCallback non compaia nel file 
header audiofunctions.h, ma direttamente nel file di traduzione audiofunctions.cpp).
La firma di AudioCallback rispetta il tipo del prototipo definito da PortAudio per la callback di ren-
dering, che riportiamo di seguito.
typedef int PaStreamCallback( const void *input
                            , void *output
                            , unsigned long frameCount
                            , const PaStreamCallbackTimeInfo *timeInfo
                            , PaStreamCallbackFlags statusFlags
                            , void *userData);
Listato 2.17:  Il tipo della callback audio invocata da PortAudio.
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static int AudioCallback( void *inputBuffer, void *outputBuffer,
                         unsigned long framesPerBuffer,
                         PaTimestamp outTime, void * dataPtr )
{
	 // Prendi i puntatori ai buffer, castandoli al tipo di campioni
       SAMPLE *out = (SAMPLE*)outputBuffer;
       SAMPLE *in;
       if (withAudioInput)
          in = (SAMPLE*)inputBuffer;
       else
          in = NULL;
	
	 //variabili varie
	 OrchFuncType  *theOrchFunc;
	 OrchFuncType2  *theOrchFunc2;		 	
	 unsigned int i;
       (void) outTime;
       int samplesPerFrame;
       int numSamples;
	
	 //prendi campi dalle variabili utente
       paUserData * myVarsPtr = (paUserData*)dataPtr;	 	
       samplesPerFrame =  myVarsPtr->numChannels;
       numSamples =  framesPerBuffer * samplesPerFrame;
       myVarsPtr->inputBuffer = in;
       myVarsPtr->outputBuffer = out;
       myVarsPtr->flagUDP = true;
	 //se assegnata un orchestra ciclante eseguila
	 frpb = framesPerBuffer;
	 theOrchFunc = myVarsPtr->theOrchFunc;	  	 	 	  
	 if (theOrchFunc != NULL )
	 	 if(( inputBuffer != NULL ) | (withAudioInput == 0))
	 	 	 	 theOrchFunc();
	        //else
	 	 	 //for( i=0; i<numSamples; i++ )
	 	 	 //	 *out++ = 0;
	
	 //se assegnata un orchestra "one shot" eseguila ciclandola qui
	 theOrchFunc2 = myVarsPtr->theOrchFunc2;	  	 	 	  
	 if (theOrchFunc2 != NULL ) {
	 	 out = (SAMPLE *) outputBuffer;
	 	 in  = (SAMPLE *) inputBuffer;
	 	 if( inputBuffer == NULL )
	 	 	 for( i=0; i<framesPerBuffer; i++ )
	 	 	 	  theOrchFunc2(0,0,out++,out++);
        else for( i=0; i<framesPerBuffer; i++ )	
	 	 	 	 theOrchFunc2(*in++,*in++,out++,out++);
	 }	 	 	
  
       if ((theOrchFunc == nil) && (theOrchFunc2 == nil))
           for( i=0; i<numSamples; i++ )
	 	 	  *out++ = 0;	 	  
	 	 	 	 	
       return 0;
}
Listato 2.18:  La funzione AudioCallback.
AudioCallback non fa altro che prelevare i buffer in uscita, ed eventualmente quelli in ingresso 
(sempre in dipendenza dal valore della variabile globale withAudioInput), forniti dai parametri in 
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ingresso, assegnandoli ai campi outputBuffer, inputBuffer, rispettivamente, della variabile globale 
myVars. Inoltre, assegna alla variabile globale frpb il numero di frame per buffer fornito dal parame-
tro in ingresso frameCount. Come vedremo tra breve, tale variabile sarà utile all’orchestra.
Infine, se nello score è stata attivata un’orchestra, assegnando al campo theOrchFunc o theOr-
chFunc2 della variabile globale myVars la funzione che definisce l’orchestra da attivare, AudioCall-
back chiama tale funzione, proprio per mezzo del campo theOrchFunc o theOrchFunc2 della variabi-
le globale myVars.
Le orchestre assegnate al campo theOrchFunc sono dette ciclanti, nel senso che al loro interno si as-
sume essere presente un loop  che itera tra tutti i frame presenti nei buffer audio. Questo è il caso di 
un’orchestra costruita per mezzo delle macro BeginOrch-EndOrch, in associazione con la funzione 
outLR. Infatti, il ciclo generato dal preprocessamento delle macro BeginOrch-EndOrch è un ciclo for 
come quello nel listato 2.19.
void MyOrch( void )
{
    float chL, chR;
    ...
    float inL,inR; for (nf=0,ns=0,ins=0;nf<frpb;nf++) {inLR(&inL,&inR); // BeginOrch macro
    
       ...
       outLR( chL, chR );
    } // EndOrch
}
Listato 2.19:  Il loop generato dalle macro BeginOrch/EndOrch.
Le variabili che compaiono nel for del listato 2.19 sono tutte variabili globali (definite in 
audiofunctions.cpp), le cui responsabilità sono:
• nf: mantiene il numero di frame attualmente processati nel ciclo di rendering corrente.
• ns: mantiene il numero di campioni all’interno del buffer audio in uscita attualmente processa-
ti nel ciclo di rendering corrente.
63 
• ins: mantiene il numero di campioni all’interno del buffer audio in ingresso attualmente pro-
cessati nel ciclo di rendering corrente.
Il ciclo termina quando il numero di frame processati raggiunge frpb, variabile globale che sappia-
mo contenere il valore pari al numero di frame per buffer passato da PortAudio alla callback di ren-
dering.
La funzione outLR (definita in audiofunctions.cpp) non fa altro che assegnare il valore degli argo-
menti ai successivi due campioni nei buffer audio in uscita (recuperati per mezzo della variabile 
globale myVars), incrementando ns opportunamente. La sua definizione è riportata nel listato 2.20.
void outLR(float sigL,float sigR)
{	




Listato 2.20:  La funzione outLR.
Tornando alla callback di rendering AudioCallback, se il campo theOrchFunc della variabile myVars 
dovesse essere nullo, si procede verificando theOrchFunc2. Qui si assume che l’orchestra puntato sia 
del tipo “one shot”, ovvero che esso generi un singolo campione per canale in uscita. Il ciclo di ren-
dering è pertanto realizzato direttamente all’interno di AudioCallback, piuttosto che nell’orchestra. 
L’orchestra riceve in ingresso gli indici attuali da utilizzare nell’accesso ai buffer audio (recuperabi-
li come al solito per mezzo di myVars).




L’analisi esposta in questo capitolo ci ha permesso di comprendere da diverse prospettive la struttu-
ra ed i meccanismi interni al framework pCM, in modo sufficientemente dettagliato per poter pro-
seguire con lo sviluppo di un incremento che persegui gli obiettivi esposti nel paragrafo 1.5.2. 
Inizialmente, abbiamo analizzato a volo d’uccello quelli che sono i punti forti che stanno dietro alla 
filosofia del framework e le nuove possibilità offerte all’utente, sia dal punto di vista prestazionale, 
sia dal punto di vista espressivo.
Siamo quindi scesi al livello dell’architettura del framework, esponendone le astrazioni introdotte e 
le modalità con cui il codice utente è interfacciato rispetto alle nuove entità offerte dal framework.
Questo ci ha permesso di scendere gradualmente tra i vari livelli che compongono l’architettura di 
pCM. Siamo partiti dalla composizione, e ne abbiamo separato le responsabilità tra score ed 
orchestra. Sono quindi state valutate criticamente le modalità di implementazione degli instrument 
e degli element offerti dal toolkit DSP. Inoltre, abbiamo presentato il supporto alla gestione degli 
eventi, al protocollo MIDI, e alla registrazione su file in tempo reale.
Nell’ultimo paragrafo, abbiamo cercato di superare “la sottile linea rossa” che separa il framework 
così come appare agli occhi dell’utente dal codice che cela i meccanismi interni su cui mette mano 
l’implementatore. In particolare, abbiamo analizzato il codice che lega il framework al supporto au-
dio sottostante, PortAudio.
Le conoscenze apprese in questo capitolo saranno fondamentali per la successiva fase di progetta-
zione, che dovrà mantenere il più possibile i connotati con cui pCM  è stato originariamente conce-
pito. Tali conoscenze, unitamente alle basi teoriche esposte al capitolo 1, ci permetteranno di capire 
dove e in che modo applicare un incremento al framework.
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3. Adding a ʻ+ʼ to pureCMusic
3.1. Introduzione
Siamo finalmente giunti al momento di applicare l’incremento al framework pureCMusic, tenendo 
sempre a mente gli obiettivi preposti (vedi paragrafo 1.5.2). In questo capitolo vengono documen-
tate in termini intuitivi le varie scelte operate nel processo di sviluppo svolto per il raggiungimento 
di tale incremento.
La nostra bussola saranno le basi scientifico-tecnologiche esposte al capitolo 1: inizialmente, torne-
remo alle nozioni teoriche fondamentali, con lo scopo di capire consapevolmente verso quale dire-
zione spingere lo sviluppo.
Il passo successivo sarà quello di scegliere gli strumenti da adottare come supporto allo sviluppo. 
Le ragioni di tale scelta sarà argomentata e confrontata rispetto a possibili strumenti alternativi po-
tenzialmente validi per i nostri scopi.
Sarà infine documentato il risultato prodotto dallo sviluppo iterativo, giustificandone ogni scelta 
progettuale e implementativa. Il codice prodotto è integralmente riportato nell’appendice A.
3.2. “Back to the Future”
Nella trattazione del capitolo 2, abbiamo visto come pCM modelli il concetto di generatore (para-
grafo 1.2.2) attraverso l’entità programmativa element (paragrafo 2.4.4.1). Confrontando la defini-
zione di generatore con le modalità d’implementazione adottate per gli element, emerge una coper-
tura parziale da parte di questi ultimi sulle caratteristiche e capacità complessivamente esibite dalla 
nozione originaria di generatore.
Prima di andare a fondo di questa considerazione, cerchiamo di cogliere l’essenza di ciò che sta die-
tro al concetto di unità di generazione, a cominciare dalla sua definizione, che riproponiamo: 
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un’unità di generatozione è un’entità di elaborazione attiva, che produce in uscita uno o più segnali, 
risultanti dal proprio stato interno e opzionalmente in modo parametrico rispetto ad uno o più se-
gnali o valori singoli acquisiti dall’esterno, dove per segnale si intende segnale digitale, ovvero un 
flusso continuo nel tempo di numeri in virgola mobile.
Questa definizione trova fondamento nelle prime “implementazioni” di generatore dei vecchi sinte-
tizzatori analogici, in cui gli oscillatori erano realizzati con circuiti elettronici. In questo caso, seb-
bene non sia possibile valutare un oscillatore analogico come un’entità di elaborazione negli stessi 
termini applicabili ad un oscillatore digitale1 (a causa della diversa natura tecnologica), la definizio-
ne di generatore risulta completamente soddisfatta: infatti, l’oscillatore analogico opera effettiva-
mente in modo attivo; è cioè capace di operare in modo autonomo rispetto al resto del sistema. La 
sua attività è quindi sovrapposta nel tempo a quella del resto del sistema. In altre parole, in un con-
testo analogico, una patch è il risultato delle attività parallele svolte dai vari generatori nella catena 
di sintesi.
L’aver scomodato la tecnologia analogica potrà sembrare inopportuno, ma è indubbiamente fonte di 
spunto per capire quale direzione seguire nel progetto di pCM+. Tornando all’attuale implementa-
zione di pCM, risulta evidente come essa non lasci spazio ad alcuna sovrapposizione tra le attività 
dei vari element utilizzati in un’orchestra o all’interno di un instrument2.
Questo è senza dubbio uno svantaggio, soprattutto con la sempre crescente predominanza delle ar-
chitetture parallele: in questi ultimi anni, stiamo assistendo al diffondersi di architetture parallele 
anche sul mercato desktop, con l’avvento dei processori multi-core. I processori multi-core sono 
ormai la norma. La portata dell’impatto di tale progresso tecnologico sul progetto di applicativi che 
richiedano performance run-time (e non solo) è indubbio: la conseguenza più drastica sul progetto 
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1 In particolare, è necessario considerare il passaggio dal segnale discreto (digitale) a quello continuo (analogico). Detto 
questo, un oscillatore analogico può essere idealmente valutato come un’entità di elaborazione in grado di generare un 
segnale (analogico).
2 Qui,  come nel resto della trattazione, ignoriamo l’eventuale parallelismo introdotto dal supporto audio, così come av-
viene in PortAudio tra le attività del thread di generazione audio e quello che svolge l’attività di controllo.
di sistemi software è che non si può più fare a meno di pensare al parallelismo inerente riconoscibi-
le nel particolare dominio del problema di interesse [Sutter05a/b], ancor prima di valutare aspetti 
solitamente primari nei progetti “sequenziali” (cioè progetti che producono codice prettamente se-
quenziale), come algoritmi (sequenziali), strutture dati, linguaggio target, ecc.
Nell’ambito della sintesi e del processamento audio, tutto questo rappresenta per noi un’opportunità 
per raggiungere un’implementazione che poggi su di un’architettura multi-core, che realizzi, là do-
ve e finché le risorse di calcolo lo permettano, un funzionamento parallelo analogo a quello ricono-
scibile in un’implementazione analogica o su sistemi run-time con hardware dedicato.
I vantaggi derivanti da una tale implementazione sono chiaramente un aumento delle prestazioni del 
sistema, e un’ottimizzazione nell’uso delle risorse. Un altro vantaggio, che ci proponiamo come 
obiettivo ulteriore, è di sfruttare le risorse di calcolo disponibili in modo adattativo, massimizzando 
la scalabilità nel modo il più possibile trasparente nei confronti del codice utente.
Il raggiungimento di tali obiettivi è fortemente dipendente dagli strumenti che sceglieremo per 
esprimere e controllare il parallelismo. Tale scelta è quindi un passo importante, e come tale è ade-
guatamente documentato dal seguente paragrafo.
3.3. La scelta di un supporto al parallelismo
Come accennato al paragrafo 1.5.2, rivolgeremo particolare attenzione ai processori con architettu-
ra multi-core. Questa sarà la nostra architettura target (di riferimento). In questo paragrafo verrà 
argomentata la scelta di adottare la libreria Intel Threading Building Blocks3 come supporto al pa-
rallelismo, nell’ipotesi di poggiare, appunto, su processori multi-core, ed escluderemo a priori solu-
zioni che non siano conformi allo standard ISO C++.
La complessità indotta dal parallelismo richiede un supporto che permetta di esprime e di realizzare 
il controllo sulla concorrenza ad un qualche livello d’astrazione.
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3 http://threadingbuildingblocks.org/
In ambito C++, diverse sono le scelte possibili. Programmare utilizzando un’interfaccia ai thread 
crudi, come l’interfaccia POSIX (lo standard Pthread4), o l’interfaccia ai thread offerta da una par-
ticolare piattaforma, è stata una scelta che molti programmatori di architetture a memoria condivisa 
hanno adottato. Ci sono tuttavia librerie wrapper che aumentano la portabilità, come Boost Thread, 
libreria che è stata inclusa nel Library Technical Report [C++TR104] dal comitato di standardizza-
zione del C++.
Su architetture a memoria distribuita si adotta invece di frequente un modello ad ambiente locale, 
in cui l’interazione tra i processi avviene attraverso lo scambio di messaggi. In questo caso, una 
scelta diffusa è l’utilizzo di un’implementazione dello standard Message Passing Interface5 (MPI), 
come MPICH6 e Open-MPI7.
Thread crudi ed MPI espongono il controllo del parallelismo al livello più basso. Essi rappresentano 
il linguaggio assembler per il parallelismo. Come tali, essi offrono la massima flessibilità, ma ad un 
alto costo in termini di sforzo di programmazione, tempo di debugging, e costi di manutenzione.
Per programmare una macchina con architettura parallela, come i processori multi-core, occorre-
rebbe l’abilità di esprimere il parallelismo senza dover gestire ogni dettaglio: problemi come la ge-
stione ottimale di un pool di thread, e l’opportuna distribuzione del lavoro rispetto al bilanciamento 
del carico e l’utilizzo ottimale della cache, non dovrebbero essere le questioni al centro dell’atten-
zione del programmatore mentre progetta ed esprime il parallelismo in un programma.
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Intel Threading Building Blocks (TBB) nasce proprio con l’intento di venire in aiuto nella creazione 
di applicazioni che vogliano prendere vantaggio dei nuovi processori multi-core, in modo efficiente 
e scalabile8, man mano che il numero dei core inseriti nel processore aumentano.
TBB è una libreria che supporta la programmazione parallela scalabile utilizzando codice C++ 
standard, senza richiedere linguaggi o compilatori speciali. L’abilità di poter utilizzare TBB vir-
tualmente su un qualunque processore e sistema operativo dotato di un compilatore C++, rende tale 
libreria molto attraente.
Nel seguente sottoparagrafo sono esposti i vantaggi offerti da TBB, giustificando la scelta di adot-
tarla come supporto al parallelismo per abilitare la futura versione di pCM all’elaborazione concor-
rente da parte degli element.
3.3.1. Perché adottare Intel Threading Building Blocks?
L’obiettivo principale di un programmatore in un ambiente di calcolo moderno è la scalabilità 
[Vanneschi07b]: in altre parole, se n è il numero di core presenti in un processore multi-core, que-
sto significa massimizzare l’utilizzo degli n core, all’aumentare di n. TBB facilita lo sviluppo di ap-
plicazioni scalabili rispetto ai tradizionali pacchetti di supporto al multi-threading.
Come accennato sopra, ci sono una varietà di approcci alla programmazione parallela, che spaziano 
dall’uso di primitive di supporto al multi-threading dipendenti dalla piattaforma, a nuovi linguaggi 
o estensioni di linguaggi sequenziali con parole e sintassi riservate (per esempio, questo è il caso 
dell’API definita dalla specifica OpenMP9). Il vantaggio di Threading Building Blocks è che lavora 
ad un livello più alto rispetto a quello dei thread crudi, senza richiedere linguaggi o compilatori eso-
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8 Senza voler dare una definizione formale, ricordiamo che l’efficienza relativa esprime il grado (in percentuale) di uti-
lizzo delle risorse di calcolo che compongono un sistema parallelo, mentre la scalabilità esprime quanto è accellerata la 
computazione (ovvero quanto aumenta la banda) rispetto al caso sequenziale.
9 http://www.openmp.org/
tici. È infatti possibile utilizzare TBB con un qualunque compilatore conforme allo standard ISO 
C++.
Threading Building Blocks differisce dai tradizionali supporti al multi-threading nei seguenti punti:
• TBB abilita la specifica dei task invece dei thread: molti supporti al parallelismo richiedono di 
creare, relazionare e gestire i thread di un’applicazione. Programmare direttamente in termini di 
thread può essere tedioso e può portare facilmente a programmi inefficienti, di difficile lettura, 
debugging e manutenzione. Questo perché i thread sono costrutti di basso livello, troppo vicini al 
livello del sistema operativo. Programmare utilizzando direttamente i thread forza il programma-
tore ad avere la responsabilità di mappare efficientemente i task10 logici, riconoscibili a livello 
applicativo, nei thread forniti dal livello del sistema operativo. Diversamente, il runtime della li-
breria TBB schedula automaticamente i task sui thread in un modo tale da utilizzare in modo effi-
ciente le risorse di calcolo del processore.
Evitando di programmare sulla base del modello dei thread nativi, con TBB si ha un aumento 
immediato in termini di portabilità, semplicità di programmazione, codice sorgente più intuitivo, e 
miglior performance e scalabilità.
• TBB è compatibile con altri pacchetti di supporto al multi-threading: TBB può coesistere senza 
complicazioni con altri supporti al parallelismo. Questo evita di forzare il programmatore a sce-
gliere un particolare supporto, escludendo tutti gli altri: è possibile quindi adottare TBB in un 
programma già in fase di sviluppo che faccia uso di un qualche supporto al parallelismo. Questo è 
proprio il nostro caso, dal momento che PortAudio si serve del supporto nativo ai thread per im-
plementare la concorrenza tra il task di generazione audio (callback) e il task di controllo (main 
thread). Nessuna interferenza sarà provocata dall’uso di TBB nel nostro progetto.
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10 Il concetto di task rientra in quello di modulo di elaborazione nella strutturazione a moduli [Vanneschi07b], dove per 
modulo di elaborazione si intende una qualunque entità di elaborazione attiva (dotata di autocontrollo), indipendente-
mente dal livello a cui appartiene. Nel caso dei task, siamo al di sopra dell’astrazione dei thread del livello del sistema 
operativo.
• TBB incentiva la programmazione di soluzioni concorrenti data-parallel scalabili, e su stream con 
bilanciamento del carico: scomporre un programma in blocchi funzionali distinti ed assegnarne 
un thread separato per ciascun blocco è una soluzione che nella maggior parte dei casi non scala, 
perché tipicamente il numero dei blocchi è fisso. Questo è ciò che avviene quando si adottano 
forme di parallelismo su stream, come la forma pipeline. Diversamente, TBB incentiva la pro-
grammazione data-parallel, abilitando più thread a lavorare concorrentemente su partizioni di una 
stessa collezione di dati. L’utente può controllare le modalità di partizionamento e la grana della 
partizione da applicare sui dati, o lasciare che TBB valuti dinamicamente la dimensione del parti-
zionamento sulla base di euristiche di bilanciamento del carico.
Per quanto riguarda il parallelismo su stream, TBB offre un supporto alla forma pipeline con re-
plicazione automatica degli stadi, in modo tale da bilanciare dinamicamente il carico, là dove le 
risorse disponibili lo consentano.
Inoltre, TBB evita il verificarsi di colli di bottiglia, come l’utilizzo di una coda di task globale a 
cui ciascun thread debba accedere in modo mutuamente esclusivo per poter ottenere un nuovo 
task.
• TBB fa affidamento sulla programmazione generica [Järvi05]: librerie tradizionali specificano 
interfacce in termini di tipi di dato specifici o classi base. TBB utilizza invece la programmazione 
generica. L’essenza della programmazione generica è di massimizzare le prestazioni limitando i 
vincoli imposti sui tipi di cui un algoritmo o una struttura dati è parametrica. La libreria Standard 
Template Library (STL) del C++ è un classico esempio di applicazione della programmazione ge-
nerica, in cui le interfacce sono specificate da requisiti sui tipi, espressi sotto forma di espressioni 
valide (come nel caso dello standard ISO C++), o di pseudo-signatures (come nel caso del docu-
mento di specifica della TBB [Intel07]).
Come per la STL, la programmazione generica abilita la TBB alla flessibilità insieme all’efficien-
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za: le interfacce generiche permettono al programmatore di specializzare i componenti rispetto 
alle sue particolari necessità, con zero conseguenze sulle prestazioni.
3.4. Task-Based Design and Programming
Riuscire a determinare il numero ottimale di thread (cioè il numero di thread che massimizza sia la 
banda, sia l’efficienza relativa) è difficile.
Dalla strutturazione a livelli [Vanneschi07a] di un sistema di elaborazione, sappiamo come il livel-
lo del sistema operativo, ed in particolare il nucleo, provveda alla gestione del processore nei con-
fronti di attività concorrenti, fornendo al livello delle applicazioni l’astrazione dei processi e thread. 
Nel caso di un calcolatore convenzionale11, in realtà un singolo thread alla volta sarà in esecuzione 
all’interno del processore, nonostante questo non sia percepibile a livello applicativo (a meno di 
considerare eventuali ottimizzazioni architetturali come l’esecuzione superscalare, il pipelining, ed 
il multithreading). Nel caso di un processore multi-core, i thread logici sono mappati nei thread fi-
sici, dove per thread fisici intendiamo la capacità elaborativa concorrente esibita dalla macchina 
hardware, così come astratta da parte della macchina assembler e firmware (in altre parole, nel con-
testo dei processori multi-core, ad un thread fisico corrisponde un uno ed un solo core, sempre 
escludendo ottimizzazioni architetturali come l’esecuzione superscalare, il pipelining, ed il multith-
reading), mentre i thread logici sono quelli forniti dal livello del sistema operativo.
Per computazioni che non richiedano primitive bloccanti (ossia operazioni che producano una 
commutazione di contesto), nella maggior parte dei casi l’efficienza è massima se è in esecuzione 
esattamente un thread logico per thread fisico.
Se non ci sono abbastanza thread logici in esecuzione per sfruttare tutti i core disponibili, si ha chia-
ramente un sottosfruttamento delle capacità computazionali del processore, ed una conseguente 
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11 Cioè un sistema uniprocessore e nel quale in un qualsiasi istante non più di una istruzione macchina può essere in 
fase di elaborazione.
inefficienza. Se al contrario ci sono più thread logici in esecuzione di quanti siano quelli fisici, pos-
sono verificarsi overhead aggiuntivi, con un conseguente degrado della banda. Queste due situazio-
ni opposte di inefficienza sono riferite in letteratura con i termini di undersubscription e 
oversubscription, rispettivamente.
Come introdotto sopra, la libreria Threading Building Blocks ha un runtime per la gestione dei task. 
Tale runtime è implementato dal task scheduler, che costituisce il cuore della TBB. Esso gestisce un 
pool di thread e nasconde la complessità dei thread nativi sottostanti.
La gestione del pool di thread operata dal task scheduler è tale da evitare il verificarsi di situazioni 
di undersubscription e oversubscription, selezionando il numero di thread logici che massimizza 
l’efficienza relativa. Esso mappa i thread logici in un modo tale da tollerare eventuali “interferenze” 
da parte di altri thread appartenenti allo stesso o ad altri processi.
Forme di parallelismo annidate rendono l’oversubscription probabile, dal momento che per una 
subroutine annidata non è semplice verificare se sta girando all’interno di un’operazione parallela 
ad un alto livello di annidamento. Anche la coordinazione della creazione di nuovi thread all’interno 
di thread indipendenti è un’attività complessa.
Per evitare la undersubscription è comunque importante prendere vantaggio del parallelismo a tutti i 
livelli di annidamento, senza rinunciare a decomporre il problema finché ha senso farlo. Sfortuna-
tamente, trattando direttamente con thread crudi, questo non è per niente banale, rischiando per di 
più di finire facilmente in situazioni di oversubscription.
Quando si programma utilizzando i thread (logici), sorgono molte domande, come: come dovrebbe-
ro essere suddivisi ed assegnati i task per tenere occupato ogni core del processore? Occorrerebbe 
creare un nuovo thread ogni volta che si ha un nuovo task, o sarebbe meglio creare e gestire un pool 
di thread? Il numero di thread dipende dal numero di core?
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Queste sono domande cruciali per l’implementazione di un supporto al multitasking, e non dovreb-
bero essere domande a cui un programmatore a livello applicativo dovrebbe rispondere.
TBB evita tutto questo fornendo al programmatore un supporto completo all’astrazione dei task: 
questo significa che è possibile ragionare in termini di task, piuttosto che di thread, e questo già in 
fase di progettazione. Il progetto potrà quindi considerare e prendere vantaggio di tutto il paralleli-
smo riconoscibile nel particolare dominio applicativo di interesse, senza dover temere di incorrere 
in situazioni di oversubscription, dal momento che dietro le quinte il task scheduler di TBB eviterà 
tale fenomeno, assegnando opportunamente i vari task ai thread logici, ed allocando un thread logi-
co per thread fisico di volta in volta disponibile, indipendentemente dal numero complessivo dei 
task.
Uno dei fattori chiave per il successo della TBB per quanto riguarda le performance, è che i task 
hanno un peso nettamente inferiore rispetto a quello dei thread: su sistemi Linux, iniziare e termina-
re un task è circa 18 volte più veloce che iniziare e terminare un thread. Su sistemi Windows, tale 
rapporto va oltre le 100 unità. Questo è dovuto principalmente al fatto che un thread mantiene una 
sua copia di risorse private, come lo stato dei registri (tra cui il program counter) e lo stack delle 
chiamate di funzione. Tali risorse vanno allocate e deallocate ogniqualvolta un thread viene avviato 
e terminato, rispettivamente, e tale operazione ha un certo costo. Diversamente, un task, così come 
definito dalla TBB, è una semplice routine, e non può essere prelazionato a livello dei task dal 
runtime della TBB, sebbene il thread a cui il task è associato possa essere prelazionato dal sistema 
operativo, nel caso in cui quest’ultimo adotti uno schema di scheduling preemtive (con prelazione).
Threading Building Blocks si prende cura dell’intera gestione dei thread, in modo tale che il pro-
grammatore possa esprimere nel codice sorgente il parallelismo direttamente in termini di task.
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3.5. Decomposizione guidata dai pattern
Quando in un progetto si tiene conto del parallelismo inerente al dominio del problema, occorre 
considerare questo aspetto progettuale a monte del processo di sviluppo. Questa necessità deriva 
dalla drasticità dell’impatto del parallelismo sulle altre scelte progettuali ed implementative, come 
strutture dati ed algoritmi. Tale impatto guiderà indirettamente (e spesso in modo naturale) le suc-
cessive scelte, che nei progetti sequenziali erano primarie.
Per la progettazione adotteremo la visione della strutturazione a moduli [Vanneschi07b], attraverso 
la quale esprimeremo il parallelismo inerente riconosciuto dalla decomposizione del problema.
Come già detto nel paragrafo precedente, Intel Threading Building Blocks ci permette di applicare 
la decomposizione del problema a livello di task, non di thread. Questo significa che non saranno 
necessari grossi sforzi per passare dalla formulazione in moduli generata in fase di progettazione, al 
codice sorgente corrispondente all’implementazione del progetto. In altre parole, tra moduli e task 
c’è una corrispondenza biunivoca: potremo quindi già ragionare in termini di task già nella compo-
sizione operata in fase di progettazione.
Inoltre, TBB ci libera dalla responsabilità di dover definire un qualche modello dei costi per produr-
re una valutazione delle prestazioni della decomposizione. Tale valutazione sarebbe infatti necessa-
ria per ridimensionare poi eventualmente il grado di parallelismo, là dove questo migliori la banda, 
la latenza o l’efficienza relativa. Fortunatamente, il task manager di TBB farà per noi questo delica-
to lavoro: sarà lui a ridimensionare la decomposizione effettiva, mappando opportunamente i task 
da noi definiti tra i thread interni allo stesso task manager. Tale gestione è a noi del tutto trasparente: 
questo è del tutto analogo a quanto avviene per un programmatore di un linguaggio di alto livello 
(come il C++), che può ignorare le ottimizzazioni applicate dal compilatore (come il loop unfolding 
e il delayed branch) per massimizzare le prestazioni e lo sfruttamento delle risorse di calcolo. In 
questo caso, le ottimizzazioni svolte dal compilatore poggiano su di un qualche modello dei costi. 
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Analogamente, sulla base di un modello dei costi, i progettisti di TBB hanno determinato le scelte e 
l’euristiche adottate per la gestione dei task e thread operate dal task manager.
Adottare la strutturazione a moduli per esprimere il parallelismo in fase di progettazione ci consente 
di avere una visione astratta della decomposizione del problema e prona all’applicazione dei tradi-
zionali pattern per il parallelismo, sia su stream, sia data-parallel. Per gli ormai ben noti vantaggi 
conseguenti dall’uso dei pattern [Gamma95, Larman05], la progettazione cercherà di muoversi il 
più possibile in termini di pattern, piuttosto che valutare particolari configurazioni riconoscibili nel 
nostro dominio di interesse.
Ancora una volta, TBB facilita il passaggio dal progetto al codice sorgente: Threading Building 
Blocks incentiva l’uso dei pattern, fornendo una collezione di algoritmi generici che implementano 
pattern per il parallelismo, sia data-parallel, sia su stream. Ancora una volta, il passaggio dal proget-
to al codice sorgente non richiederà grossi sforzi (a meno di applicare pattern particolari, non diret-
tamente forniti da TBB, come, per esempio, il data-flow).
3.6. Policy-Based Class Design and Metaprogramming
Un framework ad alte prestazioni per la sintesi audio, come pCM+ vuole essere, così come non può 
sottrarsi dal prendere vantaggio degli ultimi sviluppi tecnologi nel campo dei processori multi-core, 
deve anche sfruttare i più recenti risultati nell’ambito della tecniche di progettazione e programma-
zione, sia per incrementare ulteriormente le prestazioni, sia per raggiungere alti livelli di flessibilità 
e affidabilità, minimizzando le responsabilità lasciate al codice utente.
Sono ormai ben noti i vantaggi in termini di flessibilità e di riusabilità della programmazione gene-
rica [Järvi05], e non è un caso che librerie sofisticate e ad alte prestazioni come STL, Intel TBB, 
Loki e la famiglia di librerie Boost, si fondino su tale tecnica di programmazione.
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Tra la fine del secolo scorso, e l’inizio del nuovo millennio, gli sviluppi che hanno fatto seguito alla 
ricerca nell’ambito della programmazione generica hanno dimostrato come il template system del 
C++ sia turing completo, consentendo di esprimere una qualunque computazione attraverso l’uso 
dei template. Diversamente dalla programmazione “tradizionale”, tale computazione è svolta a tem-
po di compilazione.
Ora, quello che è importante e significativo per noi, è la consapevolezza del fatto che il sistema dei 
template del C++ costituisce una vera e propria macchina di generazione di codice, sfruttabile per 
produrre incrementi sul fronte della flessibilità (promuovendo la cooperazione tra il codice utente e 
il codice interno al framework), dell’affidabilità (promuovendo la valutazione statica degli errori), e 
delle prestazioni (anticipando il più possibile i calcoli a tempo di compilazione). Infatti, i template 
producono una più stretta cooperazione tra l’utente e il framework: l’utente controlla letteralmente 
il modo in cui il codice viene generato, in modo vincolato dal framework stesso. Adottare il poli-
morfismo statico, piuttosto che il polimorfismo dinamico12, porta con se vantaggi anche nell’ambito 
della gestione degli errori: a causa della natura statica della programmazione generica e della meta-
programmazione, gli errori causati da incompatibilità del codice utente rispetto ai vincoli imposti 
dal framework sono valutati durante la compilazione. Anticipare la valutazione degli errori in fase 
di compilazione diminuisce (anche drasticamente) la possibilità di produrre errori a tempo di esecu-
zione.
L’implementazione di pCM+ combina in modo complementare la programmazione generica con la 
metaprogrammazione [Abrahams05]. In particolare, è stata adottata la tecnica di programmazione 
generica nota come policy-based class design (per approfondimenti, si veda [Alexandrescu01], ca-
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12 Il C++ supporta due tipi di polimorfismo. Il polimorfismo dinamico consente la gestione di oggetti con tipo di deriva-
zione multipla per mezzo di un puntatore o un riferimento ad una singola classe base. Il polimorfismo statico consente 
ad oggetti di tipi defferenti di essere manipolati nello stesso modo in virtù del loro supporto ad una sintassi comune. Le 
parole dinamico e statico indicano che il tipo reale dell’oggetto è determinato a runtime o a tempo di compilazione, 
rispettivamente. Il polimorfismo dinamico, insieme al late-binding (o runtime dispatch, dir si voglia) fornito in C++ 
dalle funzioni virtuali, è la caratteristica chiave della programmazione object-oriented.  Il polimorfismo statico (noto 
anche come polimorfismo parametrico) è essenziale alla programmazione generica.
pitolo 1). Come supporto alla metaprogrammazione è stato adottata la libreria Boost Metaprogram-
ming Library13 (MPL).
La programmazione generica introduce alcuni concetti e termini nuovi, che per chiarezza definiamo 
brevemente di seguito.
3.6.1. Concetto
Un concetto è un insieme di requisiti su di un tipo. I requisiti possono essere semantici o sintattici. 
Per esempio, il concetto di “ordinabile” può essere definito come un insieme di requisiti che abili-
tano un array ad essere ordinato. Un tipo T dovrebbe essere ordinabile se:
• x < y ritorna un valore booleano, e rappresenta un ordinamento totale sugli elementi di tipo T.
• swap(x,y) scambia gli elementi x ed y.
Definito il concetto di tipo ordinabile, è possibile scrivere una funzione template di ordinamento in 
C++ che ordina un array di un qualunque tipo che rispetti i vincoli forniti dal concetto di ordinabile.
Due approcci per definire i concetti sono le espressioni valide e le pseudo-signature [Siek05]. L’ap-
proccio delle pseudo-signature descrive la sintassi attraverso un insieme di dichiarazioni di funzioni 
(in altre parole, specifica le operazioni del concetto). L’approccio delle espressioni valide descrive 
la sintassi valida specificando direttamente le espressioni (non le operazioni) che dovrebbero essere 
supportate. Lo standard ISO C++ segue quest’ultimo approccio, specificando quali sono i pattern 
(le espressioni) entro cui un concetto può essere usato.
Per descrivere i requisiti che dovrebbero essere osservati dai tipi coinvolti nell’uso del framework 
pCM+ (ovvero per descrivere i concetti coinvolti in pCM+), adotteremo l’approccio delle pseudo-
signature, in quanto permettono di definire un concetto in modo conciso ed immediato.
Per esempio, la seguente tabella mostra le pseudo-signature per un tipo ordinabile T.
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13 http://www.boost.org/doc/libs/1_35_0/libs/mpl/doc/index.html
Tabella 3.1: Pseudo-signature del concetto “ordinabile”.
Pseudo-Signature Semantica
bool operator<(const T& x, const T& y) Confronta x e y.
void swap(T& x, T& y) Scambia gli elementi x e y.
Una signature reale (cioè, quella effettivamente implementata nel codice) può differire della pseu-
do-signature che implementa se la differenza è causata da conversioni implicite. Per esempio, sia U 
un tipo che implementa la signature reale per l’operatore operator< in tabella 3.1; tale signature 
reale può essere espressa come int operator<( U x, U y ), in quanto il C++ consente la conver-
sione implicita da int a bool, e la conversione implicita da U a (const U&). Analogamente, la signa-
ture reale bool operator<( U &x, U &y ) è accettabile, in quanto il C++ consente l’aggiunta impli-
cita di un qualificatore const ad un tipo riferimento.
3.6.2. Modello
Un tipo modella un concetto se soddisfa i requisiti del concetto. Per esempio, il tipo int modella il 
concetto ordinabile in tabella 3.1 se esiste una funzione swap(x,y) che scambia due valori x e y di 
tipo int. L’altro requisito del concetto ordinabile, ovvero x < y, è già soddisfatto dall’operatore 
built-in operator< sul tipo int.
3.7. Approccio iterativo ed evolutivo
L’approccio che è stato adottato al ciclo di vita del processo per lo sviluppo del software è un’appli-
cazione blanda (non rigida) dei principi dello sviluppo iterativo ed evolutivo [Larman05]: lo svi-
luppo è stato quindi organizzato in una serie di iterazioni, in cui il risultato di ciascuna iterazione è 
un incremento funzionante, eseguibile, testato ed integrato, sebbene parziale.
Ciascuna iterazione comprende le proprie attività di analisi (se necessario), progettazione, imple-
mentazione e test. Tra un’iterazione e l’altra sono operati ampliamenti e raffinamenti successivi. In 
questo modo, l’incremento si è evoluto in modo incrementale nel tempo, iterazione dopo iterazione.
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Ovviamente, l’attività documentata dal capitolo 2 può essere pensata come l’“iterazione 0”, dal 
momento che pCM costituisce il progetto di partenza del nostro processo di sviluppo. Tale progetto, 
insieme all’analisi del capitolo 2, è stato l’input dell’iterazione 1, che ha dato inizio al progetto di 
pCM+.
I motivi che giustificano l’utilizzo di un approccio iterativo ed evolutivo, piuttosto che “a cascata”, 
sono ormai ben noti in letteratura. A tal proposito, si veda [Jones97].
I paragrafi successivi documentano il risultato di quattro iterazioni. Documentare integralmente 
l’intero sviluppo iterativo (ogni singola iterazione) richiederebbe uno sforzo insostenibile e non sa-
rebbe comunque rilevante ai fini della tesi. L’esposizione seguirà uno stile il più possibile chiaro ed 
intuitivo, evitando gli schemi rigidi e formali dei documenti prodotti solitamente da chi adotta in 
modo dogmatico un processo di sviluppo come Unified Process (UP) [Jacobson99].
L’esposizione del progetto che segue coglierà l’essenza dell’implementazione di pCM+ raggiunta 
nel corso delle quattro iterazioni. Tale implementazione sarà quindi sempre formulata in termini in-
tuitivi attraverso i pattern, e mai scendendo nei particolari del codice sorgente. Questo è uno dei 
vantaggi dell’uso dei pattern in fase di progettazione. Il codice integrale del progetto pCM+ è co-
munque riportato in appendice A. Il resto del capitolo insieme ai commenti all’interno del codice 
sorgente dovrebbero essere più che sufficienti per una lettura del codice (si suppone comunque che 
il lettore abbia una conoscenza, anche minima, dei pattern definiti in [Gamma95] e sulla loro im-
plementazione da parte di Loki, e delle tecniche di metaprogrammazione, in particolare con l’uso di 
Boost MPL).
3.8. Strategie e scelte progettuali
I successivi sottoparagrafi descrivono le scelte progettuali e le strategie che stanno dietro all’im-




Nel paragrafo 3.2 è stato già evidenziato come l’attuale implementazione di pCM non lasci spazio 
ad alcun parallelismo nel processo di generazione audio, neanche laddove il problema sia natural-
mente decomponibile in task concorrenti.
In questo paragrafo, cercheremo di apportare un primo miglioramento delle performance (in termini 
sia di tempo di servizio, sia di latenza) e dell’efficienza, applicando nel modo più semplice possibile 
il parallelismo immediatamente riconoscibile attraverso le più comuni forme di parallelismo.
Chiaramente, il problema è inerentemente stream-based: la callback di rendering audio deve gene-
rare un segnale digitale, determinato dalla sequenza di buffer ricevuti dal supporto audio, chiamata 
dopo chiamata. La porzione su cui ci concentreremo inizialmente sarà proprio il sottosistema rap-
presentato dalla callback. Per quanto riguarda l’attività di generazione audio, questo è infatti l’unica 
porzione del sistema in cui possiamo mettere le mani per applicare del parallelismo, dal momento 
che le modalità di invocazione della callback sono responsabilità del supporto audio (PortAudio, 
per ora), determinate dal buffering model interno e dalle particolari scelte implementative adottate 
dallo stesso supporto audio.
Concettualmente, siamo quindi di fronte ad un sistema di partenza con un funzionamento su stream, 




Input Audio Buffer Output Audio Buffer
Figura 3.1: Rappresentazione del sottosistema di generazione audio,  così come implementato in pCM. Lʼelaborazione 
è operata in modo completamente sequenziale dalla callback di rendering audio. I buffer audio sono forniti dal supporto 
audio.
costituito dalla sequenza di buffer audio forniti dal supporto audio. In figura 3.1 è data una rappre-
sentazione di come pCM lavora attualmente.
Occorre pertanto parallelizzare l’attività svolta da una singola chiamata alla callback di rendering. 
Tale attività sappiamo passare per la funzione AudioCallback, per l’orchestra definita dall’utente, 
per il set di instrument usati nell’algoritmo di sintesi, ed infine per la catena di element interna a 
ciascun instrument.
Dalla definizione di generatore, risulta immediato decomporre la callback nelle attività svolte dagli 
element. Rispetto all’architettura di pCM, gli element sono oggetti al di sotto degli instrument (che 
a loro volta sono al di sotto dell’orchestra). Opereremo pertanto con un approccio bottom-up, ini-
ziando a ragionare a livello di instrument (escludendo tutto ciò che c’è al di sopra): cominciamo 
quindi con il parallelizzare l’elaborazione interna di ogni singolo instrument. In seguito, saliremo a 
livello di orchestra, per cercare di applicare concorrenza all’interno dell’orchestra tra le attività de-
gli instrument da essa utilizzati.
3.8.1.1. Element come modulo di elaborazione
Una prima decomposizione è quella che modella un element come modulo di elaborazione (come 
task), cioè come un’entità di elaborazione “attiva”, capace cioè di autocontrollo nel gestire sia la 
propria evoluzione interna, sia le interazioni con gli altri moduli.
Il modo più semplice di parallelizzare l’elaborazione interna di un instrument consiste nell’applica-
re la forma di parallelismo pipeline. Vediamo quindi di giustificare formalmente quest’affermazio-
ne.
3.8.1.1.1. Condizioni di Bernstein e ordinamento parziale tra gli element
Dalla teoria, possiamo dire che l’elaborazione interna di un generico instrument I, per generare un 
singolo frame, è decomponibile nelle n funzioni calcolate dagli n element interni ad I. Sia quindi 
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E={e0, e1, …, en-1} l’insieme di element  interni ad I, ed F={f0, f1, …, fn-1} l’insieme delle rispettive 
funzioni interne calcolate dagli element in E. Qualunque sia l’esatta computazione svolta da I, tra le 
funzioni in F sono sempre verificate le condizioni di Bernstein [Bernstein66], delle quali diamo di 
seguito la definizione:
Condizioni di Bernstein: Siano fi:Di → Ri, fj:Dj → Rj due generiche funzioni in F, i cui domini Di, 
Dj e codomini Ri, Rj siano noti; tra fi e fj sono verificate le condizioni di Bernstein, se sono tra 
loro disgiunti sia domini e codomini, sia i codomini, ovvero se vale:
€ 
Ri∩Dj =∅
Di∩ R j =∅







Inotre, due funzioni fi e fj sono parallelizzabili (indicato con fi || fj ) se e solo se esse verificano le 
condizioni di Bernstein.
Le condizioni di Bernstein definiscono una relazione d’equivalenza “||” tra le funzioni in F, le cui 
classi d’equivalenza contengono ciascuna le funzioni tra loro parallelizzabili.
Partendo dalla (4), è possibile definire una relazione d’ordine “<”, che ci permetta di determinare 
un ordinamento corretto tra le funzioni in F.
Siano fi, fj due funzioni in F; fi < fj se vale:
€ 
∃S =< f 0, f 1,..., f t >, f l ∈ F, 0 ≤ l ≤ t, t > 0 f 0 = f i, f t = f j , Rk ∩Dk+1 ≠∅, 0 ≤ k < t
Di∩ R j =∅







Intuitivamente, se vale fi < fj, significa che fi deve essere calcolata necessariamente prima di fj. Con-
siderando un qualunque ordinamento P tra le funzioni in F che soddisfi la relazione “<”, in un fun-
zionamento su stream, otteniamo sempre una pipeline di element corrispondente a P che produca 




Per esempio, considerando l’instrument definito dalla patch in figura 1.3, le sequenze possibili che 
verificano la relazione definita dalla (5) sono: 
P1=<Env1, ×, Osc1, +, Env2, Osc2>, P2=<Env1, ×, Osc1, Env2, +, Osc2>.
Possiamo quindi concludere che, realizzando un funzionamento su stream internamente ad un gene-
rico instrument I, possiamo sempre strutturare la sua elaborazione interna come una pipeline, i cui 
stadi sono gli element interni ad I, e il loro ordinamento è determinato dalla (5) applicata alle fun-
zioni interne corrispondenti agli element stessi.
3.8.1.2. Funzionamento su stream
Come analizzato nel paragrafo 2.5.2, la callback riceve da PortAudio il buffer audio da riempire 
con i frame in uscita (per ora, ignoriamo il buffer con i frame in ingresso, provenienti da dispositivi 
esterni). Indipendentemente dal fatto che l’orchestra sia ciclante o meno, l’elaborazione che produ-
ce tali frame, procede iterando (con un ciclo for) sui frame stessi contenuti nel buffer audio in usci-
ta.
In modo del tutto analogo, il passaggio al funzionamento su stream, necessario per applicare il 
pattern pipeline, richiede che la callback (o chi per lei) generi uno stream di frame di lunghezza pari 
alla dimensione del buffer audio, che alimenti la pipeline di element equivalente all’elaborazione 
sequenziale, costruita per mezzo dell’ordinamento parziale definito dalla (5). Inoltre, occorre che 
ogni frame nello stream generato al fondo (nell’ultimo stadio) della pipeline venga copiato nel cor-
rispondente posizione del buffer audio in uscita.
Per ora, il problema della lunghezza dello stream non rappresenta un problema cruciale, mentre per 
la copia dei frame nel buffer audio, supporremo che ci sia uno stadio finale che incapsula il buffer 
audio in uscita, con la responsabilità di copiare ogni frame ricevuto nel buffer stesso. Tale ipotesi è 
del tutto lecita, e non danneggia in nessun modo la progettazione, che elabora una visione ancora 
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sufficientemente astratta del problema. Questo stadio aggiuntivo, che chiamiamo OutLR, sostituisce 
la funzione outLR, che d’altronde poteva essere considerata come un element.
Un’altra questione da considerare, sono i dati contenuti in ciascuno elemento nello stream. Infatti, 
non possiamo ridurci all’ipotesi che ogni element  riceva in ingresso un singolo frame x, ne applichi 
la funzione interna f, e passi in uscita il frame risultante dal calcolo di f(x). In altre parole, non pos-
siamo ipotizzare che ogni element riceva un singolo segnale in ingresso, e produca un singolo se-
gnale in uscita. 
Inoltre, considerando sempre un generico instrument I, nel passaggio dal grafo GI (la patch, che de-
scrive la forma interna della computazione di I) ad una pipeline PI equivalente ad I, alcuni dati (se-
gnali) dovranno poter fluire tra gli stadi che separano due element legati da una relazione padre-fi-
glio in GI, senza che tali stadi intermedi applichino su tali dati alcuna trasformazione.
Per esempio, considerando ancora la patch in figura 1.3, una pipeline equivalente che operi un op-
portuno passaggio dei dati lungo lo stream, è rappresentato in figura 3.2: ad ogni element/generato-






















< envi (1.0, 1/d) ∗ M >
< osci ( envi (1.0, 1/d) ∗ M, M ) >
< osci ( envi (1.0, 1/d) ∗ M, M ) + C >
< osci ( envi (1.0, 1/d) ∗ M, M ) + C, envi (1.0, 1/d) >
< osci ( osci ( envi (1.0, 1/d) ∗ M, M ) + C, envi (1.0, 1/d) ) >
Figura 3.2: Rappresentazione di una possibile pipeline equivalente alla patch in figura 1.3. 
detto, copia i frame generati nel buffer in uscita. Ciascuno stadio calcola una funzione interna: cia-
scuna funzione interna ha dei parametri ben definiti, a cui può essere associato un valore singolo, o 
uno stream di valori. Per esempio, in figura 3.2, lo stadio Osc1 (così come Osc2) calcola la funzione 
interna osci ( ampl, freq ), parametrica rispetto all’intensità ampl e alla frequenza freq. Inoltre, spesso 
una funzione interna è parametrica rispetto al numero di invocazioni i: in tal caso, esso figura come 
pedice del nome della funzione, come appunto nel caso della funzione interna di Osc1. Osc1 riceve 
l’intensità sotto forma di stream di valori dallo stadio che lo precede nella pipeline, mentre il para-
metro relativo alla frequenza è impostato (dall’esterno) come un singolo valore M. Nel caso dello 
stadio Env2, entrambi i suoi parametri sono associati a singoli valori; ad ogni modo, esso riceve in 
ingresso un segnale aggiuntivo, che si limita ad inserire nello stream, applicandovi la sola funzione 
identità. Nello stream in uscita, Env2 accoda quindi al dato dello stream in ingresso il valore attual-
mente calcolato dalla propria funzione interna envi ( 1.0, 1/d ). Lo stream in ingresso allo stadio suc-
cessivo, Osc2, risulta quindi scomponibile in due flussi di dati distinti, che Osc2 associa ai suoi para-
metri in ingresso: il primo dato nello stream (quello corrispondente al valore originariamente calco-
lato dallo stadio dell’operatore +) è associato alla frequenza, mentre il valore calcolato da Env2 è as-
sociato all’intensità. Il frame risultante dall’applicazione della funzione interna di Osc2 a tali para-
metri in ingresso è infine ricopiato dallo stadio terminale OutRL nel buffer audio che incapsula.
Le difficoltà implementative, che si colgono dall’esposizione di questo semplice esempio, riguarda-
no l’impatto della particolare forma interna della computazione sulle modalità di gestione degli 
output sugli input tra un modulo e l’altro, come si è verificato nell’esempio in figura 3.2 per il mo-
dulo Env2. Occorrerà trovare una soluzione che agevoli l’utente nella costruzione delle pipeline, 
senza dover pagare in termini di performance.
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3.8.1.2.1. Valutazione ideale delle prestazioni
Quali sono i vantaggi derivanti dall’introduzione del parallelismo, sotto forma di pipeline, nell’ela-
borazione interna di un instrument?
Siano le seguenti quantità:
• Sia T il tempo medio di elaborazione degli element utilizzati nell’intero processo di rendering;
• Sia Tmax il tempo massimo di elaborazione tra gli element utilizzati nell’intero processo di rende-
ring;
• Sia L la lunghezza media del buffer audio in uscita fornito dal supporto audio;
• Sia M il numero medio di instrument utilizzati dall’orchestra;
• Sia N il numero medio di element (outLR/OutLR compreso) utilizzato da ciascuno degli M instru-
ment dell’orchestra.
Nel caso sequenziale, per eseguire un singolo ciclo di rendering occorre un tempo medio pari a:
T×N×M×L.
Nel caso parallelo, un singolo ciclo di rendering richiede un tempo mediamente pari a:
 (Tmax×L+T×N)×M.
Per dare una percezione tangibile del miglioramento delle prestazioni, consideriamo per esempio il 
caso in cui T = 100 µsec (micro-secondi), Tmax = 200 µsec, L = 256, M = 5, N = 20. Con l’attuale 
implementazione di pCM, si ottiene un tempo medio totale per ciclo di rendering pari a Ttot = 2,56 
sec, mentre nel caso parallelo si ottiene Ttot = 0,26 sec. Abbiamo migliora le prestazione di un ordi-
ne di grandezza.
Ovviamente, queste considerazioni sono valide nel caso ideale in cui ogni modulo sia allocato su di 
un’unità di elaborazione a parte, e ignorano eventuale overhead introdotto da parte del supporto al 
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parallelismo adottato. In realtà, nel caso tipico questo non sarà vero. Risultati sperimentali reali sa-
ranno valutati nel prossimo capitolo.
3.8.1.3. Instrument come modulo di elaborazione
Salendo al livello dell’orchestra, è possibile che esso implementi una patch tra più instrument. In 
questo caso è immediato applicare agli instrument le stesse considerazioni fatte al paragrafo 
3.8.1.1 per gli element. Però, in realtà, l’attività di rendering interna ad ogni instrument, sempre ri-
spetto a quanto espresso al paragrafo 3.8.1.1, risulta ridotta nient’altro che all’esecuzione di una 
pipeline. Pertanto, l’applicazione del parallelismo in forma di pipeline all’interno dell’orchestra, si 
riduce alla composizione delle pipeline interne agli instrument utilizzati dall’orchestra stessa.
L’orchestra risultante è un’unica lunga pipeline, risultante dal concatenamento tra le pipeline interne 
ad ogni instrument usato dall’orchestra stessa. Non occorre aggiungere ulteriori considerazioni pro-
gettuali, rispetto a quelle fin qua espresse, se non che in fase di implementazione occorrerà andare a 
fondo dei problemi legate al concatenamento, soprattutto rispetto alle modalità di gestione degli in-
put ed output delle pipeline oggetto della composizione.
3.8.1.3.1. Valutazione ideale delle prestazioni
L’introduzione del parallelismo a livello dell’orchestra modifica la formula per la determinazione 
del tempo medio di elaborazione totale richiesto da un singolo ciclo di rendering nel seguente 
modo:
Tmax×L+T×N×M.
Per dare una percezione tangibile del miglioramento delle prestazioni, consideriamo ancora l’esem-
pio in cui T = 100 µsec (micro-secondi), Tmax = 200 µsec, L = 256, M = 5, N = 20. Con l’ulteriore 
parallelismo otteniamo un tempo medio totale per ciclo di rendering pari a Ttot = 0,061. Abbiamo 
migliorato le prestazioni ideali di un altro ordine di grandezza.
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3.8.2. Adaptive Response
In modo tale da soddisfare i requisiti di indipendenza dal supporto audio, ottimizzando l’uso delle 
risorse, occorre progettare una strategia, da applicare internamente al funzionamento della pipeline, 
che produca un comportamento adattativo (che chiamiamo adaptive response) rispetto alle reali esi-
genze di calcolo che di volta in volta l’algoritmo di sintesi si trova a dover far fronte.
Quello che vogliamo ottenere è dotare la pipeline di rendering della capacità di evitare il calcolo 
interno a ciascuno stadio (ovvero a ciascun element) ogni volta che un evento audio termina, e di 
abilitare nuovamente il calcolo interno a ciascuno stagno ogniqualvolta un nuovo evento audio vie-
ne passato alla pipeline. Questo comportamento è formulato dalla macchina a stati finiti rappresen-
tata in figura 3.3.
Essendo un sistema che opera in tempo reale, il protocollo implementato da pCM+ per la comuni-
cazione degli eventi audio avviene attraverso la coppia di messaggi Start_Event/Stop_Event. Intui-
tivamente, mettendoci nella tipica situazione di un calcolatore collegato ad una tastiera MIDI, 
quando l’utente preme una nota, si assume che pCM+ riceva un messaggio Start_Event; quando 
l’utente rilascia la nota, pCM+ riceve un messaggio Stop_Event sulla stessa nota.
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pCM+ implementa l’associazione di un messaggio Stop_Event con l’evento a cui si riferisce, pog-
giando sul meccanismo di scoping delle variabili automatiche in associazione con il design patter 
command [Gamma95]: in altre parole, la distruzione di un oggetto evento, causa la notifica al 
framework della terminazione dello stesso evento. Per i dettagli se veda il paragrafo 3.9.2.1.
Come rappresentato in figura 3.3, gli stati in cui può trovarsi la pipeline di rendering sono partizio-
nati tra stati on e stati off. Quando la pipeline si trova in uno stato on, cioè o in stato attivo o in stato 
terminante, significa che l’elaborazione interna di ciascun element della pipeline stessa è abilitata 
(cioè svolta). Quando la pipeline si trova in uno stato off, cioè nel solo stato inattivo, significa che 
l’elaborazione interna di ciascun element della pipeline stessa è disabilitata (cioè non svolta).
Ovviamente, lo stato iniziale in cui si troverà una pipeline di rendering è quello inattivo; quando 
viene inoltrato un messaggio Start_Event, la pipeline “attiva” gli element di cui è composta, abili-
tando il processo di rendering audio. Se, per esempio, l’intero algoritmo di sintesi è controllato da 
un inviluppo d’ampiezza simile a quello di un suono percussivo, come quello di un pianoforte, se e 
quando tale inviluppo termina prima che l’utente abbia rilasciato la nota corrispondente all’evento 
attualmente renderizzato, la pipeline torna in stato inattivo, disabilitando i calcoli interni agli ele-
ment.
Se, invece, dallo stato attivo, l’utente rilascia la nota prima che il rendering si esaurisca da sé (come 
nel precedente caso della transizione da attivo a inattivo), la pipeline passa in stato terminante: tale 
stato è necessario per far sì che la pipeline possa continuare a renderizzare la cosiddetta coda, carat-
teristica di molti suoni (per esempio, quando viene rilasciato il tasto di un pianoforte, per qualche 
istante esso continua a risuonare, nonostante la nota sia stata rilasciata). Ancora una volta, il pas-
saggio dallo stato terminante allo stato inattivo è verificato non appena tutti gli element della pipe-
line dichiarano di aver terminato la loro attività.
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La strategia adottata da pCM+ per l’implementazione dell’adaptive response si basa sul passaggio 
silenzioso (ovvero in modo trasparente agli occhi del codice utente) di due token booleani lungo la 
pipeline, uno acceduto in sola lettura dagli element, e l’altro in scrittura.
Il token acceduto in sola lettura, che indichiamo con TK1, controlla il passaggio dallo stato on allo 
stato off (vedi figura 3.3). Prima di svolgere l’elaborazione interna, un element controlla tale token: 
se esso è true, allora l’elaborazione verrà svolta regolarmente; se invece è false, l’attività viene sal-
tata, e il token è passato all’element successivo.
L’altro token, che indichiamo con TK2, serve invece per verificare se tutti gli element hanno termi-
nato di svolgere rendering utile: inizialmente, il token è true; durante il rendering a ciascun element 
della pipeline viene chiesto se il rendering utile svolto dall’element è terminato. Se la risposta è 
true, significa che l’element acconsentirebbe al passaggio dallo stato on (cioè attivo o terminante) 
allo stato inattivo. Affinché tale transizione possa essere effettivamente svolta, occorre che tutti gli 
element rispondano true, perché se anche solo un singolo element stesse svolgendo rendering utile, 
occorre che la pipeline continui a renderizzare.
Di volta in volta che TK2 attraversa un element, esso è aggiornato ponendo se stesso in AND logi-
co con la risposta ritornata dall’element riguardo alla terminazione del rendering utile. L’invariante 
di tale processo è che, al fondo della pipeline, TK2 sarà true se e solo se ogni element ha dichiarato 
la disponibilità al passaggio dallo stato on (cioè attivo o terminante) allo stato off (inattivo). In tal 
caso, TK1 (cioè il token di controllo della transizione dallo stato on allo stato off) è posto a false, 
disabilitando così il rendering svolto da ciascun element della pipeline.
Quando è emesso un nuovo evento audio, TK1 viene posto nuovamente a true, abilitando nuova-
mente il rendering svolto dalla pipeline.
I due token sopra introdotti realizzano il passaggio automatico dallo stato on allo stato off. Per rea-
lizzare il funzionamento completo della macchina a stati finiti in figura 3.3, pCM+ introduce un 
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ulteriore “token” (che si presenta sotto forma di parametro in input a ciascun element), che però si 
distingue dagli altri due per il fatto di essere visibile (quando serve) al codice utente relativo alla 
definizione di un element. La semantica associata ad esso è la seguente: il token è true, se è stato 
ricevuto un messaggio Start_Event; il token è false, se è stato ricevuto un messaggio Stop_Event 
(ovviamente sull’evento che ha causato il precedente Start_Event). Indichiamo tale token con 
IS_ON.
Per esempio, nel caso dell’inviluppo ADSR (vedi paragrafo 1.2.3), IS_ON è utile per informare 
l’inviluppo stesso che occorre avviare l’inviluppo (la fase di attack) o passare alla fase di release, a 
seconda che il token sia true o false, rispettivamente.
Chiaramente, IS_ON non risulta significativo per tutti quegli element la cui attività sia riducibile ai 
soli stati acceso/spento (on/off), come nel caso del semplice oscillatore digitale. Si noti, che per 
questo tipo di element la risposta alla domanda “sei disponibile a transitare in stato inattivo?” (cioè 
la domanda richiesta per aggiornare il token TK2) sarà sempre true, dal momento che il loro fun-
zionamento è privo dello stato terminante (in altre parole, il loro comportamento è tale che, non ap-
pena l’utente rilascia la nota sulla tastiera MIDI, la loro attività cessa istantaneamente. Nel caso del-
l’inviluppo ADSR il rilascio della nota determina il passaggio dell’inviluppo alla fase di release, e 
pertanto altro rendering utile deve essere ancora svolto).
3.8.3.  Polifonia
L’introduzione del parallelismo nell’attività di rendering ci conduce direttamente ed in modo natu-
rale a nuove possibilità funzionali utili ad avvicinare il framework il più possibile a quelle che sono 
le reali esigenze di un utente che voglia costruire strumenti di sintesi real-time inediti. Prima tra tut-
te, l’introduzione della polifonia all’interno di ciascun orchestra, cioè la possibilità di gestire e ren-
derizzare contemporaneamente più eventi audio sovrapposti, indirizzati verso una stessa orchestra.
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L’implementazione della polifonia è ottenibile applicando il pattern parallelo FARM (detto anche 
forma completamente parallela con replicazione [Vanneschi07b]), in cui, in questo caso, a ciascu-
na voce14 corrisponde una pipeline di rendering indipendente.
Per replicare le pipeline per ciascuna voce di un orchestra, pCM+ poggia ancora una volta sul sup-
porto Intel TBB, servendosi direttamente dell’interfaccia esibita dal task manager: pCM+ crea 
quindi un task per ciascuna voce. Ciascun task incapsula una pipeline. Ad ogni ciclo di rendering, 
tutti i task associati ad un orchestra sono eseguiti concorrentemente (se il task manager lo ritiene 
opportuno rispetto al suo modello dei costi), e ciascuno di essi provvede ad avviare la pipeline che 
gli appartiene.
3.8.4.  Multi-Timbre
Un’altra funzionalità interessante, e che ancora una volta si presenta in modo naturale con l’intro-
duzione del parallelismo, è il superamento del limite di dover utilizzare all’interno dello score una 
sola orchestra alla volta.
Come visto nel capitolo 2, un’orchestra compone tra loro più instrument. Diventa però complicato, 
sia per l’orchestra, sia per lo score, riuscire a controllare e modificare ogni volta lo stato dell’orche-
stra affinché essa esibisca un suono diverso (ottenuto per esempio da una particolare combinazione 
tra un sottoinsieme di instrument). Poter usufruire contemporaneamente di più orchestre, e quindi di 
più timbri, permette allo score di colorare la partitura di timbri diversi in modo agevole ed immedia-
to, disponendo di un set di orchestre.
Ovviamente, ciascuna orchestra eseguirà concorrentemente a tutte le altre. Se per esempio lo score 
definisce un set di U orchestre, ciascuna con V voci, ciascuna con una pipeline di W element, il 
grado di parallelismo idealmente raggiungibile da pCM+ è pari a:
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14 Il grado della polifonia è determinato dal numero di voci che possono essere suonate contemporaneamente. I primi 
sintetizzatori analogici erano monofonici (una singola voce), o al più polifonici a 4 voci.  Oggi,  per i sintetizzatori digita-
li, la norma è la polifonia a 64 voci.
U × V × W.
L’implementazione adottata da pCM+ della funzionalità del multi-tibre applica la stessa soluzione 
introdotta per implementare la polifonia (vedi paragrafo 3.8.3) ad un livello più alto di quello del-
l’orchestra. Infatti, pCM+ introduce nell’architettura in figura 2.1 un nuovo livello, sopra l’orche-
stra, costituito dall’entità battezzata come OrchestraManager.
Lo score definisce un’orchestra manager fornendogli il set di orchestre che si vogliono utilizzare, 
insieme al grado di polifonia da associare a ciascuna orchestra (a ciascuna orchestra è associabile un 
grado di polifonia distinto).
3.8.5.  Gestione dei buffer
Le funzionalità introdotte nei precedenti paragrafi hanno un impatto consistente sulla gestione dei 
buffer.
Risalendo al principio del ciclo di rendering, sappiamo che il supporto audio ci fornisce i buffer au-
dio in uscita su cui scrivere il segnale generato. Condividere tale buffer tra le U × V × W pipeline 
non è sicuramente una buona idea, dal momento che l’accesso condiviso al buffer si rivelerebbe si-
curamente un collo di bottiglia.
Rispetto a quanto detto nel paragrafo 3.8.1.2, l’ultimo element (quello che abbiamo chiamato 
OutLR) di una pipeline incapsula un buffer audio di uscita (come vedremo più avanti, pCM+ adotta 
una soluzione un po’ più complessa, in modo tale da agevolare il più possibile il codice utente, ma 
per ora è più semplice pensare che al fondo di ciascuna pipeline ci sia un buffer di uscita).
Con U × V × W pipeline avremo quindi U × V × W buffer, uno per ciascuna pipeline.
Al termine di ciascuna delle U × V × W pipeline, l’invariante è che ciascuno dei U × V × W buffer 
contiene il segnale generato dalla pipeline corrispondente al buffer stesso.
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Al rendering vero e proprio occorre pertanto far seguire sequenzialmente una fase di somma tra tutti 
i campioni prodotti dalle U × V × W pipeline (si noti che non c’è alcuna concorrenza tra l’attività di 
rendering e quella di somma).
Essendo la somma un operatore associativo, possiamo sfruttare ancora una volta Intel TBB, appli-
cando i pattern paralleli MAP e Reduce: TBB offre infatti due algoritmi (generici) per questi pattern, 
che sono, rispettivamente, tbb::parallel_for e tbb::parallel_reduce.
La MAP e la reduce sono eseguiti in modo annidato: la MAP realizza un for parallelo di grado K, 
dove K è la lunghezza del buffer audio in uscita fornito dal supporto audio. L’attività dell’i-esimo 
task tra i K task generati dalla MAP (cioè dall’algoritmo tbb::parallel_for) prende in ingresso un 
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Figura 3.4: Rappresentazione dellʼoperazione di MAP + REDUCE svolta da pCM+ dopo lʼattività di rendering per cal-































buffer di lunghezza U × V × W contenente l’i-esimo campione generato da ciascuna delle U × V × 
W pipeline, e consiste nello svolgere una reduce di somma tra i campioni contenuti nel buffer rice-
vuto in ingresso. La figura 3.4 dipinge quanto qui espresso a parole.
Si noti infine che per evitare situazioni di clipping, l’apporto di ciascun campione generato da cia-
scuna delle pipeline è proporzionato rispetto al numero totale delle voci (cioè, al solito, U × V × 
W), dividendolo per U × V × W.
3.9.  pCM+: Il Framework
Come già anticipato nel paragrafo 3.6, pCM+ sfrutta la programmazione generica insieme alla me-
taprogrammazione per aumentare la flessibilità nel rapporto tra il codice utente e pCM+ stesso. 
Inoltre, tali tecniche di programmazione hanno permesso al framework di separare in modo netto le 
responsabilità del utente da quelle del framework stesso, riducendo al minimo indispensabile le 
prime.
In questo paragrafo viene esposto il framework pCM+. L’esposizione definirà in termini di pseudo-
signature tutti i concetti (paragrafo 3.6.1) che il codice utente deve definire per poter utilizzare il 
framework.
Lungo i sottoparagrafi che seguono sarà presentato un esempio completo, che dovrebbe chiarire 
quanto qui esposto.
3.9.1. Inizializzazione e terminazione del framework
Ovviamente, la prima responsabilità del codice utente è l’inizializzazione del framework. pCM+ 
implementa la procedura di inizializzazione per mezzo del singleton15 [Gamma95] Init (definito 
nel file header <pcm+/Init.h>). Tale classe è un template, il cui parametro è il tipo dell’orchestra 
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15  Tutti i singleton di pCM+ sono implementati per mezzo della host class SingletonHolder fornita dal framework  
Loki [Alexandrescu01]. L’interfaccia con cui Loki implementa il pattern è identico a quella presentata in [Gamma95].
manager definito dall’utente. L’istanziamento del singleton Init causa l’istanziamento dell’orche-
stra manager.
L’istanziamento del singleton Init non è sufficiente per inizializzare completamente pCM+: infatti, 
affinchè l’inizializzazione sia completata, occorre invocare il metodo Initialize(), che inizializza 
la libreria Intel TBB, che come sappiamo è utilizzata da pCM+. Tale metodo prende in ingresso un 
argomento opzionale, che specifica il numero di thread da utilizzare (tale valore è passato al 
task_scheduler_init di TBB): come consigliato dalla specifica di TBB, tale argomento dovrebbe 
essere specificato soltanto quando si vogliono svolgere studi di scalabilità durante lo sviluppo. Il 
fatto che dall’invocazione del metodo Initialize() dipenda l’inizializzazione di TBB rende di cru-
ciale importanza che tale invocazione avvenga prima dell’avvio del processo di rendering.
La terminazione del framework può avvenire o in modo implicito durante la terminazione del pro-
gramma, o se il codice utente abbia l’esigenza di terminare pCM+ in modo esplicito è sufficiente 
distruggere il singleton.
Per agevolare l’inizializzazione e la terminazione, pCM+ definisce le seguenti tre macro:
#define PCM_INIT( OrcMngTypeName ) pcm::Init< OrcMngTypeName >::Instance( ).Initialize( );
#define PCM_INIT_DEBUG( OrcMngTypeName, num_threads ) \
pcm::Init< OrcMngTypeName >::Instance( ).Initialize( num_threads );
#define PCM_TERMINATE( OrcMngTypeName ) \
Loki::DeletableSingleton< pcm::Init< OrcMngTypeName > >::GracefulDelete();
Listato 3.1:  Macro di utilità per lʼinizializzazione e la terminazione di pCM+ definite nel file header <pcm+/Init.h>.
Il parametro OrcMngTypeName è il tipo dell’orchestra manager. PCM_INIT_DEBUG permette di specifica 
il numero di thread con cui si vuole limitare il supporto al parallelismo (come lascia intendere il 
nome della macro, da usarsi sono in fase di sviluppo).
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3.9.2. Costanti e tipi base
È possibile controllare alcune costanti e tipi base da cui dipende l’attività di rendering e che posso-
no variare da un supporto audio all’altro, modificando il file header <pcm+/Basics.h>.
In questo file sono infatti definite le seguenti costanti:
• pcm::num_channels: il numero di canali audio.
• pcm::sample_rate: la frequenza di campionamento.
• pcm::frames_per_buffer: il numero di frame per buffer.
Il formato dei campioni è definito dal tipo pcm::Sample (tipicamente è un float, ma pCM+ da la 
possibilità di modificare il formato dei campioni a tempo di compilazione modificando, appunto, la 
typedef pcm::Sample).
Infine, in <pcm+/Basics.h> sono definite ulteriori costanti utili per l’attività di rendering e per lo 
scope, come pi greco (π) e le frequenze (in Hz) corrispondenti alle note da Do-0 a Si-7.
3.9.3. Orchestra Manager
Nel paragrafo 3.8.4 abbiamo introdotto l’orchestra manger, le cui responsabilità affondano su 
quelle di dominio di pCM+, e non certo del codice utente. All’utente è lasciato il solo compito di 
definire il tipo concreto dell’orchestra manager. Esso è infatti implementato come un template che 
prende in ingresso i seguenti tre parametri:
• La lista di orchestre che lo score prevede di utilizzare durante la sua esecuzione. Ogni 
orchestra deve essere modello del concetto di Orchestra (vedi paragrafo 3.9.4).
• La lista dei gradi di polifonia associati a ciascuna orchestra dichiarata nella lista di orchestre.
• Opzionalmente, la lista dei numeri di token che al massimo possono circolare lungo ciascuna 
pipeline associata ad ogni orchestra nella lista di orchestre. Tali massimi sono utili per con-
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trollare il grado di parallelismo raggiungibile da eventuali replicazioni (FARM) introdotte 
dinamicamente da TBB. Quando tale lista non è specificata, pCM+ calcola (a tempo di compi-
lazione) la lunghezza delle pipeline associate a ciascuna orchestra, e pone come massimo nu-
mero di token tale valore, disabilitando di fatto la possibilità di replicazione da parte del sup-
porto al parallelismo.
Tali liste devono essere tipi che soddisfino il cancetto di Forward Sequence16, definito dalla libreria 
Boost MPL. Per agevolare l’utente nella definizione di tali liste, pCM+ definisce nel file header 
<pcm+/OrcMng.h> (vedi appendice A) una serie di macro. Tale file header contiene anche la defini-
zione dell’orchestra manager.
#include <pcm+/OrcMng.h>
// My Orchestra Headers:
#include "LeadOrchestra.h"
// Definiamo il set di orchestre che vogliamo usare nello score.
PCM_DEFINE_ORCHESTRA_LIST_2( MyOrchestraList, LeadOrchestra, LeadOrchestra );
// Definiamo il grado della polifonia per ciascun orchestra.
PCM_DEFINE_POLYPHONY_LIST_2( MyPoplyphonieList, 1, 12 );
// Definiamo infine il tipo dell'orchestra manager.
typedef pcm::OrchestraManager< MyOrchestraList, MyPoplyphonieList > MyOrcMng;
Listato 3.2:  Definizione di un orchestra manager.  Negli esempi di codice che seguiranno tale file sarà riferito come 
MyOrchestraManager.h
Il listato 3.2 è un esempio di codice utente che definisce un orchestra manager composto da due 
orchestre, entrambe di tipo LeadOrchestra (è possibile istanziare più orchestre di uno stesso tipo), 
alle quali sono associati, rispettivamente, 1 e 32 voci di polifonia. Per ciascuna orchestra è anche 
definito il massimo numero di token che possono circolare all’interno di ogni pipeline interna al-
l’orchestra: 10 per un’orchestra e 20 per l’altra.
Una volta che l’orchestra manager è stato definito, può quindi essere utilizzato sia dallo score, sia 
all’interno della callback di rendering. Analogamente all’oggetto di inizializzazione pcm::Init, 
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16 http://www.boost.org/doc/libs/1_34_0/libs/mpl/doc/refmanual/forward-sequence.html
l’orchestra manager è un singleton [Gamma95], [Alexandrescu01], e come tale va acceduto per 
mezzo del metodo statico Istance().
Per modificare i parametri di sintesi di un’orchestra, lo score accede al metodo template template< 
unsigned int i > GetOrchestraState(), che restituisce un riferimento all’oggetto che modella il 
concetto State (vedi paragrafo 3.9.4) che mantiene lo stato dell’i-esima orchestra.
Per sollecitare l’i-esima orchestra, l’orchestra manager fornisce il metodo template template< un-
signed int i > Trig( pcm::AudioEvent *event, std:size_t size = 1 ): è possibile “triggare” un 
singolo pcm::AudioEvent (vedi paragrafo 3.9.3.1) passandone un puntatore, oppure un insieme di 
pcm::AudioEvent passando un array di dimendione size.
Infine, per avviare un ciclo di rendering, l’orchestra manager fornisce il seguente metodo:
void Render( const pcm::Sample *inputBuff, pcm::Sample *outputBuff, unsigned long framesPerBuffer )
Tale metodo è ovviamente chiamato all’interno della callback di rendering. Ad esso devono essere 
forniti i buffer audio (inputBuff, outputBuff) insieme alla loro dimensione (framesPerBuffer).
Render() avvierà concorrentemente tutte le pipeline corrispondenti alle voci di ciascuna orchestra 
dichiarata all’atto della definizione dell’orchestra manager. Terminata l’esecuzione di ciascuna pi-
peline, Render() gestirà i buffer audio generati dalle stesse pipeline secondo quanto esposto al pa-
ragrafo 3.8.5.
Il paragrafo che segue espone l’uso degli eventi audio definiti da pCM+ attraverso la classe 
pcm::AudioEvent.
3.9.3.1. Audio Events
Gli eventi audio sono implementati dalla classe pcm::AudioEvent (definita nel file header 
<pcm+/AudioEvent.h>). Come accennato sopra, per avviare un evento audio, occorre istanziare 
un’oggetto di tipo pcm::AudioEvent. La signature del costruttore di tale classe è la segue:
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AudioEvent( double freq, Sample ampl, bool hold = false, double dur = 0 )
Un AudioEvent mantiene quindi le informazioni relative alla frequenza e all’intensità di un evento 
audio. Inoltre, è possibile stabilire come deve essere effettuato il rendering dell’evento *this rispet-
to all’evento attualmente suonato dalla voce a cui *this sarà destinato (se tale voce è ancora in uno 
stato on, vedi paragrafo 3.8.2). In particolare, se il parametro hold del costruttore di AudioEvent è 
posto a true, nel caso in cui la voce V a cui *this sarà destinato è in uno stato on (cioè active o ter-
minating), nel ricevere una nuova richiesta Start_Event, V effettuerà una transizione direttamente 
allo stato active (vedi la macchina a stati finiti in figura 3.3), senza passare per lo stato terminating 
o inactive. La semantica dell’informazione mantenuta dal parametro hold è significativa dal punto 
di vista musicale: per esempio, si consideri il caso di un suono sintetico che riproduce il suono di 
una chitarra elettrica distorta. Chiamiamo HellGuitar l’orchestra che implementa l’algoritmo di sin-
tesi per riprodurre tale suono di chitarra elettrica, e supponiamo che nella definizione dell’orchestra 
manager l’utente abbia associato per HellGuitar una polifonia di grado 1 (monofonia, una sola nota 
per volta). Attraverso il parametro hold, lo score può controllare se ad ogni evento audio destinato 
ad HellGuitar debba o meno essere plettrata la nota corrispondente all’evento audio: infatti, se hold 
è true, la voce di HellGuitar eviterà di passare in stato off prima renderizzare l’evento successivo, 
determinando così un suono continuo (senza “ribattere” la nota). Se al contrario hold è false, ogni 
nuovo evento ricevuto dall’unica voce associata a HellGuitar determina la terminazione dell’evento 
precedente, con una conseguenza a livello sonoro che si manifesta con la plettrata sulla nota corri-
spondente al nuovo evento.
Fin’ora sappiamo che per iniziare il rendering di un evento audio A dobbiamo istanziare un 
pcm::AudioEvent e passarne il puntatore al metodo Trig dell’orchestra manager. Ma come termina-
re il rendering di A? Semplice: la distruzione di A determina automaticamente l’invio di un messag-
gio di tipo Stop_Event su A al framework.
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Eventualmente, nel costruttore di pcm::AudioEvent è possibile possibile specificare una durata in 
secondi: se nel costruire un pcm::AudioEvent A al parametro dur è attribuito un valore S strettamen-
te positivo, il thread dello score andrà in sleep per S secondi. Al termine di questa attesa, pCM+ 
chiamerà automaticamente il distruttore su A (con una conseguente terminazione del rendering di 
A), ma senza deallocarne la memoria allocata dallo score durante la creazione dell’oggetto A. Sarà 
responsabilità dello score (o in generale del codice utente) svolgere la deallocazione della memoria 
allocata per A.
Da quanto detto sopra dovrebbe risultare chiaro come i messaggi (ovviamente astratti, cioè signifi-
cativi solo nella progettazione del framework) Start_Event, Stop_Event (introdotti al paragrafo 
3.8.2) sono implementati, rispettivamente, dal metodo Trig dell’orchestra manager e dal distruttore 
pcm::AudioEvent::~AudioEvent().
Per concludere, oltre ai banali metodi getter, pcm::AudioEvent fornisce il seguente metodo:
const CommandKeyType AttachCommand( const CommandType &command )
Tale metodo prende in ingresso un qualunque oggetto obj che rispetti la seguente pseudo-signature:
obj().
Questo significa che un obj può essere un puntatore ad una funzione f con prototipo void f(void), 
oppure un funtore [Stroustrup05] che implementi l’operatore di chiamata a funzione come void 
operator()( void ).
È possibile inoltre costruire esplicitamente un oggetto pcm::AudioEvent::CommandType per mezzo 
della seguente sintassi:
pcm::AudioEvent::CommandType( obj_ptr, &ObjClass::Method )
dove obj_ptr è il puntatore ad un oggetto di tipo ObjClass, e Method è una funzione membro di Ob-
jClass che soddisfi la pseudo-signature Method().
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Ma a cosa serve il metodo pcm::AudioEvent::AttachCommand()? L’oggetto invocabile (detto, in ter-
mini di design pattern, Command [Gamma95]) passato ad AttachCommand viene memorizzato dal-
l’oggetto AudioEvent, che chiamiamo E, su cui avviene l’invocazione di AttachCommand. Quando E 
viene distrutto, esso invocherà tutti i Command associati ad E attraverso AttachCommand.
Questa funzionalità può rivelarsi utile per la definizione di score particolari, come quello presentato 
nel prossimo paragrafo.
3.9.3.2. Esempio








const int solo_orc = 0;
const int pad_orc = 1;
static void GenerateSoloEvent( void )
{  
    static unsigned int num_notes = 100;
    
    static boost::mt19937 rng;
    static boost::uniform_int< > freqs( 220, 880 );
    static boost::variate_generator< boost::mt19937&, boost::uniform_int< > > rand_note( rng, freqs );
    
    static boost::uniform_01< boost::mt19937 > rand_ampl( rng );
    
    static boost::uniform_real< > durs( .5l, 2l );
    static boost::variate_generator< boost::mt19937&, boost::uniform_real< > > rand_dur( rng, durs );
    
    // Genera casualmente un evento audio.
    pcm::AudioEvent e( rand_note( ), rand_ampl( ), true, rand_dur( ) );
    e.AttachCommand( &GenerateSoloEvent );
    
    if ( num_notes-- )
        MyOrcMng::Instance( ).Trig< solo_orc >( &e );
}
boost::posix_time::time_duration Score( void )
{
    // La prima orchestra e' un lead-sound.
    // Modificane opportunamente l'inviluppo d'ampiezza.
    MyOrcMng::Instance( ).GetOrchestraState< solo_orc >( ).SetEnvAttackTime( .1l );
    MyOrcMng::Instance( ).GetOrchestraState< solo_orc >( ).SetEnvAttackAmpl( 1 );
    MyOrcMng::Instance( ).GetOrchestraState< solo_orc >( ).SetEnvDecayTime( .2l );
    MyOrcMng::Instance( ).GetOrchestraState< solo_orc >( ).SetEnvSustainAmpl( .75l );
    MyOrcMng::Instance( ).GetOrchestraState< solo_orc >( ).SetEnvReleaseTime( .25l );
    MyOrcMng::Instance( ).GetOrchestraState< solo_orc >( ).SetEnvReleaseAmpl( 1l );
 
    const int coda_time = 10l;
    
    // La seconda orchestra e' un pad-sound.
    // Modificane opportunamente l'inviluppo d'ampiezza.
    MyOrcMng::Instance( ).GetOrchestraState< pad_orc >( ).SetEnvAttackTime( 10l );
    MyOrcMng::Instance( ).GetOrchestraState< pad_orc >( ).SetEnvAttackAmpl( 1l );
    MyOrcMng::Instance( ).GetOrchestraState< pad_orc >( ).SetEnvDecayTime( 3l );
    MyOrcMng::Instance( ).GetOrchestraState< pad_orc >( ).SetEnvSustainAmpl( .75l );
    MyOrcMng::Instance( ).GetOrchestraState< pad_orc >( ).SetEnvReleaseTime( coda_time );
    MyOrcMng::Instance( ).GetOrchestraState< pad_orc >( ).SetEnvReleaseAmpl( 0 );
    
    const std::size_t chord_size = 12;
    // Genera un accordo come pad.
    pcm::AudioEvent chord[ chord_size ] = { pcm::AudioEvent( pcm::C_0, 1l )
                                          , pcm::AudioEvent( pcm::C_1, 1l )
                                          , pcm::AudioEvent( pcm::C_2, 1l )
                                          , pcm::AudioEvent( pcm::G_2, .5l )
                                          , pcm::AudioEvent( pcm::C_3, .5l )
                                          , pcm::AudioEvent( pcm::G_3, .75l )
                                          , pcm::AudioEvent( pcm::D_4, .5l )
                                          , pcm::AudioEvent( pcm::G_4, .5l )
                                          , pcm::AudioEvent( pcm::C_5, .5l )
                                          , pcm::AudioEvent( pcm::D_5, 1l )
                                          , pcm::AudioEvent( pcm::G_5, 1l )
                                          , pcm::AudioEvent( pcm::C_6, 1l ) };
    // Trigga l'accordo.
    MyOrcMng::Instance( ).Trig< pad_orc >( chord, chord_size );
    
    // Fai l'assolo sopra il tappeto.
    GenerateSoloEvent();
    
    // Termina l'accordo e ritorna la durata di tempo della coda.
    return boost::posix_time::time_duration( 0, 0, coda_time + 1, 0 );
}
Listato 3.3:  Esempio di score.
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Lo score definito dal listato 3.3 inizia impostando i parametri di sintesi di interesse sulle due orche-
stre mantenute dall’orchestra manager, invocando il metodo template GetOrchestraState() sul sin-
gleton MyOrcMng (MyOrcMng è il nome attribuito dall’utente all’orchestra manager nel listato 3.2).
Lo score prosegue istanziando una serie di eventi audio (oggetti di tipo pcm::AudioEvent) che usa 
successivamente per suonare sulla seconda orchestra (quella con indice pad_orc) un accordo di Do 
“amodale”, costituito da 12 note, che farà da tappeto alla parte solista attribuita alla prima orchestra 
(quella con indice solo_orc). Tali istanze di tipo pcm::AudioEvent sono mantenute nell’array chord.
La parte solista è generata dalla funzione GenerateSoloEvent(), che sfrutta il pattern Command for-
nito da pcm::AudioEvent per mezzo del metodo AttachCommand(). Anche se non si direbbe ad una 
prima lettura, GenerateSoloEvent() è una funzione ricorsiva: infatti, genera un evento E su cui ci 
attacca se stessa. Suona E assegnandogli una durata (random). Quando E terminerà, pCM+ ne in-
vocherà il distruttore, che a sua volta invocherà tutti i Command associati ad E, GenerateSoloE-
vent() compresa.
La variabile statica num_notes controlla il massimo livello di ricorsione17, e quindi il numero di note 
di cui è composto l’assolo generato.
Terminata la chiamata a GenerateSoloEvent(), Score() ritorna la durata di tempo relativa alla fase 
di release impostata sull’inviluppo d’ampiezza dell’orchestra di indice pad_orc. Come sappiamo, 
prima di uscire da Score(), il compilatore dealloca automaticamente (dallo stack delle chiamate) 
l’array chord, invocando il distruttore su ciascun pcm::AudioEvent in esso contenuto. La distruzione 
(implicita) di ciascun pcm::AudioEvent informerà pCM+ della terminazione dell’evento audio corri-
spondente.
Per concludere l’esposizione dell’utilizzo dell’orchestra manager, il listato 3.4 ne è un esempio, 
poggiando sul supporto audio PortAudio.
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/* This routine will be called by the PortAudio engine when audio is needed.
 * It may called at interrupt level on some machines so don't do anything
 * that could mess up the system like calling malloc() or free().
 */
static int MyCallback( const void *inputBuffer
                     , void *outputBuffer
                     , unsigned long framesPerBuffer
                     , const PaStreamCallbackTimeInfo * 
                     , PaStreamCallbackFlags 
                     , void * )
{
    MyOrcMng::Instance( ).Render( static_cast< const pcm::Sample * >( inputBuffer )
                                , static_cast< pcm::Sample * >( outputBuffer )
                                , framesPerBuffer );
    





int main ( int /*argc*/, char **/*const argv*/ )
{    
    PaStream *stream;
    
    // pCM+ initialization.
    PCM_INIT( MyOrcMng );
    
    // PortAudio initialization.
    PaError err = Pa_Initialize();
    if( err != paNoError ) goto error;
    PaStreamParameters outputParameters;
    outputParameters.device = Pa_GetDefaultOutputDevice(); /* default output device */
    outputParameters.channelCount = pcm::num_channels;
    outputParameters.sampleFormat = paFloat32; /* 32 bit floating point output */
    outputParameters.suggestedLatency = 
	 	 	 Pa_GetDeviceInfo( outputParameters.device )->defaultLowOutputLatency;
    outputParameters.hostApiSpecificStreamInfo = NULL;
    
    err = Pa_OpenStream( &stream
                       , NULL               // no input
                       , &outputParameters
                       , pcm::sample_rate
                       , pcm::frames_per_buffer
                       , paClipOff  // we won't output out of range samples so don't bother clipping them
                       , &MyCallback
                       , 0 );
    
    if( err != paNoError ) goto error;
    
    // Go!
    err = Pa_StartStream( stream );
    if( err != paNoError ) goto error;
    // Esegui lo score e attendine la coda.
    boost::this_thread::sleep( Score( ) );
    
    printf("Score finished.\n");
        
    err = Pa_StopStream( stream );
    if( err != paNoError ) goto error;
    
    err = Pa_CloseStream( stream );
    if( err != paNoError ) goto error;
    
    Pa_Terminate();
    
    return err;
    
error:
    Pa_Terminate();
    fprintf( stderr, "An error occured while using the portaudio stream\n" );
    fprintf( stderr, "Error number: %d\n", err );
    fprintf( stderr, "Error message: %s\n", Pa_GetErrorText( err ) );
    return err;
}
Listato 3.4:  Esempio di main.
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Da questo esempio risulta chiaro come pCM+ riduca al minimo l’accoppiamento con il supporto 
audio. Infatti, nessuna delle interfacce di PortAudio è strettamente accoppiata con pCM+ (in parti-
colare con l’orchestra manager), eccetto per il passaggio dei buffer audio.
Ovviamente, ogni supporto audio fornisce al codice di rendering i buffer audio su cui operare (que-
sto, per esempio avviene in Core Audio, e VST). Pertanto, la signature del metodo Render() (del-
l’orchestra manager) fa il minimo delle ipotesi sulle modalità di interfacciamento con il supporto 
audio per poter svolgere l’attività di rendering.
Il disaccoppiamento è raggiunto anche grazie all’applicazione del pattern singleton nell’implemen-
tazione dell’orchestra manager, che ci ha permesso di evitare di utilizzare il parametro data sulla 
funzione Pa_OpenStream() (vedi paragrafo 1.4.1), che PortAudio fornisce per permettere al codice 
utente di realizzare lo scambio di strutture dati tra lo score e la callback di rendering.
3.9.4. Orchestra
Ovviamente, all’utente spetta il compito di costruirsi le proprie orchestre. Tali orchestre devono 
soddisfare il concetto di Orchestra definito da pCM+ dalle seguenti pseudo-signature (vedi para-
grafo 3.6.1), in cui  Orc ne è un modello:
Tabella 3.2: Pseudo-signatures del concetto di Orchestra (continua).
Pseudo-Signature Semantica
Orc::PipelineType
La Forward Sequence di Instrument che defini-
sce la pipeline fisica sottostante che sarà istanziata 
per ogni voce a runtime. Si assume che l’ultimo 
Instrument sia pcm::OutInstr, e che nessun In-
strument intermedio sia di tipo pcm::OutInstr.




Orc::Orc( const Orc::StateType *state
        , std::size_t max_num_toks )
Costruttore. state punta allo stato condiviso dalla 
voce implementata da *this. max_num_toks è il 
massimo numero di token che possono circolare 
contemporaneamente all’interno della pipeline 
fisica associata alla voce implementata da *this.
void Orc::NoteOn( double freq
                , pcm::Sample ampl )
La voce implementata da *this riceve un nuovo 
evento audio di frequenza freq, ed intensità ampl.
void Orc::NoteOff( ) L’evento audio attualmente rendenderizzato dalla 
voce implementata da *this è terminato.
template< unsigned int i >
void Orc::ConvertStream
( const void *src_stream
, void *dest_stream ) const
Converte lo Stream src_stream associato all’i-1-
esimo Instrument in Orc::PipelineType nello 
Stream dest_stream associato all’i-esimo In-
strument in Orc::PipelineType.
Tabella 3.2: Pseudo-signatures del concetto di Orchestra.
Orc::PipelineType definisce la sequenza di Instrument di cui è composta la catena di sintesi inter-
na all’Orchestra. Orc::PipelineType deve modellare il cancetto di Forward Sequence18, definito 
dalla libreria Boost MPL. Inoltre, ciascun tipo in Orc::PipelineType deve modellare il concetto di 
Instrument (vedi paragrafo 3.9.5).
Per agevolare l’utente nella definizione del tipo Orc::PipelineType, pCM+ definisce la macro 
PCM_DEFINE_ORC_PIPELINE_TYPE_X (dove X è il numero di Instrument contenuto nella Forward Se-
quence) nel file header <pcm+/UtilityOrchestraMacros.h>. Si assume che l’ultimo Instrument sia 
pcm::OutInstr (definito in <pcm+/OutInstr.h>), e che nessun Instrument intermedio sia di tipo 
pcm::OutInstr. La catena di sintesi definita da Orc::PipelineType determina la pipeline fisica (vedi 
paragrafo 3.9.5) che sarà istanziata per il rendering di ciascuna delle voci istanziate da pCM+.
È importante capire che tra un’istanza di un’Orchestra e una voce c’è una relazione uno ad uno. Lo 
score modificherà i parametri di sintesi di una delle Orchestras (non di una sua particolare istanza, 
cioè di una sua voce, ma del tipo Orchestra, a cui corrisponde un’orchestra polifonica nel suo com-
109 
18 http://www.boost.org/doc/libs/1_34_0/libs/mpl/doc/refmanual/forward-sequence.html
plesso), specificate nella definizione dell’orchestra manager, attraverso lo Orc::StateType associa-
to a quell’Orchestra. Per accedervi, l’orchestra manager fornisce il metodo template template< un-
signed int i > GetOrchestraState() che restituisce lo State dell’i-esima Orchestra dichiarata al-
l’atto della definizione dell’orchestra manager stesso. Uno Orc::StateType mantiene i parametri di 
sintesi che governano la logica dell’algoritmo di sintesi dell’Orchestra corrispondente, ed espone 
quindi metodi getter e setter per accede e modificare tali parametri. Sarà pCM+ ad istanziare uno 
Orc::StateType per ciascuna Orchestra dichiarata nella definizione dell’orchestra manager, e a 
passarne il puntatore all’atto dell’istanziazione delle voci (ovvero il puntatore è passato costruttore 
di un’Orchestra). Le voci accederanno ai valori attribuiti ai parametri di sintesi per mezzo di tale 
puntatore (invocando i metodi getter). Dal momento che durante il rendering le voci saranno thread 
distinti da quello dello score, è importante che i metodi getter e setter siano thread-safe.
Il tipo Orc::StateType deve modellare il concetto di State, definito dalle seguenti pseudo-signature, 
in cui State ne è un modello, e Orc è l’Orchestra ad esso associato (ovvero Orc::StateType coinci-
de con State).
Tabella 3.3: Pseudo-signatures del concetto di State.
Pseudo-Signature Semantica
State::State( ) Costruttore di default.
template< unsigned int i >
void AddInstr
( typename PCM_INSTR_TYPE( i ) *instr )
Aggiunge a *this l’i-esimo Instrument instr 
d ich ia ra to ne l l a Forward Sequence 
Orc::PipelineType.
In generale, la modifica di un parametro di sintesi, per mezzo di uno dei metodi setter esposti da 
uno State State, andrà a modificare uno o più parametri di sintesi di uno o più Instrument presenti 
nel tipo Orc::PipelineType, dove Orc è l’Orchestra associata a State. Pertanto, uno State deve 
mantenere un puntatore per ciascun Instrument in Orc::PipelineType. Si noti, che, analogamente a 
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State, ogni Instrument in Orc::PipelineType è istanziato una sola volta, e non per ciascuna voce 
(cioè per ciascun oggetto di tipo Orc: ricordo che c’è una relazione uno a uno tra voci e Orchestras).
Sarà il framework pCM+ a fornire (uno alla volta) allo State i vari puntatori agli Instrument in 
Orc::PipelineType, chiamando n volte il metodo State::AddInstr(), dove n è la lunghezza della 
Forward Sequence Orc::PipelineType. Per comodità, quando l’utente dichiara il tipo 
Orc::PipelineType per mezzo della macro PCM_DEFINE_ORC_PIPELINE_TYPE_X, tale macro definisce 
(oltre al tipo Orc::PipelineType) il tipo InstrsTupleType, che modella il concetto di Tupla 
[Alexandrescu01], così come definito da Loki. In questo modo, per mentenere nel modo più imme-
diato ed agevole possibile un puntatore per ciascuno degli Instrument dichiarati in Orc::Pipeline, 
State può definire una variabile d’istanza di tipo InstrsTupleType, che mantiene appunto tutti i 
puntatori di tali Instrument, nell’ordine in cui compaiono in Orc::Pipeline. Per assegnare o acce-
dere al l’ i -esimo di tal i puntatori , pCM+ definisce (sempre nel f i le header 
<pcm+/UtilityOrchestraMacros.h>) la macro PCM_INSTR_PTR_AT( i ).
Torniamo quindi al concetto di  Orchestra. Sia al solito Orc un suo modello. Oltre allo State, al co-
struttore è passato il numero massimo di token che possono contemporaneamente circolare all’in-
terno della pipeline associata alla voce corrispondente a ciascuna delle istanze di Orc. Tale informa-
zione può essere utile nel caso in cui si voglia mantenere uno o più buffer su cui memorizzare i se-
gnali generati da uno o più Instrument. Nell’esempio al paragrafo 3.9.4.1 è presentato un esempio 
di tale utilizzo.
Il metodo Orc::NoteOn() è invocato dal framework in seguito alla ricezione di un messaggio Trig 
da parte dell’orchestra manager (vedi paragrafo 3.9.3), se pCM+ ritiene opportuno associare 
l’evento audio alla voce *this.
Il metodo Orc::NoteOff() è invocato dal framework in seguito alla distruzione dell’evento che ha 
determinato la precedente chiamata a Orc::NoteOn().
111 
L’ultima pseudo-signature che deve essere soddisfatta da un qualunque modello del concetto 
Orchestra è il seguente template:
template<unsigned int i> void Orc::ConvertStream( const void *src_stream, void *dest_stream ) const
Chiameremo le sue specializzazioni stream converter.
Dal momento che la definizione degli stream converter coinvolge i livelli sottostanti dell’architettu-
ra, ne tratteremo nel dettaglio la semantica più avanti, nel paragrafo 3.9.9.
3.9.4.1. Esempio













public:    
    PCM_DEFINE_ORC_PIPELINE_TYPE_3( WaveTerrainInstr, SimpleChowningFMInstr, pcm::OutInstr );
	
private:
    // E' usato dall'orchestra (una voce) per leggere i parametri.
    class State
    {
    public:        
        // Costruttore di default richiesto dal framework.
        State( void )
        { }
        
        ~State( void )
        { }
        // Metodo richiesto dal framework.   
        template< unsigned int i >
        void AddInstr( typename PCM_INSTR_TYPE( i ) *instr )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, i ) = instr;




        double GetEnvAttackTime( void ) const
        {
            return PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->GetEnvAttackTime( );
        }
        
        void SetEnvAttackTime( double time )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->SetEnvAttackTime( time );
            PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetCarEnvAttackTime( time );
        }
        
        pcm::Sample GetEnvAttackAmpl( void ) const 
        {
            return PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->GetEnvAttackAmpl( );
        }
        
Listato 3.5:  Esempio di Orchestra (continua).
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        void SetEnvAttackAmpl( pcm::Sample amp )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->SetEnvAttackAmpl( amp );
            PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetCarEnvAttackAmpl( amp );
        }        
        double GetEnvDecayTime( void ) const
        {
            return PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->GetEnvDecayTime( );
        }
        void SetEnvDecayTime( double time )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->SetEnvDecayTime( time );
            PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetCarEnvDecayTime( time );
        }
        
        pcm::Sample GetEnvSustainAmpl( void ) const
        {
            return PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->GetEnvSustainAmpl( );
        }
        
        void SetEnvSustainAmpl( pcm::Sample amp )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->SetEnvSustainAmpl( amp );
            PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetCarEnvSustainAmpl( amp );
        }
        
        double GetEnvReleaseTime( void ) const
        {
            return PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->GetEnvReleaseTime( );
        }
        
        void SetEnvReleaseTime( double time )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->SetEnvReleaseTime( time );
            PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetCarEnvReleaseTime( time );
        }
        
        pcm::Sample GetEnvReleaseAmpl( void ) const
        {
            return PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->GetEnvReleaseAmpl( );
        }
        
        void SetEnvReleaseAmpl( pcm::Sample amp )
        {
            PCM_INSTR_PTR_AT( instrs_tuple_, 0 )->SetEnvReleaseAmpl( amp );
            PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetCarEnvReleaseAmpl( amp );
        }
        
        ///
        // Data:
    private:
        PCM_INSTRS_TUPLE_TYPE instrs_tuple_;
    }; // FINE di class LeadOrchestra::State
   
public:
    typedef State StateType;
    
    // Costruttore richiesto dal framework.
    LeadOrchestra( const State *s, std::size_t max_num_toks )
        : s_( s )
        , max_num_toks_( max_num_toks )
        , buff_( new pcm::Sample[ max_num_toks ] ) // Alloca in mem. libera il buffer buff_.
        , r_index_( 0 )
        , w_index_( 0 )
    {
        on_ = false; event_params_.grow_to_at_least( 2 );
    }
    ~LeadOrchestra( void )
    {
        delete[] buff_;
    }
    // Nuovo evento audio.
    // (Metodo richiesto dal framework.)
    void NoteOn( double freq, pcm::Sample ampl )
    {
        on_ = true;
        SetFreq( freq );
        SetAmpl( ampl );
    }
    
    // Fine evento audio.
    // (Metodo richiesto dal framework.)
    void NoteOff( void )
    {
        on_ = false;
    }
    
Listato 3.5:  Esempio di Orchestra (continua).
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    /// N.B.: Sia C<i>: s -> d  uno 'stream-converter' tra gli stream s e d;
    //  il parametro i si riferisce all'indice dell'instrument/stream DI ARRIVO d di C.
    //  Quindi, ConvertStream< 1 >() converte lo stream in uscita dal primo al secondo 
    //  instrument della pipeline. ConvertStream< 0 >() genera il primo stream della pipeline.
    // (Metodo richiesto dal framework.)
    template< unsigned int i >
    void ConvertStream( const void *src_stream, void *dest_stream ) const;
private:
    double GetFreq( void ) const { return event_params_[ 0 ]; }
    void SetFreq( double freq ) { event_params_[ 0 ] = freq; }
    
    pcm::Sample GetAmpl( void ) const { return event_params_[ 1 ]; }
    void SetAmpl( pcm::Sample ampl ) { event_params_[ 1 ] = ampl; }
    
    ///
    // Data
private:
    const State *s_;    // Utile se occorre leggere parametri esibiti allo score i cui valori sono
                        // pensati per essere inoltrati nella pipeline (fisica) per mezzo degli 
                        // oggetti stream. (Nel caso di questa orchestra, s_ non e' utilizzato.)
    
    const std::size_t max_num_toks_;
    
    tbb::atomic< char > on_;
    tbb::concurrent_vector< double > event_params_;
    
    mutable pcm::Sample *buff_;
    mutable unsigned int r_index_;
    mutable unsigned int w_index_;
};
Listato 3.5:  Esempio di Orchestra.
La pipeline fisica che sarà istanziata da pCM+ per ogni voce dell’Orchestra LeadOrchestra è quella 
formata dalla concatenazione delle sequenze di Element (vedi paragrafo 3.9.6) che definiscono 
l’algoritmo di sintesi degli Instrument WaveTerrainInstr, SimpleChowningFMInstr, e 
pcm::OutInstr.
La classe interna LeadOrchestra::State soddisfa il concetto di State, e garantisce metodi getter/set-
ter per l’accesso ai parametri di sintesi in modo thread-safe. Infatti, tali metodi non fanno altro che 
m o d i f i c a r e i p a r a m e t r i d i s i n t e s i e s i b i t i d a g l i I n s t r u m e n t s p e c i f i c a t i i n 
LeadOrchestra::PipelineType (LeadOrchestra::PipelineType è definita attraverso la macro 
PCM_DEFINE_ORC_PIPELINE_TYPE_3) invocando i metodi getter/setter sugli stessi Instrument, che, 
come vedremo, si suppongono essere thread-safe.
L’implementazione delle specializzazioni del template membro ConvertStream() saranno introdotte 
in seguito, dopo che avremmo compreso gli strati inferiori dell’architettura di pCM+. Per ora, anti-
cipiamo soltanto che i membri di dato mutable (buf_, r_index_, e w_index_) saranno utilizzati in al-
cune delle tre specializzazioni di ConvertStream() per bufferizzare il segnale generato dall’Instru-
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ment WaveTerrainInstr. Questo non è richiesto dal framework, ma dipende dal modo con cui Lea-
dOrchestra vuole gestire i segnali generati dalla sua pipeline di rendering: come sarà più chiaro nel 
seguito, LeadOrchestra bufferizza il segnale generato dall’Instrument WaveTerrainInstr in modo 
tale da andarlo a scrivere nel canale sinistro (l’ipotesi è di avere due soli canali in uscita) dell’In-
strument OutInstr, che si trova al fondo della pipeline.
Un’ultima cosa importante da notare sono i metodi NoteOn(), NoteOff(). Essi modificano lo stato di 
variabili d’istanza ad accesso atomico (l’accesso atomico è realizzato per mezzo della classe tem-
plate template<T> tbb::atomic, e l’implementazione concorrente tbb::concurrent_vector 
dell’std::vector, entrambi forniti da Intel TBB). Tali variabili mantengono tre informazioni fon-
damentali riguardo l’attività di una voce:
• Il token che nel paragrafo 3.8.2 abbiamo chiamato IS_ON, che denuncia alla pipeline l’inol-
tro di un messaggio Start_Event/Stop_Event. Tale flag è mantenuto dalla variabile d’istanza 
(ad accesso atomico) LeadOrchestra::on_.
• I parametri relativi alla frequenza e all’intensità che definiscono un evento audio, mantenuti 
dal vettore concorrente (di lunghezza 2) LeadOrchestra::event_params_.
Tali informazioni saranno passate lungo la catena di sintesi per mezzo delle specializzazioni del me-
todo template ConvertStream(). Pertanto, siccome il thread che invoca  NoteOn() e NoteOff() è di-
stinto da quello che invoca ConvertStream() (NoteOn() e NoteOff() sono invocate dal thread dello 
score, mentre ConvertStream() è invocato dal/dai thread di rendering), occorre garantire un accesso 
atomico per tali variabili d’istanza.
3.9.5. Instrument
Il concetto di Instrument è definito dalle pseudo-signature in tabella 3.3, in cui Instr ne è un mo-
dello:
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Tabella 3.4: Pseudo-signatures del concetto di Instrument.
Pseudo-Signature Semantica
Instr::PipelineType
La Forward Sequence di Elements che definisce la pipeline 
logica che implementa l’algoritmo di sintesi dell’Instru-
ment Instr.
Instr::StreamType
Lo Stream interno ad Instr che determina la logica della 
patch che definisce l’algoritmo di sintesi dell’Instrument 
Instr.
Instr::Instr( ) Costruttore di default.
Tabella 3.4: Pseudo-signatures del concetto di Instrument.
Instr::PipelineType definisce la pipeline logica di rendering interna all’Instrument stesso. Al so-
lito, Instr::PipelineType deve modellare il concetto di Forward Sequence. Inoltre, ciascun tipo in 
Instr::PipelineType deve modellare il concetto di Element (vedi paragrafo 3.9.5). Per agevolare 
la definizione di Instr::PipelineType, pCM+ definisce la macro PCM_DEFINE_PIPELINE_TYPE_X (nel 
file header <pcm+/UtilityInstrumentMacros.h>), dove X è il numero di Elements che compongono 
la pipeline logica.
Si distingue tra pipeline logica e pipeline fisica per il seguente motivo: una pipeline fisica è compo-
sta dall’insieme totale di Elements che danno luogo al rendering audio svolto da una voce (cioè 
l’istanza di un Orchestra). In altre parole, una pipeline fisica coincide con la pipeline di task  che 
Intel TBB effettivamente alloca per conto di pCM+, in cui a ciascun task corrisponde uno ed un so-
lo Element.
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Figura 3.5: Rappresentazione della pipeline fisica dellʼOrchestra LeadOrchestra. Essa è composta dalle pipeline logiche 
degli Instruments WaveTerrainInstr, SimpleChowningFMInstr, e OutInstr.
Una pipeline logica è invece la pipeline che definisce (parzialmente19) l’algoritmo di sintesi interno 
ad un Instrument. Una pipeline fisica è il risultato del concatenamento di una o più pipeline logi-
che.
In figura 3.5 è mostrata la pipeline fisica dell’Orchestra LeadOrchestra: essa è il prodotto del con-
catenamento delle pipeline logiche degli Instrument WaveTerrainInstr, SimpleChowningFMInstr e 
pcm::OutInstr. Si noti che pCM+ impone che una pipeline fisica termini sempre con l’Element Ou-
tElement, ovvero con la pipeline logica pcm::OutInstr::PipelineType dell’Instrument 
pcm::OutInstr, fornito da pCM+ nel file header <pcm+/OutInstr.h>.
Torniamo al concetto di Instrument introdotto in tabella 3.4.
L’altro tipo cui è tenuto definire un Instrument Instr è Instr::StreamType. Esso deve essere mo-
dello del concetto di Stream. Tale concetto è definito dalle pseudo-signature in tabella 3.5, in cui 
Stream ne è un modello, e Instr è l’Instrument a cui Stream è associato (ovvero tale che 
Instr::StreamType coincide con Stream).
Tabella 3.5: Pseudo-signatures del concetto di Stream (continua).
Pseudo-Signature Semantica
Stream::num_output_signals Il numero di segnali generati da Instr.
Stream::Stream( ) Costruttore di default.
void Stream::SetInstrumentPtr( Instr *istr ) Fornisce un puntatore all’istanza di Instr 
a cui *this si riferisce.
Stream::Reset( ) Reinizializza lo stato di *this.
pcm::Sample *Stream::GetOutput( ) const
Ritorna Stream::num_output_signals 
campioni in uscita, ciascuno per ciascun 
segnale in uscita calcolato dall’istanza di 
Instr a cui *this si riferisce.
void Stream::SetNoteOn( bool is_on )
Setta il token IS_ON (vedi paragrafo 
3.8.2) da far circolare all’interno della 
pipeline.
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19 Per definire completamente un algoritmo di sintesi occorre una pipeline logica ed uno Stream, vedi oltre.
Pseudo-Signature Semantica
void Stream::SetFreq( double freq )
Setta la frequenza con cui generare i suc-
cessivi Stream::num_output_signals se-
gnali mantenuti da *this.
void Stream::SetAmp( pcm::Sample amp )
Setta l’intensità con cui generare i succes-
sivi Stream::num_output_signals segnali 
mantenuti da *this.
template< unsigned int i >
void Stream::GetData( void *output
                    , void *input )
Fornisce i dati in input all’i-esimo Ele-
ment E in Instr::PipelineType, e i pun-
tatori ai dati in output su cui scriverà lo 
stesso E.
Tabella 3.5: Pseudo-signatures del concetto di Stream.
La definizione data sopra per pipeline logica afferma tra parentesi che una pipeline logica definisce 
solo parzialmente l’algoritmo di sintesi interno ad un Instrument. Infatti, essa individua solo un 
ordinamento valido tra gli Element utilizzati nell’algoritmo di sintesi stesso (rispetto alla (5), vedi 
paragrafo 3.8.1.2). Affinché l’algoritmo di sintesi sia completamente definito, occorre implementa-
re i collegamenti (che permettono lo scambio dei dati tra gli Element della pipeline logica) che de-
finiscono la patch corrispondente all’algoritmo di sintesi.
La responsabilità di definire tali collegamenti è attribuita proprio al concetto di Stream. Uno 
Stream (cioè un oggetto di tipo Stream) è infatti ciò che fluisce lungo la pipeline fisica durante il 
rendering audio. Ogni volta che un’istanza S di un modello Stream passa da un Element ad un’altro, 
che chiamiamo E, quest’ultimo, prima di svolgere e per poter svolgere il successivo rendering au-
dio, chiede ad S di fornirgli i dati necessari al rendering, invocando l’i-esima specializzazione del 
metodo template Stream::GetData<i>(), dove i è la posizione di E nella Forward Sequence 
Instr::PipelineType (al solito, Instr è l’Instrument tale che Instr::StreamType coincide con 
Stream).
Stream è strettamente correlato con l’Instrument Instr a cui è associato, e va visto come il prolun-
gamento dello stesso Instr, ma a lato dell’attività di rendering, metre Instr fa da ponte tra l’attività 
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di controllo dello score e l’attività di rendering. Infatti, Instr ha la responsabilità di fornire l’acces-
so (attraverso metodi getter e setter) ai parametri di sintesi, sia all’Orchestra che lo incapsula (que-
sto è svolto dallo stesso thread dello score), sia a ciascun oggetto Stream a cui occorra leggere il va-
lore di uno o più parametri di sintesi (questo è svolto da uno dei thread dell’attività di rendering). 
Pertanto, è di fondamentale importanza che tutti i metodi getter/setter relativi ai parametri di sintesi 
di un Instrument siano thread-safe.
Il puntatore all’oggetto I di tipo Instr a cui un’istanza S di Stream appartiene, è fornito dal 
framework attraverso il metodo Stream::SetInstrumentPtr() (vedi tabella 3.5). Si noti, che la rela-
zione di appartenenza tra I ed S è determinata dal fatto che S sia stato o meno generato da I. Ad 
ogni modo, l’allocazione e la gestione degli oggetti Stream non fanno parte delle responsabilità del 
codice utente, ma sono di dominio del framework pCM+.
Infatti, tale attività, se svolta ingenuamente (per esempio, invocando banalmente l’operatore new per 
un’allocazione in memoria libera) procurerebbe latenze critiche per un’attività così “fragile” come 
quella della procedura di rendering audio (non a caso, nella documentazione di PortAudio, si rac-
comanda di evitare allocazioni in memoria libera all’interno della callback di rendering).
Sarà quindi pCM+, dietro le quinte, a creare e gestire gli oggetti di tipo Stream appartenenti ad un 
oggetto di tipo Instr. Senza scendere nei particolari del codice, pCM+ alloca un numero sufficiente 
di oggetti Stream all’atto di costruzione dell’oggetto di tipo Instr, e li ricicla durante il rendering. 
Per questo motivo è stato introdotto tra le pseudo-signature di Stream il metodo Stream::Reset(), 
che reinizializza un oggetto Stream, senza doverne invocare il costruttore. Il numero sufficiente di 
oggetti Stream allocato da pCM+ per ogni istanza di ciascun Instrument è determinato sulla base 
del massimo numero di token che possono fluire all’interno della pipeline (per i dettagli, si rimanda 
all’appendice A). Come già sappiamo, tale informazione proviene dall’utente (o è calcolata dal 
compilatore eseguendo una metaprocedura) all’atto della definizione dell’orchestra manager (vedi 
paragrafo 3.9.3).
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Proseguiamo ora approfondendo la semantica delle restanti pseudo-signature in tabella 3.5 relative 
al concetto di Stream.
Come sappiamo dal paragrafo 3.8.2, all’interno della pipeline deve fluire il token IS_ON, che dal 
paragrafo 3.9.4 sappiamo essere controllato per mezzo dei metodi Orc::NoteOn(), Orc::NoteOff(), 
dove Orc modella il concetto di Orchestra. Insieme ad IS_ON devono ovviamente fluire le infor-
mazioni relative alla frequenza F ed alla intensità A relative all’AudioEvent che ha generato una 
chiamata ad Orc::NoteOn() (svolta dal thread dello score).
Ora, sappiamo che ciò che in realtà fluisce attraverso una pipeline di rendering sono istanze di 
Stream (dove al solito Stream modella il concetto di Stream). Pertanto, un’orchestra Orc deve poter 
inserire le informazioni relative al token IS_ON, F ed A, all’interno di ciascun oggetto di tipo 
Stream. Proprio per questa esigenza, Stream deve fornire i metodi Stream::SetNoteOn(), 
Stream::SetFreq(), e Stream::SetAmp(). Orc passa quindi IS_ON, F ed A a ciascuno Stream invo-
candovi, rispettivamente, Stream::SetNoteOn() Stream::SetFreq(), e Stream::SetAmp(). In questo 
modo, ogni Stream porterà con sé il token IS_ON, insieme alla frequenza F a all’intensità A del-
l’evento audio corrispondente, e trasmetterà tali informazioni a tutti gli Element che menzionino 
tali informazioni tra i loro input. La diffusione agli Element di tali informazioni avviene proprio 
all’interno delle specializzazioni del metodo template Stream::GetData<i>().
Per poter comprendere le modalità di implementazione delle specializzazioni del metodo template 
Stream::GetData<i>(), è necessario prima introdurre il concetto di Element. Pertanto, l’approfon-
dimento di questa parte è rimandata al paragrafo 3.9.8.
Infine, la pseudo-signature pcm::Sample *Stream::GetOutput() const corrisponde al metodo che 
restituisce l’array di campioni di lunghezza pari a Stream::num_output_signals. Tale array corri-
sponde ai segnali memorizzati in *this al termine dell’attraversamento dell’intera pipeline logica. 
Come vedremo nel paragrafo 3.9.9, i convertitori di un’Orchestra ricevono come parametro in in-
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gresso uno Stream in uscita da una pipeline logica. I convertitori usano il metodo 
Stream::GetOutput() per prelevare dallo Stream in ingresso i campioni risultanti dell’elaborazione 
complessivamente esibita dalla pipeline logica a cui lo Stream appartiene.
3.9.5.1. Esempio





    
    // N.B.: E' garantito che uno stream non verra' mai acceduto concorrentemente.
    //  Pertanto, nell'implementazione di uno stream non occorre considerare il
    //  problema della sincronizzazione degli accessi.
    class Stream
    {
    public:
        
        // Definisci il numero di segnali in uscita.
        PCM_DEFINE_OUT_SIGNS_NUMBER( 1 );
        
        Stream( void )
        {
        }
        
        // Metodo richiesto dal framework.
        void SetInstrumentPtr( SimpleChowningFMInstr *instr )
        {
            instr_ = instr;
        }
        
        // Metodo richiesto dal framework.
        void Reset( void )
        {            
            // Re-inizializza lo stato di *this
            // (tranne instr_).
        }
        
        // Metodo richiesto dal framework.
        // Ritorna PCM_DEFINE_OUT_SIGNS_NUMBER segnali in uscita.
        pcm::Sample *GetOutput( void ) const
        {
            out_sign_ *= amp_;
            return &out_sign_;
        }
        
        // Metodo richiesto dal framework.
        void SetNoteOn( bool is_on )
        {
            note_on_ = is_on;
        }
        
        // Metodo richiesto dal framework.
        void SetFreq( double freq )
        {
            carried_freq_ = freq;
        }
        
        // Metodo richiesto dal framework.
        void SetAmp( pcm::Sample amp )
        {
            amp_ = amp;
        }
        
        // Metodo richiesto dal framework.
        // DA SPECIALIZZARE PER CIASCUN ELEMENT!
        template< unsigned int i >
        void GetData( void *output, void *input );
        
Listato 3.6:  Esempio di Instrument (continua).
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    private:
        SimpleChowningFMInstr *instr_;
        
        bool note_on_;
        pcm::Sample carried_freq_;
        pcm::Sample amp_;
        
        pcm::Sample deviation_;
        pcm::Sample modulation_sign_;
        mutable pcm::Sample out_sign_;
    };
public:
    PCM_DEFINE_STREAM_TYPE( Stream );
    
    PCM_DEFINE_PIPELINE_TYPE_4( pcm::LinearADSREnv   // Modulation Index Envelope.
                              , pcm::LinearInterpolatingOscillator< pcm::TriangTable >  // OSC1.
                              , pcm::LinearADSREnv   // Carried Envelope.
                              , pcm::LinearInterpolatingOscillator< pcm::CosTable >     // OSC2.
                              ); 
    
    SimpleChowningFMInstr( void )
    // N.B.: tbb::atomic< T > has no constructors!
    {
        synth_data_.grow_to_at_least( 13 );
        
        SetModulationFreq( 50l );
        
        // Modulation Index Envelope Init.
        SetModEnvAttackTime( .25l );
        SetModEnvAttackAmpl( 1l );
        SetModEnvDecayTime( .5l );
        SetModEnvSustainAmpl( .75l );
        SetModEnvReleaseTime( .5l );
        SetModEnvReleaseAmpl( 0l );
        
        // Carried Envelope Init.
        SetCarEnvAttackTime( .125l );
        SetCarEnvAttackAmpl( 1l );
        SetCarEnvDecayTime( .5l );
        SetCarEnvSustainAmpl( .75l );
        SetCarEnvReleaseTime( .5l );
        SetCarEnvReleaseAmpl( 0l );
    }
    
    // Modulation Frequency Getter/Setter:
    double GetModulationFreq( void ) const { return synth_data_[ 0 ]; }
    void SetModulationFreq( double freq ) { synth_data_[ 0 ] = freq; }
    
    /////////////////////////////////
    /// Modulation Index Envelope Getter/Setter:
    ///
    double GetModEnvAttackTime( void ) const { return synth_data_[ 1 ]; }
    void SetModEnvAttackTime( double t ) { synth_data_[ 1 ] = t; }
    
    pcm::Sample GetModEnvAttackAmpl( void ) const { return synth_data_[ 2 ]; }
    void SetModEnvAttackAmpl( pcm::Sample ampl ) { synth_data_[ 2 ] = ampl; }
    
    double GetModEnvDecayTime( void ) const { return synth_data_[ 3 ]; }
    void SetModEnvDecayTime( double t ) { synth_data_[ 3 ] = t; }
    
    pcm::Sample GetModEnvSustainAmpl( void ) const { return synth_data_[ 4 ]; }
    void SetModEnvSustainAmpl( pcm::Sample ampl ) { synth_data_[ 4 ] = ampl; }
    
    double GetModEnvReleaseTime( void ) const { return synth_data_[ 5 ]; }
    void SetModEnvReleaseTime( double t ) { synth_data_[ 5 ] = t; }
    
    pcm::Sample GetModEnvReleaseAmpl( void ) const { return synth_data_[ 6 ]; }
    void SetModEnvReleaseAmpl( pcm::Sample ampl ) { synth_data_[ 6 ] = ampl; }
    ///
    /////////////////////////////////
    
    /////////////////////////////////
    /// Carried Envelope Getter/Setter:
    ///
    double GetCarEnvAttackTime( void ) const { return synth_data_[ 7 ]; }
    void SetCarEnvAttackTime( double t ) { synth_data_[ 7 ] = t; }
    
    pcm::Sample GetCarEnvAttackAmpl( void ) const { return synth_data_[ 8 ]; }
    void SetCarEnvAttackAmpl( pcm::Sample ampl ) { synth_data_[ 8 ] = ampl; }
    
    double GetCarEnvDecayTime( void ) const { return synth_data_[ 9 ]; }
    void SetCarEnvDecayTime( double t ) { synth_data_[ 9 ] = t; }
    
    pcm::Sample GetCarEnvSustainAmpl( void ) const { return synth_data_[ 10 ]; }
    void SetCarEnvSustainAmpl( pcm::Sample ampl ) { synth_data_[ 10 ] = ampl; }
    
    double GetCarEnvReleaseTime( void ) const { return synth_data_[ 11 ]; }
    void SetCarEnvReleaseTime( double t ) { synth_data_[ 11 ] = t; }
    
Listato 3.6:  Esempio di Instrument (continua).
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    pcm::Sample GetCarEnvReleaseAmpl( void ) const { return synth_data_[ 12 ]; }
    void SetCarEnvReleaseAmpl( pcm::Sample ampl ) { synth_data_[ 12 ] = ampl; }
    ///
    /////////////////////////////////
    
    ///
    // Data:
private:
    tbb::concurrent_vector< double > synth_data_;
};
Listato 3.6:  Esempio di Instrument.
L’Instrument SimpleChowningFMInstr esibisce la pseudo-signature Stream::num_output_signals 
servendosi della macro P C M _ D E F I N E _ O U T _ S I G N S _ N U M B E R definita nel file header 
<pcm+/UtilityInstrumentMacros.h>. Ad essa è attribuita la costante 1. Questo significa che Simple-
ChowningFMInstr genererà un singolo segnale.
T a l e s e g n a l e è i l r i s u l t a t o d e l l a s e q u e n z a d i c h i a m a t e a l m e t o d o 
SimpleChowningFMInstr::Stream::GetOutput().
La classe interna SimpleChowningFMInstr::Stream modella il concetto di Stream. In particolare, 
come sarà chiaro dal completamento di questo esempio nel paragrafo 3.9.8 (in cui verranno ag-
giunte le specializzazioni del metodo template SimpleChowningFMInstr::Stream::GetData<i>()), La 
logica che governa il passaggio dei dati tra gli Elements in SimpleChowningFMInstr::PipelineType 
è implementata dalle specializzazioni del template SimpleChowningFMInstr::Stream::GetData<i>().
La Forward Sequence SimpleChowningFMInstr::PipelineType è definita per mezzo della macro 
PCM_DEFINE_PIPELINE_TYPE_4: essa definisce una pipeline logica costituita dagli Elements forniti da 
pCM+ relativi alla coppia di inviluppi ed alla coppia di oscillatori necessari per implementare la 
pipeline in figura 3.2, corrispondente alla patch in figura 1.3.
SimpleChowningFMInstr mantiene tutti i dati necessari per implementare i parametri di sintesi nel 
vettore concorrente (fornito da Intel TBB) SimpleChowningFMInstr::synth_data_. Per ciascuno di 
tali parametri fornisce un metodo getter e un metodo setter. Tali metodi sono thread-safe (dal mo-
mento che l’operatore operator[] definito per tbb::concurrent_vector è thread-safe). Come già 
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sappiamo, questo è un requisito fondamentale affinché SimpleChowningFMInstr possa essere acce-
duto concorrentemente dal thread relativo allo score, e dal/dai thread relativi all’attività di rende-
ring. Gli accessi svolti da parte dell’attività di rendering sono quelle effettuate dagli oggetti di tipo 
SimpleChowningFMInstr::Stream che di volta in volta il framework genererà. Come vedremo, tali 
accessi avvengono in sola lettura, e sono svolti all’interno delle specializzazioni del metodo 
SimpleChowningFMInstr::Stream::GetData<i>().
3.9.6. Element
Siamo finalmente giunti allo strato inferiore dell’architettura di pCM+ (che è sostanzialmente iden-
tica a quella di pCM, vedi capitolo 2).
Ogni element deve soddisfare il concetto di Element, definito dalle pseudo-signature in tabella 3.6, 
in cui Elem ne è un modello.
Tabella 3.5: Pseudo-signatures del concetto di Element.
Pseudo-Signature Semantica
Elem::is_serial true, se *this non ammette replicazione; false, 
altrimenti.
Elem::InputType Il tipo della tupla contenente i dati in ingresso al 
operatore Elem::operator()( ).
Elem::OutputType Il tipo della tupla contenente i puntatori ai dati in 
uscita al l’operatore Elem::operator()( ).
Elem::Elem( ) Costruttore di default.
bool Elem::IsTerminated( ) Ritorna true, se *this è disposto a terminare il ren-
dering audio. Ritorna false, altrimenti.
void Elem::operator()
( Elem::OutputType &output
, const Elem::InputType &input )
Elabora i dati in input per produrre un output.
template<unsigned int i, typename T>
static
void Elem::SetInputAt
( T data, Elem::InputType &input )
Assegna all’i-esimo campo in input il valore data.
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Pseudo-Signature Semantica
template<unsigned int i, typename T>
static
void Elem::SetOutputAt
( T *data, Elem::InputType &input )
Assegna all’i-esimo campo in output il valore del 
putatore data.
L’istanza di un Elem è inserita da pCM+ all’interno della pipeline fisica di rendering di una delle 
voci di un Orchestra. A ciascun oggetto il cui tipo sia modello di Element, dietro le quinte pCM+ 
associa la sua posizione all’interno della pipeline logica (vedi la differenza tra pipeline logica e fisi-
ca al paragrafo 3.9.5). Nel seguito, indicheremo con Ei l’oggetto di tipo Elem che compare all’i-e-
simo stadio di una pipeline logica.
Come accennato al paragrafo 3.3.1, il supporto al pattern pipeline offerto da Intel TBB tenta di 
mantenere il carico bilanciato attraverso la replicazione degli stadi, se questi ultimi sono replicabili. 
La pseudo-signature Elem::is_serial esprime proprio la disponibilità o meno alla replicazione di 
*this nel corso del rendering. Tale disponibilità dipende dalla particolare elaborazione interna im-
plementata dall’operatore Elem::operator(), che definisce il vero e proprio signal processing esibi-
to dall’Elem: se tale elaborazione interna dipende dallo stato interno di *this, allora 
Elem::is_serial deve essere posto a false.
Elem::InputType e Elem::OutputType sono, rispettivamente, i tipi delle tuple utilizzate da Elem per i 
dati in ingresso e in uscita dal processamento audio esibito dall’operatore Elem::operator().
Sia Ei un’istanza di Elem che compare all’i-esimo stadio di una pipeline logica. Durante il rende-
ring, ogni volta che un oggetto S di tipo Stream (dove Stream è modello di Stream) “attraversa” Ei, 
pCM+ chiama su Ei l’operatore Elem::operator(). I due argomenti output e input (come indicati in 
tabella 3.5) che pCM+ fornisce a tale chiamata, sono quelli ottenuti dall’i-esima specializzazione 
del metodo template Stream::GetData<i>() invocato su S. Per chiarezza di seguito è riportata la si-
gnature di Stream::GetData<i>():
template< unsigned int i > void Stream::GetData( void *output, void *input )
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Come sarà più chiaro nel paragrafo 3.9.8, Stream::GetData<i>() ha tutte le informazioni per con-
vertire il tipo dei suoi parametri output e input, da void* a Elem::OutputType, Elem::InputType, 
rispettivamente. Fatto questo, Stream::GetData<i>() inserisce nella tupla output i puntatori alle va-
riabili d’istanza interne ad S su cui Ei deve scrivere i risultati della sua elaborazione, mentre nella 
tupla input copia i valori che S ritiene opportuno passare in ingresso ad Ei. Per poter accedere ai 
campi delle tuple input e output, Stream::GetData<i>() si serve dei metodi statici 
Elem::SetInputAt() e Elem::SetOutputAt(), che sono parte del concetto di Element (vedi tabella 
3.5).
Da qui, dovrebbe risultare più chiaro il ruolo ricoperto da un modello Stream di Stream per la rea-
lizzazione dei collegamenti tra i vari Element della pipeline logica definita dall’Instrument a cui 
Stream appartiene.
Ricapitolando, i seguenti sono i passi eseguiti da pCM+ per chiamare su Ei l’operatore 
Elem::operator() al momento dell’”attraversamento” di Ei da parte di un oggetto S di tipo Stream:
1. Crea (ovviamente, né in memoria libera né sullo heap) le tuple di ingresso e uscita (il cui 
tipo è Elem::InputType, Elem::OutputType, rispettivamente) da fornire a Elem::operator(), 
invocandone il costruttore di default.
2. Passa tali tuple al metodo template Stream::GetData<i>() invocato su S, che vi inserirà gli 
opportuni puntatori e dati (rispetto alla patch realizzata dal tipo Stream) attraverso i metodi 
statici Elem::SetInputAt() e Elem::SetOutputAt().
3. Passa le tuple, così come modificate al passo precedente, all’operatore Elem::operator() 
invocato su Ei.
Vari sono i modi con cui implementare un modello di Element. Comunque, per facilitare l’utente, 
pCM+ fornisce un supporto rispetto a tre diverse possibilità, rappresentate dalle classi template Boo-
stFusionBasedElement, BoostTupleBasedElement, e LokiTupleBasedElement, definite nei file header 
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< p c m + / B o o s t F u s i o n B a s e d E l e m e n t . h > , < p c m + / B o o s t T u p l e B a s e d E l e m e n t . h > , 
<pcm+/LokiTupleBasedElement.h>.
Come è intuibile dal nome, BoostFusionBasedElement utilizza la libreria Boost Fusion, BoostTuple-
BasedElement utilizza la libreria Boost Tuple, e LokiTupleBasedElement utilizza la libreria Loki.
Nei file header in cui sono defini tali template, sono definite delle macro per la definizione dei tipi 
Elem::OutputType e Elem::InputType. Per esempio, in <pcm+/BoostFusionBasedElement.h>, la ma-
cro PCM_DEFINE_BFB_OUTPUT_TYPE_X definisce Elem::OutputType come un tupla di X campi, imple-
mentata per mezzo del template boost::fusion::vector.
Se per implementare un modello Elem di Element si adotta una delle tre classi template sopra intro-
dotte,  tutto quello che occorre fare è quanto segue, in cui YYY è da sostituire con BFB, BTB, o LB, a 
seconda che si scelga di adottare l’implementazione che utilizza la libreria Boost Fusion, Boost Tup-
le o Loki, rispettivamente:
• Definire una classe, che indichiamo con InnerElem, su cui definire tutte le pseudo-signature in 
tabella 3.5, eccetto i due metodi statici Elem::SetInputAt() e Elem::SetOutputAt().
• I tipi InnerElem::OutputType e InnerElem::InputType devono essere definiti utilizzando, ri-
spettivamente, le macro del tipo PCM_DEFINE_YYY_OUTPUT_TYPE_X e PCM_DEFINE_YYY_INPUT_TY-
PE_X, dove X, è da sostituire con la dimensione della tupla.
• All’interno dell’operatore Elem::operator(), per accedere al campo i-esimo del parametro  in 
ingresso di tipo InnerElem::InputType, che chiamiamo input, si utilizzi la macro 
PCM_YYY_GET_INPUT_FIELD(input, i).
• All’interno dell’operatore Elem::operator(), per accedere al campo i-esimo del parametro  in 
ingresso di tipo InnerElem::OutputType, che chiamiamo output, si utilizzi la macro 
PCM_YYY_GET_OUTPUT_FIELD(output, i).
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• Infine, al di fuori della definizione della classe InnerElem, specificare la macro PCM_DEFI-
NE_YYY_ELEMENT_TYPE( Elem_NAME, InnerElem ) per definire il tipo che modella Element il cui 
nome è Elem_NAME.
L’esempio fornito al paragrafo 3.9.6.1 chiarirà le modalità di utilizzo del supporto fornito da 
pCM+ per la definizione dei modelli per il concetto di Element.
Concludiamo la trattazione del concetto di Element, facendo alcune osservazioni riguardo al meto-
do Elem::IsTerminated().
Al paragrafo 3.8.2 si era introdotta la strategia adottata per l’implementazione della adaptive re-
sponse. Avevamo introdotto un token, indicato con TK2. Per l’aggiornamento di tale token si era 
detto che il framework chiede a ciascun element se il rendering utile da esso svolto è terminato. Il 
metodo Elem::IsTerminated() fornisce a pCM+ proprio la risposta a questa domanda. Per esempio, 
un semplice oscillatore implementerà Elem::IsTerminated() in modo tale che restituisca sempre 
true, dal momento che, terminata la sollecitazione, il suo stato può passare immediatamente in stato 
off. Viceversa, nel caso di un inviluppo ADSR, il passaggio in stato off potrà avvenire solo una volta 
che, terminata la sollecitazione, sia stata completata la fase di release. L’esempio illustrato al para-
grafo successivo mostra l’implementazione dell’inviluppo ADSR, così come fornita da pCM+.
pCM+ fornisce infatti una libreria minima (per ora) di Element.
3.9.6.1. Esempio: pcm::LinearADSREnv








    namespace _internal_ {
        
        class LinearADSREnv
        {
            enum { inactive_state  = 0
                 , attack_state    = 1
                 , decay_state     = 2
                 , sustain_state   = 3
                 , releasing_state = 4 };
            
        public:
            PCM_IS_SERIAL( true );
            
            PCM_DEFINE_BFB_INPUT_TYPE_7( double // 0. attack time
                                       , Sample // 1. attack amplitude
                                       , double // 2. decay (time)
                                       , Sample // 3. sustain amplitude
                                       , double // 4. release time
                                       , Sample // 5. release amplitude
                                       , bool   // 6. "start/stop" signal
                                       );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* Envelope signal */ );
            
            LinearADSREnv( void )
                : state_( inactive_state )
                , time_( )
                , fixed_sample_( )
                , prev_sample_( )
            {
            }
            bool IsTerminated( void )
            {
                return state_ == inactive_state;
            }
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                double attack_t = PCM_BFB_GET_INPUT_FIELD( input, 0 );
                double decay_t = PCM_BFB_GET_INPUT_FIELD( input, 2 );
                double release_t = PCM_BFB_GET_INPUT_FIELD( input, 4 );
                
                Sample tmp;
                Sample attack_a = 
	 	 	 ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 1 ) ) ) > 1 ) ? 1 : tmp;
                Sample sustain_a = 
	 	 	 ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 3 ) ) ) > 1 ) ? 1 : tmp;
                Sample release_a = 
	 	 	 ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 5 ) ) ) > 1 ) ? 1 : tmp;
                
                bool is_active = PCM_BFB_GET_INPUT_FIELD( input, 6 );
                
                if ( !is_active )
                {
                    if ( state_ == inactive_state )
                    {
                        // Resta in stato 'inattivo'.
                        PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = 0;
                        return;
                    }
                    if ( state_ == attack_state || state_ == decay_state || state_ == sustain_state )
                    {
                        // Passa in stato 'realeasing'.
                        state_ = releasing_state;
                        fixed_sample_ = prev_sample_;
                        time_ = tbb::tick_count::now();
                    }
                    if ( state_ == releasing_state )
                    {
                        const double interval = ( tbb::tick_count::now() - time_ ).seconds();
                        
                        if ( interval > release_t )
                        {
                            // Passa in stato 'inattivo'.
                            state_ = inactive_state;
                            fixed_sample_ = prev_sample_ = 0;
                            PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = 0;
                            return;
                        }
Listato 3.7:  Implementazione dellʼinviluppo ADSR fornita da pCM+ (continua).
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                        // Resta in stato 'releasing' e calcola il campione in uscita.
                        PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = prev_sample_
                            = fixed_sample_ + ( ( release_a - fixed_sample_ ) / release_t ) * interval;
                        return;
                    }
                }
                else // is_active == true
                {
                    if ( state_ == inactive_state )
                    {
                        // Passa in stato 'attack'.
                        state_ = attack_state;
                        fixed_sample_ = prev_sample_;
                        time_ = tbb::tick_count::now();
                    }
            attack:
                    if ( state_ == attack_state )
                    {
                        const double interval = ( tbb::tick_count::now() - time_ ).seconds();
                        
                        if ( interval > attack_t )
                        {
                            // Passa in stato 'decay'.
                            state_ = decay_state;
                            fixed_sample_ = prev_sample_;
                            time_ = tbb::tick_count::now();
                        }
                        else
                        {
                            // Resta in stato 'attack' e calcola il campione in uscita.
                            PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = prev_sample_
                                = fixed_sample_ + ( ( attack_a - fixed_sample_ ) / attack_t ) * interval;
                            return;
                        }
                    }
                    if ( state_ == decay_state )
                    {
                        const double interval = ( tbb::tick_count::now() - time_ ).seconds();
                        
                        if ( interval > decay_t )
                        {
                            // Passa in stato 'sustain'.
                            state_ = sustain_state;
                            prev_sample_ = sustain_a;
                            //time_ = tbb::tick_count::now();
                        }
                        else
                        {
                            // Resta in stato 'attack' e calcola il campione in uscita.
                            PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = prev_sample_
                                = fixed_sample_ + ( ( sustain_a - fixed_sample_ ) / decay_t ) * interval;
                            return;
                        }
                    }
                    if ( state_ == sustain_state )
                    {
                        PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = sustain_a;
                        return;
                    }
                    if ( state_ == releasing_state )
                    {
                        // Passa in stato 'attack'.
                        state_ = attack_state;
                        fixed_sample_ = prev_sample_;
                        time_ = tbb::tick_count::now();
                        goto attack;
                    }
                }
            }
            
        private:
            int state_;
            tbb::tick_count time_;
            Sample fixed_sample_;
            Sample prev_sample_;
        };
        
    } //espce _internal_
    
    PCM_DEFINE_BFB_ELEMENT_TYPE( LinearADSREnv, _internal_::LinearADSREnv );
    
}// namespace pcm
Listato 3.7:  Implementazione dellʼinviluppo ADSR fornita da pCM+.
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L’Element pcm::LinearADSREnv implementa un ‘inviluppo ADSR lineare. Il suo funzionamento è 
quello di una macchina a stati finiti a 5 stati. Essa estende la macchina a stati finiti in figura 3.3.
Senza entrare nei dettagli, è interessante notare come pCM+ sia architettato in modo da permettere 
di implementare Element che estendano il comportamento nativamente esibito da pCM+, come il 
caso di pcm::LinearADSREnv. Come ci eravamo promessi al paragrafo 1.2.3, quest’implementazio-
ne dell’inviluppo ADSR risolve appieno i problemi sollevati nello stesso paragrafo 1.2.3.
3.9.6.2. Esempio: pcm::Oscillator
Il listato 3.8 mostra la definizione della classe template pcm::Oscillator fornita da pCM+, che im-






   
    namespace _internal_ {
        
        template< typename SingletonWavetableT >
        class Oscillator
        {
            typedef SingletonWavetableT SingletonWavetableType;
            
            enum { wavetable_size = SingletonWavetableType::ObjectType::size
                 , wavetable_sample_rate = SingletonWavetableType::ObjectType::sample_rate };
            
            typedef boost::numeric::converter< unsigned int , Sample
                                             , boost::numeric::conversion_traits< unsigned int, Sample >
                                             , boost::numeric::def_overflow_handler
                                             , boost::numeric::RoundEven< Sample >
            > Double2IntRoundedConverter;
        
        public:
            PCM_IS_SERIAL( true );
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( double /* Frequency (Hz) */
	 	 	 	      , Sample /* Amplitude (range = [0, 1]) */ );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* Signal */ );
            
            Oscillator( void )
            {
                SingletonWavetableType::Instance();
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
Listato 3.8:  Implementazione dellʼoscillatore digitale fornita da pCM+ (continua).
131 
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                double freq = PCM_BFB_GET_INPUT_FIELD( input, 0 );
                
                // Rouded approximation (to reduce phase jitter degradation.)
                unsigned int incr =
	 	   Double2IntRoundedConverter::convert( ( wavetable_size / wavetable_sample_rate ) * freq );
                
                phase_index_ = ( phase_index_ + incr ) % wavetable_size;
                // Normalize amplitude.
                Sample tmp;
                Sample amplitude = 
	 	 	 ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 1 ) ) ) > 1 ) ? 1 : tmp;
                
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) =
	 	 	 	  amplitude * SingletonWavetableType::Instance( )[ phase_index_ ];
            }
            
        private:
            unsigned long phase_index_;
        };
 
    } // namespce _internal_
    
    template< typename SingletonWavetableT >
    struct Oscillator : public pcm::BoostFusionBasedElement< _internal_::Oscillator< SingletonWavetableT > >
    { };
    
}// namespace pcm
Listato 3.8:  Implementazione dellʼoscillatore digitale fornita da pCM+.
Come si può facilmente osservare, l’operatore pcm::Oscillator::operator() implementa lo pseu-
do-codice nel listato 1.1.
Il parametro del template pcm::Oscillator è un modello del concetto di Wavetable presentato nel 
seguente paragrafo.
3.9.7. Wavetable
pCM+ introduce un concetto anche per le wavetable (vedi paragrafo 1.2.1). Tale concetto è utiliz-
zato nei parametri (di template) di tutti gli Element che fanno uso di wavetable, tra cui 
pcm::Oscillator (vedi paragrafo 3.9.6.2), pcm::LinearInterpolatingOscillator (che implementa 
l’oscillatore digitale interpolante, con interpolazione lineare), e pcm::TableAccessor (che imple-
menta l’opcode tablei di Csound).
Una Wavetable è un Singleton (le pseudo-signature del concetto di Singleton sono le stesse esposte 
dalla classe template Loki::SingletonHolder, della libreria Loki). Oltre alle pseudo-signature di 
Singleton, il concetto di Wavetable comprende quelle in tabella 3.6, in cui Wave ne è un modello.
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Tabella 3.6: Pseudo-signatures del concetto di Wavetable.
Pseudo-Signature Semantica
Wave::size La dimensione della wavetable.
Wave::sample_rate La frequenza di campionamento della wavetable.
Wave::Wave( ) Costruttore di default.
const pcm::Sample &Wave::operator[]
( unsigned long idx ) const Operatore di indicizzazione (con indice intero).
pcm::Sample operator[]
( double idx ) const
Operatore di indicizzazione (con indice in virgola 
mobile).
Come supporto alla definizione di modelli di Wavetable, pCM+ fornisce la classe template 
pcm::Wavetable (definita nel file header <pcm+/Wavetable.h>). Il primo parametro che l’utente deve 
fornire deve modellare il concetto di WaveInitializer, le cui pseudo-signature sono quelle in tabella 
3.6, in cui WInit ne è un modello.
Tabella 3.7: Pseudo-signatures del concetto di WaveInitializer.
Pseudo-Signature Semantica
static void WInit::Init
( pcm::Sample *table, std::size_t size )
Inizializza table con una forma d’onda di 
size campioni.
Gli altri due parametri del template pcm::Wavetable sono opzionali, e determinano la dimensione e 
la frequenza di campionamento della wavetable (il valore di default di entrambi i parametri è pari a 
44100).
3.9.8. Instrument::GetData< i >
In questo sotto-paragrafo è approfondita la semantica e le modalità di implementazione della pseu-
do-signature GetData<i>() del concetto di Instrument (vedi paragrafo 3.9.5).
Dal paragrafo 3.9.6, sappiamo che tale signature è chiamata da pCM+ quando un oggetto Stream 
attraversa un oggetto Element. Il parametro di template i identifica la posizione dell’Element nella 
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pipeline logica dell’Instrument a cui l’oggetto Stream appartiene. Per chiarezza, riportiamo di se-
guito la pseudo-signature Stream::GetData<i>() (Stream modello di Stream):
template< unsigned int i > void Stream::GetData( void *output, void *input )
Sia Instr il modello di Instrument a cui Stream appartiene (ovvero tale che i due tipi 
Instr::StreamType e Stream coincidono). Nonostante siano passati come void*, i due argomenti 
output e input hanno tipo Elem::OutputType, Elem::InputType, rispettivamente, dove Elem è il tipo 
dell’i-esimo Element nella Forward Sequence Instr::PipelineType. pCM+ garantisce pertanto 
che su tali argomenti possa essere svolto con successo uno static_cast su tali tipi, rispettivamente.
Una volta che i parametri in ingresso sono stati convertiti correttamente, Stream::GetData<i>() in-
serisce, per mezzo della signature statica Elem::SetOutputAt<i>()/Elem::SetInputAt<i>() nei loro 
campi i dati e i puntatori ai dati su cui Elem::operator() eseguirà il processamento audio.
Per agevolare l’utente nella definizione delle specializzazioni di Stream::GetData<i>(), nel file 
header <pcm+/UtilityInstrumentMacros.h> pCM+ definisce alcune macro di utilità.
Le macro PCM_CAST_OUTPUT, e PCM_CAST_INPUT, destinate agli argomenti output, input, rispettiva-
mente, creano un riferimento a *output, *input, rispettivamente, dopo averne svolto il cast sopra 
citato. I parametri di tali macro sono l’indice i (il parametro di Stream::GetData<i>()), il nome da 
attribuire al riferimento creato, ed il nome attribuito al parametro a cui la macro è destinata (output 
per PCM_CAST_OUTPUT, input per PCM_CAST_INPUT).
Per accedere agevolmente ai campi delle tuple ottenute, pCM+ introduce le macro PCM_SET_OUT-
PUT_FIELD, PCM_SET_INPUT_FIELD. L’esempio seguente mostra come utilizzare tali macro.
3.9.8.1. Esempio
Nel listato 3.9 sono mostrate le specializzazioni della signature GetData<i>() dell’Instrument Sim-




/// Stream::GetData< i >( ) SPETIALIZATIONS:
/////////////////////////////////////////////////////
template< >
void SimpleChowningFMInstr::StreamType::GetData< 0 >( void *output, void *input )
// Siamo sul primo element della pipeline (Modulation Index Envelope.)
{
    // Recupera i dati in ingresso/uscita su cui operare.
    // (I seguenti cast sono garantiti dal supporto PCM+).
    PCM_CAST_OUTPUT( 0, out_ref, output );
    PCM_CAST_INPUT( 0, in_ref, input );
    // Just like that:
    // typedef TYPE_AT( PipelineType, i ) ElementType;
    // typename ElementType::OutputType &out_ref = *static_cast< typename ElementType::OutputType * >( 
output );
    // typename ElementType::InputType &in_ref = *static_cast< typename ElementType::InputType * >( input );
    
    // Set input:
    PCM_SET_INPUT_FIELD( 0, in_ref, instr_->GetModEnvAttackTime( ) );
    PCM_SET_INPUT_FIELD( 1, in_ref, instr_->GetModEnvAttackAmpl( ) );
    PCM_SET_INPUT_FIELD( 2, in_ref, instr_->GetModEnvDecayTime( ) );
    PCM_SET_INPUT_FIELD( 3, in_ref, instr_->GetModEnvSustainAmpl( ) );
    PCM_SET_INPUT_FIELD( 4, in_ref, instr_->GetModEnvReleaseTime( ) );
    PCM_SET_INPUT_FIELD( 5, in_ref, instr_->GetModEnvReleaseTime( ) );
    PCM_SET_INPUT_FIELD( 6, in_ref, note_on_ );
    
    // Set output:
    PCM_SET_OUTPUT_FIELD( 0, out_ref, deviation_ );
}
template< >
void SimpleChowningFMInstr::StreamType::GetData< 1 >( void *output, void *input )
// Siamo sul secondo element della pipeline (OSC1.)
{
    // Recupera i dati in ingresso/uscita su cui operare.
    // (I seguenti cast sono garantiti dal supporto PCM+).
    PCM_CAST_OUTPUT( 1, out_ref, output );
    PCM_CAST_INPUT( 1, in_ref, input );
    
    // Set input:
    PCM_SET_INPUT_FIELD( 0, in_ref, deviation_ * instr_->GetModulationFreq( ) );
    PCM_SET_INPUT_FIELD( 1, in_ref, instr_->GetModulationFreq( ) );
    
    // Set output:
    PCM_SET_OUTPUT_FIELD( 0, out_ref, modulation_sign_ );
}
template< >
void SimpleChowningFMInstr::StreamType::GetData< 2 >( void *output, void *input )
// Siamo sul terzo element della pipeline (Carried Envelope.)
{
    // Recupera i dati in ingresso/uscita su cui operare.
    // (I seguenti cast sono garantiti dal supporto PCM+).
    PCM_CAST_OUTPUT( 2, out_ref, output );
    PCM_CAST_INPUT( 2, in_ref, input );
    
    // Set input:
    PCM_SET_INPUT_FIELD( 0, in_ref, instr_->GetCarEnvAttackTime( ) );
    PCM_SET_INPUT_FIELD( 1, in_ref, instr_->GetCarEnvAttackAmpl( ) );
    PCM_SET_INPUT_FIELD( 2, in_ref, instr_->GetCarEnvDecayTime( ) );
    PCM_SET_INPUT_FIELD( 3, in_ref, instr_->GetCarEnvSustainAmpl( ) );
    PCM_SET_INPUT_FIELD( 4, in_ref, instr_->GetCarEnvReleaseTime( ) );
    PCM_SET_INPUT_FIELD( 5, in_ref, instr_->GetCarEnvReleaseTime( ) );
    PCM_SET_INPUT_FIELD( 6, in_ref, note_on_ );
    
    // Set output:
    PCM_SET_OUTPUT_FIELD( 0, out_ref, amp_sign_ );
}
template< >
void SimpleChowningFMInstr::StreamType::GetData< 3 >( void *output, void *input )
// Siamo sul quarto element della pipeline (OSC2.)
{
    // Recupera i dati in ingresso/uscita su cui operare.
    // (I seguenti cast sono garantiti dal supporto PCM+).
    PCM_CAST_OUTPUT( 3, out_ref, output );
    PCM_CAST_INPUT( 3, in_ref, input );
    
    // Set input:
    PCM_SET_INPUT_FIELD( 0, in_ref, amp_sign_ );
    PCM_SET_INPUT_FIELD( 1, in_ref, modulation_sign_ + carried_freq_ );
    
    // Set output:
    PCM_SET_OUTPUT_FIELD( 0, out_ref, out_sign_ );
}
Listato 3.9:  Definizione delle specializzazioni del metodo template GetData() sullʼinstrument SimpleChowningFMInstr.
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Come si può verificare da una lettura attenta del codice, queste specializzazioni di GetData imple-
mentano complessivamente la patch rappresentata in figura 1.3.
3.9.9. Stream Converter
Nel paragrafo 3.9.4 avevamo chiamato stream converter le specializzazioni del metodo template 
template< unsigned int i > ConvertStream() dei modelli di Orchestra. Di seguito ne riportiamo 
la signature, dove Orc è un modello di Orchestra:
template< unsigned int i > void Orc::ConvertStream( const void *src_stream, void *dest_stream ) const
Il k-esimo stream converter (cioè la specializzazione che fissa il parametro i al valore k) ha la re-
sponsabilità di convertire lo Stream in uscita dalla k-1-esima pipeline logica nello Stream in ingres-
so alla k-esima pipeline logica.
In altre parole, gli stream converter realizzano a livello di orchestra ciò che GetData() svolge a li-
vello di instrument: implementano cioè la patch definita dall’orchestra tra gli instrument interni al-
l’orchestra stesso.
Il seguente esempio mostra le modalità di implementazione degli stream converter per mezzo delle 
macro fornite nel file header <pcm+/UtilityOrchestraMacros.h> e dell’Instrument pcm::OutInstr, 
fornito da pCM+ nel file header <pcm+/OutInstr.h>, per scrivere i segnali generati e ricevuti al fon-
do della pipeline fisica nei buffer audio in uscita.
3.9.9.1. Esempio
Il listato 3.10 definisce gli stream converter dell’Orchestra LeadOrchestra definito al listato 3.5.
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#include "LeadOrchestra.h"
// SPECIALIZZAZIONE DI StateType::AddInstr() PER L'INSTR SimpleChowningFMInstr.
template<>
void LeadOrchestra::StateType::AddInstr< 1 >( PCM_INSTR_PTR_TYPE( 1 ) instr )
{
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 ) = instr;
    
    // L'inviluppo di modulazione di frequenza e' fissato (non modificabile).
    
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetModEnvAttackTime( .25l );
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetModEnvAttackAmpl( 1l );
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetModEnvDecayTime( .5l );
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetModEnvSustainAmpl( .75l );
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetModEnvReleaseTime( .5l );
    PCM_INSTR_PTR_AT( instrs_tuple_, 1 )->SetModEnvReleaseAmpl( 0l );
}
// MODALITA' DI IMPLEMENTAZIONE DEGLI STREAM CONVERTER:
//  Siano X, Y due instrument consecutivi nella pipeline di un orchestra O,
//  e x, y gli stream in ingresso, uscita, risp., alla funzione di conversione F
//  degli stream tra X e Y.
//
//  F "legge" su x per mezzo della sua interfaccia.
//
//  F "scrive" su y per mezzo della sua interfaccia.
// STREAM CONVERTERS SPETIALIZATIONS:
/// N.B.: Il primo strem-converter in realta' non deve convertire nulla, ma generare opportunamente
//  il primo stream della pipeline.
template<> void LeadOrchestra::ConvertStream< 0 >( const void *, void *dest_stream ) const
{    
    // N.B.: il supporto PCM garantisce che il seguente cast vada a buon fine.
    PCM_CAST_DEST_STREAM( 0, dest_stream_ref, dest_stream );
    
    // Modifica dest_s rispetto allo stato di this.
    // In particolare rispetto a on_, freq_ e ampl_.
    dest_stream_ref.SetNoteOn( on_ );
    dest_stream_ref.SetFreq( GetFreq( ) );
    dest_stream_ref.SetAmp( GetAmpl( ) );
}
template<> void LeadOrchestra::ConvertStream< 1 >( const void *src_stream, void *dest_stream ) const
{    
    // N.B.: il supporto PCM garantisce che i seguenti cast vadano a buon fine.
    PCM_CAST_SRC_STREAM( 0, src_stream_ref, src_stream );
    PCM_CAST_DEST_STREAM( 1, dest_stream_ref, dest_stream );
    
    // Scrivi in buff_ il campione calcolato dal primo instrument.
    buff_[ w_index_ ] = *src_stream_ref.GetOutput( );
    w_index_ = ( w_index_ + 1 ) % max_num_toks_;
    
    // Modifica dest_s rispetto allo stato di this.
    // In particolare rispetto a on_, freq_ e ampl_.
    dest_stream_ref.SetNoteOn( on_ );
    dest_stream_ref.SetFreq( GetFreq( ) );
    dest_stream_ref.SetAmp( GetAmpl( ) );
}
/// N.B.: Lo stream di OutInstr e' acceduto per mezzo dell'operator [], il cui indice si
//  riferisce al numero del CANALE a cui attribuire il campione assegnato. Per esempio:
//  l'istruzione 'out_s[ 1 ] = my_sample;' assegna il campione my_sample al secondo
//  canale in uscita (la base dell'indicizzazione e' 0).
template<> void LeadOrchestra::ConvertStream< 2 >( const void *src_stream, void *out_stream ) const
{     
    // N.B.: il supporto PCM garantisce che i seguenti cast vadano a buon fine.
    PCM_CAST_SRC_STREAM( 1, src_stream_ref, src_stream );
    PCM_CAST_DEST_STREAM( 2, out_s, out_stream );
    
    pcm::Sample wt_sample = buff_[ r_index_ ];
    r_index_ = ( r_index_ + 1 ) % max_num_toks_;
    
    pcm::Sample fm_sample = *src_stream_ref.GetOutput( );
    
    for ( unsigned int i = 0; i != pcm::num_channels; ++i )
    {
        out_s[ i ] = ( i % 2 ) ? fm_sample : wt_sample;
    }
}
Listato 3.10: Definizione degli stream converter dellʼOrchestra LeadOrchestra.
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3.10.Conclusioni
In questo capitolo abbiamo inizialmente valutato le direzioni su cui puntare lo sviluppo di pCM+. 
Le rotte sono state calibrate rispetto a diverse opportunità, a cominciare da quella offerta dai recenti 
sviluppi tecnologici nell’ambito dei processori multi-core. Sono stati quindi valutati i diversi sup-
porti al parallelismo su cui poggiare un’implementazione parallela di pCM, ed argomentate le ra-
gioni della scelta di Intel Threading Building Blocks.
L’opportunità colta in ambito di progettazione è stata quella dell’utilizzo dei pattern di progettazio-
ne. 
Le opportunità colte in ambito di tecniche di programmazione sono state quelle della programma-
zione generica e della metaprogrammazione.
Lo sviluppo ha seguito un ciclo iterativo ed evolutivo (agile [Larman05]).
Il capitolo ha quindi esposto le scelte progettuali e le strategie implementate da pCM+, a cominciare 
dall’implementazione della catena di sintesi sotto forma di pipeline. Sono state quindi formulate 
ulteriori capacità implementate da pCM+: adaptive response, polifonia, multi-tibre e modalità di 
gestione dei buffer audio.
L’ultima parte del capitolo è stata dedicata all’esposizione del framework in termini di concetti e 
modelli programmativi, accompagnati puntualmente da esempi completi.
L’esposizione non è mai scesa nei dettagli del codice di implementazione, ma la formulazione del 
progetto in termini intuitivi che è stata fornita nel corso del capitolo, insieme ad una conoscenza 
blanda di Intel TBB, della progettazione delle classi policy-based, della metaprogrammazione, e 
dell’implementazione dei pattern e paradigmi di progettazione per mezzo della libreria Loki, do-




È giunto il momento di tirare le fila.
L’analisi svolta al capitolo 2 ci ha permesso di localizzare i punti deboli di pCM, tra i quali ricor-
diamo il forte accoppiamento con il supporto audio, alcuni casi di race condition, ed il sotto-sfrut-
tamento delle risorse di calcolo disponibili negli attuali processori multi-core.
pCM+ è stato concepito con l’obiettivo di colmare questi deficit, senza però dimenticare l’architet-
tura e la filosofia di interfacciamento col codice utente di pCM. Infatti, le entità coinvolte nella de-
finizione di un motore di sintesi introdotte dai due framework, sono sostanzialmente le stesse.
In questo capitolo metteremo a confronto pCM e pCM+ sotto diversi aspetti, come l’impatto sul 
codice utente (sia per lo score, sia per la definizione dell’orchestra), e l’accoppiamento con il sup-
porto audio.
Eviteremo comunque di valutare un confronto sulle performance, dal momento che non ci portereb-
be a trarre conclusioni significative. Infatti, le architetture che oggi il mercato desktop mette a di-
sposizione hanno due core soltanto; una capacità evidentemente insufficiente per poter trarre con-
clusioni serie sulle performance realmente esibite da pCM+.
In realtà, valutazioni sulle performance ideali di pCM+ sono già state trattate ai paragrafi 
3.8.1.2.1, 3.8.1.3.1. Esse quantificano le prestazioni raggiungibili dalla decomposizione applicata da 
pCM+ nel caso migliore, ovvero nel caso in cui Intel TBB riesca a massimizzare la banda di elabo-
razione e l’efficienza relativa.
Nonostante l’accoppiamento con il supporto al parallelismo sia elevato, le performance realmente 
sperimentabili dalla decomposizione dell’attività di rendering operata da pCM+ dipendono comun-
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que soltanto da Intel TBB (dal suo modello dei costi, euristiche adottate, e qualità dell’implementa-
zione). Pertanto, ci accontenteremo della consapevolezza che le performance ideali raggiungibili da 
pCM+ sono superiori a quelle effettivamente raggiunte da pCM.
Si noti che il progetto pCM+ sarà reso disponibile sotto SourceForge1.
4.2. Modularità
Scomponendo il codice utente tra le classi (e pseudo-classi, vedi paragrafo 2.4.4.1) richieste dai 
due framework pCM e pCM+ per poter costruire uno score e un’orchestra, risulta evidente quale sia 
il diverso impatto sul codice utente delle scelte fatte a monte della progettazione di ciascun 
framework.
In pCM, i moduli non devono seguire uno schema rigido. Come si può osservare nel listato 2.5, 
l’orchestra è semplicemente una funzione senza ingresso e uscita. Essa può fare o utilizzare qualun-
que “cosa” per riempire i buffer audio (per mezzo dell’element outLR).
Per esempio, nel caso del listato 2.5, l’orchestra è la funzione KSorch(); essa si serve dell’instru-
ment corda per generare i frame audio. Il tipo dell’oggetto corda è una classe definita dall’utente 
(vedi listato 2.4), che formalmente non deve sottostare ad alcuna interfaccia imposta dal framework 
pCM. Un instrument è codice utente utilizzato da altro codice utente (l’orchestra o le orchestra).
Lo stesso discorso vale per gli element, dal momento che essi dovrebbero sottostare all’interfaccia 
convenzionale definita al paragrafo 2.4.4.1; ma, di fatto, nulla vieta di seguire tale interfaccia.
In altre parole, pCM  introduce delle convenzioni per la definizione dell’interfaccia dei moduli senza 
forzare effettivamente l’utente; tali convenzioni sono ovviamente atte ad incrementare il riuso del 




In realtà, nessuno vieta all’utente di definire i suoi moduli in modo non conforme alle interfacce 
convenzionalmente stabilite da pCM. Se l’orchestra e gli instrument definiti dall’utente utilizzano in 
modo opportuno le nuove interfacce stabilite dall’utente stesso, tutto continua a funzionare, dal 
momento che il framework vero e proprio non ha la minima conoscenza dell’esistenza (statica o 
dinamica) dell’orchestra e dei vari instrument o element.
In realtà, pCM  fa veramente ben poco durante il rendering e l’esecuzione di uno score (per i dettagli 
si veda il paragrafo 2.5). Questo è sicuramente un vantaggio per le prestazioni, dal momento che 
l’overhead introdotto dal framework è ridotto al minimo.
Inoltre, la scelta di non imporre uno schema rigido nella definizione dei moduli definiti dall’utente, 
ma soltanto convenzioni, ha il vantaggio di dare delle linee guida ad un utente che sia un musicista, 
piuttosto che un esperto programmatore C/C++, e di lasciare la possibilità di andare oltre tali con-
venzioni ad un utente più smaliziato.
pCM+ segue un approccio non molto diverso da quello di pCM, definendo concetti (vedi paragra-
fo 3.6.1), piuttosto che convenzioni. I vantaggi sono i medesimi dal punto di vista delle prestazioni, 
ma il polimorfismo statico vincola i moduli definiti dall’utente a soddisfare le pseudo-signature dei 
concetti. Diversamente da pCM, se un modulo non segue una pseudo-signature, il compilatore se ne 
accorge, e il progetto non compila.
La struttura modulare complessivamente esibita da un progetto utente basato su pCM  o pCM+ è 
sostanzialmente quella determinata dall’architettura in figura 2.1: uno o più alberi alle cui radici ci 
sono le orchestre, al primo livello gli instrument utilizzati dalle orchestre, e come foglie gli element 
utilizzati dagli instrument.
pCM+ introduce ulteriori moduli: il concetto di Stream (vedi paragrafo 3.9.5), le cui responsabilità 
hanno a che fare con la gestione ed il funzionamento a pipeline dell’algoritmo di sintesi, e il concet-
to di State (vedi paragafo 3.9.4), che ha la responsabilità di mantenere lo stato di un’orchestra con-
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diviso tra le varie voci istanziate per essa e lo score. L’architettura di pCM+ può essere rappresen-
tata intuitivamente con la struttura ad albero in figura 4.1: la radice è l’orchestra manager; esso 
gestisce varie orchestre, che a loro volta gestiscono un certo numero di voci; il numero delle voci è 
pari al grado della polifonia associato a ciascun orchestra. Durante il rendering, ogni voce si serve 
di una pipeline di rendering, composta dalla sequenza di element prodotta dal concatenamento delle 
pipeline logiche (vedi paragrafo 3.9.5) definite dai vari instrument utilizzati dalle orchestre.
Volendo esprimere intuitivamente tale struttura ad albero nei termini comunemente adottati dal lin-
guaggio musicale, piuttosto che nei termini ereditati da pCM, quello che abbiamo chiamato 
orchestra corrisponde ad una sezione orchestrale, mentre l’orchestra manager corrisponde ad una 
orchestra sinfonica.
Possiamo quindi concludere che, sebbene più complessa, l’architettura di pCM+ ha la stessa “mo-
dularità” di quella corrispondente ad una vera e propria orchestra sinfonica: ogni pipeline fisica cor-
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Figura 4.1: Rappresentazione della struttura ad albero risultante a runtime tra gli oggetti che coinvolti nel rendering audio 
dal framework pCM+.
orchestra (di pCM+) corrisponde ad una sezione orchestrale; infine, l’orchestra manager corri-
sponde all’intera orchestra sinfonica, direttore compreso.
Il fatto di aver considerato anche il direttore non è un caso: infatti, l’orchestra manager ha la capaci-
tà di gestire in tempo reale gli eventi audio generati dallo score (dalla partitura, continuando il pa-
rallelo con la terminologia musicale).
Possiamo concludere che l’architettura di pCM+ è più sofisticata e completa di quella di pCM: il 
suo rapporto con l’orchestra sinfonica è sostanzialmente uno a uno. Inoltre, un progetto basato su 
pCM+ ha molti più dettagli da implementare rispetto a quelli blandamente fissati da pCM, a causa 
anche dell’introduzione del parallelismo. A tale sforzo corrisponde comunque un comportamento 
più vicino a quello esibito da un’orchestra sinfonica reale.
4.3. Score
Un altro importante aspetto da valutare nel confronto tra pCM  e pCM+ è l’approccio usato per la 
generazione e la sincronizzazione degli eventi audio.
In pCM ogni instrument di un’orchestra è monofonico, ed è lo score che assegna ciascun evento 
audio direttamente ad uno degli instrument dell’orchestra attiva, invocandone il metodo trig. In 
questo modo, il modello è molto semplice: la terminazione di un evento audio su di un instrument I 
è determinata dalla successiva chiamata del metodo trig su I stesso.
Come visto al paragrafo 2.4.4.2, pCM scompone lo score in movimenti, all’interno dei quali è pos-
sibile sincronizzare eventi audio (ovvero chiamate al metodo trig su uno o più instrument) per 
mezzo della macro At, o utilizzando uno scheduler.
In pCM+, lo score inoltra gli aventi audio ad un’orchestra per mezzo dell’orchestra manager, senza 
riferirsi direttamente ai livelli sottostanti dell’architettura. Sarà poi compito dell’orchestra stessa 
assegnare l’evento ad una delle sue voci. Diversamente da pCM, una volta che lo score inoltra un 
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evento audio (cioè un’istanza di tipo pcm::AudioEvent) all’orchestra manager (invocandone il meto-
do template Trig), l’informazione su quale sia effettivamente l’entità che svolgerà il rendering di 
quell’evento audio non è nota allo score.
La scelta fatta da pCM+ per permettere allo score di esprimere facilmente la terminazione di un 
evento audio è stata quella di passare per l’evento audio stesso, piuttosto che per l’entità (incapsula-
ta nell’orchestra manager) a cui è stato affidato il rendering dell’evento stesso. Il modello risultante 
per la generazione degli eventi audio è il seguente:
• Per generare un evento, lo score istanzia un oggetto E di tipo pcm::AudioEvent.
• Per avviare il rendering di E, lo score passa E all’orchestra manager, invocandone il metodo 
Trig.
• Per terminare E, lo score non deve fare altro che distruggere E. Dietro le quinte, la distruzione 
di E informerà della terminazione di E l’entità a cui ne è stato affidato il rendering.
I modelli adottati da pCM e pCM+ sono sostanzialmente equivalenti. È infatti banalmente dimo-
strabile come uno sia esprimibile nei termini dell’altro, e viceversa.
Entrambi i modelli supportano pienamente la sincronizzazione degli eventi in tempo reale.
4.4. Indipendenza dal supporto audio
Uno dei fattori che è stato preso in considerazione nella progettazione di pCM+ è stata l’indipen-
denza dal supporto audio.
Uno dei principali obiettivi di pCM era quello di avvicinarsi il più possibile all’utenza di Csound: 
pertanto, la sua prima prerogativa era mascherare qualunque dettaglio di basso livello proveniente 
dal supporto audio. Come visto nel dettaglio al paragrafo 2.5.1, questo ha necessariamente condot-
to pCM a “soffrire” di un forte accoppiamento con PortAudio, “inquinando” il codice interno al 
framework con numerosi dettagli di PortAudio stessa.
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Come visto al paragrafo 1.5.2, pCM+ è nato prima di tutto con l’obiettivo di essere sufficiente-
mente generale da poter essere utilizzato in qualunque contesto occorra sintetizzare o processare 
audio digitale. Pertanto, pCM+ è stato progettato cercando di mantenere le distanze dal supporto 
audio larghe il più possibile: l’unica ipotesi fatta sul supporto audio è che esso fornisca i buffer au-
dio in ingresso e uscita, insieme al numero di frame in essi contenuti ad ogni ciclo di rendering.
Il vantaggio nel tenere il framework disaccoppiato dal supporto audio è di poterlo utilizzare in con-
testi diversi: per esempio, è possibile utilizzare pCM+ per implementare nuovi opcode di Csound, o 
per implementare l’algoritmo di sintesi di un plug-in VST o di un’Audio Unit di Core Audio.
Come per ogni cosa, c’è però un rovescio della medaglia: in pCM+, il codice che deve “sporcarsi le 
mani” con i dettagli del supporto audio è quello dell’utente. Comunque, questo non è certamente un 
problema nel caso di PortAudio, data la sua estrema semplicità.
4.5. Conclusioni
La sintesi ed il processamento audio è uno dei campi che può sfruttare al meglio le possibilità di 
calcolo offerte dalle architetture multi-core. Questa tesi ci ha consentito di mettere alla prova dei 
fatti questa considerazione, partendo dal framework maturato dall’attività di ricerca del computer 
ART project del CNR di Pisa.
Le fondamenta scientifiche e tecnologiche esposte al capitolo 1 si sono rivelate fondamentali sia 
per capire quali sono i punti critici da considerare nella progettazione e nello sviluppo di un 
framework real-time per la sintesi ed il processamento audio, sia per apprezzare al massimo ogni 
aspetto dell’implementazione di pCM.
L’analisi di pCM svolta al capitolo 2 ha sostanzialmente costituito la prima iterazione del processo 
software.
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Sebbene l’intenzione iniziale fosse quella di svolgere un incremento di pCM il più graduale possi-
bile, di fatto l’introduzione del parallelismo ha squarciato il “continuum progettuale”, obbligandoci 
a ripartire da zero per quanto riguarda l’intera infrastruttura interna al framework responsabile della 
messa in opera dell’algoritmo di sintesi definito dall’utente.
Questo conferma ancora una volta come il passaggio di un’implementazione da sequenziale a paral-
lela ha con buona probabilità un impatto drastico sul progetto, che può raggiungere meccanismi, 
ipotesi, strutture dati e logiche viscerali del progetto stesso.
Molta attenzione è stata dedicata alla scelta delle modalità di implementazione del parallelismo, 
consapevoli della criticità di tale scelta sul successo del progetto. Nel paragrafo 3.3 è stata ampia-
mente esposta la scelta di Intel Threading Building Blocks come supporto al parallelismo.
Il parallelismo si è rivelato fonte di idee e funzionalità nuove lungo le varie iterazioni di sviluppo. 
Inizialmente, ne è nata la funzionalità battezzata come adaptive response (paragrafo 3.8.2), che 
sfrutta il funzionamento a pipeline della catena di sintesi per implementare il comportamento esibito 
dai tradizionali sintetizzatori commerciali nel modo di rispondere agli input forniti dall’interfaccia 
utente (tale comportamento è quello esibito dalla macchina a stati finiti in figura 3.3).
Successivamente, è stata allargata l’architettura originaria, iniettandovi polifonia e multi-timbricità. 
Tali funzionalità hanno rivelato una stretta relazione con il parallelismo, che è stato applicato ricor-
sivamente sui corrispondenti livelli aggiuntivi dell’architettura: infatti, per quanto riguarda la poli-
fonia, ad ogni voce è stata associata una pipeline di rendering indipendente (cioè in grado di operare 
concorrentemente a tutte le altre). Per quanto riguarda la multi-timbricità, ad ogni orchestra corri-
sponde la radice di un albero di task (TBB-task) le cui foglie sono le pipeline corrispondenti alle vo-
ci dell’orchestra stessa.
Oltre al parallelismo, le “armi” utilizzate lungo il processo software sono state la programmazione 
generica, la metaprogrammazione e i design pattern.
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Il confronto finale tra pCM e pCM+ non ha ancora decretato un vincitore, dal momento che le ar-
chitetture multi-core disponibili attualmente nel mercato desktop hanno un numero di core ancora 
insufficiente per mettere alla prova le prestazioni di pCM+. Ma è solo questione di tempo.
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A.  Sorgenti Prodotti
Nella seguente appendice sono riportati i sorgenti del framework pCM+, generato nel corso dello 
sviluppo operato parallelamente alla stesura di questa tesi di laurea. Per avere un’idea sufficiente-
mente generale del framework e delle strategie da esso implementate, si consiglia di leggere i para-
grafi 3.8, 3.9.
Si noti che pCM+ utilizza le librerie Intel Threading Building Block, Boost.MPL (Metaprogram-
ming Library), Boost.MultiArray, Loki (nonché, ovviamente, la libreria standard STL).





 *  Basics.h





    ////////////////////////////////////////////////////////////////////////////////
    /// CONSTANTS:
    ////////////////////////////////////////////////////////////////////////////////
    
    ////////////////////////////////////////////////////////////////////////////////
    ///  num_channels:
    ///  Numero di canali audio gestiti dal framework pCM+.
    ////////////////////////////////////////////////////////////////////////////////
    enum { num_channels = 2 };
    
    ////////////////////////////////////////////////////////////////////////////////
    ///  sample_rate:
    ///  The desired sampleRate.
    ///  For full-duplex streams it is the sample rate for both input and output.
    ////////////////////////////////////////////////////////////////////////////////
    enum { sample_rate = 44100 };
    
    ////////////////////////////////////////////////////////////////////////////////
    ///  frames_per_buffer:
    ///  Numero di frame audio passati alla callback di rendering dal supporto
    ///  audio. Se il supporto audio e' PortAudio, frame_per_buffer == 0 lascia
    ///  al supporto di determinare dinamicamente il numero di frame per buffer.
    ////////////////////////////////////////////////////////////////////////////////
    enum { frames_per_buffer = 0 };
    
    ////////////////////////////////////////////////////////////////////////////////
    /// TYPES:
    ////////////////////////////////////////////////////////////////////////////////
    
    typedef float Sample;
    
    typedef Sample *Frame;
    
    ////////////////////////////////////////////////////////////////////////////////
    /// OTHERS:
    ////////////////////////////////////////////////////////////////////////////////
    
    const double A_3 = 440.0l;
    
    const double C_0   = A_3 * std::pow( 2.0l, ( -45.0l / 12.0l ) );
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    const double C_0d  = A_3 * std::pow( 2.0l, ( -44.0l / 12.0l ) );
    const double D_0b  = A_3 * std::pow( 2.0l, ( -44.0l / 12.0l ) );
    const double D_0   = A_3 * std::pow( 2.0l, ( -43.0l / 12.0l ) );
    const double D_0d  = A_3 * std::pow( 2.0l, ( -42.0l / 12.0l ) );
    const double E_0b  = A_3 * std::pow( 2.0l, ( -42.0l / 12.0l ) );
    const double E_0   = A_3 * std::pow( 2.0l, ( -41.0l / 12.0l ) );
    const double F_0b  = A_3 * std::pow( 2.0l, ( -41.0l / 12.0l ) );
    const double E_0d  = A_3 * std::pow( 2.0l, ( -40.0l / 12.0l ) );
    const double F_0   = A_3 * std::pow( 2.0l, ( -40.0l / 12.0l ) );
    const double F_0d  = A_3 * std::pow( 2.0l, ( -39.0l / 12.0l ) );
    const double G_0b  = A_3 * std::pow( 2.0l, ( -39.0l / 12.0l ) );
    const double G_0   = A_3 * std::pow( 2.0l, ( -38.0l / 12.0l ) );
    const double G_0d  = A_3 * std::pow( 2.0l, ( -37.0l / 12.0l ) );
    const double A_0b  = A_3 * std::pow( 2.0l, ( -37.0l / 12.0l ) );
    const double A_0   = A_3 * std::pow( 2.0l, ( -36.0l / 12.0l ) );
    const double A_0d  = A_3 * std::pow( 2.0l, ( -35.0l / 12.0l ) );
    const double B_0b  = A_3 * std::pow( 2.0l, ( -35.0l / 12.0l ) );
    const double B_0   = A_3 * std::pow( 2.0l, ( -34.0l / 12.0l ) );
    const double C_1b  = A_3 * std::pow( 2.0l, ( -34.0l / 12.0l ) );
    
    const double pi = 3.1415926535897932385l;
    






 *  Init.h







    
    namespace _internal_ {
        template< class OrcMngSingletonT > class Init;
    }
    
    template< class OrcMngType >
    struct Init : public Loki::SingletonHolder< ::pcm::_internal_::Init< OrcMngType >
                                              , Loki::CreateUsingNew
                                              , Loki::DeletableSingleton >
    { };
    
    namespace _internal_ {
        
        template< class OrcMngSingletonT >
        class Init : public Loki::SmallObject< >
        {
            typedef OrcMngSingletonT OrcMngSingletonType;
            
        public:
            // Constant for number of threads that is automatic.
            static const int automatic = tbb::task_scheduler_init::automatic;
            
            // Predispone l'inizializzazione.
            Init( void )
                : already_initialized_( false )
                , tbb_init_( tbb::task_scheduler_init::deferred )
            {
                // Istanzia il prima possibile l'orchestra manager.
                // (Per evitare che venga istanziato nella callback
                // di rendering!)
                OrcMngSingletonType::Instance( );
            }
            
            // Shut-down di pCM+.
            ~Init( void )
            {
                Loki::DeletableSingleton< OrcMngSingletonType >::GracefulDelete();
            }
            // Inizializza TBB.
            // number_of_threads esplicita il max numero di thread che saranno 
            // allocati da TBB durante il rendering.
            // number_of_threads == automatic lascia al framework di adattarsi
            // dinamicamente rispetto alle risorse di calcolo disponibili.
            // number_of_threads dovrebbe essere diverso da automatic solo in
            // fase di debugging. (Usa le macro PCM_INIT, o PCM_INIT_DEBUG).
            void Initialize( int number_of_threads = automatic )
            {
                if ( already_initialized_ ) return;
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                tbb_init_.initialize( number_of_threads );
            }
            
            // Shut-down di TBB.
            void Terminate( void )
            {
                tbb_init_.terminate( );
            }
            
        private:
            /// Copy-constructor not implemented.
            Init(const Init &);
            /// Copy-assignement operator not implemented.
            Init & operator = (const Init &);
            
            ///
            // Data:
        private:
            bool already_initialized_;
            tbb::task_scheduler_init tbb_init_;
        };
        
    } // namespace _internal_
    
} // namespace pcm
#define PCM_INIT( OrcMngTypeName ) pcm::Init< OrcMngTypeName >::Instance( ).Initialize( );
#define PCM_INIT( OrcMngTypeName ) pcm::Init< OrcMngTypeName >::Instance( );
#define PCM_INIT_DEBUG( OrcMngTypeName, num_threads ) pcm::Init< OrcMngTypeName >::Instance( ).Initialize( num_th-
reads );
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    class AudioEvent
    {
    public:
        typedef Loki::Function< void ( void ) > CommandType;
    private:
        typedef std::map< unsigned long int, CommandType > CommandMapType;
    public:
        typedef CommandMapType::key_type CommandKeyType;
   
    private:
        struct Commander
        {
            void operator ()( CommandMapType::value_type &command ) const
            {
                ( command.second )( );
            }
        };
        
    public:
        AudioEvent( double freq, Sample ampl, bool hold = false, double dur_in_sec = 0 )
            : freq_( freq )
            , ampl_( ampl )
            , hold_( hold )
            , is_destroyed_( false )
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            , dur_( 0, 0, 0, 0 )
            , next_key_( 0 )
            , commands_( )
        {
            if ( dur_in_sec <= 0 ) return;
            
            double seconds, milliseconds, microseconds;
            
            milliseconds = std::modf( dur_in_sec, &seconds ) * 1000l;
            microseconds = milliseconds * 1000l;
            
            dur_ = boost::posix_time::seconds( long( seconds ) )
                 + boost::posix_time::milliseconds( long( milliseconds ) )
                 + boost::posix_time::microseconds( long( microseconds ) );
        }
        
        // Copy-constructor.
        AudioEvent( const AudioEvent &other )
        {
            if ( is_destroyed_ || other.is_destroyed_ ) return;
            
            freq_ = other.freq_;
            ampl_ = other.ampl_;
            hold_ = other.hold_;
            dur_ = other.dur_;
            
            const CommandMapType::iterator end_it( commands_.end( ) );
            for ( CommandMapType::iterator it( commands_.begin( ) )
                 ; it != end_it
                 ; ++it )
                AttachCommand( ( *it ).second );
        }
        
        // Copy-assignement.
        AudioEvent & operator = ( const AudioEvent &other )
        {
            if ( is_destroyed_ || other.is_destroyed_ ) return *this;
            
            freq_ = other.freq_;
            ampl_ = other.ampl_;
            hold_ = other.hold_;
            dur_ = other.dur_;
            
            const CommandMapType::iterator end_it( commands_.end( ) );
            for ( CommandMapType::iterator it( commands_.begin( ) )
                 ; it != end_it
                 ; ++it )
                AttachCommand( ( *it ).second );
        }
        
        ~AudioEvent( void )
        {
            if ( is_destroyed_ ) return;
            
            std::for_each( commands_.begin( ), commands_.end( ), Commander( ) );
            is_destroyed_ = true;
        }
        
        double GetFreq( void ) const { return freq_; }
        
        Sample GetAmpl( void ) const { return ampl_; }
        bool IsHolded( void ) const { return hold_; }
                
        bool WaitDuration( void ) const
        {
            if ( dur_ == boost::posix_time::time_duration( 0, 0, 0, 0 ) ) return false;
            boost::this_thread::sleep( dur_ );
            return true;
        }
        
        const CommandKeyType AttachCommand( const CommandType &command )
        {
            bool is_ok = commands_.insert( CommandMapType::value_type( next_key_++, command ) ).second;
            
            assert( next_key_ < std::numeric_limits< unsigned long int >::max( ) );
            assert( is_ok );
            
            return next_key_;
        }
        
        void DetachCommand( const CommandKeyType &key )
        {
            commands_.erase( key );
        }
        
    private:
        double freq_;
        Sample ampl_;
        bool hold_;
        boost::posix_time::time_duration dur_;
        CommandMapType commands_;
        CommandKeyType next_key_;
        bool is_destroyed_;
    };    
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    namespace _internal_ {
        
        template< std::size_t N, class IntSeq >
        struct ConvertInto_vector_c
        {
            typedef typename boost::mpl::push_back< typename ConvertInto_vector_c< N - 1, IntSeq >::type
                                                  , typename boost::mpl::at_c< IntSeq, N - 1 >::type
            >::type type;
        };
        
        template< class IntSeq >
        struct ConvertInto_vector_c< 0, IntSeq >
        {
            typedef boost::mpl::vector_c< std::size_t > type;
        };
        
        using namespace boost;
        using namespace mpl;
        using namespace placeholders;
        
        // Calcola la lunghezza della pipeline, per ogni orchestra nella sequenza in ingresso.
        template< class OrchestraSeq >
        struct PipelineSizes
        {
        private:
            struct AccumulateInstrPipelineSizes
            {
                template< typename AccumulatorT, typename InstrT >
                struct apply
                {
                    typedef typename plus< AccumulatorT
                                         , typename boost::mpl::size< typename InstrT::PipelineType >::type
                    >::type type;
                };
            };
            
            struct OrchPipelineSize
            {
                template< class OrchT >
                struct apply
                {
                    typedef typename accumulate< typename OrchT::PipelineType
                                               , boost::mpl::size_t< 0 >
                                               , AccumulateInstrPipelineSizes
                    >::type type;
                };
            };
            
            typedef typename transform< OrchestraSeq, OrchPipelineSize >::type SizesSeq;
            
        public:
            typedef
	        typename ConvertInto_vector_c< boost::mpl::size< SizesSeq >::type::value, SizesSeq >::type type;
        };
        
    } // namespace _internal_
    
152 
    template< typename OrchestrasSet
            , typename NumberOfVoicesSet
            , typename MaxNumberOfTokensSet = typename _internal_::PipelineSizes< OrchestrasSet >::type
                                            // Di default e' pari alla linghezza della pipeline (fisica),
                                            // per ciascuna orchestra in OrchestraSet.
                                            // Tali valori sono ottimi se tutti gli element usato in ogni 
                                            // orchestra sono sequenziali.
            , template< class > class OrchestrasKeeper = _internal_::DefaultOrchestrasKeeper
    >
    struct OrchestraManager : public Loki::SingletonHolder< _internal_::OrchestraManager< OrchestrasSet
                                                                                        , NumberOfVoicesSet
                                                                                        , MaxNumberOfTokensSet
                                                                                        , OrchestrasKeeper >
                                                          , Loki::CreateUsingNew
                                                          , Loki::DeletableSingleton >
    { };
    
} // namespace pcm
#define PCM_DEFINE_ORCHESTRA_LIST_1( L_NAME, orc00 ) \
typedef boost::mpl::vector< pcm::UsrOrchWrapper < orc00 > > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_2( L_NAME, orc00, orc01 ) \
typedef boost::mpl::vector< orc00, orc01 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_3( L_NAME, orc00, orc01, orc02 ) \
typedef boost::mpl::vector< orc00, orc01, orc02 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_4( L_NAME, orc00, orc01, orc02, orc03 ) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_5( L_NAME, orc00, orc01, orc02, orc03, orc04 ) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03, orc04 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_6( L_NAME, orc00, orc01, orc02, orc03, orc04, orc05 ) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03, orc04, orc05 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_7( L_NAME, orc00, orc01, orc02, orc03, orc04, orc05, orc06 ) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03, orc04, orc05, orc06 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_8( L_NAME, orc00, orc01, orc02, orc03, orc04, orc05, orc06, orc07 ) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03, orc04, orc05, orc06, orc07 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_9( L_NAME, orc00, orc01, orc02, orc03, orc04, orc05, orc06, orc07, orc08 ) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03, orc04, orc05, orc06, orc07, orc08 > L_NAME
#define PCM_DEFINE_ORCHESTRA_LIST_10( L_NAME, orc00, orc01, orc02, orc03, orc04, orc05, orc06, orc07, orc08, orc09 
) \
typedef boost::mpl::vector< orc00, orc01, orc02, orc03, orc04, orc05, orc06, orc07, orc08, orc09 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_1( L_NAME, voices00 ) \
typedef boost::mpl::vector_c< std::size_t, voices00 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_2( L_NAME, voices00, voices01 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_3( L_NAME, voices00, voices01, voices02 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_4( L_NAME, voices00, voices01, voices02, voices03 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_5( L_NAME, voices00, voices01, voices02, voices03, voices04 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03, voices04 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_6( L_NAME, voices00, voices01, voices02, voices03, voices04, voices05 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03, voices04, voices05 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_7( L_NAME, voices00, voices01, voices02, voices03, voices04, voices05, voices06 
) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03, voices04, voices05, voices06 > 
L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_8( L_NAME, voices00, voices01, voices02, voices03, voices04, voices05, voices06, 
voices07 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03, voices04, voices05, voices06, 
voices07 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_9( L_NAME, voices00, voices01, voices02, voices03, voices04, voices05, voices06, 
voices07, voices08 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03, voices04, voices05, voices06, 
voices07, voices08 > L_NAME
#define PCM_DEFINE_POLYPHONY_LIST_10( L_NAME, voices00, voices01, voices02, voices03, voices04, voices05, voi-
ces06, voices07, voices08, voices09 ) \
typedef boost::mpl::vector_c< std::size_t, voices00, voices01, voices02, voices03, voices04, voices05, voices06, 
voices07, voices08, voices09 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_1( L_NAME, max00 ) \
typedef boost::mpl::vector_c< std::size_t, max00 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_2( L_NAME, max00, max01 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_3( L_NAME, max00, max01, max02 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_4( L_NAME, max00, max01, max02, max03 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03 > L_NAME
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#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_5( L_NAME, max00, max01, max02, max03, max04 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03, max04 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_6( L_NAME, max00, max01, max02, max03, max04, max05 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03, max04, max05 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_7( L_NAME, max00, max01, max02, max03, max04, max05, max06 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03, max04, max05, max06 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_8( L_NAME, max00, max01, max02, max03, max04, max05, max06, max07 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03, max04, max05, max06, max07 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_9( L_NAME, max00, max01, max02, max03, max04, max05, max06, max07, max08 
) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03, max04, max05, max06, max07, max08 > L_NAME
#define PCM_DEFINE_MAX_NUM_OF_TOCKEN_LIST_10( L_NAME, max00, max01, max02, max03, max04, max05, max06, max07, 
max08, max09 ) \
typedef boost::mpl::vector_c< std::size_t, max00, max01, max02, max03, max04, max05, max06, max07, max08, max09 > 
L_NAME
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#define PCM_DEFINE_ORC_PIPELINE_TYPE_1( instr00 ) \
typedef boost::mpl::vector< instr00 > PipelineType; \
typedef Loki::Seq< instr00 * >::Type INSTRS_SPTRS_SEQ_TYPE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_DEFINE_ORC_PIPELINE_TYPE_2( instr00, instr01 ) \
typedef boost::mpl::vector< instr00, instr01 > PipelineType; \
typedef Loki::Seq< instr00 *, instr01 *>::Type INSTRS_SPTRS_SEQ_TYPE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_DEFINE_ORC_PIPELINE_TYPE_3( instr00, instr01, instr02 ) \
typedef boost::mpl::vector< instr00, instr01, instr02 > PipelineType; \
typedef Loki::Seq< instr00 *, instr01 *, instr02 * >::Type INSTRS_SPTRS_SEQ_TYPE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_DEFINE_ORC_PIPELINE_TYPE_4( instr00, instr01, instr02, instr03 ) \
typedef boost::mpl::vector< instr00, instr01, instr02, instr03 > PipelineType; \
typedef Loki::Seq< instr00 *, instr01 *, instr02 *, instr03 * >::Type INSTRS_SPTRS_SEQ_TYPE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_DEFINE_ORC_PIPELINE_TYPE_5( instr00, instr01, instr02, instr03, instr04 ) \
typedef boost::mpl::vector< instr00, instr01, instr02, instr03, instr04 > PipelineType; \
typedef Loki::Seq< instr00 *, instr01 *, instr02 *, instr03 *, instr04 * >::Type INSTRS_SPTRS_SEQ_TYPE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_DEFINE_ORC_PIPELINE_TYPE_6( instr00, instr01, instr02, instr03, instr04, instr05 ) \
typedef boost::mpl::vector< instr00, instr01, instr02, instr03, instr04, instr05 > PipelineType; \
typedef Loki::Seq< instr00 *, instr01 *, instr02 *, instr03 * , instr04 *, instr05 * >::Type INSTRS_SPTRS_SEQ_TY-
PE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_DEFINE_ORC_PIPELINE_TYPE_7( instr00, instr01, instr02, instr03, instr04, instr05, instr06 ) \
typedef boost::mpl::vector< instr00, instr01, instr02, instr03, instr04, instr05, instr06 > PipelineType; \
typedef Loki::Seq< instr00 *, instr01 *, instr02 *, instr03 *, instr04 *, instr05 *,instr06 *>::Type \
INSTRS_SPTRS_SEQ_TYPE__; \
typedef Loki::Tuple< INSTRS_SPTRS_SEQ_TYPE__ > InstrsTupleType;
#define PCM_INSTRS_TUPLE_TYPE InstrsTupleType
#define PCM_INSTR_PTR_TYPE( idx ) Loki::TL::TypeAt< INSTRS_SPTRS_SEQ_TYPE__, idx >::Result
#define PCM_INSTR_TYPE( idx ) boost::mpl::at_c< PipelineType, idx >::type
#define PCM_INSTR_PTR_AT( tuple_obj, idx ) Loki::Field< idx >( tuple_obj )
#define PCM_CAST_SRC_STREAM( idx, casted_ref_str, void_pt_str ) \
const boost::mpl::at_c< PipelineType, idx >::type::StreamType &casted_ref_str = \
    *static_cast< const boost::mpl::at_c< PipelineType, idx >::type::StreamType * >( void_pt_str );
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#define PCM_CAST_DEST_STREAM( idx, casted_ref_str, void_pt_str ) \
boost::mpl::at_c< PipelineType, idx >::type::StreamType &casted_ref_str = \
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#define PCM_DEFINE_PIPELINE_TYPE_1( stage00 ) \
typedef boost::mpl::vector< stage00 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_2( stage00, stage01 ) \
typedef boost::mpl::vector< stage00, stage01 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_3( stage00, stage01, stage02 ) \
typedef boost::mpl::vector< stage00, stage01, stage02 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_4( stage00, stage01, stage02, stage03 ) \
typedef boost::mpl::vector< stage00, stage01, stage02, stage03 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_5( stage00, stage01, stage02, stage03, stage04 ) \
typedef boost::mpl::vector< stage00, stage01, stage02, stage03, stage04 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_6( stage00, stage01, stage02, stage03, stage04, stage05 ) \
typedef boost::mpl::vector< stage00, stage01, stage02, stage03, stage04, stage05 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_7( stage00, stage01, stage02, stage03, stage04, stage05, stage06 ) \
typedef boost::mpl::vector< stage00, stage01, stage02, stage03, stage04, stage05, stage06 > PipelineType;
#define PCM_DEFINE_PIPELINE_TYPE_8( stage00, stage01, stage02, stage03, stage04, stage05, stage06, stage07 ) \
typedef boost::mpl::vector< stage00, stage01, stage02, stage03, stage04, stage05, stage06, stage07 > PipelineType;
#define PCM_TYPE_AT( SeqType, idx) \
typename boost::mpl::at_c< SeqType, idx >::typePCM_DEFINE
#define PCM_DEFINE_STREAM_TYPE( stream_type_name ) typedef stream_type_name StreamType;
#define PCM_DEFINE_OUT_SIGNS_NUMBER( num ) enum { num_output_signals = num };
#define PCM_CAST_OUTPUT( idx, casted_ref_output, void_output_pt ) \
typedef boost::mpl::at_c< PipelineType, idx >::type O_ELEMENT_TYPE__; \
O_ELEMENT_TYPE__::OutputType &casted_ref_output = \
    *static_cast< O_ELEMENT_TYPE__::OutputType * >( void_output_pt );
#define PCM_CAST_INPUT( idx, casted_ref_input, void_input_pt ) \
typedef boost::mpl::at_c< PipelineType, idx >::type I_ELEMENT_TYPE__; \
I_ELEMENT_TYPE__::InputType &casted_ref_input = \
    *static_cast< I_ELEMENT_TYPE__::InputType * >( void_input_pt );
#define PCM_SET_OUTPUT_FIELD( idx, output_ref, data ) \
O_ELEMENT_TYPE__::SetOutputAt< idx >( &data, output_ref );
#define PCM_SET_INPUT_FIELD( idx, input_ref, data ) \
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    template< class ElementT >
    struct BoostFusionBasedElement
        : public ElementT
    {
        template< unsigned int i, typename T >
        static
        void SetInputAt( T data, typename ElementT::InputType &input );
        
        template< unsigned int i, typename T >
        static
        void SetOutputAt( T *data, typename ElementT::OutputType &output );
    };
}
template< class ElementT >
template< unsigned int i, typename T >
void pcm::BoostFusionBasedElement< ElementT >::SetInputAt( T data, typename ElementT::InputType &input )
{
    boost::fusion::at_c< i >( input ) = data;
}
template< class ElementT >
template< unsigned int i, typename T >
void pcm::BoostFusionBasedElement< ElementT >::SetOutputAt( T *data, typename ElementT::OutputType &output )
{
    boost::fusion::at_c< i >( output ) = data;
}
#define PCM_DEFINE_BFB_OUTPUT_TYPE_1( t0 ) \
typedef boost::fusion::vector< t0 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_2( t0, t1 ) \
typedef boost::fusion::vector< t0 *, t1 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_3( t0, t1, t2 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_4( t0, t1, t2, t3 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_5( t0, t1, t2, t3, t4 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_6( t0, t1, t2, t3, t4, t5 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 *, t5 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_7( t0, t1, t2, t3, t4, t5, t6 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_8( t0, t1, t2, t3, t4, t5, t6, t7 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_9( t0, t1, t2, t3, t4, t5, t6, t7, t8 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_10( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 *, t9 * > OutputType;
#define PCM_DEFINE_BFB_OUTPUT_TYPE_11( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 ) \
typedef boost::fusion::vector< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 *, t9 *, t10 * > OutputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_1( t0 ) \
typedef boost::fusion::vector< t0 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_2( t0, t1 ) \
typedef boost::fusion::vector< t0, t1 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_3( t0, t1, t2 ) \
typedef boost::fusion::vector< t0, t1, t2 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_4( t0, t1, t2, t3 ) \
typedef boost::fusion::vector< t0, t1, t2, t3 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_5( t0, t1, t2, t3, t4 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_6( t0, t1, t2, t3, t4, t5 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_7( t0, t1, t2, t3, t4, t5, t6 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5, t6 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_8( t0, t1, t2, t3, t4, t5, t6, t7 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5, t6, t7 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_9( t0, t1, t2, t3, t4, t5, t6, t7, t8 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5, t6, t7, t8 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_10( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_11( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 > InputType;
#define PCM_DEFINE_BFB_INPUT_TYPE_12( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11 ) \
typedef boost::fusion::vector< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11 > InputType;
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#define PCM_DEFINE_BFB_INPUT_TYPE_13( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12 ) \








#define PCM_IS_SERIAL( BOOL ) enum { is_serial = BOOL };
#endif
#define PCM_DEFINE_BFB_ELEMENT_TYPE( name, internal_name ) \
typedef pcm::BoostFusionBasedElement< internal_name > name;
#define PCM_BFB_GET_INPUT_FIELD( obj, N ) \
boost::fusion::at_c< N >( obj )
#define PCM_BFB_GET_OUTPUT_FIELD( obj, N ) \
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    template< class ElementT >
    struct BoostTupleBasedElement
        : public ElementT
    {
        template< unsigned int i, typename T >
        static
        void SetInputAt( T data, typename ElementT::InputType &input );
        
        template< unsigned int i, typename T >
        static
        void SetOutputAt( T *data, typename ElementT::OutputType &output );
    };
}
template< class ElementT >
template< unsigned int i, typename T >
void pcm::BoostTupleBasedElement< ElementT >::SetInputAt( T data, typename ElementT::InputType &input )
{
    boost::tuples::get< i >( input ) = data;
}
template< class ElementT >
template< unsigned int i, typename T >
void pcm::BoostTupleBasedElement< ElementT >::SetOutputAt( T *data, typename ElementT::OutputType &output )
{
    boost::tuples::get< i >( output ) = data;
}
#define PCM_DEFINE_BTB_OUTPUT_TYPE_1( t0 ) \
typedef boost::tuples::tuple< t0 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_2( t0, t1 ) \
typedef boost::tuples::tuple< t0 *, t1 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_3( t0, t1, t2 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_4( t0, t1, t2, t3 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_5( t0, t1, t2, t3, t4 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_6( t0, t1, t2, t3, t4, t5 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 *, t5 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_7( t0, t1, t2, t3, t4, t5, t6 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_8( t0, t1, t2, t3, t4, t5, t6, t7 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_9( t0, t1, t2, t3, t4, t5, t6, t7, t8 ) \
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typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_10( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 *, t9 * > OutputType;
#define PCM_DEFINE_BTB_OUTPUT_TYPE_11( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 ) \
typedef boost::tuples::tuple< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 *, t9 *, t10 * > OutputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_1( t0 ) \
typedef boost::tuples::tuple< t0 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_2( t0, t1 ) \
typedef boost::tuples::tuple< t0, t1 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_3( t0, t1, t2 ) \
typedef boost::tuples::tuple< t0, t1, t2 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_4( t0, t1, t2, t3 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_5( t0, t1, t2, t3, t4 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_6( t0, t1, t2, t3, t4, t5 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_7( t0, t1, t2, t3, t4, t5, t6 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5, t6 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_8( t0, t1, t2, t3, t4, t5, t6, t7 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5, t6, t7 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_9( t0, t1, t2, t3, t4, t5, t6, t7, t8 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5, t6, t7, t8 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_10( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_11( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_12( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11 ) \
typedef boost::tuples::tuple< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11 > InputType;
#define PCM_DEFINE_BTB_INPUT_TYPE_13( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10, t11, t12 ) \








#define PCM_IS_SERIAL( BOOL ) enum { is_serial = BOOL };
#endif
#define PCM_DEFINE_BTB_ELEMENT_TYPE( name, internal_name ) \
typedef pcm::BoostTupleBasedElement< internal_name > name;
#define PCM_BTB_GET_INPUT_FIELD( obj, N ) \
obj.get< N >()







 *  LokiTupleBasedElement.h
 *   pCM
 *
 *  Created by Ste on 03/05/08.






    
    template< class ElementT >
    struct LokiTupleBasedElement
        : public ElementT
    { 
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        template< unsigned int i, typename T >
        static
        void SetInputAt( T data, typename ElementT::InputType &input );
        
        template< unsigned int i, typename T >
        static
        void SetOutputAt( T *data, typename ElementT::OutputType &output );
    };
}
template< class ElementT >
template< unsigned int i, typename T >
void pcm::LokiTupleBasedElement< ElementT >::SetInputAt( T data, typename ElementT::InputType &input )
{
    Loki::Field< i >( input ) = data;
}
template< class ElementT >
template< unsigned int i, typename T >
void pcm::LokiTupleBasedElement< ElementT >::SetOutputAt( T *data, typename ElementT::OutputType &output )
{
    Loki::Field< i >( output ) = data;
}
#define PCM_DEFINE_LB_OUTPUT_TYPE_1( t0 ) \
typedef Loki::Tuple< Loki::Seq< t0 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_2( t0, t1 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_3( t0, t1, t2 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_4( t0, t1, t2, t3 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_5( t0, t1, t2, t3, t4 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 *, t4 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_6( t0, t1, t2, t3, t4, t5 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 *, t4 *, t5 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_7( t0, t1, t2, t3, t4, t5, t6 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_8( t0, t1, t2, t3, t4, t5, t6, t7 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_9( t0, t1, t2, t3, t4, t5, t6, t7, t8 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 * >::Type > OutputType;
#define PCM_DEFINE_LB_OUTPUT_TYPE_10( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 ) \
typedef Loki::Tuple< Loki::Seq< t0 *, t1 *, t2 *, t3 *, t4 *, t5 *, t6 *, t7 *, t8 *, t9 * >::Type > OutputType;
#define PCM_DEFINE_LB_INPUT_TYPE_1( t0 ) \
typedef Loki::Tuple< Loki::Seq< t0 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_2( t0, t1 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_3( t0, t1, t2 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_4( t0, t1, t2, t3 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_5( t0, t1, t2, t3, t4 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3, t4 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_6( t0, t1, t2, t3, t4, t5 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3, t4, t5 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_7( t0, t1, t2, t3, t4, t5, t6 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3, t4, t5, t6 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_8( t0, t1, t2, t3, t4, t5, t6, t7 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3, t4, t5, t6, t7 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_9( t0, t1, t2, t3, t4, t5, t6, t7, t8 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3, t4, t5, t6, t7, t8 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_10( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 ) \
typedef Loki::Tuple< Loki::Seq< t0, t1, t2, t3, t4, t5, t6, t7, t8, t9 >::Type > InputType;
#define PCM_DEFINE_LB_INPUT_TYPE_11( t0, t1, t2, t3, t4, t5, t6, t7, t8, t9, t10 ) \








#define PCM_IS_SERIAL( BOOL ) enum { is_serial = BOOL };
#endif
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#define PCM_DEFINE_LB_ELEMENT_TYPE( name, internal_name ) \
typedef pcm::LokiTupleBasedElement< internal_name > name;
#define PCM_BB_GET_INPUT_FIELD( obj, N ) \
Loki::Field< N >( obj )
#define PCM_BB_GET_OUTPUT_FIELD( obj, N ) \






 *  OutInstr.h












    class OutInstr : public _internal_::Stage
    {
            ///
            // Typedefs:
        public:
            typedef OutInstr InstrType;
        
            struct OutStream;
            
            typedef _internal_::StreamHost< OutStream > StreamType;
        private:
            class OutElement;
        public:
            typedef boost::mpl::vector< OutElement > PipelineType;
            
            typedef Loki::Function< StreamType *( void * ) > StreamConverterType;
    
            enum { pipeline_size = 1 };
            
            //enum { num_voices = number_of_voices };
        
            typedef Loki::SmartPtrDef< OutElement >::type OutElementPtr;
            
            ///
            // Stream Type:
    
            /// NOTA PER L'UTENTE: Ogni istanza di OutStream
            //  corrisponde ad uno ed un solo frame in uscita.
            //  L'ultimo converter di un'orchestra (definita
            //  dall'utente accede ai singoli campioni contenuti
            //  nel frame incapsulato dall'OutStream per mezzo
            //  dell'operator [].
            //
            //  NOTA PER LO SVILUPPATORE: In realta', OutInstr::NewStream()
            //  ritorna sempre una stessa istanza di OutStream, dal momento
            //  che OutElement e' un tbb::filter sequenziale, e la pipeline
            //  incapsulata da OutInstr ha lunghezza 1 (un singolo OutElement.)
            ///
            struct OutStream : public Loki::SmallObject< >
            {
            public:
                friend class OutInstr;
                
                ///
                // Prec.: *=( i < pcm::num_channels ).
                //
                // Riceve dall'ultimo converter definito nell'orchestra (definita
                // dall'utente) l'i-esimo campione relativo al successivo frame.
                Sample &operator []( unsigned int i )
                {
                    assert( i < num_channels );
                    
                    return frame_[ i ];
                }
              
            private:
                Frame frame_;
            };
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            ///
            // Element Type:
        private:
            class OutElement : public Loki::SmallObject< >
                             , public tbb::filter
            {
            public:
                OutElement( const StreamConverterType &converter )
                    : tbb::filter( true )
                    , converter_( converter )
                    , counter_( 0 )
                    , already_inserted_( false )
                {
                }
                
                ~OutElement( void )
                {
                }
                
                void Append( tbb::pipeline *p )
                {
                    // An instance of a filter can be added at most once to a pipeline.
                    assert( !already_inserted_ );
                    
                    if ( already_inserted_ )
                        throw StageAlreadyInsertedException();
                    
                    p->add_filter( *this );
                    already_inserted_ = true;
                }
                
                ///
                // tbb::filter Interface Impl:
                
                void *operator ()( void *item )
                {
                    ++counter_;
                    
                    // Preleva lo stream.
                    StreamType &stream = *converter_( item );
                    
                    // Se la pipeline di rendering e' in stato 'inattivo',
                    // allora sovrascrivi un segnale nullo nei buffer di output
                    // per mezzo dell'operator [] fornito dall'OutStream.
                    if ( stream.DoNotRender() )
                    {
                        for ( unsigned int i = 0; i != num_channels; ++i )
                            stream[ i ] = 0;
                    }
                    
                    // The result of the last filter in a pipeline is ignored.
                    return 0;
                }
                
                inline
                void ResetCounter( void )
                {
                    counter_ = 0;
                }
                
                inline
                unsigned int GetCounter( void )
                {
                    return counter_;
                }
                
            private:
                StreamConverterType converter_;
                unsigned int counter_;
                bool already_inserted_;
            };
            
            ///
            // Methods:
        public:
            
            OutInstr( std::size_t num_voices, const StreamConverterType *converters )
                : outStreams_( new StreamType[ num_voices ] ) // Crea l'array di Stream.
                , outElements_( new OutElementPtr[ num_voices ] ) // Crea l'array di OutElementPtr.
                , append_counter_( 0 )
            {
                for ( unsigned int i = 0; i != num_voices; ++i )
                {
                    outElements_[ i ] = new OutElement( converters[ i ] );
                }
            }
        
            ~OutInstr( void )
            {
                delete[] outStreams_;
                delete[] outElements_;
            }
            
            void Append( tbb::pipeline *p )
            {
                outElements_[ append_counter_ ]->Append( p );
                ++append_counter_;
            }
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            StreamType *NewStream( unsigned int voice_number )
            {
                outStreams_[ voice_number ].frame_ += num_channels * outElements_[ voice_number ]->GetCounter();
                return &outStreams_[ voice_number ];
            }
            
            /// N.B.: outputBuffer e' fornito dall'esterno!
            //  (Non occorre allocare alcun buffer interno.)
            template< unsigned int i > // i identifica la voce.
            void SetAudioBuffers( Sample *outputBuffer
                                , unsigned long /* framesPerBuffer */ )
            {
                /// N.B.: Il primo element della pipeline ci garantisce che non
                //  saranno acceduti piu' di framesPerBuffer frame!
                //  Pertanto, possiamo ignorare l'argomento framesPerBuffer.
                
                ( outStreams_ + i )->frame_ = outputBuffer;
                outElements_[ i ]->ResetCounter();
            }
            
        private:
            StreamType *outStreams_;
            OutElementPtr *outElements_;
            unsigned int append_counter_;
    };
    






 *  InternalBasics.h






    
    namespace _internal_ {
        
        typedef tbb::atomic< char > AtomicBoolType;
        
        typedef tbb::auto_partitioner PartitionerType;
        
    } // namespace _internal_
    






 *  Enumeration.h








    
    namespace _internal_ {
        
        template< std::size_t N >
        struct Enumeration
        {
            typedef typename boost::mpl::push_back < typename Enumeration< N - 1 >::type
                                                   , boost::mpl::int_< N-1 >
                                                   >::type type;
        };
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        template<>
        struct Enumeration< 0 >
        {
            typedef boost::mpl::vector_c< unsigned int > type;
        };
        
    } // namespace _internal_
    






 *  AudioEventHost.h









    
    namespace _internal_ {
        
        template< class OrchestraT >
        class AudioEventHost : public Loki::SmallObject< >
        {
            typedef OrchestraT OrchestraType;
            
            template< class OrcT >
            friend 
	          bool operator < ( const AudioEventHost< OrcT > &left_e, const AudioEventHost< OrcT > &right_e );
        public:
            typedef Loki::Function< void ( AudioEventHost * ) > OnReleaseType;
            
            AudioEventHost(AtomicBoolType &voice_is_on, OrchestraType &orc, const OnReleaseType &onReleaseAction)
                : voice_is_on_( voice_is_on )
                , orc_( orc )
                , event_( 0 )
                , onReleaseAction_( onReleaseAction )
            {
            }
            
            ~AudioEventHost( void ) { }
            
            void Catch( AudioEvent *event )
            {
                if ( !event ) return;
                if ( event->IsHolded( ) )
                    // se possibile, avverti immediatamente l'orchestra
                    // (in modo da limitare il piu' possibile la latenza.)
                    orc_.NoteOn( event->GetFreq(), event->GetAmpl() );
                
                // Se possiedi un evento non ancora esaurito..
                if ( event_ != 0 )
                {
                    if ( !event->IsHolded( ) )
                        // Avverti l'orchestra che la nota precedente e' terminata.
                        orc_.NoteOff( );
                    
                    // ..inibiscilo.
                    event_->DetachCommand( key_ );
                    
                    if ( !event->IsHolded( ) )
                        orc_.NoteOn( event->GetFreq(), event->GetAmpl() );
                }
                
                // Attiva la pipeline corrispondente alla voce.
                voice_is_on_ = true;
                
                event_ = event;
                catched_at_ = tbb::tick_count::now( );
                key_ = event_->AttachCommand( AudioEvent::CommandType( this, &AudioEventHost::Release ) );
                
                // Se l'evento ha una durata associata..
                if ( event_->WaitDuration( ) )
                    // ..invocane il distruttore (senza deallocarne la memoria.)
                    event_->~AudioEvent( );
                    // N.B.: La responsabilita' di deallocarne la memoria e' di chi lo ha creato/allocato.
            }
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        private:
            void Release( void )
            {
                // Avverti l'orchestra della terminazione dell'evento.
                orc_.NoteOff( );
                
                event_ = 0;
                
                onReleaseAction_( this );
            }
            
            
        private:
            AtomicBoolType &voice_is_on_; // Controlla lo stato della voce ("attivo" o meno.)
            
            OrchestraType &orc_;
            
            AudioEvent *event_;
            AudioEvent::CommandKeyType key_;
            tbb::tick_count catched_at_;
            
            const OnReleaseType onReleaseAction_;
        };
    
        // Ritorna true, se lift_e e' piu' recente di right_e.
        // Ritorna flase, altrim.
        template< class OrcT >
        bool operator < ( const AudioEventHost< OrcT > &left_e, const AudioEventHost< OrcT > &right_e )
        {
            tbb::tick_count now( tbb::tick_count::now( ) );
            
            return ( ( now -left_e.catched_at_ ).seconds( ) < ( now - right_e.catched_at_ ).seconds( ) );
        }
        
    } // namespace _internal_
    






 *  ClassLevelLockable.h







        namespace _internal_ {
            
            ////////////////////////////////////////////////////////////////////////////////
            ///  \class Mutex
            //
            ///  \ingroup ThreadingGroup
            ///  A simple and portable Mutex.  A policy class for locking objects.
            ////////////////////////////////////////////////////////////////////////////////
            template< class MutexT > // MutexT models the same concept as tbb::spin_mutex
            class Mutex
            {
                typedef MutexT MutexType;
                
                typedef typename MutexType::scoped_lock ScopedLockType;
                
            public:
                Mutex( void )
                {
                }
                
                ~Mutex( void )
                {
                }
                
                void Lock( void )
                {
                    lock_.acquire( mtx_ );
                }
                
                void Unlock( void )
                {
                    lock_.release( );
                }
                
            private:
                /// Copy-constructor not implemented.
                Mutex(const Mutex &);
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                /// Copy-assignement operator not implemented.
                Mutex & operator = (const Mutex &);
                
                MutexType mtx_;
                ScopedLockType lock_;
            };
            
            ////////////////////////////////////////////////////////////////////////////////
            ///  \class ClassLevelLockable
            ///
            ///  \ingroup ThreadingGroup
            ///  Implementation of the ThreadingModel policy used by various classes
            ///  Implements a class-level locking scheme
            ////////////////////////////////////////////////////////////////////////////////
            template <class Host, class MutexPolicy = Mutex< tbb::spin_mutex > >
            class ClassLevelLockable
            {
                struct Initializer
                {   
                    bool init_;
                    MutexPolicy mtx_;
                    
                    Initializer() : init_(false), mtx_()
                    {
                        init_ = true;
                    }
                    
                    ~Initializer()
                    {
                        assert(init_);
                    }
                };
                
                static Initializer initializer_;
                
            public:
                
                class Lock;
                friend class Lock;
                
                ///  \struct Lock
                ///  Lock class to lock on class level
                class Lock
                {    
                public:
                    
                    /// Lock class
                    Lock()
                    {
                        assert(initializer_.init_);
                        initializer_.mtx_.Lock();
                    }
                    
                    /// Lock class
                    explicit Lock(const ClassLevelLockable&)
                    {
                        assert(initializer_.init_);
                        initializer_.mtx_.Lock();
                    }
                    
                    /// Lock class
                    explicit Lock(const ClassLevelLockable*)
                    {
                        assert(initializer_.init_);
                        initializer_.mtx_.Lock();
                    }
                    
                    /// Unlock class
                    ~Lock()
                    {
                        assert(initializer_.init_);
                        initializer_.mtx_.Unlock();
                    }
                    
                private:
                    Lock(const Lock&);
                    Lock& operator=(const Lock&);
                };
                
                typedef volatile Host VolatileType;
                
                typedef long IntType; 
                
            private:
                typedef tbb::spin_mutex InnerMutexType;
                
                static InnerMutexType atomic_mutex_;
            public:
                static IntType AtomicIncrement(volatile IntType& lval)        
                {
                    {
                        typename InnerMutexType::scoped_lock s_lock( atomic_mutex_ );
                        lval++;
                    }
                    return lval;
                }
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                static IntType AtomicDecrement(volatile IntType& lval)        
                {
                    {
                        typename InnerMutexType::scoped_lock s_lock( atomic_mutex_ );
                        lval--;
                    }
                    return lval;
                }                
                static void AtomicAssign(volatile IntType& lval, IntType val) 
                { 
                    typename InnerMutexType::scoped_lock s_lock( atomic_mutex_ );
                    lval = val;
                }                        
                static void AtomicAssign(IntType& lval, volatile IntType& val)
                {
                    typename InnerMutexType::scoped_lock s_lock( atomic_mutex_ );
                    lval = val;
                }
            };
            
            template <class Host, class MutexPolicy>
            typename ClassLevelLockable< Host, MutexPolicy >::InnerMutexType
            ClassLevelLockable<Host, MutexPolicy>::atomic_mutex_;
            
            template < class Host, class MutexPolicy >
            typename ClassLevelLockable< Host, MutexPolicy >::Initializer 
            ClassLevelLockable< Host, MutexPolicy >::initializer_;
    } // namespace _internal_
    






 *  SamplesAdder.h




    
    namespace _internal_ {
        
        // Body-object for the sum-reduce in
        // OrchestraManager and OrchestraHost classes.
        class SamplesAdder
        {
            public:
                SamplesAdder( Sample *samples = 0 )
                    : samples_( samples )
                    , sum_( 0 )
                {
                }
                
                // Splitting constructor.
                // (Required from tbb::parallel_reduce algorithm.)
                SamplesAdder( SamplesAdder &other, tbb::split )
                    : samples_( other.samples_ )
                    , sum_( other.sum_ )
                {
                }
                
                void SetSamples( Sample *samples )
                {
                    samples_ = samples;
                    sum_ = 0;
                }
                
                const Sample &GetResult( void )
                {
                    return sum_;
                }
                
                // (Required from tbb::parallel_reduce algorithm.)
                void join( const SamplesAdder &other )
                {
                    sum_ += other.sum_;
                }
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                // (Required from tbb::parallel_reduce algorithm.)
                void operator ()( const tbb::blocked_range< std::size_t > &r )
                {
                    Sample *s( samples_ );
                    
                    const std::size_t end = r.end( );
                    for ( std::size_t i = r.begin( ); i != end; ++i )
                        sum_ += s[ i ];
                }
                
            private:
                Sample *samples_;
                Sample sum_;
        };
        
    } // namespace _internal_
    






 *  DefaultKeeper.h











    
    struct TooItemsException;
    struct BadIndexException;
        
    namespace _internal_ {
        
        template< class ConcreteItemsSet, class AbstractItemT >
        class DefaultKeeper
        {
            typedef ConcreteItemsSet ConcreteItemsSeq;
            
            protected:
                enum { size = boost::mpl::size< ConcreteItemsSeq >::value };
                
                typedef AbstractItemT ItemType;
                
                typedef typename Loki::SmartPtrDef< ItemType >::type ItemPtrType;
                
                DefaultKeeper( void ) //: i_( 0 )
                {        
                    BOOST_MPL_ASSERT_RELATION( size, >, 0 );
                }
                
                virtual ~DefaultKeeper( void )
                {
                }
                
                template< unsigned int i >
                typename boost::mpl::at_c< ConcreteItemsSeq, i >::type &Get( void ) const
                {
                    BOOST_MPL_ASSERT_RELATION( i, <, size );
                    
                    typedef typename boost::mpl::at_c< ConcreteItemsSeq, i >::type ConcreteItemType;
                    
                    return *static_cast< ConcreteItemType * >( ItemPtrType::GetPointer( *( items_ + i ) ) );
                }
                    
                ItemPtrType Get( unsigned int i ) const
                {
                    assert( i < size );
                    
                    if ( i >= size )
                        throw BadIndexException();
                    
                    return *( items_ + i );
                }
        
                void Keep( ItemType *item )
                {
                    assert( i_ < size );
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                    if ( i_ == size )
                        throw TooItemsException();
                    
                    *(items_ + i_) = item;
                    ++i_;
                }
        
                bool IsFull( void )
                {
                    return ( i_ == size );
                }
        
            private:
                unsigned int i_;
                ItemPtrType items_[ size ];
        };
    } // namespace _internal_
    
    struct TooItemsException : public std::runtime_error
    {
        TooItemsException() : std::runtime_error(std::string(""))
        { }
        const char* what() const throw()
        { return "Too Items Exception"; }
    };
    
    struct BadIndexException : public std::runtime_error
    {
        BadIndexException() : std::runtime_error(std::string(""))
        { }
        const char* what() const throw()
        { return "Bad Index Exception"; }
    };
    






 *  Orchestra.h




    
    class AudioEvent;
    
    namespace _internal_ {
        
        struct Orchestra
        {
            virtual void StartAudioEvent( AudioEvent *event ) = 0;
            
            virtual ~Orchestra( void ) { }
        };
        
    } // namespace _internal_
    






 *  OrchestraManager.h
 *   pCM
 *
 *  Created by Ste on 02/05/08.
































    
    namespace _internal_ {
        
        using namespace boost;
        using namespace mpl;
        using namespace placeholders;
        template< typename OrchestraSet
                , typename NumberOfVoicesSet
                , typename MaxNumberOfTokensSet
        >
        struct OrchestraHostBuilder
        {
            template < typename idx >
            struct apply
            {
            public:
                typedef OrchestraHost< typename at< OrchestraSet, idx >::type
                                     , at< MaxNumberOfTokensSet, idx >::type::value
                                     , at< NumberOfVoicesSet >::type::value
                > type;
            };
        };
        
    } // namespace _internal_
                
    namespace _internal_ {
                    
        template< typename OrchestraSet         // L'insieme di orchestre.
                , typename NumberOfVoicesSet    // Polifonia per ciascuna orchestra.
                , typename MaxNumberOfTokensSet // Sequenza contenente il numero massimo di 'frame' in viaggio
                                                // nella pipeline durante il rendering, per ciascuna orchestra
                                                // OrchestrasSet.
                , template< class > class OrchestrasKeeper = DefaultOrchestrasKeeper
        >
        class OrchestraManager : public Loki::SmallObject< >
        {        
            typedef OrchestraSet OrchestraSeq;
        public:
            enum { number_of_orchestras = boost::mpl::size< OrchestraSeq >::value };
        private:
            typedef typename Enumeration< number_of_orchestras >::type OrcIDsRange;  
            
            typedef NumberOfVoicesSet NumberOfVoicesSeq;
            
            typedef MaxNumberOfTokensSet MaxNumberOfTokensSeq;
                     
            typedef typename boost::mpl::transform< OrcIDsRange
                                                  , OrchestraHostBuilder< OrchestraSeq
                                                                        , NumberOfVoicesSeq
                                                                        , MaxNumberOfTokensSeq
                                                                        >
                                                  >::type OrchHostsSeq;
            
            typedef boost::multi_array< Sample, 2 > AudioBuffersType;
            
            typedef OrchestrasKeeper< OrchHostsSeq > OrchsKeeperType;
            
            typedef typename OrchsKeeperType::OrchPtrType OrchPtrType;
            
            typedef typename boost::mpl::transform< OrcIDsRange
                                                  , OrchHostsSeq
                                                  , boost::mpl::pair< boost::mpl::placeholders::_1
                                                                    , boost::mpl::placeholders::_2 >
	       >::type IDs_OrcHosts_Set;
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        public:
            OrchestraManager( void )
            {
                printf("OrchestraManager::OrchestraManager() called.\n");
                
                BOOST_MPL_ASSERT_RELATION( boost::mpl::size< OrchestraSeq >::value
                                         , ==
                                         , boost::mpl::size< MaxNumberOfTokensSeq >::value );
                
                CreateType visitor( k_ );
                
                boost::mpl::for_each< OrchHostsSeq, OrchCreator< boost::mpl::placeholders::_1 > >( visitor );
            }
            
            template< unsigned int orcID >
            void Trig( AudioEvent *event, std::size_t size = 1 )
            {
                assert( size != 0 );
                
                // Trigga il primo evento.
                k_.OrchsKeeperType::template GetOrchestra< orcID >( ).StartAudioEvent( event );
                --size;
                
                // E se necessario, tutti gli altri.
                for ( unsigned long i = 0; i != size; ++i )
                    k_.OrchsKeeperType::template GetOrchestra< orcID >( ).StartAudioEvent( event + i + 1 );
            }
        
            template< unsigned int i >
            typename boost::mpl::at_c< OrchHostsSeq, i >::type::StateType &GetOrchestraState( void )
            {
                return k_.OrchsKeeperType::template GetOrchestra< i >( ).GetState( );
            }
        
            void Render( const Sample *inputBuffer, Sample *outputBuffer, unsigned long framesPerBuffer )
            {
                printf("Render() called.\n");
                
                static const tbb::task_scheduler_init init;
                
                // Alloca il task-radice, passandogli i buffer audio.
                RenderingTask &root = 
                    *new( tbb::task::allocate_root( ) ) 
	 	 	 RenderingTask( *this, inputBuffer, outputBuffer, framesPerBuffer );
                
                printf("Render(): root task allocated.\n");
                
                // Espandi la radice e attendi la terminazione dei task-figli.
                tbb::task::spawn_root_and_wait( root );
            }
            
            ///
            // Impl:
        private:
            
            class RenderingTaskContinuation : public tbb::task
            {
            public:
                RenderingTaskContinuation( AudioBuffersType &orcs_output_buffers
                                         , Sample *output_buffer
                                         , PartitionerType &parallel_for_partitioner
                                         , PartitionerType &parallel_reduce_partitioner )
                : samples_adder_( orcs_output_buffers
                                , output_buffer
                                , parallel_reduce_partitioner )
                , num_of_samples_( orcs_output_buffers.shape( )[ 1 ] )
                , parallel_for_partitioner_( parallel_for_partitioner )
                {
                }
                
                tbb::task *execute( void )
                {
                    // Esegui una MAP (for parallelo) tra i num_sample campioni calcolati dalle num_voices voci.
                    tbb::parallel_for( tbb::blocked_range< std::size_t >( 0, num_of_samples_ )
                                     , samples_adder_
                                     , parallel_for_partitioner_ );
                    
                    return 0;
                }
                
            private:
                class ApplySamplesSum
                {
                public:
                    ApplySamplesSum( AudioBuffersType &orcs_output_buffers
                                   , Sample *output_buffer
                                   , PartitionerType &parallel_reduce_partitioner )
                        : orc_out_buffs_( orcs_output_buffers )
                        , output_buffer_( output_buffer )
                        , parallel_reduce_partitioner_( parallel_reduce_partitioner )
                    {
                    }
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                    // (Required from tbb::parallel_for algorithm.)
                    void operator ()( const tbb::blocked_range< std::size_t > &r ) const
                    {
                        typedef typename boost::multi_array_types::index_range range;
                        typedef typename AudioBuffersType::array_view< 1 >::type ArrayViewType;
                        
                        SamplesAdder adder;
                        
                        const std::size_t end = r.end( );
                        for ( std::size_t i = r.begin( ); i != end; ++i )
                        {
                            // Preleva le singole colonne (cioe' tutti i 
                            // campioni i-esimi generati dalle num_voices voci.)
                            ArrayViewType orcs_sample_view( orc_out_buffs_[ boost::indices[ range( ) ][ i ] ] );
                            
                            adder.SetSamples( orcs_sample_view.origin( ) );
                            
                            // Sommali i campioni selezionati tra loro.
                            tbb::parallel_reduce( tbb::blocked_range< std::size_t >( 0, number_of_orchestras )
                                                , adder
                                                , parallel_reduce_partitioner_ );
                            
                            // Scrivi il risultato della reduce nell'
                            // i-esimo campione del buffer in uscita.
                            output_buffer_[ i ] = adder.GetResult( ) / number_of_orchestras;
                        }
                    }
                    
                    ///
                    // Data:
                private:
                    AudioBuffersType &orc_out_buffs_;
                    Sample *const output_buffer_;
                    PartitionerType &parallel_reduce_partitioner_;
                };
                ///
                // Data:
            private:
                ApplySamplesSum samples_adder_;
                const std::size_t num_of_samples_;
                PartitionerType &parallel_for_partitioner_;
            };
            
            struct CreateTaskType
            {
                CreateTaskType( RenderingTaskContinuation &continuator
                              , tbb::task_list &orcTaskList
                              , OrchsKeeperType &k
                              , const Sample *inputBuffer
                              , AudioBuffersType &outAudioBuffers
                              , unsigned long framesPerBuffer )
                    : continuator_( continuator )
                    , orcTaskList_( orcTaskList )
                    , k_( k )
                    , inputBuffer_( inputBuffer )
                    , outAudioBuffers_( outAudioBuffers )
                    , framesPerBuffer_( framesPerBuffer )
                {
                }
                
                template< class CreatorT >
                void operator ()( CreatorT )
                {
                    CreatorT::Create( continuator_, orcTaskList_, k_
	 	 	 	   , inputBuffer_, outAudioBuffers_, framesPerBuffer_ );
                }
                
            private:
                RenderingTaskContinuation &continuator_;
                tbb::task_list &orcTaskList_;
                OrchsKeeperType &k_;
                const Sample *inputBuffer_;
                AudioBuffersType &outAudioBuffers_;
                const unsigned int framesPerBuffer_;
            };
            
            template< class ID_OrcHost_Pair >
            struct OrcTaskCreator
            {
                static void Create( RenderingTaskContinuation &continuator
                                  , tbb::task_list &orcTaskList
                                  , OrchsKeeperType &k
                                  , const Sample *inputBuffer
                                  , AudioBuffersType &outAudioBuffers
                                  , unsigned long framesPerBuffer )
                {
                    typedef typename ID_OrcHost_Pair::second OrcHostType;
                    enum { i = ID_OrcHost_Pair::first::value };
                    
                    orcTaskList.push_back
                    ( 
                        *new( continuator.allocate_child( ) ) 
                            typename OrcHostType::RenderingTask( k.OrchsKeeperType::template GetOrchestra< i >( )
                                                               , inputBuffer
                                                               , outAudioBuffers[ i ].origin( )
                                                               , framesPerBuffer )
                    );                                                                    
                }
            };
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            class RenderingTask;
            friend class RenderingTask;
            
            class RenderingTask : public tbb::task
            {                
            public:
                RenderingTask( OrchestraManager &orcMng
                              , const Sample *inputBuffer
                              , Sample *outputBuffer
                              , unsigned long framesPerBuffer )
                    : orcMng_( orcMng )
                    , inputBuffer_( inputBuffer )
                    , outputBuffer_( outputBuffer )
                    , framesPerBuffer_( framesPerBuffer )
                    , outAudioBuffers_( orcMng_.output_audio_buffers_ )
                {
                    
                    printf("RenderingTask Ctor called.\n");
                    
                    // Aggiorna i buffer (se necessario.)
                    if ( outAudioBuffers_.shape( )[ 1 ] != num_channels * framesPerBuffer_ )
                        outAudioBuffers_.resize
	 	 	 	 ( boost::extents[ number_of_orchestras ][ num_channels * framesPerBuffer_ ] );
                }
                
                tbb::task *execute( void )
                {
                    // Alloca il task che sara' eseguito al termine del rendering di TUTTI gli orchestra.
                    RenderingTaskContinuation &continuator = 
                        *new( allocate_continuation( ) ) RenderingTaskContinuation
	 	 	 	 	 	 	 ( outAudioBuffers_
                                                           , outputBuffer_
                                                           , orcMng_.parallel_for_partitioner_
                                                           , orcMng_.parallel_reduce_partitioner_ );
                    
                    // Alloca tutti i task per il rendering di ciascuna orchestra:
                    
                    tbb::task_list orcTasks;
                    
                    CreateTaskType visitor( continuator, orcTasks, orcMng_.k_
	 	 	 	 	 , inputBuffer_, outAudioBuffers_, framesPerBuffer_ );
                    
                    boost::mpl::for_each
	 	 	 	 < IDs_OrcHosts_Set, OrcTaskCreator< boost::mpl::placeholders::_1 > >( visitor );
                                    
                    set_ref_count( number_of_orchestras );
                    
                    // Preleva il primo task (per il bypass).
                    tbb::task &first_orc_task = orcTasks.pop_front( );
                    
                    // Passa i task di rendering (relativi a ciascuna voce) al task scheduler di TBB.
                    continuator.spawn( orcTasks );
        
                    return &first_orc_task;
                }
                
            private:
                OrchestraManager &orcMng_;
                const Sample *const inputBuffer_;
                Sample *const outputBuffer_;
                const unsigned long framesPerBuffer_;
                AudioBuffersType &outAudioBuffers_;
            };
                        
            struct CreateType
            {
                CreateType( OrchsKeeperType &k )
                    : k_( k )
                {
                }
                
                template< class CreatorT >
                void operator ()( CreatorT )
                {
                    CreatorT::Create( k_ );
                }
                
            private:
                OrchsKeeperType &k_;
            };
            
            template< class OrchHostT >
            struct OrchCreator
            {
                static void Create( OrchsKeeperType &k )
                {
                    k.KeepOrchestra( new OrchHostT( ) );
                }
            };
            
            ///
            // Data:
        private:
            OrchsKeeperType k_;
            AudioBuffersType output_audio_buffers_;
            PartitionerType parallel_for_partitioner_;
            PartitionerType parallel_reduce_partitioner_;
        };
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    } // namespace _internal_






 *  DefaultOrchestrasKeeper.h











    
    namespace _internal_ {
        
        template< class OrchsSet >
        class DefaultOrchestrasKeeper : public DefaultKeeper< OrchsSet, Orchestra >
        {        
            typedef DefaultKeeper< OrchsSet, Orchestra > Base;
        public:
            typedef typename Base::ItemPtrType OrchPtrType;
            
        public:
            DefaultOrchestrasKeeper( void )
            {
            }
            
            ~DefaultOrchestrasKeeper( void )
            {
            }
            
            template< unsigned int i >
            typename boost::mpl::at_c< OrchsSet, i >::type &GetOrchestra( void ) const
            {
                return Base::template Get< i >();
            }
            
            OrchPtrType GetOrchestra( unsigned int i ) const
            {
                return Base::Get( i );
            }
            
            void KeepOrchestra( Orchestra *orc )
            {
                Base::Keep( orc );
            }
        };
        
    } // namespace _internal_
    






 *  Stage.h






    
    namespace _internal_ {
        
        struct Stage
        {    
            virtual void Append( tbb::pipeline *p ) = 0;
            
            virtual ~Stage( void ) { }    
        };
        
    } // namespace _internal_
    
    struct StageAlreadyInsertedException : public std::runtime_error
    {
        StageAlreadyInsertedException() : std::runtime_error(std::string(""))
        { }
        const char* what() const throw()
        { return "Stage Already Inserted Exception"; }
    };
        






 *  DefaultStagesKeeper.h











    struct NotAllElementsCreatedException;
        
    namespace _internal_ {
        
        template< class StagesSet >
        class DefaultStagesKeeper : public DefaultKeeper< StagesSet, Stage >
        {
            typedef DefaultKeeper< StagesSet, Stage > Base;
         
        public:   
            enum { pipeline_size = Base::size };
            
            typedef typename Base::ItemPtrType StagePtrType;
            
        public:
            DefaultStagesKeeper( void )
            {
            }
            
            ~DefaultStagesKeeper( void )
            {
            }
        
            template< unsigned int i >
            typename boost::mpl::at_c< StagesSet, i >::type &GetStage( void ) const
            {
                return Base::template Get< i >();
            }
        
            void KeepStage( Stage *stage )
            {
                Base::Keep( stage );
            }
              
            void AppendAll( tbb::pipeline *p )
            {
                assert( Base::IsFull() );
                
                if ( !Base::IsFull() )
                    throw NotAllElementsCreatedException();
                
                for ( int i = 0; i < pipeline_size; ++i )
                {
                    Base::Get( i )->Append( p );
                }
            }
        };
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    } // namespace _internal_
    struct NotAllElementsCreatedException : public std::runtime_error
    {
        NotAllElementsCreatedException() : std::runtime_error(std::string(""))
        { }
        const char* what() const throw()
        { return "Not All Elements Have Been Created Exception"; }
    };
       






 *  OrchestraHost.h













































    
    namespace _internal_ {
        
        struct GetPipelineSize
        {
            template< class InstrT >
            struct apply
            {
                typedef typename boost::mpl::size< typename InstrT::PipelineType >::type type;
            };
        };
        
    } // namespace _internal_
    
    namespace _internal_ {
        
        using namespace boost;
        using namespace mpl;
        using namespace placeholders;
               
        template< std::size_t pipeline_size
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                , std::size_t max_num_toks
                , std::size_t num_voices
                , template< class > class ElementsKeeper
                , class InstrPipelineSizes
        >
        struct InstrumentHostWrapper
        {
            template< class ID_InstrT_Pair >
            struct apply
            {
            private:
                // Calcola il numero di element che nella pipeline (fisica) precedono l'ID-esimo instrument.
                typedef typename accumulate
                <
                    InstrPipelineSizes,
                    pair< int_< 0 > /*indice I*/, int_< 0 > /*accumulatore*/ >,
                    if_< less< first< _1 >, int_< ID_InstrT_Pair::first::value > >
                       , pair< boost::mpl::next< first< _1 > > // Incrementa l'indice I.
                             , plus< second< _1 >, _2 > // Accumula l'I-esima size in InstrPipelineSizes
                             >
                       , _1 // Non accumulare piu'.
                       >
                >::type NumOfPrevElements;
                
                enum { num_prev_elems = NumOfPrevElements::second::value };
                
            public:
                typedef typename if_c< ID_InstrT_Pair::first::value == ( pipeline_size - 1 )
                                     , OutInstr
                                     , InstrumentHost< typename ID_InstrT_Pair::second
                                                     , ( max_num_toks - num_prev_elems )
                                                     , num_voices
                                                     , ElementsKeeper
                                                     >
                                     >::type type;
            };
        };
                
    }   // namespace _internal_
    
    namespace _internal_ {
        template< class OrchestraT, class InstrKeeperT > class StreamConverterWrapper;
            
        template< class OrchestraT
                , std::size_t max_number_of_live_tokens
                , std::size_t number_of_voices
                , template< class > class InstrsKeeper = DefaultStagesKeeper
                , template< class > class ElementsKeeper = DefaultStagesKeeper
        >
        class OrchestraHost : public Orchestra
        {
        public:        
            typedef OrchestraT OrchestraType;
            
            typedef typename OrchestraType::StateType StateType;
        private:
            typedef typename Loki::SmartPtrDef< OrchestraType >::type OrchestraPtrType;
            
            typedef typename OrchestraType::PipelineType InstrsSeq;
            
        public:
            enum { pipeline_size = boost::mpl::size< InstrsSeq >::value };
            
            enum { max_num_toks = max_number_of_live_tokens };
            
            enum { num_voices = number_of_voices };
        private:
            typedef typename Enumeration< num_voices >::type VoicesIDsRange;
            
            typedef typename Enumeration< pipeline_size >::type InstrsIDsRange;
            
            typedef typename boost::mpl::transform< InstrsIDsRange
                                                  , InstrsSeq
                                                  , boost::mpl::pair< boost::mpl::placeholders::_1
                                                                    , boost::mpl::placeholders::_2 >
            >::type IDs_Instrs_Set;
        
            typedef typename boost::mpl::transform< InstrsSeq, GetPipelineSize >::type InstrPipelineSizes;
            
            typedef typename boost::mpl::transform< IDs_Instrs_Set
                                                  , InstrumentHostWrapper< pipeline_size
                                                                         , max_num_toks
                                                                         , num_voices
                                                                         , ElementsKeeper
                                                                         , InstrPipelineSizes >
                                                  >::type InstrHostsSeq;
            
            typedef InstrsKeeper< InstrHostsSeq > StagesKeeperType;
            
            typedef typename StagesKeeperType::StagePtrType StagePtrType;
            
            typedef StreamConverterWrapper< OrchestraType, StagesKeeperType > StreamConverterWrapperType;
            
            typedef typename Loki::SmartPtrDef< StreamConverterWrapperType >::type StreamConverterWrapperPtrType;
            typedef AudioEventHost< OrchestraType > VoiceType;
            
            typedef typename Loki::SmartPtrDef< VoiceType >::type VoicePtrType;
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            typedef boost::multi_array< Sample, 2 > AudioBuffersType;
            
            ///
            // Methods:
        public:
        
            OrchestraHost( void )
                : state_( )
                , output_audio_buffers_( boost::extents[ num_voices ][ num_channels * frames_per_buffer ] )
            {
                BOOST_MPL_ASSERT_RELATION( num_voices, != , 0 );
                BOOST_MPL_ASSERT_RELATION( pipeline_size, != , 0 );
                
                /// ATTENZIONE!
                //  Si assume che l'ultimo instrument sia OutInstr (parte di pCM+).
                BOOST_MPL_ASSERT
	 	 (( boost::is_same< typename boost::mpl::at_c< InstrsSeq, pipeline_size - 1 >::type 
	 	 , OutInstr > ));
                
                std::for_each( orchestras_.begin( ), orchestras_.end( ), VoicesCreator( &state_ ) );
                // Invariante: orchestras_ contiene un'orchestra di tipo
	           // OrchestraType per voce che riferisce state_.
                
                // Costruisci tutti i ConverterWrappers necessari, uno per voce/orchestra.
                for ( unsigned int v_no = 0; v_no != num_voices; ++v_no )
                {
                    converter_wrappers_[ v_no ] =
                        new StreamConverterWrapperType( v_no, *orchestras_[ v_no ], k_, is_on_flags_[ v_no ] );
                }
                
                CreateType visitor( this, k_ );
                
                boost::mpl::for_each< IDs_Instrs_Set, InstrCreator< boost::mpl::placeholders::_1 > >( visitor );
                // Invariante: k_ e state_ contengono un riferimento
	           // per ciascun instrument della pipeline (nell'ordine.) 
                
                // Appendi tutte gli instrument a tutte le pipeline corrispondenti alle voci.
                for ( unsigned int i = 0; i != num_voices; ++i )
                {
                    k_.AppendAll( &( pipelines_[ i ] ) );
                }
                
                VoiceType *tmp_voice_pt;
                // Crea le 'voci' che riceveranno gli eventi generati dall'utente.
                for ( unsigned int i = 0; i != num_voices; ++i )
                {
                    tmp_voice_pt = new VoiceType( is_on_flags_[ i ]
                                                , *( orchestras_[ i ] )
                                                , typename VoiceType::OnReleaseType
	 	 	 	 	 	 	    ( this, &OrchestraHost::UpdateFreeVoicesStack ) );
                    
                    voices_.push_back( tmp_voice_pt );
                    
                    // Inserisci subito voices_[ i ] nello stack delle voice libere.
                    free_voices_stack_.push( tmp_voice_pt );
                }
            }
        
            ~OrchestraHost( void )
            {            
                // Shut-down di tutte le pipeline.
                for ( unsigned int i = 0; i != num_voices; ++i )
                {
                    pipelines_[ i ].clear( );
                }
            }
            
            StateType &GetState( void )
            {
                return state_;
            }
        
            void StartAudioEvent( AudioEvent *event )
            {
                VoicePtrType voice;
                
                // Verifica se c'e' una voce libera.
                if ( !free_voices_stack_.empty( ) )
                {
                    voice = free_voices_stack_.top( );
                    free_voices_stack_.pop( );
                }
                else
                {
                    // Riordina le voci
                    // (da quella suonata piu' di recente
                    // a quella suonata meno di recente.)
                    voices_.sort( );
                    
                    // Seleziona la voce piu' remota.
                    voice = voices_.back( );
                }
                // Suona l'evento!
                voice->Catch( event );
            }
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            void UpdateFreeVoicesStack( VoiceType *voices )
            {
                free_voices_stack_.push( voices );
            }
        
            class RenderingTask;
            friend class RenderingTask;
            
            class RenderingTask : public tbb::task
            {                
            public:
                RenderingTask( OrchestraHost &orc
                             , const Sample *inputBuffer
                             , Sample *outputBuffer
                             , unsigned long framesPerBuffer )
                    : orc_( orc )
                    , inputBuffer_( inputBuffer )
                    , outputBuffer_( outputBuffer )
                    , framesPerBuffer_( framesPerBuffer )
                    , outAudioBuffers_( orc_.output_audio_buffers_ )
                {
                    // Aggiorna i buffer (se necessario.)
                    if ( outAudioBuffers_.shape( )[ 1 ] != num_channels * framesPerBuffer_ )
                        outAudioBuffers_.resize
	 	 	 	 ( boost::extents[ num_voices ][ num_channels * framesPerBuffer_ ] );
                }
                
                tbb::task *execute( void )
                {
                    // Alloca il task che sara' eseguito al termine del rendering di TUTTE le voci.
                    RenderingTaskContinuation &continuator = 
                        *new( allocate_continuation( ) ) 
	 	 	 	 RenderingTaskContinuation( outAudioBuffers_
                                                           , outputBuffer_
                                                           , orc_.parallel_for_partitioner_
                                                           , orc_.parallel_reduce_partitioner_ );
                    
                    // Alloca tutti i task per il rendering di ciascuna voce:
                    
                    tbb::task_list voiceTasks;
     
                    CreateTaskType visitor( continuator, voiceTasks, orc_, inputBuffer_, framesPerBuffer_ );
                    
                    boost::mpl::for_each< VoicesIDsRange, VoiceTaskCreator< boost::mpl::placeholders::_1 > >
	 	 	 	 	 	 	 	 	 	 	 	 ( visitor );
                    
                    set_ref_count( num_voices );
                    
                    // Preleva il primo task (per il bypass).
                    tbb::task &first_voice_task = voiceTasks.pop_front( );
                    
                    // Passa i task di rendering (relativi a ciascuna voce) al task scheduler di TBB.
                    continuator.spawn( voiceTasks );
                    
                    // Bypass the first task.
                    return &first_voice_task;
                }
        
            private:
                OrchestraHost &orc_;
                const Sample *const inputBuffer_;
                Sample *const outputBuffer_;
                const unsigned long framesPerBuffer_;
                AudioBuffersType &outAudioBuffers_;
            };
            
            ///
            // Impl: 
        private:
            
            class RenderingTaskContinuation : public tbb::task
            {
            public:
                RenderingTaskContinuation( AudioBuffersType &voices_output_buffers
                                          , Sample *output_buffer
                                          , PartitionerType &parallel_for_partitioner
                                          , PartitionerType &parallel_reduce_partitioner )
                : samples_adder_( voices_output_buffers
                                 , output_buffer
                                 , parallel_reduce_partitioner )
                , num_of_samples_( voices_output_buffers.shape( )[ 1 ] )
                , parallel_for_partitioner_( parallel_for_partitioner )
                {
                }
                
                tbb::task *execute( void )
                {
                    // Esegui una MAP (for parallelo) tra i num_sample campioni calcolati dalle num_voices voci.
                    tbb::parallel_for( tbb::blocked_range< std::size_t >( 0, num_of_samples_ )
                                      , samples_adder_
                                      , parallel_for_partitioner_ );
                    
                    return 0;
                }
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            private:
                class ApplySamplesSum
                {
                public:
                    ApplySamplesSum( AudioBuffersType &voices_output_buffers
                                   , Sample *output_buffer
                                   , PartitionerType &parallel_reduce_partitioner )
                        : v_out_buffs_( voices_output_buffers )
                        , output_buffer_( output_buffer )
                        , parallel_reduce_partitioner_( parallel_reduce_partitioner )
                    {
                    }
                    
                    // (Required from tbb::parallel_for algorithm.)
                    void operator ()( const tbb::blocked_range< std::size_t > &r ) const
                    {
                        typedef typename boost::multi_array_types::index_range range;
                        typedef typename AudioBuffersType::array_view< 1 >::type ArrayViewType;
                        
                        SamplesAdder adder;
                        
                        const std::size_t end = r.end( );
                        for ( std::size_t i = r.begin( ); i != end; ++i )
                        {
                            // Preleva le singole colonne (cioe' tutti i 
                            // campioni i-esimi generati dalle num_voices voci.)
                            ArrayViewType voices_sample_view( v_out_buffs_[ boost::indices[ range( ) ][ i ] ] );
                            
                            adder.SetSamples( voices_sample_view.origin( ) );
                            
                            // Sommali i campioni selezionati tra loro.
                            tbb::parallel_reduce( tbb::blocked_range< std::size_t >( 0, num_voices )
                                                , adder
                                                , parallel_reduce_partitioner_ );
                            
                            // Scrivi il risultato della reduce nell'
                            // i-esimo campione del buffer in uscita.
                            output_buffer_[ i ] = adder.GetResult( ) / num_voices;
                        }
                    }
                    
                    ///
                    // Data:
                private:
                    AudioBuffersType &v_out_buffs_;
                    Sample *const output_buffer_;
                    PartitionerType &parallel_reduce_partitioner_;
                };
                
            private:
                ApplySamplesSum samples_adder_;
                const std::size_t num_of_samples_;
                PartitionerType &parallel_for_partitioner_;
            };
                        
            struct CreateTaskType
            {
                CreateTaskType( RenderingTaskContinuation &continuator
                              , tbb::task_list &voiceTaskList
                              , OrchestraHost &orc
                              , const Sample *inputBuffer
                              , unsigned long framesPerBuffer )
                    : continuator_( continuator )
                    , voiceTaskList_( voiceTaskList )
                    , instr_keeper_( orc.k_ )
                    , pipelines_( orc.pipelines_ )
                    , outAudioBuffers_( orc.output_audio_buffers_ )
                    , inputBuffer_( inputBuffer )
                    , framesPerBuffer_( framesPerBuffer )
                {
                }
                
                template< class CreatorT >
                void operator ()( CreatorT )
                {
                    CreatorT::Create( continuator_, voiceTaskList_, instr_keeper_, pipelines_
                                    , inputBuffer_, outAudioBuffers_, framesPerBuffer_ );
                }
                
            private:
                RenderingTaskContinuation &continuator_;
                tbb::task_list &voiceTaskList_;
                StagesKeeperType &instr_keeper_;
                boost::array< tbb::pipeline, num_voices > &pipelines_;
                AudioBuffersType &outAudioBuffers_;
                const Sample *inputBuffer_;
                const unsigned long framesPerBuffer_;
            };
            
            template< typename voice_id_int_ >
            struct VoiceTaskCreator
            {
                static void Create( RenderingTaskContinuation &continuator
                                  , tbb::task_list &voiceTaskList
                                  , StagesKeeperType &instr_keeper
                                  , boost::array< tbb::pipeline, num_voices > &pipelines
                                  , const Sample *inputBuffer
                                  , AudioBuffersType &outAudioBuffers
                                  , unsigned long framesPerBuffer )
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                {
                    enum { voice_id = voice_id_int_::value };
                    
                    voiceTaskList.push_back
                    ( 
                        *new( continuator.allocate_child( ) ) 
	 	 	 	 VoiceRenderingTask< voice_id >( pipelines[ voice_id ]
                                                                , instr_keeper
                                                                , inputBuffer
                                                                , outAudioBuffers[ voice_id ].origin( )
                                                                , framesPerBuffer )
                    );                                                                    
                }
            };            
            template< unsigned int voice_number >
            class VoiceRenderingTask : public tbb::task
            {           
                enum { voice_id = voice_number };
                
            public:
                VoiceRenderingTask( tbb::pipeline &p
                                  , StagesKeeperType &instrsKeeper
                                  , const Sample *inputBuffer
                                  , Sample *outputBuffer
                                  , unsigned long framesPerBuffer )
                    : p_( p )
                    , instrsKeeper_( instrsKeeper )
                    , inputBuffer_( inputBuffer )
                    , outputBuffer_( outputBuffer )
                    , framesPerBuffer_( framesPerBuffer )
                {
                }
                
                tbb::task *execute( void )
                {
                    // Prima di avviare le pipeline di rendering,
                    // informa il primo instrument sul numero di
                    // frame da renderizzare, ed assegna i buffer
                    // audio all'ultimo instrument (che si assume
                    // essere OutInstr, parte di pCM+).
                    instrsKeeper_.StagesKeeperType::template GetStage< 0 >( )
                                 .SetNumFramesToRender( framesPerBuffer_ );
                    
                    instrsKeeper_.StagesKeeperType::template GetStage< pipeline_size - 1 >( )
                                 .OutInstr::template SetAudioBuffers< voice_id >
	 	 	 	 	 	 	 ( outputBuffer_, framesPerBuffer_ );
                    //*************************************************************************************
                    // TO DO: Creare un Element per ricevere inputBuffer_ e farlo passare per la pipeline.
                    //*************************************************************************************
                    
                    p_.run( max_num_toks );
                    
                    return 0;
                }
                
            private:
                tbb::pipeline &p_;
                StagesKeeperType instrsKeeper_;
                const Sample *const inputBuffer_;
                Sample *const outputBuffer_;
                const unsigned long framesPerBuffer_;
            };
            
            class VoicesCreator
            {
            public:
                VoicesCreator( const StateType *state ) : state_( state )
                {
                }
                
                void operator ()( OrchestraPtrType &orcPtr )
                {
                    orcPtr = new OrchestraType( state_, max_num_toks );
                }
                
            private:
                const StateType *state_;
            };
            
            struct CreateType
            {
                CreateType( OrchestraHost *orc, StagesKeeperType &k )
                    : orcHost_( orc )
                    , keeper_( k )
                {
                }
                
                template< class CreatorT >
                void operator ()( CreatorT )
                {
                    CreatorT::Create( orcHost_, keeper_ );
                }
                
            private:
                OrchestraHost *orcHost_;
                StagesKeeperType &keeper_;
            };
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            template< class ID_InstrT_Pair >
            struct InstrCreator
            {
                static void Create( OrchestraHost *orc, StagesKeeperType &k )
                {
                    SubCreator< ID_InstrT_Pair::first::value, typename ID_InstrT_Pair::second >::Create( orc, k );
                }
                
                template< unsigned int ID, class InstrT >
                struct SubCreator
                {
                    static void Create( OrchestraHost *orc, StagesKeeperType &k )
                    {
                        BOOST_MPL_ASSERT_RELATION( ID, != , pipeline_size - 1 );
                        /// ATTENZIONE!
                        //  Si assume che nella pipeline dell'orchestra non esista
                        //  alcun instrument intermedio di tipo OutInstr, eccetto
                        //  l'ultimo.
                        BOOST_MPL_ASSERT_NOT(( boost::is_same< InstrT, OutInstr > ));
                        
                        typedef typename boost::mpl::at_c< InstrHostsSeq, ID >::type DestInstrHostType;
                        typedef 
	 	         Typename
	 	          boost::mpl::at_c< InstrHostsSeq, (ID != 0) ? (ID - 1) : 0 >::type SourceInstrHostType;
                                          
                        typedef boost::array< typename DestInstrHostType::StreamConverterType, num_voices > 
	 	 	 	 	 	 	 	 	 	 	 ConvertersArray;
                        ConvertersArray converters;
                        
                        // Costruisci un converter per voce, ciascuno corrispondente ad una diversa orchestra.
                        for ( unsigned int i = 0; i != num_voices; ++i )
                        {
                            converters[ i ] = 
                                typename DestInstrHostType::StreamConverterType
                                    ( orc->converter_wrappers_[ i ]
                                    , &StreamConverterWrapperType::template 
	 	 	 	 	 Convert< ID, SourceInstrHostType, DestInstrHostType > );
                        }
                    
                        DestInstrHostType *instr_ptr = new DestInstrHostType( converters, (ID == 0) );
                        
                        // Aggiungi l'instrument nell'instrument-keeper.
                        k.KeepStage( instr_ptr );
                        
                        // Aggiungi l'instrument allo stato state_.
                        orc->state_.StateType::template AddInstr< ID >( instr_ptr );
                    }
                };
                
                template< class InstrT >
                struct SubCreator< pipeline_size - 1, InstrT >
                {
                    static void Create( OrchestraHost *orc, StagesKeeperType &k )
                    {
                        /// ATTENZIONE!
                        //  Si assume che l'ultimo instrument sia OutInstr (parte di pCM+).
                        BOOST_MPL_ASSERT(( boost::is_same< InstrT, OutInstr > ));
                        
                        typedef OutInstr OutInstrType;
                        typedef 
	 	         typename 
	 	 	  boost::mpl::at_c< InstrHostsSeq,  pipeline_size - 2 >::type SourceInstrHostType;
                        
                        typedef boost::array< typename OutInstrType::StreamConverterType, num_voices > 
	 	 	 	 	 	 	 	 	 	 	 ConvertersArray;
                        ConvertersArray converters;
                        
                        // Costruisci un converter per voce, ciascuno corrispondente ad una diversa orchestra.
                        for ( unsigned int i = 0; i != num_voices; ++i )
                        {
                            converters[ i ] = 
                                typename OutInstrType::StreamConverterType
                                    ( orc->converter_wrappers_[ i ]
                                    , &StreamConverterWrapperType::template 
	 	 	 	 	 Convert< pipeline_size - 1, SourceInstrHostType, OutInstrType > );
                        }
                        
                        OutInstrType *instr_ptr = new OutInstrType( num_voices, converters.c_array( ) );
                        
                        // Aggiungi l'instrument nell'instrument-keeper.
                        k.KeepStage( instr_ptr );
                        
                        // Aggiungi l'instrument allo stato state_.
                        orc->state_.StateType::template AddInstr< pipeline_size - 1 >( instr_ptr );
                    }
                };
            };
            
            ///
            // Data:
        private:
            boost::array< AtomicBoolType, num_voices > is_on_flags_;
            
            StateType state_;
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            StagesKeeperType k_;
            boost::array< OrchestraPtrType, num_voices > orchestras_;
            boost::array< tbb::pipeline, num_voices > pipelines_;
            boost::array< StreamConverterWrapperPtrType, num_voices > converter_wrappers_;
            
            std::list< VoicePtrType > voices_;
            std::stack< VoiceType * > free_voices_stack_;
                                         
            AudioBuffersType output_audio_buffers_;
            PartitionerType parallel_for_partitioner_;
            PartitionerType parallel_reduce_partitioner_;
        };
        
        template< class OrchestraT
                , class InstrKeeperT
        >
        class StreamConverterWrapper : public Loki::SmallObject< >
        {
        public:
            StreamConverterWrapper( unsigned int voice_no
                                  , const OrchestraT &orc
                                  , const InstrKeeperT &k 
                                  , AtomicBoolType &is_on )
                : voice_no_( voice_no )
                , orc_( orc )
                , k_( k )
                , is_on_( is_on )
            {
            }
            
            template< unsigned int i // L'indice dell'i-esimo instrument (quello di arrivo della conversione.)
                    , class SourceInstrHostT    // Il tipo dell'instrument di partenza della conversione.
                    , class DestInstrHostT      // Il tipo dell'instrument di arrivo della conversione.
            >
            typename DestInstrHostT::StreamType *Convert( const void *s )  
	 	 	 // 'const void*' invece che 'void*' in modo da forzare
                         //    OrchestraT::ConvertStream ad accedere s in sola
                         //    lettura (come 'const void*').
            {
                return Converter< i, SourceInstrHostT, DestInstrHostT >::Convert
	 	 	 	 	 	 	 	 	 ( s, voice_no_, k_, orc_, is_on_ );
            }
            
        private:
            // Conversione per gli instrument intermedi ( 0 < i < (InstrKeeperT::pipeline_size - 1) ).
            template< unsigned int i, class SourceInstrHostT, class DestInstrHostT >
            struct Converter
            {
                static
                typename DestInstrHostT::StreamType *Convert( const void *s
                                                            , unsigned int voice_no
                                                            , const InstrKeeperT &k
                                                            , const OrchestraT &orc
                                                            , AtomicBoolType &is_on )
                {                
                    // Recupera l'instrument host dal keeper.
                    DestInstrHostT &instr = k.InstrKeeperT::template GetStage< i >( );
                    
                    // Ottieni un nuovo stream:
                    typename DestInstrHostT::StreamType *new_s = instr.NewStream( voice_no );
                    
                    const bool is_terminated = 
	 	 	 static_cast< const typename SourceInstrHostT::StreamType * >( s )->IsTerminated( );
                        
                    new_s->SetTerminationToken( is_terminated );
                    new_s->SetDoNotRenderToken( !is_on );
                    
                    // Chiama il converter 
                    orc.OrchestraT::template ConvertStream< i >( s, new_s );
                    
                    return new_s;
                }
            };
            
            // Conversione per il primo instrument ( i == 0 ).
            template< class SourceInstrHostT, class DestInstrHostT >
            struct Converter< 0, SourceInstrHostT, DestInstrHostT >
            {
                static
                typename DestInstrHostT::StreamType *Convert( const void *s
                                                             , unsigned int voice_no
                                                             , const InstrKeeperT &k
                                                             , const OrchestraT &orc
                                                             , AtomicBoolType &is_on )
                {
                    // Recupera l'instrument host dal keeper.
                    DestInstrHostT &instr = k.InstrKeeperT::template GetStage< 0 >( );
                    
                    // Ottieni un nuovo stream:
                    typename DestInstrHostT::StreamType *new_s = instr.NewStream( voice_no );
                    
                    new_s->SetDoNotRenderToken( !is_on );
                    
                    // Chiama il converter 
                    orc.OrchestraT::template ConvertStream< 0 >( s, new_s );
                    
                    return new_s;
                }
            };
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            // Conversione per l'ultimo instrument ( i == InstrKeeperT::pipeline_size - 1 ).
            template< class SourceInstrHostT, class DestInstrHostT >
            struct Converter< InstrKeeperT::pipeline_size - 1, SourceInstrHostT, DestInstrHostT >
            {
                static
                typename DestInstrHostT::StreamType *Convert( const void *s
                                                             , unsigned int voice_no
                                                             , const InstrKeeperT &k
                                                             , const OrchestraT &orc
                                                             , AtomicBoolType &is_on )
                {
                    // Recupera l'instrument host dal keeper.
                    DestInstrHostT &instr = 
	 	 	 	     k.InstrKeeperT::template GetStage< InstrKeeperT::pipeline_size - 1 >( );
                    
                    // Ottieni un nuovo stream:
                    typename DestInstrHostT::StreamType *new_s = instr.NewStream( voice_no );
                    
                    const bool is_terminated = 
	 	 	 static_cast< const typename SourceInstrHostT::StreamType * >( s )->IsTerminated( );
                        
                    // Se sei 'attivo' o 'terminante', controlla se possiamo passare in stato 'inattivo'.
                   if ( is_on == true && is_terminated )
                       // Passa in stato 'inattivo'.
                       is_on = false;
                   
                    new_s->SetDoNotRenderToken( !is_on );
                    // N.B.: Si pressuppone che l'ultimo instrument della pipeline sia OutInstr (parte di pCM+)
                    //       che non modifica in nessun caso lo stato del token (interno allo stream) di controllo
                    //       della terminazione della 'coda' di rendering dell'audio-event.
                    
                    // Chiama il converter 
                    orc.OrchestraT::template ConvertStream< InstrKeeperT::pipeline_size - 1 >( s, new_s );
                    
                    return new_s;
                }
            };
            
        private:
            const unsigned int voice_no_;
            const OrchestraT &orc_;
            const InstrKeeperT &k_;
            AtomicBoolType &is_on_;
        };
        
    } // namespace _internal_
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    namespace _internal_ {
        
        template< class StreamType
                , class StreamConverterType
        >
        struct ElementHostWrapper
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        {
            template< class ID_ElementT_Pair >
            struct apply
            {
                typedef typename boost::mpl::if_
                < 
                    boost::mpl::bool_< ID_ElementT_Pair::first::value == 0 >,
                    FirstElementHost< typename ID_ElementT_Pair::second, StreamType, StreamConverterType >,
                    ElementHost< ID_ElementT_Pair::first::value, typename ID_ElementT_Pair::second, StreamType >
                >::type type;
            };
        };
        
        template< class InstrumentT
                , std::size_t max_number_of_live_tokens
                , std::size_t number_of_voices = 1
                , template< class > class StagesKeeper = DefaultStagesKeeper
        >
        class InstrumentHost : public InstrumentT
                             , public Stage
        {
            ///
            // Typedefs:
        public:
            typedef InstrumentT InstrType;
            
            typedef StreamHost< typename InstrType::StreamType > StreamType;
            
            typedef typename Loki::Function< StreamType *( void * ) > StreamConverterType;
            
            enum { num_voices = number_of_voices };
        private:
            typedef typename InstrType::PipelineType ElementsSeq;
        public:
            enum { pipeline_size = boost::mpl::size< ElementsSeq >::value };
        private:
            typedef typename Enumeration< pipeline_size >::type ElementsIDsRange;
            
            typedef typename boost::mpl::transform< ElementsIDsRange
                                                  , ElementsSeq
                                                  , boost::mpl::pair< boost::mpl::placeholders::_1
                                                                    , boost::mpl::placeholders::_2 >
	        >::type IDs_Elements_Set;
            
            typedef typename boost::mpl::transform< IDs_Elements_Set
                                                  , ElementHostWrapper< StreamType, StreamConverterType >
                                                  >::type ElementHostsSeq;
            
            typedef StagesKeeper< ElementHostsSeq > StagesKeeperType;
            
            enum { max_num_toks = max_number_of_live_tokens };
            
            enum { pool_size = max_num_toks * num_voices };
            
            typedef boost::array< StagesKeeperType, num_voices > KeepersArrayType;
            
            ///
            // Methods:
        public:
            InstrumentHost( const boost::array< StreamConverterType, num_voices > &converters, bool is_head )
                : append_counter_( 0 )
            {
                BOOST_MPL_ASSERT_RELATION( pipeline_size, != , 0 );
                
                for ( unsigned int i = 0; i != max_num_toks; ++i )
                    stream_pool_[ i ].SetInstrumentPtr( this );
                
                CreateType visitor( keepers_, converters, is_head );
                
                boost::mpl::for_each< IDs_Elements_Set, ElementCreator< boost::mpl::placeholders::_1 > >
	 	 	 	 	 	 	 	 	 	 	 	 ( visitor );
                // Invariante: keepers_ contiene num_voices keeper,
	           // ciascuno contentente una pipeline di element replicata.
            }
            
            void Append( tbb::pipeline *p )
            {
                keepers_[ append_counter_ ].AppendAll( p );
                ++append_counter_;
            }
            
            StreamType *NewStream( unsigned int /* voice_number */ )
            {
                // Seleziona il successivo stream next_s nel pool.
                StreamType &next_s = stream_pool_[ pool_idx_ ];
                
                // Aggiorna l'indice al pool.
                ++pool_idx_;
                pool_idx_.compare_and_swap( 0, pool_size );
                
                // Resetta e ritorna next_s.
                next_s.Reset();
                return &next_s;
            }
            
            void SetNumFramesToRender( unsigned long numFramesToRender )
            {
                for ( unsigned int i = 0; i != num_voices; ++i )
                {
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                    // Informa il primo element della pipeline di ciascuna voce della quantita' numFramesToRender.
                    keepers_[ i ].StagesKeeperType::template GetStage< 0 >().SetStreamLength( numFramesToRender );
                }
            }
            
            ///
            // Impl:
        private:
            
            struct CreateType
            {
                CreateType( KeepersArrayType &keepers
                          , const boost::array< StreamConverterType, num_voices > &converters
                          , bool is_head )
                    : keepers_( keepers )
                    , converters_( converters )
                    , is_head_( is_head )
                {
                }
                
                template< class CreatorT >
                void operator ()( CreatorT ) const
                {
                    CreatorT::Create( keepers_, converters_, is_head_ );
                }
                
            private:
                KeepersArrayType &keepers_;
                const boost::array< StreamConverterType, num_voices > &converters_;
                const bool is_head_;
            };
            
            template< class ID_ElementT_Pair >
            class ElementCreator
            {
                template< unsigned int ID
                        , class ElementT >
                struct SelectiveCreator
                {
                    static
                    void CreateAt( KeepersArrayType &ks
	 	 	 	 , const boost::array< StreamConverterType, num_voices > &, bool )
                    {
                        for ( unsigned int i = 0; i != num_voices; ++i )
                        {
                            ks[ i ].KeepStage( new ElementHost< ID, ElementT, StreamType >( ) );
                        }
                    }
                }; 
                
                template< class ElementT >
                struct SelectiveCreator< 0, ElementT >
                {
                    static
                    void CreateAt( KeepersArrayType &ks
	 	 	 	 , const boost::array< StreamConverterType, num_voices > &converters
	 	 	 	 , bool is_head )
                    {
                        for ( unsigned int i = 0; i != num_voices; ++i )
                        {
                            ks[ i ].KeepStage( new FirstElementHost< ElementT, StreamType, StreamConverterType >
	 	 	 	 	 	 ( converters[ i ], is_head ) );
                        }
                    }
                }; 
                
            public:
                static void Create( KeepersArrayType &ks
	 	 	 	 , const boost::array< StreamConverterType, num_voices > &converters
	 	 	 	 , bool is_head )
                {
                    SelectiveCreator< ID_ElementT_Pair::first::value
                                    , typename ID_ElementT_Pair::second
                                    >::CreateAt( ks, converters, is_head );
                }
            };
            
            ///
            // Data:
        private:
            StreamType stream_pool_[ pool_size ];
            tbb::atomic< unsigned int > pool_idx_;
            KeepersArrayType keepers_;
            unsigned int append_counter_;
        };
        
    } // namespace _internal_
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    namespace _internal_ {
        
        template < unsigned int ID // Posizione dello stadio nella pipeline LOGICA.
                 , class ElementT
                 , class StreamT
        >
        class ElementHost : public Stage
                          , public tbb::filter
                          , public Loki::SmallObject<>
        {
        public:
            ///
            // Typedefs:
            typedef ElementT ElementType;
            typedef typename ElementType::OutputType OutputType;
            typedef typename ElementType::InputType InputType;
            
            typedef StreamT StreamType;
            
            enum { id = ID };
            enum { is_serial = ElementType::is_serial };
            
            ///
            // Methods:
            
            // Ctor:
            ElementHost( void ) : tbb::filter( is_serial )
                                , already_inserted_( false )
            {
                BOOST_MPL_ASSERT_RELATION( id, != , 0 );
            }
            
            void Append( tbb::pipeline *p )
            {
                // An instance of a filter can be added at most once to a pipeline.
                assert( !already_inserted_ );
                
                if ( already_inserted_ )
                    throw StageAlreadyInsertedException();
                
                p->add_filter( *this );
                already_inserted_ = true;
            }
            
            ///
            // tbb::filter Interface Impl:
            
            void *operator ()( void *item )
            {
                // Preleva lo stream.
                StreamType *stream = static_cast< StreamType * > ( item );
                // N.B.: Il compilatore non puo' ipotizzare niente riguardo
                // alla memoria puntata da un void*. Pertanto, dynamic_cast
                // non puo' effettuare conversioni a partire da void*. In
                // questi casi occorre utilizzare lo static_cast.
                
                // Ottieni i dati in input dallo stream.
                OutputType output;
                InputType input;
                stream->StreamType::template GetData< id >( &output, &input );
        
                if ( !stream->DoNotRender( ) )
                    // Processa.
                    el_( output, input );
                            
                stream->SetTerminationToken( el_.IsTerminated( ) );
                                            
                // Passa lo stream allo stadio successivo.
                return stream;
            }
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            ///
            // Data Members:
        private:
            ElementType el_;
            bool already_inserted_;
        };
        
        template < class ElementT
                 , class StreamT
                 , class StreamConverterT
                 >
        class FirstElementHost : public Stage
                               , public tbb::filter
                               , public Loki::SmallObject<>
        {
        public:
            ///
            // Typedefs:
            typedef ElementT ElementType;
            typedef typename ElementType::OutputType OutputType;
            typedef typename ElementType::InputType InputType;
            
            typedef StreamT StreamType;
            typedef StreamConverterT StreamConverterType;
            
            enum { id = 0 };
            enum { is_serial = ElementType::is_serial };
            
            ///
            // Methods:
            
            // Ctor:
            FirstElementHost( const StreamConverterType &converter, bool is_head )
                : tbb::filter( is_serial )
                , converter_( converter )
                , already_inserted_( false )
                , is_head_( is_head )
            {
            }
            
            void Append( tbb::pipeline *p )
            {
                // An instance of a filter can be added at most once to a pipeline.
                assert( !already_inserted_ );
                
                if ( already_inserted_ )
                    throw StageAlreadyInsertedException();
                
                p->add_filter( *this );
                already_inserted_ = true;
            }
            
            ///
            // tbb::filter Interface Impl:
            
            void *operator ()( void *item )
            {
                // Se sei il primo element della pipeline
                // e lo stream si e' esaurito, allora
                // arresta la pipeline ritornando NULL.
                if ( is_head_ && !( --streamLength_ ) )
                    return 0;
                        
                // Preleva lo stream.
                StreamType *stream = converter_( item );
                
                // Ottieni i dati in input dallo stream.
                OutputType output;
                InputType input;
                stream->StreamType::template GetData< id >( &output, &input );
                
                if ( !stream->DoNotRender( ) )
                    // Processa.
                    el_( output, input );
                
                stream->SetTerminationToken( el_.IsTerminated( ) );
                
                // Passa lo stream allo stadio successivo.
                return stream;
            }
            
            void SetStreamLength( unsigned long streamLength )
            {
                assert( is_head_ == true );
                
                streamLength_ = streamLength + 1;
            }
            
            ///
            // Data Members:
        private:
            ElementType el_;
            StreamConverterType converter_;
            const bool is_head_;
            unsigned long streamLength_;
            bool already_inserted_;
        };
        
    } // namespace _internal_
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    namespace _internal_ {
        
        template< class StreamT >
        class StreamHost : public StreamT
        {
        public:
            StreamHost( void )
                : do_not_render_token_( false )
                , is_terminated_token_( true )
            {
            }
            
            virtual ~StreamHost( void )
            {
            }
            
            void Reset( void )
            {
                do_not_render_token_ = false;
                is_terminated_token_ = true;
            }
        
            void SetDoNotRenderToken( bool t )
            {
                do_not_render_token_ = t;
            }
            
            bool DoNotRender( void ) const
            {
                return do_not_render_token_;
            }
            
            // Prec.: t == true --> 'termina pure';
            //        t == false  --> 'non terminare'.
            void SetTerminationToken( bool t )
            {
                is_terminated_token_ &= t;
            }
            
            // Ritorna true, se e' possibile passare in stato 'inattivo';
            // Ritorna false, altrimenti.
            bool IsTerminated( void ) const
            {
                return is_terminated_token_;
            }
            
        private:
            bool do_not_render_token_;
            /// SEMANTIC:
            //  do_not_render_token_ == true  --> The pipeline is in 'active' or 'terminating' state.
            //  do_not_render_token_ == false --> The pipeline is in 'inactive' state.
            
            bool is_terminated_token_;
            // is_terminated_token_ == true  --> Tutti gli element finora incontrati consentono alla
            //                                   terminazione, ovvero al passaggio allo stato 'inactive'
            //                                   (sia da 'active', sia da 'terminating'.)
            //
            // is_terminated_token_ == false --> Altrimenti.
        };
        
    } // namespace _internal_
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    namespace _internal_ {
        
        template< typename SingletonWavetableT >
        class Oscillator
        {
            typedef SingletonWavetableT SingletonWavetableType;
            
            enum { wavetable_size = SingletonWavetableType::ObjectType::size
                 , wavetable_sample_rate = SingletonWavetableType::ObjectType::sample_rate };
            
            typedef boost::numeric::converter< unsigned int , Sample
                                             , boost::numeric::conversion_traits< unsigned int, Sample >
                                             , boost::numeric::def_overflow_handler
                                             , boost::numeric::RoundEven< Sample >
            > Double2IntRoundedConverter;
        
        public:
            PCM_IS_SERIAL( true );
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( double /* Frequency (Hz) */, Sample /* Amplitude (range = [0, 1]) */ );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* Signal */ );
            
            Oscillator( void )
            {
                SingletonWavetableType::Instance();
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                double freq = PCM_BFB_GET_INPUT_FIELD( input, 0 );
                
                // Rouded approximation (to reduce phase jitter degradation.)
                unsigned int incr = Double2IntRoundedConverter::convert
	 	 	 	 	 	 	 ( ( wavetable_size / wavetable_sample_rate ) * freq );
                
                phase_index_ = ( phase_index_ + incr ) % wavetable_size;
                // Normalize amplitude.
                Sample tmp;
                Sample amplitude = ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 1 ) ) ) > 1 ) ? 1 : tmp;
                
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = amplitude 
	 	 	 	 	 	       * SingletonWavetableType::Instance( )[ phase_index_ ];
            }
            
        private:
            unsigned long phase_index_;
        };
 
    } // namespce _internal_
    
    template< typename SingletonWavetableT >
    struct Oscillator : public pcm::BoostFusionBasedElement< _internal_::Oscillator< SingletonWavetableT > >
    { };
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    namespace _internal_ {
        
        template< typename SingletonWavetableT >
        class LinearInterpolatingOscillator
        {
            typedef SingletonWavetableT SingletonWavetableType;
            
            enum { wavetable_size = SingletonWavetableType::ObjectType::size
                 , wavetable_sample_rate = SingletonWavetableType::ObjectType::sample_rate };
            
        public:
            PCM_IS_SERIAL( true );
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( double /* Frequency (Hz) */, Sample /* Amplitude (range = [0, 1]) */ );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* Signal */ );
            
            LinearInterpolatingOscillator( void )
            {
                SingletonWavetableType::Instance();
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                double freq = PCM_BFB_GET_INPUT_FIELD( input, 0 );
                
                double incr = ( wavetable_size / wavetable_sample_rate ) * freq;
                
                phase_index_ = ( phase_index_ + incr );
                phase_index_ = phase_index_ - ( long( phase_index_ / wavetable_size ) * wavetable_size );
                // Normalize amplitude.
                Sample tmp;
                Sample amplitude = ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 1 ) ) ) > 1 ) ? 1 : tmp;
                
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = amplitude 
	 	 	 	 	 	 	 * SingletonWavetableType::Instance( )[ phase_index_ ];
            }
            
        private:
            double phase_index_;
        };
        
    } // namespce _internal_
    
    template< typename SingletonWavetableT >
    struct LinearInterpolatingOscillator
    : public pcm::BoostFusionBasedElement< _internal_::LinearInterpolatingOscillator< SingletonWavetableT > >








 *  SinOsc.h







    typedef Oscillator< SinTable > SinOsc;
    typedef Oscillator< HDSinTable > HDSinOsc;
        
    typedef LinearInterpolatingOscillator< SinTable > InterpolatingSinOsc;
    typedef LinearInterpolatingOscillator< HDSinTable > HDInterpolatingSinOsc;






 *  CosOsc.h







    
    typedef Oscillator< CosTable > CosOsc;
    typedef Oscillator< HDCosTable > HDCosOsc;
    
    typedef LinearInterpolatingOscillator< CosTable > InterpolatingCosOsc;
    typedef LinearInterpolatingOscillator< HDCosTable > HDInterpolatingCosOsc;






 *  TriangOsc.h







       
    typedef Oscillator< TriangTable > TriangOsc;
    typedef Oscillator< HDTriangTable > HDTriangOsc;
    
    typedef LinearInterpolatingOscillator< TriangTable > InterpolatingTriangOsc;
    typedef LinearInterpolatingOscillator< HDTriangTable > HDInterpolatingTriangOsc;







 *  SawtoothOsc.h







     
    typedef Oscillator< SawtoothTable > SawtoothOsc;
    typedef Oscillator< HDSawtoothTable > HDSawtoothTable;
    
    typedef LinearInterpolatingOscillator< SawtoothTable > InterpolatingSawtoothOsc;
    typedef LinearInterpolatingOscillator< HDSawtoothTable > HDInterpolatingSawtoothOsc;
 






 *  InvertedSawtoothOsc.h







       
    typedef Oscillator< InvertedSawtoothTable > InvertedSawtoothOsc;
    typedef Oscillator< HDInvertedSawtoothTable > HDInvertedSawtoothTable;
    
    typedef LinearInterpolatingOscillator< InvertedSawtoothTable > InterpolatingInvertedSawtoothOsc;
    typedef LinearInterpolatingOscillator< HDInvertedSawtoothTable > HDInterpolatingInvertedSawtoothOsc;
  






 *  SquareOsc.h







    typedef Oscillator< SquareTable > SquareOsc;







 *  LinearADSREnv.h
 *   pCM
 *
 *  Created by Ste on 10/05/08.








    namespace _internal_ {
        
        class LinearADSREnv
        {
            enum { inactive_state  = 0
                 , attack_state    = 1
                 , decay_state     = 2
                 , sustain_state   = 3
                 , releasing_state = 4 };
            
        public:
            PCM_IS_SERIAL( true );
            
            PCM_DEFINE_BFB_INPUT_TYPE_7( double // 0. attack time
                                       , Sample // 1. attack amplitude
                                       , double // 2. decay (time)
                                       , Sample // 3. sustain amplitude
                                       , double // 4. release time
                                       , Sample // 5. release amplitude
                                       , bool   // 6. "start/stop" signal
                                       );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* Envelope signal */ );
            
            LinearADSREnv( void )
                : state_( inactive_state )
                , time_( )
                , fixed_sample_( )
                , prev_sample_( )
            {
            }
            
            bool IsTerminated( void )
            {
                return state_ == inactive_state;
            }
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                double attack_t = PCM_BFB_GET_INPUT_FIELD( input, 0 );
                double decay_t = PCM_BFB_GET_INPUT_FIELD( input, 2 );
                double release_t = PCM_BFB_GET_INPUT_FIELD( input, 4 );
                
                Sample tmp;
                Sample attack_a = ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 1 ) ) ) > 1 ) ? 1 : tmp;
                Sample sustain_a = ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 3 ) ) ) > 1 ) ? 1 : tmp;
                Sample release_a = ( ( tmp = std::abs( PCM_BFB_GET_INPUT_FIELD( input, 5 ) ) ) > 1 ) ? 1 : tmp;
                
                bool is_active = PCM_BFB_GET_INPUT_FIELD( input, 6 );
                
                if ( !is_active )
                {
                    if ( state_ == inactive_state )
                    {
                        // Resta in stato 'inattivo'.
                        PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = 0;
                        return;
                    }
                    if ( state_ == attack_state || state_ == decay_state || state_ == sustain_state )
                    {
                        // Passa in stato 'realeasing'.
                        state_ = releasing_state;
                        fixed_sample_ = prev_sample_;
                        time_ = tbb::tick_count::now();
                    }
                    if ( state_ == releasing_state )
                    {
                        const double interval = ( tbb::tick_count::now() - time_ ).seconds();
                        
                        if ( interval > release_t )
                        {
                            // Passa in stato 'inattivo'.
                            state_ = inactive_state;
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                            fixed_sample_ = prev_sample_ = 0;
                            PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = 0;
                            return;
                        }
                        
                        // Resta in stato 'releasing' e calcola il campione in uscita.
                        PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = prev_sample_
                            = fixed_sample_ + ( ( release_a - fixed_sample_ ) / release_t ) * interval;
                        return;
                    }
                }
                else // is_active == true
                {
                    if ( state_ == inactive_state )
                    {
                        // Passa in stato 'attack'.
                        state_ = attack_state;
                        fixed_sample_ = prev_sample_;
                        time_ = tbb::tick_count::now();
                    }
            attack:
                    if ( state_ == attack_state )
                    {
                        const double interval = ( tbb::tick_count::now() - time_ ).seconds();
                        
                        if ( interval > attack_t )
                        {
                            // Passa in stato 'decay'.
                            state_ = decay_state;
                            fixed_sample_ = prev_sample_;
                            time_ = tbb::tick_count::now();
                        }
                        else
                        {
                            // Resta in stato 'attack' e calcola il campione in uscita.
                            PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = prev_sample_
                                = fixed_sample_ + ( ( attack_a - fixed_sample_ ) / attack_t ) * interval;
                            return;
                        }
                    }
                    if ( state_ == decay_state )
                    {
                        const double interval = ( tbb::tick_count::now() - time_ ).seconds();
                        
                        if ( interval > decay_t )
                        {
                            // Passa in stato 'sustain'.
                            state_ = sustain_state;
                            prev_sample_ = sustain_a;
                            //time_ = tbb::tick_count::now();
                        }
                        else
                        {
                            // Resta in stato 'attack' e calcola il campione in uscita.
                            PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = prev_sample_
                                = fixed_sample_ + ( ( sustain_a - fixed_sample_ ) / decay_t ) * interval;
                            return;
                        }
                    }
                    if ( state_ == sustain_state )
                    {
                        PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = sustain_a;
                        return;
                    }
                    if ( state_ == releasing_state )
                    {
                        // Passa in stato 'attack'.
                        state_ = attack_state;
                        fixed_sample_ = prev_sample_;
                        time_ = tbb::tick_count::now();
                        goto attack;
                    }
                }
            }
            
        private:
            int state_;
            tbb::tick_count time_;
            Sample fixed_sample_;
            Sample prev_sample_;
        };
        
    } //espce _internal_
    
    PCM_DEFINE_BFB_ELEMENT_TYPE( LinearADSREnv, _internal_::LinearADSREnv );








 *  TableAccessor.h






    namespace _internal_ {
        
        template< typename SingletonWavetableT >
        class TableAccessor
            // Accesses table values by direct indexing with linear interpolation.
            // (As tablei Csound opcode.)
            {
                typedef SingletonWavetableT SingletonWavetableType;
                
                enum { wavetable_size = SingletonWavetableType::ObjectType::size
                     , wavetable_sample_rate = SingletonWavetableType::ObjectType::sample_rate };
                
            public:
                PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
                
                PCM_DEFINE_BFB_INPUT_TYPE_3( double // Index.
                                           , bool // xmod (as tamplei xmod param): false = raw index;
	 	 	 	 	         // true = normalized (0 to 1).
                                           , bool // wrap (as tamplei xmod param):
                                                  // false = nowrap 
	 	 	 	 	         // (index < 0 treated as index=0;
	 	 	 	 	         // index tablesize sticks at index=size);
                                                  // true  = wraparound.
                                           );
                
                PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* Output Signal */ );
                
                TableAccessor( void )
                {
                    SingletonWavetableType::Instance();
                }
                
                bool IsTerminated( void )
                {
                    return true;
                }
                
                void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
                {
                    double index = PCM_BFB_GET_INPUT_FIELD( input, 0 );
                    bool xmod = PCM_BFB_GET_INPUT_FIELD( input, 1 );
                    bool wrap = PCM_BFB_GET_INPUT_FIELD( input, 2 );
                    
                    if ( !xmod ) // Raw index.
                    {
                        if ( !wrap ) // Nowrap.
                        {
                            index = ( ( index < 0 )
                                      ? 0
                                      : ( ( index > wavetable_size ) 
                                        ? wavetable_size
                                        : index
                                      )
                                    );
                        }
                        else // Wraparound.
                            index = index - ( long( index / wavetable_size ) * wavetable_size );
                    }
                    else // Normalized index (0 to 1).
                    {
                        double tmp;
                        
                        // Prendi la parte frazionaria.
                        index = std::modf( index, &tmp );
                        
                        // Calcola la proporzione per determinare l'indice in tabella.
                        index = wavetable_size / index;
                    }
                    
                    // Accedi in tabella alla posizione index, e scrivine il valore in output.
                    PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = SingletonWavetableType::Instance()[ index ];
                }
            };        
    } // namespce _internal_
    
    template< typename SingletonWavetableT >
    struct TableAccessor : public pcm::BoostFusionBasedElement< _internal_::TableAccessor< SingletonWavetableT > >
    { };







 *  Add.h
 *  pCM+
 *
 *  Created by Ste on 17/05/08.






    
    namespace _internal_ {
        
        struct Add2
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Add2( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        + PCM_BFB_GET_INPUT_FIELD( input, 1 ) );
            }
        };
        
        struct Add3
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_3( Sample, Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Add3( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        + PCM_BFB_GET_INPUT_FIELD( input, 1 )
                                                        + PCM_BFB_GET_INPUT_FIELD( input, 2 ) );
            }
        };
        
        struct Add4
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_4( Sample, Sample, Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Add4( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        + PCM_BFB_GET_INPUT_FIELD( input, 1 )
                                                        + PCM_BFB_GET_INPUT_FIELD( input, 2 )
                                                        + PCM_BFB_GET_INPUT_FIELD( input, 3 ) );
            }
        };
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    } //espce _internal_
    
    PCM_DEFINE_BFB_ELEMENT_TYPE( Add2, _internal_::Add2 );
    PCM_DEFINE_BFB_ELEMENT_TYPE( Add3, _internal_::Add3 );
    PCM_DEFINE_BFB_ELEMENT_TYPE( Add4, _internal_::Add4 );







 *  Mul.h






    
    namespace _internal_ {
        
        struct Mul2
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Mul2( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        * PCM_BFB_GET_INPUT_FIELD( input, 1 ) );
            }
        };
        
        struct Mul3
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_3( Sample, Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Mul3( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        * PCM_BFB_GET_INPUT_FIELD( input, 1 )
                                                        * PCM_BFB_GET_INPUT_FIELD( input, 2 ) );
            }
        };
        
        struct Mul4
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_4( Sample, Sample, Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Mul4( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
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            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        * PCM_BFB_GET_INPUT_FIELD( input, 1 )
                                                        * PCM_BFB_GET_INPUT_FIELD( input, 2 )
                                                        * PCM_BFB_GET_INPUT_FIELD( input, 3 ) );
            }
        };
        
    } //espce _internal_
    
    PCM_DEFINE_BFB_ELEMENT_TYPE( Mul2, _internal_::Mul2 );
    PCM_DEFINE_BFB_ELEMENT_TYPE( Mul3, _internal_::Mul3 );
    PCM_DEFINE_BFB_ELEMENT_TYPE( Mul4, _internal_::Mul4 );







 *  Sub.h






    
    namespace _internal_ {
        
        struct Sub
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Sub( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        - PCM_BFB_GET_INPUT_FIELD( input, 1 ) );
            }
        };
        
    } // namespace _internal_
    
    PCM_DEFINE_BFB_ELEMENT_TYPE( Sub, _internal_::Sub );
    
} // namespace pcm






 *  Div.h







    
    namespace _internal_ {
        
        struct Div
        {
            PCM_IS_SERIAL( false ); // Ammette replicazione (FARM).
            
            PCM_DEFINE_BFB_INPUT_TYPE_2( Sample, Sample );
            
            PCM_DEFINE_BFB_OUTPUT_TYPE_1( Sample /* output signal */ );
            
            Div( void )
            {
            }
            
            bool IsTerminated( void )
            {
                return true;
            }
            
            void operator ()( PCM_OUTPUT_TYPE &output, const PCM_INPUT_TYPE &input )
            {
                Sample div = PCM_BFB_GET_INPUT_FIELD( input, 1 );
                
                // Se il denominatore e' nullo, non fare nulla.
                if ( !div ) return;
                
                PCM_BFB_GET_OUTPUT_FIELD( output, 0 ) = ( PCM_BFB_GET_INPUT_FIELD( input, 0 )
                                                        / div );
            }
        };
        
    } // namespace _internal_
    
    PCM_DEFINE_BFB_ELEMENT_TYPE( Div, _internal_::Div );
    






 *  Wavetable.h












    
    struct BadTableIndexException;
    namespace _internal_ {
        
        template< class InitializerT
                , std::size_t w_size
                , unsigned long w_sample_rate
        >
        class Wavetable
        {
            ///
            // Typedefs:
        private:
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            typedef InitializerT InitType;
        public:
            enum { size = w_size
                 , sample_rate = w_sample_rate };
            
            ///
            // Methods:
            Wavetable( void )
            {
                InitType::Init( t_, size );
            }
            
            ~Wavetable( void )
            {
            }
            
            // L'operatore [] e' definito volutamente in sola-lettura.
            const Sample &operator []( unsigned long idx ) const
            {
                assert( idx < size );
                
                if ( idx >= size )
                    throw BadTableIndexException();
                
                return t_[ idx ];
            }
            
            // Implementa l'inidicizzazione non-intera operando un'interpolazione lineare.
            Sample operator []( double idx ) const
            {
                assert( idx < size );
                
                if ( idx >= size )
                    throw BadTableIndexException();
                    
                // Determina i due indici interi piu' vicini a idx;
                unsigned int ceil = std::ceil( idx );
                unsigned int floor = std::floor( idx );
                
                // Interpola.
                double t_ceil = t_[ ceil ];
                return t_ceil + ( ( t_[ floor ] - t_ceil ) / ( floor - ceil ) ) * ( idx - ceil );
            }
            
        private:
            Sample t_[ size ];
        };
        
    } // namespace _internal_
    
    template< class InitializerT
            , std::size_t w_size = 44100
            , unsigned int w_sample_rate = w_size // Di default si presuppone che la wavetable
                                                  //    campioni un periodo pari ad 1 sec.
    >
    struct Wavetable : public Loki::SingletonHolder< _internal_::Wavetable< InitializerT, w_size, w_sample_rate >
                                                   , Loki::CreateUsingNew
                                                   , Loki::DeletableSingleton
                                                   , _internal_::ClassLevelLockable
                                                   , _internal_::Mutex< tbb::spin_mutex > >
    { };
    
    struct BadTableIndexException : public std::runtime_error
    {
        BadTableIndexException() : std::runtime_error( std::string("") )
        { }
        const char* what() const throw()
        { return "Bad Table Index Exception"; }
    };
    
} // namespace pcm
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