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Introduction
The implementation of demand response (DR) programs that can control the consumption of electricity in residential sector and give insight about customers is a primary key for smart grids. The emerging developments of distributed energy resources (including renewable energy resources), will require shifting the flexibility of the power system to the demand side. Therefore, utility companies will have a big interest in developing DR programs that can envolve the users into this flexibility by allowing them to shift their consumption in response to incentives or price signals. Such programs should be based either on an indepth understanding of the user's behavior and their ability to collaborate and participate in the proposed DR program, using a data-driven methodology or based on smart home technologies that can interact directly with market information and home appliances through control and monitoring of HEMS. In both cases, the residential DR programs should be based on several types of information about the users such as their consumption history, their socio-economic situation and their sensitivity for prices and incentives. This information is extremely valuable for residential price-driven DR programs (PDDR). The user's reaction to electricity prices can enable the retailer/aggregator to extract valuable insights about their customers' behavior by recognizing their consumption patterns. In the case of data-driven methodologies, electricity retailers can use this information for profit maximization through optimal pricing. The retailer's business relies on purchasing electricity by placing orders in the DA electricity markets, then selling it to their customers. This operation is ought to generate maximum profit to the retailer while maintaining his competitivity in the deregulated electricity market [1] . Therefore, having the information about electricity demand and its correlation with prices is required to maintain optimal retail operations. Additionally, the price sensitivity information can help increasing the demand's flexibility through DR programs, which can reduce carbon emission either due to a broad integration of renewables or a less usage of extra traditional power generators. Whereas from smart home technologies' point of view, the aggregators can use the functionalities provided by the smart home technologies to define products with high economic value by optimally managing HEMS resources. It can also enable the implementation of complex DR programs such as P2P trading. A review on price-driven residential DR was presented in [2] . The review has discussed 3 types of PDDR as well as P2P electricity trading. It also shows that research in residential PDDR have taken various paths regarding the parameters influencing the responsiveness of residential users to PDDR such as social contexts, psychology, individual behavior, education, and income level. Smart home technologies such as HEMS and P2P trading systems can offer a wide range of flexibility and market opportunities both for consumers and aggregators through their functionalities. However, there are several discussions about how much focus should be given to the integration of these technologies compared to the focus given to users in a smart grid. For instance, in [3] , several smart grid projects were analyzed, and the conclusions show that more attention should be given to the domestication of these technologies and their adaptation with the users' experience considering their social dimensions. Although these user-centric projects are becoming more popular, the focus is still on technological issues. The authors advise that individual users' daily routines and their social context should be taken more seriously in smart grid projects. The same opinion is shared by authors in [2, 4] . Moreover, the financial requirements to implement smart homes technologies in a large scale are too expensive and require large investments. These findings can serve as a benchmark in the discussion of smart homes technologies versus data-driven approaches. Data-driven approaches are focusing more on the analysis of data related to consumption, and daily routines of consumers. They have a big potential in exploring the available data to understand the users' behavior taking into consideration his specific daily routines and societal aspects. However, they can have a big disadvantage compared to smart home technologies as they rely on the users' feedback to learn about their flexibility. This feedback can only be collected after implementing a certain DR program. In this regard, smart home technologies are more powerful as they allow the users to automatically exploit their full range of flexibility in their households. On the other hand, smart meters infrastructure is already deployed in a large scale around the world and still expanding. In 2015, U.S. electric utilities had about 64.7 million advanced (smart) metering infrastructure (AMI) installations [5] . By 2020, it is expected that almost 72% of European consumers will have a smart meter for electricity [6] . Therefore, it is important to develop data-driven methods and techniques for DR programs that can take advantage of this source of information by using the high-resolution data provided by the two-way communication channels in smart grid.
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In this paper, we propose a data-driven approach to study the responsiveness of residential electricity users to PDDRs from the standpoint of individual behavior. We present two models for learning the daily consumption patterns of an individual electricity user participating in a residential PDDR program. The proposed models will learn the daily load curves from two types of loads namely shiftable/flexible and curtailable loads (namely air conditioners and TCLs). The two models are independent. They can be used separately or combined to forecast the overall daily consumption of an individual household depending on its devices. The first model is based on an evolutionary neural network that takes the 24-h prices and predicts the corresponding shiftable loads. This model can be used alone for households without TCLs or air-conditioning systems. The second model is based on LongShort-term memory (LSTM) network with a structure tuned by genetic algorithms. This model uses the time series of electricity consumption and corresponding temperatures and electricity prices to predict the power consumption in the next hour given the electricity price. It can be combined with the first model in the case of households with any type of domestic thermostatically controlled loads (TCLs) such as water heaters, heat pumps or air-conditioners.
The rest of this paper is organized as follows. In Section 2 an overview of the related literature is provided, and the contributions of this work are explained. The problem statement is presented in Section 3. Section 4 presents a theoretical framework for learning models and LSTM networks. Data generation method for price sensitive customers are presented in Section 5. Numerical results are presented and discussed in Section 6. Section 7 is a conclusion.
Related work and contribution
The literature contains several works discussing the dependencies between electricity price and demand in a price-responsive environment. Some works have approached this problem as a short-term forecasting problem of the daily load curves of a pool of price-responsive consumers. In one approach, the forecasting problem is divided in two stages; a first stage forecaster makes a normal load forecast with no account of electricity prices followed by a second stage forecaster to take into consideration the price influence. This approach was early described in [7] where an artificial neural network short term load forecaster was used for the first stage, followed by a fuzzy logic system in the second stage enhanced by a genetic algorithm to optimize the number of rules and parameters. This model was applied on simulation data generated by another fuzzy logic system. A similar approach was used in [8] but with a radial basis function RBF network in the first stage forecaster and an adaptive neural fuzzy inference system (ANFIS) in the second stage. Another approach to forecast the price responsive loads is presented as a stochastic regression, where the daily load curve is represented by a set of periodic smoothing-spline basis functions. This approach was described in [9] and applied to data from the OlyPen project [10] ; the model parameters were estimated from observational time series using maximum-likelihood methods. Another approach consists of modeling the response to the electricity price as an inverse optimization problem with a set of marginal utility curves and consumption limits as in [11] where authors have introduced a solution for this nonconvex mathematical program. The model considers time and weather variables. The same authors have presented earlier in [12] a data-driven bidding model to determine the optimal market bid based on inverse optimization and bi-level programming. This model was applied to the same data from the OlyPen project. Other works have approached this subject differently. For example, authors in [13] , have proposed a hybrid forecasting for electricity price and demand. This approach focuses on the bidirectional price-demand relationships when forecasting electricity market price and demand. The proposed model is composed of three main blocks. The first block uses a multi-input multi-output forecasting engine to generate initial demand and price forecasts. Then using historical market data, interdependencies between price and demand are captured in the second block and presented in the form of IF-THEN rules. In the third block, these rules are applied to the initially generated forecasts and modified accordingly. Another approach is to formulate the problem as a linear regression problem and to consider the aggregated changes in consumption over the distribution network as a weighted sum of all individual changes in consumption. This approach was described in [14] where the authors proposed a hierarchical dynamic linear model and proposed an algorithm for learning the future price elasticity of consumers based on their responses to previous pricing updates. In [15] , authors studied the customer price elasticity of demand using an agent-based model. The model was used to demonstrate and quantify the economic impact of price elasticity of demand in electricity markets. Another agent-based model was proposed in [16] to study the behavior of a DA retail electricity market with PDDR. The model focused on air conditioning loads represented by agents reacting to electricity prices given by the retailer agent. The proposed multi-agent framework is based on machine learning dealing with the uncertainty of private data and incomplete information of the aggregate behavior of price sensitive loads. Most of these works have used a data-driven methodology to identify the flexibility of electric loads in response to varying prices. Other works have approached the problem from smart home technology's point of view. One approach is to consider the smart homes as energy prosumers and build optimization frameworks to support the aggregators in the definition of supply and demand bids. The smart home appliances would provide a certain flexibility considering the electricity prices and respond to fast market variations. This approach was introduced in [17] . Authors have proposed two optimization models both for DA energy market and real time management phase. The first optimization model relies on a two-stage stochastic optimization to determine the supply and demand in the DA energy market, while the second model relies on a deterministic optimization incorporated in a MPC to minimize the net cost of buying and selling energy in RT. Another approach to integrate several aspects of HEMS such as load storage, battery degradation costs and uncertainties regarding PV generation, load and electricity prices in the market and analyze them from standpoint of an aggregator trying to optimize these HEMS resources. This approach was discussed in [18] where authors have proposed a framework to optimally manage HEMS resources using an Adjustable robust optimization while considering all the aspects mentioned above. The proposed robust optimization considers different sources of uncertainty such as electrical and thermal demand, PV production and electricity prices. The latter is the main focus of this paper.
The above-mentioned models were built to approach the problem of electricity price sensitivity of a pool of price-sensitive customers in a residential area. In this paper we are interested in the individual consumption patterns as it can give valuable information about each customer's behavior and their potential response to price signals. It can also help in offering targeted electricity demand-response programs and optimal differential pricing for smart grid retail. However, the literature in this context is not very extensive. Authors in [19] presented a model for individual customers. This model can identify valuable information about different behaviors and usage patterns between different customers in response to the price and temperature signals. The proposed model is based on probabilistic Bayesian behavior model to learn the energy usage patterns of shiftable appliances and a price-demand model to predict the hourly energy consumption of air-conditioning systems. The authors also proposed a distributed pricing optimization based on genetic algorithm for the utility company to maximize its profit based on the learning results. Some other works have proposed to consider the individual customer behavior as an implicit part of a pricing optimization problem. For example, authors in [20] developed an online learning approach that can determine electricity prices that can encourage a desirable electricity consumption. This approach is based on an online convex optimization with small assumptions on the dynamics of load levels and consumer elasticity. The latter is learned implicitly using two feedback structures based respectively on full and partial information setups. The full information setup includes individual price elasticity parameters whereas the partial information setup includes only the aggregate load levels.
To the best of the authors' knowledge, there was no previous works that tried to apply neural networks and machine learning methods to detect the dependencies between electricity price and demand in a price-responsive environment at the individual user level. Given the importance of individual residential users in the low voltage network control and customer energy management, we intend to investigate the potential of Artificial neural networks (ANN) and machine learning methods for learning the price elasticity for the individual residential users. The main contributions of this paper are as follows:
• A new modeling approach for individual residential users rather than aggregate loads forecasting. The model considers the shiftable and curtailable loads in an single household. The learning is based on historical data of interactions between the user and the given prices.
• An fully-connected ANN to learn the daily electricity consumption of shiftable devices or households without TCLs systems, given a set of daily prices. The ANN takes the 24h daily prices as input and gives the 24 h shiftable loads as output.
• An LSTM model to learn the consumption patterns of the household's TCLs and overcome the uncertainty of indoor temperature and thermal insulation.
• A genetic algorithm optimizer to fine tune the structures and parameters of the neural network and the LSTM network.
Problem statement
We consider a smart grid equipped with two-ways communication system (smart meters) that announces the electricity prices corresponding to the next 24 h. Based on these prices, residential users can schedule their devices either manually or automatically using energy management systems. We want to learn these users' responses to a set of prices proposed by the retailer. The information about the users' preferences, devices, indoor temperatures and thermal insulation is unknown. The idea of this paper is to overcome this uncertainty by extracting an abstract representation of the user's behavior in response to a set of prices and temperatures using historical data of prices, outdoor temperatures and corresponding power consumption. The main goal is to find a mapping between electricity prices, weather conditions and power consumption in a household using its historical data.
To collect the historical data related to the user's responses to electricity prices and weather conditions, we need to implement this DR program for different users and register their behavior for a long period.
We assume that the users have three types of devices:
• Shiftable devices: all devices that have a tolerance period throughout the day. For example, a washing machine or a drying machine.
• Non shiftable devices: all devices that can never be turned off or need to be run in a specific time. For example, a refrigerator.
• Curtailable devices: all devices with adaptable energy consumption levels; mostly TCLs which include water heaters, heat pumps or air-conditioners. The consumption of these devices is usually dependent on the temperature and weather conditions.
For shiftable devices, depending on the user, the scheduling may prioritize minimizing their electricity bill or maximizing their own comfort. We assume that the users are given the DA electricity prices' timetables (P 1 , P 2 , . . . ., P 24 ), on which their hourly loads of the whole day (U 1 , U 2 , . . . ., U 24 ) will depend. For these devices, we implement a neural network model that will take the whole set of electricity prices during a day (P 1 , P 2 , . . . ., P 24 ), and outputs the set of corresponding hourly loads (U 1 , U 2 , . . . ., U 24 ).
In the case of households with curtailable devices (TCLs and air conditioning systems), the power consumption depends on both electricity prices and temperatures. If the temperature is too hot or too cold, the electricity consumption is expected to be high and even higher if the electricity price is low. On the other side, consumption should be low if the temperature is normal and prices are high. Therefore, we only need the price and temperature at a given hour to predict the consumption of these systems. However, we only have the information about the outdoor temperatures. The TCLs are reacting to the indoor temperature of the house. This information is therefore necessary to predict how much power is going to be used by these systems. We can have an approximate estimation of this temperature based on the outdoor temperatures in previous timesteps but only if we have information about the house's thermal insulation. Since this feature can vary from one house to another, it is not possible to have a generic model that can estimate the indoor temperature based on outdoor temperatures. Another way to approach this problem is to use abstract representations of the hidden features. We will use an LSTM based recurrent neural network to learn the consumption patterns of TCLs using the past outdoor temperatures, power consumption and current electricity price. In the next section, we explain the use of neural networks and LSTM networks and we present details of the two models.
Learning models based on artificial neural networks
The use of artificial neural networks for this work is justified by their ability to learn the mapping function between the input and output without any prior information about the problem. ANNs are based on the combination of multiple processing layers to learn representations of data with multiple levels of abstraction. They are obtained by composing simple, but non-linear modules. Each of these modules transform the representation at one level into a representation at a higher, and more abstract level. The combination of such transformations in a model can enable it to learn very complex functions [21] . A multilayer NN is composed of an input layer having the same dimension as the input vector, an output layer with dimension of the output vector and the hidden layers composed of several neurons. Whereas an LSTM network is a recurrent neural network with memory blocks capable of learning long-term dependencies. It consists of a set of recurrently connected subnets playing the role of memory chips. These memory cells give the network an ability to learn the contextual information needed to predict the next sequence in a time series [22] .
In the first learning model (NN1), we used a multi-layer perceptron architecture with hidden layers, input and output layers both have 24 dimensions to represent respectively the 24-h prices and the 24-h loads. The number of hidden layers, hidden activation functions and dropout will be tuned using a genetic algorithm. This choice is justified by the nature of shiftable appliances' loads. The running patterns of shiftable devices are 24 h periodic and their total amount of energy is supposed to be nearly static.
In the second model, we use an LSTM network that takes as input the outdoor temperatures and power consumption at the previous timesteps and the electricity price at previous and next timesteps and outputs the power consumption at the next timestep. This process can be repeated to recurrently predict a large sequence of loads using temperatures forecasts and projected electricity prices. The choice of this architecture is justified by the following assumptions: • The TCLs are reacting to indoor temperatures in the house and to electricity prices.
• The indoor temperature in a house depends on the outdoor temperatures in the previous timesteps, the building insulation and the amount of energy spent in heating/cooling in previous timesteps.
• The amount of power needed for TCLs can be predicted using the information of current price and previous values of loads and outdoor temperatures.
An illustration of an LSTM memory block with a single cell is provided in Fig. 1 .
These memory blocks replace the summation units in the hidden layers in a standard recurrent neural network. The input vector is concatenated to the hidden state vector and passed through the forget gate to determine how much of the cell state components can be kept. The same vector is passed through the input gate to determine how much of the new state candidate C can pass to the new cell state. Finally, the output gate will decide how much of the transformed state cell vector can be passed to the next hidden state vector h t . The cell state vector C t is given by:
where the forget vector f t is given in function of the forget gate's weight matrix W f and bias vector b f as follows:
Using the same notations, the input gate vector i t , the output vector o t and the cell state candidate C t are given by:
Finally, the next hidden state is given by:
The proposed LSTM network consists of several layers of LSTM cells followed by a fully connected layer. The number of LSTM layers, size of LSTM cells, activation functions and other parameters will be determined by a genetic algorithm to find the optimal structure and hyperparameters.
In the case of our model, the input vector x t is composed of the current electricity price P t , the temperature at previous timestep T t−1 and the power consumption at previous timestep U t−1 . Fig. 2 illustrate the architecture of the proposed LSTM network.
Simulation data
Considering the difficulty of obtaining the real data related to customers' response to electricity price signals, we will generate the data needed to test our models using electricity prices and temperatures in Finland. We simulate a customer's response to a set of prices and temperatures using an optimization model from the literature for shiftable devices to train NN1, and a fuzzy logic system for TCL systems to train the LSTM network.
Shiftable appliances simulation model
For shiftable appliances, we use a device scheduling optimization model from the literature presented in [23] . The idea is to simulate the response of a customer to a set of prices. We suppose that the user is responding to price signals by shifting the usage of certain devices to a certain period of the day to reduce their electricity bill. The user is also supposed to have preferences for running devices at certain times. Therefore, the model should consider the user's comfort function. We assume that a household has 6 shiftable devices, each one has a time window in which it can operate defined by an earliest launching time (ELT) and a latest stopping time (LST), a preferred launching time (PLT), a running period (D) and a load profile. In addition, the household has a basic load that is running all day and cannot be stopped or shifted. The user prefers to start his devices in the PLT but having information of the whole day electricity prices, he also wants to minimize his bill payment. Therefore, he has interest in shifting their starting time in the time window of each device to minimize the cost function but not far away from the PST to minimize the discomfort function defined by how much the actual starting time is shifted from the PLT. Additionally, the user cannot switch too much load to one time slot because we assume that an extra cost, called penalty cost, would be applied if a load threshold (L) were exceeded in a time slot. This extra cost is calculated as:
where α is a constant called penalty factor. This cost (if positive) is added to the cost function for every hour. This is a multi-objective optimization problem that we assume (for data generation purposes) that the users are solving to schedule their appliances either manually or using a device scheduling system. The used values of ELT, LST, PLT and running periods about the 6 shiftable devices are presented in Table 1 and their required loads in (kW) are shown in Table 2 . We tried to make the values as realistic as possible for the different kinds of devices. For simplicity, the basic load will be 2 kW for the whole day.
The load threshold L for one hour is chosen to be 5 kW and the penalty factor α is 1.0.
To solve this multi-objective optimization problem, the authors in [23] used a Non-dominated Sorting Genetic Algorithm II (NSGA-II). The algorithm gives for each set of 24-h prices different Pareto optimal solutions [24] to the multi-objective optimization problem in respect of the cost and discomfort functions. It is essential to remind that NSGA-II here is only used to generate a realistic simulation of a user behavior. It does not contribute to the main proposed model in any case.
To generate the most diversified data for the model, we use electricity prices in Elspot DA electricity prices in Finland in the period between 1st January 2017 and the 7th September 2018 [25] . Fig. 3 shows a boxplot representation of electricity prices given in e cents/kW. The simulation algorithm outputs a dataset of the expected loads for each day. A boxplot representation of the generated loads is shown in Fig. 4 .
The boxplot distribution reflects the consumption constraints defined in Tables 1 and 2 . The hourly load is always higher or Table 2 Devices' loads. equal to 2 kW/h, which is the basic load defined previously. During the night hours (23:00 to 04:00) according to Table 1 , no shiftable devices are operating. Consequently, the consumption in this period is equal to the basic load. The boxplot also shows that at 07:00 the consumption is equals to 3.6 most of the time. This can be seen in Tables 1 and 2 as the load required for the electric range, which has a preferred starting time at 07:00, plus the basic load. The load at 22:00 is equal to 0 in most of the times, which can be explained by the fact that only the electric water heater and the dishwasher can be run at that time and none of them have a preferred running time close to 22:00. The rest of the loads are dependent on the electricity price. The loads did not surpass 6 kW/h, which can be explained by the penalty constraint. This data set will serve our proposed model NN1 for training and testing.
First hour
2nd hour 3rd hour Electric range 1.6 0.0 0.0 Oven 2.8 0.0 0.0 Electric water heater 2.0 2.0 2.0 Dishwasher 1.3 2.1 0.0 Clothes washer 1.4 2.0 0.0 Clothes dryer 4.0 3.5 0.0
Curtailable appliances simulation model
For curtailable devices, we use a fuzzy logic system to model the consumption of TCLs operating during the day to maintain a comfortable temperature of the space while taking into consideration the electricity price in a given hour. Fuzzy logic is the best system in this kind of problems as it can model non-qualitative concepts like ''hot temperature'' or ''low price''. We use fixed rules for our fuzzy logic system presented as follows:
(1) If (P is low) and (T is low) then (U is much-high).
(2) If (P is low) and (T is average) then (U is little-high).
(3) If (P is low) and (T is high) then (U is much-high).
(4) If (P is average) and (T is low) then (U is little-high).
(5) If (P is average) and (T is average) then (U is little-low).
(6) If (P is average) and (T is high) then (U is little-high). (7) If (P is high) and (T is low) then (U is average). (8) If (P is high) and (T is average) then (U is much-low). (9) If (P is high) and (T is high) then (U is average). Where P is the electricity price, T is the indoor temperature and U is the expected usage or consumption of the air conditioner.
However, the information about indoor temperature is unknown and need to be simulated. The idea is to consider that the dynamic of indoor temperature depends on the outdoor temperature and the electricity consumption in previous timesteps.
The difference between the outdoor and indoor temperature ∆T depends on how much energy is spent during the past timesteps. A second fuzzy-logic system is designed to simulate this dynamic using the following rules:
(1) If (U is low) then (∆T is neutral) (2) If (U is much-low) then (∆T is neutral) (3) If (T is average) then (∆T is neutral) (4) If (T is cold) and (U is average) then (∆T is neutral) (5) If (T is cold) and (U is high) then (∆T is positive) (6) If (T is cold) and (U is much-high) then (∆T is positive) (7) If (T is hot) and (U is average) then (∆T is neutral) (8) If (T is hot) and (U is high) then (∆T is negative) (9) If (T is hot) and (U is much-high) then (∆T is negative)
We use a Mamdani type model in this proposed fuzzy-logic system and the centroid method is adopted for defuzzification [26] . Membership functions for price, temperature and usage are presented in Figs. 5 and 6 The simulation data is given by the combination of both fuzzy logic systems. The indoor temperature at time t is given by:
It is essential to remind that the indoor temperature is only an intermediate value for the sake of simulation of the house's response to electricity price and temperatures. The second fuzzy logic system is not claimed to give an accurate approximation of the actual indoor temperature. Fig. 7 illustrates the simulation mechanism combining the first and second fuzzy systems.
We use the same dataset of prices as for the first model in addition to historical air temperatures data related to the same period. We used the weather data from Kaisaniemi observation station in Helsinki available online in [27] . This dataset will serve as a training dataset for the LSTM network.
Numerical results
In this section, we evaluate the results of the two learning models and compare them with other methods. After generating the training data for shiftable and curtailable appliances, we split the datasets into training, validation and testing datasets. We use the measures of the root mean square errors (RMSE) and the mean absolute percentage error (MAPE) to evaluate the performance of the models against the testing datasets. All the developments and models in this paper are implemented using Python3. The NN models are implemented using TensorFlow library and Keras for the second model. 
Multi-layer perceptron results
After convergence, the model is tested against the test dataset. Results of MAPE and RMSE at each hour for both training and test data are given in Figs. 8 and 9 . The RMSE and MAPE tend to be null at the night (22-03) and get bigger in the early morning and afternoon (6-7, 9-10 and 15-16). The number of devices supposed to be run in each period, can explain the difference between the daily hours in terms of MAPE and RMSE. In the night period, no devices are supposed to run, which makes the total consumption equal to the basic load for all days. This made it easy for the model to learn this pattern with high accuracy. For the morning and afternoon periods, several devices can be run separately or simultaneously depending on the price. This variety can sometimes confuse the model which makes it give relatively bigger error. The model's RMSE and MAPE are generally very small and can give proof of the efficiency of the model. Additionally, the errors related to training and test data are of the same magnitude (test error seem to be less than training error in RMSE) which confirms that the model is not overfitting to the training data.
We used the same test data to evaluate the results of two alternative models namely linear regression and a simple onelayer neural network. The results of MAPE and RMSE errors are given in Figs. 10 and 11 . The results show that both models are radically left behind the NN1. The MAPE error of linear regression reaches over 350% and RMSE reaches over 50. Whereas the simple one-layer NN has given more 200% of MAPE and almost 20 of RMSE. These results show that these models cannot be useful for this problem. When evaluating the model against the test data, it has made new predictions based on daily prices.
LSTM network results
We train the LSTM network on a dataset of 11 788 datapoints and test on 2947 datapoints. The hyperparameters and structure of the network are optimized using a genetic algorithm. The parameters that we need to optimize are given in Table 3 . The utility function to minimize is the RMSE error between the predicted and actual loads of the testing dataset. The genetic algorithm is run on a population of size 50 over 100 iterations. The results of the best solution are given in Table 4 . The comparison between the real and predicted loads is graphically presented in Fig. 12 .
The small values of RMSE and MAPE can confirm the efficiency of the model. LSTM network is giving a good prediction of electricity load given a sequence of past electricity prices and temperatures.
Having the trained models, we will be able to predict the hourly energy consumption for a residential customer, given a DA set of prices and temperatures. This is a very useful tool for testing the responsiveness of residential customers to variable prices of electricity. This tool will give a big opportunity for utility companies to implement DR programs or optimize prices for profit maximization. 
Conclusion
In the future smart grids, residential customers are supposed to take part of the grid's flexibility by participating in DR programs and reacting to electricity price signals. Consequently, the electricity retailers or the utility companies will have a big interest in getting the information about the responsiveness of the users to certain electricity prices. Hence, we proposed a new approach to learn about the individual user's behavior in a price sensitive environment. Two new machine learning-based models were proposed to detect the consumption patterns for shiftable appliances and TCLs in a household. The first model predicts the 24-h loads from shiftable appliances and basic loads given a set of 24 h prices. It can be used for households without any TCLs, whereas the second model predicts a one-hour consumption from TCLs given a sequence of electricity prices and the outdoor temperature. It can be combined with the first model to predict the overall consumption of a household with TCLs.
The first model is based on a multi-layer perceptron, and the second is a recurrent model based on LSTM network. The two models were trained and tested using a simulation data, generated from an optimization model simulating households' device and a fuzzy logic system simulating TCLs. The results were evaluated using MAPE and RMSE errors. Both models gave a good accuracy over the time period of tests, which was confirmed by the small values of the errors. The results showed that we can learn the consumption patterns of a residential consumer in a price varying environment using their historical data. The LSTM network has shown its good ability to learn accurately the electricity usage's patterns with incomplete information about the indoor temperatures of households. LSTM network is used here for the first time in the context of learning the electricity consumption of TCLs in response to electricity prices and outdoor temperatures. Thanks to its abstract extraction of features, it was able to learn the dynamics of the electricity consumption of TCLs from the past sequence of loads, prices and outdoor temperatures. The combination of these two models can be used in a variety of cases such as price optimization for retailers' profit maximization, reducing energy consumption at peak hours, balancing between the production and demand, or reducing carbon emissions by shifting the flexibility to the demand side and replacing traditional generators by renewable, yet less flexible, energy resources.
