Deep Neural Networks

112
Deep Neural Networks (DNN) are based on deep learning, which has gained popularity in 113 general data analysis and was listed among the top technology breakthroughs of 2013 [12] . Neural 114 networks have great applicability in the handling of noisy datasets or those with missing variables. 
Methodology
157
We employed a systematic approach in our study based on its ability to support reproducibility 158 and focus on a specific area for in-depth review rather than just the general overview approach in 159 unsystematic reviews. Systematic reviews focus on a definite approach to selection, review and 160 evaluation of studies for answering specific research questions. Considering the vast amount of work 161 that have been done in the development of CAD algorithms, it is impractical to conduct a review that 162 captures every study there is. In addition, other studies have considered general reviews; for example, 163 see [1) provided a comprehensive review of studies that employed deep learning in medical image 164 analysis, identifying studies per application area within image classification, object detection, 165 segmentation, registration, and other related tasks. For our study, we considered a tighter selection 166 of articles that reflects the focus of our study, which includes: i) most recent studies, ii) employed 167 DNN, and iii) focused on CAD development. We applied the search strings 'diagnosis medical 168 algorithm', 'deep neural network diagnosis medical algorithm, 'diagnosis algorithm', 'diagnosis 169 algorithm medical', 'diagnosis medical algorithm deep neural network' and 'deep neural network 170 algorithm diagnosis medical' for identifying relevant articles in selected databases. Final samples for 171 our study were selected based on three inclusion/exclusion criteria including being published within approaches for CAD algorithm development and reports information on procedure, training and known, and the impracticality of reviewing every possible study that falls within the group in focus, we sampled from top 10 databases as provided by OMICS International (2017) in April-May, 2017 
180
(Note: OMICS' lists are updated regularly). The full list of articles reviewed is provided in Appendix
181
A (Table A1) . Over 600 articles were returned from our initial search; however, only 67 met our basic 182 criteria on abstract screening. Further screening and full content filtering based on the inclusion 183 criteria and objectives yielded a total of 29 papers which were reviewed and the findings reported in 184 this paper.
185
For this study, we focused on identifying among other things: (i) the field of medicine covered,
186
including the type of patient (gender, age-group, etc.) 
Results and Discussion
197
In this section, we address each of the six objectives identified regarding the study. Each sub- In terms of disease or field of medicine focused, we identified studies summarized into 9,
215
including 8 specified medical fields and others (including unspecified diseases and general 216 applications) as shown in Figure 3 . The studies were focused within 3 main areas including 217 cardiology [4] , internal medicine [9] , and oncology [7] . Cancer-related diseases (skin, breast, etc.) and 
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While it is almost impossible to capture every disease specialty within medicine due to diverse 223 classification approaches across global regions, we considered classifications that capture patient's 224 age and gender as central issues in medicine and thus, worthy of attention. We therefore examined 225 studies for focus on paediatrics, internal medicine, and geriatrics as sub-specialities within age-based 
243
One of the most striking things noted in the review is that only image datasets (MRIs, x-rays,
244
CT-scans, HRCT images, and ultrasound) were employed in the studies; highlighting the current 245 focus of deep learning applications within medical imaging. This necessitated the use of imaging 246 techniques in the studies. We also noted that three types of data sources were employed in the 247 projects as shown in Figure 5 . Data from human subjects [18] were small while public medical 248 datasets [19] [20] [21] [22] were relatively larger in size. Some of the studies [23-25] also engaged non-medical 249 image datasets for algorithm training. This appears to be a recent approach to system training that 250 attempts to by-pass the limitation caused by non-availability or inaccessibility of medical data,
251
especially by researcher-developers who in many cases are not health professionals. However, fine 252 details on how this works were not provided in the studies, though it was suggested that this might 253 be a novel attempt that could yield great benefits, but it requires further validation. 
258
is shown in Figure 6 . In some of the studies, the same datasets were divided into training and testing mostly domain-transfer CNN. 
264
We were interested in a general overview of the quality of results in terms of the data size, type 265 or quality, hence, we mapped deep learning techniques employed with the dataset used and the 266 quality of result. We also identified the quality indicator employed for reporting in each study.
267
Though it is difficult to make a conclusion on the comparative effectiveness of different methods (or 
287
• Diagnostic Accuracy describes how close a measure is to the true /standard value and it can be described using other indicators like sensitivity, AUC, specificity, etc.
289
• Sensitivity and specificity refers to how well a system or test accurately classifies a 
294
• Area Under Curve (AUC) is the area under the ROC curve which is a plot of specificity (x-axis) 295 against specificity (y-axis). The AUC can take values up to 1.0 (best). Values <0.5 are not 296 acceptable. The closer the AUC is to 1.0, the better the specificity and sensitivity.
297
• Precision is a class agreement between the positive labels and the data labels provided by the 298 classifier to give estimation of the predicted value of the class label based on the desired class 299 calculated.
300
• F1 Score describes a relationship between the test data positive labels and those provided by the 301
classifier. It provides a measure of the accuracy of the test considering the recall (r) "sensitivity"
302
and the precision (p) values to calculate the score.
303
• Jaccard Index is a statistical measure to compare the sample set similarity and diversity; it is 304 used to identify the similarity between procedures' pairs.
305
• Error Score/Rate is the average of the classification error per-class; it refers to as the False
306
Acceptance Rate or the False Rejection Rate.
307
• Performance evaluates the performance of the system or the classification task based on the 308 overall matrix measurements results by testing the classes which are recognized correctly.
310
Effect of Different Metrics Employed
311
The type of image, (2D/3D) appears to influence quality achieved; for example, we noted that 312 70,000 3D images achieved a higher accuracy (99.9%) than 215,000 2D images [25] . We also noted that authors reported generally higher quality metrics for hybrid approaches than single ones. 
Next Steps
393
In our follow-up work, we will be addressing some of the findings reported in this paper. Due
394
to the complications of working within paediatrics field and the certification requirements of medical 395 data handling, we will be focusing on a CAD development project for a common geriatric ailment, 396 osteoarthritis (OA), associated with ageing. We will be considering focus on multi-class classification 397 and a comparison of various deep learning approaches using the same data in addition to the 398 possibilities of comparison across supervised and unsupervised learning approaches.
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