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HYPERKLOOSTERMAN SUMS REVISITED
ALAN ADOLPHSON AND STEVEN SPERBER
Abstract. We return to some past studies of hyperkloosterman sums
([9, 10]) via p-adic cohomology with an aim to improve earlier results.
In particular, we work here with Dwork’s θ∞-splitting function and a
better choice of basis for cohomology. To a large extent,we are guided to
this choice of basis by our recent work on the p-integrality of coefficients
of A-hypergeometric series[3]. In the earlier work, congruence estimates
were limited to p > n+ 2. We are here able to remove all characteristic
restrictions from earlier results.
1. Hyperkloosterman Sums
Let Fq be a finite field of characteristic p, with q = p
a. Let
K(n)(Λ, x) := x1 + · · ·+ xn +
Λ
x1 · · · xn
∈ Fq[Λ, x
±1
1 , . . . , x
±1
n ].
Let Θq be a non-trivial additive character of Fq . We will in general start
with a non-trivial additive character Θ of Fp and then Θq will be taken
Θq = Θ ◦ TrFq/Fp . For any λ¯ ∈ F
∗
q , the hyperkloosterman sum (over Fq(λ¯))
is given by
Kln+1(λ¯) :=
∑
x¯∈(Fq(λ¯)∗)n
Θλ¯(K
(n)(λ¯, x¯))
where Θλ¯ (= Θ ◦ TrFq(λ¯)/Fp) is a non-trivial additive character of Fq(λ¯).
As usual, we define an appropriate weight function. For any λ¯ ∈ F
∗
q, let
Kn,λ¯(x) := K
(n)(λ¯, x) ∈ Fq(λ¯)[x
±1
1 , . . . , x
±1
n ]. Let {ei}
n
i=1 be the standard
basis in Zn and let U = −
∑n
i=1 ei = (−1,−1, . . . ,−1) ∈ Z
n. Set ∆∞(Kn,λ¯)
equal to the convex closure in Rn of {ei}
n
i=1 ∪ {U}. Then ∆∞(Kn,λ¯) is an
n-dimensional polyhedron with the origin as an interior point and having
n + 1 facets {σi}
n
i=0, where σi is the convex closure of {ej}j 6=i ∪ {U} for
1 ≤ i ≤ n and σ0 is the convex closure of {ej}
n
j=1. Let
ℓ(i)(x) =
∑
j 6=i
xj − nxi, for 1 ≤ i ≤ n,(1)
ℓ(0)(x) =
n∑
j=1
xj.(2)
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Then σi spans the affine hyperplane with equation
ℓ(i)(x) = 1
in Rn. If we set
m(u) = max{0,−u1, . . . ,−un},
then the polyhedral weight defined on Zn is given as usual by
w(u) = max{ℓ(i)(u)}ni=0 =
n∑
i=1
ui + (n+ 1)m(u)
for u ∈ Zn. We may also utilize the relationship U +
∑n
j=1 ej = 0 to express
an arbitrary u ∈ Zn uniquely in the form
u = ν0U +
n∑
j=1
νjej
with all coefficients νi non-negative integers and at least one coefficient equal
to zero. In this representation w(u) =
∑n
j=0 νj.
It will simplify notation if we assume in the following λ¯ ∈ F∗q; in the case
λ¯ ∈ F
∗
q we simply extend coefficients to the fields Fq(λ¯) and Ω0(λ) (defined
below) and proceed in the same fashion. Fix ζp a primitive p-th root of
unity. Let Qq be the unramified extension of Qp of degree a = [Fq : Fp] and
let Zq be its ring of integers. Then Zq[ζp] = O0 and Zp[ζp] = O1 are the ring
of integers of Ω0(:= Qq(ζp)) and Ω1(:= Qp(ζp)), respectively. Let λ be the
Teichmu¨ller lift in Ω0 of λ¯. We consider formal (“doubly-infinite”) Laurent
series with coefficients in O0
B0 :=
{
ξ =
∑
u∈Zn
ξ(u)γw(u)xu | ξ(u) ∈ O0
}
,
where γ is an element of O1 having ord γ =
1
p−1 and to be precisely specified
below. We also define an O0-subalgebra C0 of B0,
C0 :=
{
ξ =
∑
u∈Zn
ξ(u)γw(u)xu | ξ(u) ∈ O0, ξ(u)→ 0 as u→∞
}
.
We endow both B0 and C0 with a valuation via
|ξ| = sup
u∈Zn
{|ξ(u)|}.
Our goal at first is to remove the characteristic restrictions in the result
[10] on the precise Newton polygon for the eigenvalues of Frobenius for the
hyperkloosterman sums, the only substantial change from the earlier work
being a more convenient choice of basis for cohomology. Recall first the
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basic properties of the polyhedral weight function w : Zn → Z≥0.
w(u) = 0 ⇐⇒ u = 0(3)
w(cu) = cw(u), ∀c ∈ Z≥0, u ∈ Z
n,(4)
w(u+ v) ≤ w(u) + w(v)(5)
with equality holding in the last property if and only if u and v belong to the
same closed sectorial cone in Rn. Let AH(t) denote the Artin-Hasse series
AH(t) = exp
( ∞∑
j=0
tp
j
pj
)
.
We now fix γ to be a zero of
∑∞
j=0
tp
j
pj
having ord(γ) = 1/(p − 1), and let
θ∞(t) = AH(γt) =
∞∑
j=0
bjt
j .
As is well-known, bj =
γj
j! for 0 ≤ j ≤ p − 1, so that ord bj =
j
p−1 , for 0 ≤
j ≤ p − 1. In general ord bj ≥
j
p−1 . Then θ∞(t) is a splitting function in
Dwork’s terminology[4]. Let
(6) Fλ(x) = θ∞
(
λ
x1x2 · · · xn
) n∏
j=1
θ∞(xj) =
∑
u∈Zn
B(u)xu.
The coefficients B(u) =
∑
bm1bm2 · · · bmnbℓλ
ℓ with the sum running over all
(m, ℓ) := (m1 . . . ,mn, ℓ) ∈ I(u) ⊆ Z
n+1
≥0 , where
I(u) = {(m, ℓ) ∈ Zn+1≥0 | mi − ℓ = ui, for 1 ≤ i ≤ n}.
Since mi − ℓ = ui for all i, we have ℓ ≥ m(u) for all (m, ℓ) ∈ I(u). So
ordB(u) ≥ inf
(m,ℓ)∈I(u)
{
m1 + · · ·+mn + ℓ
p− 1
}
≥ inf
ℓ≥m(u)
{∑n
i=1 ui + (n+ 1)ℓ
p− 1
}
≥
w(u)
p− 1
.(7)
In particular,
(8) ord bm1bm2 · · · bmnbℓλ
ℓ >
w(u)
p− 1
if ℓ > w(u).
Let ψ act on monomials by
ψ(xu) =
{
xu/p if p divides ui for all i,
0 otherwise.
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We extend the action of ψ “linearly” to series in the monomials xu. Let σ be
the Frobenius generator of Gal(Qq/Qp) and let us extend σ to Gal(Ω0/Ω1)
by setting σ(ζp) = ζp. Define a semi-linear (over Ω0) operator α1 by
α1 = σ
−1 ◦ ψ ◦ Fλ(x).
Let α0 = α
a
1. Then α0 is a completely continuous operator, linear over Ω0,
on the p-adic Banach space C0. As such, α0 has a p-adically entire Fredholm
determinant, det(I−Tα0). Let δ act on series via P (T )
δ = P (T )P (qT ) . It follows
from the Dwork trace formula that
L(Kn,λ¯/Fq,Θ, T ) = det(I − Tα0)
(−1)n+1δn .
Following Dwork, we construct below a complex of Banach O0-algebras,
(Ω•C0 ,∇(D)), and obtain a trace formula here as well. It is useful first to
obtain the following expression for Fλ(x) in (6) above.
Set γ0 = γ, and for i ≥ 1,
γi =
i∑
j=0
γp
j
/pj
= −
∞∑
j=i+1
γp
j
/pj .
From this second description, we see that
ord
(
γi
γ
)
=
pi+1 − 1
p− 1
− (i+ 1)
for every i ≥ 0.
Let Kn(λ, x) ∈ Zq[λ][x
±
1 , . . . , x
±
n ] be the lifting of Kn(λ¯, x) using the Te-
ichmu¨ller lift λ of λ¯. We will at times abbreviate notation and write K(x)
for Kn(λ, x) when the context is clear. Since σ(λ) = λ
p, we write
H(x) =
∞∑
i=0
γiK
σi(xp
i
)
where σ acts on coefficients. Then
Fλ(x) = exp(H(x))/exp(H(x
p)),
and formally
α1 =
1
exp(H(x))
◦ σ−1 ◦ ψ ◦ exp(H(x)),
α0 =
1
exp(H(x))
◦ ψa ◦ exp(H(x)).
This motivates the following definition. We define
Dl = El + γHl
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with Hl = xl
∂H(x)
∂xl
for 1 ≤ l ≤ n. Then xl
∂H(x)
∂xl
=
∑∞
i=0
piγi
γ xl
∂Kσ
i
(xp
i
)
∂xl
, and
{Dl}
n
l=1 is a commuting set of operators on C0 satisfying pDl ◦ α1 = α1 ◦Dl
and qDl ◦ α0 = α0 ◦Dl. We define a complex (Ω
•
C0
,∇(D)) of Banach spaces
as follows. Let
ΩiC0 =
⊕
1≤j1<j2<···<ji≤n
C0
dxj1
xj1
∧ · · · ∧
dxji
xji
with boundary map
∇(D)
(
ξ
dxj1
xj1
∧ · · · ∧
dxji
xji
)
=
(
n∑
l=1
Dl(ξ)
dxl
xl
)
∧
dxj1
xj1
∧ · · · ∧
dxji
xji
.
Set
Frob
(i)
1
(
ξ ∧
dxj1
xj1
∧ · · · ∧
dxji
xji
)
= pn−iα1(ξ) ∧
dxj1
xj1
∧ · · · ∧
dxji
xji
,
Frob
(i)
0
(
ξ ∧
dxj1
xj1
∧ · · · ∧
dxji
xji
)
= qn−iα0(ξ) ∧
dxj1
xj1
∧ · · · ∧
dxji
xji
.
Then Frob•0 (respectively Frob
•
1) is a chain map on (Ω
•
C0
,∇(D)) composed
of completely continuous operators (respectively a chain map of semi-linear
operators). The trace formula in this setting becomes
L(Kn,λ¯/Fq,Θ, T )
(−1)n+1 =
n∏
i=0
det(I − TFrob
(i)
0 |Ω
i
C0)
(−1)n+i .
It is well-known that the maps H i(Frob•0) are nuclear so that one has as well
a cohomological trace formula
L(Kn,λ¯/Fq,Θ, T )
(−1)n+1 =
n∏
i=0
det(I − TH i(Frob•0)|H
i(Ω•C0))
(−1)n+i ,
where each factor on the right is p-adically entire.
The ring Fq[x
±
1 , . . . , x
±
n ] is endowed with an increasing filtration defined
by weight:
Fili Fq[x
±
1 , . . . , x
±
n ] = {ξ¯ =
∑
ξ(u)xu ∈ Fq[x
±
1 , . . . , x
±
n ] |
w(u) ≤ i for all u ∈ support(ξ¯)}.
Let S¯ = gr Fq[x
±
1 , . . . , x
±
n ] be the associated graded ring:
S¯i = FiliFq[x
±
1 , . . . , x
±
n ]/Fil
i−1Fq[x
±
1 , . . . , x
±
n ].
Given ξ =
∑
u∈Zn ξ(u)γ
w(u)xu ∈ C0, we define its reduction mod γ to be the
Laurent polynomial ξ¯ =
∑
u∈Zn ξ(u)x
u ∈ S¯. The reduction map, Pr : C0 →
S¯ is a ring homomorphism giving the isomorphism Pr : C0/γC0 → S¯. Of
course, S¯ is also filtered by weight with
FiliS¯ = {ξ¯ ∈ S¯ | w(u) ≤ i for all u ∈ support(ξ¯)}.
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Note that multiplication in S¯ satisfies
xu × xv =
{
xu+v if u and v belong to the same closed sectorial cone,
0 otherwise.
The following two complexes (Ω•
S¯
,∇(H¯)) and (Ω•
S¯
,∇(D¯)) in characteris-
tic p will play a role in the present study. In either complex, the terms are
given by
ΩiS¯ =
⊕
1≤j1<j2<···<ji≤n
S¯
dxj1
xj1
∧ · · · ∧
dxji
xji
.
Note that the characteristic zero Laurent polynomial Kσ
i
(xp
i
) has weight
less than or equal to pi for all i ≥ 0. For i ≥ 1,
ord piγi ≥
pi+1
p− 1
− 1 =
pi
p− 1
+ (pi − 1) >
pi
p− 1
,
so that the reduction of γxl
∂H(x)
∂xl
is xl −
λ¯
x1···xn
(=: H¯l) ∈ S¯
1. Similarly the
reduction of the operator D¯l is given by xl
∂
∂xl
+ H¯l. The boundary operator
∇(H¯) is defined then by
∇(H¯)
(
ξ¯
dxj1
xj1
∧ · · · ∧
dxji
xji
)
=
(
n∑
l=1
H¯l(ξ)
dxl
xl
)
∧
dxj1
xj1
∧ · · · ∧
dxji
xji
,
with the analogous formula in the case of ∇(D¯).
Theorem 1.1. The complex (Ω•
S¯
,∇(H¯)) is acyclic except in top degree n.
Let ǫi = x1x2 · · · xi for 0 ≤ i ≤ n, with ǫ0 = 1. Then H
n(Ω•
S¯
,∇(H¯)) is an
(n + 1)-dimensional Fq-algebra, with basis B = {ǫi}
n
i=0. It is convenient to
adopt the convention ǫi = 0 for i > n. For any integer i and any u ∈ Z
n
with w(u) = i there are elements {ξ¯j(u)}
n
j=1 ∈ S¯
i−1 and a¯i(u) ∈ Fq such
that
xu = a¯i(u)ǫi +
n∑
j=1
H¯jξj(u).
Proof. The result is an immediate consequence of the nondegeneracy of Kn,λ¯
with respect to its Newton polyhedron ∆∞(Kn,λ¯) and the fact that the
operators {H¯j}
n
j=1 are homogeneous elements of weight 1 in S¯. This implies
the vanishing of Koszul cohomology except in top degree n. 
Since D¯l is given by xl
∂
∂xl
+ H¯l and xl
∂
∂xl
(S¯k) ⊂ S¯k whereas H¯l ∈ S¯
1, it
follows by a standard argument that the complex (Ω•
S¯
,∇(D¯)) is also acyclic
except in top degree n. More precisely,
Theorem 1.2. For i 6= n, H i(Ω•
S¯
,∇(D¯)) = 0. Hn(Ω•
S¯
,∇(D¯)) is an (n+1)-
dimensional filtered (by weight) Fq-algebra with basis B as in the previous
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result. For every i ∈ Z≥0 and every u ∈ Z
n with w(u) = i, there is an
element η¯u ∈ Fil
i(S¯) and elements {ξ¯j,u}
n
j=1 ∈ Fil
i−1(S¯) such that
xu = η¯u +
n∑
j=1
D¯j ξ¯j,u
with η¯u =
∑min{i,n}
k=0 c¯k(u)ǫk.
Since the complex (Ω•C0 ,∇(D)) is a complex of complete, separated, flat
O0-algebras, the following result is immediate from the behavior above of
the reduced complex (Monsky[7]). We will use the following notational
convention throughout the subsequent material: for any u ∈ Zn, write u˜ =
γw(u)xu. Using this notation, we have
Theorem 1.3. The complex (Ω•C0 ,∇(D)) of O0-algebras is acyclic except
in top degree n. Hn(Ω•C0 ,∇(D)) is a free O0-algebra of rank n + 1 with
normalized basis B˜ = {ǫ˜i}
n
i=0. For any η ∈ C0 there exist {ai(η)}
n
i=0 ⊆ O0
and {ζj(η)}
n
j=1 ⊆ C0 such that
η =
n∑
i=0
ai(η)ǫ˜i +
n∑
j=1
Dj(ζj(η)).
Proof. It follows from the preceding result that for any i ∈ Z≥0 and any
u ∈ Zn with w(u) = i we may write
γixu =
i∑
k=0
ak(u)ǫ˜k+
n∑
j=1
Djξj,u+γζu
(
=
min{i,n}∑
k=0
ak(u)ǫ˜k+
n∑
j=1
Djξj,u+γζu)
)
,
where {ak(u)}
min{i,n}
k=0 ⊆ O0 and {ξj,u}
n
j=1 ∪ {ζu} ⊆ C0. The theorem is then
proven by a usual recursive argument. 
Fix λ ∈ O0. For any u ∈ Z
n, let u˜ = γw(u)xu. Using {u˜}u∈Zn as an
orthonormal basis for C0, let A(v˜, u˜) denote the coefficient of v˜ in the ex-
pression for α1(u˜) expressed using this basis. Then
A(v˜, u˜) = γw(u)−w(v)Bσ
−1
(pv − u).
Theorem 1.4. For any pair u, v ∈ Zn, ord A(v˜, u˜) ≥ w(v).
Proof. This is immediate from estimate (7) and inequality (5). 
Consider now A(ǫ˜j , ǫ˜i).
Theorem 1.5. Fix i, 0 ≤ i ≤ n. Let u ∈ Zn, u 6= ǫi, with w(u) ≤ i. Then
ord A(u˜, ǫ˜i) > w(u). In the case u = ǫi, ord A(ǫ˜i, ǫ˜i) = i. In fact, in this
latter case, A(ǫ˜i,ǫ˜i)
pi
≡ 1 (mod γ).
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Proof. Any u = (u1, . . . , un) ∈ Z
n may be uniquely represented
u =
n∑
i=1
u(i)ei + u
(0)U
with {u(i)}ni=0 ⊆ Z≥0 and at least one of these conical coordinates u
(i) = 0.
Let Supp(u) = {k | 0 ≤ k ≤ n and u(k) > 0} be the support of u, where
the {u(k)} are the conical coordinates of u defined above. As noted ear-
lier, w(u) =
∑n
i=0 u
(i). Of course, Supp(ǫi) = {1, 2, . . . , i}. By hypothesis,
w(u) ≤ i. In the case w(u) < i or w(u) = i but u 6= ǫi, we have that Supp(u)
does not contain {1, 2, . . . , i}.
In the case 0 /∈ Supp(u) we havem(u) = 0 and it is easy to seem(pu−ǫi) ≥
1 since uj = 0 for some j ∈ {1, . . . , i}. It follows that
(9) B(pu− ǫi) =
∑
bm1bm2 · · · bmnbℓλ
ℓ,
where the sum on the right runs over all (m1,m2, . . . ,mn, ℓ) ∈ Z
n+1
≥0 with
ℓ ≥ m(pu− ǫi), mk − ℓ = puk − 1 for 1 ≤ k ≤ i, and mk − ℓ = puk for i < k.
Then each term on the right side of (9) satisfies
ord (bm1bm2 · · · bmnbℓσ
−1(λℓ)) ≥
∑n
k=1mk + ℓ
p− 1
=
p(
∑n
k=1 uk)− i+ (n+ 1)ℓ
p− 1
≥ w(u) +
w(u) + n+ 1− i
p− 1
> w(u).
So ord A(u˜, ǫ˜i) > w(u).
On the other hand, suppose now 0 ∈ Supp(u), so u(0) > 0. Clearly
u(0) = m(u). Since w(u) ≤ i, it cannot be the case that Supp(ǫi) ⊆ Supp(u).
Thus m(pu− ǫi) ≥ pu
(0) + 1 = pm(u) + 1. As above we have
ord(bm1bm2 · · · bmnbℓσ
−1(λℓ)) ≥
∑n
k=1mk + ℓ
p− 1
=
p(
∑n
k=1 uk)− i+ (n+ 1)ℓ
p− 1
.
Since w(u) =
∑n
k=1 uk + (n+ 1)m(u), this estimate becomes
ord (bm1bm2 · · · bmnbℓσ
−1(λℓ)) ≥ inf
−i+ pw(u)− (n+ 1)(pm(u) − ℓ)
p− 1
,
where the inf runs over ℓ ≥ m(pu − ǫi) ≥ pm(u) + 1. So pm(u) − ℓ ≤ −1
and hence ord A(u˜, ǫ˜i) > w(u) in these cases as well.
We assume finally that u = ǫi. Then
A(ǫ˜i, ǫ˜i) = σ
−1(B((p − 1)ǫi)) =
∑
ℓ≥0
bip−1+ℓb
n+1−i
ℓ σ
−1(λℓ).
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Thus
σ−1(B((p − 1)ǫi)) =
(
γp−1
(p − 1)!
)i
+
∑
ℓ≥1
bip−1+ℓb
n+1−i
ℓ σ
−1(λℓ).
But
ord
(∑
ℓ≥1
bip−1+ℓb
n+1−i
ℓ σ
−1(λℓ)
)
≥ inf
ℓ≥1
{
i+
(n+ 1)ℓ
p− 1
}
= i+
n+ 1
p− 1
,
which establishes the assertion concerning ord A(ǫ˜i, ǫ˜i). Since γ
p−1 ≡ −p
(mod γ). The last assertion follows. 
We consider now the action of Frobenius on cohomology. In particular,
we will work with the normalized basis B˜ for Hn(Ω•C0 ,∇(D)). Let A˜(ǫ˜j , ǫ˜i)
be the coefficient of ǫ˜j when we express α1(ǫ˜i) acting on cohomology in
terms of the basis B˜ for Hn(Ω•C0 ,∇(D)). Our main result here is that the
estimates in Theorem 1.5 of Frobenius acting on the cochain level hold as
well on cohomology.
Theorem 1.6. For all i, j, 0 ≤ i, j ≤ n, we have ord A˜(ǫ˜j , ǫ˜i) ≥ j. For
i = j, we have ord A˜(ǫ˜j , ǫ˜j) = j. In this case, in fact,
A˜(ǫ˜j ,ǫ˜j)
pj
≡ 1 (mod γ).
Finally, for j < i, we have ord A˜(ǫ˜j, ǫ˜i) > j.
Our proof will require several lemmas. We note however that the main
result of this section is an immediate consequence of this theorem. In par-
ticular, here is our main result:
Theorem 1.7. Let the characteristic p be arbitrary. Fix an element λ¯ ∈ F
∗
p,
say λ¯ ∈ F∗q. Let {ωi}
n
i=0 be the eigenvalues of H
n(Frob•0) acting linearly over
Ω0 on H
n(Ω•C0 ,∇(D)). Then these eigenvalues are integers in Zp[ζp] and
may be ordered so that
ωi
qi
≡ 1 (mod γ).
Proof. The argument in [10, Proposition 2.20] and its several corollaries may
be used to prove Theorem 1.7 as a formal consequence of the approximate
triangular form for the Frobenius matrix given in Theorem 1.6. 
So we turn now to the proof of Theorem 1.6. Let u ∈ Zn. According to
Theorem 1.3, we may write
u˜ = γw(u)xu =
∞∑
k=0
a(u˜, ǫ˜k)ǫ˜k +
n∑
j=1
Djζj(u˜)
with a(u˜, ǫ˜k) ∈ O0 and ζj(u˜) ∈ C0. Then
(10) A˜(ǫ˜j , ǫ˜i) =
∑
u∈Zn
A(u˜, ǫ˜i)a(u˜, ǫ˜j) = A(ǫ˜j , ǫ˜i) +
∑
u 6=ǫj
A(u˜, ǫ˜i)a(u˜, ǫ˜j).
We will need the following lemma.
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Lemma 1.8. Let T (i) be the O0-submodule of C0 generated by {u˜}u∈Zn,w(u)≤i.
Let β ∈ T (i). Let H
(1)
l (x) =
xl∂K
∂xl
(x) = xl −
λ
x1x2···xn
, so that γH
(1)
l (x) =
Hl(x) −
∑∞
l=1 γlp
lH
(1)
l (x
pl). Let D
(1)
l = El + γH
(1)
l (x). Then there are
elements {a(β, ǫ˜k)}
i
k=0 ⊆ O0 and {ζl(β)}
n
l=1 ⊆ T
(i−1) such that
β =
i∑
k=0
a(β, ǫ˜k)ǫ˜k +
n∑
l=1
D
(1)
l ζl(β).
Proof. We reduce β modulo γ, obtaining β¯ in
⊕i
k=0 S¯
(k) = FiliS¯. Then
using Theorem 1.2 and lifting we obtain (since the reduction of D
(1)
l is D¯l
and D
(1)
l (T
(ℓ−1)) ⊆ T (ℓ)) that
β =
i∑
k=0
a(1)(β, ǫ˜k)ǫ˜k +
n∑
l=1
D
(1)
l ζ
(1)
l (β) + γη
(1)
with {a(1)(β, ǫ˜k)}
i
k=0 ⊆ O0 and {ζ
(1)
l (β)}
n
l=1 ⊆ T
(i−1) and η(1) ∈ T (i). We
may continue in the same way now with η(1) replacing β, and we obtain in
the end
β =
i∑
k=0
a(β, ǫ˜k)ǫ˜k +
n∑
l=1
D
(1)
l ζl(β)
with {a(β, ǫ˜k)}
i
k=0 ⊆ O0 and ζl(β) ⊆ T
(i−1). 
We consider next the reduction modulo the submodule
∑n
l=1DlC0 of C0.
Lemma 1.9. Let i be an arbitrary non-negative integer and let β ∈ T (i).
Then there exist {aj}
i
j=0 ⊆ O0, {ζl}
n
l=1 ⊆ C0, and {ωk}
∞
k=i+1 with ωk ∈ T
(k)
for all k ≥ i+ 1 such that
β =
i∑
j=0
aj ǫ˜j +
n∑
l=1
Dlζl +
∞∑
k=i+1
pk−iωk.
Proof. We begin with
β =
i∑
j=0
aj ǫ˜j +
n∑
l=1
D
(1)
l ζl
with {aj}
i
j=0 ⊆ O0 and {ζl}
n
l=1 ⊆ T
(i−1) from Lemma 1.8. Then since
D
(1)
l = Dl −
∑∞
m=1 γmp
mH
(1)
l (x
pm)ζl, we have
β =
i∑
j=0
aj ǫ˜j +
n∑
l=1
Dlζl −
∞∑
m=1
γmp
m
n∑
l=1
H
(1)
l (x
pm)ζl.
We rewrite the third sum on the right-hand side as
(11)
∞∑
m=1
γmp
m
γpm
n∑
l=1
γp
m
H
(1)
l (x
pm)ζl.
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Clearly, H(1)(xp
m
) has weight pm, so the inner sum on the right-hand side
of (11) lies in T (p
m+i−1). Note that
ord
(
γmp
m
γpm
)
= pm − 1.
For each m,m ≥ 1, if we put k = pm+i−1, then k ≥ i+1 and k−i = pm−1.
It now follows that expression (11) lies in
∑∞
k=i+1 p
k−iT (k). This completes
the argument. 
The following lemma gives some of the interaction of the weight and p-adic
filtrations.
Lemma 1.10. Let β ∈ T (i). There exist {a(β, ǫ˜k)}
i
k=0 ∪ {a˜(β, ǫ˜k)}
∞
k=i+1 ⊆
O0 and {ζl}
n
l=1 ⊆ C0 such that
(12) β =
i∑
k=0
a(β, ǫ˜k)ǫ˜k +
∞∑
k=i+1
pk−ia˜(β, ǫ˜k)ǫ˜k +
n∑
l=1
Dlζl(β).
We will sometimes abbreviate the notation writing ak = a(β, ǫ˜k), a˜k =
a˜(β, ǫ˜k), and ζl = ζl(β).
Proof. Keeping in mind our convention that ǫk = 0 for k > n, consider for
each non-negative integer N the assertion
(13) β =
i∑
k=0
a
(N)
k ǫ˜k +
N+i∑
k=i+1
pk−ia˜
(N)
k ǫ˜k +
n∑
l=1
Dlζ
(N)
l +
∞∑
k=N+i+1
pk−iω
(N)
k ,
with {a
(N)
k }
i
k=0 ∪ {a˜
(N)
k }
N+1
k=i+1 ⊆ O0, {ζ
(N)
l }
n
l=1 ⊆ C0, and ω
(N)
k ∈ T
(k) for all
k ≥ N + 1 + i. The previous lemma begins the induction. So assume the
assertion holds for N . We may also apply the preceding lemma to the term
ω
(N)
N+i+1 with weight ≤ N + i+ 1 in the last sum in (13). Then
(14) ω
(N)
N+i+1 =
N+i+1∑
k=0
µ
(N+1)
k ǫ˜k +
n∑
l=1
Dlρ
(N+1)
l +
∞∑
k=N+i+2
pk−N−i−1ν
(N+1)
k
with {µ
(N+1)
k }
i
k=0 ⊆ O0, {ρ
(N+1)
l }
n
l=1 ⊆ C0, and ν
(N+1)
k ∈ T
(k) for all k ≥
N + i + 2. Multiplying (14) by pN+1 and substituting back into (13) gives
us the assertion for N + 1 with
a
(N+1)
k = a
(N)
k + p
N+1µ
(N+1)
k for 0 ≤ k ≤ i,
a˜
(N+1)
k = a˜
(N)
k + p
N+1−k+iµ
(N+1)
k for i+ 1 ≤ k ≤ N + i,
a˜
(N+1)
N+i+1 = µ
(N+1)
N+i+1,
ζ
(N+1)
l = ζ
(N)
l + p
N+1ρ
(N+1)
l ,
ω
(N+1)
k = ω
(N)
k + ν
(N+1)
k for all k ≥ N + i+ 2.
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We may take limits as N →∞, so that
ak = lim
N→∞
a
(N)
k for 0 ≤ k ≤ i,
a˜k = lim
N→∞
a˜
(N)
k for k ≥ i+ 1,
ζl = lim
N→∞
ζ
(N)
l for 1 ≤ l ≤ n.
It follows then that (12) in the statement of Lemma 1.10 holds. 
Lemma 1.11. Assume w(u) ≤ k. Then ord a(u˜, ǫ˜k) ≥ k − w(u).
Proof. Recall a(u˜, ǫ˜k) is the coefficient of ǫ˜k when u˜ = γ
w(u)xu is expressed
in terms of the basis B˜ of Hn(Ω•C0 ,∇(D)). Since a(u˜, ǫ˜k) = p
k−w(u)a˜(u˜, ǫ˜k),
the result is then immediate from Lemma 1.10. 
We complete now the proof of Theorem 1.6.
Proof. We work from the series for A˜(ǫ˜j , ǫ˜i) in (10) above. We consider then
each summand A(u˜, ǫ˜i)a(u˜, ǫ˜j). We know by Theorem 1.4 that in general
ordA(u˜, ǫ˜i) ≥ w(u). So in the case w(u) ≥ j we have the desired estimate
(15) ord A(u˜, ǫ˜i)a(u˜, ǫ˜j) ≥ w(u) ≥ j.
If w(u) < j, then by Lemma 1.11 above
(16) ord A(u˜, ǫ˜i)a(u˜, ǫ˜j) ≥ w(u) + (j − (w(u)) = j.
So together these prove the first sentence of Theorem 1.6.
Assume now in addition that j < i. Let u ∈ Zn, u 6= ǫi, with w(u) ≤ i.
Then Theorem 1.5 gives the strict inequality ord A(u˜, ǫ˜i) > w(u). But then
in the case u 6= ǫi, w(u) ≤ i, the inequalities in (15) and (16) are strict. If
u = ǫi, then by Theorem 1.5
ord A(ǫ˜i, ǫ˜i) = i > j,
so the inequality in (15) is strict. Finally we consider the case of u ∈ Zn,
w(u) > i. But then, using the hypothesis i > j, we see
ord A(u˜, ǫ˜i) ≥ w(u) > i > j,
so that the inequalities in (15) is again strict. This proves the last sentence
of Theorem 1.6.
Note that if i = j, then (10) gives
A˜(ǫ˜j, ǫ˜j) = A(ǫ˜j , ǫ˜j) +
∑
u 6=ǫj
A(u˜, ǫ˜j)a(u˜, ǫ˜j).
We have ord A(u˜, ǫ˜j) > w(u) for w(u) ≤ j, u 6= ǫj, by Theorem 1.5, so
inequality (16) is strict by Lemma 1.11. And if w(u) > j, then ordA(u˜, ǫ˜j) ≥
w(u) > j by Theorem 1.4. Theorem 1.5 then implies the second sentence of
Theorem 1.6, completing the proof of Theorem 1.6. 
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2. Dual Theory
There is some interest and mathematical value in developing the dual the-
ory and deformation theory for the family of hyperkloosterman sums using
the more complicated splitting function θ∞ which has however better p-adic
estimates. From a practical standpoint, one useful goal here is to prove the
functional equation for hyperkloosterman sums without any characteristic
restrictions. We view the following work as useful steps in this direction.
Our construction of a dual space for Hn(Ω•C0 ,∇(D)) follows closely the
work of Serre[8] and Dwork[5]. A similar construction also appears in [2]
and [3]. We consider the space
C∗0 =
{
ξ∗ =
∑
u∈Zn
ξ∗(u)γ−w(u)x−u | ξ∗(u) ∈ O0 for all u
}
.
Then we may define a pairing
〈, 〉 : C0 × C
∗
0 → O0
as follows. Let ξ =
∑
u∈Zn ξ(u)γ
w(u)xu ∈ C0 and ξ
∗ =
∑
u∈Zn ξ
∗(u)γ−w(u)x−u.
Then
〈ξ, ξ∗〉 =
∑
u∈Zn
ξ(u)ξ∗(u).
Since ξ(u)→ 0 as u→∞ and ξ∗(u) ∈ O0, it follows that the product above
converges in O0. Since both C0 and C
∗
0 contain monomials, the pairing is
nondegenerate in both arguments.
We consider next operators α∗0 and D
∗
j acting on C
∗
0 adjoint to the oper-
ators α0 and Dj acting on C0 defined in the previous section. Since〈
Ejγ
w(u)xu, γ−w(v)x−v
〉
= uj
〈
γw(u)xu, γ−w(v)x−v
〉
,
this pairing equals uj if u = v and 0 otherwise. On the other hand,〈
γw(u)xu, Ejγ
−w(v)x−v
〉
= −vj
〈
γw(u)xu, γ−w(v)x−v
〉
,
which equals −uj if u = v and 0 otherwise. It follows that
〈Ejξ, ξ
∗〉 = 〈ξ,−Ejξ
∗〉 .
If Φ is the operator which, on monomials in the x-variables, acts as Φ(xu) =
xpu, then
〈ψ(ξ), ξ∗〉 = 〈ξ,Φ(ξ∗)〉 .
Now define α∗1 = Fλ(x) ◦ Φ ◦ σ and α
∗
0 = (α
∗
1)
a. Then
Theorem 2.1. The maps α∗1 and α
∗
0 act on C
∗
0 and are adjoint (respectively)
to the operators α1 and α0 acting on C0, so that in particular,
〈α0(ξ), ξ
∗〉 = 〈ξ, α∗0(ξ
∗)〉 .
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Proof. This is essentially [1, Proposition 4.1]. Formally
α∗1
( ∑
u∈Zn
ξ∗(u)γ−w(u)x−u
)
=
∑
τ∈Zn
( ∑
v−qu=−τ
(B(v)ξ∗(u))γ−w(u)+w(τ)
)
γ−w(τ)x−τ .
Since ord B(u) ≥ w(u)p−1 we write B(u) = γ
w(u)B˜(u) with B˜(u) ∈ O0. Then∑∑
v−qu=−τ (B˜(v)ξ
∗(u))γ−w(u)+w(v)+w(τ) converges in O0 because v− qu =
−τ implies (q− 1)w(u) ≤ w(v) +w(τ)−w(u). This shows the coefficient of
γ−w(τ)x−τ in the product above is defined and lies in O0 and α
∗
0 acts on C
∗
0 .
The rest of the assertion is straightforward. 
Similarly, D∗j = −Ej + γHj acts on C
∗
0 and is adjoint to Dj acting on C0.
Recall the series
θˆ1(t) =
∞∏
j=1
exp(γjt
pj) =:
∞∑
i=0
θˆ1,i
i!
(γt)i
as described in [2, Equation (3.9)]. Then by [2, Equation (3.10)]
ord θˆ1,i ≥
i(p− 1)
p
.
Define a series θˆ1(x) (or θˆ1(λ, x) if more precision is required) by the formula
θˆ1(x) = θˆ1
(
λ
x1x2 · · · xn
) n∏
j=1
θˆ1(xj).
It follows then that
θˆ1(x) =
∑
u∈Zn
θˆ1(u)γ
w(u)xu
with
θˆ1(u) =
∑( n∏
j=0
θˆ1,kj
kj !
)
λk0 ,
the sum on the right-hand side running over (k0, k1, . . . , kn) ∈ Z
n+1
≥0 satisfy-
ing ki − k0 = ui for all 1 ≤ i ≤ n. As a consequence k0 ≥ m(u) and
ord
( n∏
j=0
θˆ1,kj
kj !
)
≥ w(u)(
p − 1
p
−
1
p− 1
),
so that for any λ ∈ O0 we have
ord θˆ1(u) ≥ w(u)(
p − 1
p
−
1
p− 1
).
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In a similar vein, the reciprocal series
θˆ−11 (t) =
∞∏
j=1
exp(−γjt
pj) =:
∞∑
i=0
θˆ′1,i
i!
(γt)i,
satisfies ord θˆ′1,i ≥
i(p−1)
p . Define
θˆ−11 (x) = θˆ
−1
1
(
λ
x1x2 · · · xn
) n∏
j=1
θˆ−11 (xj) =
∑
u∈Zn
θˆ−11 (u)x
u.
As above, ord θˆ−11 (u) ≥ w(u)(
p−1
p −
1
p−1).
Theorem 2.2. Multiplication by θˆ1(x), respectively by θˆ
−1
1 (x), is an iso-
morphism of C∗0 . For p 6= 2, θˆ
(1)(x) and its inverse both belong to C0 so that
multiplication by θˆ(1)(x) is an isomorphism on C0.
Proof. Let ξ∗(x) =
∑
u∈Zn ξ
∗(u)γ−w(u)x−u ∈ C∗0 with ξ
∗(u) ∈ O0. We may
write formally
θˆ1(x)ξ
∗(x) =
∑
ω∈Zn
( ∑
v−u=−ω
θˆ1(v)ξ
∗(u)γw(v)−w(u)+w(ω)
)
γ−w(ω)x−ω.
Since v + ω = u, we have w(u) ≤ w(v) + w(ω). It follows then that
ord θˆ1(v)ξ
∗(u)γw(v)−w(u)+w(ω) ≥ w(v)
(
p− 1
p
)
.
This estimate shows that multiplication by θˆ1(x) is defined on C
∗
0 , and clearly
since the inverse is multiplication by θˆ−11 (x) the map is an isomorphism. A
similar argument shows the last assertion as well. 
Let
D
(1)∗
j = −Ej + γH
(1)
j = − exp(γH
(1)(x)) ◦ xj
∂
∂xj
◦ exp(−γH(1)(x)),
where H(1) = K(x) and
H
(1)
j = xj
∂H(1)(x)
∂xj
= xj −
λ
x1x2 · · · xn
.
Let K =
⋂n
j=1{kerD
∗
j | C
∗
0} and K
(1) =
⋂n
j=1{kerD
(1)∗
j | C
∗
0}. Then
D∗j = θˆ1(x) ◦D
(1)∗
j ◦ θˆ
−1
1 (x) = D
(1)
j +
∞∑
m=1
γmp
mH
(1)
j (x
pm).
The next result follows immediately from the preceding theorem.
Lemma 2.3. The isomorphism ρ : C∗0 → C
∗
0 defined by ρ(ξ
∗(x)) = θˆ1(x)ξ
∗(x)
restricts to an isomorphism of subspaces of C∗0 , ρ : K
(1) → K.
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It seems worthwhile at this point to indicate how a trace formula also
holds with a Frobenius map acting on the space K(1). To this end define
α
(1)∗
1 : K
(1) → K(1) via α
(1)∗
1 = ρ
−1 ◦α∗1 ◦ρ. Clearly, if α
(1)∗
0 = (α
(1)∗
1 )
a, then
det(I − α
(1)∗
0 T ) = det(I − α
∗
0T ).
Our goal now is to prove that K is the dual space to Hn(Ω•C0 ,∇(D)). An
important part of this is to show that the dimension of K over Ω0 is n+ 1.
By the preceding results, it suffices to show dimΩ0 K
(1) = n+1. We work at
first algebraically. We view Kn(Λ, x) ∈ Z[Λ, x
±1
1 , x
±
2 , . . . , x
±1
n ]. Consider the
free Q[Λ]-subalgebra L of the ring of Laurent polynomials Q[Λ, x±11 , . . . , x
±1
n ]
with free basis {Λm(u)xu}u∈Zn . Then L is filtered by weight and we let L¯ be
the associated graded. The operators
D
(1)
j = Ej + xj
∂K(x)
∂xj
= Ej + xj −
Λ
x1x2 · · · xn
act on L. It follows in a manner altogether similar to Theorem 1.1 above
that
L¯ = V ⊕
n∑
j=1
(
xj −
Λ
x1x2 · · · xn
)
L¯
where V is the Q[Λ]-span of the basis B(= {ǫj}
n
j=0) in L¯. It follows then,
just as in Theorem 1.2, that
(17) L = V ⊕
n∑
j=1
DjL.
Now let L∗ denote the Q[Λ]-module of formal (doubly-infinte) Laurent
series in the monomials {Λ−m(u)x−u}u∈Zn with coefficients in Q[Λ], i. e.,
L∗ =
{
ξ∗ =
∑
u∈Zn
ξ∗(u)Λ−m(u)x−u | ξ∗(u) ∈ Q[Λ]
}
.
Then the pairing
〈 , 〉 : L × L∗ → Q[Λ]
is defined by
〈ξ, ξ∗〉 = the coefficient of 1(= x0) in the product ξξ∗.
This pairing is non-degenerate in each coordinate and so defines an injective
map L∗ → Lˆ, where Lˆ is the Q[Λ]-dual of L and the map takes ξ∗ ∈ L∗ to
Φξ∗ ∈ Lˆ where Φξ∗(ξ) = 〈ξ, ξ
∗〉 for each ξ ∈ L. In fact, it is an isomorphism:
if φ ∈ Lˆ, then the element ξ∗ =
∑
φ(u)Λ−m(u)x−u ∈ L∗ satisfies φ = Φξ∗.
The pairing above induces a pairing
〈 , 〉 :W(1) ×K(1) → Q[Λ],
whereW(1) = L∑n
j=1 DjL
and K(1) =
⋂
1≤j≤n{ker(D
∗
j | L
∗)}. It follows just as
before that the pairing is non-degenerate in the second coordinate so that
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the map
K(1) → Wˆ(1)
is injective (where Wˆ(1) denotes the Q[Λ]-dual of W(1)). It is also onto since
an arbitrary element φ¯ ∈ Wˆ(1) which say takes ǫi ∈ B to γi ∈ Q[Λ] can
be realized as the map φ ∈ Lˆ taking ǫi to γi and taking
∑n
j=1DjL to 0,
using (17) above. But then we can define ξ∗ =
∑
φ(u)Λ−m(u)x−u ∈ L∗ as
above with φ = Φξ∗ . Then φ ∈ K
(1), using the adjointness of the operators
Dj and D
∗
j . Thus the map K
(1) → Wˆ(1) above is an isomorphism of Q[Λ]-
modules, and K(1) is a free Q[Λ]-module of rank n+ 1.
If we replace xi by γxi for all 1 ≤ i ≤ n and Λ by γ
n+1λ then Λ−m(u)x−u
becomes λ−m(u)γ−w(u)x−u and L∗ is mapped to C∗0 . In particular, if we define
D
(1)∗
i = −Ei + xi
∂K
∂xi
, then D
(1)∗
i becomes D
(1)∗
i after this substitution.
Let ǫ∗k(Λ, x) =
∑
u∈Zn ǫ
∗
k(u)Λ
−m(u)x−u ∈ L∗ satisfy D
(1)∗
j (ǫ
∗
k) = 0 for all j
and ǫ∗k(ǫi) = δik for 1 ≤ k ≤ n, where δik = 1 if i = k and 0 otherwise. Then
an easy but tedious inductive argument shows that the recursions induced on
the coefficients {ǫ∗k(u)} of each such ǫ
∗
k with the given initial data determine
every coefficient. The recursions furthermore imply that ǫ˜∗k = ǫ
∗
k(γ
n+1λ, γx)
belongs to C∗0 so that B
(1)∗ = {ǫ˜∗k}
n
k=1 is the dual basis in K
(1) to B and
K
(1) has dimension n+ 1 over Ω0. Finally this implies K is the dual space
of Hn(Ω•C0 ,∇(D)). The following result summarizes the work above.
Theorem 2.4. The subspace K ⊆ C∗0 is (n+1)-dimensional over Ω0 and is
dual to Hn(Ω•C0 ,∇(D)) via the pairing above.
3. Deformation Equation
In this section we calculate the deformation differential equation for the
given family of hyperkloosterman sums and describe then the Frobenius ac-
tion on local solutions of this equation. We first defineΩ, a discretely valued
extension of Ω0 containing a p-adic unit, say λ, which is transcendental over
the subfield Ω0. We extend coefficients to Ω in the following. Let
∂
∂λ denote
a fixed derivation of Ω trivial on Ω0 and satisfying
∂
∂λ(λ) = 1. Let λ0 ∈ O0.
Not surprisingly, the deformation equation turns out to be simpler working
with K(1) (based on the splitting function θ1) as opposed to working with K
(based on the splitting function θ∞). We consider that case first. Let T
(1)
λ0,λ
be the operation “multiplication by exp γ λ−λ0x1x2···xn ” acting on K
(1)
λ0
. Then for
ord (λ− λ0) > 0 it follows that T
(1)
λ0,λ
ξ∗ ∈ C∗0 for all ξ
∗ ∈ C∗0 . We define
D
(1)∗
i,λ = xi
∂
∂xi
+γxi−
γλ
x1x2 · · · xn
= exp(γH(1)(λ, x))◦xi
∂
∂xi
◦exp(−γH(1)(λ, x)).
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Similarly, we define D
(1)∗
i,λ0
= xi
∂
∂xi
+ γxi −
γλ0
x1x2···xn
= exp(γH(1)(λ0, x)) ◦
xi
∂
∂xi
◦ exp(−γH(1)(λ0, x)). It follows then that
D
(1)∗
i,λ ◦ T
(1)
λ0,λ
= T
(1)
λ0,λ
◦D
(1)∗
i,λ0
,
so that
(18) T
(1)
λ0,λ
: K
(1)
λ0
→ K
(1)
λ .
Since T
(1)
λ0,λ
has an obvious inverse (T
(1)
λ0,λ
)−1 = T
(1)
λ,λ0
, the map (18) above
is an isomorphism. We see from the algebraic construction of the dual
theory above that for any element λ ∈ O0, λ 6= 0, the elements of B
∗
λ =
{ǫ∗i,λ}
n
i=0 have coefficients of each x
u (u ∈ Zn), which are meromorphic
functions in λ with a possible pole at λ = 0 and otherwise analytic in the
disk ordλ > −n+1p−1 . As such we may apply λ
∂
∂λ to any element of K or K
(1).
In particular, since the operator D
(1)∗
λ = λ
∂
∂λ−
γλ
x1x2···xn
commutes with each
of the operators {D
(1)∗
j,λ }
n
j=1, it follows that D
(1)∗
λ defines a map as follows
D
(1)∗
λ : K
(1)
λ → K
(1)
λ .
Fix λ0 a unit in O0. Let R0 be the ring of functions in λ with
R0 =
{
ξ(λ) =
∑
r≥0
ξ(r)λr | ξ(r) ∈ O0, ord ξ(r) ≥ r
n+ 1
p − 1
}
.
Then the coefficient of γ−w(u)x−u in ǫ∗j,λ has the form λ
m∗(−u)ξu where ξu ∈
R0 and m
∗(v) = min{0,−v1, ... − vn} for all v ∈ Z
n. Let M0 be the field
of meromorphic functions in the open disk ordλ > −n+1p−1 with a pole at
most only at λ = 0. Then M0 is contained in the field Mλ0 of germs of
meromorphic functions at λ0. We extend then coefficients toMλ0 and write
T
(1)
λ0,λ
: K
(1)
λ0
⊗Mλ0 → K
(1)
λ ⊗Mλ0 .
We view bothK
(1)
λ0
⊗Mλ0 andK
(1)
λ ⊗Mλ0 as modules overMλ0 with connec-
tions ∇
(1)
λ0
(λ ddλ) and ∇
(1)
λ (λ
d
dλ ) defined as follows. If α⊗ξ ∈ K
(1)
λ0
⊗Mλ0 then
∇
(1)
λ0
(λ ddλ)(α⊗ ξ) = α⊗λ
dξ
dλ . If w⊗ ξ ∈ K
(1)
λ ⊗Mλ0 then ∇
(1)
λ (λ
d
dλ )(w⊗ ξ) =
D
(1)∗
λ (w)⊗ ξ +w ⊗ λ
d(ξ)
dλ . Consider the commutative diagram
K
(1)
λ0
⊗Mλ0
//

K
(1)
λ ⊗Mλ0

K
(1)
λ0
⊗Mλ0
// K
(1)
λ ⊗Mλ0
where the horizontal arrow on the top and bottom is in both cases the map
T
(1)
λ0,λ
. The vertical maps are (on the left) the connection map ∇
(1)
λ0
(λ ∂∂λ )
and on the right the connection map ∇
(1)
λ (λ
∂
∂λ ).
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We fix a basis of K
(1)
λ , say B˜
(1)∗
λ = {ǫ˜
(1)∗
λ,k }
n
k=0 as in section 2. Let ǫ˜
(1)∗ be
the column vector ǫ˜(1)∗ = transpose of (ǫ˜
(1)∗
λ,0 , ǫ˜
(1)∗
λ,1 , . . . ǫ˜
(1)∗
λ,n ). Then it is an
easy calculation to show that the connection then has the following explicit
form
∇
(1)
λ (ǫ˜
(1)∗) = −G(1) ǫ˜(1)∗,
where
G(1) =


0 0 0 . . . 0 γn+1λ
1 0 0 . . . 0 0
0 1 0 . . . 0 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0

 .
An element
∑n
j=0 Y
(1)
j (λ)ǫ˜
(1)∗
λ,j ∈ K
(1)
λ ⊗Mλ0 is a horizontal section for the
connection∇
(1)∗
λ (λ
∂
∂λ ) if and only if it is the image (under the horizontal map
at the top of the commutative square above) of an element of K
(1)
λ0
⊗Mλ0
“independent of λ” (i.e. killed by ∇
(1)∗
λ0
(λ ∂∂λ ), the vertical map on the left.
In this case, the vector Y(1)(λ) = (Y
(1)
0 (λ), ...Y
(1)
n (λ)) ∈ M
n+1
λ0
is a solution
of the differential system
(19) λ
∂Y (1)
∂λ
= Y(1)G(1).
Let S
(1)
λ0
denote the local solution space of (19) at λ0.
If say η∗(λ) =
∑∞
j=M cj(λ− λ
p
0)
j is a germ of a meromorphic function in
λ at λp0, then clearly η
∗(λp) is the germ of a meromorphic function in λ at
λ0; we denote the image of η
∗ under this map by η∗φ. Thus
φ :Mλp
0
→Mλ0 .
The following diagram is commutative
K
(1)
λp
0
⊗Mλp
0
//

K
(1)
λp ⊗Mλ0

K
(1)
λ0
⊗Mλ0
// K
(1)
λ ⊗Mλ0
Here the top arrow is the composition φ ◦ T
(1)
λp
0
,λ
as follows
K
(1)
λp
0
⊗Mλp
0
→ K
(1)
λ ⊗Mλp0 → K
(1)
λp ⊗Mλ0 .
The second map φ acts on both factors. The vertical arrows are α
(1)∗
λ0
⊗ φ
on the left and α
(1)∗
λ ⊗ 1 on the right. The map on the bottom is T
(1)
λ0,λ
⊗ 1.
If Y (1)(λ) = (Y
(1)
0 (λ), . . . ,Y
(1)
n (λ)) ∈ S
(1)
λp
0
is a local meromorphic solution
of the deformation equation at λp0, then η
∗ =
∑n
j=0 Y
(1)
j (λ)ǫ˜
(1)∗
j,λ belongs to
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K
(1)
λ ⊗ Mλp0 and is the image of an element η
∗
0 ∈ K
(1)
λp
0
⊗ Mλp
0
which is
independent of λ. By the commutativity of the square above α∗λ(η
∗φ) =
T
(1)
λ0,λ
(α∗λ0(η
∗
0)). But then this is a horizontal section of the connection on
K
(1)
λ ⊗Mλ0 since α
∗
λ0
(η∗0) is independent of λ. In terms of solutions
Y(1)(λp)A(1)(λ)
is an element of S
(1)
λ0
. If Y
(1)
λp
0
(λ) is a fundamental solution matrix at λp0 and
Y
(1)
λ0
(λ) is likewise a fundamental solution matrix at λ0, then we may write
(20) Y
(1)φ
λp
0
(λ)A(1)(λ) =MY
(1)
λ0
(λ).
Now suppose λ0 is a Teichmu¨ller unit so that λ0 lies in T , the maximal
unramified extension of Ω1 in Cp, with σ(λ0) = λ
p
0 where σ is the Frobenius
generator of Gal(T /Ω1). If we let σ act on coefficients and Y(λ) ∈ Sλ0 , then
Y(1)σ(λ) ∈ S
(1)
λp
0
. It follows then that the map
κ : S
(1)
λ0
→ S
(1)
λ0
defined by κ(Y(1)(λ)) = Y(1)σφ(λ)A(1)(λ) is a σ-linear transformation of S
(1)
λ0
to itself. Thus we may rewrite (20) above, in this case, as
(21) Y(1)σφ(λ)A(1)(λ) =MY(1)(λ).
with locally constant matrix M.
Let us fix now the basis B˜ = B˜(1) = {ǫ˜j}
n
j=0 of both H
n(Ω•C0 ,∇
(1)(D(1)))
and Hn(Ω•C0 ,∇(D)). Let us fix as well B˜
(1)∗
λ = {ǫ˜
(1)∗
λj }
n
j=0 the dual basis of
B˜(1) for K(1) and B˜∗λ = {ǫ˜
∗
λj}
n
j=0 the dual basis of Kλ respectively. They
are dual bases under the pairings described in the previous section. For
the purposes of simplifying the deformation equation on Kλ, it is useful to
use a“cyclic” vector basis for the dual cohomology. Since Dj = θˆ
−1
1 (x) ◦
D
(1)
j ◦ θˆ1(x) it follows immediately that multiplication by (θ1(x))
−1 is an
isomorphism from Hn(Ω•C0 ,∇(D¯
(1))) to Hn(Ω•C0 ,∇(D¯)). To this end we
define a modification Bˆ = {ǫˆi}
n
i=0 of the basis B˜ defined by ǫˆi = ǫ˜i(θˆ1(x))
−1
for i = 0, 1, . . . , n. Then the dual basis Bˆ∗ to Bˆ in K is given by {ǫˆ∗i =
ǫ˜∗i θˆ1(x))}
n
i=0. In fact, conjugating by the series θˆ1(x) defines an isomorphism
of modules with connection as follows:
ρ :
(
K
(1)
λ ,∇
(1)
(
λ
d
dλ
))
→
(
Kλ,∇
(
λ
d
dλ
))
defined by ρ(ξ∗) = ξ∗θˆ1(x) and ρ(D
(1)∗
λ ) = D
∗
λ = θˆ1(x) ◦D
(1)∗
λ ◦ (θˆ1(x))
−1.
By Theorem 2.2 above, ρ is an isomorphism on C∗0 and since
D∗j = θˆ1(x)) ◦D
(1)∗
j ◦ (θˆ1(x))
−1,
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ρ sends K
(1)
λ to Kλ. Under ρ, the basis B˜
∗ maps to Bˆ∗, the element ǫˆ∗0(=
θˆ1(x)) under ∇(λ
d
dλ) generates a basis of Kλ, and the deformation equation
with respect to this basis Bˆ∗ on Kλ is also given by (20). We summarize
the above discussion in the following result.
Theorem 3.1. Without any restriction on characteristic, the deformation
equation calculated using the basis B˜∗λ = {ǫ˜
∗
λj}
n
j=0 for the dual space Kλ is
given by (19) above.
For the sake of completeness, we mention in the present context the sym-
plectic structure and functional equation in
Recall that γ is a chosen zero having ordp =
1
p−1 of the series
∑∞
j=0
tp
j
pj
which fixes the character Θ of Fp. If instead we take −γ as the chosen zero
of this same series, this amounts to using instead the dual character Θ∗.
Let Θ be the n+ 1 by n+ 1 constant matrix defined by
Θ =


0 0 0 . . . 0 1
0 0 0 . . . −1 0
. . . . . . . . . . . . . . . . . . . . . . . . .
(−1)n 0 0 . . . 0 0

 .
Then for Y a local fundamental solution matrix of (19) above (say at
a point λ0 with |λ0| ≤ 1 and a local solution matrix Z−γ for (19)−γ the
differential equation (19) modified only by replacing the chosen uniformizer
γ by −γ throughout, the product
YΘZ
t
−γ = θ
where θ is locally constant. In the case λ0 = 0 we may choose Y = λ
HP (λ)
with P (0) = I, P (λ) holomorphic in D(0, 1−), and
H =


0 0 0 . . . 0 0
1 0 0 . . . 0 0
. . . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 0

 .
if we choose as well
Z−γ = λ
HP−γ(λ)(=: Y−γ)
then this relation simplifies to
YΘY
t
−γ = Θ
[9, Proposition 4.2.8].
For the functional equation, the references are [10, Section 1] and [6,
Example 3]. The latter work improves the result in the former, requiring
only that p and n + 1 are relatively prime. The present work does not
improve on this, but does make it easier to see the action of Frobenius
on the solutions at ∞ since Frobenius converges here in the bigger disk
ord > −n+1p−1 as we systematically use the splitting function θ∞(t) having a
better radius of convergence.
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