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ABSTRACT
Recent research focuses beyond recommendation accuracy, towards
human factors that influence the acceptance of recommendations,
such as user satisfaction, trust, transparency and sense of control.
We present a generic interactive recommender framework that can
add interaction functionalities to non-interactive recommender sys-
tems. We take advantage of dialogue systems to interact with the
user and we design a middleware layer to provide the interaction
functions, such as providing explanations for the recommendations,
managing users’ preferences learnt from dialogue, preference elici-
tation and refining recommendations based on learnt preferences.
CCS CONCEPTS
•Human-centered computing→HCI design and evaluation
methods;Natural language interfaces; • Information systems
→ Recommender systems.
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1 INTRODUCTION
Most recommender systems offer very limited or no means to in-
form the recommender that its assumptions (e.g., about user prefer-
ences) are incorrect or outdated. However, users appreciate being
more actively involved in the recommendation process, and their
feedback can lead to better recommendations.
We present a generic Interactive Recommender Framework (IRF )
that: 1. can leverage an existing non-interactive recommender and
turn it into an interactive recommender 2. implements the modes
of interaction with the user. To tackle the first problem, IRF is de-
signed to be easily deployed on top of any existing non-interactive
recommender, with a minimal configuration. Specifically, IRF can
consume any recommender that aligns to the required API speci-
fications, and the endpoints are designed based on [2]. To handle
Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
RecSys ’19, September 16–20, 2019, Copenhagen, Denmark
© 2019 Association for Computing Machinery.
ACM ISBN 978-1-4503-6243-6/19/09. . . $15.00
https://doi.org/10.1145/3298689.3346966
Table 1: External Services - API endpoint details
URL Required Parameters Returns Description
recommend/get/ required user_profile rec_list returns recommendations
user/get/uid required user_id user_profile returns a user_profile
user/update optional user_profile - updates a user_profile when
a new item preference is
mentioned
item/get/iid required item_id item_profile returns an item_profile
item/desc/iid optional item_id item descrip-
tion text
returns a description text for
the item_profile
the second problem, IRF implements different types of interactions
to acquire preferences from the user in a context where the user is
motivated to give them, as well as to facilitate the exploration of
the domain and the elicitation of the user’s preferences. To achieve
this, IRF implements the following interaction mechanisms: pre-
senting recommendations; explaining why an item is recommended;
presenting the user profile; presenting item details; allowing users to
provide their preferences on the feature or item level; and asking a
preference elicitation question.
2 SYSTEM OVERVIEW
Data. Data stored in the backend have 4 main types: user_profile,
item_profile, rec_list, and user_preferences. The first three are at the
core of any recommender system and allow the configuration of
required generic API endpoints. user_preferences is used within IRF
to store the preferences for features learnt from the conversation.
user_profile is required to contain a history field, which is a list
of <item, score, timestamp> triples where score and timestamp are
optional. It can contain further optional information depending on
the underlying recommender service. If provided, they are sent to
the recommender as part of the request. item_profile includes a list
of features for the categories of the underlying domain.
External Services. IRF relies on the following external services:
1. Recommender Service 2. Item Data Service 3. User Data Service. We
minimize the assumptions about the external services. IRF expects
the endpoints specified in Table 1. These endpoints are designed
following REST principles [2]. Some endpoints are optional, such
as user/update , called if a notification should be sent to the user
data service when the user provides a new preference.
Solution Components. IRF has 2 main components: Dialogue
Manager (DM) and Middleware (MW).
DM is responsible for coordinating and managing the conver-
sation with the user through 1. analyzing the user’s utterances, 2.
calling the external services or MWbased on the type of the interaction,
3. presenting the final response to the user. DM manages the conver-
sation with a dialogue plan created with AI planning as described in
[1]. It uses Watson Assistant (WA),1 an existing service that assigns
to every user utterance an intent and zero or more entity–value
pairs. The workspace file, which includes all the entity–value pairs
1https://www.ibm.com/watson/developercloud/conversation.html
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should be provided to IRF to configure the WA. For response gener-
ation, a configurable messages file is kept. The messages file saves
sentence structures, which can possibly have place-holders for the
inputs that will be set by the DM before presenting that response
to the user.
MW uses the following components to convert a non-interactive
recommender into an interactive one.
Post Processor (PP). The preferences learnt during conversation
should be reflected back to the recommendations immediately. To
achieve this, whenever a recommendation request is received from
the user, the following actions are executed: 1. DM calls MW with
user_pro f ile and user_pre f erences . 2. MW calls external recom-
mender service with user_pro f ile to receive an initial set of recom-
mendations, 3. MW calls the post processor to rerank this initial list
using the user_pre f erences . Step 3 is performed by calculating a
weighted similarity score between the user_pre f erences and each
item within the recommendation list using cosine similarity mea-
sure. Final score is calculated by taking a weighted average of the
initial recommender score and the preference similarity score.
User Profiling and Preferences Manager (UPM). UPM differentiates
between a temporary and a permanent user profile. The temporary
profile amplifies the preferences learnt during the conversation
and is created at the start of the session based on the permanent
profile. It gets updated whenever the user states new preferences
for features or preference for an item during a conversation session.
At the end of a session the temporary profile is merged with the
permanent profile by replaying the individual preferences expressed
in the dialogue so the newly learnt information still impacts the
permanent profile but to a lesser extent controlled by configured
weights. The next time the permanent profile is retrieved, all values
are decayed based on how long it has been since the user profile
was updated to reflect changes in the user’s interests over time.
Explanation Generation (EG). EG generates a justification text for
every recommended item for which an explanation is not already
provided. It builds a TF-IDF model [3] on top of the recommen-
dation domain when the IRF is first initialized. Furthermore, it
builds an explanation through calculating the similarity between
the item_pro f ile , user_pro f ile and user_pre f erences vectors that
are built based on the TF-IDF model. As a result, explanation gen-
eration returns a list of common features between the item and the
user profile and their associated similarity scores.
Similarly, for presenting the user profile, IRF uses the union of
the preferences from user_preferences and the user_profile objects.
Question Generation (QG). QG formulates a preference elicitation
question to rank and filter the list of candidates. We use a feature
selection method based on Information Gain [4]. Assume that k is
the number of distinct features in the domain, and each item is seen
as a k-tuple. We compute the information gain for each feature in
the space of the recommended items, and return the one with the
highest value.
To set up IRF, the following files should be updated: 1. configura-
tion file, 2. workspace file that contains the entity types and values and
3. messages file that includes the specific utterances to use while re-
sponding the end-user. The configuration file configures the system
properties such as the details of the external services, the number
of recommendations to present to the user, etc. Workspace and the
messages files are used by DM, as described in previous paragraphs.
Figure 1: Sample Screenshots of the IRF prototype interface.
3 SYSTEM DEMONSTRATION
To validate IRF’s compatibility with different recommender algo-
rithms and domains,we build two prototypes. One uses the Movie-
Lens 100k2 dataset and a state of art content based recommender
algorithm [3]. The second uses the Career Builder job recommenda-
tion3 dataset with a sequential pattern mining based recommender
algorithm [5]. From IRF’s perspective, the only difference between
the two systems are the setup files described earlier. Demonstration
of the demo for interactive movie4 and job5 recommenders are
available on YouTube. See Figure 1 for sample screenshots.
4 CONCLUSION AND FUTUREWORK
We presented a framework for adding interaction capabilities to
any existing non-interactive recommender solution which is inde-
pendent of the underlying domain. A promising future direction
is to design and test different preference elicitation strategies and
allow more complex interactions with the user.
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