In this paper, we develop a procedure for determining the phase unwrapping of a real polynomial or rational function along the unit circle. By representing the unit circle image in terms of Tchebyshev polynomials, a formula for the unwrapped phase is determined in terms of the zeros and signs of these polynomials. The root distribution with respect to the unit circle can thus be determined in terms of the Tchebyshev representation. This result is applied to the problem of feedback stabilization of a digital control system by constant gain or by a two-parameter controller. The solution results in a determination of the entire set of stabilizing gains as a solution of sets of linear inequalities. This is in sharp contrast to the solution via classical conditions which result in nonlinear inequalities. The result also gives a new characterization of Schur stability in terms of the Tchebyshev representation which may be of independent interest.
Introduction
Let P (z) = a n z n + a n−1 z n−1 + · · · + a 1 z + a 0 (1) denote a real polynomial, that is the a i , i = 0, 1, . . . , n, are real numbers. We are interested in determining the root distribution of P (z) with respect to the unit circle, that is the number of roots of P (z) inside and outside the unit circle, without actually determining the roots. As we show later, this has an important application to the problem of stability and stabilization of discrete-time or digital control systems.
In such applications, P (z) could denote the characteristic polynomial of a control system. The stability of the system is equivalent to the condition that all roots of P (z) lie in the interior of the unit circle. If P (z) satisfies the latter condition, it is said to be Schur stable. The stabilization problem is that of choosing one or more adjustable or design parameters to render the characteristic polynomial Schur stable if possible. Recent results (see [1] [2] [3] [4] [5] ) in the control and linear algebra literature have given a solution to this problem for continuous-time control systems where the stability region is the open left half plane. In these solutions an important step involved the computation of the phase unwrapping of a polynomial along the imaginary axis, and its relationship to the root distribution of the polynomial with respect to this axis. In [1] , the first formula for the root distribution with respect to the imaginary axis was developed; Refs. [2] and [3] gave alternative derivations and some extensions, namely allowing roots on the imaginary axis and considering complex polynomials, respectively. In [4] , these results were applied to develop a new and efficient solution to the design of control systems using proportional-integralderivative (PID) controllers. In the recent paper [5] , new and elegant results on phase unwrapping and its relationship to root distribution are given for continuous-time systems; these are the continuous versions of similar results presented in [6] .
In the present paper, we begin to develop the counterpart of such results for the discrete-time case by deriving formulas for root counting with respect to the unit circle and using these to solve the feedback stabilization problem using constant gain or two-parameter controllers. The novelty of this approach is that the entire set of stabilizing gains is obtained through the solution of linear inequalities. This does not happen if one applies the existing solutions such as the Jury test or the Nyquist criterion [7] . Our solution thus has computational advantages and also gives a yes or no answer to the question of existence of stabilizing parameters. We hope that these results will also aid in the solution of the stabilization problem when higher-order controllers are used.
Tchebyshev representation

Tchebyshev representation of polynomials
It will be necessary to determine the unit circle image of the real polynomial P (z):
As the a i are real, P (e jθ ) and P (e −jθ ) are conjugate complex numbers, and so it suffices to determine the image of the upper half of the unit circle:
Since
we have
+j (a n sin nθ + · · · + a 1 sin θ)
It is well known [8, p. 71 ] that cos kθ, and sin kθ/sin θ can be written as polynomials in cos θ using Tchebyshev polynomials. Write u = − cos θ. Then as θ runs from 0 to , u runs from −1 to +1. Now
and we have
where c k (u) and s k (u) are real polynomials in u and are known as the Tchebyshev polynomials of the first and second kind, respectively. It is easy to show that
and that the Tchebyshev polynomials satisfy the recursive relation
From Eqs. (8) and (9), we can determine c k (u) and s k (u) for all k. The first five of these are listed:
From the above development, we see that
We refer to P c (u) as the Tchebyshev representation of P (z). R(u) and T (u) are real polynomials of degree n and n − 1, respectively, with leading coefficients of opposite sign and equal magnitude. More explicitly,
The complex plane image of P (z) as z traverses the upper half of the unit circle can be obtained by evaluating P c (u) as u runs from −1 to +1. In the rest of this paper we will be assuming that P (z) has no roots on the unit circle. This assumption will avoid some degeneracies, simplify the formulas, and will not substantially affect the scope of the result in applications. Such roots, if they occur, may be factored out if they are known, or can be removed by giving a small arbitrary perturbation to the coefficients of P (z). Unit circle roots can also be displaced out of the circle by replacing z by z/(1 + ) for a small > 0. 
Tchebyshev representation of rational functions
We now consider the case of a rational function. Let Q(z) be a ratio of two real polynomials P 1 (z) and P 2 (z) each with no roots on the unit circle. Then we compute the corresponding Tchebyshev representation Q c (u) as follows.
Let
Then
Phase unwrapping and root distribution
Let φ P (θ) := Arg [P (e jθ )] denote the phase of P (z) evaluated at z = e jθ and let
denote the net change in or unwrapped phase of P (e jθ ) as θ increases from θ 1 to θ 2 . Analogously, let φ P c (u) := Arg [P c (u) ] denote the phase of P c (u) and (u) ] denote the net change in or unwrapped phase of P c (u) as u increases from u 1 to u 2 . Similar notation is used for the rational function Q(z).
Lemma 2. Let the real polynomial P (z) have i roots in the interior of the unit circle, and no roots on the unit circle. Then
Proof. From geometric considerations it is easily seen that each interior root contributes 2 to 2 0 [φ P (θ)] and therefore because of the symmetry of roots about the real axis the interior roots contribute i to 0 [φ P (θ)]. The second equality follows from the Tchebyshev representation above.
We state the corresponding result for a rational function. 
Phase unwrapping and Tchebyshev representation
In this section, we develop formulas to compute the unwrapped phase of a real polynomial or rational function, over the unit circle, from its Tchebyshev representation.
Let us define
We now state the main results on root counting.
Theorem 1. Let P (z) be a real polynomial with no roots on the unit circle and let
P c (u) = R(u) + j 1 − u 2 T (u) be its Tchebyshev representation. Let t 1 , .
. . , t k denote the real distinct zeros of T (u) of odd multiplicity, for
, ordered as follows:
and suppose that T (u) has p zeros at u = −1. Let T (p) (−1) denote the pth derivative of T (u) evaluated at u = −1. Then the number of roots i of P (z) in the interior of the unit circle is given by
Proof. Recall from (5) that
and define θ i , i = 1, 2, . . . , k, through
Let θ 0 := 0, t 0 := −1 and θ k+1 := , and note that the θ i , i = 0, 1, 2, . . . , k + 1, are zeros ofĪ (θ). The proof depends on the following elementary and easily verified facts which are first stated below. The first of these is just the restatement of Lemma 2:
Using (a)-(f), we have
from which the result follows.
The corresponding result for rational functions is: 
Suppose that T (u) has p zeros at u = −1. Let t 1 , . . . , t k denote the real distinct zeros of T (u) of odd multiplicity, for u ∈ (−1, 1), ordered as follows:
Proof. Note that the denominator in Eq. (14) does not contribute to phase changes since it is real and positive for u ∈ [−1, +1]. Thus, by applying Lemma 3 and using arguments identical to those in Theorem 1, we arrive at the result.
Remark 1. The formulas given above are characterization results. At this point they do not appear to be computationally advantageous over the existing root counting methods such as Jury's test [9] , Raible's test [10] and the Schur-Cohn matrix test [9, 11] , if one is interested in counting the roots of a polynomial or rational function with given numerical coefficients. We shall see, however, in a later section, that these formulas are very useful in "linearizing" stabilization problems where we encounter sets of polynomials or rational functions containing unknown parameters whose stabilizing values must be determined. This is analogous to the situation where the Hermite-Biehler theorem [12] , which does not have any apparent computational advantages over the Routh-Hurwitz test for a given polynomial, was utilized to solve the robust stability problem for interval polynomials by Kharitonov [13] . By applying the formula of Theorem 1, we have
Therefore, we conclude that the polynomial P (z) has four roots in the interior of the unit circle. This is verified by determining the roots of P (z) and these are −1.5000 ± j0.3000, −0.3500 ± j0.4976, −0.5131, −0.4870.
Schur stability
Let P (z) be real polynomial of degree n. In this section, we characterize the Schur stability of P (z) in terms of its Tchebyshev representation. As usual, write
where R(u) and T (u) are real polynomials of degree n and n − 1, respectively.
Theorem 3. P (z) is Schur stable if and only if (a) R(u) has n real distinct zeros
the zeros r i and t j interlace:
Proof. Let
and let
. . , n, β i ∈ (0, ).
Then (α 0 , α 1 , . . . , α n ) are the n + 1 zeros ofĪ (θ) = 0 and (β 1 , β 2 , . . . , β n−1 ) are the n zeros ofR(θ) = 0. Condition (c) means that α i and β j satisfy
The condition in Eq. (18) means that the plot of P (e jθ ) for θ ∈ [0, ] turns counterclockwise through exactly 2n quadrants. Therefore,
and this condition in Eq. (19) is equivalent to P (z) having n zeros inside the unit circle.
Application to feedback stabilization
In this section, we apply the previous results to the problem of stabilization of a digital control system. Consider the control system shown in Fig. 1 , wherein the plant is a discrete-time system represented by its transfer function As seen, the solution to the stabilization problem by constant gain K using existing methods requires us to solve a set of nonlinear equalities in K. This is a difficult task especially when the plant is of higher order. The problem gets even more complicated if the order of the controller increases. Let us consider a digital "proportional derivative" (PD) controller which can be represented as
Then the closed loop characteristic polynomial is
For stability, using classical criteria, the following conditions must be satisfied:
and ± 5 is positive innerwise where
This leads to
+ 32.9729K 
These examples show that even for simple cases the problem of determining stabilizing controller parameters becomes a difficult nonlinear problem.
With the above as motivation we shall show below how the formulas given in Theorems 1 and 2 can be used to reduce the problem of stabilization to a linear problem at least in some cases.
Solution of constant gain stabilization problem
Consider the system given in Fig. 1 and let
The closed loop system is stable iff the characteristic polynomial, denoted by δ(z, K), is Schur stable. Here
and therefore our problem is to determine all values of K that render δ(z) Schur stable. To proceed, write the Tchebyshev representations of D(z) and N(z) as
and
respectively. Note also that (u) and that where N r (z) is the reverse polynomial and l is the degree of N(z) . Now
and therefore, 
For closed loop stability we need i δ = n. Using this in conjunction with the above formula, wherein we know i N r and l, yields the sets of strings corresponding to stability. Call this the set of feasible strings. Each feasible string gives a set of linear Therefore, the closed loop system is stable for 0.3882 < K < 0.5771 and unstable for all other values of K. Contrast the "linear" solution given here with the nonlinear inequalities derived earlier.
Solution of stabilization problem with two-parameter controllers
The solution of the constant gain problem suggests how one might tackle stabilization problems with more than one unknown parameter. Let the vectors L and M denote disjoint sets of unknown parameters whose stabilizing values must be determined in a given digital control problem. Let δ(z, L, M) denote the closed loop characteristic polynomial. Suppose that we can manipulate the characteristic polynomial so that
Then for fixed values of M the stabilization problem is linear in L if one uses the formulas given in Theorem 2. We illustrate this for the special case of two parameters (L and M are scalars) by solving the PD stabilization problem described earlier.
and consider a typical PD controller of the form
The characteristic polynomial becomes
We now multiply by N(z −1 ) to get
We introduce the Tchebyshev representation of each polynomial in z:
, where It is noted that a similar procedure also allows us to solve the problem of stabilization with a "proportional-integral" (PI) controller and indeed any twoparameter controller.
Concluding remarks
In this paper we have given a linear solution to the problem of determining the stabilizing gains of a discrete-time control system. This was accomplished by developing a formula for the phase unwrapping of a polynomial over the unit circle, in terms of its Tchebyshev representation. The latter has many other uses in system theory (see [14] ). The question for future research is: How do we extend the results given here to controllers of higher dynamic orders? This is currently under study.
