Abstract--In this paper, We investigate boundednees and stability properties of some classes of discrete Volterra equations. The main tool in this work is the use of a representation formula which allows us to express the solution of discrete Volterra equations in terms of the resolvent matrix of the corresponding system of Volterra difference equations. (~)
INTRODUCTION
Volterra equations with discrete time arise mainly in the process of modeling of some real phenomena or by applying a numerical method to a Volterra integral equation. For applications of the Volterra difference equations in combinatorics, see [1] , and in epidemics, see [2] .
Stability and boundedness are among the most important properties of the solutions of Volterra difference equations. In fact, error between the true and the numerical solution of a Volterra integral equation satisfies a Volterra discrete equation, and therefore, the boundedness of the solutions of this Volterra discrete equation assures the boundedness of the global error, that is, the stability of the considered numerical method, see [3] .
Consider the Volterra difference equation
x(n + 1) = Ax(n) + ~ [B(n -r) + D(n -r)] x(r) + f(n), x(O) = xo,
r=O where n E Z +, the set of nonnegative integers, x(n) and f(n) are column vectors; A, B, and D are square matrices. Equation (1) will be treated as a pertubation of the equation The author is grateful to the referee for his valuable suggestions and comments.
x(n + 1) = Ax(n) + ~ B(n -r)x(r) + f(n), x(O) = xo.
In this paper, we will discuss the question under what conditions equation (1) preserves some properties of equation (2) related to the asymptotic behavior of the solutions. We will investigate the properties: boundedness, uniform asymptotic stability, and convergence.
Recently, Crisci et al. [3, 4] established several results on the asymptotic behavior of the solutions of discrete Volterra equations, by means of the direct Lyapunov method and comparison theorems, thus establishing boundedness conditions of solutions for such equations.
Elaydi [5] , Murakami [6] , Agarwal and Pang [7] , and Raffoul [8] studied the stability of some classes of Volterra difference equations.
In the present paper, we continue the research initiated in [9] [10] [11] addressing our study to establish new botindedness results for Volterra difference equations. 
PRELIMINARIES
r=0 where x(n) e Rk; A(n), B(n,r) are matrices in ]vI k, on Z + and Z + x Z +, respectively, and f(n)
is a vector function on Z +.
We define the resolent matrix R(n, m) of equation (3) as the unique solution of the matrix
r=O with R(m, m) = I for 0 _< m _< n. Elaydi [5] showed that equation (3) has a unique solution x(n) which can be expressed as In the case A(n) = A constant matrix (with A nonsingular) and B(n, r) = B(n -r), we obtain R(n, m) = R(n -m), and thus, equation (4) reduces to
R(n + 1) = AR(n) + ~ B(n -r)R(r).
r=O (6) NOTE 1. The unique solution of equation (2) is given by
where X(n) is called the fundamental matrix of system
Notice that X(0) = I and y(n, O, Yo) = X(n)yo is the unique solution of equation (7) with v(0, 0,vo) = vo.
The resolvent matrix associated with equations (1)- (3) will be denoted by R1, R2, and R3, respectively. THEOREM h. (See [12] .) If 1. ~(n) is a bounded sequence on Z + and limn-.c~ ~(n) exists, 2. E,~%o I~(n)l < co, then
2im ~ ~(n-j)~(y) = ~(oo) ~ ~(~).
j=0 n=O
BOUNDEDNESS OF THE SYSTEM WITH DISTURBANCES
We are now in a position to establish our main results dealing with the boundedness of equation (1). THEOREM 1. Assuming that
then the solution x(n) of equation (i) is in 81.
PROOF. By (5), the solution of equation (1) can be represented in the form n-1 n--1 r
Thus, for any subset (0, N) --{0, 1,... ,N}, with N • Z +, we get
This yields
Ixl(0,N) < (1 -ICis, Inlll)-l(IR21sllzol + IR2111fls,).
Thus, we conclude that x(n) is in $1, and the statement is valid for
Since x(n) is a solution of equation (1) 
x(n+ Y + l)= Ax(n+ Y)+ E[B(n+ Y-r)+ D(n+ N-r)]x(r)+ f(n+ Y)'
r=0 and x(0 + N) = z(N).
Denoting x(n + N) as xg(n), we have n+N xg(n + 1) = Axg(n) + E [B(n + N -r) + D(n + N -r)]x(r) + fN(?2).

r=0
XN(O) = x(N).
By performing the change of variable r -N = u, we get
where --I
F(n) = Z [B(n -u) + D(n -u)lxN(u) + IN(n). u~--g
By the assumptions, F(n) • $1.
Since xN(n) solves equation (9), and in this equation CN(n) is small, we infer that x(n) • $1 for all n • Z +, concluding the proof. | NOTE 2. where f(co) = lim~_~ f(n).
PROOF. From (8), the solution x(n) of equation (1) satisfies
and it is a bounded function. 
then, if (iv) of Theorem i holds, the solution x(n) of equation (1) is in gp.
PROOF. From (8), the solution x(n) of equation (1) satisfies n-1 n-1 r
x(n) = R2(n)xo + Z R2(n -r -1)f(r) + Z R2(n -r -1) Z D(r -j)x(j).
r--0 r=0 j=0
Since 
R2(n)xo e gl, thus, R2(n)xo E gp. Moreover, from Theorem 1, x(n) is bounded, then ~=o D(n -r)x(r) E gp. It is known that the convolution of a gp function with a gl function belongs to gp. From this, we infer that x(n) E gp
Ax(n) = A(n)x(n) + B(n)x(h(n)) + Z K(n,j)x(j),
u(n) = g(n) + Z f(n,i,u(i))
i~--oo has unique solutions in gp.
If in Theorem 1, we replace the condition C(n) E $3 by C(n) E gl, then we can establish the next boundedness theorem. (1) is in S1.
THEOREM 2. Assuming that in equation (1) f E SI, R2 E •1, and ~rn=o D(n -r) E gl, then the solution x(n) of equation
PROOF. ~rom (8) , the solution x(n) of equation (1) 
(n)x(n) + FIB(n, r) + D(n, r)]x(r) + f(n),
r=0 n (10) is bounded. PROOF. We observe that for all n E Z +, a function x(n) solves equation (10) , if and only if x(n) solves the equation
where R12 is the resolvent matrix of equation (12) . It is straightforward to check the above statement, thus we will omit it. On the other hand, because of Assumption A, there exist constants A > 0 and "y E (0, 1) such that
IR12(n,m)l <_ )~7 n-m, n >_ m,
where R12 is the resolvent of equation (12) . Then, taking in account the assumptions, we get
From the discete version of the Gronwall-Bellman Lemma, if follows that
From this, we infer the boundedness of solution x(n) of equation (10), concluding the proof. | Now, we will discuss whether Hypothesis (iii) of Theorem 3 can be weakened. Crisci et al. [3] , showed that the weaker hypothesis limj-.oo [D(i,j) 
Thus, in the next theorem, we will show how Condition (iii) of Theorem 3 can be weakened.
THEOREM 4. Assume that equation (11) (14) is bounded.
PROOF. We can represent the solution x(n) of equation (14) in the form rL--1 r
where R14 is the resolvent matrix of equation (14). Thus, the proof of this theorem can be given along the lines of Theorem 4.2 [3] , and therefore, we will omit it. | Now, we will consider the following system of Volterra difference equations:
r=O where A and B are square matrices of order k on the sets Z + and Z + x Z +, respectively, F is a vector function on Z + x f~0 continuous to the second argument, f~0 denotes the ball with center zero and radius r0 in the space R k, and we denote by R15 the resolvent matrix of equation (15). We, therefore, have that }-'~r=o R15(n, r + 1)F(r, x(r)) is convergent, concluding the proof.
