TSP (Traveling Salesman Problem), a classic NPcomplete problem in combinatorial optimization, is of great significance in multiple fields. Exact algorithms for TSP are not practical due to their exponential time cost. Thus, approximate algorithms become the research focus and can be further divided into two types, tour construction algorithms and tour improvement algorithms. Researches show that the latter type of algorithms can obtain better solutions than the former one. However, traditional tour improvement algorithms have shortcomings. They converge very slowly and tend to be trapped in local optima. In practice, tour construction algorithms are often used in initialization of tour improvement algorithms to speed up convergence. Nevertheless, such a combination leads to no improvement on quality of solutions. In this paper, a heuristic algorithm based on the new tour rebuilding operator is proposed. The algorithm features rapid convergence and powerful global search. In the experiments based on 40 instances in TSPLIB, the best known solutions of 22 instances are refreshed by the proposed method. Meanwhile, the best known solutions of the other 18 instances are obtained.
Introduction
Traveling salesman problem (TSP) is one of the most widely studied topic in combinatorial optimization [Applegate et al., 2007] . The problem has been identified as an NP-complete problem [Karp, 1972] , and so far no polynomial time algorithm has been developed to solve it perfectly. The polynomial time algorithm in TSP is directly relevant to whether P = NP as one of the most important hypotheses stands in theoretical informatics. Therefore, every effective progress on this problem has been extensively concerned by the academics. * Contact Author † Contact Author TSP can be simply described as a scenario where a salesman is required to visit each of n given cities only once, starting from any of the cities and returning to this starting city. Thus, it is important to design the tour in order to minimize his total traveling distance. This real-world TSP is often named as Euclidean TSP. In another case, if we use n points to represent these n cities, the distance from one point, i.e., one city, to another one cannot be illustrated as the Euclidean distance, but the triangle inequality is satisfied. Hence this type of TSP is defined as metric TSP. From a more general view of this scenario, the distance between the points may not satisfy the triangle inequality and TSP in this case is classified as graph TSP which is the most generally accepted description of TSP in all the fields of research. In addition, the distance between the points is formally named as cost in the following content.
Mathematically, the problem can be stated as follows. Given a connected graph with n vertices, we can define the weight of every edge as the cost for passing this edge and seek the cycle to travel through all the vertices with the smallest sum of weights.
This problem seems to be so simple that can be solved accurately by exhaustive enumeration methods. However, the number of feasible solutions can reach n! for an instance with n points. The complexity of the computation at such scale is considered as infeasible for Turing machine. In consequence, how to solve it with an acceptable complexity of the modern machine is the key to this problem. In [Bellman, 1962a] , an exact algorithm, based on dynamic programming with an exponential complexity of O(n 2 2 n ), was proposed. Thus, it is not applicable in the real-world practice. From the development of theoretical informatics in these years, unless the disruptive computation mode is implemented, it is highly unlikely to find an exact algorithm which can solve TSP with a polynomial time. Thereupon the heuristic algorithms become the mainstream solution to TSP.
Heuristic algorithms can obtain a reasonable solution within a comparatively short time, so we also name them as the approximation algorithms. The approximation algorithms are categorized into two classes: the tour construction algorithms and the tour improvement algorithms. The tour construction algorithms directly create the relatively optimal tour through a certain designed strategy. The classi-cal tour construction algorithms include the heuristics based on pruning [Clarke and Wright, 1964] , the minimum spanning tree [Christofides, 1976; Rosenkrantz et al., 1977] and the nearest neighbor insertion [Rosenkrantz et al., 1977; Gutin et al., 2002; Gutin and Yeo, 2007] . These algorithms are normally capable to generate a tour with much shorter length than the mean expected length of the random tours extremely efficiently. Nevertheless, it is not as effective when the quality requirement is high for the solutions, since these tour construction strategies are greedy in substance.
In contrast, the tour improvement algorithms provide a much more desirable performance in the case of the high quality requirements for the solutions. So far, improvement algorithms have obtained the best known optimal solution of more classical instances than construction algorithms. The improvement algorithms begin from any feasible solution and improve the quality of the solutions by iteration to call the improve operator, until a stopping criterion is reached. The renowned improvement algorithms include the ones based on k-optimal operators [Lin and Kernighan, 1973] , inver-over operator [Tao and Michalewicz, 1998 ] and others, such as methods in [Baraglia et al., 2001; Merz and Freisleben, 2001; Applegate et al., 2003; Tsai et al., 2004a; Tsai et al., 2004b; Marinakis et al., 2005; Nguyen et al., 2007; Masutti and de Castro, 2009; Ahmed, 2010; Wong et al., 2010; Albayrak and Allahverdi, 2011; Dong et al., 2012; Chen and Chien, 2011; Gharan et al., 2011; Geng et al., 2011; Mahi et al., 2015] . Although there are so many methods, the quality of solutions and the computation time are both not satisfactory enough.
As a result, a number of researchers propose to construct the composite algorithms with the combination of the construction algorithms, the improvement algorithms and the other optimization strategies such as tabu search [Glover, 1990] , particle swarm optimization [Shi and Eberhart, 1998; Kennedy and Eberhart, 2002; Mahi et al., 2015] and the simulated annealing [Kirkpatrick et al., 1983; Chen and Chien, 2011] . In practice, the construction algorithms are often applied to create the initial feasible solution [Pan et al., 2016] . Therefore, the computation time before the convergence is decreased to a certain extent. However, the above type of combination is not capable to enhance the solution quality of the original improvement algorithms. After all, even though the traditional improvement algorithms are aggregated with the other optimization strategies, it is a local research algorithm per se. In consequence, there are still limitations to tackle TSP which is the global optimization problems with an extremely large solution space and nearly infinite local optima.
In this paper, we propose a heuristic algorithm based on tour rebuilding operator for TSP. Its execution process can be illustrated in Figure 1 . Instead of only adjusting the tour to some extent as in the k-optimal operator and the inver-over operator, this operator rebuilds the tour (T ) according to the point sequence of T point by point. Thus, the rebuilt T significantly differs from the original T and the probability of being trapped into the local optima is greatly reduced accordingly. Yet what is different from tour construction operators is that our method guarantees the cost of the rebuilt T to be no larger than the original T before the rebuilding. It con- Figure 1 : The sketch of our heuristic algorithm based on tour rebuilding operator for TSP sequently enables the rebuilding operator to be used as the improve operator and thus increase the quality of the solutions continuously. The details of the tour rebuilding operator is disclosed in the later sections.
We apply our method to solve all the 40 instances with no more than 150 points in TSPLIB 1 which is a prestigious library of TSP instances. We refresh the best known optimum of 22 instances and find the best known optimum of the other 18 instances.
Related Work
The heuristic algorithm proposed in this paper for TSP continuously improves the quality of solutions through iteration, which is similar to the improvement method of the Lin-Kernighan algorithm [Lin and Kernighan, 1973] . The tour building operator of our algorithm adopts the point-by-point tour build approach and so does the Nearest neighbor algorithm. The design of WRIP as the core of our tour rebuilding operator draws on the recursive idea of dynamic programming [Bellman, 1952] . Therefore, the related work to our method includes the dynamic programming, the nearest neighbor algorithm and the Lin-Kernighan algorithm, respectively.
Dynamic Programming
Dynamic programming is an optimization method developed by Bellman [Bellman, 1952] . It can be applied to numerous fields. If a large problem can be decomposed into subproblems or sub-problems can be nested recursively inside the larger problem so that dynamic programming methods are applicable, then there is a relation between the value of the larger problem and the values of the sub-problems. This relation is named as the dynamic programming equation.
Dynamic programming is much more efficient than exhaustive enumeration in solving many problems. The sub-tours of every shortest tour are themselves of minimum distance, which is one of the properties for TSP. Based on this property, the TSP can be solved by dynamic programming [Bellman, 1962b; Held, 1962] . The shortcoming of this method is the exponential time complexity and the large space consumption. However, the idea to simplify the problem through recursion is worth referencing by scholars in TSP.
Nearest-Neighbor Algorithm
The nearest neighbor algorithm is one of the earliest algorithms utilized to solve the traveling salesman problem. The idea of nearest-neighbor algorithm is quite simple, that is, starting form an arbitrary city and repeatedly visiting the nearest city until all cities have been visited. This algorithm is easy to implement with high efficiency. Although its strategy is too greedy to find global optima, the nearest-neighbor algorithm is still adopted by some applications that require the low quality of solutions but high efficiency. Moreover, the point-by-point insertion method of its tour construction still gives great enlightenment to various TSP algorithms.
Lin-Kernighan Algorithm
The Lin-Kernighan algorithm is generally considered to be one of the best methods for TSP. Briefly, it is a generalization of 2-opt algorithms and 3-opt algorithms, which can generate new tours by swapping pairs of sub-tours. Hence it can also be called k-opt algorithm. The main idea of the Lin-Kernighan algorithm is that if any k links of a tour cannot be replaced by other set of k links, the tour is considered to be k-opt. It is obvious that any k-opt is also k -opt for 1≤ k ≤ k. Strictly speaking, a tour containing n cities is optimal if and only if it is n-opt. In general, the larger k is, the more likely k-opt is to be the optimal tour. The computing complexity of the Lin-Kernighan algorithm is O(n k ). Based on the Lin-Kernighan algorithm, many derivative algorithms have been proposed, among which the LKH [Helsgaun, 2000; Helsgaun, 2009; Tinós et al., 2018] is particularly famous. It has carried out experiments on a large number of instances in TSPLIB. It has obtained most of the best known solutions.
Methodology
We mention before that the traditional improvement algorithm uses a local search improve operator. Because the solution space of TSP is huge and also contains numerous local optima, search based on the local search operator is easy to fall into local optima and cannot escape. Although using a simple random rebuilding operator, it is easy to obtain a new solution significantly different from the original one, it is difficult to guarantee that the cost of the former is no more than the latter. Therefore, our goal is to design a special rebuilding operator to ensure no lower quality of the new solution than the original one. According to the characteristics of this operator, a corresponding iteration scheme is also designed to form a heuristic TSP algorithm with the strong global exploration ability and the fast speed of convergence. 
Tour Rebuilding Operator with WRIP
We first define the following notations to describe the mechanism of our algorithm more clearly. P denotes a point set; p denotes a point; E denotes an edge, and the two endpoints of E are denoted by (e 1 , e 2 ).Ē P represents a set of all edges that consist of all points in P . If the size of P is n,Ē P contains C 2 n edges as shown in Eq. (1). E P = {E | E = (e 1 , e 2 ), e 1 , e 2 ∈ P, e 1 = e 2 }. (1) A tour is represented by T . We assume that the tour mentioned here and below is the one that satisfies the feasible solution requirement of TSP. T P denotes a tour consisting of all points in P . T * P indicates the optimal tour consisting of the same points. T * P,E denotes the optimal tour consisting of all points in P as well as the edge E.T P represents all tours of T P . Υ p T,E signifies a novel tour by inserting a point p into edge E of T , as shown in Eq. (2). 
opt is an operator which represents the optimal element in a set e.g. T * P can be represented as opt(T P ). The following properties are also important to mention.
Property 1: given a point set P , there must be an edge E consisting of two points in P , so that T * P,E = T * P . The mathematical expression is shown as Eq. (4).
Property 2: Given a point set P and a point p where p / ∈ P , there must be an edge E consisting of two points in P , so that T * P ∪{p} can be attained by inserting p into E of T * P,E . The mathematical expression is presented as Eq. (5).
T * P ∪{p} = opt{T | T = Υ p T ,E , T = T * P,E , E ∈Ē P } (5) Property 3: Given a point set P and two points p, q where p ∈ P and q / ∈ P , there must exist a p in P , so that T * P ∪{q},(p,q) can be obtained by inserting q into edge (p, p ) of T * P, (p,p ) . The mathematical expression is demonstrated as Eq. (6).
Following the preliminaries, we introduce the design of our tour rebuilding operator. First of all, using a dictionary structure, we design a special set named Dict to store tours with specific edges. We regardĒ P as the key set of Dict P . For each key as an edge, there is a tour in Dict P , which consists of all points in P and also contains this key. Dict * P is the optimal state of Dict P . In this state, the tour corresponding to all keys is the optimal tour satisfying the basic conditions of Dict. Mathematically this is defined as follows,
Because of Property 1 and the characteristics of Dict, we can conclude that T * P must exist in Dict * P , as shown in Eq. (8).
If P consists of n points, there are C 2 n tours in Dict * P . That is to say T * P can be obtained from Dict * P in polynomial time. Obviously, for the set P of three points, Dict * P is easy to attain. If we can obtain Dict * P ∪{p} with Dict * P by a recursive method in polynomial time, this suggests that TSP can be solved in polynomial time. Unfortunately, we have not found such recursive method. However, we can find the approximate T * P ∪{p},E , by inserting p respectively into each edge of all tours in Dict * P and then filtering these tours according to E. The mathematical expression is shown in Eq. (9).
We obtain approximate Dict * P ∪{p} with Dict * P . By "approximate" we mean that the the tour containing some of the keys in Dict * P ∪{p} may not be the optimal state. However, there are still some keys whose corresponding tour can be guaranteed to reach the optimal state. Through Property 1 and Property 2, it can be proved that tour corresponding to a key is in the optimal state when this key belongs to T * P ∪{p} . In addition, Property 3 can prove that if p is one of a key's endpoints, the tour corresponding to this key is also in the optimal state. The above process from Dict * P to Dict * P ∪{p} is named as WRIP which is the weak recursive process based on point insertion. We define this process as in Eq. (10).
opt(Dict
Based on WRIP, we design a tour building operator as illustrated in Figure 2 , and it is described as follows. Assuming Algorithm 1 The tour rebuilding operator based on WRIP Input: The tour T = (p 1 , p 2 ,···, p n ) Output: The rebuilt tour T * 1: Create an empty dictionary Dict < key, value >; 2: Generate a tour T p1,p2,p3 with the first three points of T ; 3: for all e ∈ T p1,p2,p3 do 4:
Put < e, T p1,p2,p3 > into Dict; 5: end for 6: for i := 4 to n do 7:
Create an empty dictionary Dict new .
8:
for all t ∈ Dict.values do 9:
for all e ∈ t.edges do 10:
t := copy(t);
11:
Insert p i into e of t ;
12:
for all e ∈ t .edges do that T is a tour composed by all points in P , we extract the point sequence, and build Dict * {p1,p2,p3} with the first three points of the sequence. Applying WRIP, we then insert p 4 into Dict * {p1,p2,p3} to get approximate Dict * {p1,p2,p3,p4} . Repeat in the similar fashion until we get Dict * P according to which the approximate T * P is obtained. The pseudocode of the operator is shown in Algorithm 1. The time complexity of our algorithm is approximately O(n 4 ).
It can be seen from the description of this process that the final approximate optimal solution is obtained by repeating point insertion into the tour originated from three initial points. This operator acquires T * through rebuilding T . If the former is different from the latter, it can be shown that the cost of T * is more than all of the tour in Dict * P , or the sub-tour of T is eliminated in the process. If the sub-tour of T denoted as T sub , is eliminated midway through Dict with i points, it indicates that this sub-tour is no better than the tour corresponding to any keys in the Dict. The adaptive value of the novel tour that grows from the sub-tour better than T sub , must be better than the value of T . Therefore, the novel tour obtained through the reconstruction of this operator must be no worse than T . This characteristic of the tour rebuilding operator allows us to continuously improve the quality of solutions by iteratively calling the operator. T = rebuild(T ) ; 6: until S contains a tour equal with T 7: return T .
Iterative Scheme for Tour Rebuilding Operator
According to our tour rebuilding operator, we design an iterative scheme for tour improvement, as demonstrated in Figure  1 . For most evolutionary heuristic algorithms, the design of the termination condition is vital, because it is difficult to determine whether an algorithm converges during operation. It is evidently unreasonable to simply set a certain number of iteration, especially for different problems or instances. In order to take the full effect of the algorithm without falling into infinite loop, we set up an archive for the proposed tour improvement scheme, to record the tour before each rebuilding. Before each tour rebuilding, we check whether this tour is recorded in the archive. If so, stop iteration. Otherwise, the rebuilding continues. The pseudocode of the entire algorithm is shown in Algorithm 2.
Experiments
Our algorithm is implemented in Java. In order to investigate the effectiveness of our proposed method, we conduct a number of experiments for which we wish to achieve a breakthrough in the classical TSP instances and obtain better solutions than the best known optimal solutions.
Experimental Settings
The instances in TSPLIB especially some of its small scaled instances are solved by a great number of algorithms. Therefore, it is a challenge to attain the better solutions for these instances than ever. We decide to include all of the 40 instances with no more than 150 points in TSPLIB to execute 10 times. Our experiments are all conducted on a personal computer with the JDK version 1.8, the CPU as Intel Core i5-4308U 2.80GHz and the RAM as DDR3 8G.
Experimental Results
Our experiments intend to examine whether we can update the known best optimum of these instances. From Table 1 , it can be viewed that the answer is quite positive. In the 40 instances, our method refreshes the known best optimum of 22 ones and obtains the known best optimum of the rest 18 instances. More impressively, the worst solution in runs for the 22 instances outperforms the known best optimum. In other words, every execution of our algorithm succeeds in finding better solutions than the known best optima. On the other hand, in the 21 instances with less than 100 points, only berlin52, eil76, pr76, rat99 and st70 are updated for the best optima record. However, as for the 19 instances with larger scales at 100 to 150 points, 17 of these are upgraded on the known best optima record. From this result, we can conclude that, even for such small scaled instances, existing algorithms do not work perfectly in many cases.
Conclusion
In this paper, we propose a heuristic algorithm based on our rebuilding operator. Our operator rebuilds the tour according to its vertex sequence point by point. The proposed algorithm has a good global search performance. In our experiments, we solve all the 40 instances with no more than 150 points in TSPLIB. Altogether, we refresh the the best known optimum of 22 instances and obtain the best known optimum of the other 18 instances. In the future, we plan to shorten the time consumption of our algorithm by means of parallel computing, and to apply this algorithm to practical problems. Moreover, we will try to combine the idea of our algorithm with other intelligent computing methods, creating value in more research fields.
