Abstract: Process Capability indices have become popular for describing how well a process meets specified tolerances. The lack of affinity with the process nonconformance probability p and the difficulty of dealing with the sampling distribution of their natural estimators affect greatly the use of the traditional indices as C p , C pk , C pm and C pkm . In this paper, a capability index is proposed which is calibrated to the nonconformance probability. Moreover, Bayesian inference procedures under multinomial sampling are developed for simplifying application of the index in industry.
Introduction
Since the early 70's, the use of process capability indices has enjoyed a growing popularity in industries. As far as the concept is concerned, there is a strong agreement that process capability refers to the ability to produce output according to specified requirements. For the case in which the specified requirements for the process output is described by the condition that the value of an observed one-dimensional real quality characteristic X lies between lower(L) and upper(U) specification limits, that is, L ≤ X ≤ U, several indices have already been proposed. For example, we may mention: C p , C pk , C pm and C pmk . For more details about process capability indices, see, for example Kotz & Johnson [1] , Kotz & Lovelace [2] , the special issue of the Journal of Quality Technology [3] and the recent review made by Kotz and Johnson [4] . However what concerns us in this paper is the strong dependence of these indices on the assumed distribution on the observed quality indicator X and, particularly, the lack of affinity between them and the process nonconformance probability as pointed out for example in Borges & Ho [5] . To overcome these problems, measures of process capability based on a nonconformance probability have been proposed, for example the index
proposed by Borges & Ho [5] with p = 1 − P (L ≤ X ≤ U ), and Φ(·), the standard normal distribution function. This index has the following properties:
• There is an one-to-one correspondence between C 0 and the nonconformance probability p. That is, processes with the same nonconformance probability will be equally capable. Moreover, the process capability will respond only to changes in the process nonconformance probability and not to changes in the distribution of the observed quality characteristic.
• If the normal approximation for X is justified with µ = (U + L)/2 then C 0 =C p , then the nonconformance probability p is expressed as
and
Then using (3) and (4) with
we obtain:
Thus, (5) can be employed to introduce a new capability index called "C pk " calibrated to the nonconformance probability p. Specifically,
which has the following remarkable properties:
proposed index in (6) also includes the index (1) as a particular case.
3. The process capability index will respond only to changes in the nonconformance probability, but not to changes in the distribution of the quality characteristic;
4. The index C 1 can be used without the normal approximation; in case of the normal approximation the relation C 1 = C pk holds.
5. The index (6) can also be applied to one-sided process, if we consider
Similarly, if γ U = 0, we have
In Table 1 , values of the index C 1 and C pk are obtained from three distributions for the quality characteristic X with equal nonconformace probability:
(a) Normal distribution with E(X) = µ=10 and V ar(X) = σ 2 = 1.
(b) Three-parameter Weibull denoted by W i(δ, λ, β) with distribution function:
. The upper and lower specification limits in all three distributions are respectively 13 and 5. Note that the values of C pk vary significantly as the distribution of X changes, although the process nonconformance probability is the same for all three distributions.
The question arises, how to estimate the indices proposed in (6), (7) and (8), which depend on γ L and γ U . The problem is solved based on a random sample X 1 , . . . , X n from the process, where the X i are assumed to be independent and identically distributed with distribution function G(x; β), where G depends on the p-dimensional parameter
. Because of the invariance property of MLE,β is the MLE of β. By the same property, the MLE of C 1 denoted bỹ C 1 is obtained as:
Similarly,the MLE of C U and C L are respectivelỹ
To make inferences on C 1 , C U or C L it is necessary to know the properties and the distributions ofC 1 ,C U orC L , respectively. However, the determination of the exact distribution of these statistics is a difficulty task. From the likelihood theory and under some regularity conditions, [see, for example, Serfling [6] ], it is known that the MLE ofβ follows asymptotically a normal distribution and, consequently, it can be used to obtain the asymptotical distribution ofC 1 ,C U orC L . However, the difficulty to obtain the asymptotical distributions still remains.
Because of these difficulties, we discuss the problem of making inferences on C 1 and C U or C L by means of a Bayesian approach. Bayesian inference in the context of process capability analysis, is not at all new. In particular, we mention Cheng and Spiring [7] , Pearn and Chen [8] and Shiau et. al. [9] for the indices C p , C pk and C pm , respectively. But in these papers, the authors limit their discussions exclusively assuming the normal approximation. In contrast, our proposal makes no special assumption about the distribution the quality characteristic of interest and the proposed procedures can be applied to any stable process.
In Section 2, Bayesian procedures to estimate C 1 under Dirichlet prior distribution of (γ L , γ U ) are presented. In Section 3, we present Bayesian procedures for C U under Beta prior distributions of γ U and a capability demonstration test is also developed. Such procedures are illustrated by numerical examples in the subsequent sections. The last section contains some conclusions and comments.
Bayesian Procedures for C 1
Let X 1 , ...X n be a random sample for quality characteristic X from a stable process. Next we introduce the indicator variables
Hence, the random variables
Y ji , j = 1, 2, 3, provide the numbers of items in class j, and the random vector
, where
with θ = (γ L , γ U ) and n = For describing the uncertainty concerning the parameters in (14), we consider as a prior density function of θ a Dirichlet distribution with parameters (α 1 , α 2 , α 3 ) and given by
where α j ≥ 0, j = 1, 2, 3, are constants with values selected according to the available knowledge about the process. For α 1 = α 2 = α 3 = 0.5 in (15), Jeffreys non-informative prior distribution is obtained [see Box and Tiao [10] ] given by
The corresponding posterior distribution of θ = (γ L , γ U ) is:
where D is the set of observations, f (D|θ) is the conditional density of D given θ and 
Thus, the posterior density is again a Dirichlet distribution with parameters
The proposed index (6) is a function of γ L and γ U . Therefore, it is possible to determine the exact posterior distribution of C 1 using the posterior distribution of θ given by (18) [for more details, see Barriga [11] ]. The posterior distribution of C 1 is rather complicated and, therefore, we propose to use simulation methods to determine an approximate posterior distribution of C 1 from random samples of the posterior distribution of γ U and γ L [see Gamerman [12] ]. Obviously, the approximations get better with larger sample size. The only restriction of such methods to reach some desired precision is due to computational resources, but nowadays this is not a relevant problem with the availability of high speed computers. Given a random sample, it is possible to obtain a point estimation, confidence intervals and also an approximated density function by the empirical distribution.
From random samples of γ L and γ U of (18) we may obtain by means of Monte Carlo methods estimates of any moment of a distribution. We are interested in getting the first moment E [C 1 ]. Under a square loss function, the Bayesian estimator of C 1 is given by
which can be approximated using a Monte Carlos estimator as:
where γ In Table 2 , observations of a sample of size 50 are listed, providing y 1 = n j=1 y j1 = 0,
y j2 = 0. 
Bayesian Procedures for C U
Next a one-sided process with an upper specification limit is considered. Let X 1 , . . . , X n be a random sample from such process and
and P (X i > U) = γ U . A Bayesian estimation procedure is developed based on a Beta (a; b) prior for γ U . It is well known that in this case the posterior density of γ U is a Beta(n − t + b, a + t) distribution with t = Y i . Using a square loss function, the Bayesian estimator of C U is given bŷ
where U ∼ Beta(n + b − t, a + t). A detailed derivation of (22) 
where U 1 , . . . , U m are values of a sufficiently large random sample from Beta(n+b−t, a+t).
For illustration, we consider a manufacturing process, where break-downs affect greatly the productivity. A process is considered satisfactory, if there are not more than four break-downs per week. For controlling the number of break-downs, a c-control chart is used. Under stable conditions, the number N of break-downs per week follows a Poisson distribution with parameter 1. In Table 3 the observations of break-downs during a period of 36 weeks is displayed. Table 3 shows that the limit of four break-downs was not observed, i.e., t = n i=1 y i = 0.
Using a non-informative prior Beta(1,1), we obtainĈ U ≈ 0.76, based on a sample of 100 values extracted from Φ −1 (U ), U being a Beta(37, 1) distribution.
By simulation it is possible to study the variability of the estimator. We obtained the following results by using 50 samples of 100 simulated observations of U ∼ Beta(37, 1)
• sample mean = 0.77568
• sample median = 0.77799
• standard deviation = 0.01574
• minimum = 0.73758
• maximum = 0.81209
Note that under stable conditions, γ U = P {N > 4} = 0.0036598, yielding C U = 0.893979.
For improving the first estimate, we add new observations and update the prior distribution Beta(37, 1). Including 12 additional observations from a Poisson distribution with parameter equal 1, specifically, {0; 0; 0; 1; 1; 1; 1; 2; 2; 0; 0; 1}, we obtain a second estimatê C U = 0.81 based again on a sample of 100 observations extracted from Beta(49, 1).
Note that the second result is closer to the expected value of 0.89. Such updating procedure can be repeated as soon as new observations are available allowing improvement in estimation of C U .
In many situations, it is possible to determine Bayesian confidence interval for some parameter of interest. Here, the problem consists of determining t 1 and t 2 , (t 1 < t 2 ) such that
for given 0 ≤ γ ≤ 1, which is equivalent to
where
Using a relationship between the Beta and the F distributions, the Bayesian confidence interval (t 1 , t 2 ) for C U with confidence coefficient 1 − γ can be obtained with bounds are given below.
where f 1 and f 2 are constant such that P (F < f 1 ) = γ 1 and P (F > f 2 ) = γ 2 , γ 1 + γ 2 = γ and the random variable F has an F -distribution with degrees of freedom [2(n + b − t), 2(a + t)]. A demonstration of the procedure is given in Appendix B.
Using the data from Table 3 Production engineers are sometimes faced with the problem of demonstrating that a process achieves a desired capability. We describe a capability demonstration test using a Bayesian approach for one-sided process specification.
Let C 0 and C 1 , 0 ≤ C 1 ≤ C 0 , be the desirable values of C U in a process. By a capability test we mean a statistical procedure defined by a pair (n,
The pair (n, d) is chosen so that
where γ and δ are specified values. The probabilities in (29) and (30) are called the producer and consumer posterior risks, respectively . When γ U follows the non-information prior Beta (1, 1) , the pair (n, d) satisfies the following equations:
with
(see Appendix C for details). For highly capable processes, the procedures with d = 0 are of particular interest. In these cases, the expressions (31) and (32) reduce to:
From (34) the required sample size n is easily determined.
Consider the values C 0 = C 1 = 1 and the consumer posterior risk δ = 0.1 According to (35), the size of 73 conforming items are required to demonstrate conformity with such requirement (since d = 0). If a value of C 1 = 1.33 is chosen, the required sample size increases to 69664 conforming items. Intuitively, it is reasonable that a large number of conforming items are necessary to demonstrate a highly capable process. Note that the required large number of items can be decreased by omitting the non-informative prior distribution.
Conclusions
In this paper a new capability index calibrated with C pk and based on the nonconformance probability is proposed. Inferential procedures using a Bayesian approach are developed assuming a Dirichlet distribution and a Beta distribution, respectively, as prior distributions for (γ L , γ U ) and for γ U . To get an estimate of the capability index, a simple simulation method is proposed for obtaining the posterior distribution of C 1 or C U . Note that the inferential procedure is meaningful even if no nonconforming item is observed in high capable processes. If adequate, other prior distributions than Beta and Dirichlet must be chosen as prior distributions, but these distributions have the conjugate property and this fact facilities the re-calibration process whenever new observations are made. Beta and Dirichlet densities can take many different forms by appropriately choosing values of their parameters. Obviously, in the absence of information, the analyst can adopt a conservative attitude choosing a non-informative Beta (1,1) or Jeffrey non-informative as prior distributions.
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A Bayesian Estimator for C U
In this section we present the necessary foundations for developing Bayesian estimation procedures for C U .
Proposition 1:
If γ U follows a Beta prior distribution Beta(a, b), then a prior distribution function of C U is given by:
with density function
and φ(·) denotes the standard normal density function.
Proof:
The random variable γ U has a Beta distribution Beta(a, b), hence
• Proposition 2: The posterior distribution of C U given Y 1 = y 1 , . . . , Y n = y n has a density function
Proof: The likelihood function of θ given the observations y 1 , . . . , y n is
where γ U = 1 − Φ(3θ). The likelihood function (40) and the prior density function given in Proposition 1 imply that the posterior density function of θ is given by:
Letting u = 1 − [1 − Φ(3θ)] the integral (42) reduces to
• From Proposition 2 we obtain the corollary:
Corollary: The Bayesian estimator for C U is given by:
Proof: Under the square loss function the Bayesian estimator for C U is given by:
where h(θ|y 1 , . . . , y n ) is the density of the posterior distribution of C U from Proposition 2. Letting u = 1 − [1 − Φ(3θ)] we obtain the following expression forĈ U : 
where f 1 and f 2 are constants such that P (F < f 1 ) = γ 1 and P (F > f 2 ) = γ 2 with γ 1 + γ 2 = γ and F ∼ F [2(n + b − t), 2(a + t)].
The bound of the confidence interval t 1 and t 2 respectively are obtained by (39).
Setting u = 1 − [1 − Φ(3θ)] we have:
where U ∼ Beta(n + b − t, a + t).
To solve the above equations for t 1 and t 2 , we use the relationship between the Beta and the F distribution. If W ∼ Beta(p, q) and F ∼ F (2p, 2q) then: P (W < w) = P pF/q 1 + pF/q < w = P F < qw p(1 − w)
As U ∼ Beta(n + b − t, a + t) it follows from (51) that P (U < Φ(3t 1 )) = P F < (a + t)Φ(3t 1 ) (n + b − t)(1 − Φ(3t 1 )) = γ 1
where F ∼ F (2(n + b − t), 2(a + t)). Consequently, we have
Solving (53) for t 1 , we obtain
Similarly, we have P (U > Φ(3t 2 )) = P F < (a + t)Φ(3t 2 ) (n + b − t)(1 − Φ(3t 2 )) = γ 2 
•
