Wireless networked embedded terminals like personal digital assistants, cell-phones or sensor nodes are typically memory constrained devices. This limitation prevents the development of applications that require a large amount of run-time memory space. In a wired cum wireless scenario, a potentially unlimited amount of virtual memory can be found on remote servers installed on the wired network. However, virtual memory access requires performance constrained and lossless data flows against terminal handover between coverage areas. In this work, we present an infrastructure aimed at providing efficient remote memory access to mobile terminals in a wireless LAN connected to a multi-hop network. The behavior of the infrastructure has been theoretically studied, implemented and tested w.r.t. various traffic conditions and handover events.
INTRODUCTION
Mobile wireless networks are required to support resource demanding services and applications to enable wearable and ubiquitous computing. Typical mobile terminals, such as personal communication devices and sensor nodes, have limited memory and storage resources. Storage space, if available, is mainly used for file and personal data storage, so that the amount of virtual memory available to support multiprocess execution is limited unless an external memory support is provided.
To overcome this limitation, remote memory services have been proposed [10, 4] as for clusters of diskless workstations. For infrastructured networks (such as wireless sensor, cellular, home and enterprise networks), where mobile terminals (MT) are connected to a wide network through base stations (BS), an unlimited amount of remote memory space can be found on fixed computers. Remote memory service is implemented by means of a client-server mechanism similar to that supporting file sharing, where the server allocates a memory region to be used as a swapping space for a remote client.
When network memory is used for swapping the performance of the network link is critical. Moreover, the power consumption of the wireless network interface card is a primary concern for mobile terminals. Nevertheless, recent work on wireless network swapping has shown that remote memory can provide to a MT performance comparable to local storage devices at a reasonable power cost [1, 7] .
The implementation of network virtual memory (NVM) services for mobile terminals, however, imposes new challenges related to mobility management. A first issue is where to locate the swap area. The choice may depend on network topology and memory availability. For performance reasons the link to the swap server must be fast and reliable. As a consequence, a viable solution would be to install the swap area as close as possible to the MT right outside the wireless network (i.e., locally to the BS). However, when the MT moves, the area content should be moved as well to provide constant QoS to the MT, while keeping the network balanced to avoid congestion on shared links.
In alternative, the swap area could be made available by a remote server connected to the Internet at one (or more) hop from the local network where the mobile terminal is connected. In this case, moving the swap content is not required, but an additional cost for slower and unreliable data transfer could be payed. Figure 1 shows the time per request taken by a remote swap server as a function of the link bandwidth.
Increasing the bandwidth of the remote link above the bandwidth provided by the wireless link doesn't improve performance. As for web services, location-aware caching support should be provided to bound performance degradation in case of low bandwidth conditions. The cache can be optimized to handle most of the swapping requests locally, thus reducing network costs. The filtering effect of a local cache acting as a proxy is shown in Figure 2 : only a small fraction of swap requests are forwarded to the swap server. Notice that the traffic generated by swap requests on the proxy server has peaks exceeding the bandwidth of the wireless link. This is due to two main reasons: first, the traffic on the proxy includes both the requests coming from the MT and those forwarded to the remote server, second, the BS contains internal buffers that enable traffic reshaping.
Either way, mobility management strategies should be conceived to minimize the service black-out caused by handover between different service areas.
Related Work
The problem of supporting location-aware and proximity services for mobile devices has been extensively studied. Using proxies in the wired network to support mobile devices is a well known technique especially for web browsers [6, 11] . To enhance adaptability to client movements and location awareness, the concept of proxy migration has been proposed [8] for different applications such as audio streaming and WWW browsing. However, no analysis of performance nor implementation has been given. More recently, caching mechanisms for web data on base stations have been studied for cellular networks [6] . Based on terminal path prediction, the most popular part of the cache is transmitted to neighboring base stations. Cache relocation is performed on control area change. Control areas are groups of cells. In the case of web content this is more efficient w.r.t. to relocation on the cell handover level which is more suitable for time-critical services such as remote memory access.
For time critical services like real-time multimedia, a mechanism based on base station buffering has been proposed to minimize data loss during handover in networks based on Mobile-IP [12] . Being tailored to Mobile-IP, this method is not applicable to other networks (802.11, cellular) since it requires that data flow through the home network where the buffering takes place.
To support location-aware services in cellular networks, the personal proxy concept has been introduced [5] . It collaborates with the underlying location management system to decide when and how often it should move following the MT. By means of simulations, the optimal area size for the proxy coverage has been studied through the evaluation of a cost function having handoff delay and size of data transfer as parameters. For this reason, the personal proxy model does not take cache effects into consideration.
For 802.11b wireless networks, a context caching approach has been presented to reduce handoff delays [9] . Potential next base station knowledge is exploited to pro-actively transfer station's context, which is represented by session and QoS related information. Compared to our work, this work addresses the handoff problem at a lower level (inter access point protocol), so that the migration of applicationlevel data is not considered.
Contribution
In this work we present location-aware proximity mechanisms providing efficient support to NVM services in an infrastructured 802.11b wireless network. We focus on optimizing context migration during handoff by means of buffering and caching strategies coupled with handoff control techniques.
We explore two main alternatives: content migration mechanisms for swap areas local to the BS, and coherency mechanisms for cached remote swap areas. We outline the behavior of each mechanism, we perform comparative performance analysis based on analytical models, we describe the implementation details and we provide experimental results obtained on a working prototype.
The NVM is implemented leveraging the network block device (NDB) provided by Linux. Proximity mechanisms are implemented using CORBA to enhance flexibility for remote object management (the effectiveness of CORBA to implement proxy platforms in mobile environments has already been stated [11] ).
In this work we do not discuss scalability issues, but we experimentally emulated bandwidth limitation effects to evaluate the efficiency of the handoff optimization mechanisms under various traffic conditions.
MOBILITY MANAGEMENT OF NVM SERVICES
Although the feasibility and efficiency of remote swapping across a wireless link has been recently demonstrated both in terms of power and performance [1] , providing NVM services to a MT raises additional mobility management issues. In this section we propose several location-aware proximity mechanisms that can be used to support service mobility.
We discuss mobility management referring to Figure 3 . Two base stations (BS1 and BS2) are available to provide wireless network connectivity to a mobile terminal (MT). Base stations are connected to two local servers (LS1 and LS2, respectively) connected together by means of a wideband local link (LL). A remote server (RS) is also available, connected to LS1 and LS2 by means of multi-hop remote links denoted by RL1 and RL2, respectively. We assume the MT to be initially associated to BS1 moving toward the service area covered by BS2. We want the NVM service to survive the de-association from BS1 and the re-association to BS2.
We envision two main scenarios. In the first scenario local swap areas are provided by LS1 and LS2. In this case mobility management takes care of content migration from LS1 to LS2 during handoff. In the second scenario the swap area of the MT is unique and made available by the RS. In this case LS1 and LS2 provide proximity services to enhance performance and mobility management mechanisms are required to guarantee coherency.
Local Swap Area
The swap area is local to the base station to which the mobile terminal is currently associated. This configuration provides faster and reliable access. Data transfer is not affected by traffic conditions on the wired network. The amount of traffic injected into the wired network is minimized, thus providing a good load balancing and enhancing scalability. To keep the performance level constant, the swap area content must be moved from BS to BS following terminal movements. In this context, a key issue for the infrastructure is to provide a transparent and efficient support for content migration.
The entities involved in data migration are the nbd-client on the MT, the nbd-server on the original location (LS1) and the nbd-server local to the destination (LS2). Both servers are accessible from the swap client before handoff since they are connected to the same wired network. This allows the MT to preemptively notify LS2 that it will associate to it. LS2 asks LS1 to suspend the service and starts copying the swap area. In the mean time, the MT de-associates from BS1/LS1 and re-associates to BS2/LS2. After re-association, MT may start issuing swap requests to LS2, but the requests cannot be served until the entire swap area has been transferred.
Since the swap service is suspended during swap-area migration, possibly causing service delays perceived by the MT, it is important to initiate file transfer before hand-off in order to partially hide the transfer time behind the inherent de-association and re-association time. On the other hand, depending on the size of the swap area, on the bandwidth of the local link between LS1 and LS2, and on the hand-off protocol, file transfer may take much longer than re-association, causing unacceptable QoS degradation.
Filter Cache
To reduce QoS degradation, a filter cache (FC) can be used that handles swap requests during content migration. The FC prevents write requests to access swap space. Write requests cause the involved pages to be loaded in cache and marked as dirty, so that future read or write requests will be performed in cache. Read requests of clean pages pass through. As a consequence, the swap area is not modified when the filter cache is enabled, allowing the migration to be performed in background. Notice that the FC is not limited in size, so that dirty pages never need to be replaced. When the entire swap area has been transferred, the MT reassociates to BS2 while the content of the FC is transferred to LS2 and used to update the content of the swap area.
In order to relax synchronization constraints between content migration and network re-association, a second filter cache can be used at LS2. This allows re-association to take place at any time during content migration.
The timing diagram of the migration mechanism is shown in Figure 4 , where the sizes of swap areas and filter caches are shown as functions of time, together with the bandwidth of the local link between the two servers. Different filling patterns are used to distinguish between read-only (diagonal lines) and read-write (crossing diagonal lines) data structures. The entire process is composed of 5 phases.
Phase A. MT is still associated to BS1/LS1, FC1 is used to mask write requests while the content of SA1 is copied on SA2.
Phase B. MT de-associates from BS1/LS1 and re-associates to BS2/LS2, the service is suspended, FC1 is frozen while the copy of SA1 on SA2 continues.
Phase C. MT is associated to BS2/LS2, FC2 is used to mask swap requests while the copy of SA1 on SA2 continues. Pages that are not found in FC2 are taken from FC1 (and, possibly, from SA1) across the local link (LL). As explained in the implementation section, this is done by means of CORBA remote method invocation.
Phase D. The content of the swap area has been completely transferred and needs to be updated. Dirty pages of FC1 are accessed through LL and written back in SA2, while FC2 is still used to mask page requests.
Phase E. Dirty pages of FC2 are written back in SA2. The service is suspended during this phase since it involves only local operations that are performed in a very short time.
Performance analysis
In order to analyze the performance of content migration mechanisms in different working conditions, we built a parametric analytical model providing an estimate of the execution time of a given benchmark executed across a handoff event from BS1 to BS2. The model takes in input the statistics of the swap requests generated by the benchmark without handoff (swap in and out rates), the key parameters of the handoff event (initiation instant and handoff time), the bandwidth provided by local and remote links, the size of SA and FC, a locality factor (used to tune cache efficiency to the application) and the total number of page requests generated by the benchmark. Handoff time and benchmark statistics are characterized by means of real-world experiments as described in Section 4. The analytical model is not discussed here because of space limitations.
Typical results are shown in Figure 5 , where the execution time is plotted as a function of the local link speed. The solid line refers to the basic migration mechanism without FC, while all other curves refer to advanced content migrations based on FCs. In particular, the dashed line was obtained by initiating content migration and handoff simultaneously (in this case only FC2 is needed). The dot-dashed curve was obtained by initiating handoff during content migration (in this case both FC1 and FC2 are used). The dotted line was obtained by initiating the handoff after complete migration of the swap area (in this case only FC1 is used). The swap service is suspended only during handoff.
The performance speedup provided by filter caches is apparent. The best performance was obtained by performing the handoff after SA migration. In this case, only the dirty pages contained in FC1 need to be transfered across the LL during handoff. Since the transfer time is completely hidden by the handoff, FC2 is not required thus avoiding the small black out time caused by phase E of Figure 4. 
Remote Swap Area
The infrastructure described so far relies on swap areas local to each BS of the network and on high-speed links among them. Although the memory and bandwidth requirements of a single client can be easily satisfied, swap area migration gives rise to scalability issues. Using a remote swap area made accessible through the Internet may be a viable alternative. On the other hand, due to the unpredictable performance of the Internet, caching/proximity mechanisms are required to meet QoS requirements.
Caching is a very common solution for many types of web services [3] . For remote swapping, cache performance is even more critical due to the high access frequency and to the blocking nature of swap requests. We assume that each MT has a limited space (possibly much smaller than the total swap area) available on a given LS to cache swap requests. In the limiting situation where the cache contains all pages needed by a given application, the cache becomes a mirror and the RS is used only to guarantee coherency among different caches. In the typical case of caches smaller than swap space requirements, replacement algorithms need to be implemented.
Compared to the previous approach, we do not need to move the swap area from BS1 to BS2, since we consider the server far from any BS reachable by the MT, but we need to implement a cache coherency protocol. To guarantee cache coherence across handoffs cache contents must be either written back to the remote swap area, or migrated to the new location. In the rest of this section we outline the write-back and migration mechanisms.
Write-back mechanism
The write-back mechanism is fairly simple. When the MT de-associates from BS1, all dirty pages in the cache on LS1 are written back to the remote swap area. When the MT reassociates to BS2, a new empty cache is instantiated on LS2. The first swap request issued by the MT upon re-association causes a cache miss that cannot be served until completion of write back in order to avoid coherency problems.
The timing diagram of the write-back mechanism is shown in Figure 6 .a. It consists of 3 phases:
Phase A. The write-back from LS1 is initiated while the MT de-associates from BS1/LS1 and re-associates to BS2/LS2.
Phase B. The MT is associated with BS2/LS2, but the write back is still in progress.
Phase C. Write back is terminated, the swap service is resumed, but the cache on LS2 is still partially empty.
Notice that service migration involves only phase A and B and the service is resumed as soon as the write back terminates. However, the new cache is initially empty and its efficiency is initially lower than that of the previous cache. Since the lack of efficiency is due to handoff, phase C has to be taken into account when evaluating the performance impact of handoff.
Service suspension time depends on the amount of dirty pages, which in turns depends on the cache efficiency and 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 ¡ 9 9 ¡ 9 ¡ 9 size. Ideally, we would like the write-back time to be completely hidden by the re-association time. To this purpose, a location-aware write back trimming policy can be preemptively triggered by the MT when it approaches BS2 in order to keep the number of dirty pages below a given threshold (MAX). The value of MAX represents the amount of data that can be written back at full speed during the handoff time. The policy consists of triggering write back of LRU dirty pages until the number of dirty pages falls under a MIN threshold. The hysteresis is needed to avoid continuous triggering of write backs. Only the residual dirty pages need to be written back during re-association, thus making the handoff transparent to the MT.
Moving Cache Mechanism
Instead of writing back to the RS the dirty pages that are in cache when the handoff takes place, the same pages could be forwarded to the new LS. Cache content migration must cope with tight timing constraints and with coherency. The key advantage of cache content migration over write back is that pages are transfered across a local link (that is usually much faster than RLs) and made locally available to the MT as soon as it re-associates to the new BS.
Notice that only dirty pages need to be transferred from LS1 to LS2. After handoff, clean pages can be directly taken from the RS in case of a miss. The 3-phase process of dirtypage migration is shown in Figure 6 .b.
Phase A. Dirty pages are copied from LS1 to LS2 during handoff.
Phase B. If cache migration is not completely hidden by handoff, the new cache cannot be accessed until all dirty pages have been transferred from LS1.
Phase C. The swap service is resumed, but the new cache is still less efficient than the old one since it contains only dirty pages.
The traffic induced on the remote links between each BS and the remote server and on the local link between the two BSs is also shown in the timing diagram.
The effect of transferring the entire content of the cache (including clean pages) is shown in Figure 6 .c for comparison. There are two main differences from dirty-page migration. First, a larger amount of pages need to be copied from LS1 to LS2, thus possibly causing a longer service suspension. Second, as soon as the service is resumed the new cache provides the same efficiency as the old one, since it has exactly the same content.
Performance analysis
As for SA migration, we built a parameterized analytical model to explore the design space and perform fast comparative analysis of the proposed mobility management mechanisms.
Figures 7.a and 7.b show the execution time of a given benchmark executed across the handoff as a function of RL speed, for all mobility management policies and for two different LL speeds (namely, 24Mbps and 100Mbps). It can be observed that moving the entire cache outperforms other strategies in typical conditions, that is when the LL is faster than RL. Only in case of congestion of the LL write back policies provide better performance.
IMPLEMENTATION
We implemented the location aware NVM infrastructure based on the NBD provided by Linux OS. The NBD makes accessible a remote memory space by means of a server accepting read/write requests on it. The networked nature of NBD is completely transparent to other kernel components (including the bdflush daemon and the page fault handler that manage virtual memory) that may use the remote memory space as any other block device.
Although NVM can be transparently used by a MT thanks to the NBD abstraction provided by Linux, the implementation of the mobility management policies described in the paper gives rise to additional implementation issues that need to be carefully discussed. First, we need to be able to predict and control the 802.11b handoff mechanism in order to exploit its inherent black-out time to perform swap service migration. Second, we need to implement proximity caches and buffers. Third, we need to dynamically switch from a NBD server to another. All these issues are addressed in the following subsections. 
802.11b Handoff Management
The handoff process can be divided into two logical steps: discovering and re-authentication. During MT movement, the signal strength and the signal-to-noise ratio (SNR) of the current BS might fall down and cause to loose connection. Consequently the MT needs to find out if there is a new BS in range that can provide connectivity. Looking for a new BS is accomplished by the MAC layer scan function. There are two kinds of scanning methods defined by the 802.11b standard: active and passive scanning. While in passive scanning the station is listening for beacons to detect the presence of a BS, in active scanning mode it sends additional probe broadcast packets on each channel and waits for responses from BSs. Usually MTs use automatic active scanning to find a new BS when the signal of the current one falls under a given threshold. If a valid BS is found in range, the re-authentication phase automatically starts. Re-authentication involves the transfer of credentials and other information from the old BS (say, BS1) to the new one (BS2). If authentication is successfully completed the MT de-associates from BS1 and re-associates to BS2.
The handoff protocol described so far is completely transparent to the user. However, we need to take control of the handoff in order to exploit de-association and re-association time for swap-service migration. To this purpose we created a daemon process, running on the MT, that disables automatic active scanning and periodically scans for new BSs in range. In order to implement a user-level scanning routine we used the mwvlan driver for Wavelan IEEE/Orinoco that enables scanning control. For each BS in range we take SNR values in order to decide when to trigger handoff and towards which BS. We use a simple two-threshold roaming algorithm to trigger handoff as in the Sabino System [2] . When the SNR of current BS falls under the first threshold we scan for a new BS in range. When it falls under the second threshold we force re-association to the new BS. We use the time between the two thresholds to actuate preemptive swap service migration policies.
Cache Implementation
Caches local to the BS are implemented as C++ objects containing a STL C++ map object. The map object is an associative container for (key, value) couples, where value can be any C++ object. To implement a cache of swap requests, we use memory pages as values and page identifiers as keys. A memory page is an instance of a simple C++ class, called
Page, that contains page data and two flags, r flag and w flag, to store information about read and write activity to be used to implement replacement and migration policies.
Since caches need to be accessed from different servers during swap service migration they have been implemented as CORBA objects by specifying their remote interface using OMG IDL (Object Management Group Interface Definition Language). We used the omniORB 3.0 CORBA Linux implementation and its SDK to generate the C++ stub and skeleton interface.
Server Re-association
As already mentioned, our NVM infrastructure is based on Linux NBD. The server side application provides virtual memory space by accepting read/write requests. On the client side, the NVM is made available to the Linux virtual memory management by the NBD that transparently forwards page requests to the network. The service provided by the NBD is controlled by means of a set of specific system calls. Activation consists of three steps: 1) opening a network socket to establish a connection to the swap server, 2) setting the socket into the network block device, 3) enabling the service. Once the networked device has been created and initialized, it can be chosen as swap device.
Swap service migration entails switching between two different machines providing NBD services. In principle, this can be done by changing the socket pointer into the block device. However, the Linux NBD doesn't allow the user to do so without loosing the content of the virtual memory, thus causing a kernel panic.
The key issue is making server re-association atomic in order to prevent the virtual memory management to issue swap requests during service black out. To this purpose we implemented a specific system call (NBD CHANGE SOCKET) locking the block device while changing the socket pointer and re-establishing the swap service. The system call can be invoked to perform swap service migration even during swap activity.
EXPERIMENTS AND CONCLUSIONS
In this section we briefly describe two sets of experiments conducted to characterize the inherent performance of the handoff mechanism and to test the location-aware support to NVM.
We performed our experiments using a HP's IPAQ 3600 handheld PC as MT, equipped with a Strong-ARM-1110 processor, 32MB SDRAM and 16MB of FLASH. Our benchmarks were executed on the palmtop on top of the Linux operating system, Familiar release 6.0. We used a Lucent WNIC to provide network connectivity. The service infrastructure was obtained using two CISCO 350 Series base stations. Both remote and local servers were installed on 2.8 GHz Intel Pentium 4 machines, equipped with 2 Gbytes of SRAM running 2.6.1 Linux OS. Traffic congestion on specific links was emulated by enabling the QoS option of the Linux kernel that allows the user to define band-limiting filters.
Handoff characterization
In order to characterize service migration overhead we run a set of experiments using a swap-intensive benchmark. The running task simply allocates a 2048x1024 integer matrix for a total size of 8 Mbytes. Each row of the matrix takes exactly one memory page (of 4Kbytes).
The benchmark swaps out the matrix by allocating a dummy data structure and then reads the first column, generating a page fault every time a new element is accessed. The result is a constant pattern of swap requests at the maximum sustainable rate, since no computation is performed between consecutive page faults.
We first run the benchmark with the swap area local to the BS, without performing any handoff during execution, in order to obtain a baseline performance. Then we run the benchmark again while performing the handoff operations under characterization, in order to estimate their overhead by means of differential performance measurements. Two kinds of handoff operations were characterized: BSonly handoff, consisting of de-association from BS1 and reassociation to BS2 while using the same swap server, local to both base stations; Server-only handoff, consisting of disconnection from a local swap server and re-connection to a new server sharing the same swap file. The joint effect of BS and Server handoffs was also measured by performing both operations during the same run of the benchmark. Each experiment was repeated 10 times. Results are reported in Figure 8 . Notice that using local swap servers accessing a shared swap file allowed us characterize inherent handoff times, independent of the mobility management policies.
Stress-test of the NVM infrastructure
We performed a stress-test of the NVM infrastructure using a simple benchmark computing the row-by-column product of two integer matrices of 2048x1024 elements. The total size of the data structures allocated by the benchmark (24Mbytes) saturates the available space in main memory. Right after memory allocation, a dummy data structure was allocated and initialized causing the matrices to be swapped out before starting computation. A regular pattern of swap requests was then generated by the benchmark to bring matrix elements in main memory.
To evaluate the performance overhead caused by the NVM infrastructure, the benchmark was first executed without handoff with three different configurations of the swap server: A) using a swap area installed on a local server, B) using a swap area installed on a remote server, C) using a remote swap area with a proxy cache local to the BS. For these experiments the bandwidth of the remote link was limited to 2Mb/s. The same benchmark was then executed with a synchronous handoff triggered right after computation of the first 200 rows. Three handoff mechanisms were tested: D) swap-area migration, E) dirty cache write back, and F) dirty cache migration.
Experimental traces showing the traffic generated by swap requests are reported in Figure 9 for each experiment. The computation time of the first 400 rows is also annotated on each graph. The first three traces, referring to a local, remote and cached NVM without handoff, show the impact of proximity on performance: accessing a remote swap server increases the execution time from 126.47 to 149.76 seconds, while caching provides a trade-off at 138.12 seconds. The filtering effect of the cache can be appreciated by comparing graphs B and C: graph B shows a baseline traffic of about 0.4Mb/s on the RL that doesn't appear on graph C.
The efficiency of the handoff mechanisms can be evaluated from the last three sets of graphs of Figure 9 . Graph D refers to the swap-area migration mechanism. The graph shows the burst of traffic caused on LL by the file transfer. The dashed curve was obtained with a full-bandwidth link (100Mb/s), while the solid line was obtained by limiting the bandwidth of the LL to 20Mb/s.
Graphs E show the traffic induced on the remote links RL1 and RL2 by the write-back mechanism. Notice that, although the cache is much smaller than the total swap area (12Mbytes rather than 100Mbytes), write back takes almost the same time required to transfer the entire swap area across a full-bandwidth link. This is due to the lower bandwidth of the RL and to the lower efficiency of the writeback protocol. It is also worth noting that a large number of cache misses is generated after re-association since a new (empty) cache is instantiated on LS2.
Finally, graphs F show the traffic caused by cache content migration on RL1, LL and RL2. In this case content migration is faster, even if the remote method invocation protocol doesn't exploit the full bandwidth of the local link. The number of cache misses generated after re-association is lower than in case of write back since most of the cache content has been copied from LS1 to LS2. On the other hand, benchmark execution is slower than in case of local swap area.
As a final remark we observe that the peak bandwidth required by cache content migration on the LL is lower than 20Mb/s due to protocol inefficiency. This means that the performance of this handoff mechanism wouldn't be affected by congestion on the LL, unless the available bandwidth falls below 20Mb/s. On the contrary, swap-area migration (graph D) exploits all the available bandwidth, but it's highly sensitive to traffic congestion. Hence, the comparison between the two approaches depends on the actual traffic conditions on the LL.
Conclusion
In this paper we have presented an infrastructure that provides efficient support to network virtual memory for mobile terminals. We have shown that efficiency requires proximity and we have proposed alternative strategies to keep the virtual memory pages local to the base station granting wireless network connectivity to the mobile terminal.
In particular we have focused on location-aware mobility management strategies aimed at minimizing the performance overhead caused by service migration during handoff events.
The proposed strategies have been evaluated analytically, implemented in practice and tested on a working prototype.
