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Abstract
In this third paper, we revisit the question to which extent the properties
of the trees associated to the tilings {p, 4} of the hyperbolic plane are still
true if we consider a finitely generated tree by the same rules but rooted at
a black node? What happens if, considering the same distinction between
black and white nodes but changing the place of the black son in the rules.
What happens if we change the representation of the numbers by another
set of digits? We tackle all of these questions in the paper. Section 1 indicates
which Section or Sub-section is devoted to which problem. Section 6.4.2
concludes the paper. The present paper is an extension of the previous
papers [5, 6].
1 Introduction
Paper [5] investigated the question what happens if the rules generating the
standard Fibonacci tree are applied to a tree whose root is a black node. The
question was investigated with what is called in this paper the leftmost assign-
ment: in the generating rules, the black son is always the first one. In that paper
too, the question was raised of what happens if instead the standard Fibonacci
sequence we consider what was called the golden sequence which is associated
with the square of the golden number while the standard Fibonacci sequence
is associated with the golden number itself. The question was considered for
both the white and the black Fibonacci trees.
Paper [6] generalizes the context of the same questions. Instead of consider-
ing treesmore or less connectedwith the tilings {5, 4} and {7, 3} of the hyperbolic
plane, that paper considers the trees which span the tilings {p, 4} and {p+2, 3}
of the same plane. Those trees are finitely generated by rules which generalize
the rules of the case p = 5 to which paper [5] limited its study. Also the new
trees entail the consideration of new families of numbers, we called metallic
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numbers in [6], which allow representations of the natural numbers which look
like the golden family of the case p = 5. In the present paper, we perform two
new steps in the generalization. On one hand, we consider the definition of
the generating rules themselves. Instead of considering that the black son is
the first one in each rule, we consider various possibilities if the position of
that son is changed, whether the change is always the same or if the change is
also submitted to variations. On another hand, we consider the representation
of the numbers. In paper [6], the metallic sequences are defined with digits
in {0..p−3}. What if we impose the digits to be in {1..p−2}, considering only
positive integers which is the case for the numbers we attach to the tiles?
Section 2 recalls definitions about trees and about the trees we consider
in the present paper. Section 3 recalls the results about the metallic numbers
and the standard representation of positive numbers we can infer from them.
The section also considers the representation where the set of digits is {1..p−2}.
Section 4 defines what we call an assignment, a way of applying rules in
the construction process of a tree and the section studies the properties of
the representations studies in Section 3 with respect to various assignments.
Section 6.4.2 investigates the contribution of the paper and the problems which
remain open.
2 Metallic trees
In this section, Sub-section 2.1 recalls the vocabularywe shall use in the consid-
erations of the trees which appear in the paper and in the properties connected
with them, considering, in particular, the numbering we may attach to the
nodes of a finitely generated tree. In Sub-section 2.2, we consider the metallic
trees which we shall study in this paper.
2.1 Preliminary definitions and properties of trees
Consider an infinite tree T with finite branching at each node. Number the
nodes from the root which receives 1, then, level by level and, on each level,
from left to right with the conditions that for each node, the numbers of its
sons are consecutive numbers. We then say that T is numbered or that it
is endowed with its natural numbering. In what follows, we shall consider
numbered trees only. Clearly, a sub-treeS ofT can also be numbered in the just
above described way but it can also be numbered by the numbers of its nodes
in T . In that case, a node νmay receive two numbers: nS, the number defined
in S as a numbered tree and nT , its number as a node of T . A node may have
no son, it is then called a leaf. A path from µ to ν is a finite sequence of nodes
{λi}i∈[0..k], if it exists, such that λ0 = µ, λk = ν and, for all iwith i ∈ [0..k−1], λi+1 is
a son of λi. A branch of T is a maximal finite or infinite sequence of paths {πi}
from the root of T to nodes of that tree such that for all i, j, πi ⊆ π j or π j ⊆ πi.
Accordingly, a branch connects the root to a leaf or it is infinite. It is clear that
for any node, they are connected to the root by a unique path. The length of
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the path from a node to one of its son is always 1. If the length of a path from µ
to ν is k, the length of the path from µ to any son of ν, assuming that ν is not
a leaf, is k+1. The length of the path leading from the root to a node ν of T
is called the distance of ν to the root ρ and it is denoted by dist{ρ, ν}. We also
define dist{ρ, ρ} = 0. The level k of T is the set of its nodes which are at the
distance k from its root. Denote it by Lk,T . Define Tn as the set of levels k of T
with k ≤ n. Say that the height of Tn is n. By definition, Tn is a sub-tree of T .
For each node ν of T , λT (ν) is its level in T , i.e. its distance from the root, and
σT (ν) is the number of its sons. Clearly, if ν ∈ Tn and if λT (ν) = n, then σ(ν) = 0.
If S is a sub-tree of T , denote it by S ⊳ T , and if ν ∈ S, then λS(ν) ≤ λT (ν) and
the numbers may be not equal.
Consider two infinite numbered trees T1 and T2. Say that T1 and T2 are
isomorphic if there is a bijection β from T1 onto T2 such that:
f (nT1) = nT2 for any n ∈N.
λT2( f (nT1)) = λT1(n).
σT2( f (nT1)) = σT1(n).
(0)
Clearly, if T1 and T2 are two infinite numbered trees, they are isomorphic if
and only if there is a bijection from the nodes of T1 into those of T2 such that
a node of T1 and its image in T2 have the same number, they are on the same
level of their respective trees and they have the same number of sons.
2.2 White and black metallic trees
We call metallic tree an infinite tree constituted by two kind of nodes, b- and
w-ones called black andwhite respectively, finitely generated by the following
rules:
b→ bwp−4 andw→ bwp−3. (1)
with p ≥ 5.
The property for a node to be white or black is called its literal status. We
also associate to the node its numerical status: 0 or 1 depending on whether
the node is white or black respectively. If it is not specified, statuswill refer to
the literal one.
We shall mainly investigate two kinds of infinite metallic trees. When the
root of the tree is a white, black node, we call such a metallic tree awhite, black
metallic tree respectively. We denote the infinite white metallic tree byW and
we endow it with its natural numbering. We do the samewith the infinite black
metallic tree B. Note that we can construct a bijective morphism between B
and a part B of W as follows. The morphism is the identity on B and we fix
the following conditions:
σB(1) = σW(1) − 1,
σB(n) = σW(n), for all positive integer n.
Moreover, the nodes numbered by n ∈ [1..p−2] in W also belong to B and
receive the same numbers in the natural numbering of B. This morphism
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allows us to identify B with B, so that in our sequel, we shall speak of B
only. From what we just said, it is plain that for a node ν ∈ B, if νB > p−2,
then νB < νW. We shall look closer to the connection between νB and νW in
Section ??. Later on, we shall use⇋ to introduce a notation for an expression.
We may wonder whether the simplicity of the rules (1) allow us to give
a precise connection between the number of a node and those of its sons,
whether inW or in B. These questions were partially studied in [6]. We shall
turn to them in Section 4. But before, we need to recall the introduction of
an appropriate representation of the numbers used to number the nodes of a
metallic tree. It is the goal of Section 3 to which we new turn.
3 Metallic numbers
These numbers are introduced by the computation of the number of nodes
which lie on a given level of a metallic tree. We consider that point in Sub-
section 3.1. The sequence allow us to represent the numbers. We consider
some basic properties of the standard representation in Sub-section 3.2. We
study the same properties in the representation where the digits are restricted
to {1..p−2} in Sub-section 3.3.
3.1 The metallic sequences
Letmn, bn be the number of nodes onLn,W andLn,B respectively. We also define
Mn, and Bn as the number of nodes ofWn and Bn respectively. It appears that
these numbers are defined by a simple induction equation as stated in the
following statement:
Theorem 1 [2, 6] Consider the numbers mn defined as the number of nodes on Ln,W,
whereW is the white metallic tree. The numbers mn satisfy the following induction
equation:
mn+2 = (p−2)mn+1 −mn with m0 = 1 and m−1 = 0. (2)
We call white metallic sequence the sequence {mn}n∈N.
See the proof in [6] for instance.
As the black metallic tree is defined by the same rules, we may conclude
that the same equation rules the sequence {bn}n∈N:
Theorem 2 The sequence {bn}n∈N of the number of nodes onLn,B satisfies the equation:
bn+2 = (p−2)bn+1 − bn with b1 = p−3 and b0 = 1. (3)
We call black metallic sequence the sequence {bn}n∈N.
Note that we could define the white metallic sequence by the initial con-
ditions m1 = p−2 and m0 = 1. In our sequel we shall say metallic sequence
4
instead ofwhite metallic sequence for a reason which will be made more clear
in a while.
Before turning to the properties of the integers with respect to the metallic
numbers, we have to consider the numbersMn and Bn already introduced with
respect to the finite treesWn and Bn.
Theorem 3 (see [3]) On the level k of W, with non-negative k, the rightmost node
has the number Mk, so that the leftmost node on the level k+1 has the number Mk+1.
On the level k of B with non-negative k, the rightmost node has the number mk, so
that the leftmost node on the level k+1 has the number mk+1.
The sequence {Mn}n∈N satisfies the following induction equation:
Mn+2 = (p−2)Mn+1 −Mn + 1, (4)
with the initial conditions M0 = 1 and M−1 = 0, while the sequence {Bn}n∈N satisfy
the equation (2) with the same initial conditions, which means that Bn = mn for any
non-negative n. We also have:
Mn+1 = Bn+1 +Mn and mn+1 = bn+1 +mn (5)
See the proof in [6].
3.2 Metallic codes for the nodes of the metallic trees
.
Let us go back to the sequence {mn}n∈N of metallic numbers. It is clear that
the sequence defined by (2) is increasing starting from m1: from (2), we get
that mn+2 > (p−3)mn+1 if we assume that mn < mn+1. As p ≥ 5, we get that the
sequence is increasing starting from m1. Now, as the sequence is increasing, it
is known that any positive integer n can be written as a sum of distinct metallic
numbers whose terms are defined by Theorem 1:
n =
k∑
i=0
aimi with ai ∈ {0..p−3}. (6)
The sum of aimi’s in (6) is called the metallic representation of n and the mi’s
in (6) are themetallic components of n.
From now on, we use bold characters for the digits of a metallic representa-
tion of a number. In particular, we define d to represent p−3, c to represent p−4
and e to represent p−5 when p > 5. Of course, 0, 1, 2 and 3 represent 0, 1, 2 and
3 respectively.
First, note that the representation (6) is not unique.
Lemma 1 [7, 3, 6] For any integers n and h with 0 ≤ h ≤ n, we have:
(p−3)mn+1 +
n∑
k=h+1
(p−4)mk + (p−3)mh
= (p−3)mn+1 +
n∑
k=h+2
(p−4)mk + (p−3)mh+1 −mh +mh−1 (7)
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Corollary 1 [7, 3] For any positive integer n, we have:
(p−3)mn+1 +
n∑
k=1
(p−4)mk + (p−3)m0 = mn+2 (8)
See the proofs in [6] for instance.
Let us write the ai’s of (5) as a word ak..a1a0 which we call a metallic
word for n as the digits ai which occur in (5) are not necessarily unique for
a given n. They can be made unique by adding the following condition on
the corresponding metallic word for n: the pattern dc∗d is ruled out from that
word. It is called the forbidden pattern. Lemma 1 proves that property which
is also proved in [7, 3]. We reproduced it here for the reader’s convenience.
When ametallic representation for n does not contain the forbidden pattern
it is called the metallic code of n which we denote by [n]. We shall write
ν = ([ν]) when we wish to restore the number from its metallic code. Let us call
signature of ν the rightmost digit of [ν] = ak..a1a0 and denote it by sg. Let σ1,
σ2, ..., σk with k = p−2 or k = p−3 be the sons of ν. We call sons signature of ν
the word s1...sk, where si = sg(σi). We shall denote the literal status of ν by ℓs(ν)
and its numerical one by sn(ν).
3.3 The non-zero metallic codes
It is known that given a basis bwith b ≥ 3 any positive number n can be written
n =
k∑
i=0
aib
i with ai ∈ {1..b} (9)
Let a+ = a+1 and a− = a−1 for any positive integer a. The representation (9)
was used by Quine in order to encode any finite sequence of natural numbers:
writing n as in (9), b is used as a separator and the other digits which lie in
[1..b−] can be interpreted as the representations of positive numbers in the base
b− which requires b ≥ 2. Smullyan, see [?] makes use of such a representation
in order to prove Go¨del’s theorem on the incompleteness of Peano arithmetics.
The question is: taking the metallic numbers mn as a basis, is it possible to
have a representation which rules out all 0’s in the representation of a positive
number? The answer is given by the following proposition:
Theorem 4 Let n be a positive natural number. Then it is possible to write n as:
n =
k∑
i=0
aimi with ai ∈ {1..b}, (10)
where b = p−2.
Proof. As all digits of n in (10) should be not smaller than 1, we consider k de-
finedby theuniquevalue such thatMk ≤ n < Mk+1. We thendefinen1 ⇋ n −Mk.
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Consider the digits ai of [n1], the metallic code of n1. We have n1 =
k∑
i=0
aimi
and Mk =
k∑
i=0
mi, so that we get n =
k∑
i=0
simi where si = ai+1 with i ∈ {0..k}. As
0 ≤ ai < b for all i in {0..k}we get 1 ≤ si ≤ b for the same indices. 
When we use the representation (10) to write a positive integer, we use x to
denote the digit whose value is b = p−2. We know that the representation with
themetallic numbers of a positive integer is not necessarily unique. This is why
we needed to select a criterion in order to ensure the uniqueness of the metallic
code. It is also the case that the representation (10) is not unique, despite the
fact that it satisfies the constraint of no 0 among the digits. To see that point,
we need the following result which enlarges a lemma from [6]:
Lemma 2 For any integers n and h with 0 ≤ h ≤ n, we have:
(p−2)mn+1 +
n∑
k=h+1
(p−3)mk + (p−2)mh
= (p−2)mn+1 +
n∑
k=h+2
(p−3)mk + (p−2)mh+1 +mh−1 (11)
Corollary 2 For any positive integer n, it has a unique representation (10) provided
that the pattern xd∗x is ruled out and is called a forbidden pattern. A metallic code
where the 0-digit is ruled out and where the forbidden pattern does not occur is called a
non-zero metallic code, nzm-code for short. The nzm-code of n is denoted by [ν]nz.
In order to get a [ν]nz from (10), we apply the conversion rules:
nxdkxm = n+1k+2m+ and n+0k+2m+ = ndckdm (12)
where n,m are non-zero digits in {1..x}, n+ = n⊕1 andm+ =m⊕1, with a ⊕ 1 = a+1
if a+1 < p−2 and a ⊕ 1 = 0 if a = p−3.
We call the forbidden pattern defined in Corollary 2 the nzm-forbidden
pattern in order to distinguish it from that of Lemma 1. Note that the forbidden
pattern of Lemma 1 is no more forbidden in an nzm-code. Of course, the
application of (12) may be repeated in (10) as long as all occurrences of the
nzm-forbidden pattern are replaced by their permitted equivalent expression
given in (12).
It is not difficult to adapt the algorithms of [6] to operations on nzm-codes.
We just mention the change about the incrementation and decrementation al-
gorithms.
We take the notations given in the caption of Algorithm 1. The algorithm
first detects whether the nzm-code of ν has a suffix xdh. If it is the case,
appending 1 to a0 would create a nzm-forbidden pattern. And so, in that case,
xdh is replaced by 1h+1 according to (12) and 1 is added to the digit which is
to the left of xand which is less than p−2. If appending 1 would not raise a
forbidden pattern, the algorithm looks at whether a0 is x or not. If it is x, a0 is
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replaced by 1 and 1 is added to a1 which is not x as a0 was x. If a0 is is not x, 1
is added to it.
Algorithm 1 Algorithm giving [ν+1]nz from that of [ν]nz. Recall that [ν]nz does not
contain a nzm-forbidden pattern. We assume that [ν]nz = ak..a0.
i := 0;
while ai = d loop i := i+1; end loop;
if i > 0
then if ai = x
then for j in [0..i]
loop a j := 1; end loop;
ai+1 := ai+1 + 1;
else a0 := x;
end if;
else if a0 = x
then a0 := 1; a1 := a1+1;
else a0 := a0 + 1;
end if;
end if;
The decrementation algorithmworks exactly in the oppositeway: if a0 is not
1, we can replace it by a0−1. Otherwise, we look at the position h of the leftmost
item of consecutive 1’s. We replace ah+1 by ah+1−1, we replace ah by x and then
we replace all ai from 0 up to h−1 by d: see Algorithm 2. Note that when ai
is found different from 1 in the while-loop, i > 0, so that x is always written
in place of the digit at i−1. If i = 1 when the execution leaves the while-loop
we write x instead of a0 and the range of the for-loop is empty. Accordingly,
Algorithm 2 works in all cases for a positive integer ν.
Algorithm 2 Algorithm giving the [ν−1]nz from [ν]nz,provided that ν is positive. Re-
call that [ν]nz does not contain an nzm-forbidden pattern. Assume that [ν]nz = ak..a0.
if a0 , 1
then a0 := a0 − 1;
else i := 0;
while ai = 1 loop i := i+1; end loop;
ai := ai − 1; i := i−1; ai := x;
for j in [0..i−1] in reverse
loop a j := d; end loop;
end if;
It can be noted that if we provide Algorithms 1 and 2 with nzm-codes, the
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result is again an nzm-code in both cases.
4 Metallic trees and their assignments
In this section, we consider the notion of assignment which we define in Sub-
section 4.1 where we consider a tool to compare the assignments. In Sub-
section 4.2, we focus our attention on a particular assignment, which we call
the penultimate one. In Sub-section 4.3, we characterise a property shared by
the assignments, a property which we shall discover with the penultimate one.
In Sub-section 4.4, we look at another assignment, the mid-assignment which
allows us to have a new look on the particular assignments investigated in the
previous sections. In Sub-section 4.5, we shall investigate the properties of the
assignments in the frame of the nzm-codes.
4.1 Assignments in the metallic trees
In Sub-section 2.1, we recalled the definition of the natural numbering of W
andB. Consider those trees. We can see each of them as an infinite sequenceLn
of finite sequences of numbers defined byLn+1 = {Un+1..Un+1}, whereUn =Mn
for all n or Un = Bn for all n, depending on whether we consider W or B. In
both cases, we can see the application of the rules (1) as an application αwhich,
to each node ν of the level n associates three numbers ℓν, sν and bν such that sν is
the numeral status of ν under α, ℓν is the leftmost node of an interval Iν of Ln+1
with the conditions:
for all ν, Iν ∩ In+1 = ∅ and
∑
ν∈Ln
|Iν| = mn+1, (13)
and bν is the position of the black node associated to ν among the nodes of the
interval Iν, the leftmost position being 1. The nodes belonging to Iν are called
the sons of ν under α, for short they are called sons only when it is clear which
assignment is considered. For short they are also called α-sons. The conditions
(13) can equivalently be stated as:
for all νwith ν ∈ Ln, α(ν) = (αℓ(ν), αb(ν), αs(ν)),
with αℓ(ν) ∈ Ln+1, αs(ν) ∈ {0, 1}, αb(ν) ∈ {1..p−2−sν},
for all ν,
αℓ(ν+1)−1∑
k=αℓ(ν)
αs(ν) = 1 and, for any ν ∈ [Mn−1+1..Mn],
for any positive ν, αs(αb(ν)) = 1,
αℓ(ν+1) = αℓ(ν)+p−2−αs(ν), and αℓ(Mn) =Mn+1−p+3+αs(Mn).
(14)
We call assignment an application αwhich satisfies (14). We denote byWα
the white metallic treeW dotted with the assignment α: it means that, starting
from the root, the status of each node ν under α is defined by αs(ν) and that the
position of the black son of ν among its α-sons is defined by αb(ν). When α is
associated with the rules (1), we additionally have that αb(ν) = 1 for all node ν.
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That assignation is called the leftmost assignment. It was called the standard
assignment in [2] which considers white metallic trees only in the case when
p = 5. In [7], another assignment was considered, defined by:
α(ν) = (ℓν, p−3−sn(ν), sn(ν)) for all ν. (15)
It is not difficult to see that whether ℓs(ν) is b or w, the black son is the
penultimate son of ν. For this reason, we call (15) the penultimate assignment.
Similarly, we define the rightmost assignment by
α(ν) = (ℓν, p−2−sn(ν), sn(ν)) for all ν. (16)
Say that an assignment α is an a-assignment if and only if for any node ν,
one of its sons exactly has a as its signature. Itmeans that for one son of ν and for
one of them only, its code has a among its suffixes. We say that an assignment α
has the preferred son property if, for any node ν, exactly one of its sons has the
code [ν]0. Note that an assignment which possesses the preferred son property
is also a 0-assignment. Accordingly, the preferred son property assumes that
we consider the representation of the numbers by their metallic codes.
Say that an assignment α is a b-a-assignment if and only if all black nodes
of the tree and only them have a as their signature. We can note that the notion
of b-a-assignment is meaningful also in the case of the representation of the
numbers by their nzm-code when it exists. We shall see a bit later that there
are many values of a for which the b-a-assignment exists.
In order to establish the property characterised in Sub-section 4.3, we con-
sider the following tool which measures the distance between two assign-
ments as follows. Let α and β be two assignments of the white metallic
tree. Call apartness between α and β denoted by δαβ the function defined
by δαβ(ν) = βℓ(ν) − αℓ(ν) for any node ν ofW. We have the easy property:
Lemma 3 Let α, β and γ be three assignments on the white metallic tree. For any
node ν ofW we have:
δαβ(ν) = δγβ(ν) − δγα(ν). (17)
Consider the metallic codes which are associated to the numbers by (6),
see Sub-section 3.2. Consider the metallic codes of the nodes which lie on L1.
One of them only has the signature 0: it is the node numbered by p−2 whose
metallic code is 10. Consider the nodes onL2. Their numbers grow fromM1+1
up toM2 and the metallic codes go from 12 to 111. The nodes whose signature
is 0 are: 20, 30, ..., c0, d0, 100, 110. We can see that the distance between two
consecutive such nodes is p−2 except for d0 with 100 whose distance is p−3.
More generally, call 0-node any node ofW whose signature is 0. On Ln+1, the
0-nodes run from 1n−120 up to 1n+10. Note that if we erase the last digit of those
codes, we get the codes from 1n−12 up to 1n+1, i.e. themetallic codes of the nodes
on Ln. Accordingly, the number of 0-nodes on Ln+1 is the number of nodes
on Ln. Moreover, we can observe that the distance between two consecutive
0-nodes on a level is p−2 of p−3. When it is p−3? On the level L2, the distance
p−3 occurs between d0 and 100. Indeed, 100⊖1= dc and the distance between
d0 and dc is p−4. More generally, we can state:
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Lemma 4 On the level Ln let µ and ν be two consecutive 0-nodes, with µ < ν. Then
ν − µ = p−3 if and only if [ν] = [ω]0k with k ≥ 2. When it is not the case, ν − µ = p−2.
Proof. The decrementation algorithm tells us that [[ω]0k⊖1] = [[ω]⊖1]dck−1 and
the distance between that latter metallic code and [[ω]⊖1]dck−20, the metallic
code of the previous 0-node is p−4 so that the distance onLn between [ω]0
k and
the previous 0-node is p−3. If [ν] = [ω]0, assume that [ω] = [ω1]dc
k with k > 0.
Then, [ω1dc
k0]⊖1= [ω1]dc
k−1c-d, where c- = c-1. That latter metallic code does
not contain the forbidden pattern. And so, the distance from that node to the
previous 0-node is p−3, so that ν − µ = p−2. Now, if [ω] does not contain the
suffix dc+, the last digit of ωwhich is greater than 0 can be reduced by 1 so that
in that case too ν − µ = p−2. 
Is there a connection between this two values between two consecutive 0-
nodes and the smaller occurrence of the smaller distance with the distinction
between white and black nodes which have p−2 and p−3 nodes respectively?
That issue is addressed by the next sub-section.
4.2 The penultimate assignment
Say that an assignment α possesses the preferred son property if and only if for
any node ν ofW, the signature of one of its sons under α and one of them only
is 0 and if the metallic code of that son is [ν]0. When an assignment α possesses
the preferred son property, for any node ν, the node whose signature is [ν]0 is
called itspreferred son underα. Note that if α and β are two assignmentswhich
possess the preferred son property, for each node, the preferred son under α
and that under β coincide.
We can state:
Theorem 5 The penultimate assignment possesses the preferred son property and it is
the b-0-assignment.
Proof. It is based on the followingproperty on the signatures and on themetallic
codes of the sons with respect to those of the node.
Lemma 5 Let ν be a node of W equipped with the penultimate assignment π. The
signatures of its sons under π is defined by the following rules:
b0→ w2(wa)p−7wc.b0.w1, wa→ w2(wa)p−6wd.b0.w1, (18)
The metallic codes of the sons of ν under π are given by the following table, where
ak..a1a0 ⇋ [ν] and bk..b0 ⇋ [[ak..a0]⊖1] and a is in {1..d} in lines 4 to 6.
ν range son metallic code ref.
b0 1..p−5 h bk..b0h
+ 1
p−4 ak..a00 2
p−3 ak..a01 3
wa 1..p−4 h bk..b0h
+ 4
p−3 ak..a00 5
p−2 ak..a01 6
(19)
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Clearly, Theorem 5 follows from Lemma 5.
Proof of Lemma 5. We perform it by complete induction on ν. The lemma is
clearly true for the root. It is applied the rule w1 of (18) and its sons satisfies
the lines 4, 5 and 6 of (19) as here b= 0. Assume that the lemma is proved
up to ν which is on the level n+1. Let λk+1 be the leftmost node of Lk+1,
so that λk+1 =Mk + 1. Clearly, [λk+1] = 1
k2, so that recursively applying the
incrementation algorithm to the code 1n+12, which is [λn+2], the leftmost son of
λn+1, the sons of λn+1 have the metallic codes given by the lines 4, 5 and 6 of (19).
Consider that ν is a white node. If its signature is a with a < c, then the
induction hypothesis entails that the metallic code of the leftmost son of ν+1 is
[ν]2. Accordingly, the incrementation algorithm ensures that the metallic codes
of the sons of ν+1 satisfy the lines 4, 5 and 6 of (19). If the signature of ν is c and
if that of ν+1 is d, we can apply the same argument as when a < c. Assume
that the signature of ν+1 is 0. We know from Lemma 4 that [ν]= [ω]dck+1,
so that its rightmost son ρ satisfies [ρ] = [ν]1. Accordingly, the leftmost son λ
of ν+1 is ρ+1whose metallic code is [ν2]. Applying consecutively p−6 times the
incrementation algorithm, wehave that [λ+p−6] = [ν]c= [ω]dck+2. Accordingly,
the metallic code of the next two sons of ν+1 are [ν+1]0 and [ν+1]1. Now, due
to the signature of ν, ν and ν+1 have the same father which belongs to Ln so
that the rules of (18) apply which means that ν+1 is a black node. Counting the
metallic nodes we computed for the sons of ν+1, we get that we have p−3 of
them so that we have all the sons of ν+1 and their signatures satisfy (18) and
their metallic codes are conformal to the lines 4, 5 and 6 of (19).
We remain with the case when ν is a black node. We have that [ν] = [ω]0, so
that the signature of ν+1 is 1 as required. From the induction hypothesis, the
metallic code of the rightmost son of ν is [ω]01, so that the metallic code of the
leftmost son of ν+1 is [ω]02. Iterating p−3 times the incrementing algorithm,
we get that the metallic codes of the p−2 sons of ν+1 satisfy (19) as the metallic
code of its penultimate son will be [ω]10 = [ν+1]0. .
We can now establish another property. Consider the metallic treeW and
a tree T. Assume that both trees are isomorphic. If we equip W with the
assignment α, we can endow T with a way of defining the branchings of the
tree in accordance with the rules entailed by α on W by putting the same
branchings on T by the isomorphism. Let α be an assignment which possesses
the preferred son property. Consider the set T of the 0-nodes ofW. We define
a tree structure on T as follows. Take as root the node whose metallic code
is 10. Assuming that we defined the level n of T , we define the level n+1 as
follows. Let ν be a node on the level n of T . Let µ be the father of ν inW. We
say that the status of ν is that of µ. Moreover, each son of µ has a preferred
son π on the level n+1: it is a 0-node which, by definition belongs to T . We
define those nodes π as the sons of ν. Note that the nodes π and ν belong
to the subtree of W rooted at µ. It is not difficult to see that in this way we
construct an isomorphism fromW onto T and that isomorphism transports α
as an assignment on T which coincide with the definition of the status of the
nodes of T which we above indicated. We proved:
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Theorem 6 Consider the application ϕ such that ϕ([ν]0) = ([ν]), defining a bijection
ofW on the set T of the 0-nodes ofW. Define the sons of a node ν of T as the 0-nodes
of W which are in the subtree S of W rooted at ([ν]0) and which are on the level 2
of S. Define the status of ν in T as the status of ([ν]0). Then, the bijection ϕ defines
an isomorphism ofW onto T which transports the assignment α onto T whatever α.
4.3 Assignments and the preferred son property
In this subsection, we shall see that all assignments on the white metallic tree
possess the preferred son property.
To that purpose, we compare the assignments to the same one: the leftmost
assignmentwhichwedenote byλ. The reasonof this choice lies in the following
property:
Lemma 6 For any node ν ofW, we have:
0 ≤ δλα(ν) ≤ 1 (20)
We recall that stα(ν) is the status of the node ν under α. It will be easier to
prove the lemma, once we have proved the following one.
Lemma 7 Let λ be the leftmost assignment on W and let α be an assignment
on W. If stλ(ν) = stα(ν) then, δλα(ν+1) = δλα(ν). Otherwise, if stλ(ν) = w then
δλα(ν+1) = δλα(ν)−1 and if stλ(ν) = b, then δλα(ν+1) = δλα(ν)+1.
Proof of Lemma 7. We set ℓsα(ν) = 1 if stα(ν) = b and ℓsα(ν) = 0 if stα(ν) = w.
Then αℓ(ν+1) = αℓ(ν)+p−2−ℓsα(ν). Considering the four cases raised by the
different distributions between λ and α for defining the leftmost son of ν and
of ν+1 we get the conclusion of the lemma. 
Proof of Lemma 6. The lemma is of course true for the root. However, we shall
prove a stronger property. For any node ν ofW, we have:
δλα(αℓ)(ν) = δλα(αℓ)(ν+1) = 0 (21)
Note that property (21) says something about the sons of ν, not about ν
itself. We prove the property by induction on ν. First, we have to prove the
property for the root, which means that we have to compute δλα for ν = 2 up
to ν = 11. Consider the node 2 which is λ-black. Its λ-sons are 12, 13, up to 20
included: we check that there are p−3 nodes as 2 is λ-black. If 2 is α-black too
δλα(3) = 0, from Lemma 7. Now, as a node has a single black node, whatever
the assignment we can see that on W, the other sons of the root up to 11 are
white nodes under both λ and σ so that δλα(ν) = 0 for all ν up to 11 included.
If 2 is an α-white node, δλα(3) = 1 and δλα(ν) = 1 as long as ν is α-white from 2
until we meet the α-black son of the root, say k. Accordingly, δλα(k) = 1 but,
as k is λ-white, we get that δλα(k+1) = 0 from Lemma 7 and δλα(ν) = 0 for the
further values of ν until 11 if any. Note that if k = 11, we already know that
δλα(2) = 0 which completes our proof of (21) for the root. The same argument
holds if we replace ν by an α-black node assuming that δλα(λℓ(ν)) = 0.
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We remain with the case when ν is α-white. From the induction hypothesis
applied to ν−1, we know that δλα(λℓ(ν)) = 0: the leftmost son of ν is the same
under whatever λ or α. If ν is α-white too, the above argument can be repeated:
if κ is the α-black son of ν, we necessarily have that κ < λℓ(ν+1). If κ = λℓ(ν),
there is nothing to prove and δλα(σ) = 0 for all sons of ν under both λ and α.
If κ , λℓ(ν), as κ < λℓ(ν+1), the above argument shows us that δλα(σ) takes the
value 1 on σ = λℓ(ν)+1, keeping that value until σ = κ and then, takes back the
value 0 from κ+1 until the rightmost son of ν.
If ν is a λ-white node and an α-black one, as κ ≤ αℓ(ν) < λℓ(ν), the same ar-
gument holds proving that δλα(αℓ(ν)+1)=0. Accordingly, the proof of Lemma 7
is completed. 
Theorem 7 Any assignment α onW do possess the preferred son property. InWα,
whatever α, we have that mn+1 is the preferred son of mn. Call the sequence of nodes
{mn}n∈N the 0-branch.
Proof. First, we prove that λ, the leftmost assignment, possesses the preferred
son property, by proving an analog of the rules (18) and Table (19) for λ. We
have:
Lemma 8 Let ν be a node of W equipped with the leftmost assignment λ. The
signatures of its sons under λ is defined by the following rules:
b1,b2→ b2(wa)p−6wd.w0,wa→ b1(wa)p−5wd.w0,
w0→ b1(wa)p−6wc.w0.w1, w1→ b2(wa)p−6wd.w0.w1.
(22)
The metallic codes of the λ-sons of ν are given by the following table, where
ak..a1a0 ⇋ [ν] and bk..b0 ⇋ [[ak..a0]⊖1], and in lines 9 and 10, a is in {2 .. d}.
ν range son metallic code ref.
b1,b2 1..p−4 h bk..b0h
+ 1
p−3 ak..a00 2
w0 1..p−4 h bk..b0h 3
p−3 ak..a00 4
p−2 ak..a01 5
w1 1..p−4 h bk..b0h
+ 6
p−3 ak..a00 7
p−2 ak..a01 8
wa 1..p−3 h bk..b0h 9
p−2 ak..a00 10
(23)
Proof of the lemma. We know from Theorem 5 that the 0-nodes coincide with
the black nodes underπ, the penultimate assignment. Clearly, under λ, the root
obeys the rule w1 of (22) and the metallic codes of its λ-sons satisfy the lines 6,
7 and 8 of (23). Consider the nodes on the level n ofW under λ and compare
the intervals assigned by λ with those assigned by π. The lefmost node of the
level is a λ-black node while it is an α-white one. Accordingly, the first 0-node
of the level n+1 is the rightmost λ-son of the first node on the level n. From our
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previous studies about the positions of the 0-nodes on a level, we have that the
next 0-nodes on the level n+1 are the λ-rightmost sons of the first nodes ν of the
level nwhose signatures run from 3 until d. The signature of the next node is 0
so that the rule b2 is observed by the λ-sons of ν. The incrementation algorithm
applied to the λ-rightmost son of the leftmost node on the level n so that the
ruleswa apply to ν+1, and the lines 9 and 10 of (23) are observed by the metallic
codes of the λ-sons of ν+1. Clearly, what the argument can be repeated when
going from a λ-white node whose signature is awith 1< a < d, to the new node
whose signature is a⊕1. Applying the induction hypothesis on a node whose
signature is d and iteratively applying the incrementation algorithm, we obtain
that λ-white nodes whose signature is 0 and 1 are applied the rulesw0 andw1
respectively and that the metallic codes of their λ-sons are those indicated by
the lines 3 up to 8 included of Table (23). The proof of Lemma 8 is completed. 
Note that the rules can be identified by their left-hand side part, which we
shall do later on. We also have:
Lemma 9 Let ν be a node of W and let α be an assignment among the leftmost, the
penultimate and the rightmost ones. Let σ be the leftmost son of ν under α. If [ω]a is the
code of ν, then we have that [σ] = [ω1]a
−u, where ω1 = ω if a > 0 and [ω1] = [ω]⊖1
otherwise and u ∈ {1, 2, 3}. More exactly, u = 3 when α is the rightmost assignment
and ν is black or is a w1-node; u = 2 when ν is the root; when α is the penultimate
assignment; when α is the leftmost assignment and then ν is black or is a w1-node;
when α is the rightmost assignment and then ν is aw0-node or a wa-node with a, 1.
Proof of the lemma. Lemma 9 is a reformulation of Lemmas 5 and 8 for what
are the penultimate and the leftmost assignments respectively. We consider
also the rightmost assignment. For that assignment, we have the following
rules and metallic codes for the sons of a node, with the same notations as in
Lemma 8:
b1,b2→ w3(wa)p−7wd.w0.b1,wa→w2(wa)p−6wd.w0.b1,
w0→ w2(wa)p−7wc.w0.w1.b2,w1→w3(wa)p−7wd.w0.w1b2.
(24)
ν range son metallic code ref.
b1,b2 1..p−5 h bk..b0h
++ 1
p−4 ak..a00 2
p−3 ak..a01 3
w0 1..p−5 h bk..b0h
+ 4
p−4 ak..a00 5
p−3 ak..a01 6
p−2 ak..a02 7
w1 1..p−5 h bk..b0h
++ 8
p−4 ak..a00 9
p−3 ak..a01 10
p−2 ak..a02 11
wa 1..p−3 h bk..b0h
+ 12
p−2 ak..a00 13
p−2 ak..a01 14
(25)
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Note that a is in {2..d} in lines 12 to 14.
Let ρ denote the rightmost assignment. From the definition, it seems close
to the penultimate one: the ρ-black son is always the last one among the
ρ-sons of a node. This explains that the rule wa of (18) is transformed to
that of (24) by exchanging the status of the nodes with signatures 0 and 1
accordingly. The change in the other rules is a bit more complex. However,
the proof of (24) and (25) is very similar to those of Lemmas 5 and 8: it is
based on the consideration of the penultimate assignment, the 0-nodes and the
iterated applications of the incrementation algorithm. This completes the proof
of Lemma 9 which synthesizes the Tables (19), (23) and (25). 
Proof of Theorem 7. Consider an assignment α onW. Let ν be a node ofW.
If δλα(ν) = 0, then, as the λ and α-leftmost and rightmost sons of ν coincide,
and as ν has a preferred son under λ, its 0-son is also its α-preferred son. If
δλα(ν) = 1, clearly ϕ ≤ ρλ ≤ ρλ where ρα, ρλ denote the α-, λ-rightmost son of ν
respectively and ϕ denotes the λ-preferred son of ν.
We remain with the proof that mn+1 is the preferred son of mn. The proof
proceeds by induction and on the following remark. By definition of Mn, we
have that mn < Mn. Note that m1 > M0 = m0. Assume that Mn < mn+1. Then,
Mn+1 =Mn +mn+1 < 2mn+1 < (p−3)mn+1 < mn+2. So that, by induction, we get
that Mn < mn+1 < Mn+1. We can write that mn+1 =Mn+1 −Mn =Mn+1 −
n∑
k=0
mk.
This means that if we assume that mn+1 is the penultimate λ-son of mn, we get
that mn+2 = Mn+2 −Mn+1 = Mn+2 −
n+1∑
k=0
mk. Now, if we interpret the sum
n∑
k=0
mk
as the trace on the level ofmn+1 of white trees Th of heights h = 0 up to h = n, the
sum
n+1∑
k=0
mk can be interpreted as the trace on the next level of the same trees,
so the height of Th is now increased by 1, plus one node which is the rightmost
λ-son ofmn+1. Together with the application of the rulew0 of (22) together with
the metallic code of the penultimate son of a 0-node, what we just remarked
proves that mn is the preferred son of mn+1.
Accordingly, Theorem 7 is proved. 
Figures 1 and 2 illustrate the property proved in Theorem 7 for the leftmost
and the rightmost assignments respectively. In the figures, the red colour is
used to mark the black nodes, while the white ones have a blue and a green
colour. The blue and the green colours are used to distinguish between the
different kinds of white nodes which appear in Tables (19), (23) and (25). The
blue nodes correspond to the nodesmarked bywa. Thew0-nodes are indicated
by a green disk with a red circle while the w1-nodes are indicated by a green
disk with a darker green circle. The numbers in red, above the nodes, indicate
the natural numbering of the tree. The metallic code is mentioned vertically,
below each node. In these illustrations, p = 9. However, in order to indicate the
general form of the properties, in the metallic codes, 5 and 6 are replaced by c
16
and d respectively. Indeed, it corresponds for p = 9 to the general values given
to c and to d respectively. In order to make easier the reading of the figures,
not all nodes are mentioned. We just mention those which allow us to see the
application of the rules (22) and to check Table (23).
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Figure 1 The white metallic tree. Partial representation of the first three levels of
the tree when p = 9 with the conventions mentioned in the text.
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Figure 2 The white metallic tree under the rightmost assignment. Partial rep-
resentation of the first three levels of the tree when p = 9 with the conventions
mentioned in the text.
We defined the 0-branch which connects the 0-nodes we obtain which are
the 0-son of the previous one except the first onewhich is the root. Wenoted that
the 0-branch does not depend on the assignment αwithwhichwe equippedW.
Now, if we take a node νwhose signature is not 0. It has a unique α-son σwhich
is a 0-node, and we know that the position of σ in W does not depend on α.
What depends on α is the position of σ among the α-sons of ν. As an example,
mn+1 is the penultimate λ-son ofmn while it is its ante-penultimate ρ-son. From
what we just mentioned, we can construct a sequence {ϕn}n∈N of nodes such
that ϕ0 = ν and ϕn+1 is the 0-son of ϕn for any n. From Theorem 7, we know
that ϕn+1 is always an α-son of ϕn and again, its position does not depend on
α. Call the sequence {ϕn}n∈N the 0-path issued from ν. From Lemma 4,we can
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state:
Theorem 8 For any assignment α, the 0-paths indicate the nodes in Wα at which
the application of the incrementation algorithm necessitates a carry, which produce the
0-signature of the metallic code of the node.
4.4 Mid-assignments in the white metallic tree
Before turning to the connections between the assignments on W and the
nzm-codes, we deal with a particular fixed assignment which, in some sense,
synthesizes the propertieswe observed on the leftmost, the penultimate and the
rightmost assignments. We say that an assignment is fixed if the black nodes
are always applied the same rule and if it is the same for thewhite nodes. In this
sub section,we consider what we call a mid-assignment. A mid-assignment
is defined by a constant k with k ∈ {2..p−4} which defines the position of the
black son among the sons of a node, avoiding the positions we already studied.
Denote byWµ,k the white metallic tree equipped with such an assignment. It
is illustrated by Figure 3 in the case when p = 7 and k = 4.
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Figure 3 The white metallic tree. Partial representation of the first three levels of
the tree when p = 9 with the conventions mentioned in the text.
The rules for the nodes are given by (26) and the sons of a node by (27).
We note that the root obeys the rule wa of (26). From the metallic code of the
leftmost son and from Lemma 4, we can see that the rulewa is applied until we
meet the sons of the first black node on the father level. We also can check that
lines 3 to 5 of Table (27) are observed.
bk→ w2..wk-..bk.wk+..wd.w0,
wa→ w2..wk-bk.wk+..wd.w0.w1,with 0 < a < k,
wb→ w1..wk-bk.wk+..wd.w0, with k < b ≤ d,
w0→ w1..wk-bk.wk+..wc. w0.w1.
(26)
Then, it is easy to see that the rule bk is applied and that the corresponding
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lines 1 and 2 of (27) are observed too by themetallic codes of the sons of the node.
As a black node has p−3 nodes and not p−2 as a white one, the signature of its
rightmost son is 0, so that the signature of the leftmost sonof the followingwhite
node on the father level is 1 and not 2 as required by the rule wa. Accordingly
the rulewb is applied until the 0-node is met on the father level and we can see
that the metallic sons of the corresponding nodes of the father level obey lines 6
and 7 of (27). Then, we apply the rule w0: the signature of the leftmost node
is 1 as the signature of the rightmost node on the father level was 0. Lines 8
is applied to get the metallic codes of the sons. Now, as the father node ν is a
0-node, the signature of the previous node on the level is either d or c but, in
that latter case, the metallic code of ν−1 has the suffix dc∗. It is the reason why
the metallic code of the rightmost son of ν is [ν]0.
ν range son nzm-code ref.
bk 1..p−4 j ah..a1a
-
0
j+ 1
p−3 ak..a1a00 2
wa 1..p−4 j ah..a1a
-
0j
+ 3
p−3 ak..a1a00 4
p−2 ak..a1a01 5
wb 1..p−3 j ah..a1a
-
0j 6
p−2 ak..a1a00 7
w0 1..p−4 j ah..a1a
-
0j 8
p−3 ak..a1a00 9
p−2 ak..a1a01 10
(27)
It is interesting to note that the rules corresponding to the leftmost, the
penultimate and the rightmost assignments can be derived from the rules (26).
As an example, consider the leftmost assignment: the rule b1,b2 of (22) comes
from the rule wa of (26) noticing that the leftmost signature w2 becomes b2
because of the leftmost position of the black nodes inWλ. Due to the leftmost
position of the black nodes, the rule wa of (22) comes from the rule wb of (26)
up to the change in the positions of the black node. The rule w0 of (22) is the
same of that of (26) up to the change in the black nodes and the rule w1 of (22)
comes from the rulewa of (26) up to the change due to the position of the black
node.
4.5 Assignments inW and the nzm-codes
As the 0-signature has no more any meaning in nzm-codes, the property of the
preferred son can be reformulated as follows: is there a value a such that each
node ν has among its α-sons exactly one of them whose nzm-code is [ν]a for at
least one assignment α?
Before addressing that issue, note that we can easily characterise in nzm-
terms the nodes whose signature is 0 in the metallic code. As far as the nodes
do not change but their sons according to the assignment αwe set onW, let us
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still call those nodes 0-nodes even in that context. We have:
Lemma 10 Let ν be a 0-node and let [ν] = [ω]0k be its metallic code, where k > 0 and
the signature of [ω] is not 0. Then we have:
[ω]0= [ω−1]x and, when k ≥ 2, [ω]0k = [ω−1]dck−2d (28)
The lemma is an immediate application of (12).
The lemma tells us that the suffixes x and dc∗d cannot be used for replacing
the notion of preferred son in the context of the metallic codes: the nzm-code
of the 0-son of ν contains [ω−1] and not [ω].
Now, it is not difficult to see that 11 occurs among the sons of the root 1,
whatever the assignment. Also, the first nodes on the level L2 are 12, ..., 1x, 21
and 21 is the p−2th node. Accordingly, if 2 is α-white, 21 occurs as its rightmost
α-son. Let us call 1-nodes the nodes ofW whose signature of their nzm-code
is 1. We may wonder what is the distribution of the 1-nodes in W? In fact,
what we already said is a valuable hint to the solution: from Lemma 2 and its
Corollary 2, we know that [ω−1]x⊕1 = [ω]1 and that [ω−1]xdk+1 = [ω]1k+2. This
allows us to prove:
Lemma 11 Let µ and ν be two consecutive 1-nodes of the level Ln with µ < ν. Then
ν − µ = p−3 if and only if 11 is a suffix of ν and, when it is not the case, ν − µ = p−2.
Proof. When 11 is a suffix of ν, we can write [ν]nz = [ω]nz1
k+2, with k a
natural integer. Using Algorithm 2, we get that [ν−1]nz = [ω−1]nzxd
k+1, so
that [µ]nz = [ω−1]nzxd
k1 whose distance to ν−1 is p−4 so that ν − ν = p−3,
as announced. Assume that [ν]nz = [ω]nz1, with the signature of [ω]nz being
greater than 1. Then, [µ] = [ω−1]nz1, which can be checked by iterated applica-
tions of Algorithm 2. Accordingly, ν − µ = p−2, which completes the proof of
Lemma 11. 
For any node ν, call successor of ν, denoted by succ(ν), the node whose
nzm-code is [ν]nz1. Lemma 11 and our study of the penultimate assignment on
W with respect to the metallic codes suggests to state:
Theorem 9 LetW equipped with the rightmost assignment ρ and consider the nzm-
codes of its nodes. Then, for any node ν, its successor occurs among its ρ-sons and no
other ρ-sons of ν is a 1-node, so that we can call [ν]nz1 the nzm-preferred son of ν.
Moreover, ρ is the unique assignment α such that for any node, its successor occurs
among its α-sons.
Proof. By induction, we prove thatWρ can also be the defined by application of
the rules (29) and that the nzm-codes of the sons of ν are defined by Table (30).
b1→ w2.w3..wd.b1, wa→ w2..wd.wx.b1, (29)
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ν range son nzm-code ref.
b1 1..p−4 h ak..a1a
-
0h
+ 1
p−3 ak..a1a01 2
wa 1..p−3 h ak..a1a
-
0h
+ 3
p−2 ak..a1a01 4
(30)
We can see that the root is applied the rule wa with the exceptional value
a = 1 which is used for the root only. We already seen, that the rule w2 applies
to 2, the leftmost node of L1. Then, by induction and applying p−3 times
Algorithm 2, we can see that the rules wa apply up to the node d. Now, the
next node on L1 after d is x. From (30) and Algorithm 2, we can see that the
leftmost ρ-node of x has d2 as nzm-code. The p−4th son of ν is dd, which is a
valid nzm-code, so that the next son is dx and the last one is x1 as required by
the rule wx. Accordingly, the leftmost node of 11 is x2. Iteratively applying
Algorithm 1, we get that the p−4th node of 11 is xd, so that by Corollary 2, the
rightmost node is 111. Consequently, the rule b1 applies to 11. By the way, we
can check that the ρ-sons of 11 satisfy the lines 3 and 4 of (30).
We can repeat this progression on the trace of each sub-tree rooted at a node
of the level L1 on the level L2 starting from the nodes of the level L2 in order
to transport (29) and (30) onL3. We note that when the root is a black node, we
have just one missing white node which changes nothing in the application of
the rules wa, so that the rule b1 applies as we have seen: the rule b1 applies
when the distance from an 1-node to the previous one is p−3. The occurrence
of the pattern xd∗ allows us to spare one node, avoiding the signature x, so that
the following 1-node is applied the rule b1.
Presently, consider an assignment α. Let ν be the first node ofW such that
stλ(ν.) , stα(ν.)If ν is the rightmost node ρn of the level n, it is α white, so that
it contains the rightmost son of ρ−1 which is a 11-node. And so, as an α-node,
ν contains two 1-sons. If ν is not the rightmost node of a level, it is necessarily
α-black, so that it does not contains the successor of ν which is the rightmost
ρ-son of the node which is ρ-white. But this discrepancy induces a shift of the
leftmost α-son with respect with the ρ-one: for each node µ after ν on the same
level, the 1-son is the successor of ν−1. Accordingly, the proof of Theorem 9 is
completed. 
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Figure 4 The white metallic tree and the rightmost assignment under the nzm-
codes for the nodes. Partial representation of the first three levels of the tree when
p = 9 with the conventions mentioned in the text.
Figure 5 illustratesWλ. The colours are again those of Figures 1 and 2. As
in those latter figures, the blue colour indicates an application of the rules wa.
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Figure 5 The white metallic tree and the leftmost assignment under the nzm-
codes for the nodes. Partial representation of the first three levels of the tree when
p = 9 with the conventions mentioned in the text.
Figure 4 illustratesWρ. The convention on the colours are the same as for
Figures 1 and 2. We can see on the figure that two colours only occur: blue and
red. This corresponds to the fact that (29) mentions two rules only, the rule b1
and the rules wawith a∈ {2..x}. We can check on the figure that the nzm-codes
which are displayed in the figure in the same way as for the metallic codes in
Figures 1 and 2 satisfy Table (30). The green colour with a red circle indicates
the nodes which are before the 1-nodes on the same level and the colour green
with a green circle indicate the 1-nodes of the rightmost branch of the tree. The
black nodes lie on the leftmost branch of the tree and also in the 1-nodes which
are not on that branch. On Figure 5, we can see that the λ-assignment does not
possess the nzm-preferred son property. For all nodes ν except those which
22
lie on the rightmost branch of the tree, the successor of ν is the leftmost λ-son
of ν+1.
It is possible to transport the property stated in Theorem 6 and that of
Theorem 8 to Wρ. We define the 1-branch as the sequence of nodes {ωn}n∈N,
where ω0 is the root and ωn+1 is the successor of ωn. The 1-branch is the
analog in the nzm-codes context of the 0-branch in the context of the metallic
codes. Similarly, we define the 1-paths issued from a node ν inWρ. Note the
difference with the previous situation: a 0-path is a path whose terms except
the first one are sons of the previous term, whatever the assignment given to
W. In the context of the nzm-codes, a 1-path is a true path inWρ and it is not
a path in any otherWα as established in the proof of Theorem 9. We can state:
Theorem 10 LetV be the set of 1-nodes ofWρ, equipped with the rightmost assign-
ment ρ, 1 being excepted. Define the mapping ϕ fromV ontoWρ by
ϕ(([ν]nz1))⇋ ([ν]nz).
Define the sons of ([ν]nz1) as the 1-sons of the ρ-sons of ([ν]nz). Then ϕ defines
an isomorphism between V equipped with its natural numbering and Wρ and ϕ
−1
transports the ρ-assignment ontoV.
5 Properties of the black metallic tree
As defined in Subsection 2.2, the black metallic tree B is defined by the same
rules as the white one, the difference being that the root of B is a black node.
We know that the number of nodes on the level n of B is bn which satisfies (3).
We also know that Bn = mn. Accordingly, the nodes of the rightmost branch of
B are numbered by mn, as known from Theorem 3, and we get from (19) that
their nzm-code is dcn−2d.
In [6], we proved the properties of the sons signatures of the nodes in the
black metallic tree under the leftmost assignment and when the nodes are
fitted with their metallic code. The properties are different from those we have
noted in the white one in the similar context. In Sub section 5.1 we consider
the properties of B when its nodes are fitted with the metallic codes. Sub
subsection 5.1.1 studies the case of Bλ when B is constructed under the λ-
assignment. Figure 6 illustrates the black metallic tree in that context for p = 9
as in the case of Figure 1 to which the reader is referred for a comparison
between W and B. We recall the results in Sub-subsection 5.1.1. A more
detailed study of that comparison can be found in [6]. In the present section,
we shall stress on the the comparison with the situation of the black metallic
tree under the rightmost assignment and also, in both the leftmost and the
rightmost assignments when the nodes are equipped with their nzm-codes.
We shall write Bλ, Bρ for B equipped with the λ-, ρ-assignments respectively.
The study ofBλ with the nzm-codes is dealt with in Sub-subsection 5.2.1, while
the similar study with Bρ is the goal of Sub-subsection 5.2.2.
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5.1 The black metallic tree and the metallic codes
We now turn to the black metallic tree B and we look at properties, similar to
thosewhich hold for thewhitemetallic tree, which are still valid in that tree and
we try to see the reason why for those which are not valid. Sub subsection 5.1.1
looks at the situation for Bλ, the tree B when it is fitted with the leftmost
assignment λ. Sub subsection 5.1.2 deals with the situation for Bρ, the tree B
when it is fitted with the rightmost assignment ρ. We recall the reader that in
this subsection, we consider the metallic codes for the representations of the
numbers attached to the nodes.
5.1.1 The blackmetallic tree under the leftmost assignment and themetallic
codes
Figure 6 shows us that the preferred is not true in Bλ. The leftmost son of a
level, a black node, has no son whose signature is 0. All other nodes have a son
whose signature is 0, and among them, the last node of a level has two sons
whose signature is 0, so that the leftmost assignment is not even a 0-assignment
for the leftmost one. Now, for a node νwhich has a unique sonwhose signature
is 0, the metallic code of that node is not [ν]0 but it is [ν−1]0.
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Figure 6 The blackmetallic treewith the leftmost assignment andwith themetallic
code of the nodes. The same convention about colours of the nodes and of the edges
between nodes as in Figure 1 is used. We can see that the preferred son property is
not true in the present setting.
Here too, call successor of the node ν, the node whose metallic code is [ν]0.
We can state:
Theorem 11 see [6]. In Bλ, the nodes are applied the rules of (31) and the metallic
codes of the λ-sons of a node ν are given by Table (32), the root being excepted. The
root is applied the rule b1→ b2w3..wdw0. For the other nodes there are two kinds
of black nodes, the nodes b1 and the nodes b0which follow the rules for black nodes
in (31). The rule b1 is also followed by the node 2 whose signature is 2. The nodes b1
are present on the leftmost branch of B, the node 2 being excepted, and only on those
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places. The other black nodes, the leftmost one of the λ-sons of a node are b0 nodes.
There are two types of white nodes, w0, and wa with a > 0. The metallic codes of the
sons of a node are given in Table (32) in terms of bk..b0 ⇋ [ν]−1. The w0-nodes are
exactly the nodes of the rightmost branch of the tree, the root being excepted.
The nodes of the rightmost branch of the tree being excepted, the successor of ν is
the leftmost λ-son of ν. The tree Bλ does not observe the preferred son property. The
nodes on the extremal branches of the tree being excepted but the root being included,
any other node has a 0-node among its λ-sons which is not its successor. The root is
the single node of the tree which has a preferred son.
b0→ b0,w1, ..,wc b1→ b1,w2, ..,wd
w0→ b0,w1, ..,wc,w0 wa→ b0,w1, ..,wd.
(31)
For any node ν which is not the rightmost one on a level, the successor of ν is
the leftmost node of ν+1. For the rightmost node on the level n, its successor is the
rightmost node on the level n+1. We also have that the type b1 occurs for the leftmost
node of a level only and that the typew0 occurs for the rightmost node of a level only.
Table (32) gives the metallic code of a node ν in terms of [ν].
ν range son metallic code ref.
b0 1..p−3 h [bk..b0]h
- 1
b1 1..p−3 h 10k−1h 2
wa 1..p−2 h [(bk..b0)−1]h
- 3
w0 1..p−3 h dck−1h- 4
p−2 10k+1 5
(32)
Proof. As usual, we proceed by induction on the level n and, on each level, by
induction on ν from the leftmost node of the level to its rightmost one. The
leftmost node λn on the level n is mn−1+1 whose metallic code is 2 when n = 1
and it is 10n−11when n > 1. Accordingly, as the leftmost son of λn is λn+1 whose
metallic code is 10n1, so thatwe easily obtain the line 2of Table (32). Accordingly,
that line is proved which also proves the rule b1. Starting from λn+1, we have
that the distance between two consecutive black nodes on a level which have
the same grand-fatherϕ is p−2. This shows us that the rules of (31) apply to the
λ-sons of ϕ. We can note that the property is true whether ϕ is black or white.
The distance between the rightmost node of a level, which is a 0-node and the
first 0-node of the next level is p−2. Now, as far as the signature of the leftmost
son of a level is consequently 1 and as far as that node is black under λ, we get
that the first 0-node of a level is the second black node on the level. From that
situation, we have that the case when the distance between two 0-nodes is p−3
occurs within the w0-nodes which have two 0-nodes among their λ-sons. The
fact that the rightmost son of the level n ismn, as proved in Theorem 3, explains
the line 3 of Table (32). Presently, consider the rightmost son ρn of the level n.
We know that its number is mn so that its metallic code is 10
n. Applying the
Algorithm for decreminting a metallic code, see [6], we get that [mn−1] = dc
n−1.
Applying again that algorithm which here consists in decrementing the last
digit only, we get the lines 4 and 5 of Table (32). Consequently, Theorem 11 is
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proved. 
Note that, par abus de langage, we can also say for the black metallic tree
equipped with the leftmost assignment that mk+1 is the preferred son of mk.
5.1.2 The blackmetallic tree under the rightmost assignment and themetal-
lic codes
Figure 7 illustrates Bρ. The figure can be compared with Figure 2. The colours
indicates that the rules in the case of Bρ seems to be simpler than the rules
for Wρ, see (24). If we compare Figure 7 with Figure 6, we can see that the
preferred son property which is not observed in Bλ as stated in Theorem 11
seems to be satisfied in Bρ.
Indeed, we have a stronger property tightly connected with Lemma 4 and
it reminds what we noted in the case of the nzm-codes:
1
1
2
2
3
3
6
d
7
1
0
8
1
1
9
1
2
13
1
d
14
2
0
15
2
1
19
2
c
20
2
d
21
3
0
36
c
1
40
c
c
41
c
d
42
d
0
43
d
1
47
d
c
48
1
0
0
49
1
0
1
55
1
1
0
84
1
c
1
90
1
d
0
91
1
d
1
96
2
0
0
276
c
c
1
282
c
d
0
283
c
d
1
288
d
0
0
324
d
c
1
328
d
c
c
329
1
0
0
0
Figure 7 The black metallic tree with the rightmost assignment and with the
metallic code of the nodes. The same convention about colours of the nodes and of
the edges between nodes as in Figure 2 is used. We can see that the preferred son
property is true in the present setting.
Theorem 12 LetBρ be the black metallic tree equipped with the rightmost assignment.
Consider the metallic representations of its nodes. The rules which may be used for
constructing the tree are given by (33) and the metallic codes of the ρ-sons of a node ν
are given by Table (34) in terms of [ν] and of [ν]−1. Equipped with the rightmost
assignment, B possesses the preferred son property. But the tree does not possess that
property if it is fitted with another assignment.
Proof. Our first remark is that Lemma 4 is also true for B. The reason is
that the property given on the lemma follows from the order on the numbers
themselves and on the properties of the incrementation and not on the fact that
we may use the numbers to identify the nodes of an infinite finitely generated
tree.
From that remark, we note that the first 0-node on level 2 inB is the p−2th of
the level so that it is the rightmost ρ-son of the node 2 ofBwhich is the leftmost
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one on level 1. Accordingly, all the ρ-white nodes on level 1 have the successor
of their metallic code as themetallic code of their rightmost ρ-son. Accordingly,
the argument performed for the analysis of the rightmost assignment onW can
be repeated for thosewhite nodes. Now, the rightmost ρ-son of the penultimate
node d on level 1 is d0, so that the leftmost ρ-son of the penultimate node on
level 1 is d1 and the penultimate node on level 2 is then dc, so that the last node
is 100. Lemma 4 tells that from d1 up to 100 there are p−3 nodes which exactly
fits with the requirement of d0 to be a ρ-black node. Next, the argument goes
on as in the proof of the rules (24). We can see that the rules are exactly those
of (33). This also proves the codes given in Table (34) which also proves that
the preferred son property is true in Bρ with respect to the metallic code. Note
that in (34), ak..a0 ⇋ [ν] and that bk..b0 ⇋ [ν−1].
b0→ w1..wc.b0, wa→ w1..wd.b0, with a> 0. (33)
ν range son metallic code ref.
b0 1..p−4 h [bk..b0]h 1
p−3 ak..a00 2
wa 1..p−3 h [bk..b0]h 3
p−2 ak..a00 4
(34)
Now, we can repeat the argument of Theorem 9 as the 0-ρ-son is the right-
most son whatever the node. Indeed, considering another assignment α, take
the first node ν whose status is not the same under α and under ρ. If ν is a ρ
black node, as its α-leftmost son is the rightmost ρ-son of ν−1, it contains two
0-nodes. If ν is a ρ white node, as it is the first node where the statuses are
different, the rightmost α-son of ν is a node whose signature is d, so that no
α-son of ν is a 0-node.
The proof of Theorem 12 is now completed. 
We may repeat the proof of Theorem 10 and prove the following result:
Theorem 13 Let V be the set of 0-nodes of Bρ, equipped with the rightmost assign-
ment ρ. Define the mapping ϕ fromV onto Bρ by ϕ(([ν]0))⇋ ([ν]). Define the sons
of ([ν]0) as the 0-sons of the ρ-sons of ([ν]). Then ϕ defines an isomorphism between
V equipped with its natural numbering and Bρ and ϕ
−1 transports the ρ-assignment
ontoV.
The proof combines the argument of the proof of Theorem 6 and that of Theo-
rem 10. It is left to the reader as an exercise.
5.2 The black metallic trees and the nzm-codes
We now turn to the study of B when the numbers of its nodes are written as
nzm-codes. In Sub subsection 5.2.1 we investigate the properties for Bλ while
Sub subsection 5.2.2 is devoted to those of Bρ.
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5.2.1 The black metallic tree under the leftmost assignment and the nzm-
codes
Figure 8 illustrates Bλ when the nodes are fitted with their nzm-codes. At first
glance, whatever the digit a, no λ-son of a node ν has the nzm-code [ν]nza.
Accordingly, the preferred son cannot be defined for Bλ, a situation which
reminds us that of the same tree when we consider the metallic codes of the
nodes.
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Figure 8 The black metallic tree still with the leftmost assignment but with the
nzm-codes of the nodes. This time it seems that we have five types of rules for
the nodes in order to define the sons signature. We can see that the preferred son
property is not true in the present setting.
In this situation we can state:
Theorem 14 In Bλ, the black metallic tree dotted with the leftmost assignment, the
rules giving the status and the nzm-signatures of the sons of a node are given in (35),
the root being excepted.and the nzm-codes of the λ-sons of a node ν are given by
Table (36). The treeBλ under the leftmost assignment has no preferred son property in
term of the nzm-codes of its nodes.
Proof. Indeed, it is immediate to see that the root of Bρ is applied the rule r1
of (35) and that its leftmost son, 2, is applied the rule b2 of (35). The nzm-codes
of the respective sons are given in Table (34), on lines 1 and 2 for r1, online 3
for b2. Lemma 11 and Algorithm 1 show us that the rule wa applies to the
white sons of a node, provided that the rule b holds for the black nodes. The
rightmost node on level 1 is x and it is dck−2d on the level k, starting from k = 2.
Consequently, The leftmost node of the level 2 is 11 and the leftmost node of
the further levels is dck−2x which explains the rules b1 and bx. Those latter
rules are contained in the rule b of (35) which stands for any black node, 1 and
2 being applied the rules r1 and b2 of (35) as already noticed.
r1→ b2,w3, ..,wx, b2→ b1,w2, ..,wd, b→ bx,w1, ..,wc.
w1→ bd,wx, ..,wc, w2→ bd,w1, ..,wd,
wa→ bx,w1, ..,wd. with a> 2.
(35)
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The particular forms of the nzm-codes of the leftmost nodes of a level
together with Algorithm 1 explain lines 4 and 5 of Table (36). The nzm-codes
of the rightmost node of a level and Algorithm 2 explain lines 11 and 12 of the
table.
InTable (36),weneed to considerbk..b0 ⇋ [ν−1] togetherwith fk..f0 ⇋ [ν−2].
ν range son metallic code ref.
r1 1..p−4 h h+ 1
p−3 x 2
b2 1..p−3 h 1h 3
b 1 [fk..f0]x 4
2..p−3 h [bk..b0]h
- 5
w1 1 [fk..f0]d 6
2 [fk..f0]x 7
3..p−2 h [bk..b0]h
-- 8
w2 1 [fk..f0]d 9
2..p−2 h [bk..b0]h
- 10
wa 1 [fk..f0]x 11
2..p−2 h [bk..b0]h
- 12
(36)
Let us see that the table is relevant for the other nodes. Starting from the
leftmost node, we can see that Algorithm 1 and Lemma11 show us that for a
white sons of a node ν, the first one has the signature x and the nzm-code is
based on [ν−2]: it can be seen on the leftmost λ-son of the second node on
a level. It explains the lines 11 and 12 as long as a black son is not met. The
black son interrupts the sequence x1...d of the nzm-signatures on c. So that for
w1, the signature of its leftmost λ-son is d. Accordingly, the sequence of nzm-
signatures becomes d1..d, so that the sequence of nzm-signatures defined for
the rulewamay again apply. This corresponds with the occurrence of a pattern
xd∗ which is a reason why after d we have 1 in the signatures, but it comes
from the nzm-signature of νwhich is then 1: but necessarily, the nzm-signature
of nu−1 was d. This also explains the nzm-codes given in Table (36). The lack
of preferred son property is also a consequence of the table. Accordingly, the
proof of Theorem 14 is completed. 
5.2.2 The black metallic tree under the rightmost assignment and the nzm-
codes
Figure 9 illustrates Bρ. The conventions for the representation are the same as
for Figure 8. At first glance, the structure seems to be more regular than in the
case of the leftmost assignment. However, it also seems to do not observe the
preferred son property, whatever the digit a chosen in 1,..,d,x. The rules for the
nodes are given in (35) and the nzm-codes for the ρ-sons of a node are given
by Table (36).
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We can see that the rule is applied the rule r1 of (37) and that 2 is applied the
rulewa of (37). Lemma 11 explains that the nzm-signatures 1..dx appearing in
the rule wa is repeated as long as we are in the white ρ-sons of a node. When
a black son occurs, the sequence stops at d as indicated in the rule b of (37).
Let ν be the ρ-black node for which the sons nzm-signature is thus 1..d, we
have that the signature of the leftmost ρ-son of ν+1 is x. Accordingly, the sons
nzm-signature for ν+1 is x1..dwhich appears in the rulew1 of (37). In order to
seewhy the nzm-signature of the rightmost ρ-son of ν+1, namely d, is followed
by the nzm-signature 1, we have to look at Table (38).
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Figure 9 The black metallic tree still with the rightmost assignment but with the
nzm-codes of the nodes. This time it seems that we have three types of rules for
the nodes in order to define the sons signature. We can see that the preferred son
property is not true in the present setting.
r1→ w2, ..,wd,bx, b→ w1, ..,wc,bd.
wa→w1, ..,wd,bx, with1< a< x, w1,wx→wx,w1, ..,wc,bd.
(37)
The particular forms of the nzm-codes of the leftmost nodes of a level
together with Algorithm 1 explain lines 4 and 5 of Table (38).
ν range son metallic code ref.
r1 1..p−4 h h+ 1
p−3 x 2
b 1..p−3 h [bk..b0]h 3
w1,wx 1 [fk..f0]x 4
2..p−2 h [bk..b0]h
- 5
wa 1..p−3 h [bk..b0]h 6
p−2 [bk..b0]x 7
(38)
Let us see that the table is relevant for the other nodes. Starting from the
leftmost node on a level, we can see that lines 4 and 5 apply: from our study
of Sub-subsection 5.2.1, the leftmost node on level n+2 with n ∈N is dcnx.
This proves lines 4 and 5 for the leftmost node λn+2 of the level n+2. Now, as
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the nzm-signatures of λn+2 are x1..2, the nzm-code of the leftmost ρ-node of
λn+2+1 is dc
n−1dx, so that line 4 and 5 again apply but this time, the nzm-code
of the rightmost ρ-son of λn+2+1 is dc
n−1xd, so that the leftmost ρ-son of λn+2+2
is dcn−2d11: accordingly, the rule wa apply to λn+2+2 and the nzm-codes of
its ρ-sons are those which are indicated by lines 6 and 7 of Table (38). As in
the case of Table (36), the fact that a white node w1 whose rightmost son has
the signature d is followed by a white node w2 whose leftmost son has the
signature 1 comes from two features. The first one is that, according to our
study, the successor of ν occurs in as the leftmost or the second ρ-son of ν+1.
Note that the nzm-signature x is that of the leftmost ρ-son of aw1- orwx-node
or that of the rightmost ρ-son of awa-node with 1 < a < x. Let ν be such a node.
Accordingly, the suffix xd occurs in the nzm-code of ν+1 as its leftmost ρ-son if
ν is a wa-node, so that the 1-node is the next son of ν+1. If ν is a w1-node, the
suffix xd∗ is the rightmost ρ-son of ν, so that the the nzm-code of the leftmost
ρ-son of ν+1 is the successor of ν. If ν is awx-node, the suffix xd∗ is the rightmost
ρ-son of ν+1 so that the leftmost ρ-son of ν+2 is the successor of ν+1. This can
be checked by induction on the rules of Table (38). This allows us to state:
Theorem 15 Let Bρ be B, the black metallic tree, equipped with the rightmost assign-
ment ρ. The rules which allow us to construct the tree under that assignment are given
in (37) and the nzm-codes of the ρ-sons of a node ν are given in (38) in terms of the
nzm-codes of ν−1 and of ν−2. Under that assignment, the tree does not observe the
preferred son property, whatever the digit chosen for that purpose. The successor of the
node ν is a ρ-son of ν+1: its leftmost ρ-son or the next ρ-son of ν+1. No assignment
allows to establish any preferred son property on B.
Proof. The largest part of the proof is given with the proof of (37) and of
Table (38). For what is the assignment and a preferred son property, the fact
that the successor of ν is a son of ν+1 prevents the definition of another as-
signment which would contain [ν]nza, whatever the digit a as far as 1≤ a: the
rightmost assignment allows us to grasp as far as possible a complete set of
nzm-signatures, some circular permutation on {1,..,d,x}. If we change the the
ρ-status of the black son of the node ν to an α-white one, we must change the
ρ-status of a white son of ν to an α-black one, which reduces the range grasped
by the α-white nodeswhich lies after the α-black son. Accordingly, no preferred
son property can be observed in Bα for all the nodes of the tree. The proof of
Theorem 15 is now completed. .
6 Connection of the metallic trees with the tilings
{p, 4} and {p+2, 3} of the hyperbolic plane
With the previous sections, we established the properties of the metallic
trees. As already mentioned in [6], the metallic trees are connected with two
families of tilings of the hyperbolic plane: the tilings {p, 4} and the tilings
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{p+2, 3}. The first tiling is generated by the regular convex polygon with p sides
and the right angle as interior angle at each vertex by reflections in its sides
and, recursively, by the reflections of the images in their sides. The second one
is generated in the same way from the regular convex polygon with p+2 sides
and with the angle
2π
3
as interior angle at each vertex. Those angles indicate
that four tiles share the same vertex in {p, 4} and that three of them do the same
in {p+2, 3}. There is another way to generate those tilings which rely on the
metallic trees. Figure 10 illustrates the considered tilings in the case when p = 7
and Figure 13 illustrates the role of the metallic trees in the same tilings.
Figure 10 The tilings generated by the white metallic tree with p = 7. To left, the
the tiling {7, 4} to right, the tiling {9, 3}
In Sub section 6.1, we define the regions of the tilings which are associated
with the metallic trees and in Sub section 6.2, we explain the correspondence
between the trees and the regions. In Sub section 6.3 we look carefully at the
case of the white metallic tree and in Sub section 6.4, we study the case of the
black one.
6.1 Sectors and strips in the tilings {p, 4} and {p+2, 3} of the
hyperbolic plane
The metallic trees are associated with two kinds of regions of the considered
tilings. The sub section is devoted to the definition of those regions.
The regions addressed by the white metallic tree is called a sector. In {p, 4}
a sector of the tiling is defined by two rays u and v issued from a vertex V of a
tile T, u and v being supported by the sides of T which meet at V. The sector
defined by u and v is the set of tiles whose center is contained in the right angle
defined by those rays. The left hand-side picture of Figure 11 illustrates how
p sectors can be displayed around a once and for all fixed tile which we call the
central tile, say T0. The sectors and the central tile cover the hyperbolic plane
with no hole and their interiors do not intersect.
The right hand-side picture of the figure illustrates the same display of
32
sectors around T0 in the tiling {p+2, 3} with, this time, p+2 sectors around the
central tile. However, in {p+2, 3}, the definition of a sector is more complicate.
It is again defined by two rays u and v. Consider a tile T, a vertex V of T. Two
sides of T meet at V, say a and b, and a third side c, belonging to the other tiles
sharing V with T, also meets V. Then u and v are issued from the midpoint
of c, u and v passing through the midpoints of a and b respectively. The sector
defined by u and v is the set of tiles whose center lies in the acute angle defined
by u and v. The p+2 sectors around T0 in {p+2, 3} and T0 cover the hyperbolic
plane with no hole and their interiors do not intersect.
Figure 11 The sectors around the central tile fixed once and for all.
In both tilings, the tile Twe above considered to define a sector is called the
head of the sector or, also, its leading tile.
Presently, let us define the strips in those tilings.
Figure 12 The strips around the central tile fixed once and for all.
In {p, 4}, a strip is defined by two rays u and v together with a side a of a
tile T, u and v being issued from the ends of a and being supported by the sides
of T which meet a. The left hand-side of Figure 12 illustrates the strip in {p, 4}.
The strip, in the tiling, is the set of tiles whose centre lies in the intersection
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of the three closed half-planes defined by u, v and a which contain a and the
rays. We can see in the figure that a strip is, in some sense, smaller than a
sector. As the figure points at that, the p strips displayed around the central tile
and T0 itself do not cover the hyperbolic plane. As can be seen on the figure, in
between two strips associated by two consecutive sides of T0, there is a sector.
In {p+2, 3}, a strip is also defined by two rays u and v together with a side a
of a tile T. Let b and c be the sides of Twhich share a vertex with a. Then, u, v is
the ray issued from the foot of the perpendicular to a issued from the midpoint
of b, c respectively which pass through the midpoint by which it is defined,
also see the right hand-side picture of Figure 14. In the tiling, the strip is the
set of tiles whose centre lies in the intersection of the three closed half-planes
defined by u, v and the line supporting a which contains that side and the
rays. On the right-hand side picture of Figure 12, we can see that the strips
around T0 together with that tile do not cover the hyperbolic plane. Applying
the definition of a sector in that context, we can see that in between the strips
defined by two consecutive sides of T0, there is a sector.
Here too, in both tilings, the tile T we considered for defining the strip is
called the head of the strip or also, its leading tile.
6.2 Connections between sectors and strips as connections be-
tween white and black metallic trees
It is the time to precisely describe the connection between the metallic trees
and the regions defined in Sub section 6.1. Figures 13 and 14 illustrate these
connections. As shown in [7, 3], there is a bijection between the white metallic
tree and a sector of both {p, 4} and {p+2, 3} for the same value of p used for
defining the tree.
From now on, if T is a tile of the tiling, we number its side starting from 1
up to h with h = p or h = p+2, depending on whether T belongs to {p, 4} or
to {p+2, 3} respectively. Once side 1 is fixed, the other sides are increasingly
numbered from 1 while counterclockwise turning around the tile starting from
side 1. Denote by (T)i, with i ∈ {1..h} the tile which shares the side i of T with
that latter tile. In a tiling, a tile which shares a side with T is called a neighbour
of T.
The comparison between Figure 11 and 13 allows us to better see the tree
structure in a sector. The idea is to associate white nodes to the head of a sector
and black nodes to the head of a strip.
First, consider the case of the tiling {p, 4}. The root of the white metallic tree
is associated with the head T of a sector S. Let u and v be the rays defining S.
We fix number 1 in such a way that side 1 is supported by u, so that side p is
supported by v, exchanging the names of u and v if necessary for the numbering
of the sides of T. From that numbering and the definition of a sector, (T)1 and
(T)p are outside S. From [7, 3], we know that the neighbours (T)i of T with
i ∈ {2..p−1} are in S. We precisely associate the λ-sons of the root in the order
of their numbers to the (T)i’s inside S in the order of their numbers too. Next,
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consider a tile τ already associated with a node ν ofW. We number the sides
of τ as alreadymentioned, the number 1 being given to the side shared with the
tile associated to the father of ν. If ν is white, we associate its λ-sons in the order
of their numbers to the neighbours (τ)i of τ with i in {2..p−1} in that order. If ν
is black, we associate its λ-sons in the order of their numbers to the neighbours
(τ) j of τ with j in {3..p−1} in that order too. From [7, 3], it is known that this
process establishes a bijection between the nodes ofW and the tiles of S.
Similarly, consider a strip S defined by the rays u, v and the side a of T, its
leading tile. Fix a as side 1 of T and let side 2 be supported by u and side p be
supported by v, exchanging the names of u and v if needed by the numbering
of the sides of T. Then (T)1, (T)2 and (T)p are outside S while the neighbours
(T) j of T with j in {3..p−1} are in the strip, see [7, 3]. We can repeat the above
process, considering the head of S as associated to the root of B as there are
exactly p−3 neighbours of T inside S. It is not difficult to prove from that that
the same process as for S starting from the head T of S establishes a bijection
between the nodes of B and the tiles ofS. The reason is that B can be obtained
fromWλ by removing the sub tree rooted at the rightmost son of the root of
W, and that subtree is isomorphic toW. Now, it is proved in [7, 3], that a strip
R can be obtained from a sector S with head T by removing the image of the
sector defined by the sides 1 and p of (T)p−1, the last neighbour of T in S, see
also Figure 14, and the head of R is T too.
Figure 13 How the white metallic tree generates the tilings {7, 4} and {9, 3}: the
sectors are delimited by colours, each sector being associated with three colours which
are attached to the status of the nodes. Each sector in the above figures is spanned
by the white metallic tree.
Secondly, consider the case of the tiling {p+2, 3}. Again, we associate the
root ofW with the head T of a sector S. Let u and v be the rays defining S and
let a be the side of another tile which meets T at the vertex belonging to the
consecutive sides of Tmet by u and v at their midpoints. Let the side 1met by u
while the side p+2 is met by v, exchanging the names of u and v if needed in
order to be coherent with the numbering of the sides of T. We can see that the
tiles (T)1, (T)2 and (T)p+2 have their centre outside S. It is proved in [3] that the
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neighbours (T)i of T with i in {3..p} have their centre in S. We apply the same
process as in the case of the tiling {p, 4}with this difference that to the λ-sons of
a node ν associated to the tile τ, we associate in the order of the numbers of the
sons the neighbours (τ)i with i in {3..p} in this order if ν is white and if ν is black,
we associate the the neighbours (τ) j with j in {4..p}. It is proved in [3] that the
just described process establishes a bijection between S and the tiles of a sector
in the tiling {p+2, 3}. The right hand-side of Figure 14 illustrates the structure
of the tree in S. It also illustrates the fact that the same process establishes a
bijection between B and the tiles of a strip S in the tiling {p+2, 3}.
Figure 14 The decomposition of a sector spanned by the white metallic tree into
a tile, then two copies of the same sector and a strip spanned by the black metallic
tree. To left: the decomposition in the tiling {p, 4}; to right, the decomposition in the
tiling {p+2, 3}. In both cases, the dark blue colour indicates the black nodes while
the white ones are indicated in dark yellow, in green and in purple.
We note that the same tree is in bijection of a sector both in {p, 4} and {p+2, 3}.
The difference of two sides for the regular convex polygons generating those
tilings lies in the fact that as three tiles meet at a vertex instead of four of them,
the number of neighbours of the head which are outside the sector is bigger
in {p+2, 3} than in {p, 4}. It is also the same situation for a strip. Let u, v be
the rays and a be the side of its leading tile T which define a strip S. Take the
side 1 of T as a and Number the other sides as already indicated, exchanging
the names of u and v if needed for side p+2 to be identified with the side which
is crossed by v and which shares a vertex with a. Then, it is not difficult to see
that the centres of the neighbours (T)1, (T)2, (T)3 and (T)p+2 are outside S. The
other neighbours have their centres inside S and there are p−3 of them which
explains the bijection with B.
We close this sub section by reminding something we already mentioned
in [6]. Indeed, we indicated there a property mentioned too in [4]: a sector S
can be spit into a sequence {Sn}n∈N. The first term of the sequence is the strip
S0 whose head is the head too of S. Note that according to our conventions,
the side 1 of T as the head of S0 is the side p of T as the head of S. The ray u0
defining S0 is the ray u defining S. The ray v0 defining S0 passes through the
midpoint of the side p of T as head of S0. We take this occasion to note that
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the same side of a tile may receive different numbers depending on the context
which defines the choice of the side 1 which may differ from one situation to
another one. The head of Sn+1 is the neighbour (τn)p of the head τn of Sn. The
ray un+1 which defines Sn+1 is the ray vn which defines Sn, and the ray vn+1
defining Sn+1 passes through the midpoint of the side p+2 of (τn)p, the side 1
of that neighbour being the side it shares with τn. The construction of the first
elements of that sequence is illustrated by Figure 14, for the tiling {p, 4} by the
left hand-side picture and by the right hand-side one for the tiling {p+2, 3}.
The following sub sections, 6.3 and 6.4 study the applications of the num-
bering and their representations to location problems of the tiles in a sector
and in a strip. Such problems are at the basis of an implementation of cellular
automata in the settings of those hyperbolic tilings.
6.3 The case of the white metallic tree
As explained in Sub section 6.2, the white metallic tree is connected with the
tilings {p, 4} and {p+2, 3}of the hyperbolic planewith p ≥ 5. Recall that Figure 10
illustrates the tiling {7, 4}, left hand side, and the tiling {9, 3}, right hand side,
associated to p = 7. In the present sub section, we take use of the studies of
Sections 4 and 5 in order to solve two location problems of the tiles in a sector
of those tilings. The first problem which we address is to find an algorithm
computing the path from a tile to the head of a sector. The problem is addressed
by Sub subsection 6.3.1. The second problem is to compute the codes of the
neighbours of a tile, which is solved in Sub subsection 6.3.2.
6.3.1 Algorithm for the path from a tile to the head of a sector
In [6], we provided analgorithm to compute the path froma tile τ of a sectorS to
the head of Swhich was based on the metallic code of τ, andW was supposed
to be fitted with the leftmost assignment. Here, we revisit the algorithm,
assuming thatW is fitted with the rightmost assignment. In [6] two algorithms
were provided, the first one reading the digits of [τ] from the lowest to the
highest and the second one performs the same in the reverse order. In that
second algorithm two paths are constructed, one to right, the second to left
and, eventually the expected path is the to left one. The second algorithm of [6]
has a decisive advantage: its complexity is linear in the size of the metallic code
of τ. Accordingly, we provide a similar algorithm based on the metallic codes
as codes for the nodes ofWρ.
To that purpose, let us have a look on Figure 2 which we reproduce as
Figure 15 for the convenience of the reader. Note that for a node ν of the level n
such that ν < mn, the metallic code has n digits and when, on the same level,
ν ≥ mn, the metallic code has n+1 digits. In that latter case, the highest digit is
1. If we look at the highest digit of the metallic codes of the nodes on level 2,
we note it is a for the last two sons of the node aand for all sons of the node
(a)+1, its last two sons being excepted. At this level, there is an exceptionwhen
a is 1: the last two sons of 10, the sons of 11 and those of 2, its last two sons
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being excepted. And so, in that case, three sons of three nodes are concerned
with 1 as the highest digit. If we look at the nodes of level 3, the second highest
digit of their metallic code is connected with the last digit in the metallic code
of nodes of level 2.
More generally. Assume that ν = ak..a1a0. Table (25) that for most nodes,
the metallic code of their sons but the last two ones are based on [ν−1]. In
particular, the second lowest digit is the last one of [ν−1]. Accordingly, if we
know the path from the head of a sector down to ν, we know that the node
whose metallic code is [ν]bh..b0 with bi in {0, 1..d} is either in the sub tree issued
from [νbh] or [([νbh])+1] at a time when we know [ν]bh without knowing the
digits bi with i < h. Algorithm 3 answers allows us to compute the path from
the head of S. The path is given as a table whose length is that of the metallic
code of ν. Each entry of the table contains the indication of the son σ of a node ν
as the rank of σ among the sons of ν, the leftmost son being given rank 1, and
it also contains the status of ν. What just mentioned and table (25) allows us to
devise the algorithm.
1
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Figure 15 The white metallic tree under the rightmost assignment. We are here
interested in the metallic codes.
Let us know see the details of that computation. according to this general
principle. Nevertheless, it is needed to lightly tune the computation. Indeed, if
the highest digit is 1, we need to know the next one: if the next digit is 0, then
the left hand-side path goes through the preferred son and the right hand-side
path goes through the rightmost son. If the digit is 1 or greater than 1, the left
hand-side path goes through the rightmost son and the right hand-side path
goes through the leftmost son. Then, the for-loop deals with the other digits
from high ones to low ones.
In the working of the algorithm, it is assumed that when we examine the
current digit a, the left hand-side listℓ path goes through a node ν and the right
hand-side path listr goes through ν+1. The last registered digit b occurs in the
signature of ν. Let a be the digit we examine: it is the signature of a son of ν
or of ν+1. If ν is white and if b = 0, then if a = 2, listℓ goes on the rightmost
branch of the tree rooted at ν and listr goes through the leftmost branch of the
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Algorithm 3 The path from the root to the node ν in a sector S in bijection withWρ.
We set ak..a0 ⇋ [ν]. The lists register the status of the current node and its rank among
the sons of its father, the leftmost son having rank 1.
proc update (side; from; upto) is
begin if side = left
then for j in {from..upto} loop listr( j) := listℓ( j); end loop;
else for j in {from..upto} loop listℓ( j) := listr( j); end loop;
end if; restart := upto+1; handside := side;
end proc;
restart := 0; handside := left;
if (ak = 1) and (ak−1 = 0)
then listℓ(0) :=w.p−3; listr(0) := b.p−2;
else if (ak = 1) then listℓ(0) := b.p−2; listr(0) :=w.1;
else listℓ :=w.(ai)−1; listr :=w.(ai); end if;
end if;
for i in {0..k−1} in reverse
loop if (status(listℓ(k−i−1)) =w) and then (ai+1 = 0)
then case ai is
when 2⇒ listℓ(k−i) = b.p−2; listr(k−i) =w.1;
when 0 | 1⇒
update (side: left, from: restart, upto: k−i−1);
listℓ(k−i) =w.p−4+(ai); listr(k−i) =w.p−3+(ai);
when others⇒
update (side: right, from: restart, upto: k−i−1);
listℓ(k−i) =w.(ai)−2; listr(k−i) =w.(ai)−1;
end case;
else last := p−2; place := (ai)−1;
if status(listℓ(k−i−1)) = b
then last := last−1; place := place−1; end if;
case ai is
when 1⇒ listℓ(k−i) = b.last; listr(k−i) =w.1;
when0⇒update (side: left, from: restart, upto: k−i−1);
listℓ(k−i) =w.last−1; listr(k−i) = b.last;
when others⇒
update (side: right, from: restart, upto: k−i−1);
listℓ(k−i) =w.place; listr(k−i) =w.place+1;
end case;
end if;
end loop;
if handside = right
then update(side: right, from: restart, upto: k);
end if;
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tree rooted at ν+1 so that if σ is the new end of listℓ, σ+1 is that of listr. The same
situation occurs for ν if its signature is not 0 and if a = 1. In the other cases,
the number to be remembered is (a)−1 for the edge going from the father of ν
to ν for the left hand-side path and it is (a) for the edge to ν+1 for ν+1 stored in
the right hand-side path. Now, if the node to be remembered is the son of the
last node of the left hand-side path, the right hand-side path is identified with
the left hand-side one by taking its values. If the node to be remembered is the
son of the last node stored in the right hand-side path, the same is performed
by exchanging the roles of the paths. That task is performed by the procedure
’update’. The procedure remembers the position of the current digit which will
be the starting point of the next updating. The procedure also remembers the
side to which the path goes during the updating. It allows the algorithm to
perform the possible last updating after the for-loop in such a way that the
result is the left hand-side path.
Algorithm 4 Algorithm for constructing the path from a tile ν to the leading tile of
its sector from [ν]nz = ak..a1a0. In the first if, 0 means that the path remains on the
root. The result is in listr.
j := k; update := 0;
if ak = 1
then listℓ(0) := r.0; listr(0) :=w.1;
else listℓ(0) :=w.(ak)−1; listr(0) :=w.(ak);
end if;
for j in [0..k−1] in reverse
loop
if a j = 1
then if status(πℓ( j+1)) in {w,r}
then listℓ(k− j) := b.p−2;
else listℓ(k− j) := b.p−3;
end if;
listr(k− j) :=w.1;
else for i in [update+1..k− j−1] loop listℓ(i) := listr(i); end loop;
update := k− j−1;
listℓ(k− j) :=w.(a j)−1; listr(k− j) :=w.(a j);
end if;
end loop;
if a0 = 1
then for i in [update+1..k] loop listr(i) := listℓ(i); end loop;
end if;
Algorithm 4 does a similar computation when the nzm-codes are used as
coordinates of the nodes ofWρ. As there are only two rules for the rightmost
assignment, two rules which are very similar due to the fact that a black node
occurs when the signature d is followed by 1 in the nzm-code of the next value
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of the number, the algorithm is simpler. The path goes to left when the current
digit is 1, in case the next digit will be again 1. Otherwise, the path goes to
right. Accordingly, the updating occurs only for following the right hand-side
path. As mentioned in the caption of the algorithm, the result is in the right
hand-side path.
6.3.2 The codes for the neighbours of a tile in a white metallic tree
In the present sub subsection, we turn to another problem. Knowing the
coordinate [ν] or [ν]nz of a tile, how to get the coordinates of the same type
for its neighbours? The answer is given by Table 2 for the metallic codes and
by Table 1 for the nzm-ones. Both tables consider Wρ, i.e. the metallic tree
equipped with the rightmost assignment. The tables give the neighbours both
in {p, 4} and {p+2, 3}.
Table 1 is shorter as there are only two rules forWρ with the nzm-codes.
Table 1 Table of the neighbours of ν: to left, in the tiling {p, 4}, to right, in the tiling
{p+2, 3}. In the table, the black son of (ω) is denoted by (ω)b.
in {p, 4} in {p+2, 3}
w-node
rep. tile nzm-code
1 (ν)1 [(ak..a1)−1]
2 (ν−1)b [(ak..a1a0)−1]1
j w-sons [(ak..a1a0)−1]i
i ∈ {2..p-2}, j = i+1
p (ν)b ak..a1a01
rep. tile nzm-code
1 (ν)1 [(ak..a1)−1]
2 ν−1 [(ak..a1a0)−1]
3 (ν−1)b [(ak..a1a0)−1]1
j w-sons [(ak..a1a0)−1]i
i ∈ {2..p-2}, j = i+2
p+1 (ν)b ak..a1a01
p+2 ν+1 [(ak..a1a0)+1]
b-node
rep. tile nzm-code
1 (ν)1 ak..a1
2 (ν−1)b [(ak..a1a0)−1]1
j w-sons [(ak..a1a0)−1]i
i ∈ {2..p-3}, j = i+1
p−1 (ν)b ak..a1a01
p (ν)1+1 [(ak..a1)+1]
rep. tile nzm-code
1 (ν)1 ak..a1⊖1
2 ν−1 [(ak..a1a0)−1]
3 (ν−1)b [(ak..a1a0)−1]1
j w-sons [(ak..a1a0)−1]i
i ∈ {2..p-3}, j = i+2
p (ν)b ak..a1a01
p+1 ν+1 [(ak..a1a0)+1]
p+2 (ν)1+1 [(ak..a1)+1]
Its construction is easy from Table (30) which gives the neighbours (ν) j for
j ∈ {3..p} for a white node and j ∈ {3..p−1} for a black one. In both cases, (ν)1 is
the father and (ν)2 is the rightmost son of ν−1 whose nzm-codes can easily be
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derived from Table (30). In the case of the black node, (ν)p is (ν)1+1, the node
which lies just after the father of ν on the level of (ν)1. The part of the tables
devoted to {p+2, 3} involves two specific neighbours: ν−1 and ν+1. For a white
node they are (ν)2 and (ν)p+2 respectively. For a black node, they are (ν)2 and
(ν)p+1 respectively as far as in that case (ν)p+2 is (ν)1+1.
Table 2 Table of the neighbours of ν: to left, in the tiling {p, 4}, to right, in the tiling
{p+2, 3}. In the table, the black son of (ω) is denoted by (ω)b, its preferred son by (ω)π.
in {p, 4} in {p+2, 3}
wa-node
rep. tile metalic code
1 (ν)1 [(ak..a1)−1]
2 (ν−1)b [(ak..a1a0)−1]1
j w-sons [(ak..a1a0)−1]i
i ∈ {2..p-3}, j = i+1
p−1 (ν)π ak..a1a00
p (ν)b ak..a1a01
rep. tile metalic code
1 (ν)1 [(ak..a1)−1]
2 ν−1 [(ak..a1a0)−1]
3 (ν−1)b [(ak..a1a0)−1]1
j w-sons [(ak..a1a0)−1]i
i ∈ {2..p-3}, j = i+2
p (ν)π ak..a1a00
p+1 (ν)b ak..a1a01
p+2 ν+1 [(ak..a1a0) + 1]
w0-node
rep. tile metallic code
p−2 (ν)π ak..a1a00
p−1 (ν)p−1 ak..a1a01
p (ν)b ak..a1a02
rep. tile metallic code
p−1 (ν)π ak..a1a00
p (ν)p−1 ak..a1a01
p+1 (ν)b ak..a1a02
w1-node
rep. tile metallic code
1 (ν)1 [(ak..a1)−1]
2 (ν−1)b [(ak..a1a0)−1]2
j w-sons [(ak..a1a0)−1]i
i ∈ {3..p-3}, j = i
p−2 (ν)π ak..a1a00
p−1 (ν)p−1 ak..a1a01
p (ν)b ak..a1a02
rep. tile metallic code
1 (ν)1 [(ak..a1)−1]
2 ν−1 [(ak..a1a0)−1]
3 (ν−1)b [(ak..a1a0)−1]2
j w-sons [(ak..a1a0)−1]i
i ∈ {3..p-3}, j = i+1
p−1 (ν)π ak..a1a00
p (ν)p ak..a1a01
p+1 (ν)b ak..a1a02
p+2 ν+1 [(ak..a1a0) + 1]
b-node
p (ν)1+1 ak..a1
p+1 ν+1 [(ak..a1a0)+1]
p+2 (ν)1+1 ak..a1
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Table 2 displays more cases as far as there are more rules for Wρ when
the metallic codes are used. In order to reduce the number of repetitions, the
lines for w0-nodes again takes the lines for wa-nodes except for the lines p-2,
p-1 and p in the case of {p, 4} and the lines p-1, p and p+1 in the case of {p+2, 3}.
The same thing was done in the case of the b-nodes which takes the lines of
the w1-nodes except the line p for {p, 4} and the lines p+1 and p+2 for {p+2, 3}.
The table rewrites the exceptional lines accordingly. The reason of the changes
is clear. The codes for the first sons of a wa-node and for a w0-one are built
one the same way from the metallic code of the node. For a b-node, a similar
remark is relevant.
6.4 The case of the black metallic tree
In this section, we consider the same problems for the black metallic tree.
Sub-subsection 6.4.1 deals with the path from a node to the root of Bρ, while
Sub-subsection 6.4.2 computes the codes of the neighbours of a tile in a strip.
6.4.1 Algorithm for the path from a tile to the head of a strip
Algorithm 5 constructs the path from a node ν in Bρ to the root of the tree. It
makes use of the same procedure ’update’ as in Algorithm 3.
Algorithm 5 The path from the root to the node ν in Bρ. Here, ak..a0 ⇋ [ν]. The
input is [ν]. The result is in listℓ.
restart := 0; handside := left;
if ak = 0
then listℓ(0) := r.0; listr(0) :=w.1;
else if ak = 1 then listℓ(0) := b.p−3; listr(0) :=w.1;
else listℓ :=w.(ai); listr :=w.(ai)+1; end if;
end if;
for i in {0..k−1} in reverse
loop if status(listℓ(k−i−1)) = w
then last := p−2;
else last := p−3;
end if;
if ai = 0
then if handside = right
then update (side: left, from: restart, upto: k−i−1);
end if;
listℓ(k−i) := b.last; listr(k−i) :=w.1;
else update (side: right, from: restart, upto: k−i−1);
listℓ(k−i) :=w.ai; listr(k−i) :=w.(ai)+1;
end if;
end loop;
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The algorithm makes use of the metallic code of ν. The lists register the
status of the current node and its rank among the sons of its father, the leftmost
son having rank 1.
The justification of Algorithm ?? is straightforward. It is similar to the case
of Algorithm 4. It is based on the fact that outside the case when the current
digit a is 0, the path necessarily goes within the tree rooted at the node whose
signature is a+1 and it is the ath node among the sons of its father. When a = 0,
except the case when the path has to move to right, it is needed to go on on
both paths at a distance 1 from each other as at that moment, the next digit is
not known.
Algorithm 6 The path from the root to the node ν in a strip S in bijection with Bρ.
We set ak..a0 ⇋ [ν]. The lists register the status of the current node and its rank among
the sons of its father, the leftmost son having rank 1.
restart := 0; handside := left; last := k−1;
if ak = 1
then listℓ(0) := b.p−3; listr(0) :=w.2;
else if ak = x
then listℓ(0) :=w.1; listr(0) :=w.1;
listℓ(1) :=w.1; listr(1) :=w.2; last := last−1;
else if ai < d
then listℓ(0) :=w.(ai)+1; listr(0) :=w.(ai)+2;
else listℓ(0) := r.0; listr(0) :=w.2;
listℓ(1) := b.p−3; listr(0) :=w.1; last := last−1;
end if;
end if;
end if;
for i in {0..final} in reverse
loop last := p−2;
if status(listℓ(k−i−1)) = b then last := p−3; end if;
case ai is
when x⇒ update (side: right, from: restart, upto: k−i−1);
listℓ(k−i) =w.1; listr(k−i) = w.2;
when d | c⇒ update (side: right, from: restart, upto: k−i−1);
listℓ(k−i) = b.last; listr(k−i) =w.1;
when others⇒
if ai in {c,d}
then update (side: right, from: restart, upto: k−i−1);
else update (side: left, from: restart, upto: k−i−1);
end if;
listℓ(k−i) =w.(ai)+1; listr(k−i) =w.(ai)+2;
end case;
end loop;
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Algorithm 6 addresses the same issue when the coordinates of the nodes are
given through their nzm-code. We can see that its structure is more complex
than that of Algorithm 5.
The reason is not only the fact this time we have three rules for the nodes
instead of two for Algorithm 5, it is also due to the fact that the occurrence of
the pattern dc∗d entails that when the pattern is followed by a digit awith a < c,
the appropriate node is in the node pointed at by the right hand-side path: it
follows from Table (38).
6.4.2 The codes for the neighbours of a tile in a black metallic tree
We now turn to the computation of the coordinates of the neighbours of a tile ν
which lies in a strip S in bijection with Bρ. we first study that computation
when it is based on [ν]. The computation should be easier as there are two rules
only for the sons of a node.
Table 3 Table of the metallic codes of the neighbours of a tile ν in both tilings {p, 4}
and {p+2, 3} in the black metallic tree under the rightmost assignment. We assume
that ak..a1a0 ⇋ [ν] and (ν)i indicates the neighbour i.
in {p, 4} in {p+2, 3}
wa-node
rep. tile metallic code
1 (ν)1 [(ak..a1)+1]
2 (ν−1)p [ν−1]0
j w-sons [ν−1]i
i ∈ {1..p−3}, j = i+2
p b-son [ν]0
rep. tile metallic code
1 (ν)1 [(ak..a1)+1]
2 ν−1 [ν−1]
3 (ν-1)p+1 [ν−1]0
j w-sons [ν−1]i
i ∈ {1..p−3}, j = i+3
p+1 b-son [ν]0
p+2 ν+1 [ν+1]
b0-node
rep. tile metallic code
1 (ν)1 [ak..a1]
2 (ν−1)p [ν−1]0
j w-sons [ν−1]i
i ∈ {1..p−3}, j = i+2
p b-son [ν]0
rep. tile metallic code
1 (ν)1 [ak..a1]
2 ν−1 [ν−1]
3 (ν-1)p+1 [ν−1]0
j w-sons [ν−1]i
i ∈ {1..p−4}, j = i+3
p b-son [ν]0
p+1 ν+1 [ν+1]
p+2 (ν)1+1 [(ak..a1)+1]
Table 3 follows immediately from the examination of rules (33) and Ta-
ble (34). The additional neighbours of ν in {p+2, 3} are the nodes ν−1 and ν+1
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which are on the same level as ν in Bρ. This introduce a small change in the
numbering of the sons of the node compared with their numbering in {p, 4}.
Table 4 Table of the nzm-codes of the neighbours of a tile ν in both tilings {p, 4} and
{p+2, 3} in the black metallic tree under the rightmost assignment. We assume that
ak..a1a0 ⇋ [ν]nz and (ν)i indicates the neighbour i. When references of neighbours for
a type of nodes are missing, they have to be seen in the same column at the previous
type and, again at the previous one if they are still missing.
in {p, 4} in {p+2, 3}
wa-node
rep. tile nzm-code
1 (ν)1 [(ak..a1)+1]nz
2 (ν−1)p [ν−2]nzx
j w-sons [ν−1]nzi
i ∈ {1..p-3}, j = i+2
p b-son [(ν−1)]nzx
rep. tile nzm-code
1 (ν)1 [(ak..a1)+1]nz
2 ν−1 [ν−1]nz
3 (ν-1)p+1 [ν−2]nzx
j w-sons [ν−1]nzi
i ∈ {1..p-3}, j = i+3
p+1 b-son [(ν−1)]nzx
p+2 ν+1 [ν+1]nz
w1-node
rep. tile nzm-code
2 (ν−1)p [ν−2]nzd
3 (ν)3 [ν−2]nzx
j w-sons [ν−1]nzi
i ∈ {1..p-4}, j = i+3
p b-son [(ν−1)]nzd
rep. tile nzm-code
3 (ν−1)p [ν−2]nzd
4 (ν)3 [ν−2]nzx
j w-sons [ν−1]nzi
i ∈ {1..p-4}, j = i+4
p+1 b-son [(ν−1)]nzd
wx-node
rep. tile nzm-code
1 (ν)1 [(ak..a1)+2]nz
rep. tile nzm-code
1 (ν)1 [(ak..a1)+2]nz
bd,bx-nodes
rep. tile metallic code
1 (ν)1 [(ak..a1)+1]nz
2 (ν−1)p [ν−2]nzx
j w-sons [ν−1]nzi
i ∈ {1..p-3}, j = i+2
p (ν)p [ν+1]nz
rep. tile metallic code
1 (ν)1 [(ak..a1)+1]nz
2 ν−1 [ν−1]nz
3 (ν−1)p [ν−2]nzx
j w-sons [ν−1]nzi
i ∈ {1..p-3}, j = i+3
p+1 (ν)p+1 [ν+1]nz
p+2 (ν)1+1 [(ak..a1)+2]nz
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Table 4 shows the nzm-codes of the neighbours (ν)i of ν in Bρ. The table
follows from the rules (37) and (38). It should be remarked that the nzm-codes
of the neighbours of a wx-node are very similar to those of a w1-one. The
difference is in computation of the nzm-code of the father. For the wx-node,
the nzm-code of the father is given by [(ak..a1)+2]nz and not by [(ak..a1)+1]nz as
it the case for a w1-node.
Conclusion
We can conclude the paper with several remarks.
The present paper deepens the research started with [5] and which was
continued by [6].
The extension addressed both the connection of the trees with tilings of the
hyperbolic plane and the generalization of the golden sequence to the metallic
ones performed in [6]. A comparisonwasmade in that latter paper between the
white metallic tree and the black one, finding an explanation of the surprising
results obtained in the case of the black metallic tree were the preferred son
property was no more true.
The present paper was an occasion to revisit the previous results with two
new features: the nzm-codes and the notion of assignment, a notion that was
already introduced in [2] in the case of the Fibonacci trees. A key result here
is Theorem 7 which partially solves a question raised in [2] as far as any as-
signment possesses the preferred son property in the frame of the metallic
codes applied to white metallic trees. The introduction of the nzm-codes radi-
cally changed the situation even for the white metallic trees: the preferred son
property is true for a single assignment as shown by Theorem 9. A unique
assignment also possesses the preferred son property for the blackmetallic tree
in the frame of the metallic codes. But no assignment possess that property
when the black metallic tree is fitted with the nzm-codes.
The present paper also computes the metallic and the nzm-codes of the
neighbours of a tile, taking advantage of the isomorphism established between
the metallic trees and particular regions of the tilings {p, 4} and {p+2, 3} of the
hyperbolic plane. The paper also investigates algorithms to compute the path
from a node to the root of its tree using metallic codes and also using nzm-ones.
All these algorithms are linear in the size of the code which is used;
The paper is more conclusive than [6] claimed for itself. Other problems
are probably still open: the present author does not pretend to have solved any
possible problems in these settings, just to have closed one or two issues.
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