This paper describes techniques for outdoor scene analysis analysis to robot vision, that is, object recognition using data using range dnta. The purpose of these techniques is to build a fusion between range and color sensors. 3-D representation of the environment of an mobile robot equipped with a range sensor. Algorithms are presented for
Sensor Description
scene segmentation, object detection, map building, and object
The range sensor we use for outdoor scene analysis has been recognition. designed by the Environmental Resenlch Institute of Michigan and will be referred to as the ERIM sensor. The basic principle of We present results obtained in an outdoor navigation the sensor is to determine the range from the sensor to the scene environment in which a laser range finder is mounted On a point for each pixel by measuring the transmit time of a vehicle. These results have been successfully applied to the modulated laser beam. The transmit time is derived by problem of path planning through obstacles. measuring the phase difference between the reference and reflected signals which corresponds to the range from the sensor to the target.
A two-mirrors scanning mechanism directs the Outdoor scene analysis is a major Rart of an autonomous
In the ERIM-ALV version, the field of view is +40 18 the horizontal vehicle. It allows a vehicle to navigate safely through an unknown plane and 30' in the vertical plane, from 15' to 45 . The resulting
. Introduction
bean1 onto the scene so that an image of the sgene is produced.
environment, to build a internal model of the environment, and to identify landmarks. Several sources of data can be used to build such a vision system: range finders, color cameras, sonars. While a reliable system would probably use all of these sensors, our work focused on the use of range data for outdoor vision. The advantages of using range data for an autonomous vehicle fall in two categories: first, the measurements are less sensitive to environmental conditions, such as lighting, thus alleviating shadow or highlight problems. Second, a geometrical description of the observed scene is more easily derived from range data. This property is important in the area of autonomous vehicles in which the output of vision programs must be converted into usable space coordinates for navigation. For our work, we use the ERIM laser range sensor which provides reasonable accuracy, a field of view large enough for outdoor applications, and high acquisition speed.
Following the description or the €RIM range sensor in the next section, we present preprocessing techniques for removing sensor-dependent defaults. In Section 4, we present the 3-D features extraction algorithms which are designed to produce relevant features for outdoor vehicle navigation and object recognition.
3-D map reconstruction from range data is described in Section 5. In Section 6, we present algorithms for data fusion, that is, algorithms that use range data along with other types of visual information such as color images. In Section 7, we present one important application of range data range image is a 64 x 256 8-bit image. The frame rate is currently two images per second. The nominal range noise is 0.4 feet at 50 feet.
Since only the phase shift is measured, the resulting values are relative instead of absolute measurements. That is, two points separated by a length equal to a complete phase shift have the same range value. This critical length is called the ambiguity interval and is equal to 64 feet.
The sensor is also capable of producing reflectance images in which the value of each pixel is the amount of,light reflected by the target. This information has not been used yet. 
Preprocessing
The ERIM data introduces a periodicity problem due to the ambiguity interval. The periodicity is especially apparent in images such as the one shown in Figure 3 -1, in which distant points have the same value as close points. This problem reduces the range at which the scene can be processed to the extent of the ambiguity interval, and may also create false features, such as false edges which do not correspond to any physical feature. Therefore, the first step in the ERlM image processing is to remove the periodicity. The periodicity removal algorithm has three steps: T h i s r e s e a r c h is supported by the Defense Advanced R e s e a r c h P r o j e c t s Ag cy (DOD) where N is {he size of the neighborhood, f i s the surface unit normal, D is the normal distance between the origin and the plane, a .. are weighting factors, and $. are the measured points.
Although simple, this procedure is time-consuming. Moreover, it does not take into account the fact that the ERIM scanner delivers the radial distances instead of the Cartesian coordinates. The alternative and preferred criterion is:
where p= ;//I, qi is the radial vector at pixel i,j, and d . is the distance from pixel r j t o the origin. v
The solution of (2) is given by:
where Af is the 3 x 3 matrix defined by
Since the vectors i ? , depend only on the scanning parameters of the sensor, the matrix M-' can be computed beforehand.
Actually, the vectors and matrices depend also on the orientation of the sensor (pan and tilt angles), but their value can be updated easily: if the sensor is rotated by a rotation R, then the radial vectors Cand the resulting normal pare changed to R%and RIP, respectively.
In summary, the estimation of the surface normals proceeds as follows: outdoor imagery. The perequisites of these techniques are that an accurate estimation of second order differential attributes is possible and that the surfaces are mathematically well defined. Outdoor imagery has a limited accuracy, and the observed surfaces usually do not have a welldefined mathematical representation since in a natural environment, most surfaces, such as a grassy terrain and tree foliage, are highly textured and irregular. Therefore, we limit ourselves to the computation of curvatures for the purpose of roughly segmenting the scene into separate regions, each of which is a region of low and uniform maximum curvature.
Computing Curvatures
The computation of principal curvatures can be reduced to the computation of first and second derivatives of the image (see [2] One important characteristic of a range image is that it permits the production of a three-dimensional map of the current local environment. Such a map, called a snapshot map, is derived from only one image and can be viewed as the local state of the environment. This map can in turn l3e used to predict the appearance of the scene from another viewpoint, and to plan a safe path for a vehicle while taking into account the 3-D shape of the traversed terrain. The path planning is especially important in cross-country navigation where the "flat ground" assumption does not usually hold. In an outdoor navigation system, consecutive images are related to each other to develop a local map. That is, the robot grabs an image every one to ten meters as in the sequence shown in Figure 2 -1. Then each image is registered with respect to the previous ones. In other words, we merge the snapshot maps produced by each individual image into a local map describing the environment explored so far.
Such a local map can be used for two main purposes:
Incremental descriptio/l refinement: A single image provides only partial information about the identified objects. For example, only the front part of the tree is visible in figure 5-1 Matching the features is eflicient since the number of features is usually small, and the transformation between images is partially known beforehand. That is, bounds on the displacement between two consecutive frames are available. 
Data Fusion
Range data provides important clues on the geometry of an observed scene. However, it does not provide any information about the physical properties of the scene objects, such as color or reflectance. On the other hand, it is extremely difficult to extract spatial information from reflectance information. Therefore, a fundamental .feature of a powerful outdoor vision system is the ability of reasoning on both range data and color data. This feature is refered to as "data fusion". Data fusion can be first reduced to a registration process between range data and other images. That is, one must be able to convert a spatial feature extracted from range data, such an edge or a surface patch, to a feature in the corresponding color images. Conversely, one must be able to compute the spatial position of a feature from the color image by computing the corresponding feature in the range image. The registration is illustrated in The first step is a calibration step that is performed only once for each set of images. A pair of range/color images is first measured, then a set of points Pi= (.x,,J:~z) is selected in the range image along with the corresponding set of pixels (l,,J$. The transformation T, which includes the tilt angle of the camera, the position of the camera relative to the range scanner, and its focal length, is computed by solving a least-squares criterion.
Once the camerahcanner transformation is computed, the 3-D segmentations can be registered with the color image. This is done by applying the transformation to each point (x,y,z) of each surface patch in the Erim image, thus transforming each patch into a set of scattered pixels (TJ in the color image. These pixels 
. Object Recognition
Object recognition, that is the identification of specific objects in the scene by matching extracted features and stored models, is of central importance in the development of an autonomous vehicle. For example, object recognition capabilities can be used in a landmark-driven navigation scenario. Our approach is to use both range and color data for object recognition. This choice is motivated by the fact that these two types of data are complementary: range data provides information on the geometry and the position of objects, while color data provides information on the physical structure of the objects. Moreover, the techniques presented in Section 6 make possible to relate features extracted from both sources. 7.1. Scene Description
The current object recognition system takes the range image segmentation as the primary information. The segmentation is described by a graph of edges and surface patches approximated by quadric patches. The surface patches are then converted into regions in a color image using the techniques of Section 6. The only color processing currently supported is the segmentation of each region in the color image using a color classifier. The resulting range/color image description is a description file which contains the graph of 3-D edges and surface patches along with the segmentation of each patch into subpatches according to the color characteristics. 7.2. Obiect Description An object to be recognized is stored as a set of conditions that its shape and color must satisfy to be present in the scene. As a simple example, a tree trunk should satisfy conditions such as: cylindrical shape, connected to the ground, parallell vertical edges, color in a given region of the color space. The reason why we are using heuristic models instead of more accurate object models is that we are dealing with natural scenes instead of welldefined man-made environments. Moreover, we are interested at this point in recognizing classes of objects rather than specific instances. 7.3. Object Recognition The object recognition proceeds by evaluating the rules describing the sought object on each object found in the scene. This is done by extracting the relevant parameters, such as the quadric parameters or the color type, from the description file and evaluating the current condition. An instance of the sought object is found if an object in the scene satisfies the conditions. Figure 6 -3 shows the description of one region extracted from the image of Figure 6 -2. The region is identified as a tree since it satisfies the four rules describing that object (Section 7.2).
The approach currently used in the object recognition system is entirely bottom-up since the scene description is independent of the object model and cannot be modified. A more involved version will contain model-driven feature extraction algorithms.
Conclusion
The techniques presented in this paper have been experimented in a realistic outdoor environment by mounting the sensor on a mobile robot [4] . The scenes descriptions produced by these techniques have been successfully used as an input tQ a path planning and obstacle avoidance module. In addition, we have shown that data fusion between range and color data can provide an higher level scene description. The results indicate that active range data processing is suitable for the navigation through an unknown environment. Future work includes the combination of range data with other sources of visual data, such as reflectance, and the integration of the scene analysis techniques in a general navigation system which includes landmark recognition, obstacle detection, and map management.
