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ABSTRACT
Planning flight trajectories is essential for practical application of flying sys-
tems. This topic has been well studied for fixed and rotary winged aerial
vehicles, but far fewer works have explored it for flapping systems. Trajec-
tory planning requires a model that is both accurate and computationally
inexpensive, and this is difficult for flapping systems with complex aerody-
namic properties. There have been significant efforts in creating both ana-
lytical and data-driven models for many of these types of vehicles including
ornithopters and small aerial vehicles mimicking insects. However, very few
works have explored modeling for aerial vehicles with a skeletal structure
throughout the wings and a single flexible membrane that covers the wings
and tail such as is found in robots with bat morphology. In this dissertation,
we build upon previous efforts to model a robotic bat and present a method-
ology for using a combination of first-principles and data-driven tools. We
record a series of load cell tests and free flight experiments, and we optimize
the model parameters to improve long-term flight prediction. We introduce
several extra terms in the model including a term explaining the coupling
between wings and tail in order to maximize the effectiveness of collected
flight data. The result is a model that performs well in prediction for a range
of different tail actuator configurations as demonstrated by our flight results
using a bat robot. We present a generalized approach that uses this model
with direct collocation methods to plan dynamically feasible flight maneu-
vers. We demonstrate a range of different maneuvers including a launch to
an altitude, a banked turn, and a launch, dive, and recover maneuver. The
launch to an altitude and launch, dive, and recover maneuvers are validated
with free-flight experiments.
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Unmanned aerial vehicles (UAVs) have numerous applications in society.
Their uses range from package delivery to inspection. Civil engineering is
another major application area for UAVs. These vehicles can be used for
quality inspection of construction sites [1]. UAVs such as quadcopters are
excellent platforms to perform these types of tasks because they can perform
vertical takeoff and landing, they can hover at set locations, and they can
carry a small payload. However, there are multiple limitations that curb
their effectiveness for many of these tasks. First, their rotors spin at high ve-
locities and are dangerous to humans in shared environments. Second, these
rotors produce considerable noise that is undesirable for humans. Third, they
are highly inefficient, using more energy than their fixed wing counterparts.
State-of-the-art quadcopters can operate only for 20 minutes.
Biologically inspired robotic fliers offer an excellent alternative to quad-
copters. Like birds and insects, these systems are powered by flapping wings
and are more efficient. It is well known that fixed-wing flight is more ef-
ficient than rotary flight, and flapping wings are also more efficient than
rotary flight. The wings of these systems are much safer for humans than
high-speed rotors, and they make very little noise when they are flapping.
The biological organisms they mimic are also more agile than quadcopters.
These advantageous attributes have motivated research in flapping-wing sys-
tems [2, 3]. Researchers have designed insect-scale fliers [4, 5], ornithopters
mimicking birds [6, 7], robotic hummingbirds [8, 9], and flapping-wing micro
aerial vehicles (FWMAV) inspired by insects [10].
Biological bats have a very sophisticated flight mechanism, possessing over
40 degrees of freedom (DoF) [11]. Their highly articulated wings make them
incredibly agile fliers, and researchers have mimicked their flight in an at-
tempt to replicate this agility [12–15]. Most prominently, several studies
were conducted to design and construct Bat Bot (B2) (displayed in Fig-
1
Figure 1.1: Image of the robotic bat B2.
ure 1.1, a bio-inspired robotic bat based on observations of biological bats
in nature [15–18]. This system is equipped with on-board sensing, compu-
tation, and five control inputs to control its morphing wings and hindlimbs
for autonomous flight. These recent developments have opened the avenue
for planning flight maneuvers for this agile platform. Trajectory planning for
complex maneuvers is critical for exploiting the highly agile properties of this
robotic system and extending its capabilities to certain tasks that need more
advanced levels of maneuverability. However, the past works with B2 have
focused on design optimization of the robot’s structure, first-principles mod-
eling, and controller design. There has been no work in trajectory planning
for flight maneuvers.
Methods for planning flight maneuvers have been well-studied in quad-
copters and fixed-wing UAVs [19–31]. However, planning has been far less
investigated for flapping systems, and only a handful of studies have at-
tempted this [32–36]. Insight from biological bats shows that maneuvers
such as banked turning have an involved strategy [37]. Likewise, upside-down
perching [38] and recovery from fall [39] are maneuvers that have complex
trajectories. Thus, it is important to develop strategies for these types of
maneuvers.
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Trajectory planning requires a model that is both accurate and compu-
tationally inexpensive. This is particularly important for flapping systems
because their dynamics are highly underactuated. The path of flight is largely
determined by the initial launch conditions, and even a good controller can-
not compensate for many flight scenarios. While there the literature is rich
with models of other flapping systems, B2 is distinct from these other systems
in several ways because its design was inspired by a biological bat. Many
biological fliers have a set of wings and a separate tail, but bats have a single
membrane that is stretched across their wings and hindlimbs. Similarly, the
robotic bat developed by [15] has a single membrane that is anchored to the
hindlimbs and wings, creating one single aerodynamic surface that is highly
elastic. Additionally, it is larger than most FWMAVS but smaller than most
ornithopters. Consequently, the methods used for modeling may need to be
adjusted from previous methods in the literature.
There has been little work in model validation and demonstrating an ac-
curate model for robotic bats. Previous works have used analytical models
for a robotic bat [15, 16, 40, 41]. However, these models are limited in their
capability of long-term flight path prediction, and consequently limited in
more extensive use of trajectory optimization and state estimation.
1.1 Contributions
We make two primary contributions in this dissertation. The first is in the
area of modeling for flapping systems. We have developed a model that
captures the dynamics of B2 despite its complexity using a hybrid first-
principles and data-driven modeling approach. We build upon previous works
of developing an analytical model of B2 [15, 16, 40, 41] to select a suitable
model structure for trajectory planning that is computationally inexpensive
such that it can be implemented in a trajectory optimization routine. We
have made several additions to the past model structures including a term
that couples the wing movement with the tail position in order to capture the
properties of the single wing surface and to maximize the use of the collected
flight data. Second, we have developed a systematic data-driven procedure
that incorporates both load cell data and free-flight data in order to optimize
the parameters of the proposed model of B2.
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The result is a significant improvement in long-term flight prediction for a
set of flight tests with a variety of different tail configurations. This method-
ology maximizes both our knowledge of the robot and the available data to
optimize the analytical model’s parameters, and as a result, only a handful
of load cell tests and 1-second flight experiments are required to achieve ex-
cellent prediction results. To the best of the authors’ knowledge, this is the
first study to validate the long-term flight prediction of a model for a robot
with bat morphology using data from free-flight experiments. We provide
extensive results to demonstrate its accuracy in long-term prediction, and
we show dramatic improvements in flight predictions for a range of different
tail configuration after training with even a single flight test. We will note
that these methods can be generalized to other flapping systems that have a
single elastic wing surface configuration.
Our choice of using data and optimization for modeling is related to our
past work of addressing the challenge of kinematic design of B2 [18]. We took
a data-driven approach by using data from a biological bat to optimize the
geometric properties of the wings to best match the biological data. Analo-
gously, in this dissertation we address the challenge of creating an accurate
dynamics model of B2 with a data-driven approach. We use data from a
robotic bat to optimize parameters of the dynamics model to best match the
experimental data.
The second primary contribution is in the area of trajectory planning. We
address the challenge of creating a strategy for planning autonomous flight
for B2 that generalizes to multiple types of maneuvers. Using the model we
have developed, we generate dynamically feasible flight paths for the robot
using this model with direct collocation methods. We have tested our ap-
proach by conducting closed-loop flight tests on our experimental platform
B2 using its on-board computing and sensing for a launch maneuver. B2
tracks a generated trajectory of launch from rest to a desired altitude with
a proportional-derivative (PD) controller. We have also extended the model
to three dimensions and planned a banked turn in simulation. Finally, we
have demonstrated excellent tracking using open-loop flight experiments of a
launch, dive, and recover maneuver in order to demonstrate the effectiveness
of the feedforward element coming from the trajectory optimization routine.
These experiments validate the effectiveness of the proposed trajectory plan-
ning formulation for this flapping system.
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This work is exploratory in nature, given the small breadth of research in
flapping systems mimicking bats. Additionally, there is a small amount of
literature regarding planning flight maneuvers for general flapping systems,
and this work seeks to add to the conversation of suitable means for planning
flight maneuvers. It is likely that optimal planning strategies are different
for smaller insect-scale FWMAVs, bat-sized FWMAVs, and ornithopters.
1.2 Dissertation Outline
The contents of this dissertation are ordered as follows. Chapter 2 provides
relevant literature and background of modeling and planning for flapping-
wing aerial vehicles. It also discusses the direct collocation formulation for
trajectory optimization. We select the analytical model in Chapter 3 and
describe each modeling choice. We provide a detailed description of the
dynamics and aerodynamics formulation. We describe the additions to the
model to improve prediction. Chapter 4 describes the use of experimental
load cell and free-flight data for optimizing the parameters of the analytical
model. It presents an in-depth analysis of the different modeling choices and
demonstrates significant improvements of the new model compared to the
baseline model. We use this model for trajectory optimization in Chapter 5,
and we present our formulation for generating feasible trajectories. The
simulations are validated by a set of flight experiments. Chapter 6 makes
concluding remarks and presents possible future work. Additional resources
are included in the appendices. Some of the methods and results in Chapter 3,




The work reported in this dissertation relies on the fields of modeling and
trajectory planning for flapping flight. In this chapter, we provide the rele-
vant background information and literature for each of these primary areas.
Section 2.1 presents basic techniques for modeling flapping flight and a lit-
erature review of the different models used for flapping systems. It discusses
different system identification methods and the different model structures
that have been used in the past. The section concludes with a brief tutorial
on formulating the Lagrangian dynamics of a system and creating an aero-
dynamic model. The relevant literature for trajectory planning of flapping
systems is given in Section 2.2. This section also includes literature of fixed-
wing and rotary craft because the number of works using trajectory planning
with flapping-wing systems is quite limited. We also provide the formulation
for the direct collocation algorithm for trajectory optimization.
2.1 Modeling
Flapping flight is known as a very challenging problem due to the unsteady
aerodynamic forces produced by the wings and the flexibility of the wings [43].
These time-varying forces are difficult to measure and model, and thus creat-
ing accurate models is a challenging process. Specifically for robotic flapping
flight, developing models of these systems requires the balance of creating ex-
pressions that accurately predict the actual systems while having simplicity
for model-based control design and planning.
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2.1.1 Strip theory
Flapping wings oscillate about some pivot, and the velocity of the wing varies
along the spanwise direction, i.e. low velocity near the pivot joint and high
velocity at the wingtip. In addition, wings often do not have a uniform shape,
and the chord length varies across the wingspan. As a result, researchers rely
on the technique called strip theory (also known as blade element theory) to
account for this varying velocity and chord length. DeLaurier proposed this
technique for modeling the aerodynamics of a bird [44]. The wing is divided
into infinitesimal chordwise strips, and the aerodynamic force is computed
for each strip and integrated over the wingspan to compute the total force
on the wing. The different strips have different chord lengths, aerodynamic
center locations, and velocities, and this method allows each to be properly
accounted for. Of course, the number of strips is a user-selected parame-
ter, as computation increases with the resolution selected. Strip theory has
been utilized widely in the flapping flight community to model insects [45],
bats [39, 46], ornithopters [7, 44, 47, 48], MAVs [49–52], and general flapping
systems [53]. It is effective for generating analytical models of flapping flight.
2.1.2 Semi-empirical models
The complexity of flapping flight and the need for simplified models has
led to the development of semi-empirical models based on quasi-steady as-
sumptions [45,54,55]. Quasi-steady assumptions hold that the instantaneous
aerodynamic force on a wing at a particular velocity and angle of attack is
equal to the aerodynamic force during steady motion at this same velocity
and angle of attack [56]. Dickinson et al. developed a quasi-steady model
to compare to actual force experiments on a wing mimicking a fruit fly [54].
This model gives algebraic expressions for the lift and drag coefficients as
functions of only angle of attack with only a few coefficients derived from
experimental data. There are indeed limitations to this model, and the error
between unsteady forces and quasi-steady forces is most significant at wing
reversal of each stroke [54, 55]. However, while it is an approximation, the
model provides compact and intuitive expressions for the lift and drag co-
efficients while maintaining accurate predictions of the aerodynamic forces.
For these reasons, this model structure has been frequently used in MAV
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dynamics and control [4, 50, 51, 57, 58]. Others have used this model as a
baseline for modeling quasi-steady forces and added unsteady aerodynamic
forces to complement it [59]. Ramezani et al. used this structure (dependent
only on angle of attack) to develop a simple model of robotic bat flight [16].
Additionally, modeling of insects have used Dickinson’s model [60].
2.1.3 System identification
Time domain system identification methods have also been popular in the
flapping flight community [61–63]. These methods begin by collecting a time
series of acceleration data from dynamic free flight experiments or force data
from static wind tunnel experiments. They use linear least-squares estima-
tion for linear models or gradient-based optimization for nonlinear models to
estimate the parameters of the model.
The DelFly II, a 16 g FWMAV with a 28 cm wingspan, has relied on sys-
tem identification of linear models. Caetano et al. used free-flight data of the
DelFly II to inform linear models using system identification procedures [64].
Armanini et al. likewise used system identification of free-flight data to cre-
ate a global linear parameter-varying model for this FWMAV [65]. In other
works, Rose et al. used least squares to identify a set of piecewise affine linear
models for an ornithopter [34]. Grauer et al. identified aerodynamic mod-
els for an ornithopter using system identification of free-flight tests [61, 66].
These models have shown to be effective in modeling ornithopters and FW-
MAVs. However, each linear model is most effective at a specific operating
point, and model prediction becomes less accurate further from this point.
Other works in flapping flight used system identification with gradient-
based optimization to inform nonlinear aerodynamic models [62, 63, 67, 68].
Chirarattananon and Wood collected acceleration data of a FWMAV and
used least-squares optimization with gradient descent to identify parameters
such as aerodynamic coefficients, moments of inertia, center of mass offsets,
etc. [62]. Armanini et al. used a Gauss-Netwon algorithm to estimate aero-
dynamic model parameters of a FWMAV from wind tunnel measurements
on a force sensor [63]. Peng et al. used nonlinear optimization to identify
the parameters of a nonlinear model of a FWMAV [67]. Lee et al. trained a
neural network model of the dynamics of a FWMAV with free-flight data [68].
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Many of these methods are considered one-step prediction, because they
do not minimize long-term errors from simulating the dynamics forward in
time. While they have accurate one-step prediction, these methods can suffer
from long-term error accumulation when simulated forward in time. This
becomes more apparent with tasks like trajectory planning. Consequently,
several of these works that collected free-flight data have refined their initial
identification method by running a gradient-based optimization routine to
minimize long-term prediction errors between the free-flight data and the
model integrated forward in time. Chirarattananon and Wood built on their
first stage of system identification of a FWMAV by considering the long-term
state behavior of the system and running parameter estimation to minimize
this error [62]. Lee et al. considered both one-step prediction and long-term
prediction when training a neural network for the dynamics of a FWMAV
[68]. While theirs was not a flapping system, Hoburg and Tedrake refined
their initial identification method of a fixed-wing UAV to minimize long-term
prediction errors [69]. Other work in flapping flight has used only long-term
prediction to identify model parameters [67].
One limitation of purely data-driven approaches is the need for new data
for unexplored areas of the state space. These models can require larger
amounts of data than first-principles models because they lack physical in-
tuition. For example, Lee et al. used 30 minutes of flight data as the data
set to train a deep neural network model of the dynamics of a FWMAV [68].
In spite of this, many FWMAVs are capable of sustained continuous flight,
and it is possible to collect data for longer duration flight tests. Additionally,
these miniature systems can remain in a relatively small capture volume for
recording. This is a major advantage because a smaller space is required,
and the accuracy of estimation is higher for motion capture systems. Larger
capture volume requires cameras to be farther from the flying vehicle, and
the estimation accuracy is lower.
Ornithopters travel at higher velocities and are not capable of the slow
forward flight or hovering of these smaller aerial vehicles. Past work in system
identification of an ornithopter with free-flight data stated that experiments
were limited by Vicon capture volume [61]. They could record only 0.5 s
flights with 3 wingbeats in each recording. The ornithopter had a minimum
forward velocity of 8.9 m/s, and the experiments required a 33.5 m long indoor
corridor and a capture volume of 10 m long, 6 m wide, and 5 m tall. Thus, it
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is difficult to apply the data driven methods from [68] to this system.
B2 suffers from similar difficulties for free-flight data collection. Like or-
nithopters, B2 has a relatively fast forward flight of about 6 m/s compared to
FWMAVs, and it is not capable of slow forward flight or hovering. The same
challenges of balancing large capture volume for space and small capture
volume for accuracy apply to this system. Additionally, only short duration
flight experiments of several seconds have been achieved because the robot
has a relatively low thrust-to-weight ratio of roughly 1
3
and cannot sustain
continuous flight. The dynamics are very complex, and a sophisticated con-
troller would be needed for longer flight experiments. Each of these add to
the challenge of generating a larger data set for training a model.
Therefore, we adopt the hybrid strategy of using a first-principles model
informed with data to identify aerodynamic parameters for a given model
structure. Other works in UAVs have utilized a similar approach of cre-
ating a first-principles model with parameters selected based on real world
data. Ritz and D’Andrea identified coefficients of a parametric aerodynamic
model for a tailsitter aircraft over a large flight envelope [70]. Peng et al.
used nonlinear optimization to identify parameters of a FWMAV model by
simulating the model through forward Euler integration and minimizing the
difference between the estimated Euler angles and position and those col-
lected from data [67]. This is also similar to previously mentioned works of
system identification of flapping flight with nonlinear aerodynamic models
[62,63,68].
Our approach could be effective for a range of maneuvers given the physics-
based model structure, and it requires few flight experiments to train because
much of the relevant information is built into the model. Other works in
UAVs have utilized a similar approach of creating a first-principles model
with parameters selected based on real world data. Ritz and D’Andrea iden-
tified coefficients of a parametric aerodynamic model for a tailsitter aircraft
over a large flight envelope [70]. Peng et al. used nonlinear optimization to
identify parameters of a FWMAV model by simulating the model through
forward integration and minimizing the difference between the estimated po-
sition and orientation of simulation that collected from data [67]. This is
also similar to previously mentioned works of system identification of flap-
ping flight with nonlinear aerodynamic models [62,63,68].
This strategy of using a physics-driven model with parameters tuned us-
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ing a data-driven method has additional advantages. The model is adapt-
able to changes to the physical system because the parameters have physical
meaning. For example, if the wing span of the robot is increased, instead
of collecting a new data set, either the wingspan parameter is increased or
only a few data points may be needed to correct for the change. This is a
drawback for model structures that lack physical intuition and are purely
data-driven because they are more inflexible in adjusting to changes in the
physical system without obtaining new data sets.
Another advantage is the ability to perform design optimization for devel-
opment of future versions of the robot because the model can provide insight
into how a robot’s design can be improved. For example, [9] optimized the
design of a FWMAV using an analytical model in order to improve flight
and stability characteristics. A similar approach could be used to maximize
lift, thrust, efficiency, agility, and other aspects of the bat robot in the same
way that [18] optimized a robotic bat for kinematic similarity to biology.
This would require an analytical model in which the parameters have some
physical meaning.
Some have argued that wind tunnel testing on a fixed platform constrains
the natural motion of the system that is observed in free flight, and have
opted to use free-flight data instead for system identification [61,66,71]. Lee
and Han designed a special tether for wind tunnel testing such that the
oscillatory pitching motion of the body observed in free flight was present
[72]. Rose and Fearing recorded wind tunnel data and free-flight data to
study the accuracy of wind tunnel data for predicting equilibrium conditions
[71]. They generated a lookup table for the wind tunnel data, and they found
that the wind tunnel underestimated thrust force and overestimated lift force
by 18%. As a result, we give a higher importance to free-flight data for B2
and consider it a necessity for generating an accurate model for long-term
prediction.
2.2 Trajectory Planning
Flight planning and aerial maneuvers have been extensively studied for ro-
tary and fixed-wing UAVs. For example, researchers have carefully studied
perching, and they have demonstrated this on gliders and other aerial vehi-
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cles [19–23, 35]. Others have developed methods for planning a knife edge
maneuver, a quick roll movement of an aerial vehicle to fit through a gap
smaller than the wingspan [24,25]. Paranjape et al. generated motion primi-
tives for a fixed-wing robotic aircraft and stitched them together to generate
feasible flight paths [26]. In planning maneuvers for quadrotors, Mellinger
and Kumar proposed that a differentially flat representation can be used so
that any smooth trajectory generated with “reasonably bounded” derivatives
can be followed by the quadrotor [27]. Richter et al. extended this work such
that it can be used in a cluttered environment [28]. A more exhaustive list
of flight planning and maneuvers of aerial systems can be found in [73].
Within this area of flight planning, trajectory optimization methods have
also been utilized to generate feasible trajectories. Foehn et al. used direct
methods for planning quadrotor paths with a suspended payload [29]. Geiger
et al. used direct collocation for UAV planning [30]. Oleynikova et al. used
trajectory optimization for online flight planning with UAVs [74]. Wicken-
heiser and Garcia used direct shooting methods for generating a trajectory
of a perching maneuver of a morphing-wing aircraft [19]. Barry et al. used
direct collocation methods for planning a knife edge maneuver of a fixed
wing UAV [24]. Levin et al. generated a library of motion primitives using
collocation methods to be used in a motion planning framework [31].
The development of aerial robotics in areas of mimicking biological flight
[4,5,8,15,75] has increased the interest in planning flight maneuvers for these
robots. However, trajectory planning and flight maneuvers have been more
limited for flapping-wing systems, as these systems are more recent in their
development and have challenging dynamics to model and control. Rose
et al. developed a model and controller to produce diving maneuvers of a
flapping-wing ornithopter in a Vicon arena [34]. Additionally, Roberts et al.
planned a dive maneuver for RoboRaven [36]. They modeled the wings and
tail during the dive as flat plates because the wings were held fixed during
the dive sequence. Paranjape et al. created a motion planning strategy for
perching of a gliding aerial vehicle with flapping capabilities, though no wing
flapping was used in the maneuver [32]. Dietl and Garcia formulated the
transition trajectory of forward flapping flight to hovering as an optimization
routine [33]. Koopmans et al. developed a morphing wing mechanism to
allow the transition from hover to fast forward flight with the DelFly II
[76]. Chirarattananon et al. optimized a perching trajectory for their insect-
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scale FWMAV to perch on a wall and used adaptive tracking control and
iterative learning control [35]. It should be noted that in [32] the vehicle
was not flapping during flight, in [34, 36] the flapping was halted during the
maneuver, and in [33] only simulation results were presented. Additionally,
only a few authors have generated feasible trajectories for the flapping system
to follow [33, 35]. Trajectory optimization is a valuable approach for these
systems which have complex aerodynamics, and it offers a means for finding
accurate and feasible trajectories that the robots can follow. This gap in
the literature also allows us to answer some meaningful questions about the
different methods, parameters, and choices of trajectory optimization for
flapping flight.
2.2.1 Optimal control problem
Trajectory optimization is a method that finds a state trajectory x(t) and
control input trajectory u(t) that satisfy the system dynamics and minimize
an objective function. Consider the optimal control problem given by
minimize
t0,tf ,x,u




subject to ẋ(t) = f(t,x(t),u(t)),
(2.1)
where x is the state vector, u is the control vector, l(t,x(t),u(t))) is the cost
rate, J(t0, tf ,x(t0),x(tf )) is the boundary cost, t0 is the initial time, tf is the
final time, and ẋ(t) = f(t,x(t),u(t)) are the system dynamics.
There are two primary methods for solving this optimal control problem:
direct methods and indirect methods. The primary difference between these
methods is that direct methods first discretize the problem into a finite non-
linear program and then attempt to solve the Karush-Kuhn-Tucker (KKT)
conditions, while indirect methods first attempt to solve the optimal con-
trol necessary conditions, and then discretize the solution. While indirect
methods are effective in certain applications, there are some major practi-
cal limitations of these methods. Betts outlines three major challenges with
indirect methods [77, 78]: 1) The necessary conditions of optimality require
explicitly deriving the adjoint equations, control equations, and transversal-
ity conditions, and this can be very challenging for certain applications. This
step is not required for direct methods. Additionally, this limits the applica-
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tion to different problems, because a new set of conditions must be derived
for each new problem. 2) Path inequality constraints require an estimate for
the constrained-arc sequence. 3) The optimization is very sensitive to the
initial guess, and thus the region of convergence is smaller than for direct
methods. The solution to the adjoint equations can become ill-conditioned
even with a reasonable initial guess. Additionally, the adjoint variables are
nonintuitive because they do not have physical quantities, and providing a
guess can be difficult.
2.2.2 Shooting vs. direct collocation methods
Given our selection of direct methods, we must consider which direct method
to use. The most prevalent methods are direct single shooting, direct multiple
shooting, and direct collocation. Shooting methods begin by discretizing the
control input to a finite number of points, and then providing an initial
guess for these values. This method satisfies the dynamic constraints by
propagating the differential equations forward in time, i.e. “shooting” from
boundary to boundary. The accuracy is then assessed by considering the
error in the boundary condition. The inputs then are modified using an NLP
to better satisfy the boundary constraints and the user-defined cost function.
However, this method suffers from sensitivity issues, as small changes in the
initial condition can produce very different final conditions. A change in
input at the start time may have a significantly larger effect on the objective
function than a change in input near the final time. This sensitivity can lead
to the problem becoming ill-conditioned.
The shooting method can be extended to multiple shooting in order to
improve the sensitivity of the method. The full problem is divided into
smaller steps, and the shooting method is applied over each step. Decision
variables for the initial conditions of each step are introduced, and defect
constraints are added to enforce continuity between the final condition of the
propagated dynamics over a step and the initial condition of the next step.
These additions make the problem less sensitive to small changes in the
decision variables. However, recent works in trajectory optimization have
preferred direct collocation over multiple shooting methods [79–81]. This
preference is in part due to the fact that there are scalability issues in high-
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Figure 2.1: Diagram of collocation method.
dimensional applications [80].
In this work, we select direct collocation over shooting methods for solving
the optimal control problem because of its numerical stability, the added
sparsity of the formulation and the available solvers such as IPOPT and
SNOPT for exploiting this sparsity, and its preference in recent works [29,
79–82].
2.2.3 Direct collocation
Direct collocation discretizes the optimal control problem at N knot points
to generate a finite dimensional nonlinear programming problem [83]. The
system dynamics are enforced by approximating the state trajectories as
piece-wise polynomials and forming a set of constraints such that the trajec-
tories satisfy the dynamics at the knot points. The constraints are dependent
on the discretization method used. For the Hermite-Simpson compressed dis-
cretization, the state trajectories are represented as cubic Hermite splines,






(xk + xk+1) +
hk
8
(fk − fk+1), (2.2)
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where xk = x(tk) and fk = f(tk,xk,uk). This equation is derived in Ap-
pendix B. The term hk = (tk+1−tk) is the time difference between knot
points k and k+1. The control input at this midpoint is linearly interpolated
as uk+ 1
2


















(fk + fk+1). (2.3)
The derivation for this equation is shown in Appendix B. We compare these
two computations by evaluating the defect vector





i.e. the difference between the approximation of the system dynamics as
polynomials and the actual dynamics at knot point k. These terms are de-
picted in Figure 2.1. The equations ζk = 0 for all k ∈ {0, 1, . . . , N−2} form
the set of equality constraints that force the polynomials to conform to the
system dynamics. When this defect vector is close to zero, the cubic poly-
nomials are accurately representing the system dynamics. The optimization





As mentioned in Chapter 1, the robotic bat B2 is a complex system with hard-
to-model dynamics and aerodynamics. First, B2 flaps its wings in flight, and
the unsteady aerodynamics of flapping-wing systems are extremely difficult
to model. Second, B2 has a thin, flexible membrane that deforms over a
wingbeat cycle. Finally, the wings consist of carbon fiber rods that bend
as the system flaps at high frequencies of up to 10 Hz, contributing passive
degrees of freedom (DoF). In this chapter, we consider the challenge of de-
veloping a suitable model for planning flight maneuvers. This task has two
primary requirements. First, the model should be computationally tractable
because the routine that computes the dynamics will be called thousands of
times in the optimization framework. Second, the model should accurately
represent B2’s capabilities and predict its flight path in order for the planner
to output feasible paths. Significant modeling simplifications must be made
in order to develop a model for this system to allow the optimization to be
a tractable problem.
We propose a hybrid first-principles and data-driven modeling approach
to meet these requirements. A first-principles model structure based on past
works in modeling this robot approximates the primary aspects of B2. We
make several modeling choices from these past works including rigidity of the
wings, tail, and membrane and algebraic lift and drag coefficients in order
to reduce the computational burden of the model. We further improve the
model by adding a tail function, a body plate, and a wing-tail coupling term
to improve the accuracy of the model. Given the complexity of the robot
and these simplifications, a data-driven element supplements this structure
in order to compensate for unmodeled dynamics. Chapter 4 describes the
optimization procedure for optimizing the existing model parameters from
both load cell and free-flight data of the robot.
This chapter is organized as follows. In Section 3.1, we outline the con-
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Figure 3.1: Right side view (top) and left side view (bottom) of B2.
struction and capabilities of B2. This description was adapted from parts of
[15, 16, 18]. The modeling choices are described in Section 3.2. Section 3.3
derives the dynamics and aerodynamics of the analytical longitudinal model.
The additions to the model structure are covered in Section 3.4. Lastly, Sec-
tion 3.5 presents the extension of the 2D model to 3D. The model formulation
in Section 3.3 has been published in [42].
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Figure 3.2: Top view of B2.
3.1 Construction
B2, shown in Figure 3.1 and Figure 3.2, was designed based on the biological
findings that emphasize the existence of functional groups of joints in bats. A
synergistic design approach was employed to incorporate several mechanical
linkages in the articulated flight mechanism of B2. The resulting structure
has five degrees of actuation (DoA). These motions include synchronous flap-
ping motion of the left and right forelimbs, asynchronous folding and unfold-
ing of each wing, and asynchronous dorsoventral movement of each of the
legs.
A brushless DC (BLDC) motor powers the robot to flap by driving a crank
shaft that moves the wings upward and downward. The wing skeleton is con-
structed from thin carbon fiber tubes connected with custom 3D-printed ny-
lon parts. When the wings are flapping, they bend slightly and twist, adding
passive DoFs to the system. The folding of B2’s forelimbs is constrained to
one DoF by a system of linkages and actuated by a spindle and brushed DC
motor. B2 has three carbon fiber rods on each wing that extend outwards
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like fingers. These also contribute passive DoFs to the system because of
their flexibility. The hindlimbs of the robot consist of carbon fiber tubes
actuated by linear micro servo motors. These rods are connected to 1-DoF
revolute joints, allowing each hindlimb to move in a plane rotated at an angle
from the parasagittal plane1. A thin silicone membrane is stretched across
the wings and hindlimbs. This creates one single aerodynamic surface that is
shaped by flapping, wing folding, and hindlimb movement. A more detailed
description of the robot’s construction can be found in [15,16].
3.2 Modeling Choices
In creating a model for B2, we begin with an examination of the several
existing models of the robot. The past models of B2 have all been ana-
lytical first-principles models [15, 16, 40, 41]. Ramezani et al. used Goman’s
model [84] to model the aerodynamics of B2 in the works [15,40,41]. This is
a sophisticated aerodynamic model that accounts for unsteady effects with
a differential equation expression for the lift and drag coefficients. On the
other hand, one model implemented an algebraic model [57] for the aerody-
namic coefficients in [16]. This aerodynamic model is very computationally
inexpensive in comparison to the previous. Additionally, the models use dif-
ferent wing and tail configurations. Three studies selected a tailless model
to approximate B2 [15,40,41] while one added a tail in addition to the wings
[16]. Ramezani et al. assumed the wings to be massless in [16, 40, 41], while
they included wing mass in [15]. They assume the system is a set of rigid
links with no flexibility, they use strip theory [44] to compute the elemental
sections along the wing for computing lift and drag forces, and they assume
the aerodynamic forces act at the quarter chord point on each elemental wing
section. We carefully consider each of these modeling choices along with as-
pects from other models of flapping flight in formulating a new model for
trajectory planning.
Many works have opted for complicated aerodynamic models that ap-
proximate the unsteady aerodynamic effects of flapping flight. However,
these are limited for applications that are more computationally expensive.
Given our requirements for trajectory optimization, we opt for using a sim-
1Plane offset from the plane dividing the body into right and left halves.
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pler aerodynamic model. While some of the previous works of modeling
B2’s aerodynamics have used more complex models for the aerodynamic
coefficients [15, 40, 41], one has used a much simpler algebraic expression
for the aerodynamic coefficients [16]. This model computes the delayed
stall force as ‖FDS‖ = 12CDS(α)ρ ‖v‖
2A, where the delayed stall coefficient
CDS = 3.5 sin(α) is a function of angle of attach α [57]. There are two limi-
tations of this simple model: it has only one parameter, and it does not have
separate terms for lift and drag. There is less freedom for shaping the ef-
fects of the aerodynamic forces using data. Additionally, the airspeed cannot
be used in the model, and while this is acceptable for insects, the airspeed
significantly contributes to the aerodynamic force on the wings and tail for
B2. We expand upon this model by selecting the aerodynamic model [55,85].
This is a more compact form of Dickinson’s quasi-steady model [54] from 2D
data in which the structure is written as
CL = CL1 sin 2α
CD = CD0 − CD1 cos 2α
(3.1)
such that the lift CL and drag CD coefficients are functions only of angle of
attack α and are simple algebraic expressions. Coefficients CL1 , CD0 , and
CD1 can be selected based on experimental testing of the platform. The de-
pendency on 2α is consistent with the theoretical prediction of lift and drag
of a stalled wing [85]. This is a simplified approximation that will be more
tractable in a trajectory optimization formulation that is dependent only on
the angle of attack and a few parameters. It extends the capabilities of [57]
while at the same time remaining an algebraic expression of the angle of
attack and a few parameters with much less complexity than [84]. Other
experimental works modeling FWMAVs have likewise used simplified ana-
lytical models of the aerodynamic coefficients [51, 52, 86]. Dietl and Garcia
similarly used these expressions for the lift and drag coefficients in develop-
ing an aerodynamic model of an ornithopter [47]. Grauer et al. also used a
quasi-steady lift model similar to [44] and [45] for system identification of an
ornithopter [61].
B2’s wings are carbon fiber links connected with 3D-printed nylon parts,
and flapping the wings rapidly causes bending in the structure of the wings.
Additionally, the silicone membrane stretches during flapping. It is difficult
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and computationally expensive to model these phenomena, and many past
works in flapping flight have ignored flexibility. Bergou et al. developed a
minimal model of biological bat flight by modeling the wings as flat plates
[39]. Other works have modeled flapping systems with rigid links in order
to create a representation more suitable for control design [52]. Researchers
have observed leading edge spar bending in an ornithopter [87], but these
effects were ignored in developing an ornithopter model [61]. Ignoring aeroe-
lasticity is another assumption that is frequently used in the literature when
considering control design for flapping flight because it greatly simplifies the
model and computational complexity. Each of the past works of modeling
B2 have ignored flexibility and aeroelasticity. These rigidity assumptions
for B2 are necessary to eliminate complex modeling of the bending in the
wings, aeroelasticity, the numerous links that make up the wings, and the
computational complexity of these tasks.
The wings of the robot have passive DoFs, and this is evident when they are
flapping. While the bending of the leading spar is minimal, there is noticeable
twisting of the wings about their spanwise axes. The wings are attached to
the shoulders at the front of the wing, and when the aerodynamic forces push
on the wings when they are flapping, they passively pronate and supinate
about the front of the wings. This is also known as wing feathering, and it
is responsible for changing the angle of attack of the wings and producing
the forward thrust generation of the robot. This twisting can actually be
modeled as an extra DoF [48]. Gerdes et al. modeled this type of twisting
with a torsional spring and damper [48]. Similarly to [15, 40, 41], we add a
DoF for each wing to model this passive pronation.
One single piece of flexible membrane stretches across B2’s wings and
hindlimbs. While movement of the hindlimbs does affect the cambering of the
wings, the effect on the average tail position is much more pronounced. We
propose considering the hindlimbs as separate from the wings, as this allows
us to use flat plates for each surface, greatly simplifying the model. Only
[16] uses a tail, while the others use a tailless model. We decide to use a tail
to introduce an element of passive stability to complement the aerodynamic
model. Without active feedback, the robot’s orientation quickly becomes
unstable, while experiments have shown elements of passive stability without
tail actuation.
It is useful to represent the two hindlimbs as one link because it elimi-
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nates complex calculations of the orientation of this control surface. When
one leg is up and the other is down, the hindlimbs create a bilinear surface
between the two. However, a flat plate serves as a good approximation for
this because the joint locations of the two hindlimbs are close to each other,
and thus this bilinear surface is approximately flat. Furthermore, it is indeed
representative of B2’s actual motion: pitching up and down movement of the
surface approximates synchronous dorsoventral movement of the legs, and
rotation of this surface approximates asynchronous dorsoventral movement.
This assumption is also used by [16].
We use thin airfoil theory to approximate the aerodynamic center location
as lying one quarter chord behind the leading edge of each surface [88]. We
assume that the aerodynamic center and the center of pressure (CoP) are
both at the same location. This is consistent with each of the previous
models of B2 [15,16,40,41].
Most works in flapping flight make a single-body assumption, i.e. the
wings are massless and simply exert an external force and torque on the
body which is assumed to be rigid [47, 51, 88]. This simplifies the problem
such that the Newton-Euler method can be used to derive the equations
of motion for a 6-DoF rigid body, getting the aircraft equations of motion.
The aerodynamic forces are simply added in these equations as external
forces. However, there are limitations to this assumption if the wings have
non-negligible mass. More recent work has considered the implications of
ignoring wing mass for a FWMAV and modeled the system as a multi-body
problem [89]. Nogar et al. likewise did not ignore the mass of the wings
and used a Lagrangian formulation for the dynamics [59]. Grauer et al. used
a multi-body model for an ornithopter [61]. Clawson et al. modeled the
FWMAV RoboBee as a three-link system, one link for the body and one link
for each wing [52]. B2’s wings have non-negligible mass, with each weighing
approximately 7 g out of a total of approximately 125 g. Thus, the center of
mass is changing significantly due to flapping, and modeling the system as a
multi-body provides a more accurate representation.
The robotic platform B2 is unique in that it is larger and flaps at a much
lower frequency (10 Hz) than many of the FWMAVs [4,5,8,75] that can uti-
lize the theory of averaging to approximate the aerodynamic forces. These
FWMAVs have wingbeat frequencies significantly faster than their body dy-
namics (large ratio of flapping frequency to the body natural frequency), and
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Figure 3.3: Simplified 2D model of B2 dynamics and aerodynamics.
thus the aerodynamic forces on the wings can be averaged over a wingbeat
period to simplify the dynamics to a discrete time-invariant system [4,57,75].
Taha et al. claimed that this approximation holds for large ratios (> 100),
but it fails for smaller ratios (< 50), such as the hawkmoth flying at 26 Hz
[90]. B2 falls into this category because its ratio of flapping frequency to
body frequency is much smaller than 50, and according to this, averaging
might not be effective for this system. Therefore, we do not average the
aerodynamic forces over the wingbeat period.
Given these previous sets of modeling choices, we formulate an improved
model that uses a combination of these different modeling choices and adds
additional terms such that it is sufficiently accurate and suitable for trajec-
tory planning. We model B2 as a multi-body system consisting of four rigid
links: one flat plate for the right wing, one flat plate for the left wing, one
link for the body, and one flat plate for the hindlimbs as shown in Figure 3.3.
We make the following modeling choices: 1) B2’s wings are modeled as flat,
rigid plates to ignore flexibility in the structure and the membrane. 2) The
two hindlimbs are represented as one plate. 3) The aerodynamic forces on
the wings and hindlimbs are considered independently. 4) The aerodynamic
center is located at the quarter chord of the wing (thin airfoil theory). 5) The
aerodynamic forces on the flapping wings are assumed to be quasi-steady. 6)
Strip theory is used to compute the aerodynamic forces on the wings [44].
Table 3.1 compares the components of the proposed model with the existing
model.
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Table 3.1: Comparison of previous models of B2 to proposed model.
Component [40] [16] [41] [15] Proposed
Goman aero model [84] X X X
Schenato aero model [57] X
Wang aero model [55, 85] X
Tail X X
Wing mass X X
No flexibility X X X X X
Strip theory X X X X X
Quarter Chord X X X X X
Body plate X
Custom tail mapping X
Wing-tail coupling X
3.3 First-Principles Model
We create a 2D longitudinal model of B2 to capture the pitch dynamics of
the robot. This is confined to have no roll, yaw, or sideways motion. We
distinguish between the actual system and the model by writing “the robot”
when referring to the actual system and writing “the model” when referring
to the model of B2.
3.3.1 Configuration variables and parameters
The model of B2 has two wings, each with mass mw and moments of inertia Ir
of the right wing and Il of the left wing (wing folding position affects inertia).
The body section has mass mb and moment of inertia Ib. The wings are
attached to the body link with 1-DoF revolute joints that allow the wings to
rotate about the x axis of the body. The wings can flap synchronously about
this axis, and this flapping angle between the body xy plane and each wing
is denoted qFL. The torque uFL drives the flapping of each wing. The wings
protrude to the left and right at 90◦ angles from the body link. We model
the passive pronation-supination of each wing by adding a 1-DoF revolute
joint that allows each wing to rotate about the its spanwise axis. These
joint angles are labeled qPS. Though this is technically passive, we drive
this joint with the torque uPS such that the pronation can follow a periodic
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Table 3.2: Parameters of first-principles model.
Parameter Description Value
bx 15 cm body length (hip to shoulder)
hx 10 cm x offset of hips from body CoM
wx 5 cm x offset of shoulders from body CoM
wc 24 cm wing chord length
ws 22 cm wing span (one wing)
tc 12 cm tail chord length
ts 12 cm tail span (width)
mb 109 g body mass
mw 7 g wing mass
mt 2 g tail mass
g 9.81 m/s2 gravitational acceleration
ρ 1.1839 kg/m3 air density at 25 ◦C
trajectory with the same frequency as flapping, but with a different phase
and amplitude. The tail is approximated also as a flat plate that pitches up
and down, and this pitching angle relative to the body is measured as qDV.
The torque uDV drives the tail. The tail has mass mt and moment It. The
center of mass CoM of B2 can pitch up and down and translate in the x and
z directions. These unactuated DoFs are labeled qy, px, and pz. This set of












q̇ is the time derivative of q, and it is the configuration variable velocities.
Likewise, q̈ is the acceleration of these variables.
The descriptions and values of all the model parameters are given in Ta-
ble 3.2. The parameters bx, hx, wx, ws, tc, mb, mw and mt have a clear
correspondence from robot to model, and they are easily set by taking mea-
surements of the physical robot. However, the wing chord length wc and
tail span ts must be estimated because the wing and tail are one continuous
surface. We provide an initial guess for these in the table. The expressions
for the moments of inertial Ib, Ir, Il, and It are provided in Appendix A.1.
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3.3.2 Coordinate frames and forward kinematics
We attached reference frames on the body Fb, the right wing Fr, the left wing
Fl, and the tail Ft to express these four rigid bodies in their local frames. The
origins of all of the frames are located at the CoM position of the body. The x
axis of the body frame points forward toward the front of the body, the y axis
points toward the right wing, and the z axis is directed down. The x axis of
the right and left wings points forward (same as the body frame). The y axis
of the right wing is aligned with the spanwise direction of the right wing and
points toward the wingtip, and the z axis is directed down and orthogonal
to the wing surface. The y axis of the left wing is aligned with the spanwise
direction of the left wing and points in the opposite direction of the wingtip
toward the joint. The z axis is directed down and orthogonal to the left wing
surface. The x axis of the tail aligns with the chordwise direction of the tail,
and it points away from the end of the tail toward the joint. The y axis
points to the right, and the z axis points down and orthogonal to the tail
surface. The transformations from these local frames to the inertial frame
are written as follows:
Fb : Rb = Rotx(π) Roty(qy)
Fr : Rr = Rb Rotx(−qFL) Roty(qPS)
Fl : Rl = Rb Rotx(qFL) Roty(qPS)
Ft : Rt = Rb Roty(−qDV).
(3.3)
The rotation matrices Rotx and Roty act about the x and y axes, and their
contents are expanded in Appendix A.2. The matrices Rb, Rr, Rl, and
Rt transform local frame coordinates to inertial frame coordinates. We use
subscripts to denote the target frame and superscripts to specify which frame
it is expressed relative to. We omit superscripts when expressing vectors and
frames relative to the inertial frame for a simplified notation.





























Position pb is the body CoM position, ps is the shoulder joint position, pr is
the right wing CoM position, pl is the left wing CoM position, ph is the hip
joint position, and pt is the tail CoM position.
3.3.3 Equations of motion
Most works in flapping flight use the Newton-Euler formulation to derive the
equations of motion. However, these works make a single-body assumption,
i.e. that the system is one rigid body, and the aerodynamics are external
forces. However, we do not neglect wing and tail inertia, and the result is
a multi-body system. We use the Euler-Lagrange convention in deriving the
equations of motion for this multi-body system.






















Velocity vectors vb, vr, vl, and vt are derived from taking the time derivative
of the terms in Equation (3.4). These velocities measured with respect to




q̇, where pb is the CoM position w.r.t. the inertial frame. The

















where ωb, ωr, ωl, and ωt are the respective angular velocities of the body,




























The potential energy is
P = mg pcmz , (3.8)
where pcmz is the z coordinate (height) of the total CoM position of all bodies
pcm =
mbpb +mwpt +mwpl +mtpt
mb +mw +mw +mt
. (3.9)
The term m = mb+mw+mw+mt is the total mass, and g is the acceleration
due to gravity.
Given the total kinetic energy of the system K = KT +KR and the poten-
tial energy P , we can use the Lagrangian L = K−P to obtain the equations







= Bu + Γ(q, q̇). (3.10)
The vector Γ(q, q̇) is the generalized aerodynamic forces on the configura-





such that the inputs directly actuate these DoFs.
Differentiating (3.10) yields the system dynamics
D(q)q̈ + C(q, q̇)q̇ +G(q) = Bu + Γ(q, q̇). (3.11)
We separate q̈ from the other terms in the equation by rearranging it as
q̈ = D−1(q) (u + Γ(q, q̇)− C(q, q̇)q̇−G(q)) . (3.12)
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Figure 3.4: Diagram of the direction of aerodynamic force components and
velocity vectors acting at strip k. Velocity vlqc,l,k is the velocity of the
quarter chord of strip k with respect to the wing frame. The term
(vlqc,l,k)proj is the projection of v
l
qc,l,k onto the cross sectional plane.
The state space representation of system (3.11) can then be written







Figure 3.3 shows the aerodynamic forces acting on the right wing (Fr), the
left wing (Fl), and tail (Ft). These are written with respect to the inertial
frame. In order to compute these forces, we use strip theory [44] to split the
wing into Ns chordwise strips. We derive expressions for the velocity at the
center of pressure, the angle of attack, and the lift and drag coefficients of
these strips on the wing and tail surfaces.
From thin airfoil theory, the center of pressure is located at one quarter
chord behind the leading edge of the wing. We can write expressions for
the quarter chord positions at each strip of the wings and the tail using the
forward kinematic model as




















) is the spanwise position at the center of strip k.
These quarter chords are written with respect to the inertial frame. The
velocities vqc,r,k, vqc,l,k, and vqc,t are derived from differentiating these ex-
pressions with respect to time.
The angles of attack of the wing strips and tail are calculated from the
quarter chord velocities vqc,r,k, vqc,l,k, and vqc,t. We write the derivation for
only the left wing, as it is the same procedure for the right wing. The tail
is computed similarly, though there is only one strip because the tail is not
flapping. We first map the left wing quarter chord velocity of strip k of the
left wing to the local left wing frame as vlqc,l,k = R>l vqc,l,k. The angle of



























and z components of vlqc,l,k. This is equivalent to finding the angle of the






This plane intersects the quarter chord position, it is normal to the wing
surface, and it is aligned in the chordwise direction, as shown in Figure 3.4.












where Al,k = wc
ws
Ns
is the effective wing area of each strip. The lift and drag
coefficients CL(αl,k) and CD(αl,k) are functions of only the angle of attack
αl,k of the left wing and are in the form of Equation (3.1). The directions
of these forces must be represented in the workspace, i.e. the inertial frame.
Therefore, we use a coordinate transformation to represent the velocity back
in the inertial frame:
(vqc,l,k)proj = Rl(vlqc,l,k)proj. (3.18)
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The direction of the drag force component is in the negative direction of the





The direction of the lift force component is normal to the quarter chord
velocity and confined to the cross section of the wing intersecting the quarter









The aerodynamic force Fl,k on strip k is computed by adding the lift and
drag components with their directions as
Fl,k = ‖FL,l,k‖ v̂L,l,k + ‖FD,l,k‖ v̂D,l,k. (3.21)
The process for computing Fr,k is identical to Fl,k. The steps for deriving Ft
are nearly the same, except that it is not broken up into strips. The area of
the tail plate is At = tcts.
We use the principle of virtual work to transform these workspace forces


















Vector Γ(q, q̇) represents the generalized aerodynamic forces and torques on
the configuration variables, and it appears in Equation (3.11) and Equa-
tion (3.12).
3.3.5 Selection of number of strips
The number of wing strips Ns used to compute Γ affects the accuracy of
the model. More wing strips provide a better approximation but are more
computationally expensive. We would like to find the minimum number of
strips to approximate the wings, so we simulate the aerodynamic forces on
the wings for varying numbers of strips from 1 to 10. We also simulate for
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Figure 3.5: NRMSE between the aerodynamic forces computed by the
model for varying numbers of wing strips and for 100 strips in the x and z
directions for one wingbeat cycle.
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100 wing strips to provide an estimate for the ground truth of the simulation.
This is an order of magnitude larger than a typical number of strips [44], so we
consider this as an accurate estimate. We simulate the aerodynamic forces of
each strip Fr,k and Fl,k with a flapping frequency of 8 Hz and a windspeed of
6 m/s, the average speed of flight of B2, and a sampling frequency of 0.001 s.
We sum the forces of all the strips and both wings to get the force in the x
and z directions.
We compute the normalized root-mean-square error (NRMSE) between
the given simulation with Ns strips and that with 100 strips to evaluate the









where xk is the actual value (100 strips) and x̂k is the estimated value (Ns
strips) at time tk, and N is the number of time samples. We are using abusive




is the root-mean-square error (RMSE). The terms xmin and
xmax are the lower and upper bounds of the state, and
1
xmax−xmin normalizes
the RMSE term. These bounds are the set to be the minimum and maximum
values computed.
The resulting analyses are plotted in Figure 3.5. These plots demonstrate
that as the number of wing strips is increased, the resulting force computed
converges. After using Ns = 3, the NRMSE drops below 1% for force in both
the x and z directions over a wingbeat. Thus, we make the argument that
Ns = 3 wing strips is a sufficient approximation.
3.3.6 Enforcing actuator trajectories
B2 flaps its wings continuously during flight, and thus we can impose con-
straints on the dynamics such that qFL tracks a sinusoidal flapping trajectory
and qPS tracks a sinusoidal pronation trajectory. Sinusoidal functions have
been used in the literature to model the flapping and pronating angles [44].
We can use partial feedback linearization in order to enforce these conditions.
The actuated DoFs of the system are qFL, qPS, qDV because the inputs can be
selected to arbitrarily shape these coordinates. The coordinates qy, px, and
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pz are unactuated. We separate the dynamics from Equation (3.12) into the
actuated and unactuated coordinates as
q̈a = fa(q, q̇) + ga(q)u
q̈u = fu(q, q̇) + gu(q)u.
(3.24)
Because this system is affine in control, we can simplify this expression by
redefining the input terms uFL, uPS and uDV. The control action
u = g−1a (q) (ν − fa(q, q̇)) (3.25)
simplifies the actuated dynamics to q̈a = ν. The new control term ν =[
νFL νPS νDV
]>
allows direct shaping of the actuated coordinates. This
is necessary to constrain the flapping angle qFL to a sinusoidal flapping tra-
jectory qrFL(t) = aFL sin(ωFLt + bFL) + cFL to effect periodic flapping of the
model. Similarly, we use this to force the pronation angle to the periodic
reference qrPS(t) = aPS sin(ωFLt+ bPS) + cPS to mimic the passive pronations
of each wingbeat. Note that the frequency of pronation is the same as that
of flapping, as pronation is coupled to the flapping motion. We select the










PS − q̇PS) + k2(qrPS − qPS)
(3.26)
in order to track these desired references. We force the pronation angle to
be 90◦ out of phase with the flapping angle by the condition
bPS − bFL = π/2, (3.27)
as this advanced rotation is used for modeling flapping flight [44].
3.4 Additions to Model
We make several significant improvements to the outlined model of B2. First,
we have designed a custom coupling function to express the interaction be-
tween the tail and wing surfaces. Second, we add an additional aerodynamic
surface to represent the part of the membrane that is fixed to the body.
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Third, we add a nonlinearity for the tail angle to be used in the aerodynamic
force calculation.
3.4.1 Wing and tail coupling
We have observed an interesting phenomenon in B2 that arises from the cou-
pling between the membrane surfaces of the wings and tail. The membrane
is a single piece of silicone that is stretched across B2. It is anchored to the
three digits of each wing, the front of the forelimbs, the hindlimbs, and the
top of the body. As a result, movement from the tail affects the state of the
wings. When the hindlimbs are in the up position, the membrane starting
at the front of the wings gently slopes upward toward the tail. This gives
the pronation angle of the wings a downward tilt because the front of the
wings is below the rear membrane of the wings. Likewise when the hindlimbs
are positioned down, the membrane of the wings slopes downward as it gets
closer to the tail. The pronation angle of the wings will have an upward tilt
as the front the wings is above the rear membrane of the wings.
We can incorporate this phenomena in our model by augmenting the ref-
erence pronation angle qrPS to become
q̄rPS(t) = q
r
PS(t) + acoupqDV(t), (3.28)
where acoup is the scaling factor for qDV and q̄
r
PS is the new reference pronation
angle. The scaling factor must be a negative constant in order for an upward
position of the tail to give the pronation angle a downward tilt. When B2 is
flying and the hindlimbs move up, the sinusoidal pronation angle reference
will be negatively offset from zero and the pronation angle will track this
new reference. Likewise, when the hindlimbs are moved down, the pronation
angle will track a positively offset reference angle. It is important that we
modify the reference angle and not qPS directly because qPS is determined
by the control input uPS and cannot be directly modified. The value for the
scaling factor acoup is tuned through optimization in Chapter 4.
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3.4.2 Body plate
Another difficulty for properly modeling B2 has appeared because the simu-
lated trajectories of the model often overshoot the actual experimental tra-
jectories. Part of the reason is that the model contains three aerodynamic
forces: one for the right wing, one for the left wing, and one for the tail. The
problem is that the membrane is attached to the body at the centerline, so
while the model accounts for the flapping wings, it ignores an element of the
surface that remains flat against the body during the flight. When the robot
is flying at a larger angle of attack, this surface would contribute more drag
to the robot than is currently modeled. As a result, we add an additional
aerodynamic surface at the body to compensate for this.
We define the area of this plate to be Ab, and the x-displacement between
its center and the body CoM to be rb. We roughly estimate this offset to
be −3 cm. The value for Ab is difficult to determine with certainty as the
wing surface is continuous, and it is a bit arbitrary as to how much area is
included in the wings and in this plate. Therefore, Ab is a decision variable
in the optimization in Section 4.2.
3.4.3 Tail mapping function
In spite of these additions, simulations of flights with a tail angle of qDV =
0◦ drop significantly faster than the actual experimental data for this tail
position even after optimizing all parameters with data using the methods
in Section 4.2. Other positive angles qDV ≥ 0◦ likewise underestimate the
altitude gain. We have noticed a high sensitivity for angles near this 0◦
mark, and this occurs partly because the membrane on the tail is stretched
the tightest at the neutral position. As a result, there is a sharp jump
between positive and negative angles at this transition point. We model this





DV, qDV >= 0
qDV, qDV < 0
(3.29)
where c+DV is a positive constant. The new term q̄DV is used in place of
qDV to compute the aerodynamic forces on the tail, but qDV is still used in
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Figure 3.6: 3D model of B2 dynamics and aerodynamics.
the dynamics. The value of c+DV will be determined in the optimization in
Section 4.2. We note that though there is a discontinuity here, the model
can be used for control and planning in the future by fitting a function to
smooth the transition. This fit is given in Chapter 5.
3.5 Extension to Three Dimensions
The longitudinal model of B2 is restricted to a two-dimensional plane. In
order to plan other maneuvers such as banked turning, we need to extend this
model to three dimensions. Figure 3.6 displays the additions that we have
made for this extension. The physical system can rotate in three axes and
translate along three axes. We add the underactuated DoFs for the roll angle
qx, the yaw angle qz, and the y position py of the body CoM to the existing









These are the vectors for body CoM orientation and position.
Each wing of the robot folds and unfolds using its own 1-DoF closed-loop
six-bar linkage system known as a Watt mechanism. This mechanism mod-
ulates the effective wing area to change the aerodynamic forces on the wing.
There is a nonlinear mapping between the linkage position and the wing
area. Therefore, we approximate this in our model by adding the actuated
DoFs of the right and left folding positions qFO,r and qFO,l. These DoFs rep-
resent the physical lengths of each wing. At full extension, qFO,r = ws and
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qFO,l = ws. The total area of the right wing is Ar = qFO,rwc, and the left wing
is Al = qFO,lwc. As the right wing is retracted, the length qFO,r is reduced
and the effective wing area decreases. This is equivalent for the left wing.
The input forces uFO,r and uFO,l directly actuate these coordinates. The
asymmetric movement of the robot’s hindlimbs is approximated as tail plate
rotation qRO. One leg moving up and the other moving down can be modeled
as a rotation of the tail plate about its chordwise direction. The torque uRO
actuates the tail rotation. This combined with the dorsoventral movement
qDV approximates the movements of both legs. These added unactuated and
actuated coordinates create the new local-to-inertial frame transformations
Fb : Rb = Rotx(π) Rotz(qz) Roty(qy) Rotx(qx)
Fr : Rr = Rb Rotx(−qFL) Roty(qPS)
Fl : Rl = Rb Rotx(qFL) Roty(qPS)
Ft : Rt = Rb Roty(−qDV) Rotx(qRO).
(3.30)
The transformations Fr and Fl are updated with the new definition of Rb,
but otherwise they remain unchanged because qFO,r and qFO,l do not effect
them. The body-to-inertial-frame transformation uses the ZYX Euler angle
convention with an additional flip of the y and z axes so that the z axis
points up in the inertial frame and down in the body frame. This convention
is also used in past works of modeling B2 [16,41]. The full expression is given
in Appendix A.3.











































The position pb includes py, and qFO,r and qFO,l replace ws in pr and pl. The







































The kinetic and potential energies are computed with Equation (3.5), Equa-
tion (3.6), and Equation (3.8) after making the updates to the variables of
the last several equations. We use Equation (3.10) to derive the equations of
motion in the format of Equation (3.11). We solve for q̈ as in Equation (3.12)
and put the system in state space form as Equation (3.13).
We update the expressions for the quarter chord positions at each strip of
the wings and the tail to be
























) are the spanwise posi-
tions of the right and left wings at the center of strip k. The aerodynamic
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forces are computed using these updated variables and using the methods





The model of B2 presented in Chapter 3 achieves the requirement of low
computational complexity. However, this was made possible by making a
number of simplifying assumptions such as ignoring flexibility and aeroelas-
ticity and assuming quasi-steady aerodynamics. As a result, B2 has signifi-
cant unmodeled dynamics that reduce the accuracy of the proposed model.
We can mitigate these effects by using actual data of the robot to optimize
the parameters of the first-principles model.
In this chapter, we propose a novel methodology for using load cell data
and free-flight data to adjust a specific set of the model parameters. This
framework is shown in Figure 4.1. Initially, we use load cell data to tune the
amplitude of the pronation angle sinusoidal reference trajectory in order to
match the thrust produced in simulation to that recorded on the load cell.
Then, we run optimization to tune the remaining parameters by matching
long-term flight prediction of simulated flights and actual free-flight experi-
ments. While some of the parameters like mass and wingspan need not be
changed because they have strong physical intuition, other parameters such
as the wing chord length and the wing and tail coupling constant are rough
approximations and can be modified to improve performance.
B2 is a unique system when compared to the other existing flapping-wing
robots. Unlike many flapping systems with separate surfaces for the wings
and tail, there is only a single aerodynamic surface that includes both wings
and the hindlimbs on B2. Other works have capitalized on having separate
wing and tail surfaces by doing parameter estimation with each individually
[66]. Disconnecting either the wings or hindlimbs on B2 would change the
tension of the wing membrane such that it would not stretch properly across
the robot. Thus, we are forced to consider the entire system as a whole.
Additionally, movement of the hindlimbs affects the wing surface, and other
aerodynamic models do not account for this. Our model and parameter
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Figure 4.1: Flow chart of the proposed parameter estimation methodology.
estimation method incorporate these unique features of B2 to provide a more
accurate optimized model of the robot.
This chapter is arranged in the following sequence. Section 4.1 lists the
methods of data collection for load cell and free-flight experiments. The
parameter estimation routine is outlined in Section 4.2, and the results are
given in Section 4.3. The load cell parameter estimation routine presented
in Section 4.2.1 has been published in [42].
4.1 Data Collection
We incorporate the use of data to improve the prediction capabilities of the
analytical model we have presented in Chapter 3. We have performed two
types of experimental means of gathering data of B2. First, we have col-
lected force sensor data using a load cell over a range of flapping frequencies.
Second, we have collected position and orientation data of B2 launched into
free flight for a series of different tail configurations.
4.1.1 Load cell
We recorded force data with an analog six-axis JR3 force-torque sensor
(model #30E12A4). Figure 4.2 shows B2 secured to the sensor. A fixed volt-
age of 8.4 V powered a speed controller and brushless DC (BLDC) motor driv-
ing the flapping motion. The load cell signals were recorded with a dSPACE
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Figure 4.2: B2 on load cell sensor experimental setup.
CLP1104 I/O box and were saved onto a computer with a DS1104 R&D
Controller Board. The sampling rate was 1000 Hz. We recorded Nl = 10
load cell tests at various flapping frequencies between 0 Hz to 10 Hz with no
wind speed and for a duration of 2 s per test. The raw data of each test is
the net force in the x direction (forward in the inertial frame). The recorded
data were post-processed by subtracting the nominal force readings (no flap-
ping) to remove the force of gravity and sensor biases, and they were filtered
with a 6th-order Butterworth low-pass filter with a cutoff frequency of 50 Hz
to remove high-frequency noise. We group the processed force data of each
recorded test i with N = 2001 time samples into the time series
{F ix,exp(tk), k = 0, · · · , N − 1; i = 1, · · · , Nl}, (4.1)
where F ix,exp(tk) is the force in the x direction of test i at time tk.
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Figure 4.3: Image of a free-flight experiment. B2 is shown in the
middle-right side of the image
4.1.2 Free-flight data
B2’s electronics consist of a set of actuators, sensors, and a processor. A
brushless DC (BLDC) motor powers the robot to flap by driving a crank
shaft that moves the wings upward and downward. The two hindlimbs are
independently controlled by two servo motors. B2’s wings and hindlimbs are
constructed from hollow carbon fiber rods and nylon 3D-printed parts, and
a thin silicone membrane is stretched across the entire structure. B2 has
an on-board IMU (VectorNav VN-100) that estimates roll, pitch, and yaw
attitude and relays them to the on-board computer (STM32f429II, 180 MHz
32-bit Arm CPU). A 2S LiPo battery powers B2’s electronics and actuators.
We use this configuration for the following experiments.
We recorded 43 free-flight experiments in the Intelligent Robotics Labo-
ratory (IRL) flight arena at the University of Illinois at Urbana-Champaign
(UIUC). A single flight experiment is shown in Figure 4.3. This facility is
equipped with eight Vicon T40 motion capture cameras covering a 10× 9×
4 m3 capture volume. We attached four reflective markers to the top of the
robot as shown in Figure 4.4. We used the Vicon Tracker 3.4 software to com-
pute the position and orientation of the rigid body formed by these markers.
Using the Vicon DataStream SDK, we recorded this data at a rate of 100 Hz.
The IMU on B2 concurrently estimated orientation, and the on-board com-
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Figure 4.4: Image of B2 used in load cell and flight experiments. The
reflective markers are attached to the top carbon fiber structure in order to
be elevated enough to minimize marker occlusions from the Vicon system.
puter logged this to a microSD card. This is a high-performance IMU with
a propriety algorithm for estimating orientation, and thus its estimation is
comparable to the Vicon system as seen in Figure 4.5. No post-processing
was necessary for the IMU data. We logged the input duty cycle to each
servo motor on the computer. This is mapped to an angle for qDV by con-
verting the duty cycle to the corresponding angle. We created a one-to-one
mapping between duty cycle and tail angle by recording the tail angle for
different duty cycles in increments of 0.5% from 5% to 10% and fitting a
cubic polynomial to the data points.
While past work [42] has used IMU only for recording data, we deemed
it necessary to collect Vicon data as well to improve the accuracy of the z
position data and to additionally record x position. The Vicon position data
is quite accurate, but Vicon Tracker software occasionally miscalculates the
orientation of the robot. This behavior has been reported in previous work
for Vicon measurements of a bat robot [18]. The oscillation of the robot
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Figure 4.5: Pitch angle recorded by Vicon system (blue) and IMU (red) for
one flight experiment. There is very little drift in the IMU data over the
full flight. The Vicon data, however, has some issues in orientation.
and the occlusion of the markers from the wings are likely causes of this
problem because this issue was not present when the wings were fixed and
not flapping. We process the data to ignore miscalculations. Ignoring jumps
resulting from angle wrapping, data points are discarded if any of the Euler
angles jump beyond 90◦ from the mean angle for that given flight. Any gaps
left in the data are fixed with linear interpolation. We estimate the velocity
and acceleration using forward finite differencing.
The Vicon Tracker software reports Euler angles in the XYZ global con-
vention, and the model of B2 from Chapter 3 is in the ZYX convention.
Additionally, the body frame attached to B2 in the Vicon Tracker software
has the z axis pointing up above B2. However, the model has the z-axis
pointing down. In order to match the Euler angles of the orientation to our
model, we transform the data into the coordinates of the model. First, we use
the Vicon Euler angles qxv , qyv , and qzv to create the transformation matrix
that maps Vicon body frame to inertial frame
Rbv = Rotx(qxv) Roty(qyv) Rotz(qzv). (4.2)
The remaining derivation for computing the Euler angles from this matrix is
given in Section A.3.
Figure 4.5 shows the correspondence between the Euler angles measured
from IMU and Vicon. This figure demonstrates two things. First, the IMU
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Figure 4.6: Custom built launcher for B2.
produces very accurate measurements with little to no drift. Second, the
Vicon measurements have jumps and discrepancies in the orientation of the
robot even after processing. Thus, we use the orientation data of the IMU and
the position data of the Vicon system. We synchronize the time between the
two data sets using the cross correlation of each pitch angle qy to compute
the number of time samples the data needs to be shifted by. Lastly, the
robot does not have a sensor for measuring the flapping angle qFL, so we
estimate this angle using the measured pitch qy. The flapping angle is the
same frequency as pitch oscillation, and in fact they both are in phase with
each other. The pronation angle qPS is passive in B2, but in our model it
tracks a reference 90◦ out of phase with qFL, and thus we estimate this from
qFL.
B2 was launched for each flight test using the custom built launcher shown
in Figure 4.6. 3D-printed loops on the top of B2 constrain it to slide along a
steel rod. The robot is accelerated using a 3D-printed slider on the rod that
pushes the robot from behind. Two elastic surgical tubing chords connect
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Figure 4.7: Trigger for launcher.
between the slider and two arms that extend from the rear of the launcher
at 45◦ angles. A release lever, shown in Figure 4.7 and Figure 4.8, holds
the slider in place when it is pulled back and the chords have tension. The
rectangular clamp at the end of the slider loosely holds the robot in place.
This system is held by two large wooden supports on the right and left sides
and two steel rods that secure the pitch angle of the launcher.
The launcher accelerated the robot to a speed of roughly 9 m/s for each
test. The BLDC motor was driven to a speed that makes B2 flap at roughly
8.5 Hz immediately before launch. The computer began logging IMU data
upon sensing a large x-acceleration value. The launcher was considerably
more reliable than hand launch for minimizing variation in initial conditions.
Specifically, minimizing the roll rate and keeping the initial roll position at
0◦ is critical because we are using a 2D model. The flight paths of all the
tests recorded are shown in Figure 4.9.
The data set consists of 43 flights with tail configuration qDV between
±20◦. Each flight has a duration of roughly 1 s. The first series of tests were
fixed to constant qDV < 0 tail positions and the second series were fixed to
constant qDV ≥ 0 positions. The third series started at a constant qDV = 3◦,
then the tail was moved down to a negative angle, and then shortly after
up to a positive angle. We group the variables q and derivatives q̇ of each
recorded trajectory i with Ni time samples into the time series of state vectors
{xiexp(tk), k = 0, · · ·Ni−1; i = 1, · · · , Nf} for all Nf flights.
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Figure 4.8: CAD image of launcher.
The data collected has a 3D representation, with roll, pitch, and yaw
Euler angles and x, y, and z positions. The model in this study is 2D and
all flights in this study are straight with minimal roll, yaw, and y movement,
so we consider only the pitch angle qy, as well as translational coordinates px
and pz (after aligning the x axis with the direction of flight).
4.2 Parameter Estimation
The load cell data and free-flight experiments provide two data sets for train-
ing the parameters of the model from Chapter 3. We formulate two opti-
mization routines to find optimal model parameters using these data sets.
4.2.1 Load cell parameter estimation
The amplitude aPS of the pronation angle reference trajectory q
r
PS is challeng-
ing to estimate because the pronating motion is passive in B2. The forelimb
is connected at the front of the wing, and the wing is flexible. In order to
estimate an appropriate amplitude for this angle, we utilize the load cell data
collected and consider the thrust that the robot is producing (force in the x
direction).
The recorded force F ix,exp in the x direction of trial i includes the thrust of
the robot as well as inertial forces from the forward and backward oscillation
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Figure 4.9: All flight experiments plotted onto one figure with pz vs. px
displayed. This represents a variety of different tail configurations making
the robot dive for some flights and gain altitude for others.
induced by flapping. This complicates comparison of the actual data to our
model. Therefore, we consider the average of this force over the full duration
of the test. The oscillations will cancel out, but the averaged force will give
the average net thrust. We compute the average net force in the x direction







where M < N is the last point of data with the same phase as the start point.
We consider data points between the range of two points with the same phase
to get an unbiased average over one wingbeat period. We group each average
force with its flapping frequency ωiFL as {ωiFL, F̄ ix,exp, i = 1, · · · , Nl}.
The averaged forces F̄ ix,exp are plotted against their frequencies ω
i
FL in
Figure 4.10. It can be observed that the pronating motion of the wings
causes an average positive force in the x direction, and it is responsible for
the thrust that B2 produces. Furthermore, it is a function of the flapping
frequency because the thrust increases with higher frequencies. In order to







(F̄ ix,sim − F̄ ix,exp)2 (4.4)
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Model Guess: aPS = 11.5 deg
Model Optimized: aPS = 19.3 deg
Figure 4.10: Comparison of average net x-force (thrust generation) of
physical experiments on a load cell (red), those simulated with the
proposed aerodynamic model with the initial guess for aPS (dotted blue),
and those with the optimized value for aPS (solid blue). This plot shows a
significant improvement in average thrust prediction at varying flapping
frequencies after running the parameter estimation routine.
to minimize the error between the average of the simulated model and the
average of the load cell data of the force in the x direction. The term F̄ ix,sim
is the mean of the simulated force in the x direction, and it is a function of
the decision variable aPS. We divide by |F̄ ix,exp| to normalize the weight at
each frequency. We compute the aerodynamic forces of the 2D model using
the state trajectories
qy(tk) = 0, px(tk) = 0, pz(tk) = 0
q̇y(tk) = 0, ṗx(tk) = 0, ṗz(tk) = 0
qFL(tk) = aFL sin(ω
i
FLtk + bFL) + cFL
qPS(tk) = aPS sin(ω
i


















with a step size of 0.01 s between samples. For each sample, the generalized
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We can compute F ix,sim from Γ by taking the entry that corresponds to p̈x








where N is the number of time samples.
The optimization is subject to the bounds 0◦ ≤ aPS ≤ 45◦. We provide
the initial guess of aPS = 11.5
◦ by recording B2 flapping at full speed and
measuring the pronation angle of the video frame when qFL = 0
◦, which is the
maximum amplitude for qPS because of the 90
◦ phase offset. This is the initial
guess for the optimizer. Figure 4.10 shows the results of the optimization of
the pronation angle amplitude, and it can be seen that this is accurate for
the full range of flapping frequencies.
4.2.2 Free-flight parameter estimation
Past works state the limitations of using only load cell data for flapping
systems due to the system being constrained rigidly to a platform and not
allowed to oscillate naturally [71]. While the optimization with load cell data
has improved thrust prediction of B2 by estimating aPS, many of the other
parameters must also be tuned in order to have accurate free-flight prediction.
The current values for many of the parameters of the first-principles model
are estimates based on physical measurements of B2. There are unmodeled
dynamics in the system, and we can account for some of these effects by opti-
mizing these model parameters. Given the value for the pronation reference
amplitude aPS from the load cell optimization, we estimate the remaining pa-
rameters using data from free-flight experiments. This full process is shown
in Figure 4.1.
We select the decision variables to be wc (wing chord length), ts (tail span),
Ab (area of body plate), CL1 , CD1 , CD0 (aerodynamic coefficients), c
+
DV (tail
function mapping parameter), and acoup (factor for coupling qPS and qDV).
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Figure 4.11: Flow chart of the proposed parameter estimation methodology
for free-flight data.
The wing chord and tail span are both estimates because the wing and tail
are part of a contiguous surface, and it is a bit arbitrary as to where they
should be separated. Consequently they are included as decision variables in
the optimization. We group all of these parameters into the vector P .
It is important to note that we do not include aPS as a decision variable for
the free-flight parameter estimation. Fixing the value of aPS after the load
cell optimization reduces the complexity and nonlinearity of the free-flight
estimation optimization problem and reduces computation time. Addition-
ally, we have found that including it in the optimization does not improve
the prediction capability results.
The model of B2 is to be used for trajectory optimization and control, so
we desire it to have excellent long-term prediction capabilities with minimal
long term simulation errors. Therefore we consider a multistep prediction
formulation. This free-flight parameter estimation framework is shown in
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Figure 4.11. Given the same initial condition and actuator commands as
each experimental flight result, ideally our simulated model will closely match






∥∥x̄isim(tk)− x̄iexp(tk)∥∥2 , (4.8)
where x̄ = xu =
[
qy px pz q̇y ṗx ṗz
]>
. Here we are only considering the
error between the body CoM orientation and position as a metric for eval-
uating tracking performance of our model because the actuated coordinates
should be roughly equivalent.
We use forward Euler integration with a step size of dt = 0.001 s as
x(tk+1) = x(tk) + f(tk)dt (4.9)
to generate the simulated state trajectory {xisim(tk), k = {0, · · · , N − 1}}
for trial i. The initial state of the forward simulation is set to xisim(t0) =
xiexp(t0), i.e. the initial state of the experimental flight result. The references
for the actuated states (qFL, qPS, qDV) and their derivatives are likewise set
to be those recorded in data. For the flights in which the tail actuator
changed between multiple positions, we add a small delay of 0.1 s to qrDV
when simulating the flights to account for the delay of the servo motors. We
add the constraint on the aerodynamic coefficients CD0 +CD1 ≥ 0 to prevent
the drag term from adding thrust instead of drag. If CD is negative, drag
would be adding thrust to the model.
We used the interior-point algorithm of Matlab’s fmincon to solve the
proposed optimization problem. The original model parameters from Chap-
ter 3 were used as the initial guess to the optimization. Additionally, we
experimented with different numbers of flight tests to use as the training
data in an effort to find the minimum number of trials needed to train the
model.
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(a) qDV = −6◦.




































































(c) qDV = −16◦.
Figure 4.12: Parameter estimation results showing pitch angle qy and body
CoM position pz vs. px for qDV < 0. Gray is actual flight data, dotted blue
is the original model prediction of the model after forward simulation, and
dotted green is the optimized prediction of the model.
4.3 Results
We run a set of different analyses in this section to demonstrate several
things. First, we provide an in-depth analysis of the effects of the parameter
estimation on the model and the physical intuition behind the results. Sec-
ond, we show that this method requires few training trials for dramatically
improved performance. Third, we analyze the different elements of the model
and demonstrate their contributions to the overall performance of the model.
We separate the free-flight data into a training data set and a testing




































































































(c) qDV = 10
◦.
Figure 4.13: Parameter estimation results showing pitch angle qy and body
CoM position pz vs. px for qDV ≥ 0. Gray is actual flight data, dotted blue
is the original model prediction of the model after forward simulation, and
dotted green is the optimized prediction of the model.
total 43 experiments. Nine flights have the tail fixed, with qDV < 0 for
four flights and qDV ≥ 0 for five flights. Four flights have the tail at vary-
ing positions. Together these flights cover the tail for angles in the set
qDV ∈ {−16◦,−12.5◦,−12◦,−9◦,−6◦, 0◦, 3◦, 5◦, 10◦, 15◦, 20◦}. The subse-
quent analyses and plots in this section use only the remaining 30 flights
of the test data set. No training data are used in the analyses except for one
analysis comparing training and testing data.
Some of these analyses include the normalized root-mean-square error
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(a) qDV = 15
◦.
































(b) qDV = 20
◦.
Figure 4.14: Parameter estimation results showing pitch angle qy and body
CoM position pz vs. px for qDV ≥ 0. Gray is actual flight data, dotted blue
is the original model prediction of the model after forward simulation, and
dotted green is the optimized prediction of the model.









where xk is the actual value and x̂k is the estimated value of the selected




is the root-mean-square error (RMSE). The terms xmin and
xmax are the lower and upper bounds of the state, and
1
xmax−xmin normalizes
the RMSE term. We set the bounds of each state based on their expected
ranges, and we write these in Table 4.1. The predicted state is generated
using the same forward simulation methods from Section 4.2.2.
4.3.1 Analysis of parameter estimation
In these analyses, the baseline model is that developed in Chapter 3, but with










































































































Figure 4.15: Parameter estimation results showing pitch angle qy and body
CoM position pz vs. px for qDV = 3
◦, then qDV < 0, and finally qDV ≥ 0.
Gray is actual flight data, dotted blue is the original model prediction of
the model after forward simulation, and dotted green is the optimized
prediction of the model.
and no parameter estimation. Its parameters are given in Table 4.2. The
optimized model uses each of the extensions, and its parameters are tuned
using the methods from Section 4.2. First, the load cell parameter estimation
is run to get aPS, then the free-flight parameter estimation is run to optimize
the other parameters.
We evaluate the performance of long-term prediction for the baseline model
and the optimized model by plotting the state trajectories of the actual data
against these models. We select a handful of different flight experiments
from the test data set to represent different scenarios of the tail position
for qDV < 0 (Figure 4.12), qDV ≥ 0 (Figure 4.13 and Figure 4.14), and qDV
initially constant, pitching down, and then pitching up (Figure 4.15). Each of
these figures shows the pitch angle qy over the full the trajectory, the body’s
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Figure 4.16: Parameter estimation results showing prediction results for a
single trial of the unactuated coordinates. The tail angle is made to vary
for this test. Gray is actual flight data, dotted blue is the original model
prediction of the model after forward simulation, and dotted green is the
optimized prediction of the model.
flight path given by pz vs. px, and the tail angle qDV. The plots for negative
qDV and large positive qDV show how the baseline model overestimated the
effects of the tail’s influence on the dynamics and the new and optimized
model’s effectiveness in prediction. The improvement in prediction of qDV = 0
is partly due to the added bias term from Equation 3.29 whose parameter
was optimized. The evolution of the pitch angle is remarkably accurate for
many of the plots, especially for the cases of varying qDV in Figure 4.15.
Likewise, the altitude prediction is quite accurate.
Figure 4.16 and Figure 4.17 provide a full representation of each of the
states for a single flight experiment. It can be seen that there are spikes
in the x velocity of the actual data. Small position error approximations
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Figure 4.17: Parameter estimation results showing prediction results for a
single trial of the actuated coordinates. The tail angle is made to vary for
this test. Gray is actual flight data, dotted blue is the original model
prediction of the model after forward simulation, and dotted green is the
optimized prediction of the model.
of Vicon system lead to larger spikes in the velocity. However, because we
are considering the long-term prediction of the full trajectory, the results are
mostly unaffected by these errors.
The optimized values for the decision variables in the optimization are
shown in Table 4.2. The changes of the parameters are difficult to explain be-
cause they represent responses to unmodeled dynamics of the system. How-
ever, a few seem to have physical explanations. The wing chord length and
tail span have both decreased significantly, and this effectively decreases both
wing and tail area. Area is directly proportional to the aerodynamic force on
the surface, so consequently the force is likewise reduced. The improvement
from reducing wing area is reflected in Figure 4.12, Figure 4.13, Figure 4.14,
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Table 4.1: NRMSE lower and upper bounds for normalization.





px 0 10 m
pz 0 2 m
q̇y −8 8 rad/s
ṗx 4 8 m/s
ṗz −2 2 m/s
Table 4.2: Comparison of the initial guesses (original model parameters)
and final values of the decision variables of the parameter estimation with
13 training flights and all model extensions.
Parameter Initial Optimized Description
wc 0.24 0.172 wing chord (m)
ts 0.12 0.089 tail span (m)
CL1 1.58 1.332 lift coefficient amplitude
CD1 −1.55 −1.639 drag coefficient amplitude
CD0 1.65 1.713 drag coefficient offset
c+DV 0.00 0.088 qDV offset parameter
Ab 0.00 0.012 area of body plate (m
2)
acoup 0.00 −0.592 qDV-qPS coupling offset
and Figure 4.15 because the pitch angle oscillation amplitude is reduced and
now matches significantly better to the flight results. The reduced tail area
is also apparent in the plots because the baseline model overestimated the
effect of the tail for increasing and decreasing pitch and altitude.
4.3.2 Varying the number of training trials
We run the parameter estimation routine to train the model with varying
numbers of flights from the training data set to demonstrate the effects of
the amount of training data used. We train the model with 1, 2, 3, 6, 9,
and 13 flights using the methods from Section 4.2. This produces a set of
models with different parameters depending on the number of flights used
for training. For each of these models, we compute the NRMSE for the
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Figure 4.18: NRMSE for flights in the testing data set. The top plot is for
fixed qDV positions and the bottom is for varying positions (qDV averaged
over the flight). The legends show the varying number of training flights
used in the optimization.
underactuated states xu =
[
qy px pz q̇y ṗx ṗz
]>
for each flight of the
test data set. We average the NRMSE for all of the states xu for a given





where NRMSEi,k is the NRMSE of state k for flight i and nxu is the number
of state variables in xu. For each model, we plot the average NRMSE value
of each test flight i against the average tail position qDV of that flight in
Figure 4.18. Then, we compute the average error over all the flight test
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Figure 4.19: Mean of the NRMSE for all predicted flights in the testing
data set vs. the number of flights used for training the model. This plot
demonstrates how significant improvements to prediction are made even
after a single 1-s flight experiment is used for training.





where ntest = 30 is the number of flights in the testing data set. We plot
NRMSEavg of each model in Figure 4.19 against the corresponding number
of training flights used. These plots demonstrate several things. First, there
is a clear trend of improvement for every predicted flight test, and most sig-
nificantly for trials at qDV = 0
◦. Second, even after training with just a single
flight test, there are dramatic improvements in performance, demonstrating
that the model structure requires very few data points to be trained with.
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Figure 4.20: NRMSE for states qy, px, and pz with varying model attributes
for testing data. Top: NRMSE is computed for trials with tail angles
qDV < 0. Bottom: NRMSE is computed for trials with tail angles qDV = 0.
4.3.3 Varying the elements of the model
We analyze the performance improvements of each addition to the baseline
model: parameter estimation, tail function, body plate, and wing-tail cou-
pling. In our analyses, we consider both the individual contributions of these
additions as well as the subsequent improvements after including each ad-
dition. We compute the predictions for the flights of the testing data to
get the average NRMSE for comparison. First, we use only the baseline
model with none of the additions. We denote this as “Baseline”. Second,
we use the parameter estimation methods with load cell and free-flight data
from Section 4.2. This is designated “PE”. Third, we use the extension of
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Figure 4.21: NRMSE for states qy, px, and pz with varying model attributes
for testing data. Top: NRMSE is computed for trials with tail angles
qDV > 0. Bottom: NRMSE is computed for trials with varying tail angles
qDV over the flight.
the wing-tail coupling function and run parameter estimation (“+WTC”).
Fourth, we use the extension of the the tail function with parameter estima-
tion (“+TF”). Fifth, we use all of the extensions (tail function, body plate,
wing-tail coupling) and run parameter estimation (“+TF+BP+WTC”). For
each of these additions to the model structure, we simply add the associated
parameter as a decision variable and run the optimization for free-flight data.
We separate the test data into four separate categories: qDV < 0, qDV = 0,
qDV > 0, and qDV varying. Then, we compute the NRMSE for each of these
models for the flight predictions of the respective category of the test data.
We plot the results of qDV < 0 and qDV = 0 in Figure 4.20 and qDV > 0 and
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qDV varying in Figure 4.21.
We notice that the largest source of error is in the prediction of the altitude
pz. The additions to the model primarily reduce this error. The error in
horizontal position px is relatively low to start with, so the additions have
a minor affect on this. However, there are more noticeable improvements
in prediction for the pitch angle qy. This is also apparent in the previous
analyses in which the amplitude of the pitch oscillation was reduced most
noticeably in Figure 4.13.
The prediction accuracy of the model for qDV = 0 is improved most by the
addition of the tail function. Of all of the plots, there is the most significant
jump when the tail function is added for this case. This is expected because
the tail function abruptly increases at qDV = 0, and thus it will likely have
the largest effect on angles closest to this vicinity.
It is interesting to observe that without the additions to the model, the
parameter estimation on its own does not adequately reduce the prediction
error. While Figure 4.20 shows some improvement for the cases of qDV < 0
and qDV = 0, Figure 4.21 actually shows a decrease in performance for the
cases of qDV > 0 and qDV varying. This shows that the parameter estimation
attempts to compensate for some of the scenarios but is insufficient to capture
the full dynamics of the system for different tail angles. This issue is solved
with the additions of the tail function, the body plate, and the wing-tail
coupling.
4.3.4 Prediction of training vs. testing data
While previous analyses consider only testing data, here we compare the
prediction error of the flights used for training with those used for testing.
Figure 4.22 displays the average NRMSE of the states qy, px, and pz for
the models with varying components both for only training data and only
testing data. We observe that while each addition to the model lowers the
prediction error for the training data, the parameter estimation on its own
actually increases the prediction error for the testing data. This further
demonstrates the need for the additions to the model as it is insufficient for
prediction even with parameter estimation.
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Figure 4.22: Top: NRMSE for states qy, px, and pz with varying model
attributes for all trials of training data. Bottom: NRMSE for states qy, px,
and pz with varying model attributes for all trials of testing data.
4.3.5 Effects of wing-tail coupling
The wing-tail coupling is a critical part of the model. Without it, even
after optimizing the parameters the model overestimates the tail’s influence
for large positive qDV and gains too much altitude. This can be observed in
Figure 4.23 for a flight with the tail fixed at the large angle of 15◦. We plot the
results of prediction for using the model with all extensions and optimization
against those without the wing-tail coupling. It can be seen that though the
predictions of the pitch angles are relatively equivalent, the model lacking
the wing-tail coupling significantly overshoots the altitude gain. Notice also
the offset in pronation qPS of the model with wing-tail coupling.
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Figure 4.23: Actual state trajectories of a single trial compared with
long-term predictions of the model with parameter estimation and no
wing-tail coupling (dotted blue) and that with wing-tail coupling (dotted
green). This flight has the tail fixed at 15◦.
The effect of the coupling can be explained as follows. When the tail is
tilted up to a large angle, the wings have a negatively biased tilt because of
the wing-tail coupling. The tail produces a net torque on the system from
the aerodynamic force on it and reorients the body to pitch up. If the wings
had a neutral tilt, the angle of attack of the wings would be positive and
would produce more lift and force the robot to a higher altitude. However,
given the negative tilt, this reorientation gives the wings a neutral angle
of attack, producing less lift in this case and less altitude gain. This is
clear from the plots for qDV = 15
◦ and qDV = 20
◦ in Figure 4.14. Even
with parameter estimation, not having the wing-tail coupling causes poor
prediction of altitude as shown in Figure 4.23.
4.4 Discussion
In summary, the proposed parameter estimation methodology and the addi-
tions to the model significantly reduce the long-term prediction error of free-
flight experiments. We have shown that each addition to the model plays an
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important role in improving prediction accuracy. This model is both compu-
tationally tractable and accurate, and it satisfies the requirements for use in
a trajectory optimization framework. The model requires few data for train-
ing, with even a single 1 − s flight of training data dramatically improving
performance.
The implications of the effectiveness of the wing-tail coupling term that
models the interaction between the wings and tail are significant. Future
mechanical design of this robot is affected by the amount of coupling between
these, and the effects of this coupling on flight performance characteristics




One of the proposed applications of B2 is construction site inspection. This
requires a means to create flight paths for B2 to follow. Hence, one of the next
important steps for further improving B2’s capabilities is motion planning.
However, this problem is challenging for several reasons. B2’s dynamics are
underactuated, and arbitrarily set paths that do not consider the dynamics
will often be infeasible. A planner may require B2 to climb to a desired
altitude of 5 m in 2 s to avoid an obstacle, but this may not be possible
given the limitations of the robot. As seen in Chapter 3, B2’s dynamics
are also highly complex and nonlinear. This precludes quickly solving a
feasible trajectory. Furthermore, the robot currently has a low thrust-to-
weight ratio of roughly 1
3
, and consequently B2 can follow only a narrow range
of trajectories. These things add to the importance of accurate trajectory
planning.
Using the model developed in Chapter 3 and Chapter 4, we have made
trajectory planning a tractable problem because the dynamics are simple to
compute but accurate from the use of data to describe the system’s complex-
ities. We formulated the trajectory optimization problem by transcribing the
optimal control problem to a nonlinear programming problem using direct
collocation. We selected an appropriate cost function and set of constraints,
and we solved the optimization problem for multiple flight maneuvers in-
cluding a launch to a desired altitude, a banked turn, and a launch, dive,
and recover maneuver. Experimental flight results validate the approach for
the launch to altitude maneuver and the launch, dive, and recover maneu-
ver. We have selected these maneuvers because more complex maneuvers
are challenging with the current hardware. The launch to an altitude ma-
neuver, banked turning, and the launch, dive, and recover maneuver do not
require gaining much speed or significant altitude and are implementable in
experiments.
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This chapter is organized as follows. Section 5.1 outlines the launch to an
altitude formulation. It presents the simulation results of the optimization
and the experimental closed-loop flight results. We discuss additions to the
trajectory optimization framework to allow 3D maneuvers with extended
duration in Section 5.2. Finally, we present the optimization formulation for
the launch, dive, and recover maneuver in Section 5.3. This contains the
simulation results and open-loop flight experiments.
We will note that the simulation results in this chapter used different
models, so we clarify this here. The model in Section 5.1 is the longitudinal
baseline model from Section 3.3 with the addition of the load cell parameter
estimation for tuning aPS from Section 4.2.1. This model does not include the
free-flight parameter estimation from Section 4.2.2 or the model extensions
from Section 3.4, as these were added after the results for this were collected.
Likewise, Section 5.2.1 simulates this same model but with the extension
to 3D from Section 3.5. Finally, the simulations in Section 5.3 use the full
parameter estimation method from Section 4.2 with the longitudinal model
and each of the model extensions from Section 3.4. The methods and results
in Section 5.1 and Section 5.2.1 have been published in [42].
5.1 Launch Trajectory to a Desired Altitude
Launching to a specified altitude requires the selection of a feasible launch
angle and the control input of the hindlimbs during this period. In formulat-
ing this as a trajectory optimization problem, we utilize the 2D longitudinal
model from Section 3.3. We set up this problem as a nonlinear program with
direct collocation as outlined in Section 2.2.3. The methods, simulations,
and results in this section appear in [42].
An advantage of using partial feedback linearization (PFL) to enforce the
reference trajectories of the actuated coordinates is that the states qFL, qPS,
q̇FL, q̇PS and the corresponding inputs uFL and uPS can be removed from the
decision variables. The flapping angle qFL is fixed to flap at a set frequency
following the sinusoidal reference qrFL. Likewise, qPS tracks the reference q
r
PS.
We can assume perfect tracking of these states to their desired references
because they are fully actuated and PFL shapes qFL and qPS to the desired
trajectory. Therefore, we can substitute the references for the position and
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velocities of qFL and qPS. The inputs uFL and uPS are determined by PFL,
so they are simply computed and are not unknowns. We do not require
enforcing the dynamic constraints on these variables, and we can remove
them from the problem. This reduces the number of decision variables and
constraints, and the reduced set of configuration variables and control inputs
of the optimization is
q̄ =
[
qy px pz qDV
]>
, ν̄ = νDV. (5.1)





We formulate the trajectory optimization problem such that B2 is launched





= 9 m/s at initial po-




vertical velocity ṗzf should be close to 0 for stable flight, though not strictly
0 because of the periodic oscillation from flapping. The decision variables of
the optimization are the states x̄ and inputs ν̄ at each knot point and the
















where N is the number of knot points. Given these requirements, we write













subject to c1 : xi ≤ xi(tk) ≤ xi, k = 0, . . . , N−1, xi ∈ x̄
c2 : νDV ≤ νDV(tk) ≤ νDV, k = 0, . . . , N−1
c3 : 0 ≤ tf ≤ tmax
c4 : |xi(tf )− xdi (tf )| ≤ εi, xi ∈ x̄




= 0, k = 0, . . . , N−2
c7 : px0 , pz0 , q̇y0 , qDV0 , q̇DV0 = 0
ṗx0 = v0 cos qy0 , ṗz0 = v0 sin qy0 .
(5.3)
The cost function J is the trapezoidal numerical integration of the q̈DV.
Hence, we are minimizing the acceleration of qDV to find the trajectory with
the least control effort spent moving the hindlimbs. Consequently, the tail
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response should ignore the fast dynamics induced by flapping and respond
only to correct the slower average body dynamics.
The inequality constraints c1, c2, and c3 are bounds on the configuration
variables, their derivatives, the control input, and the time length of the
trajectory. We select these based on actuator limits of the tail and so that
the launch is forward and upward (positive px and pz). The pitch angle
should remain in between −π/2 ≤ qy ≤ π/2 for this maneuver. We constrain
the x position of the body to be within 0 ≤ px ≤ pxmax because it should not
travel backwards, and it should reach the goal altitude before some maximum
distance. Similarly, we constrain the altitude as 0 ≤ pz ≤ pzmax because it
cannot go below the ground. The tail angle is bounded to−π/3 ≤ qDV ≤ π/3.
Appropriate feasible bounds are also placed on q̇y, ṗx, ṗz, and q̇DV. Inequality
constraints c4 enforce the desired final conditions while allowing slackness to
the optimizer as specified by small constants εi for xi ∈ x.
The equality constraints of c6 are the Hermite-Simpson (compressed) collo-
cation constraints to enforce the dynamics of the system from Equation (2.4).
The initial conditions of the flight are set by constraints c7. The launching
angle is constrained to be equal to the optimizer’s choice of the initial pitch
angle of B2. When launching B2, there should be no initial angle of attack
of the body, i.e. the direction of launch should be aligned with the pitch
orientation.
The proposed optimization problem was solved using Matlab’s constrained
optimization algorithm fmincon with an interior-point algorithm. The initial
guess was generated by selecting approximate initial and final states and lin-
early interpolating between them to form the state trajectories. The initial
guess for the input is set to zero. We found that it was not necessary to
simulate the dynamics to acquire the periodic behavior of the states in gen-
erating the initial guess because the optimization converges without issues
using the linearly interpolated guess.
5.1.1 Simulation results
The simulation results of solving the trajectory optimization problem are
shown in Figure 5.1, Figure 5.2, and Figure 5.5. As expected, the pitch angle






















Figure 5.1: Body CoM position (px, 0, pz) and tail angle qDV trajectories
computed by optimization for a launch maneuver.
from the flapping of B2’s wings. This is less pronounced in the z position,
but the small oscillations are still present. The hindlimb angle begins at 0 and
is gradually tilted up over the course of the trajectory. This final nonzero tail
angle is necessary for B2 to reach its final pitch angle and maintain straight
flight. The gradual movement is a result of the objective function penalizing
large control efforts over the trajectory. The importance of these results
is found primarily in the optimizer’s selection of the initial launch angle of
qy0 = 20
◦ and the control inputs shaping of the tail qDV trajectory. A large
launch angle will cause B2 to reach a larger altitude but fail to maintain this,
and too small of an angle will result in a slow climb to the desired altitude.
The tail position has a significant effect on shaping the launch trajectory
because B2 is very sensitive to small changes in its position. The simulation
time to compute this trajectory was 1 hour and 41 minutes on a Windows
laptop with an i7 4600U processor and 8GB of RAM using Matlab 2014a.
There were 501 decision variables in this optimization problem. This is a
large computation time; however, it can be significantly improved using the
extensions in Section 5.2.
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Figure 5.2: State trajectories computed by trajectory optimization routine.
The initial pitch angle is selected by the optimizer and is equivalent to the
launch angle. The simulated model is launched from this angle and reaches
the desired altitude. The hindlimb dorsoventral angle is selected by the
optimizer such that B2 reaches this altitude with minimal control input.
5.1.2 Experiments
We performed a series of flight tests using only B2’s on-board sensors to
demonstrate tracking of the optimized launch trajectory (Figure 5.5). B2 was
equipped with a brushless DC (BLDC) motor that drives flapping and two
servo motors that independently articulate the angles of the two hindlimbs.
A thin silicon membrane was secured to the wings, body, and hindlimbs.
B2’s on-board computer (STM32f429II, 180 MHz 32-bit Arm CPU) received
sensor data from a VN-100 (VectorNav) inertial measurement unit (IMU) and
computed control commands to the servo motors actuating the hindlimbs in
order to follow the optimized trajectory.
5.1.3 Sensor measurements
The VN-100 is a 10-axis IMU (3-axis accelerometer, 3-axis gyroscope, 3-axis




Figure 5.3: Tracking control architecture for 2D launch experiments.
Figure 5.4: Closed-loop flight tracking of the optimized trajectory. These
frames are taken from the attached flight video.
ing the accelerometer, gyroscope, and magnetometer data with an extended
Kalman filter. The pitch angle can be used directly as an estimate for qy. The
sensor also reports atmospheric pressure by reading the barometer. Previous
work with flapping flight has used the barometer of an IMU and a moving
average filter to estimate altitude [91]. We utilize this method in obtaining
estimates for altitude.







where p0 = 1013.25 mbar is the pressure at sea level and p is the current
pressure reading from the sensor. The barometer’s absolute accuracy with
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Figure 5.5: Pitch angle and altitude tracking of four recorded closed-loop
flight tests. The blue line is the optimized trajectory from simulation, the
red shading shows the minimum and maximum values of the experimental
flight tests, and the red line is the mean of the tests.
respect to sea level is poor, though this is unimportant for these tests as it is
zeroed upon launch. We use a moving average filter to smooth the altitude
estimate. The pitch angle and altitude sensor measurements were collected
at a sampling rate of 100 Hz.
5.1.4 Flight experiments
We performed the experimental flight tests in the IRL flight arena at UIUC.
B2 was launched by hand at approximately 9 m/s at the initial pitch angle
selected by the optimizer. Throttle was set to maximum to produce a flapping
frequency of roughly 10 Hz. At the end of the test, the throttle was shut
off to prevent damage to the robot. Upon launch, the controller and time-
parameterized trajectories are triggered by sensing the spike in x-acceleration
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via the IMU.
We designed proportional-derivative (PD) controllers to track the opti-
mized trajectories for the pitch angle qy and the altitude pz. The control
architecture is shown in Figure 5.3. The pitch angle PD controller uses er-
rors in pitch angle q̃y and velocity ˙̃qy, and the altitude PD controller uses
altitude position p̃z and velocity ˙̃pz. The outputs of these PD controllers
are added together to generate the desired position qdDV that the hindlimb
should be positioned at to correct the tracking errors. We hand tuned the
PD gains of these controllers through a series of flight tests to be Kp = 10.0
and Kd = 1.0 for the pitch angle and Kp = 25.0 and Kd = 0.0 for the height.
The pitch angle is in degrees, hence the larger value for Kp of altitude. The
altitude estimation is considerably noisy, and setting the derivative gain for
this to zero alleviates chattering from the hindlimb servos.
The desired qdDV position is sent directly to the servo motors which control
the position of the hindlimbs. Thus, the partial feedback linearization input
control law from Section 3.3.6 is not needed because the servo motors have
inner tracking loops within them: given the desired position qdDV, the motors
will track this position. We programmed the PD controllers on the on-board
electronics of B2 to measure pitch and altitude errors from the IMU, compute
qdDV, and pass this to the servos. The optimized reference trajectories of pitch
and altitude were also embedded in the computer in order to compute the
tracking errors.
Four flight tests were recorded, and their respective pitch and altitude
measurements are presented in Figure 5.5. Clips of a flight video are displayed
in Figure 5.4. B2 is able to track both the pitch angle and the desired altitude
using measurements from its on-board sensors and controlling the hindlimb
servo motors. These results demonstrate the effectiveness of the simplified
model at predicting B2’s complex flight behavior. It should be noted that
there are errors in the initial condition as seen in the initial pitch angle from
Figure 5.5 because B2 was launched by hand. Additionally, the average
position of qFL has a slightly positive bias (cFL > 0) because of the effects of
air pushing upward on the wings to generate lift. These explain some of the
variance of the altitude measurements, most notably at 0.5 s. There is no
initial condition error for altitude because the altitude is zeroed by its initial
reading.
The tracking results are significantly limited by the error in initial condi-
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tion, and the development of the launching mechanism in Section 5.3 demon-
strates significantly improved tracking.
5.2 Extensions to Trajectory Optimization
Our current setup of the trajectory optimization problem provides a solution
using a longitudinal model of B2, i.e. constrained to pitching up and down,
and translating forward and vertically. We would like to plan flight maneu-
vers of longer duration and ones not constrained to the longitudinal plane.
For example, banked turning is a crucial maneuver in aerial vehicles because
they require this to avoid obstacles and reach destinations. Its role is also
significant in biological bat flight [37, 92]. Consequently, we seek to perform
banked turns with B2. However, the additional DoFs for the 3D model com-
bined with the longer required flight time of maneuvers like banked turning
greatly increases computation time.
The solver for the optimization problem currently estimates the Jacobian
matrix of the dynamic constraints through finite differencing, and this is a
very computationally costly step. We can significantly improve the speed of
the existing optimization formulation by providing analytical Jacobians of the
constraints to the solver. Specifically, the constraints enforcing the dynamics




= 0 for k = 0, . . . , N−2 are the most computationally
expensive and require special treatment. Consider the simplest case of using
Euler integration to enforce the dynamics. The constraint and its Jacobian
at each knot point will be


















are the decision variables for knot k (we omit tf for
simplicity). The Jacobian of these constraints ∂c(zk)
∂zk
requires the Jacobians

















where we have symbolic expressions for D(q), C(q, q̇), G(q), and B. An-
alytical expressions of aerodynamic models are often not possible; however,
we have formulated our model such that the aerodynamic forces Γ(q, q̇) are
analytic, and thus Jacobians can be computed.
We are presented with two difficulties in computing the analytical Jaco-




. First, symbolic inversion of the 12× 12
inertial matrix D will result in an extremely large expression, and this is
problematic for computing the analytical Jacobian. The generalized force
term Γ on its own has a large number of terms, and its product with D−1
would be computationally expensive in the optimization. Second, the input u
is defined using partial feedback linearization, and this feedback is computed
numerically, as symbolic computation would also generate a large number of
terms because of the inversions. As a result, it is quite difficult to analytically
compute the Jacobian of f(x,u) in its current form, and the result would be
a very large number of terms.
We address the first challenge by drawing from other works in trajectory
optimization of legged systems. Hereid et al. proposed a direct collocation
framework for a biped in which the defect variables, i.e. the configuration
variable accelerations q̈k computed from f(xk,uk), are added as decision
variables [80]. Similarly, we add q̈k as extra decision variables to remove the
need to explicitly compute the dynamics ẋ = f(x,u) and avoid the matrix
inversion. The dynamics are now enforced implicitly with Equation (3.11)
by adding the constraint
D(qk)q̈k + C(qk, q̇k)q̇k +G(qk)−Buk − Γ(qk, q̇k) = 0 (5.7)
in combination with the Euler constraint















dt = 0 (5.8)
for each time tk to enforce the dynamics over the full trajectory. No inertial
matrix inversion is required, thus greatly simplifying the analytical Jacobian.
The second challenge presents similar difficulties because the feedback lin-
earization of the input Equation (3.25) contains matrix inversions as well.
Instead of using feedback linearization to enforce the flapping and pronation
reference trajectories, we can add equality constraints to the optimization to
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With this formulation, we do lose the advantage of omitting the decision
variables for the states qFL, qPS, q̇FL, q̇PS, their corresponding inputs uFL,
uPS, and their dynamic constraints. However, the performance gain from
supplying constraint Jacobian information far outweighs this loss.
The Jacobian of the dynamic constraints Equation (5.7) requires the Jaco-
bian of the generalized aerodynamic force term Γ with respect to the decision
variables. While it is possible to explicitly compute this, it produces a very
large expression, even for the 2D longitudinal model. This high number of
terms dramatically slows the optimization. Therefore, we utilize chain rule
to reduce the number of terms and speed up computation. We compute the
Jacobian of the aerodynamic forces via chain rule of Equation (3.22). We

















Jz(Fl,k) = Jz(FD,l,k) + Jz(FL,l,k)
Jz(FD,l,k) = Jαl,k(FD,l,k) · Jvqc,l,k(αl,k) · Jz(vqc,l,k) + Jvqc,l,k(FD,l,k) · Jz(vqc,l,k)
+ Jv̂qc,l,k(FD,l,k) · Jz(v̂qc,l,k) + Jq(FD,l,k) · Jz(q)
Jz(FL,l,k) = Jαl,k(FL,l,k) · Jvqc,l,k(αl,k) · Jz(vqc,l,k) + Jvqc,l,k(FL,l,k) · Jz(vqc,l,k)
+ Jv̂qc,l,k(FL,l,k) · Jz(v̂qc,l,k) + Jq(FL,l,k) · Jz(q),
(5.10)
where Jz(Γl,k) is the Jacobian of vector Γl,k (generalized force of the left wing
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· · · ∂Γl,k,nx
∂znz
 (5.11)
with nx as the number of states and nz as the number of decision variables
z. We use the abusive notation k here to denote the strip number k, which
is distinct from previous use of k for time sample.
The two primary solvers used for direct collocation in the literature are
IPOPT [93] and SNOPT [94]. IPOPT uses an interior point solver, and
SNOPT employs sequential quadratic programming. These software pack-
ages are suited for solving sparse nonlinear optimization problems. IPOPT
and SNOPT have been effectively used in many trajectory optimization
schemes with direct collocation. IPOPT has been used by direct colloca-
tion software such as FROST [95]. SNOPT has been used by software such
as DIRCON [96]. Other software such as GPOPS-II [97] offers support for
both solvers. IPOPT slightly outperformed SNOPT in solving time in a
study comparing various parameterizations such as integration schemes and
NLP solvers for direct collocation applied to robot motion planning [98]. Fur-
thermore, IPOPT is open source whereas SNOPT is a commercially licensed
software. Therefore, we selected IPOPT as the solver for this work.
Given that IPOPT excels in solving sparse nonlinear programs, we can
further improve the sparsity structure of the Hermite-Simpson discretization
by considering the separated formulation [78]. This adds more decision vari-
ables by explicitly defining the midpoints between knots, but it improves the






(xk + xk+1)− hk8 (ẋk − ẋk+1) = 0 (Hermite)
xk+1 − xk − hk6 (ẋk + 4ẋk+ 12 + ẋk+1) = 0 (Simpson).
(5.12)




, and uk+ 1
2
as extra decision variables in the optimization. We provide the sparsity
structure to the optimizer. This is a matrix that specifies which entries of
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Figure 5.6: Roll, pitch, and yaw trajectories computed by optimization
routine for banked turn maneuver. These are underactuated variables. The
initial roll angle is set to a nonzero value such that B2 begins the banked
turn maneuver. B2 banks and turns to the right and completes a full 90◦
change in yaw angle qz.



























Figure 5.7: Position trajectories computed by optimization routine for
banked turn maneuver. These are the underactuated configuration
variables. The initial roll angle is set to a nonzero value such that B2
begins the banked turn maneuver. B2 banks and turns to the right and
completes a full 90◦ change in yaw angle qz.
the Jacobian are nonzero.
5.2.1 Banked turn flight maneuver
We use the full 3D model of B2 from Section 3.5 and the improvements
proposed in the previous section to generate the trajectory for a banked turn













We pose this as a feasibility problem such by setting the cost function
J = 0. We select the initial boundary conditions to be
qx0 = 20
◦, qz0 , px0 , py0 , pz0 , qDV0 , qRO0 , ṗy0 = 0 (5.14)
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Figure 5.8: State trajectories computed by trajectory optimization routine
for banked turn maneuver. These are the actuated configuration variables.
and the final boundary conditions to be
|qxf | ≤ ε1, |qyf − qyss| ≤ ε2, |qzf − 90◦| ≤ ε3




|ṗxf | ≤ ε6, |ṗyf − vss| ≤ ε7
(5.15)
where pestxf and p
est
yf
are the estimated final x and y positions of B2 from forward
simulation of a turn. We use inequality constraints with small constants εi for
the final conditions to give some slackness to the optimizer. The important
initial boundary condition is the nonzero roll angle qx0 . This forces B2 to be
launched at an initial roll angle such that it will commence the banked turn.
The important final boundary conditions are ending at a roll angle of qxf = 0,
a yaw angle of 90◦, and no x velocity. We use 71 collocation points in the
optimization. The results are plotted in Figure 5.6, Figure 5.7, Figure 5.8,
and Figure 5.9. Figure 5.6 and Figure 5.7 display the underactuated states
of roll, pitch, yaw, and position, and Figure 5.8 displays the actuated states.
The 3D flight path of the trajectory is shown in Figure 5.9. We solve this
trajectory in a time of 5 minutes on a Windows laptop with an i7 4600U
















Figure 5.9: Body CoM position (px, py, pz) trajectory (blue) computed by
the optimization for a banked turn maneuver. Its projection onto the xy
plane (gray) is also shown.
variables. We note that because this was proposed as a feasibility problem,
the solution required only 16 iterations, which is much fewer than would be
needed with an objective function. This problem was also solved using the
objective function from the previous section, and the solver obtained the
solution in 29 minutes with 92 iterations. This is significantly faster than
the previous simulation for a problem with greater than 10 times as many
decision variables.
5.3 Launch, Dive, and Recover Maneuver
In order to validate the effectiveness of the model tuned with parameter esti-
mation and the feasibility of the trajectory produced from the optimization,
we select a more dynamic maneuver than either banked turning or launching
to an altitude. Launching B2 to launch to an altitude, dive, and recover
has a more dynamic control input for the tail and pushes the robot to its
limits. This provides a much more dynamically rich maneuver that utilizes
the full capabilities of the robot. We consider the longitudinal 2D model for
this case, and we use the parameter estimates from Section 4.2. We use the
improvements to the trajectory optimization routine from Section 5.2.
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Figure 5.10: Phases of launch, dive, and recover maneuver.
In order to solve the problem, we segment the trajectory optimization into
three smaller phases: launch, dive, and recover. These phases are shown in
Figure 5.10. During the launching phase, B2 is launched at a positive angle
and climbs to an altitude with minimal control effort from the tail. In other
words, the tail should be roughly constant during this trajectory. Then, B2’s
tail directs its path into a steep dive. Finally, the robot recovers from the
dive by tilting its tail up. Flapping is constant over the whole trajectory.
The decision variables of each of the subproblems are the states and inputs
at each knot point, and they are grouped into the vector
z =
[













where N is the number of knot points. We do not optimize the final time
tf for this maneuver because we want each phase to be set at its given time
interval.
5.3.1 Launch phase
B2’s trajectory is very sensitive to the initial launch conditions, and these
are determined by the launcher. Therefore, we analyzed the average launch
condition velocities for an initial pitch angle of qy0 = 15
◦, and we found them
to be q̇y0 = 7 rad/s, ṗx0 = 6.8 m/s, and ṗz0 = 0.6 m/s. The flapping angle
reference phase was bFL = −30◦. We constrain the initial conditions of this
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, px0 = 0, pz0 = 0,
q̇y0 = 7, ṗx0 = 6.8 ṗz0 = 0.6, q̇DV0 = 0,
|px0| ≤ ε1, |pz0 , | ≤ ε1.
(5.17)
We constrain the final conditions to be







, q̇DVf = 0,
(5.18)
where ε1 = 0.05, ε2 = 0.02, and p
est
xf
= 1.2 and pestzf = 0.2 are the esti-
mated final x and z positions from forward simulation. The constraints with
small constants εi give slackness to the optimizer without compromising the
solution. This is necessary because periodic flapping creates periodic state
trajectories that oscillate.












As in Section 5.1, the cost function is the trapezoidal numerical integration of
q̈DV. This will give the trajectory with the least control effort spent moving
the hindlimbs. This should help the optimizer ignore the fast dynamics
induced by flapping and respond only to correct the slower average body
dynamics. The number of knot points for this simulation is N = 11, and the
time span is fixed to be tf−t0 = 0.2 s. This gives > 5 points per wing beat.
The total number of decision variables is 441.
5.3.2 Dive phase
After the initial launch, the robot should decrease its altitude. We formulate
a second trajectory optimization routine in which we minimize the total
altitude of the dive phase to shape this trajectory. Additionally, we do not
want large spikes in acceleration of the tail, so we add the tail acceleration
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term from the last phase in the cost function. The new cost function is




where α2 = 100000 is used to scale the balance the cost terms. The cost term
J1(z) is necessary because the tail can behave somewhat erratically without
it. In fact, the optimizer seems to use rapid fluctuations as a way to generate
more thrust to drive B2 to a lower altitude. While we put hard limits on
the acceleration of the tail, the tail of the physical system can move quite
fast, and thus the limits are not enough to curb this issue. This cost term
prevents the rapid fluctuations from happening.
The final conditions of the launch phase should be equivalent to the ini-





where xlaunchf is the final state of the launch phase and x
dive
0 is the initial
state of the dive phase. There are no constraints on the final conditions.
The number of knot points for this simulation is again N = 11 for a time
span fixed to be tf−t0 = 0.2 s. The total number of decision variables is 441.
5.3.3 Recover phase
Finally, B2 must recover from the dive by minimizing loss in altitude. We
maximize the total altitude of this third trajectory by minimizing the nega-
tive of the altitude along with the acceleration cost as




where α3 = 1000. The final conditions of the dive phase should be equivalent





where xdivef is the final state of the launch phase and x
recover
0 is the initial state
of the dive phase. Again, there are no constraints on the final conditions.
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The number of knot points for this simulation is N = 31, and the time span
is fixed to be tf−t0 = 0.6 s. The total number of decision variables is 1281.
In each of the trajectories, we have the following additional constraints.
c1 : xi ≤ xi(tk) ≤ xi, k = 0, . . . , N−1, xi ∈ x




(xk + xk+1)− hk8 (ẋk − ẋk+1) = 0, k = 0, . . . , N−2
c3 : xk+1 − xk − hk6 (ẋk + 4ẋk+ 12 + ẋk+1) = 0, k = 0, . . . , N−2
c4 : Dkq̈k + Ckq̇k +Gk −Buk − Γk = 0, k = 0, . . . , N−1.
(5.24)
These constraints c1 are bounds on the states variables. These are given as
|qy| ≤ π2 |px| ≤ 100 |pz| ≤ 100 qDVmin ≤ qDV ≤ qDVmax
|ṗx| ≤ 20 |ṗz| ≤ 20 |q̇DV| ≤ 2(qDVmax − qDVmin)/0.1.
(5.25)
The pitch angle qy is bounded between ±π2 for this maneuver, and px and
pz are constrained to be within a reasonable distance for this 1-second ma-
neuver. Actuator limits restrict the hindlimb angle qDV and velocity q̇DV to
these bounds. There are no bounds on acceleration or inputs. The equal-
ity constraints of c2 and c3 are the collocation constraints to enforce the
splines approximating the states and inputs between the knot points. This
is the Hermite-Simpson separated formulation. Because we have explicitly
declared q̈ as decision variables, the term ẋ is a decision variable and is not
a function of the dynamics. We use c4 to enforce the dynamics equations.
We note that we do not allow the optimizer to select the launching angle in
this formulation.
We solve each of these constrained nonlinear programs using IPOPT. We
generate the initial guesses by selecting approximate initial and final states
and linearly interpolating between them to form the state trajectories. The
initial guesses for the accelerations q̈ and the inputs u are set to zero. After
solving the launch phase, we use the final state as the initial state for the
trajectory of the dive phase. Likewise, we use the final state of the solution
of the dive phase as the initial state for the recover phase. We stitch each of
these trajectories together into one continuous trajectory.
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5.3.4 Simulation results
Using a Windows laptop with an i7 4600U processor and 8GB of RAM using
Matlab 2014a and the solver IPOPT, we solve the launch phase with 34
iterations in a total computation time of 17.7 s, the dive phase with 63 itera-
tions in 33.5 s, and the recover phase with 32 iterations in 34.6 s. Figure 5.11
and Figure 5.12 show the optimized trajectories of the launch, dive, and re-
cover maneuver. The most significant part of this result is the trajectory of
the tail angle qDV. This angle is constant over the launch phase. This is
expected because we are minimizing the acceleration of this angle. Upon en-
tering the dive phase, the qDV immediately moves to its lower bound position
to force the robot into the steepest dive possible to minimize the altitude. In
the final phase, qDV moves up to its upper bound position to minimize the
loss in altitude from the dive. The three distinct phases can also be observed
from the pitch angle qy. B2 begins by increasing in pitch angle. It abruptly
pitches down upon entering the dive phase, and then it pitches back up in
the recover phase. The z position pz shows the robot climbing in altitude
and then descending. The recover shows a steady decline in altitude, though
much less decline than if the recover phase were not initiated.
5.3.5 Open-loop flight experiments
The optimized trajectory was uploaded to B2’s on-board processor. This
is a time-parameterized trajectory that is triggered upon the IMU sensing
a large spike in acceleration. After sensing this spike in acceleration, the
processor starts the trajectory, and the optimized qDV trajectory is used
as a feedfoward term for the hindlimbs of the robot. We performed open-
loop flight tests because this is a short flight experiment (1 s), and the PD
controller used in Section 5.1 can cause some oscillations in the tail angle
because of the oscillations of the pitch angle. The launcher from Section 4.1
accelerated B2 from rest to the initial velocity for a series of 14 flight tests.
There are several challenges in tracking the optimized trajectory. First,
the trajectory must be triggered at exactly the correct time after sensing
a spike in acceleration. There is a small margin of error here because B2
is flapping at roughly 8.5 Hz, giving a time period of 0.12 s between flaps.
Given this fast flapping frequency, we have found that there should be no
91
more than about a 0.01 s error in the triggering of the start of the trajectory
to follow. If the error were 0.05 s, the actual pitch angle would be 180◦ out
of phase with the optimized trajectory.
Second, it is difficult to ensure close matching between the initial conditions
of the actual launch and the optimized launch. Primarily, this results from
the inability to launch at a prescribed flapping position. The desired phase of
the flapping angle from the optimization is bFL = −30◦. However, the robot
is released from the launcher manually without sensing the flapping angle,
and consequently B2 can have varying flapping phases for any given launch.
Figure 5.13 demonstrates this challenge by displaying all of the estimated
flapping angle trajectories for this set of experiments. The flapping angle
velocity upon leaving the launcher largely influences the rest of the trajectory.
When the wings are moving upward upon leaving the launcher guide rod, the
pitch of the robot tilts up and biases the altitude of the trajectory upward.
When the wings are moving downward upon leaving the launcher guide rod,
the pitch of the robot tilts down and the altitude trajectory of the robot
is lowered. Figure 5.14 shows the different flight paths the robot takes for
different phases of the flapping angle.
This first challenge was addressed by testing different time delays after
sensing the initial acceleration spike to trigger the time-parameterized tra-
jectory. Tests showed that a delay of 0.15 s to start the trajectory after first
sensing the acceleration spike aligned the trajectory with the actual flight.
The second challenge was much more difficult. Because we currently can-
not coordinate the launcher release with the flapping angle, we are forced
to perform more experiments and consider only the ones in which the flap-
ping angle phase matches the optimized phase with a low margin of error.
While this is not ideal, it has been sufficient for achieving flight results that
track the optimized trajectory. Future work should use a launcher that can
coordinate the release time with the flapping angle.
5.3.6 Results
For 14 flight experiments, 5 had initial conditions that were well aligned
with the optimized reference trajectory. The other 9 flights began with initial
conditions different from the reference. The optimized trajectory and 5 flight
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experiments are displayed in Figure 5.11 and in Figure 5.12. We plot all of
the flights in which the initial conditions did not match the trajectory in
Figure 5.14 to show the large effect that the initial condition of the flapping
angle has on the full trajectory. B2 closely tracks the pitch angle qy for
the launch and dive phase of the maneuver, the first 0.4 s. After the tail
pitches up for the recover phase, there is periodic behavior of the pitch angle.
It is likely that this is due to the robot repeatedly stalling and recovering
because of the large tail angle. While this is different from the optimized
trajectory, the average path follows the reference. The x position px matches
very well with the optimized trajectory. More importantly, the z position
pz follows the trajectory closely. This is more challenging because we have
found that the altitude is more difficult to predict over a range of different
tail positions. The figure also shows good matching of the velocities of these
coordinates. The flapping angle qFL drifts from the optimized value because
there is a slight different in frequencies between the optimized and the actual.
The throttle is set by hand, and thus it is difficult to perfectly match the
two frequencies. Overall, these results demonstrate the effectiveness of the
trajectory optimization routine to generate a feasible flight path that the
physical system can track, and it validates the model’s effectiveness in a
trajectory optimization framework.
The effects of the tail position over the trajectory are compared in Fig-
ure 5.15. Here, we add three types of flight experiments. First, we plot the 5
flights from the previous plots along with the optimized trajectory. Second,
we plot a single experiment of the robot using the reference tail position for
only the launch phase and then locking the position for the remainder of the
flight. Compared to this, the dive phase significantly lowers the pitch angle
and the altitude. Third, we plot a single experiment of B2 using the tail
reference for the launch and dive phase, but locking the position at the end
of the dive phase to not include the recover phase. It can be seen that the
recover phase prevents altitude loss compared to this experiment. Therefore,
both the dive and recover phases have large effects on the trajectory of the
robot. While B2 does not increase in altitude, the recover phase noticeably
mitigates the loss in altitude from the dive.
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Figure 5.11: States of the unactuated coordinates of 5 open-loop tracking
experiments (blue) compared to the optimized trajectory computed by
trajectory optimization routine (red). The mean of the experiments at each
time sample is plotted in solid blue, and the minimum and maximum are
plotted in the lighter blue shadow.
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Figure 5.12: States of the actuated coordinates of 5 open-loop tracking
experiments (blue) compared to the optimized trajectory computed by
trajectory optimization routine (red). The mean of the experiments at each
time sample is plotted in solid blue, and the minimum and maximum are
plotted in the lighter blue shadow.
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Figure 5.13: Flapping angle qFL for all 14 flight experiments. The phase of
qFL varies significantly over all of the flight tests.
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Figure 5.14: States of the actuated coordinates of 9 open-loop tracking
experiments (blue) compared to the optimized trajectory computed by
trajectory optimization routine (red). The mean of the experiments at each
time sample is plotted in solid blue, and the minimum and maximum are
plotted in the lighter blue shadow. These experiments had initial flapping
angle conditions different from the optimized trajectory, and the plot shows
the high variance resulting from this.
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Figure 5.15: Baseline comparison of tail fixed at initial (light grey) and tail
fixed after dive (dark grey) compared to open-loop tracking experiments
(blue) and optimized trajectory (red). This plot shows how the tail starting





In this dissertation, we have made two primary contributions. First we devel-
oped a data-driven methodology to create an accurate model of a bat robot
by using a first-principles model structure. We use the robotic system B2.
This is a complex flapping aerial vehicle that is distinct from other flapping
systems in the literature because of its flexible wing membrane, articulated
wings, and single aerodynamic surface. We added several additional terms to
the structure that exploit these unique aspects of the robot, and we optimized
the parameters using a series of load cell experiments and free-flight tests.
We optimized thrust generation using load cell data, then we optimized the
remaining parameters using free-flight data. Our results demonstrated the
model’s ability to accurately predict the long-term behavior of the robot for
a range of different tail configurations, and we show significant improvements
from the baseline model that is based on previous works of modeling robotic
bats. We presented a series of rigorous analyses to show the effects of each
of the additional terms added to the structure and how they improve predic-
tion. We also demonstrated that only a few flight experiments are necessary
to achieve excellent long-term prediction because of the setup of the model
structure and the additional terms added. Training the model with even a
single flight test significantly improved prediction.
Second, we created a methodology for planning flight maneuvers with B2.
Few works have studied trajectory planning for flapping flight, and none have
considered this for a robot with bat morphology. The proposed model is both
tractable for computation in nonlinear optimization and accurate from use
of experimental data, and we use this to solve the trajectory optimization
problem with direct collocation. We consider the maneuver of launching the
robot to some altitude. We select a suitable cost function and set of con-
straints, and we solve this problem using a nonlinear solver and validate the
results with experimental closed-loop tracking results with B2. Then, we
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make several extensions to the optimization for using analytical Jacobians of
the constraints to improve the speed of the optimization and enable longer
trajectories with the 3D model like banked turning. Finally, we plan the
more dynamic maneuver of launching, diving, and recovering to demonstrate
the feasibility of a trajectory that incorporates a larger range of the state and
input spaces. The experimental open-loop flight tests show close correspon-
dence between the optimized trajectories and the actual flights, validating
the proposed framework for this maneuver.
6.1 Future Work
The need for improvements in construction of B2 currently makes more com-
plex maneuvers like perching and hovering infeasible. The system has a low
thrust-to-weight ratio of 1
3
, its wings suffer parasitic losses from negative lift
during the upstroke, and the actuators are unable to provide sufficient recov-
ery from a large portion of the state space. These things could be improved
by modifying the physical design.
Biological bats fold their wings during the upstroke of the wingbeat cycle
to improve flight efficiency [46]. Bahlman et al. [14] studied this phenomenon
with an articulated wing mechanism and found a reduction in power and neg-
ative lift. Additionally, we have designed an active wing folding mechanism
to couple folding and flapping in past work [18, 99]. This design was very
effective for reducing negative lift, but it made the robot noticeably heav-
ier. Redesigning this mechanism to be lightweight could improve lift without
adding excessive weight. Passive folding mechanisms offer another option for
reducing negative lift. Several past works have demonstrated improvements
in flight performance with the addition of passive wing folding mechanisms
such as a one-way hinge [100], a compliant spine [101], and a folding wing
structure [102]. These works provide inspiration for future designs of B2.
Tracking trajectories is made difficult by the inability to precisely control
the initial launch condition even with the addition of a launcher. As a poten-
tial solution, we could generate multiple trajectories with different phases to
accomplish the same goal of the trajectory. Thus, from any initial condition,
there would be a feasible path to the goal that has been computed using tra-
jectory optimization. Then, the robot could estimate the phase of flapping
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after launch and select the appropriate trajectory to follow. This approach
is limited by computation because it takes significantly longer to plan each
of these trajectories. Perhaps a better solution would be to automate the
launcher and synchronize the release with the flapping angle. The launcher
could be outfitted with a set of external sensors to detect the flapping posi-
tion, a microntroller to determine the state of the flapping angle, and a servo
motor to release the launcher.
We have used a PD controller, as reported in Section 5.1, to track the
optimized trajectory. However, this controller is limited in its application for
this flapping system because of the large pitch angle oscillations induced by
flapping. The input to the error term is computed by the difference between
the optimized pitch angle and the actual, and any deviation from this angle
can lead to oscillations in this error and thus chattering of the tail actuator.
Better tracking performance requires more sophisticated control design. We
have developed a trajectory optimization routine, and this could be simplified
to be used for model predictive control on the embedded system of the robot.
The optimization could potentially solve both the initial condition issue and
the chattering of the tail actuator.
While the banked turn maneuver used the full 3D model, there is much
work to be done in analyzing the full system and planning more challenging
flight maneuvers. Additionally, the trajectory optimization routine could
be used to establish the robot’s minimum turn radius and the role of wing
folding in various maneuvers. The parameter estimation routine would need
to be extended accordingly.
The parameter estimation methods have proven to be quite effective as
demonstrated by the long-term prediction capabilities. However, there are
some things that could be tried for improved performance. We could replace
the actuated pronation-supination DoF qPS with a torsional spring-damper
such that the pronation angle amplitude would also be a function of air speed.
The spring and damping constants would be optimized in the parameter
estimation routine. Other works in flapping flight have similarly modeled




A.1 Moments of Inertia
The body of B2 is modeled as a rigid 3D object, and its moment of inertia

























The x, y, and z axes align with those of the body frame. We set by = bx/4,
and bz = bx/4. The numeric values of bx and all other parameters listed in
this section are provided in Table 3.2 in Section 3.3. We model the moment










































Note that qFO,r = ws and qFO,l = ws when using the longitudinal 2D model
because wing folding is not used. The x axis is along the wing chord, and
the y axis is along the wing span. The moment of inertia of the tail about






















The x axis is along the tail chord, and the y axis is along the tail span.
A.2 Rotation Matrices
We define the rotation matrices about the x, y, and z axes for an angle of θ
to be
Rotx(θ) =
1 0 00 cos θ − sin θ
0 sin θ cos θ

Roty(θ) =
 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

Rotz(θ) =




These are consistent with the right-hand rule: a positive angle is a positive
turn about the axis.
A.3 Vicon Euler Angle Transformation
We write the transformation from the body frame to the inertial frame of B2
with the transformation
Rb = Rotx(π) Rotz(qz) Roty(qy) Rotx(qx). (A.6)
The x axis of the local body frame points forward toward the nose of B2, the
y axis points to the right wing, and the z axis points down. The orientation
of the inertial frame has x pointing forward, y pointing to the left, and z
pointing up, hence the extra Rotx(π) rotation. This transformation uses the
ZYX Euler angle convention where qx is the roll angle, qy is the pitch angle,
and qz is the yaw angle.
We must derive expressions for computing these Euler angles from the
Vicon body-to-inertial transformation matrix Rbv because the Vicon Tracker
software lacks the Rotx(π) term. The Vicon body frame has the z axis
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pointing up. We compute the Vicon transformation matrix from body frame
to inertial as
Rbv = Rotz(qz) Roty(qy) Rotx(qx)
=








where Rij is element of the i
th row and the jth column of the matrix Rbv .
For brevity, we write sx = sin(qx), sy = sin(qy), sz = sin(qz), cx = cos(qx),
cy = cos(qy), and cz = cos(qz). When we add the rotation term Rotx(π), we
get
Rb = Rotx(π) Rotz(qz) Roty(qy) Rotx(qx)
=








using the same notion for Rij that was used for Rbv . Given the relationship
of Rij between Rbv and Rb, we can compute the angles qx, qy, and qz from







qz = atan2(−R21, R11).
(A.9)




We can formulate the Hermite-Simpson compressed discretization method
from [78] for enforcing the system dynamics by assuming that the states are
piecewise cubic polynomials. The knot points are located at tk and tk+1.
Each state and its time derivative between these knots are written as
x(t) = c0 + c1t+ c2t
2 + c3t
3, t ∈ [tk, tk+1]
ẋ(t) = c1 + 2c2t+ 3c3t
2, t ∈ [tk, tk+1].
(B.1)
We make the substitution of variables by subtracting tk from both variables
as t̄k = tk − tk = 0 and t̄k+1 = tk+1 − tk = hk.
We compute the state and its derivative at the initial knot point t̄k and
final knot point t̄k+1:
x(t̄k) = x(0) = c0
ẋ(t̄k) = ẋ(0) = c1









For brevity, we will write xk = x(t̄k), ẋk = ẋ(t̄k), xk+1 = x(t̄k+1), and
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Using Equation (B.1), we compute the state and its derivative at the mid-























We can substitute Equation (B.5) into this equation for the coefficients c0,
c1, c2, and c3 as
x(hk
2





xk − 2hk ẋk +
3
h2k



















































(xk − xk+1)− 14(ẋk + ẋk+1).
(B.8)
















We enforce the system dynamics by ensuring
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