Even with the limitation of the small number of papers that could be published in a special issues, the eight papers collected here provide a good snapshot of the on-going, cutting-edge research in the field. Six of the papers refer to cross-sectional synchronic spatial data and two to spatial panel data modelling. All model specifications in spatial econometrics make extensive use of the definition of the weight matrix W, which represents one of the basic tools in spatial econometrics modeling. Two of the papers in this special issue address some important problems connected with its specification. One paper refers to problems of data quality, one paper is devoted to the phase of economic-theoretical model specification, three are papers concentrated on estimation and hypothesis testing in cross-sectional spatial data and one on spatial panel data estimation and hypothesis testing.
As is well known to all spatial econometricians, the weight matrix definition is essential to any modeling strategy and this special issue hosts two contributions addressing this subject.
The paper by Ahrens and Bhattachatjee belongs to the tradition of the endogenous matrices where the entries of the W matrix are not exogenously specified according to a plausible representation of the economic geography, but rather directly estimated from data. There are two major problems emerging in this estimation: firstly a problem of endogeneity, as the response variable appears both on the left and right-hand side of the equation and secondly a problem of identification if the number of parameters to be estimated exceeds the number of observations. Using spatial panel data models is the most obvious way of overcoming the problem of identification by exploiting the time replication to increase the number of available observations. The methods suggested by Ahrens and Bhattachatjee make use of Tibshirani's Lasso estimator with a two-stage procedure that, mimicking a two-stage least squares estimator, takes care of the endogeneity problem.
The paper by LeSage and Pace moves in a different direction embracing the school of thought of the exogenous W matrices. The authors make their moves from a long tradition in the literature concentrated on the robustness of the spatial econometrics estimations to a different W matrix definition [9] . As is known, weight matrices can be defined in many possible ways based on k-order contiguity, on k-th order neighborhoods, inverse distance functions and so on [3] . In the particular case of the nearest neighbors definition, LeSage and Pace show analytically that the spatial lag variables calculated using different numbers of neighbors are positively correlated if the numbers of neighbors do not differ too much. They also suggest that the correlation between predictions and impacts obtained with different W nearest neighbor matrices may be correlated especially when the spatial correlation is close to zero.
Dealing with the issues related to data quality, the paper by Arbia, Espa and Giuliani refers, in particular, to problems associated with the uncertainty about the location of the individuals in spatial econometric modeling. In particular, they examine the case when uncertainty is intentionally introduced through a geomasking procedure to safeguard the respondent's confidentiality. Using two of the most common geomasking procedures (Gaussian and Uniform) the authors derive the properties of the parameters' estimates in a model where the distance from a conspicuous point (e.g., a hospital in health econometrics) is used as one of the regressors. The paper shows that locational uncertainty introduces a measurement error in the model and derives the associated loss in efficiency for the estimators of the regression parameters. They prove that Uniform geomasking produces a lower attenuation effect than Gaussian geomasking. In both cases the attenuation effect is a decreasing function of the maximum displacement distance, thus suggesting to the data producers a formal way to define this parameter in practical cases.
The paper by Jenish approaches a theoretical problem that has many important practical implications. In particular, the paper considers the case of a static game in the presence of incomplete information and of a large number of players, a situation that emerges in many practical circumstances like, e.g., in economic and social interaction applications. The model is unconventional for two main reasons: (a) the strategies adopted are subject to thresholds, so that they be interpreted as dependent censored random variables; and (b) the number of players, rather than the number of repetitions, is considered to be large. Jenish proves analytically the existence and uniqueness of a pure strategy equilibrium and analyses the properties of the normal maximum likelihood and the least squares estimators of this censored model, showing their consistency and asymptotical normality.
Of the remaining four papers, three refer to cross-sectional models and one to diachronic panel data models. In particular, the three papers by Liu and Yang, Burden Cressie and Steel and Dogan deal with problems of inference in spatial econometric models based on synchronic cross-sectional data. As is well known there are three major possible specifications of such models including respectively a spatial lag for the error component (Spatial error), for the independent variable (Spatial lag) or for both (SARAR).
Most of the literature which makes use of the Quasi Maximum Likelihood Estimators (QMLE), has so far been concentrated on models including a spatial lag component, while the paper by Liu and Yang discusses the properties of the QMLE when specifying a spatial error model as an alternative. There are two aspects of particular interest: the presence of a bias and the rate of convergence. This paper proves formal results for the asymptotic distribution, as well as obtaining the finite sample bias correction of the QMLEs for the spatial error model. In particular, it proves that both the large and small sample behaviours of the QMLE for the spatial error model can be very different from those for the spatial lag model in terms of the rate of convergence and of the magnitude of bias. It also shows that a bias correction is particularly important for applications of this model, as it leads potentially to a better inference on the regression coefficients.
In contrast with the preceding paper, the paper by Dogan considers again the case of a spatial error model, but with an additional spatial moving average component in the disturbances. In particular it derives the necessary condition for the consistency of the Maximum Likelihood Estimator (MLE) of such a model and shows that these conditions are satisfied unless an heteroskedastic component is explicitly introduced. It also derives a formal expression for the corresponding asymptotic bias. Through a series of Monte Carlo experiments, it then shows that the use of a MLE strategy imposes a substantial amount of bias on both the autoregressive and the moving average parameters. Finally, it points out that the necessary condition for the consistency of the MLE depends intrinsically on the particular specification chosen for the spatial weight matrix.
The last decades have witnessed a formidable explosion of data collection and diffusion in all spheres of human society. Due to the increased human ability to acquire detailed information through sophisticated technical devices and store them in dedicated Geographical Information Systems (GIS), most of the data automatically generated and collected continuously by public and private institutions are geo-referenced. This, however, gives rise to a Big Spatial Data issue which raises challenging computational problems in terms of statistical estimation and hypothesis testing of regression models. The paper by Burden, Cressie and Steel addresses the important issue of the applicability of the standard spatial econometric techniques in the presence of very large datasets. In particular, the authors consider a spatial lag specification whose estimation becomes prohibitive when the sample size n is large because MLE requires the inversion of n-by-n matrices. In this paper the authors consider the Spatial Random Effects (SRE) model as a computationally-efficient procedure and calibrate it to a spatial lag model. The procedure uses a generalisation of the Moran operator that allows for heteroskedasticity and for asymmetric spatial dependence matrices. In this case, using restricted maximum likelihood to estimate the model covariance parameters, the paper shows that the required computational effort is reduced only to the order of n.
Finally, the paper by He and Lin makes a contribution in the area of diachronic panel data spatial econometric models, a field that has been rapidly expanding in the last decades. In particular the authors consider a problem of model identification an area where the testing of a random effect model specification has produced a huge amount of literature in the recent past. He and Lin propose a panel data random effects models which considers both the spatial error and the spatial lag model as alternatives to spatial uncorrelation. The paper first derives the joint LM test for both the individual random effects and for the two spatial effects (spatial error and spatial lag) and then provides LM tests for the individual random effects and for the two spatial effects separately. This result is relevant in practice because if the joint test accepts the hypothesis of no spatial effects, then the regression analysis could be run using the classical pooled panel data model. In contrast, if one of the three hypotheses can be assumed (individual random effects, or the spatial error correlation, or the spatial lag dependence) we need to incorporate a spatial component into the model.
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