Spin-Boson Model to Demonstrate Quantum Tunneling in Biomolecules using
  IBM Quantum Computer by Mohanta, Yugojyoti et al.
Spin-Boson Model to Demonstrate Quantum Tunneling in
Biomolecules using IBM Quantum Computer
Yugojyoti Mohanta1*, Dhurjati Sai Abhishikth2†, Kuruva Pruthvi2‡, Vijay Kumar3§, Bikash K.
Behera3¶ & Prasanta K. Panigrahi3 ||**
1Department of Physical Sciences, Indian Institute of Science Education and Research Berhampur,
Ganjam, 760010, Odisha, India.
2Department of Physical Sciences, Indian Institute of Science Education and Research Thiruvanan-
thapuram, Vithura, 695551, Kerala, India.
3Department of Physical Sciences, Indian Institute of Science Education and Research Kolkata,
Mohanpur, 741246, West Bengal, India.
Efficient simulation of quantum mechanical problems can be performed in a quantum com-
puter where the interactions of qubits lead to the realization of various problems possessing
quantum nature. Spin-Boson Model (SBM) is one of the striking models in quantum physics
that enables to describe the dynamics of most of the two-level quantum systems through the
bath of harmonic oscillators. Here we simulate the SBM and illustrate its applications in a
biological system by designing appropriate quantum circuits for the Hamiltonian of photo-
synthetic reaction centers in IBM’s 5-qubit quantum computer. We consider both two-level
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and four-level biomolecular quantum systems to observe the effect of quantum tunnelling in
the reaction dynamics. We study the behaviour of tunneling by changing different param-
eters in the Hamiltonian of the system. The results of SBM can be applied to various two-,
four- and multi-level quantum systems explicating electron transfer process.
1 Introduction
Quantum computers have proved their superior power over classical ones while solving certain
problems 1–6 among which simulation of the quantum systems has been a special attraction due
to the exponential improvement in speeds and computational resources. Efficient simulation of
quantum systems 7–14 has played a major role in motivating scientists coming up with the idea of a
quantum computer 3. The field of simulation of quantum mechanical problems in a quantum com-
puter is progressing very fast and it has applications in many scientific branches like many-body
theory 15–18, condensed matter 19, 20, spin models 21, 22, quantum phase transitions 23, 24, quantum
chemistry 25, quantum chaos 26, interferometry 27–29 and so on. Simulation by a quantum computer
has been found to be more effective than simulated it in a classical computer 30.
One of the most fundamental models of open quantum systems is the Spin-Boson Model
(SBM) 31, 32, which comprises a two-level system and a large number of quantum harmonic oscil-
lators linearly coupled to it and acting as the environment 33. The influence of these degrees of
freedom on the dynamics of the spin can be computed from the strength of the couplings between
the spin, each oscillating mode and the frequency of the modes 34–38. Though exact solution of
the spin-boson model is not possible 39, various simulation techniques such as real time quantum
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Monte Carlo simulations 40 and exact Monte Carlo simulations 41 and approximation methods such
as Noninteracting-blip approximation 42 and Bloch-Redfield equation have been extensively used
to study the dynamics of this model. While most of the simulation performed in classical systems
neglects the tunneling part 37, through simulation of SBM on a quantum computer, we can obtain
insightful results by incorporating the tunneling part in the Hamiltonian of the quantum system.
Here we apply the SBM to explain the dynamics of biomolecules in the photosynthetic reac-
tion center, i.e. electron transfer reaction in Rhodopseudomonas viridis 37, 43, 44 and further extend
this model to a four-level system. We study the time evolution of the given system from reactant
state to product and from product to reactant state for different tunnelling parameters in such bio-
logical system at normal room temperature. We use IBM’s quantum computer, ‘IBM 5 Tenerife’
(ibmqx4) to simulate the Hamiltonian of this systems, where many research problems have already
been tackled 45–74. The architecture of the 5-qubit chip ‘ibmqx4’ is discussed in Methods Section
4.
2 Results
Two-Level System The Hamiltonian of Spin-Boson Model for a two-level system is given by
33, 42,
H = −~∆σˆx
2
+
σˆz
2
+
qσˆxΣcαxα
2~
+ Σ~wα ˆb†αbˆα (1)
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where σˆx and σˆz are Pauli operators,  represents the energy difference between two states, ~
represents the reduced Plank’s constant, ∆ represents the hopping rate, q represents the protein
conformation for initial state and cα describes the strength of the coupling of the electron transfer to
the α th oscillator and bˆ†, bˆ are bosonic creation and annihilation operators and tunnelling parameter
is given by ~∆
2
.
Here we apply the Spin-Boson (SB) Hamiltonian to a two-level biological system which is
similar to Rhodopseudomonas viridis’s photosynthetic reaction center 37, 75. The system can be
visualised using a Marcus energy diagram (Fig. 1 A) which consists of two potential wells with
the energy difference . The distance between the two potentials is denoted as q which is so called
protein conformation. ER and EP are the two energies of the reactant and product states, where
 = ER − EP .
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Figure 1: Marcus diagram for two-level and four-level systems. Case A: ER and EP repre-
sent the energies of reactant and product respectively,  is the energy difference between reactant
and product, and q is the protein conformation of the product. Case B: ER and EP represent the
energies of reactant and product respectively. Intermediate-1 and Intermediate-2 are the two inter-
mediate states of the reaction. 1 is the energy difference between reactant and intermediate-1 state
and 2 is the energy difference between intermediate-2 and the product state. qa, qb and qc are the
protein conformation of intermediate-1, intermediate-2 and the product respectively.
Four-Level System The Spin-Boson Hamiltonian can be extended to a four-level system which
describes electron transfer methods in four-level photosynthetic reaction. This is done by adding
two intermediate energy states in between reactant state and product state. The system can be
represented using a Marcus energy diagram Fig. as illustrated in Fig. 1 B. To simplify the system
we model the Hamiltonian in such a way that tunnelling is only allowed in between reactant state
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(ER) and Intermediate-1 and in between Intermediate-2 and product state (EP ). 1 and 2 denote
the energy differences between the reactant and Intermediate-1, and the Intermediate-2 and product
state respectively.
The Hamiltonian describing the four-level system is given by 33, 76,
H = −~∆1σˆ
1
x
2
+
1σˆ1z
2
+
qσˆ1xΣcαxα
2~
+Σ~wα ˆa†αaˆα−~∆2σˆ
2
x
2
+
2σˆ2z
2
+
qσˆ2xΣcβxβ
2~
+Σ~wβ ˆb†β bˆβ+J12(σˆ1xσˆ2x+σˆ1yσˆ2y)
(2)
where σˆix and σˆiz are the Pauli operators acting on the ith qubit, 1 and 2 are the energy
differences between the states, ~ is the reduced Plank’s constant, ∆1 and ∆2 represent the hopping
rates between two energy states, q is the distance between two wells, and cα and cβ describe the
strength of the coupling of the electron transfer to the αth and βth oscillator respectively. Here
aˆ† and bˆ† are the bosonic creation operators, aˆ and bˆ are the annihilation operators, and J12 is the
coupling constant between the two qubits 76–78.
The reaction dynamics of photosynthetic reaction center (i.e., the conversion of reactant to
product state) and the tunnelling effect 79 in two-level and four-level system is studied by making
appropriate quantum circuit. The Hamiltonian for the system is simulated using IBM’S five-qubit
quantum computer for different instances of time (t). To understand the quantum tunnelling effi-
ciently, we took the values of hopping rates (∆1, ∆2), energy differences (1, 2) to be equal for
both of the qubits in the four-level system and took approximate values for the terms containing
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summation. The executions and graphs are shown in Results Section 2.
Quantum Circuits For the two-level and the four-level system, the design of the circuit of the
SB Hamiltonian is given Figs. 2 & 3. The values of all the parameters in the Hamiltonian are
discussed in Methods Section 4. The Hamiltonian is executed in quantum computer and the for-
mation of product of the reaction is observed and the probability of formation is plotted against
time for different tunnelling matrix elements. We observed changes in electron transfer rate as
the tunnelling parameter or the value of tunneling matrix element varies in the Hamiltonian. The
tunnelling effect can be observed as the reactant forming the product and vice-versa. We plotted a
bar graph for time evolution containing states of both the systems (two-level and four-level) with
their probabilities. The quantum circuits for two-level are shown in Fig. 2.
|0〉 U3(∆*t/2,3*pi/2,pi/2) X U3(pi,pi,-*t/2h¯) U1(*t/2h¯) X U3(pi,pi,-Σc*x*t/2h¯) U1(Σc*x*t/2h¯) ........... 1
(a) (b) (c)
1......... X U3(pi,pi,-Σw*t/2h¯) U1(-Σw*t/2h¯) X U3(pi,pi,Σw*t/2h¯) U1(-Σw*t/2h¯) ↗
(d)
Figure 2: Circuit diagram for two-level system Hamiltonian. (a) represents the tunneling term
(~∆
2
), (b) represents the energy difference (), (c) represents the coupling between system and bath
and (d) represents the bath term.
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|0〉 U3(∆1*t/2,3*pi/2,pi/2) X U3(pi,pi,-1*t/2h¯) U1(1*t/2h¯) X U3(pi,pi,-Σc*x*t/2h¯) U1(Σc*x*t/2h¯) ........... 1
|0〉 U3(∆2*t/2,3*pi/2,pi/2) X U3(pi,pi,-2*t/2h¯) U1(2*t/2h¯) X U3(pi,pi,-Σc*x*t/2h¯) U1(Σc*x*t/2h¯) ........... 2
(a) (b) (c)
1......... X U3(pi,pi,-Σw*t/2h¯) U1(-Σw*t/2h¯) X U3(pi,pi,Σw*t/2) U1(-Σw*t/2h¯) ..........3
2......... X U3(pi,pi,-Σw*t/2h¯) U1(-Σw*t/2h¯) X U3(pi,pi,Σw*t/2h¯) U1(-Σw*t/2h¯) ..........4
(d) (e)
3.... H H T 6 H H T 2 ↗
4.... H X U3(pi,pi,-J12 *t/h¯) U1(J12 *t/h¯) H T 6 H X U3(pi,pi,-J12 *t/h¯) U1(J12 *t/h¯) H T 2 ↗
(f) (g)
Figure 3: Circuit diagram for four-level system Hamiltonian. (a) represents the tunnelling terms
(~∆1
2
) and (~∆2
2
). (b) represents the energy difference between two states 1 and 2. (c) represents
the coupling with the bath, (d) & (e) represent the bath term for each qubit respectively, (e) & (f)
represent the coupling term between 2-qubits.
Tunnelling of reaction state into product state and vice-versa can be visualised in Fig. 4 as
the time (t) evolves. It is observed that the time taken for tunneling from reaction state to product
state is approximately decreases by half as the tunnelling parameter doubles.
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Figure 4: Time evolution of product of two-level and four-level system. Case A: Time evolution
of product with change in tunneling matrix (~∆
2
) of two-level system describing photosynthetic
reaction center. We evolve the system by increasing time till significant tunnelling is observed
from the reactant state to the product state and vice-versa. The graphs were plotted for three
different tunnelling parameters (orange graph is for 0.16 × 10−22J , blue for 0.32 × 10−22J and
grey for 0.64 × 10−22J) and time shown in graph is in order of 10−12s. We can clearly infer that
the time taken for tunnelling decreases or the tunnelling rate increases as the tunnelling parameter
increases. Initially, the product state |1〉 has 0 probability and reactant state |0〉 have probability
1, then slowly as time evolves the probability of formation of the product reaches 1 and reactant
state 0. After further time evolution, the products get tunnel back to the reactant state which is
referred as tunneling cycle. Case B: For two qubit system the product state (|11〉), intermediate
states (|01〉) and (|10〉) have 0 probability and reactant state (|00〉) have probability 1, then slowly
as time evolves the probability of formation of the product reaches 1 and reactant state probability
falls to 0.
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the initial configuration of the two-level system illustrating electron transfer in photosyn-
thetic reaction center is taken such that reactant state has a probability of 1 and product state has a
probability of 0. As the time evolves in the system, concentration of product increases and concen-
tration of reactant decreases. For tunnelling parameter 0.16× 10−22J , it reaches nearly equilibrium
stage (i.e., the concentration of product state and reaction state are equal) at time t=11 × 10−12s.
On further evolving the system, the probability of product state nearly reaches 1 and reactant state
reaches 0, at about t=22 × 10−12s. After then, the system is further evolved and the tunnelling
takes place in the reverse direction, i.e., the product gets tunnel back to the reactant state. This
can be considered as tunnelling cycle and the systems with tunnelling parameters 0.16 × 10−22J,
0.32 × 10−22J and 0.64 × 10−22J take about 40 × 10−12s, 20 × 10−12s, 10 × 10−12s respectively
for one full tunnelling cycle.
In the four-level system describing photosynthetic reaction center, initially, the reactant has a
probability of 1 and Intermediate-1, Intermediate-2, and the product state have a probability 0. As
we evolve the system with time, the reactant state gets tunnelled into Intermediate-1 state (|01〉),
and as the reaction progresses |01〉 gets converted to |10〉, and |10〉 state tunnels in the product
state (|11〉). For the system with tunnelling parameter 0.16 × 10−22J , we reach equilibrium at
t=14 × 10−12. At t = 22 × 10−12s, the product state has a probability of 1, and all other states
have probability 0 and the system returns to the initial condition. This phenomena can be here
referred as tunneling cycle as the reactant state tunnels to the product state and the product state
then tunnels back to the reactant state.
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Figure 5: Bar graph for time evolution of reactants, products and intermediate states. Case
A : Bar graph showing the probability of formation of reactant and product of a two-level system
as the time evolves at tunnelling parameter = 0.16 × 10−22J . |0〉 state is the reactant state shown
in blue and |1〉 state is the product state in orange. Case B: Bar graph showing the probability of
formation of reactant and product of a four-level system as the time evolves at tunnelling parameter
= 0.16 × 10−22J . The four colours blue, orange, grey and yellow represent the reactant (|00〉),
Intermediate-1 (|01〉), Intermediate-2 (|10〉) and the product (|11〉) state respectively. In both Cases
A and B the time taken is in order of 10−12s.
Fig. 6 gives a grasp on how tunnelling parameter affects the formation of the product, and we
can see that the reactant is getting tunnelled into the product at t=10−12s as the tunnelling parameter
(~∆
2
) changes.
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Figure 6: Product formation with different tunnelling parameter. Case A: Graph showing the
changes in concentration of product when there is a change in tunnelling parameter at t= 10−12s
for the two-level system. We can observe that the concentration of product significantly increases
with increase in tunneling parameter at a constant time. Case B: Graph showing the changes in the
concentration of product when there is a change in tunnelling parameter at t= 10−12s for four-level
system. In both cases tunneling parameter is of order the 10−22.
.
3 Discussion
We have successfully demonstrated the effect of quantum tunnelling and studied the reaction dy-
namics of the biological system at normal room temperature consisting of two-level system and
four-level system using spin-boson model. We studied how the system evolves for different tunnel-
ing parameters and found that rates of conversion of reactant to product increase with increase in
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tunneling parameter values. Study of four level system can be improved by allowing the tunnelling
in between all four states. This can be further analyzed by taking different tunneling values for
each qubits and different coupling values in between qubits. System dynamics can be observed
at different temperature conditions and at different reaction rates in the system. This model can
be extended for more than four state electron transfer reaction consisting of multi-intermediate
states. Similar model can be applied to simulate the dynamics of Fluorescence Resonance Energy
Transfer 76, 77, Retinal in Rhodopsin environment and a quantum dot in a polar solvent 76. The spin-
boson model can be used for wide range of physical processes including electron transfer 42, 80, 81,
macroscopic quantum coherence 82 and hydrogen tunneling 83.
4 Methods
The values taken for simulating the above Hamiltonians are fixed for normal room temperature.
The values of the following parameters are, tunnelling parameter (~∆
2
)= 3.2 × 10−23J , q = 1 37,
energy difference () = 4.8×10−20J , Σcαxα ≈ 7.484×10−16J 37 and Σωα is 1.1594×10−16J and
number of harmonic oscillators 37 constitute the bath are taken as order of 104. For the four-level
system the above same values are taken for both the qubits and except the value of J12 which is
taken as 2.603× 10−16J 77, 78.
Simulation of Hamiltonian: For simulation of the Hamiltonian 84–86 we use first order Trot-
ter decomposition, which is given by,
e−iHt = e−iH1te−iH2t...e−iHnt +O
(
t2) (3)
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where H1,H2, ...,Hn are Hamiltonians acting on local subsystems involving k-qubits of an n-
qubit system. The system Hamiltonian can be written as, H = ∑n1 Hk. Then the Hamiltonian is
decomposed into a sequence of unitary transformations which can be implemented by using any
set of universal quantum gates. In the above model,the Hamiltonian for a two state system is given
by Eq. (1).
To implement the Trotter decomposition, we useH = H1 +H2 +H3 +H4. Time evolution
of quantum mechanical system is given by unitary transformation ˆU(t), where
ˆU(t) = e
−iHt
~ (4)
Time evolution ofH1 is given by
e
−iHt
~ = e
i∆σˆxt
2 (5)
whereH1 = −~∆σˆx2 . which can be written in matrix form
 cos ∆t2 ι sin ∆t2
ι sin ∆t
2
cos ∆t
2

The above matrix acts on a single qubit. Here t is the time elapsed since the beginning of the
experiment. As the IBM Q Experience is a static system, by taking t as a controllable parameter we
are able to effectively simulate the dynamics and time evolution of a two state biological system .
This matrix can be implemented on IBM Quantum Experience by using IBM’s U3(θ, λ, φ).
This matrix can written in term of U3(θ, λ, φ) by setting the parameters in the form U3(∆t
2
, 3pi
2
, pi
2
).
Similarly,H2,H3 andH4 can be implemented and quantum circuit for two-level system can
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be designed by using U3(θ, λ, φ), U1(θ) and X Gates as shown Fig. 2.
For four level system, which is given by Hamiltonian Eq. 2 andH can be written as,
H = H1 +H2 +H3 +H4 +H5 +H6 +H7 +H8 +H9
and H1 takes the matrix form
 cos ∆1t2 ι sin ∆1t2
ι sin ∆1t
2
cos ∆1t
2
 acting on the qubit 1 and identity on
qubit 2.
Similarly, H2,H3,H4,H5,H6,H7,H8&H9 can be implemented and quantum circuit for
four level system can be designed by using U3(θ, λ, φ), U1(θ), X, H, T and CNOT Gates 87,
which is shown in Fig. 3.
Experimental Architecture The experimental device specification of IBM Q 5 Tenerife
[ibmqx4] chip are shown in Table 1 88, the Fig. 7 depicts the connection and control of five qubits
(Q0, Q1, Q2, Q3 and Q4). The single-qubit gate error is of the order 10−3. The multi-qubit and
readout error are of the order 10−2. Randomized benchmarking is used to measure the gate errors.
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Q1
Q2
Q3 Q4
Q0
Figure 7: Architecture of IBM Q5(a) A picture shows the chip layout of 5-qubit quantum proces-
sor Tenerife [ibmqx4]. All 5 transmon qubits (Q0,Q1,Q2,Q3 and Q4) are connected with the two
coplanar waveguide (CPW) resonators as shown. Qubits Q2, Q3 and Q4 are coupled by coplanar
waveguide (CPW) resonators with resonances around 6.6 GHz, Qubits Q0, Q1 and Q2 are coupled
by another coplanar waveguide (CPW) resonators with resonances around 7.0 GHz. Each qubit
has a dedicated CPW for the control and readout. Two qubits gates are connected with a supercon-
ducting bus resonator. (b) The IBM Q experience uses the cross-resonance interaction as the basis
for the CX-gate which is as follows: {Q1 → (Q0), Q2 → Q0, Q1, Q4), Q3 → (Q2, Q4)}, where
i→ (j) means i and j denote the control qubit and the target qubit respectively for implementation
of CNOT gate in the chip.
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Qubits T ||1 (µs) T
⊥
2 (µs) GE
† RE‡
Q0 50.80 13.90 0.77 6.40
Q1 56.30 57.70 1.63 6.10
Q2 42.00 49.90 1.20 6.00
Q3 33.10 15.30 3.01 11.00
Q4 52.30 26.20 0.94 5.68
|| Relaxation time, ⊥ Coherence time, † Gate Error, ‡ Readout Error
Table 1: Experimental parameters of the device ‘ibmqx4’ Tenerife.
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