Continuity, positivity and simplicity of the Lyapunov exponents for
  quasi-periodic cocycles by Duarte, Pedro & Klein, Silvius
CONTINUITY, POSITIVITY AND SIMPLICITY
OF THE LYAPUNOV EXPONENTS FOR
QUASI-PERIODIC COCYCLES
PEDRO DUARTE AND SILVIUS KLEIN
Abstract. An analytic quasi-periodic cocycle is a linear cocycle
over a fixed ergodic torus translation of one or several variables,
where the fiber action depends analytically on the base point. Con-
sider the space of all such cocycles of any given dimension and
endow it with the uniform norm. Assume that the translation
vector satisfies a generic Diophantine condition. We prove large
deviation type estimates for the iterates of such cocycles, which,
moreover, are stable under small perturbations of the cocycle. As
a consequence of these uniform estimates, we establish continu-
ity properties of the Lyapunov exponents regarded as functions on
this space of cocycles. This result builds upon our previous work
on this topic and its proof uses an abstract continuity theorem of
the Lyapunov exponents which we derived in a recent monograph.
The new feature of this paper is extending the availability of such
results to cocycles that are identically singular (i.e. non-invertible
anywhere), in the several variables torus translation setting. This
feature is exactly what allows us, through a simple limiting ar-
gument, to obtain criteria for the positivity and simplicity of the
Lyapunov exponents of such cocycles. Specializing to the family of
cocycles corresponding to a block Jacobi operator, we derive conse-
quences on the continuity, positivity and simplicity of its Lyapunov
exponents, and on the continuity of its integrated density of states.
1. Introduction and statements
Definitions, notations, framework. In ergodic theory, a linear co-
cycle is a dynamical system on a vector bundle, which preserves the
linear bundle structure and induces a measure preserving dynamical
system on the base. The vector bundle is usually assumed to be trivial
and the base dynamics to be an ergodic measure preserving transfor-
mation T : X → X on some probability space (X,F, µ). Given a mea-
surable function A : X → Matm(R), the map F : X × Rm → X × Rm
defined by F (x, v) = (Tx,A(x)v) is a linear cocycle over T . The ite-
rated maps F n are given by F n(x, v) = (T nx,A(n)(x)v), where for all
x ∈ X and n ≥ 1, A(n)(x) := A(T n−1x) . . . A(Tx)A(x).
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2 P. DUARTE AND S. KLEIN
When the base map T is fixed we refer to the matrix valued function
A : X → Matm(R) as being the linear cocycle.
The repeated Lyapunov exponents (LE) of the cocycle A are denoted
by L1(A) ≥ L2(A) ≥ . . . ≥ Lm(A) ≥ −∞. By Kingman’s ergodic
theorem, they are the pointwise µ-almost everywhere and average limits
Lk(A) = lim
n→+∞
1
n
log sk(A
(n)(x)) = lim
n→+∞
∫
X
1
n
log sk(A
(n)(x))dµ(x),
where sk(g) stands for the k-th singular value of a matrix g ∈ Matm(R).
In particular, L1(A), the top Lyapunov exponent of A, is the limit
as n→ +∞ of the finite scale top Lyapunov exponents
L
(n)
1 (A) :=
∫
X
1
n
log‖A(n)(x)‖dµ(x).
We say that a LE is simple when its multiplicity is one, that is, when
it is distinct from all the other LE. When all LE of a cocycle A are
simple, we say that A has simple Lyapunov spectrum.
A quasi-periodic cocycle is a linear cocycle over some ergodic torus
translation on a finite dimensional torus Td = (R/Z)d equipped with
the Haar measure (which we denote by | · |).
In this paper we study analytic quasi-periodic cocycles, that is, co-
cycles in the Banach space Cωr (Td,Matm(R)) of all analytic functions
A : Td → Matm(R) having a holomorphic, continuous up to the bound-
ary extension to Adr = Ar × . . .×Ar ⊂ Cd, where we denote by Ar :=
{z ∈ C : 1−r < |z| < 1+r} the annulus of width 2r around the torus T.
We endow this space with the uniform norm ‖A‖r := supz∈Adr‖A(z)‖.
The main result of this paper is a uniform large deviation type esti-
mate for the iterates of any analytic quasi-periodic cocycle with simple
top Lyapunov exponent. We refer to such a result as a uniform fiber
LDT estimate. Our method requires a generic arithmetic assumption
on the translation vector.
A fiber LDT estimate for a cocycle A over some base dynamics
(X,µ, T ) has the form
µ
{
x ∈ X : ∣∣ 1
n
log‖A(n)(x)‖ − L(n)1 (A)
∣∣ > } < ι(n, ), (1.1)
where  > 0 is small and ι(n, )→ 0 fast as n→∞.
We call such an estimate uniform when the rate function ι is stable
under small perturbations of the cocycle A.
Establishing statistical properties like large deviation estimates is a
difficult problem for most dynamical systems. The first results of this
kind for quasi-periodic base dynamics were obtained by J. Bourgain and
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M. Goldstein [7] and by M. Goldstein and W. Schlag [17] in the context
of a one-parameter family of SL2(R)-valued cocycles corresponding to
a lattice Schro¨dinger operator.
The cocycles considered here are Matm(R)-valued. We distinguish
between identically singular (i.e. non-invertible anywhere) and non-
identically singular cocycles. We studied the latter in Chapter 6 of
our monograph [14]. This paper is concerned with the former, which
presents significant technical challenges, especially in the several vari-
ables case d > 1.
The idea is to first prove a non-uniform fiber LDT for any identically
singular cocycle, through reduction to a maximal rank (hence non-
identically singular) cocycle of a lesser dimension. The uniform LDT
estimate will then be derived by induction on the number of iterates,
with the base step provided by the non-uniform statement.
This result is interesting in itself and for its subsequent applications;
moreover, the method developed here to derive it might also prove
useful in other contexts.
The next result of this paper concerns the continuity of the Lya-
punov exponents at any cocycle in Cωr (Td,Matm(R)). The result is
quantitative, in that it also provides an explicit (weak-Ho¨lder) modu-
lus of continuity locally near cocycles with simple Lyapunov exponents.
These statements follow from the abstract continuity theorem (ACT)
obtained in Chapter 3 of our monograph [14], which is applicable in
this context once the uniform fiber LDT is proven.
The continuity theorem is then used to derive criteria for the posi-
tivity and the simplicity of the Lyapunov exponents for quasi-periodic
cocycles. This in turn leads to optimal lower bounds on Lyapunov
exponents and on the gaps between consecutive Lyapunov exponents
associated with discrete, quasi-periodic band lattice Schro¨dinger oper-
ators (also referred to as block Jacobi operators).
We note that (in addition to its intrinsic interest) treating the case
of identically singular cocycles is exactly what allows us to derive the
aforementioned consequences on the positivity and simplicity of the
LE. More precisely, for cocycles with a certain structure, using a simple
limiting argument, we obtain asymptotic formulas for the LE, which,
under appropriate assumptions, imply lower bounds on LE or on the
gaps between consecutive LE. A simple illustration of this, regard-
ing the LE associated with discrete Schro¨dinger operators, is given in
Proposition 1.1.
4 P. DUARTE AND S. KLEIN
Our method applies equally to cocycles on the 1-variable torus T and
on a several variables torus Td with d > 1. There are currently more
and sharper results available for the former model. Let us now empha-
size the differences between the analysis of the case d = 1 and that of
the case d > 1 and explain how most of the one-variable arguments
cannot be applied in the several variables setting.
In [28] E. Sorets and T. Spencer considered the quasi-periodic Schro¨-
dinger cocycle
Aλ,E(x) =
[
λ f(x)− E −1
1 0
]
, (1.2)
where f is a (fixed) real analytic and non-constant function on the
1-variable torus T.
They proved that the top LE of this cocycle is bounded from below
by 1
2
log |λ| for all E ∈ R (and also for all translations ω) provided that
|λ| ≥ λ0, where λ0 depends only on f . It is important in applications
to spectral theory problems for the corresponding lattice Schro¨dinger
operator that the lower bound on the LE and the threshold λ0 be
uniform in the energy parameter E.
The idea of the proof is to complexify the analytic function f(x)
to a neighborhood of T, and then to use the fact that the equation
f(z) − s = 0 has finitely many zeros in a compact set, for any given
s ∈ R. This is due precisely to the fact that f is a one variable
holomorphic, non-constant function.
That neighborhood of the torus contains an annulus Ar, which we
identify with a strip [0, 1]× [−r, r]. Then for most y ∈ [−r, r], i.e. for
most horizontal lines, the equation f(x+ iy)− E
λ
= 0 has no solutions
in x. Writing for such y
Aλ,E(x+ iy) =
[
λ f(x+ iy)− E −1
1 0
]
=
[
λ (f(x+ iy)− E
λ
) −1
1 0
]
,
it is then clear that the cocycle Aλ,E(· + iy) is uniformly hyperbolic,
provided we choose λ large enough. In particular this ensures a lower
bound on the top LE of the cocycles Aλ,E(·+ iy), for most y ∈ [−r, r].
The challenge is then to transfer such a lower bound to Aλ,E(x), that
is, to y = 0. E. Sorets and T. Spencer accomplish this by proving an
extension of Jensen’s formula to meromorphic functions; an alterna-
tive argument given by J. Bourgain (see [5]) uses harmonic measure;
in [12] we gave a simple argument, based on Hardy’s convexity theorem
(see [15]), that applies to general higher dimensional analytic cocycles
on T. In all of these arguments, the crucial ingredient is the fact that
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the function u
(n)
A (x) :=
1
n
log‖A(n)(x)‖ has a subharmonic extension to
Ar, which is due to A(z) being a holomorphic function on Ar.
To summarize, positivity of the top LE for analytic quasi-periodic
cocycles on T for large λ (which is a necessary condition) follows from
the following key ingredients: the set {z : f(z) − s = 0} has “low
algebraic complexity”, hence most orbits of the translation will avoid
it; and, essentially, the convexity of the map y 7→ L1(Aλ,E(· + iy)).
We emphasize that the former is not available in the several variables
(d > 1) torus translation setting.
We note the fact that the lower bounds on the top LE obtained
in [28, 5, 12] in the one-frequency (d = 1) setting are uniform in the
frequency. Furthermore, Z. Zhang [29] obtained a sharp (and uniform)
lower bound for the top LE of the Schro¨dinger cocycle (1.2), while very
recently, R. Han and C. Marx [20] obtained a precise (and uniform)
asymptotic formula for the top LE of the same cocycles. When d > 1,
the only lower bound available which is uniform in the frequency is due
to J. Bourgain [6], and it applies to the several variables analogue of
the Schro¨dinger cocycle (1.2).
Let us now discuss the continuity of the LE for quasi-periodic cocy-
cles on T. J. Bourgain and S. Jitormiskaya [8] proved joint continuity
in (E,ω) ∈ R× (R\Q) of the LE of the Schro¨dinger cocycle (1.2) (this
particular result was in fact obtained by J. Bourgain in [6] for Td with
d > 1 as well). S. Jitomirskaya and C. Marx proved joint continuity in
cocycle and frequency for Mat2(C)-valued cocycles. More recently, A.
A´vila, S. Jitomirskaya and C. Sadel [1] extended this result to cocycles
of arbitrary dimension. More precisely, they proved continuity of all
LE in (A, ω) ∈ Cωr (T,Matm(C)) × (R \ Q). We stress that these con-
tinuity results are not quantitative, unlike the ones addressed in this
work.
The proof of the result in [1] uses the fact that given an analytic
function A : T → Matm(C), having a holomorphic extension to some
strip of width r > 0, the complex cocycles Ay : T → Matm(C),
Ay(x) := A(x+ iy) have dominated splitting for most y ∈ (−r, r). The
continuity of the Lyapunov exponents for cocycles having dominated
splitting comes with a soft argument from the theory of hyperbolic
dynamical systems, because dominated splitting is a kind of projective
hyperbolicity. Finally, the continuity of the LE for A = Ay=0 follows
using the convexity of the function y 7→ L1(Ay).
To summarize, continuity of the LE for (general, higher dimensional)
analytic quasi-periodic cocycles on T (d = 1) follows from the following
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key ingredients: the dominated splitting of certain perturbations of the
cocycle and a convexity argument.
In contrast with this, we show in a separate paper that for d > 1
there are homotopy classes of analytic functions A : Td → GLm(C)
whose corresponding quasi-periodic cocycles do not have dominated
splitting. Therefore, even if the convexity argument had a counterpart
when d > 1, the approach in [1] could not be used to establish the
continuity of the LE in the several variables torus translation setting.
When d = 1, the dominated splitting property of the cocycle Ay for
most y relies essentially on the fact that the zeros of a one variable
holomorphic function are isolated points.
This property does not hold for several variables analytic functions
f : Td → C, d > 1. A simple dimension argument shows that generi-
cally, the zero set Z(f, y) := {x ∈ Td : f(x + iy) = 0}, has dimension
d − 2 ≥ 0. Hence, if d > 1, there are open sets of analytic func-
tions f : Td → C having holomorphic extensions to a strip of width
r > 0 which have zeros on every torus Tdy := {x + iy : x ∈ Td} with
y ∈ (−r, r)d. Thus, considering the cocycle A(x) :=
[
f(x) −1
1 0
]
, even
if most values of f are very large, the cocycles Ay(x) := A(x+ iy) are
not expected to be uniformly hyperbolic. This amounts to saying that
the cocycles Ay will not have dominated splitting.
Therefore, the zeros of the function f present unavoidable technical
difficulties when we address the problem of continuity of the LE of
quasi-periodic cocycles over a several variables torus translation.
A more robust approach, that works for both d = 1 and d > 1,
was introduced by M. Goldstein and W. Schlag [17] in the context
of Schro¨dinger cocycles Aλ,E like (1.2). This approach proceeds by
establishing LDT estimates for the iterates of the cocycle and it uses
in an essential way a deterministic result on the norm growth of long
products of SL2(R) matrices, which the authors call the Avalanche
Principle (AP). While this method requires that the translation ω be
fixed and satisfy a generic arithmetic condition, the result provides a
modulus of continuity1 (i.e. Ho¨lder when d = 1, weak-Ho¨lder when
d > 1) for the top Lyapunov exponent regarded as a function of the
energy parameter E.
1According to a private conversation of the second author with Qi Zhou, re-
garding the latter’s yet unpublished (joint) work, an arithmetic condition is in fact
necessary for establishing such a modulus of continuity.
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In our recent monograph [14], we extend this approach in both depth
and breadth, making it applicable to any space of cocycles, of any di-
mension and over any base dynamics, provided appropriate LDT esti-
mates are available in the given setting. We refer the reader to Chap-
ters 1 and 6 of this monograph, as well as to our survey [13] for a more
thorough review of related results. Moreover, we note that the recent
surveys of S. Jitomirskaya and C. Marx [23] and D. Damanik [11] pro-
vide the interested reader with an excellent overview of related topics.
Finally, we comment on the simplicity of the Lyapunov exponents.
In the 1980s, Y. Guivarc’h and A. Raugi [19] and I. Ya. Gol’dsheid and
G. A. Margulis [16] obtained sufficient criteria for the simplicity of the
LE of locally constant cocycles over a Bernoulli shift. More recently,
results on this kind for other models were obtained by C. Bonatti and
M. Viana [4] and by A. A´vila and M. Viana [3, 2].
We are not aware of any previously established sufficient criteria for
the simplicity of the LE for quasi-periodic models. However, in the
1-variable torus translation case, the general continuity result in [1]
can be used to obtain a similar (but slightly less precise) criterion for
simplicity to the one we formulate and prove here.
As mentioned earlier, the key to all the results in this paper is prov-
ing a uniform fiber LDT estimate like (1.1). The uniformity of this
estimate in the cocycle represents the crucial assumption in the proof
of the ACT. This is the main reason for the case of identically singular
cocycles being significantly more challenging, especially when conside-
ring translations on the several variables (d > 1) torus. We give some
details on these challenges and on how they will be overcome.
One difficulty is related to the fact that being identically singular
(and hence not having full rank) is not an open condition in the space
of analytic cocycles. Thus a small perturbation of such a cocycle could
have a higher rank.
Given an identically singular cocycle A with L1(A) > −∞, we show
that it is semi-conjugated to a maximal rank (hence non-identically
singular) cocycle of a smaller dimension; we previously established (see
chapter 6 in [14]) uniform fiber LDT estimates for non-identically singu-
lar cocycles; via the semi-conjugacy relation, this leads to fiber LDT for
the cocycle A. Incidentally we also derive the fact (which was recently
independently proven in [27]) that an analytic cocycle is nilpotent if
and only if its top Lyapunov exponent is −∞.
We note that since the rank of A may change under perturbations,
the parameters of the LDT obtained through semi-conjugacy may blow
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up. Thus this argument will only provide non-uniform fiber LDT es-
timates for analytic cocycles. We prove a uniform fiber LDT estimate
in the vicinity of an identically singular cocycle A using an inductive
procedure based on the avalanche principle. We explain below the
mechanics of the proof.
The non-uniform LDT is used to get the procedure started—given
a large enough initial scale (i.e. number of iterates) n0, the fiber LDT
estimate holds for A at this scale, hence if we choose any other cocycle
B at a small enough distance from A, this estimate will transfer over
to B by proximity. Of course, this can only be done once, at an initial
scale of order n0, as the size of the neighborhood of A depends on n0.
Therefore, we obtain an estimate of the form∣∣∣{x ∈ Td : ∣∣ 1
n
log‖B(n)(x)‖ − L(n)1 (B)
∣∣ > n−a}∣∣∣ < e−nb , (1.3)
for some constants a, b > 0, for n  n0 and for all cocycles B in a small
neighborhood of A.
The goal is to derive an estimate like (1.3) at a next scale n1  n0,
then at a scale n2  n1 and so on, in such a way that the parameters
a and b in this estimate do not change from one step to the next (to
be precise, they will only stabilize from scale n1 on).
For every scale n and cocycle B consider the function
u
(n)
B (x) :=
1
n
log‖B(n)(x)‖.
The AP will essentially allow us to represent the function u
(n1)
B (x)
corresponding to the scale n1, in terms of certain Birkhoff averages of
the function u
(m)
B (x) corresponding to scales m  n0, for which the
estimate (1.3) is already available. There is, of course, an error term in
this representation; furthermore, this representation does not hold for
all phases x, but only outside of a relatively small set of phases related
to the exceptional set in the LDT estimate (1.3) at scales of order n0.
By the pointwise ergodic theorem, these Birkhoff averages converge
almost everywhere to the means of the corresponding observables. How-
ever, since we are performing an inductive process (or a multiscale a-
nalysis with finite steps) we need a quantitative version of this result,
one where the rate of convergence and the size of the exceptional sets
of phases depend explicitly on the number of iterates.
Such a quantitative Birkhoff ergodic theorem (qBET) will indeed hold
due to: the arithmetic assumption on the translation ω (this takes care
of some small denominators issues); and the fact that since the cocy-
cles B(x) are real analytic (hence they have holomorphic extensions),
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the functions u
(n)
B (x) defined above extend to a neighborhood of Td as
separately subharmonic functions (i.e. subharmonic in each variable).
It is crucial for our purposes that the parameters that determine
the qBET for the observables u
(n)
B be uniform in both B (in a fixed
neighborhood of A) and n. Moreover, we also need a uniform bound
on the L2-norms of these observables—in part because there are sets of
phases over which we have no control, hence an estimate on L
(n)
1 (B) =∫
Td u
(n)
B (x)dx can be obtained from having control on u
(n)
B (x) for most
phases x and a bound on the global L2-norm of u
(n)
B . These are the
two most technically challenging aspects of the proof, and the challenge
comes from the fact that the cocycles B may be identically singular.
The qBET for subharmonic (when d = 1) or separately subharmonic
(when d > 1) functions u(z) were proven (see for instance [5, 17, 25])
under the assumption that |u(z)| ≤ C < ∞ throughout the domain.
The parameters that determine this estimate depend only on the bound
C and the size of the domain, hence such a qBET applies uniformly if
the observables considered are uniformly bounded.
In the context of this paper, the separately subharmonic functions
u
(n)
B (z) =
1
n
log‖B(n)(z)‖ are clearly uniformly bounded from above.
But since B(n)(z) may be 0, which in the case d > 1 may hold on
an algebraically non-trivial set, these functions might not be bounded
from below. However, a subharmonic function cannot be too small (i.e.
too close to −∞) for too much of the phase space, unless it were that
small throughout the whole space. This is due to Cartan’s estimate
on logarithmic potentials, and by means of Fubini it also holds for
separately subharmonic functions.
Thus, if we can establish that the functions u
(n)
B (x) have a uniform
lower bound at least somewhere, then each of these function could fall
below a certain (low enough) threshold only on a small set of phases x.
We horizontally truncate u
(n)
B (z) from below, so the resulting function
is still separately subharmonic, it is bounded from above and below
(hence the qBET for bounded observables applies to it) and it agrees
with u
(n)
B over much of the phase space, provided the threshold for the
truncation is chosen small enough. This will allow us to transfer the
qBET (and other estimates) from the truncation to u
(n)
B . The threshold
for the truncation of u
(n)
B will be of the order −na, for some a ∈ (0, 1),
hence the bound on the corresponding truncation will be of order na.
This does produce errors of that order, but they can be easily absorbed.
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Finally, we note that the key fact that u
(n)
B (x) have a uniform lower
bound at least somewhere, cannot be established a-priori, but it will be
obtained inductively and used to feed the next step of the induction.
Formulation of the main statements. We consider the Banach
space Cωr (Td,Matm(R)) of linear cocycles on Td having a holomorphic
extension to Adr , continuous up to the boundary. This space is endowed
with the uniform norm.
Given t ∈ (0, 1), we denote by DCt the set of translation vectors
ω ∈ Rd satisfying the following Diophantine condition:
‖k · ω‖ ≥ t|k|d+1 for all k ∈ Z
d \ {0} ,
where for any real number x we write ‖x‖ := mink∈Z
∣∣x− k∣∣.
The main result of this paper, from which everything else follows, is
a large deviation estimate on the iterates of a cocycle in this space.
Theorem 1.1. Given A ∈ Cωr (Td,Matm(R)) with L1(A) > L2(A) and
ω ∈ DCt, there are constants δ = δ(A) > 0, n1 = n1(A, t) ∈ N,
a1 = a1(d) > 0, b1 = b1(d) > 0 so that if ‖B − A‖r ≤ δ and n ≥ n1,
then ∣∣{x ∈ Td : ∣∣ 1
n
log‖B(n)(x)‖ − L(n)1 (B)
∣∣ > n−a1}∣∣ < e−nb1 .
The crucial feature of the result above for our consequent continuity
statements, and what makes its derivation most challenging, is the local
uniformity of the estimates in the cocycle.
We say that a function is weak-Ho¨lder continuous if its modulus of
continuity is given by w(h) = C e−c (log(1/h))
b
, for some positive con-
stants C, c and b. Note that if b = 1 then we have w(h) = C hc, which
corresponds to Ho¨lder continuity.
We can now formulate the statement on the continuity of the Lya-
punov exponents. They (and their consequences) hold under the as-
sumption that ω ∈ DCt, that is, the translation vector is Diophantine.
Theorem 1.2. The map Cωr (Td,Matm(R)) 3 A 7→ Lk(A) ∈ [−∞,∞)
is continuous for all 1 ≤ k ≤ m.
Moreover, if for some A and k < m we have Lk(A) > Lk+1(A), then
locally near A the map Cωr (Td,Matm(R)) 3 B 7→ (L1+. . .+Lk)(B) ∈ R
is weak-Ho¨lder continuous.
Similarly to our results for non-identically singular cocycles, the Os-
eledets filtration and decomposition also depend continuously on the
cocycle, and in fact they are weak-Ho¨lder continuous too. Phrasing
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the most general version of this result is a bit technical, as one would
firstly have to carefully describe the topology considered on the space
of flag-valued functions (to which the Oseledets filtration of a cocy-
cle belongs). To avoid these technicalities, here we formulate just a
particular version of this result.
Let A ∈ Cωr (Td,Matm(R)) and let 1 ≤ k < m. Assume that
Lk(A) > Lk+1(A). Denote by Grk(Rm) the Grassmann manifold of
k-dimensional subspaces of Rm.
We define E−k (A) : Td → Grm−k(Rm) to be the measurable compo-
nent of the Oseledets filtration of A corresponding to the Lyapunov
exponents ≤ Lk+1(A), and E+k (A) : Td → Grk(Rm) to be the direct
sum of the components of the Oseledets decomposition corresponding
to Lyapunov exponents ≥ Lk(A). With these notations we have the
following statement.
Theorem 1.3. Let A ∈ Cωr (Td,Matm(R)), 1 ≤ k < m with Lk(A) >
Lk+1(A). There are δ = δ(A) > 0 and α = α(A) > 0 such that for all
B1, B2 ∈ Cωr (Td,Matm(R)) with ‖Bi − A‖r ≤ δ, i = 1, 2 we have∣∣∣{x ∈ Td : d(E±k (B1)(x), E±k (B2)(x)) > ‖B1−B2‖αr }∣∣∣ < w(‖B1−B2‖r),
where d refers to the distance on the Grassmann manifold and w refers
to a weak-Ho¨lder modulus of continuity function.
The reader may consult our monograph [14] (see Chapter 6, Theo-
rem 6.1) for the general result in the case of non-identically singular
cocycles; the same will hold here as well.
To show the usefulness of our continuity result of the Lyapunov ex-
ponents for identically singular cocycles, we present an immediate ap-
plication—the positivity of the maximal LE for Schro¨dinger cocycles.
Recall that a discrete, one-dimensional, quasi-periodic Schro¨dinger
operator is an operator Hλ(x) on l
2(Z) 3 ψ = {ψn}n∈Z, defined by
[Hλ(x)ψ]n := −(ψn+1 + ψn−1) + λ f(x+ nω)ψn , (1.4)
where λ 6= 0 is a coupling constant, f : Td → R is the potential function,
x ∈ Td is a phase parameter that introduces some randomness into the
system and ω ∈ Td is a fixed incommensurable frequency.
We note that due to the ergodicity of the system, the spectral pro-
perties of the family of operators {Hλ(x) : x ∈ Td} are independent of
x almost surely. Moreover, Hλ(x) is a bounded, self-adjoint operator,
whose norm (and hence spectral radius) is ≤ 2 + |λ| ‖f‖L∞(Td).
Consider the Schro¨dinger (i.e. eigenvalue) equation
Hλ(x)ψ = E ψ , (1.5)
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for some energy (i.e eigenvalue) E ∈ R and state (i.e. eigenvector)
ψ = {ψn}n∈Z ⊂ R.
Define the associated Schro¨dinger cocycle as the one-parameter (in
E) family Aλ,E, where
Aλ,E(x) :=
[
λ f(x)− E −1
1 0
]
∈ SL(2,R) .
Note that the Schro¨dinger equation (1.5) is a second order finite
difference equation. An easy calculation shows that its formal solutions
are given by [
ψn+1
ψn
]
= A
(n+1)
λ,E (x) ·
[
ψ0
ψ−1
]
,
where A
(n)
λ,E(x) are the iterates of Aλ,E(x), for all n ∈ N .
Proposition 1.1. Let ω ∈ DCt, let f ∈ Cωr (Td,R) be an analytic,
non-constant function, and consider the corresponding quasi-periodic
Schro¨dinger cocycle
Aλ,E(x) =
[
λf(x)− E −1
1 0
]
.
There are λ0 = λ0(t, f) < ∞, c = c(f) > 0 and b = b(d) > 0, such
that if |λ| ≥ λ0 then the top Lyapunov exponent of the cocycle Aλ,E has
the following asymptotic behavior.
(a) If |E| ≤ 2 |λ| ‖f‖r then
L1(Aλ,E) =
∫
Td
log
∣∣λf(x)− E∣∣ dx+O (e−c (log|λ|)b) . (1.6a)
(b) If |E| ≥ 2 |λ| ‖f‖r then
L1(Aλ,E) =
∫
Td
log
∣∣λf(x)− E∣∣ dx+O (e−c (log|E|)b) . (1.6b)
In particular, there is C0 = C0(f) <∞ such that if |λ| ≥ λ0 then
L1(Aλ,E) > log |λ| − C0 for all E ∈ R. (1.6c)
Proof. We first consider the case |E| ≤ 2 |λ| ‖f‖r.
Given δ, s ∈ R define the cocycle
Sδ, s(x) :=
[
f(x)− s −δ
δ 0
]
∈ Mat2(R).
By factoring out λ we have Aλ,E = λS 1
λ
, E
λ
so
L1(Aλ,E) = log |λ|+ L1(S 1
λ
, E
λ
).
The map (δ, s) 7→ Sδ, s is Lipschitz.
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Moreover, for all s ∈ R, the cocycle S0, s =
[
f(x)− s 0
0 0
]
, which
is identically singular, satisfies
L1(S0, s) =
∫
Td
log
∣∣f(x)− s∣∣ dx > −∞
(because f is analytic and non-constant) and L2(S0, s) = −∞.
In particular, L1(S0, s) > L2(S0, s), so by the continuity Theorem 1.2,
the map B 7→ L1(B) is locally weak-Ho¨lder near S0, s for every s ∈ R.
Then by compactness, there is δ0 > 0 such that the map
[−δ0, δ0]×
[− 2‖f‖r, 2‖f‖r] 3 (δ, s) 7→ L1(Sδ, s) ∈ R
is weak-Ho¨lder continuous.
Therefore, there is a modulus of continuity function of the form
w(h) = Ce−c (log
1
h
)b such that if
∣∣δ∣∣ ≤ δ0 and if ∣∣s∣∣ ≤ 2‖f‖r then∣∣L1(Sδ, s)− L1(S0, s)∣∣ ≤ w(|δ|)→ 0 as δ → 0.
Let λ0 :=
1
δ0
. Then for all λ,E with |λ| ≥ λ0 and |E| ≤ 2 |λ| ‖f‖r,
via the change of variables δ = 1
λ
, s = E
λ
, from the above we have∣∣L1(S 1
λ
, E
λ
)− L1(S0, E
λ
)
∣∣ ≤ w( 1|λ|)→ 0 as |λ| → ∞.
This then translates into∣∣∣L1(Aλ,E)− log |λ| − ∫
Td
log
∣∣f(x)− E
λ
∣∣ dx∣∣∣ ≤ w( 1|λ|),
which implies (1.6a).
The second case, when |E| ≥ 2 |λ| ‖f‖r, is treated similarly—by
factoring out E instead. Indeed, for δ, s ∈ R, define the cocycle
Sδ, s(x) :=
[
s f(x)− 1 −δ
δ 0
]
∈ Mat2(R).
By factoring out E we have Aλ,E = E S 1
E
, λ
E
so
L1(Aλ,E) = log |E|+ L1(S 1
E
, λ
E
).
The cocycle S0, s is identically singular and for all s ∈ R we have
L1(S0, s) =
∫
Td
log
∣∣sf(x)− 1∣∣ dx > −∞
(since f is analytic and non-constant), while L2(S0, s) = −∞. The
continuity Theorem 1.2 is again applicable, ensuring weak-Ho¨lder con-
tinuity of the top Lyapunov exponent locally near S0, s for every s ∈ R.
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Then by a simple compactness argument, there is δ0 > 0 such that the
map
[−δ0, δ0]×
[− 1
2‖f‖r ,
1
2‖f‖r
] 3 (δ, s) 7→ L1(Sδ, s) ∈ R
has a weak-Ho¨lder modulus of continuity w(h) as before, that is,∣∣L1(Sδ, s)− L1(S0, s)∣∣ ≤ w(|δ|).
Let λ0 :=
1
δ0 2‖f‖r . With the change of coordinates δ =
1
E
, s = λ
E
, if
|λ| ≥ λ0 and |E| ≥ 2 |λ| ‖f‖r, then the estimate above applies and we
have ∣∣L1(S 1
E
, λ
E
)− L1(S0, λ
E
)
∣∣ ≤ w( 1|E|)→ 0 as |E| → ∞.
This then translates into∣∣∣L1(Aλ,E)− log |E| − ∫
Td
log
∣∣ λ
E
f(x)− 1∣∣ dx∣∣∣ ≤ w( 1|E|),
which implies (1.6b).
To derive the last estimate, first note that since f(x) − s 6≡ 0 for
every s ∈ R, if I ⊂ R is compact, then the map
I 3 s 7→
∫
Td
log
∣∣f(x)− s∣∣ dx ∈ R
has a finite lower bound.
This is due to the  Lojasiewicz inequality (we formulate it below, in
Proposition 2.10, see also Remark 6.2 in [14]), which holds uniformly in
a neighborhood of an analytic, non-identically zero function. Alterna-
tively, although this is an overkill, since
∫
Td log |f(x)− s| dx represents
the Lyapunov exponent of the one-dimensional cocycle f − s, by the
same continuity theorem of the Lyapunov exponents, the map above
depends continuously on s, hence it has a finite lower bound on any
compact set.
Then either we have |E| ≤ 2 |λ| ‖f‖r, so Eλ is in a compact set, and
applying (1.6a) we have
L1(Aλ,E) ≥ log |λ|+
∫
Td
log
∣∣f(x)− E
λ
∣∣ dx− w( 1|λ|) > log |λ| − C0 ;
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Or |E| ≥ 2 |λ| ‖f‖r, so for all x ∈ Td,
∣∣ λ
E
f(x)
∣∣ ≤ 1
2
and apply-
ing (1.6b) we have
L1(Aλ,E) ≥ log |E|+
∫
Td
log
∣∣ λ
E
f(x)− 1∣∣ dx− w( 1|E|)
≥ log |λ|+ log 2‖f‖r + log 1
2
− w( 1|E|) > log |λ| − C0.
This completes the proof. 
Remark 1.1. Having uniform lower bounds of the form & log |λ| on the
Lyapunov exponent of a Schro¨dinger cocycle with analytic potential is
of course not new. M. Herman [21] and E. Sorets and T. Spencer [28]
are classical results on this topic, with uniform bounds in ω ∈ T.
A similar estimate to (1.6a) (also under a Diophantine assumption
on the frequency) was obtained in the case d = 1 by J. Bourgain (see
Proposition 11.31 in [5]), although the error there is less sharp/explicit.
Moreover, asymptotic formulas for the LE of 2-dimensional Jacobi
cocycles over the 1-variable torus translation were obtained in [22]. And
the continuity theorem in [1] for general, higher dimensional cocycles
over the same 1-variable torus may be employed to the same effects.
What is new here is the precision of the estimates (1.6), especially
in the case of f ∈ Cωr (Td,R) with d > 1. 2
Next we formulate similar but more general consequences of the con-
tinuity Theorem 1.2, namely some sufficient criteria for the positivity
and simplicity of the LE of a quasi-periodic cocycle.
Theorem 1.4. Given ω ∈ DCt and dimensions 1 ≤ l < m, for every
λ 6= 0 consider a cocycle Aλ ∈ Cωr (Td,Matm(R)) with a block structure
Aλ =
[
λM N
P Q
]
,
where M is a cocycle of dimension l, i.e. M ∈ Cωr (Td,Matl(R)).
There is λ0 = λ0(t,M, ‖N‖r, ‖P‖r, ‖Q‖r) < ∞ such that for all
|λ| ≥ λ0 the following hold.
(a) If M is non identically singular, i.e. if det[M(x)] 6≡ 0, then there
is C0 = C0(M) <∞ such that
Ll(Aλ) > log |λ| − C0. (1.7a)
(b) If all Lyapunov exponents of M are simple, then the l largest Lya-
punov exponents of Aλ are also simple.
2When d = 1, an even more precise estimate, which is moreover uniform in the
frequency, was very recently obtained in [20].
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In fact, a precise estimate on the gap between consecutive Lya-
punov exponents holds in this case. There are positive constants
c = c(M) and b = b(d) such that for all 1 ≤ k ≤ l,
Lk(Aλ) = log |λ|+ Lk(M) +O
(
e−c (log|λ|)
b
)
, so (1.7b)
Lk(Aλ)− Lk+1(Aλ) = Lk(M)− Lk+1(M) +O
(
e−c (log|λ|)
b
)
(1.7c)
for all k < l.
Remark 1.2. By factoring out λ, the cocycle in the above theorem can
be written as Aλ = λS 1
λ
, where Sδ :=
[
M δN
δP δQ
]
.
Since as δ → 0, Sδ →
[
M 0
0 0
]
, by the continuity Theorem 1.2 we
have that for all 1 ≤ k ≤ l, Lk(Sδ) ≈ Lk(M) as δ → 0.
Then Lk(Aλ) ≈ log |λ|+Lk(M) as |λ| → ∞, so if k < l we also have
Lk(Aλ)− Lk+1(Aλ) ≈ Lk(M)− Lk+1(M) as |λ| → ∞.
This says that whatever the multiplicity of a Lyapunov exponent
of the block M , if |λ|  1 then the multiplicity of the corresponding
Lyapunov exponent of Aλ is the same or lesser.
Item (b) in Theorem 1.4 gives a precise estimate on the gap size
between consecutive Lyapunov exponents when they are all simple.
As suggested already by Proposition 1.1, in applications to mathe-
matical physics problems it is useful to have a lower bound on the
Lyapunov exponents which is uniform with respect to an extra parame-
ter. That parameter corresponds to the energy E of a Schro¨dinger-like
family of cocycles.
Below we formulate such a result on the uniform positivity of the
Lyapunov exponents for a one-parameter family of higher dimensional
cocycles. This uniform bound will then be applicable to the Lyapunov
exponents associated with (band lattice) Schro¨dinger or Jacobi opera-
tors (see Section 6).
Theorem 1.5. Given ω ∈ DCt and dimensions 1 ≤ l < m, consider
the family of cocycles Aλ,E ∈ Cωr (Td,Matm(R)) with a block structure
Aλ,E =
[
Mλ,E N
P Q
]
,
where the parameters λ 6= 0, E ∈ R and the block Mλ,E has the form
Mλ,E(x) = U(x) (λF (x) +R(x)− E I)
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for some U, F,R ∈ Cωr (Td,Matl(R)), and with I ∈ Matl(R) denoting
the identity matrix.
We assume that U is non-identically singular and that F has no
constant eigenvalues, i.e. det[U(x)] 6≡ 0 and det[F (x)− s I] 6≡ 0 for all
s ∈ R.
There are constants λ0 = λ0(t, U, F, ‖R‖r, ‖N‖r, ‖P‖r, ‖Q‖r) < ∞
and C0 = C0(U, F ) <∞ such that if |λ| ≥ λ0 then
Ll(Aλ,E) > log |λ| − C0 for all E ∈ R.
In Section 6 we specialize to cocycles associated to block Jacobi
operators. These types of operators generalize in different ways the
Schro¨dinger operator (1.4) and they may in some sense be regarded as
approximations of higher dimensional discrete Schro¨dinger operators.
The results above imply the continuity of the Lyapunov exponents
of such an operator. They also provide (for a large enough coupling
constant) optimal lower bounds on its non-negative (i.e. the first half)
Lyapunov exponents, sufficient criteria for their simplicity and weak-
Ho¨lder continuity of its integrated density of states.
By analogy to discrete Schro¨dinger operators like (1.4), the availabil-
ity of these properties could prove crucial in the further study of the
spectral properties of block Jacobi operators.
The rest of the paper is organized as follows.
In Section 2 we prove non uniform fiber LDT estimates for iden-
tically singular cocycles (Theorem 2.1). For that we show that such
cocycles are semi-conjugated to maximal rank cocycles (Lemma 2.9).
This in turn allows us to relate the pointwise finite scale LE of an
identically singular cocycle with those of its maximal rank reduction
(Propositions 2.13 and 2.16).
In Section 3 we prove a quantitative Birkhoff ergodic theorem (Theo-
rem 3.1) for functions with a separately subharmonic extension to Adr ,
under the weaker assumption of having a lower bound only at some
point on Td.
In Section 4 we prove our main result, on the existence of uniform
fiber LDT estimates for identically singular cocycles (Theorem 4.1).
In Section 5 we prove Theorems 1.2 and 1.3 on the continuity of the
Lyapunov exponents and of the Oseledets filtration. Then we prove
Theorems 1.4 and 1.5 on the positivity and simplicity of LE for certain
families of cocycles.
Finally, in Section 6 we apply the previous results to block Jacobi
operators (Theorem 6.1 and Corollary 6.1).
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2. The proof of the non-uniform fiber LDT
In a previous work (see [14]), we established (uniform) fiber LDT
estimates for analytic cocycles R(x) that are non identically singular,
in the sense that det[R(x)] 6≡ 0.
The goal of this section is to establish a non-uniform fiber LDT
estimate for identically singular cocycles A ∈ Cωr (Td,Matm(R)) with
L1(A) > −∞. This is obtained by means of semi-conjugating the
iterates of A(x) with those of a reduced maximal rank cocycle RA(x).
Having maximal rank, the reduced cocycle RA(x) is non-identically
singular, hence it satisfies a fiber LDT estimate, and the semi-conjugacy
relation allows us to transfer over the LDT estimate to A(x). We note
that this approach is not stable under perturbations of the original
cocycle A(x), hence it cannot provide a uniform fiber LDT estimate.
Some linear algebra considerations. Let 1 ≤ k ≤ m and consider a
matrix V ∈ Matk×m(R) with rank k, which is equivalent to saying that
det(V V T ) 6= 0. The matrix V determines a linear map V : Rm → Rk.
Let V + : Rk → Rm be the corresponding pseudo-inverse. Geometrically
we take W = Ker(V )⊥, so that V |W : W → Rk is an isomorphism and
set
V + := (V |W )−1 : Rk → W ⊂ Rm.
The next proposition shows that this definition matches the usual
Moore-Penrose pseudo-inverse.
Lemma 2.1. Given V ∈ Matk×m(R) with rank k,
V + = V T (V V T )−1.
Proof. Since V V T ∈ Matk(R) is a positive symmetric matrix, it ad-
mits an orthonormal basis of eigenvectors vj, j = 1, . . . , k such that
V V Tvj = λjvj with λj > 0. Hence (V V
T )−1vj = λ−1j vj and for all
j = 1, . . . , k
V [V T (V V T )−1vj] = λ−1j V V
Tvj = vj.
Now, because V T (V V T )−1vj ∈ W , it follows that for all j = 1, . . . , k
V +vj = V
T (V V T )−1vj.
Because these vectors form a basis of Rk the identity follows. 
Lemma 2.2. If V ∈ Matk×m(R) has rank k, then
1
‖V ‖ ≤ ‖V
+‖ ≤
√
‖adj(V V T )‖
det(V V T )
,
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where adj denotes the adjugate of a matrix, i.e. the transpose of its
cofactor matrix.
Proof. The first inequality follows from the fact that V + is a right
inverse of V : I = V V +.
For the second, using the previous lemma, for any unit vector x
‖V +x‖2 = ‖V T (V V T )−1x‖2
= xT (V T (V V T )−1)TV T (V V T )−1x
= xT (V V T )−T (V V T )(V V T )−1x
= xT (V V T )−1x =
1
det(V V T )
xTadj(V V T )x
≤ ‖adj(V V
T )‖
det(V V T )
.

Given g ∈ Matm(R) denote by rank(g), Ker(g) and Range(g) respec-
tively the rank, kernel and range of g. Let pig ∈ Matm(R) denote the
orthogonal projection onto Range(g).
Lemma 2.3. If g2, g1, g0 ∈ Matm(R) are such that rank(g2g1) = rank(g1) =
rank(g1g0) = k, then
(a) rank(g2g1g0) = k.
(b) g2g1g0 maps Range(g
T
0 g
T
1 ) isomorphically onto Range(g2g1).
Proof. Because rank(g2g1) = rank(g1) we have Range(g
T
1 g
T
2 ) = Range(g
T
1 ).
Hence
Range(gT0 g
T
1 ) = g
T
0 Range(g
T
1 ) = g
T
0 Range(g
T
1 g
T
2 )
= Range(gT0 g
T
1 g
T
2 ), (2.1)
which implies (a). In fact
rank(g2g1g0) = rank(g
T
0 g
T
1 g
T
2 ) = dim Range(g
T
0 g
T
1 g
T
2 )
= dim Range(gT0 g
T
1 ) = rank(g1g0) = k.
Conclusion (2.1) applied to the triplet of matrices gT0 , g
T
1 , g
T
2 gives
Range(g2g1) = Range(g2g1g0). (2.2)
By the fundamental theorem on homomorphisms, g2g1g0 induces an iso-
morphism between Range(gT0 g
T
1 g
T
2 ) = Ker(g2g1g0)
⊥ and Range(g2g1g0).
Therefore item (b) follows from (2.1) and (2.2).

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The rank of a linear cocycle. Let A ∈ Cωr (Td,Matm(R)) be an
analytic quasi-periodic cocycle.
Definition 2.1. We call geometric rank of A the number
r(A) := max
x∈Td
rank(A(x)).
We call rank of A the limit
rank(A) := lim
n→+∞
r(A(n)).
When rank(A) = m the cocycle A is said to have maximal rank.
Remark 2.1. The limit above exists because the sequence of geometric
ranks r(A(n)) decreases. Hence this sequence eventually stabilizes, i.e.
it becomes constant.
Remark 2.2. The reader should be mindful of the notational differ-
ence between rank(A), which represents the rank of the cocycle A, and
rank(A(x)), the rank of the matrix A(x).
Remark 2.3. Because of analyticity, {x ∈ Td : rank(A(x)) = r(A)}
is open and has full measure. Hence, this is a generic set in both
topological and measure theoretical sense.
Proposition 2.4. If r(A(k)) = r(A(k+1)) then rank(A) = r(A(k)).
Proof. Given x ∈ Td consider the triplet of matricesA(T k+1x), A(k)(Tx)
and A(x), whose product is equal to A(k+2)(x). If x is generic the ma-
trices A(k)(x), A(k+1)(x), A(k)(Tx) and A(k+1)(Tx) have maximal rank.
Then by assumption
rank(A(T k+1x)A(k)(Tx)) = rank(A(k+1)(Tx)) = rank(A(k)(Tx)),
rank(A(k)(Tx)A(x)) = rank(A(k+1)(x)) = rank(A(k)(x)).
Hence by Lemma 2.3,
rank(A(k+2)(x)) = rank(A(T k+1x)A(k)(Tx)A(x)) = rank(A(k)(x)).
This proves that r(A(k+2)) = r(A(k)). By induction r(A(n)) = r(A(k))
for all n ≥ k. 
Corollary 2.5. The geometric rank r(A(k)) stabilizes after some order
k ≤ m. In particular, A(m) has geometric rank equal to rank(A) and
so does A(n) for any n ≥ m.
Definition 2.2. A cocycle A ∈ Cωr (Td,Matm(R)) is said to be nilpotent
when for some n ≥ 1, A(n) ≡ 0.
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Remark 2.4. The only cocycle with zero geometric rank is the constant
zero cocycle. The cocycles with zero rank are exactly the nilpotent
ones.
Remark 2.5. If rank(A) = k then by the analyticity of A the set of
points x ∈ Td where rank(A(m)(x)) = k is open and dense with full
measure.
The following elementary proposition relates the geometric rank with
singular values and exterior powers of a cocycle A.
Proposition 2.6. Given A ∈ Cωr (Td,Matm(R)) and k ≥ 1 the follow-
ing statements are equivalent:
(1) A has geometric rank k,
(2) k = max{ 1 ≤ j ≤ m : sj(A(x)) 6= 0 for some x ∈ Td },
(3) ∧kA has geometric rank 1.
Proof. Given g ∈ Matm(R), rank(g) = max{1 ≤ j ≤ m : sj(g) > 0}.
This implies that (1)⇔(2).
On the other hand,
s1(∧kg) = s1(g) s2(g) · · · sk(g),
s2(∧kg) = s1(g) s2(g) · · · sk−1(g) sk+1(g).
Hence, s1(g) ≥ . . . ≥ sk(g) > sk+1(g) = 0 if and only if s1(∧kg) >
s2(∧kg) = 0. This shows that (1)⇔(3). 
Semi-conjugation to a maximal rank cocycle. Consider a linear
cocycle A ∈ Cωr (Td,Matm(R)) with rank k ≥ 1 and a function VA :
Td → Matk×m(R) consisting of k rows of A(m) chosen so that
ΩA := {x ∈ Td : rank(VA(x)) = k }
is an open set with full measure in Td. Note that
rank(VA(x)) = k ⇔ det(VA(x)VA(x)T ) 6= 0. (2.3)
Let V +A (x) be the pseudo-inverse of VA(x), which is well-defined for
x ∈ ΩA. By Lemma 2.1, for every x ∈ ΩA,
V +A (x) = VA(x)
T
(
VA(x)VA(x)
T
)−1
. (2.4)
DefineWA(x) = Range(A
(m)(x)T ) = Range(VA(x)
T ) = Range(V +A (x))
and PA(x) as the orthogonal projection onto WA(x), i.e., PA(x) =
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piA(m)(x)T . By definition, for all x ∈ ΩA,
PA(x) = V
+
A (x)VA(x), (2.5)
Rm = WA(x)⊕⊥ Ker(A(m)(x)), (2.6)
A(n)(x)PA(x) = A
(n)(x) for all n ≥ m. (2.7)
For each x ∈ Td let δA,i(x) be the i-th leading principal minor of
VA(x)VA(x)
T , i.e., the sub-determinant corresponding to the first i
rows and columns of VA(x)VA(x)
T , and then set
gA(x) :=
k∏
j=1
δA,j(x) , (2.8)
hA(x) := δA,k(x) gA(Tx)
3 (2.9)
A˜(x) := hA(x)PA(T x)A(x) . (2.10)
Given n ≥ m, since Range(A(n)(x)T ) ⊆ Range(A(m)(x)T ) and the
matricesA(n)(x) andA(m)(x) have the same rank for all x ∈ ∩n≥0T−nΩA
it follows that for a.e. phase x ∈ Td
WA(x) = Range(A
(n)(x)T ) = Ker(A(n)(x))⊥. (2.11)
Notice that VA, gA and hA are analytic functions over the same an-
alytic domain Adr as A.
The functions gA and hA are not identically zero. Indeed, by Sylvester’s
criterion for positive definiteness and the fact that VA has rank k ≥ 1,
we have δA,i(x) > 0 for all x ∈ ΩA. This implies that gA(x) > 0 and
hA(x) > 0 for all x ∈ ΩA ∪ T−1ΩA.
Finally the following invariance relation holds.
Proposition 2.7. For all x ∈ ΩA ∩ T−1ΩA,
A˜(x)WA(x) = WA(Tx) . (2.12)
Proof. Given x ∈ ΩA∩T−1ΩA, consider the matricesA(Tm+1x), A(m)(Tx)
and A(x), whose product A(m+2)(x) has rank k = rank(A). By (2.7)
above we have
A(m+2)(x) = A(m+1)(Tx)PA(Tx)A(x). (2.13)
By item (b) of Lemma 2.3 applied to the previous triplet of matri-
ces, A(m+2)(x) maps WA(x) isomorphically onto Range(A
(m+1)(Tx))
and, similarly, the map A(m+1)(Tx) takes WA(Tx) isomorphically onto
Range(A(m+1)(Tx)). Therefore the factorization (2.13) implies that
the linear map PA(Tx)A(x) sends WA(x) isomorphically onto WA(Tx).
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Finally, since hA does not vanish over ΩA ∩ T−1ΩA, A˜(x) induces an
isomorphism between WA(x) and WA(Tx). 
Definition 2.3. The reduced cocycle of A is the natural extension to
Td of the mapping RA : ΩA → Matk(R),
RA(x) := VA(Tx) A˜(x)V
+
A (x) . (2.14)
The next lemma ensures that RA extends analytically to A
d
r .
Lemma 2.8. Assuming rank(A) = k ≥ 1, the following functions have
analytic extensions to Adr:
(1) gA, hA : Td → R,
(2) (gA)
3 PA : Td → Matm(R),
(3) A˜ : Td → Matm(R),
(4) RA : Td → Matk(R).
Moreover, RA has maximal rank, i.e., det(RA) 6≡ 0.
Proof. Clearly δA,i, gA, hA and VA are analytic over A
d
r .
Consider the QR-decomposition for VA(x)
T . Transposing it we get
VA(x) = U(x)K(x), where U(x) ∈ Matk(R) is a lower triangular ma-
trix with 1s along the diagonal, and K(x) ∈ Matk×m(R) is orthogonal,
in the sense that the rows κ1(x), . . . , κk(x) of K(x) are mutually or-
thogonal. In fact K(x)K(x)T is the square of the following positive
diagonal matrix D(x) = diag(‖κ1(x)‖, . . . , ‖κk(x)‖). K(x) is obtained
applying the Gram-Schmidt orthogonalization process to the rows of
VA(x). In each step the row vj(x) of VA(x) gives rise to the row κj(x)
of the orthogonal matrix K(x)
κj(x) := vj(x)−
∑
i<j
〈vj(x), κi(x)〉
‖κi(x)‖2 ki(x) .
Inductively it follows that for each j = 1, . . . , k,
‖κ1(x)‖2 . . . ‖κj−1(x)‖2κj(x) and ‖κ1(x)‖2 . . . ‖κj(x)‖2
are polynomial functions of the components of the vectors v1(x), . . . , vj(x),
and in particular they are analytic functions on Adr . Since detU(x) = 1,
δA,k(x) = det
[
VA(x)VA(x)
T
]
= det
[
U(x)K(x)K(x)TU(x)T
]
= det
[
K(x)K(x)T
]
= det
[
D(x)2
]
=
k∏
j=1
‖κj(x)‖2 .
Denoting by {M}i the sub-matrix of M ∈ Matk(R) having order i
and both indices in {1, . . . , i}, since U(x) is a lower triangular matrix,
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we have {
U(x)M U(x)T
}
i
= {U(x)}i {M}i {U(x)}Ti .
Hence, as above we obtain
δA,i(x) = det
{
U(x)K(x)K(x)TU(x)T
}
i
= ‖κ1(x)‖2 . . . ‖κi(x)‖2.
Thus gAD
−2 and gAK have analytic extensions to Adr . The rows of
D(x)−1K(x) form an orthonormal basis of WA(x), and the orthogonal
projection onto WA(x) is given by
PA(x) = (D(x)
−1K(x))T (D(x)−1K(x))
= K(x)TD(x)−2K(x) .
It follows that (gA)
3 PA has an analytic extension to A
d
r . Thus, also
(δA,k)
−1A˜ = (gA ◦ T )3 (PA ◦ T )A has an analytic extension to Adr .
From (2.3) and (2.4) we obtain
RA(x) = VA(Tx) A˜(x)VA(x)
T
(
VA(x)VA(x)
T
)−1
=
1
det [VA(x)VA(x)T ]
VA(Tx) A˜(x)VA(x)
T adj
(
VA(x)VA(x)
T
)
= VA(Tx)
(
(δA,k)
−1(x)A˜(x)
)
VA(x)
T adj
(
VA(x)VA(x)
T
)
.
This formula proves that RA has an analytic extension to A
d
r .
Finally, in Proposition 2.7 we have seen that A˜(x) induces an iso-
morphism between WA(x) and WA(Tx), for all x ∈ ΩA ∩ T−1ΩA. But
because RA(x) = VA(Tx) A˜(x)V
+
A (x) for all x ∈ ΩA, by the definitions
of VA(Tx) and V
+
A (x), we conclude that RA(x) induces an automor-
phism on Rk. Hence, for all these phases detRA(x) 6= 0.

Let h
(n)
A (x) :=
n−1∏
i=0
hA(T
ix) be the n-th iterate of the one-dimensional
cocycle hA ∈ Cωr (Td,R). As mentioned earlier, hA 6≡ 0. The reduced
cocycle RA ∈ Cωr (Td,Matk(R)) was shown above to be non-identically
singular. The next lemma relates the iterates of the identically singular
cocycle A to those of the non-identically singular cocycles RA and hA.
Lemma 2.9. Given A ∈ Cωr (Td,Matm(R)) with rank k ≥ 1, the fol-
lowing relations hold for all iterates n ≥ m:
R
(n)
A (x)VA(x) = VA(T
nx) A˜(n)(x) (2.15)
A˜(n)(x) = h
(n−m)
A (x) A˜
(m)(T n−mx)A(n−m)(x) (2.16)
A(n)(x) = h
(n−m)
A (x)
−1A(m)(T n−mx) A˜(n−m)(x) . (2.17)
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Remark 2.6. Sincem is fixed, the factors A˜(m)(T n−mx) andA(m)(T n−mx)
will essentially be negligible in future estimates.
Proof. Since the functions VA, RA and A˜ are analytic it is enough to
check (2.15) for most phases x ∈ Td.
Consider the set of good phases
GA :=
⋂
n≥1
T−nΩA ∩
⋂
n≥1
T−n{hA 6= 0}.
ThenGA has full measure, and the previous relations (2.5), (2.7), (2.11)
and (2.12) hold for all iterates T nx and any phase x ∈ GA.
From (2.14) and (2.5) we get
RA(x)VA(x) = VA(Tx) A˜(x)PA(x) = VA(Tx)B(x)
where B = A˜ PA. Iterating this relation we get for all n ≥ 1,
R
(n)
A (x)VA(x) = VA(T
nx)B(n)(x).
Moreover, since B = A˜ PA and (PA ◦ T )A˜ = A˜,
B(n)(x) = A˜(n)(x)PA(x).
From (2.11) and iterating Proposition 2.7, for all n ≥ m,
Range(A(n)(x)T ) = WA(x) = Range(A˜
(n)(x)T ).
This implies that Ker(A(n)(x)) = Ker(A˜(n)(x)). By (2.7) we have
A(n)(x)(I − PA(x)) = 0. If n ≥ m then, since I − PA(x) is the orthog-
onal projection onto Ker(A(n)(x)) = Ker(A˜(n)(x)), we also must have
A˜(n)(x) (I − PA(x)) = 0. Hence for all n ≥ m
B(n)(x) = A˜(n)(x)PA(x) = A˜
(n)(x).
This proves (2.15).
Moreover
A˜(n+1)(x) = hA(x) A˜
(n)(Tx)PA(Tx)A(x) = hA(x) A˜
(n)(Tx)A(x).
By induction, we get for all n ≥ m
A˜(n)(x) = h
(n−m)
A (x) A˜
(m)(T n−mx)A(n−m)(x).
This proves (2.16).
Let us now write Mn,m(x) := A˜
(m)(T n−mx). From (2.16) we get
Mn,m(x) A˜
(n−m)(x) = h(n−m)A (x)Mn,m(x)A
(n−m)(x). (2.18)
The matrix Mn,m(x) can be expressed as
Mn,m(x) = V
+
A (T
nx)R
(m)
A (T
n−mx)VA(T n−mx),
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In fact, (2.15) implies that
R
(m)
A (T
n−mx)VA(T n−mx) = VA(T nx) A˜(m)(T n−mx).
Multiplying on the left by V +A (T
nx), and using that V +A VA = PA and
(PA ◦ T )A˜ = A˜ we get
V +A (T
nx)R
(m)
A (T
n−mx)VA(T n−mx) = PA(T nx)A˜(m)(T n−mx)
= PA(T
nx) A˜(T n−1x) A˜(m−1)(T n−mx)
= A˜(T n−1x) A˜(m−1)(T n−mx)
= A˜(m)(T n−mx) = Mn,m(x).
Let3
M+n,m(x) := V
+
A (T
n−mx)R(m)A (T
n−mx)−1 VA(T nx).
Then
M+n,m(x)Mn,m(x) = V
+
A (T
n−mx)VA(T n−mx) = PA(T n−mx).
Thus, left multiplying (2.18) by M+n,m(x) we get
PA(T
n−mx)A(n−m)(x) = h(n−m)A (x)
−1 PA(T n−mx) A˜(n−m)(x)
= h
(n−m)
A (x)
−1 A˜(n−m)(x).
Finally, left multiplying this equality by A(m)(T n−mx) we get
A(m)(T n−mx)PA(T n−mx)A(n−m)(x) = h
(n−m)
A (x)
−1A(m)(T n−mx) A˜(n−m)(x).
Since A(m)(T n−mx) (I − PA(T n−mx)) = 0 it follows that
A(n)(x) = A(m)(T n−mx)A(n−m)(x)
= A(m)(T n−mx)PA(T n−mx) A(n−m)(x)
= h
(n−m)
A (x)
−1A(m)(T n−mx) A˜(n−m)(x).
This proves (2.17). 
L2-boundedness and the fiber LDT estimate. We use the semi-
conjugation relations in Lemma 2.9 to establish non-uniform L2-bounds
and LDT estimates for the iterates of an analytic cocycle. A direct
consequence of the L2-boundedness is the fact, interesting in itself, that
an analytic cocycle is nilpotent if and only if its top Lyapunov exponent
is −∞. This result was recently obtained independently in [27].
3Although this is not important here, the matrix M+n,m(x) thus defined is in fact
the pseudo-inverse of Mm,n(x).
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A crucial tool: the  Lojasiewicz inequality. We recall the following re-
sult that describes the transversality property of non-identically zero
analytic functions (see for instance Lemmas 6.1 and 6.2 in [14]. This
result will be used repeatedly throughout the paper.
Proposition 2.10. ( Lojasiewicz inequality) Given f ∈ Cωr (Td,R) with
f 6≡ 0, there are constants S = S(f) <∞ and b = b(f) > 0 such that∣∣{x ∈ Td : |f(x)| < t}∣∣ < S tb for all t > 0.
Furthermore, there is a constant C = C(S, b) = C(f) <∞ such that
‖log |f |‖L2(Td) ≤ C.
We note that this result is in fact uniform in f , in the sense that the
constants S, b and C are stable under small perturbations of f . Also,
the L2-norm may be replaced by any other Lp-norm, 1 ≤ p <∞.
We begin with some preparatory estimates that use in an essential
way the  Lojasiewicz inequality.
Lemma 2.11. Let V ∈ Cωr (Td,Matk×m(R)) with rank(V (x)) = k a.e.
Then there are constants S = S(V ) < ∞ and c = c(V ) > 0 such that
for all t > 0 we have∣∣∣{x ∈ Td : ‖V +(x)‖ > 1
t
}
∣∣∣ < S tc (2.19)∣∣∣{x ∈ Td : ‖V (x)‖ < t}∣∣∣ < S tc (2.20)
Proof. Since rank(V (x)) = k for a.e. phase x ∈ Td, for those phases,
by Lemma 2.2 we have
‖V +(x)‖2 ≤ ‖adj[V (x)V
T (x)]‖
det[V (x)V T (x)]
≤ C
det[V (x)V T (x)]
for some constant C = C(‖V ‖L∞ , k,m) <∞.
Therefore,
{x : ‖V +(x)‖ > 1
t
} ⊂ {x : ∣∣det[V (x)V T (x)]∣∣ < C t2} . (2.21)
The function f(x) := det[V (x)V T (x)] is 6≡ 0 on Td (since V (x) has
maximal rank k for a.e. x) and it has an analytic extension f(z) =
det[V (z)V T (z)] to Adr . The  Lojasiewicz inequality is then applicable
to f(x) and it implies∣∣∣{x ∈ Td : ∣∣f(x)∣∣ ≤ C t2}∣∣∣ ≤ S tc
for some constants S = S(f) <∞ and c = c(f) > 0.
Estimate (2.19) then follows from (2.21).
28 P. DUARTE AND S. KLEIN
By the first inequality in Lemma 2.2, for a.e. x ∈ Td,
1
‖V +(x)‖ ≤ ‖V (x)‖ ,
hence
{x ∈ Td : ‖V (x)‖ < t} ⊂ {x ∈ Td : ‖V +(x)‖ > 1
t
} .
Then (2.20) follows from (2.19). 
Corollary 2.12. Under the same assumptions as in the previous lemma,
there are constants S = S(V ) <∞, c = c(V ) > 0 and T0 = T0(V ) <∞
such that for all T ≥ T0 we have∣∣∣{x ∈ Td : ∣∣log‖V +(x)‖∣∣ > T}∣∣∣ < S e−cT (2.22)∣∣∣{x ∈ Td : ∣∣log‖V (x)‖∣∣ > T}∣∣∣ < S e−cT (2.23)
In particular we have that log‖V +‖, log‖V ‖ ∈ L2(Td).
Proof. Since for a.e. x ∈ Td we have
1
‖V (x)‖ ≤ ‖V
+(x)‖ ,
it follows that
log‖V +(x)‖ ≥ − log‖V (x)‖ ≥ − log‖V ‖L∞ =: −T0 .
Then if T ≥ T0,
{x : ∣∣log‖V +(x)‖∣∣ > T} ⊂ {x : log‖V +(x)‖ > T} = {x : ‖V +(x)‖ > eT} ,
and (2.22) follows from (2.19) after the change of variables t := e−T .
Estimate (2.23) follows in a similar way from (2.20). The L2 bounds
are consequences of (2.22), (2.23) and the fact that∫
Td
∣∣φ(x)∣∣ dx = ∫ ∞
0
∣∣{x ∈ Td : ∣∣φ(x)∣∣ > T}∣∣ dT ,
which holds for every measurable function φ. 
Given any cocycle A ∈ Cωr (Td,Matm(R)) of any dimension m ≥ 1,
we will use the notations A(n)(z) := A(T n−1z) . . . A(Tz)A(z),
u
(n)
A (z) :=
1
n
log‖A(n)(z)‖ and
〈
u
(n)
A
〉
= L
(n)
1 (A) :=
∫
Td
1
n
log‖A(n)(x)‖ dx.
By the analyticity of A, clearly u
(n)
A (z) is separately subharmonic on
Adr , and if A
(n) 6≡ 0 then u(n)A 6≡ −∞.
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The following statements relate the functions u
(n)
A associated to the
iterates of a cocycle A, to the corresponding functions u
(n)
RA
and u
(n)
hA
associated to a maximal rank cocycle RA and to a non-identically sin-
gular one-dimensional cocycle hA.
Proposition 2.13. Let A ∈ Cωr (Td,Matm(R)) be a quasi-periodic cocy-
cle with rank(A) = k ≥ 1. There are a cocycle RA ∈ Cωr (Td,Matk(R))
with det[RA(x)] 6≡ 0, a one dimensional cocycle hA ∈ Cωr (Td,R) with
hA(x) 6≡ 0, a function VA ∈ Cωr (Td,Matk×m(R)) with rank(VA(x)) = k
a.e. and a constant CA < ∞ such that for all phases x ∈ Td and for
all iterates n ≥ m we have:
u
(n)
A (x) ≥
n+m
n
u
(n+m)
RA
(x)− u(n)hA (x)−
CA
n
− 1
n
log‖V +A (x)‖
u
(n)
A (x) ≤
n−m
n
[
u
(n−m)
RA
(x)− u(n−m)hA (x)
]
+
CA
n
+
1
n
log‖V +A (T nx)‖.
Proof. Recall that V +A VA = PA by (2.5) and VA V
+
A = idRk by (2.4).
Hence, the semi-conjugation (2.15) implies that
R
(n)
A (x) = VA(T
nx) A˜(n)(x)V +A (x).
Therefore, taking norms and logarithms and using that VA is bounded,
u
(n)
RA
(x) ≤ u(n)
A˜
(x) +
CA
n
+
1
n
log‖V +A (x)‖. (2.24)
By definition (2.10) we have PA(Tx) A˜(x) = A˜(x), hence iterating,
PA(T
nx) A˜(n)(x) = A˜(n)(x). Multiplying the semi-conjugation (2.15)
on the left by V +A (T
nx) we get
A˜(n)(x) = V +A (T
nx)R
(n)
A (x)VA(x).
Therefore, taking norms and logarithms in this relation
u
(n)
A˜
(x) ≤ u(n)RA(x) +
CA
n
+
1
n
log‖V +A (T nx)‖. (2.25)
Taking norms and logarithms in (2.16) and using thatA(m) is bounded,
u
(n)
A (x) ≥
n+m
n
u
(n+m)
A˜
(x)− u(n)hA (x)−
CA
n
. (2.26)
Similarly, taking norms and logarithms in (2.17)
u
(n)
A (x) ≤
n−m
n
[
u
(n−m)
A˜
(x)− u(n−m)hA (x)
]
+
CA
n
. (2.27)
Combining (2.24) and (2.26) we derive the first inequality. Combin-
ing (2.25) with (2.27) we obtain the second inequality. 
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Corollary 2.14. Every quasi-periodic cocycle A ∈ Cωr (Td,Matm(R))
with rank(A) = k ≥ 1 is L2-bounded, in the sense that there is C0 =
C0(A) <∞ such that for all iterates n ≥ 1 we have
‖u(n)A ‖L2(Td) ≤ C0 .
Proof. This statement was already proven for non-identically singular
cocycles (see Proposition 6.3 in [14]. Therefore it applies to the max-
imal rank cocycle RA and to the one-dimensional cocycle hA and we
have
‖u(n)RA‖L2(Td) ≤ C0 and ‖u
(n)
hA
‖L2(Td) ≤ C0 ,
for some C0 = C0(A) <∞ and for all n ≥ m.
Moreover, by Corollary 2.12, log‖V +A ‖ ∈ L2 as well, so by the double
estimate in Proposition 2.13, for all n ≥ m we have u(n)A ∈ L2 with a
uniform bound in n.
It remains to show that u
(n)
A ∈ L2(Td) also for 1 ≤ n < m.
Since rank(A) ≥ 1, for all n ≥ 1 we have A(n)(x) 6≡ 0. Let M ∈
Cωr (Td,Matm(R)) refer to any of the iterates A(n) with 1 ≤ n < m. It
is then enough to show that if M(x) 6≡ 0 then log‖M(x)‖ ∈ L2(Td).
At least one of the entries of M(x), let us denote it by m(x), must be
non-identically zero. Then for all x ∈ Td we have
log |m(x)| ≤ log‖M(x)‖ ≤ C,
for some finite constant C.
But since m ∈ Cωr (Td,R) and m(x) 6≡ 0, by say  Lojasiewicz inequa-
lity, log |m(x)| ∈ L2(Td), which completes the proof. 
Corollary 2.15. Given a quasi-periodic cocycle A ∈ Cωr (Td,Matm(R))
the following are equivalent:
(1) rank(A) = 0,
(2) A is nilpotent,
(3) L1(A) = −∞.
Proof. (1) ⇔ (2) follows by Remark 2.4. The implication (2) ⇒ (3) is
obvious. Finally (3) ⇒ (1) follows from Corollary 2.14 by contraposi-
tion. 
Proposition 2.16. Let A ∈ Cωr (Td,Matm(R)) be a quasi-periodic co-
cycle with rank(A) =: k ≥ 1 and fix any a ∈ (0, 1). There are a reduced
(maximal rank) cocycle RA ∈ Cωr (Td,Matk(R)) with det[RA(x)] 6≡ 0, a
one dimensional cocycle hA ∈ Cωr (Td,R) with hA(x) 6≡ 0 and constants
C0 = C0(A) < ∞, S = S(A) < ∞ such that for all phases x ∈ Td and
all iterates n ≥ m6/a,
u
(n)
A (x) = u
(n)
RA
(x)− u(n)hA (x) + rn(x),
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where the remainder function rn(x) has the following properties:
(i)
∣∣{x ∈ Td : ∣∣rn(x)∣∣ > C0 n−a/3}∣∣ < S e−n1−a,
(ii) ‖rn‖L2(Td) ≤ C0 n−a/3.
Proof. We estimate the remainder function
rn(x) := u
(n)
A (x)− u(n)RA(x) + u
(n)
hA
(x)
from below and above using Proposition 2.13. After some simple alge-
braic manipulations we have:
rn(x) ≥
[
u
(n+m)
RA
(x)− u(n)RA(x)
]
+
m
n
u
(n+m)
RA
(x)− 1
n
log‖V +A (x)‖ −
CA
n
(2.28a)
rn(x) ≤
[
u
(n−m)
RA
(x)− u(n)RA(x)
]
−
[
u
(n−m)
hA
(x)− u(n)hA (x)
]
− m
n
u
(n−m)
RA
(x) +
m
n
u
(n−m)
hA
(x) +
1
n
log‖V +A (T nx)‖+
CA
n
.
(2.28b)
Using the triangle inequality, the two estimates on rn(x) that we have
to establish follow from similar estimates on the upper and the lower
bound functions above. These in turn follow from similar estimates on
each of the terms between brackets as well as on the remaining terms.
First we prove separately that given a cocycle R ∈ Cωr (Td,Matk(R))
of any dimension k ≥ 1, if fR(x) := det[R(x)] 6≡ 0, then for phases x
off of a small set, the following hold: the function
∣∣u(n)R (x)∣∣ has a sub-
linear growth in n; the functions u
(n)
R (x) and u
(n−1)
R (x) corresponding to
consecutive iterates of R, differ only slightly. We then apply these facts
to the k-dimensional cocycle RA and to the one-dimensional cocycle hA.
Since R is a non-identically singular analytic cocycle, Proposition 6.3
in [14] is applicable, and it says that the functions u
(n)
R (x) are uniformly
bounded from above, and their failure to be bounded from below is
captured by Birkhoff averages of the function log
∣∣fR∣∣.
More precisely, there is C = C(R) <∞ such that for all x ∈ Td,
− C + 1
n
n−1∑
i=0
log
∣∣fR(T ix)∣∣ ≤ u(n)R (x) ≤ C. (2.29)
Furthermore, given that fR is analytic and non-identically zero, the
function log
∣∣fR∣∣ ∈ Lp(Td) for all 1 ≤ p < ∞. Then (2.29) implies
uniform bounds in n for the Lp-norms of u
(n)
R , so we may assume that
‖u(n)R ‖L2(Td), ‖u(n)R ‖L4(Td) ≤ C.
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Applying the  Lojasiewicz inequality to fR, for some constants S =
S(R) <∞, C0 = C0(R) > 0 and for any given a ∈ (0, 1) we have∣∣{x : log |fR(x)| ≤ −C0 n1−a/2}∣∣ = ∣∣{x : |fR(x)| ≤ e−C0 n1−a/2}∣∣ ≤ S e−n1−a/2 .
Then if x is outside a set of measure ≤ nS e−n1−a/2 < S e−n1−a ,
1
n
n−1∑
i=0
log
∣∣fR(T ix)∣∣ ≥ −C0 n1−a/2,
hence using (2.29), for these phases x,∣∣u(n)R (x)∣∣ . C0 n1−a/2. (2.30)
Since
‖R(n)(x)‖ = ‖R(T n−1x)R(n−1)(x)‖ ≤ ‖R‖L∞ ‖R(n−1)(x)‖,
it follows that
u
(n)
R (x)− u(n−1)R (x) ≤
log‖R‖L∞
n
− 1
n
u
(n−1)
R (x),
hence for x off of that sub-exponentially small set we have
u
(n)
R (x)− u(n−1)R (x) ≤
C0
n
+
C0 n
1−a/2
n
. C0 n−a/2.
We also have
‖R(n−1)(x)‖ = ‖R(T n−1x)−1R(n)(x)‖ ≤ ‖R(T n−1x)−1‖ ‖R(n)(x)‖
=
‖adjR(T n−1x)‖∣∣detR(T n−1x)∣∣ ‖R(n)(x)‖ ≤ ‖R‖k−1L∞∣∣fR(x)∣∣ ‖R(n)(x)‖.
Then for x off of a sub-exponentially small set, and due to previous
considerations, it follows that
u
(n−1)
R (x)− u(n)R (x) ≤
(k − 1) log‖R‖L∞
n− 1 −
log
∣∣fR(x)∣∣
n− 1 +
1
n− 1 u
(n)
R (x)
. log‖R‖L∞
n
+
C0 n
1−a/2
n
+
C0 n
1−a/2
n
. C0 n−a/2.
We conclude that if x is outside a set of measure . S e−n1−a , then∣∣u(n)R (x)− u(n−1)R (x)∣∣ < C0 n−a/2. (2.31)
Furthermore, combining (2.31) with the fact that ‖u(n)R ‖L4(Td) ≤ C
and using Cauchy-Schwarz, we also obtain
‖u(n)R − u(n−1)R ‖L2(Td) < C0 n−a/2. (2.32)
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Using telescoping sums and the fact that m ≤ na/6, from (2.31) we
get that off of a sub-exponentially small set,∣∣u(n±m)R (x)− u(n)R (x)∣∣ . C0mn−a/2 . C0 n−a/3,
and similarly, from (2.32) we get
‖u(n±m)R − u(n)R ‖L2(Td) . C0 n−a/3.
Furthermore, (2.30) implies that off of a sub-exponentially small set,
m
n
∣∣u(n±m)R (x)∣∣ . C0mn−a/2 . C0 n−a/3,
and of course,
m
n
‖u(n±m)R ‖L2(Td) ≤
na/6
n
C < C0 n
−a/3.
Going back to the upper and lower bounds (2.28) on the remainder
function rn(x), applying the above with R = RA and R = hA takes
care of most of the terms.
The only terms left to consider are 1
n
log‖V +A (x)‖ and 1n log‖V +A (T nx)‖.
To estimate them, simply apply Corollary 2.12 with T := C0 n
1−a/3.
This completes the proof. 
Theorem 2.1. Given a quasi-periodic cocycle A ∈ Cωr (Td,Matm(R))
with L1(A) > −∞ and ω ∈ DCt, there are constants a0 = a0(d) > 0,
b0 = b0(d) > 0 and n0 = n0(A, d, t) ∈ N such that if n ≥ n0 then∣∣∣{x ∈ Td : ∣∣ 1
n
log‖A(n)(x)‖ − L(n)1 (A)
∣∣ > n−a0}∣∣∣ < e−nb0 . (2.33)
Proof. We apply Proposition 2.16. There are: a (maximal rank) co-
cycle RA ∈ Cωr (Td,Matk(R)) with det[RA(x)] 6≡ 0, a function hA ∈
Cωr (Td,R) with hA(x) 6≡ 0 and small remainder functions rn(x) (in the
sense of estimates (i) and (ii)) such that for all phases x ∈ Td and all
iterates n after a threshold,
u
(n)
A (x) = u
(n)
RA
(x)− u(n)hA (x) + rn(x). (2.34)
Since RA ∈ Cωr (Td,Matk(R)) and det[RA] 6≡ 0, the LDT estimate for
non-identically singular cocycles applies (see Theorem 6.6 in [14].
Moreover, since we may regard hA as a one-dimensional quasi-periodic
cocycle, and since hA 6≡ 0, the same result also applies to hA.
Applying the aforementioned LDT estimate to the non-identically
singular cocycles RA and hA, we conclude that there are constants C0 =
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C0(A, r) < ∞, a0 = a0(d) > 0, b0 = b0(d) > 0 and n0 = n0(A, t) ∈ N
such that if n ≥ n0 then∣∣∣{x ∈ Td : ∣∣u(n)RA(x)− 〈u(n)RA〉∣∣ > C0 n−a0}∣∣∣ < e−nb0∣∣∣{x ∈ Td : ∣∣u(n)hA (x)− 〈u(n)hA〉∣∣ > C0 n−a0}∣∣∣ < e−nb0 .
Then for any phase x outside of these two exceptional sets, by (2.34)
we have:∣∣∣u(n)A (x)− 〈u(n)A 〉∣∣∣ ≤ ∣∣∣u(n)RA(x)− 〈u(n)RA〉∣∣∣
+
∣∣∣u(n)hA (x)− 〈u(n)hA〉∣∣∣+ ∣∣rn(x)− 〈rn〉∣∣
≤ C0 n−a0 + C0 n−a0 +
∣∣rn(x)∣∣+ ∣∣〈rn〉∣∣.
Using the estimates (i) and (ii) on the remainder rn in Theorem 2.16,
after further excluding another sub-exponentially small set of phases
x, we conclude that∣∣∣u(n)A (x)− 〈u(n)A 〉∣∣∣ . C0 n−a0 + C0 n−(1−b0)/3 < n−a′0 ,
for some a′0 > 0 and provided that n ≥ n0(A, d). The theorem is now
proven. 
3. Estimates on separately subharmonic functions
A function u : Ω ⊂ Cd → [−∞,∞) is called separately subharmonic
if it is continuous and subharmonic in each variable. Given an analytic
cocycle A ∈ Cωr (Td,Matm(R)), the functions u(n)A (z) := 1n log‖A(n)(z)‖
associated to its iterates are subharmonic along any complex line in-
tersected with the domain Adr , so in particular they are separately
subharmonic on Adr .
In this section we establish some general estimates on separately
subharmonic functions u(z) defined in a neighborhood of the torus.
We later apply these estimates to the functions u
(n)
A (z). In all of our
estimates we assume an upper bound on u(z) throughout the whole
domain, and a lower bound at some point on the torus.
More precisely, throughout this section, we are given a separately
subharmonic function u : Adr → [−∞,∞) such that for some constant
C <∞ we have:
(1) u(z) ≤ C for all z ∈ Adr ;
(2) u(x0) ≥ −C for some x0 ∈ Td .
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All the constants in the estimates derived here will depend only on
C, r and d, and not on the given function u per se. Moreover, since
the width r of the annulus Ar and the number d of variables will be
fixed throughout, the dependence of these estimates on r and d will
eventually stop being emphasized.
The estimates obtained will refer to the function u(x) (the restriction
of u(z) to the torus Td) and they will be of the following kinds: an L2-
bound, a boosting of a weak a-priori deviation from the mean, and a
quantitative version of the Birkhoff ergodic theorem. These types of
estimates were previously derived for bounded separately subharmonic
functions (see [5, 17, 25]). They were also derived (see Section 6.2 in our
monograph [14]) for unbounded separately subharmonic functions that
satisfy some uniform bounds along every line parallel to a coordinate
axis, for instance if a lower bound as in item (2) is available for some
point on every such line. This requirement is crucial as for d = 1 the
argument relies on the Riesz representation theorem for subharmonic
functions, while for d > 1 (when the Riesz representation theorem is
not available), these results are obtained by applying the one-variable
estimates along lines parallel to the coordinate axes.
However, we (have to) assume the availability of item (2) only at one
point on the torus (we may assume it on a larger set of points, yet not
one that intersects every line parallel to a coordinate axis). Hence the
aforementioned results are not immediately applicable.
The idea is then to horizontally truncate the function u(z) from be-
low, at a sufficiently low level. The truncation is still separately sub-
harmonic, but also bounded, so the kinds of estimates we are interested
in do apply. Moreover, as the next lemma shows in a quantitative way,
a separately subharmonic function cannot be too small for too long,
hence the function itself and its (low enough level) truncation differ
only on a small set of inputs. Finally, we note that this approach does
create asymptotically large constants in all estimates, however, they
will be manageable when applied to the functions u
(n)
A (z), as part of an
inductive process.
Lemma 3.1. There are constants γ = γ(d) > 0 and Kr,d < ∞ such
that for all T ≥ Kr,dC2 we have∣∣{x ∈ Td : u(x) < −T}∣∣ ≤ e−T γ . (3.1)
Proof. This result (in a slightly different formulation) was already es-
tablished in [18]. The formulation in [18] says: if u satisfies the upper
bound u(z) ≤ C for all z ∈ Adr , then there are constants Cd and Cr,d,
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such that if for some T <∞ and δ ∈ (0, 1) we have∣∣{x ∈ Td : u(x) < −T}∣∣ > δ,
then
sup {u(x) : x ∈ Td} ≤ Cr,dC − T
Cr,d log
d(Cd/δ)
. (3.2)
When d = 1, this is a direct consequence of Cartan’s estimate (see
Section 11.2 in [26]) for logarithmic potentials and the Riesz represen-
tation theorem for subharmonic functions. When d > 1 it follows from
the one-variable result and an inductive argument on d, using Fubini.
Fix 0 < γ < 1
2d
. If
∣∣{x ∈ Td : u(x) < −T}∣∣ > Cd e−T γ , then applying
(3.2) with δ := Cd e
−T γ , we conclude that
sup {u(x) : x ∈ Td} < Cr,dC − 1
Cr,d
T 1/2 ≤ −C,
provided T is large enough (i.e. T ≥ (Cr,d(Cr,d + 1))2C2 =: Kr,dC2),
contradicting the assumption (2) that u(x0) ≥ −C for some x0 ∈ Td.

Lemma 3.2. The function u(x) is in L2:
‖u‖L2(Td) . C2 , (3.3)
with the underlying constant depending on r and d.
Proof. This is an easy consequence of the previous lemma. Indeed,
‖u‖2L2(Td) =
∫
Td
∣∣u(x)∣∣2 dx = ∫ ∞
0
∣∣{x ∈ Td : ∣∣u(x)∣∣2 > T}∣∣ dT
=
∫ C∗
0
∣∣{x : ∣∣u(x)∣∣2 > T}∣∣ dT + ∫ ∞
C∗
∣∣{x : ∣∣u(x)∣∣2 > T}∣∣ dT ,
where we choose C∗ := max{C2, (Kr,dC2)2}.
Note that ∫ C∗
0
∣∣{x : ∣∣u(x)∣∣2 > T}∣∣ dT ≤ C∗ . C4.
We estimate the second integral using Lemma 3.1. Note that since
u(x) ≤ C for all x ∈ Td, and since √C∗ ≥ C, if ∣∣u(x)∣∣2 > T and
T ≥ C∗ then we must have that u(x) < −√T . Hence∫ ∞
C∗
∣∣{x : ∣∣u(x)∣∣2 > T}∣∣ dT = ∫ ∞
C∗
∣∣{x : u(x) < −√T}∣∣ dT
≤
∫ ∞
0
e−
√
T
γ
dT . 1,
where the value of the last integral depends on γ, so on d only. 
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Lemma 3.3. There are some (explicit) constants p = p(d) <∞, α =
α(d) > 0 and β = β(d) > 0, such that if the weak a-priori estimate∣∣{x ∈ Td : ∣∣u(x)− 〈u〉∣∣ > 0}∣∣ < 1 (3.4)
holds for some 0, 1 > 0 small enough, with 1 ≤ p0 and 0 . C−2,
then the following sharper deviation estimate also holds∣∣{x ∈ Td : ∣∣u(x)− 〈u〉∣∣ > α0}∣∣ < e−−β0 . (3.5)
Proof. Let
u˜(z) := max {u(z), −−10 } for all z ∈ Adr .
Then u˜ is separately subharmonic and −−10 ≤ u˜(z) ≤ C < −10 , so∣∣u˜(z)∣∣ ≤ −10 for all z ∈ Adr .
By Lemma 3.1, there is γ = γ(d) > 0 such that if we denote
D := {x ∈ Td : u(x) < −−10 } ,
and since −10 & C−2, then
∣∣D∣∣ < e−−γ0 and u(x) = u˜(x) for all x ∈ D{.
Note that by Lemma 3.2, ‖u‖L2(Td) . C2 < −10 and clearly ‖u˜‖L2(Td) ≤
‖u˜‖L∞(Td) ≤ −10 . Then by Cauchy-Schwarz,∣∣〈u〉 − 〈u˜〉∣∣ ≤ ∫
Td
∣∣u(x)− u˜(x)∣∣ dx = ∫
D
∣∣u(x)− u˜(x)∣∣ dx
≤ (‖u‖L2(Td) + ‖u˜‖L2(Td)) ·
∣∣D∣∣1/2 . −10 · e− 12 −γ0 < 0,
provided 0 is small enough (depending on γ, hence on d).
Let B := {x ∈ Td : ∣∣u(x)− 〈u〉∣∣ > 0}. Then if x /∈ B ∪ D we have∣∣u˜(x)− 〈u˜〉∣∣ ≤ ∣∣u˜(x)− u(x)∣∣+ ∣∣u(x)− 〈u〉∣∣+ ∣∣〈u〉 − 〈u˜〉∣∣
≤ 0 + 0 + 0 = 2 0.
We may of course assume that 1 > e
−−γ0 , otherwise there is nothing
to prove. Then∣∣{x ∈ Td : ∣∣u˜(x)− 〈u˜〉∣∣ > 20}∣∣ ≤ ∣∣B∣∣+ ∣∣D∣∣ ≤ 1 + e−−γ0 ≤ 21. (3.6)
We conclude that u˜(z) is a bounded separately subharmonic function,
with a (weak) a-priori deviation from the mean bound like (3.4). As
mentioned earlier, using Lemma 4.12 in [5], (3.6), can be boosted to a
stronger estimate. We refer below to our more explicit formulation of
this boosting (see Lemma 6.10 in [14]).
When d = 2 and if 1 ≤ 80, for an absolute constant c > 0 we get∣∣{x ∈ T2 : ∣∣u˜(x)− 〈u˜〉∣∣ > (20)1/4}∣∣ < e−c[(20)1/4+S (21)1/8 (20)−1/2]−1 ,
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where the constant S is a multiple (depending on r) of some uniform
bounds on u(z). Thus in our case S . −10 , and assuming 1 ≤ 140 ,
e−c
[
(20)1/4+S (21)1/8 (20)−1/2
]−1
< e−c 
−1/4
0 < e−
−1/5
0 .
We conclude that if d = 2 then∣∣{x ∈ T2 : ∣∣u˜(x)− 〈u˜〉∣∣ > (20)1/4}∣∣ < e−−1/50 .
A similar argument works for any d, where 1/4 is replaced by 1/2d etc.
Therefore, the conclusion (3.5) holds for the truncation u˜: for some
powers p <∞ and α, β > 0, all depending only on d,∣∣{x ∈ Td : ∣∣u˜(x)− 〈u˜〉∣∣ > α0}∣∣ < e−−β0 .
It follows that a similar estimate holds for the original function u.
Let B] := {x ∈ Td : ∣∣u˜(x)− 〈u˜〉∣∣ > α0}. Then∣∣B] ∪ D∣∣ ≤ ∣∣B]∣∣+ ∣∣D∣∣ ≤ e−−β0 + e−−γ0 ,
and if x /∈ B] ∪ D, then∣∣u(x)− 〈u〉∣∣ ≤ ∣∣u(x)− u˜(x)∣∣+ ∣∣u˜(x)− 〈u˜〉∣∣+ ∣∣〈u˜〉 − 〈u〉∣∣
≤ 0 + α0 + 0 . α0 .

We are now ready to formulate and to prove a quantitative version of
Birkhoff’s ergodic theorem for separately subharmonic functions satis-
fying the bounds in items (1) and (2).
Theorem 3.1. Let u : Adr → [−∞,∞) be a separately subharmonic
function such that for some constant C <∞ we have
(1) u(z) ≤ C for all z ∈ Adr ;
(2) u(x0) ≥ −C for some x0 ∈ Td .
Let ω ∈ DCt be a translation vector and denote by Sn u(x) :=
∑n−1
j=0 u(T
jx)
the corresponding Birkhoff sums of u(x).
There are constants a = a(d) > 0, b = b(d) > 0, k = k(r, d) <∞ and
Cr <∞ such that for all n ≥ n0 := k · t−2 we have∣∣{x ∈ Td : ∣∣ 1
n
Sn u(x)− 〈u〉
∣∣ > Sn−a}∣∣ < e−nb , (3.7)
where S = Cr C
2.
Proof. We deduce this result from the corresponding one for bounded
(a weaker assumption would suffice) separately subharmonic functions,
by horizontal truncation.
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We refer to the more precise formulation of this result given by The-
orem 6.5 in [14]: if v(z) is separately subharmonic on Adr with some
uniform bound N (in particular, if
∣∣v(z)∣∣ ≤ N for all z), then for some
constants a, b > 0 depending on d, Cr < ∞ and for all n ≥ t−2, we
have ∣∣{x ∈ Td : ∣∣ 1
n
Sn v(x)− 〈v〉
∣∣ > CrN n−a}∣∣ < e−nb (3.8)
Let k = k(r, d) be large enough (so that for instance, ka/2 ≥ Kr,d,
where Kr,d is the constant from Lemma 3.1). Put n0 := k · t−2.
Now fix (any) n ≥ n0 and define the truncation
u˜(z) := max {u(z), −C2 na/2}.
Then u˜ is separately subharmonic and bounded onAdr , that is,
∣∣u˜(z)∣∣ ≤
C2 na/2 (as we may of course assume that C ≥ 1). Hence (3.8) applies
to u˜ with N = C2 na/2 and we have∣∣{x ∈ Td : ∣∣ 1
n
Sn u˜(x)− 〈u˜〉
∣∣ > Sn−a/2}∣∣ < e−nb . (3.9)
On the other hand, if D := {x ∈ Td : u(x) < −C2 na/2}, and since
C2 na/2 ≥ Kr,dC2, then by Lemma 3.1 we have
∣∣D∣∣ ≤ e−C2γ naγ/2 ≤
e−n
aγ/2
. Moreover, if x /∈ D then u(x) = u˜(x).
Let
D[ :=
n−1⋃
j=0
T−j D.
Then clearly
∣∣D[∣∣ ≤ n e−naγ/2 < e−naγ/4 , and if x /∈ D[ then
1
n
Sn u(x) =
1
n
Sn u˜(x).
Moreover, as before, by Lemma 3.2, ‖u‖L2(Td) . C2 and clearly
‖u˜‖L2(Td) ≤ ‖u˜‖L∞(Td) ≤ C2 na/2. Then by Cauchy-Schwarz,∣∣〈u〉 − 〈u˜〉∣∣ ≤ ∫
Td
∣∣u(x)− u˜(x)∣∣ dx = ∫
D
∣∣u(x)− u˜(x)∣∣ dx
≤ (‖u‖L2(Td) + ‖u˜‖L2(Td)) ·
∣∣D∣∣1/2 ≤ C2 na/2 e− 12 naγ/2 < C2e−naγ/4 .
Let B := {x ∈ Td : ∣∣ 1
n
Sn u˜(x)− 〈u˜〉
∣∣ > Sn−a/2}, so by (3.9) we have∣∣B∣∣ < e−nb .
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Then for any x /∈ D[ ∪B, i.e. outside a sub-exponentially small set,∣∣ 1
n
Sn u(x)− 〈u〉
∣∣ ≤ ∣∣ 1
n
Sn u(x)− 1
n
Sn u˜(x)
∣∣
+
∣∣ 1
n
Sn u˜(x)− 〈u˜〉
∣∣+ ∣∣〈u˜〉 − 〈u〉∣∣
≤ 0 + Sn−a/2 + C2 e−naγ/4 < Sn−a/3,
which completes the proof. 
4. The proof of the uniform fiber LDT
In this section we present a new inductive procedure for establishing
the uniform fiber LDT for quasi-periodic cocycles. This procedure
might prove useful in other settings as well.
In Theorem 2.1 we established a non-uniform fiber LDT estimate for
any given identically singular cocycle, by reduction to a maximal rank
cocycle, for which this result was already available. We indicated in
Section 2 that this reduction procedure is unstable under perturbations
of the cocycles, and so it does not produce a uniform result, in the sense
that the parameters in the LDT estimate may blow up as we perturb
the cocycle. The idea is to use this non-uniform LDT just as an input
to start the inductive process—by proximity to the given cocycle, we
derive a uniform LDT at a fixed initial scale. Then we prove a fiber
LDT estimate in the vicinity of the given cocycle, at larger and larger
scales, using the avalanche principle. This inductive process allows us
to keep track of the parameters in the LDT estimates and it ensures
their uniformity.
Theorem 4.1. Given A ∈ Cωr (Td,Matm(R)) with L1(A) > L2(A) and
ω ∈ DCt, there are constants δ = δ(A) > 0, n1 = n1(A, t) ∈ N,
a1 = a1(d) > 0, b1 = b1(d) > 0 so that if ‖B − A‖r ≤ δ and n ≥ n1,
then ∣∣{x ∈ Td : ∣∣ 1
n
log‖B(n)(x)‖ − L(n)1 (B)
∣∣ > n−a1}∣∣ < e−nb1 . (4.1)
Moreover, there is a constant C = C(A) <∞ such that for all n ≥ 1∥∥∥ 1
n
log ‖B(n)‖
∥∥∥
L2(Td)
< C, (4.2)
showing that A is uniformly L2-bounded.
Proof. We break down the argument into several steps.
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Before we begin. We define a threshold n0 after which various esti-
mates start being applicable. It is important to see that this threshold
depends only on the given and fixed data: on the frequency ω (in fact,
just on the parameter t) and on the cocycle A (in fact just on d, r and
on some measurements of A such as ‖A‖r).
For instance, if n ≥ n0, then the non-uniform fiber LDT estimate in
Theorem 2.1, the quantitative Birkhoff Ergodic Theorem 3.1, as well
as other results we use, are all applicable at scale n.
Asymptotically, any power of n dominates a constant function and
it is itself dominated by an exponential function of n. We assume n0 to
be large enough that any of these relations involving concrete size and
measure bounds appearing throughout the proof will hold for n ≥ n0.
As before, for any cocycle B ∈ Cωr (Td,Matm(R)) and for any num-
ber of iterates n ≥ 1, let u(n)B : Adr → [−∞,∞) denote the separately
subharmonic function
u
(n)
B (z) :=
1
n
log ‖B(n)(z)‖.
This function has the uniform upper bound u
(n)
B (z) ≤ log‖B‖r but
of course, in general it is not bounded from below (which is the main
point of this paper).
Recall the notation 〈u〉 for the mean of a function u(x) on Td. In
the case of the functions u
(n)
B associated to iterates of a cocycle B,
we also denote this mean by L
(n)
1 (B), and refer to it as the finite scale
(maximal) Lyapunov exponent of B, since L
(n)
1 (B)→ L1(B) as n→∞.
Let 0 :=
L1(A)−L2(A)
50
> 0 (if L2(A) > −∞, otherwise just choose
0 := 1). Assume n0 to be large enough that for all n, n
′ ≥ n0 we have∣∣L(n)1 (A)− L(n′)1 (A)∣∣ < 0.
Let C0 be a finite constant such that log‖A‖r < C0. This constant
is chosen generously enough that if B is a cocycle in a small, fixed
neighborhood of A, then the bound log‖B‖r < C0 also holds.
By Corollary 2.14, the functions u
(n)
A are uniformly (in n) L
2 bounded,
hence we may assume that ‖u(n)A ‖L2(T d) < C0.
This of course also implies that for all n ≥ 1, ∣∣L(n)1 (A)∣∣ < C0.
We will choose other, slightly larger constants C0 < C1  C2 that
accommodate some extra polynomially small error terms, e.g. C0 +
n0
−p < C1, for some power p > 0 that depends on the given data, and
similarly for the other constant.
For two real numbers a and b, we write a  b or a = O(b) to mean
c1 a ≤ b ≤ c2 a for some absolute, positive constants c1 and c2. When
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it comes to (integer) scales, m  n is meant in a more strict way as
n ≤ m ≤ 3n.
The zeroth scale. We fix n0 ≥ n0 and define a neighborhood of A
such that the fiber LDT estimate on A at any scale m  n0 transfers
over to every cocycle B in that neighborhood.
Let δ0 := e
−C¯ n0 (where C¯ will be chosen later) be the size of the
neighborhood. From now on B will be any cocycle with ‖B−A‖r < δ0.
For all scales m  n0 and for all x ∈ Td we have∣∣‖A(m)(x)‖ − ‖B(m)(x)‖∣∣ ≤ ‖A(m)(x)−B(m)(x)‖ ≤ δ0meC0m
< e−C¯ n0 e3(C0+1)n0 < e−2C1m, (4.3)
provided we choose C¯ & C0 + C1.
Since
∣∣L(m)1 (A)∣∣ < C0, at least for some x0 ∈ Td we must have∣∣ 1
m
log‖A(m)(x0)‖
∣∣ < C0, so
‖A(m)(x0)‖ > e−C0m.
Combined with (4.3) this implies
‖B(m)(x0)‖ > e−C0m − e−2C1m & e−C0m,
hence
u
(m)
B (x0) =
1
m
log‖B(m)(x0)‖ ≥ −C0 −O( 1
m
) > −C1.
Combining this with the upper bound u
(m)
B (z) ≤ C0, Lemma 3.2
implies
‖u(m)B ‖L2(T d) . C21 < C2.
Denote by Bn(A) := {x ∈ Td :
∣∣ 1
n
log‖A(n)(x)‖ − L(n)1 (A)
∣∣ > n−a0}.
If n ≥ n0, then by Theorem 2.1,
∣∣Bn(A)∣∣ ≤ e−nb0 .
We are now ready to derive the proximity of the functions u
(m)
B (x)
and u
(m)
A (x) for many phases x ∈ Td, as well as that of their means.
If x /∈ Bn(A), then
1
n
log‖A(n)(x)‖ ≥ L(n)1 (A)− n−a0 > −C0 − n0−a0 > −C1,
hence ‖A(n)(x)‖ > e−C1 n.
Then if m  n0 and if x /∈ Bm(A), a similar lower bound holds also
for B(m)(x):
‖B(m)(x)‖ ≥ ‖A(m)(x)‖ − ‖A(m)(x)−B(m)(x)‖
> e−C1m − e−2C1m & e−C1m,
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For m  n0 and x /∈ Bm(A) we then have∣∣∣ 1
m
log‖B(m)(x)‖ − 1
m
log‖A(m)(x)‖
∣∣∣ ≤ 1
m
∣∣‖A(m)(x)‖ − ‖B(m)(x)‖∣∣
min{‖A(m)(x)‖, ‖B(m)(x)‖}
<
e−2C1m
e−C1m
= e−C1m.
Moreover, by the previous estimates and Cauchy-Schwarz,∣∣∣L(m)1 (B)− L(m)1 (A)∣∣∣ ≤ ∫
Td
∣∣∣ 1
m
log‖B(m)(x)‖ − 1
m
log‖A(m)(x)‖
∣∣∣ dx
=
∫
(Bm(A)){
∣∣∣u(m)B (x)− u(m)A (x)∣∣∣ dx+ ∫
Bm(A)
∣∣∣u(m)B (x)− u(m)A (x)∣∣∣ dx
≤ e−C1m + (‖u(m)B ‖L2(T d) + ‖u(m)A ‖L2(T d)) ·
∣∣Bm(A)∣∣1/2
. e−C1m + C2 e−m
b0/2 < m−a0 ,
hence ∣∣∣L(m)1 (B)− L(m)1 (A)∣∣∣ < m−a0 < 0. (4.4)
We conclude that for all m  n0 and x /∈ Bm(A) (the set where the
fiber LDT for A and the estimates above all hold) we have∣∣ 1
m
log‖B(m)(x)‖ − L(m)1 (B)
∣∣ ≤ e−C1m +m−a0
+
∣∣ 1
m
log‖A(m)(x)‖ − L(m)1 (A)
∣∣
≤ 3m−a0 ,
which proves the following uniform fiber LDT at initial scales m  n0:∣∣∣{x ∈ Td : ∣∣ 1
m
log‖B(m)(x)‖ − L(m)1 (B)
∣∣ > 3m−a0}∣∣∣ < e−mb0 . (4.5)
Let us denote by Bm(B) the exceptional set in (4.5), so for m  n0,∣∣Bm(B)∣∣ < e−mb0 .
Summary of estimates at scales  n0. We use (4.4) to derive two more
estimates. If m  n0 then∣∣L(m)1 (B)∣∣ < 0 + ∣∣L(m)1 (A)∣∣ < 0 + C0 < C1,
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and if m,m′  n0 then∣∣L(m)1 (B)− L(m′)1 (B)∣∣ ≤ ∣∣L(m)1 (B)− L(m)1 (A)∣∣+ ∣∣L(m′)1 (B)− L(m′)1 (A)∣∣
+
∣∣L(m)1 (A)− L(m′)1 (A)∣∣
≤ m−a0 +m′−a0 + 0 < 2 0.
We now summarize the estimates at scales  n0 that are needed
at the next scale. Let m,m′  n0. Then for any cocycle B with
‖B − A‖r ≤ δ0 the following hold:
‖u(m)B ‖L2(Td) < C2 (4.6a)∣∣L(m)1 (B)∣∣ < C1 (4.6b)∣∣L(m)1 (B)− L(m′)1 (B)∣∣ < 2 0 (4.6c)∣∣∣L(m)1 (B)− L(m)1 (A)∣∣∣ < 0 (4.6d)∣∣ 1
m
log‖B(m)(x)‖ − L(m)1 (B)
∣∣ ≤ 3m−a0 , (4.6e)
where the last estimate holds for all x /∈ Bm(B), with
∣∣Bm(B)∣∣ < e−mb0 .
The first scale. Let the new scale n1 be such that n
p′
0 ≤ n1 ≤ en
b0/2
0 ,
where the power p′ = p′(d) is large enough but finite, and it will be
made more explicit later. We fix (any) such integer n1 and prove a
uniform LDT for scales  n1. The idea is to break down the long
block (i.e. product of matrices) B(n1)(x) into blocks of length  n0
and apply the avalanche principle to these shorter blocks, thus relating
certain quantities at scale n1 to similar quantities at scales  n0.
Recalling a couple of relevant results. For the reader’s convenience, we
formulate below two crucial results proven in our monograph [14]: the
avalanche principle (AP) and the uniform upper semicontinuity (u.s.c.)
of the maximal Lyapunov exponent.
In [14] we proved a general version of the AP, one that applies
to a sequence of higher dimensional, non-invertible matrices. More-
over, compared to previous versions of the principle, we also removed
the constraint on the number of matrices in the sequence. Below
we describe one of the statements in the AP that will be used in
this proof. Recall the following terminology: if g ∈ Matm(R), let
s1(g) ≥ s2(g) ≥ . . . ≥ sm(g) ≥ 0 be its singular values and let
gr(g) := s1(g)
s2(g)
≥ 1 denote the ratio of its first two singular values.
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Proposition 4.1. There exists c > 0 such that given 0 <  < 1,
0 < κ ≤ c 2 and g0, g1, . . . , gn−1 ∈ Matm(R), if
(gaps) gr(gi) >
1
κ
for all 0 ≤ i ≤ n− 1
(angles)
‖gi gi−1‖
‖gi‖ ‖gi−1‖ >  for all 1 ≤ i ≤ n− 1
then denoting g(n) := gn−1 . . . g1 g0, we have∣∣∣∣∣log‖g(n)‖+
n−2∑
i=1
log‖gi‖ −
n−1∑
i=1
log‖gi · gi−1‖
∣∣∣∣∣ . n · κ2 .
We now describe the uniform u.s.c. of the maximal LE (see [24] for
the original statement and, for a formulation that completely covers
our setting, see Proposition 3.1 and Remark 3.2 in [14]).
Proposition 4.2. Let A ∈ Cωr (Td,Matm(R)).
(i) Assume that L1(A) > −∞.
For every  > 0, there are δ = δ(A, ) > 0 and n0 = n0(A, ) ∈ N
such that if B ∈ Cωr (Td,Matm(R)) with ‖B − A‖r < δ and if n ≥ n0
then for all x ∈ Td
1
n
log‖B(n)(x)‖ ≤ L1(A) + . (4.7)
(ii) Assume that L1(A) = −∞.
For every L < ∞, there are δ = δ(A,L) > 0 and n0 = n0(A,L) ∈ N
such that if B ∈ Cωr (Td,Matm(R)) with ‖B − A‖r < δ and if n ≥ n0,
then for all x ∈ Td
1
n
log‖B(n)(x)‖ ≤ −L. (4.8)
We note that from Corollary 2.14 it follows that in our setting (of
analytic, quasi-periodic cocycles), if L1(A) > −∞ then A is auto-
matically L1-bounded. Hence all the assumptions of the more general
corresponding result in [14] are satisfied.
Dividing into smaller blocks. Consider the block B(n1)(x) of length n1
and break it down into n blocks, each having length n0, except possibly
for the last block, which will have length m0  n0.
More precisely, let n and m0 be such that n1 = (n− 1) ·n0 +m0 and
n0 ≤ m0 < 2m0.
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For 0 ≤ i ≤ n− 2 define
gi = gi(x) := B
(n0)(T in0x) and
gn−1 = gn−1(x) := B(m0)(T (n−1)n0x).
Then g(n) = gn−1 . . . g1 g0 = B(n1)(x).
We show that the geometrical assumptions “gaps” and “angles” of
the AP are satisfied for these matrices if we choose the phases x outside
a certain small set.
The gaps condition. We establish this condition as a consequence of the
uniform LDT (4.6e) and the estimate (4.6d) proven for scales m  n0.
In the proof we use the uniform u.s.c. of the maximal LE in Proposi-
tion 4.2 and the hypothesis on the existence of a gap between the first
two LE of A (i.e. the fact that L1(A)− L2(A) > 0).
Note that if g ∈ Matm(R), then
gr(g) :=
s1(g)
s2(g)
=
s21(g)
s1(g) s2(g)
=
‖g‖2
‖∧2g‖ ,
where ∧2g represents the second exterior power of g. If m  n0 then
1
m
log gr(B(m)(x)) = 2
1
m
log‖B(m)(x)‖ − 1
m
log‖∧2B(m)(x)‖ . (4.9)
We estimate each of the two terms above from below.
If x /∈ Bm(B), the LDT estimate (4.6e) implies
u
(m)
B (x) =
1
m
log‖B(m)(x)‖ > L(m)1 (B)− 3m−a0 . (4.10)
Combining this with the fact that when m  n0, by (4.6d), L(m)1 (B)
and L
(m)
1 (A) are close, we conclude that if x /∈ Bm(B) then
1
m
log‖B(m)(x)‖ > L(m)1 (A)− 0 − 3m−a0 ≥ L1(A)− 20. (4.11)
To estimate 1
m
log‖∧2B(m)(x)‖ from above, we apply the uniform
u.s.c. of the maximal LE in Proposition 4.2, to the cocycle ∧2B. By
making δ0 smaller, we may assume that B is close enough to A that in
turn ∧2B is close enough to ∧2A.
If L1(∧2A) > −∞, which is equivalent to L2(A) > −∞, we have
1
n
log‖∧2B(n)(x)‖ < L1(∧2A) + 0 = L1(A) + L2(A) + 0 (4.12)
for all n ≥ n0 and for all x ∈ Td (which is the reason for calling this a
uniform statement). Then for all x ∈ Td we have
− 1
m
log‖∧2B(m)(x)‖ > −L1(A)− L2(A)− 0 . (4.13)
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Estimates (4.9), (4.11), (4.13) imply that if m  n0 and x /∈ Bm(B),
then
1
m
log gr(B(m)(x)) > 2L1(A)− 40 − L1(A)− L2(A)− 0
= L1(A)− L2(A)− 50 > 190,
so
gr(B(m)(x)) ≥ e19 0m ≥ e19 0 n0 =: 1
κn0
for x /∈ Bm(B). (4.14)
The case when L1(∧2A) = −∞ is treated similarly, the difference
being that in (4.12), instead of L1(∧2A) + 0, we may take −L, with L
arbitrarily large (it will have to be chosen properly).
Estimate (4.14) shows that the gaps condition in the AP (Propo-
sition 4.1) holds for g = g(x) := B(m)(x) provided m  n0 and
x /∈ Bm(B). Therefore, in order to hold for all matrices g0, g1, . . . , gn−1
defined above, we simply exclude the set of phases
Bgapsn0 (B) := T
−(n−1)n0 Bm0(B) ∪
n−2⋃
i=0
T−in0 Bn0(B).
Note that
∣∣Bgapsn0 (B)∣∣ < ne−nb00 ≤ n1 e−nb00 < e− 12 nb00 .
The angles condition. We derive this condition from the estimate (4.6c)
and the LDT estimate (4.6e), which are available at scales m  n0.
Let m = n0 and n0 ≤ m′ ≤ 2n0, so that m,m′,m + m′  n0. Then
the estimate (4.6c) and the fiber LDT estimate (4.6e) apply at scales
m,m′,m+m′, so if x /∈ Bm(B)∪T−mBm′(B)∪Bm+m′(B) =: B(m,m′)(B),
‖B(m+m′)(x)‖
‖B(m′)(Tmx)‖ ‖B(m)(x)‖
>
e(m+m
′) [L(m+m
′)
1 (B)−3 (m+m′)−a0 ]
em
′ [L(m
′)
1 (B)+3 (m
′)−a0 ] em [L
(m)
1 (B)+3m
−a0 ]
> em[L
(m+m′)
1 (B)−L(m)1 (B)]+m′ [L(m
′+m)
1 (B)−L(m
′)
1 (B)]−(m+m′) 9n
−a0
0
> e−(m+m
′)(2 0+9n
−a0
0 ) > e−9 0 n0 .
Therefore, if x /∈ B(m,m′)(B), which is a set of measure < 3 e−nb0 , we
have
‖B(m+m′)(x)‖
‖B(m′)(Tmx)‖ ‖B(m)(x)‖ > e
−9 0 n0 =: n0 . (4.15)
Estimate (4.15) shows that the angles condition in the AP (Proposi-
tion 4.1) holds for g = g(x) := B(m)(x) and g′ = g′(x) := B(m
′)(Tmx),
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provided the scales m,m′ and the phases x are as described. There-
fore, in order to hold for all matrices g0, g1, . . . , gn−1 defined above, we
simply exclude the set of phases
Banglesn0 (B) := B(n0,m0)(B) ∪
n−2⋃
i=0
T−in0 B(n0,n0)(B).
Note that
∣∣Banglesn0 (B)∣∣ < 3n e−nb00 < e− 12 nb00 .
Applying the avalanche principle. LetBapn0(B) := B
gaps
n0
(B)∪Banglesn0 (B),
so
∣∣Bapn0(B)∣∣ < e− 12 nb00 .
Moreover, from (4.14), (4.15) we have
κn0
2n0
= e−0 n0  1.
We conclude that if x /∈ Bapn0(B) then the AP in Proposition 4.1
applies and we have:
log ‖B(n1)(x)‖ = −
n−2∑
i=1
log ‖B(n0)(T in0x)‖
+ log ‖B(n0+m0)(T (n−2)n0x)‖+
n−2∑
i=1
log ‖B(2n0)(T in0x)‖+O
(
n
κn0
2n0
)
.
Divide both sides by n1 and re-write the expression as
1
n1
log ‖B(n1)(x)‖ =− (n− 2)n0
n1
1
n− 2
n−2∑
i=1
1
n0
log ‖B(n0)(T in0x)‖
+
2(n− 2)n0
n1
1
n− 2
n−2∑
i=1
1
2n0
log ‖B(2n0)(T in0x)‖
+
n0 +m0
n1
1
n0 +m0
log ‖B(n0+m0)(T (n−2)n0x)‖
+O( n
n1
κn0
2n0
).
We estimate each of the terms above.
First off, since n1  nn0, we have
(n− 2)n0
n1
= 1+O
(
n0
n1
)
,
2(n− 2)n0
n1
= 2+O
(
n0
n1
)
,
n0 +m0
n1
= O
(
n0
n1
)
.
Note that
1
n− 2
n−2∑
i=1
1
n0
log ‖B(n0)(T in0x)‖ = 1
n− 2
n−2∑
i=1
u
(n0)
B (x+ i n0 ω)
is a Birkhoff average of u
(n0)
B (x) over the translation vector ω0 := n0 ω.
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The goal is to apply the quantitative Birkhoff Ergodic Theorem 3.1 to
the separately subharmonic function u = u
(n0)
B and to the translation
vector ω0. We need to verify the assumptions of that theorem and
estimate the relevant parameters.
Recall that we always have u
(n0)
B (z) ≤ C0 for all z ∈ Adr . Moreover,
by (4.6b) we also have u
(n0)
B (x) > −C1 for some x ∈ Td. Therefore,
items (1) and (2) in Theorem 3.1 hold.
Since ω ∈ DCt, for all k ∈ Zd \ {0},
‖k · ω0‖ = ‖k · n0 ω‖ = ‖n0 k · ω‖ ≥ t|n0 k|d+1
=
t n
−(d+1)
0
|k|d+1 ,
so ω0 ∈ DCt0 , where t0 := t n−(d+1)0 .
Then Theorem 3.1 is applicable provided n ≥ k t−20 = k t−2 n2(d+1)0 ,
where k = k(r, d) <∞. But n  n1
n0
and n1 ≥ np′0 , hence for everything
to work out we just have to choose p′ > 2(d+1)+1 and n0 large enough
depending on t, r, d.
There are positive constants a = a(d), b = b(d) and Cr < ∞ such
that
1
n− 2
n−2∑
i=1
u
(n0)
B (x+ i n0 ω) =
〈
u
(n0)
B
〉
+O (Cr C21 n−a) ,
provided x is outside a set B1 with
∣∣B1∣∣ < e−nb .
We conclude that if x /∈ B1, then
1
n− 2
n−2∑
i=1
1
n0
log ‖B(n0)(T in0x)‖ = L(n0)1 (B) +O
(
Cr C
2
1 n
−a) .
Similarly, since all of this applies in fact to u
(m)
B (x) for all m  n0, so
in particular it applies to m = 2n0, there is a set B2 with
∣∣B2∣∣ < e−nb
such that if x /∈ B2 then
1
n− 2
n−2∑
i=1
1
2n0
log ‖B(2n0)(T in0x)‖ = L(2n0)1 (B) +O
(
Cr C
2
1 n
−a) .
Note that Cr C
2
1 n
−a ≤ Cr C2 na0 n−a1 < n−a/21 .
Since n0 + m0  n0, we may apply (4.6e) to 1n0+m0 log ‖B(n0+m0)‖.
Hence there is a set B3 with
∣∣B3∣∣ < e−nb00 such that if x /∈ B3 then∣∣∣ 1
n0 +m0
log ‖B(n0+m0)(T (n−2)n0x)‖ − L(n0+m0)1 (B)
∣∣∣ ≤ 3n−a00 .
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Moreover, by (4.6b),
∣∣L(n0+m0)1 (B)∣∣ < C1, hence for x /∈ B3∣∣∣∣ 1n0 +m0 log ‖B(n0+m0)(T (n−2)n0x)‖
∣∣∣∣ < C1 + 3n−a00 < C2.
Let B := B1∪B2∪B3. Note that since n  n1n0  n0 and n1 ≤ en
b0/2
0 ,
we have ∣∣B∣∣ < e−nb + e−nb + e−nb00 < n−p1 ,
where p = p(d) is chosen large enough.
If x /∈ B, then putting it all together we have
1
n1
log ‖B(n1)(x)‖ =−
[
1 +O
(
n0
n1
)] [
L
(n0)
1 (B) +O(n−a/21 )
]
+
[
2 +O
(
n0
n1
)] [
L
(2n0)
1 (B) +O(n−a/21 )
]
+O
(
C2
n0
n1
)
+O (e−0 n0)
= −L(n0)1 (B) + 2L(2n0)1 (B) + O(n−a/21 ) .
We have shown that if x /∈ B then
u
(n1)
B (x) = −L(n0)1 (B) + 2L(2n0)1 (B) + O(n−a/21 ) . (4.16)
Note that by (4.6b) and (4.6c)
−L(n0)1 (B) + 2L(2n0)1 (B) = L(n0)1 (B)− 2
[
L
(n0)
1 (B)− L(2n0)1 (B)
]
≥ −C1 − 4 0 ,
so if x /∈ B, then by (4.16)
u
(n1)
B (x) > −C1 − 40 −O(n−a/21 ) > −2C1 .
Moreover, as always, u
(n1)
B (z) ≤ C0 for all z ∈ Adr .
Then by Lemma 3.2 we have
‖u(n1)B ‖L2(Td) . C21 < C2 . (4.17)
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We now show that L
(n1)
1 (B) ≈ −L(n0)1 (B) + 2L(2n0)1 (B).∣∣L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B)∣∣
=
∣∣∣∫
Td
[
u
(n1)
B (x) + L
(n0)
1 (B)− 2L(2n0)1 (B)
]
dx
∣∣∣
≤
∫
B{
∣∣u(n1)B (x) + L(n0)1 (B)− 2L(2n0)1 (B)∣∣ dx
+
∫
B
∣∣u(n1)B (x) + L(n0)1 (B)− 2L(2n0)1 (B)∣∣ dx
. n−a/21 + C2
∣∣B∣∣1/2 . n−a/21 + C2 n−p/21 . n−a/21 ,
where to estimate the integral onB we used (4.17) and Cauchy-Schwarz.
Hence ∣∣L(n1)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B)∣∣ . n−a/21 . (4.18)
Combining (4.16) and (4.18) we obtain that if x /∈ B then∣∣u(n1)B (x)− L(n1)1 (B)∣∣ . n−a/21 < n−a/31 .
Since
∣∣B∣∣ < n−p1 , where p is large enough, we conclude that the sepa-
rately subharmonic function u
(n1)
B satisfies the weak a-priori estimate∣∣∣{x ∈ Td : ∣∣u(n1)B (x)− 〈u(n1)B 〉∣∣ > n−a/31 }∣∣∣ < n−p1 .
Lemma 3.3 is then applicable with u = u
(n1)
B , 0 = n
−a/3
1 , 1 = n
−p
1 ,
since items (1) and (2) also hold.
The weak a-priori estimate is then boosted to∣∣∣{x ∈ Td : ∣∣u(n1)B (x)− 〈u(n1)B 〉∣∣ > n−αa/31 }∣∣∣ < e−nβ a/31 .
This establishes the uniform LDT estimate (4.1) at scale n1 with
parameters a1 := α a/3 and b1 := β a/3, where a, α, β depend only on
the number of variables d.
It is important to recall the provenance of these constants, namely
the estimates in Theorem 3.1 and Lemma 3.3 on general separately
subharmonic functions. Therefore, these constants will not change as
we continue this process inductively.
Summary of estimates at scales  n1. Let us note that everything we
have done at scale n1 applies identically for any scale m  n1.
We now summarize the estimates at scales  n1 that are needed
at the next scale. Let m,m′  n1. Then for any cocycle B with
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‖B − A‖r ≤ δ0 the following hold:
‖u(m)B ‖L2(Td) < C2 (4.19a)∣∣L(m)1 (B)∣∣ < C1 (4.19b)∣∣L(m)1 (B)− L(m′)1 (B)∣∣ < n−a/31 (4.19c)∣∣∣L(m)1 (B)− L(m)1 (A)∣∣∣ < 9 0 + n−a/31 < 10 0 (4.19d)∣∣ 1
m
log‖B(m)(x)‖ − L(m)1 (B)
∣∣ ≤ m−a1 , (4.19e)
where the last estimate holds for all x /∈ Bm(B), with
∣∣Bm(B)∣∣ < e−mb1 .
Let us explain why these estimates do indeed hold. First off, (4.19a)
corresponds to (4.17), while (4.19e) is the uniform LDT just proven
above for the scale n1, and so for all other similar scales.
Moreover, (4.18) also holds for all m  n1 and we have∣∣L(m)1 (B) + L(n0)1 (B)− 2L(2n0)1 (B)∣∣ . n−a/21 , (4.20)
which implies
∣∣L(m)1 (B)−L(m′)1 (B)∣∣ . n−a/21 < n−a/31 , justifying (4.19c).
We rewrite (4.20) as∣∣∣L(m)1 (B)− L(n0)1 (B) + 2 [L(n0)1 (B)− L(2n0)1 (B)]∣∣∣ . n−a/21
and apply it to both B and A. Together with (4.6d) and (4.6c) we get∣∣L(m)1 (B)− L(m)1 (A)∣∣ ≤ ∣∣L(n0)1 (B)− L(n0)1 (A)∣∣
+
∣∣∣L(m)1 (B)− L(n0)1 (B) + 2 [L(n0)1 (B)− L(2n0)1 (B)]∣∣∣
+
∣∣∣L(m)1 (A)− L(n0)1 (A) + 2 [L(n0)1 (A)− L(2n0)1 (A)]∣∣∣
+ 2
∣∣L(n0)1 (B)− L(2n0)1 (B)∣∣+ 2 ∣∣L(n0)1 (A)− L(2n0)1 (A)∣∣
≤ 0 +O(n−a/21 ) +O(n−a/21 ) + 40 + 40
< 90 + n
−a/3
1 < 100.
This justifies (4.19d), which then implies∣∣L(m)1 (B)∣∣ < 10 0 + ∣∣L(m)1 (A)∣∣ < 10 0 + C0 < C1,
proving (4.19b).
The next scales. We explain how the inductive procedure continues.
The argument is identical to the one used to derive the estimates (4.19)
at scales  n1 from the corresponding estimates (4.6) at scales  n0.
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For every scale n1 in the range prescribed earlier, let the next scale
n2 be such that n
p′
1 ≤ n2 ≤ en
b1/2
1 . Break down the block B(n2)(x) into
blocks of lengths  n1 and set out to apply the avalanche principe to
the resulting chain of matrices.
The “gap” condition for blocks of lengths  n1 is ensured by the
uniform LDT (4.19e) and the estimate (4.19d) proven for scalesm  n1.
The proof uses the uniform upper semicontinuity of the maximal LE in
Proposition 4.2 (which holds for all scales) and the hypothesis on the
existence of a gap between the first two LE of A. It proceeds as at the
previous scale, the only difference being that from (4.19e), for m  n1,
(4.10) becomes instead
u
(m)
B (x) =
1
m
log‖B(m)(x)‖ > L(m)1 (B)−m−a1 .
Together with estimate (4.19d) (which compared to (4.6d) has the fac-
tor 10), this shows that the analogue of (4.11) is
1
m
log‖B(m)(x)‖ > L(m)1 (A)− 10 0 −m−a1 ≥ L1(A)− 11 0.
Moreover, the “angles” condition for blocks of lengths  n1 is en-
sured by (4.19e) and (4.19c) exactly the same way they were derived
at the previous scale. In fact, the bound obtained will be stronger,
because (4.19e) and (4.19c) are sharper than their counterparts (4.6e)
and (4.6c) at scale  n0.
After using the AP, the next step is to apply the quantitative Birkhoff
Ergodic Theorem 3.1 to the separately subharmonic functions u
(m)
B (z)
with m  n1 and translation vector ω1 := n1 ω. The assumptions in
this theorem hold as follows. The upper bound supz∈Adr u
(m)
B (z) ≤ C0
is always true, ensuring that item (1) holds. Estimate (4.19b) implies∣∣∣〈u(m)B 〉∣∣∣ = ∣∣∣L(m)1 (B)∣∣∣ < C1, hence for some x0 ∈ Td, u(m)B (x0) > −C1,
showing that item (2) also holds. Finally, because n2 ≥ np′1 , the number
n  n2
n1
of iterates is large enough relative to the parameter defining
the Diophantine condition satisfied by ω1.
The analogue of the bookkeeping in (4.19) for the next scale is de-
rived in the same way, where the bounds in (4.19b), (4.19a) and (4.19e)
do not change, while the one in (4.19c) becomes sharper as a result of
the scale increase:
∣∣L(m)1 (B)− L(m′)1 (B)∣∣ < n−a/32 for all m,m′  n2.
We provide more details regarding the derivation of the analogue
of (4.19d) at scale n2, as this is the place where the estimate wors-
ens slightly from scale to scale, although the additional errors form a
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summable series that does not exceed 100. We have∣∣L(m)1 (B)− L(m)1 (A)∣∣ ≤ ∣∣L(n1)1 (B)− L(n1)1 (A)∣∣
+
∣∣∣L(m)1 (B)− L(n1)1 (B) + 2 [L(n1)1 (B)− L(2n1)1 (B)]∣∣∣
+
∣∣∣L(m)1 (A)− L(n1)1 (A) + 2 [L(n1)1 (A)− L(2n1)1 (A)]∣∣∣
+ 2
∣∣L(n1)1 (B)− L(2n1)1 (B)∣∣+ 2 ∣∣L(n1)1 (A)− L(2n1)1 (A)∣∣
≤ (9 0 + n−a/31 ) +O(n−a/22 ) +O(n−a/22 ) + 2n−a/31 + 2n−a/31
= 9 0 + 5n
−a/3
1 +O(n−a/22 ) < 9 0 + 5n−a/31 + n−a/32
< 9 0 + 5
∞∑
k=1
n
−a/3
k < 9 0 + 10n
−a/3
1 < 10 0 .
The argument continues the same way with scales
. . . nk  . . . n3  n2  n1
chosen such that np
′
k ≤ nk+1 ≤ en
b1/2
k , hence their ranges overlap.
Therefore, the uniform LDT (4.1) holds for all n ≥ n1 := np′0 . Fur-
thermore, the uniform L2 bound (4.2) holds by (4.19a) and its ana-
logues at higher scales. Strictly speaking, we have derived it only for
n ≥ n1. However, at the cost of decreasing slightly the size δ0 of the
neighborhood around A, we may assume that (4.3) holds in fact for
all m ≤ np′0 , hence the argument following this estimate ensures the
uniform L2 bound also at scales m ≤ n1. 
5. The proofs of the main statements
Large deviations type estimates for iterates of linear cocycles can
be used to establish the continuity of the corresponding Lyapunov ex-
ponents. This was the subject of our monograph [14]. The crucial
component of the continuity argument was the uniformity of the esti-
mates in the cocycle.
Given any cocycle A ∈ Cωr (Td,Matm(R)) with L1(A) > L2(A), in
Theorem 4.1 we proved uniform fiber LDT estimates in a neighborhood
of A; moreover, we established that A is uniformly L2-bounded, i.e. the
uniform estimate (4.2) on the iterates of any nearby cocycle.
The abstract continuity theorem (ACT) in Chapter 3 of this book
contains additional assumptions. However, in our present setting of
analytic, quasi-periodic cocycles—in fact for any space of cocycles over
a uniquely ergodic base dynamics on a compact metric space—they are
automatically satisfied (the reader may consult Section 6.4 in [14] for
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the complete argument in the non-identical singular case). Therefore,
the ACT is applicable and it establishes Theorem 1.2, where the weak-
Ho¨lder modulus of continuity is a consequence of the sub-exponential
rate of decay in the LDT (4.1).
The continuity of the Oseledets filtration and decomposition are si-
milarly consequences of an abstract statement we derived in Chapter
4 of [14]. The assumptions in this statement are the same as for the
continuity of the Lyapunov exponents, hence Theorem 1.3 is also es-
tablished.
Let us move on to the applications of the continuity theorem of the
Lyapunov exponents for identically singular cocycles to the positivity
and simplicity of the Lyapunov exponents.
We begin with the proof of Theorem 1.4.
For every δ ∈ R define the cocycle
Sδ :=
[
M δN
δ P δ Q
]
.
Note that S0 =
[
M 0
0 0
]
is identically singular.
We can write
Aλ =
[
λM N
P Q
]
= λ
 M 1λ N
1
λ
P 1
λ
Q
 = λS 1
λ
,
so for every 1 ≤ k ≤ m, Lk(Aλ) = log |λ|+ Lk(S 1
λ
).
As |λ| → ∞, S 1
λ
→ S0 =
[
M 0
0 0
]
, and Ll(S0) = Ll(M) > −∞
(because det[M(x)] 6≡ 0).
Then if |λ| is large enough, by the continuity Theorem 1.2 we have
Ll(Aλ) = log |λ|+ Ll(S 1
λ
) > log |λ|+ Ll(M)− 1,
which establishes (1.7a) with C0 := −Ll(M) + 1 <∞.
The simplicity statement in item (b) of the theorem follows the same
way. The l largest Lyapunov exponents of S0 are exactly the Lyapunov
exponents of M , which are assumed to be simple. Then the quantitative
part of Theorem 1.2 applies to each of these exponents, so there is a
weak-Ho¨lder modulus of continuity function w(h) so that for |δ|  1
and for every 1 ≤ k ≤ l we have∣∣Lk(Sδ)− Lk(M)∣∣ = ∣∣Lk(Sδ)− Lk(S0)∣∣ ≤ w(|δ|)→ 0 as δ → 0.
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This then translates into∣∣Lk(Aλ)− log |λ| − Lk(M)∣∣ ≤ w( 1|λ|),
thus proving (1.7b).
The proof of Theorem 1.5 proceeds the same way as that of Propo-
sition 1.1. We first factor out λ to write
Aλ,E = λ
 U(x) (F (x) + 1λ R(x)− Eλ I) 1λ N
1
λ
P 1
λ
Q
 .
Make the change of coordinates δ = 1
λ
, s = E
λ
, and consider the
cocycle
Sδ, s(x) :=
 U(x) (F (x) + δ R(x)− s I) δ N
δ P δ Q
 ,
so we have Aλ,E = λS 1
λ
, E
λ
.
Then
Ll(Aλ,E) = log |λ|+ Ll(S 1
λ
, E
λ
).
For every s ∈ R, S0, s(x) =
 U(x) (F (x)− s I) 0
0 0
, so
Ll(S0, s) = Ll
(
U(x) (F (x)− s I)) > −∞
because by our assumptions, det[U(x) (F (x)− s I)] 6≡ 0.
By the continuity Theorem 1.2, the map (δ, s) 7→ Ll(Sδ, s) is conti-
nuous. Therefore, locally near every point (0, s), this map has a finite
lower bound. By compactness, given any compact interval I, there are
δ0 > 0 and C0 <∞ such that on [−δ0, δ0]×I, the map (δ, s) 7→ Ll(Sδ, s)
is bounded from below by −C0.
Translating this back, it follows that for |λ| large enough, if E
λ
is
bounded, say |E| ≤ 2 |λ| ‖F‖r, then
Ll(Aλ,E) > log |λ| − C0.
Next we factor out E, to get
Aλ,E = E
 U(x) ( λE F (x) + 1E R− I) 1E N
1
E
P 1
E
Q

and make the change of variables δ = 1
E
, s = λ
E
.
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By the same continuity and compactness argument, we conclude that
for λ
E
bounded, say |λ| ≤ 2 |E| ‖F‖r, and for |E| large enough (which
would happen if we chose |λ| large enough), we have
Ll(Aλ,E) > log |E| − C ′0 > log |λ| − C0,
which completes the proof of the theorem. 
6. Consequences for block Jacobi operators
In this section we present some immediate applications of our main
statements to block Jacobi operators (also called strip or band lattice
operators). These types of operators generalize the one-dimensional
lattice Schro¨dinger operator described in Section 1. Our applications
are concerned with the positivity, continuity and (local) simplicity of
the Lyapunov exponents of the corresponding eigenvalue equation, and
also with the continuity of the integrated density of states (IDS).
Let us begin by describing a block Jacobi operator.
Fix a translation vector ω ∈ Td. Let W,R, F ∈ Cωr (Td,Matl(R)).
Assume that for all phases x ∈ Td, R(x) and F (x) are symmetric
matrices, that W is not identically singular and denote by W T (x) the
transpose of the matrix W (x). Moreover, for all n ∈ N, denote
Wn(x) := W (x+ nω), Rn(x) := R(x+ nω), Fn(x) := F (x+ nω) (6.1)
A quasi-periodic block Jacobi operator is an operator H = Hλ(x)
acting on l2(Z,Rl) by
[Hλ(x) ~ψ]n := −(Wn+1(x) ~ψn+1 +W Tn (x) ~ψn−1 +Rn(x) ~ψn)+λFn(x) ~ψn,
(6.2)
where ~ψ = {~ψn}n∈Z ∈ l2(Z,Rl) is any state, x ∈ Td is a phase that
introduces some randomness into the system and λ 6= 0 is a coupling
constant.
This model contains all quasi-periodic, finite range hopping Schro¨-
dinger operators on integer or band integer lattices (which in some sense
may be regarded as approximations of higher dimensional lattices).
The hopping term is given by the “weighted” Laplacian:
[∆W (x) ~ψ]n := −Wn+1(x) ~ψn+1 +W Tn (x) ~ψn−1 +Rn(x) ~ψn (6.3)
where the hopping amplitude is encoded by the quasi-periodic matrix
valued functions Wn(x) and Rn(x).
The potential is given by the quasi-periodic matrix valued function
λFn(x).
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The more relevant situation from a physical point of view is when
the potential function F (x) is a diagonal matrix, while the entries of
the weight W (x) are trigonometric polynomials.
The associated Schro¨dinger equation
Hλ(x) ~ψ = E ~ψ
for a (generalized) state ~ψ = {~ψn}n∈Z ⊂ Rl and energy E ∈ R, gives
rise to a cocycle Aλ,E(x) of dimension m = 2l. Let Lk(E) = Lk(Aλ,E)
denote its k-th Lyapunov exponent. An easy calculation shows that
Aλ,E(x) =
 W−1(x+ ω) (λF (x) +R(x)− E I) −W−1(x+ ω)W T (x)
I 0

and that this cocycle can be conjugated to a symplectic cocycle (see
Section 8 in [12] for more details).
Note that since W (x) is analytic and det[W (x)] 6≡ 0, W−1(x) exists
almost everywhere, so the cocycle Aλ,E(x) is defined almost everywhere.
Then the Lyapunov exponents are well defined and they satisfy the
relations
L1(E) ≥ . . . ≥ Ll(E) ≥ 0 ≥ Ll+1(E) ≥ . . . ≥ L2l(E) > −∞
and L2l+1−k(E) = −Lk(E) for all 1 ≤ k ≤ l.
We are ready to formulate the statement.
Theorem 6.1. Assume that ω ∈ DCt. Then all Lyapunov exponents
of the operator (6.2) depend continuously on the data, i.e. on E, λ ∈ R
as well as on W,R, F ∈ Cωr (Td,Matl(R)).
Furthermore, given such matrix-valued functions W,F,R, there is a
constant λ0 = λ0(t,W, F, ‖R‖r) < ∞ so that if we fix λ with |λ| ≥ λ0,
the following hold.
(i) (Positivity) If W is not identically singular and if F has no con-
stant eigenvalues, then there is C0 = C0(W,F ) <∞ such that
Ll(E) = Ll(Aλ,E) > log |λ| − C0 for all E ∈ R.
(ii) (Continuity) If W is not identically singular and if F has no
constant eigenvalues, then the block L1 + . . .+Ll is locally weak-Ho¨lder
continuous.
(iii) (Simplicity) Assume that the weight W is one-dimensional, i.e.
W (x) = h(x) I where h ∈ Cωr (Td,R) with h(x) 6≡ 0. Assume moreover
that F − s I, seen as an l-dimensional cocycle, has simple Lyapunov
exponents for all s ∈ E, where E is a compact interval.
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Then the Lyapunov exponents Lk(E) of the operator Hλ(x) are sim-
ple for all energies E ∈ λ E. More precisely, there is a constant
κ0 = κ0(t, h, F, ‖R‖r, E) > 0, such that for all 1 ≤ k < l and E ∈ λE,
Lk(E)− Lk+1(E) > κ0.
Proof. The general theorems formulated in Section 1 do not directly
apply to the cocycle Aλ,E above, because it is not defined (and analytic)
everywhere. This can be easily remedied by multiplying it with a one-
dimensional cocycle.
Indeed, by Cramer’s formula, whenever det[W (x)] 6= 0, we have
W−1(x) =
1
det[W (x)]
adj(W (x)).
Let g(x) := det[W (x)], so g ∈ Cωr (Td,R) and g(x) 6= 0 a.e. Define
A˜λ,E(x) := g(x+ ω)Aλ,E(x) =
 Mλ,E(x) N(x)
P (x) Q(x)
 ,
where
Mλ,E(x) := U(x) (λF (x) +R(x)− E I)
U(x) := adj(W (x+ ω))
N(x) := −adj(W (x+ ω))W T (x)
P (x) := g(x+ ω) I
Q(x) ≡ 0.
Then clearly A˜λ,E ∈ Cωr (Td,Matm(R)) where m = 2l, and for all
1 ≤ k ≤ m we have
Lk(A˜λ,E) =
∫
Td
log |g(x)| dx+ Lk(Aλ,E). (6.4)
By the continuity Theorem 1.2, all Lyapunov exponents are con-
tinuous functions on Cωr (Td,Matm(R)). The cocycle A˜λ,E depends
continuously on E, λ as well as on W,R, F and so the same is true
for its Lyapunov exponents. Moreover, the maps W 7→ det[W ] and
g 7→ ∫Td log |g| are continuous (the latter may be regarded as the conti-
nuity of the Lyapunov exponent of the one-dimensional cocycle g). By
way of formula (6.4), these observations establish the first continuity
statement of the theorem.
Now we fix W,R, F ∈ Cωr (Td,Matl(R)).
Since g is analytic and g 6≡ 0, ∫Td log |g(x)| dx = C(W ) > −∞.
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Clearly det[U(x)] = det[adj(W (x + ω))] = det[W (x + ω)]l−1 6≡ 0.
Since, moreover, F has no constant eigenvalues, Theorem 1.5 is appli-
cable to A˜λ,E, hence there is λ0 depending on the fixed data, so that
Ll(A˜λ,E) > log |λ| − C0 for all E ∈ R and for all |λ| ≥ |λ0| .
This, together with (6.4), establishes the conclusion of item (i).
Now fix λ with |λ| ≥ |λ0|. By item (i), for all energy parameters
E ∈ R, Ll(E) = Ll(Aλ,E) > log |λ| − C0 > 0 (we may increase λ0 if
necessary). Therefore,
Ll(E) > Ll+1(E) (= −Ll(E))
holds for all E ∈ R.
The quantitative statement in Theorem 1.2 is then applicable, and
we conclude that the map E 7→ (L1+. . .+Ll)(E) is locally weak-Ho¨lder
continuous, which establishes item (ii).
We now proceed with the proof of item (iii). Since here we assume
that W (x) = h(x) I, so W−1(x) = 1
h(x)
I and W T (x) = h(x) I, we can
write
h(x+ ω)Aλ,E(x) =
 λF (x) +R(x)− E I −h(x) I
h(x+ ω) I 0

= λ
 F (x) + 1λ R(x)− Eλ I − 1λ h(x) I
1
λ
h(x+ ω) I 0
 .
Make the change of variables δ = 1
λ
, s = E
λ
and define the cocycle
Sδ, s(x) :=
 F (x) + δ R(x)− s I −δ h(x) I
δ h(x+ ω) I 0
 .
Then clearly Sδ, s ∈ Cωr (Td,Matm(R)) and for all 1 ≤ k ≤ m,
Lk(E) = Lk(Aλ,E) = −
∫
Td
log |h(x)| dx+ log |λ|+ Lk(S 1
λ
, E
λ
).
Since h is analytic and h 6≡ 0, we have that ∫Td log |h(x)| dx ∈ R.
Then for all E ∈ R, λ 6= 0 and 1 ≤ k < l,
Lk(E)− Lk+1(E) = Lk(S 1
λ
, E
λ
)− Lk+1(S 1
λ
, E
λ
). (6.5)
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As δ → 0, we have Sδ, s → S0, s =
[
F − s I 0
0 0
]
, so by the conti-
nuity Theorem 1.2, if 1 ≤ k ≤ l then
Lk(Sδ, s)→ Lk(S0, s) = Lk(F − s I).
We assumed that for all s ∈ E , the cocycle F − s I has simple Lya-
punov exponents. Then the l largest Lyapunov exponents of S0, s are
simple, and so for every fixed s ∈ E and every δ near 0, Sδ, s has simple
Lyapunov exponents as well.
By the compactness of E there are δ0 > 0 and κ0 > 0 such that if
(δ, s) ∈ [−δ0, δ0]× E and 1 ≤ k < l, then
Lk(Sδ, s)− Lk+1(Sδ, s) > κ0.
Together with (6.5) this proves the claim in item (iii). 
Remark 6.1. If for some s0 ∈ R, the cocycle F − s0 I has simple Lya-
punov exponents, then by the continuity Theorem 1.2 this also holds in
a whole neighborhood E of s0. However, this property (and even more
so its global counterpart) is difficult to verify, even in the case when
F (x) is a diagonal matrix-valued function (unless, of course, the ranges
of the diagonal entries are apart from each other). The simplicity state-
ment in the theorem above is therefore not entirely satisfactory.
Next we apply item (ii)—the quantitative continuity result on Lya-
punov exponents—in the above theorem to derive a modulus of con-
tinuity for the integrated density of states (IDS) of the block Jacobi
operators Hλ(x).
Let us recall a couple of facts.
Denote by Pn the coordinate restriction operator to {1, 2, . . . , n} ⊂
Z, and let H(n)λ (x) := PnHλ(x)P ∗n . It is well know that the following
limit exists and it is a.e. independent of x ∈ Td:
N(E) = Nλ(E) := lim
n→∞
1
n
#
(
(−∞, E] ∩ Spectrum of H(n)λ (x)
)
.
The function E 7→ Nλ(E) is called the integrated density of states of
the family of ergodic operators {Hλ(x) : x ∈ Td}.
The IDS is known to be log-Ho¨lder continuous in a very general
setting (see [10]). We show that in our context it is in fact weak-Ho¨lder
continuous.
It is a classic result in the theory of lattice Schro¨dinger operators
like (1.4) that the Lyapunov exponents and the IDS are related essen-
tially via the Hilbert transform:
L(E) =
∫
R
log
∣∣E − E ′∣∣dN(E ′) .
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This relation is called the Thouless formula.
Recently, J. Chapman and G. Stolz (see [9]) obtained a Thouless-
type formula (relating the LE and the IDS) which is applicable in the
full generality of the operator (6.2).
Assuming that C(W ) :=
∫
Td log |det[W (x)]| dx > −∞, their result
states that4
(L1 + . . .+ Ll)(E) = l
∫
R
log |E − E ′| dN(E ′)− C(W ). (6.6)
Our assumption on the weight W (x) clearly implies that C(W ) is
finite. Then by a standard argument involving some properties of the
Hilbert transform (see the end of Section 10 in [17]), the relation (6.6)
above allows us to transfer the local weak-Ho¨lder modulus of continuity
of the map L1 + . . .+Ll to the IDS N(E). We then conclude with the
following.
Corollary 6.1. Consider the block Jacobi operator (6.2) and assume
that the weight W is not identically singular and that the potential
function F has no constant eigenvalues. Then its integrated density of
states is weak-Ho¨lder continuous, provided |λ| is large enough depending
on the data.
Remark 6.2. A similar argument also gives a local version of this result.
We fix the coupling constant λ. In other words, let
[H(x) ~ψ]n := −(Wn+1(x) ~ψn+1 +W Tn (x) ~ψn−1 +Rn(x) ~ψn) + Fn(x) ~ψn
be a block Jacobi operator defined by analytic matrix-valued functions
and a Diophantine translation vector. If for some energy E0 we have
that Ll(E0) > 0, then by the continuity Theorem 1.2 this holds on a
small compact neighborhood E of E0. Moreover, by the same continuity
theorem the map E 3 E → (L1 + . . . Ll)(E) is weak-Ho¨lder continuous,
and so is the IDS N(E).
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