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 
Abstract— To avoid the burden of much storage 
requirements and processing time, this paper proposes a 
three-stage hybrid method, Compressive Sampling with 
Correlated Principal and Discriminant Components (CS-
CPDC), for bearing faults diagnosis based on compressed 
measurements. In the first stage, Compressive Sampling 
(CS) is utilised to obtain compressively-sampled signals 
from raw vibration data. In the second stage, an effective 
multi-step feature learning algorithm obtains fewer features 
from correlated principal and discriminant attributes from 
the compressively-sampled signals, which are then 
concatenated to increase the performance. In the third 
stage, with these concatenated features, Multi-class 
Support Vector Machine (SVM) is used to train, validate, and 
classify bearing faults. Results show that the proposed 
method, CS-CPDC, offers high classification accuracies, 
reduced computation time, and storage requirement, with 
fewer measurements. 
 
Index Terms— Machine Condition Monitoring, Bearing 
Fault Classification, Compressive Sampling, Principal 
Component Analysis, Linear Discriminant Analysis, 
Canonical Correlation Analysis. 
  
I. INTRODUCTION 
OTATING machines are widely used in industry for various 
tasks. Unforeseen machine failures may affect production 
schedules, product quality, and production costs. Condition 
monitoring of rotating machine can play an important role in 
machine availability. Rolling element bearings are the critical 
 
 
components in rotating machine and their failures may lead to 
more major failures in machines. With the development of 
sensing systems, various forms of signals can be collected for 
machine condition monitoring (MCM) [1 - 3]. The analysis of 
vibration signals can focus on three main groups – time domain, 
frequency domain, and time-frequency domain [4 - 8].  
Techniques beyond bandlimited sampling [9] offer lower 
sampling rates and reduced amount of data. To address the 
challenges of analysing a large amount of acquired vibration 
data, various techniques have been used to reduce signals 
dimensionality. For example, Principal Component Analysis 
(PCA) [10], Linear Discriminant Analysis (LDA) [11], 
Independent Component Analysis (ICA) [12], and Genetic 
Algorithm (GA) [13] are among the most commonly used 
methods. For instance, Malhi et al. [14] presented a PCA-based 
approach to select the most representative features for bearing 
faults classification that has shown to improve classification 
accuracy of Feedforward Neural Network (NN) and Radial 
Basis Function (RBF) network. Jin et al. [15] introduced trace 
ratio linear discriminant analysis (TR-LDA) method to reduce 
dimension of high-dimension non-Gaussian data for fault 
classification. Ciabattoni et al. [16] introduced a novel LDA 
based algorithm to deal with fault data dimension reduction and 
fault detection issues. Jack et al. [13] examined the use of a 
genetic algorithm to select the most significant input features 
from a large set of possible features in MCM contexts. 
In recent years several publications have proposed new 
methods for bearing fault diagnosis. For example, Amar et al. 
[17] suggested a novel bearing fault classification approach 
combining Vibration Spectrum Imaging (VSI) and Artificial 
Neural Network (ANN). Li et al. [18] presented a semi-
supervised diagnosis method based on a distance-preserving 
Self-Organizing Map (SOM) for classifying different bearing 
faults. Soualhi et al. [19] examined the combination of Hilbert-
Huang Transform (HHT), SVM, and Support Vector 
Regression (SVR), and showed its efficiency for the monitoring 
of ball bearing. Chen et al. [20] proposed a multisensory feature 
fusion method using Sparse AutoEncoder (SAE) and Deep 
Belief Network (DBN) that outperform some other feature 
fusion methods. Zhang et al. [21] presented a hybrid intelligent 
fault diagnosis method integrating Permutation Entropy (PE), 
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Ensemble Empirical Mode Decomposition (EEMD), and 
optimized SVM.  Recently, Lei et al. [22] proposed a two-stage 
learning method based on sparse filtering to learn features from 
mechanical vibration signals for machine fault diagnosis. 
Compressive Sampling (CS) [23] has been developed for 
sensing and compression. The efficiency of CS in machine fault 
diagnosis has been validated in several studies. For instance, in 
an analysis of the effects of CS on the classification of bearing 
faults, Wong et al. [24] found small performance degradation 
using entropy-based features computed from CS based 
recovered signal. Zhang et al. [25] proposed a method based on 
compressed vibration signal using several over-complete 
dictionaries trained by dictionary learning method. Each of 
these dictionaries can be effective in sparse signal 
decomposition for a specific bearing condition. Several studies 
have shown that it is possible to learn directly from compressed 
measurements without reconstructing the original signal. In 
[26] an intelligent condition monitoring method for bearing 
faults based on CS and sparse over-complete feature learning 
algorithm using SAE was proposed. In a recent paper by Ahmed 
et al. [27], three approaches to process compressed vibration 
measurements were proposed for classification of bearing 
faults, including using the compressed measurements directly 
as the input to the classifier, and extracting features from these 
compressed measurements using PCA and LDA.  
Although the above investigations reported many 
interesting results, to the best of authors’ knowledge, there is 
little work in the literature on learning from compressively 
sampled signals. Also, no research exists on the combination of 
CS, PCA, LDA, and CCA. Motivated by the idea of CS and the 
advantages of PCA, LDA, and CCA, we present a new method 
for intelligent fault diagnosis. PCA can be applied to a 
compressively sampled vibration signal to extract the 
components. However, by selecting only the larger components 
of PCA we may remove some useful features. On the other 
hand, LDA works well with a larger number of samples. 
Intuitively, these two different sets of features reflect different 
characteristics of the original signals and may be 
complementary. Hence, we integrate them in a combined 
framework, by forming a relationship between them via CCA 
and concatenating their resulting linear combinations into a 
feature vector. The proposed method, Compressive sampling 
with correlated principal and discriminant components (CS-
CPDC), needs fewer measurements, reduces computation time, 
storage requirement and the bandwidth for transmitting 
compressively sampled data. The contributions of this paper are 
summarized as follows.  
1) A new three-stage intelligent hybrid method, CS-CPDC, 
for fault diagnosis is presented.  
a. The aim is to reduce computations, to reduce transmission 
costs, and to reduce demands on the environment compared to 
other techniques. CS-CPDC reduces the measured vibration 
data using compressive sampling that linearly maps the original 
vibration data into a lower dimension space of compressively 
sampled data.    
b. The aim is to obtain a set of features that achieves superior 
classification. While an individual set of features (e.g., either 
PCA or LDA) can be good for representations, it may not be 
good for classifications. Thus, we propose to combine PCA and 
LDA features via CCA in a three-step process to transform the 
characteristic space of compressively sampled signal into a low 
dimensional space of correlated important and discriminant 
attributes, which are then concatenated to form a vector of 
useful features.   
c. For fault classification, multi-class SVM based on error-
correcting output codes (ECOC) is employed to classify the 
bearing health condition using the learned feature vector.  
2) Two case studies of bearing datasets (real and not 
simulated) are used to validate the efficiency of CS-CPDC. 
First, the CS model of CS-CPDC and the effect of the amount 
of compressively-sampled data are thoroughly studied to verify 
that our CS model generates compressively-sampled signals 
that possess the quality of the original signals. Second, various 
scenarios of the proposed three-step learning algorithm of CS-
CPDC are studied to test the classification accuracy in each 
stage. In addition, CS-CPDC is compared with related work. 
The comparison results show that CS-CPDC is able to achieve 
high levels of classification accuracy with fewer measurements 
compared with existing methods. 
3) We have studied the advantages of CS in our proposed 
method. We demonstrate that CS reduced computational time 
and yet provided high classification accuracy. 
The rest of this paper is structured as follows. Section II is 
devoted to descriptions of the proposed method. Section IV and 
V, are dedicated to a description of the performed experiments 
and datasets of the two faults classification case studies of 
bearings datasets and the corresponding experimental results. 
Finally, section VI draws some conclusions from this study. 
II. THE PROPOSED METHOD 
This section describes CS-CPDC method for machine fault 
detection and classification. In the first stage (Fig. 1(a)), CS is 
used to obtain compressively sampled raw vibration signals. In 
the second stage (Fig. 1(b)), a proposed multi-step approach of 
PCA, LDA, and CCA is used to extract features from the 
obtained compressively sampled signals. In the third stage (Fig. 
1. (c)), SVM is applied to classify bearing health condition 
using the learned features from the previous stage.  
Fig. 1. Training of our proposed method:  (a) The first stage, 
(b) The second stage (c) The third stage  
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A. First Stage: Compressive Sampling 
In this stage, CS-CPDC acquires compressively sampled 
signals using CS framework [23, 28]. CS is an extension of 
sparse representations and special case of it. The simple idea of 
CS is that many real-world signals have sparse representations 
in some domain, e.g., Fourier Transform (FT), can be recovered 
from fewer measurements under certain conditions. In fact, CS 
is based on two principles: (1) sparsity of the signal of interest, 
and (2) the measurements matrix that satisfies the data minimal 
information loss, i.e., fulfill Restricted Isometry Property (RIP). 
Concisely, we describe the sparsity as follows:  
Assume that x∈ 𝑅    be an original time indexed signal. Given 
a sparsifying transform matrix 𝜓 𝜖 𝑅    whose columns are 
the basis elements 𝜓 . Based on this basis, x can be 
represented as follows: 
 
𝑥  𝜓 𝑠  
   
  (1) 
Or more efficiently  
 
 𝑥  𝜓𝑠   (2) 
 
Here s, is n*1 column vector of coefficients. If the basis 𝜓 
produces q-sparse representations of x, then equation (1) can be 
rewritten as follows:  
 




where ni is the index of the basis elements and the coefficients 
corresponding to the q non-zero elements. So, 𝑠 𝜖 𝑅    is a 
vector column with only q non-zero elements and represents the 
sparse representation vector of x.  
Based on CS framework, m << n projections of the vector x 
with a group of measurement vectors ∅  and the sparse 
representations s of x can be produced from 
 
  𝑦 ∅𝜓𝑠  𝜃𝑠 (4) 
 
Here y is m*1 column vector of the compressed 
measurements and 𝜃  ∅𝜓 is the measurement matrix. To 
produce good compressed measurements the measurement 
matrix 𝜃 has to satisfy the data minimal information loss, i.e., 
satisfy the Restricted Isometry Property (RIP).  
Definition 1.1: The measurement matrix 𝜃 satisfies the 
Restricted Isometry Property (RIP) if there exists a parameter 
𝛿 ∈ 0,1  such that  
 
1  𝛿 ‖𝑠‖   ‖𝜃s‖  1  𝛿 ‖𝑠‖   (5) 
 
 The size of the measurement matrix (m*n) depends on the 
compressive sampling rate (α) (i.e., m = α*n). Fig. 2, shows an 
illustration of the CS framework. The model described above is 
meant to be Single Measurement Vector Compressive sampling 
(SMV-CS) that recovers one vector from its corresponding 
compressed measurement vector. But, Multiple Measurement 
Vectors Compressive Sampling (MMV-CS) is considered for 
signals that are represented as a matrix with a set of jointly 
sparse vectors such that   
 𝑌  ӨS (6) 
 
where 𝑌 ∈ 𝑅   , m is number of compressed measurements 
and L is number of observations, Ө ∈ 𝑅    is a dictionary, and 
𝑆 ∈ 𝑅    is a sparse representation matrix. Several studies 
have been conducted to reconstruct jointly sparse signals (S) 
given multiple compressed measurement vector [29, 30]. In our 
proposed method, MMV-CS has been used to obtain 
compressively sampled signals since the dataset consists of a 
matrix of multiple measurements. Also, since it is possible to 
recover the original signal (X) from the compressed data (Y) 
this indicates that (Y) possesses the quality of the original signal 
(X). So, in this study, we use the compressed measurements 
directly. 
As shown in Fig.1 (a), first the sparse representations (𝑆 ∈
𝑅 ) that consists of only a small number of 𝑞 ≪ 𝑛 of nonzero 
coefficients are obtained from raw vibration signals (𝑋 ∈ 𝑅 ) 
using an appropriate basis representation, e.g., Fourier 
Transform (FT), Wavelet Transform (WT), etc. Then, the 
obtained (S) is projected into a suitable measurement matrix 
(Ө ∈ 𝑅 ), e.g., Random matrix with i.i.d. Gaussian entries 
and Bernoulli (±1) matrix, with the compressed sampling rate 
(α) to generate the compressively-sampled signals (𝑌 ∈ 𝑅 ) 
where m is the number of compressed signal elements (i.e., m 
= α*n). These procedures are summarized below in Algorithm 
1 [28]. 
B. Second Stage: Feature Learning 
While the CS projections obtained in the first stage help to 
recover the original signal from low dimensional features, they 
may not be the best from a discriminant point of view. 
Furthermore, the size of the CS projections may still represent 
a large amount of data collected in real operating condition. 
Consequently, techniques to extract fewer features of the CS 
projections are required. Accordingly, PCA and LDA are 
commonly used. However, while an individual set of features 
(e.g., either PCA or LDA) can be good for representations, it 
may not be good for classifications. Thus, the aim of the second 
stage is to generate features for superior classification accuracy. 
Fig. 2. Compressive sampling framework. 
Algorithm 1: Compressive sampling stage 
Input: 𝑋 ∈ 𝑅   , Ө ∈ 𝑅 , α 
Output: 𝑌 ∈ 𝑅    
  1: sparMethod(X)             𝑆 ∈ 𝑅    
  2: Project S into Ө with compressed sampling rate α to obtain 
compressively-sampled signal 𝑌 ∈ 𝑅    
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 The second stage consists of three steps as shown in Fig. 1 
(b). In the first step, CS-CPDC finds two feature representations 
from the compressively sampled signals using PCA and LDA 
respectively. Hence, we transform the characteristic space of 
the compressively sampled signal into a low dimensional space 
defined by those basis vectors corresponding to larger 
eigenvalue components (PCA). Furthermore, we augment these 
basis vectors with discriminant attributes learned through 
supervised learning (LDA). Let us consider a set of 
compressively-sampled signals 𝑌 ∈ 𝑅 , here Y can be 
presented as 𝑌 𝑦 , 𝑦 , … , 𝑦  where1 𝑙 𝐿, and let each 
of these signals fit in with one of the c classes of machine 
conditions. To extract feature representations of these signals, 
CS-CPDC performs a linear transformation to map the m-
dimensional space of the compressively sampled vibration to a 
lower dimensional feature space, using the following equation: 
 
                         𝑦 𝑊 𝑦                     (7) 
 
Here r = 1, 2 … L, 𝑦  is the transformed feature vector with 
reduced dimension, and W is a transformation matrix.  
To find the larger attributes of the compressively-sampled 
vibration signals using (7), we used PCA to compute W 
projection matrix using the scatter matrix, i.e., the covariance 
matrix C of the compressively-sampled data, which can be 
computed as follows: 
 
               𝐶  ∑ 𝑦 𝑦 𝑦 𝑦                     (8) 
 
Here 𝑦 is the mean of all samples. In the produced projection 
matrix W, successive column vectors from left to right 
correspond to decreasing eigenvalues. We select the m1 
eigenvectors corresponding to the m1 largest eigenvalues. 
Hence, a new m1-dimensional space 𝑌1 ∈ 𝑅    is produced 
from 𝑌 ∈ 𝑅 , where m1 << m.  
Furthermore, we employed LDA to compute discriminant 
attributes from the compressively-sampled signals. LDA 
considers maximizing the Fisher criterion function J (W), i.e., 
the ratio of the between the class scatter 𝑆  to the within class 
scatter (𝑆  such that  
 
                          𝐽 𝑊  
|
 |




         𝑆 ∑ 𝑙 𝜇 𝜇 𝜇 𝜇                 (10) 
 
        𝑆 ∑ ∑ 𝑦 𝜇 𝑦 𝜇         (11) 
 
where 𝜇  is the mean vector of class i, y ϵ R of size L*m is 
the training dataset, 𝑦  represents the dataset belong to the c-th 
class, 𝑛  is the number of measurements of the i-th class,  𝜇  is 
the mean vector of class i, and 𝜇 is the mean vector of all 
training dataset. LDA projects the space of the compressively-
sampled data onto a (c – 1)–dimension space by finding the 
optimal projection matrix W by maximizing J (W). Now W is 
composed of the selected eigenvectors (𝑤 , … , 𝑤 ) with the 
first m2 largest eigenvalues (m2 = c - 1). Consequently, a new 
m2-dimensional space of discriminant attributes 𝑌2 ∈ 𝑅    
is produced from 𝑌 ∈ 𝑅 , where m2 << m.  
These different feature representations extracted from the 
same dataset always reflect different characteristics of the 
original signals. The best combination of them retains the 
multiple features of the integration that can be used effectively 
for classification. We propose CCA [31] to combine PCA and 
LDA features to obtain superior classification.  
The second step of the multi-step procedure of CS-CPDC 
utilises CCA to combine the different feature representations 
 𝑌1 and  𝑌2 by forming the relationship between them, i.e., 
maximising the overlapping variance between 𝑌1 and  𝑌2. The 
main idea is to find linear combinations of  𝑌1 and 𝑌2 that can 
maximize the correlation between them based on the following 
objective function 
 
   𝑊 , 𝑊 ) = 𝑎𝑟𝑔 𝑚𝑎𝑥
,   
𝑊 𝐶          
  s.t     𝑊 𝐶 𝑊 1, 𝑊 𝐶 𝑊 1.     
      (12) 
 
where 𝐶  is the cross-covariance matrix of 𝑌1 and 𝑌2 that 
can be computed using the following equation  
 






𝐶 𝐶    
(13) 
 
The resulting linear combinations of 𝑌1 (𝑌1 𝑊 ∗
𝑌1  and the 𝑌2 (𝑌2 𝑊 ∗ 𝑌2) will maximize their 
correlation.  
Finally, in the third step, the learned features 𝑌1  and  
𝑌2  are concatenated to obtain a vector (𝑌 , ∈
𝑅   ) that comprises highly correlated representations of 
principal and discriminative components where 𝑘 is equal to 
minimal dimension size of 𝑚1 and 𝑚2. These procedures are 
summarized in Algorithm 2. Fig 3 shows an illustration of the 
training process of the first and second stage of our proposed 
method.  
 
C. Third stage: Fault detection and classification 
For our multi-class problem, we employed Multi-class 
Support Vector Machine (SVM) classifier. The simple idea of 
SVM is that it can find the best hyperplane(s) to separate two 
classes. Based on the features of the data, SVM can make linear 
or non-linear classifications by different kernel functions, e.g., 
Radial Basis Function (RBF), Polynomial Function (PF), and 
Algorithm 2: Feature learning stage 
Input: 𝑌 ∈ 𝑅   , 𝑦 ∈ 𝑅   : label information vector for 
each data points, c: number of classes, 𝑚1: selected number of 
principal components  
Output: 𝑌 ,  ∈ 𝑅    
   1: PCA(Y)         E1∈ 𝑅   
   2:  𝑌1 𝑌 ∗ 𝐸1     
   3: LDA(Y, y)         E2 ∈ 𝑅   ;   𝑚2 𝑐 1. 
   4:  𝑌2 𝑌 ∗ 𝐸2   
   5: CCA (𝑌1, 𝑌2)         𝑤 , 𝑤 ∈ 𝑅   ; k =min (m1,𝑚2). 
   6: 𝑌1 𝑤 ∗ 𝑌1, 𝑌2 𝑤 ∗ 𝑌2 
   7: 𝑌 , 𝑌1  𝑌2  
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Sigmoid Function (SF) [32]. Multi-class SVM includes 
multiple two-class sub-problems, i.e., SVM classifiers that can 
be easily combined together using one-versus-one and one-
versus-all coding design.  
In our case, we applied “fitcecoc” function [33] on the 
learned features from the second stage. It uses c(c-1)/2 binary 
SVM models using one-versus-one coding design, where c is 
the number of unique class labels. This will return a fully 
trained error-correcting output codes (ECOC) multiclass model 
that cross-validated using 10-fold cross-validation.  
III. FIRST CASE STUDY 
A. Data Description 
The vibration data utilised in this case were recorded from 
experiments on a small test rig that mimics operating roller 
bearings’ environment. Six conditions of roller bearings health 
conditions have been recorded. These contain, two normal 
conditions, that is, a brand new condition (NO) and a worn but 
undamaged condition (NW), as well as four fault conditions, 
including inner race (IR) fault, an outer race (OR) fault, rolling 
element (RE) fault, and cage (CA) fault.  
The test rig used to collect the vibration data involves a DC 
motor driving the shaft through a flexible coupling, with the 
shaft supported by two Plummer bearing blocks. A series of 
damaged bearing was inserted in one of the Plummer blocks, 
and the resultant vibrations in the horizontal and vertical planes 
were measured using two accelerometers. The output from the 
accelerometers was fed back through a charge amplifier to a 
Loughborough Sound Images DSP32 ADC card (using a low-
pass filter with a cut-off 18 kHz), and sampled at 48 kHz. The 
machine was run at a series of 16 different speeds ranging 
between 25 and 75 rev/s, and ten-time series were taken at each 
speed. This gave a total of 160 examples of each condition, and 
a total of 960 raw data files to work with.  
To apply CS-CPDC in this case study, we started by 
acquiring the compressively-sampled vibration signal from the 
high dimensional data X with 6000 time samples for each of the 
960 observations. First, we used FFT basis as sparse 
representations of X. Then we applied CS framework with 
different sampling rates (α) using a random Gaussian matrix 
that satisfies the RIP. The size of the Gaussian matrix is m by 
n, where n is the length of the original vibration signal 
measurements and m is the number of compressed signal 
elements (i.e., m = α*n). Based on compressive sampling 
framework, multiplying this matrix with our signal sparse 
representations generates different sets of compressed 
measurements of the vibration signal.  
B. Experimental Results  
First, fifty percent of the total observations were randomly 
selected for training and the other 50% for testing. Then, we 
examined the selection of the compressed sampling rate (α) 
using different values (0.01, 0.02, 0.03, 0.04, 0.5, 0.1 and 0.2) 
to generate compressively-sampled vibration signals.  
To ensure that our CS model generates enough samples for 
the purpose of bearing fault classification, we used the 
generated compressively-sampled signals in the first stage to 
reconstruct the original signal X by applying the Compressive 
Sampling Matching Pursuit (CoSaMP) algorithm [34]. For 
example, with α = 0.1 the average percentage reconstruction 
errors for the six conditions of bearings are 1.8% (NO), 0.9% 
(NW), 3.3% (IR), 1.6% (OR), 0.7 % (RE), and 2.6% (CA), 
which indicate good signal reconstruction.  
 
To learn features from the training set with compressed 
measurements, we proposed multi-step approach, i.e., the 
second stage of our proposed method described in Fig. 1(b)   
using (c – 1) components for LDA and 40 principal components 
for PCA for each of the α values described above. These learned 
features from the second stage were used to train the multi-class 
SVM. To achieve better evaluations of the trained error-
correcting output codes (ECOC) multiclass model, we applied 
10-fold cross-validation in all our experiments. The training 
dataset is randomly subdivided into ten subsets. Each sub-set is 
validated on the classifier that is trained using the other nine 
subsets. The process is repeated 20 times and the training 
classification accuracy is the average taken from these 20 trials.  
To evaluate the performance of the proposed method, we first 
compressively sampled each testing signal using the same 
values of α used to sample training set, and then the trained 
multi-step algorithm is used to obtain the learned features of the 
testing set. Once the features were learned, the trained SVM is 
used to classify the testing signals. The overall results are 
shown in Table I, where the classification accuracy is the 
average of 20 trials for each experiment, and the time is 
obtained by averaging the testing time of these 20 trials.  
 Table I shows that the value of α affects not only the 
classification accuracy results but also the time required by the 
CS-CPDC method to complete the classification task. It can be 
clearly seen that the larger the value of α is, the better is the 
classification accuracy and the more time the method requires. 
However, high levels of classification accuracy achieved with 
less than 25% of the original data samples. In particular, 
accuracies from our proposed method are 99.9%, 99.8%, and 
99.3% for only 20%, 10%, and 5% of the whole data 
respectively.  
Fig. 3. Illustration of the training process of the first and 
second stage of the proposed method. 
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C. Effect of Numbers of Principal Components on 
Classification Accuracy 
To determine the effect of the number of PCs on 
classification accuracy of CS-CPDC, we tested it with α = 0.2, 
0.1, 0.05, 0.04, 0.03, 0.02 and 0.01 using different number of 
PCs in the range 10–50. Fig. 4 shows the classification 
accuracies versus the number of PCs for each value of α. It is 
clear that most of the compressively-sampled signals require no 
more than 40 PCs to achieve high classification accuracy.  
 
D. Comparison of Classification performance using 
Individual and Combined Features 
In the second stage of the proposed multi-step features 
learning approach, four groups of features were extracted 
individually before the features concatenation step. These 
include PCA based features  𝑌1 , LDA based features  𝑌2 , 
and the linear combinations features 𝑌1  and 𝑌2  of  𝑌1 
and  𝑌2 these features will be referred as PCA' and LDA' 
respectively. Experiments are conducted using these features 
based on PCA, LDA, PCA', LDA' and concatenated features of 
PCA and LDA (PCA+LDA) with CS-CPDC to classify bearing 
faults. The test classification results are displayed in Fig. 5 and 
achieved by averaging the results of 20 trials for each 
experiment. Closer inspection of Fig. 5 shows significant 
improvements in the classification accuracy achieved by PCA' 
and LDA' compared to PCA and LDA respectively. However, 
classification results from CS-CPDC method achieved best 
classification results for each value of α.  
 
E. Comparison of results 
Different from the methods in [24] that recovered the original 
signals from the compressively-sampled signals, CS-CPDC 
learns features directly from the compressed measurements. To 
show the superiority of CS-CPDC over the methods in [24], 
Table II shows classification results of bearing faults using the 
same dataset used in the first case study of this work. It is clear 
that all results from CS-CPDC are better than those in [24]. For 
further verification of the efficiency of the CS-CPDC method, 
Table III presents the comparisons with some recently 
published results of CS based methods [26, 27]. It is clear that 
results from CS-CPDC remain very competitive with results 
reported in [26]. Moreover, the classification accuracy obtained 
using our proposed method with 10% of the original data is 
better than the results reported in [27] and the improvement is 
statistically significant. In particular, results from [27] are 98.6, 
98.5, and 89.8 for CS, CS-PCA, and CS-LDA, while our 
proposed method achieved 99.8%.  Additionally, the RMSE of 
this method (0.2%) is smaller than the reported RMSEs in [27] 
(e.g., 0.3%, 0.4%, and 3.5%).  
F. Need for Compressive Sampling  
In CS-CPDC, CS is employed to obtain compressively sampled 
signals in the first stage motivated by the following. 1) Reduced 
computations: We used CS to reduce a large amount of the 
acquired vibration data. This reduction in the amount of 
vibration data resulted in much reduced computation, i.e., less 
TABLE I 
CLASSIFICATION RESULTS WITH THEIR CORRESPONDING ROOT MEAN 
SQUARE ERROR (RMSE) AND COMPUTATIONAL TIME USING VARIOUS 
COMPRESSED SAMPLING RATES  
Compressed 










   
α = 0.2 
(1200 samples) 
100.0 ± 0.0 99.9 ± 0.1        7.8± 0.01 
α = 0.1 
(600 samples) 
100.0 ± 0.0 99.8 ± 0.2        6.7± 0.07 
α = 0.05 
(300 samples) 
99.8 ± 0.2 99.3 ± 0.6        4.9 ± 0.03 
α = 0.04 
(240 samples) 
99.4 ± 0.6 98.8 ± 1.2        4.3 ± 0.11 
α = 0.03 
(180 samples) 
99.1 ± 0.8 98.4 ± 1.4        3.8 ± 0.03 
α = 0.02 
(120 samples) 
99.1 ± 0.9 97.8 ± 1.3        3.2 ± 0.09 
α = 0.01 
(60 samples) 
98.3 ± 1.6 96.4 ± 0.6        3.1 ± 0.16 
Fig. 4. Classification accuracies for different compressively-
sampled signals versus the number of PCs 
Fig. 5. Comparison of Classification performance using 
Individual and Combined Features 
TABLE II 
CLASSIFICATION COMPARISON OF BEARING FAULTS 
Methods 
   Sampling rate                    Testing      
           (α)                          Accuracy (%) 
Compressed Sensed  
followed by signal recovery 
[24] 
0.5 92.4 ± 0.5 
0.25 84.6 ± 3.4 
CS-CPDC            0.2                      99.9 ± 0.1 
            0.1            99.8 ± 0.2 
TABLE III 
CLASSIFICATION COMPARISON OF BEARING FAULTS 
Methods 
            Testing Accuracy (%)   
                           α = 0.1 
DNN based Over-complete        2 - layers 
feature representations [26]          3 - layers 
                                                   4 - layers 
                         99.8 ± 0.1 
               100 ± 0.0 
               100 ± 0.0 
CS [27]                 98.6± 0.3 
                98.5± 0.4 
                89.8± 3.5 
CS-PCA [27] 
CS-LDA [27] 
CS-CPDC                           99.8± 0.2 
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than 15% of the computation load of not using CS. 2) Reduced 
transmission costs: In the cases of having to send vibration data 
from remote places by wireless (e.g., in the case of off-shore 
wind turbines) or wired transmissions, the cost of transmission 
will be less as CS reduces the amount of vibration data. 3) 
Benefits to the environment: As the application of CS results in 
reduced computations, it helps to reduce the amount of power 
needed for both computations and transmission. In 
consequence, CS offers much benefit to the environment. 
Several experiments were conducted to classify bearing fault 
using CS-CPDC without the compression in the first stage, i.e., 
with all the 6000 original samples from their sparse (Fourier 
Transform) domain. Table IV contains the results where the 
classification accuracy is the average of 20 trials of testing 
accuracy. Two things are clear from the results presented in 
Table IV. Firstly, CS-CPDC with compressive sampling is 
significantly faster than (or requires less than 15% of the time 
of) the proposed method without compressive sampling. 
Secondly, CS-CPDC achieved better classification results with 
small RMSE. Of the remaining 0.6% (100% - 99.4%) accuracy, 
our method can make up 2/3 (= (99.8 – 99.4)/ (100 – 99.4)) of 
the missed accuracy, and it does so with significantly lower 
RMSE, i.e., 0.2 compared to 0.5. Thus the increase in accuracy 
of 0.4% with RMSE of 0.2% is statistically significant.   
IV. SECOND CASE STUDY 
The bearing datasets [35] used in this case come from a motor 
driving mechanical system where the faults were seeded into 
the drive-end bearing of the motor. The bearing vibration 
signals were collected under several conditions, grouped by 
fault width (0.18, 0.36, and 0.53 mm) and four motor loads (0, 
1, 2, and 3 hp) with different shaft speeds (1797, 1772, 1750, 
1730 rpm). The sampling rate used was 12 kHz [35, 36]. 
In this study, a motor bearing dataset composed of these 
vibration signals with 10 bearing health conditions and 100 
signal examples for each health condition per load. Thus, the 
total dataset contains 400 examples for each health condition, 
with 1200 data points for each signal example. The description 
of this dataset is presented in Table V.  
To classify the motor bearing health condition, the same 
steps as in the first case study were followed to apply CS-CPDC 
method. Half of the signal examples are selected randomly for 
training, and the rest of the signal examples are utilised for 
testing performance. Different compressed samples with 0.03, 
0.04, 0.05, 0.06, 0.07, 0.08, 0.09 and 0.1 sampling rates (α) of 
the original signals and 10 selected PCs are used for the overall 
classification results and their related root mean square errors 
(RMSEs) of 20 trials as shown in Table VI.  
In Table VI CS-CPDC delivers high classification accuracies 
with small RMSEs. In particular, the classification accuracy for 
α = 0.1 is 99.9%, and the testing time required by CS-CPDC is 
only 1.62 seconds. In general, the computation time increased 
slightly with the increase in α value. For example, the total time 
for training and testing with the smallest value of α = 0.03 (5.35 
s) increased by less than 20% compared with the total time 
required by the largest value of α = 0.1 (6.45 s).  
For further evaluation of CS-CPDC method, experiments 
were conducted for α = 0.1 with training size of 10% and 40%, 
and 20 trials for each experiment with 10-fold cross-validation. 
The results are compared to some recently published results 
[18, 21, 37 - 42] in Table VII. The first column refers to the 
scenarios of the motor operation and load conditions (fixed load 
and variable loads) in which the bearing samples collected. The 
second column defines the methods used for classification. The 
third column records the percentage of samples used to train 
these methods. The fourth column defines the related load of 
the data, and the fifth column records testing accuracies 
obtained using these methods.  
Compared with the methods presented in Table VII, CS-
CPDC with the smallest percentage (10%) of samples of the 
original data achieved the highest accuracy in both motor 
operation condition, i.e., fixed load and variable load.  
For additional comparison, several experiments were 
conducted for α = 0.1, 0.09, and 0.08, using variable loads 
TABLE V 









NO 400 0 1 
OR1 400 0.18 2 
OR2 400 0.36 3 
OR3 400 0.53 4 
IR1 400 0.18 5 
IR2 400 0.36 6 
IR3 400 0.53 7 
RE1 400 0.18 8 
RE2 400 0.36 9 
RE3 400 0.53 10 
TABLE VI 
CLASSIFICATION RESULTS WITH THEIR CORRESPONDING ROOT MEAN 
SQUARE ERROR (RMSE) AND COMPUTATIONAL TIME USING VARIOUS 














α = 0.1 
120 samples 
100 4.83 ± 0.01 99.9 ± 0.1 1.62 ± 0.02 
α = 0.09 
108 samples 
100 4.72 ± 0.01 99.8 ± 0.2 1.55 ± 0.04 
α = 0.08 
96 samples 
99.9 ± 0.1 4.62 ± 0.12 99.8 ± 0.1 1.47 ± 0.08 
α = 0.07 
84 samples 
99.9 ± 0.1 4.61 ± 0.01 99.6 ± 0.2 1.41 ± 0.02 
α = 0.06 
72 samples 
99.8 ± 0.2 4.50 ± 0.01 99.6 ± 0.2 1.32 ± 0.07 
α = 0.05 
60 samples 
99.6 ± 0.2 4.36 ± 0.09 99.2 ± 0.3 1.24 ± 0.07 
α = 0.04 
48 samples 
99.3 ± 0.3 4.24 ± 0.07 99.2± 0.5 1.19 ± 0.14 
α = 0.03 
36 samples 
99.1 ± 0.4 4.20 ± 0.10 98.5± 0.8 1.15 ± 0.02 
TABLE IV 
COMPARISON RESULTS TO EXAMINE THE SPEED AND ACCURACY 









CS-CPDC without CS 
(with 6000 inputs from FT) 
99.4 ± 0.5 64.9± 0.3 
CS-CPDC with CS 
α = 0.1 
(600 samples) 
99.8± 0.2 6.7± 0.1 
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bearing dataset (0, 1, 2, 3 loads) with 10 classes to examine the 
speed and accuracy of CS-CPDC compared to the method in 
[22] that used the same data. To match the experimental setup 
in [22], only 10% of signal examples are used for training with 
10-fold cross-validation; the testing classification accuracies 
and computation times were obtained by averaging 20 trials in 
each experiment. The results, as shown in Table VIII, indicate 
that CS-CPDC method is significantly faster than the method in 
[22] and yet our classification accuracies, for all values of α, are 
better than the results reported in [22].  
V. CONCLUSION 
A three-stage hybrid method CS-CPDC for bearing fault 
diagnosis has been proposed. In this method, CS model is used 
to generate compressively-sampled signals. Then, a multi-step 
feature learning algorithm is used to learn fewer features from 
correlated principal and discriminant attributes from the 
compressively-sampled signals, which are then concatenated to 
increase the performance. These concatenated features are input 
to the multi-class SVM to train, validate, and classify bearing 
health conditions. Our method offers the highest accuracy, and 
requires least execution time and storage. 
One of the more significant findings from this study is that, 
CS-CPDC outperforms other CS-based methods that used 
principal and discriminant components individually as in [27]. 
As well as achieving satisfactory high classification results 
using the learned linear combinations of the principal and 
discriminant components in the second step of the second stage 
of the proposed method, the concatenated features in the final 
step of the second stage achieves even higher classification 
accuracies. Moreover, compared to existing non-CS-based 
methods, the proposed method offers superior performance in 
both increased accuracy and reduced computation time.  
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