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Abstract. We introduce the idea of inter-slice image augmenta-
tion whereby the numbers of the medical images and the correspond-
ing segmentation labels are increased between two consecutive im-
ages in order to boost medical image segmentation accuracy. Unlike
conventional data augmentation methods in medical imaging, which
only increase the number of training samples directly by adding new
virtual samples using simple parameterized transformations such as
rotation, flipping, scaling, etc., we aim to augment data based on
the relationship between two consecutive images, which increases
not only the number but also the information of training samples.
For this purpose, we propose a frame-interpolation-based data aug-
mentation method to generate intermediate medical images and the
corresponding segmentation labels between two consecutive images.
We train and test a supervised U-Net liver segmentation network
on SLIVER07 and CHAOS2019, respectively, with the augmented
training samples, and obtain segmentation scores exhibiting signifi-
cant improvement compared to the conventional augmentation meth-
ods.
1 INTRODUCTION
Data augmentation has become an indispensable method to boost
the performance of state-of-the-art machine learning approaches, es-
pecially when the amount of training samples is relatively small.
Whereas conventional data augmentation methods in medical imag-
ing typically increase the number of training samples directly by
adding new virtual samples using simple parameterized transforma-
tions, we introduce the idea of augmenting data based on the relation-
ship between two consecutive images, which increases not only the
number but also the information of training samples. Usually, med-
ical volume data have high resolution in the in-plane direction and
low resolution in the through-plane direction, because the inter-slice
distance is much larger than the x-y spacing in the in-plane direc-
tion. With this characteristic, we aim to generate the intermediate
slice between two consecutive slices in the through-plane direction.
Considering that videos are a continuous image sequence in time,
in this paper, we assume that medical volume data are a continuous
image sequence in space. With the similarity of videos and medi-
cal volume data, we can make use of the idea of frame interpolation
to generate intermediate slice between two consecutive slices in the
through-plane direction.
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In this paper, we propose a method that generates synthetic inter-
slice images based on frame interpolation and an attention mecha-
nism, which can generate an arbitrary number of intermediate med-
ical images from two consecutive images. Our main idea is to warp
two consecutive images and the corresponding segmentation labels
to the specific space step and then fuse the two warped images and la-
bels to generate the intermediate image and the corresponding label.
Inspired by how experienced clinicians segment based on the target
object and its surroundings, after generating the intermediate images,
we feed the synthetic images and the real images into two discrim-
inators, the global and the local. The global discriminator is used
for distinguishing the real and synthetic images. With the global dis-
criminator, the authenticity of the synthetic images can be increased.
The local discriminator model is used for distinguishing the part of
the image that is useful for segmentation. In the local discriminator
model, the attention network is used to automatically focus on the
useful features for segmentation. The part that is focused will then
be fed into the local discriminator. By using the attention network
and the local discriminator, the authenticity of the useful part of the
synthetic images can be increased.
The contributions of this paper are threefold. Firstly, to the our best
knowledge, no studies have examined medical image data augmen-
tation using the idea of frame interpolation to generate an arbitrary
number of intermediate medical images and corresponding segmen-
tation labels from two consecutive images and labels. Secondly, we
use two discriminators, the global and the local, to increase not only
the authenticity of the entire image but also the authenticity of the
useful part of the image, which can obviously increase the quality
of synthetic images. Thirdly, we introduce an adaptive attention net-
work in the local discriminator model that can automatically focus
on the part of the image that is useful for classifying and segmenting
the target object.
2 RELATED WORK
2.1 Medical image segmentation
Medical image segmentation tasks have not been satisfactorily solved
due to the lack of training data and the large differences in each sam-
ple. Researchers have proposed numerous methods to solve the prob-
lem of medical image segmentation. These methods can be divided
into region-based segmentation methods [14], edge-detection-based
segmentation methods [22], graph-based segmentation methods [27]
and deep-learning-based segmentation methods [3, 19, 32, 34].
Deep-learning-based segmentation methods have performed better
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than the classical segmentation methods and have attained state-of-
the-art accuracy, which has attracted the attention of researchers.
In the ISBI 2012 EM Segmentation Challenge, Ciresan et al. [3]
were the first to use CNN [15, 16] to segment neuronal membranes
in electron microscopy images. In 2015, Long et al. [19] proposed a
fully convolutional network (FCN) and used it in semantic segmenta-
tion. Different from CNN, which has convolutional layers and fully
connected layers, FCN has only convolutional layers, so that FCN
can take input of arbitrary size and produce correspondingly sized
output with efficient inference and learning. Ronneberger et al. [32]
proposed U-Net, which is widely used in medical image segmenta-
tion. The architecture of U-Net is similar to that of an auto-encoder
[21]. Both of them consist of a contracting path and an expansive
path. However, different from an auto-encoder, U-Net concatenates
the feature map from the contracting path with the corresponding
feature map from the expansive path, which can enable the model
to learn shallow information such as the position and texture of the
image and deep information containing semantics.
2.2 Data augmentation
In recent years, the success of deep learning in the image domain
has benefited from the powerful capacity of the model and the large
amount of data. The huge amount of data improves the generaliza-
tion ability of the model and avoids model overfitting. Numerous
experiments and studies have proven that the most effective way to
improve the performance of a model is to collect more high-quality
data. However, this method is hard to implement in the field of medi-
cal imaging. Problems such as scarce cases, tight medical resources,
and expensive labeling have led researchers to turn to how to better
use existing data, namely data augmentation.
Data augmentation is a common way to enrich data in the field
of deep learning. Data augmentation methods such as rotation, scal-
ing, translation, gamma correction and elastic transformation [35] are
widely used. These methods are easy to implement and are effective
at improving testing performance [28, 30, 32, 33, 36].
Rotation rotates the image in a random angle. Scaling enlarges
or reduces the scale of the image, which can improve the ability of
the model to segment small targets. Translation involves moving the
image in the X or Y direction (or both). Translation is useful because
most objects can be located almost anywhere in the image, which
can force the model to ”look” at any location of the image. Gamma
correction performs a nonlinear operation on each pixel of the input
image, which can make the pixel of the output image exponentially
related to the pixel in the input image. Elastic transformation was first
used in the MNIST handwritten digit classification problem [35]. It
first generates two random numbers from the range [−1, 1] for each
pixel of the image, then generates a Gaussian kernel to convolute
with the random number, and finally acts on the original image to
create random movement. It is widely used in the data augmentation
of medical images.
2.3 Video interpolation
Video interpolation is one of the basic video processing techniques
used to generate intermediate frames between any two consecutive
original frames. Nowadays, with the development of deep learning,
deep-learning-based methods are widely used in video interpolation
[5, 9, 31]. Several deep-learning-based methods have been proposed
to predict optical flow with input frames to obtain the interpolated
frames. Niklaus et al. [24] proposed a context-aware frame synthesis
approach that warps not only the input frames but also their pixel-
wise contextual information to interpolate a high-quality interme-
diate frame. Bao et al. [1] developed a depth-aware flow projec-
tion layer to synthesize intermediate flows that samples closer ob-
jects rather than farther ones. Their method exploits the optical flow,
local interpolation kernels, depth maps, and contextual features to
synthesize high-quality video frames. Jiang et al. [10] proposed an
end-to-end convolutional neural network for variable-length multi-
frame video interpolation, where the motion interpretation and oc-
clusion reasoning are jointly modeled. They linearly combine the bi-
directional optical flow between the input images at each time step to
approximate the intermediate bi-directional optical flow, which can
help the method generate arbitrary higher frame rate videos.
Different from the methods described above, several recent meth-
ods directly interpolate video frames without estimating optical flow.
Simon et al. [26] employed a deep fully convolutional neural net-
work to estimate a spatially adaptive convolution kernel for each
pixel. This deep neural network can be directly trained end to end
using the input images without any ground truth data such as op-
tical flow, which are difficult to obtain. Inspired by the success of
using separable filters to approximate full 2D filters for other com-
puter vision tasks, Simon et al. [25] also developed a new method
that takes two input frames and estimates pairs of 1D kernels for all
pixels simultaneously without any optical flow. For frame synthesis,
two 2D convolution kernels are required to generate an output pixel.
The method approximates each 2D kernels with a pair of 1D kernels,
one horizontal and one vertical. Therefore, a n× n convolution ker-
nel can be encoded using only 2n variables, which can significantly
decrease the number of parameters.
2.4 Attention mechanism
The attention mechanism is widely used in the field of imaging. It
allows models to learn deeper correlations between objects [23] and
helps model discover interesting new patterns of data [8, 11, 29]. Ma
et al. [20] proposed a framework for instance-level image transla-
tion by deep attention GAN. They decompose the task to instance-
level image translation to make the controllability more enhanced,
and integrate the attention mechanism into a GAN, which makes the
network automatically and adaptively learn task-driven identity rep-
resentations without human involvement. Liu et al. [17] proposed a
multi-task learning architecture that allows learning of task-specific
feature-level attention. They use a single shared network to calcu-
late the global feature, together with a soft-attention module for each
task. The soft-attention modules make the network learn the task-
specific features from the global features. The features can be shared
among different tasks at the same time. Chen et al. [2] proposed a
semi-supervised image segmentation method that simultaneously op-
timizes a supervised segmentation and an unsupervised reconstruc-
tion objective. The reconstruction objective uses an attention mecha-
nism that separates the reconstruction of image areas corresponding
to different classes. By using the attention mechanism, their method
is encouraged to learn discriminative features of segmentation from
unlabeled images.
3 PROPOSED APPROACH
We propose a method to boost medical image segmentation accuracy
by synthesizing realistic training examples based on frame interpo-
lation and an attention mechanism. The proposed method is summa-
rized in Figure 1.
Figure 1. An overview of the proposed method: (a) shows the architecture of the object classifier model, (b) shows the details of the attention network, (c)
shows the architecture of the intermediate slice synthesis model, and (d) shows the process of synthesizing inter slice and corresponding segmentation label. The
dashed line in the figure indicates that the parameters is frozen.
First of all, the object classifier, which is used for distinguishing
whether the input image has the target object, is trained. It is made by
an attention network and a classifier, shown in Figure 1(a). The de-
tails of the attention network are shown in Figure 1(b). The attention
network has two branches: one branch extracts the image’s feature,
and the other branch generates the corresponding activation map. The
input images I are first fed into the attention network, and then the
attention network outputs the features that are elements-wise multi-
plied by the extracted features and the activation maps. The output
features are then fed into the object classifier.
After training the object classifier, the intermediate slice synthesis
network is trained to generate intermediate slices at any space step
between two input images. We divide the training data into multiple
sets in sequence, each with T +2 images, where T denotes the num-
ber of the intermediate slices. Given two input images I0 and IT+1,
what we want to do is to predict the intermediate slices, {Iˆt}Tt=1,
which should be as close as possible to the ground truth interme-
diate slices {It}Tt=1. The details of the intermediate slice synthesis
network are shown in Figure 1(c). The intermediate slice synthesis
network generates the spatial transformations Fˆt→0 and Fˆt→T+1. I0
and IT+1 are warped by Fˆt→0 and Fˆt→T+1 to generate the synthetic
intermediate slice Iˆt. Then Iˆt and It are fed into the local discrimi-
nator model and the global discriminator. Note that the local discrim-
inator model contains an attention network and a discriminator. The
attention network is pre-trained in the object classifier and is frozen
when the local discriminator model is trained.
Finally, the learned intermediate slice synthesis network is used
to generate synthetic images and corresponding segmentation labels
between two consecutive input images. Let I0 and I1 denote the in-
put consecutive images and let L0 and L1 denote the corresponding
segmentation labels, while Iˆt and Lˆt denote the synthetic images
and segmentation labels at space step t ∈ (0, 1). I0, I1 and L0, L1
are warped by the same spatial transformations Fˆt→0 and Fˆt→1to
generate Iˆt and Lˆt.The process of synthesizing inter slices and cor-
responding segmentation labels is shown in Figure 1(d).
Object classifier model: In order to train an attention network
that can automatically focus on the target object and other useful in-
formation for classification, we first train an object classifier model
that contains an attention network to distinguish whether the input
image has the target object. By doing so, the attention network can
automatically focus on the part of the image that is useful for classi-
fication. The loss function that we train the object classifier is shown
as follows:
l = −
n∑
i=1
Yi log Yˆi (1)
where n denotes the size of the batch, Yi ∈ {0, 1} denotes whether
the input image has the target object, Yi = 1 if the input image has
the target object and Yi = 0 otherwise. Yˆi ∈ {0, 1} denotes the
output given by the classifier whether the input image has the target
object, it has the same definition as Yi.
Intermediate slice synthesis model: The intermediate slice syn-
thesis model is similar to the method proposed by Jiang et al.
[10]. We compute the bi-directional spatial transformations between
the input images using a U-Net architecture. The input images are
warped by the spatial transformations to generate the intermediate
slice according to the following equations:
Iˆt = (1− t
T + 1
)g(I0, Fˆt→0) +
t
T + 1
g(IT+1, Fˆt→T+1) (2)
where g(·, ·) is a backward warping function, which is imple-
mented using bilinear interpolation [18, 37].
The loss function of the intermediate slice synthesis network is
shown as follows:
l =λreclrec + λperlper + λwarplwarp
+ λsmoothlsmooth + λadvladv
(3)
Equation 3 is a linear combination of five terms, where λ is the
weight of each term to control the contribution of each term. The
reconstruction loss lrec, the perceptual loss lper , the warping loss
lwarp and the smoothness loss lsmooth are defined in the method
proposed by Jiang et al. [10].
The fifth term of Equation 3 is ladv . It is the adversarial loss, which
encourages the generator to synthesize the image to confuse the two
discriminators. It can improve the authenticity of the synthetic im-
ages. It is shown as follows:
ladv = − 1
T
T∑
t=1
logLD(Iˆt)− 1
T
T∑
t=1
logGD(Iˆt) (4)
where LD denotes the local discriminator model and GD denotes
the global discriminator.
Discriminator: In this method, two discriminators, the global and
the local, are used to battle with the generator, the intermediate slice
synthesis network. The global discriminator is used for distinguish-
ing the synthetic from the real images. The local discriminator is
used for distinguishing the useful part of the synthetic images, which
are useful for segmentation, from the corresponding part of the real
images. In this method, we assume that the parts in the image that
contribute to the classification of the target object are also useful for
the segmentation of the target object. Therefore, to determine the
useful parts of the images, the attention network, which comes from
the object classifier model, is used.
The global discriminator is fed by the whole image, and the loss
function used to optimize is shown as follows:
lglobal = − 1
T
T∑
t=1
log(1−GD(Iˆt))− 1
T
T∑
t=1
logGD(It) (5)
The loss function for the local discriminator is shown as follows:
llocal = − 1
T
T∑
t=1
log(1− LD(Iˆt))− 1
T
T∑
t=1
logLD(It) (6)
Synthesizing images and segmentation labels: The learned in-
termediate slice synthesis model is used to generate the intermedi-
ate slices and segmentation labels. Similar to the process of training
the intermediate slice synthesis network, the two input images are
warped by the intermediate bi-directional spatial transformations and
are linearly fused to form each intermediate slice. In order to ensure
the newly synthesized image is correctly labeled, we use the same
spatial transformation to generate the image and its label. The input
images and their segmentation labels are warped by the spatial trans-
formations to generate the intermediate slice and its segmentation
label according to the following equations:
Iˆt = (1− t)g(I0, Fˆt→0) + tg(I1, Fˆt→1) (7)
Lˆt = (1− t)g(L0, Fˆt→0) + tg(L1, Fˆt→1) (8)
4 EXPERIMENT
4.1 Datasets
Two datasets are used in our experiments, one of which is SLIVER07
[7], which is publicly available through the MICCAI 2007 Segmen-
tation of the Liver challenge [6]. All the images in SLIVER07 are
taken from the axial direction, and there is no overlap between con-
secutive slices. The images of SLIVER07 are generated by a va-
riety of different scanning devices with x-y spacing ranging from
0.55mm to 0.80mm and inter-slice distance ranging from 1mm to
3mm. SLIVER07 contains CT images of 30 patients, and each pa-
tient contains from 64 to 394 slices. In order to show the effect of
our method when the dataset is small, we use 5 patients, 7 patients
and 9 patients, respectively, to train the segmentation network, and
we use 5 patients as the test set. The other dataset is CHAOS2019
[12], which is the challenge of Combined (CT-MR) Healthy Abdom-
inal Organ Segmentation. The images of CHAOS2019 are generated
by three different scanning devices with x-y spacing ranging from
0.7mm to 0.88mm and inter-slice distance ranging from 3mm to
3.2mm. CHAOS2019 contains CT images of 40 patients, each pa-
tient contains from 77 to 105 slices. In order to show the effect of our
method when the dataset is small, we use 5 patients, 7 patients and
9 patients, respectively, to train the segmentation network, and use 5
patients as the test set. The details of the two datasets are summarized
in Table 1.
Table 1. Details of the datasets
SLIVER07 CHAOS2019
slice per patient 64-394 77-105
resolution 512× 512 512× 512
x-y spacing(mm) 0.55-0.80 0.70-0.80
inter-slice distance(mm) 1.0-3.0 3.0-3.2
4.2 Implementation
In our method, the object classifier model contains an attention net-
work and an object classifier. For the two branches of the attention
network, one branch uses one convolution layer to extract the image’s
feature, and the other branch uses two convolution layers to generate
the corresponding attention mask. The object classifier contains only
two fully connected layers. The object classifier model is trained in
100 epochs using the learning rate of 0.0005. The batch size n is 6.
When training the intermediate slice synthesis network, we divide
the training data into multiple sets in sequence, each with T + 2 im-
ages, in this paper T is set to 3. The weights of Equation 3 are set as
λrec = 2, λper = 0.005, λwarp = 1, λsmooth = 1, λadv = 1. The
attention network in the local discriminator model is pre-trained in
the object classifier model and is frozen when the local discriminator
model is trained. All the discriminators in our method contain three
convolution layers, a fully connected layer and a sigmoid function.
The intermediate slice synthesis network is trained in 200 epochs us-
ing the base learning rate of 0.0005, which is then reduced by a factor
of 10 after the 100th and 150th epochs, and the batch size is set to 6.
We adopt an Adam optimizer [13] to optimize all the networks.
When augmenting and segmenting, the intermediate slice synthe-
sis network first generates synthetic images and corresponding seg-
mentation labels according to Equation 7 and Equation 8, and then a
U-Net is trained on both the synthetic and real images. Finally, the
trained U-Net is used to segment the testing samples. The U-Net we
used consists of an encoder and a decoder. The encoder and the de-
coder have skipped connection at the same spatial. The encoder has
four convolution layers. All the convolution layers are followed with
an average pooling layer. The decoder has five convolution layers.
All the convolution layers except the last layer are followed with a
bilinear upsampling layer. The U-Net is trained on 20 epochs using
the base learning rate of 0.0001, and the batch size of training is 6. An
Adam optimizer [13] is used to optimize the network. The libraries
we have used are pytorch0.4.0.
4.3 Baselines
In the testing stage, U-Net, whose architecture has been described in
Section 4.2, is used to segment the testing data. The baselines used
in our experiments are shown as follows:
Without data augmentation (normal): The U-Net is trained
with the original data without data augmentation. This method serves
as a lower bound.
Rotation (rotation–aug): In our experiments, we rotate each im-
age 90◦, 180◦ and 270◦, respectively, to form the new image.
Scaling (scaling–aug): In our experiments, we randomly change
the scale of the image in the range of [0.8, 1.25], and each image is
scaled three times.
Gamma correction (gamma–aug): In our experiments, the
gamma value is set in the range of [0.7, 1.5], and each images uses
the gamma correction three times.
Elastic transformations (rand–aug): Elastic transformation is
the most common method used in medical image data augmentation.
This method enriches the dataset by applying spatial deformations
to each image, called elastic transformations [35]. It first generates
two random numbers from the range [−1, 1] for each pixel of the im-
age, then generates a Gaussian kernel to convolute with the random
number, and finally acts on the original image to make random move-
ment. In our experiments, each image uses the elastic transformation
three times.
4.4 Variants of our method
Data augmentation using intermediate slice synthesis
(ours–normal): Only the intermediate slice synthesis network is
used, without using the two discriminators. In the experiments, three
images are interpolated between two consecutive images.
Data augmentation using intermediate slice synthesis with two
discriminators (ours–Dis): To highlight the effect of the two dis-
criminators in our method, the intermediate slice synthesis network
is used to battle with the global discriminator and the local discrimi-
nator model. The local discriminator model in this method does not
use the attention network and has the same architecture as the global
discriminator. In order to replace the attention mechanism in the lo-
cal discriminator model, the image is multiplied by its segmentation
label to generate the attention image. The images without liver will
be input only to the global discriminator. In our experiments, three
images are interpolated between two consecutive images.
Data augmentation using intermediate slice synthesis with two
discriminators and an attention mechanism (ours–Dis–Att): To
highlight the efficacy of the attention mechanism in our method, we
add the attention network in the local discriminator model. Similar to
ours–Dis, the intermediate slice synthesis network is used to battle
with the local discriminator model and the global discriminator. In
the experiments, three images are interpolated between two consec-
utive images.
4.5 Evaluation metrics
The Dice score [4] is used to evaluate the accuracy of the U-Net with
different data augmentation methods. The formulation of the Dice
score is shown as follows:
Dice(M, Mˆ) = 2× ( |M ∩ Mˆ ||M |+ |Mˆ | ) (9)
where M denotes the ground truth of the real image and Mˆ denotes
the predicted segmentation label. The Dice score quantifies the over-
lap between two segmentation labels. If the Dice score is 0, the two
labels have no overlap. With the Dice score increasing, the two labels
have more overlap. When the Dice score is 1, the two labels have
completely overlap. The Dice score is used in the field of medical
image segmentation and is one of the most commonly used methods
of evaluating segmentation accuracy.
4.6 Results
4.6.1 Synthesized images
Synthetic images of some methods in SLIVER07 and CHAOS2019
are shown in Figure 2 and Figure 3. Considering that rotation–aug,
scaling–aug and gamma–aug do not change the texture of the
images, we show only the real image and the synthetic images of
rand–aug, ours–normal, ours–Dis and ours–Dis–Att. From
Figure 2 and Figure 3, we can see that the edge of the synthetic im-
age using elastic transformations (column 2) is not smooth. One pos-
sible reason is that elastic transformation makes random movement
on the original image to generate the new image, which will make
some sharp angle in the edge of the synthetic image. By contrast, our
method (column 3 to 5) can generate the image with a more smooth
edge, which means the synthetic image is more realistic than the im-
age generated by elastic transformations. In Figure 2 and Figure 3,
ours–Dis–Att (column 5) has the more clear texture in the object
than ours–normal (column 3) and ours–Dis (column 4), which
means the synthetic image is more realistic than the image generated
by ours–normal (column 3) and ours–Dis (column 4) in the target
object. This result demonstrates that the two discriminators with the
attention mechanism can improve the authenticity of the synthetic
image.
rand-aug ours-normal ours-Dis ours-Dis-Attreal image
Figure 2. Synthetic images of different methods in SLIVER07.
For training the network and generating new slices, we use a RTX
2080 Ti GPU to run the model. When training the network with
SLIVER07, it takes 45 seconds for each epoch and takes 2 hours
and 30 minutes for training the synthetic network. When training the
network with CHOAS2019, it takes 68 seconds for each epoch and
takes about 3 hours and 42 minutes for training the synthetic net-
work. For generating new slices, if the network interpolates three
frames between two images, it takes 36 seconds for generating 300
pictures.
rand-aug ours-normal ours-Dis ours-Dis-Attreal image
Figure 3. Synthetic images of different methods in CHAOS2019.
4.6.2 Segmentation performance comparison with different
methods
Table 2 and Table 3 show the segmentation accuracy attained
by each method. In most cases, ours–Dis performs better than
ours–normal, which means the two discriminators can improve the
authenticity of the synthetic images because the global discriminator
can increase the authenticity of the synthetic images, and the local
discriminator based on the label mask can increase the authenticity
of the target object in the images. ours–Dis–Att attains the best
performance of all the methods, because it uses not only the two dis-
criminators to increase the authenticity of the images but also the
attention mechanism to make the local discriminator focus on the
target object and its surroundings, which is useful for segmentation.
Table 2. Segmentation performance of different methods in terms of the
Dice score, evaluated on SLIVER07. We report the mean Dice score (and
standard deviation in parentheses) of experiment, which is repeated five times.
Number of patients
5 7 9
normal 0.555(0.241) 0.711(0.233) 0.738(0.247)
rotation–aug 0.786(0.094) 0.7902(0.020) 0.818(0.037)
scaling–aug 0.724(0.198) 0.746(0.128) 0.791(0.205)
gamma–aug 0.570(0.146) 0.712(0.174) 0.751(0.054)
rand–aug 0.695(0.037) 0.751(0.0.035) 0.796(0.030)
ours–normal 0.759(0.019) 0.843(0.019) 0.892(0.016)
ours–Dis 0.782(0.028) 0.844(0.021) 0.904(0.034)
ours–Dis–Att 0.817(0.018) 0.861(0.030) 0.912(0.012)
Table 3. Segmentation performance of different methods in terms of the
Dice score, evaluated on CHAOS2019. We report the mean Dice score (and
standard deviation in parentheses) of experiment, which is repeated five times.
Number of patients
5 7 9
normal 0.635(0.191) 0.663(0.150) 0.706(0.091)
rotation–aug 0.666(0.064) 0.768(0.086) 0.779(0.142)
scaling–aug 0.719(0.014) 0.779(0.046) 0.781(0.017)
gamma–aug 0.656(0.199) 0.755(0.134) 0.764(0.113)
rand–aug 0.711(0.158) 0.729(0.142) 0.743(0.146)
ours–normal 0.695(0.086) 0.7951(0.065) 0.807(0.020)
ours–Dis 0.713(0.124) 0.783(0.102) 0.817(0.021)
ours–Dis–Att 0.733(0.051) 0.814(0.085) 0.843(0.014)
To show the effect of the attention network in our method, we
visualize the activation maps extracted by the attention network. The
activation maps of the images are shown in Figure 4.
From Figure 4(a), although the image does not have liver, the at-
tention network also focuses on the location that is associated with
the liver (the red box in Figure 4(a)). From Figure 4(b), it is easy to
see that the attention network not only focuses on the liver that we
need to segment, but also focuses on some part of the image around
the liver (the red box in Figure 4(b)). According to the description
above, it is easy to reach the conclusion that the surroundings of the
target object are also useful for the classifier to distinguish the tar-
get object. Our local discriminator model can find out these useful
surroundings.
(a)
(b)
Annotated Image Activation Maps
Figure 4. Visualization of activation maps of the image with and without
liver: (a) shows the activation map of the image without liver. (b) shows the
activation maps of the image with liver (best viewed in color).
4.6.3 Segmentation performance comparison with different
numbers of intermediate slices
In order to show the influence of different numbers of the interme-
diate slices on our proposed method, we conduct five sets of experi-
ment using the intermediate slice synthesis network to generate dif-
ferent numbers of intermediate slices between two input images. The
results are shown in Table 4 and Table 5.
Table 4 and Table 5 show that in most cases, when the proposed
method interpolates three slices between the two consecutive images,
we obtain the best result (row 3). Although the number of enriched
images of the method that interpolates three slices is less than the
number of enriched images of the method that interpolates four slices
and five slices, the performance of segmentation is still the best. One
reasonable explanation is that the synthetic images are not real, there
will be some deviation between the synthetic images and the real im-
ages. So when the number of the synthetic image increases, the devi-
ation between the synthetic images and the real images will increase
too. If we interpolate too many slices between the two images, the
deviation may increase and finally lead to poor experimental results.
5 Conclusion
In this paper, we have proposed a data augmentation method that is
based on frame interpolation and an attention mechanism for boost-
ing medical image segmentation accuracy. Our method can gener-
ate as many intermediate medical images as needed between two in-
Table 4. Segmentation performance of interpolating different numbers of
intermediate slices in terms of the Dice score, evaluated on SLIVER07. We
report the mean Dice score (and standard deviation in parentheses) of experi-
ment which is repeated five times.
Number of patients
5 7 9
1 slice 0.832(0.039) 0.855(0.031) 0.863(0.046)
2 slices 0.796(0.039) 0.850(0.022) 0.882(0.012)
3 slices 0.817(0.018) 0.861(0.030) 0.912(0.012)
4 slices 0.840(0.022) 0.850(0.034) 0.866(0.021)
5 slices 0.816(0.107) 0.837(0.017) 0.863(0.019)
Table 5. Segmentation performance of interpolating different numbers of
intermediate slices in terms of the Dice score, evaluated on CHAOS2019.
We report the mean Dice score (and standard deviation in parentheses) of
experiment which is repeated five times.
Number of patients
5 7 9
1 slice 0.690(0.113) 0.785(0.153) 0.802(0.052)
2 slices 0.743(0.098) 0.798(0.105) 0.826(0.026)
3 slices 0.733(0.051) 0.814(0.085) 0.843(0.014)
4 slices 0.733(0.060) 0.811(0.093) 0.810(0.049)
5 slices 0.734(0.121) 0.799(0.067) 0.831(0.080)
put consecutive images. The experiments comparing different meth-
ods on SLIVER07 and CHAOS2019 demonstrate the effect of our
method. The ablation experiments demonstrate the effectiveness of
the two discriminators and the attention mechanism, and show that
in most cases, when the network interpolates three slices between
two images, the segmentation network can receive the best result.
In this paper, we verify our method only on CT images. In the fu-
ture, we will verify our method on other modality images, such as
MRI images, and we will extend the proposed algorithm to the data
augmentation method that can boost 3D medical image segmentation
accuracy.
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