Using the method of Z-invariants of Zhelobenko we construct base vectors of Gelfand-Tsetlin type in the space of o 2n−1 -highest vectors in a representation of o 2n+1 . The construction is based on a relation between restriction problems o 2n+1 ↓ o 2n−1 and gl n+1 ↓ gl n−1 .
Introduction
In the paper [1] Gelfand and Tsetlin constructed a base in a representation of the Lie algebra o N . The construction is based on an investigation of a branching of an irrep of o N under the restriction of Lie algebras o N ↓ o N −1 . The restriction problem g ↓ k, where k is a subalgebra in a Lie algebra g, is a problem of an explicit description of k-highest vectors in a representation of g.
Later it turned out that it is natural to have a construction of a base of Gelfand-Tselin type for a representation of o 2n+1 , based on restrictions o 2n+1 ↓ o 2n−1 inside the series B. Thus in physical literature there were attempts to obtain a such a base for o 5 . Such a base is needed in the problem of classification of states of a five-dimensional quasi-spin in a shell models of nuclear kernels [3] , [4] , [5] .
Zhelobenko in [6] constructed base vectors 1 of Gelfand-Tsetlin type for sp 2n . He used a simpler technique of Z-invariants. This technique allowed him to find a relation between the restriction problems sp 2n ↓ sp 2n−2 and gl n+1 ↓ gl n−1 .
Later V.V. Shtepin investigated the problem of restriction o 2n+1 ↓ o 2n−1 in [8] using the technique of Z-invariants of Zhelobenko, but he did not find a relation with the problem of restriction gl n+1 ↓ gl n−1 .
Finally the problem of construction of a Gelfand-Tsetlin type base for the series B, D, and C was solved completely by Molev (see [2] ). To obtain such a construction a solution of restriction problems were obtained. Molev constructed base vectors and obtained formulas for the action of generators of the algebras in this base. But he used a much more difficult technique. The key step in the Molev's approach is a construction of an action of a Yangian on the space of o 2n−1 -highest vectors with a fixed highest weight. Also he did not point out a relation of restriction problems o 2n+1 ↓ o 2n−1 and gl n+1 ↓ gl n−1 .
In the present paper in Section 5 using the technique of Z-invariants of Zhelobenko we find a relation between the problems of restriction o 2n+1 ↓ o 2n−1 and gl n+1 ↓ gl n−1 . Using it in Section 6 we construct in the same manner as in the case sp 2n in [6] base vectors of Gelfand-Tsetlin type for the algebra o 2n+1 (Theorem 1). Unfortunately we have not managed to find the formulas for the action of generators of the algebra. The structure of our Gelfand-Tsetlin tableaux for o 2n+1 is the same as the structure of GelfandTsetlin tableaux constructed by Molev (see [2] ).
2 The algebra o 2n+1 , the method of Z-invariants
The algebra o 2n+1 is generated by (2n + 1) × (2n + 1) matrices, whose rows and columns are indexed by −n, ..., −1, 0, 1, ..., n, of type
where E i,j is a matrix unit. The subalgebra o 2n−1 is generated by F i,j for i, j ∈ −n, ..., −2, 0, 2, ..., n.
Zhelobenko's realization
On the open dense subset O 0 2n+1 ⊂ O 2n+1 the Gauss decomposition takes place
where Z − is a subgroup of upper-triangular unipotent matrices form O 2n+1 , D is a subgroup of diagonal matrices in O 2n+1 , and Z is a subgroup of lower-triangular unipotent matrices. On the space of polynomial functions on Z there exists an action of O 2n+1 by the following ruler. Let us be given a function on Z of type
Thus the space of all such functions form a representation of O 2n+1 . A finite-dimensional representation with the highest weight [m −n , ..., m −1 ], where numbers m −i are simultaneously integers or half-integers, is formed by functions that satisfy a system of PDE called the indicator system:
where r i are defined as follows
Here L i,j are operator that do left infinitesimal shifts of a function f (z)
The procedure of a construction of the Gelfand-Tsetlin type base is based on an investigation of a branching of an irrep under the restriction of the algebra. The method of Z-invariants gives us a description of functions that are o 2n−1 -highest vectors. As in the case sp 2n (see [6] ) one can easily show that a function f is a o 2n+1 -highest vector f if and only if the following conditions hold.
1. The function f depends on the following variables
We used the relation z −1,1 = −
, that holds for the matrix elements of the group Z.
2. The function f satisfies the indicator system. 4 An explicit form of the indicator system and it's solutions Let us write the explicit form of the indicator system being restricted to the functions of type (3) . The indicator system looks as follows
To solve it let us introduce new variables
The variables z −k,−1 , z −k,1 and be reconstructed as follows u −k , v −k :
In the space of polynomials in variables z −k,−1 , z −k,1 , ..., z −2,−1 , z −2,1 , z 0,1 there exists a base
Let us find a condition under which (12) is a solution.
Consider first the equations L
One has
Thus the operator L r −k +1 −k,−k+1 maps a polynomial in variables u −i , v −i into zero if and only if in each monomial the sum of degrees of u −k and v −k is not greater than r −k . That is if
Consider the equation L
maps a polynomial in variables u −i , v −i into zero if and only if in variables z we have a polynomial in variable z 0,1 of degree not greater than r −1 . The polynomial (12) being rewritten in variables z has a degree in variable z 0,1 equal to
That is the following condition must hold
Thus we obtain Proposition 1. In the space of solutions of (4) there exists a base
where
Let us find the action of F −i,−i onto these functions. The matrix z from (1) for X = e tF −i,−i can be obtained from z by multiplication of the row −i onto e −t , of the row i onto e t , of the column −i onto e t , of the column i onto e −t . The matrix δ equals e tF −i,−i . Thus for the infinitesimal action one has
4.1 The restriction problem gl n+1 ↓ gl n−1
The indicator system and it's solutions
Consider the algebra of all matrices gl n+1 acting in the space with coordinates indexed by −n, ..., −1, 1. Representations of this Lie algebra can be realized in the space of functions on upper-triangular unipotent matrices. An irreducible representation is selected by an indicator system (see [6] ). Consider the subalgebra gl n−1 generated by E i,j , i, j ∈ {−n, ..., −2}. Let us b given an irreducible representation of gl n+1 with the highest weight [m −n , ..., m −1 , m 1 = 0]. Consider the problem of restriction gl n+1 ↓ gl n−1 .
It turns out that (see [6] ) gl n−1 -highest vectors are functions of type
satisfying the indicator system. Being restricted to these function the indicator system takes the following explicit form
To solve this system let us introduce new variables
The variables z −k,−1 , z −k,1 can be reconstructed from x −k , y −k :
Thus the space of polynomials z −k,−1 , z −k,1 , ..., z −2,−1 , z −2,1 , z −1,1 there exists a base
Let us write conditions under which this polynomial is a solution. One has
As in the previous Section we obtain the following statement.
Proposition 2. In the space of polynomial solutions of the system (9) there exists a base of type
Let us find the action of E −i,−i onto these functions. The matrix z from (1) for X = e tE −i,−i can be obtained form z by multiplication of the row −i onto e −t and by multiplication of the column −i onto e t . The matrix δ equals e tE −i,−i . Thus for an infinitesimal action one has
4.1.2 The Gelfand-Tsetlin base.
In the space of gl n−1 -highest vectors there exists the Gelfand-Tsetlin base encoded by tableaux in which the betweeness conditions hold.
To prove the main statement below we need a realization of a representation in the functions on the whole group. Onto a function f (g) an element X ∈ GL n acts by the ruler 
is a highest vector for gl n+1 with the weight [m −n , ..., m −1 , 0]. Indeed the operator E i,j acts onto a i 1 ,...,i k by the ruler
where . | j →i is an operation of substitution of the index i instead of j, if j / ∈ {i 1 , ..., i k } then the determinant is mapped to zero. Onto a product of determinant the operator E i,j act by the Leibnitz ruler.
To write the formulas for a vector corresponding to a tableau let us introduce operators e 1,−i , i = n, ..., Then for a gl n−1 -highest vector v, defined by a Gelfand-Tsetlin tableau one has a formula
See for example [7] . Our operators e ±1,−i correspond to operators pE ±1,−i 2 . Indeed the extremal projector p maps a vector v to zero in the case v = E − w, where E − is an element of gl n−1 , corresponding to a negative root. The coincidence of actions of pE ±1,−i and e ±1,−i onto determinant can be easily checked. One has to prove that their action onto products of determinants coincide. Let us write it as follows 
The operator E −1,−2 act only on factors with k = 2, the application of p changes nothing. The resulting action of pE −1,−2 coincides with e −1,−2 . Now consider E −1,−3 , this operator can be represented as [E −1,−2 , E −2,−3 ] = E −1,−2 E −2,−3 −E −2,−3 E −1,−2 . After application of p we obtain pE −1,−2 E −2,−3 . The operator E −2,−3 act onto determinants in (18) with k = 3. Under the action of E −1,−2 E −2,−3 one obtains a product of determinant of type (18), which consists of determinants that are highest with respect to gl n−1 . Thus pE −1,−3 = E −1,−2 E −2,−3 . One can easily prove that E −1,−2 E −2,−3 equals to e −1,−3 . Thus finally pE −1,−3 = e −1,−3 . For the rest operators e ±1,−i the proof is the same.
In the formula analogous to (17) not pE ±1,−i but the operators denoted in [7] as z ±1,−i occur. However under the action onto weight vectors the operators pE ±1,−i and z ±1,−i are proportional. Thus the formula (17) follows from the results of [7] .
We need the following statement. 
A relation between restriction problems
Let us establish a relation between restriction problems o 2n+1 ↓ o 2n−1 with exponents (2) and gl n+1 ↓ gl n−1 with exponents (10).
Consider the cases when p −1 is odd and even separately.
The case of even p −1
Let us write p −1 = 2p ′ −1 . Take the solution (6) with exponents r −n , ..., r −2 , r −1 and relate to it a solution (13) with exponents r −n , ..., r −2 , [
], where [.] is an integer part, according to the ruler
The inequalities (7) for p −1 , p k , q k , and r −n , ..., r −2 , r −1 are equivalent to inequalities (14) with p ′ −1 , p k , q k and r −n , ..., r −2 , [
]. Thus we obtain the following statement.
Proposition 4. The correspondence (19) is a bijection between the solution space (4) with even p −1 and the space of all solutions (9).
The case of odd p −1
Let us write p −1 = 2p ′ −1 + 1. Take a solution (6) of the system with exponents r −n , ..., r −2 , r −1 and let us relate to it a solution (13) with exponents r −n , ..., r −2 , [
] according to the ruler
(20) Let us first prove that this correspondence is well defined. It is necessary to check that for the image of (20) the inequalities (14) hold. Inequalities (7) for p −1 , p k , q k and r −n , ..., r −2 , r −1 give us inequalities (14) for p ′ −1 , p k , q k and r −n , ..., r −2 , [
]. That is (20) is a well-defined embedding of the space of solutions with even p −1 of the problem of restriction o 2n+1 ↓ o 2n−1 into the space of solutions of the problem of restriction gl n+1 ↓ gl n−1 .
Let us describe the image of this embedding. Proof. Take the inequality p −1 + 2 −n k=−2 (p k + q k ) ≤ r −1 , and divide it by two, one obtains
Suggest that the highest weight is half-integer, that is r −1 is odd. Because of the fact that p ′ −1 , p −i , q −i are integer, the inequality (21) is equivalent to the following one:
]. Thus from the equality (14) the equality (7) follows. That is (20) is an isomorphism.
Suggest that the highest weight is integer, that is r −1 is even. Let us first prove that the image of the correspondence contains the linear span of tableaux with m ′ −1,n > 0. We obtain the equality
Since p In the previous Section we investigated the mapping
where σ is a residue of the division of p −1 by 2, with relates to the solution (6) corresponding to r −n , ..., r −2 , r −1 the solution (13) corresponding to r −n , ..., r −2 , [
]. Compare formulas (6) and (13). We obtain the following statement.
Proposition 6. The mapping inverse to (23) (non everywhere-defined), can be written as follows
Let us construct Gelfand-Tsetlin tableaux and Gelfand-Tselin base for the restriction problem o 2n+1 ↓ o 2n−1 . For this pupose we construct a special base in the solution space of the restriction problem gl n+1 ↓ gl n−1 that occur on the side in (24).
Suppose that the highest weight as integer. Then in the space of solutions of the restriction problem gl n+1 ↓ gl n−1 c r −n , ..., r −2 , [ Suppose that the highest weight is half integer. In the solution space of the restriction problem gl n+1 ↓ gl n−1 c r −n , ..., r −2 , [ Chose another indexation of this base. All element of this tableau is integer. Let us add to each element of this tableau 1/2 and obtain a tableau with half-integer elements. In particular the lower row in a collection of eigenvalues of E −i,−i + 1 2 id, i = 2, ..., n. Thus in this case in the solution space of the restriction problem o 2n+1 ↓ o 2n−1 there exist a base encoded by tableau of the same type as in th case of integer highest weight but with half-integer elements and a σ = 0, 1. Thus we have proved the Theorem. Proposition ?? we described the domain of definition of (24). Thus we come to the Theorem. equals to (26). In the case σ = 1 to this expression 1 must be added.
