Abstract-This paper develops low-complexity adaptive receivers for space-time block-coded (STBC) transmissions over frequency-selective fading channels. The receivers are useful for equalization purposes for single user transmissions and for joint equalization and interference cancellation for multiuser transmissions. The receivers exploit the rich code structure of STBC codes in order to deliver recursive-least-squares (RLS) performance at least-mean-squares (LMS) complexity. Besides reduced complexity, the proposed adaptive receivers also lower system overhead requirements.
I. INTRODUCTION

I
NCREASING system capacity without requiring additional bandwidth is of major significance for spectrally-efficient high-rate wireless communication systems. Space-time blockcodes (STBCs) help increase reliability over wireless networks [1] , and they can achieve full diversity gains with simple linear processing at the receiver.
It was shown in [2] that co-channel users, each equipped with antennas and transmitting uncorrelated signals, can be detected with -order diversity gains if the receiver is equipped with antennas. However, the structure of STBC can be exploited to reduce the number of receive antennas. It was shown in [3] that only receive antennas are needed to provide -order diversity gains and suppress co-channel users.
A simple interference cancellation scheme for two co-channel users employing the Alamouti STBC scheme [4] was already developed in [3] . It was shown that by using two transmit antennas for each user and two receive antennas at the base station, it is possible to double the system capacity by applying only linear processing at the receiver. This scheme has Manuscript received December 16, 2002 ; revised May 13, 2002 . This work was supported in part by the National Science foundation under Grants ECS-9820765 and CCR-0208573 and by a gift from AT&T Shannon Laboratory. Parts of the results presented in this work were previously reported in [12] - [14] . The associate editor coordinating the review of this paper and approving it for publication was Dr. Helmut Bölcskei.
W. M. Younis been extended to the multiuser case in [5] , where it was shown that the system capacity can be further increased by allowing more co-channel users. This is a useful observation, especially given that transmit diversity signaling using the Alamouti scheme [4] has been adopted in several wireless standards such as WCDMA and CDMA2000. Some of the attractive features of this diversity scheme are the following.
• It achieves full spatial diversity at full transmission rate for any (real or complex) signal constellation.
• It does not require channel state information (CSI) at the transmitter (i.e., it is open loop).
• Maximum likelihood decoding involves only linear processing at the receiver (due to the orthogonal code structure), thus keeping user terminals simple. However, when implemented over frequency-selective channels, which is the focus of this paper, the Alamouti scheme should be implemented at a block not symbol level, and it should be combined with an effective equalization scheme to realize additional multipath diversity gains without sacrificing full spatial diversity. Several block level STBC structures for frequency selective fading channels, including time-reversal space-time block codes (TR-STBC) [6] and orthogonal frequency division multiplexing STBC (OFDM-STBC) [7] , have been proposed in the literature. Another low-complexity scheme that achieves a similar goal is the single-carrier frequency-domain-equalized (SC FDE) STBC described in [8] . This scheme combines the advantages of the Alamouti scheme with those of SC FDE [9] , namely, low complexity [due to use of the fast Fourier tarnsform (FFT)] and reduced sensitivity, compared with OFDM, to carrier frequency offsets and nonlinear distortion (due to reduced peak to average ratio). Now, coherent joint interference cancellation, equalization, and decoding of SC FDE-STBC transmissions require channel state information (CSI) at the receiver, which can be estimated using training sequences embedded in each block. Then, the optimum equalizer/decoder settings can be computed from the estimated CSI. An alternative to this channel-estimate-based approach is adaptive equalization/decoding that does not require CSI estimation and helps reduce system overhead. It also provides a tracking mechanism for time-variant channels.
The purpose of this paper is to develop efficient low-complexity adaptive receivers for joint interference cancellation, equalization, and decoding in a multiuser environment with STBC transmissions. The operation of the receivers will be described for both training and tracking modes, and they will be shown to deliver RLS performance at LMS complexity. We will consider single-user, two-user, and multiuser STBC transmissions. In all cases, frequency-selective channels are assumed with two antennas per user for transmission and one antenna per user for reception.
The paper is organized as follows. In Section II, we describe the structure of the space-time block code and review a scheme for nonadaptive equalization for the single-user scenario and other schemes for joint interference cancellation and equalization with two or more co-channel users. Adaptive receivers are then developed in Section III for both training and tracking modes. Simulation results for the EDGE cellular 1 environment are presented in Section IV, and the paper is concluded in Section V.
II. SPACE-TIME BLOCK CODES FOR BROADBAND CHANNELS
For STBCs to achieve multipath and spatial diversity gains on frequency-selective channels, the Alamouti scheme should be implemented at a block not symbol level. In this section, we describe the relevant encoding rule and the corresponding linear minimum-mean-square-error (MMSE) receivers for both cases of single-user and two-users transmissions.
A. Single-User Transmissions
Consider the scheme shown in Fig. 1 , where a single user equipped with two antennas transmits data over a wireless channel, and the receiver has a single antenna. Data are transmitted from the antennas in blocks of length , each according to the space-time coding scheme indicated in Fig. 2 . Denote the th symbol of the th transmitted block from antenna by . At times , pairs of blocks and are generated by an information source according to the rule [8] : (1) where the date vector has a covariance matrix equal to , and where and denote complex conjugation and modulo-operations, respectively. In addition, a cyclic prefix of length is added to each transmitted block to eliminate inter-block interference (IBI) and to make all channel matrices circulant. Here, denotes the longest channel memory between the transmit antennas and the receive antennas. With two 1 EDGE stands for enhanced data rates for global evolution.
transmit and one receive antenna, the received blocks and , in the presence of additive white noise, are described by for (2) where is the noise vector with covariance matrix , and and are the circulant channel matrices from the first and second transmit antennas, respectively, over block , to the receive antenna. Specifically, each has the form shown at the bottom of the page, in terms of the impulse response sequence . Applying the DFT matrix to , we get a relation in terms of frequency-transformed variables: (3) where , , and and are diagonal matrices given by . Using the encoding rule (1) and properties of the DFT [10] and assuming the two channels are fixed over two consecutive blocks, we have that (4) for and . Combining (3) and (4), we arrive at the linear relation (5) where denotes complex conjugation of the entries of the vector. Relation (5) tells us how the transformed received vectors are related to the transformed transmitted blocks from the two antennas. It turns out that the matrix in (5) has a very useful structure, viz., is diagonal. This fact can be exploited to recover the from the noisy observations via a simple linear receiver structure. The matrix structure of in (5), with diagonal submatrices , will appear frequently throughout the paper, and we will use the terminology Alamouti-like matrix to refer to it. Indeed, if we multiply both sides of (5) where is an diagonal matrix with ( , ) element equal to , which is also equal to the sum of the squared th DFT coefficients of first and second channel impulse responses. The filtered noise vector has a diagonal covariance matrix equal to diag . The minimum mean square error (MMSE) estimator of given is now seen to be [11] SNR (7) where is diagonal, and SNR is the signal-to-noise ratio at the receiver SNR . The resulting MMSE frequencydomain equalizer is shown in Fig. 3 [12] .
B. Two-User Transmissions
By using a second receive antenna, we can double the number of users [13] . Consider the block diagram shown in Fig. 4 . With two receive antennas and two users (each equipped with two antennas), (5) generalizes to (8) where and are the received signals at the second receive antenna at blocks and , respectively, and and are the transmitted blocks from the first and second antennas of the second user, respectively. In more compact form, (8) can be written as (9) where is the processed signal from the th receive antenna, whereas is the corresponding noise vector. Moreover, consists of the two subvectors representing the size-DFTs of the information blocks transmitted from the th user's first and second transmit antennas at time , i.e., (10) and each is the Alamouti-like overall frequency domain channel matrix from the th user transmit antennas to the th receive antenna. The two users can be decoupled as follows: (11) 
where
, and . It can be verified that both and have an Alamouti-like structure, i.e., and where are all diagonal. Once the two users have been decoupled, the equalization procedure described by (7) can be applied to each user in order to recover the original data (see [13] ).
C. Multiuser Case
With users (each equipped with two antennas), we can use receive antennas to decouple all users and, hence, increase the system capacity. Equation (5) 
where , , and are given by (10) , and each is the Alamouti-like frequency domain channel matrix from the th user transmit antennas to the th receive antenna. We can iteratively recover the symbols of each user by successive Schur complementation, starting from the th user, proceeding to the th user, and down to the first user. For example, to recover the symbols of the th user, we partition the channel matrix in (12) 
where , and . It could be easily verified that has an Alamouti-like structure and that is an block matrix with each block being an Alamouti-like matrix. This result follows from the following properties of Alamouti-like matrices:
• The sum or difference of two Alamouti-like matrices is an Alamouti-like matrix.
• The inverse of an Alamouti-like matrix is Alamouti-like.
• The inverse of a block matrix with Alamouti-like subblocks is a block matrix with Alamouti-like subblocks. The next step is to apply the single-user SC MMSE-FDE of (7) to in order to get an estimate for the DFT of the symbols of the th user . Then, we apply IDFT to to get an estimate for the corresponding symbols . The symbols of the th user can be recovered by repeating the procedure on the reduced system: . . .
. . .
Again, we partition in a way similar to (13) with , , , and now being the upper left, upper right, lower left, and lower right matrices, respectively. We then apply an interference canceller scheme similar to (14) , followed by a single-user SC MMSE-FDE to get an estimate for the symbols of the th user . We then proceed until we recover the symbols of all users. The block diagram of the multiuser receiver is shown in Fig. 5 [14] .
III. ADAPTIVE SCHEME The joint interference cancellation and equalization techniques described in the previous sections require the channels to be known at the receiver in order to know the . Usually, channel estimation is done by adding a training sequence to each transmitted block and using it to estimate the channel, which tends to increase the system overhead. Reduction of the system overhead requires using longer blocks, which may not be viable for channels with fast variations. These observations motivate us to develop adaptive receivers for joint interference cancellation and equalization purposes. Our interest is to develop adaptive structures with fast tracking/convergence abilities (like recursive-least-squares structures) and then to show how the special structure of the space-time block code can be exploited to obtain RLS performance at LMS complexity. One of the advantages of adaptive receivers is that they eliminate the need for adding a training sequence to each data block. They use a few training blocks during initialization, and then they can track channel variations in a decision-directed mode. In this way, the system overhead can be reduced. We start with the single-user transmissions case.
A. Single-User Transmissions
From Fig. 3 , we note that the MMSE equalizer consists of a linear combiner followed by scaling by a diagonal matrix. We denote the combined matrix by , which is seen to have the structure where and are diagonal matrices given by diag diag Therefore, from Fig. 3 , we have that (15) which can be rewritten alternatively as diag diag diag diag (16) where and are the vectors containing the diagonal elements of and , respectively. Moreover, is a vector containing the elements of , and is an Alamouti-like matrix of size containing the received symbols from blocks and . Equation (16) reveals the special structure of the STBC problem. In the nonadaptive scenario, the coefficients of are calculated from a channel estimate at every block. Equation (16) , on the other hand, suggests that can be computed adaptively by using a block version of the RLS algorithm. Specifically, the equalizer coefficients are updated every two blocks, according to the following recursion: (17) where (18) where is a forgetting factor that is usually close to 1. The initial conditions are and , is a large number, and is the identity matrix. Moreover, is the desired response vector given by for training for decision-directed tracking.
It might seem that the computational complexity of the algorithm is high since matrix inversion is needed in (18). However, due to the special structure of the space-time block-code, no matrix inversion is needed and the complexity of the algorithm can be reduced to that of an LMS implementation. In this way, we are able to obtain RLS performance at LMS cost. The reasoning is as follows.
It follows by induction that has a diagonal structure of the form: Table I . The block diagram of the resulting adaptive receiver is depicted in Fig. 6 . The received signal is transformed to the frequency domain using FFT; then, the data matrix in (16) is formed. The filter output is the product of the data matrix and the filter coefficients . The filter output is transformed back to the time domain using IFFT, and a decision device is used to generate the receiver output. The output of the equalizer is compared with the desired response to generate an error vector. The error vector is used to update the equalizer coefficients according to the RLS algorithm. The equalizer operates in a training mode until it converges, and then, it switches to a decision-directed mode, where previous decisions are used to update the equalizer coefficients for tracking. When tracking channels with fast variations, retraining blocks might be needed to prevent divergence of the adaptive algorithm.
B. Two-User Transmissions
Starting with (11), since and are Alamouti-like, we can easily verify that both and are also Alamouti-like. Combining the interference canceller and the MMSE equalizer, the equalizer output is then given by (26) where SNR and SNR with SNR and SNR being the signal-tonoise ratios for the first user and the second user, respectively, and each , , , 2 has the following Alamouti-like structure:
(27) Equation (26) can be rewritten alternatively as
where and are the vectors containing the diagonal elements of and , respectively. Moreover, is a vector containing the elements of , and is an Alamouti-like matrix of size containing the received symbols at antenna from blocks and . Equations (28) and (29) again reveal the special structure of the interference canceller for the STBC problem. In the nonadaptive scenario, the coefficients of and are calculated from a channel estimate at every block. Equations (28) and (29), on the other hand, indicate that and can be computed adaptively, e.g., by using RLS (for faster convergence). In this case, the receiver coefficients are updated every two blocks according to the recursions: (30) where (31) and (32) The initial conditions are and , where is a large number, and is the identity matrix. , is the desired response vector given by for training for decision-directed tracking.
(33) Now, although matrix inversion is apparently needed in (32) for operation of the RLS algorithm, the computational complexity can be significantly reduced, and matrix inversion can be avoided altogether by exploiting the special STBC structure. Actually, the complexity of the algorithm can again be shown to be similar to that of an LMS implementation. The rationale behind complexity reduction is as follows. Starting with (31) It follows that is a block matrix that consists of 16 diagonal matrices. This means that the number of entries to be calculated is much lower than for a full matrix. If we proceed further beyond , we will find that the structures for and stay the same. The matrix structures are shown in Fig. 7 . Table II shows how we can use the structure of to update its entries. It is worth mentioning that all matrices in Table II are diagonal. This means that any matrix multiplication is simply evaluated by scalar multiplications. The structure of the receiver can bee seen in Fig. 8 for the case of .
C. Multiuser Transmissions
By inspecting the structure of the interference canceller described in Section II, we find that it successively multiplies the received symbols of each user with Alamouti-like matrices in order to decouple them. We can verify that the overall response of the interference canceller and the MMSE equalizers, i.e., the mapping from the to the has the following form:
where each , , has an Alamouti-like structure given by (27). For the two-user case, the entries of , , , 2 are given explicitly in (26). However, the explicit knowledge of the entries of these matrices is not needed for the development of the adaptive solution. The adaptive solution proposed here works for any , regardless of their entries, as long as they have an Alamouti-like structure. Equation (42) can be rewritten as
where . Equation (43) also indicates that the receiver coefficients can be computed adaptively. We use the RLS algorithm to update the receiver coefficients every two blocks according to the recursions (44) where (45) and (46) The initial conditions are and , is a large number, and is the identity matrix. is the desired response vector given by (33). The block diagram of the adaptive receiver is shown in Fig. 8 . The received signals from both antennas are transformed to the frequency domain using FFT, and then, the data matrices in (43) are formed and passed through the filters to form the frequency domain estimates for the two users' transmitted data . These outputs are transformed back to the time domain using IFFT, and decision devices are used to generate the receiver outputs. The receiver operates in a training mode where known training data are used to generate the error vectors and update the receiver coefficients until they converge; then, it switches to a decision-directed mode, where previous decisions are used to update the receiver coefficients for tracking. For decision-directed operation, the reconstructed data are transformed back to frequency domain and compared with the corresponding receiver outputs to generate error vectors. The error vectors are used to update the coefficients according to the RLS algorithm.
(40) Again, the computational complexity can be significantly reduced, and matrix inversion can be avoided by exploiting the special STBC structure, in a manner similar to what we did in the two-user case in the previous section. We briefly explain the rationale behind complexity reduction. Starting with (45) at , we get
However, evaluates to (48) where is diagonal and given by diag Substituting (48) into (47), we find that is given by
where , , are diagonal. Proceeding for , it can be verified that has the same form as (39); then, its entries can be computed using (40).
is then found to be (50) It follows that is a block matrix that consists of diagonal matrices. If we proceed further beyond , we will find that the structures for and stay the same. Table III shows how we can use the structure of to update its entries. Again, all matrices in Table III are diagonal. This means that any matrix multiplication is simply evaluated by scalar multiplications.
D. Adaptation for Slowly Varying Channels
The adaptive algorithm in the multiuser case can be further simplified without much loss in performance for slowly varying channels by forcing to be a diagonal matrix. In this way, the RLS algorithm update (44) can be written as . . . (51) for . In the light of (43), we can split (51) into independent equations given by (52) where ,
. Now, we have filters , , adapted individually by means of the RLS equations (53) where now for . In this case, RLS uses a modified error signal. The modified error signal for each filter depends on the outputs of other filters. Due to the fact that the filter outputs are far from the correct values at the beginning of the receiver operation, the algorithm is expected to have slower convergence than the one given by (44). However, when the channel is slowly varying, the algorithm can track channel variations effectively. For cases when the channel changes rapidly, the first algorithm given by (44) has superior performance. By comparing this case with the single-user case, we notice that , has a structure similar to that of in (19). Then, it can be computed as follows.
(54) Therefore, is diagonal as computed via (55) and (56). The block diagram of the adaptive receiver with simplified RLS is shown in Fig. 9 .
E. Effect of Parameters Selection
Different parameters affect the performance of the adaptive receivers. A judicious selection of these parameters is needed to achieve best performance. The main factor affecting the parameter selection is how fast the channel changes, which is measured by the Doppler frequency. As the Doppler frequency increases, the channel changes significantly even within one block, which violates the assumption that the channel is fixed over two consecutive blocks. In this case, shorter data blocks have to be used for better algorithm tracking. However, using smaller data blocks result in increased system overhead due to the cyclic prefix attached to each block. It is also useful to use more frequent retraining to prevent divergence although it increases the system overhead as well. Another parameter is the RLS forgetting factor . By using smaller , we decrease the algorithm memory and allow faster tracking. Careful selection of must be used since RLS has numerical problems when is reduced. To reduce system overhead, we can use smaller blocks for training than the actual data blocks. However, the number of equalizer coefficients depend on the block size. We need to calculate the remaining equalizer coefficients (the difference between date block size and training block size) by interpolation. It was shown in [12] that smaller training blocks can reduce the system overhead at the expense of a minor loss of performance. The effect of different parameters on the receiver performance is investigated in Section IV.
IV. SIMULATION RESULTS
In this section, we provide simulation results for the performance of the adaptive receivers for STBC. We simulated three different scenarios including one, two, and three users. In our simulations, we assumed a symbol rate of 271 kSymbols/s. A typical urban (TU) channel is considered with a linearized GMSK transmit pulse shape. Furthermore, all channels are assumed to be independent. The overall channel impulse response memory of the channel is . We start with the single-user case. Two transmit antennas with 8-PSK signal constellation are used. Data blocks of 32 symbols plus three symbols for the cyclic prefix are used. In the following figures, we focus on the performance of the RLS algorithm and how it is affected by different parameters. Fig. 10 shows the performance of the RLS algorithm at different Doppler frequencies. One block of training data is used every 50 blocks to prevent the divergence of the algorithm at high Doppler frequencies. It is obvious that the BER increases with Doppler frequency as a result of the inability of the algorithm to track the faster channel variations. Since the equalizer coefficients are updated on block-by-block basis, it is useful to use smaller data blocks. Retraining more often can also be a good solution. The effect of the block size and the number of blocks before retraining on the BER performance is shown in Fig. 11 . It shows that retraining more often and using smaller data blocks can help improve the BER performance as the Doppler frequency increases. Despite the increase of the system overhead, dramatic BER reduction was observed as we used 16-symbol data blocks and as we used one retraining block every 25 data blocks.
In the two-user and three-user scenarios, the receiver is equipped with two and three receive antennas, respectively. Each user is equipped with two transmit antennas, and 8-PSK signal constellation is used. Signal-to-interference noise ratio (SINR) is set to 0 dB, i.e., both users are transmitting at the same power. Data blocks of 32 symbols plus three symbols for the cyclic prefix are used. Fig. 12 shows the bit-error-rate performance of the two-user and three-user systems compared with the single-user case at two different Doppler frequencies. From this figure, it is clear that the adaptive interference cancellation technique can separate co-channel users without sacrificing performance. However, at higher Doppler frequencies, the scheme of Fig. 8 has a better performance than the one of Fig. 9 . At very high Doppler frequencies, the RLS algorithm might not be able to track the channel variations. In this case, training more often can improve the system performance at the expense of increasing system overhead.
V. CONCLUSIONS
Adaptive receivers for space-time block-coded transmissions are developed for single-user, two-user, and multiuser transmissions. These receivers do not require explicit channel knowledge or channel estimation at the receiver. The receivers are based on a modified low-complexity RLS algorithm that exploits the rich structure of STBC to reduce the computational complexity to that of LMS algorithm. Moreover, they are capable of separating co-channel users without sacrificing performance or bandwidth. Both training and tracking performance results in a time-varying frequency-selective fading environment are presented. The effect of different design parameters on the performance of the receivers is discussed. Different techniques for performance improvement and computational complexity and system overhead reduction by a better utilization of the receivers'parameters are also suggested. In a related recent work [16] , it is shown that the complexity of the receivers can be further simplified by performing the equalization at a per-frequency-bin level rather than at a block level. in this way, the complexity of the implementation is reduced to , where is the number of users, and is the block size.
