Long-term depression at parallel fiber-Purkinje cell synapses plays a principal role in learning in the cerebellum, which acts as a supervised learning machine. Recent experiments demonstrate various forms of synaptic plasticity at different sites within the cerebellum. In this article, we take into consideration synaptic plasticity at parallel fiber-molecular layer interneuron synapses as well as at parallel fiber-Purkinje cell synapses, and propose that the cerebellar cortex performs reinforcement learning, another form of learning that is more capable than supervised learning. We posit that through the use of reinforcement learning, the need for explicit teacher signals for learning in the cerebellum is eliminated; instead, learning can occur via responses from evaluative feedback. We demonstrate the learning capacity of cerebellar reinforcement learning using simple computer simulations of delay eyeblink conditioning and the cart-pole balancing task.
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A c c e p t e d M a n u s c r i p t
Since its establishment, the theory has been challenged and extended repeatedly (Strata, 2009; Raymond and Medina, 2018) . In particular, the involvement of PF-PC LTD in the adaptation of the vestibulo-ocular reflex (VOR) was a long-lasting debate in the field of neuroscience (Miles and Lisberger, 1981; Ito, 1982) . Ito (1982) proposed that the PF-PC LTD plays a causal role in VOR adaptation, whereas Miles and Lisberger (1981) argued that the cerebellar cortex only guides plasticity in the vestibular nuclei. The latest attempt to deny the causal role of PF-PC LTD in VOR adaptation was made in 2011 by Schonewille et al. (2011) . They reported that their genetically manipulated mice, which seemed to lack normal PF-PC LTD, showed normal motor learning behavior, including VOR adaptation. They even proposed that PF-PC LTP but not LTD is indispensable for cerebellar learning ). Ito's group refuted the inconsistent findings by providing multiple potential interpretations from both experimental and theoretical view points (Ito et al., 2014) . Yamazaki et al. (2015) proposed a theory of cerebellar memory consolidation that unifies the inconsistent experimental results with the standard Marr-Albus-Ito model. Later, Ito's group reported that even the genetically manipulated mice can show PF-PC LTD (Yamaguchi et al., 2016) , suggesting that PF-PC LTD is still central in memory acquisition, whereas long-term potentiation (LTP) at MF-vestibular nucleus neuron synapses plays an important role in memory consolidation (Shutoh et al., 2006) . Recently, Kakegawa et al. (2018) succeeded in manipulating the internalization of α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) receptors on PC dendrites, which is the key mechanism underlying PF-PC LTD, using optical stimuli, and demonstrated that blocking the internalization resulted in a failure of motor learning. This is the first piece of evidence for the causal role of PF-PC LTD in cerebellar motor learning.
The current consensus seems to be that the widely distributed synaptic plasticity within the cerebellum acts synergistically (Gao et al., 2012) ; however, PF-PC LTD plays a central role in cerebellar learning. To date, at least nine types of synaptic plasticity within the cerebellum have been reported (D'Angelo, 2014) , and now the situation is more complicated. The question thus arises: how do multiple plasticity mechanisms work synergistically? Furthermore, could the distributed plasticity enhance the computational power of the cerebellar cortex beyond what is explained by the Marr-Albus-Ito model?
In this article, we focus on the functional role of molecular layer interneurons (MLIs) and the associated synaptic plasticity (Jörntell et al., 2010) . Previous in vivo studies showing CF-driven changes in the PF-MLI receptive fields led to the hypothesis that concomitant PF and CF activation strengthens PF-MLI synapses, but PF stimulation alone weakens them (Jörntell and Ekerot, 2002 , 2011 , in a mirror-symmetric fashion similar to that observed in PF-PC synaptic plasticity. In vitro studies also showed adaptive change in MLIs' activity (Liu and Cull-Candy, 2000; Rancillac and Crépel, 2004; Bender et al., 2009) . Taking these into account, in this article, we extend the Marr-Albus-Ito model (Fig. 1) . We start from a set of simple equations describing such forms of plasticity, and derive a learning principle known as reinforcement learning (RL), which is more capable than SL (Sutton and Barto, 1998) . The essential difference between RL and SL is that explicit "teacher" or "error" information is not required in RL. Rather, RL assumes a condition in which one receives evaluative feedback called a "reward" in response to an action in a certain situation, and maximizes the expected reward in the future through trial and error. Thus, RL is minimally supervised, as subjects are not explicitly instructed, but must discover for themselves, what action to take in a situation, based on the reward they receive. RL is so powerful that an RL algorithm combined with deep learning technology has beaten the best human players of the game Go (Silver et al., 2016) , and furthermore the algorithm requires no prior knowledge of how to play the game (Silver et al., 2017) . Therefore, if the cerebellum acts as an RL machine, it would be much more powerful and capable of flexible learning than previously thought. Swain et al. (2011) first mentioned the possibility of the involvement of the cerebellum in RL. In contrast, this article is the first to propose how an RL algorithm could be implemented by the cerebellar circuit. 2 Results
Derivation of the cerebellar RL model
We propose a theoretical model of the cerebellar cortex in which there are two plasticity sites, incorporating MLIs and their associated network and plasticity into the standard Marr-Albus-Ito model, as follows:
where PC(t) is the activity of a PC at time t, PF i (t) is the activity of the i-th PF, w i is the synaptic weight of PF i on the PC, MLI(t) is the activity of the population of MLIs, PC is the baseline activity of the PC, v i is the synaptic weight of PF i on the population of MLIs, CF(t) is the activity of a CF, ⟨f (t)⟩ represents the temporal average of f (t), and c, α, β, and γ are constants. The detailed derivation is shown in the Methods.
The set of equations represents the simplest form of an actor-critic model (Barto et al., 1983) , which is the description of an RL algorithm. In an actor-critic model, an actor calculates the preferences of actions for given states p(s(t), a(t)), where s(t) is a given state and a(t) is a taken action at time step t. The preference p is updated as
where α is a constant describing a learning efficacy, δ(t) is the evaluation of the action called temporal difference (TD) error, and e i (t) is the activity of input pathway i at t called eligibility. δ(t) is calculated as
where r(t) is a reward at t, γ is a constant called a discount factor, and V (s(t)) is the value of s(t), which is the evaluation of the given state. A critic updates the value of V (s(t)) as
where β is a constant and e ′ (t) is eligibility at t. Now, we could consider the following correspondence to regard Eq. (1) as an actor-critic model:
) (and PC(t)) ⇐⇒ p(s(t), a(t))

MLI(t) ⇐⇒ −δ(t)
In particular, PC and MLI serve as an actor and a critic, respectively, and CF conveys the reward. It should be noted that because PCs are inhibitory neurons and PF-PC synapses are depressed rather than potentiated by CF activity (PF-PC LTD), signs for some terms including r are flipped. In this sense, CF activity might be better called punishment rather than reward.
A c c e p t e d M a n u s c r i p t Fig. 2 Delay eyeblink conditioning. (A) Conditioning paradigm. When a CS (e.g., tone) and a paired US (e.g., airpuff) are presented repeatedly to a subject, the subject learns to elicit a CR (e.g., eyeblink). If the US onset is offset from the CS onset (e.g., by 500 ms), the subject elicits the CR during the US onset. (B-D) Simulation Results. (B) PC activity at the 1st, 50th, and 100th trial (red, orange, and green, respectively). (C) the same plot with (B) except that the CS was coterminated with the US. (D) PC activity at the 100th trial if only PF-PC plasticity is intact (red) or only PF-MLI plasticity is intact (blue). In both panels, the horizontal axis represents time (ms), and the vertical axis represents the normalized activity. Activities are shown for only the ±100 ms around the US onset.
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Simulation of delay eyeblink conditioning
First, we demonstrate how the cerebellar RL acts differently from a standard SL cerebellar model. Delay eyeblink conditioning is a temporal association task involving the cerebellum (Mauk and Donegan, 1997; Christian and Thompson, 2003) . In this task, an animal receives repeated paired presentations of a tone (conditioned stimulus; CS) and an airpuff (unconditioned stimulus; US). The animal is conditioned to close its eyes in response to the tone (conditioned response; CR), and the CR is elicited after a delay equal to the interstimulus interval (ISI) between the CS and US onsets ( Fig. 2A) . In other words, the animal learns the timing of the CR. Previous theoretical studies based on the standard Marr-Albus-Ito model have succeeded in reproducing these experimental results (Yamazaki and Tanaka (2009) for review). Here, we show how the extended RL model shows dynamics different from those of the standard models during the acquisition of the CR. The detailed simulation settings are described in the Methods. Figure 2B shows the activities of a PC at the 1st, 50th, and 100th trials. The PC learns to decrease its activity to a greater degree and earlier than the US onset, suggesting that the PC learns to pause in advance of the US. Even when the CS was coterminated with the US, the pause was acquired successfully (Fig. 2C) . In contrast, if one of the PF-PC and PF-MLI plasticity is blocked, the predictive pause is abolished (Fig. 2D) . If only the PF-PC plasticity is intact, which is the case of the SL, the PC shows a larger pause around the US onset, while the anticipated component is almost abolished compared with the normal case. On the other hand, if only PF-MLI plasticity is intact, the PC no longer shows such a strong pause. These results suggest that the PF-PC and PF-MLI plasticity mechanisms could contribute differently to generate the strong and anticipated pause of the PC activity.
Demonstration of the cart-pole balancing task
To demonstrate the learning capability in RL, we applied it to a cart-pole balancing task. The purpose of this task is to keep a pole on a cart standing still while moving the cart either towards the left or the right (Fig. 3A) . We assumed that when a PC increases its firing rate from baseline, it issues a motor command to move the cart towards the left. In contrast, when this activity decreases, a command is issued to move the cart towards the right. When the pole falls down, a negative reward (i.e., punishment) is fed to the CF. Here, we do not provide the correct direction in which the cart should move when the pole falls down. Instead, we only tell the cerebellar RL machine that the pole has fallen down now. Figure 3B shows how learning occurred. In the initial trials, the pole fell down almost immediately. Around the 40th trial, our model learned how to move the cart correctly, and after 41 trials, our model constantly succeeded in keeping the pole standing still for 1 min. The same task could not be performed successfully until the 960th trial, if the PF-MLI plasticity was blocked (i.e., through a standard SL).
Figures 3C, D respectively represent the pole angle and the cart position trajectories at the 1st, 40th, and 100th trials. At the 1st trial, the pole fell down immediately after the start. At the 40 th trial, the cart first moved to the left and then flipped the direction around 5 s to keep the pole standing, but after that the pole fell down around 10 s. At the 100th trial, the cart succeeded in keeping the balance for 60 s while moving back and forth repeatedly. Thus, the cart acquired a behavior that resulted in it moving back and forth at the appropriate time to keep the pole standing.
Discussion
Cerebellar cortex as an RL machine
Multiple synergistic plasticity mechanisms are likely simultaneously involved in cerebellar learning. In this study, we integrated PF-MLI synaptic plasticity into the Marr-Albus-Ito model. Blocking PF-PC LTD abolished the adaptive change in the final output of the cerebellar cortex; this indicates that PF-PC LTD plays the central role and is therefore the final resort in cerebellar learning. Additionally, MLIs and their associated plasticity assist PCs in learning efficiently, as demonstrated by our cart-pole task. In this way, we extended, but did not replace, the M a n u s c r i p t The resulting network can be considered as an actor-critic model, where PCs and MLIs act as the actor and the critic in the scheme, respectively, and CFs convey information on reward, which is a scalar value representing the evaluative feedback of the previously generated action. In our model, CFs no longer need to provide explicit teacher or error information. A number of previous studies have shown that CF activities contain information about directional errors in reaching (Kitazawa et al., 1998) and in saccades (Herzfeld et al., 2015) . Directional errors represent the mismatch between the desired direction and actual direction. The errors tell the agent how much the realized action differed from the desired one, and that errors should be minimized in future trials. Directional errors themselves do not tell an agent how to correct the errors explicitly in terms of joint torques or muscle contractions. Rather, they are evaluations of the actual directions made by the agent. In this sense, directional errors can be regarded as rewards or punishments in the context of RL.
The computational power of the cerebellar cortex as a SL machine has been examined using various machine learning problems (Hausknecht et al., 2017 ). Hausknecht's study demonstrated that the cerebellum modeled in a SL paradigm failed to perform complex tasks in which explicit teacher signals are not provided. This is natural, because SL machines require explicit teacher signals. However, with our present model, it would be possible to successfully complete these tasks. Moreover, owing to its repetitive anatomical structure, the cerebellar cortex could be considered a collection of a number of corticonuclear microcomplexes or RL modules. Thus, the entire cerebellar cortex could act as a massively parallel RL machine. Parallel RL has been studied in depth in the field of machine learning, and such parallel RL machines have demonstrated a much more powerful learning capacity than single RL machines (Kulkarni et al., 2016; Van Seijen et al., 2017) . We have built a very large-scale spiking network model of the cerebellum, the size of which is comparable to that of a cat's cerebellum. This model is composed of 1,280 learning modules (Yamazaki et al., 2019) . We have also built a spiking network model of MLIs with synaptic plasticity (Lennon et al., 2014 . The model resulting from their integration could be useful as a massively parallel RL machine for machine learning and for solving real world problems.
A major limitation of the present formulation is that there is no direct experimental evidence or rigorous mathematical justification on the feedback inhibition term γ
(1). Rather, we just assumed that this inhibition is fed by the MLI network. We could say this is our working hypothesis, and we believe that we could implement a detailed spiking network model that works as we expect based on our previous model (Lennon et al., 2014 .
Last but not the least, even if the cerebellum is an RL machine, PF-PC LTD remains the central principle for cerebellar learning (Kakegawa et al., 2018) . The other plasticity mechanisms considered in our theory play supportive roles for faster and more efficient learning.
MLIs as a predictor of CF signals in cerebellar RL
In the standard RL paradigm, the role of the critic is to provide the reward prediction error (RPE) to the actor. In our cerebellar learning scheme, MLIs perform this role; namely, the role of MLIs is to provide the prediction error of CF signals to PCs.
In delay eyeblink conditioning, CFs emit spikes at the onset of a US, suggesting that CFs convey teacher signals for the correct timing information (Medina et al., 2002) . Recent studies, however, demonstrate that CFs convey other types of information too. In particular, Ohmae and Medina (2015) reported RPE-like complex spike activity in PCs during eyeblink conditioning in mice. In this particular case, the inferior olive (IO) could provide the RPE information as do dopamine neurons in the substantia nigra pars compacta (SNc), as hypothesized by Swain et al. (2011) . Thus, the IO and PCs could perform RL without the aid of MLIs. Further investigations will clarify the different roles of MLIs and the IO in cerebellar RL.
Role of rebound potentiation in cerebellar RL
Rebound potentiation (RP) is a form of synaptic plasticity (Kano et al., 1992 (Kano et al., , 1996 , wherein activation of CFs enhances inhibition from proximal MLIs that would receive the spillover of the glutamate being sent from the CF to a PC that it sends input to. RP has been examined in terms of eye movement reflex adaptation (Tanaka et al., A c c e p t e d M a n u s c r i p t 2013; Hirano, 2013) , and is considered a mechanism complementary to PF-PC LTD (Hirano et al., 2016) . Its functional role in cerebellar learning, however, remains unclear.
If RP was incorporated in the present model, the plasticity would enhance the inhibition exerted by MLIs to a PC, which would in turn enhance the effect of the 2nd term on the right-hand side of the equation of w i (t) in Eq. (1), specifically the coefficient α, is increased. Thus, in terms of cerebellar RL, RP corresponds to a mechanism that would change the learning efficacy parameter α in Eq. (1) adaptively dependent on CF activity. The effect of the adaptive change in learning efficacy has been well studied in terms of speeding up the learning process (Murphy, 2012) . Therefore, we propose that RP plays a supportive role in enabling faster and more efficient learning with shorter training periods and a smaller number of trials. Tanaka et al. (2013) reported paradoxical experimental results in RP-deficient mice. These mice showed normal VOR and optokinetic response (OKR), and even gain-up adaptation in OKR, but failed to achieve gain-up adaptation in VOR, although the circuit mechanisms for VOR and OKR are thought to be identical. Perhaps, OKR gain-up adaptation is easier than VOR gain-up adaptation, and the time courses for VOR and OKR gain-up adaptation might be different. Thus, in RP-deficient mice, OKR adaptation is still possible, but VOR adaptation is not.
Potential complementary roles of the cerebellum with the basal ganglia
Traditionally, RL has been thought to be mediated by the basal ganglia (Schultz et al., 1997) . Specifically, dopamine neurons in the ventral tegmental area (VTA) or SNc show RPE-like activity. Doya (1999 Doya ( , 2000 proposed that the basal ganglia and the cerebellum play different roles in RL and SL, respectively. On the contrary, the present results argue that both the basal ganglia and cerebellum are RL machines. The question then arises: how do the basal ganglia and cerebellum act cooperatively as distinct RL machines?
In the machine learning community, several attempts have been made to enhance the power of RL more than just a single RL machine. One successful attempt is parallel RL, as we discussed in the previous subsection, and another is hierarchical RL. In hierarchical RL, two RL machines are instantiated and communicate with each other hierarchically. The higher RL machine performs global planning and decomposes a large complex task into several small and simple subtasks, while the lower RL machine solves these subtasks one by one. Hierarchical RL has been demonstrated to work efficiently in adaptive robotic control (Morimoto and Doya, 2001) as well as in an ATARI game that cannot be solved by a single RL machine (Kulkarni et al., 2016) . Although there is no direct experimental evidence or theoretical consideration to date, if the basal ganglia and the cerebellum work cooperatively as a hierarchical RL machine, the resulting network would demonstrate powerful learning capabilities.
Methods
Modeling a compound learning rule for PF-PC and PF-MLI synapses
Let PF i (t), PC(t), MLI(t), and CF(t) be the activity of the i-th PF, a PC, a population of MLIs, and a CF at time t, respectively. We describe PC(t) as
where w i is the synaptic weight of PF i on a PC. The 1st term on the right-hand side represents excitatory PF inputs; the 2nd term, inhibitory inputs from the MLI population; and the 3rd term, baseline activity of the PC. We assume that this equation represents the simple spike activity of the PC. Hence, we ignore the contribution of CF input in this equation. Further, we describe MLI(t) as
where v i is the synaptic weight of PF i on the MLI, and c ′ is a positive constant. The 1st term on the righthand side represents excitatory PF inputs; the 2nd term, the feedback inhibition from the recurrent network of MLIs (Rieubland et al., 2014) ; and the 3rd term, the CF input. Here, we assume that MLIs receive excitatory inputs from the CF via the spillover of glutamate (Szapiro and Barbour, 2007) . The feedback term was assumed to be
which means that the recurrent inhibitory network of MLIs retains the activity of excitatory inputs from the previous time step with a slight decay denoted by parameter γ ≤ 1, which is an important element in temporal difference learning in the actor-critic framework. We describe the change in w i as
where a 1 and a 2 are positive constants and ⟨· · · ⟩ denotes the averaging over time. The 2nd term on the right-hand side represents a decrease induced by the conjunctive activation of PF i and CF (e.g., PF-PC LTD) (Ito, 1989) . The 3rd term represents a decrease induced by MLIs indirectly. Electrophysiological studies have shown that activation of GABA A receptors on a granule cell axon enhances excitability of the cell (Stell et al., 2007; Pugh and Jahr, 2011; Dellal et al., 2012; Pugh and Jahr, 2013) . Correlated activation of PFs and MLIs could induce secretion of GABA A from MLIs, which in turn enhances the excitability of the granule cells via the spillover of GABA A . We assume that the enhancement could strengthen the PF-PC LTD further via the 2nd term, and therefore decrease the PF-PC synaptic weight. Some studies, however, demonstrated that inhibition of PCs during the conjunctive activation could suppress the LTD induction (Ekerot and Kano, 1985; Rowan et al., 2018) . Thus, the balance between the enhancement and suppression might be important. Next, we describe the change in v i as
where b 1 and b 2 are positive constants. The 2nd term on the right-hand side represents an increase occuring through a Hebbian mechanism (Rancillac and Crépel, 2004; Smith and Otis, 2005) , and the 3rd term represents an increase occuring through the conjunctive activation of PF and CF via the spillover of glutamate from the CF (Jörntell and Ekerot, 2002 , 2011 .
Putting Eq. (6)- (8) into Eqs. (9) and (10), we obtain
where
Here for simplicity, we set a 1 = a 2 = α, b 1 = b 2 = β, and c ′ + 1 = c:
Finally, we redefine MLI(t) as
and obtain
Eqs. (6), (13), and (14) derive Eqs. (1). In this formulation, we intended to indicate that afferent inputs (PFs) to the actor (PC) are modulated by the activity of the critic (MLI). To do so, CF-dependent plasticity on the PC is effectively included in the 2nd term on the right-hand side, and hence Eqs. (14) do not represent the term CF(t) explicitly. Nevertheless, we emphasize that Eqs. (14) contain the CF-dependent plasticity at PF-PC synapses.
Simulation of delay eyeblink conditioning
In delay eyeblink conditioning, the paired presentation of the CS and US is fed by PFs and a CF, respectively ( Fig. 2A) . In our simulation, a CS is represented by sequential activation of PFs. Let PF i (t) be the activity of the i-th PF (1 ≤ i ≤ N ), which is defined as
where N = 1000 is the number of PFs, ∆t is the temporal resolution, which is set at 1 ms, and τ PF is a time constant set at 5 ms. Let T be the duration of the CS set at 1 s; hence, N ∆t = T . A US is represented by an instantaneous activation of a CF. The activation CF(t) is defined as
The CS-US pair is fed repeatedly 100 times. Initial weights of w i and v i are set at 1.0 for any i, and parameters in Eqs.
(1) are set arbitrarily as α = 0.02, β = 0.01, γ = 1.0, c = 1.0, and PC = 0. In Fig. 2 , the PC activity is normalized so that the baseline activity becomes 1.0.
Demonstration of the cart-pole task
We followed the same settings for the cart-pole task described elsewhere (Barto et al., 1983) . Briefly, the dynamics of a cart and a pole (Fig. 3A) are described by the following nonlinear differential equations:
where θ(t) is the angle made by the pole at time t (θ(t) = 0 is the standing position), x(t) is the position of cart at time t, g = 9.8 m/s 2 is the gravitational acceleration, m c = 1.0 kg is the mass of the cart, m = 0.1 kg is the mass of the pole, l = 0.5 m is the half-pole the length, µ c = 0.0005 is the coefficient of friction of the cart on the track, µ p = 0.000002 is the coefficient of friction of the pole on the track, F (t) = ±10.0 N is the force applied to the cart's center of mass at time t, and sgn(x) = +1 if x > 0 or − 1 otherwise. Note, however, that we flipped the sign of the gravitational acceleration based on Frorian (2005) .
We considered the position and speed of the cart, as well as the angle and angular speed of the pole, to define the state space of the cart-pole. We split the state space into 162 pieces according to Barto et al. (1983) , and assumed that the space is represented by 162 PFs:
1 when PF i represents the current state, 0 otherwise.
where 1 ≤ i ≤ 162. Thus, only 1 out of 162 PF is activated for each time step. CF(t) shows the evaluation feedback in the pole balancing. Specifically, CF(t) = { 1 when the pole angle exceeds ±12 deg from the standing position, 0 otherwise.
The cart was moved to the left when PC(t) < PC, but was moved to the right otherwise. In this formulation, because only 1 PF is activated for each time step, learning did not proceed well. Instead, we employed eligibility traces for PFs such as in reservoir in Yamazaki and Tanaka (2007) , and used them for updating w i (t) and v i (t). Let PF 
where δ = 0.9 determines the decay rate, and x i (t) = 1 when the cart is in the i th state (1 ≤ i ≤ 162) (and this value is 0 otherwise). We assumed that PF activity is modulated by postsynaptic PC activity through the retrograde inhibition of Ca 2+ influx (Kreitzer and Regehr, 2001; Kawamura et al., 2006; Crepel, 2007) . η is a Gaussian noise with the average and standard deviation set at 0 and 0.01, respectively. Similarly, the effect of the i-th PF on the MLI population at time t is defined as PF 
where λ = 0.8 determines the decay rate. Initial weights of w i and v i are set at 1.0 for any i, and parameters in Eqs.
(1) are set arbitrarily as α = 1000, β = 0.5, and γ = 1.0.
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