The equations of the humid atmosphere with saturation are considered in the case where the saturation concentration q s is not assumed to be constant and obeys the laws of thermodynamics [22, 23, 32] . This article starts from the observation that these equations are not correct in the extreme cases where the atmosphere is totally dry or totally wet, that is when the concentration q of water vapor is equal to 0 or 1. A new formulation of the equations is proposed to remedy this difficulty in the context of variational inequalities. Results of existence, maximum principle and regularity of solutions are derived for these new variational inequalities.
Introduction
The mathematical theory of the equations of the humid atmosphere [16, 28] has been initiated in [26, 27] and more recently in [20, 21] . However, in these references, saturation of water vapor in the air is not accounted for, so that the equation for the concentration q of water vapor in the air is a mere transport equation. To the best of our knowledge the first articles accounting for the water vapor saturation are [7] , [5] and [1] . In these articles the existence of a change of phase leads to the introduction of a Heaviside function, so that the equations for q and T (the temperature) appear as nonlinear, discontinuous and non-monotone. Nevertheless results of existence, maximum principle and regularity of solutions were established; for other equations involving a discontinuous Heaviside function in geophysics see e.g. [8, 9] , and [11, 12, 15] in more general contexts.
Two simplifying assumptions were made in the references [1, 5, 7] : that the velocity of the fluid u is given and that the saturation concentration q s is constant. In [6] , we removed the hypothesis that the velocity is known and we studied the coupled system for q, T, u, thus combining the methods in [5, 7] with the methods for the 3-dimensional primitive equations (PEs) [4] .
In the present article we assume again that u is prescribed but q s is not constant but given by a thermodynamic equation [22, 23, 32] , thus leading to a system coupling T, q and q s . A new difficulty arises then. Namely that the classical equations of thermodynamics [22, 23, 32] cannot be true for the extreme cases where q = 0 or 1, that is the totally dry and the totally humid atmosphere. By inspection of the equations we show that the problem can be formulated as an evolution variational inequality for which we discuss various results of existence of solutions and approximation. Here we consider an approximation involving two parameters δ, η corresponding to a penalization of the constraint 0 ≤ q ≤ 1, and to a regularization of the Heaviside function, and pass to the limit as = (δ, η) → 0.
The rest of the article is organized as follows. Section 2 recalls the basic equations from fluid mechanics and thermodynamics and gives the modeling of the problem as a variational inequality. Section 3 describes the mathematical setting. The penalizedregularized problem is introduced and studied in Section 4. The passage to the limit = (δ, η) → 0 is performed in Section 5 which gives the main existence theorem and contains applications of the maximum principle for q and T . Further results of regularity are proven in Section 6.
In all of the previous sections the saturation concentration q s is constant, but the problem is formulated in the context of a variational inequality. Section 7 is devoted to the case where q s is not constant and briefly explains the changes in the proof that are necessary in this case. The passages to the limit performed in Sections 5 and 7 necessitate arguments of monotony and variational inequalities for some of the terms and an argument of compactness for other terms. The compactness and the strong convergences use a priori estimates for the time derivatives of q and T . Deriving a priori estimates for the time derivatives of solutions of evolution inequalities is mentioned as an open problem in [25] . This problem is solved in a general setting in [2] . However, the abstract setting of [2] does not apply directly to our problem and we instead obtain the desired estimates for dq/dt and dT /dt by deriving suitable estimates on the penalty terms. For general results on variational inequalities see [2,3,10,13,14,24,31].
Modeling of the problem
We here recall the humidity equations for the content of water vapor q in the air:
where S represents sources or sinks of water vapor in mass per unit volume per unit time, V 3 is the three-dimensional wind velocity, q is the specific humidity, q s is the saturation specific humidity, and ρ is the air density; see [17, 18, 22, 23] . Eq. (2.2) is the same as (9.5) of [22] whereas (2.1) is the same as (9.4) of [22] where we have added the dissipation term Dq which is made explicit below. We recall also Eq. (9.11) of [22] 
where
Here R is the gas constant for dry air, R v is the gas constant for water vapor and c p is the specific heat of dry air at constant pressure, L(T ) is the latent heat of vaporization (see also (3.15)) and δ is described below. By combining (2.1)-(2.4), we obtain Eq. (9.12) of [22] , namely
This study starts from the observation that Eq. (2.1) cannot be true if q = 0 and S < 0 or if q = 1 and S > 0. Indeed when q = 0, there is no water at all in the atmosphere and there is no room for additional sink so that (2.1) and (2.5) are an inequality ≥ if S < 0. Similarly, when q = 1, the atmosphere is made of water vapor only and there is no room for additional vapor source term so that if S > 0, Eqs. (2.1) and (2.5) must now be replaced by an inequality ≤. In summary, we have (2.1) for 0 < q < 1; for q = 0, 
Hence, for any q taking values in [0, 1], we have pointwise
for all q b ∈ [0, 1]. Now, we recall the definition of δ following (9.14) of [22] 
Hence, we introduce as in [7] and [5] the multi-valued Heaviside function 9) and express δω as −ω − h q where h q is a single-valued function h q ∈ H(q − q s ). In this setting, (2.7) becomes
To formulate the variational inequality a little more precisely, we introduce the convex set
and look for T, q with q(t) ∈ K for a.e. t and h T , h q ∈ H(q − q s ) such that for any 12) where (·, ·) denotes the L 2 inner product and ϕ will be defined in Section 3.2.
From Sections 3 to 6, we will first follow [5] and assume that q s is fixed given. In Section 7, we will not assume that q s is constant and instead supplement our system with (2.3). The physical model when q s is constant is described in the next section where h T and h q will be taken to be the same for convenience. Note that L is replaced below by two slightly different operators L T and L q for T and q.
The coupled system

The physical model
be a cylindrical domain, where M ⊂ R 2 is a bounded domain with smooth boundary ∂M and 0 < p 0 < p 1 are real numbers. We define the convex set
Given
we consider the following system of equations:
To find T : (0,
for any q b ∈ K and any time t ∈ (0, t 1 ).
Remark 3.1. As explained in [5, 7] , we can formulate Eq. (3.1) with different h's, namely h T and h q , but the proofs below provide solutions with h T = h q .
As customary in the PEs of the atmosphere, the above equations are written in the (x, y, p, t) coordinate system, in which the pressure p is used as the vertical coordinate. In the physical problem, u = (v, ω) is the velocity of the fluid, where ω = dp dt (3.3) is the vertical velocity in the (x, y, p) coordinate system, and we here assume that u is a given datum. We set ∇ = (∂ x , ∂ y ) and Δ = ∂ 
4)
where μ i , ν i , g, R, c p are positive constants and T = T (p) is the average temperature over the isobar with pressure p. Concerning the right hand side of (3.1)-(3.2), ϕ and F are nonlinear functions of the temperature field that are described above and below, ω − refers to the negative part of ω, while the Heaviside graph H(r) was defined in (2.9). This term produces different behaviors whether we consider a saturation regime (q > q s ) with upward motion of the air (ω < 0) or not.
We partition the boundary of M as
and we supplement the system (3.1)-(3.2) with the following physically relevant boundary conditions [16, 22, 27] :
Here, n is the outward normal vector to Γ , the functions T * (x, y, t) and q * (x, y, t) are typical temperature and specific humidity distributions at the bottom of the atmosphere, and α, β are given positive constants. Finally, we supplement our system with the initial conditions
and assume naturally that 0 ≤ q 0 , q * ≤ 1 which is consistent with 0 ≤ q ≤ 1.
The nonlinearities ϕ and F
According to [22, 23] , we can define the nonlinearities ϕ : R → R and F : R → R by setting
and
where 
Moreover, ϕ is globally Lipschitz as well, i.e.
As F (0) = 0, we deduce that ϕ(0) = 0 and therefore
Remark 3.2. In Eq. (3.8), ζ = T is the temperature, R is the gas constant for dry air, R v is the gas constant for water vapor and c p is the specific heat of dry air at constant pressure, while
is the latent heat of vaporization. Notice that
and the latter is an affine decreasing function of T . Moreover,
For usual values of the above constants, namely (see [16] )
it turns out that T 00 ∼ 638 K. Hence, F (T ) ≥ 0 for T < 638 K, which is much higher than any temperature in the terrestrial atmosphere.
Mathematical setting
In what follows, H will denote the space L 2 (M) with scalar product (·, ·) and norm | · |. Due to the differential operators involved and the boundary conditions (3.6), the natural space for T and q will each be
endowed with the scalar product
It is worth noticing that the above scalar product is equivalent to the standard H 1 (M)-inner product thanks to the continuity of the trace operator and a suitable form of the Poincaré inequality. As customary, the corresponding norm will be denoted by
With some abuse of notation, we will keep the symbols (·, ·) and | ·| (resp. ((·, ·)) and · ) also for the norm and the scalar product on H × H (resp. V × V ), as no confusion will arise throughout the article. In the same way, the symbol ·, · will indicate the duality pairing between any of the spaces V or V × V and its dual. We denote by
Sobolev spaces of vector valued functions on M. We then consider the following Hilbert spaces associated with the Navier-Stokes equations
which will serve us as the natural spaces for the vector field u = (v, ω).
Weak formulation
Having in mind the set of boundary conditions (3.6), we observe the following. If T, T ∈ V , then an integration by parts yields
In the same manner, if q, q ∈ V , we obtain
we define the bilinear and trilinear forms
Analogously, we define
• the linear functionals
• the linear continuous operators
respectively.
• the bilinear continuous operator
In the following lemma we recall without proof the usual estimates on the (tri-, bi-)linear functionals defined above.
that the following hold:
In particular, we infer the existence of positive constants K, κ such that
for any U, U b ∈ V × V . Throughout the article, the boundary data T * , q * appearing in (3.6) will be assumed to satisfy
Concerning the average temperature T (p) appearing in (3.4)-(3.5), we will require the existence of two positive constants T * , T * such that
along with a boundedness assumption on its derivative
As shown in the article [6] , which is a continuation of [5] , it is reasonable to assume that the velocity vector field u is given, time-dependent and satisfying
Remark 3.3. Although we follow [6] in assuming that u ∈ L ∞ (0, t 1 ; V), we observe in
Definition 3.1. Recall that we defined
e., the other data above and (3.26) and
Remark 3.4. The variational inequality (3.26) expresses the fact that, at each instant of time t, h q is an element of the subdifferential at q of the function
which is clearly a lower semi-continuous convex function from V into R. Moreover, we have
4. Study of a penalized and regularized version of the problem
The approximate solutions
For η ∈ (0, 1], we define the real function
We consider the following regularized and penalized version of the equations with = (δ, η) ∈ (0, 1] × (0, 1]:
A priori estimates
The weak formulation of the regularized and penalized problem is: Let (T 0 , q 0 ) ∈ H × H be such that 0 ≤ q 0 ≤ 1 a.e., u satisfying (3.23), the other data in Section 3 and t 1 > 0 being given. We look for
Note that the map H η (·) is now single-valued, well-defined and continuous.
of as stated below. 
We start by deriving formal a priori estimates for the solutions of (4.3)-(4.4). 
where Q is a positive continuous increasing function of its arguments which is independent of .
From (3.19) and using Lemma 3.1, we then deduce that
The trilinear term d can be estimated by Lemma 3.1 and Young's inequality:
Using (3.14), it follows that
where we took advantage of the inequality
The second nonlinear term is easy. Indeed, from (3.13), we have
Therefore, we obtain the inequality
(4.8)
On the one hand,
so that estimate (4.5) follows from the Gronwall Lemma, together with the assumption u ∈ L ∞ (0, t 1 ; H). With (4.5) at hand, it is a standard matter to deduce (4.6) and (4.7)
with Q a positive continuous increasing function of its arguments which is independent of .
Existence of solution of (4.3) and (4.4) via the Galerkin scheme
For each fixed , the existence of solution to the regularized and penalized equations can be proved by the corresponding Galerkin scheme where Q(|U 0 |) is a positive continuous increasing function of its arguments which is independent of m and .
Now for each fixed , we have up to a subsequence that, as m → ∞,
The convergences of the nonlinear terms of the Galerkin scheme as m → ∞ require strong convergence of U m . We will utilize the compactness Theorem 13.3 in [33] to achieve this goal. In the following, Q (|U 0 |) denotes a positive continuous increasing function of its arguments which is independent of m but may dependent on .
Lemma 4.2. For each given , and a > 0:
From (4.10) and (4.11), we have
Concerning the other terms, we have
Also, we infer the bounds
Collecting the above inequalities, we end up with
Then we integrate on both sides wrt time from t to t + a; we obtain
Now we substitute U b = U m (t + a) − U m (t) and integrate on both sides with respect to t from 0 to t 1 − a to infer 
With the above lemma, the proofs of the convergence of the linear and nonlinear terms as m → ∞ for each fixed given are essentially the same as in [7] except for the penalization terms. But we have
and 
Additional bounds independent of for U
Apart from Lemma 4.1, we can also derive a bound for
that is independent of . The key step is to prove that
Lemma 4.3. Let U = (T , q ) be a solution of (4.3).
Then
We take the inner product in L 2 (M) of both sides of (4.2) with −q − , and find 1 2 27) and
altogether we have
We then multiply by 1/δ on both sides and integrate wrt time from 0 to t 1 , and we find
where |q − | 2 (0) = 0 since we assume q (0) = q 0 and 0 ≤ q 0 ≤ 1. Hence, we deduce that
+ , when taking the inner product of both sides of (4.2) with [q − 1] + , we modify the above proof by writing
We have
So, we similarly obtain
from which we deduce as before that
as shown below.
Lemma 4.4. Let U be a solution of (4.3).
Now, Lemma 3.1 and (4.9) ensure that
Also, in view of (3.13), (3.14) and (4.9), we infer the bounds
which implies that
Thus, (4.38) holds. 2
We here summarize all the bounds independent of which have been derived and will be used for passage to limit in the next section.
Observe also that q (t j ) is bounded for each t j fixed, so that we can assume that, up to the extraction of a subsequence, q (t j ) converges weakly in H for a finite (or possibly denumerable) set of points t j but we only need this result for t 1 ; see Section 5 below.
Passage to the limit
Having proven the existence of a solution U = (T , q ) to (4.3)-(4.4), our aim is now to pass to the limit → 0 to obtain a solution of (3.1) to (3.7) . From the a priori estimates (4.39)-(4.41), we see that we can find a subsequence still denoted U with
, and therefore (up to a subsequence) almost
We now replace
, and integrate in t from 0 to t 1 . Before passing to the limit → 0, we consider for a.e. t the following terms:
We will show that q satisfies the variational inequality (3.25) by letting → 0 in the inequality (5.4). To show (3.24), we will just directly let → 0 from
We first show the convergence for the terms on the right hand side after integration in t, that is:
To show (5.6), note that
M) (and more).
we deduce (5.6); (5.7) and the trilinear form d can be handled similarly. The convergence of the term corresponding to l q follows from the weak convergence in L 2 (0, t 1 ; V ) and the trace theorem.
For the convergence of A q , we write:
For the convergence of b, we write
(with Lemma 3.1)
Thus the convergence of the b term follows.
Remark 5.1. Although we assumed that u ∈ L ∞ (0, t 1 ; V) as in [6] , a perusal of the above proof shows with (5.1) that the convergence of the b can be established if only u ∈ L r (0, t 1 ; V) for some r > 4.
For the convergence of the time derivative, we integrate by parts and write
Then,
Thus we can pass to the limsup:
The convergences of the corresponding terms on the left hand side for T are similar or easier. Altogether we find, after some (standard) additional manipulations:
Hence we obtain (3.24) and (3.25) . It remains to show that h q belongs to H(q − q s ) in the weak sense specified by the variational inequality (3.26) and that q takes its values in K.
It is straightforward to check that K η = H η , and
Moreover,
Notice that for every , the following approximate variational inequality holds
for each q ∈ L 2 (0, t 1 ; V ), since H η (q − q s ) is the Gâteaux derivative at the point q − q s of the convex function
From the weak- * convergence
) and the strong convergence q → q in L 2 (0, t 1 ; H) we find that, as → 0,
Moreover, owing to (5.12) and (5.13), we observe that
Therefore,
From the calculation above, it is also clear that
Consequently, we can pass to the limit as → 0 in (5.14), concluding that
This implies that
for every q ∈ V and a.e. 
, we obtain
This completes the proof. 2
In summary we have proven the following result: 
Remark 5.2 (Maximum principle for T and q).
Comparing the variational inequality model in this article with the model in [5] , both models lead 0 ≤ q ≤ 1 but the variational inequality model in this article requires fewer assumptions. Indeed, here we do not need to replace F by F + as in [5] to have 0 ≤ q ≤ 1. With that respect, the variational inequality model of this article can be viewed as an improvement of the model in [5] .
With the same assumptions as in [5] , we can also prove in exactly the same way the same maximum principle as in [5] for T , namely 0
Existence of strong solutions
We additionally assume as in [5] that 
where Q is a positive continuous increasing function of its arguments which is independent of . So, we have strong solutions for our regularized and penalized equations, and hence we also have strong solutions for the system (3.1) to (3.7). In summary, we have proven the following result.
Theorem 6.1. Let (T 0 , q 0 ) ∈ V × V be such that 0 ≤ q 0 ≤ 1 a.e., u satisfying (3.23) and (6.1) , the other data in Section 3 and t 1 > 0 being given. For > 0 fixed (that is = (η, δ), η > 0, δ > 0), there exists at least one solution
such that
Furthermore, U satisfies the a priori estimates (4.39)-(4.41) independent of .
Consequently, we also have Theorem 6.2. Let (T 0 , q 0 ) ∈ V × V be such that 0 ≤ q 0 ≤ 1 a.e., u satisfying (3.23) and (6.1) , the other data in Section 3 and t 1 > 0 being given. There exists at least one solution U = (T, q) to the system (3.1) to (3.7) such that
Variation of q s
In this section we no longer assume q s to be fixed given. We also have to solve for q s using Eq. (2.3). Our proofs below when q s is not fixed work for both the version in [5] and the variational inequality version in the previous sections in this article. Some of the proofs when q s is not fixed are similar to the case when q s is fixed while some need other methods. We will only present the parts that require new constructions and proofs below. Also, this section provides another aspect that is different from [1] when q s is not fixed and is dependent on T .
The nonlinearities ϕ and F
According to [22] , we can define the nonlinearities ϕ : R → R and F and G : R ×R → R by setting However, both F and G have a singularity at (0, 0) even if we have 0 ≤ q s ≤ 1 since F (T, q s ) is bounded but discontinous at (0, 0) and G may even blow up at (0, 0). In order to overcome this difficulty, we introduce the following regularized versions F r and G r for F and G:
where r denotes a fixed given (small) positive constant so that when r = 0 we recover the usual F . Then when 0 ≤ q s ≤ 1, F r and G r will be in L ∞ (M × [0, t 1 ]) bounded and Lipschitz continuous. By abuse of the notation we will write below F and G instead of F r and G r for the sake of simplicity. So we have, In the equations above, R is the gas constant for dry air, R v is the gas constant for water vapor and c p is the specific heat of dry air at constant pressure, while When passing to the limit → 0 for the q s equation, we take the inner product with
