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Non-Technical Summary
The timely assessment of aggregate business cycle conditions is of great interest for much of the business and financial world, as well as for policy makers and historically one of the main tasks of the German Institute for Economic Research (DIW Berlin). Against this background, the DIW Berlin launched the DIW Economic Barometer in 2003. This paper puts forward and presents a new edition of the DIW Economic Barometer, which mainly comes in form of a major methodological overhaul. It describes the main differences to the former edition and presents features of the new index, which replaces the former.
The first change relates to the size of the data set. While the previous edition employed roughly 60 variables, we use more than 300 variables in the new edition. In terms of methodological changes, our focus was to develop a new edition that produces stable inference with a well-established methodology that has proven to work well in practice. We therefore continue to use a factor model to construct the index. These models define business conditions as an unobservable variable, which is about the comovements of many variables. We thus filter it from a large set of variables. Factor models are widely used in economics and especially in the field of nowcasting.
One feature of the new methodology that is particularly relevant in practice is the systematic handling of missing observations, e.g. due to publication lags ('ragged edges'). Given the sizable variation of publication lags in our data set, this feature is of particular importance. The estimation procedure iterates until convergence between (i) estimating the common component of the observable data and (ii) constructing estimates of the missing observations. Another important change relates to how the index is presented. First, while the provision of a single, comprehensive figure is desirable because it condenses information into a single number, it alone misses to provide an indication where movements in the index stem from. We therefore employ a two-stage procedure. At the first stage, we group variables in our data set into several clusters, e.g. variables related to the industrial sector, and extract common factors from each group. At the second stage, we extract a single common factor -the index -from the collection of first-stage factors. Together with the final index, we are then able to report the amount of index points each group of first-stage factors contributed. The depth of the information provided by such a decomposition is easily adjustable by the nowcaster and makes it convenient to 'zoom in and out' into the data.
Finally, it is important to note that the index does not explicitly target a point estimate of GDP. This is for two reasons. On the one hand we still want to leave space for discretionary action by the nowcaster, who has not only the data set of the model but additional 'softer' information at hands. On the other hand, including quarterly GDP as target variable in the model introduces circularity, as GDP would load on GDP and thus nowcast itself.
Results from a pseudo real-time GDP now-and forecasting exercise show that the new approach is not only conceptually superior, but also produces significantly more accurate nowcasts as compared to a number of competitors, including the former version of the DIW Economic Barometer and that inference is stable and reliable, also surrounding extreme events such as the recession in 2009.
Introduction
The timely assessment of aggregate business conditions is of great interest for much of the business and financial world, as well as for policy makers. All economic agents have to make their decisions in real-time and ideally base such decisions on an informed, timely and precise measurement of the current stance of the economic cycle. To inform the public and to provide such a timely measurement is one of the key tasks of many public service institutions (governmental or nongovernmental) around the world, and historically one of the main tasks of the German Institute for Economic Research (DIW Berlin, DIW henceforth). 1 While the institute published business cycle reports on a regular basis already in 1926, it was in 2003 when it first presented the DIW Economic Barometer (DIW Konjunkturbarometer, henceforth simply 'the index') -a business cycle index for Germany published together with a nowcast for the current quarterly GDP growth rate. This paper briefly discusses the methodology behind the former edition of the index and puts forward the new edition of the DIW Economic Barometer.
It describes the main methodological differences and features of the new index, which replaces the former.
There were several requirements for the new edition, mainly in response to the experience gathered over the years with the first edition. Hence, our focus was less to max out the current research frontier, but more to develop a model which tackles these open issues and produces reliable inference using a well-established, much-tested methodology, that has proven to work well in practice. First, there was the intention to base the index on a much larger data set, and thus to include information the former data set was missing out. Consequently, we required a model that is able to handle large data sets. At the same time, a transparent and parsimonious model was desired. Second, we wanted the model to be reliable and to deliver stable inference over time, i.e. a model that captures well the gradual evolution of the business cycle. In line with the previous edition, the model was to be based on a monthly frequency to provide a timely assessment of the business cycle. To maintain the desired smoothness of the index at the same time, however, poses a challenge to the modeler, because the underlying series are much more erratic at the monthly frequency than at the quarterly frequency. Hence, it was an imperative to reach a sweet spot between filtering out noise and not loosing too much information. Third, we wanted to handle publication lags and missing observations in a conceptually clean way within the model framework. Fourth, it was a requirement that the resulting index would be reasonably precise in nowcasting GDP growth, even though we did not explicitly make GDP our target variable. Fifth, we wanted the model not only to provide a single figure -the index -but also some insight into the (sectoral) drivers of the current value of the index.
As already mentioned, the first noticeable change relative to the previous edition is that we employ a much larger data set. The previous edition was based on a data set with less than 60 series. With the new edition we extend the data set to contain more than 300 variables from several sources.
In terms of the modeling paradigm, we follow the previous edition of the index and use a factor model. Factorization is a well-established methodology to summarize common movements and central tendencies in large data sets and are widely used for nowcasting (Geweke, 1977; Sargent and Sims, 1977; Chamberlain and Rothschild, 1983; Watson, 1989b,a, 2006) . Hence, this provided us with the required reliability and track record in practice. Another salient feature of factor models is that they provide a parsimonious way to filter the common comovements among a very large set of variables. The way factor models achieve this is conceptually very transparent: the resulting index is a weighted average of all variables at each point in time, where the weights are chosen such that the index covers the maximal share of the overall variation across all series.
The second change relates to the specificities of the underlying model. The new edition largely builds on the work by Schumacher and Breitung (2008) . While they focus on filtering and forecasting monthly latent GDP, their general model setup (which in turn builds on work by Watson, 1989a, 2006) provides us with a way to tackle a problem of great practical importance: publication lags ('ragged edges') and missing observations. Given the sizable variation of publication lags in our data set, ranging from being immediately available in real-time (financial data) to several months behind (industrial production), this feature is of particular importance.
The estimation procedure we employ iterates until convergence between (i) estimating the common component of the observable data and (ii) constructing estimates of the missing observations. Although our fundamental approach follows Schumacher and Breitung (2008) , we deviate from their model along two dimensions. First, while the provision of a single, comprehensive index is surely the prime feature of factor models, the index alone misses to provide an answer to the question where movements in the index stem from. That is, while a single figure is desirable, it is of great interest to identify the variables (or group of variables) that drive the movements of the factor at the current edge, i.e. their individual contributions to the common factor. A decomposition at the level of the individual variable would nullify the complexity-reducing feature of our model, however. We therefore strike a balance between being overly simplistic and completely unraveling the dimension reduction. We therefore divide estimation into two stages. First, we group variables in our data set into several clusters, e.g. variables related to the industrial sector, variables related to the service sector etc., and extract common factors from each group (see Table A .2) . At the second stage of our estimation procedure, we extract a single common factor -the index -from the collection of first-stage factors. Together with the final index, we report the amount of index points each group of first-stage factors contributed. The depth of the information provided by such a decomposition is easily adjustable by the nowcaster and makes it convenient to 'zoom in and out' into the data. This two-stage procedure has two further advantages. First, it removes noise from the underlying variables and thus makes our final index less erratic. Second, it allows to correct for an implicit 'weighting scheme' which is due to the fact that different groups have different sizes. If, for example, two groups of variables are regarded as similarly important by the nowcaster, but one includes only a few series and the second a few hundred. The sheer group size will lead the second group to dominate the first, in that their features will be overrepresented in the common factor. This is something a nowcaster might want to preclude. Our first stage allows for such a correction, by limiting the number of common components in each group.
Second, we do not explicitly target a point estimate of GDP. This is for two reasons. On the one hand we still want to leave space for discretionary action by the nowcaster, who has not only the data set of the model but additional 'softer' information at hands. On the other hand, including quarterly GDP as target variable in the model introduces circularity, as GDP would load on GDP and thus nowcast itself.
The paper is structured as follows. In section 2 we briefly discuss the old methodology. Section 3 lays out which series enter our data set. In section 4 we present our methodology and section 5 provides details on the historical performance and other statistical features of the new index. Section 6 concludes.
The DIW Economic Barometer: 2003 until today
The former edition of the index was based on a set of roughly 60 variables. It contained survey data (7 series), data on turnover in different sectors of the economy (9 series), production (16 series), order intake (15 series), financial market data (8 series), and other series, totaling 58 series.
The first edition of the index then employed a standard factor model to filter a latent business cycle index (see Cors and Kuzin, 2003, for details) . That is, if we denote by x i,t the i-th variable observed in period t, where i = 1, . . . , N and t = 1, . . . , T the variable x i,t is decomposed into
where
. . , f r,t ] is an r × 1 vector of common factors at date t, λ i is the r × 1 vector of factor loadings for variable i, and i,t is an error term.
In contrast to the new edition, the final output was not an index value, but a GDP nowcast that was based on the factor values (see e.g. Stock and Watson, 2006 , for a survey of standard procedures to forecast using factor models).
One problem that arises in practice is that many variables x i,t have missing observations, especially at the end of the sample. The former edition of the index employed an ad hoc procedure to handle this. If for example the i-th variable x i,T has a missing value in period T , the series was shifted one period ahead, i.e. we set x i,t = x i,t−1 to reach a balanced data set at the end of the sample. The monthly industrial production figures, for example, are published by the statistical office not until two months later, during which the collection, compilation and processing of relevant information underlying this statistic takes place. Under the former edition, this information was included by forward shifting the latest observations. The advantage of this procedure is the ease with which it can be implemented, but it can be substantially improved by resorting to more advanced statistical methods. To stick to the above example, many survey data from industry, including explicit indications on production, are timely available. Thus, these figures, combined with the information on the link between the survey and industrial production data, yield informative signals on the missing observations in production. The algorithm applied for the new barometer exploits this information in a first step to infer estimates for the missing values. This procedure is also applied to series, such as retail trade, for which the first observation available is at a later date than for the series with the earliest starting date. This allows extending the sample back to the earliest time period for which sufficient data is available.
Construction of the data set
The new index not only applies more advanced techniques, it is also based on a substantially enlarged data set. It now includes 311 time series, and in particular extends the scope of relevant information. Whereas the former set had a focus on the supply side and particularly the industry sector, the new edition is based on a broader set of indicators, also covering information for the service sector and the labor market. However, the new editions data set is not only broader, it also is deeper in the sense that more detailed information on the industry sector, which remains the core of the data set, is included. As mentioned above, in order to apply an implicit weighting scheme and at the same time filter out noise, but also for expositional purposes, the data set is grouped into four (sectoral) categories (see Figure 1 for the relative group sizes). Table (A .2) gives an overview of the data set.
Methodology
We denote by x i,t the i-th variable observed in period t and assume that the variable can be decomposed into
where F t is again an r × 1 vector of common factors at date t, λ i is the associated r × 1 vector of factor loadings for variable i, and i,t is an error term. The scalar product between factors and loadings is commonly referred to as common component (it is common among all variables at date t), whereas i,t denotes the idiosyncratic component of variable i (it only affects variable i). If we define X t = [x i,t , . . . , x N,t ] and other variables accordingly, we may write the model more compactly
Λ is the r ×N matrix of factor loadings and the T ×N matrix of idiosyncratic errors. The factors, their loadings and the idiosyncratic components are not observable, but have to be estimated from the data. In the parlance of Chamberlain and Rothschild (1983) this model is referred to as approximate factor model. Regarding the properties and features of such a model, first note that the above model assumes a static relationship between the variables in X and the factors. By static, we mean that only F t enters the conditional expectation, i.e.
Nonetheless, the static model may be viewed as a representation of a dynamic factor model. That is, it encompasses the case where F t = [f t , . . . , f t−r+1 ]. Hence, while from a dynamic point of view there might be only a single factor, the static model treats it as a r factor model (Stock and Watson, 2006; Bai and Ng, 2002) . Intuitively, this may be viewed as a nonparametric approximation to the potentially dynamic factor model. Even though this approach does not model the dynamic properties of the common factors explicitly, (i) the data generating process of the factors becomes irrelevant as N → ∞ and (ii) the static representation circumvents the issue to choose a lag length for the VARMA process of the factors. As noted in Stock and Watson (2006) , we may allow the components of t to have an individual stationary autoregressive representation.
With a balanced data set, the factors and their loadings can be estimated using the standard principal component (PC) estimator (see Stock and Watson, 2006) . By analogy to a standard regression, the PC estimator may be considered as the solution to the nonlinear least-squares problem min
It turns out that the solution to this minimization problem can be found by setting the rows ofΛ equal to the r largest eigenvectors of T −1 X X and the factors equal to the standard least-squares
The PC estimator is consistent in N and T for F t and Λ under fairly general conditions (see Stock and Watson, 2006 ).
Handling missing observations and ragged edges
In practice, we mostly have to work with unbalanced data sets. First, because the series that enter our model have different starting dates and there are a number of missing values at the beginning of the sample. Second, due to the fact that some series' values for a given period t are published earlier than others, there always are ragged edges at the end of our sample. Especially the latter is often troublesome for nowcasting and requires a way to handle missing observations consistently.
We follow Schumacher and Breitung (2008) and use the EM algorithm. This algorithm iterates between two steps: (i) estimating the factors and loadings (the E-step) and (ii) filling up missing observations using these estimates (the M-step).
To illustrate how the missing observations are handled, we define X obs i as the available observations for variable i. That is, we have T obs ≤ T observations for variable i, e.g. due to missings at the end of the sample. The vector of available observations X obs i is related to the vector X i defined above through an T obs × T aggregator matrix A i
Note that in case no observations are missing, A i equals the T -dimensional identy matrix I T . Given the relationship in equation (4) and an estimate for factors and loadings, we can fill up missing observations for variable i using the state-space form of the factor model (see e.g. Stock and Watson, 2006) . For this, we regard equation (4) as the state or measurement equation of a state space model and the i-th column of equation (3) as the respective state equation, i.e.
Then the standard updating equation of the Kalman filter gives us that
where Λ i is the r × 1 vector of loadings on variable i, i.e. the i-th column of Λ.
The EM-algorithm thus iterates between the following two steps until convergence 1. E-step: Estimate factors and loadings using the PC estimator based on the matrix X. In the very first iteration use X obs with potentially missing values, i.e. extract principal components only based on the available observations.
2. M-step: Fill missing observations in X obs using equation (4).
Equipped with this estimation procedure, we construct the final business cycle index as follows.
First, we divide the N = 311 variables in X into four subgroups: industry and production, service sector, labor market, and stock market. For each of these groups, we compute factors and loadings using the PC estimator described above. Denote the data matrix for subgroup j = 1, . . . , 4 by X (j) .
We use then use Kaiser-Guttmann rule and set the number of factors in each group equal to the number of the first five eigenvalues of T −1 X (j) X (j) that exceed one. If we denote by F (j) t the set of factors extracted from the j-th group. The overall monthly DIW Economic Barometer is the PC factor estimate based on X t = F
Obtaining a nowcast for the current and past quarter
In order to arrive at a quarterly business cycle index, we employ the aggregation scheme put forward by Murasawa (2003, 2010) . Hence, if we understand t to stand for a point on a monthly grid of index values then we may view quarterly series on this grid as simple skipsampled series, i.e. one that is observable only every third month and missing elsewhere. This is a standard approach to model different frequencies in one model, by regarding it as a missing-value problem. We use a superscript q to denote such a quarterly variable and a superscript L to denote any variable in levels. Then the quarterly business cycle index F q,L t is given as the average of the monthly values
Hence, to obtain a nowcast, whenever we are in the final month of a quarter and all three values of the monthly business cycle index are available for the current quarter, we can compute the quarterly value using the above scheme. In the previous two months, however, we have to outof-sample forecast the monthly values for F t+1 and possibly also for F t+2 . Similarly to obtain a forecast for the quarterly index beyond the current quarter. 2 To forecast the factors, we employ a standard VAR or AR model where the number of lags is selected using Akaike's information criterion (AIC). 
Implementation and descriptives
In this section, we present several empirical features of our model and the results of a pseudo real-time exercise to assess the now-and forecasting performance for quarterly GDP growth.
As discussed in section 3, the DIW Economic Barometer is based on a large and heterogeneous data set of variables and survey indicators related to economic activity in different sectors of the economy (see table A.2 in the appendix for a detailed list of the data set). It was also mentioned before, that given the diversity of the data set and the fact that group sizes are very unbalanced, an approach is needed which makes sure that the dynamics from each group are appropriately represented in the final index.
We do this by following a two step approach: First, factors for each group of variables are obtained according to the Kaiser-Guttman criterion, but limited to five factors at most. In a second step, we extract the first principal component from the set of factors selected at the first stage. This final factor is the DIW Economic Barometer. Whereas the EM algorithm used to fill up missing observations in the data and particularly those at the end of the sample is left to update the loadings with every newly available information in the data, the loadings used for the construction of the DIW Economic Barometer are kept constant between the major revisions by the federal statistical office (typically in August of each year). This is done in order to ensure a more stable nowcasting scheme and to be able to clearly attribute any changes in the DIW Economic Barometer to data revisions and newly available data points, but not to changes in the 'interpretation', i.e. the loadings, of the data by the model. 3
The principal component we extract at the last stage is at a monthly frequency. While this series is fairly erratic compared to its quarterly transformation, our experience is that it can be quite useful to give insights into the latest developments within a quarter. For example, while the quarterly value at the current edge might signal above-average conditions, the monthly series might be on a decline throughout. Compared the official GDP data which is published no earlier than two months after the end of a given quarter, this may be very useful and timely information. Although this is not one of the main purposes of the DIW Economic Barometer as a nowcasting instrument, it allows to potentially spot turning points and trends earlier and more easily as compared to a factor on quarterly frequency.
The aggregation of the factor to quarterly frequency (see Section 4.2) smooths out a large proportion of the volatility of the monthly index. The quarterly factor may then be used for nowcasting German GDP. In order to reduce complexity and make the interpretability more convenient the contributions to the factor from the numerous series in the data set value are plotted by groups or sectors in Figure 3 . Table A .2 in the Appendix provides and overview of the categorization, according to which the contributions are grouped to the sectors. Not very surprisingly, the bulk of variation in the factor is due to the dynamics in the industry sector, but the service sector and the labor market also play a significant role. Financial market data only has a minor impact on the For the purpose of reporting in the monthly nowcasting publication of the DIW Berlin, the DIW Konjunkturbarometer, the scaling of the factor is done such that the quarterly factor fluctuates around a value of 100. This highlights that the DIW Economic Barometer is not to be interpreted as a point nowcast by itself but rather as an arbitrarily scaled indicator for the stance of the economy.
Although the construction of the DIW Economic Barometer does not explicitly target a GDP growth rate, there is a significant correlation among the quarterly factor and the quarter on quarter growth rate of German GDP. Figure 4 plots the values of the DIW business cycle index against quarterly GDP growth and provides graphical evidence for the close relation between both. Indeed, the R 2 from a regression of GDP growth on the index yields an R 2 of 0.55 and thus a correlation of about 0.74.
Recursive estimation and nowcasting performance
In order to assess the nowcasting properties of the factor we would ideally make use of vintages of the underlying data. However, this is not possible as many of the included series are not available as vintage data. We take a common shortcut and conduct a pseudo real-time nowcasts for the time The baseline specification for the horse race in pseudo real-time is a simple AR(p) forecast of the quarterly GDP growth rate of the structure
where ∆y t is the quarterly GDP growth rate, L is a lag operator and t a white noise error term and the lag length is determined by the Bayesian information criterion. The informational content of the final factor extracted from the about 300 time series is assessed versus a number of competitors, two of them being the ifo business climate index (ifo Geschäftsklimaindex) and the ZEW economic sentiment index (ZEW Konjunkturerwartungen). The three indices are incorporated into to the baseline specification, yielding 
where x t is one of the three indices employed for nowcasting. While the aggregation of the DIW Economic Barometer is conducted as described in detail in Section 4.2, the two competitors on monthly frequency are aggregated by taking averages over all available months within a current quarter. That is, for the first month in a quarter the quarterly value is identical to that of the month, for the second month in a quarter the quarterly value is the mean of the two months' values.
Please note, that the data set of the DIW Economic Barometer's new edition includes both indices and hence should also capture the information contained in those.
In addition to the comparison of the nowcasting accuracy of the factor augmented AR(p) with the model augmented by the ifo and ZEW indices, it is also compared to the former edition of the DIW Economic Barometer 4 and to a naive forecast conducted by a simple random walk.
Whereas in every day nowcasting business those nowcasts could be somewhat adjusted by soft information available to the nowcaster, this is not possible in the pseudo real-time nowcasting exercise conducted here. Since the federal statistical office announces a GDP estimate for the respective quarter two months after the end of the quarter, we conduct nowcasts for the three months of the quarter and the first month of the following quarter. Two quarters ahead (forecast) Figure 6 : RMSFEs of the new edition compared to several competitors. For the AR(p) and the random walk model the forecast errors are in terms of quarters ahead, whereas for all other models the bars depict three-month to zero-months ahead errors. Figure 8 in the appendix plots the nowcast errors for the autoregressive nowcasts augmented with the quarterly DIW Economic Barometer for the first four months after the onset of a quarter. As expected, based on the observations above regarding the correlation between the DIW Economic Barometer and quarterly GDP, the nowcasting model augmented by the factor performs particularly well after the crisis has struck. Also note, that the errors tend to decrease with growing informational content of the data set, i.e. over the four months nowcasts are undertaken for.
As Figure 6 indicates, the comparison of the performance of the factor augmented model with the competitors points towards a strong advantage of the DIW Economic Barometer as compared to the models augmented by single indicator series, the naive random walk and autoregressive forecast 5 .
It also outperforms the former DIW Economic Barometer for the first month of a quarter and 5 Given that the model presented here is the only one in the race still gaining information in the first month after the quarter of interest has ended, it is the only one for which a nowcasting RMSFE is reported for that month. The vintages of the former DIW Economic Barometer do not include sufficient information on the nowcasts conducted at this point in time, so no comparison can be undertaken. Except potential revisions there is no gain in information for the ifo and ZEW indices, hence there is no nowcast conducted after the last months index value is reported at the end of the quarter. For the baseline AR(p) specification and the random walk only quarterly information is at hand, which does not allow a similarly disaggregated nowcast.
produces nowcasts of comparable accuracy in the second and third month of a quarter.
Conclusion
This paper has laid out the methodological basis of the 2014-version of the DIW Economic Barometer. We extend and overhaul the former version of the DIW Economic Barometer along several dimensions. Firstly, we put forward a factor model that is estimated using the EM-algorithm to take into account missing observations in the data set. Secondly, we deviate from the literature by using a two step factorization procedure. The main advantages of this approach are the option to reweigh groups of variables in order to prevent the final factor to strongly depend on differences in availability and depth of data among different sectors, the possibility to disaggregate the final factor into sectoral contributions for more convenient interpretation and the reduction of noise on both levels of factorization. The resulting factor, the DIW Economic Barometer, provides a remarkably stable, reliable and reasonably precise inference. Results from a pseudo real-time GDP nowcasting exercise show that the new approach is not only conceptually superior, but also produces significantly more accurate nowcasts as compared to a number of competitors, including the former version of the DIW Economic Barometer. In addition inference is stable and reliable, also surrounding extreme events such as the recession in 2009. While from an academic point of view this might seem as a lack of novelty, it is a crucial and very desirable feature in the practice of nowcasting the business cycle. 
