Abstract. We give the tight bounds of Tsallis relative operator entropy by using Hermite-Hadamard's inequality. Some reverse inequalities related to Young inequalities are also given. In addition, operator inequalities for normalized positive linear map with Tsallis relative operator entropy are given.
Introduction and Preliminaries
The operator theory related to inequalities in Hilbert space is studied in many papers. Let where A and B are two invertible positive operators on a Hilbert space. As a parametric extension of the relative operator entropy, Yanagi, Kuriyama and Furuichi [19] defined Tsallis relative operator entropy which is an operator version of Tsallis relative entropy in quantum system due to Abe [1] , also see [9] :
Notice that T p (A|B) can be written by using the notation of A# p B as follows:
The relation between relative operator entropy S (A|B) and Tsallis relative operator entropy T p (A|B) was considered in [9, 20] , as follows:
Some deeper properties of Tsallis relative operator entropy were proved in [6, 11, 13, 20] .
The main result of the present paper is a set of bounds that are complementary to (1) . Some of our inequalities improve well-known ones. Among other inequalities, it is shown that if A, B are invertible positive operators and p ∈ (0, 1], then
which is a considerable refinement of (1), where I is the identity operator. We also prove a reverse inequality involving Tsallis relative operator entropy T p (A|B).
Refinements of the inequalities (1) via Hermite-Hadamard inequality
An important ingredient in our approach is the following: Let f be a convex function on [a, b] ⊆ R; the well-known Hermite-Hadamard's inequality can be expressed as 
Proof. Consider the function
It is easy to check that f (t) is convex on [1, ∞). Bearing in mind the fact
and utilizing the left-hand side of Hermite-Hadamard inequality, one can see that
where x ≥ 1 and p ∈ (0, 1]. On the other hand, it follows from the right-hand side of Hermite-Hadamard inequality that
for each x ≥ 1 and p (4) and (5), and multiplying A 1 2 on both sides, we get the desired result (3). REMARK 1. Simple calculation gives for all x ≥ 1 and p ∈ (0, 1],
which means
for any invertible positive operators A and B such that A ≤ B, and p ∈ (0, 1]. Therefore, our inequalities (3) improve the inequalities (1) for the case A ≤ B.
Proof. In order to prove (7), we set the function f p (x) ≡ x+1 2
≥ 0 for x ≥ 1 . Therefore, we have the inequality 
Proof. Put t = 1 x ≤ 1 in the inequalities (6). REMARK 3. By numerical computations, we have
x+1 ≃ −0.83219 for p = 2 3 , x = 0.01 , and we also have 
THEOREM 2. For any invertible positive operators A and B such that A ≤ B and p ∈ (0, 1], we have the following inequalities,
and
where
Proof. According to [18, Theorem 1], if f : [a, b] → R is a twice differentiable function that there exists real constants m and M so that
Putting f (t) = t p−1 with p ∈ (0, 1] and a = 1 , b = x in the above inequalities, then we have the desired results by a similar way to the proof of Theorem 1. REMARK 4. The first inequality of (8) and the second inequality of (9) give tighter bounds of Tsallis relative entropy T p (A|B) than those in the inequalities (3), because of the following reasons.
(i) The first inequality of (10) gives tight lower bound more than the first inequality of Hermite-Hadamard's inequality (2).
(ii) The first inequality of (11) gives tight upper bound more than the second inequality of Hermite-Hadamard's inequality (2).
Some reverse inequalities via Young type inequalities
The scalar Young's inequality says that if a, b > 0 , then
The following inequalities provide a refinement and a multiplicative reverse for Young's inequality with Kantorovich constant:
where In [14, 15] , Kittaneh and Manasrah obtained another refinement and reverse of Young's inequality:
where a, b > 0 , p ∈ [0, 1], r = min {p, 1 − p}, R = max {p, 1 − p}. Further refinements and generalizations of Young's inequality have been obtained in [2, 7] . More interesting things happen when we apply these considerations to the operators. For instance, from the inequality (12) it follows that: PROPOSITION 2. Let A, B be two invertible positive operators such that
Proof. The choice a = 1 and b = x reduces (12) to the inequality
for any positive operator T such that
Since K (x, 2) is increasing for x > 1 we can write
Multiplying both sides by A 1 2 to inequality (16), we obtain the required inequality (14) . Another case follows from the fact that K (x, 2) is decreasing for x < 1 .
Ando's inequality [3, Theorem 3] says that if A, B are positive operators and Φ is a positive linear mapping, then
Concerning inequality (17), we have the following corollary:
COROLLARY 2. Let A, B be two invertible positive operators such that I
where p ∈ [0, 1], r = min {p, 1 − p} and R = max {p, 1 − p}.
Proof. If we apply positive linear map Φ in (14) we infer
On the other hand, if we take A = Φ (A) and B = Φ (B) in (14) we can write
Now, combining inequality (19) and inequality (20) , we deduce the desired inequalities (18) .
Note that the first inequality of (25) 
