Variance approximations are derived for the weighted and unweighted kappa statistics, the conditional kappa statistic, and conditional probabilities. These statistics are useful to assess classification accuracy, such as accuracy of remotely sensed classifications in thematic maps when compared to a sample of reference classifications made in the field. Published variance approximations assume multinomial sampling errors, which implies simple random sampling where each sample unit is classified into one and only one mutually exclusive category with each of tvyo classification methods. The variance approximations in this paper are useful for more general cases, such as reference data from multiphase or cluster sampling. As an example, these approximations are used to develop variance estimators for accuracy assessments with a stratified random sample of reference data.
INTRODUCTION
Assessments of classification accuracy are important to remote sensing applications, as reviewed by Congalton and Mead (1983) , Story and Congalton (1986) , Rosenfield and Fitzpatrick-Lins (1986) , Campbell (1987, pp. 334-365) , Congalton (1991) , and Stehman (1992) . Monserud and Leemans (1992) consider the related problem of comparing different vegetation maps. Recent literature favors the kappa statistic as a method for assessing classification accuracy or agreement.
The kappa statistic, which is computed from a square contingency table, is a scalar measure of agreement between two classifiers. If one classifier is considered a reference that is without error, then the kappa statistic is a measure of classification accuracy. Kappa equals 1 for perfect agreement, and zero for agreement expected by chance alone. Figure 1 provides interpretations of the magnitude of the kappa statistic that have appeared in the literature. In addition to kappa, Fleiss (1981) suggests that conditional probabilities are useful when assessing the agreement between two different classifiers, and Bishop et al. (1975) suggest statistics that quantify the disagreement between classifiers.
Existing variance approximations for kappa assume multinomial sampling errors for the proportions in the contingency table; this implies simple random sampling Landis and Koch (1977) characterize their interpretations as useful benchmarks, although they are arbitrary; they use clinical diagnoses from the epidemiological literature as examples. Fleiss (1981, p. 218) bases his interpretations on Landis and Koch (1977) , and suggests that these interpretations are suitable for "most purposes." Monserud and Leemans (1992) use their interpretations for global vegetation maps.
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where each sample unit is classified into one and only one mutually exclusive category with each of the two methods (Stehman 1992) . This paper considers more general cases, such as reference data from stratified random sampling, multiphase sampling, cluster sampling, and multistage sampling.
KAPPA STATISTIC (leJ
The weighted kappa statistic (lew) was first proposed by Cohen (1968) to measure the agreement between two different classifiers or classification protocols. Let Pr represent the probability that a member of the popula! tion will be assigned into category i by the first classifier and category jby the second. Let k be the number of categories in the classification system, which is the same for both classifiers. lew is a scalar statistic that is a nonlinear function of all k 2 elements of the k x k contingency [1]
i=l j=l
Define w ij as the value which the user places on any partial agreement whenever a member of the population is assigned to category i by the first classifier and category j by the second classifier (Cohen 1968) . Typically, the weights range from O:S; w ij :s; 1, with w ii = 1 (Landis and Koch 1977, p. 163) . For example, wi" might equal 0.67 if category i represents the large sizk class and j is the medium size class; if rrepresents the small size class, then wirmight equal 0.33; and w is might equal 0.0 if s represents any other classification. The unweighted kappa statistic uses w ii = 1 and w ij = a for i * j (Fleiss 1981, p. 225) , which means that the agreement must be exact to be valued by the user.
Using the notation of Fleiss et al. (1969) , let:
[3]
[4]
Using this notation, the weighted kappa statistic (Kw) as defined by Cohen (1968) is given as:
Estimated Weighted Kappa (K: w ) [6]
The true proportions Pi" are not known in practice, and the true Kw must be eJtimated with estimated proportions in the contingency table (Pij): K: = Po -Pc w 1-Pc ' [7] where Po and P are defined as in Eqs. [9] Taylor Series Approximation for Var (K: w ) lew is a nonlinear, multivariate function of the k 2 elements (Pij) in the contingency table (Eqs. 2, 3, 4, 5, and 6) . The multivariate Taylor series approximation is used to produce an estimated variance Var(K: ). Let til" = (Pil" -Pi," ), and (akw / apij )IPr=pr be the partia( deriva- (Deutch 1965, pp. 70-72) of lew is:
[10]
2 where R is the remainder. In addition, assume that Pij is nearly equal to Pij (Le., Pij ~ Pij); hence, E"" := 0 because eij = (Pij -Pij)' the higher-order products O/IEi" in the Taylor series expansion are assumed to be mtich smaller than E r , and the R in Eq. 10 is assumed to be negligible. Eq. 10lis linear with respect to all eij = (Pij -Pij) ' The Taylor series expansion in Eq. 10 provides the following linear approximation after ignoring the remainder R:
The squared random error approximately equals e~ from Eq.l1:
'Prs I ='
'PJj I =' P,.. P,..
P,! P,!
[12]
From Eqs. 9 and 12, V~ (K: w ) is approximately:
This corresponds to the approximation using the delta method (e.g., Mood et al. 1963, p. 181; Rao 1965, pp. 321-322) . The partial derivatives needed for Var(K-w) in Eq. 13 are derived in the following section.
Partial Derivatives for Var (K-w ) Approximation
The partial derivative of Kw in Eq. 13 is derived by rewriting Kwas a function of Pij' First, Po in Eq. 6 is expanded to isolate the Pij term using the definition of Po In Eq. 4:
The partial derivative of Po with respect to Pij is simply: [15] As the next step in deriving the partial derivative of Kw in Eq. 13, Pc in Eq. 6 is expanded to isolate the Pij term using the definition of Pc in Eq. 5: 
Finally, the partial derivative of Pc with respect to Pij is simply: [19] The partial derivative of lew (Eq. 6) with respect to Pij is determined with Eqs. 15 and 19:
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The b ij term in Eqs. 17 and 20 can be simplified:
Using the notation of Fleiss et al. (1969) : [21] where Varo (i w) Assuming Chance Agreement
In many accuracy assessments, the null hypothesis is that the agreement between two different protocols is no greater than that expected by chance, which is stated more formally as the hypothesis that the row and column classifiers are independent. Under this hypothesis, the probability of a unit being classified as type i with the first protocol is independent of the classification with the second protocol, and the following true population parameters are expected (Fleiss et al. 1969) :
[26] 
Unweighted Kappa ( i)
The unweighted kappa (i) treats any lack of agreement between classifications as having no value or weight. i is used in remote sensing more often than the weighted kappa ( i w)' K is a special case of K: w (Fleiss et al. 1969) , in which w .. = 1 and w .. = 0 for i -::j:. j. In this case, iw is defined as i~ Eq. 6 (Flefss et al. 1969) with the following intermediate terms in Eqs. 4, 5, 22 . and 23 equal to:
.
Replacing Eqs. 29, 30, 31, and 32 into Var(,(w) in Eq.
25, where wi' = 0 if i -::j:. j and w ii = 1, the variance of the unweighted kappa is:
. 
(1-Pc)4
[33] Likewise, the variance of the unweighted kappa statistic under the null hypothesis of chance agreement is a simplification ofEq. 28 or 33. Under this null hypothesis, Pij = Pi.P) and Po = Pc (see Eq. 27):
The covariances Eo [ciiErr] in Eq. 34 need to be estimated under the conditions of the null hypothesis, namely that Pij = Pi,P-j (see Eqs. 113, 114, and 117) .
Note that the variance estimators in Eqs. 33 and 34 are approximations since they ignore higher-order terms in the Taylor series expansion (see Eqs. 10, 12, and 13).
In the special case of simple random sampling, Stehman (1992) found that this approximation was satisfactory except for sample sizes of 60 or fewer reference plots; these results are based on Monte Carlo simulations with four hypothetical populations.
Matrix Formulation of K: Variance Approximations
The formulae above can be expressed in matrix algebra, which facilitates numerical implementation with matrix algebra software.
Let P represent the kxk matrix in which the ijth element of P is the scalar Pr. In remote sensing jargon, P is the "error matrix" or "cdnfusion matrix." Note that k is 5 the number of categories in the classification system. Let Pj. be the kx1 vector in which the ith element is the scalar Pj. (Eq. 2), and p.~ be the kx1 vector jn which the ith element is Pi (Eq. 3). From Eqs. 2 and 3: .
Pi. = P1, [35] P-j = P'l, [36] where 1 is the kx1,vector in which each ~lement equals 1, and P' is the transpose of P. The expected matrix of joint classification probabilities, analogous to P, under the hypothesis of chance agreement between the two classifiers is the kxk matrix Pc' where each element is the product of its corresponding marginal:
[37]
Let W represent the kxk matrix in which the ijth element is w ij (i.e., the weight or "partial credit" for the agreement when an object is classified as category i by one classifier and category jby the other classifier). From Eqs. 4 and 5, [41] and from Eq. 25 , the k 2 xl vector: [42] where veeW is the k 2 xl vector version of the weighting matrix W, which is analogous to veeP above. Examples of wj.' w' j ' and d k are given in tables land 2. The approximate variance of Kw expressed in matrix algebra is: .
See Eqs. 104 Tables 1 and 2 provide examples.
Verification with Multinomial Distribution
The variance approximation Var(,(w) in Eq. 25 has been derived by Everitt (1968) and Fleiss et al. (1969) for the special case of simple random sampling, in which each sample unit is independently classified into one and only one mutually exclusive category using each of two classifiers. In the case of simple random sampling, the multinomial or multivariate hypergeqmetric distributions provide the covariance matrix for E [ere rs ] in Eq. 25. The purpose of this section is to verify that Eq. 25 includes the results of Fleiss et al. (1969) in the special case of the multinomial distribution.
The covariance matrix for the multinomial distribution is given by Ratnaparkhi (1985) as follows: 
The following term in Var(,(w) 
(1-") .
Likewise, the following term in Var(,cw) from Eq. 48 is derived directly from Eq. 24:
Substituting Eqs. 52 and 53 back into Eq. 48:
which agrees with the results ofFleiss et al. (1969) . This partially validates the more general variance approximation Var(,c ) in Eq. 24. Likewise, v7rr o (,clf) inEq. 28 can be shown to be equal to the results of Flmss et al. (1969, Eq. 9) for the multinomial distribution using Eqs. 1 and 50 and the following identity: 
Examples given by Fleiss et al. (1969) and Bishop et al. (1975) were used to further validate the variance approximations, although this validation is limited by its empirical nature and use of the multinomial distribution. Results are in tables 1 and 2.
In a similar empirical evaluation, Eq. 43 for the unweighted kappa (,cw' W = I) agrees with the unpublished results of Stephen Stehman (personal communication) for stratified sampling in the 3x3 case when used with the covariance matrix in Eqs. 124 and 133 (after transpositions to change stratification to the column classifier as in Eq. 123 and using the finite population correction factor).
Light (1971) considers the partition of the overall coefficient of agreement (K) into a set of k partial K statistics, each of which quantitatively describes the agreement for one category in the classification system. For example, assume that the rows of the contingency table represent the true reference classification. The "conditional kappa" (1('J is a coefficient of agreement given that the row classification is category i (Bishop et al. 1975, p. 397) :
The Taylor series approximation of Eq. 56 is made using Eq. 10:
Pr is factored out of Eq. 56 to compute the partial deri~atives in Eq. 57. First. define 
Similarly, 1(i. can be rewritten as functions of P-j or Pji' i "* j, then differentiated for the other terms in die Taylor series approximation in Eq. 57:
[64]
[65] 
. "e .. + "e. .
,., "A)4
The validity of the approximation in Eq. 67 was partially checked using the example provided by Bishop et al. (1975, p. 398 Conditional Kappa ( I(.j ) for Column i
The kappa conditioned on the ith column rather than' the ith row (Eq. 56) is defined as:
The Taylor series approximation of Eq. 68 is derived similar to Eq. 66:
Equation 69 is used to derive Var(iC,J similar to Eq. 67:
The variance under the null hypothesis of independence between the row and column classifiers, 
Pi. 1 P·i [73] which corresponds to the second term in Eq. 66 
Pi 1-Pi. [76] which corresponds to the second term in Eq. 70. An example of H.i is given in table 4. As in Eq. 72, define the kxk matrix M'i' in which all elements equal zero except for the ith column:
Pi (1-prJ [77] which corresponds to the third term in Eq. (1981, p. 214) gives an example of assessing classification accuracy for individual categories with conditional probabilities. An example of a conditional probability is the probability of correctly classifying a member of the population (e.g., a pixel) as forest given that the pixel is classified as forest with remote sensing. Let Pi ll . j ) represent the conditional probability that the row c assification is category i given that the column classification is category j; in this case:
The variance for an estimate of PUi)J can be approximated with the Taylor series expansion as in Eq. 57. First, Prj, is factored out ofEq. 81 using Eq. 59 so that the partial derivatives can be computed:
a-jJr + Prj
The partial derivative of Eq. 82 with respect to Prj is: 
r=l rJ
Conditional probabilities that are conditioned on the row classification, rather than the column classification, are also useful. Let P(iln represent the conditional.probability that the column classification is category i given that the row classification is category j; in this case:
Pji PUln = -.
[86]
Pr
The variance for an estimate of PUlojl can be approximated with the Taylor series expansion as in Eqs. 82 to 85:
e Jl Of special interest is the case in which i = j, Le., the conditio~al probabilities on the diagonal of the eITor matrix (p). In this case, 
Pi-[94]
An example is given in An· example is given in table 5 . The kxk covariance matrix for the .kx1 vector of estimated conditional probabilities (Puli-J) on the diagonal of the error matrix (conditioned on the row classification) equals:
Test for Conditional Probabilities Greater Than Chance
It is possible to test whether an observed conditional probability is greater than that expected by chance. In 
Conditional probabilities, conditioned on rows ( P(iji.) diag[Cov(P(ili.))]
Approximate 95% The proposed test is based on the null hypothesis that . the difference between an observed conditional probability and its corresponding conditional probability expected under independence between the row and column classifiers is not greater than zero. First, consider the conditional probability on the diagonal of the ith row that is expected if classifiers are independent: 1;quation 101 can be combined with Eq. 100 for Cova (P.i-) to make tp.e expression more succinct with respect to Cava (veeP):
where DU!-n-i. DUj.iJ-i 
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A similar test can be constructed for the diagonal probabilities conditioned on the row classification, in which the null hypothesis is independence between classifiers given the row classification is category i, i.e., E[PUIi-J] = P.i (see Eq. 98). Define D'i* as a k 2 xk matrix of zeros and ones defined as follows. Let D'l be the kxk matrix with ones in the first column and zeros in all other elements, let D,z be the kxk matrix with ones in the second column and zeros ~n all other elements, and so forth; then, D,j* equals (D~11~~2~ ID'k)" As in E~. 100, define D j,_ ~s ~he ~2X2k matrix equal t? [Duji-JID.iJ, where D W ' ) IS gIven In Eq. 96. The apprOXImate covariance matrix for the .kxl vector of differences between the observed and expected conditional probabilities is derived as in Eq. 102: [103] where Du!n-. j = D.iJII-I]'. The covqriance lllatrix expected under the null hypothesis, Cava (veeP) 103 , can be used to estimate an approximate probability of the null hypothesis being true. It is assumed that the distribution ofrapdom"errors is I1orma} in th~ estimat13of (~(lH -Pj.) or (PW') -pJ, and Cova(P(lH -pJ and Cova(PW·) -pJ are accurate estimates. A one-tail test is used because practical interest is confined to testing whether the observed conditional probabilities are greater than those expected by chance. An example of these tests is given in table 6. Tests on conditional probabilities might be more powerful than tests with the conditional kappa statistics because the covariance matrix for conditional probabilities use fewer estimates. This will be tested with Monte Carlo simulations in the future.
Examples given by Green et al. (1993) were used to partially validate the variance approximations in Eqs. 93 and 97. This validation is limited by its empirical nature and use of the multinomial distribution for stratified sampling.
COVARIANCE MATRICES FOR E[ci/rs] AND veeP
Estimated variances of accuracy assessment statistics require estimates of the covariances of random errors between estimated gells in the contingency The multinomial distribution pertains to the special case of simple random sampling, in which each sample unit is independently classified into one and only one mutually exclusive category using each of two classifiers. Up until recently, variance estimators for accuracy assessment statistics have been developed only for this special case.
Covariances for the multinomial distribution are given ip Eqs. 46 and 47, where they were used to verify that Var(K-w) in Eq. 25 agrees with the results of Everitt (1968) and Fleiss et al. (1969) . These can also be expressed in matrix form as:
where n is the sample size of units that are classified into one and only one "category by each of the twp classifiers; and diag (veeP) is the i<2xk 2 matrix with veeP on its main diagonal, with all other elements equal to zero (Le., diag(veeP)rr = veeP r for all T, and diag(veeP)rs = 0 for all r:;t:s). (1-F) in Eq. 104 is the finite population correction factor, which represents the proportional difference between the multinominal and multivariate hypergeometric distributions. F equals zero if sampling is with replacement or really zero if the population size is large relative to the sample size, which is the usual case in remote sensing (e.g., the number of randomly selected pixels for reference data is an insignificant proportion of all classified pix~ls). An"example of this type of covariance matrix is Cov (veeP) in table 2.
However, there are many other types of reference data that go not fit the multinomial or hypergeometric models. Cov (veeP) might be the following sample covariance matrix for a simple random sample of cluster-plots:
where n is the sample size of cluster-plots and veeP r is the k 2 xl vector version of the kxk contingency table or "error matrix" for the rth clpster plot. Czaplewski (1992) gives another example of Cov(vecP) , in which the multivariate composite estimator is used with a two-phase sample of plots (Le., the first-phase plots are classified with less-expensive aerial photography, and a subsample of second-phase plots is classified by moreexpensive field crews).
Covariances Under Independence Hypothesis
Under the hypothesis that the two classifiers are independent, and any agreement between the two classifiers is a chaI)ce evellt, E [p,.. 
o] = PiP)" This effects
Eo [£,:ij£rs] In matrix form, this is equivalent to: [108] where Pc = PioP-j is the expected contingency tableounder the null hypothesis. For exampl~, Eqs. 106 and 1.07 are used with Eq. 55 to show that Var o (K-w) in Eq. 28 °agr~es with the results of Fleiss et al. (1969, Eq. 9) .
Eo [£ilrs] is more difficult to estimate in the more general case. Using the first two terms of the multivariate Taylor series expansion (Eq. 10):
Using Eqs. 58 and 59, the partial derivatives in the firstorder Taylor series approximation are solved as follows:
[112]
Substituting Eqs. 110, 111, and 112 into Eq. 109:
r=l s=l [113] Equation 113 provides an estimate of the Eo [C~lij] under the null hypothesis of independence between clas-. sifiers, \\Thich is ,.,the diagonal of the k 2 xk 2 covariance matrix COy 0 (veeP). The off-diagonal elements are estimated with the Taylor series approximation as follows: Table 7 includes an example of Pj. in Eq. 115.
Next, define P-j as the following lZxk 2 matrix: [116] where I is. the kxk identity matrix, and P-j is the scalar marginal for the jth column of the eITor Illatrix (Eqs. 3, 31. or 120). Table 7 includes an example of P-j in Eq. 116. The lZxk 2 covariance matri;« for the ~stimated vector version of the error matrix, Covo (veeP) , expected under the null hypothesis of independence between classifiers, equals: Cov(veeP) (Pi. +P), [117] \fhere Pi. flnd P-j are defined in Eqs. 115 and 116; and COy 0 (veeP) is the k 2 xlZ covariance matrix for tite estimated vector version of the error matrix (veeP), examples of which are givell in Eqs. 104 and 105. Table 7 includes an example of COy 0 (veeP) in Eq. 117. Equation 117 is merely a different expression of Eo [cill'S] in Eqs. 113 and 114.
STRATIFIED SAMPLE OF REFERENCE DATA Stratified random sampling can be more efficient than simple random sampling when some classes are substantially less prevalent or important than others (Campbell 1987, p. 358; Congalton 1991) . This section considers strata that are defined by remotely sensed classifications, and reference data that are a separate random sample of pixels (with replacement) within each stratum. This concept includes not only pre-stratification (e.g., Green et al. 1993 ), but also post-stratification of a simple random sample based on the remotely sensed classification. Since the stratum size in the total population is known without error for each remotely sensed category (through a computer census of classified pixels), pre-and post-stratification could potentially improve estimation precision in accuracy assessments and estimates of area in each category as defined by the protocol used for the reference data.
The current section assumes that each sample unit is classified into only one category by each classifier, which precludes reference data from cluster plots (Congalton 1991) , such as photo-interpreted maps of sample areas (e.g., Czaplewski et al. 1987) . The covariance matrix for the multinomial distribution, which is given in Eqs. 46, 47, and 104 is appropriate for simple random sampling, but must be used differently for stratified random sampling since sampling errors are independent among strata. Let the rows (Le., i or rsubscripts) of the contingency table represent the true reference classifications, and the columns (i.e., j or s subscripts) represent the lessaccurate classifications (e.g., remotely sensed categorizations). Assume pre-stratification of reference data is based on the remotely sensed classifications, which are available for all members of the population (e.g., all pixels in an image) before the sample of reference data is selected. In stratified random sampling, sampling errors between all pairs of strata (Le., columns in contingency table) are assumed to be mutually independent: [118] Assume the size of each stratumj (Le., p) is known without error (e.g., a proportion based on a complete enumeration or census of all pixels for each remotely sensed classification). Let n-j be the sample size of reference plots in the jth stratum, and n ij be the number of reference plots classified as category i in the jth stratum. In this case, [119] [120]
The multinomial distribution provides the covar4.ance matrix for sampling eITors within each independent stratum j (see Eqs. 46 and 47) . This distribution with Eq. 120 produces: [121] The general variance approximation for K: w is given in Eq. 25. Replacing Eqs. 118, 121, and 122 into Eq. 25, and noting that the fourth summation disappears from Eq. 25 because of the independence of sampling errors across strata:
(1-Pc) ( p) must be estimated frOIV-the kxk matrix of estimated conditional probabilities P s from the stratified sample. The strat'i!, are defined by the classifications on the columns"of P s ; therefore, the column marginals all equall (Le., P;l = 1). The strata sizes are assumed known without error (e.g., pixel count, where remotely sensed classifications are on the column and are used for pre-stratification of sample), and are represented by the kx1 vector of proportions of the pomain that are in e~ch stratum (n s ' where n:1=1). P is estimated frQrn P s by dividing each element in the jth column of P s by the jth element of n s ' apd then is used to define the k 2 xl vector version (veeP) of the kxk matrix (P). . N~xt, compute the covariance matrix for this estimate veeP. Let 11 j r~present the kxl vector in which the ith element is the observed proportion of category i in stratum j. The kxk covariance matrix for the estimated proportions in the jth stratum, assuming the multinomial distribution, is: [124] where n. is the sample size of units that are classified into one' and only one category by each of the two classjfiers in the jth stratum; diag(pj) is the kxkmatrix with P j on its main diagonal, and all other elements are equal to zero. (1-F.) in Eq. 124 is the finite population correction factor fbr stratum j. F. equals zero if sampling is with replacement or the pbpulation size is large relative to the sample size, which is the usual case in remote sensing. Green et al. (1993) after transpositions to change stratification to the column classifier rather than the row classifier. Equations 124 and 125, when used with Eq. 43 for unweighted kappa ((R w ' W = I)), agree with the unpublished results of Stephen Stehman (personal communication) after similar transpositions to change stratification to the column classifier. Congalton (1991) suggested testing the effect of stratified sampling with the variance estimator for simple random sampling, and Eq. 125 permits this comparison.
SUMMARY
Tests of hypotheses with the estimated accuracy assessment statistics can require a variance estimate. Most existing variance estimators for accuracy assessment statistics assume that the multinomial distribution applies to the sampling design used to gather reference data. The multinomial distribution implies that this design is a simple random sample where each sample unit (e.g., a pixel) is separately classified into a single category by each classifier. This assumption is overly restrictive for many, perhaps most, accuracy assessments 23 in remote sensing, where more complex sampling designs and different sample units are more practical or efficient. Unfortunately, variance estimators for simple random sampling are naively applied when other sampling designs are used (e.g., Stenback and Congalton, 1990; Gong and Howarth, 1990) . This improper use of published variance estimators surely affects tests of hypotheses, although the typical magnitude of the problem is unknown (Stehman 1992) .
The variance estimators Jor the weighted kappa statistic:;. [Eqs. 24 101, 102, and 103) are the first step in correcting this problem. These equations form the basis for approximate variance estimators for other sampling situations, such as cluster sampling, systematic sampling (Wolter 1985 in Stehmam 1992 . and more complex designs (e.g., Czaplewski 1992). Stratified random sampling is an important design in accuracy assessments, and the more general variance estimator~ in this paper were used to construct the appropriate Var(Rw) in Eq. 123 and other accuracy assessment statistics using Covs (veeP) in Eq. 125. Rapid progress in assessments of classification accuracy with more complex sampling and estimation situations is expected based on the foundation provided in this paper. 
