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Abstract
For a positive integer k  2, the k-Fibonacci sequence {g(k)n} is defined as: g(k)1 = · · · =
g(k)k−2 = 0, g(k)k−1 = g(k)k = 1 and for n > k  2, g(k)n = g(k)n−1 + g(k)n−2 + · · · +
g(k)n−k . The n × n k-Fibonacci matrixF(k)n = [f (k)ij ]n is defined as: for fixed k  2,
f (k)ij =
{
gi−j+1 i − j + 1  0,
0 i − j + 1 < 0,
where gn = g(k)n+k−2. Also, the n by n k-symmetric Fibonacci matrix Q(k)n = [q(k)ij ]n is
defined as
q(k)ij = q(k)ji =
{∑k
l=1 q(k)i,j−l i + 1  j,∑k
l=1 q(k)i,i−l + g1 i = j,
where q(k)ij = 0 for j  0. If k = 2, then F(2)n is the Fibonacci matrix and Q(2)n is
the symmetric Fibonacci matrix. The properties of the Fibonacci matrix and the symmetric
Fibonacci matrix are well-known.
In this paper, we discuss the linear algebra of the k-Fibonacci matrix and the symmetric
k-Fibonacci matrix.
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1. Introduction
The well-known Fibonacci sequence {Fn} is defined as
F1 = F2 = 1 and, for n > 2, Fn = Fn−1 + Fn−2.
We call Fn the nth Fibonacci number. The Fibonacci sequence is
(F0 := 0), 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, . . . .
The sum of the squares of the first n Fibonacci numbers is almost as famous as
the formula for the sum of the first n terms:
∑n









Now, we consider the generalization of the Fibonacci sequence, which is called the
k-Fibonacci sequence for positive integer k  2. The k-Fibonacci sequence {g(k)n}
is defined as
g(k)1 = · · · = g(k)k−2 = 0, g(k)k−1 = g(k)k = 1
and for n > k  2,
g(k)n = g(k)n−1 + g(k)n−2 + · · · + g(k)n−k.
We call g(k)n the nth k-Fibonacci number. For example, if k = 2, then {g(2)n} is
the Fibonacci sequence, {Fn}, and if k = 3, then g(3)1 = 0, g(3)2 = g(3)3 = 1, and
then the 3-Fibonacci sequence is
0, 1, 1, 2, 4, 7, 13, 24, 44, 81, 149, 274, 504, 927, . . . .
In [6], the authors gave some examples on k-Fibonacci numbers in combinatorics
and probability. Also, in [3], the author gave applications in graph theory.
Now, we introduce two new matrices. First, the n by n k-Fibonacci matrix
F(k)n = [f (k)ij ]n is defined as
f (k)ij =
{
gi−j+1 i − j + 1  0,
0 i − j + 1 < 0, (2)
where gn = g(k)n+k−2. Note that f (k)n1 = gn and each column of F(k)n is the
vector of k-Fibonacci numbers. So, the matrix F(k)n is useful to find consecutive




1 0 0 0 0 0
1 1 0 0 0 0
2 1 1 0 0 0
4 2 1 1 0 0
7 4 2 1 1 0
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Second, the n by n k-symmetric Fibonacci matrix Q(k)n = [q(k)ij ]n is defined as
q(k)ij = q(k)ji =
{∑k
l=1 q(k)i,i−l + g1 i = j,∑k
l=1 q(k)i,j−l i + 1  j,
(3)
where q(k)ij = 0 for j  0.
Remark. In the definition of Q(k)n, if q(k)ii =∑kl=1 q(k)i,i−l then the matrix
Q(k)n is zero matrix. So, we have to define q(k)ii =∑kl=1 q(k)i,i−l + g1. Then we
see that for j  1, q(k)1j = q(k)j1 = gj , for j  2, q(k)2j = gj−1g1 + gig2, and
q(k)3j = gj−2g1 + gj−1g2 + gjg3. Thus, by induction on i, i  j , we see that
q(k)ij = gigj + gi−1gj−1 + · · · + g2gj−i+2 + g1gj−i+1,
where gl = g(k)l+k−2. In particular,








1 1 2 4 7 13
1 2 3 6 11 20
2 3 6 11 20 37
4 6 11 22 39 72
7 11 20 39 71 130




In [1,10], the authors gave factorizations of the Pascal matrix and generalized
Pascal matrix. In [9], the authors introduced a group which called the Riordan group,
and they gave three applications in the group. In [8], the authors introduced Riordan
matrix, and they proved that each Riordan matrix R in the group can be factorized
by Pascal matrix P , Catalan matrix C and Fibonacci matrix F as R = PCF . In [4],
the authors gave factorizations of the Fibonacci matrix and discussed the Cholesky
factorization and the eigenvalues of the symmetric Fibonacci matrix.
In this paper, we give factorizations of the matricesF(k)n andQ(k)n, and we con-
sider relationships between g(k)n and the eigenvalues of Q(k)n. Also, we give some
interesting combinatorial identities and inequalities in the k-Fibonacci sequences.
2. Factorizations
In this section, we discuss factorizations ofF(k)n.
Let In be the identity matrix of order n, and let Lk be a k by k lower triangular
matrix as follows:




1 0 0 0 · · · 0
1 1 0 0 · · · 0
1 0 1 0 · · · 0















Set Sl = Lk+1 ⊕ Il , l = 1, 2, . . . Further we define n by n matrices F(k)n =
[1] ⊕F(k)n−1, G1 = In, G2 = In−2 ⊕ L2, G3 = In−3 ⊕ L3, . . . , Gk = In−k ⊕Lk ,
Gk+1 = In−k−1 ⊕ Lk+1, and, for k + 2  l  n, Gl = In−l ⊕ Sl−k−1. In particular,
S0 = Lk+1 and Gn = Sn−k−1.
SinceF(k)k+1S0 =F(k)k+1 for l = k + 1, we have the following lemma.
Lemma 2.1. For k + 1  l  n,
F(k)lSl−k−1 =F(k)l .




1 0 0 0 0 0
0 1 0 0 0 0
0 1 1 0 0 0
0 2 1 1 0 0
0 4 2 1 1 0





1 0 0 0 0 0
1 1 0 0 0 0
1 0 1 0 0 0
1 0 0 1 0 0
0 0 0 0 1 0






1 0 0 0 0 0
1 1 0 0 0 0
2 1 1 0 0 0
4 2 1 1 0 0
7 4 2 1 1 0




As an immediate consequence of Lemma 2.1, we have the following theorem.
Theorem 2.2. The k-Fibonacci matrixF(k)n can be factorized by Gl, 1  l  n,
as follows:
F(k)n = G1G2 · · ·Gn.
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Now we consider another factorization of F(k)n. An n by n matrix C(k)n =




gi j = 1,





g1 0 · · · 0







gn 0 · · · 1

 .
Then, by simple calculation, we have the following theorem.
Theorem 2.3. For n  2,





1 0 0 0 · · · 0
−1 1 0 0 · · · 0
−1 0 1 0 · · · 0


















g1 0 · · · 0







−gn 0 · · · 1

 .
So we have the following corollary.
Corollary 2.4. Let G−1i = Hi for i = 1, 2, . . . , n. Then we have
F(k)−1n = HnHn−1 · · ·H2H1
= (In−2 ⊕ C(k)−12 ) · · · (I1 ⊕ C(k)−1n−1)C(k)−1n .





1 i = j,
−1 i − k  j  i − 1,
0 otherwise.
(5)





1 0 0 · · · · · · · · · 0












































where f˜ (k)i1 = −1 for i = 2, 3, . . . , k + 1.
Now, we consider a factorization of the k-symmetric Fibonacci matrix Q(k)n.
From the definition of Q(k)n, we have the following lemma by induction on i.
Lemma 2.5. For i  j, we have
q(k)ij =
{∑i−1
l=1 q(k)i−l,j + gj−(i−1) 1  i  k,∑k
l=1 q(k)i−l,j + gj−(i−1) i  k + 1.
Theorem 2.6. The Cholesky factorization of Q(k)n is given by
Q(k)n =F(k)nF(k)Tn.
Proof. SinceF(k)n is an invertible matrix, if we haveF(k)−1n Q(k)n =F(k)Tn then
the theorem holds.
Let X = [xij ] =F(k)−1n Q(k)n. From (5) and Lemma 2.5, we have, for 1 
i  k,
xij = q(k)ij − q(k)i−1,j − q(k)i−2,j − · · · − q(k)1,j
= gj−i+1,
and, for i  k + 1,
xij = q(k)ij − q(k)i−1,j − q(k)i−2,j − · · · − q(k)i−k,j
= gj−i+1.
Therefore, we haveF(k)−1n Q(k)n =F(k)Tn . 
From the above Theorems 2.6 and 2.2, we have a factorization of Q(k)n as fol-
lows:
Q(k)n = G1G2 · · ·GnGTn · · ·GT2GT1 .
Furthermore, from Theorem 2.6, we know that Q(k)−1n = [q˜(k)ij ] = (F(k)n×
F(k)Tn)
−1
. Then we see that
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q˜(k)ii =
{
k + 1 i = 1, . . . , n − k,
n + 1 − i i = n + 1 − k, . . . , n, (6)
q˜(k)ij =
{
k − (j − i + 1) j − i  k,
0 j − i  k + 1, (7)
for i = 1, 2, . . . , n − k and j − i  k, and
q˜(k)ij = n − 1 − j, (8)
for i = n − k + 1, . . . , n − 1, j = n − k + 2, . . . , n, and i + 1  j .
From Theorem 2.6, we have the following corollary.
Corollary 2.7. If j is an odd number, then
FnFn−j + · · · + Fj+1F1 =
{
FnFn−(j−1) − Fj if n is an odd,
FnFn−(j−1) if n is an even.
If j is an even number, then
FnFn−j + · · · + Fj+1F1 =
{
FnFn−(j−1) if n is an odd,
FnFn−(j−1) − Fj if n is an even.











n − kl − 1
n − kl − r
)
.
From Theorem 2.6, we see thatF(k)−1n =F(k)TnQ(k)−1n . Thus we have the fol-
lowing corollary.










n − kl − 1
n − kl − r
)
= gn−1 + 2gn−2 + 3gn−3 + · · · + (k − 2)gn−k+2 + (k + 1)gn−k+1
+ (k − 2)gn−k + · · · + 2gn−2k+4 + gn−2k+3 − gn−2k+1.
3. Eigenvalues of Q(k)n
Let D = {x = (x1, x2, . . . , xn) ∈ n : x1  x2  · · ·  xn}, where  is the set
of real numbers. For x, y ∈ D, x ≺ y if ∑ki=1 xi ∑ki=1 yi , k = 1, 2, . . . , n and
82 G.-Y. Lee, J.-S. Kim / Linear Algebra and its Applications 373 (2003) 75–87
if k = n then equality holds. When x ≺ y, x is said to be majorized by y, or y is
said to majorize x. The condition for majorization can be rewritten as following: for
x, y ∈ D, x ≺ y if ∑ki=0 xn−i ∑ki=0 yn−i , k = 0, 1, . . . , n − 2 and if k = n − 1
then equality holds.
The following is an interesting simple fact.
(x¯, . . . , x¯) ≺ (x1, . . . , xn),
where x¯ =∑ni=1 xi/n. More interesting facts about majorization can be found in
[7].
An n × n matrixn = [ωij ]n is doubly stochastic if ωij  0 for i, j = 1, 2, . . . , n,∑n
i=1 ωij = 1, j = 1, 2, . . . , n, and
∑n
j=1 ωij = 1, i = 1, 2, . . . , n. In 1929, Hardy,
Littlewood and Polya proved that a necessary and sufficient condition that x ≺ y is
that there exists a doubly stochastic matrix n such that x = yn.
We know both the eigenvalues and the main diagonal elements of a real sym-
metric matrix, are real numbers. The precise relationship between the main diagonal
elements and the eigenvalues is given by the notion of majorization as following: the
vector of eigenvalues of a symmetric matrix majorize the main diagonal elements of
the matrix.
Let A be an m by n matrix. For index sets α ⊆ {1,2, . . . , m} and β ⊆ {1, 2, . . . , n},
we denote the submatrix that lies in the rows of A indexed by α and the columns
indexed by β as A(α, β). If m = n and α = β, the submatrix A(α, α) is a principal
submatrix of A and is abbreviated A(α). We denote by Ai the leading principal
submatrix of A determined by the first i rows and columns, Ai ≡ A({1, 2, . . . , i}),
i = 2, . . . , n. Note that if A is Hermitian, so is each Ai , and therefore each Ai has a
real determinant.
From Theorem 2.6, the positive semidefiniteness of Q(k)n is trivial, and since the
nonsingularity of the Q(k)n is leaded from the nonsingularity ofF(k)n, so Q(k)n is
a positive definite matrix. Thus, the eigenvalues of Q(k)n are all positive.
Let λ(k)1, λ(k)2, . . . , λ(k)n be the eigenvalues of Q(k)n. And, set(
















(n − i + 1)g2i ,
we have(
q(k)nn, q(k)n−1,n−1, . . . , q(k)22, q(k)11
) ≺ (λ(k)1, λ(k)2, . . . , λ(k)n).
In particular, since Q(2)n =F(2)nF(2)Tn and
∑j
i=1 F 2i = Fj+1Fj , we see that(
Fn+1Fn, FnFn−1, . . . , F2F1
) ≺ (λ(2)1, λ(2)2, . . . , λ(2)n).
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From Corollary 2.7 and (1), we have the following corollaries.











i=1 λ(2)i if n is an odd,√∑n
i=1 λ(2)i + 1 if n is an even.












If n is an even number, then
√










Let s(k)n =∑ni=1 λ(k)i . Then, we have(
s(k)n
n




≺ (λ(k)1, λ(k)2, . . . , λ(k)n),
and λ(k)n  s(k)n/n  λ(k)1.
From (6), we see that















































In the next theorem, we have a majorization of the eigenvalues of Q(k)n.


















≺ (λ(k)1, λ(k)2, . . . , λ(k)n).
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Proof. Let (k)n = [ω(k)ij ] be an n by n matrix as follows:
ω(k)ij = 1 − ω(k)in




























Then, we see that ω(k)in  0, i = 1, 2, . . . , n,




+ · · · + 1
nτλ(k)n
= 1,
(n − 1)1 − ω(k)in
n − 1 + ω(k)in = 1,
and
1 − ω(k)1n
n − 1 +
1 − ω(k)2n




n − 1 (n − (ω(k)1n + ω(k)2n + · · · + ω(k)nn))
= 1.
Thus, (k)n is a doubly stochastic matrix. Furthermore,






n − 1 + λ(k)2
1 − ω(k)2n


















































≺ (λ(k)1, λ(k)2, . . . , λ(k)n). 
From (9), we have the following lemma.
Lemma 3.4. For i = 1, 2, 3, . . . , k,
2
i(i + 1)  λ(k)i .
And, for i = k + 1, k + 2, . . . , n,
2
(k + 1)(2i − k)  λ(k)i .





+ · · · + 1
λ(k)i











i(i + 1)  λ(k)i,
for i = 1, 2, 3, . . . , k.
If k + 1  i  n, then
1
λ(k)1




+ · · · + 1
λ(k)i
 k(k + 1)
2






 (k + 1)(2i − k)
2
.
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Therefore,
2
(k + 1)(2i − k)  λ(k)i, for i = k + 1, k + 2, . . . , n. 












(k + 1)(2j − k)

 λ(k)1λ(k)2 · · · λ(k)n
= 1. (11)
In the next theorem, we give a bound for the eigenvalues of Q(k)n.







(k+1)(2n−k) . For j = 0, 1,
2, . . . , n − (k + 1),
2
(k + 1)(2n − 2j − k)  λ(k)n−j  σ(k)n,
and for j = n − k, . . . , n − 2,
2






















 λ(k)1 and λ(k)n  1τ . By
Lemma 3.4 and (11), we have
2











By Theorem 3.3, we have
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(k + 1)(2n − k) .
Thus,
2
(k + 1)(2n − 2j − k)  λ(k)n−j  σ(k)n,
for j = 0, 1, 2, . . . , n − (k + 1), and,
2
(n − j)(n − j + 1)  λ(k)n−j  σ(k)n,
for j = n − k, . . . , n − 2. 
In particular, since s(k)n =∑ni=1 λ(k)i =∑ni=1(n − i + 1)g2i , we have the fol-
lowing corollary.
Corollary 3.6. For positive integer n  2,
n∑
i=1
(n − i + 1)F 2i  3n−1(n − 1)! · (n − 1) +
n
3(n − 1) .
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