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We compute nonequilibrium dynamics of plasma instabilities in classical-statistical lattice gauge theory
in 3 + 1 dimensions. The simulations are done for the ﬁrst time for the SU(3) gauge group relevant for
quantum chromodynamics. We ﬁnd a qualitatively similar behavior as compared to earlier investigations
in SU(2) gauge theory. The characteristic growth rates are about 25% lower for given energy density,
such that the isotropization process is slower. Measured in units of the characteristic screening mass, the
primary growth rate is independent of the number of colors.
© 2009 Elsevier B.V. Open access under CC BY license. 1. Introduction
The theoretical understanding of the apparent fast thermaliza-
tion in collision experiments of heavy nuclei at the Relativistic
Heavy Ion Collider provides a challenge for theory. It was noticed
that plasma instabilities in the locally anisotropic medium might
play an important role for a rapid isotropization of the equation
of state, which is relevant to explain the observed hydrodynamic
behavior [1–5]. Extensive studies have been carried out for SU(2)
pure gauge theory using the hard-loop effective theory of soft ex-
citations, which is based on collisionless kinetic theory for hard
particles coupled to a soft classical ﬁeld.1 This approach neglects
quantum corrections and may also be considered as an approxi-
mation of the classical-statistical ﬁeld theory limit of the respec-
tive quantum gauge theory [3,4]. Classical-statistical lattice gauge
theory provides a quantitative description in the presence of suf-
ﬁciently large energy density or occupation numbers per mode.
The simulations are done by numerical integration of the classi-
cal lattice equations of motion and Monte Carlo sampling of initial
conditions.
In this work we present for the ﬁrst time classical-statistical lat-
tice gauge theory simulations for the SU(3) gauge group in 3 + 1
dimensions, relevant for quantum chromodynamics (QCD). Simula-
tions using the hard-loop approximation for SU(3) gauge group in
1+ 1 dimensions have been done in Ref. [5]. Though the dynamics
in one and three spatial dimensions are known to be very different,
it is not expected that SU(3) results will qualitatively change as
compared to those previously obtained for SU(2), however a quan-
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1 For numerical simulations which take into account the backreaction of the soft
ﬁelds on the hard particles using a Boltzmann–Vlasov treatment see [2]. Studies
using transport or kinetic equations were also carried out [6] in the spirit of the
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Open access under CC BY license. titative estimate of the involved time scales seems imperative. This
work is a follow-up to our previous studies concerning the numer-
ically less demanding gauge group SU(2) [4]. In this Letter we only
describe the relevant changes and refer to that reference for fur-
ther computational details. We ﬁnd a qualitatively similar behavior
as compared to the earlier investigations in SU(2) gauge theory,
but for given initial energy density the characteristic growth rates
are about 25% lower such that the isotropization process is slower.
The Letter is organized as follows. In Section 2, we outline the
setup of our calculations, and the algorithm for solving the equa-
tions of motions for the SU(3) group. In Section 3 we present the
results of the calculations and explain the dependence of growth
rates on the gauge group in terms of diagrammatics. We conclude
in Section 4.
2. Classical-statistical gauge ﬁeld theory on a lattice
Following Ref. [4] we use the Wilsonian lattice action on a
(3+ 1)-dimensional Minkowskian lattice,
S[U ] = −β0
∑
x
∑
i
{
1
2Tr1
(TrUx,0i + TrU †x,0i) − 1
}
+ βs
∑
x
∑
i, j
i< j
{
1
2Tr1
(TrUx,i j + TrU †x,i j) − 1
}
, (1)
written in terms of plaquette variables
Ux,μν ≡ Ux,μUx+μˆ,νU †x+νˆ,μU †x,ν , (2)
where U †x,νμ = Ux,μν . Here Ux,μ denotes the link variable which
is the parallel transporter associated with the link from the neigh-
boring lattice point x+ μˆ to the point x ≡ (t,x) in the direction of
the lattice axis μ = 0,1,2,3. The lattice parameters are deﬁned as
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g20
, βs ≡ 2Tr1
g2s γ
, (3)
where γ ≡ as/at is the ratio of the spatial and temporal lattice
spacings, and we will consider g0 = gs = g as the coupling con-
stant of the lattice theory.
Varying the action (1) w.r.t. the spatial link variables Ux, j yields
the leapfrog-type equations of motion
Ebj (t,x) = Ebj (t − at ,x)
− 2
γ 2asat g
∑
k
{
ImTr
(
λbUx, jU (x+ jˆ),kU
†
(x+kˆ), jU
†
x,k
)
+ ImTr(λbUx, jU †
(x+ jˆ−kˆ),kU
†
(x−kˆ), jU (x−kˆ),k
)}
, (4)
where λb are the generators of SU(N) satisfying Tr(λaλb) = 12 δab .
In the case of SU(2) these can be related to the Pauli matrices σ a
through λa = 12σ a . For SU(3), the generators are given by the Gell-
Mann matrices divided by two. The electric ﬁelds in Eq. (4) are
Ebj (x) =
2
asat g
ImTr
(
Ux,0 jλ
b). (5)
Varying the action (1) w.r.t. to a temporal link gives the Gauss con-
straint
3∑
j=1
[
Ebj (x) − U †x− jˆ, j E
b
j (x− jˆ)Ux− jˆ, j
]= 0. (6)
Using the gauge freedom the dynamics is computed in tempo-
ral axial gauge, which is deﬁned by the gauge condition Ux,0 = 1.
This choice still leaves the possibility of a time-independent gauge
ﬁxing which we do not specify. The algorithm for the numerical
simulation may be summarized as follows2:
1. Using Ebj (t − at ,x) and U(t,x), j the electric ﬁeld is evolved to
Ebj (t,x) with (4).
2. The temporal plaquette U(t,x),0 j ∈ SU(N) is calculated which
satisﬁes
ImTr(U (t,x),0 jλb) = 12asat gEbj (t,x).
3. The link variable U (t+at ,x), j is determined at the next time step
from the deﬁning equation of the temporal plaquette in tem-
poral axial gauge: U (t+at ,x), j = U (t,x),0 jU (t,x), j .
The main difference between the algorithms for SU(2) and SU(3)
occurs in step 2. For U ∈ SU(2) and given ImTr(Uσ a) = 2ba , with
a = 1,2,3, one can represent U as U = √1− baba1+ ibaσ a for the
solution which is close to the unit matrix.
For SU(3) (and SU(N) with N  3 in general) there is no simple
corresponding procedure in step 2 and we solve for the temporal
plaquette numerically. For a general complex 3 × 3 matrix, which
we use in the program, there are 18 real variables (3× 3 complex
numbers) and 28 real, but not independent, equations (8 from (5),
2 from detUx,0 j = 1, and 18 from Ux,0 jU †x,0 j = 1). Since one only
needs 18 equations, we use part of the unitarity equation: com-
ponents 12, 13, and 23, and the real part of components 11 and
22 because the imaginary parts do not give any constraints on the
variables. These equations are solved with the multi-dimensional
Newton method [8]. The fastest simulation speed was achieved by
using the unit matrix as a starting point of the Newton method,
which typically leads to convergence in about 3–4 steps. Since for
2 Another simulation algorithm would be the Hamiltonian algorithm [9], which
keeps track of the electric ﬁelds Ebj (x) in the Lie algebra space instead of the link
variables in group space. This way one would need to calculate exponentials of ma-
trices to calculate the time evolution of the spatial links.every new link variable one has to iterate the Newton method in
18 dimensions a few times, the SU(3) simulation is considerably
slower than the corresponding SU(2) simulation.
The initial Gaussian probability functional is chosen as in
Ref. [4] such that
〈∣∣Abj (t = 0,p)∣∣2〉= A˜
2
(2π)3/2	2	z
exp
{
− p
2
x + p2y
2	2
− p
2
z
2	2z
}
, (7)
where the gauge ﬁelds are calculated from the link variables using
Abj (t,x) =
2
a j g
ImTr
(
U (t,x), jλ
b). (8)
We consider Eaj = − A˙aj = 0 at t = 0 fulﬁlling the Gauss constraint
(6). We typically choose 	z  	, and the distribution is practically
δ(pz)-like on the lattice. Here 	 determines the typical transverse
momentum of the gluons and may be associated with the satu-
ration scale Q s at time Q −1s in the saturation scenario [7]. We
solve the equations of motion with the aforementioned algorithm
for a set of initial conﬁgurations sampled according to Eq. (7) and
compute expectation values as averages over the results from the
individual runs.
The local energy density in lattice units is determined by the
action as
εˆ(t,x) ≡ 6
g2
(
γ 2
∑
j
1− TrUx,0 j + TrUx, j0
6
+
∑
j<k
1− TrUx, jk + TrUx,kj
6
)
(9)
and we denote its average value by εˆ ≡ 〈εˆ(t,x)〉. We choose the
factor A˜ appearing in Eq. (7) such that εˆ = 0.05. For the conversion
to physical units we ﬁx the lattice spacing as from the relation be-
tween the physical average energy density and its lattice analogue
according to ε = εˆ ·a−4s . If g is taken to be different from one then
the lattice spacing is altered by a factor 1/
√
g , which follows from
Eq. (9). The values for as will not be altered signiﬁcantly as long
as g ∼O(1). For later reference, we note that the relation between
εˆ,N and A˜ is approximately given by
εˆ(t,x) ≈ a
4
s
2
∑
j
N2−1∑
a=1
{(
Eaj(t,x)
)2 + (Baj(t,x))2}∼ (N2 − 1) A˜2 (10)
for our initial conditions, where the magnetic ﬁelds are calculated
from the spatial plaquettes according to
Bbj (x) = ε jkl
1
a2s g
ImTr
(
Ux,klλ
b), (11)
similarly to the electric ﬁelds (5).
3. Results
Fig. 1 shows the nonequilibrium time evolution of the color-
averaged squared modulus of two different Fourier coeﬃcients
A(t,p) of the gauge ﬁeld in three spatial dimensions. They are dis-
played as a function of time, normalized by the corresponding ﬁeld
values at initial time, where time is measured in appropriate units
of the initial energy density ε. The lattice size is 643 and the initial
transverse width 	 = 1.06ε1/4. Here 〈|A(t,p)|2〉 may be associated
to a particle number divided by frequency.
For comparison we show the SU(3) results together with the
corresponding SU(2) results. The behavior of both gauge groups
is qualitatively very similar. The plotted low-momentum modes
clearly show exponential growth starting at the very beginning of
212 J. Berges et al. / Physics Letters B 677 (2009) 210–213Fig. 1. Fourier coeﬃcients of the squared modulus of the gauge ﬁeld versus time for
three different momenta parallel to the z-axis. Compared is the time evolution of
SU(2) and SU(3) gauge ﬁelds for the same energy density ε.
Fig. 2. The primary and secondary growth rates for the SU(2) and SU(3) gauge the-
ory using the same energy density. The employed lattice sizes are 643 and 963. The
exponential growth was ﬁtted from an average of ca. 20 and ca. 100 runs for the
SU(3) and SU(2) gauge groups, respectively.
the simulation. In contrast to these “primary” instabilities occur-
ring at low momenta, one observes from Fig. 1 that gauge ﬁeld
modes at suﬃciently high momenta do not grow initially. The
higher wave number modes typically exhibit exponential growth
at a “secondary” stage that sets in later, but with a signiﬁcantly
larger growth rate. The secondaries arise from ﬂuctuation effects
induced by the growth in the lower momentum modes, which
can be explained by taking into account (2PI) resummed loop di-
agrams beyond the hard-loop approximation as discussed in detail
for SU(2) gauge theory in Ref. [4]. In that case it has been shown
that the exponential growth saturates when all loop diagrams be-
come of order one, which leads to a subsequent slow evolution
towards a power-law regime.3 Since the fastest growing mode in
SU(2) gauge theory grows earlier to sizes where loop effects for
higher modes become important, one observes from Fig. 1 that the
secondary growths also start earlier compared to the SU(3) case.
Fig. 2 displays the momentum dependence of the growth rates
for 〈|A(t,p)|2〉 obtained from a ﬁt to an exponential, which is done
separately for the primary and secondary growth rates. One ob-
serves that while the primary rates are approximately 25% bigger
3 For related discussions in the context of scalar inﬂaton dynamics in the early
universe see Refs. [10,11], and [12] for gauge ﬁelds.Fig. 3. The tadpole diagram whose non-vacuum part determines mT as described in
the main text.
for SU(2), the secondary rates can be similar within the given er-
rors. The dependence of the primary growth rates on the gauge
group can be understood from a diagrammatic analysis as follows.
As outlined in Section 2, the overall gauge ﬁeld amplitude A˜ de-
ﬁned in (7) is chosen such that the average lattice energy density
εˆ has a prescribed value. For simulations of different gauge groups
SU(N1) and SU(N2) at the same εˆ using initial conditions sampled
from (7) with identical 	 and 	z , Eq. (10) implies that the respec-
tive overall gauge ﬁeld amplitudes A˜ are related according to
(
N21 − 1
)
A˜2SU(N1) =
(
N22 − 1
)
A˜2SU(N2). (12)
Plugging in the relevant numbers we ﬁnd for SU(2) and SU(3)
A˜2SU(3) =
3
8
A˜2SU(2). (13)
In Ref. [4] we have analyzed for SU(2) gauge theory relevant
diagrammatic contributions to the nonequilibrium evolution at var-
ious characteristic time scales, which holds along the same lines
for SU(3). As a characteristic self-energy contribution relevant for
the primary growth rates at early times, we consider the non-
vacuum part m2T of the tadpole diagram shown in Fig. 3. For SU(N)
gauge theory the parametric N-dependence of that contribution is
m2T ,SU(N) ∼ N A˜2SU(N), (14)
which implies
m2T ,SU(N1)
m2T ,SU(N2)
= N1
N2
A˜2SU(N1)
A˜2SU(N2)
(15)
at ﬁxed εˆ. Using Eq. (13) we can thus compare the change in mT
when going from SU(2) to SU(3) at ﬁxed energy density which
amounts to
mT ,SU(3) = 34mT ,SU(2). (16)
Fig. 4 shows that the classical-statistical simulations for SU(2) and
SU(3) gauge theory give indeed approximately the same results for
primary growth rates in units of the respective mT .4
In order to obtain an estimate in physical units one may con-
sider an initial energy density of about 5–25 GeV/fm3 for RHIC
experiments, and a projected factor of about two more for LHC
energies. The inverse of the maximum primary growth rate for
|A(t,p)|2 then leads to the characteristic time scales
γ −1max. pr.  1.6–2.4 fm/c (RHIC), (17)
γ −1max. pr.  1.3–2.0 fm/c (LHC). (18)
The results are rather insensitive to the precise value of the ini-
tial energy density because they scale with the fourth root of  .
For comparison, a time scale associated with the largest observed
4 This mass may be directly related to m∞ in the ‘hard loop’ approximation, cal-
culated from the anisotropic distribution of the hard modes [1]. Note that for our
case mT does not scale with N like the thermal mass, because we keep the energy
density ﬁxed, which results in different temperatures for theories with different
numbers of degrees of freedom.
J. Berges et al. / Physics Letters B 677 (2009) 210–213 213Fig. 4. Comparison of classical-statistical simulation results for the primary growth
rates as a function of momentum for SU(2) and SU(3) gauge theories, measured in
units of the respective mT . The same parameters are used as in Fig. 1.
secondary growth rate is about a factor of three shorter than what
is given in (17). However, even though secondaries can reach con-
siderably higher growth rates than primaries, they start later. As
a consequence, a certain range of higher momentum modes can
‘catch up’ with initially faster growing infrared modes before the
exponential growth stops, as seen in Fig. 1. This leads to a rel-
atively fast effective isotropization of a ﬁnite momentum range,
while higher momentum modes do not isotropize on a time scale
characterized by plasma instabilities.
We study the process of isotropization in terms of the local en-
ergy density (9) which is a gauge invariant quantity. For this, we
Fourier transform εˆ(t,x) with respect to x and compute the abso-
lute value of the ratio
εˆ(t,pL)
εˆ(t,pT )
with pL ‖ zˆ, pT ⊥ zˆ, and |pL | = |pT |. (19)
If at some time t the system reaches an isotropic state the mean
absolute value of (19) has to be one for all momenta. The time evo-
lution of (19) is depicted in Fig. 5 for several momenta. Similarly
to the SU(2) case one observes that the low-momentum modes of
the energy density isotropize, while the high-momentum modes
are still anisotropic after the instability growth ends.
Inspecting Fig. 5 one sees that the Fourier coeﬃcients of εˆ be-
come isotropic up to approximately |p|  1 − 2ε1/4 at the time of
saturation. Using the same values for the physical energy density ε
as for (17) one ﬁnds effective isotropization up to a characteristic
momentum of about
|p| 1 GeV, (20)
which approximately agrees with the case of the SU(2) gauge the-
ory.
4. Conclusions
Non-Abelian plasma instabilities in SU(3) gauge theory rele-
vant for QCD exhibit a qualitatively similar behavior as previously
observed for the SU(2) group. The main quantitative differences
concern the reduction of primary growth rates by about 25% for
given initial energy density. These differences can be related to
the parametric dependence on the number of colors of one-loop
corrections to the self-energy. As a consequence, we ﬁnd that the
properly rescaled primary growth rates agree even quantitatively
rather well for the different gauge groups. Though the nonlinear
dynamics underlying the secondary growth rates leads to remain-
ing quantitative differences between SU(3) and SU(2), this factFig. 5. The ratio of the longitudinal and transverse modes of the Fourier transform of
the spatially dependent energy density for various momenta, measured on N3 = 643
lattices, for the SU(3) gauge group.
is less important for phenomenology. The primary growth rates
determine the characteristic time scales for isotropization at low
momenta, which turns out to be (even) slower than previously
suggested by SU(2) results.
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