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Abstract
The distribution gcl of a Gibbs cluster point process in X = Rd (with i.i.d. random
clusters attached to points of a Gibbs configuration with distribution g) is studied
via the projection of an auxiliary Gibbs measure gˆ in the space of configurations
γˆ = {(x, y¯)} ⊂ X × X, where x ∈ X indicates a cluster “center” and y¯ ∈ X :=⊔
nX
n represents a corresponding cluster relative to x. We show that the measure
gcl is quasi-invariant with respect to the group Diff0(X) of compactly supported
diffeomorphisms of X , and prove an integration-by-parts formula for gcl. The
associated equilibrium stochastic dynamics is then constructed using the method
of Dirichlet forms. These results are quite general; in particular, the uniqueness
of the background Gibbs measure g is not required. The paper is an extension
of the earlier results for Poisson cluster measures [J. Funct. Analysis 256 (2009)
432–478], where a different projection construction was utilized specific to this
“exactly soluble” case.
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1. Introduction
The concept of particle configurations is instrumental in mathematical mod-
elling of multi-component stochastic systems. Rooted in statistical mechanics and
theory of point processes, the development of the general mathematical frame-
work for suitable classes of configurations has been a recurrent research theme
fostered by widespread applications across the board, including quantum physics,
astrophysics, chemical physics, biology, ecology, computer science, economics,
finance, etc. (see an extensive bibliography in [9]).
In the past 15 years or so, there has been a more specific interest in the analysis
on configuration spaces. To fix basic notation, let X be a topological space (e.g.,
a Euclidean space X = Rd), and let ΓX = {γ} be the configuration space over
X , that is, the space of countable subsets (called configurations) γ ⊂ X without
accumulation points. Albeverio, Kondratiev and Ro¨ckner [2, 3] have proposed
an approach to configuration spaces ΓX as infinite-dimensional manifolds, based
on the choice of a suitable probability measure µ on ΓX which is quasi-invariant
with respect to Diff0(X), the group of compactly supported diffeomorphisms of
X . Providing that the measure µ can be shown to satisfy an integration-by-parts
formula, one can construct, using the theory of Dirichlet forms, an associated
equilibrium dynamics (stochastic process) on ΓX such that µ is its invariant mea-
sure [2, 3, 22] (see [1, 3, 4, 26] and references therein for further discussion of
various theoretical aspects and applications).
This general programme has been first implemented in [2] for the Poisson
measure µ on ΓX , and then extended in [3] to a wider class of Gibbs measures,
which appear in statistical mechanics of classical continuous gases. In the Poisson
case, the canonical equilibrium dynamics is given by the well-known independent
particle process, that is, an infinite family of independent (distorted) Brownian
motions started at the points of a random Poisson configuration. In the Gibbsian
case, the equilibrium dynamics is much more complex due to interaction between
the particles.
In our earlier papers [6, 7], a similar analysis was developed for a different
class of random spatial structures, namely Poisson cluster point processes, fea-
tured by spatial grouping (“clustering”) of points around the background random
(Poisson) configuration of invisible “centers”. Cluster models are well known in
the general theory of random point processes [8, 9] and are widely used in nu-
merous applications ranging from neurophysiology (nerve impulses) and ecology
(spatial aggregation of species) to seismology (earthquakes) and cosmology (con-
stellations and galaxies); see [7, 8, 9] for some references to original papers.
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Our technique in [6, 7] was based on the representation of a given Poisson clus-
ter measure on the configuration space ΓX as the projection image of an auxiliary
Poisson measure on a more complex configuration space ΓX over the disjoint-
union space X :=
⊔
nX
n
, with “droplet” points y¯ ∈ X representing individual
clusters (of variable size). The principal advantage of this construction is that it
allows one to apply the well-developed apparatus of Poisson measures to the study
of the Poisson cluster measure.
In the present paper,3 our aim is to extend this approach to a more general class
of Gibbs cluster measures on the configuration space ΓX , where the distribution
of cluster centers is given by a Gibbs (grand canonical) measure g ∈ G (θ, Φ) on
ΓX , with a reference measure θ on X and an interaction potential Φ. We focus
on Gibbs cluster processes in X = Rd with i.i.d. random clusters of random size.
Let us point out that we do not require the uniqueness of the Gibbs measure, so
our results are not affected by possible “phase transitions” (i.e., non-uniqueness
of g ∈ G (θ, Φ)). Under some natural smoothness conditions on the reference
measure θ and the distribution η of the generic cluster, we prove the Diff0(X)-
quasi-invariance of the corresponding Gibbs cluster measure gcl (Section 3.2),
establish the integration-by-parts formula (Section 3.3) and construct the associ-
ated Dirichlet operator, which leads to the existence of the equilibrium stochastic
dynamics on the configuration space ΓX (Section 4).
Unlike the Poisson cluster case, it is now impossible to work with the mea-
sure arising in the space ΓX of droplet configurations γ¯ = {y¯}, which is hard to
characterize for Gibbs cluster measures. Instead, in order to be able to pursue
our projection approach while still having a tractable pre-projection measure, we
choose the configuration space ΓZ over the setZ := X×X, where each configura-
tion γˆ ∈ ΓZ is a (countable) set of pairs z = (x, y¯) with x ∈ X indicating a cluster
center and y¯ ∈ X representing a cluster attached to x. A crucial step is to show that
the corresponding measure gˆ on ΓZ is again Gibbsian, with the reference measure
σ = θ ⊗ η and a “cylinder” interaction potential Φˆ(γˆ) := Φ(p(γˆ)), where Φ is
the original interaction potential associated with the background Gibbs measure
g and p is the operator on the configuration space ΓZ projecting a configuration
γˆ = {(x, y¯)} to the configuration of cluster centers, γ = {x}. We then project the
Gibbs measure gˆ from the “higher floor” ΓZ directly to the configuration space ΓX
(thus skipping the “intermediate floor” ΓX), and show that the resulting measure
coincides with the original Gibbs cluster measure gcl (Section 2).
3Some of our results have been announced in [5] (in the case of clusters of fixed size).
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In fact, it can be we shown (Section 2.3) that any cluster measure µcl on ΓX can
be obtained by a similar projection from ΓZ . Even though it may not always be
possible to find an intrinsic characterization of the corresponding lifted measure
µˆ on the configuration space ΓZ (unlike the Poisson and Gibbs cases), we expect
that the projection approach can be instrumental in the study of more general
cluster point processes by a reduction to point processes in more complex phase
spaces but with a simpler correlation structure. We intend to develop these ideas
elsewhere.
2. Gibbs cluster measures via projections
In this section, we start by recalling some basic concepts and notations for ran-
dom point processes and associated probability measures in configuration spaces
(Section 2.1), followed in Section 2.2 by a definition of a general cluster point
process (CPP). In Section 2.3, we explain our main “projection” construction al-
lowing one to represent CPPs in the phase space X in terms of auxiliary measures
on a more complex configuration space involving Cartesian powers of X . The
implications of such a description are discussed in greater detail for the particular
case of Gibbs CPPs (Sections 2.4, 2.5).
2.1. Probability measures on configuration spaces
Let X be a Polish space equipped with the Borel σ-algebra B(X) generated by
the open sets. Denote Z+ := Z+∪{∞}, where Z+ := {0, 1, 2, . . . }, and consider
a space X built from all Cartesian powers of X , that is, the disjoint union
X :=
⊔
n∈Z+
Xn, (2.1)
includingX0 = {∅} and the space X∞ of infinite sequences (x1, x2, . . . ). That is,
x¯ = (x1, x2, . . . ) ∈ X if and only if x¯ ∈ Xn for some n ∈ Z+. We take the liberty
to write xi ∈ x¯ if xi is a coordinate of the “vector” x¯. The space X is endowed
with the natural disjoint union topology induced by the topology in X .
Remark 2.1. Note that a set K ⊂ X is compact if and only if K =
⊔N
n=0Kn,
where N <∞ and Kn are compact subsets of Xn, respectively.
Remark 2.2. X is a Polish space as a disjoint union of Polish spaces.
Denote byN (X) the space of Z+-valued measures N(·) on B(X) with count-
able (i.e., finite or countably infinite) support. Consider the natural projection
X ∋ x¯ 7→ p(x¯) :=
∑
xi∈x¯
δxi ∈ N (X), (2.2)
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where δx is the Dirac measure at point x ∈ X . That is to say, under the map p
each vector from X is “unpacked” into its components to yield a countable aggre-
gate of (possibly multiple) points in X , which can be interpreted as a generalized
configuration γ,
p(x¯)↔ γ :=
⊔
xi∈x¯
{xi}, x¯ = (x1, x2, . . . ) ∈ X. (2.3)
In what follows, we interpret the notation γ either as an aggregate of points
in X or as a Z+-valued measure or both, depending on the context. Even though
generalized configurations are not, strictly speaking, subsets ofX (because of pos-
sible multiplicities), it is convenient to use set-theoretic notations, which should
not cause any confusion. For instance, we write γ ∩ B for the restriction of con-
figuration γ to a subset B ∈ B(X). For a function f : X → R we denote
〈f, γ〉 :=
∑
xi∈γ
f(xi) ≡
∫
X
f(x) γ(dx). (2.4)
In particular, if 1B(x) is the indicator function of a set B ∈ B(X) then 〈1B, γ〉 =
γ(B) is the total number of points (counted with their multiplicities) in γ ∩ B.
Definition 2.1. A configuration space Γ ♯X is the set of generalized configurations
γ in X , endowed with the cylinder σ-algebra B(Γ ♯X) generated by the class of
cylinder sets C nB := {γ ∈ Γ
♯
X : γ(B) = n}, B ∈ B(X), n ∈ Z+ .
Remark 2.3. It is easy to see that the map p : X→ Γ ♯X defined by formula (2.3) is
measurable.
In fact, conventional theory of point processes (and their distributions as prob-
ability measures on configuration spaces) usually rules out the possibility of ac-
cumulation points or multiple points (see, e.g., [9]).
Definition 2.2. A configuration γ ∈ Γ ♯X is said to be locally finite if γ(B) <∞ for
any compact set B ⊂ X . A configuration γ ∈ Γ ♯X is called simple if γ({x}) ≤ 1
for each x ∈ X . A configuration γ ∈ Γ ♯X is called proper if it is both locally finite
and simple. The set of proper configurations will be denoted by ΓX and called
the proper configuration space over X . The corresponding σ-algebra B(ΓX) is
generated by the cylinder sets {γ ∈ ΓX : γ(B) = n} (B ∈ B(X), n ∈ Z+).
Like in the standard theory based on proper configuration spaces (see, e.g.,
[9, § 6.1]), every probability measure µ on the generalized configuration space Γ ♯X
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can be characterized by its Laplace functional (cf. [7])
Lµ(f) :=
∫
Γ ♯X
e−〈f,γ〉 µ(dγ), f ∈ M+(X), (2.5)
where M+(X) is the class of measurable non-negative functions on X .
2.2. Cluster point processes
Let us recall the notion of a general cluster point process (CPP). Its realizations
are constructed in two steps: (i) a background random configuration of (invisible)
“centers” is obtained as a realization of some point process γc governed by a
probability measure µc on Γ ♯X , and (ii) relative to each center x ∈ γc, a set of
observable secondary points (referred to as a cluster centered at x) is generated
according to a point process γ ′x with probability measure µx on Γ
♯
X (x ∈ X).
The resulting (countable) assembly of random points, called the cluster point
process, can be symbolically expressed as
γ =
⊔
x∈γc
γ ′x ∈ Γ
♯
X ,
where the disjoint union signifies that multiplicities of points should be taken into
account. More precisely, assuming that the family of secondary processes γ ′x(·) is
measurable as a function of x ∈ X , the integer-valued measure corresponding to
a CPP realization γ is given by
γ(B) =
∫
X
γ ′x(B) γc(dx) =
∑
x∈γc
γ ′x(B), B ∈ B(X). (2.6)
In what follows, we assume that (i) X is a linear space (e.g., X = Rd) so
that translations X ∋ y 7→ y + x ∈ X are defined, and (ii) random clusters
are independent and identically distributed (i.i.d.), being governed by the same
probability law translated to the cluster centers, so that, for any x ∈ X , we have
µx(A) = µ0(A− x) (A ∈ B(Γ ♯X).
In turn, the measure µ0 on Γ ♯X determines a probability distribution η in X
which is symmetric with respect to permutations of coordinates. Conversely, µ0
is a push-forward of the measure η under the projection map p : X→ Γ ♯X defined
by (2.3), that is,
µ0 = p
∗η ≡ η ◦ p−1. (2.7)
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Remark 2.4. Unlike the standard CPP theory when sample configurations are pre-
sumed to be a.s. locally finite (see, e.g., [9, Definition 6.3.I]), the description of the
CPP given above only implies that its configurations γ are countable aggregates
in X , but possibly with multiple and/or accumulation points, even if the back-
ground point process γc is proper. Therefore, the distribution µ of the CPP (2.6)
is a probability measure defined on the space Γ ♯X of generalized configurations. It
is a matter of interest to obtain conditions in order that µ be actually supported on
the proper configuration space ΓX , and we shall address this issue in Section 2.4
below for Gibbs CPPs (see [7] for the case of Poisson CPPs).
The following fact is well known in the case of CPPs without accumulation
points (see, e.g., [9, § 6.3]); its proof in the general case is essentially the same
(see [7, Proposition 2.5]).
Proposition 2.1. Let µcl be a probability measure on (Γ ♯X ,B(Γ
♯
X)) determined by
the probability distribution of a CPP (2.6). Then its Laplace functional is given,
for all functions f ∈ M+(X), by
Lµcl(f) =
∫
Γ ♯X
∏
x∈γc
(∫
X
exp
(
−
∑
yi∈y¯
f(yi + x)
)
η(dy¯)
)
µc(dγc). (2.8)
2.3. A projection construction of cluster measures on configurations
Denote Z := X × X, and consider the space Γ ♯Z = {γˆ} of (generalized) con-
figurations in Z . Let pX : Z → X be the natural projection to the first coordinate,
Z ∋ z = (x, y¯) 7→ pX(z) := x ∈ X, (2.9)
and consider its pointwise lifting to the configuration space Γ ♯Z (preserving the
same notation pX), defined as follows
Γ ♯Z ∋ γˆ 7→ pX(γˆ) :=
⊔
z∈ γˆ
{pX(z)} ∈ Γ
♯
X . (2.10)
Let µcl denote the probability measure on the configuration space Γ ♯X associ-
ated with an i.i.d. cluster point process (see Section 2.2), specified by measures µc
on Γ ♯X and η on X.
Definition 2.3. Let us define a probability measure µˆ on Γ ♯Z as the distribution of
random configurations γˆ over Z obtained from configurations γ ∈ Γ ♯X by attach-
ing to each point x ∈ γ an i.i.d. random vector y¯x with distribution η:
Γ ♯X ∋ γc 7→ γˆ :=
⊔
x∈γc
{(x, y¯x)} ∈ Γ
♯
Z . (2.11)
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Geometrically, the construction (2.11) may be viewed as random i.i.d. pointwise
translations of configurations γ fromX into the “plane”Z = X×X. The measure
µˆ so obtained may be expressed in the differential form as a skew product
µˆ(dγˆ) = µc(pX(dγˆ))
⊗
z∈γˆ
η(pX(dz)), γˆ ∈ Γ
♯
Z . (2.12)
Equivalently, for any function F ∈ M+(Γ ♯Z),∫
Γ ♯Z
F (γˆ) µˆ(dγˆ) =
∫
Γ ♯X
(∫
X∞
F
( ⋃
x∈γ
{(x, y¯)}
)⊗
x∈γ
η(dy¯)
)
µc(dγ). (2.13)
Remark 2.5. Note that formula (2.13) is a simple case of the general disintegration
theorem, or the “total expectation formula” (see, e.g., [15, Theorem 5.4] or [24,
Ch. V, §8, Theorem 8.1]).
Recall that the “unpacking” map p : X→ Γ ♯X is defined in (2.3), and consider
a map q : Z → Γ ♯X acting by the formula
q(x, y¯) := p(y¯ + x) =
⊔
yi∈y¯
{yi + x}, (x, y¯) ∈ Z. (2.14)
Here and below, we use the shift notation (x ∈ X)
y¯ + x := (y1 + x, y2 + x, . . . ), y¯ = (y1, y2, . . . ) ∈ X, (2.15)
In the usual “diagonal” way, the map q can be lifted to the configuration space Γ ♯Z :
Γ ♯Z ∋ γˆ 7→ q(γˆ) :=
⊔
z∈ γˆ
q(z) ∈ Γ ♯X . (2.16)
Proposition 2.2. The map q : Γ ♯Z → Γ
♯
X defined by (2.16) is measurable.
Proof. Observe that q can be represented as a composition
q = p ◦ pX ◦ p+ : Γ
♯
Z
p+
−→ Γ ♯Z
pX−→ Γ ♯X
p
−→ Γ ♯X , (2.17)
where the maps p+ , pX and p are defined, respectively, by
Γ ♯Z ∋ γˆ 7→ p+(γˆ) :=
⊔
(x,y¯)∈ γˆ
{(x, y¯ + x)} ∈ Γ ♯Z , (2.18)
Γ ♯Z ∋ γˆ 7→ pX(γˆ) :=
⊔
(x,y¯)∈ γˆ
{y¯} ∈ Γ ♯X, (2.19)
Γ ♯X ∋ γ¯ 7→ p(γ¯) :=
⊔
y¯∈γ¯
p(y¯) ∈ Γ ♯X . (2.20)
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To verify that the map p+ : Γ ♯Z → Γ
♯
Z is measurable, note that for a cylinder set
C nB1×B¯ = {γˆ ∈ ΓZ : γˆ(B1 × B¯) = n} ∈ B(Γ
♯
Z),
with B1 ∈ B(X), B¯ ∈ B(X) and n ∈ Z+, its pre-image under p+ is given by
p−1+ (C
n
B1×B¯
) = C nA = {γˆ ∈ Γ
♯
Z : γˆ(A) = n},
where
A := {(x, y¯) ∈ Z : (x, y¯ + x) ∈ B1 × B¯} ∈ B(Z),
since the indicator 1A(x, y¯) = 1B1(x) · 1B¯(y¯ + x) is obviously a measurable
function on Z = X × X. Similarly, for pX : Γ ♯Z → Γ
♯
X (see (2.19)) we have
p−1X (C
n
B¯) = C
n
X×B¯ = {γˆ ∈ Γ
♯
Z : γˆ(X × B¯) = n} ∈ B(Γ
♯
Z),
since X × B¯ ∈ B(Z). Finally, measurability of the projection p : Γ ♯X → Γ ♯X (see
(2.20)) was shown in [7, Section 3.3, p. 455]. As a result, the composition (2.17)
is measurable, as claimed.
Let us define a measure on Γ ♯X as the push-forward of µˆ (see Definition 2.3)
under the map q defined in (2.14), (2.16):
q∗µˆ(A) ≡ µˆ(q−1(A)), A ∈ B(Γ ♯X), (2.21)
or equivalently∫
Γ ♯X
F (γ) q∗µˆ(dγ) =
∫
Γ ♯Z
F (q(γˆ)) µˆ(dγˆ), F ∈ M+(Γ
♯
X). (2.22)
The next general result shows that this measure may be identified with the original
cluster measure µcl.
Theorem 2.3. The measure (2.21) coincides with the cluster measure µcl,
µcl = q
∗µˆ ≡ µˆ ◦ q−1. (2.23)
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Proof. Let us evaluate the Laplace transform of the measure q∗µˆ. For any function
f ∈ M+(X), we obtain, using (2.22), (2.16) and (2.13),
Lq∗µˆ(f) =
∫
Γ ♯X
exp(−〈f, γ〉) q∗µˆ(dγ) =
∫
Γ ♯Z
exp(−〈f, q(γˆ)〉) µˆ(dγˆ)
=
∫
ΓX
(∫
Γ ♯
X
exp
(
−
∑
x∈γc
f(p(y¯x + x))
)⊗
x∈γc
η(dy¯x)
)
µc(dγc)
=
∫
Γ ♯
X
(∫
Γ ♯
X
∏
x∈γc
exp
(
−f(y¯x + x)
)⊗
x∈γc
η(dy¯x)
)
µc(dγc)
=
∫
Γ ♯X
∏
x∈γc
(∫
X
exp
(
−
∑
y∈y¯
f(y + x)
)
η(dy¯)
)
µc(dγc),
which coincides with the Laplace transform (2.8) of the cluster measure µcl.
2.4. Gibbs cluster measure via an auxiliary Gibbs measure
In this paper, we are concerned with Gibbs cluster point processes, for which
the distribution of cluster centers is given by some Gibbs measure g ∈ G (θ, Φ)
on the proper configuration space ΓX (see the Appendix), specified by a reference
measure θ on X and an interaction potential Φ : Γ 0X → R ∪ {+∞}, where
Γ 0X ⊂ ΓX is the subspace of finite configurations in X . We assume that the set
G (θ, Φ) of all Gibbs measures on ΓX associated with θ and Φ is non-empty.4
Specializing Definition 2.3 to the Gibbs case, the corresponding auxiliary mea-
sure gˆ on the (proper) configuration space ΓZ is given by (cf. (2.12), (2.13))
gˆ(dγˆ) = g(pX(dγˆ))
⊗
z∈γˆ
η(pX(dz)), γˆ ∈ ΓZ , (2.24)
or equivalently, for any function F ∈ M+(ΓZ),∫
ΓZ
F (γˆ) gˆ(dγˆ) =
∫
ΓX
(∫
X∞
F
(⋃
x∈γ{(x, y¯)}
)⊗
x∈γ
η(dy¯)
)
g(dγ). (2.25)
Remark 2.6. Vector y¯ in each pair z = (x, y¯) ∈ Z may be interpreted as a mark
attached to the point x ∈ X , so that γˆ becomes a marked configuration, with the
4For various sufficient conditions, consult [25, 27]; see also references in the Appendix.
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mark space X (see [9, 16, 19]). The corresponding marked configuration space is
defined by
ΓX(X) := {γˆ ∈ ΓZ : pX(γˆ) ∈ ΓX} ⊂ ΓZ . (2.26)
In other words, ΓX(X) is the set of configurations in ΓZ such that the collection
of their x-coordinates is a (proper) configuration in ΓX . Clearly, ΓX(X) is a Borel
subset of ΓZ , that is, ΓX(X) ∈ B(ΓZ). Since g(ΓX) = 1, we have gˆ(ΓX(X)) = 1.
Finally, owing to the general Theorem 2.3 (see (2.23)), the corresponding
Gibbs cluster measure gcl on the configuration space ΓX is represented as a push-
forward of the measure gˆ on ΓZ under the map q defined in (2.14), (2.16):
gcl = q∗gˆ ≡ gˆ ◦ q−1. (2.27)
Our next goal is to show that gˆ is a Gibbs measure on ΓZ , with the reference
measure σ defined as a product measure on the space Z = X × X,
σ := θ ⊗ η, (2.28)
and with the interaction potential Φˆ : Γ 0Z → R ∪ {+∞} given by
Φˆ(γˆ) :=
{
Φ(pX(γˆ)), γˆ ∈ Γ 0Z ∩ ΓX(X),
+∞, γˆ ∈ Γ 0Z \ ΓX(X),
(2.29)
where pX is the projection defined in (2.10). The corresponding functionals of
energy Eˆ(ξˆ) and interaction energy Eˆ(ξˆ, γˆ) (ξˆ ∈ Γ 0Z , γˆ ∈ ΓZ) are then given by
(see (A.1) and (A.2))
Eˆ(ξˆ) :=
∑
ξˆ′⊂ ξˆ
Φˆ(ξˆ′), (2.30)
Eˆ(ξˆ, γˆ) :=


∑
γˆ⊃ γˆ′∈Γ 0Z
Φˆ(ξˆ ∪ γˆ′),
∑
γˆ⊃ γˆ′∈Γ 0Z
|Φˆ(ξˆ ∪ γˆ′)| <∞,
+∞ otherwise.
(2.31)
The following “projection”property of the energy is obvious from the defini-
tion (2.29) of the potential Φˆ.
Lemma 2.4. For any configurations ξˆ ∈ Γ 0Z and γˆ ∈ ΓZ , we have
Eˆ(ξˆ) = E(pX(ξˆ)), Eˆ(ξˆ, γˆ) = E(pX(ξˆ), pX(γˆ)).
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Theorem 2.5. (a) Let g ∈ G (θ, Φ) be a Gibbs measure on the configuration space
ΓX , and let gˆ be the corresponding probability measure on the configuration space
ΓZ (see (2.24) or (2.25)). Then gˆ ∈ G (σ, Φˆ), i.e., gˆ is a Gibbs measure on ΓZ
with the reference measure σ and the interaction potential Φˆ defined by (2.28) and
(2.29), respectively.
(b) If the measure g ∈ G (θ, Φ) has a finite correlation function κng of some or-
der n ∈ N (see the definition (A.7) in the Appendix), then the correlation function
κngˆ of the measure gˆ ∈ G (σ, Φˆ) is given by
κngˆ (z1, . . . , zn) = κ
n
g
(
pX(z1), . . . , pX(zn)
)
, z1, . . . , zn ∈ Z. (2.32)
Proof. (a) In order to show that gˆ ∈ G (σ, Φˆ), it suffices to check that gˆ satisfies
Nguyen–Zessin’s equation on ΓZ (see equation (A.3) in the Appendix), that is, for
any non-negative, B(Z)× B(ΓZ)-measurable function H(z, γˆ) it holds∫
ΓZ
∑
z∈γˆ
H(z, γˆ) gˆ(dγˆ) =
∫
ΓZ
(∫
Z
H(z, γˆ ∪ {z}) e−Eˆ({z}, γˆ) σ(dz)
)
gˆ(dγˆ).
(2.33)
Using the disintegration formula (2.13), the left-hand side of (2.33) can be repre-
sented as∫
ΓX
(∫
X∞
∑
x∈γ
H
(
x, y¯x;
⋃
x′∈γ
{(x′, y¯x′)}
)⊗
x′∈γ
η(dy¯x′)
)
g(dγ)
=
∫
ΓX
(∑
x∈γ
∫
ΓX
1γ(x)H
(
x, y¯x;
⋃
x′∈γ
{(x′, y¯x′)}
)⊗
x′∈γ
η(dy¯x′)
)
g(dγ). (2.34)
Applying Nguyen–Zessin’s equation to the Gibbs measure g with the function
H0(x, γ) :=
∫
ΓX
1γ(x)H
(
x, y¯x;
⋃
x′∈γ
{(x′, y¯x′)}
)⊗
x′∈γ
η(dy¯x′),
we see that the right-hand side of (2.34) takes the form∫
ΓX
(∑
x∈γ
H0(x, γ)
)
g(dγ) =
∫
ΓX
(∫
X
H0(x, γ ∪ {x}) e
−E({x},γ) θ(dx)
)
g(dγ).
(2.35)
Similarly, exploiting the product structure of the measures σ = θ ⊗ η and⊗
x′∈γ∪{x}
η(dy¯x′) =
⊗
x′∈γ
η(dy¯x′)⊗ η(dy¯x),
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and using Lemma 2.4, the right-hand side of (2.33) is reduced to∫
ΓX
(∫
X∞
(∫
X×X
H
(
x, y¯x;
⋃
x′∈γ
{(x′, y¯x′)} ∪ {(x, y¯x)}
)
× e−E({x},γ) η(dy¯x) θ(dx)
)⊗
x′∈γ
η(dy¯x′)
)
g(dγ)
=
∫
ΓX
(∫
X
(∫
X∞
1γ(x)H
(
x, y¯x;
⋃
x′∈γ
{(x′, y¯x′)}
)
× e−E({x},γ)
⊗
x′∈γ
η(dy¯x′)
)
θ(dx)
)
g(dγ)
=
∫
ΓX
(∫
X
H0(x, γ ∪ {x}) e
−E({x},γ) θ(dx)
)
g(dγ),
thus coinciding with (2.35). This proves equation (2.33), hence gˆ ∈ G (σ, Φˆ).
(b) Let f ∈ C0(Zn) be a symmetric function. According to the disintegration
formula (2.13) applied to the function
F (γˆ) :=
∑
{z1,...,zn}⊂γˆ
f(z1, . . . , zn),
we have ∫
ΓZ
F (γˆ) gˆ(dγˆ) =
∫
ΓX
∑
{x1,...,xn}⊂γ
φ(x1, . . . , xn) g(dγ), (2.36)
where
φ(x1, . . . , xn) :=
∫
Xn
f((x1, y¯1), . . . , (xn, y¯n))
n⊗
i=1
η(dy¯i) ∈ C0(X
n).
Applying the definition of the correlation function κng (see (A.7)) and using that
θ(dx)⊗ η(dy¯) = σ(dx× dy¯), we obtain from (2.36)∫
ΓZ
F (γˆ) gˆ(dγˆ) = 1
n!
∫
Zn
f(z1, . . . , zn) κ
n
g
(
pX(z1), . . . , pX(zn)
) n⊗
i=1
σ(dzi),
and equality (2.32) follows.
In the rest of this subsection, GR denotes the subclass of Gibbs measures in G
(with a given reference measure and interaction potential) that satisfy the so-called
Ruelle bound (see the Appendix, formula (A.11)).
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Corollary 2.6. We have g ∈ GR(θ, Φ) if and only if gˆ ∈ GR(σ, Φˆ),
Proof. Follows directly from formula (2.32).
The following statement is, in a sense, converse to Theorem 2.5(a).
Theorem 2.7. If ̟ ∈ G (σ, Φˆ) then g := p∗X̟ ∈ G (θ, Φ). Moreover, if g ∈
GR(θ, Φ) then ̟ = gˆ.
Proof. Applying Nguyen–Zessin’s equation (A.3) to the measure ̟ and using the
cylinder structure of the interaction potential, we have∫
ΓX
∑
x∈γ
H(x, γ) p∗X̟(dγ) =
∫
ΓZ
∑
x∈pX γˆ
H(x, pX γˆ)̟(dγˆ)
=
∫
ΓZ
(∫
Z
H(pXz, pX(γˆ ∪ {z}) e
−E({pXz}, pX γˆ) θ ⊗ η(dz)
)
̟(dγˆ)
=
∫
ΓZ
(∫
X
H(x, pX γˆ ∪ {x}) e
−E({x}, pX γˆ) θ(dx)
)
̟(dγˆ)
=
∫
ΓX
(∫
X
H(x, γ ∪ {x}) e−E({x},γ) θ(dx)
)
p∗X̟(dγ).
Thus, the measure p∗X̟ satisfies Nguyen–Zessin’s equation and so, by Theorem
A.1, belongs to the Gibbs class G (θ, Φ).
Next, in order to prove that ̟ = gˆ, by Proposition A.2 it suffices to show
that the measures ̟ and gˆ have the same correlation functions. Note that the
correlation function κn̟ can be written in the form [16, §2.3, Lemma 2.3.8]
κn̟(z1, . . . , zn) = e
−Eˆ({z1,...,zn})
∫
ΓZ
e−Eˆ({z1,...,zn}, γˆ)̟(dγˆ)
= e−E({pX(z1),..., pX(zn)})
∫
ΓX
e−E({pX(z1),..., pX(zn)},γ) p∗X̟(dγ)
= e−E({pX(z1),..., pX(zn)})
∫
ΓX
e−E({pX(z1),..., pX(zn)},γ) g(dγ)
= κng
(
pX(z1), . . . , pX(zn)
)
.
Therefore, on account of Theorem 2.5(b) we get κn̟(z1, . . . , zn) = κngˆ (z1, . . . , zn)
for all z1, . . . , zn ∈ Z (zi 6= zj), as required.
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In the next corollary, extG denotes the set of extreme points of the class G of
Gibbs measures with the corresponding reference measure and interaction poten-
tial (see the Appendix).
Corollary 2.8. Suppose that g ∈ GR(θ, Φ). Then g ∈ extG (θ, Φ) if and only if
gˆ ∈ extG (σ, Φˆ).
Proof. Let g ∈ GR(θ, Φ) ∩ extG (θ, Φ). Assume that gˆ = 12 (µ1 + µ2) with some
µ1, µ2 ∈ G (σ, Φˆ). Then g = 12 (g1 + g2), where gi = p
∗
Xµi ∈ G (θ, Φ). Since
g ∈ extG (θ, Φ), this implies that g1 = g2 = g. In particular, g1, g2 ∈ GR(θ, Φ)
and by Theorem 2.7 we obtain that µ1 = gˆ1 = gˆ = gˆ2 = µ2, which implies
gˆ ∈ extG (σ, Φˆ).
Conversely, let gˆ ∈ extG (σ, Φˆ) and g = 1
2
(g1 + g2) with g1, g2 ∈ G (θ, Φ).
Then gˆ = 1
2
(gˆ1+ gˆ2), hence gˆ1 = gˆ2 = gˆ ∈ GR(σ, Φˆ), which implies by Theorem
2.7 that g1 = p∗X gˆ1 = p∗X gˆ2 = g2. Thus, g ∈ extG (θ, Φ).
2.5. Criteria of local finiteness and simplicity of the Gibbs cluster process
Let us give conditions sufficient for the Gibbs CPP to be (a) locally finite,
and (b) simple. For a given Borel set B ∈ B(X), consider a set-valued function
(referred to as the droplet cluster)
DB(y¯) :=
⋃
yi∈y¯
(B − yi), y¯ ∈ X. (2.37)
Let us also denote by NB(y¯) the number of coordinates of the vector y¯ = (yi)
falling in the set B ∈ B(X),
NB(y¯) :=
∑
yi∈y¯
1B(yi), y¯ ∈ X, (2.38)
In particular, NX(y¯) is the “dimension” of y¯, that is, the total number of its coor-
dinates (recall that y¯ ∈ X = ⊔∞n=0Xn, see (2.1)).
Theorem 2.9. Let gcl be a Gibbs cluster measure on the generalized configuration
space Γ ♯X .
(a) Assume that the correlation function κ1g of the measure g ∈ G (θ, Φ) is
bounded. Then, in order that gcl-a.a. configurations γ ∈ Γ ♯X be locally finite, it is
sufficient that the following two conditions hold:
(a-i) for any compact set B ∈ B(X), the number of coordinates of the vector
y¯ ∈ X in B is a.s.-finite,
NB(y¯) <∞ for η-a.a. y¯ ∈ X; (2.39)
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(a-ii) for any compact set B ∈ B(X), the mean θ-measure of the droplet
cluster DB(y¯) is finite, ∫
X
θ(DB(y¯)) η(dy¯) <∞. (2.40)
(b) In order that gcl-a.a. configurations γ ∈ Γ ♯X be simple, it is sufficient that
the following two conditions hold:
(b-i) for any x ∈ X , vector y¯ contains a.s. no more than one coordinate
yi = x,
sup
x∈X
N{x}(y¯) ≤ 1 for η-a.a. y¯ ∈ X; (2.41)
(b-ii) for any x ∈ X , the “point” droplet cluster D{x}(y¯) has a.s. zero θ-
measure,
θ
(
D{x}(y¯)
)
= 0 for η-a.a. y¯ ∈ X. (2.42)
For the proof of part (a) of this theorem, we need a reformulation (stated as
Proposition 2.10 below) of the condition (a-ii), which will also play an impor-
tant role in utilizing the projection construction of the Gibbs cluster measure (see
Section 3 below). For any Borel subset B ∈ B(X), denote
ZB := {z ∈ Z : q(z) ∩B 6= ∅} ∈ B(Z), (2.43)
where q(z) =
⊔
yi∈pX(z)
{yi + pX(z)} (see (2.14)). That is to say, the set ZB
consists of all points z = (x, y¯) ∈ Z such that, under the “projection” q onto the
space X , at least one coordinate yi + x (yi ∈ y¯) belongs to the set B ⊂ X .
Proposition 2.10. For any B ∈ B(X), the condition (a-ii) of Theorem 2.9(a) is
necessary and sufficient in order that σ(ZB) <∞, where σ = θ ⊗ η.
Proof of Proposition 2.10. By definition (2.43), (x, y¯) ∈ ZB if and only if x ∈⋃
yi∈y¯
(B − yi) ≡ DB(y¯) (see (2.37)). Hence,
σ(ZB) =
∫
X
(∫
X
1DB(y¯)(x) θ(dx)
)
η(dy¯) =
∫
X
θ
(
DB(y¯)
)
η(dy¯),
and we see that the bound σ(ZB) <∞ is nothing else but condition (2.40).
Proof of Theorem 2.9. (a) Let B ⊂ X be a compact set. By Proposition 2.10,
condition (a-ii) is equivalent to σ(ZB) < ∞. On the other hand, by Theorem
2.5(b) we have κ1gˆ (x, y¯) = κ1g (x). Hence, κ1gˆ is bounded, and by Remark A.5 (see
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the Appendix) it follows that γˆ(ZB) < ∞ (gˆ-a.s.). According to the projection
representation gcl = q∗gˆ (see (2.27)) and in view of condition (a-i), this implies
that, almost surely, a projected configuration γ = q(γˆ) = ⊔z∈γˆ q(z) contributes
no more than finitely many points to the set B ⊂ q(ZB), that is, γ(B) < ∞
(gcl-a.s.), which completes the proof of part (a).
(b) It suffices to prove that, for any compact set Λ ⊂ X , there are gcl-a.s. no
cross-ties between the clusters whose centers belong to Λ. That is, we must show
that gcl(AΛ) = 0, where the set AΛ ∈ B(ΓX × X2) is defined by
AΛ := {(γ, y¯1, y¯2) : ∃ x1, x2 ∈ γ ∩ Λ, ∃ y1 ∈ y¯1 : x1 + y1 − x2 ∈ y¯2}, (2.44)
Applying the disintegration formula (2.25), we obtain
gcl(AΛ) =
∫
ΓX
F (γ) g(dγ), (2.45)
where
F (γ) :=
∫
X2
1AΛ(γ, y¯1, y¯2) η(dy¯1) η(dy¯2), γ ∈ ΓX . (2.46)
Note that, according to the definition (2.44), F (γ) ≡ F (γ ∩ Λ) (γ ∈ ΓX ), hence,
by Proposition A.3, we can rewrite (2.45) in the form
gcl(AΛ) =
∫
ΓΛ
F (ξ)SΛ(ξ) λθ(dξ), (2.47)
with SΛ(ξ) ∈ L1(ΓΛ, λθ). Therefore, in order to show that the right-hand side of
(2.47) vanishes, it suffices to check that∫
ΓΛ
F (ξ) λθ(dξ) = 0. (2.48)
To this end, substituting here the definition (2.46) and changing the order of
integration, we can rewrite the integral in (2.48) as∫
X2
θ⊗2(BΛ(y¯1, y¯2)) η(dy¯1) η(dy¯2),
where
BΛ(y¯1, y¯2)) := {(x1, x2) ∈ Λ
2 : x1 + y1 = x2 + y2 for some y1 ∈ y¯1, y2 ∈ y¯2}.
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It remains to note that
θ⊗2
(
BΛ(y¯1, y¯2)
)
=
∫
Λ
θ
(⋃
y1∈y¯1
⋃
y2∈y¯2
{x1 + y1 − y2}
)
θ(dx1)
≤
∑
y1∈y¯1
∫
Λ
θ
(⋃
y2∈y¯2
{x1 + y1 − y2}
)
θ(dx1)
=
∑
y1∈y¯1
∫
Λ
θ
(
D{x1+y1}(y¯2)
)
θ(dx1) = 0 (η-a.s.),
since, by assumption (2.42), θ(D{x1+y1}(y¯2)) = 0 (η-a.s.) and y¯1 contains at most
countably many coordinates. Hence, (2.48) follows and so part (b) is proved.
Remark 2.7. In the Poisson cluster case (see [7, Theorem 2.7(a)]), conditions (a-i)
and (a-ii) of Theorem 2.9(a) are not only sufficient but also necessary for the lo-
cal finiteness of cluster configurations. While it is obvious that condition (a-i) is
always necessary, there may be a question as to whether condition (a-ii) is such
in the case of a Gibbs cluster measure gcl. Inspection of the proof of Theorem
2.9(a) shows that the difficulty here lies in the questionable relationship between
the conditions σ(ZB) < ∞ and γˆ(ZB) < ∞ (gˆ-a.s.) (which are equivalent in
the Poisson cluster case). According to Remark A.5 (see the Appendix), under
the hypothesis of boundedness of the first-order correlation function κ1g , the for-
mer implies the latter, but the converse may not always be true. Simple counter-
examples can be constructed by considering translation-invariant pair interaction
potentials Φ({x1, x2}) = φ0(x1 − x2) ≡ φ0(y − x) such that φ0(x) = +∞ on
some subset Λ∞ ⊂ X with θ(Λ∞) = ∞. However, if κ1g is bounded below and
the mean number of configuration points in a set B is finite then the measure θ(B)
must be finite (see Remark A.5).
Remark 2.8. Similarly to Remark 2.7, it is of interest to ask whether conditions
(b-i) and (b-ii) of Theorem 2.9(b) are necessary for the simplicity of the clus-
ter measure gcl (as is the case for the Poisson cluster measure, see [7, Theorem
2.7(b)]). However, in the Gibbs cluster case this is not so; more precisely, (b-i)
is of course necessary, but (b-ii) may not be satisfied. For a simple counter-
example, let the in-cluster measure η be concentrated on a single-point config-
uration y¯ = (0), so that the droplet cluster D{x}(y¯) is reduced to a single-point
set {x}. Here, any measure θ with atoms will not satisfy condition (b-ii). On the
other hand, consider a Gibbs measure g with a hard-core translation-invariant pair
interaction potential Φ({x1, x2}) = φ0(x1−x2) ≡ φ0(y−x), where φ0(x) = +∞
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for |x| < r0 and φ0(x) = 0 for |x| ≥ r0; then in each admissible configuration γ
any two points are at least at a distance r0, and in particular any such γ is simple.
Remark 2.9. As suggested by Remarks 2.7 and 2.8, it is plausible that conditions
(a-ii) and (b-ii) of Theorem 2.9 are necessary for the claims (a) and (b), respec-
tively, if the interaction potential of the underlying Gibbs measure g is finite on
all finite configurations, i.e., Φ(ξ) < +∞ for all ξ ∈ Γ 0X .
In conclusion of this section, let us state some criteria sufficient for conditions
(a-ii) and (b-ii) of Theorem 2.9 (see details in [7, §2.4]). Assume for simplicity
that the in-cluster configurations are a.s.-finite, η{NX(y¯) <∞} = 1.
Proposition 2.11. Either of the following conditions is sufficient for (2.40):
(a-ii′) For any compact set B ∈ B(X), the θ-measure of its translations is
uniformly bounded,
CB := sup
x∈X
θ(B + x) <∞, (2.49)
and, moreover, the mean number of in-cluster points is finite,∫
X
NX(y¯) η(dy¯) <∞. (2.50)
(a-ii′′) The coordinates of vector y¯ are a.s. uniformly bounded, that is, there is
a compact set B0 ∈ B(X) such that NX\B0(y¯) = 0 for η-a.a. y¯ ∈ X.
Proposition 2.12. Either of the following conditions is sufficient for (2.42):
(b-ii′) The measure θ is non-atomic, that is, θ{x} = 0 for each x ∈ X .
(b-ii′′) For each x ∈ X , N{x}(y¯) = 0 for η-a.a. y¯ ∈ X.
3. Quasi-invariance and the integration-by-parts formula
From now on, we restrict ourselves to the case where X = Rd. Henceforth,
we assume that the in-cluster configurations are a.s.-finite, η{NX(y¯) < ∞} = 1;
hence, the component X∞ representing infinite clusters (see Section 2.1) may be
dropped, so the set X is now redefined as X :=
⊔
n∈Z+
Xn (cf. (2.1)). Note that
condition (a-i) of Theorem 2.9 is then automatically satisfied.
We assume throughout that the correlation function κ1g (x) is bounded, which
implies by Theorem 2.9 that the same is true for the correlation function κ1gˆ (z).
Let us also impose conditions (2.49) and (2.50) which, by Proposition 2.11, ensure
that condition (a-ii) of Theorem 2.9(a) is fulfilled and so gcl-a.a. configurations
γ ∈ Γ ♯X are locally finite. According to Proposition 2.10, condition (a-ii) also
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implies that σ(ZB) < ∞ providing that θ(B) < ∞, where the set ZB ⊂ Z is
defined in (2.43).
Finally, we require the probability measure η on X to be absolutely continuous
with respect to the Lebesgue measure dy¯,
η(dy¯) = h(y¯) dy¯, y¯ = (y1, . . . , yn) ∈ X
n (n ∈ Z+). (3.1)
By Proposition 2.12(b-ii′′), this implies that Gibbs CPP configurations γ are gcl-
a.s. simple (i.e., have no multiple points). Altogether, the above assumptions en-
sure that gcl-a.a. configurations γ belong to the proper configuration space ΓX .
Our aim in this section is to prove the quasi-invariance of the measure gcl with
respect to compactly supported diffeomorphisms of X (Section 3.2), and to estab-
lish an integration-by-parts formula (Section 3.3). We begin in Section 3.1 with a
brief description of some convenient “manifold-like” concepts and notations first
introduced in [2] (see also [7, §4.1]), which furnish a suitable framework for anal-
ysis on configuration spaces.
3.1. Differentiable functions on configuration spaces
Let TxX be the tangent space ofX = Rd at point x ∈ X . It can be identified in
the natural way with Rd, with the corresponding (canonical) inner product denoted
by a “fat” dot · . The gradient on X is denoted by ∇. Following [2], we define
the “tangent space” of the configuration space ΓX at γ ∈ ΓX as the Hilbert space
TγΓX := L
2(X → TX ; dγ), or equivalently TγΓX =
⊕
x∈γ TxX . The scalar
product in TγΓX is denoted by 〈·, ·〉γ, with the corresponding norm | · |γ . A vector
field V over ΓX is a map ΓX ∋ γ 7→ V (γ) = (V (γ)x)x∈γ ∈ TγΓX . Thus, for
vector fields V1, V2 over ΓX we have
〈V1(γ), V2(γ)〉γ =
∑
x∈γ
V1(γ)x ·V2(γ)x, γ ∈ ΓX .
For γ ∈ ΓX and x ∈ γ, denote by Oγ,x an arbitrary open neighborhood of x
in X such that Oγ,x∩ γ = {x}. For any measurable function F : ΓX → R, define
the function Fx(γ, ·) : Oγ,x → R by Fx(γ, y) := F ((γ \ {x}) ∪ {y}), and set
∇xF (γ) := ∇Fx(γ, y)|y=x , x ∈ X,
provided that Fx(γ, ·) is differentiable at x.
Recall that for a function φ : X → R its support supp φ is defined as the
closure of the set {x ∈ X : φ(x) 6= 0}. Denote by FC(ΓX) the class of functions
on ΓX of the form
F (γ) = f(〈φ1, γ〉, . . . , 〈φk, γ〉), γ ∈ ΓX , (3.2)
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where k ∈ N, f ∈ C∞b (Rk) (:= the set of C∞-functions on Rk bounded together
with all their derivatives), and φ1, . . . , φk ∈ C∞0 (X) (:= the set of C∞-functions
on X with compact support). Each F ∈ FC(ΓX) is local, that is, there is a
compact K ⊂ X (which may depend on F ) such that F (γ) = F (γ ∩ K) for all
γ ∈ ΓX . Thus, for a fixed γ there are finitely many non-zero derivatives∇xF (γ).
For a function F ∈ FC(ΓX) its Γ -gradient ∇ΓF ≡ ∇ΓXF is defined as
∇ΓF (γ) := (∇xF (γ))x∈γ ∈ TγΓX , γ ∈ ΓX , (3.3)
so the directional derivative of F along a vector field V is given by
∇ΓV F (γ) := 〈∇
ΓF (γ), V (γ)〉γ =
∑
x∈γ
∇xF (γ) ·V (γ)x, γ ∈ ΓX .
Note that the sum here contains only finitely many non-zero terms.
Further, let FV(ΓX) be the class of cylinder vector fields V on ΓX of the form
V (γ)x =
k∑
i=1
Ai(γ)vi(x) ∈ TxX, x ∈ X, (3.4)
where Ai ∈ FC(ΓX) and vi ∈ Vect0(X) (:= the space of compactly supported
C∞-smooth vector fields on X), i = 1, . . . , k (k ∈ N). Any vector filed v ∈
Vect0(X) generates a constant vector field V on ΓX defined by V (γ)x := v(x).
We shall preserve the notation v for it. Thus,
∇Γv F (γ) =
∑
x∈γ
∇xF (γ) · v(x), γ ∈ ΓX . (3.5)
The approach based on “lifting” the differential structure from the underlying
space X to the configuration space ΓX as described above can also be applied to
the spaces X =
⊔∞
n=0X
n
, Z = X × X and ΓX, ΓZ . For these spaces, we will use
the analogous notations as above without further explanation.
3.2. Diff0-quasi-invariance
In this section, we discuss the property of quasi-invariance of the measure gcl
with respect to diffeomorphisms of X . Let us start by describing how diffeomor-
phisms of X act on configuration spaces. For a measurable map ϕ : X → X ,
its support suppϕ is defined as the smallest closed set containing all x ∈ X
such that ϕ(x) 6= x. Let Diff0(X) be the group of diffeomorphisms of X with
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compact support. For any ϕ ∈ Diff0(X), consider the corresponding “diagonal”
diffeomorphism ϕ¯ : X→ X acting on each constituent space Xn (n ∈ Z+) as
Xn ∋ y¯ = (y1, . . . , yn) 7→ ϕ¯(y¯) := (ϕ(y1), . . . , ϕ(yn)) ∈ X
n. (3.6)
For x ∈ X , we also define “shifted” diffeomorphisms
ϕ¯x(y¯) := ϕ¯(y¯ + x)− x, y¯ ∈ X (3.7)
(see the shift notation (2.15)). Finally, we introduce a special class of diffeomor-
phisms ϕˆ on Z acting only in the y¯-coordinate as follows,
ϕˆ(z) := (x, ϕ¯x(y¯)) ≡ (x, ϕ¯(y¯ + x)− x), z = (x, y¯) ∈ Z. (3.8)
Remark 3.1. Note that, even thoughKϕ := suppϕ is compact inX , the support of
the diffeomorphism ϕˆ (again defined as the closure of the set {z ∈ Z : ϕˆ(z) 6= z})
is given by supp ϕˆ = ZKϕ (see (2.43)) and hence is not compact in the topology
of Z (see Section 2.1).
In the standard fashion, the maps ϕ and ϕˆ can be lifted to measurable “diago-
nal” transformations (denoted by the same letters) of the configuration spaces ΓX
and ΓZ , respectively:
ΓX ∋ γ 7→ ϕ(γ) := {ϕ(x), x ∈ γ} ∈ ΓX ,
ΓZ ∋ γˆ 7→ ϕˆ(γˆ) := {ϕˆ(z), (z) ∈ γˆ} ∈ ΓZ .
(3.9)
The following lemma shows that the operator q commutes with the action of
diffeomorphisms (3.9).5
Lemma 3.1. For any diffeomorphism ϕ ∈ Diff0(X) and the corresponding dif-
feomorphism ϕˆ, it holds
ϕ ◦ q = q ◦ ϕˆ. (3.10)
Proof. The statement follows from the definition (2.16) of the map q in view of
the structure of diffeomorphisms ϕ and ϕˆ (see (3.8) and (3.9)).
5According to relation (3.10), q is an intertwining operator between associated diffeomor-
phisms ϕ and ϕˆ.
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Lemma 3.2. The interaction potential Φˆ defined in (2.29) is invariant with re-
spect to diffeomorphisms (3.8), that is, for any ϕ ∈ Diff0(X) we have
Φˆ(ϕˆ(γˆ)) = Φˆ(γˆ), γˆ ∈ ΓZ .
In particular, this implies the ϕˆ-invariance of the energy functionals defined in
(A.1) and (A.2), that is, for any ξˆ ∈ Γ 0Z and γˆ ∈ ΓZ ,
Eˆ(ϕˆ(ξˆ)) = Eˆ(ξˆ), Eˆ(ϕˆ(ξˆ), ϕˆ(γˆ)) = Eˆ(ξˆ, γˆ).
Proof. The claim readily follows by observing that a diffeomorphism (3.8) acts
on the y¯-coordinates of points z = (x, y¯) in a configuration γˆ ∈ ΓZ , while the
interaction potential Φˆ (see (2.29)) only depends on their x-coordinates.
As already mentioned (see (3.1)), we assume that the measure η is absolutely
continuous with respect to the Lebesgue measure dy¯ on X and, moreover,
h(y¯) :=
η(dy¯)
dy¯
> 0 for a.a. y¯ ∈ X. (3.11)
This implies that the measure η is quasi-invariant with respect to the action of
transformations ϕ¯ : X→ X (ϕ ∈ Diff0(X)), that is, for any f ∈ M+(X),∫
X
f(y¯) ϕ¯∗η(dy¯) =
∫
X
f(y¯) ρϕ¯η (y¯) dy¯, (3.12)
with the Radon–Nikodym density
ρϕ¯η (y¯) :=
d(ϕ¯∗η)
dη
(y¯) =
h(ϕ¯−1(y¯))
h(y¯)
Jϕ¯(y¯)
−1 (3.13)
(we set ρϕ¯η (y¯) = 1 if h(y¯) = 0 or h(ϕ¯−1(y¯)) = 0). Here Jϕ¯(y¯) is the Jacobian
determinant of the diffeomorphism ϕ¯; due to the diagonal structure of ϕ¯ (see (3.6))
we have Jϕ¯(y¯) =
∏
yi∈y¯
Jϕ(yi), where Jϕ(y) is the Jacobian determinant of ϕ.
Due to the “shift” form of diffeomorphisms (3.8), formulas (3.12), (3.13) read-
ily imply that the product measure σ(dz) = θ(dx)⊗η(dy¯) onZ = X×X is quasi-
invariant with respect to ϕˆ, that is, for each ϕ ∈ Diff0(X) and any f ∈ M+(Z),∫
Z
f(z) ϕˆ∗σ(dz) =
∫
Z
f(z) ρϕ(z) σ(dz), (3.14)
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where the Radon–Nikodym density ρϕ := d(ϕˆ∗σ)/dσ is given by (see (3.13))
ρϕ(z) = ρ
ϕ¯x
η (y¯) ≡
h
(
ϕ¯−1(y¯ + x)− x
)
h(y¯)
Jϕ¯(y¯ + x)
−1, z = (x, y¯) ∈ Z. (3.15)
We can now state our result on the quasi-invariance of the measure gˆ.
Theorem 3.3. The Gibbs measure gˆ constructed in Section 2.4 is quasi-invariant
with respect to the action of diagonal diffeomorphisms ϕˆ on ΓZ (ϕ ∈ Diff0(X))
defined by formula (3.8), with the Radon–Nikodym density Rϕˆgˆ = d(ϕˆ∗gˆ)/dgˆ
given by
Rϕˆgˆ (γˆ) =
∏
z∈γˆ
ρϕ(z), γˆ ∈ ΓZ , (3.16)
where ρϕ(z) is defined in (3.15).
Proof. First of all, note that ρϕ(z) = 1 for any z = (x, y¯) /∈ supp ϕˆ = ZKϕ , where
Kϕ = suppϕ (see Remark 3.1), and σ(ZKϕ) < ∞ by Proposition 2.10. On the
other hand, Theorem 2.5(b) implies that the correlation function κ1gˆ is bounded.
Therefore, by Remark A.5 (see the Appendix) we obtain that γˆ(ZKϕ) < ∞ for
gˆ-a.a. configurations γˆ ∈ ΓZ , hence the product in (3.16) contains finitely many
terms different from 1 and so the function Rϕˆgˆ (γˆ) is well defined. Moreover, it
satisfies the “localization” equality
Rϕˆgˆ (γˆ) = R
ϕˆ
gˆ (γˆ ∩ ZKϕ) for gˆ-a.a. γˆ ∈ ΓZ . (3.17)
Following [16, §2.8, Theorem 2.8.2], the proof of the theorem will be based on
the use of Ruelle’s equation (see the Appendix, Theorem A.1). Namely, according
to (A.4) with Λ = ZKϕ , for any function F ∈ M+(ΓZ) we have∫
ΓZ
F (γˆ) ϕˆ∗gˆ(dγˆ) =
∫
ΓZ
F (ϕˆ(γˆ)) gˆ(dγˆ)
=
∫
ΓΛ
(∫
ΓZ\Λ
F (ϕˆ(ξˆ ∪ γˆ′)) e−Eˆ(ϕˆ(ξˆ ))−Eˆ(ϕˆ(ξˆ), ϕˆ(γˆ
′)) gˆ(dγˆ′)
)
λσ(dξˆ)
=
∫
ΓΛ
(∫
ΓZ\Λ
F (ϕˆ(ξˆ) ∪ γˆ′) e−Eˆ(ϕˆ(ξˆ ))−Eˆ(ϕˆ(ξˆ ), γˆ
′) gˆ(dγˆ′)
)
λσ(dξˆ)
=
∫
ΓΛ
(∫
ΓZ\Λ
F (ξˆ ∪ γˆ′) e−Eˆ(ξˆ )−Eˆ(ξˆ, γˆ
′) gˆ(dγˆ′)
)
ϕˆ∗λσ(dξˆ), (3.18)
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where λσ is the Lebesgue–Poisson measure corresponding to the reference mea-
sure σ (see (A.5)). Since σ is quasi-invariant with respect to diffeomorphisms ϕˆ
(see (3.14)), it readily follows from the definition (A.5) that the restriction of the
Lebesgue–Poisson measure λσ onto the set ΓΛ is quasi-invariant with respect to ϕˆ,
with the density given precisely by the function (3.16). Hence, using the property
(3.17), the right-hand side of (3.18) is reduced to∫
ΓΛ
(∫
ΓZ\Λ
F (ξˆ ∪ γˆ′) e−Eˆ(ξˆ)−Eˆ(ξˆ, γˆ
′) gˆ(dγ ′)
)
Rϕˆgˆ (ξˆ) λσ(dξˆ)
=
∫
ΓΛ
(∫
ΓZ\Λ
F (ξˆ ∪ γˆ ′)Rϕˆgˆ (ξˆ ∪ γˆ
′) e−E(ξˆ)−E(ξˆ,γˆ
′) gˆ(dγˆ ′)
)
λσ(dξˆ)
=
∫
ΓZ
F (γˆ)Rϕˆgˆ (γˆ) gˆ(dγˆ), (3.19)
where we have again used Ruelle’s equation (A.4).
As a result, combining (3.18) and (3.19) we obtain∫
ΓZ
F (γˆ) ϕˆ∗gˆ(dγˆ) =
∫
ΓZ
F (γˆ)Rϕˆgˆ (γˆ) gˆ(dγˆ), (3.20)
which proves quasi-invariance of gˆ. In particular, setting F ≡ 1 in (3.20) yields∫
ΓZ
Rϕˆgˆ (γˆ) gˆ(dγˆ) = 1, and hence R
ϕˆ
gˆ ∈ L
1(ΓZ , gcl).
Remark 3.2. Note that the Radon–Nikodym density Rϕˆgˆ defined by (3.16) does
not depend on the background interaction potential Φ. As should be evident from
the proof above, this is due to the special “shift” form of the diffeomorphisms ϕˆ
(see (3.8)) and the cylinder structure of the interaction potential Φˆ (see (2.29)). In
particular, the expression (3.16) applies to the “interaction-free” case with Φ ≡ 0
(and hence Φˆ ≡ 0), where the Gibbs measure g ∈ G (θ, Φ = 0) is reduced to the
Poisson measure πθ on ΓX with intensity measure θ (see the Appendix), while the
Gibbs measure gˆ ∈ G (σ, Φˆ = 0) amounts to the Poisson measure πσ on ΓZ with
intensity measure σ.
Remark 3.3. As is essentially well known (see, e.g., [2, 28]), quasi-invariance
of a Poisson measure on the configuration space follows directly from the quasi-
invariance of its intensity measure. For a proof adapted to our slightly more gen-
eral setting (where diffeomorphisms are only assumed to have the support of finite
measure), we refer the reader to [7, Proposition A.1]. Incidentally, the expression
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for the Radon–Nikodym derivative given in [7] (see also [2, Proposition 2.2]) con-
tained a superfluous normalizing constant, which in our context would read
Cϕ := exp
(∫
Z
(
1− ρϕ(z)
)
σ(dz)
)
(cf. (3.16)). In fact, it is easy to see that Cϕ = 1; indeed, ρϕ = 1 outside the set
supp ϕˆ = ZKϕ with σ(ZKϕ) <∞ (see Proposition 2.10), hence
lnCϕ =
∫
ZKϕ
(
1− ρϕ(z)
)
σ(dz) = σ(ZKϕ)− σ(ϕˆ
−1(ZKϕ)) = 0.
Let Iq : L2(ΓX , gcl) → L2(ΓZ , gˆ) be the isometry defined by the map q (see
(2.16)),
(IqF )(γˆ) := F ◦ q(γˆ), γˆ ∈ ΓZ , (3.21)
and consider the corresponding adjoint operator
I∗q : L
2(ΓZ , gˆ)→ L2(ΓX , gcl). (3.22)
Lemma 3.4. The operator I∗q defined by (3.22) can be extended to the operator
I∗q : L
1(ΓZ , gˆ)→ L1(ΓX , gcl).
Proof. Note that Iq can be viewed as a bounded operator acting from L∞(ΓX , gcl)
to L∞(ΓZ , gˆ). This implies that the adjoint operator I∗q is a bounded operator on
the corresponding dual spaces, I∗q : L∞(ΓZ , gˆ)′ → L∞(ΓX , gcl)′.
It is known (see [20]) that, for any sigma-finite measure space (M,µ), the cor-
responding space L1(M,µ) can be identified with the subspace V of the dual
space L∞(M,µ)′ consisting of all linear functionals on L∞(M,µ) continuous
with respect to bounded convergence in L∞(M,µ). That is, ℓ ∈ V if and only
if ℓ(ψn) → 0 for any ψn ∈ L∞(M,µ) such that |ψn| ≤ 1 and ψn(x) → 0 as
n → ∞ for µ-a.a. x ∈ M . Hence, to prove the lemma it suffices to show that,
for any F ∈ L1(ΓZ , gˆ), the functional I∗qF ∈ L∞(ΓZ , gˆ)′ is continuous with re-
spect to bounded convergence in L∞(ΓZ , gˆ). To this end, for any sequence (ψn)
in L∞(ΓX , gcl) such that |ψn| ≤ 1 and ψn(γ)→ 0 for gcl-a.a. γ ∈ ΓX , we have to
prove that I∗qF (ψn)→ 0.
Let us first show that Iqψn(γˆ) ≡ ψn(q(γˆ))→ 0 for gˆ-a.a. γˆ ∈ ΓZ . Set
Aψ := {γ ∈ ΓX : ψn(γ)→ 0} ∈ B(ΓX),
Aˆψ := {γˆ ∈ ΓZ : ψn(q(γˆ))→ 0} ∈ B(ΓZ),
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and note that Aˆψ = q−1(Aψ); then, recalling the relation (2.27), we get
gˆ(Aˆψ) = gˆ
(
q−1(Aψ)
)
= gcl(Aψ) = 1,
as claimed. Now, by the dominated convergence theorem this implies
I∗qF (ψn) =
∫
ΓZ
F (γˆ) Iqψn(γˆ) gˆ(dγˆ)→ 0,
and the proof is complete.
Taking advantage of Theorem 3.3 and applying the projection construction,
we obtain our main result in this section.
Theorem 3.5. The Gibbs cluster measure gcl is quasi-invariant with respect to the
action of Diff0(X) on ΓX . The corresponding Radon–Nikodym density is given
by Rϕgcl = I
∗
qR
ϕˆ
gˆ .
Proof. Note that, due to (2.27) and (3.10),
gcl ◦ ϕ−1 = gˆ ◦ q−1 ◦ ϕ−1 = gˆ ◦ ϕˆ−1 ◦ q−1.
That is, ϕ∗gcl = gcl ◦ ϕ−1 is a push-forward of the measure ϕˆ∗gˆ = gˆ ◦ ϕˆ−1 under
the map q, that is, ϕ∗gcl = q∗ϕˆ∗gˆ. In particular, if ϕˆ∗gˆ is absolutely continuous
with respect to gˆ then so is ϕ∗gcl with respect to gcl. Moreover, by the change of
measure (2.27) and by Theorem 3.3, for any F ∈ L∞(ΓX , gcl) we have∫
ΓX
F (γ)ϕ∗gcl(dγ) =
∫
ΓZ
IqF (γˆ) ϕˆ
∗gˆ(dγˆ) =
∫
ΓZ
IqF (γˆ)R
ϕˆ
gˆ (γˆ) gˆ(dγˆ). (3.23)
By Lemma 3.4, the operator I∗q acts from L1(ΓZ , gˆ) to L1(ΓX , gcl). Therefore, by
the change of measure (2.25) the right-hand side of (3.23) can be rewritten as∫
ΓX
F (γ)(I∗qR
ϕˆ
gˆ )(γ) gcl(dγ),
which completes the proof.
Remark 3.4. The Gibbs cluster measure gcl on the configuration space ΓX can
be used to construct a unitary representation U of the diffeomorphism group
Diff0(X) by operators in L2(ΓX , gcl), given by the formula
UϕF (γ) =
√
Rϕgcl(γ)F (ϕ
−1(γ)), F ∈ L2(ΓX , gcl). (3.24)
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Such representations, which can be defined for arbitrary quasi-invariant measures
on ΓX , play a significant role in the representation theory of the group Diff0(X)
[14, 29] and quantum field theory [11, 12]. An important question is whether
the representation (3.24) is irreducible. According to [29], this is equivalent to
the Diff0(X)-ergodicity of the measure gcl, which in our case is equivalent to
the ergodicity of the measure gˆ with respect to the group of transformations ϕˆ
(ϕ ∈ Diff0(X)). Adapting the technique developed in [18], it can be shown that
the aforementioned ergodicity of gˆ is valid if and only if gˆ ∈ extG (σ, Φˆ). In
turn, the latter is equivalent to g ∈ extG (θ, Φ), provided that g ∈ GR(θ, Φ) (see
Corollary 2.8).
3.3. Integration-by-parts formula
Let us first prove simple sufficient conditions for our measures on configura-
tion spaces to belong to the corresponding moment classesMn (see the Appendix,
formula (A.10)).
Lemma 3.6. (a) Let g ∈ G (θ, Φ), and suppose that the correlation functions κmg
are bounded for all m = 1, . . . , n. Then gˆ ∈Mn(ΓZ), that is,∫
ΓZ
|〈f, γˆ〉|n gˆ(dγˆ) <∞, f ∈ C0(Z). (3.25)
Moreover, the bound (3.25) is valid for any function f ∈ ⋂nm=1Lm(Z, σ).
(b) If, in addition, the total number of components of a random vector y¯ ∈ X
has a finite n-th moment 6 with respect to the measure η,∫
X
NX(y¯)
n η(dy¯) <∞, (3.26)
then gcl ∈Mn(ΓX).
Proof. (a) Using the multinomial expansion, for any f ∈ C0(Z) we have∫
ΓZ
|〈f, γˆ〉|n gˆ(dγˆ) ≤
∫
ΓZ
(∑
z∈γˆ
|f(z)|
)n
gˆ(dγˆ)
=
n∑
m=1
∫
ΓZ
∑
{z1,...,zm}⊂γˆ
φn(z1, . . . , zm) gˆ(dγˆ), (3.27)
6Cf. our standard assumption (2.50), where n = 1.
28
where φn(z1, . . . , zm) is a symmetric function given by
φn(z1, . . . , zm) :=
∑
i1,...,im≥1
i1+···+im=n
n!
i1! · · · im!
|f(z1)|
i1 · · · |f(zm)|
im . (3.28)
By the definition (A.7), the integral on the right-hand side of (3.27) is reduced to
1
m!
∫
Zm
φn(z1, . . . , zm) κ
m
gˆ (z1, . . . , zm) σ(dz1) · · ·σ(dzm). (3.29)
By Theorem 2.5(b), the hypotheses of the lemma imply that 0 ≤ κmgˆ ≤ agˆ (m =
1, . . . , n) with some constant agˆ < ∞. Hence, substituting (3.28) we obtain that
the integral in (3.29) is bounded by
agˆ
∑
i1,...,im≥1
i1+···+im=n
n!
i1! · · · im!
m∏
j=1
∫
Z
|f(zj)|
ij σ(dzj) <∞, (3.30)
since each integral in (3.30) is finite owing to the assumption f ∈ C0(Z). More-
over, the bound (3.30) is valid for any function f ∈ ⋂nm=1 Lm(Z, σ). Returning
to (3.27), this yields (3.25).
(b) Using the change of measure (2.27), for any φ ∈ C0(X) we obtain∫
ΓX
|〈φ, γ〉|n gcl(dγ) =
∫
ΓZ
|〈φ, q(γˆ)〉|n gˆ(dγˆ) =
∫
ΓZ
|〈q∗φ, γˆ〉|n gˆ(dγˆ), (3.31)
where
q∗φ(x, y¯) :=
∑
yi∈y¯
φ(yi + x), (x, y¯) ∈ Z. (3.32)
Due to part (a) of the lemma, it suffices to show that q∗φ ∈ Lm(Z, σ) for any m =
1, . . . , n. By the elementary inequality (a1 + · · ·+ ak)m ≤ km−1(am1 + · · ·+ amk ),
from (3.32) we have∫
Z
|q∗φ(z)|m σ(dz) ≤
∫
Z
NX(y¯)
m−1
∑
yi∈y¯
|φ(yi + x)|
m σ(dx× dy¯). (3.33)
Recalling that σ = θ ⊗ η and denoting bφ := supx∈X |φ(x)| < ∞ and Kφ :=
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suppφ ⊂ X , the right-hand side of (3.33) is dominated by∫
X
NX(y¯)
m−1
(
(bφ)
m
∑
yi∈y¯
∫
X
1Kφ−yi(x) θ(dx)
)
η(dy¯)
= (bφ)
m
∫
X
NX(y¯)
m−1
∑
yi∈y¯
θ(Kφ − yi) η(dy¯)
≤ (bφ)
m sup
y∈X
θ(Kφ − y)
∫
X
NX(y¯)
m η(dy¯) <∞,
according to the assumptions (2.49) and (3.26).
In the rest of this section, we shall assume that the conditions of Lemma 3.6 are
satisfied with n = 1. Thus, the measures g, gˆ and gcl belong to the corresponding
M1-classes.
Let v ∈ Vect0(X) (:= the space of compactly supported smooth vector fields
on X), and define a vector field vˆx on X by the formula
vˆx(y¯) := (v(y1 + x), . . . , v(yn + x)) , y¯ = (y1, . . . , yn) ∈ X. (3.34)
Observe that the measure η satisfies the following integration-by-parts formula,∫
X
∇vˆxf(y¯) η(dy¯) = −
∫
X
f(y¯) β vˆη(x, y¯) η(dy¯), f ∈ C
∞
0 (X), (3.35)
where ∇vˆx is the derivative along the vector field vˆx and
β vˆη (x, y¯) := (βη(y¯), vˆx(y¯))Ty¯X + div vˆx(y¯) (3.36)
is the logarithmic derivative of η(dy¯) = h(y¯) dy¯ along vˆx, expressed in terms of
the vector logarithmic derivative
βη(y¯) :=
∇h(y¯)
h(y¯)
, y¯ ∈ X. (3.37)
Let us define the space H1,n(X) (n ≥ 1) as the set of functions f ∈ Ln(X, dy¯)
satisfying the condition ∫
X
(∑
yi∈y¯
∣∣∇yif(y¯)∣∣
)n
dy¯ <∞. (3.38)
Note that H1,n(X) is a linear space, due to the elementary inequality (|a|+ |b|)n ≤
2n−1
(
|a|n + |b|n
)
.
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Lemma 3.7. Assume that h1/n ∈ H1,n(X) for some integer n ≥ 1, and let the
condition (3.26) hold. Then β vˆη ∈ Lm(Z, σ) for any m = 1, . . . , n.
Proof. Firth of all, observe that the condition h1/n ∈ H1,n(X) implies that h1/m ∈
H1,m(X) for any m = 1, . . . , n. Indeed, h1/m ∈ Lm(X, dy¯) if and only if h ∈
L1(X, dy¯); furthermore, using the definition (3.37) of βη(y¯) we see that
∫
X
(∑
yi∈y¯
∣∣∇yi(h(y¯)1/m)∣∣
)m
dy¯ = m−m
∫
X
(∑
yi∈y¯
|∇yih(y¯)|
h(y¯)1−1/m
)m
dy¯
= m−m
∫
X
(∑
yi∈y¯
|βη(y¯)i|
)m
η(dy¯) <∞,
(3.39)
since η is a probability measure and hence Lm(X, η) ⊂ Ln(X, η) (m = 1, . . . , n).
To show that β vˆη ∈ Lm(Z, σ), it suffices to check that each of the two terms on
the right-hand side of (3.36) belongs to Lm(Z, σ). Denote bv := supx∈X |v(x)| <
∞, Kv := supp v ⊂ X , and recall that CKv := supy∈X θ(Kv − y) < ∞ by
condition (2.49). Using (3.34), we have
∫
Z
|(βη(y¯), vˆx(y¯))|
m σ(dx× dy¯) ≤
∫
Z
(∑
yi∈y¯
|βη(y¯)i| · |v(yi + x)|
)m
θ(dx) η(dy¯)
≤ (bv)
m−1
∫
X
(∑
yi∈y¯
|βη(y¯)i|
)m−1∑
yi∈y¯
|βη(y¯)i|
(∫
X
|v(yi + x)| θ(dx)
)
η(dy¯)
≤ (bv)
m
∫
X
(∑
yi∈y¯
|βη(y¯)i|
)m−1∑
yi∈y¯
|βη(y¯)i| θ(Kv − yi) η(dy¯)
≤ (bv)
mCKv
∫
X
(∑
yi∈y¯
|βη(y¯)i|
)m
η(dy¯) <∞, (3.40)
according to (3.39). Similarly, denoting dv := supx∈X | div v(x)| <∞ and again
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using (3.34), we obtain
∫
Z
∣∣div vˆx(y¯)∣∣m σ(dx× dy¯) =
∫
Z
(∑
yi∈y¯
∣∣(div v)(yi + x)∣∣
)m
θ(dx) η(dy¯)
≤ (dv)
m−1
∫
X
NX(y¯)
m−1
(∑
yi∈y¯
∫
X
∣∣(div v)(yi + x)∣∣ θ(dx)
)
η(dy¯)
≤ (dv)
m
∫
X
NX(y¯)
m−1
∑
yi∈y¯
θ(Kv − yi) η(dy¯)
≤ (dv)
mCKv
∫
X
NX(y¯)
m η(dy¯) <∞, (3.41)
according to the assumption (3.26). As a result, combining the bounds (3.40) and
(3.41), we see that β vˆη ∈ Lm(Z, σ), as claimed.
The next two theorems are our main results in this section.
Theorem 3.8. For any function F ∈ FC(ΓX), the Gibbs cluster measure gcl
satisfies the integration-by-parts formula∫
ΓX
∑
x∈γ
∇xF (γ) · v(x) gcl(dγ) = −
∫
ΓX
F (γ)Bvgcl(γ) gcl(dγ), (3.42)
where Bvgcl(γ) := I
∗
q 〈β
vˆ
η , γˆ〉 ∈ L
1(ΓX , gcl) and β vˆη is the logarithmic derivative
defined in (3.36).
Proof. For any function F ∈ FC(ΓX) and vector field v ∈ Vect0(X), let us
denote for brevity
H(x, γ) := ∇xF (γ) · v(x), x ∈ X, γ ∈ ΓX . (3.43)
Furthermore, setting Fˆ = IqF : ΓZ → R we introduce the notation
Hˆ(z, γˆ) := ∇y¯Fˆ (γˆ) · vˆx(y¯), z = (x, y¯) ∈ Z, γˆ ∈ ΓZ . (3.44)
From these definitions, it is clear that
Iq
(∑
x∈γ
H(x, γ)
)
(γˆ) =
∑
z∈γˆ
Hˆ(z, γˆ), γˆ ∈ ΓZ . (3.45)
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Let us show that the Gibbs measure gˆ on ΓZ satisfies the following integration-
by-parts formula:∫
ΓZ
∑
z∈γˆ
Hˆ(z, γˆ) gˆ(dγˆ) = −
∫
ΓZ
Fˆ (γˆ)Bvˆgˆ (γˆ) gˆ(dγˆ), (3.46)
where the logarithmic derivativeBvˆgˆ (γˆ) := 〈β vˆη , γˆ〉 belongs to L1(ΓZ , gˆ) (by Lem-
mas 3.6(b) and 3.7 with n = 1). By the change of measure (2.25) and due to
relation (3.45), we have∫
ΓZ
∑
z∈γˆ
|Hˆ(z, γˆ)| gˆ(dγˆ) =
∫
ΓX
∑
x∈γ
|H(x, γ)| gcl(dγ)
≤ sup
(x,γ)
|H(x, γ)|
∫
ΓX
∑
x∈γ
1Kv(x) gcl(dγ), (3.47)
where Kv := supp v is a compact set in X . Note that the right-hand side of (3.47)
is finite, since the function H is bounded (see (3.43)) and, by Lemma 3.6(b), gcl ∈
M1(ΓX). Therefore, by Remark A.1 we can apply Nguyen–Zessin’s equation
(A.3) with the function Hˆ to obtain∫
ΓZ
∑
z∈γˆ
Hˆ(z, γˆ) gˆ(dγˆ) =
∫
ΓZ
(∫
Z
Hˆ(z, γˆ ∪ {z}) e−Eˆ({z}, γˆ ) σ(dz)
)
gˆ(dγˆ).
(3.48)
Inserting the definition (3.43), using Lemma 3.2 and recalling that σ = θ⊗ η (see
(2.28)), let us apply the integration-by-parts formula (3.35) for the measure η to
rewrite the internal integral in (3.48) as∫
X
e−E({x}, pX(γˆ ))
(∫
X
∇y¯Fˆ (γˆ ∪ {(x, y¯)}) · vˆx(y¯) η(dy¯)
)
θ(dx)
= −
∫
X
e−E({x},pX(γˆ ))
(∫
X
Fˆ (γˆ ∪ {(x, y¯)})β vˆη (x, y¯) η(dy¯)
)
θ(dx)
= −
∫
Z
e−E({pX(z)}, pX(γˆ ))Fˆ (γˆ ∪ {z)})β vˆη (z) σ(dz).
Returning to (3.48) and again using Nguyen–Zessin’s equation (A.3), we see that
the right-hand side of (3.48) is reduced to
−
∫
ΓZ
∑
z∈γˆ
Fˆ (γˆ)β vˆη(z) gˆ(dγˆ) = −
∫
ΓZ
Fˆ (γˆ)Bvˆgˆ γˆ〉 gˆ(dγˆ),
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which proves formula (3.46).
Now, using equality (3.45), we obtain
∫
ΓX
∑
x∈γ
H(x, γ) gcl(dγ) =
∫
ΓZ
( ∑
(x,y¯)∈γˆ
∇y¯IqF (γˆ) · vˆx(y¯)
)
gˆ(dγˆ)
= −
∫
ΓZ
IqF (γˆ)B
vˆ
gˆ (γˆ) gˆ(dγˆ)
= −
∫
ΓX
F (γ) I∗qB
vˆ
gˆ (γ) gcl(dγ),
where I∗qBvˆgˆ ∈ L1(ΓX , gcl) by Lemma 3.4. Thus, formula (3.42) is proved.
Remark 3.5. Observe that the logarithmic derivative Bvˆgˆ = 〈β vˆη , γˆ〉 (see (3.46))
does not depend on the interaction potential Φ, and in particular coincides with
that in the case Φ ≡ 0, where the Gibbs measure g is reduced to the Poisson
measure πθ. Nevertheless, the logarithmic derivative Bvgcl does depend on Φ via
the map I∗q .
Remark 3.6. Note that in Theorem 3.8 the reference measure θ does not have to
be differentiable with respect to v.
According to Theorem 3.8, Bvgcl ∈ L
1(ΓZ , gcl). However, under the conditions
of Lemma 3.7 with n ≥ 2, this statement can be enhanced.
Lemma 3.9. Assume that h1/n ∈ H1,n(X) for some integer n ≥ 2, and let the
condition (3.26) hold. Then Bvgcl ∈ Ln(ΓZ , gcl).
Proof. By Lemmas 3.6(a) and 3.7, it follows that 〈β vˆη , γˆ〉 ∈ Ln(ΓZ , gˆ). Let s :=
n/(n − 1), so that n−1 + s−1 = 1. Note that Iq can be treated as a bounded
operator acting from Ls(ΓX , gcl) to Ls(ΓZ , gˆ). Hence, I∗q is a bounded operator
from Ls(ΓZ , gˆ)′ = Ln(ΓZ , gˆ) to Ls(ΓX , gcl)′ = Ln(ΓX , gcl), which implies that
Bvgcl = I
∗
q 〈β
vˆ
η , γˆ〉 ∈ L
n(ΓZ , gcl).
Formula (3.42) can be extended to more general vector fields on ΓX . Let
FV(ΓX) be the class of vector fields V of the form V (γ) = (V (γ)x)x∈γ ,
V (γ)x =
N∑
j=1
Gj(γ) vj(x) ∈ TxX,
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where Gj ∈ FC(ΓX) and vj ∈ Vect0(X), j = 1, . . . , N . For any such V we set
BVgcl(γ) := (I
∗
qB
IqV
gˆ )(γ),
where BIqVgˆ (γˆ) is the logarithmic derivative of gˆ along IqV (γˆ) := V (q(γˆ)) (see
[2]). Note that IqV is a vector field on ΓZ owing to the obvious equality
TγˆΓZ = Tq(γˆ )ΓX .
Clearly,
BVgcl(γ) =
N∑
j=1
(
Gj(γ)B
vj
gcl(γ) +
∑
x∈γ
∇xGj(γ) · vj(x)
)
.
Theorem 3.10. For any F1, F2 ∈ FC(ΓX) and V ∈ FV(ΓX), we have∫
ΓX
∑
x∈γ
∇xF1(γ) ·V (γ)x F2(γ) gcl(dγ)
= −
∫
ΓX
F1(γ)
∑
x∈γ
∇xF2(γ) ·V (γ)x gcl(dγ)
−
∫
ΓX
F1(γ)F2(γ)B
V
gcl(γ) gcl(dγ).
Proof. The proof can be obtained by a straightforward generalization of the argu-
ments used in the proof of Theorem 3.8.
We define the vector logarithmic derivative of gcl as a linear operator
Bgcl : FV(ΓX)→ L
1(ΓX , gcl)
via the formula
BgclV (γ) := B
V
gcl(γ).
This notation will be used in the next section.
4. The Dirichlet form and equilibrium stochastic dynamics
Throughout this section, we assume that the conditions of Lemma 3.6 are
satisfied with n = 2. Thus, the measures g, gˆ and gcl belong to the corresponding
M2-classes. Our considerations will involve the Γ -gradients (see Section 3.1) on
different configuration spaces, such as ΓX , ΓX and ΓZ ; to avoid confusion, we
shall denote them by ∇ΓX , ∇ΓX and ∇ΓZ , respectively.
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4.1. The Dirichlet form associated with gcl
Let us introduce a pre-Dirichlet form Egcl associated with the Gibbs cluster
measure gcl, defined on functions F1, F2 ∈ FC(ΓX) ⊂ L2(ΓX , gcl) by
Egcl(F1, F2) :=
∫
ΓX
〈∇ΓXF1(γ),∇
Γ
XF2(γ)〉γ gcl(dγ). (4.1)
Let us also consider the operator Hgcl defined by
HgclF := −∆
ΓF +Bgcl∇
Γ
XF, F ∈ FC(ΓX), (4.2)
where ∆ΓF (γ) :=
∑
x∈γ ∆xF (γ).
The next theorem readily follows from the general theory of (pre-)Dirichlet
forms associated with measures from the class M2(ΓX) (see [3, 22]).
Theorem 4.1. (a) The pre-Dirichlet form (4.1) is well defined, i.e., Egcl(F1, F2) <
∞ for all F1, F2 ∈ FC(ΓX);
(b) The expression (4.2) defines a symmetric operator Hgcl in L2(ΓX , gcl)
whose domain includes FC(ΓX);
(c) The operator Hgcl is the generator of the pre-Dirichlet form Egcl , i.e.,
Egcl(F1, F2) =
∫
ΓX
F1(γ)HgclF2(γ) gcl(dγ), F1, F2 ∈ FC(ΓX). (4.3)
Formula (4.3) implies that the form Egcl is closable. It follows from the prop-
erties of the carre´ du champ
∑
x∈γ∇xF1(γ) ·∇xF2(γ) that the closure of Egcl (for
which we shall keep the same notation) is a quasi-regular local Dirichlet form on
a bigger state space
..
ΓX consisting of all integer-valued Radon measures on X
(see [22]). By the general theory of Dirichlet forms (see [21]), this implies the
following result (cf. [2, 3, 7]).
Theorem 4.2. There exists a conservative diffusion process X = (Xt, t ≥ 0)
on
..
ΓX , properly associated with the Dirichlet form Egcl , that is, for any function
F ∈ L2(
..
ΓX , gcl) and all t ≥ 0, the map
..
ΓX ∋ γ 7→ ptF (γ) :=
∫
Ω
F (Xt) dPγ
is an Egcl-quasi-continuous version of exp(−tHgcl)F . Here Ω is the canonical
sample space (of ..ΓX-valued continuous functions on R+) and (Pγ, γ ∈
..
ΓX) is
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the family of probability distributions of the process X conditioned on the initial
value γ = X0. The process X is unique up to gcl-equivalence. In particular, X is
gcl-symmetric (i.e.,
∫
F1 ptF2 dgcl =
∫
F2 ptF1 dgcl for all measurable functions
F1, F2 :
..
ΓX → R+) and gcl is its invariant measure.
4.2. Irreducibility of the Dirichlet form
Similarly to (4.1), let Egˆ be the pre-Dirichlet form associated with the Gibbs
measure gˆ, defined on functions F1, F2 ∈ FC(ΓZ) ⊂ L2(ΓZ , gˆ) by
Egˆ(F1, F2) :=
∫
ΓZ
〈∇ΓZF1(γˆ),∇
Γ
ZF2(γˆ)〉γˆ gˆ(dγˆ). (4.4)
The integral on the right-hand side of (4.4) is well defined because gˆ ∈ M2 ⊂
M1. The latter fact also implies that the gradient operator∇ΓZ can be considered as
an (unbounded) operator L2(ΓZ , gˆ) → L2V (ΓZ , gˆ) with domain FC(ΓZ), where
L2V (ΓZ , gˆ) is the space of square-integrable vector fields on ΓZ . Since the form
Egˆ belongs to the class M2, it is closable [3] (we keep the same notation for the
closure and denote by D(Egˆ) its domain).
Our aim is to study a relationship between the forms Egcl and Egˆ and to charac-
terize in this way the kernel of Egcl . We need some preparations. Let us recall that
the projection map q : Z → Γ ♯X was defined in (2.14) as q := p ◦ s, where
s : Z ∋ (x, y¯) 7→ y¯ + x ∈ X.
As usual, we preserve the same notations for the induced maps of the correspond-
ing configuration spaces. It follows directly from the definition (2.3) of the map p
that
(∇ΓXF ) ◦ p = ∇
Γ
X(F ◦ p), F ∈ FC(ΓX), (4.5)
where we use the identification of the tangent spaces
Tγ¯ΓX =
⊕
y¯∈γ¯
Ty¯X =
⊕
y¯∈γ¯
⊕
yi∈y¯
TyiX =
⊕
yi∈p(γ¯)
TyiX = Tp(γ¯)X. (4.6)
Theorem 4.3. For the Dirichlet forms Egcl and Egˆ defined in (4.3) and (4.4), re-
spectively, their domains satisfy the relation Iq(D(Egcl)) ⊂ D(Egˆ). Furthermore,
F ∈ Ker Egcl if and only if IqF ∈ Ker Egˆ .
Proof. Let us introduce a map ds∗ : X→ Z by the formula
ds∗(y¯) :=
(∑
yi∈y¯
yi, y¯
)
, y¯ ∈ X.
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As suggested by the notation, this map coincides with the adjoint of the derivative
ds(z) : TzZ → Ts(z)X
under the identification Ty¯X = X and TzZ = Z . A direct calculation shows that
for any differentiable function f on X the following commutation relation holds:
(ds∗∇f) ◦ s = ∇(f ◦ s). (4.7)
Here the symbol∇ denotes the gradient on the corresponding space (i.e., X on the
left and Z on the right).
Let
ds∗(γˆ) : Ts(γˆ)ΓX =
⊕
y¯∈s(γˆ)
Ty¯X→
⊕
z∈γˆ
TzZ = TγˆΓZ
be the natural lifting of the operator ds∗. Further, using (4.6), it can be interpreted
as the operator
ds∗(γˆ) : Tq(γˆ)ΓX → TγˆΓZ ,
which induces the (bounded) operator
Iq ds
∗ : L2V (ΓX , gcl)→ L2V (ΓZ , gˆ) (4.8)
acting according to the formula
(Iq ds
∗V )(γˆ) = ds∗(γˆ)V (q(γˆ)), V ∈ L2V (ΓX , gcl).
Formula (4.7) together with (4.5) implies that(
ds∗∇ΓXF
)
◦ q = ∇ΓZ (F ◦ q), F ∈ FC(ΓX),
or, in terms of operators acting in the corresponding L2-spaces,
Iq ds
∗∇ΓXF = ∇
Γ
Z IqF, F ∈ FC(ΓX).
Therefore, for any F ∈ FC(ΓX)
Egˆ(IqF, IqF ) =
∫
ΓZ
|(Iq ds
∗∇ΓXF )(γˆ)|
2
γˆ gˆ(dγˆ) (4.9)
=
∫
ΓZ
|ds∗∇ΓXF (q(γˆ))|
2
γˆ gˆ(dγˆ)
=
∫
ΓX
|ds∗∇ΓXF (γ)|
2
γ gcl(dγ)
≥
∫
ΓX
|∇ΓXF (γ)|
2
γ gcl(dγ) = Egcl(F, F ), (4.10)
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where in (4.10) we used the obvious inequality |ds∗(y¯)| ≥ |y¯| (y¯ ∈ X). Hence,
‖F‖2Egcl := Egcl(F, F ) +
∫
ΓX
F 2 dgcl
≤ Egˆ(IqF, IqF ) +
∫
ΓZ
(IqF )
2 dgˆ = ‖IqF‖2Egˆ ,
which implies that Iq(D(Egcl)) ⊂ D(Egˆ), thus proving the first part of the theorem.
Further, using approximation arguments and continuity of the operator (4.8),
one can show that the equality (4.9) extends to the domain D(Egcl),
Egˆ(IqF, IqF ) =
∫
ΓZ
|Iq ds
∗∇ΓXF |
2
γˆ dgˆ, F ∈ D(Egcl). (4.11)
Since Ker(Iq ds∗) = {0}, formula (4.11) readily implies that IqF ∈ Ker Egˆ if
and only if ∇ΓXF = 0. In turn, due to equality (4.10), the latter is equivalent to
F ∈ Ker Egcl .
Let us recall that a Dirichlet form E is called irreducible if the condition
E(F, F ) = 0 implies that F = const.
Corollary 4.4. The Dirichlet form Egcl is irreducible if Egˆ is so.
Proof. Follows immediately from Theorem 4.3 and the obvious fact that if IqF =
const (gˆ-a.s.) then F = const (gcl-a.s.).
Remark 4.1. It follows from the general theory of Gibbs measures (see, e.g., [3])
that the form Egˆ is irreducible if and only if gˆ ∈ extG (σ, Φˆ), which is in turn
equivalent to g ∈ extG (θ, Φ) (provided that g ∈ GR(θ, Φ), see Corollary 2.8).
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Appendix A. Gibbs measures on configuration spaces
Let us briefly recall the definition and some properties of (grand canonical)
Gibbs measures on the configuration space ΓX . For a more systematic exposi-
tion and further details, see the classical books [10, 25, 27]; more recent useful
references include [3, 16, 19].
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Denote by Γ 0X := {γ ∈ ΓX : γ(X) < ∞} the subspace of finite configu-
rations in X . Let Φ : Γ 0X → R ∪ {+∞} be a measurable function (called the
interaction potential) such that Φ(∅) = 0. A simple, most common example is
that of the pair interaction potential, i.e., such that Φ(γ) = 0 unless configuration
γ consists of exactly two points.
Definition A.1. The energy E : Γ 0X → R ∪ {+∞} is defined by
E(ξ) :=
∑
ζ⊂ξ
Φ(ζ) (ξ ∈ Γ 0X), E(∅) := 0. (A.1)
The interaction energy between configurations ξ ∈ Γ 0X and γ ∈ ΓX is given by
E(ξ, γ) :=


∑
γ⊃γ′∈Γ 0X
Φ(ξ ∪ γ′) if
∑
γ⊃γ′∈Γ 0X
|Φ(ξ ∪ γ′)| <∞,
+∞ otherwise.
(A.2)
Definition A.2. Let G (θ, Φ) denote the class of all grand canonical Gibbs mea-
sures corresponding to the reference measure θ and the interaction potential Φ,
that is, the probability measures on ΓX that satisfy the Dobrushin–Lanford–Ruelle
(DLR) equation (see, e.g., [3, Eq. (2.17), p. 251]).
In the present paper, we use an equivalent characterization of Gibbs measures
based on the following theorem, first proved by Nguyen and Zessin [23, Theo-
rem 2].
Theorem A.1. A measure g on the configuration space ΓX belongs to the Gibbs
class G (θ, Φ) if and only if either of the following conditions holds:
(i) (Nguyen–Zessin’s equation) For any function H ∈ M+(X × ΓX),∫
ΓX
∑
xi∈γ
H(xi, γ) g(dγ) =
∫
ΓX
(∫
X
H(x, γ ∪ {x}) e−E({x},γ) θ(dx)
)
g(dγ).
(A.3)
(ii) (Ruelle’s equation) For any bounded function F ∈ M+(ΓX) and any com-
pact set Λ ⊂ X ,∫
ΓX
F (γ) g(dγ) =
∫
ΓΛ
e−E(ξ)
(∫
ΓX\Λ
F (ξ ∪ γ′) e−E(ξ,γ
′) g(dγ′)
)
λθ(dξ), (A.4)
where λθ is the Lebesgue–Poisson measure on Γ 0X defined by the formula
λθ(dξ) =
∞∑
n=0
1{ξ(Λ) = n}
1
n!
⊗
xi∈ξ
θ(dxi), ξ ∈ Γ
0
Λ . (A.5)
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Remark A.1. Using a standard argument based on the decomposition H = H+ −
H−, |H| = H+ + H− with H+ := max{H, 0}, H− := max{−H, 0}, one can
see that equation (A.3) is also valid for an arbitrary measurable function H :
X × ΓX → R provided that∫
ΓX
∑
xi∈γ
|H(xi, γ)| g(dγ) <∞. (A.6)
Remark A.2. In the original paper [23], the authors proved the result of Theorem
A.1 under additional assumptions of stability of the interaction potential Φ and
temperedness of the measure g. In subsequent work by Kuna [16, Theorems 2.2.4,
A.1.1], these assumptions have been removed.
Remark A.3. Inspection of [23, Theorem 2] or [16, Theorem A.1.1] reveals that
the proof of the implication (A.3) ⇒ (A.4) is valid for any set Λ ∈ B(X) sat-
isfying a priori conditions θ(Λ) < ∞ and γ(Λ) < ∞ (g-a.s.). Hence, Ruelle’s
equation (A.4) is valid for such sets as well.
In the “interaction-free” case where Φ ≡ 0, the unique grand canonical Gibbs
measure coincides with the Poisson measure πθ (with intensity measure θ). In
the general situation, there are various types of conditions to ensure that the class
G (θ, Φ) is non-empty (see [10, 25, 27] and also [16, 17, 19]).
Example A.1. The following are four classical examples of translation-invariant
pair interaction potentials (i.e., such that Φ({x, y}) = φ0(x−y) ≡ φ0(y−x)), for
which G (θ, Φ) 6= ∅.
(1) (Hard core potential) φ0(x) = +∞ for |x| ≤ r0, otherwise φ0(x) = 0
(r0 > 0).
(2) (Purely repulsive potential) φ0 ∈ C20(Rd), φ0 ≥ 0 on Rd, and φ0(0) > 0.
(3) (Lennard–Jones type potential) φ0 ∈ C2(Rd \ {0}), φ0 ≥ −a > −∞ on
R
d
, φ0(x) := c|x|−α for |x| ≤ r1 (c > 0, α > d), and φ0(x) = 0 for
|x| > r2 (0 < r1 < r2 <∞).
(4) (Lennard–Jones “6–12” potential) d = 3, φ0(x) = c(|x|−12 − |x|−6) for
x 6= 0 (c > 0) and φ0(0) = +∞.
Definition A.3. For a Gibbs measure g on ΓX , its correlation function κng : Xn →
R+ of the n-th order (n ∈ N) is defined by the following property: for any function
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φ ∈ C0(Xn), symmetric with respect to permutations of its arguments, it holds∫
ΓX
∑
{x1,...,xn}⊂γ
φ(x1, . . . , xn) g(dγ)
=
1
n!
∫
Xn
φ(x1, . . . , xn) κ
n
g (x1, . . . , xn) θ(dx1) · · · θ(dxn). (A.7)
By a standard approximation argument, equation (A.7) can be extended to any
(symmetric) bounded measurable functions φ : Xn → R with support of finite
θ⊗n-measure. For n = 1 and φ(x) = 1B(x), the definition (A.7) specializes to∫
ΓX
γ(B) g(dγ) =
∫
B
κ1g (x) θ(dx). (A.8)
More generally, choosing φ(x1, . . . , xn) =
∏n
i=1 1Bi(xi) with arbitrary test sets
Bi ∈ B(X), it is easy to see that the definition (A.7) is equivalent to the following
more explicit description (cf. [2, p. 266]),
κng (x1, . . . , xn) θ(dx1) · · · θ(dxn) = n! · g{γ ∈ ΓX : γ(dxi) ≥ 1, i = 1, . . . , n},
also showing that indeed κng ≥ 0.
Example A.2. In the Poisson case (i.e., Φ ≡ 0), we have κnπθ(x) ≡ n! (n ∈ N).
Remark A.4. Using Nguyen–Zessin’s equation (A.3) with H(x, γ) = φ(x), from
the definition (A.8) it follows that
κ1g (x) =
∫
ΓX
e−E({x},γ) g(dγ), x ∈ X. (A.9)
In particular, the representation (A.9) implies that if Φ ≥ 0 (non-attractive inter-
action potential) then κ1g (x) ≤ 1 for al x ∈ X , so that κ1g is bounded.
Remark A.5. If the first-order correlation function κ1g (x) is integrable on any set
B ∈ B(X) of finite θ-measure (for instance, if κ1g is bounded on X , cf. Remark
A.4), then, according to (A.8), the mean number of points in γ ∩ B is finite, also
implying that γ(B) < ∞ for g-a.a. configurations γ ∈ ΓX (cf. Remark A.3).
Conversely, if κ1g is bounded below (i.e., κ1g (x) ≥ c > 0 for all x ∈ X) and the
mean number of points in γ∩B is finite, then it follows from (A.8) that θ(B) <∞.
Definition A.4. For a probability measure µ on ΓX , the notation µ ∈ Mn(ΓX)
signifies that ∫
ΓX
|〈φ, γ〉|n µ(dγ) <∞, φ ∈ C0(X). (A.10)
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Definition A.5. We denote by GR(θ, Φ) the set of all Gibbs measures g ∈ G (θ, Φ)
such that all its correlation functions κng are well defined and satisfy the Ruelle
bound, that is, for some constant R ∈ R+ and all n ∈ N,
|κng (x1, . . . , xn)| ≤ R
n, (x1, . . . , xn) ∈ X
n. (A.11)
Proposition A.2. Let g1, g2 ∈ GR(θ, Φ) and κng1 = κ
n
g2 for all n ∈ N. Then
g1 = g2.
Proof. For any measure g ∈ GR(θ, Φ), its Laplace transform Lg(f) on functions
f ∈ C0(X) may be represented in the form
Lg(f) =
∫
ΓX
∏
xi∈γ
(
1 + (e−f(xi) − 1)
)
g(dγ)
= 1 +
∫
ΓX
∞∑
n=1
∑
{x1,...,xn}⊂γ
n∏
i=1
(
e−f(xi) − 1
)
g(dγ) (A.12)
= 1 +
∞∑
n=1
∫
ΓX
∑
{x1,...,xn}⊂γ
n∏
i=1
(
e−f(xi) − 1
)
g(dγ) (A.13)
= 1 +
∞∑
n=1
1
n!
∫
Xn
n∏
i=1
(
e−f(xi) − 1
)
κng (x1, . . . , xn) θ(dx1) · · · θ(dxn),
(A.14)
where (A.14) is obtained from (A.13) using formula (A.7). Interchanging the
order of integration and summation in (A.12) is justified by the dominated con-
vergence theorem; indeed, using that |f(x)| ≤ Cf on Kf := supp f with some
Cf > 0 and recalling that the correlation functions κng satisfy the Ruelle bound
(A.11), we see that the right-hand side of (A.14) is dominated by
1 +
∞∑
n=1
1
n!
(eCf + 1)nRn θ(Kf )
n = exp
{
R (eCf + 1)θ(Kf )
}
<∞.
Now, formula (A.14) implies that if measures g1, g2 ∈ GR(θ, Φ) have the same
correlation functions, then their Laplace transforms coincide with each other,
Lg1(f) = Lg2(f) for any f ∈ M+(X), hence g1 = g2.
Definition A.6. It is well known that G (θ, Φ) is a convex set [25]. We denote by
extG (θ, Φ) the set of its extreme elements, that is, those measures g ∈ G (θ, Φ)
that cannot be written as g = 1
2
(g1 + g2) with g1, g2 ∈ G (θ, Φ) and g1 6= g2.
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Using Ruelle’s equation (A.4), it is easy to obtain the following result (cf. [16,
Corollary 2.2.6]).
Proposition A.3. Let g ∈ G (θ, Φ), and let Λ ∈ B(X) be a compact set. Then the
restriction of the Gibbs measure g ∈ G (θ, Φ) onto the space ΓΛ, defined by
gΛ(A) := g(A ∩ ΓΛ), A ∈ B(ΓX),
is absolutely continuous with respect to the Lebesgue–Poisson measure λθ, with
the Radon–Nikodym density SΛ := dgΛ/dλθ ∈ L1(ΓΛ, λθ) given by
SΛ(γ) = e
−E(γ)
∫
ΓX\Λ
e−E(γ,γ
′) g(dγ′), γ ∈ ΓΛ. (A.15)
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