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Probability Distributions on the Real Line* 
L. L. CAMPBELL 
Department ofMathematics, Queen's University, Kingston, Ontario, Canada 
A characterization f the entropy - - f f logfdx of a random variable is 
provided. If X is a random variable and Y = T(X), where T is a piecewise 
monotonic function, the entropy difference H[X] -- H[Y] is first characterized 
as the expectation of a function with reasonable properties. After entropy 
differences are characterized, zero entropy is assigned to the random variable 
which is uniformly distributed on the unit interval. In the course of the deriva- 
tion, a characterization f Kullback's directed ivergence is also obtained. 
1. INTRODUCTION 
There have been several characterizations of the entropy of a finite proba- 
bility space. Aczel (1969) has summarized most of the relevant literature and 
has provided an analysis of the connections among these characterizations. 
Apparently, very little has been written concerning axiomatic charac- 
terizations of entropy in other spaces, although the entropy concept itself has 
proved useful in a number of contexts. Exceptions are the works of Reich 
(1951), Hatori (1958), and Ikeda (1959, 1962), who have provided charac- 
terizations when the probability space is the real line. 
In the present paper we approach the characterization problem in a way 
which is quite different from the approach of Hatori and Ikeda. There is 
some connection with Reich's approach, but the problem addressed here is 
different from Reich's problem. 
Let X be a random variable with probability density function fx  and let 
Y = T(X) where T is any pieeewise monotonic function. We first charac- 
terize the entropy difference H[X] -- H[Y], where H[X] is a measure of the 
entropy, or uncertainty, associated with X. Having characterized entropy 
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differences, we then introduce a standard istribution (the uniform distribu- 
tion on (0, 1)) and assign it zero entropy. With this assignment, we find that 
cO 
H[X] ~- -- f fx (x ) log fx (x  ) dx. (1) 
- -oz  
An indication of the direction of the present study may perhaps be obtained 
by considering the mapping T(X)  = XL  Assuming that we can measure 
either X or Y = X z, which measurement should we make in order to gain 
as much information as possible ? If we measure Y and learn that its value 
lies in some interval (y, y q-- dy), then we know that X lies in one of two 
intervals, each with length approximately equal to dy/2 %/y. Thus, uncertainty 
about the value of X after a measurement of Y depends on the probabilities 
that X > 0 and X < 0 given Y = y, and on the scale factor 1/2 %/y. This 
scale factor is associated with the derivative of T. Thus we will expect 
H[X] -- H[Y] to depend on conditional probabilities and on the derivative 
of T. The precise assumptions which are made about this dependence are 
stated in the Theorem in Section 3. 
Although the development is carried out here for probability distributions 
on the real line, it can be generalized without difficulty to other probability 
spaces where the probability measure has an associated probability density. 
In the generalization, ordinary derivatives must be replaced by Radon- 
Nikodym derivatives and piecewise monotonic functions must be replaced by 
piecewise invertible mappings. 
2. PRELIMINARY DEFINITIONS 
Before stating the theorem it will be convenient to introduce some notation 
connected with piecewise monotonic functions. The function T will be called 
"piecewise monotonic" if there is a finite partition {Ei,  E 2 ,..., En} of the 
real line into disjoint measurable s ts E i such that the restriction of T to each 
E i is strictly monotonic. Then T restricted to Ei has an inverse function 0 i
which maps T(Ei) onto E i . This inverse function is also monotonic and 
consequently has a derivative 0i' almost everywhere. 
Suppose now that S is another piecewise monotonic function, that 
{F i ,..., F~} is a partition of the real line such that S is monotonic on eachF~., 
and that the inverse function of S on Fa is 6j. Then the composite function 
S o T, defined by 
(S o T)(x) = S(T(x)) 
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is also piecewise monotonic. In fact, if we put 
Gij = E i ~ T-I(Fj), 
where 
T-I(F~) = {x: T(x) ~Fj}, 
then S o T is easily seen to be monotonic on G~.  Moreover, the inverse 
function of S o T on Gij is 0 i o C J  " 
I f  X is a random variable with probability density function fx  and if 
Y = T(X),  then the probability density function of Y, f r ,  is given by 
f r (Y)  = ~ I Oi'(Y)lfx(Oi(y)) Xi(Y), (2) 
i~ l  
where Xi is the indicator function of T(Ei). That is, 
i l if y = T(x) for some x ~ E 
Xi(Y) ~ t0 otherwise. 
In (2), and later, a term in the sum is defined to be zero whenever Xi(Y) = O. 
Also, let 
P(E~ l Y) = ] O/(Y)l fx(O~(y)) X~(Y)/fY(Y). 
Then P(E i ] y) is the conditional probability of the set E i given y. Similarly, 
conditional probabilities P(F j I ' )  and P(Gi j [ ' )  will be associated with 
mappings S and S o T. 
3. CHARACTERIZATION OF ENTROPY 
THEOREM. Let C be the set of probability density functions fx  which are such 
that f x logfx is integrable. Let H be a functional on C which associates the number 
H[X] to the density fx  . Let H have the following properties: 
(i) I f  Y ~ T(X),  where T is any piecewise monotonic function and if X 
and ¥ are random variables with density functions f x and f y in C, then there is 
a function r n which is such that 
H[X] -- H[Y] = f r~(P(E 1 ]y),..., P(E~ ]y);]Ol'(y)X ,..., ]O~'(y)l)fy(y)dy, 
--co 
where r~ is a continuous function of its 2n variables, P(Ei l Y) are the conditional 
probabilities, and Of(y) are the derivatives described in Section 2. 
643/zx/4-3 
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(ii) The entropy difference H[X] -- H[Y]  depends only on T and fx  and 
not on the particular choice or enumeration of the sets Ei • 
(iii) r.  is a nondecreasing function of each ] Oi'(y)l. 
( iv)  r l (1 ,3 )=r ,  , , . . . , - - ;  , , . . . ,  . 
n n n n n /  
(v) I f  X is uniformly distributed on the interval (0, 1) then H[X] = O. 
Then either H[X] = O for all f x  or 
H[X] f ~ = -- _ fx (x )  logfx(x) dx, (I) 
where the base of the logarithm is some number larger than one. Conversely, 
i f  H is given by (1), H satisfies (i)-(v). 
The theorem will be proved in Section 5. However, some comment on the 
postulates (i)-(v) might be useful here. As will be seen in an examination of 
the proof, postulates (i)-(iv) serve to characterize the difference H[X] -- H[Y]. 
Postulate (v) thus provides an origin, or standard istribution from which to 
measure differences. 
The motivation for (i) is that the uncertainty about X when Y is measured 
depends on the conditional probabilities P(E i [y )  and on the derivatives 
Oi'(y). One illustration of the dependence on Oi'(y ) has already been given in 
the Introduction. Another illustration is provided by the transformation 
Y = bX, where b is a constant. If I b ] > 1, a measurement of Y yields more 
information than a measurement of X (in the sense that location of Y in 
an interval of length A locates X in a smaller interval of length All b ]). This 
example not only provides a reason for introducing a dependence on 0 i' in (i), 
but also motivates postulate (iii). In this example, 0 i' = l/b; an increase in 
I Oi' ] corresponds to a decrease in [b ] and so to a decrease in the amount of 
information available from a measurement of Y. But this is just what postulate 
(iii) says, since an increase in r n increases H[X] -- H[Y]  and so decreases 
H[Y]. 
Postulate (iv) says, roughly, that the loss of information due to the spreading 
caused by a large 0( is equal to the loss of information due to an equivalent 
spreading caused by a smaller 0i' combined with an inverse image T -1 which 
splits one interval into n equiprobable intervals. To see this, consider two 
possible mappings T 1 and T~. Let T 1 be such that at some y, P(E 1 I Y) = 1, 
while P(E i ]y )  ~--0 for i ) 1. At this y, let O~'(y) = [3. Let the other 
mapping T2 be such that P(Ei I Y) = n-1 and O((y) ~- [3In for i - -  1, 2,..., n. 
Let A be some small interval containing y. Then B 1 -~ T; I(A) is an interval 
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with Lebesgue measure m(B1) - ~3re(A). On the other hand, Bz = T~-I(A) 
is the union of n disjoint equiprobable intervals, each with Lebesgue measure 
approximately equal to/3m(A)/n. Thus m(B2) - m(B~). Postulate (iv) says 
that the mappings T a and T2 introduce the same amount of uncertainty at y. 
Postulate (i) corresponds in many ways to the "branching property" 
which was introduced by Pintacuda (1966) and developed by Daroczy (1967) 
and Forte and Daroczy (1968), in their discussions of discrete entropy. 
4. A CHARACTERIZATION OF DIRECTED DIVERGENCE 
Before proving the main theorem, we prove a lemma which may be of 
some independent interest. The lemma is almost an axiomatic haracterization 
of the directed divergence of Kullback (1959), although our fii are not required 
to be probabilities. Hobson (1969) has given a similar, but not identical, 
characterization of the directed divergence. 
LEMMA. For each positive integer m, let r,~ be a continuous function of the 2m 
variables Pl .... ,Pm ; /31, . ,  [3~ on the subspace of R 2m defined by the relations 
Pi >~ O,/3i > O, Zlmp~ = 1. Let the functions r~ have the following properties: 
(i) r~(pl .... ,Pro;/31 .... , tim) = r~(Pa(1) ,'",Pa(~);/3a(1) ,'",/3,(~)) where 
a(1) ..... a(m) is any permutation of (1, 2,..., m). 
(ii) rm(pl ,'",Pm--~, O;/3a ..... /3,n--~,/3m) = rm-l(Pl ,'",Pro--I;/31 .... , ~3m--x)" 
(iii) I f  
i~pi,=l, p.>o,  p; iP, J ,  7.>o, 3~>o, 
i - a  ]--1 i--1 
then 
r~(P l l  ..... P~,~; 711 ,..., 7n,~) 
= fro(P1 , " ' ,  Pro; /31 .... , fir*t) ~- ~L PJ rn (plj P•J. 7lJ 7nJl 
\ 
j=l \PJ" ' " "  PJ ' fl~ ' " "  /35 / ' 
where the j-th term in the sum is understood to be zero if  pj = O. 
(iv) rm(Pl .... , Pro; fil .... , tim) is a non-decreasing function of each fii . 
(v) ra(1 , f i )=r ,~ m ..... m 'm ..... ~-  " 
(3) 
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rm(pl , . .-, Pra; [31 ,"', tim) = C ~, P7 ln(3/PT), 
J=l 
(4) 
where c >/0,  In denotes the natural ogarithm, and 0 ln(fl/0) is defined to be zero. 
Proof. From (iii), if a > 0 and b > 0, 
rl(1 , ab) = rl(1 , a) + rl(1 , b). 
The only continuous olution of this equation is 
rl(1, a) = c In a, (5) 
where c is real. By (iv), it follows that c /> 0. 
Next, we apply (iii) with n=2,  PlJ =P j ,  P2J =0,  and 37 = 1 for 
j = 1, 2,..., m. Then 
r2m(Pl, P2 ..... p~,  0 ..... 0; )'11 ,..., )'lm, )'21 ,..., )'~m) 
= r~(p 1 ,p~ ,...,p~; 1, 1,..., 1) + ~ pjr2(1, 0; )'17, )'2J). 
j= l  
From (ii) and (5) it now follows that 
rm(P~ , Pz ,..., Pro; )'11 , ' " ,  ~/lm) 
= rm(Pl ,P2 ..... P,n; 1, 1,..., 1) + c ~ P7 In )'lJ. (6) 
i= l  
Thus it suffices to discover 
s~(px ,. . . ,p~) = r~(pl  ,...,p~; 1 ..... l). 
From (i)-(iii) we obtain the following conditions on s,~: 
(i)' s,,(p 1 ,..., p~) is a symmetric function of its variables. 
(ii)' s~(pl .... , P~-a , O) = s~_~(pl ..... P~-I). 
( i i i )t  Smn(Pll ..... Pnfn) = Sm(Pl .... , P,m) -~ ~ PjS,n (P l ,  Pn, .) 
j=l P7 ' " "  P~ 
where P7 and Pit are related as in (iii). 
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It has already been shown by Faddeev (1956) that the only continuous 
functions which satisfy (i)'-(iii)' are given by 
sin(P1 ,..., P~) = b ~ pj In p j ,  
j=l 
where b is a real number and 0 in 0 = 0. Thus, if we substitute this in (6) 
and write flj for Yli, we get 
r~(Pl . . . . .  P ro ; i l l  . . . . .  ~)  =b ~ pjlnp~ + c ~ p~ lnfl~, 
j=l j=l 
(7) 
where c >~ 0 and b is as yet undetermined. It follows from condition (v) and 
Eq. (5) that b = --c. Hence (4) follows from (7). It is easily verified that r,~ 
as given by (4) satisfies postulates (i)-(v) of the Lemma. 
5. PROOF OF THE THEOREM 
We now turn to the proof of the Theorem of Section 3. References to 
postulates (i)-(v) are references to the postulates in the Theorem. 
Let T and S be two piecewise monotonic functions, let the corresponding 
sets in the partitions be E i and F j ,  and let the inverse functions be 0i and ~i 
as in Section 2. Let X be a random variable with densityfx,  and let Y = T(X) 
and Z = S(Y) = (S o T)(X) be random variables with density functions 
fg  andfz .  To simplify the notation, let us put 
Then 
and 
3~ = I ~/ (z ) l ,  7 .  = I(O, o~-) ' (~)I  = I o / (~X~))~/ (z ) l .  
H[Y] --  H[Z] = f r~(pl ..... P~;3~ .... ,3~) fz (z )az ,  
--co 
H[X] -- H[Z] = f r,~,(pu .... , P,~; )'n ,-", ~' ~)  f z(z) dz, 
--oo 
It is easily verified that 
~ Po = Pi ( j  = 1, 2,..., m) 
i=1  
(8) 
(9) 
336 CAMPBELL 
and that whenever pj @ O, 
P(E~ I ¢~(z)) = Pij/PJ . 
Since the sets F 1 ,..., F~ partition the real axis, 
H[X] -- H[Y] 
0o) 
= ~ ~ f r~(P(E1 l Y) ..... P(E~ [y); [ 01'(Y)] ..... I Od(y)l)fy(y) dy. 
j~l F~ 
In the j - th  integral of this sum, make the change of variables y = Cj(z), and 
denote the indicator function of the set S(F~) by 8~.. Then, from (10) and the 
definitions of ~'i~ and B~, 
m oo (p. 
But 
B;fy(¢j(z)) 8~(~) = pjfz(z) 
and hence 
f°° [j~__~ 1 (PlJ PnJ ; '~aJ ,,,,, 'nJ )] H[X] - -H[Y]= -® pjr~\p~ ,... ,pj Bit Bit fz(z) dz. (11) 
Indeed, (11) is just a special case of a more general result on iterated expecta- 
tions. 
We now use (8), (9), and (11) in the identity 
to get 
H[X] -- H[Z] = (H[Y]  - -  H[Z])  + (H[X]  - -  H[Y] )  
J=l 
Since this must hold for all transformations S and T and all probability 
distributions, the integrands must be equal. Thus Eq. (3) must hold. 
Next, by (ii), r~ must be unchanged by any permutation of the indices 
1, 2,..., n in the labeling of P(E~ ] y) and t 0/(y)l. 
There is another consequence of postulate (ii). Suppose that T is monotonic 
on E*_ 1 = E~_ 1 U E~. Then we must have the same value of H[X] --  H[Y] 
whether we use the partition {E 1 ,..., E~_I, E~} or {E 1 ..... E~*_I}. Since T 
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is monotonic on En*_l, the sets T(En_I) and T(E,~) are disjoint. Consequently, 
if y ~ T(E~_I), 
= P(En_I [Y) and P(E~ ]y) 0. P(E,_I l y) * = 
Moreover, if y e T(E,~_I) , O,~_~(y)= On*l(y ) where 0~_1 is the mapping 
inverse to T on En*_ 1 . Hence for y ~ T(E~_I) 
r,(P(E~ [ y),..., P(E,,_~ [Y), 0; t 0~'(y)l ..... 10;_l(y)[, I 0 j (y) l )  
= rn_~(P(E~ I Y),..., P(E~_a l Y); [ 0~'(y)l ,..., I O',_~(y)l), 
with a similar equation holding on T(E~). 
It now follows from postulates (i)-(iv) of the Theorem that r~ satisfies 
all the conditions of the Lemma. Therefore 
+ { [ 0;(y)[ 
H[X] - H[Y] = c f-o~ ~' .(Ei  [y) in \ -~)  ) fy(y) dy, 
i= l  
(12) 
where c >/0. I f  c = 0, (12) and postulate (v) show that H[X] = 0 for all 
density functions. I f  c > 0, we absorb it in the base of the logarithm. 
Finally, consider the function T defined by 
T(x) = fx(t) dt. 
- -oo  
This function is monotonic, and if Y = T(X), Y is uniformly distributed 
on (0, 1). Thus by postulate (v), H[Y] = O. Also, since T is monotonic we 
can take n = 1 in (12). Then P(E l Y) : 1, and 
1 
H[x] = f log 0'(y) 62. 
0 
Putting y = T(x) and noting that O'(y) ~- 1/fx(x), because 0 is the inverse 
function to T, we get 
H[X] f ~ = -- _ fx (x )  logfx(x) dx (1) 
as claimed. It is easily checked that if H is given by (1), H satisfies all the 
conditions of the Theorem. 
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