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ABSTRACT 
Based upon four years of complete data spanning 1957 through 1960 at Ship P, "clear-sky" multiple 
regression equations were obtained relating computed long-wave flux from water vapor over Ship P to 
shipboard measurements of the black-body flux and the square root of vapor pressure, as the two independent 
variables. The water-vapor radiative flux computations were made using the "total water vapor" flux tables 
in the recent Elsasser-Culbertson Meteorological Monograph. In order to limit the noise, only those clear-
sky cases synoptic with the filing time of radiosondes were selected. The multiple correlation coefficient was 
of the order of 0. 95. Statistical tests indicate, at high confidence levels, that both independent variables gave 
significant contributions to the explained variance. 
1. Introduction 
Brunt (1932) showed that the monthly mean clear-
sky radiometer measurements of Dines and Dines 
(1927) made at Benson in England may be expressed 
in the statistical form 
(1) 
where a=0.52, b=0.065 and u=Stefan-Boltzmann 
constant. Subsequently, Brunt (1939) showed that the 
best-fit coefficients a and bare subject to wide variations 
depending upon the range of values of the independent 
variables uT4 and ~.Here Tis the "sudace" (shelter) 
temperature in Kelvin degrees and e is the water-vapor 
pressure in rob, also measured at the instrument shelter. 
Robinson (1950) and Lonnqvist (1954) have both 
employed radiometer measurements made at Kew, 
close to Benson, and demonstrated that (1) applies 
with very nearly the same coefficients for individual 
daily long-wave flux measurements. Swinbank (1963) 
has re-examined the Benson climatological data of the 
Dines and showed that the correlations of monthly-
mean values of Fi (8) with those uT4 lay in the range 
0.988 to 0.994. Here F ,l (8) is that part of Fa originating 
within a 15 degree conical slice centered at zenith 
angle 8: 
8=7.5°+n(15°), n=O, · · ·, 5. 
•On sabbatical leave, visiting the Boulder Laboratories of the 
National Center for Atmospheric Research, during the period of 
initial preparation of the manuscript. 
Thus, in spite of sectoral variations in water-vapor 
path and of seasonal variations of mean temperature 
and humidity, the correlation of the mean-monthly 
values of Fa with uT4 appeared to be independent of 
humidity. Swinbank concludes that the "degree and 
nature of the correlation between F al uT4 and "1e depends 
upon that between temperature and humidity." 
Swinbank has tested the hypothesis of the preceding 
paragraph, using as dependent variable the observed 
F .i data from two locations in Australia and from a. 
third at low latitudes over the Indian Ocean. The 
following ordinary correlation coefficients1 were ob-
tained by Swinbank: 
r12=0.988, r13=0.876, r2a=0.875. 
From these the following partial correlation coefficients 
were derived 
rF4, .. :r<( ~ const) =0.951, rp4, ..re(T const) =0.162. 
In this study, we carry out a multivariate linear 
regression analysis for com_puted 'Ualues of downward 
water-vapor flux F .iw at a weather ship (Ship P) using 
uT4 and ~ as independent variables. In several re-
spects, the work presented here parallels that of 
Swinbank for an Indian Ocean location. However, the 
results are somewhat different. The primary difference 
is that the contribution due to ~ is not negligible. 
1 The subscripts 2 and 3 refer to the independent variables 
Xa=d'' and :Ila= '1e. 
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Z. Propose of the study 
The purpose of this study is the determination of 
estimation formulas for long-wave radiation at the 
sea-air interface. While this is done here for only one 
location, Ship P, we also have Swinbank's Indian Ocean 
results to provide a comparison. In this connection, 
A. S. Monin2 recently pointed out that successful long-
period numerical prediction in both the "active layers 
of the ocean" and the atmosphere requires accurate 
specification, of all heat sources and sinks. 
Godbole (1962) has used the 1942 version of the 
Elsasser Atmospheric Radiation Chart to compute a 
winter-mean distribution of Fdw over the North 
Atlantic Ocean. In addition he determined net radiative 
transfers across the ocean-air interface following an 
individual cyclone through the various stages leading 
to full occlusion. In general, such computational 
methods, while valuable as diagnostic tools, are not 
likely to be useful operationally because of the great 
number of man-hours necessary to cover a complete 
grid-map. Alternatives in the measurement of the 
downward flux lie (1) in the use of long-wave radiom-
eters, an approach which must be a long-period solution 
in view of the present sparsity of ocean-data and, (2) 
in the use of estimation formulas of the type designed 
in the following sections. These can give adequate net-
flux computations much more quickly. As far as numeri-
cal prediction of the general circulation is concerned, 
all net-flux computational systems suffer from the 
difficult requirement of interpolating cloud amounts 
and types to grid points. However, in view of Swin-
bank's (1963) success with new types of estimation 
formulas, it is of interest to reexamine the capability 
of such formulas to describe the downward flux at other 
localities. To limit some of the estimation difficulties, 
we have selected only clear-sky cases at Ship P. 
3. Analytical procedures 
It was our initial purpose to undertake a multivariate 
regression analysis between F d (the total downward 
long-wave flux) and the independent variables x2 and 
xa defined by 
X2 = rr T4 =black-body flux at ship board temperature 
(deg K) 
Xa= ..[e, e=shipboard vapor pressure (mb). 
However, the problem has been converted into the 
equivalent multiple regression form 
Yi=F aw=Al.2a+ A12.ax2+ Aiuxa. (2) 
Here F dw is the downward flux from the water-vapor 
alone in the atmosphere and can be computed from 
2 Paper entitled "On the physical nature of long-period weather 
changes," presented at the International Symposium on Atmos-
pheric Dynamics of Large-Scale Atmospheric Processes 3-7 Sept. 
1963. ' 
Table 18 of the monograph by Elsasser and Culbertson3 
(1960), to which abbreviated reference will be made by 
the letters EC. 
In order to compute F dw by this table, the radiosonde 
synoptic with the listed filing time of a clear-sky case 
must be cast in the form of a u*-T relationship, where 
the reduced water vapor path u* is given by 
u*= L (6.iu/i = L (10ooqi6.ip)(Pi) 
i Po i g Po 
(qip;) (6.ip) 
==r: ' (3) 
g 
where Po= 1013.250 mb is the standard atmospheric 
pressure at sea level. The summation index i ranges 
over the center of each of the layers counting upward 
from the earth's surface. The symbol q; represents the 
mean specific humidity in the ith layer. 
Note that the factor (pi/ po) is the pressure correction 
for the Lorentz line-width, whereas the corresponding 
temperature correction has been omitted as relatively 
close to unity. 
It should also be noted that F dw as presented in 
Table 18 of EC contains radiative contributions from 
all parts of the long-wave spectral interval including a 
contribution from the "window," as well as radiation 
formerly omitted due to the carbon dioxide overlap 
(Elsasser, 1942) near the very strong 15-µ band of C02. 
The total downward flux F d at the surface may be 
written in the form 
Fa=Fdw+F co2+F 03-FoverlaP· (4) 
The contributions Fco2 and F 03 are primarily from the 
15-µ band of carbon-dioxide (in the wave-number 
interval 540-820 cm-1) and from the 9.6-µ band of 
ozone (considered to lie in the interval 970-1130 cm-1). 
Computations of Fco2 and Fo3 may now be made 
using Tables 11 and 13, respectively, in a manner 
entirely analogous to that of the water-vapor com-
putation. However, in (3) t.,-u must now refer to the 
S. T. P. depth in ems of the pure gas in the layer Pi to 
Pi+ 6.ip whereas for water vapor 11,-u refers to cm of 
precipitable water. 
Since the ozone flux arises in the stratosphere and 
occurs in the water-vapor window virtually all of it 
reaches the earth's surface. However, the values of 
F oa are very small compared to those of Faw for reason-
able values of ozonospheric conditions (say, 6.;U=0.2 
S. T. P. ems; !1T mean=±20C., T mean= -60C, Pmean 
=25 mb). This may be verified by comparison of the 
entries of the 6th row in Table 13 with those for water 
3 Reference to the EC monograph is made frequently because 
it is both concise and comprehensive. No attempt is made here to 
cite the many original authors quoted by Elsasser and Culbertson. 
Our aI?o_logies go to any author whose work is not given proper 
recogmhon. 
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vapor at appropriate temperatures in Table 18 at the 
row corresponding to log u=0.3. Thus in (4), we neglect 
F o3• 
Further simplification may be made in (4) by writing 
(5) 
where f2 is a best-fitting constant of proportionality. 
A preliminary estimate of f2 may be obtained using 
the u*(C02)-T relationship for a Standard Atmosphere 
(see Appendix). Finally, EC (p. 35) notes that the 
doubly-counted flux in the carbon-dioxide water vapor 
overlap is also very nearly proportional to crT4. Thus we 
may write 
(6) 
where g2 may also be estimated for the case of a standard 
atmosphere, using Table 21 of EC. (Climatological 
estimates for both f2 and g2 at 50 N, are made in the 
Appendix.) Eq. (4) then becomes 
Fd=Faw+ (f2-g2)X2. 
Thus, using (5) and (6), an estimate of Faw can readily 
be converted into an estimate of total downward flux. 
Therefore we choose here to determine only regression 
Eq. (2). 
For this purpose all clear-sky cases synoptic with the 
filing time of scheduled radiosondes were used. A total 
of 45 cases, satisfying both criteria, were found in the 
period 1957-1960, inclusive. Each sounding led to a 
computation of F dw= y1, while the corresponding ship-
board data on temperature and humidity readily made 
computation of x2 =crT4 and x3= ..Je possible. The 45 
sets of (y1,x2,xa) data-triples constituting the sample, 
as well as the corresponding dates are listed in Table 1. 
Note that the values of radiative flux derived here are 
in ly min-1 , since such values are readily obtainable 
from the EC monograph. Since many investigators 
determine radiative flux in mw cm-2 , it is of interest to 
observe that 
1 ly min-1 =69.763 mw cm-2• 
4. Statistical results 
In addition to determining the best-fit solution to 
the linear regression Eq. (2), we shall also examine the 
logarithmic regression between the variables of y1, 
x2, x3. One reason for investigating a logarithmic re-
gression as well as a linear one is that Swinbank found 
somewhat higher correlations in the logarithmic case. 
Eq. (2) may be written in the standardized form 
(7) 
where the symbol C) represents the mean of the 
variable involved. In a similar way, each s represents 
TABLE 1. Sample-sets employed in the regression analysis. 
Date of each case is also shown. 
Fdw uT4 ... /e, 
Date (ly min-') (ly min-1) (mg)' 
2 Feb 1956 0.382 0.496 2.90 
11 Mar 0.371 0.499 3.05 
6May 0.386 0.509 2.88 
25May 0.388 0.510 2.90 
lOAug 0.464 0.565 3.95 
12 Sept 0.456 0.561 3.75 
13 Sept 0.476 0.574 3.83 
13 Sept 0.451 0.562 3.88 
4 Oct 0.398 0.524 3.03 
27 Oct 0.381 0.509 2.78 
2 Jan 1957 0.377 0.506 3.10 
7 Jan 0.381 0.493 2.68 
9 Jan 0.370 0.496 2.68 
12 Jan 0.362 0.513 2.41 
29 Jan 0.378 0.483 2.90 
4Feb 0.376 0.497 2.83 
5 Feb 0.352 0.498 2.45 
21 Feb 0.377 0.501 2.83 
17 May 0.407 0.523 3.30 
22May 0.389 0.511 2.62 
3 Sept 0.425 0.526 3.86 
12 Sept 0.448 0.569 3.74 
16 Sept 0.465 0.570 3.87 
21 Oct 1957 0.464 0.562 3.78 
25 Oct 0.407 0.532 2.87 
5Nov 0.432 0.553 3.43 
8 Nov 0.394 0.526· 2.82 
21 Jan 1958 0.394 0.508 3.16 
5 Jul 0.435 0.554 3.55 
16 Jul 0.456 0.568 3.88 
3 Oct 0.424 0.542 3.32 
12 Nov 0.361 0.495 2.41 
23 Jan 1959 0.400 0.519 3.11 
29 Jan 0.384 0.503 2.95 
30 Jan 0.368 0.501 2.77 
3 Feb 0.404 0.502 2.95 
13 May 0.388 0.502 2.87 
24May 0.392 0.516 3.24 
13 Jun 0.415 0.532 3.18 
5 Jul 0.413 0.543 3.32 
28 Jul 0.465 0.551 3.63 
7 Sept 0.406 0.539 3.21 
9 Sept 0.420 0.544 3.24 
12 Sept 0.411 0.543 3.28 
18 Sept 0.430 0.544 3.56 
the standard deviation of the variable indicated by the 
subscript immediately following the "s". 
As shown on pp. 215-216 of Panofsky and Brier 
(1958), the regression coefficients 612.3, b13.2 of Eq. (7) 






when each variable of (7) is standardized after division 
by its own standard deviation. In (8) each Yif represents 
an ordinary linear correlation coefficient between vari-
ables, i and j. To determine r ih one must compute first 
the means and standard deviations of each of the vari-
ables y1, x 2, X3. These quantities as well as the rii have 
been computed using the data contained in Table 1. 
The results are displayed in Table 2. 
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TABLE 2. Some statistics relating to Eqs. (7) and (8). 
iii Syl X2 Sx2 Xa Sx3 
[ly (min)-t] [ly (min)-1] [(mWJ 
0.407 3.3ox10-2 0.525 2.57x10-2 3.17 4.34x10-1 0.913 0.926 0.858 
TABLE 3. Some statistics pertaining to Eq. (12). The units are the logarithms of those in Table 2. 
Sn 
log(0.406) 0.0347 log(0.525) 0.0212 
Using these rii values together with the expressions 
for partial correlation coefficients given on p. 215 of 
Panofsky and Brier (1958) one obtains 
ri2.3=0.640 and r13.2=0.711 
the former corresponding to constant vapor pressure 
and the latter to constant temperature. The multiple 
correlation coefficient, denoted by ri. 23 is given by 
rl.23= (r1l+r132-2r12r13r23)!/ (l-r232) (9) 
and for our data sample, we obtain the multiple 
correlation 
ri.23=0.950. 
Then use of (8) shows that b12.3=0.451, b13.2=0.542, 
and the resulting linear regression equation in stand-
ardized farm becomes 
Yi'= 0.45 lx2' +0.542x3' 
y'= (y1-y1)/sv1' etc. 
(10) 
The general regression equation resulting from (7) 
upon substitituon of the appropriate statistics of Table 
2, and of the bii·k is 
Y1=0.577x2+0.04lx3-0.027. (11) 
The constants of (11) are reasonably compatible with 
those of (1). This may be verified by factoring x2 from 
the right side of (11), and substituting x2= x2= 0.525 
whenever x2 occurs in the denominator. The result is 
Y1 = X2(0.526+0.077x3). 
However, as will be shown in Section 5, Eq. (11) has 
considerable superiority over the Brunt-type approxi-
mation just deduced. 
A similar analysis may be carried out for the variables 
log y1, log x2, log X3. For simplicity we will use the 
notations 
Y1=log y1; X2=log x2, X3=log X3 
and similarly, we shall use corresponding capital letters 
to denote the remaining statistics in the logarithmic 
case. For example, the means and standard deviations 
log3.16 0.0643 0.931 0.912 0.842 
are to be symbolized as 
Y1, X2, X2, Sy,, Sx2 , Sx3• 
The corresponding regression equations are assumed 
linear in the new variables, so that we seek a best-fit 
relation of form 
The capital B's of (12) are then obtained by equations 
analogous to those of (8). Table 3 is the analog of Table 
2 for the variables Yr, X 2 and X 3 defined above. As 
before, the following derived statistics have been 
computed 
R12.3=0.739 and R13.2=0.652 
Bi2.3=0.563 B 13.2=0.440, 
where the B's are the coefficients in (12). 
Thus Eq. (12) may be expressed in the standardized 
form with 
Y 1' = 0.563X 2' + 0.440X 3' 
Y1'= (Y1-Y1)/Sy1' etc. 
(13) 
The multiple correlation coefficient Ri. 23 resulting 
from (13) can be computed from (9), and has the value 
Rl.2a= 0.961 
as compared with rl.2a=0.950. 
Statistical inferences concerning the relative capa-
bility of the independent variables in both (10) and 
(13) to explain the variance of the dependent variables 
are dealt with in Section 5. 
Finally, since we know all the values of :f 1, X2, X3, 
Sy,, Sx2 , Sx3 (see Table 3), and since 
etc., it is readily shown that Eq. (13) may be trans-
formed to the statistical form 
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~= (__::_)0.~21(_::__)0.237. (14) 
0.406 0.525 3.16 
It should be noted that Eq. (14) is no longer in 
standardized form, since the appropriate standard 
deviations and sample means have been employed in 
transforming (13) to (14). With due consideration given 
to the significance tests of the next section, Eq. (14) 
does not support Swinbank's (1963) result that Pd is 
proportional to T 6, at least insofar as the water-vapor 
constituent and the present sample are concerned. 
Instead, Eqs. (11) and (14) suggest that a significant 
specification of F dw is achieved by inclusion of the 
variable x3= ..je. An estimate of the degree of this 
significance is made in the next section. 
5. Statistical inferences and conclusions 
Here we examine the question of a significant speci-
fication of Fdw by the independent variables x2=uT4 
and x 3 = ..}e. The variable ..je is considered to be the 
second one added in the analysis, in view of Swinbank's 
work (1963). Thus as a first step, we use Eq. (7) with 
x2 appearing as the only independent variable. The 
F-statistic for this case of 1 and 43 degrees of freedom 
may be defined by 
mean square explained by regression 
F1,43=---------------
mean square unexplained 
r122 ( 43) 
F1,43=----=215.2 
l-r122 1 






and follows a t-distribution with 43 degrees of freedom 
(see p. 224, Brownlee, 1960). The value of yF1,43 
satisfying (15) and (16) is 14.67, a value significantly 
different from zero at a probability considerably higher 
than the 99.95% level for this number of degrees of 
freedom. The symbol s1.2 represents an unbiased esti-
mate of the standard error of estimate of y1, when x2 
is the only predictor in the regression equation. 
Next, consider the value of F c2,42) arising from the 
multivariate regression equation (10). With r1.23= 0.950, 





Eq. (17) givesTF2= 193.3, a value significantly dif-
ferent from zero, for two and 42 degrees of freedom, at 
a probability level well in excess of 99.5%. The critical 
F level, with 2 and 42 degrees of freedom, for 99.5% 
confidence is 6.03 (Crow, Davis and Maxfield, 1960). 
The contribution of the variable x3= ..JC in giving the 
additional explained variance of y1 (in excess of that 
explained by X2=uT4) may be assessed by an F statis-
tic, denoted here as F' (1,42), and written as follows 
(Martin et al., 1963): 
F'(l,42) (18) 
1-rl.232 1 
From Table 1 we have r1.23=0.950, r 12 =0.913; these 
results together with (18) lead to 
F'=38.14. 
The additional explained variance indicated by F' 
= 38.14 is significant, for 1 and 42 degrees of freedom, 
at a level in excess of 99.5% (Fc=8.78 for a 99.5% con-
fidence level). 
From the results of Section 4, it is evident, since 
R12=0.931 and R1.23=0.961, that both F 1,43 and F 2 of 
(17) for the appropriate (logarithmic) variables give 
highly significant statistical results. However to deter-
mine the analog of (18) we compute 
so that F" defined by (18) has the value 22.9. This 
result again indicates a significant contribution (with a 
probability of belief exceeding 99.5%) by inclusion of 
x3= ..JC in the logarithmic regression equation (12). 
However, the change of variable from linear to logarith-
mic makes X2=log(uT4) a more effective variable in 
the per cent reduction of variance of Y 1 than was true 
of x2 relative to y1 in the linear multivariate regression 
case. 
However, under the conditions specified for this 
study, one must conclude that inclusion of a humidity 
variable of form x3= ..JC or log X3 gives significant statis-
tical information concerning F dw, at very high con-
fidence levels. 
It should be mentioned in closing this study that 
casting the regression in the Brunt form, Eq. (1), leads 
to as much scatter about the regression line as has been 
indicated by Swinbank (1963). The correlation coeffi-
cients which resulted here are of the same order as 
obtained by Swinbank, namely 0.8. Use of linear or 
logarithmic multiple regression equations, in which 
uT4 and ..je appear as independent variables, leads to 
multiple correlation coefficients of the order of 0.95 
to 0.96. No attempt has been made here to try other 
functions of the independent variables. 
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APPENDIX 
Estimates of f2, g2 as Defined in 
Equations (5) and (6) 
Climatological estimates of the long-wave downward 
flux from atmospheric carbon dioxide band, and absorp-
tion in the COrwater vapor overlap are made in this 
appendix. Table 11 (p. 21 of EC) makes possible rapid 
computation of F co,. This first requires the construc-
tion of a u*-T relationship for the C02 atmosphere. 
The reduced path u* for C02 is given by the following 
formula, after EC : 
p 
u*= 2:11,-u*= L (3.14X 10-411;Zo)-. (19) 
Po 
Here 11iZo is the depth in cm of the ith atmospheric 
layer, reduced to S. T. P. Also, in (19), the number of 
S. T. P. ems of carbon dioxide results upon multiplica-
tion by the constant proportion4 by volume, of C02 to 
air, i.e., by 3.14X 10-4• Eq. (19) may be further simpli-
fied by using the equation of state for transforming 
from 11iZo to the actual thickness 11iZ measured in cm 
of an arbitrary vertical layer. For this purpose, S. T. P. 
conditions are assumed to be: 
Po= 1013.25 mb, To= 273.lSK 
and 
po= l.2889X 10-3 gm cm-3• 
Also g= 980.665 cm sec2 is taken to be constant with 
height here in the first 20 km, even though the U. S. 
Standard Atmosphere, 1962, allows a minor variation. 
Thus (19) becomes 
11,u*=3.14Xl0-4 Jz; (!_)2 TodZ. 
z;-1 Po T 
Combining the last equation with the hydrostatic 
equation in the form 
T gp 





4 This value of the proportion by volume is that adopted in the 
U. S. Standard Atmosphere, 1962, a U. S. Government Printing 
Office Publication [COESA, 1962]. 
or, in S. T. P. ems 
In (21), pi, Pi-1 have been non-dimensionalized by 
division by 1000 mb. 
London5 has computed climatological temperatures 
and pressures over 10° latitude belts and at successive 
integral kilometers up to the mean tropopause level. 
The average, level by level, of the April and October 
data (London's Tables A-1 and A-2) gives a mean 
atmosphere whose lapse rate is close to that of The 
U. S. Standard Atmosphere, 1962 (see footnote 4). 
The advantages of using London's climatological 
atmosphere as against the U. S. Standard Atmosphere, 
1962, are threefold: 
1. Data are restricted to integral kilometers in height. 
This concise representation is sufficient for our 
purpose. 
2. At each level, climatological values of pressure 
and temperature are given. 
3. At each level, the mean value of total water vapor 
depth has already been computed. 
By taking differences of London's published values of 
ui+1 and ui, the ith layer path 11iu is defined as the 
first-difference 
One may then compute the reduced water vapor path 
11,-u*= Pi+t(l1;u)/ po. As before, subscript i denotes a 
parameter-value at the ith level, except when used 
in conjunction with the first-difference or layer 
connotation. 
Values of UH2o * = L i=l M 11iu* are tabulated in Table 4, 
as well as the corresponding values of u*00,, computed 
in accordance with Eqs. (19) and (21). The mean 
downward flux Fco2 at SON, assumed to be in the wave-
number interval 540-820 cm-1, can be computed using 
the u*co2-T relationship in conjunction with Table 11 
of EC. This table actually lists functional values 
Ri(u*;,T;) for C02. Then Fco2 may be computed by 
means of the summation procedure 
T=To 
Foo.= L (-R;l:::i.;T), 11,T=T,H-TH (22) 
T~273 
in accordance with Eq. 83 of EC. 
The results of the computations are included in 
Table 4. That part of F co2 due to levels above 11 km, 
required an extrapolation of R(u*,T). This was done 
using semi-log paper with the logarithmic scale em-
ployed for T. The extrapolation resulted in an estimated 
value 
R[u*(-80),-80]=0.70. 
5 London, J., 1957: A study of the atmospheric heat balance. 
Project No. 131, New York University, Contract AF 19(122)-165 
with Air Research and Development Command. 
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Consequently, in the temperature interval -80.::;;T::;; 
-55.3C the mean R was taken to be 0.825. That part 
of Fco2 corresponding to f=~~3RdT with u*=log (124.1) 
may be obtained from Table 20 of EC. 
1-80 _213 RdT=24.47 ly (day)-1• 
The extrapolation from -55.3 to -80C led to 
1-55 .3 RdT=0.825(24.7)=20.21 ly (day)-1• 
-80 
When the last two integrals are included in the complete 
summation of Eq. (22), the total downward flux by 
carbon dioxide 
Fco2=0.0833 ly (min)-1 
results. 
The black body flux corresponding to the surface 
temperature in the climatological mean atmosphere of 
our Table 4 is 
a.Y4= (0.8122) (279.2)4X 10-10 ly (min)-1 
or 0.4936 ly (min)-1• An estimated value of f2 now 
results upon application of Eq. (5), from which we have 
f2=0.1687(uT4), at SON. 
In this climatological method of determining f2, only a 
single mean sounding for the latitude in question, has 
been employed. This estimation-procedure should give 
results reasonably close to those obtained using in-
dividual ship P soundings, followed by an averaging of 
these F co2 values over the station-sample. This con-
clusion is based upon Eqs. (20) and (21) together with 
the quasi-constancy of C02 by percentage volume. 
However each of the 45 F dw values was computed using 
the particular sounding applicable at the time of 
selection. 
In a similar way, - D.R. of the last column of Table 4 
lists for each layer a measure of the water vapor flux 
absorbed by the intermixed C02. The value Foverlap 
is then given by 
m an analogous manner to Eq. (22). The values of 
- t::.R necessary to correct the water-vapor flux are 
given in Table 21 of EC as a function of u*H2o and 
u*co2. We have chosen however to delete the last three 
numerical values of - t::.R in Table 4 since, otherwise 
-t::.R> Rco2 suggests that the downward-directed 
"overlap-flux" absorbed by C02 in these wavelengths is 
greater than that emitted by C02 in the upper tropo-
sphere. This is very unlikely when we consider the 
relatively low ratio of water vapor to C02 concen-
trations above 8 km (Table 4). Hence the overlap-flux 
which results from Eq. (23) was based only upon the 
first nine values of - t::.Ri in the final column of Table 4, 
with all subsequent t::.R values set equal to zero. 
Upon integrating the first nine layers of the -t::.R 
column in Table 4, we find 
F overlap= 0.0356 ly (min)-1 
so that our estimate is g2=0.072 in Eq. (6). 
TABLE 4. Radiational characteristics of carbon dioxide in the climatologicalt atmosphere at SON of this study. 
Height T; Pres. U*H20 u*co2 Mean temp. Elsasser tabular entries 
(km) (deg C) (mbs) (gm cm-2) (S.T.P. cm) T;_i, R,(u*co2,T) -D.R(u*H20,u*co2) 
0 6.2 1015 0 0 0 0 
1 2.5 899 0.396 27.2 4.4°C 1.525 1.176 
2 - -2.1 792 0.658 49.4 0.2 1.550 1.145 
3 -7.5 693 0.794 67.4 -4.8 1.553 1.131 
4 -13.0 675 0.867 81.4 -10.2 1.504 1.133 
5 -19.7 528 0.902 92.1 -16.4 1.445 1.139 
6 -26.3 462 0.917 98.0 -23.0 1.370 1.142 
7 -33.5 404 0.924 104.2 -29.9 1.291 1.150 
8 -40.0* 351 0.927 109.1 -36.8 1.220 1.155* 
9 -46.1 303 0.928 112.9 -43.0 1.117 1.158 
10 -50.8 262 0.929 115.7 -48.4 1.032 1.160 
11 -53.6 225 0.929 117.9 -52.2 0.982 1.167 
Above -55.3 0.930 124.1 -55.3 0.950 
tropopause 
top 
~ -R;(Ti+t-T;_i,) 120.0 ly(day)-1 51.3 ly(day)-1 
i-1 
0.0833 ly(min)-1 [0.0356 ly(min)-1] 
*Note: All -D.R values are considered to be zero at temperatures below -40C in the last column of Table 4. 
t Based on reference in footnote 5. 
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