Introduction
The Hopf formula Indeed, formula (1.1) expresses the solution u of the Cauchy problem (1.2), (1.3) as the optimal value of an unconstrained minimization problem on IR N , parametrized by (x, t), which involves the initial datum g and the LegendreFenchel transform H * of the given (convex) Hamiltonian H.
u(x, t) = inf
The first part of this paper comprises a quick review of selected well -known results about the interpretation of the Hopf function as a global generalized solution of (1.2), (1.3), either in the weak sense of Kruzkhov as well as a viscosity solutionà la Crandall -Lions. The first section is completed by some remarks concerning the asymptotic behaviour of the classical integral representation formula for the solution of a standard parabolic regularization of the Cauchy problem above: using the Varadhan's Large Deviations Principle (see [15] ), the Hopf function is interpreted as the limit of the solutions of the regularized problem as the diffusion coefficient vanishes.
The second part is devoted to the presentation of a new result, due to the collaboration with H. Ishii [7] , which shows that the Hopf representation formula still holds for state -dependent Hamiltonians H = H(x, p), provided H has an associated stationary equation which is of eikonal type and, more precisely, which exhibits a metric character in terms either of a Riemannian distance on IR N or, when some degeneracies in the x -dependence are present, in terms of a Carnot -Carathéodory type distance.
For the sake of simplicity the results will not be reported at the highest possible level of generality; the interested reader is rather referred to the bibliography (see [9] , [11] , [2] , [8] , [1] , [7] ).
The Hopf function as a generalized solution
Two preliminary simple observations are that for affine initial datum
and that, for general g, the functions
solve (1.2) for any choice of (y, q) ∈ IR N × IR N but do not satisfy (1.3). It is not hard to realize that the envelope procedure proposed by E. Hopf [9] , namely to take inf
which defines indeed the function u in (1.1), preserves, at least at points of differentiability of u, the fact that each v y,q satisfies (1.2) and also enforces the matching of the initial condition in the limit as t tends to 0 + . A precise statement is as follows (see, for example, [8] ):
Then, the Hopf function
is Lipschitz continuous on IR N × (0, +∞), satisfies the equation (1.2) almost everywhere and lim
for any x ∈ IR N .
By a well -known result of S. N. Kruzkhov [10] , uniqueness for problem (1.2), (1.3) holds in the class of Lipschitz continuous functions which are semiconcave, that is
holds for some C > 0 and any x, t, h. It is easy to check that if the initial datum satisfies
for some constant C > 0 , then the Hopf function satisfies condition (2.5) uniformly in t > 0 and, consequently, is the unique weak solution of (1.2), (1.3) in the sense of Kruzkhov. An alternative condition for (2.5) to hold is the uniform convexity of H (see ( [8] ).
The analysis of the Hopf function took later a new impulse with the work of P.L. Lions [11] and M. Bardi -L.C. Evans [2] . The use of the notion of viscosity solution which makes sense even for merely continuous functions and of the comparison results available in that theory allow to interpret the Hopf function as the unique global solution of (1.2) 
A classical method to construct solutions of first order fully nonlinear partial differential equations is through parabolic regularization. Let us discuss briefly this issue in the special case H(p) = 
where is a positive parameter. The Hopf -Cole transform of u , namely
satisfies then the linear heat problem
By classical linear theory, w has the integral representation
is a solution of the quasilinear problem (2.6).
It is natural to expect that the solutions u of (2.6) should converge, as → 0 + , to the Hopf function of problem (1.2), (1.3) which in the present case is given by 
The above mentioned theorem states in fact that
for any bounded continuous function F ; for F = − g 2 the above gives (2.9). For a direct asymptotic analysis (i.e. not making use of the explicit representation (2.8) see [11] , [3] .
A further remark about the approach described above is that the HopfCole transform can be also used in a similar way to dela with the parabolic regularization of more general equations such as
where σ is a M ×N given matrix, provided the regularizing second order operator is chosen appropriately. Indeed, if one looks at the regularized problem
solves the linear equation
This observation will be developed at the purpose of asymptotic analysis of Hamilton -Jacobi equations in a forthcoming work.
An Hopf type formula for state dependent Hamiltonians
In this section we present a new Hopf type formula, obtained in collaboration with H. Ishii (see [7] ) for the viscosity solution of the state -dependent Cauchy problem
It is easy to realize that the Hopf envelope method does not work if H depends on x. However, as we shall show below, an Hopf type formula can be proved even in this more general case under the basic structural assumption that the Hamiltonian H : IR 2N → IR is of the form
where H o is a continuous function on IR 2N satisfying the following conditions
for all x, y, p, for all λ > 0 and for some modulus ω such that lim s→0 + ω(s) = 0 . Concerning function Φ we assume
The next result shows that the validity of an Hopf type formula for the solution of problem (3.1), (3.2) is guaranteed if the associated stationary eikonal problems
have a solution d(x) = d(x; y) for any value of the parameter y ∈ IR N . We shall explain below under which conditions this condition can be enforced. d(x; y) . Then, the function
is the unique lower semicontinuous viscosity solution of (3.1) which is bounded below by a function of linear growth and such that lim inf
In order to understand why the Hopf function (3.9) solves (3.1), let us proceed heuristically by assuming that (3.6), (3.7) has a smooth solution d(x) and look for special solutions of the form
where y ∈ IR N plays the role of a parameter and Ψ is a smooth function to be appropriately selected. Set τ = d(x;y) t > 0 and compute
Imposing that v y solves (3.1) gives
By choosing a strictly increasing Ψ, the positive homogeneity of 12) using the fact that d solves the eikonal equation.
Since the solution of the Clairaut's differential equation (3.12) is Ψ = Φ * , the above heuristics leads then to formula (3.9).
The rigorous proof of Theorem 3.1 is made up of three basic steps. The first one is to show that the functions v y defined in (3.11) are indeed viscosity solutions of (3.1) for each y, even when d is assumed to be just a continuous viscosity solution of (3.6), (3.7) and Φ is a general convex nondecreasing function. This requires, in particular, to work with regular approximations of Φ, namely
and the use of the standard reciprocity formula
The other fundamental tool in the proof is the use of the stability properties of semicontinuous viscosity solutions with respect to inf and sup operations in order to show that u is a lower semicontinuous viscosity solution of (3.1) in the sense of Barron -Jensen [4] . The second step is to check the initial condition in the weak sense (3.10) and the fact that u is bounded below by a function of linear growth; this and the final step concerning uniqueness are performed by suitable adaptations of the methods of [1] , [4] . We refer to [7] for details.
The assumption that the eikonal equation has a unique continuous viscosity solution made in Theorem 3.1 is trivially satisfied when H o (x, p) = |p|.
In this case, the viscosity solution of (3.6), (3.7) is d(x; y) = |x − y| and the Hopf formula becomes
a simple argument using the monotonicity of Φ shows that
and our formula (3.9) reduces then to the classical one (2.4).
It is easy to check that the simplest state -dependent case covered by Theorem 3.1 is
More generally, one can deal with homogeneous Hamiltonians of the form
where A(x) is a symmetric positive definite N ×N matrix. The associated eikonal equations are solved in this case by Riemannian metrics (see below and also [11] , [14] for previous results of this kind). In all the cases mentioned above, the coercivity condition
obviously holds true. Let us discuss now the issue of finding sufficient conditions for the validity of the eikonal assumption in Theorem 3.1 even for degenerate situations when (3.13) fails. We will show next that a solution d of (3.6), (3.7) can indeed be constructed in a quite general setting by a control theory approach. By standard convex analysis arguments it is seen that the mapping
is upper semicontinuous with closed convex values. Consider now the differential inclusionẊ (t) ∈ ∂H o (X(t), 0) (3.14)
and, for x, y ∈ IR N , the set F x,y of all trajectories X(·) of (3.14) such that 15) and assume that there exists > 0 and, for each 
Hölder -continuous and is a natural candidate to be the required solution of the eikonal equation. Because of the multivalued character of the control system (3.14), several technical refinements to the standard dynamic programming argument (see, for example, [3] ) are needed in order to show that d is a viscosity solution of the eikonal equation (3.6) . We refer to [7] for a detailed proof. Let us only observe here that in the present setting the function d is not, in general, differentiable almost everywhere; the notion of viscosity solution seems therefore to be essential to interpret d as a solution of (3.6).
A large class of examples, which is relevant both from a PDE and control theory point of view, to which our generalized Hopf formula u(x, t) = inf 
arising in connection with the second order subelliptic operator ∆ H 1 (the Kohn Laplacian on the Heisenberg group, see [13] ); note that the differential inclusion (3.14) reduces in this case to the symmetric system in the well -known Brockett's example in nonlinear control theory, see [6] . Our Hopf formula (3.9) coincides in this case with the one the recently found for this example by Manfredi -Stroffolini [12] .
