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Resumen y aportaciones
En esta tesis concierne con el concepto de polinomios ortogonales con respecto a un operador diferencial, el
estudio del comportamiento asinto´tico fuerte de las funciones propias polinomiales de operadores exactamente
solubles y polinomios ortogonales matriciales. El trabajo esta´ dividido en siete capı´tulos.
En el Capı´tulo 1 presentamos algunos conceptos de la teorı´a general de polinomios ortogonales, ası´ como
el estado del arte de la teorı´a que preceden a los resultados de esta tesis.
El objetivo del Capı´tulo 2 es el estudio de los polinomios ortogonales con respecto a un operador de Jacobi
L(α,β)[f ] = (1− x2)(x)f ′′(x) + (β − α− (α+ β + 2)x)f ′(x), α, β > −1, f ∈ P
y una medida finita positiva de Borel µ soportada en [−1, 1] la cual satisface ciertas condiciones. Para un
nu´mero entero positivo m, estudiamos las condiciones sobre la medida µ para garantizar la existencia de una
sucesio´n infinita de polinomios mo´nicos {Qn}∞n=m+1, deg[Qn] = n, que satisfacen la condicio´n∫
L(α,β)[Qn](x)xkdµ(x) = 0 para todo 0 ≤ k ≤ n− 1.
Se estudian las propiedades algebra´icas y analı´ticas de esta sucesio´n y se muestra un modelo de dina´mica
de fluı´dos para la interpretacio´n de los ceros de estos polinomios.
En el Capı´tulo 3, abordaremos el caso de ortogonalidad respecto a un operador de Laguerre o Hermite.
Probaremos la existencia de relaciones de recurrencia para polinomios ortogonales con respecto a estas clase
de operadores ası´ como para las derivadas de estos polinomios. Como en el caso del operador de Jacobi
considerado en Capı´tulo 2, para los ceros de los polinomios y los ceros de los derivadas es posible encontrar un
modelo de dina´mica de los fluidos. Tambie´n estudiamos propiedades asinto´ticas de estos polinomios, escalando
con un para´metro adecuado.
En el Capı´tulo 4 se generalizan los resultados de los Capı´tulos 2 y 3. Se estudian los polinomios ortogonales
con respecto a un operador diferencial lineal
L(M) =
M∑
k=0
ρk(z)
dk
dzk
,
donde {ρk}Mk=0 son polinomios tales que deg[ρk] ≤ k, 0 ≤ k ≤ M , con igualdad para al menos un ı´ndice k.
Analizaremos la unicidad de la sucesio´n de los polinomios ası´ como su localizacio´n de ceros. Un feno´meno
interesante que ocurre en este tipo de ortogonalidad es la existencia de operadores para los cuales la sucesio´n
asociada de polinomios ortogonales se reduce a un conjunto finito. Para un operador dado, se encuentra una
clasificacio´n, en te´rminos de un sistema de ecuaciones en diferencias con coeficientes variables, de las medidas
para las cuales es posible garantizar la existencia de una sucesio´n infinita de polinomios ortogonales. Tambie´n
obtenemos una curva que contiene el conjunto de puntos de acumulacio´n de los ceros de los polinomios para el
caso de un operador diferencial de primer orden, dando tambie´n una fo´rmula para el comportamiento asinto´tico
fuerte.
En el Capı´tulo 5 estudiamos el comportamiento asinto´tico fuerte de las funciones propias polinomiales de
operadores exactamente solubles L(M) =
M∑
k=0
ρk(z)
dk
dzk
. Las formulas que determinan el comportamiento
asinto´tico de este tipo han atraı´do siempre una gran atencio´n en relacio´n con problemas de la teorı´a de poli-
nomios ortogonales y teorı´a de la aproximacio´n. Algunas propiedades de las funciones polinomiales de esta
clase de operadores han sido estudiados previamente en [132] para operadores de la forma L(M)[f ](z) =
dM
dzM
(ρM (z)f(z)), donde ρM es un polinomio fijo de grado M y para operadores exactamente solubles por
[15], [16] y [17]. Considerando la hipo´ptesis de que el polinomio ρM es real, se obtiene una fo´rmula para el
comportamiento asinto´tico fuerte de las funciones propias polinomiales de L(M) en determinados subconjuntos
compactos de C.
Como una aplicacio´n, se considera la sucesio´n de polinomios ortogonales mo´nicos con respecto al producto
interno de Sobolev,
〈P,Q〉 = P (1)Q(1) + µP ′(1)Q′(1) +
∫ 1
−1
P ′Q
′
dx, P,Q ∈ P, µ > 0
los cuales son funciones propias del operador diferencial cuarto orden, cf. [89]
L(M)[u] = (z2 − 1)2u(4) + 4z(z2 − 1)u(3) + 2(z − 1)((1 + 2A)z + 2A+ 3)u(2),
y se obtiene el comportamiento asinto´tico fuerte de la sucesio´n para subconjuntos compactos de C \ [−1, 1].
El Capı´tulo 6 concierne con polinomios ortogonales matriciales. Se encuentra una clase de polinomios
ortogonales matriciales de orden N × N , siendo N un nu´mero natural arbitrario, los cuales son solucio´n de
una ecuacio´n diferencial de segundo orden con coeficientes matriciales . Para matrices de taman˜o N = 2, se
muestra la expresio´n explı´cita de la sucesio´n de polinomios ortonormales con respecto a cierto peso matricial
W utilizando una fo´rmula de Rodrigues que estos polinomios satisfacen. En particular, se muestra que uno
de los coeficientes de recurrencia para una sucesio´n de polinomios ortonormal asinto´ticamente no se comporta
como un mu´ltiplo escalar de la identidad, como ocurre en los ejemplos estudiados hasta ahora en la literatura.
En el u´ltimo capitulo, se presenta un breve resu´men, conclusiones y algunos problemas abiertos.
Todos los resultados de los Capı´tulos 2,3,4 y 5 son novedosos y han sido enviados para considerarse como
publicacio´n a revistas incluı´das en el Journal of Citations Reportr, ver [23, 24, 25, 22]. Los resultados del
Capı´tulo 6 tambie´n son novedosos y han sido publicados en [21].
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Chapter 1
Introduction
1.1 On orthogonal polynomials systems
This introductory chapter deals with some basic definitions and facts of the general theory of orthogonal poly-
nomials as well as the state of the art of the problems that we will study in the sequel.
Let P be the vector space of all polynomials with complex coefficients, Pn the vector subspace of all
polynomials of degree at most n and assume that we introduce an inner product in this space. Orthogonal
polynomials with respect to an inner product are formally defined as follows.
DEFINITION 1.1. Let 〈·, ·〉 : P × P → C an inner product over P. We will say that {Pn}∞n=0 is a system of
orthogonal polynomials with respect to the inner product 〈·, ·〉 if
• deg[Pn] = n, ∀n,
• 〈Pn, Pm〉 = δn,mdn, dn 6= 0,
where deg[Pn] denotes the degree of the polynomial Pn and δn,m is the Kronecker delta. If
‖Pn‖2 = 〈Pn, Pn〉 = 1,
we will say that {Pn}∞n=0 is the sequence of orthonormal polynomials with respect to the measure µ and if
Pn(x) = x
n + · · · then we will say that {Pn}∞n=0 is the sequence of monic orthogonal polynomials with
respect to 〈·, ·〉.
Using the Gram-Schmidt process [32], it is not difficult to see that there exists an unique family of monic
orthogonal polynomials.
An important role plays inside the theory of orthogonal polynomials the multiplication operator defined as
Tx(p) = xp, ∀p ∈ P,
and the fact that this operator is self adjoint with respect to the inner product considered can be used to describe
an important class of orthogonal polynomials, the standard sequences of orthogonal polynomials.
DEFINITION 1.2. Let 〈·, ·〉 : P × P → C an inner product over P. We will say that {Pn}∞n=0 is a standard
sequence of monic orthogonal polynomials with respect to 〈·, ·〉 if
〈Tx(p), q〉 = 〈p, Tx(q)〉.
5
6 Orthogonal polynomials with respect to differential operators and matrix orthogonal polynomials
The standard theory of orthogonal has been widely studied during the XX century, we refer here the classical
monographs [163, 65, 70, 34], also [137, 169, 162]. From a more historical point of view, see [138, 106, 105].
Let µ be a finite positive Borel measure with support (denoted thorough all this thesis by supp(.)) consisting
of a infinite number of points of the real line. If supp(µ) is unbounded it is assumed additionally that the
moments, defined as
∫
xndµ(x), exist ∀n ∈ Z+. The most simple example of a standard inner product can be
found in the space L2(µ) of square integrable functions with respect to a measure µ with support on a subset
of R. This space has a natural structure of Hilbert space with inner product given by
〈f, g〉 =
∫
f(x)g(x)dµ(x), f, g ∈ L2(µ). (1.1)
Several areas of mathematics such as continued fractions, Gaussian quadratures, moment problems, lead to
consider orthogonal polynomials in L2(µ) and the fact that these systems of functions are complete in L2(µ)
and easy to handle numerically are some reasons of its importance. In this case, the sequence of orthogonal
polynomials with respect to (1.1) it is referred as to the sequence of orthogonal polynomials with respect to the
measure µ.
The general theory of orthogonal polynomials really started with the investigations of Tchebychev and
Stieltjes. Stieltjes work has already been discussed by Cosserat [36] shortly after Stieltjes death in 1894, we
also mention the Van Assche’s paper [170], on the value of the investigations by Stieltjes a century later and
the Brezinski’s book on the history of continued fractions [28, 10, Ch. 5, Sect. 5.2.4 on pp. 224–235] where
Stieltjes work on continued fractions is shown in its historic context.
The impact of the work of Tchebychev and his student Markov has already been described by Krein in
[96]. A few particular orthogonal polynomials were known before Tchebychev. Legendre and Laplace had
encountered the Legendre polynomials in their work on celestial mechanics in the late eighteenth century.
Laplace had found and studied the Hermite polynomials in the course of his discoveries in probability theory
at the end of the eighteenth century. Other isolated instances of orthogonal polynomials occurring in the
work of various mathematicians are mentioned later. It was Tchebychev who saw the possibility of a general
theory and its applications. His work arose out of the theory of least squares approximation and probability;
he applied his results to interpolation, approximate quadrature and other areas. He discovered the discrete
analogue of the Jacobi polynomials but their importance was not recognized until centuries XX and XXI. They
were rediscovered by Hahn and named after him upon their rediscovery. Geronimous has pointed out that in
his first paper on orthogonal polynomials, [69], Tchebychev already had the Christoffel-Darboux formula.
Orthogonality with respect to an inner product leads to a natural generalization. A moment functional σ
is a linear mapping σ : P → C. For p ∈ P, we write 〈σ, p〉 instead of σ(p). For each n ∈ N⋃{0}, where
N = {1, 2, . . .} denotes the set of natural numbers; the real number σn := 〈σ, xn〉 is called the n–th moment
of σ. It is well known from Boas’moment theorem (see [34, p. 74]) that σ has a representation of the form
〈σ, p〉 =
∫
pdµ, (1.2)
where µ = µ1 + ıµ2 and µ1, µ2 are a finite (possibly signed) Borel measures generated from the functions
µ̂1 : R → R, µ̂2 : R → R of local bounded variation. A more recent result of [41] yields a different
representation
〈σ, p〉 =
∫
p(x)w(x)dx,
where w = w1 + ıw2 and w1, w2 are functions in the Schwartz class.
Since the publishing of [62], much progress has been made on the calculus of moment functionals, a study
initiated by Maroni [123] and further advanced by the Korean school under the leadership of K.H.Kwon. For
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example, the moment functional σ′, the derivative of σ, and φσ, the multiplication of σ times a polynomial φ
are defined to be moment functionals through the formulas
〈σ′, ψ〉 = −〈σ, ψ′〉, (1.3)
〈φσ, ψ〉 = 〈σ, φψ〉,
for all ψ ∈ P.
Then, if there is a sequence of monic polynomials {Pn}∞n=0 satisfying the condition
σ(PnPm) = δn,mdn, dn 6= 0, ∀n ∈ Z+,
we call it the sequence of monic orthogonal polynomials with respect to σ (or also with respect to µ, if µ
represents σ).
Classical orthogonal polynomials are the most studied families of orthogonal polynomials. In this group
we have the well known families of the Jacobi, Laguerre and Hermite (including the specials cases Legendre,
Tchebychev and Gegenbauer) and Bessel. These families are also known as polynomials of hypergeometric
type, indeed, they are solutions of the hypergeometric differential equation
A(x)y′′ +B(x)y′ + λy = 0, (1.4)
where A,B are fixed polynomials of degrees at most 2 and exactly 1 respectively and λ is a spectral parameter.
These family are can be formally defined by means of a Rodrigues’ formula, cf. [164, 37, 139]
yn(x) =
kn
ρ(x)
[An(x)ρ(x)](n),
where kn is a normalizing constant and ρ satisfies the Pearson’s equation
[A(x)ρ(x)]′ = B(x)ρ(x),
together with some boundary conditions. There are several properties characterizing such families and can be
used to define the classical OPS. The oldest one is the so called Hahn [84] characterization, unless this was
firstly observed and proved for the Jacobi, Laguerre, and Hermite polynomials by Sonin in 1887. For other
characterizations the reader can consult [1, 2, 34, 109, 115]. These families have important properties inside
the branch of the mathematical analysis and some of them will be used thorough this work.
One of the most important problems of mathematical physics was the problem (coming from the 19th
century) of proving the well-posedness of the Dirichlet and Neumann problems for the Laplace equation and
more general elliptic partial differential equations of second order, so that the proof must be based on the
fact that the solutions to these problems are minimizers of the Dirichlet integral. This problem attracted the
attention of outstanding scientists of that time: D. Hilbert, K.O. Friedrichs, R. Courant, G. Weyl. S. Sobolev
overcame the central difficulty in this problem: he found adequate function spaces, known now as Sobolev
spaces W l,p(Ω), where p > 1, l = 0, 1, . . . , Ω is a domain in Rn. The Sobolev space W l,p(Ω) is defined as
the space of functions in L1(Ω) whose distributional derivatives of order up to l exist and belong to Lp(Ω).
In his celebrated paper [161] of 1938, Sobolev also proved the first embedding theorems (or Sobolev ine-
qualities) which established relations between W l,p(Ω) and the spaces Lp(Ω), Cm(Ω). Sobolev spaces and
Sobolev inequalities have played a fundamental role in the further development of the theory of partial diffe-
rential equations, mathematical physics, differential geometry, and various fields of mathematical analysis.
Suppose that {µj}kj=0 is a set of finite positive Borel measures supported on some subsets {Aj}kj=0 of
the complex plane such that supp(µj) has an infinite number of points for at least one index and denote
µ = (µ0, . . . , µk). The weighted Sobolev spaces W k,p(µ) are a natural framework for several applications.
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They are defined as the space of functions in L1(µ0) whose distributional derivative j exist and belong to
Lp(µj), for all j = 1, . . . , k. Thus, the classical Sobolev space W k,p(Ω) is a particular case of these spaces.
Of special interest is the space Hk(µ) = W k,2(µ). This space has a natural structure of inner product
〈f, g〉 =
k∑
j=0
∫
f (j)(x)g(j)(x)dµj(x), f, g ∈ Hk(µ). (1.5)
There are several motivations for the study of orthogonal polynomials with this kind of orthogonality,
perhaps the most natural one is smooth data fitting, [100] is the first work where this problem is studied. The
Spanish school around F. Marcella´n, G. Lo´pez and A. Martinez-Finkelshtein has been particularly active in
developing this area (see the surveys [108, 125, 128] and the references therein).
In general terms, when referred to Sobolev orthogonality it is assumed that the underlying inner product
involves derivatives (in the classical or distributional sense). Here we mention two cases, the diagonal case,
which corresponds to the inner product defined in (1.5) and a slightly more general situation, the non diagonal
case:
〈f ,g〉 =
∫
fAg∗, f, g ∈ Hk(µ), (1.6)
where A is an (k + 1) × (k + 1) Hermitian matrix with finite positive Borel measures as entries, f =
(f, f ′, . . . , f (k)) and f∗ is the transpose conjugate of f .
Either (1.5) or (1.6) define an inner product in the linear space P of polynomials with complex coefficients.
The Gram-Schmidt process applied to the canonical basis of P generates the monic sequence of polynomials
{Pn}∞n=0, deg[Pn] = n. As usual, we will call these polynomials Sobolev orthogonal polynomials.
A related definition to Sobolev orthogonality is the orthogonality with respect to a differential operator
given in [8], and this is one of the main objects of study of this thesis. We shall deal with this type of orthogo-
nality in Section 1.3.
During the 1990s a very active research on Sobolev orthogonal polynomials was in progress. For a historical
review of this period the reader is referred to [126, 133]. For recent applications of Sobolev polynomials see
[107].
Most of the arguments for the standard theory fail in this case, e.g. it is no longer true that the zeros lie
in the convex hull of the support of the measures µk, k = 0, 1, . . . , r. The key fact is that we have now a non
standard inner product, i.e. the multiplication operator is not self adjoint. This was already noted in [7] by
showing that with the following inner product
〈f, g〉 =
∫ 1
−1
f(x)g(x)dx+ 10
∫ 0
−1
f ′(x)g′(x)dx+
∫ 1
0
f ′(x)g′(x)dx,
the monic Sobolev polynomial of degree 2 is
P2(x) = x
2 +
27
35
x− 1
3
,
and has a zero at x = −1.08 /∈ (−1, 1). In fact, the existence of zeros of Sobolev orthogonal polynomials out
of the support of the measures is a frequently occurring phenomenon.
It is not even known if the zeros are bounded if all the measures {µj}kj=0 have compact support. The most
general results concerning this aspect can be found in [103, 146, 149]
Another outstanding property of this type of orthogonality is the recurrence relation. If the inner product is
standard, it is not difficult to prove that the corresponding sequence of monic orthogonal polynomials satisfies
a three term recurrence relation
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xPn(x) = Pn+1(x) + anPn(x) + bnPn−1(x), bn > 0.
In the Sobolev case the number of terms, in general, grows with the degree of the polynomials. With respect
to this, in [61], the authors proved that in order to the number of terms in a recurrence relation satisfied by a
sequence of orthogonal polynomials with respect to a Sobolev inner product does not depend on the degree
of the polynomial it is necessary and sufficient that the measures associated to the derivatives that define the
inner product must be atomic measures with a finite combination of Dirac deltas. Recurrence relation has a
connection with several fields (say, difference equations, operator theory), leading to many beautiful asymptotic
results.
For historical aspects on the topic of algebraic and analytic aspect of orthogonal Sobolev polynomials we
refer the reader to [4, 125, 126, 133].
As in the standard theory, several classes of Sobolev inner products satisfy differential equations. We note
that the classical orthogonal polynomials of Jacobi, Laguerre, Hermite and Bessel are also Sobolev orthogonal,
and they all satisfy differential equations of the form (1.4). The Sobolev orthogonality of the classical polyno-
mials has been discussed in detail in [82, 83, 142]. For example, the Jacobi polynomials {Pα,βn }∞n=0;α, β > −1
are orthogonal with respect to the inner product
〈p, q〉 =
∫
R
p(x)q(x)(1− x)α(1 + x)βH(1− x2)dx+
∫
R
p′(x)q′(x)(1− x)α+1(1 + x)β+1H(1− x2)dx,
where H denotes the Heaviside function
H(x) =
{
1 x ≥ 0,
0 x < 0.
This orthogonality follows immediately from the well known results that that Jacobi polynomials are or-
thogonal on R with respect to the weight function
wα,β(x) = (1− x)α(1 + x)βH(1− x2) α, β > −1,
and the fact that the first derivative {dPα,βn (x)/dx}∞n=0 of the Jacobi polynomials are orthogonal on R with
respect to the weight function wα+1,β+1. Using the differential properties of some classes of Sobolev inner
products we study in Chapter 5 the strong asymptotic behavior of the family of the associated sequence of
orthogonal polynomials.
1.2 Strong asymptotic properties of Sobolev orthogonal polynomials
In Chapter 5 we consider the sequence of monic orthogonal polynomials with respect to the Sobolev inner
product,
〈f, g〉 = f(1)g(1) + 1
c
f ′(1)g′(1) +
∫ 1
−1
f ′g′dx, f, g ∈ P, c > 0. (1.7)
Using the fact that the polynomials of this sequence are eigenfunctions of the fourth order differential
operator, cf.[89]
L(M)[u] = (z2 − 1)2u(4) + 4z(z2 − 1)u(3) + 2(z − 1)((1 + 2 c)z + 2 c+ 3)u(2),
we give a formula for the strong asymptotic behavior of this sequence.
This section gives a brief overview of the results on strong asymptotic properties of Sobolev polynomials,
we refer the reader to the excellent surveys [117, 126, 113] for an exhaustive review of asymptotic properties
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of Sobolev inner products. We denote through all this work the function ϕ(z) = z +
√
z2 − 1, which maps
the complement of [−1, 1] onto the exterior of the unit circle, where we take the branch of √z2 − 1 for which
|ϕ(z)| > 1 whenever z ∈ C \ [−1, 1]. This function plays a fundamental role in the asymptotic analysis of
some classes of sequences of orthogonal polynomials.
Probably the first asymptotic result was given by Schafke [154] for the derivatives of the Legendre–Sobolev
orthogonal polynomials, 10 years after they were introduced by Althammer. Schafke’s result reads as
Q′n(x) = nPn−1(x) + κ
1/2
n O(n
−3/2),
where Qn is the n th the monic Legendre-Sobolev polynomials with Sobolev norm κ
1/2
n and Pn−1 is the n− 1
monic Legendre polynomial.
The so called continuous case Sobolev inner product (referred as when the support of the measures in the
inner product (1.5) is an infinite set) was first considered in the work of Iserles and others [87], by introducing
the concept of coherence of measures
DEFINITION 1.3. Let (µ0, µ1) be a pair of positive Borel measures, and {Pn}∞n=0, and {Tn}∞n=0, the corres-
ponding sequences of MOP. We say that (µ0, µ1) constitutes a 0–coherent (or just coherent) pair, if there exist
real non zero constants (coherence parameters) σl, σ2, . . . , such that
Tn(x) =
P ′n+1(x)
n+ 1
− σnP
′
n(x)
n
, n ≥ 1.
From [136, 145], Martı´nez–Finkhlshtein in [130] proved that if (µ0, µ1) is a 0–coherent pair of measures,
supp(µ0) = [−1, 1]. Then,
lim
n→∞
Qn(x)
Tn(x)
=
2
ϕ′(x)
,
uniformly on compact subset of C \ [−1, 1], where Tn is the n–th monic orthogonal polynomial with respect
to the measure µ1. This result was extended to the general case of k–coherence in [110, 111]. Meijer in
[134] gave the complete classification of all coherent pairs of measures, he proved that necessarily either one
of the measures µ0, µ1 must be classical, for which the approach of the coherence does not allow to move so
far. Perhaps motivated mainly by this drawback Martı´nez–Finkhlshtein in [127], supported in some ideas in
[136, 129], proved that
THEOREM 1.1. If µ0, µ1 are absolutely continuous measures supported on [−1, 1] with µ′i = ρi, i = 1, 2, and
ρi, i = 1, 2, satisfy a Szego˝ condition on [−1, 1] then
lim
n→∞
Qn(x)
Tn(x)
=
2
ϕ′(x)
,
locally uniformly in C \ [−1, 1]
For the special case when the measure µ1 is the absolutely continuous measure given by the Jacobi weight
ρ1(x) = (1 − x)α(1 + x)β and µ0 is admissible (cf.[136]) the author proved that Theorem 1.1 also holds
locally uniformly in C \ [−1, 1]. Theorem 1.1, (cf. [126, Corollary 5.7]) can be generalized for the case
when the measure µ0 is in the Szego˝ class and µ1 is absolutely continuous, with absolutely continuous part
ρ1 satisfying
1
ρ1
∈ L1[−1, 1]. As the author points out, these conditions are not necessary, for instance, they
are not necessary for the measure µ1. Indeed, among the coherent pairs there are measures µ1 containing
mass points outside the support of the absolutely continuous component, and hence not satisfying the Szego˝’s
condition. On the other hand, the assumption on µ0 is not a necessary condition either. In this sense, in [126] it
is posed the problem to find a pair of measures (µ0, µ1) with supp(µ0) ⊂ [−1, 1] and supp(µ1) = [−1, 1] such
that the asymptotic of Theorem 1.1 is no longer valid. We mention also the extension of the result of Theorem
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1.1 to the case of sufficiently smooth Jordan curves or arcs in C in [127], and for inner products with higher
order derivatives, [131].
We finally mention in the continuous case the “balanced” Sobolev inner products which are motivated by
the fact that essentially only the second measure µ1 corresponding to the derivative in the inner product matters
and the role of the first one is reduced to “do not disturb”. These considerations motivate to ”balance” the role
of both terms of the inner product
〈f, g〉 =
∫
f(x) g(x)dµ0(x) +
∫
f ′(x) g′(x)dµ1(x),
by considering only monic polynomials. In fact, we can study the asymptotic behavior of polynomialsQn(x) =
xn + . . . minimizing the norm
‖Qn‖2 =
∫
Q2ndµ0 +
∫ (
Q′n
n
)2
dµ1, n ≥ 1.
The first results in this direction [5] have been obtained assuming coherence of the measures µ0, µ1, both
supported on [−1, 1].
A different line of research, started about 1988, considered the so-called discrete case, when the measure
corresponding to the derivatives, µ1, in the inner product (1.5) is a finite collection of mass points. Historically,
the first results for the strong asymptotic behavior were obtained in the discrete case. Discrete Sobolev ortho-
gonal polynomials appeared in the works of Koekoek, Bavinck and Meijer, who were interested in the Laguerre
inner product modified by derivatives evaluated at zero. Since the results were strongly tailored to the specific
properties of the Laguerre weight, in 1990 Marcella´n and Ronveaux [118] focused on the problem from a more
general point of view. Jointly with Alfaro and Rezola then continued this research two years later in [3].
In 1993 Marcella´n and Van Assche [120] considered the inner product of the type
〈f, g〉s =
∫ 1
−1
f(x)g(x)dµ0(x) + λf
′(c)g′(c),
where c ∈ R, λ > 0. Their goal was to compare the Sobolev orthogonal polynomials with the standard ortho-
gonal polynomials associated with the measure µ0, in order to investigate how the addition of the derivatives
in the inner product influences the orthogonal system. With this purpose they assumed that µ0 is a measure
for which the asymptotic behavior of the orthogonal polynomials is known; the most relevant class of this
type is the Nevai’s class M(0, 1) of orthogonal polynomials with appropriately converging recurrence coef-
ficients. The cornerstone of their approach was the expansion of Qn, in series of Pn, whose coefficients are
asymptotically known. The authors establish that
lim
n→∞
Qn(z)
Pn(z)
=
1 if c ∈ supp(µ0),(φ(z)− φ(c))2
2φ(z)(z − c) if c ∈ R \ supp(µ0).
This shows that the situation is very similar to adding a mass point distribution to the measure µ0 and comparing
the corresponding polynomials. In particular, a zero of Qn, is attracted by c and the rest accumulate at the
support of µ0.
In 1995 Lo´pez et al. [102], where using techniques from the analytic theory of Pade´ approximants extended
the above result to the inner product involving a linear differential operator, complex measures and several
points in C. In particular, for the inner product
〈f, g〉s =
∫ 1
−1
f(x)g(x)dµ0(x) +
m∑
j=1
Nj∑
i=0
Mj,if
(i)(cj)Lj,i(g; cj),
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where cj ∈ C and Lj,i(g; cj) is the evaluation at cj ∈ C of the linear differential operator Lj,i, with constant
coefficients acting on g, Mj,i ≥ 0, Nj > 0, they studied the asymptotic behavior of the ratios
Q
(ν)
n (x)
P
(ν)
n (x)
, ν ∈ Z+, ν fixed,
on compact subsets of C \ supp(µ0), assuming that the complex measure µ0 supported on R belongs to the
generalized Nevai’s Class MC(0, 1) ([102, Def. 1]). Their result confirms the parallelism between the discrete
Sobolev and standard orthogonal polynomials with mass modification of the measure.
A more recent result concerning the discrete case was done in [104] by considering a closed rectifiable
Jordan curve in the complex plane Γ, {z1, . . . , zm} ⊂ Ω is a finite set of points, with Ω denoting the unbounded
component ofC\Γ and {µk}Nk=0 a set ofN+1 finite positive Borel measures supported on Γ, where µN is such
that dµN (ξ) = ρN (ξ)|dξ|. The authors obtain the strong asymptotic behavior of the sequence of orthogonal
polynomials with respect to the inner product
〈p, q〉 =
N∑
k=0
〈p(k), q(k)〉k,
where
〈p, q〉k =
∫
Γ
p(ξ)q(ξ)dµk(ξ), k = 0, . . . , N − 1,
〈p, q〉k =
∫
Γ
p(ξ)q(ξ)ρN (ξ)|dξ|+ p(Z)Aq(z)∗,
p(Z) =
(
p(z1), . . . , p
(d1)(z1), p(z2), . . . , p
(d2)(z2), . . . , p(zm), . . . , p
(dm)(zm)
)
,
with A is an Hermitian positive definite matrix of order M = m+
m∑
i=1
di.
This inner product generalizes [102] for N = 0 and [27], where the authors consider a similar problem.
When N > 0 and A ≡ 0 (known as the continuous case), the strong asymptotics of Sobolev orthogonal
polynomials and their first derivative (N = 1) was studied in [127] assuming that µ0 and µ1 belong to the
Szego˝ class. A natural extension when N > 1 was given in [131].
1.3 Orthogonality with respect to a differential operator
In this section we show the state of the art of the study of orthogonal polynomials with respect to a linear
homogeneous differential operator, which is one the objects of study of this thesis.
This relation of orthogonality was introduced in [8] as a generalization of the notion of orthogonal poly-
nomials. There, the authors show that the notion of Tchebyshev system plays a fundamental role in order to
solve the problem of the uniqueness of the sequence of the polynomials. A further study of some algebraic and
analytic properties of this type of orthogonality is done in [13, 23, 24, 25] for some first and second order linear
homogeneous differential operators. Formally, orthogonality with respect to a linear homogeneous differential
operator is defined as follows,
DEFINITION 1.4. Assume that µ is a finite positive Borel measure on the real line and let {ρk}Mk=0 be a set of
functions such that, ∫
|xjρk(x)|dµ(x) <∞, 0 ≤ j <∞,
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for all k = 0, . . . ,M . Denote
L(M) =
M∑
k=0
ρk(x)
dk
dxk
, (1.8)
an operator acting over the space of polynomials P.
We say that {Qn}∞n=0 is a sequence of orthogonal polynomials with respect to the pair (L(M), µ) if
deg[Qn] ≤ n and
∫
L(M)[Qn](x)P (x)dµ(x) = 0, (1.9)
for any polynomial P such that deg[P ] ≤ n− 1.
We recall that in the definition of orthogonality with respect to a differential operator given in [8], ρM
is assumed to be equal to 1, but we shall drop this assumption. The determination of the sequence of these
polynomials can be reduced to the solution of a system of n algebraic linear homogeneous equations on the
n+ 1 coefficients of Qn, thus the existence is guaranteed. Unlike systems of orthogonal polynomials, it is not
possible to affirm uniqueness up to a constant factor and this turns out to be in general a difficult problem. We
say that an index n is normal if for this n the solution is uniquely determined up to a constant factor. For a fixed
non negative integer n, Qn will be referred to as the orthogonal polynomial with respect to the pair (L(M), µ)
associated to the index n, which, in general, is not necessarily unique.
Let us see some examples where orthogonality with respect to a differential operator reduces in some sense
to orthogonality with respect to an inner product.
1. When M = 0, i.e. L(M)[f ](x) = ρ0(x) f(x), we obtain the classical construction of orthogonal poly-
nomials with respect to a standard inner product∫
Qn(x)P (x)dµ(x) = 0, deg[P ] ≤ n− 1.
2. Let ζ ∈ C be fixed and consider the differential operator Lζ : W 1,2(µ)→ L2(µ)
Lζ [f(x)] = f(x) + (x− ζ)f ′(x),
where W 1,2(µ) = {f ∈ L2(µ) : f ′ ∈ L2(µ)} is the Sobolev space of index 1. Let us consider a positive
Borel measure µ supported on a subset ∆ ⊂ R. The polar polynomial associated to µ, see [12], is defined
as the polynomial Qn of degree n orthogonal with respect to (Lζ , µ). Let us consider
Π0,ζ = 1,
Πn+1,ζ(z) = (z − ζ)Qn(z), n ≥ 0.
Then it is not difficult to see that the family of polynomials {Πn+1,ζ}∞n=0 is orthogonal with respect to
the Sobolev inner product
〈f, g〉ζ = ηf(ζ)g(ζ) +
∫
∆
f ′(x) g′(x) dµ(x),
for some η > 0. The authors in [13] give a detailed study of this family for the case in which µ = µλ,
λ > − 12 , is the (classical) Gegenbauer or ultraspherical measure, i.e. dµλ(x) = (1− x2)λ−
1
2 dx.
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We also mention that for the case of a first and second order differential operators, the n–th orthogonal
polynomial associated to an index n can be interpreted as the the equilibrium points of a flow of a complex
potential due to a system of fixed points, cf. [13, 23]
1.3.1 Properties of uniqueness of the sequence of orthogonal polynomials with respect
to differential operators in general
As said in the preceding section, the sequence of orthogonal polynomials with respect to differential operators
is not necessarily unique. The authors in [8] find that the notion of T–system results to be a sufficient condition
for the normality of the sequence for linear homogeneous differential operators in general. We remind that,
DEFINITION 1.5. A set {u}nk=0 of continuous functions on ∆ is called a Tchebychev system (T–system) on ∆
if any linear combination
n∑
k=0
αkuk,
has at most n zeros on this interval. If for each 0 ≤ n′ ≤ n; the set of functions {uk}n′k=0 forms a T-system it is
called a Markov system (M–system).
A sufficient condition for uniqueness is that any polynomial satisfying (1.9) has exact degree n. In fact,
because of the linearity in the construction, the difference of two solutions is also a solution; therefore, two
different solutions of equal degree not multiples of each other generate another one of smaller degree contra-
dicting our assumption. Based mainly on this fact, the sufficient conditions for the question of the uniqueness
of the sequence of orthogonal polynomials with respect to linear homogeneous differential operators in general
are given in the next three theorems, cf. [8].
THEOREM 1.2. Given L(M) as in (1.8), let us assume that {L(M)[xν ]}n
ν=0
is an M -system on supp(µ). Then
deg[Qn] = n
This result establishes a correspondence between T–systems and fundamental systems of solutions of
linear differential equations because any fundamental solution (u0, . . . , uM−1) of L(M)[u] = 0 satisfies
W (u0, . . . , uM−1). Therefore, any such solution is a T -system.
THEOREM 1.3. Let {u0, . . . , uM−1} be a fundamental system of solutions of L(M)[u] = 0. Let’s assume that
n ∈ N is given and that
{(u(ν)0 , . . . , u(ν)M−1)},
is a T -system for ν = 1, 2, . . . , n + 1. Then deg[Qn] = n where Qn is the n-th orthogonal polynomial with
respect to (L(M), µ).
The preceding theorem gives a condition of normality in terms of a fundamental system of solutions. This
condition in terms of the coefficients of the differential operator gives,
THEOREM 1.4. Assume that L(M) has infinitely differentiable coefficients {ρk}Mk=0 on supp(µ). Define recur-
rently the system of functions {ρk,n′}Mk=0, n
′
= 1, 2, . . . , as follows
{ρk,0 := ρk}Mk=0,
is a T -system for ν = 1, 2, . . . , n + 1. Then deg[Qn] = n if for all n
′
= 1, 2, . . . , n we have ρ0,n′ (x) 6= 0,
x ∈ supp(µ).
Using the above results, the authors [8] prove, for some cases of differential operators, the normality of the
associated sequence of orthogonal polynomials.
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1.3.2 The polar polynomials
A more detailed analysis of the sequence of orthogonal polynomials with respect to some classes of first order
operator was started in [12, 13] by introducing the polar polynomials which were already defined in 2) of
Section 1.3 as the polynomials orthogonal with respect to the pair (Lζ , µ) where Lζ is the operator
Lζ = d
0
dx0
+ (x− ζ) d
dx
,
and µ is a positive Borel measure with support contained in R. When dµλ(x) = (1−x2)λ− 12 dx, λ > − 12 , that
is, the Gegenbauer measure, the authors define the sequence {Qn}∞n=0 of Gegenbauer polar polynomial as the
sequence of orthogonal polynomials with respect to the pair (Lζ , µλ). In this case, it is not difficult to see that
the sequence of monic polynomials is uniquely determined. This type of orthogonality is then applied to the
study of the family of Sobolev–Gegenbauer polynomials {Πn,ζ}∞n=0 with pole ζ ∈ C which are defined as the
sequence of orthogonal polynomials with respect to the discrete–continuous inner product,
〈f, g〉ζ = ηf(ζ)g(ζ) +
∫ 1
−1
f ′(x) g′(x) dµλ(x). (1.10)
Then, the following relation holds,
Πn+1,ζ(z) = (z − ζ)Qn(z), n ≥ 0.
The inner product (1.10) is a subclass of the more general inner product
〈f, g〉ζ =
∫
f(x)g(x)dµ0(x) +
∫
f ′(x) g′(x) dµ1(x),
where ∆0,∆1 ⊂ C. This class of inner product was introduced in [35] in order to study the behavior of the best
polynomial approximation of absolutely continuous functions in the norm associated with this inner product.
In this sense [67] is a continuation of the works with higher derivatives.
Using the approach of the orthogonality with respect to differential operator, the authors [13] prove a
series of algebraic and analytical results. The family of Sobolev–Gegenbauer polynomials {Πn,ζ}∞n=0, can be
generated from the recursion relation,
THEOREM 1.5. The sequence of Gegenbauer polar polynomials with pole ζ ∈ C, satisfies the following recur-
rence relation,
Πn+2,ζ(z) = zΠn+1,ζ(z) + anΠn,ζ(z) + bnΠ1,ζ(z),
for n > 1, where Π0,ζ(z) = 1,
an =
4(n2 + 2λ(n+ 1)
(n+ λ)(n+ λ− 1) and bn = −C
λ
n+1(ζ).
Here Cλn denotes the monic Gegenbauer or ultraspherical polynomial orthogonal with respect to the measure
dµλ(x) = (1− x2)λ− 12 dx.
The next theorem gives us the zero distribution, for fixed n, of the nth discrete–continuous Sobolev–
Gegenbauer polynomials and its multiplicity.
THEOREM 1.6. The discrete–continuous Sobolev–Gegenbauer polynomials {Πn,ζ}∞n=0 with pole ζ ∈ C, sat-
isfy
1. If n is even and ζ ∈ R∗ = R \ {0}, then −ζ is a zero of Πn,ζ .
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2. The zeros of the polynomial Πn,ζ have multiplicity at most 2 and their multiple zeros are located on
[−1, 1].
3. All the zeros of Πn,ζ are located on the lemniscate
En(ζ) :=
{
z ∈ C :
n∏
k=1
|z − xn,k| = ρn(ζ)
}
,
where ρn(ζ) =
n∏
k=1
|ζ − xn,k| and {xn,1, xn,2, · · · , xn,n} are the n zeros of the polynomial Ĉλn .
The uniform boundedness of the set of zeros of the discrete–continuous Sobolev–Gegenbauer polynomials
{Πn,ζ}, which is the set of source points, can be seen in the next result
THEOREM 1.7. Given ζ ∈ C, define ∆ζ = sup
x∈[−1,1]
|ζ − x| and δζ = inf
x∈[−1,1]
|ζ − x|, then
1. All zeros of the nth discrete–continuous Sobolev–Gegenbauer polynomials {Πn,ζ}∞n=0 are contained in
|z| ≤ 1 + ∆ζ .
2. If δζ > 1, the zeros of the discrete–continuous Sobolev–Gegenbauer polynomial {Πn,ζ}, with ζ ∈ C are
simple and for n sufficiently large, contained in the exterior of the ellipse |z + 1|+ |z − 1| = 2a, where
1 < a < δζ .
Finally, for the behavior of the zeros of the discrete–continuous Sobolev–Gegenbauer polynomial, with n
sufficiently large we have
THEOREM 1.8. Assume δζ > 1, and let Πn,ζ be the n-th discrete–continuous Sobolev–Gegenbauer monic
polynomial with ζ ∈ C \ [−1, 1]. Then the accumulation points of zeros of {Πn,ζ} are located on the ellipse
E(ζ) :=
{
z = x+ iy ∈ C : x
2
(ρ2(ζ) + 1)
2 +
y2
(ρ2(ζ)− 1)2 =
1
4ρ2(ζ)
}
,
where ρ(ζ) := |ζ +
√
ζ2 − 1| and the branch of the square root is chosen so that |ζ +
√
ζ2 − 1| > 1.
In Chapter 4, Section 4.6 we consider the class of finite positive measures supported on [−1, 1] defined as
dµ(x) =
dµT (x)
ρ(x)
with ρ(z) = r
m∏
i=1
(z − νi) a nonnegative polynomial on [−1, 1] and dµT (x) = 1√
1− x2 dx
is the first kind Tchebychev measure and we obtain a curve which contains the accumulation points of the zeros
of these polynomials and a formula for the strong asymptotic behavior of these polynomials on C \ [−1, 1].
1.4 On matrix orthogonal polynomials systems
Chapter 6 of this thesis deals with matrix orthogonal polynomials and more specifically, with differential prop-
erties that some of classes of these systems of polynomials satisfy. In this section we introduce some basic
facts and definitions concerning to matrix orthogonality on the real line.
Matrix valued orthogonal polynomials were introduced by M.G. Krein [95, 97], more than fifty years ago.
It is not clear if Krein had in mind some applications of these polynomials or his main motivation was a
functional one in terms of extensions of symmetric operators. After the work of Krein many other authors have
contributed to the theory of matrix valued orthogonal polynomials on the real line, see for instance [9, 11, 14,
30, 39, 41, 42, 43, 44, 46, 68, 88, 116, 114, 119], and their references (this list is not exhaustive).
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LetMN denote the ring of all N ×N complex valued matrices; we denote by A∗ the Hermitian conjugate
of A ∈ MN . Consider the set P of all polynomials P in z ∈ C with coefficients in MN . The set P can
be considered either as a right module or a left module over MN according to the case in which we have a
multiplication operation defined by the right or the left respectively; clearly the conjugation makes the left and
right structures isomorphic. A matrix polynomial Pn denotes an element in P of degree at most n, that is, a
combination P (t) = A0 +A1t+ · · ·+Antn, where A0, . . . , An ∈MN . A weight matrix is defined as
DEFINITION 1.6. We say that a N ×N matrix of measures supported on the real line W is a weight matrix if
1) W (A) is positive semidefinite for any Borel set A ⊂ R,
2) W has finite moments,
3)
∫
P (t)dW (t)P ∗(t) is non singular if the leading coefficient of the matrix polynomial P is nonsingular.
Given a weight matrix W , we can consider the left inner product defined by the skew symmetric bilinear
form on the space P as a left module,
〈P,Q〉L =
∫
P (t)dW (t)Q∗(t). (1.11)
Then, a sequence of matrix polynomials {Pn}∞n=0, deg[Pn] = n, is orthogonal with respect to (1.11) if∫
Pn(t)dW (t)P
∗
m(t) = ∆nδn,m,
where ∆n, n ≥ 0, is a positive definite matrix. When ∆n = I , where I is the N ×N identity matrix, we say
that the matrix polynomials {Pn}∞n=0 are orthonormal.
By using a standard Gram–Schmidt process it is not difficult to see that condition 3) of Definition 1.6
is necessary and sufficient to guarantee the existence of a sequence of matrix polynomials orthonormal with
respect to (1.11). This condition is fulfilled, in particular, when W is positive definite at infinitely many points
of the support of W .
We remark that for the case in which we have the space P as a right module then it would be appropriate to
consider the right inner product defined by the skew bilinear form
〈P,Q〉R =
∫
P ∗(t)dW (t)Q(t), (1.12)
indeed, if {Pn}∞n=0 is a sequence of orthonormal matrix polynomials with respect to (1.12) then it would
be desirable that {PnΓn}∞n=0, where {Γn}∞n=0 is a sequence of unitary matrices, results also a sequence of
orthonormal matrix polynomials and this is possible only if we define the bilinear form as (1.12).
As remarked before, {Pn}∞n=0 is a sequence of orthogonal polynomials with respect to (1.11) if and only if
{P ∗n}∞n=0 is a sequence of orthogonal polynomials with respect to (1.12). Since the multiplication by the left is
more natural, it is usual in the theory of matrix orthogonal polynomials to consider left inner products. We say
then: the sequence of orthogonal polynomials with respect to W when referring to the sequence of orthogonal
polynomials with respect to (1.11).
One might be tempted to think of 〈P, P 〉L (or 〈P, P 〉R) as some kind of norm, but that is doubtful. Even
if W is supported at a single point, x0, with W (t) = N−1 I , this ”norm” is essentially the absolute value of
A = P (x0) which is known not to obey the triangle inequality (see [159, Sect. I.1] ). However, if one looks at
‖P‖L = (Tr[〈P, P 〉L])1/2,
where Tr[.] denotes the trace of a matrix, then one have a norm, see [38].
Just as in the scalar case, a sequence of monic orthogonal matrix polynomials {Pn}∞n=0 satisfies a three
term recurrence relation
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AnPn−1(t) +BnPn(t) + Pn+1(t) = tPn(t),
with the initial condition P−1 = 0, the null matrix, and P0 the identity matrix, and where theBn’s are Hermitian
and the An’s are non singular, see [6, 42, 55].
Some very important results of the theory of scalar valued orthogonal polynomials, like Favard’s Theorem
and Markov’s Theorem have been extended to the matrix valued case, see [42, 43, 44, 58, 55], and many more
still need to be investigated in the new context of the matrix valued orthogonal polynomials.
When dealing with weight matrices it is convenient to consider the following equivalence relation: We say
that two weight matrices W1,W2 are similar if there exists a nonsingular matrix T (independent of t) such that
W1 = TW2T
∗.
Given this notion of similarity, it is important to single out two special cases. We say that a weight matrix
W reduces to a lower size if there exists a nonsingular matrix T for which
W (t) = T
(
Z1(t) 0
0 Z2(t)
)
T ∗,
where Z1 and Z2 are weight matrices of lower size. Notice that the orthonormal matrix polynomials with
respect to a W are then
Pn(t) = T
(
Pn,1(t) 0
0 Pn,2(t)
)
T ∗, n ≥ 0,
where {Pn,i}∞n=0 are the orthonormal matrix polynomials with respect to Zi, i = 1, 2. Analogously, we say
that W reduces to scalar weights if there exists a nonsingular matrix T for which
W (t) = TD(t)T ∗,
with D diagonal. This is clearly an extreme case of the situation considered earlier. According to our equiva-
lence relation, to say that W does not reduce to lower size is just to say that there is no block diagonal weight
matrix in the equivalence class of W , while weight matrices reducible to scalar weights are, precisely, those
corresponding to the class of diagonal weights. Diagonal weights, as a collection ofN scalar weights, belong to
the study of scalar orthogonality more than to the matrix one. Unfortunately, this is the case of many examples
of orthogonal matrix polynomials which can be found in the literature. We observe, however, that in [78] one
finds a notion of similarity for the pair consisting of the weight and the differential operator. This notion allows
one to distinguish among certain situations that are considered equivalent under the present definition. See [78,
Example 5.1].
If we assume that for some real number a, W (a) = I , then W reduces to scalar weights if and only if
W (t)W (s) = W (s)W (t) for all t, s. This commutativity condition on the weight matrixW gives a convenient
way of checking if one is dealing with a case that reduces to scalar weights.
The systems of orthogonal polynomials associated with the names of Hermite, Laguerre, Bessel and Jacobi
(including the special cases named after Tchebychev, Legendre, and Gegenbauer) are the most extensively
studied and widely applied systems. These four families of orthogonal polynomials are called collectively the
classical orthogonal polynomials and were already introduced in Section 1.1. These systems of polynomials
share the fact that they are the unique families of orthogonal polynomials with respect to a positive positive
measure satisfying a second order linear differential equation with polynomial coefficients, [19].
For the case of matrix orthogonal polynomials, more than 50 years have been necessary to produce the first
examples of orthogonal matrix polynomials {Pn}∞n=0 satisfying second-order linear differential equations of
the form
P
′′
n (t)F2(t) + P
′′
n (t)F1(t) + P
′′
n (t)F0 = ΓnPn(t), n ≥ 0, (1.13)
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where F2, F1, F0 are matrix polynomials (which do not depend on n) of degrees not larger than 2, 1, 0, respec-
tively, and Γn are matrices (see [49, 76, 78] ). These families of orthogonal matrix polynomials are among
those that are likely to play in the case of matrix orthogonality the role of the classical families of Hermite,
Laguerre and Jacobi in the case of scalar orthogonality.
Equation (1.13) for the polynomial Pn is equivalent to say that Pn is an eigenvector of the right–hand side
second order differential operator
l2,R = D
2F2(t) +D
1F1(t) +D
0F0, (1.14)
with eigenvalue Γn. When the sequence {Pn}∞n=0 is orthonormal and the eigenvalues Γn, n ≥ 0 are Hermitian,
the differential equation (1.13) is equivalent to the symmetry of the operator (1.14) with respect to W (see [45,
Lemma 4]). If Γn’s are not Hermitian, then the operator l2,R can be decomposed as l2,R = l2,R,1 + ı l2,R,2,
where l2,R,1 and l2,R,2 are second order differential operators of the form (1.14) symmetric with respect to W
(see [81]). We recall that the symmetry of a differential operator l with respect to a weight matrix W is defined
in the usual way: ∫
l[P ]dWQ∗ =
∫
PdW (l[P ])∗,
for any matrix polynomials P and Q.
In Chapter 6 we introduce a new family of matrix orthogonal polynomials satisfying a second order diffe-
rential equation giving also their recurrence relations and Rodrigues’ formulas. In the next sections of this
introductory chapter we give a brief overview of the known families of matrix polynomials satisfying second
order differential equations like (1.13).
1.4.1 Left inner products and right–hand side second order differential operators
It is a natural question to ask why the coefficients in (1.13) appear on the right side of the argument. In
considering differential operators it is customary to write them as linear combinations of products of functions
of tmultiplied on the right by powers of the differentiation operator. When we deal with the matrix valued case
where nothing is assumed to commute it is clear that, using the notation of (1.13) and (1.14) the adjoint of a
term like
F (t)D2P (t),
is given by
P ∗(t)D2F (t),
i.e. we go from a left-hand differential operator acting on P to a right-hand operator acting on P ∗. We could
therefore be considering right–hand side operators
l2,R = D
2F2(t) +D
1F1(t) +D
0F0,
as well as left–hand side operators
l2,L = F2(t)D
2 + F1(t)D
1 + F0D
0.
Right-hand side operators are more natural and interesting in relation with matrix inner products defined by
a weight matrix W in the usual form by (1.11), while left–hand side differential operators are more convenient
when the inner product is defined in the less natural way defined by (1.12).
The reason is the following: when inner products of the form (1.11) are considered, the natural way to
expand a matrix polynomial in terms of the sequence of orthonormal polynomials {Pn}∞n=0 is to put P (t) =
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∑
n ΛnPn(t), that is, placing the matrix coefficients on the left; otherwise the coefficients Λn interfere with the
orthogonality of {Pn}∞n=0 since in (2.1) the polynomial P multiplies the weight W on the left. Analogously,
for (1.12), the natural expansion takes the form P (t) =
∑
n Pn(t)Λn. It turns out that righthand–side operators
are left linear but not right linear: that is, l2,R[CP ] = Cl2,R[P ], P a matrix function and C a constant matrix,
but, in general, l2,R[PC] 6= l2,R[P ]C; analogously left–hand side operators are right linear but not left linear:
l2,L[PC] = l2,L[P ]C, but, in general, l2,L[CP ] 6= Cl2,L[P ]. This lack of left linearity has the following
undesirable consequence, [45, Lemma 2.1]:
LEMMA 1.1. Let W be a positive definite matrix of measures and {Pn}∞n=0 be a sequence of orthonormal
polynomials with respect to it. Then, for a right-hand side second order differential operator l2,R the following
conditions are equivalent:
a) The operator l2,R is symmetric with respect to the inner product of the form (1.11), i.e.
〈l2,R[P ], Q〉L = 〈P, l2,R[Q]〉L,
for any matrix polynomials P and Q.
b) The orthonormal polynomial Pn is a eigenvector of l2,R with a Hermitian left eigenvalue Γn : l2,R[Pn] =
ΓnPn, n = 0, 1, . . .
For a left-hand side operator a) also implies b) but, in general, b) does not imply a).
There is another reason to consider left-hand side operators as less interesting (than right hand ones) when
the inner product (1.11) is used: as proved in [45, Th. 3.2], in the matrix case all the examples of weight
matrices having a symmetric left-hand side second order operator reduce to the scalar classical examples.
For all the reasons given above, in the sequel, we shall consider sequences of orthogonal polynomials with
respect to a left inner product defined by (1.11) and right hand side operators l2,R. For brevity, we shall refer
to the sequence of matrix orthogonal polynomials {Pn}∞n=0 with respect to a left inner product (1.11) as the
sequence of matrix orthogonal polynomials with respect to the weight W .
1.4.2 The matrix Pearson equations for second order matrix differential operators
In Section 1.4 we mentioned that the existence of a sequence {Pn}∞n=0 of matrix orthonormal polynomials and
eigenvalues Γn, n ≥ 0 for the differential equation (1.13) is equivalent to the symmetry of the operator (1.14)
with respect to W . In this section we show how to convert the condition of symmetry for the pair made up of
a weight matrix W and a right–hand side second order differential operator l2,R, which results to be the the
matrix analogous to the Pearson equation (f2w)′ = f1w of the scalar case. To simplify, in the sequel we shall
consider weight matrices dW = W (t)dt that have a smooth density W with respect to the Lebesgue measure.
The case of study of weight matrices W which are not absolutely continuous with respect to the Lebesgue
measure remains open.
In the last few years two different methods have been developed for finding weight matrices W having
symmetric second-order differential operators like (1.14). One of these methods has been developed by F.A.
Gru¨nbaum, I. Pacharoni and J.A. Tirao, and consists, basically, in to find examples of orthogonal matrix po-
lynomials satisfying (1.13) by manipulating certain matrix spherical functions which appear in the representa-
tion of certain groups (for instance, the complex projective plane realized as the symmetric space G/K with
G = SU(3) and K = U(2)); see [77, 79, 80, 144] or [143].
The other method, developed by F.A. Gru¨nbaum and A. Dura´n (see [49, 50]), basically consists in solving
certain matrix differential equations that imply the symmetry of second-order differential operators like (1.14)
with respect to a weight matrix, that is
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THEOREM 1.9. For a weight matrix dW = W (t)dt, t ∈ (a, b) (a and b finite or infinite) and matrix polyno-
mials F2, F1, F0 of degrees not larger than 2, 1 and 0, the symmetry of the second order differential operator
(1.14) with respect to W follows from the set of equations
F2W = WF
∗
2 , (1.15)
2(F2W )
′ − F1W = WF ∗1 , (F2W )′′ − (F1W )′ + F0W = WF ∗0 , (1.16)
under the boundary conditions
lim
t→a+,b−
tnF2(t)W (t) = 0, lim
t→a+,b−
tn[(F2(t)W (t))
′ − F1(t)W (t)] = 0, n ≥ 0. (1.17)
Equations (1.15),(1.16) are the analogous to the Pearson equation for the scalar case (see [49] or [80]).
We can sort out the class of weight matrices having symmetric second-order differential operators in two
disjoint subclasses. On the one hand are those weight matrices having at least one of these operators with
diagonal leading coefficient. It is known a rich family of inhabitants living in this subclass, and all of them can
be characterized as
e−t
2
TT ∗, tαe−tTT ∗, or (1− t)α(1 + t)βTT ∗,
where T is a matrix function satisfying, respectively, a differential equation like
T
′
= (A+B t)T, T
′
= (A+ t/B)T, or T
′
=
(
A
1− t +
B
1 + t
)
T, (1.18)
for certain matrices A and B. These examples always have associated a symmetric second-order differential
operator with diagonal leading coefficient F2 equal to I , tI or (1 − t2)I , respectively. In the first method this
leading coefficient F2 is equal to (1 − t2)I , and the second method provides examples with F2 equal to I , tI
or (1 − t2)I . Some of these weight matrices, but not all, also have other second-order symmetric differential
operators with non-diagonal leading coefficient. For the classes of matrix orthogonal polynomials satisfying
equations (1.18), the reader can check [49, 50, 52]. The existence of weight matrices having several linearly in-
dependent second-order symmetric differential operators is a new phenomenon. In the scalar case, the classical
families of Hermite, Laguerre and Jacobi have, up to a multiplicative constant, only one symmetric second-
order differential operator (that is also the case with the Bessel polynomials). The existence of such examples
of weight matrices follows as a consequence of [77], which already contains two second-order differential
operators (one of them with non-diagonal leading coefficient) acting on matrix spherical functions related to
SU(3), and [79, Sect. 5], where how to connect the matrix spherical functions of [77] and orthogonal matrix
polynomials is explained.
On the other hand, we can consider the subclass of those weight matrices for which all their symmetric
second-order differential operators have non-diagonal leading coefficient. A step in the exploration of this
second class was given in [47], and is supported in the following
THEOREM 1.10. Let Ω be an open set of the real line. Let F2, F1, F and T be twice differentiable N × N
matrix functions on Ω, (with T (t0) nonsingular for certain t0 ∈ Ω), and define W (t) = T (t)T ∗(t). Under the
assumptions
F2W = WF
∗
2 , (1.19)
T ′(t) = F (t)T (t), (1.20)
F1 = F2F + FF2 + F
′
2, (1.21)
we have
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1. The weight matrix W satisfies the first order differential equation
2(F2W )
′ = F1W +WF ∗1 .
2. For a given matrix F0, the second order differential equation
(F2W )
′′ − (F1W )′ + F0W = WF ∗0 ,
holds if and only if the matrix function
χ = T−1(−FF2F − F ′F2 − FF ′2 + F0)T, (1.22)
is Hermitian at each point of Ω.
Using Theorem 1.10, in [47] a class in which Hermite and Laguerre weights appear together in the weight
matrix is given. The class is a weight matrix of size N × N depending on N parameters having a symmetric
second–order differential operator like (1.14) with differential coefficient
F2(t) = E1,1 + 2t
N∑
i=2
Ei,i + t(2t− 1)
N∑
i=2
a1,iE1,i,
where Ei,j stands for the matrix with entry (i, j) equal to 1, and all other entries equal to zero. The weight
matrix W is given in the factorized form T T ∗, with T = PT0, where P is a certain matrix polynomial and T0
is the diagonal matrix
T0(t) = e
−t2/2E1,1 + e−t2/2tα+
N∑
i=2
tN−iEi,i,
where
tα+ =
{
tα, t > 0,
0 t ≤ 0.
The matrix function T satisfies a first–order differential equation T
′
= F T , where F = A/t+B +Ct+
Dt2, for certain matrices A,B,C and D. This differential equation for T should be compared with those in
(1.18).
Using Theorem 1.10, we find in Chapter 6 a new class of weight matrices for which all their symmetric
second-order differential operators have non-diagonal leading coefficient.
1.4.3 Rodrigues’ formulas for orthogonal matrix polynomials satisfying second order
differential equations
It is well known that the classical families of Hermite, Laguerre and Jacobi satisfies a second order differential
equation of the form
f2P
′′
n + f1P
′
n = λnPn, n ≥ 0,
where fi, i = 1, 2, 0 are polynomials of degree not larger than i and independent of n. They can be characteri-
zed also by using the Rodrigues formula:
Pn = (f
n
2 w)
(n)/w,
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where w is the corresponding weight and f2 = 1, t, and 1− t2, respectively. Each one of these characterization
is the result of a different effort, and they are usually associated to names of S.Bochner and E.Hildebrandt.
Actually these properties follow from the Pearson equation for the weight function w: (f2w)
′
= f1w, which
also characterizes the three classical weights of Hermite, Laguerre and Jacobi, see [34, 2].
For the matrix case we have a different situation. Orthogonal matrix polynomials satisfying a differential
equation like (1.13) with F2 = f2I and f2 is a scalar polynomial of degree not larger than 2, do not satisfy, in
general, a Rodrigues’ formula of the form
Pn = Cn (f
n
2 W )
(n)
W−1, n ≥ 0, (1.23)
where Cn, n ≥ 0 are non singular matrices. Indeed, by setting n = 1, that Rodrigues’ formula gives the
equation
(f2W )
′
= ΨW, (1.24)
where Ψ is a matrix polynomial of degree 1 (which is the first orthogonal polynomial with respect to W ).
But weight matrices satisfying (1.15),(1.16) do not satisfy in general, an equation like (1.24). It was conjec-
tured by Dura´n and Gru¨nbaum in [51] that weight matrices satisfying an equation like (1.24) reduce to scalar
weights. The conjecture has turned out to be correct and has been proved independently by Cantero, Moral and
Vela´zquez in [31]. All these facts suggest that scalar type Rodrigues formulas of the form (1.23) seem to be not
useful to define orthogonal polynomials.
Instead of fromula (1.23), it seems reasonable to look for some modified Rodrigues’ formula. The first
instance of that modified Rodrigues’ formula appears in [49]: the expression
Pn(t) =
[
e−t
2
(
1 + |a|2t2 + |a|2 n2 a t
a t 1
)](n)
W−1(t),
defines a sequence of matrix orthogonal polynomials with respect to the weight matrix
e−t
2
(
1 + |a|2t2 a t
a t 1
)
.
Afterwards, Rodrigues’ formulas of the form
Pn(t) = (f
n
2 ρξn)
(n)W−1, (1.25)
where W = ρZ, ξn are certain matrix functions, ρ(t) = e−t
2
, tα or (1 − t)α(1 + t)β and f2 is equal to
1, t and 1 − t2 respectively have been found for other families of orthogonal polynomials of size 2 × 2, see
[53, 54, 57, 56].
In all these examples, the functions ξn are simple enough as to make the Rodrigues formulas (1.25) useful
for an explicit calculation of the sequence Pn of orthogonal polynomials with respect to W , when the matrix
function W is a matrix polynomial with bounded degree not depending on n. That is the case of the Rodrigues
formulas given in [53, 57, 56]. The situation is more involved when the function Z is not a matrix polynomial:
one can still hope to find a Rodrigues formula, but in general the functions ξn are not going to be polynomials,
as the case of Rodrigues formulas in [54].
Up to date, we have the following result, given in [48], for the construction of Rodrigues’ formulas of the
form (1.25),
THEOREM 1.11. Let F2, F1, and F0 be matrix polynomials of degrees not larger than 2, 1, and 0, respectively.
Let W , Rn be N × N matrix functions twice and n times differentiable, respectively, in an open set Ω of the
real line. Assume that W is nonsingular for t ∈ Ω and that satisfies the identity (1.15), and the differential
equations (1.16). Define the functions Pn, n ≥ 1, by
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Pn = R
(n)
n W
−1. (1.26)
If for a matrix Λn, the function Rn satisfies
(RnF
∗
2 )
′′ − (Rn[F ∗1 + n(F ∗2 )′])′ +Rn [F ∗0 + n(F ∗1 )′ + (n2
)
(F ∗2 )
′′
]
= ΛnRn, (1.27)
then the function Pn satisfies
P′′n(t)F2(t) + P
′
n(t)F1(t) + Pn(t)F0(t) = ΛnPn(t). (1.28)
By using the above theorem, in [47] it is given a Rodrigues of the form (1.25) for the weight matrices of
arbitrary size N ×N for the following weight matrices
W1(t) = e
−t2eAteA
∗t,
where A is the N ×N nilpotent matrix
A =
N−1∑
i=1
viEi,i+1, (1.29)
and vi, I = 1, . . . , N − 1, are complex numbers satisfying
(N − i− 1)|vi|2|vN−1|2 − 2i(N − i)|vN−1|2 + 2(N − 1)|vi|2 = 0.
The matrix Ei,j stands for the matrix with entry (i, j) equal to 1 and 0 otherwise.
For the weight matrix,
W2(t) = t
αe−teAtt
1
2Je−tt
1
2JeA
∗t, α > −1, t ∈ (0,+∞)
where A as in (1.29) and J is the diagonal matrix
J =
N∑
i=1
(n− i)Ei,i, (1.30)
and the complex numbers vi, I = 1, . . . , N − 1 satisfying
(N − i− 1)|vi|2|vN−1|2 − i(N − i)|vN−1|2 + (N − 1)|vi|2 = 0.
And for the weight matrix
W3(t) = t
α(1− t)β(2(1− t))C(2t) 12J(2t) 12J∗(2(1− t))C∗ , α, β > −1, t ∈ (0, 1)
where J as in (1.30),
C = (N − 1)I − J +A,
and A is the matrix defined by (1.29) for
vi = −
√
2i(N − i)(β + i− k)
k +N − 1− i , 0 < k < β + 1, i = 1, . . . , N − 1.
In Chapter 6 we find a Rodrigues’ formula for size 2 × 2 of a new class of matrix orthogonal polynomials
of size N × N satisfying a second order matrix differential equation. The study of a Rodrigues’ formula for
this new class, for the case of an arbitrary N remains open.
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1.5 Motivation
1.5.1 The Bochner problem
In 1929 S. Bochner [19] posed and solved the following problem (also considered before by E. Routh in [151]):
Problem 1. [The Bochner’ problem] Consider the second order linear differential equation
ρ2y
′′
+ ρ1y
′
+ ρ0y = λy, (1.31)
where the coefficients ρj , j = 0, 1, 2 are assumed to be real-valued smooth functions on an interval I of the
real line with ρ2 6= 0 and λ is a real parameter. When are there a sequence {λn}∞n=0 of real numbers and a
system of polynomials {Pn}∞n=0 such that (1.31) holds?.
Bochner proved that there are essentially (that is, up to a linear change of variable) only four distinct
orthogonal polynomial sets satisfying the differential equation (1.31). They are called the classical orthogonal
polynomials of Jacobi, Laguerre, Hermite, and Bessel, which were already introduced in Section 1.1. He also
implicitly imposed the problem of classifying all orthogonal polynomials satisfying linear differential equations
of arbitrary order.
Krall in [91] found a remarkable theorem (cf. Theorem 2.1) characterizing all differential equations of the
form
M∑
k=1
ρky
(k) = λy, (1.32)
where the coefficients ρj , j = 1, . . . ,M are assumed to be real-valued smooth functions on an interval I of the
real line with ρM 6= 0 and λ is a real parameter for which there exists a sequence {λk}∞k=0 of real numbers
and a system of orthogonal polynomials {Pk}∞k=0 satisfying (1.32). His proof in [91] is based on the notion
of a dual equation to the differential equation (1.32), which is developed by Sheffer [156]. Later on, a simpler
proof using the generating functions of orthogonal polynomials was found by Krall and Sheffer [93].
The classifying problem itself is not solved yet in general except for second order differential equations
(due to Bochner [19]) and for fourth order differential equations (due to Krall [92]). We refer here the excellent
publications, [62, 63] on the state of the art of the past two decades of the classes of orthogonal polynomials
which are solutions of (1.32), for some fixed M .
There exists a third proof of Krall’s theorem given in [98] based on the fact that if the differential equation
(1.32) has orthogonal polynomial solutions then it must be symmetrizable on polynomials. This property will
be used in Chapter 4 to give a necessary and sufficient condition that characterizes some classes of operators
for which the relation of orthogonality (1.9) gives an inner product.
Systems of orthogonal polynomials which simultaneously are orthogonal with respect to some positive
measure and solve the Bochner’s problem, for some M , are called Bochner-Krall systems.
Motivated by quantum mechanics, in [165] and [166] Turbiner introduced the exactly solvable linear diffe-
rential operators as the solution to the problem of a general classification of linear differential operators having
a certain number of eigenfunctions. This problem is referred to as the generalized Bochner’s problem (in the
sense of Turbiner), see [166], more precisely
DEFINITION 1.7. Let us give the name of generalized Bochner’s problem to the problem of classifying the
linear differential operators L(M)[y] =
M∑
k=1
ρky
(k) having n + 1 polynomial eigenfunctions of the degree not
higher than n+ 1.
The class of operators which solve the Bochner’s problem are termed quasi-exactly-solvable or exactly-
solvable according to the case if n is finite or infinite respectively, that is
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DEFINITION 1.8. We will say that a linear differential operator of the M -th order, L(M) is quasi-exactly-
solvable, if L(M)[Pn] = Pn for some n. Correspondingly, the operator L(M), for which L(M)[Pn] ⊆ Pn, for
all n, with equality for infinitely many indexes is named exactly-solvable.
According to [166, Th. 1], [167, Th. 1.1], the generalized Bochner’s problem has n + 1 eigenfunctions in
the form of a polynomial of order not greater than n if and only if the operator is quasi-exactly solvable and
the same problem has an infinite sequence of polynomial eigenfunctions if and only if the operator is exactly
solvable.
It is easy to see that if the differential operator L(M) =
M∑
k=0
ρk(z)
dk
dxk
has polynomial solutions Pn of
degree n for n = 0, 1, . . . ,M then the coefficients ρj , j = 1, . . . ,M of L(M) must be polynomials of degree at
most j with equality for at least one index. They split into two major classes: non-degenerate and degenerate,
where in the former case deg[ρM ] = M and in the latter case deg[ρM ] < M .
Properties of the zeros of eigenpolynomials of these class of operators have been studied in detail in [132,
15, 16, 17]. Supported mainly in these results, we study in Chapter 5 the strong asymptotic behavior of the
sequence of polynomial eigenfunctions of a certain class of these operators.
From the point of view of the theory of differential operators, the eigenfunctions of the class of exactly
solvable are the most studied and this motivate us to study of the families of orthogonal polynomials with
respect to exactly solvable operators and this is the objective of Chapter 4.
Bochner’s problem is also a particular case of the following problem
Problem 2. [The matrix-valued Bochner problem] Find all nontrivial matrix polynomials sequences {Pn}∞n=0
of size N ×N satisfying the following equations:
Dn+1Pn+1(t) + EnPn(t) +D
∗
n−1Pn−1(t) = zPn(t), (1.33)
P ′′n (t)F2(t) + P
′
n(t)F1(t) + Pn(t)F0(t) = ΛnPn(t), (1.34)
where En = E∗n, det[Dn] 6= 0 are matrices of size N ×N , F2, F1, F0 are N ×N matrix valued differentiable
functions on an interval of the real line and Λn are Hermitian matrices.
In virtue of [9], we see that condition (1.33) is equivalent to say that the matrix polynomials {Pn}∞n=0 are
orthonormal with respect to some Hermitian matrix of measures W which is positive definite. An approach in
the quest for the solution of this problem is taken by Dura´n in [45], where the problem of characterizing those
positive definite matrix weights whose matrix orthogonal polynomials are solutions of some second order
differential equation with matrix coefficients is raised, see also Section 1.4.2 for more details. As as already
mentioned, all the families of polynomials solving the classical Bochner problem are known. The search of the
families for the matrix valued case still remains open. In Chapter 6 we find a new class of matrix polynomials
solving Problem 2.
We remark that Problem 2 is also part of a big family of problems known as bispectral problems, see the
contribution of [75]. The consideration of Problem 2 as a bispectral one is the other approach for the quest of
the solution of Problem 2, see the contributions [77, 79, 80, 144]. The reader interested in a general discussion
of the bispectral problem can consult [10, 40, 85, 168].
1.5.2 Galerkin’s method
Our main motivation starts from the work [8], where the authors introduce the concept of orthogonal poly-
nomials with respect to a differential operator. This kind of orthogonality is relatively new and is mainly
motivated by the advances in the last 20 years of the Sobolev type orthogonality and arises in a natural way
from problems in approximation theory and mathematical physics. This concept, as we shall show, turns out to
be in connection with Galerkin’s method and fluids mechanics.
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Galerkin’s method is one of the most used and effective numerical methods in problems in which it is
required to determine an unknown function that solves an linear equation (see[90, §9.4]). We will start formally
by introducing one of its variants, assume that L[f ] = g, where L is a linear operator (linear differential
ordinary in our case), g is a given function and f is a function to be determined from the equation.
Let f0, f1, . . . , fn, n ∈ Z+, be a set of basic or test functions, such that f =
n∑
k=0
ckfk where c0, c1, . . . , cn
are scalars, by linearity
L[f ] =
n∑
k=0
ck L[fk] = g. (1.35)
Since the operator L and the functions g, f0, f1, . . . , fn are known, we can consider (1.35) as a linear
system of equations in the unknowns c0, c1, . . . , cn. We can expect that the system is inconsistent, because g
will not generally lie in Ek, the vector space spanned by the functions L[f0],L[f1], . . . ,L[fn]. We therefore
solve (1.35) approximately and obtain thereby an approximate solution of the equation L[f ] = g.
The approximate solution of (1.35) can be carried out according to many different criteria, each of which
leads to a different approximate solution f . One of the most natural approach is to select c0, c1, . . . , ck such
that h =
n∑
k=0
ck L[fn] is the element of best approximation to g from Ek with respect to a suitable norm ‖ · ‖,
i.e.
‖h− g‖ = min
c0,...,cn
∥∥∥∥∥
n∑
k=0
ck L[fk]− g
∥∥∥∥∥ . (1.36)
This is a problem in best approximation. We are approximating g by the nearest element in the subspace
generated by the functions {L[fk]}.
A very general way of obtaining an approximate solution of Equation (1.35) is to select a set of linear
functionals Λ1, . . . ,Λn and to impose the condition
Λi
[
n∑
k=0
ck L[fk]− g
]
= 0, 0 ≤ i ≤ n.
By the linearity of the functionals, this becomes
Λi
[
n∑
k=0
ck L[fk]
]
= Λi [g] , 0 ≤ i ≤ n. (1.37)
Equation (1.37) is a system of k linear equations in the k unknowns ck. If the functionals are point–
evaluation functionals, defined by
Λi[v] = v(xi), 0 ≤ i ≤ n
then the method outlined above is called a collocation method. Galerkin methods are usually referred to as all
the manifestations of the preceding strategy, see for example [32]. The classical Galerkin method is a particular
case of Equation (1.37) in a Hilbert space, where Λi[v] = 〈fi, v〉. Thus the equations to be solved in this case
are
n∑
k=0
ck〈fi,L[fk]〉 = 〈fi, g〉, 0 ≤ i ≤ n.
Now, let µ be a positive Borel measure supported on ∆ ⊂ R and {Pk}∞n=0 the sequence of monic orthogonal
polynomials with respect to µ, g ∈ L2(µ) and suppose that L is a linear ordinary differential operator with
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polynomial coefficients such that L[f ] and f are polynomials of the same degree and such that L and µ satisfy
the conditions of Definition (1.4). If ‖ · ‖µ is the L2-norm associated to µ on ∆, then the element of the best
approximation, see [90, §6.8], to g from En = Pn is
h =
n∑
k=0
ck Pk, ck =
∫
g Pk dµ∫
P 2k dµ
.
Naturally the following questions arise: Does there exist a set of monic polynomial basic or test functions
{fk}nk=0, where deg[fk] = k, such that L[fk] = λkPk, for some suitable constant λk and for every k, n ∈ Z+?,
which are their properties?.
It is not difficult to see from Definition (1.4) that fk is the monic orthogonal polynomial of degree k with
respect to the pair (L, µ) associated to the index k. We recall that the existence of the sequence {fk}nk=0 can not
always be guaranteed, let us say, for a general measure µ or operator L of the class defined above. Theorems
4.3, 4.4 and 4.6 of Chapter 4 of this thesis deals with such conditions of existence and uniqueness. Notice
also that fk can be characterized as the solution of the extremal problem ‖L[fk]‖µ = min
hk(x)=xk+···
‖L(hk)‖µ.
It would be an interesting problem to study the properties of this set of polynomial test functions from the
Numerical Analysis point of view and to consider also the relation of the orthogonality with respect to a
differential operator to the Galerkin method for the general case of a class of operators satisfying the conditions
of Definition (1.4), but we shall not deal with it in this thesis.
The study of strong asymptotic properties of eigenpolynomials of exactly solvable operators and the con-
sideration of matrix orthogonal polynomials arose from the Bochner problem, which were already discussed in
Section 1.5.1.
We finally mention the hydrodynamical (electrostatic equivalently) model for the zeros of orthogonal po-
lynomials with respect to a differential operators. This work starts from [13, 12], where the authors find an
hydrodynamical interpretation of the zeros of the Gegenbauer polar polynomials, already introduced in Section
1.3.2. In Chapters 2 and 3 we show that for the case of a Jacobi, Laguerre or Hermite operator, generically
denoted by Lc, it is also possible to obtain hydrodynamical interpretation of the zeros of the sequence of
orthogonal polynomials with respect to (Lc, µ), where µ is a measure satisfying certain conditions.
1.6 Structure of the thesis
This thesis deals with the concept of orthogonal polynomials with respect to a differential operator, the study
of the strong asymptotic behavior of eigenpolynomials of exactly solvable operators, and matrix orthogonal
polynomials. We have divided this work in seven chapters.
In Chapter 1 we introduce some concepts and background of the general theory of orthogonal polynomials
as well as the state of the art of the theory that precede the results of this thesis.
The aim of Chapter 2 is the study of orthogonal polynomials with respect to a Jacobi operator
L(α,β)[f ](x) = (1− x2)f ′′(x) + (β − α− (α+ β + 2)x)f ′(x), α, β > −1, f ∈ P,
and a finite positive Borel measure µ on [−1, 1] satisfying certain conditions. For a positive integer m, we
study the conditions over the measure µ in order to guarantee the existence of an infinite sequence of monic
polynomials {Qn}∞n=m+1, where deg[Qn] = n, satisfying the condition∫
L(α,β)[Qn](x)xkdµ(x) = 0 for all 0 ≤ k ≤ n− 1.
We consider algebraic and analytic properties of this sequence. A fluid dynamics model for the interpreta-
tion of the zeros of these polynomials is also considered.
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In Chapter 3, we deal with the case of orthogonality with respect to either a Laguerre or Hermite operator.
We show the existence of recurrence relations for orthogonal polynomials with respect to these class of oper-
ators and for the derivatives as well. As in the case of a Jacobi operator considered in Chapter 2, the zeros of
these polynomials and the zeros of the derivatives have an interpretation in terms of a fluid dynamical model.
We study also the asymptotic properties of these polynomials by scaling with an appropriate parameter.
In Chapter 4 we generalize the results of Chapters 2 and 3 by considering orthogonal polynomials with
respect to a linear differential operator
L(M) =
M∑
k=0
ρk(z)
dk
dzk
,
where {ρk}Mk=0 are complex polynomials such that deg[ρk] ≤ k, 0 ≤ k ≤ M , with equality for at least one
index. We analyze the uniqueness and zero location of these polynomials. An interesting phenomena occurring
in this kind of orthogonality is the existence of operators for which the associated sequence of orthogonal
polynomials reduces to a finite set. For a given operator we also find a classification, in terms of a system
of difference equations with varying coefficients, of the measures for which it is possible to guarantee the
existence of an infinite sequence of orthogonal polynomials. We also obtain a curve which contains the set of
accumulation points of the zeros of these polynomials for the case of a first order differential operator giving
also the strong asymptotic behavior. The results of this chapter have been submitted for consider for publication
in [22].
In Chapter 5 we study the strong asymptotic behavior the eigenpolynomials of exactly solvable operators
L(M) =
M∑
k=0
ρk(z)
dk
dzk
. The study of the strong asymptotic behavior have drawn a great deal of attention in
connection with problems of the theory of orthogonal polynomials and approximation theory. Some properties
of the eigenpolynomials of these class of operators have been previously studied in [132] for operators of
the form L(M)[f ](z) = d
M
dzM
(HM (z)f(z)), where HM is a fixed polynomial of degree M , and for exactly
solvable operators by [15], [16] and [17]. Under the assumption that ρM is real, we obtain a formula for the
strong asymptotic behavior of the eigenpolynomials of L(M) on certain compact subsets of C.
As an application, we consider the sequence of monic orthogonal polynomials with respect to the Sobolev
inner product,
〈P,Q〉 = P (1)Q(1) + µP ′(1)Q′(1) +
∫ 1
−1
P ′Q
′
dx, P,Q ∈ P, µ > 0
which are eigenfunctions of the fourth order differential operator, cf.[89]
L(M)[u] = (z2 − 1)2u(4) + 4z(z2 − 1)u(3) + 2(z − 1)((1 + 2A)z + 2A+ 3)u(2),
we obtain a formula for the strong asymptotic behavior of this sequence for compact subsets of C \ [−1, 1].
The results of this chapter have been submitted for consider for publication in [25].
Chapter 6 concerns with matrix orthogonal polynomials. We find a new class of matrix orthogonal poly-
nomials of arbitrary order satisfying a second order matrix differential equation. For matrix polynomials of
size 2× 2, we find an explicit expression for the sequence of orthonormal polynomials with respect to a matrix
weight by using a Rodrigues’ formula for these polynomials. In particular, we show that one of the recurrence
coefficients for this sequence of orthonormal polynomials does not asymptotically behave as a scalar multiple
of the identity, as it happens in the examples studied up to now in the literature. The results of this chapter have
been published in [21].
In Chapter 7 are given a summary of the work and some open problems.
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Chapter 2
Orthogonal polynomials with respect to a
Jacobi operator
2.1 Introduction
In this chapter we consider orthogonal polynomials with respect to a Jacobi operator. Let µ be a finite posi-
tive Borel measure on [−1, 1] and {Ln}∞n=0 the corresponding system of monic orthogonal polynomials; i.e.
Ln(x) = x
n + . . . and
〈Ln, Lk〉µ =
∫
Ln(x)Lk(x)dµ(x)
{ 6= 0 if n = k,
= 0 if n 6= k. (2.1)
Denote by L(α,β) the Jacobi differential operator on the space P, with α, β > −1, where
L(α,β)[f ] = (1− x2)f ′′ + (β − α− (α+ β + 2)x)f ′, f ∈ P, (2.2)
or equivalently (cf. [163, (4.2.2)])
L[f ] =
(
(1− x)α+1 (1 + x)β+1 f ′)′
(1− x)α (1 + x)β , f ∈ P. (2.3)
From (2.2) it follows that f and L[f ] are polynomials of the same degree. It is straightforward that in-
tegrating (2.3) with respect to the (α, β)-Jacobi measure dµα,β(x) = (1 − x)α (1 + x)β dx on [−1, 1], we
obtain ∫
L(α,β)[f ](x) dµα,β(x) = 0, f ∈ P. (2.4)
We say thatQn is the nth monic orthogonal polynomial with respect to the pair (L(α,β), µ) if deg[Qn] ≤ n
and ∫
L(α,β)[Qn](x)xkdµ(x) = 0 for all 0 ≤ k ≤ n− 1. (2.5)
This nonstandard orthogonality with respect to a differential operator was introduced in [8], where the
authors prove conditions of existence and uniqueness. The starting points of this work are [12, 13], where the
orthogonality with respect to the differential operator Lζ [f ](z) = f(z) + (z − ζ)f ′(z), ζ ∈ C, was analyzed.
From (2.1), we have that a monic polynomial Qn of degree n is orthogonal with respect to (L(α,β), µ) if
and only if it is a polynomial solution of the differential equation
L(α,β)[Qn] = λn Ln, where λn = λ(α,β)n = −n(1 + n+ α+ β). (2.6)
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As will be shown, it is not always possible to guarantee the existence of a system of polynomials (Qn)n∈Z+
orthogonal with respect to the pair (L(α,β), µ). Let α, β > −1 and m ∈ N be fixed. A fundamental role in this
chapter is played by the class Pm(α, β) defined as the family of finite positive Borel measures µ supported on
[−1, 1] for which there exist a non negative polynomial ρ of degree m, such that dµ(x) = 1
ρ(x)
dµα,β(x).
This chapter deals with some algebraic and analytic aspects of the sequence of orthogonal polynomials
(Qn)
∞
n=m+1 orthogonal with respect to the pair (L(α,β), µ). We provide asymptotic results for the sequence of
the orthogonal polynomials with respect to (L(α,β), µ) and study the set of accumulation points of their zeros
as well. In particular, we prove
THEOREM 2.1. Let µ ∈ Pm(α, β), where m ∈ N and α, β > −1. If (ζn)∞n=m+1 is a sequence of complex
numbers with limit ζ ∈ C\[−1, 1] and (Qn)∞n=m+1 the sequence of monic orthogonal polynomials with respect
to the pair (L(α,β), µ) such that Qn(ζn) = 0, then the accumulation points of zeros of (Qn)∞n=m+1 are located
on the set E = E(ζ)⋃[−1, 1], where E(ζ) is the ellipse
E(ζ) := {z ∈ C : z = cosh(ηζ + iθ), 0 ≤ θ < 2pi} , (2.7)
and ηζ := ln |ϕ(ζ)| = ln |ζ +
√
ζ2 − 1|. If δ(ζ) = inf
−1≤x≤1
|ζ − x| > 2 then E = E(ζ).
Let ϕ(z) = z +
√
z2 − 1 be the function which maps the complement of [−1, 1] onto the exterior of the
unit circle, where we take the branch of
√
z2 − 1 for which |ϕ(z)| > 1 whenever z ∈ C \ [−1, 1].
If µ ∈ Pm(α, β), where α, β > −1 and m ∈ N, let ν1, ν2, . . . , νm ∈ C denote the m zeros of the
polynomial ρ(z) = r
m∏
i=1
(z − νi), such that dµα,β(x) = ρ(x)dµ(x).
For all z ∈ C \ [−1, 1] we define the function Φ(ρ, z) and a constant φm as
Φ(ρ, z) =
m∏
k=1
z − νi
ϕ(z)− ϕ(νi) , φm = 2
m exp
(
1
2pi
∫
log(ρ(t))√
1− t2 dt
)
.
The function φm Φ(ρ, z) is a particular case of the well known Szego˝’s function (cf. [137, §6.1]).
For the sequence of monic orthogonal polynomials with respect to the pair (L(α,β), µ) the following asymp-
totic behavior holds
THEOREM 2.2. Let {ζn}∞n=m+1 be a sequence of complex numbers with limit ζ ∈ C \ [−1, 1], m ∈ N,
µ ∈ Pm(α, β), where α, β > −1 and {Qn}∞n=m+1 the sequence of monic orthogonal polynomials with respect
to the pair (L(α,β), µ) such that Qn(ζn) = 0, then:
1. Uniformly on compact subsets of Ω = {z ∈ C : |ϕ(z)| > |ϕ(ζ)|}, (i.e. the exterior of the ellipse E(ζ))
Qn(z)
P
(α,β)
n (z)
⇒
n
φm Φ(ρ, z). (2.8)
2. Uniformly on compact subsets of Ω = {z ∈ C : |ϕ(z)| < |ϕ(ζ)|} \ [−1, 1]
Qn(z)
P
(α,β)
n (ζn)
⇒
n
− φm Φ(ρ, ζ). (2.9)
If δ(ζ) > 2 then (2.9) holds for Ω = {z ∈ C : |ϕ(z)| < |ϕ(ζ)|} (i.e. the interior of the ellipse E(ζ)).
The chapter is organized as follows. In Section 2.2 we study the existence of a system of polynomials
{Qn}∞n=m+1, orthogonal with respect to the pair (L(α,β), µ). Section 2.3 is devoted to the study of recurrence
relations and location of zeros of the polynomials . In Sections 2.4 and 2.5 we study the asymptotic behavior of
the orthogonal polynomials with respect to the pair (L(α,β), µ) and its zeros respectively. In the last section, we
introduce a fluid dynamics model for the interpretation of the critical points of Qn. The results of this chapter
have been submitted for consider for publication in [23].
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2.2 Existence and uniqueness
It is well known that the differential operator L(α,β) has a system of monic eigenpolynomials
{
P
(α,β)
n
}∞
n=0
and a sequence of constant {λn}∞n=0 (eigenvalues), such that
L(α,β)[P (α,β)n ] = λnP (α,β)n , (2.10)
where the eigenpolynomial P (α,β)n is the nth monic orthogonal polynomial with respect to the (α, β)-measure
of Jacobi dµα,β(x) = (1− x)α (1 + x)β dx on [−1, 1], with α, β > −1, i.e.〈
P (α,β)n , x
k
〉
α,β
=
∫
P (α,β)n (x)x
kdµα,β(x) = 0, for all 0 ≤ k ≤ n− 1. (2.11)
Furthermore, from [163, (4.21.6) and (4.3.3)]
τn =
〈
P (α,β)n , P
(α,β)
n
〉
α,β
=
Γ(n+ α+ 1) Γ(n+ β + 1) Γ(n+ 1) Γ(n+ α+ β + 1)
2−(2n+α+β+1) Γ(2n+ α+ β + 2) Γ(2n+ α+ β + 1)
. (2.12)
THEOREM 2.3. Let n be a fixed natural number and µ a finite positive Borel measure on [−1, 1]. Then, the
differential equation (2.6) has a monic polynomial solution Qn of degree n, which is unique up to an additive
constant, if and only if ∫
Ln(x)dµα,β(x) = 0. (2.13)
where Ln is the nth monic orthogonal polynomials with respect to the measure µ.
Proof.
Suppose that there exists a polynomial Qn of degree n, such that L(α,β)[Qn] = −n(1 + n + α + β)Ln,
where Ln is the nth monic orthogonal polynomial for µ. From the orthogonality of the Jacobi polynomials
Qn(z) = P
(α,β)
n (z) +
n−1∑
k=0
an,kP
(α,β)
k (z), (2.14)
Ln(z) = P
(α,β)
n (z) +
n−1∑
k=0
bn,kP
(α,β)
k (z), (2.15)
where an,k = 1τk
〈
Qn, P
(α,β)
k
〉
α,β
and bn,k = 1τk
〈
Ln, P
(α,β)
k
〉
α,β
.
Replacing Qn and Ln in (2.6) by the linear combinations (2.14) and (2.15), from the linearity of L(α,β)[·]
and (2.10) we get
b(n,0) =
1
µα,β([−1, 1])
∫
Ln(x)dµα,β(x) = 0.
Conversely, suppose that Ln, the nth monic orthogonal polynomial with respect to µ satisfies (2.13). Let
Qn be the polynomial of degree n defined by
Qn(z) = P
(α,β)
n (z) +
n−1∑
k=0
an,kP
(α,β)
k (z), (2.16)
where a(n,0) is an arbitrary constant and
an,k =
λn
λk
bn,k =
λn
λk τk
〈
Ln, P
(α,β)
k
〉
α,β
, k = 1, . . . , n− 1.
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From the linearity of L(α,β)[·] and (2.10) we get that L(α,β)[Qn] = −n(1 + n+ α+ β)Ln.
We are interested in discussing systems of polynomials such that for all n sufficiently large they are solu-
tions of (2.6). In this sense, the next corollary is fundamental.
COROLLARY 2.1. Let µ be a finite positive Borel measure on [−1, 1] such that dµ(x) = r(x)dµα,β(x), where
r ∈ L2(µα,β). Then, m is the smallest natural number such that for each n > m there exists a monic
polynomial Qn of degree n, unique up to an additive constant and orthogonal with respect to (L(α,β), µ), if
and only if r−1 is a polynomial of degree m.
Proof. Suppose thatm is the smallest natural number such that for each n > m there exists a monic polynomial
Qn of degree n, unique up to an additive constant and orthogonal with respect to (L(α,β), µ). According to
Theorem 2.3 ∫
1
r(x)
Ln(x)dµ(x) =
∫
Ln(x)dµα,β(x)
{
= 0 if n > m
6= 0 if n = m .
But this is equivalent to saying that
1
r(x)
=
m∑
k=0
ckLk(x) with cm 6= 0. The converse is straightforward.
From the previous corollary, if µ ∈ Pm(α, β) then the differential equation (2.6) has an unique monic
polynomial solution Qn of degree n for all n > m, except for an additive constant.
Let {ζn}∞n=m+1 be a sequence of complex numbers, wherem ∈ N is fixed, and assume that µ ∈ Pm(α, β).
We complement the definition of the sequence {Qn}∞n=m+1 in (2.5) by considering that henceforthQn for each
n > m is the polynomial solution of the initial value problem{ L(α,β)[y] = λn Ln, n > m,
y(ζn) = 0.
(2.17)
Then, we say that {Qn}∞n=m+1, is the sequence of monic orthogonal polynomials with respect to the pair
(L(α,β), µ) such that Qn(ζn) = 0.
If Q̂n is the monic polynomial of degree n defined by the formula
Q̂n(z) = λn
m∑
k=0
bn,n−k
λn−k
P
(α,β)
n−k (z), bn,n−k =
1
τn−k
〈
Ln, P
(α,β)
n−k
〉
α,β
; (2.18)
then, the initial value problem (2.17) has the unique polynomial solution
y(z) = Qn(z) = Q̂n(z)− Q̂n(ζn). (2.19)
2.3 The polynomial Q′n
Let m ∈ N, {ζn}∞n=0 a sequence of complex numbers, and µ ∈ Pm(α, β) be fixed, then for all n > m the
polynomials Qn (solution of (2.17)) are uniquely determined by (2.18)–(2.19). Without loss of generality, we
will complete the sequence of polynomials Qn for all n ∈ N as follows
Qn(z) =
(
P (α,β)n (z)− P (α,β)n (ζn)
)
+λn
min(m,n)∑
k=1
bn,n−k
λn−k
(
P
(α,β)
n−k (z)− P (α,β)n−k (ζn)
)
, n ≥ 1 (2.20)
Q0(z) = 1
For convenience, only in the previous formula we consider λ0 = 1. Note that {Qn}∞n=0 defined by (2.20)
is a system of polynomials, such that Qn(ζn) = 0 for all n ≥ 1. Let us remark that if n ≤ m, in general,
L(α,β)[Qn] 6= λnLn.
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Additionally, as the degree of a polynomial is invariant under the operator L(α,β)[·] and the polynomialQn,
for all n ≤ m, is of degree n (see (2.20)),
{1,L(α,β) [Q1] , . . . ,L(α,β) [Qm] , Lm+1, . . . , Ln, . . .} (2.21)
is a polynomial system.
In the following result, we show that for n > (2m + 1) the derivatives of the system of polynomials Qn
satisfy a recurrence relation with a fixed finite number of terms.
THEOREM 2.4. Let m ∈ N, µ ∈ Pm(α, β), where α, β > −1. Then if R is any primitive of ρ, for each
n > (2m+ 1) the sequence of polynomials Q′n satisfies the relation
R(z)Q′n(z) =
m+1∑
k=−m−1
θR,n,n−kQ′n−k(z), (2.22)
where the initial values Q′m+1, . . . , Q
′
2m+2 are given by the derivatives of (2.18) and
θR,n,n−k =
1
λn−k
(λn eR,n,n−k + dn,n−k),
eR,n,n−k =
1
ln−k
∫
R(x)Ln−k(x)Ln(x) dµ(x), (2.23)
li =
∫
L2i (x)dµ(x),
dn,n−k =
1
ln−k
j2(k)∑
j=j1(k)
τn−j c˜n,n−j bn−k,n−j ,
j1(k) = max{−1, k} and j2(k) = min{m+ 1,m+ k}.
c˜n,n−k = λn
j4(k)∑
j=j3(k)
bn,n−j cn−j,j−k
λn−j
,
j3(k) = max{0, k − 1} and j4(k) = min{m, k + 1},
cn,1 = −n,
cn,0 =
2n (α− β) (n+ α+ β + 1)
(2n+ α+ β) (2n+ α+ β + 2)
,
cn,−1 = 4n
(n+ α) (n+ β) (n+ α+ β) (n+ α+ β + 1)
(2n+ α+ β)2 ((2n+ α+ β)2 − 1) .
Before starting the proof of Theorem 2.4, we will state and prove some lemmas.
LEMMA 2.1. Let m ∈ N and µ ∈ Pm(α, β), where α, β > −1. Then for n > m
Ln(z) =
m∑
k=0
bn,n−k P
(α,β)
n−k (z), (2.24)
ρ(z)P (α,β)n (z) = τn
m∑
k=0
bn+k,n
ln+k
Ln+k(z), (2.25)
where bi,j = 1τj
〈
Li, P
(α,β)
j
〉
α,β
and τj as in (2.12).
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Proof. As µ ∈ Pm(α, β) then
〈
Ln(x)x
k
〉
α,β
= 0 for all n > m and k < n − m. Hence, bn,k = 0 for
k = 0, 1, . . . , n−m− 1 and (2.24) is established.
From the orthogonality relations (2.1) and (2.11), if i < j or i > j +m, we have∫
Li(x)P
(α,β)
j (x)dµα,β(x) =
∫
Li(x)P
(α,β)
j (x) ρ(x) dµ(x) = 0. (2.26)
The relation (2.25) is straightforward from the Fourier expansion of ρP (α,β)n in terms of the {Lk}, k =
0, 1, . . . , n+m and (2.26).
From the lemma above, the polynomials Q̂n defined in (2.18) and its derivatives can be written as a linear
combination of the polynomials {Ln}∞n=0 as we show in the next lema.
LEMMA 2.2. Under the conditions of Lemma 2.1, for n > m the polynomials Q̂n satisfy the following rela-
tions: ∫
Q̂n(x)x
k dµα,β(x) = 0, k = 0, 1, . . . , n−m− 1, (2.27)
(1− z2)ρ(z)Q′n(z) =
m+1∑
k=−m−1
d(n−k,k) Ln−k(z). (2.28)
Proof. From (2.18) the relations (2.27) and
(1− z2)Q′n(z) = (1− z2) Q̂′n(z) = λn
m∑
k=0
bn,n−k
λn−k
(1− z2)
(
P
(α,β)
n−k (z)
)′
, (2.29)
follows directly.
Using the structure relation fulfilled by Jacobi polynomials (see [163, (4.5.5)–(4.5.6)]), we have
(1− z2)
(
P
(α,β)
n−k (z)
)′
= cn−k,1 P
(α,β)
n−k+1(z) + cn−k,0 P
(α,β)
n−k (z) + cn−k,−1 P
(α,β)
n−k−1(z).
Substituting this formula into (2.29), we obtain
(1− z2)Q′n(z) =
m+1∑
k=−1
c˜n,n−k P
(α,β)
n−k (z),
and from (2.25), (2.28) immediately follows.
Proof of Theorem 2.4. As the sequence {Qn}∞n=0 is a system of polynomials, then the sequence of its deriva-
tives {Q′n}∞n=0 is also system of polynomials. Hence, the polynomial RQ′n can be expanded as linear combi-
nation of the polynomials {Q̂′n}∞n=0, i.e. there exist (n+m) constants θ(R,n,1), . . . , θ(R,n,n+m) such that
R(z)Q′n(z) =
n−1∑
k=−m
θR,n,n−k Q̂′n−k(z). (2.30)
Let L˜(α,β) be the linear differential operator on the space of all polynomials P given by L˜(α,β)[f ′] =
L(α,β)[f ] for all f ∈ P, i.e.
L˜(α,β)[f ] = (1− x2)f ′ + (β − α− (α+ β + 2)x)f.
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Since {Ln}∞n=0 is a system of polynomials and L˜(α,β)[·] is a linear application, the polynomial L˜(α,β)[RQ′n]
can be written as a linear combination of the system of polynomials (2.21) as follows
L˜(α,β) [RQ′n] (z) =
n−m−1∑
k=−m−1
θR,n,n−k λn−k Ln−k(z)
+
n−1∑
k=n−m
θR,n,n−k L(α,β) [Qn−k(z)] , (2.31)
Taking L˜(α,β)[·] on the left hand side of the equality (2.30), we get
L˜(α,β)[RQ′n](z) = R(z)L˜(α,β)[Q′n(z)] + (1− z2)ρ(z)Q′n(z)
= λnR(z) Ln(z) + (1− z2)ρ(z)Q′n(z). (2.32)
From (2.1)
R(z) Ln(z) =
m+1∑
k=−m−1
eR,n,n−k Ln−k(z). (2.33)
Substituting (2.28) and (2.33) in (2.32), we have
L˜(α,β)[RQ′n](z) =
m+1∑
k=−m−1
(λn eR,n,n−k + dn,n−k) Ln−k(z). (2.34)
As n ≥ 2(m+ 1), we can assume that (2.34) is the expansion of the polynomial L˜(α,β)[RQ′n] in terms of
the polynomials Ln. Now, identifying coefficients between (2.31) and (2.34) we have that θR,n,n−k = 0 for all
k = 1, . . . , n−m− 2, and we have the formulas (2.22)–(2.23).
2.4 Asymptotic behavior of the polynomials Q̂n and their zeros
In this section we study the asymptotic behavior of the polynomials Q̂n and their zeros. The following result
is essential in the proof of the theorems in this and the next section.
THEOREM 2.5. Let m ∈ N and µ ∈ Pm(α, β), where α, β > −1. Then
Q̂n(z)
P
(α,β)
n (z)
⇒
n
φ2m Φ(ρ, z), (2.35)
uniformly on closed subsets of C \ [−1, 1] where C = C⋃{∞}.
First, we state a preliminary lemma which follows from Theorems 26 and 29 of [137, §6.1].
LEMMA 2.3. Let µ ∈ Pm(α, β), where α, β > −1 and m ∈ N. If {Ln}∞n=0 is the sequence of monic
orthogonal polynomials with respect to µ
Ln(z)
P
(α,β)
n (z)
⇒
n
φ2m Φ(ρ, z),
uniformly on closed subsets of C \ [−1, 1].
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Proof of Theorem 2.5 . From (2.18) and (2.24)
Q̂n(z)− Ln(z)
P
(α,β)
n (z)
=
m∑
k=1
(
λn
λn−k
− 1
)
bn,n−k
P
(α,β)
n−k (z)
P
(α,β)
n (z)
. (2.36)
As λn = −n(1 + n+ α+ β), for each k fixed, k = 1, 2, . . . ,m,
lim
n→∞
λn
λn−k
= 1. (2.37)
Let K be a closed subset of C \ [−1, 1]. From the interlacing property of the zeros of consecutive Jacobi
polynomials on [−1, 1], it easily follows that there exists a constant M∗ such that for all z ∈ K∣∣∣∣∣P
(α,β)
n−k (z)
P
(α,β)
n (z)
∣∣∣∣∣ < Mk ≤M∗, k = 1, . . . ,m, (2.38)
where Mk = sup
z∈K
x∈[−1,1]
|z − x|−k and M∗ = max{M1,Mm}.
From (2.12), it is not hard to see that there exist two monic polynomials of degree 4(m− k) in the variable
n, q(α,β)1,4(m−k)(n) and q
(α,β)
2,4(m−k)(n), such that
∥∥∥P (α,β)n−k ∥∥∥2
α,β
= 4k−m
q
(α,β)
1,4(m−k)(n)
q
(α,β)
2,4(m−k)(n)
∥∥∥P (α,β)n−m ∥∥∥2
α,β
, k = 1, 2, . . . ,m.
Therefore, from the Cauchy-Bunyakovsky-Schwarz inequality and the extremal property of the monic or-
thogonal polynomials, for n sufficiently large, we get
|bn,n−k| ≤
‖Ln‖α,β√
τn−k
≤
√
c1
τn−k
‖Ln‖µ ≤
√
c1
τn−k
∥∥∥ρP (α,β)n−m ∥∥∥
µ
|r|
= 2m−k
√√√√ c1 q(α,β)2,4(m−k)(n)
τn−m q
(α,β)
1,4(m−k)(n)
∥∥∥ρP (α,β)n−m ∥∥∥
µ
|r| ≤
c1 2
m
|r| (2.39)
where 1 ≤ k ≤ m, c1 = sup
x∈[−1,1]
ρ(x), r is the leading coefficient of ρ. Hence by (2.36), (2.37), (2.38), and
(2.39) ∣∣∣∣∣ Q̂n(z)− Ln(z)P (α,β)n (z)
∣∣∣∣∣ ⇒n 0, uniformly on closed subsets of C \ [−1, 1],
and from Lemma 2.3 the asymptotic formula (2.35) is established.
COROLLARY 2.2. Let m ∈ N and µ ∈ Pm(α, β), where α, β > −1. Then
1.
lim
n→∞
∣∣∣Q̂n(z)∣∣∣ 1n = |z +√z2 − 1|
2
, (2.40)
uniformly on compact subsets of C \ [−1, 1].
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2. The set of accumulation points of the zeros of the sequence of polynomials {Q̂n}∞n=m+1 is [−1, 1], i.e.⋂
n≥1
∞⋃
k=n
{z : Q̂k(z) = 0} = [−1, 1]. For each n at least (n−m) zeros of Q̂n are contained on [−1, 1].
Proof. The first part of the theorem is an immediate consequence of (2.35) and [163, (8.21.9) and (4.21.6)].
To prove the second part, from (2.27) it easily follows that Q̂n has at least n−m zeros of Q̂n are contained
in [−1, 1] (cf. [163, §3.3]).
The function in the right-hand side of (2.35) in Theorem 2.5 is holomorphic and does not have zeros in
C \ [−1, 1]. Let K be a closed subset of C \ [−1, 1], from the Rouche´’s theorem we have that for n large the
polynomial Q̂n does not have zeros on K, i.e. the zeros of the sequence of polynomials {Q̂n}∞n=0 can not
accumulate outside [−1, 1].
On the other hand, (2.40) implies the weak star asymptotic of the zero counting measures of the polynomials
{Q̂n}∞n=m+1 (cf. [162, Ch. 2]). That is, if we associate to each Q̂n the measure µn =
1
n
∑
Qn(ω)=0
δω , then
dµn(x)
∗−→ 1
pi
dx√
1− x2 (the equilibrium distribution on [−1, 1]) in the weak-* topology and this implies that
the zeros of {Q̂n}∞n=m+1 must be dense in [−1, 1].
2.5 Asymptotic behavior of the polynomials Qn and their zeros
Some basic properties of the zeros of Qn follow from (2.6). For example, the multiplicity of the zeros of Qn is
at most 3, a zero of multiplicity 3 is also a zero of Ln and a zero of multiplicity 2 is a critical point of Q̂n.
From the second part of Corollary 2.2, we get that Q′n has at least (n−m− 1) zeros of odd multiplicity on
]− 1, 1[. For m = 1 we have that
THEOREM 2.6. Under the same hypothesis of Theorem 2.4, if m = 1 the critical points of Qn interlace the
zeros of Ln.
Proof. If m = 1 then from (2.27) the polynomial Q̂n has at least (n− 1) real zeros of odd order on ]− 1, 1[.
But, Q̂n is a polynomial with real coefficients and degree n, consequently the zeros of Q̂n are real and simples.
As Q
′
n = Q̂
′
n, from Rolle’s theorem all the critical points of Qn are real, simple and (n − 2) of them are
contained on ]− 1, 1[.
Denote P (x) = (1−x)α+1(1+x)β+1Q′n(x). As α and β are real numbers in general P is not a polynomial.
Notice that P is a real–valued differentiable function on [−1, 1]. Without loss of generality, suppose that there
exists x ∈]1,∞[ such that P (x) = 0, as P (1) = 0 from the Rolle’s theorem there exists x′ ∈]1, x[ such that
P ′(x′) = 0. But, from (2.3) and (2.6) P ′(x) = λn(1 − x)α(1 + x)βLn(x) and all the critical points of P
are contained in [-1,1]. Hence all the critical points of Qn are contained in ] − 1, 1[. Again using the Rolle’s
theorem, it is straightforward that the critical points of Qn interlace the zeros of Ln.
From Corollary 2.2 we have that the set of accumulation points of Q′n is [−1, 1]. For m = 1, Theorem
2.6 gives that the critical points of Qn are in [−1, 1], interlace the zeros of Ln, and are simple. Numerical
experiments also show this behavior for m > 1. We conjecture that this always is the case.
For the proof of Theorems 2.1 and 2.2 we will use the following result.
LEMMA 2.4. Let µ ∈ Pm(α, β), where m ∈ N and α, β > −1. If {ζn}∞n=m+1 is a sequence of complex
number with limit ζ ∈ C and {Qn}∞n=m+1 the sequence of monic orthogonal polynomials with respect to the
pair (L(α,β), µ) such that Qn(ζn) = 0, then:
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1. For every d > 1 there is a positive number Nd, such that {z ∈ C : Qn(z) = 0} ⊂ {z ∈ C : |z| ≤
∆(ζ) + d} whenever n > Nd.
2. If δ(ζ) > 2, the zeros of Qn can not accumulate on [−1, 1] and for n sufficiently large they are simple.
Where for z ∈ C, ∆(z) = sup
x∈[−1,1]
|z − x| and δ(z) = inf
x∈[−1,1]
|z − x|.
Proof. We already know that Qn(ζn) = 0 and if Qn(z) = 0 then Q̂n(z) = Q̂n(ζn). From the Gauss–Lucas
theorem (cf. [157, §2.1.3]), it is known that the critical points of Q̂n lie in the convex hull of its zeros and from
2. of Corollary 2.2 the zeros of the polynomials {Q̂n}∞n=0 accumulate on [−1, 1]. Hence from the bisector
theorem (see the proof of Theorem 2.6 or [157, §5.5.7] ) |z| ≤ ∆(ζn) + 1 and the first part of the theorem is
established.
To verify the second assertion of the theorem, note that if z is a zero of Qn, from (2.19) we get
n∏
k=1
∣∣∣∣ z − x̂n,kζn − x̂n,k
∣∣∣∣ = 1. (2.41)
Let Vε([−1, 1]) = {z ∈ C : δ(z) < } be an ε–neighborhood of [−1, 1]. On the other hand, as lim
n→∞ ζn = ζ,
then for all ε > 0 there is a Nε > 0 such that |δ(ζn)− δ(ζ)| < ε whenever n > Nε.
If δ(ζ) > 2, let us choose ε = εζ =
1
2
(δ(ζ)− 2) and suppose that there is a z0 ∈ Vεζ ([−1, 1]) such that
Qn(z0) = 0 for some n > Nεζ . Hence
n∏
k=1
∣∣∣∣ z0 − x̂n,kζn − x̂n,k
∣∣∣∣ < (2 + εζδ(ζn)
)n
< 1, (2.42)
which is in contradiction with (2.41). Hence {z ∈ C : Qn(z) = 0}
⋂Vεn([−1, 1]) = ∅ for all n > Nεζ , i.e.
the zeros of Qn can not accumulate on Vεζ ([−1, 1]).
From (2.19) it is straightforward that a multiple zero of Qn is also a critical point of Q̂n. But, from 2. of
Corollary 2.2 and the Gauss–Lucas theorem the critical point of Q̂n accumulate on [−1, 1]. Thus, we have that
for n sufficiently large the zeros of Qn are simple.
Proof of Theorem 2.1. From (2.19) the zeros of Qn satisfy the equation∣∣∣Q̂n(z)∣∣∣ 1n = ∣∣∣Q̂n(ζn)∣∣∣ 1n . (2.43)
If z ∈ C \ [−1, 1], by taking limit when n → ∞, from 1. of Lemma 2.4, and using (2.40) on both sides of
(2.43), we have that the zeros of the sequence of polynomials {Qn}∞n=m cannot accumulate outside the set{
z ∈ C : |z +
√
z2 − 1| = eηζ
} ⋃
[−1, 1].
Hence z +
√
z2 − 1 = eηζ+iθ and z − √z2 − 1 = e−(ηζ+iθ) for 0 ≤ θ < 2pi, where we have that 2z =
eηζ+iθ + e−(ηζ+iθ).
The assertion for δ(ζ) > 2 is straightforward from 2. of Lemma 2.4.
Now, we will state the relative asymptotic between the polynomials {Qn}∞n=m+1 and the corresponding
Jacobi polynomials P (α,β)n .
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Proof of Theorem 2.2.
1.- Let us prove first that
Qn(z)
Q̂n(z)
= 1− Q̂n(ζn)
Q̂n(z)
⇒
n
1, (2.44)
uniformly on compact subsets K of the set {z ∈ C : |ϕ(z)| > |ϕ(ζ)|}. In order to prove (2.44) it is sufficient
to show that
Q̂n(ζn)
Q̂n(z)
⇒
n
0, uniformly on K. (2.45)
From [163, (8.21.9) and (4.21.6)], we have the well known strong or power asymptotic of the monic Jacobi
polynomials
2n P
(α,β)
n (z)
ϕn(z)
⇒
n
(
ϕ(z)− 1
2(z − 1)
)α(
ϕ(z) + 1
2(z + 1)
)β√
ϕ′(z)
2
, (2.46)
uniformly on compact subsets of C \ [−1, 1]. Note that
Q̂n(ζn)
Q̂n(z)
=
Q̂n(ζn)
P
(α,β)
n (ζn)
P
(α,β)
n (z)
Q̂n(z)
2n P
(α,β)
n (ζn)
ϕn(ζn)
ϕn(z)
2n P
(α,β)
n (z)
(
ϕ(ζn)
ϕ(z)
)n
.
From (2.35) and (2.46) the first four factors in the right hand side of the previous formula have finite limits;
meanwhile, the last factor tends to 0 when n→∞, and we get (2.45). Finally the assertion 1 is straightforward
from (2.35).
2.- For the Assertion 2 of the theorem it is sufficient to prove that
Qn(z)
Q̂n(ζn)
=
Q̂n(z)
Q̂n(ζn)
− 1 ⇒
n
− 1, (2.47)
uniformly on compact subsets K of the set {z ∈ C : |ϕ(z)| < |ϕ(ζ)|} \ [−1, 1]. Note that
Q̂n(z)
Q̂n(ζn)
=
Q̂n(z)
P
(α,β)
n (z)
P
(α,β)
n (ζn)
Q̂n(ζn)
2n P
(α,β)
n (z)
ϕn(z)
ϕn(ζn)
2n P
(α,β)
n (ζn)
(
ϕ(z)
ϕ(ζn)
)n
.
Now, the first part of the Assertion 2 is straightforward from (2.35).
If δ(ζ) > 2, let Vε([−1, 1]) = {z ∈ C : δ(z) < } be a ε–neighborhood of [−1, 1], where ε = εζ =
δ(ζ)
2
− 1. By the same reasoning that was deduced (2.42) we get that∣∣∣∣∣ Q̂n(z)Q̂n(ζn)
∣∣∣∣∣ < κn, for all z ∈ Vε([−1, 1]), κ < 1. (2.48)
Hence from the first part of the Assertion 2 and (2.48) we get the second part of the Assertion 2.
2.6 Fluid dynamics model of sources and stagnation points
The fluid dynamic interpretation that we will consider in this section was introduced by H. Pijeira et al in [13].
In that paper the hydrodynamic model was a reinterpretation of the electrostatic model studied by H. Pijeira
et al in [12]. The difference between the fluid dynamic model in [13] and the model introduced in the present
paper is the complex potential used.
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Let us consider a flow of an incompressible fluid in the complex plane, due to a system of n − 1 source
points (n > 1) fixed at wi, 1 ≤ i ≤ n − 1, with unitary rate of fluid emission per unit time (strength of the
source), and two additional source points at 1 and −1 with strength a > 0 and b > 0 respectively. Here,
a source is a point in which the fluid is continuously created and uniformly distributed in all directions with
constant strength (steady source). Let us call flow field generated by a Jacobi set of sources to a flow of a fluid
under the above conditions, or simple a flow field.
The complex potential of a flow field at any point z (cf. [59, Ch. 10] and [122, Vol. II–Ch. 6]), by the
superposition principle of solutions, is given by
Υ(z) =
n−1∑
i=1
log(z − wi) + a log(z − 1) + b log(z + 1),
= log
(
(z − 1)a (z + 1)b
n−1∏
i=1
(z − wi)
)
. (2.49)
From a complex potential Υ, a complex velocity V can be derived by differentiation (V(z) = dΥdz (z)).
A standard problem associated with the complex velocity is to find the zeros, that correspond to the set of
stagnation points, i.e. points where the fluid has zero velocity.
We are interested in an inverse problem in the following sense, build a flow field such that the stagnation
points are at preassigned points with nice properties. As it is well known, the zeros of orthogonal polynomials
with respect to a finite positive Borel measure on [−1, 1] have a rich set of nice properties ([163, Chapter VI]),
and will be taken as preassigned stagnation points. Here, we consider that µ ∈ P1(α, β). In the next paragraph
the statement of the problem will be established.
Problem. Let {x1, x2, . . . , xn} be the set of zeros of the nth orthogonal polynomial Ln with respect
to µ ∈ P1(α, β) with 1 < n. Build a flow field (location of the source points w1, . . . , wn−1) such that the
stagnation points are attained at the points xi, i = 1, 2, . . . , n.
Let Qn be a monic polynomial of degree n, whose set of critical points is {w1, w2, . . . , wn−1}, thus
Q′n(z) = n
n−1∏
i=1
(z − wi), Υ(z) = log
(
1
n
(z − 1)a (z + 1)bQ′n(z)
)
,
V(z) = ∂Υ
∂z
(z) =
(
(z − 1)a (z + 1)bQ′n(z)
)′
(z − 1)a (z + 1)bQ′n(z)
=
L(a−1,b−1)[Qn](z)
(z − 1) (z + 1)Q′n(z)
.
From (2.49) and Theorem 2.6,
∂V
∂z
(xk) = 0 for each stagnation point xk (zeros of Ln), k = 1, 2, . . . , n,
i.e.
L(a−1,b−1)[Qn](xk) = 0, k = 1, 2, · · · , n. (2.50)
From Corollary 2.1, there exists a monic polynomial Qn of degree n, unique up to an additive constant, satis-
fying equation (2.50), i.e.
L(a−1,b−1)[Qn](z) = λnLn(z), λn = −n(n+ a+ b− 1). (2.51)
Note that (2.51) is the same as (2.6) with α = a − 1 and β = b − 1. Therefore the n − 1 source point
of the flow field {w1, . . . , wn−1} are the critical point of the nth orthogonal polynomial with respect to the
differential operator L(a−1,b−1).
Answer. A flow fields generated by a Jacobi set of sources with complex potential (2.49) and preassigned
stagnation points at the zeros of the nth orthogonal polynomial with respect to the measure µ ∈ P1(α, β)
with n > 1, has its sources points (with unitary strength) located at the critical points of the nth orthogonal
polynomial with respect to (L(α,β), µ).
Orthogonal polynomials with respect to a Jacobi operator. 43
In Theorem 2.6, we proved that for m = 1 all the critical points of Qn are simple, contained in [−1, 1] and
interlace the zeros of Ln. At the beginning of the Section 2.5, we conjectured that this theorem is true for all
m ∈ N. If this were true, then it is not difficult to see that the above model holds for m ∈ N.
Note that, if we consider a system of electrostatic charges with potential given by (2.49) instead of a system
of source points with the same potential function, then we have an analogous electrostatic interpretation.
As it is known, the zeros of the Jacobi polynomials have an electrostatic interpretation (see [163, §6.7]) as
the equilibrium points of a certain potential function.
For the case of orthogonality with respect to a differential operator the electrostatic interpretation is an
inverse problem in the sense that the equilibrium points are known and the question is to build the electrostatic
field.
It would be interesting also the analysis of the stability of the stagnation or equilibrium points, but we shall
leave open this problem.
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Chapter 3
Orthogonal polynomials with respect to a
Laguerre or Hermite operator
3.1 Introduction
In Chapter 2 we have studied analytical and algebraic properties of orthogonal polynomials with respect to a
Jacobi differential operator. In Chapter 3 we consider orthogonal polynomials with respect to either a Laguerre
or Hermite differential operator and a positive Borel measure measure µ with support contained in R. We want
to remark that some of the techniques used in Chapter 2 can not be applied to the asymptotic study of these
polynomials. The main difficulty for this case is that we do not have a general result for the relative asymptotic
behavior between a sequence of orthogonal polynomials with respect to a measure w supported on the real line
or the real semi axis and the sequence of orthogonal polynomials with respect to a positive measure µ, where
dµ = 1ρ dw and ρ is polynomial. The most general result known up to date for a relative asymptotic of this kind
is for the case in which ρ is a rational function and was given in [101, Th. 3 and Th. 4]. Both theorems require
that the rational function ρ satisfies a Lipschitz condition at infinity and that ρ(∞) 6= 0. If ρ is a polynomial of
degree m (m even if we have the case of the real line) then ρ do not satisfy the above conditions. Even in the
case that we would know the relative asymptotic behavior, it is not clear how to apply this result. Nevertheless,
these difficulties can be overcame up to some extent in the study of the normalized sequence of orthogonal
polynomials, that is, by scaling the sequence with an appropriate parameter. We study in this chapter some
algebraic and analytical properties of the sequence of orthogonal polynomials with respect to a Laguerre or
Hermite differential operator. We consider also asymptotic properties of the normalized sequence. We start this
introductory chapter by given some definitions and notations.
We denote by LL the Laguerre and by LH the Hermite differential operators on the space P, i.e.
LL[f ] = xf ′′ + (1 + α− x)f ′ = x−α ex
(
xα+1 e−x f ′
)′
, f ∈ P, α > −1 (3.1)
LH [f ] = f ′′ − 2xf ′ = ex2
(
e−x
2
f ′
)′
, f ∈ P. (3.2)
We highlight that LL[f ] and LH [f ] are polynomials of the same degree as f , with f 6≡ 0. As is well known,
to each one of these second order differential operators we can associate a system of monic polynomials which
are both eigenfunctions of the operator and orthogonal with respect to a measure. Let {Lαn}∞n=0 be the monic
Laguerre polynomials with α > −1 and {Hn}∞n=0 the monic Hermite polynomials, then
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〈Lαn, Lαm〉L =
∫
Lαn(x)L
α
m(x)dw
α
L(x)
{
= 0 if n 6= m,
6= 0 if n = m, (3.3)
〈Hn, Hm〉H =
∫
Hn(x)Hm(x)dwH(x)
{
= 0 if n 6= m,
6= 0 if n = m, (3.4)
where dwαL(x) = x
α e−xdx, x ∈ (0,+∞) and dwH(x) = e−x2dx, x ∈ (−∞,+∞). In addition,
LL[Lαn] = −nLn and LH [Hn] = −2nHn. (3.5)
To unify the approach, we will denote in the sequel byL either the Laguerre or Hermite differential operator
(LL or LH ), by dw the Laguerre or Hermite measure (dwαL or dwH ), by Ln the nth Laguerre or Hermite monic
orthogonal polynomial (Lαn or Hn) and by ∆ the set R+ or R, respectively. We will refer to one or the other
depending on the case we are solving.
Let µ be a finite positive Borel measure, supported on ∆ ⊂ R and {Pn}∞n=0 the corresponding system of
monic orthogonal polynomials, i.e.
〈Pn, Pk〉µ =
∫
Pn(x)Pk(x)dµ(x)
{ 6= 0 if n = k,
= 0 if n 6= k. (3.6)
As before, Qn is the nth monic orthogonal polynomial with respect to the pair (L, µ) if deg[Qn] = n and∫
L[Qn](x)xkdµ(x) = 0 for all 0 ≤ k ≤ n− 1, (3.7)
or, equivalently,
L[Qn] = λn Pn, (3.8)
where λn = −n in the Laguerre case and λn = −2n in the Hermite case.
In the next section we discuss the existence and uniqueness of the orthogonal polynomial with respect to
the Laguerre or Hermite differential operator and a suitable measure µ.
The chapter is organized as follows. Section 3.2 is dedicated to the study of existence and uniqueness and
on some results concerning the properties of the zeros of orthogonal polynomials with respect to the operators
Laguerre or Hermite. In Section 3.3 we show a fluid dynamics model for source point location of a flow
of an incompressible fluid with logarithmic velocity–potential in presence of an external field. The study of
recurrence relations of these polynomials is done in Section 3.4. Finally, in Section 3.5 we study the asymptotic
behavior of the polynomials and their zeros.
3.2 Existence and uniqueness
We are interested in discussing systems of polynomials such that for all n > m, for some m ∈ N, they are
solutions of (3.8). Before we prove the existence theorem we prove a preliminary lemma
LEMMA 3.1. Let n be a fixed natural number and µ a finite positive Borel measure with support contained on
R. Then, the differential equation (3.8) has a monic polynomial solution Qn of degree n, which is unique up to
an additive constant, if and only if ∫
Pn(x)dw(x) = 0. (3.9)
where Pn is the nth monic orthogonal polynomials for the measure µ.
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Proof. Suppose that there exists a polynomial Qn of degree n, such that L[Qn] = λn Pn, where Pn is the nth
monic orthogonal polynomial for µ. From the orthogonality of the sequence {Ln}∞n=0 with respect to w,
Qn(z) = Ln(z) +
n−1∑
k=0
bn,kLk(z), (3.10)
Pn(z) = Ln(z) +
n−1∑
k=0
an,kLk(z), (3.11)
where bn,k =
〈Qn,Lk〉
〈Lk,Lk〉 and an,k =
〈Pn,Lk〉
〈Lk,Lk〉 .
Replacing Qn and Pn in (3.8) by the linear combinations (3.10) and (3.11), from the linearity of L[·] and
(3.5) we get
an,0 =
∫
Pn(x)dw(x)∫
dµ
= 0.
Conversely, let Pn be the nth monic orthogonal polynomial for µ satisfying (3.9). Let Qn the polynomial
of degree n defined by
Qn(z) = Ln(z) +
n−1∑
k=0
bn,kLk(z),
where bn,0 is an arbitrary constant and
bn,k =
λn
λk
an,k =
λn
λk
〈Pn, Lk〉
〈Lk, Lk〉 .
Form the linearity of L[·] and (3.5) we get that L[Qn] = λn Pn.
From the preceding lemma we obtain,
THEOREM 3.1. Let w be the Laguerre or Hermite measure and µ a finite positive Borel measure on ∆, such
that dµ(x) = r(x)dw(x) with r ∈ L2(w). Then, m is the least natural number such that for each n > m there
exists a monic polynomial Qn of degree n, unique up to an additive constant and orthogonal with respect to
(L, µ) if and only if r−1 is a polynomial of degree m.
Proof. Suppose that m is the lowest natural number such that for each n > m there exists a monic polynomial
Qn of degree n, unique up to an additive constant and orthogonal with respect to (L, µ). According to Lemma
3.1 ∫
1
r(x)
Pn(x)dw(x) =
∫
Pn(x)dw(x)
{
= 0 if n > m,
6= 0 if n = m.
But this is equivalent to say that
1
r(x)
=
m∑
k=0
ckLk(x) with cm 6= 0. The converse is straightforward.
It is possible to give another characterization, in terms of the quasi orthogonality concept, cf. [33], for the
existence of a systems of polynomials such that for all n > m, for some m ∈ N, they are solutions of (3.8),
THEOREM 3.2. Let µ be a finite positive Borel measure on R and {Pn}∞n=0 the sequence of monic orthogonal
polynomials with respect to µ. Then, m is the least natural number such that for each n > m there exists a
unique monic polynomial Qn, except up to an additive constant, orthogonal with respect to the pair (L, µ),if
and only if for all n > m the polynomial Pn is quasi-orthogonal of index (m, 1) with respect to the measure w.
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Proof. Assume that m is the lowest natural number such that for each n > m there exists a monic polynomial
Qn of degree n, unique up to an additive constant and orthogonal with respect to (L, µ). From Lemma 3.1 we
have (3.9) holds for n > m. From the three term recurrence relation for {Pn}∞n=0
xPn(x) = Pn+1(x) + βnPn(x) + α
2
nPn−1(x), n ≥ 1, (3.12)
P0(x) = 1, P−1(x) = 0, αn, βn ∈ R and αn 6= 0,
we have that ∫
Pn(x)x
kdw(x) = 0 for all 0 ≤ k < n−m, (3.13)
which implies that the polynomial Pn is quasi-orthogonal of index (n − m, 1), cf. [33], with respect to the
measure dw (Laguerre or Hermite).
Conversely, assume that m is the lowest natural number such that for n > m, the polynomial Pn is quasi-
orthogonal of index (m, 1) with respect to the measure dw. We have then that
Pn(x) = Ln(x) +
m∑
k=1
dn−kLn−k(x),
which implies that for all integers n > m the polynomials Pn satisfy the condition (3.9). From Lemma 3.1 we
have that there exists a monic polynomial Qn of degree n, unique up to an additive constant and orthogonal
with respect to (L, µ), for all n > m.
From the above theorem, we deduce in particular that the differential equation (3.8) has a unique, except up
to an additive constant, monic polynomial solutionQn of degree n for all the natural numbers only if Pn = Ln
and dµ = dw. Hence Qn = Ln, the polynomial eigenfunctions of L, whose properties are well known.
We define Pm[∆],m ∈ N, as the class of finite positive measures such that dµ(x) = dw(x)
ρ(x)
, where ρ
is a polynomial of degree m. Also, for m = 2 we shall denote P˜2[R] the class of measures of the form
dµ =
e−x
2
x2 + x21
dx, x1 6= 0 in the Hermite case.
Consider now {ζn}∞n=m+1 a sequence of complex numbers, where m is a natural number and assume that
µ ∈ Pm[∆]. We complement the definition of the sequence {Qn}∞n=m+1 in (3.7), considering that henceforth
Qn for each n > m is the polynomial solution of the initial value problem{ L[y] = λn Pn, n > m,
y(ζn) = 0,
(3.14)
and we say that {Qn}∞n=m+1 is the sequence of monic orthogonal polynomials with respect to the pair (L, µ)
such that Qn(ζn) = 0.
Let Q̂n be the monic polynomial of degree n (n > m) defined by the formula
Q̂n(z) =
m∑
k=0
λn
λn−k
bn,n−k Ln−k(z), where (3.15)
bn,n−k =
1
τn−k
∫
Pn(x)Ln−k(x)dw(x)
and
τn = ‖Ln‖2w =
∫
L2n(x)dw(x) =
{
n! Γ(n+ α+ 1) Laguerre case,
n!
√
pi2−n Hermite case. (3.16)
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Then the initial value problem (3.14) has unique polynomial solution
y(z) = Qn(z) = Q̂n(z)− Q̂n(ζn) (3.17)
3.2.1 The polynomial Q̂n
Let us start by noting that the polynomials Qn and Q̂n are primitives of the same polynomial Q′n (or Q̂
′
n).
From (3.15) ∫
Q̂n(x)x
k dw(x) = 0, k = 0, 1, . . . , n−m− 1, (3.18)
Applying classical arguments [158], it is not difficult to prove the following result, which will be used in
the sequel.
PROPOSITION 3.2.1. The polynomial Q̂n defined by (3.15) for all n > m, has at least (n − m) zeros and
(n−m− 1) critical points of odd multiplicity on ∆.
The following Proposition shows some results concerning the zeros of Q̂n and Q̂′n
PROPOSITION 3.2.2. Assume that µ ∈ P1[R+] or µ ∈ P˜2[R], then the zeros of Q̂n and Q̂′n are real and simple.
The critical points of Qn interlace the zeros of Pn.
Proof. Laguerre case. Ifm = 1 and µ ∈ P1[R+] from Proposition 3.2.1 the polynomial Q̂n has at least (n−1)
real zeros of odd multiplicity on R+. But, Q̂n is a polynomial with real coefficients and degree n, consequently
the zeros of Q̂n are real and simple. As Q
′
n = Q̂
′
n, from Rolle’s Theorem all the critical points of Qn are real,
simple and (n− 2) of them are contained on R∗+ =]0,∞[.
Denote G(z) = xα+1 e−xQ′n(z), with α ∈] − 1,∞[. Notice that G is a real–valued, continuous and
differentiable function on R∗+. Suppose that there exists x ∈ R∗+ such that G(x) = 0. As G(0) = 0 from
Rolle’s Theorem there exists x′ ∈ R∗+ such that G′(x′) = 0. But, G′(x) = xα e−xLL[Qn] = λnxα e−x Pn(x)
and all the critical points of G are contained on R∗+. Hence all the critical points of Qn belong to R∗+.
Hermite case. Consider now µ ∈ P˜2[R], that is, m = 2 and dµ(x) = e
−x2
x2 + x21
dx, x1 6= 0. Using the relations
(3.15) and [163, 5.6.1] we have that for k > 1
Q̂2k(z
2) = L
−1/2
k (z
2) +
k
k − 1
∫
P2k(x)H2k−2(z)e−x
2
dx∫
H22k−2(z)e−x
2dx
L
−1/2
k−1 (z
2) (3.19)
Q̂2k+1(z
2) = zL
1/2
k (z
2) +
2k + 1
2k − 1
∫
P2k+1(x)H2k−1(z)e−x
2
dx∫
H22k−1(z)e−x
2dx
zL
1/2
k−1(z
2)
As L−1/2n (z2), zL
1/2
n (z2) are the 2n and 2n + 1 monic orthogonal polynomials of degree 2n and 2n + 1
respectively with respect to the measure dµ(x) = e−x
2
dx, from (3.19) and [163, Th. 3.3.4] we have that the
zeros of Q̂n, n > 2 are real.
The statement that critical points of Qn interlace the zeros of Pn follows by applying Rolle’s Theorem to
the functions G(z) = xα+1 e−xQ′n(z) and G(z) = e
−x2 Q′n(z), for both the Laguerre and Hermite cases.
We conjecture that Proposition 3.2.2 is still valid for any measure in the class Pm[∆], m > 1, for the
Laguerre case or m > 2, m even, for the Hermite case.
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3.3 A fluid dynamics model
In this section we show an hydrodynamical model for the zeros of the orthogonal polynomials with respect to
the pair (L, µ). As we shall see, for the zeros of the derivatives of these polynomials it is possible to build a
similar model.
3.3.1 Hydrodynamical interpretation of the zeros of Q′n
Here, we consider two fluid dynamics models connected with the type of orthogonality we introduced above.
Let a system of n− 1 points wi, 1 ≤ i ≤ n− 1, be given. In the Laguerre model we associate to the system of
points the following potential.
VL(z) :=
n−1∑
i=1
log
1
(z − wi) − z + (1 + α) log
1
z
. (3.20)
That is, VL equals the sum of a source with strength equal to unity plus a uniform stream 1 at infinity and a
source fixed at the origin with constant strength α+ 1, see [135, Chap. VIII] for the terminology.
For the Hermite model
VH(z) :=
n−1∑
i=1
log
1
(z − wi) − z
2. (3.21)
A standard problem associated with the velocity–potential is to find the stagnation points, i.e. points where
the fluid has zero velocity (cf. [59, Chap. 10] and [135, Chap. VIII]).
We are interested in an inverse problem in the following sense, build n − 1 system (location of the points
wi) such that the stagnation points are at preassigned points with nice properties. As is well known, the zeros of
orthogonal polynomials with respect to a finite positive Borel measure onR have a rich set of nice properties (cf.
in [163, Chapter VI]), and will be taken as preassigned stagnation points. Here we consider that µ ∈ P1[R+]
or µ ∈ P˜2[R].
Problem. Let {x1, x2, . . . , xn} be the set of zeros of the nth orthogonal polynomial Pn, (n > 1
for the Laguerre case, n > 2 for the Hermite case), with respect to a positive Borel measure
µ ∈ P1[∆] or µ ∈ P˜2[R]. Suppose a flow is given, with velocity potential equal to VL or VH .
Build a n− 1 system (location of the source points w1, . . . , wn−1) such that the stagnation points
are attained at the points z = xi, with i = 1, 2, . . . , n.
First, let us consider the Laguerre case. From (3.20), if {x1, x2, . . . , xn} is the set of stagnation points we
have that
∂VL
∂z
(xk) = 0, that is,
n−1∑
i=1
1
xk − wi − 1 +
1 + α
xk
= 0, k = 1, 2, . . . , n. (3.22)
LetRn be a monic polynomial of degree nwith n−1 distinct critical points {w1, . . . , wn−1} 6= {x1, . . . , xn},
thus R′n(x) = n
n−1∏
i=1
(x− wi). Now, we can rewrite (3.22) as
R′′n(xk)
R′n(xk)
− 1 + 1 + α
xk
= 0, k = 1, 2, . . . , n
or, equivalently,
xkR
′′
n(xk) + (1 + α− xk)R′n(xk) = 0, k = 1, 2, . . . , n.
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Therefore, if R′n has simple zeros, xR
′′
n(x) + (1 + α− x)R′n(x) is a polynomial of degree n, with leading
coefficient λn = −n, with vanishes at the zeros of Pn, so
xR′′n(x) + (1 + α− x)R′n(x) = λnPn(x), λn = −n. (3.23)
Notice that (3.23) is equal to (3.8). From Proposition 3.2.2, the zeros of R′n are real and simple and
R′n(xk) 6= 0; therefore, Rn = Qn and the n− 1 source points of the field are the critical points of Qn (or Q̂n).
In a similar way, for the Hermite case, from (3.21), if {x1, x2, . . . , xn} is the set of stagnation points then
∂VH
∂z
(xk) = 0, and
n−1∑
i=1
1
xk − wi − 2xk = 0, k = 1, 2, · · · , n.
LetRn be a monic polynomial of degree nwith n−1 distinct critical points {w1, . . . , wn−1} 6= {x1, . . . , xn},
thus R′n(x) = n
n−1∏
i=1
(x− wi), which implies that
R′′n(xk)− 2xkR′n(xk) = 0 k = 1, 2, · · · , n.
Consequently R′′n(x) − 2xR′n(x) is a polynomial of degree n, with leading coefficient λn = −2n, that
vanishes at the zeros of Pn. Therefore
R′′n(x)− 2xR′n(x) = λnPn(x), λn = −2n,
which is equal to (3.8). From proposition 3.2.2, the zeros of R′n are simple and R
′
n(xk) 6= 0, Therefore,
Rn = Qn and the n− 1 source points of the field are the critical points of Qn (or Q̂n). As a conclusion, we get
Answer. The flow of an incompressible two–dimensional fluid, due to a (n − 1) system located
at the critical points of the n-th orthogonal polynomial with respect to (L, µ) with µ ∈ P1[∆] or
µ ∈ P˜2[R] and velocity potential VL or VH has its n − 1 stagnation points at the n − 1 critical
points of Qn.
3.3.2 Hydrodynamical interpretation of the zeros of Q̂n
Let us consider a flow of an incompressible fluid in the complex plane, due to a system of n different points
(n > 1) fixed at wi, 1 ≤ i ≤ n. At each point wi of the system there is defined a complex potential Vi which
for the Laguerre case equals to the sum of a source(sink) with a fixed strength Re[ci] plus a vortex with a fixed
strength =[ci] plus a uniform stream Ui at infinite. Here ci, di are fixed complex number which depends of the
the position of the set of remaining points {wi}ni=1, see [135, pag 200] for the terminology. We shall call n
system to the set of the n points fixed at wi with its respective potential of velocities.
Define the functions fi(w1, . . . , wn) =
R′′n(wi)
R′n(wi)
, i = 1, . . . , n where Rn(z) =
n∏
i=1
(z − wi). The complex
potential at any point z, due to the above system, for the Laguerre case is
VL(z;w1, . . . , wn) :=
n∑
i=1
VL,i =
n∑
i=1
z(fi(w1, . . . , wn)− 1) + (3.24)
(1 + α+ wi(fi(w1, . . . , wn)− 1)) log(z − wi),
for the Hermite case will be
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VH(z;w1, . . . , wn) :=
n∑
i=1
VH,i =
n∑
i=1
−2z + (3.25)
(fi(w1, . . . , wn)− 2wi) log (z − wi),
As in the preceding section, we are interested in the problem. Build a n system(location of the points
w1, . . . , wn) such that the stagnation points are on preassigned points with nice properties. As is well known,
the zeros of orthogonal polynomials with respect to a finite positive Borel measures on R have a rich set of
nice properties (cf. in [163, Chapter VI]), and will be taken as preassigned stagnation points. Here we consider
µ ∈ P1[∆] or or µ ∈ P˜2[R]. In the next paragraph will establish the statement of the problem for both Laguerre
and Hermite cases.
Problem. Let {x1, x2, . . . , xn} be the set of zeros of the nth orthogonal polynomial Pn, (n > 1 for
the Laguerre case, n > 2 for the Hermite case) with respect to a positive Borel measure µ ∈ P1[∆]
or µ ∈ P˜2[R]. Suppose given a flow, with complex potential for the Laguerre case equal to VL and
for the Hermite case equal to VH . Build a n system (location of the points w1, . . . , wn) such that
the stagnation points are attained at the points z = xi, with i = 1, 2, . . . , n.
Consider firstly the Laguerre case. Let us rewrite (3.24) as
VL(z;w1, . . . , wn) =
n∑
i=1
−z + (1 + α− wi) log(z − wi)+
n∑
i=1
zfi(w1, . . . , wn) + wifi(w1, . . . , wn) log(z − wi).
If xk is a stagnation point then
∂VL
∂z
(xk) = 0, this gives
(1 + α− xk)
n∑
i=1
1
xk − wi + xk
n∑
i=1
R′′n(wi)
R′n(wi)(xk − wi)
= 0, k = 1, 2, . . . , n. (3.26)
We are looking for a solution Rn(z) =
n∏
i=1
(z − wi), with wi 6= wj 6= xk,∀i, j, k such that (3.26) holds.
This assumption implies that the sum in the second term of the left hand side of expression (3.26) equals to
n∑
i=1
R′′n(wi)
R′n(wi)(xk − wi)
=
R′′n(xk)
Rn(xk)
, k = 1, 2, . . . , n.
Therefore, (3.26) is equivalent to
(1 + α− xk)R′n(xk) + xkR′′n(xk) = 0, k = 1, 2, . . . , n.
Note that xR′′n(x) + (1 +α− x)R′n(x) is a polynomial of degree n, with leading coefficient λn = −n and
that vanishes at the zeros of Pn, i.e.
xR′′n(x) + (1 + α− x)R′n(x) = λnPn(x), λn = −n. (3.27)
Observe that expression (3.27) is equivalent to (3.8). From Proposition 3.2.2, the zeros of Q̂n, Q̂′n are real
and simple and Q′n(xk) 6= 0, therefore, Rn = Q̂n is a solution. Hence, a solution to our problem yields the n
points as the n zeros of the polynomial Q̂n.
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For the Hermite case we have a similar situation. Note that the potential in (3.25) can be written equivalently
as
−2
n∑
i=1
z + wi log (z − wi) +
n∑
i=1
fi(w1, . . . , wn) log (z − wi).
Hence, if xk is a stagnation point then
∂VH
∂z
(xk) = 0 this gives
2xk
n∑
i=1
1
xk − wi −
n∑
i=1
R′′n(wi)
R′n(wi)(xk − wi)
= 0, k = 1, 2, . . . , n. (3.28)
Again, we can deduce that expression (3.28) equals to
R′′n(xk)− 2xkR′n(xk) = 0, k = 1, 2, . . . , n. (3.29)
Note that xR′′n(x) + (1 + α − x)R′n(x) is a polynomials of degree n, with leading coefficient λn = −n
and that vanishes at the zeros of Pn, i.e.
xR′′n(x) + (1 + α− x)R′n(x) = λnPn(x), λn = −n. (3.30)
Therefore, expression (3.30) is equivalent to (3.8) which implies Rn = Q̂n is a solution to our problem.
As a conclusion,
Answer. The flow of an incompressible two–dimensional fluid, due to n points with complex
potential VL given by (3.24) for the Laguerre case and (VH) given by (3.25) for the Hermite case,
located in the zeros of the n-th orthogonal polynomial Q̂n with respect to (L, µ), with µ ∈ P1[∆]
or µ ∈ P˜2[R] has its n stagnation points in the n zeros of the nth orthogonal polynomial Q̂n.
Notice that if we consider electrostatic charges instead of source points we have an analogous electrostatic
model. It would be interesting to consider the uniqueness of the solution obtained, in other words, what can
be said about the solutions of the form Qn(z) = Q̂n(z) − Q̂n(ζn) and to extend this model to more general
classes of measures µ. It would also of interest to decide if these stagnation or equilibrium points are stable,
but we shall leave open all these problems.
3.4 Recurrence relations
Notice the fundamental role of the polynomials Q̂n, Q′n and their zeros in the fluid dynamic models studied in
the previous section. So, our goal here is to obtain a recurrence formula to compute these polynomials.
Let m ∈ N be a fixed number, {ζn}∞n=0 a sequence of complex numbers, and µ ∈ Pm[∆], then for all
n > m the polynomials Qn (solution of (3.14)) are uniquely determined by (3.15)–(3.17). Without loss of
generality, we will complete the sequence of polynomials Qn for all n ∈ N as
Qn(z) = (Ln(z)− Ln(ζn)) + λn
min(m,n)∑
k=1
bn,n−k
λn−k
(Ln−k(z)− Ln−k(ζn)) . (3.31)
Notice that {Qn} defined by (3.31) is a sequence of polynomials, such that Qn(ζn) = 0 for all n ≥ 1. Let us
remark that if n ≤ m, in general, L[Qn] 6= λnPn.
Additionally, as the degree of a polynomial is invariant by evaluation in L[·] and the polynomial Qn, for all
n ≤ m, is of degree n, the next sequence of polynomials is a system of polynomials too
{1,L [Q1] , . . . ,L [Qm] , Pm+1, . . . , Pn, . . .}.
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Recurrence relation for {Q′n}
The objective of this subsection is to prove
THEOREM 3.3. Let m ∈ N, µ ∈ Pm[∆]. Then if R is any primitive of ρ, for each n > (2m+ 1) the sequence
of polynomials Q′n satisfy the relation
R(z)Q′n(z) =
m+1∑
k=−m−1
β(R,n,n−k)Q′n−k(z), (3.32)
where the initial values Q′m+1, . . . , Q
′
2m+2 are given by the derivatives of (3.15) and
βR,n,n−k =
1
λn−k
(λn eR,n,n−k + dn,n−k),
eR,n,n−k =
1
ln−k
〈RPn, Pn−k〉µ.
and dn,n−k is defined for the Laguerre and Hermite cases as
dLn,n−k =
1
ln−k
m+1∑
j=0
b˙n,n−j bn−k,n−j , (3.33)
dHn,n−k =
n
ln−k
m+1∑
j=0
τn−j b(n,n+1−j) bn−k,n−j , (3.34)
li = 〈Pi, Pi〉µ, τi = 〈Li, Li〉w,
b˙n,n−k =
 nτn if k = 0,nτn−k (bn,n−k − (n+ 1− k − α)b(n,n+1−k)) if 1 ≤ k ≤ m,−nτn−m(n−m− α) b(n,n−m) if k = m+ 1.
First, we prove the following preliminary lemma
LEMMA 3.2. Letm ∈ N and µ ∈ Pm[∆]. Then for n > m, the polynomialsQ′n satisfy the following relations:
zρ(z)Q′n(z) =
m+1∑
k=−m
dLn,n−k Pn−k(z), Laguerre case (3.35)
ρ(z)Q′n(z) =
m+1∑
k=−m
dHn,n−k Pn−k(z), Hermite case (3.36)
where dLn,n−k, d
L
n,n−k as in (3.33),(3.34)
Proof. For the Laguerre case, from (3.5), (3.15) and the structure relation
z L′n−k(z) = (n− k) (Ln−k(z)− (n− k − α)Ln−k−1(z)) ,
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satisfied by the monic Laguerre polynomials (cf. [163, (5.1.8),(5.1.14)]), we have
zQ̂′n(z) =
m∑
k=0
an,n−k zL′n−k(z)
= n
m∑
k=0
bn,n−kLn−k(z)− n
m+1∑
k=1
(n+ 1− k − α)b(n,n+1−k) Ln−k(z)
=
m+1∑
k=0
b˙n,n−k
τn−k
Ln−k(z).
Hence ∫
xQ̂′n(x)ρ(x)Pν(x)dµ(x) =
∫
xQ̂′n(x)Pν(x)dw(x)
=
m+1∑
k=0
b˙n,n−k
τn−k
∫
Ln−k(z)Pν(x)dw(x)
=
m+1∑
k=0
b˙n,n−k b(ν,n−k).
As b(ν,n−k) = 0 for ν < n− k and 0 ≤ k ≤ m+ 1, we have that b(ν,n−k) = 0 for ν = 0, . . . , n−m− 2 and
(3.35).
For the case Hermite, using the corresponding structure relation for monic Hermite polynomials [163,
(5.5.10),(5.5.6)] (i.e. H ′n = nHn−1) and following the same method as above we have (3.36).
We have then
Proof. (of Theorem 3.3)
The polynomial RQ′n can be expanded as a linear combination of the polynomials {Q′n}∞n=1, thus, there
exist (n+m) constants β(R,n,1), . . . , β(R,n,n+m) such that
R(z)Q′n(z) =
n−1∑
k=−m
βR,n,n−kQ′n−k(z).
• Laguerre case. Let Ωα(z) = z (R(z)Q′n(z))′ + (1 + α− z)R(z)Q′n(z). Then, on the one hand,
Ωα(z) =
n−1∑
k=−m
βR,n,n−k LL [Qn−k] (z)
=
n−m−1∑
k=−m−1
βR,n,n−k λn−k Pn−k(z) +
n−1∑
k=n−m
βR,n,n−k LL [Qn−k] (z). (3.37)
On the other hand
Ωα(z) = R(z)LL[Qn](z) + zρ(z)Q′n(z) = λnR(z) Pn(z) + zρ(z)Q′n(z). (3.38)
From (3.6)
R(z) Pn(z) =
m+1∑
k=−m−1
eR,n,n−k Pn−k(z). (3.39)
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Substituting (3.35) and (3.39) in (3.38), we obtain
Ωα(z) =
m+1∑
k=−m−1
(
λn eR,n,n−k + dLn,n−k
)
Pn−k(z). (3.40)
As n ≥ 2(m+ 1), we can assume that (3.40) is the expansion of Ωα in terms of the previous mixed system
of polynomials. Now, comparing coefficient between (3.37) and (3.40) we have that βR,n,n−k = 0 for all
k = 1, . . . , n−m− 2, and we have the relation (3.32).
• Hermite case. The proof is analogous to the Laguerre case, with Ω(z) = (R(z)Q′n(z))′ − 2zR(z)Q′n(z) and
(3.36), instead of Ωα and (3.35).
Recurrence relation for {Q̂n}
In the following result, we show that for n > n0, for some n0, the system of polynomials {Qn}∞n=3m+2 satisfy
a recurrence relation with a fixed finite number of terms.
THEOREM 3.4. Let m ∈ N and µ ∈ Pm[∆], for each n > 3m+ 1 the sequence {Q̂n} satisfies that
H(z)Q̂n(z) =
2m+1∑
k=−2m−1
ϑn,n−kQ̂n−k(z), (3.41)
where where the initial values Q̂m+1, . . . , Q̂2m+2 are given by (3.15) and H is any primitive of the function
ρ2, R is any primitive of the function ρ and
ϑn,n−k =
1
λn−k
(
λneH,n,n−k + e˜ρ,n,n−k + e˜hm+1,n,n−k
)
,
eH,n,k =
(∫
Pn(z)Pn−k(x)H(x) dµ(x)
) (∫
P 2n−k(x)dµ(x)
)−1
,
e˜ρ,n,n−k =
min{m,k+m+1}∑
j=max{−m,k−m−1}
dk−j,n−k+jeρ,n−k+j,n−k,
e˜hm+1,n,n−k =
min{m,k+m+1∑
j=max{−m,k−m−1}
b̂n,n−j ehm+1,n−j,n−k.
b̂n,n+k =
λn
ln+k
min{m,k−m}∑
j=max{0,−k}
τj
λj
bn,jbn+k,j ,
and dn,n−k as in (3.33),(3.34).
We shall prove some previous lemmas.
LEMMA 3.3. Let m ∈ N and µ ∈ Pm[∆] . Then for n > m
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Pn(z) =
m∑
k=0
bn,n−k Ln−k(z), (3.42)
ρ(z)Ln(z) = τn
m∑
k=0
b(n+k,n)
ln+k
Pn+k(z) (3.43)
T (z) Pn(z) =
k∑
k=−k
eT,n,n−k Pn−k(z), (3.44)
m+1∑
j=−m−1
2dn,n−j ρ(z)Pn−j(z) =
2m+1∑
k=−2m−1
e˜ρ,n,n−k Pn−k(z) (3.45)
where T is an arbitrary polynomial of degree k and
b(i,j) =
1
τj
〈Pi, Lj〉w ,
τj = 〈Lj , Lj〉w ,
= n!Γ(α+ 1)
(
n+ α
n
)
Laguerre case,
= pi1/22−nn! Hermite case,
li =
∫
P 2i (x)dµ(x),
eT,n,k =
(∫
Pn(z)Pn−k(x)T (x) dµ(x)
) (∫
P 2n−k(x)dµ(x)
)−1
,
e˜ρ,n,n−k =
min{m,k+m+1}∑
j=max{−m,k−m−1}
2dk−j,n−k+jeρ,n−k+j,n−k.
Proof. Relation (3.42) is straightforward from the Fourier expansion of Pn in terms of the polynomials {Lk},
k = 0, 1, . . . , n.
From orthogonality relations and the relation between µ and w, if i > j +m
∫
Li(x)Lj(x)dw(x) =
∫
Li(x)Lj(x) ρ(x) dµ(x) = 0. (3.46)
The relation (3.43) is straightforward from the Fourier expansion of the function ρLn in terms of the basis
{Pk}, k = 0, 1, . . . , n+m and (3.46).
Relation (3.44) is immediate from the definition of orthogonality of Pn. Relation (3.45) follows from
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m+1∑
j=−m−1
2dn,n−j ρ(z)Pn−j(z) =
m+1∑
j=−m−1
2dn,n−j
m∑
k=−m
eρ,n−j,n−j−k Pn−j−k(z)
=
m∑
j=−m
2dk−j,n−k+j
j+m+1∑
k=−j−m−1
eρ,n−k+j,n−k Pn−k(z)
=
2m+1∑
k=−2m−1
 min{m,k+m+1}∑
j=max{−m,k−m−1}
2dk−j,n−k+jeρ,n−k+j,n−k
Pn−k(z)
=
2m+1∑
k=−2m−1
e˜ρ,n,n−k Pn−k(z).
LEMMA 3.4. The following relations hold
ρ(z)Q̂n(z) =
m∑
k=−m
b̂n,n+k Pn+k(z), (3.47)
hm+1(z)ρ(z)Q̂n(z) =
2m+1∑
k=−2m−1
ehm+1,n,n−k Pn−k(z), (3.48)
zρ(z)Q̂′n(z) =
m+1∑
k=−m−1
dn,n−k Pn−k(z) Laguerre case, (3.49)
ρ(z)Q̂′n(z) =
m+1∑
k=−m−1
dn,n−k Pn−k(z), Hermite case, (3.50)
where hm+1 is any polynomial of degree m+ 1 and
b̂n,n+k =
λn
ln+k
j2∑
j=j1
τj
λj
bn,jbn+k,j ,
j1 = max{0,−k} and j2 = min{m, k −m}.
dn−k,k =
1
ln−k
j4(k)∑
j=j3(k)
τn−j c˜n−j,j bn−k,n−j ,
j3(k) = max{1, k} and j4(k) = min{m+ 1,m+ k},
c˜n−k,k = λn
j6(k)∑
j=j5(k)
bn,n−j cn−j,j−k
λn−j
,
j5(k) = max{0, k − 1} and j6(k) = min{m, k + 1},
e˜hm+1,n,n−k =
j7∑
j=j6
b̂n,n−j ehm+1,n−j,n−k,
j6(k) = max{−m, k −m− 1} and j7(k) = min{m, k +m+ 1}.
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For the Laguerre case we have that the coefficients cn−j,j−k are defined as cn,1 = 0, cn,0 = n, cn,−1 =
−n(n+ α) and for the Hermite case cn,1 = 0, cn,0 = 0, cn,−1 = n
Proof. Let ρ(z)Q̂n(z) =
m∑
k=−n
b̂n,n+k Pn+k(z) be the Fourier expansion of ρQ̂n with respect to the orthogonal
system of polynomials {Pn}, then
b̂n,n+k =
∫
Pn+k(x) Q̂n(x) ρ(x)dµ(x) = 〈Pn+k, Q̂n〉w;
from (3.18), if −n ≤ k ≤ −m− 1 〈Pn+k, Q̂n〉w = 0. For −m ≤ k ≤ m, the formula of b̂n,n+k in the lemma,
is computed by substituting (3.42) and (3.15) in 〈Ln+k, Q̂n〉w and using the Laguerre or Hermite polynomials
orthogonality.
To prove (3.48) we use relations (3.44), (3.47)
hm+1(z)ρ(z)Q̂n(z) =
m∑
j=−m
b̂n,n−j hm+1(z)Pn−j(z)
=
m∑
j=−m
b̂n,n−j
m+1∑
k=−m−1
e(hm+1,n−j,n−j−k) Pn−j−k(z)
=
m∑
j=−m
b̂n,n−j
j+m+1∑
k=j−m−1
ehm+1,n−j,n−k Pn−k(z)
=
2m+1∑
k=−2m−1
 min{m,k+m+1}∑
j=max{−m,k−m−1}
b̂n,n−j ehm+1,n−j,n−k
 Pn−k(z)
=
2m+1∑
k=−2m−1
e˜hm+1,n,n−k Pn−k(z).
We prove now (3.49). Note that from (3.15) we have that
z Q̂′n(z) = λn
m∑
k=0
bn,n−k
λn−k
z (Ln−k(z))
′
, (3.51)
and from the structure relation for monic Laguerre polynomials [163, (5.1.8),(5.1.14)]
z (Ln−k(z))
′
= cn−k,0 Ln−k(z) + cn−k,−1 Ln−k−1(z).
By substituting this formula in (3.51) we get
zQ̂′n(z) =
m+1∑
k=−1
c˜n,n−k Ln−k(z),
and from (3.43) we have (3.49).
In a similar way, for the Hermite case we substitute the structure relation for monic Hermite polynomials
[163, (5.5.10),(5.5.6)] into relation (2.18) and from (3.43) we have (3.50).
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Proof. (of Theorem 3.4)
If Q̂n denotes the monic orthogonal polynomial with respect to (L, µ), we have that
H(z)Q̂n(z) =
n−1∑
k=−2m−1
ϑn,n−kQ̂n−k(z) + ϑn,0.
Hence
L
[
HQ̂n
]
(z) =
n−1∑
k=−2m−1
ϑn,n−k λn−k Pn−k(z). (3.52)
Suppose now that L is the Laguerre operator. Note that the left hand of (3.52) equals to
L[HQ̂n](z) = H(z)L[Q̂n(z)] + Q̂n(z)L[H(z)] + 2H ′(z)zQ̂′n(z)
= λnH(z)Pn(z) + hm+1(z) ρ(z) Q̂n(z) + 2 ρ
2(z)zQ̂′n(z), (3.53)
where hm+1(z) = zρ′(z) + L[R](z) is a polynomial of degree m+ 1.
From (3.49)
zρ2(z)Q̂′n(z) =
m+1∑
j=−m−1
dn,n−j ρ(z)Pn−j(z).
From (3.45) we obtain
zρ2(z)Q̂′n(z) =
2m+1∑
k=−2m−1
e˜hm+1,n,n−k Pn−k(z). (3.54)
From (3.48), (3.54) we have that (3.53) can be expressed as
2m+1∑
k=−2m−1
(
λneH,n,n−k + e˜ρ,n,n−k + e˜hm+1,n,n−k
)
Pn−k(z).
Identifying coefficients in (3.52) we have
H(z)Q̂n(z) =
2m+1∑
k=−2m−1
ϑn−k,kQ̂n−k(z) + ϑn,0,
and from relation (3.18) we obtain (3.41)
Analogously, for the Hermite operator L we have that the right hand of (3.52) equals to
L[HQ̂n](z) = H(z)L[Q̂n(z)] + Q̂n(z)L[H(z)] + 2H ′(z)Q̂′n(z)
= λnH(z)Pn(z) + hm+1(z) ρ(z) Q̂n(z) + 2 ρ
2(z)Q̂′n(z), (3.55)
where hm+1 = ρ′ + L[R] is a polynomial of degree m+ 1.
From (3.50)
2ρ2(z)Q̂′n(z) =
m+1∑
j=−m−1
2dn,n−j ρ(z)Pn−j(z).
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From (3.45) we obtain
2ρ2(z)Q̂′n(z) =
2m+1∑
k=−2m−1
e˜hm+1,n,n−k Pn−k(z). (3.56)
From (3.48), (3.56) we have that (3.55) can be expressed as
2m+1∑
k=−2m−1
(
λneH,n,n−k + e˜ρ,n,n−k + e˜hm+1,n,n−k
)
Pn−k(z).
Identifying coefficients in (3.52) we have
H(z)Q̂n(z) =
2m+1∑
k=−2m−1
ϑn−k,kQ̂n−k(z) + ϑn,0,
and from relation (3.18) we obtain (3.41).
3.5 Zero location and asymptotic behavior of the normalized polyno-
mials
Asymptotic formulas for the zero of the largest modulus of the Laguerre and Hermite polynomials have been
studied in detail in [163]. Regardless of the use of cn in the preceding sections, in what follows we denote by
cn the zero of the largest modulus of the nth Laguerre polynomial or Hermite, from [163, (6.32.8)] we know
that
cn =
{
4n +O(n−1/3), Laguerre polynomials,√
2n +O(n−1/6), Hermite polynomials.
(3.57)
Assume that m ∈ N and that µ ∈ Pm(∆). From Theorem 3.1 we had that m is the least natural number
such that for each n > m there exists a monic polynomial Qn of degree n, unique up to an additive constant
and orthogonal with respect to (L, µ).
Let {ζn}∞n=m+1 be a sequence of complex numbers, m ∈ N and assume that µ ∈ Pm(∆). We will be
interested in the monic normalized polynomials defined by Q̂n(z) = c−nn Q̂n(cnz). We complement the
definition of the sequence {Qn} considering that henceforth Qn for each n > m is the monic polynomial such
that
Qn(z) = c
−n
n Qn(cnz). (3.58)
We say that {Qn}, for n > m, is the sequence of normalized monic orthogonal polynomials with respect
to the pair (L, µ) such that Qn(ζn) = 0.
In this section we study the zero location and asymptotic properties of the normalized monic orthogonal
polynomials with respect to a Laguerre or Hermite differential operator.
3.5.1 Zero location
We begin this subsection by finding asymptotic bounds for the coefficients bn,n−k that define the polynomial
Q̂n.
62 Orthogonal polynomials with respect to differential operators and matrix orthogonal polynomials
LEMMA 3.5. Let m ∈ N and µ ∈ Pm[∆]. Then for n large enough, there are constants CLρ and CHρ such that
|bn,n−k| = 1‖Ln−k‖2w
∣∣∣∣∫ Pn(x)Ln−k(x)dw(x)∣∣∣∣ <

CLρ n
k Laguerre case,
CHρ
√
nk Hermite case,
for k = 1, . . . ,m.
Proof. Let ρ(x) =
m∑
j=1
ρjx
j and ρ+ = max
0≤j≤m
|ρj |. From the Cauchy–Schwarz inequality we have
|bn,n−k| ≤ ‖Pn‖µ‖Ln−k‖2w
√∫
ρ(x)L2n−k(x)dw(x) ≤
‖ρLn−m‖µ
|ρm| ‖Ln−k‖2w
√∫
ρ(x)L2n−k(x)dw(x)
≤ 1|ρm| ‖Ln−k‖2w
√√√√ m∑
j=0
|ρj |
∣∣∣∣∫ xj L2n−m(x)dw(x)∣∣∣∣
√√√√ m∑
j=0
|ρj |
∣∣∣∣∫ xj L2n−k(x)dw(x)∣∣∣∣
≤ ρ+|ρm| ‖Ln−k‖2w
√√√√ m∑
j=0
∣∣∣∣∫ xj L2n−m(x)dw(x)∣∣∣∣
√√√√ m∑
j=0
∣∣∣∣∫ xj L2n−k(x)dw(x)∣∣∣∣. (3.59)
We analyze separately the Laguerre and Hermite cases. Without loss of generality we can assume that
n > 2m.
• Laguerre case (Ln = Lαn, and dw(x) = xαe−xdx). From [152, (III.4.9) and (I.2.9)] we have the connec-
tion formula
Lαn−k(z) =
k+j∑
ν=k
(
j
ν
)
(n− k)!
(n− ν)!L
α+j
n−ν(z),
then ∫
xj
(
Lαn−k(x)
)2
dw(x) =
∫ (
Lαn−k(x)
)2
xα+je−xdx,
=
k+j∑
ν=k
(
j
ν − k
)
(n− k)!
(n− ν)!
∫ (
Lα+jn−ν(x)
)2
xα+je−xdx,
=
k+j∑
ν=k
(
j
ν − k
)
(n− k)!Γ(n− ν + j + α+ 1),
≤ 2j(n− k)!Γ(n− k + j + α+ 1),
and
m∑
j=0
∫
xj L2n−k(x)dw(x) ≤ (n− k)!
m∑
j=0
2jΓ(n− k + j + α+ 1),
≤ (2m+1 − 1)(n− k)!Γ(n− k +m+ α+ 1).
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Hence, from (3.59), (3.16) and n large enough
|bn,n−k| ≤ ρ+(2
m+1 − 1)
|ρm|
√
(n−m)!Γ(n+ α+ 1)Γ(n+m− k + α+ 1)
(n− k)!Γ2(n− k + α+ 1) ,
≤ ρ+(2
m+1 − 1)
|ρm|
√
(n+ α)k+m
(n−m)m−k ≤
ρ+2
m(2m+1 − 1)
|ρm| n
k. (3.60)
• Hermite case (Ln = Hn, ∆ = R and dw(x) = e−x2dx). By the symmetry property of the Hermite
polynomials, if ν is an odd number ∫
xν H2n−k(x)dw(x) = 0.
Hence, from (3.59)
|bn,n−k| ≤ ρ+|ρm| ‖Hn−k‖2w
√√√√√bm2 c∑
j=0
‖xj Hn−m‖2w
√√√√√bm2 c∑
j=0
‖xj Hn−k‖2w,
where for all x ∈ R, the symbol bxc denote the largest integer less than or equal to x. As is well known (cf.
[163, (5.5.6) and (5.5.8)]), the Hermite polynomials satisfy the recurrence relation
zHn(z) = Hn+1(z) +
n
2
Hn−1(z),
from which we get by induction on j
zjHn(z) =
j∑
ν=0
σj,ν(n)Hn+j−2ν(z), (3.61)
where σj,ν(n) is a polynomial in n of degree equal to ν and leading coefficient 2−ν
(
j
v
)
(i.e. σj,ν(n) =
2−ν
(
j
v
)
nν + · · · ). Hence, from (3.16), for n large enough
‖xjHn−k‖2w =
j∑
ν=0
σ2j,ν(n− k)‖Hn−k+j−2ν‖2w
=
√
pi
2n−k+j
(
j∑
ν=0
22νσ2j,ν(n− k)(n− k + j − 2ν)!
)
≤
√
pi (n− k − j)!
2n−k+j
(
j∑
ν=0
22νσ2j,ν(n− k)(n− k + j)2j−2ν
)
≤ 2
√
pi (n− k − j)!(n− k)2j
2n−k+j
j∑
ν=0
(
j
v
)2
≤ 2
√
pi (n− k − j)!(n− k)2j
2n−k
(
2j
j
)
,
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with j = 0, 1, . . . ,
⌊
m
2
⌋
, therefore
|bn,n−k| ≤ ρ+ 2
n−k
√
pi|ρm| (n− k)!
√√√√√bm2 c∑
j=0
‖xj Hn−m‖2w
√√√√√bm2 c∑
j=0
‖xj Hn−k‖2w
≤ 2m!ρ+|ρm|
√√√√√bm2 c∑
j=0
(n−m)2j (n−m− j)!
(n− k)!
√√√√√bm2 c∑
j=0
(n− k)2j (n− k − j)!
(n− k)!
≤ 2m!ρ+|ρm|
√√√√√bm2 c∑
j=0
(n−m)2j
(n−m− j)m+j−k
√√√√√bm2 c∑
j=0
(n− k)2j
(n−m− j)j
≤ 2m!ρ+|ρm|
√
8m(n− k)−bm2 c
√
2m(n− k)bm2 c nk = 8m
2(m− 1)!ρ+
|ρm| n
k. (3.62)
Notice that expressions (3.60) and (3.62) provide explicit formulas for the constants CLρ and C
H
ρ in Lemma
3.5.
Denoting by ∆c the interval [0, 1] in the Laguerre case and [−1, 1] in the Hermite case, we introduce the
distance function dc(z) = min
x∈∆c
|z − x|.
LEMMA 3.6. Let m ∈ N, µ ∈ Pm[∆] and ζ such that Q̂n(ζ) = 0 . Then for n large
dc(ζ) < $c,
where
$c =
{
1 + 2−1 CLρ Laguerre case,
1 +
√
2CHρ Hermite case,
and the constants CLρ and C
H
ρ are the same as in Lemma 3.5.
Proof. For each fixed n > m, we have that
Q̂n(z) =
m∑
k=0
λn bn,n−k
cknλn−k
Ln,n−k(z),
where λν as in (3.8) and Ln,ν(z) = c−νn Lν(cnz). It is straightforward, that the polynomials {Ln,ν}∞ν=0 are
the monic orthogonal polynomials with respect to the weight wn(x) = w(cn x). Furthermore, the smallest
compact interval that contains the zeros of Ln,ν , 0 ≤ ν ≤ n is ∆c.
From [155, Corollary 1], we have that if ζ is a zero of Q̂n then
dc(ζ) ≤ 1 + max
1≤k≤m
∣∣∣∣λn bn,n−kcknλn−k
∣∣∣∣ < 1 + 2 max1≤k≤m
∣∣∣∣bn,n−kckn
∣∣∣∣ .
The proof of the lemma is completed using Lemma 3.5 and (3.57).
In the sequel, we denote by Θc = {z ∈ C : dc(z) ≤ $c}.
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3.5.2 n-root asymptotic behavior for Q̂n and Q̂′n
We recall some preliminary results and notations that shall be used in this subsection. Let Lαn(z) = L
α
n,n(z) =
c−nn L
α
n(cnz) and Hn(z) = Hn,n(z) = c
−n
n Hn(cnz) be the normalized monic Laguerre and Hermite polyno-
mials.
From [147, Th. 4 and Th. 4’] we find that the limit distribution ν of the zero counting measure of the
normalized Laguerre and Hermite polynomials is
dνw(t) =

2
pi
√
1− t
t
, t ∈ [0, 1] Laguerre case,
2
pi
√
1− t2, t ∈ [−1, 1] Hermite case.
(3.63)
lim
n→∞
∣∣∣L(α)n (z)∣∣∣ 1n = 1e |ψ(z)| e2 Re[1/ϕ(z)] (3.64)
lim
n→∞ |Hn(z)|
1
n =
1
2
√
e
|ϕ(z)| eRe [z/ϕ(z)]. (3.65)
uniformly on compact subsets K ⊂ C \∆c, where ϕ(z) = z +
√
z2 − 1, ψ(z) = 2z − 1 + 2√z(z − 1). Here
we choose the branch of the root of the functions for which ϕ(∞) =∞ and ψ(∞) =∞.
In a similar way, if dn denotes the modulus of the largest zero of Pn, then Pn(z) = d−nn Pn(dnz) denotes
the normalized monic orthogonal polynomials with respect to a measure µ ∈ Pm(∆). From [147] it follows
that
lim
n→∞
cn
dn
= 1, (3.66)
as well as
dνµ(t) =

2
pi
√
1− t
t
dt, t ∈ [0, 1] for µ ∈ Pm(R+),
2
pi
√
1− t2dt, t ∈ [−1, 1] for µ ∈ Pm(R).
Hence, from [153] we have
lim
n→∞ |Pn(z)|
1
n =
1
e
|ψ(z)| e2 Re[1/ϕ(z)], for µ ∈ Pm(R+), (3.67)
lim
n→∞ |Pn(z)|
1
n =
1
2
√
e
|ϕ(z)| eRe [z/ϕ(z)], for µ ∈ Pm(R). (3.68)
uniformly on compact subsets K ⊂ C \∆c.
Let γ be any Jordan closed curve. According to the Jordan’s curve theorem, γ divides the complex plane in
two regions, we shall denote by int(γ) the region of the complex plane which does not contain the∞ point.
In this section we prove the following theorem
THEOREM 3.5. Let m ∈ N, µ ∈ Pm[∆]. Then
lim
n→∞
∣∣∣Q̂n(z)∣∣∣ 1n = lim
n→∞
∣∣∣Q̂′n(z)∣∣∣ 1n =
{
1
e |ψ(z)| e2 Re[1/ϕ(z)] Laguerre case,
1
2
√
e
|ϕ(z)| eRe [z/ϕ(z)] Hermite case.
uniformly on compact subsets K on C \Θc.
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We prove some preliminary lemmas
LEMMA 3.7. Suppose that Ξ ⊂ C is a compact subset and K ⊂ C \ Ξ, is compact. If the accumulation points
of the zeros {zk,n}nk=0 of a family of monic polynomials {Rn}n∈N are contained on Ξ, then the limits points of
the sequence
{
R′n
Rn
}
n∈N
in the uniform convergence norm are non zero on K.
Proof. Let ψ be a limit point onK in the uniform convergence norm of the sequence
{
1
n
n∑
k=1
1
z − zk,n
}
n∈N
={∫
dνn(ε)
z − ε
}
n∈N
where νn =
1
n
n∑
k=1
δk,n are probabilities measures and δk,n are Dirac measures with mass
1 at the zero zk,n and assume that ψ ≡ 0 on K, we have then that for some subsequence {nk}k∈N, ψ(z) =
lim
k→∞
∫
dνnk(ε)
z − ε . By Helly’s selection theorem [153, page 3], we can select from {νnk}k∈N a weak star
convergent subsequence, with support contained on Ξ. Denote by ν this limit point.
Since {νnk}k∈N are probability measures it follows that ν is not the null measure and hence,
∫
dν(ε)
z − ε =
ψ(z) is not null, which is a contradiction.
LEMMA 3.8. Suppose that Ξ ⊂ C is a compact subset andK ⊂ C\Ξ is compact. If the set of the accumulation
points of the zeros {zk,n}nk=0 of a family of monic polynomials {Rn}n∈N is contained on Ξ, then there exists a
constant k0 (depending on K) such that
k0 ≤ 1
n
∣∣∣∣R′n(z)Rn(z)
∣∣∣∣ , ∀z ∈ K.
Proof. Assume that the inequality is not true. Then it is possible to find a subsequence {Rnk(znk)}k∈N,
{znk}k∈N ⊂ K such that
lim
n→∞
1
n
∣∣∣∣R′nk(znk)Rnk(znk)
∣∣∣∣ = 0.
Consider a compact K
′ ⊂ C \ Ξ such that K ⊂ K ′ . As the family
{
1
nk
R′nk
Rnk
}
k∈N
is bounded on K
′
, by
the Montel’s theorem, the family is compact on the interior of K
′
, denoted by int[K
′
]. Hence, there exist a
subsequence {nkm}m∈N such that ψ(z) =
1
nm
nm∑
k=1
1
z − zk,nm
uniformly on K ⊂ int[K ′ ] and ψ(z0) = 0, for
z0 ∈ K, by Lemma 3.7 ψ is non null on K. By Hurwitz’s theorem we deduce that we can find a m0 such that
1
nkm
nkm∑
k=1
1
z − zk,nm
has a zero ∀m > m0 in some neighborhood of z0, but this is not possible, since the set of
the accumulation points of the zeros of
1
nm
nm∑
k=1
1
z − zk,nm
is contained on Ξ.
LEMMA 3.9. Let K ⊂ C \Θc be a compact subset, then
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lim
n→∞
n
√√√√∣∣∣∣∣Pn(z)Q̂n(z)
∣∣∣∣∣ ≤ 1, ∀z ∈ K, (3.69)
lim
n→∞
n
√√√√∣∣∣∣∣Pn(z)Q̂′n(z)
∣∣∣∣∣ ≤ 1, ∀z ∈ K. (3.70)
Proof. Consider fist the Laguerre case and inequality (3.69). From (3.8) we have∣∣∣∣∣λnPn(cnz)Q̂n(cnz)
∣∣∣∣∣ ≤
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣
∣∣∣∣∣cnz Q̂′′n(cnz)Q̂′n(cnz)
∣∣∣∣∣+ |1 + α− cnz|
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ (3.71)
From Lemma 3.6 we have that the zeros of Q̂′n(cnz) are located on the interior of Θc, we have then∣∣∣∣∣cnz Q̂′′n(cnz)Q̂′n(cnz)
∣∣∣∣∣ ≤
n−1∑
k=1
(
1 +
∣∣∣∣∣ z′k,nz − z′k,n
∣∣∣∣∣
)
≤ d+ n
d
, (3.72)
|1 + α− cnz|
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ ≤
n∑
k=1
(
1 +
∣∣∣∣ 1 + αcnz − cnzk,n
∣∣∣∣+ ∣∣∣∣ zk,nz − zk,n
∣∣∣∣) ≤ 4nd+ |1 + α|+ 4n4d , (3.73)∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ ≤ 14d , (3.74)
where {zk,n}nk=0,{z′k,n}nk=0 are the zeros of Q̂n(cnz), Q̂′n(cnz) respectively and d = dist(K,Θc).
From (3.71),(3.72),(3.73) and (3.74) we deduce that
lim
n→∞
n
√√√√∣∣∣∣∣Pn(z)Q̂n(z)
∣∣∣∣∣ ≤ 1,∀z ∈ K,
and this prove (3.69) for the Laguerre case. Inequality (3.70) follows immediately from (3.69) and Lemma 3.8.
We proceed to prove (3.69) for the Hermite case. From (3.8) and the Gauss Lucas Theorem we have∣∣∣∣∣λnPn(cnz)Q̂n(cnz)
∣∣∣∣∣ ≤
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣
∣∣∣∣∣ Q̂′′n(cnz)Q̂′n(cnz)
∣∣∣∣∣+
∣∣∣∣∣2cnz Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ , (3.75)
we have that ∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ ≤
n∑
k=1
1
|z − zk,n| ≤
n
d
, (3.76)
∣∣∣∣∣2cnz Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ ≤ 2
(
n+
n∑
k=1
∣∣∣∣ zk,nz − zk,n
∣∣∣∣
)
≤ 2
(
n+
n
d
)
, (3.77)
∣∣∣∣∣2cnz Q̂′′n(cnz)Q̂′n(cnz)
∣∣∣∣∣ ≤
n−1∑
k=1
2
(
1 +
∣∣∣∣∣ z′k,nz − z′k,n
∣∣∣∣∣
)
≤ 2n(d+ 1)
d
, (3.78)
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where d = dist(K,Θc). From (3.75), (3.76),(3.77) and (3.78) we deduce (3.69) for the Hermite case. Analo-
gously, Inequality (3.70) is an immediate consequence of (3.69).
To prove the reverse inequality, we shall need some previous lemmas.
LEMMA 3.10. Let γ1, γ2 be two Jordan curves such that γ1 encloses Θc, int[γ1] ⊂ int[γ2], γ1
⋂
γ2 = ∅ and
γ2, for the Laguerre case, satisfies that 12 + tı ∈ int(γ2), where t is a real parameter large enough and for the
Hermite case tı ∈ int(γ2). Let us define the set R = int[γ2] \ int[γ1]. If there exists an infinite subsequence
{nk}∞k=0 such that
lim
k→∞
Q̂′′nk(cnkz)
Q̂′nk(cnkz)
= fL(z), (3.79)
lim
k→∞
Q̂′′nk(cnkz)
Q̂′nk(cnkz)
= fH(z), (3.80)
uniformly onR, then fL(z) 6= 1,∀z ∈ R and fH(z) 6= z,∀z ∈ R according to the case.
Proof. First, let us consider the Laguerre case. Suppose that
lim
k→∞
Q̂′′nk(cnkz)
Q̂′nk(cnkz)
= 1, ∀z ∈ R.
Since
{
Q̂′′nk(cnkz)
Q̂′nk(cnkz)
}∞
k=0
is a sequence of analytic functions we have
lim
k→∞
∫
Q̂′′nk(cnkz)
Q̂′nk(cnkz)
dz = lim
k→∞
1
cnk
∫ Q̂′′nk(z)
Q̂′nk(z)
dz = z,∀z ∈ R,
and this gives
lim
k→∞
1
4
log
(
Q̂′nk(z)
) 1
nk = z,∀z ∈ R,
which implies
lim
k→∞
∣∣∣Q̂′nk(z)∣∣∣ 1nk = e4 Re(z),∀z ∈ R. (3.81)
From (3.66),(3.67) and (3.69) we deduce that
lim
k→∞
∣∣∣Q̂′nk(z)∣∣∣ 1nk ≥ e2 Re z − 2 Re√z(z − 1) + log |2z − 1 + 2√z(z − 1)| − 1, (3.82)
uniformly onR. Relations (3.81), (3.82) imply
4 Re z ≥ 2 Re z − 2 Re
√
z(z − 1) + log |2z − 1 + 2
√
z(z − 1)| − 1, ∀z ∈ R,
but it is easy to see that this last inequality is not valid at the point z = 12 + tı ∈ R, for t > 0 large enough,
which is a contradiction.
Repeating the same reasoning as above we can arrive at the following inequality for the Hermite case
2 Re z2 ≥ log |z +
√
z2 − 1|+ Re z(z −
√
z2 − 1)− 1
2
− log 2,
but it is easy to see that this last inequality is not valid at the point z = tı ∈ R, for t > 0 large enough, and this
is a contradiction.
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LEMMA 3.11. Denote by {z′k,n}nk=0 the zeros of the polynomial Q̂′n. Then, for every compact K ⊂ C \ Θc
there exist a positive integer number n0 and ε > 0 such that for all n > n0
∣∣∣∣∣z
n∑
k=1
1
cnz − cnz′k,n
−
(
z − 1− α
cn
)∣∣∣∣∣ ≥ ε, Laguerre case, (3.83)∣∣∣∣∣ 1cn
n∑
k=1
1
cnz − cnz′k,n
− 2z
∣∣∣∣∣ ≥ ε, Hermite case, (3.84)
uniformly on K.
Proof. Let us define
fn,L(z) = z
n−1∑
k=1
1
cnz − cnz′k,n
−
(
z − 1− α
cn
)
, n > m (Laguerre case) (3.85)
fn,H(z) =
1
cn
n−1∑
k=1
1
cnz − cnz′k,n
− 2z, n > m (Hermite case). (3.86)
Let R be defined as in Lemma 3.10 with γ2 satisfying the additional condition K ⊂ R. It is easy to see
that {fn}∞n=m+1 is a sequence of analytic functions which is uniformly bounded on the closure ofR (denoted
by R) . Hence, from the Montel’s theorem, the family {fn}∞n=0 is compact on the interior of R and hence, it
contains a convergent subsequence {fnj}∞j=0 on K, let ψL = lim
j→∞
fnj ,L, ψH = lim
j→∞
fnj ,H be the respective
limits of the Laguerre and Hermite.
Assume that (3.83) (or (3.83)) is not valid. Then, there exists a sequence {znj}j∈N ⊂ K such that
lim
j→∞
fnj ,L(znj ) = 0,
lim
j→∞
fnj ,H(znj ) = 0.
As K is compact, there exists a convergent subsequence {znjm}∞m=0 ⊂ {znj}∞j=0 such that limm→∞ znjm =
z0 ∈ K.
As {fnj ,L}∞j=0 (or {fnj ,H}∞j=0) is a sequence of analytic functions then we have that ψL(z0) = 0 (
ψH(z0) = 0) and from Lemma 3.10 we deduce that ψL is not the null function on R and therefore, on K
for the Laguerre case. By the same reason, ψH is non null for the Hermite case. Hence, by the Hurwitz’s
theorem, for every neighborhood Uz0 of z0 we can find a m0 such that if m > m0 then fnjm ,L(znjm ) (or
fnjm ,H(znjm )) has a zero of the same multiplicity as ψL(or ψH ) on z0.
From the identities
1
λn
(
Q̂′n(cnz)
Q̂n(cnz)
)
cnfn,L(z) =
Pn(cnz)
Q̂n(cnz)
Laguerre case,
1
λn
(
Q̂′n(cnz)
Q̂n(cnz)
)
cnfn,H(z) =
Pn(cnz)
Q̂n(cnz)
Hermite case,
we deduce that for some n, Pn(cnz) has a zero on K which is impossible.
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LEMMA 3.12. If K ⊂ C \Θc is compact subset then
lim
n→∞
n
√√√√∣∣∣∣∣Pn(z)Q̂n(z)
∣∣∣∣∣ ≥ 1, ∀z ∈ K, (3.87)
lim
n→∞
n
√√√√∣∣∣∣∣Pn(z)Q̂′n(z)
∣∣∣∣∣ ≥ 1, ∀z ∈ K. (3.88)
Proof. From Lemma 3.8 it is possible to find constants kl, kh such that
kl ≤
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ , ∀z ∈ K, , Laguerre case, (3.89)
kh ≤ 1
cn
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣ , ∀z ∈ K, , Hermite case,
Hence, from (3.8),(3.89) and Lemma 3.11 we have that there exist constants k∗l , k
∗
h such that uniformly on
K
k∗l cn
λn
≤ cn
λn
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣
∣∣∣∣∣z Q̂′′n(cnz)Q̂′n(cnz) −
(
z − 1− α
cn
)∣∣∣∣∣ =
∣∣∣∣∣ Pn(cnz)Q̂n(cnz)
∣∣∣∣∣ , Laguerre case,
k∗h cn√
λn
≤ cn
λn
∣∣∣∣∣ Q̂′n(cnz)Q̂n(cnz)
∣∣∣∣∣
∣∣∣∣∣ 1cn Q̂
′′
n(cnz)
Q̂′n(cnz)
− 2z
∣∣∣∣∣ =
∣∣∣∣∣ Pn(cnz)Q̂n(cnz)
∣∣∣∣∣ , Hermite case,
and this proves (3.87). Inequality (3.88) follows from (3.87) and Lemma 3.8.
Proof. (of Theorem 3.5)
Theorem 3.5 is an immediate consequence of (3.66),(3.67),(3.68) and Lemmas 3.9 and 3.12.
3.5.3 The polynomial Qn
In this section we the asymptotic behavior of the zeros and a n root asymptotic formula for the polynomial
Qn on some compact subsets of the complex plane. We denote for z ∈ C, D(z) = sup
x∈Θc
|z − x| and d(z) =
inf
x∈Θc
|z − x|.
3.5.4 Asymptotic behavior of the zeros
Some basic properties of the zeros of Qn follow directly from (3.1), (3.2). For example, the multiplicity of
the zeros of Qn is at most 3, a zero of multiplicity 3 is also a zero of Pn and a zero of multiplicity 2 is a
critical point of Q̂n. In the next two theorems, we prove conditions for the boundedness of the zeros of Qn and
determine its asymptotic behavior.
THEOREM 3.6. Let µ ∈ Pm[∆], where m ∈ N. If {ζn}∞n=m+1 is a sequence of complex numbers with limit
ζ ∈ C, then:
1. For every d > 1 there is a positive number Nd, such that {z ∈ C : Qn(z) = 0} ⊂ {z ∈ C : |z| ≤
D(ζ) + d} whenever n > Nd.
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2. If d(ζ) > 2, the zeros of Qn can not accumulate on Θc and for n sufficiently large are simple.
Proof. As Qn(z) = 0 then Q̂n(z) = Q̂n(ζn). From Gauss–Lucas theorem (cf. [157, §2.1.3]), it is known that
the critical points of Q̂n are on the convex hull of his zeros and from Lemma 3.6 the zeros of the polynomials
{Q̂n} are located on Θc. Hence, from the bisector theorem (see [157, §5.5.7] ) |z| ≤ D(ζn) + 1 and the first
part of the Theorem is established.
To verify the second statement of the theorem, note that if z is a zero of Qn, from (3.58) we get
n∏
k=1
∣∣∣∣ z − x̂n,kζn − x̂n,k
∣∣∣∣ = 1. (3.90)
On the one hand, let Vε(Θc) be the ε–neighborhood of Θc defined as Vε(Θc) = {z ∈ C : d(z) < }. On
the other hand, as lim
n→∞ ζn = ζ, then for all ε > 0 there is a Nε > 0 such that |d(ζn) − d(ζ)| < ε whenever
n > Nε.
If d(ζ) > 2, let us choose ε = εζ =
1
2
(d(ζ)− 2) and suppose that there is a z0 ∈ Vεζ (Θc) such that
Qn(z0) = 0 for some n > Nεζ . Hence
n∏
k=1
∣∣∣∣ z0 − x̂n,kζn − x̂n,k
∣∣∣∣ < (2 + εζd(ζn)
)n
< 1,
which is a contradiction with (3.90), hence {z ∈ C : Qn(z) = 0}
⋂Vεn(Θc) = ∅ for all n > Nεζ , i.e. the
zeros of Qn can not accumulate on Vεζ (Θc).
From (3.58) is straightforward that a multiple zero of Qn is also a critical point of Q̂n. But, from Lemma
3.6 and the Gauss–Lucas theorem the critical point of Q̂n are contained on Θc, where we have that for n
sufficiently large the zeros of Qn are simple.
THEOREM 3.7. Let m ∈ N and µ ∈ Pm[∆]. If {ζn}∞n=m+1 is a sequence of complex number with limit
ζ ∈ C \ Θc, then the accumulation points of zeros of {Qn}∞n=m+1 are located on the set E = E(ζ)
⋃
Θc,
where E(ζ) is the curve
E(ζ) := {z ∈ C : Ψ(z) = Ψ(ζ)}, (3.91)
where Ψ(z) = |ψ(z)| e2 Re[1/ϕ(z)] for the Laguerre case and Ψ(z) = |ϕ(z)| eRe [z/ϕ(z)] for the Hermite case.
If d(ζ) > 2 then E = E(ζ).
Proof. From 1 of Theorem 3.6 we have that the zeros of Qn are located in a compact set. From (3.58) the zeros
of Qn satisfy the equation ∣∣∣Q̂n(z)∣∣∣ 1n = ∣∣∣Q̂n(ζn)∣∣∣ 1n . (3.92)
If z ∈ C \Θc, taking limit when n→∞, from 2 of Theorem 3.6, and using 1 of Theorem 3.5 in both sides
of (3.92), we have that the zeros of the sequence of polynomials {Qn}∞n=m+1 cannot accumulate outside the
set
{z ∈ C : Ψ(z) = Ψ(ζ)}
⋃
Θc.
The assertion for d(ζ) > 2 is straightforward from 2. of Theorem 3.6.
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Asymptotic behavior
THEOREM 3.8. Let m ∈ N and µ ∈ Pm(∆). If {ζn}∞n=m+1 is a sequence of complex numbers with limit
ζ ∈ C \Θc, then
Qn(z)
Q̂n(z)
⇒
n
1, (3.93)
uniformly on compact subsets of {z ∈ C : |z| > D(ζ) + 1}.
Proof. Let K be a compact subset of {z ∈ C : |z| > D(ζ) + 1}. From (3.58)
Qn(z)
Q̂n(z)
=
Qn(z)
Q̂n(z)
= 1− Q̂n(cnζn)
Q̂n(cnz)
.
Hence, in order to prove (3.93) it is sufficient to show that
Q̂n(cnζn)
Q̂n(cnz)
⇒
n
0, (3.94)
uniformly on a compact subsets K ⊂ {z ∈ C : |z| > D(ζ) + 1}.
As lim
n→∞ ζn = ζ, for all ε > 0 there is a Nε such that |D(ζn) − D(ζ)| < ε whenever n > Nε. Let
x̂n,1, x̂n,2, . . . , x̂n,n be the n zeros of Q̂n and dK,ζ = inf
z∈K
|w|=D(ζ)+1
|z − w|, where K is a compact subset of
{z ∈ C : |z| > D(ζ) + 1}.
Now, let us choose ε =
1
2
dK,ζ
∣∣∣∣∣ Q̂n(cnζn)Q̂n(cnz)
∣∣∣∣∣ =
n∏
k=1
|ζn − x̂n,k|
n∏
k=1
|z − x̂n,k|
<
(
∆(ζn)
∆(ζ) + dK,ζ
)n
<
(
∆(ζ) + ε
∆(ζ) + dK,ζ
)n
< 1, z ∈ K.
This inequality is equivalent to the uniform convergence of (3.94) on a compact subset K of {z ∈ C : |z| >
D(ζ) + 1}. The statement (3.93) is then a direct consequence of (3.94).
From Theorem 3.8 and Theorem 3.5 we obtain
COROLLARY 3.1. With the same conditions of the Theorem 3.8, the following limits hold uniformly on each
compact subsets of {z ∈ C : |z| > D(ζ) + 1}
lim
n→∞
∣∣∣Q̂n(z)∣∣∣ 1n = { 1e |ψ(z)| e2 Re[1/ϕ(z)] Laguerre case,1
2
√
e
|ϕ(z)| eRe [z/ϕ(z)] Hermite case.
It would be of interest to obtain a formula for the strong asymptotic behavior of the sequence {Pn}∞n=0 on
compact sets of C \∆ in order to apply for Theorem 3.8 a technique similar to the considered in Theorem 2.2.
Taking into account the results obtained in Theorems 3.8 and 2.2, we conjecture that
CONJECTURE 1. Let {ζn}∞n=m+1 be a sequence of complex numbers with limit ζ ∈ C\∆,m ∈ N, µ ∈ Pm(∆)
and {Qn}∞n=m+1 the sequence of monic orthogonal polynomials with respect to the pair (L, µ) such that
Qn(ζn) = 0, then:
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1. Uniformly on compact subsets of Ω = {z ∈ C : |Ψ(z)| > |Ψ(ζ)|},
Qn(z)
Qn(z)
⇒
n
1.
2. Uniformly on compact subsets of Ω = {z ∈ C : |Ψ(z)| < |Ψ(ζ)|}
Qn(z)
Qn(ζn)
⇒
n
− 1,
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Chapter 4
Orthogonal polynomials with respect to a
class of differential operators
4.1 Introduction
In this chapter we consider orthogonal polynomials with respect to a linear exactly solvable differential opera-
tor. We analyze the uniqueness and zero location of these polynomials. An interesting phenomena occurring
in this kind of orthogonality is the existence of operators for which the associated sequence of orthogonal po-
lynomials reduces to a finite set. For a given operator, we find a classification of the measures for which it
is possible to guarantee the existence of an infinite sequence of orthogonal polynomials, in terms of a linear
system of difference equations with varying coefficients. Also, for the case of a first order differential operator,
we locate the zeros and establish the strong asymptotic behavior of these polynomials.
Some of the techniques used here could be extended in some degree to the general case of linear homo-
geneous differential operators with polynomial coefficients including the class of Heine–Stieltjes operators as
well as the lowering and raising operators with polynomial coefficients, but we will not dwell into this.
The chapter is organized as follows. In Section 4.2 we present connections between this type of orthogona-
lity and some inner products and classify the exactly solvable operators for which this concept of orthogonality
reduces to an inner product. In Section 4.3 we give necessary and sufficient conditions for the normality of
an index n. The analysis of the existence of infinite sequences of polynomials {Qn}∞n=m, for some positive
m, with deg[Qn] = n, in terms of a linear system of difference equations with varying coefficients is done in
Section 4.4. In Section 4.5, we study the location of the zeros for the polynomials Qn and in Section 4.6, for
a first order differential operator, we obtain a curve which contains the accumulation points of the zeros of the
polynomials giving also the strong asymptotic behavior of the polynomials. The results of this chapter have
been submitted for consider for publication in [22].
4.2 The inner product classification
In Section 1.3 of the introduction of this thesis we have presented the relation of orthogonality with respect to
a differential operator to some inner products.
Let us consider now the bilinear form on P
[Q,P ] =
∫
L(M)[Q(x)]P (x)dµ(x). (4.1)
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In general, it is not possible to state that the bilinear form (4.1) defines an inner product. The follow-
ing theorem characterizes the exactly solvable operators and the measures µ for which (4.1) defines an inner
product.
The following theorem characterizes the exactly solvable operators and the measures µ for which (4.1)
defines an inner product.
THEOREM 4.1. Let L(M) be an exactly solvable and µ a positive Borel measure. Then, a necessary and
sufficient condition for (4.1) to be an inner product is that:
• L(M) is a Bochner-Krall operator and µ is the measure such that the polynomial eigenfunctions of the
operator form a system of orthogonal polynomials.
• L(M) has positive eigenvalues.
In such a case, the sequence of monic polynomials {Qn}∞n=0 orthogonal with respect to (L(M), µ) coincides
with the monic orthogonal polynomials {Pn}∞n=0 with respect to the measure µ.
Proof. Suppose that the relation (4.1) defines an inner product. We have then that (4.1) is symmetric, taking
into account (1.2) and (1.3) we have,
∫
L(M)[Q(x)]P (x)dµ(x) = 〈L(M)[Q(x)]σ, P (x)〉 = [Q,P ]
= [P,Q] =
∫
L(M)[P (x)]Q(x)dµ(x) = 〈L(M)[P ]σ,Q〉;
that is,
〈L(M)[Q]σ, P 〉 = 〈L(M)[P ]σ,Q〉,
and from [98, Theorem 2.4( ii) implies i)] we have that L(M) is a Bochner-Krall operator and µ is the measure
with respect to which the polynomial eigenfunctions of the operator form a system of orthogonal polynomials.
The second condition follows from the fact that [., .] must define a positive definite bilinear form.
The converse implication is straightforward.
The assertion that the sequence of monic polynomials {Qn}∞n=0 coincides with the monic orthogonal poly-
nomials {Pn}∞n=0 with respect to the measure µ follows from the fact that L(M) is an exactly solvable operator
with positive eigenvalues {λn}∞n=0 which implies that condition (1.9) is equivalent to solving
L(M)[Qn] = λnPn,
from where we deduce that Qn = Pn.
4.3 Necessary and sufficient conditions for the normality of an index
In this section we give necessary and sufficient conditions for the normality of an index n for the class of
exactly solvable operators. As L(M) =
M∑
k=0
ρk(x)
dk
dxk
is an exactly solvable operator, following (1.9), it is not
difficult to see that the monic orthogonal polynomials with respect to the pair (L(M), µ) associated to an index
n are linear combinations of a monic polynomial solution of
L(M)[y] = λnPn, (4.2)
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and a monic polynomial solution of
L(M)[y] = 0. (4.3)
Here Pn denotes the n-th monic orthogonal polynomials with respect to µ and λn is the coefficient asso-
ciated to the factor xn of the polynomial L(M)[xn], which is λn =
M∑
k=0
ρk,k
n!
(n− k)! , where by convention
n!
(n− k)! = 0 when k > n. In the sequel we shall assume that λn will denote this coefficient.
Before we state the results of the section we show with an example that in general we do not have normality
of an index for the class of operators that we consider.
EXAMPLE 4.3.1. [Second order differential operator] Suppose that M = 2 and define L[f ] = f ′′ − 2xf ′ +
2f, f ∈ P. Notice that the eigenfunctions of this operator are the Hermite polynomials {Hn}∞n=0 with eigenval-
ues λn = 2(1− n) and that L[x] = 0. Consider the measure dµ(x) = e
−x2dx
x2 + 1
supported on R and denote by
{Pn}∞n=0 the sequence of monic orthogonal polynomials with respect to µ. Notice that if n > 3 the polynomial
Pn can be expanded in the basis {Hk}nk=0 as
Pn(x) = Hn(x) + αn−1Hn−1(x) + αn−2Hn−2(x), αn−k =
∫
Pn(x)Hn−k(x)e−x
2
dx√∫
H2n−k(x)e−x
2dx
; k = 1, 2, (4.4)
from where we deduce that the monic orthogonal polynomial Qn with respect to (L, µ) for the index n can be
described as
Qn(x) = Hn(x) +
λnαn−1
λn−1
Hn−1(x) +
λnαn−2
λn−2
Hn−2(x) + cx, c ∈ R, n > 3.
By a similar argument, expanding P0, P1, P2, P3 in terms of H0, H1, H2, H3 we have that the solutions to
(4.2), (4.3) give that if n ≤ 3 then Q0(x) = 1, Q1(x) = Q2(x) = Q3(x) = x; therefore, we have normality
only for n ≤ 3.
Remark 1. We correct here [8, Ex. 1]. There, it is stated that any exactly solvable operator for which ρM ≡ 1
and ρk 6≡ 0, 0 ≤ k < M satisfies the conditions of [8, Th. 3].
For the operator of example 4.3.1 of the present paper, L[f ] = f ′′ − 2xf ′ + 2f . The function ρ0,1 defined
in [8, Th. 3] (according with the notation employed in that paper) simplifies to ρ0 + ρ1 = 2 − 2x and this
function has a zero on supp(µ). This particular operator does not satisfy the conditions given in [8, Th. 3];
therefore, that theorem cannot be applied for exactly solvable operators in general.
In order to provide a necessary and sufficient condition for the normality of an index, we introduce some
auxiliary notation and prove some preliminaries lemmas. In the sequel, let ∆n be the determinant of the
Hankel matrix defined by the moments µ0, . . . , µ2n of the measure µ. Define ∆0,0 = µ0 and denote by
∆n,i, 0 ≤ i ≤ n, the determinant of the following matrix with column i+ 1 deleted µ0 · · · µn...
µn−1 · · · µ2n−1
 .
Consider the infinite upper triangular matrix A = (ai,j) with entries
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ai,j =
min(M,j−1)∑
k=j−i
ρk,i+k−j
(j − 1)!
(j − 1− k)! , i ≤ j, (4.5)
and set An = (ai,j)1≤i≤n
1≤j≤n
.
Let qn(x) =
n∑
j=0
αn,jx
j be a generic polynomial of degree n. By an+1 = (αn,0, . . . , αn,n)t we denote the
column vector of the coefficients of qn.
LEMMA 4.1. Let µ be a positive Borel measure on the real line and {Pn}∞n=0 the associated sequence of
monic orthogonal polynomials. Let L(M) =
M∑
k=0
ρk(x)
dk
dxk
be an exactly solvable operator, where ρk(x) =
k∑
j=0
ρk,jx
j . Then (4.2) can be expressed as
An+1 an+1 = λnbn+1, (4.6)
and (4.3) can be expressed as
An+1 an+1 = 0, (4.7)
where bn+1 = (βn,0, . . . , βn,n)t with
βn,i = ∆n,i∆
−1
n,n, 0 ≤ i ≤ n,
is the column vector of the coefficients of Pn.
Proof. Let qn(x) =
n∑
j=0
αn,jx
j . We have that
LM
 n∑
j=0
αjx
j
 = M∑
k=0
 k∑
u=0
ρk,ux
u
n∑
j=0
αn,jx
j−k j!
(j − k)!
 (4.8)
=
M∑
k=0
min(k,n)∑
j=k
k∑
u=0
ρk,u
j!
(j − k)!x
u+j−kαn,j
=
M∑
k=0
n∑
i=0
min(n,i+k)∑
j=max(k,i)
(
ρk,i+k−j
j!
(j − k)!αn,j
)
xi
=
n∑
i=0
n∑
j=i
min(M,j)∑
k=j−i
(
ρk,i+k−j
j!
(j − k)!αn,j
)
xi.
From Heine’s formula for the monic orthogonal polynomials, we have
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Pn(x) = ∆
−1
n,n
∣∣∣∣∣∣∣∣∣
µ0 · · · µn
...
µn−1 · · · µ2n−1
1 · · · xn
∣∣∣∣∣∣∣∣∣ . (4.9)
Therefore, (4.2) or (4.3) can be expressed in matrix form as
An+1 an+1 = λnbn+1,
and
An+1 an+1 = 0,
respectively.
LEMMA 4.2. Let L(M) =
M∑
k=0
ρk(x)
dk
dxk
be an exactly solvable operator, ρk(x) =
k∑
i=0
ρk,ix
i and An+1 the
matrix whose entries are defined by (4.5). Then aj+1,j+1 is the coefficient of xj of the polynomial L(M)[xj ].
Proof. We have
L(M)[xj ] =
M∑
k=0
ρk(x)
dk
dxk
xj
=
M∑
k=0
ρk(x)
j!
(j − k)!x
j−k
=
min(M,j)∑
k=0
k∑
i=0
ρk,i
j!
(j − k)!x
i+j−k.
From this expression we obtain that if i = k then the coefficient of xj in L(M)[xj ] is
min(M,j)∑
k=0
ρk,k
j!
(j − k)! ,
which corresponds to the coefficient aj+1,j+1 in (4.5) of the matrix An+1.
From the preceding lemmas we deduce a necessary and sufficient condition for the normality of an index
n.
THEOREM 4.2. Let µ be a positive Borel measure on the real line and {Pn}∞n=0 the associated sequence of
monic orthogonal polynomials. Let L(M) =
M∑
k=0
ρk(x)
dk
dxk
be an exactly solvable differential operator. Then
an index n ∈ Z+ is normal if and only if either
i) deg[L(M)[xk]] = k, ∀k : 0 ≤ k ≤ n,
or
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ii) There exist indexes n1, . . . , nk; 0 ≤ n1 ≤ . . . ≤ nk ≤ n, such that deg[L(M)[xnj ]] < nj , 1 ≤ j ≤ k,
1) if k ≥ 1, then {L(M)[xn1 ], . . . ,L(M)[xnk ]} has nk − n1 linearly independent vectors,
2) if nk < n, then the moments of the measure µ satisfy the relation
n−nk−1∑
j=0
γn−nk−j∆n,n−j 6= ∆n,nk , (4.10)
where {γi}n−nki=1 are such that

1 γ1 · · · γn−nk
0 1 0 · · · 0
...
0 1
B =

0 0 · · · 0
ank+2,nk+2 ank+2,nk+3
...
...
...
· · · an,n an,n+1
0 · · · 0 an+1,n+1
 (4.11)
and B is the matrix
B =

ank+1,nk+2 · · ·
ank+2,nk+2 ank+2,nk+3
...
...
· · · an,n an,n+1
0 · · · 0 an+1,n+1
 .
Proof. We assume that n ≥ 1, otherwise we have that n = 0 is normal and there is nothing to prove. Suppose
that the index n is normal. This is equivalent to saying that the following alternatives for (4.2) and (4.3) hold.
a) Equation (4.2) has an unique monic polynomial solution.
b) Equation (4.3) has an unique non zero monic polynomial solution and λn 6= 0.
c) Equation (4.3) has an unique non zero monic polynomial solution and λn = 0.
If we have alternative a), then Lemma 4.1 gives that this statement is equivalent to Ker[An+1] = {0},
hence the elements of the diagonal of the matrix An+1 are non null.
By Lemma 4.2 we obtain that deg[L(M)[xk]] = k, ∀k : 0 ≤ k ≤ n, that is, we have i).
Suppose we have alternatives b) or c). From the statement that equation (4.3) has an unique non zero
monic polynomial solution we deduce that there exist indexes n1, . . . , nk; 0 ≤ n1 ≤ . . . ≤ nk ≤ n, such that
deg[L(M)[xnj ]] < nj , 1 ≤ j ≤ k. Denote by 0 ≤ n1 ≤ . . . ≤ nk ≤ n the indexes for which deg[L(M)[xnj ]] <
nj . If k > 1 we partition the matrix An+1 in blocks as
An+1 =
 B˜3B˜2
B˜1
 ,
where B˜3 is the block of An+1 formed by its first n1 rows, B˜2 contains the rows n1 + 1, . . . , nk of An+1 and
B˜1 has the rows nk + 1, . . . , n+ 1 of An+1. When n1 = 0 we have that
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An+1 =
(
B˜2
B˜1
)
.
When nk = n we have that
An+1 =
(
B˜3
B˜2
)
.
Suppose we have alternative b). Then equation (4.3) has an unique non zero monic polynomial solution;
hence, there exist indexes n1, . . . , nk; 0 ≤ n1 ≤ . . . ≤ nk ≤ n, such that deg[L(M)[xnj ]] < nj , 1 ≤ j ≤ k. If
k > 1 and deg[L(M)[xnj ]] < nj ,∀j = 1, . . . , k, by Lemma 4.2, anj+1,nj+1 = 0; hence, rank[B˜1] = n− nk
and rank[B˜3] = n1 (if B˜3 is empty, by convention rank[B˜3] = 0). As (4.3) has an unique non null monic
polynomial solution and Lemma 4.1 we deduce that dim[Ker[An+1]] = 1; therefore, rank[An+1] = n. Hence
if we denote by vi the i–th row of An+1, then we have
n = rank
[
{vi}n1i=1
⋃
{vi}nki=n1+1
⋃
{vi}n+1i=nk+1
]
≤ rank [{vi}n1i=1] + rank[{vi}nki=n1+1] + rank[{vi}n+1i=nk+1] = n1 + rank[{vi}nki=n1+1] + n− nk,
which implies that rank[B˜2] = nk − n1; that is, the number of independent rows of the block B˜2 is nk − n1
and in virtue of Lemmas 4.1, 4.2, this is equivalent to saying that {L(M)[xn1 ], . . . ,L(M)[xnk ]} has nk − n1
linearly independent vectors and we have 1) of ii).
Notice that for the case k = 1 we have an unique index n1 such that L(M)[xn1 ] = 0, which evidently gives
that {L(M)[xn1 ]} has 0 linearly independent vectors.
Consider now the statement of b) that λn 6= 0 or equivalently, deg[L(M)[xn]] = n. From Lemma 4.2 we
have necessarily that nk < n. Since equation (4.3) has an unique non zero monic polynomial solution and the
index n is normal by hypothesis, then (4.2) has no solution, from Lemma 4.1 we deduce that the system
An+1 an+1 = λnbn+1,
is necessarily incompatible. Let us multiply the above relation on both sides by the matrix Γ, where
Γ =

I 0
0
1 γ1 · · · γn−nk
0 1 0 · · ·
...
0 1
 ,
and the {γi}n−nki=1 are as in (4.11). Then
ΓAn+1 an+1 = λn Γ bn+1. (4.12)
Note that in the obtained system, row nk + 1 is zero; hence, system (4.12) is incompatible if and only if the
component nk + 1 in vector bn+1 satisfies that
n−nk−1∑
j=0
γn−nk−j∆n,n−j 6= ∆n,nk ,
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and we obtain 2) of ii). Conversely, if 2) and 1) of ii) hold then we have again the statement b) which is
equivalent to the normality of n.
Finally, suppose that alternative c) is the case. Lemma 4.1 gives that systems (4.6) and (4.7) are the same.
If k = 1 then we have that dim[Ker[An+1]] = 1 and we are done. Assume that k > 1 then nk = n and
An+1 =
(
B˜3
B˜2
)
.
As the solution to (4.3) is non zero and unique we have that dim[Ker[An+1]] = 1, therefore, rank[An+1] =
n which implies that rank[B˜2] = nk − n1; that is, the number of linearly independent rows of the block B˜2
is nk − n1 and in virtue of Lemmas 4.1, 4.2, this is equivalent to saying that {L(M)[xn1 ], . . . ,L(M)[xnk ]} has
nk − n1 linearly independent vectors and we have 1) of ii). It is not difficult to see that when k = 1 we have
that {L(M)[xn1 ]} has 0 linearly independent vectors. The converse implication is straightforward.
It is not difficult to see that the condition i) obtained in Theorem 4.2 is equivalent to affirming that
{L(M)[1], . . . ,L(M)[xn]}, (4.13)
is linearly independent which is also equivalent to saying that this set is a Markov system. In [8, Th 1] it
was proved that if (4.13) forms a Markov system then we have normality of an index for linear homogeneous
differential operators in general.
It seems natural to conjecture that for a general homogeneous linear differential operator a necessary and
sufficient condition could be that, either (4.13) is a Markov system or if k ≥ 1 then
{L(M)[xn1 ], . . . ,L(M)[xnk ]},
has nk − n1 linearly independent functions on the support of the measure µ, plus some additional conditions
on the moments of the measure.
4.4 Existence and uniqueness of polynomial solutions of degree n
An interesting phenomena that occurs in this type of orthogonality is the existence of operators and measures
for which the associated sequence of orthogonal polynomials reduces to a finite set. A very simple example
can be constructed to illustrate this.
EXAMPLE 4.4.1. [First order differential operator] Let L[f ](x) = xf ′, f ∈ P, and consider any positive
Borel measure µ supported on a compact subset of R+. According to (1.9), the orthogonal polynomialQn with
respect to L associated to the index n is defined by∫
xQ′n(x)x
kdµ(x) = 0, ∀k ≤ n− 1.
But this is only possible if and only if Q′n ≡ 0. Hence the sequence {Qn}∞n=0 reduces to a constant.
The preceding example shows that the sequence of polynomials {Qn}∞n=0 orthogonal with respect to the
operator L[f ](x) = xf ′, f ∈ P, and any positive Borel measure supported on a compact subset of R+ reduces
to a constant. In this section we analyze necessary and sufficient conditions on the pair (L(M), µ) for the exis-
tence and uniqueness of infinite sequences of orthogonal polynomials. We shall need the following preliminary
lemma.
LEMMA 4.3. Let {P̂n}∞n=0, deg[P̂n] = n, be a sequence of monic polynomials and L(M) =
M∑
k=0
ρk(x)
dk
dxk
an
exactly solvable differential operator on P. Then the following conditions are equivalent:
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i) deg[L(M)[xn]] = n, ∀n ≥ 0.
ii) For every n ∈ Z+ there exists an unique monic polynomial Q̂n such that
L(M)[Q̂n] = λnP̂n.
iii) Ker[L(M)] = {0}.
iv) λn =
M∑
j=0
ρj,j
n!
(n− j)! 6= 0, ∀n ≥ 0.
Proof. i)⇔ ii)
Suppose that deg[L(M)[xn]] = n,∀k ≥ 0. Then we have that for every fixed n0 ≥ 0,
{L(M)[xn]}n0
n=0
is a basis of Pn0 . Hence, it is possible to find {αn}n0n=0 such that P̂n0(x) =
n0∑
k=0
αn0,kL(M)[xk] and thus, by
construction we have that there exists an unique monic polynomial Q̂n0(x) =
n0∑
k=0
αkx
k such that L(M)[Q̂n] =
λnP̂n holds and we get ii).
Suppose now that for some index n0 we have that deg[L(M)[xn0 ]] < n0. From this fact and the hypothesis
that L(M) is exactly solvable, every polynomial Qn0 of degree less or equal to n0 satisfies that L(M)[Q̂n0 ] is a
polynomial of degree less than n0 and hence it cannot satisfy L(M)[Q̂n] = λnP̂n. That is ii) ⇒ i); therefore,
i)⇔ ii).
ii)⇔ iii).
Assume that ii) holds. As Q̂n is unique, for every non negative integer we have that Ker[L(M)] = {0};
that is, ii)⇒ iii). The converse implication is straightforward.
i)⇔ iv).
This follows from the fact that the coefficient associated to the factor xn in L(M)[xn] is equal to
M∑
j=0
ρj,j
k!
(k − j)! .
We characterize now the exactly solvable operators for which we can guarantee the existence and unique-
ness of an infinite sequence of orthogonal polynomials {Qn}∞n=0, such that each polynomial Qn has degree
equal to n.
THEOREM 4.3. Let µ be a positive Borel measure on the real line and {Pn}∞n=0 the associated sequence
of monic orthogonal polynomials and L(M) =
M∑
k=0
ρk(x)
dk
dxk
an exactly solvable operator with ρk(x) =
k∑
j=0
ρk,jx
j . Then there exists an unique sequence of monic polynomials {Qn}∞n=0, each polynomial Qn of
degree equal to n, and orthogonal with respect to (L(M), µ), if and only if any of the statements of Lemma 4.3
hold.
Proof. It follows from Lemma 4.3 by taking
{
P̂n
}∞
n=0
= {Pn}∞n=0 in ii).
A natural question then arises. What happens if any of the conditions of Lemma 4.3 does not hold?. It is
not difficult to see that from the expression of λn as a polynomial in n given in iv) of Lemma 4.3, only for
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a finite number of values this relation will not be valid. Let us denote by S the set of such indexes. In this
case it is also possible to give necessary and sufficient conditions on the measure µ in order to have an infinite
sequence {Qn}n/∈S for which each monic polynomial Qn has degree n. The following theorem characterizes
such measures in terms of a finite set of difference equations with given initial conditions.
THEOREM 4.4. Let µ be a positive Borel measure on the real line and {Pn}∞n=0 the associated sequence of
monic orthogonal polynomials. Let L(M) =
M∑
k=0
ρk(x)
dk
dxk
be an exactly solvable differential operator and
ρk(x) =
k∑
j=0
ρk,jx
j . Suppose that condition iv) of Lemma 4.3 is not satisfied and denote by S = {n1, . . . , nk}
the set of indexes for which that condition does not hold. Then, there exists a sequence of monic polynomials
{Qn}n/∈S orthogonal with respect to (L(M), µ) if and only if the moments of the measure µ satisfy the system
n1∑
v=−M
 M∑
k=max(−v,0)
min(n1,v+k)∑
i=max(0,v)
(−1)i+n1 n!
(n− k)!∆n1,iρk,v−i+k
µn+v = 0,
... (4.14)
nk∑
v=−M
 M∑
k=max(−v,0)
min(nk,v+k)∑
i=max(0,v)
(−1)i+nk n!
(n− k)!∆nk,iρk,v−i+k
µn+v = 0,
where nk ∈ S and n /∈ S. Moreover, if µ0, . . . , µ2nk−1 are the moments of some positive measure supported
on a subset of R satisfying (4.14), then for n > nk the system (4.14) defines a linear system of difference
equations with varying coefficient and with initial conditions µ0, . . . , µ2nk−1.
Proof. By definition, the set {Qk}nk=0 , n /∈ S, exists if and only if for every n /∈ S it is possible to find
coefficients {αk}nk=0 such that
Pn(x) =
∑
k/∈S
αkL(M)[xk].
As L(M) is exactly solvable the preceding condition is equivalent to
span[{Pk}nk=0] = span[{L(M)[xk]}nk=0], k, n /∈ S, (4.15)
and (4.15) is equivalent to saying that there exist coefficients {βk}nk=0 such that
L(M)[xn] =
∑
k/∈S
βkPk(x), n /∈ S,
and this condition is satisfied if and only if µ satisfies the finite system of equations
∫
L(M)[xn]Pn1(x)dµ(x) = 0, (4.16)
...∫
L(M)[xn]Pnk(x)dµ(x) = 0,
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for all n /∈ S and nj ∈ S, j = 1, . . . , k. Substituting in (4.16) Heine’s formula (4.9) for the monic orthogonal
polynomials we obtain
∫ M∑
k=0
n!
(n− k)!
∣∣∣∣∣∣∣∣∣∣∣∣
µ0 · · · µn1
...
µn1−1 · · · µ2n1−1
k∑
j=0
ρk,jx
n+j−k · · ·
k∑
j=0
ρk,jx
n+j−k+n1
∣∣∣∣∣∣∣∣∣∣∣∣
dµ(x) = 0,
...
∫ M∑
k=0
n!
(n− k)!
∣∣∣∣∣∣∣∣∣∣∣∣
µ0 · · · µnk
...
µnk−1 · · · µ2nk−1
k∑
j=0
ρk,jx
n+j−k · · ·
k∑
j=0
ρk,jx
n+j−k+nk
∣∣∣∣∣∣∣∣∣∣∣∣
dµ(x) = 0.
Commuting the integral and the summation symbols, expanding the determinant by minors and doing some
change of indexes we have
M∑
k=0
n1∑
i=0
0∑
u=−k
(−1)i+n1 n!
(n− k)!∆n1,iρk,u+kµn+u+i = 0,
...
M∑
k=0
nk∑
i=0
0∑
u=−k
(−1)i+nk n!
(n− k)!∆nk,iρk,u+kµn+u+i = 0,
which is equivalent to (4.14).
Consider now that µ0, . . . , µ2nk−1 are the moments of some positive measure supported on a subset of R
satisfying (4.14). It is not difficult to see that for n > nk system (4.14) defines a linear system of difference
equations with varying coefficient and with initial conditions µ0, . . . , µ2nk−1.
For a given operator L(M), we denote the class of positive Borel measures with support contained in R
which satisfy system (4.14) as ΞL(M) . Note that ΞL(M) does not necessarily reduce to the empty set. We show
some examples of the set ΞL(M) .
EXAMPLE 4.4.2. Consider the first order linear differential operator L[f ](x) = xf ′(x) − f(x), f ∈ P. Note
that L[xn] = (n − 1)xn. Hence the set of indexes n for which iv) of Lemma 4.3 is not fulfilled reduces to
n = 1. Then (4.14) reads
µ0 = c ∈ R+,
µ1 = c ∈ R,
µ0µn+1 − µ1µn = 0, n > 1.
EXAMPLE 4.4.3. Consider the Euler–Cauchy operator L(M)[f ](x) =
M∑
k=1
akx
kf (k)(x), where ak ∈ R are
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such that the polynomial p(n) =
M∑
k=1
n!
(n− k)!ak does not have roots for n > 0. Then, we have that L
M [xn] =
p(n)xn. Let us assume that p(n) has no integer roots for n > 0. Then, system (4.14) reduces to,
µn = 0, n ≥ 1,
which implies that µ ≡ 0. Hence, the set ΞL(M) is empty.
EXAMPLE 4.4.4. Let LH [f ](x) = f ′′(x)− 2x f ′(x), f ∈ P be the Hermite operator. Then (4.14) is
µ0 = c, c ∈ R+,
µ1 = 0,
2µn − (n− 1)µn−2 = 0, n ≥ 2,
which is the difference equation that defines the measure c µH , where dµH(x) = e−x
2
dx.
In a similar way, for the Laguerre and Jacobi operators LL,L(α,β), respectively, we obtain that ΞLL =
{c µL}c∈R+ , ΞL(α,β) = {c µα,β}c∈R+ , where dµα,β(x) = (1 − x)α(1 + x)βdx, dµL(x) = xαe−xdx are the
Jacobi and Laguerre measures, respectively. As a consequence, we obtain the following corollary,
COROLLARY 4.1. Let L be a classical operator, i.e. Jacobi, Laguerre or Hermite and µ a positive Borel mea-
sure with support contained in R. Then there exists an infinite sequence {Qn}∞n=0 of polynomials orthogonal
with respect to (L, µ), with deg[Qn] = n if and only if µ is one of the measures c µα,β , c µL, c µH ; c ∈ R+.
In such case, all the sequences of monic orthogonal polynomials {Qn}∞n=0 with respect to the pair (L(M), µ)
with deg[Qn] = n are of the form {Pn + kn}∞n=0 where {kn}∞n=0, k0 = 0, is an arbitrary sequence of complex
numbers and {Pn}∞n=0 is the sequence of monic orthogonal polynomials with respect to µ.
Proof. Let L be a fixed classical operator and {λn}∞n=0 the associated sequence of eigenvalues. Then, we have
that λn = 0 if and only if n = 0. Hence, the system (4.14) of Theorem 4.4 reduces to an unique equation.
A simple calculation yields that the moments of the measure µ coincide with the moments of the measure of
orthogonality of the sequence of eigenpolynomials of L multiplied by a real positive constant c (see Example
4.4.4 and the comment below it). Since the moment problem for a classical measure is determinate, we obtain
that µ is the measure of orthogonality of the sequence of eigenpolynomials of L multiplied by a real positive
constant c.
From Theorem 4.4 we have that for n ≥ 1 there exists an infinite sequence {Qn}n≥1 of polynomials
orthogonal with respect to (L, µ), with deg[Qn] = n if and only if µ is the measure of orthogonality of the
sequence of eigenpolynomials of L multiplied by a real positive constant c. A simple calculation shows that
for n = 0, the polynomial Q0 = 1 satisfies the condition of orthogonality (1.9) and the statement is valid also
for the sequence {Qn}n≥0.
It is not difficult to see that from the solutions of equations (4.2) and (4.3) we obtain that all the sequences
of monic orthogonal polynomials {Qn}n≥0 with respect to the pair (L(M), µ) with deg[Qn] = n are of the
form {Pn + kn}∞n=0 where {kn}∞n=0, k0 = 0 is an arbitrary sequence of complex numbers and {Pn}∞n=0 is the
sequence of monic orthogonal polynomials with respect to µ.
Nevertheless, it is possible to guarantee the existence of a sequence {Qn}n>m, for some m ∈ N of
polynomials orthogonal with respect to a classical operator for a measure µ which satisfies the condition
dµ∗(x) = ρ(x)dµ(x) where µ∗ denotes the Jacobi, Hermite or Laguerre measure and ρ is a non negative
polynomial on the support of µ∗ of degree m, as will be shown
LEMMA 4.4. Let L be a classical operator, i.e. Jacobi, Laguerre or Hermite, µ a finite positive Borel measure
on R and n a fixed positive integer number. Then, differential equation (4.2) has an unique, except an additive
constant, monic polynomial solution Qn of degree n if and only if
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∫
Pn(x)dµ
∗(x) = 0, (4.17)
where Pn is the nth monic orthogonal polynomials with respect to the measure µ.
Proof. Suppose that there exists a polynomial Qn of degree n such that L[Qn] = λn Pn. Let us denote by
{Ln} the sequence of orthogonal polynomials with respect to the measure µ∗. We have then
Qn(z) = Ln(z) +
n−1∑
k=0
a(n,k)Lk(z), (4.18)
Pn(z) = Ln(z) +
n−1∑
k=0
b(n,k)Lk(z), (4.19)
where a(n,k) =
〈Qn,Lk〉
〈Lk,Lk〉 and b(n,k) =
〈Ln,Pk〉
〈Lk,Lk〉 .
Replacing Qn and Pn in (4.2) by the linear combinations (4.18) and (4.19), from the linearity of L[·] and
the condition that L[Ln] = λn Ln we get
b(n,0) =
∫
Ln(x)dµ
∗(x)∫
dµ∗
= 0.
Conversely, assume that Pn is the nth monic orthogonal polynomial with respect to µ fulfilling (4.17). Let
Qn the polynomial of degree n defined by
Qn(z) = Ln(z) +
n−1∑
k=0
a(n,k)Lk(z),
where a(n,0) = Λn, where Λn is an arbitrary constant and a(n,k) = λnλk
〈Ln,Pk〉
〈Lk,Lk〉 . From the linearity of L[·] and
the condition that L[Ln] = λn Ln we get that L[Qn] = λn Pn.
As a consequence, we have
THEOREM 4.5. Let L be a classical operator, i.e. Jacobi, Laguerre or Hermite and µ be a finite positive Borel
measure on R, such that dµ∗(x) = ρ(x)dµ(x), with ρ ∈ L2(µ). Then, m is the smallest natural number such
that for each n > m there exists an infinite sequence {Qn}n>m of polynomials orthogonal with respect to
(L, µ), with deg[Qn] = n if and only if ρ is a polynomial of degree m.
Proof. Suppose thatm is the smallest natural number such that for each n > m there exists a monic polynomial
Qn of degree n, unique up to an additive constant and orthogonal with respect to (L, µ). According to Lemma
4.4 ∫
Pn(x)dµ
∗(x) =
∫
Pn(x)ρ(x)dµ(x)
{
= 0 if n > m,
6= 0 if n = m.
But this is equivalent to say that ρ(x) =
m∑
k=0
ckPk(x) with cm 6= 0. The converse is straightforward.
Unlike Theorem 4.3, Theorem 4.4 does not guarantee the uniqueness of the sequence. A statement for the
uniqueness can be obtained by fixing an adequate number of points in the complex plane. More precisely, we
have
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THEOREM 4.6. Assume that µ ∈ ΞL(M) is not empty and let L(M) =
M∑
k=0
ρk(x)
dk
dxk
be an exactly solvable
differential operator. Let the set S be as defined in Theorem 4.4 and let us fix (allowing repeated elements)
{ν1,n, . . . , νnj0 ,n} points on the complex plane. Then, there exists an unique monic polynomial Rn−nj0 of
degree n− nj0 such that
Qn(x) = (x− ν1,n) · · · (x− νnj0 ,n)Rn−nj0 (x),
is orthogonal with respect to (L(M), µ). Here nj0 = dim
(
Ker[Anj0+1 ]
)
, where j0 is the highest value for
which nj0 < n and nj0 ∈ S.
Proof. According to Theorem 4.4, if ΞL(M) does not reduce to the empty set, then there exists a sequence
{Qn}j /∈S of monic polynomials orthogonal with respect to (L(M), µ) and deg[Qn] = n. Let S = {n1, . . . , nk}.
Note that if n < n1 then by i) of Lemma 4.2 the index n is normal, hence the monic polynomial Qn is
unique. Assume that n1 < n, and denote by
nj0 = dim
(
Ker[Anj0+1 ]
)
,
where j0 is the highest value for which nj0 < n and nj0 ∈ S. Let us consider {Qnj}nj0j=1 a basis of monic
polynomial solutions to (4.3) and assume that Q̂n is a monic polynomial solution of degree n to (4.2). Then,
for a given index n, there exist unique coefficients {αj}nj0j=1 such that any monic polynomial solution Qn of
degree n to equation (4.2) can be expressed as
Qn(x) = Q̂n(x) +
nj0∑
j=1
αjQnj (x). (4.20)
Let us consider the multiset [18] {ν1,n, . . . , νnj0 ,n} of nj0 points on the complex plane. We prove now the
existence of a monic polynomial Rn−nj0 of degree n− nj0 such that
Qn(x) = (x− ν1,n) · · · (x− νnj0 ,n)Rn−nj0 (x). (4.21)
Later on, we shall address uniqueness. Assume that Q̂n does not vanish on {ν1,n, . . . , νnj0 ,n}; otherwise, we
have found our polynomial. Evaluating the polynomial
Q̂n(x) + α1Qn1(x) + · · ·+ αnj0Qnj0 (x),
at the points x = νj,n and taking derivatives up to order mνj,n − 1, where mνj,n is the number of times that the
point νj,n appears in the multiset, we obtain that
Q̂n(ν1) = α1Qn1(ν1) + · · ·+ αmj0Qnj0 (ν1), (4.22)
...
Q̂n(νnj0 ) = α1Qn1(ν1) + · · ·+ αnj0Qnj0 (ν1). (4.23)
Defining α1, · · ·αnj0 as the solution of the above system, we obtain the existence.
We prove now that the polynomial Rn−nj0 is unique. Assume that there exist two different polynomials
of degree n that vanish at the points {ν1,n, . . . , νnj0 ,n}. Since the set {Q̂n, Qnj , . . . , Qnj0 } is a basis for the
polynomial solutions to (4.2), we have that
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(x− ν1,n) · · · (x− νnj0 ,n)R1,n−nj0 (x) = Q̂n(x) +
nj0∑
j=1
α1,jQnj ,
(x− ν1,n) · · · (x− νnj0 ,n)R2,n−nj0 (x) = Q̂n(x) +
nj0∑
j=1
α2,jQnj .
Both expressions give
(x− ν1,n) · · · (x− νnj0 ,n)(R1,n−nj0 (x)−R2,n−nj0 (x)) =
nj0∑
j=1
(α1,j − α2,j)Qnj .
Note that the degree of the left hand side is strictly greater that nj0 and the degree of the right hand side is
at most nj0 , which is a contradiction; that is, Rn−nj0 is unique.
4.5 Zero location of the polynomials Qn for a subclass of exactly solva-
ble operators
In this section we study the location of the zeros of orthogonal polynomials with respect to a certain subclass
of differential operators. We start with a discussion of the class of operators which we shall consider.
DEFINITION 4.1. Given M ≥ 1, we say that the linear differential operator L(M) of M -th order factorizes on
P if there exist multi-indexes (m1, . . . ,mJ), (n1, . . . , nJ) and polynomials {Hmj}Mj=1 with deg[Hmk ] = mk,
such that for each polynomial Πn ∈ P we have
L(M)[Πn](z) =
[
ρmJ (z) · · ·
[
ρm2(z) [ρm1(z)Πn(z)]
(n1)
](n2) · · · ](nJ ) , (4.24)
for k = 1, . . . , J .
If L(M) factorizes on P, we shall denote
L(n1)1 [f ](z) := (ρm1(z)f(z))(n1),
...
L(nJ )J [f ](z) := (ρmJ (z)f(z))(nJ ),
and then
L(M)[f ] = L(nJ )J ◦ · · · ◦ L(n1)1 [f ].
We are interested in exactly solvable operators L(M) which factorizes on P, for the case in which ρmi are
polynomials with reals roots. According to Definition 1.8 of exactly solvable operator, we have necessarily that
J∑
k=1
mk =
J∑
k=1
nk = M. (4.25)
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We denote by CM the convex hull of the zeros of
J∏
i=1
ρmi .
If L(M) factorizes on P, then it is not difficult to see that i) of Lemma 4.3 is equivalent to the condition,
j∑
i=1
(mi − ni) ≥ 0, ∀j ≤ J. (4.26)
Hence, the class of operators that factorize on P for which there exists an unique infinite sequence {Qn}∞n=0,
of monic polynomials, with deg[Qn] = n, and orthogonal with respect to (L(M), µ), for every positive Borel
measure µ supported on R, are those which satisfy condition (4.26).
To locate the zeros of orthogonal polynomials with respect to operators that factorize on Pwe use an integral
representation for these operators and then we apply the known theorems for zero location of iterated integrals
of polynomials. From the preceding discussions, it is already known that we have cases of operators for which
the associated sequence of orthogonal polynomials is not unique. We will first analyze the class of operators
defined by condition (4.26); that is, the class for which the existence of the full sequence {Qn}∞n=0 can be
guaranteed. For these operators the following integral representation holds.
LEMMA 4.5. Let Pn be the n-th monic orthogonal polynomial with respect to µ, L(M) is such that factorizes
on P as L(M) = L(nJ )J ◦ · · · ◦ L(n1)1 and satisfies (4.26). Then, the following representation holds
Qn = λnI1 ◦ · · · ◦ IJ [Pn] ,
where Ij is the integration operator, given by
Ij [f ](z) =
1
ρmj (z)
∫ z
znj,j
∫ tnj−1
znj−1,j
· · ·
∫ t1
z1,j
f(t)dtdt1 · · · dtnj−1,
and the sequence {zi,j} ⊂ CM .
Proof. As (4.26) holds, then by ii) of Lemma 4.3 we have L(M)[Qn] = λnPn is solvable. Let us consider the
function
f(z) :=
[
ρmJ (z)L(nJ−1)J−1 ◦ · · · ◦ L(n1)1 [Qn](z)
](nJ−1)
.
Applying successively Rolle’s Theorem and taking into account that the polynomials ρmj have their zeros on
CM we obtain that f has at least a zero z1,J in CM . Hence, f(z) = λn
∫ z
z1,J
Pn(t)dt.
By a similar argument we will have
ρmJ (z)L(nJ−1)J−1 ◦ · · · ◦ L(n1)1 [Qn](z) = λn
∫ z
znJ ,J
∫ tnJ−1
znJ−1,J
· · ·
∫ t1
z1,J
Pn(t)dtdt1 · · · dtnJ−1, (4.27)
which implies that the polynomial
∫ z
znJ ,J
∫ tnJ−1
znJ−1,J
· · · ∫ t1
z1,J
Pn(t)dtdt1 · · · dtnJ−1 is divisible by ρmJ . There-
fore, after a finite number of steps we will have
Qn(z) = λn
1
ρm1(z)
∫ z
zn1 ,1
∫ tn1−1
zn1−1,1
· · ·
∫ t1
z1,1
· · · 1
ρmJ (z)[∫ z
znJ ,J
∫ tnJ−1
znJ−1,J
· · ·
∫ t1
z1,J
Pn(t)dtdt1 · · · dtnJ−1
]
· · · dtdt1 · · · dtn1−1
= λnI1 ◦ · · · ◦ IJ [Pn] (z).
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Consider now the class of operators which do not satisfy the condition (4.26). A representation similar to
the one obtained in the preceding lemma can also be given. Let us prove some preliminary lemmas.
LEMMA 4.6. Assume that L(M) factorizes on P as L(M) = L(nJ )J ◦ · · · ◦L(n1)1 . Then Ker[L(M)] = {0} if and
only if L(M)[1] 6= 0.
Proof. The implication Ker[L(M)] = {0} ⇒ L(M)[1] 6= 0 is straightforward. Assume that L(M)[1] 6= 0.
Note that
deg[L(nj)j ◦ · · · ◦ L(n1)1 [1]] =
j∑
i=1
(mi − ni),
from where we deduce that
j∑
i=1
(mi − ni) ≥ 0, ∀j ≤ J . Hence, from (4.26) and iii) of Lemma 4.3 we obtain
that Ker[L(M)] = {0}.
LEMMA 4.7. Assume that L(M) factorizes on P as L(M) = L(nJ )J ◦ · · · ◦ L(n1)1 and denote by j0 the largest
index such that
j0∑
i=1
(mi − ni) < 0. Then Ker[L(M)] = {1, . . . , xnj0 }, where nj0 =
j0∑
i=1
(ni −mi)− 1.
Proof. Since L(M) is a composition of operators, it is not difficult to see that if 1 ≤ n ≤ nj0 then L(M)[xn] =
0. Hence, {1, · · · , xnj0} ⊂ Ker[L(M)].
Suppose now that n = nj0 +m,m ≥ 1. Then, we have
deg[L(nj0 )j0 ◦ · · · ◦ L
(n1)
1 [x
n]] = m− 1 ≥ 0,
and thus L(M)[xn] 6= 0.
An analogue of Lemma 4.5, for operators that do not satisfy condition (4.26), is
LEMMA 4.8. Assume that µ ∈ ΞL(M) 6= ∅, L(M) factorizes on P as L(M) = L(nJ )J ◦ · · · ◦ L(n1)1 and sup-
pose that condition (4.26) is not satisfied. Let us fix a multiset {ν1,n, . . . , νnj0 ,n} of real points, where nj0 is
as in Lemma 4.7, and let Qn be the monic orthogonal polynomial with respect to (L(M), µ) that vanish on
{ν1,n, . . . , νnj0 ,n}. Then, the following representation holds
Qn(x) = λnI1 ◦ · · · IJ−1 ◦ ÎJ,n
[
P
(nj0 )
n
]
(x), n > nj0 ,
where Ij is the integral operator given by
Ij [f ](z) =
1
ρmj (z)
∫ z
znj ,j
∫ tnj−1
znj−1,j
· · ·
∫ t1
z1,j
f(t)dtdt1 · · · dtnj−1,
ÎJ,n[f ] = IJ ◦ I∗,n[f ],
I∗,n[f ] =
∫ z
z∗nj0
,J
∫ tnj0−1
z∗nj0−1
,j
· · ·
∫ t1
z∗1,j
f(t)dtdt1 · · · dtnj0−1,
and the sequence {zi,j , z∗i,j} ⊂ C∗M , where C∗M is the convex hull of the zeros of
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(x− ν1,n) · · · (x− νnj0 ,n)
(
J∏
i=1
ρmi(x)
)
.
Proof. By Lemma 4.7 we have that Ker[L(M)] = {1, . . . , xnj0}, where nj0 =
j0∑
i=1
(ni − mi) − 1. Set
S = {0, . . . , nj0}. Theorem 4.6 yields that there exists an unique monic polynomial Rn−nj0 such that if
n > nj0
L(M)[Πnj0Rn−nj0 ](x) = λnPn(x),
where Πnj0 (x) = (x− ν1,n) · · · (x− νnj0 ,n) and Pn is the n th monic orthogonal polynomial with respect to
the measure µ. Taking derivatives up to order nj0 in the above expression, we obtain
L(nJ+nj0 )J ◦ · · · ◦ L(n1)1 [Πnj0Rn−nj0 ](x) = λnP
(nj0 )
n (x)
or, equivalently,
L̂[Rn−nj0 ](x) = λnP
(nj0 )
n (x),
where L̂ = L̂(nJ )J ◦ L(nJ−1)J−1 ◦ · · · ◦ L(n2)2 ◦ L̂(n1)1 ,
L̂(nJ )J [f ] = L
(nJ+nj0 )
J [f ], f ∈ P,
L̂(n1)1 [f ] = L̂(n1)1 [Πnj0 f ].
Since the polynomial Rn−nj0 is unique, we have that L̂[1] 6= 0 and Lemma 4.6 gives that Ker[L̂] = {0}.
Therefore, from the equivalence of iii) of Lemma 4.3 with (4.26), L̂ satisfies
j∑
i=1
(mi − ni) ≥ 0,∀j ≤ J . By
Lemma 4.5, we obtain
Rn−nj0 (x) = λnÎ1 ◦ I2 · · · IJ−1 ◦ ÎJ
[
P
(nj0 )
n
]
(x)
or, equivalently,
Qn(x) = λnI1 ◦ · · · IJ−1 ◦ ÎJ
[
P
(nj0 )
n
]
(x), n > nj0 ,
where Ij is the integral operator given by
Ij [f ](z) =
1
ρmj (z)
∫ z
znj ,j
∫ tnj−1
znj−1,j
· · ·
∫ t1
z1,j
f(t)dtdt1 · · · dtnj−1,
Î1[f ] =
1
Πnj0 (x)
I1[f ], f ∈ P,
ÎJ,n[f ] = IJ ◦ I∗,n[f ],
I∗,n[f ] =
∫ z
z∗nj0
,J
∫ tnj0−1
z∗nj0−1
,j
· · ·
∫ t1
z∗1,j
f(t)dtdt1 · · · dtnj0−1,
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and the sequence {zi,j , z∗i,j} ⊂ C∗M , where C∗M is the convex hull of the zeros of the polynomial
(x− ν1,n) · · · (x− νnj0 ,n)
(
J∏
i=1
ρmi(x)
)
.
4.5.1 Zero location
Assume that the exactly solvable operator L(M) factorizes on P and that there exists an unique infinite sequence
{Qn}∞n=0, of monic polynomials, each polynomial Qn of degree equal to n, and orthogonal with respect to
(L(M), µ), for every positive Borel measure µ supported on R. The following theorem, see [121, Exer. 20, pag.
74], and the results of the preceding section can be used now to locate the zeros of the family {Qn}.
THEOREM 4.7. If all the zeros of the nth degree polynomial f lie in a convex region K containing the point a,
then all the zeros of F (z) =
∫ z
a
f(t)dt lie in the domain bounded by the envelope of all circles passing through
a and having centers on the boundary of K.
The following lemma will be necessary for the zero location theorem.
LEMMA 4.9. Let Ij be the integral operator defined in Lemma 4.5. Assume that the set {zi,j}nji=1 and the zeros
of the nth degree polynomial Πn lie the circle C(0, r) with center in the origin and radius r. Then the zeros of
Ij [Πn] lie in the circle C(0, 3njr).
Proof. If zi,j and the zeros of the nth degree polynomial Πn lie in a circle C(0, r) of radius r, by Theorem
4.7 the zeros of
∫ z
z1,j
Πn(t)dt lie in the envelope of all the circles with center in the boundary of C(0, r) and
passing through z1,j . It is not difficult to see that this envelope and the set {zi,j}nji=2 are contained in the circle
C(0, 3r). Using the same argument, we obtain that the zeros of Ij [Πn] are located in the circle C(0, 3njr).
Consider now the case of operators for which the full sequence of {Qn}∞n=0 exists, for every Borel measure
µ supported on a subset of R or, equivalently, the operators for which this can be guaranteed are those which
satisfy the condition (4.26). We have then,
THEOREM 4.8. Let L(M) be an exactly solvable operator that factorizes on P satisfying the condition (4.26)
and µ a positive Borel measure supported in [−1, 1]. Then, the zeros of the sequence {Qn}∞n=0, of monic
polynomials orthogonal with respect to (L(M), µ) are located in a circle of radius R, where R = 3Md, with
d = max{1, sup
z∈CM
|z|}.
Proof. As {Pn}∞n=0 is the sequence of orthogonal with respect to µ, their zeros are in [−1, 1]. It is not difficult
to see that the interval CM and the zeros of the sequence {Pn}∞n=0 are contained in a circle with center at the
origin and radius d = max{1, sup
z∈CM
|z|}. From Lemma 4.5 we have that Qn can be represented as
Qn(z) = λnI1 ◦ · · · ◦ IJ [Pn] (z).
Applying successively Lemma 4.9 we obtain that the zeros are located in a circle of radius R, where
R = 3Md, with d = max{1, sup
z∈CM
|z|}.
Consider now the class of operators which do not satisfy the condition (4.26). In this case the associated
sequence of orthogonal polynomials is not unique, nevertheless, in Theorem 4.6 it was shown that if we fix an
adequate number of points we can define an unique infinite sequence of orthogonal polynomials. We have
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THEOREM 4.9. Let L(M) be an exactly solvable operator that factorizes on P and assume that condition
(4.26) is not satisfied, µ ∈ ΞL(M) 6= ∅ such that supp(µ) ⊂ [−1, 1] and consider a sequence of multisets
{ν1,n, . . . , νnj0 ,n}, where {νj,n} ⊂ R and nj0 are defined as in Lemma 4.7. Then, the zeros of the sequence
{Qn}∞n=n0+1 of monic orthogonal polynomials with respect to (L(M), µ) such thatQn(νj,n) = 0, 1 ≤ j ≤ nj0
are located in a circle of radius R, where R = 3Md, with d = max{1, sup
z∈C∗M
|z|}, C∗M = sup
n
C∗M,n, and C
∗
M,n
is the convex hull of the zeros of (x− ν1,n) · · · (x− νnj0 ,n)
(
J∏
i=1
ρmi(x)
)
.
Proof. By hypothesis, the zeros of the sequence {Pn}∞n=0 are contained in [−1, 1]. According to Theorem 4.6
there exists an unique sequence {Qn}∞n=n0+1 of monic orthogonal polynomials with respect to (L(M), µ). By
Lemma 4.8,
Qn(x) = λnI1 ◦ · · · ◦ ÎJ
[
P
(nj0 )
n
]
(x), n > nj0 ,
where Ij is the integral operator given by
Ij [f ](z) =
1
ρmj (z)
∫ z
znj ,j
∫ tnj−1
znj−1,j
· · ·
∫ t1
z1,j
f(t)dtdt1 · · · dtnj−1,
ÎJ [f ] = IJ ◦ I∗[f ],
I∗[f ] =
∫ z
z∗nj0
,J
∫ tnj0−1
z∗nj0−1
,j
· · ·
∫ t1
z∗1,j
f(t)dtdt1 · · · dtnj0−1,
and the sequence {zi,j , z∗i,j} ⊂ C∗M,n, where C∗M,n is the convex hull of the zeros of the polynomial
(x− ν1,n) · · · (x− νnj0 ,n)
(
J∏
i=1
ρmi(x)
)
.
Note that the set C∗M,n and the zeros of {Pn} are contained in a circle with center at the origin and radius
d = max{1, sup
z∈C∗M,n
|z|}. Applying successively Lemma 4.9 we obtain that the zeros of Qn are located in
a circle of radius Rn, where Rn = 3Mdn, with dn = max{1, sup
z∈C∗M,n
|z|}, from where we deduce that the
zeros of the full sequence are located in a circle of radius R = 3Md, with d = max{1, sup
z∈C∗M
|z|}, C∗M =
sup
n
C∗M,n.
4.6 The polar polynomials case
In this section we study analytic properties of the polar polynomials, already introduced in Section 4.2. Let us
denote by dµT (x) =
1√
1− x2 dx the first kind Tchebychev measure and by Tn the n-th Tchebychev monic
polynomial of the first kind. We shall study these polynomials for the class of finite positive Borel measures
on [−1, 1] defined as dµ(x) = dµT (x)
ρ(x)
with ρ(z) = r
m∏
i=1
(z − νi) a non negative polynomial on [−1, 1].
Denote by Pm(µT ) this class of measures. This complements the study carried out in [13] where the measure
µ is the Gegenbauer measure. We obtain a curve which contains the accumulation points of the zeros of these
polynomials and a formula for the strong asymptotic behavior of these polynomials in C \ [−1, 1].
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4.6.1 Strong asymptotic behavior and zero location
We recall that a measure supported on [−1, 1] is in the Szego¨ classS if its absolutely continuous part µ′ satisfies∫ 1
−1
logµ′(x)√
1− x2 dx > −∞.
The asymptotic properties of orthogonal polynomials with respect to a measure supported on [−1, 1] in the
Szego¨ class can be described by means of the Szego¨ function D(µ, z), cf. [137, §6.1].
DEFINITION 4.2. Let µ ∈ S, then the Szego¨ function D(dµ, z) is defined by
D(µ(x), z) = exp
[
1
4pi
∫ pi
−pi
logµ′(cos(t))
1 + ze−ıt
1− ze−ıt dt
]
for |z| < 1.
It is well known that orthogonal polynomials with respect to a measure which belongs to the Szego¨ class
has the following outer strong asymptotic behavior, cf. [137, §6.1 Lemma 18, page 67],
LEMMA 4.10. Let µ be a positive Borel measure supported on [−1, 1], Pn the nth monic orthogonal polyno-
mials associated to µ. Then
γnPn(z)
ϕ(z)n
⇒ 1√
2pi
(
D(
√
1− x2dµ(x), ϕ(z)−1)
)−1
uniformly on compact subsets of C \ [−1, 1], where γn denotes the leading coefficient of the corresponding
orthonormal polynomial of degree n.
The next lemmas are essential in the proof of the main theorem of this section
LEMMA 4.11. Suppose that µ ∈ Pm(µT ), then
Pn(z) =
m∑
k=0
bn,n−kTn−k(z), bn,n−k =
∫ 1
−1 Pn(x)Tn−k(x)dµT (x)∫ 1
−1 T
2
n−k(x)dµT (x)
, (4.28)
where Pn, Tn are the monic orthogonal polynomials associated to the measures µ, µT , respectively, and the
bn−k,k satisfy
lim
n→∞ bn,n−k = 2
m−kak, 0 ≤ k ≤ m, (4.29)
where ak = (−1)k
∑
1≤ν1<···<νk≤m
u−1ν1 . . . u
−1
νk
, uνk = ϕ(νk).
Proof. If µ ∈ Pm(µT ) then dµT (x) = ρ(x)dµ(x), where ρ(x) =
m∏
i=1
(x − νi) is nonnegative on [−1, 1].
Therefore
Pn(z) =
m∑
k=0
bn,n−kTn−k(z), bn,n−k =
∫ 1
−1 Pn(x)Tn−k(x)dµT (x)∫ 1
−1 T
2
n−k(x)dµT (x)
.
Hence, if z = 12 (u+ u
−1) then Tn−k(z) =
un−k + uk−n
2n−k
, and
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2nPn(z)
un
=
m∑
k=0
2kbn,n−ku−k +
1
u2n
m∑
k=0
2kbn,n−kuk. (4.30)
From [137, §6.1 theorem 26] and Definition 4.2, we have
lim
n→∞ γn2
−n =
1√
2pi
D(ρ(x), 0). (4.31)
From Lemma 4.10 and (4.31), we obtain
2nPn(z)
un
⇒ (D(ρ(x), 0))−1
(
D(
1
ρ(x)
, ϕ(z)−1)
)−1
= (D(ρ(x), 0))−1D(ρ(x), ϕ(z)−1), (4.32)
uniformly on closed subsets of C \ [−1, 1]. By [137, §6.1 Lemma 19] and Definition 4.2
D(ρ, ϕ(z)−1) = 2m exp
(
1
2pi
∫ 1
−1
log(ρ(t))√
1− t2 dt
) m∏
k=1
z − νk
ϕ(z)− ϕ(νk) ,
D(ρ, 0) = exp
(
1
2pi
∫ 1
−1
log(ρ(t))√
1− t2 dt
)
.
Hence, if z = 12 (u+ u
−1) the following identity holds
2m
m∏
k=1
z − νk
ϕ(z)− ϕ(νk) = 2
m
m∏
k=1
(
1− 1
uuνk
)
=
m∑
k=0
2maku
k−m, (4.33)
where ak = (−1)k
∑
1≤ν1<···<νk≤m
u−1ν1 . . . u
−1
νk
, uνk = ϕ(νk).
From (4.30),(4.32), and (4.33),
m∑
k=0
(2kbn,n−k − 2mam−k)u−k + 1
u2n
m∑
k=0
2kbn,n−kuk ⇒ 0,
uniformly on compact subsets of C \ [−1, 1]. Therefore
lim
n→∞ bn,n−k = 2
m−kak, 0 ≤ k ≤ m.
LEMMA 4.12. Suppose that µ ∈ Pm(µT ). If K is a compact subset of C \ [−1, 1] and ζ ∈ C \ [−1, 1] then
(z − ζ)Qn(z) = u
n+1
2n+1(n+ 1)
Ψn(u)−
un+1ζ
2n+1(n+ 1)
Ψn(uζ), z =
1
2
(u+ u−1), |u| > 1,
Ψn(u)⇒
(
1− 1
u2
)
(D(ρ, 0))
−1
D(ρ, u−1), uζ = ϕ(ζ).
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Proof. From the definition of the polynomials Qn, we have
(z − ζ)Qn(z) =
∫ z
ζ
Pn(t)dt. (4.34)
From (4.34) and (4.28), it follows that
(z − ζ)Qn(z) =
∫ z
ζ
Pn(t)dt =
∫ z
ζ
m∑
k=0
bn,n−kTn−k(t)dt.
Making the change of variables t =
u+ u−1
2
, we obtain
(z − ζ)Qn(z) =
∫ z
ζ
Pn(t)dt =
∫ ϕ(z)
ϕ(ζ)
m∑
k=0
bn,n−kTn−k
(
u+ u−1
2
)(
1
2
− 1
2u2
)
du (4.35)
Taking into account that for n > m+ 1∫
Tn−k
(
u+ u−1
2
)(
1
2
− 1
2u2
)
du =
∫ (
un−k + u−n+k
2n−k
)(
1
2
− 1
2u2
)
du =
un+1
2n+1(n+ 1)
(gn−k(u)− gn−2−k(u)) + C, (4.36)
where
gn−k(u) =
1
2n−k
(
(n+ 1)
(n− k + 1)u
−k+n +
(n+ 1)
(−n+ k + 1)u
k−n
)
(u2 )
n
.
Hence, if we denote
Ψn(u) =
m∑
k=0
bn,n−k(gn−k(u)− gn−2−k(u)),
from (4.35) and (4.36), we obtain
(z − ζ)Qn(z) = u
n+1
2n+1(n+ 1)
Ψn(u)
∣∣∣∣ϕ(z)
ϕ(ζ)
.
From (4.32) of Lemma 4.11 and taking into account that lim
n→∞
(n+ 1)
(n− k − 1) = 1, 0 ≤ k ≤ m, we obtain
that
Ψn(u)⇒
(
1− 1
u2
)
(D(ρ(x), 0))−1D(ρ(x), u−1), |u| > 1.
THEOREM 4.10. Suppose that µ ∈ Pm(µT ), where µT is the first kind Tchebychev measure. Then the accu-
mulation points of zeros of {Qn}∞n=0 are located on the set E = E(ζ)
⋃
[−1, 1], where E(ζ) is the ellipse
E(ζ) := {z ∈ C : z = cosh(ηζ + iθ), 0 ≤ θ < 2pi} , (4.37)
and ηζ := ln |ϕ(ζ)| = ln |ζ +
√
ζ2 − 1|. If δ(ζ) > 2 then E = E(ζ).
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Proof. From Lemma 4.12, the zeros of Qn satisfy that∣∣∣∣Ψn(u) un+12n+1(n+ 1)
∣∣∣∣ 1n =
∣∣∣∣∣Ψn(uζ) u
n+1
ζ
2n+1(n+ 1)
∣∣∣∣∣
1
n
, z =
1
2
(u+ u−1), |u| > 1, (4.38)
and from the definition of the function Ψn, we have that
lim
n→∞ |Ψn(u)|
1
n = 1, |u| > 1.
Therefore, taking limits on both sides of (4.38), we deduce that the zeros of Qn can not accumulate outside the
set {
z ∈ C : |z +
√
z2 − 1| = eηζ
} ⋃
[−1, 1]
⋃
{ζ}.
Hence, if z is an accumulation point of zeros of the polynomials Qn, we have that z +
√
z2 − 1 = eηζ+iθ
and z −√z2 − 1 = e−(ηζ+iθ) for 0 ≤ θ < 2pi, and 2z = eηζ+iθ + e−(ηζ+iθ).
Chapter 5
Strong asymptotic behavior of the
eigenpolynomials of exactly solvable
operators.
5.1 Introduction
In this chapter we consider a M–th order differential linear operator
L(M) =
M∑
k=0
ρk(z)
dk
dzk
,
where ρM is a monic complex polynomial such that deg[ρM ] = M and {ρk}M−1k=0 are complex polynomials
such that deg[ρk] ≤ k, 0 ≤ k ≤M−1. Under the assumption that ρM is real, we obtain a formula for the strong
asymptotic behavior of the eigenpolynomials of L(M) on certain compact subsets of C. As an application we
obtain an asymptotic formula for the sequence {Qn}∞k=0 of monic orthogonal polynomials with respect to the
Sobolev inner product,
〈P,Q〉 = P (1)Q(1) + c P ′(1)Q′(1) +
∫ 1
−1
P ′Q
′
dx, P,Q ∈ P, c > 0
for compact subsets of C \ [−1, 1], where P denotes the vector space of all polynomials over C.
LetM ≥ 2 be an integer and let {ρ0, ρ1, . . . , ρM} be a set of (M+1) polynomials in one complex variable
such that deg[ρk] ≤ k for k = 0, 1, . . . ,M and at least one of them, say ρk∗ , is exactly of degree k∗. Consider
the linear ordinary differential operator of order M
L(M) =
M∑
k=0
ρk(z)
dk
dzk
, (5.1)
where ρk(x) =
k∑
j=0
ρk,jx
j and without loss of generality, assume that ρM is a monic polynomial. Note that if
fn is a polynomial of degree n then L(M)[fn] is a polynomial of the same degree. Linear differential operators
that satisfy the previous property of invariance are called exactly–solvable (cf. [166]). They split in two classes:
non degenerate, if the leading term of the operator satisfies [ρM ] = M and degenerate, if deg[ρM ] < M .
Bochner–Krall operators are a particular case of this class [99].
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Some analytic and algebraic properties of the eigenpolynomials of exactly solvable operators of the form
L(M)[f ](z) = d
M
dzM
(ρM (z)f(z)) ,
where ρM is a fixed polynomial of degree M have been previously studied in [132], and for exactly solvable
operators, in general, by [15], [16], [17].
Given a polynomial Pn of degree n, denote νn =
1
n
∑
Pn(zk)=0
δzk . If the following limit exists (in the sense
of the weak convergence) ν = lim
n→∞ νn, then ν is called the asymptotic zero-counting measure of the sequence
{Pn}∞n=0. It is known that for n large enough the operator (5.1) has a unique eigenpolynomial and that the
zero counting measures of the eigenpolynomials converge weakly to a measure ν, with support contained in
the convex hull of the zeros of ρM , moreover, this support is connected and its complement is also connected,
cf. [15, Ths. 3,4].
The main purpose of this chapter is the proof of a formula for the strong asymptotic behavior of the monic
polynomial eigenfunctionsQn of L(M) on compact subsets of C\supp(ν). Formulas of this type have drawn a
great deal of attention in connection with problems of the theory of orthogonal polynomials and approximation
theory.
According to [15], for n sufficiently large there exists a unique polynomial eigenfunction Qn for the linear
exactly solvable differential operator (5.1) with eigenvalue given by,
λn =
∑
0≤k≤min(M,n)
ρk,k
n!
(n− k)! .
Consider the differential equation
L(M)[u](z)− u(z)
εM
= 0, ε ∈ C \ {0},
or, equivalently,
u(M)(z) +
M−1∑
k=1
ρk(z)
ρM (z)
u(k)(z)− u(z)
εMρM (z)
= 0. (5.2)
It is not difficult to see that Qn is a polynomial solution of (5.2) with εMn = (λn − ρ0,0)−1, where ρ0,0 =
ρ0(z). Conversely, if for some quantity εn, u is a polynomial solution of (5.2) with deg[u] = n, then u is a
polynomial eigenfunction of the exactly solvable differential operator (5.1) with eigenvalue λn = ρ0,0 + ε−Mn .
In order to study the asymptotic behavior of the sequence of eigenpolynomial {Qn}∞n=0, we will find M
linearly independent solutions for (5.2) of the form eyj(z,εn), j = 1, . . . ,M , where yj(z, ε) is expressed by a
convergent infinite series of the form
∞∑
k=0
bj,k(z)ε
k−1 and for each j, k fixed bj,k is holomorphic on the exterior
of any closed Jordan curve containing supp(ν). Functions of this form are known as WKB solutions for a
given differential equation and are widely used in asymptotic expansions of solutions of differential equations
cf. [64, 141]. In general, it is not known if this kind of solutions exists. As far we know, there is no proof of
the convergence of the series that define the WKB solutions for differential equations of the form (5.2).
As usual, we say that U ⊂ C is a domain if U is a connected open set. The setH(U) will denote the space
of all single-valued analytic functions on U and L2(U), the space of all square integrable functions on U with
respect to the area measure.
Let γ be a closed Jordan curve satisfying supp(ν) ⊂ int(γ). According to the Jordan curve’s Theorem,
γ divides the complex plane in two disjoint regions, we denote by int(γ) the region which does not contain
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the∞ point and by ext(γ) the region which contains the∞ point. Assume that ζ ∈ γ and that rζ is a Jordan
curve from ζ to the point at infinity such that rζ
⋂
γ = {ζ} then we define the simply connected open set
Gγ,rζ = ext(γ) \ rζ . Denote by V ∗0 a reduced neighborhood of ε = 0. We prove then that,
THEOREM 5.1. Let L(M) be a non degenerate exactly solvable operator and let γ be a closed Jordan curve
such that supp(ν) ⊂ int(γ), then there exists M linearly independent holomorphic eigenfunctions of the
form uj(z, ε) = eyj(z,ε) for (5.2) on Gγ,rζ × V ∗0 , where yj(z, ε) =
∞∑
k=0
bj,k(z)ε
k−1 and for each j, k fixed
bj,k ∈ H(Gγ,rζ ).
Now assume that the leading coefficient ρM of the operator L(M) is a real polynomial. Take ζ = min
z∈γ⋂R z
and rζ = (−∞, ζ).
Let us denote by Φ0 the primitive on Gγ,rζ of the branch of the function
1
M
√
ρM (z)
which coincides with
1
z
at∞ such that lim
z→∞
z∈Gγ,rζ
Φ0(z)− ln z = 0. Define Φ0 on z0 ∈ (−∞, ζ) as limz→z0
=(z)>0
Φ0(z).
In a similar way, Φ1 denotes the primitive on Gγ,rζ of the function
(M − 1)ρ′M (z)
2MρM (z)
− ρM−1(z)
MρM (z)
,
such that lim
z→∞
z∈Gγ,rζ
Φ1(z)−
(
M − 1
2
− ρM−1,M−1
M
)
ln z = 0. Define Φ1 on z0 ∈ (−∞, ζ) as limz→z0
=(z)>0
Φ1(z).
As a consequence of Theorem 5.1, we deduce a formula for the strong asymptotic behavior of the sequence
of eigenpolynomials {Qn}∞n=0,
THEOREM 5.2. Let L(M) be a non degenerate exactly solvable operator such that ρM is a real polynomial, let
Qn be the n–th monic eigenpolynomial of L(M) and γ a closed Jordan curve such that supp(ν) ⊂ int(γ), then
a) Qn(z) = e
(
n−
(
M − 1
2
− ρM−1,M−1
M
))
Φ0(z) + Φ1(z)
(1 +O(1/n))
b) lim
n→∞
Qn+1(z)
Qn(z)
= eΦ0(z)
c) lim
n→∞
n
√
|Qn(z)| = eRe [Φ0(z)],
uniformly on compacts subsets K ⊂ ext(γ).
Consider the sequence of monic orthogonal polynomials with respect to the Sobolev inner product,
〈P,Q〉 = P (1)Q(1) + 1
c
P ′(1)Q
′
(1) +
∫ 1
−1
P ′Q
′
dx, P,Q ∈ P, c > 0,
which are eigenfunctions of the fourth order differential operator, cf.[89],
L(M)[u] = (z2 − 1)2u(4) + 4z(z2 − 1)u(3) + 2(z − 1)((1 + 2 c)z + 2 c+ 3)u(2). (5.3)
Using Theorem 5.2 we obtain the following asymptotic formula,
lim
n→∞Qn(z) =
(
ϕ(z)
2
)n−1/2
4
√
z2 − 1 (1 +O(1/n)) , z ∈ K ⊂ \C, (5.4)
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where ϕ(z) = z+
√
z2 − 1 and we take the branch of√z2 − 1 for which |ϕ(z)| > 1 whenever z ∈ C\ [−1, 1].
Here we choose the branch of the roots 4
√
z,
√
z from the conditions 4
√
1 = 1,
√
1 = 1.
The chapter is organized as follows. The proof of Theorems 5.1 and 5.2 is carried out in Sections 5.2 and
5.3 respectively. In Section 5.4 we deduce Formula (5.4) for the strong asymptotic behavior of the orthogonal
polynomials with respect to the Sobolev inner product given by (5.3). The contents of this chapter have been
submitted for consider for publication, see [25].
5.2 Functional spaces, multilinear analytic operators and the conver-
gence of exponential series.
In this section we prove the existence of M linearly independent solutions for the differential equation (5.2)
in the form of an exponential convergent series of holomorphic functions. These expressions shall be used in
the next section for the proof of the strong asymptotic behavior of the sequence of eigenpolynomials of (5.1).
We begin with some notation and background on Bergman–Sobolev spaces and analytic operators used in the
proofs of some lemmas.
5.2.1 Bergman–Sobolev spaces and analytic operators.
Given a bounded domain in the complex plane U and a positive number p, the Bergman space with exponent
p for the domain consists of the analytic functions on the domain, whose modulus is pth power integrable
with respect to area (cf. [60, 86]). For p = 2 the Bergman space is denoted by A2(U), i.e. the space of all
single-valued analytic functions f defined in the domain U such that
‖f‖A2(U) =
√∫∫
U
|f(z)|2dA <∞, z = x+ iy,
where all integrals are understood in the Lebesgue sense and dA = dxdy denotes the planar Lebesgue measure
on U . LetH(U) be the space of all single-valued analytic functions on U and L2(U) be the space of all square
integrable functions on U with respect to the area measure, then A2(U) = H(U)⋂L2(U).
As is well known (cf. [60, §1.1] and [94, Lem. 1.4.2]), A2(U) is a Hilbert space with the inner product
〈f, g〉A2(U) =
∫∫
U
f(z)g(z) dA,
g denotes the complex conjugate of g.
In the proof of Lemma 5.1, we need the so called Bergman–Sobolev space of order M for the domain U
defined as
A2,M (U) = {f ∈ A2(U) : f (j) ∈ A2(U) for all 1 ≤ j ≤M},
with inner product given by
〈f, g〉A2,M (U) =
M∑
j=0
∫∫
U
f (j)(x+ ıy))g(j)(x+ ıy) dxdy. (5.5)
PROPOSITION 5.2.1. Let U be a bounded domain of the complex plane, then (A2,M (U), 〈·〉A2,M (U)) is a
separable Hilbert space.
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Proof. From the inclusions A2,M (U) ⊂ A2(U) ⊂ L2(U) we deduce that A2,M (U) is a separable vector
space.
Let’s prove now that A2,M (U) is complete. Let {fn} ⊂ A2,M (U) be a Cauchy sequence on A2,M (U),
then fn, f
(1)
n , . . . , f
(M)
n are Cauchy sequences on the Hilbert space A2(U) which implies that there exists
f, f1, . . . , fM ∈ A2(U) such that lim
n→∞ ‖fn − f‖A2(U) → 0 and limn→∞ ‖f
(j)
n − fj‖A2(U) → 0, 1 ≤ j ≤ M ,
then from [122, Th. 3.21, Vol III] we deduce that fn → f and f (j)n → fj , 0 ≤ j ≤ M uniformly on int(U),
hence f (j) = fj , 1 ≤ j ≤M from where we deduce the completeness of A2,M (U).
Suppose that X and Y are Banach spaces over the field C, k ∈ N and Xk = X × · · · × X , k times. A
mapping Ψ : Xk −→ Y is said to be a multilinear operator (k-linear in this case) if it is linear in each variable
separately. It is said to be bounded (or continuous, as in the linear case) multilinear operator if, in addition,
sup ‖xi‖≤1
i=1,...,k
‖Ψ(x1, x2, . . . , xk)‖ <∞. LetMk(X,Y ) be the set of all bounded multilinear operators endowed
with the norm
|||Ψ||| = sup
‖xi‖≤1
i=1,...,k
‖Ψ(x1, x2, . . . , xk)‖.
As it is known, (Mk, ||| · |||) is a Banach space.
An operator Ψ ∈Mk(X,Y ) is called symmetric if Ψ(x1, x2, . . . , xk) = Ψ(xpi(1), xpi(2), . . . , xpi(k)), where
pi ∈ Sk and Sk is the group of permutations of the set {1, 2, . . . , k}. The symmetric operators form a closed
subspace ofMk(X,Y ).
The higher order Fre´chet derivatives of a function F : U ⊂ X −→ Y , where U is an open subset, is a
standard example of bounded symmetric multilinear operator [29, Prop. 3.2.3].
A mapping F : U −→ Y is analytic at x0 ∈ U if, for all x ∈ U with ‖x− x0‖ sufficiently small
F (x) =
∞∑
k=0
fk(x− x0)k, (5.6)
where F (x0) = f0(x − x0)0 = f0 ∈ Y and fk(x − x0)k ≡ fk(x− x0, . . . , x− x0︸ ︷︷ ︸)
k times
, fk ∈ Mk(X,Y ) is
symmetric and there exist r > 0 such that supk≥0 r
k|||fk||| = M <∞.
The mapping F is said to be analytic in U if it is analytic at every point of U .
5.2.2 Linearly independent solutions.
Let us denote by Pk(y(1), . . . , y(k)) the polynomial in the functional variables (y(1), . . . , y(k)) defined for all
integers 1 ≤ k ≤M by the relation
Pk(y
(1), . . . , y(k)) = e−y (ey)(k) .
According to the Faa di Bruno formula [150], Pk(y(1), . . . , y(k)) can be expressed as
Pk(y
(1), . . . , y(k)) =
∑( k
n1, . . . , nk
)(
y(1)
1!
)n1
· · ·
(
y(k)
k!
)nk
, (5.7)
if k < N , where
(
k
n1, . . . , nk
)
=
k!
n1! · · ·nk! , and the sum is over all partitions of k, i.e., values of n1, ..., nk ∈
N such that n1 + 2n2 + · · ·+ knk = k.
For convenience, let additionally
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P̂M (y
(1), . . . , y(M−1)) = e−y (ey)(M) − y(M) −
(
y(1)
)M
(5.8)
= PM (y
(1), . . . , y(M−1))− y(M) −
(
y(1)
)M
.
In the sequel V0 ⊂ C will denote a neighborhood of 0 and V ∗0 = V0 \ {0}. Let γ be a closed Jordan curve
such that supp(ν) ⊂ int(γ). Assume that ζ ∈ γ and that rζ is a Jordan curve from ζ to the point at infinity
such that rζ
⋂
γ = {ζ}. The following Lemma proves the existence of solutions in the form of exponential
series for some open sets of the complex plane.
LEMMA 5.1. Assume that ρM in the differential equation (5.2) satisfies deg[ρM ] = M and let γ be a closed
Jordan curve and C a circle such that supp(ν) ⊂ int(γ) ( int(C), U = [Gγ,rζ \ ext(C)] \ C1 and
{zj,k}j=1,...,M
k=0,...,∞
⊂ U a sequence of complex numbers. Then, there exist M linearly independent holomorphic
solutions of the differential equation (5.2) of the form
uj(z, ε) = e
yj(z,ε), (z, ε) ∈ U × V ∗0 , j = 1, . . . ,M, (5.9)
where
yj(z, ε) =
∞∑
k=0
bj,k(z)ε
k−1, (5.10)
and for each j fixed, 1 ≤ j ≤M , {bj,k}∞k=0 is a unique sequence of single valued analytic functions on U such
that bj,k(zj,k) = 0.
Proof. The relations (5.7),(5.8) and the transformation of the variable u = ey give us that (5.2) can be expressed
as
y(M) +
(
y(1)
)M
+ P̂M (y
(1), . . . , y(M−1)) +
M−1∑
k=1
ρk(z)
ρM (z)
Pk(y
(1), . . . , y(k))− 1
ρM (z)εM
= 0. (5.11)
Multiplying (5.11) by εM , transforming the variable
y(1) = wε−1, (5.12)
and using the homogeneity of Pk we obtain,
wM + εM−1
(
w(M−1) + P̂M (w, . . . , w(M−2)) +
M−1∑
k=1
ρk(z)
ρM (z)
Pk(w, . . . , w
(k−1))
)
− 1
ρM (z)
= 0.
Let D ⊂ C be the unit disk and F (w, ε) the differential expression
F (w, ε) = wM + εM−1w(M−1) + εM−1P̂M (w,w(1), . . . , w(M−2))
+εM−1
M−1∑
k=1
ρk(z)
ρM (z)
Pk(w,w
(1), . . . , w(M−2))− 1
ρM (z)
. (5.13)
Now consider F as the operator
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F : A2,M (U)×D −→ A2,M (U)
(w, ε) −→ F (w, ε).
Notice that F is an analytic operator (F-analytic, where F denotes the field of scalars, R or C) in the sense
of [29, Def. 4.3.1 and §4.4]. In other words, let U ⊂ (A2,M (U)×D) be an open subset and (w0, ε0) ∈ U , for
(w, ε) sufficiently close to (w0, ε0)
F (w, ε) =
∞∑
k=0
fk(w − w0, ε− ε0)k,
where for each k
fk : (A2,M (U)×D)× · · · × (A2,M (U)×D)︸ ︷︷ ︸ → A2,M (U)
k times
((w, ε), . . . , (w, ε)) → fk(w, ε)k = fk((w, ε), . . . , (w, ε))
is a multilinear, symmetric and bounded operator (cf. [29, Ch. 4]). From (5.13) we deduce that for the operator
F only a finite number of operators fk are different from the null one and are determined by each one of the
summands of (5.13).
It is not difficult to see that for the function
(
M
√
ρM (z)
)−1
, z ∈ U , it is possible to separate M single
valued analytic branches on U . Let us define b̂j,0,U ≡ b̂j,0(z) =
(
M
√
ρM (z)
)−1
, z ∈ U , where the index
j = 1, . . . ,M denotes each branch of the root. Notice that b̂j,0 ∈ H(U) and F (̂bj,0, 0) = 0, for every j.
Let us fix an index j and denote by ∂wF [(̂bj,0, 0)] the partial Fre´chet derivative of F with respect to w at
(̂bj,0, 0) (cf. [29, Def. 3.1.5]). From (5.13), ∂wF [(̂bj,0, 0)] is the bounded linear operator
∂wF [(̂bj,0, 0)] : A
2,M (U) −→ A2,M (U),
h −→ Mb̂M−1j,0 h,
which is an homeomorphism from A2,M (U) to itself.
From the analytic implicit function theorem in Banach spaces (cf. [29, Th. 4.5.4]) with ε0 = 0, there exists
a neighborhood of 0, V0 ⊂ D, and an unique analytic function φj : V0 → A2,M (U), such that
F (φj(ε), ε) = 0,
φj(0) = b̂j,0(z). (5.14)
As φj is analytic, φj(ε) =
∞∑
k=0
ηj,k(ε)
k, where for each k
ηk : V0 × · · · × V0︸ ︷︷ ︸ −→ A2,M (U)
k times
(ε, . . . , ε) −→ ηj,k(ε)k = ηj,k(ε, . . . , ε),
is a multilinear symmetric bounded operator.
From Proposition 5.2.1 we have that A2,M (U) is a separable Hilbert space, hence its dual is separable, and
from the integral representation Theorem for multilinear bounded operators in Banach spaces [20, Th. 3], we
deduce that ηj,k(ε)k = b̂j,k(z)εk, where for each 0 ≤ k ≤ ∞, b̂j,k ∈ H(U). Let us define wj(z, ε) = φj(ε).
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From the above discussion we have then that there exist M linearly independent functions of the form
wj(z, ε) =
∞∑
k=0
b̂j,k(z)ε
k, where {b̂j,k}∞k=0 are analytic on U and the index j denotes a fixed branch of
the function w0(z) =
1
M
√
ρM (z)
. Applying the inverse transformation (5.12) we obtain that yj(z, ε) =
∞∑
k=0
bj,k(z)ε
k−1, where
bj,k(z) =
∫ z
zj,k
b̂j,k(t)dt. (5.15)
From [122, Th 13.5 Vol I] we deduce that for each j fixed, 1 ≤ j ≤ M , {bj,k}∞k=0 is a sequence of single
valued analytic functions on U such that bj,k(zj,k) = 0.
Before we state the next Theorem, we remind some concepts from analytic function continuation (cf. [122,
Vol II, Ch. 8]),
DEFINITION 5.1. A pair {G, f} consisting of a domainG and an analytic function f onG is said an (function)
element and G is the domain of the element.
DEFINITION 5.2. Each two elements {G, f}, {D, g} is said to be a direct analytic continuation of each other
if G
⋂
D 6= ∅ and if there exists a domain g ⊂ G⋂D such that f(z) = g(z),∀z ∈ g.
From the preceding Lemma, we obtain the existence of M linearly independent holomorphic solutions for
the differential equation (5.2) defined on the exterior of any closed Jordan curve containing the set supp(ν).
Proof. (of Theorem 5.1)
Let C1 be a circle such that int(γ) ( int(C1). Consider the sequence of complex numbers
{zj,k}j=1,...,M
k=0,...,∞
⊂ [Gγ,rζ \ ext(C1)] \ C1.
Consider a sequence of circles {Cn}∞n=2 satisfying
• int(C1) ( int(Cn) ( int(Cn+1)
•
⋃
n>1
int(Cn) = C.
Define the sequence of simply connected domains
Sn =
[
Gγ,rζ \ ext(Cn)
] \ Cn, n ≥ 1.
Notice that S1 ⊂ · · · ⊂ Sn ⊂ · · · . Let us take two consecutive sets Sn, Sn+1. From Lemma 5.1 we
have that there exist two analytic functions yj,n(z, ε) =
∞∑
k=0
bj,k,n(z)ε
k, yj,n+1(z, ε) =
∞∑
k=0
bj,k,n+1(z)ε
k on
Sn, Sn+1, respectively, uniquely determined from the conditions bj,k,n(zj,k) = 0, bj,k,n+1(zj,k) = 0. As
Sn ⊂ Sn+1 we have that for each j, k fixed {Sn+1, bj,k,n+1} is a direct analytic continuation of {Sn, bj,k,n}.
Consider now the set Sj,k =
⋃
n∈N
{Sn, bj,k,n} with the relation of order {Sn, bj,k,n} < {Sm, bj,k,Sm} if an
only if Sm ⊂ Sn. By construction, Sj,k is a totally ordered set and by the Zorn’s Lemma there exists a maximal
element {X,Y } in Sj,k. This element is unique. To prove this assume that there exist two maximal elements
{X1, Y1}, {X2, Y2}. Since {X1, Y1} ∈ Sj,k, {X2, Y2} is maximal and Sj,k is totally ordered we have either
{X1, Y1} < {X2, Y2} or {X2, Y2} < {X1, Y1}, which is a contradiction. Hence the maximal element is
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unique. It is not difficult to se that X = Gγ,rζ (since X must contain all the Sn) and Y is a holomorphic
function on Gγ,rζ .
The following Lemma is a direct consequence of the Cauchy formula for the multiplication of two formal
power series (the discrete convolution of the two sequences) [73, (0.316)].
LEMMA 5.2. Let
{ ∞∑
k=0
aν,kz
k−nν
}m
ν=1
be m formal power series, n1, . . . , nm ∈ Z+and n =
m∑
i=1
ni. Then
m∏
ν=1
( ∞∑
k=0
aν,kz
k−nν
)
=
∞∑
k=0
 ∑
j1+···jm=k
a1,j1 · · · am,jm
 zk−n.
Let us define the multi–indices of non negative integers,
n = {n1, . . . , ni}, s = {s1,n1 , . . . , st1,n1 , . . . , s1,ni , . . . , sti,ni}, t = {t1, . . . , ti}.
Let T be the diophantine system of equations
n1 + 2n2 · · ·+ ini = i,
max{1,−k + i} ≤ n1 + · · ·+ ni ≤ i,
t1 + · · ·+ ti = k + n1 + · · ·+ ni − i,
s1,n1 + · · ·+ t1st1,n1 = t1,
...
s1,ni + · · ·+ tisti,ni = ti.
The next Lemma give us an explicit formula to calculate the functions that define the exponential series and
will be used in the sequel.
LEMMA 5.3. Let γ be a closed Jordan curve such that supp(ν) ⊂ int(γ), U = Gγ,rζ , where Gγ,rζ is as in
Theorem 5.1. If e
∞∑
k=0
bj,k(z)ε
k−1
is a solution of (5.2) defined on U × V ∗0 , then the functions b(1)j,k satisfy the
recurrence relations
[
b
(1)
j,0(z)
]M
=
1
ρM (z)
M
[
b
(1)
j,0(z)
]M−1
b
(1)
j,k(z) +Rk
(
b
(1)
j,0(z), . . . , b
(1)
j,k−1(z), . . . , b
(M)
j,0 (z), . . . , b
(M)
j,k−1(z)
)
= 0, (5.16)
k ∈ N, whereRk(.) =
min{M,k}∑
j=0
ρk−j(z)
ρM (z)
Υk−j,M−j(z)−
[
b
(1)
j,0(z)
]M−1
b
(1)
j,k(z) doesn’t depend on b
(1)
j,k and
Υk,i(z) =
∑
n,s,t∈T
(
i
n1, . . . , ni
)
i∏
r=1
nr!
(nr − µ(s, r))!s1,nr ! · · · str,nr !
[
b
(r)
j,0(z)
]nr−µ(s,r) ti∏
v=1
[
b
(r)
j,v(z)
]sv,nr
(r!)nr
µ(s, r) = s1,nr + · · ·+ sk,nr ,
and
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[
b
(1)
j,0(z)
]M
=
1
ρM (z)
, (5.17)
b
(1)
j,1(z) =
M − 1
2M
ρ
(1)
M (z)
ρM (z)
− 1
M
ρM−1(z)
ρM (z)
.
Proof. From Lemma 5.1 there exist M solutions to the equation (5.2) of the form
uj(z, ε) = e
yj(z,ε) where yj(z, ε) =
∞∑
k=0
bj,k(z)ε
k−1.
Relations (5.7),(5.8) and the transformation of the variable u = ey give us that (5.2) can be expressed as
M∑
i=1
εMPi(y
(1), . . . , y(i))
ρi(z)
ρM (z)
− 1
ρM (z)
= 0. (5.18)
From (5.7), [171, page 237] we have,
εMPi
( ∞∑
k=0
bj,k(z)ε
k−1
)(1)
, . . . ,
( ∞∑
k=0
bj,k(z)ε
k−1
)(i) =
εM
∑
n1+···+ini=i
1≤n1+···+ni≤i
(
i
n1,...,ni
) i∏
r=1

∞∑
k=0
(
mk,nr (b
(r)
j,0(z), . . . , b
(r)
j,k(z))
)
εk−nr
(r!)nr
 , (5.19)
where
mk,nr (b
(r)
j,0(z), . . . , b
(r)
j,k(z)) = ∑
s1,nr+···+ksk,nr=k
nr!
(nr−µ(s,r))!s1,nr !···sk,nr !
[
b
(r)
j,0(z)
]nr−µ(s,r) k∏
v=1
[
b
(r)
j,v(z)
]sv,nr ,
and µ(s, r) = s1,nr + · · ·+ sk,nr .
From Lemma 5.2 we deduce that (5.19) is
εM
∑
n1+···+ini=i
1≤n1+···+ni≤i
(
i
n1,...ni
) ∞∑
k=0
∑
t1+···+ti=k
i∏
r=1
mtr,nr (b
(r)
j,0(z), . . . , b
(r)
j,tr,U
(z))
(r!)nr
εk−n1−···−ni =
εM
 ∑
n,t,k∈T1
(
i
n1,...ni
) ∑
s,t∈T2
i∏
r=1
nr!
(nr − µ(s, r))!s1,nr ! · · · str,nr !
[
b
(r)
j,0(z)
]
(r!)nr
nr−µ(s,r) tr∏
v=1
[
b
(r)
j,v(z)
]sv,nr
 εk,
where T1 is the system
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n1 + · · ·+ ini = i,
1 ≤ n1 + · · ·+ ni ≤ i,
−n1 − · · · − ni ≤ k ≤ ∞,
t1 + · · ·+ ti = k + n1 + · · ·+ ni,
and T2 is the system
s1,n1 + · · ·+ t1st1,n1 = t1,
...
s1,ni + · · ·+ tisti,ni = ti.
Therefore, (5.19) simplifies to
εM
∞∑
k=−i
 ∑
n,t,k∈T3
(
i
n1,...ni
) ∑
s,t∈T2
i∏
r=1
nr!
(nr−µ(s,r))!s1,nr !···str,nr !
[
b
(r)
j,0(z)
]
(r!)nr
nr−µ(s,r) tr∏
v=1
[
b
(r)
j,v(z)
]sv,nr
 εk,
where T3 is the system
n1 + · · ·+ ini = i,
max{1,−k} ≤ n1 + · · ·+ ni ≤ i,
t1 + · · ·+ ti = k + n1 + · · ·+ ni.
From this we deduce that
εMPi
( ∞∑
k=0
bj,k(z)ε
k−1
)(1)
, . . . ,
( ∞∑
k=0
bj,k(z)ε
k−1
)(i) = εM ∞∑
k=0
Υk,iε
k−i,
where
Υk,i =
∑
n,s,t∈T
(
i
n1,...,ni
) i∏
r=1
nr!
(nr − µ(s, r))!s1,nr ! · · · str,nr !
[
b
(r)
j,0(z)
]nr−µ(s,r) tr∏
v=1
[
b
(r)
j,v(z)
]sv,nr
(r!)nr
. (5.20)
We have then that (5.18) can be expressed as
− 1
ρM (z)
+
∞∑
k=0
min{M−1,k}∑
j=0
ρM−j(z)
ρM (z)
Υk−j,M−j
 εk = 0. (5.21)
From the equality to 0 of the power series in ε (5.21), we deduce that each coefficient of the power series
must equal 0.
Consider now the coefficient associated to the power εk of (5.21). We want to show that
Υk,M (z) +
ρM−1(z)
ρM (z)
Υk−1,M−1(z) + · · ·+ ρM−j(z)
ρM (z)
Υk−j,M−j(z),
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is of the form
M
[
b
(1)
j,0(z)
]M−1
b
(1)
j,k(z) +Rk
(
b
(1)
j,0(z), . . . , b
(1)
j,k−1(z), . . . , b
(M)
j,0 (z), . . . , b
(M)
j,k−1(z)
)
,
and Rk(.) does not depend on b
(1)
j,k(z). To prove it, we shall show that Υk,M contains the summand
M
[
b
(1)
j,0(z)
]M−1
b
(1)
j,k(z) and this summand will not be present in the remaining terms Υk−j,M−j . We analyze
separately the cases j = 0 and 0 < j ≤ min{M − 1, k}.
Suppose that j = 0. From the set of diophantine equations that define the sum in (5.20) we have that if
i = M and n1 = M then t1 = k, taking the partition st1,M = 1 corresponding to t1 = k we have that
ρk,M contains the summand M
[
b
(1)
j,0
]M−1
b
(1)
j,k . It is clear that if we take another partition {s1,n1 , . . . , st1,n1}
corresponding to t1 = k it will not contain the term b
(1)
j,k .
It is also clear that the only solution to the diophantine equation n1 + · · · + MnM = M for which n1 +
· · ·+ nM = M is n1 = M which implies that t1 + · · · tM < k. Therefore, the remaining summands of ρk,M
do not contain the term bj,k nor its higher derivatives.
We analyze now the case 0 < j ≤ min{M−1, k}. Again, from the set of diophantine equations that define
the sum in (5.20) if j > 0 we have that t1 + · · ·+ tM−j = k− j+n1 + · · ·+nM−j − (M − j) < k, therefore
the remaining summands of Υk−j,M−j do not contain the term b
(1)
j,k nor its higher derivatives.
The particular cases are of interest, the coefficients of (5.21) associated to the power k = 0 and k = 1 of
εk. We have then
Υ0,M (z) =
1
ρM (z)
,
ρM−1(z)
ρM (z)
Υ0,M−1(z) + Υ1,M (z) = 0.
Expression (5.20) gives
Υ1,M (z) =
M(M − 1)
2
[
b
(1)
j,0(z)
]M−2
b
(2)
j,0(z) +M
[
b
(1)
j,0(z)
]M−1
b
(1)
j,1(z),
Υ0,M−1(z) =
[
b
(1)
j,0(z)
]M−1
,
which lead us to the equations (5.17).
5.3 Strong asymptotic behavior
The results of the preceding section can be applied to find the strong asymptotic behavior of the eigenpolyno-
mials of the operator under the assumption that ρM is a real polynomial. Let γ be a closed Jordan curve such
that supp(ν) ⊂ int(γ), from the assumption that ρM is real, it is immediate that min
z∈γ⋂R z is finite. In the
sequel, let us define ζ = min
z∈γ⋂R z, and rζ = (−∞, ζ).
From (5.15) and Theorem 5.1 we deduce that
bj,0(z) =
∫ z
z0
dt
M
√
ρM (t)
+ c, j = 1, . . . ,M,
where z, z0 ∈ Gγ,rζ , c ∈ C.
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For a given region Gγ,rζ , we shall denote by b1,0 defined for z ∈ Gγ,rζ a primitive, with z0 and c real
numbers, of the branch of the function
1
M
√
ρM (z)
which coincides with
1
z
at∞. The primitive on the remaining
sheets will be denoted by bj,0. In this section we obtain a formula for the strong asymptotic behavior of the
polynomial Qn. We need some preliminaries lemmas.
LEMMA 5.4. Assume that ρM is a real monic polynomial and define the function g1(x) = b1,0(x)−lnx, x > 0.
There exists a x0 ∈ R+ such that if x ≥ x0 then
2 |g1(x− δ)− g1(x)| <
Re
eı2(j − 1)piM
− 1
 (ln(x− δ)− lnx) , j = 2, . . . ,M, (5.22)
for 0 < δ < δ0(x), for some δ0(x).
Proof. As ρM is a real polynomial we have two alternatives; either there exists a point x1 ∈ R+ large enough
such that
g
′
1(x) =
1
M
√
ρM (x)
− 1
x
> 0, ∀x ≥ x1, j = 2, . . . ,M, (5.23)
or
g
′
1(x) =
1
M
√
ρM (x)
− 1
x
< 0, ∀x ≥ x1, j = 2, . . . ,M. (5.24)
Suppose that (5.23) holds, then it is easy to see that there exists a x0 such that if x ≥ x0 then
1 + Re
eı2(j − 1)piM

2
M
√
ρM (x) <
M
√
ρM (x) < x,
which is equivalent to
2
(
1
x
− 1
M
√
ρM (x)
)
<
1− Re
eı2(j − 1)piM

x
, j = 2, . . . ,M. (5.25)
Suppose that (5.24) holds, we have that there exists a x0 such that if x ≥ x0 then
x < M
√
ρM (x) <
3− Re
eı2(j − 1)piM

2
M
√
ρM (x),
and this gives
2
(
1
M
√
ρM (x)
− 1
x
)
<
1− Re
eı2(j − 1)piM

x
, j = 2, . . . ,M. (5.26)
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From (5.25),(5.26) we deduce that there exists x0 ∈ R+ such that
2|g′1(x)| <
1− Re
eı2(j − 1)piM

x
, j = 2, . . . ,M, (5.27)
for x > x0. From the relations
|g′1(x)| = lim
δ→0
|g1(x− δ)− g1(x)|
δ
,
− 1
x
= lim
δ→0
ln(x− δ)− ln(x)
δ
,
and from (5.27) we deduce (5.22).
LEMMA 5.5. Assume that ρM is a real monic polynomial. There exists a x0 ∈ R+ such that if x ≥ x0 then
b1,0(x− δ)− b1,0(x) < Re[bj,0(x− δ)]− Re[bj,0(x)], ∀j > 1, (5.28)
for 0 < δ < δ0(x), for some δ0(x).
Proof. Let xa be such that ρM (x) > 0,∀x > xa. Then Re[bj,0(x)] = Re
eı2(j − 1)piM
 b1,0(x) for j =
2, . . . ,M and x > xa.
As Re
eı2(j − 1)piM
 < 1, ∀j > 1, then the following inequality holds,
− |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)|
< Re [bj,0(x− δ)− bj,0(x)]− Re
eı2(j − 1)piM {ln(x− δ)− lnx}
 ,
for x > xa, 0 < δ < δa(x), from where we deduce,
Re
eı2(j − 1)piM {ln(x− δ)− lnx}
− |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| <
Re [bj,0(x− δ)− bj,0(x)] , j = 2, . . . ,M, (5.29)
is valid for x > xa.
Let us denote h(x) = Re
eı2(j − 1)piM − 1
 {ln(x − δ) − lnx)} for j = 2, . . . ,M . From (5.22) of
Lemma 5.4 we deduce that there exists x1 ∈ R+ such that
h(x) > 2 |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| , (5.30)
for x > x1, 0 < δ < δ1(x).
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Let x0 be such that, x0 > max{xa, x1} and δ(x) < min{δa(x), δ1(x)} such that (5.29) and (5.30) hold
simultaneously for x > x0, 0 < δ < δ(x).
From
b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx) ≤ |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| ,
we deduce that
b1,0(x− δ)− b1,0(x)− 2 |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| ≤
ln(x− δ)− lnx− |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| .
This implies
b1,0(x− δ)− b1,0(x)− 2 |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)|+ h(x) ≤
ln(x− δ)− lnx+ h(x)− |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| =
Re[e
ı
2(j − 1)pi
M {ln(x− δ)− lnx}]− |b1,0(x− δ)− b1,0(x)− (ln(x− δ)− lnx)| <
Re[bj,0(x− δ)− bj,0(x)],
where the last inequality follows from (5.29). From first inequality and the last inequality of the above expres-
sion and from (5.30) we deduce that
b1,0(x− δ)− b1,0(x) < Re[bj,0(x− δ)]− Re[bj,0(x)], ∀j > 1,
for x ≥ x0, 0 < δ < δ0(x), for some δ0(x), which is (5.28).
LEMMA 5.6. Assume that a0, . . . , aM ∈ C, a0 6= 0 and consider the algebraic equation
M∑
k=1
akω
k − a0
εM
= 0. (5.31)
Then for every j fixed, j = 0, . . . ,M − 1, there exists a unique analytic function
ωj(ε) =
∞∑
k=0
hj,kε
k−1, hj,0 = M
√
|a0|e
ı=
[
arg[a0] + 2 j pi
M
]
,
defined on some reduced neighborhood V ∗ε (0) of ε = 0 such that ωj(ε) is a root of (5.31).
Proof. Without loss of generality we shall assume that aM = 1. Multiplying by ε and making the change of
variable w = ωε, (5.31) becomes into
F (ε, w) = wM +
M−1∑
k=1
akε
M−kwk − a0 = 0. (5.32)
Notice that F (0, w) = wM − a0 has M roots. Denote by wj,0 the roots of M√a0, we have then
114 Orthogonal polynomials with respect to differential operators and matrix orthogonal polynomials
wj,0 =
M
√
|a0|e
ı=
[
arg[a0] + 2 j pi
M
]
, j = 0, . . . ,M − 1.
Let us fix j, and notice that
∂F
∂w
(0, wj,0) 6= 0. From the implicit function theorem [122, Th 3.11, Vol
II] there exists an unique analytic function wj(ε) =
∞∑
k=0
εkhj,k such that wj(0) = hj,0 = wj,0, on some
neighborhood Vε(0) of ε = 0 which is a solution to (5.32).
Taking into account that w = ωε, ε 6= 0 we obtain that ωj(ε) =
∞∑
k=0
εk−1hj,k is a solution of (5.31) for
some reduced neighborhood V ∗ε (0) of ε = 0.
From the preceding lemmas we obtain the following representation for the polynomial Qn on the exterior
of any closed Jordan curve γ containing supp(ν).
LEMMA 5.7. Assume that ρM is a real monic polynomial and γ a closed Jordan curve such that supp(ν) ⊂
int(γ). Define y1(z, εn) on Gγ,rζ as in Theorem 5.1. Then, there exists n0 ∈ N and an unique constant cn
such that
Qn(z) = cne
y1(z,εn), ∀n > n0, ∀z ∈ Gγ,rζ , (5.33)
where εMn =
1
λn − ρ0,0 and Qn a monic polynomial eigenfunction of (5.1).
Proof. According to [15], there exists n0 ∈ N such that if n > n0 the operator (5.1) has a unique polynomial
eigenfunctionQn for every fixed nwith eigenvalue λn =
∑
0≤k≤min(M,n)
ρk,k
n!
(n− k)! and with zeros contained
on int(γ). We have then that Qn is a polynomial solution to (5.2) with εMn =
1
λn − ρ0,0 .
From Theorem 5.1 we deduce that there exist M sequences {bj,k}∞k=0 of single–valued analytic functions
satisfying (5.16) and unique constants c1(n), . . . , cM (n) such that
Qn(z) = c1(n)e
y1(z,εn) + · · ·+ cM (n)eyM (z,εn), ∀z ∈ Gγ,rζ ,
where yj(z, εn) =
∞∑
k=0
bj,k(z)ε
k−1
n .
By Lemma 5.5 there exists a x0 ∈ R+ large enough (in particular it can be assumed that x0 ∈ Gγ,rζ ) and
δ(x0) > 0 such that
b1,0(x0 − δ)− b1,0(x0) < Re[bj,0(x0 − δ)]− Re[bj,0(x0)], ∀j > 1,
for every δ such that 0 < δ < δ0(x).
From [15, Lemma 9] we have that for n sufficiently large the zeros of Qn are contained in a compact set
K. Consider an open subset U ⊂ K ⊂ Gγ,rζ such that {x0, x0− δ} ∈ U . From [15, Ths. 2,4] and the relation
1
n
Q′n(z)
Qn(z)
=
∫
dνn(ζ)
z − ζ , we deduce that,
lim
n→∞
n
√
|Qn(z)| = eRe[b1,0(z) + c], ∀z ∈ U (5.34)
for some c ∈ R. Then, we have
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Qn(x0) = c1(n)e
y1(x0,εn) + . . . + cM (n)e
yM (x0,εn)
...
Q(M−1)n (x0) = c1(n)
DM−1
dxM
(
ey1(x,εn)
)∣∣∣∣
x=x0
+ . . . + cM (n)
DM−1
dxM−1
(
eyM (x,εn)
)∣∣∣∣
x=x0
.
Using Cramer’s rule we obtain the following representation for the coefficients cj(n),
cj(n) =
Wx0(. . . , e
yj−1(x,εn), Qn(x), e
yj+1(x,εn), . . . )
Wx0(e
y1(x,εn), . . . , eyM (x,ε))
, (5.35)
where Wx0(f1(x), . . . , fn(x)) denotes the Wronskian of the set of functions {f1, . . . , fn} at x = x0.
Denote by j0 the index satisfying,
Re[(bj0,0(x0 − δ)− bj0,0(x0))] = max
j=1,...,M
{Re[bj,0(x0 − δ)− bj,0(x0))]} (5.36)
cj0(n) 6= 0.
According to Lemma 5.5, j0 6= 1.
Let us express Qn(x) at x = x0 − δ as
µj0(x0, εn)dj0(x0 − δ, εn)
eRe[yj0(x0 − δ, εn)− yj0(x0, εn)]
1 + ∑
jk 6=j0
µjk(x0, εn)djk(x0 − δ, εn)
µj0(x0, εn)dj0(x0 − δ, εn)
eΘjk (x0,x0−δ)
 , (5.37)
where
Θjk(x0, x0 − δ) = Re [yjk(x0 − δ, εn)− yjk(x0, εn)− (yj0(x0 − δ, εn)− yj0(x0, εn))] ,
µj(x0, εn) = cj(n)e
yj(x0,εn),
dj(x0 − δ, εn) = e=[yj(x0 − δ, εn)− yj(x0, εn)].
We claim that lim
n→∞
∣∣∣∣µjk(x0, εn)µj0(x0, εn)
∣∣∣∣ exists and is finite. Indeed, from the definition of µj(x0, εn) and (5.35)
the term
µjk(x0, εn)
µj0(x0, εn)
can be written as
αjk,0(x0, εn)Qn(x0) + · · ·+ αjk,M−1(x0, εn)Q(M−1)n (x0)
αj0,0(x0, εn)Qn(x0) + · · ·+ αj0,M−1(x0, εn)Q(M−1)n (x0)
, (5.38)
where αjk,k(x0, εn) is the minor associated to the element Q
(k)
n (x0) of the matrix

· · · 1 Qn(x0) 1 . . .
· · ·
D
dx
(
eyjk−1(x,εn)
)∣∣
x=x0
eyjk−1(x0,εn)
Q
′
n(x0)
D
dx
(
e(yjk+1(x,εn)
)∣∣
x=x0
eyjk+1(x0,εn)
. . .
...
· · ·
DM−1
dxM−1
(
eyjk−1(x,εn)
)∣∣∣
x=x0
eyjk−1(x0,εn)
Q
(M−1)
n (x0)
DM−1
dxM−1
(
eyjk−1(x,εn)
)∣∣∣
x=x0
eyjk−1(x0,εn)
. . .

.
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Notice that
αjk,M−1(x0, εn) = Wx0
(
. . . , eyjk−1(x,εn), eyjk+1(x,εn), . . .
)
e
−
∑
j 6=jk
yj(x0, εn)
, (5.39)
from where we deduce that
αjk,M−1(x0, εn) 6= 0. (5.40)
According to [15] we have,
lim
n→∞
Q
(k)
n (x0)
n · · · (n− k + 1)Qn(x0) =
1
ρM (x0)
. (5.41)
From Theorem 5.1 yj(z, εn) =
∞∑
k=0
bj,k(z)ε
k−1
n , bj,k ∈ H(U), hence from (5.39) and (5.7) we have
lim
n→∞
αjk,M−1(x0, εn)
nM2(M−1)/2
= (−1)M−1+jk
∣∣∣∣∣∣∣∣∣∣
· · · 1 1 · · ·
· · · b′jk−1,0(x0) b
′
jk+1,0
(x0) · · ·
...
...
· · ·
[
b
′
jk−1,0(x0)
]M−1 [
b
′
jk+1,0
(x0)
]M−1
· · ·
∣∣∣∣∣∣∣∣∣∣
. (5.42)
From (5.40), (5.41) and (5.42), we deduce
lim
n→∞
µjk(x0, εn)
µj0(x0, εn)
=
αjk,1(x0, εn)
nM2(M−2)/2nM−1
+ · · ·+ αjk,M−1(x0, εn)
nM2(M−2)/2
Q
(M−1)
n (x0)
nM−1Qn(x0)
αj0,1(x0, εn)
nM2(M−2)/2nM−1
+ · · ·+ αj0,M−1(x0, εn)
nM2(M−2)/2
Q
(M−1)
n (x0)
nM−1Qn(x0)
(5.43)
= (−1)jk−j0
∣∣∣∣∣∣∣∣∣∣
· · · 1 1 . . .
· · · b′jk−1,0(x0) b
′
jk+1,0
(x0) . . .
...
...
· · ·
[
b
′
jk−1,0(x0)
]M−1 [
b
′
jk+1,0
(x0)
]M−1
. . .
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
· · · 1 1 . . .
· · · b′j0−1,0(x0) b
′
j0+1,0
(x0) . . .
...
...
· · ·
[
b
′
j0−1,0(x0)
]M−1 [
b
′
j0+1,0
(x0)
]M−1
. . .
∣∣∣∣∣∣∣∣∣∣
.
Condition (5.36) yields
lim
n→∞ e
Θjk (x0,x0−δ) = 0, jk 6= j0, (5.44)
and (5.43), (5.44),
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lim
n→∞
∣∣∣∣∣∣1 +
∑
jk 6=j0
µjk(x0, εn)djk(x0 − δ, εn)
µj0(x0, εn)dj0(x0 − δ, εn)
eΘjk (x0,x0−δ)
∣∣∣∣∣∣
1/n
= 1. (5.45)
It is not difficult to see that,
lim
n→∞
n
√
|µj0(x0, εn)| = eRe[bj0,0(x0)]. (5.46)
Therefore, from (5.37), (5.43), (5.45) and (5.46) we have that
lim
n→∞
n
√
|Qn(x0 − δ)| = eRe[bj0,0(x0 − δ)],
for every δ such that 0 < δ < δ0(x), which contradicts (5.34), since j0 6= 1, therefore cj(n) = 0, j > 1, from
where we deduce (5.33).
It is possible to show that the representation (5.33) is also valid on ext(γ), as proves the following lemma
LEMMA 5.8. With the same hypothesis of Lemma 5.7, if z0 ∈ (−∞, ζ) then the following limit exists
lim
z→z0
=(z)>0
y1(z, εn),
and if y1(z0, εn) = limz→z0
=(z)>0
y1(z, εn) then,
Qn(z) = cne
y1(z,εn),∀n > n0 ∀z ∈ ext(γ).
Proof. From (5.33) we deduce that for n sufficiently large, the zeros of Qn are on int(γ) and that,
elnQn(z)−ln cn+2 k pi = ey1(z,εn),∀n > n0, ∀z ∈ Gγ,rζ , k ∈ Z,
where ln(z) is the principal value of the logarithm. From the continuity of the logarithm on the region =(z) ≥
0,Re(z) < ζ, lim
z→z0
=(z)>0
lnQn(z) exists, is finite and it holds that
lnQn(z0)− ln cn + 2 k pi = limz→z0
=(z)>0
y1(z, εn),
for some k ∈ Z. Hence if
y1(z0, εn) = limz→z0
=(z)>0
y1(z, εn),
then
Qn(z) = cne
y1(z,εn),∀n > n0 ∀z ∈ ext(γ).
It is not difficult to see that from the definition of b1,0 the existence of the limit limz→z0
=(z)>0
b1,0(z, εn), for z0 ∈
(−∞, ζ) and from (5.16) of Lemma 5.3 we obtain the existence of lim
z→z0
=(z)>0
b1,k(z, εn), k ≥ 1 for z0 ∈ (−∞, ζ).
Then, according to Lemma 5.8, for z0 ∈ (−∞, ζ) we define
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b1,k(z0, εn) = limz→z0
=(z)>0
b1,k(z, εn) k ≥ 0. (5.47)
From the preceding lemmas we get,
Proof. (of Theorem 5.2)
a)
Let γ be a closed Jordan curve such that supp(ν) ⊂ int(γ). By Lemma 5.8 there exists n0 ∈ N, and a
constant cn such that,
Qn(z) = cne
y1(z, εn),∀n > n0, ∀z ∈ ext(γ),
where y1(z, ε) =
∞∑
k=0
b1,k(z)ε
k−1 and {b1,k}∞k=0 is a sequence of single–valued functions on ext(γ) and
holomorphic on Gγ,rζ satisfying (5.16).
Let’s prove that there exists a sequence of functions {Φk}∞k=0 holomorphic on Gγ,rζ such that
exp
( ∞∑
k=0
Φk(z)ε
k−1
n
)
,
is the monic eigenpolynomial Qn(z),∀z ∈ ext(γ).
Since exp
( ∞∑
k=0
b1,k(z)ε
k−1
n
)
coincides with the polynomial
1
cn
Qn(z) on z ∈ ext(γ), then for n fixed we
have that
lim
z→∞
ey1(z, εn)
zn
=
1
cn
,
from where we deduce that
lim
z→∞ exp
( ∞∑
k=0
b1,k(z)ε
k−1
n − n ln z
)
=
1
cn
. (5.48)
From the relations εMn =
1
λn − ρ0,0 , λn =
M∑
k=0
ρk,k
n!
(n− k)! we obtain the algebraic equation
M∑
m=1
ρm,m
n!
(n−m)! −
1
εMn
= 0. (5.49)
From Lemma 5.6 applied to (5.49) gives that there exists an unique root n which depends analytically on
the variable εn on some reduced neighborhood V ∗ε (0) of ε = 0 such that
n =
∞∑
k=0
hkε
k−1
n , (5.50)
and h0 = 1. It is not difficult to see from Lemma 5.6 that h1 =
M − 1
2
− ρM−1,M−1
M
. Substituting (5.50) in
(5.48) we get
lim
z→∞ exp
(
ε−1n (b1,0(z)− ln z) + (b1,1(z)− h1 ln z) +
∞∑
k=2
(b1,k(z)− hk ln z)εkn
)
=
1
cn
. (5.51)
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From the equations (5.17) of Lemma 5.3, we have that b1,0(z), b1,1(z) for z ∈ Gγ,rζ are primitives of the
functions
1
M
√
ρM (z)
,
M − 1
2M
ρ
(1)
M (z)
ρM (z)
− 1
M
ρM−1(z)
ρM (z)
respectively, where the branch of the function
1
M
√
ρM (z)
is such that it coincides with
1
z
at∞.
We show now that it is possible to define the sequence of holomorphic functions {Φk}∞k=0 on Gγ,rζ from
{b1,k}∞k=0 by adding an appropriate constant such that the limit in (5.48) equals to 1.
Let us choose Φ0 as the primitive of
1
M
√
ρM (z)
such that
lim
z→∞Φ0(z)− ln z = 0, (5.52)
and Φ1 as the primitive such that
lim
z→∞Φ1(z)− h1 ln z = 0. (5.53)
It is not difficult to see the existence and uniqueness of these primitives, which can be deduced from the
Laurent expansion at∞ of the respective integrands and taking into account (5.47).
Let us denote mk(z) = b1,k(z)− hk ln z. We show now that the limit lim
z→∞mk(z) exists for k ≥ 2.
Indeed, notice that (5.51) implies that there exists η > 0 such that,
|mk(z)| < ηε−kn , z ∈ ext(γ), (5.54)
for k ≥ k0, k0 large enough.
Assume now that 1 < k < k0 and denote rk(z) = Re [mk(z)] , sk(z) = = [mk(z)]. From (5.51) we
deduce that for all z ∈ Gγ,rζ there exist positive constants η1, . . . , η2(k0−2) such that
− η1 < (r2(z) Re[εn]− s2(z)=[εn]) + · · ·+
(
rk0−1(z) Re[ε
k0−2
n ]− sk0−1(z)=[εk0−2n ]
)
< η1
...
− η2(k0−2) < (r2(z) Re[εn+2k0−3]− s2(z)=[εn+2k0−3]) + . . .
+
(
rk0−1(z) Re[ε
k0−2
n+2k0−3]− sk0−1(z)=[εk0−2n+k0−3]
)
< η2(k0−2).
By reducing to diagonal form the above system of inequalities we get that there exists N1 > 0 such that
|mk(z)| < N1,∀z ∈ ext(γ), for 1 < k < k0. From this argument and (5.54) we obtain
|mk(z)| < Nε−kn , z ∈ ext(γ), ∀k ≥ 2, (5.55)
for some N > 0.
Consider now a sequence {zn}∞n=0 of complex numbers such that lim
n→∞ zn = ∞. From (5.55) we deduce
that −∞ < lim
zn→∞
Re[mk(zn)] = ak <∞ and −∞ < lim
zn→∞
Re[mk(zn)] = a
′
k <∞, for k ≥ 2. From (5.50)
and (5.48) it holds
∞∑
k=2
(ak − a′k)εk−1n = 0, ∀n > n0.
Hence, from [122, Th. 17.1, Vol. I] we have that ak − a′k = 0, ∀k ≥ 2, hence the existence of
lim
z→∞Re[mk(z)] for k ≥ 2 is guaranteed. In a similar way, we obtain an analogous relation for the term
=[mk(z)]. Hence, lim
z→∞mk(z) exists for k ≥ 2.
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Let us consider Φk(z) = b1,k(z)−mk, where mk = lim
z→∞mk(z). Then
Qn(z) = exp
( ∞∑
k=0
Φk(z)ε
k−1
n
)
∀z ∈ ext(γ). (5.56)
LetK ⊂ ext(γ) be a compact set. From (5.56) we deduce that {Φk}∞k=0 is uniformly bounded onK, hence
Qn(z) = e
Φ0(z)ε
−1
n + Φ1(z) (1 +O(1/n)) .
Notice that
ε−1n =
M
√
λn − ρ0,0 = n−
(
M − 1
2
− ρM−1,M−1
M
)
+O(1/n).
Hence,
Qn(z) = e
(
n−
(
M − 1
2
− ρM−1,M−1
M
))
Φ0(z) + Φ1(z)
(1 +O(1/n)) ,
which is a). Relations b) and c) follows immediately from a).
5.4 Applications.
In [89] the authors find an interesting example of a linear differential operator of order four
L(M)[u] = (z2 − 1)2u(4) + 4z(z2 − 1)u(3) + 2(z − 1)((1 + 2 c)z + 2 c+ 3)u(2),
where the sequence polynomial eigenfunctions {Qn}∞n=0 with eigenvalues λn = n(n− 1)(n2 − n+ 4 c), are
orthogonal with respect to the inner product
〈P,Q〉 = P (1)Q(1) + 1
c
P ′(1)Q
′
(1) +
∫ 1
−1
P ′Q
′
dx, P,Q ∈ P, c > 0.
The results of the preceding section can be applied to study the strong asymptotic behavior of the sequence
of monic orthogonal polynomials with respect to this inner product. From [15] we deduce that the zero counting
measure of these polynomial converges in the ∗–weak topology to a measure ν with support [−1, 1]. Consider
a closed Jordan curve γ which encloses [−1, 1]. From Theorem 5.2 we obtain
Φ0(z) =
∫
dζ
M
√
ρM (ζ)
= ln
[
2
(
z +
√
z2 − 1
)]
+ c, z ∈ Gγ,rζ .
From the relations (5.47), (5.52)
Φ0(z) = ln
[
2
(
z +
√
z2 − 1
)]
− ln 4, z ∈ ext(γ),
where we take the branch of
√
z2 − 1 for which |ϕ(z)| > 1 whenever z ∈ C \ [−1, 1]. In a similar way,
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Φ1(z) =
∫ (
(M − 1)ρ′M (ζ)
2MρM (ζ)
− ρM−1(ζ)
MρM (ζ)
)
dζ
=
1
4
ln
(
z2 − 1)+ c, z ∈ Gγ,rζ .
From (5.47), (5.53) we deduce that Φ1(z) = 14 ln(z
2 − 1), z ∈ ext(γ).
Therefore,
a) Qn(z) =
(
ϕ(z)
2
)n−1/2
4
√
z2 − 1 (1 +O(1/n)),
b) lim
n→∞
Qn+1(z)
Qn(z)
=
ϕ(z)
2
,
c) lim
n→∞
n
√
|Qn(z)| = |ϕ(z)|
2
,
uniformly onK ⊂ ext(γ). Here we choose the branch of the roots 4√z,√z from the conditions 4√1 = 1,√1 =
1.
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Chapter 6
Orthogonal matrix polynomials
satisfying differential equations with
recurrence coefficients having non-scalar
limits
6.1 Introduction
The purpose of this chapter is to introduce a new family of weight matrices W of the form T T ∗, T (t) =
eA teDt
2
, whereA is certain nilpotent matrix andD is a diagonal matrix with negative real entries. The weight
matrices W have arbitrary size N ×N and depend on N parameters. The orthogonal polynomials with respect
to this family of weight matrices are eigenfunctions of a second order differential operator
(
d
dt
)2
F2(t) +
(
d
dt
)1
F1(t) + F0(t), (6.1)
whose coefficients are matrix polynomials F2, F1 and F0 (independent of n) of degrees not bigger than 2, 1
and 0 respectively.
If {Pn}∞n=0 is a sequence of orthonormal matrix polynomials with respect toW , the symmetry of the second
order differential operator (6.1) is equivalent to saying that Pn satisfy the second order differential equation
P ′′n (t)F2(t) + P
′
n(t)F1(t) + Pn(t)F0(t) = ΛnPn(t), (6.2)
where Λn are Hermitian matrices (see [45, Lemma 4]). As usual, the symmetry of an operator D with respect
to the weight matrix W is defined by
∫
D[P ]dWQ∗ =
∫
PdW (D[Q])∗, for any matrix polynomials P,Q.
For size 2 × 2, we find an explicit expression for a sequence of orthonormal polynomials with respect to
W . In particular, we show that one of the recurrence coefficients for this sequence of orthonormal polynomials
does not asymptotically behave as a scalar multiple of the identity, as it happens in the examples studied up to
now in the literature.
Our weight matrices are of arbitrary size N × N and are constructed from the N − 1 non zero complex
parameters a1, . . . , aN−1 and the positive real parameter b (b 6= 1) as follows. Consider the nilpotent matrix A
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and the diagonal matricesJ and Ψ defined by
A =

0 a1 0 · · · 0
0 0 a2 · · · 0
...
...
...
. . .
...
0 0 0 · · · aN−1
0 0 0 · · · 0
 J =

0 0 0 · · · 0
0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · N − 1
 , (6.3)
Ψ = I +
b− 1
N − 1J . (6.4)
Let the diagonal matrix D and the upper triangular nilpotent matrix A be defined by
D = − b
2
Ψ−1, (6.5)
A =
[N2 ]−1∑
j=0
αjA
2j+1, (6.6)
where
αj =
(1− b)j(2j + 1)j−1
(4b)j(N − 1)jj! , j ≥ 0.
The weight matrix W is then defined by
W (t) = T (t)T ∗(t), T (t) = eA teDt
2
. (6.7)
Since A is nilpotent of order N , eA t is always a polynomial of degree N − 1.
For b = 1 (considering α0 = 1), we recover [49, Example 5.1].
For the benefit of the reader, we display here our weight matrix for size 2× 2. For N = 2 we have
A = A =
(
0 a
0 0
)
, D =
( − b2 0
0 − 12
)
and then
W =
(
|a|2t2e−t2 + e−bt2 ate−t2
ate−t
2
e−t
2
)
, T =
(
e−bt
2/2 ate−t
2/2
0 e−t
2/2
)
. (6.8)
In Section 6.2, we prove that our weight matrix W always has a symmetric second order differential operator
like (6.1):
THEOREM 6.1. The second order differential operator (6.1) with differential coefficients F2, F1 and F0 given
by
F2(t) = Ψ +
b− 1
N − 1 [A ,J ] t, (6.9)
F1(t) = 2AΨ + 2
(
−bI + b− 1
N − 1A [A ,J ]
)
t, (6.10)
F0(t) = 2bJ +A
2Ψ, (6.11)
is symmetric with respect to the weight matrixW (6.7) (as usual [X,Y ] denotes the commutator of the matrices
X,Y : [X,Y ] = XY − Y X).
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For N = 2, these differential coefficients are
F2(t) =
(
1 a(b− 1)t
0 b
)
, F1(t) =
( −2bt 2ab
0 −2bt
)
, F0(t) =
(
0 0
0 2b
)
.
The rest of the sections are devoted to study in depth the orthogonal polynomials with respect to our weight
matrix for size 2× 2. The study of the orthogonal polynomials for higher size N , N ≥ 3, remains a challenge.
In Section 6.3, we construct the following Rodrigues’ formula for a sequence of orthogonal polynomials
with respect to the weight matrix W given by (6.8):
THEOREM 6.2. Let the function Pn, n ≥ 1, be defined by
Pn(t) = (−1)n
e−t2
 b−ne(1−b)t2 + |a|22 (n+ 2t2) at
a¯
[
2t+ et
2√
pin
(
Erf(
√
bt)− Erf(t)
)]
2
(n)W−1, (6.12)
where Erf denotes the error function Erf(z) =
2√
pi
∫ z
0
e−x
2
dx. Then Pn, n ≥ 1, is a polynomial of degree n
with nonsingular leading coefficient
Γn = 2
n
(
1 0
0 γn
)
, γn = 2 + |a|2bn− 12n. (6.13)
Moreover, defining P0 =
(
1 0
0 2
)
, {Pn}∞n=0 is a sequence of orthogonal polynomials with respect to W .
To find the Rodrigues’ formula, we will apply Theorem 1.11. We will also make use of the following well
known formula: for any matrices X,Y ∈ CN×N :
eXY =
∑
n≥0
tn
n!
adnXY
 eX , (6.14)
where we use the standard notation
ad0X Y = Y, ad
1
X Y = [X,Y ] = XY − Y X, ad2X Y = [X, [X,Y ]],
and in general, adn+1X Y = [X, [ad
n
X Y ]].
The Rodrigues’ formula allows us to find an explicit expression for the polynomials {Pn}∞n=0 in terms of
the Hermite polynomials.
COROLLARY 6.1. For n ≥ 1, we have
Pn(t) =
(
b−n/2Hn(
√
bt) −atb−n/2Hn(
√
bt) + a2Hn+1(t)
−2abn/2nHn−1(
√
bt) 2|a|2bn/2ntHn−1(
√
bt) + 2Hn(t)
)
, (6.15)
where Hn is the n-th Hermite polynomial defined by Hn(t) = (−1)n
(
e−t
2
)(n)
et
2
.
In Section 6.4, using again the Rodrigues’ formula (6.12), we find the following three term recurrence
relation for a sequence {Pn}∞n=0 of orthonormal polynomials with respect to W .
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THEOREM 6.3. The sequence of matrix polynomials defined by P−1 = 0, P0 = (pi)−
1
4

√
2
√
b
γ1
0
0 1

and
tPn(t) = An+1Pn+1(t) +BnPn(t) +A
∗
nPn−1(t), n ≥ 0, (6.16)
where
An =
√
n

√
γn+1
2bγn
0
0
√
γn−1
2γn
 , (6.17)
Bn =
b
2n−3
4 (b+ (b− 1)n)√
γnγn+1
(
0 a
a¯ 0
)
, (6.18)
is orthonormal with respect to W (6.8) (where the sequence {γn}∞n=0 is defined by (6.13)).
This gives for the recurrence coefficients {An}∞n=0 the asymptotic behavior
lim
n→∞
An√
n
=


1√
2
0
0
1√
2b
 if b > 1

1√
2b
0
0
1√
2
 for 0 < b < 1
.
This limit shows that the recurrence coefficients {An}∞n=0 do not asymptotically behave as a scalar multiple of
the identity, as it happens in the examples studied up to now in the literature.
6.2 Symmetric differential operator
In this section we prove Theorem 6.1, that is, the second order differential operator with coefficients given by
(6.9), (6.10) and (6.11) is symmetric with respect to the weight matrix W (6.7).
We now list some technical relations which we will need in the proof of Theorem 6.1 (they will be proved
later).
LEMMA 6.1. Let the function F2 and the matrices A, A , Ψ, D and J be defined by (6.9), (6.3), (6.4), (6.5)
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and (6.6), respectively. Then
[A ,J ] =
[N2 ]−1∑
j=0
(2j + 1)αjA
2j+1. (6.19)
eA tΨ = F2e
A t. (6.20)
eA tDe−A tΨ = − b
2
I − (b− 1)t
N − 1 e
A tDe−A t[A ,J ]. (6.21)
ΨeA tDe−A t = − b
2
I − (b− 1)t
N − 1 [A ,J ]e
A tDe−A t. (6.22)
A [A ,J ] =
2b(N − 1)
1− b
[N−12 ]∑
j=1
αj
(2j)j
(2j + 1)j−1
A2j . (6.23)
[A ,J ]−A = (1− b)
2b(N − 1)A
2 [A ,J ] . (6.24)
We are now ready to prove Theorem 6.1.
Proof. (of Theorem 6.1)
The symmetry of the second order differential operator with respect to the weight matrix W will be a con-
sequence of Theorems 1.9 and 1.10. We have to check the boundary conditions (1.17) and the three equations
(1.15) and (1.16).
To make the proof easier to follow, we proceed in four steps.
First step: Boundary conditions (1.17). Proof: Since A is nilpotent, we deduce that eA t is a polynomial.
The matrix function T (t) = eA teDt
2
then decays exponentially at∞ because the entries of the diagonal matrix
D are negative. Hence the weight matrix W = TT ∗ also decays exponentially at ∞. Since F2 and F1 are
polynomials, it follows straightforwardly that tnF2W and tn[(F2W )′−F1W ], n ≥ 0, have vanishing limits at
∞.
Second step: F2W = WF ∗2 . Proof: Formula (6.20) of Lemma 6.1 shows that F2T = TΨ, where Ψ is the
diagonal matrix (real entries) defined by (6.4) and T = eA teDt
2
. Then
F2TT
∗ = TΨT ∗ = T (TΨ)∗ = T (F2T )∗ = TT ∗F ∗2 .
Since W = TT ∗, we get that F2W = WF ∗2 .
Third step: 2(F2W )′ = F1W + WF ∗1 . Proof: To check the equation 2(F2W )
′ = F1W + WF ∗1 , we use
the first part of Theorem 1.10 with Ω = R. Hence, we have to prove that T satisfies T ′(t) = F (t)T (t), where
F is a solution of the matrix equation
F1(t) = F2(t)F (t) + F (t)F2(t) + F
′
2(t). (6.25)
Taking into account that T = eA teDt
2
, a direct computation gives that
F (t) = A + 2teA tDe−A t. (6.26)
The definition of F2 (6.9) and (6.26) give
F2F + FF2 = AΨ + ΨA +
2(b− 1)t
N − 1 A [A ,J ] + 2t(Ψe
A tDe−A t + eA tDe−A tΨ)
+
2(b− 1)t2
N − 1 (e
A tDe−A t[A ,J ] + [A ,J ]eA tDe−A t).
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Using the definition of Ψ (6.4), (6.21) and (6.22) of Lemma 6.1 we get
F2F + FF2 = 2A +
(b− 1)
N − 1 (JA +AJ ) +
2t(b− 1)
N − 1 A [A ,J ]− 2bIt.
Formula (6.25) now follows easily taking into account the definitions of F2 (6.9), F1 (6.10) and Ψ (6.4).
Fourth step: (F2W )′′ − (F1W )′ + F0W = WF ∗0 . Proof:
Using 2 of Theorem 1.10, this is equivalent to prove that the matrix
χ = T−1(−FF2F − (FF2)′ + F0)T (6.27)
is Hermitian.
We actually will prove that the matrix function χ defined by (6.27) is diagonal with real entries.
Taking into account that T (t) = eA teDt
2
, and D is diagonal, it is enough to prove that the matrix function
ξ = e−A t(−FF2F − (FF2)′ + F0)eA t (6.28)
is diagonal.
We first compute e−A t(FF2F )eA t.
Taking into account the expression for F (t) in (6.26), that A and eA t commute and using (6.20), one has
after straightforward computations
e−A t(FF2F )eA t = AΨA + 2t(AΨD +DΨA ) + 4t2DΨD .
The definition of D (6.5) and Ψ (6.4) now give
e−A t(FF2F )eA t = A 2 +
b− 1
N − 1AJA − 2btA − 2t
2bD . (6.29)
We now compute e−A t(FF2)′eA t. Using again the definition of F (6.26) and (6.20) of Lemma 6.1, we have
that
(FF2)
′ = (A F2 + 2teA tDΨe−A t)′.
The definition of D (6.5) and F2 (6.9) give
(FF2)
′ =
(
AΨ +
(b− 1)t
N − 1 A [A ,J ]− btI
)′
=
b− 1
N − 1A [A ,J ]− bI.
Identity (6.19) of Lemma 6.1 shows that eA t and [A ,J ] commute (they are linear combinations of power of
A). One then obtains
e−A t(FF2)′eA t =
b− 1
N − 1A [A ,J ]− bI. (6.30)
We finally compute e−A tF0eA t. The definition of F0 (6.11) gives
e−A tF0eA t = e−A t(2bJ +A 2Ψ)eA t
= 2be−A tJ eA t +A 2e−A tΨeA t.
Again (6.19) of Lemma 6.1 shows that A and [A ,J ] commute. Hence adnA J = 0, n ≥ 2. Using this fact
and (6.14) one obtains
e−A tF0eA t = 2b(J − [A ,J ]t) +A 2(Ψ− [A ,Ψ]t).
Orthogonal matrix polynomials satisfying differential equations 129
The definition of Ψ (6.4) gives
e−A tF0eA t = 2bJ − 2bt[A ,J ] +A 2 + b− 1
N − 1A
2J − b− 1
N − 1A
2[A ,J ]t. (6.31)
We now substitute (6.29), (6.30) and (6.31) in the definition of ξ (6.28) obtaining
ξ =
b− 1
N − 1(−AJA −A [A ,J ] +A
2J ) + 2bt(A − [A ,J ]
− b− 1
2b(N − 1)A
2[A ,J ]) + 2bt2D + bI + 2bJ ,
(6.24) of lemma 6.1 finally gives
ξ = bI + 2bt2D + 2bJ ,
which it is indeed a diagonal matrix.
This concludes the proof of Theorem 1.1.
It remains to prove Lemma 6.1.
Proof. (of Lemma 6.1)
First step. Proof of (6.19):
Using induction on k, we easily find that [Ak,J ] = kA, k ≥ 1. This shows that adnAJ = 0, n ≥ 2. The
definition of A (6.6) gives now (6.19).
Second step. Proof of (6.20), (6.21) and (6.22):
From (6.4)
[A ,Ψ] =
b− 1
N − 1 [A ,J ]. (6.32)
From A (6.6) and (6.19) the matrices A , [A ,J ] and eA t commute (they are linear combination of powers
of A). We then have
adnA (Ψ) = 0, n ≥ 2, (6.33)
[A ,J ]eA t = eA t[A ,J ]. (6.34)
Using (6.14) and (6.33) we get
eA tΨe−A t =
∞∑
n=0
tn
n!
adnA Ψ = Ψ + t[A ,Ψ].
From (6.4) and F2 (6.9) we get (6.20).
In a similar way, we have
e−A tΨeA t = Ψ− t[A ,Ψ].
Using now the definition of D (6.5), (6.32) and (6.34) we have
eA tDe−A tΨ = eA tD(Ψ− t[A ,Ψ])e−A t
= − b
2
I − (b− 1)t
N − 1 e
A tDe−A t[A ,J ].
This proves (6.21). The proof of (6.22) is similar.
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Third step. Proof of (6.23): From (6.6) and (6.19), we must prove the following identity
[N2 ]−1∑
j=0
αjA
2j+1
[N2 ]−1∑
j=0
(2j + 1)αjA
2j+1 =
2b(N − 1)
1− b
[N−12 ]∑
j=1
αj
(2j)j
(2j + 1)j−1
A2j .
This is equivalent to prove
[N2 ]−1∑
j,s=0
αjαs(2s+ 1)A
2(j+s+1) =
2b(N − 1)
1− b
[N−12 ]∑
j=1
αj
(2j)j
(2j + 1)j−1
A2j . (6.35)
Taking into account that A is nilpotent,
αsαj = αj+s
(2j + 1)j−1(2s+ 1)s−1
(2(j + s) + 1)j+s−1
(
s+ j
s
)
, (6.36)
and writing k = j + s, we find
[N2 ]−1∑
j,s=0
αjαs(2s+ 1)A
2(j+s+1) (6.37)
=
[N−12 ]−1∑
k=0
αk
(2k + 1)k−1
A2(k+1)
k∑
m=0
(
k
m
)
(2m+ 1)m(2(k −m) + 1)k−m−1.
We now use Abel’s binomial identity (see for instance [148, p. 18]): for z, w ∈ C, w 6= 0,
k∑
m=0
(
k
m
)
(m+ z)m(k −m+ w)k−m−1 = w−1(z + w + k)k. (6.38)
Then
k∑
m=0
(
k
m
)
(2m+ 1)m(2(k −m) + 1)k−m−1 = 2k(1 + k)k,
(6.37) now gives
[N2 ]−1∑
j,s=0
αjαs(2s+ 1)A
2(j+s+1) =
[N−12 ]−1∑
j=0
αj
2j(j + 1)j
(2j + 1)j−1
A2(j+1).
Using (6.36) one has
αjα1 =
αj+1(j + 1)(2j + 1)
j−1
(2j + 3)j
, with α1 =
1− b
4b(N − 1) .
Thus,
[N−12 ]−1∑
j=0
αj
2j(j + 1)j
(2j + 1)j−1
A2(j+1) =
2b(N − 1)
1− b
[N−12 ]−1∑
j=0
αj+1
2j+1(j + 1)j+1
(2j + 3)j
A2(j+1).
This proves (6.35) and then (6.23) as well.
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Four step. Proof of (6.24): Taking into account (6.19) and (6.23), we have to prove the following identity
[N2 ]−1∑
j=1
2jαjA
2j+1 =
[N2 ]−1∑
j=0
αjA
2j+1
[N−12 ]∑
j=1
αj
(2j)j
(2j + 1)j−1
A2j .
This is equivalent to prove
[N2 ]−1∑
j=1
2jαjA
2j+1 =
[N2 ]−1∑
s=0
[N−12 ]∑
j=1
αsαj
(2j)j
(2j + 1)j−1
A2(s+j)+1. (6.39)
Using (6.36) once again, we have
[N2 ]−1∑
s=0
[N−12 ]∑
j=1
αsαj
(2j)j
(2j + 1)j−1
A2(s+j)+1
=
[N2 ]−1∑
s=0
[N−12 ]∑
j=1
αs+j
(2j)j(2s+ 1)s−1
(2(j + s) + 1)j+s−1
(
s+ j
s
)
A2(s+j)+1.
Writing k = s + j, and taking into account that A is nilpotent of order N , we get for the right hand side of
(6.39) the expression
[N2 ]−1∑
k=1
αk
(2k + 1)k−1
A2k+1
k∑
j=1
(
k
j
)
(2j)j(2(k − j) + 1)k−j−1.
Writing m = k − j, one obtains
[N2 ]−1∑
k=1
2k−1αk
(2k + 1)k−1
A2k+1
k−1∑
m=0
(
k
m
)
(k −m)k−m(m+ 1
2
)m−1.
Abel’s binomial identity (6.38) now gives
k−1∑
m=0
(
k
m
)
(k −m)k−m(m+ 1
2
)m−1 =
1
2k−1
(
(2k + 1)k − (2k + 1)k−1) .
From where one can easily deduce (6.39).
This proves (6.24).
The proof of the lemma is now complete.
6.3 Rodrigues Formula
In this section we will prove Theorem 6.2 which provides a Rodrigues’ Formula for a sequence of orthogonal
polynomials with respect to the weight matrix W for size 2× 2 (6.8).
Let us write
Rn = (−1)ne−t2
 b−ne(1−b)t2 + |a|22 (n+ 2t2) at
a¯
[
2t+ et
2√
pin
(
Erf(
√
bt)− Erf(t)
)]
2
 , (6.40)
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where, as usual, Erf denotes the error function Erf(z) =
2√
pi
∫ z
0
e−x
2
dx.
The Rodrigues’ formula (6.12) can then be written as Pn = R
(n)
n W−1.
First of all, we explain how one can use Theorem 1.11 to find these functions Rn, n ≥ 1.
Indeed, Theorem 6.1 for size 2 × 2 gives for the weight matrix W the following symmetric second order
differential operator
D =
(
d
dt
)2(
1 a(b− 1)t
0 b
)
+
(
d
dt
)( −2bt 2ab
0 −2bt
)
+
(
0 0
0 2b
)
. (6.41)
Since the operator D is symmetric with respect to W , the n-th monic orthogonal polynomial Pˆn with respect
to W satisfies the differential equation D(Pˆn) = ΛnPˆn, where the eigenvalues Λn are given by
Λn =
( −2bn 0
0 −2b(n− 1)
)
.
Theorem 1.11 associates the following second order differential equation (1.27) to the differential operator D
(6.41): [
Rn
(
1 0
a(b− 1)t b
)]′′
−
[
Rn
( −2bt 0
a[b(2 + n)− n] −2bt
)]′
+RnΛn = ΛnRn. (6.42)
Take now a solution Rn of this differential equation and write Yn = R
(n)
n W−1. Theorem 1.11 guarantees that
the function Yn satisfies the differential equation D(Yn) = ΛnYn. Notice that Yn and Pˆn satisfy the same
differential equation. We have hence looked for a solution Rn of the differential equation (6.42) such that the
matrix function R(n)n W−1 is also a matrix polynomial of degree n with nonsingular leading coefficient. This
is the procedure we have used to find the functions Rn given by (6.40).
We now prove Theorem 6.2, which establishes that actually the functions R(n)n W−1 define a sequence of
orthogonal polynomials with respect to W .
Proof. (of Theorem 6.2)
Using the Rodrigues’ formula for Hermite polynomials, Hn(t) = (−1)n
(
e−t
2
)(n)
et
2
, [163, Chapter 5],
we have that (
t2e−t
2
)(n)
=
(−1)n
4
Hn+2(t)e
−t2 +
(−1)n
2
Hn(t)e
−t2 ,(
te−t
2
)(n)
=
(−1)n
2
Hn+1(t)e
−t2 ,(
e−bt
2
)(n)
= (−1)n(
√
b)nHn(
√
bt)e−bt
2
,
(Erf(t))(n) = (−1)n−1 2√
pi
Hn−1(t)e−t
2
,
(Erf(
√
bt))(n) = (−1)n−1bn/2 2√
pi
Hn−1(
√
bt)e−bt
2
.
These identities give, after straightforward computations using the three term recurrence relation for the
Hermite polynomials tHn = Hn+1/2 + nHn−1 (see [163, Chapter 5]):
R(n)n (t) =
 b−n/2Hn(√bt)e−bt2 + |a|22 tHn+1(t)e−t2 a2Hn+1(t)e−t2
2a
(
tHn(t)e
−t2 − nbn/2Hn−1(
√
bt)e−bt
2
)
2Hn(t)e
−t2
 .
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Taking into account that
W−1 =
(
ebt
2 −aebt2t
−aebt2t |a|2ebt2t2 + et2
)
,
we finally find the expression (6.15) for Pn given in Corollary 6.1:
R(n)n (t)W
−1 =
(
b−n/2Hn(
√
bt) −atb−n/2Hn(
√
bt) + a2Hn+1(t)
−2abn/2nHn−1(
√
bt) 2|a|2bn/2ntHn−1(
√
bt) + 2Hn(t)
)
.
This shows that R(n)n W−1 is a polynomial of degree n (note that the entry (1, 2) of this matrix is actually a
polynomial of degree n− 1) with nonsingular leading coefficient equal to Γn (6.13).
The orthogonality of Pn and tkI , 0 ≤ k ≤ n− 1, with respect to W follows taking into account that∫
Pn(t)W (t)t
kdt =
∫
R(n)n (t)t
kdt,
and performing a careful integration by parts.
6.4 Three term recurrence relation
In order to find the recurrence coefficients (6.17) in the three term recurrence relation of Theorem 6.3 we have
followed the strategy of [54] or [56].
Proof. (of Theorem 6.3)
We first compute the L2 norm of the monic orthogonal polynomials Pˆn with respect to W . Using the
Rodrigues’ formula (6.12), we have
〈P̂n, P̂n〉 =
∫
Pˆn(t)W (t)t
ndt = Γ−1n
∫
R(n)n t
ndt,
where Γn is the leading coefficient of Pn (6.13). An integration by parts and the formulas for Rn and Γn (see
Theorem 6.2) then give
〈P̂n, P̂n〉 =
√
pin!
2n

γn+1
2b
2n+1
2
0
0
2
γn
 . (6.43)
If we write
∆n =
√
2n√
pin!

√
2b
2n+1
2
γn+1
0
0
√
γn
2
,
 , (6.44)
the polynomials
Pn = ∆nPˆn,
are then orthonormal with respect to W .
We now prove that they satisfy the three term recurrence relation (6.16).
This is just a matter of computation. Indeed, the coefficient An+1 in (6.17) is then
An+1 = ∆n∆
−1
n+1.
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Formula (6.44) for ∆n gives now the formula for An in (6.17).
On the other hand, for the recurrence coefficient Bn in (6.16) we have the expression Bn = ∆nBˆn∆−1n ,
where
Bˆn = coeff. of tn−1 in Pˆn− coeff. of tn in Pˆn+1.
From (6.15), we get that
Bˆn = (b+ (b− 1)n)
 0
a
2b
2a¯bn−
1
2
γnγn+1
0
 , (6.45)
and the formula for Bn in (6.17) follows easily.
The three term recurrence relation for the polynomials {Pn} (6.12) can now easily be computed. Indeed,
taking into account the expression for the leading coefficient Γn (6.13) of Pn and ∆n (6.44) of Pn, we find
that Pn = GnPn where
Gn = Γn∆
−1
n =
√
2n
√
pin!
 √ γn+12b 2n+12 0
0
√
2γn
 . (6.46)
In particular, this gives P0 =
(
1 0
0 2
)
. If we write
tPn(t) = A˜n+1Pn+1(t) + B˜nPn(t) + C˜nPn−1(t), n ≥ 0, (6.47)
it follows from (6.16) that A˜n+1 = GnAn+1G−1n+1, B˜n = GnBnG
−1
n and C˜n = GnA
∗
nG
−1
n−1. An easy
computation gives now
A˜n =
1
2
(
1 0
0
γn−1
γn
)
, B˜n = (−n+ (n+ 1)b)
 0
a
2bγn
2a¯bn−
1
2
γn+1
0
 ,
C˜n = n
( γn+1
bγn
0
0 1
)
.
The L2 norm of the polynomials Pn follows easily from the formula (6.46) for the matrices Gn:
〈Pn, Pn〉 = 2n
√
pin!
( γn+1
2bn+
1
2
0
0 2γn
)
.
In a similar way, the three term recurrence relation for the monic orthogonal polynomials {Pˆn} can be
deduced:
tPˆn(t) = Pˆn+1(t) + BˆnPˆn(t) + CˆnPˆn−1(t), n ≥ 0,
where Bˆn is the one in (6.45) and
Cˆn =
n
2b

γn+1
γn
0
0
bγn−1
γn
 .
Chapter 7
Conclusions and open problems
In this chapter we summarize the main results of this work and consider some open problems as well.
Chapters 2, 3, and 4 deal with orthogonal polynomials with respect to a linear homogeneous differential
operator and asymptotic properties of eigenpolynomials of exactly solvable operators. We have considered the
particular cases of Jacobi, Laguerre or Hermite operators and then we generalize some of these results to the
case of an exactly solvable operator and a positive Borel measure µ satisfying certain conditions. Chapter 5
is devoted to the study of strong asymptotic properties of eigenpolynomials of linear differential operators and
Chapter 6 is devoted to the study of matrix orthogonal polynomials. All the results of the chapters are new and
have been submitted for consider for publication in [21, 22, 23, 24, 25].
The necessary and sufficient conditions for uniqueness up to a constant factor of a polynomial of degree
n orthogonal with respect to exactly solvable operators are given in Theorem 4.2. This is a difficult problem
in general and is still open. As is shown in Example 4.4.1, we can have the existence of operators and mea-
sures for which the associated sequence of orthogonal polynomials reduces to a finite set for exactly solvable
operators. Theorem 4.3 gives the necessary and sufficient conditions for the existence and uniqueness of an
infinite sequence of orthogonal polynomials. We considered also the problem of the existence of sequences
of orthogonal polynomials {Qn}∞n=m, where deg[Qn] = n, for some non negative integer m. Theorem 4.4
classifies the operators and the measures for which we can have such sequences. In particular, for either a
Jacobi, Laguerre or Hermite operator and assuming that the measure µ is absolutely continuous with respect to
the orthogonality measure of the eigenpolynomials of the operator, we show in Theorem 4.5 a relation between
the measures µ and the measure of orthogonality of the eigenpolynomials of the operator for the existence of
orthogonal polynomials of degree n for n > m. We deal with the uniqueness of the sequence in Theorem 4.6
for exactly solvable operators in general.
The study of zero location turns out to be an important matter for the study of asymptotic properties in the
theory of orthogonal polynomials. In Theorem 2.6 we show that the zeros of a class of orthogonal polynomials
with respect to a Jacobi operator interlace the zeros of Jacobi polynomials and in Corollaries 2.2 and 2.1 we
obtain the set of accumulation points for classes of these polynomials. Similar results can be obtained for
Laguerre or Hermite operators. Theorem 4.10 extends the classes of measures considered in [12] to obtain the
set of accumulation points of the zeros of polar polynomials. Finally, in Theorems 4.8 and 4.9 we obtain a
region in the complex plane for orthogonal polynomial with respect to a composition of operators.
The study of asymptotic properties of orthogonal polynomials with respect to a classical operator is done
in Theorems 2.2, 2.5 for the case of a Jacobi operator. For the case of Laguerre and Hermite operators is done
in Section 3.5. Our main technique in this case consist in the connection of the orthogonal polynomials with
respect to the operator and the measure with the eigenpolynomials of the operator and then to use the well
known asymptotic properties of these polynomials.
We have considered also the strong asymptotic behavior of eigenpolynomials of exactly solvable operators
for the case in which the leading coefficient of the operator is a real polynomial. The main technique consists
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in using an expansion of the eigenfunctions of the operator in the form of an exponential infinite convergent
series which is given in Lemma 5.7. Applying some techniques of complex analysis, functional analysis and
supported in the results of the weak convergence of the root counting measure of the zeros given by [15] we
give a formula for the strong asymptotic behavior in Theorem 5.2. We show an application in Section 5.4 to
polynomials, orthogonal with respect to a class of Sobolev inner product, which are solution of a fourth degree
differential equation.
In Sections 2.6 and 3.3 we discuss hydrodynamical models (electrostatic equivalently) for the zeros of
these polynomials and the zeros of the derivative as well for the class of measures P1(α, β),Pm[∆], m = 1 or
m = 2 defined in Sections 2.1 and 3.2 for the case of Jacobi, Laguerre or Hermite respectively. We also have
considered recurrence relations up to a finite number of terms for the derivatives of the polynomials orthogonal
with respect to a Jacobi operator and for the case of a Laguerre or Hermite operator we have considered both
cases, with and without derivatives.
Chapter 6 concerns with matrix orthogonal polynomials, we introduce a new class of matrix orthogonal
polynomials {Pn}∞n=0 satisfying a second order differential equation with matrix polynomials coefficients. The
expression of the weight matrix is given in formula (6.7). Theorem 6.1 classifies the second order differential
equations
P ′′n (t)F2(t) + P
′
n(t)F1(t) + Pn(t)F0(t) = ΛnPn(t), (7.1)
where Λn are Hermitian matrices, for which {Pn}∞n=0 is solution. Theorem 6.2 gives a Rodrigues’ formula
that this class satisfy for the case in which the weight function W is of size N = 2 and from this Theorem we
deduce Corollary 6.1 for an explicit expression of this family. In Theorem 6.3 we give a three term recurrence
relation for N = 2.
7.1 Some open problems
Based upon the results of this work, we consider some open problems for a future research.
1. Let µ be a Borel measure on the real line and L(M) be a linear homogeneous differential operator satis-
fying the conditions of Definition (1.4). Find necessary and sufficient conditions for the normality of an
index n.
2. Under the same conditions of Item 1, find necessary and sufficient conditions for the existence of a non
negative integerm such that the existence of an infinite sequence of orthogonal polynomials with respect
to (L(M), µ), {Qn}∞n=m with deg[Qn] = n can be guaranteed. Analyze the conditions for the uniqueness
of the sequence.
3. Let us assume that µ∗ is the Jacobi, Laguerre or the Hermite measure and µ a positive Borel measure on
R. Consider the Lebesgue decomposition dµ(x) = ρ(x)dµ∗(x) +
m∑
k=1
ckδk(x−xk), where c1, . . . , ck ∈
R+ are mass points. Classify the function ρ in order to have orthogonal polynomials of degree n with
respect to a classical operator and the measure µ , for every n > m, for some m ∈ N.
4. Prove or give a counterexample for the statement that the zeros of the polynomials orthogonal with
respect to a classical operator and a measure µ =
µ∗
ρ
, where ρ is a positive polynomial and µ∗ is a Jacobi,
Laguerre or Hermite measure are real and interlace with the zeros of the polynomial eigenfunctions of
the operator. Prove or give an counterexample also for the case of measures for which the existence of
a sequence of orthogonal polynomials with respect to a classical operator of the form {Qn}∞n=m with
deg[Qn] = n can be guaranteed.
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5. Find the accumulation points of the zeros of the polynomials orthogonal with respect to an exactly sol-
vable operator that factorizes on P (Definition 4.1) and a positive Borel measure µ.
6. Under the same conditions of Item 1, assume additionally that supp(µ) is bounded, also that there exists
a sequence {Qn}∞n=m of polynomials orthogonal with respect to (L(M), µ) with deg[Qn] = n for some
non negative integer m, and that for each n we have fixed an adequate number of zeros of Qn on a
compact subset K ⊂ C. Prove or give a counterexample for the statement that the zeros of the sequence
{Qn}∞n=m are uniformly bounded for every n ∈ N.
7. Find an hydrodynamical model (electrostatic equivalently) for the zeros of polynomials orthogonal with
respect to classical operator for a class of measures that were not considered in Sections 2.6 and 3.3 of
Chapters 2 and 3 respectively. Consider also the case of higher order operators. Analyze the stability of
the equilibrium position.
8. Let µ be a Borel positive measure such that µ =
µ∗
ρ
, where ρ is a positive polynomial and µ∗ is the
Laguerre or Hermite measure. Obtain a formula for the strong asymptotic behavior of the orthogonal
polynomials with respect to µ and apply this result to obtain a relative asymptotic or the polynomials
orthogonal with respect to (L, µ), where L is a Laguerre or Hermite operator.
9. Assume that L(M) is an exactly solvable operator that factorizes on P (Definition 4.1) and µ ∈ ΞL(M)
(cf. Section 4.4). Find a logarithmic asymptotic for orthogonal polynomials with respect to (L, µ).
10. With the same conditions of Item 9, obtain recurrence relations for orthogonal polynomials with respect
to (L, µ). Consider also the of the derivatives of these polynomials.
11. Assume that L(M) is an non degenerate exactly solvable operator. Obtain a formula for the strong
asymptotic behavior of the eigenpolynomials of L(M) for the case in which the leading coefficient of the
operator is an arbitrary polynomial. Consider also an expression for the remainder.
12. Assume that L(M) is a degenerate exactly solvable operator. Obtain a Plancherel–Rotach asymptotic for
the strong asymptotic behavior of the eigenpolynomials ofL(M). Consider also a Perron type asymptotic.
13. Obtain a Rodrigues’s formula and a three term recurrence relation for the class of matrix polynomials
orthogonal with respect to the weight matrix (6.7), for N arbitrary.
14. Find another class of weight matrices for which the matrix orthogonal polynomial with respect to the
weight are eigenfunctions of a second-order differential operator having non-diagonal leading coefficient,
see Section 1.4.2. Consider also Rodrigues’ formulas.
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