Global solar radiation data used as daily inputs for most cropping systems and water budget models are frequently available from only a few weather stations and over short periods of time. To overcome this limitation, the Campbell-Donatelli model relates daily maximum and minimum air temperatures to solar radiation. In this study, calibrated values of model site specific parameters and efficiencies of radiation estimates are reported for 29 stations in northern Italy. Their average root mean squared error equals 2.9 MJ m −2 per day. Model inputs and model output show a clear spatial and temporal structure. For large scale model application, atmospheric transmissivity is calculated with 'calculate first, interpolate later' (CI) procedures and 'interpolate the inputs, calculate later' (IC) procedures. The mean squared error for CI equals 0.0359, whereas that for IC equals 0.0636. Comparison of 'calculate first, simulate later' (CS) procedures with 'simulate the inputs, calculate later' (SC) procedures shows a higher spatial sensitivity of SC procedures. The study shows how the model can be best applied to estimate global solar radiation, both at visited and unvisited locations, over a large and productive agricultural area in Italy, and hence, to better use water budget/crop productivity models. In addition, CS procedures show the associated error.
Introduction
The use of cropping systems and water budget models requires global solar radiation as a daily input for estimation of potential evapotranspiration and crop biomass accumulation. Solar radiation data are difficult and expensive to measure. Moreover, their representativeness for areas of land and periods of time is generally unknown. In Italy, reliable radiation data are available from a few meteorological stations only and over short periods of time (<10 years). This can be a severe limitation for agricultural models application.
To overcome this limitation, research has been carried out in the past to model the physical relation between maximum and minimum temperatures. These models use the daily air temperature range to estimate atmospheric transmissivity: on the one hand, cloud cover decreases daily maximum temperature because of the smaller input of short wave radiation; on the other hand, cloud cover increases the minimum air temperature during night time because of the greater emissivity of clouds compared to a clear sky. Examples of this approach are the works of Brinsfield et al. (1984) , Bristow and Campbell (1984) , Hargreaves et al. (1985) , Donatelli and Marletto (1994) , Donatelli and Campbell (1998) . Other methods also use rainfall measurements (Hodges et al., 1985; Reddy, 1987; McCaskill, 1990; Bindi and Miglietta, 1991; Hook and McClendon, 1992; Nikolov and Zeller, 1992; Elizondo et al., 1994) . Hunt et al. (1998) compared several of the above methods.
The model proposed by Donatelli and Campbell (1998) has a strong physical basis, requires only clear sky transmissivity and maximum and minimum temperatures, is simply implemented in any spreadsheet or programming language and has proven to perform better than other models. For these reasons, it was chosen for application in this study.
Solar radiation models can be applied at individual stations. For a large scale application, however, modelled solar radiation must be interpolated. The question emerges whether it is better to first apply the model to point observations of input values and then interpolate the outputs (calculate first, interpolate later, CI) or to interpolate input values towards a grid and apply the model with these inputs (interpolate first, calculate later, IC, Stein et al., 1991) . When models are not linear, IC procedures should be preferred, even if accurate interpolation of inputs is then needed. Interpolated data, though, are smoothed (Journel and Huijbregts, 1978) , and geostatistical simulations better represent actual spatial variation. These procedures can be readily applied to analyse quantitative error propagation. In addition, spatial simulations of modelled solar radiation show the effects of spatial variation on the model output. Again, two approaches can be distinguished: simulate input data first, followed by model calculations (SC), or calculate radiation data first, followed by their simulation (CS). The SC procedure yields a spatial uncertainty analysis by means of a Monte Carlo simulation, the CS procedure represents the actually occurring spatial-temporal variation of calculated radiation.
The objective of this study was to provide reliable methods for estimating radiation in northern Italy at a regional scale by:
• calibrating the model proposed by Donatelli and Campbell (1998) at 29 locations in northern Italy; • identifying the spatial structure of model parameters and of the weather variables; • comparing CI and IC procedures for model application in northern Italy; • explore the use of CS and SC procedures for spatial error propagation and representation of spatial variation, respectively. The study uses an extensive database collected in northern Italy.
Materials and methods

The model
The model proposed by Donatelli and Campbell (1998) estimates the actual atmospheric transmissivity (tt i ) for the ith day of the year as a function of clear sky transmissivity (τ ) and daily maximum (T max i ) and minimum (T min i ) temperatures
where
are empirical, whereas b and T nc are two locationspecific parameters, which are calibrated by using measured data. The parameter b (temperature range factor) accounts for the effect of temperature range T i on atmospheric transmissivity. However, the proportionality between b and tt i during summer may be different from proportionality during the remainder of the year, because air cooling is lower during warm and short summer nights than in longer winter nights, even with a clear sky. To avoid underestimation of solar radiation in summer, an estimate for transmissivity is increased by the T nc parameter (summer night tem-perature factor). High T nc values decrease the effect of T min , and vice versa, by means of the exponential function g(T min ). The parameter T nc is active only if T min reaches a high value, whereas for low T min the value of g(T min )≈1. Daily actual radiation is then obtained by multiplying daily potential radiation for a given day and latitude (Bristow and Campbell, 1984) by the atmospheric transmissivity tt i .
The parameters b and T nc were calibrated by using all the data available at each location (Table 1) , by calculating the lowest root mean squared error (RMSE) between observed and measured data (Loague and Green, 1991) .
Data collection
Daily maximum and minimum temperatures and global solar radiation have been obtained for 29 weather stations in northern Italy (Table 1, Fig. 1 ).
Several years of data were available for each station. A quality data check was performed on the data:
• radiation values below 0.01 MJ m −2 per day or above the potential for the given day and latitude (assuming τ =0.8) were considered wrong and therefore excluded from analysis; • τ was calculated for each location, by averaging the five highest atmospheric transmissivities between day of year 120 and day of year 240 (for a given day, τ =MR/PR, with MR the measured radiation and PR the potential radiation). Stations with τ <0.71 have been considered affected by a systematic error in measurements (Iqbal, 1983) ; their measured radiation data were then multiplied by a coefficient to obtain τ =0.71.
Comparison between measured and estimated solar radiations
After calibration of b and T nc , global solar radiation was estimated with the model for all years and stations. Agreement between measured and predicted values was described by: the slope and the coefficient of determination (R 2 ) of the regression line between predicted and observed values and by the RMSE, the modelling efficiency (ME) and the coefficient of residual mass (CRM), the latter two as described by Loague and Green (1991) .
Geostatistical procedures
The variables analysed in this study are related to their position in space, and are hence called geovariables, denoted by Z(x, t), where Z is the property, such as T min , T max and tt i , x the location in the two-dimensional study area, characterised by co-ordinates measured with respect to an arbitrary origin, and t is the day of the year. Observations on Z(x, t) are denoted by z(x i , t j ), i=1, . . . , 29; j=1, . . . , 365. Regionalised variables and their unknown spatial and temporal variation can be modelled with random functions. Random functions are characterised, among other measures, by the first and second moment. From the first moment, one knows whether Z(x, t) shows a trend. From the second moment, one knows whether its variance exists, is independent upon location and time, and shows a dependence as a function of the spatial distance or the time interval. Usually a stronger similarity exists between nearby locations and for small intervals of time than between far-off locations and for long interval of time. A convenient way of modelling this dependence for variables without a trend is the variogram, defined as a function of the distance h s and the interval of time h t :
where E denotes the mathematical expectation. The variogram is estimated bŷ
where z(x i , t j ) and z(x i +h s , t j +h t ) denotes a pair of observations separated by a distance vector ≈(h s , h t ) T , of which there are (N(h s , h t )). The variogram can be used to identify and characterise the space-time dependence, to interpolate values at unvisited locations and times and to simulate possible values at these points. Unconditional and conditional simulations are distinguished, where the first generates realisations of fields that obey the statistical characteristics of Z(x, t) and the latter generates fields that both obey statistical parameters and pass through observations. For interpolation, we use point ordinary kriging (OK), which explicitly uses the variogram. For spatial simulations, we use simulated annealing (Kirkpatrick et al., 1983; Deutsch and Journel, 1998) . The data used (29 points in space) did not allow to study anisotropy.
Calculate first, interpolate later
Input data, T max and T min , observed at individual points, allow to calculate atmospheric transmissivities. These atmospheric transmissivities are then interpolated towards the study area. This is the so-called CI procedure. The CI procedure was applied for 1994, the year with the highest number of stations with valid data (21) and the most homogeneous spatial distribution. 
To estimate model parameters C 0 , C 1 and ϕ, a weighted constrained non-linear regression with a sequential quadratic programming algorithm was used. All parameters were bounded to be >0. The model was validated by interpolating (with OK) the calculated atmospheric transmissivity towards the independent test set of 5268 place-day combinations not used for variogram estimation.
The mean squared error (MSE) was calculated at the test points as
where tt p is the daily atmospheric transmissivity predicted with the interpolation, tt o is the observed daily atmospheric transmissivity and n=5628. Also, the mean variance of the prediction error (MVP) or kriging error variance was calculated as
where tt s is the value for the stochastic geovariable.
Interpolate first, calculate later
Input data (b, T nc , τ , T max i , T min i and T min i+1 ) are interpolated towards grid nodes covering the study area, followed by model calculations at each of these nodes. This leads to the so-called IC procedures. For each input variable, the most convenient interpolation procedure is selected.
For the IC procedure, variograms were computed for the b, T nc and τ parameters in the spatial domain and daily temperatures in the spatio-temporal domain, by using the same 1606 randomly selected place-day combinations used for the CI procedure. The parameters b, T nc and τ were interpolated in space, while daily temperatures were interpolated in space and time towards the 5628 test points. The model was applied to the interpolated inputs to calculate atmospheric transmissivity, then MSE was calculated. A comparison of MSE obtained with CI and IC procedures provide suggestions for model application at regional scale.
Calculate first, simulate later
Model outputs are conditionally simulated for the study area, the so-called CS procedure. Simulations are equivalent to simulated realisations of the random space function. They are useful, like the kriging variance, to get an impression of the region of the highest uncertainty, but do not require any assumption on Gaussianity.
Simulate first, calculate later
Conditional simulations of the input variables were used to analyze model uncertainty for spatial variation of the input variables. Input variables are simulated towards the nodes of a fine-meshed grid, followed by model calculations at each of these grid nodes. Upon comparison of many of these model calculations, an impression can be obtained as concerns the spatial uncertainty. This leads to the so-called SC procedures.
For the four procedures, atmospheric transmissivity instead of radiation has been chosen as the test variable because it meets the intrinsic hypothesis (the expectation of the geovariable is constant). Table 1 shows calibration of the b and T nc parameters. Summary statistics for τ , b, T nc are reported in Table 2 . τ is rather stable across the studied area, while b and T nc show higher variability. The coefficient of a R 2 : the slope and the coefficient of determination of the regression line between predicted and observed values; RMSE: root mean squared error; ME: modelling efficiency; CRM: coefficient of residual mass (Loague and Green, 1991). variation is very similar for b and T nc . Higher values for b frequently occur at stations of higher altitudes. Low values for T nc (between 20 and 23 • C) are typical for low-level plain locations, where the effect of reduced night air cooling is more evident. Table 3 shows the statistical indices obtained by comparing modelled and measured global solar radiation. Model performance is satisfactory for most locations; the average value for the slope of the regression line between observed and measured radiation is 0.91, R 2 is 0.88 and the RMSE ranges from 2.3 to 3.9 MJ m −2 per day.
Results
Model calibration
Other RMSE values found by other authors using similar methods equal 3.4-4.1 (Hunt et al., 1998), 3 (Bristow and Campbell, 1984) , 2.9-3.6 (Elizondo et al., 1994 ), 3.4-5.2 (McCaskill, 1990 ), 3.5-5.6 (Supit, 1994 ) and 3.2-5.9 (Bindi et al., 1996) .
Geostatistics
CI procedure
Space-time variograms for atmospheric transmissivity were calculated and the linear variogram model was fitted to the calculated variogram values. The Eq. (4) ; asymptotic 95% confidence intervals are indicated in parenthesis; tt i : calculated atmospheric transmissivity; T max : maximum temperature; T min : minimum temperature; C 0 : nugget effect; C 1 : slope; ϕ: coefficient accounting for distance in time; MSE: mean squared error calculated by comparing calculated and observed independent data; MVP: kriging error variance; CI: 'calculate first, interpolate later' procedure; IC: 'interpolate the inputs, calculate later' procedure. values obtained for model parameters are given in Table 4 .
Atmospheric transmissivity shows a weak spatial dependence and a high nugget, showing that spatial variability is nearly the same over the whole area. This is probably related to variability at scales smaller than the average sampling interval and can limit the results of the methodology applied. Moreover, the variable shows a clear time dependence with a range at about 75-80 days. Validation against the independent data set yielded the results shown in Table 5 .
As an application example, the calculated atmospheric transmissivity was interpolated for 10 randomly selected days of year 1994 (Fig. 2) on a grid of 40×26 nodes.
Spatial variation is clearly present at individual days, with very high transmissivity at the (summer) Days 209 and 246, a rather temporal variation is visible. Even on three consecutive days (36, 37 and 38) an interesting change in the pattern is visible, with (relatively) high transmissivity in the eastern part of the area on Day 36, and on the western part of the area on Days 37 and 38. 
IC procedure
No spatial trend was found for the empirical parameters b and T nc , and for τ . A pure nugget effect was identified as the spatial structure for τ (nugget= 4.917×10 −5 ), while for the empirical parameters the variogram models are described in Table 6 .
For daily temperatures, variograms are calculated using four lags of 60 km in space and 10 lags of 15 days in time. The same spatio-temporal linear variogram model used for transmissivity was fitted, yielding the parameters shown in Table 4 . All coefficients are not significantly different from zero. Variogram models for b and T nc were cross-validated, yielding an MSE value of 0.005 for b and 58.911 for T nc (Table 6 ). The space-time variogram models obtained for T max and T min were validated against the independent data set (Table 4) .
Finally, to carry out model calculations on the 5628 test points, interpolated daily temperatures in space and time and interpolated b and T nc values in space were used. Estimates for b and T nc were obtained by leaving the observed values out during interpolation (cross-validation approach) while τ was calculated as the average of the original data. The model was then applied to calculate atmospheric transmissivity for the test data. This yielded a higher MSE (0.0636) as compared to the CI procedure.
CS procedure
For 1 day of the year (Day 36), selected at random, simulated annealing was applied to create eight different realisations of atmospheric transmissivity on a grid of 40×26 nodes (Fig. 3) . The maps give an impression of the actually occurring spatial variability of model output. They clearly show low variability as the pattern of calculated atmospheric transmissivity is almost the same for each realisation.
As compared to the interpolated map of Day 36 (see Fig. 2 ) much more detail can be observed, although the general pattern (low values in the south western part) is the same. It shows that input of simulated values into a agricultural model would be a realistic option to include the actually occurring spatial variability.
SC procedure
Again for Day 36, 20 realisations for each input variable were created with simulated annealing. By applying the model to the simulated inputs at grid nodes and averaging the realisations, a rather fragmented but homogeneous map is obtained (Fig. 4) . This is in contrast to more homogeneous maps obtained for CS procedure for the same day (Fig. 3) . It underlines the high spatial uncertainty of this system where variation of the input variables is such that only an 'average' impression is obtained. Much variation that was visible from the CS procedure, such as the high values in the south-western part of the area, now disappears.
Discussion
The model generally overestimates global solar radiation in winter, thus yielding a slope <1 for the regression line between predicted and observed data. This behaviour needs to be improved. Moreover, transfer functions already identified by Donatelli and Campbell (1998) could be improved for estimating the local parameters b and T nc as a function of temperature patterns. This could allow to carry out more robust estimates of the local parameters at locations where radiation data are not available. The inferior efficiency of the IC procedure can be explained by the fact that six inputs had to be interpolated to carry out the calculations, thus increasing errors in model application. This is particularly true for three model inputs whose spatial structure was not efficiently described, such as T max , T min and the T nc parameter, for which MSE values are high (Tables 4 and 6 ). Calculated radiation in fact strongly depends on tem-perature range, regulated by the T nc parameter. The CI procedure, on the other hand, requires only interpolation of the calculated variable, hence leading to a lower error. The IC procedure could be applied only if high-quality and reliable spatial and temporal structures are identifiable for model inputs. In particular, data collected at closer locations would be necessary to identify properly the variogram for those distances where interpolation is required.
For simulation procedures, a similar remark applies: SC highlights a high spatial uncertainty of the model, while CS yielded a more robust result.
Different IC procedures could also be tested, in which model inputs (daily temperatures and local parameters) are not interpolated with OK, but are chosen for each site as the values measured at the nearest station (or as the average of the values measured at the two or three nearest stations). Also, the local parameters b and T nc could be estimated with the transfer functions cited above. Finally, the SC procedure could be improved by co-simulating T max and T min .
Concluding remarks
In this study, the following conclusions are derived: 1. A relatively simple model to calculate atmospheric transmissivity was found that represents a reliable way to estimate global solar radiation. 2. Model inputs and model output show a clear spatial and temporal structure. Interpolation at the scale of northern Italy yields relatively large MSE values, although CI procedures reduced MSE values with 40% as compared to CI procedures. Future developments may focus on transfer functions for estimating site specific parameters as a function of weather patterns and simpler IC procedures by estimating model inputs with data from the nearest stations. 3. Different simulations of model output showed similar patterns of spatial variation as those obtained with interpolation, but with higher spatial variation. Simulation of input data followed by model calculations only yielded an 'average' result, due to the high spatial and temporal variation of the input data. 4. Modern geostatistical space-time procedures are useful to estimate solar radiation at spatial locations and at times over large areas of land when no observations are available. This allows improved use of water budget and crop productivity models and to assess the error associated to the estimates of evapotranspiration at each location.
