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Abstract
LetA be a commutative associative algebra over the complex field C, and G be the complexification of the
real Lie algebra so(3). For any fixed elements E1,E2,E3 ∈A, we define a Lie algebra L(E1,E2,E3) :=
G ⊗A with Lie bracket given by (1.2). When the associative algebra A is the Laurent polynomial algebra
C[t±11 , . . . , t±1ν ], we determine its derivation Lie algebra (DerL), and universal central extension Lˆ. We
also give a vertex operator representation for the Lie algebra Lˆ. This new class of Lie algebras includes the
affine Lie algebra A(1)1 and the toroidal Lie algebras of type A1. We note that in general this kind of Lie
algebras is not Zν -graded.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let G = C ⊗ so(3) be the complexification of the real Lie algebra so(3) with the standard
basis {α1, α2, α3} such that
[α1, α2] = α3, [α2, α3] = α1, [α3, α1] = α2. (1.1)
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H. Lian, S. Tan / Journal of Algebra 307 (2007) 804–828 805For a =∑3i=1 aiαi ∈ G, we set a(i) = aiαi , for i = 1,2,3. Let A be any commutative associa-
tive algebra over C with identity, and E1,E2,E3 ∈ A be fixed elements, we define an algebra
L(E1,E2,E3) := G ⊗A with the following multiplication:
[a ⊗ f,b ⊗ g] =
3∑
i=1
[a,b](i) ⊗Eifg, (1.2)
for a,b ∈ G, and f,g ∈A.
Lemma 1.1. L(E1,E2,E3) is a Lie algebra. Moreover, L(E1,E2,E3) is perfect if and only if
the elements E1,E2,E3 are units of A.
Proof. To see L(E1,E2,E3) is a Lie algebra we only need to check the Jacobi identity. For
a =∑3i=1 aiαi,b =∑3i=1 biαi, c =∑3i=1 ciαi ∈ G, and f,g,h ∈A, we have[[a ⊗ f,b ⊗ g], c ⊗ h]+ [[b ⊗ g, c ⊗ h],a ⊗ f ]+ [[c ⊗ h,a ⊗ f ],b ⊗ g]
=
3∑
i,j=1
([[a,b](i), c](j) + [[b, c](i),a](j) + [[c,a](i),b](j))⊗ EiEjfgh.
Note that
[[a,b](1), c]+ [[b, c](1),a]+ [[c,a](1),b]
= [(a2b3 − a3b2)α1, c]+ [(b2c3 − b3c2)α1,a]+ [(c2a3 − c3a2)α1,b]
= ((a2b3 − a3b2)c2 + (b2c3 − b3c2)a2 + (c2a3 − c3a2)b2)α3
− ((a2b3 − a3b2)c3 + (b2c3 − b3c2)a3 + (c2a3 − c3a2)b3)α2 = 0.
Similarly, one can show [[a,b](i), c]+ [[b, c](i),a]+ [[c,a](i),b]= 0
for i = 2,3. The Jacobi identity then follows from the above equations.
By definition, a Lie algebra L is called perfect if it is equal to its derived Lie subalgebra L′ =
[L,L]. For simplicity, we set L = L(E1,E2,E3) for E1,E2,E3 ∈ A. Let L1 = ∑3i=1(αi ⊗C
EiA). It is clear that L=∑3i=1(αi ⊗C A), and the derived Lie subalgebra L′ ⊆ L1. Moreover,
for any f ∈A, we have by (1.2)
[α1 ⊗ f,α2 ⊗ 1] = α3 ⊗ E3f,
[α2 ⊗ f,α3 ⊗ 1] = α1 ⊗ E1f,
[α3 ⊗ f,α1 ⊗ 1] = α2 ⊗ E2f.
This implies L1 ⊆ L′. Therefore L1 = L′.
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i = 1,2,3. On the other hand, if Ei is invertible, for i = 1,2,3, then EiA=A, for i = 1,2,3.
This gives L= L1 = L′, i.e., L is perfect. 
Now we assume that A is the Laurent polynomial ring C[t±11 , t±12 , . . . , t±1ν ] with commuting
variables. We also require that the Lie algebra L= L(E1,E2,E3) is perfect. We note that the Lie
algebra L(1,1,1) is a multi-loop algebra and the universal central extension of L(1,1,1) is the
usual toroidal Lie algebra (see [EM]) of type A1. In the next section, we study the isomorphic
classes of the Lie algebras. Indeed, we show that if L(E1,E2,E3) is perfect, then L(E1,E2,E3)
is isomorphic to L(t s1, t s2,1) for some s1, s2 ∈ Zν2. In Section 3 we study the derivation algebra
of L(t s1, t s2,1). We also give a gradation to the Lie algebra in terms of parameters s1 and s2.
Section 4 is devoted to the study of the universal central extension of L(t s1, t s2,1). Finally in
Section 5, we first express the Lie algebra structure of L(t1, t2,1) in terms of power series iden-
tities, which allow us to give a vertex operator representation for the Lie algebra on a Fock space
with both bosonic and fermionic fields (see (5.1)). We remark that the idea of vertex operator
construction given in Section 5 comes from the vertex operator construction of the so-called
TKK algebras [T2], a class of important extended affine Lie algebras first defined in [AABGP].
Throughout the paper we set
Zν2 =
{
(m1, . . . ,mν) ∈ Zν | mj = 0,1, j = 1, . . . , ν
}
and ej ∈ Zν is the unit element with 1 in j th coordinate and 0 elsewhere for j = 1, . . . , ν.
2. Isomorphic classes and gradations
For simplicity, we write tm = tm11 · · · tmνν for m = (m1, . . . ,mν) ∈ Zν (ν  1).
Proposition 2.1. Suppose that the Lie algebra L(E1,E2,E3) is perfect, then there exist
s1, s2 ∈ Zν2 such that
L(E1,E2,E3)  L
(
t s1, t s2,1
)
.
Proof. SinceL(E1,E2,E3) is perfect, by Lemma 1.1, we know that there exist m1,m2,m3 ∈ Zν
and a1, a2, a3 ∈ C \ {0} such that Ei = aitmi , i = 1,2,3. For k = 1,2 and j = 1, . . . , ν, we set
skj =
{
0, if mkj +m3j is even,
1, if mkj +m3j is odd,
where mij is the j th entry of mi for i = 1,2,3. Let sk = (sk1, . . . , skν), then sk ∈ Zν2, k = 1,2.
We define a linear map ϕ :L(E1,E2,E3) → L(t s1, t s2,1) by
α1 ⊗ f 	→ √a2a3α1 ⊗ t
m3+m2−s2
2 f,
α2 ⊗ f 	→ √a3a1α2 ⊗ t
m3+m1−s1
2 f,
α3 ⊗ f 	→ √a1a2α3 ⊗ t
m1+m2−s1−s2
2 f. (2.1)
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L(t s1, t s2,1). 
Lemma 2.2. Let s1, s2 ∈ Zν2 . If s1 = 0 or s2 = 0, then L(t s1, t s2,1)  L(1,1,1).
Proof. Without loss of generality, we assume s2 = 0. We let [·,·], [·,·]′ denote the multiplications
in L(t s1,1,1) and L(1,1,1), respectively, and set
h(m) = −2iα1 ⊗ tm, x±(m) = iα2 ⊗ tm ± α3 ⊗ tm,
where i = √−1 is the complex unit. Then one can show the following identities:[
h(m), h(n)
]= 0, [h(m), x±(n)]= ±2x±(m + n),[
x±(m), x±(n)
]= 0, [x+(m), x−(n)]= h(m + n + s1),
and [
h(m), h(n)
]′ = 0, [h(m), x±(n)]′ = ±2x±(m + n),[
x±(m), x±(n)
]′ = 0, [x+(m), x−(n)]′ = h(m + n).
The above identities then imply that the linear map ϕ from L(t s1,1,1) to L(1,1,1) defined by
ϕ
(
h(m)
)= h(m), ϕ(x+(m))= x+(m), ϕ(x−(m))= x−(m + s1)
is a Lie algebra isomorphism. 
Lemma 2.3. For any s ∈ Zν2 , then L(t s, t s,1)  L(1,1,1).
Proof. By applying Lemma 2.2 we only need to prove that the Lie algebra L(t s, t s,1) is isomor-
phic to L(t s,1,1). For this purpose we define a linear map ϕ from L(t s, t s,1) to L(t s,1,1) by
setting
ϕ
(
α1 ⊗ tm
)= α2 ⊗ tm, ϕ(α2 ⊗ tm)= α3 ⊗ tm, ϕ(α3 ⊗ tm)= α1 ⊗ tm+s.
Then one can easily check that ϕ is a Lie algebra isomorphism. This completes the proof of the
lemma. 
By Proposition 2.1, Lemmas 2.2 and 2.3, we have
Theorem 2.4. Suppose that the Lie algebra L(E1,E2,E3) is perfect, then L(E1,E2,E3) is
either isomorphic to the loop algebra L(1,1,1), or isomorphic to L(t s1, t s2,1), for some
s1, s2 ∈ Zν2 with s1, s2 = 0 and s1 = s2.
As the loop algebra L(1,1,1) has been studied extensively, here we only study the Lie algebra
L(t s1, t s2,1) with s1, s2 ∈ Zν and s1, s2 = 0, s1 = s2.2
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Proof. Let L0 be the subalgebra of L(t s1, t s2,1) generated by
α1 ⊗ tej , α2 ⊗ t−ej , α1 ⊗ t−s2, α2 ⊗ t−s1,
for j = 1, . . . , ν. We prove that L0 = L(t s1, t s2,1). In fact, since
[
α1 ⊗ tej , α2 ⊗ t−ej
]= α3 ⊗ 1, [α2 ⊗ t−s1, α3 ⊗ 1]= α1 ⊗ 1,[
α3 ⊗ 1, α1 ⊗ t−s2
]= α2 ⊗ 1, [α1 ⊗ 1, α2 ⊗ t−ej ]= α3 ⊗ t−ej ,[
α1 ⊗ tej , α2 ⊗ 1
]= α3 ⊗ tej , [α2 ⊗ t−s1, α3 ⊗ t−ej ]= α1 ⊗ t−ej ,[
α3 ⊗ tej , α1 ⊗ t−s2
]= α2 ⊗ tej ,
we have αi ⊗ 1, αi ⊗ t±ej ∈ L0 for i = 1,2,3 and j = 1, . . . , ν. Furthermore, since
[
α1 ⊗ t±ej , α2 ⊗ t±ej
]= α3 ⊗ t±2ej ,[
α2 ⊗ t−s1, α3 ⊗ t±2ej
]= α1 ⊗ t±2ej ,[
α3 ⊗ t±2ej , α1 ⊗ t−s2
]= α2 ⊗ t±2ej ,
we have αi ⊗ t±2ej ∈ L0 for i = 1,2,3. By induction on n, we have αi ⊗ tnej ∈ L0 for n ∈ Z,
i = 1,2,3, and j = 1, . . . , ν. Moreover, since
[
α1 ⊗ tniei , α2 ⊗ tnj ej
]= α3 ⊗ tniei+nj ej ,[
α2 ⊗ t−s1, α3 ⊗ tniei+nj ej
]= α1 ⊗ tniei+nj ej ,[
α3 ⊗ tniei+nj ej , α1 ⊗ t−s2
]= α2 ⊗ tniei+nj ej ,
we have
α1 ⊗ tniei+nj ej , α2 ⊗ tniei+nj ej , α3 ⊗ tniei+nj ej ∈ L0
for ni, nj ∈ Z, i, j = 1, . . . , ν, i = j. By a similar argument as above, we have α1 ⊗ tn, α2 ⊗ tn,
α3 ⊗ tn ∈ L0 for all n ∈ Zν . Hence L0 = L(t s1, t s2,1). 
We define a gradation on the Lie algebra L(t s1, t s2,1) by assigning
deg
(
α1 ⊗ tn
)= n + 1
2
s2, deg
(
α2 ⊗ tn
)= n + 1
2
s1, deg
(
α3 ⊗ tn
)= n + 1
2
(s1 + s2).
(2.2)
Then one can show the following Proposition by (1.2) and (2.2).
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Lr =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Cα1 ⊗ tr− 12 s2, if r ∈ Zν + 12 s2,
Cα2 ⊗ tr− 12 s1, if r ∈ Zν + 12 s1,
Cα3 ⊗ tr− 12 (s1+s2), if r ∈ Zν + 12 (s1 + s2),
0, otherwise.
(2.3)
3. Derivations of L(t s1, t s2,1)
Let G be an abelian group, A =⊕α∈G Aα be a G-graded algebra. We say D is a derivation
of A, if D is a linear map from A to itself, and satisfies
D(ab) = (Da)b + a(Db),
for a, b ∈ A. Let Der(A) be the set of all derivations of A. D ∈ Der(A) is called a derivation of
homogeneous degree α if D(Aβ) ⊆ Aα+β, for α,β ∈ G. Set
Der(A)α =
{
D ∈ Der(A) | degD = α}.
Lemma 3.1. [Fa] Let G be an abelian group. For any finitely generated G-graded Lie algebra
A =⊕α∈G Aα , then
Der(A) =
⊕
α∈G
Der(A)α.
Set L= L(t s1, t s2,1) with s1, s2 ∈ Zν2, and s1, s2 = 0, s1 = s2. We know from Lemma 2.5 and
Proposition 2.6 that L is a finitely generated and 12 Zν -graded Lie algebra. By Lemma 3.1, we
have
Der(L) =
⊕
r∈ 12 Zν
Der(L)r.
We define linear maps dj (m) for j = 1, . . . , ν and m ∈ Zν , from L to itself by
dj (m).α1 ⊗ tn =
(
nj + s2j2
)
α1 ⊗ tn+m,
dj (m).α2 ⊗ tn =
(
nj + s1j2
)
α2 ⊗ tn+m,
dj (m).α3 ⊗ tn =
(
nj + s1j + s2j2
)
α3 ⊗ tn+m. (3.1)
Then one can easily check that dj (m) are derivations of L.
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(L(t s1, t s2,1))= ⊕
r∈ 12 Zν
Der(L)r,
where
Der(L)r =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
⊕ν
j=1 Cdj (r), if r ∈ Zν,
Cad(α2 ⊗ tr− 12 s1), if r ∈ Zν + 12 s1,
Cad(α1 ⊗ tr− 12 s2), if r ∈ Zν + 12 s2,
Cad(α3 ⊗ tr− 12 (s1+s2)), if r ∈ Zν + 12 (s1 + s2),
0, otherwise.
(3.2)
Proof. We known from Proposition 2.6 that, for any r ∈ 12 Zν
dimLr =
{
1, if r ∈ (Zν + 12 s1)∪ (Zν + 12 s2)∪ (Zν + 12 (s1 + s2)),
0, otherwise.
(3.3)
Let Dr ∈ Der(L)r, r ∈ 12 Zν . We divide the argument into five cases to obtain all derivations of
homogeneous degree r ∈ 12 Zν .
Case one. If r = m ∈ Zν , by (3.3), we may assume
Dr.
(
αi ⊗ tn
)= φi(m,n)αi ⊗ tm+n, (3.4)
for i = 1,2,3, n ∈ Zν , where φi is a map from Zν × Zν to C. Since
α3 ⊗ tw =
[
α1 ⊗ tej , α2 ⊗ tw−ej
]
, α2 ⊗ tw =
[
α3 ⊗ tw, α1 ⊗ t−s2
]
,
we have
φ3(m,w) = φ1(m, ej )+ φ2(m,w − ej ), (3.5)
φ2(m,w) = φ3(m,w)+ φ1(m,−s2), (3.6)
for w ∈ Zν and j = 1, . . . , ν. Thus by (3.5) and (3.6) we have
φ3(m,n) = φ1(m, ej )+ φ2(m,n − ej )
= φ1(m, ej )+ φ3(m,n − ej )+ φ1(m,−s2)
= · · ·
= kφ1(m, ej ) + φ3(m,n − kej )+ kφ1(m,−s2), (3.7)
for n ∈ Zν , j = 1,2, . . . , ν and k = 1,2, . . . . Note that Eq. (3.7) is also satisfied for k = 0,−1,
−2, . . . . Therefore, using (3.7), we have
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ν∑
j=1
njφ1(m, ej )+ φ3(m,0)+
ν∑
j=1
njφ1(m,−s2), ∀n ∈ Zν . (3.8)
Since α1 ⊗ tn = [α2 ⊗ tn, α3 ⊗ t−s2], we have
φ1(m,n) = φ2(m,n)+ φ3(m,−s1) = φ3(m,n)+ φ1(m,−s2)+ φ3(m,−s1). (3.9)
From (3.9) we have
φ3(m,−s1)+ φ3(m,−s2) = 0. (3.10)
From (3.8), (3.10), we have
2φ3(m,0) =
ν∑
j=1
(s1j + s2j )φ1(m, ej )+
ν∑
j=1
(s1j + s2j )φ1(m,−s2). (3.11)
In addition, since α3 ⊗ 1 = [α1 ⊗ 1, α2 ⊗ 1], using (3.6), (3.8), (3.9), we have
φ3(m,0) = φ1(m,0)+ φ2(m,0)
= 2φ3(m,0)+ φ3(m,−s1)+ 2φ1(m,−s2)
= 3φ3(m,0)−
ν∑
j=1
s1j φ1(m, ej )−
ν∑
j=1
s1jφ1(m,−s2)+ 2φ1(m,−s2).
That is
2φ3(m,0) =
ν∑
j=1
s1jφ1(m, ej )+
ν∑
j=1
s1jφ1(m,−s2)− 2φ1(m,−s2). (3.12)
Note that s2j  0 and not all zero, from (3.11), (3.12), we have
φ1(m,−s2) = −
∑ν
j=1 s2j φ1(m, ej )
2 +∑νj=1 s2j . (3.13)
By (3.8), (3.12), (3.13), φ3(m,n) can be expressed in terms of φ1(m, ej ), j = 1, . . . , ν. More-
over, by (3.6), (3.13) and (3.9), (3.13), φ2(m,n) and φ1(m,n) can also be expressed in terms
of φ1(m, ej ), j = 1, . . . , ν. Therefore, from (3.4), we see that Dm is determined by φ1(m, ej ),
j = 1, . . . , ν. This implies that dim Der(L)m  ν. Note that d1(m), . . . , dν(m) are linearly inde-
pendent derivations in Der(L)m, we have dim Der(L)m = ν and Der(L)m =⊕νj=1 Cdj (m).
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dr.
(
α1 ⊗ tn
)= φ3(m,n)α3 ⊗ tm+n,
dr.
(
α2 ⊗ tn
)= 0,
dr.
(
α3 ⊗ tn
)= φ1(m,n)α1 ⊗ tm+n+s1 , (3.14)
for n ∈ Zν , where φ1 and φ3 are maps from Zν × Zν to C. For any n,w ∈ Zν , since
α3 ⊗ tn = [α1 ⊗ tw, α2 ⊗ tn−w], we have φ1(m,n) = −φ3(m,w). Thus φ1(m,n) = −φ3(m,n) =
−φ3(m,0), which implies dim Der(L)m+ 12 s1  1. Therefore Der(L)m+ 12 s1 = Cad(α2 ⊗ t
m) and
dim(Der(L)m+ 12 s1) = 1.
Case three. If r = m + s22 ∈ Zν + s22 , by (3.3), we may assume that
Dr.
(
α1 ⊗ tn
)= 0,
Dr.
(
α2 ⊗ tn
)= φ3(m,n)α3 ⊗ tm+n,
Dr.
(
α3 ⊗ tn
)= φ2(m,n)α2 ⊗ tm+n+s2 , (3.15)
for n ∈ Zν , where φ2 and φ3 are maps from Zν × Zν to C. For any n,w ∈ Zν , since α3 ⊗
tn = [α1 ⊗ tn−w, α2 ⊗ tw], we have φ2(m,n) = −φ3(m,w). Thus φ2(m,n) = −φ3(m,n) =
−φ3(m,0), which implies dim(Der(L)m+ 12 s2)  1. Therefore Der(L)m+ 12 s2 = Cad(α1 ⊗ t
m)
and dim(Der(L)m+ 12 s2) = 1.
Case four. If r = m + s1+s22 ∈ Zν + s1+s22 , by (3.3), we may assume that
Dr.
(
α1 ⊗ tn
)= φ2(m,n)α2 ⊗ tm+n+s2,
Dr.
(
α2 ⊗ tn
)= φ1(m,n)α1 ⊗ tm+n+s1,
Dr.
(
α3 ⊗ tn
)= 0, (3.16)
for n ∈ Zν , where φ1 and φ2 are maps from Zν × Zν to C. For any n,w ∈ Zν , since α1 ⊗ tn =
[α2 ⊗ tw, α3 ⊗ tn−w−s1], we have φ2(m,n) = −φ1(m,w). Thus φ2(m,n) = −φ1(m,n) =
−φ1(m,0), which implies dim(Der(L)m+ 12 (s1+s2))  1. Therefore Der(L)m+ 12 (s1+s2) =
Cad(α3 ⊗ tm) and dim(Der(L)m+ 12 (s1+s2)) = 1.
Case five. If r /∈ (Zν + s1+s22 )∪ (Zν + s12 )∪ (Zν + s22 ), by (3.3) we have
Dr.
(
αi ⊗ tn
)= 0, for i = 1,2,3, n ∈ Zν.
Thus Dr = 0, and therefore Der(L)r = 0. This also completes the proof of Proposition 3.2. 
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For a perfect Lie algebra G, a central extension of G is a Lie algebra Gˆ and a surjective
homomorphism π : Gˆ → G whose kernel lies in the center Z(Gˆ) of Gˆ. The pair (Gˆ,π ) is called
a covering central extension of G if in addition Gˆ is perfect. A covering central extension (G¯,π )
is a universal central extension of G if for every central extension (Gˆ, λ) of G there exists a
unique homomorphism ψ : G¯ → Gˆ such that λψ = π . It is well known [Gar] that every perfect
Lie algebra has a universal central extension.
For s1, s2 ∈ Zν2, we know that L = L(t s1, t s2,1) is a perfect and center-free Lie algebra. In
order to describe the universal central extension of L, we consider the quotient space
K := T /I, (4.1)
where
T := spanC
{
cj (m) | j = 1, . . . , ν, m ∈ Zν
}
,
I := spanC
{
ν∑
j=1
mjcj (m)
∣∣∣m = (m1, . . . ,mν) ∈ Zν
}
.
We keep the same notation for the images of cj (m) in K, so we have
ν∑
j=1
mjcj (m) = 0, ∀m ∈ Zν. (4.2)
Now we define an algebra Lˆ by
Lˆ := L⊕K,
with the following commutation relations[
a ⊗ tm,b ⊗ tn]= [a ⊗ tm,b ⊗ tn]L + 〈a ⊗ tm,b ⊗ tn〉, (4.3)
for a,b ∈ G, and m,n ∈ Zν, where [·,·]L is the Lie product of L defined by (1.2), and 〈·,·〉 is a
bilinear map from L×L to K defined by
〈
α1 ⊗ tm, α1 ⊗ tn
〉= ν∑
j=1
(
mj + s2j2
)
cj (m + n + s2),
〈
α2 ⊗ tm, α2 ⊗ tn
〉= ν∑
j=1
(
mj + s1j2
)
cj (m + n + s1),
〈
α3 ⊗ tm, α3 ⊗ tn
〉= ν∑
j=1
(
mj + s1j + s2j2
)
cj (m + n + s1 + s2),
〈
αi ⊗ tm, αi′ ⊗ tn
〉= 0, if i = i′. (4.4)
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and (Lˆ, ρ) is a covering central extension of L. We will prove that (Lˆ, ρ) is indeed isomorphic
to the universal central extension of L. To do this we first state a known result
Lemma 4.1. [MRY] Let (Gˆ,π) be a covering central extension of a perfect Lie algebra G.
If η : Gˆ→ Gˆ is a Lie algebra endomorphism which induces the identity map on G, then η = idGˆ .
Theorem 4.2. (Lˆ, ρ) is isomorphic to the universal central extension of the Lie algebra L.
Proof. Let (L¯,π ) be a universal central extension of the perfect Lie algebra L. As (Lˆ, ρ) is
a covering central extension of L, there exists a unique homomorphism ψ : L¯→ Lˆ, for which
ρψ = π, that is, the following diagram commutes:
L¯ π
ψ
L
Lˆ
ρ
L
In what follows, we are going to define a Lie algebra homomorphism ψ ′ : Lˆ→ L¯ for which
the endomorphisms ψψ ′ ∈ End(Lˆ) and ψ ′ψ ∈ End(L¯) induce the identity map on L. Therefore,
Lemma 3.1 implies that ψ ′ defines an isomorphism from Lˆ to L¯ as required.
It is clear that Kerψ ⊆ Z(L¯) and ψ is surjective. Let a(m) be any preimage element of a⊗ tm
under the homomorphism ψ , for a ∈ G, and m ∈ Zν . As
ψ
([
α1(m), α2(n)
])= [α1 ⊗ tm, α2 ⊗ tn]= α3 ⊗ tm+n,
we have [
α1(m), α2(n)
]= α3(m + n)+ β3(m,n),
for some β3(m,n) ∈ Kerψ. Similarly, we have
[
α2(m), α3(n)
]= α1(m + n + s1)+ β1(m,n),[
α3(m), α1(n)
]= α2(m + n + s2)+ β2(m,n),
for some β1(m,n), β2(m,n) ∈ Kerψ.
Since Kerψ ⊆ Z(L¯), we may replace α1(m), α2(m) and α3(m) by α1(m) + β1(0,m − s1),
α2(m) + β2(0,m − s2) and α3(m) + β3(0,m), respectively, and obtain
[
α1(0), α2(n)
]= α3(n),[
α2(0), α3(n)
]= α1(n + s1),[
α3(0), α1(n)
]= α2(n + s2). (4.5)
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Cj (m) =
[
α3(ej ), α3(m − s1 − s2 − ej )
]− [α3(0), α3(m − s1 − s2)]. (4.6)
It is easy to check that ψ(Cj (m)) = cj (m). Since π(Cj (m)) = ρψ(Cj (m)) = ρ(cj (m)) = 0,
we have Cj (m) ∈ Kerπ ⊆ Z(L¯).
Now we define a linear map ψ ′ : Lˆ→ L¯ by
αi ⊗ tm 	−→ αi(m),
cj (m) 	−→ Cj (m),
for i = 1,2,3, j = 1, . . . , ν, and m ∈ Zν. We shall complete the proof of Theorem 4.2 by the
following seven claims.
Claim 1. For any m ∈ Zν , we have
[
α3(0), α3(m − s1 − s2)
]= [α1(0), α1(m − s2)]+ [α2(0), α2(m − s1)].
Proof. By (4.5) we have
[
α3(0), α3(m − s1 − s2)
]
= [[α1(0), α2(0)], α3(m − s1 − s2)]
= [α1(0), [α2(0), α3(m − s1 − s2)]]+ [[α1(0), α3(m − s1 − s2)], α2(0)]
= [α1(0), α1(m − s2)]+ [α2(0), α2(m − s1)]. 
Claim 2. For any m ∈ Zν , and j = 1, . . . , ν, we have
Cj(m) =
[
α1(ej ), α1(m − s2 − ej )
]− [α1(0), α1(m − s2)]
= [α2(ej ), α2(m − s1 − ej )]− [α2(0), α2(m − s1)].
Proof. By (4.5), (4.6) and Claim 1, we have
Cj (m) =
[
α3(ej ), α3(m − s1 − s2 − ej )
]− [α3(0), α3(m − s1 − s2)]
= [[α1(0), α2(ej )], α3(m − s1 − s2 − ej )]− [α3(0), α3(m − s1 − s2)]
= [α1(0), α1(m − s2)]+ [α2(ej ), α2(m − s1 − ej )]− [α3(0), α3(m − s1 − s2)]
= [α2(ej ), α2(m − s1 − ej )]− [α2(0), α2(m − s1)],
and
816 H. Lian, S. Tan / Journal of Algebra 307 (2007) 804–828Cj (m) =
[
α3(ej ), α3(m − s1 − s2 − ej )
]− [α3(0), α3(m − s1 − s)]
= [[α1(ej ), α2(0)], α3(m − s1 − s2 − ej )]− [α3(0), α3(m − s1 − s2)]
= [α1(ej ), α1(m − s2 − ej )]+ [α2(0), α2(m − s1)]− [α3(0), α3(m − s1 − s2)]
= [α1(ej ), α1(m − s2 − ej )]− [α1(0), α1(m − s2)]. 
Claim 3. For any m ∈ Zν , and j = 1, . . . , ν, we have[
α3(−ej ),α3(m − s1 − s2 + ej )
]− [α3(0), α3(m − s1 − s2)]
= [α1(−ej ),α1(m − s2 + ej )]− [α1(0), α1(m − s2)]
= [α2(−ej ),α2(m − s1 + ej )]− [α2(0), α2(m − s1)]= −Cj(m).
Proof. By (4.5), Claims 1 and 2, we have[
α1(−ej ),α1(m − s2 + ej )
]− [α1(0), α1(m − s2)]
= [α1(−ej ), [α2(ej ), α3(m − s1 − s2)]]− [α1(0), α1(m − s2)]
= [α3(0), α3(m − s1 − s2)]− [α2(ej ), α2(m − s1 − ej )]− [α1(0), α1(m − s2)]
= −[α2(ej ), α2(m − s1 − ej )]+ [α2(0), α2(m − s1)]= −Cj (m),
and [
α2(−ej ),α2(m − s1 + ej )
]− [α2(0), α2(m − s1)]
= −[α2(−ej ), [α1(ej ), α3(m − s1 − s2)]]− [α2(0), α2(m − s1)]
= [α3(0), α3(m − s1 − s2)]− [α1(ej ), α1(m − s2 − ej )]− [α2(0), α2(m − s1)]
= −[α1(ej ), α1(m − s2 − ej )]+ [α1(0), α1(m − s2)]= −Cj (m),
and [
α3(−ej ),α3(m − s1 − s2 + ej )
]− [α3(0), α3(m − s1 − s2)]
= [[α1(−ej ),α2(0)], α3(m − s1 − s2 + ej )]− [α3(0), α3(m − s1 − s2)]
= [α1(−ej ),α1(m − s2 + ej )]+ [α2(0), α2(m − s1)]− [α3(0), α3(m − s1 − s2)]
= [α1(−ej ),α1(m − s2 + ej )]− [α1(0), α1(m − s2)]= −Cj (m). 
Claim 4. For any k ∈ Z, m ∈ Zν , and j = 1, . . . , ν, we have[
α3(kej ), α3(m − s1 − s2 − kej )
]− [α3(0), α3(m − s1 − s2)]
= [α1(kej ), α1(m − s2 − kej )]− [α1(0), α1(m − s2)]
= [α2(kej ), α2(m − s1 − kej )]− [α2(0), α2(m − s1)]= kCj (m).
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for k = 1 follows from (4.6) and Claim 2. Observe that[
α3
(
(k + 1)ej
)
, α3
(
m − s1 − s2 − (k + 1)ej
)]− [α3(0), α3(m − s1 − s2)]
= [[α1(kej ), α2(ej )], α3(m − s1 − s2 − (k + 1)ej )]− [α3(0), α3(m − s1 − s2)]
= [α1(kej ), α1(m − s2 − kej )]+ [α2(ej ), α2(m − s1 − ej )]− [α3(0), α3(m − s1 − s2)]
= kCj (m)+Cj (m) = (k + 1)Cj (m),
and[
α1
(
(k + 1)ej
)
, α1
(
m − s2 − (k + 1)ej
)]− [α1(0), α1(m − s2)]
= [α1((k + 1)ej ), [α2(−ej ),α3(m − s1 − s2 − kej )]]− [α1(0), α1(m − s2)]
= [α3(kej ), α3(m − s1 − s2 − kej )]− [α2(−ej ),α2(m − s1 + ej )]− [α1(0), α1(m − s2)]
= kCj (m)−
(−Cj(m))= (k + 1)Cj (m),
and[
α2
(
(k + 1)ej
)
, α2
(
m − s1 − (k + 1)ej
)]− [α2(0), α2(m − s1)]
= −[α2((k + 1)ej ), [α1(−ej ),α3(m − s1 − s2 − kej )]]− [α2(0), α2(m − s1)]
= [α3(kej ), α3(m − s1 − s2 − kej )]− [α1(−ej ),α1(m − s2 + ej )]− [α2(0), α2(m − s1)]
= kCj (m)−
(−Cj(m))= (k + 1)Cj (m),
as required. For k < 0, we use Claim 3 and induction on −k to get the result. This then completes
the proof of Claim 4. 
Claim 5. For any m = (m1, . . . ,mν), n = (n1, . . . , nν) ∈ Zν , we have[
α3(n), α3(m − s1 − s2 − n)
]− [α3(0), α3(m − s1 − s2)]
= [α1(n), α1(m − s2 − n)]− [α1(0), α1(m − s2)]
= [α2(n), α2(m − s1 − n)]− [α2(0), α2(m − s1)]= ν∑
j=1
njCj (m).
Proof. For any n ∈ Zν , let B(n) = {j | nj = 0}. It is clear that 0 |B(n)| ν. We use induction
on |B(n)|. The case |B(n)| = 0 is obvious, the case |B(n)| = 1 follows from Claim 4. Assume
that Claim 5 holds for |B(n)| k, 1 k < ν. For |B(n)| = k + 1, we may assume that 1 ∈ B(n).
Observe that[
α3(n), α3(m − s1 − s2 − n)
]− [α3(0), α3(m − s1 − s2)]
= [[α1(n1e1), α2(n − n1e1)], α3(m − s1 − s2 − n)]− [α3(0), α3(m − s1 − s2)]
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− [α1(0), α1(m − s2)]− [α2(0), α2(m − s1)]
= n1C1(m) +
ν∑
j=2
njCj (m) =
ν∑
j=1
njCj (m),
[
α1(n), α1(m − s2 − n)
]− [α1(0), α1(m − s2)]
= [α1(n), [α2(−n1e1), α3(m − s1 − s2 − n + n1e1)]]− [α1(0), α1(m − s2)]
= [α3(n − n1e1), α3(m − s1 − s2 − n + n1e1)]− [α2(−n1e1), α2(m − s1 + n1e1)]
− [α3(0), α3(m − s1 − s2)]+ [α2(0), α2(m − s1)]
=
ν∑
j=2
njCj (m)− (−n1)C1(m) =
ν∑
j=1
njCj (m),
similarly, we have
[
α2(n), α2(m − s1 − n)
]− [α2(0), α2(m − s1)]= ν∑
j=1
njCj (m),
as required. This then completes the proof of Claim 5. 
Claim 6. ψ ′ is a Lie homomorphism, that is, the elements α1(m), α2(m), α3(m) and C1(m), . . . ,
Cν(m)(m ∈ Zν) satisfy the following relations:
(1)
ν∑
j=1
njCj (n) = 0,
(2)
[
α1(m), α1(n)
]= ν∑
j=1
(
mj + s2j2
)
Cj (m + n + s2),
(3)
[
α2(m), α2(n)
]= ν∑
j=1
(
mj + s1j2
)
Cj (m + n + s1),
(4)
[
α3(m), α3(n)
]= ν∑
j=1
(
mj + s1j + s2j2
)
Cj (m + n + s1 + s2),
(5)
[
α1(m), α2(n)
]= α3(m + n),
(6)
[
α2(m), α3(n)
]= α1(m + n + s1),
(7)
[
α3(m), α1(n)
]= α2(m + n + s2).
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ν∑
j=1
njCj (n) =
[
α1(n), α1(n − s2 − n)
]− [α1(0), α1(n − s2)]
= [[α2(n − s1 + s2), α3(−s2)], α1(−s2)]− [α1(0), [α2(−s2), α3(n − s1)]]
= [α2(n − s1 + s2), α2(−s2)]− [α3(n − s1), α3(−s2)]
− [α3(−s2), α3(n − s1)]+ [α2(−s2), α2(n − s1 + s2)]= 0.
To prove (2), we have[
α1(m), α1(n)
]= [α1(m), α1(n)]− [α1(0), α1(m + n)]+ [α1(0), α1(m + n)]
=
ν∑
j=1
mjCj (m + n + s2)− 12
([
α1(m + n), α1(0)
]− [α1(0), α1(m + n)])
=
ν∑
j=1
mjCj (m + n + s2)− 12
ν∑
j=1
(mj + nj )Cj (m + n + s2)
=
ν∑
j=1
(
mj + s2j2
)
Cj (m + n + s2).
Similarly one can prove (3) and (4) as we did for (2), which are omitted. To prove (5), we have[
α1(m), α2(n)
]= [α1(m), [α3(n − s2), α1(0)]]
= −[α2(m + n), α1(0)]+ [α3(n − s2), [α1(m), α1(0)]]
= α3(m + n),
where we have used the fact that [α1(m), α1(0)] ∈ Z(L¯). The proof of (6) and (7) are similar to
the proof of (5), which are omitted. Therefore we complete the proof of Claim 6.
Claim 7. π = π ◦ψ ′ ◦ψ; ρ = ρ ◦ ψ ◦ψ ′. That is, the following diagrams commute:
Lˆ
ρ
ψ◦ψ ′
L
Lˆ
ρ
L
L¯ π
ψ ′◦ψ
L
L¯
ρ
L
(4.7)
Proof. For i = 1,2,3, j = 1, . . . , ν and m ∈ Zν we have
ρ ◦ ψ ◦ψ ′(αi ⊗ tm)= ρ ◦ψ(αi(m))= ρ(αi ⊗ tm),
and
ρ ◦ ψ ◦ψ ′(cj (m))= ρ ◦ψ(Cj (m))= ρ(cj (m)). (4.8)
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π ◦ψ ′ ◦ψ = (ρ ◦ψ) ◦ψ ′ ◦ ψ = (ρ ◦ ψ ◦ψ ′) ◦ψ = ρ ◦ ψ = π,
as required. This then completes the proof of Claim 7. 
Claim 7 implies that the endomorphisms ψ ◦ ψ ′ of Lˆ, and ψ ′ ◦ ψ of L¯ induce the identity
map on L. This completes the proof of Theorem 4.2 by applying Lemma 4.1. 
Remark 4.3. If we let s1, s2 = 0 in the previous theorem, then the Lie algebra Lˆ(1,1,1) =
L(1,1,1)⊕K is just the toroidal Lie algebra of type A1 studied by [MRY,EM].
5. Vertex operator representation
The vertex representations of the toroidal Lie algebra of type A1 have been studied by
[B,BB,EM,MRY,T1], etc. In what follows, we will give a vertex representation to the Lie al-
gebra Lˆ := Lˆ(t1, t2,1) with A= C[t±11 , t±12 ].
From the previous section we know that Lˆ is spanned by the elements αj (m,n) :=
αj ⊗ tm1 tn2 , c1(m,n) and c2(m,n), for m,n ∈ Z, = 1,2,3, and subject to the following relations:
(R1) [α2(m1,m2), α1(n1, n2)]= −α3(m1 + n1,m2 + n2),
(R2) [α2(m1,m2), α3(n1, n2)]= α1(m1 + n1 + 1,m2 + n2),
(R3) [α3(m1,m2), α1(n1, n2)]= α2(m1 + n1,m2 + n2 + 1),
(R4)
[
α1(m1,m2), α1(n1, n2)
]
= m1c1(m1 + n1,m2 + n2 + 1)+
(
m2 + 12
)
c2(m1 + n1,m2 + n2 + 1),
(R5)
[
α2(m1,m2), α2(n1, n2)
]
=
(
m1 + 12
)
c1(m1 + n1 + 1,m2 + n2)+m2c2(m1 + n1 + 1,m2 + n2),
(R6) [α3(m1,m2), α3(n1, n2)]= ∑
k=1,2
(
mk + 12
)
ck(m1 + n1 + 1,m2 + n2 + 1),
(R7) c1(m1,m2), c2(m1,m2) are central, and satisfy
m1c1(m1,m2)+ m2c2(m1,m2) = 0,
where m1,m2, n1, n2 ∈ Z.
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ci(z,m) =
∑
k∈Z
ci(k,m)z
−2k,
α1(z,m) =
∑
k∈Z
α1(k,m)z
−2k,
αj (z,m) =
∑
k∈Z
αj (k,m)z
−2k−1,
for m ∈ Z, i = 1,2, j = 2,3.
Lemma 5.1. The commutation relations (R1)–(R7) of Lˆ are completely determined by the fol-
lowing identities of formal power series:
(R1′) [α2(z,m),α1(w,n)]= −12α3(w,m+ n)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
(R2′) [α2(z,m),α3(w,n)]= 12α1(w,m+ n)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
(R3′) [α3(z,m),α1(w,n)]= 12α2(w,m+ n+ 1)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
(R4′)
[
α1(z,m),α1(w,n)
]= 1
4
c1(w,m+ n+ 1)
(
(Dδ)
(
w
z
)
+ (Dδ)
(
−w
z
))
+ 2m+ 1
4
c2(w,m+ n+ 1)
(
δ
(
w
z
)
+ δ
(
−w
z
))
,
(R5′)
[
α2(z,m),α2(w,n)
]= 1
4
c1(w,m+ n)
(
(Dδ)
(
w
z
)
− (Dδ)
(
−w
z
))
+ m
2
c2(w,m+ n)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
(R6′)
[
α3(z,m),α3(w,n)
]= 1
4
c1(w,m+ n + 1)
(
(Dδ)
(
w
z
)
− (Dδ)
(
−w
z
))
+ 2m+ 1
4
c2(w,m+ n + 1)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
(R7′) [cl(z,m), Lˆ]= 0 and Dzc1(z,m) = 2mc2(z,m)
for m,n ∈ Z, l = 1,2, where δ(z) =∑k∈Z zk , (Dδ)(z) =∑k∈Z kzk , Dz = z ∂∂z .
Proof. The results of this lemma follow by expanding the formal power series on both sides
of the identities (R1)–(R7), and equating the coefficients of ziwj , i, j ∈ Z, on both sides of the
identities. 
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define a non-degenerate symmetric bilinear form (·,·) :Γ × Γ → Z by
(α,α) = (c, d) = 4,
and
(α, c) = (α, d) = (c, c) = (d, d) = 0.
We extend this form bilinearly over C to H := C ⊗Z Γ. Let α(2m + 1), c(2m), d(2m) be linear
copies of α, c, d , respectively, for m ∈ Z. Now we form a Heisenberg algebra
H= spanC
{
α(2m+ 1), c(2n), d(2n), c0 | m,n ∈ Z, n = 0
}
,
and its extension
H˜= spanC
{
α(2m+ 1), c(2n), d(2n), c0 | m,n ∈ Z
}
,
with the following Lie products[
d(2m), c(2n)
]= 8mδm+n,0c0,[
α(2m + 1), α(2n + 1)]= 4(2m+ 1)δm+n+1,0c0,
and [
c(2m), c(2n)
]= [d(2m),d(2n)]= [α(2m+ 1), c(2n)]= [α(2m+ 1), d(2n)]= 0,
for m,n ∈ Z, and c0 is central.
For convenience, we set α(2m) = c(2m+1) = d(2m+1) = 0 for m ∈ Z. It is well known that
H has an irreducible representation on the symmetric algebra S(H−), which is the polynomial
algebra on variables α(2m+ 1), c(2m), and d(2m) for m ∈ Z−, by setting c0 to act as 12 , a(−m)
to act as multiplication, and a(m) to act as a partial differential operator for which
a(m).b(−n) = [a(m), b(−n)].1,
for m,n ∈ Z+, a, b ∈ H.
Let C[Γ ] be the group algebra of the lattice Γ, with basis of the form eγ , for γ ∈ Γ, and the
multiplication eγ eμ = eγ+μ for γ,μ ∈ Γ.
Let ωj , j ∈ 2Z + 1, be symbols. We form a Clifford algebra W with the generators ωj ,
j ∈ 2Z + 1, satisfying the relations ωiωj + ωjωi = −2δi,−j for i, j ∈ 2Z + 1. We know that W
has a standard irreducible representation on the exterior algebra Λ(W−) on the generators ωj ,
j < 0. With the action defined by
ωj .1 = 0, ω−j .ω = ωj ∧ω, for j > 0,
which also implies
ωi.(ω−j ∧ω) = −2δi,jω − ωj ∧ (ωi.ω),
for i, j > 0, ω ∈ Λ(W−).
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V := C[Γ ] ⊗ S(H−)⊗Λ(W−), (5.1)
and extend the action of H˜, C[Γ ] and W to V by defining
a(m).eγ ⊗ u⊗ω = eγ ⊗ a(m).u ⊗ω,
a(0).eγ ⊗ u⊗ω = (a, γ )
2
eγ ⊗ u⊗ω,
eμ.eγ ⊗ u⊗ ω = eγ+μ ⊗ u⊗ω,
Ω.eγ ⊗ u⊗ ω = eγ ⊗ u⊗ Ω.ω, (5.2)
for a ∈ H , m ∈ Z \ {0}, μ ∈ Γ , Ω ∈W and eγ ⊗ u⊗ω ∈ V.
Define operator zλ on V by
zλ.eγ ⊗ u⊗ ω = z (λ,γ )2 eγ ⊗ u⊗ ω (5.3)
for λ ∈ Zc, γ ∈ Γ , u ∈ S(H−) and ω ∈ Λ(W−).
In addition, define
E±(λ, z) = exp
(
−
∑
k>0
λ(±k)
±k z
∓k
)
, (5.4)
β(z) =
∑
j∈Z
β(j)z−j , (5.5)
W(z) =
∑
j∈2Z+1
∑
j
z−j (5.6)
for λ ∈ Zα ⊕ Zc and β ∈ Γ.
Now we define vertex operators which correspond to the fields c1(z,m), c2(z,m), and
αj (z,m) of the Lie algebra Lˆ, for m ∈ Z, j = 1,2,3.
c1(z,m) := −e2mcz2mcE−(2mc, z)E+(2mc, z),
c2(z,m) := −e2mcz2mcE−(2mc, z)c(z)E+(2mc, z),
α2(z,m) := − i2e
2mcz2mcE−(2mc, z)α(z)E+(2mc, z),
α1(z,m) := − i4E
−((2m+ 1)c, z)E+((2m+ 1)c, z)
× (E−(α, z)E+(α, z) − E−(α,−z)E+(α,−z))W(z),
α3(z,m) := 14E
−((2m+ 1)c, z)E+((2m+ 1)c, z)
× (E−(α, z)E+(α, z) + E−(α,−z)E+(α,−z))W(z), (5.7)
where i = √−1 is the complex unit.
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That is, the coefficient operators, acting on V = C[Γ ] ⊗ S(H−)⊗Λ(W−), of the vertex opera-
tors (5.7) span a Lie algebra which gives a representation to the Lie algebra Lˆ= Lˆ(t1, t2,1).
To prove Theorem 5.2, we are required to check that the vertex operators given by (5.7) satisfy
all commutation relations (R1′)–(R7′) in Lemma 5.1. In the proof, we need the following three
lemmas.
Lemma 5.3. [FLM] Let Y(w, z) be a formal power series in w,z with coefficient in a vector
space, such that limz→w Y(w, z) exists (in the sense of [FLM]). Set Dz = z ∂∂z . Then
Y(w, z)δ
(
a
w
z
)
= Y(w,aw)δ
(
a
w
z
)
, (5.8)
Y(w, z)(Dδ)
(
a
w
z
)
= Y(w,aw)D(δ)
(
a
w
z
)
+ (DzY )(w, z)δ
(
a
w
z
)
. (5.9)
Lemma 5.4.
[
α(z),α(w)
]= (Dδ)(w
z
)
− (Dδ)
(
−w
z
)
, (5.10)
[
α(z),E−(α,±w)E+(α,±w)]= ±E−(α,±w)E+(α,±w)(δ(w
z
)
− δ
(
−w
z
))
, (5.11)
E−(α, z)E+(α, z)E−(α,w)E+(α,w)±E−(α,−z)E+(α,−z)E−(α,−w)E+(α,−w)
= X±(z,w)
(
1 − w
z
)(
1 + w
z
)−1
, (5.12)
where
X±(z,w) = E−(α, z)E−(α,w)E+(α, z)E+(α,w)
±E−(α,−z)E−(α,−w)E+(α,−z)E+(α,−w).
Proof. Since c0 = 12 , we have
[
α(z),α(w)
]= ∑
k,l∈Z
[
α(2k + 1), α(2l + 1)]z−2k−1w−2l−1
=
∑
k∈Z
4(2k + 1)c0
(
w
x
)2k+1
= (Dδ)
(
w
z
)
− (Dδ)
(
−w
z
)
,
as required. The identity (5.11) follows from the formal rule [A,eB ] = [A,B]eB if [A,B] com-
mutes with B , and the following facts:
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α(z),E−(α,±w)]= ∑
k∈Z, l>0
[
α(2k + 1), α(−2l + 1)]z−2k−1(±w)2l−1E−(α,±w)
= ±
∑
k>0
(2k − 1)
(
w
z
)2k−1
E−(α,±w)
and [
α(z),E+(α,±w)]= ∑
k∈Z, l>0
[
α(2k + 1), α(2l − 1)]z−2k−1(±w)−2l+1E+(α,±w)
= ±
∑
k0
(2k − 1)
(
w
z
)2k−1
E+(α,±w).
While the identity (5.12) follows from the formal rule [eA, eB ] = eAeBe[A,B] if [A,B] commutes
with A and B , and the following facts[
−
∑
j>0
α(2j − 1)
2j − 1 (az)
−2j+1,−
∑
k>0
α(−2k + 1)
−2k + 1 (bw)
2k−1
]
= ab
∑
k>0
−2
(2k − 1)
(
w
z
)2k−1
= ab
(
ln
(
1 − w
z
)
− ln
(
1 + w
z
))
,
where a, b ∈ {1,−1}. Therefore we have completed the proof of this lemma. 
Lemma 5.5.
W(−z) = −W(z),
W(z)W(w)
(
1 + w
z
)(
1 − w
z
)−1
− W(w)W(z)
(
1 + z
w
)(
1 − z
w
)−1
= −2(Dδ)
(
w
z
)
. (5.13)
Proof. The first identity is clear. To prove the second identity, we note that
A := W(z)W(w)
(
1 + w
z
)(
1 − w
z
)−1
− W(w)W(z)
(
1 + z
w
)(
1 − z
w
)−1
=
∑
j,k∈2Z+1
ωjωkz
−jw−k
(
2
∑
l∈N
z−lwl − 1
)
−
∑
j,k∈2Z+1
ωkωjz
−jw−k
(
2
∑
l∈N
zlw−l − 1
)
=
∑
j,k∈2Z
bjkz
−jw−k +
∑
j,k∈2Z+1
bjkz
−jw−k,
where an easy computation shows that, for j, k ∈ 2Z
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2(ωj−1ωk+1 + ωj−3ωk+3 + · · · +ωk+1ωj−1), if j > k,
0, if j = k,
−2(ωk−1ωj+1 +ωk−3ωj+3 + · · · +ωj+1ωk−1), if j < k,
and, for i, j ∈ 2Z + 1,
bjk =
⎧⎨⎩
ωjωk + 2(ωj−2ωk+2 + ωj−4ωk+4 + · · · +ωk+2ωj−2)+ωkωj , if j > k,
0, if j = k,
−ωkωj − 2(ωk−2ωj+2 +ωk−2ωj+4 + · · · +ωj+2ωk−2) −ωjωk, if j < k.
But in all cases, one can see that
bjk = −2jδj,−k.
Therefore
A =
∑
j,k∈2Z
−2jδj,−kz−jw−k +
∑
j,k∈2Z+1
−2jδj,−kz−jw−k = −2(Dδ)
(
w
z
)
,
as required. 
Proof of Theorem 5.2. For (R1′), applying Lemmas 5.3 and 5.4, we have[
α2(z,m),α1(w,n)
]
=
[
− i
2
e2mcz2mcE−(2mc, z)α(z)E+(2mc, z),− i
4
e(2n+1)cw(2n+1)cE−
(
(2n + 1)c,w)
·E+((2n+ 1)c,w)(E−(α,w)E+(α,w)−E−(α,−w)E+(α,−w))W(w)]
= −1
8
e(2m+2n+1)cz2mcw(2n+1)cE−(2mc, z)E−
(
(2n + 1)c,w)E+(2mc, z)E+((2n + 1)c,w)
· [α(z),E−(α,w)E+(α,w)− E−(α,−w)E+(α,−w)]W(w)
= −1
8
e(2m+2n+1)cz2mcw(2n+1)cE−(2mc, z)E−
(
(2n + 1)c,w)E+(2mc, z)E+((2n + 1)c,w)
· (E−(α,w)E+(α,w)+ E−(α,−w)E+(α,−w))W(w)(δ(w
z
)
− δ
(
−w
z
))
= −1
8
e(2m+2n+1)cw(2m+2n+1)cE−
(
(2m+ 2n+ 1)c,w)E+((2m + 2n+ 1)c,w)
· (E−(α,w)E+(α,w)+ E−(α,−w)E+(α,−w))W(w)(δ(w
z
)
− δ
(
−w
z
))
= −1
2
α3(w,m+ n)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
as required. The proof of (R2′) is similar to that of (R1′), which is omitted. For (R3′), applying
Lemmas 5.3–5.5, we have
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α3(z,m),α1(w,n)
]
= − i
16
e2(m+n+1)cz(2m+1)cw(2n+1)cE−
(
(2m+ 1)c, z)E−((2n+ 1)c,w)E+((2m+ 1)c, z)
·E+((2n+ 1)c,w)(2X−(z,w)(Dδ)(−w
z
)
− 2X−(−z,w)(Dδ)
(
z
w
))
= − i
4
e2(m+n+1)cw2(m+n+1)cE−
(
2(m+ n+ 1)c,w)E+(2(m+ n + 1)c,w)
· α(w)
(
−δ
(
−w
z
)
+ δ
(
z
w
))
= 1
2
α2(w,m+ n+ 1)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
as required. For (R4′), applying Lemmas 5.3–5.5, we have[
α1(z,m),α1(w,n)
]
= − 1
16
e2(m+n+1)cz(2m+1)cw(2n+1)cE−
(
(2m+ 1)c, z)E−((2n+ 1)c,w)E+((2m+ 1)c, z)
·E+((2n+ 1)c,w)(2X+(z,w)(Dδ)(−w
z
)
+ 2X+(−z,w)(Dδ)
(
z
w
))
= 1
4
c1(w,m+ n+ 1)
(
(Dδ)
(
w
z
)
+ (Dδ)
(
−w
z
))
+ 2m+ 1
4
c2(w,m+ n + 1)
(
δ
(
w
z
)
+ δ
(
−w
z
))
,
as required. For (R5′), applying Lemmas 5.3, and 5.4, we have[
α2(z,m),α2(w,n)
]
= −1
4
e2(m+n)cz2mcw2ncE−(2mc, z)E−(2nc,w)E+(2mc, z)E+(2nc,w)
[
α(z),α(w)
]
= 1
4
c1(w,m+ n)
(
(Dδ)
(
w
z
)
− (Dδ)
(
−w
z
))
+ m
2
c2(w,m+ n)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
as required. For (R6′), applying Lemmas 5.3–5.5, we have[
α3(z,m),α3(w,n)
]
= 1
16
e2(m+n+1)cz(2m+1)cw(2n+1)cE−
(
(2m+ 1)c, z)E−((2n+ 1)c,w)E+((2m+ 1)c, z)
· E+((2n+ 1)c,w)(2X+(z,w)(Dδ)(−w)− 2X+(−z,w)(Dδ)( z ))
z w
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4
c1(w,m+ n+ 1)
(
(Dδ)
(
w
z
)
− (Dδ)
(
−w
z
))
+ 2m+ 1
4
c2(w,m+ n + 1)
(
δ
(
w
z
)
− δ
(
−w
z
))
,
as required. For (R7′), it is easy to check that [cl(z,m), Lˆ] = 0, for l = 1,2. For the second
identity, we have
Dzc1(z,m) = Dz
{−e2mcz2mcE−(2mc, z)E+(2mc, z)}
= −2me2mcz2mcE−(2mc, z)E+(2mc, z)c(z) = 2mc2(z,m),
as required. Therefore, we have completed the proof of Theorem 5.2. 
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