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Kapitel 1
Einführung
Zur Evaluierung von Risikoverträgen ist es notwendig, Prämie zu speziﬁzie-
ren. In dieser Arbeit werden Prämien aus Prämienprinzipien vorgeschlagen,
die auf die Esscher- bzw. Wang-Transformationen beruhen. Diese Transfor-
mationen leiten sich aus Gleichgewicht-Preismodellen her.
Zunächst werden in Kapitel 2 Prämienprinzipien vorgestellt und grundlegen-
de Eigenschaften, die Prämienprinzipien erfüllen sollten, eingeführt. Anhand
von Beispielen wie die Exponential-Prämien, Esscher-Prämien und die Wang-
Prämien, werden diese Eigenschaften untersucht.
In Kapitel 3 wird das Gleichgewicht-Preismodell, das auf Bühlmann zurück-
geht, eingeführt und die Kriterien für das Marktäquilibrium hergeleitet. Dar-
aus lassen sich das Marktäquilibrium für exponentielle Nutzenfunktion ge-
winnen. Es wird gezeigt, dass mit gewissen Zusatzvoraussetzungen das Mark-
täquilibrium unabhängig von den freien Reserven des Marktes sind, wenn die
Nutzenfunktionen exponentiell sind. Die Darstellungen des Marktäquilibri-
ums von Nutzenfunktionen der Linearkombination von Expontialfunktionen
werden hergeleitet. Im Fall, dass die Nutzenfunktionen Expontialfunktionen
sind, ergibt sich die sogenannte Esscher-Transformation und damit verbun-
den das Esscher-Prinzip. Durch eine weitere Modiﬁzierung ergibt sich die
Wang-Transformation und das Wang-Prinzip.
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Diese Prämienprinzipien lassen sich allgemein durch Verteilungstransforma-
tionen herleiten. Diese Prinzipien werden im Kapitel 4 eingeführt und ihre
Eigenschaften untersucht.
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Kapitel 2
Prämienprinzipien
2.1 Deﬁnition des Prämienprinzips
Wir betrachten ein diskretes Risikomodell. Die Schäden im Intervall [j, j+1)
werden durch eine Zufallsvariablen Xj modelliert. Eine nichtnegative Zu-
fallsvariable heißt in der Risikotheorie Risiko. Wir setzen voraus, dass ein
Wahrscheinlichkeitsraum (Ω,A,P) gegeben ist, auf dem im Weiteren alle Zu-
fallsvariable deﬁniert sind. Die Folge (Xj)j=1,2,... sei in der ganzen Arbeit
unabhängig und identisch verteilt. Die Verteilungsfunktion von Xj > 0 sei
F, d.h. es gelte
F (x) = P (Xj 6 x) j = 1, 2, ...., x > 0.
Bekanntlich erfüllt die Verteilungsfunktion F einer Zufallsvariable folgende
Bedingungen:
(i) F ist monoton wachsend.
(ii) F ist rechtsstetig.
(iii) Es gelten die Bedingungen
F (−∞) := lim
x→−∞
F (x) = 0
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und
F (∞) := lim
x→∞
F (x) = 1.
In Anlehnung daran heißt eine Funktion F : R→ [0, 1], die die Bedingungen
(i), (ii) und (iii) erfüllt, eine Verteilungsfunktion.
Eine Verteilungsfunktion F erzeugt ein Borel-Maß PF . Deﬁniert man PF auf
Intervalle (a, b], a < b, durch
PF ((a, b]) := F (b)− F (a),
so kann man zeigen, dass PF eindeutig zu einem Borel-Maß erweitert werden
kann (vgl. [6] Seite 313). Umgekehrt deﬁniert jedes Borel-Maß Q durch
FQ(x) := Q((−∞, x])
eine Verteilungsfunktion FQ. Die Abbildung F → PF ist also bijektiv. Zur
Vereinfachung notieren wir sowohl die Verteilungsfunktion F als auch das
entsprechende Maß durch das Symbol F.
Wir benutzen in dieser Arbeit als Integral das Maßintegral. Es sei g : R→ R
eine Borel-messbare Funktion, die bezüglich des Maßes PF , das durch eine
Verteilungsfunktion F erzeugt wird, integrierbar ist. Dann notieren wir∫
R
g(x)PF (dx) =:
∫
R
g(x)F (dx).
Wir bezeichnen mit M die Menge der Verteilungsfunktionen, d.h. es
gelte
M = {F : F − V erteilungsfunktion}
Das n-te Moment mn,F der Verteilungsfunktion F ist durch
mn,F =
∫
R
xnF (dx), n = 0, 1, 2...
deﬁniert, falls das Maßintegral auf der rechte Seite existiert.
Als Prämien für ein Intervall [j, j+ 1) betrachten wir eine Vorschrift, die der
Verteilungsfunktion F ∈M des Risikos Xj eine positive reelle Zahl zuordnet.
Diese Idee führt zu folgender formaler Deﬁnition.
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Deﬁnition 2.1.1 Ein Prämienprinzip H ist eine Abbildung
H : DH ⊆M→ [0,∞).
In diesem Fall ist H(F ) die Prämie, falls die Risikoverteilung F ist.
Mitunter wird die Symbolik der Prämie nach Prämienprinzip H vereinfacht.
Es sei X ∼ F . Für das Risiko X ∼ F schreibt man
H(X) := H(F )
Hierbei ist zu berücksichtigen, dass H(X) keine Zufallsgröße ist.
Wir führen einige Beispiel von Prämienprinzipien an.
Beispiel 2.1.2 (Erwartungswertprinzip) Das Prämienprinzip He heißt
Erwartungswertprinzip, falls für α > 0
He(F ) = (1 + α)m1,F .
Hierbei gilt
DHe = {F ∈M : m1,F <∞}.
Dieses Prämienprinzip verallgemeinert die Nettoeinmalprämie aus der Le-
bensversicherungsmathematik. Der Parameter α wird als Versicherungszu-
schlag bezeichnet.
2.2 Momenterzeugende Funktion
Als weiteres Prämienprinzip führen wir das Esscher-Prinzip ein.
Dazu benötigen wir den Begriﬀ der momenterzeugenden Funktion, auf den
wir nun eingehen.
Wir deﬁnieren die momenterzeugende Funktion der Verteilungsfunktion F
durch
MF (t) =
∫ +∞
−∞
etxF (dx),
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falls das Integral auf der rechten Seite existiert. Es sei
KF = {t ∈ R : MF (t) <∞}
die Konvergenzmenge der momenterzeugenden Funktion MF . Weiter sei
r−,F := inf{t ∈ R : MF (t) <∞} 6 0
und
r+,F := sup{t ∈ R : MF (t) <∞} > 0.
Hierbei heißt r−,F der linke Konvergenzradius von MF und r+,F der rechte
Konvergenzradius von MF . Es gilt folgende Aussage.
Satz 2.2.1 Es sei F eine Verteilungsfunktion. Dann gilt
(r−,F , r+,F ) ⊆ KF (2.2.1)
und
R \ [r−,F , r+,F ] ∩KF = ∅. (2.2.2)
für r−,F = r+,F = 0 ist 2.2.1 trivial. Es sei r−,F < r+,F .
Beweis: a) Es sei t ∈ R mit r−,F < t < r+,F . Es existiert aufgrund der
Deﬁnition von r−,F eine reelle Zahl t1 6 0, r−,F < t1 < t, mit
MF (t1) <∞. (2.2.3)
Analog existiert eine reelle Zahl 0 6 t2, t < t2 < r+,F , mit
MF (t2) <∞. (2.2.4)
Weiter haben wir
MF (tj) =
∫
(−∞,0]
etjxF (dx) +
∫
(0,∞)
etjxF (dx), j = 1, 2 (2.2.5)
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Da et1x 6 1 für x > 0, existiert das zweite Integral auf der rechten Seite von
(2.2.5) für j = 1. Damit ist (2.2.3) gleichwertig mit∫
(−∞,0]
et1xF (dx) <∞. (2.2.6)
Analog ist (2.2.4) gleichwertig mit∫
(0,∞)
et2xF (dx) <∞. (2.2.7)
Wir unterscheiden nun drei Fälle: (i) t < 0, (ii) t = 0 und (iii) t > 0.
Fall (i): Hier gilt für x 6 0
etx 6 et1x
und somit folgt wegen (2.2.6)
0 6
∫
(−∞,0]
etxF (dx) <∞.
Damit erhalten wir∫
(−∞,0]
etxF (dx) +
∫
(0,∞)
etxF (dx) = MF (t) <∞,
d.h. t ∈ KF .
Fall (ii): Da MF (t) = 1 gilt t ∈ KF .
Fall (iii): Der Beweis erfolgt analog zu Fall (i).
Aus x > 0 folgt mit (2.2.7)
0 6
∫
(0,∞)
etxF (dx) 6
∫
(0,∞)
et2xF (dx) <∞. (2.2.8)
Da
∫
(−∞,0] e
txF (dx) 6 1, erhalten wir MF (t) < ∞, d.h. t ∈ KF . Damit ist
Aussage (2.2.1) gezeigt.
b) Wir zeigen (2.2.2). Aus Analogiegründen beschränken wir uns darauf zu
zeigen, dass aus t > r+,F die Beziehung t 6∈ KF folgt. Dies wird indirekt
bewiesen. Es sei also t ∈ KF , damit gilt MF (t) < ∞. Diese Ungleichung ist
gleichwertig mit ∫
(0,∞)
etxF (dx) <∞.
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Für alle t3, 0 6 t3 < t, haben wir
et3x 6 etx, x > 0
und somit ergibt sich∫
(0,∞)
et3xF (dx) 6
∫
(0,∞)
etxF (dx) <∞.
Damit folgt MF (t3) < ∞. Aufgrund der Wahl von t3 ergibt sich r+,F > t.
Dies widerspricht der Voraussetzung r+,F < t und somit ist (2.2.2) bewiesen.
Folgerung 2.2.2 Es sei F eine Verteilungsfunktion. Dann gilt eine der fol-
genden Beziehungen:
KF = (r−,F , r+,F ),
KF = [r−,F , r+,F ),
KF = (r−,F , r+,F ],
KF = [r−,F , r+,F ].
Dies folgt unmittelbar (2.2.1) und (2.2.2).
Satz 2.2.3
Es sei F eine Verteilungsfunktion. Dann istMF (t) für t ∈ (r−,F , r+,F ) beliebig
oft diﬀerenzierbar und es gilt
M
(n)
F (t) =
∫
R
xnetxF (dx), t ∈ (r−,F , r+,F ). (2.2.9)
Beweis:Nur im Fall r−,F < r+,F ist (2.2.9) nachzuweisen. Wir unterscheiden
zwei Fälle (i) t 6 0 und (ii) t > 0.
Die Fälle beweist man analog. Deswegen gehen wir nur auf Fall (ii) ein.
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Fall(ii): Wir beweisen mit Hilfe vollständiger Induktion, dass die n-te Ablei-
tung M (n)(t) für n = 1, 2, .... von M(t) existiert.
Es sei n = 1. Dann gilt
M(t+ h)−M(t)
h
=
∫
R
etx
(
ehx − 1
h
)
F (dx)
=
∫
R\{0}
etx
(
ehx − 1
h
)
dF (dx). (2.2.10)
Zunächst zeigen wir die Ungleichung∣∣∣∣ez − 1z
∣∣∣∣ 6 ezI(0,∞)(z) + I(−∞,0](z), z 6= 0. (2.2.11)
Wir betrachten zwei Fälle (a) z > 0 und (b) z < 0
Fall (a) Oﬀenbar gilt ∫ z
0
etdt = ez − 1.
Damit folgt ∣∣∣∣ez − 1z
∣∣∣∣ = ez − 1| z | = 1z
∫ z
0
etdt 6 ez.
Fall (b) Oﬀenbar gilt ∫ 0
−|z|
etdt = 1− e−|z|.
Damit folgt ∣∣∣∣ez − 1z
∣∣∣∣ = 1− e−|z|z = 1| z |
∫ 0
−|z|
etdt 6 1.
Somit ist (2.2.11) gezeigt. Wegen (2.2.11) gilt für den Integranden auf der
rechte Seite von (2.2.10)∣∣∣∣etx ehx − 1h
∣∣∣∣ = etx ∣∣∣∣ehx − 1hx
∣∣∣∣ |x|
6 e(t+h)x|x|I(0,∞)(hx) + |x|I(−∞,0)(hx)etx =: gh(x).
Wir zeigen, dass gh bezüglich F integrierbar über R \ {0} ist.
Dazu sind die beide Fälle α) h>0 und β) h<0 zu betrachten. Da beide Fälle
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analog behandelt werden können, beschränken wir uns auf Fall α).
Zu Fall α). Oﬀenbar gilt∫
R\{0}
gh(x)F (dx) =
∫
(0,+∞)
e(t+h)xxF (dx) +
∫
(−∞,0)
| x | etxF (dx) (2.2.12)
Wir wählen  > 0 so, dass die Ungleichung t− > r−,F gilt. Außerdem wählen
wir eine Konstante c > 0 so, dass
c > 1. (2.2.13)
Es gilt die Ungleichung
x 6 cex, x > 1

> 0. (2.2.14)
Um diese Ungleichung nachzuweisen, bilden wir die Hilfsfunktion
w :
[
1

,∞
)
→ [0,∞),
die durch w(x) = cex − x deﬁniert ist. Es gilt dann nach (2.2.13)
w
(
1

)
= ce− 1

=
ce− 1)

> 0.
Außerdem folgt
w′(x) = cex − 1 > c− 1 > 0.
Damit ist w streng monoton wachsend und es gilt w(x) > 0. Dies ist gleich-
wertig mit (2.2.14).
Wegen (2.2.14) folgt aus (2.2.12) aufgrund der Wahl von ∫
R\{0}
gh(x)F (dx) = c
∫
( 1

,∞)
e(t+h+)xF (dx) +
1

e(t+h)
1

∫
(0, 1

)
F (dx)
+
1

∫
[− 1

,0)
F (dx) + c
∫
(−∞,− 1

)
e(t−)xF (dx) <∞. (2.2.15)
Damit besitzt gh mit 0 < h < h1 eine integrierbare Majorante. Wir können
den Satz von Lebesgue anwenden und erhalten wegen (2.1.10) nämlich
f(x) = ce(t+h1+)xI( 1

,∞)(x) +
1

e(t+h1)
1
 I(0, 1

) +
1

I[− 1

,0] + ce
(t−)xI(−∞,− 1 )
.
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M ′(t) =
∫
R
xetxF (dx),
da
lim
h→0
ehx − 1
h
= x.
Es gelte die Behauptung (2.2.9) für n = k. Wir bilden
M (k)(t+ h)−Mk(t)
h
=
∫
R
xketx
exh − 1
h
F (dx) =
∫
R\{0}
xketx
exh − 1
h
F (dx)
Hier haben wir ebenfalls die Fälle α) h > 0 und β) h < 0 zu betrachten. Wie
zum Beweis des Induktionsanfangs beschränken wir uns auf den Fall α).
Zu Fall α)
Es gilt dann ∣∣∣∣xketx eth−1h
∣∣∣∣ 6 gh(x) | x |k .
Es sei h1 > 0 gegeben. Wir wählen  > 0 so, dass die Ungleichung
t− (k + 1) > r−,F
gilt. Analog zum Beweis des Induktionsanfangs erhalten wir für 0 < h 6 h1
gh(x) | x |k6 f1(x),
wobei
f1(x) : = c
k+1et+h1+(k+1)I[ 1

,∞)(x) + e
(t+h1)
1
 I[0, 1

](x)
(
1

)k+1
+
(
1

)k+1
I[− 1

,0)(x) + c
k+1e(t−(k+1))xI(−∞, 1

)
gesetzt wird. Damit besitzt gh(x)|x|k eine integrierbare Majorante. Nach dem
Satz von Lebesgue folgt also
M (k+1)(t) = lim
h→0
Mk(t+ h)−Mk(t)
h
=
∫
R\{0}
xketxxF (dx)
=
∫
R
xk+1etxF (dx).
Dies ist aber gerade die Induktionsbehauptung. 
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Bemerkung 2.2.4 Ist insbesondere 0 ∈ (r−, r+), so gilt
M
(j)
F (0) = mj,F , j = 1, 2, ....
Beispiel 2.2.5 (Esscher-Prinzip)
Wir betrachten Verteilungsfunktionen, die eine momenterzeugende Funktion
mit nicht trivialem Konvergenzgebiet besitzen. Mit Hilfe der momenterzeu-
genden Funktion wird das Esscher-Prinzip eingeführt. Es sei a ∈ R. Weiter
sei
DHes,a := {F ∈M : r−,F < a < r+,F}.
Das Esscher-Prinzip Hes,a ist durch
Hes,θ(F ) =
MF,a
′(a)
MF (a)
deﬁniert, falls F ∈ DHes,a. Nach Satz 2.2.3 ist Hes,a : DHes,a wohl deﬁniert.
In diesem Fall ist DHes,a der Deﬁnitionsbereich von Hes,a. Es gilt also Hes,a :
DHes,a → R+.
2.3 Kriterium für Prämienprinzipien
Die allgemeine Deﬁnition der Prämienprinzipien lässt oﬀen, welche Abbil-
dung gewählt werden sollte. Ähnlich wie in der mathematischen Statistik in
der Eigenschaften für Schätzfunktion gefordert werden, stellt man Forderun-
gen für Prämienprinzipien auf. Wir führen hier einige wichtige Eigenschaften
an.
A1. Das Prämienprinzip H heißt streng erwartungswertübersteigend,
falls für F ∈ DH ∩DHe
H(F ) > m1,F (2.3.1)
gilt.
Diese Forderung ergibt sich aus dem Hauptsatz der Ruintheorie. Er besagt,
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dass mit einer Wahrscheinlichkeit von 1 kein Ruin eintritt, falls die Prämien
größer als der erwartete Schaden sind, d.h. dass die Bedingung (2.3.1) erfüllt
ist.
Falls anstelle von (2.3.1)
H(F ) > m1,F
gilt, so heißt H erwartungswertübersteigend.
A2. Das Prämienprinzip H übersteigt nicht den Maximalschaden, falls
H(F ) 6MF := inf{x : F (x) = 1} = sup(t : F (t) < 1) (2.3.2)
Ein Versicherungsvertrag wird oﬀensichtlich nur dann abgeschlossen werden,
wenn das zu erwartende Risiko größer als die zu zahlende Prämie ist.
A3. Das Prämienprinzip H heißt translationsäquivariant, falls
H(Fc) = H(F ) + c, c ∈ R,
wobei Fc(x) := F (x− c), x > 0, gesetzt werde.
Hierbei wird vorausgesetzt, dass nicht nur F ∈ DH , sondern auch Fc ∈ DH
für alle c ∈ R gilt, d.h. {Fc : c ∈ R, F ∈ DH} ⊆ DH . Dies lässt sich einfach
als
H(X + c) = H(X) + c, c ∈ R
schreiben. Die Eigenschaft A3 bedeutet, dass die Prämie sich um einen Betrag
verschiebt, falls die Schäden sich um diesen Betrag verschieben.
A4. Das Prämienprinzip H heißt additiv, falls
H(F ∗G) = H(F ) +H(G)
gilt.
Sind unabhängige Risiken X ∼ F und Y ∼ G gegeben, so ist H additiv, falls
H(X + Y ) = H(X) +H(Y )
gilt.
Hierbei muss also der Deﬁnitionsbereich DH folgende Eigenschaft erfüllen:
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Wenn F,G ∈ DH , so auch F ∗ G ∈ DH . Mit anderen Worten: der Deﬁniti-
onsbereich ist bezüglich der Faltung abgeschlossen.
Diese Eigenschaft besagt, dass die Prämien unabhängiger Schäden sich ad-
dieren.
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Zum Anreiz des Versicherten, sollte sich eine Versicherung zu zwei unab-
hängigen Schäden bei einen Versicherungsunternehmen rentieren, d.h. die
Prämien beider Versicherungen sollten kleiner oder gleich der Summe der
Prämien sein, falls die Versicherungsverträge einzeln abgeschlossen werden.
Dies führt zur Subadditivität.
A5. Das Prämienprinzip H heißt subadditiv, falls
H(F ∗G) 6 H(F ) +H(G). (2.3.3)
F und G sind Verteilungsfunktion. Dann bezeichnet F ∗ G die Faltung von
F und G, d.h.
F ∗G(x) =
∫
R
F (x− u)G(du).
Falls die Risiken X ∼ F und Y ∼ G unabhängig sind, kann es in der Form
H(X + Y ) 6 H(X) +H(Y )
geschrieben werden.
Mitunter wird auch die Superaddtivität betrachtet.
A6. Das Prämienprinzip H ist superadditiv, falls
H(F ∗G) > H(F ) +H(G)
gilt.
Falls X ∼ F und Y ∼ G unabhängig sind, kann man diese Bedingung in der
Form
H(X + Y ) > H(X) +H(Y )
schreiben. Hierbei wird ebenfalls vorausgesetzt, dass DH bezüglich der Fal-
tung abgeschlossen ist.
Bemerkung 2.3.1
(i) Ist ein Prämienprinzip H additiv und gilt δc ∈ DH so haben wir
H(δc1+c2) = H(δc1) +H(δc2).
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Unter der Voraussetzung A2, dass H nicht den Maximalschaden übersteigt
und das H(δ1) = 1, folgt bekanntlich(vgl. [5] Seite 458-460)
H(δc) = c, c ∈ R.
Da eine konstante Zufallsvariable und ein beliebige Zufallsvariable unabhän-
gig sind, ergibt sich aus A4
H(Fc) = H(F ∗ δc) = H(F ) +H(δc) = H(F ) + c
d.h. H ist translationäquivariant.
(ii) Ein Prämienprinzip, dass sowohl subadditiv als auch superadditiv ist, ist
additiv.
(iii) Ein Prämienprinzip, dass additiv ist, ist subadditiv und superadditiv.
A7.(Iterativität) Wir nehmen an, dass wir ein inhomogenes Portfolio von
Versicherten haben. Die Zufallsvariable Y zerlegt dieses Portfolio in homoge-
ne Teilklassen. Die Verteilungsfunktion des Risikos in der Klasse, die durch
Y = y beschrieben wird, ist die Verteilungsfunktion FX|Y=y. Die Prämie nach
einem Prämienprinzip H ist dann in dieser Klasse H(FX|Y=y). Damit variiert
die Prämie von Teilklasse zu Teilklasse. Man betrachtet nun Prämien in den
Teilklassen als abgeleitete Risiken. Damit führen wir eine Zufallsvariable XK
gemäß
ω ∈ Ω→ Y (ω) = y → H(FX|Y=y) =: XK(ω)
ein, falls die Abbildung messbar ist. Zur Vereinfachung schreiben wir
H(FX|Y ) := XK .
Die Verteilungsfunktion von XK sei FX,K . Die resultierende Gesamtprämie
im Portfolio ist dann H(FX,K).
Das Prämienprinzip H heißt iterativ, falls die Gesamtprämie sich nicht von
der Prämie ohne Klassiﬁzierung unterscheidet, d.h. falls
H(FX,K) = H(F )
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gilt. Diese Bedingung lässt sich äquivalent als
H(H(FX|Y )) = H(F )
schreiben.
Wir untersuchen abschließend, welche der obige Eigenschaften das Erwar-
tungswertprinzip, Exponentialprinzip und das Esscher-Prinzip haben.
Beispiel 2.3.2 (Erwartungswertprinzip) Es sei He : DHe → [0,∞) mit
α > 0 ein Erwartungswertprinzip, d.h. es gelte
He(F ) = (1 + α)m1,F , F ∈ DHe.
Damit ist dieses Prinzip streng erwartungswertübersteigend.
Es erfüllt im Allgemeinen nicht die Eigenschaft A2. Dies zeigt folgendes Bei-
spiel. Es sei
F = (1− t)δ0 + tδb, 0 < t < 1, b > 0.
Dann gilt
He(F ) = b(1 + α).
Die Ungleichung (2.3.2) ist gleichwertig mit
tb(1 + α) 6 b,
d.h. sie ist nicht erfüllt, falls
1 > t >
1
1 + α
.
Das Erwartungsprinzip ist wegen der Linearität des Erwartungswertes sowohl
additiv, als auch subadditiv und superadditiv. Jedoch ist es nicht translations-
äquivariant, da
H(δ0) = (1 + α) > 1
Wir zeigen nun, dass das Erwartungswertprinzip mit α > 0 genau dann
iterativ ist, falls α = 0 oder EX 6= 0.
17
Weiter sei EX 6= 0.
Es seien X ∼ F und Y ∼ G gegeben. Dann gilt
He(X | Y = y) = (1 + α)E(X | Y = y).
Somit folgt
He(X | Y ) = (1 + α)E(X | Y )
Dann folgt
He(He(X | Y )) = (1 + α)2EE(X | Y ) = (1 + α)2EX (2.3.4)
Außerdem gilt
He(X) = (1 + α)EX (2.3.5)
Aus (2.3.4) und (2.3.5) folgt die Behauptung.

Beispiel 2.3.3 (Exponentialprinzip) Es sei X ∼ F und die Verteilungs-
funktion F besitze einen positiven rechten Konvergenzradius, d.h. r+,F > 0.
Dann ist das Exponentialprinzip durch
Hexp,α(X) = Hexp,α(F ) =
lnMF (a)
a
deﬁniert. Hierbei bezeichne MF die momenterzeugende Funktion von F und
es gelte
0 < a < r+,F .
Damit gilt
DHexp,α = {F : 0 < α < r+,F}.
Wir zeigen, dass Hexp,α die Eigenschaften A1, A2, A3 und A4 erfüllt.
Zu Eigenschaft A1.
Wir benötigen, dass der Logarithmus der momenterzeugenden Funktion kon-
vex ist.
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Es sei F eine Verteilungsfunktion mit F (0−) = 0 und es existiere MF (t).
Dann ist
G(x) =
∫
[0,x]
etuF (du)
MF (t)
eine Verteilungsfunktion.
Damit ist die Varianz σ2(G) der Verteilungsfunktion G nicht negativ.
Dies ist gleichbedeutend mit
σ2(G) =
∫
[0,∞)
x2G(dx)−
(∫
[0,∞)
xG(dx)
)2
> 0
Auf Grund der Deﬁnition von G erhalten wir
σ2(G) =
∫
[0,∞)
x2etx
F (dx)
MF (t)
−
(∫
[0,∞)
xetxF (dx)
MF (t)
)2
=
M
(2)
F (t)MF (t)− (M ′F (t))2
M2F (t)
= (lnMF (t))
(2) > 0 (2.3.6)
Somit ist t→ lnMF (t) konvex.
Also gilt
lnMF (x) > lnM
′
F (0)(x− 0) = xm1,FX, x ∈ (−∞,∞).
Wählen wir x = a, so folgt, dass das Exponentialprinzip erwartungswertüber-
steigend ist, d.h. es gilt A1.
Zu Eigenschaft A2.
Es gelte X ∼ F und X 6M . für eine gewisse Konstante M.
Dann folgt
Hexp,α(F ) 6
lnEeaX
a
6 lnEe
aM
a
= M,
d.h. A2 ist erfüllt.
Zu Eigenschaft A3 und A4.
Wir untersuchen, ob die Subadditivität des Exponentialprinzips additiv ist.
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Für eine unabhängige Zufallsgröße X und Y gilt
Hexp,α(X + Y ) =
1
a
lnMX+Y (a)
=
1
a
(lnMX(a) + lnMY (a))
= Hexp,α(X) +Hexp,α(Y )
Es gilt somit die Additivität.
Für F = δc, gilt
Hexp,α(δc) =
1
a
ln eac = c
Somit ist Hexp,α auch translationsäquivariant.
Zu Eigenschaft A5 und A6
Aus Bemerkung 2.3.1 ii) folgt Exponentialprinzip sowohl subadditiv als auch
superadditiv ist.
Zu Eigenschaft A7.
Nun untersuchen wir die Iterativität des Exponentialprinzips.
Es sei v : R → R; v heißt Gewichtsfunktion. Es sei z ∈ [0, 1]. Die kleinste
nichtnegative Lösung Szv(F ) =: s von∫ ∞
0
v(x− zs)dF (x) = v((1− z)s) (2.3.7)
deﬁniert ein Funktional; es heißt Schweizer-Prinzip. Es sei stets voraus-
gesetzt, dass v(0) = 0. Wir wählen nun als Gewichtsfunktion
v(x) =
eax − 1
a
(2.3.8)
Dann ist (2.3.7) gleichwertig mit
e−zs
∫ ∞
0
eaxF (dx) = ea(1−z)s,
d.h. es gilt
s = Hexp,s(F )
Damit ist dieses Schweizer-Prinzip unabhängig von z, 0 6 z 6 1.
Wir können das Exponentialprinzip als Mittelwertprinzip, d.h. als Schweizer-
Prinzip mit z = 0, auﬀassen. Da v nach (2.3.8) eine Inverse besitzt, gibt es
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somit auch
Hexp,α(X) = v
−1Ev(X). (2.3.9)
Diese Darstellung hilft, die Iterativität des Exponentialprinzips nachzuweisen.
Es gilt natürlich wegen (2.3.9) und dem Satz der totalen Erwartung für eine
beliebige Zufallsgröße Y
Hexp,α(x) = v
−1EE(v(X) | Y )
= v−1Evv−1E(v(X) | Y )
= v−1Ev(v−1E(v(X) | Y ))
= v−1Ev(Hexp,α(X | Y ))
= Hexp(Hexp,α(X | Y ))
Somit ist das Exponentialprinzip iterativ.
Beispiel 2.3.4 (Esscher-Prinzip) Wir betrachten die Eigenschaften des
Esscher-Prinzips Hes,α
Falls F (M) = 1 für 0 < M <∞ gilt die Ungleichung
M ′F (a) =
∫ M
0
xeaxF (dx) 6MMF (a), a > 0.
Damit gilt Hes,α(F ) 6 M , d.h. das Esscherprinzip übersteigt nicht den Ma-
ximalschaden, d.h. es gilt A2.
In Beispiel 2.2.2 haben wir gezeigt, dass lnMF (t) konvex ist.
Mit dieser Eigenschaft zeigen wir, dass Hes,α erwartungswertübersteigend ist.
Da lnMF (x) konvex ist, ist (lnMF (x))
′ monoton wachsend. Damit gilt
Hes,α(F ) = (lnMF (x))
′
|x=a > (lnMF (x))′|x=0,
d.h. wir haben
Hes,α(F ) > m1,F .
Somit ist Hes,α erwartungswertübersteigend. Wir untersuchen nun, ob das
Esscher-Prinzip streng erwartungswertübersteigend ist. Dies ist gleichwertig
damit, dass
(lnMF (x))
′
x=a > (lnMF (x))
′
x=a
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ist. Dies ist gleichwertig mit∫ a
0
(lnMF (u))
(2)du < 0,
d.h.
(lnMF (u))
(2) > 0, u ∈ [0, a].
Auf Grund von (2.3.6) ist dies erfüllt, falls G nicht ausgeartet ist, d.h. G = δc
für ein gewisse c ∈ [0,∞).
Damit gilt
MG(s) = e
cs, s ∈ R. (2.3.10)
Außerdem haben wir
MG(s) =
MF (s+ a)
MF (a)
, s 6 0 (2.3.11)
Deshalb existiert MF (s) für s ∈ R.
Außerdem folgt aus (2.3.10) und (2.3.11)
MF (s+ a) = e
c(s+a)e−caMF (a)
Insbesondere ergibt sich für s = −a
1 = MF (0) = e
−caMF (a),
d.h. es gilt
MF (s+ a) = e
c(s+a), s ∈ R
bzw.
MF (s) = e
cs, s ∈ R.
Auf Grund des Eindeutigkeitssatzes für momenterzeugende Funktionen, folgt
F = δc.
Damit erhalten wir, dass das Esscher-Prinzip streng erwartungswertüberstei-
gend ist, falls die Verteilungsfunktion F nicht ausgeartet ist.
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Wir untersuchen die Additivität des Esscher-Prinzips. Es sei X ∼ F und
Y ∼ G unabhängig. Für das Esscher-Prinzip erhalten wir
Hes,α(F ∗G) = Hes,α(X + Y ) = M
′
X+Y (a)
MX+Y (a)
=
M ′X(a)MY (a) +MX(a)M
′
Y (a)
MX(a)MY (a)
=
M ′X(a
MX(a)
+
M ′Y (a)
MY (a)
= Hes,α(X) +Hes,α(Y )
= Hes,α(F ) +Hes,α(G)
Es gilt somit die Additivität.
Insbesondere gilt
Hes,α(δc) =
ceac
eac
= c,
Somit ist Hes,α auch translationsäquivariant.
Nun untersuchen wir die Iterativität des Esscher-Prinzips.
Es sei die bedingte Verteilungsfunktion von X unter Y = y die Exponential-
verteilung Exp(y) mit dem Parameter y, d.h.
es gelte
FX|Y=y(x) = 1− e−yx, x > 0
In diesem Fall folgt
FX(x) =
∫ ∞
0
(
1− e−yx)G(dy) = 1−MG(−x) (2.3.12)
Weiter sei G eine Zweipunktverteilung in w1 und w2, für
0 < a < w1 < w2 (2.3.13)
d.h.
G = (1− t)δw1 + tδw2 , mit 0 < t < 1.
Dann haben wir
MG(s) = (1− t)ew1s + tew2s.
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Damit ergibt sich aus (2.3.12)
FX(x) = 1− (1− t)e−xw1 − te−xw2
= (1− t)(1− e−w1x) + t(1− e−w2x),
d.h. FX ist eine Mischung von Exponentialverteilungen.
Dann erhalten für die momenterzeugende Funktion von FX = F
MF (s) = (1− t) w1
w1 − s + t
w2
w2 − s, s < w1.
Daraus folgt
M ′F (s) = (1− t)
w1
(w1 − s)2 + t
w2
(w2 − s)2 .
Also gilt
Hes,a(X) = Hes,a(F )
=
(1− t)w1(w2 − a)2 + tw2(w1 − a)2
(1− t)w1(w1 − a)(w2 − a)2 + tw2(w2 − a)(w2 − a)2 . (2.3.14)
Nun leiten wir die momenterzeugende Funktion der Verteilungsfunktion
FX|Y=y her. Dazu leiten wir mit der momenterzeugende Funktion von FX|Y=y
her. Es gilt
MF (X|Y=y)(s) =
y
y − s, s < y.
Damit folgt
Hes,a(X | Y = y) = H(FX|Y=y) = 1
y − a, a < y.
Die Zufallsgröße H(X | Y ) = 1
y−a besitzt eine Zweipunktverteilung und zwar
gilt
FHes,a(X|Y )(x) = (1− t)
δ1
w1 − a + t
δ1
w2 − a
Hierbei setzen wir voraus, dass
a < w1 (2.3.15)
ist.
Die momenterzeugende Funktion von H(X | Y ) ist damit
MHes(X|Y )(s) = (1− t)es
1
w1−a + te
s 1
w2−a .
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Damit folgt
Hes(Hes(X | Y )) =
(1− t) 1
w1−ae
a
w1−a + t 1
w2−ae
a
w2−a
(1− t)e aw1−a + te aw2−a
=
(1− t)(w2 − a)e
a
w1−a + t(w1 − a)e
a
w2−a(
(1− t)e aw1−a + te aw2−a
)
(w1 − a)(w2 − a)
. (2.3.16)
Wir bilden die Hilfsfunktion (vgl. (2.3.14) und (2.2.10))
h(t) = Hes(X)−Hes(Hes(X | Y )).
Wir haben
h(0) = h(1) = 0.
Wenn wir die Parameter a, w1, w2 und t so wählen können, dass h 6= 0, so
ist Hes,a nicht iterativ.
Konkret zeigen wir, dass wir die Parameter a, w1, w2 und t so wählen können,
dass h
(
1
2
) 6= 0.
Zunächst gilt
h
(
1
2
)
=
w1(w2 − a)2 + w2(w1 − a)2
w1(w1 − a)(w2 − a)2 + w2(w2 − a)(w1 − a)2
− (w2 − a)e
a
w1−a + (w1 − a)e
a
w2−a(
e
a
w1−a + e
a
w2−a
)
(w1 − a)(w2 − a)
.
Weiter wählen wir w1, w2 und z. Da w1 − a < w2 − a ist, können wir w2 so
wählen, dass 2(w1 − a) = w2 − a ist. Also setzen wir
z := w1 − a > 0
so gilt also
2z = w2 − a.
Dann folgt
h
(
1
2
)
=
z2(4w1 + w2)
z3(4w1 + 2w2)
− z
(
2e
a
z + e
a
2z
)
2z2
(
e
a
z + e
a
2z
)
=
1
2z
(
4w1 + w2
2w1 + w2
− 2e
a
z + e
a
2z
e
a
z + e
a
2z
)
.
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Weiter setzen wir
y = e
a
2z ∈ (1,∞)
so gilt
h
(
1
2
)
=
1
2z
(
4w1 + w2
2w1 + w2
− 2y + 1
y + 1
)
Da y → 2y+1
y+1
= 2 − 1
y+1
nicht die konstante Funktion ist, können wir den
Parametern a > 0 so wählen, dass h
(
1
2
) 6= 0, d.h. Hes,a ist nicht iterativ.
Das Esscher-Prinzip und das Exponentialprinzip haben einen interessanten
Zusammenhang.
Es gilt nämlich
Hexp,a(F ) 6 Hes,a(F ) (2.3.17)
Zum Beweis nehmen wir an, dass lnMF (a) eine konvexe Funktion ist. Damit
ist (lnMF (t))
′
monoton wachsend. Wegen lnMF (0) = 0 betrachten wir die
Ungleichung
Hexp,a(F ) =
lnMF (a)
a
=
1
a
∫ a
0
(lnMF (t))
′
dt
6 (lnMF (a))
′
=
M
′
(a)
MF (a)
= Hes,a(F )
und somit folgt (2.2.12).
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Kapitel 3
Gleichgewicht-Preis-Modelle
3.1 Bühlmanns Gleichgewicht-Preis-Modell
Wir erläutern Bühlmanns Gleichgewicht-Preis-Modell. Wir betrachten den
Risikoaustausch zwischen n Versicherungsagenten. Jeder Agent wird durch
seine Nutzenfunktion uj : R → [0,∞), j = 1, 2, 3, ..., n, charakterisiert.
Hierbei wird vorausgesetzt, dass
u
(1)
j > 0 und u
(2)
j < 0, j = 1, 2, ..., n (3.1.1)
gilt.
Wir setzen ein weitere Normierung voraus:
uj(0) = 0 und u
(1)
j (0) = 1. (3.1.2)
Außerdem besitze der j-te Agent die freie Reserve wj. Es wird vorausge-
setzt, dass der j-te Agent ein potentielles Risiko Xj hat. Dieses Risiko wird
abgefangen dadurch, dass der j-te Agent auf einem geschlossenen Markt einen
Risikoaustausch der Höhe Yj realisiert, d.h. entweder verkauft oder kauft. Der
j-te Agent wird als Versicherungsunternehmen interpretiert. Dabei bedeutet
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Yj die Summe aller Versicherungspolicen, die vom j-ten Agenten verkauft
bzw. gekauft werden. Das Risiko Xj gehört zum j-ten Agenten. Der Risi-
koaustausch Yj ist frei über den Markt für den j-ten Agent verfügbar. Die
Risiken Xj, j = 1, 2, ..., n, und der Risikoaustausch Yj, j = 1, 2, ..., n, werden
als Zufallsgrößen über einen Wahrscheinlichkeitsraum (Ω,A, P ) modelliert.
Das Prämienprinzip H für den Risikoaustausch Yj wird durch eine Zufalls-
größe S : Ω→ R deﬁniert, und zwar ist
H(Yj) = EYjS, j = 1, 2, ..., n, (3.1.3)
der Preis für den j-ten Risikoaustausch. Hierbei wird natürlich vorausgesetzt,
dass
E | YjS |<∞, j = 1, 2, ..., n (3.1.4)
ist.
Wir setzen weiter voraus, dass
E(| S |) <∞ (3.1.5)
ist.
Wir gehen davon aus, dass der Markt abgeschlossen ist und führen folgende
Deﬁnition ein.
Deﬁnition 3.1.1 Der Zufallsvektor Y =

Y1
...
Yn
 heißt Risikoaustausch
des Markts, wenn
n∑
j=1
Yj = 0,
fast überall gilt.
Wir deﬁnieren nun das Gleichgewicht des Marktes.
Es sei Y die Menge aller Zufallsvektoren Y , wobei (3.1.4) und
E | uj(wj −Xj + Yj −H(Yj)) |<∞, j = 1, 2, ..., n (3.1.6)
28
erfüllt sind.
Weiter sei Yj die Menge aller Risikoaustausche Yj des j-ten Agenten,
d.h. es existiert ein Risikoaustausch Y ∈ Y, für den die j-te Komponente Yj
ist.
Deﬁnition 3.1.2 Das Paar (S, Y ∗) heißt Äquilibrium des Marktes, falls
max(Yj ∈ Yj : Euj(wj −Xj + Yj −H(Yj)))
=Euj(wj −Xj + Y ∗j −H(Y ∗j )), j = 1, 2, ..., n (3.1.7)
erfüllt ist, (3.1.3) gilt und Y ∗ eine Risikoaustausch ist.
Es sei (S, Y ∗) das Äquilibrium des Marktes für die Nutzenfunktion
uj, j = 1, 2, ..., n
. Dann ist (S, Y ∗) ebenfalls ein Äquilibrium des Marktes für die Nutzenfunk-
tion u(0)j , j = 1, 2, ..., n, aus der Klasse
{Cjuj(0) +Dj : Cj > 0, Dj ∈ R}.
Deshalb haben wir die Normierung (3.1.2) eingeführt.
Zunächst leiten wir eine hinreichende und notwendige Bedingung für (3.1.7)
her.
Satz 3.1.3
a) Es gelte (3.1.1) und (3.1.6). Die Bedingung (3.1.7) ist erfüllt, falls eine
Risikoaustausch Y ∗ ∈ Y und eine Zufallsgröße S existiert, für die S > 0 fast
überall gilt, so dass
u
(1)
j (wj −Xj + Y ∗j −H(Y ∗j ))
= SEu
(1)
j (wj −Xj + Y ∗j −H(Y ∗j )), j = 1, 2, ..., n (3.1.8)
fast überall gilt.
b) Die Nutzenfunktionen uj und u
(1)
j , j = 1, 2, ..., n, seien beschränkt.Weiter
gelte (3.1.1), (3.1.4) für Y = Y ∗ und (3.1.7). Dann existiert Y ∗ ∈ Y derart,
dass (3.1.8) erfüllt ist. Außerdem gilt S > 0 fast überall.
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Beweis: a) Wir zeigen, dass (3.1.8) hinreichend für (3.1.7) ist.
Es gelte also (3.1.8). Wegen (3.1.1) folgt S > 0.
Aus (3.1.8) folgt
Eu
(1)
j (wj −Xj + Y ∗j −H(Y ∗j )) = ESEu(1)j (wj −Xj + Y ∗j −H(Y ∗j )).
Insbesondere ist (3.1.5) erfüllt.
Da u(1)j > 0 ist, ergibt sich
ES = 1. (3.1.9)
Da die Nutzenfunktion nach (3.1.1) konkav ist, gilt für ein z0 ∈ R
uj(z) 6 uj(z0) + u(1)j (z0)(z − z0), z ∈ R. (3.1.10)
Wir setzen für einen Risikoaustausch Y ∈ Y
Z := wj −Xj + Yj −H(Yj)
und für Y ∗
Z0 := wj −Xj + Y ∗j −H(Y ∗j ).
Wegen (3.1.8) gilt
u
(1)
j (Z0) = SCj,
wobei
Cj := Eu
(1)
j (wj −Xj + Y ∗j −H(Y ∗j )).
Wegen (3.1.10) folgt also
uj(Z) 6 uj(Z0) + SCj(Z − Z0).
Wir erhalten mit (3.1.9)
Euj(Z) 6 Euj(Z0) + Cj(E(ZS − Z0S))
6 Euj(Z0) + CjE(Z − Z0)S
6 Euj(Z0 + CjE((Yj −H(Yj))− (Y ∗j −H(Y ∗)))S
6 Euj(Z0) + Cj((EYjS −H(Yj))− (EY ∗j S −H(Y ∗j ))).
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Wegen (3.1.3) folgt also
Euj(Z) 6 Euj(Z0).
Dies ist gleichbedeutend mit
Euj(wj −Xj + Yj −H(Yj)) 6 Euj(wj −Xj + Y ∗j −H(Y ∗j )).
Damit ist (3.1.7) erfüllt.
b) Wir zeigen nun, dass die Bedingung (3.1.8) für (3.1.7) notwendig ist.
Es gelte also für einen Risikoaustausch Y ∗ ∈ Y die Bedingung (3.1.7).
Es sei A ∈ A. Weiter sei IA die Indikatorfunktion zu A.
Oﬀenbar gilt für t ∈ R
E | (Y ∗j + tIA)S |6 E | Y ∗j S | + | t | E | IAS | .
Da Y ∈ Y und (3.1.5) gilt, erhalten wir
E | (Yj + tIA)S |< E | Y 8j S | + | t | E | S |<∞.
Wegen der Beschränktheit von uj, j = 1, 2, ..., n, gilt
E | uj(T ) |<∞, j = 1, 2, ..., n
für alle Zufallsvariablen T.
Damit ist
E | uj(wj −Xj + Yj + tIA −H(Yj + IA))) |<∞
erfüllt.
Damit gilt Y + tIA1 ∈ Y für t ∈ R, wobei 1 der n-dimensionale Vektor, der
alle Komponente gleich 1 hat, ist. Wir führen die Funktion g : R → [0,∞)
gemäß
g(t) = Euj(wj −Xj + Y ∗j + tIA −H(Y ∗j + tIA))
ein. Wegen (3.1.7) haben wir
max(g(t) : t ∈ R = g(0). (3.1.11)
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Wir zeigen, dass g diﬀerenzierbar ist.
Es gilt
H(Y ∗j + tIA) = E(Y
∗
j + tIA)S = H(Y
∗
j ) + tEIAS.
Somit folgt
g(t) = Euj(wj −Xj + Y ∗j −H(Y ∗j ) + t(IA − EIAS)).
Zur Vereinfachung setzen wir
Z := wj −Xj + Y ∗j −H(Y ∗j )
und
W := IA − EIAS.
Dann haben wir
g(t) = Euj(Z + tW ).
Nach dem Mittelwertsatz gilt
C :=
∣∣∣∣uj(Z + (t+ h)W )− uj(Z + tW )h
∣∣∣∣
6 sup
{
| u(1)j (x) |: x ∈ R
}
| W |<∞.
Da E | W |<∞ ist, können wir den Satz von der majorisierten Konvergenz
anwenden und erhalten
lim
h→0
g(t+ h)− g(t)
h
= lim
h→0
E
uj(Z + (t+ h)W )− uj(Z + tW )
h
= lim
h→0
E
uj(Z + (t+ h)W )− uj(Z + tW )
h
IW 6=0
=Eu
(1)
j (Z + tW )WIW 6=0
=Eu
(1)
j (Z + tW )W.
Damit ist g diﬀerenzierbar und es gilt
g(1)(t) = Eu(1)(wj −Xj + Y ∗j −H(Y ∗j ) + t(IA −H(IA))(IA −H(IA)).
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Wegen (3.1.11) gilt somit g(1)(0) = 0, d.h.
Eu(1)(wj −Xj + Y ∗j −H(Y ∗j ))(IA −H(IA)) = 0.
Die letzte Bedingung ist gleichwertig mit
Eu
(1)
j (wj −Xj + Y ∗j −H(Y ∗j ))IA
=ESIAEu
(1)
j (wj −Xj + Y ∗j −H(Y ∗j )). (3.1.12)
Wir deﬁnieren die Zufallsvariable L durch
L := Eu
(1)
j (wj−Xj+Y ∗j −H(Y ∗j ))−SEu(1)j (wj−Xj+Yj−H(Y ∗j )). (3.1.13)
Nach (3.1.12) gilt
ELIA = 0 (3.1.14)
für alle A ∈ A. Es sei
L = L+ − L−,
wobei L+ = max(0, L−) > 0 der Positivteil und L− := max(0,−L) der
Negativteil von L bezeichnen.
Weiter sei
An = {L+ > 1
n
}.
Aus (3.1.14) folgt (3.1.8). Dann erhalten wir
0 = ELIAn = EL+IAn >
1
n
P (An).
Wegen (3.1.14) haben wir
P (An) = 0, n = 1, 2, ...
.
Da An ⊆ An+1, n = 1, 2, ... gilt, folgt
lim
n→∞
P (An) = P (L+ > 0) = 0. (3.1.15)
Analog folgt
P (L− < 0) = 0. (3.1.16)
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Wegen (3.1.15) und (3.1.16) gilt L = 0 fast überall, d.h. aus (3.1.14) folgt die
Bedingung (3.1.8).Wie wir im ersten Teil des Beweises gesehen hatten, folgt
aus (3.1.8), dass S > 0 fast überall. 
Bemerkung 3.1.4 Existiert ein Äquilibrium des Marktes, so gilt nach dem
Beweis von Satz 3.1.3 stets S > 0 fast überall und ES = 1.
Wir zeigen, dass die Zufallsvariable S > 0 aus Satz 3.1.3 eine Funktion des
Gesamtrisikos Z des Marktes und der freien Reserven wj der Agenten ist.
Folgerung 3.1.5 Es gelte (3.1.1). Es existiere das Äquilibrium des Mark-
tes. Dann gilt für Z =
∑n
j=1Xj und gewisse Funktionen K1 : [0, ∞) ×
[0, ∞)n× → [0, ∞) und K2,j : [0, ∞)× [0, ∞)n× → R, j = 1, 2,
S = K1(Z, w1, ..., wn) (3.1.17)
und
Y˜j = Y
∗
j − ESY ∗j = Xj +K2,j(Z, w1, ..., w2). (3.1.18)
Beweis:
Nach Satz 3.1.3 gilt
Cj(wj)S = u
(1)
j (wj −Xj + Y˜j), (3.1.19)
wobei
Cj(wj) = Eu
(1)
j (wj −Xj + Y˜j) > 0.
Nach Voraussetzung (3.1.1) existiert die Inverse, (u(1)j )
−1 zu u(1)j . Dann gilt
wegen (3.1.19)
wj −Xj + Y˜j = (u(1)j )−1(SCj(wj)), j = 1, ..., n. (3.1.20)
Summieren wir bezüglich j = 1, 2, ..., n, so folgt
n∑
j=1
wj − Z =
n∑
j=1
(u
(1)
j )
−1(SCj(wj)).
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Also gilt
Z −
n∑
j=1
wj = −
n∑
j=1
(u
(1)
j )
−1(SCj(wj)). (3.1.21)
Wir betrachten die Funktion g : [0,∞)× [0,∞)n× → R, die durch
g(s, w1, ..., wn) := −
n∑
j=1
(u
(1)
j )
−1(sCj(wj))
deﬁniert ist.
Nach der Voraussetzung (3.1.1) folgt
∂g(s, w1, ..., wn)
∂s
= −
n∑
j=1
Cj(wj)
u
(2)
j (u
(1)
j sCj(wj))
> 0.
Somit existiert eine Inverse g−1(·, w1, ..., wn) von g(·, w1, ..., wn), wobei
w1, w2, ...wn fest gewählt sind. Wir führen die Funktion K1 durch
K1(z, w1, ...w2) := g
−1(z −
n∑
k=1
wk, w1, ..., wn)
ein. Es gilt wegen (3.1.21) die Behauptung (3.1.17) 
Unter gewissen Voraussetzungen ist die einzige Nutzenfunktion, die die Ei-
genschaft hat, dass das Äquilibrium unabhängig von den freien Reserven der
Agenten ist, die Expotentialfunktion.
Satz 3.1.6 Es gelte (3.1.1) und (3.1.2). Weiter gelte
∂Eu
(1)
j (t+ V )
∂t
= Eu
(2)
j (t+ V ), j = 1, ..., n (3.1.22)
für alle Zufallsgrößen V für die Eu(2)j (t+ V ) existiert.
Es existiere ein Äquilibrium (S, Y ∗) des Marktes und es gelte
(Y ∗ −H(Y ∗j )−Xj)(Ω) = R, j = 1, . . . , n. (3.1.23)
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Das Äquilibrium (S, Y ∗) des Marktes ist genau dann unabhängig von den
freien Reserven w1, ..., wn, falls
uj(x) =
1− e−αjx
αj
, j = 1, . . . , n
für eine gewisse Konstante αj > 0 gilt.
Beweis: Es sei das Äquilibrium des Markts unabhängig von w1, ..., wn. Nach
Satz 3.1.3 gilt
u
(1)
j (wj + Vj) = SEu
(1)
j (wj + Vj), j = 1, . . . , n, (3.1.24)
wobei
Vj = Y
∗
j −H(Y ∗j )−Xj.
Wegen der Voraussetzung (3.1.22) folgt nach Diﬀerentiation von (3.1.24)
bezüglich wj
u
(2)
j (wj + Vj) = SEu
(2)
j (wj + Vj), j = 1, . . . , n. (3.1.25)
Wegen (3.1.24) gilt also
u
(2)
j (wj + Vj) =SEu
(1)
j (wj + Vj)
Eu
(2)
j (wj + Vj)
Eu
(1)
j (wj + Vj)
= : u
(1)
j (wj + Vj)C(wj). (3.1.26)
Es sei bemerkt, dass (3.1.1) die Bedingung Eu(1)j (wj, ..., Vj) > 0 nach sich
zieht.
Zur Vereinfachung der Notation wird der Index j in (3.1.26) weiterhin weg-
gelassen. Die Behauptung für alle j = 1, . . . , n sind natürlich identisch.
Damit lässt sich (3.1.26) in der Form
u(2)(w + t) = u(1)(w + t)C(w), t ∈ R (3.1.27)
schreiben.
Damit folgt
∂
∂t
(
lnu(1)(w + t)
)
= C(w).
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Es sei a ∈ R. Nach Integration über [a, t] folgt
lnu(1)(w + t) = C(w)t+D(w), t > a,
wobei
D(w) := lnu(1)(w + a)− C(w)a.
Damit folgt
u(1)(w + t) = E(w)eC(w)t, t > a
mit
E(w) := eD(w) > 0.
Nach Voraussetzung (3.1.1) folgt
u(2)(w + t) = E(w)C(w)eC(w)t < 0, t > a,
d.h. wir erhalten
C(w) < 0. (3.1.28)
Wir setzen deshalb
F (w) := −C(w) > 0
und erhalten,
u(1)(w + t) = E(w)e−F (w)t, t > a. (3.1.29)
Wir zeigen, dass E(w) und F (w) in (3.1.29) unabhängig von a sind. Es sei
a1 < a2. Dann haben wir
u(1)(w + t) = E1(w)e
−F1(w)t, t > a1
und
u(1)(w + t) = E2(w)e
−F2(w)t, t > a2 > a1
für gewisse E1(w), E2(w), F1(w), F2(w) > 0. Dann ergibt sich
E1(w)e
−F1(w)t = E2(w)e−F2(w)t, t > a2. (3.1.30)
Dies ist äquivalent zu
E1(w)
E2(w)
= e(F1(w)−F2(w))t, t > a2.
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Hieraus folgt unmittelbar
F1(w) = F2(w)
und damit aus (3.1.30)
E1(w) = E2(w).
Damit ist E(w) und F (w) in (3.1.29) unabhängig von a. Es folgt also
u(1)(w + t) = E(w)e−F (w)t, t ∈ R. (3.1.31)
Wir zeigen, dass F unabhängig von w ist.
Wegen (3.1.24) und (3.1.31) erhalten wir
e−F (w)V = SEe−F (w)V . (3.1.32)
Wir nehmen indirekt an, dass es freie Reserven w(1) 6= w(2) gibt mit
F (w(1)) 6= F (w(2)). (3.1.33)
Wegen (3.1.32) gilt also
e−F (w
(k))V = SEe−F (w
(k))V , k = 1, 2.
Damit folgt
e(F (w
(2))−F (w(1)))V =
Ee−F (w
(1))V
Ee−F (w(2))V
. (3.1.34)
Da die rechte Seite nicht von ω ∈ Ω abhängig ist, folgt für fast alle ω ∈ Ω
(F (w(2))− F (w(1)))V (ω) = A
für eine gewisse Konstante A ∈ R.
Nach (3.1.33) gilt somit
V (ω) =
A
F (w(2))− F (w(1))
für fast alle ω ∈ Ω. Dies widerspricht der Voraussetzung (3.1.23).
Also ist F:=F(w) unabhängig von w. Wegen (3.1.31) gilt also
u(1)(w + t) = E(w)e−Ft, t ∈ R
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bzw.
eFtu(1)(w + t) = E(w), t ∈ R.
Wir diﬀerenzieren bezüglich t und erhalten
eFt(Fu(1)(w + t) + u(2)(w + t)) = 0, t ∈ R,
d.h. es gilt
∂
∂t
(lnu(1)(w + t)) = −F, t ∈ R.
Dies ist gleichwertig mit
(lnu(1)(x))′ = −F, x ∈ R.
Daraus folgt, wie wir oben schon gesehen hatten,
u(1)(x) = e−FxE, x ∈ R
mit einer gewissen Konstante E > 0.
Damit ergibt sich
u(x) = e−FxE +D, x ∈ R
für eine gewisse Konstante D. Wegen der Normierung (3.1.2) folgt somit
u(x) =
1− e−Fx
F
.
Da diese Schlussweise für jeden Index j = 1, ..., n angewendet werden kann,
ergibt sich die Behauptung. 
3.2 Anwendung auf exponentielle Nutzenfunk-
tionen
Wir bestimmen in diesem Abschnitt das Äquilibrium, falls die Nutzenfunk-
tion exponentiell ist.
Wir setzen voraus, dass
uj(x) =
1
αj
(1− e−αjx), j = 1, 2, ..., n (3.2.1)
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gilt. In diesen Fall heißt αj > 0 eine Risikoaversion.
Auf Grund von Satz 3.1.6 ist zu vermuten, dass das Äquilibrium (S, Y ∗) des
Marktes unabhängig von den freien Reserven wj, j = 1, 2, ..., n, ist.
Zur Abkürzung setzen wir
Z =
n∑
j=1
Xj (3.2.2)
und
α :=
1∑n
j=1
1
αj
. (3.2.3)
Satz 3.2.1 Es gelte E
∣∣Xjeα∑nk=1Xk∣∣ <∞, j = 1, 2, ..., n, und (3.2.1). Dann
ist (S, Y ∗) genau dann ein Äquilibrium des Marktes mit den Risiken Xj, j =
1, 2, ..., n, falls
S :=
eαZ
EeαZ
(3.2.4)
und
Y ∗ =

Y ∗1
...
Y ∗n

mit
Y ∗j = Xj −
α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
+ µj, (3.2.5)
für gewisse µj, j = 1, 2, ..., n, beliebig mit der Nebenbedingung
∑n
j=0 µj = 0
gegeben sind.
Beweis:
a) Wir werden Satz 3.1.3 anwenden. Zunächst setzen wir voraus, dass ein
Äquilibrium des Marktes existiert und leiten seine Darstellung her.
Wir bemerken, dass
u
(1)
j (x) = e
−αjx
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gilt. Weiter setzen wir
Y˜j := Y
∗
j −H(Y ∗j ).
Da Y ∗ ein Risikoaustausch ist, gilt
n∑
j=1
Y˜j =
n∑
j=1
Y ∗j − ES
n∑
j=1
Y ∗j = 0. (3.2.6)
Dann gilt
u
(1)
j (wj −Xj + Y˜j) = e−αjwj+αj(Xj−Y˜j).
Die Bedingung (3.1.8) ist somit äquivalent zu
eαj(Xj−Yj) = SEeαj(Xj−Y˜j) =: SCj. (3.2.7)
Hieraus folgt
Xj − Y˜j = lnCj + lnS
αj
. (3.2.8)
Wegen (3.2.2), (3.2.3) und (3.2.6) folgt daraus
Z = lnS
1
α
+M,
wobei
M :=
n∑
j=1
lnCj
αj
gesetzt wurde. Damit gilt
eα(Z−M) = S
und wegen (3.1.9) haben wir
EeαZe−αM = 1,
d.h. es gilt
S =
eαZ
EeαZ
. (3.2.9)
Wegen (3.2.8) gilt also
Xj − Y˜j = lnCj
αj
+
αZ
αj
− lnEe
αZ
αj
=
α
αj
Z +
lnCj − lnEeαZ
αj
=
α
αj
Z +Dj, (3.2.10)
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wobei
Dj :=
lnCj − lnEeαZ
αj
gesetzt wurde und (3.2.9) benutzt wurde.
Aus (3.2.10) folgt wegen (3.2.6)
n∑
j=1
Xj = Z +
n∑
j=1
Dj.
Es gilt somit
n∑
j=1
Dj = 0. (3.2.11)
Wegen Bemerkung 3.1.4 gilt
ESY˜j = 0.
Aus (3.2.10) folgt damit
EXjS =
α
αj
EZS +Dj,
d.h. es gilt
Dj = E(Xj − α
αj
Z)S.
Verwenden wir (3.2.9), so gilt
Dj =
E(Xj − ααjZ)eαZ
EeαZ
.
Nach (3.2.10) gilt damit
Y˜j = Xj − α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
und somit haben wir
Y ∗j = Xj −
α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
+ ESY ∗j ,
d.h. es gilt (3.2.5) mit µj = ESY ∗j . Natürlich ist
n∑
j=1
µj = ES
(
n∑
j=1
Y ∗j
)
= 0.
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b) Es seien (S1, Y ∗1 ) und (S2, Y
∗
2 ) zwei Äquilibrium des Marktes. Dann folgt
aus Teil a)
S1 = S2
und
Y ∗j,1 = Xj −
α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
+ ESY ∗j,1,
sowie
Y ∗j,2 = Xj −
α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
+ ESY ∗j,2,
für j = 1, 2, ..., n. Damit erhalten wir
Y ∗j,2 − Y ∗j,1 = ES(Y ∗j,2 − Y ∗j,1) =: λj.
Daraus folgt
n∑
j=1
λj = 0.
Damit folgt
Y ∗j,2 = Y
∗
j,1 + λj.
Hat also Y1 die Gestalt
Y ∗j,1 = Xj −
α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
+ µj, j = 1, 2, ... ,
so folgt
Y ∗j,2 = Xj −
α
αj
Z −
E(Xj − ααjZ)eαZ
EeαZ
+ (µj + λj), j = 1, 2, ...
Damit lassen sich alle Äquilibrium des Marktes durch (3.2.4) und (3.2.5)
beschreiben.
c) Um den Beweis abzuschließen, zeigen wir, dass (S, Y ∗) wobei S durch
(3.2.4) und Y ∗ durch (3.2.5) bestimmt sind, die Identität (3.1.8) erfüllt.
Es gilt dann
H(Y ∗j ) = µj.
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Weiter folgt
u
(1)
j (wj −Xj + Y ∗j −H(Y ∗j )) = e−αjwj+αZ+αj
E
(
Xj− ααj Z
)
eαZ
EeαZ . (3.2.12)
Wir bilden die Erwartung auf beiden Seiten der letzten Identität und erhalten
E(u
(1)
j (wj −Xj + Yj −H(Y ∗j ))) = e−αjwj+αj
E
(
Xj− ααj Z
)
eαZ
EeαZ EeαZ .
Damit folgt
SE(u
(1)
j (wj −Xj + Yj −H(Y ∗j ))) = eαZ−αjwj+αj
E
(
Xj− ααj Z
)
EeαZ . (3.2.13)
Wegen (3.2.12) und (3.2.13) ist also (3.1.8) für (S, Y ∗) erfüllt.
Im Weiteren betrachten wir das Äquilibrium des Marktes unter der Voraus-
setzung, dass die Nutzenfunktionen die Gestalt
uj(x) =
γj
αj
(1− e−αjx) + 1− γj
β
(1− e−βjx), j = 1, 2, ..., n (3.2.14)
haben, wobei αj > 0, βj > 0 und γj ∈ [0, 1] gilt.
In diesem Fall gelten die Voraussetzungen (3.1.1) und die Normierung (3.1.2).
In diesem Fall ist auf Grund von Satz 3.1.6 zu vermuten, dass das Äquilibrium
von der freie Reserven wj, j = 1, 2, ..., n abhängig ist.
Wir leiten ein Darstellung des Äquilibriums des Marktes her, die durch einen
Fixpunkt einer gewissen Funktion bestimmt wird.
Es seien Hj : [0,∞)→ [0,∞) die Inversen der Funktionen
t→ γe−αjwj+αjt + (1− γ)e−βjwj+βt, j = 1, 2, ..., n
Auf Grund der Voraussetzung (3.1.1) sind die Funktionen Hj, j = 1, 2, ..., n
wohl deﬁniert.
Weiter sei für c = (c1, c2, ..., cn) ∈ [0,∞)n× die Funktion K(t, c) : [0,∞)→
[0,∞), die Inverse zur Funktion t→∑nj=1Hj(tcj).
Schließlich deﬁnieren wir mit Hilfe Hj, j = 1, 2, ..., n, und K die Funktion
W : [0,∞)n× → [0,∞), wobei die j-te Komponente wj von W durch
wj(c) = γe
−αjwjEeαHj(K(z,c)cj) + (1− γ)e−βjwjEeβHj(K(z,c)cj)
deﬁniert ist.
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Satz 3.2.2 Es gelte (3.2.14). Weiter existiere ein Äquilibrium (Y ∗, S) des
Marktes.
Dann gilt
S = K(Z, c) (3.2.15)
und
Y ∗j = Xj −Hj(K(z, c1, ..., cn)cj) + µj, j = 1, 2, .., n, (3.2.16)
wobei
n∑
j=1
µj = 0
und c = (c1, c2, ..., cn)T ein Fixpunkt der Funktion W ist.
Beweis: Wir wenden Satz 3.1.3 an. Zunächst sei bemerkt, dass
u
(1)
j (wj −Xj + Y˜j) = γe−αjwj+αj(Xj−Y˜j) + (1− γ)e−βjwj+βj(Xj−Y˜j).
Weiter sei Y˜j := Y ∗j +H(Y
∗
j ).
Damit ist die Identität (3.1.8) gleichwertig mit
H−1j (Xj − Y˜j) = Scj, (3.2.17)
wobei
cj = γe
−αjwjEeαj(Xj−Y˜j) + (1− γ)e−βjwjEeβj(Xj−Y˜j) (3.2.18)
Aus (3.2.17) folgt
Xj − Y˜j = Hj(Scj). (3.2.19)
Wegen
∑n
j=1 Y˜j = 0 erhalten wir aus (3.2.19)
Z =
n∑
j=1
Xj =
n∑
j=1
Hj(Scj),
d.h. (3.2.15) ist gezeigt.
Aus (3.2.15) und (3.2.19) folgt
Y˜j = Xj −Hj(K(Z, c)cj), j = 1, 2, ..., n. (3.2.20)
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Da
n∑
j=1
H(Y ∗j ) =
n∑
j=1
ESY ∗j = ES
n∑
j=1
Y ∗j = 0,
erhalten wir aus (3.2.20) die Darstellung (3.2.16) mit
µj := ESY
∗
j , j = 1, ..., n
Mit Hilfe von (3.2.15) und (3.2.16) lässt sich (3.2.18) in der Form
cj = γe
−αjwjEeαj(Hj(K(Z,c)cj)) + (1− γ)eβjwjEe−βj(Hj(K(Z,c)cj))
= Wj(cj), j = 1, 2, ..., n,
schreiben, d.h. c = (c1, ..., cn)T ist ein Fixpunkt von W.
Damit ist Satz 3.2.1 vollständig gezeigt. 
Bemerkung 3.2.3 Unter der Voraussetzung von Satz 3.2.1 ist das Äquili-
brium des Marktes (S, Y ∗) unabhängig vom freien Reserve der Agenten.
Satz 3.2.1 suggeriert ein Prämienprinzip H mit einer Zufallsgröße S, die durch
(3.2.4) deﬁniert ist.
Ist X ein Risiko, das mit der Markt verbunden ist, so ist dann
HB(X,α) =
EXeαZ
EeαZ
(3.2.21)
eine Risikoprämie. Sie hängt von der Zufallsvektor (X,Z)T ab.
Falls X eines der Risiken des Marktes ist, so sind X und Z −X unabhängig,
Hierbei setzen wir voraus, dass alle Risiken X1, X2, ..., Xn unabhängig sind.
Deshalb betrachten wir das Risikoprinzip (3.2.21) unter der Voraussetzung,
dass die Risiken X und Z − X unabhängig sind. Dann gilt für die Prämie
von X
EXeαZ
EeαZ
=
EXeα(X+Z−X)
Eeα(X+Z−X)
=
EXeαXeZ−X
EeαXeα(Z−X)
.
Da die beiden Zufallsgröße XeαX und eα(Z−X) ebenfalls unabhängig sind,
folgt weiter
EXeαZ
EeαZ
=
EXeαX
EeαX
Eeα(Z−X)
Eeα(Z−X)
=
EXeαX
EeαX
. (3.2.22)
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Unter der Voraussetzung der Unabhängigkeit der Zufallsgröße X und Z-X ist
also die Prämie unabhängig von der Summer Z der Risiken der Marktes.
Nach Beispiel 2.2.5 ist dies gerade das Esscher-Prinzip. Es gilt also
Hes(F, α) = HB(X,α) =
EXeαX
EeαX
.
3.3 Modiﬁziertes Preismodell von Bühlmann
Wir setzen zusätzlich zu den Voraussetzungen des Preismodells von Bühl-
mann aus Abschnitt 3.2 weitere Bedingungen voraus.
Wir werden sehen, dass das Prämienprinzip (3.2.22) sich unter den gemach-
ten Voraussetzungen modiﬁziert.
Wir erinnern zunächst an die verallgemeinerte Inverse F− einer Verteilungs-
funktion F. Sie ist durch
F−(t) :=
{
sup(x : F (x) 6 t) {x : F (x) 6 t} 6= ∅
−∞ {x : F (x) 6 t} = ∅ (3.3.1)
deﬁniert. Für t ∈ (0, 1) ist F−(t) endlich.
Die zusatzbedingungen lauten:
A1. Für die Verteilungsfunktion des Gesamtrisikos aller mit dem Markt ver-
bundenen Risiken gelte
Z ∼ N(µ, σ2).
A2. Es existiert Zufallsgröße Vj ∼ N(0, 1), so dass der Zufallsvektor (Vj, Z)T
bivariat normalverteilt ist, und zwar gelte für den Korrelationskoeﬃzienten
zwischen Vj und Z
Kor(Vj, Z) = ρ, j = 1, 2, ..., n.
Weiter sei
Xj = F
−(Φ(Vj)),
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wobei Φ die Verteilungsfunktion der standardisierten Normalverteilung be-
zeichnet, d.h.
Φ(x) =
1√
2pi
∫ x
−∞
e−
t2
2 dt.
Satz 3.3.1 Mit den Voraussetzungen A1 und A2 gilt für HB aus (3.2.21)
HB(Xj, α) =
E(Xje
ασρVj)
E(eασρVj)
=
EXje
ασρF−(Xj)
EeασρF−(Xj)
=
EF−(Φ(Vj)eαδVj)
EeαδVj
.
(3.3.2)
Beweis:
Es sei
Z0 :=
Z − µ
σ
. (3.3.3)
Dann ist bekanntlich Z0 ∼ N(0, 1).
Außerdem gilt nach Voraussetzung A2
Kor(Vj, Z0) = ρ, j = 1, 2, ..., n.
Da V ar(Vj) = 1 und V ar(Z0) = 1 erfüllt sind, gilt
ρ = cov(Vj, Z0) = E(VjZ0). (3.3.4)
Die Zufallsgröße Y sei durch
Y := Z0 − ρVj (3.3.5)
deﬁniert.
Da der Zufallsvektor (Y, Vj)T eine lineare Transformation des Zufallsvektors
(Z0, Vj)
T ist, ist der Zufallsvektor (Y, Vj)T bivariat normal verteilt.
Die Transformation lautet nämlich(
Y
Vj
)
:=
(
1 −ρ
1 0
)(
Z0
Vj
)
.
48
Wir bestimmen die Kovarianz zwischen Y und Vj. Es gilt wegen (3.3.4)
cov(Y, Vj) = cov(Z0 − ρVj, Vj)
= E(Z0 − ρ)Vj
= E(Z0Vj)− ρE(V 2j )
= ρ− ρ = 0.
Bekanntlich ist die letzte Identität gleichwertig mit der Unabhängigkeit von
Y und Vj.
Für die Risikoprämie von Bühlmann gilt dann mit (3.3.3), (3.3.5) und Vor-
aussetzung A2
HB(Xj, α) =
E(Xje
α(σZ0+µ))
E(eα(σZ0+µ))
=
E(Xje
ασ(ρVj+Y ))
E(eασ(ρVj+Y ))
und somit
HB(Xj, α) =
E(Xje
ασρVj)E(eασY )
E(eασρVj)E(eασY )
=
E(Xje
ασρVj)
E(eασρVj)
,
d.h. es gilt (3.3.2).

Bemerkung 3.3.2 Da Vj ∼ N(0, 1), folgt
FΦ(Vj)(y) = P (Φ(Vj) 6 y) = P (Vj 6 Φ−1(y)) = Φ(Φ−1(y)) = y, y ∈ R.
Dann ist Φ(Vj) ∼ U(0, 1). Voraussetzung A2 besagt, dass Xj ∼ F (vgl.
Satz 3.3.1) .
Bemerkung 3.3.3 Die Prämie (3.3.2) ist oﬀenbar ebenfalls unabhängig von
der Summe der Risiken des Marktes.
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Kapitel 4
Prämienprinzipien durch die
Transformationen
4.1 Einführung
Das Esscher-Prinzip kann neben der Begründung durch das Bühlmann-Preis-
Modell auch auf eine andere Art interpretiert werden.Wir bemerken, dass für
α > 0
F ∗(x) =
∫
[0,x]
eαtF (dt)∫∞
−∞ e
αtF (dt)
, x ∈ R
eine Verteilungsfunktion ist und dass
Hes(F ) = m1,F ∗
gilt.
Dies suggeriert die Einführung von Prämienprinzipien mit Hilfe von Trans-
formationen der Risikoverteilung.
Die Transformation
F → F ∗
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heißt Esscher-Transformation. Sie ist für alle Verteilungsfunktionen er-
klärt, für die MF (α) <∞.
Wir betrachten ein Risiko X ∼ F ∈ M. Außerdem sei eine Transformation
T in M gegeben, d.h. eine Abbildung
T : F ∈ DT ⊆M→ F ∗ = T (F ) ∈ [0,∞) = R+.
Dann können wir das Transformationsprinzip wie folgt einführen.
Deﬁnition 4.1.1 Es sei T : DT ⊂M→ R+ eine Abbildung, wobei T (F ) für
alle F ∈ DT das erste Moment besitzt. Dann heißt das Prämienprinzip HT ,
das durch
HT (F ) = m1,T (F ) = m1,F ∗ (4.1.1)
deﬁniert ist, Transformationsprinzip mit der Abbildung T oder kurz
T-Prinzip. Die Transformation T bezeichnet man auch als Verteilungs-
funktionstransformation.
Es seien die Zufallsgröße X ∼ F und X∗ ∼ F ∗ = T (F ) gegeben. Dann
können wir (4.1.1) äquivalent in der Form
HT (X) = He(X
∗)
schreiben.
Beispiel 4.1.2 Wie bemerkt, ist das Esscher-Prinzip ein Transformations-
prinzip. Hierbei gilt
Tα(F )(x) = F
∗(x) =
∫
[0,x]
etαF (dt)
MF (α)
(4.1.2)
und
DTa = {F ∈M : r+,F > α}. (4.1.3)
Oﬀenbar gilt für alle F ∈ DTα, dass F ∗ das erste (sogar alle Momente)
Moment besitzt.
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Wir betrachten eine besondere Teilklasse von Verteilungsfunktionstransfor-
mationen.
Satz 4.1.3
a) Es sei G : [0, 1]→ [0, 1] monoton wachsend, rechtsstetig und außerdem in
1 linksstetig. Weiter sei
G(0) = 0 (4.1.4)
und
G(1) = 1 (4.1.5)
erfüllt.
Dann ist
TG : F ⊂ DTG → G(F ) = F ∗ (4.1.6)
ein Verteilungsfunktionstransformation.
b) Es existiere m1,F und G sei diﬀerenzierbar und besitze eine beschränkte
Ableitung. Dann existiert m1,F ∗.
Beweis:
a) Natürlich ist F ∗ monoton wachsend. Außerdem gilt
F ∗(∞) := lim
x→∞
F ∗(x) = lim
x→∞
G(F (x)) = G(1) = 1
und
F ∗(−∞) = lim
x→∞
F ∗(x) = lim
x→∞
G(F (x)) = G(0) = 0.
Weiter folgt
F ∗(x+ 0) = lim
t↓x
F ∗(t) = lim
t↓x
G(F (t)) = G(F (x)) = F ∗(x),
d.h. F ∗ ist rechtsstetig. Damit ist F ∗ eine Verteilungsfunktion.
b) Aufgrund des Mittelwertsatz existiert für alle x ∈ R eine Zahl mit
t ∈ (0, 1) mit
1−G(F (x)) = G(1)−G(F (x)) = G(1)(t)(1− F (x)).
52
Damit folgt
1−G(F (x)) 6 sup(G(1)(t) : t ∈ (0, 1))(1− F (x)).
Schließlich erhalten wir aus der Ungleichung
m1,F ∗ =
∫ ∞
0
(1−G(F (x)))dx 6 sup(G(1)(t); t ∈ (0, 1))m1,F <∞
die Behauptung.

Zur Vereinfachung setzen wir
DTG =: DG.
Bemerkung 4.1.4 Wenn die Verteilungsfunktion F auf einem Intervall kon-
zentriert ist, folgt F ∈ DG.
Um dies zu zeigen, nehmen wir an, dass die Verteilungsfunktion F auf [a, b]
konzentriert ist. Dann gilt
m1,F ∗ :=
∫ b
a
(1−G(F (x)))dx 6 b− a <∞.
Beispiel 4.1.5 Wir wissen, dass das Esscher-Prinzip ein Transformations-
prinzip ist.(vgl. Beispiel 4.1.2)
Jedoch wird das Esscher-Prinzip nicht durch eine Transformation TG wie in
(4.1.6) deﬁniert, beschrieben.
Um dies zu zeigen, nehmen wir an, dass mit (4.1.2) und (4.1.6)
Tα(F )(x) = TG(F (x)) = G(F (x)), x ∈ R
gilt.
Dann haben wir ∫
[0,x]
eαtF (dt)
MF (α)
= G(F (x)) (4.1.7)
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Wir wählen mit λ > 0
F (x) = 1− e−λx, α > 0.
In diesem Fall gilt wegen (4.1.3) F ∈ DTα genau dann, wenn α < λ.
Die Identität (4.1.7) ist in diesem Fall äquivalent zu
1− e(a−λ)x = G(1− e−λx).
Damit gilt für t = 1− e−λx ∈ (0, 1)
G(t) = 1− (1− t)1− aλ .
Die rechte Seite hängt von λ ab, jedoch nicht die linke Seite. Damit ist der
Ansatz (4.1.7) falsch, d.h. das Esscher-Prinzip ist nicht durch eine Transfor-
mation TG aus Satz 4.1.3 abgedeckt.
4.2 Spezielle Transformationen von den Vertei-
lungsfunktionen
Die Teilklasse der Verteilungsfunktionstransformation, die in Satz 4.1.3 be-
schrieben wird, hängt von der Abbildung G ab.
Wir führen nun eine Teilklasse solcher Verteilungsfunktionstransformationen
ein, wobei G durch eine monoton wachsende Funktion bestimmt ist, die von
einer Verteilungsfunktion abhängt.(vgl. 3.3.1)
Dazu benötigen wir ein Hilfsresultat für die verallgemeinerte Inverse einer
Verteilungsfunktion.
Lemma 4.2.1 Es sei F eine Verteilungsfunktion. Dann ist F−(t) = x ein-
deutig durch die Ungleichung
F (x−) 6 t < F (x+ ) (4.2.1)
für beliebige  > 0 bestimmt.
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Beweis: Auf Grund der Deﬁnition von F−(t) = x gilt
F (x− 1) 6 t < F (x+ 2)
für 1, 2 > 0. Für 1 → 0 folgt
F (x−) 6 t < F (x+ )
mit  = 2 > 0, d.h. es gilt (4.2.1).
Wir beweisen indirekt, dass die Bedingung (4.2.1) den Wert F−(t) bestimmt.
Dazu nehmen wir an, dass x1 und x2 mit x1 < x2 existieren, so dass
F (x1−) 6 t < F (x1 + ) (4.2.2)
und
F (x2−) 6 t < F (x2 + ) (4.2.3)
für  > 0 erfüllt ist. Wir wählen 1 > 0 mit
x1 + 1 < x2.
Schließlich sei n genügend groß gewählt, so dass
x1 + 1 < x2 − 1
n
.
Dann folgt
F (x1 + 1) 6 F (x2 − 1
n
)
und schließlich für n→∞
F (x1 + 1) 6 F (x2−).
Wegen (4.2.2) und (4.2.3) gilt
t < F (x1 + 1) 6 F (x2−) 6 t.
Dies ist oﬀensichtlich ein Widerspruch. Also ist deﬁnierte F−(t) durch die
Ungleichung (4.2.1) eindeutig.

Zufallsgrößen mit einer Verteilungsfunktion können mit Hilfe der verallgemei-
nerten Inverse von F und einer gleichmäßig in (0, 1) verteilten Zufallsgröße,
erzeugt werden.
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Satz 4.2.2 Es sei F eine Verteilungsfunktion und U ∼ U(0, 1). Dann ist
F−(U) ∼ F .
Beweis:
Oﬀenbar ist F− Borel-messbar. Damit ist y = F−(U) eine Zufallsgröße.
Auf Grund von Lemma 4.2.1 haben wir
[0, F (x−)) ⊆ {u > 0 : F−(u) 6 x} ⊆ [0, F (x+ ))
für beliebige  > 0.
Damit folgt
F (x−) = P (U ∈ [0, F (x−)])
6 P (F−(U) 6 x)
6 P (U ∈ [0, F (x+ )]) = F (x+ ).
Da  > 0 beliebig gewählt werden kann, folgt
F (x−) 6 P (F−(U) 6 x) 6 F (x)
Hieraus folgt
P (F−(U) 6 x) = F (x)
für alle Stetigkeitsstellen x von F.
Da die Menge der Stetigkeitsstellen der Verteilungsfunktion F dicht in R ist
und da sowohl x→ P (F−(u) 6 x) als auch F rechtsstetig sind, folgt
P (F−(u) 6 x) : = F (x), x ∈ R,
d.h. die Behauptung ist gezeigt. 
Satz 4.2.3
Es sei H : (0, 1)→ R eine monoton wachsende Funktion mit
H(0+) =: lim
t↓0
H(t) = −∞ (4.2.4)
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und
H(1−) =: lim
t↑1
H(t) =∞. (4.2.5)
Weiter existiere für λ > 0, so dass∫ 1
0
eλH(t)dt <∞. (4.2.6)
Die Funktion Hλ : [0,∞)→ [0,∞) sei durch
Hλ(u) :=
∫ u
0
eλH(t)dt∫ 1
0
eλH(t)dt
(4.2.7)
deﬁniert.
a) Die Funktion Hλ ist streng monoton wachsend und es gilt Hλ(0) = 0 und
Hλ(1) = 1.
b) Die Bedingung
m1,THλ (F ) <∞
ist gleichwertig mit ∣∣∣∣∫ 1
0
eλH(t)F−(t)dt
∣∣∣∣ <∞.
Insbesondere gilt
m1,THλ (F ) =
∫ 1
0
eλH(t)F−(t)dt∫ 1
0
eλH(t)dt
. (4.2.8)
Bemerkung 4.2.4 Unter der Voraussetzung von Satz 4.2.3 ist G = Hλ ein-
deutig durch H und λ > 0 bestimmt. Wir schreiben deshalb
DˆH,λ = DHλ .
Beweis:
a) Es sei G = Hλ. Wegen der Deﬁnition von G ist G streng monoton wach-
send. Es folgt mittelbar aus (4.2.7) G(0) = 0 und G(1) = 1.
b) Es gilt
F ∗(x) = TG(F (x)) =
∫ F (x)
0
eλH(t)dt∫ 1
0
eλH(t)dt
.
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Damit folgt
1− F ∗(x) = F ∗(x) =
∫ 1
F (x)
eλH(t)dt∫ 1
0
eλH(t)dt
.
Weiter haben wir
m1,F ∗ =
∫ ∞
0
F ∗(x)dx =
∫∞
0
(
∫ 1
F (x)
eλH(t)dt)dx∫ 1
0
eλH(t)dt
=:
C∫ 1
0
eλH(t)
dt. (4.2.9)
Es sei
B = {(t, x) : x > 0 und F (x) 6 t 6 1}.
Es gilt somit
C =
∫ ∞
0
(∫ 1
F (x)
eλH(t)dt
)
dx =
∫
B
eλH(t)dtdx.
Wir wenden nun den Satz von Fubini-Tonelli an. Zu diesem Zweck bestimmen
wir die Projektion von B auf die x-Achse. Es gilt für 0 6 t 6 1
Bt = {x : x > 0 und F (x) 6 t}.
Wenn F (0) > t, so gilt oﬀenbar Bt = ∅.
Damit gilt
Bt = [0, F
−(t)]
oder
Bt = [0, F
−(t)).
Im ersten und zweiten Fall ergibt sich∫
Bt
dx = F−(t).
Somit erhalten wir
C =
∫ 1
F (0)
eλH(t)(
∫
Bt
dx)dt =
∫ 1
F (0)
eλH(t)
(∫
Bt
dt
)
=
∫ 1
F (0)
eλH(t)F−(t)dt.
(4.2.10)
Für t mit F (0) > t gilt natürlich F−(t) = 0. Damit erhalten wir
C =
∫ 1
0
eλH(t)F−(t)dt.
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Wegen (4.2.9) ist somit m1,F ∗ <∞ gleichwertig mit∫ 1
0
eλH(t)F−(t)dt <∞,
d.h. Teil b) ist bewiesen.

Beispiel 4.2.5 Wir zeigen, dass die Prämie (3.3.2) durch eine Verteilungs-
funktionstransformation gewonnen werden kann.
Oﬀenbar gilt mit λ := ασ wegen (3.3.2)
HB(Xj, α) =
E(F−(Φ(Vj))eλVj)
E(eλVj)
. (4.2.11)
Anderseits gilt wegen Vj ∼ N(0, 1) nach Bemerkung 3.3.2 ist Φ(Vj) ∼ U(0, 1)
Aus (4.2.11) erhalten wir
HB(Xj, α) :=
∫ 1
0
F−(t)eλΦ
−1(t)dt
EeλVj
. (4.2.12)
Nach Voraussetzung A2 und Satz 3.3.1 gilt also Xj = F−(Φ(Vj)) ∼ F.
Damit deﬁniert (4.2.12) das Prämienprinzip
HW (F ) :=
∫ 1
0
F−(t)eλΦ
−1(t)dt
EeλVj
.
Bekanntlich gilt für die momenterzeugende Funktion von Vj ∈ N(0, 1)
EeλVj = e
λ2
2 .
Damit haben wir
HW (F ) = e
−λ2
2
∫ 1
0
F−(t)eλΦ
−1(t)dt. (4.2.13)
Wir zeigen, dass diese Prämie ein T-Prinzip ist.
Für λ > 0 betrachten wir die Transformation Tλ
Tλ : F → Φ(Φ−1 ◦ F − λ).
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Diese Transformation wird durch die Klasse der Transformation, die in
Satz 4.1.3 deﬁniert ist, beschrieben.
G(t) = Φ(Φ−1(t)− x), 0 < t < 1.
Die Funktion G ist in (0, 1) monoton wachsend und stetig. Setzen wir
G(0) := lim
t↓0
G(t)
und
G(1) := lim
t↑0
G(t).
Außerdem ist G in 0 damit rechtsstetig und in 1 linksstetig.
So haben wir G(0) = 0 und G(1) = 1 und G ist monoton wachsend und
rechtsstetig, d.h. die Voraussetzungen von Satz 4.1.3 sind erfüllt. Außerdem
gilt
Tλ(F (x)) = G(F (x)) =: F
∗ (4.2.14)
d.h. (4.1.6) ist erfüllt.
Die Transformation Tλ heißt Wang-Transformation und das entsprechen-
de Prämienprinzip ist das Wang-Prinzip.
Für die Prämie (3.3.2) gilt also
HW (F ) = m1,F ∗ .
Für λ = 0 gilt natürlich F ∗ = F , d.h. TG(x) = x.
Damit gilt DG = {F : m1,F <∞}.
Wir werden diesen Fall im Weiteren ausschließen und setzen λ > 0 voraus.
Für λ > 0 scheint die Bestimmung des Deﬁnitionsbereichs schwierig zu sein.
Satz 4.1.3 b) kann nicht angewendet werden, da wegen
G(1)(t) = etΦ
−1(t)e−
λ
2
das Supremum von G(1) über t ∈ [0, 1] unendlich ist.
Wir zeigen, dass F mit
F (x) = Φ
(
x− a
b
)
(4.2.15)
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für a ∈ R und b > 0 in DHW liegt, d.h. F ∈ DHW .
Die Verteilungsfunktion wird auch als F = N(a, b2) notiert.
In diesem Fall gilt
Φ−1(F (x)) = Φ−1Φ
(
x− a
b
)
=
x− a
b
und somit folgt
F ∗(x) = Φ
(x
b
−
(a
b
+ λ
))
= Φ
(
x− (a+ λb)
b
)
.
Somit haben wir gezeigt:
Wenn F = N(a, b2), so ist F ∗ = N(a+ λb, b2).
Damit ist
m1,F ∗ = a+ λb
und
{N(a, b2), a ∈ R, b > 0} ⊆ DHW . (4.2.16)
Wir werden zeigen, dass die Prämien aus Beispiel 4.2.5 ebenfalls auf einem
Prämienprinzip, das in Satz 4.2.3 beschrieben ist, beruhen. Dieses Prämi-
enprinzip ergibt sich aus einem modiﬁzierten Bühlmann-Preismodell ergibt.
Die Funktion G hat die Darstellung (4.2.7) mit Hλ = Φ−1.
Wir untersuchen die Eigenschaften des Wang-Prämienprinzips.
Zunächst zeigen wir, dass das Wang-Prämienprinzip nicht erwartungwert-
übersteigend ist, d.h. die Eigenschaft A1 nicht erfüllt.
Zu diesem Zweck wählen wir mit α ∈ [0, 1] die Verteilungsfunktion
Fα(x) = αδ 1
2
(x) + (1− α)δ0(x).
Oﬀenbar gilt
m1,Fα =
α
2
.
Zur Bestimmung des Wang-Prämienprinzips leiten wir zunächst die verallge-
meinerte Inverse zu Fα her. Nach Deﬁnition gilt nämlich
F−α (t) :=
{
1
2
0 < t < α
0 α 6 t < 1
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Damit erhalten wir nach Satz 4.2.3
m1,HW (Fα) =
1
2
∫ α
0
eλΦ
−1(t)dt.
Wir nehmen indirekt an, dass A1 gilt, d.h. wir haben
HW (Fα) > m1,Fα =
α
2
. (4.2.17)
Dann ist (4.2.17) gleichwertig mit
h(α) := α−
∫ α
0
eλΦ
−1(t)dt 6 0. (4.2.18)
Wir untersuchen die Hilfsfunktion h : [0, 1)→ R oﬀenbar gilt h(0) = 0. Wir
haben nach Substitution y = Φ−1(t)∫ 1
0
eλΦ
−1(t)dt =
∫ ∞
−∞
eλyΦ(y)dy
= e
λ2
2
∫ ∞
−∞
e
(y−λ)2
2√
2pi
dy
= e
λ2
2 . (4.2.19)
Damit gilt
h(1) = 1−
∫ 1
0
eλΦ
−1(t)dt = 1− eλ
2
2 < 0.
Außerdem folgt für die Ableitung von h
h(1)(α) = 1− eλΦ−1(α).
Daraus folgt, dass h für α ∈ (0, 1
2
) monoton wachsend ist und für α ∈ (1
2
, 1)
monoton fallend ist. Damit existiert ein α0 < 12 derart, dass h(α0) > 0, d.h.
für Fα0 ist A1 nicht erfüllt.
Nun zeigen wir, dass das Wang-Prämienprinzip nicht den Maximalschaden
übersteigt, d.h. A2 ist erfüllt.
Es sei F Verteilungsfunktion mit dem größten Wachstumspunkt M < ∞,
d.h.
M := sup(x : F (x) < 1).
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Dies ist gleichwertig mit
F−(t) 6M,
für t ∈ (0, 1). Dann folgt aus Satz 4.2.3 und (4.2.13)
HW (F ) = e
−λ2
2
∫ 1
0
eλΦ
−1(t)F−(t)dt 6Me−λ
2
2
∫ 1
0
eλΦ
−1(t)dt.
Wegen (4.2.19) folgt
HW (F ) 6M.
Schließlich zeigen wir, dass das Wang-Prämienprinzip translationsäquivariant
ist.
Es sei F ein Verteilungsfunktion und für c ∈ R
Fc(x) = F (x− c).
Die Eigenschaft A3 ist gleichwertig mit
HW (Fc) = HW (F ) + c.
Wir schließen aus der Deﬁnition der verallgemeinerten Inversen, dass
F−c (t) = F
−(t) + c
gilt. Damit folgt aus (4.2.13)
HW (Fc) = e
−λ2
2
∫ 1
0
F−c (t)e
λΦ−1(t)dt
= e−
λ2
2 (F−(t)eλΦ
−1(t) + ce
λ2
2 )
= HW (F ) + c,
d.h. A3 ist erfüllt.
Beispiel 4.2.6
Im Folgenden zeigen wir, dass die Wang-Transformation auch durch Satz 4.2.3
beschrieben werden kann.
Wir wenden Satz 4.2.3 für H(t) = Φ−1(t), t ∈ (0, 1) an. Oﬀenbar sind die
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Voraussetzungen (4.2.4) und (4.2.5) erfüllt. Auch die Voraussetzung (4.2.6).
Um dies zu sehen, substituieren wir s = Φ−1(t) und erhalten für u > 0 und
λ > 0 ∫ u
0
eλΦ
−1(t)dt =
∫ Φ−1(u)
−∞
eλsϕ(s)ds = e
λ2
2
∫ Φ−1(u)
−∞
e−
(s−λ)2
2√
2pi
ds
= e
λ2
2 Φ(Φ−1(u)− λ).
Damit gilt ∫ 1
0
eλΦ
−1(t)dt = e
λ2
2 <∞. (4.2.20)
Damit erfüllt Φ−1(t) die Voraussetzungen von Satz 4.2.3 und für die entspre-
chende Funktion Hλ gilt
Hλ(u) :=
∫ u
0
eλΦ
−1(t)dt∫ 1
0
eλΦ−1(t)dt
= Φ(Φ−1(u)− λ).
Falls F ∗ aus (4.2.14) das erste Moment besitzt, so gilt nach Satz 4.2.3
m1,F ∗ =
∫ 1
0
F−(t)eλΦ
−1(t)dt,
d.h. die Prämie (3.3.2) ist ein T-Prämie mit der Transformation Tλ, da Tλ
durch Funktion Hλ mit der Darstellung (4.2.7) gegeben ist.
Wir haben oﬀenbar
DˆΦ−1,λ =
{
F : M
∣∣∣∣∫ 1
0
eλΦ
−1(t)F−(t)dt
∣∣∣∣ <∞} .
Also ist F ∈ DˆΦ−1,λ genau dann, wenn∣∣∣∣∫ 1
0
eλΦ
−1(t)F−(t)dt
∣∣∣∣ <∞. (4.2.21)
Substituieren wir s = Φ−1(t), so erhalten
∫ 1
0
eλΦ
−1(t)F−(t)dt = e
λ2
2
∫ ∞
−∞
e
− (s−λ)2√
2√
2pi
F−(Φ(s))ds.
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Es sei Z ∼ N(0, 1). Somit ist die Bedingung (4.2.21) gleichwertig mit∣∣EF−(Φ(Z + λ))∣∣ <∞. (4.2.22)
Mit Hilfe der Bedingung (4.2.22) lässt sich sofort das Resultat (4.2.16) von
Beispiel 4.2.5 nachweisen. Es sei F = N(a, b2). Damit gilt
F−(t) = a+ bΦ−1(t)
und somit folgt ∣∣EF−(Φ(Z + λ))∣∣ = a+ bλ <∞.

Wir betrachten nun eine Teilklasse der Transformation, die das Esscher-
Prinzip enthält.
Satz 4.2.7 Es sei K : R→ [0, ∞) und es gelte für eine Verteilungsfunktion
F ∫ ∞
−∞
K(t)F (dt) <∞. (4.2.23)
a) Dann ist
K˜(F )(x) =
∫ x
−∞K(t)F (dt)∫∞
−∞K(t)F (dt)
(4.2.24)
eine Verteilungsfunktion.
b) Es gilt
m1,K˜(F ) <∞ (4.2.25)
genau dann, wenn ∣∣∣∣∫ ∞−∞ tK(t)F (dt)
∣∣∣∣ <∞. (4.2.26)
In diesem Fall gilt
m1,K˜(F ) =
∫∞
−∞ tK(t)F (dt)∫∞
−∞K(t)F (dt)
. (4.2.27)
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Beweis:
Unmittelbar aus der Deﬁnition (4.2.24) folgt, dass K˜(F ) eine Verteilungs-
funktion ist, falls (4.2.23) erfüllt ist.
Für das erste Moment von K˜(F ) gilt oﬀenbar (4.2.27) und (4.2.27) ist nur
dann endlich, falls (4.2.26) erfüllt. 
Bemerkung 4.2.8
a) Der Deﬁnitionsbereich von K˜ sei DK˜. Es gilt oﬀenbar
DK˜ =
{
F :
∫ ∞
−∞
K(t)F (dt) <∞,
∣∣∣∣∫ ∞−∞ tK(t)F (dt)
∣∣∣∣ <∞} .
b) Für K(t) mit
K(t) =
{
eαt t > 0
0 t < 0
ist das K˜-Prinzip das Esscher-Prinzip.
c) Für K mit
K(t) =
{
eλH(t) t > 0
0 t < 0
wobei λ > 0 und H die Voraussetzungen von Satz 4.2.3 erfüllt, ist das K˜-
Prinzip das Verteilungsfunktionsprinzip aus Satz 4.2.3.
4.3 Beziehung zwischen Verteilungsfunktionen
und Quantilfunktionen
Auf Grund des modiﬁzierten Preis-Modells von Bühlmann ergibt sich die
Frage, wie die Verteilungsfunktion durch die verallgemeinerten Inverse be-
schrieben werden kann.
Zunächst untersuchen wir Eigenschaften der verallgemeinerte Inverse F− ei-
ner Verteilungsfunktion F.
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Auf Grund der Deﬁnition sieht man, dass die Funktion F− monoton wach-
send und rechtsstetig ist.
Zur Bestimmung der verallgemeinerten Inverse ist folgendes Resultat hilf-
reich. Diese verallgemeinerte Inverse werden wir nun als Quantilfunktion be-
zeichnen und beginnen mit ihrer Deﬁnition.
Deﬁnition 4.3.1 Eine Funktion Q : (0, 1)→ R heißt Quantilfunktion, falls
sie monoton wachsend und rechtsstetig ist.
Analog zur Quantilfunktion einer Verteilungsfunktion wird Q− : R → [0, 1]
durch
Q−(x) :=
{
sup(t ∈ (0, 1), Q(t) 6 x) {t : Q(t) 6 x} 6= ∅
0 {t : Q(t) 6 x} = ∅
deﬁniert.
Im Weiteren sei das Supremum einer leeren Menge gleich 0. Dann können
wir die Deﬁnition von Q− kurz durch
0 6 Q−(x) = sup(t ∈ (0, 1) : Q(t) 6 x)
notieren.
Oﬀenbar sind Q und Q− monoton wachsend. Zur Vereinfachung schreiben
wir
lim
x↓x0
Q(x) =: Q(x0 + 0)
und
lim
x↑x0
Q(x) =: Q(x0 − 0).
Analog wird Q−(x0 + 0) und Q−(x0 − 0) eingeführt.
Wir untersuchen nun die Eigenschaften einer Quantilfunktion und ihrer In-
versen.
Satz 4.3.2
a) Für alle t ∈ (0, 1) gilt
Q−(Q(t)) > t. (4.3.1)
67
Außerdem gilt
Q−(Q(t)) = t. (4.3.2)
genau dann, wenn für beliebig  mit 0 <  < 1− t,
Q(t+ ) > Q(t). (4.3.3)
b) Für alle x ∈ R mit 0 < Q−(x) < 1 gilt
Q(Q−(x)) > x. (4.3.4)
Die Beziehung
Q(Q−(x)) = x (4.3.5)
gilt, wenn für beliebige , 0 <  < 1−Q−
Q(Q−(x) + ) > Q(Q−(x)). (4.3.6)
c) Q− ist Verteilungsfunktion.
d) Es gilt (Q−)− = Q.
Beweis: a) Es sei t ∈ (0, 1). Weiter sei  mit 0 <  < 1− t. Dann gilt
Q(t− ) 6 Q(t).
Die Deﬁnition von Q− liefert
t−  6 Q−(Q(t)).
Da  beliebig gewählt werden kann, folgt (4.3.1).
Es gelte (4.3.2). Dann folgt für  mit 0 <  < 1− t die Ungleichung
t+  > Q−(Q(t))
und somit ergibt sich wegen der Deﬁnition von Q− sofort (4.2.3).
Es gelte (4.3.3) für  mit 0 <  < 1− t. Dann folgt auf Grund der Deﬁnition
von Q−
t+  > Q−(Q(t)).
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Für → 0 ergibt sich
t > Q−(Q(t)).
Wegen (4.3.1) folgt somit (4.3.2).
b) Es existiert eine monoton fallende Folge (tn)n=1,2,... mit tn > Q−(x) und
lim
n→∞
tn = Q
−(x).
Dann haben auf Grund der Deﬁnition von Q−
Q(tn) > x.
Wegen der Rechtsstetigkeit von Q folgt also für n→∞
Q(Q−(x)) > x,
d.h. es gilt (4.3.4).
Es gelte (4.3.5). Dann folgt für , 0 <  < 1−Q−(x),
Q(Q−(x) + ) > x = Q(Q−(x))
d.h. es gilt (4.3.6).
c) Es sei x1 6 x2. Dann gilt
Q−(x1) = sup(t ∈ (0, 1) : Q(t) 6 x1)
6 sup(t ∈ (0, 1)) : Q(t) 6 x2) = Q−(x2),
d.h. Q− ist monoton wachsend.
Oﬀenbar gilt damit
Q−(x0 + 0) > Q−(x0).
Um zu zeigen, dass
Q−(x0 + 0) = Q−(x0),
nehmen wir indirekt an, dass es ein x0 gibt mit
Q−(x0 + 0) > Q−(x0).
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Wir wählen t so, dass
Q−(x0 + 0) > t > Q−(x0)
gilt.
Damit existiert eine monoton fallende Folge (xn)n=1,2..., die gegen x0 konver-
giert, mit Q−(xn) > t > Q−(x0). Aus der Ungleichung t < Q−(xn) folgt aus
der Deﬁnition von Q−
Q(t) 6 xn
und somit
Q(t) 6 x0. (4.3.7)
Aus der Ungleichung t > Q−(x0) ergibt sich
Q(t) > x0.
Diese Ungleichung steht im Widerspruch zu (4.3.7). Damit ist die Annahme
falsch und Q− ist rechtsstetig.
Wir zeigen nun, dass
Q−(∞) := Q−(∞+ 0) = 1. (4.3.8)
Für t, 0 < t < 1, gilt mit a) (4.3.1), d.h.
t 6 Q−(Q(t)) 6 Q−(∞) 6 1.
Für t→ 1 ergibt
Q−(∞+ 0) = 1.
Wir zeigen nun
Q−(∞) = Q−(−∞+ 0) = 0. (4.3.9)
Wir zeigen (4.3.9) indirekt. Es gelte
Q−(−∞+ 0) > 0.
Wir wählen t ∈ (0, 1) mit
Q−(−∞+ 0) > t > 0.
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Dann gilt
Q−(x) > t > 0
für alle x ∈ R, d.h. es gilt
Q(t) 6 x
und somit folgt
Q(t) = −∞
im Widerspruch zur Deﬁnition von Q. Damit ist (4.3.9) gezeigt.
d) Auf Grund der Deﬁnition der Inversen und c) folgt
(Q−)−(t) = sup(x : Q−(x) 6 t).
Es sei x < (Q−)−(t). Dann gilt Q−(x) 6 t. Damit gibt es zwei Möglichkeiten:
(i) Q−(x) < t und (ii) Q−(x) = t.
Im Fall (i) erhalten wir
x < Q(t).
Für x ↑ (Q−)−(t) folgt
(Q−)−(t) 6 Q(t). (4.3.10)
Im Fall (ii) wählen wir x′ mit
x < x′ < (Q−)−(t).
Damit gilt
Q−(x) 6 Q−(x′) 6 t.
Folglich gilt
Q−(x) = Q−(x′) = t.
Weiter erhalten wir aus der Deﬁnition von Q−
Q(t) 6 x < x′ < Q(t+ )
für  mit 0 <  < 1 − . Wegen der Rechtsstetigkeit von Q folgt der Wider-
spruch
Q(t) 6 x < x′ 6 Q(t).
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Also ist der Fall (ii) unmöglich.
Weiter sei x > (Q−)−(t). Dann gilt
Q−(x) > t
und somit
Q(t) 6 x.
Für x ↓ (Q−)−(t) folgt
Q(t) 6 (Q−)−(t). (4.3.11)
Wegen (4.3.10) und (4.3.11) erhalten wir die Behauptung.

Wir zeigen, dass Sprünge der Quantilfunktion Intervallen der Inversen ent-
sprechen, in denen die Inverse konstant ist. Auch die Umkehrung erweist sich
als richtig.
Satz 4.3.3
Es sei Q eine Quantilfunktion
a) Gilt für t ∈ (0, 1)
Q(t−) < Q(t) (4.3.12)
so ist
Q−(x) = t (4.3.13)
für x ∈ [Q(t−), Q(t)) erfüllt.
b) Gilt (4.3.13) für x ∈ [A,B) mit A < B, so ist (4.3.12) erfüllt.
c) Gilt für x ∈ R
Q−(x−) < Q−(x), (4.3.14)
so ist
Q(t) = x (4.3.15)
für t ∈ [Q−(x−), Q(x)) erfüllt.
d) Ist (4.3.15) für t ∈ [a, b) mit a < b erfüllt, so folgt (4.3.14).
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Beweis: a)
Ist (4.3.12) für ein t ∈ (0, 1) erfüllt, so folgt (4.3.13) mit x ∈ [Q(t−), Q(t))
unmittelbar aus der Deﬁnition der Inverse Q− und der Rechtsstetigkeit von
Q−.
b) Aus (4.3.13) folgt auf Grund der Deﬁnition von Q−
Q(t− ) 6 x < Q(t+ ),
für  > 0 und 0 < t−  < t+  < 1. Nach Grenzübergang → 0 ergibt sich
Q(t−) 6 x 6 Q(t).
Auf Grund der Wahl von x haben wir schließlich
Q(t−) 6 A < B < Q(t),
d.h. (4.3.12) ist erfüllt.
c) Es gilt (4.3.14) mit x ∈ R. Wir wählen t ∈ (0, 1) und  > 0 so, dass
Q−(x− ) 6 Q−(x−) < t < Q−(x)
erfüllt ist. Dann folgt aus der Deﬁnition der Inverse Q−
x−  < Q(t) 6 x.
Für → 0 folgt (4.3.15) für t ∈ [Q−(x−), Q(x)).
d) Es gelte (4.3.15) für t ∈ [a, b). Dann erhalten wir für  > 0
Q−(x− ) < t 6 Q−(x).
Für → 0 folgt
Q−(x−) 6 a < b 6 Q−(x),
d.h. es ist (4.3.14) erfüllt. 
Satz 4.3.4 Die Inverse einer Quantilfunktion bestimmt eindeutig die Quan-
tilfunktion.
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Beweis:
Es seien Q1 und Q2 zwei Quantilfunktionen mit
Q−1 = Q
−
2 .
Dann folgt aus Satz 4.3.2 d)
Q1 = (Q
−
1 )
− = (Q−2 )
− = Q2.

Der Deﬁnitionsbereich der Transformation TG aus Satz 4.2.3 können wir mit
Hilfe der Quantilfunktion der Verteilungsfunktion beschreiben.
Es sei
Dˆ−H,λ =
{
Q : Q−Quantilfunktion,
∣∣∣∣∫ 1
0
eλH(t)Q(t)dt
∣∣∣∣ <∞} .
Nach den Sätzen 4.3.2 und 4.3.4 gilt oﬀenbar F ∈ DˆH genau dann, wenn
F− ∈ Dˆ−H .
Die Struktur von Dˆ−H ist einfach zu beschreiben.
Satz 4.3.5 Es sei H : (0, 1) → R eine monoton wachsende Funktion mit
den Eigenschaften (4.2.4), (4.2.5) und (4.2.6). Es sei x1, x2 > 0 und λ > 0,
wenn Q1, Q2 ∈ Dˆ−H,λ, so auch
x1Q1 + x2Q2 ∈ Dˆ−H,λ.
Beweis:
Es gelte Q1, Q2 ∈ Dˆ−H,λ. Wir erhalten
−∞ <
∫ 1
0
eλH(t)Qj(t)dt <∞, j = 1, 2.
Dann gilt
−∞ <
∫ 1
0
e−λH(t)(x1Q1(t) + x2Q2(t))dt <∞,
falls x1, x2 > 0. Außerdem ist x1Q1 + x2Q2 eine Quantilfunktion.

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Deﬁnition 4.3.6 Es sei F eine Verteilungsfunktion. Weiter sei (bj)j∈Z eine
nichtnegative Folge und es gelte
cj =
j∑
s=−∞
bj <∞, j ∈ Z. (4.3.16)
Schließlich sei (yj)j∈Z eine monoton wachsende und unbeschränkte Folge mit
yj + bj < yj+1, j ∈ Z. (4.3.17)
Es gelte
lim
s→∞
(yj − cj−1) =∞.
Dann heißt
F˜ (x) =
∞∑
j=−∞
F (yj−cj−1)I[yj ,yj+bj)(x)+
∞∑
j=−∞
F (x−cj)I[yj+bj ,yj+1)(x) (4.3.18)
gestreckte Verteilungsfunktion zu F.
Bemerkung 4.3.7 Für die Folge (cj)j∈Z mit cj = a gilt oﬀenbar
F˜−(x) =
∑
j∈Z
F (yj − a)I[yj ,yj+bj)(x) + F (x− a)
∑
j∈Z
I[yj+bj ,yj+1)(x).
Insbesondere gilt für bj = 0, j ∈ Z
F˜ (x) = F (x− a).
Satz 4.3.8 Es sei F eine Verteilungsfunktion. Weiter sei (bj)j∈Z eine nicht
negative Folge, die (4.3.16) und (yj)j=1,2,... eine monoton wachsende unbe-
schränkte Folge mit
yj + bj < yj+1, j ∈ Z. (4.3.19)
Weiter sei
lim
j→∞
(yj − cj−1) =∞.
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a) Dann ist die Funktion F˜ , die durch (4.3.18) mit (4.3.17) deﬁniert ist,
eine Verteilungsfunktion.
b) Es gilt für die Quantilfunktion von F˜
F˜−(t) = F−(t) +
∞∑
j=−∞
cjI[F (yj−cj−1), F (yj+1−cj))(t). (4.3.20)
c) Es gelten für eine monoton wachsende Funktion H : (0, 1) → R die Be-
dingungen
H(0+) = lim
t↓0
H(t) = −∞
und
H(1−) = lim
t↑1
H(t) =∞.
Weiter gelte ∫ 1
0
eλH(t)dt <∞.
Weiter sei F− ∈ Dˆ−H .
Dann gilt F˜ ∈ DˆH,λ, wenn
∞∑
j∈Z
cj
∫ F (yj+1−cj)
F (yj−cj−1)
eλH(t)dt <∞. (4.3.21)
Beweis:
a) Auf Grund der Deﬁnition von F˜ gilt
lim
x→−∞
F˜ (x) = 0
und
lim
x→∞
F˜ (x) = 1.
Außerdem ist F˜ rechtsstetig.
Auf Grund der Deﬁnition von F˜ ist F˜ in den Intervallen (yj, yj + bj) stetig
und in den Intervallen (yj + bj, yj+1) rechtsstetig.
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Wir überprüfen, dass F˜ auch in yj bzw. yj + bj rechtsstetig ist.
In ersten Fall erhalten wir für 0 <  < bj
F˜ (yj + ) = F (yj − cj−1),
d.h. es gilt
F˜ (yj + 0) = F (yj − cj−1) = F˜ (yj) (4.3.22)
und F˜ ist in yj rechtsstetig.
Wir betrachten nun die Rechtsstetigkeit von F˜ in yj + bj.
Wir wählen 0 <  < yj+1 − (yj + bj).
Dann gilt
F˜ (yj + bj + ) = F (yj + bj + − cj) = F (yj − cj−1 + )
und somit folgt
F˜ (yj + bj + ) = F (yj − cj−1) = F˜ (yj−1 + bj). (4.3.23)
Wir zeigen, dass F˜ auch monoton wachsend ist. Da F˜ auf Grund der Deﬁni-
tion monoton wachsend in den Intervallen [yj, yj + bj), [yj + bj, yj+1), j ∈ Z
ist, genügt es nachzuweisen, dass für j ∈ Z
F˜ (yj + bj−) 6 F˜ (yj + bj) (4.3.24)
und
F˜ (yj−) 6 F˜ (yj). (4.3.25)
Da
F˜ (yj + bj−) = F˜ (yj − cj−1), (4.3.26)
ist die Ungleichung (4.3.24) wegen (4.3.23) erfüllt.
Weiter gilt nach Deﬁnition
F˜ (yj−) = F (yj − cj−1−)
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und somit ist die Ungleichung (4.3.25) wegen (4.3.22) erfüllt.
b) Es sei t ∈ (0, 1) Dann existiert eine ganze Zahl z ∈ Z mit
yz 6 F˜−(t) < yz+1. (4.3.27)
Wir betrachten weiter zwei Fälle
(i) yz 6 F˜−(t) < yz + bz.
(ii) yz + bz 6 F˜−(t) < yz+1.
Zu Fall (i). In diesem Fall haben wir auf Grund der Deﬁnition der Inversen
F˜−
F˜ (yz) 6 t < F˜ (yz + bz).
Wegen (4.3.23) und (4.3.22) ergibt sich
F (yz − cz−1) 6 t < F (yz + bz − cz) = F (yz − cz−1).
Dies ist oﬀenbar ein Widerspruch. Also kann der Fall (i) nicht auftreten.
Zu Fall (ii). Nach Lemma 4.2.1 haben wir
F˜ (x−) 6 t < F˜ (x+ ). (4.3.28)
Für x ∈ (yz + bz, yz+1) haben wir
F˜ (x−) = F (x− cz−).
Für x = yz + bz gilt
F˜ (x−) = F˜ (yz + bz−) = F (yz − cz−1) > F (x− cz) > F (x− cz−).
Also gilt für y ∈ [yz + bz, yz+1)
F˜ (x−) > F (x− cz−). (4.3.29)
Außerdem gilt für 0 <  < bz
F˜ (x+ ) = F (x− cz + ). (4.3.30)
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Mit (4.3.29) und (4.3.30) ist die Ungleichung (4.3.28) gleichwertig mit
F (x− cz) 6 t < F (x− cz + ).
Wenden wir erneut Lemma 4.2.1 an, so folgt
x− cz = F−(t),
d.h. es gilt
F˜−(t) = x = F−(t) + cz. (4.3.31)
Auf Grund der Deﬁnition von z erhalten wir
F˜ (yz + bz) 6 t < F˜ (yz+1)
bzw.
F (yz − cz−1) 6 t < F (yz+1 − cz).
Auf Grund von (4.3.19) gilt
yj − cj−1 < yj+1 − cj,
d.h. die Folge (yj − cj−1)j∈Z ist streng monoton wachsend.
Damit ist (4.3.31) gleichwertig mit
F˜−(t) = F−(t) +
∑
j∈Z
cjI[F (yj−cj−1), F (yj+1−cj))(t),
d.h. es gilt (4.3.20).
c) Wegen (4.3.21) erhalten wir
∑
k∈Z
ck
∫ F (yk+1)−ck
F (yk)−ck
eλH(t)dt =
∑
k∈Z
∫ F (yk+1)−ck
F (yk)−ck−1
cke
λH(t)dt
=
∑
k∈Z
∫ 1
0
ckI[F (yk), F (yk+1))dt
=
∫ 1
0
eλH(t)
∑
k∈Z
cjI[F (yj−cj−1), F (yj+1−cj))(t)dt.
79
Außerdem gilt wegen F− ∈ Dˆ−h,λ nach Satz 4.2.3
|
∫ 1
0
F−(t)eλH(t)dt |<∞.
Wegen Satz 4.3.8 b) und Satz 4.2.3 ist F˜ ∈ Dˆ−H,λ, da∫ 1
0
eλH(t)
∞∑
j=−∞
cjI[F (yj−cj−1), F (yj+1−cj))dt <∞. (4.3.32)

Folgerung 4.3.9 Es gelte zusätzlich
lim
j→∞
cj = c <∞. (4.3.33)
Weiter sei H wie in Satz 4.3.8 gewählt. Dann ist F ∈ DˆH,λ und F˜ ∈ DˆH,λ
äquivalent.
Beweis:
a) Es sei F ∈ DˆH,λ. Wegen (4.3.33) ist die Folge (cj)j∈Z nach oben beschränkt.
Es sei C eine obere Schranke.
Dann gilt ∑
j∈Z
cj
∫ yj+1−cj
F (yj−cj−1)
eλH(t)dt 6 C
∫ 1
0
eλH(t)dt <∞, (4.3.34)
d.h. (4.3.21) ist erfüllt. Nach Satz 4.3.8 c) ist das F˜ ∈ DˆH,λ
b) Es sei F˜ ∈ DˆH,λ. Dann haben wir mit Satz 4.3.8 b), (4.3.34) und (4.3.30)∣∣∣∣∫ 1
0
eλH(t)F−(t)dt
∣∣∣∣
6
∣∣∣∣∫ 1
0
eλH(t)F−(t)dt
∣∣∣∣+ ∫ 1
0
eλH(t)
∑
j∈Z
cjI[F (yj−cj−1), F (yj+1−cj))(t)dt <∞,
d.h. F ∈ DH,λ.
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Beispiel 4.3.10 Wir kehren zu Beispiel 4.2.6 zurück. Danach ist Φ ∈ DˆΦ.
Die monoton wachsende und nicht negative Folge (cj)j∈Z erfülle die Bedin-
gung
∞∑
j=−∞
cj
∫ Φ(yj−cj−1)
Φ(yj+1−cj)
eλΦ
−1(t)dt <∞.
Hierbei ist (yj)j∈Z eine monoton wachsende und unbeschränkt Folge. Dann
ist die gestreckte Verteilungsfunktion Φ˜ in DˆΦ enthalten. Wählen wir die
Folge (cj)j=1,2,... so dass
lim
j→∞
cj = c,
so erhalten wir nach Folgerung 4.3.9, dass Φ˜ ∈ DΦ−1,λ. Dies verallgemeinert
Beispiel 4.2.6 und dies zu beweisen, wählen wir F = N(0, b2). Da F−1 = bΦ−1,
gilt F ∈ DΦ−1,λ.
Nach Behauptung x gibt es Folge (yj)j∈Z, (cj)j∈Z derart, dass F˜ = F (x− a),
d.h. für F = N(a, b2) erhalten wir F ∈ DΦ−1,λ.
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Symbolverzeichnis
N Menge der positiven ganzen Zahlen {1, 2, 3, . . .}
R Menge der reellen Zahlen
R+ Menge der nicht negativen reellen Zahlen
B σ-Algebra der Borelschen Teilmengen von R
(Ω,A,P) Wahrscheinlichkeitsraum
FY Verteilungsfunktion der Zufallsgröße Y
E(Y ) Erwartungswert der Zufallsgröße Y
V ar(Y ) Varianz der Zufallsgröße Y
mk,F k-te Moment der Verteilungsfunktion
Vλ Varianzprinzip
H Prämienprinzip
He Erwartungswertprinzip
Hes Esscher-Prinzip
HW Wang-Prinzip
x ↑ t x konvergiert linksseitig gegen t
x ↓ t x konvergiert rechtsseitig gegen t
ψ(u) Ruinwahrscheinlichkeit
u freie Reserve im Risikomodell
r−,F linke Konvergenzradius von G(·, F )
r+,F rechte Konvergenzradius von G(·, F )
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