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 چكيده:
ها سری مفروضات اولیه برای دادههای معمول در آمار کلاسیک نیازمند یکهای بقاء استفاده از روشدر تحلیل داده مقدمه:
خاطر بینی هستند که در مواقعی که روشهای کلاسیک بهسازی و پیشهای نوین مدلهای عصبی مصنوعی از روشاست. شبکه
بینی وضعیت بقای بیماران مبتلا به سرطان هایشان قابل استفاده نیستند، کاربرد دارند. هدف از این مطالعه، پیشمحدودیت
 باشد.میهای شبکه عصبی و مقایسه آن با مدل رگرسیون کاکس پستان با استفاده از مدل
 2831های مورد از بیماران مبتلا به سرطان پستان در استان اردبیل بود که طی سال 161های مطالعه شامل داده روش پژوهش:
ها برای درصد داده 86/9صورت هم گروه تاریخی بررسی شدند. از ها صورت گرفته بود و بهتشخیص سرطان در آن 7831تا 
های مختلف شبکه عصبی مصنوعی و ها استفاده شد. مدلها برای اعتبار سنجی مدلهدرصد داد 13/1ها و برازش مدل
بینی و سطح زیر ها برازش گردید. معیارهای صحت پیشبینی وضعیت بقای بیماران به دادهرگرسیون کاکس به منظور پیش
 ها استفاده گردید.منحنی مشخصه عملکرد برای مقایسه مدل
، 49بینی ترتیب با صحت پیشبه MLو  SSO، GCSهای با الگوریتم آموزش ی شبکه عصبی، مدلهادر بین مدلها: یافته
های های اعتبارسنجی، بیشترین کارایی را داشتند. سطح زیر منحنی مشخصه عملکرد برای مدلدرصد برای داده 87و  19
 دست آمد.به 1/968و برای مدل رگرسیون کاکس  1/738و  1/279، 1/199ترتیب مذکور به
نتایج مطالعه نشان داد در صورت انتخاب معماری و الگوریتم آموزش مناسب برای مدل شبکه عصبی مصنوعی،  گیری:نتیجه
 بینی وضعیت بقای بیماران مبتلا به سرطان پستان دارد.این مدل در مقایسه با مدل رگرسیون کاکس کارایی بیشتری برای پیش
 .سیون کاکس،  سرطان پستان، شبکه عصبی مصنوعیتحلیل بقاء، رگر ها:کلیدواژه 
 
 
 و هدف مقدمه
های آماری برای تحلیل ای از روشتحلیل بقا، مجموعه
ها زمان لازم تا رخداد هایی است که متغیر برآیند آنداده
یک پیشامد باشد. اگرچه در ابتدا این نوع تحلیل بیشتر 
رفت و این نامگذاری نیز کار میو میر به برای مطالعه مرگ
به دلیل این هدف اولیه بوده است، ولی امروزه تحلیل بقاء 
در اکثر مطالعات علمی که شامل بررسی مدت زمان تا 
). 1گیرد (وقوع یک پیشامد باشد، نیز مورد استفاده قرار می
های بقاء اگر هدف، توصیف زمان بقاء در بررسی داده
های گرفتن متغیرهای کمکی باشد، از روش بدون در نظر
مایر  -تحلیل ناپارامتری مانند جداول عمر و  روش کاپلان
 ).1شود (استفاده می
سازی، تعیین روابط های مدلدر آمار، هدف عمده روش
بینی است. بین متغیرها، تعیین متغیرهای اثرگذار و پیش
های بینی از مدلهای بقاء و پیشسازی دادهبرای مدل
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رگرسیون بقاء مانند مدل مخاطره متناسب کاکس به عنوان 
های رگرسیون پارامتری پارامتری و مدلیک روش نیمه
 ).1گردد (استفاده می
ها رغم داشتن برخی محدودیتمدل رگرسیون کاکس علی
های بقاء بندی دادهترین روش به منظور مدلبه عنوان رایج
ر برای تمامی متغیرهای رود. متناسب بودن خطکار میبه
کمکی موجود در مدل نهایی و استقلال زمان رخداد 
-های ضروری برای مدل کاکس میفرضپیشامدها، از پیش
ای باشد که مفروضات گونهها بهباشند. اگر ساختار داده
اولیه مدل کاکس برقرار نباشد، در استفاده از این مدل با 
). با توجه به 2(هایی مواجه هستیم مشکلات و محدودیت
استفاده روزافزون از تحلیل بقاء در مطالعات پزشکی نیاز به 
-های کارا و با انعطاف بیشتر که تا حد ممکن به پیشمدل
گردد. یکی از های اولیه وابسته نباشند، احساس میفرض
ها، مدل شبکه عصبی مصنوعی است ترین این روشمناسب
 ری را ندارند. های کلاسیک آماهای مدلکه محدودیت
سازی قوه مبحث شبکه عصبی مصنوعی مربوط به شبیه
-صورت الگوریتمسازی آن بهیادگیری در مغز انسان و پیاده
های کامپیوتری است. پس از آموزش شبکه عصبی، اعمال 
یک ورودی خاص به آن دریافت پاسخ خاص را به دنبال 
 سنجی بین ورودی ودارد. شبکه بر مبنای تطابق و هم
شود تا اینکه خروجی شبکه و هدف بر هدف سازگار می
های یکدیگر منطبق شوند. اغلب تعداد زیادی از این زوج
شوند تا در این روند کار گرفته میورودی و خروجی   به
 ).3نام دارد، شبکه آموزش داده شود ( 1که یادگیری با ناظر
طور های شبکه عصبی مصنوعی که بهیکی از معماری
رود و در راستای یادگیری باناظر قرار کار میای بههگسترد
است که برای 2 خوردارد، شبکه عصبی چندلایه پیش
 3انتشارخطاآموزش این نوع شبکه معمولا از قانون پس
های مختلفی برای روش ). الگوریتم3( شوداستفاده می
-توان به آموزش دستهانتشار وجود دارد که از جمله میپس
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 .noitagaporP-kcaB . 
ای کاهش شیب با ، آموزش دسته4یبای کاهش ش
های شیب ، انواع الگوریتم6ارتجاعیانتشار ، پس5مومنتوم
اشاره  9 MLو الگوریتم  8نیوتنهای شبه، الگوریتم7توام
). در یک مدل شبکه عصبی انتخاب نوع شبکه و 3کرد (
-الگوریتم آموزش بر اساس مسئله مورد نظر و ساختار داده
های آموزش دارای یک از الگوریتمگیرد. هر ها صورت می
مزایا و معایبی هستند که محقق با توجه به هدفی که در 
-هایی که در اختیار دارد میکند و نوع دادهمطالعه دنبال می
تواند مناسبترین الگوریتم آموزش را انتخاب نماید. نوع 
متغیر پاسخ (از نظر کمی یا کیفی بودن)، الگوی ارتباط بین 
طی یا غیر خطی بودن) و سرعت همگرایی از متغیرها (خ
مواردی است که در انتخاب الگوریتم آموزش مورد توجه 
گیرد.  در شبکه عصبی مصنوعی، بردار خطا، قرار می
شود. اختلاف بین پاسخ مطلوب و پاسخ شبکه تعریف می
-در طی فرآیند آموزش پارامترهای شبکه طوری تنظیم می
رچه بیشتر به سمت پاسخ شوند که پاسخ واقعی شبکه ه
تر شود. اعتبار مدل شبکه عصبی مصنوعی مطلوب نزدیک
های اعتبار سنجی و به روش اعتبار با استفاده از داده
 ). 3گیرد (مورد بررسی قرار می 11مقطعی
ها و یکی از ترین سرطان در بین خانمسرطان پستان، شایع
ل سا 12-95عوامل عمده مرگ ناشی از سرطان در زنان 
باشد. بر اساس آمار وزارت بهداشت، درمان و آموزش می
 1های اخیر به بیماری شماره پزشکی، این بیماری در سال
 ).4برای زنان در ایران تبدیل شده است (
عنوان یکی از معیارهای در بیماری سرطان، بقای بیمار به
گیری تاثیر درمان پذیرفته شده اصلی کنترل سرطان و اندازه
طالعات زیادی در ارتباط با بقای بیماران مبتلا به است. م
). 5-9سرطان پستان در ایران و جهان صورت گرفته است (
سازی بقای بیماران مبتلا به سرطان اخیراً در ارتباط با مدل
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پستان در ایران مطالعاتی صورت گرفته است. فردمال و 
فرد و لجستیک، مقدمی-) از مدل لگ11همکاران (
) از مدل خطرات جمعی آلن و شاکری و 11همکاران (
) از مدل کاکس برای سانسور وابسته بر 21همکاران (
سازی بقای بیماران مبتلا به اساس تابع مفصل جهت مدل
 سرطان پستان استفاده کردند. 
هدف از این مطالعه، بررسی بقای بیماران به سرطان پستان 
استفاده از  با 8831تا  2831های در استان اردبیل طی سال
دو مدل رگرسیون کاکس و شبکه عصبی مصنوعی و 
بینی وضعیت بقای بیماران توسط این مقایسه قدرت پیش
باشد. در این مطالعه سعی گردید علاوه بر دو مدل می
بینی مدل شبکه عصبی با مدل کاکس، مقایسه قدرت پیش
های های مختلف شبکه عصبی مصنوعی با الگوریتممدل
ف نیز مقایسه گردند که در هیچ یک از آموزش مختل
مطالعات قبلی این کار انجام نشده است. انتخاب الگوریتم 
آموزش مناسب یکی از مهمترین مراحل طراحی یک شبکه 
عصبی مصنوعی است. در این بخش با در نظر گرفتن 
مواردی مانند سرعت همگرایی، میزان تحت تاثیر قرار 
اسیت به خطای آموزش، های نویز و حسگرفتن توسط داده
انواع مختلفی از الگوریتم پس انتشار خطا مورد مقایسه 
 . قرار گرفتند
 
 مواد و روش ها
مورد از  161های مورد استفاده در این مطالعه شامل داده
بیماران مبتلا به سرطان پستان در استان اردبیل بود که 
ا ت 2831ماه ها از ابتدای فروردینتشخیص سرطان برای آن
صورت همگروه صورت گرفته و به 7831پایان اسفند ماه 
تاریخی بررسی شدند. اطلاعات مورد نیاز از مرکز ثبت 
آوری گردید. در موارد ناقص بودن اطلاعات، سرطان جمع
از طریق تماس تلفنی یا مراجعه حضوری به محل زندگی 
بیماران، اطلاعات تکمیل شد. همچنین در برخی موارد، با 
های های موجود در بایگانی بیمارستانبه پرونده مراجعه
امام خمینی، سبلان و فاطمی یا معاونت غذا و دارو، 
آوری گردید. اطلاعات مربوط به هر اطلاعات لازم جمع
بیمار شامل سن تشخیص، محل سکونت، نوع درمان، نوع 
تومور و وضعیت حیات بیماران در یک فرم که قبلاً تهیه 
 دید.شده بود، ثبت گر
صورت تصادفی به دو بخش تقسیم ها بهنخست داده
ها درصد) برای برازش مدل 86/9مورد ( 111گردید. 
 15آزمون در مدل شبکه عصبی) و -(مجموعه آموزش
ها مورد درصد) برای اعتبار سنجی مدل 13/1مورد (
 استفاده قرار گرفت.
ها  با استفاده از همگنی منحنی بقای دو مجموعه داده
مایر مورد ارزیابی قرار گرفت. پذیره  -نی بقای کاپلانمنح
متناسب بودن مخاطره برای متغیرها در مدل کاکس با 
مورد بررسی قرار گرفت.   1استفاده از آزمون هارل و لی
های برازش، مدل سپس با استفاده از مجموعه داده
ها رگرسیون کاکس و مدل شبکه عصبی مصنوعی به داده
 برازش گردید.
عدم مرگ) در  -ها وضعیت بقای بیماران (مرگاین مدل در
عنوان پاسخ نهایی در نظر گرفته شد. طول مدت مطالعه به
برای تابع  1/5در مدل کاکس با در نظر گرفتن نقطه برش 
صورت یک متغیر کیفی وضعیت بقای بیماران به )t(Sخطر 
های تبدیل گردید. برای مشخص کردن بهترین الگوریتم
در مدل شبکه عصبی مصنوعی از معیار صحت آموزش 
ها از معیارهای حساسیت، بینی و برای مقایسه مدلپیش
 )COR(ویژگی و سطح زیر منحنی مشخصه عملکرد
برای سطح زیر منحنی  1/5استفاده شد. مقادیر صفر تا 
نشان  1تا  1/5بندی تصادفی و مقادیر بیانگر کلاس COR
 .)2دهنده توان تشخیصی مدل است (
بر اساس اهداف مطالعه، برای برازش مدل شبکه عصبی 
مصنوعی از یک شبکه عصبی دولایه پرسپترون با تابع 
فعالیت تانژانت هایپربولیک در لایه میانی و تابع فعالیت 
سیگموئید در لایه خروجی استفاده شد. برای تعیین تعداد 
ای های لایه میانی، با استفاده از الگوریتم آموزش دستهگره
تغییر داده  7تا  3های لایه میانی ازکاهش شیب، تعداد گره
های لایه میانی بر اساس شد تا تعداد مناسب برای گره
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مشخص گردد. پس از مشخص  1بینیمعیار صحت پیش
های های مناسب در لایه میانی، از الگوریتمشدن تعداد گره
انتشار ای کاهش شیب با مومنتوم، پسآموزش دسته
های شبه نیوتن های شیب توام، الگوریتمی، الگوریتمارتجاع
های خاصی از الگوریتم که همه حالت MLو الگوریتم 
انتشار هستند، برای برازش مدل شبکه عصبی استفاده پس
تا  1115ها از ). تعداد تکرار در این الگوریتم3گردید (
 11114، 11113، 11112، 11111، 1115در مقادیر  11115
سازی ضریب تغییر داده شد. برای بهینه 11115و 
با ثابت نگه داشتن پارامترهای دیگر، ضریب  )rL(یادگیری
 1/2،  1/1،  1/11،  1/111درمقادیر 1تا  1/111یادگیری از 
تغییر داده شد و هر بار شبکه  1و  1/9،  1/7،  1/5،  1/3، 
آموزش داده شد. برای پایان هر الگوریتم، تعیین اندازه 
برای تعداد تکرارها و همچنین مقدار عددی ضریب  بهینه
استفاده  )ESM(یادگیری از معیار میانگین مجذور خطا 
های آموزش در شد. برای مشخص کردن بهترین الگوریتم
بینی مدل شبکه عصبی مصنوعی از معیار صحت پیش
تر در ارتباط با استفاده شد. اطلاعات بیشتر و کامل
که عصبی مصنوعی در منبع چگونگی برازش یک مدل شب
های در ادامه، با استفاده از مجموعه داده ارائه شده است. 3
 ها برازش گردید. برازش، مدل رگرسیون کاکس نیز به داده
در مرحله نهایی برای مقایسه مدل رگرسیون کاکس و مدل 
شبکه عصبی مصنوعی از معیار سطح زیر منحنی مشخصه 
  SSPSافزارهای از نرم استفاده گردید. )COR(عملکرد 
ها برای برازش مدل 8112نسخه  BALTAMو 81نسخه 
 .   استفاده گردید
 
 يافته ها
 درصد 21/4نفر بود که  161تعداد کل بیماران مورد مطالعه 
 91/3 ،2831 سال به مربوط بررسی مورد بیماران کل از
 از درصد 12/5 ،3831 سال به مربوط بیماران از درصد
 مربوط بیماران درصد از 41/3، 483 سال به بوطمر بیماران
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 .ycaruccA evitciderP . 
 51/5و  6831 سال به مربوط درصد 81، 5831 سال به
 .بودند 7831 سال به متعلق بیماران از درصد
ساله ساله، چهارساله و پنجساله، دوساله، سهمیزان بقای یک
 38ترتیب برابر بیماران با استفاده از روش کاپلان مایر به
درصد  15درصد و  95درصد ،  76د ، درص 17درصد ، 
سال و بالاترین  91برآورد گردید. کمترین سن تشخیص 
سال بود. کمترین و بیشترین سن مرگ  68سن تشخیص 
سال بود. میانگین  68و  12ترتیب بر اثر سرطان پستان به
ماه برآورد  2/8ماه با انحراف معیار  55بقای کلی برابر 
ه طور متوسط بعد از تشخیص تا گردید. بیماران در استان ب
 سالگی عمر کرده بودند.  84/8
درصد) نفر از بیماران در هنگام تشخیص فوت  2/4( 4
شده بودند یعنی کمترین زمان بقا از زمان تشخیص تا زمان 
 نفر 2 ماه بود. تعداد 98 بقا  فوت صفر بود و بیشترین زمان
 زن) رصدد 89/47(نفر 951و مرد) درصد 1/42(از مبتلایان 
 .بودند
های لایه میانی در مدل شبکه برای تعیین تعداد مناسب گره
ای عصبی مصنوعی، با استفاده از الگوریتم آموزش دسته
های کاهش شیب، مدل شبکه عصبی مصنوعی با تعداد گره
گره  4ها برازش گردید که مدل با به داده 7تا  3لایه میانی 
 درصد برای  38/33بینی در لایه میانی با صحت پیش
های اعتبارسنجی درصد برای داده 87های آزمون و داده
 ترین مدل بود. سپس با ثابت نگه داشتن تعداد مناسب
های یادگیری های لایه میانی، شبکه را با الگوریتمگره
 متفاوت آموزش دادیم. 
بینی وضعیت بقاء را بر اساس ، درصد صحت پیش1جدول 
دهد. بر این اساس تلف نشان میهای آموزش مخالگوریتم
ترتیب با صحت به MLو  SSO، GCSهای الگوریتم
های آزمون درصد برای داده 19و  39/33، 39/33بینی پیش
های اعتبارسنجی بیشترین درصد برای داده 87و  19، 49و 
های آموزش مختلف بینی را در بین الگوریتمصحت پیش
 داشتند.
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های نی وضعیت بقاء بر اساس الگوریتمبی. درصد صحت پیش1جدول
 آموزش مختلف
 الگوریتم آموزش
 DG MDG ML XDG PR FGC PGC BGC GCS GFB SSO 
های داده
 آزمون
 38/33 68/66 19 18 19 38/33 67/66 68/66 39/33 18 39/33
 هایداده
 اعتبارسنجی
 87 28 68 47 28 27 47 18 49 67 19
 
ها برازش گردید. به داده در ادامه مدل رگرسیون کاکس
های اعتبارسنجی بینی مدل کاکس برای دادهصحت پیش
بندی افراد وضعیت طبقه 2درصد بود. جدول  47برابر 
بینی مدل حاضر در مجموعه اعتبارسنجی را بر اساس پیش
های شبکه عصبی برتر را در رگرسیون کاکس و مدل
 دهد. مقایسه با وضعیت واقعی بقای بیماران نشان می
های بینی مدلبندی افراد مورد بررسی بر اساس پیش. طبقه2جدول
 شبکه عصبی و مدل رگرسیون کاکس
 بینی مدل پیش
 وضعیت واقعی
 بقاء مرگ
   رگرسیون کاکس
 1) 1( 8) 61(* مرگ
 92) 85( 31) 62( بقاء
   GCSشبکه عصبی 
 2) 4( 12) 14( مرگ
 72) 45( 1) 2( بقاء
   SSOشبکه عصبی 
 3) 6( 91) 83( مرگ
 62) 25( 2) 4( بقاء
   MLشبکه عصبی 
 6) 21( 12) 14( مرگ
 32) 64( 1) 2( بقاء
 دهند. * در هر قسمت، اعداد داخل پرانتز درصد نسبت به کل را نشان می
 
. حساسیت، ویژگی و سطح زیر منحنی مشخصه عملکرد 3جدول
 های مختلفبرای مدل  )COR(
 ژگیوی حساسیت مدل
سطح زیر منحنی 
 راک
 1/968 1 1/183 رگرسیون کاکس
 1/199 1/139 1/259 GCSشبکه عصبی 
 1/279 1/698 1/419 SSOشبکه عصبی 
 1/378 1/397 1/259 MLشبکه عصبی 
 
بینی وضعیت بقاء در در نهایت برای مقایسه قدرت پیش
های مختلف از شاخص سطح زیر منحنی مشخصه مدل
میزان حساسیت  3تفاده گردید. جدول اس )COR(عملکرد 
و ویژگی و همچنین سطح زیر منحنی مشخصه عملکرد را 
 کند.های مختلف ارائه میبرای مدل
 
 گيری بحث و نتيجه
عنوان یکی از در بیماری سرطان، وضعیت بقای بیمار به
گیری تأثیر درمان معیارهای اصلی کنترل سرطان و اندازه
عنوان یک سرطان پستان به پذیرفته شده است. امروزه
معضل اجتماعی در تمام جوامع در حال افزایش است و 
ترین علت مرگ ناشی از سرطان بعد از سرطان ریه شایع
 ). 5باشد (در زنان می
شبکه  های مختلفهدف از این مطالعه، استفاده از مدل
های آموزش مختلف برای عصبی مصنوعی با الگوریتم
ی بیماران مبتلا به سرطان پستان و بینی وضعیت بقاپیش
ها با مدل رگرسیون کاکس بینی این مدلمقایسه قدرت پیش
باشد. در این ارتباط تحقیقات متعددی در نقاط مختلف می
) در مطالعه خود 31انجام شده است. جرز و همکاران (
بینی مدل شبکه عصبی مصنوعی و مدل صحت پیش
ر دادند. لاندین و رگرسیون کاکس را مورد مقایسه قرا
های رگرسیون ) در مطالعه خود روش41همکاران (
بینی ابتلا به سرطان لجستیک و شبکه عصبی را برای پیش
) دو 2پستان مورد مقایسه قرار دادند. بیگلریان و همکاران (
مدل شبکه عصبی مصنوعی و رگرسیون کاکس را برای 
رد استفاده بینی بقای بیماران مبتلا به سرطان معده موپیش
-قرار داده و نتیجه گرفتند که مدل شبکه عصبی برای پیش
بینی عملکرد بهتری نسبت به مدل کاکس دارد. اشرفی و 
) از یک مدل شبکه عصبی مصنوعی برای 51همکاران (
ساله پیوند کلیه استفاده کردند. نتایج بینی بقای پنجپیش
دو مدل دهد متغیرهای اثرگذار در مطالعه ایشان نشان می
شبکه عصبی و رگرسیون کاکس با یکدیگر متفاوت است. 
) در مطالعه خود به مقایسه مدل 61بیگلریان و همکاران (
های رگرسیون پارمتری بقاء شبکه عصبی مصنوعی با مدل
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پرداختند. نتایج مطالعه ایشان نشان داد مدل شبکه عصبی 
های رگرسیون پارامتری دقت مصنوعی نسبت به مدل
بینی بقای بیماران مبتلا به سرطان معده ی در پیشبیشتر
 دارد. 
بینی مدل شبکه در این مطالعه علاوه بر مقایسه قدرت پیش
های مختلف شبکه عصبی عصبی با مدل کاکس، مدل
های آموزش مختلف نیز مقایسه مصنوعی با الگوریتم
گردید که در هیچ یک از مطالعات قبلی این کار انجام 
ای این کار در مرحله اول با ثابت نگه داشتن نشده است. بر
)، با تغییر تعداد  DGالگوریتم آموزش شبکه (الگوریتم 
به مقدار بهینه برای تعداد  7تا  3های لایه میانی از گره
های عصبی مصنوعی به های لایه میانی رسیدیم. شبکهگره
های لایه میانی خود بسیار حساس هستند. تعداد تعداد گره
ها در لایه و تعداد زیاد گره 1های کم باعث عدم تطابقگره
شود. بر این اساس مدل مدل می 2برازشمیانی باعث بیش
ترین مدل شناخته گره در لایه میانی به عنوان مناسب 4با 
شد. در مرحله دوم با ثابت نگه داشتن همه پارامترها، شبکه 
های مختلف تحت آموزش قرار گرفت. با الگوریتم
-همگرایی سریع DGنسبت به الگوریتم  MDGوریتم الگ
تری دارد و با اضافه کردن یک پارامتر اضافی به نام 
دهد تا علاوه بر تغییرات شیب مومنتوم به شبکه اجازه می
های به تغییرات سطح خطا نیز واکنش نشان دهد. الگوریتم
نسبت به دو الگوریتم قبلی  ADGو  XDGآموزش 
بیشتری هستند. هدف از الگوریتم  دارای سرعت همگرایی
از بین بردن تأثیرات مضر روی اندازه مشتقات جزیی  PR
-به الگوریتم BGCو  PGC، GFCهای است. الگوریتم
ها یک های شیب توأم معروف هستند. در این الگوریتم
شود که های توام انجام میعملیات جستجو بین تمام شیب
سازد خط کمترین حد میمقدار تابع عملکرد را در طول آن 
سازی شده در ترین روش پیادهسریع ML). الگوریتم 71(
است و برای یک شبکه متوسط  BALTAMافزار نرم
و  GFBهای دارای کارایی بسیار بالایی است. الگوریتم
                                                                        
1
 .gnittifrednU . 
2
 .gnittifrevO . 
های شبه نیوتن معروف هستند، که به الگوریتم SSO
تعداد  تر بوده و درهای شیب توأم سریعنسبت به الگوریتم
شوند، اما مقدار فضا و محاسبات تکرار کمتری همگرا می
های شیب توأم بیشتر ها در هر تکرار نسبت به الگوریتمآن
بر اساس ترکیب دو روش شیب  GCSاست. الگوریتم 
طراحی شده، بسیار پیچیده بوده و در عین  MLتوام و 
 ). در این مطالعه71حال دارای کارایی بسیار بالایی است (
ترتیب دارای به MLو  SSO، GCSهای الگوریتم
بینی وضعیت بقای بیماران بیشترین کارایی برای پیش
بینی مدل رگرسیون بودند. در این مطالعه صحت پیش
درصد بود که با توجه به اطلاعات ارائه  47کاکس برابر 
گردد که مدل رگرسیون مشخص می 1شده در جدول 
شبکه عصبی مصنوعی های کاکس نسبت به برخی مدل
 کارایی بهتری دارد. 
در مطالعاتی که تاکنون به مقایسه مدل رگرسیون کاکس و 
)، مدل 31-61مدل شبکه عصبی مصنوعی پرداخته بودند (
شبکه عصبی مصنوعی، مدلی با کارایی بیشتر گزارش شده 
بود، اما نتایج این مطالعه نشان داد بسته به نوع معماری و 
مدل شبکه عصبی مصنوعی، ممکن است الگوریتم آموزش 
این مدل کارایی کمتر یا بیشتری نسبت به مدل رگرسیون 
 کاکس داشته باشد. 
اخیراً مطالعاتی برای بررسی بقای بیماران مبتلا به سرطان 
)، 11-21پستان با رویکردهای جدید صورت گرفته است (
بینی وضعیت بقای که در این مطالعات پیشاما از آنجایی
ماران صورت نگرفته است، مقایسه نتایج آن مطالعات با بی
 مطالعه حاضر ممکن نبود.
های شبکه عصبی مصنوعی رغم تمام مزایایی که مدلعلی
هایی نیز هستند. ازجمله ها دارای محدودیتدارند، این مدل
که توزیع های شبکه عصبی با توجه با اینکه در مدلاین
امکان انجام استنباط پارامترهای شبکه مشخص نیست، 
آماری برای پارامترها نیز وجود ندارد. از معایب دیگر مدل 
های کلاسیک شبکه عصبی این است که برخلاف مدل
آماری، در مدل شبکه عصبی امکان تعیین میزان تأثیر هر 
بینی متغیرهای پاسخ یک از متغیرهای مستقل در پیش
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( درادن دوجو18نیا رگم ،)شور زا هکب یاههنیه یزاس
 نادنمقلاع هک دوش هدافتسا کیتنژ متیروگلا دننام هکبش
یم زا نینچمه .دنهد ماجنا ار یتاعلاطم هنیمز نیا رد دنناوت
هیبش تاعلاطمیم هعلاطم نیا جیاتن میمعت یارب یزاس ناوت
.دومن هدافتسا 
لدم ییاراک داد ناشن هعلاطم نیا جیاتن یبصع هکبش یاه
شیپ یارب یعونصمنیب هب لاتبم نارامیب ءاقب تیعضو ی
 هب هتسباو سکاک نویسرگر لدم اب هسیاقم رد ناتسپ ناطرس
 و هدوب توافتم هکبش شزومآ متیروگلا و یرامعم عون
 یعونصم یبصع هکبش لدم یارب یبسانم یرامعم هچنانچ
 سکاک نویسرگر لدم هب تبسن لدم نیا ،ددرگ باختنا
شیپ یارب یرتشیب ییاراک تیعضو ینیبدراد ءاقب. 
ینادردق و ركشت 
 یتسیز رامآ رایشناد یریخ نامیلس رتکد یاقآ بانج زا
 ربکا رتکد یاقآ بانج و درکرهش یکشزپ مولع هاگشناد
 و یتسیزهب مولع هاگشناد یتسیز رامآ رایداتسا نایرلگیب
ییامنهار رطاخ هب یشخبناوت رکشت لامک ناشیا هدنزرا یاه
هب ینادردق ویم لمعیآ.د 
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Abstract: 
Introduction: In analyzing survival data using conventional methods of classical statistics 
requires some basic assumptions for data. Artificial neural networks as a modern modeling 
method can be used in situations where classic models have restricted application because 
their assumptions are not met. This study is compared survival of patients with breast cancer 
using artificial neural network and Cox regression models. 
Methods:  This historical cohort study, include data from 161 patients with breast cancer in 
Ardabil province in the years 2002-2007 were diagnosed as having cancer. 68.9% of data 
dividing as training data set and 31.1% of data dividing as validation data set. Artificial neural 
networks and Cox regression models are fitted to data. Predictive accuracy and area under 
ROC used to compare models. 
Results: Between neural network models, models with SCG, OSS and LM learning 
algorithms with predictive accuracy of 94, 90 and 78 percent for validation data, had the 
highest efficiency respectively. Areas under ROC for these models are 0.991, 0.972 and 0.837 
respectively and 0.869 for Cox regression model.  
Conclusion: This study shaw that if suitable architecture and algorithms are selected for 
artificial neural network model, this model will be more efficient than the Cox regression 
model to predict the survival situation of patients with breast cancer. 
Key words: Artificial neural networks - Breast cancer - Cox regression model - Survival 
analysis.  
