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0. Introduction
Let F be a local ﬁeld. More accurately, assume that F is either R or a ﬁnite extension of Qp . Let
ψ be a non-trivial character of F. Any non-trivial character of F has the form ψa(x) = ψ(ax) for some
a ∈ F∗ . For a ∈ F∗ let γψ(a) be the normalized Weil factor associated with the character of second
degree of F given by x → ψa(x2) (see Theorem 2 of Section 14 of [24]). It is known that
γψ(ab) = γψ(a)γψ(b)(a,b)F, (0.1)
where (·,·)F is the (quadratic) Hilbert symbol deﬁned on F, and that
γψ
(
b2
)= 1, γψ (ab2)= γψ(a), γ 4ψ(a) = 1. (0.2)
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identical to Rao’s cocycle for SL2(F), (see [14] and the correction by Adams in [12]). Namely, SL2(F)
is the set SL2(F) × {±1} equipped with the multiplication law
(g1, 1)(g2, 2) =
(
(g1g2, 12c(g1, g2)
)
,
where c : SL2(F) × SL2(F) → {±1} is deﬁned by
c(g1, g2) =
(
x(g1), x(g2)
)
F
(−x(g1)x(g2), x(g1g2))F, (0.3)
where
x
(
a b
c d
)
=
{
c, c = 0,
d, c = 0.
Let H be a subset of SL2(F). We denote its pre-image in SL2(F) by H . Let B(F) be the standard Borel
subgroup of SL2(F). Deﬁne I(η(χ, s)⊗γ −1ψ ) = IndSL2(F)B(F) η(χ, s)⊗γ
−1
ψ to be the induced representation
whose space consists of smooth complex functions on SL2(F) which satisfy:
f
(((
a b
0 a−1
)
, 
)
g
)
= ‖a‖η(χ, s)(a)γ −1ψ (a) f (g)
for all a ∈ F∗ , b ∈ F, g ∈ SL2(F), where s ∈ C and η(χ, s) is a character of F∗ , as explained in Sec-
tions 1.1 and 2.1. SL2(F) acts on this space by right translations.
Consider the ψa-Whittaker functional deﬁned by the analytic continuation of
λ
(
ψa, η(χ, s) ⊗ γ −1ψ
)
( f ) =
∫
F
f
((
0 1
−1 0
)(
1 x
0 1
)
,1
)
ψ−1a (x)dx (0.4)
and the intertwining operator A(s) : I(η(χ, s) ⊗ γ −1ψ ) → I(η(χ−1,−s) ⊗ γ −1ψ ) deﬁned by the mero-
morphic continuation of
(
A(s)( f )
)
(g) =
∫
F
f
(((
0 1
−1 0
)(
1 x
0 1
)
,1
)
g
)
dx. (0.5)
In the non-archimedean case, uniqueness, up to a scalar, of Whittaker functionals for Sp2n(F), the
metaplectic double cover of Sp2n(F), was proven in [21]. Uniqueness for SL2(R) was proven in [23]. To
prove uniqueness for Sp2n(R) for general n, it is suﬃcient to consider principal series representations.
The proof in this case follows from Bruhat theory. In fact, the proof goes almost word for word as
the proof of Theorem 2.2 of [6] for minimal parabolic subgroups. The reason that this proof works for
Sp2n(R) as well is the fact that if the characteristic of F is not 2 then the inverse image in Sp2n(F)
of a maximal torus of Sp2n(F) is commutative. This implies that its irreducible representations are
one-dimensional. The last fact does not hold for general covering groups; See the introduction of [2],
for example.
This uniqueness implies that there exists a local coeﬃcient Cψa (η(χ) ⊗ γ −1ψ , s), independent of
f ∈ I(η(χ, s) ⊗ γ −1ψ ) such that
λ
(
ψa, η(χ, s) ⊗ γ −1ψ
)
( f ) = Cψa
(
η(χ) ⊗ γ −1ψ , s
)
λ
(
ψa, η
(
χ−1,−s)⊗ γ −1ψ )(A(s) f ).
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reference. We shall prove here in Theorems 1.1 and 2.1 that, up to exponentials, Cψ(η(χ) ⊗ γ −1ψ , s)
equals
LF(χ, s + 12 )
LF(χ,−s + 12 )
LF(χ2,−2s + 1)
LF(χ2,2s)
.
The case F = C is excluded from this paper since γψ(C∗) = 1 and SL2(C) = SL2(C)× {±1}, which im-
plies that the local coeﬃcients for this group are identical to the local coeﬃcients of SL2(C). However,
our computations include the often overlooked case of a non-archimedean local ﬁeld of even residual
characteristic.
Although, as we shall see, the zeros and poles of Cψa (η(χ) ⊗ γ −1ψ , s) depend on a, the analytic
properties of
Cψa
(
η(χ) ⊗ γ −1ψ , s
)
Cψa
(
η
(
χ−1
)⊗ γ −1ψ ,−s)
do not. It is the last expression which determines the Plancherel measure μ(s,χ) (see [18]). For
p-adic reductive groups and for real semisimple Lie groups, it is the Plancherel measure that con-
trols the dimension of the commuting algebra of parabolically induced representations (see [10] and
[20]). The theory of R-groups should have a straight-forward generalization to Sp2n(F). This theory,
when applied to our computations, gives an irreducibility criterion for unitary (genuine) principal se-
ries representations of SL2(F). For p-adic ﬁelds of odd residual characteristic this criterion is known.
See [1].
Furthermore, our computations show that the Plancherel measures of principal series representa-
tions of SO3(F) and SL2(F) induced from the same quasi-character are essentially the same. Using the
multiplicativity of the local coeﬃcients, one concludes that the Plancherel measures of (genuine) prin-
cipal series of Sp2n(F) and SO2n+1(F) are closely related. Using global functional equations (see [16])
and arguments such as Theorem 2.2 of [22] or Proposition 5.1 of [17], we can prove the similarity of
the Plancherel measures attached to IndSp2n(F)
P
(τ ⊗ γ −1ψ ◦ det) and IndSO2n+1(F)P ′ τ , where F is a p-adic
ﬁeld, τ is an irreducible cuspidal representation of GLn(F) and P and P ′ are parabolic subgroups of
Sp2n(F) and SO2n+1(F) respectively which have GLn(F) as their Levi part. In particular, if τ is unitary,
we can prove that IndSp2n(F)
P
(τ ⊗ γ −1ψ ◦ det) is reducible if and only if IndSO2n+1(F)P ′ τ is. Details will be
given in a future publication of the author. Reducibility criteria for IndSO2n+1(F)P ′ τ can be found in [19].
In general, we expect the same similarity between the Plancherel measures of parabolic Induc-
tions IndSp2n(F)
Q
((τ ⊗ γ −1ψ ◦ det) ⊗ σ) and IndSO2n+1(F)Q ′ (τ ⊗ θψ(σ )), where F is a p-adic ﬁeld, Q is the
parabolic subgroup of Sp2n(F) which has GLm(F) × Sp2k(F) as its Levi part, Q ′ is the parabolic sub-
groups of SO2n+1(F) which has GLm(F) × SO2k+1(F) as its Levi part (r +m = n), τ is an irreducible
cuspidal generic representation of GLm(F) and σ is an irreducible genuine cuspidal generic represen-
tation of Sp2k(F). Here θψ(σ ) is the generic representation of SO2k+1(F) obtained from σ by the local
theta correspondence. See [9] and [4] for more details on the theta correspondence between generic
representations of Sp2k(F) and SO2k+1(F).
Our messy computations in the case of a non-archimedean local ﬁeld of even residual characteristic
will play an essential roll in the local-global arguments needed for the above mentioned comparisons
of Plancherel measures.
1. Non-archimedean case
1.1. Basic notations and main results
Let F be a p-adic ﬁeld. Let OF be the ring of integers of F and let PF be its maximal ideal. Let
q be the cardinality of the residue ﬁeld F = OF/PF . For b ∈ OF denote by b its image in F. Fix π ,
a generator of PF . Let ‖ · ‖ be the absolute value on F normalized in the usual way: ‖π‖ = q−1.
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that d∗x = dx‖x‖ . Deﬁne e(2,F) = logq[OF : 2OF] = − logq ‖2‖. Note that if the residual characteristic
of F is odd then e(2,F) = 0, while if the characteristic of F is 2, e(2,F) is the ramiﬁcation index
of F over Q2. We shall write e instead of e(2,F), suppressing its dependence on F. We also deﬁne
ω = 2π−e ∈ O∗
F
.
We shall often be interested in subgroups of O∗
F
of the form 1+ Pn
F
, where n is a positive integer.
By abuse of notation we write 1 + P0
F
= O∗
F
. Let χ be a character of O∗
F
. We denote by m(χ) its
conductor, i.e, the minimal integer such that χ(1 + Pm(χ)
F
) = 1. The trivial character of O∗
F
will be
denoted by χo . For s ∈ C deﬁne η(χ, s) to be the following character of F∗: η(χ, s)(a) = ‖a‖sχ(u),
where a = πnu for some n ∈ Z, u ∈ O∗
F
. We deﬁne η(χ) = η(χ,0). Let ψ be a non-trivial complex
additive character of F. The conductor of ψ is the minimal integer n such that ψ(Pn
F
) = 1. ψ is said
to be normalized if its conductor is 0. Assuming that ψ is normalized, the conductor of ψa is logq ‖a‖.
For a ∈ F∗ we have
γψ(a) = ‖a‖ 12
∫
F
ψa(x2)dx∫
F
ψ(x2)dx
, (1.1)
see p. 383 of [3] for example. These integrals, as many of the integrals that will follow, should be
understood as principal value integrals. Namely,
γψ(a) = ‖a‖ 12
limn→∞
∫
P−n
F
ψ(ax2)dx
limn→∞
∫
P−n
F
ψ(x2)dx
. (1.2)
For a ∈ F∗ deﬁne cψ(a) =
∫
F
ψ(ax2)dx. With this notation:
γψ(a) = ‖a‖ 12 cψ(a)c−1ψ (1).
In the rest of this section, ψ is assumed to be normalized. For χ = χo we deﬁne
G(χ,ψ) =
∫
O∗
F
ψ
(
π−m(χ)u
)
χ(u)du.
An easy modiﬁcation of the evaluation of classical Gauss sums, see Proposition 8.22 of [7] for example,
shows that |G(χ,ψ)| = q−m(χ)2 . We deﬁne G(χo,ψ) = 1. We now state the main result of this paper.
Theorem 1.1. There exist k(χ) ∈ C∗ and n(χ) ∈ Z such that
Cψ
(
η(χ) ⊗ γ −1ψ , s
)= k(χ)qn(χ)s LF(χ, s + 12 )
LF(χ,−s + 12 )
LF(χ2,−2s + 1)
LF(χ2,2s)
.
Furthermore, if χ is quadratic we have:
k(χ) = cψ(−1)χ(−1)
G(χ,ψ)
q−
m(χ)
2 , n(χ) = 2e −m(χ).
For χ = χo and F of odd residual characteristic the formula just given can be proved by using the
existence of a spherical function, see [3].
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LF(χ, s) =
{
1
1−q−s , χ = χo,
1, χ = χo.
We proceed as follows: In Section 1.2 we reduce the computation of the local coeﬃcient to a compu-
tation of a certain integral; see Lemma 1.1. In Section 1.3 we collect some facts that will be used in
Section 1.4 where we compute this integral.
1.2. Cψa (η(χ) ⊗ γ −1ψ , s) expressed as an integral
In this section, we do not assume that ψ is normalized.
Lemma 1.1. Cψa (η(χ) ⊗ γ −1ψ , s)−1 =
∫
F∗ γ
−1
ψ (u)η(χ, s)(u)ψa(u)d
∗u.
This integral should be understood as a principal value integral. Note that it resembles Tate’s
gamma factor, see [15].
Proof. We recall that the integral in the right-hand side of (0.4) converges in principal value for all s,
and furthermore, for all f ∈ I(η(χ, s) ⊗ γ −1ψ ) there exists N f such that for all N > N f :
λ
(
ψa, η(χ, s) ⊗ γ −1ψ
)
( f ) =
∫
P−N
F
f
((
0 1
−1 0
)(
1 x
0 1
)
,1
)
ψ−1a (x)dx.
Assume Re(s) is so large such that the integral in the right-hand side of (0.5) converges for all f ∈
I(η(χ, s) ⊗ γ −1ψ ). Deﬁne f ∈ I(η(χ, s) ⊗ γ −1ψ ) to be the following function:
f (g) =
⎧⎨⎩
0, g ∈ B,
(η(χ, s + 1) ⊗ γ −1ψ )(b)φ(x), g =
((
b c
0 b−1
)(
0 1
−1 0
)(
1 x
0 1
)
, 
)
,
where φ ∈ S(F) is the characteristic function of OF . It is suﬃcient to show that
λ
(
ψa, η
(
χ−1,−s)⊗ γ −1ψ )(A(s) f )
= λ(ψa, η(χ, s) ⊗ γ −1ψ )( f )∫
F ∗
γ −1ψ (u)η(χ, s)(u)ψa(u)d
∗u. (1.3)
Indeed,
λ
(
ψa, η
(
χ−1,−s)⊗ γ −1ψ )(A(s) f )
=
∫
F
∫
F∗
f
(((
0 1
−1 0
)(
1 u
0 1
)
,1
)((
0 1
−1 0
)(
1 x
0 1
)
,1
))
ψ−1a (x)du dx.
By matrix multiplication and by (0.3) we have:
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0 1
−1 0
)(
1 u
0 1
)
,1
)((
0 1
−1 0
)(
1 x
0 1
)
,1
)
=
(((−u−1 1
0 −u
)
,1
)((
0 1
−1 0
)(
1 x− u−1
0 1
)
,1
)
.
Hence, for N suﬃciently large:
λ
(
ψa, η
(
χ−1,−s)⊗ γ −1ψ )(A(s) f )
=
∫
P−N
F
∫
F∗
η(χ, s)
(−u−1)‖u‖−1γψ(−u)−1 f(( 0 1−1 0
)(
1 x− u−1
0 1
)
,1
)
ψ−1a (x)du dx
=
∫
P−N
F
∫
F∗
η(χ, s)(−u)‖u‖−1γψ(−u)−1 f
((
0 1
−1 0
)(
1 x− u
0 1
)
,1
)
ψ−1a (x)du dx.
Since the map y → f (( 0 1−1 0)( 1 y0 1),1) is supported on OF and since we may assume that N > 0 we
have
λ
(
ψa, η
(
χ−1,−s)⊗ γ −1ψ )(A(s) f )
=
∫
‖x‖<qN
∫
0<‖u‖<qN
η(χ, s)(−u)γψ(−u)−1 f
((
0 1
−1 0
)(
1 x−u
0 1
)
,1
)
ψ−1a (x)d∗u dx.
By changing the order of integration and by changing x → x+ u we obtain
λ
(
ψa, η
(
χ−1,−s)⊗ γ −1ψ )(A(s) f )
=
∫
‖x‖<qN
f
((
0 1
−1 0
)(
1 x
0 1
)
,1
)
ψ−1a (x)dx
∫
0<‖u‖<qN
γ −1ψ (−u)η(χ, s)(−u)ψ−1a (u)d∗u.
Eq. (1.3) is proven once we change u → −u. 
Throughout this paper we focus on computing Cψ(η(χ)⊗γ −1ψ , s) for normalized ψ . We show that
there is no loss of generality caused by the last assumption:
Lemma 1.2. Assume that the conductor of ψ is n. Deﬁne ψ0(x) = ψ(xπn). ψ0 is clearly normalized and we
have:
Cψ
(
η(χ) ⊗ γ −1ψ , s
)= γ −1ψ0 (πn)qnsCψ0(η(χ) ⊗ γ −1ψ0 , s).
Proof. Recalling the deﬁnition of γψ we observe that
γψ(a) = γψ0 (aπ
−n)
γψ0 (π
−n)
.
Thus, by (1.1) we have
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(
η(χ) ⊗ γ −1ψ , s
)−1 = ∫
F ∗
γ −1ψ (u)η(χ, s)(u)ψ(u)d
∗u
= γψ0
(
πn
)∫
F ∗
γ −1ψ0
(
uπ−n
)
η(χ, s)(u)ψ−1(u)d∗u
= γψ0
(
πn
)∫
F ∗
γ −1ψ0 (u)η(χ, s)
(
uπn
)
ψ−1
(
uπn
)
d∗u
= γψ0
(
πn
)
η(χ, s)
(
πn
)∫
F ∗
γ −1ψ0 (u)η(χ, s)(u)ψ
−1
0 (u)d
∗u
= γψ0
(
πn
)
q−nsCψ0
(
η(χ) ⊗ γ −1ψ0 , s
)−1
. 
For a ∈ F∗ deﬁne χa(x) = χ(a)(a, x)F , and deﬁne sa ∈ C (mod 2π ilnq ) by the relation (a,π) = qsa .
Note that χoa (x) = (a, x)F and that η(χ, s)(u)(a,u)F = η(χa, s + sa)(u). We now describe the relation
between Cψ(η(χa) ⊗ γ −1ψ , s + sa) and Cψa (η(χ) ⊗ γ −1ψ , s).
Lemma 1.3.
Cψa
(
η(χ) ⊗ γ −1ψ , s
)= γψ(a)η(χ, s)(a)Cψ (η(χa) ⊗ γ −1ψ , s + sa).
Proof. By Lemma 1.1
Cψa
(
η(χ) ⊗ γ −1ψ , s
)−1 = ∫
F ∗
γ −1ψ (u)η(χ, s)(u)ψ(au)d
∗u
=
∫
F ∗
γ −1ψ
(
a−1u
)
η(χ, s)
(
a−1u
)
ψ(u)d∗u
= γ −1ψ (a)η(χ, s)
(
a−1
)∫
F ∗
γ −1ψ (u)η(χ, s)(u)(a,u)Fψ(u)d
∗u
= γ −1ψ (a)η(χ, s)
(
a−1
)
Cψ
(
η(χa) ⊗ γ −1ψ , s + sa
)−1
. 
Remark. It follows from Theorem 1.1 and from the lemma just proven that if χ is quadratic
Cψ(η(χ) ⊗ γ −1ψ , s) and Cψa (η(χ), s) ⊗ γ −1ψ ) might not have the same of zeros and poles. Same re-
mark applies to the real case, see Lemma 2.1. This phenomenon has no analog in connected reductive
algebraic groups over a local ﬁeld. Many authors consider ψ−1-Whittaker functionals rather than ψ-
Whittaker functionals, see [3] for example. It follows from Theorem 1.1 and from the last lemma that
Cψ−1 (η(χ)⊗ γ −1ψ , s) will contain twists of χ by the character x → (x,−1)F whose properties depend
on F. This observation justiﬁes our parameterization, i.e., our choice to calculate Cψ(η(χ) ⊗ γ −1ψ , s)
rather then Cψ−1 (η(χ) ⊗ γ −1ψ , s).
1.3. Some lemmata
In this section we assume that ψ is normalized.
Lemma 1.4. 1+ P2e+1
F
⊆ F∗2 , 1+ P2e
F
 F∗2 .
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ample. We now assume that F is of even residual characteristic. The proof of the ﬁrst assertion in
this case resembles the proof for the case of odd residual characteristic. We must show the for ev-
ery b ∈ 1 + P2e+1
F
the polynomial fb(x) = x2 − b ∈ OF[x] has a root in F. This follows from Newton’s
method: By Theorem 3-1-2 of [26], it is suﬃcient show that ‖ fb(1)
f ′2b (1)
‖ < 1, and it is clear. We now
prove the second assertion: Pick b ∈ O∗
F
such that the polynomial pb(x) = x2 + ωx − b ∈ F[x] does
not have a root in F. Such a polynomial exists: The map x → φ(x) = x2 + ωx from F to itself is not
injective since φ(0) = φ(w) and since ω = 0. Therefore, it is not surjective. Thus, there exists b ∈ O∗
F
such that x2 + ωx = b for all x ∈ F. Deﬁne now y = 1 + bπ2e ∈ 1+ P2e
F
. We shall see that y /∈ F∗2. It
is suﬃcient to show that there is no x0 ∈ O∗F such that x20 = y. Suppose that such an x0 exists. Since
x20−1 ≡ 0 (mod PF) It follows that x0 is a root of f (x) = x2−1 = (x−1)2 ∈ F[x]. This polynomial has a
unique root. Thus, we may assume x0 = 1+aπk + cπk+1 for some k 1, a ∈ O∗F , c ∈ OF . If k < e then
x20 = 1+ a2π2k + c′π2k+1 for some c′ ∈ OF . Hence x20 = y. If k > e then x20 = 1+ ωaπk+e + c′′πk+e+1
for some c′′ ∈ OF . Again x20 = y. So, k = e and x20 = 1 + (a2 + ωa)π2e + c′′′π2e+1 for some c′′′ ∈ OF .
Since we assumed that x20 = y it follows that a2 + ωa = b. This contradicts the fact that pb(x) does
not have root in F. 
Lemma 1.5. For a ∈ O∗
F
we have
γψ(a) = c−1ψ (1)
(
1+
e∑
n=1
qn
∫
O∗
F
ψ
(
π−2nx2a
)
dx
)
, (1.4)
γψ(πa) = q− 12 c−1ψ (1)
(
1+
e+1∑
n=1
qn
∫
O∗
F
ψ
(
π1−2nx2a
)
dx
)
, (1.5)
γ −1ψ (a) = c−1ψ (−1)
(
1+
e∑
n=1
qn
∫
O∗
F
ψ−1
(
π−2nx2a
)
dx
)
, (1.6)
γ −1ψ (πa) = q−
1
2 c−1ψ (−1)
(
1+
e+1∑
n=1
qn
∫
O∗
F
ψ−1
(
π1−2nx2a
)
dx
)
. (1.7)
Proof. In order to prove (1.4) and (1.5) , it is suﬃcient to show that
cψ(a) = 1+
e∑
n=1
qn
∫
O∗
F
ψ
(
π−2nx2a
)
dx (1.8)
and that
cψ(aπ) = 1+
e+1∑
n=1
qn
∫
O∗
F
ψ
(
π1−2nx2a
)
dx. (1.9)
We prove only the ﬁrst assertion. The proof of the second is done in the same way. For a ∈ O∗
F
we
have
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∫
OF
ψ
(
ax2
)
dx+
∫
‖x‖>1
ψ
(
ax2
)
dx
= 1+
∞∑
n=1
∫
‖x‖=qn
ψ
(
ax2
)
dx = 1+
∞∑
n=1
qn
∫
O∗
F
ψ
(
aπ−2nx2
)
dx.
It remains to show that for n > e we have
∫
O∗
F
ψ(aπ−2nx2)dx = 0. Indeed, by Lemma 1.4, for every
u ∈ P2e+1
F
we may change the integration variable x → x√1+ u and obtain
∫
O∗
F
ψ
(
aπ−2nx2
)
dx =
∫
O∗
F
ψ
(
aπ−2nx2
)
ψ
(
aπ−2nx2u
)
dx.
Hence ∫
O∗
F
ψ
(
aπ−2nx2
)
dx = μ(P2e+1
F
)−1 ∫
P2e+1
F
∫
O∗
F
ψ
(
aπ−2nx2
)
ψ
(
aπ−2nx2u
)
dxdu
= q2e+1
∫
O∗
F
ψ
(
aπ−2nx2
)( ∫
P2e+1
F
ψ
(
aπ−2nx2u
)
du
)
dx.
For n > e the last inner integral vanishes. To prove (1.6) and (1.7) note that |γψ(a)| = 1 implies
γψ(a)−1 = γψ(a) and since cψ is deﬁned via integrations over compact sets we have:
γ −1ψ (a) = ‖a‖
1
2 cψ(−a)c−1ψ (−1). 
Note that from the proof of this lemma it follows that if F is of odd residual characteristic then
cψ(u) = γψ(u) = 1 for all u ∈ O∗F . The following lemma is known for F of odd residual characteristic.
We prove it without assuming so.
Lemma 1.6.
1. γψ(uk) = γψ(k) for all k ∈ O∗F,u ∈ 1+ P2eF .
2. γψ(u) = 1 for all u ∈ 1+ P2eF .
3. (1+ P2e
F
,O∗
F
)F = 1.
4. The map x → (x,π)F deﬁned on 1+ P2eF is a non-trivial character.
Proof. Due to (1.4), to prove the ﬁrst assertion it is suﬃcient to show that ψ(π−2nx2k) =
ψ(π−2nx2uk) for all k, x ∈ O∗
F
, u ∈ 1 + P2e
F
, n  e and this is clear. The second assertion is a par-
ticular case of the ﬁrst. The third assertion follows from the ﬁrst and from (0.1). We prove the forth
assertion: By Lemma 1.4 we can pick u ∈ 1 + P2e
F
which is not a square. By the non-degeneracy of
the Hilbert symbol, there exists x ∈ F∗ such that (x,u)F = −1. Write x = πnk for some n ∈ Z, k ∈ O∗F .
Then, by (3) we have −1 = (x,u)F = (π,u)Fn . Thus, n is odd and the assertion follows. 
Lemma 1.7. Assume that χ is quadratic and that m(χ) 2e. Then, m(χ) is even.
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characteristic. Since O∗
F
/(1 + PF)  F∗ is a cyclic group of odd order it follows that if χ(1 + PF) = 1
then χ = χo . Thus, m(χ) = 1 and it is left to show that for any 2  k  e − 1 if χ(1 + P2k+1
F
) = 1
then χ(1 + P2k
F
) = 1. For l ∈ N, deﬁne Gl = O∗F/1 + PlF . The number of quadratic characters of Gl
is bl = [Gl : G2l ]. We want to prove that for any 2  k  e − 1, b2k = b2k+1. Note that for any l > 1,
Gl  F∗ × Hl , where Hl = 1 + PF/1 + PlF is a commutative group of order 2 f l where f = [F : Z2] is
the residue class degree of F over Q2. Thus, there exists cl ∈ N such that Hl =∏clj=1 Z/2dl( j)Z and
Gl/G2l = Hl/H2l = (Z/2Z)cl . Hence, the proof is done once we show that for any 2 k  e − 1, c2k =
c2k+1. We shall prove that for any 2 k  e − 1, c2k = c2k+1 = f k. Note that {x ∈ Hl | x2 = 1} = 2cl .
Also note that Hl may be realized as {1+∑l−1j=1 a jπ j | a j ∈ A}, where A is a set of representatives of
OF/PF which contains 0. Hence, it is suﬃcient to show that for x = 1 +∑2k−1j=1 a jπ j , where a j ∈ A
we have x2 ∈ 1+P2k
F
if and only if a j = 0 for all 1 j  k− 1, and that for x= 1+∑2kj=1 a jπ j , where
a j ∈ A we have x2 ∈ 1+P2k+1F if and only if a j = 0 for all 1 j  k. We prove only the ﬁrst claim, the
second is proven in the same way. Suppose x = 1 and that x = 1 +∑2k−1j=1 a jπ j , where a j ∈ A. Note
that (
1+
2k−1∑
j=1
a jπ
j
)2
= 1+
2k−1∑
i=1
a2i π
2i +
2k−1∑
i=1
waiπ
e+i +
∑
1i< j2k−1
waia jπ
i+ j+e.
Since k < e we have ‖x2 − 1‖ = q−2r , where r is the minimal index such that ar = 0. The assertion is
now proven. 
The following sets will appear in the computations of
∫
F ∗ γ
−1
ψ (u)η(χ, s)(u)ψ(u)d
∗u. For n ∈ N
deﬁne
H(n,F) = {x ∈ O∗F ∣∣ ∥∥1− x2∥∥ q−n}, (1.10)
D(n,F) = {x ∈ O∗F ∣∣ ∥∥1− x2∥∥= q1−n}. (1.11)
Lemma 1.8. Suppose that F is of odd residual characteristic. Then,
D(1, F ) = {x ∈ OF ∣∣ x /∈ {0,±1}}, (1.12)
H(1, F ) = {x ∈ OF ∣∣ x ∈ {±1}}. (1.13)
Suppose that F is of even residual characteristic. Then,
D(1, F ) = {x ∈ OF ∣∣ x /∈ {0,1}}, (1.14)
H(1, F ) = {x ∈ OF | x = 1}, (1.15)
for 1 k e:
D(2k) = ∅, H(2k,F) = H(2k − 1,F) = 1+ PkF, (1.16)
for all 1 k < e:
D(2k + 1,F) = 1+ PkF \ 1+ Pk+1F , (1.17)
and
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H(2e + 1,F) = {1+ bπ e ∣∣ b ∈ OF, b ∈ {0,w}}. (1.19)
Proof. We start with F of odd residual characteristic. Suppose that x ∈ O∗
F
. Then ‖1 − x2‖ = 1 is
equivalent to 1 − x2 = 0. This proves (1.12). (1.13) follows immediately since H(1, F ) = O∗
F
\ D(1, F ).
Suppose now that F is of even residual characteristic. (1.14) and (1.15) are proven in the same way as
(1.12) and (1.13). Note that in the case of even residual characteristic t = −t for all t ∈ F. Assume now
x = 1+ bπm , m 1, b ∈ O∗
F
. We have:
∥∥x2 − 1∥∥= ∥∥bwπm+e + b2π2m∥∥=
⎧⎨⎩
q−2m, 1m < e,
q−2e‖b + w‖, m = e,
qm+e, m > e,
the rest of the assertions mentioned in this lemma follow at once. 
Lemma 1.9. Assume χ = χo . Fix x ∈ O∗
F
, and n, a non-negative integer.
∫
O∗
F
ψ
(
π−nu
)
du =
⎧⎨⎩
1− q−1, n = 0,
−q−1, n = 1,
0, n > 1.
(1.20)
If n > 0 then ∫
O∗
F
ψ
(
π−m(χ)u
(
1− πnx2))χ(u)du = χ−1(1− πnx2)G(χ,ψ), (1.21)
and
∫
O∗
F
ψ
(
π−nu
(
1− x2))du =
⎧⎨⎩
1− q−1, x ∈ H(n,F),
−q−1, x ∈ D(n,F),
0, otherwise.
(1.22)
If n =m(χ) then ∫
O∗
F
ψ
(
π−nu
)
χ(u)du = 0, (1.23)
∫
O∗
F
ψ
(
π−nu
(
1− x2))χ(u)du
=
{
χ−1(πn−m(χ)(1− x2))G(χ,ψ), nm(χ) and x ∈ D(n −m(χ) + 1,F),
0, otherwise.
(1.24)
Suppose that 2nm(χ). Then,
∫
O∗
χ
(
1+ πnx)dx =
⎧⎨⎩1− q
−1, nm(χ),
−q−1, n =m(χ) − 1,
0, nm(χ) − 2.
(1.25)F
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O∗
F
χ ′(x)χ
(
1+ πnx)dx= 0. (1.26)
Proof. To prove (1.20) note that∫
O∗
F
ψ
(
π−nu
)
du =
∫
OF
ψ
(
π−nu
)
du −
∫
PF
ψ
(
π−nu
)
du,
and recall that for any compact group G and a character β of G we have∫
G
β(g)dg =
{
Vol(G), β is trivial,
0 otherwise.
The proof of (1.21) follows from the deﬁnition of G(χ,ψ) by changing of u → u(1−πnx2)−1. To prove
(1.22) note that the conductor of the additive character u → ψ(π−nu(1− x2)) is n+ logq ‖1− x2‖ and
repeat the proof of (1.20). We now prove (1.23): If n <m(χ) then∫
O∗
F
ψ
(
π−nu
)
χ(u)du =
∑
t∈O∗
F
/1+Pn
F
ψ
(
π−nt
)
χ(t)
∫
1+Pn
F
χ(u)du = 0,
and if n >m(χ) then
∫
O∗
F
ψ
(
π−nu
)
χ(u)du =
∑
t∈O∗
F
/1+Pm(χ)
F
χ(t)
∫
1+Pm(χ)
F
ψ
(
π−nut
)
du
=
∑
t∈O∗
F
/1+Pm(χ)
F
χ(t)ψ
(
π−nt
) ∫
P
m(χ)
F
ψ
(
π−nk
)
dk = 0.
To prove (1.24) write∫
O∗
F
ψ
(
π−nu
(
1− x2))χ(u)du = ∫
O∗
F
ψ
(
π−m(χ)
(
1− x2)πm(χ)−nu)χ(u)du.
By (1.23), the integral vanishes unless (1 − x2)πm(χ)−n ∈ O∗
F
. This implies the second case of (1.24).
Changing the integration variable u → u((1− x2)πm(χ)−n)−1 proves the ﬁrst case. We move to (1.25):
Since 2nm(χ) we have
(
1+ πn(x+ y))= (1+ πnx)(1+ πn y) (mod 1+ Pm(χ)
F
)
,
for all x, y ∈ OF . This implies that u → χ(1 + πnu) is an additive character of OF . It is trivial if
nm(χ) otherwise its conductor is m(χ)−n. The rest of the proof of (1.25) is the same as the proof
of (1.20). The proof of (1.26) is now a repetition of the proof of (1.23). 
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∫
F ∗ γ
−1
ψ (u)η(χ, s)(u)ψ(u)d
∗u
In this subsection we assume that ψ is normalized. We write∫
F ∗
γ −1ψ (u)η(χ, s)(u)ψ(u)d
∗u = A(F,ψ,χ, s) + B(F,ψ,χ, s), (1.27)
where
A(F,ψ,χ, s) =
∫
OF
γ −1ψ (u)η(χ, s)(u)d
∗u =
∞∑
n=0
q−ns
∫
O∗
F
γ −1ψ
(
πnu
)
χ(u)du
= 1
1− q−2s
∫
O∗
F
γ −1ψ (u)χ(u)du +
q−s
1− q−2s
∫
O∗
F
γ −1ψ (πu)χ(u)du, (1.28)
and
B(F,ψ,χ, s) =
∫
‖u‖>1
γ −1ψ (u)η(χ, s)(u)ψ(u)d
∗u =
∞∑
n=1
qns Jn(F,ψ,χ), (1.29)
where
Jn(F,ψ,χ) =
∫
O∗
F
γ −1ψ
(
π−nu
)
ψ
(
π−nu
)
χ(u)du. (1.30)
By (1.7), if k ∈ Nodd
Jk(F,ψ,χ)
= q− 12 c−1ψ (−1)
( ∫
O∗
F
ψ
(
π−ku
)
χ(u)du +
e+1∑
n=1
qn
∫
O∗
F
∫
O∗
F
ψ
(
u
(
π−k − π1−2nx2))χ(u)du dx), (1.31)
while by (1.6), if k ∈ Neven then
Jk(F,ψ,χ)
= c−1ψ (−1)
( ∫
O∗
F
ψ
(
π−ku
)
χ(u)du +
e∑
n=1
qn
∫
O∗
F
∫
O∗
F
ψ
(
u
(
π−k − π−2nx2))χ(u)du dx). (1.32)
Due to Lemma 1.1 and (1.27), in order to compute Cψ(η(χ) ⊗ γ −1ψ , s), it is suﬃcient to compute
A(F,ψ,χ, s) and B(F,ψ,χ, s) in the various cases.
Lemma 1.10. A(F,ψ,χ, s) = 0 unless χ2 = χo in which case
A(F,ψ,χ, s) = c−1ψ (−1)χ(−1)
(
1− q−1)qm(χ)2 (1− q−2s)−1G(χ,ψ){q−s, m(χ) = 2e + 1,
1, m(χ) 2e.
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O∗
F
γ −1ψ (u)χ(u)du
= c−1ψ (−1)
( ∫
O∗
F
χ(u)du + χ(−1)
∫
O∗
F
χ
(
x−2
)
dx
e∑
n=1
qn
∫
O∗
F
ψ
(
π−2nu
)
χ(u)du
)
, (1.33)
and that∫
O∗
F
γ −1ψ (πu)χ(u)du
= q− 12 c−1ψ (−1)
( ∫
O∗
F
χ(u)du + χ(−1)
∫
O∗
F
χ
(
x−2
)
dx
e+1∑
n=1
qn
∫
O∗
F
ψ
(
π1−2nu
)
χ(u)du
)
. (1.34)
Indeed, by Lemma 1.5∫
O∗
F
γ −1ψ (u)χ(u)du
= c−1ψ (−1)
∫
O∗
F
(
1+
e∑
n=1
qn
∫
O∗
F
ψ−1
(
π−2nx2u
)
dx
)
χ(u)du
= c−1ψ (−1)
( ∫
O∗
F
χ(u)du +
e∑
n=1
qn
∫
O∗
F
∫
O∗
F
ψ
(−π−2nx2u)χ(u)du dx)
= c−1ψ (−1)
( ∫
O∗
F
χ(u)du + χ(−1)
∫
O∗
F
χ
(
x−2
)
dx
e∑
n=1
qn
∫
O∗
F
ψ
(
π−2nu
)
χ(u)du
)
.
(1.34) follows in the same way. If χ is non-quadratic then (1.28), (1.33) and (1.34) implies that
A(F,ψ,χ, s) = 0. From now on we assume χ is quadratic. The fact, proven in Lemma 1.4, that
1+ P2e+1
F
⊂ F∗2 implies that m(χ) 2e + 1. Consider ﬁrst the case m(χ) < 2e + 1. By Lemma 1.6:
∫
O∗
F
γ −1ψ (πu)χ(u)du = γ −1ψ (π)
∫
O∗
F
γ −1ψ (u)χπ (u)du
= γ −1ψ (π)
∑
t∈O∗
F
/1+P2e
F
χπ(t)
∫
1+P2e
F
γ −1ψ (ut)χπ (u)du
= γ −1ψ (π)
∑
t∈O∗
F
/1+P2e
F
γ −1ψ (t)χπ (t)
∫
1+P2e
(u,π)F du = 0.F
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O∗
F
γ −1ψ (u)du = c−1ψ (−1)
(
1− q−1).
Recalling (1.28), this lemma follows for χ = χo . Assume now that 1m(χ) 2e. By Lemma 1.7 m(χ)
is even. From (1.33), (1.21) and (1.23) it follows that∫
O∗
F
γ −1ψ (u)χ(u)du = χ(−1)c−1ψ (−1)
(
1− q−1)qm(χ)2 G(χ,ψ).
By (1.28) we are done in this case also. Finally, assume m(χ) = 2e + 1. In this case, by Lemma 1.6:
∫
O∗
F
γ −1ψ (u)χ(u)du =
∑
t∈O∗
F
/1+P2e
F
γ −1ψ (t)χ(t)
∫
1+P2e
F
χ(u)du = 0.
Also, from (1.34), (1.21) and (1.23) it follows that∫
O∗
F
γ −1ψ (πu)χ(u)du = c−1ψ (−1)χ(−1)
(
1− q−1)qm(χ)2 G(χ,ψ).
With (1.28) we now ﬁnish. 
Lemma 1.11. B(F,ψ,χ, s) =∑max(2e+1,m(χ))n=1 qns Jn(F,ψ,χ).
Proof. Put k = max(2e + 1,m(χ)). By (1.29), one should prove that Jn(F,ψ,χ) = 0 for all n > k.
Indeed,∫
O∗
F
γ −1ψ (u)ψ
(
π−nu
)(
u,πn
)
F
χ(u)du =
∑
t∈O∗
F
/1+Pk
F
χ(t)γ −1ψ (t)
(
t,πn
)
F
∫
1+Pk
F
ψ
(
π−ntu
)
du = 0. 
Lemma 1.12. B(F,ψ,χo, s) = c−1ψ (−1)(q(2e+1)s−
1
2 + (1− q−1)∑ek=1 q2ks).
Proof. First note that by Lemma 1.11 we have
B
(
F,ψ,χo, s
)= 2e+1∑
n=1
qns Jn
(
F,ψ,χo
)
.
Assume ﬁrst that F of is of odd residual characteristic. In this case we only want to show that
J1(F,ψ,χo) = q− 12 . By (1.31) we have
J1
(
F,ψ,χo
)= q− 12( ∫
O∗
ψ
(
uπ−1
)
du + q
∫
O∗
∫
O∗
ψ−1
(
uπ−1
(
x2 − 1))du dx).F F F
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J1
(
F,ψ,χo
)= −q −32 + q 12 (μ(H(1,F)))(1− q−1)− q−1(μ(D(1,F)))).
Since from Lemma 1.8 it follows that μ(D(1,F)) = 1 − 3q−1 and μ(H(1,F)) = 2q−1, we have com-
pleted the proof of this lemma for F of odd residual characteristic. We now assume that the residue
characteristic of F is even. Note that by Lemma 1.6, if m(χ) < 2e + 1 and 0 k e − 1, then:
J2k+1(F,ψ,χ) = γ −1ψ (π)
∫
O∗
F
γ −1ψ (u)χπ (u)ψ
(
uπ−2k−1
)
= γ −1ψ (π)
∑
t∈O∗
F
/1+P2e
F
ψ
(
tπ−2k+1
)
γ −1ψ (t)χπ (t)
∫
1+P2e
F
(u,π)F du = 0. (1.35)
Therefore,
B
(
F,ψ,χo, s
)= e∑
k=1
q2ks
∫
O∗
F
γ −1ψ (u)ψ
(
uπ−2k
)
du + q(2e+1)s
∫
O∗
F
γ −1ψ (πu)ψ
(
uπ−2e−1
)
du. (1.36)
Next, we use (1.31) and (1.20) and note that for 1 k e:
J2k
(
F,ψ,χo
)= c−1ψ (−1) e∑
n=1
qn
∫
O∗
F
( ∫
O∗
F
ψ
((
π−2k − x2π−2n)u)du)dx.
Note that if k = n then ‖(π−2k + x2π−2n)‖ = qmax(2k,2n)  q2. Therefore if k = n the conductor of the
character u → ψ((π−2k − x2π−2n)u) is at least 2. Hence, by (1.22) and by the same arguments used
for (1.20) we get:
∫
O∗
F
γ −1ψ (u)ψ
(
uπ−2k
)
du = c−1ψ (−1)qk
∫
O∗
F
( ∫
O∗
F
ψ
((
1− x2)π−2ku)du)
= c−1ψ (−1)qk
(−q−1μ(D(F,2k))+ (1− q−1)μ(H(F,2k))). (1.37)
Similarly,
∫
O∗
F
γ −1ψ (πu)ψ
(
uπ−2e−1
)
du
= c−1ψ (−1)qe+
1
2
(−q−1μ(D(F,2e + 1))+ (1− q−1)μ(H(F,2e + 1))). (1.38)
From Lemma 1.8 it follows that for 1 k e
μ
(
D(2k,F)
)= 0, μ(H(2k,F))= q−k, (1.39)
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μ
(
D(2e + 1,F))= q − 2
qe+1
, μ
(
H(2e + 1,F))= 2
qe+1
. (1.40)
Combining this with (1.37), (1.38) and (1.36) the lemma for the even residual characteristic case fol-
lows. 
The last lemma, combined with the χ = χo computation given in Lemma 1.10, completes the proof
of Theorem 1.1 for the trivial character.
Lemma 1.13. Suppose that χ is a non-trivial quadratic character. Then:
B(F,ψ,χ, s) = c−1ψ (−1)G(χ,ψ)χ(−1)q
m(χ)
2 −1
(
(q − 1)
e−m(χ)2∑
k=1
q2ks − q(2e+2−m(χ))s
)
,
where the last sum is to be understood as 0 if m(χ) 2e.
Proof. We ﬁrst assume that F is of odd residual characteristic. Since 1 + PF ⊆ O∗F2, m(χ) = 1
(O∗
F
/1+ PF  F∗ , therefore χoπ is the only non-trivial quadratic character of O∗F). Due to Lemma 1.11
it is suﬃcient to show that
J1(F,ψ,χ) = −q− 12 c−1ψ (−1)G(χ,ψ)χ(−1).
By (1.31) and by (1.24) we get
J1(F,ψ,χ) = q− 12 c−1ψ (−1)
(
G(χ,ψ) + q
∫
O∗
F
∫
O∗
F
ψ
(
uπ−1
(
1− x2))χ(u)du dx)
= q− 12 c−1ψ (−1)G(χ,ψ)
(
1+ q
∫
D(1,F)
χ−1
(
1− x2)dx).
Fix x ∈ D(1,F). For any u ∈ 1 + PF we have 1 − x2u2 = (1 − x2)(1 + x2b1−x2 π) for some b ∈ OF . This
implies that 1− x2u2 = 1− x2 (mod 1+ PF). Therefore, χ−1(1− x2) = χ−1(1− x2u2). Thus,
J1(F,ψ,χ) = q− 12 c−1ψ (−1)G(χ,ψ)
(
1+
∑
t∈O∗
F
, t =±1
χ−1
(
1− t2))
= q− 12 c−1ψ (−1)G(χ,ψ)
∑
t∈F
χ ′
(
1− t2),
where χ ′ is the only non-trivial quadratic character of F∗ . Theorem 1 of Chapter 8 of [7] combined
with Exercise 3 of the same chapter implies that
∑
t∈F χ ′(1− t2) = −χ(−1).
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m(χ) 2e. By Lemma 1.11 and by (1.35) it is suﬃcient to prove that J2e+1(F,ψ,χ) = 0 and that
for all 1 k e we have:
J2k(F,ψ,χ) = c−1ψ (−1)q
m(χ)
2 −1G(χ,ψ)χ(−1)
⎧⎪⎪⎨⎪⎪⎩
q − 1, m(χ)2 + k e,
−1, m(χ)2 + k = e + 1,
0, m(χ)2 + k e + 2.
(1.41)
By (1.31) and by (1.23) we have
J2e+1(F,ψ,χ) = c−1ψ (−1)
e+1∑
n=1
qn−
1
2
( ∫
O∗
F
∫
O∗
F
ψ
((
π−2e−1 − π1−2nx2)u)χ(u)du dx).
Since for n < e + 1, x ∈ O∗
F
the conductor of the character u → ψ((π−2e−1 − π1−2nx2)u) is 2e + 1 =
m(χ) it follows from (1.23) that
J2e+1(F,ψ,χ) = c−1ψ (−1)qe+
1
2
( ∫
O∗
F
∫
O∗
F
ψ
(
π−2e−1u
(
1− x2))χ(u)du dx).
Using (1.24) we obtain
J2e+1(F,ψ,χ) = c−1ψ (−1)qe+
1
2 G(χ,ψ)
∫
D(2e+2−m(χ))
χ−1
(
πm(χ)−2e−1
(
1− x2))dx.
Since by Lemma 1.7, m(χ) is even, it follows from Lemma 1.8 that D(2e + 2−m(χ)) = ∅. We con-
clude that J2e+1(F,ψ,χ) = 0 (note that we used only the facts that 0 < m(χ) < 2e + 1 and that
m(χ) ∈ Neven). Suppose now that 1 k e and that 2k =m(χ). By (1.32) we have:
J2k(F,ψ,χ) = c−1ψ (−1)
e∑
n=1
qn
( ∫
O∗
F
∫
O∗
F
ψ
((
π−2k − π−2nx2)u)χ(u)du dx).
For n < k the conductor of u → ψ((π−2k − π−2nx2)u) is 2k =m(χ). Hence, by (1.23) the ﬁrst k − 1
terms in the last equation vanish and we have
J2k(F,ψ,χ) = c−1ψ (−1)
e∑
n=k
qn
( ∫
O∗
F
∫
O∗
F
ψ
((
π−2k − π−2nx2)u)χ(u)du dx). (1.42)
Since for n > k the conductor of u → ψ((π−2k − π−2nx2)u) is 2n, it follows from (1.23) and (1.24)
that for e  k > m(χ)2
J2k(F,ψ,χ) = c−1ψ (−1)qkG(χ,ψ)
∫
D(2k−m(χ)+1)
χ−1
(
πm(χ)−2k
(
1− x2))dx.
By Lemma 1.8, in order to prove (1.41) for e  k > m(χ)2 , it is suﬃcient to show that
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1+Pk−
m(χ)
2
F
\1+Pk−
m(χ)
2 +1
F
χ−1
(
πm(χ)−2k
(
1− x2))dx
= qm(χ)2 −kχ(−1)
⎧⎪⎪⎨⎪⎪⎩
1− q−1, m(χ)2 + k e,
−q−1, m(χ)2 + k = e + 1,
0, m(χ)2 + k e + 2.
(1.43)
By changing x= 1+ uπk−m(χ)2 we have
∫
D(2k−m(χ)+1)
χ−1
(
πm(χ)−2k
(
1− x2))dx = qm(χ)2 −k ∫
O∗
F
χ−1
(
(−u2(1+ u−1wπ e+m(χ)2 −k))du.
(The term q
m(χ)
2 −k comes form the change of variables and from the fact that dx is an additive mea-
sure.) Since χ is quadratic we get by changing u−1w → u:
∫
D(2k−m(χ)+1)
χ−1
(
πm(χ)−2k
(
1− x2))dx = qm(χ)2 −kχ(−1)∫
O∗
F
χ
(
1+ uπ e+m(χ)2 −k)du.
(1.25) implies now (1.43). We now prove (1.41) for 1  k < m(χ)2 . Eq. (1.42) and arguments we have
already used imply in this case:
J2k(F,ψ,χ) = c−1ψ (−1)q
m(χ)
2
( ∫
O∗
F
∫
O∗
F
ψ
(
π−m(χ)u
(
πm(χ)−2k − x2))χ(u)du dx)
= c−1ψ (−1)q
m(χ)
2 G(χ,ψ)
∫
O∗
F
χ
(
πm(χ)−2k − x2)dx
= c−1ψ (−1)q
m(χ)
2 G(χ,ψ)χ(−1)
∫
O∗
F
χ
(
x2 − πm(χ)−2k)dx.
It is left to show that
∫
O∗
F
χ
(
x2 − πm(χ)−2k)dx =
⎧⎪⎪⎨⎪⎪⎩
1− q−1, m(χ)2 + k e,
−q−1, m(χ)2 + k = e + 1,
0, m(χ)2 + k e + 2.
This is done by changing x = u + π m(χ)2 −k and by using (1.25). Finally, we prove (1.41) for the case
2k =m(χ): By (1.32), (1.24) and (1.21) we have
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= c−1ψ (−1)
(
G(χ,ψ) +
e∑
n=1
qn
∫
O∗
F
∫
O∗
F
ψ
(
uπ−m(χ)
(
1− πm(χ)−2nx2))χ(u)du dx)
= c−1ψ (−1)G(χ,ψ)
(
1+
m(χ)
2 −1∑
n=1
qn
∫
O∗
F
χ
(
1− πm(χ)−2nx2)dx+ qm(χ)2 ∫
D(1,F)
χ(1− x2)dx
)
.
(1.41) will follow in this case once we prove:
∫
O∗
F
χ
(
1− πm(χ)−2nx2)dx =
⎧⎪⎪⎨⎪⎪⎩
1− q−1, n e − m(χ)2 ,
−q−1, n = e − m(χ)2 + 1,
0, n > e − m(χ)2 + 1
(1.44)
and
∫
O∗
F
\1+PF
χ
(
1− x2)dx =
⎧⎨⎩
χ(−1)(1− 2q−1), m(χ) e,
−q−1(1+ χ(−1)), m(χ) = e + 1,
0, m(χ) e + 2.
(1.45)
As for the ﬁrst assertion: Since χ is quadratic:∫
O∗
F
χ
(
1− πm(χ)−2nx2)dx= ∫
O∗
F
χ
(
x−2 − πm(χ)−2n)dx.
We change x → x−1 and then k = x− π m(χ)2 −n :∫
O∗
F
χ
(
1− πm(χ)−2nx2)dx= ∫
O∗
F
χ
(
k2
(
1+ π m(χ)2 −n+eωk−1))dk.
We use once more the fact the χ is quadratic and we change k = ωu−1:∫
O∗
F
χ
(
1− πm(χ)−2nx2)dx = ∫
O∗
F
χ
(
1+ π m(χ)2 −n+eu)du.
(1.25) now implies (1.44). As for (1.45), we change k = 1− x and then u = −k−1 and get:∫
O∗
F
\1+PF
χ
(
1− x2)dx= χ(−1) ∫
O∗
F
\1+PF
χ
(
1+ ωπ eu)du.
It is clear that if m(χ) e then∫
O∗ \1+PF
χ
(
1+ ωπ eu)du = μ(O∗F \ 1+ PF)= 1− 2q .F
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∫
O∗
F
\1+PF
χ
(
1− x2)dx = χ(−1)( ∫
O∗
F
χ
(
1+ ωπ eu)du − ∫
1+PF
χ
(
1+ ωπ eu)du).
By (1.25) we have
∫
O∗
F
χ
(
1+ ωπ eu)du = {−q−1, m(χ) = e + 1,
0, m(χ) e + 2.
We now compute
∫
1+PF χ(1+ ωπ eu)du: We change u = 1+ ω−1πk. Since
(
1+ ωπ eu)= (1+ ωπ e)(1+ π e+1k) (mod P2e+1
F
)
,
we have
∫
1+PF
χ
(
1+ ωπ eu)du = χ(3)∫
OF
χ
(
1+ π e+1k)dk.
As in the proof of (1.25), since m(χ) 2e, we conclude that k → χ(1+π e+1k) is a character of OF . It
is trivial if m(χ) = e + 1 and non-trivial otherwise. Also, since −3 ∈ 1+ P2e
F
, we have χ(3) = χ(−1).
Thus,
∫
1+PF
χ
(
1+ ωπ eu)du = {χ(−1)q−1, m(χ) = e + 1,
0, m(χ) e + 2.
We move to the case m(χ) = 2e + 1. By Lemma 1.11 it is suﬃcient to show that Jn(F,ψ,χ) = 0
for all 2 n 2e + 1 and that
J1(F,ψ,χ) = −qe− 12 c−1ψ (−1)G(χ,ψ)χ(−1).
From the fact that m(χ) = 2e + 1 it follows that for all 1 k e:
J2k(F,ψ,χ) =
∫
O∗
F
γ −1ψ (u)χ(u)ψ
(
π−2ku
)
du
=
∑
t∈O∗
F
/1+P2e
F
γ −1ψ (t)χ(t)ψ
−1(π−2kt) ∫
1+P2e
F
χ(u)du = 0. (1.46)
Next we show that J2e+1(F,ψ,χ) = 0. By (1.31), (1.23), (1.24) and (1.21):
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= q− 12 c−1ψ (−1)
(
G(χ,ψ) +
e+1∑
n=1
qn
∫
O∗
F
∫
O∗
F
ψ
(
π−2e−1u
(
1− π2(e+1−n)x2))χ(u)du dx)
= q− 12 c−1ψ (−1)G(χ,ψ)
(
1+
e∑
n=1
qn
∫
O∗
F
χ
(
1− π2(e+1−n)x2)dx+ qe+1 ∫
D(1,F)
χ
(
1− x2)dx).
(1.47)
As in the proof of (1.44) (using u = x− π e+1−n rather then k = x− π m(χ)2 −n) for all 1 n e :∫
O∗
F
χ
(
1− π2(e+1−n)x2)dx= ∫
O∗
F
χ
(
1+ π2e+1−nu)du.
(1.25) implies now that
∫
O∗
F
χ
(
1− π2(e+1−n)x2)dx = {−q−1, n = 1,
0, n > 1.
It is clear now that if we prove that ∫
D(1,F)
χ
(
1− x2)dx = 0, (1.48)
we will conclude that J2e+1(F,ψ,χ) = 0. As in the proof of (1.45)∫
D(1,F)
χ
(
1− x2)dx= χ(−1)( ∫
O∗
F
χ
(
1+ wπ eu)du − ∫
1+PF
χ
(
1+ wπ eu)du),
and ∫
1+PF
χ
(
1+ wπ eu)du = 0.
We show that ∫
O∗
F
χ
(
1+ wπ eu)du = 0,
although the map u → χ(1+ wπ eu) is not a character of OF:∫
O∗
χ
(
1+ wπ eu)du = ∑
t∈O∗
F
/1+PF
∫
1+PF
χ
(
1+ wπ etu)du.F
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F
, k ∈ OF:
1+ wπ et(1+ πk) = (1+ wπ et)(1+ wπ e+1tk) (mod 1+ P2e+1
F
)
.
Hence by changing u = 1+ πk we get∫
O∗
F
χ
(
1+ wπ eu)du = q−1 ∑
t∈O∗
F
/1+PF
χ
(
1+ wπ et) ∫
OF
χ
(
1+ wπ e+1tk)dk.
Since for all t ∈ O∗
F
, k → χ(1 + wπ e+1tk) is a non-trivial character of OF , all the integrations in the
right wing vanish.
Finally, we compute J2k+1(F,ψ,χ) for 0 k e − 1: By (1.31) and (1.23) we observe:
J2k+1(F,ψ,χ) = qe+ 12 c−1ψ (−1)
∫
O∗
F
∫
O∗
F
ψ
(
π2e+1u
(
π2(e−k) − x2))χ(u)du dx
= qe+ 12 c−1ψ (−1)G(χ,ψ)
∫
O∗
F
χ
(
π2(e−k) − x2)dx. (1.49)
We ﬁnish by showing: ∫
O∗
F
χ
(
π2(e−k) − x2)dx = {−χ(−1)q−1, k = 0,
0, k > 0.
We note that ∫
O∗
F
χ
(
π2(e−k) − x2)dx = χ(−1)∫
O∗
F
χ
(
x2 − π2(e−k))dx.
We now change u = x− π e−k and use (1.25). 
The last lemma, combined with the computations for non-trivial quadratic characters given in
Lemma 1.10, completes the proof of Theorem 1.1 for these cases.
Lemma 1.14. If χ is non-quadratic then B(F,ψ,χ, s) is a non-zero monomial in qs.
Proof. The fact that B(F,ψ,χ, s) is non-zero follows from the fact, proven in Lemma 1.10, that
A(F,ψ,χ, s) = 0 and from the fact, following from Lemma 1.1, that∫
F ∗
γ −1ψ (u)η(χ, s)(u)ψ(u)d
∗u
cannot be identically 0 as a function of s. Assume ﬁrst that m(χ) > 2e+1. By Lemma 1.11 it is enough
to show that Jn(F,ψ,χ) = 0 for all 1 n <m(χ): Put k =max(n,2e + 1). We have
Jn(F,ψ,χ) =
∑
t∈O∗
F
/1+Pk
F
γ −1ψ
(
π−nt
)
χ(t)ψ
(
π−nt
) ∫
1+Pk
χ(u)du.F
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B(F,ψ,χ, s) = qm(χ)s Jm(χ)(F,ψ,χ).
In order to complete the proof of this lemma for F of odd residual characteristic it is left to consider
the case m(χ) = 1. In fact, there is nothing to prove here since by Lemma 1.11 we get:
B(F,ψ,χ, s) = qs J1(F,ψ,χ).
From now on we assume that F is of even residual and that m(χ) 2e+1. Assume ﬁrst that m(χ) <
2e + 1 and that m(χ) is odd. By Lemma 1.11, once we prove Jn(F,ψ,χ) = 0 for all n < 2e + 1 we
will conclude:
B(F,ψ,χ, s) = q(2e+1)s J2e+1(F,ψ,χ).
By (1.35), Jn(F,ψ,χ) = 0 for all 0 < n < 2e + 1, n ∈ Nodd . Let 1 k  e. Since m(χ) is odd, by (1.32)
and (1.23) we get:
J2k(F,ψ,χ) = c−1ψ (−1)
e∑
n=1
qn
∫
O∗
F
∫
O∗
F
ψ
((
π−2k − π−2nx2)u)χ(u)du dx.
For n = k, x ∈ O∗
F
, the conductor of the character u → ψ((π−2k − π−2nx2)u) is max(2k,2n). Again,
since m(χ) is odd, (1.23) implies
J2k(F,ψ,χ) = c−1ψ (−1)qk
∫
O∗
F
∫
O∗
F
ψ
(
uπ−2k
(
1− x2))χ(u)du dx.
Using (1.24) we conclude that if 2k <m(χ) then J2k(F,ψ,χ) = 0, and if 2k >m(χ) then
J2k(F,ψ,χ) = c−1ψ (−1)qkG(χ,ψ)
∫
D(2k−m(χ)+1,F)
χ−1
(
πm(χ)−2k
(
1− x2))dx.
Lemma 1.8 implies that D(2k −m(χ) + 1,F) = ∅. Therefore, we have shown: J2k(F,ψ,χ) = 0 for all
1 k e.
We now assume that 2  m(χ)  2e and that m(χ) is even. Again, Jn(F,ψ,χ) = 0 for all n <
2e + 1, n ∈ Nodd . In this case, the proof of the fact that J2e+1(F,ψ,χ) = 0 is a repetition of the proof
that J2e+1(F,ψ,χ) = 0 given in Lemma 1.13 for the case m(χ)  2e. By Lemma 1.11, it is enough
now to prove that if 1  k  e, and if 2k = 2e + 2m(χ2) − m(χ) then J2k(F,ψ,χ) = 0 to conclude
that
B(F,ψ,χ, s) = q(2e+2m(χ2)−m(χ))s J (2e+2m(χ2)−m(χ))(F,ψ,χ).
Assume that 2k <m(χ). As in the proof of (1.41) for the case 2k <m(χ) we have:
J2k(F,ψ,χ) = χ(−1)c−1ψ (−1)q
m(χ)
2 G(χ,ψ)
∫
O∗
χ−1
(
x2 − πm(χ)−2k)dx.F
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J2k(F,ψ,χ) = χ
(
w−2
)
χ(−1)c−1ψ (−1)q
m(χ)
2 G(χ,ψ)
∫
O∗
F
χ2(u)χ−1
(
1+ π e+m(χ)2 −ku)du.
It follows from (1.26) that if 2k = 2e+2m(χ2)−m(χ) then J2k(F,ψ,χ) = 0. Assume now 2k >m(χ).
As in the proof of (1.41) for the case 2k >m(χ) we have:
J2k(F,ψ,χ) = c−1ψ (−1)qkG(χ,ψ)
∫
1+Pk−
m(χ)
2
F
\1+Pk−
m(χ)
2 +1
F
χ−1
(
πm(χ)−2k
(
1− x2))dx.
Changing x= 1+ uπk−m(χ)2 and then wu−1 → u we reduce this computation to the previous case. As
in the proof of (1.41) for the case 2k =m(χ) we have
Jm(χ)(F,ψ,χ) = c−1ψ (−1)G(χ,ψ)
(
1+
m(χ)
2 −1∑
n=1
qn
∫
O∗
F
χ−1
(
1− πm(χ)−2nx2)dx
+ qm(χ)2
∫
D(1,F)
χ−1
(
1− x2)dx).
It is suﬃcient now to show that if m(χ) = 2e + 2m(χ2) −m(χ) then
m(χ)
2 −1∑
n=1
qn
∫
O∗
F
χ−1
(
1− πm(χ)−2nx2)dx = −1, (1.50)
and ∫
O∗
F
\1+PF
χ−1
(
1− x2)dx = 0. (1.51)
We prove (1.50). Let 1  n  m(χ)2 − 1. We change x−1 = x′ , u′ = x′ − π
m(χ)
2 −n . Note that x′ =
u′(1+ u′−1π m(χ)2 −n) and that x′2 − πm(χ)−2n = u′2(1+ u′−1ωπ e+m(χ)2 −n). Thus,
χ−1
(
1− πm(χ)−2nx2)= χ−1(x2)χ−1(x−2 − πm(χ)−2n)= χ2(x′)χ−1(x′2 − πm(χ)−2n)
= χ2(u′)χ2(1+ u′−1π m(χ)2 −n)χ−1(u′2)χ−1(1+ u′−1ωπ e+m(χ)2 −n).
Now setting and u′ = u−1 implies:∫
O∗
χ−1
(
1− πm(χ)−2nx2)dx = ∫
O∗
χ2
(
1+ π m(χ)2 −nu)χ−1(1+ π e+m(χ)2 −nωu)du.F F
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the same argument used in the proof of (1.25). However, by the same argument, u → φ2(u) =
χ2(1 + π m(χ)2 −nu) is an additive character of OF if and only if m(χ) − 2n m(χ2). We ﬁrst show
that if m(χ) > 2n >m(χ) −m(χ2) then∫
O∗
F
φ1(u)φ2(u)du = 0. (1.52)
Deﬁne k = 2n−m(χ) +m(χ2). We have:∫
O∗
F
φ1(u)φ2(u)du =
∑
t∈O∗
F
/1+Pk
F
∫
1+Pk
F
χ2
(
1+ π m(χ)2 −ntu)χ−1(1+ π e+m(χ)2 −nωtu)du.
In the right-hand side we change u = 1+ xπk , x ∈ OF . We have
1+ utπ m(χ)2 −n = (1+ tπ m(χ)2 −n)(1+ txπ m(χ)2 −n+k) (mod 1+ Pm(χ2)
F
)
,
and
1+ uωtπ e+m(χ)2 −n = (1+ ωtπ e+m(χ)2 −n)(1+ tωxπ e+m(χ)2 −n+k) (mod 1+ Pm(χ)
F
)
.
Thus, we get ∫
O∗
F
φ1(u)φ2(u)du = q−k
∑
t∈O∗
F
/1+Pk
F
βt1(1)β
t
2(1)
∫
OF
βt1(x)β
t
2(x)dx, (1.53)
where βt1(x) = χ−1(1+ tωxπ e+
m(χ)
2 −n+k) and βt2(x) = χ2(1+ txπ
m(χ)
2 −n+k). Since
m(χ) + 2k − 2n = 2n−m(χ) + 2m(χ2)>m(χ2)
and
2e +m(χ) + 2k − 2n > 2e m(χ)
we conclude, using the proof of (1.25), that for t ∈ O∗
F
, βt1 and β
t
2 are two characters OF . β
t
2 is a non-
trivial character and its conductor is m(χ)2 − n. βt1 is trivial if 3m(χ)2 − n − e −m(χ2)  0, otherwise
its conductor is 3m(χ)2 − n − e − m(χ2). Since we assume m(χ) − m(χ2) = e we observe that βt1
and βt2 have different conductors. In particular, β
t
1β
t
2 is a non-trivial character of OF . (1.53) now
implies (1.52).
We now assume that 2nm(χ)−m(χ2). φ1 and φ2 are now both characters of OF . φ1 is trivial if
n e − m(χ)2 . Otherwise its conductor is n + m(χ)2 − e. φ2 is trivial if n m(χ)2 −m(χ2). Otherwise its
conductor is n − m(χ)2 +m(χ2). Recall that we assumed m(χ2) =m(χ) − e. Hence, if either φ1 or φ2
are non-trivial then the conductor of φ1φ2 is n+max(m(χ2) − m(χ)2 , m(χ)2 − e). From (1.20) it follows
now that if m(χ2) >m(χ) − e then
∫
O∗
F
χ2
(
1+ π m(χ)2 −nu)χ−1(1+ π e+m(χ)2 −nu)du =
⎧⎪⎪⎨⎪⎪⎩
1− q−1, 1 n m(χ)2 −m(χ2),
−q−1, n = m(χ)2 −m(χ2) + 1,
0, n > m(χ) −m(χ2) + 1,2
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∫
O∗
F
χ2
(
1+ π m(χ)2 −nu)χ−1(1+ π e+m(χ)2 −nu)du =
⎧⎪⎪⎨⎪⎪⎩
1− q−1, 1 n e − m(χ)2 ,
−q−1, n = e − m(χ)2 + 1,
0, n > e − m(χ)2 + 1.
Both cases imply (1.50). We now prove (1.51). As in the proof of (1.45), we change u′ = 1− x and then
u = u′−1. Since 1− x2 = −u′2(1− ωπ eu′−1), we get∫
O∗
F
\1+PF
χ−1
(
1− x2)dx
= χ(−1)
( ∫
O∗
F
χ2(u)χ−1
(
1− uωπ e)du − ∫
1+PF
χ2(u)χ−1
(
1− uωπ e)du).
Since m(χ) − e =m(χ2), (1.26) implies∫
O∗
F
χ2(x)χ−1
(
1− ωxπ e)dx = 0.
If m(χ2) >m(χ) − e we have∫
1+PF
χ2(x)χ−1
(
1− xωπ e)dx= ∑
t∈1+Pm(χ)−e
F
χ2(t)χ−1
(
1− ωtπ e) ∫
1+Pm(χ)−e
F
χ2(x)dx = 0.
If m(χ2) <m(χ) − e we have∫
1+PF
χ2(x)χ−1
(
1− ωxπ e)dx = ∑
t∈1+Pm(χ2)
F
χ2(t)χ−1
(
1− ωtπ e) ∫
1+Pm(χ2)
F
χ−1
(
1− ωxtπ e)dx.
The proof of (1.51) will be ﬁnished once we show that for all t ∈ O∗
F
:∫
1+Pm(χ2)
F
χ−1
(
1− ωxtπ e)= 0.
We change x= 1+ uπm(χ2) . Since
1− ωxtπ e = (1− ωtπ e)(1− ωtuπ e+m(χ2)) (mod 1+ P2eF ),
we get ∫
1+Pm(χ2)
χ−1
(
1− ωxtπ e)= q−m(χ2)χ−1(1+ tπ e) ∫
OF
χ−1
(
1− ωutπ e+m(χ2))du.F
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ter of OF .
It is left to prove the lemma for the case m(χ) = 2e + 1. By Lemma 1.11 and by (1.46), we only
have to show that for all 0 k e, unless k + 1 =m(χ2), J2k+1(F,ψ,χ) = 0, to conclude that
B(F,ψ,χ, s) = q(2m(χ2)−1)s J2m(χ2)−1(F,ψ,χ).
Assume ﬁrst that 0 k < e. The same argument we used for (1.49) shows that
J2k+1(F,ψ,χ) = qe+ 12 c−1ψ (−1)G(χ,ψ)
∫
O∗
F
χ−1
(
π2(e−k) − x2)dx.
We change x= π e−k − u′ . We have π2(e−k) − x2 = −u′2(1− u′−1π2e−kω). Thus,∫
O∗
F
χ−1
(
π2(e−k) − x2)dx= χ−1(−1)∫
O∗
F
χ−1
(
u′2
)
χ−1
(
1− u′−1π2e−kω)du′.
Next we change u = −u′−1ω and obtain:∫
O∗
F
χ−1
(
π2(e−k) − x2)dx= χ(−ω−2) ∫
O∗
F
χ2(u)χ−1
(
1+ uπ2e−k)du.
(1.26) implies now that if k + 1 =m(χ2) then∫
O∗
F
χ−1
(
π2(e−k) − x2)dx= 0.
Since m(χ) = 2e+1 implies 1m(χ2) e+1 it is left to show that if m(χ2) < e+1 then J2e+1 = 0.
As in the proof of (1.47)
J2e+1(F,ψ,χ) = q− 12 c−1ψ (−1)G(χ,ψ)
(
1+
e∑
n=1
qn
∫
O∗
F
χ−1
(
1− π2(e+1−n)x2)dx
+ qe+1
∫
D(1,F)
χ−1
(
1− x2)dx).
As we have seen before:∫
D(1,F)
χ−1
(
1− x2)dx
= χ(−ω−2)( ∫
O∗
F
χ2(u)χ−1
(
1+ wπ eu)du − ∫
1+PF
χ2(u)χ−1
(
1+ wπ eu)du).
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that ∫
O∗
F
χ2(u)χ−1
(
1+ ωπ eu)du
=
∑
t∈O∗
F
/1+Pm(χ2)
F
χ2(t)
∫
1+Pm(χ2)
F
χ−1
(
1+ wπ etu)du
=
∑
t∈O∗
F
/1+Pm(χ2)
F
χ2(t)χ−1
(
1+ wπ et) ∫
OF
χ−1
(
1+ wπ e+m(χ2)k)dk.
Since m(χ)2  e +m(χ2) <m(χ), (1.25) implies that all the integrals in the last sum vanish. The fact
that ∫
1+PF
χ2(u)χ−1
(
1+ wπ eu)du = 0
is proven by a similar argument. Last, we have that to show that 1m(χ2) e implies that
e∑
n=1
qn
∫
O∗
F
χ−1
(
1− π2(e+1−n)x2)dx = −1.
This is done by a similar argument to the one we use in the proof of (1.50). 
The last lemma, combined with the computation given in Lemma 1.10 for non-quadratic characters,
completes the proof of Theorem 1.1 for these cases.
2. Real case
2.1. Notations and main result
Any non-trivial character of R has the form ψb(x) = eibx for some b in R∗ . Any character of R∗
has the form η(χ, s)(a) = χ(a)‖a‖s where s ∈ C and χ is either χo , the trivial character, or the
sign character. Since sign(x) = (−1, x)R we denote, by analogy with the notations used in the non-
archimedean case, χo−1 = sign.
Lemma 2.1.
Cψb (η(χ) ⊗ γ −1ψa , s) =
e−
iπχ(−1)sign(a)
4
2π
Γ
( 1−s
2 + sign(ab)χ(−1)4
)
Γ
( 1+s
2 − sign(ab)χ(−1)4
)
Γ (s)
.
We shall prove Lemma 2.1 in the next section. An immediate corollary of this lemma and of the
classical duplication formula
Γ
(
− s
2
+ 1
4
)
Γ
(
− s
2
+ 3
4
)
= 2s+ 12 √πΓ
(
−s + 1
2
)
is the following:
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Cψa
(
χ ⊗ γ −1ψa , s
)= e− iπsign(a)4 2s− 12
π s
L(χ, s + 12 )
L(χ,−s + 12 )
L(χ2,−2s + 1)
L(χ2,2s)
.
Recall that the local L-function for R are deﬁned by
LR(χ, s) =
{
π
−s
2 Γ ( s2 ), χ = χo,
π
−(s+1)
2 Γ ( s+12 ), χ = χo−1.
2.2. Proof of Lemma 2.1
We shall see that the computation of the local coeﬃcient for SL2(R) is done by the same meth-
ods as the computation for SL2(R). Namely, we shall use the Iwasawa decomposition, SL2(R) =
B(R)SO2(R), and the fact that, as an inverse image of a commutative group, SO2(R) is commutative.
We start by writing down the explicit formulas for c(SO2(R), SO2(R)) which follows directly from
(0.3). Every k ∈ SO2(R) can be written uniquely as
k(t) =
(
cos(t) sin(t)
− sin(t) cos(t)
)
for some 0 t < 2π . We have:
c
(
k(t),k(t)−1
)= {1, t = π,−1, t = π.
If k(t) = ±I2 then
c
(
k(t),−k(t−1))= {1, sin(t) > 0,−1, sin(t) < 0,
and
c
(
k(t),−I2
)−1 = {1, sin(t) > 0,−1, sin(t) < 0.
If none of k(t1),k(t2),k(t1)k(t2) equals ±I2 then
c
(
k(t1),k(t2)
)= {−1, sign(sin(t1)) = sign(sin(t2)) = sign(sin(t1 + t2)),
1 otherwise.
SL2(R) does not split over SO2(R). Indeed, Let H be any subgroup of SL2(R) which contains −I2.
Then there is no β : H → {±1} such that β(ab) = c(a,b)β(a)β(b) since this function must satisfy
1 = β((−I2)2) = c(−I2,−I2)β2(−I2) or, equivalently, β2(−I2) = −1. It is well known, see page 74
of [5] for example, that SO2(R)  R/4πZ. We determine all the isomorphisms between these two
groups:
Lemma 2.2. Realize R/4πZ as the segment [0,4π). There are exactly 2 isomorphisms between R/4πZ and
SO2(R). One is t → φ(t) = (k(t), θ(t)), where θ : R/4πZ → {±1} is the unique function that satisﬁes
θ(t1 + t2) = θ(t1)θ(t2)c
(
k(t1),k(t2)
)
. (2.1)
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θ(t) =
{
1, 0 t  π, or 3π < t < 4π,
−1, π < t  3π. (2.2)
Proof. Using the cocycle formulas given above, one may check directly that θ as deﬁned in (2.2)
satisﬁes (2.1). The uniqueness of θ follows from the fact that any function from R/4πZ to {±1} that
satisﬁes (2.1) must satisfy θ(t) = c(k( t2 ),k( t2 )). It is now clear that φ is indeed an isomorphism. Let
φ′ : R/4πZ → SO2(R) be an isomorphism. Since φ−1φ′ is an automorphism of R/4πZ is follows that
either φ−1φ′(t) = t or φ−1φ′(t) = −t . This implies φ′(t) = φ(t) or φ′(t) = φ(−t). 
All the characters of SO2(R) are given by
ϑn
(
k(t), 
)= einφ−1(k(t),),
where 2n ∈ Z and φ is as in Lemma 2.2. Denote by I(η(χ, s)⊗γ −1ψa )n the subspace of I(η(χ, s)⊗γ −1ψa )
on which SO2(R) acts by ϑn . From the Iwasawa decomposition it follows that
dim I(η(χ, s)⊗γ −1ψa )n  1. Furthermore, since B(R)∩ SO2(R) is a cyclic group of order 4 which is gen-
erated by (−I2,1), it follows that I(η(χ, s)⊗γ −1ψa )n = {0} if and only if einφ
−1(−I2,1) = χ(−1)γ −1ψa (−1).
From Appendix A-1-1 of [13] it follows that
γψa (y) =
{
1, y > 0,
−sign(a)i, y < 0. (2.3)
Therefore, the last condition is equivalent to einπ = iχ(−1)sign(a). Thus, we proved:
Lemma 2.3. dim I(η(χ, s) ⊗ γ −1ψa )n = 1 if and only if n ∈ χ(−1)sign(a)2 + 2Z.
Let n be as in Lemma 2.3. Deﬁne f s,χ,a,n to be the unique element of I(η(χ, s) ⊗ γ −1ψa )n
which satisﬁes f s,χ,a,n(I2,1) = 1. Since A(s)I(η(χ, s) ⊗ γ −1ψa )n ⊂ I(η(χ,−s) ⊗ γ −1ψa )n , it follows that
As( f s,χ,a,n)
As( f s,χ,a,n)(I2,1)
= f−s,χ,a,n . Therefore:
Cψb
(
η(χ) ⊗ γ −1ψa , s
)= λ(ψb, η(χ, s) ⊗ γ −1ψa )( f s,χ,a,n)
λ(ψb, η(χ,−s) ⊗ γ −1ψa )( f−s,χ,a,n)
(
As( f s,χ,a,n)(I2,1)
)−1
. (2.4)
We have:
As( f s,χ,a,n)(I2,1) =
∫
R
f s,χ,a,n
((
0 1
−1 0
)(
1 x
0 1
)
,1
)
dx =
∫
R
f s,χ,a,n(uxkx,1)dx,
where
ux =
( 1√
1+x2
−x√
1+x2
0
√
1+ x2
)
, kx =
⎛⎝ −x√1+x2 1√1+x2−1√
1+x2
−x√
1+x2
⎞⎠ .
Note that c(ux,kx) = 1, and that since 1√
1+x2 > 0, φ
−1(kx,1) = t , where 0 < t < π is the unique
number that satisﬁes eit = i−x√
2
. Therefore,1+x
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∫
R
(
1+ x2)− s+12 ( i − x√
1+ x2
)n
dx
= e iπn2
∫
R
(1+ ix)−s−1+n2 (1− ix)−s−1−n2 dx.
By Lemma 53 of [23] we conclude:
As( f s,χ,a,n)(I2,1) = e iπn2 π21−s Γ (s)
Γ ( s+1+n2 )Γ (
s+1−n
2 )
. (2.5)
In the rest of the proof we assume that b > 0. We compute Cψb (η(χ) ⊗ γ −1ψa , s):
λ
(
ψb, η(χ, s) ⊗ γ −1ψa
)
( f s,χ,a,n) =
∫
R
f s,χ,a,n
((
0 1
−1 0
)(
1 x
0 1
)
,1
)
ψ−1b (x)dx
=
∫
R
(
1+ x2)− s+12 ( i − x√
1+ x2
)n
e−ibx dx
= eiπn
∫
R
‖x+ i‖n−(s+1)(x+ i)−ne−ibx dx
= eiπnbs
∫
R
‖x+ bi‖n−(s+1)(x+ bi)−ne−ix dx.
The rest of the computation goes word for word as the computations in pages 283–285 of [8]:
λ
(
ψb, η(χ, s) ⊗ γ −1ψa
)
( f s,χ,a,n) = 2 1−s2 e 52 iπnΓ −1
(
s + 1+ n
2
)
W n
2 ,− s2 (2b),
where
Wk,r(u) = e− 12 uuk 1
Γ ( 12 + r − k)
∞∫
0
vr−
1
2−k
(
1+ v
u
)r− 12−k
e−v dv
is the Whittaker function deﬁned in Chapter 16 of [25]. This function satisﬁes
Wk,r = Wk,−r .
It follows that
λ(ψb, η(χ, s) ⊗ γ −1ψa )( f s,χ,a,n)
λ(ψb, η(χ,−s) ⊗ γ −1ψa )( f−s,χ,a,n)
= 2−s Γ (
−s+1+n
2 )
Γ ( s+1+n2 )
. (2.6)
Plugging (2.6) and (2.5) into (2.4) and using Lemma 2.3 we conclude that
Cψb
(
η(χ) ⊗ γ −1ψa , s
)= e− iπn2 Γ (−s+1+n2 )Γ ( s+1−n2 ) , (2.7)
2π Γ (s)
2212 D. Szpruch / Journal of Number Theory 129 (2009) 2180–2213where n ∈ χ(−1)sign(a)2 +2Z. We now compute Cψ−b (η(χ)⊗γ −1ψa , s) and ﬁnish the prove of Lemma 2.1:
λ
(
ψ−b, η(χ, s) ⊗ γ −1ψa
)
( f s,χ,a,n) = eiπnbs
∫
R
‖x+ bi‖n−(s+1)(x+ bi)−neix dx
= bs
∫
R
‖x+ bi‖n−(s+1)(x− bi)−ne−ix dx.
We note that (x− bi)−n = ‖x+ bi‖−2n(x+ bi)n . Thus, repeating the previous computation we get:
λ(ψ−b, η(χ, s) ⊗ γ −1ψa )( f s,χ,a,n)
λ(ψ−b, η(χ,−s) ⊗ γ −1ψa )( f−s,χ,a,n)
= 2−s Γ (
−s+1−n
2 )
Γ ( s+1−n2 )
,
which implies
Cψ−b
(
η(χ) ⊗ γ −1ψa , s
)= e− iπn2
2π
Γ (−s+1−n2 )Γ (
s+1+n
2 )
Γ (s)
, (2.8)
where n ∈ χ(−1)sign(a)2 + 2Z.
Remark. The expressions on the right-side of (2.7) and (2.8) are the same expressions that one obtains
when computing the local coeﬃcients for SL2(R): For χ = χo one should assign n ∈ 2Z. For χ = χo−1
one should assign n ∈ 1+ 2Z.
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