Solving wave equation with spectral methods and nonreflecting boundary conditions by Novák, J & Bonazzola, S
Solving wave equation with spectral methods and
nonreflecting boundary conditions
Je´roˆme Novak∗, and Silvano Bonazzola∗
∗ Laboratoire de l’Univers et de ses The´ories (FRE 2462 du C.N.R.S.),
Observatoire de Paris, Section de Meudon, F-92195 Meudon Cedex France
E-mail: Jerome.Novak@obspm.fr, Silvano.Bonazzola@obspm.fr
Version: March 13, 2002
A multidomain spectral method for solving wave equations is presented. This method
relies on the expansion of functions on basis of spherical harmonics (Y ml (θ, ϕ)) for the an-
gular dependence and of Chebyshev polynomials Tn(x) for the radial part. The spherical
domains consist of shells surrounding a nucleus and cover the space up to a finite ra-
dius R at which boundary conditions are imposed. Time derivatives are estimated using
standard finite-differences second order schemes, which are chosen to be implicit to allow
for (almost) any size of time-step. Emphasis is put on the implementation of absorbing
boundary conditions that allow for the numerical boundary to be completely transparent
to the physical wave. This is done using a multipolar expansion of an exact boundary
condition for outgoing waves, which is truncated at some point. Using an auxiliary func-
tion, which is solution of a wave equation on the sphere defining the outer boundary of the
numerical grid, the absorbing boundary condition is simply written as a perturbation to
the usual Sommerfeld radiation boundary condition. Numerical tests of the method show
that very good accuracy can be achieved and and that the quadrupolar part of a wave can
pass the numerical boundary without being reflected. This is of particular importance for
the simulation of gravitational waves in General Relativity.
Key Words: wave equation; spectral methods; absorbing boundary conditions;
general relativity.
1. INTRODUCTION
1.1. Wave equations in General Relativity
Getting numerical solutions of Einstein equations is the scope of Numerical
Relativity. This is a crucial issue not only for the determination of gravitational
wave signals for detector data analysis, but also for the study of the properties of
relativistic astrophysical objects [1]. Within numerical relativity studies, the most
commonly used formulation of Einstein equations is the so-called “3+1” formalism
(also called Cauchy formalism [2]) in which space-time is foliated by a family of
space-like hypersurfaces Σt, which are described by their 3-metric γij . The 4-metric
gµν is then described in terms of γij , a 3-vector N
i (called shift) and a scalar N
(called lapse). In this formalism, Einstein equations can be decomposed into a
set of four constraint equations and six second-order dynamical equations. Solving
Einstein equation then turns to be a Cauchy problem of evolution under constraints
and there remains the freedom to choose time coordinate (slicing) and spatial gauge.
For example, the choice of time coordinate corresponding to a maximal slicing
and spatial coordinates to a Dirac gauge (see [3]) turns the constraint equations
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to a scalar and a vectorial Poisson-like equations, for which a numerical method
of solving has been presented in [4]. As far as evolution equations are concerned,
they turn to a system of six non-linear wave equations on a curved space-time.
It is a mixed initial value-boundary problem, and this paper aims at giving first
step toward its solution. Indeed, a simpler problem is considered: the initial value-
boundary problem for a linear and flat space-time wave equation:






























is the usual flat scalar d’Alembert operator in spherical coordinates (r, θ, ϕ) and σ
is a source. To solve a more general problem on curved space-time, like for example:
∂2φ
∂t2
− µ2(t, r)∆φ = φ2, (1.2)
one can put non-linear terms to the source σ and represent at each time-step the
metric function µ2 by a polynomial (semi-implicit scheme, see [5] for an example
in spherical symmetry).
1.2. Spectral evaluation of spatial derivatives
Spectral methods ([6], [7]) are a very powerful tool for solving PDEs and, in
particular, they are able to represent with high accuracy functions and their spatial
derivatives. In our implementation, the spatial part of a function is represented
by truncated series of Chebyshev polynomials (for the r coordinate) and of spher-
ical harmonics Y ml (θ, ϕ). The main drawback of these methods is the Gibbs phe-
nomenon appearing when the represented function is discontinuous at some point.
This never happens for metric potentials involved in Einstein equations, which in
astrophysical problems always remain smooth (in fact, at least C2. Spectral meth-
ods in relativistic astrophysics have now been used for some time (see [8] for a
review) and have proved their efficiency in solving Poisson-like scalar and vectorial
equations [4]. In this last work, the authors have shown that, depending on the
asymptotic properties of the source, the solution to the scalar and/or vectorial Pois-
son equation is obtained with an error which is evanescent (decreasing as exp(−N),
where N is the number of Chebyshev polynomials used to describe the function)
or decreasing as some high power of 1/N .
No efficient, infinite-order accurate time-differencing methods are yet known,
therefore, when solving hyperbolic PDEs with spectral methods, one is evaluat-
ing time derivatives by means of usual finite-differences methods ([6], [8]). Time
integration of (1.1) can be done using usual numerical schemes (explicit/implicit)
and imposing boundary conditions at each time-step. This last point is very deli-
cate since in the case of the study of the gravitational field of an isolated system,
we know its behavior only at spatial infinity. It means that the “right” boundary
conditions can only be imposed for r → ∞. This has been done in [4], where
a compactification of space has been used through the change u = 1/r, so that
boundary conditions were set for u = 0. On the contrary, this change of variable
breaks down when considering the wave equation (see e.g. [9]), so the solution can
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only be obtained in a compact domain and boundary conditions are then imposed
at a finite distance from the center of the numerical grid. However, an alternative
is presented in the concluding section.
The multidomain technique presented in [10] is still valid, but without the ex-
ternal compactified domain. The advantages of keeping several domains are that:
a physical discontinuity (e.g. a star surface for matter fields) can be located at a
boundary between two domains without any Gibbs phenomenon; and we can use
many domains in order to go far away from the source of gravitational field and
try to impose better boundary conditions (see Sec. 3). The aim of this paper is to
present a way of solving (1.1) by means of multidomain spectral methods and with
high-accuracy absorbing boundary conditions in order to get the smallest reflection
of the wave at numerical boundary. In each domain, the spatial part of the function
is expanded onto a truncated basis of spherical harmonics (Y ml (θ, ϕ)) and that of
Chebyshev polynomials (Ti(x) = cos (i arccos(x))) for the r part, with some affine
mapping x(r).
This paper is organized as follows. Section 2 presents the way equation (1.1)
is discretized in time (2.1), the definition of the operator to invert in order to
advance of one time-step using semi-implicit time scheme is given in Sec. (2.2), the
method for inverting this operator in (2.3) and the matching of solutions obtained
in each domain in order to verify boundary conditions in (2.4). Section 3 gives
details about high-order absorbing boundary conditions which were used in this
work. These are coming from a multipolar expansion of the solution (3.1), when
one takes r → ∞; and are expressed up to l = 2 using an auxiliary function (3.2).
Section 4 gives results of numerical implementation of the wave solver (4.1), as
well as of the higher-order absorbing boundary conditions (4.2). Finally, Section 5
summarizes the results and gives some concluding remarks.
2. SOLVING WAVE EQUATION
2.1. Temporal scheme
Wave equation (1.1) is decomposed on the basis of Y ml (θ, ϕ). Since these are
eigenvectors of the Laplace operator, for each couple of values (l, m) one is left with















As mentioned before, time derivatives are evaluated using standard finite-differences
schemes. Time is discretized using uniformly spaced instants (δt is the constant
time-step): tJ , tJ+1 = tJ + δt, ...; and the function φ is discretized by φJlm(r) =
φlm(t = t
J , r). Following [8], we address the question of the choice for the time
integration scheme. It is clear that explicit schemes are, for spectral methods
involving Chebyshev polynomials, very restrictive for the time-step, the Courant





where N is the number of polynomials in the basis used for the expansion of the
functions.
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Therefore, in order to be able to use relatively large time-steps (reducing com-














∆φJ−1lm (r) + δt
2σJlm(r); (2.5)













Eq. (2.5) is an ODE in terms of r which is to be solved for each (l, m) to get
the coefficients of φ at next time-step. As mentioned before, φJlm(r) and σ
J
lm(r)
are decomposed onto a truncated basis of Chebyshev polynomials in each of our
computational domains, namely:
• one kernel, which is a sphere centered at the origin; in such a domain r is
given by r = αx, with x ∈ [0, 1]. The functions are expanded in Chebyshev
polynomials in x with a given parity to ensure regularity at the origin: only
even (resp. odd) polynomials are used for l even (resp. odd) (see [11] for
more details).
• an arbitrary number of shells, where r is given by r = αx + β, x ∈ [−1, 1].
There is no parity requirement in the shells, since r > 0 is always imposed.
It has already been stated that the change of variable u = 1/r is not valid for the
wave equation so, contrarily to [4], no compactified domain is used and boundary
conditions are imposed at the outer limit of the last shell.
2.2. Operator to be inverted

















acting on Chebyshev coefficients of the function φlm(r), in the kernel or in the
shells. The action of that operator is therefore equivalent to a matrix multiplication
in coefficient space; the inversion being done in each domain. We have to take care
about regularity conditions at r = 0, for which we shall make a distinction between
the cases l = 0 and l 6= 0.















In the kernel Since l is even, only even Chebyshev polynomials (T2i(x)) are














which is perfectly regular for even polynomials at x = 0.
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In the shells We know that r 6= 0, so both sides of Eq. (2.5) are multiplied by
















which is a regular operator acting on the space of Chebyshev polynomials.
2.2.2. l 6= 0
One has to invert full operator (2.6), which may be more singular.
In the kernel Trouble may arise at r = 0, from the l(l + 1)/r2 term. One
can see (Cf. e.g. [8]) that when expanding a regular 3D function over spherical
harmonics, each multipolar part should behave like rl as r → 0; moreover, for l = 1
the operator (2.6) should also be regular, since there is a cancellation of singular
terms. Thus, there is no doubt that the operator we want to invert is regular at
r = 0, but in order to assure sufficient regularity on the functions we manipulate,
we choose new bases for decomposition in the kernel. For l even, expansion is made
over the basis (T2i+2 + T2i); each function of this basis has the property to behave
like x2 when x → 0. For l odd, the basis made of ((2i + 1)T2i+3 + (2i + 3)T2i+1) has
the same property. Both results can be checked using relations between Chebyshev
polynomials, namely the recursion formula:
∀n 6= 0, Tn+1(x) = 2xTn(x) − Tn−1(x). (2.10)






















− l(l + 1)
]
, (2.11)
which is regular everywhere in the shells.
Thus, depending on the number l and on the type of domain, the operator is
different, as well as the basis of expansion. The matrix corresponding to each case
is computed in order to invert the system (2.5).
2.3. Getting a solution of the linear system
Next step is to get a particular solution of the ODE defined by (2.5). This
is a non-degenerate linear system in each domain, acting on the coefficients of
functions. The most efficient way to get the solution corresponding to the right-
hand side of (2.5) is to take advantage of the fact that the obtained matrix can
easily be transformed to a banded one. This is a property of some second-order
operator acting on orthogonal polynomials and has been shown by [12]. We used
the following linear combinations, starting from the operator matrix components
(aij)i∈{0,...N−1}, j∈{0,...N−1} to get a matrix defined by (cij)i∈{0,...N−1}, j∈{0,...N−1}
which is a banded one.
5
In the kernel A distinction is made between bases of even and odd polynomials.









0 ≤ i ≤ N − 4, 0 ≤ j ≤ N
cij = b(i+1)j − bij 0 ≤ i ≤ N − 4, 0 ≤ j ≤ N, (2.12)
where δij is the Kronecker symbol. Using such transformations the matrix (cij) is
a 4-band one, if l = 0 and a 5-band otherwise.









0 ≤ i ≤ N − 4, 0 ≤ j ≤ N
cij = b(i+2)j − bij 0 ≤ i ≤ N − 4, 0 ≤ j ≤ N, (2.13)
giving a 5-band matrix (cij).









0 ≤ i ≤ N − 4, 0 ≤ j ≤ N
cij = b(i+2)j − bij 0 ≤ i ≤ N − 4, 0 ≤ j ≤ N, (2.14)
which makes the matrix (cij) a 7-band one if l = 0 and a 9-band otherwise. We do
not give here any illustration of the matrices, the reader can refer to [4] or [8] for
some examples in the case of the Laplace operator or for the advection equation.
The system is rapidly inverted using Linear Algebra Package (LAPACK, [13])
and one is left with a particular solution of the ODE (2.5). Before discussing
the way of obtaining solutions of the homogeneous equation, let us briefly mention
some problem that arises because of the matrix structure. Indeed, the linear system
which is solved is of the following type

1 −α 0
















































In practice, for a given time-step, α is increasing with N ; if α > 1, a small error on
the last coefficient can be amplified and propagated to the first ones. This comes
from the fact that the problem is not well posed without the boundary conditions.
Unfortunately, when imposing the boundary conditions (see Sec. 2.4), cancellation
of such large terms can produce very large round-off errors, which roughly scale as
δt2N3 (one then has α = 1). A solution for using “large” number of polynomials
N can be to seek a solution of the ODE (2.5) which has the first two coefficients
vanishing, by solving the linear system:

1 0 0 · · · 0
0 1 0 · · · 0
c11 c12 c13 c14 0 0



















A solution of this system satisfies the same first N−2 equations as the solution of the
original system. Provided that it also satisfies the same boundary conditions, the
uniqueness theorem for solutions of wave equations [9] tells us that both solutions
should be identical.
The greater N , the smaller the impact of the modification of the system (2.15);
moreover this matrix, contrarily to the previous one, has its dominant coefficients
(the α’s) on the main diagonal, which prevents the system from “accumulating”
error. On the other hand, when the time-step decreases, the determinant goes
to zero and the new system cannot be inverted. Thus, the method used for the
inversion depends on δt and N : if δt2N3 . 1, the original system is considered,
whereas (2.15) is used otherwise.
2.4. Matching between domains and imposing boundary conditions
At this point of solving the implicit equation (2.5) to get the function at next
time-step, we are left with a particular solution of that system in each domain. We
have now to match these solutions together and to impose boundary conditions on
both sides of the physical interval (r ∈ [0, R]). As a matter of fact, condition on
r = 0 is not a boundary condition but rather a regularity condition that must be
verified by every smooth function. As explained in Sec. (2.2), in the kernel we use
a basis that verifies regularity conditions at r = 0, so that the operator we want to
invert is always regular. This is the so-called Galerkin method (see [8]).
When solving a linear ODE, one usually makes linear combination of the partic-
ular solution with those of the homogeneous equation (“homogeneous” solutions)
in order to fulfill boundary conditions. Here, the homogeneous solutions of (2.5)



















which, for usual time-steps, really have too strong gradients to be described in a
basis of Chebyshev polynomials. It is therefore better to get pseudo-homogeneous1
solutions with the Lanczos method [14], where the system (2.5) is solved two more
























In the case one is inverting system (2.15), the non zero coefficients are put at first
and second line of the right-hand side. This is very little time consuming and one
gets two pseudo-homogeneous solutions in the shells, to be able to impose boundary
conditions at both boundaries (x = ±1, inner and outer radii of the shell). In the
kernel, only one homogeneous solution is needed to impose boundary condition at
x = 1, since the regularity condition at x = 0 is necessarily verified thanks to the
Galerkin basis.
Thus, for each couple (l, m), one now has a particular solution of Eq. (2.5) with
a homogeneous one in the kernel, and a particular solution with two homogeneous
ones in the shells. We adopt a strong formulation of the multidomain method and
linear combinations of these two or three solutions are performed in each domain
so that:
• global solution is continuous, as well as its first derivative, across the boundary
between two domains, and,
• the boundary conditions are satisfied at the outer limit of last shell (r = R);
these are of the form






where (λ, µ, ν) are three numbers, which can depend on l and m.
Writing these conditions results in a linear system giving the coefficients of the
homogeneous solutions of the linear combination for each domain. Note that, con-
trarily to [4], only the case where the number of points in θ and ϕ are the same in
all domains is considered. The matrix of this linear system is also a banded one, so
the inversion is performed very rapidly. The global solution which is then obtained
verifies all regularity, continuity and boundary conditions.
3. ABSORBING BOUNDARY CONDITIONS
An important difference in the way of solving wave equation from that of solving
Poisson equation (as in [4]) is the fact that boundary conditions cannot be imposed
at infinity, since one cannot use “compactification”, i.e. a change of variable of the
type u = 1/r, for it is not compatible with hyperbolic PDEs (see [9]). So one has to
1they are not really homogeneous solutions, since the r.h.s is not zero
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construct an artificial boundary and impose conditions on this surface to simulate
an infinite domain. These conditions should therefore give no reflection of the wave,
which could in turn spuriously act on the evolution of the system that is studied
inside the numerical grid. The boundary conditions have to absorb all the waves
that are coming to the outer limit of the grid. The general condition of radiation










(rφ) = 0. (3.20)












which will be hereafter referred as the “Sommerfeld condition” and is exact only
in spherical symmetry. A completely general and exact boundary condition for the
wave equation on an artificial spherical boundary has recently been derived by [15]
and involves an infinite series of inverse Fourier transforms of the solution. This
condition may not be suitable for direct numerical implementation and the authors
derived a truncated approximate condition.
3.1. Asymptotic expansion in terms of multipolar momenta
A rather general method to impose nonreflecting boundary conditions is to
construct a sequence of boundary conditions that, for each new term, are in some
sense giving better result. Some of the possibilities to define “better” are when the
reflected wave decreases:
• as the incident wave approaches in a direction closer to some preferred direc-
tion(s) (see e.g. [16]),
• for shorter wavelengths,
• as the position of artificial boundary goes to infinity.
In the problem of solving Einstein equation for isolated systems, this last approach
is the most relevant. It is also a way of expliciting condition (3.20) in terms of
asymptotic series. It has been studied in [17], where a sequence of recursive bound-
ary conditions is derived. Let us recall here some of their results.
A general radiating solution of (1.1) with the source σ = 0 can be written as
the following expansion:
φ(t, r, θ, ϕ) =
∞∑
k=1
fk(t− r, θ, ϕ)
rk
. (3.22)
























The family of boundary conditions then reads:
Bnφ|r=R = 0. (3.25)








which means in particular that condition (3.25) is an asymptotic one in powers of
1/r. The condition B1φ = 0 is same as the Sommerfeld one (3.21) and the same as
the first approximation in terms of the angle between the direction of propagation
of the wave and the normal to the boundary, derived in [16].
Finally, using expression (3.22) one can verify that the operator Bn annihilates
the first n terms of the expansion. Thinking in terms of spherical harmonics, this
means that condition (3.25) is an exact one if the wave carries only terms with
l ≤ n − 1. Since we are interested in the study of gravitational wave emission by
isolated systems, it is of great importance to have a very accurate description of the
quadrupolar part of the waves, whichis the dominant one. Therefore, if the l = 2
part of the gravitational wave is well described, higher-order terms may not play
such an important role in the dynamical evolution of the system and it is not of
such importance if only an approximate boundary condition is imposed for those
terms with l ≥ 3. Moreover, the error on the function scaling like 1/Rn+1, if we
impose
B3φ|r=R = 0 (3.27)
we have an exact boundary condition for the main contribution to the gravitational














































In next section, the use of this condition in the framework of spectral methods is
detailed.
3.2. Numerical implementation
Starting from (3.28) and considering that φ is a solution of the wave equation































is the angular part of the Laplace operator. We are making here the assumption
that, at the outer boundary of the grid (r = R), the source term σ of (1.1) is
negligible. This is a very good approximation for our studies of isolated systems
and is also the assumption made when writing a solution to the wave equation in


























the second radial derivative of the last term (combined with its counterpart term



















































We use the auxiliary function ξ:











φ(t, r, θ, ϕ)
∣∣∣∣
r=R
= ξ(t, θ, ϕ), (3.33)
which is defined on the sphere at r = R. Inserting this definition into the boundary




























which is a wave-like equation on the outer boundary of the grid, with some source
term, equal to zero if the solution φ is spherically symmetric. The boundary condi-
tion (3.27) is now equivalent to the system (3.33)-(3.34) and is imposed as follows.
At the beginning of time integration, we suppose that φ satisfies Sommerfeld bound-
ary condition (3.21), that is ξ(t = 0) = 0. ξ is then calculated at next time-step
using (3.34). This is done very easily since the angular part of every function is
decomposed on the basis of spherical harmonics; each component ξlm(t) is solution
of a simple ODE in time, which is integrated using a second-order implicit scheme
with boundary conditions such that ξ be periodic on the sphere, which is already














































and is trivially solved to get ξlm(t + δt). Then, for each couple (l, m) we impose










φlm(t + δt, r)
∣∣∣∣
r=R
= ξlm(t + δt),
which looks like a modification of the condition (3.21).
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This procedure can in principle be generalized to higher order boundary condi-
tions of type (3.24), introducing additional auxiliary functions ξ2, ξ3, · · · such that
each ξi, (i > 1) is solution of a wave-like equation on the sphere r = R, which a
source involving ξi−1 and, finally, the equation for ξ1 = ξ is of the form (3.34) with
a source involving φ.
4. NUMERICAL EXPERIMENTS
4.1. Comparison with analytical solutions
To check the validity of our method, several comparisons have been done be-
tween numerical solution of Eq. (1.1) and an analytical one. Taking the source to
be
















































where x = r cosϕ sin θ, a solution to (1.1) is given by













This expression of φ may mimic more complicated fields that are involved in the
problem of binary stars in general relativity. Here, one object is centered at x =
0.7, y = 0, z = 0) and the other at (x = −0.5, y = 0, z = 0).
The solution (4.35) verifies the “reflection” boundary condition:
∀(t, θ, ϕ), φ(R) = 0; (4.36)
which is the simplest boundary condition one can think of. It has been chosen to
test only the wave equation solver and not to deal with the new boundary condition
(which will be tested in Sec. 4.2). The computation has been done starting with
the exact value of φ at t = 0 and t = −δt. We imposed of course (4.36) at the outer
boundary of the grid and calculated, for t ∈ [0, R], the “error”. This relative error
has been defined as the mean difference over all collocation points and all instants
tJ between the obtained numerical solution and the analytical one (4.35). We have
varied the value of the outer radius R, the number of domains (up to 7 shells), the
time-step and the number of coefficients in each dimension. Quantitative results
are given here for 2 domains (the nucleus and a shell), with R = 2. For a fixed
time-step, Fig. 1 gives the dependency of the numerical error as a function of Nr the
total number of coefficients in r used in both domains. This error is evanescent (i.e.
decreases as e−Nr) as expected for a smooth function. When varying the number
of points in θ or ϕ, the same type of result has been obtained.
Now, if one fixes the number of spectral coefficients and varies the time-step,
one gets results displayed in Fig. 2. It is verified that the error decreases like δt2, as
expected from the time integration scheme that has been used (2.5). Unfortunately,
12
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Test on l=2 mode
2 domains:




1 point in ϕ
FIG. 3 Comparison of the efficiencies of Sommerfeld boundary condition (3.21)
and ours (3.25) for l = 2 mode.
the error could not go below few×10−9, although the code is written in double
precision. This may be due to the approximation used in the Lanczos method for
imposing boundary conditions. Similar tests were done using different analytical
solutions and the results were all very close to those shown here. The schemes that
are used seemed absolutely stable: with any boundary condition we followed the
integration of the wave equation for more than 300000 time-steps. For typical run,
e.g. corresponding to Fig. 2, each time-step needs 60 ms of CPU time on a 1.2 GHz
Pentium 3 processor.
4.2. Outgoing waves
In order to test our implementation of absorbing boundary condition (3.25),
we looked for its ability to be completely transparent for the waves reaching the
boundary of the numerical grid. Therefore, the grid was “filled” with an initial
wave profile at t = 0, which was then evolved with the wave equation (1.1), with
σ = 0. After a given time t0 (usually a grid-crossing time), we looked for the energy









where the integral is taken over the whole numerical grid. E is conserved with a
high accuracy, when using the reflection boundary condition (4.36).
The fraction of remaining energy  =
√
E(t0)/E(0)
2 was used as an indicator
of the efficiency of a boundary condition to be an absorbing one. We started with

































Test on a 3D case
2 domains:







FIG. 4 Comparison of the efficiencies of Sommerfeld boundary condition (3.21)
and ours (3.25) for a 3D case
a wave containing only quadrupolar term l = 2:
φ(t = 0) =
{
(5r2 − 3r4)Y 02 (θ, ϕ) r ≤ 1,
2/rY 02 (θ, ϕ) r > 1.
We then checked, for each boundary condition, the behavior of  as the time-step
was decreased. Results are displayed in Fig. 3 where, as expected,  decreases as δt2
for the “enhanced” boundary condition (3.25), which allows for all the quadrupolar
component of the wave to go out of the grid. The minimal value of  which is reached
for very small time-steps is comparable with the precision of the wave solver. One
can estimate that this boundary condition, implemented as described in Sec. 3.2,
is really an exact one for quadrupolar part of the wave. This is clearly not the case
using the simple Sommerfeld (3.21) boundary condition, where  remains at quite a
high level. Using as the initial profile for φ only l = 0 or l = 1 components,  would
also decrease to the minimal value, limited by the wave solver. This property is, of
course, no longer valid if the initial profile is a pure l = 3 component.
The study has been extended to a more general initial profile, namely that of
Eq. (4.35), which contains a priori all multipolar terms. Of course, in numerical
implementation, only a finite part of these terms is represented. We took again
φ(t = 0) defined by Eq. (4.35), and ∀t, σ = 0. Results are displayed in Fig. 4;
the Sommerfeld boundary condition seems to be more accurate than for the pure
l = 2 mode. This is due to the fact that here, the wave contains also a monopolar
term, which is dominant in the asymptotic expansion (3.22) and the Sommerfeld
boundary condition is exact for this term. Still, one can see that this boundary
condition saturates quite rapidly, whereas the enhanced one, which is exact up
to l = 2 modes gives results that are comparable with the precision of the wave
solver. Therefore, the boundary condition B3φ = 0 may be sufficient for studies
in numerical relativity. The computational cost of this boundary condition is very
low: computing time using (3.25) is only 6% higher than when using (3.21).
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FIG. 5 Variation of the square root of the remaining energy in the grid as a function
of the distance at which boundary conditions B3φ|r=R = 0 are imposed (3D case).
Stars are results from calculation, the solid line being the best fit by a power law:
 = 3.9× 10−4R−3.97.
Finally, we checked that  is also decreasing as R−4, where R is the radius of
the outer boundary of the numerical grid, as stated in Sec. 3.1. The results are
shown on Fig. 5, where the computational points (stars) are fitted using a power
law  = ARB . We found:
A = 3.9± 0.08× 10−4 and
B = −3.97± 0.06,
the regression coefficient being equal to 1 at less than 3× 10−4.
5. CONCLUSIONS
Numerical results presented in Sec. 4 give good confidence in the way the wave
equation (1.1) is solved using spectral methods. In particular, the code is shown
to be stable and accurate. Although the error, as a function of time-step, is not
evanescent, we were able to achieve good precision. On the other hand, as far as
spatial representation is concerned, spectral precision allows us to use very little
computer power so that, the global code is very precise and efficient. The multido-
main approach enables us to avoid some Gibbs phenomena that can occur due to
sharp gradients of hydrodynamical fields at the surface of a neutron star for exam-
ple. This may also help, in the case of rotating sources of gravitational waves, to
solve the wave equation in co-rotating coordinates near the source and then match
to asymptotically inertial coordinates, when approaching the light-cylinder.
The numerical implementation of high-order absorbing boundary conditions has
proved to be very efficient too: the use of an intermediate function which verifies
another wave-like equation on the outer boundary of the grid greatly simplifies the
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problem and we were able to get second-order time convergence as well as the right
decay of the error when varying the radius of the numerical grid. This boundary
condition, which is an approximation of the exact outgoing wave one, was shown
to be exact for all the multipolar terms up to the quadrupolar one. One could,
in principle continue the approximation and derive boundary conditions which are
exact also for higher-order terms, but the study of a “realistic” case, containing
all the terms, showed that our condition may be enough. Moreover, gravitational
waves are mainly quadrupolar and getting the right quadrupolar term is of great
importance, so our implementation of the boundary condition had to be done as a
minimum.
As mentioned in the introduction, next step should be to allow for wave opera-
tors on a curved space-time. This may not be very complicated, as it has already
been tested in spherical symmetry (Cf. [5]). The boundary condition should, of
course, also be changed, to take into account curvature of space-time. Numerical
probes have then to be made in non-linear regime and in the framework of General
Relativity; for example in the case of an oscillating isolated black hole, for which
perturbative solutions are known. Finally, more accurate results may be obtained
using the so-called 2+2 formalism in the wave zone [18] and matching it to the
results in 3+1 formalism3 near the source. Our approach is different, simpler to
implement and should give accurate enough results for Einstein equations.
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