The Flow Field Dependent Variation Method (FDV) uses built in parameters that arise from its formulation to control seamless transition from one flow regime to another. This method was originally developed by Dr T.J. Chung at the University of Alabama in Huntsville. This method does not require any added artificial viscosity and used local flow conditions to control the accuracy and stability of the solution. The FDV method can be used with either Finite Difference or Finite Element methods. In this paper the method is used in conjunction with FEM to solve the Euler equations.
I. Introduction
The Finite element method arose in the 1950's to accommodate the need to solve difficult problems in Elasticity (1) (2) (3). The method has been expanded to all fields of science and engineering and is gaining popularity in the Computational Fluid Dynamics field. The method is more complicated to implement than the Finite Difference method but its advantages are significant. It can solve domains that are unstructured and arbitrary. It can also handle natural boundary conditions easily since they arrive in the FEM formulation when the integration by parts is performed (1) . However the Finite Element method is not faultless. It still requires artificial viscosity to control stability and accuracy of a problem. This leads to many of the different FEM formulations, such as the Petrov-Galerkin method and the TaylorGalerkin method. The need for a method that does not use artificial dissipation to control solution stability arose when complex shock wave turbulent/Laminar, compressible/ incompressible boundary layer problems are solved. In this situation the FDV method was developed.
The Flow Field Dependent variation method (FDV) arose with the need to resolve the physics that occur in those regions. The entire Navier-Stokes system of equations becomes important and the ability to go from compressible/incompressible and laminar/turbulent areas of the physics seamlessly becomes important (1) (2). The FDV scheme uses a special Taylor expansion of the Conservation form of the Navier-Stokes system of equations. When this expansion is performed the S parameters become apparent in the solution. These parameters seek to limit/include the appropriate physics in different regimes without artificial viscosity, while maintaining solution accuracy. These S parameters take the place of artificially imposed limiters used in other schemes. These S parameters are formulated such that the local physics of an element are used to control the amount of implicit to explicit solution control. These parameters will change as the local flow changes and will modify the CNS equations to solve the appropriate physics that are going on within the element. Another advantage of the FDV formulation is its use of the convection and diffusion Jacobians. These Jacobians relate the physics of one variable to another variable (1) . This allows for the complex interactions of shockwave and turbulent flows both compressible and incompressible to take effect. These used in conjunction with the S parameters allows for a complete and accurate solution to a problem.
The choice to use FDV with the FE method was due to the requirement to solve problems that consist of complex geometries which do not easily fit in to a structured grid. Also since natural boundary conditions are explicitly handled by FEM formulation it is good choice for solving MHD problems. Since mixed boundary conditions will arise in these flows if any problem of significance is to be solved.
The rest of this paper will outline the FDV FEM method and the test cases to be solved. The solutions of the test cases are presented. The solutions are compared to other solution methods. Finally the conclusions found in this study are presented. Milestones for the project are given in the form of test cases
II. Method
The formulation of the FDV method starts with the conservation form of the Navier-Stokes (CNS) Equations with no source terms. Source terms were left out of the formulation but they can be included in the solution as well. The CNS equations are as follows where The next step in the formulation is to make a special Taylor expansion of the U n+1 term to second order,
We expand the derivative terms as Substituting the expansions into the original Taylor expansion Next we can introduce by change of variables the Convection, diffusion, and diffusion gradient Jacobians. By taking a change of variables for the F and G terms we arrive at 
Placing the change of variables into the original conservation form of the equations
Rearranging the derivatives to bring time into the parenthesis and bring the special derivative outside the parenthesis Substituting the first and second derivatives into the Taylor expansion
(8)
We neglect the third order diffusion gradient term.
This equation is independent of the solution method it could be used in FDM, FVM, or FEM. To arrive at the appropriate solution technique the appropriate descritization must be done. In the case of the finite element method the standard Galerkin method is used. Allowing the equation to be multiplied by a trial function and integrated
Performing the integration by parts
Since we are concerned with the Euler equations we will modify the above set of equations to take this into account.
(12) (13) Where n i is the direction cosines of the normal vector. The normal vector is normal to the boundary element.
Solving of the elements will include the formation of a global stiffness matrix. This matrix will require inversion to solve for the next solution in time. These large sparse matrices have been to the detriment of many numerical methods (4) (5) (6). This is due to the difficulty in trying to invert the matrix. When done exactly requires n 3 floating point operations. When done with an iterative method it approaches n 2 log(n) operations (5) . There exist many ways to perform the inversion but the two popular methods are Conjugate Gradient (CG) and Generalized Minimal Residual (GMRES). Both methods work by iterating on the matrix consistently improving the solution guess until a specified tolerance is met. These methods work well but when the matrix is poorly conditioned or not positive semi-definite then preconditioners must be used to aide in convergence; Adding another step in the complexity.
III.
Test Cases A. Square wave (Advection): The Density advection test is designed to test the codes ability to maintain the shape of the wave without rounding the edges or gaining or losing energy. In this test the low density value was 1 kg/m 3 , the High density value was 1.25kg/m 3 . The Pressure was constant at 1000 Pa. The velocity was fixed at 100 m/s. The number of nodes used was 1000. A CFL of 0.85 was used. The solution was allowed to run until time reached 0.00075 sec. Visual comparison of the test shows that the density waves maintains its form with little round off of the discontinuity of density (Figure 1 ). However closer inspection shows that the error of the problem reaches its maximum around the edges of the discontinuity. Direct comparison of the analytical solution to the FDV solution shows that the max error is 14% (Figure 2 ). The error on the left hand side of the wave is 14% and on the right hand side of the wave is 12%. The largest source of error is due to the advection on the sides of the wave and the small amount of over shoot at the edges. The S1 and S2 parameters shown in Figure 3 and Figure 4 control the level of stability and accuracy of the solution. The S parameters are engaged when the discontinuity of the wave is shown. This provides solution stability and prevents a most of the advection. The difference is some round off at the edges where the shock discontinuities appear. This is consistent with what was learned in the Square Wave problem. The S parameters again seek to preserve the structure of the wave but still will have some advection in the shocks. Figure 7 shows the error as compared to the density. The largest sources of error occur at the rounding of the shocks and rarefaction wave. 
IV. Conclusion
The FDV method works well at conserving the shape of waves. The S parameters change the according to the relevant physics. Preserving the solution and allowing it to make accurate simulations. However more work needs to be done to verify the S parameters. While they work and do utilize the relevant physics to preserve simulation accuracy and stability more needs to be done to investigate their validity mathematically. The square wave solution shows that structure of a discontinuity can be maintained as the wave travels along a direction. The shock tube problem shows the FDV methods ability to handle large discontinuities and have multiple wave structures setup and propagate. Future work will involve expanding the method to two dimensions and exploring the Magneto-Hydrodynamic equations. Investigation into the S parameters is paramount since the whole method works off of these parameters.
