Abstract. We prove a local existence theorem of Carathéodory-Goodman type forẋ(t) = f(t, x(t)) where instead of f (t, α) being continuous in α we require only that it have no "downward discontinuities."
Introduction
Let f be a real valued function defined on a neighbourhood of the point (t 0 , x 0 ) in the (t, α) plane. Carathéodory's name is usually associated with the three conditions:
(C1) (continuity) for almost all t, f (t, α) is continuous in α; (C2) (measurability) for each α, f (t, α) is (Lebesgue) measurable in t; (C3) (boundedness) for some absolutely continuous (AC) function m, |f (t, α)| ≤ṁ(t) for each α and almost all t.
Indeed, in 1918 Carathéodory [6] established a local existence result under (C1-C3) for AC solutions x of the initial value probleṁ x = f x (1) given x(t 0 ) = x 0 , where f x : t → f (t, x(t)), and the equality in (1) is to be understood in the L 1 sense. In 1970, Goodman [7] improved this to Theorem 1. Assume (C1-C3), and let x(t) = sup{y(t) : y ∈ M,ẏ ≤ f y} where the inequality is to be understood in the L 1 sense. Then x is a solution of (1).
(Here M is the set of AC functions y for which y(t 0 ) = x 0 and |ẏ| ≤ṁ. Actually Goodman used all AC functions z satisfying z(t 0 ) ≤ x 0 for his subfunctions, but M simplifies things a little). As Goodman notes, Theorem 1 includes the comparison theorem for differential inequalities, and characterizes the (pointwise) maximal solution for (1) .
Our aim is to improve Theorem 1 by weakening (C1). Specifically, we follow Tarski [14] and make
and we modify (C1) and (C2) as follows:
Section 2 is devoted to the proof of Theorem 1 . Theorem 1 holds with (C1) and (C2) replaced by (C1 ) and (C2 ).
In Section 3 we compare our hypotheses and methods with others in the literature, but we note here that (C1) and (C2) (and most other conditions in the literature) automatically imply (C2 ). Moreover (C1 ) includes not only (C1) but also the condition
which has been investigated by several authors. Finally (C1 ) and (C2 ) include all modifications of (C1) and (C2) we have seen that apply in an unrestricted neighbourhood of (t, α). Restricting the neighbourhood, for example to a cone as in [5] , seems to require different methods, which we hope to consider elsewhere.
The main result
We base the proof on Lemma 1. Assume (C1 ), (C2 ) and (C3). Then there is a real valued function h defined on a neighbourhood of (t 0 , x 0 , x 0 ) ∈ R 3 so that
Then (i) and (ii) are clear, as is (C3) in (iii). To prove (C1) with f replaced by k we note that, for almost all t and each β, h(t, α, β) is nonincreasing in α, so it will suffice to prove that h(t, α, β) is q ↑ in α.
The proof of the other half of (2) for h is similar. Finally, to prove (C2) with f replaced by k, we shall show that the set Γ = {t : k(t, α) ≤ γ} is measurable for each real γ. Now
To prove that ι is measurable, we write r(t) = min{x(t) + ρ, α} for any rational ρ ≥ 0. Fix t so that (C1 ) holds, and let ε > 0 be given. Then f (t, γ) < ι(t) + ε for some γ ∈ [x(t), α]. By (C1 ), f r(t) < f(t, γ) + ε for some rational ρ.
It follows that f r(t) < ι(t) + 2ε, so in fact ι(t) = inf{f r(t) : ρ is a nonnegative rational}.
Since r is AC for each such ρ, ι is the (essential) infimum of countably many functions which are measurable by (C2 ), and hence ι is measurable. Similarly σ is measurable, so Γ is a measurable set.
Remark. In the reverse direction, it is easily seen that if, for almost all t, h(t, α, β) is continuous in α and nondecreasing in β, then f(t, α) = h(t, α, α) satisfies (C1 ).
Proof of Theorem 1 . Without loss of generality we shall assume m(t 0 ) = x 0 , so by (C3), −m ∈ Y , where Y = {y ∈ M :ẏ ≤ f y a.e.}. Thus x(t) = sup{y(t) : y ∈ Y } is defined (and finite). If t < τ and ε > 0 is given, there is y ∈ Y with y(τ ) ≥ x(τ ) − ε, so since y(t) ≤ x(t) and y ∈ M,
Similarly there is z ∈ Y with z(t) ≥ x(t) − ε, so since z(τ) ≤ x(τ) and z ∈ M,
It follows that x ∈ M . In particular, x is AC. Thus the function k defined by (3) satisfies (C1)-(C3) with f replaced by k, by virtue of Lemma 1. In particular, if we write Z = {z ∈ M :ż ≤ kz a.e.} then by Theorem 1 the function s defined by s(t) = sup{z(t) : z ∈ Z} satisfieṡ s = ks.
For any y ∈ Y ,ẏ (t) ≤ h(t, y(t), y(t)) ≤ ky(t) for almost all t so y ∈ Z. This shows that x ≤ s. But theṅ
s(t) = h(t, s(t), x(t)) ≤ f s(t)
so s ∈ Y . This yields s ≤ x, so in fact s = x whenceẋ = f x.
Examples and remarks
Recall that the conditions (C1), (C1 ), (C↑), etc., are defined in Section 1.
3.1. (C↑) seems to have been used first in connection with (Picard's) successive approximations which satisfyẋ n = f x n−1 . Nagumo [11] showed that x n converge monotonically to a solution of (1) provided f is also continuous. (This result has been rediscovered several times.) Wend [15] derived the same conclusion from (C↑) and the assumption that f (t, α) is also nonnegative and nondecreasing in t (but with no continuity conditions 
The following example satisfies this extension of q ↑, but (1) has no solution, thus showing that we cannot take Tarski's reasoning over directly to our problem.
Example 1. Let f (t, α) = (−1)
n if (n + 1) −1 ≤ α < n −1 for positive integers n and f (t, 0) = 1, f(t, α) = 0 if α < 0. We note that (2), modified by (4), is satisfied. On the other hand, (1) is autonomous for this example, and it fails the necessary condition for existence in [4, Theorem 3.5(ii)] if t 0 = x 0 = 0.
3.3. As noted, Goodman obtained the maximal solution from Theorem 1. For the case where (C↑) holds instead of (C1), Biles [3] obtained a similar result. The subfunction method was first used by Peano [12] , who showed that if f was continuous and the inequality in Theorem 1 was strict, then the minimal solution for (1) resulted. The following example shows that Peano's result does not hold under our conditions.
Example 2. Let
If t 0 = x 0 = 0, then the minimal and maximal solutions are given by x(t) = 0 and 2t respectively (since 0 ≤ f (t, α) ≤ 2 for all t and α). Let 0 < ε < 1 and consider
Thenẋ ε (t) = f x ε − ε for all t ≥ 0, and x ε (0) = 0 so x ε is a (strict) subfunction, but for each t > 0, | x ε (t) − 2t |< ε(t + 1) provided ε < t. It follows that the supremum of the (strict) subfunctions is the maximal solution to (1) in this case.
3.4. Explicit conditions along the lines of (C1 ) seem to start with Wu [16] who assumed that lim
Biles [2] improved this to
and this in turn has recently been relaxed to
in [13] . These authors used rather complicated polygon-type methods of proof. Note that (C1 ) corresponds to ≤ instead of = in (5) . A similar condition (in a sense a uniform version of (C1 )) is used in [8] . The authors assume, for some
and they prove a number of results including local existence.
3.5. Although (C2 ) is stronger than (C2), there is no difference for many conditions in the literature. Indeed, it is explicitly shown in [13] that (5) and (C2) imply (C2 ) (actually for any continuous x). Moreover, all conditions we know of that are not covered by (5) have been complemented by (C2 ) (or something stronger), with one exception. That exception is [9] where it is assumed that f is bounded and measurable on its domain, and satisfies (C↑). The following example (taken from [3] ) satisfies those conditions (at least if Lebesgue measure is understood).
Example 3. Let S be a non-measurable subset of R, and f(t, α) = 1 if α ≥ t ∈ S or α > t / ∈ S = 0 otherwise.
On the other hand, f x is non-measurable if we choose x(t) = t for all t. This violates a key hypothesis in the application of Tarski's theorem in [9] . One could, of course, understand measurability in a stronger (e.g. Borel) sense, but this analysis does raise the question of whether (C1 ), (C2) and (C3) are sufficient for existence of solutions to (1) .
