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UV Emission Processes in Planetary Atmospheres 
by Electron Impact:  Titan UVIS Airglow Observa-
tions.  J. M. Ajello1, R. S. Mangina1, C. P. Malone1, P. 
V. Johnson1, M. Stevens2, L. Esposito3, H. Abgrall4, 
and E. Roueff 4. 
1Jet Propulsion Laboratory (Pasadena, CA 91109; ja-
jello@mail.jpl.nasa.gov), 2Naval Research Laboratory 
(Washington, DC 20375), 3Univ. Colorado (Boulder, 
CO 80303), 4Observatoire de Paris (92195 Meudon 
Cedex, France; herve.abgrall@obspm.fr). 
 
Introduction:  Ever since the Voyager 1 (VI) en-
counter with Saturn in 1980, the extreme ultraviolet 
(EUV) airglow of Titan has challenged attempts to 
explain its spectral content. Because of its similarity to 
optically thin laboratory spectra of electron impact on 
N2 [1], most analyses of the VI UV-Spectrometer data 
indicated that Titan’s EUV airglow was dominated by 
the c4′(0,0) band near 958 Å and the c4′(0,1) band near 
980 Å [2]. The Cassini UV Imaging Spectrograph 
(UVIS) observations reveal that the c4′(0) → X(0) vi-
brational band near 958 Å is suppressed and that N I 
multiplets near 953.2 and 964.5 Å are present [3]. 
Laboratory Results:  We used our laboratory pro-
gram to model the first UV airglow observations of 
Titan’s atmosphere by the UVIS on Cassini. The EUV 
spectrum consists of three N2 band systems (b 1Πu,      
b′ 1Σu+, and c4′ 1Σu+ → X 1Σg+), while the far ultraviolet 
(FUV) spectrum consists mainly of one band system   
(a 1Πg → X 1Σg+). These identifications are based on 
laboratory high resolution spectra shown in Fig. 1. The 
excitation of the N2 Rydberg and valence states present 
in the EUV plays an important role in establishing the 
composition of the Titan atmosphere. 
For the purpose of interpreting the astronomical 
observations of Io by the Cassini Imaging Science 
Subsystem (ISS), the electron-excited middle ultravio-
let (MUV) and visible-optical-near-infrared (VOIR) 
emission spectrum of SO2 from 2000–11000 Å has 
been generated and studied in our laboratory. Based on 
laboratory spectra, the Cassini ISS observations of Io 
equatorial glows using the near-UV filters agree with 
their interpretation of molecular SO2 emissions [5]. 
At high resolving power (λ/∆λ=10000), we have 
measured the electron-impact induced fluorescence 
spectrum of H2 from 3300–10000 Å. We have ana-
lyzed the VOIR emission spectrum under optically-
thin and single-scattering experimental conditions. The 
high-resolution spectrum contains the gerade Rydberg 
series of singlet states (i.e., EF 1Σg+, GK 1Σg+, HH ¯ 1Σg+,    
I 1Πg, J 1∆g, ··· → B 1Σu+, C 1Πu) and the Rydberg series 
of triplet states dominated by d 3Πu, k 3Πu, j 3∆g → a 
3Σg+. Our model [6] VOIR spectrum of H2 from 7500–
10000 Å, based on calculated transition probabilities 
and line positions including rovibrational coupling for 
the singlet gerade states, is in agreement with the ob-
served intensities. Molecular models used in the inter-
pretation of low resolution Galileo spectra, medium 
resolution HUT spectra, and high resolution FUSE and 
HST UV spectra of Jupiter make use of our H2 cross 
sections and ƒ-values to an error of less than 7% [7,8]. 
Summary:  Recent Planetary Atmospheres appli-
cations of spectra and electronic cross sections result-
ing from this program have been the basis for:  1) the 
analysis of the UVIS observations of the Saturn aurora 
[7], 2) the analysis of the Jupiter millennium aurora 
observations [8] and the analysis of the Cassini Io visi-
ble aurora observations by the ISS [5], and 3) calibra-
tion of flight UV Spectrometers on the Cassini Orbiter 
[7]. 
References:  [1] Ajello, J. M., et al, (1989) Phys. 
Rev. A., 40, 3524-3556.  [2] Broadfoot, A. L., et al, 
(1981) Science, 212, 206-211.  [3] Ajello, J. M., et al, 
(2007) Geophys. Res. Lett., in press.  [4] Stevens, M., 
(2001) J. Geophys. Res., 106, 3685-3689.  [5] 
Geissler, P., et al, (2004) Icarus, 172, 127-140.  [6] 
Aguilar, A., et al, (2008) Ap. J., in press.  [7] Esposito, 
L., et al, (2004) Space Science Rev., 115, 299-361.  [8] 
Ajello, J., et al, (2005) Icarus, 178, 327-345. 
Fig. 1.  Model fit to UVIS spectrum (black) from 
13 December 2004. The regression model (red) has 
three vectors:  1) 20 eV (photo)electron excited N2 
laboratory spectrum with the optically-thin c4′(0)–
X(0,1,2) progression removed (blue), 2) relative 
intensity of the c4′(0)–X(0,1,2) optically-thick 
model (green) [4], and 3) photodissociative ioniza-
ton production of the atomic N and N+ lines (ticks).
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COMPARATIVE ATMOSPHERES OF EARTH-LIKE BODIES:  TITAN, MARS
AND VENUS
S. K. Atreya 
 
Whereas the composition of Jupiter reflects the constitution of the primordial solar 
nebula, the same cannot be said of the terrestrial bodies. Unlike Jupiter, the most volatile 
of the gases, hydrogen, helium and neon are largely absent due to their rapid escape from 
these relatively light objects. On the other hand, quite massive atmospheres did form 
around Mars, Venus and Titan.  However, in contrast with the giant planets, the present 
atmospheres of Titan, Mars and Venus are secondary. Nitrogen was derived from 
ammonia, but volcanism may have played a bigger role on Mars and Venus than Titan. 
Methane—a trace constituent of the Earth’s atmosphere and possibly also of Mars—is 
only second to nitrogen on Titan. Considering its significance for life and habitability—
methane is a potential biomarker—it is important to understand the origin and fate of this 
molecule. The aeolian processes on Mars may result in a unique electrochemistry that 
could impact the fate of surface organics and minor atmospheric constituents including 
methane if present. In this talk, I will discuss how comparative studies of the composition 
and chemistry of Titan, Mars and Venus systems can help address such fundamental 
questions as the formation of these bodies and the origin and evolution of their 
atmospheres.     
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Io's Atomic and Molecular Atmosphere: Auroral Emissions and the 
Electrodynamic Interaction 
 
Fran Bagenal, Peter Delamere, Vincent Dols 
LASP, University of Colorado, Boulder  
 
Io is the archetype of a tenuous atmosphere embedded deep within a magnetosphere. 
Io?s atmosphere is tightly coupled to Jupiter?s magnetosphere, and the resulting 
magnetosphere/atmosphere interaction both directly and indirectly contributes to 
roughly 1 ton of plasma added to Jupiter?s inner magnetosphere per second. Much of 
the plasma stems from extended clouds of atomic oxygen and sulfur, though Io?s 
atmosphere is thought to be dominated by molecular SO2 and other molecular species 
(i.e. SO and S2) vented from Io?s numerous volcanoes.  
 
The distribution of atomic and molecular species in Io?s atmosphere is poorly 
understood. Untangling Io?s atmosphere requires a multifaceted approach that 
combines multi-species chemistry with a self-consistent approach to the complex 
electrodynamic interaction. One of the most impressive observable signatures of Io?s 
atmosphere are the ultraviolet equatorial aurora (i.e. 1356 A OI emission). These 
aurorae occur where Jupiter?s magnetic field is tangent to Io?s atmosphere, suggesting 
that the OI emissions are excited by the complex electrodynamic interaction. However, 
the atmospheric composition cannot be uniquely determined since the OI 1356 A 
emissions can be caused by direct excitation of the atomic species (O), or dissociative 
excitation of the molecular species (e.g. SO2, SO).  
 
We are carrying out a comprehensive investigation of Io?s atmosphere by addressing 
the following questions: 
 1) What is the cause of Io?s equatorial aurora--thermal torus electrons or field-
aligned electron beams?  
 2) What constraints do auroral emissions put on the spatial distribution of 
molecular and atomic species in Io?s atmosphere?  
 3) How do the dissociated products of SO2 contribute to the extended atomic 
neutral clouds?  
 
Our approach pulls together various components of the system:  
 A) multi-species chemistry and the production of plasma near Io (studied with 
data from the Galileo flybys of Io and a time-dependent multi-species chemistry model),  
 B) self-consistent electrodynamic modeling of the plasma/neutral interaction 
(studied with a hybrid code combined with inputs from the physical chemistry model),  
 C) the role of field-aligned electron beams in the production of plasma and 
auroral emissions in Io?s atmosphere (studied with a time-independent electron 
transport model).  
All three components need to be combined to understand the composition and spatial 
distribution of atomic and molecular species in Io?s atmosphere. 
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CONVECTION, CLOUDS AND PRECIPITATION ON TITAN SIMULATED WITH THE TITAN 
REGIONAL ATMOSPHERIC MODELING SYSTEM (TRAMS).  E. L. Barth1 and S. C. Rafkin1, 1Southwest 
Research Institute, 1050 Walnut Street, Suite 300, Boulder, CO 80302 (ebarth@boulder.swri.edu). 
 
 
Introduction:  The appearance of clouds in Titan‘s 
atmosphere is now established through more than a 
decade of observations. Common heights and changes 
over short timescales, particularly in the South Polar 
clouds, point to a convective origin. Convective clouds 
on Titan may play an important role in climate dynam-
ics, atmospheric chemistry, and the overall volatile 
cycle.  We continue our study of the formation and 
evolution of these clouds using the Titan Regional 
Atmospheric Modeling System (TRAMS).  TRAMS is 
a three-dimensional, time-dependent, coupled fully 
compressible dynamic and microphysical model capa-
ble of simulating methane and ethane clouds in Titan’s 
atmosphere.  In initial model tests over a two-
dimensional domain, a warm bubble or random tem-
perature perturbations trigger a parcel of air to rise.  
For an environment characteristic of the Huygens 
landing site, there is insufficient convective available 
potential energy (CAPE) for convective clouds to 
form, however the model produces a layer of strati-
form clouds at altitudes near 10 km.  For simulated 
environments with a higher surface humidity, convec-
tive clouds form.  Cloud tops range in altitude from 25 
to 40 km, depending on factors such as methane envi-
ronment and efficiency of cloud particle coalescence.  
Coalescence of cloud particles allows for particle 
growth to exceed millimeter radii.  For sufficiently 
moist environments, these raindrops will reach the 
surface. 
 
Convection:  Figure 1 characterizes the amount of 
energy available for convection in Titan’s atmosphere 
and describes the path of an air parcel when triggered 
to rise from the surface.  Unsaturated parcels follow an 
adiabat and constant (CH4-N2) mixing ratio line.  Once 
saturated, the parcel follows the moist adiabat.  Stabil-
ity is determined by comparing the parcel temperature 
to that of the environment when initially lifted.  Forced 
lifting allows for condensation at the lifting condensa-
tion level (LCL).  With further forced lifting, the par-
cel becomes warmer than the environment at the level 
of free convection (LFC).  The total integrated tem-
perature difference (area between the parcel and envi-
ronment temperature curves) is the convective avail-
able potential energy (CAPE).  CAPE values for the 
three cases (blue lines) shown in Figure 1 have a 
maximum around 900 J/kg and so are classified as 
only marginally unstable by terrestrial standards.  For 
the Huygens landing site there is only about 60 J/kg of 
CAPE. 
 
   Figure 1. A skew T log P thermodynamic diagram 
for Titan’s troposphere.  The red and green lines show 
a sounding; red=temperature, green=methane mixing 
ratio.  Other lines are: isobars (solid black), isotherms 
(solid purple), adiabats (dashed black), moist adiabats 
(solid orange), and constant mixing ratios (dotted 
green).  The blue lines show the path of a parcel as-
suming three different methane surface humidities (left 
to right: 40%, 50% and 60%).  CAPE is shaded in yel-
low for all three cases. 
 
 
Clouds and Precipitation:  The amount of rainfall 
produced by a single cloud event is largely a function 
of the particle size.  The vertical extent of the clouds is 
also tied to the maximum size of the cloud particles.  
Figure 2 compares the spatial extent of clouds formed 
from the three cases described in Figure 1 and the ef-
fects of particle growth through gravitational collec-
tion.  Particle growth through condensation of methane 
results in a distribution which peaks with radii of a few 
hundred microns.  To grow particles larger than 1 mil-
limeter in radius, it is necessary to invoke gravitational 
collection.  The collection kernel is given by: 
 
    Kcoll = Ecoal Ecoll π (r1 + r2)2 | vf1 – vf2 |        (1) 
 
where r1 and r2 are the radii of the two colliding parti-
cles which fall with velocities vf1 and vf2, respectively.  
The collection efficiency is the product of the effi-
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ciency of collisions (Ecoll) and probability that the col-
lision will result in coalescence (Ecoal).  Much of the 
efficiency data that exists for atmospheric modeling is 
for water droplets and so may not be applicable to the 
hydrocarbon cloud droplets on Titan due to differences 
in surface tension and viscosity.  Studies from the fuel 
industry which deal with compounds more suited for 
Titan atmospheric studies use a formulation for coales-
cence efficiency based on the Weber number, which is 
the ratio of inertial to viscous forces acting on the par-
ticle.  Figure 3 compares rainfall accumulation for 
changes in coalescence efficiency for a case with 
methane humidity of 50%, 5 hours after initial cloud 
formation.  Approximate centimeters of methane can 
be found by dividing the accumulated rain (in the 
given units) by a factor of four. 
 
 
 
Figure 2. Table comparing the effects of coalescence 
and methane abundance on the appearance of convec-
tive clouds.  Each row is constant methane abundance 
(40%, 50%, 60% from top down) and each column is 
constant coalescence efficiency (0%, 50% and 100% 
from left to right).  The x-range for each plot shows 
the entire domain of 400 km; each y-axis runs from the 
surface to 40 km.  The freezing point of a liquid meth-
ane-nitrogen mixture (T=80.6 K) is also shown (at 
approximately 15 km altitude). 
 
 
 
Figure 3. Accumulation of methane raindrops on the 
surface at 5 hours after cloud formation in an envi-
ronment with 50% methane humidity.  The curves 
compare the effects of coalescence, from top to bot-
tom, all collisions result in coalescence (Ecoal=100%), 
Ecoal calculated from the Weber number, using terres-
trial lab data, 50% coalescence, and no coalescence 
(Ecoal=0%). 
 
Conclusions:  Remote observations cannot see the 
microphysical processes at work in the clouds yet 
these processes influence the lifetime and appearance 
of the clouds.  Microphysical modeling can help con-
strain some of these parameters.  Simulations with 
TRAMS have shown a wide variety in cloud morphol-
ogy merely by varying a few unconstrained parameters 
such as coalescence efficiency and methane abun-
dance.  Additional lab data on the collision and coales-
cence of hydrocarbon droplets would be of great use to 
these studies. Then simulations such as those described 
here could in turn be used to place reasonable con-
straints on  Titan’s methane environment. 
 
Additional Information:  This work was funded 
through NASA’s Planetary Atmospheres research pro-
gram.  A further description of TRAMS and results 
from initial model simulations can be found in, Barth, 
E.L. and S.C.R. Rafkin 2007. TRAMS: A new dy-
namic cloud model for Titan’s methane clouds, Geo-
phys. Res. Lett. 34, L03203, 
doi:10.1029/2006GL028652. 
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THREE DIMENSIONAL MODELING OF THE ATMOSPHERE OF ENCELADUS AND ITS 
INTERACTION WITH THE MAGNETOSPHERE OF SATURN.  M. Benna1 and W. T. Kasprzak1, 1NASA 
Goddard Space Flight Center (Code 699, Greenbelt Road, Greenbelt, MD 20771 – E-mail: Me-
hdi.Benna.1@gsfc.nasa.gov,Wayne.T.Kasprzak@nasa.gov). 
 
 
Introduction: The numerical modeling of the in-
teraction between the atmosphere of Enceladus and the 
Kronian magnetosphere is a complex problem due to 
the diversity of the physical and chemical mechanisms 
involved in shaping the environment of this icy moon. 
The Kronian magnetosphere at the orbital distance of 
Enceladus can be seen as a supersonic, sub-Alvenic 
plasma co-rotating with Saturn and embedded in the 
strong magnetic field of the planet. The water vapor 
released from the south pole terrain adds to the neutral 
atoms and molecules that are sputtered from the sur-
face of Enceladus by energetic ions, photons and 
through meteoroid bombardment to form a tenuous 
supersonic expanding neutral atmosphere. The released 
neutral gas is partially ionized and dissociated by EUV 
radiation, charge exchange and electron impact ioniza-
tion. The created ions are picked up and a weak "mass 
loading" phenomenon forms in which mass, momen-
tum, and energy are exchanged between the Kronian 
plasma and the original atmosphere of Enceladus. 
In this paper we present the latest results of the 
three-dimensional multi-fluid model of the interaction 
between Enceladus and the magnetosphere of Saturn. 
This model is based on the numerical code initially 
developed to simulate cometary atmospheres. It is de-
signed to use the capabilities of highly parallel super-
cluster computers [1]. 
Modeling of the atmosphere of Enceladus: We 
have developed the Enceladus Atmosphere Model 
(ENCAM), a multifluid code that computes equilib-
rium solutions to simulate the interaction between the 
magnetosphere of Saturn and the exosphere of Encela-
dus. The ENCAM code employs a two-fluid model. In 
this model, ions and neutrals are considered to be two 
separate fluids that interact with each other by means 
of the following: 
1. Chemical reactions that produce or consume spe-
cies at specific rates; 
2. Mutual elastic collisions that transfer momentum 
and energy from one fluid to another; and 
3. Magnetic field coupling. 
To numerically solve the multi-fluid governing 
equations (figure 1), we have developed a multi-stage 
finite-volume explicit central scheme using the total 
variation diminishing Lax-Friedrichs (TVDLF) solver. 
A detailed presentation of the multifluid MHD govern-
ing equations and the TVDLF solver is provided in [1] 
and [2]. 
In the current simulation we investigate more pre-
cisely the structure of Enceladus' tenuous atmosphere 
in the light of the recent data gathered by the Cassini 
spacecraft during its flybys of this icy moon. The 
model takes into account a neutral plume emission 
from the southern polar terrain as an explanation of the 
density peaks detected by the Cassini Ion Neutral Mass 
Spectrometer (INMS) [3]. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure-1: Modeled ion density (normalized to the den-
sity of the co-rotating magnetospheric ions). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure-2: Modeled water density profile and compari-
son with the INMS data recorded along the Cassini 
trajectory near its closest approach of Enceladus. The 
data are derived from [2]. 
 
References: 
[1] Benna M et al. (2004) ApJ, 617, 656-666. [2] 
Benna M. and Mahaffy P (2006) PSS, 55, 1031- 1043. 
[3] Waite J. H. et al. (2006) Science, 311, 1419-1422. 
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Modeling Gas-Phase Chemistry in Cometary Atmospheres 
DANIEL C. BOICE 
Southwest Research Institute, San Antonio, TX  USA 78238 
Abstract.  Gas-phase chemistry is central to understand the physics and chemistry of 
comets.  Photochemistry is a major source of ions and electrons that further initiate key 
gas-phase reactions, leading to the plethora of molecules and atoms seen in cometary 
atmospheres.  The relevant physico-chemical processes are identified within a modeling 
framework to understand observations and in situ measurements of comets (e.g., Halley, 
Borrelly, Hyakutake, Hale-Bopp, Tempel 1, Wild 2) and to provide valuable insights 
into the intrinsic properties of their nuclei.  Details of these processes are presented, from 
the collision-dominated inner coma to the solar wind interaction region.  This extensive 
modeling effort to investigate these important cometary processes is highly relevant to 
ground-based observations of comets and past, on going, and future spacecraft missions 
to these primitive objects. 
Keywords: Comets – Atmospheric Chemistry, Comets – Nucleus Composition, 
Comets – Plasma and Ionosphere, Gas-Phase Chemistry, Photochemistry, Electron 
Impact Reactions. 
 
Physico-chemical modeling is important to understand the nature and processes 
relevant to comets [1].  Photochemistry is the major source of radicals and plasma that 
further initiate key gas-phase reactions, leading to the plethora of molecules and atoms 
seen in their comae.  The effects of photoelectrons that react via electron impact 
reactions are important to the overall ionization, as originally discussed by Boice et al. 
[2] and recently revisited by Bhardwaj [3] and Boice and Wegmann [4].   Within this 
modeling framework, important physico-chemical processes can be identified to interpret 
observations and in situ measurements of comets and to provide valuable insights into 
the intrinsic properties of their nuclei. 
The results include thermodynamics (e.g., temperature and velocity structure) and 
photo- and gas-phase chemistry (e.g., composition, gas and electron energetics) 
throughout the cometary atmosphere.  Details of these processes are illuminated, from 
the collision-dominated inner coma to the solar wind interaction region.  The results 
include temperature and velocity structures, gas and electron energetics composition, and 
photo- and gas-phase chemistry throughout the cometary atmosphere. This model 
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 successfully accounted for the Halley water-group chemistry and composition [5, 6]. 
Other recent model results are generally consistent with in situ measurements of the 
PEPE instrument onboard the Deep Space 1 Mission to comet Borrelly [4], S2 in comet 
Hyakutake [7, 8], and observations of C2, C3, and NS in comet Hale-Bopp [9, 10, 11]. 
This extensive modeling effort to investigate these important cometary processes is 
highly relevant to past, on going, and future spacecraft missions comets and Earth-based 
observations of these primitive objects. 
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ABSTRACT 
 
An international team of laboratory spectroscopists are working in concert to support 
remote sensing of planetary atmospheres and Titan.   An overview of high resolution 
laboratory investigations will be presented for spectral bands from the rotational 
wavelengths into the near infrared. The studies include measurements and theoretical 
analyses of the line positions, intensities and/or broadening coefficients needed to 
improve the spectroscopic databases required for planetary applications. The molecular 
studies include water (H2O) broadened by carbon dioxide in the far- and mid- infrared; 
positions, intensities, broadening and line mixing of  carbon dioxide (CO2) in the near-
IR;  broadening and line mixing of methane in the mid- and near-IR; frequencies of  
methyl cyanide (CH3CN) in the rotational region and line positions, intensities and 
nitrogen broadening of  methyl cyanide in the low fundamental bands; global theoretical 
modeling of the phosphine (PH3) parameters; and frequencies of acetaldehyde 
(CH3CHO),  methylamine (CH3NH2) and deuterated acetylene (HCCD, DCCD) in the 
rotational region.  
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TRACE COMPONENTS OF EUROPA’S ATMOSPHERE 
T. A. Cassidy, R. E. Johnson 
 
I will discuss estimates of trace components of Europa's atmosphere based on knowledge of the surface 
composition and radiation processing of the surface.  Such research is needed to prepare for a mission to 
Europa, of the sort considered by both ESA and NASA.  Europa’s atmosphere, though tenuous, has been 
detected by Earth-based telescopes. Its O2 atmosphere was detected from Earth orbit and its much thinner 
alkali atmosphere was detected by ground-based telescopes. Many other species are expected based on 
surface reflectance spectra, such as H2O, Sn, SO2, CO2, H2O2. Previous theoretical studies and observations 
of the atmosphere produced important conclusions about the surface and its interaction with the Jovian 
magnetosphere, such as the astrobiological implications of O2 production, and observations that reveal that 
alkalis sputtered from Europa’s surface likely originate from Europa’s interior.   The modeling and 
detection of minor components could reveal much more.  Of particular interest is the detectability of these 
species with an orbiting mass spectrometer or more distant light spectrometer.  I will discuss the issues 
involved in the modeling of these as-yet-undetected components. I will present tentative maps of column 
density and discuss issues that need to be addressed to properly model each component, such as sticking 
probability and redistribution. 
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Introduction:  Jupiter's 5-micron hot spots are ar-
eas in the equatorial region of the planet that emit 
strongly in the 5-micron infrared window, indicating 
that thermal radiation from as deep as 8 bars is escap-
ing upwards into space. These hotspots have been ob-
served by numerous telescopic and spacecraft remote-
sensing observations, and their relevance in Jovian 
atmospheric studies was strengthened by in-situ obser-
vations made by the Galileo entry probe as it made its 
descent through the southern fringes of a hotspot. 
Various studies have concluded that hotspots are likely 
a manifestation of an equatorially trapped Rossby 
wave [1-4]. 
The entry probe data indicated that trace constitu-
ents such as NH3, H2S, and H2O were depleted with 
respect to expectations of their abundance levels at 1 
to 10 bars from formation models [5]. Water, in par-
ticular, was severely depleted below the expected level 
of up to 10 times solar abundance below the water 
cloud deck at ~5 bars, as it only measured a level of 
0.3 times solar at 19 bars before the probe ceased func-
tioning. These results  have suggested that dynamics 
have a strong role in driving the hotspots. Simulations 
by Showman and Dowling [4] have demonstrated that 
hotspots are areas of local subsidence that advect dry 
air from altitude and cause the depletion in trace con-
stituents observed by the probe. However, the degree 
of pressure perturbation achieved by these simulations 
is insufficient to explain the complete probe observa-
tions. 
 Using the latest version of the EPIC general circu-
lation model [6], we perform numerical simulations of 
the Jovian atmosphere in an attempt to further under-
stand the observations returned by the Galileo entry 
probe. The latest model allows for simulations explor-
ing greater pressures that could not be explored by the 
earlier simulations due to technological constraints. By 
utilizing the latest model we hope to address the issue 
of whether or not hotspots can produce local down-
drafts of sufficient strength or whether more regional 
or perhaps global tropospheric depletion of water va-
por is necessary. 
 
Model Setup:  We model Jupiter's atmosphere by 
numerically solving the fully nonlinear hydrostatic 
primitive equations with the EPIC finite-difference 
general circulation model. Our model's domain extends 
from ±40 degrees in latitude and 120 degrees in longi-
tude with free-slip rigid wall and periodic boundary 
conditions, respectively. The resolution of the model is 
128 x 90 gridpoints, or approximately 0.9 degrees. The 
model is set up with twelve layers ranging from 0.01 
bar to 40 bar; the bottom layer represents the abyssal 
atmosphere with fixed winds and pressure gradients 
that affect the eleven active layers above. Artificial 
constructs integrated into the simulation include en-
hanced Rayleigh drag that acts like a "sponge" in the 
two uppermost layers in order to reduce the reflection 
of upward propagating waves, a hyperviscosity term 
that acts to prevent numerical instabilities, and a New-
tonian cooling term that is negligible over the time-
scale of the simulation.  
Our simulations are initialized using the zonal-
wind velocity profile from Limaye [7]. The jets are 
assumed to be fully barotropic (i.e. constant with 
depth) at the start of the simulation, and thus any shear 
that subsequently develops is a consequence of the 
hotspots. We initialize hotspots by utilizing the built-in 
"spotmaker" feature of the EPIC GCM and injecting 
mass into the layers, causing isentropic surfaces to 
deflect downward. Although the "spotmaker" feature 
was originally designed to create vortices, we have 
modified it so that the model does not perform balanc-
ing on these perturbations and allows the model to 
evolve freely with a mass injection. A method to more 
precisely control the deflections in the isentropic sur-
faces is under development. 
We set up simulations with two different thermal 
profiles: the first profile is designed to be weakly 
stratified throughout most of the troposphere below 
200 mbar. This profile is designed to have a consistent 
Brunt-Vaisala frequency (N) of ~0.005 s-1and becomes 
neutrally buoyant (N ~ 0) below 10 bar. The second 
profile is also weakly stratified throughout most of the 
troposphere with N = 0.005 s-1, but adds a more stable 
layer at depth below 10 bar that extends to the bottom 
of the domain. This stable layer attains a Brunt-Vaisala 
frequency close to 0.01 s-1 and tests the finding that a 
region of stronger positive static stability is crucial to 
the existence of an equatorially trapped wave [4]. Both 
profiles feature strongly stratified stratospheres above 
200 mbar.   
 
Preliminary Results: We initialize the perturba-
tions to drive isentropic surfaces downward to result in 
an increase in pressure by nearly a factor of 10 (rela-
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tive to 1 bar). When placing perturbations at 7.5 de-
grees north latitude, our simulations are successful in 
reproducing structures that resemble the features seen 
in [3]: our perturbations slowly propagate eastward at 
a speed lower than that of the equatorial jet, so the 
perturbations themselves propagate westward relative 
to the jet. Furthermore, as seen in Fig. 1, winds enter 
the hotspot from its southwest and undergo descent, 
matching cloud-tracking observations from Galileo 
[8]. However, the morphology of the perturbation is 
stable for only 7-10 days before experiencing destruc-
tive interference with differing Rossby wave modes 
and interactions from a northern latitude band that 
force the perturbation to lose coherence. It should be 
noted that energy loss through vertical propagation of 
the wave may also be a factor in the dissipation of the 
hotspots, though the degree in which vertical propaga-
tion is important remains to be determined. By the end 
of the simulation run (~100 days), the winds are pri-
marily zonal, though weak signatures of the hotspots 
are sometimes seen when mapping the magnitude of 
the meridional wind. We are currently investigating 
the mechanisms that cause the simulated hot spots to 
decay. 
Although simulations using both thermal profiles 
can produce hotspots briefly, the thermal profile with 
the stable layer at depth is relatively more successful in 
confining the hotspots between 5 and 10 degrees north 
latitude and maximizing the time in which the hotspots 
remain coherent. This somewhat validates the finding 
from [4], but neither profile is successful at this time in 
keeping the perturbations stable for their observed 
lifetimes.  
 
 
 
Figure 1. Potential temperature (θ) on a 3.4 bar 
isobaric surface, after 21 Earth days of simulation. The 
orange/red areas are the simulated hotspots, as positive 
θ anomalies are equivalent to positive pressure deflec-
tions (downwelling) on an isentropic surface. The 
range of θ variation in this figure is 2.3 K. 
 
Future Tests:  In addition to addressing how pre-
vailing atmospheric conditions affect the simulation 
lifetimes of our model hotspots, we hope to address the 
question of whether or not the vertical wind shear ob-
served by the entry probe is specific to the local region 
of the hotspot or characteristic of the entire atmos-
phere. We are also planning determining if these new 
simulations reproduce the hotspot/plume cloud mor-
phology that has been observed. Finally, we hope to 
test several new temperature profiles that incorporate a 
waveguide in an effort to address the long-term stabil-
ity of the generated hotspots. 
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Introduction: The critical role of clouds within the 
Martian climate [1,2,3,4] has inspired the Mars model-
ing community to include water ice clouds in global 
climate studies.  However, simulation results depend 
strongly on cloud properties such as cloud particle size 
and number [5,6,7,8,9].  To properly model both cur-
rent and past Martian hydrological cycles an accurate 
assessment or prediction of cloud properties must be 
made. 
A laboratory study has been undertaken to measure 
critical cloud microphysical parameters, including the 
supersaturation needed for nucleation and growth rate.  
These findings are applied to the cloud scheme in the 
NASA Ames Mars General Circulation Model.   Re-
sults from the laboratory work and the impact of these 
findings on cloud modeling will be presented. 
Cloud Microphysics: Several cloud models which 
use well developed microphysical theory [5,6,7,10] 
have been developed for Martian clouds [5,6,7,8,9].  
With respect to the Martian cloud characteristics, in-
cluding number and size, the most important micro-
physical process is nucleation [5].   
Nucleation:  The process of nucleation describes 
the initial formation of a crystal spontaneously without 
a substrate (homogeneous nucleation) or on a dust 
grain or similar aerosol (heterogeneous nucleation). 
The homogenous nucleation of most vapors requires 
very high levels of saturation, as the energy barrier 
involved with forming clusters of molecules is high.  If 
a pre-existing surface is involved, as is the case with 
heterogeneous nucleation, the surface energy per mole-
cule is greatly reduced and the vapor saturation level 
needed to nucleate decreases by as much as two orders 
of magnitude from that of homogeneous nucleation. 
The rate at which nucleation occurs is dominated 
by the free energy associated with the initial water 
molecule cluster, or germ, formation, ∆F: 
    faF σpi 2
3
4
=∆        
where σ is the surface free energy of water ice, a is 
the critical germ radius and f is a factor that accounts 
for substrate geometry.  The factor f depends on the 
geometry of the substrate (e.g. particle radius) and a 
quantity known as the contact parameter, m.  The two 
parameters most critical to accurately model cloud par-
ticle nucleation are the contact parameter and the criti-
cal supersaturation. 
Contact Parameter:  The contact parameter can be 
thought of in a physical sense as the amount of contact be-
tween the dust grain and the water cluster.  A contact pa-
rameter of m = 1 represents perfect contact (a contact angle 
equal to zero) between the molecule and the substrate, and 
every vapor molecule which comes into contact with the dust 
grain will create a stable nucleus.  The roughness and micro-
scopic makeup of the nucleating surface can dramatically 
change the value of m.  Cloud properties, including cloud 
particle size and optical depth, are very sensitive to the value 
of the contact parameter.   
Supersaturation:  The critical germ radius and the 
free energy associated with forming this germ are 
strongly dependent on the level of water supersatura-
tion.  In general, for a given radius and contact angle, 
as the supersaturation increases, the free energy of 
germ formation decreases and the nucleation rate in-
creases quickly.  When the nucleation rate is of order 1 
sec-1 the supersaturation is said to be at the "critical 
saturation" for nucleation.  The nucleation rate is a 
strong function of the size of the particle on which nu-
cleation is occurring.   
Ultimately the supersaturation determines the 
smallest particle that will become a cloud particle.  For 
higher values of m, nucleation will occur at lower su-
persaturation.  Because of its strong dependence on the 
supersaturation, nucleation ultimately limits the num-
ber of particles and the size of the particles that can 
form within a water ice cloud.  
Nucleation Experiments: The first experiments 
were designed to determine the critical supersaturation 
for nucleation, from which the contact parameter can 
be derived. 
In these experiments, for a constant water vapor 
pressure (no inert bath gas was included), the sample 
was lowered in temperature (the sample temperature 
can typically be controlled to about 0.1K) while being 
monitored for ice growth using the infrared 
spectrometer.  Figure 1 shows an example of results 
from one of these experiments.  The point of nucleation 
is determined by monitoring the absorbance in the 
vicinity of the fundamental water ice band at 3 
microns. Once nucleation has begun, sample 
temperatures are increased until growth stabilizes (as 
monitored by FTIR) and the equilibrium water vapor 
pressure is determined.  The experimental conditions at 
nucleation and equilibrium provide S, the ratio of the 
nucleation pressure to the equilibrium pressure.  The 
critical saturation ratio can be used to determine the 
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contact parameter between the ice and the martian dust 
particles. 
Multiple runs of the experiment have been 
performed with three different samples, including just 
the silicon substrate, SiO2-rich Arizona Test Dust 
(ATD, a very well characterized sample), and a less-
characterized clay (Arizona smectite).  It was expected 
that the pure silicon and the clay would provide the 
upper and lower bounding cases.  These experiments 
were conducted at a number of partial pressures 
corresponding to a variety of martian conditions.  
Figure 2 shows a summary of results for the required 
saturation for nucleation (the critical saturation).  
Nearly all samples appear to have critical saturations 
greater than ~50%.  This is a surprising and potentially 
paradigm-shifting as it indicates that significant 
supersaturation is required for cloud formation, which 
not only effects when and where clouds form, but as 
described earlier, it also greatly affects the 
characteristics of the clouds themselves.  If the 
nucleating dust particles are ~5 µm, a supersaturation 
of 0.5 is indicative of a contact parameter of 
approximately 0.45.  Typically much higher contact 
parameters are used in Mars cloud modeling, with 
values of m = 0.95 being very common [5,6,7].  Most 
Mars General Circulation Models now include water 
cycles, however, very few of these models contain 
cloud models with sufficient sophistication to capture 
the effects of microphysics.  A cloud model has been 
incorporated into the NASA Ames GCM that includes 
the processes of nucleation and condensation and can 
model the effect of changes in the critical saturation 
and contact parameter.  Initial simulations using this 
model and the measured critical saturation and derived 
contact parameter show significant differences in the 
predicted hydrological cycle from simulations done 
with more traditional values of S, m and α.  For, 
example, when m is lowered from m=0.95 to m=0.5, 
cloud particles are in general larger and the overall 
water cycle dryer. 
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Figure 1. Shown is an example of a nucleation/growth 
experiment (see text). Temperature (red) is plotted on 
the right axis. Supersaturation ratio (green) and area 
of the infrared band measuring water ice amount 
(black) are plotted on the left axis. 
S vs T
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
153 158 163 168 173 178 183
Temperature (K)
Sa
tu
ra
tio
n
 
R
at
io
Figure 2. Initial experimental results showing the 
measured saturation ratio as a function of sample 
temperature.  Three samples are shown: Silicon 
substrate only (green), Arizona Test Dust (red), 
and a Arizona smectite (blue).  The curve-fits are 
for the silicon (solid line), ATD (dashed-dot line) 
and smectitite (dashed). 
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Introduction:  Missions to Mars will be part of 
America’s space program for decades.  While the exact 
structure of the program is still open to discussion, 
clearly numerous missions will occur, and planetary 
researchers will have the opportunity to study the at-
mosphere of Mars in a level of detail previously re-
served exclusively for terrestrial investigations.  To 
prepare for these opportunities and assist in the justifi-
cation and design of atmospheric science mission in-
struments, we began a laboratory effort to quantify and 
characterize what we predict will be among the intense 
nightglow emission sources in the Martian atmosphere, 
namely vibrationally excited OH.  Intimately con-
nected with water on Mars, the intense infrared emitter 
OH can potentially monitor atmospheric changes, cir-
culation and gravity waves, and atmospheric composi-
tion, density, and local temperature.  Such measure-
ments are used routinely to characterize the Earth’s 
atmosphere. 
The presence of water and ozone in the Martian 
atmosphere suggests that we consider what can be pre-
dicted by analogy with the Earth’s nightglow.  Emis-
sion from OH in the Meinel ground-state vibrational-
band system is one of the most prominent features in 
the terrestrial nightglow.  This system covers the spec-
tral range 500–2000 nm, with the strongest bands in 
the infrared above 1 micron.  Estimates of the total 
band intensity range from 0.6 to 4.5 MR.  The source 
of this emission is the reaction between H atoms and 
O3 that generates O2 and OH(υ = 6-9).  The nascent 
vibrational distribution  extends up to the thermody-
namic limit for this very exothermic reaction.  The 
υ = 6-9 OH molecules then relax to lower vibrational 
levels, and ultimately the lower levels carry the strong-
est emission bands in the Earth’s atmosphere. 
Models for the intensity and spectral distribution of 
the OH emission require detailed kinetic information 
on the collisional relaxation of OH with CO2 at the 
temperature of the atmosphere of Mars.  In 2005, Gar-
cía Muñoz et al. [1] published a model incorporating 
the best available laboratory data.  A significant frac-
tion of the laboratory data was measured in our labora-
tory at SRI [2-6] and the rest was measured at AFRL 
[7].  Unfortunately, all the experimental data for CO2 
was at room temperature except for an SRI investiga-
tion for υ = 10 [8] and significant gaps existed in the 
vibrational level dependence of the rate constants. 
In this work, we report on two laser-based experi-
ments.  The first measures the temperature dependence 
of the removal rate constant for OH in υ = 3 and 4 
with CO2 while the second confirms SRI’s earlier 
measurement of the collisional removal rate constant 
for OH(υ = 9) with CO2 [2]. 
Experimental Approach and Results:  The gen-
eral experimental approach in this work uses the nano-
second pulse (248 nm) from a KrF excimer laser to 
photodissociate ozone in an O3/H2/CO2/N2 mixture and 
a second laser pulse to probe the vibrationally excited 
OH that is chemically produced in this mixture by la-
ser-induced fluorescence (LIF).  By changing the rela-
tive gas composition collisional energy transfer rate 
constants can be extracted 
OH(υ = 3 and 4) low temperature experiments.  
We understand the system extremely well based on 
previous SRI studies of OH removal by O atoms [9]. 
In this system, a small fraction of the O(1D) reacts with 
H2 generating a small quantity of vibrationally excited 
OH, before being deactivated to O(3P) by either the N2 
or CO2.  The vibrationally excited OH is then colli-
sionally deactivated by the species in the system.  The 
major species, N2, is extremely slow at relaxing 
OH(υ), [10] and the other species will be present at 
much lower concentrations than CO2.  By following 
the intensity of the LIF versus the time delay between 
the photolysis laser pulse and the probe dye laser 
pulse, we monitor the time evolution of OH(υ = 3 and 
4) determining the effect of collisions with CO2.  By 
fitting the experimental data to a single exponential, 
we can extract the collisional removal by CO2.  From 
the shape of the OH(υ = 3) signal, we can estimate the 
amount of collisional cascading from υ = 4 to υ = 3.  
Measurements with CO2 collider have been performed 
from room temperature down to 170 K.  The signals in 
this system are large and are yielding very accurate 
rate constants.  To prevent O-atom collisions from 
affecting the CO2 results, we work at low ozone pres-
sure and high CO2 pressure.  The details of the extrac-
tion of the rate constants from the experimental data 
will be included in a journal manuscript that currently 
is in the early stages of preparation. 
We obtained a rate constant for OH(υ = 4) with 
CO2 at room temperature of (6.4 ± 0.3) × 10-12 cm3s-1, 
where the experimental uncertainty is two standard 
deviations.  We were concerned since this value dis-
agreed with the experimental value of Dodd et al.[7] 
25Workshop on Planetary Atmospheres
from 1991 of (2.8 ± 1.0) × 10-12 cm3s-1.  We performed 
numerous experimental checks and tests and continue 
to obtain an experimental result that is at least a factor 
of two larger than the 1991 Dodd et al. value.  To see 
if this deviation persisted to other measurements and 
vibrational levels we performed studies at room tem-
perature for OH(υ = 3) with CO2.  For that vibrational 
level in OH we obtained a collisional removal rate 
constant of (1.9 ± 0.5) × 10-12 cm3s-1 which is over a 
factor of four slower than that obtained for υ = 4.  This 
result is in good agreement with the Dodd et al. [7] 
value of (1.4 ± 0.5) × 10-12 cm3s-1.  Based on the 
agreement for the results for υ = 3 and the large differ-
ence for υ = 4, we conclude that the 1991 measure-
ments of Dodd et al. [7] were complicated by colli-
sional cascade from higher vibrational levels in OH 
generated by their less state specific production 
method.  The new rate constant for OH(υ = 4) with 
CO2 means that for a given atmospheric composition, 
the emission intensity from υ = 4 will be over a factor 
of two weaker than previously predicted using the 
slower rate constant. 
The only previous measurement on the temperature 
dependence for CO2 relaxation of vibrationally excited 
OH was performed in our laboratory several years ago 
for OH(υ = 10) [8].  We found that the rate constant 
was about 30% faster at ~225 K compared to room 
temperature.  While significant in showing that the 
removal rate constant may increase in low tempera-
tures the results are not directly applicable to the vibra-
tional levels of OH chemically produced in planetary 
atmospheres.  In this work, we used an experimental 
apparatus that was capable of temperatures down to 
~170 K when cooling with liquid nitrogen.    For 
OH(υ = 4) with CO2 at ~170 K we obtained a colli-
sional removal rate constant of 
(9.6 ± 1.0) × 10-12 cm3s-1.  For OH(υ = 3) with CO2 at 
~170 K we obtained a collisional removal rate constant 
of (3.1 ± 0.5) × 10-12 cm3s-1.  Both of these rate con-
stants show an increase of around 50% over the tem-
perature range.  This increase is similar in magnitude 
to that observed in the previous results for OH(υ = 10) 
for a smaller temperature range. 
The last group of experiments were to evaluate the 
pathways for the relaxation of OH(υ = 4) via a detailed 
study of the shape of the temporal evolution of 
OH(υ = 3).  The experiments produced data with ex-
cellent signal-to-noise, however, the analysis is sig-
nificantly more complicated than a single exponential 
fit.  The analysis is still in the early stages.  To synthe-
size the temporal evolution of OH(υ = 3) under our 
experimental conditions, we have put together a ki-
netic model with the best rate constants and vibrational 
level specific channels possible.  Qualitatively, it ap-
pears that a large fraction of the OH(υ = 4) relaxation 
with CO2 goes through a single quantum relaxation to 
produce an OH(υ = 3).  Currently, we are performing 
studies under more experimental conditions and are 
evaluating different quantitative procedures to extract 
the branching ratio. 
OH(υ = 9) rate constant.  In the above approach if 
one does not photodissociate all of the ozone the reac-
tion of hydrogen atoms with the remaining ozone gen-
erates OH in high vibrational levels.  By changing the 
relative amounts of O3 and CO2 and monitoring the 
OH(9) population via LIF, we obtain the relative rate 
constants for the two species.  Using the recently 
measured rate constant for O3 by Nizkorodov et al. 
[11] we obtain a CO2 rate constant of 
(5.6 ± 1.4) × 10-11 cm3s-1.  This room temperature 
value agrees extremely well with the previous SRI 
measurement of (5.7 ± 0.9) × 10-11 cm3s-1 performed 
via a significantly different experimental approach [2]. 
Summary:  We have made new rate constant 
measurements for vibrationally excited OH with CO2.  
The results significantly improve our ability to predict 
the intensity of OH emission in the atmosphere of 
Mars.  Laboratory experiments addressing the path-
ways, other vibrational levels, and the temperature 
dependence will continue to improve the model. 
References:  [1] García Muñoz A. et al. (2005) 
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14CO2 LASER HETERODYNE MEASUREMENTS OF FREQUENCIES AND INTENSITIES OF ETHANE
NEAR 12 MICRONS.  J. D. Delgado1,3 , W. E. Blass2 , T. Hewagama1,3, and T. Kostiuk3, 1Department of Astron-
omy, University of Maryland, College Park, MD 20742.     jdelgado@umd.edu   , 2Complex Systems Laboratory, D e-
partment of Physics and Astronomy, University of Tennessee, Knoxville, TN 37996.     wblass@utk.edu   , 3NASA God-
dard Space Flight Center, Greenbelt, MD 20771.    theodor.kostiuk@gsfc.nasa.gov   .
Introduction: Analysis and interpretation of eth-
ane spectra near 12 µm from the stratospheres of the
outer planets and Titan measured from spacecraft
(Voyager IRIS, Cassini CIRS) and from ground based
observatories (e.g., [1],[2], [3],[4]) has always been
limited by the available accuracy of ethane molecular
parameters. Accuracy in the retrieval of abundance
distributions and temperature structure in the planetary
atmospheres observed is dependent on the knowledge
of the absolute band and line intensities in the spec-
trum measured. The absolute infrared intensities of
transitions in the 
€ 
ν 9  band of ethane have long been a
subject of controversy ([5], [6], [7], [8], and references
therein). Until recently, available line atlases
(HITRAN, GEISA, U. Tennessee/Goddard) did not
provide adequate parameter accuracy to properly ana-
lyze the high quality remote spectral data available
today. We will discuss recent laboratory measurements
and techniques that yield ethane line intensities with
uncertainties to better than 5% and line frequencies to
better than 0.0001cm-1.
The spectra were measured with a spectral resolu-
tion of 1 MHz (~0.00003 cm-1) using the NASA GSFC
Heterodyne Instrument for Planetary Wind And Com-
position (HIPWAC) in a laboratory setting (Fig. 1).
HIPWAC, in this environment, makes use of  a  black-
body source and a gas absorption cell. This resolution
permits retrieval of true line profiles of individual eth-
ane transitions at pressures well below 1 Torr. Abso-
lute frequency measurements were made relative to
14C16O2 laser lines (P(10) at 858.1583905 cm
-1  to P(32)
at 839.1958112 cm-1) whose line transitions are known
to ~10-12.
Experimental Setup: HIPWAC utilizes the infra-
red heterodyne technique, in which an infrared source
(black body emission transmitted through the gas filled
sample cell) is combined with a laser local oscillator
and focused on a photomixer, where the difference
frequency between the source and laser is retrieved and
analyzed. The difference frequency is in the RF region
of the spectrum and it preserves the intensity and infra-
red frequency information. Using these techniques
HIPWAC is able to achieve a very high spectral reso-
lution (λ/Δλ >106) and a high frequency specificity
(>10-8) in order to study low-pressure gases. The RF
spectra were retrieved using an Acoustic-Optical
Spectrometer (AOS) with a sampling interval of 1
MHz.
The detector/photomixer is a  liquid helium cooled
HgCdTe diode. The ethane used to fill the sample cell
was a research grade (99.96%) obtained from Mathe-
son Gas Products. The gas was contained in a 30 cm
straight-path cell with ZnSe windows. The gas pres-
sure was 0.709 Torr, as measured by a 1 Torr MKS
Baratron gauge, at a temperature of 26°C. Additional
measurements were also done at 1.4 Torr and 2.8 Torr.
Sample Spectra: The spectra acquired were fitted
using an IDL radiative transfer program (Hewagama et
al. paper in this Workshop). The quantum assignments
were identified using previous atlases (Tennes-
see/GSFC and GEISA). Below, we show an example
of the HIPWAC laboratory spectrum of C2H6 (black
trace) near the P18 (851.50514 cm-1) 14C16O2 laser tran-
sition.
The blue and red curves are spectra calculated using
the molecular spectroscopic parameters in the previous
version of the Univ. of Tennessee/GSFC and current
HITRAN line atlases, respectively. The differences
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between the spectra are clearly visible. Our measure-
ments also reveal lines that are not present in the cur-
rent atlases.
More Current and Future Work: Currently,
similar measurements are also being done on allene
and OCS. This technique will also be used to measure
pressure broadening and temperature dependence of
target species. In the future we will incorporate quan-
tum cascade lasers (QCLs) into our system in addition
to our CO2 gas lasers. Quantum cascade lasers are very
small solid-state devices with an output power of up to
100 mW. Their wavelength of operation can be se-
lected over a wider spectral region (6 to >12 µm) and
they provide limited tuning over the selected region.
References: [1] Kostiuk et al. (1987) Icarus 72,
394–410; [2] Kostiuk et al. (2005) Geophys. Res. Lett.
32, L22205, doi: 22210.21029/22005GL023897; [3]
Livengood et al. (1993) JGR-Planets 98, 18813-18822;
[4] Livengood et al. (2006) JGR-Planets 111, E11S90,
doi:10.1029/2005JE002669; [5] Gunson M. R. et al.
(1996) Geophys. Res. Lett., 23, 2333-2336; [6] Daunt
S. J. et al. (1984) Astrophys J. 280:921; [7] Henry L. et
al. (1983) J. Mol. Spectrosc. 100, 260; [8] Auwera J.V.
et al. (2007) Astrophys J. 662:750.
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Cometary Atmospheres 
N. Dello Russo, The Johns Hopkins University Applied Physics Laboratory,11100 Johns Hop-
kins Road, Laurel, MD 20723-6099, neil.dello.russo@jhuapl.edu. 
 
 
Comets are icy leftovers from the formation of the solar system about 4.5 billion years ago.  
Because they have been stored at cold temperatures and their interiors have been protected by an 
overburden of insulating layers, comets contain the most unaltered remnants from the birth of 
our solar system.  For this reason, determining their chemical composition and physical proper-
ties as well as how the composition and structure of the nucleus changes with time are funda-
mental problems in planetary science.  This information provides clues as to how material in our 
solar system formed and evolved. 
Direct study of the composition and structure of the cometary nucleus is generally not possi-
ble other than for the few targets of spacecraft missions.  Therefore, most of the information ob-
tained about the overall comet population comes from remote observations of their comae.  
There is a broad area of fundamental research enabled by the NASA Planetary Atmospheres 
Program.  These include: (1) Determining the composition of volatile species in the coma 
through the analysis of spectroscopic and photometric data. (2) Determining the coma morphol-
ogy through the analysis of coma images.  (3) Theoretical modeling of coma phenomena that in-
cludes relating the coma chemistry and evolution to the composition of the nucleus, relating 
coma morphology to the mechanisms for the release of materials and the physical evolution of 
the comet nucleus, and determining how the coma and the solar radiation field interact.  (4) 
Laboratory studies of cometary analogs.  These areas of research are enabled by a growing data-
base of comet observations improving our understanding of cometary coma processes. 
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Introduction:  With recent instrumental advances, 
ground-based infrared studies of comets can now be 
done with great sensitivity and high spatial and spec-
tral resolution.  Today, the biggest obstacle to fully 
interpreting comet spectra at infrared wavelengths is in 
most cases not sensitivity but difficulties in identify-
ing, separating and accurately modeling the numerous 
detected spectral emissions.  The study reported here 
has three primary goals: (1) identify, quantify and ob-
tain other physical information on volatiles released 
from the nucleus of comets; (2) identify the obstacles 
to detecting species and interpreting spectra at infrared 
wavelengths; and  (3) determine the future prospects 
for detecting new species at infrared wavelengths and 
ascertain what factors limit their detectability.  To ad-
dress these goals fluorescence models have been de-
veloped for many species of cometary relevance.  
These models have been applied primarily to high-
resolution comet survey spectra obtained between 
about 2.87 and 3.70-µm from the W. M. Keck Obser-
vatory and the NASA-IRTF.  As survey spectra of 
more comets are obtained, the ability to interpret comet 
spectra increases through the identification of emission 
features and the recognition of both the limitations and 
the possibilities of ground-based high-resolution infra-
red spectroscopy of comets.  The growing database of 
comet spectra is also starting to reveal the remarkable 
chemical diversity of the comet population. 
Cometary H2O:  Water is the dominant ice in all 
comets observed to date, controlling the release of 
other volatile species within 3 to 4 AU of the Sun.  At 
infrared wavelengths, detection of emission from the 
strong fundamental bands of H2O in comets is impos-
sible from ground-based observatories owing to severe 
atmospheric extinction.  However, weaker non-
resonance fluorescence (hot-band) lines not affected by 
atmospheric extinction can be targeted [1].  Fluores-
cence models for H2O hot-bands near 2 and 5 µm were 
developed and used to determine H2O production rates 
in comets C/1996 B2 Hyakutake and C/1995 O1 Hale-
Bopp [2-5].  Targeting H2O lines near 5 µm is advan-
tageous because it allows the simultaneous sampling of 
H2O and CO, providing a direct measure of the 
CO/H2O abundance ratio in comets [5,6].   
Spectra of C/1999 H1 Lee acquired between 
August 19 – 21, 1999 with NIRSPEC at the W. M. 
Keck Observatory revealed numerous strong emissions 
near 2.9-µm, most of which were identified as H2O 
hot-band lines [7-9].  Detection of these lines has 
proven to be very important for two reasons. (1) 2.9-
µm H2O lines can be sampled simultaneously with 
many other volatile species (e.g. C2H6, CH4, CH3OH,  
H2CO, HCN, C2H2, NH3, and potentially HDO).  (2) 
These hot-band lines are generally stronger and more 
numerous than hot-band lines near 2 and 5 µm, ena-
bling their detection in less productive comets and al-
lowing more accurate determinations of production 
rates, rotational temperatures, and ortho-to-para ratios 
in all comets.  To obtain quantitative information in 
this spectral region, fluorescence models for nine hot-
bands have been developed [8,9].   
Rotational-vibrational lines are temperature de-
pendent and regions of atmospheric extinction make 
sampling entire bands impossible from the ground.  
Therefore, knowledge of the rotational temperature is 
needed to accurately determine production rates from 
individual line intensities.  H2O lines in the 2.9-µm 
region are strong and numerous enough and sample a 
large enough range in energies to allow the determina-
tion of accurate rotational temperatures (Fig. 1) [8-10]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1: H2O rotational temperatures and OPRs in com-
ets. (A) Comparison of residuals for 153P/Ikeya-Zhang 
(brown trace) to modeled H2O spectra at various tem-
peratures (colored traces) [8]. (B) Comparison of re-
siduals for C/1999 H1 (brown trace) to best-fit H2O 
spectra 76 K and OPR = 2.5 (green trace) [9].  (C) 
Comparison of residuals for 73P/Schwassmann-
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Wachmann 3-B (brown trace) to modeled H2O spectra 
at various temperatures (colored traces) [10].  The sen-
sitivity of relative H2O line intensities to temperature 
demonstrates how well-constrained rotational tempera-
tures can be determined. 
 
The H2O molecule is organized into distinct species 
according to whether the nuclear spin vectors of the 
hydrogen atoms are parallel (ortho ladder, I = 1) or 
anti-parallel (para ladder, I = 0).  The lowest ortho 
level lies 23.8 cm-1 (~34 K) above the lowest para 
level, so the ortho-to-para ratio (OPR) of H2O is tem-
perature-dependent. The OPR achieves the statistical 
equilibrium value of 3:1 for temperatures above ~50 K, 
whereas para states are increasingly favored at lower 
temperatures. Once water molecules form, there is 
evidence that radiative and collisional processes are 
unlikely to cause conversion between spin states, so 
conversion times may be very long. OPRs < 3 (and 
associated spin temperatures < 50 K) have been meas-
ured in comets, suggesting primordial information may 
indeed be preserved in the relative abundances of nu-
clear spin species in at least some comets (Fig. 1B) 
[9,11,12]. High-resolution IR spectroscopy therefore 
allows the determination of two potentially important 
indicators of cometary formation: volatile abundances 
and OPRs.   
Fluorescence Models for Trace Molecules: Spe-
cies can often be identified in comet spectra from pub-
lished line lists; however, fluorescence models are 
needed to determine both molecular abundances as 
well as whether an emission is consistent with a single 
line or due to a blend.  Temperature-dependent fluo-
rescence models have been developed for a number of 
relevant trace species (e.g. HCN, C2H2, OCS, CO, 
C2H6, CH4, and NH3).  The use of these fluorescence 
models has enabled production rates and rotational 
temperatures for trace volatiles to be determined in a 
growing cometary database, revealing the remarkable 
chemical diversity within the comet population [13].  
Fluorescence models are also important in planning 
future observations of comets as the strongest emission 
features can be predicted and targeted. 
Limitations of Ground-based High-Resolution 
IR Spectroscopy:  
Several factors limit the ability to detect species 
with high-resolution ground-based IR spectroscopy in 
comets.  These factors include: (1) Sensitivity limita-
tions caused by insufficient line strength or cometary 
abundance. (2) Expected emissions occur in regions of 
atmospheric extinction. (3) Spectral confusion — sepa-
rating distinct emissions in a “forest” of lines.  (4) A 
means of addressing the problem of spectral confusion 
— development of accurate fluorescence models — 
quickly becomes more difficult with increasing mo-
lecular complexity.  (5) Line positions and assignments 
are often not known for more complex molecules.  
Table I lists some molecules that have not been de-
tected to date at infrared wavelengths and the factors 
that limit their detection. 
Table I: Obstacles to detecting other comet volatiles 
Molecule Positions for 
emissions (µm)a 
Factors limiting 
detectabilityb 
HCOOH 3.40 3, 4, 5 
CH3CN 3.32, 3.39 1, 3, 4, 5 
C2H4 3.22, 3.35 1, 2, 3, 4 
C3H8 3.37, 3.46 2, 3, 4, 5 
C2H5OH 3.37, 3.45 1, 3, 4, 5 
HC3N 3.01 1, 2, 3 
CH3CCH 3.00, 3.40 1, 2, 3, 4 
C4H2 3.00 1, 2, 3 
H2CCO 3.16, 3.26 1, 2, 4 
HDO 3.70 1 
CH3D 3.31 1, 2, 3 
  aApproximate wavelength for expected emissions. 
bFactors are as numbered in previous paragraph. 
 
These limitations are being addressed by obtaining 
spectral surveys of a growing database of comets with 
diverse chemistries and directly comparing to devel-
oped fluorescence models and laboratory spectra when 
available [14].  Such efforts led to the identification of 
more than 80 % of the emission features detected in an 
almost complete spectral survey from 2.87 – 3.70-µm 
in comet C/1999 H1 Lee [14].   However, as Table I 
illustrates, spectral confusion remains a primary limita-
tion for detecting new species in comets at infrared 
wavelengths.  Continued development of fluorescence 
models for more complex species as well as laboratory 
spectra at temperatures relevant to the cometary coma 
are needed to continue to improve our ability to inter-
pret comet spectra at infrared wavelengths.   
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[3] Mumma, M. J. et al. (1996) Science, 272, 1310-
1314. [4] Dello Russo, N. et al. (2000) Icarus, 143, 
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Modeling Formaldehyde Emission in Comets
M. A. DiSanti, D. C. Reuter, B. P. Bonev, M. J. Mumma, G. L. Villanueva
Modeling fluorescent emission from monomeric formaldehyde (H2CO) forms an integral
part of our overall comprehensive program of measuring the volatile composition of
comets through high-resolution (spectral resolving power ~ 25,000) near-infrared
spectroscopy using CSHELL at the IRTF and NIRSPEC at Keck II.  The H2CO spectra
contain lines from both the ν1 (symmetric CH2 stretch) and ν5 (asymmetric CH2 stretch)
ro-vibrational bands near 3.6 microns.  Since 1996, we have acquired high-quality spectra
of twelve Oort cloud comets, and at least six of these show clear emission from H2CO.
We also detected H2CO in one Jupiter Family comet (with NIRSPEC), 9P/Tempel 1,
during Deep Impact observations.
Formaldehyde is an important intermediary molecule for assessing the role of oxidized
carbon in comets. Hydrogen-atom addition to CO on interstellar grain surfaces at low
temperature produces the highly reactive formyl radical (HCO).  This subsequently
converts to H2CO, to formaldehyde polymers such as polyoxymethylene (POM), or to
methyl alcohol (CH3OH) or formic acid (HCOOH).  This process has been demonstrated
in laboratory irradiation experiments, and the efficiency of hydrogenation was shown to
be highly dependent both on H-atom densities and on temperature (between ~ 10 – 25 K)
to which the pre-cometary grains were exposed.  These experimental results provide a
comparative for our measured abundance ratios CO:H2CO:CH3OH in comets.  Due to the
small pixels featured by CSHELL and NIRSPEC, spectral extracts on the nucleus sample
primarily native ice abundances in comets (i.e., the abundances of ices housed in the
nucleus, as opposed to those produced or released in the coma, at some distance from the
nucleus).
The presence of formaldehyde and related compounds in comets can potentially also
provide information pertaining to Astrobiology.  Along with hydrogen cyanide (HCN)
and ammonia (NH3), H2CO is thought to play a key role in the Streckercyanohydrin
synthesis of amino acids in primitive bodies such as the parent of the Murchison
meteorite.  HCN, NH3, and H2CO, which are also present in comets, likely also
contributed to the formation of nucleobases, sugars, possible pre-RNA backbones, and a
host of biochemical intermediates that are though to be necessary requirements for the
emergence of life on Earth and perhaps elsewhere.
Our H2CO model, originally developed to interpret low-resolution spectra of comets
Halley and Wilson (Reuter et al. 1989 Ap J 341:1045), predicts individual line intensities
(g-factors) as a function of rotational temperature for approximately 1300 lines having
energies up to ~ 400 cm-1 above the ground state.  Recently, it was validated through
comparison with CSHELL spectra of C/2002 T7 (LINEAR), utilizing newly developed
correlation and Boltzmann excitation analyses to obtain robust determinations of both the
rotational temperature and abundance of H2CO (DiSanti et al. 2006 Ap J 650:470).
We are currently in the process of extending the model to higher rotational energy (i.e.,
higher rotational quantum number) in an attempt to improve the fit to high-J lines in our
spectra of C/T7 and other comets.  Comparisons among comets in our database will be
presented, and implications will be discussed.
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AMMONIA AND PHOSPHINE ON JUPITER AND SATURN 
 
Scott G. Edgington1 and Amy Simon-Miller2 
1 California Institute of Technology/Jet Propulsion Laboratory, 2Goddard Space Flight Center. 
 
 
We examine the current state of our knowledge of ammonia and phosphine in the atmospheres of 
Jupiter and Saturn.  Using data from the Hubble Space Telescope, Cassini, and other sources, we 
look at the distribution of these molecules in the tropospheres of these gas giants. The observed 
variation with altitude and latitude will be examined with a focus of using them as tracers of 
atmospheric dynamics. 
 
In parallel, we look at the state of modeling the abundances and the transport of both of these 
molecules.  The chemical reaction pathways will be examined with a focus on the uncertainties 
in measured reaction rates.  We will also examine the influence of the meridional circulation and 
its uncertainty on the distribution of these molecules.  The influence of Saturn’s ring shadow on 
the distribution of ammonia and phosphine will be quantified.  
 
The result of this effort should illustrate where future observation, laboratory, and modeling 
efforts are needed. 
 
The research described in this paper is being carried out at the Jet Propulsion Laboratory, 
California Institute of Technology, under a contract with the National Aeronautics and Space 
Administration. 
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ATMOSPHERES AND OCEANS FROM INITIAL DEGASSING IN TERRESTRIAL PLANETS   
L. T. Elkins-Tanton and Sara Seager, Massachusetts Institute of Technology, Cambridge, MA, ltelkins@mit.edu. 
 
Introduction: Planets have three main opportunities 
for obtaining an atmospheric: Capture from the nebula, 
degassing during accretion, and later degassing from 
tectonic processes. While capture of gases is likely to 
be a critical process with gas giant planets, the rela-
tively small size of terrestrial planets may prevent sig-
nificant retention of nebula gases, and nebular gases 
may have largely dissipated from the inner solar sys-
tem by the time of final planetary accretion. Here we 
focus on the range of atmospheric masses possible 
from degassing terrestrial-analog materials in the 
planetary accretion process. 
The library of meteorites that have fallen to Earth 
provide a range of plausible starting compositions for 
planetary accretion and degassing. The chondrites are 
the least processed and therefore most primitive mete-
orite class. Many chondrites have low oxygen contents 
and metallic iron, in some cases approaching 50 wt%, 
while others contain water with little or no metallic 
iron [1, 2]. The achondrites, which lack metallic iron, 
are a second pertinent class and are thought to repre-
sent the silicate remnants of destroyed planetesimals. 
Achondrites contain a maximum of ~3 wt% water [3]. 
Simulations of planetary accretion indicate that 
planets form from differentiated planetary embryos on 
the scale of thousands of kilometers in radius, and that 
these embryos move radially in the solar system during 
accretion and so form planets that are mixtures of ma-
terial from the inner and outer disk [e.g., 4-6]. The 
range of possible bulk compositions for terrestrial 
planets in our solar system, therefore, is wide, from 
nearly anhydrous achondritic meteorites, to hydrous 
chondrites mixed with unconstrained volumes of outer 
solar system volatiles and ices. 
Ringwood [7] suggests that water in primitive ac-
creting material reacts with metallic iron to form FeO 
or Fe2O3, allowing hydrogen alone to escape into the 
atmosphere [8,9]. The earliest, innermost planetary 
nebula may have been significantly reducing. While 
the primitive (chondritic) meteorites with sufficient 
metallic iron to form a planetary core are dry, they 
show increasing water content with decreasing metallic 
iron content, and the processes that added water appear 
to have occurred at lower temperatures after initial 
formation.  In the terrestrial planets, the bulk of vola-
tiles may have been delivered toward the end of accre-
tion as indicated by the results of dynamical modeling 
[e.g., 6, 10-12].  
 
Figure 1: Schematic of four models of accretion, each result-
ing in different oxidation conditions, planetary structures, 
and initial atmospheres. From Elkins-Tanton et al., in prep. 
Models and Results: Four models arise from the ac-
cretion scenarios described above (see Table 1 and 
Figure 1). Planets may be built from: 
1A. Primitive material alone. Primitive (chondritic) 
material accretes and metallic iron oxidizes until avail-
able water is exhausted, degassing a hydrogen, water, 
or mixed atmosphere.  
At one extreme, the atmosphere may consist exclu-
sively of 23 wt% water as percentage of planetary 
mass. The maximum atmosphere containing hydrogen 
alone is just 0.4 wt%, because the compositions con-
taining metallic iron have little water available for oxi-
dation reactions. Several chondrite compositions 
would produce atmospheres of several wt% that con-
sist of mixtures of hydrogen and water, one with as 
much as 0.9 wt% hydrogen.  
If sufficient metallic iron remains after reaction to 
make a core the size of those of the terrestrial planets, 
then in each case water has been completed dissociated 
through oxidation and the planetary atmosphere con-
sists of hydrogen without water. In the cases where 
insufficient metallic iron remains to make a core, the 
atmosphere will consist of water ± hydrogen.  
1B. Primitive material with added water. Primitive 
material may accrete with additional volatiles, allow-
ing all metallic iron to oxidize. These are end-member 
models, in which all metallic iron is oxidized; in this 
way hydrogen atmospheres of as much as 6 wt% of the 
planet can be produced. 
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In addition to the water and hydrogen atmospheres 
described in 1A and 1B, some of the chondrite clans 
contain significant amounts of carbon. Though a vari-
ety of carbon chemical reactions would likely occur 
(smelting oxidized iron to produce metallic iron and 
CO or CO2 is an interesting possibility in that it might 
balance the water reactions, and methane production is 
another possibility), a simple calculation can be made 
of the mass of the atmosphere that would result from 
degassing all the carbon as carbon dioxide.  Atmos-
pheres of between 1 and 18 wt% of the planetary mass 
are possible. 
 
Table 1. Maximum atmospheric masses produced by models 
as mass percents of planetary masses. 
2A. Differentiated material alone. Achondritic mate-
rial may accrete to a protoplanet with an existing core. 
As a simplified model of this scenario the silicate man-
tle of the planet is assumed to be fully melted (a 
whole-mantle magma ocean) and then to solidify, par-
titioning water between the solidifying mantle miner-
als, the evolving liquids, and the growing atmosphere. 
With only achondritic water contents (<3 mass %), 
a 30-Earth mass planet can outgas ~ 0.5 Earth masses 
of water into its atmosphere. Carbon is far less able to 
partition into silicates than is water. To a close first 
approximation, all carbon will degas into the growing 
atmosphere. Jarosewich [3] reports achondritic carbon 
contents from 0 to ~3 wt %, though the majority of 
achondritic compositions have on the order of 0.01 
wt%. Such an initial composition would create a CO2 
atmosphere of approximately 1 mass % of the planet. 
When processed through a solidifying magma 
ocean, between ~65 and ~95% of volatiles are de-
gassed, while the remainder are held in mantle silicate 
minerals. The larger the planet and the lower the initial 
water fraction, the higher the water fraction retained in 
the planet. The solid-state viscosity of the planetary 
silicate mantle is significantly lowered by the retention 
of the tens to hundreds of parts per million OH pre-
dicted here [13] facilitating convection, magmatism, 
and later magmatism.  
2B. Differentiated material with added water. Achon-
dritic material may accrete with additional volatiles. 
With 10 mass % initial water a 30 Earth-mass planet 
degasses ~ 2 Earth masses of water. 
Above a certain initial water mass percent the final 
percentages of the liquid magma ocean consist only of 
water, having had all the silicate fraction removed as 
solid minerals form. A 10 Earth-mass planet that be-
gins with more than ~18 mass % of water is left at the 
end of solidification with a water or critical fluid ocean 
under a very high partial pressure of water in its at-
mosphere. A 20 Earth-mass planet forms a surface 
water layer at an initial water content above ~12 mass 
%, and a 30 Earth-mass planet above ~10 mass%.  
This is one route to an ocean planet. 
Conclusions: The primitive compositions presented 
here that retain sufficient metallic iron to form a core 
degas only hydrogen and no water. These primitive 
models appear to be necessary to create a metallic 
core, but are insufficient to explain a planet’s water 
content. Reducing conditions that allow formation of a 
metallic core, followed by addition of more water- and 
carbon-rich material that does not interact with the 
metallic core, is the most consistent scenario for for-
mation of Venus, the Earth, and Mars. Mercury, with 
its large metallic core and apparent lack of water, may 
have only experienced the first stage of accretion, un-
der extremely reducing conditions. 
The outer planets, in contrast, are unlikely to have 
experienced reducing conditions because of the high 
volatile content of the outer disk. Though none has 
been definitively identified, it is possible that one or 
more of the outer planets or their moons contain a fully 
oxidized silicate interior with no metallic core, as in 
the model 1B described here. 
Depending upon chemical reactions and atmos-
pheric loss, then, planetary atmospheres may evolve 
with time from hydrogen alone to hydrogen, water, and 
carbon compounds. Because the water content of the 
material has such control over atmospheric composi-
tion, the radius in the disk of the protoplanet is also 
predicted to determine the compositions and masses of 
atmospheres. 
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PRODUCT YIELDS FROM VINYL REACTIONS WITH ETHYL 
RADICALSAND ETHYLENE AND PHOTODISSOCIATION OF PROPENEA. 
A. Fahr, J. B. Halpern, A. H. Laufer, Y. L. Zhao, D. C. Tardy  
 
The objectives of this program are to investigate the molecular photodissociation 
channels of hydrocarbon molecules and reaction kinetics plus product channels of key 
hydrocarbon radicals pertinent to planetary atmospheres.   Such studies are needed to 
better understand the behavior of hydrocarbons in planetary atmospheres and the derived 
fundamental data feed into modeling efforts for planetary atmospheres.   
We have recently examined, experimentally, the pressure-dependent product yields for 
the cross-radical reaction C2H3 + C2H5 and radical molecule reaction C2H3 + C2H6.  These 
results have been extended by calculations to wide ranges of pressure and temperature.  
It has been shown that the chemically activated combination adduct, 1-C4H8* the product 
of the C2H3 + C2H5 reaction, is either stabilized by bimolecular collisions or is subject to 
a variety of unimolecular reactions including cyclizations and decompositions.  
Therefore, the “apparent” combination/disproportionation ratio exhibits a complex 
pressure dependence.  In addition, a separate study has determined reaction rate and 
products channels of the C2H3 + C2H4 reaction over broad ranges of pressure and 
temperature. 
Photodissociation channels and the final product yields from the 193 nm photolysis of 
propene-h6 (CH2=CHCH3) and propene-d6 (CD2=CDCD3) have been investigated.  The 
yields of methane as well as butadiene relative to ethane show considerable variations 
when propene-h6 or propene-d6 are photolyzed. This suggests significant variances in the 
relative importance of primary photolytic processes and/or secondary radical reactions, 
occurring subsequent to the photolysis.  Theoretical calculations suggest the potential 
occurrence of an intramolecular dissociation through a mechanism involving vinylidene 
formation, accompanied by an ethylenic H-migration through the -orbitals.  These 
results are compared with earlier ones for the photolysis of methylvinylketone -h6 
(CH2=CHCOCH3) and -d6 which are commonly used for generating methyl and vinyl 
radicals. 
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RADIAL SURFACE BRIGHTNESS PROFILES AS DIAGNOSTIC TOOLS IN COMETARY DUST 
COMAE.  T.L. Farnham
1
, 
1
University of Maryland (Department of Astronomy, University of  Maryland, College 
Park, MD 20742). 
 
 
Brief Abstract:  Observational studies of comets 
frequently investigate the dust coma, including its basic 
shape and morphology.  A simple means of quantifying 
one coma property is to measure the radial surface 
brightness profile and extract its slope, and because it 
is easy to measure, this value has been presented in 
many papers, though usually with little or no interpreta-
tion of its meaning.  We are using a Monte-Carlo 
model of cometary comae to explore how different 
mechanisms affect the morphology of the coma and the 
shape and slope of the radial surface brightness pro-
files.  We can generate artificial comet comae under a 
large variety of circumstances to characterize their ap-
pearance and measure the radial profiles in each case.  
Averaged radial profiles, as well as profiles in specific 
directions, are used to explore the signatures of the 
various mechanisms and results are compiled for a rep-
resentative sample of viewing geometries.  The ulti-
mate goal of this study is to identify the characteristics 
that are unique to each mechanism acting on the coma 
and to quantify the radial profile measurements so that 
the results can be used by other investigators as a diag-
nostic tool for interpreting their own observational 
data. 
 
Abstract: Studies of cometary comae have taken 
many different forms, including direct measurements 
from observations, purely theoretical analyses, and 
combinations of the two, where computer simulations 
are used to model observed phenomena.  The use of 
coma models has progressed rapidly in recent years, 
with advances in computing capabilities that allow 
Monte Carlo models to simulate the properties of mil-
lions of particles in the coma.  Because of the large 
numbers of particles, many different characteristics of a 
comet's coma can be explored, using coma features to 
derive rotational properties of the nucleus and charac-
teristics of the active areas (e.g., [1,2,3] ). 
We have recently begun using our Monte Carlo 
modeling routines to explore the evolutionary proc-
esses that act on the dust, to determine how they influ-
ence the observed structure and morphology of the 
coma.  To quantify our results and allow comparisons 
to observations, we are using the radial surface bright-
ness profile of the coma in different directions (and for 
different phase angles) to characterize its shape.  The 
use of radial profiles will make it simple and straight-
forward for observers to directly compare our model 
results to their observed data.  Many researchers al-
ready routinely measure the radial profiles in their ob-
servations, but there is usually little interpretation of 
the result or any direct conclusions that are derived 
from it (e.g., [4,5,6]).  Thus, the results from our mod-
els will provide a useful diagnostic tool that can be 
used to interpret these measurements. 
In our study, we are considering a number of dif-
ferent evolutionary processes that will influence the 
appearance of the coma, including radiation pressure 
accelerating the dust particles away from the sun and 
the effects of physical changes in grains that are frag-
menting, shrinking or fading as they move away from 
the nucleus.  By investigating the influences of each of 
these mechanisms independently, we can explore their 
effects on the bulk morphology of the comet.  The goal 
is to determine the characteristics that are unique to 
each process, so that when the particular signatures are 
detected in observations, the mechanisms at work can 
be identified. 
Currently, the primary mechanism under investiga-
tion is radiation pressure, which acts to push the dust 
grains away from the sun.  Our analysis is focused on 
how particle size distributions can affect asymmetry of 
the coma, and how this information can be used to ex-
tract information about the grains.  For example, the 
standoff distance on the sunward side of the coma 
represents the maximum sunward extent reached by the 
collection of dust grains before they are turned around 
by radiation pressure [7].  This distance is often deline-
ated by a sharp edge in the coma (Figure 1) which is 
used as a crude diagnostic tool for determining the 
dominant particle sizes of the dust.  As part of our in-
vestigation, we will evaluate how to best utilize the 
standoff distance to derive particle size information 
when there is a range of grain sizes. 
Other processes that affect the shape of the coma 
involve physical changes in the grains themselves.  Ice-
coated grains have been suggested as a conceptual 
model for comet dust.  This type of grain sublimates as 
it recedes from the nucleus, resulting in shrinking 
grains, whose light scattering properties change with 
time (scattering efficiencies are dependent on grain size 
and albedo, both of which are affected when the icy 
coating sublimates away).  Fragmenting grains produce 
similar consequences, with one significant difference: 
as a large grain fragments, it produces numerous 
smaller grains, and so acts as an effective extended 
source in the coma.  This will produce a different sig-
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nature in the coma that may be identifiable by a unique 
signature.   
We will present the preliminary results of these 
studies, and will discuss the future direction of the re-
search. 
 
 
 
 
Figure 1.  Top: Model  coma showing the effects 
of radiation pressure accelerating the grains away 
from the sun (which is located toward the bottom of 
the image).  Bottom: Radial surface brightness pro-
files in the sunward, anti-sunward and perpendicu-
lar directions, showing how the shape changes as a 
function of direction.   
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PROBING MARS’ VERTICAL OZONE PROFILE AND ATMOSPHERIC PHOTOCHEMISTRY.  K. E. 
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Kelly.E.Fast@nasa.gov, 2USRA/National Center for Space Science Education, 3University of Maryland. 
 
Introduction:  Ozone (O3) on Mars is destroyed 
by odd hydrogen species (HOx) that result from water 
vapor photolysis, making it a sensitive tracer of Mar-
tian atmospheric chemistry and an important observ-
able for testing predictions of photochemistry-coupled 
global circulation models (GCM). IR heterodyne spec-
troscopy [1,2] at 9.7 μm (e.g. Fig. 1) provides the only 
ground-based direct access to ozone absorption fea-
tures on Mars when they are Doppler shifted away 
from their telluric counterparts [3,4], and can also 
serve to complement and fill gaps between spacecraft 
missions. Techniques for observing Martian ozone are 
sensitive to different levels in the atmosphere (Fig. 2). 
The fully-resolved IR heterodyne line shapes (spectral 
resolution >1,000,000) probe ozone distribution below 
~20 km, which complement ground-based O2 dayglow 
observations [e.g. 5, 6] and Mars Express SPICAM 
UV limb scans [7] that probe ozone above ~20 km, 
and UV nadir observations [e.g. 8, 9] that are most 
sensitive to higher altitudes.  Together, the different IR 
and UV techniques can work in combination to probe 
ozone abundance, hence photochemistry, down to the 
surface of Mars [10].  
 
 
Fig. 1.  Example IR heterodyne spectrum of ozone 
on Mars. Resolved IR heterodyne lineshapes provide 
the most sensitive probe of ozone below ~20 km on 
Mars and can be combined with other techniques in 
order to investigate the chemistry-probing vertical 
ozone profile down to the surface. 
 
Supporting spacecraft missions and probing the 
vertical ozone profile:  Infrared heterodyne measure-
ments of ozone date back to 1988 [3] and helped to fill 
the gap in ozone observations from Mars orbit between 
the Mariner 9 and Mars Express missions.  IR hetero-
dyne observations were compared with Mars Express 
observations from similar Martian seasons by Perrier 
et al. [9], but the latest IR heterodyne observations of 
ozone made contemporaneous with the Mars Express 
mission make possible an important direct comparison 
of retrievals from this IR technique and the SPICAM 
instrument.  Observations were made with Goddard 
Space Flight Center’s Heterodyne Instrument for 
Planetary Wind And Composition (HIPWAC) at 
NASA’s Infrared Telescope Facility (IRTF) on Mauna 
Kea, Hawai’i. on 2006 February 14-15 UT at LS=12° 
(early northern Martian spring).  The diameter of Mars 
at this post-opposition period was 7.9 arcsec and the 
full-width-half-maximum HIPWAC beam diameter at 
IRTF was 1 arcsec, with the beam positioned at local 
Martian noon.  Observations were limited by weather, 
and during two different 40°N observations HIPWAC 
retrieved 1.52±0.29 and 0.87±0.59 μm-atm of ozone. 
 
 
Fig. 2. Combined observing techniques can probe 
the vertical distribution of ozone down to the surface 
of Mars and test photochemical predictions. 
 
The HIPWAC retrievals of total ozone column 
abundance at 40°N were a few times higher than those 
of SPICAM [12] at the same latitude two days later.  
SPICAM observations on the HIPWAC days were 
limited to latitudes outside the 40°N region but, in 
combination with adjacent days, they indicate day-to-
day variability both north and south of 40°N.  The 
higher ozone retrievals by HIPWAC may indicate day-
to-day variability as well, but they may also indicate 
different sensitivities of the IR and UV techniques to 
the ozone profile. Both techniques assume model ver-
tical distributions which are scaled to retrieve the total 
ozone column density, but UV is more sensitive to 
dust and cloud particles and IR lineshapes are more 
sensitive to lower altitudes.  It is likely that the two 
techniques are directly probing the ozone column to 
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different depths, opening up the possibility of combin-
ing techniques in order to probe the vertical distribu-
tion of ozone and the photochemistry it traces.  Addi-
tional contemporaneous data are required to examine 
these possibilities, and scheduled observations in Oc-
tober 2008 will attempt to address these issues. 
Since different altitudes (pressures) contribute to 
different parts of the ozone line shape, fully-resolved 
IR heterodyne ozone spectra can probe the vertical 
profile of ozone through targeted measurements. 
Measurements of O2(1Δ) dayglow emission indirectly 
probe ozone above ~20 km [e.g. 5,6].  These in com-
bination with IR heterodyne measurements that are 
sensitive to the total ozone column can also be used to 
investigate the vertical profile of ozone, and prelimi-
nary work revealed deviations from constant-with-
height ozone mole fraction distributions [10]. 
 
  aphelion  perihelion 
 
 
Fig. 3. Example tests of the 3-D photochemical 
model of Lefèvre et al. [13,14] from Fast et al. [4].  
Ozone column densities at 60°N and 0°N from infra-
red heterodyne spectra (filled diamonds) with accuracy 
bars are shown with ozone column density curves 
(max and min due to topography) predicted by the 
model at corresponding seasons (LS).  Specific areas of 
disagreement point to possible chemistry not included 
in the gas phase 3-D model (see text). 
 
Testing photochemical models: IR heterodyne 
ozone measurements were compared to predictions of 
the three-dimensional Martian photochemical model of 
Lefèvre et al. [13,14].  Orbital behavior at example 
latitudes is shown in Fig. 3. Good agreement is seen 
between the model and 0°N latitude around perihelion, 
as well as at 60°N during orbital periods around aphe-
lion, but at low latitudes around aphelion, the model 
underestimates ozone abundance compared to the ob-
servations. The disagreement between the model and 
measurements at low latitudes around aphelion is an 
important clue to possible processes not included in 
the gas-phase model, such as heterogeneous chemistry.  
Water ice clouds have been observed at low latitudes 
around aphelion [e.g. 15] and may provide a heteroge-
neous sink for odd hydrogen, allowing ozone abun-
dance to rise above that predicted by the gas-phase 
model.  The addition of heterogeneous chemistry to the 
model has brought the low latitude aphelion abun-
dances into closer agreement with measurements [14].  
However, vertical information is lacking when com-
paring total ozone column abundances.  The next step 
is to use information on the vertical profile of ozone 
acquired through combined observation techniques as 
mentioned earlier in order to test vertical profiles pre-
dicted by photochemical models, therefore refining our 
understanding of photochemistry in the atmosphere of 
Mars.   
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Introduction:  The regime of zonostrophic turbulence 
has been identified and analyzed by Galperin et al. [1] 
and Sukoriansky et al. [2]. It is a subset of geostrophic 
turbulence with a small-scale forcing and is distin-
guished by a strongly anisotropic inverse energy cas-
cade and zonation, i.e., the emergence of stable sys-
tems of alternating zonal jets.  Being first discovered 
in barotropic flows [3,4], the regime of zonostrophic 
turbulence can also develop in the barotropic mode of 
fully three-dimenional (3D) baroclinic flows.  This 
regime can explain the physics behind the generation 
and maintenance of the zonal jets on solar giant planets 
and in the terrestrial oceans [1].  
 
Description of the regime of zonostrophic turbu-
lence:  A small-scale forced, barotropic, dissipative, 
two-dimensional turbulence with a β-effect develops 
an anisotropic inverse energy cascade and may attain 
several steady-state regimes which can be classified in 
terms of a group of wavenumbers, kξ, kd, kβ, and kfr, 
where kξ−1 is the scale of the forcing; kd is associated 
with the small-scale dissipation; kβ = 0.5(β3/ε)1/5  
characterizes the threshold of the anisotropy due to a 
β-effect (ε is the energy rate of the inverse cascade and 
β is the meridional gradient of the Coriolis parameter), 
and kfr is associated with the large-scale drag.  The 
parameter subspace in which a flow attains the regime 
of zonostrophic turbulence is delineated by three con-
ditions: (1) the zonostrophic inertial range, kfr < k< kβ, 
is sufficiently large; (2) the forcing operates on scales 
not impacted upon by a β-effect; and (3) the frictional 
wavenumber is large enough [kfr > 4(2π/L), L being 
the system size] to avoid the large-scale energy con-
densation. These conditions yield a chain inequality, 
kξ > 4kβ > 8 kfr  > 30(2π/L). In the zonostrophic re-
gime, kfr is close to the Rhines's wave number, kR = 
(β/2U)1/2, where U is the rms of velocity fluctuations. 
 
By analyzing the spectral energy transfer it will be 
shown that anisotropization and zonation are intrinsic 
to zonostrophic turbulence.  Consideration of the en-
ergy and enstrophy spectra and corresponding spectral 
transfers sheds light on many aspects of this strongly 
anisotropic and complicated flow regime. Using spec-
tral analysis in the frequency domain, we shall study 
waves inherent in zonostrophic turbulence, their inter-
actions amongst themselves and with turbulence. We 
shall show that this interaction can be described nei-
ther within a theory of weakly anisotropic nor wave 
turbulence.     
 
A new nondimensional parameter, Rβ = kβ/kR, plays a 
key role in the dynamics of quasi-2D, steady state tur-
bulent flows with a β-effect. By virtue of determining 
the type of a flow regime, this parameter reveals an 
important information on various aspects of large-scale 
circulations. Recasting Rβ in terms of the basic flow 
parameters, one obtains Rβ=0.7 (βU5/ε2)1/10. This num-
ber can also be defined in terms of the external flow 
parameters, λ, β and ε, where λ is the linear drag coef-
ficient, such that Rβ = 0.7 (β2ε/λ5)1/20. The zonostro-
phic regime is characterized by Rβ > 2 while for Rβ < 
1.5, the flow is dominated by the large-scale friction. 
The range 1.5 < Rβ <2 corresponds to a transitional 
regime with non-universal properties. 
 
Using this classification, one can see that a wide vari-
ety of natural flows, from those obtained in the Corio-
lis turntable in Grenoble to the terrestrial oceans and to 
the solar giant planets' weather layers, may attain the 
regime of zonostrophic turbulence in their barotropic 
mode [1].  
 
Zonostrophic turbulence in the Grenoble experi-
ment:  For the Grenoble experiment, 0.5<Rβ<2.3, i.e., 
the flow was marginally zonostrophic and, as could be 
expected, it exhibited zonation, spectral anisotropiza-
tion, and build up of the zonal kinetic energy spec-
trum. 
 
Zonostrophic turbulence on giant planets:  For the 
solar giant planets, Rβ ~ 10, 25, 30 and 40 for Jupiter, 
Saturn, Uranus and Neptune, respectively, such that 
the planetary atmospheric circulations feature well 
established zonostrophic regimes. Indeed, the energy 
spectra of the zonal flows on these planets are consis-
tent with the theoretical spectral distributions in both 
the slope and the magnitude.   
 
Zonostrophic turbulence in the Earth’s oceans:  For 
the oceanic flows, 1<Rβ<2.8. Similarly to the Grenoble 
experiment, these flows are on the verge between the 
zonostrophic and friction-dominated regimes. Visu-
ally, oceanic flows are quite erratic, as would be ex-
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pected in the transitional regime. However, averaging 
in time reveals zonation and spectral anisotropization 
suggesting that Rβ is rather close to 2. 
 
Future work:  Numerical simulation of the regime of 
zonostrophic turbulence requires very long integra-
tions. We have developed a novel approach, stabilized 
negative viscosity, which can be used for such simula-
tions. We shall discuss how this approach can be util-
ized in realistic simulations with state-of-the-art circu-
lation models. While the zonal jets are clearly observ-
able on the giant planets, they are difficult to be de-
tected in the ocean because high-resolution, long-term 
monitoring is required. Even though the zonostrophic 
inertial range in the ocean is small and the barotropic 
currents are weak, the deep jets can nevertheless play 
an important role in the oceanic dynamic and transport 
processes. Some aspects of zonostrophic turbulence in 
the oceans can be addressed using the information col-
lected on giant planets. We shall discuss potential 
benefits from cross-disciplinary planetary-terrestrial 
studies. 
 
References: [1] Galperin B. et al. (2006) Nonlin. 
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(2007) J. Atmos. Sci.,64, 3312-3327. [3] Chekhlov et 
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42 LPI Contribution No. 1376
EVOLUTION OF THE D/H RATIO IN WATER ON THE EARTH: IMPLICATION FOR THE ORIGIN 
OF THE OCEANS. H. Genda1 and M. Ikoma2, 1Research Center for the Evolving Earth and Planets, Tokyo Insti-
tute of Technology, 2-12-1 I2-35, Ookayama, Meguro-ku, Tokyo 152-8551, Japan: genda@geo.titech.ac.jp, 
2Department of Earth and Planetary Sciences, Tokyo Institute of Technology, 2-12-1 I2-26, Ookayama, Meguro-ku, 
Tokyo 152-8551, Japan: mikoma@geo.titech.ac.jp. 
 
 
Among several possible sources of water in the so-
lar system (i.e., chondrites, comets, and the solar neb-
ula), the deuterium-to-hydrogen (D/H) ratio of water in 
carbonaceous chondrites is known to be surprisingly 
similar to the current D/H ratio in the oceans on the 
Earth [1]. In contrast, the D/H ratios in the nebular 
hydrogen and cometary water are smaller by a factor 
of ~6 and larger by a factor of 2, respectively [1]. Thus, 
it is widely believed that water on the Earth came from 
carbonaceous chondrites. This argument would be true, 
provided the current D/H ratio in the oceans is primor-
dial. However, in this paper, we demonstrate that the 
D/H ratio of water on the Earth has changed signifi-
cantly, if the early atmosphere had been rich in hydro-
gen [2].  
The existence of a hydrogen-rich atmosphere on 
the early Earth is suggested by recent theories of the 
formation of the Earth’s atmosphere. The chemical 
equilibrium calculations of the composition of the at-
mosphere that is formed via degassing from carbona-
ceous [3] or ordinary chondrites [4] show that water 
vapor reacts with oxygen whose fugacity is buffered 
by oxides in the magma oceans and produces hydrogen 
comparable in mass to water. On the other hand, if the 
atmosphere is formed via accretion of the nebular gas, 
a large amount of hydrogen accumulates naturally and 
also produces water comparable to hydrogen through 
the opposite reaction [5].  
When comparable amounts of hydrogen and water 
exist in the atmosphere, the D/H ratio in water vapor 
increases because of deuterium exchange between wa-
ter vapor and hydrogen molecules (HD + H2O = HDO 
+ H2). Its equilibrium constant has been well investi-
gated both experimentally and theoretically [6]. The 
equilibrium constant indicates that deuterium prefers 
water to hydrogen especially at low temperatures. Our 
calculations show that the increase in the D/H ratio in 
water relative to its primordial value is as large as 
180% at 300 K [2]. 
The D/H ratio in water also increases because of 
mass fractionation during atmospheric escape. The 
large amount of hydrogen must have been removed, 
because there is currently no much hydrogen. As well 
known, the early Earth received intense solar XUV, 
which could cause hydrodynamic escape of the hydro-
gen [7]. During the process, the lighter molecules, H2, 
escape more easily than the heavier molecules, HD. 
This results in mass fractionation. As a result, the D/H 
ratio in the oceans becomes higher and higher with 
time. Thus we have simulated the mass fractionation 
and the increase in the D/H ratio in the atmosphere and 
the ocean during the hydrodynamic escape driven by 
the intense solar XUV. The slower the escape is, the 
more the D/H ratio in the oceans increases. This is 
because rapid escape drags both H2 and HD, resulting 
in no fractionation. Our simulations demonstrate that 
the D/H ratio in the oceans increases appreciably if the 
escape efficiency [8] is lower than ~0.3 [2].  
In conclusion, the current D/H ratio in the oceans 
on the Earth is likely to be higher than its primordial 
value. Only the water from carbonaceous chondrites 
does not account for the current D/H ratio in the 
oceans. Thus, water with lower D/H ratios such as that 
from the solar nebula would have contributed to the 
oceans.  
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Summary:  A  fully  3D  SO2 sublimation -
driven  atmospheric  model  of  Io  is  described.  
It  is  tested  with  an   atmospheric  radiation  
model  by  providing  an  IR radiation  distribu -
tion  which  is  compared  to  the  observational  
data.
Introduction:  After  three  decades  since  its  
discovery,  the  study  of  Io's  atmosphere  still  
faces  a  number  of  fundamental  questions.  To  
what  extent  the  source  of  the  atmosphere  is  
due  to  the  volcanic  gas  venting  or  surface  
frost  sublimation  remains  unresolved.  Uncer -
tainties  about  the  vertical  thermal  structure,  
composition  and  diurnal  variability  directly  
follow  from  the   problem  of  identifying  the  
dominant  atmospheric  source,  requiring  the  
comprehensive  model  of  the  atmosphere.  
Such  a  model  is  being  developed  utilizing  the  
Direct  Simulation  Monte  Carlo  (DSMC) 
method,  allowing  simulation  of  both  the  vol -
canic  venting  and  frost  sublimation  from  the  
surface.  
Along  with  the  atmospheric  structure  
model,  an  atmospheric  radiation  transport  
model  is  being  developed  allowing  one  to  find  
atmospheric  radiation  from  the  simulated  at -
mosphere  and  compare  it  to  the  existing  ob -
servations.  This  model  is  based  on  a  Monte  
Carlo  Radiative  Transfer  (MCRT) method,  al -
lowing  one  to  treat  inhomogeneities  of  the  at -
mosphere  and  an  arbitrary  scattering  phase  
function.  
Atmospheric  Structure  Model:  Io's  subli -
mation  atmosphere  was  modeled  first  by  In-
gersoll  [1] using  a  simple  hydrodynamic  mod -
el.  Wong  and  Smyth  [2]  created  an  improved  
continuum  model  including  many  important  
physical  processes  while  Austin  and  Goldstein  
[3]  used  a  rarefied  gas  model  to  accurately  
simulate  areas  of  the  atmosphere  where  the  
continuum  model  breaks  down.  The  fully  3D 
sublimation  model  described  herein  simulates  
an  atmosphere  consisting  only  of  the  domi -
nant  dayside  species,  SO2,  which  is  controlled  
by  the  vapor  pressure  of  surface  frost .  The  
vapor  pressure  is  in  turn  controlled  by  the  
surface  temperature  which  includes  the  ef -
fects  of  thermal  inertia,  solar  energy  flux,  and  
internal  heating.  The  rotation  of  Io  about  its  
axis  is  also  modeled.  The  effects  of  high  ener -
gy neutrals,  ions,  and  electrons  from  Jupiter's  
co- rotating  plasma  torus  are  included  via  a  
radially  inflowing  plasma  energy  flux.  Also,  
non- local  thermal  equilibrium  vibrational  and  
rotational  radiation  are  modeled,  using  dis -
crete  quantum  states  for  vibration  and  a  con -
tinuum  of  rotational  energy  states.  
Inhomogeneous  frost  coverage  is  modeled  
based  on  NIMS data  [4].  The  surface  is  mod -
eled  with  each  1 o x 1 o cell  having  a percentage  
of  frost,  with  the  remaining  area  being  dirt.  
Both  the  frost  and  dirt  have  a  unit  sticking  
coefficient,  but  molecules  which  land  on  dirt  
have  a  residence  time  dependent  on  the  sur -
face  temperature  before  being  re- emitted.  
Because  the  column  density  drops  several  or -
ders  of  magnitude  between  the  subsolar  point  
and  the  nightside,  the  use  of  a  statistical  
weighting  factor  is  required  to  simulate  an  
adequate  number  of  molecules  in  both  areas.
The  radiation  calculations  described  below  
are  based  on  a  homogeneous  frost  coverage.  
Results  based  on  the  NIMS data  will  be  pre -
sented  at  the  workshop  meeting.
Atmospheric  Radiation  Model:   To  model  
the  radiation  from  Io received  by  a distant  de -
tector,  the  backward  Monte  Carlo  methodolo -
gy,  was  utilized  [5].  In  this  approach  rays  
originate  from  points  on  the  detector  and  are  
traced  backward  through  the  atmosphere  
down  to  the  point  of  emission.  On  its  way,  the  
ray  extracts  the  line- of- sight  information  
necessary  to  find  intensity  of  that  ray  at  the  
point  on  detector.        
IR radiation  in  the  SO2 19  μm band:   
 Observational  data.  Recent  disk- integrat -
ed  observation  of  ν2 absorption  lines  in  the  vi-
brational  band  of  SO2 on  Io  taken  with  the  
TEXES telescope,  provided  the  opportunity  to  
test  our  modeled  atmosphere  against  obser -
vational  data  [6]. The  observation  consisted  of  
monitoring  the  sunlit  atmosphere  of  Io  in  the  
spectral  region  529- 531  cm - 1 and  resulted  in  
measurement  of  the  disk- integrated  band  op -
44 LPI Contribution No. 1376
tical  depth  τ  of  the  atmosphere  as  the  moon  
rotates  around  Jupiter.  Spencer  et  al  [6]  ap -
plied  the  “modified  latitude”  model  to  extract  
disk  resolved  spectral  intensity  and  optical  
depth  of  the  atmosphere  which  served  as  
comparison  to  our  results  based  on  the  DSMC 
modeled  atmosphere.
Line- by- Line  calculations.   Line- of- sight  
data  generated  with  backward  ray  tracing  
were  used  to  calculate  radiation  properties  for  
the  sunlit  atmosphere  on  Io in  the  range  529-
531  cm - 1 using  the  line- by- line  method.  The  
spectral  absorption  coefficient  was  calculated  
by  applying  Doppler  broadening  to  the  line  
positions  from  the  HITRAN database  [7].  The  
non- LTE state  of  the  ν2 vibrational  band  in  the  
rarefied  atmosphere  was  accounted  for  by  us -
ing  vibrational  temperature  instead  of  the  ki-
netic  temperature  when  calculating  the  Planck  
function  and  vibrational  partition  sum.
Comparison.  Figure  1  presents  the  band  
averaged  optical  depth  of  the  modeled  atmo -
sphere.  The  atmosphere  is  optically  very  thin  
in  the  spectral  band  529- 531  cm - 1 with  the  
most  opaque  region  occurring  at  the  sub  solar  
point.  This  occurs  because  the  column  density  
is  the  highest  at  the  sub  solar  region  as  a  re -
sult  of  the  frost  sublimation  on  the  planet  
with  uniform  coverage.  The  magnitude  of  the  
optical  depth  obtained  is  similar  to  the  mag -
nitude  of  the  optical  depth  found  by  Spencer  
et  al.  However,  its  distribution  across  the  Io's  
disk  is  very  different.  This  difference  results  
from  the  fact  that  the  column  density  distri -
butions  differ  significantly  between  the  two  
models.  In  the  DSMC model  the  column  den -
sity  is  distributed  nearly  symmetrically  with  
respect  to  the  sub  solar  point,  and  is  con -
trolled  by  the  solar  incidence  angle;  the  model  
of  Spencer  et  al.  assumes  that  the  column  
density  is  latitude  dependent  only,  consistent  
with  Ly-α data  [7]. Figure  2  shows  the  distri -
bution  of  spectral  intensity  across  the  disk.  
The  majority  of  the  radiation  originates  from  
the  surface,  because  the  atmosphere  is  opti -
cally  thin  and  is  controlled  by  the  surface  
temperature.  This  is  readily  seen  because  the  
intensity  distribution  does  not  reflect  inho -
mogeneities  of  the  atmosphere  as  seen  for  the  
optical  depth  distribution.  Spectral  intensity  
distribution  agrees  well  with  the  findings  of  
Spencer  et  al.   
Figure  1.  Band  optical  depth  for  the  DSMC 
modeled  atmosphere.  The  atmosphere  is  very  
optically  thin,  with  the  most  opaque  region  at the  
sub  solar  point
Figure  2.  Band  average  spectral  intensity  (in 
units  μW/μm  cm2  sr).  The  majority  of  the  radia-
tion  originates  from  the  surface,  because  the  at-
mosphere  is  optically  thin  in 529- 531  cm - 1.
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Figure 1. The potential curve for the ground state 
of N+ 2  is shown with the lowest 5 vibrational levels. The 
remaining curves are those of N2. 
Dissociative recombination of N+ 2 , CO
+ 
  and OH
+ 
 .  Steven L. Guberman, Institute for Scientific Research, 22 
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Introduction:  Theoretical studies of dissociative 
recombination (DR) processes important in planetary 
and comet atmospheres are reported. For N+ 2 , DR is 
described by N+ 2  + e- → N + N where e- is an electron 
and the product N atoms can be electronically excited. 
Potential curves, electron capture widths and rate coef-
ficients are described. The dominant dissociative chan-
nels for each molecular ion are identified. For N+ 2 , rate 
coefficients are reported for each of the lowest five 
vibrational levels. For v=0, the DR rate constant is in 
excellent agreement with experimentally derived re-
sults. There are no experimental results for v>0. I re-
port the first vibrational deexcitation coefficients 
among the lowest five vibrational levels for electron 
temperatures between 100 K and 3000 K. For CO+, the 
dominant DR routes are identified. Comparison to ex-
periment shows agreement for the calculated rate con-
stant with storage ring measurements done on 13C16O+ 
but disagreement with the afterglow results done on 
12C16O+ indicating that the afterglow experiments may 
be for vibrationally excited CO+. Aspects of the stor-
age ring derivation of quantum yields are critically 
discussed in the light of the theoretical results. For 
OH+, the role of core excited states is assessed. 
N+ 2:  Quantum chemical calculations have been 
used to survey all 102 molecular states that can be 
formed from the neutral valence states of the atoms in 
order to identify likely dissociative states. The likely 
states are those that cross the ion within the turning 
points of the vibrational levels of interest and have a 
principal configuration that differs from the main con-
figuration of the ion plus a free electron by no more 
than a double excitation. Once the likely states are 
identified, they were recalculated with large scale 
wave functions using the Complete Active Space Self 
Consistent Field (CASSCF) approach for the orbi-
tals.[1] Large scale Multireference Configuration In-
teraction (MRCI) wave functions [2] were used to de-
termine the potential curves. The dissociative routes 
identified in these calculations are shown in Figure 1. 
The important curves for DR of the lowest 5 vibra-
tional levels are of 3Πu, 1Πu, 1Σ+ g , and 1Σ+ u  (not in Figure 
1) symmetries. The single 1Σ+ u  potential curve crosses 
the ion at the small internuclear distance turning point 
of the v=0 level. Electron capture widths for each of 
the states of these symmetries have been calculated 
using high Rydberg orbitals for the free electron or-
bital.[3] The cross sections and rate coefficients have 
been calculated with the Multichannel Quantum De-
fect Theory (MQDT) approach.[4] The rate coefficient 
calculations show that the 3Πu states are the dominant 
dissociative routes for each of lowest 5 dissociative 
levels for electron temperatures between 100 K and 
3000 K. The v=0 rate coefficient is 2.2 x 10-7 cm3/sec 
and agrees well with prior experimental measurements. 
The v=0 rate coefficient exceeds those for the other 
levels except for electron temperatures below 170 K 
where v=1 has the largest rate coefficient. For ion vi-
brational relaxation by electron impact at electron 
temperatures between 100 K and 3000 K, the rate co-
efficient for v=1 → v=0 is the highest and is compara-
ble to the DR rate coefficient. 
CO+:  Using an analogous approach to that used 
for N+ 2 , the important dissociative routes for CO+ have 
been identified and are shown in Figure 2. The domi-
nant routes are of 3Π, 1Π, and 1Σ+ symmetries. The rate 
coefficient calculations show that the 21Π route domi-
nates the DR of v=0 between 100 K and 3000 K elec-
tron temperature. The calculated rate constants at 300 
K are 4.2 x 10-7 cm3/sec for 12C16O+ and 2.9 x 10-7 
cm3/sec for 13C16O+. (These calculations do not yet 
include the effects of core excited states or of angular 
momentum mixing among the free electron partial 
waves.) The storage ring experiment is for 13C16O+ and 
gave a rate coefficient of 2.75 x 10-7 cm3/sec [5] in 
very good agreement with the calculations. The after-
glow experiment is for 12C16O+ and gave a rate coeffi-
cient of 1.6 x 10-7 cm3/sec [6] which does not agree 
with the theoretical calculations but may indicate that 
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Figure 2. Potential curves of CO and CO+. 
 
much of the CO+ in the experiment is vibrationally 
excited. 
OH+:  A prior calculation [7] gave a very small DR 
rate coefficient, 6 x 10-9 cm3/sec, but did not include 
core excited Rydberg states. The calculation has been 
updated to include Rydberg states having the a1Δ  state 
of the ion as core. The excited core Rydberg states act 
as intermediate states and are populated by the capture 
of a free electron by the 3Σ- ion ground state. Follow-
ing capture, the neutral excited core state is predissoci-
ated by the primary dissociative route, 22Π. The up-
dated calculations show that inclusion of the excited 
core states has only a negligible effect upon the magni-
tude of the DR rate coefficient. 
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Introduction:  A major focus of the Mars Ames 
General Circulation Modeling (GCM) task is the pre-
sent Mars water cycle. GCMs have been moderately 
successful in simulating the Martian seasonal water 
cycle as observed by the Viking  MAWD and MGS 
TES experiments [1,2,3]. The models generally as-
sume that the north residual cap (NRC) is the only 
permanent exchangeable reservoir for atmospheric 
water vapor. Recently, however, Fouchet et al. [4] 
and Tschimmel et al. [5] present results of the Mars 
Express PFS/LW  and SW observations that show a 
much drier water cycle than seen by MAWD or TES - 
by a factor of 1.5 It now appears that the TES data are 
biased high due to resolution and line strength issues 
with the weak band retrievals [6]. When corrected for 
this bias, the PFS and TES data sets are in much better 
agreement. However the Viking data remain high, 
though this data set may also have some issues [7]. 
If the water cycle as observed by corrected TES 
and PFS is indeed drier than seen by Viking, it raises 
the possibility for genuine interannual variability. 
However, it is premature to pursue this possibility until 
all the issues associated with these retrievals are fully 
sorted out. What can be done, however, is to begin a 
systematic investigation into how one can get the 
models to dry out the water cycle to the level observed 
by PFS and corrected TES. There are several possibili-
ties: include an adsorbing regolith [1,8.9]; larger cloud 
particle sizes [1], reduced sublimation from the NRC 
[this work]; or some combination of all three.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. False color MARCI image of the NRC with GCM 
grid points at 5° lat by 9° long resolution overlaid (+).  
      
     Here we explore the role of the NRC in controlling 
the present water cycle. Our motivation is based on the 
fact that the models represent the NRC as a homoge-
neous ice sheet poleward of a given latitude, nominally 
80°N, depending on resolution. Fig. 1 shows that such 
an assumption grossly overestimates the amount of 
polar ice and thus the models may be overestimating 
the amount of water the NRC actually supplies the 
atmosphere during summer. 
Ames GCM v. 2.1:  We simulate the present water 
cycle on Mars using the Ames Mars General Circula-
tion Model (GCM) version 2.1. This version runs with 
our new radiation code (2-stream model with corre-
lated k's), and a cloud microphysics scheme that as-
sumes a log-normal particle size distribution whose 
first two moments are carried as tracers, and which 
includes nucleation, growth, and settling of ice crys-
tals. Atmospheric dust is partially interactive in the 
present simulations. The radiation code sees a pre-
scribed distribution that follows the TES year one ob-
servations with a vertical variation that is seasonally 
dependent. The cloud microphysics code interacts with 
a transported dust tracer column whose surface source 
is adjusted to maintain the TES distribution. In these 
simulations the clouds are radiatively inactive. For the 
present work, we run with a horizontal resolution of 5° 
latitude and 9° longitude. There are 24 vertical layers 
increasing in thickness with altitude with the topmost 
layer at ~ 80 km. The model is run from an initially 
dry state with a prescribed NRC providing the only 
source of atmospheric water vapor. A seasonally re-
peatable cycle is obtained in 5 Mars years. 
Results:  We have conducted three simulations. A 
"baseline" simulation with the NRC boundary at 80°N, 
a "small cap" simulation with the NRC boundary at 
85°N, and a "MARCI Cap" simulation with the NRC 
ice deposits distributed as observed by the MARCI 
camera on MRO (i.e., as depicted in Fig. 1).  
     Fig.  2 displays the zonal mean column water abun-
dances. The baseline simulation produces a water cy-
cle that is too wet compared to PFS and corrected TES 
with maximum water abundances of ~ 110 pr-μm at 
high latitudes during summer. The small cap simula-
tion is too dry with peak abundances of ~ 25 pr-μm. 
Surprisingly, however, the MARCI cap simulation is 
quite wet and is very similar to the baseline simulation 
in spite of the fact that the total surface area of the ice 
is about 60% of the baseline simulation.  
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Fig. 2. Zonal mean column abundances of atmospheric water 
vapor (pr-μm). Baseline (top), small cap (middle), MARCI 
cap (bottom). 
 
Discussion: We attribute the wetness of the MARCI 
cap simulation to the ice outliers at 75N and 140E. 
Only 4 grid boxes represent these outliers, yet their 
existence at lower latitudes leads to greater insolation, 
which results in much greater sublimation fluxes than 
the ice at higher latitudes. Indeed a close inspection of 
the outlier ice loss rates indicates that they are not sta-
ble. In the model this ice would be gradually trans-
ferred to higher latitudes on time scales short com-
pared to orbital time scales. 
     These results suggest that models must pay closer 
attention to the size and distribution of the surface ice 
in the North Polar Region. Bottger [10] reached a simi-
lar conclusion. A preliminary estimate of the fraction 
of ice poleward of 80°N shown in Fig. 1 indicates that 
only 53% of the area is covered with material with an 
albedo higher than the bare ground.  
     Another factor is the temperature of the cap. The 
sublimation flux is very sensitive to the temperature of 
the NRC, which can ultimately control the global 
steady-state moisture abundances [2]. Fig. 3 shows a 
comparison of NRC temperatures simulated by our 
model and those observed by TES. Overall, the agree-
ment is fair. However, the TES temperatures are aver-
ages of frosted and unfrosted regions, which means we 
may be overestimating the ice temperatures and hence 
sublimation fluxes. Given the nonlinear dependence of 
sublimation on temperature this is a distinct possibility. 
The model temperatures also ramp up much faster than 
observed and this too may be contributing to the ex-
cess wetness of the simulated MARCI cap water cycle.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Sol and zonal averaged surface temperatures at 85°N 
(Top),  80°N (middle), and 75°N bottom.  
 
Conclusion: The PFS observations and the appar-
ent bias of TES water column abundances on the high 
side suggest that the Martian water cycle during the 
past decade is drier than seen by Viking. The presents 
a problem for models of the water cycle that have suc-
cessfully reproduced the major features of the Viking 
and uncorrected TES data sets. Specifically, they must 
find ways to dry out the water cycle by about a factor 
of 1.5. 
In this work we have explored one possibility. 
Namely, incorporating the actual size of the NRC. Our 
baseline model assumes a NRC that is far bigger than 
actually observed. And when its size is reduced by a 
single grid point in latitude (5°), it dries out the water 
cycle too much thus indicating the importance of using 
the observed distribution of ice. However, we have 
also shown that simulating the true cap temperature is 
important as well. Ultimately a simulation with suffi-
cient resolution to faithfully represent the observed 
distribution of ground ice within the NRC cap, and 
which also reproduces the observed cap temperatures 
is needed. Only then will we have some confidence in 
assessing the role the NRC cap plays in the current 
water cycle. 
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LOW TEMPERATURE ABSORPTION OF SULFUR DIOXIDE BETWEEN
280 AND 330 NM.
J. B. Halpern, D. Carliss, C. Knight, J. F. Burris 
 
SO2 is emitted by volcanos on Io and other planetary systems as well as being found in 
Venus’ atmosphere.  We report new measurements of low pressure ( ~1 Torr) SO2 
absorption coefficients between room (295K) and dry ice (197) temperatures. Spectra 
were scanned between 280 and 330 nm at a resolution of 0.015 nm. Measurements were 
done at relatively low (1 Torr) pressures.   
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OPTICAL PROPERTIES OF TITAN HAZE LABORATORY ANALOGS USING CAVITY RING DOWN 
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Introduction: The most visible aspect of Titan is the 
organic haze layer that completely covers this moon of 
Saturn.  The haze has an “anti-greenhouse” effect on 
Titan due to strong absorption at solar wavelengths 
combined with low opacity in the thermal wave-
lengths.  To understand the thermal structure of Titan, 
accurate optical constants for the haze are needed.  In 
addition, if accurate optical constants for various 
model haze particles were well established, the optical 
retrievals from Titan could be used to extract informa-
tion on the chemical and physical properties of the 
haze particles.  Past work has provided optical con-
stants for Titan haze by analyzing thin films that model 
the haze particles [1], [2], [3]. While these pioneering 
studies have provided the basis for Titan aerosol re-
trievals, lingering questions remain about the effects of 
long collection times for the particles and the influ-
ences of depositing the particles on a plate for analysis. 
In the present work, we present the first measurements 
of Titan haze optical properties for freely floating par-
ticles that have not been collected or subjected to am-
bient air. 
 
 
Experimental: The current studies use the recently 
developed technique of aerosol cavity ring down 
(CRD) spectroscopy to determine the optical properties 
of particles “on the fly.” The technique is so sensitive 
that single sized particles can be selected from an ini-
tial broad distribution of particle sizes.  The particle 
extinction as a function of particle size is then used to 
extract the real and imaginary refractive index of the 
particles.    
 
In the current work we generate Titan-like particles by 
exposing a gas mixture of 0.1% CH4 in N2 to ultravio-
let radiation. An aerosol mass spectrometer (AMS) is 
used to determine the chemical composition of the 
generated particles. Particles are then size selected 
from 0.06 to 0.5 µm diameter using a differential mo-
bility analyzer (DMA) and the single-sized particles 
are sent to the CRD cell. Aerosol extinction at λ = 532 
nm within the CRD is determined using the ring-down 
time within the cell.   
 
 
Results: We present extinction cross-sections and ex-
tinction efficiencies at λ = 532 nm for the organic haze 
particles. We then use the size dependence of the ex-
tinction data to determine the total refractive index of 
the particles. Applying Mie theory to our data, we have 
inferred an estimate of the total refractive index of n = 
1.55 ± 0.05 and k = 0.025 ± 0.005. This is the first time 
optical constants extracted from Titan haze particle 
analogs have been reported. We also compare our data 
to previous thin film results in the literature. Ongoing 
studies are probing different gas compositions and 
additional extinction wavelengths. 
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Introduction: We are reporting results from our 
molecular spectroscopy effort to determine frequen-
cies, intensities, shapes and broadening in fundamental 
and low-lying hot band transitions for molecules of 
interest to contemporary planetary atmospheric inves-
tigations in NASA’s Planetary Atmospheres Program. 
The laboratory measurements, obtained with the 
NASA/GSFC Heterodyne Instrument for Planetary 
Wind and Composition (HIPWAC), are described in a 
companion paper in this session (see Delgado et al. 
[1]). Herein we present the analysis methodology and 
interpretation of the laboratory measurements.  
Significance: We identified molecular species of 
significance to NASA’s Cassini Mission to Jupiter, 
Saturn and Titan: ethane (C2H6), including both normal 
and primary hot band (i.e., ν9 and ν9 +ν4 -ν4); ethylene 
(C2H4); and allene (C3H4). The laboratory measure-
ments which are the basis for the results reported 
herein were obtained at a spectral resolution of 
0.00003 cm-1 (~1MHz) at 12 µm. At this spectral reso-
lution, the rotational-vibration transitions measured 
under laboratory conditions (ambient temperature and 
~1 Torr pressure) are fully resolved and identified 
without ambiguity. The principal objective is to pro-
vide critical laboratory truth for the interpretation of 
infrared spectral observations of the Cassini mission 
and in the re-interpretation of mid-IR emission spectra 
from Voyager IRIS, ISO and ground based IR data of 
the outer planets.  
Laboratory Spectroscopy analysis Facility: We 
have developed an IDL based facility for the analysis 
of high spectral resolution data from different spectro-
scopic instruments. The facility calibrates and removes 
instrument effects that could introduce systematic er-
rors which decrease the precision level in recovering 
weaker lines.  
The analysis of HIPWAC measurements of ethane, 
allene, and ethylene involve spectra with a resolving 
power (ν/Δν) >107 and provide the ability to recover 
transition frequencies to better than a part in 108. The 
spectral resolution is thus better (smaller) than 1 MHz 
for room temperature Doppler broadened lines with a 
HWHM of 30 MHz and the spectral lines are fully 
resolved! This allows for very accurate recovery of 
molecular spectroscopic parameters such as the transi-
tion frequency and intensity. In our results, we include 
a careful estimate of errors which include errors in 
measuring the gas cell temperature and pressure. 
Ethane results: The ν9 band region of ethane, near 
12.2 µm is among the most ubiquitous and prominent 
emission features in the thermal IR spectrum of the 
outer solar system bodies such as Jupiter, Saturn, Titan 
and Neptune. An illustrative case is the analysis of 
Jupiter and Titan atmospheric ethane (C2H6) ν9 band 
emission observed by Cassini/CIRS – which have a 
bearing on the atmospheric thermal structure and pho-
tochemistry constraints. While researchers are able to 
model the acetylene (C2H2) spectra to a high precision 
(few percent), the ethane spectra show much larger 
residuals (~15% level in the lines and a broad structure 
near the 845 cm-1 portion of the band; C.Nixon, per-
sonal communication). We attribute these differences 
to hot band lines which are sensitive to temperature 
and consequently serve as probes of the line formation 
region. Ideally, any modeling of spectral regions with 
fundamental bands of complex molecules should in-
corporate these temperature-dependent contributions. 
We have used the HIPWAC measurements of C2H6 to 
improve our ethane torsional model and generate high 
accuracy predictions for line centers and intensities. 
Fig. 1 shows the impact of using such spectroscopic 
parameters in the analysis of Titan ethane observations 
with comparable spectral resolution. We expect that 
the inclusion of missing spectral lines has the potential 
to resolve the modeling difficulties of observations of 
ethane in outer planet atmospheres.  
 
Fig. 1: Modeled ethane spectra from Titan as observed 
in 2003 using the old (dotted) and new (solid) spectro-
scopic parameters. Note the difference in the relative 
intensity of the weak to strong line with consequences 
for the interpretation of such spectral observations. 
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A subset of our results is shown in summary form 
in Table 1 and an example spectrum is shown in Fig. 2. 
Our new atlas has been intensity corrected against the 
best 12 spectral lines shown in the table, and the abso-
lute frequency and intensities retrievals are better than 
1MHz (0.00003 cm-1) and 5%, respectively. Recently, 
Vander Auwera et al. [2] published an atlas of ethane 
spectroscopic parameters that have resolved some of 
the modeling anomalies. Our results, which are based 
on fully resolved spectral lines are in good agreement 
with Vander Auwera et al. [2].  
 
Fig. 2: shows an example HIPWAC laboratory spec-
trum of C2H6 (black trace) near the P18 (851.50514 
cm-1) 14C16O2 laser transition. The blue and red curves 
are spectra calculated using the molecular spectro-
scopic parameters in the previous version of the Univ. 
of Tennessee and current HITRAN line atlases, respec-
tively. The spectral measurements were made with a 
30 cm long cell filled to a pressure of 0.71 Torr with 
ethane. 
 
 
Table 1 measured parameters (B,F), UT/GSFC atlas 
(C,G), and Vander Auwera et al. 2007 [2] atlas (E,J). 
Allene Atlas: We have also been improving the al-
lene atlas using the HIPWAC measurements of allene. 
Fig. 3 is an example allene measurement at a spectral 
resolution of 0.00003 cm-1 compared to a model we 
calculated using the spectroscopic parameters given by 
Wang et al. [3]. When the model was scaled to match 
the measured halfwidth, we find excellent agreement 
for the strong line. Since Wang et al. [3] used a lower 
spectral resolution in their study it is likely the lower 
intensity lines were not measured with sufficient preci-
sion. However, the agreement in the strong line is a 
good validation of our analysis tools. We are using our 
analysis tools to recover and characterize spectroscopic 
parameters for the higher density weaker lines. The 
contributions from allene, which overlap the ethane 
band, may also be a part of the puzzle in the interpreta-
tion of the spectroscopy of outer planet atmospheres. 
 
Fig. 3: shows the allene spectrum near 858.1479 cm-1 
measured at 0.00003 cm-1 spectral resolution (black 
trace) and a model (red trace) calculated with previ-
ously known molecular spectroscopic parameters. 
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LARGE-SCALE EXTRATROPICAL CYCLOGENESIS AND FRONTAL WAVES: EFFECTS ON MARS
DUST. J.L. Hollingsworth1, M.A. Kahre1, R.M. Haberle1, 1Space Science and Astrobiology Division, Planetary
Systems Branch, NASA Ames Research Center, Moffett Field, CA 94035, (jeffery.l.hollingsworth@nasa.gov).
Introduction: Mars reveals similar, yet also vastly
different, atmospheric circulation patterns compared to
those found on Earth [1]. Both planets exhibit ther-
mally indirect (i.e., eddy-driven) Ferrel circulation cells
in middle and high latitudes. During late autumn through
early spring, Mars’ extratropics indicate intense equator-
to-pole temperature contrasts (i.e., mean “baroclinic-
ity”). From data collected during the Viking era and re-
cent observations from the Mars Global Surveyor (MGS)
mission, such strong temperature contrasts supports in-
tense eastward-traveling weather systems (i.e., transient
synoptic-period waves) [2,3,4] associated with the dy-
namical process of baroclinic instability. The travel-
ing disturbances and their poleward transports of heat
and momentum, profoundly influence the global atmo-
spheric energy budget. In addition, the transient baro-
clinic waves impact other atmospheric scalars (e.g., tem-
perature, horizontal winds, dust mixing ratio, etc).
Recently, global circulation models having very high
resolution have been implemented to investigate Mars’
baroclinic waves, both in a simplified,mechanistic frame-
work [5] and in a more realistic setting [6]. Our goal
is to ascertain the atmospheric environmental conditions
under which near-surface and/or upper-level fronts (i.e.,
narrow zones with enhanced mass density, momentum
and thermal contrasts within individual transient baro-
clinic waves) form in Mars’ high latitude baroclinic
zone, and whether the dynamical development, inten-
sification and decay of such frontal waves can be as-
sessed using modern diagnostics. Further, we wish to
investigate the interactions of these frontal-wave systems
with Mars’ highly-variable surface relief (i.e., on large-
scales), and the interactions with other atmospheric cir-
culation components.
Model: Using very high horizontal resolution global
circulation models that are driven by highly simplified
physical parameterizations (i.e., an SGCM approach),
we have been modeling over the last several years [5]
cyclogenesis and frontal waves in the atmosphere of
Mars in order to mechanistically ascertain dynamical
processes associated with baroclinic disturbances. In
this investigation, we build upon that mechanistic ef-
fort by utilizing a state-of-the-art, full-physics general
circulation model (GCM) for Mars. The particular ver-
sion adapted implements a full radiatively-active dust
cycle for a range of dust particle sizes, wherein dust lift-
ing is parameterized in terms of dust-devil and surface-
stress schemes which are self-consistent with the atmo-
spheric environmental conditions as simulated by the
model [7]. This model includes the lifting, transport
and sedimentation of radiatively-active dust. Our ap-
proach is motivated by recent MGS imaging from the
Mars Orbiter Camera (MOC) which indicate large-scale,
spiralling, “comma”-shaped dust cloud structures and
scimitar-shaped dust fronts in the northern extratropi-
cal and subtropical environment during late autumn and
early spring [8,9].
Results: The time and zonally-averaged tempera-
ture and zonal wind field from our baseline high-resolution
(i.e., 2.0× 3.0◦ longitude-latitude) simulation is shown
in Fig. 1. The mean zonal temperatures appear rather
symmetric about the equator. Upon closer inspection, it
can be seen that in the northern extratropics the north-
south temperature contrasts at this season, particularly
near the surface, are significantly stronger than in the
southern hemisphere. This asymmetry in mean zonal
fields is also apparent in the mean zonal wind (Fig. 1,
bottom) where the northern hemisphere’s westerly po-
lar vortex is roughly twice as strong than in the south,
with peak wind speeds of O(120 m s−1). That this
season can support vigorous synoptic-period transient
weather systems in the extratropics and subtropics, can
be seen in Fig. 2. This figure shows a variety of near-
surface meteorological fields (i.e., within 1 km of the
surface) at three different times associated with the large-
scale cyclogenesis and subsynoptic-scale frontal waves.
The color-shaded field corresponds to surface pressure
anomalies. A series of extratropical cyclones and anti-
cyclones that develop, intensify and decay can be clearly
noted. Tracking of the anti-cyclone just west of the
prime meridian in the top-most panel indicates a east-
west (zonal) phase speed, c(x), of O(20 m s−1). The
weather systems are often most intense just in the lee of
the Tharsis highlands, in the Acidalia/Chryse regions.
This region has been recognized to be an active storm
zone within the western hemisphere [10].
It can be seen in Fig. 2 that the low-level horizon-
tal wind exhibits a distinct line of convergence which
is associated with two (one middle and the other high-
latitude) low-pressure anomalies that merge in time. The
appearance of this line of flow convergence shows sig-
natures associated with frontogenetic processes: that
is, shear and stretching deformations, and flow contrac-
tions/dilatations which significantly alter atmospheric
scalars (e.g., temperature, dust mixing ratio, etc). Also
depicted in the figure are contours of instantaneous sur-
face stress (indicated in white, with regions that exceed
the threshold value of τ∗0 = 22.5 mPa indicated in red).
It can be seen from the figure that a broad region in
the Tharsis highlands exists where instantaneous stress
values exceed the threshold value. Large stresses are
often associated with strong anti-cyclonic circulations
(i.e., a near-surface ridge) just upstream (to the west of)
the developing frontal wave further to the east. Fre-
quently, the strongest gradient in surface stresses occurs
just upstream of the near-surface front.
Summary: The imposition Mars’ strong baroclinic-
ity supports intense eastward traveling weather systems,
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Fig. 1: The time and zonally averaged (a) tempera-
ture (K) and (b) zonal wind (m s−1) during late north-
ern winter (Ls = 350◦) from an annual, high-resolution
radiatively-active dust gcm simulation which imposes
both dust-devil and wind-stress dust lifting. The contour
interval is 10 K and 20 m s−1 in (a) and (b), respectively.
particularly in northern late winter/early spring that on
large scales have accompanying sub-synoptic scale ram-
ifications on the atmospheric environment through cy-
clonic and anti-cyclonic winds, deformations and con-
tractions/dilatations in temperatures, and sharp perturba-
tions amongst atmospheric tracers. Compared to models
of cyclo-, fronto-genesis on Earth, Mars’ extratropical
weather systems appear short-lived. Our high-resolution
simulations utilizing the NASA Ames Mars general cir-
culation model with a consistent, interactive dust cy-
cle indicate that cyclogenetic and frontal-wave circula-
tions can significantly alter dust transport and structuring
(both horizontally and vertically) within the atmosphere.
Modeling the circulation at high spatial resolution is nec-
essary in order to illuminate processes important to local
and regional dust activity.
References: [1] Zurek R.W. et al. (1992) in Mars,
edited by Kieffer H.H. et al., 835. [2] Barnes J.R. (1980)
Fig. 2: Longitude-latitude sections at Ls = 350◦ of the
instantaneous surface pressure anomalies (percent de-
viations from a global mean value of 6.11 mbar); the
instantaneous time deviations of the low-level vector
horizontal wind (m s−1); and, the instantaneous surface
stress magnitudes (mPa) at (a) t = t0; (b) t = t0 + 6 hr;
and (c) t = t0 + 12 hr. The surface stress contour inter-
val is 5 mPa and regions exceeding the threshold value
of 22.5 mPa are highlighted in red.
J. Atmos. Sci., 37, 2002; Barnes J.R. (1981) J. Atmos.
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29, 10.1029/2001GL014103.; Hinson D.P. (2006) J.
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MATHEMATICS OF RADIATION PROPAGATION IN PLANETARY ATMOSPHERES: ABSORPTION, 
REFRACTION, TIME DELAY, OCCULTATION, AND ABEL INVERSION.  David L. Huestis, SRI  
International, Molecular Physics Laboratory, Menlo Park, CA 94025 (david.huestis@sri.com) 
 
Introduction:  Forward integration calculation of 
air mass, refraction, and time delay requires care even 
for very smooth model atmospheres.  The literature 
abounds in examples of injudicious approximations, 
assumptions, transformations, variable substitutions, 
and failures to verify that the formulas work with 
unlimited accuracy for simple cases and also survive 
challenges from mathematically pathological but 
physically realizable cases.  A few years ago [1] we 
addressed the problem of evaluation of the Chapman 
function for attenuation along a straight line path in an 
exponential atmosphere.  In this presentation we will 
describe issues and approaches for integration over 
light paths curved by refraction. 
The inverse problem, determining the altitude pro-
file of mass density (index of refraction) or the con-
centration of an individual chemical species (absorp-
tion), from occultation data, also has its mathemati-
cally interesting  (i.e., difficult) aspects.  Now we 
automatically have noise and thus statistical analysis is 
just as important as calculus and numerical analysis.  
Here we will describe a new approach of least-squares 
fitting occultation data to an expansion over compact 
basis functions [2].  This approach, which avoids nu-
merical differentiation and singular integrals, was 
originally developed to analyze laboratory imaging 
data [3-5]. 
Refraction: Following a long history [6-7], we 
write the deflection angle as the light path travels from 
radius r0 to radius r1, in a spherically symmetric me-
dium with index of refraction n(r), initially at zenith 
angle χ0 as 
(1)   θ(r1) - θ(r0) = r0 n(r0) sin χ0 
× ∫ 1
0
r
r  r
-1 [r2 n(r)2 – r02 n(r0)2 sin2χ0 ]-1/2 dr 
Other authors write an equivalent integral using the 
index of refraction [9] or the zenith angle [10] as the 
variable of integration. 
The fact that the integrand is infinite at the lower 
limit for a tangent ray with χ0 = π/2 has led many au-
thors to construct approximate representations as 
power series in sec χ0 and tan χ0 for refraction, air 
mass, and the Chapman function.  These series are at 
best only asymptotically convergent [1].  In fact the 
exact integrals themselves are not even infinite.  The 
latter point can be shown by evaluating the integral 
above in the limits n(r) → n(r0) and r1 → ∞, in which 
case the integral becomes just χ0.  In other cases 
sloppy work has led to erroneous explicit formulas in 
which terms were dropped that are not minor for all 
values of the parameters [11]. 
However, astronomers and amateurs have noted for 
centuries that sunsets are sometimes really weird [12].  
What appears not to have been noticed before is that 
for χ0 = π/2 the integrand inside the square root is 
dangerously close to being negative at the lower inte-
gration limit, at sea level. 
The issue arises because n(r) < n(r0) for r > r0.  We 
already know that r2 n(r)2 – r02 n(r0)2 vanishes as 
r → r0.  We now need to check its first derivative, 
which is 2 r n(r) [ n(r) + r dn(r)/dr ], which should be 
positive.  Then we write n(r) = 1 + cλ ρ(r), where cλ is 
the wavelength dependent coefficient that multiplies 
the atmospheric density ρ(r).  Thus we have a first 
derivative proportional to 1 + r0 cλ dρ (r0)/dr.  Assum-
ing a roughly exponential atmosphere, we obtain 
1 - (r0/H) cλ ρ (r0), where H is the density scale height 
at r0.  For Earth, cλ  is known to be quite small, about 
2.8×10-4/amagat, but r0 is as large as the radius of the 
Earth, about 6400 km.  H is about 10 km, so we have 
in total 1 - (6400/10)×2.8×10-4 or  1 – 0.18 = 0.82.  If 
the Earth's atmosphere were denser or cooler at sea 
level, sunsets would be even weirder, and optical illu-
sions, such as mirages, more common. 
Similar divergence problems arise for other inte-
gration approaches as well [9,10].  Surprisingly, they 
are not obvious in a recent occultation analysis [13], 
suggesting that their formulation may not be equiva-
lent.  The basic message for planetary scientists is that 
divergences are indeed possible for radii outside the 
planet surface and for zenith angles less than π/2. 
Inversion: Determination of spatial distributions 
by tomographic inversion of transmission/absorption 
observations has become the standard diagnostic pro-
cedure in many application areas.  It has a correspond-
ing voluminous literature.  Following Dasch [14], we 
define the Abel inversion problem as follows.  Given a 
cylindrically (or spherically) symmetric distribution of 
absorbers F(r), and an infinitesimally narrow probe 
beam, the "observed" line-of-sight integral projection 
P(r) (or absorption strength) would be given by 
(2)   P(r0) = 2 ∫ ∞0r  F(r) r ( r2– r02 )-1/2 dr 
The analytic inversion that infers the absorber density 
F(r) from of the observed projection P(r) data is given 
by 
(3)   F(r0) = (-1/π) ∫ ∞0r  dP(r)/dr ( r2– r02 )-1/2 dr 
56 LPI Contribution No. 1376
Elliot et al. [13] use similar formulas for inferring at-
mospheric density and temperature from occultation 
refraction observations. 
Although equation (3) is a nominally exact inver-
sion of equation (2), accurate numerical differentiation 
of observational data is always a risky business.  As 
described by Dasch [14], it is common to rewrite equa-
tion (3) in the form of a matrix approximation (assum-
ing equally spaced data) 
(4)   F(ri) = Σ n 1j= Dij P(rj) 
Typically these approximations are based on interpola-
tion schemes for either F(r) or P(r) that allow the inte-
grals (2) or (3) to be evaluated analytically. 
While these interpolation approximations have 
been widely used with considerable success, they nev-
ertheless possess some undesirable properties.  A ro-
bust data analysis procedure should include the follow-
ing characteristics: 
(a) Formulas for propagating statistical uncertain-
ties of the measured quantities into estimated 
uncertainties of the derived quantities. 
(b) Guaranteed reduction in the estimated uncer-
tainties of the derived quantities as additional 
measured quantities are included in the analy-
sis. 
(c) Example data sets for which the inversion pro-
cedures are effectively exact, for use in testing 
or to represent expected experimental situa-
tions, such as the case of a locally exponential 
atmosphere. 
The existing interpolative procedures fail to satisfy 
both requirements (a) and (b).  The most serious short-
coming is in requirement (b).  Interpolative procedures 
do not have a provision for multiple measurements at 
the same grid point.  Adding more points by decreas-
ing the point spacing eventually leads to meaningless 
oscillations after the statistical measurement uncer-
tainty in P(rj) exceeds the mean rate of change, P(rj+1) - 
P(rj). 
Below we outline how to meet all three require-
ments by expressing F(r) and P(r) as basis-function 
expansions with coefficients to be determined from 
least-squares fitting of the observations.  A similar 
approach using gaussian basis functions has been de-
veloped and applied by Dribinski et al. [5]. 
We first choose a basis set of continuous functions, 
Φj(r), that are expected to be suitable for representing 
the inverted quantities we are seeking.  For atmos-
pheric occultation we might use piecewise exponential 
functions.  We will have j = 1,n fitting nodes at rj and 
for convenience require Φi(rj) = δij.  Then we write 
(5)   F(r) = Σ n 1j=  F(rj) Φj(r) 
where the F(rj) = Fj are fitting coefficients to be deter-
mined below.  If we insert equation (5) into equation 
(2) we find that  
(6)   P(r) = Σ n 1j=  Fj Πj(r) 
where 
(7)   Πj(r)= 2 ∫ ∞r  Φj(r') r' ( r'2– r2 )-1/2 dr 
If we have k = 1,m data points, at r values xk, with 
projection measurements Pk, then we are ready to write 
the χ2 statistical quality-of-fit equation 
(8)   χ2 = Σ m 1k=  { Pk - Σ n 1j=  Fj Πj(xk) }2 / σk2 
Equation (8) now allows us to employ the full 
power of statistical analysis [15].  Some key advan-
tages are choosing a small number fitting nodes by 
judicious choice of the fitting functions, nonuniform 
spacing of fitting nodes, increasing the density of 
measurements without decreasing the spacing between 
fitting nodes, combining the constraints of multiple 
measurements of equivalent quantities, inclusion of 
statistical weights, and determination of statistical 
measures of the fit. 
Mathematical details and example applications will 
be included in the poster presentation. 
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    Reading about research opportunities in space and 
Earth sciences, one gets the impression that there are 
two separate paths to discovery in space science. One 
path follows the data from space missions into the data 
analysis programs and then into the discipline pro-
grams like Planetary Atmospheres (PATM). The other 
path springs from laboratory, theoretical, and observa-
tional work in the discipline programs. If the research 
is focused on an object that has a data analysis pro-
gram, it belongs there. If it is focused on several ob-
jects, it belongs in a discipline program. In fact, the 
two paths are intertwined and there is plenty of over-
lap, and fortunately, the research opportunities reflect 
this. PATM is a broad, inclusive program that pro-
motes creativity and responds well to new discoveries. 
My point is that PATM should stay that way and re-
main open to data that come from all sources, includ-
ing space missions. Cassini is a prominent current 
example, and I will present some of the atmospheric 
science discoveries. 
 
    For Titan, the list includes: Atmospheric super-
rotation, which is faster than that of Venus; convective 
clouds at the south summer pole; lakes and runoff 
channels that are evidence of a vigorous hydrological 
cycle despite the low solar flux, with methane as the 
condensable gas. For Saturn the list includes: Contin-
ued controversy over whether Saturn is the windiest 
planet and whether the winds change with time; evi-
dence that eddies are pumping up the zonal jets on 
both Jupiter and Saturn; confirmation that Saturn's 
north polar hexagon is still present 25 years after it was 
discovered during the Voyager era; discovery of a hur-
ricane-like feature at the south pole with eye wall 
clouds towering ~70 km above the clouds at the center; 
mysteries about the spatial/temporal distribution of 
temperatures and methane photodissociation products 
in Saturn's stratosphere. 
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Introduction:  The Cassini Orbiter Ion and Neutral 
Gas Mass Spectrometer [1,2] was built by  NASA 
Goddard Space Flight Center. After the spacecraft’s 
launch, data analysis and operations are being con-
ducted by a facility science team.  The instrument 
measures in-situ neutral gas and positive thermal en-
ergy ions in the upper atmosphere of Titan, in the vi-
cinity of the icy satellites and rings, and in the magne-
tosphere of Saturn, wherever the signal is above the 
detection threshold. The instrument was opened to the 
environment of Saturn immediately after the comple-
tion of the Saturn orbit capture burn.  
Ions in Saturn’s Ring System: The INMS de-
tected ions H+, O+ and O2+ just prior to the ring plane 
crossing [3]. O2+ suggests an tenuous atmosphere of 
neutral O2 created by dissociation of  water with the 
atomic O forming O2 by ion chemistry or icy surface 
reactions and loss of H2 into Saturn’s environment. 
 Enceladus: On a close flyby of this icy satellite 
INMS [4] found the main atmosphere to be primarily 
H2O with traces of N2 and/or CO, CH4 and CO2. The 
source of the gas are jets issuing from the higher tem-
perature fractures in the south polar region crust plus a 
sputtered source. 
Titan:  The primary goal of the INMS during fly-
bys of Titan is a determination of the neutral gas and 
thermal ion abundance. The INMS verified the neutral 
atmosphere model prior to the Huygens probe entry 
and verified that the upper atmosphere consists of 
mainly CH4 and N2 with traces of other hydrocarbons 
(including the cyclic hydrocarbon benzene, Fig. 1) and 
nitriles [5]. Isotopic 40Ar has been detected along with 
H2.  The neutral density altitude structure shows vari-
ability with latitude, longitude and Titan’s orbital posi-
tion. Wave-like structures are observed in the neutral 
composition.  
The ionosphere composition has a complex carbon-
nitrile chemistry that includes hydrocarbons up to at 
least C7 that have been detected.  Comparison with 
Plasma Spectrometer data suggests much larger mo-
lecular weight ions are also present [6]. The iono-
spheric peak detected by INMS consists mainly of 
H2CN+ and C2H5+.  The INMS data have also been 
used to determine the abundance of a number of nitrile 
species using both ion and neutral composition [7]. The 
mass 18 ion has is most likely NH4+ derived from NH3.  
A “hot” component of the neutral atmosphere has 
been detected [8, 9] due to plasma-ion induced heating. 
 
Figure 1: Correspondence of ions (upper) and neutral 
gas (lower) during pass T19 between 950 and 1000 km 
[7]. 
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We reexamined the Potter et al. (2000) observations of the lunar sodium exosphere 
along with plasma and magnetometer data obtained by Lunar Prospector. The sodium 
emission was measured by the McMath-Pierce solar telescope at Kitt Peak above the 
lunar equator at a range of altitudes from 100 to 4000 km covering the period June 7 to 
16, 1998, during which the Moon passed through the Earth's magnetotail and reemerged 
in the magnetosheath (Potter et al., 2000). The data show that the exospheric column 
abundance declined during the ingress phase of the passage through the magnetotail, and 
subsequently increased through egress until the moon passed out of the Earth's 
magnetotail back into the magnetosheath. While the total column abundance of the lunar 
atmosphere decreased, the temperature increased from 1200 K to 3000 K during ingress 
and decreased at a slower rate during egress.  The in-situ data show that the Moon 
entered magnetospheric lines late on June 7, 1998, and reemerged into the magnetosheath 
late on June 11, 1998. The charged particle flux increased by an order of magnitude 
during the observations from a minimum of  2x106 cm-2 s-1 sr-1 in the magnetosphere 
(June 8) to a maximum of 3x107 cm-2 s-1 sr-1 (June 15) in the magnetosheath.  These data 
are shown in Figure 1. Multiple crossings of the Earth’s plasma sheet were observed by 
the Lunar Prospector Magnetometer/Electron Reflectometer (LP MAG/ER) between June 
8-11, 1998. Plasma sheet crossings are associated with increased escape of the lunar 
exosphere, creating a more intense extended corona as observed by Wilson et al. (2006) 
who showed that the lunar corona increased in density at observation times less than 15 
hours after modeled plasma sheet crossings. This is consistent with calculations showing 
that 90% of the sputtered sodium atoms escape the lunar exosphere. Comparison of 
different mechanisms using spacecraft data provides strong evidence that ion impact 
enhances the photon-stimulated desorption yield, which becomes the leading source of 
exospheric sodium outside the magnetosphere. Inside the magnetosphere, where the ion 
flux and the associated photon-stimulated desorption yield decrease, the observed column 
abundance and temperature are found to have substantial contributions from impact 
vaporization. 
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Figure 1. Response of the lunar exosphere to magnetospheric plasma. Shown is the correlation of 
ground-based sodium emission measurements from June 7-16, 1998 (Potter et al., 2000), to LP 
Electron Reflectometer (LP/ER) in-situ data: (a) column density of sodium in the Moon's 
equatorial exosphere; (b) total electron flux onto the Moon measured by L P; (c) the temperature 
of the exosphere; (d) the high- energy electron flux (E> 3 keV); and (e) the spacecraft ZGSM 
location. The LP/ER data have been smoothed using a 1-hr moving window average. 
 
Ground-based observations of sodium emission combined with plasma in-situ 
measurements provide  a way to quantitatively test and constrain models of the lunar 
exosphere. It will also be worthwhile in the future to attempt ground-based observations 
during some of the upcoming lunar missions which will have ion measurements. 
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Introduction:  Mars Climate Sounder (MCS) is a 
mid- and far-infrared thermal emission radiometer on 
board the Mars Reconnaissance Orbiter. Since Sep. 24, 
2006, MCS has been taking measurements of the Mar-
tian surface and atmosphere in limb and nadir geome-
try with a duty cycle of ~2 profile measurements per 
minute. MCS measures vertical profiles of atmospheric 
temperature, water vapor, dust and condensates from 0 
to 80 km altitude with a vertical resolution of ~5 km. 
In this paper we present first results of temperature 
and dust profiles, retrieved using a modified Chahine 
method, from MCS measurements in limb geometry at 
the beginning of the MRO mission. 
MCS instrument:  The Mars Climate Sounder is a 
passive infrared channel radiometer [1]. It consists of 
two telescopes that are designed to be slewed in azi-
muth and elevation to view the Martian atmosphere in 
limb, nadir, and off-nadir geometries. MCS has 8 mid- 
and far-infrared channels and one visible/near-IR 
channel. Three channels cover frequencies around the 
15 micron CO2 absorption band and are used for pres-
sure and temperature sounding. A channel centered 
around 22 microns gives information about dust opac-
ity while a channel centered at 12 microns covers a 
main absorption feature of water ice. In the far-IR 
three channels are designed to give information about 
water vapor abundance and dust and condensate opaci-
ties. Each channel consists of 21 detectors which ob-
serve the atmosphere simultaneously. Their angular 
separation provide an altitude resolution of ~5 km at 
the Mars limb. The integration time for a single meas-
urement is about 2 seconds, a full repeat cycle for an 
atmospheric limb/nadir profile measurement takes 
about 34 seconds. 
MCS is an instrument on the Mars Reconnaiss-
sance Orbiter spacecraft currently in orbit around 
Mars. It was powered on in September 2006 and per-
formed nominal limb/nadir scanning of the atmosphere 
until January 2007. Due to an anomaly in one of the 
actuators the instrument took measurements in limb 
staring geometry between February and May 2007. 
Since June 2007 the instrument has resumed scanning 
between limb, space, and the internal calibration tar-
get. 
Radiative transfer:  The radiative transfer for the 
gases (CO2 and H2O) is based on the HITRAN 2004 
linelist [2]. As the line-by-line calculation of transmis-
sions would be too time consuming for the MCS repeat 
cycle we use a Curtis-Godson approximation with pre-
calculated transmissions for each channel. This greatly 
expedites the calculation of the radiances. The errors 
introduced due to the approximation are generally be-
low 1% for the mid-IR channels in typical martian 
atmospheric conditions. 
Concerning dust and condensates only dust absorp-
tion is considered at this stage. It is parameterized us-
ing extinction efficiencies derived from Mie-
calculations spectrally integrated for each channel. The 
Mie-calculations assumed a gamma distribution with 
an effective particle radius of 1.5 microns and are 
based on the refractive indices for Mars dust by Wolff 
et al. [3].  
Retrieval approach:  The retrieval is based on a 
method by Chahine [4], which is an iterative relaxation 
method that calculates a solution from radiance residu-
als using weighting functions. In the present stage of 
the retrieval only limb measurements are considered. 
The retrievals are performed on the average of five 
individual 2 second soundings. For pressure the radi-
ance ratio between the channels centered at 15.4 and 
15.9 microns is analyzed. These channels also provide 
the information for the temperature profile, together 
with the channel at 16.5 microns for low altitudes. For 
dust the channel at 22 micons is used, and the retrieved 
dust feeds back into the pressure/temperature channels 
according to the relative extinction efficiencies. Pres-
sure, temperature, and dust are retrieved simultane-
ously in a combined iteration loop. 
First Results:  Using the retrieval in the current 
stage we focus on the beginning of the mission (Sep-
tember 2006 or Ls ~111º) and the mid-latitudes of the 
northern hemisphere. 
Figure 1 shows an example of a retrieved tempera-
ture and dust profile located in the northern plains at 
63ºN and 78ºE. In the lower part of the atmosphere the 
temperature profiles follows fairly closely the profile 
of the COSPAR reference atmosphere [5], which is 
given for comparison. Above ~40 km the retrieved 
profile significantly deviates from the COSPAR pro-
file and reveals wave-like structures. This is a nice 
example of the capabilities of the MCS measurements, 
which can resolve structures in the temperature profile 
of this magnitude also in this part of the atmosphere. 
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Figure 1: Left – retrieved temperature profile at 63ºN, 78ºE at Ls=111º. The dashed line indicates the COSPAR 
reference profile for comparison. Right – retrieved dust fractional optical depth profile at the same location, scaled 
to visible wavelengths. For comparison the dashed line shows a homogeneously mixed dust profile that has been 
scaled to match the opacity at the lowest level of the retrieved profile. 
 
The right plot in Figure 1 shows a retrieved profile 
of fractional optical depth. The optical depth retrieved 
from the 22 micron channel has been scaled to visible 
wavelengths using the aforementioned extinction effi-
ciencies. In the lowest part of the atmosphere the dust 
profile tends to follow a profile of homogeneously 
mixed dust, given for comparison. However, above 15-
20 km altitude the dust profile starts to deviate from 
the homogeneously mixed case and falls rapidly with 
altitude. 
Conclusions:  We presented initial results of pro-
file retrievals of temperature and dust from Mars Cli-
mate Sounder measurements. We focus on the north-
ern hemisphere around Ls=111º. The general trend of 
the retrieved temperature profiles follows the reference 
profile. However, several wave-like structures in the 
middle atmosphere can be resolved, possibly related to 
tides. The shown dust profile falls below the homoge-
neously mixed case very quickly in the middle atmos-
phere, which seems to be a common behavior at north-
ern mid-latitudes in this season. 
 
 
These results give a first impression of the capa-
bilities of Mars Climate Sounder measurements and 
the characteristics of the retrieved profiles that will be 
provided globally by this investigation. 
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    Introduction: Circular polarization recently became 
a subject of interest in the astrophysical community 
due to the sensitivity it displays to alignment of dust 
particles and to the optical activity (chirality) of the 
materials of which astrophysical particles are com-
posed. The latter makes it especially valuable, poten-
tially, for astrobiological remote-sensing applications. 
In optical remote sensing, circular polarization is a 
rather new tool since reliable measurements of this 
characteristic of the light scattered by dust and aero-
sols is even today technologically challenging, with 
stringent requirements on the accuracy and spatial 
resolution needed. Our recent and ongoing activity has 
allowed us to accumulate a unique set of observational 
data on the circular polarization of comets and Mars.  
Interpretation of the data constrains physical properties 
of the particles in the planetary and cometary atmos-
pheres and provides information about conditions in 
them. We base our interpretation on theoretical model-
ing and laboratory simulations of light scattering. In 
the laboratory we are studying how biological homo-
chirality reveals itself in a circular polarization signa-
ture. Theoretically we investigate light-scattering by 
complex particles containing chiral materials and cir-
cular polarization produced by aligned particles.   
    Observations: Recent observations confirmed that 
the light in the optical continuum of cometary spectra 
is circularly polarized. The most exciting results were 
obtained for comets C/1999 S4 (LINEAR) [1] and 
73P/Schwassmann-Wachmann 3 [2]. The observers 
measured the spatial distribution of circular polariza-
tion (hereafter CP) within the coma and obtained reli-
able and stable values that reached ~2%. In case of 
Schwassman-Wachmann 3, CCD maps of circular 
polarization for fragment B were obtained with the 
resolution ~200km. These studies also revealed the 
dependence of CP on phase angle. Sparks et al [3] also 
reported imaging circular polarimetry of Mars during 
the favorable opposition of 2003.   
   Possible mechanisms of circular polarization: 
Theoretical studies show that CP appears as a result of 
some asymmetry in the scattering medium, which can 
be due to: (1) multiple scattering of light in an anisot-
ropic medium; (2) scattering by aligned non-spherical 
particles; (3) scattering by optically active or chiral 
particles. Since cometary atmospheres, at least for the 
cometocentric distances $>$500 km, where CP  has 
been measured, are usually transparent, we concentrate 
on other possible sources of circular polarization re-
lated to the intrinsic asymmetry of the particles them-
selves.  
     Circular polarization as evidence of presence of 
complex organics: The mechanism of our special in-
terest is light scattering by particles that contain chiral 
materials. Chirality in nature is best known as a prop-
erty of organic molecules, existing in L (left-handed) 
and D (right-handed) forms, which are identical in all 
respects except that they are mirror images of each 
other. Non-living systems contain equal numbers of 
the L and D molecules. But for terrestrial biomolecules 
there are only L-amino acids and D-sugars. This prop-
erty is called homochirality. As a result of homochiral-
ity, the media that contain biomolecules demonstrate 
optical activity, i.e. their refractive index is different 
for polarization of different handedness. The effects 
are especially strong for organic molecules since they 
produce not only optical rotation, but also possess cir-
cular dichroism, i.e. have different absorption for left- 
and right-handed CP. 
Theoretical modeling: We simulate light scatter-
ing by optically active particles. We start with the 
light-scattering by optically-active sphere [4] but then 
extend our simulations to more realistic particles such 
as aggregates of spheres using T-matrix approach [5]. 
Some work related to the CP produced by aligned ir-
regular particles was also accomplished using DDA 
method [6]. 
Laboratory Study: We have begun a program at 
the National Institute of Standards and Technology 
(NIST) to systematically characterize in a quantitative 
fashion the polarization signatures of complex organ-
ics and microbial life using a high-precision polarime-
ter manufactured by Hinds Instruments. The polarime-
ter is tunable in wavelength from 400 nm to 800 nm 
and allows reaching the accuracy 0.01% in the degree 
of CP in the presence of 3% linear polarization. 
[1] Rosenbush V. et al. (1997) Icarus, 186, 317-
330. [2] Tozzi G. P. et al. (2006) EPSC, Abstract 
#236. [3] Sparks W.B. et al. (2005)  Astrobiology, 5, 
737-748. [4] Bohren C. (1975) J. Chem. Phys., 62, 
1566-1571. [5] Mackowski D. and Mishchenko M. 
(1996) J. Opt. Soc. Am. A,13,  2266-2278. [6]  
Lazarian A. (2007) JQSRT, 106, 225- 256. 
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Introduction:  Significant efforts have been made 
to study the chemical composition of Venus atmos-
phere using the Venera, Vega, Mariner, Pioneer Ve-
nus, Magellan, and Venus Express missions and 
ground-based observations. The collected data need 
theoretical interpretation. 
Chemical kinetic modeling is modeling of atmos-
pheric chemistry in regions where photolysis is rela-
tively unimportant. The only model of this type is [1], 
and it is a partial model. Below are results of the first 
self-consistent kinetic model for the lower atmosphere 
of Venus below the cloud layer (0−47 km). 
Sources of Energy to Drive Chemistry: Chemical 
processes may proceed if there is disequilibrium in the 
system. Chemistry in the lower atmosphere of Venus 
may be initiated by: 
1) Transport of photochemical products (H2SO4, 
CO, Sx) from the middle atmosphere. Their fluxes are 
~1012 cm−2 s−1 [1, 2]; 
2) Thermal decomposition of some species near the 
surface and transport of the products into the higher 
levels; 
3) Photolysis of S3; 
4) Cosmic ray ionization as a source of chemistry 
is weaker than (1−3) by a factor of ~1000 and there-
fore neglected; 
5) Chemical impact of lightning is essential only 
for NO with the production rate of (7 ± 2)×107 cm−2 
s−1 [3]. We neglect lightning but include NO in the 
model with the observed mixing ratio of 5.5 ppb [3]. 
Reactions and Their rate Coefficients: Rate coef-
ficients of many important reactions are poorly known. 
Some rate coefficients are adopted using similarity 
with other processes. Thermodynamic equilibrium 
calculations are applied to rate coefficients of inverse 
reactions. Overall, the model involves 82 reactions of 
26 species. OC=S and S=S bonds are the weakest 
among the bonds in the basic species, and chemistry of 
the lower atmosphere of Venus is sulfur driven. Eddy 
diffusion is taken from [1]. 
Boundary Conditions: Conditions at the upper 
boundary (47 km) are based on the photochemical pro-
ductions of H2SO4 (2.2×1012 cm−2 s−1 from [1]) and 
free sulfur which may vary from 0 to half of that for 
H2SO4 and adopted at 5×1011 cm−2 s−1 in the basic 
model. Velocities V = K/2H are the conditions for 
OCS and H2S. Fluxes of CO2, CO, Sx, and H2O are 
chosen to balance the oxidation state of CO2 and SO2. 
Fluxes of the other species are zero. 
The model involve six undividable species (ele-
ments): CO, NO, S, O, H, Cl. Therefore six species 
should be given by densities at the lower boundary [4]: 
 
Table 1. Lower boundary conditions 
Species          CO2     SO2    H2O   HCl     NO      OCS   
Mixing Ratio  0.965   1.3-4   3-5    5-7      5.5-9    2.7-5 
1.3-4 = 1.3×10−4. 
 
Zero fluxes for the other species are adopted at the 
surface. Here we assume that kinetics of gas-surface 
interactions is slower than that of the gas-phase reac-
tions. 
Results: 
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Fig.1. CO observations [5-9] and the model. GC is gas 
chromatograph and NS is nightside spectroscopy.  
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Fig. 2. OCS observations [7-9] and the model. 
 
The calculated profiles of CO and OCS are in ex-
cellent agreement with the observations (Figures 1 and 
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2). This agreement is encouraging because the CO 
density near the surface is not assigned but calculated 
in the model. Profiles of the major species in the model 
are shown in Fig. 3. 
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Fig. 3. Profiles of major species in the model. HCl is 
constant at 5×10−7 and not shown. 
 
The average H2SO4 gas mixing ratio at 40−47 km is 
5.6 ppm and agrees with the observations [10-12]. This 
is in favor of the H2SO4 flux of −2.2×1012 cm−2 s−1 
from [1] adopted in the model. Free sulfur is rather 
abundant throughout the lower atmosphere with the S2 
mixing ratio of 0.8 ppm near the surface, higher than 
in the thermodynamic equilibrium calculations [13-
15]. 
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Fig. 4. Minor species in the model. 
 
The calculated H2S abundance is ~150 ppb (Fig. 4) 
and does not support some controversial detections. 
The H2 fraction near the surface is close to those calcu-
lated in [14, 15]. The model does not support some 
expectations of significant abundances of ClSO2 and 
SO2Cl2 in the lower atmosphere of Venus [16, 17]. The 
mean S3 abundance (Fig. 4) agrees with the Venera 
observations of the blue absorption [13, 18, 19]. How-
ever, the vertical profile is steeper than that observed. 
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Fig. 5. Balance of the main species in the model. D(S2 
+ CO) and D(S + SO2) are differences between the 
direct and inverse reactions. This line is D(SO + CO2). 
Boundaries are not involved, and the altitude scale is 
from 1 to 46 km. 
 
Sulfur Atmospheric Cycles  [20] need a signifi-
cant revision. The major photochemical cycle is 
CO2 + (1 + 3α)SO2 → CO + (1 + 2α)SO3 + (α/x)Sx. 
Here α is the ratio of fluxes of S and CO. The minor 
photochemical cycle is 
OCS → CO + (1/x)Sx 
OCS + 2CO2 → SO2 + 3CO. 
The net effect of thermal chemistry below 10 km is 
CO + S, S2/2 → OCS. 
Chemistry at 30-40 km balances the effects of the pho-
tochemical and thermochemical cycles by 
SO3 + 2OCS → CO2 + CO + SO2 + S2. 
References: [1] Krasnopolsky V.A. and Pollack 
J.B. (1994) Icarus 109, 58-78. [2] Mills F.P. (1998) 
PhD thesis. [3] Krasnopolsky V.A. (2006) Icarus 182, 
80-91. [4] Krasnopolsky V.A. (1995) JGR 100, 3263-
3276. [5] Gelman B.G. et al. (1979) Cosmic Res. 17, 
508-518. [6] Oyama V.I. et al. (1980) JGR 85, 7891-
7902. [7] Pollack J.B. et al. (1993) Icarus 103, 1-42. 
[8] Taylor F.W. et al. (1997) Venus II, 325-352. [9] 
Marcq E. et al. (2006) PSS 54, 1360-1370. [10] Ko-
lodner M.A and Steffes P.G. (1998) Icarus 132, 151-
169. [11] Butler B.J. et al. (2001) Icarus 154, 226-238. 
[12] Jenkins J.M. et al. (2002) Icarus158, 312-328. 
[13] Sanko N.F. (1980) Cosmic Res. 18, 600-605. [14] 
Krasnopolsky V.A. and Parshev V.A. (1979) Cosmic 
Res. 17, 630-637. [15] Fegley B. et al. (1997) Icarus 
125, 416-439. [16] DeMore W.B. et al. (1985) Icarus 
63, 347-353. [17] Dalton, J.B. et al. (2000) Bull. Am. 
Ast. Soc. 32, 1120. [18] Krasnopolsky V.A. (1987) 
Adv. Sp. Res. 7(12), 25-27. [19] Maiorov B.S. (2005) 
Sol. Syst. Res. 39, 267-282. [20] Prinn R.G. (1985) in 
The Photochemistry of Atmospheres, 281-336. 
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Oxygen and carbon isotope ratios in the martian 
CO2 are key values to study evolution of volatiles 
on Mars. The major problems in spectroscopic de-
terminations of these ratios on Mars are uncertain-
ties associated with (1) equivalent widths of the ob-
served absorption lines, (2) line strengths in spec-
troscopic databases, and (3) thermal structure of 
the Martian atmosphere during the observation. 
We have made special efforts to reduce all these 
uncertainties. We observed Mars using the Fourier 
Transform Spectrometer at the Canada-France-
Hawaii Telescope. We covered a range of 6022 to 
6308 cm−1 with the highest resolving power of ν/δν 
= 3.5×105 and a signal-to-noise ratio of 180 in the 
middle of the spectrum. The measured isotope ra-
tios are 13C/12C = 0.978 ± 0.020 and 18O/16O = 1.018 ± 
0.018 times PDB and SMOW, respectively. 
Introduction: Isotope ratios are the important 
clues to study the evolution of volaties on Mars. Cur-
rently five isotope anomalies are known on Mars (Ta-
ble 1). 
 
Table 1. Isotope anomalies in the Martian atmosphere 
Isotope ratio Value  Measurement 
15N/14N  1.7  Viking MS [1] 
40Ar/36Ar 10.3  Viking MS [1] 
129Xe/132Xe 2.6  Viking MS [1] 
HDO/H2O 5.5  HRS [2-4] 
HD/H2  2.3  HST, FUSE [5-7] 
All values are times the terrestrial standards. MS is 
mass spectrometer, HRS is high-resolution spectros-
copy, HST is the Hubble Space Telescope, FUSE is 
the Far Ultraviolet Spectroscopic Explorer. 
 
The most careful measurements of the oxygen and 
carbon isotope ratios were made by the Viking mass 
spectrometers, and the measured values were within 
5% of the terrestrial standards [1]. Lines of the CO2 
isotopes were observed as by-products in some 
ground-based high-resolution spectra. Uncertainties of 
the extracted isotope ratios exceeded those in the Vi-
king measurements. Isotope measurements are very 
accurate in the SNC meteorites that are believed to be 
ejected from Mars. However, the measured ratios are 
subject of a few uncontrolled interactions that could 
significantly affect the results. Our objective was to 
measure 13C/12C and 18O/16O with the highest accuracy 
by means of high-resolution spectroscopy. 
Sources of Error in these observations are (1) 
equivalents widths of the absorption lines, (2) line 
strengths in spectroscopic databases, and (3) thermal 
structure of the atmosphere during the observations. 
We have made special efforts to reduce all these 
sources of uncertainty. 
Chosen Spectral Range is 6020−6308 cm−1 
(1.58−1.66 µm). This range covers 475 lines of CO2, 
184 lines of 13CO2, 181 lines of CO18O, and 119 lines 
of CO17O. (Lines with strengths exceeding 10−27 cm, 
that is, with peak absorption of more than 3% are con-
sidered.) Thermal radiation is negligible in this range 
reducing error associated with the thermal structure. 
Instrument: Fourier Transform Spectrometer 
(FTS) at the Canada-France-Hawaii Telescope 
(CFHT). The achieved spectral resolution is 0.0173 
cm−1 and corresponds to the resolving power of 
350,000. Total exposure during four nights is 6 hours. 
Signal-to-noise ratio is 180 in the middle of the spec-
trum. Small parts of the observed spectrum are shown 
in Figure 1. 
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Fig. 1. Small parts (7% and 1.2%) of the observed 
spectrum. Numerous lines of all CO2 isotopes are seen. 
 
CO2 Isotope Line Strengths: A special laboratory 
study [8, 9] is being made to measure the CO2 line 
strengths in our spectral range with uncertainty of 
~1%. This study is in progress for CO17O, and we do 
not consider this isotope. 
Thermal Structure of the Atmosphere was taken 
from the simultaneous MGS/TES observations [10]. 
These observations refer to local times of 02:00 and 
14:00 while local time varied within the instrument 
field of view from 07:20 to 13:20. Temperature correc- 
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Fig. 2. Abundances of the primary CO2 isotope for 
each of 229 lines. Dashed line shows a least square fitting. 
 
tions for the local time variability were taken from 
general circulation models [11, 12]. 
Curves of Growth: The instrument field of view 
was divided in 10 equal parts, and temperature profile 
for each part was averaged from the TES data with the 
GCM corrections. Equivalent widths for each line 
were calculated for 5 various abundances of CO2 in 10 
parts of the field of view, ~30 atmospheric layers, and 
300 wavenumber intervals with a step of 10−3 
cm−1using the Voigt formulation. The total number of 
the calculated absorptions was ~5×105 for each line. 
The results for 10 parts of the field of view were prop-
erly averaged with weights equal to products of albedo 
and solar zenith angle for each part. 
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Fig. 3. Abundance of 13CO2 for each of 76 lines.  
 
Retrieved Isotope Abundances for each line are 
shown in Figures 2-4. The abundances are scaled to 
the CO2 column in the field of view assuming the ter-
restrial isotope ratios. The main isotope abundance 
exceeds one, probably because of an uncontrolled shift 
of the field of view to the limb durning a significant 
part of the exposure. Fortunately, this effect should be 
similar for all isotopes and cancel out in the isotope 
ratios. 
Uncertainties of the isotope abundances are 
equal to standard deviations of the data in Figure 2-4 
divided by (n – 1)1/2. Random errors in the determina-
tion of the line strengths are already involved in the 
derived isotope ratios. Systematic errors for each band 
are ~1%, and these errors are statistically independent. 
The abundances of CO2, 13CO2, and CO18O have been 
determined using the lines of six, three, and two bands, 
respectively. Our final isotope ratios are 
13C/12C = 0.978 ± 0.020 times PDB, 
 18O/16O = 1.018 ± 0.018 times SMOW. 
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Fig. 4. Abundance of CO18O for each of 80 lines. 
 
Conclusions: We have measured the oxygen and 
carbon isotope ratios in CO2 on Mars with uncertain-
ties that are significantly better than in the previous 
determinations. Nonthermal escape and sputtering of O 
and C result in enrichment of the remaining gas in 
heavy isotopes. Fractionation between gaseous CO2 
and solid reservoirs of O and C favors depletion of 
heavy isotopes in the gas phase. Evidently this type of 
fractionation is almost balanced by the escape proc-
esses on Mars. The measured isotope ratios may be 
used for history of volatiles on Mars and other geo-
physical applications with a greater confidence. 
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al. (1998) Science 280, 1576-1580. [6] Krasnopolsky 
V.A. and Feldman P.D. (2001) Science 294, 1914-
1917. [7] Krasnopolsky V.A. (2002) JGR 107(E12), 
5128. [8] Toth R.A. et al. (2007a) J. Mol. Spec. 
243,43-61. [9] Toth R.A. et al. (2007b) J. Mol. Spec. 
(submitted). [10] Smith M.D. (2004) Icarus 167, 148-
165. [14] Forget F. et al. (1999) JGR 104, 24155-
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Introduction: The Thermal Emission Spectrome-
ter (TES) on-board the Mars Global Surveyor (MGS) 
consists of a thermal infrared spectrometer (6–50 μm), 
with either 6 or 12 cm-1 spectral resolution) as well as 
of two broadband bolometers covering the solar band 
(0.3–3.0 μm) and thermal band (5.5–100.0 μm) [1]. 
The limb observations of the Mars atmosphere have 
been included roughly every 10 degrees of latitude 
throughout the orbit (both day and night) throughout 
the mission. The 8.3 mrad single detector field-of-view 
had a projected size of about 13 km at the limb, allow-
ing vertical resolution of just over a scale height. 
However, the 3x2 array of TES detectors (both spec-
trometer and bolometer) were scanned in overlapping 
steps from below the surface to about 120 km tangent 
height above the surface providing vertical step vary-
ing from about 1 to 5 km. About 750,000 limb geome-
try sequences have been obtained covering a span of 
four Martian years. While the noise level of the TES 
limb-geometry spectrometer data limits retrieved tem-
perature profiles to a maximum height of about 60–
65 km above the surface [2], significant signal above 
the noise level is still observed in the thermal band 
bolometer to at least 90–95 km above the surface. 
Figure 1. The diagram of lower CO2 vibrational levels 
and main transitions. 
Non-LTE model of TES/MGS bolometer signal. 
In the altitude region 60–100 km the non-LTE emis-
sions of the infrared CO2 bands around 15 and 10 μm 
form the limb-geometry TES bolometer radiances. The 
diagram of lower CO2 vibrational levels and main 
transitions is shown on Fig.1. At nighttime the levels 
of the vibrational bending mode of the CO2 molecules 
responsible for the 15 μm emission are populated due 
to the absorption of upwelling atmospheric radiation 
and inelastic collisions (vibration-translational, or V-T 
processes). Levels of various isotopes of different ex-
citation degrees are also involved in intensive ex-
change of vibrational energy (V-V processes) by mo-
lecular collisions. In addition to this at daytime the 
absorption of near infrared Solar radiation by the CO2 
bands in the spectral region 1–4.3 μm provides strong 
pumping of higher combination levels which causes 
complex chain of radiative, V-T, and V-V energy 
transfer processes. This leads to populating combina-
tion levels responsible for daytime 10 μm transitions 
and to increasing the populations of bending mode 
levels and 15 μm daytime emission (see Fig.2 for con-
tributions to bolometer signal). We applied for daytime 
calculations and retrievals presented below the model 
that includes about 120 vibrational levels of 7 CO2 
isotopes and about 400 bands with 60000 spectral lines 
available in HITRAN/HITEMP database.  
Figure 2. Contributions to bolometer signal for Mars 
Pathfinder entry temperature profile.  
For nighttime the model was reduced to 60 vibra-
tional levels of 5 isotopes (about 150 bands with 
20000 lines). We utilize the ALI-ARMS (for Acceler-
ated Lambda Iterations for Atmospheric Radiation and 
Molecular Spectra) code package [3,4] developed for 
the solution of the non-LTE problem and limb radi-
ance calculations. We use an extended and revised 
kinetic model for V-T and V-V interactions described 
in [5] supplemented with the processes of the 
CO2-CO2 collisions in the Martian atmosphere ac-
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quired from [6,7]. The CO2 and O(3P) volume mixing 
ratios have been taken from [8].  
Forward-fit temperature retrievals from the 
TES bolometer limb signal. Fig.3a shows numerical 
simulation of retrieval from the TES bolometer limb 
signal. The Mars Pathfinder profile from July 4, 1997 
(http://starbase.jpl.nasa.gov/archive/mpfl-m-asimet-2-
edr-surf-v1.0/mpam_0001/document/edlddrds.htm) 
was used for simulating the bolometer signal with the 
accounting for the bolometer bandpass and the detec-
tor field-of-view. It was used as a replacement of 
measured signal in the retrieval forward fitting algo-
rithm. T(z)=const=200 K was used as an initial tem-
perature guess for the iterative fitting shown here. The 
upper limit was determined by the bolometer signal-to-
noise ratio. T(z) profiles for a number of iterations as 
well as the converged profile are shown.  
Figure 3. a) Self-consistency test with Pathfinder T 
profile; b) Same test with Viking1 T profile;  
c) Retrievals from real TES bolometer signals. 
In Fig.3b the process of fitting the Viking 1 tem-
perature profile is presented. The retrieved temperature 
profiles did not depend on the initial guesses. The con-
verged profiles reproduce well the wave patterns of 
profiles used for initial signal modeling. The tempera-
ture differences between initial and converged profiles 
reach 8 K at the altitude of 84 km for the Pathfinder 
profile. The study showed they are caused mostly by 
the averaging effect of the broad detector field-of-view 
combined with low temperatures in this region. The 
nighttime retrieval from a real TES bolometric limb 
signal is shown on Fig.3c in the altitude region 50–85 
km (the upper limit defined by the nighttime signal-to-
noise ratio) for 20 December 2005 (Mars Year 27, 
Ls=343°, latitude = -7°, zonal averaged within longi-
tude = 5°). The daytime retrieval in Fig.3c has been 
performed for the same day and latitude in the altitude 
region 60–110 km. The upper limit for this retrieval 
has been extended up to 110 km because of better day-
time signal-to-noise ratio. For both day- and nighttime 
retrievals the bolometer limb signal profiles were in-
terpolated from the variable vertical grid to the regular 
one with 1 km step, on which the iterative fitting was 
performed. The iterations were stopped when the over-
all r.m.s. value of the signal residual in the altitude 
range of our retrieval reached the plateau (usually it 
happened after about 20 iterations). In this case the 
signal residuals were less than 10 % and two sequen-
tial corrected temperature profiles differ by less than 
1 K. Further iterations lead to a quick destabilization 
of the relaxation process and loss of “physical solu-
tion”. The converged profile also did not depend on 
the initial temperature guess. The retrieved profiles 
demonstrate strong wave pattern with the wavelengths 
of ≈15–20 km and ≈10–15 K amplitudes. Structures 
similar to these were observed during Viking, Spirit, 
Opportunity and Pathfinder entries (see [9-11]), and 
are also obtained in the models [12].  
Conclusion. We demonstrate the possibility of re-
trieving the Martian middle and upper atmospheric 
temperatures from the broadband TES/MGS infrared 
bolometer limb radiance measurements. This feasibil-
ity study was performed for the proposal “Retrieval of 
temperatures of Martian atmosphere in the altitude 
region 60–100 km from the MGS/TES bolometer in-
frared limb radiances” submitted in response to the 
NASA Research Announcement NNH07ZDA001N-
MDAP (C.12 Mars Data Analysis). The temperatures 
obtained between 60 and 100 km from the TES limb 
bolometer data for all available latitudes and seasons 
will be linked to those already retrieved below 
65-70 km from the TES spectrometer data providing 
new extended database of the thermal structure of the 
Martian atmosphere.  
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Introduction: The daily and annual temperature 
changes of the Martian surface are influenced both by 
the occurrence/distribution of surface frost, and 
thermal inertia, as well as atmospheric clouds, fogs and 
dust [1]. The up to-date published works focus on the 
daily temperature changes in order to estimate the 
surface thermal inertia [2]. Here we present some 
preliminary results from our analysis on the zonal and 
global characteristics of temperature fluctuations, 
which are dominated by seasonal processes and not by 
local or regional surface thermal inertia values.  
Day and night regression curves (Fig. 1.) were 
produced for pairs of days around Ls=90˚, where blue 
crosses mark the temperature values, and the red line is 
the regression line. We have also correlated days from 
the same and from two different years (MY25 and 
MY26). A short table with some of the results is shown 
below. The correlation between daytime temperatures 
is stronger than between night-time values. The 
possible reason may be in connection with the aphelion 
cloud belt mentioned below.  
 
Working methods: Temperature and pressure data 
were derived from Mars Global Surveyor (MGS) 
Thermal Emission Spectrometer (TES) measurements 
[3, 4], using “vanilla” software. Our search has been 
restricted only to surface observations. We have 
chosen three regions that cover areas of 300-330˚E, 
195-225˚E, 75-105˚E longitude by 90˚S-90˚N latitude. 
The data examined were retrieved for solar longitudes 
of 90-95˚ (around northern summer solstice). Daytime 
and night-time data were taken around 2 pm and 2 am, 
local true solar time. We have retrieved daily 
temperature values that were averaged in 5 degree 
latitude bands. To produce temperature curves with 
trends to analyze, daily values for each 5 degree wide 
latitudinal band were averaged again. 
Region Orbit number Daytime  Night-time MY 
300-330E 9747,9748+18142,18143 0.9949   25/26 
300-330E 18188,18187+18129,18130 0.9938   26 
300-330E 9691,9692+18086,18085   0.9868 25/26 
300-330E 18086,18085+18111   0.9313 26 
195-225E 18026+18038,18039 0.9992   26 
195-225E 9744+18038,18039 0.9939   25/26 
195-225E 9712,9713+18145,18146   0.6914 25/26 
195-225E 9700,9701+9712,9713   0.8331 25/26 
75-105E 9740+18097 0.9979   25/26 
75-105E 9702+9715 0.9987   25 
75-105E 9746+18053   0.9899 25/26 
75-105E 9696+9721   0.9425 25 
Table. Correlations between daytime and night-
time temperatures around Ls=90˚. The values are for 
the three sites (Region field) between two subsequent 
days in the same year (MY 25 or 26) and between two 
days in different years (MY 25/26)  
Discussion: We have used the retrieved and 
latitudinally averaged daily temperature data to 
analyze correlation between days.  
 
 
Results: Figure 2. shows daytime and night-time 
temperatures, averaged for 5 degree wide latitude bins 
at three different sites. Southward of 65˚S there is no 
solar insolation, although daytime temperature starts 
meridionally rising only around 55˚S, and from there 
on the two curves strongly diverge. Getting closer to 
the equator, daytime temperatures show a steady 
increase followed by a decrease from 35˚N to the 
northern polar region. The meridional maximum value 
of the averaged daytime temperatures vary between 
271-274 K, and located a little bit farther to the north 
than the location of the maximal solar culmination. 
Analyzing the meridional night-time temperatures, a 
40-60 degree wide peak can be observed that differs 
from the trend of the curves at the three sites, with the 
maximum at the latitude of 15˚S, rising above the 
general night-time trend with about 20 K. In the 75-
105˚E region that difference is particularly high (~30 
Figure 1. Temperature regression curves for pairs 
of days in the same year (top), two subsequent years 
(bottom), for daytime (left) and night-time (right) 
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K) compared to the other two regions. As seen in 
Figure 2., our peak extends from 55˚S to 15-35˚N, 
thereafter the curves follow the trends again. 
Analyzing this night-time peak, we examined the 
following three possible reasons:  
Random fluctuation can be one reason for the 
origin of the nighttime peak. But because of the 
resembling trend at all three sites we found this to be 
improbable. 
Thermal inertia distribution may also cause the 
observed peaks. Based on a simple analysis of 
published TI map with JMARS [5] there is no such 
tendency that could realize the night-time peak. 
Aphelion cloud belt was also taken account as a 
possible effect to rise our nighttime peak. The tropical 
aphelion cloud belt originates probably through 
condensation of water vapor raised by the ascending 
branch of Hadley circulation, and is characteristic of 
the Martian atmosphere during the northern 
spring/summer [6, 7, 8]. There are warmer than 
average night-time regions on Mars at aphelion, in 
close correlation with the aphelion tropical cloud belt 
[9]. Based on this it seems to be possible that our 
night-time peak is caused by the infrared reflection 
effect of the clouds. Although the published 
distribution of the aphelion cloud belt peaks further 
north, between roughly 0˚ and 20˚N, our peak is 
situated south of the equator.  
Conclusion: The acquired meridional temperature 
distribution reflects global and zonal phenomenon. The 
correlation between temperature values from different 
years indicates annual phenomenon. As a result, with 
this method global characteristics of the surface 
temperature change can be analyzed beside the effects 
of surface thermal inertia. The reason for the worse 
correlation between night-time than daytime 
temperatures may be the changing heat insulator 
effects of night-time clouds. Our analysis revealed a 
zonal peak in the night-time temperature, that may be 
connected to the nigh-time clouds, even though the 
peak’s location differs from the published night-time 
cloud distribution. 
References: [1] Basu S. J. et al. (2006) JGR, 111, 
E09004, doi:10.1029/2005JE002660. [2] Mellon M. T. 
(1999) 5th Mars Conf. #6131 [3] Christensen P.R. et al. 
(2001) JGR. 106, 23823-23872. [4] Bandfield J.L. and 
Smith M.D. (2003) Icarus 161, 47-65. [5] Gorelick N. 
S. et al. (2003) LPS XXXIV #2057. [6] Clancy R. T. et 
al. (1996) Icarus, 122, 36–62. [7] Clancy R.T. (1999) 
5th Mars Conf., #6023. [8] Rodin A.V and Wilson R.J 
(1999) 5th Mars Conf. #6235. [9] Wilson R. J. at al. 
(2007), GRL, 34, L02710, doi: 10.1029/ 
2006GL027976. 
 
 
 
Figure 2. Averaged daytime (blue dots) and night-
time (pink dots) temperature values for the examined 
three regions (300-330˚E (top), 195-225˚E (middle), 
75-105˚E (bottom) longitude). At the time of the 
observations (around Ls=90) the Sun never rises 
below 65˚S, never sets above 65˚N and culminates in 
the zenith at 25˚N  
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DIRECT NUMERICAL SIMULATION OF COMET IMPACTS AND LOW-DENSITY ATMOSPHERIC FLOW ON 
THE MOON.  B. D. Larignon1, E. Pierazzo2, D. B. Goldstein1, P. L. Varghese1, L. M. Trafton1, 1University of Texas at Austin, 
Dept. of Aerospace Engineering, 210 East 24th Street W. R. Woolrich Laboratories, Austin, TX, 78712, larig-
nonb@mail.utexas.edu, 2Planetary Science Institute, 1700 East Fort Lowell, Suite 106, Tucson, AZ, 85719, betty@psi.edu. 
 
Summary: Although still being debated, Lunar 
Prospector and Clementine data appear to support the 
contention that there are water ice reservoirs in the 
permanently shaded craters near the lunar poles. This 
project focuses on the process of atmospheric water 
vapor condensation into such cold traps following a 
comet impact that produced a temporary near-
continuum atmosphere. We concentrate here on the 
complex gas flow produced by a comet impact. 
Background: Clementine mission data [1] may in-
dicate the presence of water ice in cold traps in the 
lunar South polar region. The interpretation of that 
data remains contentious, however [2-4]. In addition, 
the results from the Lunar Prospector (LP) mission 
appear to provide an even stronger case that there ex-
ists water near both poles [5, 6]. Water, if it exists 
there, presumably condensed in the traps directly from 
the vapor phase after being transported from else-
where. A major presumed source for water is the epi-
sodic impact of large comets. Comets are thought to 
contain about 80% of water by mass with the average 
mass being 7×1016g [7] and the average time between 
impacts on the Moon being 10 to 100 million years. 
The atmospheric flow associated with a large comet 
impact is qualitatively different from that of steady 
water sources. The fraction of H2O escaping the Moon 
depends on the specific conditions of each impact es-
pecially the impact velocity and angle. In particular, 
highly oblique impacts on low gravity bodies lacking 
an atmosphere lead to a small fraction of vapor re-
tained [8, 9]. The H2O which remained on the Moon 
would expand away from the impact site in a manner 
roughly described as a gas cloud or jet expanding into 
a vacuum. Cometary water vapor in contact with the 
surface will not condense on the sunlit side of the 
Moon (at 400K) but vapor which is on the dark side 
will condense quickly as the surface temperatures drop 
to perhaps 120K [10].  Hence, depending on which 
side of the Moon the comet hit, there could be dramat-
ically different effects of condensation on the spread-
ing of the vapor cloud. 
Numerical Modeling: To model the immediate ef-
fects of a comet impact we use the three-dimensional 
Russian hydrocode SOVA [11], currently one of the 
impact codes involved in the benchmark and validation 
project for impact cratering models. We then simulate 
the low density atmospheric flow with the DSMC par-
ticle method [12]. In DSMC the motions and collisions 
of a relatively small number (O(107)) of representative 
molecules are computed, from which the flow of the 
entire gas is statistically extrapolated. Mixtures of gas 
species having different numbers of rotational and 
vibrational degrees of freedom and exhibiting non-
equilibrium radiation and chemistry effects can be 
modeled (Figure 1).  
 
Figure 1. Physical domain used in the 3D DSMC simula-
tions showing the grid, boundary conditions, and single 
processor domain. For parallel simulations each proces-
sor is assigned a "melon slice". 
 
 
 
Figure 2. Illustration of a vertical impact and how the 
DSMC and SOVA codes are merged. At a fixed boundary 
macroscopic SOVA properties are sampled at selected 
time steps. Such properties are used to generate DSMC 
particles from an appropriate Maxwellian distribution 
via an acceptance/rejection technique. These particles are 
then drifted into the DSMC domain. 
  
Results: A reasonable approximation of the initial 
state of the volatiles after an impact is crucial to under-
standing their subsequent evolution over the surface. 
One would want to know the velocities, densities and 
temperatures of the major species at several seconds 
after impact, as the flow transitions from a continuum 
gas-dynamic state to a low density, perhaps rarefied, 
state. To know those properties, one must solve the 
compressible hydrodynamic/Navier-Stokes equations 
for the impact fluid flow in which the temperatures and 
pressures are very high and the good representation of 
the impactor and target material via equations of state 
are most important. This is done by SOVA, which uses 
tabular equations of state developed from the thermo-
dynamically consistent ANEOS code. We then use the 
flow field as the initial condition for the DSMC code 
and continue the simulation out to large times – all the 
73Workshop on Planetary Atmospheres
way out to the free molecular regime. We have done 
computations of several kinds of transient lunar at-
mospheres following a comet impact [14, 15] (Figures 
2 and 3). 
We here summarize example results for a full 3D 
simulation of a 45° 30km/s oblique impact (the most 
probable angle of impact). The comet is 2km in diame-
ter and has an intial density of 1.1g/cm3. In Figure 3 
are density contours on the symmetry plane from the 
hybrid run in the near field 1s after impact. SOVA 
results from the inner domain are passed to DSMC. 
Within the r<20km red interface, the gray contours 
represent the impactor material, modeled by SOVA 
with the ANEOS ice equation of state, while the green 
is the target, modeled by SOVA with the ANEOS gra-
nite equation of state. Color shading represents 
changes in material density. X- and Y-axes represent 
downrange and height, respectively. 
This SOVA simulation used a resolution of 20 cells 
per projectile radius, corresponding to cells sizes of 
50m. Outputs for DSMC were recorded every 0.01 s in 
the early phases of impact, and progressively increased 
to 0.1 s. The material's thermodynamic evolution is 
recorded in terms of temperature, pressure, density, 
energy in each cell of the mesh, and it depends on the 
equation of state used. By the time the gas reaches 
r=20km it has sufficiently cooled that the vapor chem-
ical species are frozen. The DSMC model of the water 
includes internal (vibrational and rotational) degrees of 
freedom and infrared radiative cooling. Molecules 
striking the surface reside there for a time that depends 
on the local surface temperature. 
 The direction and velocity of the expansion plume 
depends on the angle of impact. A five-domain DSMC 
simulation on 34 processors was run with a total of 5 
million cells and 1.1 million molecules (Figure 4). The 
cell sizes and time steps vary as the plume expands. 
Figure 4 shows the water vapor that passes through the 
interface during the first second after impact at three 
later times. The smallest innermost square represents 
the field shown in Figure 3. After 37.4s, a large slug of 
vapor is lofted well above the lunar surface. (The lunar 
surface is seen as blue and green temperature con-
tours). Clearly, the vapor passing through the inner 
hemisphere in the early phases of the impact was mov-
ing rapidly at early times and nearly all of it will es-
cape from the Moon. 
We are currently using our hybrid simulations to 
generate DSMC particles and use them in a parametric 
study of various surface temperature distributions 
(temperature as a function of distance from the impact 
site) to simulate comets impacting on different loca-
tions over the day and night sides of the Moon. 
                
Figure 3. A slice of a hybrid 3D simulation of a 2km com-
et impact on the Moon at 30km/s at 45° is shown after 1 
second. The flow inside the inner 20km radius circle was 
computed with the continuum code SOVA. DSMC par-
ticles are then created in the cells on the inner red circle 
and DSMC is used thereafter. The water portion of the 
SOVA output (seen in gray) is carried into the DSMC 
domain. Along the outer red circle,  SOVA and DSMC 
data can be directly compared. 
 
 
 
Figure 4. Where the first second's water goes.  
DSMC results 1.4s, 5.4s and 37.4s after oblique impact. 
Very little water has actually returned to strike the sur-
face indicating that the water that took less than 1s to 
pass through the interface will largely be blown off the 
Moon. Note that the outermost domain top boundary is 
1000km above the lunar surface. 
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3845-3862. [4] McConnochie, et al. (2002) Icarus 156, 335-
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Numerical simulations of jets on giant planets: effects of 
large-scale latent heating  
 
Y. Lian and A.P. Showman  
 
Jupiter and Saturn exhibit multiple banded zonal jets whose formation 
mechanisms remain obscure.  Most models assume that the jets result from an 
inverse energy cascade that acts on small-scale turbulence, and moist 
convection has been repeatedly suggested as a possible source of this 
turbulence.  However, this hypothesis has not been adequately tested.  Here, we 
present 3D numerical simulations using the MITgcm that include the advection of 
water vapor.  Condensation, and the associated latent heating, occurs whenever 
the relative humidity exceeds 100%.  This scheme allows the locations of heating 
to evolve with (and be determined by) the flow; unlike many previous studies, our 
forcing scheme does not impose any zonal symmetry on the system.  A slow 
cooling, representing radiation to space, is evenly applied throughout the model's 
upper troposphere.   In our simulations, the circulation leads to spatially variable 
latent heating, which generates horizontal temperature contrasts; this triggers 
baroclinic instabilities, which act as a source of small-scale turbulence.  Our 
simulations show that multiple Jupiter-like zonal jets form, with latitudinal widths 
controlled by the Rhines scale.  In some cases, a superrotating jet develops at 
the equator, which may help to explain this feature on Jupiter and Saturn.   
Despite the confinement of latent heating and radiation to pressures less than 
about 7 bars, the zonal jets develop barotropic components that extend far below 
the condensation region. Our simulations suggest that the jets on Jupiter and 
Saturn may indeed form by moist convection. 
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VENUS ATMOSPHERIC CIRCULATION FROM IMAGING DATA FROM THE VENUS MONITORING 
CAMERA ON VENUS EXPRESS.  S.S. Limaye, Space Science and Engineering Center, University of Wiscon-
sin, Madison, 1225 West Dayton Street, Madison, Wisconsin 53706, SanjayL@ssec.wisc.edu. 
 
 
Introduction:  After a long observational gap, Ve-
nus atmosphere is being observed again.  European 
Space Agency’s Venus Express orbiter arrived at Ve-
nus in April 2006 and has been collecting data rou-
tinely.  It was launched within three years of being 
approved as a flight project within ESA, using the 
flight spare spacecradft hardware and instruments from 
Mars Express [1].  The Venus Monitoring Camera 
(VMC), a low angular resolution instrument with four 
on-chip filters was added after the mission was ap-
proved [2].  Although the camera was damaged due to 
prolonged direct exposure to the Sun in the month 
prior to arrival at Venus, useful data is being retrieved 
from the camera and is being used to determine the 
atmospheric circulation from the ultraviolet filter im-
ages. 
The VMC uses a CCD chip for imaging, enabling 
many images to be obtained in a short amount of time.   
These data are useful to investigate the aspects of the 
atmospheric superrotation, and the relationship if any, 
between the vortex organization of the circulation and 
the superrotation of the atmosphere. 
 
Global Structure:  The VMC ultraviolet images 
provide a view of Venus from close up to hemispheric 
on every orbit and reveal the atmospheric processes 
more frequently than from previous missions.  Con-
vective activity on scales of a few km is suggested 
from the ultraviolet images, indicating perhaps that the 
convection is prevalent on spatial scales smaller than 
previously observed.  The  polar views have been par-
ticularly useful in monitoring the vortex organization 
of the global circulation.  The Visible Infared Thermal 
Imaging Spectrometer (VIRTIS) on Venus Express 
showed that this vortex structure extends deep in the 
Venus atmosphere.  The Venus Express data are re-
vealing that the similiarities between a tropical cyclone 
and the hemispheric vortex on Venus first inferred 
from Mariner 10 images are even more striking [3].  
The brighter polar “hood” poleward of ~ 45 degrees is 
observed to show rapid changes in spatial scale and 
reflectivity suggesting cloud/haze opacity changes due 
to as yet unknown causes.  observations, but unfortu-
nately are no longer being carried out. 
 
Atmospheric Circulation:  Measurments of cloud 
motions from VMC images show that the day side 
circulation exhibits the same characteristics deter-
mined previously [3].  With better temporal coverage 
from Venus Express however, temporal variations are 
becoming apparent.  Both digital tracking as well as 
visual tracking methods have been used to reveal the 
atmospheric circulation through cloud motions on the 
day side.  Local time variations of the flow are also 
being seen, indicating presence of solar thermal tides. 
A typical view of Venus from the apoapsis portion of the 
Venus Express orbit showing the day side sourthen hemi-
sphere in ultra violet light.  The image has been corrected for 
solar illunination and viewing geometry using Minnaert Law. 
 
As the mission progresses, VMC will image Venus 
systematically at higher resolution enabling better de-
termination of cloud motions, thereby better determi-
nation of smaller than planetary scale waves and ac-
companying momentum transports. The Venus Ex-
press mission has been extended through May 2009. 
 
References: [1] Svedhem H., Progress in Planetary 
Exploration Missions, 26th meeting of the IAU, Joint Dis-
cussion 10, 21-22 August 2006, Prague, Czech Republic, 
JD10, #8. [2] Markiewicz, W.J.,  Planetary and Spac Sci-
ence, http://dx.doi.org/10.1016/j.pss.2007.01.004 [3] Li-
maye, S. S. (2007), J. Geophys. Res., 112, E04S09, 
doi:10.1029/2006JE002814.  
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Aurorae of other planets in the solar system pro-
vide alternatives to the terrestrial aurora as examples of 
the interaction between planets and planetary atmos-
pheres with the space environment. Jovian aurora, in 
particular, is orders of magnitude more powerful than 
terrestrial aurora and is comparable to the insolation of 
extreme ultraviolet radiation as a driver for chemistry 
in Jupiter's upper atmosphere. We are pursuing an in-
vestigation of data compiled over more than two dec-
ades in order to explore the influence of solar activity 
on the intensity of Jupiter's auroral processes in the 
mid-infrared and ultraviolet spectral regimes. 
Preliminary analysis of existing data presents per-
plexing results: ultraviolet emission, which has been 
asserted to correlate with solar wind events in spa-
tially-resolved observations, is found to be unrelated to 
solar activity in comparison to a global measure of 
auroral activity; mid-infrared emission, which should 
form well below the region of peak auroral energy 
deposition, appears to be correlated with the solar ac-
tivity cycle. The observations yielding these prelimi-
nary results span more than a solar cycle for each 
wavelength regime, using a single well-calibrated in-
strument or technique in each case to construct a re-
cord of Jupiter’s interaction with the Sun and helio-
sphere. 
Further research will fully reduce and analyze the 
archival data in a systematic fashion, eliminating un-
certainty in the consistency of previous analyses, in-
corporating data not previously reduced or analyzed, 
and employing current advanced information on the 
morphology of the aurora and modern radiative trans-
fer tools not available when the earliest data were col-
lected. Previously unanalyzed data include coordinated 
UV/IR measurements of auroral activity, and observa-
tions in parallel with other observatories. This work 
will substantially increase the total volume of available 
UV auroral measurements obtained from the IUE 
spacecraft, and will develop an observational history of 
data on the structure of Jupiter’s auroral atmosphere. 
This research will support NASA's Strategic Objec-
tives to understand the relationship between the Sun 
and planets and the history and evolution of the solar 
system, preparing for future space missions such as 
Juno. 
 
(above) IR auroral activity of Jupiter, from high-
resolution spectroscopy of C2H6 thermal emission at 
the peak of the auroral lightcurve at 60°N latitude (red 
dots) or 60°S (purple squares). (below) UV auroral 
activity of Jupiter, from  spectroscopy of electron-
impact excited H2 emission at the peak of the auroral 
lightcurve at 60°N (red dots) or 60°S (purple squares). 
Both sets of auroral measurements are compared to 
solar 10.7 cm radio flux, which is proportional to solar 
activity. 
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PLASMA INTERACTION EFFECTS.  J. G. Luhmann Space Sciences Laboratory, University of California, Berkeley, 
7 Gauss Way, Berkeley, CA 94720, jgluhman@ssl.berkeley.edu.  
Overview: The effects of an external, magnetized, flowing 
plasma on a planetary atmosphere is quite distinct for bodies 
with and without magnetospheres. Other reviews in this 
conference focus on the outer planet magnetospheres’ effects 
on their massive atmospheres, and Mercury, the Moon, most 
planetary satellites, and minor bodies have likely been covered 
in the previous talk on escape from solid surface bodies. Thus 
the present overview focuses on our neighboring planets 
Venus and Mars, with some terrestrial magnetosphere 
processes mentioned to provide contrast. These major inner 
solar system bodies both posses significant CO2 atmospheres 
that are exposed to the solar wind in an intimate way 
reminiscent of comets.  
Much work has been done toward understanding the solar 
wind interaction with Venus, inspired by observations from 
the Venera, Pioneer Venus Orbiter, and now Venus Express 
missions. Mars has enjoyed less scrutiny, in part because of 
the loss of a mission (Nozomi) destined to make 
comprehensive measurements in this area of investigation. 
However, the combination of the Phobos mission, Mars 
Global Surveyor, and now Mars Express has made significant 
progress toward a similarly comprehensive picture.  
In hindsight, it was important to have concentrated on 
Venus first because it has the same fundamental 
characteristics as the Mars solar wind interaction, but in a 
simpler setting. Mars is a particularly challenging case 
because the obstacle to the solar wind includes remanent 
crustal magnetic fields as well as the atmosphere. While these 
do not negate the many Venus analogies that can be drawn, 
they add some terrestrial magnetosphere-like aspects to the 
problem. Distance from the Sun, planet size, and atmosphere 
thickness also differentiate these plasma interactions. In 
addition, the scenarios for both are affected by solar influences 
on both sunspot cycle and active event time-scales. We are 
just beginning to analyze some of these potentially 
evolution-impacting effects.  
A brief summary of some key observations and processes, 
and their consequences are given, together with lessons 
learned from a number of successful available modeling 
results. Outstanding questions for future measurements, 
analyses and models are offered.  
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Improved Version of the Roldan et al's Non-Local Thermodynamic 
Equilibrium Model for the Infrared Emissions in the Atmosphere of 
Venus 
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Roldan et al. (2000) described a state of the art non-local thermodynamic equilibrium 
model for the calculation of the vibrational populations of CO2 and and the cooling and 
heating rates in the atmosphere of Venus. This is currently the most comprehensive and 
sophisticated model up to date for the study of the CO2 infrared emissions and the 
radiative equilibrium temperature in atmosphere of Venus. It allows the calculation of the 
populations of 68 vibrational levels of the 4 major isotopes of CO2 and the cooling and 
heating rates of 100 transitions. In spite of its unique capabilities this model has been 
abandoned several years. Here we present an update of the code with an improved 
treatment of the physics of the problem (including more accurate radiative transfer and 
line mixing calculations and aerosol treatment) and state-of-the-art line spectroscopic 
parameters. This new model also includes the calculation of the near-infrared emissions 
from the O2 electronic states. Two versions of the model (in Fortran 77 and Fortran 90) 
are now available. The modular structure of the Fortran 90 code allows for an easy 
adaptation to any General Circulation Model of the Venus atmosphere or planetary 
mission retrieval processor. In this paper we present the new capabilities and features of 
the model and their impacts in the calculations.  
 
References:  
Roldán, C., M. A. López-Valverde,  M. López-Puertas, and D. P. Edwards, “Non-LTE 
Infrared Emissions of CO2 in the Atmosphere of Venus”,  Icarus, Vol. 147, Issue 1, pp. 
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DYNAMICALLY DRIVEN SMALL-SCALE VARIATIONS IN THE DISTRIBUTION OF H3
+ IONS IN 
THE JOVIAN NON-AURORAL IONOSPHERE.  K M. Matcheva1 and D. Barrow2, 1Department of Physics, 
University of Florida, P.O. Box 118440, Gainesville FL 32611, katia@phys.ufl.edu, 2Department of Physics, Uni-
versity of Florida, P.O. Box 118440, Gainesville FL 32611, dbarrow@phys.ufl.edu. 
 
 
Introduction:  The strong variability of the iono-
spheric structure of Jupiter evident in the electron den-
sity profiles from the Pioneers, the Voyagers and the 
Galileo Radio Occultation Experiments imply that the 
distribution of the major ions could be influenced by 
dynamical processes in the upper atmosphere.  Current 
1-D photochemical models ([1],[2]) of the Jovian non-
auroral ionosphere predict that the H3
+ becomes the 
dominant ion at altitudes below the main electron den-
sity peak (500-1200 km above 1 bar pressure level).   
Existing 3D global circulation models of the upper 
atmosphere of Jupiter (JIM  [3] and JTGCM [4]) focus 
on the large scale structure and dynamics of  the ther-
mosphere/ionosphere and predict the global distribu-
tion of H3
+ ions.   
In contrast we investigate the effect of  relatively 
small-scale atmospheric gravity waves on the local H3
+ 
ion distribution.  We consider the dynamical, thermal 
and chemical interaction between the neutral atmos-
phere and the ionosphere ([5]) to derive variations in 
the vertical distribution of H3
+ ions induced by the 
propagating waves.  
The Wave-Plasma Interaction Model: The H3
+ is 
a relatively short-lived ion. At low altitudes (less than 
500 km) its loss is dominated by a fast charge ex-
change reaction with hydrocarbons and at high alti-
tudes its abundance is limited by electron recombina-
tion.  The short lifetime dictates the time scale of the 
dynamical processes (less than 3 h), which can signifi-
cantly perturb the H3
+ chemical equilibrium.  
For the numerical experiments we use waves with 
parameters consistent with the waves identified in the 
Galileo temperature profile ([6]). The wind system 
associated with the propagating waves sets the iono-
spheric plasma (including the H3
+ ions) in motion by 
ion-neutral collisions. In the presence of a magnetic 
field, the ions do not follow the motion of the neutrals 
exactly. Their motion is modified and, as a result, re-
gions of plasma compression and rarefaction are 
formed. This process gives the H3
+ ion density profile a 
unique layered appearance.  
Results from the modeling are presented in Fig. 1. 
The left panel (Fig. 1a) shows the temperature pertur-
bation associated with the wave propagating in the 
neutral atmosphere and the right panel (Fig. 1b) dem-
onstrates the wave induced vertical variation in the H3
+ 
number density. The undisturbed H3
+ profile is shown 
in black. The wave effect on the H3
+ number density is 
maximum in the region between 600 and 900 km. At 
lower altitude the H3
+ reaction with hydrocarbons lim-
its the ionospheric response to the dynamical forcing. 
At very high altitudes the combined effect of chemis-
try, wave dissipation and plasma diffusion results in  
lack of any wave signatures. 
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LABORATORY STUDIES OF AMMONIA-WATER ICE--RELEVANCE TO OUTER 
SOLAR SYSTEM SURFACES.  M. H. Moore1, R. F. Ferrante2, and R. L. Hudson3,4   1Code 
691, Astrochemistry Branch, NASA Goddard Space Flight Center, Greenbelt, MD  20771, USA 
(marla.h.moore@nasa.gov), 2Department of Chemistry, US Naval Academy, Annapolis, MD 
21402 (ferrante@usna.edu), 3Deparment of Chemistry, Eckerd College, St. Petersburg, FL  
33733, USA (hudsonrl@eckerd.edu),4Goddard Center for Astrobiology, NASA Goddard Space 
Flight Center, Greenbelt, MD  20771, USA. 
 
Introduction:  Water- and ammonia-ices have 
been observed or postulated as important components 
of the icy surfaces of planetary satellites and KBO 
objects in the outer Solar System.  A feature in the 
near-infrared, near 2.2 µm, is attributed to NH3 in the 
spectra of Charon[1,2ab,3], Quaoar[4], and 
Miranda[5], a possible source being cryomagma 
brought up to cold surfaces where it is quenched.  
Models used to fit the data include the presence of 
ammonia hydrates.  These observations, along with 
some evidence for NH3 ice on Enceladus, lead to the 
prediction that NH3 is one of the more abundant spe-
cies incorporated into outer Solar System bodies. 
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Significant gaps exist in our knowledge of  the 
spectra of solid water and ammonia mixtures, the for-
mation of NH3-hydrates, and the stability of these ices 
for relevant physical conditions.  The role of thermal 
processing and exposure to different particle radiation 
environments has not been investigated.  Therefore our 
laboratory study has examined the influences of com-
position, formation temperature, thermal- and radia-
tion-processing, on the spectra of both pure NH3 ice 
and various H2O-NH3 icy mixtures [6].   
Figure 1 
Results:  We have completed low-temperature 
spectroscopic studies (1 to 20 µm) of H2O-rich ices 
containing NH3, with an emphasis on features in the 
near-IR region, which is accessible to ground-based 
observers [6].  
Conditions for the formation and thermal stability 
of the ammonia hemihydrate (2NH3•H2O) and the 
ammonia monohydrate (NH3•H2O) have been exam-
ined.  The former undergoes a slow loss of NH3 in a 
vacuum environment, to give the monohydrate.  Figure 
1 shows this thermal evolution of 2NH3•H2O from 
trace (a) to a mixture of 2NH3•H2O and NH3•H2O hy-
drates in (b), and then to (c) after a complete the con-
version to NH3•H2O.  Additional warming removes the 
remaining NH3 to give spectrum (d), which is charac-
teristic of H2O-ice.  Spectra are stacked for clarity. 
IR band positions of NH3 in different H2O-ices 
have been tabulated , and compared to the positions for 
NH3 hydrates over a large temperature range.  We re-
port spectral shifts that depend on both concentration 
and temperature.  The radiation-induced amorphization 
of hydrates was observed and the radiolytic destruction 
of NH3 in H2O-ices was measured.  We also have tabu-
lated the near-IR spectral position of  the ammonium 
ion which is observed to form in irradiated H2O + NH3 
ices.  Implications of these results for the formation, 
stability, and detection NH3 on Charon and other icy 
satellite surfaces will be discussed.   
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and Planetary Sciences XXXVII, 2107. [2b] Cook, J. 
C., Desch, S. J., Roush, T., Trujillo, C. A., Geballe, T. 
R. (2006) Astrophys. J. 663, 1406-1419. [3] Dumas, 
C., Terrile, R. J., Brown, R. H., Schneider, G., Smith, 
B. A. (2001) Astron. J. 121, 1163-1170. [4] Jewitt, D. 
C., Luu, J. (2004) Nature, 432, 731-733. [5] Bauer, J. 
M., Roush, R. L., Geballe, T. R., Meech, K. J., Owen, 
T. C., Vacca, W. D., Rayner, J. T., Jim, K. T. C. 
(2002) Icarus 158, 178-190. [6] Moore, M. H., Fer-
rante, R. F., Hudson R. L., Stone, J. N. (2007) Icarus 
190, 260-273..   
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GIANT-PLANET ATMOSPHERES: COMPOSITION AND CHEMISTRY.  Julianne I. Moses, Lunar and 
Planetary Institute, 3600 Bay Area Blvd., Houston, TX 77058-1113, moses@ lpi.usra.edu. 
 
Abstract: Our understanding of the composition 
and chemistry of giant-planet atmospheres has been 
refined and heightened from research activities carried 
out in the past decade.  Ground-based and Earth-
orbiting (e.g., HST, ISO, Spitzer, SWAS, Odin, 
EUVE, FUSE, HUT, ROSAT, Chandra, XMM-
Newton) telescopes and in situ spacecraft (e.g., Cas-
sini, Galileo, New Horizons) have supplied detailed 
new quantitative information, and recent laboratory 
investigations and theoretical models have helped 
place the interpretations of those observations on a 
more secure foundation. Major highlights in the field 
from recent years include: (1) better determinations of 
elemental abundances on Jupiter from the Galileo 
probe that enhance our understanding of solar-system 
formation, (2) new detections of oxygen and nitrogen 
species in giant-planet stratospheres that indicate that 
the atmospheric composition is influenced by external 
material, including a possible recent large impact on 
Neptune, (3) new detections of hydrocarbons in giant-
planet atmospheres that improve our understanding of 
stratospheric chemistry and transport, (4) a better 
three-dimensional view of tropospheric and strato-
spheric chemistry that illuminates the complex and 
intimate connection between composition, tempera-
tures, and dynamics, and (5) increased evidence for 
how global- and regional-scale chemistry changes with 
time.  Arguably the most exciting development in as-
tronomy in recent years is the detection of planets 
around other stars; by studying the diverse giant plan-
ets in our own solar system, we can learn what to ex-
pect from and perhaps how to best characterize extra-
solar giant planets.  I will review recent highlights in 
the field of giant-planet composition and chemistry 
and prognosticate on important future directions. 
Introduction:  A complete review of the chemistry 
and composition of Jupiter, Saturn, Uranus, and Nep-
tune is not possible in a two-page abstract or, for that 
matter, a 40-minute talk.  I will attempt to highlight the 
basics of and the latest developments in the gas-phase 
chemistry of giant-planet stratospheres and tropo-
spheres.  The composition of the interior, with its im-
plications for the origin and evolution of the solar sys-
tem, is discussed more fully in another talk, as are 
cloud and hazes, ionospheric/thermospheric chemistry, 
and extrasolar giant planets.  For more complete re-
views of giant-planet chemistry, see [1-31]. 
Elemental and Isotopic Abundances:  The giant 
planets are composed largely of H2, with a smaller 
amount of He [32-35], and trace amounts of heavier 
elements, mostly in their reduced forms.  The mass 
spectrometer and helium-abundance detector on the 
Galileo probe have supplied direct measurements of 
elemental abundances on Jupiter [32, 35-37] and have 
provided a “ground truth” for remote-sensing tech-
niques.  The Galileo-probe-derived helium abundance 
[32,35] was found to be higher than that derived from 
remote-sensing from Voyager instruments [38], shed-
ding doubt on the Voyager technique [e.g., 39].  He-
lium on both Jupiter and Saturn seems to be depleted 
relative to expected solar-nebula values, indicating that 
condensed helium droplets, perhaps with neon dis-
solved within them, are falling toward the planet cen-
ters [see 13].  The abundance of heavy elements pro-
vides critical constraints for theories of giant-planet 
formation [e.g., 13,36,40].  Most of the elements heav-
ier than He are enriched relative to solar values by a 
factor of 2-4 on Jupiter [35-37], indicating that icy 
planetessimals contributed to the accretion of Jupiter, 
but leaving puzzles as to the source of those planetes-
simals [36,13,40]. A good measure of the oxygen ele-
mental abundance in the deep atmosphere of Jupiter 
(not obtained by the Galileo probe), should help re-
solve the remaining puzzles. Isotopic ratios such as 
D/H can also provide clues to the contribution from 
icy planetessimals [e.g., 3].  On Saturn, heavier ele-
ments appear enriched relative to solar, but the error 
bars are large [e.g., 40].  Uranus and Neptune are 
much more enriched in heavier elements than either 
Jupiter or Saturn (~30-60 times solar) [34,41]. 
Thermochemistry: Thermochemical equilibrium 
controls the abundance of constituents in the deep, hot 
regions of giant-planet atmospheres [see 42,43].  The 
tropospheric composition is therefore expected to vary 
with pressure and temperature.  As parcels of gas rise 
from the deep troposphere, thermochemical conversion 
between different molecular forms (e.g., CO to CH4) 
occurs.  However, chemical kinetics can be slow at 
cold temperatures, and vertical mixing time scales can 
becomes shorter than kinetic conversion time scales at 
some pressure level in giant-planet tropospheres.  At 
that point, the composition may be “quenched”, and 
disequilibrium abundances can prevail above the 
quenching region [44, 45].  Some of the assumptions 
of the earlier “quench” calculations have been called 
into question [46-48] due to recent kinetic measure-
ments and theoretical considerations.  Because the 
abundances of observed disequilibrium constituents 
can shed some light on things like the oxygen elemen-
tal abundances in the deep atmosphere [48,49] and the 
predicted composition of extrasolar planets [43,47], 
more detailed kinetic modeling is warranted.  
Tropospheric Photochemistry:  Upper tropo-
spheric temperatures on the giant planets are so low 
that most equilibrium constituents condense in the tro-
posphere, and only the most volatile molecules survive 
to reach altitudes above the cloud tops, where they can 
interact with solar ultraviolet radiation or (eventually) 
energetic electrons.  Tropospheric photochemistry on 
the giant planets is dominated by molecules that con-
tain nitrogen (with NH3 as the “parent” molecule), 
phosphorus (PH3), and possibly sulfur (H2S).  Ammo-
nia can be photolyzed by relatively long wavelength 
UV radiation in the troposphere (Jupiter and Saturn, in 
particular).  The physical separation of the NH3 
photolysis region from the much-higher-altitude CH4 
photolysis region limits the photochemical production 
of nitriles and other organo-nitrogen compounds.  
However, ammonia photochemistry is influenced by 
the presence of PH3 [see 50,1-3,18,21 for details]. Lit-
tle is known about sulfur photochemistry on the giant 
planets [cf. 51].  Several recent observations have in-
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creased our knowledge of the altitude, latitude, and 
longitude distribution of tropospheric constituents on 
the giant planets [52-58]. 
Stratospheric Photochemistry: Our understand-
ing of the chemistry and composition of the strato-
spheres of the giant planets has evolved considerably 
in the past decade.  Methane photolysis in the upper 
stratosphere initiates the production of more complex 
hydrocarbons on the giant planets, and many such hy-
drocarbons have been detected recently by ISO [59-
62], Spitzer [63-64], Cassini [65], and ground-based 
observations [66-67].  These observations help us re-
fine the details of hydrocarbon photochemistry and 
vertical diffusion in giant-planet stratospheres [5,60, 
61,68] and help us track the effects of trace species on 
temperatures and climate. Methane photochemistry is 
now well understood qualitatively, but some of the 
quantitative details (especially for molecules like C6H6 
and C3H4) remain to be worked out.  Laboratory meas-
urements and theoretical calculations help fill in uncer-
tain parameters needed for photochemical models and 
observational abundance derivations [e.g., 69-79].  
The recent detection of oxygen compounds that are 
unambiguously in the stratospheres of the giant planets 
indicates that external material from meteoritic dust, 
ring/satellite debris, and/or cometary impacts is con-
tinually entering giant-planet atmospheres [80-87, 65].  
Interestingly, Neptune may have experienced a large 
cometary impact a few hundred years ago [85].  Ob-
servers have now mapped the latitudinal distribution of 
several stratospheric constituents [65,88-91], providing 
some much-needed constraints on stratospheric trans-
port, but providing many puzzles as well [92,93]. The 
effects of auroral chemistry on stratospheric composi-
tion is another currently hot topic [e.g., 94]. 
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Introduction:  Recent Cassini and ground-
based thermal-infrared observations of hydrocar-
bons on Saturn reveal a latitudinal distribution 
that differs from one expected purely on photo-
chemical grounds, suggesting that meridional 
transport of stratospheric constituents is important 
on Saturn [1-6].  A similar result was obtained for 
Jupiter [e.g., 7-12].  Due to a lack of other indica-
tors of winds in Saturn’s stratosphere, these hy-
drocarbon observations may provide our best 
means of constraining stratospheric circulation on 
Saturn.  To help determine the details of merid-
ional transport on Saturn, we have developed a 
time-variable, two-dimensional (2-D) model of 
Saturn’s stratosphere that couples photochemistry 
with mass transport due to advection and verti-
cal/meridional mixing.  We use the Caltech/JPL 
KINETICS code [13] to solve the time-dependent, 
coupled mass-continuity equations in a “quasi-2-
D” mode [7, 14], which allows a series of one-
dimensional models at different latitudes to be 
coupled by meridional mixing (via a meridional 
mixing coefficient Kyy) and by advection (via 
specified stream functions or velocity vectors).  
The transport parameters are free parameters in 
the models.   
In our preliminary modeling, we assume that 
atmospheric temperatures are constant with lati-
tude and time; the temperature profile is taken 
from Moses and Vervack [15].  The hydrocarbon 
reaction list and other photochemical details are 
taken from “Model C” of Moses et al. [16], and 
the ring-shadowing and seasonal insolation algo-
rithms are from Moses and Greathouse [2]. 
 Results and Conclusions:  Figure 1 shows 
some of our model results for the latitudinal varia-
tion of the mixing ratios of C2H6 and C2H2 near 
southern summer solstice, as compared with 
ground-based TEXES/IRTF thermal-infrared ob-
servations [1], Cassini CIRS observations [6], and 
HST ultraviolet observations [17].  The model 
with no meridional transport (blue dotted curve) 
roughly reproduces the observed meridional 
variation of C2H2 but clearly fails for the longer-
lived C2H6; the observations indicate that at the 2-
mbar level, the C2H6 mixing ratio increases with 
increasing latitude in the southern summer hemi-
sphere, whereas the model predicts a strong de-
crease with increasing latitude.  Moses and Great-
house [2] suggest that the photochemical lifetime 
of C2H6 is the root cause of this behavior — C2H6 
is sensitive to horizontal transport, but shorter-
lived C2H2 is not.  Moses and Greathouse [2] sug-
gest that meridional mixing with a Kyy between 4 × 109 and 3 × 1010 cm2 s-1 at ~2 mbar could ex-
plain the observed latitudinal distribution of C2H2 
and C2H6 on Saturn.  We test this claim using our 
2-D photochemistry/transport models (see green 
dashed curve).  We find that models with horizon-
tal diffusion with altitude-independent Kyy values 
in the above range do “flatten” the meridional 
distribution of ethane, making it more constant 
with latitude.  However, the C2H2 distribution in 
those models also tends to be “flattened”, not be-
cause C2H2 is being transported, but because C2H6 
photolysis is a major contributor to C2H2 produc-
tion in the middle and lower stratosphere.  The 
intimate photochemical coupling between ethane 
and acetylene leads to similar latitudinal varia-
tions for C2H6 and C2H2 in the 2-D models.   
As with the Jupiter modeling of Liang et al. 
[7], we find that models with a “cutoff” in Kyy 
near the few-mbar level (black solid curve) allow 
C2H6 to remain constant with latitude, while C2H2 
falls off with latitude.  Such scenarios, while to 
some extent predicted for Jupiter [10], are highly 
contrived, in that a cutoff in Kyy is required ex-
actly between the pressure levels at which the 
C2H6 and C2H2 observations are most sensitive.  
In addition, observations indicate that ethane in-
creases with increasing latitude, and models that 
consider horizontal diffusion alone cannot repro-
duce that behavior — advection must be consid-
ered.  Little is known about stratospheric circula-
tion on Saturn.  The radiatively forced circulation 
is predicted to be weak, and the annual average 
diabatic circulation predicted by [18] has little 
effect on the photochemical model.  We therefore 
explore some ad hoc circulation scenarios.   
The overall conclusion is that advection cells 
that include downwelling at the poles can lead to 
an ethane distribution that increases with latitude.  
However, such cells lead to an acetylene distribu-
tion that also increases with latitude, unless the 
cells weaken above the few-mbar region.  The 
different observed meridional distributions of 
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C2H6 and C2H2 remain puzzling (see Fig. 1c).  We 
are currently examining possible chemical origins 
for the observed behavior (e.g., shielding by an 
unknown constituent at middle and high latitudes, 
incorrect model branching ratios for C2H6 
photolysis). 
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UPPER ATMOSPHERES/AERONOMY AROUND GIANT PLANETS 
A. F. Nagy 
 
The term “aeronomy” was introduced by Sydney Chapman and he eventually defined it 
as “the science of the upper regions of the atmosphere, where dissociation and ionization 
are important”. The talk will use this definition as a guideline in selecting from the very 
wide range of potential topics. The Galilieo and Cassini missions have provided 
significant information on the upper atmospheres of Jupiter and Saturn respectively, as 
well as their major satellites. In this talk the current understanding of these upper 
atmospheres and ionospheres will be reviewed. This will include summary of the relevant 
measurements and model developments and some of the outstanding problems. A brief 
review will also be included on the auroral observations at these planets. 
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Introduction:  The GCMS instrument was opened 
to the lower atmosphere of Titan at 147 km altitude and 
obtained gas composition data during the 2 hour and 27 
minute descent of the probe to the surface [1] on Jan. 
14, 2004.  Another 70 minutes of data were obtained 
on the surface before loss of communications with the 
orbiter.  Data from the direct atmospheric sample inlet 
have yielded mixing ratios for the most predominant 
species as well as isotopic ratios for N, C, and H. Gas 
chromatographic data are still being analyzed and data 
from the Aerosol Collector and Pyrolyzer instrument 
have been reported separately [2].  
Titan Atmosphere: The GCMS instrument con-
firmed that the main constituents of Titan’s lower at-
mosphere are N2 (~95%) and CH4 (~5%). Heavier mass 
molecules are not present in the lower atmosphere and 
the organic chemistry seems concentrated in aerosols. 
The altitude profile of the CH4 mole fraction near and 
at the surface is evidence of a “humid” atmosphere 
with methane precipitation and liquid methane 
in/near the subsurface at the landing site [3].  
The most abundant noble gas is 40Ar due to ra-
dioactive decay of 40K in the rocky core of Titan. 
There is a small amount of primordial 36Ar as well 
while Kr and Xe are virtually absent (<10 ppb).  
The chemical lifetime of CH4 in the atmosphere 
is only 10–100Myr. Because the carbon in CH4 does 
not show the same kind of isotopic fractionation as the 
nitrogen and oxygen isotopes do, it must be continually 
or periodically replenished. The absence of Kr and 
Xe, small amount of 36Ar and the substantial amount 
of 40Ar imply that CH4 is likely produced by hydro-
thermal activity in the interior with only a small por-
tion having arrived as a hydrate clathrate. The iso-
tope ratio for 12C/13C is less than the value of Earth 
organic or inorganic samples implying that the CH4 
is not of a biologic origin and its slight depletion on 
Titan must await another explanation. 
The 14N/15N ratio is less than that of the Earth 
which implies escape of N2 over the eons. The source 
of the N2 is most likely NH3 delivered to Titan trapped 
in ices.  Thermal dissociation of NH3 in the moon’s 
interior or photochemical processes acting on the ar-
rived NH3 converts it to N2.   The 14N/15N values sug-
gest that Titan once had an atmosphere that was 2-10 
times higher in pressure than the current atmosphere. 
Some clues as to the surface composition have been 
obtained from the vapors of organic molecules emitted 
while the probe was on the surface. 
 
Figure 1. Huygens Probe descent and landing over-
view. 
Figure 2.  The direct inlet averaged mass spectrum 
from 10 km to 5 km showing the major atmospheric 
constituents of H2, CH4, N2, and 40Ar.  CO2 may be due 
to background gas in the sensor. 
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Introduction:  Propane (C3H8) was first detected
on Titan by the Voyager 1 IRIS spectrometer in 1980
[1], identifying four stratospheric emission bands (ν21
at 748.1 cm-1, ν16 at 921.7 cm
-1, ν15 at 1053.8 cm
-1 and
ν7 at 1157.5 cm
-1). Subsequent analyses of this dataset
[2,3,4,5] have largely focused on the strongest of these
bands (ν21) to infer the VMR (~7x10
-7 in the strato-
sphere and relatively uniform with latitude), although
it is significantly disadvantaged by being coincident
with a strong R-branch line of acetylene.
The Composite Infrared Spectrometer (CIRS) on-
board Cassini is now providing the most complete in-
frared mapping of Titan yet obtained. Early results
have included the retrieval of the vertical and latitu-
dinal profiles of minor gas species, including C3H8
[6,7,8], again exclusively via the ν21 band. This em-
phasis is not surprising, as it is the only band of C3H8
for which a detailed line list is readily available [9].
We present new modeling of CIRS low-latitude
limb spectra. The residuals after modeling all gases
except C3H8 (Fig. 1) clearly show all four bands de-
tected by IRIS, at much higher signal to noise. In addi-
tion, two bands at higher wavenumbers (ν13 at 1376.5
cm-1 and ν19 at 1472 cm
-1) that are usually masked by
CH4 and C2H6 are revealed when these emissions are
modeled and subtracted from the spectrum.
Our purpose is to clearly demonstrate the detection
of the five weaker bands, and to spur interest in the
laboratory spectroscopy work required to generate
their line lists. With such lists it would become possi-
ble to thoroughly model and investigate emissions of
C3H8 throughout the mid-infrared. Moreover, if the
ubiquitous emissions of C3H8 can be subtracted from
the spectrum, we may then search these spectral re-
gions for possible signatures of other species, such as
propylene, acetonitrile, allene and others.
Instrument and Data:  CIRS is a dual interfer-
ometer, with a polarizing interferometer and single
bolometer detector (FP1) covering the far-infrared
from 10-600 cm-1, and a Michelson interferometer
covering the mid-infrared with two detector arrays:
FP3 (600-1100 cm-1) and FP4 (1025-1500 cm-1). The
spectral resolution is variable, from 15.5-0.5 cm-1 For
further instrumental details see [10,11].
 Our data subset is comprised of a single spectral
average of 513 limb spectra at 0.5 cm-1 resolution,
30°S-30°N latitude and 100-150 km tangent height,
recorded at distances of 1x105-2x105 km (5 to 9 hours
from closest approach) between 06/2004 and 06/2007.
Modeling Approach:  We constructed a model
Titan atmosphere of 100 layers (equal width in log-p
from 1.5 bar to 4x10-8 bar) based on Huygens probe
data. The initial atmospheric temperature profile is
from HASI [12], and the abundances of CH4 (1.4% in
stratosphere), H2 (0.1%) and N2 (balance) are from
GCMS [13]. Other minor species (C2H2, C2H4, C2H6,
HCN) and isotopologues were included with constant
abundances in the stratosphere as previously measured
[8,13,14], and condensation at the tropopause.
The radiative transfer scheme used is the Neme-
sis model described in the literature [14] with spec-
tral lines culled from HITRAN [15] and GEISA [9],
except as described in [14]. An inverse scheme is used
to retrieve the values for the variable model parameters
that best fit the spectral data, via a cost-function mini-
mization scheme analogous to a least-squares fit, but
with additional a priori constraint.
We first retrieved an effective mean low-latitude
temperature profile from the ν4 band of methane P- and
Q- branches from 1225-1325 cm-1. Subsequently, this
was used to retrieve the best-fit values for the strato-
spheric abundances of the minor gas species, and the
opacity of a uniform grey haze absorber.
Results: Fig. 1 shows the residual (data-model)
spectral radiance after most known gas emissions other
than C3H8 have been removed (excepting the 
13CH3D
ν6 band at 1148.3 cm
-1 [16], not yet included). Six
emissions bands of C3H8 are revealed, although in ad-
dition we suspect the presence of the ν8 band at 870
cm-1 as a residual continuum slope underlying the
strong ethane ν9 band at 822 cm
-1 (not shown).
References: [1] Maguire W. C. et al. (1981) Na-
ture, 292, 683-686. [2] Coustenis A. et al. (1989) Ica-
rus, 80, 54-76. [3] Coustenis A. et al. (1989) Icarus,
82, 67-80. [4] Coustenis A. et al. (1991) Icarus, 89,
152-167. [5] Coustenis A. et al. (1995) Icarus, 115,
126-140. [6] Flasar F.M. et al. (2005) Science, 308,
975-978. [7] Vinatier S. et al. (2007) Icarus, 188, 120-
138. [8] Coustenis A. et al. (2007) Icarus, 189, 35-62.
[9] Jacquinet-Husson N. et al. (2005) JQSRT, 95, 429-
467. [10] Kunde V. G. et al. (1996) Proc SPIE, 2803,
162-177. [11] Flasar F. M. et al. (2004) Space Sci.
Rev., 115, 169-297. [12] Fulchignoni M. et al. (2005)
Nature, 438, 785-791. [13] Niemann H. B. et al. (2005)
Nature, 438, 779-784. [14] Nixon C. A. et al. (2007)
Icarus, submitted. [15] Rothman L. S. et al. (2005)
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Introduction: We report investigations of HDO and 
H2O on Mars using CSHELL at the NASA IRTF for 
seasonal dates that span the entire Mars year.  Our 
objective is to obtain measurements of the seasonal 
and latitudinal variation of the [HDO]/[H2O] ratio 
and thereby obtain better insights into the dynamics 
of Mars’ atmosphere. The instrument slit is typically 
positioned N-S along the central meridian resulting in 
a one-dimensional map of HDO (1997-2006) and/or 
H2O (2001-2006) [1].  Column densities are extracted 
at intervals between 0.6 and 1.0 arc-second;  
[HDO]/[H2O] ratios are calculated for various 
latitudes and seasons.  
 
The values for the [HDO]/[H2O] ratio on Mars are 
useful in developing atmospheric models, estimating 
the evolution of water on Mars, and dating Mars 
meteorites [2,3,4,5,6]. We have measured ratios 
approximately five times larger than the Standard 
Mean Ocean Water (SMOW) ratio on earth; we have 
found this ratio to vary with season and latitude [7]. 
The [HDO]/[H2O] ratio is believed to have increased 
over time through Rayleigh distillation [3,4].  The 
efficiency of deuterium to hydrogen escape is 32% 
for the present epoch [4].  Also, the ratio could 
display a hemispherical variation because of different 
mean temperatures in the polar caps. 
 
Observations: Our group has initiated an observing 
program to test the hypothesis that the polar caps 
have different concentrations of HDO [8]. We 
conduct nearly simultaneous measurements of HDO 
and H2O in the near-IR.  DiSanti and Mumma 
developed a technique for mapping HDO on Mars 
through its ν1 fundamental band near 3.67 μm using 
CSHELL at the NASA IRTF [9]. Novak et al. 
extended the approach significantly and describe 
nearly simultaneous measurements of ozone and 
HDO on Mars acquired in January 1997 (Ls = 67o) 
[1]. For data taken from 1997 to 2003, we compared 
our HDO data to H2O results obtained from TES [10] 
(M. Smith, private communication).  Since 2003, we 
have been using absorption lines near 3.33 μm to 
determine H2O abundances. The approach is 
illustrated in Fig. 1 with data taken on January 15, 
2006 when Ls = 357o. 
 
Analysis: The spectra were analyzed by generating 
models for both Mar’s and the Earth’s atmosphere. 
GENLN2 [11], a line-by-line atmospheric 
transmittance and radiance model, was used to 
construct these models.  Examples of these models 
are shown in Fig. 2. 
 
Results: The ratio of [HDO]/[H2O] compared to 
SMOW appears in Fig. 3a.  At this season, dust and 
ice clouds in the atmosphere are at a minimum [10].  
The [HDO]/[H2O] ratio for Ls = 357o in the northern 
hemisphere is constant with latitude and lower than 
previously measured values; the northern hemisphere 
is coming out of winter when much of the water 
vapor in the atmosphere has condensed into ice. 
Since HDO preferentially condenses before H2O, we 
believe that the ratio would be lower than at other 
seasons.  In the southern hemisphere, the ratio 
increases southward.  Fig. 3b shows data from both 
seasons normalized to the [HDO]/[H2O] ratio in the 
northern hemisphere and plotted with respect to the 
latitude from the sub-solar point. The “normalized” 
ratios for the two seasons are consistent with each 
other. Both show an increase in the ratio towards the 
south. 
 
Conclusions: Both set of results indicate a larger 
[HDO]/[H2O] ratio in the southern hemisphere. We 
conclude that deuterium is preferentially sequestered 
in the southern polar cap.  Montmessin’s model [5] 
predicts a constant value from 30oS to 30oN with a 
decrease approaching the polar regions.  Fisher’s 
model [6] uses different ground reservoirs and has 
developed scenarios for a hemispherical variation of 
the [HDO]/[H2O] ratio.  These and other models that 
explain the [HDO]/[H2O] ratio are based on relatively 
few observations.  Our measurements will help to 
perfect these models. 
We will reanalyze our observations for the other 
seasonal dates taken.  The GENLN2 atmospheric 
model has enabled us to model more accurately the 
Earth’s atmosphere, thus providing better 
measurements of the Mars absorptions.  Observations 
of Mars for northern spring, when the water vapor 
content of both hemispheres rapidly changes, have 
been proposed for the near future. 
Acknowledgements:  This work was support in parts 
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Fig. 1.  Detection of HDO (top panel) and H2O 
(lower panel) for January 15, 2006, Ls = 357o.  The 
slit was N-S on Mars and the spectra/spatial images 
were integrated for four minutes on Mars. Top traces 
are observed spectral extracts (3 rows or 0.6 arc-
second).  The spectral lines on Mars are Doppler 
shifted from their terrestrial counterparts (+16.3 
km/sec). Terrestrial models were constructed and 
subtracted from the observed spectra.  The difference 
appears in the lower traces.  A best-fit Mars model 
provides the measured column density.  H2O spectra 
were also taken near 3028 and 3035 cm-1. 
 
Fig 2.  Atmospheric models generated by GENLN2.  
Such models are used to determine molecular column 
densities from spectral extracts as presented in Fig. 1.  
The model is constructed using the natural lines 
widths, and is deconvolved to the CSHELL 
resolution (~40000).     
 
Fig. 3.  Results for Ls = 357o compared to data taken 
for Ls = 67o.  A. The ratio for Ls = 67o was obtain 
with our results [1] and the H2O values were taken 
from the TES database (M. Smith, private 
communication) for the same season but successive 
Martian years [8].  The Ls = 357o were obtained from 
data presented in Fig. 3. B. The results of Fig. 3a are 
normalized to their mean values in the northern 
hemisphere and plotted with respect to latitudes 
relative to the sub-solar point (23.5oN for Ls = 67o; 
1oS for Ls = 357o).  For both sets of data, the ratio 
north of the sub-solar latitude is relatively constant, 
but their means differ, probably because of seasonal 
effects. Likewise, the ratio increases towards the 
south. 
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Introduction: Spatially resolved observations of 
Uranus and Neptune’s thermal emission are being used 
to create latitudianlly (and, where possible, longitudi-
nally) inhomogenous models of the structures of these 
atmospheres.  Our data set includes both historical and 
recent observations of both planets from the middle 
infrared through the microwave.  We report on recent 
measurements which we are using to sound the strato-
sphere through the deep tropospheres of both planets. 
 
Uranus: At wavelengths from 0.1 to 6 cm, images 
 
         
Fig. 1 False-color VLA image of Uranus at 1.3 cm 
from 2005 May.  Brightest regions are yellow, with 
decreasing emission as the color changes from red 
through green.   
 
of Uranus clearly show both poles to be much brighter 
than other regions (cf. Fig. 1).  There is also evidence 
for low-latitude banding that is symmetric about the 
equator.  These data are sensitive to thermal emission 
from the atmosphere between about 1 and 50 bars, and 
it is interesting that the fall and spring hemispheres are 
so similar, while visible and near-infraed measure-
ments of reflected sunlight indicate the aerosol content 
of the two hemispheres in the ~1 bar region are quite 
different.  At 10-50 bars, the radio brightness features 
are 
almost certainly caused by large (factor of 50) varia-
tions in the NH3 mixing ratio.  Near pressures of 1 bar, 
pole-to-equator temperature differences of ~5 K could 
explain the measurements, as well as factor-of-two 
variations in the CH4 mixing ratio. 
In the mid-infrared, thermal emission sensitive to 
temperatures near 100 mbar (0.1 bar) pressure (Fig. 2), 
show a  more uniform hemispherical appearance.  
Nonetheless, there is evidence from the slightly 
warmer temperatures at the summer pole (bottom of 
Fig. 2) compared with the winter pole of the influence 
of radiative seasonal forcing of temperatures. 
 
         
Fig. 2 VLT thermal image of Uranus at 18.7 μm, sensi-
tive to 100-mbar temperatures (2006 Sept 2). 
  
 
         
Fig. 3 VLT thermal image of Neptune at 18.7 μm, also 
senstiive to 100-mbar temperatures (2006 Sept 1). 
 
 
Neptune:  Similar mid-infrared observations (Fig. 
3) show a substantial influence of seasonal forcing 
with the warmest temperatures squarely at the south 
pole, a clear indication of seasonal forcing.  Tempera-
tures retrieved from this image (Fig. 4) are, in fact, so 
high that the generally planet-wide effect of cold-
trapping CH4 out of the stratosphere is weak enough to 
allow it to migrate into the stratosphere with a mixing 
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ratio as high as 1%.  This means that methane is more 
abundant in the stratosphere near Neptune’s south pole 
than elsewhere, and that a measurement of its distribu-
tion to higher latitudes can be used to measure the rate 
of stratospheric transport. 
 
Fig. 4. Zonal-mean temperature in Neptune at 100 
mbar pressure derived from 17.8-μm (A) and 18.7-μm 
(B) images (see Fig. 3).  Results are compared with 
Voyager IRIS observations (V) [1].  Standard devia-
tion of the zonal-mean results are on the order of 1.0-
1.5 K, similar to the differences between plots A and B 
in the figure.  Uncertainty in the absolute radiance is 
estimated to be on the order of ±10%, with its impact 
on the derived temperatures denoted by the error bars. 
 
One measure of this is the extent to which observa-
tions of the meridional variation of CH4 emission in 
Neptune can be separated from true variations of tem-
perature (as opposed to meridional variations of the 
CH4 abundance).  One approach to this is to use meas-
ure meridional variation of the 17-μm H2 S(1) quadru-
ople line.  This, in fact, shows little variation  - no 
more than 3 Kelvin – variation of stratospheric tem-
peratures from pole to pole.  One of our immediate 
next steps in the mid-infrared research will be to de-
termine the variability of stratpsheric methane as a 
function of latitude. 
 
Planned work:  Our research plans include the 
consideration of these spectroscopic results, to make 
the assessment of the meridional variation of methane. 
They will also consider analysis of new images of Ura-
nus and Neptune in the submillimeter which are sensi-
tive to temperatures in the several-bar region.  Addi-
tional work will be devoted to the radio region, in par-
ticular, the derivation of  an extremely accurate radio-
metric calibration system to include Uranus and Nep-
tune.  A programmatic motivation for this research has 
been to provide for the European Space Agency’s 
Herschel Space Telescope (formerly the Far-InfRed 
Submillimeter Telescope, FIRST) absolute calibration 
targets.   For this it is essential to differentiate between 
(i) apparent variability of the brightness of these plan-
ets which is simply a function of their changing earth-
facing geometry and (ii) true variability of atmospheric 
conditions with time. 
 
References: 
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RADIATION LIFETIMES OF NH2 IN THE VISIBLE 
K. H. Patrick, J. B. Halpern, M. N’Doumi 
 
Petrolongo and Reid  [JCP 119 (2003) 2604]  remeasured the radiative lifetimes of NH2 
X 2B1<--A2A1 which is observed in comets and is a marker of NH3 concentrations.  Using 
excitation in a molecular beam, they find a constant lifetime across all observed 
vibrational levels.  This contrasts with the earlier measurements of Halpern, et al. [JCP 63 
(1975) 4808].  Our laboratory has again measured the NH2 radiative lifetimes over a 
broad range of vibrational and rotational levels.  NH3 was photolyzed at 193 nm, and 
single rotational levels of NH2 A2A1 were excited by a tunable dye laser.  Our results 
agree with those of Halpern, et al. and extend them. 
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Introduction: The Cassini orbiter’s Visual and In-
frared Mapping Spectrometer (VIMS, [1]) measures 
the combined surface-atmospheric spectral signature of 
Saturn’s largest moon, Titan, over two detector ranges: 
visible and near-IR wavelengths (λ = 0.350540-
1.045980, 0.884210-5.1125 µm).  At these wave-
lengths, Titan’s methane-rich atmosphere is highly 
absorbing and light scatters strongly off of aerosol par-
ticles in Titan’s stratified haze, making it difficult to 
extract the intrinsic properties of Titan’s surface (e.g., 
liquid vs. solid regions, chemical composition, rough-
ness). Whereas theoretical studies have generally fo-
cused on coupling chemistry, microphysics, and dy-
namics to explain the current state of Titan’s atmos-
phere [2], development of rigorous radiative transfer 
approaches to approximate the complex properties of 
Titan’s atmosphere and separate those effects from 
VIMS I/F spectra to derive information on Titan’s sur-
face is just beginning [3-6].  Recently released data 
from the Huygens DISR team derived from in situ 
measurements of the atmosphere [7] have provided the 
final necessary inputs for solutions of this type and 
made it possible to tackle this problem with confi-
dence.   In this work, we advocate two methods of so-
lution for two types of VIMS data: plane-parallel ra-
diative transfer for individual scenes with non-varying 
latitude and longitude coordinates (i.e., haze properties 
that are well constrained) and spherical-shell radiative 
transfer for larger or mosaicked areas that span a wide 
range of latitude and longitude coordinates.  
Model Requirements:  Ideally, the model we cre-
ate to strip away Titan’s atmosphere must be applica-
ble at all VIMS wavelengths.  However, the VIMS 
team has the best chance of being able to interpret Ti-
tan’s surface compositions based on spectral informa-
tion from near-IR channels (peaks in Fig. 1); any 
model we create to strip away Titan’s atmosphere is 
expected to reveal the most information about the sur-
face in the λ ~ 2 µm range. Using Cassini-Huygens 
mission data [8], one can construct atmospheric pro-
files for altitudes up to 1400 km above the surface, yet 
the effect of including data points at these higher alti-
tudes on modeled I/F remains uninvestigated. Titan’s 
atmosphere is approximately 95% N2 and 5% CH4 by 
number at the surface; the few percent methane at 
higher altitudes will have a major effect on the I/F sig-
nature (Fig. 1).  Thus the correlated-k values (absorp-
tion properties) of methane are probably the single 
most critical model input [7, 9].  Other major gas ab-
sorbers (H2, CO) must be represented; adding other 
atmospheric gas components which have lesser con-
centrations (< 10-5 mole fraction) is unnecessary for an 
approximation of this type.  The surface layer in radia-
tive transfer models is usually assumed to be Lamber-
tian (diffusely reflecting); for Titan, this assumption is 
incorrect.  Vertical variation in gas mixing ratios and 
haze scattering properties, which is not necessarily a 
standard feature in surface-atmosphere separation 
methods for other bodies, is also required for Titan.  
The model that we develop to remove the atmos-
pheric signature from VIMS spectra should also be a 
full physical solution to the equation of radiative trans-
fer, given the number of variables involved in Titan’s 
atmosphere and that general analytic solutions of the 
vector radiative transfer equation, which provide the 
spatial distribution of intensities, do not exist.  Major 
changes and advances in the understanding of Titan’s 
atmosphere are ongoing, so the model must have the 
capability to let the user substitute core inputs without 
having to fully recompile or make substantial code 
edits.  Archiving Cassini data consumes a large amount 
of disk space; therefore, the number of model input 
files must be economized and the size of each input 
file must be driven down as much as possible.  
Mars/Titan Hybrid Model: The core require-
ments can be accommodated with plane-parallel radia-
tive transfer methods and run on standard desktop and 
laptop computers. Within the VIMS team, subgroups 
are working independently and sharing information on 
how to approach the surface-atmospheric separation 
problem for Titan with plane-parallel solutions [3-6, 
10-11].  These groups seem to favor matrix operator 
method [12] and discrete-ordinates solutions [13] to 
the radiative transfer equation. Therefore, we begin by 
modifying the discrete-ordinates radiative transfer 
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codes developed for Mars missions’ surface-
atmospheric separation retrievals [14-15] for applica-
tion to Titan. This “Mars/Titan hybrid” model com-
bines a core driver with a 20-year track record of sta-
bility [13] that has been used by other Titan atmos-
pheric modelers [10-11] with code pathways that can 
be easily modified to read in the dominant absorption 
properties for Titan. The original Mars codes assumed 
a constant gas mixing ratio and did not allow for verti-
cally varying aerosol properties; these features have 
been added. Figs. 1-2 illustrate preliminary model re-
sults assuming a Lambertian surface; for the final 
model, we have included multiple options for the sur-
face bidirectional reflectance function, including a 
lunar-Lambert law. 
Spherical-Shell RT Model: Plane-parallel meth-
ods are applicable for VIMS center-of-the-disk images 
and data with emission angles < 30o, incidence angles 
< 120-130o (L. Soderblom, personal communication).  
As observations approach closer to the limb, plane-
parallel RT codes are no longer advisable for Titan 
[16].  While Monte Carlo codes have been tested for 
other applications on Titan [17], spherical-shell radia-
tive transfer codes have been developed by Cassini 
engineers to model radiation flow through Titan’s at-
mosphere and are already being run on supercomput-
ing resources at JPL for modeling Titan’s atmospheric 
haze in Cassini ISS and UVIS data [18].  The utility of 
these models for VIMS data will be explored.  
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Fig. 1: Mars/Titan hybrid model of simple 15-layer 
Titan-like atmosphere (atmospheric CH4 only, z = 0-
146 km [8,9]).  Lambert albedo of surface is varied 
between 0.01 and 0.05 to match VIMS data (blue, red).   
Fig. 2: Comparison of the effects of using Voyager 
[19] (red line) vs. Huygens [20] (black line) CH4 mix-
ing ratios for z = 0-150 km.  Whereas the Voyager and 
Huygens z-P-T profiles are effectively interchangeable 
at these altitudes, there is enough of a difference in the 
CH4 mixing ratios to make subtle changes in the mod-
eled I/F, most noticeably at λ = 2.6-3.1 µm. 
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ION CHEMISTRY IN THE INNER COMAE OF COMETS. S.D. Rodgers, S.B. Charnley, Space Science & Astrobiology
Division, NASA Ames Research Center, Moffett Field, CA 94035-1000, USA (rodgers@dusty.arc.nasa.gov).
Overview: Webriefly describe ourmodel of the chemistry
in comet comae, and discuss the most important processes
which control the relative abundances of different ions. We
discuss how the observed coma profiles of different ions can
be used to constrain the composition of the main cometary
volatiles.
Introduction: The Giotto and Vega probes to comet
1P/Halley allowed the plasma environment of the coma to
be probed in-situ, and the much more sensitive instruments
on board the Rosetta spacecraft are expected to yield a great
deal of data on the ion composition of comet 67P/Churyumov-
Gerasimenko (Balsiger et al. 1986, 2007). In the outer coma,
ion measurements can be used to constrain the interaction of
the coma with the solar wind (Ip 2004), but in the inner coma
the plasma composition is controlled by ion-molecule chemi-
cal reactions (Rodgers et al. 2004), and can be used to probe
the volatile inventory of comets. For example, peaks in the
mass spectrometer data from Halley led to the identification of
methanol and hydrogen sulfide in the coma (Eberhardt et al.
1994), and provided evidence for the extended spatial distribu-
tion of formaldehyde (Meier et al. 1993). In order to accurately
interpret such data it is necessary to use a detailed model of
the ion chemistry in the inner coma.
Model: We have developed a chemical/dynamical model
of the coma, which calculates the abundances of more than
200 species linked by over 2000 reactions. To date, we have
used the model to investigate the chemical production of neu-
tral ‘daughter’ species in the coma (Rodgers & Charnley 1998,
2001a,b, 2002, 2005, 2006). However, our model contains a
full suite of all the relevant proton transfer reactions which oc-
cur in the inner coma. This is important, since several such re-
actions – especially those involvingmethanol – have often been
overlooked in online reaction databases and themodels derived
from them (Rodgers & Charnley 2001c). Equally important,
the temperature dependance of reactions involving polar neu-
tral species must be accounted for (Eberhardt & Krankowsky
1995), which in turn requires an accurate calculation of the
neutral and ion fluid temperature profiles throughout the coma.
Exothermic chemical reactions are an important heat source
for the gas, and can potentially keep the ion temperature much
warmer than that of the bulk neutral fluid (Ko¨ro¨smezey et al.
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Figure 1: Coma number density profiles for selected ions.
1987), and so it is essential to use a coupled chemical-physical
model which calculates the feedback between the chemistry
and physics in the coma.
Discussion: Figure 1 shows the predicted number densi-
ties for several important ions in a moderately active comet
(Q(H2O) = 1029 s−1), at a heliocentric distance of 1 AU. As
the density decreases, chemical reactions become less efficient
at redistributing the charge amongst different species, and the
abundances of different ions peak in different regions of the
coma.
The ionic abundances are strongly dependent on the chem-
ical composition of the parent species sublimating from the nu-
cleus. For example, the abundances of ions such as HCNH+
and HCO+ depend directly on the abundances of their neutral
parents – HCN and CO. More subtly, they also depend on the
abundances of CH3OH and NH3, as these species have larger
proton affinities thanmost other common parent species. In ad-
dition to proton transfer reactions, more complex ion-molecule
reaction types may also play a role in the coma chemistry.
For example, if a comet is methanol-rich but ammonia-poor,
CH3OH+2 is the dominant ion in the inner coma, and self-
methylation of neutral methanol by this ion can lead to large
abundances of the (CH3)2OH+ ion. Similar methyl cation
transfer reactions to of other coma species may produce a
variety of heavy ions (Rodgers & Charnley 2001a,c)
Conclusions: We have used our existing coma chemistry
model to investigate the ionic composition of the inner coma.
We can summarize our results as follows. 1) Proton transfer
reactions play the key role in determining the relative abun-
dances of different ions in the inner coma. 2) These reactions
are an important energy source for the gas, and can keep the
ion fluid relatively warm even as the neutrals cool adiabatically
in the inner coma. 3) The T -dependence of ion-neutral reac-
tion rates and the importance of chemical reactions as a heat
source means that coupled chemical-physical models are re-
quired to calculate the chemistry accurately. 4) Methyl cation
transfer reactions from protonated methanol may be an impor-
tant source of heavier ions in methanol-rich comets. 5) The
abundances of different ions are controlled by an inter-related
set of reactions which depend on the abundances of the dom-
inant neutrals. Self-consistent models which match the ionic
abundance profiles can be used to place constraints on the bulk
volatile composition of comets.
References: Balsiger H., et al. 1986, Nature 321, 330;
Balsiger H., et al. 2007, SSRv 128, 823; Eberhardt P.,
et al. 1994, A&A 288, 315; Eberhardt P., Krankowsky D.
1995, A&A 295, 795; Ip W-H., 2004, in Comets II, p. 605;
Ko¨ro¨smezey A., et al. 1987, JGR 92, 7331; Meier R., et al.
1993, A&A 277, 677; Rodgers S.D., Charnley S.B. 1998, ApJ
501, L227; Rodgers S.D., Charnley S.B. 2001a, MNRAS 320,
L61; Rodgers S.D., Charnley S.B. 2001b, MNRAS 323, 84;
Rodgers S.D., Charnley S.B. 2001c, ApJ 546, 324; Rodgers
S.D., Charnley S.B. 2002, MNRAS 330, 660; Rodgers S.D.,
Charnley S.B. 2005, MNRAS 356, 1542; Rodgers S.D.,
Charnley S.B. 2006, AdSR 38, 1928; Rodgers S.D., et al.
2004, in Comets II, p. 505;
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VENUS EXPRESS STUDIES PERTAINING TO THE LOSS OF THE VENUS
ATMOSPHERE BY ITS INTERACTION WITH THE SOLAR WIND
C. T. Russell, T. L. Zhang, M. Delva, S. Barabash, J. G. Luhmann, and H. Y. Wei 
 
The solar wind can be a source and a sink for planetary atmospheres. This is especially 
true for unmagnetized planets such as Venus and Mars. We use Venus Express 
measurements to show that a magnetic barrier effectively excludes the solar wind from 
the planetary atmosphere but that the solar wind can still erode the planetary atmosphere 
by interacting with the exosphere above the magnetic barrier and by extracting plasma 
down the wake. The location of the upper and lower edges of the bow shock have been 
mapped using the Venus Express magnetometer. Comparisons with models show that the 
location of the bow shock is consistent with the deflection of the solar wind plasma by 
the magnetic barrier that in turn shields the atmosphere from the solar wind. While little 
solar wind can enter the atmosphere, some atmosphere can be picked up by the solar 
wind. Both in the shocked magnetosheath and in the undisturbed solar wind, proton 
cyclotron waves are seen by the Venus Express magnetometer that indicate that the hot 
hydrogen exosphere is being ionized and picked up by the solar wind. Another source of 
loss is found in the ASPERA plasma data. Here the wake plasma is accelerated down the 
tail and away from the planet by either a polar-wind type mechanism or via magnetic 
forces. Thus it is possible that much of the evolution of the Venus atmosphere has been 
caused through loss to the solar wind. 
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VENUS EXPRESS MEASUREMENTS OF LIGHTNING GENERATED 
ELECTROMAGNETIC WAVES
C. T. Russell, T. L. Zhang, and H. Y. Wei 
 
The optical and electromagnetic signals due to Venus lightning have been reported by 
many observers, yet a few attempts to observe lightning have been unsuccessful. 
Moreover, Venus lightning has some differences from terrestrial lightning, if only 
because of the generation site. Venus clouds are far from the surface of the planet and 
relatively close to the ionosphere. Thus some controversy has arisen over the occurrence 
of lightning on Venus. Pioneer Venus included an ELF-VLF electric field detector from 
which most of our understanding of the electromagnetic and electrostatic waves 
associated with Venus lightning has been obtained. There were both propagating 
(electromagnetic whistler-mode) and non propagating (electrostatic) fluctuations. The 
electromagnetic waves propagate along the field and attenuate little with altitude. It was 
estimated from the Pioneer Venus data that the waves could be easily observed by the 
Venus Express magnetometer if it sampled at a high enough rate. A 128 Hz sample rate 
was used for 2 minutes at periapsis each orbit until December 2006 at which time the 
high-rate sampling switched to 10 minutes at periapsis. These data show the expected 
signals. They are elliptically polarized and propagate along the background magnetic 
field. When the field is horizontal the waves are not seen but when the magnetic field 
dips into the atmosphere wave energy can reach the spacecraft. This is as expected from 
plasma wave theory. We report on the results of the mission to date and give an estimate 
of the occurrence rate of these signals.  
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Morphological Studies of Cometary Comae and Coma-Nucleus Connections. Nalin H. Samarasinha, Planetary 
Science Institute (1700 E. Ft. Lowell Road, Suite 106, Tucson, AZ 85719. nalin@psi.edu) 
 
 
Introduction: In this presentation, I will highlight 
morphological studies of the gas coma as well as of the 
dust coma. Selected examples involving existing or 
future modeling efforts of morphological observations 
of the coma will be provided for a number of comets. 
The morphological similarities and diversities of gas 
and dust comae will be discussed together with how 
they can be used to derive physical and dynamical 
characteristics of both the coma as well as of the nu-
cleus. Morphological studies provide an opportunity to 
characterize the collisional environment of the gas 
coma, the physical and dynamical character of the dust 
coma, rotational properties of the nucleus, and the out-
gassing activity of the nucleus. How morphological 
studies will influence and benefit other coma studies 
will also be discussed. 
 
Individual Comets: A selected sample of comets 
where coma morphological studies have significantly 
enhanced our understanding of cometary physics is 
presented below. 
 
Comet Hale-Bopp (C/1995 O1). The extensive 
monitoring of the coma morphology of comet Hale-
Bopp over a large range of heliocentric distances pro-
vided opportunities to investigate the role of the out-
flow velocity, the rotation period, the spatial resolu-
tion, and the activity on the evolution of the coma 
morphology [1]. The apparent disagreement between 
the persistent coma morphology of Hale-Bopp when it 
was near perihelion despite nearly 90-degree change in 
the observing geometry was resolved via modeling the 
observational manifestation of outgassing from an ex-
tended active region or that due to a broad jet [2] (Fig. 
1). It was also shown that the coma morphology due to 
a broad jet or an outgassing from an extended region 
on the surface of the nucleus requires no corrections 
for foreshortening. This result greatly simplifies the 
derivation of the outflow velocity  a result, which 
has wider applications in the accurate interpretation of 
coma observations including derivation of precise 
chemical abundances in the coma. 
 
Comet Hyakutake (C/1996 B2). The close Earth 
approach of comet Hyakutake (~ 0.10 AU) and the 
large changes in the observing geometry around its 
perigee provided an opportunity to investigate the 
near-nucleus coma of this comet. The change in the 
coma morphology has been used [3] to derive the spin 
properties of the nucleus and to characterize the activ-
ity including the distribution of source regions on the 
nucleus. Further analysis of cyanogen (CN) images of 
comet Hyakutake [4] provided conclusive evidence 
that the near-nucleus gas coma (<10,000 km) undergo 
extensive collisions. Distribution of activity on the 
nucleus and the extents of collisions provide useful 
model inputs to researches who carry out hydrody-
namical and physio-chemical modeling of the coma. 
 
  
   
 
Figure 1: Clockwise from top left show morpho-
logical manifestation of an active jet as a function of 
the increasing width of the jet. The increased jet width 
causes a “circularization” of the spiral structure. This 
result was used to explain the evolution of coma mor-
phology of comet Hale-Bopp when near perihelion.  
 
Comet Machholz (C/2004 Q2). The relatively close 
geocentric distances for this comet coupled with its 
brightness provided an opportunity to monitor the 
coma morphology in detail. A well-sampled set of nar-
rowband images of this comet that allows one to moni-
tor both the gas emission as well as the scattered solar 
radiation by dust enabled us to derive the basic spin 
properties of the nucleus (e.g., see Fig. 2) and an iden-
tification of the active regions [5, 6]. Detailed model-
ing should yield refined spin parameters and a com-
prehensive characterization of the activity and relevant 
coma dynamics. 
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Figure 2: Four enhanced cyanogen (CN) images of 
the coma of comet Machholz taken during four rota-
tion cycles at the same rotational phase. Note the repe-
tition of the coma morphology. These and other images 
were used to derive a reliable spin period for the comet 
in April 2005. 
 
Comet 73P/Schwassmann-Wachmann 3. The close 
perigee passage (~0.08 AU) of the Jupiter-family 
comet Schwassmann-Wachmann 3 (SW3) in 2006 
provided an opportunity for close-up observations of 
this comet. SW3 had undergone fragmentation events 
two apparitions prior and multiple splitting events were 
observed during the 2006 apparition too. Gas and dust 
images of the comae of SW3 fragments (e.g., Fig. 3) 
provide an opportunity to understand and characterize 
this comet. 
 
     
 
Figure 3: Near-simultaneous narrowband blue con-
tinuum (left) and CN (right) images of Component C 
of SW3 taken on May 10, 2006 (images are enhanced). 
The nucleus is at the center of each panel and each 
panel covers approximately 8,000 km across. Note the 
completely different morphologies in the dust and gas 
caused primarily by different outflow velocities and 
radiation pressure effects. The nucleus is at the center 
of each panel. The white streaks are star trails. 
 
Other Coma Studies. Studies of the dust coma yield 
dynamical, physical, and optical properties of coma 
dust grains [7] as well as the evolutionary processes 
and they can be discussed in a wider context [8].  Ob-
servations of coma features in both gas and dust and 
their subsequent modeling enable us an accurate inter-
pretation of such features. It also allows a characteriza-
tion of the global activity and a useful set of coma and 
nucleus parameters necessary for interpretation and/or 
comparison with other coma and nucleus observations 
such as photometric, spectroscopic, and polarimetric as 
well as observations at other wavelengths (e.g., radar, 
radio, and IR). The broader impact of morphological 
studies on our understanding of cometary physics and 
chemistry will be discussed at the meeting. 
 
Image Enhancement Techniques: The successful 
identification of coma features and therefore the accu-
rate interpretations of such morphologies will depend 
on the realistic determinations of coma features (in 
contrast to spurious enhancement techniques depend-
ent features). Therefore, I will also discuss various 
image enhancement techniques used in cometary coma 
studies and their pros and cons in the context of using 
the correct enhancement technique(s) for a given task. 
 
References: [1] Samarasinha N.H., Mueller B.E.A, 
and Belton M.J.S. (1999) Earth, Moon, Planets, 77, 
189-198. [2] Samarasinha N.H. (2000) Astrophys. J., 
529, L107-L110. [3]  Schleicher D.G. and Woodeny 
L.M. (2003) Icarus, 162, 190-213. [4] Samarasinha 
N.H., Schleicher D.G., and Woodney L.M. (2004) 
BAAS, 36, 1146. [5] Samarasinha, N., Farnham T., 
Mueller B., and Knight M. (2005) In Abstracts for As-
teroids, Comets, Meteors 2005 Meeting. [6] Farnham 
T.L., Samarasinha N.H., Mueller B.E.A., and Knight 
M.M. (2007) Astron. J., 193, 2001-2007. [7] Fulle M. 
(2004) In Comets II (Eds: Festou et al.), pp 565-575. 
[8] Lisse C. (2002) Earth, Moon, Planets, 90, 497-506. 
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THE CHEMICAL AND PHYSICAL PROPERTIES OF COMETS: UNIFORM ANALYSES OF 
NARROWBAND PHOTOMETRY.  D. G. Schleicher1, T. L. Farnham2, and A. N. Bair1, 1Lowell Observatory 
(1400 W. Mars Hill Rd., Flagstaff, AZ 86001), 2Univ. of Maryland (Dept. of Astronomy, College Park, MD 20742). 
 
 
Brief Abstract: Comets are widely believed to be 
the most pristine objects available for detailed study 
remaining from the epoch of solar system formation. 
As such, comets can be used as probes of the proto-
planetary material which was incorporated into our 
Solar System. We are now in the process of perform-
ing a new uniform reduction and set of analyses of 31 
years of narrow-band photometry of 150 comets which 
form the Lowell comet database. We will present first-
look results regarding the chemical compositions of 
comets for 62 comets measured since our first database 
analysis (A’Hearn et al. 1995), including evidence for 
as many as 10 compositional groupings, at least some 
of which appear to be associated with the comets' place 
of origin rather than due to subsequent evolution. This 
research is supported by NASA's Planetary Atmos-
pheres Program.  
Full Abstract: Investigations of the chemical 
composition and physical properties of comets are im-
portant for a variety of reasons. In addition to revealing 
the characteristics of comets themselves, the composi-
tion and structure of comets hold unique clues to con-
ditions in the early solar nebula and the solar system's 
formation processes, since comets are the most pristine 
objects available for detailed study. Differences in 
chemical composition or physical attributes among 
comets can indicate either differences in primordial 
conditions or evolutionary effects. Many comets ex-
hibit significant seasonal variations in gas and dust 
production rates, and a sub-set show variations in coma 
composition with season, implying probable composi-
tional inhomogeneities across their surfaces. The actual 
cause of a specific difference in properties can be de-
termined by statistical analyses of the chemical, physi-
cal, and orbital properties of a large number of objects. 
Indeed, our original compositional study of the ensem-
ble properties of comets [1] revealed that some proper-
ties were clearly associated with physical evolution 
induced by repeated close passages to the Sun, while 
other properties appear to reflect differences in condi-
tions at the time of each comet's formation. 
We are currently conducting a new compositional 
study, incorporating improved filter calibrations which 
effectively decontaminate the ultraviolet continuum 
filter of C3 emission, resulting in greatly improved NH 
flux measurements and associated ammonia abun-
dances, and for the first time yielding meaningful col-
ors of the dust grains. Including all of our narrowband 
comet photometry obtained since 1976 — over 770 
nights of observations on a total of 150 comets — the 
sample size available for compositional taxonomic 
studies has also more than doubled from the original 
investigation [1]. In addition, numerous short-period 
comets have been reobserved, resulting in much 
smaller uncertainties. These uniform taxonomic and 
dust analyses for the database as a whole will tightly 
constrain the chemical and physical properties of 
comet nuclei and the dust grains released from these 
nuclei. Each of these properties will be examined for 
correlations with age, evolution, and site of the comet's 
origin. The results of these investigations, particularly 
from the improved ammonia measurements, will place 
additional strong constraints on the conditions present 
and the processes which took place during comet for-
mation in the outer proto-solar nebula. 
 
 
Figure 1. New compositional tree diagram for clus-
ter analysis. The 62 comets are linked according to the 
degree of similarity of chemical composition; the 
longer the “branch,” the more diverse the composition. 
Newly measured Machholz 1 [2] is the bottom-most 
branch of the tree.  
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With the completion of the reductions of all data 
obtained since 1993 (i.e. since the original database), 
we have performed a first-look investigation of a com-
positional taxonomy for these data. In lieu of comput-
ing relative abundances by averaging production rate 
ratios for each comet (a task reserved for after the da-
tabase is frozen), this first-look simply uses a single, 
representative data point for each comet. The results 
are shown in the figures, in the form of a dendogram 
based on a basic cluster analysis for 62 well-
determined comets (Figure 1), along with principle 
component plots based on a separate principle compo-
nent analysis (Figure 2). Even this first-look confirms 
several of the sub-groups seen in the original database 
analysis, and NH abundance is a clear discriminant 
which often differs from the abundances of the carbon-
bearing species. 
 
 
Figure 2. Plots of the first 3 principle components 
are shown.  Symbols are based on major branches from 
the cluster analysis. The first principle component (U1) 
consists primarily of near-equal parts of CN, C2, and 
C3 with respect to OH. The 2nd p.c. (U2) is dominated 
by NH with respect to OH, while the 3rd p.c. (U3) 
consists of near-equal parts of CN and C2 with respect 
to OH.  
References:  
[1] A'Hearn, M. F., Millis, R. L., Schleicher, D. G., 
Osip, D. J., and Birch, P. V. (1995) The Ensemble 
Properties of Comets: Results from Narrowband Pho-
tometry of 85 Comets, 1976-1992. Icarus 118, 223. 
 [2] Schleicher, D. G. (2007) Production Rates for 
96P/Machholz 1. IAU Circular No. 8842. 
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VENUS ATMOSPHERE DYNAMICS WORKSHOP 
G. Schubert1 and C. C. Covey 
1Department of Earth and Space Sciences, University of California 
(e-mail:  schubert@ucla.edu) 
 
There has been considerable renewed interest in modeling the dynamics of theVenus 
atmosphere and getting to the bottom of the problem of what drives theatmospheric 
superrotation and other observed phenomena such as the polar vortex. Therenewal of 
modeling activity has been inspired by the development of highly capablecomputers and 
spacecraft missions that have recently visited Venus or will visit theplanet in the near future. 
Among these are the Messenger flyby, the ongoing VenusExpress mission, and the planned 
Venus Climate Orbiter. More than half a dozen groupsin at least four countries are now 
engaged in serious numerical modeling of Venusatmospheric dynamics. The combined 
effort is large and broad enough that all involvedwould benefit from a focused workshop 
that regularly met to exchange ideas and results.Accordingly, the first of such a series of 
workshops was held at UCLA on 30 and 31August 2007 under the auspices of NASA’s 
Planetary Atmospheres Program withadditional support from the UC Institute of Geophysics 
and Planetary Physics. A list ofworkshop participants and the titles of the papers presented is 
given below. 
Among the presentations were descriptions of six different attempts to 
constructGeneral Circulation Models (GCMs) of Venus’ atmospheric circulation. The 
modelsattempt to identify the physical processes that maintain the superrotation, in 
particular,the superrotation of the equatorial atmosphere. Candidate phenomena include the 
meanmeridional circulation, thermal tides, and planetary-scale waves. The different 
GCMsinclude different amounts of realism. For example they may or may not 
includetopography, diurnal effects, or radiative transport. Superrotation is achieved in 
several ofthe GCMs but the mechanisms operating in some of the models to support 
superrotationmay not be occurring in the real Venus atmosphere. Moreover, the models that 
gavesuperrotation did so by different mechanisms. It follows that at least some of the 
modelsmust be getting the right answer for the wrong reasons. 
The results of the GCM calculations will be summarized and compared in 
thisposter. While the definitive Venus GCM has perhaps not yet been constructed, 
modelsare improving at a rapid pace. Of course, even the most realistic and successful 
VenusGCM will have to be validated against extensive measurements of Venusian winds 
andtemperatures. The mechanisms identified in the GCMs will have to be observed 
inVenus’ atmosphere before we can claim to understand how the atmosphere works. 
Workshop participants also briefly discussed whether useful analogies could bedrawn 
between Venus atmosphere dynamics and topics related to weather and climatechange on 
Earth. Of course, in purely thermodynamic terms the greenhouse effect due toatmospheric 
carbon dioxide is involved in "global warming" on Earth and Venus, but inaddition there are 
specific aspects of atmospheric circulation that may be common to bothplanets. Examples 
include driving zonal mean winds by waves in the Earth stratosphere'sQuasi-Biennial 
Oscillation and in the Venus atmosphere's superrotation. It was also notedthat two stable 
states of the circulation -- one featuring superrotation, the other not -sometimes appear in 
model simulations of both Earth's and Venus' atmosphere. 
105Workshop on Planetary Atmospheres
It was generally agreed that it would be worthwhile to continue the VenusAtmosphere 
Dynamics Workshop, perhaps on an annual basis.  
 
 
Participants and Titles  
Baines, Kevin, Update of Venus Express, Status of Radio Occultations 
Covey, Curt, A History of Modeling the Venus Atmosphere’s Circulation 
Crespin, Audrey, Mean Circulation and Waves’ Role in Maintaining Superrotation in 
theVenus GCM  
Grossman, Allen 
Iga, Shin-ichi A Numerical Simulation of the Lower Venus Atmosphere 
Ingersoll, Andrew 
Ikeda, Kohei, Superrotation of the Venus Atmosphere Simulated by an 
AtmosphericGeneral Circulation Model  
Lebonnois, Sebastien, Superrotation and Meridional Structure of the Venus 
AtmosphereAnalyzed With the LMD Venus GCM 
Lee, Chris, Sensitivity of Atmospheric Dynamics to the Parameterizationof Diffusion 
inVenus WRF and the Oxford Venus GCM  
Limaye, Sanjay, Venus Atmospheric Circulation: An Update from Venus 
McWilliams, Jim 
Parish, Helen 
Rafkin, Scot, Status of Titan GCM Development Efforts at SWRI and NASA Ames 
Read, Peter, Simulating the Circulation of Venus' Atmosphere Using the 
OPUS-VSGCM: Waves, Instabilities and Clouds 
Schubert, Gerald 
Takagi, Masahiro, Dynamical Effects of Thermal Tides in the Venus Atmosphere 
Yamamoto, Masaru, A Parametric Study of the General Circulation of a 
Venus-LikeAtmosphere  
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VENUS PHOTOCHEMISTRY AND GROUND-BASED OBSERVATIONS 
T. G. Slanger1, C. Mullen, E. Bolin, R. A. Copeland. 1Molecular Physics Laboratory, SRI 
International (e-mail:  tom.slanger@sri.com) 
 
Emission from O2(c1Σu-) and O(1S) are the two most prominent features in the visible 
Venus nightglow.  As in the terrestrial atmosphere, the O2(A,A’,c) Herzberg electronic states are 
produced by three-body recombination of oxygen atoms, but at Venus and presumably Mars, 
collisional relaxation  by CO2 results in the preponderance of emission arising from c1Σu-(v = 0), 
whereas in the terrestrial atmosphere, energy flows elsewhere before relaxing to the 4.05 eV c1Σu-
(v = 0) level.     
This difference in energy distributions has led to the conclusion that the higher energy 
distribution seen in the terrestrial case is compatible with O(1S) production via O2* + O(3P),  
while equating O2* to c1Σu-(v = 0) can not lead to the 4.17 eV O(1S) state.  Nevertheless, ground-
based observations of Venus in 1999 showed that the green line is often a strong feature [Slanger 
et al., 2001].  Therefore, a mechanism is called for to explain this observation. 
Another issue related to the atmospheres of the CO2 planets is their stability to 
photodissociation.  Different catalytic schemes have been proposed for Mars and Venus to 
explain how O and CO recombine to reform CO2, and we are currently investigating one that 
might perform the double function of recombination and O(1S) generation.  Given that c1Σu-(v = 
0) has a substantially higher concentration than other Herzberg state levels, it is not unreasonable 
that it should react with CO to produce CO2, 
  O2(c1Σu-, v = 0) + CO →  CO2 + O(1S)   [1]   
The accompanying O-atom would need to be either O(1D) or O(1S), and the reaction is 
sufficiently exothermic to make either.  Very early liquid-phase experiments with O2 and CO 
have provided indications of O2* + CO reaction making CO2 [Raper and DeMore, 1964]. 
We have carried out laboratory investigations of the collisional removal of O2 in  the c1Σu- 
state with a variety of colliders [O2, N2, CO, CO2], and find that for v = 9-11, the rate coefficients 
are all large.  Our laser-based techniques favor the production of these highly vibrationally-
excited levels, and we are in the process of developing ways to access the level of primary 
interest, v = 0.  The level is easily produced in a flowing afterglow [Slanger, 1978], but we wish 
to generate it in the pulsed mode provided by laser excitation.  Table 1 shows the results of our 
measurements [Mullen et al., 2006]. 
Table 1.  Loss rate coefficient data for O2(c1Σu-, v = 9-11) 
Collider         300 K rate coefficient × 1011, cm3s-1 
      v = 9                     v = 10                  v = 11 
O2   0.56 ± 0.11   2.17 ± 0.09   3.80 ± 0.15 
CO   0.20 ± 0.45   1.32 ± 0.23   3.43 ± 0.25 
CO2   2.14 ± 0.21   5.37 ± 0.33   3.24 ± 0.25 
N2   0.16 ± 0.17   0.76 ± 0.12   2.38 ± 0.13 
 
We have determined that a significant fraction of relaxation of the high levels by CO results in 
vibrational cascading, as opposed to reaction.  The data in the table show a downward trend in 
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rate coefficient with decreasing vibrational level (v = 10 with CO2 being an exception), but 
ultimately it is the v = 0 level that must be queried.  The critical question comes down to the 
relative rate coefficient for interaction between that level and CO on the one hand and CO2 on the 
other.  The latter is known to be slow, at least three orders of magnitude smaller than the figures 
in the table, but only an upper limit to the rate coefficient has been measured [Kenner and 
Ogryzlo, 1983]. 
Although attention has been focused on the c1Σu-(v = 0) level because of its prominent 
visibility at Venus, another entity that was observed in the original Venera 9/10 orbiter 
observations [Krasnopolsky et al., 1976; Slanger and Black, 1979] is the v = 0 level of the A’3Δu 
state, the upper state of the O2 Chamberlain bands.  In analysis of the Venera spectra and our 
subsequent green line discovery [Slanger et al., 2001], we were able to determine that even 
though the Chamberlain bands are ~6 times weaker than the Herzberg II c-X bands, the latter are 
so bright [3-5 kR] that the Chamberlain band intensity at Venus is on the order of 700 R, 
comparable to the terrestrial Herzberg state intensity.  The interesting point here is that whereas 
the c1Σu-(v = 0) energy falls short of that needed to excite the green line in an O(3P) collision,  
 c1Σu-(v = 0) + O(3P) →  X3Σg-(v = 0) + O(1S)  -0.140 eV  [2] 
the A’3Δu(v = 0) level has sufficient energy - given that it can all be extracted - in the energy 
transfer 
 A’3Δu(v = 0) + O(3P) →  X3Σg-(v = 0) + O(1S)  + 0.055 eV  [3] 
In fact, the fractional transfer of O-atom recombination energy to green line production is quite 
low, so an efficient process is not required. 
In the 2007 apparition of Venus, there has been a great deal of interest in making 
nightglow observations, because Venus Express is orbiting the planet, and the NASA Messenger 
mission to Mercury flew by on June 5.  There were many ground-based observations in the May-
June time frame, which will be repeated in October-November.  We were involved in three sets of 
the May-June observations, with Keck I/HIRES, APO/ARCES, and IRTF/SPEX.  The IRTF 
measurements were designed to compare green line observations with 1.27 μ O2(a-X) 0-0 band 
emission.  The data are still being analyzed, but there are positive results for both the green line 
and 1.27 μ emissions.  Astronomers participating in these measurements were Tom Bida, Nancy 
Chanover, Geoff Marcy, Katie Peek, and Brian Sharpee. . 
 
References 
Kenner, R.D., and E.A. Ogryzlo, Quenching of O2(c1Σu-, v = 0) by O(3P), O2(a1Δg), and Other Gases, 
Canadian Journal of Chemistry, 61, 921-926, 1983. 
Krasnopolsky, V.A., A.A. Krysko, V.N. Rogachev, and V.A. Parshev, Spectroscopy of the Venus Night 
Airglow From the Venera 9 and 10 Orbiters, Cosmic Research, 14, 789-795, 1976. 
Mullen, C., E. Bolin, R.A. Copeland, and T.G. Slanger, Collisional Removal of Highly Vibrationally 
Excited Oxygen in the c State, in AGU 2006 Fall Meeting,   SA33A-0253, San Francisco, 2006. 
Raper, O.F., and W.B. DeMore, Reaction of Electronically Excited O2 with CO, Journal of Chemical 
Physics, 40, 1047-1052, 1964. 
Slanger, T.G., Generation of O2(c1Σu-, C'3Δu, A3Σu+) from Oxygen Atom Recombination, Journal of 
Chemical Physics, 69, 4779-4791, 1978. 
Slanger, T.G., and G. Black, The O2(C-a) bands in the Nightglow Spectrum of Venus, Geophysical 
Research Letters, 5, 947-8, 1979. 
Slanger, T.G., P.C. Cosby, D.L. Huestis, and T.A. Bida, Discovery of the Atomic Oxygen Green Line in 
the Venus Night Airglow, Science, 291, 463-465, 2001. 
 
110 LPI Contribution No. 1376
LOW TEMPERATURE MEASUREMENTS OF HCN BROADENED BY NITROGEN IN THE 14-μm 
REGION.  M. A. H. Smith1, V. Malathy Devi2, D. Chris Benner2, C. P. Rinsland1, T. A. Blake3, and R. L. Sams3. 
1NASA Langley Research Center, Science Directorate, MS 401A, Hampton, VA 23681-2199 (E-mail:  
Mary.Ann.H.Smith@nasa.gov), 2Department of Physics, College of William and Mary, Box 8795, Williamsburg, VA 23187-
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Abstract:  N2-broadening and N2-pressure-induced shift 
coefficients and their temperature dependences have been 
measured for transitions in the ν2 band of HCN from analysis 
of high-resolution absorption spectra recorded with two dif-
ferent Fourier transform spectrometers. A total of 34 labora-
tory spectra recorded at 0.0013-0.005 cm-1 resolution and at 
temperatures ranging from 211 to 300 K were used in the 
determination of the spectral line parameters. A multispec-
trum nonlinear least squares fitting technique was used to 
obtain line positions, intensities, broadening and shift pa-
rameters and their temperature dependences. In analyzing the 
Q branch transitions, in was necessary to also solve for the 
off-diagonal relaxation matrix element coefficients that char-
acterize line mixing.  Present results are compared to previ-
ous measurements reported in the literature. 
 
Introduction:  The molecular bands of HCN are 
prominent features in the infrared spectra of Titan. The 14-
μm band of HCN is of interest not only for measurements of 
HCN itself, but also because it overlaps the spectra of other 
atmospheric molecules. Knowledge of the temperature de-
pendence of N2-broadened widths and N2 pressure-induced 
shifts is needed for interpretation of infrared spectra of Ti-
tan’s atmosphere. 
We earlier reported measurements of air- and N2-
broadening and pressure-induced shift coefficients for HCN 
lines, along with their temperature dependences, for the ν1 
band lines in the 3-μm region[1].  More recently we reported 
similar measurements of air- and self-broadening and pres-
sure-induced shift coefficients and their temperature depend-
ences for P and R branch transitions in the ν2 band in the 14-
μm region[2]. 
 
Experiment:  Room temperature as well as low tem-
perature spectra used in the analysis were recorded using two 
different Fourier transform spectrometers (FTS); the 
McMath-Pierce FTS located on Kitt Peak, Arizona and the 
Bruker IFS 120 HR FTS situated at the Pacific Northwest 
National Laboratory (PNNL) in Richland, Washington. A 
total of 34 spectra were used in the analysis. The resolution 
of the spectra varied from 0.0013 to 0.005-cm-1. One low 
pressure high purity (99.8%) HCN spectrum included in the 
analysis was recorded at PNNL (0.0013 cm-1resolution) with 
a short (<1cm) path length absorption cell. The spectra from 
Kitt Peak were recorded using a 50-cm long Pyrex coolable 
cell and those from PNNL were obtained using a 19.95-cm 
(stainless steel but electroplated and gold coated) long 
coolable cell. Details about these cells are given in several 
previous publications [1, 3].  
 
Analysis:  Wavenumber scales of all spectra were 
calibrated using the lines of residual H2O and 12C16O2 
present in the optical paths outside the sample cells. 
An interactive multispectrum nonlinear least 
squares fitting technique[4] was used to analyze lim-
ited wavenumber intervals (20 to 25 cm-1 each) of 17 
to 30 spectra simultaneously, depending on the spec-
tral region.  
A Voigt line shape was assumed; small (<0.5%) 
but systematic discrepancies between observed and 
calculated spectra appeared near line centers, particu-
larly in the P- and R-branches.  However, including 
speed-dependence in our spectral line shapes slightly 
improved these residuals. 
Line mixing (off-diagonal relaxation matrix ele-
ment coefficients) was necessary to accurately model 
the absorption in Q-branch regions.  
Initial values for all HCN parameters were taken 
from the HITRAN 2004 database[5].  Self- and N2-
shift coefficients had initial values of zero.  The tem-
perature-dependence exponents of self-broadening 
were taken from Malathy Devi et al. [2] or were as-
sumed to be 0.7 for transitions where no data were 
available. 
Spectral backgrounds (including some channeling), 
zero transmission levels, FTS phase errors, and FTS 
line shapes for both instruments were appropriately 
modeled. 
 
Results:  The present work is the first known ex-
perimental determination of N2-shifts and of line mix-
ing coefficients in the HCN ν2 band system. 
Positions, absolute intensities, N2-broadening and 
line shift coefficients, and the temperature depend-
ences of both broadening and shifts, were determined 
for P, Q and R branch transitions in the ν2 band of 
H12C14N.  Parameters were also determined for some 
transitions of H13C14N. 
The N2-broadening coefficients agree with previ-
ous measurements in the ν2 and other HCN bands 
within measurement uncertainties. 
The temperature-dependence of N2-broadening in 
ν2 agrees with recent results in ν1[1] but not so well 
with a previous ν2 N2-broadening study[6]. 
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The ν2 band intensity determined in the present 
work is 10.5% smaller than the value used in the 2004 
HITRAN database [5]. 
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Introduction: To constrain the structures of
Uranian clouds we are currently using CCD spec-
tra obtained with the Space Telescope Imaging
Spectrograph (STIS) in 2002 and CCD spectral
samples obtained in 2006 with the ramp lter of
the Advanced Camera for Surveys (ACS). We also
make use of near-IR grism spectra obtained in
2006 and 2007 with the Keck II telescope and
the NIRC2 instrument with Adaptive Optics. The
CCD absorption coefcients [1] we used to in-
terpret these observations are based primarily on
remote spectral observations of Jupiter and Sat-
urn, while the near-IR coefcients [2] we used
are based on laboratory measurements, neither of
which reproduce exact conditions in the atmo-
sphere of Uranus and thus require some degree of
extrapolation. As a partial test of the validity of
our recently improved near-IR coefcient models
we compare Uranus cloud structure results based
on these two independent spectral ranges.
Fig. 1 Comparison of 77 K laboratory transmis-
sion measurements (black) by [3] with transmis-
sion computations using new [2] absorption co-
efcients (green) and using older[4] coefcients
(red). (Figure taken from [5].)
Near-IR Absorption Model Improvements:
The near-IR coefcients have recently been im-
proved with the addition of low-temperature lab-
oratory observations [6] and an improved model
of temperature dependence [5]. These were
used to produce new correlated-k pressure- and
temperature-dependent absorption coefcients [2].
Some verication of these results can be seen in
much better tting of lab measurements at 77 K
(Fig. 1), and in relatively accurate tting of spec-
tral features in Uranus spectra [5].
Keck II Grism Results: On October 15, 2006
we obtained Keck II grism spectra of Uranus with
the slit aligned along the central meridian. A sam-
ple scan along the slit, as well as spectra at several
sample latitudes, and the wavelength-dependent
penetration depth spectrum is provided in Fig. 2.
Most of the H-band spectral variability with lati-
tude can be t with clouds near 2-3 bars and 6-8
bars, with the reectivity of the deeper cloud in-
creasing from ∼2% at 33◦ N to 3-4% in the south-
ern hemisphere [7]. The reectivity of the 2-3 bar
cloud increases from 0.5% at 33◦ N to ∼1% at the
bright band near 43◦ S.
Fig. 2 Central meridian scan at 1.6164 µm (top),
spectra for barred regions (middle) and penetra-
tion depth (bottom). The bright band is visible at
depths of 2-3 bars, but not at 1.5-2 bars. From [7].
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STIS results: We used STIS spectra taken in
August of 2002, also with the slit placed along
the central meridian, which thus provides latitudi-
nal variations in spectral characteristics of Uranus.
Fig. 3 displays two latitudinal scans, one at 0.725
µm, which only penetrates to about 2 bars, but
shows little evidence of the bright band, and sec-
ond at 0.789 µm, which senses to the 3-bar level
and does see the bright band.
Fig. 3 Central meridian spatial scans (top) at
0.725 µm (black) and 0.789 µm (red), spectral
samples (middle) at 45◦ S (blue) and 7.6◦ N
(green), and sensing depths (bottom). From [9].
Discussion: We nd that the CCD and Near-IR
spectral ranges are in general agreement on a sur-
prising result. Even though high-altitude discrete
clouds on Uranus are almost certainly composed
of methane ice and methane has a relatively high
abundance of 1-4%, there seems to be very little
methane ice on average [5, 8, 9]. Much of the
banded structure on Uranus had previously been
attributed to differences in optical depth of the pu-
tative methane ice cloud near the 1.2-bar pressure
level inferred from occultation results [10], but that
no longer appears valid. Fig. 4 provides additional
evidence. NICMOS images in the F097N (0.970
µm) and F190N (1.9 µm) lters, which penetrate
to the level of the putative 1.2-bar cloud (see Figs.
2,3), do not see any evidence of the bright band
which is prominent in the more deeply penetrating
F170M and F095N lters. The bright band promi-
nent in images at deeply penetrating wavelengths
appears to be near to 2-3 bars and deeper clouds
appear to be present in the 5-10 bar region. Pos-
sible constituents of the lower cloud are H2S and
NH3.
Fig. 4 NICMOS images from 1998 (A,B,D,E)
and NIRC2 Keck images from 2006 (C,F). The
top row of images penetrate to the level of the
bright band, while images in the bottom row do
not, even though they are capable of sensing cloud
particles at the 1.2-bar level. From [9]
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Introduction: A detailed understanding of the N2 
photoabsorption spectrum in the 80 to 100 nm region 
is essential for interpretations of occultation and air-
glow measurements of the atmosphere of Titan (Cas-
sini UVIS), isotopic fractionation effects on Titan 
(Cassini GCMS), planned occultation observations of 
Pluto (New Horizons UVS), and an ongoing project to 
interpret the Voyager occultation measurements of 
Triton. 
We report measurements of fundamental parame-
ters of the absorption spectrum of 14N2 along with the 
development of a new, physically-based, quantum-
mechanical model for N2 photoabsorption and photo-
dissociation.  
Our molecular model, optimized to our laboratory 
measurements, can be used to construct detailed mod-
els of atmospheric absorption in the VUV at tempera-
tures and column densities appropriate to specific 
analysis efforts. 
The dipole-allowed absorption spectrum of N2 at 
wavelengths shortward of 100 nm arises from transi-
tions to the vibrational progressions of three Rydberg 
and two valence states.  The absorption spectrum is 
extremely complex – there are about 100 bands be-
tween 80 and 100 nm; many of the upper levels are 
strongly perturbed, and most predissociate.  
Our laboratory program focuses on the study of in-
dividual line f-values and line widths within the N2 
bands. The strong perturbations that characterize al-
most all of the excited N2 states mean that individual 
rotational line f-values cannot be reliably extracted 
from band f-values – simple Hönl-London factors do 
not accurately describe the distribution of line 
strengths within most bands. Nor can a single predis-
sociation line width be assigned to all rotational lines 
within each band; line widths are found to vary appre-
ciably within individual bands. 
Measurements: Photoabsorption measurements 
were made at the 2.5 GeV storage ring of the Photon 
Factory synchrotron radiation facility in Tsukuba, Ja-
pan. High spectral resolution was obtained with a 6.65 
meter spectrometer equipped with a photoelectric focal 
plane scanner. A zero-dispersion order sorter was used 
to reduce the bandpass of the continuum radiation en-
tering the spectrometer to about 3 nm. The instrumen-
tal resolution was approximately 6.5 mÅ, correspond-
ing to a resolving  power of 150,000. 
Line f-values and line widths have been analyzed 
for 32 bands in the 90 to 100 nm region. This repre-
sents complete coverage of the dipole-allowed spec-
trum. These 32 bands display a surprisingly wide 
range of behaviors [1,2]. In some bands, our measured 
line widths show a strong rotational dependence. We 
illustrate this effect below, where the measured line 
widths in the b(2) – X(0) band are seen to vary from 
about 5 mÅ for low values of the rotational quantum 
number J to less than 1 mÅ at the highest J-values 
measured. 
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Many analyzed bands display J-dependent intensi-
ties and/or branch intensity anomalies. Below we show 
b(5) – X(0) band f-values derived from measured line 
f-values and 1Π – 1Σ Hönl-London factors. The strong 
J-dependence (and branch dependence) of the derived 
band f-values indicates that any band f-value must be 
considered temperature dependent. 
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Model: A coupled-channel Schrödinger equation 
model of the N2 photoabsorption spectrum, which in-
cludes all interactions between the b, c, o, b', and c' 
singlet states and the C, C', F, and G triplet states, has 
been developed [3,4]. Significant rotational depend-
ences are found which are in excellent agreement with 
our measurements and with the recent laser-based line 
width measurements of Ubachs et al. (e.g., [5]). The 
model parameters (potential curves; transition mo-
ments; coupling strengths between states) have been 
optimized to reproduce our measured line and band 
oscillator strengths and line widths.  
The model allows for the simultaneous computa-
tion of the total photodissociation cross section and the 
branching ratios for dissociation into all energetically-
accessible channels. Isotopic and temperature effects 
are easily incorporated into the cross section model. 
The figure below illustrates the power of the cou-
pled-channel calculation to comprehensively model the 
N2 spectrum: (a) significant J-dependent line broaden-
ing is found in all three bands displayed; (b) asymmet-
ric line profiles, resulting from interference effects, are 
evident in the differing cross sections in the regions 
“between” the b(2) and b(3) bands and the b(3) and 
b(4) bands; (c) weak triplet transitions that contribute 
to the overall opacity can be identified – see the fea-
ture to the right of the b(4) band head. 
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These effects have a significant bearing on the 
penetration of solar radiation into nitrogen-rich 
planetary atmospheres, and the consequent 
photochemistry, including isotopic fractionation. Our 
N2 spectral model, while not yet fully developed, has 
been made available in preliminary form to a number of 
astronomers working on the analysis of astronomical 
observations and models (e.g., [6]). 
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Introduction: Radio absorptivity data for plane-
tary atmospheres obtained from spacecraft radio occul-
tation experiments, entry probe radio signal absorption 
measurements, and earth-based or spacecraft-based 
radio astronomical (emission) observations can be 
used to infer abundances of microwave absorbing con-
stituents in those atmospheres, as long as reliable in-
formation regarding the microwave absorbing proper-
ties of potential constituents is available.  The use of 
theoretically-derived microwave absorption properties 
for such atmospheric constituents, or the use of labora-
tory measurements of such properties taken under en-
vironmental conditions that are significantly different 
than those of the planetary atmosphere being studied, 
often leads to significant misinterpretation of available 
opacity data. For example, our most recent laboratory 
measurements show that none of the four existing 
models for the microwave/millimeter-wave opacity 
from gaseous ammonia (NH3) accurately predict the 
opacity from ammonia under conditions for the outer 
planets over the entire range of wavelengths, tempera-
tures and pressures being studied by current missions. 
These results have directly impacted the study of Sat-
urn's atmosphere conducted with the Cassini Radio 
Science Experiment, and our results will have direct 
application to the Juno mission (Jupiter Polar Orbiter). 
The recognition of the need to make such laboratory 
measurements of simulated planetary atmospheres 
over a range of temperatures and pressures which cor-
respond to the altitudes probed by both radio occulta-
tion experiments and radio emission observations, and 
over a range of frequencies which correspond to those 
used in both spacecraft entry probe and orbiter (or 
flyby) radio occultation experiments and radio emis-
sion observations, has led to the development of a fa-
cility at Georgia Tech which is capable of making such 
measurements.   
Current Capabilities, 0.7-20 cm:  A system for 
measuring the centimeter-wave properties of gases 
under simulated conditions for planetary atmospheres 
has been under continuous development at Georgia 
Tech for over two decades. (See, e.g., [1]).  The meas-
urements from this system form the basis for accu-
rately modeling the microwave properties of gases 
under various planetary conditions, which are essential 
in determining the presence and concentration of such 
gases through various microwave remote sensing tech-
niques.  This system consists of two independent con-
figurations, one capable of measuring gas mixtures up 
to pressures of three bars at 7 frequencies from 22 to 
40 GHz, and another capable of pressures up to 12 
bars at ~33 frequencies over the frequency range from 
1.5 to 24.1 GHz.  The former configuration exhibits 
maximum 2-σ sensitivities in absorptivity of 0.25 
dB/km and in refractivity of 2.0, while the latter con-
figuration exhibits maximum 2-σ sensitivities in ab-
sorptivity ranging from 0.01 dB/km at 1.5 GHz (20 
cm) to 0.1 dB/km at 24.1 GHz (1.25 cm) and in refrac-
tivity from 0.05 at 1.5 GHz to 3.13 at 24.1 GHz. 
The centimeter wave system has been used with 
both cooled and heated temperature chambers so as to 
simulate a more complete range of temperatures en-
countered in Jovian atmospheres. The heated chamber 
has also been used for conducting measurements under 
simulated conditions for the Venus atmosphere [2]. 
The block diagram for this system is shown in Figure 
1. When gas mixtures containing polar molecules such 
as water vapor or ammonia are evaluated, the abun-
dance of the polar molecule may be compromised by 
adsorption into the metallic walls of the cavity resona-
tors or pressure vessel. However, since the 22-40 GHz 
system is housed within a glass envelope, it is less 
subject to adsorption, and may be used as a diagnostic 
tool  to detect the magnitude of any adsoption in the 
larger, lower frequency system.  
Current Capabilities, 2-4 mm: Since 1991, a 
number of measurements of the 3.2mm opacity and 
refractivity of both ammonia and phosphine in a simu-
lated Jovian atmosphere were conducted using a semi-
confocal Fabry-Perot resonator [3,4]. Initial measure-
ments were conducted using vacuum tube signal 
sources, and subsequent measurements used a narrow-
band Gunn diode signal source. Because of the limited 
bandwidth of the signal soureces and detectors, meas-
urements were made using a single resonance. Subse-
quently, a solid-state signal source operable from 75 to 
115 GHz and a harmonic mixer capable of functioning 
in the same range have been obtained. Measurements 
using the new instrumentation identified limitations to 
sensitivity of the semi-confocal Fabry-Perot resonator, 
and led to the development of a new fully-confocal 
resonator shown in Figure 2. A block diagram of the 
complete system is shown in Figure 3. Sensitivites as 
low as 0.7 dB/km have been achieved for some of the 
12 resonances in the 75-115 GHz band.  
Future Improvements: A high pressure system is 
currently under development for simulating the deep 
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atmospheres of Jupiter and other planets. It will be 
capable of characterizing the 3.5-21 cm properties of 
gas mixtures at pressures up to 100 Bars and tempera-
tures up to 600 K. New sources for the millimeter-
wave system will be developed so as to support meas-
urements at wavelengths as short as 1.7 mm. It will be 
possible with this system to measure properties of 
simulated atmospheres at pressures up to 3 Bars, and 
temperatures as low as 170 K.  
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Introduction:   
With an axial tilt of 26.7o, Saturn exhibits seasonal cli-
mate variations similar to Earth's. Saturn's atmosphere con-
tains less then 1% methane, and yet this hydrocarbon and its 
photochemical products play a dominant role in regulating 
the atmospheric seasonal temperature variability.  Methane 
photochemical byproducts, ethane and acetylene, are Sat-
urn's main stratospheric coolants while methane itself domi-
nates in solar absorption. The amount of ultraviolet flux from 
the Sun regulates the hydrocarbon production rates. This flux 
depends on such factors as latitude, season, time of day, 
distance from the Sun, and ring attenuation [1].  
Saturn's 29.5 year orbital period presents a challenge for 
the observational monitoring of atmospheric temperature 
variability. Dating back to 1973, during the last southern 
summer solstice on Saturn (Ls = 270o), and going through to 
the present, observations have indicated enhanced hydrocar-
bon emission at the south pole during southern summer sol-
stice [2,3,4,5,6,7]. The 2002 observations by Greathouse et 
al. [3], close to southern summer solstice, showed a 6 K in-
crease in temperatures from equator to south pole at 5 mbar. 
By 2004, this increase in temperature from equator to south 
pole, ς, was +15 K. Similar ς values were derived by Howett 
et al. [7], Flasar et al. [6], and Orton et al. [5] in 2004.   
 Cess et al. [8] and Bézard and Gautier [9] produced 
radiative seasonal climate models for Saturn. The Cess et al. 
[8] model replicated the pre-Voyager emission trends ob-
served by Tokunaga et al. [2] but predicted a negative value 
of  ς, such that temperatures at the south pole at 1 mbar were  
warmer than the equator in 2002 by 6 K. Also, relatively no 
seasonal lag as a function of thermal inertia was noted. Such 
an effect is expected [3,13]. The   multi-layer, monochro-
matic Bézard and Gautier [9] model predicted the correct 
magnitude of the observed factor of ς seen in recent observa-
tions, but forecasted a 5 K decrease in temperatures at the 5-
mbar level, from the equator to south pole during 2002.  
  Both the Cess et al. [8] and Bézard and Gautier [9] 
models adopted latitudinally and vertically constant hydro-
carbon mixing ratios.  In the real atmosphere, mixing ratios 
the should vary with latitude and season due to transport 
processes and photochemical production and loss [1]. The 
low methane mixing ratio used in the Bézard and Gautier [9] 
model, [CH4]/[H2] = 3.5+1.00.7 x 10-3, may have also contrib-
uted to discrepant temperatures. From Cassini CIRS observa-
tions, the methane mixing ratio was confirmed to be 
[CH4]/[H2] = 4.5 +/- 0.9 x 10-3 [6]. These incorrect assump-
tions and outdated inputs could account for the discrepancies 
between these models and current observations.  
 Here, we present the results from an improved 
radiative seasonal climate model for Saturn's stratosphere (1 
x 10-4 to 660 mbar) that includes transfer of radiation with 
wavenumbers from 0 to 10.0 x 104 cm-1. We have included 
vertically, latitudinally, and seasonally dependent hydrocar-
bon abundances, as determined by Moses et al. [10]. We 
examine the effects of meridional seasonal temperature vari-
ability with altitude and include the effects of ring attenua-
tion and correctly averaged diurnal radiation. Our model 
implements multiplicative corrections to Irwin et al. [11] 
methane absorption coefficients derived from Huygens DISR 
observations of Titan [12]. 
 Results and Conclusions: 
  Implementing temporally, meridionally, and verti-
cally variable hydrocarbon abundances (TMV), rather then 
solely vertically variable abundances (nominal) predomi-
nantly affects temperatures in the upper stratosphere, 1.1 
mbar and higher, by 1 to 10 K. The biggest temperature 
change occurs at the smallest pressure. The time-dependent 
seasonal lags for both nominal and TMV abundances are 
nearly identical except for the 0.01 mbar level at -80 degrees 
latitude. The atmospheric response time is predicted to lag 
the seasonal insolation at 5 mbar, at the pole, by tan-1 2π 
9.4/29.5o = 63.5o (Ls), or 5.2 Earth years [13]. We find this 
lag to be closer to 3 Earth years. From Conrath et al. [13], 
the radiative response times in Saturn's south polar strato-
sphere at 0.1, 1, and 5 mbar are 7, 9,  and 9.4 years, respec-
tively. We find faster response times. For  0.1, 1, and 5.6 
mbar the response times are 0, 2.5, and 3.3 years from south-
ern summer solstice, respectively. The value of ς as a func-
tion of season and pressure corresponds well with current 
Cassini and ground-based observations.  
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Introduction:  Observations of Jupiter and Saturn 
have been made with the New Mexico State University 
Acousto­optic Imaging Camera (NAIC) from the Air 
Force Advanced Electro Optical System (AEOS) 3.67 
meter telescope at the Maui Space Surveillance System 
and the Astrophysical Research Consortium 3.5 meter 
telescope   at  Apache   Point  Observatory   (APO).   The 
narrowband images yield spectral image cubes of these 
planets  with  ~1 arcsec angular   resolution and wave­
length coverage from 470 to 900 nm with 2 nm spec­
tral resolution. A principle component analysis (PCA) 
will  be performed  to determine  the number,  spectral 
characteristics,   and   spatial   distribution   of   chro­
mophores   (coloring   agents)   in   the   atmospheres   of 
Jupiter and Saturn.
Background:  Despite hundreds of years of obser­
vations,  we  still  do  not  know  which   trace   chemical 
compounds (chromophores) color Jupiter and Saturn's 
atmospheres.   Previous  analyses  have been unable to 
conclusively   identify   specific   chemicals   that   are   re­
sponsible for the color. Various analytical techniques, 
including  principal  components  and cluster  analyses, 
have been attempted previously for Jupiter,  but  have 
met  with   limited success due  low spatial  or  spectral 
resolution in the regions of interest [1­5].
Three   basic   questions   will   be   addressed   in   our 
chromophore  study   of   Jupiter   and   Saturn:   1)   How 
many coloring agents are there?  2) What are the spec­
tral characteristics of the chromophores?  3) What are 
the spatial distributions of the chromophores?
Analysis   of   Hubble   Space   Telescope   images   of 
Jupiter (150 km resolution) suggests that at least three 
components exist: an average (spatially constant) col­
or, a variable white/gray cloud deck, and one or more 
additional coloring agents [2].  The spectral resolution 
of the data set was poor, however, with gaps in wave­
length coverage between 700 and 950 nm and only a 
single   broadband   filter   between   400   and   650   nm. 
High spectral resolution is needed in order to uniquely 
identify the spectral characteristics of a coloring agent 
and its distribution with principal components.
Combining   the   spatial   location   of   chromophores 
derived   from PCA  results  with  methane   absorption­
band images will help us determine the vertical loca­
tion of the chromophores, also telling us about photo­
chemical processes and transport in the Jovian atmo­
spheres.    The simultaneous  study of  coloring  agents 
and vertical structure in Jupiter's atmosphere is impor­
tant to our basic understanding of the evolution of the 
planets.     Identifying what components are  located at 
various altitudes will tell us if photochemical produc­
tion or other processes play a major role in the compo­
sition of these giant planet atmospheres.
Instrument:  The data  sets  described below were 
acquired with NAIC, which has the unique ability to 
acquire images with tunable narrowband filtering (~15 
Angstroms FWHM) between 0.4 and 1 micron using 
an   Acousto­Optic   Tunable   Filter   (AOTF).   Instant 
wavelength selection with the AOTF makes it possible 
to create spectral image cubes with better spectral reso­
lution  and  coverage   than  feasible  with  standard  nar­
rowband filters, and the imaging camera provides bet­
ter spatial resolution than possible with a spectrograph. 
Filtering with the AOTF requires passing light through 
standing acoustic waves in a TeO2 crystal. The internal 
acoustic vibrations are induced by sending a radio fre­
quency (RF) signal from an RF generator into the crys­
tal via a transducer. The frequency of the RF signal de­
termines the wavelength tuning of the filter.
When   the  RF   signal   is   off,   only   scattered   light 
reaches the CCD. This scattered light is a significant 
portion of the flux at the CCD and must be imaged in 
an  RF­off   frame   in  order   to   remove   it   from RF­on 
frames. The scattered light changes with target  posi­
tion in the field of view, so approximately one RF­off 
frame was taken for every five RF­on frames during 
the observations. The RF­off frames have an exposure 
time equal to the RF­on image so that subtracting the 
RF­off from the RF­on not only removes the scattered 
light, but also removes the bias and dark current.
Observations:  We obtained  a  few  thousand nar­
rowband   images  of   Jupiter  and  Saturn  during  2007, 
covering 470 – 900 nm in 2 nm steps. Both Jupiter and 
Saturn  were observed   from 27  February   through  02 
March   (4   full  nights)  at   the  AEOS 3.67  meter   tele­
scope. These observations were scheduled for support 
of the New Horizons closest approach to Jupiter on 28 
February 2007. AEOS is equipped with an advanced 
adaptive optics (AO) system, which provided us with 
tip­tilt correction. (Use of the full AO was not feasible 
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due  to  the  large angular  size of  Jupiter  and Saturn.) 
Loss of light from the AO 50/50 beam­splitter and the 
low through­put of NAIC necessitated 20 ­ 40 second 
exposures,  but   the  tip­tilt  correction still  yielded im­
ages  with  seeing down to  0.7  arcsec.  Two nights  at 
AEOS were lost due to humidity and clouds.
Jupiter  was   again  observed   for  6  half­nights  be­
tween 25 June and 04 July at the APO 3.5 meter tele­
scope. Exposure time was reduced to ~2 seconds by an 
increase in pixel binning, and the seeing ranged from 
~0.7 – 2.0 arcsec. Four half­nights were lost at APO 
due to the early onset of seasonal rains.
Figure 1: Map projections of Jupiter at 480 nm (top), 
702   nm   (middle),   and   900   nm   (bottom)   from   one 
wavelength scan from 470 to 900 nm taken with NAIC 
on 26 June 2007 (UT) at Apache Point Observatory.
Image processing scripts were written in IDL for 
the first three reduction steps. First, each RF­on frame 
was RF­off subtracted with the RF­off frame closest in 
time. Next, fiducial flat­fields were created in 50 nm 
steps from 500 to 900 nm. (The flats are wavelength 
dependent because the refraction angle of narrowband 
light exiting the AOTF crystal is a function of wave­
length.) Finally, each image was flat­fielded with the 
fiducial flat closest in wavelength.
Data Analysis: We will perform a PCA with all of 
the images acquired. PCA requires multiple images, in 
which a given pixel corresponds to the same physical 
location on the planet in each image. Since Jupiter and 
Saturn rotate quickly compared to the time required to 
acquire 216 images (the number of images in each 470 
to 900 nm scan), and also because we desire to com­
pare images between nights, this requires each image 
to be map projected (Fig. 1).
Five values must be known for each image (in ad­
dition to basic physical data, such as the equatorial and 
polar radii of the target planet) in order to create a map 
projection: the plate scale of the CCD, location of the 
planet center (image x and y position), north angle of 
the planet in the image, sub­earth point (System III lat­
itude and longitude) and the distance to the planet at 
the time of the exposure. The plate scale, which was 
determined by observations of a standard double star, 
did not vary with wavelength. Thus, a (different) con­
stant value was used for each observing location. An 
IDL code was written to find the planet centers (using 
planet   disk   templates)   and   north   angles   (using   fast 
Fourier   transforms).   Another   code   pairs   planet 
ephemeris   data   (sub­earth   point   and   distance)   from 
JPL  Horizons  with   each   image   according   to   Julian 
date. The map projection of the images was performed 
with the Atmospheric Measurement and Imaging Envi­
ronment (AMIE), which is a local IDL­based adapta­
tion of the JPL VICAR software.
The PCA will be performed with several different 
approaches. The first analysis will use each individual 
470  – 900  nm image set.  Next,   images  of   the same 
wavelength from different sets will be stitched together 
to create  a single set containing the maximum spatial 
coverage. Following success in these analyses, individ­
ual locations showing multiple chromophores will be 
selected for careful re­mapping at the highest possible 
resolution for more detailed study.  Cloud heights will 
be studied concurrently by analysis of the methane ab­
sorption features to find any correlations between the 
presence of chomophores and cloud height.
This work  is   funded by  the NSF (award  number 
AST­0628919).
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Introduction:  The averaged structure of Jupiter's 
atmosphere and its relationship to moist convection 
remain unclear, because it is difficult to observe the 
structure under the extensive surface cloud layer by 
remote sensing. We developed a two-dimensional 
numerical model that incorporates condensation of 
H2O and NH3 and production reaction of NH4SH in 
order to examine a structure of moist convection in 
Jupiter's atmosphere that established through a large 
number of life cycles of convective cloud elements   
(http://www.gfd-dennou.org/library/deepconv/). In this 
paper, we investigate the dependency of both vertical 
cloud structure and convective motion on the 
abundances of condensible volatiles by using the 
developed model. 
Model: The basic equation of the model is based 
on quasi-compressible system [1]. The cloud 
microphysics is implemented by using the warm rain 
bulk parameterization [2] that is generally used in 
studies of cloud convection in the terrestrial 
atmosphere. The domain extends 300 km (30 bar -- 
0.001 bar in pressure) in the vertical direction and 512 
km in the horizontal direction. To activate moist 
convection, strong radiation cooling is given. The 
atmosphere is cooled between 140 km (2 bar) and 200 
km (0.1 bar) at a constant rate of 1 K/day,   which is 
about 100 times larger than that appropriate for 
Jupiter's atmosphere compared with the estimated 
thermal relaxation time of several years[3]. We use 
such strength of thermal forcing in order to accelerate 
the establishment of the convective motion and the 
distribution of  condensible species. The abundances 
of condensible volatiles used in the each calculations 
are taken at 0.1, 1, 5, and 10 times solar. 
Results: When the deep abundances of 
condensible volatiles are larger than 1 times solar, 
convectiv  motion in the model tend to be separated at 
the H2O condensation level, but the NH3 condensation 
level and the NH4SH reaction level don't act as a 
stationary dynamical boundary (Fig.1). On the other 
hand, when the abundances of condensible volatiles 
are taken  at 0.1 times so lar, even H2O condensation 
level don't act as a stationary dynamical boundary, and 
downdraft takes dry air from upper levels to several 
ten bars level. When the abundances of condensible 
volatiles are taken at 5 or 10 times solar, moist 
convection occurs intermittently (Fig.1).  In the active 
period, H2O and NH4SH cloud particles in strong 
convective clouds is advected above the NH3 
condensation level (Fig.2). In the quiet period,  two 
separated cloud layer develop:   the lower one contains 
H2O and NH4SH cloud  particles, and upper one the 
NH3 cloud. In the temporally and horizontally average 
(Fig.3) cloud is distributed in a "single layere", which 
is in significant contrast to the classical "three layered" 
cloud structure suggested by one-dimensional 
thermodynamical models. 
Future Work: Calculations with thermal forcing 
whose strength is close to that of the real radiative 
cooling in Jupiter's troposphere are in progress. 
Preliminary results show that the results presented 
don't change qualitatively. 
References: [1] Klemp J. B. and Wilhelmson, R. B. 
(1978) J. Atmos. Sci., 35, 1070-1096. [2] Kessler, E. 
(1969)  Meteor. Monogr.,  32, pp.84. [3] Sromovsky, 
L. A., et al (1998), J. Geophys. Res., 103, 22,929-
22,978. 
 
 
Fig.1. Time evolution of root mean square of 
vertical velocity for 1 x solar case (a), 0.1 x solar 
case (b), and 10 x solar case (c). 
a) b) c) 
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a) 
b) 
c) 
Fig.2. Snapshot of mass mixing ratios of each of the 
three kinds of cloud  at statistically equilibrium state 
with 1 x solar abundances  of condensible 
components. a) H2O cloud, b) NH4SH cloud, and, 
c) NH3 cloud, represented by 
 
Fig.3. Time and horizontal mean mixing ratios of 
clouds for 1 x solar case. Red line means H2O cloud 
mixing ratio, green line means NH4SH cloud mixing 
ratio, and blue line means NH3 cloud mixing ratio. 
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During the past we developed a general numerical model for clouds and aerosols 
(CARMA) that has been applied to Earth, each of the terrestrial planets and Titan (Toon 
et al., 1988a). We also developed a general radiative transfer model for Earth and 
planetary atmospheres (Toon et al., 1989). Both models are widely used by others. We 
are now developing a general planetary atmospheres model based on the National Center 
for Atmospheric Research’s (NCAR) Whole Atmosphere Community Climate Model 
(WACCM). We developed this model in the context of Mars, but now we are working to 
combine it with our planetary radiative transfer model, and our planetary cloud and 
aerosol microphysics model, to create a comprehensive model for Titan. We plan for this 
model to be made available to the planetary community so that others can use it, and help 
develop it as well. WACCM is freely distributed by NCAR as a terrestrial climate model. 
It has a very large user base. Our group has used it to simulate various aerosol and cloud 
systems on Earth. We will use the Titan model to explore the three-dimensional and 
temporal structure of the Titan organic haze. While other groups have explored the links 
between dynamics and microphysics, our model will be the first truly three-dimensional 
model with complete microphysics. We will also use the model to better understand the 
methane/ethane hydrological cycle on Titan. Others have investigated the link between 
cloud formation and dynamics. We propose to link the precipitation with the surface 
hydrological cycle so that the cycling of methane and ethane can be better understood.  
We have had a long history of studying Titan.  Our work has included; analyzing 
observations, we were among the first to suggest there was methane rain on Titan for 
example (Toon et al,1988b) ; conducting lab studies of important issues related to tholin 
formation, methane condensation, and tholin optical properties; and performing 
computational microphysical studies.  For instance Toon et al., (1992) presented the first 
sophisticated microphysical model for tholins, and Barth et al, (2004, 2006) presented 
detailed microphysical studies of Titan’s ethane and methane clouds.  While we have 
conducted two-dimensional models for Titan’s haze and regional studies for methane 
clouds (Barth and Rafkin, 2007), the lack of an available U.S. global three-dimensional 
model for Titan’s atmosphere has made it difficult to extend these studies to the entire 
planet. 
In parallel with our Titan work, our group has also conducted extensive three -
dimensional modeling studies of terrestrial clouds and aerosols.  Most recently we have 
employed NCAR’s WACCM global climate and chemistry model, joined with our 
CARMA microphysical model, for these studies. WACCM is maintained by a large 
group at NCAR and runs efficiently on modern computers.  Our success in modeling 
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terrestrial systems inspired us to convert the WACCM model to Mars.  We have 
completed this conversion, and now have a running Mars model that reproduces the basic 
meteorology.  We are currently testing this model, and replacing the radiation code, 
which was hard-wired for terrestrial problems, with the Toon et al. (1989) code and a set 
of absorption coefficients appropriate for Mars (Colaprete and Toon, 2003).  In creating 
the Mars model we identified basic parameters such as gravity, and planetary radius in 
the code, so that a conversion to other planets is simple.  (Another group led by G. 
Schubert is converting the dynamical part of WACCM, into a Venus model).  Since the 
Toon et al (1989) code has previously been used for the atmospheres of Venus and Titan, 
we can also simply add in the appropriate absorption coefficients for those planets. 
We anticipate that the Titan global model, including our radiative transfer model and 
our microphysical model, will be operational during 2008. Some of the issues we plan to 
address with this new model include the following. What is the nature of the dynamical 
motions that produce stratiform clouds? Given that baroclinic waves cannot be present on 
Titan, is the large-scale Hadley circulation as represented by the two dimensional 
dynamical models the primary drive for clouds, or are there three-dimensional motions 
involved? Is it likely that the types of forcings needed to trigger convection (1 degree 
warmer than average bubbles, or forced vertical velocities near 1 m/s) can be produced in 
the atmosphere by large-scale motions? Are the river valleys seen on Titan the product of 
torrential convective downpours, or the result of a persistent drizzle as suggested by Toon 
et al (1988b) and Barth and Toon, (2006)? Why does the “soil” at the Huygens landing 
site appear to be moist, and what caused the river valleys in that location, when the local 
meteorology at the time of landing was not conducive to convection (Barth and Rafkin, 
2007)? Where do volatiles want to end up on Titan? Do they want to migrate to the 
winter poles? Is the putative polar ethane ice cap a plausible location for the missing 
ocean of ethane, or is the ethane more likely hidden in another location or form, or never 
created by photochemistry? What constrains the overall hydrological cycle? Clearly 
precipitation is limited by what is put into the atmosphere. There is a lot of recycling in 
Titan’s atmosphere as shown by Barth and Toon (2006) so that the volatiles forming 
clouds are often not removed from the atmosphere. However, on a world with only a few 
lakes, does the evapo-transpiration from wet soil limit the precipitation rate? 
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It is well known that there are key molecules, which are important in the chemical evolution of 
space and planetary atmosphere environments, for which gas-phase reactions are unsuited to explain 
the observed abundances. Theoretical work has suggested that formation of certain molecules, most 
importantly molecular hydrogen, should occur eﬃciently on solid particles, such as dust grains in 
the interstellar medium or aerosol (”haze”) particles in the atmosphere of solar system bodies such 
as Titan. Using surface science and atomic/molecular beam techniques, in the last ten years we 
investigated the formation of molecular hydrogen and other molecules on diﬀerent types of dust 
analogues in simulated space environments. More recently, we used our technique to study the 
formation of molecules on aerosol particles (”tholins”) that are analogues of the haze particles 
suspended in Titan’s atmosphere. In concert with our experimental work, we developed theoretical 
tools to analyze the experimental results and use them to make predictions on the formation of 
molecules in actual space environments.  
The experiments consist in irradiating a solid surface (such as of ices, amorphous carbon, 
amorphous silicates, or tholins) with neutral atoms. In the formation of molecular hydrogen, we 
used atomic beams of hydrogen and deuterium with a high degree of dissociation (Pirronello et al., 
1997). Or, in the oxidation of CO, we used a beam of oxygen atoms. A mass discriminating detector 
measures the reaction products that are formed on and come out from the solid surface during the 
irradiation phase. If molecules do not form during the irradiation phase because of the limited 
mobility of the atoms or radicals on the surface, or if they form but are not ejected from the surface, 
we then proceed with a thermal programmed desorption (TPD) in which the temperature of the 
surface is ramped and molecules form and come oﬀ. By studying the pattern of the products coming 
oﬀ in diﬀerent conditions, information on the kinetics and dynamics of the reactions can be 
obtained (for more details, see: Vidali et al, 2004).  
Finally, using coupled rate equations, physical parameters can be extracted from the 
experimental data, and the molecule formation rate in steady state conditions and in appropriate 
space environments can be obtained (Katz et al., 1999; Perets et al., 2007).  
This coupled experimental and theoretical program that has been very successful in quantitative 
prediction of the formation of molecular hydrogen in interstellar environments is being applied to 
the study of the formation of molecules on aerosol particles in planetary atmospheres (i.e., Titan’s). 
A description of the methods and first results will be given in the presentation.  
Figure 1: Calculated recombination eﬃciency of hydrogen at steady 
state on amorphous silicate (solid line) and polycrystalline silicate 
(dashed line) vs. temperature, using the parameters obtained from 
the TPD experiments. From Perets et al., 2007 .  
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Magnetic flux ropes, which have the structure of twisted flux tubes, are created in the 
ionosphere of Venus by its interaction with the solar wind and in that of Titan during its 
interaction with the flowing magnetized plasma corotating with Saturn. At solar 
maximum, the Venus ionosphere was found to be generally field free by the PVO 
eccentric orbiter, and flux ropes are frequently observed in the field-free region below the 
ionopause. During solar minimum, Venus Express detects a largely magnetized 
ionosphere, and flux ropes are observed both in the lower ionosphere with no background 
field and near the ionopause with some background field. The latter appears to be in the 
early stage of flux-rope formation. Similarly, the repeated low-altitude passes of Cassini 
through the Titan atmosphere reveal a “strongly” magnetized ionosphere and twisted 
magnetic field lines are observed which resemble the flux ropes in Venus’ ionosphere 
during formation. This paper studies the flux rope structures in the Venus ionosphere 
during solar maximum and the solar minimum, and in Titan’s ionosphere to understand 
the formation of flux ropes and what controls the orientation and helicity of flux ropes.   
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Introduction: Thermal structure and aerosols are but two 
facets of atmospheric science open to investigation on the 
giant planets.  Except for the Galileo Probe at Jupiter our 
only measurements are from remote sensing.  This abstract 
will summarize what we have learned from measurements, 
how these are used with models, what we still do not know 
and what may be fruitful avenues of investigation in the 
future. 
 
Observations and Models:  Thermal structure and aero-
sols are related both in terms of information content of the 
observations and in terms of physical and chemical processes 
in the atmosphere.  Aerosols contribute to atmospheric opac-
ity and radiative energy budget.  To fully understand how 
aerosols influence what we see and to implement accurate 
retrievals or to calculate heating rates where aerosol opacity 
is significant it is necessary to know the vertical structure of 
aerosol opacity, the particle scattering phase function and 
single-scattering albedo as functions of wavelength, space 
and time.  In practice we have been able to measure some of 
these properties over limited ranges in spatial and time di-
mensions.  Similarly, our ability to measure atmospheric 
temperature is limited in space and time. 
 
A wide variety of observations have contributed.  Spacecraft 
observations from the Pioneer, Voyager, Galileo and Cassini 
thermal radiometers/spectrometers and Hubble and ground-
based images, radiometers and spectrometers in recent times 
have shown details at the scale of zonal jets, including the 
evolution of hot spots on Jupiter and polar warm vortices on 
Jupiter, Saturn and Neptune.  Observations at centimeter 
wavelengths show significant brightness temperature 
changes in the Uranus troposphere.  Cassini observations at 
UV and near-IR wavelengths sensitive to aerosols and at 
thermal wavelengths reveal longitudinal wave structure in 
the upper troposphere.   Ground-based observations of Jupi-
ter over a multi-year time span revealed a stratospheric 
quasi-quadrennial temperature oscillation at low latitudes. 
 
Both Jupiter and Saturn have distinct UV-absorbing polar 
stratospheric haze.  On Jupiter this haze extends to lower 
latitude in the northern hemisphere relative to the southern 
hemisphere.  Ultraviolet and methane-band images which 
reveal haze morphology and a circumpolar wave structure 
provided the first evidence of a polar vortex on Jupiter.  The 
origin of this haze is most likely due to auroral energy depo-
sition which is also hemispherically asymmetric on Jupiter.  
Optical properties suggest that individual particles are aggre-
gates of hydrocarbon monomers whose radii are quite small 
(~0.05 micro-meter).  At lower latitudes the stratospheric 
haze is probably dominated by photochemical formation of 
hydrazine on Jupiter and diphosphine on Saturn.  Uranus and 
Neptune also have stratospheric hazes and these are almost 
certainly hydrocarbons.  
 
Stratospheric haze absorbs sunlight and contributes to the 
radiative energy budget of the stratosphere.  If the strato-
sphere were in radiative equilibrium we would expect to see 
a strong equator-to-pole temperature gradient  but this is not 
the case for the outer planet atmospheres.  Departure from 
radiative equilibrium can be used to diagnose what is called 
the mean meridonal residual circulation.  Long-term studies 
of the transport of aerosols from the comet Shoemaker-Levy 
9 impact on Jupiter in 1994 showed that horizontal eddy 
diffusion rather than the residual mean meridional circulation 
dominates horizontal transport at high latitude. 
 
The Future: Many observations of temperatures and aero-
sols on the giant planets are not understood.  These are be-
coming apparent only after years of observation.  Images of 
Saturn from the Hubble Space Telescope and from the Pio-
neer, Voyager and Cassini spacecraft reveal a remarkable 
variety of haze optical depth and albedo variations both sea-
sonal and non-seasonal.  It has been almost one Saturnian 
year since the Voyager flybys and the temperature variations 
observed from the ground and by Cassini are not as expected 
from a seasonal model based on Voyager observations. 
Adaptive-optic observations of Uranus and Neptune at near-
infrared wavelengths and images at thermal infrared and 
centimeter wavelengths reveal temporal changes of tempera-
ture, cloud and haze structures not seen during the Voyager 
epoch.  These topics are of current research interest. 
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Summary: Observed cloud base pressures and 
thermochemical models indicate an abundance of am-
monia ice clouds in Jupiter’s atmosphere. However, 
weak infrared spectral signatures of this commonplace 
ice have been reported only twice for the absorption 
feature near 3 !m [1,2] and only once for the feature 
near 9 !m [3]. Photochemical residue from higher alti-
tudes may fall down to the ammonia cloud region and 
coat the ice particles, affecting their spectral signatures 
[4,5]. We present laboratory measurements of hydro-
carbon coatings on ammonia ice films that demonstrate 
the validity of this coating hypothesis. We find that the 
masking effect is largely due to optical interference 
and works for a number of different coating composi-
tions. To extend these thin-film results to Jupiter’s 
atmosphere, we calculate scattering properties of aero-
sols and compare the relative importance of size, 
shape, and coatings. These findings suggest that coat-
ing of ammonia ice may explain the weak and spatially 
inhomogeneous 9-!m detection by Cassini CIRS [3], 
whereas the infrequent occurrence of 3-!m ammonia 
ice signatures in Galileo NIMS data [2] may instead be 
due to size effects. 
Experiment: Spectroscopic characterization of 
bare and hydrocarbon-coated ammonia ice was per-
formed in a cryogenic apparatus designed for studies 
of bulk and thin-film materials deposited from the va-
por phase. The apparatus consists of a high vacuum 
chamber containing a cryogenically cooled gold mir-
ror, onto which vapor was deposited at rates of " 
10 nm min–1 for ammonia and 5 nm min
–1
 for benzene. 
Lower benzene partial pressures on Jupiter [6] imply 
similar coating thicknesses could be achieved on the 
order of a day, in agreement with estimates of spectro-
scopically identifiable ammonia cloud lifetimes [2]. 
The IR beam enters the vacuum chamber, reflects 
off of the cryogenically cooled gold mirror face at an 
incident angle of 86.0°, and is recorded by a Fourier-
transform spectrometer and HgCdTe detector. Absor-
bance spectra were obtained as –log(I/I0), where I and 
I0 are the reflected light intensity spectra collected with 
and without a condensed film present. Bare and ben-
zene-coated ammonia ice absorbance spectra are 
shown near 3 !m in Fig. 1A and near 9 !m in Fig. 1B.  
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Figure 1. Absorbance measurements of an ammonia 
ice film, with varying thicknesses of benzene coating. 
The 3-!m ammonia feature is suppressed by the ben-
zene coating, even though benzene is transparent at 
these wavelengths. 
 
Modeling: Ammonia film model. We developed a 
thin film reflectance code for comparison with the ex-
perimental spectra, using a recursive application of the 
Fresnel equations that describes the transmission and 
reflection of an electromagnetic plane wave incident 
on a system of perfect plane interfaces [7,8,9]. The 
strong agreement between the output of this model and 
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the experimental results establishes that the suppres-
sion of the ammonia ice feature by hydrocarbon coat-
ing is a true optical effect, rather than a result of un-
likely chemical reactions with the ammonia ice film. 
Ammonia particle models. Single scattering calcu-
lations for coated and uncoated spherical ammonia 
particles were made using FORTRAN implementa-
tions of the extensively tested Mie scattering codes 
presented by Bohren and Huffman [10]. Scattering 
calculations for non-spherical ammonia particles were 
made using the double-precision T-matrix FORTRAN 
code of Mishchenko and Travis [11,12] for randomly 
oriented ensembles of rotationally symmetric particles.  
For small (r ~ 1 !m) particles, we find that size, 
shape, and coating effects have a comparable influence 
on particle single scattering albedos near the 9-!m 
ammonia ice feature. Although all three effects are 
significant for small particles at 3 !m as well, particle 
size exerts the dominant influence on single scattering 
albedo at this wavelength. For larger particles (r ~ 
10 !m),  the masking effect of benzene or tholin coat-
ings is weak at wavelengths of both 3 and 10 !m. 
Conclusion: This research verifies that hydrocar-
bon coatings on ammonia ices can mask the infrared 
spectral signatures of ammonia, leading to weaker and 
narrower absorption features. The spectral effects of 
coatings are much stronger for small particles than for 
large particles. Overall, particle size has a stronger 
effect on single scattering albedo spectra than either 
particle shape or coatings. Observations of the 3-!m 
ammonia ice signature on Jupiter called for particles 
with radii of 10–30 !m [1,2]. Hydrocarbon coatings do 
not have a strong masking effect on these large parti-
cles, so another explanation is necessary to account for 
the scarcity of spectroscopically identifiable ammonia 
ice clouds in the high spatial resolution Galileo NIMS 
data [2]. Smaller particles would have narrower spec-
troscopic features that would have been missed by both 
3-!m ammonia ice detections. The 9-!m ammonia ice 
signature identified in Cassini CIRS data was suffi-
ciently narrow that only ~1-!m particles could be re-
sponsible [3]. These small particles are more suscepti-
ble to spectroscopic masking from coatings, which 
could account for the weakness and spatial isolation of 
the 9-!m detections. 
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AN ATTEMPT TO DETERMINE CLOUD ALTITUDES FROM INFRARED SPECTRAL IMAGE 
CUBES OF VENUS.  Eliot F.  Young and Mark A. Bullock, Southwest Research Institute, 1050 Walnut St., 
Boulder, CO 80302. efy@boulder.swri.edu, bullock@boulder.swri.edu
Introduction: The Pioneer Venus probes detected 
three distinct cloud layers as they fell through 
Venus’s atmosphere. The lower and middle cloud 
decks contain particles which cast silhouettes in J- 
and K-bands. These silhouettes have been ob-
served for the past two decades through atmos-
pheric windows at 1.74 and 2.25 – 2.45 µm [1,2]. 
There have been several attempts to quantify 
wind vectors based on the observed motions of 
opacity sources at these wavelengths. The vector 
fields are potentially important in explaining why 
Venus’s atmosphere rotates about 60 times more 
quickly than its solid surface.
Observations: We have observed Venus from the 
IRTF on eight occasions since 2001. These observ-
ing runs were scheduled to be a few weeks before 
or after Venus’s inferior conjunction, when Venus 
presents a large night hemisphere.
We use the SpeX guide camera with Br- (2.15 
µm) and cont-K (2.26 µm) filters to image Venus. 
Fig. 1. The left panel (taken in a Br- filter, 2.15 µm) is 
useful in removing scattered light from the bright cres-
cent. The middle panel shows  Venus through the cont-
K filter (an atmospheric window), and the right panel 
shows an improvement in contrast that results from 
subtracting the Br- bright crescent   from the cont-K 
image. These exposures were obtained from the IRTF 
on 12 JULY 2004.
The SpeX camera simultaneously obtains spectra 
and images from two separate detectors. By let-
ting the spectrograph’s slit drift across Venus’s 
disk, we obtained low-resolution image cubes of 
Venus ranging from 0.8 to 2.5 µm.
           
Fig. 2. Slices of an image cube at six different wave-
lengths. Notice that Venus’ atmosphere is opaque at 
two of the wavelengths shown here, 0.81 and 2.15 µm. 
Only the sunlit crescent is visible in these frames, al-
though it appears to be black because the spectral de-
tector is saturated. There are a few short windows (e.g., 
0.99 and 1.25  µm) through which thermal emission 
(mainly from the surface) is visible. Light at these win-
dows is not blocked by the clouds in any of Venus’ 
cloud decks, in contrast to the image slices at 1.73 and 
2.29 µm. The 1.25 µm image also shows some of the O2-
singlet-delta emission at the night limb.
Statement of Problem: To first order, the angular 
velocity of cloud features from 60°S - 60°N is 
nearly constant with a period of roughly 6.5 days. 
We were surprised to measure periods of 8.2 days 
on July 12 and 13, 2004. To determine whether the 
slow rates are due to cloud cover at an unusual 
altitude, we are now comparing the cloud fluxes 
at 1.74 and 2.3 µm. Following [3], we hope to de-
termine cloud temperatures (and subsequently 
altitudes) from the flux ratios at those two wave-
lengths.
[1] Allen, D.A., and J.W. Crawford, Cloud structure on the dark side of Venus, Nature, 307, 222, 1984.
[2] Chanover, N.J. et al., Multispectral near-IR imaging of Venus nightside cloud features, JGR, 103, 31,335, 1998.
[3] Carlson, R.W. et al., Variations in Venus cloud particle properties:  A new view of Venus’s cloud morphology as 
observed by the Galileo near-infrared mapping spectrometer, P&SS, 41, 477, 1993.
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Modeling Hydrocarbons in the Atmosphere of Neptune and 
Comparison with Spitzer Observations 
 
Xi Zhang, Mao-Chang Liang, Julianne Moses, Victoria Meadows, 
Glenn Orton and Yuk L Yung 
 
 
Recent observations made by the IRS instrument onboard Spitzer 
provide new constraints on the abundances of hydrocarbons in the 
atmosphere of Neptune. A one-dimensional, diurnally averaged 
photochemical model has been used to simulate the Spitzer results. 
We show that the molar fractions of complex hydrocarbons, such as 
benzene (C6H6), are extremely sensitive to the prescribed eddy 
diffusion profile, but simple hydrocarbons like ethane (C2H6) and 
acetylene (C2H2) are less sensitive to the eddy diffusivity. For 
example, reducing the eddy coefficients by a factor of 5 would 
enhance hydrocarbon abundances such as C4H2, CH3C2H, and 
C6H6 by more than an order of magnitude. In order to give the best 
fit to the methane data from Spitzer, we must enhance the 
concentration of methane at lower boundary over that given by 
Moses et al (2005). A sensitivity study with respect to the changes 
of eddy mixing, selected chemical reactions and CH4 concentration 
at the lower boundary will be presented. 
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NUMERICAL MODELING OF TRANSPORT AND PHOTOCHEMISTRY OF TITAN’S ATMOSPHERE  
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Road, Laurel, MD 20723-6099, xun.zhu@jhuapl.edu, 2Department of Earth and Planetary Sciences, Johns Hopkins 
University, 3400 N. Charles St., Baltimore MD 21218, strobel@jhu.edu. 
 
 
Introduction:  Recent measurements by the Dop-
pler Wind Experiment (DWE) instrument on the Huy-
gens probe have convincingly shown that Titan’s at-
mospheric circulation is dominated by strong superro-
tational wind in the upper troposphere and strato-
sphere[1]. This is dynamically consistent with the 
analyses derived from the Voyager observations that 
exhibited significant contrasts in brightness tempera-
ture, visual albedo and chemical species in latitude but 
not in longitude[2-5]. Observations from the Composite 
Infrared Spectrometer (CIRS) aboard the Cassini Or-
biter similarly show no significant longitudinal varia-
tions in hydrocarbons, nitriles or CO2[6]. In general, the 
observed contrasts in physical and chemical properties 
of an atmosphere can be considered the difference in 
spatial distributions of fluid “labels” or atmospheric 
“tracers” subject to large-scale transport and small-
scale mixing in addition to nonconservative production 
and loss due to various physical and chemical proc-
esses. Depending on whether and how those physical 
and chemical processes are coupled with transport, 
atmospheric tracers may be categorized as dynamical 
or chemical, conservative or nonconservative, passive 
or active. Strong zonal wind transports tracers along 
the latitudinal circles that effectively eliminates longi-
tudinal gradients in tracer distribution due to much 
reduced transport timescale and the ubiquitous exis-
tence of small-scale mixing. In general, meridional 
transport of atmospheric tracers in a rotating planetary 
atmosphere is determined by both the mean meridional 
circulation and large-scale eddies. In Titan’s slowly 
rotating atmosphere, it is found through sensitivity 
experiments in a two-dimensional (2D) numerical 
model that the strength of the mean meridional circula-
tion is mainly determined by the magnitude of the ra-
diative drive[7]. On the other hand, the intensity of the 
meridional eddy transport is closely related to the 
magnitude of the equatorial superrotational wind be-
cause, ultimately, large-scale eddies are the predomi-
nant driving force for the maintenance of the superro-
tational winds. However, these two fundamental com-
ponents of the meridional transport can hardly be di-
rectly observed on Titan. The meridional distributions 
of tracers, such as interhemispheric contrast or polar 
enrichment, show the effects, partially or primarily, of 
the meridional transport. 
It is known that, in the absence of meridional trans-
port, photochemistry would yield a meridional distri-
bution of chemical tracers that is most sensitive to the 
solar flux[8]. For example, the photodissociation of 
methane (CH4) would produce higher concentrations 
of C2 and C3 hydrocarbon species near the equator 
than near the poles around the equinox season, when 
the Voyager 1 spacecraft made the measurements[8-11]. 
On the other hand, the Voyager 1 measurements 
showed significantly higher concentrations of C2 and 
C3 hydrocarbon species at latitudes > 30ºN[5], indicat-
ing the importance of meridional transport of hydro-
carbon species. However, measurements by Cas-
sini/CIRS show little latitudinal variation of major C2 
and C3 hydrocarbon species near the solstice[6], when 
meridional transport by interhemispheric meridional 
circulation is strongest, indicating possibly nonlinear 
and delayed coupling between photochemistry and 
dynamics due to different timescales. In addition, sig-
nificant differences in latitudinal distributions of the 
minor C2 and C3 hydrocarbon species and nitriles 
shown in Coustenis et al.[6] suggest that differences in 
photochemical timescales and spatial distributions of 
photochemical production are possibly important in 
the photochemical-dynamical coupling. 
 
JHU 2D Titan Model:  Using a 2D radiative-
dynamical model developed for Titan's stratosphere, 
Zhu and Strobel[7] and Zhu[13,14] provided a viable solu-
tion to the problem of equatorial superrotation in a 
slowly rotating planetary atmosphere. The momentum 
budget that maintains stable superrotational winds in a 
given slowly rotating planetary atmosphere has been 
examined systematically and comprehensively. Spe-
cifically, the roles of momentum transport by both 
mean meridional circulation and eddy motions have 
been quantitatively examined. Guided by simple semi-
analytical analysis, we are able to self-consistently 
explain the relative importance of different factors for 
maintaining equatorial superrotation in Titan’s strato-
sphere when eddy momentum forcing is introduced 
with the right magnitude and at an appropriate altitude 
(pressure level). The major prediction of our model, 
that Titan’s superrotational jet center should be lo-
cated above about 250 km, has been verified by the 
recent measurements by the Huygens probe in two 
related aspects: (1) a major photochemical smog layer 
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capable of producing a local maximum in heating is 
located above 200 km[15]; (2) a strong wave-like fea-
ture of the temperature profile occurs above (rather 
than below) 250 km[16], indicating a source near 250 
km. 
The unique feature of the JHU 2D coulpled model 
for Titan’s stratosphere is its modeling core for trans-
porting both the dynamical variables and photochemi-
cal species[7]. Prather’s scheme[17] of conserving sec-
ond-order moments is used to solve the transport equa-
tions. To ensure a precise satisfaction of the global 
conservation relations in the absence of the external 
forcing terms, we also express the meridional circula-
tion  in terms of streamfunction by the continuity equa-
tion[7]. Such a procedure has the main advantage that 
the global conservation properties remain valid after a 
long-term integration. This procedure was originally 
developed for transporting chemical tracers that have 
very long chemical lifetimes[18,19]. We now have been 
applying it to developing the 2D radiative-dynamical-
photochemical model for Titan’s stratosphere for the 
purpose of (1) eliminating any spurious momentum 
sources in the model so that the mechanisms causing 
the equatorial superrotation in Titan’s stratosphere can 
be clearly differentiated and (2) preserving the realistic 
spatial gradient for near conserved speices. Figure 1 
shows one example of the simulated two species with 
different characteristic chemical lifetimes under the 
condition of an existing equatorial superrotational 
wind. 
 
Preliminary Results: The preliminarily modeling 
results have provided us with several physical insights 
into how transport and photochemistry will be coupled 
in different ways. Specifically, since the mean merid-
ional circulation is mainly sensitive to the radiative 
drive, whereas eddy diffusion is mainly sensitive to the 
strength of the mean zonal winds, a careful analysis 
using 2D model sensitivity experiments can distin-
guish between different physical processes. The model 
results also show the importance of the vertical distri-
bution of chemical lifetimes in determining the pattern 
of tracer meridional gradient. By including realistic 
photochemistry and aerosol layers into a fully coupled 
model, we will be able to gain additional physical in-
sights into how dynamics and photochemistry are cou-
pled to determine the tracer distributions as observed 
by Voyager and Cassini spacecrafts. 
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Fig. 1. Solstice zonal mean wind, square-root density-
weighted streamfunction, logarithmic distributions of 
tracers 1 and 2 for the run with the momentum forcing 
for the equatorial superrotation as parameterized similar 
to that in Zhu and Strobel[7]. 
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