Large Eddy Simulation (LES) is a very useful tool when simulating turbulent flows if we are only interested in its "larger" scales (see [1] , [9] or [14] , for example). One of the possible ways to derive the LES equations is to apply a filter operator to the Navier-Stokes equations, obtaining a new equation governing the behavior of the filtered velocity. This approach introduces in the equations the so called subgrid-scale tensor, that must be expressed in terms of the filtered velocity to close the problem. One of the most popular models is that proposed by Smagorinsky, where the subgrid-scale tensor is modeled by introducing an eddy viscosity.
Introduction
It is generally accepted that Navier-Stokes equations accurately model the behavior of incompressible viscous fluids. Simulating numerically these equations is possible today thanks to high computing power available. However, Direct Numerical Simulation (DNS) is limited to relatively low Reynolds numbers, because to simulate Navier-Stokes equations for a given value of Reynolds number (R e ) are needed, at least, O(R 9/4 e ) degrees of freedom (see [9] ).
There are several methods to overcome this problem. For example, Reynolds Averaged Navier-Stokes models, k − ε models or Large Eddy Simulation (LES). In this paper we shall talk about LES. Usually, LES is presented as an "averaged" or "filtered" version of Navier-Stokes equations.
Let us consider a "filter" operator f →f (a spatial filter, a time filter or both), and let us assume that it is linear and commutes with spatial and time derivatives (see [14] for different examples of this kind of filters). If we apply this filter to Navier-Stokes equations
(where u is the velocity field, p is the pressure, and f is the density of external forces), we obtain ∂ū ∂t + (∇ū)ū + 1
where τ is the so called subgrid-scale tensor. To close the LES model is necessary to express the subgrid-scale tensor only in terms ofū. One of the most popular LES models is that proposed by Smagorinsky, where the subgrid-scale tensor is modeled by introducing an eddy viscosity ν e such that
∆x is the subgrid-scale characteristic length and C S is a constant chosen to allow the model to emulate the kinetic-energy dissipation predicted by Kolmogorov (see [2] , [9] or [10] ). The Smagorinsky model is sometimes too dissipative, and it has other theoretical problems, as the fact that subgrid-scale tensor in (6) is odd inū, when by definition (see (5) ), it must be even inū. This happens because (6) does not try to approximate the subgrid-scale tensor as defined in (5), but (as we have said before) to emulate the kinetic-energy dissipation predicted by Kolmogorov.
Interested reader can see other LES models in [2] , [14] , [1] , [10] or [9] .
Deriving the new LES model
In the previous section, we have pointed out that the Smagorinsky model introduces dissipation through (6) , in a way that these equations are more a model than an approximation of the subgrid-scale tensor.
In this section, we shall propose to model this dissipation by introducing a nonlinear viscosity in the Navier-Stokes equations and then we shall apply the filter. Thus acting we introduce the dissipation predicted by Kolmogorov directly in our model and, when applying the filter, we shall close the LES model by approximating the subgrid-scale tensor using Clark approximation (see subsection 2.2).
Introducing the nonlinear viscosity
Let us consider the following generalization of Navier-Stokes equations
where the stress tensor T is given by
and where the dynamic viscosity µ 0 has been substituted by the effective viscosity µ e depending on the norm of the strain rate tensor D. To fix ideas, let us choose the following effective viscosity
where q > 0 and λ > 0.
REMARK 1
If we take q = 0 or λ = 0, equations (8)- (11) are the Navier-Stokes equations. Otherwise, they are known as Ladyzhenskaya model, and a unique global weak solution is guaranteed if q ≥ 1/4 (see [9] ). We obtain the Smagorinsky model if we take q = 1/2, and properly choosing λ, we can recover the dissipation predicted by Kolmogorov.
From the above remark, let us consider the effective viscosity given by (11) with q = 1/2 in what follows. Thus, we introduce the dissipation predicted by Kolmogorov as part of the model, and we shall approach the subgrid-scale tensor in another way (see (21)- (22)).
Filtering the equations
In this subsection, we apply a filter to the above equations ( (8)- (11)). We are interested in linear filters that commute with spatial and time derivatives. Although there are several possible choices (see [14] ), we shall consider here a Gaussian filter:
where η > 0 is a small parameter related with the size of the filter, and γ T > 0, γ L > 0 are parameters related with the shape of the filter. Following the ideas of Clark (see [3] and [15] ), we approximate f in (12) by its Taylor series, and then we can easily prove that this filter verifies for small values of η:
and for any smooth enough real function β,
If we apply filter (12)-(13) to equations (8)-(11) (with q = 1/2), and we take into account (14) - (18), we obtain
where τ is given by
and S is given by
where we have introduced the notation
REMARK 2 Formulas (23)-(27) remember us those obtained in the dynamic procedure proposed by Germano (see [7] and [11] ), so this work could be seen as a new way to deduce a similar kind of models.
An example: application to Burgers equation
In order to evaluate this model in the simplest possible case, we are going to apply, in this section, the same method to Burgers equation. The Burgers equation
is often considered as an one-dimensional version of the Navier-Stokes equations. Next, we shall introduce a generalization of Burgers equation
that can also be considered as an one-dimensional version of (8)- (11).
Filtering Burgers equation
Let us now define the equivalent filter to (12)- (13), but one dimensional in space, so we can apply it to the generalization of Burgers equation (29),
If we now apply filter (30)-(31) to equation (29), and we take into account the formulas corresponding to (14)-(18) in the one-dimensional spatial case, we obtain
where
and K 4 , K 5 are defined by
(35)
Numerical comparison with some analytical solutions.
Let us consider the following family of analytical solutions of the Burgers equation (28):
Next, we shall use MacCormack scheme (see [12] ) to solve numerically problems (28) and (32)-(36) and to compare the obtained results with the analytical solution (37).
We shall compare with three different analytical solutions, obtained choosing the following three different sets of values for the constants of (37)-(38) , η and λ,
, η = 0.1, λ = 1.8e6,
, η = 0.1, λ = 5000,
, (41)
, η = 0.01, λ = 500, where ν can be understood here as the viscosity, or as the inverse of Reynolds number in the non-dimensional version of (28).
We can see in figures 1-3 the good behavior of the numerical approximation of (32)-(36) if compared with the numerical approximation of (28). For these simulations, we have chosen in (31) γ T = γ L = 6. We have used a spatial step of ∆x = 0.1 and a time step of ∆t = 0.01. We have plotted in blue the exact solution, in green the numerical approximation of the Burgers equation (28), and in red the numerical approximation of (32)-(36). We have represented the solutions at t = 1. Despite we have taken a relatively large discretization step, model (32)-(36) gives in figures 1-3 a good approximation of the analytical solution of (28), that is, we are able to approximate the "large scale" behavior of the solution without needing a small discretization step.
Next, let us show what happens when we decrease the discretization step. In figures 4 and 5 we plot the analytical solution and their approximations for the same set of values of the constants as in figure 3 , but with smaller discretization steps (∆x = 0.05, ∆t = 0.005 in figure 4 and ∆x = 0.01, ∆t = 0.001 in figure 5 ). We can see that the MacCormack scheme has a bad numerical behavior when approximating Burgers equation (28) (oscillations increase when decreasing discretization step), while its behavior when approximating equations (32)-(36) is very good.
Finally, we plot in figure 6 the same analytical solution (set of values of the constants (41)) and several approximations of equations (32)- (36) with different values of λ and discretization steps. This figure shows how the accuracy of the approximations depends not only on the discretization step, but also on the election of λ. x u filtered Burgers  x=1e-1,  t=1e-2, =500 filtered Burgers  x=1e-2,  t=1e-3, =500 filtered Burgers  x=1e-2,  t=1e-3, =17 
Another numerical example
Now, we shall use again the MacCormack scheme to solve numerically equation (28) with periodic boundary conditions at x = 0 and x = 1, a constant initial velocity and a periodic external force. We show in figures 7-8 the results obtained taking u(0, x) = 2.3, ν = 1/5000 and the external force f given by f = 2.3 + sin(4πx) + 2.9 sin(99πx) + sin(4πt) + 2.9 sin(99πt)
In figure 7 we have plotted different approximations of the solution at point x = 0.5. We have used four different different discretization steps (∆x = 0.1, ∆x = 0.05, ∆x = 0.025, ∆x = 10 −4 ). In order to compare the accuracy of the filtered model, let us consider that the "exact" solution is the one given by the smallest discretization step (we have plotted this solution in black in figures 7-8). We can see then that the filtered solution (computed with the larger step size, ∆x = 0.1, and plotted with a discontinuous line) is more accurate than the approximations obtained by solving Burgers equation (28) with smaller step sizes. We have plotted in figure 8 some approximations of the solution, at the instant t = 0.7, for the discretization steps mentioned above (∆x = 0.1, ∆x = 0.05, ∆x = 0.025). We can observe that filtered approximations (discontinuous lines) are closer to the "exact" solution (∆x = 10 −4 ) than the non filtered approximations (continuous lines) with the same, and even smaller, discretization step. This is specially clear for the coarser discretization step (∆x = 0.1), where the filtered approximation essentially captures the exact solution, while the unfiltered approximation remains far from it. 
Conclusions
A new LES model has been deduced. We have applied a filter to the generalized NavierStokes equations with a nonlinear effective viscosity and then we have approximated the subgrid-scale tensor using the Clark approximation. The new model thus obtained reminds us the dynamic procedure of Germano.
We have performed some numerical simulations to test this new model. We have solved Burgers equation and the model (32)-(36), obtained with the same technique used previously for Navier-Stokes equations. We have compared the results with analytical and numerical solutions of the Burgers equations, and we have seen the good numerical behavior of the model that we have deduced. Even for large discretization steps the filtered model provides quite good approximations of the exact solutions.
