On classes of functions defined on R 2n we introduce abstract composition laws modelled after the pseudodifferential product of symbols. We attach to these composition laws modulation mappings and spaces with useful algebraic and topological properties.
Introduction
Very roughly, the basic part of a pseudodifferential calculus consists in a prescription Op to transform suitable functions (symbols) defined on the "phase space" Ξ = R 2n into operators acting on functions defined on "the configuration space" X = R n . This procedure produces a non-commutative composition law ♯ on symbols, the Moyal product, emulating the operator product. The prototype that we have in view is the Kohn-Nirenberg pseudodifferential calculus [22] and its symmetric form, the Weyl calculus [10] . Some more general pseudodifferential calculi have been proposed in the literature. In [23] we introduced the magnetic Weyl calculus, which is a generalization of the usual pseudodifferential theory in Weyl form to the case when a magnetic field (a closed 2-form on X ) is present (cf. [21, 25, 19] ). See also [1, 2, 3] for an extension to nilpotent Lie groups, building on [26] .
Modulation spaces are Banach spaces of functions introduced by H. Feichtinger [6, 7] . They evolved especially in connection with Time Frequency Analysis, Gabor Frames and Signal Processing Theory. Lately their importance in the theory of pseudodifferential operators has been discovered and the interconnection between modulation spaces and pseudodifferential theory developed considerably. We cite, without any claim of completeness, [5, 9, 11, 12, 13, 14, 18, 27, 28, 29, 32] ; see also references therein. They can be considered an attractive alternative to the standard theory [10] of Hörmander-type symbol spaces. In many circumstances they lead to sharper results, simpler proofs or finer insight.
The point of view that we want to emphasize in the present paper is that behind all these developments one can find an interesting algebraic structure based on the Moyal product, leading to a version of the modulation spaces. It comes out in fact that explicit expressions for the composition law ♯ and the representation Op are not essential; some general properties are enough to develop at least the basic aspects of the theory. So we are going to work with an abstract associative product # on S(Ξ) satisfying some suitable but not very restricted properties. To this product we assign several canonical transformations (one of them is called the modulation mapping) having good algebraic and topological properties. A localization procedure (choice of a window) coupled with these transformations leads to a mechanism of inducing spaces of distributions on Ξ from convenient spaces of distributions on Ξ × Ξ. In a later paper, representations of the emerging algebras will be studied, as an abstractization of the representation Op.
A short description of our paper follows.
In the first section we introduce convenient composition laws # on the Schwartz space S(Ξ), generalizing the usual Weyl product ♯. Following [16, 23] , we extend # to certain classes of distributions by using duality techniques. We also mention briefly representations in Hilbert and locally convex spaces, mainly to justify one of the axioms we impose on #. Part of any modulation theory involves switching to functions defined on "the doubled space" Ξ × Ξ. By a tensor construction, we extend the composition to this setting. We also introduce a "crossed-product" multiplication, playing an important role in the next chapters.
We come then to the usual strategy of defining modulation mappings and spaces by doubling the number of variables and reducing back by means of a window. Topological isomorphisms M, N, R are defined on the Schwartz space S(Ξ × Ξ) and then extended by duality to the space of tempered distributions S ′ (Ξ × Ξ). They are determined by the composition law # only and they are connected to each other by some simple transformations. We are going to work with M mainly (it will be called the modulation mapping). Under a new requirement on #, it satisfies a useful orthogonality condition. It also defines a * -algebra isomorphism from structures built on doubling the initial composition law # to structures involving the simple crossed-product multiplication.
Applying M to elementary tensors F = f ⊗ h and freezing the window h (often supposed to be real and idempotent), we get an efficient tool to induce spaces, norms and properties from function spaces L defined on Ξ × Ξ. We study the basic features of this induction procedure. Let us stress that some properties of L (as being a * -algebra, for instance) become universal: the induced spaces L M h ≡ L # h will have the same property for all the good composition laws # and windows h. To confer to this idea the full technical strengths we shall discuss briefly Moyal algebras, having [16] as a source of inspiration (see also [23] ). Invariance under the change of window or of the modulation mapping are also addressed. We touch very superficially the problem of spectral invariance problem.
We give some examples in the last section. The first one is merely a counter-example: the point-wise multiplication does not fit in our scheme. We show then that the standard Weyl calculus satisfies the axioms and that the emerging modulation spaces associated to L = L p,q (Ξ × Ξ) coincide with the traditional ones, based on the Short Time Fourier Transform. The magnetic form of pseudodifferential theory constitutes a final example, showing that results from [24] can be covered by our unified treatment.
We hope to dedicate a future publication to a deeper study of the framework, including representations, spectral invariance, concrete modulation spaces or more general examples. It is very plausible that most of our developments also hold for other topological vector spaces than S ′ , on general abelian locally compact group Ξ (see [15] ) or even on less structured spaces.
Abstract composition laws

Framework, conventions and technical facts
The starting point is the euclidean space X := R n . We denote by X ′ the dual space of X ; the duality is given simply by X × X ′ ∋ (x, ξ) → x · ξ (the canonical euclidean scalar product on R n ). The phase space will be Ξ := T * X ≡ X × X ′ , containing points X = (x, ξ), Y = (y, η), Z = (z, ζ). It is a symplectic vector space with symplectic form
On tempered distributions on Ξ we use the symplectic Fourier transformation
With a good choice of the Haar measure dX on Ξ, it is unitary in L 2 (Ξ) and satisfies F 2 = 1.
We denote by B (U ; V) the space of linear continuous operators between the topological vector spaces U and V. If U = V, we set simply B (U ; U ) =: B (U ). On such operator spaces we consider usually the topology of uniform convergence on bounded sets.
The Schwartz space S(Ξ) being a Fréchet space, it is barrelled [4, p. III.25]. As S(Ξ) is also reflexive, [4, p. IV.23] implies that its strong dual S ′ (Ξ) is bornologic and barrelled. They are both nuclear, Montel space. It seems rather plausible that such abstract properties would be enough to develop the theory below in an even more general setting.
Given a Hausdorff Fréchet space and its strong dual, the polars of the neighborhoods of 0 in any of the two spaces is a basis for the bornology of the other and the polars of the bounded sets of any of the spaces is a basis for the neighborhoods of 0 in the other space. Recall that the Closed Graph Theorem holds in Fréchet spaces.
We are going to use the "real" scalar product f, g := Ξ dXf (X)g(X) and its natural extension to a duality form (on S ′ (Ξ) × S(Ξ) or S(Ξ) × S ′ (Ξ) for example).
Let us recall the canonical isomorphisms
The symbol ⊗ stands for either the injective or the projective tensor product (by nuclearity). In particular, the algebraic tensor product
We also mention the Hilbert space isomorphism
Symbol composition on phase space
On the space S(Ξ) we shall consider a bilinear associative composition law denoted by #. The following assumption will always stand:
Hypothesis A.
S(Ξ)
is a * -algebra with the separately continuous composition law # : S(Ξ) × S(Ξ) → S(Ξ) and with the involution defined by complex conjugation
2. For any f, g ∈ S(Ξ) one has
Corollary of Theorem 34.1 in [33] implies the joint continuity of the map #. Note that the zero composition law (f, g) → f #g := 0 does not verify (1.4), so it is outside the scope of this paper.
Most of the time we will use (1.4) in the form given by the next result. Proposition 1.1. Under Hypothesis A, for f 1 , f 2 , f 3 ∈ S(Ξ) one has the cyclicity condition
Proof. Using (1.4) and the associativity of # one has
The second relation follows similarly, using also the commutativity of the ordinary product.
In such a framework, we can apply a simple strategy [16, 23] to extend the product # to much larger spaces. Using Hypothesis A, the linear maps
are well-defined. Proof. Let us consider a neighborhood of 0 ∈ B [S(Ξ)] of the form
for some B ⊂ S(Ξ) bounded and U a neighborhood of 0 ∈ S(Ξ). Due to the joint continuity of the composition #, we deduce the existence of two neighborhoods
But B being bounded, there exist two numbers λ 1 > 0 and λ 2 > 0 such that λ 1 B ⊂ U 1 and λ 2 B ⊂ U 2 . Thus
This shows that L and R are continuous.
For each f ∈ S(Ξ) the maps L f , R f : S(Ξ) → S(Ξ) have associated transposed maps L t f and R t f that are in B [S ′ (Ξ)] for the weak topology on S ′ (Ξ), but also for the strong topology on the dual (Corollary of Proposition 19.5 in [33] ). By the cyclicity property (1.5), L t f can be regarded as an extension of R f and R t f as an extension of L f . So, for f ∈ S(Ξ), let us define the linear maps Proof. We shall only treat R † . Consider a neighborhood of 0 ∈ B [S ′ (Ξ)] of the form
We can takeŨ of the form
for B ⊂ S(Ξ) bounded and ǫ > 0.
Since S(Ξ) is a Hausdorff Fréchet space, the bounded setB
Due to the joint continuity of the composition #, there exist two neighborhoods U 1 and U 2 of 0 ∈ S(Ξ) such that
But since B ⊂ S(Ξ) is bounded, there exists a positive constant µ > 0 such that µB ⊂ U 2 . Noticing that ǫ g 1 #(µh) = (ǫµg 1 )#h, we conclude that for any g ∈ ǫµU 1 we have R † (g) ∈ VB ,Ũ B,ǫ , so R † is continuous.
To conclude the discussion, it is natural now to define the bilinear composition laws
The cyclicity property (1.5) implies that both # ′ and ′ # are extensions of the application # :
Therefore we simplify notations writing # instead of
where ·, · is now interpreted as the duality between S ′ (Ξ) and S(Ξ). By Proposition 1.3 and by some trivial manipulations of the definitions one gets
bilinear and separately continuous when on S ′ (Ξ) we consider the strong topology. The same is true for the weak topology.
It is seen immediately from (1.5) by approximation, that for f 1 , f 2 ∈ S(Ξ) and g ∈ S ′ (Ξ) one has the associativity relation (f 1 #g)#f 2 = f 1 #(g#f 2 ) (identity in S ′ (Ξ)). Denoting by I ∈ S ′ (Ξ) the constant function I(X) := 1, ∀X ∈ Ξ, we get easily from (1.4) that I#f = f = f #I, ∀f ∈ S(Ξ).
We recall the family (e X ) X∈Ξ of functions that will play an important role in the sequel
(1.7)
In fact we have e X = Fδ X , with δ X the point Dirac measure of mass 1 concentrated in X ∈ Ξ. Notice the relations
valid for X ∈ Ξ and g, h ∈ S(Ξ). The next result is basically Plancherel's formula.
Lemma 1.5. One has in weak sense
Ξ dZ |e −Z e Z | = 1, Ξ dZ |δ Z δ Z | = 1. (1.8) Proof. We compute for f, g ∈ L 2 (Ξ) Ξ dZ f, e −Z e Z , g = Ξ dZ (Ff )(Z) (Fg)(−Z) = Ξ dZ (Ff )(Z) (Fg)(Z) = Ξ dZ f (Z) g(Z) = f, g .
Representations and a new assumption
We come now to a new assumption (cf. also [30, 31] ) that will be needed in most situations.
Hypothesis B. One has S(Ξ)# S ′ (Ξ)#S(Ξ) ⊂ S(Ξ).
This assumption is not fulfilled for the point-wise product (f 1 #f 2 )(X) := f 1 (X)f 2 (X). However, it is verified for many "Weyl-type" products. Remark 1.6. Under Hypothesis B, for every f 1 , f 2 ∈ S(Ξ) and g 1 , g 2 ∈ S ′ (Ξ) we get by approximation
(1.9)
Sometimes we shall denote this common value by g 1 #f 1 , g 2 #f 2 of by f 2 #g 1 , f 1 #g 2 . Using (1.9) , it follows easily that the trilinear mapping
is separately continuous for either of the two interesting topologies on S ′ (Ξ).
Under Hypothesis B one can also define
simply by setting
Continuity properties are not difficult to prove. To see why we expect Hypothesis B to hold, we mention very briefly representations. They will be treated systematically elsewhere, but one might have them in mind for insight; actually very often they predate and motivate the algebraic structure defined by a composition law #. We assume that we are given a triple of spaces G ֒→ H ֒→ G ′ and a representation Op of the * -algebra (S(Ξ), #, # ) compatible with this triple. In detail, this means the following: Hypothesis X.
1. H is a complex, separable Hilbert space with scalar product (·, ·).
G is a Fréchet space, continuously and densely embedded in H.
3. G ′ is the topological dual of G, with the usual strong topology (the topology of uniform convergence on bounded subsets of G); then it contains naturally H continuously and densely.
is a topological isomorphism and a * -morphism:
5. Op extends to a topological isomorphism :
Then Hypothesis X implies Hypothesis B, since
Composition laws on the double phase-space
Let us now raise # to the tensor product S(Ξ) ⊗ S(Ξ) ∼ = S(Ξ × Ξ) and introduce the composition law :
(1.12) notice the reversed order at the level of the second factor. We also use the involution on S(Ξ × Ξ) given by complex conjugation
Since # is supposed to satisfy Hypothesis A then (1.12) will verify Hypothesis A too, for Ξ replaced by Ξ × Ξ and ·, · replaced by the duality ·, · given by
(1.14)
Independently on any previously defined product #, on functions : Ξ × Ξ → C we also use the crossed product composition
The "crossed product" feature is seen if we consider functions Ξ → S(Ξ) using notations as [F (Z)](X) := F (X, Z) and write (1.15) as
and the involution as
, with the action of Ξ on itself given by T Z (X) := X + Z, transferred to functions by T Z (g) := g • T −Z . We refer to [34] for general information on crossed product algebras. It is well-known and follows from straightforward arguments that S(Ξ × Ξ) is a * -algebra with the structure indicated above and that ⋄ is a separately continuous map on S(Ξ × Ξ) × S(Ξ × Ξ). Let us consider the duality
One checks easily that
and that Hypothesis A is satisfied with respect to the above explicit form of the duality. For completeness we recall the kernel multiplication
and the involution K⋄(X, Y ) := K(Y, X), that transform into the above "crossed product" operations by the change of variables (X, Y ) → (X, X − Y ). The same extensions by duality as those given in subsection 1.2 also work for the composition laws , ⋄ and⋄ and they will be used below.
Modulation mappings
The canonical mappings
Assuming Hypothesis A, we start with R : S(Ξ × Ξ) → S ′ (Ξ × Ξ), uniquely defined by
This definition is justified by the identifications (1.2), the universal properties of the topological tensor products and the fact that the duality ·, · and of the product # are bilinear and continuous. To arrive to a convenient setting, we are also going to need Hypothesis B. Proof. For f 1 , f 2 , g 1 , g 2 ∈ S(Ξ), using the cyclicity property following from Hypothesis A, we can write
By Hypothesis B, this can be extended to the case g 1 , g 2 ∈ S ′ (Ξ). The necessary continuity properties needed to justify R as a linear continuous mapping from S(Ξ × Ξ) to the strong dual of S ′ (Ξ × Ξ) (on which we consider the strong topology) follows basically from Remark 1.6. Then we use the reflexivity of S(Ξ × Ξ) to identify it with this dual. A simple calculation shows that R coincides with its adjoint R * :
In terms of the transpose this is written R = κ • R T • κ with κ the complex conjugation. This formula allows us to extend R to a linear continuous map on S ′ (Ξ × Ξ).
Corollary 2.2. Under Hypothesis A and B, for any two test functions f and g in S(Ξ × Ξ) we have the formula
Proof. We use the extension of R(f ⊗ g) to a linear functional on S ′ (Ξ × Ξ) to compute
Let us introduce now two slightly transformed versions of our map R.
Definition 2.3. Suppose given a composition # : S(Ξ) × S(Ξ) → S(Ξ) satisfying Hypothesis A. We define:
• The N-function, uniquely determined by
• The modulation mapping. We consider the change of variables map on Ξ × Ξ
3)
and define
Remark 2.4. The three linear maps R, N, M verify the relations:
In absence of an explicit form of the multiplication #, it is not easy to write down M(F ) for F ∈ S(Ξ × Ξ) not being an elementary vector of the form f 1 ⊗ f 2 . Proof. We use Proposition 2.1 and the Remark 2.4 together with the well known continuity properties of the Fourier transform and of the change of variables transformation.
The L 2 extension
Hypothesis A and B are not enough to insure isomorphism properties (or at least non-triviality) for the application M. We have succeeded to isolate an extra condition leading to a perfect behavior of the mappings M, N, R, which is fulfilled in the applications we have in mind. Let us consider the following #-induced action of Ξ on S ′ (Ξ):
Notice that they restrict to automorphisms of the * -algebras S(Ξ) and L 2 (Ξ). The correspondence Z → Θ # Z (f ) might not have remarkable group properties but we require at least
Clearly a commutative product # cannot satisfy (2.7); the l.h.s. would not even be defined.
Theorem 2.6. If the composition # : S(Ξ) × S(Ξ) → S(Ξ) satisfies Hypothesis A, B and C, then all the mappings M, N, R extend to unitary operators on the Hilbert space L 2 (Ξ × Ξ).
Proof. Taking into account the relations between the three mappings, it is enough to make the proof for one of them. We are going to work with M, the main object subsequently. For f 1 , g 1 , f 2 , g 2 ∈ S(Ξ), using (1.5), (1.8) and (2.7) we compute
Therefore, one can extend M to an isometry of L 2 (Ξ × Ξ). However, seen again as an operator on S(Ξ × Ξ), one has
so M * also extends to an isometry of L 2 (Ξ × Ξ). This is enough to conclude.
Corollary 2.7. If Hypothesis C is also fulfilled, the mappings M, N, R are topological isomorphisms of S(Ξ × Ξ), extending to topological isomorphisms of S ′ (Ξ × Ξ).
Proof. Follows from Theorems 2.5 and 2.6.
Algebraic properties Theorem 2.8. Under Hypothesis A and B, the application
is a morphism of * -algebras. If Hypothesis C is also verified, it is an isomorphism.
Proof. We are going to use (1.5) and (1.8) to show that
for any f 1 , f 2 , g 1 , g 2 ∈ S(Ξ); this is enough to prove that M intertwines the products and ⋄. One has for all
For the involution:
The last part of the statement follows from Theorem 2.6.
The same can be stated about 10) and
The proofs are computations similar to those above; one can also use the relations between M, N, R contained in Remark 2.4 and the algebraic properties of the transformations F and C.
Remark 2.9. Let us recall the well known fact that kernel composition leaves L 2 (Ξ × Ξ) invariant being separately continuous with respect to the · L 2 norm (that we shall simply denote by · 2 ). Actually L 2 (Ξ × Ξ),⋄,⋄ is a normed * -algebra containing S(Ξ × Ξ) densely. Then, obviously, L 2 (Ξ × Ξ), , will also be a normed * -algebra and the same can be said about L 2 (Ξ), #, # .
Localization
For any h ∈ S ′ (Ξ) we define the linear injective map
which clearly restricts to a linear injection J h : S(Ξ) → S(Ξ) ⊗S ′ (Ξ). It can be shown easily that J h is continuous when considering on S ′ either the weak or the strong topology, respectively. Although a general h can be useful, and we think of the case h = 1 for instance, in the present article we are only going to consider h ∈ S(Ξ). Actually, if h ∈ S(Ξ), one also has J h :
will also be useful. We record the relations valid for h, k ∈ S(Ξ):
Let us introduce now the main tool:
Definition 2.10. Let h ∈ S(Ξ) \ {0} be given (we might call it a window). We define
M h : S ′ (Ξ) → S ′ (Ξ × Ξ) and M h : S ′ (Ξ × Ξ) → S ′ (Ξ) by M h := M • J h , M h (f ) := M(f ⊗ h),(2.
15)
and
We have the following equalities:
In particular,
If k, h = 0, one could call the first relation in (2.17) the inversion formula.
Taking into consideration the algebraic properties of the isomorphism M and
one gets
is an injective morphism of * -algebras, which sends the * -subalgebra S(Ξ) into S(Ξ × Ξ).
Modulation spaces of symbols
General facts
We shall always assume that Hypothesis A, B and C hold.
is a linear continuous injection. We can use it to pull-back structure from the final space.
If it is granted that we only work with M (and not with R or N), another good notation would be L # h . On the other hand, taking into account the simple connection between the isomorphisms M, N and R, we see that any one could be used to induce spaces in equivalent ways. Using M is just a matter of convenience. However, in a more general setting (in which the Fourier transformation is no longer available), using R might be the single choice.
Remark 3.2. If h ∈ S(Ξ) \ {0}, then obviously f ∈ S(Ξ) if and only if J h (f ) ∈ S(Ξ × Ξ). This implies that f ∈ S(Ξ) if and only if
. As in many references on coorbit theory and modulation spaces ( [7, 8, 11, 32] and many others) we start by establishing the nature of the spaces produced by Definition 3.1.
If L is a Banach space, L M
h is also a Banach space. Proof. The first assertion is obvious, so we only need to show that the inducing process preserves completeness.
Clearly
Due to the continuity of the embedding of L in S ′ (Ξ × Ξ) we also have that
Using the inversion formula one gets
which, together with (3.1), imply
Example 3.4. One can work [11] with the Banach spaces
by the norm
The cases p = ∞ or/and q = ∞ require the usual modifications; one can also introduce weights.
We study now the dependence of the induced norms and spaces on the window h and on the mapping M.
Proposition 3.5. Assume that for some
To prove the topological embedding, note that M k M h ∈ B(L) by the Closed Graph Theorem. This and the inversion formula give easily the norm estimate needed.
Let us say that the Banach space L continuously embedded in
. By the result above, if L is admissible, we could speak of the Banachizable space
, which is continuously embedded in S ′ (Ξ); the vector space and the topology do not depend on h ∈ S(Ξ) \ { 0}.
In general, (3.2) may fail even for h = k. There are many pairs (h, L) for which
h . This happens for all h if L is admissible and contains S(Ξ × Ξ) densely. Assume now that we are given a second topological linear isomorphism M : S ′ (Ξ × Ξ) → S ′ (Ξ × Ξ); it might not have other remarkable algebraic properties. For windows 0 = h ∈ S(Ξ), one can construct in the same way as before injective linear continuous maps
The following result is easy to prove (use the Closed Graph Theorem) and shows when we are going to obtain the same spaces as before.
Proposition 3.6. Assume that the isomorphism
M • M −1 of S ′ (Ξ × Ξ) restricts to a bijection L → L. Then the two subspaces L M h and L M h of S ′ (Ξ) coincide
and have equivalent Banach norms for every non-trivial window h.
This could be useful in certain concrete cases to make the connection with some different, more traditional approach. While our M is defined very generally and it is a * -algebraic isomorphism, in examples other equivalent choices might have other good properties or offer a better intuition.
Algebras Definition 3.7. We introduce the following subspace of tempered distributions on
and call it the Moyal algebra associated to #.
Even in the standard examples it is quite difficult to find a direct description of the set S ′ # (Ξ). It is expected to be quite large, as checked in examples in [16, 17, 23] .
Obviously S ′ # (Ξ) is invariant under the involution f → f # := f . We extend the composition # :
To justify this extension, notice first that if g ∈ S ′ # (Ξ), then the mapping S(Ξ) ∋ h → L g (h) = g#h ∈ S(Ξ) is well defined, linear and continuous. Actually it is continuous when regarded with values in S ′ (Ξ), by Corollary 1.4, and then we use the Closed Graph Theorem to get the improved continuity. It follows (even for f ∈ S ′ (Ξ)) that the formula (3.3) defines a tempered distribution f #g. To prove that in fact it belongs to the Moyal algebra, one must show that (f #g)#k ∈ S(Ξ) and k#(f #g) ∈ S(Ξ) for any k ∈ S(Ξ). For the first one, for instance, one shows by approximation from the previously results that (f #g)#k = f #(g#k) and then apply the definition of S ′ # (Ξ).
Without making all the verification, we just state that S ′ # (Ξ), #, # is a * -algebra in which S(Ξ) is a selfadjoint two-sided ideal. More details about Moyal algebras associated to abstract composition laws and their connections with algebraic representations in Hilbert and other locally convex spaces will be given in a subsequent publication.
The same procedure can be applied to the * -algebra S(Ξ × Ξ), , , getting a Moyal algebra S ′ (Ξ × Ξ), and to (S(Ξ × Ξ), ⋄, ⋄ ), getting a Moyal algebra S ′ ⋄ (Ξ × Ξ).
Spectral invariance
We address now the problem of invariance under inversion. If K is a unital subalgebra of an algebra L and for any element F ∈ K invertible in L one has F −1 ∈ K, we say that K is spectrally invariant in L. One also uses terms as Wiener subalgebra, subalgebra invariant under inversion, etc.
Proposition 3.11. Assume that unital algebras
that are subalgebras of L and resp. of K. Since by hypothesis L M h and K M h are unital, it follows that H := M h (1) is a projection that belongs to K; then 1 − H =: H ⊥ also belongs to this algebra. Let us notice that
and similarly
Thus M h (f )+ H ⊥ belongs to K and has an inverse M h (g)+ H ⊥ in L; due to the spectral invariance hypothesis we conclude that M h (g) + H ⊥ belongs in fact to K. But H ⊥ ∈ K, so we conclude that M h (g) ∈ K and consequently g ∈ K M h .
The framework above is somehow artificial. One reason is that in many cases L M h is unital, but K M h isn't. We can still work by requiring that the unitization of K M h should be spectrally invariant in L M h . On the other hand, even the choice of a space L defining L M h by the inducing process can be seen as an artefact of the present intrinsic setting. If one disposes of a faithful representation of K M h in some Hilbert space, maybe obtained as the restriction of a faithful representation of the * -algebra S ′ # (Ξ) by linear continuous operators acting between suitable locally convex spaces, the problem of spectral invariance can be state in more concrete terms. So we postpone its deeper study to a future work.
Examples
The point-wise product
Clearly, SS(Ξ) × SS(Ξ) ∋ (f, g) → f g ∈ SS(Ξ) satisfies Hypothesis A. The Moyal algebra S ′ · (Ξ) coincides with C ∞ pol (Ξ), the space of smooth functions with polynomially bounded derivatives. The modulation mapping is given by
or more generally
Plainly, M does not send S(Ξ × Ξ) into itself; neither is it injective or surjective in some reasonable sense. There are no Orthogonality Relations and Hypothesis C fails. Hypothesis B fails too.
The standard Weyl calculus
It has as a background the problem of quantization of a physical system consisting in a spin-less particle moving in the euclidean space X := R n . I recall that the phase space is Ξ := T * X ≡ X × X ′ , containing points X = (x, ξ), Y = (y, η), Z = (z, ζ) and carrying the symplectic form (1.1). The composition is given by
and it is well-known [10, 16] that it satisfies Hypothesis A and B. One checks easily that
so Hypothesis C is verified by a simple change of variables. The Schrödinger representation is given by
and it has an excellent behavior and huge applications. The couple (Op, # 0 ) is the Weyl calculus, a symmetric version of the theory of pseudodifferential operators [10, 11, 22] . Hypothesis X is fulfilled with H = L 2 (X ) and G = S(X ).
A direct computation gives
and 5) which only differs from the celebrated Short Time Fourier Transform [11] [
by some conventions. This is relevant in the context of Proposition 3.6, by taking M = V and L = L p,q (Ξ × Ξ). It can be seen that the assumption of this Proposition are fulfilled, so the modulation spaces
h (Ξ) one induces by our abstract procedure coincide with the traditional ones. It is more precise and easier to check by simple changes of variables that M h (f ) L p,q and V h (f ) L p,q are proportional if h ∈ S(Ξ) is real; recall that σ(X, Y ) = X · JY for the standard symplectic 2n × 2n matrix J.
The magnetic Weyl calculus
It has as a background the problem of quantization of a physical system consisting in a spin-less particle moving in the euclidean space X := R n under the influence of a magnetic field, i.e. a closed 2-form B on X (dB = 0), given by matrix-component functions defines a formal associative composition law on functions f, g : Ξ → C. The formula (4.7) makes sense and have nice properties under various circumstances. We are going to assume that the components B jk belong to C ∞ pol (X ), the class of smooth functions on X with polynomial bounds on all the derivatives. It is shown in [23, 19] (see also [21, 25] ) that, under this assumption, Hypothesis A is true for the composition law # B . One checks easily that 8) where Ω B is the 2-cocycle defined by the canonical symplectic form and by the magnetic field B: In conformity with (2.6) we set Θ B Z (f ) := e −Z # B f # B e Z for the family of magnetic translations in phasespace. They were introduced in [20] and used in characterizing magnetic pseudodifferential operators by commutators. We shall need an explicit form of Θ B Z , obtained in [20] . For this we define the following commutative mixed product (this is a mixture between point-wise multiplication in the first variable and convolution in the second):
(f ⋆ g)(x, ξ) := X ′ dη f (x, ξ − η) g(x, η). having edges parallel to the vectors y and z, respectively. We consider the distribution It is shown in [23] that for any dA = B, Op A defines a representation of the * -algebra (S(Ξ), # B , ·): Hypothesis X (implying Hypothesis B) holds with H = L 2 (X ) and G = S(X ). Therefore the machine leading to modulation mappings and spaces can be released. It will reproduce the results given in [24] by a direct treatment.
