Étude sur l'équivalence de termes extraits automatiquement d'un corpus parallèle : contribution à l'extraction terminologique bilingue by Le Serrec, Annaïch
 
Direction des bibliothèques 
 
 
 
AVIS 
 
Ce document a été numérisé par la Division de la gestion des documents et 
des archives de l’Université de Montréal. 
 
L’auteur a autorisé l’Université de Montréal à reproduire et diffuser, en totalité 
ou en partie, par quelque moyen que ce soit et sur quelque support que ce 
soit, et exclusivement à des fins non lucratives d’enseignement et de 
recherche, des copies de ce mémoire ou de cette thèse.  
 
L’auteur et les coauteurs le cas échéant conservent la propriété du droit 
d’auteur et des droits moraux qui protègent ce document. Ni la thèse ou le 
mémoire, ni des extraits substantiels de ce document, ne doivent être 
imprimés ou autrement reproduits sans l’autorisation de l’auteur.  
 
Afin de se conformer à la Loi canadienne sur la protection des 
renseignements personnels, quelques formulaires secondaires, coordonnées 
ou signatures intégrées au texte ont pu être enlevés de ce document. Bien 
que cela ait pu affecter la pagination, il n’y a aucun contenu manquant. 
 
NOTICE 
 
This document was digitized by the Records Management & Archives 
Division of Université de Montréal. 
 
The author of this thesis or dissertation has granted a nonexclusive license 
allowing Université de Montréal to reproduce and publish the document, in 
part or in whole, and in any format, solely for noncommercial educational and 
research purposes. 
 
The author and co-authors if applicable retain copyright ownership and moral 
rights in this document. Neither the whole thesis or dissertation, nor 
substantial extracts from it, may be printed or otherwise reproduced without 
the author’s permission. 
 
In compliance with the Canadian Privacy Act some supporting forms, contact 
information or signatures may have been removed from the document. While 
this may affect the document page count, it does not represent any loss of 
content from the document.  
 
 
 
( 
Université de Monfréat, , 
o 0 AOUT' Z008 
Oépt de linguistique 
et de tr8duction 
Université de Montréal 
Étude sur l'équivalence de termes extràits 
automatiquement d'un corpus parallèle: 
contribution à l'extraction terminologique bilingue 
par 
Annaïch Le Serrec 
Département de linguistique et traduction 
Fatulté des arts et des sciences 
Mémoire présenté à la Faculté des études supérieures 
en vue de l'obtention du grade de Maître 
en traduction 
option recherche 
Mai 2008 
© Annaïch Le Serrec, 2008 
Université de Montréal 
Faculté des études supérieures 
Ce mémoire intitulé : 
Étude sur l'équivalence de termes extraits automatiquement d'un corpus parallèle: 
contribution à l'extraction terminologique bilingue 
présenté par : 
Annaïch Le Serrec 
a été évalué par un jury composé des personnes suivantes: 
Gilles Bélanger, président-rapporteur 
Marie-Claude L'Homme, directeur de recherche 
Patrick Drouin, co-directeur 
Olivier KIaii, membre du jury 
111 
Résumé 
L'étude entreprise dans le cadre de ce mémoire se veut une contribution à 
l'extraction bilingue de termes en vue notamment de construire des dictionnaires 
spécialisés et des -lexiques. Plus précisément, notre but est d'examiner en corpus des 
candidats termes (CT) français et leurs équivalents anglais afin d'analyser ces derniers "et de 
catégoriser les CT selon les types d'équivalents qu'ils possèdent. 
À l'heure actuelle, les techniques d'alignement de textes et d'extraction de termes 
sont suffisamment au point pour donner des résultats satisfaisants. Par contre, l'extraction 
bilingue de termes connaît encore de nombreuses difficultés et les données empiriques sur 
les problèmes linguistiques que pose ce genre d'approche sont peu nombreuses. Par 
ailleurs, nous avons constaté que les travaux portant sur l'acquisition de termes 
s'intéressaient principalement aux substantifs et aux termes complexes. Dans ce mémoire, 
pour nous démarquer de ces travaux, nous étudions les termes simples appartenant aux 
parties du discours du nom, de l'adjectif, du verbe et de l'adverbe. 
Pour mener à bien cette étude, nous avons constitué un corpus parallèle relevant du 
domaine du changement climatique comptant plus de 500 000 mots par langue. Une fois le 
corpus aligné, nous avons procédé à l'extraction automatique des termes français et anglais, 
Nous avons ensuite prélevé les 50 premiers CT de la liste d'extraction française afin 
d'identifier en corpus leurs équivalents anglais. Puis nous avons classé chacun des CT en . 
foriction des types d'équivalents qui lui sont associés. Nous avons repéré les équivalents 
dans la liste d'extraction anglaise et calculé les écarts entre les CT français et leurs 
équivalents. Enfin, nous avons comparé la liste d'équivalents compilée manuellement avec 
une liste d'extraction du lexique générée par le module d'extraction lexicale d'un système 
d'alignement de textes bilingue. 
IV 
L'identification des équivalents nous a penuis de constater que l'établissement de 
l'équivalence pose des problèmes à peu près identiques pour les tenues simples que pour 
les termes complexes. Nous avons observé que lorsqu'un CT possède plusieurs équivalents, 
le nombre d'occurrences de l'équivalent privilégié est presque toujours beaucoup plus élevé 
que le nombre des autres équivalents. Nous avons également remarqué que les équivalents 
anglais étaient tous présents, sauf deux, dans la liste d'extraction anglaise et que les écarts 
entre les CT français et leur équivalent privilégié étaient généralement peu élevés. Enfin, 
nous avons constaté que la liste d'extraction du lexique générée par le système 
d'alignement proposait 69 % des équivalents compilés manuellement. 
Mots-clés: terminologie bilingue, corpus spécialisé, corpus parallèle, extraction semi-
automatique de tenues, équivalence, changement climatique. 
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Abstract 
This work is a contribution to bilingual terrn extraction as a means to build 
specialized dictionaries, lexicons, etc. More precisely, our aim is to identify in a corpus 
French candidate terrns (CTs) and their English equivalents in order to study the latter, and 
classify the CTs according to the types oftheir equivalents. 
At the present time, text alignment and terrn extraction techniques are sufficiently 
developed and offer good results. On the other hand, bilingual terrn extraction still faces a 
number of difficulties, and empirical data conceming the linguistic problems this approach 
poses are scarce. Furtherrnore, we have observed that terrn extraction studies were mostly 
interested in nouns and multi-word terrns. In this research, in order to distance ourselves 
from previous work, we study single-word terrns belonging to the following parts of 
speech: noun, adjective, verb and adverb. 
To conduct this study, we built a parallel corpus pertaining to climate change, and 
containing more than 500,000 words per language. Once the corpus was aligned, we have 
proceeded to automatically extract English and French terrns. We then took the 50 first CTs 
from the French list of terrns to identify in our corpus their English equivalents. After that, 
we have classified each of the French CTs according to the types of equivalents. We have 
then located the equivalents in the English list of terrns and we have calculated the 
distances between the French CTs and their equivalents. Finally, we have compared the list 
of equivalents compiled manuaHy with a lexical extraction list proposed by an aligner. 
The identification of the equivalents has allowed us to see that the establishment of 
equivalence poses similar difficulties for single-word terrns and for multi-word terrns. We 
have observed that, when a CT possesses several equivalents, the number of occurrences of 
the privileged equivalent is practically always far more important than the number of the 
other equivalents. We have also noted that, except for two, the English equivalents were aH 
Vi 
present in the English list of terms, and that the position between the French crs and their 
privileged equivalent was generally quite similar. Finally, we have observed that in the 
lexical extraction, the aligner proposes 69% of the equivalents compiled manually. 
Keywords: bilingual terminology, specialized corpora, aligned corpora, semi automatic 
extraction, equivalence, climate change. 
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Introduction 
L'utilisation généralisée des outils de bureautique, l'avènement d'Internet et la 
mondialisation ont donné lieu à une production massive et sans cesse grandissante de 
documents électroniques de tout genre. Or, parmi tous ces documents, il existe de 
nombreux « textes parallèles 1 » en deux langues, voire plusieurs langues. Dans le domaine 
du traitement automatique du langage naturel (TALN), on s'est rapidement aperçu des 
nombreuses possibilités que présentent ces textes. L'étude d'un corpus bilingue permet, 
entre autres, de faire ressortir des faits de langue moins visibles dans un corpus unilingue. 
Les corpus bilingues peuvent notamment faire l'objet d'une multitude d'applications dans 
divers domaines: la traduction, la lexicologie, l'ingénierie des langues, les études 
comparées en littérature, l'enseignement et la terminologie. Dans la présente étude, nous 
nous intéressons à la dernière application et plus particulièrement à la problématique de 
l'extraction bilingue de termes à partir de corpus parallèles2,3. 
La constitution de recueils terminologiques spécialisés de tout genre bénéficie d'une 
forte demande de la part des traducteurs, des entreprises et des institutions (Bourigault et 
Slodzian 1999). Pour répondre à cette demande, le recours aux outils infonnatiques et à ses 
techniques est devenu une nécessité. Dès la fin des années 1980, on a été en mesure 
d'aligner les textes de façon satisfaisante au niveau de la phrase (Kayet Rôscheisen 1988). 
Vers la même époque, les extracteurs de termes (David et Plante 1990) ont vu le jour, suivis 
peu après par les premières tentatives d'extraction de termes bilingues (van der Eijk 1993). 
Depuis ce temps, des progrès considérables ont été réalisés sur le plan de l'alignement des 
textes et de l'extraction des termes. Par contre, les recherches sur l'extraction bilingue de 
l Deux textes sont dits parallèles lorsque l'un d'eux est la traduction de l'autre. 
2 Un corpus parallèle est « un ensemble composé de textes sources et de textes cibles dont les composantes 
formelles ([les rnots], les phrases ou les paragraphes) ont été alignées afin d'en faciliter la consultation» 
(L'Homme 2005b). 
3 De nombreux auteurs (Harris B. 1988; Kraif 2001; L'Homme 2005b) utilisent le terme bi-texte, bitexte ou 
encore textes alignés: 
2 
termes n'ont pas produit les résultats escomptés. Il reste encore beaucoup de difficultés à 
résoudre et les données empiriques sur les problèmes linguistiques que pose ce genre 
d'approche sont peu nombreuses. 
Ne possédant pas la connaissance du monde, les outils informatiques éprouvent de 
la difficulté à apparier les termes automatiquement. Ils se heurtent à des obstacles qui leur 
sont propres. Parmi les problèmes fréquemment évoqués par les auteurs (L'Homme 2004; 
Gaussier 2001; Kraif2001; etc.), on peut cit~r la complexité de distinguer les unités 
terminologiques des mots de la langue générale, d'effectuer le découpage des termes 
adéquatement et d'établir les équivalences. 
Outre les difficultés que nous venons d'évoquer, les auteurs qui se sont penchés sur 
l'extraction de termes, que ce soit en extraction unilingue ou plurilingue, se sont 
principalement intéressés aux termes complexes. Au-delà du fait que ces derniers sont plus 
facilement repérables par les systèmes d'extraction, de nombreux chercheurs affirment que 
les termes spécifiques à un domaine sont principalement des syntagmes nominaux (Daille 
et al. 1994; Gaussier 2001). Cette idée ne fait pourtant pas l'unanimité comme en 
témoignent les écrits de L'Homme (2005a: 1126) ou d'Estopà (2001 : 217-237). Voici ce 
que dit cette dernière à ce propos: 
Des tests réalisés dans le domaine de la biomédecine signalent que l'ensemble des unités 
mono lexicales spécialisées d'un texte thématiquement spécialisé ne peut être ignoré, car 
cela correspond à 35 % et à 45 % des unités avec un signifié spécialisé 
(Estopà 2001 : 220). 
Par ailleurs, ces deux auteurs ont également relevé que l'on s'intéresse principalement aux 
termes nominaux, les autres parties du discours étant largement négligées (L' Homme 
2005a: 1119). Comme de juste, les observations dont nous venons de rendre compte 
semblent se vérifier, puisque aucune étude n'a porté uniquement sur les termes simples 
appartenant à plusieurs parties du discours. Enfin, une autre idée à laquelle plusieurs 
chercheurs en extraction bilingue de termes souscrivent est que les termes n'ont qu'un seul 
équivalent dans les textes spécialisés parallèles (Fung 1998; Gurrutxaga et al. 2006). Ici 
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encore, cette notion est remise en cause dans plusieurs travaux (Jacquemin 1997; 
Carrefio 2004). 
Dans le présent mémoire, en réponse à ces observations et en vue de contribuer à 
l'extraction terminologique bilingue, il nous a semblé opportun d'étudier des termes 
simples appartenant aux parties du discours du nom, de l'adjectif, du verbe et de l'adv~rbe 
extraits automatiquement d'un corpus parallèle. Plus précisément, notre but est d'examiner, 
du point de vue de l'extraction automatique, des candidats termes (CT)4 français et leurs 
équivalents anglais afin d'analyser ces derniers et de catégoriser les CT selon leurs 
équivalents. 
Pour ce faire, nous avons constitué un corpus parallèle (anglais - français) dont les 
textes se rapportent au domaine du changement climatique. Au terme de la cueillette, nous 
avons ainsi obtenu un corpus constitué de 31 paires de textes comptant plus de 
500 000 mille mots pour l'anglais et plus de 600 000 mots pour le français. 
À l'aide de l'aligneur Alinea (Kraif2001), nous avons tout d'abord aligné le corpus 
parallèle au niveau des phrases. Puis, nous avons extrait de ce corpus deux listes de CT 
simples (anglais - français) appartenant aux quatre parties du discours citées plus haut. 
Pour effectuer cette tâche, nous avons utilisé l'extracteur de termes TermoStat 
(Drouin 2002), un des rares systèmes à extraire des termes simples. Il convient de préciser 
ici que les CT peuvent être des termes simples, des têtes de syntagme, des modificateurs ou 
encore des non-termes. Cela s'explique, d'une part, par le fait que les logiciels dans leur 
ensemble ne peuvent pas déterminer avec exactitude le statut terminologique d'une unité 
lexicale et que, d'autre part, les logiciels d'extraction qui ne reposent pas sur une analyse 
complète de la phrase ne sont pas en mesure de faire la différence entre la tête ou le 
4 Les candidats termes extraits par le logiciel d'acquisition de termes ne sont pas des termes tant qu'ils n'ont 
pas été validés par l'humain. 
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modificateur d'un syntagme. Nous avons ensuite nettoyé les listes d'extraction en éliminant 
uniquement les CT n'appartenant pas à l'une des quatre parties du discours étudiées dans ce 
mémoires. 
Notre méthode d'analyse des CT français et de leurs équivalents anglais s'est 
déroulée en quatre étapes: 1) prélèvement des 50 premiers CT de la liste d'extraction 
française nettoyée; 2) sélection dans les 31 paires de textes d'au plus 310 paires de 
contextes (français - anglais) par CT; 3) description des équivalents de chacun des CT; 4) 
classification des CT français selon les types d'équivalents anglais. Nous aimerions 
souligner ici que notre démarche est descriptive et non pas normative, c'est-à-dire qu'elle 
vise à décrire les équivalences en contexte, sans porter de jugement de valeur sur la qualité 
de ces équivalents. Notre étude se situe donc en amont de la validation du terminologue. 
Une fois la classification des CT effectuée, nous avons décrit dans le détail leurs 
équivalents. 
Nous avons procédé ensuite au repérage de la position des équivalents dans la liste 
d'extraction anglaise de TermoStat et au calcul des écarts entre les CT français et leurs 
équivalents. Ces deux dernières opérations avaient pour but de vérifier si les équivalents 
étaient présents dans la liste d'extraction anglaise et de voir le rang qu'ils occupaient par 
rapport aux CT français. 
Pour terminer, en nous guidant sur les résultats de notre étude pour paramétrer le 
module d'extraction du lexique d'Alinea6, nous avons comparé la liste d'équivalents 
5 Même si le logiciel d'extraction n'a été paramétré que pour extraire les CT spécifiques au corpus 
appartenant à la partie du discours du nom, de l'adjectif, du verbe et de l'adverbe, il produit quand même une 
certaine quantité de bruit. 
6 Une fois l'alignement effectué au niveau des mots, Alinea offre la possibilité d'extraire le lexique du corp~s. 
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compilée manuellement à partir de nos fiches avec là liste des équivalents offerts par ce 
logiciel. 
Notre mémoire s'organise selon quatre chapitres: 
Le premier chapitre se divise en quatre sections et présente la partie théorique 
constituant la base de notre étude. Dans la première section, nous y abordons la définition 
du terme telle qu'appréhendée par deux courants théoriques opposés. Dans la deuxième 
section, nou~ examinons les travaux de plusieurs auteurs sur les principes théoriques de 
l'équivalence en terminologie. Dans la troisième section,' nous nous attardons sur la 
! 
description des difficultés liées à l'établissement de l'équivalence du point de vue de 
l'extraction automatique. Enfin, dans la quatrième section, nous dégageons les 
enseignements de chacun des points abordés au cours de ce chapitre et nous présentons les 
bases pratiques et théoriques sur lesquelles s'appuie notre mémoire. 
Dans le deuxième chapitre, qui comporte quatre sections, nous nous penchons sur 
les méthodes et les techniques qui permettent l'extraction bilingue de termes. La première 
section présente le fonctionnement des outils automatiques d'alignement de textes. La 
deuxième section donne les principales caractéristiques des techniques et des systèmes 
d'extraction de termes. La troisième section décrit dans le détailles systèmes d'extraction 
bilingue de termes à partir de corpus parallèles. Enfin, pour clore le chapitre, dans la 
quatrième section, nous faisons la synthèse des travaux effectués en extraction bilingue de 
termes. 
Le troisième chapitre est consacré à la présentation de la méthodologie adoptée dans 
ce mémoire. Dans la première section, nous passons en revue toutes les étapes de la 
préparation 'du corpus et de son alignement. Dans une deuxième section, nous y décrivons 
le logiciel d'acquisition automatique de termes et les listes de candidats termes (CT) 
produites par ce dernier. Dans la troisième et dernière section, nous expliquons la démarche 
suivie pour analyser 50 CT français et leurs équivalents anglais. 
6 
Le quatrième chapitre est dévolu à la présentation des résultats et à leur analyse. La 
première section sert à décrire les équivalents des 50 CT étudiés et à classifier ces derniers 
selon leurs équivalents. La, deuxième section donne les résultats du repérage des 
équivalents dans la liste d'extraction anglaise et les résultats du calcul des écarts entre les 
CT français et leurs équivalents. Dans la troisième section, la liste d'équivalents produite 
manuellement et la liste d'extraction lexicale générée par Alinea sont comparées. Pour 
terminer, la quatrième section, commente les résultats obtenus. 
Chapitre 1 : L'équivalence en terminologie 
Cette mémoire se donne pour objectif d'étudier les possibilités et les difficultés que 
présente la constitution d'une nomenclature bilingue à partir de listes de candidats termes 
extraits automatiquement. En terminologie multilingue, l'équivalence est au cœur des 
préoccupations. Dans le chapitre qui suit, afin de mieux comprendre ce qu'est 
l'équivalence, nous nous penchons sur la façon dont deux courants théoriques opposés 
définissent le terme (section 1.1). Nous examinons les principes théoriques de l'équivalence 
en terminologie (section 1.2). Nous nous attardons sur les difficultés liées à l'établissement 
de l'équivalence du point de vue de l'extraction automatique (section 1.3). Enfin, après un 
résumé du Chapitre 1, nous posons les bases pratiques et théoriques sur lesquelles s'appuie 
cette étude (section 1.4). 
1.1 Qu'est-ce qu'un terme? 
Suivant les courants théoriques, le terme s'envisage selon des points de vues 
différents. Pour illustrer notre propos, nous limitons notre examen à deux courants souvent 
présentés à l'opposé l'un de l'autre: l'optique conceptuelle et la terminologie basée sur 
corpus. 
Aussi appelée Théorie générale de la terminologie ou théorie traditionnelle de la 
terminologie, l'optique conceptuelle, apparue vers les années 1930, est associée à 
l'ingénieur Eugen Wüster. Dans le but de résoudre les problèmes de communication entre 
experts, Wüster élabore une théorie de la terminologie dans laquelle la normalisation des 
termes occupe une place privilégiée. La définition du terme selon cette théorie nous vient 
de Felber (1987: 3), disciple de Wüster: « Un terme est un symbole conventionnel 
représentant une notion définie dans un certain domaine du savoir ». Dans cette définition, 
le mot notion est d'une importance capitale. En effet, du point de vue de l'optique 
) 
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conceptuelle, le concepe ou notion représente la pierre angulaire de la terminologie, car il 
existe avant le terme. Ce dernier est une étiquette servant à dénommer le concept. La 
démarche qui consiste à partir du concept pour aller vers la forme est dite onomasiologique. 
Cette démarche, qui peut déboucher sur la normalisation (le choix d'un seul terme pour 
dénommer un concept), postule que pour un concept donné il n'y a en principe qu'une seule 
étiquette par langue. Par ailleurs, étant donné que l'on nomme les concepts, les noms sont 
privilégiés. Dernier point important de l'optique conceptuelle: ce ne sont que les étiquettes 
qui changent d'une langue à l'autre, les concepts ne varient pas puisqu'ils sont 
indépendants des langues. 
En ce qui concerne la terminologie basée sur corpus, nous prenons comme modèle 
La terminologie textuelle (Bourigault et Slodzian 1999). Cette approche est née de la 
constatation de l'évolution importante de la pratique terminologique: accroissement et 
diversification de la production de vocabulaires spécialisés, masse des données imposant 
l'emploi d'outils informatiques, différentes visées des applications, etc. Les auteurs 
proposent une définition du terme revisitée et réadaptée aux réalités de la terminologie 
contemporaine: 
Le terme est un construit. Il est le produit d'un travail d'analyse, mené par le linguiste 
terminologue, dont les choix sont guidés par une double contrainte de pertinence: 
• Pertinence vis-à-vis du corpus. Il s'agit de retenir et de décrire des structures 
lexicales qui présentent des caractéristiques à la fois spécifiques et stables [ ... ] 
• Pertinence vis-à-vis de l'application. Les unités finalement retenues doivent l'être 
en fonction de leur utilité dans l'application visée, qui s'exprime en termes 
d'économie et d'efficacité [ ... ] (Bourigault et Slodzian 1999: 31). 
7 En terminologie, certains auteurs utilisent également le synonyme concept. En linguistique, ces deux termes 
sont le plus souvent remplacés par le mot signifié. Dans cette étude, nous adoptons l'appellation concept, sauf 
lorsque le terme notion est utilisé dans les définitions des auteurs que nous citons. 
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D'après les auteurs, le texte constitue le point de départ de la collecte de ressources 
terminologiques. Ce faisant, ils adoptent une démarche sémasiologique - démarche plus 
souvent associée à la lexicographie. Ils rejettent la doctrine wüstérienne qui attribue au 
concept une préexistence et une priorité sur les termes, car un domaine n'est pas « comme 
un fragment de connaissances bien structurées, permanentes et clairement circonscrites» 
(Bourigault et Slodzian 1999 : 31). En outre, selon les auteurs, d'un point de vue pratique, 
cette optique permet plus facilement de retenir des termes appartenant· à des parties du 
discours différentes du nom, étant donné qu'ils « ne sont pas les seules unités lexicales à 
décrire »(ibid.). Enfin, l'approche textuelle se veut plus descriptive que normative. 
1.2 Principes théoriques de l'équivalence en terminologie 
Pour commencer, nous proposons deux définitions de l'équivalence en 
terminologie. La première est empruntée à Termiurn (2007) : «Relation entre deux termes 
de langues différentes qui désignent une même notion ». La deuxième est tirée de 
L'Homme (2004: 115): «Des termes sont équivalents lorsqu'ils ont les mêmes 
composantes sémantiques ». On remarquera que la première définition reflète nettement la 
vision conceptuelle de la terminologie classique. La deuxième définition, quant à elle, 
s'inspire de l'approche dite lexico-sémantique(L'Homme 2005a). Cette approche, qui part 
nécessairement des textes, considère les termes comme des unités lexicales et les décrit 
dans leur fonctionnement linguistique (ibid. : 1123). Il est à noter également que l'approche 
lexico-sémantique s'intéresse aux termes appartenant aux parties du discours du nom, de 
l'adjectif, du verbe et de l'adverbe et envisage surtout les termes simples (seuls les termes 
complexes non compositionnels sont retenus). 
Les deux définitions que nous venons de présenter décrivent l'équivalence sous sa 
forme parfaite. Toutefois, comme précisé dans plusieurs ouvrages de terminologie (Dubuc 
2002: 73-74; L'Homme 2004: 115; Rondeau 1981 : 33; Van Campenhoudt 2001 : 181-
209), l'équiv~lence exacte n'est pas toujours possible; on parlera alors d'équivalence 
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partielle ou même d'absence d'équivalence. Ainsi, l'équivalence peut être divisée selon 
trois cas de figure: l'équivalence exacte, l'équivalence partielle et l'absence d'équivalence. 
La méthode classique pour détenniner à quel niveau d'équivalence se situent deux 
termes susceptibles d'être équivalents consiste à comparer le type de rapport qu'entretient 
une dénomination (D) d'une langue LI et la notion (N) qu'elle recouvre avec une 
dénomination (D) d'une langue L2 et la notion (N) qu'elle recouvre (Rondeau 1981 : 33). 
L'approche lexico*sémantique, de son côté, établit le niveau d'équivalence entre deux 
termes par l'analyse et la comparaison de chacune de leurs composantes sémantiques. 
1.2.1 Équivalence exacte 
La relation d'équivalence est dite exacte quand deux termes, Tl et T2, de langues 
différentes, LI et L2, affichent un rapport identique entre la notion (N) et la dénomination 
(D). La formule employée par Rondeau s'exprime comme suit: 
TI (LI> = T2 (L2) = (D) = (D) (Rondeau 1981 : 33) N LI N L2 
Pour illustrer la formule, prenons un exemple classique, ordinateur et computer (Rondeau 
1981 : 33; L'Homme 2004: 115). Ces termes, en informatique, entretiennent un rapport 
d'équivalence parfaite et peuvent être appariés puisqu'ils recouvrent la même notions: 
«Équipement informatique comprenant les organes nécessaires à son fonctionnement 
autonome, qui assure, en exécutant les instructions d'un ensemble structuré de programmes, 
le traitement rapide de données codées sous forme numérique qui peuvent être conservées 
et transmises» (Académie Française 1997). En appliquant la formule de Rondeau, nous 
obtenons le résultat présenté à la Figure 1.1. 
8 Ou encore, du point de vue de la lexico-sémantique, parce qu'ils possèdent les mêmes composantes 
sémantiques. 
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computer = ordinateur = [, computer ] = [--;, ___ o_r_din_a_t_eur ____ ] 
i( Equipement informatique ... » Ll « Equipement informatique ... » L2 
(Académie 1997) (Académie 1997) 
Figure 1.1 : Exemple d'équivalence parfaite 
1.2.2 Équivalence partielle 
Toutefois, il n'est pas toujours possible d'apparier les termes aussi facilement que 
dans la section précédente, car comme le précise Van Campenhoudt : 
La linguistique a depuis longtemps montré que toutes les langues n'approchent pas la 
réalité de la même manière et que de nombreux problèmes se posent lors de 
l'établissement d'équivalences (Van Carnpenhqudt 1996b.: section 7.1). 
Par exemple, un terme d'une langue Ll ne sera pas tout à fait équivalent à un terme d'une 
langue L2 si le terme de LI ne recouvre pas exactement la même réalité que le terme de L2. 
Dans ce cas de figure, nous avons affaire à de l'équivalence partielle. 
Selon Rondeau, l'équivalence partielle a pour origine deux causes principales: 
1) dans un premier cas, l'équivalence est partielle «[ ... ] parce qu'il faut deux 
termes en langue LI pour correspondre à un terme en langue Lz: 
Rondeau donne l'exemple suivant: en anglais, coffee mil! et coffee grinder veulent 
respectivement dire « moulin à café à couteaux» et « moulin à café à meule », alors qu'en 
français il n'existe qu'un terme plus générique moulin à café (Figure 1.2). 
[ 
coffee grinder] + [ coffee mill]l = [ moulin à café 1 
, . « ~oulin à café « moulin à café • LI « moulin ,à café à couteaux • L2 
a couteaux » x à meule» y ) - ou a meule» ) 
Figur.e 1.2 : Exemple d'équivalence partielle 
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2) dans un deuxième cas, « [ ... ] la dénomination en langue LI ne recouvre que 
partiellement la notion exprimée en langue L2 : 
( D +_) = (D) » (Rondeau 1981 : 34). Nx Ny LI N L2 
Rondeau ne donnant pas d'exemple, nous avons emprunté le suivant à Kraif (2001 : 117). 
Le terme anglais nut, employé comme hyperonyme, recouvre les hyponymes almond, 
peanut, walnut, pecan nut, cashew nut, hazelnut (Figure 1.3) : 
nut 
1 
1 1 1 1 1 1 
almond peanut walnut pecannut cashewnut hazelnut 
Figure 1.3 : Le terme anglais nut et ses hyponymes (d'après Kraif2001 : 117) 
En français, nous n'avons pas d'hyperonyme qui remplisse le même rôle qu'en anglais, par 
exemple, noix ne couvre qu'une partie des hyponymes: noix, noix de pécan, noix de cajou, 
alors qu'amande, cacahuète et noisette n'en font pas partie (Figure 1.4) : 
noix 
1 
1 1 1 
noix noix de pécan noix de cajou 
Figure 1.4 : Le terme français noix et ses hyponymes (d'après Kraif 2001 : 117) 
Moins par préoccupation théorique que par souci de la traduction exacte, Dubuc 
(2002: 74) s'intéresse également au fait que deux termes ne s'équivalent pas d'une langue 
à l'autre. Il distingue la disparité de sens et la disparité d'usage. 
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La disparité de sens se manifeste selon deux scénarios : 1) la relation de générique à 
spécifique; et 2) la polysémie. Dans le premier cas, un terme en langue LI est plus 
générique qu'un terme en langue L2. Ainsi, si l'on reprend l'exemple de Dubuc (2002: 74), 
le terme français table de salon, dans le domaine du mobilier, englobe les termes anglais 
coffee table, end table, lamp table (Tableau 1.1). On observera que cet exemple présente 
des points communs avec celui de la Figure 1.2 de Rondeau (1981 : 34). 
Tableau 1.1 : Représentation du terme table de salon et ses équivalents 
Lan~ue Terme 
français table de salon 
anglais coffee table 1 end table Ilamp table 
Dans le deuxième cas, dans un domaine donné, un terme en langue LI est polysémique 
alors qu'en langue L2 chacun des sens du terme de la langue LI est exprimé par un terme 
différent (Tableau 1.2). L'exemple dont nous nous servons pour illustrer ce cas de disparité 
de sens nous vient de Van Campenhoudt (1996a : 284). Dans le domaine de la marine, le 
terme anglais watch exprime: 1) l'action de veiller; 2) une période pendant laquelle une 
partie de l'équipage est en service; et 3) la partie de l'équipage en service. Le français, pour 
exprimer ces trois sens, utilise trois termes différents, veille, quart, bordée. 
Tableau 1.2 : Représentation du terme watch et ses équivalents 
Sens Anglais Français 
Action de veiller. watch 1 veille 
Période pendant laquelle une partie de l'équipage est en service. watch2 quart 
Partie de l'équipage en service. watch 3 bordée 
La disparité d'usage se rencontre lorsqu'un concept dans une langue LI est désigné 
par plusieurs termes de niveaux de langue différents alors qu'en langue L2' il n'existe qu'un 
terme. Dubuc (2002: 75) nous donne l'exemple du terme anglais zoom qui, dans le 
domaine de la photographie, représente un « dispositif optique qui sert à effectuer des plans 
rapprochés ou éloignés sans avoir à se déplacer ». En français, ce même dispositif est 
désigné sous le nom d'objectif àfocale variable en langue technico-scientifique, et de zoom 
dans le jargon des studios. 
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1.2.3 Absence d'équivalence 
Enfin~ à l'autre extrémité du spectre de l'équivalence, nous trouvons l'absence 
d'équivalence. Cette absence survient: 1) soit parce qu'un concept dans une langue LI est 
inconnu dans une langue L2; 2) soit parce qu'un nouveau concept nommé dans une langue 
LI n'a pas encore reçu de dénomination dans une langue L2 (Rondeau 1981 : 34). 
En ce qui concerne le premier cas de figure, certains domaines sont particulièrement 
marqués par ce genre de difficulté. Le domaine juridique est l'exemple par excellence parce 
qu'il est fortement influencé par les systèmes particuliers à chaque société. Par conséquent, 
de nombreux concepts présents dans une langue ne trouvent pas d'équivalents dans d'autres 
langues. Ainsi pour les termes anglais common law et Equity, Gémar (2002 : 170~ 171) nous 
dit qu'on ne peut leur trouver d'équivalent en français et que même l'emprunt ne résout pas 
le problème. 
Le deuxième cas de figure est très fréquent en terminologie. Constamment de 
nouvelles techniques, des inventions, des découvertes voient le jour et reçoivent des 
dénominations dans la langue de la communauté où elles sont apparues. Dans les 
communautés de langue différente~ le concept est connu, mais il n'a pas encore été nommé . 
. Afin de pallier le problème, on aura recours à la néologie pour nommer les nouveaux 
concepts qui entrent dans les habitudes d'un groupe ne partageant pas la même langue. 
1.3 Problèmes d'équivalence du point de vue de l'extraction 
Depuis que l'on dispose d'ordinateurs suffisamment puissants pour étudier en 
corpus le comportement des termes, la pratique terminologique s'est considérablement 
modifiée. Aujourd'hui~ une quantité formidable de documents électroniques peuvent être 
facilement interrogés. Ainsi, comme le soulignent Bourigault et Slodzian (1999 : 29), « ce 
changement d'échelle met en évidence des phénomènes largement sous~estimés jusqu'ici », 
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nous songeons à titre d'exemple au problème des variantes terminologiques dont il est 
question au point 1.3.1. 
Un autre aspect intéressant du développement de l'informatique est l'apparition de 
nombreux outils qui facilitent, accélèrent et systématisent la collecte de ressources 
terminologiques: extracteurs de termes, concordanciers, aligneurs de corpus, etc. 
Toutefois, si ces outils constituent une aide appréciable, il n'en demeure pas moins que leur 
portée est limitée par certains obstacles inhérents à leur nature. Par exemple, au chapitre qui 
traite de l'extraction bilingue, L'Homme (2004 : 208) nous présente quelques cas de figure 
dans lesquels les extracteurs bilingues de termes éprouvent des difficultés pour établir des 
équivalences terminologiques: 
1. Un terme dans une langue A a plusieurs équivalents dans le corpus de la langue B. Par 
exemple, intelligent terminal peut se rendre par terminal intelligent, terminal 
programmable et terminal avec mémoire dans un corpus français. 
2. Les termes complexes ont, dans chacune des langues, des structures ou des longueurs 
différentes. Par exemple, portable life support system, qui comporte quatre noms, se 
traduit par équipement de survie composé de deux noms et d'une préposition. 
3. Un terme complexe dans une langue équivaut à un terme simple dans l'autre langue. 
Computer-assisted terminography se rend en français par terminotique. De même, 
base de données est rendu par database en anglais. 
4. Un syntagme nominal s'exprime dans l'autre langue par un syntagme d'une autre, 
nature. Par exemple, laW suit peut se traduire par poursuite en justice. Mais dans 
d'autres phrases, il donnera lieu à poursuivre en justice. 
5. Il arrive qu'une phrase d'un texte source comporte une mention explicite à un terme 
complexe, mais que la phrase du texte cible utilise plutôt une anaphore. Par exemple, 
... the disk drive is identified ... peut se rendre par . .. ce dispositif est identifié ... ou 
encore . .. celui-ci est identifié ... (L'Homme 2004 : 208). 
Dans les sections qui suivent, 1.3.1 à 1.3.5, nous reprenons les points énumérés ci-
dessus et les examinons à tour de rôle d'un peu plus près. 
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1.3.1' Un terme en LI possède plusieurs équivalents en L 2 
Lorsqu'un terme en LI possède plusieurs équivalents en L2, cela peut être dû à la 
polysémie du terme en LI o,u à la synonymie (ou variation) observable en L2• Ces 
phénomènes sont connus et les dictionnaires en rendent compte. En ce qui concerne la 
variation, elle a été l'objet de plusieurs études, notamment celle de Carrefio (2004). 
La variation terminologique est le phénomène selon lequel une même unité lexicale 
spécialisée (que nous appellerons terme) est représentée de différentes manières sur le plan 
formel. Une variante terminologique est ainsi un énoncé sémantiquement et 
conceptuellement relié au même terme d'origine (Carrefio 2004 : 6). 
En extraction bilingue de termes comme en extraction monolingue, la question des 
variantes pose des problèmes. Les travaux de Carrefio montrent que la variation en corpus 
parallèle anglais et espagnol touche la presque totalité des termes étudiés et se manifeste 
sous différentes formes. Sur les 50 termes étudiés par l'auteure, un seul restait invariable 
dans le corpus,· soit le terme bioconcentrate qui ne donne qu'un équivalent, 
bioconcentrarse. Tous les autres termes du texte source, simples ou complexes, ont pour 
équivalent au moins un terme et une variante dans le texte cible. Par exemple, landfil/ 
donne l'équivalent attendu, rel/eno sanitario, et neuf variantes landfil/, terraplén, de el/os, 
dichos rel/enos, vertedero de desechos, {J, rel/eno, confinamiento, vertedero (Carrefio 
2004: 81). En conclusion, l'auteure souligne l'importance que joue la variation 
terminologique sur la performance des extracteurs bilingues de termes et constate que ces 
outils informatiques ne prennent pas suffisamment en compte ce phénomène (Carrefio 
2004: 122-123) .. 
1.3.2 Différence de structure ou de longueur entre termes de LI et de L2 
En ce qui concerne le cas de figure touchant à la différence de structure ou à la 
longueur des termes complexes, nous avons trouvé deux études en extraction bilingue de 
termes dans lesquelles on a catégorisé les règles de transformation des termes afin de rendre 
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compte du problème de la différence de structure entre équivalents. Ces règles peuvent, en 
quelque sorte, être associées à ce que nous appelons typologie de l'équivalence formelle. 
On remarquera cependant que les travaux que nous présentons se sont essentiellement 
intéressés à la structure des tennes plutôt qu'à leur longueur. Les tennes complexes étudiés 
"1 
sont composés exclusivement de syntagmes nominaux fonnés de deux unités lexicales, 
c'est-à-dire que les tennes complexes de plus de deux unités lexicales ne sont pas 
considérés. 
Dans une première étude portant sur l'extraction de tennes bilingues en biologie 
moléculaire à partir de corpus comparables, Tran et al. (2003) ont observé que la règle de 
transfonnation la plus fréquente pour les termes complexes du français vers l'anglais est la 
transposition syntaxique. Cette dernière est elle-même sous-divisée selon trois types de 
transposition syntaxique: inversion syntaxique isocatégorielle, inversion syntaxique 
, . . 
transcatégorielle, inversion syntaxique en supprimant la préposition et/ou le déterminant. 
a) Inversion syntaxique isocatégorielle 
L'inversion isocatégorielle se caractérise par le fait què les catégories grammaticales 
sont conservées lorsqu'un tenne français est traduit en anglais" mais que chacun des 
constituants du tenne pennute : 
b) Inversion syntaxique transcatégorielle 
L'inversion syntaxique transcatégorielle se traduit par la transfonnation de la 
catégorie grammaticale du modificateur du tenne français par une autre catégorie 
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grammaticale du modificateur du terme anglais. Cette transformation est accompagnée par 
une inversion des constituants du terme: 
Dans le terme complexe changement climatique, on observe que l'adjectif climatique du 
modificateur du terme français se transforme en nom climate dans le terme anglais climate 
change. 
c) Inversion syntaxique en supprimant la préposition et/cm le déterminant 
Dans ce type d'inversion syntaxique, la préposition et/ou le déterminant du terme 
complexe français sont supprimés au moment de la transformation vers l'anglais. Cette 
transformation est également accompagnée par une permutation des constituants du terme. 
Les transformations suivantes illustrent différentes possibilités de l'inversion syntaxique en 
supprimant la préposition et/ou le déterminant: 
~N~~tiPFéhid~:tt.l.1.~('! ,,~~:) i:;j;Nîiltt&~{I"~S;~. 
absorption de la chaleur -7 heat absorption 
cycle du carbone -7 carbon cycle 
9 Ce tenne n'appartient pas au domaine du changement climatique, il est emprunté aux auteurs Tran et al. 
la Voir note précédente. 
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Les auteurs de l'étude dont nous venons de décrire les règles de transposition ont 
ensuite effectué un test d'automatisation de traduction à l'aide de ces règles. Le 
pourcentage de termes traduits correctement s'élevait à 69,9 %. Ce résultat nous montre 
que dans un peu plus de 30 % des cas, les équivalents ne suivent pas les règles de 
transposition attendues. Notons au passage que la traduction automatique n'a touché que 
certains types de termes et s'est effectuée du français vers l'anglais. 
La deuxième étude qui a attiré notre attention nous vient de Gaussier (2001 : 
167-183). Dans cette étude, le chercheur explore les règles de transformation des termes 
complexes comportant deux unités lexicales, en anglais et en français. Il se limite à 
l'examen de cette sorte de termes, car, explique-t-il, ils sont les plus fréquents et jouent un 
rôle de premier plan en terminologie puisque, très souvent, ils servent à construire des 
termes plus longs. Dans un tableau, qui présente les types de transformations formelles que 
subissent les termes lorsqu'ils passent d'une langue à l'autre, il donne le nombre 
d'occurrences observées à partir d'une petite portion du corpus sur lequel il a travaillé 
(Tableau 1.3). 
Tableau 1.3 : Patrons de correspondances (d'après Gaussier 2001 : 173) 
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Après avoir présenté les patrons de correspondance des termes anglais et français, 
Gaussier explique cependant que l'on ne peut se fier uniquement à ces patrons pour extraire 
des paires d'équivalents, car, pour un même patron, il peut exister plusieurs types de règles 
de transformation, par exemple, nous voyons dans le Tableau 1.3 que le patron français N 
de N peut être traduit en anglais selon les patrons suivants: N N, adj N, N of N, N's N, 
etN. 
1.3.3 Un·terme complexe en LI s'exprime par terme simple en L2 
Les études portant sur la transposition d'un terme complexe dans une langue en un 
terme simple dans une autre semblent rares. Dans le Tableau 1.3, Gaussier (2001 : 173-174) 
en rend compte partiellement, car son étude s'intéresse uniquement aux termes complexes. 
Ce phénomène semble pourtant assez courant comme en témoignent les exemples suivants: 
rel/eno sanitario/landjil/ (Carrefio 2004: 81); terre humide/wetland; ice sheet/inlarzdsis; 
mot de passe/password; bande passante/bandwith, etc. 
On remarquera dans les exemples de termes simples qui précèdent qu'il existe des 
noms composés (compounds). Ces derniers sont constitués d'éléments qui peuvent être 
utilisés de façon autonome, par exemple dans le nom composé wetland, nous avons les 
mots wet et land. Les éléments des noms composés peuvent être accolés (groundwater), 
reliés par un trait d'union (human-induced) ou séparés par un blanc (sea rise) (Ahronian 
2005). Il n'est pas rare de voir un nom composé dont les éléments sont accolés en LI avoir 
pour équivalent en L2 un nom composé dont les éléments sont séparés par un blanc ou 
reliés par un trait d'union, par exemple le terme wetland est rendu par terre humide dans 
notre corpus. Du point de vue de l'extraction automatique, lorsqu'il y a des différences de 
structures entre des noms composés en LI et en L2, cela pose des problèmes d'établissement 
d' équi valence. 
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1.3.4 Un terme dont la partie du discours en Ll est différente de celle de 
la Li 
Comme expliqué au début de la section 1.3, dans le quatrième énoncé de L'HoIIlJlle 
(2004 : 2008), il arrive qu'une unité lexicale d'une certaine nature grammaticale dans le 
texte de départ soit èxprimée par une unité lexicale d'une autre nature dans le texte 
d'arrivée. À titre d'exemple, dans le corpus de Carrefto (2004: 88), le nom anglais (en 
caractères gras) pollution abatment a été traduit par un verbe espagnol (en caractère gras) 
para reducir la contaminacion. Dans son étude portant sur la variation tenninologique, 
Carrefto catégorise ce type de phénomène comme une variation morpho syntaxique. Sur les 
50 tennes simples et complexes étudiés, Il changent de nature grammaticale· au moins une 
foistt lorsqu'ils sont traduits de l'anglais vers l'espagnol. Ce qui représente un pourcentage 
non négligeable de 22 % sur les tennes étudiés (Carrefto 2004). 
1.3.5 Un terme en Li est traduit par une anaphore en Ll 
La substitution de l'équivalent par une anaphore ou même par l'omission est 
également fréquente en traduction, surtout pour les langues qui privilégient ces techniques 
afin d'éviter les répétitions. Carrefto (2004) considère ces deux cas comme de la variation 
syntaxique et les a inclus dans sa typologie de la variation. Sur les 50 tennes simples et 
complexes étudiés, 30 tennes subissent, au moins une fois12 l'anaphore et/ou l'omission 
lors du passage d'une langue à l'autre, ce qui correspond à 60 % des tennes étudiés 
(Carreiio 2004). 
Il Le changement n'est pas systématique, il s'opère aléatoirement, selon les choix effectués par le traducteur 
au cours de la reformulation de la phrase en langue cible. 
12 Voir note précéden~e. 
22 
1.4 Conclusion 
Dans ce chapitre, à la section 1.1, nous avons vu qu'il n'existe pas de consensus sur 
la définition du terme. Selon les optiques, les terminologues envisagent le' terme sous 
différents angles. Par exemple, pour les uns, les termes sont principalement de nature 
nominale et pour les autres, les termes peuvent facilement appartenir à plusieurs catégories 
grammaticales. 
Dans la section 1.2, nous avons abordé très succinctement l'optique conceptuelle de 
la terminologie et l'approche lexico-sémantique et nous avons décrit trois niveaux 
d'équivalence: l'équivalence exacte, l'équivalence partielle et l'absence d'équivalence. 
Ainsi, nous avons pu constater que, même en terminologie, l'équivalence pose des 
difficultés. 
Dans la section 1.3, nous avons examiné de plus près les problèmes d'équivalence 
du point de vue de l'extraction automatique à partir des énoncés de L'Homme (2004), à 
savoir que dans les textes de la langue cible, les termes de la langue source ne sont pas 
toujours traduits par les équivalents attendus. En langue cible, le traducteur est libre 
d'utiliser des variantes (synonymes) ou un terme de nature grammaticale différente de celle 
du terme de la langue source, d'employer une anaphore ou même d'omettre le terme. Nous 
avons vu aussi que la structure et la longueur des termes sont rarement les mêmes d'une 
langue à l'autre. À la suite de cet examen, nous avons constaté que s'il est possible de 
dégager des règles générales, elles ne peuvent être appliquées systématiquement. 
À la lumière de ces observations, il nous semble important et nécessaire dans le 
cadre de cette étude d'énoncer les deux points essentiels suivants: 
Premièrement, compte tenu du fait que' nous travaillons à partir de corpus, nous 
prenons pour modèles l'approche de la terminologie textuelle (Bourigaultet Slodzian 1999) 
et l'optique lexico-sémantique (L'Homme 2004 : 52-82) pour définir le terme: 
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1. le terme est une construction linguistique qUl fait référence à une 
signification particulière dans un domaine donné; 
2. le terme ne se limite pas à l'unité lexicale nominale, il peut également 
appartenir à la partie du discours de l'adjectif, du verbe et de l'adverbe; 
3. le terme complexe n'est retenu que s'il est non compositionnel13 ; 
4. le terme est choisi selon un objectif précis14• 
Deuxièmement, si pour nous les principes d'équivalence en terminologie évoqués à 
la section 1.2 sont d'un point de vue théorique instructifs et nécessaires, en extraction' 
automatique de termes, il nous faut inévitablement nous orienter vers des méthodes 
adaptées aux outils inforInatiques qui tiennent compte des problèmes sous une perspective 
plus pratique, plus formelle. Ainsi, afm de mieux comprendre les difficultés liées à 
l'établissement de l'équivalence, nous nous inspireront des problèmes d'établissement 
d'équivalence automatique examinés à la section 1.3. Pour cela, nous recombinerons la 
plupart des éléments qui s'y trouvent et les intégrerons à notre classification des candidats 
termes selon leurs équivalents. Comme notre travail se situe en amont de la validation, nous 
entendons par « équivalence », l'équivalence telle qu'observée en contexte et non pas 
l'équivalence que l'on pourrait trouver dans les dictionnaires. 
Par conséquent, dans cette étude, afin d'étudier l'équivalence entre candidats termes 
(en anglais et français, nous nous proposons de constituer un corpus parallèle dans les 
deux langues et appartenant au domaine du changement climatique. Ensuite, nous 
alignerons ce corpus au niveau des phrases avec Alinea. Nous extrairons, dans les deux 
langues, des candidats termes simples appartenant aux parties du discours du nom, de 
13 Termes complexes n'ayant pas un sens compositionnel : traitement de texte, système d'exploitation (d'après 
L'Homme 2005: 1126) 
14 Autrement dit, c'est le type d'ouvrage, de projet qui va guider le terminologue à déterminer le type de terme 
à inclure dans sa nomenclature. , 
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l'adjectif, du verbe et de l'adverbe à l'aide de l'outil d'acquisition de termes TermoStat. 
Toutefois, avant de continuer, nous aimerions préciser que ces candidats termes sont 
également susceptibles d'être des têtes ou des modificateurs de syntagme ou encore des 
non-termes. 
En résumé, ce mémoire se propose de répondre aux points énumérés ci-après: 
• vérifier ce qui se dégage de notre analyse par rapport aux résultats de la liste 
des problèmes d'établissement des équivalences de L'Homme (2004 : 208) à 
l'aide de la classification des candidats termes et de leurs équivalents établie 
par nous; 
• comparer un échantillon de la liste d'extraction de termes français à la liste 
d'extraction de termes anglais de TermoStat pour vérifier si tous les 
équivalents anglais sont présents dans la liste d'extraction et pour observer le 
rang qu'ils occupent par rapport aux CT français; 
• comparer la liste des équivalents compilés manuellement avec une extraction 
lexicale d'Alinea afin d'analyser le bruit et le silence généré par ce dernier. 
Nous espérons ainsi que notre analyse manuelle mette en évidence certaines des 
limites de l'appariement de CT qu'une évaluation directe des résultats n'aurait pas permis de 
révéler. 
Chapitre 2 : Corpus parallèles, alignement et extraction 
de termes 
Pour constituer des ressources tenninologiques bilingues à partir de corpus 
parallèles, des outils d'acquisition automatique de tennes sont généralement combinés à des 
aligneurs de textes. Dans le présent chapitre,. avant de nous pencher sur les systèmes 
d'extraction bilingue, nous avons jugé opportun de décrire dans les grandes lignes, à la 
section 2.1, les différentes techniques d'alignement au ni veau des phrases et au niveau des 
mots. Puis de poursuivre, à la section 2.2, par un rapide tour d'horizon des méthodes 
d'extraction de tennes. Finalement, à la section 2.3, partie centrale de ce chapitre, nous 
explorons en détailles méthodes d'extraction bilingue à partir de corpus parallèles. Pour 
tenniner, à la section 2.4, nous récapitulons brièvement le Chapitre 2. 
2.1 Alignement automatique de textes parallèles 
De nombreux textes parallèles ont jalonné l'histoire: traités, contrats, textes sacrés 
ou littéraires. Mais, le plus connu est sans conteste la pierre de Rosette. Ce fragment de 
stèle en granite noir sur lequel figuraient trois systèmes d'écriture, les hiéroglyphes, le 
démotique et le grec, a pennis à Champollion de déchiffrer l'écriture hiéroglyphique. De 
nos jours, grâce à l'irifonnatique, les textes parallèles peuvent être exploités plus facilement 
et à plus grande échelle. Selon Véronis (2000: 152), dès les années 1950, on avait déjà 
pensé les utiliser en traduction automatique, mais à cette époque les ordinateurs n'étaient 
pas encore suffisamment puissants. Ce n'est qu'au cours des années 1980 que la première 
méthode automatique d'alignement de textes parallèles a été développée par Kay et 
Roscheisen (1988). Depuis, de nombreux chercheurs se sont intéressés à l'alignement de 
textes. 
2.1.1 Alignement au niveau des phrases 
Plusieurs techniques sont employées pour aligner les textes au niveau des phrases. 
Les premières sont celles mises au point par Kay et Roscheisen (1988), elles se 
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caractérisent par l'utilisation exclusive d'informations internes comme la distribution 
lexicale: 
We present an algorithm for aligning texts with their translations that is based only on 
internaI evidence. The relaxation process rests on a notion of which word in one text 
corresponds to which word in the other text that is essentially based on the similarity of 
their distributions (Kay et Roscheisen 1993 : 121)15. 
Les auteurs montrent qu'il est possible d'aligner les textes au niveau des phrases en 
exploitant la similarité de distribution de certains mots (noms propres, dates, etc.) à 
l'intérieur de zones16 qui se correspondent dans les deux textes. Et comme le note Kraif, ces 
techniques « ont le grand mérite [ ... ] de montrer qu'il est possible d'aligner sans passer par 
le sens, en se basant sur des propriétés purement formelles» (Kraif2001 : 227). À peu près 
à la même époque, Gale et Church (1991) et Brown et al. (1991) présentent une autre 
méthode reposant également sur des informations internes, mais à la différence de la 
première, celle-ci repose sur l'observation de la longueur des phrases. Gale et Church se 
basent sur le nombre de caractères contenus dans une phrase: «[ ... ] a method and a 
pro gram (align) for aligning sentences based on a simple statistical model of character 
lengths» (Gale et Church 1991 : 75); alors que Brown et al. (1991) s'appuient sur le 
nomb~e de mots dans la phrase. À la suite de ces travaux, d'autres chercheurs, pour 
am~liorer la technique, ont introduit de nouvelles notions telles que les cognats 17 (Simard et 
al. 1992; Church 1993; Langlais 1997; Kraif 1999). 
Si les techniques d'alignement dont on vient de parler donnent de très bons résultats 
pour les langues comme l'anglais et le français, il n'en va pas ainsi pour d'autres langues. 
15 Le texte de 1988 qui décrit la méthode de Kay et Roscheisen n'étant pas accessible, nous avons eu recours 
au texte de 1993. 
16 Par exemple, le début et la fm des textes sont des zones, qui en principe, se correspondent. 
17 Cognats: « (de l'anglais cognate), des mots qui se traduisent l'un par l'autre et qui présentent une 
ressemblance graphique» (Kraif 1999: 205). 
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Certaines langues indo-européennes comme l'allemand sont plus difficiles à aligner (Chiao 
et al. 2006). Les langues asiatiques, quant à elles, posent des problèmes encore plus 
complexes. Par exemple, « le système d'écriture du japonais ne dispose pas de séparateur 
graphique indiquant les frontières entre les mots» (Nakamura-Delloye 2005). Par 
conséquent, les chercheurs ont dû recourir à des ressources externes en intégrant des 
analyseurs morphologiques et des dictionnaires bilingues dans leurs systèmes d'alignement. 
Enfin, il va sans dire que toutes les méthodes dont nous venons de parler ne donnent pas de 
bons résultats avec des textes parallèles présentant des différences structurelles: paragraphe 
manquant, ajout, inversion, etc. 
2.1.2 Alignement au niveau des mots 
L'alignement au niveau des mots, qui consiste à ({ repérer les mots et expressions du 
texte source et du texte cible, puis de les mettre en correspondance )) (V éronis 2000 : 163), 
est encore plus difficile à réaliser que l'alignement au niveau des phrases à cause de 
nombreux facteurs (différence de structure des syntagmes, particularités grammaticales 
propres à chaque langue, locution, phraséologismes, etc.). À la Figure 2.1, nous illustrons 
quelques-uns des problèmes reliés à l'alignement au niveau des mots dans un couple de 
phrases tiré de notre corpus, Changement climatique. On y voit, entre autres, que le terme 
composé anglais wetland se traduit à l'aide de deux unités lexicales en français terres 
humides et que les mots grammaticaux français la, des, des, l', du n'ont pas de contrepartie 
en anglais. 
Most wet and processes are dependent on catch 
Ldd s processus des terres ~,~, l'hydmlogi, du bassin v,,",ant ; 
Figure 2.1 : Illustration de quelques problèmes reliés à l'alignement au niveau des mots 
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Les stratégies adoptées pour l'alignement au niveau des mots, des expressions18 et 
des syntagmes nominaux dépendent du type de tâche que l'on veut accomplir: traduction 
automatique, conception de lexiques multilingues, extraction terminologique, etc. Pour les 
deux premières tâches, par exemple, on s'intéresse généralement à apparier le plus de mots 
et d'expressions possible dans un texte alors que pour la troisième tâche, comme nous le 
verrons à la section 2.3, on cherche à isoler les termes spécifiques à un domaine donné, tout 
particulièrement les syntagmes nominaux. 
Selon Ozdowska et Claveau (2005) et Tiedemann (2003), il existe globalement deux 
approches pour aligner les mots: celle « à dominante statistique qui s'appuie notamment 
sur les modèles IBM (Brown et al. 1993) » (Ozdowska et Claveau 2005 : 2) et celle qui met 
en œuvre des heuristiques statistiques et des ressources linguistiques (Figure 2.2). Dans le 
cadre de cette étude,. nous ne décrirons pas les méthodes d'alignement des approches à 
dominante statistique, car elles touchent principalement la traduction automatique 
(exemple, traduction automatique fondée sur l'exemple). Qu'il suffise de dire que les 
travaux fondateurs de Brown et al. (1993) ont été une source d'inspiration pour de 
nombreux chercheurs, tant dans la branche utilisant l'approche à dominante statistique (Och 
1999; Nevado et al. 2003; Moore 2005) que dans la branche ayant recours aux heuristiques 
statistiques et aux ressources linguistiques (Dagan et al. 1993; Melamed 1997). Cette 
dernière branche, est celle qui nous intéresse, car elle s'est surtout employée à extraire des 
lexiques (Church et al. 1991; Fung et Church 1994; Tiedemann 1997; Kraif2002). 
18 Segments de phrases, par exemple, les mains dans les poches et with his hands in his pokets. 
Approche à dominante statistique 
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Approche ayant recours à des heuristiques 
statistiques et à des ressources linguistiques 
Figure 2.2 : Deux approches pour aligner au niveau des mots 
À la section 2.3, nous décrivons plus en détail les travaux spécifiquement dédiés à 
l'extraction de termes, toutefois il nous semble opportun de présenter auparavant certaines 
des stratégies employées par de nombreux chercheurs dans la branche ayant recours à des 
heuristiques statistiques et à des ressources linguistiques. Ces stratégies, également utilisées 
dans les travaux d'extraction bilingue de termes, font appel à toute une batterie d'indices 
d'association telles la cooccurrence parallèle19, la cognation, la position des mots dans la 
phrase et les parties du discours. 
2.1.2.1 Modèles de cooccurrence parallèle 
Les modèles de cooccurrence parallèle sont parmi les approches les plus exploitées 
pour extraire des correspondances lexicales au sein d'un corpus parallèle (Fung et Church 
1994; Gaussier et Lange 1995;.Melamed 1997; Kraif 2000). À partir de l'observation de la 
distribution des occurrences et des cooccurrences parallèles des unités à l'intérieur d'un 
corpus parallèle, divers calculs peuvent être appliqués: l'information mutuelle (Church et 
Hanks 1990), le (-score (Fung et Church 1994); le rapport de vraisemblance (log-likelihood 
19 L'expression cooccurrence parallèle est prise dans Kraif(2001 : 400) : « Afin qu'il n'y ait pas de confusion 
avec les cooccurrences unilingues, à l'intérieur de chaque moitié du bi-texte, nous désignons par cooccurrence 
parallèle les cooccurrences entre deux parties alignées du bi-texte. » 
30 
ratio) (Dunning 1993) et la probabilité de l'hypothèse nulle (Kraif 2000), parmi d'autres. 
Toutes ces mesures se basent sur le même principe: « si le nombre de cooccurrences 
observé est très supérieur au nombre de cooccurrences estimé dans le cas d'une distribution 
aléatoire, c'est qu'il y a sans doute un lien entre les deux unités» (Kraif2001 : 408). 
Nous avons choisi de présenter l'indice décrit dans les travaux de Kraif(2001) et de 
Kraif et Chen (2004) puisque c'est celui qui est implémenté dans Alinea, l'aligneur utilisé 
pour cette étude2o. Pour extraire les correspondances lexicales, Kraif se base donc sur 
l'indice qu'il nomme la probabilité de l'hypothèse nulle (PO). Dans un texte source (nI), le 
logiciel cherche toutes les occurrences d'une chaîne de caractères (u); puis il cherche dans 
le texte cible (n2) toutes les occurrences d'une autre chaîne de caractères (u '), ensuite il 
caicule le nombre de fois, dans le texte source et dans le texte cible (n12), où les occurrences 
u et u' sont en correspondance dans un couple de phrases alignées, c'est-à-dire en 
cooccurrence parallèle. Sur la base de ce nombre, il fait l'hypothèse que si les 
cooccurrences de u et de u' dépassent le nombre de cooccurrences attendues par le simple 
jeu du hasard (PO), alors u et u' sont fort probablement des équivalences traductionnelles. 
Dans la Figure 2.3, nous illustrons ce qui précède. 
20 Le système d'alignement Alinea est décrit plus en détail au Chapitre 3, Section 3.1.7. 
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Texte source n 1 Texte cible nl 
nl = 5, nl = 7, n12 = 4 
Figure 2.3 : Occurrences et co occurrences de deux unités (Kraif 200 1 : 261) 
Afin d'extraire les correspondances lexicales, Alinea doit calculer PO à partir d'un 
corpus parallèle de très grande taille (au moins 1 million de mots) d'où il extrait des 
statistiques d'occurrences et de cooccurrences. 
2.1.2.2 La cognation 
La cognation, autre indice d'association très. utilisé, est fondée sur la ressemblance 
graphique entre mots d'un texte source et d'un texte cible. Les cognats, comme on les 
appelle, sont particulièrement nombreux entre langues apparentées comme le français et 
l'anglais. Ces ressemblances ne sont pas que formelles, car il a été observé que très souvent 
les cognats sont également comparables sémantiquement, donc susceptibles d'être des 
équivalents traductionnels. 
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Les cognats peuvent se présenter sous diverses fonnes. Simard et al. (l992) ont 
. établi les catégories suivantes: 
1. les couples de tokens21 alphanumériques identiques contenant au moins 
un chiffre (C02, 2007); 
2. les couples de tokens dont, au moins, les quatre premières lettres sont 
identiques (terrestre, terres trial); 
3. les couples de ponctuation semblables (= { } ( ) * $ f ! ?). 
Ainsi, de nombreux cognats peuvent être identifiés si, à l'exemple de la catégorie 2, au 
moins les quatre premiers caractères (4-grammes) d'un couple de tokens sont identiques,' 
comme dans solaire et solaro Cependant, cette méthode, bien que simple et efficace dans de 
nombreux cas, ne perniet pas de découvrir les cognats tels que précipitation et 
precipitation22-. Pour parvenir à identifier les cognats de ce type, les indices d'association 
ont été affinés grâce, en particulier, à l'indice de la sous-chaîne maximale (SCM) (Kraif 
1999) ou à une variante du coefficient de Dice (Brew et McKelvie 1996). En ce qui 
concerne la méthode de calcul avec la SCM on considère comme cognat tout couple de 
mots présentant une sous-chaîne commune d'une longueur au moins égale à un certain 
pourcentage23 de la longueur du mot le plus long. Par exemple entre précipitation et 
precipitation, la plus longue sous-chaîne commune est p-r-c-i-p-i-t-a-t-i-o-n, soit 
12 caractères sur 13 ou 92 % de precipitation. Maintenant, en réutilisant le même couple de 
mots afin d'y appliquer le coefficient de Dice. Les sous-chaînes communes sont tout 
d'abord décomposées en bigrammes24 : pr-ci-ip-pi-it-ta-at-ti-io-on. Ces bigrammes sont 
ensuite utilisés pour effectuer le calcul montré à la Figure 2.4. 
21 Un token est une chaîne de caractères délimitée par des espaces. 
22 La différence;se situe au niveau de l'accentuation du mot français. 
23 Alinea considère, par défaut, tout couple de mots comme des cognats s'il « peut en extraire une sous-chaîne 
commune d'une longueur au moins égale à 66 % du mot le plus long» (Kraif2007) .. 
24 Bigramme : groupe de deux mots, de deux syllabes ou de deux caractères. 
Dice = 
2 * (pr-ci-ip-pi-it-ta-at-ti-io-on) 20 
----------- = -- = 0,77 
13+13 26 
Figure 2.4 : Calcul avec la formule modifiée de Dice (d'après Tiedemann 2003 : 17) 
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Avant de terminer, il est important de rappeler que 'pour limiter le bruit certaines 
précautions sont à prendre. Premièrement, en règle générale, on ne considère que les mots 
de 4 lettres et plus. Deuxièmement, il faut établir un seuil en deçà duquel les résultats ne 
sont pas considérés. 
2.1.2.3 Position des mots dans la phrase 
Pour améliorer l'alignement au niveau des mots, divers indices d'association 
peuvent être combinés. Par exemple, Ahrenberg et al. (1998), à partir des règles qui 
régissent la position des mots dans la phrase25 , attribuent un poids à chacun des couples de 
mots relevés à partir d'une paire de phrases alignées. Un couple dont la position est 
relativement identique par rapport aux mots qui les entourent de part et d'autre de 
l'alignement reçoit un score plus élevé qu'un couple présentant un écart de position 
important. L'indice de position des mots dans la phrase est considéré comme suffisamment 
fiable pour être utilisé dans de nombreux travaux (Kraif et Chen 2004; Tiedemann 2003). 
2.1.2.4 Parties du discours 
Pareillement, les parties du discours peuvent servir d'indices complémentaires pour 
améliorer l'alignement au niveau des mots. Étant donné que les équivalents traductionnels 
appartiennent souvent à la même partie du discours, Melamed (1995) explique qu'en se 
basant sur cette observation, il est possible, par exemple, d'implémenter un algorithme 
25 Pour certaines langues, comme l'anglais et le français, la position des mots n'est pas toujours libre dans la 
phrase, il existe un certain ordre entre eux. 
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pennettant de déceler les couples possédant la même partie· du discours et les couples 
appartenant à des catégories différentes. 
Notre description des indices d'association prend fm ICI, même s'il en existe 
plusieurs autres. Nous pensons par exemple à la distribution des mots dans le texte, aux 
dictionnaires bilingues accessibles par ordinateur (machine readable bilingual dictionary) 
ou aux informations syntaxiques. 
2.2 Acquisition automatique de termes 
Afin de faciliter la tâche des terminologues, les outils d'acquisition automatique de 
termes repèrent dans les corpus des chaînes de caractères ou des suites de chaînes de 
caractères susceptibles d'être des termes. Le progiciel TERMINO (David et Plante 1990) est 
le premier outil d'acquisition automatique de termes à avoir vu le jour. Parallèlement, à la 
même période ou même un peu avant, des chercheurs (Choueka 1988; Lebart et Salem 
1988; Church et Hanks 1990) ont mis au point différents systèmes statistiques de repérage 
de collocations dans les corpus. Ces techniques, bien qu'elles ne soient pas spécifiquement 
dédiées à l'extraction de termes, ont inspiré de nombreux travaux terminologiques. Par 
exemple, le calcul des segments répétés au sein d'un corpus brut (Lebart et Salem 1988) a 
servi d'amorce à plusieurs travaux portant sur la terminologie. 
Plusieurs auteurs (Cabré et al. 2001; Drouin 2002; Carrefio et al. 2006) classent les 
. méthodes d'acquisition de termes selon trois grandes catégories: linguistique, statistique, 
hybride (linguistique et statistique). Pour simplifier les choses, nous utilisons la même 
classification. Toutefois, il est à noter que ce découpage est à nuancer, car la plupart des 
outils font appel à plus d'une méthode. 
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2.2.1 Méthode linguistique 
Parmi les méthodes linguistiques utilisées pour extraire les termes, nous en 
présentons deux qui nous semblent les plus représentatives. 
David et Plante (1990), créateurs de TERMINO (maintenant connu sous le nom de . 
Nomino), font appel, entre autres, à des règles de désambiguïsation lexico-syntaxiques pour . 
extraire des syntagmes nominaux. Après avoir repéré les noms et leUr expansion26, le 
module procède à une désambiguïsation, puis il propose une liste de candidats jugés 
valides. Bourigault (1994), développeur de LEXTER, adopte quant à lui une stratégie 
différente. Une fois l'analyse syntaxique de surface effectuée, les termes sont isolés par des 
frontières, c'est-à-dire des éléments ne pouvant pas faire partie d'un terme: verbe 
conjugué, adverbe, conjonction, pronom, etc. 
2.2.2 Méthode statistique 
Afin d'identifier les termes, les approches à dominante statistique mettent en oeuvre 
diverses stratégies. L'outil ANA (Enguehard 1992), par exemple, détecte à partir de deux 
termes connus les associations récurrentes, ou encore, repère la cooccurrence d'un mot avec 
un terme connu. À l'aide de ce qu'il appelle le co-efficient of weir.dness, Alunad (1996) 
mesure la fréquence relative d'une chaîne de caractères dans un corpus spécialisé par 
rapport à un corpus de langue générale. Avec l'indice C-value, Frantzi (1998), quant à elle, 
mesure la fréquence d'apparition d'un candidat terme (CT) dans le corpus, la fréquence à 
laquelle il apparaît au sein de candidats termes plus longs, le nombre de ces candidats 
termes plus longs et la longueur, en terme de mots, du candidat terme. 
26 Toute chaine de caractères située après un nom et avant une frontière syntaxiquement marquée. 
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2.2.3 Méthode hybride 
Rapidement, les chercheurs se sont orientés vers des méthodes d'extraction 
hybrides. Comme son nom l'indique, cette méthode combine les approches statistique et 
linguistiq~e. Avec XTRAC~7, Smadja (1993) commence par les étapes statistiques avant de 
passer à l'étape linguistique: extraction de couples de mots qui se rencontrent 
fréquemment, extension de ces couples par identification d'enchaînements plus longs et 
enfin étiquetage des collocations au sein desquelles on peut trouver des termes. À l'inverse 
de Smadja, Daille (1994), créatrice du logicie;l ACABIT, commence par identifier des 
candidats termes à l'aide de patrons morphosyntaxiques28 sur un corpus préalablement 
étiqueté, la liste de CT obtenue est ensuite soumise à une série de filtres statistiques 
destinés à observer différentes propriétés: fréquence, critères d'association, diversité et 
mesures de distance. Pour extraire les candidats termes, Frantzi et Ananiadiou (1999), 
utilisent aussi la méthode des patrons morpho syntaxiques, mais elles se servent en plus 
d'une liste de suffixes spécifiques au domaine étudié. La valeur terminologique des CT est 
ensuite calculée selon la C-value évoquée en 2.2.2. TERMOSTAT, le logiciel conçu par 
Drouin (2002) que nous décrirons plus amplement dans la section 3.2.1, extrait tout d'abord 
des CT au moyen de patrons morphosyntaxiques. Après quoi, en s'appuyant sur une 
approche contrastive (mise en opposition de corpus spécialisés et non spécialisés) et à 
l'aide du calcul des spécificités, le système propose des candidats termes propres au corpus 
étudié. Enfin, le système TERMlNATOR mis au point par Patry et Langlais (2005) se 
27 Bien que conçu pour l'extraction des collocations, XTract peut être utilisé pour l'acquisition de tenues. 
28 Pour identifier les tenues complexes, certains logiciels repèrent des combinaisons de mots qui 
correspondent à des patrons morphosyntaxiques fondés sur la fonuation typique des syntagmes nominaux. 
Ainsi, en français, les tenues complexes se composent le plus souvent d'un nom suivi d'un adjectif 
(changement climatique), d'un nom suivi d'un nom (gaz traceur), d'un nom suivi d'une préposition et d'un 
nom (carotte de glace), etc. 
37 
distingue des extracteurs précédents par le recours à un corpus d'apprentissage et par 
l'exploitation d'un algorithme d'apprentissage automatique. L'extraction s'effectue en 
quatre phases: 1) entraînement sur corpus d'apprentissage; 2) étiquetage du corpus 
d'analyse; 3) extraction des candidats termes; 4) attribution d'un score et classification 
des CT. 
Les méthodes d'extraction qui viennent d'être évoquées très succinctement nous 
permettent déjà de comprendre que les approches à dominante linguistique ou statistique 
n'ayant pas toujours été suffisantes à elles seules nous sommes passés aux méthodes 
hybrides. Les systèmes linguistiques sont dépendants de la langue et, comme ils sont 
généralement conçus pour une langue en particulier, il est difficile de les adapter aux 
besoins d'un autre code linguistique. Les systèmes statistiques, quant à eux, en tentant de 
rester indépendants des langues, ne prennent pas en compte la nature linguistique des 
phénomènes observés. Enfin, si les systèmes hybrides ont grandement amélioré les 
performances des extracteurs, ils ne sont pas encore parfaits, ils sont également dépendants 
de la langue et le bruifet le silence restent encore importants. 
2.3 Extraction bilingue de termes à partir de corpus parallèles 
L'extraction de termes bilingue fait appel aux applications décrites dans les 
sections 2.1 et 2.2, soit l'alignement au niveau des phrases et au niveau des mots et 
l'acquisition automatique de termes. Les méthodes d'extraction bilingue de termes se 
distinguent des autres types d'alignement au niveau des mots du fait que l'on cherche à 
. isoler les termes spécifiques au corpus étudié. Sous certains aspects, c'est un avantage, car, 
comme on l'a vu dans la Figure 2.1, tous les mots d'une phrase ne peuvent être alignés. 
Toutefois, sous d'autres aspects, c'est un inconvénient. En effet, l'identification des termes 
et leur découpage posent des difficultés. 
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Selon Gaussier (2001) et Ozdowska et Bourigault (2004), les méthodes d'extraction 
bilingue de termes se divisent elles-mêmes selon trois approches. Pour les illustrer, nous 
avons repris la Figure 2.2, et à partir de la branche ayant recours à des heuristiques 
statistiques et à des ressources linguistiques, nous avons ajouté la branche Alignement de 
termei9 et ses sous-divisions (Figure 2.5). Dans la première approche (1), la plus classique, 
il s'agit, dans un premier temps, de repérer les termes dans le texte source et dans le texte 
cible, puis, dans un deuxième temps, de les apparier (Daille et al. 1994). Dans la deuxième 
approche (II), l'extraction des termes ne se fait que dans une langue, les termes de l'autre 
langue sont quant à eux identifiés au moment de l'alignement (Gaussier 1998). Enfin, dans 
la troisième approche (III), on commence par effectuer une analyse syntaxique parallèle des 
textes source et cible, puis on procède à ce que les auteurs nomment identification 
simultanée des termes (Wu 2000; Ozdowska et Bourigault 2004). Ici, nous aimerions faire 
remarquer que la division simplifiée que nous proposons des approches (Figure 2.5), tant 
pour l'alignement de mots et d'expressions que pour l'alignement de termes, est purement 
conventionnelle, dans la réalité leur découpage est beaucoup moins net. 
29 Expression empruntée à Bourigault et Jacquemin (2000 : 230). 
Approche à dominante statistique Approche ayant recours à des heuristiques 
statistiques et à des ressources linguistiques 
(1) Extraction des termes des textes source et cible; 
alignement 
(II) Extraction des termes dans une seule langue; 
alignement 
(III) Analyse parallèle des textes source et cible; 
identification simultanée des termes 
Figure 2.5: Graphique des types d'alignement dé mots et de termes 
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Dans les sections qui suivent, nous présentons par ordre chronologique des travaux 
sur l'extraction de termes bilingues en ne citant que ceux qui exploitent les corpus 
parallèles. 
2.3.1 Van der Eijk (1993) 
Dès l'introduction, van der Eijk (1993) annonce clairement l'objet de son étude: 
automatiser au maximum l'acquisition de listes bilingues de termes à partir de corpus 
parallèles. La méthode employée, qui se conforme à l'approche l, se déroule en deux 
étapes: prétraitement linguistique des textes sources et cibles afin d'extraire des termes, 
sélection statistique des syntagmes nominaux identifiés au prétraitement. 
Avant d'effectuer l'extraction de termes~ le corpus anglais et néerlandais de 
25 000 mots est soumis à un prétraitement. Il est tout d'abord analysé lexicalement et 
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aligné, au niveau des phrases, suivant la méthode de Gale et Church (1991). Puis, un 
étiquetage et une analyse syntaxique de surface sont effectués. Les candidats termes 
recherchés sont des syntagmes. nominaux dont les patrons sont basés sur l'anglais. Un 
algorithme de filtrage (pattern matching algorithm) considère comme terme potentiel toute 
séquence de zéro ou plus adjectif suivi par un nom ou plus (ainsi, des termes simples et 
complexes peuvent être identifiés). Van der Eijk a pris le parti de ne pas tenir compte des 
compléments et des modificateurs qui suivent Un nom. 
Afin d'extraire les syntagmes nominaux identifiés à l'étape précédente, des 
statistiques de cooccurrences sont mises en oeuvre (section 2.1.2.1). Pour atténuer le bruit, 
un seuil minimum et une mesure de la position des mots dans la phrase sont fixés 
(section 2.1.2.3). 
Dans son analyse des résultats, l'auteur fait état du rappeeo très faible qu'il attribue 
principalement à la différence de structure des deux langues. Étant donné que le niveau 
d'agglutination des composés est très différent entre l'anglais et le néerlandais, il est 
difficile d'apparier des CT tels que programm.e management et programmabeheer ou 
encore high speed data processing capability et snelle gevensverwerkingscapaciteit. 
Plusieurs variantes de la méthode ont été testées. L'alignement des syntagmes a donné de 
meilleurs résultats que l'appariement des termes simples. 
2.3.2 Dagan et Church (1994) 
Dagan et Church (1994) présentent TERMIGHT comme un outil semi-automatique 
utile aux traducteurs et aux terminologues pour identifier des candidats termes et leur 
30 Le rappel est égal au nombre d'alignements corrects par rapport au nombre d'alignements de référence. 
41 
traduction. La méthode proposée s'apparente à l'approche II puisque seuls les termes 
source sont extraits à la première étape. 
L'outil d'extraction repose sur l'étiquetage pour identifier les termes simples et 
complexes. Les termes complexes, de forme nominale, sont extraits à partir de patrons 
catégoriels qui peuvent être modifiés par l'utilisateur. En ce qui concerne l'extraction des 
termes simples, tous les mots ne faisant pas partie d'une liste d'exClusion sont considérés. 
Les candidats termes ainsi recueillis sont regroupés sous une même tête de syntagmes. Puis 
chacun des groupes est trié par ordre de fréquence décroissant. Les concepteurs, qui 
concèdent que cette façon d'opérer génère beaucoup de bruit, ont prévu une interface dans 
laquelle l'utilisateur peut procéder à une validation. 
En ce qui concerne l'extraction des équivalents, les auteurs émettent l'hypothèse 
qu'un alignement du corpus au niveau des mots est mieux adapté. La composante bilingue 
de TERMIGHT utilise ward _ align (Dagan et al. 1993). Ce système aligne les textes au niveau 
des mots en s'appuyant sur les données de sortie de char _ align31 (Church 1993) sur 
lesquelles il applique un algorithme inspiré du modèle 2 de Brown et al. (1993). En se 
basant sur l'alignement des mots, TERMIGHT identifie les traductions candidates de chaque 
terme source (un terme source peut avoir plusieurs traductions candidates). Ensuite, il 
. 
présente les traductions candidates de chaque terme source par ordre décroissant de 
fréquence. À l'aide du concordancier bilingue de TERMIGHT, l'utilisateur a le choix de 
valider les candidats termes ou de chercher les traductions manquantes. dans les 
concordances. 
31 Char _align, système d'alignement au niveau des phrases, se base sur l'observation de la longueur des 
phrases au niveau des caractères et les ressemblances superficielles (cognats). 
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Une évaluation du système a donné les résultats suivants: la bonne réponse était 
située à 40 % dans le premier choix des traductions candidates et à 7 % dans le deuxième. 
Les 53 % de bonnes réponses manquantes, se trouvaient quant à eux dans les concordances. 
2.3.3 Daille, Gaussier et Langé (1994) 
Selon Daille et al. (1994), dans le domaine technique, les termes les plus courants 
sont des syntagmes nominaux qui se traduisent par un nombre limité de patrons 
syntaxiques. sUr le principe de l'approche l, ils proposent un système qui fait appel à des 
connaissances linguistiques et à des modèles statistiques pour extraire une terminologie 
bilingue. 
À partir d'un corpus étiqueté, les candidats termes anglais et français sont extraits à 
l'aide de patrons syntaxiques de base (deux unités lexicales). Les patrons retenus en 
françàis sont les suivants: nom + adjectif (orbite géostatique), noml + nom2 (diode 
tunnel), noml + de (dét.) + nom2 (bande de fréquence), noml + préposition (dét.) + nom2 
(assignation à la demande). En anglais, les patrons sont: adjectif + nom (multiple access) 
et noml + nom2 (data transmission). À ces patrons de base, les concepteurs autorisent des 
variantes qui permettent de rendre compte de la surcomposition, de la modification et de la 
coordination. Les listes obtenues à partir des patrons morpho syntaxiques ne sont toutefois 
pas exemptes d'erreurs. Pour atténuer le bruit, plusieurs filtres ont été testés, les meilleurs 
résultats ont été obtenus avec la mesure de fréquence. 
Les CT sont appariés sur la base de techniques d'association des correspondances 
combinées à des méthodes d'identification des correspondances de patrons linguistiques. 
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Les auteurs annoncent un taux de précision32 d'environ 70 % sur une liste de plus de 
1 000 candidats tennes. 
2.3.4 Gaussier (1998) 
La démarche de Gaussier (1998) repose sur l'approche II, les candidats tennes ne 
sont extraits qu'à partir d'une seule langue. Dans son article, l'auteur rappelle que 
l'approche 1 s'appuie sur l'idée que les tennes complexes se correspondent d'une langue à 
l'autre, ce qui ne se vérifie malheureusement pas toujours33• Cette constatation expliquerait 
- . 
les faiblesses de l'approche 1. Ensuite, il émet l'hypothèse que les candidats tennes sont 
plus faciles à repérer en anglais (hypothèse principalement basée sur le fait qu'en français 
on utilise plus souvent qu'en anglais des mots grammaticaux pour construire des syntagmes 
nominaux). 
Pour extraire les CT anglais, un corpus parallèle de 1 000 paires de phrases a été 
étiqueté et lèmmatisé. Les candidats tennes anglais sont repérés à l'aide de patrons 
morpho syntaxiques. 
Les tennes français sont ensuite «devinés» au cours de l'alignement. Pour y 
parvenir, Gaussier utilise une technique basée sur les graphes qu'il appelle alignment flow 
networks. Cette méthode, qui lui pennet d'intégrer différents types de contraintes et de 
paramètres, consiste à découvrir le meilleur alignement des mots à l'intérieur d'une phrase. 
La méthode, se distingue des autres par les trois points suivants: 1) elle ne se base pas sur 
des patrons pour identifier les équivalents; 2) elle considère toute la phrase pour pennettre 
une certaine désambiguïsation; et 3) les probabilités d'association sont calculées à partir de 
l'ensemble du syntagme ou de chacun de ses constituants. 
32 La précision est égale au nombre d'alignements corrects par rapport au nombre d'alignements proposés. 
33 Voir Tableau 1.3 : Patrons de correspondances et de non-correspondances (d'après Gaussier 2001 : 173) 
44 
2.3.5 Hull (2001) 
À l'instar de Gaussier, Hull (2001) rejette l'approche l pour extraire les tennes en 
évoquant les mêmes raisons que lui, mais aussi parce que, selon l'auteur, les outils 
d'analyse et d'extraction de tennes ne sont pas de qualité identique en anglais et en 
français. 
TRINITY; un système qui fonctionnait suivant l'approche l, a donc été modifié pour 
être adapté sur le modèle de l'approche II. Le système procède en quatre étapes: extraction 
de candidats tennes sur le texte source anglais, validation et nonnalisation des CT extraits, 
repérage des équivalents dans le texte cible français, validation et nonnalisation des CT 
français. 
Pour l'extraction des candidats tennes en langue source, Hull utilise une approche 
statistique qui exploite la reconnaissance des segments répétés. Le résultat est validé 
manuellement. Les variantes sont regroupées et remplacées par une fonne canonique. 
Le repérage des candidats tennes français se fait à partir de l'identification dans le 
texte cible d'une séquence de mots susceptibles de contenir la traduction du tenne soUrce. 
L'algorithme d'alignement de TRINITY peut s'appliquer à tous les mots. Toutefois, pour .. 
l'acquisition de tennes, il ne se concentre que sur les mots pleins (nom, adjectif, verbe et 
adverbe) et laisse de côté les mots grammaticaux. Pour améliorer la perfonnance de 
l'alignement, les mots des textes sont lemmatisés afin de diminuer le nombre de fonnes à 
analyser. 
L'algorithme d'alignement employé repose sur trois suppositions. Premièrement, les 
tennes sources ne peuvent être modifiés puisqu'ils ont déjà été validés par des 
tenninologues. Deuxièmement, pour faciliter la compréhension au moment de la validation, 
la séquence de mots français ne doit pas être scindée. Troisièmement, les séquences de 
mots trop longues sont préférées aux séquences trop courtes, car il est plus facile de 
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nettoyer une séquence trop longue que de revernr dans le texte chercher les· parties 
manquantes d'une séquence trop courte. 
2.3.6 Névéol et Ozdowska (2005) 
Afin de procéder à une extraction bilingue de termes médicaux,. Névéol et 
Ozdowska (2005) ont recours à une méthode identique à celle décrite dans Ozdowska et 
Bourigault (2004) et Ozdowska (2004). Cette méthode fait appel à l'approche III, car elle 
est fondée sur une analyse syntaxique parallèle des phrases sources et sur une identification 
simultanée des candidats termes. Les auteures sont ainsi parvenues à enrichir la 
terminologie du CISMeF34 de 133 synonymes appartenant au domaine médical. 
L'étude, qui met en oeuvre une méthode « d'appariement par propagation 
syntaxique» (Névéol et Ozdowska 2005), est fondée à partir de l'hypothèse selon laquelle 
« les liaisons paradigmatiques peuvent aider à déterminer les relations syntagmatiques, et 
inversement» (Debili et Zribi 1996). Ainsi, comme l'explique Ozdowska: 
Si deux mots Tl; (protective, dans l'exemple) et T2p (protecteurs) sont appariés et s'il 
existe une relation de dépendance syntaxique entre Tl; (protectivè) et Tl j (clothing), 
d'une part, et entre T2p (protecteurs) et T2q (vêtements), d'autre part, alors Tl j (clothing) 
et T2q (vêtements) peuvent être appariés (d'après Ozdowska 2004i5• 
La Figure 2.6, d'après celle qUi est présentée dans l'article des auteures, illustre 
l'explication qui précède. 
34 Le CISMeF (Catalogue et Index des Sites Médicaux Francophones) est un catalogue qui indexe des 
ressources francophones spécialisées dans le domaine de la santé. 
35 Pour une meilleure compréhension, les exemples qui figUraient à l'origine dans l'explication ont été 
remplacés par ceux de la FigUre 2.6. 
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Use of adequate protective clothing . 
~
Port de vêtements protecteurs adéquats 
Figure 2.6: Propagation des liens d'appariement (d'après Névéol et Ozdowska 2005) 
L'acquisition des candidats termes s'effectue selon le scénario suivant: 1) analyse 
du corpus avec SYNTEX36; 2) identification de couples amorces; et 3) appariement local. 
1) Les corpus anglais-français du domaine médical (CISMeFlHansard37, 
RCp38), qui comptent à eux deux environ 970 000 mots, sont préalablement alignés 
automatiquement au niveau des phrases et étiquetés. Ensuite, les analyseurs anglais et 
français SYNTEX effectuent l'analyse en dépendance syntaxique de chaque phrase (sujet, 
objet direct et indirect, modificateur, etc.). 
2) L'étape de l'identification de couples amorces consiste à trouver des couples 
susceptibles de servir de point de départ à la propagation. Un couple amorce est constitué 
de deux mots en relation d'équivalence. Les couples amorces peuvent provenir de 
36 « L'analyseur syntaxique de corpus SYNTEX (Bourigault et Fabre, 1999) permet d'extraire d'un corpus une 
liste de noms et syntagmes nominaux, structurée par des relations de dépendance syntaxique. La fonction de 
cet analyseur est d'identifier des relations de dépendances entre mots et d'extraire d'un corpus des syntagmes 
(verbaux, nominaux, adjectivaux»). ERSS, Syntex, [en ligne]. http://www.irit.fr/RFIEC/syntexl (page 
consultée le 23 janvier 2008). 
37 Le Hansard (anglais-français) est un corpus juridique aligné composé de couples de phrases provenant des 
transcriptions des débats du parlement Canadien. Les textes retenus pour cette étude traitent du droit de la 
santé. 
38 Corpus constitué à partir de résumés des caractéristiques du produit (RCP) dans le cadre du projet 
PERTOMed (domaine principalement étudié: pharmacovigilance). 
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ressources lexicales externes, du repérage des cognats (section 2.1.2.2) ou de l'observation 
de la distribution des occurrences et des cooccurrences des unités à l'intérieur d'un corpus 
parallèle (section 2.1.2.1). 
~ 3) Les couples amorces ainsi obtenus servent à initier le processus 
d'appariement local (phrase à phrase) afin de découvrir les termes médicaux. 
L'appariement repose sur des règles de propagation39 préalablement établies. Dans cette 
étude, les règles sont fondées sur des mots simples. Par exemple, à partir du couple amorce 
protective/protecteurs, le lien d'équivalence est propagé vers clothing et vêtements .. 
L'appariement par propagation présente un taux de précision de 70 % pour un 
rappel de 57 %. Les auteures expliquent que ces résultats sont liés au taux de fréquence des 
termes analysés. Plus le taux de fréquence est élevé, plus la précision chute; et plus le taux 
de fréquence est bas, plus le rappel est faible. 
2.3.7 Gurrutxaga, Saralegi et Ugartetxea (2006) 
Les auteurs de cet article présentent ELExBI, un outil d'extraction terminologique 
bilingue pour l'espagnol et le basque. Ils partent du principe que l'acquisition automatique 
de termes est un cas particulier d'.extraction lexicale. Pour cette première expérience, ils 
39 Dans les travaux d'Ozdowska et Bourigault (2004), d'Ozdowska (2004) et de Névéol et Ozdowska (2005), 
les règles de propagation sont établies manuellement, ce qui nécessite une expertise humaine et du temps. 
Pour contourner ce problème, Ozdowska et Claveau (2005) appliquent à la méthode « d'appariement par 
propagation syntaxique» une technique d'apprentissage artificiel (programmation logique inductive (PLI)) 
pour inférer automatiquement des règles de propagation. Cette dernière méthode permet, entre autres, de 
faciliter l'identification des cas d'isomorphismes et de non-isomorphismes syntaxique entre les deux langues 
analysées. La PLI est une technique d'apprentissage automatique qui permet, dans le cas de l'étude 
d'Ozdowska et Claveau (2005) d'inférer des règles de propagation générales à partir d'exemples de 
propagation valides au sein de deux phrases alignées. Les règles inférées sont ensuite recherchées à travers 
l'ensemble des règles possibles afm de découvrir celles qui maximisent un score. 
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disposent d'une mémoire de traduction4o, c'est-à-dire que les alignements phrase à phrase 
sont en principe sûrs à 100 %. Dans de futurs travaux, ils envisagent de travailler sur des 
corpus parallèles. Adoptant l'approche l, ils se proposent d'extraire des termes simples 
(noms) et des syntagmes nominaux. 
Dans une première étape, ils procèdent à l'extraction automatique des candidats 
termes basques et espagnols. Les CT basques sont extraits à l'aide d'ERAUZTERM (Alegria 
et al. 2004). Cet outil, qui utilise des techniques linguistiques et statistiques, extrait les 
syntagmes nominaux, leur attribue une étiquette et les présente dans leur forme canonique. 
Pour les termes espagnols, l'extraction a été confiée à FREELING 2.1 (Carreras et al. 2004). 
L'extracteur repère les syntagmes nominaux candidats à partir d'une analyse de surface. 
La deuxième étape consiste à regrouper en paires de candidats termes (CT) les 
termes provenant d'un même segment de traduction. Les paires sont ensuite confiées à une 
base de données relationnelle. Le processus d'appariement est itératif et commence par 
l'algorithme qui repère des chaînes de caractères identiques, par exemple, extraccion de 
terminologia et terminologia-erauzketa. Les paires de CT partageant cette caractéristique 
sont alors retirées de la base de données. Un deuxième algorithme prend la relève pour 
identifier les cognats dont la sous-chaîne maximale (section 2.1.2.2) est supérieure à 0,8. 
Comme dans l'étape précédente, les paires de CT qui correspondent à cette valeur sont 
enlevées de la base de données. Enfin, les paires de CT restant sont appariées grâce à des 
mesures d'association, comme l'information mutuelle (MI), le rapport de vraisemblance ou 
log-likelihood ration (LR), le coefficient de Dice, etc. 
40 « Une mémoire de traduction est une base de données contenant des segments de texte ainsi que 
l'équivalent de ces segments dans une autre langue.» Wikipedia. L'encyclopédie libre, [en ligne]. 
http://fr.wikipedia.org/wiki/M%C3%A9moire_de_traduction (page consultée le 12 janvier 2008). 
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Les auteurs estiment que la précision est acceptable Gusqu'à 80 % avec l'indice 
LR), mais qu'elle pourrait être améliorée si, dans la détection des termes, les extracteurs de 
termes monolingues basques et espagnols étaient plus performants et s'ils se montraient de . 
valeur égale. Dans de futurs travaux, ils chercheront à implémenter un algorithme qui soit 
également capable d'extraire plus d'un équivalent pour chaque terme. 
2.4 Synthèse et conclusion 
En guise de synthèse, le Tableau 2.1 récapitule les travaux d'acquisition bilingue de 
termes décrits dans la section 2.3. 
Tableau 2.1 : Récapitulatif des travaux sur l'extraction de termes 
,'r",,:' 
··cc··">·.··,, 
1993 Van der Eijk 1 Analyse sémantique de surface et Syntagmes Termes 
extraction - alignement sur la base de nominaux simples 
statistique de cooccurrences et de (nom) 
mesures positionnelles au niveau de 
la phrase. 
1994 Dagan et II Extraction de termes source par Syntagmes Termes 
Church patrons catégoriels et par liste nominaux simples 
d'exclusion et validation- (nom, verbe, 
alignement avec word-align. adjectif, 
advc;rb~) 
1994 Daille et al. 1 Extraction par patrons catégoriels de Syntagmes 
CT anglais et français - alignement nominaux 
basé sur la cooccurrence et les 
patrons ll1V11'"V" y 11L<lA~y'ues. 
1998 Gaussier II Extraction par patrons catégoriels - Syntagmes 
alignement: recherche de flots nominaux 
maxima dans un réseau de flots. 
1998 Hull II Extraction statistique basée sur la syntagmes Termes 
reconnaissance des segments répétés nominaux simples 
- repérage des équivalents sur la base (nom, verbe, 
de la cooccurrence adjectif, 
adverbe) 
2005 Névéol et III Analyse syntaxique parallèle du Syntagmes Termes 
Ozdowska corpus - alignement par propagation nominaux simples 
".' llLClAly'ue (nom) 
2006 Gurrutxaga et 1 Extraction par patrons catégoriels - Syntagmes Termes 
al. alignement par cognation et nominaux simples 
cooccurrence (nom) 
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Pour conclure, dans le Chapitre 2, nous avons voulu montrer que l'acquisition 
automatique bilingue de termes à partir de corpus parallèles s'appuie principalement sur 
deux techniques, l'extraction monolingue de termes et l'alignement des textes parallèles. 
Or, comme nous l'avons vu, ces deux techniques peuvent être mise en oeuvre au moyen de 
diverses méthodes. Ainsi, l'originalité de chacun des travaux sur l'acquisition bilingue de 
termes présentés dans la section 2.3 repose sur la combinaison des méthodes choisies par 
les concepteurs. 
Depuis le début des années 1990, les progrès en matière d'acquisition bilingue de 
termes ont été remarquables, néanmoins, il reste toujours place à l'amélioration. Le bruit et 
le silence sont encore élevés, sans oublier que l'humain doit toujours intervenir de façon 
importante. 
De plus, sous l'influence d'une pratique terminographique traditionnelle (donnant 
lieu à des dictionnaires contenant beaucoup de syntagmes nominaux), les chercheurs 
s'intéressent principalement à l'extraction des syntagmes nominaux, car ceux-ci sont plus 
immédiatement accessibles par les systèmes d'extraction. En outre, dans ces études, on 
tient pour acquis que les syntagmes nominaux sont plus nombreux que les termes simples 
ou que les autres types de termes (adjectif, verbe, adverbe). Par exemple, sur les 
30 extracteurs recensés par Carrefio et L'Homme (2007) et Carrefio et al. (2007), sept 
systèmes seulement pouvaient extraire des termes simples. . 
Au passage, nous aimerions signaler qu'il existe des travaux d'acquisition de termes 
à partir de corpus comparables41 (Dejean et Gaussier 2002; Morin et al. 2004). Ces corpus 
sont constitués de textes traitant du même sujet, mais écrits dans différentes langues. En 
41 «Deux corpus de deux langues 1] et 1;; sont dits comparables s'il existe une sous-partie non négligeable du 
vocabulaire du corpus de langue 1], respectivement 1;;, dont la traduction se trouve dans le corpus de langue 12, 
respectivement 1] » (De jean et Gaussier 2002). 
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conséquence, on peut présumer que les textes qui les composent possèdent des termes dont 
les usages sont comparables entre les langues. Pour exploiter ces corpus, on utilise des 
méthodes statistiques qui se basent sur la similarité des contextes immédiats des termes. 
Pour terminer, comme nous l'avons signalé plus haut, en extraction bilingue de 
termes, on s'est penché soit sur les termes complexes seulement, soit sur les termes 
complexes et les termes simples. À notre connaissance, il n'y a pas eu d'étude effectuée 
uniquement sur des termes simples, ce qui rend notre travail d'autant plus intéressant et 
pertinent. 
) 
Chapitre 3 : Méthodologie 
Dans le présent chapitre, le cadre méthodologique adopté pour cette recherche est 
présenté en trois sections. La section 3.1 reprend étape par étape l'élaboration du corpus 
parallèle et son alignement. La section 3.2 s'emploie à décrire le logiciel d'acquisition 
automatique de termes TermoStat et les listes de candidats termes (CT) obtenues. Enfm, la 
section 3.3 décrit la méthode suivie pour l'analyse de 50 CT français et de leurs équivalents 
anglais. 
3.1 Constitution du corpus 
L'avènement d'Internet, en facilitant la constitution de corpus sous format 
numérique, a profondément modifié la pratique de la terminologie. En effet, le corpus, 
« ensemble de textes représentatifs du domaine [en vue d' en] décrire la terminologie» 
(L'Homme 2004: 123), constitue de nos·jours un matériau d'étude privilégié. Toutefois, 
pour être utile, selon les conseils de Bowker et Pearson, il doit être élaboré suivant les 
exigences du projet choisi. 
[ ... ] corpora are not merely random collections of texts but, rather, they are collections 
that have been put together according to specific criteria. These criteria are determined by 
your needs and by the goal ofyour project (Bowker et Pearson 2002 : 45). 
Dans les sections qui suivent, nous développons dans le détail les étapes qui ont 
mené à la mise en place du corpus parallèle Changement climatique. 
3.1.1 Critères de sélection des textes 
Notre corpus parallèle (anglais-français) se compose de textes se rapportant à un 
domaine qui prend de plus en plus le devant de la scène: le changement climatique. C'est 
pourquoi nous pensons que la constitution d'un corpus traitant de ce sujet peut être utile, 
non seulement pour ce travail de recherche, mais également pour des travaux futurs. Avant 
de. commencer la cueillette des textes, nous avons, à l'instar de nombreux chercheurs 
travaillant sur des corpus, établi une liste de critères de sélection. La nôtre, inspirée des 
'; 
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ouvrages de Bowker et Pearson (2002: 12-13,50-51) et de L'Homme (2004 : 126-127), se 
présente de la façon suivante: 
1. les auteurs des textes sources doivent être des spécialistes ou du moins des 
personnes connaissant très bien le domaine; 
2. les textes doivent provenir de sites Internet ou de publications reconnus dans 
le domaine; 
3. les textes doivent être diversifiés au niveau de la spécialisation (technique, 
scientifique, vulgarisé, etc.); 
4. les textes doivent provenir de différents types de documents (manuels, 
périodiques, sites Internet, etc.); 
5. l'équilibre entre la taille et le nombre de documents doit être respecté. 
Une fois ces critères de base établis, nous avons voulu que nos textes puissent être 
classés selon leur lieu d'origine, c'est-à-dire que nous désirions réunir suffisamment de 
textes provenant du Canada, de l'Union Européenne et d'organismes internationaux 
officiels comme l'UNESCO. 
Nous avons aussi tenu compte du fait que la collecte de textes parallèles est plus 
difficile à réaliser que celle de textes unilingues (V éronis 2000; Pearson 2000), car les 
sources électroniques multilingues où l'on peut recueillir des données parallèles fiables sont 
beaucoup moins nombreuses que les sources unilingues. À titre d'exemple, sur le site 
français de l'Agence européenne pour l'environnement42, on ne peut trouver que les 
résumés des documents sur l'environnement. Pour obtenir les textes intégraux, on nous 
redirige vers le site principal de l'Agence 43 qui est en anglais. Malheureusement, sur ce site, 
la très grande majorité des textes sont distribués dans cette langue seulement. 
42 Agence européenne pour J'environnement: http://Jocal.fr.eea.europa.eulabout_us 
43 European Environment Agency : http://www.eea.europa.eul 
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Après avoir consulté de's travaux antérieurs (Carrefio 2004; Lemay 2003), il nous 
semblait que, pour obtenir des listes de candidats termes intéressantes, le corpus anglais-
français devrait comporter au moins 350 000 mots par langue. 
3.1.2 Description des textes reten~s 
Pour créer le corpus Changement climatique, nous avons orienté principalement nos 
recherches vers les sites officiels bilingues ou multilingues. À l'occasion, ces sites 
indiquent des liens externes à partir desquels nous avons extrait quelques documents qui 
présentaient de l'intérêt. En ce qui concerne les ouvrages papier, nous n'en avons retenu 
qu'un, que nous décrirons plus loin. 
Les textes canadiens sont tous tirés du site du gouvernement fédéral, Environnement 
Canada, et s'adressent au grand public. Étant donné .que le français et l'anglais sont les 
langues officielles de ce pays, les sites canadiens offrent l'avantage de passer d'une langue 
à l'autre d'un simple clic et de présenter des textes bilingues structurés sur le même 
modèle. Par ailleurs, d'autres chercheurs ont utilisé les sites du gouvernement du Canada 
parce qu'ils se prêtent bien à là constitution des corpus parallèles (Névéol et 
Ozdowska 2005). 
Les documents de source européenne sont de provenances beaucoup plus 
diversifiées. Tout d'abord, nous avons trouvé des textes sur les sites officiels de l'Agence 
européenne pour l'environnement et d 'EUROP A. Les informations contenues sur ces pages 
Web s'adressent au grand public. Ensuite, nous avons obtenu un document en anglais et en 
français sur le site de Greenfacts, organisation sans but luçratif. Ce site s'est donné pour 
mission de vulgariser de façon objective l'information scientifique sur des questions 
d'environnement et de santé. Puis, sur L'Encyclopédie de l'Environnement Atmosphérique, 
site bilingue conçu pour les utilisateurs de tout âge, nous avons prélevé les chapitres 
Changement climatique et Réchauffement de la planète et nous avons laissé de côté les 
55 
parties qui n'étaient par directement liées à notre sujet. Enfin, pour le dernier couple de 
textes de ce groupe, nous avons numérisé l'ouvrage Le changement climatique et sa 
traduction Climate change (Jacques et Le Treut 2004, 2005 (Annexe A)). Les auteurs, 
directeurs de recherche au CNRS, s'investissent depuis plusieurs années dans la 
communication scientifique en publiant de nombreux ouvrages. Dans celui-ci, ils 
présentent, dans un langage accessible, la complexité de fonctionnement de la machine 
climatique. 
Les documents téléchargés des sites internationaux officiels proviennent de deux 
sources, mais ils sont de loin les plus nombreux. L'UNESCO propose sur son site Internet 
des magazines et des bulletins dans lesquels nous avons prélevé les articles se rapportant au 
~ 
domaine visé. Le site de l'IPCC (Intergovemmental Panelon Climate Change) ou GIEC44 
(Groupe d'experts intergouvernemental sur l'évolution du climat) offre des rapports à 
l'intention des décideurs et des scientifiques. 
Finalement, en plus des textes appartenant aux trois groupes énumérés ci-dessus, 
nous avons ajouté un document des États-Unis: le rapport «An Abrupt Climate Change 
Scenario and Its Implications for United States National» commandé par le Pentagone et sa 
traduction française. 
Pour conclure, bien qu'il ne soit pas toujours facile de connaître la langue source 
d'un texte (celle dans laquelle l'original est rédigé), nous pouvons quand même affirmer 
avec certitude que la très grande majorité de ceux que nous avons retenus a d'abord été 
écrite en anglais puis traduite en français. Le changement climatique (Jacques et Le Treut 
2004 (Annexe A)) est, à notre connaissance, le seul document dont la langue d'origine soit 
le français. 
44 À partir de ce point, chaque fois que nous parlerons de cet organisme nous lui donnerons son appellation 
française. 
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3.1.3 Récapitulation des critères de sélection de base 
Une fois les documents du corpus réunis, nous avons jugé bon de revenir sur les 
critères de sélection afin d'évaluer dans quelle mesure nous les avions respectés. Selon 
nous, tous les critères de base ont été satisfaits (Tableau 3.1). Bien entendu, on pourrait se 
demander s'il était justifié d'incorporer un si grand nombre de documents provenant du 
GIEC, soit 14 sur 31. Toutefois, étant donné que ces rapports sont devenus une référence 
incontournable dans le domaine et qu'ils sont cités à l'échelle internationale (presses, 
chercheurs, gouvernements, organismes, etc.), nous avons décidé d'en inclure un grand 
nombre dans le corpus. Par àilleurs, nous considérons que la terminologie contenue dans les 
textes du GIEC est la plus représentative de l'usage actuel de ce domaine. 
Tableau 3.1 : Récapitulatif des critères de sélection de base 
Les auteurs des textes sources doivent être des spécialistes ou du moins des ../ 
nPTc:nnnpc: connaissant très bien le domaine. 
2 Les textes doivent provenir de sites Internet ou de publications reconnus dans le ../ 
domaine. 
3 Les s au niveau de la spécialisation (technique, ../ 
différents types de documents (manuels, ../ 
3.1.4 Référencement des textes 
Dès qu'un texte est sélectionné, avant même qu'il ne soit prétraité, il doit être 
nommé et référencé .. 
Puisque nous voulions confier au logiciel Alinea l'alignement du corpus 
(section 3.1.7), nous avons suivi les indications de l'aide en ligne de cet outil pour nommer 
les fichiers. Ainsi, pour faciliter la reconnaissance du format, de la langue et des fichiers qui 
se correspondent, il est important de nommer les textes de la façon suivante: NOM.L 1.FFF 
et NOM.L2.FFF. Par exemple, dans le fichier chang_3europa . fr.txt: 
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• chang_ : indique que ce texte appartient au projet Changement climatique; 
• 3europa: est un préfixe quelconque commun aux deux fichiers (anglais-
français); 
• .fr: est un des codes langues sùr deux caractères (nonne ISO 639-1); 
• . txt : est une extension indiquant le fonnat. 
Afin de nous confonner au désir d'unifonnisation du processus de gestion des 
corpus du groupe ÉCLECTIK45, nous nous sommes alignée sur le modèle suggéré par 
Marshman (2003). Nous avons donc construit, dans une base de données Access, une table 
comportant 17 champs servant à consigner les infonnations pertinentes de chaque 
document (exemple de fonnulaire à la Figure 3.1). 
Figure 3.1 : Exemple de fonnulaire de la base de données des documents 
4S ÉCLECTIK est la composante « tenninologie » de l'Observatoire de linguistique Sens-Texte (OLST) de 
l'Université de Montréal. 
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Une bibliographie complète des textes français composant le corpus Changement 
climatique est présentée à l'Annexe A. 
3.1.5 Prétraitement 
Lors de l'élaboration d'un corpus, il faut également prendre en considération le 
format sous lequel un document est disponible (PDF, HTML, papier). En effet, pour la 
constitution d'un corpus, la conversion en texte brut d'ouvrages papier et de fichiers PDF 
exige un prétraitement beaucoup plus important que pour celle des pages HTML (Bowker 
et Pearson 2002: 6; L'Homme 2000: 179-182). Ainsi, les documents provenant du groupe 
canadien apparaissent généralement sous format HTML, rarement en PDF. Un seul texte du 
groupe européen provient d'un ouvrage papier, les autres sont accessibles sous format 
HTML ou PDF. Les textes issus des sites officiels internationaux et du rapport du 
Pentagone sont tous des fichiers PDF. 
À cause de l'ouvrage papier et du grand nombre de documents PDF retenus, nous 
avons dû procéder à un prétraitement assez important. Toutefois, il est à souligner que si 
nous nous étions· limitée aux textes HTML, nous aurions eu de la difficulté à réunir un 
corpus parallèle d'une taille suffisante, de plus il aurait fallu passer à côté de textes 
présentant un intérêt de premier plan. 
Le prétraitement des textes s'est effectué en trois étapes: 
1. éÜmination de la presque totalité des péritextes46; 
2. déplacement des éléments qui empêchent un bon ·alignement (ou élimination 
lorsque ce n'était pas possible de les déplacer); 
3. corrections dues aux erreurs de conversions de format. 
46 Ensemble des documents, notes, préface accompagnant un texte sans en faire partie (titre, préface, table des 
matières, bibliographie et listes des publications). 
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3.1.5.1 Élimination de la presque totalité des péritextes 
Premièrement, afin de ne pas gonfler inutilement le corpus, nous avons éliminé des 
textes les parties du péritexte ne présentant pas d'intérêt pour cette étude. Nous avons 
cependant conservé les quelques annexes se prés~ntant sous forme de texte. Dans les 
rapports du GIEC, le péritexte est particulièrement développé, principalement les préfaces 
qui sont consacrées aux rem'erciements adressés aux auteurs du document. À titre 
d'exemple, dans L'aviation et l'atmosphère planétaire, avant élimination du péritexte, on 
compte 13 307 mots et après: 8569. Ce qui représente une différence non négligeable de 
4738 mots. 
3.1.5.2 Déplacement des éléments qui empêchent un bon alignement (ou élimination 
lorsque ce n'était pas possible de les déplacer) 
Deuxièmement, nous avons soit éliminé, soit déplacé certains éléments qUI 
empêchent un bon alignement. Dans ce qui suit, nous présentons les opérations effectuées 
et nous en donnons les raisons : 
• Nous avons ôté les glossaires et les listes des acronymes et abréviations, car 
l'ordre alphabétique des termes empêche un alignement parfait (l'ordre des 
termes anglais ne suit pas celui des termes français). Nous avons toutefois 
placé ces éléments dans un répertoire afin de les incorporer à une base de 
données dans un travail futur. 
• Nous avons évité les encadrés, les graphiques, les figures ou les tableaux à 
cause du « décalage» des mises en page entre les textes anglais et français 
(les encadrés risquent de ne pas se trouver entre les mêmes paragraphes 
correspondants entre les deux langues). Par contre, les légendes ou textes 
compris dans ces données ont été copiés et collés en fin de texte dans le 
même ordre d'apparition pour les deux documents (anglais et français). 
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• Pour les notes de bas de page, nous avons procédé de la même manière que 
précédemment. Très souvent, les notes des textes français ne figurent pas sur 
les pages correspondantes des textes anglais. 
• Nous avons pris soin d'enlever les numéros de page. L'aligneur Alinea 
utilise, dans sa première phase d'alignement, les chaînes numériques (entre 
autres) pour créer des points d'ancrage47• Il est donc important de ne pas 
l'induire en erreur avec des données qui pourraient fausser l'alignement. 
Dans l'ouvrage Changement climatique, par exemple, le chapitre 3 
commence à la page 41 alors que, dans sa traduction, il commence à la 
page 47. 
• Nous avons supprimé les en-têtes et les pieds de page, car, lors du transfert 
en .txt, ils s'insèrent à l'intérieur des phrases qui chevauchent deux pages. 
Dans l'exemple qui suit, on reconnaît en caractère gras l'en-tête d'un rapport 
intercalé à l'intérieur d'une phrase: « Les options de politique pour 
L'aviation et l'atmosphère planétaire réduire davantage les émissions 
comprennent ... »(GIEC 1999) (Figure 3.2). 
47 Point d'ancrage: couple d'unités dont l'appariement est considéré comme fiable, entre lesquels les zones 
sont présumées alignées (Kraif 200 1 : DCXLIII) 
6 .. ~ Op/ions opérariOIl1lt'1l"5 
Des amélioratiolls dans la gestion dl/ trafic aérien (An .. !) et 
d'al/tres procédllres opération/lelles pOlllTaient réduire la con-
sommation de carburant aviar;ol/ de 8 il 18 pour cellt, La plus 
,L "aviation Ji l'at/tlOsphèle planérmm 
mOTeurs et dO/ls l'efficacité du s:l'stèllle de gestion du trafté 
aérien apporteront des avantages en\'irollllelllelltallx, malS 
ceux-ci Ile compenserollt pas entièremem les effels ,de 
l'augmentation des émissions rés/lltant de la croissance 
projetée de l '01';atiol1, ~1îêJ8malitiB.!IIâl 
1 Phrase chevauchant deux pages 1 
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1:1 
f:#iltli'.àvania&1mênii~~Dl7siao,;r.i,Îliihgm des règ le- Au nombre des mesures qui pourraient aussi être envisagées. 'il 
y a l'élimination des subventions ou Îllcitatifs ayant des con-
séquences négatives sw', l'environnement. et des programmes 
de recherche.' 
lI/enlS pllls rigoureux sùr les émissions des mOUJ/lrs 
d'aé/'Onefs, ! 'élimination des subvenrions et incItatifs qui 
om des conséquences nééaih'es sur l'em'i/'Onnement, des 
Figure 3.2: Exemple de phrase chevauchant deux pages dans laquelle l'en-tête s'insère au 
moment du transfert en .txt. 
• Enfin, étant donné que les PDF ont la particularité de terminer chacune de 
leur ligne par une marque de paragraphe (retour à la ligne), nous avons 
éliminé ceux qui nuisent à un bon alignement (Alinea utilise, par défaut, la 
marque de paragraphe pour la segmentation des phrasest8• Pour illustrer 
cette caractéristique, nous avons aligné un paragraphe tiré d'un PDF avant 
d'enlever les retours de chariot inutiles et après (Tableaux 3.2 et 3.3). Dans 
le Tableau 3.2, les phrases alignées sont incomplètes, alors que dans le 
Tableau 3.3, les mêmes phrases sont segmentées convenablement. 
48 Il est possible de modifier les fichiers de segmentation et de faire en sorte qu'Alinea n'utilise pas'la marque 
de paragraphe comme fin de phrases. Toutefois, cette modification entraîne des inconvénients pour les textes 
contenant de nombreux titres et listes. 
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Tableau 3.2: Paragraphe PDF aligné avec Alinea avant d'ôter les retours chariot 
Tableau 3.3 : Paragraphe PDF aligné avec Alinea après avoir ôté les retours de chariot 
3.1.5.3 Corrections dues aux erreurs de conversion de format 
Troisièmement, nous avons corrigé les erreurs créées lors de la conversion des 
formats. Si les documents HTML ne présentent pas plus de difficultés que la plupart de 
celles énumérées dans les points 3.1.5.1 et 3.1.5.2, il n'en va pas ainsi avec les PDF et les 
ouvrages papIer. 
En ce qui concerne la documentation papier, la qualité de la reconnaissance optique 
de caractères (ROC) varie selon les appareils ou selon les caractéristiques du texte à copier 
(type de caractères, qualité du papier, etc.). Il est par conséquent nécessaire de corriger les 
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coquilles produites lors de cette opération. Parfois, elles sont SI nombreuses qu'il est 
préférable d'écarter le document. 
Les documents PDF peuvent également présenter des problèmes de conversion49, 
par exemple : 
• il arrive qu'après les lettres th, jJ, fi, fi le reste du mot soit séparé par une 
espace: th e, eff ect, fi ows ; 
• les erreurs de conversion sont fréquentes: likeiy! au lieu de likely7; 
• des mots sont parfois réunis: usedfor, records.Instruments, sociétévont; 
• dans certains cas, des mots sont éclatés (toutes les lettres sont séparées par 
une espace) : coll e c t ive pic tu r e 0 f, au lieu de collective picture 
010• 
Lorsque nous avons corrigé ces erreurs à l'aide du correcteur orthographique de 
Word, nous avons pris la précaution de ne pas surcorriger. Nous voulions seulement 
éliminer les erreurs commises lors de la conversion. Par exemple, dans les textes d'origine, 
il arrive que les mots apparaissent sous des variantes orthographiques différentes de la 
langue sélectionnée par le correcteur: dewpoint, nighttime. Des coquilles se glissent parfois 
dans les textes originaux: disasasters, l'nfluence. Nous croyons que, pour un terminologue, 
ces variantes et ces coquilles constituent des indices précieux (origine et qualité des textes 
par exemple). 
Ce premier prétraitement terminé, il s'est révélé important de vérifier que les textes 
source et leur traduction soient organisés de la même façon afin de corriger les erreurs de 
copie (une page HTML peut par accident être rajoutée ou oubliée). Cette vérification sert 
en outre à détecter les différences structurelles entre les textes parallèles. Il peut arriver, 
49 Les documents PDF ont été convertis en .txt à l'aide du gratuiciel Adobe Reader 8. 
50 Le correcteur orthographique ne voit pas toutes les erreurs. 
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comme l'explique Pearson (2000: 56), que des phrases, VOIre des paragraphes, soient 
modifiés, déplacés ou carrément enlevés. Il va sans dire qu'un alignement trop 
dissemblable ne donne pas de bons résultats (V éronis 2000; Kraif 2007). En ce qui nous 
concerne, nous avons décidé de ne pas nous attarder sur le parallélisme au niveau des 
phrases51 , mais de le faire au niveau des paragraphes. 
Au cours du prétraitement, nous avons dû prendre de nombreuses décisions afin de 
permettre un bon alignement du corpus, la plupart de ces choix cependant n'affectent pas 
l'extracteur. Toutefois, si les nombreuses chaînes numériques et aJ.phanumériques qui 
jalonnent les textes scientifiques constituent des points d'ancrage idéaux pour Alinea, ils 
peuvent être un désavantage pour l'extraction. Cet inconvénient se traduit par du bruit. En 
présence d'une chaîne de caractères inconnue, l'étiqueteur morpho syntaxique attribut 
souvent la mauvaise étiquette. Par exemple, dans les corpus français et anglais, le couple de 
dates « 1975-1995 »est étiqueté comme un nom commun. 
À la fin du prétraitement, nous avons fait le décompte des mots dans Word, puis 
nous avons converti les fichiers dans le format nécessaire à chacun des logiciels utilisés. 
3.1.6 Taille du corpus 
Une fois finalisé, le corpus se compose donc de 31 paires de documents (anglais-
français) dont la taille varie entre 779 mots et 49 922 mots. Le nombre total de mots pour le 
sous-corpus anglais s'élève à 509 955 alors que le sous-corpus français en compte 604 787 
(Tableau 3.4). Les dates de parution des textes se situent entre 1997 et 2007, 6 documents 
ont été publiés avant 2000 et 25 à partir de cette date. 
51 Faire une vérification à un niveau de granularité aussi fin sur un corpus de cette taille, prendrait beaucoup 
trop de temps (dans ces conditions, cela reviendrait à pratiquement aligner le corpus manuellement). 
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Tableau 3.4 : Récapitulatif du nombre de documents et de la taille du corpus 
3.1.7 Alignement 
Avant de passer à l'extraction des candidats termes, nous avons procédé à 
l'alignement du corpus afin d'en vérifier la qualitë2. La section 3.1.7.1 décrit l' aligneur 
Alinea. La section 3.1.7.2 explique la façon dont le corpus a été aligné et examine les 
résultats obtenus. 
3.1.7.1 Description du logiciel Alinea 
« Alinea est un programme dédié à la constitution et à l'édition de corpus bilingues 
alignés» (Kraif 2007). Ce logiciel, qui s'adresse surtout aux chercheurs, est distribué 
gratuitement, mais n'est pas un logiciel libre. Son concepteur le présente comme «un 
produit de laboratoire, élaboré au fil des années en fonction d'expériences ponctuelles» 
(Kraif 2007). Alinea est par conséquent un logiciel en constante évolution (Tableau 3.5). 
Nous utilisons la version 3.53, soit la dernière version disponible au moment de cette étude. 
S2 Cette vérification supplémentaire, nous a permis par exemple de découvrir que, au cours de la collecte de 
textes parallèles sur Internet, nous avions oublié de copier les pages HTML correspondantes de certains 
textes. 
Tableau 3.5 : Fiche technique du logiciel Alinea 
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(maître de conférences au département 
pédagogique de l'Université Stendhal de 
dédié à la constitution et à l'édition de corpus 
Le logiciel Alinea cumule plusieurs fonctions: comparaison d'alignements et 
évaluation (précision et rappel), édition manuelle d'alignement, recherche complexe et 
concordance avec des critères bilingues, extraction de lexiques bilingues, alignement au 
niveau des phrases et au niveau des mots. Dans notre étude, nous traiterons ces trois 
dernières fonctions. 
Pour l'alignement au nI veau des phrases, Alinea utilise des méthodes reposant 
principalement sur des informations internes qui combinent diverses stratégies: chaînes de 
caractères identiques (transfuges)53, ressemblances superficielles (cognats), rapport des 
longueurs de phrases, calcul du meilleur chemin (algorithmes d'alignement). En utilisant 
les informations les plus fiables en premier et par un processus récursif (itératif), le 
programme converge vers un alignement de plus en plus précis. 
53 « Par transfuges, on désigne toutes les chaînes de caractères invariantes dans le passage à la traduction: les 
noms propres, les données numériques, certains sigles, les numéros de chapitre, etc. » (Kraif 200 1 : 252). 
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L'alignement au ruveau des mots est appelé extraction des correspondances 
lexicales par le concepteur (Kraif 2001 : 362), car il rejete le terme « alignement lexical» 
puisque la traduction unité à unité est impossible à ce niveau. Gref~nstette (2004) va dans le 
même sens et parle « d'appariement de mots ». Pour extraire les correspondances lexicales 
phrase à phrase, Alinea se base sur la probabilité de l'hypothèse nulle (PO) ou Nul! 
Hypothesis Approach en anglais (Kraif et Chen 2004) décrite au Chapitre 2, section 2.1.2.1. 
L'extraction des correspondances lexicales réalisée, il est ensuite possible d'extraire le 
lexique54 du corpus analysé à l'aide du module d'extraction du lexique. Ce module, conçu 
avant tout pour extraire tout le lexique d'un corpus, peut être paramétré pour filtrer les 
unités selon la partie du discours, le nombre d'occurrences, le pourcentage des occurrences, 
etc. 
Alinea accepte les formats texte brut (.txt) et textes segmentés (.txs, .ces, .XIp, 
CESAlign). Il exporte les fichiers d'alignement en format CESAlign, mais aussi en texte 
brut et en HTML. Alinea possède également une interface permettant de lancer l'étiqueteur 
morpho syntaxique TreeTagger (Schmid 1994), sans passer par la ligne de commande (à 
condition que TreeTagger soit installé sur l'ordinateur). L'aligneur peut amSI lire 
directement les sorties étiquetées par TreeTagger (forrilat .ttg). 
3.1.7.2 Alignement du corpus et résultats 
Nous avons procédé à deux alignements du corpus Changement climatique. Un 
premier projet a été créé sous format .txt et un deuxième sous format .ttg (étiqueté avec 
TreeTagger). Chacun de ces alignements présente des avantages, l~ premier se caractérise 
54 Ici, on entend l'ensemble des signifiants d'une langue LI et les équivalents d'une langue L 2 contenu dans le 
. corpus. 
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par une segmentation de granularité plus fine 55 , le deuxième pennet d'effectuer une 
extraction des correspondances lexicales moins bruitée, car il fait appel à un corpus 
étiqueté. 
L'alignement au niveau des phrases en .txt a généré 23 909 couples d'alignement et 
15 855 points d'ancrage. L'opération s'est effectuée rapidement: lecture des fichiers, 
extraction des points d'ancrage, alignement au niveau des phrases n'ont pris, à eux tous, 
qu'à peu près une demi-heure avec un ordinateur de 2.2 GHz, 1 GHz de RAM. Toutefois, le 
corpus en texte brut n'étant pas étiqueté, nous n'avons pas procédé à l'extraction des 
correspondances pour les raisons expliquées au paragraphe précédent. Comme les fichiers 
portent tous un même nom de projet, chang_ (section 3.1.4), nous avons construit le projet 
en définissant les fichiers sources et cibles à l'aide du caractère joker (*) de la façon 
suivante: chang*.fr.txt et chang*.en.txt. L'intérêt de cette opération réside dans le fait que 
chaque segment d'alignement est identifié selon le nom du fichier auquel il appartient. 
Ainsi, le segment 2061 qui porte l'identifiant [chang_llip-s2061] appartient au texte 
l1ipccbilan2001 du projet Changement climatique (Figure 3.3). La Figure 3.3, montre le 
Navigateur bitextuel d'Alinea pennettant de naviguer dans le corpus, d'y effectuer des 
recherches et de l'éditer. 
SS Les règles de segmentation appliquées sur fonnat .txt sont basées ~ partir de paramètres de segmentation 
propre à Alinea. Dans le cas du fonnat .ttg, la segmentation est prise en charge par TreeTagger qui met en 
œuvre des règles de segmentation moins fmes que celles d'Alinea. 
ln experimems where the atmosphenc greenhouse gas 
concentration is stabilised at twice its present day value, the 
North Atlantic THe is projected ta recover Irom initial weakaning 
wîthin one to several centuries 
J2\ 
The could coUopse entlroly in olther hemisphere If 
the rate of change in radiative forcing is large enough 
a~d applied long enough , 
indicate that a decrease olthe THe reduces its 
resilience ta perturbations, Le. ,a once reduced THe appears 
ta be less stable and a shut - down can become more likely . 
Figure 3.3 : Navigateur bitextuel d'Alinea 
•• n"rl."o •• où la concentration de gaz à effet de 
serre dans l'a1mosphère se stabilise à deux fois son niveau 
actuel, on prévoit que, dans l'Atlantique Nord, la circulation 
thermohaline se rétablira en l'espace d'un à plusieurs siècles. 
, .... 11.1I>:s2,.062 120,62\"" 
L. circulation thormohollne pourrait cependant 
disparaître complètement dans J'un ou l'autre des 
héml.Ph$td~ur peu que le taux de VIIriatlon du 
forçage 'soit assez élevé pendant une période 
suffisamment longue, 
1 indiquent qu'en s'atténuant. la circulation 
thermohaline d"';ent plus sensible aux perturbations et que 
cette instabilité peut contribuer à rendre sa disparition plus 
probeble . 
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. Étant donné que TreeTagger applique ses propres règles de segmentation, le projet 
sous fonnat .ttg n'a généré que 18396 couples d'alignement et 11 868 points d'ancrage, 
soit 5 513 alignements de moins qu'avec le projet en .txt. Ce nombre représente une 
différence de 23 %. À titre de, comparaison, les Tableaux 3.6 et 3.7 présentent 
respectivement un échantillon du corpus parallèle en .txt et en .ttg. Conline on peut 
l'observer, la sortie .txt présente quatre couples d'alignement alors que celle en .ttg n'en 
produit que deux. Le calcul des points d' ~crage, l'alignement et l'extraction lexicale, à eux 
trois, n'ont pas pris beaucoup plus de temps que pour le projet précédent. Cependant, le 
temps de lecture des fichiers est de beaucoup augmenté (plus ou moins cinq heures dans 
notre cas). 
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Tableau 3.6 : Échantillon du corpus parallèle sous fonnat .txt 
Tableau 3.7 : Échantillon du corpus parallèle sous fOmlat .ttg 
La qualité des alignements au ruveau des phrases se révèle très satisfaisante56 
(Figure 3.4 et Tableau 3.13, colonne 7), à condition bien sûr que les textes soient 
parfaitement parallèles, ce qui n'est, bien entendu, pas toujours le cas. Tout bien considéré, 
nous croyons que, si dès le départ, on prend soin de soumettre à un prétraitement soigné des 
textes, sans toutefois y mettre trop de temps, il faut quand même accepter une certaine 
56 Au terme d'une évaluation du logiciel Alinea, nous en sommes arrivée à la conclusion qu'Alinéa est aussi 
efficace que les systèmes les plus performants en ce qui concerne l'alignement au niveau des phrases. 
71 
marge d'erreur. L'extraction des correspondances lexicales phrase à phrase, quant à elle, 
présente plus de bruit, de toute façon elle ne nous est pas utile pour le type de travail que 
nous désirons effectuer57. Par contre, l'extraction du lexique présente de l'intérêt et une de 
ses sorties sera comparée aux résultats de notre analyse manuelle. 
~~1?;~~~~~~s~,~.~, 
meaningful to judge one level as being better or qu'un niveau est supérieur ou inférieur à un autre 
worse than another , independent of the context of 1 car chaque modèle peut être parfaitement adapté 
analysis . à J'étude d • une question donnée. 
r ..... "" .. '" .. fi' .. "1 Id Il k b 1 [c:hllil1l€J_10ip-s121 On recherche toujours un L"""'"'''''' ... vip-S ..... .! ea y , one see s a a ance rt' • 'l'b f' h t d 
h b - h t f th l' t t ' ce aln equi 1 re a ln que caque composan e u w ere y eac componen 0 e cima e sys em IS .' l" , . t' l' t dt' t 1 1 f d t ï sysLeme C Imatlque SOit represen ee avec e niveau 
represen e a an appropna e eve 0 e al . de détail voulu. 
[dlalfl!L10ip-s15} How to do this is the [chal'l~L10ip-s13] Ce difficile exercice relève de 
modeller's "art" . l ' «art» du modélisateur . 
[clHmçL10ip-s16] There is no methodological [chal1l~Ll0ip-s14] Il n ' ya pas de «recette» , 
crank to turn , although some overall principles are mais il convient d'observer certains principes 
clear ; généraux. 
[d'iarl!;L1mp-sl1] for example , it would be an [chan1lL1mp-s15] Par exemple, il serait peu 
inefficient use of computer resources to couple a efficace de coupler un modèle détaillé d'une partie . 
detailed model for some part of the system with du système ayant peu d'effet sur la question . 
little effect on the particular area oF concern to one étudiée avec un modèle représentant de manière 
with crudely represented physical processes that grossière .Ies processus physiques qui inAuent de 
dominates the model output. façon prépondérante sur les résultats obtenus. 
[dHm~L1mp-s181 Einstein once quipped that, [dt<m~L1mp-s16] Einstein pensait que «tout 
"everything should be as simple as possible, but devrait être aussi simple que possible 1 mais pas 
no simpler" . plus» . 
Figure 3.4: Échantillon d'alignement sous format HTML 
3.2 Extraction des candidats termes 
L'extraction, qui porte sur les candidats termes simples anglais et français (nom, 
adjectif, verbe, adverbe), a été confiée au logiciel d'acquisition automatique de 
termes TermoStat (Drouin 2002). Dans le chapitre qui suit, les listes française et anglaise de 
57 Dans l'évaluation du logiciel Alinea évoquée dans la note précédente, nous avons également évalué 
l'extraction des correspondances lexicales. 
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candidats termes générées par ce logiciel sont examinées et nettoyées. Mais auparavant, le 
système d'extraction est brièvement présenté. 
3.2.1 Description de l'extracteur TermoStat 
TermoStat (Tableau 3.8) s'appuie sur une approche contrastive, c'est-à-dire qu'il 
exploite une méthode de mise en opposition de corpus non spécialisés et spécialisés. La 
méthode part du principe que la comparaison d'un corpus de référence de grande taille 
(langue générale) à un corpus d'analyse (langue de spécialité) permet de faire ressortir les 
spécificités lexicales de ce dernier. La notion de « spécificité» renvoie à l'idée que dans un 
corpus spécialisé certains termes lui sont particuliers et apparaissent statistiquement plus 
souvent que dans un corpus de référence. 
Après avoir étiqueté le corpus à l'aide de TreeTagger, TermoStat peut extraire des 
candidats termes simples et complexes en se basant sur des patrons morpho syntaxiques. 
Ensuite, à partir d'une technique qui exploite ce que l'on nomme calcul des spécificités, 
TermoStat attribue à chacun des CT un indice de spécificité. Ainsi, grâce à ce calcul, 
TermoStat propose des candidats termes fortement susceptibles d'être étroitement liés à la 
terminologie du corpus analysé. Ce système, qui a déjà fait l'objet d'évaluations (Lemay 
2003; L'Homme 2004), a notamment été mis à contributions dans plusieurs travaux de 
recherche (Carrefio 2004; Carrière 2006). 
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Tableau 3.8 : Fiche technique du logiciel TermoStat 
~,;n"rt,,",pnt de linguistique et 
anglais, 
Le présent travail de recherche utilise deux corpus de référence non spécialisés 
comme point de comparaison pour l'acquisition des termes dans le corpus Changement 
climatique. Le premier a été compilé à partir d'articles parus en 1989 dans le quotidien The 
gazette et comporte environ 7 millions d'occurrences. Le deuxième est c~mstitué par des 
articles parus dans le journal Le Monde en 2002 et compte à peu près 30 millions de mots. 
En entrée, il faut prendre soin de soumettre à TermoStat le corpus sous format texte 
brut. Le système confie alors ce dernier à TreeTagger pour étiquetage et lemmatisation. 
Puis il procède à l'extraction proprement dite. Une fois l'opération terminée, l'interface 
Web du logiciel affiche le résultat sur une page HTML (Figure 3.5). 
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Figure 3.5 : Échantillon de l'acquisition de CT du corpus Changement climatique 
Le logiciel donne accès aux informations suivantes: 
• fréquence des candidats termes (CT) dans le corpus d'analyse; 
• CT lernmatisé relié à ses contextes par hyperlien; 
• variantes flexionnelles du CT présentes dans le corpus; 
• poids de chaque CT (plus la valeur est élevée, plus le CT est spécifi.que au 
corpus). 
Enfin pour terminer, il est à noter que, sur l'interface offerte gratuitement sur 
Internet, TermoStat génère des listes contenant à la fois des candidats termes simples et 
complexes. Il est cependant possible en contactant le concepteur du système, d'adapter les 
requêtes en fonction des besoins d'un projet donné. À titre d'exemple, pour notre étude, 
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TennoStat a été paramétré pour extraire seulement les noms, les adjectifs, les verbes et les 
adverbes. 
3.2.2 Examen et nettoyage des listes de CT (anglais-français) 
Dans les sections qui suivent, nous examinons les listes françaises et anglaises de 
CT simples afin de nous familiariser avec leur contenu et les nettoyer. Pour notre étude, une 
liste nettoyée est une liste de CT brute à laquelle nous n'avons enlevé que les CT 
n'appartenant pas à une des parties du discours définies dans les paramètres de 
l'extraction (nom, adjectif, verbe, adverbe). Ici, nous aimerions rappeler que cette étude 
n'est pas à caractère nonnatif, mais descriptif. Étant donné que nous nous situons en amont 
de la validation, les candidats tennes contenus dans les listes d'extraction n'ont pas fait 
l'objet d'une analyse terminologique. 
Les erreurs qui causent du bruit sont classées de la façon suivante : 
1. erreurs contenues dans les textes avant prétraitement (coquilles, passages non 
traduits, etc.); 
2. erreurs de prétraitement (reconnaissance imparfaite de caractères, CT avec appel 
de note, etc.); 
3. erreurs c0rn.IIlÎ3'es par les systèmes (mauvaise partie du discours, problème de 
segmentation, double lemmatisation en raison d'une ambiguïté lexicale, CT 
tronqué). 
Pour examiner, ordonner et nettoyer les listes, TennoStat n'étant pas conçu pour ces 
tâches, les résultats de l'extraction ont été importés dans des fichiers Excel. En plus des 
quatre colonnes contenant les données énumérées au point 3.2.1, le fichier Excel en 
présente trois de plus (Figure 3.6) : 
• la colonne A indique le rang (le rang 1 correspond au plus haut score obtenu par 
un CT); 
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• la colonne C est utilisée pour y inscrire la partie du discours à laquelle appartient 
le CT; 
• la colonne G reçoit les commentaires éventuels. 
Figure 3.6 : Exemple de la liste de CT français importée dans Excèl 
3.2.2.1 Exemples d'erreurs retirées des deux listes 
Les erreurs que nous avons retirées sont pratiquement du même type dans les deux 
listes. En outre, elles sont, à peu de chose près, semblables à celles qui ont été enlevées de 
la liste de candidats adjectifs étudiée par Carrière (2006 : 60-61). Les candidats que nous 
avons élimip.és ont été classés selon les catégories suivantes : 
1. coquille: programmmes, cetaines, combusion, fasisant, efffet, etc.; 
2. mots non traduits (ex., un paragraphe n'a pas été traduit en français): 
contributing, induce, soils, etc.; 
3. CT avec appel de note accolé: température5, établi6, globe9, likely20, etc.; 
4. erreur de conversion de fichier: twodimentional, i 'altération, està, etc.; 
5. problème de segmentation: world 's, earth 's, puisqu'il, puisqu'un, etc.; 
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6. double lemmatisation en raIson d'une ambiguïté lexicale: convenir 1 convier, 
accroirelaccroître, etc.; 
7. Chaîne numérique et alphanumérique, mots vides: mais, g, h, e, -1150, $, etc.; 
8. chiffre romain: ix, xviiie, v, etc.; 
9. partie de titre anglais: climate, proposais, the, etc.; 
10. partie d'adresse Internet: http, www.grida. unetonne, etc.; 
Il. nom propre: aristotle, atlantic, hadleycentre, jésus, etc.; 
12. nom étranger/latin/grec: màrinus, klima, elaphus, etc.; 
13. CT tronqué : thermo, 1 pre, sub, etc. 
3.2.2.2 Résultats du nettoyage de la liste de CT français 
La liste française contient 3 703 CT dont le poids est égal ou supérieur à 3,09. 
TermoStat est généralement configuré pour n'extraire que des CT dont le poids est 
supérieur à 3,09 afin, comme l'explique Drouin : 
[ ... ] de ne retenir que les formes intéressantes et très significatives, nous nous attardons 
sur celles dont les valeurs-tests sont supérieures à 3,09, comme le suggèrent Lebart et 
Salem (1994: 183). L'adoption de ce seuil nous permet d'assurer .qu'il n'y a que 
1 chance sur 1 000 que la fréquence observée dans le texte CA, soit due au hasard 
(Drouin 2002 : 148). 
Sur 3 703 CT, il a été écarté 915 candidats n'appartenant pas à l'une des parties du 
discours désirées. Le Tableau 3.9 donne un aperçu du nombre des erreurs relevées dans la 
liste de CT français. L'extraction française compte 989 hapax58, sur ce nombre, 599 ont été 
.éliminés (tous ces hapax sont situés en fin de liste, c'est-à-dire que ce sont des CT 
présentant les scores les moins élevés). Nous avons constaté que TermoStat est très sensible 
58 Mot, forme, emploi dont on ne peut relever qu'un exemple dans un corpus défmi (Terrnium 2007). 
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aux occurrences peu fréquentes. Par exemple, dans le corpus français, un paragraphe 
anglais de 127 mots n'avait pas été traduit, TennoStat en a extrait 31 candidats. 
Tableau 3.9 : Catégories et nombre d'erreurs relevées dans la liste de CT française 
3.2.2.3 Résultat du nettoyage de la liste de CT anglais 
La liste anglaise contient 2 906 CT dont le poids est égal ou supérieur à 3,09. Les 
candidats éliminés sont au nombre de 290. Par ailleurs, l'extraction en anglais n'a présenté 
que des candidats possédant un minimum de deux occurrences (contrairement à la liste 
française, il n'y a pas d'hapax). Le Tableau 3.10 donne un aperçu du nombre des erreurs 
relevées dans la liste de CT anglais. 
79 
Tableau 3.10: Catégories. et nombre d'erreurs relevées dans la liste de CT anglaise . 
3.2.2.4 Comparaison entre les deux listes 
Lorsqu'on compare les deux listes, une première constatation s'impose: la liste 
anglaise compte moins de CT que la française. Ensuite, la liste anglaise ne comporte pas 
d'hapax. 
Deuxième observation: il a été enlevé beaucoup moins de CT de la liste anglaise 
que de la liste française, 290 contre 915. Le fait qu'il n'y ait pas d'hapax dans la première 
explique en grande partie le résultat de la seconde. Comme nous l'avons vu à la section 
3.2.2.2,599 hapax ont été éliminés de la liste française. Ainsi, en angiais,·les coquilles, les 
erreurs de copie et les CT avec appel de note sont beaucoup moins nombreux puisqu'en 
général ils ne produisent qu'une fois. 
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Nous avons également remarqué que dans les deux extractions (anglais français), 
les erreurs les plus fréquentes sont attribuables à l'étiqueteur, ce qui est tout à fait nonual 
compte tenu du fait que ce système sert de point de départ lors du lancement de 
l'extraction. 
Dernière constatation, il existe dans les deux listes de nombreux doublons. Environ 
124 paires en français et 80 en anglais. Nous avons identifié deux types de doublons. Le 
premier est causé par des erreurs d'étiquetage. Par exemple, dans la liste, il y a deux CT 
beaucoup, un est étiqueté adverbe et l'autre nom. Le deuxième type se produit au moment 
de la lemmatisation. Lorsque le module de lemmatisation de TreeTagger rencontre des 
tenues qui lui sont inconnus au pluriel, il ne les ramène pas sous leur fonue canonique et 
les laisse tels quels, par exemple, nous avons les CT écozone et écozones. 
Enfin pour tenuiner, toute liste de candidats tenues comporte inévitablement une 
certaine quantité de bruit. S'il n'est pas encore envisageable d'éviter certaines erreurs, 
d'autres pourraient l'être. À la suite de l'analyse de nos résultats, nous pensons qu'un 
prétraitement automatique du corpus pourrait corriger un certain nombre de ces problèmes. 
Nous pourrions, par exemple, séparer des mots les appels de notes, les symboles ($, %, 
§, ~), etc. I1 serait également possible de procéder à un post-traitement du corpus étiqueté 
pour corriger les erreurs d'étiquetage les plus fréquentes. 
3.3 Analyse des listes de CT (anglais - français) 
Dans cette section, nous présentons la méthode suivie pour analyser les listes 
d'extraction des candidats tenues français et anglais. Pour cela, nous avons procédé en trois 
grandes étapes: 1) identification manuelle et analyse des équivalents anglais de 50 CT 
français; 2) repérage de la position des équivalents dans la liste d'extraction anglaise et 
calcul de l'écart entre la position des CT français et leurs équivalents; 3) recours au module 
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d'extraction du lexique d'Alinea pour extraire les 50 CT et leur équivalents et comparaison 
de la liste produite avec celle recueillie manuellement. 
Avant de continuer, nous voudrions préciser deux points importants. Premièrement, 
nous avons travaillé du français vers l'anglais et les équivalents anglais identifiés sont ceux 
qui apparaissent dans le corpus. Deuxièmement, étant donné qu'ils n'ont pas reçu de statut 
terminologique définitif, les 50 CT français sélectionnés sont susceptibles d'être des termes 
simples, des têtes de syntagme, des modificateurs, ou èncore des non-termes. 
3.3.1 Identification des équivalents anglais 
Dans le but d'identifier, de classer et de décrire les équivalents anglais des 50 CT 
français choisis, nous avons suivi les cinq étapes décrites dans les sections 3.3.1.1 à 3.3.1.5. 
3.3.1.1 Sélection des candidats termes français 
Comme il n'est pas possible dans le cadre de ce projet d'analyser tous les candidats 
termes français, nous avons .choisi 50 CT à partir du début de la.1iste d'extraction, c'est-à-
dire les CT dont le poids est le plus élevé. Comme déjà souligné dans la section 3.2.1, plus 
la valeur du poids du CT est élevée, plus le CT est spécifique au corpus, ainsi les CT 
étudiés sont ceux qui sont les plus susceptibles d'être des termes propres au changement 
climatique. Dans le Tableau 3.11, nous présentons les 50 CT sélectionnés. Les colonnes 
indiquent, dans l'ordre, le rang du CT59, son lemme, sa fréquence, son poids, ses variantes 
lexicales et enfin la partie dùdiscours à laquelle il appartient. 
59 On remarquera que les CT sont numérotés jusqu'à 53. Cela s'explique par le fait qu'au nettoyage nous 
avons éliminé trois CT, ceux occupant le 24e rang « 0 » (symbole de degré), le 40e rang « ci» (celle-ci, 
ci-devant, etc.) et le 51 e rang « ppmv » (parties par million en volume), puisque ces CT ne sont pas des unités 
lexicales. 
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Tableau 3.11 : CT sélectionnés pour l'analyse des listes d'extraction 
~al.·. " . , ,,,-
1 climatique 3119 344,4702059 limatique adjectif 
Po liTllatiques 
2 If'nt 3355 277,3368913 _bU nom 
3 émission 2879 235,015075 émissions nom 
Émissions 
4 température 1645 234,0683266 température nom 
températures 
LtaufÏÉrature61 
5 carbone 1310 224,3403321 carbone nom 
carbones 
6 climat 1994 222,1082775 climat nom 
climats 
7 serre 1313 216,4735229 serre nom 
8 gaz 1770 203,1951586 gaz nom 
9 réchauffement 963 187,5599764 réchauffement nom 
réchauffements 
rÉchauffement 
10 forçage 782 182,6514886 fnrPolllYes nom 
11 C02 819 176,7313482 C02 nom 
12 atmosphère 1195 172,097235 ::~~~r: nom 
13 ration 1111 170,0628744 
''' .. V11;> nom 
14 effet 3091 . 163,19259 effet nom 
effets 
15 aérosol 624 159,6186728 aéro~s nom 
16 écosystème 642 155,6772825 écosystèmes nom 
Écosystèmes 
ÉcosystÈmes 
17 atténuation 580 155,4898995, nom 
18 scénario 1373 152,6789183 scénarios nom 
scÉnarios 
19 ;n~·'rI",n~", 627 145,3996366 in l';rI f'n l'f' " nom 
20 océan 810 144,2312509 océans nom 
21 modèle 1679 139,0221151 modèles nom 
60 Nous avons observé que le logiciel commet des erreurs dans son fichier de sortie. La plupart du temps, 
, 
lorsqu'il ne propose que la variante au pluriel, la variante au singulier devrait également être présente (ce qui 
se vérifie en consultant les contextes proposés par TermoStat). 
61 Les variantes avec des majuscules sont probablement attribuables à une incompatibilité entre les différents 
jeux de caractères utilisés dans les fichiers. 
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22 élévation 535 139,0083139 élévation nom 
élévations 
Élévation 
23 radiatif 437 136,5790928 radiatif adjectif 
radiatifs 
radiatives 
25 atmosphérique 490 131,0083631 atmosphériques adjectif 
26 variation 704 129,5251035 variations nom 
27 l'féciPitation 543 126,4611336 précipitations nom 
28 variabilité 362 122,6647497 variabilité nom 
variabilités 
29 dioxyde 394 121,0837139 dioxyde nom 
30 surface 838 120,9979664 surface nom 
surfaces 
31 ozone 394 119,2815577 ozone nom 
32 échelle 690 115,4716948 échelles nom 
33 stabilisation 437 115,399.72 stabilisation nom 
stabilisations 
34 eau 1439 112,151936 eau nom 
eaux 
35 anthropique 289 109,7520395 anthropiques adjectif 
36 augmentation 1050 109,7254122 augmentation nom 
augmentations 
37 océanique 311 105,1022137 océaniques adjectif 
38 coût 1017 101,1446987 coût nom 
coûts 
39 fossile 303 99,65303493 fossiles adjectif 
41 adaptation 611 97,35966773 adaptation nom 
adaptations 
42 latitude 330 96,9300139 latitude nom 
latitudes 
43 naturel 806 96,74779221 naturelle adjectif 
naturels 
naturelles 
44 combustible 325 96,58539107 combustibles nom 
45 évaluation 588 95,15224033 évaluation nom 
évaluations 
Évaluation 
Évaluations 
46 côtier 294 93,10451226 côtières adjectif 
côtiers 
cÔtiÈres 
47 niveau 1312 91,50472368 niveaux nom 
48 -réduction 793 90,18969156 réduction nom 
réductions 
49 piégeage 193 90,01027058 piégeage nom 
50 météorologique 276 89,64142076 météorologiques adjectif 
52 glaciaire 226 88,60768818 Glaciaires adjectif 
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53] mer 952] 87,83363682] :~~s . nom 
À la lecture du Tableau 3.11, on notera que nous avons conservé le CT CO2• Cette 
abréviation étant employée majoritairement dans notre corpus comme un nom commun 
(avec un déterminant), nous avons jugé bon de la garder. Parmi les 50 CT sélectionnés, 
nous comptons 40 noms, 10 adjectifs, 0 verbe et 0 adverbe62 . 
3.3.1.2 Sélection des paires de contextes (anglais-français) 
Pour identifier les équivalents anglais des CT français, depuis Alinea, nous avons 
exporté, pour chacun des CT étudiés, toutes les paires de contextes dans un fichier Excel. 
Comme ces contextes sont très nombreux, nous avons ensuite sélectionné un maximum de 
310 paires de contextes par CT. Le chiffre 310 s'explique par le fait que le corpus compte 
31 paires de textes et que nous avons pris, au hasard (au début, au milieu ou la frn de 
chaque texte), un bloc contenant un maximum de 10 paires de contextes par paire de textes. 
Concrètement, pour le CT climatique, dont la fréquence est de 3119 et qui apparaît dans 
31 paires de textes, nous avons prélevé, dans chacun de ces textes, 10 paires de contextes, 
. . 
pour un total de 310. Le CT forçage, dont la fréquence est de 782, quant à lui, apparaît dans 
14 paires de textes, nous avons donc pris, dans ces 14 textes jusqu'à 10 paires de contextes 
et nous avons obtenu 98 contextes. Si dans ce dernier exemple, nous n'avons pas rassemblé 
les 140 paires de contextes attendues, c'est parce que certains documents présentent moins 
de 10 paires de contextes. Le Tableau 3.13, présente, pour chacun des CT, dans la 
2e colonne, le nombre de paires de textes dans lequel il est présent; et, dans la 3e colonne, le 
nombre de paires de contextes sélectionnées. Le nombre total de contextes analysés s'élève 
à 9 283, ce qui donne une moyenne de 186 contextes par CT. 
62 Les verbes est les adverbes apparaissent plus loin dans la liste d'extraction. 
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3.3.1.3 Sélection des occurrences des candidats termes 
Lorsque les paires de contextes ont été choisies, avec collage spécial (texte sans 
mise en forme), nous les avons exportées vers Word, puis converties en tableau de deux 
colonnes. Nous avons comptabilisé toutes les occurrences du CT mis en gras (parfois, un 
contexte contient plus d'une occurrence du CT étudié). La 4e colonne du Tableau 3.13 
indique le nombre d'occurrences pour chaque CT avant analyse. Au cours de l'analyse, 
nous avons rejeté toutes les occurrences apparaissant dans des contextes mal alignées. 
Parfois, c'était toute la paire de contextes qui était mal alignée; d'autres fois, ce n'était 
qu'une partie de la paire. Dans l'exemple du Tableau 3.12, la partie en gris du contexte 
français n'est pas rendue dans le contexte anglais. 
Tableau 3.12: Exemple d'alignement partiel 
changjac1-s24445 A vast number of socio - changjac1-s23886 changjacl-s23887 Un vaste 
economic models were used by the IPCC to defme ensemble de modèles socio - économiques a été 
scenarios for the evolution of temperature without utilisé par le GIEC pour décrire les scénarios d ' 
attaching to any one ofthem a greater probability of évolution de la température sans attacher à aucun d ' 
occurrence . d'occurrence . 
Une fois l'analyse terminée, nous avons comptabilisé les occurrences analysées, les 
résultats figurent dans la 5e colonne du Tableau 3.13. Ainsi, à la fin de l'analyse du CT 
climatique, nous avons obtenu des résultats pour 322 occurrences sur 326 et pour le CT 
forçage, 111 occurrences sur 118. Dans la 6e colonne, nous indiquons le nombre 
d'occurrences mal alignées et, dans la 7e colonne, le pourcentage d'occurrences bien 
alignées. La moyenne des occurrences bien alignées avec leur équivalent s'élève à 98 %. 
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Tableau 3.13 : Récapitulatif de la sélection des contextes et de l'analyse des occurrences 
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3.3.1.4 Identification des équivalents anglais 
Afin de répertorier les équivalents anglais, pour chaque CT français, nous avons pris 
en note toutes les formes sous lesquelles le CT français était rendu dans les contextes 
anglais correspondants et nous les avons comptabilisés. Les observations les plus 
pertinentes étaient consignées dans une fiche d'analyse attribuée à chaque CT. Le 
tableau 3.14 montre en exemple la fiche du CT atmosphère. On notera que le total des 
occurrences analysées est de 253, alors qu'au départ (Tableau 3.13) elles étaient au nombre 
de 256, cela s'explique par le fait que 3 occurrences pour ce CT étaient mal alignées (voir 
explications section 3.3.1.3). Au cours de l'analyse, chaque fois que nous avons compté 
4 occurrences ou plus d'un même équivalent anglais, nous l'avons placé dans son propre 
enregistrement, ce qui faisait de lui un équivalents attesté. Autrement dit, les équivalents 
présents 3 fois ou moins n'ont pas été acceptés comme équivalents attestés et ont été placés 
dans la catégorie autre du tableau d'analyse avec les cas d'anaphore, d'abréviation d'une 
lettre et d'omission (Tableau 3.14). Toutefois, nous tenons à souligner que nous ne 
prétendons pas que les équivalents placés dans la section autre ne sont pas valables. Par 
ailleurs, dans cette étude, nous appelons équivalent privilégié (placé en tête de la première 
colonne) l'équivalent d'un CT qui possède le plus d'occurrences dans la fiche d'analyse. 
Dans le Tableau 3.14, l'équivalent atmosphere est donc l'équivalent privilégié, car il 
présente le plus d'occurrences. 
Tableau 3.14: Fiche d'analyse du CT atmosphère 
Zone des équivalents 
attestées de 4 occurrences 
ou plus 
3 occurrences ou moins, 
équivalent absent, 
anaphore Total des occurrences 
analysées 
3.3.1.5 Classification des CT par type d'équivalent 
Exemple d'emploi 
des équivalents 
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en tire, 
and 
and 
Afin de faciliter la description des CT français et leurs équivalents anglais, nous 
avons choisi de diviser les CT en deux grandes catégories: l) les CT avec un seul 
équivalent; et 2) les CT avec plusieurs équivalents. Ces deux catégories sont elles-mêmes 
sous-divisées en fonction de la partie du discours à laquelle appartient l'équivalent ou de la 
forme (terme simple/terme complexe) qu'il prend. Pour construire notre système de 
classification, nous nous sommes basée en grande partie sur les problèmes d'établissement 
d'équivalence énumérés à la section 1.3 du Chapitre 1 (L'équivalence en terminologie). 
Naturellement, le point 2 (les termes complexes ont, dans chacune des langues, des 
structures ou des longueurs différentes) n'a pas été pris en considération puisqu'il ne touche 
que les termes complexes. 
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1. CT avec un seul équivalent63 : 
a. CT avec un équivalent tenne simple appartenant à la même partie du 
discours (eombustiblelfuel); 
b. CT avec un équivalent tenne simple appartenant à une partie du discours 
différente; 
c.CT avec un équivalent tenne complexe (inlandsis/iee sheet). 
2. CT avec plusieurs équivalents: 
a. CT avec des équivalents tennes simples appartenant à différentes parties 
du discours, mais morphologiquement apparentés entre eux 
(atmosphère/ atmosphere, atmospherie); 
b. CT avec au moins deux équivalents tennes simples morphologiquement 
différents l'un par rapport à l'autre (précipitation/precipitation, rainfall) 
(certains peuvent également avoir les caractéristiques de 2a, ex. 
atténuation/mitigation, mitigate (to), moderate (to)); 
c. CT avec au moins un équivalent tenne complexe et/ou un équivalent 
faisant partie d'une des composantes d'un nom composé dont les 
éléments sont accolés64 (anthropique/anthropogenie, anthropogenically 
induced, human, human activities, human-indueed; eau/water, seawater, 
sea) (certains peuvent également avoir les caractéristiques de 2a 
et/ou 2b). 
63 Le fait d'avoir fixé le seuil à 4 occurrences et plus pour attester un terme, permet d'affirmer sans trop de 
risque que nous avons bien affaire à un CT n'ayant qu'un seul équivalent dans ce corpus. 
64 Par exemple, l'équivalent water est inclus dans le terme simple seawater. Le terme seawater est considéré 
comme un nom composé parce qu'il est formé à partir des mots sea et water. 
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3.3.2 Repérage de la position des équivalents dans la liste d'extraction et 
calcul des écarts entre les CT français et leurs équivalents 
La deuxième étape de l'analyse des listes d'extraction (anglais - français) consiste à 
repérer, dans la liste d'extraction anglaise, la position de chacun des équivalents trouvés. Le 
repérage de la position permet de calculer les écarts entre les 50 CT français analysés et 
leurs équivalents respectifs.' 
Le calcul des écarts est présenté dans le Tableau 3.15. Le CT changement et son 
équivalent change, occupent tous deux le rang 2, par conséquent l'écart entre l'équivalent 
change et le CT changement est de O. Le CT carbone et son équivalent carbon occupent 
respectivement le rang 5 et le rang 8; dans ces conditions, l'écart entre l'équivalent carbon 
et le CT carbone est de +3. À l'inverse, le CT océan et son équivalent ocean occupent 
respectivement le rang 20 et le rang 13, ce qui fait que l'écart entre l'équivalent ocean et le 
CT océan est de _765 . 
65 Les signes + et - ont été choisis arbitrairement. Le signe + signifie que l'équivalent est situé plus bas dans 
la liste d'extraction que le CT français, alors que le signe - signifie que l'équivalent est situé plus haut que le 
CT français dans la liste d'extraction. 
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Tableau 3.15 : Exemples d'écarts entre équivalents anglais et CT français 
3.3.3 Recours au module d'extraction du lexique d'Alinea 
Pour la troisième et dernière étape de l'analyse, nous avons utilisé le module 
d'extraction du lexique d'Alinea66 pour extraire les équivalents des 50 CT français. À l'aide 
d'une expression régulière, nous avons soumis au module les 50 CT. En retour, le module 
génère la liste des 50 CT et leurs équivalents. La Figure 3.7 montre un échantillon de 
l'extraction lexicale, on y voit que le CT anthropique a été associé à 4 équivalents, le 
66 Voir Description du logiciel Alinea, section 3.1.7.1. 
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chiffre entre parenthèses indique le nombre d'occurrences des candidats équivalents trouvés 
dans le corpus, les hyperliens mènent aux contextes. 
anthropique-ADJ 
Nombre d'occurrences du 
candidat équivalent 
anthrcpogenrc-1J (19 ,: 51692 51762'51777 517865183351836518975205152147 
5659558058 s8û66 59111 5916Û 592915934759485595435957059825 5107lû 510 
513733514049514058514146514148514163514186514308 51445051448251448 
514947514950514978514981514982 515û10 s15017 515023 515û24 515027 51502 
515338515346 s1537û 51537951539151539451539651540451542151542551543 
515606515607515607 515699 515703 515707 515708 5157lû 515712 515724 51572 
515764515765515768515769515787515788515824 515824 515849 515858 51586 
516124516125516126516126516129516135515179516197 516197 516250 51633 
516873 s17057 517071 517186 517230 517370 5174ÛO 517541 517626 517635 51768 
518188518673519890519900519903519910519925 519928 519948 51997451998 
520011 520023 
human·induced-JJ (13): 51675 51688517585112655128045144885177795178085 
human-J) (4) : 510035 510040 510û64 521415 
anthropogenically-RB (4) : 511380511855511871 513495 
Figure 3.7: Échantillon au format HTML de l'extraction du lexique 
À l'aide d'un tableau, nous avons ensuite comparé la liste produite par Alinea avec 
les équivalents compilés manuellement afm d'étudier le bruit et le silence produit par le 
logiciel. 
Chapitre 4: Résultats de l'analyse 
Dans ce chapitre, nous présentons les résultats de l'analyse des 50 CT français et de 
leurs équivalents. Dans la section 4.1, nous donnons les résultats de l'identification des 
équivalents anglais. Dans la section 4.2, nous décrivons les résultats du repérage des 
équivalents dans la liste d'extraction anglaise et les résultats du calcul des écarts entre les 
CT français et leurs équivalents. Enfin, dans la section 4.3, nous comparons l'analyse 
manuelle à l'extraction lexicale effectuée par Alinea. 
4.1 Résultats de l'identification des équivalents anglais 
Comme expliqué à la section 3.3.1.4, nous avons premièrement analysé tous les CT 
français afin d'identifier les équivalents. Les fiches d'analyse des 50 CT français sont 
placées à l'Annexe B en fonction du rang occupé par les CT à la sortie de l'extraction par 
TermoStat. Ensuite, afin de décrire les CT français et leurs équivalents anglais, nous avons 
classé les CT français selon les catégories décrites à la section 3.3.1.5. Dans la 
section 4.1.1, nous présentons un tableau général dans lequel les CT français sont répartis 
selon la classe d'équivalent à laquelle le CT est relié. Des sections 4.1.2 à 4.1.6, nous 
poursuivons par une description plus détaillée de chacune des classes d'équivalent. 
Finalement, à la section 4.1:7, nous terminons par des observations générales. 
4.1.1 Classification générale 
Le Tableau 4.1 montre la répartition générale des CT français par type d'équivalent 
qu'ils possèdent selon la méthode de classification et les critères établis à la section 3.3.1.5. 
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Tableau 4.1 : Classification générale des CT français par type d'équivalent 
Dans ce tableau, nous observons que la catégorie 1 (un seul équivalent) contient 
15 CT, et que la catégorie 2 (plusieurs équivalents), en contient 35, soit le plus grand 
nombre. 
4.1.2 CT appartenant à la catégorie la 
Les CT appartenant à la catégorie la (CT avec équivalent terme simple appartenant 
à la même partie du discours) figurent dans le Tableau 4.2. La pr~mière colonne présente le 
CT français et la deuxième, l'équivalent anglais. Dans la troisième colonne, on trouve le 
nombre d'occurrences de l'équivalent anglais sur le nombre d'occurrences du CT français. 
La quatrième colonne indique le nombre de cas autre67 • 
67 Ces chiffres nous permettent d'apprécier la différence entre les CT attestés et les cas autre. Il est à 
remarquer que dans cette étude, comme nous n'avons travaillé que sur 50 CT, intentionnellement, nous ne 
donnons pas de pourcentages, car ils peuvent, facilement conduire à des conclusions générales trop hâtives. 
95 
Tableau 4.2 : Liste des CT de la catégorie 1 a 
Comme le montre le Tableau 4.2, parmi les 15 CT français, nous avons 2 adjectifs: 
côtier et fossile. Dans les Tableaux 4.3 à 4.5, nous présentons en contextes quelques CT 
appartenant à la catégorie 1 a. Les contextes que nous prenons en exemple sont tirés des 
paires de contextes sélectionnées pour effectuer notre analyse des 50 CT (section 3.3.3.2). 
Tableau 4.3 : Illustration des CT concentration et émission 
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Tableau 4.4 : Illustration des CT forçage et variabilité 
Tableau 4.5 : Illustration des CT fossile, scénario et émission 
Le CT fossile est le seul qui n'a pas d'équivalent classé dans la section autre. Les 
CT ayant moins de 10 occurrences dans la section autre sont au nombre de 10. Par 
exemple, dans 6 cas, aérosol est rendu par la lettre A en anglais. Les CT changement, 
concentration, écosystème et émission possèdent 10 occurrences ou plus dans la section 
autre. Par exemple, l'équivalent du CT concentration est absent 16 fois du texte anglais. 
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Après examen des CT du Tableau 4.2, nous n'avons pas pu dégager de règle qui 
permet de prédire à l'avance qu'un certain type de CT possède un seul équivalent dans un 
corpus. 
4.1.3 CT appartenant à la catégorie lb et lc 
Parmi les 50 CT français sélectionnés, aucun ne remplissait les conditions de la 
catégorie 1 b (CT avec équivalent terme simple appartenant à une partie du discours 
différente). En ce qui concerne cette catégorie, cela est dû au fait que nous avons établi 
l'attestation d'un équivalent à 4 occurrences ou plus (section 3.3.1.4). Toutefois, si nous 
l'avions fixée plus haut, il nous aurait été possible d'y mettre, par exemple, le CT 
climatique. En effet, cet adjectif français est pratiquement toujours traduit par le nom 
anglais climate, au lieu de l'adjectif climatic. Dans la fiche d'analyse du CT climatique, 
pour 323 occurrences analysées, nous avons 300 fois climate, 10 fois climatic et 13 fois 
autre. L'établissement du nombre d'occurrences pour faire en sorte qu'un équivalent soit 
attesté est une question de limite fixée arbitrairement pour les besoins de l'étude, du 
nombre de contextes étudiés, etc. Une fois ce seuil établi, il doit être appliqué à tous les CT. 
Nous n'avons pas non plus trouvé de CT qui entre dans la catégorie lc (CT avec 
équivalent terme complexe). Il faut dire que nous n'avons analysé que les 50 premiers CT 
de la liste d'extraction. Si nous avions exploré la liste plus avant, nous aurions trouvé, à la 
l83eposition, le CT inlandsis qui remplit les conditions de la catégorie lc, car il n'a qu'un 
seul équivalent dans ce corpus: ice sheet (Tableau 4.6). 
Tableau 4.6 : Illustration du CT inlandsis 
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4.1.4 CT appartenant à la catégorie 2a 
La catégorie 2a (CT avec des équivalents tenues simples appartenant à différentes 
parties du discours, mais morphologiquement apparentés -entre eux), compte 6 CT. Le 
Tableau 4.7 contient ces CT et se présente de la même façon que le Tableau 4.2, à la 
différence près que dans la 3e colonne, nous indiquons pour chaque équivalent le nombre 
d'occurrences trouvées dans les contextes analysés et que sur la ligne Total, nous y . 
exprimons le nombre des occurrences des équivalents sur le nombre des occurrences du CT 
français. 
Tableau 4.7: Liste des CT de la catégorie 2a 
Dans cette catégorie, parmi les 6 CT, se trouvent 4 adjectifs: climatique,_ naturel, 
océanique et radiatif. Il est intéressant de noter que dans le cas des adjectifs climatique et 
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océanique les équivalents privilégiés68 sont des noms. Dans 'les tableaux 4.8 à 4.10, nous 
présentons en contextes quelques CT appartenant à la catégorie 2a. 
Tableau 4.8 : illustration du CT atmosphère 
Tableau 4.9 : Illustration du CT climatique 
Tableau 4.10 : Illustration du CT radiatif 
On remarquera également que, pour un CT donné, le nombre d'occurrences des 
équivalents privilégiés par rapport à celui des autres équivalents est beaucoup plus élevé, 
68 Nous rappelons que pour cette étude l'équivalent privilégié d'un CT est celui qui possède le- plus 
d'occurrences dans la fiche d'analyse. 
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par exemple l'équivalent privilégié climate de climatique compte 300 occurrences alors que 
l'autre équivalent climatic n'en compte que 10. 
Sauf pour le CT naturel, nous avons un nom parmi les équivalents anglais de 
chaque CT français (celui du CT stabilisation se présente sous deux graphies stabilization 
et stabilisation) : atmosphere, climate, ocean, radiation, stabilization. Les adjectifs sont 
aussi très présents: atmospheric, climatic, natural, oceanic, radiative. Nous n'avons qu'un 
seul équivalent adverbial: naturally; et un seul équivalent verbal (avec deux graphies) : 
stabilize (to) et stabilise (to). 
Tous les CT ont au moins 2 occurrences dans la section autre, ceux qui en ont le 
plus sont les CT climatique (13) et naturel (23), mais le nombre ne dépasse pas ce que nous 
avons vu dans la catégorie 1 a. 
Dans la catégorie 2a, nous n'avons pas dégagé de règles pennettant de prédire à 
l'avance qu'un certain type de CT présente la caractéristique de posséder des équivalents 
tennes simples appartenant à différentes parties du discours, mais qui soient 
morphologiquement apparentés entre eux. 
4.1.5 CT appartenant à la catégorie 2b 
La catégorie 2b (CT avec au moins deux équivalents tennes simples 
morphologiquement différents l'un par rapport à l'autre (certains peuvent également avoir 
les caractéristiques de 2a)) contient 20 CT, soit le plus grand nombre de CT français 
analysés. Le Tableau 4.11 est disposé de la même manière que le précédent. 
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Tableau 4.11 : Liste des èT de la catégorie 2b 
102 
glaciaire 
3 
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Dans la catégorie 2b, nous avons 3 adjectifs: atmosphérique, glaciaire et 
météorologique. Pour appartenir à cette catégorie, tous les termes doivent posséder au 
moins deux équivalents morph~logiquement différents, comme les équivalents du CT 
surface: surface et area; ou encore de celui du CT variation: change, variation et shift. 
Cette catégorie peut accueillir les CT ayant en plus les caractéristiques de la catégorie 1 a, 
c'est-à-dire les CT possédant des équivalents morphologiquement apparentés entre eux, ce 
qui est le cas pour 9 CT ,: adaptation, atmosphérique, atténuation, augmentation, élévation, 
évaluation, modèle, océan, réduction. Dans les Tableaux 4.12 à 4.14, nous présentons en 
contextes quelques CT appartenant à la catégorie 2b . 
. Tableau 4.12 : Illustration du CT adaptation 
Tableau 4.13 : Illustration du CT atmosphérique 
Tableau 4.14 : Illustration du CT effet 
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L'écart entre le nombre d'occurrences de l'équivalent privilégié et les autres 
équivalents d'un même CT est également important dans la catégorie 2b, à l'exception du 
CT variation et dans une moindre mesure du CT piégeage (Tableau 4.11). 
Parmi tous les équivalents, des 4 parties du discours étudiées, les adverbes n'ont 
aucun représentant. Les noms sont les plus nombreux (46); suivent les adjectifs (14) et les 
verbes (10). 
Dans cette catégorie, le nombre d'équivalents par CT varie beaucoup, 7 CT ont 
2 équivalents, les autres en ont 3 et plus. Le CT augmentation est celui qui en possède le 
plus (10): increase, increase (to), increasecf9, increasing, rise, rising, growth, higher, 
enhancement, enhanced. Nous remarquons aussi que dans cette catégorie beaucoup 
d'équivalents ont moins de 10 occurrences, surtout dans le cas du CT augmentation7o • 
Dans la section autre de cette catégorie, les occurrences varient de 2 à 193. Cinq CT 
ont plus de 25 occurrences dans autre: échelle (88), effet (193), élévation (27), niveau (42) 
et variation (27). Comme ces cas sont intéressants, nous allons les examiner d'un peu plus 
près ci-après. 
Sur 234 occurrences analysées (voir la fiche échelle à l'Annexe B), le CT échelle est 
utilisé dans la préposition à l'échelle 63 fois, alors qu'en anglais, comme le montre 
l'exemple suivant (Tableau 4.15), la même idée est souvent rendue par un adverbe. 
69 Il s'agit de la forme adjectivale. 
70 Comme évoquée à la section 4.1.3, la limite fixée empiriquement à 4 occurrences pour attester un terme 
doit être rigoureusement respectée dans tous les cas. 
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Tableau 4.15 : Illustration de la préposition à l'échelle 
Sur 304 occurrences analysées (voir la fiche effet à l'Annexe B), le CT effet entre 
dans le syntagme gaz à effet de serre 137 fois; dans le syntagme anglais greenhouse gases 
(GHG) , il n'est pas rendu. Ce CT entre également 21 fois dans la locution adverbiale en 
effet, dans ce cas-ci, il existe en anglais une foule de façon de rendre cette expression: as 
the, il is, indeed, infact, rnay, that is because, in sorne respect, in effect, 0, etc. 
L'omission est ce qui fait monter le nombre d'occurrences à 27 dans la catégorie 
autre pour les. CT élévation et variation (voir les fiches élévation et variation à l'Annexe 
B). Élévation n'est pas rendu Il fois et variation 9 fois. 
Sur 280 occurrences analysées (voir la fiche niveau à l'Annexe B), le CT niveau 
entre 19 fois dans le syntagme au niveau de, en anglais cette expression s'exprime de 
différentes façons: in, of wilh respect, on a basis, relative to, on a scale, in terrns of En 
outre, le CT niveau n'est pas rendu en anglais 13 fois. 
Finalement, il ne nous a pas été possible de dégager de règle pennettant de prédire 
qu'un CT possède les caractéristiques de la catégorie 2b. 
4.1.6 CT appartenant à la catégorie 2c 
Dans la catégorie 2c (CT avec au moins un équivalent tenne complexe et/ou un 
équivalent faisant partie d'une des composantes d'un nom composé, dont les éléments sont 
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accolés7! (certains peuvent également avoir les caractéristiques de 2a et/ou 2b)), nous 
trouvons 9 CT. Le Tableau 4.16 est organisé comme les deux précédents. Il est à souligner 
que, d'une catégorie à l'autre, le nombre de critères va en augmentant et en se 
complexifiant. 
Tableau 4.16 : Liste des CT de la catégorie 2c 
anthropique 
12 
71 Par exemple, l'équivalent water est inclus dans le terme simple seawater. Le terme seawater est considéré 
comme un nom composé parce qu'il est formé à partir des mots sea et water. 
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Dans la catégorie 2c, il ne se trouve qu'un adjectif: anthropique. Par ailleurs, ce CT 
est le seul qui est rendu par des termes complexes: anthropogenically induced, human-
induced et human activities (Tableau 4.17). 
Tableau 4.17 : Illustration du CT anthropique 
l 
Les 8 autres CT ont des équivalents qui font partie d'une des composantes d'un nom 
composé dont les éléments sont accolés. Par exemple, l'équivalent wC!ter du CT eau est 
) 
compris dans les noms composés seawater (Tableau 4.18), groundwater, freshwater. Pour 
l'équivalent streamflow du même CT, l'idée d'eau est quant à elle rendue dans stream 
(Tableau 4.18). 
Tableau 4.18 : Illustration du CT eau 
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L'équivalent du CT dioxyde se trouve inclus dans le symbole chimique C02 sous la 
fonne de O~ (dioxide). À l'inverse, l'équivalent du CT càrbone est représenté dans le même 
symbole par C (carbon) (Tableau 4.19). De la même manière, l'équivalent greenhouse du 
CT serre peut être représenté par les lettres GH dans le sigle GHG, alors que l'équivalent 
gas du CT gaz est représenté dans le même sigle par la lettre G (Tableau 4.20). 
Tableau 4.19 : Illustration des CT dioxyde; carbone 
Tableau 4.20 : Illustration des CT gaz et serre 
Parmi tous les équivalents de la catégorie 2c, des 4 parties du discours étudiées, 
. 
nous obtenons 1 adverbe, offshore et 1 syntagme dans lequel se trouve un adverbe, 
anthropogenically induced. Les noms, au nombre de 23, sont les plus nombreux. Il n'y a 
que 3 adjectifs et 1 verbe. Pour cette catégorie, à l'exception du CT anthropique, l'écart 
entre l'équivalent privilégié et les autres équivalents d'un CT analysé est très marqué .. 
109 
. , 
Dans la section autre, le nombre d'occurrences est de moins de 25, sauf pour le CT 
eau qui en a 27. toutefois, nous n'avons relevé rien de particulier à propos de ces 
occurrences, excepté que le CT eau n'est pas rendu 8 fois dans le texte anglais. 
Pour la catégorie 2c, nous remarquons que les CT faisant partie d'un symbole 
chimique ou appartenant à des expressions fréquemment employées dans un texte 
scientifique, comme gaz à effet de serre, sont susceptibles d'appartenir à cette catégorie, car 
ces CT sont souvent rendus par une abréviation, un sigle ou un acronyme. 
4.1.7 Observations générales 
De cette analyse, il ressort que sur 50 CT analysés 15 trouvent place dans la 
catégorie 1 et 35 dans la catégorie 2. 
À partir de 50 CT français étudiés, nous avons obtenu 128 équivalents anglais en 
comptant les équivalents appartenant à plusieurs CT (ex. l'équivalent sea est présent dans 
les analyses des CT eau, mer et océan), et 106 sans les compter. 
Tous les CT, à l'exception de fossile, sont rendus au moins une. fois par des 
anaphores, des abréviations avec une lettre, des omissions ou des reformulations. Par 
exemple: le terme atténuation de la phrase française « ... les mesures d'atténuation 
incluent ... »peut être rendu en anglais par une anaphore « ... these activities inc1ude ... »; il 
arrive que le terme atmosphère soit omis dans le texte anglais; le terme aérosol est parfois 
rendu par A dans le corpus anglais; etc. 
Nous avons également observé que pour un même CT les équivalents et leurs 
variantes morphologiquement apparentées sont souvent présents dans le corpus. De 
l'anglais vers le français, le même phénomène se produirait probablement, par exemple, 
pour le CT anglais mitigate nous aurions les équivalents français atténuation, atténué (adj.), 
atténuer. 
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Il est intéressant de noter que, dans les textes scientifiques, de nombreux équivalents 
sont des abréviations soit pour des éléments chimiques (ozone ~ 0 3), soit pour des 
syntagmes revenant fréquemment dans les textes (global warmingpotential ~ GWP). 
Nous avons remarqué tout au long de l'analyse que l'écart entre l'équivalent 
privilégié et les autres équivalents d'un même CT est souvent très marqué. Dans la 
section 4.2.2, nous exploiterons cet aspect. 
En se basant à peu près sur le même modèle que l'énumération des problèmes 
d'établissement d'équivalence soulevés à la section 1.3, nous pouvons classer les résultats 
obtenus de la façon suivante : 
1. Un CT simple dans une langue A peut avoir un seul équivalent dans une langue 
B (ex. aérosol se traduit toujours dans le corpus Changement climatique par-
aerosol) 72; 
2. Un CT simple dans la langue A peut posséder plusieurs équivalents dans la 
langue B (ex. précipitation peut se rendre par precipitation ou par rainfall); 
3. Un CT simple peut équivaloir à un CT complexe dans l'autre langue (ex. 
inlandsis se traduit par ice sheet dans le corpus anglais); 
4. Un CT simple peut être exprimé par un équivalent appartenant à une autre 
catégorie grammaticale (ex . .. .le système climatique ... se rends par , .. the 
climate system ... ); 
5. Un CT simple dans une langue A peut être rendu par une anaphore, être omis, 
etc. (ex ... .les mesures d'atténuation incluent ... peut être traduit par .. . these 
activities include ... ). 
72 Du point de vue de l'extraction automatique, ce premier point n'est pas considéré comme un problème. 
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4.2 Position des ,équivalents dans la liste d'extraction des CT 
anglais 
Dans cette section, nous donnons, dans un premier temps, les résultats du repérage 
des équivalents dans la liste d'extraction anglaise. Dans un deuxième temps, nous 
présentons les résultats du calcul des écarts entre les 50 CT français analysés et leurs 
équivalents respectifs. 
4.2.1 Résultats du repérage des équivalents dans la liste d'extraction 
En vue de vérifier si tous les équivalents sont présents dans la: liste d'extraction 
anglaise et de calculer les écarts entre les 50 CT français et leurs équivalents respectifs, 
nous avons, pour chacun des équivalents, relevé dans la liste d'extraction anglaise le rang 
qu'il occupe. Le Tableau 4.21 présente ces résultats et par la même occasion montre des 
informations complémentaires. Dans la première colonne, nous rappelons la catégorie 
d'équivalent à laquelle le CT français appartient. Les deuxième, troisième et quatrième 
colonnes indiquent respectivement le CT français, son rang et le nombre d'occurrences. Les 
cinquième, sixième et septième colonnes indiquent, quant à elles, par ordre d'apparition, 
l'équivalent anglais, son rang et le nombre d'occurrences. 
Tableau 4.21 : Position des équivalents anglais dans la liste d'extraction 
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incidence 
73 TreeTagger attribue à CO2 soit la partie du discours nom commun, soit la partie du discours nom propre, 
par conséquent il présente deux CT. 
74 Pour un mot qu'il ne reconnaît pas, TreeTagger ne réunit pas sous un même CT les singuliers et les pluriels. 
75 TreeTagger éprouve de la difficulté à désambiguïser forcing, force, forces, etc. 
76 TreeTagger ne fait pas la distinction entre l'adjectif et le verbe. 
77 CT absent de la liste d'extraction anglaise. 
78 TreeTagger a lemmatisé ozone (anglais) par ozonosphere. 
79 TreeTagger lemmatise avec la graphie stabilization et stabilize les CT anglais stabilisation et stabilise. 
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80 Pour cette extraction, TermoStat a été paramétré pour n'extraire que des CT simples. 
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Une première observation importante en ce qui concerne les équivalents est qu'ils 
sont presque tous présents dans la liste d'extraction anglaise. Higher et eut sont les seuls 
équivalents qui manquent Cela peut s'expliquer par le fait que ces unités lexicales sont très 
courantes dans le corpus de référence anglais utilisé par TermoStat. Par ailleurs, ces 
équivalents ne sont pas des équivalents privilégiés et leur nombre d'occurrences est très peu 
élevé dans l'analyse des CT élévation, réduction et augmentation (9 pour higher, 5 pour 
eut). Comme, dans ce projet, TermoStat a été paramétré pour n'extraire que des CT 
simples, il manque aussi les équivalents complexes, anthropogenetically induced, human . 
activities et human-induced. Par contre, chacun des constituants de ces termes complexes 
fait partie de la liste d'extraction (Tableau 4.22) (human est présent dans le Tableau 4.21, 
puisque c'est·également un équivalent par lui-même). 
Tableau 4.22 : Constituants de CT complexes présents dans la liste d'extraction 
On remarquera aussi que, pour diverses raisons, expliquées dans les notes de bas de 
page du Tableau 4.21, certains équivalents sont soit dédoublés (ex., CO2), soit réunis (ex., 
stabilization et stabilisation). 
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4.2.2 Calcul des écarts e'ntre les 50 CT français et leurs équivalents 
Dans cette section, nous présentons en premier le Tableau 4.23 qui indique les 
écarts entre les 50 CT français et leurs équivalents, puis nous illustrons les résultats dans 
des graphiques. 
Tableau 4.23 : Calcul des écarts entre les 50 CT français et leurs équivalents 
117 
118 
Dans la Figure 4.1, nous illustrons à l'aide d'un graphique l'ensemble des écarts des 
équivalents et leur CT respectif (dans le graphique, les CT sont écrits au long à tous les 
deux CT). Toutefois, à l'analyse ,du graphique, nous constatons que la présentation de 
l'ensemble des écarts ne permet pas de dégager des observations suffisamment 
significati ves. 
Figure 4.1 : Ensemble des écarts des équivalents et leur CT respectif 
Maintenant, si nous considérons seulement les écarts entre les équivalents 
privilégiés et leur CT respectif, nous obtenons un graphique beaucoup plus intéressant 
(Figure 4.2), dans lequel 47 équivalents montrent un écart avec leur CT respectif ne 
dépassant pas 50 (Tableau 4.24). Trois équivalents seulement ont un écart supérieur à 50, le 
CT piégeage et son équivalent sequestration présentent le plus grand écart, +385, suivi du 
CT météorologique et de son équivalent weather (+84) et du CT combustible et de son 
équivalentfuel (+58). 
Tableau 4.24: Nombre d'équivalents classés par tranche d'écart 
Tout en gardant à l'esprit que nous n'avons analysé que 50 CT sur plus de 3 000 et 
que ces CT se trouvent en début de liste, nous constatons que les équivalents privilégiés 
sont peu distants des CT français, 40 d'entre eux ont un écart de 25 ou moins avec leur CT 
respectif. Par contre, par rapport aux autres équivalents pour un même CT, les équivalents 
privilégiés ne présentent pas toujours l'écart le plus faible, par exemple, l'équivalent 
privilégié effect (+7) du CT effet possède un écart plus élevé que l'équivalent impact (0) qui 
vient en deuxième position (Tableau 4.23). Nous avons constaté le même phénomène pour 
les CT incidence, océan, élévation, dioxyde, échelle etpiégeage. Ce qui veut dire que 7 CT 
sur 50 n'ont pas pour équivalent privilégié celui dont l'écart est le plus faible. Par 
conséquent, même si la valeur de l'écart81 peut se révéler utile, employée seule, elle ne 
suffit pas à attester un équivalent privilégié. 
81 Dans le cas de notre étude, le pourcentage de CT dont la valeur de l'écart est la plus élevée pour 
l'équivalent privilégié est de 86 %. 
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Compte tenu de ce qui précède, nous nous sommes demandé si la cognation, qui 
joue un rôle important dans l'alignement des textes et l'extraction des termes, pourrait 
servir à l'identification des équivalents privilégiés et se combiner à la valeur de l'écart pour 
contribuer à l'amélioration de l'attestation des équivalents privilégiés. 
Ainsi, parmi les 127 équivalents des 50 CT français analysés, nous avons 48 cognats 
èt 79 non-cognats. Le Tableau 4.25 présente les cognats relevés parmi les équivalents 
anglais (en gras figurent les équivalents privilégiés cognats). La première colonne indique 
le type de cognat; la deuxième, le nombre de cognats; la troisième, l'équivalent anglais. Lès 
cognats représentent 38 % du total des équivalents. Sur les 50 équivalents privilégiés, nous 
avons 28 cognats, soit 56 %. Ce dernier chiffre, nous indique que la cognation est un indice 
moins performant que celui du calcul des écarts pour la portion de CT que nous avons 
étudiée. Par exemple, l'équivalent cognats incidence du CT français incidence n'occupe 
que le 5e rang des équivalents de ce CT, le premier étant impact. La même observation 
s'~pplique aux cognats qui ne sont pas en gras dans le Tableau 4.25. 
Tableau 4.25 : CT et équivalents cognats 
Cognats avec des lettres en 
plus, en moins ou 
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4.3 Comparaisons de l'analyse manuelle à l'extraction lexicale 
d'Alinea 
Dans cette section, nous comparons notre liste d'équivalents compilés 
manuellement aux équivalents proposés par l'extraction lexicale d'Alinea afin d'analyser le 
bruit et le silence généré par ce dernier. Nous espérons ainsi que notre analyse manuelle 
mette en évidence certaines des limites de l'appariement de CT qu'une évaluation directe 
des résultats n'aurait pas permis de révéler. 
Comme indiqué à la. section 3.1.7.1, il est possible de paramétrer l'extraction 
lexicale. En conservant le paramétrage par défaut, nous avons obtenu presque uniquement 
les équivalents privilégiés, ce résultat nous semble beaucoup trop silencieux. En réglant les 
paramètres à zéro, nous avons recueilli trop de bruit. Pour obtenir des résultats intéressants, 
nous nous sommes guidé sur les résultats obtenus dans notre analyse des équivalents pour 
paramétrer le module d'extraction lexicale de la façon suivante: nombre maximum 
d'occurrences 4, pourcentage d'occurrences 0,01382. 
Les résultats de notre paramétrage sont représentés dans le Tableau 4.26, la 
première colonne contient les CT français, la deuxième représente la compilation manuelle 
des équivalents anglais, la troisième colonne signale la présence de l'équivalent dans 
l'extraction lexicale d'Alinea et la quatrième colonne indique les propositions d'Alinea 
absentes de la compilation manuelle. 
82 0,013 représente le pourcentage minimum d'occurrences. 
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Tableau 4.26: Comparaison des équivalents compilés manuellement aux équivalents 
produits par Alinea 
82 Les équivalents surlignés en gris constituent du bruit, en ce sens qu'ils n'ont pas été relevés dans notre 
étude. 
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évaluation 
83 Alinea n'étant pas en mesure d'extraire des termes complexes, nous n'avons pas considéré ces CT. 
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Sur 12485 équivalents compilés manuellement, Alinea en propose 86, soit 69 % . 
. Même s'il n'est pas très élevé, ce résultat est néanmoins très intéressant. Il est à remarquer 
qu'Alinea propose tous les équivalents privilégiés. Par ailleurs, il les présente toujours en 
première position, sauf l'équivalent privilégié sequestration86• Par contre, il éprouve de la 
difficulté à extraire des équivalents dont le nombre d'occurrences est peu élevé. 
En ce qui concerne les silences (31 %), on se souviendra que, pour aller chercher le 
maximum de CT n'ayant qu'un seul équivalent dans le corpus, nous avons fixé pour 
attester un équivalent le nombre d'occurrences à 4. Si dans le corpus il n'existe qu'un 
nombre d'occurrences peu élevé pour un équivalent, Alinea risque de ne pas le proposer si 
l'alignement au niveau des mots présente trop de bruit. Par exemple, dans la paire de phrase 
du Tableau 4.27, l'équivalent sea (en gras) a été aligné avec le mot élévation (souligné) au 
85 À l'origine nous avions 127 équivalents compilés manuellement, mais, comme Alinea n'est pas programmé 
pour proposer des termes complexes, nous n'avons pas considéré anthropogenetically induced, human 
activities et human-induced. 
86 L'équivalent sequestration apparaît dans plusieurs textes du corpus, mais il est moins fréquent que 
l'équivalent capture qui se trouve principalement dans un texte du corpus. Lorsque nous avons composé notre 
échantillon de corpus pour procéder à l'analyse des 50 CT, nous n'avons prélevé qu'un maximum de 
10 contextes par texte. Ainsi, dans notre échantillon, l'équivalent sequestration est devenu l'équivalent 
privilégié et l'équivalent capture a été placé en deuxième position. Comme Alinea extrait les équivalents de 
tout le corpus, capture est l'équivalent privilégié puisqu'il apparaît en plus grand nombre que sequestration. 
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lieu du CT océans (en gras). Ce cas de figure se présente suffisamment souvent pour les 
équivalents de faible occurrence. 
Tableau 4.27: Exemple d'équivalent mal apparié 
Le silence est aussi imputable aux CT qui ont des équivalents compris dans: 1) des noms 
composés dont les éléments sont accolés (eau/seawater); 2) des symboles (dioxyde/C02) ou 
3) des sigles (gaz/GHG). Dans ces cas de figure, le logiciel ne peut pas convenablement 
apparier les CT à leur équivalent en raison de la différence de structure qui existe entre eux. 
Par contre, les propositions d'Alinea contiennent peu de bruit (13 CT, soit 10 %) et 
la plupart du temps elles s'expliquent par le fait que le logiciel éprouve de la difficulté à 
choisir le bon cooccurrent, par exemple il propose parfois climate au lieu de change et 
greenhouse au lieu de effect87 • 
Étant donné qu'Alinea a extrait les équivalents de tout le corpus, il présente des 
équivalents que nous n'avons pas répertoriés dans notre liste d'équivalents compilée 
manuellement à partir d'un échantillon du corpus, soit parce que leur nombre était inférieur 
à 4 dans l'échantillon (ex. heating, valuation, etc.), soit parce qu'ils y étaient absents 
(mitigative, instrumental). 
Chose intéressante, Alinea présente des équivalents avec des traits d'union (15 CT). 
Avec Alinea, nous avons fait appel à la version Windows de TreeTagger. Cette version ne 
87 Dans le tableau, nous avons surligné en gris les équivalents présentant cette caractéristique. 
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segmente pas les CT avec un trait d'union. Tandis que la version Linux utilisée par 
TermoStat segmente aux traits d'union. 
Enfin, on observera que, tout comme dans notre analyse, Alinea propose des 
équivalents dont la partie du discours est différente de celle du candidat terme (ex. pour le 
CT climatique on obtient l'équivalent climate). 
Conclusion 
L'objectif du présent mémoire visait à observer l'équivalence des termes en corpus 
afin d'étudier les possibilités et les difficultés que présente la constitution d'une 
nomenclature bilingue à partir de listes de candidats termes extraits automatiquement. Dans 
les paragraphes qui suivent, nous passons en revue les étapes de notre étude et nous 
apportons nos commentaires en ce qui concerne les résultats obtenus, les limites de l'étude 
et les perspectives de travail envisagées. 
Dans la première étape de notre méthodologie pour étudier l'équivalence en corpus, 
nous avons mis en forme, à l'aide de 31 paires de textes, un corpus parallèle spécialisé de 
plus 500000 mots pour l'anglais et de plus de 600000 mots pour le français. Le domaine 
spécialisé choisi pour cette étude portait sur le changement climatique. Pour permettre un 
alignement plus précis du corpus, ce dernier a été prétraité. Avec Alinea (Kraif 2001), nous 
avons procédé à deux alignements, un premier au format texte au niveau des phrases et un 
deuxième au format .ttgjusqu'au niveau des mots. Nous avons poursuivi par l'extraction de 
termes français et anglais avec le logiciel d'acquisition de termes TermoStat (Drouin 2002). 
Nous avons ainsi obtenu une liste de 3 703 CT français et une liste de 2906 CT anglais. 
Ces listes ont fait l'objet d'une analyse et d'un nettoyage. 
La deuxième partie de notre méthodologie a consisté à décrire les trois étapes de 
l'analyse. Le nombre des CT proposés par TermoStat étant beaucoup trop élevé pour être 
étudié dans ce mémoire, nous avons choisi d'analyser les 50 premiers CT français 
apparaissant en début de liste. Les CT placés en début de liste sont les plus susceptibles 
d'être des termes. Afin d'obtenir un échantillonnage représentatif du corpus, pour ces 
50 CT, nous avons sélectionné dans les 31 paires de textes jusqu'à 310 paires de contextes 
par CT. Pour chacun des CT, nous avons relevé les équivalents observés en corpus. Chaque 
CT a reçu sa propre fiche dans laquelle nous avons consigné les résultats. Dans le but de 
faciliter la description des CT français et leurs équivalents anglais, nous avons établi une 
classification des CT par rapport aux équivalents trouvés en corpus. Cette classification est 
basée' sur le nombre d'équivalents possédé par chaque CT et sur le type des équivalents. 
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Nous avons par la suite repéré la position des équivalents dans la liste d'extraction anglaise 
et calculé les écarts entre les CT français et leurs équivalents. Ces deux dernières étapes 
consistaient à vérifier si tous les équivalents se trouvaient dans la liste d'extraction anglaise 
et à quel niveau par rapport aux CT français. Enfin, nous avons comparé la compUation 
manuelle des équivalents avec l'extraction lexicale d'Alinea. 
En ce qui concerne les résultats de l'identification des équivalents anglais, nous 
avons constaté que 15 CT possédaient un seul équivalent et que 35 CT en avaient plusieurs. 
Parmi les CT n'ayant qu'un seul équivalent, aucun ne présentait un équivalent appartenant 
à une autre partie du discours et aucun n'avait un équivalent complexe. Par contre, parmi 
les CT possédant plusieurs équivalents, nous avons dénombré dans une première sous-
catégorie six CT dont les équivalents appartenaient à une partie du discours différente, mais 
morphologiquement apparentés. Dans une deuxième sous-catégorie, nous avons identifié 
20 CT (soit la majorité) dont les équivalents étaient morphologiquement différents et 
présentaient la caractéristique de relever de plusieurs parties du discours. Dans une 
troisième sous-catégorie, nous avons placé 9 CT possédant au moins un équivalent terme 
complexe et/ou nom composé. De cette analyse, il ressort que l'équivalence est un 
problème complexe même en terminologie. Nous n'avons pas pu dégager de règles 
permettant de prédire ce qui prédispose un terme à n'avoir qu'un équivalent et un autre à en 
avoir plusieurs. Nous avons observé que les problèmes d'établissement de l'équivalence de 
L'Homme (2004) sont identiques les termes simples et pour les termes complexes, excepté 
le point 2 évidemment. Nous avons observé que le nombre d'occurrences d'un équivalent 
privilégié se démarque presque toujours de façon importante par rapport aux autres 
équivalents. Il est à noter que parmi les 50 premiers CT, les verbes et les adverbes n'étaient 
pas présents. 
Nous avons ensuite présenté les résultats du repérage de la position des équivalents 
dans la liste d'extraction anglaise et le calcul des écarts entre les CT français et leurs 
équivalents. Nous avons observé que seuls deux équivalents n'étaient pas présents dans la 
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liste d'extraction anglaise, soit higher et eut. Par contre, ces deux CT ne sont pas des 
équivalents privilégiés. Ce résultat est d'autant plus intéressant que le corpus anglais 
d'analyse est de nature très différente du corpus d'analyse français: 1) sur le plan de la date 
de parution des textes qui les composent, le premier date de 1987 et le deuxième de 2002; 
2) sur le nombre de mots qu'ils contiennent, le corpus anglais comprend 7 millions de mots 
alors que le corpus français en compte 30 millions. À l'égard du calcul des écarts, nous 
avons constaté que les équivalents privilégies étaient relativement peu éloignés des CT 
français. Cette dernière constatation doit être cependant prise avec réserve, car nous 
n'avons analysé que les 50 premiers CT, c'est-à-dire ceux dont le poids est le plus élevé. 
Nous avons également constaté que la cognation ne permet pas toujours de déceler les 
équivalents privilégiés. 
Enfin, nous avons donné les résultats de la comparaison de la liste compilée 
manuellement avec les équivalents obtenus à l'aide de l'extraction lexicale d'Alinea. Sur 
124 équivalents compilés manuellement, Alinea a proposé 86 équivalents, ce qui représente 
un pourcentage de 69 %. Il a été constaté qu'Alinea produisait toujours les équivalents 
privilégiés, mais qu'il éprouvait de la difficulté à extraire les équivalents dont le nombre 
d'occurrences est faible (Alinea a extrait de tout le corpus). La comparaison a également 
permis de voir qu'Alinea présentait des équivalents valides qui étaient absents ou trop peu 
nombreux dans l'échantillon sur lequel nous avons travaillé et qu'il produisait peu de bruit. 
À partir de ces résultats, il nous est maintenant possible de faire part de nos 
observations et de proposer des perspectives de travaiL Avant de passer aux observations 
générales, nous nous attardons sur les étapes de l'analyse. 
Relativement à l'identification des équivalents anglais, même si nous n'avons 
travaillé que sur un petit nombre de CT, elle nous a permis de montrer que même en 
terminologie l'équivalence est un problème complexe. Bien sÛT, pour obtenir un portrait 
plus juste, il faudrait travailler sur un plus grand nombre de CT. Comme les verbes et les 
adverbes étaient· absents des 50 CT analysés, une autre étude pourrait se pencher sur 
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l'identification de leurs équivalents. Erifin, il serait intéressant de voir parmi les équivalents 
la place occupée par la synonymie et la polysémie. 
En ce qui concerne les résultats du repérage de la position des équivalents dans la 
liste d'extraction anglaise, il serait intéressant d'étendre l'analyse à tous les CT afin de 
calculer le pourcentage d'équivalents anglais présents dans la liste anglaise. Il faudrait aussi 
comparer les écarts entre un plus grand nombre de CT et leur équivalent privilégié pour 
examiner le comportement de l'écart au fur et à mesure que le poids des CT diminue. Par 
ailleurs, nous pensons qu'en améliorant l'étiquetage du corpus et en utilisant un corpus de 
référence parallèle (ex. Hansard), nous obtiendrions des listes de termes anglais et français 
possédant un contenu terminologique plus équivalent, plus « parallèle ». 
À l'égard des résultats de la comparaison de la liste compilée manuellement avec les 
équivalents obtenus à l'aide de l'extraction lexicale d'Alinea, nous trouvons les résultats 
très intéressants. Il aurait été toutefois intéressant de pouvoir comparer des listes étiquetées 
avec la même version de TreeTagger. Tel quel, le module d'extraction lexicale peut déjà 
rendre de grands services aux terminologues. À notre avis, le silence observé n'est pas a 
priori un inconvénient. Souvenons-nous que dans notre étude, nous avions fixé à 
4 occurrences le nombre d'équivalents pour l'attester: Dans un travail terminologique 
appliqué, il est probable que ce nombre serait augmenté. Afin de rendre ce module 
beaucoup plus convivial pour le terminologue, il serait utile toutefois d'y apporter quelques 
modifications. Nous suggérons notamment la création dans la boîte de dialogue Extraction 
de lexique bilingue d'un champ pennettant l'importation de listes de termes simples 
préalablement extraites à l'aide de logiciels d'acquisition de termes afin d'obtenir les 
équivalents de ces derniers. 
Dans de futurs travaux, on pourrait mettre en place une méthode plus conviviale 
d'extraction bilingue de termes simples. Pour valider des termes, les besoins des 
terminologues sont multiples. Il serait par exemple utile de mettre au point une interface 
offrant la possibilité de consulter toutes les étapes du processus d'extraction de termes 
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unilingue ou bilingue, de la constitution du corpus à la validation des termes. En effet, il est 
important pour un terminologue de pouvoir revenir dans les textes originaux, de vérifier 
l'étiquetage, de trier les termes, d'extraire les contextes, de facilement produire la 
bibliographie des contextes servant à décrire les termes, etc. 
Par notre expérience en extraction de termes complexes et en extraction de termes 
simples, nous trouvons qu'il est plus facile de travailler avec des termes simples. Les listes 
d'extraction de ces derniers comptent moins de CT que celles des termes complexes. Elles 
sont à notre avis beaucoup plus gérables: au lieu d'effectuer un travail de 
« débroussaillage », nous réalisons un travail de construction. D'ailleUrs, en partant de cette 
dernière idée et en guise de perspective pour de futurs travaux, il serait intéressant de se 
pencher sur le problème de l'extraction de termes complexes à partir de l'extraction de 
termes simples. Ces derniers combinés à des patrons morpho syntaxiques pourraient servir 
d'amorces à l'identification de termes complexes. 
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