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Resumen
Enestetrabajopresentamoselresultadom´asimportantedenuestrainvestigaci´onen
elestudiodelaexistenciadelasoluci´onaunaEcuaci´onenDerivadasParcialesel´ıptica
nolinealdelaforma


−∆u−λu+u3=f enΩ
u=0 sobre∂Ω
(1)
dondeλ∈R,ΩesunsubconjuntoabiertoyacotadodeRnconfrontera∂Ωyf∈l2(Ω).
Elm´etodoautilizaresunadelasherramientasdelAn´alisisFuncionalnoLinealcono-
cidocomoMetodoVariacional,elcu´alconsisteenencontrarlospuntoscr´ıticosdeun
funcionalapropiadode(1).
Palabrasclave:EcuacionesenDerivadasParcialesel´ıpticasnolineales,M´etodoVaria-
cional,Funcional,Soluci´ond´ebil,Puntoscr´ıticos,Condici´ondeDirichlet.
Abstract
Inthispaperwepresentthemostimportantresultofourresearchonthestudyofthe
existenceofthesolutionofnonlinearPartialDiﬀerentialEquationsofthetype


−∆u−λu+u3=f inΩ
u=0 on∂Ω
(1)
whereλ∈R,ΩisaboundedopensubsetofRnwhitboundary∂Ωandf∈l2(Ω).The
methodusedisoneofthetoolsofNonlinearFunctionalAnalysisknownasVariational
Method,whichistoﬁndthecriticalpointsofasuitablefunctionalof(1).
Key words: NonlinearelipticPartialDiﬀerentialEquation,Variational Method,
Functional, Weaksolution,Criticalpoints,Dirichletcondition.
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Introducci´on
Elinter´esdelacomunidadcient´ıﬁcaenelan´alisisnolinealhaidocreciendosigniﬁca-
tivamenteenlasu´ltimasd´ecadas. Porestaraz´on,nuestrotrabajoestar´adirigidoal
estudiodelasEcuacionesDiferencialesParciales(deahoraenadelanteEDP),dado
suampliocampodeaplicaci´onque´estastienen.Consecuenteconesto,decidimosen-
focarnosenlasoluci´ondeunaEDPnolinealel´ıpticausandoel M´etodoVariacional,
elcualesunadelasprincipalesherramientasempleadasparaestudiarlaexistenciade
solucionesdeproblemasel´ıpticosnolineal.
Estetrabajoestar´adivididoenpreliminaresy4Cap´ıtulos. Lospreliminaresposeen
deﬁnicionesb´asicascomoEspaciosNormados,EspaciosconProductoPunto,Suce-
sionesdeCauchy,EspaciosdeHilbert,adem´ascontaraconlosEspaciodeSobolev,
elcualesdegranutilidadporqueeselespaciofuncionalenelcualest´aplanteadala
soluci´ondelaEDP(1)(posteriormentelaecuaci´on(1),estarapresentadaenelCap´ıtulo
4conel´ındicede(4.4)).Los4cap´ıtulossedesarrolarandelasiguienteforma:
EnelCap´ıtulo1iniciaraconladeﬁnici´ondeEDPmencionandoalg´unasdelasEDP
m´asimportantes,siguiendoconladeﬁnici´ondeordenylinealidadyﬁnalizandoconlas
deﬁnicionesdesistemasdeEDPycondicionesdefronteras.
EnelCap´ıtulo2estudiaremoselproblemadeCauchyyelteoremadeCauchy-Ko-
val´evskaya,elcu´algarantizalaexistenciaylaunicidadenlasoluci´ondelproblemade
Cauchyformuladoanteriormente,paraelcasodeunaEDPanal´ıticayunascondiciones
in´ıcialesanal´ıticas.
EnelCap´ıtulo3estableceremosalgunasnocionesdelAn´alisisfuncionalydesigualdades
importantes,talescomolaDesigualdaddeH¨older,DesigualdaddePoincar´e,elteorema
deLax-Milgram,elteoremaPrincipiodeDirichlet,loscualescontribuir´analdesarrolo
deltemacentraldelpresentetrabajo.
Poru´ltimo,elCap´ıtulo4correspondealaintroducci´ondeunodelos m´etodos m´as
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utilizadosparaobtenersolucionesaproximadasaproblemasquenoposeensoluci´on
anal´ıtica.Paraejemplarestem´etodotenemosenmenteunproblemadevalordefron-
teratipoDirichletparaunaEDPel´ıpticanolineal.
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Preliminares
0.1 Espaciosnormados
Deﬁnici´on0.1.UnanormaenunespaciovectorialHsobreRo´Cesunaaplicaci´on
,deﬁnidaenHavalorrealpositivo
:H→R+
talque
• x ≥0paratodox∈Hy x =0↔x=0
• λx =|λ|x paratodox∈Hyparatodoλ∈Ro´C
• x+y≤ x+ y paratodox,y∈H
alpar(H, )lolamaremosespaciovectorialnormado.
0.2 Espaciosconpruductointerno
Deﬁnici´on0.2.SeaHunespaciovectorialsobreelcampoK=Ro´C,unproducto
internoesunafunci´on :H×H→Ktalque,
• x,x≥0paratodox∈Hyx,x=0six=0
• x,y= y,xparatodox,y∈H(conjugadocomplejode x,y)
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• λx,y=λx,y paratodoλ∈Cyparatodox,y∈H
• x+y,z= x,z+ y,zparatodox,y,z∈H
SiHesunespaciovectorialconproductointerno,lapareja(H, )seconocecomo
unespacioconproductointerno.
0.3 Sucesi´ondeCauchy
Deﬁnici´on0.3.SeaEunespacionormado.Sedicequeunasucesi´onSn∈E,esuna
sucesi´ondecauchy,siparatodo >0,existeunenteroNtalque
Sn−Sm < paratodon,m≥N
AntesdehablardelosespaciosdeHilbert,esprecisoaclararqueenundeterminado
espacioE,lanormax+y,puedeserinducidaporelproductointerno. As´ıpor
ejemplopodremosdecirquex+y= x,y.
0.4 EspaciosdeHilbert
Deﬁnici´on0.4.SeaHesunespacioconproductointerno,´estesedicecompletositoda
sucesi´ondeCauchyconvergeenH,adem´assiHescompletoconlanormainducida
porelproductointerno,´esteseconocecomoespaciodeHilbert.LosespaciosRn,Cn,Ln
sonespaciosdeHilbertconelproductointernoyadeﬁnido.
0.5 EspaciosdeSobolev
Deﬁnici´on0.5. Seak≥0unenteroysea1≤p<∞. Entoncesdeﬁnimoslos
espaciosdeSobolevcomoWk,p(Ω),elconjuntodetodaslasderivadasdistribucionales
u∈Lp(Ω)talqueDαu∈Lp(Ω)para|α|≤k.EnWk,p(Ω),deﬁnimoslanormapor
uk,p=


|α|≤k
Dαupp


1
p
si 1≤p<∞
11
uk,∞ =max|α|≤k D
αu∞ sip=∞
yparap=2,deﬁnimoselproductointerno
u,vk=
|α|≤k Ω
Dαu(x)Dαv(x)dx.
parau,v∈Wk,p(Ω).
Deﬁnici´on0.6.Denotamospor
Wk,p0 (Ω)
laclausuradeC∞0 (Ω)enWk,p(Ω)
Nota0.7. DenotaremosWk,p(Ω)comoHk(Ω),siendoHunespaciodeHilbert. De
estamaneraquedaescrito
Wk,2(Ω)=Hk(Ω)
deahiquesik=0entonces
W0,2(Ω)=L2(Ω).
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Cap´ıtulo1
EcuacionesDiferencialesParciales
Lasecuacionesdiferencialesparcialessondegraninter´esacausadesuconexi´oncon
fen´omenosdelmundof´ısico,porelosempezaremosdeﬁniendounaEDPyposterior-
mente,hablaremosacercadesuclasiﬁcaci´on.
1.1 EcuacionesDiferencialesParciales
Deﬁnici´on1.1.SeaΩ⊆H(HunespaciodeHilbert)unconjuntoabiertoyacotado.
LlamaremosEDPalafunci´onF:Ω→Rdeﬁnidacomosigue:
F x1,...,xn,u,∂u∂x1,...,
∂u
∂xn,...,
∂mu
∂xm1···∂xmn =0 (1.1)
enlacualFesunafunci´onden-variablesindependientesx1,...,xn,unafunci´onde-
sconocidau(x1,...,xn)ydeun n´umeroﬁnitodelasderivadasparcialesde
u(x1,...,xn).
Acontinuaci´onenunciaremosalgunasdelasEDPm´asimportantes.
•LaEDPconocidacomoecuaci´ondeLaplaceparan>1variableses
n
i=1
∂2u
∂x2i≡∆u≡∇
2u=0
dondeels´ımbolo∆uesconocidocomoLaplacianouoperadordeLaplace.
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•LaEDPconocidacomoecuaci´ondeHelmhotz
−∆u=λu
•LaEDPconocidacomoecuaci´ondeLiouvile
ut−
n
i=1
biuxi=0
ParaevitarconfusionesydeseandosercoherentesconnuestroestudiosobreEDP,in-
troducimosunanotaci´onlamadamultindice,lacualespropuestaporelmatem´atico
franc´esLaurenSchwartz.
1.1.1 Notaci´ondel Multindice
Consideremos ξ=(ξ1,ξ2,...,ξn) un vector con n componentes reales y
α=(α1,α2,...,αn)unvectordencomponentesreales,elcualser´autilizadocomo
multindicedondecadacomponentedelvectorαser´anenterospositivos.Asociadoal
multindiceαasociamoslosescalares
|α|=α1+α2+···+αn, α!=α1!α2!...αn!.
delvectorξyelmultindicepodemosformarelmonomio
ξα=ξα11ξα22 ...ξαnn .
Adem´as,denotaremoscomoCαauncoeﬁcientequedependedelosnenterospositivos
deα,esdecir
Cα=Cα1..αn.
Detalmaneraque,laformageneralparaunpolinomioP(ξ)degradom,connvariables
independientes,ser´adelaforma
P(ξ)=
|α|≤m
Cαξα.
Paraayudarallectorenlacomprensi´ondeestanotaci´on,introducimosunejemplo,el
cu´alservir´aparadespejarlasposiblesdudas.
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Ejemplo1.2.Escribirenlaformageneralunpolinomiodegradodos,condosvariables
independientes.
Comoelpolinomiotienedosvariablesindependientes,aplicandolanotaci´onanterior
setiene:
ξ=(ξ1,ξ2) α=(α1,α2)
ξα=ξα11ξα22 Cα=Cα1α2
ComoelgradodelpolinomioP(ξ)esdos,sedebesatisfacerque|α|=2,esdecirque
α1yα2debentomarlosvaloresde{0,1,2},porserα1yα2enterospositivos,porlo
tantolasposiblessolucionesdeα1+α2=2son
α1+α2=2+0=2
α1+α2=1+1=2
α1+α2=0+2=2
Entonceslaformageneralparaunpolinomiodegradodoscondosvariablesindepen-
dienteses:
P(ξ1,ξ2)=
|α|≤2
Cα1α2ξα11ξα22,
Dondeelsigno≤enlasumatoria,indicalasumadetodoslost´erminosmenorese
igualesados,as´ıelpolinomiotomalaformade
P(ξ1,ξ2)=C2,0ξ21ξ02+C1,1ξ11ξ12+C0,2ξ01ξ22+C1,0ξ11ξ02+C0,1ξ01ξ12+C0,0ξ01ξ02.
Continuandoconnuestroestudiote´orico,nosdisponemosaexponerc´omoesposible
clasiﬁcarlasEDP,ydaremosejemplosparaayudarallectorensucomprensi´on.
1.2 Clasiﬁcaci´on delasEcuaciones Diferenciales
Parciales
LasEDPsonposiblesclasiﬁcarlasdeacuerdoasuordenysulinealidad
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1.2.1 Clasiﬁcaci´onseg´unsuorden.
Deﬁnici´on1.3.ElordendeunaEDPdependedelm´aximoordendeladerivadaparcial
queseencuentreenlaecuaci´on.
Ejemplo1.4.Lasecuaciones
∂u
∂x+
∂u
∂y−2u=u
3 (1.2)
∂2u
∂x2+
∂u
∂y=cosu (1.3)
∂4u
∂x2∂y2+
∂2u
∂x2=3u
2 (1.4)
sondeprimer,segundoycuartoordenrespectivamente.
Graciasalanotaci´ondelmultindice,lasecuacionesanteriormentemencionadastoman
laformade
ux+uy−2u=u3;uxx+uy=cosuyuxxyy+uxx=3u2
1.3 Caracterizaci´onyclasiﬁcaci´ondeunaEDP,me-
dianteel Discriminantey Determinantedela
ecuaci´on.
Antesdeenunciarc´omoclasiﬁcarlasEDPmedianteelm´etododelDiscriminanteyel
Determinante,mostraremosqueenlaexpresi´ongeneraldelaEDPdesegundoOrden,
esposiblereducirloscoeﬁcientesdelasderivadasdesegundoOrden,aconstantesmuy
simplesmedianteuncambiodecoordenadas.
SealaEDPdesegundoordencondosvariablesindependientes
auxx+2buxy+cuyy+dux+euy+fu+g=0 (1.5)
dondeloscoeﬁcientesa,b,c,d,e,f,gest´andeﬁnidosenunaregi´onΩ⊆H.Esnecesario
hacerunatransformaci´onalaecuaci´on(1.5)medianteuncambiodesusvariablesinde-
pendientesenotraconformam´assimple,permitiendosuclasiﬁcaci´onyenalgunoscasos
susoluci´on.Consideremosunatransformaci´ondeclaseC2yuncambiodecoordenadas
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deﬁnidasporunsistemadeecuacionesdelasiguienteforma


ξ=ξ(x,y)
η=η(x,y)
con ∂(ξ,η)∂(x,y)=0,∀(x,y)∈Ω (1.6)
Aplicandolatransformaci´on(1.6)alaposiblesoluci´onu(x,y)delaecuaci´on(1.5),
tendr´ıamosquelasoluci´onu(x,y),
u(ξ,η)=u(ξ(x,y),η(x,y))
aplicandoregladelacadenaobtenemos
ux=uξξx+uηηx
uy=uξξy+uηηy
derivandorespectoax
uxx=uξξxx+(uξ)xξx+uηηxx+(uη)xηx
Aplicandoregladelacadenaparalosterminos(uξ)xy(uη)x
(uξ)x=uξξξx+uξηηx
(uη)x=uηηηx+uηξξx
luego
uxx=uξξξ2x+2uξηξxηx+uηηη2x+uξξxx+uηηxx (1.7)
an´alogamentesetiene
uyy=uξξξ2y+2uξηξyηy+uηηη2y+uξξyy+uηηyy (1.8)
uxy=uξξξxξy+uξη(ξxηy+ξyηx)+uηηηxηy+uξξxy+uηηxy (1.9)
ahoraremplazando(1.7),(1.8),(1.9),en(1.5)tenemos
auξξξ2x+2uξηξxηx+uηηη2x+uξξxx+uηηxx +
2b[uξξξxξy+uξη(ξxηy+ξyηx)+uηηηxηy+uξξxy+uηηxy]+
cuξξξ2y+2uξηξyηy+uηηη2y+uξξyy+uηηyy +R=0
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dondelost´erminosdederivadasmenoresquedosperenecenaR
aξ2x+2bξxξy+cξ2y uξξ+[aξxηx+b(ξxηy+ξyηx)+cξyηy]2uξη
η2x+2bηxηy+η2y uηη+R=0.
Obteniendoas´ı,quelaformageneraldelaEcuaci´onParcialenlascordenadas(ξ,η)es
deltipo
Auξξ+2Buξη+Cuηη+R=0 (1.10)
dondeloscoeﬁcientesdelasderivadadasdesegundoordenest´andadaspor


A=aξ2x+2bξxξy+cξ2y
B=aξxηx+b(ξxηy+ξyηx)+cξyηy
C=η2x+2bηxηy+η2y
Despu´esdehabermostradoqueesposiblereducirlasderivadasdesegundoOrdende
unaEDPaunaecuaci´ondesegundogrado,enunciaremosc´omoclasiﬁcarlaapartirde
sudiscriminanteydeterminante.
1.3.1 Clasiﬁcaci´on medianteelDiscriminante.
Deﬁnici´on1.5.SealaEDP(1.10),unaecuaci´ondesegundoorden,lasfuncionesA,B
yCsoncontinuasynoseanulansimult´aneamenteenunconjuntoabiertoΩ⊆H,
entoncesdeﬁnimoseldiscriminantedelaecuaci´on(1.10)comolafunci´onψ:Ω→ R
dadapor
ψ(ξ,η)=B2(ξ,η)−4A(ξ,η)C(ξ,η)
Deﬁnici´on1.6. Mediantelatransformaci´on(1.6)enlaecuaci´on(1.5)sedicequela
EDPes:
1.Parab´olicaenelpunto(ξ,η)∈Ωs´ıψ(ξ,η)=0
2.Hiperb´olicaenelpunto(ξ,η)∈Ωs´ıψ(ξ,η)>0
3.El´ıpticaenelpunto(ξ,η)∈Ωs´ıψ(ξ,η)<0
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Ejemplo1.7.Sealaecuaci´onuyy+5uxy+4uxx+uy+ux−3=0,tenemos
uyy+5uxy+4uxx+uy+ux−3=0→B2−4AC=9
eshiperb´olica.
Ejemplo1.8.Sealaecuaci´on4uy+3uxx=0,tenemos
4uy+3uxx=0→B2−4AC=0
esparab´olica.
Ejemplo1.9.Sealaecuaci´onuyy−yuxx=0,tenemos
uyy−yuxx=0→B2−4AC=0
hiperb´oicas´ıy>0yel´ıpticas´ıy<0.
ParalasEDPhiperb´olicasyparab´olicas,ensusrespectivassolucionesencontramos
par´ametrosreales,mientrasqueenlasel´ıpticasno,porloqueaparecer´anpar´ametros
complejos.
1.3.2 Clasiﬁcaci´on medianteelDeterminante.
Deﬁnici´on1.10.SeaMm×nelespaciodelasmatricesrealesylamatrizS∈Mm×n,
entoncessediceque;
S= A BB C
1.SieldetS=0,entoncesesParab´olico;
2.SieldetS<0,entoncesesHiperb´olico;
3.SieldetS>0,entoncesesEl´ıptico
Ejemplo1.11.Sealaecuaci´onuyy+5uxy+4uxx+uy+ux−3=0
S= 4 55 1 →detS=(4)(1)−(5)(5)=−21
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eshiperb´olico.
Ejemplo1.12.Sealaecuaci´on4uy+3uxx=0
S= 3 00 0 →detS=(3)(0)−(0)(0)=0
esparab´olico.
Ejemplo1.13.Sealaecuaci´onuyy−yuxx=0
S= −y 00 1 →detS=(−y)(1)−(0)(0)=−y
laecuaci´onesel´ıpticasiysolamentesiy∈Z−.
Podemosobservarqueestos m´etodossolodiﬁerenenlasEDPhiperb´olicayel´ıptica,
dadoquesusignocambia,encambioparalaEDPparab´olicaelresultadosemantiene.
1.3.3 Clasiﬁcaci´onseg´unsulinealidad.
Deﬁnici´on1.14.LaEDP(1.1)sedicelinealsiesdelaforma
|m|≤N
am(x)Dmu=f(x)
esdecir,queseadeprimergradoenlavariabledependiente(lafunci´ondesconocida)y
ensusderivadasparciales.
Ejemplo1.15.Sealaecuaci´ondeLaplaceparadosvariablesindependientes
uxx+uyy=0
eslinealhomog´enea.
Deﬁnici´on1.16.LaE.D.P.(1.1)sedicesemilinealsiesdelaforma
|m|=N
am(x)Dmu+a0 Dm−1u,...,Du,u,x=0
siescuasilinealyloscoeﬁcientesdelasderivadasdemayorordensonfuncionesque
solodependendelasvariablesindependientes.
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Ejemplo1.17.Sealaecuaci´on
x2uxx+4xyuyy+uux+u2=0
essemi-linealhomog´enea.
Deﬁnici´on1.18.LaEDP(1.1)sedicecuasilinealsiesdelaforma
|m|=N
a0 Dm−1u,...,Du,u,xDmu+a0 Dm−1u,...,Du,u,x=0
debeserlinealrespectoalasderivadasdeordenm´aximoqueaparezcanenlaecuaci´on.
Deﬁnici´on1.19.Sealaecuaci´on
uxxx+uyy=0
escuasilinealdeordentres.
Deﬁnici´on1.20.LaEDP(1.1)esnolineal,sielgradodelavaribledependienteysus
derivadasparcialessondeordenmayor.
Ejemplo1.21.Sealaecuaci´on
uxuxx+uuyy=0
esnolinealdeordendos.
1.4 Sistemadeecuacionesenderivadasparciales
UnsistemadeecuacionesenderivadasparcialesesunconjuntodevariasEDPcon
unn´umerodeterminadodeinc´ognitas. CuandoaunsistemadeEDPsoaunaEDP
deﬁnidasenundominoΩ,leagregamosunaseriedecondicionesligadasalmismosis-
temaoecuaci´on,obtenemosunproblemamatem´atico.Existendostiposdecondiciones:
decontornoodefronteraylascondicionesin´ıciales.Lascondicionesdecontornoson
restriccionesquesehacensobrelafronteradeldominioΩyas´ıencontrarunasoluci´on
ualaEDPoalsistemadeEDPs.Estascondicionessonfuncionesquedependendelas
variablesindependientesydelasderivadasDαu.Lascondicionesinicialessoncondi-
cionesquesehacensobrealgunasdelasvariablesindependientes,paraunafunci´on
u(x1,...,xn)lascondicionesinicialesrespectoalasvariablesxitomalaforma:
Dαiu=ψ(x1,...,xi−1,0,xi+1,...,xn) para α=0,1,...,m cuando xi=0
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Dondeψesunafunci´onquedependedelrestodelasn−1variablesindependientes,
enrealidadhaysituacionesenquelascondicionesinicialessonigualesalasdecon-
torno,peroladiferenciaradicadadoquelascondicionesiniciales,puedentomarvalores
xi∈int(Ω),ylascondicionesdecontornoesunarestricci´onenlafronteradeldominio
∂Ω.
Antesdedarunaclasiﬁcaci´ondelossistemasdeEDPs,escribiremoslaformamatri-
cialparaunsistemadeEDPs,deprimerordenconnvariablesindependientesyN
ecuacionesdeprimerorden,lascualestomanlaformadelasiguientemanera


a111D1u1+···+a11ND1uN+···+an11Dnu1+···+an1NDnuN=b1
a121D1u1+···+a12ND1uN+···+an21Dnu1+···+an2NDnuN=b2.. ... ...
a1N1D1u1+···+a1NND1uN+···+anN1Dnu1+···+anNNDnuN=bN
(1.11)
laformamatricialparaelsistemadeecuaciones(1.11)planteadoes
n
i=1


ai11 ai12 ··· ai1N
ai21 ai22 ··· ai2N.. .. ... ..
aiN1 aiN2 ···aiNN




Diu1
Diu2..
DiuN

=


b1
b2..
bN

 (1.12)
Conunsistemadeecuacionescomoelanterioryunconjuntodecondicionesiniciales
odefrontera,setienequelasoluci´onpara(1.12)sonNfuncionesu1,u2,...,uN detal
formaquesesatisfaga(1.12).
Elsistemaanteriorlopodemosescribirenformadeecuaci´on,utilizandocomoayuda
suformamatricial(1.12):
n
i=1
N
k=1
aijkDiuk=bj, (1.13)
aqu´ıj=1,...,NylosaijksonlascomponentesdelamatrizAi,lacualescuadrada
N×N.Cuandoelvectorbjesigualalvectornulo,elsistemasedicequeeshomog´eneo,
adem´assilasNecuacionessonlinealeselsistemaeslineal,ysilasNecuacionesson
cuasilinealeselsistemaescuasilineal.
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1.5 CondicionesdeFrontera
Lossistemasdeecuacionesdiferencialeslospodemosclasiﬁcarentrestiposdecondi-
cionesdefrontera.
1.Condici´ondeDirichlet
Sealaecuaci´on, 

∆u=F enΩ
u=g sobre ∂Ω
Estaeslacondici´ondefronteradeDirichlet,paralaecuaci´ondeLaplace.Consiste
enencontrarlasoluci´onu(x)delaEDPyqueadem´as´estaseaigualaotrafunci´on
g(x)queseencuentrasobrelafrontera.Aunquemuchasvecesg(x)=0.
Enotraspalabrasestacondici´on,loquepretendeesﬁjarlosvaloresdelafunci´on
inc´ognitaenlospuntosqueest´ansobrelafrontera.Portalmotivoestacondici´on
lapodremoslamartambi´encomoelProblemadeValorFijodeDirichlet.
2.Condici´ondeNeumann
Sealaecuaci´on, 

∆u=F enΩ
∂u
∂x=g sobre ∂Ω
Adiferenciadelacondici´ondeDirichlet,lacondici´ondefronteradeNeumann
paralaecuaci´ondeLaplace,noespeciﬁcalafunci´onu(x)ens´ı,perosisuderivada,
lacualser´alasoluci´ondelaEDP.Estaderivadaser´aigualaunafunci´ong(x)
queseencuentrasobrelafrontera.
Ahorabien,enestacondici´onloquesepretendeesﬁjaryanolosvaloresde
lafunci´oninc´ognita,sinoﬁjarelﬂujodelamisma,loquequieredecir,elvalor
quetieneladerivadaenladirecci´onnormaldelafrontera. Aestacondici´onla
podremoslamarelProblemadeFlujoFijodeNeumann.
3.Condici´ondeRob´ın
Sealaecuaci´on, 

∆u=F enΩ
u=g sobre ∂Ω
∂u
∂x=h sobre ∂Ω
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Lacondici´ondeRob´ınconsisteenunacombinaci´ondelascondicionesdeDirichlet
yNeumann.Lostrestiposdecondicionesdefronteraanteriores,talycomoest´an
escritassonhomog´eneasyaqueseanulanen∂Ω,diremosquelascondicionesde
fronteranosonhomog´eneassitalycomoest´anescritassonigualesaunafunci´on
g=0quedependedelasnvariablesindependientes.
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Cap´ıtulo2
ExistenciayUnicidaddela
Soluci´onParaunaEDP
Enestecap´ıtulo,pretendemosmostrarloscriteriosnecesariosysuﬁcientesparadeter-
minarlaexistenciaylaunicidaddelasoluci´onanal´ıticadeunaEDP.Paraelo,el
desarrolodelcap´ıtulosehar´aendossecciones:laprimeratratar´aacercadelproblema
deCauchy,enelquesemencionaranlascaracter´ısticasdelosdatosqueseimpondr´an
aunaEDP,yenlasegundasecci´on,hablaremosdelteoremaquenosgarantizalaexis-
tenciadelasoluci´on.Teniendoestasdossecciones,ﬁnalizaremosconunosejemplosen
losqueaplicaremoselproblemadeCauchyyelteoremadeCauchy-Koval´evskaya.
2.1 ProblemadeCauchy
Paraunafunci´onu(x)=u(x1,x2,...,xn)deﬁnidaenunasuperﬁcieΩ⊂H(dondeH
esunespaciodeHilbert),escribimosdosEDP,dondeLdenotaeloperadordiferencial
paralafunci´onu,deestaforma:
Lu=
|α|≤m
Aα(x)Dαu=B(x) (2.1)
Lu=
|α|=m
Aα Dβu,xDαu+C Dβu,x (2.2)
dondelaecuaci´on(2.1)eslaformadelaEDPlineal,siendoAα(x)yB(x)funciones
conocidasquedependendelasx1,x2,...,xnvariables.Laecuaci´on(2.2)eslaformade
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laEDPcuasilineal,enlacualAα Dβu,xDαuyC Dβu,x sonfuncionesconocidas
quedependendelasx1,x2,...,xnvariablesydelasderivadasDβu.E´stasderivadas
sondeorden|β|≤m−1.
SuponiendoquelasuperﬁcieΩ,esdadaporlafunci´on
φ(x1,x2,...,xn)=0 (2.3)
lacualtienemderivadascontinuas.Lasuperﬁciesediceregularenelsentidoque
Dφ=(φx1,...,φxn)=0 (2.4)
Luegocadaderivadaparcialdeφrespectoalavariablexiconi=1,2,...,nseencuentra
deﬁnidaenunavecindadabiertaG⊂Ω.
LosdatosdeCauchysobrelasuperﬁcieΩparaunadelasecuaciones(2.1)o(2.2)son
lasderivadasparcialesdeudeorden|β|≤m−1. Estasderivadasnopuedenser
tomadasarbitrariamente,debensatisfacerunacondici´ondecompatibilidad.
Deﬁnici´on2.1.LasuperﬁcieΩselamano-caracter´ıstica,sisobreΩsepuedenhalar
todaslasderivadasDβudelsistemaalgebraicodeecuaciones,con|β|<m.Adem´as,Ω
sedicequeescaracter´ısticasiparatodox∈Ω,esteesno-nocaracter´ıstico.
Paradejarenclaroelcriterioalgebraicosobreecuacionescaracter´ısticas,consideremos
elcasoespecialdondelasuperﬁcieΩseanulaensun-esimacomponente,esdecir
xn=0.As´ıeldatodeCauchyconsisteenlasDβucon|β|≤m−1,estasderivasest´an
inscritassobreΩysonderivadasdeorden≤m−1,as´ı:
Dknu=ψk(x1,x2,...,xn) para k=0,1,...,m−1 cuando xn=0
deestaformatenemossobreΩlasderivadas
Dβu=Dβ11Dβ22 ...Dβn−1n−1ψβn (2.5)
lascualessonlascondicionesdecompatibilidadnecesariasparalosdatosdeCauchyen
t´erminosdelasderivadasnormalesdeΩ.
Seaelmultindiceα∗elcualdenotaelvector
α∗=(0,...,0,m).
Estevectorpermiteexpresarlost´erminosDα∗,dondeα∗=αdenotaderivadasdeorden
mayorquehacenpartedelost´erminosdelasEDP(2.1)´o(2.2)deﬁnidasenΩ,estas
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derivadasnosonexpresablespor(2.5)enfunci´ondeψ0,ψ1,...,ψm−1yas´ıent´erminos
delosdatosdeCauchy.Conestolost´erminosdeDαucon|α|<mest´andeterminados
sobreΩsisepuederesolverlaEDP(2.1)o´(2.2)paraelterminoDα∗u,estosolose
puedesilamatrizAα∗esnodegenerada,esdecireldet(Aα∗)=0. Deestaforma,el
problemadeCauchyconsisteenencontrarunasoluci´onu∈Cm−1(Ω)paraunadelas
dosecuaciones(2.1)´o(2.2)teniendocomocondicionesin´ıcialeslosdatosdeCauchy.
2.2 Cauchy-Koval´evskaya
Elteoremaqueenunciaremosenestasecci´on,garantizalaexistenciaylaunicidadenla
soluci´ondelproblemadeCauchyformuladoenlasecci´onanterior,paraelcasodeuna
EDPanal´ıticayunascondicionesin´ıcialesanal´ıticas.Esteteoremadebesunombreen
honoralmatem´aticoFranc´esAgust´ınCauchyyalamatem´aticaRusaSof´ıaVas´ılievna
Koval´evskaya.
AntesdeenunciarelteoremadeCauchy-Koval´evskaya,esnecesarioqueenunciemos
ladeﬁnici´onsobreConvergenciadeseriesdefuncionesyfuncionesanal´ıticas,conel
ﬁndeayudarallectorenlacomprensi´ondeesteimportanteteorema.
Deﬁnici´on2.2.Unafunci´onf(x)deﬁnidaenΩ⊆H,esanal´ıticaenelpuntox0,si
existeunaseriedepotenciaqueconvergeabsolutamenteaf(x)enunavecindadG⊂Ω
centradaenx0.As´ı,f(x)esanal´ıticaenx0sicumple:
f(x)=
|α|≥0
Dαf(x0)
α! x−x
0α. (2.6)
Adem´as,decimosquef(x)esanal´ıticaenΩsiloesencadapuntodex0.Recordamos
elhechodequesif(x)esanal´ıtica,entoncesesinﬁnitamentediferenciableenΩ,lo
queesequivalenteadecirquef(x)∈C∞.
Deﬁnici´on2.3.Si{fn}esunasucesi´ondefunciones,denotamoslaserieasociadaa
estasucesi´oncomosn=
∞
n=1
fn,dondelaserieconvergeabsolutamentesi
∞
n=1
|fn|<∞.
Teorema2.4.Cauchy- Koval´evskaya
Seanlasecuaciones(2.1)o´(2.2)mencionadasenlasecci´onanterior,deﬁnidasen
Ω⊆Rnconlascondicionesin´ıcialesdelproblemadeCauchy,estoes
Dβu=Dβ11,Dβ22,...,Dβn−1n−1ψ|β| con |β|≤m−1 (2.7)
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Suponiendoqueenunavecindaddelpuntox0,lasfuncionesAαyBsonanal´ıticasy
quelasfuncionesψ1,ψ12,...,ψn−1,tambi´ensonanal´ıticasenlamismavecindaddel
puntox0.Siψ1(x0)=ψ2(x0)=···=ψn−1(x0)=0entonceslaecuaci´on(2.1)´o(2.2)
tienensoluci´onu´nicaenunavecindaddex0.
Demostraci´on.Envirtuddelademostraci´ondiremosqueΩseencuentradeﬁnidapor
lafunci´onφ(x1,...,xn)=0,lacualesregularenelsentidodequeDφ=0,adem´as
supondremosqueΩesno-caracter´ıstica,esdecirqueQ(Dφ)=0.
SeaalgunadelasEDPmencionadasenlasecci´onanterior(2.1)´o(2.2)estoes
Lu=
|α|≤m
Aα(x)Dαu=B(x)
Lu=
|α|=m
Aα Dβu,xDαu+C Dβu,x
lascualesseencuentrandeﬁnidasenlasuperﬁcieΩ⊆H.Suponiendoquelasuper-
ﬁciedeΩesanal´ıticaenunaregi´onabiertaG,entoncesΩesdadoporlafunci´on
φ(x1,...,xn)=0,lacualesanal´ıticaenx0=(x01,x02,...,x0n)∈G. Yaqueφes
anal´ıticaesexpresablecomoseriedepotenciaconvergenteenx−x0.Dondex∈Gy
lasderivadasparcialesdeφsondiferentesdecero,estoes:
Dnφ=(φx1,φx2,...,φxn)=0.
Sobrelaregi´onGpodemosinscribirlosdatoscompatiblesdeCauchy,esdecir,enGse
encuentrandeﬁnidaslasderivadasDβulascualessonanal´ıticasenx−x0.Aqu´ıβes
unmultindiceelcualsatisface|β|≤m−1,as´ı:
Dβn−1=Dα11,Dα22,...,Dαn−1n−1 = ∂
m−1
∂x1∂x2...∂xn−1.
ElhechoqueDβuseaanal´ıticaimplicaqueesrepresentableporunaseriedepotencias
convergentex1−x01,x2−x02,...,xn−1−x0n−1respectivamente.
LoscoeﬁcientesdeBquedependensolamentedelasnvariablesindependientes,Aαque
dependensolamentededelasnvariablesindependientesydeDβusonanal´ıticas,luego
sondadosporunaseriedepotenciaconvergenteenx−x0.Paraunaposiblesoluci´on
u=u(x1,x2,...,xn),tenemosquesixn=0entoncesu=f(x1,x2,...,xn−1,0),de
estaformaasumiendoquef=0setienequeu=0cuandoxn=0.
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Aplicandounareducci´ondeordenalaecuaci´on(2.1)´o(2.2)obtenemos,
∂u
∂xn=
n−1
i=1
Ai(x,u)∂u∂xi+B(u,x) (2.8)
as´ı,unsistemaNcomponentesujdeusepuedeesxpresarcomo:
Dnuj=
n−1
i=1
N
k=1
aijk(x,u)Diuk+bj(x,u). (2.9)
Nota2.5.Comoaijkybjsonanal´ıticassepuedenexpresarenunaseriedepotencias
queconvergeabsolutamente,porlotantoaijkybjconvergenuniformementeenuna
regi´oncerradacontenidaenelcampodeconvergenciaabsoluta,supongamosqueaijky
bjconvergenenxjyurcercaax=u=0.
As´ı,siuesanal´ıticoesdadoporunaseriedeTaylor,lacualesobtenidaalderivar
indeﬁnidamenterespectoaxnlaecuaci´on(2.9),obteniendocomocoeﬁcientesdeTaylor
unpolinomiodeordenαconcoeﬁcientesnonegativos,estoes:
Dαum=Pα,m Dγδβaijk(x,u),Dγδβbj(x,u)
dondeDγindicadiferenciaci´onrespectoaxyδβdiferenciaci´onrespectoau.
Concluyendoas´ıquelasoluci´onu∈H delaecuaci´on(2.1)o´(2.2)esdadaporla
siguienteseriedeTaylor:
uj=
α
1
α!(D
αuj)xα (2.10)
Observaci´on2.6.Elteoremaanteriorgarantizalaexistenciadelasoluci´onudela
EDP,lacualesexpresablecomoseriedeTaylor,perolaunicidadvaligadaalosdatos
deCauchyplanteados.
2.3 Soluci´ondeunaEcuaci´onDiferencialParcial
Deﬁnici´on2.7. Selamasoluci´ondeunaEDPdeordenmdeltipo(1.1)encierta
regi´onΩ⊆Hdevariaci´ondelasvariablesindependientesx1,...,xn,aunafunci´on
u=(x1,...,xn)∈Cm
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talquesustituyendoestafunci´onysusderivadasenlaecuaci´on(1.1)seobtieneuna
identidad.
Observaci´on2.8. Laanteriordeﬁnici´oncaracterizalassolucionesdeunaEDPde
ordenmcomoaquelasfuncionesCm lascualessatisfacenlaecuaci´onentodopunto
deΩ.
Nota2.9. EsmuyimportanteasegurarquelaEDPparaesteylosdem´asejemplos,
est´adeﬁnidaenundominioΩ⊆R2abiertoyacotado,lasoluci´onudebeserdeclase
C2ylascondicionesdeCauchyestar´andeﬁnidasenelinteriordeΩ.
Paraayudarallectorenlacomprensi´onde´estecap´ıtulo,introducimosalgunosejemplos
loscualesservir´anparadespejarlasposiblesdudas.Paraelprimerejemploestudiarems
elcomportamientodelosdatosdeCauchyparalaecuaci´ondeLaplace.Paraelsiguiente
ejemplo,hayquetenerclaro,quelasoluci´onseconstruir´aapartirdelaseriesdeTaylor,
talcomosemostr´oenelteoremadeCauchy-Kovalevskaya.
Ejemplo2.10.Sealaecuaci´ondeLaplace,
∆u=0 (2.11)
conlosdatosdeCauchydeﬁnidosenΩ
u(x,0)=0
ux(x,0)=sin(nx)n .
Elm´etodoquesevaaemplearparaencontrarlasoluci´onaestaEDP,ser´aelm´etodo
deseparaci´ondevariables;as´ıtenemosque
∆u=∂
2u
∂x2+
∂2u
∂y2=0 (2.12)
Estanuevaformaadmitecomosoluci´on
u(x,y)=X(x)Y(y).
Porobviasrazones,vamosaexcluirlasoluci´onu=0,puestoquee´staestrivial;
reemplazandoenlaecuaci´on(2.12)ydividiendoporu(x,y),obtenemos
1
X
∂2u
∂x2+
1
Y
∂2u
∂y2=0
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Estaecuaci´onpudoescribirsecomolasumadedosfuncionesu(x)yu(y),cadauna
conunavariabledistinta.Estosepuedehacersolosicadaunadeelasesigualauna
constante,as´ılasconstantesser´an
u(x)=1X
∂2u
∂x2=k
2x
u(y)=1Y
∂2u
∂y2=−k
2y
ysurespectivasumadebeserigualacero,porloquetenemos
k2x+k2y=0.
As´ı,surgenlasdosecuacionesdesegundoordenunidimensionales
∂2X
∂x2=k
2xX
∂2Y
∂y2=−k
2yY.
Teniendoencuentaesto,yparacadavalordekx,lasposiblessolucionesdelaecuaci´on
X(x),tienenlasiguienteforma
Xk(x)=


A1kejkxx+A2ke−jkxx parak2x>0
A1x+A2 parakx=0
A1kekxx+A2ke−kxx parak2x≡−k2x
Observandoestasformas,podemoshacerusodelasrelacionesdeEuleras´ı,
ejα=cos(α)+jsin(α) eα=cosh(α)+sinh(α).
Deah´ı,queesposibleescribirlasanterioresexpresionesenterminosdesenosycosenos,
circularesohiperb´olicos.
Lasoluci´ongeneraldelaecuaci´ondeLaplaceser´a,
u(x,y)=
∀kxky
Xkx(x)Yky(y).
Poru´ltimo,sabemosqueparaunaEDPanal´ıticaylosdatosdeCauchyanal´ıticos,la
soluci´onestambi´enanal´ıtica,hechoquehemosdemostradoya,tenemosquelasoluci´on
paraestaEDPestadadaas´ı,
∂2X
∂x2=−k
2xX → X=Ae
√kx+Be−√kx
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∂2Y
∂y2=−k
2yY → Y=Ce
√−ky+De−√−ky
dondeA,B,CyDsonconstantes,yutilizandolasidentidadesdeEuler
u(x,y)=A e√kx+e−√kx e√−ky+e−√−ky
u(x,y)=sin(nx)n2 sinh(ny), A=
1
n2
lacualesanal´ıticaentodoeldominioΩ⊆R2.
Ahora,probaremosqueefectivamenteestasoluci´oncumpleconlosdatosdeCauchy
requeridos
u(x,0)=sin(nx)n2 sinh(0)=0
ahoraderivemosurespectoay,yobtenemos
uy(x,y)=sin(nx)n cosh(ny)
aplicandoeldatodeCauchycorrespondientetenemos
uy(x,0)=sin(nx)n cosh(0)=
sin(nx)
n .
Teniendoencuentalasoluci´onde(2.11)
•¿Qu´esuceder´ıasintiendea∞?
•¿ElproblemadeCauchyest´abienplanteadoparalaecuaci´on?
Podemosverenesteejemplo,queatrevesdelm´etododeseparaci´ondevariables,fue
posibleencontrarlasoluci´onu´nicaalaEcuaci´ondeLaplaceconlosrespectivosdatos
deCauchypropuestos.EstaEDP,admitemuchasotrassoluciones;paraeloserequiere
quelasoluci´onpropuestaseaanal´ıtica,perodependiendodelosdatosdeCauchyla
unicidadvar´ıa.(ver[19],pag15)
Ejemplo2.11.SealaEDP
ut=ux,t∈R2
concondici´on
u(0,x)=ex
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Sepretendeencontrarunasoluci´onlocalalrededorde(t,x)=(0,0)
u(t,x)=
n≥0,m≥0
1
n!m!
∂n+m
∂tn∂xm(0,0)t
nxm (2.13)
hacemosladerivadam−esimarespectodexalacondici´ondada,obteniendo
∂mu
∂xm(0,0)=
∂mex
∂xm (0,0)=e
0=1. (2.14)
Porotraparte,haciendoladerivadan−esimarespectodetalaEDP
∂n+1u
∂tn+1 =
∂n+1u
∂tn∂x n≥0
eiterandoesteresultadoseobtiene
∂n+1u
∂tn+1 =
∂n+1u
∂tn−1∂x2=···=
∂n+1u
∂xn+1
derivandoesta´ultimarelaci´onrespectodelam−esimadextenemos
∂n+m+1u
∂tn+1∂xm =
∂n+1u
∂xn+m+1, n,m≥0
portanto
∂n+m+1u
∂tn+1∂xm(0,0)=
∂n+1u
∂xn+m+1(0,0)
∂n+1ex
∂xn+m+1(0,0)=1 n,m≥0 (2.15)
Ahorasustituyendo(2.14)y(2.15)en(2.13)obtenemos
u(t,x)=
n≥0,m≥0
1
n!m!t
nxm
u(t,x)=
n≥0
tn
n!m≥0
xm
m!
u(t,x)=etex.
Puedecomprobarsequesehaconstruidounasoluci´onalaEDPplanteada,usando
laseriedeTaylorapropiada,adem´asesu´nicaparalosdatosimpuestosaliniciodel
problema.
Enladeﬁnici´onanteriornoseespeciﬁcalaregularidaddelasoluci´onsobrelafrontera
∂Ωdelaregi´onΩ.Loquegeneralmentesepide,esquelafunci´onseacontinuaodifer-
enciableen∂Ω,queadmitatodaslasderivadasparcialesqueaparecenenlaecuaci´on
enelinteriordeΩ,yquesatisfagalaecuaci´onenelinteriordeΩ.
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Cap´ıtulo3
AlgunasNocionesdelAn´alisis
Funcional
Enestecap´ıtulo,estableceremosalgunasnocionesdelAn´alisisfuncionalydesigualdades
importantes,lascualescontribuir´analdesarrolodeltemacentraldelpresentetrabajo.
Nota3.1.Hayquetenerencuentaque(f,u)=f,u,denotaelproductopuntoenel
espaciodeHilbertH.
3.1 Deﬁnici´ondelosEspaciosLp
Deﬁnici´on3.2.Seap∈Rcon1≤p<∞;sedeﬁne
Lp(Ω)={f;Ω→R;f medible−Lebesgue}
yadem´as
Ω
|f(x)|pdx<∞ (3.1)
deestaforma,cuandop=1sedesignaporL1(Ω),alespaciodefuncionesintegrables
sobreΩ,ysunormaestar´adenotadapor
fL=
Ω
|f(x)|dx<∞. (3.2)
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Ahorasip=2,estamoshablandodelespacioH=L2(Ω),dondeHesunespaciode
Hilbertysunormaestar´adenotadapor
fL2=


Ω
|f(x)|2dx


1
2
dx<∞. (3.3)
Apartirdelasanterioresdeﬁniciones,esposibledotardeunanormaalespacioLp(Ω),
deestamanerasif∈Lp(Ω),esposiblenotarsunormacomo
fLp=


Ω
|f(x)|pdx


1
p
dx<∞. (3.4)
Teorema3.3.Desigualdadde H¨older
Sif∈Lp(Ω)yg∈Lq(Ω),entoncesf,g∈L1(Ω)ysetienelasiguientedesigualdad
Ω
|fg|≤fLp(Ω) gLq(Ω) (3.5)
donde1≤p<∞,yqeselconjugadoexponencialdep,esdecir1p+1q=1.
Demostraci´on.Parasudemostraci´onver[5],[1]
Teorema3.4.DesigualdaddePoincar´e
SeaΩunconjuntoabiertoyacotado,entoncesexisteunaconstanteC=C(Ω,p)tal
que
|f|0,Ω≤C|f|1,Ω
paratodof∈H10(Ω).
Demostraci´on.Parasudemostraci´onver[1],[13]
Teorema3.5.Lax-Milgram
SeaVunespaciodeHilbertyα(u,v)unafunci´onbilinealycontinua.Entoncesdado
unf∈V,debeexistirunau´nicau∈Vtalque
α(u,v)=(f,v), paratodov∈V
Siα(u,v)essim´etricaentoncesuescaracterizadaporelfuncionalJ:V→Rdeﬁnido
por
J(v)=12α(u,v)−(f,v)
Dondealcanzaunm´ınimoenu.
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EsteesunodelosTeoremasm´asimportantesparaelestudiodelaexistenciayunicidad
enproblemasel´ıpticos.
Demostraci´on.SeaΩunsub-espaciocerradodelespacioVdeHilbert.Seau∈Vy
dadounf∈V,entoncesexisteunv∈V,dondeu+v=wconw∈V,deahitenemos
α(u,w−v)≥ f,w−u
α(u,v+u−u)≥ f,v+u−u
α(u,v)≥ f,v.
Ahoratomandoav=−v∈V,yprocediendodeigualformaseobtiene
α(u,v)≤ f,v.
Conloqueconcluimosque
α(u,v)=f,v.
Suponiendoqueα(u,v)essim´etricoyaplicandoel*TeoremadeStampacchia,
obtenemosquelafunci´onJ:V→Ralcanzaunm´ınimoenu∈Vesdecir
J(u)=minv∈VJ[v]
dondeJ(v)=12α(u,v)− f,v.*Parasudemostraci´onver[14].
Deﬁnici´on3.6.SeaΩunconjuntoabiertoyacotadodeRnyseaf:Ω→C,medible
enelsentidodeLebesgue.SilaintegraldeLebesgue
K
|f(x)|dx
esﬁnitaparatodoconjuntocompactoK⊂Ω,entoncessedicequefesunafunci´on
localmenteintegrable.
3.2 IdentidadesdeGreen
SiΩ⊂Rnesunaregi´onabiertayacotadaenlacualnotamossufronteracomo∂Ω.El
operadordeLaplacedeﬁnidoparaunafunci´onu(x)=u(x1,...,xn)declaseC2(Ω),
est´adadopor
∆u=
2
k
D2ku.
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As´ı,siu,v∈C2 Ω recordamoslassiguientesigualdadesdelc´alculovariacionalla-
madasidentidadesdeGreen.
Ω
v∆udx=−
Ω
n
i=1
vxiuxi+ ∂Ωv
du
dndS (3.6)
Ω
v∆udx=
Ω
u∆vdx+
∂Ω
vdudn−u
dv
dn dS. S=∂Ω (3.7)
Aqu´ı, ddndenotadiferenciaci´onendirecci´onalvectornormalexteriora∂Ωydx=
dx1dx2...dxn. Laprimerasumatoriade(3.6)hacereferenciaalproductointerno
deﬁnidoparau,v∈Ω:
u,v=∇u∇v=
n
i=1
vxiuxi
Porlotantocuandohablemosdequelasoluci´ondeunaEDP,concondici´ontipo
Dirichletsehacenulaensufrontera,decimosqueu=0en∂Ω. Entoncesdelas
identidades(3.6)y(3.7)seconviertenrespectivamenteen:
Ω
v∆udx=−
Ω
∇u∇vdx (3.8)
Ω
v∆udx=
Ω
v∆udx (3.9)
3.3 Funcional
Deﬁnici´on3.7. UnfuncionalJ,esunoperadorlinealcondominioenunespacio
vectorialXyrecorridoenuncampoescalarKdeX
J:D(J)→K
dondeK=RsiXesrealyK=CsiXescomplejo.D(J)denotaraeldominiodeJ.
Dadoquenuestrotrabajotienecomocondici´ondecontornoladeDirichlet,esnecesario
encontrarelfuncionalJ(v),elcualalaplicarelM´etodoVariacional,dar´acomoresultado
suspuntoscriticosyademasseranlasoluci´ondebildelaEDPpropuesta.
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3.3.1 ProblemadeDirichletparaunaEDPel´ıpticadesegundo
orden
SeaΩ⊆Rn,unsubconjuntoabiertoyacotado,∂ΩlafronteradeΩyf:Ω→ R,tal
quef∈H10(Ω).ConsideremoselproblemadevaloresenlafornteratipoDirichlet

−∆u=f enΩ
u=0 sobre∂Ω
(3.10)
Acontinuacionmostramosqueunasoluci´ondevaloresenlafronteraparaelproblema
(3.10),puedesercaraterizadacomoelm´ınimodeunfuncionalapropiado. Paraelo
deﬁnimoselfuncional
J[v]=
Ω
1
2|∇v|
2−vf dx
dondevperteneceaunconjuntoadmisible(elconjuntodelassoucionesde(3.10))
H10= v∈L2(Ω);v=0sobre∂Ω
Teorema3.8.PrincipiodeDirichlet
Asumimosqueu∈H10(Ω)essoluci´onde(3.10)entonces
J[u]=min
v∈H10
J[v]. (3.11)
Reciprocamente,s´ıu∈H10(Ω)satisface(3.11),entoncesuresuelveelproblemadevalor
enlafronterade(3.10).
Demostraci´on.⇒
Seau∈H10(Ω),ΩunsubconjuntoabiertoyacotadodeRn,yfunafunci´ondada.

−∆u=f enΩ
u=v=0 sobre∂Ω
Supongamosquev∈H10(Ω),tambi´enessoluci´onde(3.10),porloquetendriamos
u−v≡0sobre∂Ω. Multiplicandolaecuaci´on(3.10)poru−veintegrandoobtenemos,
Ω
−∆u(u−v)=
Ω
f(u−v).
AplicandoidentidaddeGreenyresolviendoelproductotenemos
Ω
∇u∇(u−v)=
Ω
fu−fv.
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Agrupandolosterminosdeuydev,
Ω
∇u∇u−fu=
Ω
∇u∇v−fv.
AplicandoladesigualdaddeCauchy-Schwarz
|∇u∇v|≤|∇u||∇v|≤12|∇u|
2+12|∇v|
2.
Estoes
Ω
|∇u|2−fu=
Ω
∇u∇v−fv.
≤
Ω
1
2|∇u|
2+
Ω
1
2|∇v|
2
obteniendoas´ı
J[u]≤J[v] v∈H10(Ω). (3.12)
Dadoqueu∈H10(Ω),(3.11)sededucede(3.12).
⇐
Ahora,porelcontrario,suponemos(3.11).Fijamoscualquierv∈C∞ yescribimos
J(τ)=J[u+τv] conτ∈R.
Puestoqueu+v∈H10(Ω)paracualquierτ,lafunci´onescalarJ()tieneunm´ınimoen
cero,as´ı
J(0)=0
(dondeJdenotaladerivadaparcialrespectoaτ)proveelaexistenciadeladerivada.
Pero
J(τ)=
Ω
1
2|∇u+τ∇v|
2−(u−vτ)fdx
=
Ω
1
2|∇u|
2+τ∇v·∇v+τ
2
2|∇v|
2−(u−v)fdx.
Porconsiguiente
0=J(0)=
Ω
∇u∇v−fvdx=
Ω
(−∆u−f)vdx.
Estafunci´onesvalidaparacadav∈C∞(Ω)yas´ı−∆u=fenΩ.
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Deﬁnici´on3.9.Unasoluci´oncl´asicaparalaEDP(3.10)concondici´ondeContorno
tipoDirichlet,esunafunci´onu∈C2 Ω lacualsatisface(3.10)puntoapunto,es
decir,uadmitetodaslasderivadasparcialesde(3.10).
Delaanteriordeﬁnici´onesposibleconstruirladeﬁnici´ondesoluci´ond´ebil.Esnecesario
suponerqueuessoluci´onclasicaymultiplicandolaecuacion(3.10)porφ∈D(Ω),luego
integrandosetienelaigualdad
−
Ω
∆u·φ=
Ω
fφ.
AplicandolaidentidaddeGreenyutilizandoelhechodequeφ=0en∂Ωesposible
deducirque
−
Ω
∆u·φ=
Ω
∇u·∇φ−
∂Ω
φdudn= Ωfφ
−
Ω
∆u·φ=
Ω
∇u·∇φ=
Ω
fφ
Notecequeenesta´ultimaigualdadnoesnecesariolainformaci´ondelasegundaderivada
deu. Asi,vemosqueu∈H10,esdecir,debeperteneceralespaciodefuncionescon
derivadacontinuaconsoportecompactoenΩ.Delaanteriorigualdadesposiblefor-
mularlasiguientedeﬁnici´on.
Deﬁnici´on3.10.Unasoluciond´ebilde(3.10),esunafunci´onu∈H10lacualsatisface
Ω
∇u·∇v=
Ω
fv, paratodov∈H10. (3.13)
Vemosqueesposibleencontrarunasoluciond´ebilu∈H10de(3.10),peroestono
garantizaquesealaunicasoluci´on,portalmotivoesnecesarioverelsiguienteTeorema,
elcualgarantizasuunicidad.
Teorema3.11.SeaΩunconjuntoabiertoyacotadoyf∈L2(Ω)dado.Entoncesdebe
existirunaunicasoluci´ond´ebilu∈H10de(3.10)quesatisface(3.13).Estasoluci´ones
caracterizadapor
J(u)= min
v∈H10(Ω)
J[v]
donde
J(v)=12 Ω∇v·∇v− Ωfv.
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Demostraci´on.SupongaqueV=H10yseau∈V,deexistirunasoluci´ond´ebil,lacual
debesercaracterizadapor
α(u,v)=
Ω
∇u·∇v.
UtilizandolaDesigualdaddeH¨olderparap=2,esposiblededucirque
|α(u,v)|≤|u|1,Ω|v|1,Ω≤ u1,Ω v1,Ω.
AdemasporlaDesigualdaddePoincar´esetiene
α(u,v)=
Ω
∇v·∇v
=
Ω
|∇v|2
v21,Ω≥C v21,Ω
Asiα(u,v)escontinua,sim´etricaycomoconsecuenciadelresultadoanterioryuti-
lizandoladeﬁniciondelTeorema3.5(Lax-Milgram),comprobamosqueexisteuna
u´nicasoluci´onparaelproblema.
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Cap´ıtulo4
M´etodoVariacional
Estecap´ıtulopretendeservirdeintroducci´onaunodelos m´etodosmodernos m´as
usadosenlaobtenci´ondesolucionesaproximadasaproblemasquenotienesoluci´on
anal´ıtica. Paraejemplarestem´etodorecurrimosaunproblemadevalordefrontera
tipoDirichletparaunaEDPel´ıpticanolineal.
4.1 Introducci´on
Antesdeintroducirestanuevaidea,suponemosenprimerlugarquequeremosresolver
unaEDP,lacualpuedeescribirsedelasiguienteforma
D[u]=0 (4.1)
deestaformaD[u]denotaeloperadordiferencialparcialel´ıpticonolinealyuesla
inc´ognita.Nohay,porsupuesto,unateor´ıageneralpararesolverestetipodeEDP.
ElM´etodoVariacional identiﬁcaunaclaseimportantedeestetipodeproblemasno
linealesquepuedenserresueltosusandot´ecnicasdelAn´alisisfuncionalnolineal.Esta
eslaclasedeProblemaVariacional,esdecir,laEDPdelaforma(4.1),dondeeloper-
adornolinealD[u](elcualesdiferenciableenelsentidodeFr´echet)deunapropiado
funcionalasociadoJ[u](porLax−Milgram).Simb´olicamenteescribimos
D[u]=J[u]. (4.2)
Entonceselproblema(4.1)selee
J[u]=0. (4.3)
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Laventajaquetieneestanuevaformulaci´onesquepermitehalarlassolucionesde
(4.1)comolospuntoscr´ıticosdelfuncionalJ[u];estospuntosporobviasrazones,son
losm´aximosom´ınimoslocales,queendeterminadascircunstanciassonrelativamente
f´acilesdeencontrar:si,porejemplo,elfuncionalJ[u]esdiferenciableytieneunm´ınimo
enu,entonces(4.3)esv´alidoyportantouessoluci´ondel(4.1);caberesaltar,quepara
nuestroestudio,tenemoslasituaci´onenquenuestropuntocr´ıticoesunm´ınimolocal
deJ[u].
Sinm´aspre´ambuloyparaﬁnalizareltrabajo,veamoselsiguienteejemploenelcual
halamosunasoluci´onaunaEDPnolinealel´ıpticaconcondici´ondeDirichletmediante
el M´etodoVariacional.
4.2 Soluci´onaunaEDPnolinealel´ıpticaconcon-
dici´onde Dirichlet medianteel M´etodoVaria-
cional
Paradarinicioalasoluci´ondenuestroproblema,aplicaremoselTeorema3.11enun-
ciadoenelcap´ıtuloanteriordadoque´estegarantiza,quelasoluci´onestadeterminada
porelm´ınimodeunfuncionalapropiado.
4.2.1 Ejemplo
SeaΩ⊂Rnunconjuntoabiertoyacotadoconfrontera∂Ω.Asumimosquen≤3de
maneraquelasinclusionesH10(Ω)⊂Lpsoncompactaspara1≤p≤4.Consideremos
enprimerlugarelproblema


−∆u−λu+u3=f enΩ
u=0 sobre∂Ω
(4.4)
dondef∈L2(Ω)yλ∈R.AhoradeﬁnimosJ(u):H10(Ω)→Rdadopor
J(u)=12 Ω|∇u|
2−λ2 Ωu
2+14 Ωu
4−
Ω
fu. (4.5)
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ComoJ(u)esdiferenciableenelsentidodeFr´echet,entonces(4.5)tomarialasiguiente
forma
J(u)=
Ω
−∆u−λ
Ω
u+
Ω
u3−
Ω
f.
TeniendoJ(u)procedemosaaplicarelproductopunto(J(u),v),donderesulta
(J(u),v)=
Ω
(−∆u)v−λ
Ω
uv+
Ω
u3v−
Ω
fv. (4.6)
AplicandolaidentidaddeGreenalaprimeraintegralobtenemos
min
v∈H10(Ω)
J(v)=
Ω
∇u·∇v−λ
Ω
uv+
Ω
u3v−
Ω
fv. (4.7)
Donde
(J(u),v)= min
v∈H10(Ω)
J(v)=0. (4.8)
Esdecir,lospuntoscr´ıticosdeJ(utalesqueJ(u)=0)dar´anlasoluci´ond´ebilde(4.4)
Deﬁnici´on4.1. Unasucesi´on{xn}n∈N enunespacionormadoH esconvergente
fuertementesiexistex∈Htalque
limn→∞ xn−x =0.
Sedicequexn→xfuertemente.
Deﬁnici´on4.2. Unasucesi´on{xn}n∈N enunespacionormadoH esconvergente
d´ebilmentesiexistex∈H talquef(xn)→ f(x),∀f∈H. DondeH representa
elespaciodualdeH.
Teorema4.3.Paracualquierλ∈Rexistealosumounasoluci´ond´ebilutalque
[u]= min
v∈H10(Ω)
J[v]. (4.9)
Demostraci´on.Prueba1ElfuncionalJescoercivo,estoesJ[v]→+∞si|v|1,Ω→+∞.
Sino,suponemosqueexisteunasucesi´on{vm}talque|vm|1,Ω→+∞ cuandom→∞
mientrasqueJ[vm]≤Cparatodom.Seawm= vm|vm|1,Ω demodoque|wm|1,Ω=1paratodom.Podemossuponerquewm→wenH10(Ω)debilmente.Ahora
1
2|vm|
2
1,Ω−λ2 Ωv
2m+ Ωv
4m− Ωfvm≤C (4.10)
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Dividiendotodopor|vm|41,Ωypasandoellimitecuandom→∞ obtenemos
(puestoquewm wfuertementeenL4(Ω))
Ω
w4≤C
Porlotantow=0yas´ıwm→0d´ebilmenteenH10(Ω)yfuertementeenL2(Ω).
Ahoradividiendo(4.10)por|vm|21,Ω eignorandoelterminono-negativo Ωv4m,obte-
nemos 1
2−
λ
2 Ωw
2m− 1|vm|1,Ω Ωfwm≤
C
|vm|21,Ω
ycomom→∞ entoncesobtenemos
1
2≤0
legandoaunacontradicci´on.PorlotantoJ(v)→+∞ cuando|v|1,Ω→+∞.
Nota4.4.Recordemoselhechoquelanormaesunafunci´ond´ebilmenteinferiormente
semicontinua.SiXesunespaciotopol´ogicoyf:X→Runafunci´on,sediceque´esta
esinferiormentesemicontinuasiparacadaα∈R,elconjunto
{x∈X;f(x)≤α}
escerradoenX.Sepuedeverquesixm→xenX,entonces
f(x)≤liminfm→∞ f(xm)
Prueba2Sea{um}unasucesi´on,talque´estaesunacotainferiordeJ,estoes
J(um)→ infv∈H10(Ω)J(v).
PorlaPrueba1,{um}debeseracotadaenH10(Ω).Portantosuponemosqueum →
ud´ebilmenteenH10(Ω). Entonces,puestoquelanormaesunafunci´ond´ebilmente
inferiormentesemicontinuatenemos
|u|1,Ω≤ limm→∞inf|um|1,Ω
adem´as,puestoqueum→ufuertementeenL4(Ω),tenemos
Ω
u4m→ Ωu
4 cuando m→∞.
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Ahoratomandoell´ımiteinferiordelasucesi´on{J(um)}obtenemos
1
2|u|
2
1,Ω−λ2 Ωu
2+14 Ωu
4−
Ω
fu≤ limm→∞infJ(um)= infv∈H10(Ω)J(v)
o´
inf
v∈H10(Ω)
J(v)≤J(u)≤ inf
v∈H10(Ω)
J(v)
o´
J(u)= min
v∈H10(Ω)
J(v)
loquesigniﬁcaqueJ(u)=0,estoes,uessoluci´onde(4.4).
46
Bibliograf´ıa
[1]Adams,R.andFournier,J.,SobolevSpaces.Vancouver:AcademicPress,2003.
[2]Alonso,I.,PrimerCursodeEcuacionesenDerivadasParciales.Madrid,Espa˜na:
UniversidadAutonomadeMadrid,1993.
[3]Aranda,J.,ApuntesdeecuacionesdiferencialesII(EPDs).Madrid,Espa˜na:Uni-
versidadComplutensedeMadrid,2011.
[4]Ash,R.,Measure,Integration,andFunctionalAnalysis.London:AcademicPress,
1972.
[5]Baena,M.yAlonso,L.,EcuacionesDiferencialesII.Madrid,Espa˜na:Universidad
deMadrid,1993.
[6]Br´eizis,H.,Analisisfuncional: Teor´ıayaplicaciones. Madrid,Espa˜na: Alianza
Editorial,1984.
[7]Carrilo,A.,Herrera,I.,yYates,R.,M´etododeElementosFinitos. M´exico:UNI-
VERSIDADNACIONALAUTO´NOMADEME´XICO,2008.
[8]Cossio,J.,Introducci´onalaTeor´ıadePuntosCr´ıticosconAplicacionesaProble-
masEl´ıpticosSemilineales.Medelin:UniversidadNaciobaldeColombia,2000.
[9]Cossio,J.y V´elez,C.,SolucionesnotrivialesparaunproblemadeDirichlet
asint´oticamentlineal.Medelin:UniversidadNaciobaldeColombia,2002.
[10]Debnath,L.,NonlinearPartialDiﬀerentialEquationsforScientistsandEngineers.
Boston:Birkhauser,2004.
[11]Evans,L.,PartialDiﬀerentialEquations.AmericanMathematicalSociety,1998.
47
[12]Hern´andez,D.,Elementosen”ECUACIONESDIFERENCIALESPARCIALES”.
CopyrightcDar´ıoS´anchezHern´andez.
[13]John,F.,PartialDiﬀerentialEquationsthirdEdition.NewYork:Springer-Velarg,
1980.
[14]Kesavan,S.,TOPICSINFUNCTIONALANALYSISANDAPPLICATIONS..
Bangalore,India:Jhon WileyandSons,1998.
[15]Kreyszig,E.,IntroductoryFunctionalAnalysiswithAplications.Toronto:Jhon
WileyandSons,1978.
[16]Kreyszig,E.,Matem´aticasAvanzadasParaIngen´ıeriavolII.Columbus,Ohio:
Limusa Wiley,2003.
[17] Magalhaes,A.andCosta,D.,AVariationalApproachtoSubquadraticPerturba-
tionsofElipticSystems.JournalofDiferentialEquation111(1994)103–122.
[18] Mantila,I.,Formulaci´onVariacionaldeProblemasdeContornoenEspaciosde
Sobolev.Lima,Peru:UniversidadNacionaldeIngen´ıeria,2007.
[19]Ramirez,R.,EspaciosLp,0<p<1.Bogota,Colombia:UniversidadNacionalde
Colombia,2002.
[20]Renardy,M.andRogers,R.,AnIntroductiontoPartialDiﬀerentialEquation.New
York:Springer-Verlarg,1992.
[21]Renteria,E.,Introducci´onalasEcuacionesenDerivadasParciales.Santander,
Espa˜na:UniversidaddeCantabria,1992.
[22]Rinc´on,J.,CosassencilassobrelasecuacionesdeLaplaceyPoisson.Espa˜na:
UniversidaddeGranada,2005.
[23]Rudin, W.,FunctionalAnalysis.Singapore: McGraw-Hil,1991.
[24]Yosida,K.,FunctionalAnalysis.NewYork:Springer-Verlag,1980.
[25]Zuluaga, M., NONZEROANDPOSITIVESOLUTIONS OFASUPERLIN-
EARELLIPTICSYSTEMARCHIVUMMATHEMATICUM(BRNO)Tomus37
(2001)63–70.
48
