The SO(5) ⊃ SO(3) spherical harmonics form a natural basis for expansion of nuclear collective model angular wave functions. They underlie the recently-proposed algebraic method for diagonalization of the nuclear collective model Hamiltonian in an SU(1, 1) × SO(5) basis. We present a computer code for explicit construction of the SO(5) ⊃ SO(3) spherical harmonics and use them to compute the Clebsch-Gordan coefficients needed for collective model calculations in an SO(3)-coupled basis. With these Clebsch-Gordan coefficients it becomes possible to compute the matrix elements of collective model observables by purely algebraic methods. 
INTRODUCTION
The SO(5) ⊃ SO(3) spherical harmonics constitute the natural basis for the "angular" wave functions in the collective model of nuclear quadrupole motion [1] . The SO(5) ⊃ SO(3) spherical harmonics underlie the recentlyproposed algebraic scheme [2] [3] [4] for the nuclear collective model. Direct products of the SO(5) ⊃ SO(3) spherical harmonics with appropriate optimal radial wave functions provide an SU(1, 1) × SO(5) algebraic basis [2] [3] [4] which allows for exceedingly efficient numerical diagonalization of nuclear collective model Hamiltonians.
For applications to transitional and deformed nuclei, the SU(1, 1) × SO(5) scheme reduces by orders of magnitude [3] the basis size needed for convergence as compared to conventional diagonalization in a five-dimensional oscillator [U(5) ⊃ SO(5)] basis [5] [6] [7] . Matrix elements of an essentially unlimited set of potential and kinetic energy operators, often in analytic form, can easily be constructed in an SU(1, 1) × SO(5) basis [3, 4] , in terms of SO(5) ⊃ SO(3) Clebsch-Gordan coefficients. The resulting calculational scheme, the so-called algebraic collective model (ACM), is described in Refs. [2] [3] [4] 8] . Examples of physical applications may be found in Ref. [9] .
In this article, we present a computer code for explicit construction of the SO(5) ⊃ SO(3) spherical harmonics and for using them to determine the Clebsch-Gordan coefficients for coupling of symmetric irreducible representations of SO (5) in an SO(3) basis. The construction of the SO(5) ⊃ SO(3) spherical harmonics is carried out by orthonormalization of monomials in a set of four generating functions, according to the method of Rowe, Turner, and Repka [10] . The purpose of this code is to make calculations using the ACM routinely possible, without the need to reconstruct the SO(5) machinery for each new application. The SO(5) ⊃ SO(3) Clebsch-Gordan coefficients yielded by the code are also relevant to the U(6) interacting boson model (IBM) [11, 12] which, in U(6) ⊃ U(5) ⊃ SO(5) and U(6) ⊃ SO(6) ⊃ SO(5) bases, is in close correspondence with the collective model in appropriate SU(1, 1) × SO(5) bases [13] . They can, furthermore, be used as seed coefficients in the generation of Clebsch-Gordan coefficients for the coupling of more general (non-symmetric) representations of SO (5) or Sp (4) in an SO(3) basis [14] .
The code accompanying this article is implemented in Mathematica 6 [15] . All calculations are carried out in exact symbolic arithmetic. A machine-readable tabulation of calculated Clebsch-Gordan coefficients is included along with the code in the CPC Program Library. This tabulation is of sufficient extent to support basic calculations using the algebraic collective model, without the necessity of re-running the code.
The basic algorithm used here is that presented in Ref. [10] . However, the computational techniques have been substantially developed. For example, integration via the Fourier representation of functions has been used to greatly increase the efficiency of the calculations and considerably extend the practical range of application of the algorithm.
The necessary mathematical definitions for the SO(5) ⊃ SO(3) spherical harmonics and the general method for construction of the basis and evaluation of Clebsch-Gordan coefficients are discussed in Sec. 2. The more technical details of the computer implementation are summarized in Sec. 3 . Instructions for installation and use of the computer code are given in Sec. 4.
THE BASIC ALGORITHM

The SO(5) ⊃ SO(3) spherical harmonics
The SO(5) spherical harmonics are eigenfunctions of the Laplace-Beltrami operatorΛ 2 on the four-sphere S 4 , that is, the angular part of the Laplacian in five dimensions. This operatorΛ 2 is also the second order Casimir invariant of SO (5) . Thus, the spherical harmonics are functions of a set of coordinates on S 4 . Standard (γ, Ω) coordinates for S 4 are reviewed below in Sec. 2.2. The SO(5) spherical harmonics constitute a complete orthonormal basis for the space L 2 (S 4 ) of square-integrable functions on S 4 and transform under SO(5) rotations as bases for the symmetric irreps (v, 0), for v = 0, 1, . . ., of SO (5) .
For applications to the nuclear collective model, we seek spherical harmonics which have "good SO(3) angular momentum", that is, which also transform as bases for irreps, labelled by (L), of the SO(3) subalgebra of SO (5) . The desired SO(5) ⊃ SO(3) spherical harmonics, which we denote by Ψ vαLM (γ, Ω), thus reduce the subalgebra chain
with the representation labels as shown. The label v is conventionally termed the "boson seniority" quantum number, following Racah. It is the five-dimensional [SO (5)] analog of the angular momentum quantum number. The SO(5) spherical harmonics satisfy the eigenvalue equation
They are also eigenfunctions of the Casimir operators of the other algebras in the chain (1). However, the labels vLM provided by these Casimir operators are insufficient to fully distinguish the spherical harmonics. In particular, multiple SO(3) representations of the same L may occur within a given SO(5) representation. The "missing label" is provided by a multiplicity index α. The branching rule for SO(3) irreps occurring within an SO(5) irrep is well known [16, 17] , and the multiplicity is given by (A1). The SO(5) ⊃ SO(3) spherical harmonics have physical significance as the angular, i.e., (γ, Ω), wave functions for the nuclear collective model, for the case in which which the collective potential is SO(5) invariant [18, 19] . Recall the quantum mechanics of a particle in three-dimensional Euclidean space, subject to a central force, i.e., in spherical coordinates, V (r, θ, ϕ) → V (r). The Hamiltonian is then SO(3) invariant, and its eigenfunctions, with good angular momentum quantum numbers, factorize into products f nl (r)Y lm (θ, ϕ) of radial wave functions and SO(3) spherical harmonics. Similarly, for the Bohr Hamiltonian, which is given in terms of quadrupole deformation variables β, γ, and Ω (Sec. 2.2) by
if the potential is a function V (β) of the radial coordinate only, then the five-dimensional analog of a central force problem arises. The Hamiltonian is SO(5) invariant, and its eigenfunctions, with good seniority and angular momentum quantum numbers, factorize into products f nv (β)Ψ vαLM (γ, Ω) of radial, i.e., β, wave functions and SO(5) spherical harmonics, as in Ref. [18] . An example of application of the present methods to such "γ-unstable" problems is found in Ref. [14] . A limited set of SO(5) ⊃ SO(3) spherical harmonics was computed many years ago by Bès [19] , for values of the angular momentum L ≤ 6. These were obtained by series solution of coupled differential equations in the coordinate γ, to find the eigenfunctions of the SO(5) Casimir invariant. However, this approach becomes prohibitively complicated for L > 6. The SO(5) ⊃ SO(3) spherical harmonics are the angular wave functions for the five-dimensional quadrupole harmonic oscillator [20, 21] . Thus, alternative approaches based on the oscillator basis construction are possible, as summarized in Ref. [7] . A method based on the Cartan-Weyl reduction is given in Ref. [22] .
Here we make use of the construction proposed in Ref. [10] , in which the SO(5) ⊃ SO(3) spherical harmonics are developed as polynomials in a set of four basic generating functions defined on S 4 . These functions were identified as generators of a complete linearly independent basis of SO(3)-coupled wave functions for L 2 (S 4 ) [23] , based on a knowledge of L 2 (S 4 ) as a direct sum of irreducible SO(3) subspaces [obtained from the SO(5) → SO(3) branching rules]. The generating functions can be related to the "elementary permissible diagrams" of the well-known algorithm of Chacón et al. [20, 21] for construction of a U(5) ⊃ SO(5) ⊃ SO(3) basis for the five-dimensional harmonic oscillator, implemented in the nuclear collective model code of Hess et al. [24, 25] . The salient property of the generating functions for L 2 (S 4 ) [10] is that they yield a direct route to the construction of SO(5) ⊃ SO(3) spherical harmonics without reference to the full harmonic oscillator problem. The method is set forth more concretely in Sec. 2.3.
Representation of functions on S4
The quadrupole moments q m (m = 0, ±1, ±2) for the collective model transform as components of an L = 2 spherical tensor under SO(3) rotations, i.e.,
where Ω represents the Euler angles for the SO(3) rotation, and the Wigner D function [26] is the rotation matrix element. [The quantities q m can alternatively be taken to represent the nuclear surface deformation parameters α m (m = 0, ±1, ±2). The difference is only in physical interpretation and does not affect the following results for SO (5) .] These quadrupole moments are conveniently expressed in terms of Bohr's spherical polar coordinates (β, γ, Ω) [27] , by the relation
2,m (Ω)+D
The squared length of a vector q ∈ R 5 is given by
Thus, β is the radial coordinate for R 5 , and (γ, Ω) are angular coordinates.
For consideration of the angular functions on the unit sphere S 4 , we henceforth set β = 1 and restrict consideration to the unit length quadrupole moments Q m , defined Any such function may be expanded [27] in the form
where 
KM , we can restrict to K ≥ 0. Note also that the functions ξ
The functions ξ
KM (Ω), with K ≥ 0, provide an orthogonal basis for those functions of the SO(3) angles which respect the symmetry properties of collective model wave functions. From the inner product for the D functions [26] ,
we obtain the inner product for the nonzero ξ
The volume element on S 4 is given by dv = sin 3γ dγ dΩ, where γ is integrated over the range [0, π/3]. Thus, the inner product Ψ 2 |Ψ 1 ≡ Ψ * 2 Ψ 1 sin 3γ dγ dΩ of two functions on S 4 , when expanded according to (7) , is given simply by
Functions of distinct L or M are orthogonal.
SO(3)-coupled basis functions
The generating function method [10] for construction of the SO(5) ⊃ SO(3) spherical harmonics rests upon the observation that a complete set of normalizable SO(3) highest-weight (i.e., those for which M = L) functions on S 4 is provided by the products
where the exponents n 1 , n 2 , and n 3 take on the values 0, 1, . . ., and n 4 is restricted to 0 or 1. These Φ [n1,n2,n3,n4] are monomials in four generating functions Φ 1 , Φ 2 , Φ 3 , and Φ 4 , which are simply the M = L components
3 ,
of SO(3)-coupled products involving Q. The coupled product of two tensors is defined by
Note the right-to-left coupling order in this definition of the SO(3) tensor product, used for consistency with Refs. [8, 10] and to simplify the phases [28] arising in the Wigner-Eckart theorem. The norms of these generating functions are arbitrary and can be chosen for convenience. In the standard form (7), we take
02 (Ω) + sin γ ξ
The multiplication of two highest-weight functions yields another highest-weight function (equivalent to the stretched coupling of two angular momentum functions). Hence, every Φ [n1,n2,n3,n4] is a highest-weight function, with L = M = 2n 1 + 2n 2 + 3n 4 and "degree" N = n 1 + 2n 2 + 3n 3 + 3n 4 in the unit quadrupole moments Q [29] . The multiplication of the basis functions is carried out using the multiplication rule for the highestweight functions ξ (L) KL . This rule, which follows from the multiplication rule [26] for D functions (16) where the equation
The more general tensor-coupled product of the spherical tensors ξ
An equivalent but more descriptive labeling for the highest-weight monomials Φ [n1,n2,n3,n4] (γ, Ω) is given by regarding each of them as the M = L component of the set of angular momentum L functions Φ N tLM (γ, Ω) to which they naturally extend. Here monomials of the same degree N and angular momentum L are distinguished by the label t ≡ n 3 , which counts the number of zero-coupled triplets of the quadrupole coordinates. In addition, the Φ may be organized into quasibands of given bandhead angular momentum K = 2n 2 + 2n 4 , as shown in Fig. 1 . Together these functions Φ N tLM (γ, Ω) constitute a spherical tensor Φ N tL (γ, Ω). Once the highest weight function Φ N tLL (γ, Ω) has been defined, the remaining Φ N tLM (γ, Ω) follow immediately, since they share the same coefficients F K (γ) in the expansion (7) .
An important characteristic of the generating function construction is that the set of L values appearing at a given degree N is identical to the set of L values arising for SO(3) irreps in an SO(5) irrep of seniority v = N . These are given by the known SO(5) ⊃ SO(3) branching (3) spherical harmonics ΨvαL for v ≤ 3. For these lowest-seniority spherical harmonics, orthonormalization is trivial, and the spherical harmonics are simply proportional to the corresponding monomial basis members (ΨvαL = N −1/2 vαL ΦNtL). The relations between the ΨvαL (with L = 0 and 2) and commonly-encountered scalar and quadrupole operators are given in brackets.
cos γ ξ (7 cos γ + cos 3γ) ξ (15 sin γ + 11 sin 3γ) ξ (cos γ − cos 3γ) ξ Although the Φ N tLL form a complete set of highestweight functions and are angular momentum eigenfunctions, they are, in general, non-orthogonal (for a given L) and also not eigenfunctions ofΛ 2 . Thus, they are not the desired SO(5) spherical harmonics. Construction of the spherical harmonics Ψ vαLM (γ, Ω) relies on the observation that the highest-weight spherical harmonics Ψ vαLL , like the Φ N tLL , form a complete set of highest-weight functions and that they are polynomials of degree v in the unit quadrupole moments Q. For any given N max , the sets {Ψ vαLL |v ≤ N max } and {Φ N tLL |N ≤ N max } both span the space of highest-weight polynomials of degree ≤ N max in Q. Construction therefore proceeds inductively, by orthonormalization of the bases of successively higher N max . The Ψ vαLL , as polynomials of degree v in Q, are linear combinations of the Φ N tLL with N ≤ v. Because they must be orthogonal to all Ψ v ′ α ′ LL of lower seniority v ′ < v, they can therefore be obtained by GramSchmidt orthogonalizing the monomials of degree N = v with respect to the space of lower degree.
The orthogonality of the spaces with differing L implies that orthogonalization can be performed separately in each space of given L. Within an L-space, the spherical harmonics up to seniority v max are obtained as follows:
( (2) Calculate the overlaps Φ Lj |Φ Li for 1 ≤ i, j ≤ D vmaxL , using (11) .
(3) Determine the linear transformation necessary to bring the Φ Li into an orthonormal set by the GramSchmidt procedure. The result is a matrix of orthogonalization (and normalization) coefficients T Lij for the L-space, in terms of which the
are the desired spherical harmonics, in order of increasing seniority.
In step (1), if angular momentum multiplicity occurs at a given N , the ordering of the Φ N tL sharing the same N is, in principle, arbitrary. However, choosing a different ordering for the Φ N tL gives rise, after Gram-Schmidt orthogonalization, to a different, equally valid, set of spherical harmonics at the corresponding seniority (v = N ). That is, the spherical harmonics Ψ vαL (α = 1, . . ., d vL ) span a seniority-degenerate subspace, and the ordering of the Φ N tL in the orthonormalization process determines which of the possible unitarily-equivalent bases for the subspace is selected as the "spherical harmonics".
Note that the overlaps of the Φ N tLL obey a parity selection rule. Since Φ N tLL is a product of N factors of Q, it has parity (−) N under the R 5 parity operation, which takes Q m → −Q m . The overlap of two functions of opposite R 5 -parity [31] vanishes, so Φ N ′ t ′ LL |Φ N tLL is nonzero only if N + N ′ is even. The Ψ vαLL resulting from the orthonormalization process therefore retain definite R 5 -parity (−) v and are constructed only from the Φ N tLL of this same parity.
Hence, by the R 5 parity selection rule, all the Φ N tLM with N ≤ 3 are already orthogonal and therefore are the spherical harmonics with v ≤ 3, to within normalization. The necessary normalization factors N vαL , such that Ψ vαL = N −1/2 vαL Φ N tL , and resulting spherical harmonics, for v ≤ 3, are summarized in Table I . The table also provides a glossary relating the Ψ vαL to Hamiltonian (L = 0) and electric quadrupole (L = 2) operators commonly referenced in physical applications. More generally, even for v > 3, the two lowest-seniority Ψ vαL for a given value of L are proportional to the Φ N tL with N = v. Other higher-seniority Ψ vαL are nontrivial linear combinations (18) of the Φ N tL with N ≤ v.
Triple overlap integrals
For the determination of SO(5) Clebsch-Gordan coefficients (Sec. 2.5), we need to calculate triple overlap integrals
(19) In this expression,Ψ 2 is interpreted as an operator which acts multiplicatively, i.e.,Ψ 2 |Ψ 1 has as its wave function Ψ 2 (γ, Ω)Ψ 1 (γ, Ω). For angular momentum coupled functions, we need only the reduced matrix elements Ψ (L3) 3
defined by the Wigner-Eckart theorem [26] 
where the quantity in parentheses is an SO(3) ClebschGordan coefficient.
The Wigner-Eckart theorem is easily inverted (e.g., Ref. [8] ) by application of the Clebsch-Gordan unitarity condition, to give the reduced matrix element in a computationally convenient form in terms of the coupled action ofΨ
. Namely,
where
has wave function
following the convention (14) for the coupled product of tensors. The functions ξ 
obtained by direct application of (16) . It follows that [33] If the SO(5) representations are labeled according to the SO(5) ⊃ SO(3) ⊃ SO(2) subalgebra chain (1), each coupling coefficient may be written as the product of an SO(3)-reduced Clebsch-Gordan coefficient and an ordinary SO(3) Clebsch-Gordan coefficient, according to the Racah factorization lemma [34] (see Ref. [35] for a general discussion). We term the SO(3)-reduced factor an SO(5) ⊃ SO(3) Clebsch-Gordan coefficient. Coupling coefficients, such as these, which are reduced with respect to a subalgebra are also known as "isoscalar factors" [36] .
In the context of the SO(5) spherical harmonics, only the symmetric representations (v, 0) of SO (5) 
, where the α 1 , α 2 , and α 3 are multiplicity indices, corresponding to the multiplicity in the Ψ vαL . Let {χ 
The SO(5) ⊃ SO(3) Clebsch-Gordan coefficients enter into the SO(5) Wigner-Eckart theorem, which governs matrix elements of SO(5) ⊃ SO(3) tensor operators. The Racah factorization lemma may be used to write the SO(5) Wigner-Eckart theorem in terms of SO(3)-reduced quantities as
where Ψ v3 Ψ v2 Ψ v1 is an SO(5)-reduced (doublyreduced) matrix element. The factor √ 2L 3 + 1 compensates for the corresponding factor absorbed into the definition of the SO(3)-reduced matrix element in (20) . The SO(5) ⊃ SO(3) Clebsch-Gordan coefficients satisfy the normalization condition α1L1 α2L2
from unitarity, where the phases of the Clebsch-Gordan coefficients are real by convention. The values for L occurring within a given SO(5) representation (v, 0), and their multiplicities, are governed by the multiplicity formula (A1). The Clebsch-Gordan coefficients vanish unless L 1 , L 2 , and L 3 satisfy the triangle inequal-
. The values of v 1 , v 2 , and v 3 likewise must satisfy the triangle inequality
, as well as the parity constraint that
follows immediately from the corresponding SO(3)-reduced matrix element Ψ v3α3L3 Ψ v2α2L2 Ψ v1α1L1 , by (26) , once the SO(5)-reduced matrix element Ψ v3 Ψ v2 Ψ v1 is known. In fact, from (26) and the normalization condition (27) , we obtain
for each L 3 and α 3 . This yields the SO(5)-reduced matrix element in terms of the summed squares of the computed SO(3)-reduced matrix elements, to within an arbitrary phase, which is chosen to be unity.
Explicit closed-form expressions for the SO(5)-reduced matrix element have been given for the case Ψ v±1 Ψ 1 Ψ v , i.e., for the quadrupole tensor [3] . Moreover, by numerical inspection of the normalization sums for an extensive set of computed SO(3)-reduced matrix elements, we find [37] that the SO(5)-reduced matrix elements are given by
with (27) . [The use of (29) in the code is described in Sec. 4.2.] The validity of the conjecture, for given v 1 , v 2 , and v 3 , may be established by calculating the normalization sum for the underlying computed SO(3)-reduced matrix elements or, equivalently, by explicitly verifying that the extracted coefficients satisfy (27) . The SO(5) ⊃ SO(3) Clebsch-Gordan coefficients obey symmetry relations [10] 
and
where d v = 1 6 (v + 1)(v + 2)(2v + 3) is the dimension of the SO(5) representation (v, 0), obtained from the Weyl formula (e.g., Ref. [35] ). Hence, it is only necessary to calculate the Clebsch-Gordan coefficient for one permutation of (v 1 , v 2 , v 3 ).
IMPLEMENTATION
Overview
The computer code for construction of SO(5) ⊃ SO(3) spherical harmonics and calculation of SO(5) ⊃ SO(3) Clebsch-Gordan coefficients is implemented as a set of packages for Mathematica 6 [15] . Mathematica provides native support for symbolic arithmetic. In the present context, this allows all calculations to be carried out exactly, in terms of expressions involving square roots of rational numbers.
The basic algorithm for the calculation of SO(5) ⊃ SO(3) Clebsch-Gordan coefficients, as described in Sec. 2, involves three main computational tasks:
(1) construction of the monomials (12) comprising the basis of highest-weight functions, (2) calculation of the overlaps (11) of these monomials, as needed for the orthonormalization process, and (3) calculation of triple overlaps (24) , as needed for the SO(5) ⊃ SO(3) Clebsch-Gordan coefficients.
For practical implementation, two algorithmic refinements are made to this scheme. These relate to the internal representation of the functions F K (γ) (Sec. 3.2) and to the recognition (and full utilization) of extensive redundancies among the calculations involved in evaluating different triple overlap integrals (Sec. 3.3). Together, an efficient treatment of these aspects of the implementation extends the range of applicability of the method (for calculation in exact arithmetic) from a maximal seniority of approximately 10 to seniorities of 100, thereby easily yielding more than sufficient SO(5) ⊃ SO(3) ClebschGordan coefficients for nuclear structure calculations.
To understand the considerations underlying the efficient implementation of the algorithm, let us more closely consider the structure of the calculation. The computationally most demanding task is evaluation of the overlap or triple overlap integrals in the Φ N tL basis. Recall that this involves first constructing the function of γ appearing in the integrand of (11) or (24) and then evaluating the integral with respect to γ. The integrand is built from the generating functions (15), using (12) and (17) . The integrand is thus a polynomial in the trigonometric functions cos γ, sin γ, cos 2γ, sin 2γ, cos 3γ, and sin 3γ or, therefore, by multiple-angle identities, a polynomial in cos γ and sin γ. For the overlap Φ N2t2LM |Φ N1t1LM , the resulting polynomial requires powers of cos γ and sin γ as high as N 1 + N 2 , or, for the triple overlap Φ N3t3L3 Φ N2t2L2 Φ N1t1L1 , as high as N 1 + N 2 + N 3 . The integral may be evaluated exactly, but simplification of the polynomial and integration with standard symbolic algebra software becomes prohibitively inefficient for the construction of spherical harmonics with v 10. Alternatively, attempts at bruteforce numerical integration are hampered by the highlyoscillatory nature of such polynomials in trigonometric functions. Thus, it is seen that evaluation of the overlap integrals is the defining computational challenge.
An effective solution arises from the realization that any polynomial of degree n in cos γ and sin γ can be decomposed as a finite sum of exponentials
i.e., as a finite Fourier series, of degree n. Integration of exponentials is trivial. Such a Fourier expansion method was, in fact, used in the final version of the code used to calculate the Clebsch-Gordan coefficients tabulated in Ref. [10] . In the present implementation, from the very beginning of the calculation, we simply represent all F K (γ) coefficients, starting with those of the integrity basis functions (15) , as finite Fourier series (32) . That is, every function is replaced by a list of Fourier coefficients {a −n , . . . , a 0 , . . . , a n }. Then, when the integrand in (11) or (24) is constructed as a function of γ, it is already manifestly Fourier expanded, and the γ integration is straightforward.
Fourier series representation of functions
When the functions of γ are represented as Fourier sums (32) , there are three basic arithmetic operations which must be carried out on the corresponding sets of Fourier coefficients. Addition of two functions f (γ) and g(γ) is accomplished by addition of their Fourier coefficients. Multiplication of a function by a constant is simply accomplished by multiplication of the coefficients by that constant. Multiplication of two functions f (γ) and g(γ) by each other gives rise to a convolution of the coefficients. Specifically, let f (γ) and g(γ) be given by Fourier sums f (γ) = m r=−m a r (e iγ ) r and g(γ) = n s=−n b s (e iγ ) s . Expanding the product and collecting like powers of e iγ yields the product rule
with the new Fourier coefficients given by
This is essentially the Fourier convolution theorem, in discrete form. For real-valued functions which are even in γ, the coefficients a k are pure real and obey the symmetry condition a −k = a k . Similarly, for odd real-valued functions, the coefficients are pure imaginary and obey the symmetry a −k = −a k . For instance, the functions arising in the definition of the generating functions (15) 
, which are even and odd, respectively. In either case, only coefficients with k ≥ 0 need be stored, and only real-valued coefficients are required, provided a factor of i is absorbed into the definition of the series for odd functions.
Thus, we use the representation
with g = 0 for even functions and g = 1 for odd functions. This is effectively a Fourier cosine series or a Fourier sine series, for the even and odd cases, respectively. The definite integrals needed for the calculation are of the form π/3 0 f (γ) dγ. Moreover, only odd integrands (g = 1) arise in the problem. The definite integral of an odd series (35) on the "sector" 0 ≤ γ ≤ π/3 is The coefficients which arise in the present calculations are rational numbers or square roots of rational numbers, and they are maintained as exact symbolic expressions throughout the calculation.
The package defines addition of two FourierSum expressions, multiplication by a constant, and multiplication of two FourierSum expressions as extensions to the usual Mathematica + and * operations. The function IntegrateSector[r,f ] returns the integral given in (36) . The function FourierSumToTrig[f ] is also provided, to convert FourierSum expressions back into ordinary symbolic expressions in terms of trigonometric functions.
Evaluation of matrix elements
The task of computing matrix elements (triple overlap integrals) of the SO(5) ⊃ SO(3) spherical harmonics is most conveniently carried out by first calculating the matrix elements of the original monomial basis functions Φ N tL , that is, the Φ N3t3L3 Φ N2t2L2 Φ N1t1L1 . The desired matrix elements Ψ v3α3L3 Ψ v2α2L2 Ψ v1α1L1 in the orthonormal spherical harmonic basis then follow immediately from the Gram-Schmidt transformation (18) . It is simplest to write this using the counting index labeling within an L-space, as
As described in the preceding section, we have transformed the relatively intractable integration problem into the more manageable task of constructing products of F K (γ) functions in Fourier representation. Therefore, the computational burden now lies primarily in evaluating the discrete Fourier convolutions (33) (34) . Although the operations involved are in principle simple arithmetic, the number of iterations required for a single convolution is substantial, growing as the square of the degrees of the Fourier sums involved, and the arithmetic itself involves symbolic simplification of expressions involving square roots of rational numbers.
The challenge, therefore, lies in minimizing the number and complexity of the Fourier convolutions which must be evaluated. The problem is best approached by noting that the matrix elements are not to be calculated singly, but rather in aggregate, that is, as the set of all matrix elements of an operatorΦ N2t2L2 between L-spaces L 1 and L 3 . The integrand in the expression (24) for the matrix element is a sum over products of F K (γ) functions, and products of the exact same pairs of F K (γ) functions arise, redundantly, in the evaluation of many different matrix elements.
A few straightforward observations allow us to remove these calculational redundancies. Most obviously, every matrix element Φ N3t3L3 Φ N2t2L2 Φ N1t1L1 involving the same ket |Φ N1t1L1 and operatorΦ N2t2L2 will also involve the same products between F K (γ) functions from Φ N1t1L1 (γ, Ω) and Φ N2t2L2 (γ, Ω). In the notation of (21), it is therefore advantageous to calculate the coupled action ofΦ N2t2L2 on any given |Φ N1t1L1 , namely,
(L3) , only once, and to reuse this intermediate result for the matrix element with each bra Φ N3t3L3 |.
More significant, though, is the observation that all powers of Φ 3 ∝ cos 3γ factor out of the summations in (21) . (This will be more clearly apparent below.) Thus, the integrands involved in the calculation of many different Φ N3t3L3 Φ N2t2L2 Φ N1t1L1 , sharing the same total label t = t 1 + t 2 + t 3 , are actually identical. Even greater reduction in the number of convolutions needed is obtained by first evaluating the integrand only for those monomials involving no powers of Φ 3 (t 1 = t 2 = t 3 = 0) and only then multiplying by the relevant power (cos 3γ) t . In practice, the entire process is based on operations involving the coefficient functions F K (γ) which describe functions on S 4 , as in (7). The relevant definitions are provided by the subpackage WignerDSum. A function on S 4 is represented as the expression
where L is the angular momentum and ⌊L⌋ 2 denotes the greatest even integer less than or equal to L. The F K , in turn, are FourierSum expressions (Sec. 3.2). Thus, for example, the generating function Φ 1 from (15) is represented by
Operations of addition of two functions and multiplication by a constant are readily defined, by entry-wise operations on the lists of F K (γ) coefficients. These operations are defined by the package as extensions to the usual Mathematica + and * operations.
To obtain the coupled action
The calculation follows in a straightforward fashion from the coupling rule (23) for the functions ξ
The coupling operation is provided by the WignerDSum package as the function
However, the monomials Φ N2t2L2 (γ, Ω) and Φ N1t1L1 (γ, Ω) must first themselves be constructed, from the definition (12) . As noted in Sec. 2.3, multiplication of highest-weight functions is identical to stretched (L = L 1 + L 2 ) tensor coupling. The stretched product rule (17) is simply the L = L 1 + L 2 special case of the more general coupling rule (23) for the ξ (L) K . Therefore, the Φ N tL are also constructed in the code by use of this same function TensorCouple, as
, (38) where Φ (2) 1 is the tensor with highest-weight component Φ 1 (γ, Ω), etc., and L = 2n 1 +2n 2 +3n 4 (Sec. 2.3). To complete the calculation of the matrix element, the overlap with Φ N3t3L3 | must be evaluated. In fact, the function TensorCouple also suffices for this purpose. The sum of products of F K (γ) arising in the overlap integral (11) is readily expressed in coupled form. By the coupling rule (23) , 
2 −M . It remains then to carry out the integration over γ, by use of IntegrateSector (Sec. 3.2). If we define f (γ) ≡ 8π 2 π/3 0 f (γ) sin 3γ dγ, where the factor of 8π 2 results from the integration over Euler angles, then the reduced matrix element deduced from the overlap (21) is simply
Expressing the overlap in terms of a coupled product does not change the underlying calculation (and at most affords a convenient economy of coding). However, this formulation does permit the factorization of (cos 3γ) t from the integrand to be expressed in an especially symmetric (and explicit) form. Observe that Φ (0) 3 ∝ cos 3γ is a scalar, and, therefore, unlike the other generating functions, it factors out of the coupled product defining the monomial in (38) , and subsequently out of the couplings in the zero-coupled product in (40) . Hence, if we label each of the monomials by its exponents with respect to each of the generating functions, the integral factorizes as
where t = n For matrix elements within an L-space, Hermiticity reduces the number of independent matrix elements nearly by half. Since, under complex conjugation, Φ N tL satisfies Φ * such couplings are necessary. Many more distinct expressions, namely, 3001, must be evaluated at stage III, but each entails only a single multiplication of scalar functions (Fourier convolution) and is therefore not computationally intensive. Total execution times for evaluation of these matrix elements within each L-space, as well as the dimensions of these spaces, are shown in Fig. 2 . It is seen that calculations for higher L are essentially more demanding than those for lower L, even if the bases for the L-spaces are of the same size. For higher L, a larger number of F K terms are involved in each calculation. Furthermore, the basis monomials tend to involve higher powers of those generating functions which carry angular momentum (Φ 3 , lessening the extent to which the optimizations discussed above can simplify the calculation.
The full, optimized process of evaluating the matrix elements of a monomial Φ N2t2L2 between two L-spaces L 1 and L 3 is carried out by the function CalculateMonomialMatrix. The considerations just described also apply to eliminating redundancies in the evaluation of the overlaps needed for the orthonormalization process. All package files must be placed in a directory in the Mathematica file search path, as explained in the Mathematica documentation [15] , or else in the current working directory for Mathematica. The package GammaHarmonic must then be loaded, by evaluating Get["GammaHarmonic'"], as demonstrated in Example.nb. (3, 0) [that is, (L 2 , i 2 ) = (2, 1) and (0, 2)], for all seniorities v 1 and v 3 up to v max = 50 and for all allowed values of L 1 and L 3 at these seniorities (L max = 100). The tabulations are given in the files basis-50-100-cg-2-1.dat and basis-50-100-cg-0-2.dat. (The numerical labels indicate v max , L max , L 2 , and i 2 , respectively.) The tabulated coefficients are of sufficient extent to support basic nuclear structure calculations with the ACM.
Intermediate results may be saved to files at various stages of the calculation, and later retrieved, allowing computations to be resumed or extended [39] at a later time. In particular, monomial matrix elements may be saved with WriteMonomialMatrices and subsequently read back with ReadMonomialMatrices (see Example.nb and the internal program documentation). Similar functions are defined to write and read back the GramSchmidt transformation coefficients and to write out the SO(3)-reduced matrix elements of the spherical harmonics in matrix format. (5) basis, probability distributions P (β, γ) for the wave functions in coordinate space can then be obtained by combining the known radial wave functions R λ n (β) [3] and the expressions for the Ψ vαL (γ, Ω). The general procedure is given in the appendix of Ref. [9] , and example probability distributions may be found in Figs. 3 and 4 of that reference.
The function ConstructBasisWaveFunctions explicitly constructs the spherical harmonics Ψ vαL (γ, Ω), by taking linear combinations of the monomials Φ N tL , according to the Gram-Schmidt transformation (18) . The spherical harmonics may be converted from Fourier representation to symbolic expressions involving trigonometric functions by use of FourierSumToTrig (Sec. 3.2), as demonstrated in Example.nb. A normalization factor of (8π 2 ) −1/2 must be restored in these results, as indicated in Table I , if the true normalization is desired.
Algebraic collective model infrastructure
If ACM calculations are to be carried out within Mathematica, the GammaHarmonic package provides several additional functions which can facilitate this process. As already noted (Sec. 4.2), the package provides the necessary function (ReadSO5CGTable) for input of previously-calculated SO(5) ⊃ SO(3) Clebsch-Gordan coefficients. The function TruncateBasisMatrices may then be used to truncate the stored matrices of SO(3)-reduced matrix elements to lower v max , in order to reduce the product space dimensions for ACM calculations. The GammaHarmonic package also defines several functions (SO5LSpaceSize, SO5Branching, SO5LSpace-Seniorities, etc.) based on the SO(5) ⊃ SO(3) dimension and branching formulas of Appendix A (see the internal program documentation). These functions are of use in indexing the SU(1, 1) × SO(5) basis functions and constructing the seniority contribution to the kinetic energy operator.
CONCLUSION
The computational methods described in this article, as implemented in the accompanying computer code, make possible the calculation of a sufficient set of SO(5) ⊃ SO(3) Clebsch-Gordan coefficients to support fully converged nuclear structure calculations with the algebraic collective model (ACM). The SU(1, 1) × SO(5) algebraic structure of the ACM basis permits matrix elements of an essentially unlimited set of potential and kinetic energy operators to easily be constructed. The Bohr collective model in the resulting calculational scheme is thus genuinely an algebraic collective model. The availability of SO(5) ⊃ SO(3) Clebsch-Gordan coefficients, in conjunction with a large body of analytic expressions for β matrix elements [3, 4] , makes it possible to algebraically construct the matrix elements for any collective model Hamiltonian expressible as a polynomial in the collective quadrupole moments and canonical momenta. Algebraic expressions for matrix elements of a variety of other operators, including the term β −2 occurring in the Davidson potential [40, 41] , have also been derived [3, 4] .
The calculated SO(5) ⊃ SO(3) Clebsch-Gordan coefficients now permit the diagonalization of the Bohr Hamiltonian for potentials of essentially arbitrary γ stiffness. This allows application of the ACM to the full range of nuclear quadrupole rotational-vibrational structure, from spherical oscillator to axial rotor to triaxial rotor. With an appropriate optimized choice of β basis functions [3] , fully converged calculations can be carried out very efficiently, providing a valuable tool for studying collective motion in nuclei.
The SU(1, 1)×SO(5) framework also opens the door for more detailed exploration of the formal relationship between the Bohr collective model and the interacting boson model (IBM) [11] , through the U(6) ⊃ U(5) ⊃ SO(5) and U(6) ⊃ SO(6) ⊃ SO(5) bases. Algebraic collective model methods have already been applied [13] to calculation of collective states within the SO(6) limit of the IBM. The availability SO(5) ⊃ SO(3) Clebsch-Gordan coefficients enables such studies to be enhanced and extended.
