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Abstract
Sharing global channel information at base stations (BSs) is commonly assumed for downlink multi-cell
precoding. In the context of massive multi-input multi-output (MIMO) systems where each BS is equipped
with a large number of antennas, sharing instant fading channel coefficients consumes a large amount of
resource. To consider practically implementable methods, we study in this paper interference reduction based
on precoding using the large-scale fading coefficients that depend on the path-loss model and are independent
of a specific antenna. We focus on the downlink multi-cell precoding designs when each BS is equipped with a
practically finite number of antennas. In this operation regime, pilot contamination is not the dominant source
of interference, and mitigation of all types of interference is required. This paper uses an optimization approach
to design precoding methods for equal qualities of service (QoS) to all users in the network, i.e.,maximizing
the minimum signal-to-interference-plus-noise ratios (SINRs) among all users. The formulated optimization is
proved to be quasi-convex, and can be solved optimally. We also propose low-complexity suboptimal algorithms
through uplink and downlink duality. Simulation results show that the proposed precoding methods improve
5% outage rate for more than 103 times, compared to other known interference mitigation techniques.
This work was done with the first author’s summer internship with Bell Labs in 2012. Part of this work was presented at IEEE
Allerton 2013.
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2I. INTRODUCTION
Interference limits the capacity of cellular networks. As each base station (BS) increases transmit
power, the received signal-to-interference-plus-noise ratio (SINR) is eventually saturated due to in-
creasing interference power. The use of a large number of BS antennas exceeding the number of users
per cell can effectively reduce interference. SINR is shown to increase with the number of antennas
at BS for a single cell with multiple users communicating on the same channel[1]. Different types
of impairments, e.g., channel estimation errors and intra-cell interference, are diminished with the
number of BS antennas. It makes massive multi-input multi-output (MIMO) system promising for
future cellular networks. Prototypes of massive MIMO systems have been demonstrated in[2], [3].
However, deployment of massive MIMO systems for a multi-cell environment is faced with a non-
vanishing inter-cell interference (ICI), called pilot contamination, resulted from unavoidable reuse of
training sequences across cells[4]. Mitigation and analysis for pilot contamination have been extensively
studied in [5], [6], [7], [8]. While pilot contamination was found by using conjugate beamforming
in [1], Reference [5] considered a zero-forcing (ZF) and minimum mean square estimation (MMSE)
based downlink precoding to mitigate pilot contamination. In [6], the impact of pilot contamination
was asymptotically analyzed by modeling antenna correlation and as a parameter of the ratio between
the number of users per cell and that of BS antennas. To avoid pilot contamination, BS clustering and
scheduling were studied in [7]. Part I of the paper[9] and [8] proposed the use of multi-cell precoding
to cancel the pilot contamination. Analysis shows that with an unlimited number of antennas at BSs,
the received SINR at each user recovers the linear growth with the number of antennas. The precoding
requires exchanging user symbols and large-scale fading coefficients among BSs.
Most of the aforementioned papers, e.g.,[5], [6], [8], focus on the scenario with an unlimited number
of antennas either to simplify analysis or to study an asymptotic scenario. To consider a practical
operation regime, this paper focuses on massive MIMO systems with a finite large number of antennas.
Part I [9] has shown that, besides pilot contamination, other types of interference become prominent.
The proposed precoding based on a ZF design cannot achieve good performance on the 5% outage
rates of all users. A balance among these interference, instead of completely eliminating the pilot
contamination, turns out to be critical for the designs in this operation regime. We explore the capability
of massive MIMO to provide equal quality of service (QoS) for all users in the network by formulating
the precoding designs as an optimization problem to maximize the minimum received SINR of all
users across the entire network.
Multi-cell cooperation has also been studied in [10] for massive MIMO to provide equal QoS. Our
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3paper differs from [10] in three aspects. First, they considered two cells, whereas we consider an
arbitrary number of cells. Secondly, their proposed formulation is to minimize transmit power with
SINR constraints at each user. We consider maximization of minimum SINR with individual BS power
constraints. Finally, the proposed cooperation in [10] is based on the small-scale fading coefficients.
Since the small-scale fading coefficients usually change rapidly, different levels of cooperation (single-
cell processing, coordinated beamforming, and macroscopic beamforming) were discussed in [10] to
reduce the amount of information exchange. We also aim at reducing the cost of information exchange
by precoding design based on the large-scale fading coefficients. The large-scale fading coefficients
depend on the path-loss model and are independent of a specific antenna on one BS. Then, the channel
vector between one BS and one user is represented by only one large-scale fading coefficient. Thus,
passing large-scale fading coefficients requires less bandwidth on backhaul link compared to small-
scale fading coefficients. Further, since the large-scale fading coefficients change more slowly than the
small-scale fading coefficients, designs using the large-scale fading coefficients is potentially robust
to user mobility.
Our paper takes an optimization approach for precoding designs. There is a large body of papers
formulating problems in communication networks as resource optimization. The classical problem on
joint beamforming and power allocation (PA) designs in a single-cell downlink network is particularly
related. Several formulations have been considered including sum-rate maximization under a sum-
power constraint[11], power minimization under SINR constraints[12], [13], [14], and minimum-SINR
maximization under a sum-power constraint (max-min SINR)[11], [13], [15]. Among these optimiza-
tion formulations, the power minimization formulation can be translated to a convex optimization and
efficiently solved[14]. This approach was applied for massive MIMO systems in [10]. The max-min
SINR formulation was proved to be quasi-convex in [11], and studied in [15] through the uplink-
downlink duality. The idea of uplink-downlink duality [12] is a frequently used tool to reduce the
optimization complexity. The uplink-downlink duality discovers the achievable SINR region for an
uplink system with received beamforming and transmit PA to be the same as that for a downlink system
with transmit beamforming and PA, when both systems are under the same sum-power constraint.
This allows coupled downlink beamformers to be computable from uplink beamformers, where they
are decoupled and analytically solvable. Yu [14] connected the uplink-downlink duality with the
Lagrangian duality.
In this paper, existing optimization techniques in the aforementioned literature have been considered
for our study on massive MIMO systems. After we finished the precoding designs, we discovered that
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4the proposed algorithms are in some sense similar to results in [15]. We would like to point out that
the SINR expression in the context of massive MIMO is more complicated and general compared to
a single-cell downlink system. Further, our proof of main duality theorem is based on a necessary
condition of max-min SINR optimization, and is distinct from [15].
The main results in this paper are summarized as follows
1) To improve the worst-user’s transmission rate in the network, we formulate multi-cell precoding
designs to maximize the minimum rate with individual BS power constraints. The precoding
designs are based on the large-scale fading coefficients that can be tracked and shared among
BSs with reasonable resources. We prove that, similar to single-cell downlink system[11], the
max-min formulation is also quasi-convex, thus optimally solvable by the bisection method and
feasibility checking. Simulation results show significant improvement on the 5% outage rate
compared to existing methods, e.g., the ZF designs[9] and the PA only method.
2) To simplify computation complexity, we relax the individual BS power constraints to a sum-
power constraint over all BSs. We envision the future power amplifier would have higher peak to
average-power ratio and power efficiency. Thus, only the total power consumption from all BSs
matters. We decompose the precoding design as beamforming and PA. Under the sum-power
constraint, we show that uplink-downlink duality still holds for multi-cell massive MIMO. For
the max-min formulation, the optimal downlink beamformer is the same as the optimal uplink
beamformer in the virtual uplink system. Based on these observations, we propose an efficient
algorithm, called duality algorithm, that designs downlink precoding by solving the virtual uplink
system at first.
3) We further apply the duality algorithm to solve our original problem with individual BS power
constraints due to its low complexity. We prove the proposed suboptimal algorithms can achieve
at least 1
L
(L denotes the number of cells) of the optimal performance. Simulation results show
that the suboptimal algorithms can achieve more than 80% of the optimal performance.
The paper is organized as follows. Section II describes channel model and protocols for massive
MIMO systems. In Section III, we summarize main results obtained in Part I[9]. We design the
optimal precoding with individual BS power constraints and one sum-power constraint in Sections IV
and V, respectively. Section VI presents low-complexity suboptimal algorithms for the formulation
with individual BS power constraints. Section VII provides simulation results and conclusions are
given in Section VIII.
Notations: We denote the set of real numbers and complex numbers as R and C, respectively. For
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Fig. 1. Hexagonal cellular model with L = 7 cells and K = 3 users per cell. The large-scale fading coefficient between BS j and
User k in Cell l is denoted as β[kl]j .
two matrices A and B, we define A ∈ Rn×m and B ∈ Cn×m as drawn from the n × m complex
matrix space and the n ×m real matrix space, respectively. The notations AT, A∗, tr (A), (A)m,n,
vec(A), and ‖A‖ are used for transpose, Hermitian, trace, its (m,n)-th entry, column-wise extension,
and Frobenius norm, respectively. For a vector a, we use diag a to denote a diagonal matrix whose
n-th diagonal entry is the nth entry in the vector a. For a positive matrix A ∈ (R+)n×n with each
entry in A being positive, we denote λ{A} as its Perron Frobenius eigenvalue. For random variable
a, we denote E a as its expectation. The notation ⊗ is used for matrix Kronecker product. Finally, we
use CN (0, σ2) and N (0, σ2) for a circular symmetric complex Gaussian distribution and real Gaussian
distribution, respectively, both with zero mean and variance σ2.
II. SYSTEM MODEL
We consider a two-dimensional hexagonal cellular model with L cells and K users per cell. Each
cell is covered by one BS. An example of one layer of hexagonal cells with L = 7 and K = 3 is
illustrated in Fig. 1. Each BS is equipped with M antennas, and each user has a single antenna. We
assume that all antennas are omni-directional.
The channel coefficient (or path) from the m-th antenna of the j-th BS to the k-th user in the l-th
cell is denoted as g[kl]mj . We assume that each channel coefficient can be decomposed as a product of
the large-scale fading coefficient and the small-scale fading coefficient,
g
[kl]
mj =
√
β
[kl]
j h
[kl]
mj . (1)
DRAFT
6Precoding Downlink TransmissionUplink Training
Fig. 2. TDD protocol in the case of small-scale coherence interval of T = 10 OFDM symbols: τ = 4 OFDM symbols for uplink
training, the duration of 1 OFDM symbol for processing precoding, and 5 OFDM symbols for downlink transmission.
We denote the channel vector from the j-th base station to the k-th user in the l-th cell by g[kl]j =[
g
[kl]
1j , . . . , g
[kl]
Mj
]T
.
The small-scale fading coefficients h[kl]mj are modeled as Rayleigh fading, i.e., an i. i. d. CN (0, 1)
distributed random variables. We assume that there is no multipath interference as it can be efficiently
eliminated by orthogonal frequency division multiplex (OFDM) signaling. In what follows, we consider
only one OFDM tone and therefore we omit tone indices. We assume the block fading model for the
small-scale fading coefficients, i.e., they stay constant during small-scale coherent interval of T OFDM
symbols. Within any small-scale coherence interval, the small-scale fading coefficients are assumed
being independent from the ones in other small-scale coherence intervals.
The large-scale fading coefficient β[kl]j ∈ R+ depends on the distance between the user and BS
and shadowing. Typically, the distance between BS and a user is significantly larger than the distance
between antennas, then the large-scale fading coefficient does not depend on antenna index. For large-
scale fading coefficients, we also assume block fading model, i.e., these coefficients stay constant during
large-scale coherence interval and are independent from ones in other large-scale coherence intervals.
The large-scale coherence intervals are typically longer than the small-scale coherence intervals. For
a mobile terminal, the small-scale coherence intervals are constant within 1
4
of carrier wavelength,
whereas the large-scale coherence intervals can stay unchanged for a distance of 10 wavelengths[16].
Therefore, we assume that the large-scale fading coefficients can be accurately estimated and tracked.
We assume that the following time division duplex(TDD) protocol [1] is used. The protocol allows
BS to estimate channel coefficients and form beamforming vectors for the corresponding users. Fig. 2
illustrates the protocol. Let s[kj] be the symbols intended for transmission to the k-th user located in
the j-th cell. A description of the protocol is provided as follows. A more detailed description and
analysis of this protocol can be found in Part I of the paper[9].
TDD Protocol
1) During the first τ OFDM symbols of one small-scale coherence interval, all users synchronously
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7send their training sequences r[k], k = 1, . . . , K, and the j-th BS receives M × τ matrix
Yj =
√
ρrτ
K∑
k=1
L∑
l=1
g
[kl]
j r
[k]† + Wj,
where ρr denotes reverse link(uplink) transmit power from each user and Wj ∈ CM×τ is the
additive white Gaussian noise matrix with i.i.d. CN (0, 1) entries.
2) Then, using a duration of 1 OFDM symbol, the j-th BS computes the MMSE estimates
gˆ
[kj]
j =
√
ρrτβ
[kj]
j
1 +
∑L
s=1 ρrτβ
[ks]
j
Yjr
[k]
of the channel vectors g[kj]j .
3) Finally, during the last T − τ −1 OFDM symbols of one small-scale coherence interval, the j-th
BS uses gˆ[kj]j , k = 1, . . . , K, as beamforming vectors for small-scale precoding, i.e., it transmits
from its M antennas the vector
xj =
√
ρf
K∑
k=1
gˆ
[kj]†
j∥∥∥gˆ[kj]†j ∥∥∥s[kj], (2)
where ρf denotes the forward link (downlink) BS transmit power.
The End
Note that in Step 1 of the TDD protocol, we assume that the same orthonormal training sequences
r[k], k = 1, . . . , K, are assigned to K users in each cell and that each training sequence is a τ -tuple.
III. PART I RESULTS SUMMARY
The use of orthogonal training sequences in the TDD protocol allows a BS to reduce, but not
completely eliminate, intra-cell interference. Strong inter-cell interference is still present. It is shown
in Part I of the paper[9] that the combined inter-cell and intra-cell interference has several components.
One of them, caused by the pilot-contamination effect, is called directed interference. While other
sources of interference and additive noise are vanishing as M grows, the directed interference grows
together with M . Thus, for sufficiently large M , it becomes the main source of interference. To
mitigate the interference, we proposed in Part I a multi-cell precoding scheme called Large-Scale
Fading Precoding (LSFP). When the number of base station antennas M is large, the LSFP provides
an SINR linearly growing with M at each user’s receiver.
LSFP is based on limited cooperation between BSs and a network controller. To make this cooper-
ation feasible, we assume that
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8• large-scale fading coefficients β[kl]j , k = 1, . . . , K, j, l ∈ 1, . . . , L, can be accurately estimated
and are accessible to the network controller;
• data signals s[kl], k = 1, . . . , K, l = 1, . . . , L, that are intended for transmission to all users in
the network are accessible to all BSs in the network.
A formal description of LSFP can be presented as follows.
Large-Scale Fading Precoding (LSFP)
1) In the beginning of each large-scale coherence interval, the j-th BS estimates coefficients
β
[kl]
j , k = 1, . . . , K, l = 1, . . . , L, and sends them to the network controller.
2) For each large-scale coherence interval, the network controller computes L×L LSFP precoding
matrices
Φ[k] =

φ[k]
1
φ[k]
2
...
φ[k]
L
 , k = 1, . . . , K,
as a function of β[kl]j , j, l = 1, . . . , L. It further sends the j-th rows φ
[k]
j
, k = 1, . . . , K, to the
j-th BS.
3) The j-th BS follows the TDD protocol, but at Step 3 of the TDD protocol it uses the signal
c
[k]
j = φ
[k]
j

s[k1]
s[k2]
...
s[kL]
 , j = 1, . . . , L, k = 1, . . . , K, (3)
instead of the downlink signal s[kj].
The End of LSFP
The block diagram of this protocol is shown in Fig.3. One can see that each BS performs two
precodings. First, it conducts LSFP (multi-cell) precoding according to (3). This precoding is based
on the large-scale fading coefficints. Next, in Step 3 of the TDD protocol, a BS performs local
precoding according to (2). This precoding is based on the estimated small-scale fading coefficients
and is conducted completely locally, that is, it does not require any communication between the BS
and the network controller.
The following theorem gives a lower bound on the performance of the LSFP protocol[9].
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Fig. 3. System diagram for LSFP.
Theorem 1. The average transmit power of the j-th BS is
γj = E[‖xj‖2] = M
K∑
k=1
(
1 + ρrτ
L∑
s=1
β
[ks]
j
)(
L∑
v=1
|α[kv]j |2
)
, j = 1, . . . , L. (4)
Assuming that γj ≤ 1, j = 1, . . . , L, the downlink transmission rate to the k-th user in the l-th cell, is
lower-bounded by
R[kl] ≥ log2(1 + SINR[kl]),
where the SINR can be expanded as
SINR[kl] =
MJ
[kl]
0
1
M
+MJ
[kl]
1 + J
[kl]
2
, k = 1, . . . , K; l = 1, . . . , L, (5)
with
J
[kl]
0 = ρfρrτ
∣∣∣∣∣
L∑
j=1
β
[kl]
j α
[kl]
j
∣∣∣∣∣
2
, J
[kl]
1 = ρfρrτ
L∑
v=1
v 6=l
∣∣∣∣∣
L∑
j=1
β
[kl]
j α
[kv]
j
∣∣∣∣∣
2
,
J
[kl]
2 = ρf
L∑
j=1
K∑
n=1
β
[kl]
j (1 +
L∑
s=1
ρrτβ
[ns]
j )
(
L∑
v=1
∣∣∣α[nv]j ∣∣∣2
)
, α
[kl]
j =
√
ρrτβ
[kj]
j
1 +
∑L
s=1 ρrτβ
[ks]
j
φ
[kl]
j ,
where φ[kl]j denotes the l-th entry in LSFP vector φ
[k]
j
.
Note that the coefficients α[kl]j are in one-to-one mapping with the LSFP coefficients φ
[kl]
j . In what
follows, we will work with α[kl]j , since this allows us to shorten notations.
The interference term MJ [kl]1 is caused by the pilot contamination effect and the term J
[kl]
2 is a
sum of three other sources of interference and additive noise. The term MJ [kl]1 grows together with
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M . Hence, in the case of very large M this term becomes the main source of interference. If we use
Zero-Forcing LSFP (ZF-LSFP), i.e., we choose α[kl]j , j = 1, . . . , L, such that
L∑
j=1
α
[kl]
j β
[kl]
j = 0 (6)
we completely eliminate the term MJ [kl]1 . In this case, we have lim
M→∞
SINR[kl] =∞. However, in the
regime of finite M , e.g., M = 100, ZF-LSFP has low 5% outage rate, as shown in Part I of the
paper[9]. This is because it does not take into account all sources of interference.
IV. OPTIMAL PRECODING FOR A FINITE NUMBER OF ANTENNAS
This section focuses on the optimal LSFP design based on the SINR expression in Theorem 1 with
a finite number of antennas at each BS. With finite M , the impact of J [kl]2 in (5) can not be ignored.
A simple analysis is as follows. Assume that we do not use LSFP, i.e., αˆ[kl]j = cδj,l, where c denotes
a constant to satisfy power constraints γj ≤ 1, the value of J [kl]2 can be lowerbounded by
J
[kl]
2 ≥ c2ρfρrτ
L∑
j=1
β
[kl]
j
K∑
n=1
β
[nj]
j , and J
[kl]
1 = c
2ρfρrτ
L∑
v=1,v 6=l
∣∣β[kl]v ∣∣2 .
Note that the lowerbound of J [kl]2 contains the sum of β
[nj]
j over both n and j, while J
[kl]
1 has the sum
of β[kl]v between User k in Cell l and BSs from other cells. Typically, coefficients β
[kl]
l are larger than
coefficients β[kl]v , v 6= l. Thus, for realistic M ∈ [20, 1000], we have J [kl]2 > J [kl]1 . This indicates that to
find the optimal or near optimal LSFP, we have to take into account both MJ [kl]1 and J
[kl]
2 .
We adopt optimization approach for LSFP designs. In Subsection IV-A, we formulate optimization
of the precoding designs. Subsections IV-B and IV-C show mathematical properties of the formulation
that help to find the global optimal points with low complexity.
A. Problem formulation
A widely used engineering criterion for measuring the throughput of multi-user wireless communi-
cation systems is to consider transmission rates R[kl] (defined in Theorem 1) as random variables and
use 5%-outage rate Rout defined by
Pr
(
R[kl] ≤ Rout
)
= 0.05. (7)
By the expression of R[kl], the randomness is brought by the large-scale fading coefficients rather
than the typically used small-scale fading coefficients. For massive MIMO systems, small-scale fading
coefficients are averaged out with the large number of antennas at the BS. Thus, the large-scale fading
coefficients have a more dominant effect on stochastic characteristics.
DRAFT
11
The 5%-outage rate criterion, however, typically pushes one toward complex optimization procedures
that do not allow obtaining insights on the behavior of massive MIMOs. For this reason, instead, we
consider the problem of maximization of the minimum R[kl] across all users and cells. According to
Theorem 1, this problem can be equivalently formulated in terms of SINRs as follows
max
A[1],...,A[K]
min
k,l
SINR[kl](A[1], . . . ,A[K]) =
MJ
[kl]
0
1
M
+MJ
[kl]
1 + J
[kl]
2
(8)
s.t. γj = M
K∑
k=1
(1 + ρrτ
∑
s=1:L
β
[ks]
j )
L∑
v=1
∣∣∣α[kv]j ∣∣∣2 ≤ 1, j = 1, . . . , L. (9)
Remark 1. Though we do not optimize Rout directly, by solving the above max-min problem, we
obtain LSFP matrices A[k] that drastically improve Rout, as demonstrated in Section VII.
Note that the numerator and denominator of the objective function (8) are both second order
polynomials. This allows us to rewrite formulation (8) in the following matrix form. Let
A =
√
Mρfρrτ

A[1]
A[2]
...
A[K]
 ,B[k] =

β
[k1]
1 β
[k1]
2 . . . β
[k1]
L
β
[k2]
1 β
[k2]
2 . . . β
[k2]
L
...
...
β
[kL]
1 β
[kL]
2 . . . β
[kL]
L
 ,B =

B[1] 0 · · ·
0 B[2]
... . . . 0
0 B[K]
 ,
(10)
Further define
bˆ
[kln]
j = β
[kl]
j
(
1
ρrτ
+
L∑
s=1
β
[ns]
j
)
and b˜[n]j =
1
ρf
(
1
ρrT
+
L∑
s=1
β
[ns]
j
)
.
Thus, J [kl]2 =
∑L
n=1
∑K
j=1bˆ
[kln]
j
∑
v
∣∣∣α[nv]j ∣∣∣2. We denote
Bˆ[kln] = diag
[
bˆ
[kln]
1 , bˆ
[kln]
2 . . . , bˆ
[kln]
L
]
and B˜j = diag
[
b˜
[1]
j , . . . , b˜
[K]
j
]
⊗ 1j,
where 1j denotes an L× L zero matrix with only the (j, j)th entry being 1. Let finally
Bˆ[kl] =

Bˆ[kl1] 0 · · ·
0 Bˆ[kl2]
... . . . 0
0 Bˆ[klK]
 . (11)
Note that Bˆ[kl] ∈ RKL×KL and B˜j ∈ RKL×KL are diagonal.
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Using these notations, after some calculations, we can rewrite the optimization problem (8) using
a matrix expression as follows
max
A∈RKL×L
min
k,l
SINR[kl](A) =
|(BA)(k−1)L+l,l|2
1
M
+
∑
v 6=l
|(BA)(k−1)L+l,v|2 + 1M tr
(
A∗Bˆ[kl]A
) , (12)
s.t. ‖B˜jA‖ ≤ 1, j = 1, . . . , L. (13)
One difference of the matrix formulation compared to the formulation in (8) is that all power constraints
are independent of M and only the objective function depends on M .
B. Quasi-concavity
In this subsection, we prove that the formulation in (12) is quasi-concave. The following definitions
are needed. Let Ω be a convex subset of Rn, then a function f(x),x ∈ Rn is called quasi-convex if
for any x,y ∈ Ω and λ ∈ [0, 1] we have
f(λx + (1− λ)y) ≤ max{f(x), f(y)}. (14)
Similarly, a function f(x) is called quasi-concave if
f(λx + (1− λ)y) ≥ min{f(x), f(y)}. (15)
The following theorem simplifies the finding of an optimal solution of the optimization problem
(12).
Theorem 2. Constraints (13) are convex functions and the objective function (12) is quasi-concave.
Proof: The first statement is straightforward since all power constraints are norm of linear
transformation of optimization variable A. Only the second statement needs a proof.
Instead of considering SINR[kl], we consider the quantity Γ[kl] = 1
SINR[kl]
+ 1. Define RKL×KL
matrices
X = BA and P[kl] =
1
M
B−∗Bˆ[kl]B−1 + Φ[kl], (16)
where Φ[kl] ∈ RKL×KL is a matrix whose only nonzero entry is the ((k − 1)L + l, (k − 1)L + l)-th
entry equal to 1. Then, after some manipulations, we have
Γ[kl] =
1
M
+ tr
(
X∗P[kl]X
)∣∣x(k−1)L+l,l∣∣2 ,
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where x(k−1)L+l,l is the ((k − 1)L+ l, l)-th entry of X. The value of Γ[kl] is invariant if x(k−1)L+l,l is
multiplied by −1. Hence, we can assume that x(k−1)L+l,l > 0. We can rewrite Γ[kl] in the form
Γ[kl](X) =
1
x(k−1)L+l,l
(
1
Mx(k−1)L+l,l
+ f [kl](X)
)
,
where f [kl](X) =
tr (X∗P[kl]X)
x(k−1)L+l,l
. The function f [kl](X) is convex. To prove this, it is enough to show
that for any c1, c2 ∈ R+ the following inequality holds
c1
tr
(
X∗P[kl]X
)
x(k−1)L+l,l
+ c2
tr
(
Y∗P[kl]Y
)
y(k−1)L+l,l
≥ tr
(
(c1X + c2Y)
∗P[kl](c1X + c2Y)
)
c1x(k−1)L+l,l + c2y(k−1)L+l,l
.
By multiplying both sides with c1x(k−1)L+l,l + c2y(k−1)L+l,l, we obtain
c1
(
c1 + c2
y(k−1)L+l,l
x(k−1)L+l,l
)
tr
(
X∗P[kl]X
)
+ c2
(
c2 + c1
x(k−1)L+l,l
y(k−1)L+l,l
)
tr
(
Y∗P[kl]Y
)
≥ tr ((c1X + c2Y)∗P[kl](c1X + c2Y)) .
Eliminating all duplicate terms from both sides, we obtain
y(k−1)L+l,l
x(k−1)L+l,l
tr
(
X∗P[kl]X
)
+
x(k−1)L+l,l
y(k−1)L+l,l
tr
(
Y∗P[kl]Y
) ≥ tr (X∗P[kl]Y)+ tr (Y∗P[kl]X) .
The matrix P[kl] is Hermitian, so we can define vectors a =
√
y(k−1)L+l,l
x(k−1)L+l,l
vec
(
(P[kl])
1
2X
)
and b =√
x(k−1)L+l,l
y(k−1)L+l,l
vec
(
(P[kl])
1
2Y
)
. This allows us to replace the above inequality with a∗a + b∗b ≥ a∗b +
b∗a, which is equivalent to ||a− b||2 ≥ 0.
The sum of two convex functions is again convex. Thus, g(X) = 1
Mx(k−1)L+l,l
+ f [kl](X) is convex.
It is well known that a linear transformation, in our case the transformation A = B−1X, preserves
the convexity. Hence, h(A) = g(B−1X) is convex.
The quantity x(k−1)L+l,l is the inner product of the l-th row of B[k] and the l-th column of A[k], in
other words, it is a linear function of entries of A. It is well known, e.g. see [17], that the ratio of a
convex function and a linear function is a quasi-convex function. Hence Γ[kl], considered as a function
of the entries of A, is a quasi-convex function.
From the definition of Γ[kl], we have SINR[kl] = 1
Γ[kl]−1 . Since SINR
[kl] > 0, we have that Γ[kl]−1 >
0. The function Γ[kl] − 1 is quasi-convex. It is straightforward from (14) and (15) that the reciprocal
of a positive quasi-convex function is a quasi-concave function. This concludes the proof.
There are a number of algorithms for numerical solutions of quasi-concave optimization problems
[18][19]. Any of them can be used for solving the problem in (12). We used the bisection method
[20]. The resulting algorithm can be described as follows.
Algorithm 1. Optimal LSFP with L Power Constraints.
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1) Initialize with an infeasible value of the objective function γin and a feasible value γfea of (12).
2) Compute γ = (γin + γfea)/2. And check the feasibility of γ.
3) Update γin = γ if it is infeasible; otherwise γfea = γ.
4) Repeat steps 3 and 4 until |γin − γfea| is small enough.
The End
We would like to note that the quasi-concavity of (12) leads to a relative simple method of checking
the feasibility in Step 2. We used the SeDuMin package[21] to check the feasibility of (12).
To estimate the complexity of Algorithm 1, we note that for each feasibility checking, we have to
work with KL2 variables (there are KL2 entries in X) and (K + 1)L constraints (check achievable
SINRs at KL users plus L power constraints). So even for relatively small parameters, like L =
7, K = 15, Algorithm 1 has very high complexity. We will propose several approaches to reduce the
computation complexity. The observation described in the following subsection has important values.
C. Optimal LSFP lead to equal SINRs
In this subsection, we analyze the values of SINR[kl] achievable at an optimal solution of the problem
(8). Define
Sopt = max
A[1],...,A[K]
min
k,l
SINR[kl](A[1], . . . ,A[K]) and A = arg max
A[1],...,A[K]
min
k,l
SINR[kl](A[1], . . . ,A[K]).
Let further A[1]∗ , . . . ,A[K]∗ ∈ A be a solution of the problem (8). Finally, define diagonal matrices
P[k] =

√
p[k1] 0
0
√
p[k2] . . . 0
... . . . 0
0
√
p[kL]
 , k = 1, . . . , K,
with p[kl] > 0.
Theorem 3. The optimal matrices A[k]∗ , k = 1, . . . , K achieve equal SINR for all users, i.e.,
SINR[nv](A[1]
∗
, . . . ,A[K]
∗
) = Sopt, ∀n, v.
Proof: We first show that the optimal A[k]∗ ,∀k, almost surely cannot have any zero columns.
From the mapping between α[kl]j and LSFP coefficient φ
[kl]
j in Theorem 1, the s-th column of A
[r]∗
reflects how all BSs cooperate the transmission to the r-th user in the s-th cell. If it is a zero vector, it
follows that J [rs]0 is equal to zero. Thus, the optimal value Sopt = 0. Clearly, for randomly generated
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large-scale fading coefficients, the existing methods such as ZF-LSFP can bring Sopt > 0. Thus, the
optimal A[r]∗ almost surely cannot have zero columns for any r.
From (8), we have
SINR[kl](A[1]P[1], . . . ,A[K]P[K]) =
p[kl]MJ
[kl]
0
1
M
+MJˆ1 + Jˆ2
, (17)
where
Jˆ
[kl]
1 = ρfρrτ
L∑
v=1
v 6=l
p[kv]
∣∣∣∣∣
L∑
j=1
β
[kl]
j αˆ
[kv]
j
∣∣∣∣∣
2
,
and
Jˆ
[kl]
2 = ρf
L∑
j=1
K∑
n=1
β
[kl]
j (1 +
L∑
s=1
ρrτβ
[ns]
j )
(
L∑
v=1
p[nv]
∣∣∣αˆ[nv]j ∣∣∣2
)
=
K∑
n=1
L∑
v=1
p[nv]
(
ρf
L∑
j=1
β
[kl]
j (1 +
L∑
s=1
ρrτβ
[ns]
j )
∣∣∣αˆ[nv]j ∣∣∣2
)
.
Since matrices A[k]∗ , k = 1, . . . , K, do not have zero columns, it follows that entries in Jˆ [kl]2
ρf
L∑
j=1
β
[kl]
j (1 +
L∑
s=1
ρrτβ
[ns]
j )
∣∣∣αˆ[nv]j ∣∣∣2 > 0,∀n, v.
Hence
SINR[kl](A[1]P[1], . . . ,A[K]P[K]) =
p[kl]MJ
[kl]
0
1
M
+
∑K
n=1
∑L
v=1 q
[nv]p[nb]
,
for some positive q[nv] > 0,∀n, v. We prove by contradiction. Let us assume that for some r and s
we have
SINR[rs](A[1]
∗
, . . . ,A[K]
∗
) > Sopt.
Define a matrix P[r] by p[rs] = , 0 <  < 1, and p[rv] = 1,∀v 6= s. And further let P[k] = IL, k 6= r
being an identity matrix with size L× L. Then, we have that
1) Using the new LSFP A[k]∗P[k],∀k, satisfies the individual power constraints in (9).
2) SINR[rs](A[1]∗P[1], . . . ,A[K]∗P[K]) decreases and all other SINR[nv](A[1]∗P[1], . . . ,A[K]∗P[K]), (n, v) 6=
(r, s) increase.
Therefore, we can choose an  so that
SINR[nv](A[1]
∗
Λ[1], . . . ,A[K]
∗
Λ[K]) > Sopt,∀n, v,
which contradicts the assumption that A[1]∗ , . . . ,A[K]∗ ∈ A. This concludes the proof.
Theorem 3 provides a necessary condition at the optimal values, all SINRs are equal. In the following
section, we will apply the theorem to reduce the complexity of optimization.
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V. OPTIMIZATION WITH SUM POWER CONSTRAINT
In this section, we consider a relaxation of the power constraints of the optimization problem (8).
We replace individual BS power constraints with a sum-power constraint over all BSs and propose a
low complexity iterative algorithm for solving the resulting optimization problem.
This section consists of the following subsections. Subsection V-A explains motivations behind the
sum-power constraint and properties of the formulation that can be extended from the formulation
with individual BS power constraints. In Subsections V-B and V-C, we introduce some notions and
present downlink analysis with decomposition of power allocation and beamforming, respectively. We
define a virtual uplink system and prove a duality relationship with our considered downlink system
in Subsection V-D. Finally, Subsection V-E presents the duality algorithm.
A. Motivation and properties of the optimization with sum power constraint
We replace the set of L BS transmit power constraints with one sum power constraint over all BSs
max
α
[kl]
j ∈R
min
k,l
SINR[kl] =
MJ
[kl]
0
1
M
+MJ
[kl]
1 + J
[kl]
2
(18)
s.t. M
L∑
j=1
K∑
n=1
(1 + ρrτ
L∑
s=1
β
[ns]
j )
L∑
v=1
∣∣∣α[nv]j ∣∣∣2 ≤ L. (19)
There are at least two reasons for considering this relaxation.
First, as it will be shown later in the paper, this problem can be solved with lower complexity.
This allows us, see Section V-E, to find suboptimal solutions of the problem (12) with complexity
significantly lower than that of Algorithm 1.
Second, one can think of organizing an massive MIMO system based on (18) and (19). In modern
wireless systems, a BS typically operates near its transmit amplifier maximum power to cover an area
as large as possible and to gain power efficiency. The expected requirements for wireless systems
of future generations include very high data transmission rates for all, or almost all, users, and low
energy consumption. Hence, as cell sizes are getting smaller, a BS will transmit most of the time with
lower power to avoid strong interference to other cells and to save energy. However, sometimes, a
high peak-power amplifier will still be required to provide peak-rate transmission to users with large
channel attenuations. Thus, the individual BS power constraint can be relaxed to the power constraint
of all BSs. For example, a typical macro-cell BS transmits with power higher than 40 dBm. We can
formulate a sum-power constraint of 40 dBm over several neighboring BSs to reduce the total power
consumption without violating individual BS power constraint. The optimization problem defined by
(18) and (19) is an appropriate model for such kind of wireless systems.
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The following results show that the problem (18) can be transformed to an unconstrained form.
Proposition 1. The max-min optimization defined by (18) and (19) is equivalent to the following
unconstrained problem
max
α
[kl]
j ∈R
min
k,l
SINR[kl] =
MJ
[kl]
0
J˜
[kl]
2 +MJ
[kl]
1
, (20)
where J˜ [kl]2 has been modified from J
[kl]
2 as
J˜
[kl]
2 =
L∑
j=1
K∑
n=1
(ρrτ
L
+ ρfβ
[kl]
j
)( 1
ρrτ
+
∑
s=1:L
β
[ns]
j
)
L∑
v=1
∣∣∣α[nv]j ∣∣∣2 . (21)
Proof: We first show that the optimal value of (20) upperbounds that of (18). The sum-power
constraint (19) can be rewritten as
ρrτ
L
L∑
j=1
K∑
n=1
(
1
ρrτ
+
L∑
s=1
β
[ns]
j
)
L∑
v=1
∣∣∣α[nv]j ∣∣∣2 ≤ 1M . (22)
By replacing 1
M
in (18) with the left-hand side of (22), we obtain the objective function of (20). Clearly,
for the same α[kl]j , (20) upperbounds (18). Additionally, since (20) is unconstrained, the optimized value
of (20) upperbounds that of (18).
Next, we show that the optimized value of (20) is achievable by that of (18). The objective function
in (20) is scale-invariant in α[kl]j . Hence, if α
[kl]
j maximize (20) then cα
[kl]
j also maximize (20). Choosing
c such that cα[kl]j achieves the equality in (18), we get the same optimal values for both problems.
We define the matrix A in the same way as in (10), and consider SINR[nv] as a function of A.
Using arguments similar to the ones used in Theorems 2 and 3, we obtain the following results.
Theorem 4. 1) The optimization problem (20) is quasi-concave.
2) The optimal A∗ has equal SINRs of all users.
Since (20) is quasi-concave, we again can use the bisection method for solving it.
Algorithm 2. Optimal LSFP with the Sum Power Constraint.
1) Run the bisection algorithm defined in Algorithm 1 for the quasi-concave optimization problem
(20).
The End
The complexity of Algorithm 2 is slightly smaller than the complexity of Algorithm 1, because less
power constraints are used for each feasibility checking. However, the complexity still depends on the
efficiency of optimization solver and is very high. In the subsequent of this section, we will present
an algorithm with low computation complexity to solve the unconstrained formulation in (20).
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B. The feasible range of relative signal power
Instead of directly finding the max min value in (20), we consider the feasible range of the objective
function MJ
[kl]
0
J˜
[kl]
2 +MJ
[kl]
1
for all k, l, since this allows us to obtain more general results. We first, again,
rewrite the objective function using a matrix representation for compactness. We reuse matrices A
and B as defined in (10). Further, define b[kln]j =
(
ρf τ
L
+ ρfβ
[kl]
j
)(
1
ρrT
+
∑
s
β
[ns]
j
)
. Thus, J˜ [kl]2 =∑
n,j
b
[kln]
j
∑
v
∣∣∣α[nv]j ∣∣∣2. Denote also B[kln] = diag [b[kln]1 , . . . , b[kln]L ], and
B[kl] =

B[kl1] 0 · · ·
0 B[kl2]
... . . . 0
0 B[klK]
 , (23)
where B[kl] ∈ RKL×KL is diagonal. Then, the objective function in (20) can be rewritten as
SINR[kl] =
MJ
[kl]
0
J˜
[kl]
2 +MJ
[kl]
1
=
|(BA)(k−1)L+l,l|2
1
M
tr (A∗B[kl]A) +∑
v 6=l
|(BA)(k−1)L+l,v|2
. (24)
Define relative signal power as
Γ[kl] =
SINR[kl]
1 + SINR[kl]
=
|(BA)(k−1)L+l,l|2
tr (A∗Q[kl]A)
, (25)
where Q[kl] ∈ RKL×KL and Q[kl] = 1
M
B[kl] +B∗Φ[kl]B with Φ[kl] defined after (16). In the subsequent
of this section, we consider the relative signal power as optimization target instead of SINR, since it
has a simpler expression than SINR in (24).
In what follows, it will be convenient to represent the matrix A in terms of beamforming vectors
v[kl] ∈ RL×1 and transmit powers p[kl] ∈ R+ as follows
A =

v[11]
√
p[11] . . . v[1L]
√
p[1L]
... . . .
...
v[K1]
√
p[K1] . . . v[KL]
√
p[KL]
 . (26)
The beamforming vector v[kl] defines how L BSs cooperate to assist the transmission to the k-th user
in the l-th cell. The matrix Q[kl] in (25) is block diagonal with L × L submatrices. Denote its n-th
diagonal block as Q[kln], n = 1, . . . , K. After some calculations, we can represent Γ[kl] in the following
form
Γ[kl] =
|b[kl]∗v[kl]|2p[kl]∑K
n=1
∑L
j=1 v
[nj]∗Q[kln]v[nj]p[nj]
, (27)
where b[kl] =
[
β
[kl]
1 , . . . , β
[kl]
L
]T
.
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We define the feasible range of the relative signal power range ΩD as
ΩD =
⋃
{p[nv],v[nv]:∀n,v}
{[
ω[11], ω[21], . . . , ω[KL]
] ∣∣ω[kl] ≤ Γ[kl], ∀k, l} , (28)
The subscript D in (28) denotes a downlink system.
In many multi-user communication scenarios, some users may require higher SINRs than others to
guarantee certain quality of service (QoS). Let u = (u[11], u[21], . . . , u[KL]) with ||u|| = 1 be defined
as
(Γ[11],Γ[21], . . . ,Γ[KL])
‖(Γ[11],Γ[21], . . . ,Γ[KL])‖ = u. (29)
The vector u contains the required relations between relative signal powers (and therefore SINRs) of
the users. Also, by conditioning on u, we only need to consider the feasible range of one variable
‖(Γ[11],Γ[21], . . . ,Γ[KL])‖ instead of a KL-dimensional vector. We call u a QoS vector. Then, we can
define the conditional feasible range with a given QoS vector u by
ΩD(u) = [0,Γ], where Γ = max
{v[nv],p[nv]:∀n,v}
{
Γ|Γ ≤ Γ
[kl]
u[kl]
∀k, l
}
.
C. Conditional feasible range with given beamforming vectors
In this subsection, we analyze the scenario with fixed beamforming vector v[kl] in (26). Denote
by p = (p[11], p[21], . . . , p[KL]) ∈ RKL×1 the power allocation vector. For a given QoS vector u and
beamforming vectors v[kl], we define the conditional feasible range with given u and v[kl] as
ΩD(u,v
[11], . . . ,v[KL]) = [0,Γ], where Γ = max
p
{
Γ|Γ ≤ Γ
[kl]
u[kl]
,∀k, l
}
.
We would like to estimate how large the conditional feasible range ΩD(u,v[11], . . . ,v[KL]) could be.
Denote by D,U ∈ RKL×KL the diagonal matrices whose ((k − 1)L + l)-th diagonal entries are
|b[kl]∗v[kl]|2 and u[kl], respectively. Let F ∈ RKL×KL be the matrix defined by
(F)(k−1)L+l,(n−1)L+j = v[nj]∗Q[kln]v[nj]. (30)
With these notations, the condition Γ ≤ Γ[kl]/u[kl],∀k, l, can be written in the form
D−1UFp ≤ 1
Γ
p. (31)
Since all the diagonals of D and U are positive and all entries of F are positive, D−1UF is a
positive matrix. The power vector p is clearly an eigenvector of the matrix D−1UF and all entries of
p have to be nonnegative. Hence, according to the Perron-Frobenius theorem on nonnegative matrices
[22], there is a unique nonnegative eigenvector corresponding to the maximum eigenvalue λ{D−1UF}.
Thus, the conditional feasible range is
ΩD(u,v
[11], . . . ,v[KL]) =
[
0,
1
λ{D−1UF}
]
. (32)
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Q[kln]
b[kl]
Fig. 4. A virtual uplink system with L = 3 and K = 3 with all BSs connected via backhaul link. The desired channel vector (green
solid lines) for User k in Cell l is modeled as b[kl]. The covariance matrix of the interference power induced by uplink transmission from
User k in Cell l to the reception of User n in all cells (red solid lines) is modeled as Q[kln]U . User sends uplink signal by power P
[kl]
U .
All BSs cooperate to decouple User k in Cell l’s signal by beamforming vector w[kl]. Relative signal power is modeled in Eq. (34).
D. Virtual uplink system
In this subsection, we define a virtual uplink system. We prove that this uplink system has the same
feasible range of the relative signal power as our downlink system, and that optimal beamforming
vectors for these two systems are also the same. Next, we show that finding the optimal beamforming
vectors of the uplink system is a simpler task.
We construct our virtual uplink system as shown in Fig. 4. We denote by p[kl]U and x
[kl] the transmit
power and the uplink signal of the k-th user in the l-th cell. We assume that all BSs are connected to
the network controller (not shown in Fig. 4) and that all coefficients β[kl]j are known to the controller.
The j-th BS receives signal yU,j and forwards it to the controller. The controller computes the estimate
of the symbol x[kl] as
xˆ[kl] = [yU,1, . . . , yU,L] w
[kl], (33)
where w[kl] ∈ RL×1,∥∥w[kl]∥∥ = 1, are uplink receive beamforming vectors. The channel paths and
interference are modeled using the relative signal power from the k-th user in the l-th cell as
Γ
[kl]
U =
p
[kl]
U |b[kl]∗w[kl]|2
w[kl]∗
(∑K
n=1
∑L
j=1 Q
[njk]
U p
[nj]
U
)
w[kl]
, (34)
where Q[njk]U = Q
[njk] defined in (27) for the downlink system. For convenience, we will use the
downlink Q[njk] for the virtual uplink system. Note that though we do not define channel paths and
interference explicitly, the above expression is all we need to define the virtual uplink system and to
use it for finding solutions for our downlink system.
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The feasible range of the relative signal power in the virtual uplink system can be defined similarly
to the downlink system as
ΩU =
⋃
{p[nv]U ,w[nv]:∀n,v}
{[
ω
[11]
U , ω
[21]
U , . . . , ω
[KL]
U
] ∣∣∣ω[kl]U ≤ Γ[kl]U ,∀k, l} . (35)
Denote by pU = (p
[11]
U , p
[21]
U , . . . , p
[KL]
U ) ∈ RKL×1 the power allocation vector. Similar to the downlink
case, we define QoS vector uU = (u
[11]
U , u
[12]
U , . . . , u
[KL]
U ) and further the conditional feasible range with
a given QoS vector uU by
ΩU(uU) = [0,Γ], where Γ = max
{p[nv]U ,w[nv]:∀n,v}
{
Γ|Γ ≤ Γ
[kl]
u
[kl]
U
,∀k, l
}
.
We also define the conditional feasible range given both beamforming vectors and QoS vector as
ΩU(uU,w
[11], . . . ,w[KL]) = [0,Γ], where Γ = max
pU
{
Γ|Γ ≤ Γ
[kl]
U
u
[kl]
U
,∀k, l
}
.
For a given uU and all beamforming vectors w[kl], after computations similar to ones used in (30), we
obtain
D−1U UFUpU ≤
1
ΩU
pU, (36)
where DU is an KL ×KL diagonal matrix whose ((k − 1)L + l)-th diagonal entry is |b[kl]∗w[kl]|2,
and
(FU)(k−1)L+l,(n−1)L+j = w[kl]∗Q[njk]w[kl]. (37)
Thus, with given beamforming vectors w[kl], the conditional feasible range of ωU can be similarly
obtained from (32) as
ΩU(uU, {w[kl] : ∀k, l}) =
[
0,
1
λ{D−1U UFU}
]
. (38)
The next result establishes the uplink-downlink duality.
Lemma 1. If we use the same beamforming vectors and the same QoS vectors in the downlink
and virtual uplink system, the conditional feasible ranges are equal, i.e., ΩD(uU,w[11], . . . ,w[KL]) =
ΩU(uU,w
[11], . . . ,w[KL]).
Proof: If v[kl] = w[kl], we observe FU = FT by comparing their definitions in (37) and (30),
respectively. Similarly, we have DU = D. Hence D−1U UFU = D
−1UFT. Taking into account that
D−1U is diagonal, we transform the characteristic polynomial of D−1UF as
det
(
D−1UF− λI) = det (FD−1U− λI) = det (FD−1U− λI)T = det (D−1UFT − λI) .
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Thus, D−1UF and D−1UFT have the same maximum eigenvalue λ{D−1UF}. Now, the accertion
follows from (32) and (38).
Using this lemma, we have the following results.
Theorem 5. [Duality Theorem]
1) For a given QoS vector uU, we have ΩD(uU) = ΩU(uU).
2) Feasible ranges of the downlink and virtual uplink systems are the same, i.e., ΩD = ΩU.
Proof: From the definitions of feasible ranges, it follows that
ΩD(u) =
⋃
{v[kl]:∀k,l}
ΩD(u,v
[11], . . . ,v[KL]) and ΩD(uU) =
⋃
{w[kl]:∀k,l}
ΩU(u,w
[11], . . . ,w[KL]).
Using Lemma 1, we get
ΩD(u) =
⋃
{v[kl]:∀k,l}
ΩD(u,v
[11], . . . ,v[KL])
=
⋃
{w[kl]=v[kl]:∀k,l}
ΩU(u,w
[11], . . . ,w[KL]) = ΩU(u).
Similarly, noting that ΩD =
⋃
u ΩD(u) and ΩU =
⋃
uU
ΩU(uU), and repeating the same arguments as
above, we got the second claim.
E. Iterative duality algorithm
In this subsection, we present an iterative algorithm for max-min optimization based on duality
between downlink and virtual uplink systems. We rewrite the downlink max-min optimization (24)
using relative signal power as objective function and v[kl],p as optimization variables,
Downlink : SD = max
v[kl],p[kl]
min
k,l
Γ[kl](v[11], . . . ,v[KL],p) =
|b[kl]∗v[kl]|2p[kl]∑K
k=1
∑L
j=1 v
[nj]∗Q[kln]v[nj]p[nj]
. (39)
Similarly, for the virtual uplink system, we formulate a max-min optimization problem as
Uplink : SU = max
w[kl],p
[kl]
U
min
k,l
Γ
[kl]
U (w
[11], . . . ,w[KL],pU) =
p
[kl]
U |b[kl]∗w[kl]|2
w[kl]∗
(∑K
n=1
∑L
j=1 Q
[njk]p
[nj]
U
)
w[kl]
. (40)
In Theorem 4, we have proved that there is a solution of the problem (39) at which SINR[nv] =
SD, ∀n, v. In a similar way, we can prove the following lemma.
Lemma 2. There exist beamforming vectors w[kl]∗ and powers p[kl]
∗
U such that
Γ
[nv]
U (w
[11]∗ , . . . ,w[KL]
∗
,p∗U) = SU, ∀n, v.
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The next results shows that the beamforming vectors v[kl]∗ = w[kl]∗ ,∀k, l, give an optimal solution
of (39).
Theorem 6. 1) For the optimization problems in (39) and (40), we have SD = SU.
2) There exist powers p[kl]∗ such that
Γ
[nv]
D (v
[11]∗ , . . . ,v[KL]
∗
,p∗) = SD,∀n, v.
with v[kl]
∗
= w[kl]
∗
,∀k, l.
Proof: According to Theorem 4 and Lemma 2, we can look for optimal solutions of (39) and
(40) assuming the QoS vector having equal entries, i.e. u[kl] = u[kl]U =
1√
KL
for ∀k, l. By duality
Theorem 5, we know the feasible range of the relative signal power is the same between uplink and
downlink. Thus, along the same QoS vector, virtual uplink and downlink have equal optimal values,
i.e., SD = SU.
Claim 2 is straightforward by replacing v[kl]∗ = w[kl]∗ . This concludes the proof.
We would like to note that the optimal powers in for the downlink and uplink powers are not the
same, i.e., p[kl]∗ 6= p[kl]∗U . Additionally, Theorem 6 is based on the relative signal power. Extension to
SINR is straightforward.
Following Theorem 6, we provide an algorithm to find downlink beamforming vectors and powers.
First, we compute the optimal beamforming vector and power allocation for the virtual uplink system
assuming u[kl]U =
1√
KL
, ∀k, l. According to (40), the relative signal power Γ[kl]U is independent of w[nj]
for (k, l) 6= (n, j). Hence, for given powers p[kl]U , the optimal uplink beamforming vectors can be found
by taking the derivative of (34) with respect to w[kl] and finding its zeros. By doing this, we obtain
the optimal beamforming vectors
w[kl] = c
(
K∑
n=1
L∑
j=1
Q[njk]p
[nj]
U
)−1
b[kl],∀k, l. (41)
where c ∈ R+ is a normalization coefficient to satisfy ‖w[kl]‖ = 1. Replacing w[kl] in (34) with (41),
we obtain
max
p
[kl]
U ,w
[kl]
min
k,l
Γ
[kl]
U = max
p
[kl]
U
min
k,l
p
[kl]
U
b[kl]∗( ∑
n=1:K,j=1:L
Q[njk]p
[nj]
U
)−1
b[kl]
 . (42)
Note that we assumed that all u[kl]U have the same value. From Lemma 2, we have Γ
[kl]
U = ∆U,∀k, l,
for some ∆U ∈ R+. Thus, we have to solve the following set of equations
p
[kl]
U
b[kl]∗( ∑
n=1:K,j=1:L
Q[njk]p
[nj]
U
)−1
b[kl]
 = ∆U, ∀k, l. (43)
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Note that all KL equations are nonlinear with respect to p[kl]U . We propose the following iterative
algorithm to solve (43).
Iterative Power Search Algorithm
1) Assign p[kl](0)U = 1,∀k, l, and repeat several times the following steps
2) p˜[kl]U =
b[kl]∗(∑
n,j
Q[njk]p
[nj](t)
U
)−1
b[kl]
−1.
3) p[kl](t+1)U =
KLp˜
[kl]
U∑
k,l
p˜
[kl]
U
.
4) t = t+ 1 until a fixed number of iterations.
The End
The convergence analysis on our iterative algorithm can be conducted similarly as that on Algorithm
2 from [15]. The interested readers are referred to their analysis.
The Iterative Power Search Algorithm, (41), Theorem 6, and (31) leads to finding the optimal
beamforming vectors v[kl] and downlink powers p[kl] for the optimization problem (39). All needed
steps are summarized in the following algorithm.
Algorithm 3: Uplink-Downlink Duality
1) Obtain matrices Q[njk] defined in (27).
2) Compute the uplink powers p[kl]U using the Iterative Power Search Algorithm.
3) Compute the uplink beamforming vectors w[kl] using (41).
4) Reuse them as the downlink beamforming vectors v[kl] = w[kl],∀k, l..
5) Construct matrices D and F defined in (31).
6) Find the optimal downlink powers p[kl] through eigenvalue decomposition of D−1F using (31).
The End of Algorithm 3
Steps 1,2,3 and 5 in Algorithm 3 involve only multiplication and addition of KL×KL real matrices.
Step 6 requires one eigenvalue decomposition of a KL×KL real matrix. The overall complexity of
Algorithm 3 is significantly lower than the complexity of Algorithm 2.
VI. SUBOPTIMAL ALGORITHMS WITH INDIVIDUAL BS POWER CONSTRAINTS
In this section, we consider how to use the iterative algorithm (Algorithm 3) proposed for the
problem with the sum-power constraint for the optimization (12) with per-BS power constraints. Below
we propose algorithms that are suboptimal compared to Algorithm 1 defined in Subsection IV-B. These
algorithms, however, have significantly lower complexity.
We first consider a centralized scenario where a network hub knows all large-scale fading coefficients
β
[kl]
j in the entire network and computes L × L precoding matrices A[k]. In Subsection VI-A, we
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propose three suboptimal algorithms for the centralized scenario. Subsection VI-B further extends the
algorithms to a scenario when there is no centralized node. Instead, each BS knows large-scale fading
coefficients of only local neighboring cells and performs its own decentralized algorithm.
A. Centralized suboptimal algorithm
For our main optimization problem (8) with individual BS power constraints, the duality between
the uplink and downlink systems, in general, does not hold. Thus, Algorithm 3 can not be applied
directly. Below, we show that Algorithm 3 still can be used to provide low complexity algorithms.
We again assume that the precoding matrix is decoupled into beamforming vectors and transmit
powers according to (26). Based on (19), we define the range of precoding coefficients for the sum-
power constraint Z as
Ωsum(Z) =
{
A
∣∣∣∣∣M
L∑
j=1
K∑
n=1
(1 + ρrτ
L∑
s=1
β
[ns]
j )
L∑
v=1
∣∣∣α[nv]j ∣∣∣2 ≤ Z
}
. (44)
When Z = L, we have the power constraint (19). Recall that the power of BS j is defined in (9) as
γj(A) = M
K∑
k=1
(1 + ρrτ
∑
s=1:L
β
[ks]
j )
L∑
v=1
∣∣∣α[kv]j ∣∣∣2 , (45)
where the function uses the precoding coefficients A as variables.
One may try to use Algorithm 3 with the sum power constraint Z to obtain beamforming vectors
v
[kl]
sum and powers p
[kl]
sum and to reuse them for the problem (8). However, the powers p
[kl]
sum have to be
modified to satisfy the per-BS power constraints. That explains the reason that we set Z to be the
extra parameter to satisfy individual BS power constraints. A heuristic way is presented below.
Algorithm 4
1) Run Algorithm 3 with the sum-power constraint Ωsum(Z), where Z can be any number with
1 ≤ Z ≤ L. We obtain beamformers v[kl]sum and powers p[kl]sum.
2) Assign v[kl]sum as beamforming vectors: v
[kl]
per = v
[kl]
sum,∀k, l.
3) Compute the assigned powers as p[kl]per = p
[kl]
sum
max
j
γj(Asum)
,∀k, l.
The End
Note that v[kl]per and p
[kl]
per are the beamforming vectors and powers used under individual BS power
constraints. Step 3 divides p[kl]sum by the maximum power used by one BS to satisfy the power constraints.
It is instructive to get lower bounds on the performance of Algorithm 4 with Z = L and Z = 1.
Denote by SINRosum and SINR
o
per the optimal solutions of (8) and (20) respectively. We first consider
the case with Z = L. Since the individual BS power constraint is contained in the sum-BS power
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constraint, we have SINRoper ≤ SINRosum. Denote further τ1 = max
j
γj(Asum), where Asum is an
optimal precoding matrix for the sum-BS power constraint problem. Since
∑L
j=1 γj(Asum) = L, we
have τ1 ≥ 1. Thus, we can bound as
SINR[kl]per =
MJ
[kl]
0 (Asum)/τ1
1
M
+MJ
[kl]
1 (Asum)/τ1 + J
[kl]
2 (Asum)/τ1
≥ 1
τ1
MJ
[kl]
0 (Asum)
1
M
+MJ
[kl]
1 (Asum) + J
[kl]
2 (Asum)
=
1
τ1
SINRosum
≥ 1
τ1
SINRoper ≥
1
L
SINRoper,∀k, l. (46)
The notations J [kl]i (Asum) are used to denote J
[kl]
i that uses Asum as variables. The first equality
holds because J [kl]0 , J
[kl]
1 , J
[kl]
2 , and all power constraints are second-order functions of Asum. The first
inequality is achieved by upperbounding J [kl]i (Asum)/τ1 < J
[kl]
i (Asum) for i = 1, 2. The last inequality
in (46) is achieved because τ1 ≤ L. Thus, we have that the achievable SINR of Algorithm 4 with
Z = L is within 1
L
of the optimal value SINRoper.
Let now Z = 1. Define the optimized SINRs of sum-BS power constraint using constraints Ωsum(L)
and Ωsum(1) by SINRosum(L) and SINR
o
sum(1), respectively. It can be observed that SINR
o
sum(1) ≥
1
L
SINRosum(L). Then, we can bound as
SINR[kl]per > SINR
o
sum(1) ≥
1
L
SINRosum(L) ≥
1
L
SINRoper.
The first inequality holds because with Z = 1 in Step 3, we have to increase power of all users by
a common factor. Therefore, Algorithm 4 with both Z = L and Z = 1 can achieve at least 1
L
of
SINRoper.
Motivated by these obzervations, we define Algorithm 5, in which we conduct an optimization, over
sum power constraint value Z. In this algorithm, ∆ ∈ R+ denotes the step size of line search over
power constraint.
Algorithm 5
1) For Z = 1 : ∆ : L do Steps 2.
2) Run Algorithm 4 with Ωsum(Z).
3) Choose Z with the best result.
The End
Finally, we would like to remark that the proposed suboptimal algorithms can be used to simplify
the complexity of the optimal Algorithm 1. We can use Algorithm 4 or 5 to find the initial feasible
SINR in the bisection method. Similarly, Algorithm 3 with the sum-power constraint can be used
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for the initial infeasible SINR. This can potentially reduce the number of iterations of the bisection
method.
B. Decentralized suboptimal algorithm
In all previous sections, we assumed that the network controller is connected to all BSs and get
access to all large-scale fading coefficients. We also assumed that any BS has access to all data symbols
intended for transmission to all users across the entire network. This approach can be used for small
networks with the number of cells L not exceeding 20-30, like networks covering a small town,
campus, or some other dedicated facility. As L grows, however, this approach becomes unpractical.
In this subsection, we consider a network setting without a centralized controller. Instead, we assume
that the j-th BS has connections only to the neighboring BSs from a set N (j). For instance, in the
case of hexagonal cells, N (j) can be formed by the j-th BS itself and its six neighboring BSs. Thus,
we assume that the j-th BS has access only to the large-scale fading coefficients β[kr]l and data symbols
s[kr] for k = 1, . . . , K, and ∀l, r ∈ N (j). Without losing generality, we assume that N (j) has equal
size for all BSs. Let N = |N (j)| denotes the size of cooperating BSs. We propose the following
decentralized algorithm.
Algorithm 6. Decentralized LSFP
• The j-th BS collects β[kr]l and s
[kr] for k = 1, . . . , K, and ∀l, r ∈ N (j).
• The j-th BS runs any algorithms with individual BS power constraints (e.g.,Algorithm 1, 4, and
5) using these β[kr]l coefficients, and assuming that the entire network consist of Cells l ∈ N (j).
As a result, it gets N ×N precoding matrices A[k], k = 1, . . . , K.
• The j-th BS uses only the row, say α, of A[k] corresponding to itself and discards all other rows
of A[k].
• Finally, the BS computes symbols
c
[k]
j = αs
T
k , k = 1, . . . , K,
where the vector sk is formed by appropriately ordered data symbols s[kr], r ∈ N (j).
• The j-th BS uses c[k]j at Step 3 of TDD protocol defined in Section II.
The End
Note that when N (j) is equal to the entire cellular network for all j, the decentralized algorithm
becomes identical to the centralized algorithm.
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VII. SIMULATION
This section presents simulated performance of proposed algorithms. We considered the cases of
one layer L = 7 or two layer L = 19 cells, which are wrapped into a torus [23]. Wrapping cells into
a torus allows us to imitate a network with infinite cells. The parameters used in simulations are taken
according to the 3GPP standard [24]. For each cell, we have K = 10 users uniformly distributed with
an exclusion of central disk with radius rh = 62.5 meters. Each cell has a radius of one kilometer.
We model the large-scale fading coefficient β[kl]j as log-normal distribution based on the Urban Macro
model[24]
10 log10 β
[kl]
j = −139.5− 35 log10 d[kl]j + Ψ, (47)
where Ψ denotes the shadow fading coefficient with i. i. d. N (0, σ2Ψ) distribution; and d[kl]j denotes
the distance, measured in kilometer, between the j-th BS and the k-th user in the l-th cell. The noise
variance at each receiver is calculated by σ2 = 290 × κ × B × NF, where κ, B, and NF denote
the Boltzmann constant, bandwidth, and noise figure, respectively. We use parameters B = 20 MHz;
noise figures for BS and users are 4 dB and 9 dB, respectively. The transmit powers of BS and users
are ρf = 48 dBm and ρr = 23 dBm, respectively. For a given LSFP algorithm, we generate random
coefficients β[kl]j and use the algorithm to compute data transmission rates R
[kl] = log(1 + SINR[kl]).
We consider these rates as random variables and plot their empirical cumulative distribution function
(CDF).
In Fig. 5, we consider the case of the sum power constraint optimization problem (20) with L = 7
and M = 64. We observe that Algorithm 2 and Algorithm 3 have identical performance. Note that
Algorithm 3 is based on uplink-downlink duality, and has significantly lower complexity compared to
Algorithm 2. Further, we see that Algorithms 2 and 3 give dramatic improvement over the case when
no LSFP or ZF-LSFP is used. In Fig. 5, we also plot results when optimal PA is used. PA optimizes
transmit powers for each user to minimize interference to other users. There exist extensive literature on
this subject, e.g.,[25] and references therein. Note that PA corresponds to LSFP with diagonal matrices
A[k]. One can see that at the 5% outage rate defined in (7), Algorithm 2 or 3 achieves Rout = 0.4
bits/channel use and the PA algorithm achieves Rout = 4 × 10−4 bits/channel use. Thus, LSFP gives
very large, about 1000-fold, improvement in data transmission rates compared with the PA approach.
In Fig. 6, we compare the algorithms under individual BS power constraints. All solid curves in
Fig. 6 denote the CDF of achievable rates of all uses. At the 5% outage rate, Algorithm 2 achieves
the rate Rout = 0.38 bits/channel use, while Algorithm 1 achieves Rout = 0.36 bits/channel use. Note
that Algorithm 1 and 2 have individual BS power constraint and sum-power constraint, respectively.
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Fig. 5. The CDF of achievable rates among all users for the proposed algorithms under the sum-power constraint in a cellular network
with L = 7, K = 10, and M = 64. The algorithm with only PA but no beamforming is labeled as ‘PA’; The ZF LSFP is labeled as
‘ZF’; the algorithm without LSFP is labeled as ‘No’.
TABLE I
THE RELATIVE PERFORMANCE ON Rout OF SUBOPTIMAL ALGORITHMS WITH RESPECT TO THE OPTIMAL ALGORITHM FOR
NETWORKS WITH K = 10, L = 7 UNDER THE PER-BS POWER CONSTRAINTS.
The number of BS antennas Algorithm 5 Algorithm 4 (Z = L) Algorithm 4 (Z = 1)
M = 64 0.31
0.36
= 86.1% 0.32
0.36
= 88.9% 0.2
0.36
= 55.6%
Performance of Algorithm 1 naturally upper-bounds that of Algorithm 2. However, we observe only
0.02 bits/channel use performance degradation of applying individual BS power constraint. In Fig. 6,
we also show the CDF of the minimum rate among all users to verify the performance of proposed
algorithms. All dashed curves denote corresponding performance. We can observe that, among the
suboptimal Algorithm 4 with Z = 1 and Z = L as well as Algorithm 5, Algorithm 5 (purple dashed
curve) achieve the best performance because of its power search procedure. However, when we turn to
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Fig. 6. The CDF of the achievable rates and minimum rates among all users for the proposed algorithms under the per-BS power
constraints in a cellular network with L = 7, K = 10, and M = 64. The solid curves refer to the CDF of rates of all users; the dashed
curves refer to that of minimum rate among all users.
the CDF of achievable rates (solid curves), at the 5% outage rate, Algorithm 4 with Z = 1, Z = L, and
Algorithm 5 achieves Rout = 0.2, Rout = 0.32, and Rout = 0.31, respectively. Algorithm 4 with Z = L
outperforms Algorithm 5. This is because our algorithms are targeted at maximizing the minimum
rate of all users. For Algorithm 5, it sacrifices the rates of 95% users to improve the performance of
the worst 5% users. The relative performance on 5% outage rate of Algorithms 4 with Z = L and
Z = 1 and Algorithm 5, compared to Algorithm 1, are summarized in Table. I. As we can see, the
achievable percentage is higher than the analyzed lowerbound 1
L
in Subsection VI-A.
In Fig. 7, we present results for two-layer hexagonal cellular networks with L = 19 cells. We first
note that the gap between Algorithms 1 and 2 is reduced in L = 19 compared to the case with L = 7. As
we allow more cells to cooperate, BSs are more likely to use equal power for the formulation with one
sum-power constraint of all BSs. Further, compared to the case with one layer of cells, the achievable
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Rout of Algorithm 1 is increased from 0.35 bits/channel use to 0.41 bits/channel use. Similarly, we can
also observe slight performance improvement of Algorithms 2 and 5. As more BSs are available for
cooperation, the gain offered by multi-cell precoding has offset the additional interference incurred by
a larger number of cells. Consequently, we observe performance improvement on Rout for Algorithms
1, 2, and 5 when increasing L from seven cells to nineteen cells. However, for the PA algorithm, we
observe performance degradation from Rout = 4×10−4 in L = 7 to Rout = 1.1×10−4 in L = 19. This
implies the proposed algorithms are more effective in mitigating interference than the PA algorithm.
Fig. 7. The CDF of the achievable rates among all users for the related algorithms in a cellular network with L = 19, K = 10, and
M = 64.
Fig. 7 also includes the performance of Algorithm 6, which is a decentralized algorithm with per-BS
power constraint as presented in Subsection VI-B. In the simulation, Algorithm 6 uses Algorithm 5
to compute the precoding coefficients for the central BS. Note that all other algorithms in Fig. 7 are
centralized algorithms. Algorithm 6 achieves 0.084 bits/channel use, which is around 0.084
0.41
= 20.5% of
Algorithm 1. The performance has significant improvement compared to the centralized PA algorithm,
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that achieves only 1.1×10
−4
0.41
= 0.027% of Algorithm 1, because of local cooperation. The 5% outage rate
of Algorithm 6 is 0.084
1.1×10−4 = 763.6 times of that of the PA algorithm. However, we do not claim the
optimality of Algorithm 6. Since the centralized Algorithm 5 can achieve 0.32
0.41
= 78.1% performance of
Algorithm 1, there is still a performance gap between the decentralized algorithm and the centralized
Algorithms. The centralized algorithm needs to share data and large-scale fading coefficients globally.
As the network grows large, the complexity of the centralized algorithms is prohibitive. Thus, further
studies on decentralized LSFP algorithm is an important research topic.
VIII. CONCLUSION
This paper has studied downlink multi-cell precoding algorithms using the large-scale fading coef-
ficients for massive MIMO systems. We have proposed centralized precoding algorithms that require
one hub connected to all cooperating cells. User symbols, large-scale fading coefficients, and precoding
coefficients are exchanged through the central hub. The proposed multi-cell precoding algorithms can
mitigate interference resulted from open access on the same channel when each BS is equipped with
a practical large number of antennas.
We particularly considered precoding designs to maximize the minimum support rate among all
users with individual BS power constraints. The formulated optimization problem is proved to be
quasi-convex, thus optimally solvable using the bisection method together with feasibility checking.
We also proposed suboptimal algorithms with reduced computation complexity by relaxing the Per-BS
power constraint to sum-power constraint across all BSs, which is shown to be analytically tractable
by uplink and downlink duality. We show through simulations that the proposed algorithms have an
improvement on the 5% outage rate for more than 1000 times compared to the existing PA only
algorithm, the ZF-LSFP, and the algorithm without LSFP.
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