The effects of predictors on time to failure may be difficult to assess in cancer studies with longer follow-up, as the commonly used assumption of proportionality of hazards holding over an extended period is often questionable. Motivated by a long-term prostate cancer clinical trial, we contrast and compare four powerful methods for estimation of the hazard rate. These four methods allow for varying degrees of smoothness as well as covariates with effects that vary over time. We pay particular attention to an extended multiresolution hazard estimator, which is a flexible, semi-parametric, Bayesian method for joint estimation of predictor effects and the hazard rate. We compare the results of the extended multiresolution hazard model to three other commonly used, comparable models: Aalen's additive model, Kooperberg's hazard regression model, and an extended Cox model. Through simulations and the analysis of a largescale randomized prostate cancer clinical trial, we use the different methods to examine patterns of biochemical failure and to estimate the time-varying effects of androgen deprivation therapy treatment and other covariates.
Introduction
Many human cancers today are considered ''chronic diseases,'' with long-term disease trajectories and multiple co-morbidities. Consequently, long-term cancer outcomes may be affected by numerous factors, ranging from obvious patient and treatment characteristics to secular and health-care trends that affect treatment policy and practice. However, the long-term nature of patient and health-care-related processes and changing complexity of information can make the analysis of long-term patterns in cancer survivor data sets challenging. In addition to sparsely observed failure times, these data often exhibit non-proportional effects over time, requiring flexible and computationally efficient statistical methods to characterize the evolving failure hazard.
The motivating problem in this article comes from a series of prostate cancer clinical trials from the Radiation Therapy Oncology Group (RTOG), which were designed to examine the effects of radiation and androgen deprivation (AD) therapy on outcomes in men with localized (i.e. non-metastatic) disease. In this article, we are particularly interested in quantifying the effects of AD therapy on ''biochemical failure,'' which is a measure frequently used to determine if prostate cancer has returned after treatment. It is known that shortterm AD therapy can delay the time until prostate cancer recurrence (and death), 1, 2 and longer duration AD therapy has been proven more beneficial than a shorter duration therapy. 3 However, given that AD treatments can have unpleasant side effects, clinicians have been reluctant to assign AD for longer than necessary. Additionally, because prostate cancer is generally slow to progress, 4 men with early-stage prostate cancer tend to have low mortality rates and are thus observed over extended periods of time, making long-term treatment benefits difficult to precisely ascertain due to a multitude of co-morbidities and sparsity of information at long follow-up times.
The main goal of our analysis is to infer if and how a longer term AD therapy impacts the time to biochemical failure and how the effects of longer term treatment may change over the course of a 10þ year post-diagnosis follow-up period. Several previous studies have used time-aggregated summaries (i.e. survival curves, cumulative incidence) to estimate cumulative biochemical failure risk over time. 5, 6 However, the focus of our paper goes beyond integrated summaries and we instead concentrate on the estimation and inference of the hazard rate of biochemical failure. Analysis of the hazard rate function will allow us to examine, in detail, if the risk of biochemical failure for the long-term treatment subjects increases later in follow-up, indicating that failures in this group were deferred in time rather than avoided. Additionally, because of the long-term follow-up of the patients in this data set, we want to allow the effects of treatment to change over time. While this increases the complexity of our analysis, it is a necessary requirement for quantifying how treatment affects the risk of biochemical failure over longer periods of time.
Previous analyses specifically examining the hazard rate of biochemical failure and the effects of treatment are relatively scarce, and have been limited to the clinical literature, using intuitive summaries to approximate the annual hazard. [7] [8] [9] [10] These analyses provide basic, useful information on the hazard rate of biochemical failure over time, but do not provide joint estimation of the effects of multiple covariates on the hazard rates, and do not perform well when the number of observed failures is small.
An initial examination of the RTOG biochemical failure data show sparsely observed biochemical failures in later follow-up years, and evidence of a treatment effect that changes over time. Thus, we require a model that can jointly produce estimates of the hazard rate of biochemical failure and the effects of covariates (including effects that change over time), accommodate periods with sparsely observed failures, and allow for uncertainty propagation for a variety of parameters.
In this article, we highlight the Bayesian non-proportional multiresolution hazards model (NPMRH), which is an extension of the existing multiresolution hazard (MRH) model. [11] [12] [13] [14] [15] [16] [17] This model has three important features: (1) quantification of the hazard rate, (2) estimated covariates effects that can be constant or changing over time, and (3) robust estimation of the model parameters over periods of sparsely observed failures through the prior and a pruning tool. In addition, we demonstrate that the Bayesian implementation of the model allows for flexible and easy inference on a number of parameters we are interested in.
In addition to the NPMRH model, we present three other commonly used models that provide estimates of the hazard rate, allow for covariate effects that change over time, and that have available software in CRAN-R 18 for implementation: Aalen's additive model, 19, 20 Kooperberg's hazard regression model 21 (HARE) , and a timevarying Cox model. 22 We compare these four models through simulations and analysis of the RTOG biochemical failure data and show that while each model can produce estimates of the quantities we are interested in, the results vary depending on the implementation. While each of the four models we compare in this paper has been investigated previously, here we demonstrate how the four models differ in theory, in estimation, and in results. This provides valuable insight for the biostatistics and medical research community and can help guide researchers in determining which models might work best under specific scenarios. This paper is organized as follows: in the next section, we provide a short overview of the prostate cancer clinical trials data and the statistical issues related to these studies with long-term follow-up. Section 3 presents the methodologies for the different survival models, with a focus on the development of the NPMRH model. Section 4 presents results from a set of simulations with non-proportional treatment hazard rates, and section 5 contrasts the model estimates when analyzing the RTOG biochemical failure data set. This article concludes with a discussion of the clinical and statistical importance and implications of our findings. All MRH models presented have been fitted using the MRH R package. 23 
AD in prostate cancer
A typical prostate treatment involves surgery or radiation therapy, often combined with some form and duration of hormone treatment, which is known as AD therapy. These treatment interventions, when effective, greatly decrease prostate-specific antigen (PSA) for a period during and after treatment. PSA is a biomarker routinely measured to screen for possible presence of prostate cancer. ''Biochemical failure'' is defined as a two-unit rise in PSA level following a post-treatment PSA nadir 24 and is a measure frequently used to determine if prostate cancer has returned after treatment. [25] [26] [27] Characterization of the biochemical failure hazard over time and the effects of treatment regimens would provide a strong foundation for determining recurrence patterns, and could be of great value for clinical management, design of clinical trials, and biologic insights into prostate cancer progression in different population subgroups.
The data we use to analyze the biochemical failure hazard rate come from the RTOG. The trial we examine in this paper is RTOG 92-02, one of a series of RTOG clinical trials conducted from the 1980s to the present to investigate the treatment for prostate cancer. Between 1992 and 1995, 1521 eligible participants with locally advanced high-risk prostate cancer were accrued in over 200 treatment centers across North America. All patients were randomized to either receive four months of AD therapy (the þ0 m AD group), or four months of AD therapy plus an additional 24 months of therapy (the þ24 m AD group). Further protocol details and study description can also be found in Horwitz et al. 3 and the RTOG website. 28 For each patient enrolled, several features of the original cancer were recorded at baseline: the Gleason score, T-stage of the tumor, and the PSA level at diagnosis. All three measures are designed to assess the severity of the cancer at diagnosis, with higher scores indicating a possibly more aggressive cancer. [29] [30] [31] In addition to the age at diagnosis, these are considered to be important predictors in the analysis of biochemical failure.
The final data set considered in this analysis comprises 1421 subjects, after the removal of 100 subjects with missing Gleason scores. Of those 1421 subjects, the sample median time to observed biochemical failure or censoring was 4.9 years (2.8 years for observed failure times and 8.5 years for censored times, SD ¼ 3.9, range ¼ 0.03-13.65). Biochemical failure was observed for 50.4% of the patients before the end of the study period; however, only 12% of the population had an observed failure occurred after five years, which is an average of less than 2% observed failures per year between five years and the end of the study. Table 1 summarizes the sample characteristics in more detail.
Evidence of a changing long-term treatment effect was provided by examination of the Schoenfeld residuals and methods presented in Grambsch and Therneau 32 (p < 0.01, Figure 1 ). The p-value indicates that the null hypothesis that the treatment effect is constant over time should be rejected. Additionally, the examination of the residuals in Figure 1 shows a non-linear weighted least squares line (deviation from linearity indicates that the covariate effect is not constant over time), providing more evidence that the effect is non-proportional. No other covariate effects showed evidence of non-proportionality over time.
Non-proportional hazards models
The hazard function for time to failure T is defined as hðtÞ ¼ lim
SðtÞ ¼ PðT 4 tÞ is the survival function and f ðtÞ ¼ ÀS 0 ðtÞ is the probability density function of T. While the hazard rate can provide a more detailed pattern over time that is not always visible in aggregate measures such as the survival curve or cumulative hazard function, it may also be more difficult to estimate reliably. This is particularly true if event counts are sparse, as is often the case in studies that follow subjects for extended periods of time.
Various parametric and non-parametric estimators have been developed for the hazard function, some allowing for the inclusion of covariates under the proportionality assumption. [33] [34] [35] However, with longer term follow-up, the assumption of constant relative hazard rates between different patient subgroups defined by covariates may be questionable, so this assumption must be relaxed over time, leading to ''non-proportional hazards'' models. Initial investigations involved the use of piece-wise constant hazard functions, examples of which can be found in Holford, 36, 37 Laird and Olivier 38 and Taulbee. 39 Other methods address non-proportionality issues by pretesting and comparison of two survival or hazard functions through graphics and asymptotic confidence bands, [40] [41] [42] or through asymptotic confidence bands for changes in the predictor effects over time. 43, 44 Some of these methods mentioned require large sample sizes for inference, and their performance can degrade over time in studies with sparser outcomes in later periods. Alternative approaches to handling non-proportionality have been implemented through accelerated failure time (AFT) models (with initial work done by Buckley and James 45 and a thorough review found in Kalbfleisch and Prentice 46 ), which accommodate non-proportionality through specific parameterization of the time to failure and the covariates. As a result, these models can only accommodate certain types of non-proportionality, such as non-proportional hazards that do not cross.
In the Bayesian context, non-proportionality has been addressed in a number of ways, including through the extension of frequentist models, 47, 48 using Bayesian splines, 49, 50 or non-parametrically with dependent Dirichlet Process (DDP) priors. 51 Another Bayesian approach includes the use of Polya tree priors. 52, 53 The Polya tree prior is a recursive, dyadic partitioning of a measurable space . They have been adapted for modeling survival data in a number of ways, [54] [55] [56] [57] including the use of stratified Polya tree priors to address non-proportionality, 58 by combining ''bins'' of the Polya tree prior through randomization techniques, 59 or smoothing the prior tree by allowing the tree branches to be dependent on a latent binomial random variable. 60 While these models exhibit many of the features we are interested in (estimation of the hazard rate, inclusion of covariates under both the proportional and non-proportional hazards assumption, and smoothing the hazard rate through parameter reduction or prior parameters), these models do not simultaneously incorporate all of these components.
General notation
In the context of the RTOG clinical trial, each patient is observed for biochemical failure from study entry. The biochemical failure time, t fail , is considered right censored if the event is not observed before the end of the trial observation period (which occurs at time t J ) or before removal from the study (e.g. death from other causes), which is denoted as t cens . We let T i represent the time from which observation begins to the minimum of t fail , t cens , or t J for subject i. The hazard rate is then denoted as hðtjX, Z, b, aÞ, and the cumulative hazard as HðtjX, Z, b, aÞ ¼ R t 0 hðsjX, Z, b, aÞds, where X represents the covariate matrix for the proportional hazards, b ¼ ð 1 , . . . , z 1 Þ denotes the z 1 Â 1 vector of the time-invariant covariate effects, Z represents the covariate matrix with effects that change over time, and a ¼ ð 1 , . . . , z 2 Þ denotes the z 2 Â 1 vector of the changing covariate effects. (Depending on the model, each k , k ¼ 1, . . . , z 2 Þ may be a single number or vector of numbers.) The survival analysis log-likelihood function is typically expressed as log LðTjb, a, X, ZÞ
where i is a censoring indicator that denotes if biochemical failure was observed for subject i. 
The MRH model
The MRH model is a Bayesian, semi-parametric model with a prior that is a type of Polya tree: it uses a fixed, prespecified partition, and controls the hazard level within each bin through a multiresolution parameterization. The NPRMH model is an extended MRH model that combines the hierarchical multiresolution hazard (HMRH) model presented in Dukic and Dignam 14 with the pruning methodology presented in Chen et al. 16 The HMRH model is capable of modeling non-proportional hazard rates in different subgroups jointly with other proportional predictor effects. The pruning methodology 16 detects consecutive time intervals where failure patterns are statistically similar, increasing estimator efficiency and reducing computing time. Below, we outline the combined NPMRH model with the pruning method and give brief details on the priors, with more information available in Appendix 1.
MRH prior
The MRH method uses a piece-wise constant approximation of the hazard function over J time intervals, parametrized by a set of hazard increments d j , j ¼ 1, . . . , J (i.e. d j ¼ R t j t jÀ1 hðsÞds Hðt j Þ À Hðt jÀ1 Þ). However, the Polya tree prior of the MRH model allows the model to borrow information across the study period: We assume that J ¼ 2 M (because the tree is dyadically partitioned). The cumulative hazard over the entire study period, H, is equal to the sum of all 2 M hazard increments d j , j ¼ 1, . . . 2 M . The model then recursively splits H at different branches via the ''split parameters''
Here, H m,q is recursively defined as H m,q H mþ1,2q þ H mþ1,2qþ1 (with H 0,0 H, and q ¼ 0, . . . , 2 m À 1). The R m,p split parameters, each between 0 and 1, guide the shape of the a priori hazard rate over time. Parameterization of the model in this way allows for the hazard increments (i.e. the d j ) to be expressed as a function of the total cumulative hazard H and the split parameters that guide the prior tree. The complete hazard rate prior specification is obtained via priors placed on all tree parameters: a Gamma(a, ) prior is placed on the cumulative hazard H, and Beta prior on each split parameter R m,p of the form Beð2 m,p k m a, 2ð1 À m,p Þk m aÞ.
Smoothing through pruning
The MRH model can also perform ''pruning,'' which merges adjacent bins constructed via the same split parameter, R m,p , when the hazard increments in these two bins are statistically similar. This is inferred by testing the hypothesis H 0 : R m,p ¼ 0:5 against the alternative H a : R m,p 6 ¼ 0:5 for each split parameter R m,p (p ¼ 0, . . . , , 2 mÀ1 À 1). If the null hypothesis is not rejected, that split R m,p is set to 0.5 and the adjacent hazard increments are considered equal and the time bins declared ''fused.'' The hypothesis testing can be applied to all M levels of the tree or just a higher resolution subset of the tree. Pruning can increase the computational efficiency by decreasing the parameter dimension a priori, which can greatly speed up analyses of non-proportional hazards.
Smoothing through adjustment of hyperparameter k
The parameter k in the prior for R m,p controls the correlation among the hazard increments within each bin 11 (see Appendix 1 for details). The default value for k in most MRH analyses is 0.5, which implies zero a priori correlation among the hazard increments. However, when k > 0.5, the increments are positively correlated a priori, and, similarly, when k 5 0:5, the hazard increments are negatively correlated a priori. Another way to understand the impact of k is that higher values lead to smoother hazard functions. In practice, different approaches to choosing a hyperprior for k, including empirical Bayes methods, are possible. However, k will in general tend to depend on the resolution level, 11 as well as with the significance level used in the pruning algorithm. 16 Both the resolution and the pruning can be also used to imply the desired a priori level of smoothness of the hazard function.
Parameter estimation
The log-likelihood in equation (1) can be re-written for the NPMRH model as
where ' ¼ 1, . . . , L are the different strata for the non-proportional hazards group, and ij' ¼ 1 if subject i is in treatment group ' and has a failure in time bin j 0 otherwise,
with ! representing the bin width. The non-proportional covariate effect for covariate k is written as a k ¼ ð k1 , . . . , kJ Þ and can be described as the log of the hazard ratio between the hazard rate for covariate group k and the baseline hazard rate. Parameters are estimated using Gibbs sampler, 61 with estimation performed two steps: the pruning step and the Gibbs sampler routine. Details are provided in Appendix 1. In this article, we implement the NPMRH model using the estimateMRH() function in the MRH package 23 in R.
Alternative models
While there are a number of alternative models for addressing non-proportionality between hazards, we focus on three that have available software in CRAN-R 18 and that meet our main criteria: They provide an estimate of the hazard rate and allow for covariate effects to change over time. There are other models that we do not consider here, such as the Bayesian AFT model by Koma´rek and Lesaffre 62 and Koma´rek 63 as AFT models do not allow for crossing hazards. We also do not present results for the survival model based on work by De Iorio et al. 51 and Jara et al., 64 as it did not converge when analyzing the biochemical failure data (which may be due to its complete non-parametric form). We also do not include parametric models or models that only allow for the estimation of covariate effects and not the hazard rate, such as that of Yang and Prentice. 65 
Aalen's additive model
While the majority of survival analysis applications are carried out estimating the effects of covariates under the proportional hazards assumption, Aalen's additive model 19, 20 offers an alternative method for estimating the effects of covariates and is designed to estimated covariate effects that change over time. The hazard rate of the Aalen's additive model is expressed as
where ðtÞ ¼¼ ð 1 ðtÞ, . . . , z 1 þz 2 ðtÞÞ is a vector of additive covariate effects at time t, which are referred to as ''regression functions.'' Additionally, Y is a matrix that includes both X and Z, as the covariate effects in the additive model all vary over time (i.e. no effect is constant over the course of a study).
The advantage of this model is that it produces estimates and standard errors non-parametrically using Martingale theory. We note there are other models that implement Martingale theory to produce nonparametric survival estimates in a similar context. 33, 66, 67 However, we discuss this model explicitly as it is easily implemented in R and fits the estimation criteria we are interested in.
To simplify the non-parametric estimation, the parameters of interest are the cumulative regression functions, meaning that that estimates of
are determined instead of an estimates of the s ðtÞ. The estimate of the cumulative hazard H(t) is calculated using empirical methodsĤ ðtÞ ¼ X
where T ðkÞ is the kth ordered observed failure time, W(t) is a generalized inverse of Y(t), and 1 1 k is an indicator vector with a ''1'' denoting the subject who had an observed failure at time T k and ''0'' for all others. The cumulative estimates of the covariate effects are calculated similarly. Using this method of estimation, the estimates are then stochastic integrals with respect to Martingale, and are therefore asymptotically normally distributed with errors that can be calculated using similar methods to the above.
In this article, we implement the Aalen's additive model using the aalen() function in the survival package 68 in R. Output from this model includes the cumulative hazard increments (we refer to them as d(t) as they are similar to the hazard increments in the NPMRH model) and the decumulatedÈ s ðtÞ: Aalens additive model provides estimates of the effects of covariates on the additive scale, which is different from the estimated effects produced by the multiplicative models (e.g. the proportional hazards model). For this reason, to assure that the different models can still be compared, we estimate the baseline hazard rate and the hazard rate for each covariate, and then calculate the log-hazard ratio. This allows the covariate effects to be reported in the classic log-ratio manner, and compared across models, i.e. s ðtÞ ¼ logĤðtÞ þÈ s ðtÞ =ĤðtÞ
To produce reasonable estimates of the hazard rate and covariate effects, smoothing of the functions was required. We show the original estimates produced by the model in Section 4.2.1 and provide details on how these estimates are smoothed in Appendix 2.
HARE model
HARE model is specifically designed to estimate the hazard rate and effects of covariates without requiring the assumption of proportionality between hazards. 21 The baseline hazard rate is estimated using linear splines and tensor products, such that the log of the hazard function, ð:Þ, through a spline basis, and is expressed as
. . , p is the basis for the p-dimensional linear space of functions used to describe ðtjX, Z, nÞ. The HARE model estimates the parameters using the method of maximum likelihood, with the log-likelihood in equation (1) expressed as
One of the special features of the HARE model is that the estimation procedure includes a routine for determining the optimal model. This includes finding the best choice for the spline basis, assessing whether a covariate effect changes over time, and whether covariates have a statistically significant effect on the time to failure. This part of the estimation process is done through stepwise addition, stepwise deletion, and comparison of the Bayes Information Criterion 69 (BIC) measure. This provides an advantage in that the model reported to the user is optimal based on a number of criteria.
In this article, we implement the HARE model using the hare() function in the polspline package 70 in R.
A time-varying Cox model
The time-varying Cox model that we examine in this article allows the treatment effect to change over the course of the study. 22 The model we examine has a hazard rate with the form
where expf 0 ðtÞg is the baseline hazard rate. Note that in this version of the time-varying Cox model, the covariate effects can be fixed (represented by X 0 b) or change over time (Z 0 aðtÞ) and are specified based on evidence of nonproportionality or biological rationale. The regression coefficients are estimated non-parametrically, using score equations. The model specification above demonstrates how the time-varying Cox model is similar to other survival models. However, similar to Aalen's additive model, the estimates of ðtÞ and aðtÞ are reported as cumulative estimates over the study period. For example, the time-varying effects of a parameter a s ðtÞ, s ¼ 1, . . . , z 2 are calculated and reported as
In order to obtain ''classic'' estimates of the hazard rate and log-ratio between hazards, the cumulative estimates must be smoothed and then decumulated. The estimates we report in our analyses are the smoothed, decumulated estimates, with smoothing performed using a smoothing spline (implemented with smooth.spline() in R), with investigation on the impact of the choice smoothing parameter. We provide details on how these estimates are smoothed in Appendix 2.
In this article, we implement the time-varying Cox model using the timecox() function in the timereg package 71 in R.
Model comparison through simulations
The four different models we discussed in Section 3 have very different implementations and methods for estimation. To compare the performance of the different models, we carried out a set of simulations that allowed us to compare the estimates, accuracy, and robustness of each model. The simulated biochemical failure times for the þ0 m group were generated from a baseline hazard rate with an initial peak and a steady decline, providing only a small number of observed failures towards the end of the study. The hazard rate for the þ24 m treatment group was flat and crossed the hazard rate of the þ0 m group at the mid-study mark. In this way, the þ24 m treatment was beneficial in the beginning of the study, but then performed worse than the þ0 m group as time progressed. (The simulated data we use is perhaps more extreme than what is typically observed in biochemical failure patterns. However, the data were generated in this way to really highlight differences among the four models.) Additionally, we included a binary covariate with a time-invariant effect, which for ease of communication of our results we refer to as the ''PSA'' covariate in this section (with subjects having an initial post-radiation PSA value above the mean representing the baseline group). We generated 100 data sets, each with 2000 subjects split into the covariate groups evenly.
The estimated results from all models were compared through the sample mean, the 2.5% and 97.5% quantiles of the estimates, and the estimated bias and RMSE of the 100 simulations. The estimated bias of the hazard rate or the non-proportional treatment effect was calculated for each model at each time point t j (where the time point t j has an estimate) as
and the RMSE was calculated at each time point as
For the remainder of the article, for the purpose of notational simplicity, we omit the hats on the estimated bias and RMSE.
Comparison of NPMRH models
We compared a variety of NPMRH models, all with 32 bins (i.e. M ¼ 5). The different models included one with an unpruned prior tree (NPMRH-0), one with the bottom two levels of the tree pruned (NPMRH-2), and one with all five levels of the tree pruned (NPMRH-5). Among the NPMRH-5 models, we compared the results of the model with the default k value (k ¼ 0.5) to one with k sampled, and one with k ¼ 8, producing very smooth estimates. Each NPMRH model was run for 50,000 MCMC iterations, with the first 10,000 iterations burned, and the remaining thinned by 10 to alleviate autocorrelation. Point estimates for the NPMRH models were calculated as the median of the marginal posterior distribution of each parameter.
The results of the simulations can be observed in Figures 2 through 4. In Figure 2 , the 2.5% and 97.5% of the 100 estimates for all models are contrasted against each other, with the true values used to generate the data imposed in black. In the left column, the different levels of pruning are compared (all with k ¼ 0.5, the default value). The most obvious feature of these graphs is the bounds of the unpruned model, which is larger than those of the pruned models. There is not much difference between the NPMRH-2 and NPMRH-5 models, as many of the bins in the top three levels of the tree are not fused. The right column of the figure contrasts three NPMRH-5 models: the default (k ¼ 0.5, also included on the left), the model where k is sampled, and the model with k ¼ 8.
There is very little difference between the default model and the model where k is sampled, although this makes sense as the means of the 100 k estimates were 0.491 and 0.439 for the baseline hazard rate and the treatment hazard rate, respectively. A large difference is noted for the models with k ¼ 8, with very smooth results and bounds that do not capture the true hazard rate or treatment covariate effect. However, interestingly enough, this model captures the treatment hazard rate perfectly and with the smallest bounds. This indicates possible issues of identifiability with the smoothest model. The 2.5% and 97.5% quantile bounds of the low PSA effect (i.e. timeinvariant covariate effects) estimates are very similar across all models (see Figure 3 ).
Comparison of the estimated bias and RMSE of the baseline hazard rate, log-hazard ratio of the treatment effect over time, and the treatment hazard rate highlight the trade-off in accuracy of estimation between the different models (see Figure 4 ). While the NPMRH-5 model with k ¼ 8 has the lowest integrated absolute estimated bias and RMSE for the treatment hazard rate, its accuracy in estimation of the other parameters is very poor. The models that seem to perform the best when looking at all parameters are the NPMRH-5 model with k ¼ 0.5 or k sampled. Figure 2 . The simulation results for the baseline hazard rate, treatment log-hazard ratio, and treatment hazard rate, with the 2.5% and 97.5% quantiles of the 100 estimates shown in contrast with the true value (in black). The left column displays different types of pruning, with the prior tree unpruned (NPMRH-0), the bottom two levels of the prior tree pruned (NPMRH-2), and all levels of the tree pruned (NPMRH-5), all using the default k value of 0.5. Among these models, the most notable feature is the slightly wider bounds in the NPMRH-0 model, which makes sense since there are more parameters in those models. The results of the NPMRH-2 and NPMRH-5 models are similar, as there are not many pruned bins in the upper three levels of the prior tree. The right column of the figure contrasts changes in k for the NPMRH-5 model, with k ¼ 0.5, k sampled, and k set to 8 (a value that will induce very smooth estimates). There is not much difference between the model where k is sampled and k ¼ 0.5, which makes sense as the means of the 100 k estimates were close to 0.50 for both hazard rates. The model with k ¼ 8 seems to oversmooth the data and fails to capture some of the shape of the baseline hazard rate and the treatment log-ratio. However, the treatment hazard rate is captured almost perfectly with small quantile bounds.
Comparison of all models
We now compare the results of the NPMRH models with those of the other models detailed in Section 3. While multiple versions of each model were considered, we only report the ''best'' model, with decisions about the best model described in detail below.
Smoothing Aalen's additive and time-varying Cox models
The Aalen's additive models and time-varying Cox models both report cumulative estimates that are stochastic. In Figure 3 . The simulation results for the PSA covariate (included under the proportional hazards assumption) with the bounds calculated as the 2.5% and 97.5% quantiles of the 100 estimates. The true value of the covariate, which is equal to À0.5, is denoted with a solid grey line. We see very little difference in the estimates across all models.
To report the hazard rates and log-hazard ratio of the treatment effects in the ''classic'' manner, the estimates must be decumulated and possibly converted further. However, the raw decumulated estimates are highly variable and difficult to interpret, so some type of smoothing must also be implemented. (We outline the specific steps for doing this in Appendix 2.) Because of this, the choice of the degree of smoothing to use can dramatically effect the reported results. Therefore, for each simulated data set, we smooth the estimates using smooth.spline() in R, with degrees of freedom ranging from 3 to 25. We then retain the model results with the lowest Akaike Information Criteria (AIC) (which is approximated using the smoothed values plugged into an equation similar to that of equation (1)), and those are the models we report in our results.
Simulation results
All models reported in this section are those with the lowest AIC value for each simulated data set. The average degrees of freedom used to smooth the Aalen's additive model Figure 5 . The cumulative estimates as they are reported by Aalen's additive model. To obtain the hazard rate and the classical time-varying estimate treatment effect, the cumulative estimates must be decumulated and smoothed. We also note that the effects of PSA, which were generated under the proportional hazards assumption, are time-varying in the Aalen's additive model. models with the lowest AIC were the NPMRH-5 models with the default k ¼ 0.5. The HARE model did not need smoothing; however, we experienced some difficulties with the HARE model in that some of the estimates were very extreme, and so we contrast the results of the HARE model with all estimates included, and only the reasonable estimates included.
Estimates from the simulations are shown in Figure 7 , which contrasts the four model types and the estimates of the baseline hazard rate, log-hazard ratio, and treatment hazard rate. Each of the 100 estimates is shown in lighter lines, with the mean superimposed with a darker line. The true value of each of the parameters is shown with a solid black line. The results show a number of interesting things. The HARE model generally performs quite well, although because some of the estimates were not ''reliable'' (we found eight simulation results with estimated treatment effects equal to infinity), the mean of the simulations was unreasonable. The Aalen's additive model and the time-varying Cox models both have trouble capturing the curves of the baseline hazard rate and the log-hazard ratio of the treatment effect. Unlike the Aalen's additive model, however, the time-varying Cox model recovers the treatment hazard rate very well, which is similar to the pattern we observed with the NPMRH-5 model with k ¼ 8.
Aalen's additive model is additionally hindered by producing time-varying estimates for the effects of the PSA covariate, which should have a constant effect over time. This is clearly observed in Figure 8 , where Aalen's additive model has estimates and 2.5% and 97.5% bounds the change dramatically over time. The estimated PSA effect for the HARE model is also displayed as a time-varying effect because in 56% of the simulations, the optimal HARE model calculated a time-varying effect for PSA. However, the HARE model estimates and bounds match closely with the true value of the PSA effect as well as the bounds produced by the NPMRH and time-varying Cox models, which are shown on the left.
The estimated integrated absolute bias and the integrated RMSE for each of the models can be seen in Figure 9 , which tells a story similar to that seen in Figure 7 . Among all functions (baseline hazard rate, treatment log-hazard ratio, and treatment hazard rate), the HARE performs best if we remove the unreasonable results (we defined ''unreasonable'' as those with estimated treatment effects equal to infinity). However, when all simulation results from the HARE model are included, this model performs the worst by far. We also point out that in analyzing real data, it may be difficult to define ''unreasonable,'' and subsetting results would not be possible. While the timevarying Cox model captures the treatment hazard rate well, it does a poor job in capturing the true shape of the other two functions. The NPMRH model performs best (after the HARE subset) in estimating both the baseline hazard rate and the treatment log-ratio, while the Aalen's additive model does not perform well in any of the measures. The total estimated integrated absolute bias and RMSE values for all models and all measures can be found in Table 2 .
Analysis of RTOG prostate cancer clinical trial data
The analyses here investigate the effects of treatment (þ0 m vs. þ24 m AD therapy), age (categorized: less than 60 years, 60 to 70 years, 70 to 80 years, and 80 years or older), Gleason scores (categorized: low grade, intermediate grade, and high grade, corresponding to scores between 2-4, 5-7, and 8-10, respectively), PSA levels (log transformed and then centered at the mean log value equal to 3), and T-stage at diagnosis (binary: stage 2 or stage 3/4) on the time to biochemical failure, allowing for possible non-proportional treatment effects. In order to provide a thorough investigation of the treatment hazard ratio over time and to determine the effects of different modeling and smoothness assumptions on the estimate, we present results for a variety of NPMRH models and compare them to the other models outlines in Section 3.3. The baseline (reference) group comprises subjects who received no additional AD therapy (þ0 m), had an intermediate Gleason score, were below age 60 at study entry, and had a T-stage equal to 2. As shown previously, Schoenfeld residuals and methods presented in Held-Warmkessel 32 showed evidence that the treatment effect (long-term vs. short-term therapy) was not proportional over the entire study period (see Figure 1 ). No other covariate effects showed evidence of nonproportionality over time.
MRH results
A time resolution M ¼ 6 was chosen for the NPMRH analysis in order to provide a fine grain examination of biochemical failure patterns over the course of more than 13 years. Prior trees with more than six levels were not explored as they are clinically impractical (with very few failures in smaller bins of time). Additionally, we did not explore prior trees with fewer levels (i.e. M ¼ 5 or fewer) as we used the pruning tool to dictate the fusing of bins within each level of the tree. The resulting J ¼ 64 time intervals, partitioning the time axis into bins of length 2.5 months, allowed us to investigate in detail about the biochemical failure hazard rate that is useful to clinical practice. The full 64-bin MRH model with non-proportional treatment hazards (the ''NPMRH-0'' model) was compared to two pruned MRH models with non-proportional treatment hazard rates, one with all six levels of the MRH tree pruned (''NPMRH-6''), and one with only the bottom three levels of the MRH tree pruned (''NPMRH-3''). Each model was fit using the default k value and by sampling k. Five separate Markov chain Monte Carlo (MCMC) chains were run for each model, each with the burn-in of 50,000, leaving a total of 150,000 thinned iterations in each chain for analysis. Convergence was determined through the Geweke diagnostic, 72 graphical diagnostics, and Gelman-Rubin tests. 73, 74 Point estimates for the Figure 9 .
MRH models were calculated as the median of the marginal posterior distribution of each parameter. Central credible intervals for each parameter were calculated as the 2.5% and 97.5% of each marginal posterior distribution.
The results of the estimated þ0 m and þ24 m treatment hazard rates and the treatment log-hazard ratio are shown in Figure 10 (these results are from the NPMRH-6, k sampled model, which we present because it has the lowest AIC value among the different models). These ''caterpillar plots,'' which are boxplots of the MCMC chains for each parameter, show that the biochemical failure hazard rate for the þ0 m treatment group (left graph) increases steadily for the first two years, and then generally declines afterward. However, the subjects who received an additional 24 months of AD therapy (middle graph) had a much flatter hazard rate that persisted through most of the study. The exception to this is a bump in the hazard rate at two years, immediately following the end of the AD therapy regimen. This close examination of the hazard rate allows us to observe that while longterm treatment effects diminished over time, biochemical failure was not simply postponed for the þ24 m group, but the risk was in fact reduced even over a longer period of time.
The estimated treatment effect produced by the NPMRH-6 (k sampled) model can also be seen in Figure 10 in the right graph. Notably, we observe the interval-specific differences, including time periods where the treatment effects were: (1) proportional (constant) or non-proportional (changing), (2) statistically significantly different from previous periods, and (3) statistically significantly different from zero or from the proportional hazards model estimate of the treatment effect. The proportional hazards estimate is shown with a solid blue line and is calculated using the standard Cox proportional hazards model, implemented with coxph() in R. (We determine if the intervals are heuristically statistically significantly different from each other by examining if the 95% boxplots overlap.) For example, between six months and two years, long-term AD therapy had an estimated 75% improvement over short-term AD therapy, which is different than the log-ratio estimate from the proportional hazards model of c tx ¼ À0:59, which translates to 45% improvement for the þ24 m group. Additionally, the estimated log-ratio in this time period is statistically significantly different than the estimated treatment effects between 5-6.5 and 8-10 years, which only showed an estimated 26% improvement for subjects on long-term therapy. This model shows that the treatment effect held steady for a certain number of years, then diminished slightly, and held steady for another number of years before diminishing in effectiveness again.
The estimates and their 95% credible intervals for the time-invariant effects (effects of age, Gleason scores, PSA measures, and T-stage) are almost identical among all the MRH models. These time-invariant effect estimates Tx Log−HR Figure 10 . Caterpillar plots of the hazard rate for the þ0 m treatment group, the þ24 m treatment group, and the log-hazard ratio of the two for the NPMRH-6 (k sampled) model. The plots display the 95% boxplots of the MCMC chains in each bin of time, which allows us to observe the median of the chains as well as the 95% bounds of the functions. Additionally, the log-hazard ratio is contrasted against the proportional hazards estimate, which was calculated using a standard Cox proportional hazards model and implemented with coxph() in R. We can observe that the hazard rate for the þ0 m treatment group is higher overall when compared to the hazard rate for the þ24 m treatment group, with the exception of the tail end of the study where the number of failures is sparse. We also note that the þ24 m hazard rate is fairly steady throughout the study, although there is an increase in risk for the first five months after long-term AD therapy has ended. Examination of the caterpillar plots for the log-hazard ratio allows us to see that the treatment effect changes over time, with certain periods significantly below zero or the proportional hazards estimate of À0.59 (denoted with the blue line).
show that an increase in Gleason scores was associated with an increased hazard rate, with a statistically significant difference between baseline subjects and subjects with scores greater than 8. The hazard of biochemical failure decreased with age, although significant differences were only observed for subjects between 70 and 80 years old and baseline subjects. As expected, subjects with a T-stage of 3 or 4 had a higher hazard of biochemical failure compared to subjects with a T-stage equal to 2. Similarly, for every point increase in PSA scores on the log scale (a 2.7 factor increase in PSA measures on the standard PSA scale), there was a statistically significant increase in the hazard rate. The results in Table 3 can also be seen in the model comparison section (Figure 14 ).
Effects of Smoothing the NPMRH Model
A contrast of the different NPMRH models (with k fixed and sampled) can be seen in Figure 11 . Both NPMRH-0 models (left) show evidence of overfitting, and therefore graphically do not appear to be the best model for the data. As we observed in the simulations, the NPMRH-0 models have the widest credible interval bands, while the other models have the narrowest credible interval bands, which is due to the smaller number of estimated Figure 11 . Comparison of the effects of smoothing (via pruning and by fixing or sampling k) on the log-hazard ratio of the estimated treatment effect produced by the different NPMRH models via caterpillar plots. The caterpillar plots are box plots of the MCMC chains for the estimated log-hazard ratio of the treatment effect within each time bin. The models on the left have no pruning (NPMRH-0) and show the most variation between and within bins, with reduced variability as the level of pruning increases (NPMRH-3 and NPMRH-6). Among the NPMRH-3 and NPMRH-6 models, there are only minor difference in those with k fixed and those with k sampled. All caterpillar plots have a horizontal reference line (in blue) at À0.59, which is the estimate of the treatment effects under the proportional hazards assumption, calculated using a standard Cox proportional hazards model. parameters and higher failure counts per bin in the pruned model. The NPMRH-3 and NPMRH-6 models do not show many differences, which is because only five additional pairs of bins are fused in the upper three levels of the tree. The credible interval bounds between the models with k fixed and the models with k sampled are very similar, although not identical across the entire study.
Uncertainty propagation of the probability of biochemical failure
The Bayesian implementation of the NPMRH model allows for easy calculation of the estimated probability of biochemical failure and the uncertainty of the estimator through the marginal distributions of the parameters. (These are calculated using the MCMC chains.) The probability of biochemical failure at 1, 5, and 10 years can be observed in Figure 12 , which shows the smooth posterior predictive probability densities of biochemical failure, stratified by treatment type for hypothetical subjects with a ''worst'' or ''best'' covariate profile. A subject with a ''worst'' profile had a Gleason score ! 8, a T-stage 3 or 4 tumor, and a PSA score equal to 1 standard deviation greater than the mean (PSA % 52). A subject with a ''best'' profile had a Gleason score 4, a T-stage equal to 2, and a PSA score equal to 1 standard deviation below the mean (PSA % 8).
The advantage of examining these predictive densities is that we can easily assess if the probability of biochemical failure is statistically significantly different than one another. We can examine both the densities (top graph) and the 95% credible intervals (bottom graph) to check for overlapping. If the credible intervals do not overlap, then there is evidence that the probability of failure for the non-overlapping groups is statistically significantly different. Based on these criteria, we see that at the one-year mark, all groups are relatively similar, with the probability of biochemical failure concentrated between 0 and 20%. However, by the five-year mark, the þ0 m worst group has a significantly higher probability of failure than all other groups, with a worst profile subject on þ0 m AD therapy having a failure probability centering around 80%, and a best profile subject on þ24 m of AD therapy had failure probability centering around 20%. Additionally, we can see that for both treatments, the best and the worst profile subjects are significantly different from each other. This same pattern can be observed at the 10-year mark, but with additional spread. A worst profile subject on þ0 m AD therapy had a failure probability ranging from 80 to 100%, while a best profile subject on þ24 m therapy had failure rates centering around 40%. We note that these probability estimates are from a survival model treating deaths preceding biochemical failure as independent censoring. To model the observed probability of biochemical failure in the presence of these deaths (due to non-prostate cancer causes) that remove patients from biochemical failure risk, a competing risks modeling approach could be developed. 46, 75 
Model comparison
We compared the NPMRH models with the results of the three other models we examined in the simulations. This allowed us to assess the models using a real data set, particularly in examining differences in the standard errors of the estimates. The NPMRH model, the Aalen's additive model, and the time-varying Cox models can all be smoothed using different techniques, which can have a significant impact on the resulting estimates. Therefore, in this section, we present the models that have the lowest AIC. 76 For the Aalen's additive and time-varying Cox models, the smoothed estimates were calculated using a smoothing spline with degrees of freedom ranging from 3 to 120. For each of these 118 smoothed estimates, the AIC values were approximated by calculating the log-likelihood function in equation (1), with the number of parameters equal to the degrees of freedom in the smoother plus the number of covariates included in the model. The model with the lowest AIC was retained. We also present the NPMRH model from Section 5.1 with the lowest AIC. The HARE model did not require any model comparison on our part, as the optimal AIC-based model is chosen internally by the estimation routine.
Based on these criteria, the final models we present are Aalen's additive model with four degrees of freedom in the smoothing spline, the NPMRH-6 (k sampled) model (which we refer to as ''NPMRH'' below), a HARE model, and the time-varying Cox model with 16 degrees of freedom in the smoothing spline. We examined the estimates and the standard errors produced by the different models, as well as the AIC values, the BIC 69 values, and the Kullback-Leibler divergence measure, 77 which is a method for measuring the discrepancy between two probability measures.
Comparison of estimates and standard errors
Estimates of the hazard rate produced by the four different models can be observed in Figure 13 , with the estimated baseline hazard rate for the þ0 m treatment group on the top row, and the log-hazard ratio of the long-term treatment effect on the bottom row. On the top row, we see that the NPMRH model has the narrowest 95% CI (credible interval for the NPMRH model, confidence intervals for the remaining three models) for the hazard rate, while the HARE model has the largest bounds. Additionally, the NPMRH model is the only model that has a lower CI bound that does not go below zero. The HARE baseline hazard rate estimate is the smoothest and follows a pattern generally similar to that of the NPMRH model. The time-varying Cox model also shows an initial increase in the baseline hazard rate, followed by a slight decline, but overall the hazard rate is lower than that of the HARE and NPRMH-5 models. Aalen's additive model is the only model that shows the baseline hazard rate increasing over time.
On the bottom row of Figure 13 , we observe the differences in the log-hazard ratio of the treatment effect. Most notably, the HARE model estimates a constant effect of treatment over time and did not allow the estimate to vary over the course of the study (thus producing very narrow 95% CI bounds). The NPMRH model, Aalen's model, and the time-varying Cox model show a similar pattern of a decreasing long-term treatment effect (although the Aalen's additive model produces a stochastic estimate in the first six months of the study), with high amounts of variation at the end of the study where the number of observed failures is small.
The estimated fixed covariate effects are compared visually in Figure 14 . The NPMRH and time-varying Cox model both produced fixed estimates that are similar, including the 95% CIs. The HARE model did not produce estimates for covariates that were not significant predictors of biochemical failure, and so only estimates for the effects of a high Gleason score, age from 70 to 80 years, and PSA are shown with some similarities and some differences (particularly with PSA) in relation to the NPMRH and time-varying Cox models. As shown in the simulations, the Aalen's additive model produces highly variable estimates that change over time. While the estimates and their 95% CIs are relatively similar to those of the other models throughout most of the study, the first six months and last one to two years have dramatic departures from the other estimates. Table 4 shows several information criteria (AIC and BIC) for all the models considered. Among the NPMRH models, those where k was sampled generally had lower AIC and BIC values (with the exception of the NPMRH-0 models). The NPMRH-6 model, which also has the smallest number of parameters, also had the lowest AIC and BIC values. Among all the models, the HARE model had the lowest AIC value, and the time-varying Cox model had the lowest BIC value. Aalen's additive model had the higher AIC and BIC values when compared to all models except the NPMRH-0 models.
Model performance comparison
In addition to information criteria comparison, the set of models were also compared based on their Kullback-Leiber (KL) divergence measures, 77 which is written as
where P(t) is the ''true'' probability measure (in this instance, it is calculated as the Kaplan-Meier survival function at time t 78 ), and Q j ðtÞ is the estimated probability measure for model j, which in this instance is the survival function at time t calculated using the estimate from model j. These calculations can be seen in Figure 15 , which shows the KL measures at 1,2,. . .,13 years on the left and the cumulative KL measures on the right. The NPMRH and time-varying Cox models have similar and lower KL scores throughout most the entire study, with the exception of the first two years. The HARE model is third throughout most of the study, and the Aalen's model is last. The cumulative values in year 13 can also be observed in Table 4 .
Discussion
As we have shown, there are additional models that can provide estimates of the hazard rate and the effects of covariates that may change over time and have available software for implementation. The results of the analysis of the biochemical failure data set were varied, although most models generally showed an upward initial peak in the baseline hazard followed by a slow decline, and a beneficial but decreasing treatment effect over time. In this analysis, the time-varying Cox model seemed to perform well: it had the lowest AIC value, as well as the smallest cumulative KL divergence measures. However, the results of the simulations do not show the time-varying Cox model to provide accurate estimates of the baseline hazard rate or log-hazard ratio of the treatment effect. The HARE model also performs well in analyzing the biochemical failure data set in that it has the lowest BIC score. However, it does not provide a time-varying estimated effect for long-term treatment when most evidence points to this being the case. Additionally, the results from the simulations make it difficult to know if the results from the time-varying Cox or HARE on the biochemical failure data set are reliable, given the impact of smoothing on the time-varying Cox estimates, and the variability of the HARE estimates in producing the target quantities. On the other hand, the NPMRH model performs well in the simulations and has lower AIC and BIC scores in the analysis of the biochemical failure data, particularly when pruning is implemented. We do note, however, that the NPMRH model requires a longer time to run and fit a model (as is the case with most Bayesian models). For example, the NPHMRH-6 model takes about 7 h to complete 100,000 MCMC iterations, while the timevarying Cox and Aalen's Additive models take less than 10 min and the HARE model takes seconds. Because of this longer run-time, the MRH package has features that accommodate running the MRH models as a background job. However, the length of time it takes the MRH model to run poses an advantage for the other modeling strategies.
Use of the NPRMH provided insight into the effects of the duration of AD therapy on biochemical failure, and in particular into how the effects of AD therapy changed throughout the course of the study. While it was already apparent that 24 months of additional AD therapy is beneficial (relative to the 0 additional months of AD therapy) in that it prolongs the time until biochemical failure and other failure endpoints, 3 our investigation has revealed additional insights through examination of the hazard rate of each treatment group. During and immediately after active therapy, the peak in the hazard rate around two years is much flatter for the þ24 m treatment group. In addition, the þ24-month group continued to have a lower hazard rate throughout most of the observation period (over 10 years), although smaller due to the non-proportionality of the treatment effect. Thus, it does appear that the benefits of the additional months of AD therapy, while diminishing over time, are persistent, which suggests that failure in the longer AD duration group are not simply deferred but possibly avoided. We also illustrate how the Bayesian approach can allow the use of posterior predictive failure probabilities, such as in Figure 12 , as aids in clinical contexts. (c) Sample each R m,p;' for which the null hypothesis was rejected from the full conditional R 2 m,p;' k m ' a ' À1 m,p;' ð1 À R m,p;' Þ 2ð1À m,p;' Þk m ' a ' À1 Å i2tx ' ½h '0 T i,' À Á i,' expðÀexpðX 0 i,' bÞH ' F ' ðT i,' ÞÞ n o :
(d) Sample k ' , m,p;' from their respective posterior distributions (see below). (2) With a N ð0, 2 s Þ prior (with a known variance) on each covariate effect modeled under the proportional hazards assumption, s ðs ¼ 1, . . . , z), each has the following full conditional distribution
Note that this posterior distribution includes the full set of observations and covariates, from all strata jointly.
Full conditionals for the hyperparameters a, k, k, and c m,p
The parameters in the prior distributions of H and all R m,p s for each covariate stratum (' ¼ 1, . . . , L), a ' , ' , k ' , and ';m,p can either be fixed at desired values, or treated as random variables with their own set of hyperpriors. In the case of the latter, they would be sampled within the Gibbs sampler separately for each stratum, according to their own full conditional distributions. Below are the forms of these full conditional distributions for a specific set of hyperpriors we chose. For notational simplicity, the stratum-specific index is suppressed below. The notation À will be used to denote the set of all data and all parameters except for the parameter itself. The full conditionals are as follows:
. If a is given a zero-truncated Poisson prior, . If the scale parameter in the Gamma prior for the cumulative hazard function H is given an exponential prior with mean , the resulting full conditional is
. If k is given an exponential prior distribution with mean k , the full conditional distribution for k is as follows 
