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ABSTRACT
One of the recent methods for speech enhancement is to find
the mapping function between noisy speech mixture and the
clean speech signals with a trained deep neural network (DNN)
model, especially in the monaural case. Such a model, how-
ever, is often over-fit with the training data, and limited when
dealing with noise and interferences that are unseen in the
training process. To address this issue, we propose an en-
hancement system with two sequentially trained DNNs, in or-
der to improve the generalization ability of the model. Two
DNNs are trained sequentially using different training targets,
with one applied to remove the noise interference and the
other used to further improve the quality with time-frequency
(T-F) mask. The TIMIT corpus, non-speech noise and NOI-
SEX datasets are used to generate the training and testing
data. Evaluations using perceptual evaluation of speech qual-
ity (PESQ), the short-time objective intelligibility (STOI) and
signal to distortion ratio (SDR) show the improved perfor-
mance of the proposedmethod over the state-of-the-artmethod.
Index Terms— speech enhancement, mapping-based, se-
quentially, time-frequency mask
1. INTRODUCTION
Single-channel speech enhancement has been studied for many
years due to its importance in a number of real-world appli-
cations such as automatic speech recognition (ASR), assisted
living systems and hearing aids [1–6]. It aims to increase the
intelligibility and the quality of the desired speech signal from
a noisy speech mixture [7].
A variety of methods have been developed for this prob-
lem. The minimum mean-square error (MMSE) estimator
was proposed firstly in [8], showing promising results for
speech enhancement. However, the MMSE-based methods
are limited when the noise interference in the speech mixture
is non-stationary [7]. Recently, DNN based methods become
popular, thanks to their excellent performance. The masking-
based DNNmethods are used to enhance the quality of the de-
sired speech signal from the noisy speech mixture. For exam-
ple, by calculating the ratio between clean speech signal and
noisy speech mixture, the time-frequency (T-F) mask is gen-
erated and utilized to obtain the desired speech signal [9, 10].
Jin and Wang exploited the DNN to estimate the ideal binary
mask (IBM) for separating the noisy speech mixture. Because
the IBM is a binary mask, and the associated hard decision in-
troduces spectral artefacts [11]. Then, Wang et al. proposed
a soft mask, also known as the ideal ratio mask (IRM), for
which the T-F unit is assigned as the ratio of desired source
energy to the energy of noisy speech mixture [12] and the
IRM-based method was shown to outperform the IBM-based
method.
The mapping-based DNN is another promising method to
address this problem, where the DNN is trained to generate
the clean spectrum of the desired speech signal by using the
spectrum of the noisy speech mixture [13]. For reverberant
mixture, Han et al. trained a DNN to learn a spectral map-
ping function between the reverberant noisy spectrum and the
desired clean spectrum [14]. In [7], Xu et al. proposed a
mapping-based DNN method to enhance the estimated clean
speech signal from noisy speech mixture and further improve
the performance with a global variance equalization. Com-
pared with the masking-based method, the mapping-based
method offers competitive performance and does not need
further operation to recover the spectrum of the desired speech
signal.
However, there are two limitations associated with the ex-
isting mapping-based methods: (1) With these methods, the
generalization ability of the trained model is limited when
dealing with unseen noise; (2) It is well known that the trained
DNN may not perfectly reflect the relationship between in-
put and training target, and some information of the clean
speech signal may be underestimated or overestimated when
it is recovered from the noisy speech mixture. In [15], Grais
et al. proposed a two-stage method to address these limita-
tions. However, in their method, the available training data
was divided into two sets, one was used to train the first stage,
and the other for the second stage. Therefore, more training
data are required. In [5], we proposed a two-stage method
to address monaural source separation (MSS) in a reverberant
environment.
In this paper, we propose a speech enhancement system
with two sequentially trained DNNs which offers advantages
in addressing these two limitations. The paper is organized
as follows. Section 2 describes the proposed speech enhance-
ment system and its framework. The experimental results and
analysis are shown in Section 3. The conclusions and future
work are given in Section 4.
2. PROPOSEDMETHOD
Assume that s(m), n(m) and y(m) are the target speech sig-
nal, the noise interference and the acquired noisy speech mix-
ture at discrete time m, respectively. The noisy speech mix-
ture is expressed as:
y(m) = s(m) + n(m) (1)
By using the STFT, the noisy speech mixture is written as:
Y (t, f) = S(t, f) +N(t, f) (2)
where S(t, f), N(t, f) and Y (t, f) are the spectra of speech,
noise and noisy speech mixture at time frame t and frequency
f , respectively.
The goal of speech enhancement is to remove the noise
interference in the acquired noisy speech mixture and obtain
the enhanced target speech signal. In [7], the DNN is trained
to find the mapping function between the noisy speech mix-
ture and clean speech signal.
The cost function is expressed as:
Lossmapping =
∑
t
∑
f
(|Sˆ1(t, f)|− |S(t, f)|)
2 (3)
where |Sˆ1(t, f)| is the estimated spectrogram of the desired
speech signal and |S(t, f)| is the training target, which is the
spectrogram of the clean speech signal.
Based on this method, we build a DNN-based system with
two sequentially trained DNNs to further improve the en-
hancement performance. According to no free lunch theo-
rems (NFL) [16], it is impossible to find the neural network
model which can estimate the training target perfectly in all
cases. Therefore, we divide the desired speech signal into two
components, the estimated component and the enhanced com-
ponent, we use |Sˆ1(t, f)| to represent the estimated compo-
nent which can be obtained from the trained mapping-based
DNN and |S2(t, f)| to represent the enhanced component of
the magnitude information. Hence, we have:
|S(t, f)| = |Sˆ1(t, f)| + |S2(t, f)| (4)
In our proposed system, a T-F mask is generated from the
second trained DNN to obtain the magnitude information to
enhance the estimated speech signal. Different from the first
DNN (i.e. the mapping-based DNN), the training target of
the second DNN is a T-F mask. According to (4), the training
target of the second DNN is expressed as:
M(t, f) =
(
|S(t, f)|− |Sˆ1(t, f)|
)
|Y (t, f)|
(5)
The value of M(t, f) can be negative and according to
[10], the value range of mask is not limited within [0,1]. Since
|Sˆ1(t, f)| is not very far from |S(t, f)|, the value range of
M(t, f) is not very large and the compression module is not
required in our proposed method. If the value in the mask
is positive, it shows that |Sˆ1(t, f)| is underestimated. If the
value in the mask is negative, it indicates that |Sˆ1(t, f)| is
overestimated. The cost function of this DNN is expressed
as:
Lossproposed =
∑
t
∑
f
(Mˆ(t, f)−M(t, f))2 (6)
where Mˆ(t, f) is the estimation of the proposed T-F mask.
Therefore, after both DNNs are trained in the proposed
system, the enhanced target speech signal is the combina-
tion of the directly estimated spectrogram and the speech in-
formation obtained from the noisy speech mixture with our
proposed T-F mask. By applying different training targets in
DNNs, more information of the desired speech signal can be
obtained, which improves the performance of the proposed
method potentially.
|Sˆ(t, f)|final = |Sˆ1(t, f)|+ Mˆ(t, f)× |Y (t, f)| (7)
where |Sˆ(t, f)|final is the feature of the enhanced speech sig-
nal, which can be used to recover the desired speech signal
and |Sˆ(t, f)|final ≥0.
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Fig. 1: The block diagram of the training and testing stages in the
proposed two-DNN system. In the training stage, the DNN 1 is
mapping-based and DNN 2 is masking-based, and both DNNs are
trained with the same input. In the testing stage, both trained DNNs
have same input and the final estimated speech signal is obtained
from speech enhancement module.
Fig. 1 shows the block diagram of the training and testing
stages of the proposed system with two DNNs. The feature
we used in the proposed system is the log spectrogram, and
the two DNNs in the proposed method are trained sequen-
tially. In the training stage, firstly, the log spectrogram of
noisy speech mixture is used as input of the mapping-based
DNN (DNN 1). The corresponding training target is the log
spectrogram of clean speech signal. After the mapping-based
DNN is trained, the feature of noisy speech mixture is given
as input to DNN 1 to obtain the estimated log spectrogram of
the desired speech signal. It is used to calculate the ideal T-F
mask with features of noisy speech mixture and clean speech
signal using (5). Finally, the ideal T-F mask is applied as the
training target of the masking-based DNN (DNN 2) with fea-
ture of noisy speech mixture as input. In the training stage,
DNNs 1 & 2 are trained sequentially, but in the testing stage,
both trained DNNs output estimation in parallel.
In the testing stage, the feature of the noisy speech mix-
ture is given as input to the proposed system, the main part
of the desired speech signal is obtained by the trained DNN 1
e.g. |Sˆ1(t, f)|, and the information that cannot be estimated
in DNN 1 is obtained from the trained DNN 2 by using the es-
timated T-F mask. The speech enhancement module is used
to output the enhanced speech signal from the noisy speech
mixture by (7), which yields the enhanced desired speech sig-
nal. Therefore, in the proposed system, in the first trained
DNN, the underestimated or overestimated information can
be found, which is applied as the additional information as
input to improve the robustness and accuracy of the system.
Fig. 2: Spectrograms of different signals: (a) noisy speech mixture:
Y (t, f); (b) clean speech signal: S(t, f); (c) estimated speech sig-
nal with DNN 1: Sˆ1(t, f); (d) estimated speech signal with DNN
2: Sˆ2(t, f); (e) estimated speech signal with the proposed method:
Sˆ(t, f)final; (f) estimated T-F mask from DNN 2: Mˆ(t, f). The
noisy speech mixture is generated with factory noise and 0dB SNR
level.
Fig. 2 is an example of the process and it can be observed
that by using the proposed method, the spectrogram of the
estimated speech signal with the proposed method is more
similar to that of the clean speech signal (comparing (c) and
(e) with (b)). Because the DNN 2 is introduced, the informa-
tion of clean speech signal can be accurately obtained in the
desired speech signal. In the unseen noise interferences case,
the proposed system can utilize DNN 2 to further improve the
quality of the estimated speech signal from noisy speech mix-
ture. In Fig. 2 (d), the estimated speech signal with DNN 2 is
shown, it represents the enhanced speech information which
is used to improve the quality of the estimated speech sig-
nal. We check the values in some estimated T-F masks from
DNN2, the negative values in the T-F mask are very sparse
and the ratio of number of negative values to the number of
values in T-F mask is 1.07%. Hence, it is difficult to observe
these negative values in Fig. 2 (f).
When the noise interferences are unseen, the trained DNN
model in the mapping-based method cannot fit the relation-
ship between the noisy speech mixture and clean speech sig-
nal accurately. Hence, some information of the clean speech
signal may be lost. By using the proposed method, this prob-
lem is mitigated, leading to a better generalization ability for
unseen mixtures as confirmed by evaluations with different
performance measures in the next section.
3. EVALUATIONS AND RESULTS
For experiments, the clean speech signals are randomly se-
lected from the TIMIT corpus [7], which has 6,300 utter-
ances, 10 utterances spoken by each of 630 speakers. The
noise interferences are selected from the non-speech noise
database [17] and the NOISEX database [5]. In the experi-
ments, we select 4,680 utterances from the TIMIT corpus to
generate the training dataset. 200 utterances are used to gen-
erate the testing dataset. These clean speech utterances are
mixed with noise at the different signal-to-noise ratio (SNR)
levels. In the training dataset, 100 different types of non-
speech noise interferences are used to mix with clean utter-
ances to generate the noisy speech mixtures. In the testing
data, 10 different unseen noise interferences are used to gen-
erate the noisy speech mixtures of the testing data. In our
evaluations, we generate training and testing datasets at three
different SNR levels (-5, 0 and 5 dB) using different types of
unseen noise interferences.
In the experiments, both DNN 1 and DNN 2 have three
hidden layers and each hidden layer has 2048 units. The acti-
vation function for each hidden unit is selected as the rectified
linear unit (ReLU) to avoid the gradient vanishing problem
and the output layer has linear units. Both DNNs are trained
with 10,000 epochs and the learning rate is 0.0001. The per-
formancemetrics used are the perceptual evaluation of speech
quality (PESQ) [18], the short-time objective intelligibility
(STOI) [19] and the signal to distortion ratio (SDR) [20]. The
values of PESQ and STOI are in the range of [-0.5, 4.5] and
[0, 1], respectively. These values indicate the human speech
intelligibility scores. The SDR is exploited to evaluate the
overall enhancement performance. The higher values of these
metrics means that the desired speech signal is better recon-
structed.
Firstly, three different types of unseen noise interferences
are used to generate the testing data, then the type of unseen
noise interferences is increased to 5 and 10, respectively. Ta-
bles 1 - 3 show the enhancement performance of the proposed
system and the comparison group with different number of
Table 1: Enhancement performance comparison in terms of PESQ and STOI with different SNR levels. The number of types for unseen
noise interferences in the experiments is 3. Each result is the average value of 200 experiments. BOLD indicates the best result.
Measures PESQ STOI
SNR Levels -5 dB 0 dB 5 dB -5 dB 0 dB 5 dB
Mapping-based [7] 1.61 1.74 1.92 67.53% 72.04% 77.27%
Masking-based [12] 1.84 2.01 2.12 73.22% 74.51% 79.33%
Proposed 1.94 2.13 2.28 75.12% 78.51% 81.65%
Table 2: Enhancement performance comparison in terms of PESQ and STOI with different SNR levels. The number of types for unseen
noise interferences in the experiments is 5. Each result is the average value of 200 experiments. BOLD indicates the best result.
Measures PESQ STOI
SNR Levels -5 dB 0 dB 5 dB -5 dB 0 dB 5 dB
Mapping-based [7] 1.57 1.67 1.89 66.26% 71.34% 76.11%
Masking-based [12] 1.73 1.88 2.07 72.51% 73.38% 78.06%
Proposed 1.88 1.99 2.20 74.11% 76.39% 80.81%
Table 3: Enhancement performance comparison in terms of PESQ and STOI with different SNR levels. The number of types for unseen
noise interferences in the experiments is 10. Each result is the average value of 200 experiments. BOLD indicates the best result.
Measures PESQ STOI
SNR Levels -5 dB 0 dB 5 dB -5 dB 0 dB 5 dB
Mapping-based [7] 1.25 1.43 1.64 59.71% 66.43% 71.83%
Masking-based [12] 1.55 1.82 2.01 69.87% 73.05% 76.73%
Proposed 1.75 1.92 2.01 70.80% 75.59% 77.51%
types in noise interferences and SNR levels in terms of the
PESQ and STOI. From these tables, it is clear that the pro-
posed method achieves the best performance in all scenar-
ios and SNR levels. It can be seen that when more types of
unseen noise interferences exist in the testing data, the en-
hancement performance of both methods is decreased. More-
over, when the SNR level is increased, the enhancement per-
formance is improved. To further confirm that the proposed
method outperforms the method in [7], the SDR improve-
ments of both methods are evaluated.
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Fig. 3: The SDR improvement (dB) in terms of different methods
with various SNR levels and noise scenarios. Each result is the av-
erage value of 200 experiments. The number before each method
shows the number of types for unseen noise interferences.
The improvements of SDR (△SDR) with different SNR
level and noise cases are shown in Fig. 3. It is clear to observe
that when the value of SNR level is increased, the△SDR be-
comes less. If more types of unseen noise interferences are
added, the value of related△SDR is decreased. From Tables
1 - 3 and Fig. 3, it can be seen that when the SNR level is in-
creased, although the values of SDR for both methods are in-
creased, the△SDR become less. Whenmore unseen noise in-
terferences are mixed in the testing dataset, the enhancement
performance of both methods is decreased. However, com-
paring the results in Tables 1 - 3 and Fig. 3, when more types
of unseen noise interferences are used in the testing dataset,
e.g. 3, 5 and 10 different unseen noise interferences, the en-
hancement performance of the proposedmethod is better than
the mapping- and masking-based methods. This shows that
the proposed method has better generalization ability.
In summary, by training DNNs sequentially in the pro-
posed system, the generalization ability is improved and the
desired speech signal is enhancedwith the estimated T-Fmask.
The underestimated or overestimated information in the esti-
mated speech signal is further mitigated. From the evaluation
results, it can be known that the enhancement performance is
influenced by the mixing SNR level and types of unseen noise
interferences. Besides, more different types of unseen inter-
ferences lead to degradation in the enhancement performance.
4. CONCLUSIONS AND FUTUREWORK
In this work, we proposed a speech enhancement system with
sequentially trained DNNs to improve the performance. One
DNN was mapping-based and the other masking-based. By
using the proposed system, the information of clean speech
signal can be extracted accurately from the noisy speech mix-
ture. The evaluations with unseen noise interferences con-
firmed that the proposed method outperformed the mapping-
base method at enhancement performance and had a better
generalization ability.
In future research, one direction is that the DNN in this
work can be replaced by other neural network structures such
as recurrent neural network (RNN) and long short-termmem-
ory (LSTM) RNN to further improve the enhancement per-
formance. As another direction, it is worth investigating the
performance of the proposed method with deeper neural net-
works, despite its improved performance with the same num-
ber of hidden layers as demonstrated in this paper.
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