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Abstract
Tangential interpolation problems are studied for matrix-valued functions of class (R) ana-
lytic in the upper half-plane with non-negative imaginary part, which are invariant under a
linear fractional transformation of finite order.
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1. Introduction
The class (R) (also, the Nevanlinna class) of functions analytic in the upper
half-plane with non-negative imaginary part plays a key role in the theory of sym-
metric operators and their self-adjoint extensions, linear systems theory, moment
problems, etc. Various interpolation problems for matrix-valued and operator-valued
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R-functions and other closely related classes of functions were considered by differ-
ent methods; see [6,7,11,12,16] as samples.
Interpolation problems with some additional symmetry constraints in the Schur
and Carathéodory classes of matrix-valued functions were discussed in [2,3]; in the
class of H2-valued matrix-functions were considered in [4,5].
In the present paper we consider the (A,B,C)-problem [14,15] (see also [7,9,16])
in the class (R). Here (R) is the set of matrix-valued functions of the class (R)
which are invariant under some fixed linear fractional transformation  of the upper
half-plane onto itself. We assume that the group generated by  is of finite order.
The paper consists of four sections. In the second section we recall some facts
about linear fractional transformations and R-functions. In the third section we de-
velop an abstract scheme of the problem based on the results of the second author.
In particular, we show that the invariant solution of the interpolation problem exists
if and only if there exists a solution of the corresponding (A,B,C)-problem without
the requirement of invariance. We also give a formula for the description of all in-
variant solutions of the abstract problem in the completely indeterminate case. In the
fourth section we show that the abstract scheme works for the special case of the
(A,B,C)-problem which generalizes the classical Nevanlinna–Pick problem.
2. Auxiliary statements
1. Let z → (z) be a linear fractional mapping of the upper half-pane C+ = {z :
z > 0} onto itself. It is well known that any such mapping can be written as
(z) = αz+ β
γ z+ δ , (1)
where α, β, γ , and δ are real numbers, and αδ − βγ > 0. The matrix of this trans-
formation we denote by the same letter , i.e.
 =
[
α β
γ δ
]
.
Without loss of generality we may assume that det = 1.
We say that a matrix-function w(z) of order p belongs to the class (R), if it is
holomorphic in the upper half-plane C+ and satisfies there the inequality
w(z)− w(z)∗
i
 0 for z > 0.
The matrix-function w(z) belongs to the class (R) if and only if it admits the follow-
ing integral representation:
w(z) = α + βz+
∫ ∞
−∞
[
1
λ− z −
λ
1 + λ2
]
dτ(λ), (2)
where α = α∗, β  0, and τ(λ) is a non-decreasing matrix-function of order p,
bounded on any finite interval, and the integral
∫
R
dτ(λ)/(1 + λ2) converges.
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A matrix-function w(z) ∈ (R) is said to be -automorphic, if for all z ∈ C+
w((z)) = w(z). (3)
Such a class of functions we denote by (R).
2. We study some interpolation problems for functions from the class (R). At
first we need to state conditions imposed on the transformation (z).
It is well known [13] that any linear fractional transformation of the upper half-
plane C+ onto itself is of one of the following three types: elliptic, or hyperbolic, or
parabolic. Elliptic transformations have one fixed point in the upper half-plane C+
and one in the lower half-plane C−. Hyperbolic transformations have two distinct
fixed points on the real axis. Finally, parabolic transformations have one fixed point
of multiplicity two on the real axis. It is not hard to show that for a parabolic or
hyperbolic transformation  and any point z ∈ C+ its orbit, i.e. the set of points of
the form {k(z)}∞−∞, k(z) = (k−1(z)), is always infinite.
Using the integral representation (2) one can show that for a parabolic or hy-
perbolic transformation  there exist non-constant functions of the class (R). For
example, for a parabolic transformation  functions of the class (R) and some
related questions of operator theory were studied in [8].
3. In what follows we derive a general form of the linear fractional transformation
which maps the upper half-plane onto itself and has fixed points z0 ∈ C+ and z¯0.
It is well known (see, for example, [1,13]) that the linear fractional transformation
z → (z) which maps points z1, z2, and z3 to the points w1, w2, and w3 respectively
is uniquely defined by expression
(z)− w1
(z)− w2 ·
w3 − w2
w3 − w1 =
z− z1
z− z2 ·
z3 − z2
z3 − z1 .
Putting z1 = z0, w1 = z0, z2 = z¯0, w2 = z¯0, z3 = 0, w3 = (0) ∈ R, we obtain
(z)− z0
(z)− z¯0 = θ
z− z0
z− z¯0 , (|θ | = 1). (4)
By its construction (z0) = z0 and (z¯0) = z¯0. One can easily see that |(z)− z0|
= |(z)− z¯0| for real z. Therefore, (z) is the desired mapping, and it is true for
any θ with |θ | = 1.
Consider matrices
Z =
(
1 −z0
1 −z¯0
)
,  =
(
θ 0
0 1
)
.
Since the product of the coefficient matrices corresponds to the composition of the
corresponding linear fractional transformations, from (4) we obtain that Z = Z,
that is
 = Z−1Z (5)
or
(z) = (z0 − θ z¯0)z− |z0|
2(1 − θ)
(1 − θ)z− (z¯0 − θz0) , |θ | = 1. (6)
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From (5) it follows that k = Z−1kZ, therefore the expression for k(z) is ob-
tained from (6) by replacing θ by θk .
For fixed z ∈ C+, z /= z0, the right-hand side of (6) is a linear fractional trans-
formation of θ which takes its values in the upper half-plane. Since any linear frac-
tional transformation maps a circle onto circle (or a straight line), we conclude that
the right-hand side of (6) maps the circle |θ | = 1 onto the circle Cz (evidently not a
straight line), placed in the upper half-plane. In particular, all the points {k(z)}∞−∞
lie on Cz. From this fact putting θ = e2π ir we conclude that:
1. for any point z ∈ C+, z /= z0 the orbit is finite if and only if r is a rational number,
2. for a rational r and any two points zj ∈ C+, zj /= z0, j = 1, 2 their orbits {k(z1)}
and {k(z2)} contain the same finite number of distinct points; the number of
distinct points in an orbit is equal to the smallest natural n such that θn = 1, or,
the same, k(z) = z for any z,
3. for an irrational r and any z ∈ C+, z /= z0, its orbit is dense in Cz; in such a case
any -automorphic function is constant since it takes the same values on the set
of points which has limit points in the domain of analyticity.
The next proposition is clear.
Proposition 1. Let z → (z) be a linear fractional transformation of the upper
half-plane onto itself such that n(z) = z for any z ∈ C+. Then a function w(z)
belongs to the class (R) if and only if it admits the representation
w(z) = 1
n
n−1∑
k=0
v(k(z)), (7)
where v ∈ (R).
3. Abstract scheme
Now we fix a linear fractional transformation  of the upper half-plane onto itself
and turn to the interpolation problems in the class (R). Evidently, the interpolation
data in the points of interpolation which lie on the same orbit have to be in some sense
consistent. The abstract scheme discussed below is a convenient way to formalize
this statement.
Let A be a square matrix of order N such that its spectrum σ(A) is within the
upper half-plane. We assume that σ(A) does not contain a fixed point of the trans-
formation . Suppose also that there exists an invertible matrix T of order N such
that
(A) = (αA+ βI)(γA+ δI )−1 = TAT −1, (8)
(recall that α, β, γ , and δ are real, and det = αδ − βγ = 1).
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Suppose also that B and C are given matrices of order N × p and
T B = B. (9)
Problem. It is necessary to find a matrix-valued function w(z) of order p, w(z) ∈
(R) that is a solution of the (A,B,C)-problem [14,15]; that is, w(z) satisfies the
equality
C = 1
2π i
∫
ρ
(λI − A)−1Bw(λ) dλ, (10)
where ρ is some contour encircling the spectrum of the matrix A. Such solutions we
call -solutions.
Proposition 2. Let the conditions about the spectrum of the matrix A and the trans-
formation (z), (8) be fulfilled. Then there exists an integer n such that n(z) = z
for all z and the order N of the matrix A is a multiple of n.
Proof . From (8) it follows that the spectra of the matrices A and (A) coincide.
But the spectrum of (A) is (σ (A)). This means that if z1 ∈ σ(A), then the point
z2 = (z1) = (αz1 + β)(γ z1 + δ)−1 also belongs to σ(A), and z2 /= z1. Applying
the same arguments to the point z2 one finds z3 and so on. Since the spectrum of
A contains only a finite number of points, the process will stop. This means that
there exists an integer n such that z1 = (αzn + β)(γ zn + δ)−1 = n(z1). In other
words, the point z1 is a fixed point of the transformation n. Since fixed points of
 and n coincide and z1 is not a fixed point of , we deduce that the linear frac-
tional transformation n has at least three (counting their multiplicities) fixed points.
Therefore the transformation z → n(z) is identical transformation, n(z) = z for
all z. It means that for any point z which is not a fixed point of  its orbit consists of
n distinct points. Therefore the transformation (z) is of elliptic type.
If n = N the proof is complete. Otherwise we choose a point z′1 ∈ σ(A) which
has not been selected yet and consider its orbit, and so on. Arguments above show
that the spectrum of matrix A splits onto finite number of distinct orbits of the
transformation . Since each orbit contains the same number of distinct points (see
previous section), the proposition is proved. 
From the proposition it follows that σ(A) consists of the orbits of some points
z1, z2, . . . , zm, and m = N/n.
Theorem 1. Let the (A,B,C)-problem (10) have a -solution. Then
T C = C. (11)
Proof . Let w(λ) be a -solution of the (A,B,C)-problem. Multiplying both sides
of the equality (10) from the left by T and taking into account that T B = B, we
obtain
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T C = 1
2π i
∫
ρ
(λI − TAT −1)−1Bw(λ) dλ.
Now we apply (8) and make the change of variable λ = (z). Then
T C = 1
2π i
∫
ρ′
[
αz+ β
γ z+ δ I − (αA+ βI)(γA+ δI )
−1
]−1
Bw((z))
dz
(γ z+ δ)2
(ρ′ is the image of the contour ρ; ρ′ also encircles σ(A)).
Since w(z) is the -automorphic, we obtain
T C = γA+ δI
2π i
∫
ρ′
(zI − A)−1Bw(z) dz
γ z+ δ .
The right-hand side of the last expression is equal to C. This follows from the
proposition below. 
Proposition 3. Let ϕ(λ) be a function analytic in the upper half-plane C+ and let
w(λ) be a solution of the (A,B,C)-problem (10). Then
ϕ(A)C = 1
2π i
∫
ρ
(λI − A)−1Bw(λ)ϕ(λ) dλ. (12)
Proof . The function ϕ(A) can be represented in the form
ϕ(A) = 1
2π i
∫
ρ′
(λ′I − A)−1ϕ(λ′) dλ′.
Therefore
ϕ(A)C = 1
(2π i)2
∫
ρ
∫
ρ′
(λ′I − A)−1(λI − A)−1Bw(λ)ϕ(λ′) dλ dλ′.
We may assume that the contour ρ lies within the contour ρ′. Then taking into
account the resolvent identity we get
ϕ(A)C = 1
(2π i)2
∫
ρ
∫
ρ′
(λI − A)−1 − (λ′I − A)−1
λ′ − λ Bw(λ)ϕ(λ
′) dλ dλ′
= 1
(2π i)2
∫
ρ
∫
ρ′
(λI − A)−1Bw(λ)ϕ(λ′)
λ′ − λ dλ dλ
′
− 1
(2π i)2
∫
ρ
∫
ρ′
(λ′I − A)−1Bw(λ)ϕ(λ′)
λ′ − λ dλ dλ
′.
The first integral gives
1
2π i
∫
ρ
(λI − A)−1Bw(λ)ϕ(λ) dλ,
and second integral is equal to zero since λ′ lies outside the contour ρ. The proposi-
tion is proved. 
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Later on we assume that the conditions (8), (9), and (11) are fulfilled.
Theorem 2. The (A,B,C)-problem (10) has a -solution if and only if it has a
solution in the class (R).
Proof . Since any -solution of the (A,B,C)-problem is a solution in the class (R),
it suffices to show that existence of a solution in the class (R) implies existence of a
solution in the class (R).
Let v(λ) be a solution of the (A,B,C)-problem in the class (R). Put
w(λ) = 1
n
n−1∑
k=0
v(k(λ))
(the number n was defined in Proposition 2), and we shall show that w(λ) is a -
solution. Taking into account Proposition 2 it is easily seen that the matrix-function
w(λ) is -automorphic, that is w((λ)) = w(λ). Therefore, it is enough to show that
v((λ)) is a solution.
Consider the integral
Q = 1
2π i
∫
ρ
(λI − A)−1Bv((λ)) dλ.
Put z = (λ) = (αλ+ β)(γ λ+ δ)−1 and obtain
Q = 1
2π i
∫
ρ′
(
δz− β
−γ z+ α I − A
)−1
Bv(z)
dz
(−γ z+ α)2 .
From (8) it follows that
A = T (δA− βI)(−γA+ αI)−1T −1.
Substitute it into the last integral and obtain
Q= T 1
2π i
∫
ρ′
(
δz− β
−γ z+ α I − (δA− βI)(−γA+ αI)
−1
)−1
× T −1Bv(z) dz
(−γ z+ α)2
= T (−γA+ αI)
2π i
∫
ρ′
(zI − A)−1Bv(z) dz
(−γ z+ α)
= T C = C,
where (8), (9), and (11) were used. The proof is complete. 
Now the results of articles [14,15] give the following statement.
Theorem 3. Let the conditions (8), (9), and (11) be fulfilled, and rankB = p. Then
the (A,B,C)-problem has a solution if and only if the equation
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1
i
(AW −WA∗) = (C, B)J (C,B)∗ (13)
with
J =
(
0 −iIN
iIN 0
)
has a positive semidefinite solution W.
Proposition 4. Let W be a solution of Eq. (13) and let conditions (8), (9), and (11)
be fulfilled. Then
TWT ∗ = (γA+ δI )W(γA∗ + δI ). (14)
Proof . We multiply both sides of (13) by T from the left and by T ∗ from the right
and put WT = TWT ∗. Taking into account (9) and (11) we get
1
i
[
T AT −1WT −WT (T AT −1)∗
]
= (C, B)J (C,B)∗.
Now, using (8) we rewrite the last equality in the form
1
i
(γA+ δI )−1(AWT −WTA)(γA∗ + δI )−1 = (C, B)J (C,B)∗.
Therefore, the matrix (γA+ δI )−1WT (γA∗ + δI )−1 satisfies the same equation
(13) as W . Since Eq. (13) has unique solution [10], (14) is fulfilled. 
From the proof of Theorem 2 it follows that if the considered (A,B,C)-problem
is determined, then its unique solution is a-solution. That is why later on we assume
that the (A,B,C)-problem is undetermined, that is, has infinitely many solutions. A
sufficient condition for this is strict positive definiteness of the solution W of Eq.
(13),
W > 0. (15)
In further consideration we assume that (15) is fulfilled. In such a case the inter-
polation problem is called completely indeterminate.
A pair of matrix-functions (p(z), q(z)) of order p is called an (R)-pair if p(z)
and q(z) posses the following properties:
1. p(z) and q(z) are analytic in C+;
2. rank(p(z), q(z)) = p for all z ∈ C+;
3. (p(z), q(z))J (p(z), q(z))∗  0 for all z ∈ C+.
Pairs (p1(z), q1(z)) and (p2(z), q2(z)) are called equivalent if there is an invert-
ible matrix-valued function r(z), holomorphic in C+, such that p1(z) = r(z)p2(z),
p2(z) = r(z)q2(z). The set of classes of equivalent (R)-pairs we denote by (N).
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The following theorem is fulfilled [14,15].
Theorem 4. Let W > 0. Then all solutions of the (A,B,C)-problem (10) are ob-
tained by the formula
w(z) = Q(z)−1P(z), (16)
where
(P (z),Q(z)) = (p(z), q(z))A−1(z), (17)
(p(z), q(z)) is an arbitrary element from (N), and the matrix-function A(z) is defined
by
A(z) = I − iJ (C,B)∗(zI − A∗)−1W−1(C, B). (18)
Remark. From (16) and (17) it follows that if the pairs (p1(z), q1(z)) and (p2(z),
q2(z)) are equivalent, then they define the same solution of the (A,B,C)-problem.
Theorem 5. The matrix-functionA(z)defined by the formula (18) is-automorphic.
Proof . The proof consists of two steps.
1. Let A0(z, z0) denote
A0(z, z0) = I − i(z− z0)JK∗(zI − A∗)−1W−1(A− z0I )−1K, (19)
where K = (C, B), and z0 is an arbitrary point which is not in σ(A).
The following identity is fulfilled
A(z) = A0(z, z0)A(z0). (20)
This identity is verified by direct calculation. Indeed
A0(z, z0)A(z0)= I − i(z− z0)JK∗(zI − A∗)−1W−1(A− z0I )−1K
− iJK∗(z0I − A∗)−1W−1K − (z− z0)JK∗(zI − A∗)−1
×W−1(A− z0I )−1KJK∗(z0I − A∗)−1W−1K.
Using (13), replace KJK∗ in the last term by −i(AW −WA∗). After some trans-
formations we obtain
A0(z, z0)A(z0)= I − iJK∗(z0I − A∗)−1W−1K
+ i(z− z0)JK∗(zI − A∗)−1(z0I − A∗)−1W−1K.
Now we apply the resolvent identity to transform the last term. As result we obtain
the desired equality (20).
2. Now we show that the matrix-function (19) satisfies
A0((z),(z0)) = A(z, z0). (21)
In (19) replace z by (z), z0 by (z0), and A by T −1(A)T (according to (8)). We
get
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A0((z),(z0))= I − i(z− z0)JK∗T ∗(zI − A∗)−1(γA∗ + δI )−1
× T ∗−1W−1T −1(γA+ δI )(A− z0I )−1TK.
According to (9) and (11) TK = K . Now Proposition 4 gives
(γA∗ + δI )T ∗−1W−1T −1(γA+ δI ) = W−1.
Plugging these expressions into the equation for A0((z),(z0)), we obtain (21).
Choose now z0 as the fixed point of the transformation . Then A0(z, z0) is a -
automorphic matrix-function. From (20) it follows that the statement regarding A(z)
is fulfilled. 
An element (p(z), q(z)) ∈ (N)we will call-automorphic, if (p((z)), q((z)))
belongs to the same equivalence class as (p(z), q(z)). It easily seen that if the pair
(p1(z), q1(z)) is equivalent to the-automorphic pair (p(z), q(z)) then (p1(z), q1(z))
is also -automorphic. The collection of classes of equivalent -automorphic (R)-
pairs we denote by (N).
Combining now Theorems 4 and 5 we obtain the following statement.
Theorem 6. There exists a one-to-one correspondence between the set of all -
solutions of the (A,B,C)-problem and the set of all equivalence classes from (N).
This correspondence is established by formulas (16)–(18).
4. Interpolation problem
In this section we consider a particular implementation of the abstract approach
formulated above.
Let the linear fractional transformation  satisfy the condition
n(z) = z ∀z ∈ C+,
and n is the smallest positive integer with such a property.
Suppose that the set of points
{
z
(0)
1 , z
(0)
2 , . . . , z
(0)
m
}
satisfies the following two
conditions
1. none of the points z(0)µ , µ = 1, 2, . . . , m is a fixed point of the transformation ;
2. any two distinct points z(0)µ and z(0)ν , µ /= ν are not congruent with respect to ,
that is
z(0)µ /= k
(
z(0)ν
)
, k = 0, 1, . . . , n− 1.
For each point z(0)µ consider its orbit with respect to the cyclic group of order n
generated by the transformation ; that is, the points
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z(k)µ = k
(
z(0)µ
)
, k = 1, 2, . . . , n− 1, µ = 1, 2, . . . , m. (22)
From our assumptions it follows that all the points z(k)µ , µ = 1, 2, . . . , m, k = 0, 1,
. . . , n− 1 are distinct.
Suppose that to each orbit
{
z
(k)
µ
}
, µ = 1, 2, . . . , m corresponds some integer nµ.
Suppose also that to each point z(0)µ are assigned two collections of row vectors
of order p:
{
b
(0)
µ,ν
}
, and
{
c
(0)
µ,ν
}
, ν = 0, 1, . . . , nµ. Define now vectors
{
b
(k)
µ,ν
}
and{
c
(k)
µ,ν
}
, k = 1, 2, . . . , n− 1, ν = 1, 2, . . . , nµ which correspond to the points z(k)µ
of the µth orbit, by the formulas
b
(k−1)
µ,0 = b(k)µ,0 (23)
b(k−1)µ,ν =
ν∑
ρ=1
(−1)ν−ρ
(
ν − 1
ρ − 1
)
γ ν−ρ(
γ z
(k−1)
µ + δ
)ν+ρ b(k)µ,ρ, (24)
and similar formulas for
{
c
(k)
µ,ν
}
. We assume that b(−1)µ,ν = b(n−2)µ,ν and so on.
Formulas (23) and (24) require clarification. Let B
(
z, z
(k)
µ
)
denote the polyno-
mial whose values are row vectors of order p defined by the formula
B
(
z, z(k)µ
)
= b(k)µ,0 + b(k)µ,1
(
z− z(k)µ
)
+ · · · + b(k)µ,nµ
(
z− z(k)µ
)nµ
, (25)
and similarly, replacing b(k)µ,ν by c(k)µ,ν we define the polynomial C
(
z, z
(k)
µ
)
. In (25),
if we replace z by (z), z(k)µ by 
(
z
(k−1)
µ
)
, expand that expression in a power
series with respect to
(
z− z(k−1)µ
)
, and take the Taylor polynomial of degree nµ,
we obtain the polynomial B˜
(
z, z
(k−1)
µ
)
. Expressions (23) and (24) provide that
B˜
(
z, z
(k−1)
µ
)
= B
(
z, z
(k−1)
µ
)
. The last equality we symbolically write as
B
(
(z), z(k)µ
)
= B
(
z, z(k−1)µ
)
.
A similar equality holds for the polynomials C
(
z, z
(k)
µ
)
.
Consider now the following interpolation problem:
Find a p × p matrix-valued function w(z) ∈ (R) such that
B
(
z, z(k)µ
)
w(z) = C
(
z, z(k)µ
)
+ o
((
z− z(k)µ
)nµ)
. (26)
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To each interpolation point z(k)µ we assign the Jordan block
A(k)µ =


z
(k)
µ 0 . . . 0
1 z(k)µ . . . 0
0 1 z(k)µ . . . 0
... . . .
. . . 0 1 z(k)µ


(27)
of order (nµ + 1) and put
A = diag
{
A
(0)
1 , A
(1)
1 , . . . , A
(n−1)
1 , A
(0)
2 , . . . , A
(n−1)
2 , . . . , A
(n−1)
m
}
. (28)
Hence, A is a block-diagonal matrix of order N = n∑(nµ + 1). Put now
b(k)µ =


b
(k)
µ,0
b
(k)
µ,1
...
b
(k)
µ,nµ

 , c
(k)
µ =


c
(k)
µ,0
c
(k)
µ,1
...
c
(k)
µ,nµ

 ,
and
B =


b
(0)
1
...
b
(n−1)
1
b
(0)
2
...
b
(n−1)
m


, C =


c
(0)
1
...
c
(n−1)
1
c
(0)
2
...
c
(n−1)
m


. (29)
B and C are the matrices of order N × p.
It is easily seen that the interpolation conditions (26) can be written as
1
2π i
∫
ρ
(λI − A)−1Bw(λ) dλ = C,
where ρ is a contour which encircles the spectrum of the matrix A, that is all points
{z(k)µ }.
Let us return to expressions (23) and (24). They can be written in the form
b(k−1)µ = T (k−1)µ b(k)µ , (30)
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where the T (k)µ are some lower triangular matrices of order (nµ + 1). Denote by Tµ
the matrix of order n× (nµ + 1)
Tµ =


0 T (0)µ 0 . . . 0
0 0 T (1)µ . . . 0
...
0 . . . . . . 0 T (n−2)µ
T
(n−1)
µ 0 0 . . . 0


, (31)
and let T be
T = diag{T1, . . . , Tµ}. (32)
Now direct verification shows that for matrices (28), (29), and (32) conditions (8),
(9), and (11) are fulfilled. Therefore, the interpolation problem under consideration
meets the Abstract Scheme, so we can use Theorems 2–6.
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