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Abstract
This paper is devoted to the study of the stability of the solutions of the ﬁrst order implicit difference periodic
equation
u(i)= f (i, u(i + 1)); i ∈ {0, . . . , N − 1}, u(0)= u(N).
We prove that if there exist  a pair of lower and upper solutions respectively of this problem together with a
suitable condition on the function f and it has at most two solutions in the sector [, ], then one of such solutions
is asymptotically stable.
Moreover, it is proved the optimality of the given results, both in the conditions imposed on f and in the number
of the periodic solutions.
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1. Introduction
It is well known that one of the most important concepts in the qualitative theory of differential and
difference equations is the stability of the solutions. Classical tools, as approximation via linear equations
or Lyapunov functions have been developed for both type of equations, see [6] for ordinary differential
equations and [7] for difference ones.
More recently, some authors as, among others, C. de Coster and P. Habets [4], J. J. Nieto [10] or R.
Ortega [11], have proved the stability of solutions of adequate ordinary differential equations that lies
between a pair of lower and upper solutions. In this case, ﬁxed points theorems and degree and index
theory are the fundamental arguments to deduce the mentioned stability results.
Stability results of ﬁxed points of suitable operators deﬁned inBanach spaces have been given byDancer
in [2], Dancer and Hess in [3] and Matano in [9]. Partial differential equations have been considered by
De Coster and Omari in [5] and Matano in [8].
Our purpose is to study the stability of the periodic solutions of a ﬁrst order implicit difference equation
under the assumption of the existence of a pair of lower and upper solutions and a suitable condition on
function f that allow us to extend every solution deﬁned in a bounded interval to allN and, moreover, to
ensure the location of such solution. With this intention, we present in Section 2, some existence results
for implicit periodic problems given in [1]. In Section 3, using comparison principles, we prove that if
there is no more than two solutions between the lower and the upper solutions then one of such solutions
is asymptotically stable. Finally, in Section 4, we present two examples that explain the optimality of the
obtained results. In the ﬁrst one, avoiding the extension–location condition on function f , we prove that
the stability result is not true in general. In the second example, we construct a problem in which there
are exactly three periodic solutions lying between the lower and the upper solution and none of them is
stable.
We note that in the papers related with ordinary differential equations, the number of solutions of the
treated equation does not play an important role in the obtained stability results. Thus, we expose here an
interesting difference between discrete and continuous equations.
2. Preliminaries
This paper is devoted to the study of the stability of at least one periodic solution of the following ﬁrst
order difference equation
(P ) u(n)= f (n, u(n+ 1)); n ∈ N,
where, for every n ∈ N, u(n)= u(n+ 1)− u(n), f : N×R→ R is a continuous function, N -periodic
in the ﬁrst variable for some N ∈ N∗ =N\{0} given.
In all the paper, being x = (x(0), . . . , x(n)) and y = (y(0), . . . , y(n)), we will say that xy in
Jn ≡ {0, . . . , n} if x(j)y(j) for all j ∈ Jn. Moreover x <y in Jn when xy in Jn and there is at least
one j0 ∈ Jn such that x(j0)< y(j0).
We shall denote
[x, y] = {z= (z(0), . . . , z(n)); x(j)z(j)y(j) for all j ∈ Jn}.
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We say that u : N → R is a periodic solution of problem (P ) if it satisﬁes equation (P ) in N and
u(n)= u(N + n) for all n ∈ N. From the periodicity of the function f in its ﬁrst variable, it is obvious
that to look for a periodic solution of problem (P ) is equivalent to solve equation
(PN) u(i)= f (i, u(i + 1)); i ∈ JN−1, u(0)= u(N).
In the deﬁnition of stable and asymptotically stable solution we must consider the solutions of initial
problems. In this sense, for every  ∈ R, we shall denote
(P) u(n)= f (n, u(n+ 1)); n ∈ N, u(0)= .
The restriction to some interval Jn = {0, . . . , n} will be denoted by
(P n ) u(i)= f (i, u(i + 1)); i ∈ Jn−1, u(0)= .
It is obvious that the previous initial problems, and also the periodic, can have no solution, a unique
solution or more than one solution. In all the paper we will denote by
E = { ∈ R: there exists at least one solution u : N→ R of problem (P)},
and, for all  ∈ E,
S = {u : N→ R : u is a solution of (P)}.
In the same way, we will denote, for every n1 the sets
En = { ∈ R: there exists at least one solution un : Jn → R of problem (P n )},
and, for all  ∈ En,
Sn = {un : Jn → R : un is a solution of (P n )}.
As we have noted above, the sets E and En can be empty. Obviously, E ⊂ En+1 ⊂ En for all n1.
Now, we present a characterization of the set E.
Lemma 2.1. Assume that f : N× R→ R is an N-periodic function in the ﬁrst variable. Then,  ∈ E if
and only if there exist two sequences {k}k∈N ⊂ EN and {uNk }k∈N such that 0 = , k+1 = uNk (N) and
uNk
∈ SNk for all k ∈ N.
Proof. Let  ∈ E and u ∈ S. Deﬁne, for all k ∈ N, k := u(kN) and uNk : JN → R as uNk (i) :=
u(kN+ i) for all i ∈ JN . It is not difﬁcult to verify, from the periodicity of f , that k ∈ ENand uNk ∈ SNk
for all k ∈ N.
Reciprocally, let k ⊂ EN and uNk ∈ SNk , with 0 =  and k+1 = uNk (N) for all k ∈ N. To see that
 ∈ E, it is enough to deﬁne u : N→ R as u(n)= u(knN + in) := uNkn (in), with kn ∈ N and in ∈ JN−1
the unique pair such that n= knN + in. The result follows from the periodicity of the function f . 
In our study we are interested in the behavior of the solutions of problem (P). To this end,  will be
an element in the interior of E, which, obviously, must be nonempty. In consequence we need to impose
on function f some suitable conditions that ensure that such property holds.
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It is clear that we have no a priori information about the location of the possible N -periodic solutions.
To get such existence and location of solutions, we introduce the concept of lower and upper solutions
for these problems as follows
Deﬁnition 2.1. Let N ∈ N∗ be given. We say that  = ((0), . . . , (N)) is a lower solution of problem
(PN) if it satisﬁes
(i)f (i, (i + 1)); i ∈ JN−1, (0)(N).
Deﬁnition 2.2. Let N ∈ N∗ be given. We say that  = ((0), . . . , (N)) is a lower solution of problem
(PN ) if it satisﬁes
(i)f (i, (i + 1)); i ∈ JN−1, (0).
The concept of upper solution is given by reversing the previous inequalities.
In all the paper we will say that v ∈ [, ] is the maximal solution (minimal solution) of (PN) or (PN )
in that sector, if every other solution u ∈ [, ] is such that uv (vu) in JN . We refer both functions
as extremal solutions. Now, we consider the following hypothesis:
(H ) There exist  and  a pair of lower and upper solutions respectively, not solutions, of problem
(PN), such that  in JN .
(Hf ) f : N × R → R is N -periodic in the ﬁrst variable and, for all i ∈ JN−1, function f (i, ·) is
continuous in [(i + 1), (i + 1)], with  and  given in (H ).
Next result is a direct consequence of Theorems 2.1 and 2.2 in [1].
Lemma 2.2. Assume that conditions (H ) and (Hf ) are fulﬁlled, then problem (PN ) and, for all  ∈
[(0), (0)] and n ∈ {1, . . . , N}, the initial problem (P n ), have extremal solutions in [, ] and in[|Jn, |Jn] respectively.
3. Stability results
As we have noted in Lemma 2.2, conditions (H ) and (Hf ) imply that the periodic problem (PN ) has
extremal solutions in [, ] ⊂ RN+1. Along the paper, we will denote as m¯ = (m¯(0), . . . , m¯(N)) and
M¯ = (M¯(0), . . . , M¯(N)) the minimal and the maximal solutions respectively of problem (PN ) in [, ].
Moreover, for every  ∈ [(0), (0)] and n ∈ {1, . . . , N}, the minimal and the maximal solutions in
[|Jn, |Jn] of the initial problem (P n ) will be denoted as mn and Mn respectively. Moreover, we will
denote, if they exist, as m and M the minimal and the maximal solutions of (P) respectively, with
obvious notation, in the set of all functions u : N→ R.
First we deﬁne the concept of stable and asymptotically stable solution.
Deﬁnition 3.1. Let ¯ ∈ E and u¯ ∈ S¯. We say that u¯ is stable if and only if for all > 0 there exists
= () ∈ (0, ) such that (¯− , ¯+ ) ⊂ E and, for all u ∈ S with  ∈ (¯− , ¯+ ), it is satisﬁed
that |u(n)− u¯(n)|<  for all n ∈ N∗.
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It will be asymptotically stable if and only if it is stable and there is a neighborhood V ⊂ E of ¯ such
that limn→∞(u(n)− u¯(n))= 0, for all u ∈ S with  ∈ V .
First, we study the location of the solutions of the periodic problem (PN).
Proposition 3.1. Assume that conditions (H) and (Hf ) hold. If u¯ ∈ [, ] is a solution of the periodic
problem (PN), then u¯(i) ∈ ((i), (i)) for all i ∈ JN .
Proof. From the deﬁnition we have that
(i + 1)− f (i, (i + 1))(i) u¯(i)= u¯(i + 1)− f (i, u¯(i + 1)).
If there is at least one i0 ∈ JN such that (i0)= u¯(i0), we obtain by recurrence, that (i)= u¯(i) for all
i ∈ {0, . . . , i0}. Now the boundary conditions imply that (N)= u¯(N) and, by recurrence again,  ≡ u¯
in JN , which contradicts (H). 
Note that, as a consequence of this result, we have that m¯(i), M¯(i) ∈ ((i), (i)) for all i ∈ JN and
the sets (M¯(0), (0)] and [(0), m¯(0)) are nonempty.
Analogously to the proof of the previous result, one can prove the following one.
Proposition 3.2. Assume hypothesis (H) and (Hf ). Then we have that either m¯(i)=M¯(i) for all i ∈ JN
or m¯(i)< M¯(i) for all i ∈ JN .
Proposition 3.3. Suppose that conditions (H) and (Hf ) are fulﬁlled. Then m¯=mNm¯(0) and M¯ =MNM¯(0).
Proof. Suppose that m¯ = mNm¯(0), then mNm¯(0) < m¯ in JN and, from the uniqueness of the ﬁnal problems,
we conclude that mNm¯(0)(N)< m¯(N).
As consequence,mNm¯(0)(0)= m¯(0)= m¯(N)>mNm¯(0)(N), i.e.,mNm¯(0) is an upper solution of the periodic
problem (PN). Therefore, using Lemma 2.2, we conclude that such problem has extremal solutions in
[,mNm¯(0)] ⊂ [, ]. This fact contradicts that m¯ is the minimal solution of (PN) in [, ]. 
In the sequel we assume the following hypothesis on function f
(Hg) The following inequality holds for every i ∈ JN−1:
g−1i ([(i), (i)]) ⊂ [(i + 1), (i + 1)],
with  and  given in (H) and gi : R→ R deﬁned as gi(x)= x − f (i, x), for all i ∈ JN−1.
In the next result we prove some properties of the solutions of problems (P) and (P n ).
Proposition 3.4. Assume hypothesis (H), (Hf ) and (Hg). Let  ∈ [(0), (0)] and n ∈ {1, . . . , N} be
given. If un is a solution of problem (P n ), then un ∈ [|Jn, |Jn] ⊂ Rn+1 and there exists u a solution
of problem (P) such that un = u|Jn . Moreover, problem (P) has extremal solutions in the set of allfunctions u : N→ R.
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Proof. Fix  ∈ [(0), (0)], Lemma 2.2 says us that there exists u1 a solution of problem (P 1 ) that
belongs to the sector [|J1, |J1].
In consequence, using hypothesis (Hg), we have that every solution of problem (P 1 ) satisﬁes that
u1(1)= g−10 (u1(0))= g−10 () ∈ g−10 ([(0), (0)]) ⊂ [(1), (1)].
That is, all the solutions of problem (P 1 ) belong to the sector [|J1, |J1], and therefore m1 and M1
are the minimal and the maximal solutions respectively of the initial problem (P 1 ) in R
2 (not only in
[|J1, |J1]).
Repeating the argument for n ∈ {2, . . . , N}, we obtain that for all  ∈ [(0), (0)] every solution un
of problem (P n ) belongs to the sector [|Jn, |Jn].
Using the previous arguments we know that ¯ = uN (N) ∈ [(N), (N)] ⊂ [(0), (0)], thus, from
Lemma 2.2 again, we have that problem (P 1
¯
) has at least one solution u1
¯
. From the periodicity properties
of the function f , it is not difﬁcult to verify that the function u: JN+1 → R deﬁned as u(i) := u(i) for
all i ∈ JN and u(N + 1) := u1¯(1), is a solution of problem (PN+1 ).
By induction, we prove that problem (P) has at least one solution, such that u|Jn ∈ [|Jn , |Jn] for all
n ∈ {1, . . . , N}.
The fact that every solution un or (P
n
 ) is the restriction at the interval Jn of some solution u of problem
(P) is a direct consequence of condition (Hg).
The extremal solutions of (P), M and m, are given by the expressions M(n) = MNkn (in) and
m(n) = mN¯kn (in), with n = kn N + in, being kn ∈ N and in ∈ JN−1 the unique pair for which this last
equality holds, 0 = = ¯0 and k+1 =MNk (N), ¯k+1 =mN¯k (N) for all k1. 
Remark 3.1. Note that, as consequence of this result, every solution of problem (P n ) can be extended
to allN or, equivalently, every solution of problem (P n ) is the restriction of one solution of problem (P)
in the interval Jn. In particular, the extremal solutions of (P n ) are the restrictions to the interval Jn of the
extremal solutions of (P). Thus it is that we will denote as u both the solutions of problems (P n ) and
(P), but deﬁned in Jn or N in each case.
Here, we prove the following comparison result
Proposition 3.5. Assume that the hypothesis (H), (Hf ) and (Hg) hold. Let 1, 2 ∈ [(0), (0)] such
that 1< 2, then it is veriﬁed that m1(i)<m2(i) andM1(i)<M2(i) for all i ∈ JN .
Proof. We only prove the ﬁrst inequality, the other one holds analogously.
Due to the fact that 2 ∈ [(0), (0)], we have thatm2 ∈ [, ], and since (0)1< 2, we conclude
that  andm2 are a lower and an upper solution respectively of the initial problem (PN1 ), such that m2
in JN . In consequence, Lemma 2.2 implies that such problem has extremal solutions in [,m2]. Now,
taking into account that the minimal solution of problem (PN1 ) in [,m2] coincide with the minimal
solution of this problem in [, ], we arrive at m1m2 in JN .
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If there exists at least one i0 ∈ JN such that m1(i0)=m2(i0)= , we attain a contradiction with the
uniqueness of solution of the ﬁnal problem
u(i)= f (i, u(i + 1)), i ∈ Ji0−1, u(i0)= .
In consequence m1(i)<m2(i) for all i ∈ JN . 
Proposition 3.6. Suppose that conditions (H), (Hf ) and (Hg) are fulﬁlled. Then it is satisﬁed that
u(0)>u(N) for all  ∈ (M¯(0), (0)] and u(0)<u(N) whenever  ∈ [(0), m¯(0)).
Proof. Fix  ∈ (M¯(0), (0)]. From Proposition 3.4 we know that all the solutions u of problem (P)
satisﬁes that u|JN ∈ [, ]. Obviously u(0) = u(N). If u(0)<u(N), we have that the same holds
forM, the maximal solution of (P), which is, by Proposition 3.5, bigger than the maximal solution of
problem (PM¯(0)) and, as a consequence, than M¯ . ThereforeM is a lower solution of the periodic problem
(PN) and, using Lemma 2.2, we deduce that there is at least one periodic solution bigger than M and,
therefore, than M¯ ,which contradicts our assumptions over M¯ .
The case  ∈ [(0), m¯(0)) holds similarly. 
Proposition 3.7. Assume that hypothesis (H), (Hf ) and (Hg) are satisﬁed.Then the following assertions
hold:
(a) For all  ∈ (M¯(0), (0)], deﬁning the sequence {k}k∈N as 0 :=  and k+1 := Mk (N), k1,
we have that for all k ∈ N and i ∈ JN , it is satisﬁed that M¯(i)<Mk+1(i)<Mk (i)(i).
Moreover limk→∞Mk (i)= M¯(i) for all i ∈ JN and all  ∈ (M¯(0), (0)].
(b) For all  ∈ [(0), m¯(0)), deﬁning the sequence {¯k}k∈N as ¯0 :=  and ¯k+1 := m¯k (N), k1,
it is satisﬁed that for all k ∈ N and i ∈ JN (i)m¯k (i)<m¯k+1(i)< m¯(i). Moreover limk→∞
m¯k
(i)= m¯(i) for all i ∈ JN and  ∈ [(0), m¯(0)).
Proof. Fix  ∈ (M¯(0), (0)]. Since 0 :=  ∈ (M¯(0), (0)], using Propositions 3.5 and 3.6, we know
that
M¯(0)= M¯(N)MM¯(0)(N)<M0(N)=: 1<M0(0)= 0(0),
in consequence, using Proposition 3.5 again, we arrive at
M¯(i)MM¯(0)(i)<M1(i)<M0(i)(i).
The rest of this part of the proof follows by induction in k.
Given  ∈ (M¯(0), (0)], we have by the previous arguments that for all i ∈ JN , the sequence
{Mk (i)}k∈N is strictly decreasing and bounded from below by M¯(i) and, in consequence, it converges
to a function : JN → R, that satisﬁes (i) ∈ [M¯(i), (i)] for all i ∈ JN .
The fact that  is a solution of problem (PN) is a consequence of the continuity of the function f
and the deﬁnition of the sequence {k}. Since M¯ is the maximal solution in [, ] of problem (PN) we
conclude that  ≡ M¯ in JN .
Case (b) is analogous. 
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In the sequel, assuming that m¯ and M¯ are the unique solutions of the periodic problem (PN), we study
the behavior of the solutions of problem (P) with  ∈ (m¯(0), M¯(0)).
Proposition 3.8. Assume that conditions (H), (Hf ) and (Hg) hold. Suppose that m¯ = M¯ are the unique
solutions in [, ] of problem (PN), then if there exists 1 ∈ (m¯(0), M¯(0)) such that u1(0)<u1(N)
then u(0)<u(N) for all  ∈ (m¯(0), M¯(0)).
Proof. Assume the existenceof2 ∈ (m¯(0), M¯(0)) satisfying thatu2(0)>u2(N).The equalityu1(N)=
u2(N) is not possible because it contradicts the uniqueness of solutions of the ﬁnal problem. Thus, let
s <S be such that s =min{u1(N), u2(N)} and S =max{u1(N), u2(N)}.
In the sequel, we verify that the following inequalities hold
s > m¯(N)= m¯(0) and S < M¯(N)= M¯(0).
In fact, from Propositions 3.3 and 3.5, we know that for all i ∈ JN , it is satisﬁed that m1(i),m2(i)>
mm¯(0)(i)=m¯(i). On the other hand, since for every l ∈ {1, 2} and i ∈ JN it is satisﬁed thatml (i)ul (i),
we conclude that
s min{m1(N),m2(N)}>m¯(N)= m¯(0).
Analogously, one can verify that S < M¯(N)= M¯(0).
Now we suppose that s = u1(N) and S = u2(N).
We deﬁne the set A := {d ∈ [s, S]: u(0)<u(N) = }, with u = {u(0), . . . , u(N)} the unique
solution of the ﬁnal problem
(P ) u(i)= f (i, u(i + 1)); i ∈ JN−1, u(N)= .
Due to the fact that s ∈ A, we have that there exists A∗ := supA ∈ [s, S].
Now, deﬁne B := { ∈ [A∗, S]: u(0)>u(N) = }. Since S ∈ B we have that there is B∗ := inf
B ∈ [A∗, S].
Now, we prove that B∗ = A∗.
Assume on the contrary that B∗>A∗.
Fix  ∈ (A∗, B∗). Since >A∗ := supA,wehave that  /∈A, that is,u(0)u(N)=. In the sameway,
since <B∗ := inf B, we have that  /∈B and, in consequence, u(0)= u(N) = , i.e., u is a solution
of the periodic problem (PN). But, Proposition 3.5 says us that (i)< m¯(i)<u(i)< M¯(i)< (i) for all
i ∈ JN . Which contradicts that m¯ and M¯ are the unique solutions of problem (PN). Thus we conclude
that B∗ = A∗.
On the other hand, the fact that A∗ := supA implies that there exist a nondecreasing sequence,
{An}n∈N ⊂ A such that limn→∞An = A∗.
This real sequence induces another one {uAn}n∈N ⊂ RN+1, where uAn is the unique solution of the
ﬁnal problem (PAn). It is not difﬁcult to verify that the continuity of the function f ensures that this
sequence converges to uA∗ , the unique solution of the ﬁnal problem (PA∗).
Moreover, since {An}n∈N ⊂ A, we have that uAn(0)<uAn(N), and then uA∗(0)uA∗(N)= A∗.
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Using the reversed arguments as in the previous case, one can prove that the unique solution of the ﬁnal
problem (PB∗) satisﬁes that uB∗(0)uB∗(N) = B∗. Now, the fact that B∗ = A∗ implies that uA∗(0) =
uA
∗
(N). But it is not possible because Proposition 3.5 implies that a(i)< m¯(i)<uA∗(i)< M¯(i)< (i)
for all i ∈ JN , and then problem (PN) have at least three periodic solutions, in contradiction with our
assumptions.
The situation s = u2(N) and S = u1(N) is proved by using analogous arguments. 
Now, assuming that m¯ and M¯ are the unique solutions of problem (PN) in [, ] and m¯ = M¯ , we arrive
at the following property of such functions.
Proposition 3.9. Assume that conditions (H), (Hf ) and (Hg) are fulﬁlled. If m¯ and M¯ are the unique
solutions of (PN) in [, ] and m¯ = M¯ , then the following afﬁrmations hold
(a) If for all  ∈ (m¯(0), M¯(0)) it is satisﬁed that u(0)<u(N), then M¯ is the unique solution of the
initial problem (PM¯(0)).
(b) If for all  ∈ (m¯(0), M¯(0)) u(0)>u(N),then m¯ is the unique solution of the initial problem (Pm¯(0)).
Proof. First note that from the previous proposition, one of the two cases must be satisﬁed.
We only prove part (a).
From Proposition 3.3 we know that M¯ =MM¯(0). Suppose that M¯ = mM¯(0), then mM¯(0) < M¯ in JN .
From the uniqueness of solutions of the ﬁnal problem (P M¯(N)) and the deﬁnition of M¯ we have that
mM¯(0)(N)< M¯(N)= M¯(0)=mM¯(0)(0). Therefore, mM¯(0) is an upper solution of problem (PN).
Moreover, using Propositions 3.3 and 3.5, we obtain that
m¯(0)= m¯(N)=mm¯(0)(N)<mM¯(0)(N).
Now, let  ∈ (m¯(0), M¯(0)). From assumption (a) we have that m is a lower solution of problem
(PN). Using Proposition 3.5 we obtain that m<mM¯(0) in JN . Thus, as a consequence of Lemma 2.2,
we conclude that there exists at least one solution of the periodic problem (PN) in [m,mM¯(0)], in
contradiction with hypothesis (a). 
Now, we are in a position to prove the main result of this work. In which the asymptotic stability of
one solution of the periodic problem (P ) is warranted, whenever it admits at most two periodic solutions
starting at ((0), (0)).
Theorem 3.1. Assume that conditions (H), (Hf ) and (Hg) are satisﬁed. If problem (P ) has at most two
N-periodic solutions that start at the interval ((0), (0)), then one of them is asymptotically stable.
Proof. Suppose that m¯ = M¯ , the case of uniqueness holds similarly.
Assume that u(0)<u(N) for all  ∈ (m¯(0), M¯(0)).
As we have noted in Section 2, the N -periodic solutions of the problem (P ) are the extension to N of
the solutions of the problem (PN) (that are deﬁned only in JN ), moreover it is not difﬁcult to verify that
the extremal solutions of problem (P ) correspond with functionsM,m:N→ R deﬁned for all n ∈ N as
M(n) := M¯(in) andm(n) := m¯(in), being kn ∈ N and in ∈ JN−1, the unique pair such that n=knN+ in.
And thus, we will prove thatM is asymptotically stable.
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Let  ∈ (m¯(0), M¯(0)) be ﬁxed. From our assumption, u(0)<u(N) we have that function ¯ := m
is a lower solution of problem (PN). Moreover from Propositions 3.5 and 3.9 we deduce that
¯(i) := m(i)<mM¯(0)(i)= M¯(i)(i) for all i ∈ JN.
In consequence, M¯ is the unique solution of the periodic problem (PN) in [¯, ] and, in particular, it is
the minimal solution of (PN) in [¯, ].
Now we prove thatM is asymptotically stable.
Claim 1: M is stable:
Let > 0 be ﬁxed. For all i ∈ JN we consider sequence {m¯k (i)}k∈N, with ¯0 := ¯(0)=  and, for all
k ∈ N, ¯k+1 := m¯k (N).
From the fact that M¯ is the minimal solution of (PN) in [¯, ], reasoning as in the proof of Propo-
sition 3.7, we conclude that for all k ∈ N it is satisﬁed that ¯(i)m¯k (i)<m¯k+1(i)< M¯(i) and
limk→∞m¯k (i)= M¯(i).
In consequence, for all i ∈ JN there is ki ∈ N such that 0<M¯(i)−m¯k (i)<  for all kki .
Now, deﬁning l =max0 iN {ki}, for all i ∈ JN and k l, we have that 0<M¯(i)−m¯k (i)< .
Let now 1 =M(0)−m¯l (0)> 0 and  ∈ (M(0)− 1,M(0))= (¯l , M¯(0)).
From Propositions 3.5 and 3.7 we deduce that for the sequence {¯k}k∈N deﬁned as ¯0 :=  and, for all
k ∈ N, ¯k+1 := m¯k (N), it is satisﬁed that m¯l (i) <m¯k (i)< M¯(i) for all k ∈ N and i ∈ JN .
Therefore, for all i ∈ JN and k ∈ N we deduce that
0<M¯(i)−m¯k (i)< M¯(i)−m¯l (i) < .
Fix now u a solution of (P) and n ∈ N∗. Let kn ∈ N and in ∈ JN−1 be the unique pair such that
n= knN + in. Lemma 2.1 says us that there exists a sequence {k}k∈N such that ¯kk for all k ∈ N and
u(n)= u(knN + in)= ukn (in).
Using Proposition 3.5 we deduce that m¯kn (in)ukn (in).
On the other hand, since ukn (in)Mkn (in), we have that
u(n)= ukn (in) ∈ [m¯kn (in),Mkn (in)].
Thus, using Proposition 3.3 and reasoning as in the proof of Proposition 3.7, we arrive at Mkn (in)<
MM¯(0)(in)=M¯(in).Now, from thedeﬁnitionof the functionM weconclude thatu(n)Mkn (in)<M(n).
As a consequence of all the previous arguments we conclude that
0<M(n)− u(n)M¯(in)−m¯kn (in)< , for all n ∈ N
∗.
Analogously, considering for each i ∈ JN , the sequence {Mk (i)}k∈N, with 0 := (0) and for all
k ∈ N, k+1:=Mk (N), we get l¯ and 2 =Ml¯ −M(0)> 0 that ensure that if  ∈ (M(0),M(0) + 2),
then for all u a solution of (P) it is satisﬁed that 0<u(n)−M(n)< , for all n ∈ N∗.
Now, it is enough to take =min{1, 2}> 0 to deduce that for all  ∈ (M(0)− ,M(0)+ ) problem
(P) is solvable, and moreover |u(n)−M(n)|< , for all n ∈ N∗.
Thus the claim is proved.
Claim 2: M is asymptotically stable:
Since we know that it is stable, wemust verify that limn→∞(u(n)−M(n))=0 for all  ∈ (m(0), (0)].
Let > 0 be ﬁxed, and let  ∈ (m(0),M(0)). Reasoning as in the proof of Proposition 3.7, we know
that m¯k (i)< M¯(i) for all k ∈ N and i ∈ JN , where {¯k}k∈N is the sequence deﬁned in Claim 1, and,
moreover, limk→∞m¯k (i)= M¯(i).
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As a consequence, there is l ∈ N such that for all i ∈ JN and k l it is satisﬁed that 0<M¯(i)−m¯k (i)<.
Fix u one of the solutions of the initial problem (P). Taking n1= lN , we have that for all nn1, there
is a unique pair kn l and in ∈ JN−1, such that n= knN + in. Now, Lemma 2.1 ensures the existence of
a unique sequence {k}k∈N such that ¯kk for all k ∈ N and u(n)= ukn (in).
As in the proof of the previous claim, we prove thatM(n)>u(n)= ukn (in)m¯kn (in) for all nn1,
and we conclude that 0<M(n)− u(n)M¯(in)−m¯kn (in)<  for all nn1.
When  ∈ (M(0), (0)], it is proved, as in the previous case, the existence of l¯ ∈ N that ensures that
for all u a solution of (P) it is satisﬁed that 0<u(n)−M(n)<  for all nn2 := l¯N .
Now, deﬁning n0 =max{n1, n2}, we have that
|u(n)−M(n)|<  for all nn0.
That is,M is asymptotically stable.
If the other situation holds, that is u(0)>u(N) for all  in this interval, using similar arguments one
can verify that m is asymptotically stable. 
4. Optimality of the obtained results
In this section we present two examples in which we point out that Theorem 3.1 is optimal in the sense
that if we drop condition (Hg) or we allow that problem (PN) has more than two periodic solutions then
such result is not true in general. First we present an example in which f does not satisfy condition (Hg)
and Theorem 3.1 does not hold.
Example 4.1. Let f : N× R→ R be deﬁned as:
f (n, x)=
{2x + 3, if −∞<x − 1,
−x, if − 1x1,
2x − 3, if 1x <+∞.
Now, we study the existence of solution of problem (P1). It is easy to verify that u¯ : {0, 1} → R is a
solution of (P1) if and only if u¯ = {, } with  any ﬁxed point of the function g0. Since such function
has only 1=−32 , 2= 0 and 3= 32 as ﬁxed points, we have that problem (P1) has only three solutions:
m¯= {−32 ,−32 }, u¯= {0, 0} and M¯ = {32 , 32 }.
Now, let  = {−1,−1} and  = {1, 1}. It is obvious that they are a pair of lower and upper solutions,
not solutions, of problem (P1), that is, condition (H) holds. Condition (Hf ) is fulﬁlled because f :
N× R→ R is 1-periodic in the ﬁrst variable and f (0, ·) is continuous in [(1), (1)].
However, hypothesis (Hg) is not satisﬁed because
g−10 ([(0), (0)])= g−10 ([−1, 1])= [−4,−2] ∪
[−12 , 12] ∪ [2, 4] /⊂ [−1, 1] = [(1), (1)].
Note that u ≡ 0 is the unique 1-periodic solution of problem (P ) that satisﬁes u(0) ∈ ((0), (0))=
(−1, 1). Now, we see that it is unstable.
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To do it, it is necessary to take into account that the solutions of (P 1 ) are given by the following
expressions, in function on the values of  ∈ R.
• If <− 2, then S1 = {m1 = {, 3− } =M1 }.
• If =−2, then S1 = {m1−2 = {−2,−1}, M1−2 = {−2, 5}}.
• When  ∈ (−2, 2), we have that S1 = {m1 = {,−− 3}, u1 = {, 2 },M1 = {, 3− }}.
• If = 2, then S1 = {m12 = {2,−5}, M12 = {2, 1}}.
• If > 2, then S1 = {m1 = {,−− 3} =M1 }.
Consider the sequence {k}k∈N, deﬁned as 0 := 0 and for all k ∈ N, as k+1:=Mk (1). Using the
previous expressions, it is not difﬁcult to verify that k = (−1)k+13k for all k ∈ N.
From Lemma 2.1, we know that {k}k∈N induces the solutionM0 : N→ R of problem (P0), deﬁned
asM0 = {(−1)n+13n}n∈N∗ .
In consequence, for all n ∈ N∗, we have that
|M0(n)− u(n)| = |(−1)n+13n| = 3n3.
Then u ≡ 0 is unstable. 
In the second example, we present a problem (PN) that has exactly three solutions in [, ], all of them
unstable and, however conditions (H), (Hf ) and (Hg) hold.
Example 4.2. Let f : N× R→ R be deﬁned as
f (n, x)=


−2x, if −∞<x 13 ,
4x − 2, if 13x 23 ,
−2x + 2, if 23x <+∞,
for all n ∈ N.
As in the previous example, wewill study the stability of the solutions of problem (P1). It is not difﬁcult
to verify that the unique constant solutions of problem (P ) are given by m ≡ 0, u ≡ 12 andM ≡ 1.
Deﬁning = {−1,−13} and = {2, 43}, one can verify that assumptions (H) and (Hf ) are fulﬁlled.
Moreover
g−10 ([(0), (0)])= g−10 ([−1, 2])=
[−13 , 43]= [(1), (1)],
that is, condition (Hg) holds.
To study the stability of m, u andM we must obtain the expression of the solutions of problem (P 1 ),
with  ∈ [(0), (0)] = [−1, 2]. One can verify that they are given by
• If  ∈ [(0),m(0))= [−1, 0), then S1 = {m1 = {, 3} =M1 }.
• If =m(0)= 0, we have that S1 = {m10 = {0, 0} = m¯, M10 = {0, 23}}.
• When  ∈ (m(0),M(0))=(0, 1), we conclude that S1={m1={, 3}, u1={, 2−3 }, M1 ={, 2+3 }}.
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• If =M(0)= 1, then S1 = {m11 = {1, 13}, M11 = {1, 1} = M¯}.
• If  ∈ (M(0), (0)] = (1, 2], then S1 = {m1 = {, 2+3 } =M1 }.
Claim 1:m ≡ 0 is unstable:
Let the sequence {k}k∈N given by 0 := 0 and for all k ∈ N, k+1:=Mk (1). From the previous
expressions we have that for all k ∈ N, k+1 = 23 + k3 , and then k = 1− 13k .
Now, using Lemma 2.1, we know that the sequence {k}k∈N gives us the solution of problem (P0),
M0:N → R, deﬁned as M0(n):= n for all n ∈ N. Since limn→∞
(
1− 13n
) = 1, we attain that m is
unstable.
Claim 2: u ≡ 12 is unstable:
In this case, we deﬁne the sequence {k}k∈N, given by 0:=12 and for all k ∈ N, k+1:=mk (1).
Now, one can verify that k+1 = 13 k , and then k = 12·3k .
From Lemma 2.1 again, we have that the sequence {k}k∈N represents the solution of problem (P 12 ),
m 1
2
:N ∈ R, deﬁned asm 1
2
(n):=n for all n ∈ N. Now, from the fact that limn→∞ 12·3n = 0, we conclude
that u ≡ 12 is unstable.
Claim 3:M ≡ 1 is unstable:
Now, we consider {k}k∈N, given as 0:= 1 and for all k ∈ N, k+1:=mk (1). In this situation
k+1 = 13 k , and then k = 13k .
Since limn→∞ 13n = 0, Lemma 2.1 ensures thatM ≡ 1 is unstable.
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