ABSTRACT Compared with the single sensor tracking system, the multi-sensor tracking system has several advantages in target tracking, such as a larger field of view and higher tracking accuracy. Different from the multi-sensor filters based on the random finite set (RFS) theory, the product multi-sensor probability hypothesis density (PM-PHD) filter with a modified cardinality coefficient performs well in estimating the number of targets. Since the PM-PHD filter employs the iterative fusion structure, its state estimation is sensitive to the sensor parameters. Furthermore, to improve the cardinality estimation, the PM-PHD filter may estimate some false targets when miss-detection occurs. Addressing the above problems, this paper changes the fusion structure of the PM-PHD filter and presents a novel version of the PM-PHD filter. The main idea of the proposed algorithm is the combinations of measurement subsets and other factors. Both the cardinality estimation and the state estimation are obtained by fusing the target numbers and normalized PHDs of these combinations. Compared with other multi-sensor PHD filters, the proposed algorithm can handle the problems of miss-detection and false alarm effectively. Moreover, the simulation results and the theoretical analysis indicate that the new PM-PHD filter can deal with a harsh tracking environment.
I. INTRODUCTION
The multi-target tracking (MTT) algorithms have been used to deal with the measurement uncertainties and estimate the location, velocity, acceleration, number and trajectory of targets. The traditional MTT algorithms are mainly based on data association, such as global nearest neighbor (GNN) [1] , [2] , joint probabilistic data association (JPDA) [3] , [4] , multiple hypothesis tracking (MHT) [5] , [6] and their variances [7] , [8] . In general, above MTT algorithms can track the targets effectively. However, in the tracking environments with high target density and clutter density, the large computational complexity caused by data association has become the biggest obstacle to such algorithms. In this regard, Mahler combined the random finite set (RFS) [9] , [10] theory with the MTT algorithms, and proposed several methods to estimate the characteristics of targets without data association. At present, the most commonly used RFS filters are probability hypothesis density (PHD)
The associate editor coordinating the review of this manuscript and approving it for publication was Jiansong Liu. filter [11] , [12] , cardinality probability hypothesis density (CPHD) filter [13] and cardinality balanced MeMBer (CBMeMBer) filter [14] , [15] . The PHD filter is an approximate multi-target Bayesian filter. It is difficult to get the analytical solution of the PHD filter for the reason that the updating formulas of the PHD filter contain multiple integrals. To implement the PHD filter, Mahler and B.N. Vo proposed sequential Monte Carlo PHD (SMC-PHD) filter [16] , [17] and Gaussian mixture PHD (GM-PHD) filter [18] , [19] under nonlinear and linear conditions, respectively. With the increase of false alarms and miss detection, the cardinality estimation of the PHD filter becomes unstable. Therefore, Mahler proposed the CPHD filter which could update multi-target posteriori density and posterior cardinality distribution simultaneously. Although the CPHD filter performs better than the PHD filter in estimating the number of targets, it has a high computational complexity and delayed cardinality estimation. The MeMber filter [20] , [21] , which is originally proposed by Mahler, has the advantages of easy implementation and low computational cost. But it is only applicable to the tracking environment with high probability of detection and low clutter density. Furthermore, B.N. Vo indicated that the number of targets was overestimated by the MeMber filter and proposed the commonly used CBMeMBer filter. Although the MTT algorithms based on RFS can avoid data association, it is difficult to get the complete track of targets. Thus, the track maintenance issues are gradually noticed. In [22] - [24] , B.T. Vo and B.N. Vo combined the label space with the state space, and introduced the Labeled RFS and the Labeled Multi-Bernoulli RFS. Additionally, the Labeled MeMber (LMB) [25] and the Generalized Labeled MeMber (GLMB) [26] were proposed to estimate the state and track of targets simultaneously.
The above mentioned MTT algorithms are only applicable to single sensor. The single sensor tracking system is unstable and vulnerable to the tracking environment. Therefore, the multi-sensor solutions [27] attract the attention of researchers. The multi-sensor filters based on RFS are mainly applied to centralized fusion system [28] - [33] . In [28] , a multi-sensor PHD filter based on measurement clustering is proposed to handle the lack of statistical knowledge of the sensors. In [29] , a two-sensor PHD filter is proposed by Mahler, named General PHD filter. However, Mahler only gave the theoretical proof and updating formulas of the General PHD filter, and he did not implement the filter. In [30] , Nannuru derived the general form of the General PHD filter and proposed the General CPHD filter, and he also gave the Gaussian mixture implementation of these two filters. The General PHD and CPHD filters need to partition the measurements received by all sensors and traverse all possible measurement partitions. As the numbers of sensors and measurements increase, the computational burden of the filters increases rapidly. It affects the application of such filters seriously. In [11] , besides the PHD filter, Mahler also proposed an approximate multi-sensor PHD filter, named the iterated-corrector PHD (IC-PHD) filter. To avoid the data association in multi-sensor fusion, multiple single-sensor Bayesian filters are used in the IC-PHD filter to replace the multi-sensor multi-target estimation. Although the IC-PHD filter performs well in most cases, it still has some drawbacks. Comparing the tracking results under different sensor parameters, the performance of the IC-PHD filter is affected by the sensor order and probability of detection [31] . Addressing these problems, Mahler added a coefficient to the update formula of the IC-PHD filter and proposed the product multi-sensor PHD (PM-PHD) filter [32] . Although the coefficient can improve the cardinality estimation effectively, it is very difficult to be computed. In this regard, we presented an approximate solution for the coefficient and the Gaussian implementation for the PM-PHD filter [33] . Additionally, to deal with the problem that the coefficient had a negative impact on state estimation, a modified method was proposed by using the relationships between the Gaussian components, named the cardinality modified PM-PHD (CM-PM-PHD) filter. But limited by the assumptions of linear Gaussian mixture model (GMM), the CM-PM-PHD filter could not achieve good performance in the harsh tracking environment. This paper studies on the fusion structure of the PM-PHD filter, and a heuristic multi-sensor fusion method is presented. Measurements received by sensors and other factors are divided into several combinations. The cardinality estimation and the state estimation can be obtained by fusing the number of targets and the normalized PHD of the combinations, respectively. Compared with other multi-sensor PHD filters, the proposed algorithm is insensitive to the sensor parameters and not limited to the assumptions of linear GMM. The benefits of the proposed PM-PHD filter are verified by the simulations and theoretical analysis.
The rest of this paper is organized as follows. The RFS theory and the PHD filter are described briefly in Section II. The PM-PHD filter and the problem of state estimation are introduced in Section III. The heuristic multi-sensor fusion method based on the combination of factors is presented in Section IV. Simulation results and theoretical analysis are performed in Section V. Finally, Section VI gives the conclusions.
II. BACKGROUND
The MTT algorithms are mainly used to deal with the uncertainty of the target and measurement. The former refers to the change in the number of targets caused by target birth, spawn, miss-detection and death. The latter means that the source of the measurement cannot be determined. In other words, it is unable to determine that a measurement is generated by the target or clutter. Traditional MTT algorithms based on data association have a heavy computational burden. However, algorithms based on the RFS theory can weaken data association, and they can quickly and accurately estimate the state and number of targets. In this section, a brief description of RFS and the PHD filter is given.
In the multi-target motion model, the state set and the observation set at time k are represented by X k = {x 1 , . . . , x N k } and Z k = {z 1 , . . . , z M k }, respectively. Here, N k and M k denote the numbers of targets and measurements at time k.
Given a state RFS X k−1 at time k − 1, the state RFS X k at time k can be expressed by
Here, S k|k−1 (ξ ) represents the RFS of targets which still survive at time k from ξ ∈ X k−1 . B k|k−1 (ξ ) represents the RFS of targets spawned by ξ ∈ X k−1 . k represents the RFS of new targets which appear instantly at time k.
Given a state RFS X k at time k, the observation RFS Z k can be expressed by
Here, K k represents the observation set of clutter, and (ξ ) represents the observation set generated by the state ξ .
Let D k|k−1 (x) and D k (x) denote the PHDs of the predicted density p k|k−1 (x) and the posterior density p k (x) at time k, respectively. Then the posterior intensity can be derived by the PHD recursion,
Here, γ k ( · ) denotes the PHD of the birth RFS k at time k, b k|k−1 ( · |ξ ) denotes the PHD of the spawned RFS B k|k−1 (ξ ) at time k, and κ k ( · ) denotes the intensity of the clutter RFS 
Here, L i
is the pseudo-likelihood of the i th sensor, and
Combining (5) and (6), the update formula of the IC-PHD filter can be rewritten as
Furthermore, the updated formulas of the PM-PHD filter can be described as
Here, n is the possible number of targets, l i n , i = 1, . . . , s is the possible number of detected targets of the i th sensor,
is the elementary symmetric function [13] . Moreover, for any function h (x), we have
and
In the above equations, the superscript i denotes the sensor index, and a parameter with the superscript 1, . . . , s indicates that the parameter is determined by all sensors.
B. THE PROBLEM OF STATE ESTIMATION
Comparing the update formulas of the IC-PHD filter and the PM-PHD filter, it can be found that the biggest difference VOLUME 7, 2019 between the two filters is the coefficient φ v 1 k|k · · · v s k|k . Although the coefficient can improve the cardinality estimation, it has uncertain effects on the state estimation. Because the coefficient is a scalar and only changes the amplitude of the updated PHD. For example, there are four targets in the surveillance region, 'Target 3' and 'Target 4' are undetected by the s th sensor. This situation is described in Fig. 1 . In Fig. 1 , the updated PHD without φ v 1 k|k · · · v s k|k is denoted by red line, and the updated PHD of the PM-PHD filter is denoted by blue line. Suppose that the uncorrected weights of 'Target 1' and 'Target 2' are approximate 0.9, the uncorrected weights of 'Target 3' and 'Target 4' is approximately 0.1. Hence, the estimated number of targets is 2. The 'Target 3' and 'Target 4' cannot be estimated, because their weights are small than the threshold [19] . To maintain the cardinality estimation, φ v 1 k|k · · · v s k|k may be equal to 2. Then, the corrected number of targets is 4. However, 'Target 3' and 'Target 4' are still not estimated, because their weights are 0.2. Furthermore, in order to be consistent with the estimated number of targets, the PM-PHD filter estimates two false targets from 'Target 1' and 'Target 2'.
IV. THE TWO STEPS PM-PHD FILTER A. CARDINALITY ESTIMATION
Then, (10) can be rewritten as
Based on (14), (18), (19) , and (21), (9) can be rewritten as
Here,
Integrating both sides of (23) υ (x). From (8) and (27) , it can be observed that 1,...,s υ (x) is obtained by the IC-PHD filter, and thus the state estimation of the PM-PHD filter is still sensitive to the probability of detection and sensor order. To address the problem of state estimation, a new calculation method for 1,...,s υ (x) is described below.
B. THE PROBLEM OF STATE ESTIMATION 1) The combination of factors
To facilitate description, (11) can be rewritten as 
For example, suppose that
From (22), (28), (29) , and (31), it can be seen that
Nk|k is the result of multiple fusion process. Expanding the symbols and in (22) , (28), (29) , and (31) 
Here, c t denotes the t th possible combination that consists of different factors, and it is expressed by 2) The solution of state estimation Suppose that c t , t = 1, . . . , T has a corresponding normal- 
Here, w i n denotes the weight of the i th sensor, and it indicates the accuracy of measurements received by the i th sensor. However, it is difficult to determine the accuracy of measurements in 
Here, υ i z (x) is the normalized PHD of measurement z ∈ W i r,l i n . Since the factor n (n ≥ 0) is infinite, the number of combinations T is infinite, too. Therefore, 
1,...,s
In ( 3) The Multiple Fusion Process
In [33] , it is proved that the value range of n can be approximated by [n min , n max ]. Thus, (21) can be rewritten as
Similarly, (28) and (43) 
Then, the updated PHD at time k can be calculated by 
1,...,s 1,...,s
Here, 
V. SIMULATION RESULTS
The state transition model is described as
T is target state vector, x k and y k represent the planar position coordinates of the target,ẋ k anḋ y k represent their velocities, respectively. And
Here, (s) is the sampling period, and σ w = 10 is the standard deviation of w k .
The measurements of four sensors are given in Cartesian coordinates as follow
Here, the covariance matrix of observation noise v l k is
The Gaussian mixture implementations [19] of the TS-PM-PHD filter and other filters are compared in the simulation. In order to prune and merge the Gaussian components, the pruning and merging thresholds are set as T p = 1 × 10 −5 and U = 4, respectively. The maximum number of Gaussian components is J max = 100.
The optimal sub-pattern assignment (OSPA) [34] distance is used to evaluate the multi-target tracking performance,
Here, X = {x 1 , · · · , x m } and Y = {y 1 , · · · , y n } are arbitrary finite subsets, 1 ≤ p < ∞, c > 0 (see [34] for the meanings of these parameters). If m > n,d 
A. EXPERIMENT
The surveillance region is set at [−8000, 8000] × [−8000, 8000] m 2 , and the probability of survival is p S,k = 0.97. Six targets with different initial positions move in the surveillance region, and the setting of targets is shown in Table 2 . Fig. 3 shows the target trajectories.
The intensity of the birth Poisson RFS is described as
Here, T . The intensity of the clutter RFS is assumed to be
Here, λ i k is the clutter rate of the i th sensor, and U ( · ) is the uniform density over the surveillance region.
In this experiment, different parameters are used to verify the effectiveness of the TS-PM-PHD filter, such as the probability of detection, observation noise, and clutter rate. The setting of these parameters is given in Table 3 .. In Case 1-3, only one parameter is variable, and the other two parameters are fixed. Additionally, two different sensor orders are also considered here. In the first situation, the sensor with P D,k = 0.9 is the last update sensor, while in the second situation, it is the second one. The probabilities of detection of the other three sensors are P D,k = 0.99.
The estimated number of targets, OSPA distance and mean squared error (MSE) of number of targets for different sensor orders are shown in Fig. 4(a)-(c) , respectively. The Gaussian components estimated by different filters at k = 29s in the first sensor order (1 → 4) are illustrated in Fig. 5 . Table 4 gives the weights of 'Target 1-4' at k = 29s. The simulation results of different probabilities of detection, clutter rates, and observation noises are shown in and Fig. 6-Fig. 8 , respectively. The running time of the IC-PHD filter, the PM-PHD filter, the CM-PM-PHD filter and the TS-PM-PHD filter is given in Table 5 .
Since the TS-PM-PHD filter contains two complex multiple fusion processes, its running time is higher than other algorithms'. However, in Table 5 , the TS-PM-PHD filter can still meet the real-time requirements of multi-target tracking system. In Fig. 6(a) and (b) , it can be observed that the accuracy of state estimation of the CM-PM-PHD filter decreases rapidly when P D,k < 0.9. The TS-PM-PHD filter is insensitive to a changing probability of detection and performs well in estimating the state of targets. In Fig.4, Fig. 6 -Fig. 8 , the influence of different parameters and sensor orders on the TS-PM-PHD filter are lower than those of the other filters. Fig. 4 shows that the IC-PHD filter is seriously affected by the sensor order. In the IC-PHD filter, measurement set of each sensor updates the predicted PHD in turn. The updated PHD of one sensor is the predicted PHD of the next sensor. Therefore, the performance of the IC-PHD filter is mainly depends on the sensor at the end of the update order [31] . In other words, if one target is undetected by the last update sensor, it will still be undetected by the multi-sensor tracking system even if the target is detected by other sensors. In this experiment, targets are more likely to be undetected by the sensor with P D,k = 0.9 than other sensors. Since the sensor with P D,k = 0.9 is the last update sensor in the IC-PHD (1234) filter, targets are easily undetected by the multi-sensor system. Moreover, in the IC-PHD (1432) filter, targets undetected by the sensor with P D,k = 0.9 will be detected by the other two sensors. Therefore, the performance of the IC-PHD (1432) filter is much better than that of the IC-PHD (1234) filter. From Fig. 5(a) and (b) , we found that 'Target 1' is undetected by the sensor with P D,k = 0.9 at k = 29s, and it cannot be correctly estimated by the PM-PHD filter. However, Fig. 5(c) and (d) show that the CM-PM-PHD filter and the TS-PM-PHD filter can estimate 'Target 1' effectively. In Table 4 , the weight of 'Target 1' estimated by the TS-PM-PHD filter is 0.8032, and the weight of other targets is larger than 1. It seems that the TS-PM-PHD filter has the same disadvantage of the PM-PHD filter. To further explain this question, the difference between the PM-PHD filter and the TS-PM-PHD filter is discussed in detail below.
B. Difference between TS-PM-PHD and PM-PHD
Assume that there is one target, the probability of detection is independent of the state, the observation noise and the clutter rate are low. It is known by the update formula (4) of the PHD filter that the weight of targets can be approximated by
Then, for the case described in Fig. 8 , the weight of 'Target 1' estimated by the PM-PHD filter is approximated as 
The weights of 'Target 2' -'Target 4' estimated by the PM-PHD filter are approximated as
The weight of 'Target 1' estimated by the TS-PM-PHD filter is approximated as 
Here, n d and n m are the numbers of targets detected and undetected, and n m = 1,n d + n m = n. n is the number of targets, and n = 4. s d and s m denote the numbers of sensors which detect and miss detect the target, and s m = 1, s d +s m = s. s is the number of sensors, and s = 4. P D,k is the probability of detection of the last updated sensor. Fig. 9 shows the effects of P D,k on (63) -(65). In Fig. 9 , when P D,k = 0.9, the weights of targets calculated by (63) -(65) are basically consistent with that in Table 5 . It can be seen that P D,k has the greatest impact on W PM − PHD the TS-PM-PHD filter. Fig. 9 only considers the situation that single target is undetected by the last updated sensor. The following part will further study the situation that multiple targets are undetected by multiple sensors. To facilitate discussion, the probabilities of detections of all sensors are assumed to be the same and denoted byP D,k . Then, the weights estimated by the PM-PHD filter of the undetected targets can be approximated as Note that the PM-PHD filter is an improved IC-PHD filter. It is mainly determined by the last updated sensor that whether one target can be estimated or not. Therefore, n d and n m in (67) are the numbers of targets detected and undetected by the last updated sensor respectively, and n d + n m = n. s m is the number of sensors which miss detect the target continuously in reverse order. (67) indicates that w PM-PHD Miss-detection decreases rapidly and becomes extremely inaccurate with the increase of s m (s m s). Since the PM-PHD filter with larger s m performs poor, s m is set to be 1 here. Then, (67) can be rewritten as Similarly, the weight estimated by the PM-PHD filter of the detected targets can be approximated as
For the TS-PM-PHD filter, the weights of the undetected and detected targets can be approximated as
In (70) and (71), n d denotes the number of targets detected by all sensors, n m denotes the number of targets undetected by at least one sensor, and n d + n m = n. For a target, s d and s m denote the numbers of sensors which detect and miss detect the target, respectively, and Table 6 gives the influences of variables
In Table 6 , ↑ and ↓ denote increase and decrease respectively, and -denotes unchanged. To illustrate Table 6 intuitively, (68)-(71) can be rewritten by
Here, n = n m n denotes the ratio of undetected targets in all targets, and s = s m s denotes the ratio of the sensors which miss detect targets in all sensors. The curves of weights of targets estimated by the PM-PHD filter and the TS-PM-PHD filter with n and s are shown in Fig. 10-Fig. 13 . As shown in Fig. 10(a) , the weight of the undetected targets increases with the increase of n, and the PM-PHD filter begins to estimate the undetected targets correctly. However, in Fig. 10(b) , with the increase of n, the weight of the detected targets increases much faster than that of the undetected targets. And thus the PM-PHD filter may estimate multiple false targets. Fig. 10 and Fig. 11 show that the performance of the TS-PM-PHD filter is the same as that of the PM-PHD filter at the extreme case of s = 1. (74) and (75) indicate that the performance of the TS-PM-PHD filter is improved with the decrease of s. In Fig. 12 , when s = 0.25, the TS-PM-PHD filter can estimate the weights of the undetected targets and the detected targets effectively. Furthermore, false targets are not estimated by the TS-PM-PHD filter. In Fig. 13 , the undetected targets cannot be estimated by the TS-PM-PHD filter in a few cases ( s ≥ 0.6 and P D,k ≥ 0.7), but the weight of the detected target is still within a normal range. Therefore, targets can be estimated correctly by the TS-PM-PHD filter in most situations.
VI. CONCLUSION
In this paper, an improved version of the PM-PHD filter is proposed to modify state estimation. The proposed algorithm is dependent on the combination of factors, instead of the measurements. Firstly, the number of targets and normalized PHDs of all combinations are fused, respectively. Then, the state and the number of targets can be estimated by the fusion results, simultaneously. Theoretical analysis and simulation show that the proposed method is insensitive to the sensor parameters and performs well in both the state estimation and cardinality estimation. Some assumptions have been made to facilitate the implementation of the TS-PM-PHD filter, but these assumptions limit the application of the algorithm. In the future work, the proposed method will be used to deal with more practical engineering problems, such as partially/non-overlapped FoV [35] and heterogeneous sensor networks [36] . Therefore, we will take the detection probability, FoV, and observation noise of sensors into consideration when designing (40) and (44). He is currently a Lecturer with the School of Electronic Engineering, Xidian University. His research interests include machine learning, image processing, and target recognition.
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