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Resumen
Las tecnologías ópticas son el eje vertebrador de los sistemas de comunicación mod-
ernos que proporcionan acceso de alta velocidad a la Internet, interconexiones efi-
cientes entre centros de datos y dentro de ellos. Además, se están expandiendo hacia
campos de investigación crecientes y nuevos mercados como son las aplicaciones de
comunicaciones por satélite, los LIDAR (Laser Imaging Detection and Ranging),
la computación neuromórfica y los circuitos fotónicos programables, por nombrar
algunos. La fotónica de silicio está considerada y aceptada ampliamente como una
de las tecnologías clave para que dichas aplicaciones puedan desarrollarse. Como
resultado, hay una fuerte necesidad de estructuras fotónicas básicas integradas que
sean innovadoras, que soporten altas velocidades de transmisión y que sean más
eficientes en términos de consumo de potencia, a fin de aumentar la capacidad de
los circuitos integrados fotónicos de silicio.
El trabajo desarrollado y presentado en esta tesis se centra en el diseño y la car-
acterización de dispositivos avanzados pasivos y activos, para circuitos fotónicos
integrados. La tesis consta de tres capítulos principales, así como de sendas sec-
ciones de motivación y conclusiones que exponen los fundamentos y los logros de
este trabajo. El capítulo uno describe el diseño y la caracterización de un modulador
electro-óptico Mach-Zehnder incorporado en una unión pn vertical altamente eficien-
ciente que explota el efecto de dispersión de plasma en banda O. El capítulo dos
está dedicado al diseño y caracterización de una nueva geometría de dispositivo de
interferencia multimodo asimétrico y su aplicación en un modulador Mach-Zehnder.
El capítulo tres está dedicado al diseño y caracterización de innovadores cristales
fotónicos unidimensionales para aplicaciones de modulación con luz lenta. Se pre-




Les tecnologies òptiques són l’eix vertebrador d’aquells sistemes de comunicació
moderns que proporcionen accés d’alta velocitat a la Internet, així com intercon-
nexions eficients inter i entre centres de dades. A més a més, s’estan expandint
cap a camps d’investigació creixents i nous mercats com són les aplicacions de co-
municacions per satèl·lit, els LIDAR (Laser Imaging Detection and Ranging), la
computació neuromòrfica i els circuits fotònics programables, entre d’altres. La
fotònica de silici és considerada i acceptada àmpliament com una de les tecnologies
clau i necessàries perquè aquestes aplicacions puguen desenvolupar-se. Per aquest
motiu, es fa necessària l’existència d’estructures fotòniques bàsiques integrades que
siguen innovadores, que suporten altes velocitats de transmissió i que siguen més
eficients en termes de consum de potència, a fi d’augmentar la capacitat dels cir-
cuits integrats fotònics de silici. El treball desenvolupat i presentat en aquesta tesi
se centra en el disseny i la caracterització de dispositius avançats passius i actius,
per a circuits fotònics integrats. La tesi consta de tres capítols principals, així com
d’una secció de motivació i una altra de conclusions que exposen els fonaments i els
assoliments d’aquest treball. El capítol u descriu el disseny i la caracterització d’un
modulador electro-òptic Mach-Zehnder incorporat en una unió pn vertical d’alta efi-
ciència que explota l’efecte de dispersió de plasma en la banda O. El capítol dos està
dedicat al disseny i caracterització d’una nova geometria de dispositiu d’interferència
multimode asimètric així com a la seua aplicació en un modulador Mach-Zehnder.
El capítol tres està dedicat al disseny i caracterització d’innovadors cristalls fotònics
unidimensionals per a aplicacions de modulació amb llum lenta. S’inclou també una




Optical technologies are the backbone of modern communication systems providing
high-speed access to the Internet, efficient inter and intra-data center interconnects
and are expending towards growing research fields and new markets such as satel-
lite communications, LIDARs (Laser Imaging Detection and Ranging) applications,
Neuromorphic computing, and programable photonic circuits, to name a few. Be-
cause of its maturity and low-cost, silicon photonics is being leveraged to allow these
new technologies to reach their full potential.As a result, there is a strong need for
innovative, high-speed and energy-efficient photonic integrated building blocks on
the silicon platform to increase the readiness of silicon photonic integrated circuits.
The work developed and presented in this thesis is focused on the design and char-
acterization of advanced passive and active devices, for photonic integrated circuits.
The thesis consists of three main chapters as well as a motivation and concluding
sections exposing the rationale and the accomplishments of this work. Chapter one
describes the design and characterization of an electro-optical Mach-Zehnder mod-
ulator embedded in highly efficient vertical pn junction exploiting the free-carrier
dispersion effect in the O-band.. Chapter two is devoted to the design and charac-
terization of a novel geometry of asymmetrical multimode interference device and
its implementation in a Mach-Zehnder modulator. Chapter three is dedicated to
the design and characterization of innovative 1-dimensional photonic crystal designs
for slow- lightmodulation applications. An extensive analysis of the main trade-off
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Motivations
Since the discovery of the transistor in 1947, Electronics has become a pervasive
technology in our modern lives. Photonics, on the one hand, is the technology that
has allowed the modern fiber optics-based internet, the invention of the LASERs and
many types of lightning devices commonly used in our everyday lives, as well as bio-
medical, imaging systems to improve global healthcare. Both technology are facing
significant challenges, however, many roadmaps and already exisiting technologies
show that taking the best of both world is the way to go. It is already seen in the
Telecom and Datacom world where the ever-exponential need for large bandwidth
in telecom and data centres, handheld devices and IoT (Internet of Things), and the
resulting increase in power consumption require new technologies and integration to
face this new challenge (Fig. 1) [1].
(a)
Figure 1: Big data traffic market forecast [1].
Silicon photonics is widely accepted as a key technology for the next generation
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of telecommunication systems and data interconnects [2], due to incredible ad-
vantages that integration of photonics and CMOS (complementary metal-oxide-
semiconductor) will bring in terms of integration, high data rate and low-cost man-
ufacturing costs, which comes using the conventional silicon integrated circuit in-
frastructure.
The high potential of photonic integrated circuits (PIC) was firstly recognized by
the first studies in the mid-80s during the investigation of waveguides on silicon-
on-insulator (SOI) wafer structures [3]. The first applications came during the 90s
for the sensor market and wavelength-division-multiplexing (WDM) telecommunica-
tions products [4]. These first applications, even if not ground-breaking, proved the
feasibility of PICs and their commercial potentials and opened the road for future
technologies based on silicon photonics and CMOS integration.
The SiPh market is forecasted to grow from 4 billion dollars in 2018 to around
19 billion dollars in 2024, with volumes increasing from around 30 million units to
around 160 million units, in the same time frame [5] (Fig. 2). The growth of this
market can be attributed to rising demand for silicon photonics in data centres and
the growing requirement of high bandwidth and high data transfer capabilities.
(a)
Figure 2: Forecast for silicon photonics market [5] (Silicon Photonics 2018 Report).
Therefore this field requires further development to achieve the target and be able
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to cope with the continuous growing demand of the market. As a result of this,
the requests and needs for new and more efficient designs are always present. This
work aims to investigate, propose and realise novel passive and active components
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In this chapter we present the design and characterization of a Mach-Zehnder mod-
ulator (MZM) featuring a vertical pn junction, which exploits the free-carrier dis-
persion effect for the modulate a continuous-wave optical signal.
1.1 Introduction
Silicon photonics modulators have been in development for more than a decade
since the first reported finding regarding the GHz modulation frequency in a SOI
waveguides [1, 2]. Driven by increased requirements for IoT (Internet-of-Things)
[3], big data applications [4] and high-performance computing [5], SOI modulators
have been investigated and used to accomplish the high modulation efficiency, larger
bandwidth, low loss and low power consumption and advanced modulation format
these application requires. Moreover, as the circuitry of a transceiver consumes the
majority of the available optical power link, silicon photonics modulators, with their
high modulation efficiency, play an important role for saving power consumption and
therefore allow the realization of energy-efficient PICs.
Most of current SOI modulators can achieve up to tens of GHz of electro-optic
bandwidth through the optimization of modulation mechanics, doping profiles and
driving electrodes, together with advanced and precise process techniques. Mono-
lithic integration of SOI modulators with coupled drivers built in CMOS processes
have been reported in [6, 7, 8], allowing commercially available transceiver modules
featuring data transmission of up to 100 and 400 Gb/s, which is in line with the
7
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data centre application roadmap [9, 10, 11, 12].
Mainly, the properties of silicon can be changed by properly changing the real and
imaginary parts of the refractive index. The two most common methods for en-
gineering the refractive index in SOI modulators are: the thermo-optic effect and
the plasma dispersion effect. The thermo-optic effect is usually used in low-speed
optical switches [13, 14] or phase control driven by slow electrical signals [15]. The
high-speed silicon photonics modulators are operated based on the plasma disper-
sion effect. The changes of refractive index and absorption, due to the variation
























where q, c, 0, n, and λ0 are the elementary electronic charge, speed of light in
vacuum, permittivity of free space, unperturbed material refractive index, and light
wavelength in vacuum, respectively. ∆Ne and ∆Nh are the respective concentration
change of electrons and holes. Two material parameters, conductivity effective mass
m∗ce, m∗ch and mobility µe, µh for electron and hole, respectively, differentiate the
plasma dispersion effect in different materials.
In general, SOI modulators can be divided mainly in three different types: car-
rier depletion, carrier injection and, the less common, carrier accumulation modula-
tors. The three most common parameters for describing the performances of silicon
photonic phase shifters: propagation losses, modulation bandwidth and modulation
efficiency.
Usually, the most common way to take advantage of the different types of silicon
photonic modulators is the Mach-Zehnder interferometers (MZI), which converts the
change of the phase shifts of two arms into the change of the MZI output amplitude
via constructive or destructive interferences. The basic structure of doping regions
in carrier-depletion phase shifter can be divided into three main categories: vertical,
horizontal and interdigital PN junction.
In this work, we used a carrier depletion featuring a vertical p-n junction, which gives
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the best modulation efficiency to maximize the extinction ratio in a symmetrical
Mach-Zehnder interferometer, featuring a broad optical bandwidth, that is discussed
in the following sections.
1.2 Design Passive Components
In this section, the passive building block of the silicon modulator are briefly pre-
sented. The components are:
• Strip and rib waveguides
• Rib-to-strip transitions
• 90° bends, both rip and strip
• 1x2 MMI
Waveguides are the building block of a photonic circuit. For this specific design,
two different geometries of waveguides, strip and rib, have been used. In photonic
integrated circuits, the first aspect that has to be taken into account is to ensure
the single mode operation of the waveguides. This is mandatory to rule out the
creation of higher order modes, which would degrade the optical signal clarity prop-
agation through the photonic integrated circuit. Mainly, this aspect is obtained by
controlling the width of the waveguide, because the thickness of the SOI is usually
fixed and can’t be changed. The other important aspect is to minimize, as much as
possible, the propagation losses of the waveguides.
In the O-band, strip waveguides have a single mode behavior up to a width of ∼620
nm for a thickness of 220 nm of SOI, as shown in Fig. 1.1(a). For this specific
layout, a nominal width of 400 nm has been chosen which allows the bend radius to
be reduced, lowering as a result the footprint of the entire chip.
This work requires the use of rib waveguides, which are essential for the imple-
mentation of a vertical pn junction in the Mach-Zehnder modulator’s phase shifter.
Similarly to strip waveguides, the designed rib waveguide has a thickness of 220 nm,
however, the edges of the waveguide are not fully etched, instead the etch depth is
70 nm. The chosen width is 400 nm, which ensure a single mode operation also in
this case. However, as depicted by Fig. 1.1(b), the transition from single mode to
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(a) (b)
Figure 1.1: The graphs shows the variation of effective refractive index of a (a) strip waveguide
and (b) rib waveguide at its width variation. For the strip waveguide the change in regime, from
single mode to multimode is quite abrupt. On the other hand for the rib waveguide the transition
is smoother. Therefore, the actual field distribution of the optical mode is required in order to
better understand the real behavior of the waveguide, and its transition to the multi-mode regime.
multimode occurs width a lower width, due to the presence of the slab. So it’s fun-
damental to have information over the field distribution in order to ensure the single
mode operation of the waveguide. As it’s shown in Fig. 1.2, at 400 nm the field
distribution of the first order mode is mainly in the slab. However, it’s important
to underline the fact that this solution of the mode solver describes a non-guided
mode, which ensures that the rib waveguide with a width of 400 nm is single mode.
Due to the presence of both type of geometries, the use of rib-to-strip converters
and viceversa is requested to ensure a smooth transition, minimizing the losses and
maintaining the single mode behavior. They have been simulated using BPM and
3D-FDTD, in both direction of propagation, resulting in a length of 15 µm for both
direction and its losses can be considered negligible.
Subsequently, the 90° bends have been optimized for both strip and rib geometries.
In general, waveguide bends exhibit two main sources of losses: propagation losses
due to sidewall roughness and other process/material dependent effects as well as
bending losses which are inherent to the bend and radius itself. Conventional circu-
lar deep-etched 90º turns at 1550nm exhibit a well know 1/r loss dependence which
holds near 1310 nm wavelength. Low loss turns with radii as low as 1, 2 and 5 µm
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(a) (b)
Figure 1.2: Field distribution at 400 nm in a rib waveguide for the (a) fundamental and (b) first
order mode. One can observe that the field distribution of the first order mode is mainly in the
slab, which describe a situation in which the mode is not supported. Therefore the waveguide is
single mode at 400 nm width.
across the entire 1325-1550 nm range were demonstrated in a deep etched waveguide
configuration, having propagation losses respectively of 0.086±0.005, 0.013±0.005,
and 0±0.005 dB/bend [17]. However, between 1270 and 1325 nm the losses seem to
increase reaching values of 0.05 dB for both 2 and 5µm radii and >0.1 dB for 1 µm.
It must be noted that these bends do not include any optimization and therefore
may be subject to additional mode radiation at the transition between the bend out-
put/input and the straight waveguide. One of the traditional ways is to compensate
this by introducing an offset, shifting the centerline of the bent waveguide slightly to
the center of the bend, compared with the centerline of the straight waveguide. The
resulting offset is only a few nanometers and usually lies below the resolution limits
of deep-UV steppers. In order to reach a compromise between loss and footprint we
chose 10 µm as a safe value for the radius of the strip waveguides operating within
the 1270nm-1330nm wavelength range.
Rib shallow-etched waveguide bends suffer also from slab leakage losses, which are
produced by the optical coupling to the lateral slab and they are highly dependent
from slab geometry and radius, as shown in Fig. 1.3. Near 1550nm, it has been
shown that the singular refractive index distribution of a standard rib waveguide
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(a)
Figure 1.3: a) Equivalent refractive index profile (n) of a rib waveguide bend versus radius (r)
and b) schematic representation of the sources of losses in a rib bend waveguide. Namely, bending
losses (Green arrow pointing towards the outer part of the bend, higher r values) and leakage
losses produced by coupling to the slab mode (yellow arrows). Mode profiles for c) 20 µm radii. A
pronunced modal asymmetry can be observed.
bend, associated with the presence of the slab, mitigates in some cases the bending
losses in a certain range of bend radii and hence produces a local minimum loss
region for small radii [17]. This allows rib bends radii to be only 25µm which with
losses around 0.09 dB. Ignoring these interesting fact shifts the next practical radius
to around 500 µm with the same losses. Following the same method and modelling
tools, rib bends around near 1310nm were simulated showing a similar tendency, but
shifted to larger radiis (50µm-60 µm) with a pronounced local minimum, as shown
in Fig. 1.4. Bends loss are prohibitive below 30 µm, but become quickly very low
(∼0.003 dB) and comparable to strip bend losses for radii over 50 µm, which is the
value that our specific design.
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(a)
Figure 1.4: Shallow-etched bend loss vs radius; a local minimum can be observed when the radius
is near ∼60 µm.
The last building block is the Multimode interference (MMI), which are commonly
used in modern photonic devices and optoelectronics integrated circuits, thanks to
their compactness, large bandwidth, overall low losses and robustness against fab-
rication variations. The designed MMIs feature a rib geometry, with an etch depth
of 70 nm, as in the case of the phase shifter. In order to fulfill compactness re-
quirements and allow relaxed fabrication process tolerances, the dimensions (Lmmi
* Wmmi) of the multimode section are 8.6 µm * 2.5 µm. The device has been sim-
ulated using 3D-FDTD and BPM. Additionally, the tapers of the MMI have been
engineered to maximize the ingoing and outgoing light from the multimode region,
and are symmetric at the input and asymmetric at the output. The choice of using
asymmetrical tapers is mandatory in order to avoid the presence of sharp corners on
the device, reducing accordingly the losses caused by the roughness induced by the
fabrication process. The overall losses of the symmetrical MMI are around ∼0.3-0.4
dB, with the desired 50:50 splitting ratio.
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1.3 Phase shifter and modulator design
The phase shifter (PS) and modulator design follows these steps:
1. Fabrication process simulation of the phase-shifter
2. DC simulations
3. Transient regime
4. Analytical design of the modulator
It is important to underline that the phase shifter fabrication process, DC simu-
lations and transient responses have been simulated using ATHENA and ATLAS,
respectively process and device simulator by Silvaco. Instead, the theoretical re-




Figure 1.5: The pictures summarises the mainly steps in the simulation of the phase shifter
fabrication process. (a) Implantation of the dopants for the creation of the pn junction. (b)
Definition of the waveguide. (c) Implantation of the doped regions. (d) Oxide windows opening
and final metallization. The pictures have been obtained from Silvaco (Appendix B).
The fabrication process simulation is briefly summarized in Fig. 1.5. (a) Starting
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from a 220 nm thick silicon slab on top of a 3 µm, the process starts with the defini-
tion of 3 µm wide pn junction, through the creation of an opening of the same width,
followed by the dopants implantation. (b) Then, the 400 nm waveguide is created
with a depth-etch of 70 nm. (c) The heavily doped regions are then created and the
dopant electrical activation is performed through Rapid Thermal Annealing (RTA).
It is actually in this phase of the fabrication that the width of the pn junction is set.
(d) The fabrication simulations is then ended creating the oxide windows opening
and performing the final metallization.
The number of design parameters that have to be taken into account when designing
a phase shifter can be manifold. However, due to geometry constraint, such as the
width of the waveguide and depth of the etch step, target performance (high-speed,
low driving voltage) and secondary optimization, i.e. the energy of implantation,
the variables have been reduced to two: doses of the doping and width of the pn
junction.
The implantation energies have been set to: 30 keV for p++/n++ regions, 100 keV
(p doping) and 150 keV (n doping). The low energies for the heavy doped regions
is required sto ensure ohmic contacts at the interface between the silicon and alu-
minium. The p and n regions values have been optimized in order to allow for a
clear separation of the two regions, maximizing as a result the efficiency of the phase
shifter as a result.
The target speed of the modulator requires the use of high doping levels with con-
centrations of the order of ∼1018. As a result, after careful studies, 8 different
combinations of p-n implantations, to achieve the desired concentrations, have been
taken into account for the realization of the phase shifter, and they are summarized
in Table 1.1.
The PS performance is first evaluated under static conditions with reverse bias
spanning from Vin=0 V to Vfin=-5 V. When a reverse bias is applied to the pn
junction, the space charge region width increases as the carriers are depleted from
the junction. This variation in the concentration of carriers induces a change in the
refractive index of the silicon [16] as a function of the applied reverse bias voltage.
This produces a change in the effective index of the optical mode, which results from
the overlap between the optical mode and real refractive index distributions of the











Table 1.1: This table displays the doses that have been taken into account for the design of the
phase shifter.
waveguide.
These changes affect both the real and imaginary components of the effective index,
determining changes in the phase and propagation losses, respectively, of the PS.
An example of this behaviour can be observed in Fig. 1.6.
When the reverse bias increases the effective index has a positive increase when
(a) (b) (c)
Figure 1.6: These figures exemplify (a) effective refractive index change, (b) propagation losses
and (c) FOM trend at the increase of the reverse bias voltage for a standard carrier depletion
plasma phase shifter with doping of 4·1013 - 5·1013.
compared to the unbiased regime, which translates into a phase increase. Moreover,
the losses decreases at the rise of the biased voltage. On the other hand, the FOM




Figure 1.7: These graphs summarize (a) effective refractive index change, (b) propagation losses
and (c) FOM at increased reverse bias voltage of the phase shifter for the eight implantation doses
under investigation, which are summarized in Table 1.1.
denoted as the VpiLpi decreases as the reverse bias voltage increases.
This kind of analysis has been carried out for all eight the above mentioned doping
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doses and the results are summarized in Fig. 1.7. It is possible to observe that, for
each one of the quantities under investigations, an increase in doping doses deter-
mines a different effect.
Figure 1.7(a) shows that as, the doping doses increases, the effective index change is
more prominent when a reverse bias voltage is applied. This trend can be ascribed
to by the higher level of carriers and the subsequent strength of the electric field
induced by the higher doping concentration levels. Interestingly, for lower doses the
∆neff reaches a plateau for V < -3, which has to be ascribed to the inability of
further extract carriers from the pn junction due to the low doping concentrations.
Indeed, the depletion width is larger for lower doping concentrations, and as the
voltage increases, the pn depletion is enlarged accordingly and quickly reaches the
Si/SiO2 interfaces, resulting in a saturation effect. This effect is well described in
[19].
These low doping concentrations have also a direct effect over the losses in the phase
shifter. As depicted in Fig. 1.7(b), the losses increase when increasing the implanta-
tion doses: from as low as below 1 dB/mm (5·1012 - 7·1012) up to ∼7 dB/mm (6·1013
- 8·1013). Moreover, as expected, one can clearly observe that the losses are reduced
as the reverse bias voltage is increased, due the decrease free-carrier concentration.
Similarly to the refractive index change, the efficiency (VpiLpi) gets better (Fig.
1.7(c)), with values as low as 0.3 - 0.4 V·cm, when the doping doses are increased.
It is interesting to observe that the FOM’s values increase slightly when the reverse
biased is increased. However, for the three lower doping doses, the efficiency worsen
as the reverse bias increases, due to their inability of further extract carrier when
the doping is relatively low.
Other important quantities, that have to be taken into account for the design, are
the time responses (τfall and τrise) of the pn junction when a reverse bias voltage is
applied. Transient simulation have been performed in order to estimate the available
bandwidth at our disposal for the final MZM. Table 1.2 summarises the results for
all 8 implantations under investigation for a width of the pn junction of 1.6 µm.
They show a clear trend: higher implantation doses determines lower τfall and τrise,
which are mandatory in order to achieve the desired high speed performances. On
the other hand, as shown previously, higher doping also increases the propagation
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Doping Doses τrise τfall
(p - n) (cm−2) (ps) (ps)
1.5·1013 - 2.5·1013 62 66
1·1013 - 2·1013 83 93
2·1013 - 3·1013 42 54
4·1013 - 5·1013 30 42
6·1013 - 8·1013 29 39
7·1013 - 5·1013 29 38
5·1012 - 7·1012 72 123
9·1012 - 1·1013 60 81
Table 1.2: This table summarizes the doses that have been taken into account for the design of
the phase shifter.
losses of the phase shifter, so a trade-off between overall efficiency and losses has to
be found.
(a) (b)
Figure 1.8: These graphs show (a) the dependance of the rise and fall time of the phase-shifter
and (b) propagation losses at the increase of the pn junction width.
The last important variable that has to be properly designed is the width of the pn
junction, which has significant effects on the performance of the phase shifter. An
example can be observed in Fig. 1.8, which shows that the phase shifter’s speed
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and losses are greatly dependant on the geometry. A reduction in width of the pn
junction decreases significantly τfall and τrise, allowing in this way the design and re-
alization of high speed SOI modulators. This change in geometry has the drawback
to increase also the propagation losses of the phase shifter, which increase as the
pn junction width decreases. This trend is caused by the increased overlap of the
optical mode with the highly doped regions. As a consequence, a trade-off between
the two quantities is required and this aspect is fundamental for the proper design
of the desired modulator, especially taking into consideration the trade-off required
between losses and efficiency that is highly dependant upon the implantation doses.
Figure 1.9: The graphs show the transient responses of the phase shifter in the two different
regimes at which they are driven for their implementation in the MZM.
Therefore, for the design of a high-speed and highly efficient modulator the first
two main parameters that have to be determined are the doping doses and the pn
junction width. Following the previous discussion, for this specific layout, it has
been chosen to use the 4·1013 - 5·1013 doping dose and set the width of the phase
shifter to 1.2 µm. Moreover, in order to reduce as much as possible the overall device
footprint, the MZM will be operating in a push-pull configuration, where in each
one of the arm of the Mach-Zehnder Interferometer a phase shifter is present, and
each one operates within different voltage ranges. The device have been optimized
for operations at VDC set to -1.6 V for the "on-state", thus biasing the phase shifters
of the MZM in a reverse bias regime, and applying voltage swings of Vpp 2.5 V. Op-
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eratively, the two phase shifters have been biased in two different regions, namely
-2.85 V and -0.35 V, and then the 2.5 V voltage swings will be applied. Figure 1.9
represents the transient responses of the phase shifter in the two different regimes.
A fast transient response can be observed, on the order of 20 ps, is achieved. No-
ticeably, these rise and fall times ensure the capability of the designed MZM to be
able to operate at 25 GHz [20, 21].
Yet, it is important to point out that the different operating biases determine dis-
tinct values of rise and fall times. At lower biases the transient response of the
phase shifter is faster (Fig. 1.9(a)) then to operations below the pn junction thresh-
old regime or biases between to 0 V and +0.8 V (Fig. 1.9(b)) [22]. Nonetheless,
a higher depletion voltage decreases the efficiency of the phase shifter, which is
measured in terms of ∆neff . This trade-off between speed and efficiency has to be
carefully studied and analysed in order to allow for a precise design of the modula-
tor.
Therefore, the asymmetrical behaviour of the MZM has profound effect in the final
step of the design of the modulator, where the length of the MZM has to be deter-
mined. For this reason, a final tuning of the modulator has to be done, taking into
account the specifications, in terms of losses and extinction ratio of the MZM, which
are mainly determined by the platforms and applications in which the device will be
utilized. For the design under investigation, a final length of 930 µm has been chosen.
To better understand the various aspects of the MZM design, a more extensive anal-
ysis has been carried out to compare the selected specifications with other possible
variations, namely with other doping profiles. They have been compared to the
inverted of p and n-type implantation doses.
For the desired application, a target extinction ratio of 3.5 dB is set. As a result,
the required length to achieve the specified value is calculated, together with the
resulting IL. Table 1.3 and 1.4 summarize the results, respectively for the DC and
RF cases. From table 1.3, one can observe how a lower doping profile requires a
longer phase shifter to be able to reach the desired ER, in accordance with the simu-
lations previously presented. Additionally, a lower doping concentration determines
a reduction in the overall IL of the modulator. However, as expected, an higher
doping profile induces a better FOM and a smaller footprint of the device. Thus, a
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Doping Doses Lmod(DC)(mm) IL @ DC (dB) FOM
(p - n) (cm−2) (ER=3.5 dB) (ER=3.5 dB) (V·cm)
6·1013 - 8·1013 0.644 4.62 0.22
4·1013 - 5·1013 0.772 3.75 0.26
Table 1.3: This table summarizes the specifications in DC for the two doses under investigation.
Doping Doses Lmod (∼18 GHz) (mm) IL @ ∼18 GHz (dB) FOM
(p - n) (cm−2) (ER=3.5 dB) (ER=3.5 dB) (V·cm)
6·1013 - 8·1013 0.839 6.12 0.26
4·1013 - 5·1013 1.034 5.17 0.33
Table 1.4: This table summarizes the specifications at high frequency for the two doses under
investigation.
trade-off, expecially between insertion losses and efficiency of the modulator has to
be taken into account.
It is worth noting that the performance at higher frequencies becomes worse. In-
deed, in order to obtain the desired ER, a longer phase shifter is needed, and this
increase is more pronounced when the doping doses are decreased. Quantitatively,
this increase can be estimated in roughly ∼30-35%. This aspect can be physically
justified by the fact that, for carrier depletion modulator, the efficiency decreases as
the driving frequency increases, which consequently decreases the ∆nEff produced
by the phase shifter itself. Therefore, this lower performance have to be compen-
sated by increasing the total length of the modulator.
Also, tables 1.5 and 1.6 show how an increase of the desired ER affects the footprint
and IL of the devices, both in DC and RF regimes. It is expected that increasing
the target ER gives, as a result, longer phase-shifter, to which are associated also
higher insertion losses.
Overall, these tables shows again the complexity of designing a phase shifter and the
numerous parameters that have to be taken into account for its design for a specific
application. Mainly, the E/O bandwidth, modulation efficiency and insertion losses
have to be considered since they are directly linked with the speed of the photonic
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Doping Doses ER = 3.5 dB ER = 5.0 dB ER = 7.0 dB
(p - n) (cm−2) Lmod (DC) (mm) Lmod (DC) (mm) Lmod (DC) (mm)
IL (dB) IL (dB) IL (dB)
6·1013 - 8·1013 0.644/4.62 0.749/5.38 0.855/6.13
4·1013 - 5·1013 0.772/3.75 0.899/4.37 1.026/4.98
Table 1.5: This table shows how an increase in desired ER affects the footprint and insertion
losses of the phase-shifter (in DC).
Doping Doses ER = 3.5 dB ER = 5.0 dB ER = 7.0 dB
(p - n) (cm−2) Lmod (RF) (mm) Lmod (RF) (mm) Lmod (RF) (mm)
IL (dB) IL (dB) IL (dB)
6·1013 - 8·1013 0.839/6.12 0.980/7.17 1.136/8.32
4·1013 - 5·1013 1.034/5.17 1.208/6.07 1.397/7.05
Table 1.6: This table shows how an increase in desired ER affects the footprint and insertion
losses of the phase-shifter (in RF).
integrated circuits, power consumption and its optical power budget.
1.4 Fabrication and Measurements
The fabrication of the modulator has been entirely carried out in the AMS CMOS
foundry, with 248 nm DUV lithography. The recipe used by AMS followed closely
the optimised implantation doses targeted in the previous section, 4·1013 - 5·1013
cm−2 for the p and n-type regions respectively. According to our simulations, these
implantation doses will ensure the best performance in terms of modulation efficiency
footprint-bandwidth trade-off. A brief description is giving below of the steps the
foundry took for the fabrication of the phaseshifter, which are also sketched in Fig.
1.10 for completeness. Firstly, phosphorus (P) is implanted with an energy of 150
keV and a dose reaching 5·1013 cm−2 to form the n-type region. For the p-type
region, BF3 (BF2+), which has been preferred over Boron (B) due to its shallow
implantation profile [23], is implanted with an energy of 100 keV and a dose reaching
the desired 4·1013 cm−2 (Fig. 1.10(a)).
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Figure 1.10: Process flow of the fabricated silicon modulator. (a) Implantation of the p-n
junction doses, having as target the doses of 4·1013 - 5·1013 cm−2. (b) Shallow implantation of the
heavy doped regions (p++/n++) for the creation of ohmic contact between the SOI region and
tungsten vias. (c) Deposition of the oxide and subsequent creation of the opening required for the
vias. (d) Deposition of the vias and metal layer.
Specifically, the realization of the 1.2 µm-wide junction makes use of only one lithog-
raphy mask. This approach is beneficial for two main reasons: the reduction of the
costs relative to using only one mask rather than two and the minimization of po-
tential alignment errors associated with using additional masks. Misalignment of
the mask can be a severe issue, thus it is of great importance to minimize it, and the
use of a single mask allows it. Physically, a misalignment in the masks would create
an out-of-specification pn junction, which can give unexpected results especially in
terms of bandwidth and propagation losses. Thus, it is of paramount importance to
be able to correctly and reliably create the correct geometry for the pn junction.
Subsequently, the p++ and n++ regions were both formed with a high dose (1e15
cm−2) and shallow (20 keV) implant, in order to ensure good ohmic contact be-
tween the tungsten vias and the SOI region, where the phase-shifter is located (Fig.
1.10(b)). Ohmic contacts are required for delivering efficiently the RF signal to the
phaseshifter, allowing the modulation of the CW signal coming from the input of
the modulator. Finally, a layer of oxide is deposited on top of the newly formed
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Figure 1.11: (a) 3D layout of phaseshifter. (b) SEM image of the cross-section of the fabricate
modulator.
phaseshifter, and windows on its sides are opened, allowing for deposition of tung-
sten vias and metal layer. The metal layer is composed of a multilayered structure
composed of an aluminum sheet sandwiched between two thin layers (∼40-50 nm)
of titanium nitride, as depicted in Fig. 1.11(b). This final step is repeated twice
before finalizing the modulator, as showed in the 3D layout of Fig. 1.11(a).
Figure 1.12 describes the generic setup used to estimate DC and RF response of the
device. Transverse electric (TE) polarized light emitted by an external cavity laser
is injected into the modulator via grating couplers, which are the ideal devices for
in-lab testing of such type of component, and optimized through the use of a polar-
ization controller. In this specific case, the grating coupler have been designed for
coupling at 1310 nm [24] and for 10.9 coupling angle in air. The coupling unit has
an insertion losses of ∼4.5-5 dB and this design parameters: a period (Λ) of 665 nm
and filling factor (FF) of 0.6. Unfortunately, AMS’s BEOL is different from the one
for which the grating couplers were designed, thus the efficiency is not optimal and
it was not feasible to further optimize them due to time constraints at the foundry
during the project duration.
The fabricated device (Fig. 1.13(a)) has been tested firstly in DC, at different volt-
ages, and the results can be observed in Fig. 1.13(b). It’s possible to observed
the high ER (>12 dB) at 1310 nm that we have been able to obtain for moderate
voltage swing (∼2.5 V), and this proves the high efficiency of the phaseshifter we
designed. Moreover, the relatively high 3-dB bandwidth of the modulator of approx-
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(a)
Figure 1.12: Schematic of the DC and RF setup used for the characterization of the device.
Figure 1.13: (a) Fabricated device (b) DC response of the MZM from +0.8 V to -3 V.
imately 20-30 nm, due to the use of grating couplers, shows the capability of the
device to operate, not only at 1310 nm, but also in DWDM applications. To max-
imise the MZM optical bandwidth, a wavelength-independant light-coupling (such
as butt-coupling) method could be readily be used, making the device compatible
with CWDM applications.
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Unfortunately, the spectra show an high level of Fabry-Perot resonances, which,
according to our investigations, are caused by the high sidewall roughness of the
full-etched waveguides used for routing and other building block inside the chip. To
solve this issue, it’s foreseen to use rib waveguides for the routing to minimize as
much as possible this undesirable effect.
For the AC characterization, the modulators have been characterized using a bit
pattern generator (model SHF BPG 44E ) delivering a non-return-to-zero pseudo-
random bit sequence (NRZ PRBS-1) of length 231-1 using different biases, namely
1.6 Vpp, 2.3 Vpp and 3.2 Vpp applied in a differential manner 1.14. The symmetric na-
ture of the modulators makes their operation less wavelength dependent than their
asymmetric counterparts, making them ideal candidates for broad-band application
such as CWDM and DWDM.
For the designed modulator of 930 µm long phase-shifter a pi-phase shift is achieved
at a 4 V variation, leading to a measured VpiL of 0.35-0.40 V.cm. This measured
FOM positions our modulator among the state-of-the-art compared to other devices
working in the “O-band” [25, 26]. The insertion losses produced by the 0.93 mm-long
active (doped) arms of the Mach-Zehnder is approximately of 4.6 dB which is caused
by the high levels of doping concentration.
Figure 1.14: RF response of the MZM at different biases (a) 1.6 V (b) 2.3 V (c) 3.2 V and
different speeds. It is to notice that increasing the speed of the modulator the ER decreases (for
constant voltage) and increasing the voltage biases, at a constant speed, the ER increases.
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However, only a data transmission up to 10 Gb/s has been demonstrated with
enough extinction ratio to allow direct detection of the modulated signal, using rel-
ative low differential drive voltages.
In order to further investigate the issue, the modulator RF response has been char-
acterized on a dedicated high speed test bench. The Scattering (S-)parameters. The
S parameters (S21, S11, S12, S22) have been extracted with a Vectorial network an-
alyzer (Agilent) with measurement capabilities up to 67 GHz. A careful calibration
procedure has been used to eliminate potential distortion and losses arising from
the RF external circuit (cables, connectors, etc) circuit to extract only the travel-
ling wave electrode response. We show here only three modulators measurements
which are representative of all the measurements performed over four samples. S-
parameters as well as impedance values for varying electrode length are extracted
from the latter and are shown in Figure 1.15. As can be observed, although the
impedances of the travelling wave electrodes are relatively well matched to 50 Ω
(confirmed by the S11 measurements which are below -10 dB) across the bandwidth
of interest (0-25 GHz) in all three cases (with some more pronounced variations for
an electrode length of 1.25 mm) the S21 response shows a rapid decrease, showing
at most a 7.6 GHz bandwidth for the shortest travelling wave electrode (TL = 0.55
mm). To find out the cause of this limited bandwidth, the microwave losses were
calculated for different electrode types and length as shown in Figure 1.16. In all
cases, the electrodes exhibit high losses, with slightly higher values for the dual drive
configuration. The results of three identical electrodes on the same sample show a
good uniformity giving us confidence in the quality of the measurement and yield
of the fabrication process. In order to understand to what extent these microwave
losses affect the bandwidth and RF modulation efficiency, we take the example of
the 1.25 mm electrode. The best case scenario (orange curve, Fig. 1.16) shows a
microwave loss of 11.3 dB at 5 GHz and 17.6 dB at 20 GHz. Assuming a perfect
impedance match (50 Ω) between the input probe and transmission line, a full 1.8
Vpp voltage amplitude is transferred to the electrode. Based on the calculated atten-
uation values, after a travelling half way across the electrodes, the electrical signal is
already attenuated by 5.65 dB at 5 GHz (respectively, 8.8 dB at 20 GHz). The input
voltage is halved (0.9 V) at 5 GHz and then attenuated by a factor of 3 (0.65 V) at
20 GHz. At the end of the transmission line (end of the modulator), the effective
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driving voltage is 0.5 Vpp at 5 GHz and 0.25 Vpp at 20 GHz. From these results it is
clear that improving the microwave loss is key to reach the desired bandwidth.
Figure 1.15: (a), (b), (c) S-parameters and (d), (e), (f) impedance of the transmission line for
varying electrode length, 0.55 mm, 0.8 mm, and 1.25 mm, respectively.
Figure 1.16: Microwave loss for varying single electrode test structure length and type. DD
refers to the dual drive electrodes used in the designed modulator.
Figure 1.17: Metal layer stack configuration.
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To address this issue, we plan to change the metal stack layer configuration where
TiN is used as metal 1 (Fig. 1.17). TiN is highly resistive compared to aluminum
and we retain it to be the main cause of microwave losses.
Simulations (Fig. 1.18(a)) also show the limited bandwidth of the electro-optical
device, and consequently also the bit-rate that we are able to allocate.
Further improvements of the metals stack and of the TW electrodes will in the fu-
ture increase the bandwidth of the overall modulator (Fig. 1.18(b)), enabling data
transmissions up to 25 Gb/s - 30 Gb/s, lying closer to the intrinsic bandwidth of
the pn junction.
(a) (b)
Figure 1.18: S-parameter simulations of (a) the actual fabricated layer-stack-up of the MZM and
(b) optimized electrodes for future fabrication runs.
1.5 Conclusions
In conclusion, our design and experimental results demonstrate the potential for
highly efficient, low-power MZM modulators implementing the plasma dispersion
effect in carrier depletion regime in silicon optical modulators. For this design the
main limitations come from the intrinsic electro-optic bandwidth of the modulator
and the its trade-off with the propagation losses of the phase-shifter.
Overall, carrier depletion based silicon optical modulators remain one of the strongest
candidate for photonic integrated circuits in data centres and HPC applications.
Novel design features are continuously being introduced which are yielding on going
improvements in the device performance.
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Chapter 2
Asymmetrical MMI
This chapter presents the design, characterization of a novel asymmetrical multi-
mode interference device for arbitrarily power splitting ratio, and its implementation
in an electro-optical modulator, where it has been used to achieve high tunability
of the device in terms of extinction ratio and propagation losses.
2.1 Background and design
Silicon-on insulator (SOI) is one of the most promising platforms to achieve dense
integration of photonic devices at low cost, owing to its high-index contrast and
compatibility with mature complementary metal-oxide semiconductor (CMOS) fab-
rication process [1, 2, 3]. Multimode interference (MMI) couplers one of the fun-
damental building block of photonic integrated circuits [4, 5]. MMIs, unlike other
similar devices such as directional couplers, have several serious advantages when
directly compared to other similar devices, including reduced footprint, broadband
bandwidth and robust fabrication tolerances. As a result, their implementation in
PIC as power splitters is really attractive [6]. They are commonly used as power
splitter in Mach-Zehnder interferometers [7], splitters and combiners of various ar-
bitrary splitting ratios [8], discriminators [9] and 90◦ hybrids for coherent receivers
applications [10].
The asymmetrical multi-mode interference (A-MMI) design has been carried out
using 2D and 3D finite difference time domain (FDTD) method. The 2D simulations
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have been used to perform a preliminary analysis and set the coarse dimensions of the
MMI. Subsequently, the 3D simulations allowed us to properly design and optimise
the MMI sub-components parameters, namely: the multi-mode cavity dimensions
(denoted as WMMI and LMMI in Fig. 2.1) and output taper geometry, for optimal
coupling efficiency [11, 12].
The MMI working principle is mainly based on the concept of self-imaging, which
is a property of multi-mode waveguides. In the latter, a propagating field profile
of a given optical mode is reproduced periodically in a single or multiples images
along the direction of propagation. The cavity is the core component because it is
where the self-imaging occurs. Straight forwardly, WMMI and LMMI are the first
two parameters to be determined. They are related by the following analytical
expression (Eq. 2.1) [13, 14, 15]:
Lc =
pi







where β0 and β1 are the propagation constant of the first two modes, respectively,
Weq is the approximated width, λ is the central operating length and n is an integer
number.
The chosen width for the MMI is WMMI=3 µm, associated with a shallow etch
(a) (b)
Figure 2.1: (a) Vertical cross-section of the waveguide. (b) Schematic and geometry of a standard
MMI.
depth of 70 nm (leaving a 150 nm thick slab) (Fig. 2.1) yields LMMI=10 µm. These
dimensions have been chosen carefully in order to find a trade-off between potential
fabrication process deviations and device compactness.
The near infra-red light is injected into the multimode region through a 0.450 µm
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wide waveguide and then tapered to reach a width of 0.85 µm. The two tapered out-
put waveguides are precisely positioned at the first two folded images at ±WMMI/4.
The tapers of the A-MMI are engineered to maximize the ingoing and outgoing
light from the multimode region, and are symmetric and asymmetric at the input
and outputs, respectively (Fig. 2.2(a)). They have been modeled using 3D-FDTD
simulations (Fig. 2.2(b)), and the optimized values for ∆1 and ∆2 are respectively
0.2 µm and 0.525 µm. The lengths of the input and output tapers are 5 µm and 15
µm.
It has been decided to use asymmetric tapers at the outputs to avoid the presence
of sharp corners on the device, reducing, as a result, the losses caused by the side-
wall roughness as a result of the fabrication process. Moreover, this layout enables
the coupling between the multi-mode region and the output waveguides to be max-
imized. In contrast with conventional symmetric 1x2 MMI featuring 50:50 power
splitting ratios, our asymmetric MMI can achieve variable output splitting ratios
through breaking the symmetry of the cavity The arbitrary power splitting ratios
are obtained in the following manner: using as a starting vertex the connection point
between the input taper and the multi-mode region, the cavity has been cut using
the angle (θ) as a variable of reference as depicted in Fig. 2.2(a). The increment
value of θ, associated with an increasing removed area from the cavity, determines
different values of the weaker output power ratio, denoted by R, and the relative
stronger output power ratio with a value of (1-R). Moreover, in the case of increasing
values of θ (i.e., 15/85 A-MMI), the left-hand side of the weak output’s taper (∆∗)
has to be reduced ([Fig. 2.2) to be consistent with the layout of the device.
2.2 Measurements and Analysis
The designed devices have been fabricated on standard silicon-on-insulator (SOI)
samples with a top silicon layer thickness of 220 nm (resistivity ρ=1–10 Ω/cm) and
a buried oxide layer thickness of 2 µm. To obtain the desired 70 nm depth etch for
both waveguides and grating couplers, the fabrication was performed with electron
beam (RAITH 150), using a direct writing process performed on a coated 100 nm
hydrogen silsesquioxane resist film. The process was optimized to reach the required
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(a) (b)
Figure 2.2: (a) 2D schematic of a 1-by-2 A-MMI power splitter, which shows the design param-
eters. (b) Distribution of the magnetic field (Hy) in the multimode region of the asymmetrical
MMI (15/85 A-MMI) (∆∗=0.2 µm).
(a) (b)
Figure 2.3: (a) SEM image of the A-MMI splitter with a ratio of 30/70 (θ ∼83°). (b) Snapshot
of the cascade of A-MMI used for the measurements.
dimensions employing an acceleration voltage of 30 keV and an aperture size of 30
µm. After developing the HSQ resist using tetramethylammonium hydroxide as
developer, the resist patterns were transferred into the SOI samples employing an
also optimized “inductively coupled plasma-reactive ion etching” (ICP-RIE) process
with fluoride gases. The shallow-etched passive silicon chip was then covered with
700 nm thick silica, using plasma-enhanced chemical vapor deposition (PECVD) at
400°C (Centura P5200).
We fabricated four different versions of the device, with four distinct values of R,
namely, 15%, 25%, 30%, and 40%. This allowed us to evaluate the validity of our
assumptions and flexibility of the design.
The devices have been measured using the vertical coupling setup depicted in Fig.
2.4. The CW laser input is polarized manually in order to maximize the coupling
with the input grating couplers of the device under test (DUT). The output fiber is
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Figure 2.4: (a) Photo of the DUT and (b) schematic of the setup used for the characterization.
connected to a power meter. As far as the characterisation is concerned, the devices
are arranged in a cascaded configuration, where each “weak output” is measured
and the “strong output” is connected to the subsequent A-MMI. Figure 2.3 shows
the cascade arrangement and a SEM image of a single A-MMI. Therefore, using a
nonlinear regression process, the output ratios (R) are calculated for each version
of the device in the wavelength range 1540–1580 nm, via the use of a tunable laser
(SANTEC TSL 210-F). The insertion losses and R calculations are summarized in
Figs. 2.5. Figure 2.5(a) shows a small discrepancy, which exhibit a variation of up
to ∼3% above the simulation results. This can be ascribed to fluctuations caused
by possible minor deviations on the device fabrication and data analysis process.
Moreover, Fig. 2.5(c) shows the behaviour at 1.55 µm, from which we can observe
the quasi-asymptotic dependence of the splitting ratio for values of the angle θ below
75°. These results give some insights on the achievable values of R, although power
splitting ratio values ranging from 15/85 to 40/60 could readily be obtained. Inter-
estingly, regardless of the fact that the multimode cavity of our asymmetric MMI
splitting devices is altered in relation to their 50:50 symmetric counterparts, they
keep maintaining the broadband characteristic of the latter (Fig. 2.5(a)). Overall,
the results show stable power splitting ratio dependence versus wavelength, despite
a slight decrease of R as the wavelength increases. We believe that this behaviour
is caused by the intrinsic nature of multimode interference devices. As reported
by Soldano et al. [14], the wavelength causes the interference pattern to change.
As a result, the beating length of the device changes and causes the twofold image
to move back accordingly. However, the presence of edgeless tapers at the outputs
helps compensate and reduce to some extent this slightly decreasing trend.
The overall losses of the A-MMI, as illustrated by Fig. 2.5(b), are in the range
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(a) (b)
(c)
Figure 2.5: (a) Wavelength dependence of the average splitting ratio (R) in the range 1540-
1580 nm, where we can observe the MMI broadband operation. (b) Wavelength dependence of
the device losses in the range 1540–1580 nm. The losses are in the range ∼0.4-0.8 dB for the
four considered geometries. (c) Graph showing the details of the dependence of the splitting ratio
upon θ at 1550 nm. The experimental values deviate exhibit a deviation up to a ∼3% from the
3D-FDTD simulations results.
∼0.4–0.8 dB; this value is slightly higher of a conventional multimode interference
devices [14, 16, 17]. We believe this higher value of losses could be attributed to the
higher roughness of the device caused by the breaking of the cavity symmetry or to
some minor deviation of the fabrication process, which could cause a systematic er-
ror. Further optimization of the fabrication process could reduce these values closer
to the theoretical ones of ∼0.2–0.3 dB.
In conclusion, a novel A-MMI 1x2 power splitters featuring arbitrary power split-
ting ratios in a rib configuration have been designed and characterized, in which
the asymmetry is determined by altering the device geometry. As a result, it has
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been possible to achieve varying power splitting ratios ranging from 15/85 to 40/60
with relatively low-loss penalty and broadband operation. The dimensions of the
proposed device are small (10.5 µm × 3 µm) to minimize the impact on the overall
footprint of large scale integrated silicon photonic chips (Si-PICs).
2.3 Modulator with A-MMI
(a) (b)
(c) (d)
Figure 2.6: (a) 2D geometry of the vertical pn junction in rib configuration. (b) Schematic of the
MZI with single phase shifter and arbitrary splitting ratio. (c) 2D cross section of the simulated
pn junction (Silvaco). (d) Net doping profile of the phase shifter.
Here, we present the design of a highly efficient silicon carrier depletion-based mod-
ulator in the O-band, which extinction ratio (ER) can be significantly improved
via the implementation of asymmetrical multi-mode interference couplers at the ex-
penses of a slight increase in the propagation losses of the device.
The modulator has been designed using a shallow-etched waveguide described pre-
viously (70nm etch, 150nm slab) associated with a vertical pn junction. This layout
is potentially more tolerant to mask alignment errors since its formation is dictated
by the implantation energy of the dopants rather than the resolution of the optical
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lithography. Moreover, the combination of slightly lower optical mode confinement,
induced by the rib configuration, and tunable width of the pn junction leads to a
higher interaction of the propagating light and charge carriers.
The proposed modulator layout and doping profile of the phase shifter are summa-
rized in Fig. 2.6. It features a single drive symmetric Mach-Zehnder interferometer
(MZI) configuration with a single phase shifter and arbitrary power splitting ratios
at the input. The implementation of A-MMI allows more power to be injected into
the doped arm of the MZI and hence helps compensate for the loss imbalance pro-
duced by the active phase shifter. As an increasing amount of power is fed into the
active arm, the ER increases and, due to the trade-off imposed by the layout itself,
a penalty in terms of losses has to be taken into account, as depicted by Fig. 2.7(a).
The phase shifter has been modeled using ATHENA and ATLAS, respectively pro-
(a) (b)
Figure 2.7: (a) Splitting ratio dependence of insertion losses and extinction ratio. (b) Relation
between rise/fall time and width of the pn junction.
cess and device simulation software from SILVACO. It is important to remind how
the response time of the phase shifter is affected as the width of pn junction changes.
Fig. 2.7(b) shows how progressively reducing the width of pn junction from 2.4 µm
down to 0.6 µm and maintaining the doping doses constant, the rise and fall times
can be significantly decreased, allowing us to reach theoretical values of ∼10-12 ps.
For this specific layout, a width of 1.2 µm for the pn junction and doses of 4e13/5e13
cm2, with implantation energies of 100/150 keV, for the p and n regions respectively,
have been chosen. These specifications allow us to obtain good overall performance
both in terms of losses, ∼4.5 dB/mm, and a theoretical bandwidth of around 18
2.4. MODULATOR WITH A-MMI RESULTS 43
GHz, which should be sufficient to accommodate a the target bit-rate of 25 Gbit/s.
In order to evaluate the effects of the implemented A-MMI, the ER and loss penalty
at the modulator output have been analytically calculated and Fig. 2.7(a) displays
the results. As expected, an increasing amount of power directed to the phase shifter
determines an higher ER. However, this situation limit the performances in terms
of losses, due to the trade-off required by the proposed layout.
Figure 2.8: Graph shows a detail of the dependence of the splitting ratio from θ at 1.31 µm.
The A-MMI has been redesigned for broadband operation at 1.31 µm, using the same
approach described previously in Sec. 2.1. The resulting dimensions are: LMMI=8.6
µm and WMMI=2.5 µm. Four different versions of the A-MMI have been designed
with splitting ratios of 15/85, 20/80, 30/70 and 35/65. The fabricated A-MMIs
show similar broadband performance to the versions in the C-band. The insertion
losses have been slightly reduced (∼0.3 dB) thanks to improvements in the fabrica-
tion process, and the resulting splitting ratios are within reasonable variance values,
∼3-4 % of the designed ones, as shown in Fig. 2.8.
2.4 Modulator with A-MMI results
The design A-MMIs have been implemented in six different layouts of MZM. The
modulator itself featured a symmetric MZI configuration with a phase-shifter length
of 1 mm, and with proper RF travelling wave electrodes . An image of the overall
design can be observed in Fig. 2.9(a).
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The devices have been characterized using a vertical coupling setup and the generic
setup is summarized in Fig. 2.9(b). The data transmission measurements have been
realised driving the modulator with a non-return to zero (NRZ) pseudo-random bit
sequence (PRBS−1) generated by a bit pattern generator (SHF BPG 44E). The
electrical signal has been amplified through a high-speed RF amplifier (SSHF-810)
to achieve the target voltage swing (Vpp) and then combined to a DC bias using a
bias-tee. The modulating signal is applied to the travelling wave electrodes, which
are terminated by a 50 Ω external resistance. Finally, the output optical signal is
detected via a 40 GHz digital communication analyser (Infiniium DCA-J 86100C).
(a)
(b)
Figure 2.9: (a) Layout overview of the device. (b) Schematic of the characterisation setup for
the MZM.
Firstly, the devices have been characterized passively, in order to evaluate losses
of the phase shifter and to observe their consistency in relation to the SILVACO
simulations. Then, DC and RF measurements have been carried out allowing to
check the capability of these modulators to deliver the expected bit-rates. Finally,
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the measured ER and output losses have been compared to the analytical results
presented in Fig. 2.7(a).
(a) (b)
Figure 2.10: (a) Graph shows the propagation losses of the doped phase shifter (∼6-7 dB/mm)
compared to that the of a reference standard rib waveguide (∼1 dB/mm) of the same chip. It
shows the high contribution of the doping on the overall power budget of the modulator. (b)
Propagation losses caused by the doping inside the phase shifter only are reported. The measured
values show good agreement with the simulation.
Figure 2.10 summarise the phase shifter performance. The losses contributions arises
from are the waveguide’s sidewall roughness and the dopants. In Fig. 2.10(a) one
can observe how the waveguide contribution, caused mainly by sidewall roughness
[18, 19, 20] is relatively small (∼1 dB/mm) when compared to the overall losses
of a phase shifter, which are much higher (∼6-7 dB/mm). As a result, the losses
associated to only doping are ∼4-5 dB/mm, which is in good agreement compared
to the simulated results (Fig. 2.10).
Following the passive characterisation, the DUT have been characterized in DC. As
a reference, the resulting spectra of the 65/35 version of the electro-optical modu-
lator are summarized in Fig. 2.11(a). It is important to notice that the device has
been characterised only in reverse bias and threshold regime (i.e. just below the pn
junction threshold regime), due to the fact that the phase shifter was designed and
optimised for high-speed operations, which can be only achieved when working in
these regimes [21, 22].
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(a)
(b) (c)
Figure 2.11: (a) DC response of a 65/35 MZM. (b) Eye-diagram of the MZM @ 4 Gbit/s (ER
= 6.25 dB). (c) Eye-diagram of the MZM @ 5 Gbit/s (ER = 4.40 dB) operating at 1305 nm.
The image shows how the optical power varies for varying applied DC voltages, giv-
ing as a result an efficiency of VpiLpi '0.35-0.40 V.cm, which is comparable to other
similar devices [23]. More specifically, due to the design of the phase shifter, the
output optical power decreases when the reverse bias increases, and on the other
hand increases slightly when going into threshold regime.
Fig. 2.11(b)-(c) depicts the RF performances of the modulator with VDC = 1.0 V
and Vpp = 2.55 V. It was possible to only measure speeds of up to 4 Gbit/s (ER =
6.25 dB) and 5 Gbit/s (ER = 4.40 dB). The main cause for these limited speeds
is the metal stack that delivers the electrical signal to pn junction, as discussed
previously in Sec. 1.4. Therefore, it is mandatory to solve this issue in the next
generation of modulators, designing optimized travelling wave electrodes that take
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into account the constraints of the metal stack.
Figure 2.12: Comparison of the analytical and measured results of the modulators, in terms of
insertion losses and extinction ratio versus reference waveguide (WG) - phase shifter (PS) power
ratio.
The last aspect to analyse is how the MZM’s ER and losses compare to the design
values (Fig. 2.12). Overall, the analytical and experimental results are in good
agreement, especially in terms of optical losses at the modulator output. On the
other hand, the measured ER values are all below what is predicted by the analytical
model. We retain this discrepancy to be caused by small inconsistencies in the phase
shifter’s doping profiles induced by small fluctuations in the fabrication process.
2.5 Conclusions
In conclusion, we have demonstrated the design, fabrication and measurements of a
novel asymmetrical multimode interference (A-MMI) device for SOI platforms with
tunable splitting ratios. Its small footprint, high bandwidth and low-losses makes
it an ideal candidate for applications in photonic integrated circuits. Key aspects
such as losses as well as sidewall roughness must be improved for future generation
of devices.
Furthermore, the device has been implemented in a MZM with good results. This
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allowed to increase the tunability of the device allowing for precise control over the
ER-losses ratio without any loss in terms of performance. This increases its at-
tractiveness for more complex applications in PIC, due to its robustness and high
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Chapter 3
1D Photonic crystal design
This chapter is devoted to the design and characterization of two novel slow wave
waveguides, which exhibit relatively high group indices and high Fabry-Pèrot reso-
nance suppression.
3.1 Background
In the last decades, research has been performed to realize high-level integration
of silicon photonics for optical interconnects and networks [1, 2], optical computing
[3, 4], and biosensing [5]. This is primarily driven by the fact that silicon-on-insulator
(SOI) technology is fully compatible and scalable with complementary metal oxide
semiconductor (CMOS) technology and it has the characteristic to be a high re-
fractive index platform, which enables such compact and efficient devices. Recent
efforts in silicon photonic devices, such as III–V/silicon hybrid lasers [6], modulators
[7, 8], and switches [9, 10, 11], have all paved a path toward realizing silicon-based
high-density electronic and photonic integration circuits (EPICs) [12]. However, due
to high-index contrast, photonic devices based on SOI waveguides always suffer from
different issues, including high polarization sensitivity, limited bandwidth, an high
level of phase errors caused by fabrication, thermal sensitivity, and relatively large
propagation loss [13]. Those issues greatly limit application range of silicon-based
photonic devices. There has been considerable effort by the international community
to improve device performances by designing new structures, and photonic crystals
are the most promising option.
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Photonic crystal (PhC) structures were firstly introduced by Yablonovich [14] and
John [15]. The idea covers the concepts behind the PhC design material structures.
The PhCs material structures affect the properties of the photons in the similar
behaviour to semiconductor affect the properties of electrons. The concept sug-
gestes that structures with periodic variations in dielectric constant might affect the
photonic modes in a material. In a semiconductor, the atomic lattice provides a pe-
riodic potential for the electrons to propagate through the electronics crystal. The
potential creates a gap in the energy to forbid the electrons to propagate in any direc-
tion. In PhCs, the lattice periodicity variation in refractive index forms a photonic
bandgap (PBG) in the crystal. For a full bandgap light is forbidden to propagate in
any direction similar to carriers in a semiconductor. In PBG, the light propagation
is prohibited and completely reflected inside the PhCs structure. The PBG is an
important discovery that has led to various scientific engineering applications, i.e.
the control of spontaneous emission [16], trapping of photons [17], and several other
applications [REF]. PhCs can be generally divided into one-dimensional (1D), two-
dimensional (2D) and three-dimension (3D) arrangements. In 1D PhCs, the light
travels in periodic modulation of permittivity, which occurs only in one direction
(i.e. x-direction). An example of 1D-PhC is Bragg gratings that are widely used in
vertical cavity surface emitting lasers (VCSELs) [18]. In 2D-PhCs, the periodicity
of the permittivity is along two directions with the third direction of the medium is
uniform (i.e. x- and ydirection). In 3D-PhCs, the permittivity modulation is along
all three directions (i.e. x-, y- and z-directions). Examples for 1D, 2D and 3D PhCs
are given in [19]. Design and creation of 3D-PhC ([20, 21, 22]) have been realized as
predicted by [14]. However, still to this day, such structures are still very challenging
to fabricate, and therefore their realization is still limited.
Over the recent past, photonic crystal development allowed the creation of widespread
application of photonic integrated circuits (PIC), i.e. low-loss waveguide crossings
[23], ultra-broadband multimode interference (MMI) couplers [24] and fiber–chip
grating couplers [25].
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3.2 Slow light structure design
The design of the 1-dimensional photonic crystal (1D-PhC) have been carried out
using several tools, such as Plane Wave Expansion (PWE) as a first step, then 3D
and 2D Finite-Difference Time-Domain (FDTD) simulations as a second step, for
the apodized versions.
PWE allows for a rapid study of the band structure of the periodic building block
of the 1D PhC to set up the desired parameters of the final design. Moreover, both
3D and 2D FDTD simulations have been used to fine tune and characterise the
apodizated structure. However, the exclusive use of FDTD is required when dealing
with non-uniform 1D PhC, due to the inability of PWE to properly simulate such
structures. Besides, the use of 3D simulations has been reduced when possible, due
to the high memory and computational power required by the FDTD algorithm. As
a result, 2D FDTD with vEIM (variational Effective Index Method [26]) simulations
have been used to simulate longer structures, providing fairly accurate results when
compared to 3D FDTD simulations. The number of parameters of this particular
structure are fairly high, however they can be reduced firstly by the constraints of
the Silicon-on-insulator (SOI) platform with which we are working with. The height
of the silicon layer is fixed to 220 nm, and the etch depth has to be of 70 nm (Fig.
3.1(a)). Therefore, the remaining parameters (Wi, We, Li, Le, Λ) have to be deter-
mined, as depicted in Fig. 3.1(b).
(a) (b)
Figure 3.1: (a) Vertical cross-section of the waveguide. (b) Schematic and geometry of the 1D
PhC.
As the input waveguide of the structure have been set to 400 nm, to ensure single
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mode operation at 1.31 µm, the width of the inner part of the 1D PhC (Wi) have
been set to 400 nm as well in order to minimise possible coupling losses due to
the backwards reflections induced by the optical mismatch. Similarly, We has been
chosen to be 1.0 µm. This choice has been dictated by the geometry of the pn
junction previously presented, in order to avoid any potential overlap between the
slow light mode and the heavily doped region, which would increase significantly
the losses due to the higher doping concentration.
The subsequent main parameter to be determined is the period (Λ), which has to
be properly chosen to allow 1D PhC to operate in the wavelength range of interest.





where neff is the effective refractive index of the optical mode, m is the mode order
and λBragg is the Bragg wavelength.

















Eq. 3.3 shows that to properly approximate Λ, the effective refractive index of
the wide and narrow sections of the PhC must be calculated. In order to obtain
these values, a waveguide mode solver [28] have been used and the resulting values
are: nWieff=2.8248 and nWeeff=2.9398, which result in Λ'227 nm (Fig. 3.2). These
parameters allow us to simulate and adjust the structure to our requirements using
PWE1. After careful simulations, the final parameters for the design are: Λ=230 nm,
Li=120 nm and Le=110 nm. The small changes have been required mainly in order
to ensure that there are three different bands in the wavelength range of interest
(1270-1350 nm), but also to be able to simulate it efficiently. The resulting band
structure with its related optical modes is reported in Fig. 3.3. Close to the band
edges, two TE-like modes, for the 1st and 2nd band (m=0 and m=1), and a TM-like
1Modeled with BandSOLVETM - RSoftTM by SynopsysTM [29]
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(a) (b)
Figure 3.2: (a) Cross-sections of the optical mode for the (a) 400 nm and (b) 1 µm section of
the PhC. Effective refractive index are respectively nWieff=2.8248 and n
We
eff=2.9398.
Figure 3.3: Band structure of the designed 1D-PhC and related optical modes.
mode can be identified. The TE-like modes are located respectively in the centre of
the wide and narrow part of the PhC. Conversely, the TM-like mode is located in
the sidewall gratings of the structure. Interestingly, we can observe that the second
and third bands are two hybrid bands. An anti-crossing phenomenon occurs, which
is caused by the periodicity added to the silicon waveguide. This opens up the PBG
and also causes the bands to couple at their intersection point, causing them to split
and form a hybrid band that transitions from one field pattern to the other [30].
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Figure 3.4: Sketch of the 1D tapers under investigation: (a) Standard 1D PhC; (b) Linear taper;
(c) Blackman taper and (d) Raised Sine taper.
As said previously, PWE is unable to deal with apodized structure, therefore it is
mandatory to use FDTD.
Most of the presented simulations have been performed using 2D FDTD associated
with vEIM [26], using a commercial software2 and an in-house code (Appendix C),
and after having tested the consistency of the 3D-to-2D approximation. Three dif-
ferent configurations have been investigated, namely Blackman, Raised Sine and
Linear (Fig. 3.4). The simulated spectra are summarized in Fig. 3.5.
As can be observed, the untapered 1D-PhC has really strong Fabry-Perot resonances,
which decrease significantly the efficiency and overall performances of the any poten-
tial devices. The solution that we propose is the implementation of an apodisation
function, that acts over the sidewall gratings (We) of the 1D-PhC. Indeed, the sim-
ulated apodized structures enables the sidelobes to be efficiently minimized while
maintaining the position of the PBG as well as the extinction ratio. Therefore, the
use of the apodizing function look promising in order to enhance the performances
of this type of 1D PhC structure.
2FullWAVETM - RSoftTM by SynopsysTM [REF]
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Figure 3.5: 2D FDTD of the designed structures (N=200) with vEIM implementation both in
(a) linear and (b) logarithmic scales.
3.3 Single Apodization
In this section, we present the design and analysis of a 1D-PhC with a single apodiza-
tion. These tapering function have been applied to the wider part of the geometry.
The designed devices have been fabricated on standard silicon-on-insulator (SOI)
samples with a top silicon layer thickness of 220 nm (resistivity ρ=1–10 Ω/cm) and
a buried oxide layer thickness of 2 µm. To obtain the desired 70 nm depth etch for
both waveguides and grating couplers, the fabrication was performed with electron
beam (RAITH 150), using a direct writing process performed on a coated 100 nm
hydrogen silsesquioxane resist film. The process was optimized to reach the required
dimensions employing an acceleration voltage of 30 keV and an aperture size of 30
µm. After developing the HSQ resist using tetramethylammonium hydroxide as
developer, the resist patterns were transferred into the SOI samples employing an
also optimized “inductively coupled plasma-reactive ion etching” (ICP-RIE) process
with fluoride gases. The shallow-etched passive silicon chip was then covered with
700 nm thick silica, using plasma-enhanced chemical vapor deposition (PECVD) at
400°C (Centura P5200).
SEM images of the fabricated PhC (Fig. 3.6(a)-(c)) shows slightly deviations from
the design. A clear variation in terms of length of Li, Wi and period (Λ) is present
(Li'90 nm, Wi'450 nm and Λ'231 nm) when compared to the one of the design
(Li=110 nm, Wi=400 nm and Λ=230 nm), and can be ascribed to the difficulty of
resolving the small features of the sidewall gratings by the electron beam and by
optical proximity effect. The latter are even more pronounced in periodic structures
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Figure 3.6: (a), (b), (c) SEM images of the fabricated PhC at NTC; (d) Comparison between
original design, fabricated device and simulations, with new dimensions. The good agreement
verifies the change induced by the fabrication process on PhC. The modified dimensions are:
Li'90 nm, Wi'450 nm and Λ'231 nm.
with small features due to the superposition of multiple fields during the resist ex-
posure process.
To verify that these variations are the cause for the modified transmission response,
fine meshed FDTD simulations have been performed, and the results are summa-
rized in Fig. 3.6. The simulations show good agreement with the measured spectra;
this is proof that the cause for the discrepancy between what have been measured
and the design response arise from fabrication issues.
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3.3.1 Setup
The devices have been measured using the vertical coupling setup depicted in Fig.
3.7. The CW laser input is polarized manually in order to maximize the coupling
with the input grating couplers. Between the polarizer and the input grating, a
circulator has been introduced, in order to avoid any reflected light, which could
interfere with the measurements or reflected back to the laser. Finally, the output
fiber is connected to a power meter.
Figure 3.7: Picture and schematic of the setup used for the characterization of the slow-light
structures.
3.3.2 Results
The measured structures have been analysed in terms of:
• Transmission Spectra
• Propagation Losses (dB\mm)
• Group Index (ng)
• Efficiency and trade-off between group index and losses
Losses and group index values are obtained via a direct interferometric method. The
PhCs is embedded in the longer arm of an asymmetrical MZI, while a rib waveguide,
of the same geometry and length, is positioned in the opposite arm as a reference.
The asymmetrical MZI has an FSR of ∼0.57 nm (100 GHz @ 1310 nm) achieved
with a ∆LMZI of 800 µm, which allows us to obtain a fine characterisation of the
photonic crystals near the PBG. Using the information resulting from the measured
interference patterns, it is possible to obtain values of losses and ng through Eq. 3.4
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and Eq. 3.5 respectively.
PLPhC(dB/mm) =
ln(| − 2 ∗ (1 +R) + (4 ∗ √R)/(2 ∗ (1−R))|)
LPhC










The propagation losses (PLPhC), in terms of dB/mm, are obtaining using the max-
ima and minima power values(dB) of the interference pattern created by the MZI.
Instead ng is determined by the relative positioning (λmin and λmax) of these max-
ima and minima versus wavelength. Figure 3.8 shows an example of an analysis
(a) (b)
Figure 3.8: (a) Example MZI spectrum with corresponding calculated values of group index, up
to ng'9-10 near the slow-light regions, which are highlighted by the red areas. (b) Example of
transmission spectra and corresponding values of propagation losses. Similarly to ng, the losses
increases significantly when approaching the slow-light regions.
where it is possible to observe the slow-light regions highlighted by the red bands
and the calculated values of group index and propagation losses, together with the
corresponding interferometric response and transmission spectra.
Fig. 3.8(a) shows clearly the group index increases when approaching the edges of
the band gaps (red-areas) up to values of ng ' 9-10. It’s important to point out
that, as the value of ng is proportional to the FSR of each resonance, it can be
challenging to observe their progression. In order to observe it in detail, the FSR of
the MZI should be properly increased, despite resulting in a decreased resolution of
the quantities under investigation.
3.3. SINGLE APODIZATION 63
In the same way, Fig. 3.8(b) gives values concerning the behaviour of the propaga-
tion losses in the slow-light regions. As expected, they increment significantly, up
to 4-6 dB/mm, when approaching the PBG. Another way to qualitatively observe
this mechanism, is by examining the extinction ratio of the MZI’s resonances in the
slow-light regions (Fig. 3.8(a)), which progressively decrease approaching nearly
zero3 (see Eq. 3.4).
















































































Figure 3.9: Normalized transmission spectra of the measured PhC: (a) No apodization, (b)
Blackman, (c) Raised Sine and (d) Linear. Four different length were measured (1000, 2000, 3000
and 4000 periods) with a Λ ' 230 nm.
The measured structures have been fabricated in four different set of number of peri-
ods, namely 1000, 2000, 3000 and 4000, with a Λ ' 231 nm leading to the respective
lengths of 231, 462, 693 and 924 µm. This approach was chosen to account for de-
viations in the design and especially to observe wheter the length of the 1D-PhC
would affect the performances in terms of losses and group index (ng).
3The ER should reach theoretically "0". However, due to fabrication imperfection and defects
of the PhC, this limit can not be achieved.
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As illustrated in Fig. 3.9(a)-(d), the spectra shows similar features across all four
lengths for each one of the four different designs. Indeed, the PBG location is con-
sistent across the four lengths of each apodisation type. It is important to reiterate
that the measured device shows a noticeable deviation from the simulated design,
however this discrepancy is maintained constant across the different designs. This
issue will require a future process of optimization in order to adapt the design to
the fabrication process, allowing to increase the readiness and yield of such devices.
Figure 3.9(a) depicts the transmission spectra of the unapodized photonic crystal.
The edge of the first band is located at ∼1337 nm, the second is located ∼1322-1323
nm and the third band is the one that shows a progressive redshift when the number
of periods is increasing, leading to a movement of the edge from 1295 µm to 1300
µm. This behaviour can also be noticed in the tapered versions (Fig.3.9(b)-(d)). It
may be appointed to a lower confinement of the third mode of the photonic crystal,
where 1000 periods are not enough to have a transition comparable to the other two.
Therefore an increased number of period is required to achieve a higher reflectivity.
Indeed, the edge steepness between 1D-PhC with 1000 and 2000 periods is readily
noticeable.
It is interesting to notice the excellent performances of the measured 1D-PhC in
terms of extinction ratio (ER): featuring up to 45-50 dB ER depth.
The application of the apodisation function to the PhC determines the changes in
the transmission spectra:
• Steepness of the first band transition.
• Higher FP resonances at the edge of the second band
• Blue-shift of the 2nd and 3rd band.
The first band shows a strong suppression of the Fabry-Perot resonances, which
determines the creation of a very steep entrance into the PBG. This change allows
us to achieve a fast transition from "bright" to "dark", which occurs in the span of
1-2 nm. The steepness clearly increases when compared to the untapered 1D-PhC,
where the transition occurs across a larger span of ∼ 3 nm.
Surprisingly, the application of tapering functions produces a worsening perfor-
mances of the second band edge. In fact, these areas of the spectra exhibit an
increase in magnitude of the Fabry-Perot resonances. This asymmetrical behaviour
in the two different parts of the PBG has been reported in fiber bragg gratings
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(FBG) applications [31], and it is related to the use of a "non-zero dc" apodisation,
which induces a variation into the average refractive index of the device. This issue
will be further investigated in Sec. 3.4.
Another effect of the implementation of an apodisation function concerns the posi-
tion of the second and third band edges. This offset, which can be quantified over
∼2-5 nm, depends on the type of apodisation function: Raised Sine and Linear
apodization induce an offset of up to 5 nm (Fig.3.9(c)-(d)), while with Blackman
(Fig.3.9(b)), the deviation is slightly smaller (∼2nm).

















































































Figure 3.10: Propagation losses of the measured spectra: (a) No apodization, (b) Blackman,
(c) Raised Sine and (d) Linear. Four different length were measured (1000, 2000, 3000 and 4000
periods) with a Λ ' 231 nm.
The first quantity of interest to evaluate the performances of the 1D-PhCs is the
propagation losses, which are summarized in Fig. 3.10, for both untapered and ta-
pered PhC. As shown previously in Fig. 3.8(b), the loss value increases significantly
when approaching the band edge. Although Bloch-modes (or resonant slow light
modes) are theoretically loss less [30], they cannot be in practice due to the intrinsic
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trade-off existing between losses and group index [30, 32, 33] in photonic crystals
inherent to positional disorder and fabrication imperfections.
Two distinct areas can be highlighted: the slow and fast light regions. The fast
light losses are areas where no dispersion is observed and the group velocity (vg) is
not reduced. For all four cases (STD, BKM, RS and LN) these zones are in three
ranges of wavelength: ∼1300-1310 nm and ∼1340-1350 nm. In these intervals the
propagation losses are, on average, of ∼0.7-0.8 dB/mm. This value is slightly than
the 0.2 dB/mm a standard silicon rib waveguide [34]. We retain that this increase
is induced by the 1D-PhC itself exhibiting artificial periodic roughness, namely, the
sidewall gratings. Another theoretical source of losses could be the optical mismatch
caused by the transition from the standard waveguide and the corrugated waveguide
[27, 30]. However, this contribution should be minimized with the implementation
of an apodisation function. Instead, as depicted by Fig. 3.10(b)-(d), in these in-
tervals the propagation losses for the tapered 1D-PhCs remain constant, so it can
be assumed that the contribution induced by optical mismatch can be considered
negligible.
The slow-light area, i.e. the regions in which the group velocity (vg) is reduced, are
located in the range of wavelength close to the edge of the bands. The losses of 1D-
PhC increases significantly, up to 4-5 dB/mm. These higher levels of propagation
losses are caused mainly by the increasing backscattering reflection caused by the
PhC itself when approaching the band edge.
The other quantity of interest is the group index (ng) and the results are summarized
in Fig. 3.11. Like the propagation losses, ng significantly increases when approaching
the band edges.
Similarly to the propagation losses case, the graphs can be divided between fast and
slow light regions, where the range of wavelength are the same. The fast light areas
of the spectrum shows values of group index close to the value of a 400 nm wide
silicon rib waveguide that is nWGg ' 3.74. In these regions, the light is not slowed
down, determining standard propagation.
Close to the edge of the 1st and 2nd bands, values of ng'9-10 have been measured
across all four different designs. Conversely, for the third band we have not been
able to measure values higher than 5. This may be explained by the fact the third
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Figure 3.11: Group index (ng) of the measured spectra: (a) No apodization, (b) Blackman,
(c) Raised Sine and (d) Linear. Four different length were measured (1000, 2000, 3000 and 4000
periods) with a Λ ' 231 nm.
mode is less confined and does not "feel" the periodic index contrast as much as the
first two modes.
As already mentioned, when working with these photonic crystals, a trade-off be-
tween propagation losses and group index of the device has to be taken into account.
Hence, in order to have a more complete overview of the performances, an in-depth
analysis of their relation has to be made. To facilitate the comparison between the
different apodisation cases, a figure of merit (FOM) has to be established, putting
into direct relation the losses with the corresponding value of group index and taking
as a reference the work by [35] and that the relation between losses and ng is linear,
for value of ng<25. The FOM is obtained performing a linear regression of the data,
where its slope is the 1D-PhC’s FOM, expressed as dB/RIU [36]. Physically, the
FOM is the penalty, in terms of dB (normalized for 1 mm), for each nominal increase
of the group index.
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The results are summarized in Fig. 3.12 and Table 3.1
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Figure 3.12: The losses and ng values has been related and using a linear interpolation the FOM
for each one of the bands as been calculated.(a) No apodization, (b) Blackman, (c) Raised Sine
and (d) Linear.
No Taper Blackman Raised Sine Linear
(dB/RIU) (dB/RIU) (dB/RIU) (dB/RIU)
1st band 0.43 0.28 0.44 0.27
2nd band 0.56 0.55 0.65 0.95
3rd band 0.73 2.96 1.17 3.56
Table 3.1: Values of FOM for each design and each band
Using as a reference the values of Table 3.1, it is possible to extrapolate immedi-
ately a trend for the FOM values. Taking as an example the untapered PhC (Fig.
3.12(a)), it can be observed that the FOM decrease (the slope of the interpolating
straight line increases) in a straightforward manner, FOM1st < FOM2nd < FOM3rd ,
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when the number of the band increases. This pattern can be observed also in the
tapered cases, as shown in Fig. 3.12(b)-(d). According to our interpretation, this
behaviour is directly connected to the confinement of each guided mode, which de-
creases progressively when the band order increases. Quantitatively this can be
evaluated looking at the value of neff for each periodic mode, because such value is
directly correlated to the level of confinement of each optical mode. Indeed, as the
band number increases neff of the related periodic mode decreases as summarized
by Table 3.2. Therefore, as the number of the band increases, the loss penalty for








Table 3.2: Values of effective refractive index (neff ) for each one of the optical mode
of the PhC (Λ=230 nm, Li=120 nm and Le=110 nm). The values are calculated
using the PWE method.
More interesting are the values concerning the apodized PhCs, as each type of
scheme affects differently the performances of each individual band (as summarised
in Table 3.1). These changes can summarised as follows:
• Blackman (BKM): the first band shows an increase in efficiency of a few deci-
mals, the second band does not seem to be affected and the third band perfor-
mances significantly worsen with a losses-to-RIU ratio increase of nearly four
times.
• Raised Sine (RS): the first and second band efficiency do not variate from the
untapered case, the third band worsens as well, but by a lower magnitude
when compared to the other apodisation schemes.
• Linear (LN): The first band increases its efficiency, with a magnitude compa-
rable to BKM configuration, however it worsens the FOM of the second band
(few decimals) and the third band up to nearly five times.
70 CHAPTER 3. 1D PHOTONIC CRYSTAL DESIGN
Overall, the first band shows a slight improvement when BKM and LN functions are
applied. The second band is not affected and worsens only slightly when applying
the LN taper. Yet, higher variance and unexpected worsening is measured when
looking at the overall performance of the third band.
We speculate that because the third mode is TM-like mostly located in the wider
parts of the photonic crystal, the apodisation scheme acting on the sidewall width
of the 1D-PhC has profound effects on its performances. Thus such mode when
transitioning from the waveguide mode to the slow-light mode, and vice versa, has
really low confinement when compared to the untapered version. As a result, the
propagation losses increases significantly as reflected in the corresponding figure of
merit.
3.3.3 Results - Partial Tapers
In order to improve the performances of the apodizated PhC, the use of a partial ta-
per on both sides of the structure (input/output) has been taken into account. This
means that the apodization has been applied only to part of the 1D-PhC and not on
its entirety. Using as a reference the 4000 periods structure, two distinct combina-
tion with 750 and 1500 tapered repetitions, on each side, have been fabricated and
measured. This layout has been applied for all three different apodisation functions.
Unlike in Sec. 3.3.2, only the FOM results are shown, to avoid any redundancy due
to their resemblance to what presented in Sec. 3.3.2. However, these graphs can be
found in Appendix A for the sake of completeness.
1st Band 2nd Band 3rd Band
(dB/RIU) (dB/RIU) (dB/RIU)
Untapered 0.43 0.57 0.72
N = 750 0.12 0.81 1.53
N = 1500 0.44 0.63 3.37
N = 2000 0.28 0.54 2.96
Table 3.3: FOM values for the progressive Blackman layout. Full tapered and untapered versions
are present for completeness.
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Figure 3.13: FOM values for the progressive Blackman layout: (a) 1st band, (b) 2nd band and
3rdband
The results of the partial BKM tapers are summarized in Fig. 3.13 and Table 3.3.
Compared to the other cases, the first band shows a noticeable improvement when
a taper featuring N=750 periods is applied, reaching an efficiency of 0.12 dB/RIU.
Interestingly for N = 1500 the performances significantly decrease. According to our
interpretation, this unexpected result is caused by the fabrication of the 1D-PhC
itself. In the future, further samples should be fabricated and measured in order
better characterize this specific structure. The values of the second band show no
clear improvements, and the measured values for N = 750 and N = 1500 are really
similar to the untapered and full tapered versions. Fundamentally, the efficiency
of the second band seems not to be affected by the use of any apodisation. A
possible explanation is that, being the TE-like mode of the second band located
in the narrow part of the 1D-PhC and that the tapering only affects the sidewall
gratings, the apodisation does not influence this specific mode. The third band
shows a clear worsening in terms of efficiency even when a partial taper is applied.
As previously discussed, this trend can be justified by the shape of the third periodic
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mode, which is located in the wider part of the photonic crystal. Thus, when a full
or partial apodisation is applied, the losses caused by the overall lower confinement
of the TM-like mode significantly increases, producing higher FOM values.





































































Figure 3.14: FOM values for the progressive Raised Sine layout: (a) 1st band, (b) 2nd band and
3rd band
1st Band 2nd Band 3rd Band
(dB/RIU) (dB/RIU) (dB/RIU)
Untapered 0.43 0.57 0.72
N = 750 0.12 0.80 1.50
N = 1500 0.28 0.42 4.13
N = 2000 0.43 0.64 1.16
Table 3.4: FOM values for the progressive Raised Sine layout. Full tapered and untapered
versions are present for completeness.
The results of the partial RS tapers are presented in Fig. 3.14 and Table 3.4.
As the previous case, the best layout for the first band turns out to be the par-
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tial taper with input and output of 750 periods. With regards to the second band,
the best measured FOM is when the number of period is N=1500. However, as
previously described, no enhancement of performances is expected when applying
an apodisation to the TE-like mode of the second band. Moreover, observing Fig.
3.15(b), it is possible to observe how the curves looks quite similar. These small
deviations can arise from defects and fluctuations in the fabrication process of each
1D-PhC. The third band shows a trend similar to the BKM case, where the overall
performances of the TM-like mode, compared to the untapered 1D-PhC are worst.







































































Figure 3.15: FOM values for the progressive Raised Sine layout: (a) 1st band, (b) 2nd band and
3rdband
The results of the partial LN tapers are summarized in Fig. 3.15 and Table 3.5.
These layouts show similar trends than those we have just discussed: the second
band shows the same trend across the three versions (Fig. 3.15(b)), and the third
increases FOM values as the number of apodised periods increments (Fig. 3.15(c)).
The main variations can be observed in the first band performances, where the FOMs
of the tapered 1D-PhC are reduced equally when compared to the untapered version.
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1st Band 2nd Band 3rd Band
(dB/RIU) (dB/RIU) (dB/RIU)
Untapered 0.43 0.57 0.72
N = 750 0.22 0.58 1.31
N = 1500 0.19 0.70 3.69
N = 2000 0.27 0.95 3.56
Table 3.5: FOM values for the progressive Linear layout. Full tapered and untapered versions
are present for completeness.
In conclusion, this layouts affect each specific band in different ways: the 1st band is
the one which shows the more improvements in terms of efficiency, up to values as
low as 0.12 dB/RIU (N = 750 for BKM and LN). The 2nd band does not present any
noticeable improvement from the untapered version. However, the most interesting
consequences have been measured in the 3rd band, where up to four times, higher
losses have been measured.
3.4 Double Taper Apodization
As shown in the previous section, the first layout creates undesired Fabry-Perot res-
onances at the edge of the second band, which influence the transmission spectra in
an unwanted way, but mainly it could reduce the overall operation efficiency of the
PhC in terms of dB/RIU.
The reason for this kind of behaviour have to be searched into the nature of the
apodisation itself. According to [37], in the case of non-zero apodisation function
(such in our case: Linear, Raised Sine, Blackman) the entire photonic crystal res-
onance is shifted slightly to longer wavelength compared to the untapered version.
This is due to the increase in the space-averaged effective index of refraction, caused
by the apodisation. Nonetheless, the region in the centre of the grating, where the
space-averaged index of refraction is increased the most, has its resonance shifted
the farthest, in relation to the other areas of the photonic crystal. Thus, there is a
frequency region near the 2nd band of the grating resonance where the grating edges
are near their “local” Bragg resonances, but the centre of the photonic crystal is not.
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This gives, as a result, the undesired Fabry-Pérot resonances at the edge of the 2nd
band that we measured. Qualitatively, the sides of an apodizated photonic crystal
behave as partially reflecting mirrors, and the centre as a transparent region.
In order to solve this issue and compensate for this Fabry-Perot resonances, a new so-
lution, similar to one used in FBG applications [31, 38], has been designed featuring
a double apodisation function. This configuration would compensate for this kind
of behaviour induced by non-zero distributions, using a nearly zero-dc approach.
In the following sections the design will be studied and analysed, and then using the
tools introduced in the previous sections, the experimental results will be analysed
and discussed.
3.4.1 Double Taper Design
As reported previously, the reason for the presence of Fabry-Perot resonances at the
edge of the second band is caused by the spatially variying effective refractive index
of each section, which is determined by the width of the narrow and wide section
(Λ=230 nm, Li=120 nm and Le=110 nm) of the 1D-PhC. Fig. 3.16(a) shows ef-
fective index change (∆neff ) induced by the apodised 1D-PhC for each one of the
profile under investigation (Blackman, Raised Sine and Linear). We can observe
how the average refractive index contrast (∆n) is well above the zero value, which
is, in our case, the effective refractive index of a 400 nm rib waveguide. This latter
waveguide is used as the input waveguides to the 1D-PhC.
In order to compensate for these Fabry-Perot resonances and trying to minimize
the changes on the 1D-PhC layout, it was decided to reduce the averaged ∆neff
with the introduction of a second apodisation acting on the narrower part of the
1D-PhC (Wi). An example can be observed in Fig. 3.16(b).
It is important to point out that with this solution, it is practically impossible to
achieve a perfect zero-dc spatial distribution of the effective refractive index, due
to the high ∆neff induced by the wider region of the photonic crystal (∼1 µm),
therefore a trade-off is required. The target is to reduce sufficiently ∆neff in order
to suppress the undesired Fabry-Perot resonances caused by the implementation of
a single apodisation.
The simulated results are reported in Fig.3.17, both in terms of transmission spec-
tra and resulting ∆neff distribution. Figure 3.17(a)-(b) shows how shrinking the

















Figure 3.16: (a) The graph shows the ∆neff distribution induced by the use of a single apodiza-
tion functions on a 200 period PhC. The average value is well above the reference value of the 400
nm slab waveguide case. (b) The image depicts a layout example (N=200) with double tapering
functions.
















































































Figure 3.17: (a) Simulated transmission spectra for Wi≤400 nm and (b) relative space-averaged
distribution of ∆neff for N=200. (c) Simulated transmission spectra for Wi≥400 nm and (d)
relative space-averaged distribution of ∆neff .
narrow section of the waveguide (Wi) causes the average ∆neff to decrease, which
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directly affects the transmission spectra. The undesired resonances are suppressed
when Wi approaches 300 nm. Moreover, a noticeable blue-shift and an increase in
optical bandwidth occurs. By contrast, an increase in Wi, which translate into an
increment of space-average distribution, results in stronger undesirable Fabry-Perot
resonances, a red-shift of the overall spectrum and a reduction of the optical band-
width (Fig. 3.17(c)-(d)).
Figure 3.18: Band structure and relative optical modes for Wi=250 nm (Left) and Wi=300 nm
(Right)
However the most interesting part is to investigate the way in which the band struc-
ture is affected and how these changes are reflected in the 1D-PhC’s transmission
response.
As previously discussed in Sec. 3.2, the band structure of the 1D-PhC (using We=1
µm and Wi = 400 nm) is characterized by two TE-like modes (m=0 and m=1) and
by one TM-like mode (m=2) (Fig. 3.3). The second and third band are two hybrid
bands, where an anti-crossing phenomenon occurs due to periodicity added to the
rib silicon waveguide. By reducing Wi the 1D-PhC’s band structure is progressively
modified until this anti-crossing regime disappears. This occurs when Wi changes
from 300 to 250 nm. Figure 3.18 shows how the band structure and the related
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optical modes of these two specific cases are modified.
3.4.2 Double Taper - Measurements and Discussion
The double taper design have been fabricated considering Wi=250-300-350 nm and
with N=3000. The other parameters, such as the duty cycle (Λ ' 230 nm) and the
width of the sidewall grating (We = 1000), have been maintained. The devices have
been analysed, using the same methodology as in Sec. 3.3.2, namely:
• Transmission Spectra
• Propagation Losses (dB\mm)
• Group Index (ng)
• Trade-off between group index and losses // Effects of the apodisation on FOM
at the band edge FOM (performance)
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Figure 3.19: Normalized transmission spectra of the measured PhC with double apodisation: (a)
Blackman, (b) Raised Sine and (c) Linear. Three different geometries have been measured with
Wi = 250, 300 and 350 nm.
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Before starting the analysis, it is important to notice that the new design causes
changes the 3rd band to blue-shift, moving to lower wavelength, moving out of the
lower detection range of the measurement setup. Therefore due to limitation of the
setup, it has been not possible to properly characterise that part of the spectrum.
As a result, the discussion over the FOM is going to be limited to the firsts two
bands.
The transmission spectra have been summarized in Fig. 3.19.
The new designs exhibit a significant suppression of the Fabry-Perot resonances
on both side of the PBG, for all combinations of Wi and types of apodisation.
Additionally, the decrease of Wi determines a direct increase in optical bandwidth
of the PBG, respectively of ∼24-27-36 nm likely due to the higher index contrast.
These values are reduced when compared to the simulated one.
These discrepancies are caused by fabrication deviations similar to those reported in
Sec. 3.3.2 (Li'90 nm, Wi'450 nm and Λ'231 nm). When compared to the single
taper design, an additional 30-45 nm has to be added to the designed value of Wi.
These variations can be attributed to the limitations of the electron-beam tool when
dealing with the small critical features (sub-100 nm) of this specific design.
Mostly importantly, one may observe the steepness of the second band edge, when
compared to the single taper version (Fig. 3.9(b)-(d)). Indeed, in contrast with
the single taper design the double taper design successfully creates a fast transition
(∼2-3 nm), without affecting the shape of the transition of the first band edge, which
remains square-shaped. Moreover, this design maintains the excellent performances
in terms of extinction ratio, with values up to 45-50 dB.
Then, as said before, it is important to underline that the third band, like the second
one, undergoes a blue-shift as Wi is increased. Nonetheless, for this double taper
design, it is not possible to observe the entire transition due to limited span of the
tunable laser.
The propagation losses have been evaluated using the same method described in
Sec. 3.3.2, and the results for all nine different configurations are summarized in
Fig. 3.20. As in the case of the single taper design, the data can be divide in two
main regions: fast and slow light, which are respectively far from and close to the
PBG.
As expected, when approaching the band gap edge (slow-light regions) the values
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Figure 3.20: Propagation losses of the measured PhC with double apodisation: (a) Blackman,
(b) Raised Sine and (c) Linear. Three different geometries have been measured with Wi = 250,
300 and 350 nm..
increase significantly, up to 5-7 dB/mm, which are slightly higher than those mea-
sured for the single taper design. This can be justified by the fabrication quality of
the 1D-PhC itself. Indeed, a higher sample quality allows us to measure with higher
precision inside the PBG.
The remaining fast-light regions have propagation losses values slightly lower (∼0.4-
0.5 dB/mm) when compared to the ST design. Again, we believe that this is caused
by the better quality of the samples. Whilst these values are still higher than the
standard rib silicon waveguide, which have optical losses around 0.2 dB/mm [39],
we know that they are generated by the artifical sidewall roughness inherent to the
1D-PhC itself.
The second quantity of interest is ng, as summarized in Fig. 3.21.
Close to the band edges of the 1st and 2nd band, ng reaches ∼15. It is clear that the
implementation of a double taper configuration allows us to have a 1D-PhC with
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Figure 3.21: Group index distribution of the measured PhC with double apodisation: (a) Black-
man, (b) Raised Sine and (c) Linear. Three different geometries have been measured with Wi =
250, 300 and 350 nm.
higher dispersion, causing light to slow down even more when compared to a single
taper design. Once again, it is important to notice that the homogeneity of the
results across the nine different designs.
However, as pointed out previously, due to setup limitation we have not been able
to properly characterize ng for the 3rd band. Fig. 3.21 show that it was not possible
to measure, any increase of the group index below 1285 nm, for any of the different
combination. Therefore, a more extensive analysis below 1290 nm should be per-
formed in order to fully characterize the 3rd band of the 1D-PhC.
In addition, it is of great importance to also evaluate the efficiency (FOM4) of each
band and each design. Using the same method described in Sec. 3.3.2, we obtained
interesting results.
4As in Sec. 3.3.2 the propagation losses values have been normalized to 1 mm for clearance.
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1st Band - 250 nm - Blackman
2nd Band - 250 nm - Blackman
1st Band - Fit
2nd Band - Fit
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1st Band - 300 nm - Blackman
2nd Band - 300 nm - Blackman
1st Band - Fit
2nd Band - Fit
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1st Band - 350 nm - Blackman
2nd Band - 350 nm - Blackman
1st Band - Fit
2nd Band - Fit
(c)
Figure 3.22: FOM values for both bands of the Blackman double apodization geometry: (a) Wi
= 250 nm, (b) Wi = 300 nm and (c) = 350 nm.
250 nm 300 nm 350 nm
(dB/RIU) (dB/RIU) (dB/RIU)
1st Band 0.36 0.49 0.42
2nd Band 0.38 0.49 0.37
Table 3.6: FOM values for the Blackman double apodisation geometries (Wi = 250, 300, 350
nm) for the 1st and 2nd band.
Starting from the Blackman apodisation (Fig. 3.22 and Table 3.6). It is immediately
clear that the two bands, thanks to the implementation of a double apodisation, have
the same performances in terms of dB/RIU. Consequently, a nearly symmetrical
PBG is created both in terms of spectra, as seen before in Fig. 3.19, and efficiency.
The three different values of Wi shows a better efficiency in the 250 and 350 nm
cases, with the 300 case being a little less efficient. However, these values are quite
small when compared to the normal length of a 1D-PhC.
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1st Band - 250 nm - Raised Sine
2nd Band - 250 nm - Raised Sine
1st Band - Fit
2nd Band - Fit
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1st Band - 300 nm - Raised Sine
2nd Band - 300 nm - Raised Sine
1st Band - Fit
2nd Band - Fit
(b)

















1st Band - 350 nm - Raised Sine
2nd Band - 350 nm - Raised Sine
1st Band - Fit
2nd Band - Fit
(c)
Figure 3.23: FOM values for both bands of the Raised Sine double apodization geometry: (a)
Wi = 250 nm, (b) Wi = 300 nm and (c) = 350 nm.
250 nm 300 nm 350 nm
(dB/RIU) (dB/RIU) (dB/RIU)
1st Band 0.35 0.23 0.24
2nd Band 0.39 0.37 0.42
Table 3.7: FOM values for the Raised Sine double apodisation geometries (Wi = 250, 300, 350
nm) for the 1st and 2nd band.
The Raised Sine apodization (Fig. 3.23 and Table 3.7) affects the results in a
different way. The case for Wi equal 300 and 350 nm, does not show a symmetric
performance for of the PBG. Instead, their behaviour resembles the trend presented
in Sec. 3.3.2 and shown in Fig. 3.12 for the single taper apodisation, while the
first band more efficient than the second band, in terms of losses for increase of ng.
However, a noticeable improvement in terms of similar efficiency can be perceived
when observing the 250 nm case, at the expense of first band efficiency.
The Linear apodization (Fig. 3.24 and Table 3.8) results are really similar to the
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1st Band - 300 nm - Linear
2nd Band - 300 nm - Linear
1st Band - Fit
2nd Band - Fit
(b)
















1st Band - 350 nm - Linear
2nd Band - 350 nm - Linear
1st Band - Fit
2nd Band - Fit
(c)
Figure 3.24: FOM values for both bands of the Linear double apodization geometry: (a) Wi =
250 nm, (b) Wi = 300 nm and (c) = 350 nm.
250 nm 300 nm 350 nm
(dB/RIU) (dB/RIU) (dB/RIU)
1st Band 0.35 0.29 0.34
2nd Band 0.38 0.32 0.29
Table 3.8: FOM values for the Linear double apodisation geometries (Wi = 250, 300, 350 nm)
for the 1st and 2nd band.
BKM case. The three different designs show great homogeneity, allowing for the
creation of symmetric PBG. Observing closely the FOM values, it is possible to see
that for Wi=300 and 350 nm, the FOM is slightly lower than the remaining case.
The small penalty for Wi=250 nm can still be considerate acceptable if the designed
application requests the features given by this specific design.
In conclusion, the double apodization geometry permits to suppress the Fabry-Perot
resonances of the 2nd band edge, giving also higher levels of tunability when com-
pared to the single apodization approach and other layouts [40]. The application of
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LN and BKM allowed the creation of a highly efficient symmetric PBG, with relative
low propagation losses and high values of ng. However, the RS has shown discrep-
ancy in terms of efficiency, by allowing the two bands to have the same efficiency.
This aspect has to be well understood and further analysis must be performed.
3.5 Conclusions
In conclusion, we presented the design, fabrication and characterization of two
novel geometries of 1D-PhC that minimize and solve two issues of standard 1D-
PhC: Fabry-Perot resonances and optical mismatch from the fast-light to slow-light
regimes. Our experimental results shows that the novel designs are characterized by
efficient trade-off between losses and ng. Additionally, our study gives more insights
on how the apodisation affects the different modes of the a PhC, and how it might
be possible to further increase the performance of such devices.
Overall, this type of slow-light structure might increase the readiness of the tech-
nology, and, as a consequence, also the number of application in which they are
used, such as CWDM application for data centres and HPC, owing to their high
tunability, high optical bandwidth and precise fabrication when comparing to other
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This work has provided advancement in silicon photonic devices demonstrating the
design, fabrication and measurements of an A-MMI, a high speed silicon modulator
and optimized geometries of 1D-PhCs.
In the first chapter, this work has demonstrated the feasibility of highly efficient and
low power Mach-Zehnder silicon modulators featuring a broad optical bandwidth
and state-of-the-art modulation efficiency. Nonetheless, in order to increase the
level of readiness of these modulators, it is of paramount important to overcome the
limitations arising from the traveling wave electrodes in order to ensure maximum
RF performance and reach the full modulator intrinsic electro-optical bandwidth. A
better understanding of AMS foundry’s standard 2-layer BEOL metal stack allowed
us (in collaboration with H2020-L3MATRIX project partner IZM) to address this
electrical limitations from the design point of view and seamlessly implement the
modifications in the final fabrication run that is currently under evaluation. The
resulting optimized Mach-Zehnder modulator is expected to become a strong candi-
date for future high throughput transceivers in data centres and HPC applications.
In the second chapter, this work showed novel multimode asymmetric interferences
de-vices ready to be implemented in silicon photonic integrated circuits. Their
small footprint, broad optical bandwidth and low-loss have allowed their implemen-
tation in asymmetric MZM to balance the optical power in each arm and achieve
a higher extinction ratio compared to the symmetric version. In the third and fi-
nal chapter, the designs of three novel apodisation schemes in 1D-PhCs have been
demonstrated, followed by an extensive analysis of their performance and trade-off˙
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between propagation losses and group index near the photonic band-gap. These
slow light structures have been implemented in the final fabrication run of H2020-
L3MATRIX project and are currently being evaluated in highly efficient slow-light
O-band modulators. The potential applications of these slow-light structures are
indeed not limited to modulation applications but to a whole range of applications
where high sensitivity (sensors) and or/low power operation (LIDARs, satellites,
etc.) are required.
Overall, this thesis provides new insights in silicon-based technology and as the au-
thor, I firmly each chapter can be a starting point for further development of novel
devices, both passive and active in silicon-on-insulator technology. In addition to
its scientific and academic contributions, this work has a strong orientation towards
industrial applications for the future and growth of photonic integrated circuits and
their applications. Being able to improve and to always provide new and exciting
contributions to the world is of vital importance. It is the dream of each scientist
to create something new and contribute, even though a little bit, to the progress
in his field of research and beyond. I hope that this thesis will help adding up
more knowledge for the benefit of the scientific community and by extension for the






This appendix contains additional graphs regarding Sec. 3.3.3.































































Figure A.1: Transmission spectra of the measured 1D-PhC with partial tapers: (a) Blackman,
(b) Raised Sine and (c) Linear. Two different length were measured: 750 and 1500. The full
tapered PhC (2000) has been added for comparison.
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Figure A.2: Propagation losses of the measured 1D-PhC with partial tapers: (a) Blackman, (b)
Raised Sine and (c) Linear. Two different length were measured: 750 and 1500. The full tapered
PhC (2000) has been added for comparison.
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Figure A.3: Group index (ng) of the measured 1D-PhC with partial tapers: (a) Blackman, (b)
Raised Sine and (c) Linear. Two different length were measured: 750 and 1500. The full tapered




The following code simulates the fabrication process of a carrier depletion phase-
shifter (ATHENA) and its static and transient behaviour (ATLAS) in a 400 nm
silicon waveguide.
B.1 ATHENA & ATLAS simulation code
go athena
##### Definition o f the v a r i a b l e s #####
se t xmin=−3
s e t xmax=3
## Height o f the Slab ##
se t h . s l ab = 0.220
## I n i t i a l dose ##
se t in i t_dose = 1e15
## Thickness oxide box below ##
se t ox . b = 0 .2
##
## Thickness oxide f o r var i ous step
## It ’ s a l s o p o s s i b l e to change each oxide th i ckne s s in each area
##
se t ox . depos = 0 .5
##
## n−type Phosphorus implant
## Parameters : Dose & Energy
## Others Param : Window of Implantat ion ( imp .w)
##
se t ntype . dose = 5e13
s e t ntype . en = 150
s e t imp .w = 1.0
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##
## p−type BF2 implant
## Parameters : Dose & Energy
##
se t ptype . dose = 4e13
s e t ptype . en = 100
##
## p++/n++ BF2/Phosporus implantat ions
## Parameters : Doses & Energ ies
##
se t ppptype . dose = 1e15
s e t ppptype . en = 30
s e t npptype . dose = 1e15
s e t npptype . en = 30
##
## WG Definition
## Parameters : Width , Depth Etch
## Other Param : Pho to r e s i s t th i ckne s s ( phres . th i ck )
##
## Notes : In the f a b r i c a t i o n proce s s we use a 1 .0 um of pho to r e s i s t , but in order to reduce
## the computation time we have dec ided to use , normally , 0 .5 um of pho t o r e s i s t
##
se t WG. width = 0.40
s e t WG. etch = 0.07
s e t phres . th i ck = 0 .5
##
## Elec t rode s Definition
## Parameters : Width , Height , Aluminium Depos i t ion
## Other Parameters : Width oxide at the l e f t / r i gh t boundar ies ( ox . bound )
##
se t EL. width = 1.0
s e t EL. he ight = 0 .2
s e t AL. depos = 0 .5
s e t ox . bound = ($xmax) ∗0 .1
##
## Annealing
## Parameters : Time ( seconds ) , Temperature
## Other Parameters : Oxide Depos i t ion ( Annealing )
s e t ann . oxide = 0 .3
s e t ann . time = 10
s e t ann . temp = 1000
##### Substrate mesh d e f i n i t i o n ######
l i n e x l o c=−$xmax spac=0.010
l i n e x l o c=$xmax spac=0.010
l i n e y l o c=−$h . s l ab spac=0.010
l i n e y l o c=0 spac=0.010
i n i t s i l i c o n c . boron=$in i t_dose o r i e n t=100 two .D
## Creat ing the box below ##
st ru c tu r e f l i p . y
depos i t oxide th i ck=$ox . b dy=0.010
s t ru c tu r e f l i p . y
##### Mask f o r Phosphorus & BF2 implantat ion #####
depos i t pho t o r e s i s t th i ck=$phres . th i ck dy=0.010
B.1. ATHENA & ATLAS SIMULATION CODE 103
etch pho t o r e s i s t s t a r t x=−$imp .w y=−($h . s l ab+$phres . th i ck )
etch cont x=−$imp .w y=−$h . s l ab
etch cont x=$imp .w y=−$h . s l ab
etch done x=$imp .w y=−($h . s l ab+$phres . th i ck )
s t ru c tu r e o u t f i l e=mask_photoresist_P . s t r
#tonyplot mask_photoresist_P . s t r
##### N−type phosphorus implant #####
#implant Phosphorus dose=$ntype . dose energy=$ntype . en Pearson t i l t =7 ro t a t i on=0 c r y s t a l
s t r u c tu r e o u t f i l e=implant_Phosphorus . s t r
#tonyplot implant_Phosphorus . s t r
##### P−type BF2 implant #####
#implant BF2 dose=$ptype . dose energy=$ptype . en Pearson t i l t =7 ro t a t i on=0 c r y s t a l
s t r u c tu r e o u t f i l e=implant_BF2 . s t r
#tonyplot implant_BF2 . s t r
etch pho t o r e s i s t a l l
##### Mask f o r the WG d e f i n i t i o n #####
### Local va r i ab l e s , they r ewr i t e the prev ious one
#se t WG. width = 0.45
#se t WG. etch = 0.07
#se t phres . th i ck = 0 .5
depos i t pho t o r e s i s t th i ck=$phres . th i ck dy=0.010
etch pho t o r e s i s t s t a r t x=$xmin y=−($h . s l ab+$phres . th i ck )
etch cont x=$xmin y=−$h . s l ab
etch cont x=−$WG. width/2 y=−$h . s l ab
etch done x=−$WG. width/2 y=−($h . s l ab+$phres . th i ck )
etch pho t o r e s i s t s t a r t x=$WG. width/2 y=−($h . s l ab+$phres . th i ck )
etch cont x=$WG. width/2 y=−$h . s l ab
etch cont x=$xmax y=−$h . s l ab
etch done x=$xmax y=−($h . s l ab+$phres . th i ck )
#
# Etching the l e f t −s i d e
#
etch s i l i c o n s t a r t x=$xmin y=−$h . s l ab
etch cont x=$xmin y=−($h . s lab−$WG. etch )
etch cont x=−$WG. width/2 y=−($h . s lab−$WG. etch )
etch done x=−$WG. width/2 y=−$h . s l ab
#
# Etching the r ight−s i d e
#
etch s i l i c o n s t a r t x=$WG. width /2 y=−$h . s l ab
etch cont x=$WG. width/2 y=−($h . s lab−$WG. etch )
etch cont x=$xmax y=−($h . s lab−$WG. etch )
etch done x=$xmax y=−$h . s l ab
s t ru c tu r e o u t f i l e=mask_WG. s t r
#tonyplot mask_WG. s t r
etch pho t o r e s i s t a l l
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### Set t ing Width heavy doped r eg i on s (p++/n++) ###
se t HD. width = 1.9
##### Mask f o r BF2 implant p++ #####
depos i t oxide th i ck=$ox . depos dy=0.010
#ydy=$ox . depos min . dy=0.010
s t ru c tu r e o u t f i l e=oxide . s t r
etch oxide s t a r t x=$xmin+$ox . bound y=−($h . s l ab+$ox . depos +0.05)
etch cont x=$xmin+$ox . bound y=−($h . s lab−$WG. etch )
etch cont x=$xmin+$ox . bound+$HD. width y=−($h . s lab−$WG. etch )
etch done x=$xmin+$ox . bound+$HD. width y=−($h . s l ab+$ox . depos +0.05)
#implant BF2 dose=$ppptype . dose energy=150 Pearson t i l t =7 ro t a t i on=0 c r y s t a l
#implant BF2 dose=$ppptype . dose energy=$ppptype . en Pearson t i l t =7 ro t a t i on=0 c r y s t a l
etch oxide a l l
##### Mask f o r Phosporus implant n++ #####
depos i t oxide th i ck=$ox . depos dy=0.010
#ydy=$ox . depos min . dy=0.010
s t ru c tu r e o u t f i l e=oxide_2 . s t r
etch oxide s t a r t x=$xmax−$ox . bound y=−($h . s l ab+$ox . depos +0.05)
etch cont x=$xmax−$ox . bound y=−($h . s lab−$WG. etch )
etch cont x=$xmax−$ox . bound−$HD. width y=−($h . s lab−$WG. etch )
etch done x=$xmax−$ox . bound−$HD. width y=−($h . s l ab+$ox . depos +0.05)
#implant Phosphorus dose=$npptype . dose energy=$npptype . en Pearson t i l t =7 ro t a t i on=0 c r y s t a l
#implant Phosphorus dose=$npptype . dose energy=100 Pearson t i l t =7 ro t a t i on=0 c r y s t a l
etch oxide s t a r t x=$xmin+$ox . bound y=−($h . s l ab+$ox . depos +0.05)
etch cont x=$xmin+$ox . bound y=−($h . s lab−$WG. etch )
etch cont x=$xmin+$ox . bound+$HD. width y=−($h . s lab−$WG. etch )
etch done x=$xmin+$ox . bound+$HD. width y=−($h . s l ab+$ox . depos +0.05)
s t ru c tu r e o u t f i l e=implant_heavy . s t r
#tonyplot implant_heavy . s t r
etch oxide a l l
##### Mask f o r E l e c t rode s #####
##
## Note : We’ re doing two d i f f e r e n t proce s s f o r the heavy
## doping and e l e c t r o d e s in order to i n c r e a s e the area f o r
## the mode s o l v e r (WAVEGUIDE statement ) .
##
## Note : 0 .25 um displacement ( added to ox . bound ) in order
## to move the e l e c t r o d e s and p lace more accu ra t e l y
## over the p++/n++ reg i on s
##
depos i t oxide th i ck=$ox . depos dy=0.010
etch oxide s t a r t x=$xmax−($ox . bound+0.25) y=−($h . s l ab+$ox . depos +0.05)
etch cont x=$xmax−($ox . bound+0.25) y=−($h . s lab−$WG. etch )
etch cont x=$xmax−($ox . bound+0.25)−$EL . width y=−($h . s lab−$WG. etch )
etch done x=$xmax−($ox . bound+0.25)−$EL . width y=−($h . s l ab+$ox . depos +0.05)
etch oxide s t a r t x=$xmin+($ox . bound+0.25) y=−($h . s l ab+$ox . depos +0.05)
etch cont x=$xmin+($ox . bound+0.25) y=−($h . s lab−$WG. etch )
etch cont x=$xmin+($ox . bound+0.25)+$EL . width y=−($h . s lab−$WG. etch )
etch done x=$xmin+($ox . bound+0.25)+$EL . width y=−($h . s l ab+$ox . depos +0.05)
s t ru c tu r e o u t f i l e=pre_e l ec t r . s t r
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#tonyplot pre_e l ec t r . s t r
##### Depos i t ion o f the Aluminum/Elec t rode s #####
depos i t aluminum th i ck=$AL . depos dy=0.01
s t ru c tu r e o u t f i l e=metal . s t r
#adapt . mesh oxide smooth (What i t i s t h i s ?)
etch aluminum s t a r t x=$xmin y=−($h . s l ab+$ox . depos+$AL . depos +0.05)
etch cont x=$xmin y=−($h . s lab−$WG. etch+$EL . he ight )
etch cont x=$xmax y=−($h . s lab−$WG. etch+$EL . he ight )
etch done x=$xmax y=−($h . s l ab+$ox . depos+$AL . depos +0.05)
etch oxide s t a r t x=$xmin y=−($h . s l ab+$ox . depos+$AL . depos +0.05)
etch cont x=$xmin y=−($h . s lab−$WG. etch+$EL . he ight +0.15)
etch cont x=$xmax y=−($h . s lab−$WG. etch+$EL . he ight +0.15)
etch done x=$xmax y=−($h . s l ab+$ox . depos+$AL . depos +0.05)
s t ru c tu r e o u t f i l e=metal2 . s t r
##### Annealing Process #####
##
## Depos i t ion o f an oxide l ay e r be f o r e the anne l ing (Why??)
## Note : The depo s i t i on o f the oxide can be avoided
##
#depos i t oxide th i ck=$ann . oxide dy=0.01
s t ru c tu r e o u t f i l e=oxide2 . s t r
etch oxide s t a r t x=$xmin y=−($h . s lab−$WG. etch+$EL . he ight+$ann . oxide +0.15+0.1)
etch cont x=$xmin y=−($h . s lab−$WG. etch+$EL . he ight )
etch cont x=$xmax y=−($h . s lab−$WG. etch+$EL . he ight )
etch done x=$xmax y=−($h . s lab−$WG. etch+$EL . he ight+$ann . oxide +0.15+0.1)
s t ru c tu r e o u t f i l e=before_anneal . s t r
#tonyplot before_anneal . s t r
d i f f u s time=$ann . time seconds temp=$ann . temp n i t r o
s t ru c tu r e o u t f i l e=after_annea l . s t r
#tonyplot before_anneal . s t r a f ter_annea l . s t r
##### Elect rode Definition #####
e l e c t r od e x=−2.425 name=cathode
e l e c t r od e x=2.425 name=anode
s t ru c tu r e o u t f i l e=ptype_"$ptype . dose "_ntype_"$ntype . dose " . s t r
#s t ru c tu r e o u t f i l e=f ina l_dev i c e . s t r
#tonyplot f i na l_dev i c e . s t r
#tonyplot mask_WG. s t r implant_Phosphorus . s t r implant_BF2 . s t r implant_heavy . s t r oxide . s t r metal .
s t r oxide2 . s t r f i na l_dev i c e . s t r
#tonyplot implant_Phosphorus . s t r implant_BF2 . s t r
#tonyplot before_anneal . s t r a f ter_annea l . s t r
#qu i t
##### Star t ing Atlas #####
go a t l a s
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#~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
# parametrs f o r f r e e−c a r r i e r absorpt ion model ABS.FCARRIER,
# given by :
# R. Soren , B. Benett , IEEE J o f QE, v 23 , n . 1 , 1987 , pp . 123−129
# R. Soren , B. Benett , IEEE J o f QE, v 23 , n . 12 , 1987 , pp . 2159−2166
#
# de l t a_r e f r a c t i on= −(FC.RN∗n^FC.EXPRN+FC.RP∗p^FC.EXPRP)
# delta_absorpt ion= (FC.AN∗n^FC.EXPAN+FC.AP∗p^FC.EXPAP)
#
# These parameters are d e f au l t f o r Si , Ge , Po l y s i l i c o n
#
mater i a l mate r i a l=s i l i c o n f c . an=6.0e−18 f c . ap=4.0e−18 f c . expan=1 f c . expap=1
mate r i a l mate r i a l=s i l i c o n f c . rn=6.2e−22 f c . rp=6.0e−18 f c . exprn=1 f c . exprp=0.8
save o u t f i l e=p la in_st ruc ture . s t r
#tonyplot p la in_st ruc ture . s t r
#−s e t p la in_st ruc ture . s e t
save o u t f i l e=pla in_structure−dope . s t r
#tonyplot p la in_structure−dope . s t r −s e t g r id . s e t
models consrh conmob bgn fermi abs . f c a r r i e r
##
## REFR.INDEX w i l l s t o r e mate r i a l index in to the s t ru c tu r e f i l e
## WCGD.REFR w i l l s t o r e e f f e c t i v e r e f r a c t i v e index in to the IV log f i l e
##
## Optional ly , o p t i c a l f i e l d p r o f i l e s can be s to red
## output ex . opt ey . opt hx . opt hy . opt ez . opt hz . opt
##
#output r e f r . index wvgd . r e f r wvgd . prop f l ow l i n e s con . band va l . band
#output wvgd . r e f r wvgd . prop ex . opt ey . opt hx . opt hy . opt ez . opt hz . opt
output wvgd . r e f r
method c l im i t=1e−4
#
# You can probe mate r i a l index at a l o c a t i on and s t o r e i t in to IV log f i l e
#
#probe r e f r . r e a l x=0.0 y=−0.1 name=Refr_i
#probe r e f r . r e a l x=−0.1 y=−0.03 name=Refr_p
#probe r e f r . r e a l x= 0 .1 y=−0.03 name=Refr_n
##### Def in ing Mesh f o r LASER #####
lx . mesh n=1 l =−1.3
lx . mesh n=260 l =+1.3
ly . mesh n=1 l =−0.3
ly . mesh n=60 l =+0.3
so l v e i n i t
##
## TRACE parameter on the WAVEGUIDE statement means that Helmholtz eq−n
## w i l l be so lved f o r each b ia s
##
log o u t f i l e=WG_"$wavelen" . l og
waveguide t ra c e v . helm wavelength=$wavelen nmode=1 lx . min=−1.0 lx .max=+1.0 ly . min=−0.3 ly .
max=+0.3 index . model=1
so l v e prev
log o f f
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go i n t e r n a l
get_data i n f i l e=WG_"$wavelen" . l og \
o u t f i l e=WG_"$wavelen" . dat \
name="Anode␣Voltage ; E f f . ␣ r e f r a c t i v e ␣ index , ␣mode␣ 1 ; Ef f . ␣ absorpt ion ␣ , ␣mode␣1␣ (1/cm) " so r t ! header
#qui t
##
## Save s p a t i a l p r o f i l e s
##
save o u t f i l e=laserex12_v0 . s t r
#tonyplot laserex12_v0 . s t r −s e t laserex12_v0 . s e t
# Save spectrum of mate r i a l r e f r a c t i v e index
# save r e f r . spec=laserex12_re f r spec_v0 . l og emin=0.1 emax=10 nsamp=500 x=0.0 y=−0.1
# tonyplot laserex12_re f r spec_v0 . l og −s e t laserex12_re f r spec_v0 . s e t
##
## DC Simulat ion
##
#log o u t f i l e=AMS/ptype_"$ptype . dose "_ntype_"$ntype . dose " . l og
log out f=laserex12_IV . log
#so l v e vgate=0.0
s o l v e vgate=0.0 vstep=1.5 v f i n a l =1.5 name=anode o u t f i l e=CD_1.55_Athena . s ta master
#save o u t f i l e=laserex12_v2 . s t r
l og o f f
#tonyplot Doping/ptype_"$ptype . dose "_ntype_"$ntype . dose " . l og −s e t laserex12_IV . s e t
tonyplot laserex12_IV . log
#−s e t laserex12_IV_Absor . s e t
##
## Time dependent s imu lat ion
##
method dt .max=1e−11
#method newton c a r r i e r s=2
so l v e i n i t
s o l v e prev
## Loading a 3V
load i n f i l e=CD_1.55_Athena . s ta master
log o u t f i l e=mod_train_3V_1e−11. l og
s o l v e vanode=4.5 dt=1e−12 ramptime=1e−11 ts top=1e−10
so l v e vanode=1.5 dt=1e−12 ramptime=1e−11 ts top=2e−10
#so l v e vanode=4.5 dt=1e−12 ramptime=1e−11 ts top=3e−10
#so l v e vanode=1.5 dt=1e−12 ramptime=1e−11 ts top=4e−10
#so l v e vanode=4.5 dt=1e−12 ramptime=1e−11 ts top=5e−10
#so l v e vanode=1.5 dt=1e−12 ramptime=1e−11 ts top=6e−10
#so l v e vanode=4.5 dt=1e−12 ramptime=1e−11 ts top=7e−10
#so l v e vanode=1.5 dt=1e−12 ramptime=1e−11 ts top=8e−10
log o f f
eye . diagram i n f=mod_train_3V_1e−11. l og out f=mod_eye_3V_1e−11. l og per iod=1e−10 t . s t a r t=0
#eye . diagram i n f=mod_train_3V_long . l og out f=mod_eye_3V_long_2e−10. l og per iod=2e−10 t . s t a r t=0
#tonyplot mod_eye_3V_long_1e−10. l og
#tonyplot mod_eye_3V_long_2e−10. l og
#qui t
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##### Exporting the data #####
go i n t e r n a l
get_data i n f i l e=AMS/ptype_"$ptype . dose "_ntype_"$ntype . dose " . l og \
o u t f i l e=AMS/ptype_"$ptype . dose "_ntype_"$ntype . dose " . dat \




This code is a TEz 2D-FDTD [1, 2] (Finite Difference Time Domain) written in
Python. It has been used for the design of the 1D-PhCs presented in Chapter 3.
C.1 2D-FDTD Code
Listing C.1: Code of the TEz 2D-FDTD 
1 " " # I m p o r t i n g the n e c e s s a r y l i b r a r y to p e r f o r m the s i m u l a t i o n
2 f r o m _ _ f u t u r e _ _ i m p o r t p r i n t _ f u n c t i o n , d i v i s i o n , a b s o l u t e _ i m p o r t
3
4 f r o m t i m e i t i m p o r t d e f a u l t _ t i m e r as t i m e r
5 f r o m m a t h i m p o r t pi , sqrt , sin , exp
6 f r o m sys i m p o r t e x i t
7
8 i m p o r t n u m p y as np
9 i m p o r t n u m p y . l i n a l g as la
10 i m p o r t s c i p y . s p a r s e as sp
11 i m p o r t m a t p l o t l i b . p y p l o t as plt
12 f r o m m a t p l o t l i b i m p o r t a n i m a t i o n
13 f r o m n u m b a i m p o r t jit
14
15
16 # S e t t i n g up the c o n s t a n t s of the s i m u l a t i o n
17 def s t a r t u p (∗ args , ∗∗ k w a r g s ) :
18 g l o b a l eps0 , mu0 , c
19
20 # P e r m i t t i v i t y of f r e e s p a c e
21 e p s 0 = 8.854187817 e−12
22 # P e r m e a b i l i t y of f r e e s p a c e
23 mu0 = 4 ∗ pi ∗ 1e−7
24 # S p e e d of l i g h t
25 c = 1 / s q r t ( mu0 ∗ e p s 0 )
26
27
28 # S i m u l a t i o n p a r a m e t e r s
29 def s i m _ p a r a m (∗ args , ∗∗ k w a r g s ) :
30 g l o b a l WL , freq , dx , dy , dt
31
32 # W a v e l e n g t h
33 WL = 1.31 e−6
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34 f r e q = c / WL
35
36 # G r i d s i z e
37 dx = 10e−9
38 dy = 10e−9
39 # T i m e s t e p ( C o u r a n t c o n d i t i o n for 1 D s i m u l a t i o n , C = 1)
40 C = 1
41 dt = ( c∗ s q r t (1/ dx ∗∗2 + 1/ dy ∗∗2) )∗∗−1
42
43
44 # C P M L : a , b , k p a r a m e t e r s
45 def c p m l ( side , c p m l _ o r d e r , c p m l _ s i g m a _ f a c t o r , c p m l _ k a p p a _ m a x , c p m l _ a l p h a _ m a x , n_cpml , dx , dt ) :
46 e p s 0 = 8.854187817 e−12
47 mu0 = 4 ∗ pi ∗ 1e−7
48
49 p _ o r d e r = c p m l _ o r d e r
50 s i g m a _ r a t i o = c p m l _ s i g m a _ f a c t o r
51 k a p p a _ m a x = c p m l _ k a p p a _ m a x
52 a l p h a _ m a x = c p m l _ a l p h a _ m a x
53 n c e l l s = n _ c p m l
54
55 if s i d e == ’ n ’ :
56 # Xn r e g i o n
57 r h o _ e = ( np . l i n s p a c e ( ncells , 1 , n c e l l s ) − 0 . 75 ) / n c e l l s
58 r h o _ m = ( np . l i n s p a c e ( ncells , 1 , n c e l l s ) − 0 . 25 ) / n c e l l s
59 e l i f s i d e == ’ p ’ :
60 r h o _ e = ( np . l i n s p a c e (1 , ncells , n c e l l s ) − 0 . 75 ) / n c e l l s
61 r h o _ m = ( np . l i n s p a c e (1 , ncells , n c e l l s ) − 0 . 25 ) / n c e l l s
62 e l s e :
63 p r i n t ( ’ E r r o r ! C h o o s e the s i d e p r o p e r l y ! N or P ! ’ )
64 r e t u r n
65
66 # C r e a t i n g K a p p a g r a d i n g ( Xn )
67 k a p p a _ e x _ x n = 1 + ( k a p p a _ m a x − 1) ∗ abs ( r h o _ e ) ∗∗ p _ o r d e r
68 k a p p a _ m x _ x n = 1 + ( k a p p a _ m a x − 1) ∗ abs ( r h o _ m ) ∗∗ p _ o r d e r
69
70 # C r e a t i n g s i g m a and a l p h a g r a d i n g ( Xn )
71 s i g m a _ m a x = s i g m a _ r a t i o ∗ ( p _ o r d e r + 1) / (150 ∗ pi ∗ dx )
72 s i g m a _ p e x _ x n = s i g m a _ m a x ∗ r h o _ e ∗∗ p _ o r d e r
73 s i g m a _ p m x _ x n = s i g m a _ m a x ∗ r h o _ m ∗∗ p _ o r d e r
74 s i g m a _ p m x _ x n = ( mu0 / e p s 0 ) ∗ s i g m a _ p m x _ x n
75
76 # a s s u m i n g a l p h a _ m i n = 0!
77 # Why we n e e d the a l p h a _ m i n != 0?
78
79 a l p h a _ e x _ x n = a l p h a _ m a x ∗ (1 − r h o _ e )
80 a l p h a _ m x _ x n = a l p h a _ m a x ∗ (1 − r h o _ m )
81 a l p h a _ m x _ x n = ( mu0 / e p s 0 ) ∗ a l p h a _ m x _ x n
82
83 # C r e a t i n g the c p m l ’ s p a r a m e t e r s
84 c p m l _ b _ e x _ n = np . exp ((− dt / e p s 0 ) ∗ ( ( s i g m a _ p e x _ x n / k a p p a _ e x _ x n ) + a l p h a _ e x _ x n ) )
85
86 c p m l _ a _ e x _ n = (1 / dx ) ∗ ( c p m l _ b _ e x _ n − 1) ∗ s i g m a _ p e x _ x n \
87 / ( k a p p a _ e x _ x n ∗ ( s i g m a _ p e x _ x n + k a p p a _ e x _ x n ∗ a l p h a _ e x _ x n ) )
88
89 c p m l _ b _ m x _ n = np . exp ((− dt / mu0 ) ∗ ( ( s i g m a _ p m x _ x n / k a p p a _ m x _ x n ) + a l p h a _ m x _ x n ) )
90
91 c p m l _ a _ m x _ n = (1 / dx ) ∗ ( c p m l _ b _ m x _ n − 1) ∗ s i g m a _ p m x _ x n \
92 / ( k a p p a _ m x _ x n ∗ ( s i g m a _ p m x _ x n + k a p p a _ m x _ x n ∗ a l p h a _ m x _ x n ) )
93
94 # R e s h a p i n g
95 c p m l _ b _ e x _ n = c p m l _ b _ e x _ n . r e s h a p e ( ( ncells , 1) )
96 c p m l _ a _ e x _ n = c p m l _ a _ e x _ n . r e s h a p e ( ( ncells , 1) )
97
98 c p m l _ b _ m x _ n = c p m l _ b _ m x _ n . r e s h a p e ( ( ncells , 1) )
99 c p m l _ a _ m x _ n = c p m l _ a _ m x _ n . r e s h a p e ( ( ncells , 1) )
100
101 k a p p a _ e x _ x n = k a p p a _ e x _ x n . r e s h a p e ( ( ncells , 1) )
102 k a p p a _ m x _ x n = k a p p a _ m x _ x n . r e s h a p e ( ( ncells , 1) )
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103
104 r e t u r n c p m l _ b _ e x _ n , c p m l _ a _ e x _ n , c p m l _ b _ m x _ n , c p m l _ a _ m x _ n , k a p p a _ e x _ x n , k a p p a _ m x _ x n
105
106
107 # C r e a t i n g the Psi f i e l d s for the cpml , and u p d a t i n g the f i e l d s
108 def p s i _ c p m l (∗ args , ∗∗ k w a r g s ) :
109 g l o b a l c p m l _ b _ e x _ x n , c p m l _ a _ e x _ x n , c p m l _ b _ m x _ x n , c p m l _ a _ m x _ x n , \
110 c p m l _ b _ e x _ x p , c p m l _ a _ e x _ x p , c p m l _ b _ m x _ x p , c p m l _ a _ m x _ x p
111
112 g l o b a l c p m l _ b _ e y _ y n , c p m l _ a _ e y _ y n , c p m l _ b _ m y _ y n , c p m l _ a _ m y _ y n , \
113 c p m l _ b _ e y _ y p , c p m l _ a _ e y _ y p , c p m l _ b _ m y _ y p , c p m l _ a _ m y _ y p
114
115 g l o b a l P s i _ h z x _ x n , P s i _ h z x _ x p , P s i _ h z y _ y n , P s i _ h z y _ y p , \
116 P s i _ e y x _ x n , P s i _ e y x _ x p , P s i _ e x y _ y n , P s i _ e x y _ y p
117
118 g l o b a l C P s i _ h z x _ x n , C P s i _ h z x _ x p , C P s i _ h z y _ y n , C P s i _ h z y _ y p , \
119 C P s i _ e y x _ x n , C P s i _ e y x _ x p , C P s i _ e x y _ y n , C P s i _ e x y _ y p
120
121 g l o b a l n _ c p m l
122
123 # C P M L P a r a m e t e r s
124 c p m l _ o r d e r = 3
125 c p m l _ s i g m a _ f a c t o r = 1.3
126 c p m l _ k a p p a _ m a x = 7
127 c p m l _ a l p h a _ m a x = 0.05
128 n _ c p m l = 10
129
130 # X ( g l o b a l )
131 [ c p m l _ b _ e x _ x n , c p m l _ a _ e x _ x n , c p m l _ b _ m x _ x n , c p m l _ a _ m x _ x n , k a p p a _ e x _ x n , k a p p a _ m x _ x n ] = \
132 c p m l ( ’ n ’ , c p m l _ o r d e r , c p m l _ s i g m a _ f a c t o r , c p m l _ k a p p a _ m a x , c p m l _ a l p h a _ m a x , n_cpml , dx , dt )
133
134 [ c p m l _ b _ e x _ x p , c p m l _ a _ e x _ x p , c p m l _ b _ m x _ x p , c p m l _ a _ m x _ x p , k a p p a _ e x _ x p , k a p p a _ m x _ x p ] = \
135 c p m l ( ’ p ’ , c p m l _ o r d e r , c p m l _ s i g m a _ f a c t o r , c p m l _ k a p p a _ m a x , c p m l _ a l p h a _ m a x , n_cpml , dx , dt )
136
137 # Y ( g l o b a l )
138 [ c p m l _ b _ e y _ y n , c p m l _ a _ e y _ y n , c p m l _ b _ m y _ y n , c p m l _ a _ m y _ y n , k a p p a _ e y _ y n , k a p p a _ m y _ y n ] = \
139 c p m l ( ’ n ’ , c p m l _ o r d e r , c p m l _ s i g m a _ f a c t o r , c p m l _ k a p p a _ m a x , c p m l _ a l p h a _ m a x , n_cpml , dx , dt )
140
141 [ c p m l _ b _ e y _ y p , c p m l _ a _ e y _ y p , c p m l _ b _ m y _ y p , c p m l _ a _ m y _ y p , k a p p a _ e y _ y p , k a p p a _ m y _ y p ] = \
142 c p m l ( ’ p ’ , c p m l _ o r d e r , c p m l _ s i g m a _ f a c t o r , c p m l _ k a p p a _ m a x , c p m l _ a l p h a _ m a x , n_cpml , dx , dt )
143
144 # P r e p a r i n g the Psi f i e l d s ( g l o b a l )
145 P s i _ h z x _ x n = np . z e r o s ( [ n_cpml , ny ] )
146 P s i _ h z x _ x p = np . z e r o s ( [ n_cpml , ny ] )
147
148 P s i _ h z y _ y n = np . z e r o s ( [ nx , n _ c p m l ] )
149 P s i _ h z y _ y p = np . z e r o s ( [ nx , n _ c p m l ] )
150
151 P s i _ e y x _ x n = np . z e r o s ( [ n_cpml , ny ] )
152 P s i _ e y x _ x p = np . z e r o s ( [ n_cpml , ny ] )
153
154 P s i _ e x y _ y n = np . z e r o s ( [ nx , n _ c p m l ] )
155 P s i _ e x y _ y p = np . z e r o s ( [ nx , n _ c p m l ] )
156
157 # S e t t i n g up C P s i ’ s
158 # Xn and Xp
159 C P s i _ h z x _ x n = C h z e y [ 0 : n_cpml , : ] ∗ dx
160 C P s i _ h z x _ x p = C h z e y [ nx − n _ c p m l : nx , : ] ∗ dx
161
162 # Yn and Yp
163 C P s i _ h z y _ y n = C h z e x [ : , 0 : n _ c p m l ] ∗ dy
164 C P s i _ h z y _ y p = C h z e x [ : , ny − n _ c p m l : ny ] ∗ dy
165
166 # Xn and Xp
167 C P s i _ e y x _ x n = C e y h z [ 1 : n _ c p m l + 1 , : ] ∗ dx
168 C P s i _ e y x _ x p = C e y h z [ nx − n _ c p m l : nx , : ] ∗ dx
169
170 # Yn and Yp
171 C P s i _ e x y _ y n = C e x h z [ : , 1 : n _ c p m l + 1] ∗ dy
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172 C P s i _ e x y _ y p = C e x h z [ : , ny − n _ c p m l : ny ] ∗ dy
173
174 # S e t t i n g up C ’ s in Xn and Xp
175 for i in r a n g e (0 , n _ c p m l ) :
176 C h z e y [ i , : ] = C h z e y [ i , : ] / k a p p a _ m x _ x n [ i ]
177 C e y h z [ i + 1 , : ] = C e y h z [ i + 1 , : ] / k a p p a _ e x _ x n [ i ]
178
179 C h z e y [ nx − n _ c p m l + i , : ] = C h z e y [ nx − n _ c p m l + i , : ] / k a p p a _ m x _ x p [ i ]
180 C e y h z [ nx − n _ c p m l + i , : ] = C e y h z [ nx − n _ c p m l + i , : ] / k a p p a _ e x _ x p [ i ]
181
182 # S e t t i n g up C ’ s in Yn and Yp
183 for i in r a n g e (0 , n _ c p m l ) :
184 C h z e x [ : , i ] = C h z e x [ : , i ] / k a p p a _ m y _ y n [ i ]
185 C e x h z [ : , i + 1] = C e x h z [ : , i + 1] / k a p p a _ e y _ y n [ i ]
186
187 C h z e x [ : , ny − n _ c p m l + i ] = C h z e x [ : , ny − n _ c p m l + i ] / k a p p a _ m y _ y p [ i ]
188 C e x h z [ : , ny − n _ c p m l + i ] = C e x h z [ : , ny − n _ c p m l + i ] / k a p p a _ e y _ y p [ i ]
189
190 r e t u r n
191
192
193 # C r e a t i n g the WG
194 def c r e a t e _ W G ( n_corr , delta , dx , dy ) :
195 We = 1e−6
196 Le = 0.12 e−6
197 Li = d e l t a − Le
198 Wi = 0.4 e−6
199
200 # x - b u f f e r ( L e f t and R i g h t ) in n u m b e r of c e l l s
201 n _ b u f f e r = 30
202
203 # T o t a l l e n g t h of the c o r r u g a t e d w a v e g u i d e
204 T o t a l _ l e n g t h = n _ c o r r ∗ d e l t a
205
206 if We >= Wi :
207 W M a x = We
208 e l s e :
209 W M a x = Wi
210
211 nx = r o u n d ( W M a x / dx )
212 ny = r o u n d ( d e l t a / dy )
213
214 C o r r = np . z e r o s ( [ nx , ny ] )
215
216 for j in r a n g e (0 , ny ) :
217 for i in r a n g e (0 , nx ) :
218 if ( i ∗ dx − W M a x / 2) > (−Wi / 2) and ( i ∗ dx − W M a x / 2) <= (+Wi / 2) and ( j ∗ dy )
<= Li :
219 C o r r [ i , j ] = 1
220 e l i f j ∗ dy > Li :
221 C o r r [ i , j ] = 1
222
223 if n _ c o r r != 0 :
224 drw = C o r r
225 for num in r a n g e (0 , n _ c o r r − 1) :
226 drw = np . a p p e n d ( drw , Corr , a x i s=1)
227
228 e l s e :
229 drw = [ ]
230 # %% C r e a t i n g WG - I n p u t & O u t p u t
231 # % C r e a t i n g WG and p u t t i n g in the i n p u t and o u t p u t
232 W G _ W = 0.4 e−6
233 W G _ L = 3e−6
234
235 WG = np . z e r o s ( [ r o u n d ( W M a x / dx ) , r o u n d ( W G _ L / dy ) ] )
236
237 for i in r a n g e (0 , nx ) :
238 if ( i ∗ dx − W M a x / 2) > (− W G _ W / 2) and ( i ∗ dx − W M a x / 2) <= (+ W G _ W / 2) :
239 WG [ i , : ] = 1
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240
241 if n _ c o r r != 0 :
242 drw = np . h s t a c k ( ( WG , drw , WG ) )
243 T o t a l _ l e n g t h += 2 ∗ W G _ L
244 e l s e :
245 drw = np . h s t a c k ( ( WG , WG ) )
246
247 # % C r e a t i o n of the " b u f f e r "
248 yy = np . z e r o s ( [ n _ b u f f e r , drw . s h a p e [ 1 ] ] )
249
250 # % A d d i n g the b u f f e r at the s i d e s of the the CW
251 drw = np . v s t a c k ( ( yy , drw , yy ) )
252 W M a x += (2 ∗ n _ b u f f e r ∗ dy )
253
254 C o r r _ W G = drw
255 del drw
256
257 r e t u r n C o r r _ W G
258
259
260 # C r e a t i n g CW - T a p e r e d
261 def C W _ T a p e r e d ( n_corr , n_int , delta , dx , dy , T y p e T a p e r ) :
262 We = 1e−6
263 Le = 0.12 e−6
264 Li = d e l t a − Le
265 Wi = 0.4 e−6
266
267 # T O D O : V a l i d o n l y for s y m m e t r i c t a p e r s .
268 n _ t a p e r = np . r o u n d ( n _ c o r r ∗ 0 . 5 , 0)
269
270 # C h o o s i n g the t a p e r
271 if T y p e T a p e r == ’ b l a c k m a n ’ :
272 z_L = np . l i n s p a c e (0 , 0 . 5 , n _ t a p e r )
273 x = (2 ∗ z_L − 1) ∗ pi
274 T a p e r = Wi + ( We − Wi ) ∗ (1 + 1.19 ∗ np . cos ( x ) + 0.19 ∗ np . cos (2 ∗ x ) ) / 2 .38
275
276 e l i f T y p e T a p e r == ’ r a i s e d s i n e ’ :
277 z_L = np . l i n s p a c e (0 , 0 . 5 , n _ t a p e r )
278 T a p e r = Wi + ( We − Wi ) ∗ np . sin ( pi ∗ z_L ) ∗∗ 2
279
280 e l i f T y p e T a p e r == ’ l i n e a r ’ :
281 z_L = np . l i n s p a c e (0 , 1 , n _ t a p e r )
282 T a p e r = Wi + ( We − Wi ) ∗ z_L
283
284 e l i f T y p e T a p e r == ’ p a r t i a l T ’ :
285 T a p e r = n _ c o r r
286 TI = n _ i n t
287 n _ c o r r = len ( T a p e r )
288 p r i n t ( n _ c o r r )
289
290 e l s e :
291 p r i n t ( ’ You f o o l !!! C h o o s e one of the e l i g i b l e t y p e of t a p e r !! ’ )
292 r e t u r n −1
293
294 if T y p e T a p e r != ’ p a r t i a l T ’ :
295 # D e f i n i n g w i d t h s all o v e r the l e n g t h of the t a p e r ( f l i p p i n g one s i d e )
296 T a p e r = np . a p p e n d ( Taper , np . f l i p ( Taper , 0) )
297 T a p e r = np . r o u n d ( Taper , 8)
298
299 # x - b u f f e r ( L e f t and R i g h t ) in n u m b e r of c e l l s
300 n _ b u f f e r = 30
301
302 # T o t a l l e n g t h of the c o r r u g a t e d w a v e g u i d e
303 T o t a l _ l e n g t h = n _ c o r r ∗ d e l t a
304
305 if We >= Wi :
306 W M a x = We
307 e l s e :
308 W M a x = Wi
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309
310 nx = np . r i n t ( W M a x / dx ) . a s t y p e ( int )
311 ny = np . r i n t ( T o t a l _ l e n g t h / dy ) . a s t y p e ( int )
312 nyp = np . r i n t ( d e l t a / dy ) . a s t y p e ( int )
313
314 C o r r = np . z e r o s ( [ nx , ny ] )
315
316 for k in r a n g e (0 , n _ c o r r ) :
317 for j in r a n g e (0 , nyp ) :
318 for i in r a n g e (0 , nx ) :
319 if ( ( i ∗ dx − W M a x / 2) > (−TI [ k ] / 2) ) and ( ( i ∗ dx − W M a x / 2) <= (+TI [ k ] / 2) )
\
320 and ( ( ( k ∗ nyp + j ) ∗ dy ) <= ( k ∗ d e l t a + Li ) ) :
321 C o r r [ i , ( k ∗ nyp ) + j ] = 1
322 e l i f ( i ∗ dx − W M a x / 2) > (− T a p e r [ k ] / 2) and ( i ∗ dx − W M a x / 2) <= (+ T a p e r [ k ]
/ 2) \
323 and ( ( k ∗ nyp + j ) ∗ dy ) > ( k ∗ d e l t a + Li ) :
324 C o r r [ i , k ∗ nyp + j ] = 1
325
326 drw = C o r r
327
328 # %% C r e a t i n g WG - I n p u t & O u t p u t
329 # % C r e a t i n g WG and p u t t i n g in the i n p u t and o u t p u t
330 W G _ W = 0.4 e−6
331 W G _ L = 3e−6
332
333 WG = np . z e r o s ( [ np . r i n t ( W M a x / dx ) . a s t y p e ( int ) , np . r i n t ( W G _ L / dy ) . a s t y p e ( int ) ] )
334
335 for i in r a n g e (0 , nx ) :
336 if ( i ∗ dx − W M a x / 2) > (− W G _ W / 2) and ( i ∗ dx − W M a x / 2) <= (+ W G _ W / 2) :
337 WG [ i , : ] = 1
338
339 if n _ c o r r != 0 :
340 drw = np . h s t a c k ( ( WG , drw , WG ) )
341 T o t a l _ l e n g t h += 2 ∗ W G _ L
342 e l s e :
343 drw = np . h s t a c k ( ( WG , WG ) )
344
345 # % C r e a t i o n of the " b u f f e r "
346 yy = np . z e r o s ( [ n _ b u f f e r , drw . s h a p e [ 1 ] ] )
347
348 # % A d d i n g the b u f f e r at the s i d e s of the the CW
349 drw = np . v s t a c k ( ( yy , drw , yy ) )
350 W M a x += (2 ∗ n _ b u f f e r ∗ dy )
351
352 C o r r _ W G = drw
353 del drw
354
355 r e t u r n C o r r _ W G
356
357
358 # O b t a i n i n g eps_r_x , e p s _ r _ y
359 def i n t e r p _ e p s ( struct , eps_r_x , e p s _ r _ y ) :
360 # A s s i g n i n g the EIM / v E I M m e t h o d
361
362 # v E I M A p p r o x i m a t i o n
363
364 e p s _ 1 = 2.9932 ∗∗ 2
365 e p s _ 2 = 2.5772 ∗∗ 2
366
367 [ nx , ny ] = s t r u c t . s h a p e
368
369 for i in r a n g e (0 , nx ) :
370 for j in r a n g e (0 , ny ) :
371 if s t r u c t [ i , j ] == 1 :
372 s t r u c t [ i , j ] = e p s _ 1
373 e l s e :
374 s t r u c t [ i , j ] = e p s _ 2
375
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376
377 # I n t e r p o l a t i o n e p s _ r _ x
378 e p s _ r _ x [ : , 0 ] = s t r u c t [ : , 0 ]
379
380 for i in r a n g e (1 , ny ) :
381 e p s _ r _ x [ : , i ] = ( s t r u c t [ : , i ] + s t r u c t [ : , i − 1 ] ) ∗ 0 .5
382
383 e p s _ r _ x [ : , −1] = s t r u c t [ : , −1]
384
385 # I n t e r p o l a t i n g e p s _ r _ y
386 e p s _ r _ y [ 0 , : ] = s t r u c t [ 0 , : ]
387
388 for i in r a n g e (1 , nx ) :
389 e p s _ r _ y [ i , : ] = ( s t r u c t [ i , : ] + s t r u c t [ i − 1 , : ] ) ∗ 0 .5
390
391 e p s _ r _ y [−1 , : ] = s t r u c t [−1 , : ]
392
393 # P l o t t i n g
394 f i g 1 = plt . f i g u r e ( )
395
396 ax1 = f i g 1 . a d d _ s u b p l o t (211)
397 ax1 . i m s h o w ( e p s _ r _ x )
398 ax1 . s e t _ t i t l e ( r ’ $ \ e p s i l o n _ { r }{ _x } $ ’ )
399
400 ax2 = f i g 1 . a d d _ s u b p l o t (212)
401 ax2 . i m s h o w ( e p s _ r _ y )
402 ax2 . s e t _ t i t l e ( r ’ $ \ e p s i l o n _ { r }{ _y } $ ’ )
403
404 r e t u r n eps_r_x , e p s _ r _ y
405
406
407 # S o l v i n g 1 D H e l m . Eq for TE
408 def H e l m 1 D _ T E ( eps_xx , WL , dx ) :
409 # B u f f e r
410 b u f f e r = 200
411
412 Nx = len ( e p s _ x x )
413 e p s _ x x = e p s _ x x . r e s h a p e ( ( Nx , 1) )
414
415 e p s _ x x _ T e m p = np . o n e s ( [ Nx + b u f f e r ∗ 2 + 1 , 1 ] ) ∗ e p s _ x x [ 1 0 ]
416 e p s _ x x _ T e m p [ b u f f e r : b u f f e r + Nx ] = e p s _ x x
417
418 eps = e p s _ x x _ T e m p
419 del e p s _ x x _ T e m p , e p s _ x x
420 Nx = Nx + b u f f e r ∗ 2 + 1
421
422 eps = eps . r e s h a p e ( Nx )
423
424 # D i a g o n a l i z i n g M a t r i c e s
425 eps = sp . s p d i a g s ( eps , 0 , Nx , Nx )
426 D2X = sp . s p d i a g s (−2 ∗ np . o n e s ( [ Nx ] ) , 0 , Nx , Nx ) . t o l i l ( )
427 D2X += sp . s p d i a g s ( np . o n e s ( [ Nx ] ) , 1 , Nx , Nx )
428 D2X += sp . s p d i a g s ( np . o n e s ( [ Nx ] ) , −1, Nx , Nx )
429
430 D2X [ 0 , : ] = 0
431 D2X [−1 , : ] = 0
432
433 K = WL ∗∗ 2 / (4 ∗ pi ∗ pi ∗ dx ∗∗ 2)
434
435 D2X = D2X . t o a r r a y ( )
436 eps = eps . t o a r r a y ( )
437
438 A = K ∗ D2X + eps
439
440 [ NE , AZ ] = la . eig ( A )
441
442 # E f f e c t i v e I n d e x ( N e f f )
443 N e f f = s q r t ( np . max ( NE ) )
444
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445 Hz = AZ [ : , NE . a r g m a x ( ) ]
446
447 # C h e c k the p o s i t i o n of the field , and its c o n s i s t e n c y w h e n you put in the s i m u l a t i o n
448 Hz = 1 / max ( abs ( Hz ) ) ∗ ( abs ( Hz [ b u f f e r :−1 − b u f f e r ] ) )
449
450 r e t u r n Hz , N e f f
451
452
453 s t a r t u p ( )
454 s i m _ p a r a m ( )
455
456 N a r r a y = np . a r r a y ( [ 0 ] )
457 p r i n t ( ’ P o s t _ P r o c e s s i n g ’ )
458
459
460 # M a i n l o o p of the 2 D F D T D
461 for ind in r a n g e (0 , len ( N a r r a y ) ) :
462
463 @ j i t ( n o p y t h o n=T r u e )
464 def T E z _ j i t ( Hz , Chzh , Chzex , Chzey ,
465 Ex , Cexe , Cexhz ,
466 Ey , Ceye , Ceyhz ,
467 P s i _ h z x _ x n , C P s i _ h z x _ x n , c p m l _ b _ m x _ x n , c p m l _ a _ m x _ x n ,
468 P s i _ h z x _ x p , C P s i _ h z x _ x p , c p m l _ b _ m x _ x p , c p m l _ a _ m x _ x p ,
469 P s i _ h z y _ y n , C P s i _ h z y _ y n , c p m l _ b _ m y _ y n , c p m l _ a _ m y _ y n ,
470 P s i _ h z y _ y p , C P s i _ h z y _ y p , c p m l _ b _ m y _ y p , c p m l _ a _ m y _ y p ,
471 P s i _ e y x _ x n , C P s i _ e y x _ x n , c p m l _ b _ e x _ x n , c p m l _ a _ e x _ x n ,
472 P s i _ e y x _ x p , C P s i _ e y x _ x p , c p m l _ b _ e x _ x p , c p m l _ a _ e x _ x p ,
473 P s i _ e x y _ y n , C P s i _ e x y _ y n , c p m l _ b _ e y _ y n , c p m l _ a _ e y _ y n ,
474 P s i _ e x y _ y p , C P s i _ e x y _ y p , c p m l _ b _ e y _ y p , c p m l _ a _ e y _ y p ,
475 lnpos , ln_Hz , Z_src , J z _ w a v e f o r m , M y _ w a v e f o r m , Neff ,
476 freq , n_cpml , dt , Tsteps , evolv , m o n s p e c ) :
477
478 # Mid P o s i t i o n
479 mid = r o u n d ( nx ∗ 0 . 5 )
480
481 # T i m e l o o p
482 for i in r a n g e (0 , T s t e p s ) :
483
484 # U p d a t i n g Hz
485 for j in r a n g e (0 , nx ) :
486 for k in r a n g e (0 , ny ) :
487 Hz [ j ] [ k ] = C h z h [ j ] [ k ] ∗ Hz [ j ] [ k ] \
488 + C h z e x [ j ] [ k ] ∗ ( Ex [ j ] [ k + 1] − Ex [ j ] [ k ] ) \
489 + C h z e y [ j ] [ k ] ∗ ( Ey [ j + 1 ] [ k ] − Ey [ j ] [ k ] )
490
491 # TF / SF in Hz
492 for j in r a n g e (0 , nx ) :
493 Hz [ j ] [ l n p o s − 1 ] = Hz [ j ] [ l n p o s − 1 ] + dt / ( mu0 ∗ dx ) ∗ Z _ s r c ∗ J z _ w a v e f o r m [ i ] ∗
l n _ H z [ j ]
494
495 # Hz C P M L - Xn
496 for j in r a n g e (0 , n _ c p m l ) :
497 for k in r a n g e (0 , ny ) :
498 P s i _ h z x _ x n [ j ] [ k ] = c p m l _ b _ m x _ x n [ j ] [ 0 ] ∗ P s i _ h z x _ x n [ j ] [ k ] \
499 + c p m l _ a _ m x _ x n [ j ] [ 0 ] ∗ ( Ey [ j + 1 ] [ k ] − Ey [ j ] [ k ] )
500
501 for j in r a n g e (0 , n _ c p m l ) :
502 for k in r a n g e (0 , ny ) :
503 Hz [ j ] [ k ] = Hz [ j ] [ k ] + C P s i _ h z x _ x n [ j ] [ k ] ∗ P s i _ h z x _ x n [ j ] [ k ]
504
505 # Hz C P M L - Xp
506 for j in r a n g e (0 , n _ c p m l ) :
507 for k in r a n g e (0 , ny ) :
508 P s i _ h z x _ x p [ j ] [ k ] = c p m l _ b _ m x _ x p [ j ] [ 0 ] ∗ P s i _ h z x _ x p [ j ] [ k ] \
509 + c p m l _ a _ m x _ x p [ j ] [ 0 ] ∗ ( Ey [ nx − n _ c p m l + j + 1 ] [ k ] − Ey [ nx
− n _ c p m l + j ] [ k ] )
510
511 for j in r a n g e (0 , n _ c p m l ) :
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512 for k in r a n g e (0 , ny ) :
513 Hz [ nx − n _ c p m l + j ] [ k ] = Hz [ nx − n _ c p m l + j ] [ k ] \
514 + C P s i _ h z x _ x p [ j ] [ k ] ∗ P s i _ h z x _ x p [ j ] [ k ]
515
516 # Hz C P M L - Yn
517 for j in r a n g e (0 , nx ) :
518 for k in r a n g e (0 , n _ c p m l ) :
519 P s i _ h z y _ y n [ j ] [ k ] = c p m l _ b _ m y _ y n [ k ] [ 0 ] ∗ P s i _ h z y _ y n [ j ] [ k ] \
520 + c p m l _ a _ m y _ y n [ k ] [ 0 ] ∗ ( Ex [ j ] [ k + 1] − Ex [ j ] [ k ] )
521
522 for j in r a n g e (0 , nx ) :
523 for k in r a n g e (0 , n _ c p m l ) :
524 Hz [ j ] [ k ] = Hz [ j ] [ k ] + C P s i _ h z y _ y n [ j ] [ k ] ∗ P s i _ h z y _ y n [ j ] [ k ]
525
526 # Hz C P M L - Yp
527 for j in r a n g e (0 , nx ) :
528 for k in r a n g e (0 , n _ c p m l ) :
529 P s i _ h z y _ y p [ j ] [ k ] = c p m l _ b _ m y _ y p [ k ] [ 0 ] ∗ P s i _ h z y _ y p [ j ] [ k ] \
530 + c p m l _ a _ m y _ y p [ k ] [ 0 ] ∗ ( Ex [ j ] [ ny − n _ c p m l + k + 1] − Ex [ j
] [ ny − n _ c p m l + k ] )
531
532 for j in r a n g e (0 , nx ) :
533 for k in r a n g e (0 , n _ c p m l ) :
534 Hz [ j ] [ ny − n _ c p m l + k ] = Hz [ j ] [ ny − n _ c p m l + k ] + C P s i _ h z y _ y p [ j ] [ k ] ∗
P s i _ h z y _ y p [ j ] [ k ]
535
536 # U p d a t i n g Ex
537 for j in r a n g e (0 , nx ) :
538 for k in r a n g e (1 , ny ) :
539 Ex [ j ] [ k ] = C e x e [ j ] [ k ] ∗ Ex [ j ] [ k ] \
540 + C e x h z [ j ] [ k ] ∗ ( Hz [ j ] [ k ] − Hz [ j ] [ k − 1 ] )
541
542 # U p d a t i n g Ey
543 for j in r a n g e (1 , nx ) :
544 for k in r a n g e (0 , ny ) :
545 Ey [ j ] [ k ] = C e y e [ j ] [ k ] ∗ Ey [ j ] [ k ] \
546 + C e y h z [ j ] [ k ] ∗ ( Hz [ j ] [ k ] − Hz [ j − 1 ] [ k ] )
547
548 # TF / SF for Ex
549 for j in r a n g e (0 , nx ) :
550 Ex [ j ] [ l n p o s ] = Ex [ j ] [ l n p o s ] − ( dt / ( e p s 0 ∗ dx ∗ ( N e f f ∗ N e f f ) ) ) ∗ M y _ w a v e f o r m [ i ]
∗ l n _ H z [ j ]
551
552 # Ey C P M L - Xn
553 for j in r a n g e (0 , n _ c p m l ) :
554 for k in r a n g e (0 , ny ) :
555 P s i _ e y x _ x n [ j ] [ k ] = c p m l _ b _ e x _ x n [ j ] [ 0 ] ∗ P s i _ e y x _ x n [ j ] [ k ] \
556 + c p m l _ a _ e x _ x n [ j ] [ 0 ] ∗ ( Hz [ j + 1 ] [ k ] − Hz [ j ] [ k ] )
557
558 for j in r a n g e (0 , n _ c p m l ) :
559 for k in r a n g e (0 , ny ) :
560 Ey [ j + 1 ] [ k ] = Ey [ j + 1 ] [ k ] + C P s i _ e y x _ x n [ j ] [ k ] ∗ P s i _ e y x _ x n [ j ] [ k ]
561
562 # Ey C P M L - Xp
563 for j in r a n g e (0 , n _ c p m l ) :
564 for k in r a n g e (0 , ny ) :
565 P s i _ e y x _ x p [ j ] [ k ] = c p m l _ b _ e x _ x p [ j ] [ 0 ] ∗ P s i _ e y x _ x p [ j ] [ k ] \
566 + c p m l _ a _ e x _ x p [ j ] [ 0 ] ∗ ( Hz [ nx − n _ c p m l + j ] [ k ] − Hz [ nx −
n _ c p m l + j − 1 ] [ k ] )
567
568 for j in r a n g e (0 , n _ c p m l ) :
569 for k in r a n g e (0 , ny ) :
570 Ey [ nx − n _ c p m l + j ] [ k ] = Ey [ nx − n _ c p m l + j ] [ k ] + C P s i _ e y x _ x p [ j ] [ k ] ∗
P s i _ e y x _ x p [ j ] [ k ]
571
572 # Ex C P M L - Yn
573 for j in r a n g e (0 , nx ) :
574 for k in r a n g e (0 , n _ c p m l ) :
575 P s i _ e x y _ y n [ j ] [ k ] = c p m l _ b _ e y _ y n [ k ] [ 0 ] ∗ P s i _ e x y _ y n [ j ] [ k ] \
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576 + c p m l _ a _ e y _ y n [ k ] [ 0 ] ∗ ( Hz [ j ] [ k + 1] − Hz [ j ] [ k ] )
577
578 for j in r a n g e (0 , nx ) :
579 for k in r a n g e (0 , n _ c p m l ) :
580 Ex [ j ] [ k + 1] = Ex [ j ] [ k + 1] + C P s i _ e x y _ y n [ j ] [ k ] ∗ P s i _ e x y _ y n [ j ] [ k ]
581
582 # Ex C P M L - Yp
583 for j in r a n g e (0 , nx ) :
584 for k in r a n g e (0 , n _ c p m l ) :
585 P s i _ e x y _ y p [ j ] [ k ] = c p m l _ b _ e y _ y p [ k ] [ 0 ] ∗ P s i _ e x y _ y p [ j ] [ k ] \
586 + c p m l _ a _ e y _ y p [ k ] [ 0 ] ∗ ( Hz [ j ] [ ny − n _ c p m l + k ] − Hz [ j ] [ ny
− n _ c p m l + k − 1 ] )
587
588 for j in r a n g e (0 , nx ) :
589 for k in r a n g e (0 , n _ c p m l ) :
590 Ex [ j ] [ ny − n _ c p m l + k ] = Ex [ j ] [ ny − n _ c p m l + k ] + C P s i _ e x y _ y p [ j ] [ k ] ∗
P s i _ e x y _ y p [ j ] [ k ]
591
592
593 for j in r a n g e (0 , 60) :
594 m o n s p e c [ j ] = Hz [ mid − 30 + j ] [−1 − 25 ]
595 # T r a n s m i s s i o n
596 e v o l v [ i ] [ 0 ] = m o n s p e c . sum ( )
597
598 for j in r a n g e (0 , 60) :
599 m o n s p e c [ j ] = Hz [ mid − 30 + j ] [ 2 5 ]
600 # R e f l e c t i o n
601 e v o l v [ i ] [ 1 ] = m o n s p e c . sum ( )
602
603 r e t u r n e v o l v
604
605
606 N = N a r r a y [ ind ]
607 p r i n t ( N )
608
609 # P e r i o d of the s t r u c t u r e ( um )
610 d e l t a = 0.23 e−6
611
612 # S e l e c t i n g the t y p e of t a p e r to use ( B l a c k m a n , R a i s e d Sine , Linear , \
613 # p a r t i a l t a p e r s or o t h e r v a r i a t i o n s )
614 T y p e T a p e r = ’ p a r t i a l T ’
615
616 if T y p e T a p e r == ’ p a r t i a l T ’ :
617 n _ t a p e r = N
618 nT = 3000
619
620 # We = 0 . 2 5 e -6
621 We = 1.0 e−6
622 Wi = 0.4 e−6
623 Wp = 0.35 e−6
624
625
626 # # B l a c k m a n
627 # z_L = np . l i n s p a c e (0 , 0.5 , n _ t a p e r )
628 # x = (2 * z_L - 1) * pi
629 # T a p e r = Wi + ( We - Wi ) * (1 + 1 . 1 9 * np . cos ( x ) + 0 . 1 9 * np . cos (2 * x ) ) / 2 . 3 8
630 # # I n t e r n a l T a p e r ( For s e c o n d m o d e !)
631 # T a p e r _ I n t = Wi + ( Wp - Wi ) * (1 + 1 . 1 9 * np . cos ( x ) + 0 . 1 9 * np . cos (2 * x ) ) / 2 . 3 8
632
633 # # R a i s e d S i n e
634 # z_L = np . l i n s p a c e (0 , 0.5 , n _ t a p e r )
635 # T a p e r = Wi + ( We - Wi ) * np . sin ( pi * z_L ) ** 2
636 # # I n t e r n a l T a p e r ( For s e c o n d m o d e !)
637 # T a p e r _ I n t = Wi + ( Wp - Wi ) * np . sin ( pi * z_L ) ** 2
638
639 # L i n e a r
640 z_L = np . l i n s p a c e (0 , 1 , n _ t a p e r )
641 T a p e r = Wi + ( We − Wi ) ∗ z_L
642 # I n t e r n a l T a p e r ( For s e c o n d m o d e !)
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643 T a p e r _ I n t = Wi + ( Wp − Wi ) ∗ z_L
644
645 # E x t e r n a l T a p e r
646 N _ a r r a y = np . a p p e n d ( Taper , We ∗ np . o n e s ( nT − 2 ∗ n _ t a p e r ) )
647 N _ a r r a y = np . a p p e n d ( N_array , np . f l i p ( Taper , 0) )
648
649 # I n t e r n a l T a p e r
650 N _ a r r a y _ I n t = np . a p p e n d ( T a p e r _ I n t , Wp ∗ np . o n e s ( nT − 2 ∗ n _ t a p e r ) )
651 N _ a r r a y _ I n t = np . a p p e n d ( N _ a r r a y _ I n t , np . f l i p ( T a p e r _ I n t , 0) )
652
653 N _ a r r a y = np . r o u n d ( N_array , 8)
654 N _ a r r a y _ I n t = np . r o u n d ( N _ a r r a y _ I n t , 8)
655
656 N = N _ a r r a y
657 N _ I n t = N _ a r r a y _ I n t
658
659 plt . f i g u r e ( )
660 plt . p l o t ( N , ’ - - o ’ )
661 plt . p l o t ( N_Int , ’ - -* ’ )
662 plt . s h o w ( )
663
664
665 Nk = N a r r a y [ ind ]
666 S = ’ D T _ S T D _ ’ + T y p e T a p e r + ’ _N ’ + str ( Nk ) + ’ _ ’ + str ( nT ) + ’ _ ’ + str ( We ) + ’ _ ’ + str ( Wp ) +
’ _ ’ + str ( d e l t a ) + ’ . txt ’
667
668 [ nx , ny ] = C o r r . s h a p e
669
670 # S i m u l a t i o n s t e p s
671 T s t e p s = 350000
672
673 # ## I n i t i a l i z i n g F i e l d s ( TEz - Ex , Ey , Hz ) ###
674
675 # M a g n e t i c f i e l d c o m p o n e n t ( Hz , mu_r_z , s i g m a _ m _ z )
676 Hz = np . z e r o s ( [ nx , ny ] , d t y p e=np . f l o a t 6 4 )
677 m u _ r _ z = np . o n e s ( [ nx , ny ] , d t y p e=np . f l o a t 6 4 )
678 s i g m a _ m _ z = np . z e r o s ( [ nx , ny ] , d t y p e=np . f l o a t 6 4 )
679
680 # Ex - E l e c t r i c F i e l d c o m p o n e n t s ( Ex , eps_r_x , s i g m a _ e _ x )
681 Ex = np . z e r o s ( [ nx , ny + 1 ] , d t y p e=np . f l o a t 6 4 )
682 e p s _ r _ x = np . o n e s ( [ nx , ny + 1 ] , d t y p e=np . f l o a t 6 4 )
683 s i g m a _ e _ x = np . z e r o s ( [ nx , ny + 1 ] , d t y p e=np . f l o a t 6 4 )
684
685 # Ey - E l e c t r i c f i e l d c o m p o n e n t s ( Ey , eps_r_y , s i g m a _ e _ y )
686 Ey = np . z e r o s ( [ nx + 1 , ny ] , d t y p e=np . f l o a t 6 4 )
687 e p s _ r _ y = np . o n e s ( [ nx + 1 , ny ] , d t y p e=np . f l o a t 6 4 )
688 s i g m a _ e _ y = np . z e r o s ( [ nx + 1 , ny ] , d t y p e=np . f l o a t 6 4 )
689
690 # I n t e r p o l a t i n g the s t r u c t u r e in o r d e r to o b t a i n eps_r_x , e p s _ r _ y
691 [ eps_r_x , e p s _ r _ y ] = i n t e r p _ e p s ( Corr , eps_r_x , e p s _ r _ y )
692
693 # ## P r e p a r i n g the u p d a t i n g c o e f f i c i e n t for the F D T D l o o p ###
694 # C o e f f . u p d a t i n g Ex
695 C e x e = (2 ∗ e p s _ r _ x ∗ e p s 0 − dt ∗ s i g m a _ e _ x ) / (2 ∗ e p s _ r _ x ∗ e p s 0 + dt ∗ s i g m a _ e _ x )
696 C e x h z = (2 ∗ dt / dy ) / (2 ∗ e p s _ r _ x ∗ e p s 0 + dt ∗ s i g m a _ e _ x )
697
698 # C o e f f . u p d a t i n g Ey
699 C e y e = (2 ∗ e p s _ r _ y ∗ e p s 0 − dt ∗ s i g m a _ e _ y ) / (2 ∗ e p s _ r _ y ∗ e p s 0 + dt ∗ s i g m a _ e _ y )
700 C e y h z = − (2 ∗ dt / dx ) / (2 ∗ e p s _ r _ y ∗ e p s 0 + dt ∗ s i g m a _ e _ y )
701
702 # C o e f f . u p d a t i n g Hz
703 C h z h = (2 ∗ m u _ r _ z ∗ mu0 − dt ∗ s i g m a _ m _ z ) / (2 ∗ m u _ r _ z ∗ mu0 + dt ∗ s i g m a _ m _ z )
704 C h z e x = (2 ∗ dt / dy ) / (2 ∗ m u _ r _ z ∗ mu0 + dt ∗ s i g m a _ m _ z )
705 C h z e y = − (2 ∗ dt / dx ) / (2 ∗ m u _ r _ z ∗ mu0 + dt ∗ s i g m a _ m _ z )
706
707 # ## S o u r c e set - up ###
708 # P o s i t i o n of e x c i t a t i o n (" L a u n c h P o s i t i o n ")
709 l n p o s = 50
710
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711 # L a u n c h Hz
712 [ ln_Hz , N e f f ] = H e l m 1 D _ T E ( e p s _ r _ x [ : , l n p o s ] , WL , dx )
713 p r i n t ( ’ The N e f f is : { 0 : . 4 f }. ’ . f o r m a t ( N e f f ) )
714
715 # DFT p a r a m e t e r s , t h a t are not g o i n g to be u s e d .
716 m i n _ W L = 0.8 e−6
717 m a x _ W L = 2.5 e−6
718 d e l t a _ f = abs ( ( c / m a x _ W L ) − ( c / m i n _ W L ) ) ∗ 0 .75
719 tau = 0.966 / d e l t a _ f
720 t0 = 4.5 ∗ tau
721
722 o m e g a = 2 ∗ pi ∗ f r e q
723
724 Z0 = s q r t ( mu0 / e p s 0 )
725 # I m p e d a n c e for TF / SF
726 Z _ s r c = np . s q r t ( mu0 / ( e p s 0 ∗ N e f f ∗∗ 2) )
727
728 t i m e = dt ∗ np . a r a n g e ( T s t e p s )
729
730 # T e m p o r a l o f f s e t
731 tMy = dt ∗ 0 .5 + ( dx ∗ N e f f ∗ 0 . 5 ) / ( c )
732
733 J z _ w a v e f o r m = np . cos ( o m e g a ∗ ( t i m e − t0 ) ) ∗ np . exp (−(( t i m e − t0 ) / tau ) ∗∗ 2)
734 M y _ w a v e f o r m = np . cos ( o m e g a ∗ ( t i m e − t0 + tMy ) ) ∗ np . exp (−(( t i m e − t0 + tMy ) / tau ) ∗∗ 2)
735
736 # S e t t i n g up C P M L and f i e l d s
737 p s i _ c p m l ( )
738
739 # P l o t t i n g a r r a y
740 [ xx , yy ] = Hz . s h a p e
741 e v o l v = np . z e r o s ( [ Tsteps , 2 ] )
742
743 m o n s p e c = np . z e r o s ( [ 6 0 ] )
744
745 p r i n t ( ’ S t a r t i n g s i m u l a t i o n ... ’ )
746 e = t i m e r ( )
747 T E z _ j i t ( Hz , Chzh , Chzex , Chzey ,
748 Ex , Cexe , Cexhz ,
749 Ey , Ceye , Ceyhz ,
750 P s i _ h z x _ x n , C P s i _ h z x _ x n , c p m l _ b _ m x _ x n , c p m l _ a _ m x _ x n ,
751 P s i _ h z x _ x p , C P s i _ h z x _ x p , c p m l _ b _ m x _ x p , c p m l _ a _ m x _ x p ,
752 P s i _ h z y _ y n , C P s i _ h z y _ y n , c p m l _ b _ m y _ y n , c p m l _ a _ m y _ y n ,
753 P s i _ h z y _ y p , C P s i _ h z y _ y p , c p m l _ b _ m y _ y p , c p m l _ a _ m y _ y p ,
754 P s i _ e y x _ x n , C P s i _ e y x _ x n , c p m l _ b _ e x _ x n , c p m l _ a _ e x _ x n ,
755 P s i _ e y x _ x p , C P s i _ e y x _ x p , c p m l _ b _ e x _ x p , c p m l _ a _ e x _ x p ,
756 P s i _ e x y _ y n , C P s i _ e x y _ y n , c p m l _ b _ e y _ y n , c p m l _ a _ e y _ y n ,
757 P s i _ e x y _ y p , C P s i _ e x y _ y p , c p m l _ b _ e y _ y p , c p m l _ a _ e y _ y p ,
758 lnpos , ln_Hz , Z_src , J z _ w a v e f o r m , M y _ w a v e f o r m , Neff ,
759 freq , n_cpml , dt , Tsteps , evolv , m o n s p e c )
760 s = t i m e r ( )
761 p r i n t ( s − e ) 
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Appendix D
Mode Solver 2D
This code, written in Python, is a 2D mode solver. The used algorithm is reported
in [1, 2].
D.1 Code Mode Solver
Listing D.1: Code of the 2D Mode Solver 
1 " " # I m p o r t i n g the n e c e s s a r y l i b r a r i e s
2 i m p o r t n u m p y as np
3 i m p o r t m a t p l o t l i b . p y p l o t as plt
4 f r o m s c i p y . s p a r s e i m p o r t c o o _ m a t r i x
5 f r o m s c i p y . s p a r s e i m p o r t hstack , v s t a c k
6 f r o m s c i p y . s p a r s e . l i n a l g i m p o r t eigs , e i g s h
7 f r o m m a t h i m p o r t pi
8
9
10 # V a r i a b l e s ( nm )
11 wl = 1310
12 c = 3 e8
13 frq = c/ wl
14 mu0 = 4∗ pi ∗1e−7
15 e p s 0 = 8.8541 e−12
16 k0 = 2∗ pi ∗ frq ∗ np . s q r t ( mu0 ∗ e p s 0 )
17 e p s _ S i = 12.25
18 e p s _ o 2 = 2.10
19 w i d t h = 400
20 dx = 5
21 dy = dx
22 h = 70
23 s l a b = 150
24 o x i d e = 500 # H e i g h t
25 L s l a b = 1000 # For e a c h s i d e
26 b o u n d a r y = ’ 0 0 0 0 ’
27
28 g u e s s = np . s q r t ( e p s _ S i )
29
30 # Top w a v e g u i d e
31 wg = e p s _ S i ∗ np . o n e s ( [ int ( w i d t h / dx ) , int ( h/ dx ) ] )
32 wg = np . c o n c a t e n a t e ( ( wg , e p s _ o 2 ∗ np . o n e s ( [ int ( L s l a b / dx ) , int ( h/ dx ) ] ) ) , a x i s=0)
33 wg = np . c o n c a t e n a t e ( ( e p s _ o 2 ∗ np . o n e s ( [ int ( L s l a b / dx ) , int ( h/ dx ) ] ) , wg ) , a x i s=0)
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34 # S l a b
35 a= wg . s h a p e
36 wg = np . c o n c a t e n a t e ( ( wg , e p s _ S i ∗ np . o n e s ( [ a [ 0 ] , int ( s l a b / dx ) ] ) ) , a x i s=1)
37 # O x i d e b e l o w and on top
38 wg = np . c o n c a t e n a t e ( ( wg , e p s _ o 2 ∗ np . o n e s ( [ a [ 0 ] , int ( o x i d e / dx ) ] ) ) , a x i s=1)
39 wg = np . c o n c a t e n a t e ( ( e p s _ o 2 ∗ np . o n e s ( [ a [ 0 ] , int ( o x i d e / dx ) ] ) , wg ) , a x i s=1)
40
41 plt . f i g u r e (8 )
42 plt . i m s h o w ( wg . T )
43 plt . c o l o r b a r ( o r i e n t a t i o n=’ h o r i z o n t a l ’ )
44 # plt . s h o w ()
45




50 g u e s s = 3.5
51 n m o d e s = 1
52
53
54 nx , ny = eps . s h a p e
55 p r i n t ( nx , ny )
56
57 # V a l i d o n l y w i t h i s o t r o p i c m a t e r i a l
58 e p s x x = eps
59 e p s y y = e p s x x
60 e p s x y = np . z e r o s ( eps . s h a p e )
61 e p s y x = np . z e r o s ( eps . s h a p e )
62 e p s z z = e p s x x
63
64 nx += 1
65 ny += 1
66
67 # P a d d i n g
68 e p s x x = np . c o l u m n _ s t a c k ( ( e p s x x [ : , 0 ] , epsxx , e p s x x [ : , −1]) )
69 e p s x x = np . r o w _ s t a c k ( ( e p s x x [ 0 , : ] , epsxx , e p s x x [−1 , : ] ) )
70
71 e p s y y = np . c o l u m n _ s t a c k ( ( e p s y y [ : , 0 ] , epsyy , e p s y y [ : , −1]) )
72 e p s y y = np . r o w _ s t a c k ( ( e p s y y [ 0 , : ] , epsyy , e p s y y [−1 , : ] ) )
73
74 e p s x y = np . c o l u m n _ s t a c k ( ( e p s x y [ : , 0 ] , epsxy , e p s x y [ : , −1]) )
75 e p s x y = np . r o w _ s t a c k ( ( e p s x y [ 0 , : ] , epsxy , e p s x y [−1 , : ] ) )
76
77 e p s y x = np . c o l u m n _ s t a c k ( ( e p s y x [ : , 0 ] , epsyx , e p s y x [ : , −1]) )
78 e p s y x = np . r o w _ s t a c k ( ( e p s y x [ 0 , : ] , epsyx , e p s y x [−1 , : ] ) )
79
80 e p s z z = np . c o l u m n _ s t a c k ( ( e p s z z [ : , 0 ] , epszz , e p s z z [ : , −1]) )
81 e p s z z = np . r o w _ s t a c k ( ( e p s z z [ 0 , : ] , epszz , e p s z z [−1 , : ] ) )
82
83
84 # Free - s p a c e w a v e v e c t o r
85 k = 2∗ pi / wl
86
87 dx = dx ∗ np . o n e s ( [ nx+1, 1 ] )
88 dy = dy ∗ np . o n e s ( [ 1 , ny+1])
89
90 # D i s t a n c e to n e i g h b o r i n g p o i n t s to n o r t h s o u t h e a s t and w e s t
91 # r e l a t i v e to the p o i n t u n d e r i n v e s t i g a t i o n ( P )
92
93 n = ( np . o n e s ( [ nx , 1 ] ) ∗ dy [ 0 , 1 : ] ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
94 s = ( np . o n e s ( [ nx , 1 ] ) ∗ dy [ 0 , 0 :−1]) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
95 e = ( dx [ 1 : ] ∗ np . o n e s ( [ ny ] ) ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
96 w = ( dx [ 0 : −1 ]∗ np . o n e s ( [ ny ] ) ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
97
98 # C r e a t i o n of the t e n s o r
99
100 e x x 1 = e p s x x [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
101 e x x 2 = e p s x x [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
102 e x x 3 = e p s x x [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
D.1. CODE MODE SOLVER 123
103 e x x 4 = e p s x x [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
104
105 e y y 1 = e p s y y [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
106 e y y 2 = e p s y y [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
107 e y y 3 = e p s y y [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
108 e y y 4 = e p s y y [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
109
110 e x y 1 = e p s x y [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
111 e x y 2 = e p s x y [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
112 e x y 3 = e p s x y [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
113 e x y 4 = e p s x y [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
114
115 e y x 1 = e p s y x [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
116 e y x 2 = e p s y x [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
117 e y x 3 = e p s y x [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
118 e y x 4 = e p s y x [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
119
120 e z z 1 = e p s z z [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
121 e z z 2 = e p s z z [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
122 e z z 3 = e p s z z [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
123 e z z 4 = e p s z z [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
124
125
126 n s 2 1 = n∗ e y y 2 + s∗ e y y 1
127 n s 3 4 = n∗ e y y 3 + s∗ e y y 4
128
129 e w 1 4 = e∗ e x x 1 + w∗ e x x 4
130 e w 2 3 = e∗ e x x 2 + w∗ e x x 3
131
132 a x x n = ((2∗ e y y 4 ∗e−e y x 4 ∗ n ) ∗( e y y 3 / e z z 4 ) / n s 3 4 + (2∗ e y y 1 ∗ w+e y x 1 ∗ n ) ∗( e y y 2 / e z z 1 ) / n s 2 1 ) /( n ∗( e+w ) )
133 a x x s = ((2∗ e y y 3 ∗ e+e y x 3 ∗ s ) ∗( e y y 4 / e z z 3 ) / n s 3 4 + (2∗ e y y 2 ∗w−e y x 2 ∗ s ) ∗( e y y 1 / e z z 2 ) / n s 2 1 ) /( s ∗( e+w ) )
134 a y y e = (2∗ n∗ e x x 4 − e∗ e x y 4 ) ∗ e x x 1 / e z z 4 / e/ e w 1 4 /( n+s ) + (2∗ s∗ e x x 3 + e∗ e x y 3 ) ∗ e x x 2 / e z z 3 / e/ e w 2 3 /( n+s )
135 a y y w = (2∗ e x x 1 ∗ n + e x y 1 ∗ w ) ∗ e x x 4 / e z z 1 / w/ e w 1 4 /( n+s ) + (2∗ e x x 2 ∗ s − e x y 2 ∗ w ) ∗ e x x 3 / e z z 2 / w/ e w 2 3 /( n+s )
136
137
138 a x x e = 2/( e ∗( e+w ) ) + ( e y y 4 ∗ e y x 3 / e z z 3 − e y y 3 ∗ e y x 4 / e z z 4 ) /( e+w ) / n s 3 4
139
140 a x x w = 2/( w ∗( e+w ) ) + ( e y y 2 ∗ e y x 1 / e z z 1 − e y y 1 ∗ e y x 2 / e z z 2 ) /( e+w ) / n s 2 1
141
142 a y y n = 2/( n ∗( n+s ) ) + ( e x x 4 ∗ e x y 1 / e z z 1 − e x x 1 ∗ e x y 4 / e z z 4 ) /( n+s ) / e w 1 4
143
144 a y y s = 2/( s ∗( n+s ) ) + ( e x x 2 ∗ e x y 3 / e z z 3 − e x x 3 ∗ e x y 2 / e z z 2 ) /( n+s ) / e w 2 3
145
146 a x x n e = +e y x 4 ∗ e y y 3 / e z z 4 /( e+w ) / n s 3 4
147 a x x s e = −e y x 3 ∗ e y y 4 / e z z 3 /( e+w ) / n s 3 4
148 a x x n w = −e y x 1 ∗ e y y 2 / e z z 1 /( e+w ) / n s 2 1
149 a x x s w = +e y x 2 ∗ e y y 1 / e z z 2 /( e+w ) / n s 2 1
150
151 a y y n e = +e x y 4 ∗ e x x 1 / e z z 4 /( n+s ) / e w 1 4
152 a y y s e = −e x y 3 ∗ e x x 2 / e z z 3 /( n+s ) / e w 2 3
153 a y y n w = −e x y 1 ∗ e x x 4 / e z z 1 /( n+s ) / e w 1 4
154 a y y s w = +e x y 2 ∗ e x x 3 / e z z 2 /( n+s ) / e w 2 3
155
156 a x x p = − a x x n − a x x s − a x x e − a x x w − a x x n e − a x x s e − a x x n w − a x x s w + ( k ∗∗2) ∗( n+s ) ∗( e y y 4 ∗ e y y 3 ∗ e/
n s 3 4 + e y y 1 ∗ e y y 2 ∗ w/ n s 2 1 ) /( e+w )
157
158 a y y p = − a y y n − a y y s − a y y e − a y y w − a y y n e − a y y s e − a y y n w − a y y s w + ( k ∗∗2) ∗( e+w ) ∗( e x x 1 ∗ e x x 4 ∗ n/
e w 1 4 + e x x 2 ∗ e x x 3 ∗ s/ e w 2 3 ) /( n+s )
159
160 a x y n = ( e y y 3 ∗ e y y 4 / e z z 4 / n s 3 4 − e y y 2 ∗ e y y 1 / e z z 1 / n s 2 1 + s ∗( e y y 2 ∗ e y y 4 − e y y 1 ∗ e y y 3 ) / n s 2 1 / n s 3 4 ) /( e+w )
161
162 a x y s = ( e y y 1 ∗ e y y 2 / e z z 2 / n s 2 1 − e y y 4 ∗ e y y 3 / e z z 3 / n s 3 4 + n ∗( e y y 2 ∗ e y y 4 − e y y 1 ∗ e y y 3 ) / n s 2 1 / n s 3 4 ) /( e+w )
163
164 a y x e = ( e x x 1 ∗ e x x 4 / e z z 4 / e w 1 4 − e x x 2 ∗ e x x 3 / e z z 3 / e w 2 3 + w ∗( e x x 2 ∗ e x x 4 − e x x 1 ∗ e x x 3 ) / e w 2 3 / e w 1 4 ) /( n+s )
165
166 a y x w = ( e x x 3 ∗ e x x 2 / e z z 2 / e w 2 3 − e x x 4 ∗ e x x 1 / e z z 1 / e w 1 4 + e ∗( e x x 4 ∗ e x x 2 − e x x 1 ∗ e x x 3 ) / e w 2 3 / e w 1 4 ) /( n+s )
167
168
169 a x y e = ( e y y 4 ∗(1− e y y 3 / e z z 3 ) − e y y 3 ∗(1− e y y 4 / e z z 4 ) ) / n s 3 4 /( e+w ) − \
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170 2∗( e y x 1 ∗ e y y 2 / e z z 1 ∗ n∗ w/ n s 2 1 + \
171 e y x 2 ∗ e y y 1 / e z z 2 ∗ s∗ w/ n s 2 1 + \
172 e y x 4 ∗ e y y 3 / e z z 4 ∗ n∗ e/ n s 3 4 + \
173 e y x 3 ∗ e y y 4 / e z z 3 ∗ s∗ e/ n s 3 4 + \
174 e y y 1 ∗ e y y 2 ∗(1/ ezz1 −1/ e z z 2 ) ∗( w ∗∗2) / n s 2 1 + \
175 e y y 3 ∗ e y y 4 ∗(1/ ezz4 −1/ e z z 3 ) ∗ e∗ w/ n s 3 4 ) / e /( e+w ) ∗∗2
176
177 a x y w = ( e y y 2 ∗(1− e y y 1 / e z z 1 ) − e y y 1 ∗(1− e y y 2 / e z z 2 ) ) / n s 2 1 /( e+w ) − \
178 2∗( e y x 4 ∗ e y y 3 / e z z 4 ∗ n∗ e/ n s 3 4 + \
179 e y x 3 ∗ e y y 4 / e z z 3 ∗ s∗ e/ n s 3 4 + \
180 e y x 1 ∗ e y y 2 / e z z 1 ∗ n∗ w/ n s 2 1 + \
181 e y x 2 ∗ e y y 1 / e z z 2 ∗ s∗ w/ n s 2 1 + \
182 e y y 4 ∗ e y y 3 ∗(1/ ezz3 −1/ e z z 4 ) ∗( e ∗∗2) / n s 3 4 + \
183 e y y 2 ∗ e y y 1 ∗(1/ ezz2 −1/ e z z 1 ) ∗ w∗ e/ n s 2 1 ) / w /( e+w ) ∗∗2
184
185 a y x n = ( e x x 4 ∗(1− e x x 1 / e z z 1 ) − e x x 1 ∗(1− e x x 4 / e z z 4 ) ) / e w 1 4 /( n+s ) − \
186 2∗( e x y 3 ∗ e x x 2 / e z z 3 ∗ e∗ s/ e w 2 3 + \
187 e x y 2 ∗ e x x 3 / e z z 2 ∗ w∗ s/ e w 2 3 + \
188 e x y 4 ∗ e x x 1 / e z z 4 ∗ e∗ n/ e w 1 4 + \
189 e x y 1 ∗ e x x 4 / e z z 1 ∗ w∗ n/ e w 1 4 + \
190 e x x 3 ∗ e x x 2 ∗(1/ ezz3 −1/ e z z 2 ) ∗( s ∗∗2) / e w 2 3 + \
191 e x x 1 ∗ e x x 4 ∗(1/ ezz4 −1/ e z z 1 ) ∗ n∗ s/ e w 1 4 ) / n /( n+s ) ∗∗2
192
193 a y x s = ( e x x 2 ∗(1− e x x 3 / e z z 3 ) − e x x 3 ∗(1− e x x 2 / e z z 2 ) ) / e w 2 3 /( n+s ) − \
194 2∗( e x y 4 ∗ e x x 1 / e z z 4 ∗ e∗ n/ e w 1 4 + \
195 e x y 1 ∗ e x x 4 / e z z 1 ∗ w∗ n/ e w 1 4 + \
196 e x y 3 ∗ e x x 2 / e z z 3 ∗ e∗ s/ e w 2 3 + \
197 e x y 2 ∗ e x x 3 / e z z 2 ∗ w∗ s/ e w 2 3 + \
198 e x x 4 ∗ e x x 1 ∗(1/ ezz1 −1/ e z z 4 ) ∗( n ∗∗2) / e w 1 4 + \
199 e x x 2 ∗ e x x 3 ∗(1/ ezz2 −1/ e z z 3 ) ∗ s∗ n/ e w 2 3 ) / s /( n+s ) ∗∗2
200
201 a x y n e = +e y y 3 ∗(1− e y y 4 / e z z 4 ) /( e+w ) / n s 3 4
202 a x y s e = −e y y 4 ∗(1− e y y 3 / e z z 3 ) /( e+w ) / n s 3 4
203 a x y n w = −e y y 2 ∗(1− e y y 1 / e z z 1 ) /( e+w ) / n s 2 1
204 a x y s w = +e y y 1 ∗(1− e y y 2 / e z z 2 ) /( e+w ) / n s 2 1
205
206 a y x n e = +e x x 1 ∗(1− e x x 4 / e z z 4 ) /( n+s ) / e w 1 4
207 a y x s e = −e x x 2 ∗(1− e x x 3 / e z z 3 ) /( n+s ) / e w 2 3
208 a y x n w = −e x x 4 ∗(1− e x x 1 / e z z 1 ) /( n+s ) / e w 1 4
209 a y x s w = +e x x 3 ∗(1− e x x 2 / e z z 2 ) /( n+s ) / e w 2 3
210
211 a x y p = −( a x y n + a x y s + a x y e + a x y w + a x y n e + a x y s e + a x y n w + a x y s w ) \
212 − ( k ∗∗2) ∗( w ∗( n∗ e y x 1 ∗ e y y 2 + s∗ e y x 2 ∗ e y y 1 ) / n s 2 1 + \
213 e ∗( s∗ e y x 3 ∗ e y y 4 + n∗ e y x 4 ∗ e y y 3 ) / n s 3 4 ) /( e+w )
214
215 a y x p = −( a y x n + a y x s + a y x e + a y x w + a y x n e + a y x s e + a y x n w + a y x s w ) \
216 − ( k ∗∗2) ∗( n ∗( w∗ e x y 1 ∗ e x x 4 + e∗ e x y 4 ∗ e x x 1 ) / e w 1 4 + \




221 # # B o u n d a r i e s
222 ii = np . l i n s p a c e (0 , nx ∗ ny−1, nx ∗ ny , d t y p e=int )
223 ii = ii . r e s h a p e ( ( nx , ny ) , o r d e r=’ F ’ )
224
225 # N o r t h b o u n d a r y
226 ib = ii [ : , −1]
227
228 if b o u n d a r y [ 0 ] == ’ 0 ’ :
229 s i g n = 0
230 e l i f b o u n d a r y [ 0 ] == ’ S ’ :
231 s i g n = +1
232 e l i f b o u n d a r y [ 0 ] == ’ A ’ :
233 s i g n = −1
234 e l s e :
235 p r i n t ( ’ The n o r t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
236
237
238 a x x s [ 0 , ib ] = a x x s [ 0 , ib ] + s i g n ∗ a x x n [ 0 , ib ]
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239 a x x s e [ 0 , ib ] = a x x s e [ 0 , ib ] + s i g n ∗ a x x n e [ 0 , ib ]
240 a x x s w [ 0 , ib ] = a x x s w [ 0 , ib ] + s i g n ∗ a x x n w [ 0 , ib ]
241 a y x s [ 0 , ib ] = a y x s [ 0 , ib ] + s i g n ∗ a y x n [ 0 , ib ]
242 a y x s e [ 0 , ib ] = a y x s e [ 0 , ib ] + s i g n ∗ a y x n e [ 0 , ib ]
243 a y x s w [ 0 , ib ] = a y x s w [ 0 , ib ] + s i g n ∗ a y x n w [ 0 , ib ]
244 a y y s [ 0 , ib ] = a y y s [ 0 , ib ] − s i g n ∗ a y y n [ 0 , ib ]
245 a y y s e [ 0 , ib ] = a y y s e [ 0 , ib ] − s i g n ∗ a y y n e [ 0 , ib ]
246 a y y s w [ 0 , ib ] = a y y s w [ 0 , ib ] − s i g n ∗ a y y n w [ 0 , ib ]
247 a x y s [ 0 , ib ] = a x y s [ 0 , ib ] − s i g n ∗ a x y n [ 0 , ib ]
248 a x y s e [ 0 , ib ] = a x y s e [ 0 , ib ] − s i g n ∗ a x y n e [ 0 , ib ]
249 a x y s w [ 0 , ib ] = a x y s w [ 0 , ib ] − s i g n ∗ a x y n w [ 0 , ib ]
250
251
252 # S o u t h b o u n d a r y
253 ib = ii [ : , 0 ]
254
255 if b o u n d a r y [ 1 ] == ’ 0 ’ :
256 s i g n = 0
257 e l i f b o u n d a r y [ 1 ] == ’ S ’ :
258 s i g n = +1
259 e l i f b o u n d a r y [ 1 ] == ’ A ’ :
260 s i g n = −1
261 e l s e :
262 p r i n t ( ’ The s o u t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
263
264 a x x n [ 0 , ib ] = a x x n [ 0 , ib ] + s i g n ∗ a x x s [ 0 , ib ]
265 a x x n e [ 0 , ib ] = a x x n e [ 0 , ib ] + s i g n ∗ a x x s e [ 0 , ib ]
266 a x x n w [ 0 , ib ] = a x x n w [ 0 , ib ] + s i g n ∗ a x x s w [ 0 , ib ]
267 a y x n [ 0 , ib ] = a y x n [ 0 , ib ] + s i g n ∗ a y x s [ 0 , ib ]
268 a y x n e [ 0 , ib ] = a y x n e [ 0 , ib ] + s i g n ∗ a y x s e [ 0 , ib ]
269 a y x n w [ 0 , ib ] = a y x n w [ 0 , ib ] + s i g n ∗ a y x s w [ 0 , ib ]
270 a y y n [ 0 , ib ] = a y y n [ 0 , ib ] − s i g n ∗ a y y s [ 0 , ib ]
271 a y y n e [ 0 , ib ] = a y y n e [ 0 , ib ] − s i g n ∗ a y y s e [ 0 , ib ]
272 a y y n w [ 0 , ib ] = a y y n w [ 0 , ib ] − s i g n ∗ a y y s w [ 0 , ib ]
273 a x y n [ 0 , ib ] = a x y n [ 0 , ib ] − s i g n ∗ a x y s [ 0 , ib ]
274 a x y n e [ 0 , ib ] = a x y n e [ 0 , ib ] − s i g n ∗ a x y s e [ 0 , ib ]
275 a x y n w [ 0 , ib ] = a x y n w [ 0 , ib ] − s i g n ∗ a x y s w [ 0 , ib ]
276
277
278 # E a s t b o u n d a r y
279 ib = ii [ −1 , : ]
280
281 if b o u n d a r y [ 2 ] == ’ 0 ’ :
282 s i g n = 0
283 e l i f b o u n d a r y [ 2 ] == ’ S ’ :
284 s i g n = +1
285 e l i f b o u n d a r y [ 2 ] == ’ A ’ :
286 s i g n = −1
287 e l s e :
288 p r i n t ( ’ The s o u t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
289
290
291 a x x w [ 0 , ib ] = a x x w [ 0 , ib ] + s i g n ∗ a x x e [ 0 , ib ]
292 a x x n w [ 0 , ib ] = a x x n w [ 0 , ib ] + s i g n ∗ a x x n e [ 0 , ib ]
293 a x x s w [ 0 , ib ] = a x x s w [ 0 , ib ] + s i g n ∗ a x x s e [ 0 , ib ]
294 a y x w [ 0 , ib ] = a y x w [ 0 , ib ] + s i g n ∗ a y x e [ 0 , ib ]
295 a y x n w [ 0 , ib ] = a y x n w [ 0 , ib ] + s i g n ∗ a y x n e [ 0 , ib ]
296 a y x s w [ 0 , ib ] = a y x s w [ 0 , ib ] + s i g n ∗ a y x s e [ 0 , ib ]
297 a y y w [ 0 , ib ] = a y y w [ 0 , ib ] − s i g n ∗ a y y e [ 0 , ib ]
298 a y y n w [ 0 , ib ] = a y y n w [ 0 , ib ] − s i g n ∗ a y y n e [ 0 , ib ]
299 a y y s w [ 0 , ib ] = a y y s w [ 0 , ib ] − s i g n ∗ a y y s e [ 0 , ib ]
300 a x y w [ 0 , ib ] = a x y w [ 0 , ib ] − s i g n ∗ a x y e [ 0 , ib ]
301 a x y n w [ 0 , ib ] = a x y n w [ 0 , ib ] − s i g n ∗ a x y n e [ 0 , ib ]
302 a x y s w [ 0 , ib ] = a x y s w [ 0 , ib ] − s i g n ∗ a x y s e [ 0 , ib ]
303
304
305 # W e s t b o u n d a r y
306 ib = ii [ 0 , : ]
307
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308 if b o u n d a r y [ 3 ] == ’ 0 ’ :
309 s i g n = 0
310 e l i f b o u n d a r y [ 3 ] == ’ S ’ :
311 s i g n = +1
312 e l i f b o u n d a r y [ 3 ] == ’ A ’ :
313 s i g n = −1
314 e l s e :
315 p r i n t ( ’ The s o u t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
316
317
318 a x x e [ 0 , ib ] = a x x e [ 0 , ib ] + s i g n ∗ a x x w [ 0 , ib ]
319 a x x n e [ 0 , ib ] = a x x n e [ 0 , ib ] + s i g n ∗ a x x n w [ 0 , ib ]
320 a x x s e [ 0 , ib ] = a x x s e [ 0 , ib ] + s i g n ∗ a x x s w [ 0 , ib ]
321 a y x e [ 0 , ib ] = a y x e [ 0 , ib ] + s i g n ∗ a y x w [ 0 , ib ]
322 a y x n e [ 0 , ib ] = a y x n e [ 0 , ib ] + s i g n ∗ a y x n w [ 0 , ib ]
323 a y x s e [ 0 , ib ] = a y x s e [ 0 , ib ] + s i g n ∗ a y x s w [ 0 , ib ]
324 a y y e [ 0 , ib ] = a y y e [ 0 , ib ] − s i g n ∗ a y y w [ 0 , ib ]
325 a y y n e [ 0 , ib ] = a y y n e [ 0 , ib ] − s i g n ∗ a y y n w [ 0 , ib ]
326 a y y s e [ 0 , ib ] = a y y s e [ 0 , ib ] − s i g n ∗ a y y s w [ 0 , ib ]
327 a x y e [ 0 , ib ] = a x y e [ 0 , ib ] − s i g n ∗ a x y w [ 0 , ib ]
328 a x y n e [ 0 , ib ] = a x y n e [ 0 , ib ] − s i g n ∗ a x y n w [ 0 , ib ]
329 a x y s e [ 0 , ib ] = a x y s e [ 0 , ib ] − s i g n ∗ a x y s w [ 0 , ib ]
330
331
332 # # C r e a t i n g the s p a r s e m a t r i c e s
333 # I n d i c e s
334 i a l l = ii . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
335 iss = ii [ : , : −1 ] . r e s h a p e (1 , nx ∗( ny−1) , o r d e r=’ F ’ )
336 inn = ii [ : , 1 : ] . r e s h a p e (1 , nx ∗( ny−1) , o r d e r=’ F ’ )
337 ie = ii [ 1 : , : ] . r e s h a p e (1 , ( nx−1)∗ ny , o r d e r=’ F ’ )
338 iw = ii [ :−1 , : ] . r e s h a p e (1 , ( nx−1)∗ ny , o r d e r=’ F ’ )
339 ine = ii [ 1 : , 1 : ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )
340 ise = ii [ 1 : , : −1 ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )
341 isw = ii [ :−1 , : −1 ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )
342 inw = ii [ :−1 , 1 : ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )
343
344 # Axx
345 Axx = c o o _ m a t r i x ( ( a x x p [ 0 , i a l l [ 0 , : ] ] , ( i a l l [ 0 , : ] , i a l l [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
346 Axx += c o o _ m a t r i x ( ( a x x e [ 0 , iw [ 0 , : ] ] , ( iw [ 0 , : ] , ie [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
347 Axx += c o o _ m a t r i x ( ( a x x w [ 0 , ie [ 0 , : ] ] , ( ie [ 0 , : ] , iw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
348 Axx += c o o _ m a t r i x ( ( a x x n [ 0 , iss [ 0 , : ] ] , ( iss [ 0 , : ] , inn [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
349 Axx += c o o _ m a t r i x ( ( a x x s [ 0 , inn [ 0 , : ] ] , ( inn [ 0 , : ] , iss [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
350 Axx += c o o _ m a t r i x ( ( a x x s w [ 0 , ine [ 0 , : ] ] , ( ine [ 0 , : ] , isw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
351 Axx += c o o _ m a t r i x ( ( a x x n w [ 0 , ise [ 0 , : ] ] , ( ise [ 0 , : ] , inw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
352 Axx += c o o _ m a t r i x ( ( a x x n e [ 0 , isw [ 0 , : ] ] , ( isw [ 0 , : ] , ine [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
353 Axx += c o o _ m a t r i x ( ( a x x s e [ 0 , inw [ 0 , : ] ] , ( inw [ 0 , : ] , ise [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
354 Axx = Axx . t o c s r ( )
355
356 # Axy
357 Axy = c o o _ m a t r i x ( ( a x y p [ 0 , i a l l [ 0 , : ] ] , ( i a l l [ 0 , : ] , i a l l [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
358 Axy += c o o _ m a t r i x ( ( a x y e [ 0 , iw [ 0 , : ] ] , ( iw [ 0 , : ] , ie [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
359 Axy += c o o _ m a t r i x ( ( a x y w [ 0 , ie [ 0 , : ] ] , ( ie [ 0 , : ] , iw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
360 Axy += c o o _ m a t r i x ( ( a x y n [ 0 , iss [ 0 , : ] ] , ( iss [ 0 , : ] , inn [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
361 Axy += c o o _ m a t r i x ( ( a x y s [ 0 , inn [ 0 , : ] ] , ( inn [ 0 , : ] , iss [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
362 Axy += c o o _ m a t r i x ( ( a x y s w [ 0 , ine [ 0 , : ] ] , ( ine [ 0 , : ] , isw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
363 Axy += c o o _ m a t r i x ( ( a x y n w [ 0 , ise [ 0 , : ] ] , ( ise [ 0 , : ] , inw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
364 Axy += c o o _ m a t r i x ( ( a x y n e [ 0 , isw [ 0 , : ] ] , ( isw [ 0 , : ] , ine [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
365 Axy += c o o _ m a t r i x ( ( a x y s e [ 0 , inw [ 0 , : ] ] , ( inw [ 0 , : ] , ise [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
366 Axy = Axy . t o c s r ( )
367
368 # Ayx
369 Ayx = c o o _ m a t r i x ( ( a y x p [ 0 , i a l l [ 0 , : ] ] , ( i a l l [ 0 , : ] , i a l l [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
370 Ayx += c o o _ m a t r i x ( ( a y x e [ 0 , iw [ 0 , : ] ] , ( iw [ 0 , : ] , ie [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
371 Ayx += c o o _ m a t r i x ( ( a y x w [ 0 , ie [ 0 , : ] ] , ( ie [ 0 , : ] , iw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
372 Ayx += c o o _ m a t r i x ( ( a y x n [ 0 , iss [ 0 , : ] ] , ( iss [ 0 , : ] , inn [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
373 Ayx += c o o _ m a t r i x ( ( a y x s [ 0 , inn [ 0 , : ] ] , ( inn [ 0 , : ] , iss [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
374 Ayx += c o o _ m a t r i x ( ( a y x s w [ 0 , ine [ 0 , : ] ] , ( ine [ 0 , : ] , isw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
375 Ayx += c o o _ m a t r i x ( ( a y x n w [ 0 , ise [ 0 , : ] ] , ( ise [ 0 , : ] , inw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
376 Ayx += c o o _ m a t r i x ( ( a y x n e [ 0 , isw [ 0 , : ] ] , ( isw [ 0 , : ] , ine [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
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377 Ayx += c o o _ m a t r i x ( ( a y x s e [ 0 , inw [ 0 , : ] ] , ( inw [ 0 , : ] , ise [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
378 Ayx = Ayx . t o c s r ( )
379
380 # Ayy
381 Ayy = c o o _ m a t r i x ( ( a y y p [ 0 , i a l l [ 0 , : ] ] , ( i a l l [ 0 , : ] , i a l l [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
382 Ayy += c o o _ m a t r i x ( ( a y y e [ 0 , iw [ 0 , : ] ] , ( iw [ 0 , : ] , ie [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
383 Ayy += c o o _ m a t r i x ( ( a y y w [ 0 , ie [ 0 , : ] ] , ( ie [ 0 , : ] , iw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
384 Ayy += c o o _ m a t r i x ( ( a y y n [ 0 , iss [ 0 , : ] ] , ( iss [ 0 , : ] , inn [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
385 Ayy += c o o _ m a t r i x ( ( a y y s [ 0 , inn [ 0 , : ] ] , ( inn [ 0 , : ] , iss [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
386 Ayy += c o o _ m a t r i x ( ( a y y s w [ 0 , ine [ 0 , : ] ] , ( ine [ 0 , : ] , isw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
387 Ayy += c o o _ m a t r i x ( ( a y y n w [ 0 , ise [ 0 , : ] ] , ( ise [ 0 , : ] , inw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
388 Ayy += c o o _ m a t r i x ( ( a y y n e [ 0 , isw [ 0 , : ] ] , ( isw [ 0 , : ] , ine [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
389 Ayy += c o o _ m a t r i x ( ( a y y s e [ 0 , inw [ 0 , : ] ] , ( inw [ 0 , : ] , ise [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
390 Ayy = Ayy . t o c s r ( )
391
392
393 At = h s t a c k ( [ Axx , Axy ] )
394 Ab = h s t a c k ( [ Ayx , Ayy ] )
395
396 A = v s t a c k ( [ At , Ab ] ) . t o c s r ( )
397
398 del At , Ab
399
400 p r i n t ( ’ S t a r t i n g ! ’ )
401 s h i f t = ( g u e s s ∗ k ) ∗∗2
402 [ v , d ] = e i g s ( A , nmodes , s i g m a=shift , tol=1e−8)
403
404 n e f f = wl ∗ np . s q r t ( np . d i a g ( v ) ) /(2∗ pi )
405 p r i n t ( n e f f )
406
407 p h i x = np . z e r o s ( [ nx , ny , n m o d e s ] )
408 p h i y = np . z e r o s ( [ nx , ny , n m o d e s ] )
409 t e m p = np . z e r o s ( [ nx ∗ ny , 2 ] , d t y p e=’ c o m p l e x 1 2 8 ’ )
410
411 for kk in r a n g e ( n m o d e s ) :
412 t e m p [ : , 0 ] = d [ : nx ∗ ny , 0 ]
413 t e m p [ : , 1 ] = d [ nx ∗ ny : , 0 ]
414 mag = np . max ( np . s q r t ( np . sum ( np . abs ( t e m p ) ∗∗2 , a x i s=1) ) )
415 ii = np . a r g m a x ( np . s q r t ( np . sum ( np . abs ( t e m p ) ∗∗2 , a x i s=1) ) )
416
417 if np . abs ( t e m p [ ii , 0 ] ) > np . abs ( t e m p [ ii , 1 ] ) :
418 jj = 0
419 e l s e :
420 jj = 1
421
422 mag = mag ∗ t e m p [ ii , jj ] / abs ( t e m p [ ii , jj ] )
423 t e m p = t e m p / mag
424
425 p h i x [ : , : , kk ] = t e m p [ : , 0 ] . r e s h a p e ( nx , ny , o r d e r=’ F ’ )
426 p h i y [ : , : , kk ] = t e m p [ : , 1 ] . r e s h a p e ( nx , ny , o r d e r=’ F ’ )
427
428
429 plt . f i g u r e (1 )
430 plt . t i t l e ( ’ Hx ’ )
431 plt . i m s h o w ( np . r e a l ( p h i x [ : , : , 0 ] ) . T , i n t e r p o l a t i o n=’ n e a r e s t ’ )
432 plt . c o l o r b a r ( o r i e n t a t i o n=’ h o r i z o n t a l ’ )
433
434
435 plt . f i g u r e (2 )
436 plt . t i t l e ( ’ Hy ’ )
437 plt . i m s h o w ( np . r e a l ( p h i y [ : , : , 0 ] ) . T , i n t e r p o l a t i o n=’ n e a r e s t ’ )
438 plt . c o l o r b a r ( o r i e n t a t i o n=’ h o r i z o n t a l ’ )
439
440
441 nx , ny = eps . s h a p e
442
443 # V a l i d o n l y w i t h i s o t r o p i c m a t e r i a l
444 e p s x x = eps
445 e p s y y = e p s x x
128 APPENDIX D. MODE SOLVER 2D
446 e p s x y = np . z e r o s ( eps . s h a p e )
447 e p s y x = np . z e r o s ( eps . s h a p e )
448 e p s z z = e p s x x
449
450 nx += 1
451 ny += 1
452
453 # P a d d i n g
454 e p s x x = np . c o l u m n _ s t a c k ( ( e p s x x [ : , 0 ] , epsxx , e p s x x [ : , −1]) )
455 e p s x x = np . r o w _ s t a c k ( ( e p s x x [ 0 , : ] , epsxx , e p s x x [−1 , : ] ) )
456
457 e p s y y = np . c o l u m n _ s t a c k ( ( e p s y y [ : , 0 ] , epsyy , e p s y y [ : , −1]) )
458 e p s y y = np . r o w _ s t a c k ( ( e p s y y [ 0 , : ] , epsyy , e p s y y [−1 , : ] ) )
459
460 e p s x y = np . c o l u m n _ s t a c k ( ( e p s x y [ : , 0 ] , epsxy , e p s x y [ : , −1]) )
461 e p s x y = np . r o w _ s t a c k ( ( e p s x y [ 0 , : ] , epsxy , e p s x y [−1 , : ] ) )
462
463 e p s y x = np . c o l u m n _ s t a c k ( ( e p s y x [ : , 0 ] , epsyx , e p s y x [ : , −1]) )
464 e p s y x = np . r o w _ s t a c k ( ( e p s y x [ 0 , : ] , epsyx , e p s y x [−1 , : ] ) )
465
466 e p s z z = np . c o l u m n _ s t a c k ( ( e p s z z [ : , 0 ] , epszz , e p s z z [ : , −1]) )
467 e p s z z = np . r o w _ s t a c k ( ( e p s z z [ 0 , : ] , epszz , e p s z z [−1 , : ] ) )
468
469
470 # Free - s p a c e w a v e v e c t o r
471 k = 2∗ pi / wl
472
473 # P r o p a g a t i o n c o n s t a n t ( e i g e n v a l u e )
474 b = n e f f ∗ k
475
476 # O n l y v a l i d for u n i f o r m g r i d
477 dx = dx ∗ np . o n e s ( [ nx+1, 1 ] )
478 dy = dy ∗ np . o n e s ( [ 1 , ny+1])
479
480 # D i s t a n c e to n e i g h b o r i n g p o i n t s to n o r t h s o u t h e a s t and w e s t
481 # r e l a t i v e to the p o i n t u n d e r i n v e s t i g a t i o n ( P )
482 #
483 # e p s i l o n t e n s o r e l e m e n t s in r e g i o n s 1 ,2 ,3 ,4 , r e l a t i v e to the
484 # m e s h p o i n t u n d e r c o n s i d e r a t i o n ( P ) , as s h o w n b e l o w .
485 #
486 # NW - - - - - - N - - - - - - NE
487 # | | |
488 # | 1 n 4 |
489 # | | |
490 # W - - - w - - - P - - - e - - - E
491 # | | |
492 # | 2 s 3 |
493 # | | |
494 # SW - - - - - - S - - - - - - SE
495
496
497 n = ( np . o n e s ( [ nx , 1 ] ) ∗ dy [ 0 , 1 : ] ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
498 s = ( np . o n e s ( [ nx , 1 ] ) ∗ dy [ 0 , 0 :−1]) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
499 e = ( dx [ 1 : ] ∗ np . o n e s ( [ ny ] ) ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
500 w = ( dx [ 0 : −1 ]∗ np . o n e s ( [ ny ] ) ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
501
502
503 # C r e a t i o n of the t e n s o r ?? U n d e r s t a n d and d e s c r i b e b e t t e r
504
505 e x x 1 = e p s x x [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
506 e x x 2 = e p s x x [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
507 e x x 3 = e p s x x [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
508 e x x 4 = e p s x x [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
509
510 e y y 1 = e p s y y [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
511 e y y 2 = e p s y y [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
512 e y y 3 = e p s y y [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
513 e y y 4 = e p s y y [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
514
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515 e x y 1 = e p s x y [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
516 e x y 2 = e p s x y [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
517 e x y 3 = e p s x y [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
518 e x y 4 = e p s x y [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
519
520 e y x 1 = e p s y x [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
521 e y x 2 = e p s y x [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
522 e y x 3 = e p s y x [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
523 e y x 4 = e p s y x [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
524
525 e z z 1 = e p s z z [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
526 e z z 2 = e p s z z [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
527 e z z 3 = e p s z z [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
528 e z z 4 = e p s z z [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
529
530
531 b z x n e = (1/2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗ e y x 4 / e z z 4 / \
532 ( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) / \
533 ( e+w ) ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2+1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗ \
534 (1− e x x 4 / e z z 4 ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / \
535 ( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ e x x 1 ∗ s ) / b
536
537 b z x s e = (−1/2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗ e y x 3 / e z z 3 / \
538 ( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) / \
539 ( e+w ) ∗ e y y 4 ∗ e y y 1 ∗ w∗ e y y 2+1/2∗( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗ \
540 (1− e x x 3 / e z z 3 ) /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 / \
541 ( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ n∗ e x x 1 ∗ e x x 4 ) / b
542
543 b z x n w = (−1/2∗(−n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗ e y x 1 / e z z 4 / \
544 e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) / \
545 ( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 2 ∗e−1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗ \
546 (1− e x x 1 / e z z 1 ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / \
547 ( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ e x x 4 ∗ s ) / b
548
549 b z x s w = (1/2∗(− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗ e y x 2 / e z z 4 / e z z 3 / \
550 ( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ \
551 e y y 1 ∗e−1/2∗( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e )∗(1− e x x 2 / e z z 2 ) / \
552 ( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ) / b
553
554 b z x n = ((1/2∗(− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗ n∗ e z z 1 ∗ e z z 2 / e y y 1 ∗(2∗ e y y 1 / \
555 e z z 1 / n∗∗2+ e y x 1 / e z z 1 / n/ w )+1/2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗ \
556 n∗ e z z 4 ∗ e z z 3 / e y y 4 ∗(2∗ e y y 4 / e z z 4 / n∗∗2− e y x 4 / e z z 4 / n/ e ) ) / e z z 4 / e z z 3 / \
557 ( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ \
558 w∗ e y y 2 ∗ e+(( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗(1/2∗ e z z 4 ∗ \
559 ((1− e x x 1 / e z z 1 ) / n/w−e x y 1 / e z z 1 ∗(2/ n∗∗2−2/n ∗∗2∗ s /( n+s ) ) ) / e x x 1 ∗ e z z 1 ∗ \
560 w+(ezz4−e z z 1 ) ∗ s/ n /( n+s )+1/2∗ e z z 1 ∗(−(1− e x x 4 / e z z 4 ) / n/e−e x y 4 / \
561 e z z 4 ∗(2/ n∗∗2−2/n ∗∗2∗ s /( n+s ) ) ) / e x x 4 ∗ e z z 4 ∗ e )−( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+ \
562 e z z 1 / e x x 4 ∗ e z z 4 ∗ e )∗(− e z z 3 ∗ e x y 2 / n /( n+s ) / e x x 2 ∗ w+(ezz3−e z z 2 ) ∗ \
563 s/ n /( n+s )−e z z 2 ∗ e x y 3 / n /( n+s ) / e x x 3 ∗ e ) ) / e z z 3 / e z z 2 / \
564 ( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) / \
565 ( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b
566
567 b z x s = ((1/2∗(− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗ s∗ e z z 2 ∗ e z z 1 / e y y 2 ∗ \
568 (2∗ e y y 2 / e z z 2 / s∗∗2− e y x 2 / e z z 2 / s/ w )+1/2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ \
569 e z z 1 / e y y 2 ) ∗ s∗ e z z 3 ∗ e z z 4 / e y y 3 ∗(2∗ e y y 3 / e z z 3 / s∗∗2+ e y x 3 / e z z 3 / s/ e ) ) / \
570 e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ \
571 e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+(( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e )∗(− e z z 4 ∗ \
572 e x y 1 / s /( n+s ) / e x x 1 ∗w−(ezz4−e z z 1 ) ∗ n/ s /( n+s )−e z z 1 ∗ e x y 4 / s /( n+s ) / \
573 e x x 4 ∗ e )−( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗(1/2∗ e z z 3 ∗ \
574 (−(1− e x x 2 / e z z 2 ) / s/w−e x y 2 / e z z 2 ∗(2/ s∗∗2−2/s ∗∗2∗ n /( n+s ) ) ) / e x x 2 ∗ \
575 e z z 2 ∗w−(ezz3−e z z 2 ) ∗ n/ s /( n+s )+1/2∗ e z z 2 ∗((1− e x x 3 / e z z 3 ) / s/e−e x y 3 / \
576 e z z 3 ∗(2/ s∗∗2−2/s ∗∗2∗ n /( n+s ) ) ) / e x x 3 ∗ e z z 3 ∗ e ) ) / e z z 3 / e z z 2 / \
577 ( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ \
578 e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b
579
580 b z x e = (( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗(1/2∗ n∗ e z z 4 ∗ e z z 3 / e y y 4 ∗ \
581 (2/ e∗∗2− e y x 4 / e z z 4 / n/ e )+1/2∗s∗ e z z 3 ∗ e z z 4 / e y y 3 ∗(2/ e∗∗2+ e y x 3 / \
582 e z z 3 / s/ e ) ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) / \
583 ( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+(−1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / \
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584 e x x 3 ∗ e z z 3 ∗ e ) ∗ e z z 1 ∗(1− e x x 4 / e z z 4 ) / n/ e x x 4 ∗ ezz4 −1/2∗( e z z 4 / e x x 1 ∗ \
585 e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗ e z z 2 ∗(1− e x x 3 / e z z 3 ) / s/ e x x 3 ∗ e z z 3 ) / \
586 e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ \
587 e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b
588
589 b z x w = ((− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗(1/2∗ n∗ e z z 1 ∗ e z z 2 / e y y 1 ∗ \
590 (2/ w∗∗2+ e y x 1 / e z z 1 / n/ w )+1/2∗s∗ e z z 2 ∗ e z z 1 / e y y 2 ∗(2/ w∗∗2− e y x 2 / \
591 e z z 2 / s/ w ) ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) / \
592 ( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+(1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / \
593 e x x 3 ∗ e z z 3 ∗ e ) ∗ e z z 4 ∗(1− e x x 1 / e z z 1 ) / n/ e x x 1 ∗ e z z 1+1/2∗ \
594 ( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗ e z z 3 ∗(1− e x x 2 / e z z 2 ) / s/ \
595 e x x 2 ∗ e z z 2 ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 / \
596 ( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b
597
598 b z x p = (((− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗(1/2∗ n∗ e z z 1 ∗ e z z 2 / e y y 1 ∗ \
599 (−2/w∗∗2−2∗ e y y 1 / e z z 1 / n∗∗2+k ∗∗2∗ eyy1−e y x 1 / e z z 1 / n/ w )+1/2∗s∗ e z z 2 ∗ \
600 e z z 1 / e y y 2 ∗(−2/ w∗∗2−2∗ e y y 2 / e z z 2 / s∗∗2+k ∗∗2∗ e y y 2+e y x 2 / e z z 2 / s/ w ) )+ \
601 ( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗(1/2∗ n∗ e z z 4 ∗ e z z 3 / e y y 4 ∗ \
602 (−2/e∗∗2−2∗ e y y 4 / e z z 4 / n∗∗2+k ∗∗2∗ e y y 4+e y x 4 / e z z 4 / n/ e )+1/2∗s∗ e z z 3 ∗ \
603 e z z 4 / e y y 3 ∗(−2/ e∗∗2−2∗ e y y 3 / e z z 3 / s∗∗2+k ∗∗2∗ eyy3−e y x 3 / e z z 3 / s/ e ) ) ) / \
604 e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ \
605 e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+(( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗ \
606 (1/2∗ e z z 4 ∗(−k ∗∗2∗ exy1−(1−e x x 1 / e z z 1 ) / n/w−e x y 1 / e z z 1 ∗(−2/ n∗∗2−2/n ∗∗2∗ \
607 ( n−s ) / s ) ) / e x x 1 ∗ e z z 1 ∗ w+(ezz4−e z z 1 ) ∗( n−s ) / n/ s+1/2∗ e z z 1 ∗ \
608 (−k ∗∗2∗ e x y 4+(1−e x x 4 / e z z 4 ) / n/e−e x y 4 / e z z 4 ∗(−2/ n∗∗2−2/n ∗∗2∗( n−s ) / s ) ) / \
609 e x x 4 ∗ e z z 4 ∗ e )−( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗(1/2∗ e z z 3 ∗ \
610 (−k ∗∗2∗ e x y 2+(1−e x x 2 / e z z 2 ) / s/w−e x y 2 / e z z 2 ∗(−2/ s∗∗2+2/ s ∗∗2∗( n−s ) / n ) ) / \
611 e x x 2 ∗ e z z 2 ∗ w+(ezz3−e z z 2 ) ∗( n−s ) / n/ s+1/2∗ e z z 2 ∗(−k ∗∗2∗ exy3− \
612 (1− e x x 3 / e z z 3 ) / s/e−e x y 3 / e z z 3 ∗(−2/ s∗∗2+2/ s ∗∗2∗( n−s ) / n ) ) / \
613 e x x 3 ∗ e z z 3 ∗ e ) ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) / \
614 ( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b
615
616
617 b z y n e = (1/2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 )∗(1− e y y 4 / e z z 4 ) /( n∗ e y y 3+s∗ e y y 4 ) / \
618 e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2+1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / \
619 e x x 3 ∗ e z z 3 ∗ e ) ∗ e x y 4 / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ e x x 1 ∗ s ) /
b ;
620
621 b z y s e = (−1/2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 )∗(1− e y y 3 / e z z 3 ) /( n∗ e y y 3+s∗ e y y 4 ) / \
622 e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 1 ∗ w∗ e y y 2+1/2∗( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / \
623 e x x 4 ∗ e z z 4 ∗ e ) ∗ e x y 3 / e z z 3 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ n∗ e x x 1 ∗ e x x 4 ) /
b ;
624
625 b z y n w = (−1/2∗(−n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 )∗(1− e y y 1 / e z z 1 ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / \
626 ( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 2 ∗e−1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗ e x y 1 / e z z 3 /
\
627 e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ e x x 4 ∗ s ) / b ;
628
629 b z y s w = (1/2∗(− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 )∗(1− e y y 2 / e z z 2 ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / \
630 ( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗e−1/2∗( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗ e x y 2 / e z z 2
\
631 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ) / b ;
632
633 b z y n = ((1/2∗(− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗ e z z 1 ∗ e z z 2 / e y y 1 ∗(1− e y y 1 / e z z 1 ) /w−1/ \
634 2∗( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗ e z z 4 ∗ e z z 3 / e y y 4 ∗(1− e y y 4 / e z z 4 ) / e ) / e z z 4 / e z z 3 / \
635 ( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+ \
636 ( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗(1/2∗ e z z 4 ∗(2/ n∗∗2+ e x y 1 / e z z 1 / n/ w ) / e x x 1 ∗ e z z 1 ∗ w \
637 +1/2∗ e z z 1 ∗(2/ n∗∗2− e x y 4 / e z z 4 / n/ e ) / e x x 4 ∗ e z z 4 ∗ e ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / \
638 e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b ;
639
640 b z y s = ((−1/2∗(− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗ e z z 2 ∗ e z z 1 / e y y 2 ∗(1− e y y 2 / e z z 2 ) / w+1/2∗ \
641 ( n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗ e z z 3 ∗ e z z 4 / e y y 3 ∗(1− e y y 3 / e z z 3 ) / e ) / e z z 4 / e z z 3 / \
642 ( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗e− \
643 ( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗(1/2∗ e z z 3 ∗(2/ s∗∗2− e x y 2 / e z z 2 / s/ w ) / \
644 e x x 2 ∗ e z z 2 ∗ w+1/2∗ e z z 2 ∗(2/ s∗∗2+ e x y 3 / e z z 3 / s/ e ) / e x x 3 ∗ e z z 3 ∗ e ) / e z z 3 / e z z 2 / \
645 ( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b ;
646
647 b z y e = (((− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 )∗(−n∗ e z z 2 / e y y 1 ∗ e y x 1 / e /( e+w )+(ezz1−e z z 2 ) \
648 ∗ w/ e /( e+w )−s∗ e z z 1 / e y y 2 ∗ e y x 2 / e /( e+w ) )+(n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗ \
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649 (1/2∗ n∗ e z z 4 ∗ e z z 3 / e y y 4 ∗(−(1− e y y 4 / e z z 4 ) / n/e−e y x 4 / e z z 4 ∗(2/ e∗∗2−2/e ∗∗2∗ w /( e+w ) ) )+ \
650 1/2∗ s∗ e z z 3 ∗ e z z 4 / e y y 3 ∗((1− e y y 3 / e z z 3 ) / s/e−e y x 3 / e z z 3 ∗(2/ e∗∗2−2/e ∗∗2∗ w /( e+w ) ) ) \
651 +(ezz4−e z z 3 ) ∗ w/ e /( e+w ) ) ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) \
652 /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+(1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗ e z z 1 ∗ \
653 (2∗ e x x 4 / e z z 4 / e∗∗2− e x y 4 / e z z 4 / n/ e ) / e x x 4 ∗ e z z 4 ∗e−1/2∗( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) \
654 ∗ e z z 2 ∗(2∗ e x x 3 / e z z 3 / e∗∗2+ e x y 3 / e z z 3 / s/ e ) / e x x 3 ∗ e z z 3 ∗ e ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / \
655 e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) /( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b ;
656
657 b z y w = (((− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗(1/2∗ n∗ e z z 1 ∗ e z z 2 / e y y 1 ∗((1− e y y 1 / e z z 1 ) \
658 / n/w−e y x 1 / e z z 1 ∗(2/ w∗∗2−2/w ∗∗2∗ e /( e+w ) ) )−(ezz1−e z z 2 ) ∗ e/ w /( e+w )+1/2∗s∗ e z z 2 ∗ e z z 1 / \
659 e y y 2 ∗(−(1− e y y 2 / e z z 2 ) / s/w−e y x 2 / e z z 2 ∗(2/ w∗∗2−2/w ∗∗2∗ e /( e+w ) ) ) )+(n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ \
660 e z z 2 ∗ e z z 1 / e y y 2 )∗(−n∗ e z z 3 / e y y 4 ∗ e y x 4 / w /( e+w )−s∗ e z z 4 / e y y 3 ∗ e y x 3 / w /( e+w )−(ezz4−e z z 3 ) ∗ e/ w/ \
661 ( e+w ) ) ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) /( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ \
662 w∗ e y y 2 ∗ e+(1/2∗( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗ e z z 4 ∗(2∗ e x x 1 / e z z 1 / w∗∗2+ e x y 1 / e z z 1 / n/ w ) \
663 / e x x 1 ∗ e z z 1 ∗w−1/2∗( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗ e z z 3 ∗(2∗ e x x 2 / e z z 2 / w∗∗2− e x y 2 / \
664 e z z 2 / s/ w ) / e x x 2 ∗ e z z 2 ∗ w ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) / \
665 ( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b ;
666
667 b z y p = (((− n∗ e z z 4 ∗ e z z 3 / eyy4−s∗ e z z 3 ∗ e z z 4 / e y y 3 ) ∗(1/2∗ n∗ e z z 1 ∗ e z z 2 / e y y 1 ∗(−k ∗∗2∗ eyx1− \
668 (1− e y y 1 / e z z 1 ) / n/w−e y x 1 / e z z 1 ∗(−2/ w∗∗2+2/ w ∗∗2∗( e−w ) / e ) )+(ezz1−e z z 2 ) ∗( e−w ) / e/ w+ \
669 1/2∗ s∗ e z z 2 ∗ e z z 1 / e y y 2 ∗(−k ∗∗2∗ e y x 2+(1−e y y 2 / e z z 2 ) / s/w−e y x 2 / e z z 2 ∗(−2/ w∗∗2+2/ w ∗∗2∗ \
670 ( e−w ) / e ) ) )+(n∗ e z z 1 ∗ e z z 2 / e y y 1+s∗ e z z 2 ∗ e z z 1 / e y y 2 ) ∗(1/2∗ n∗ e z z 4 ∗ e z z 3 / e y y 4 ∗ \
671 (−k ∗∗2∗ e y x 4+(1−e y y 4 / e z z 4 ) / n/e−e y x 4 / e z z 4 ∗(−2/ e∗∗2−2/e ∗∗2∗( e−w ) / w ) )+1/2∗s∗ e z z 3 ∗ \
672 e z z 4 / e y y 3 ∗(−k ∗∗2∗ eyx3−(1−e y y 3 / e z z 3 ) / s/e−e y x 3 / e z z 3 ∗(−2/ e∗∗2−2/e ∗∗2∗( e−w ) / w ) )+ \
673 ( ezz4−e z z 3 ) ∗( e−w ) / e/ w ) ) / e z z 4 / e z z 3 /( n∗ e y y 3+s∗ e y y 4 ) / e z z 2 / e z z 1 /( n∗ e y y 2+s∗ e y y 1 ) / \
674 ( e+w ) ∗ e y y 4 ∗ e y y 3 ∗ e y y 1 ∗ w∗ e y y 2 ∗ e+(( e z z 3 / e x x 2 ∗ e z z 2 ∗ w+e z z 2 / e x x 3 ∗ e z z 3 ∗ e ) ∗(1/2∗ e z z 4 ∗ \
675 (−2/n∗∗2−2∗ e x x 1 / e z z 1 / w∗∗2+k ∗∗2∗ exx1−e x y 1 / e z z 1 / n/ w ) / e x x 1 ∗ e z z 1 ∗ w+1/2∗ e z z 1 ∗ \
676 (−2/n∗∗2−2∗ e x x 4 / e z z 4 / e∗∗2+k ∗∗2∗ e x x 4+e x y 4 / e z z 4 / n/ e ) / e x x 4 ∗ e z z 4 ∗ e )− \
677 ( e z z 4 / e x x 1 ∗ e z z 1 ∗ w+e z z 1 / e x x 4 ∗ e z z 4 ∗ e ) ∗(1/2∗ e z z 3 ∗(−2/ s∗∗2−2∗ e x x 2 / e z z 2 / w∗∗2+ \
678 k ∗∗2∗ e x x 2+e x y 2 / e z z 2 / s/ w ) / e x x 2 ∗ e z z 2 ∗ w+1/2∗ e z z 2 ∗(−2/ s∗∗2−2∗ e x x 3 / e z z 3 / e∗∗2+k ∗∗2∗ e x x 3 \
679 −e x y 3 / e z z 3 / s/ e ) / e x x 3 ∗ e z z 3 ∗ e ) ) / e z z 3 / e z z 2 /( w∗ e x x 3+e∗ e x x 2 ) / e z z 4 / e z z 1 /( w∗ e x x 4+e∗ e x x 1 ) / \
680 ( n+s ) ∗ e x x 2 ∗ e x x 3 ∗ n∗ e x x 1 ∗ e x x 4 ∗ s ) / b ;
681
682 # # B o u n d a r i e s
683 ii = np . l i n s p a c e (0 , nx ∗ ny−1, nx ∗ ny , d t y p e=int )
684 ii = ii . r e s h a p e ( ( nx , ny ) , o r d e r=’ F ’ )
685
686 # N o r t h b o u n d a r y
687 ib = ii [ : , −1]
688
689 if b o u n d a r y [ 0 ] == ’ 0 ’ :
690 s i g n = 0
691 e l i f b o u n d a r y [ 0 ] == ’ S ’ :
692 s i g n = +1
693 e l i f b o u n d a r y [ 0 ] == ’ A ’ :
694 s i g n = −1
695 e l s e :
696 p r i n t ( ’ The n o r t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
697
698 b z x s [ 0 , ib ] = b z x s [ 0 , ib ] + s i g n ∗ b z x n [ 0 , ib ]
699 b z x s e [ 0 , ib ] = b z x s e [ 0 , ib ] + s i g n ∗ b z x n e [ 0 , ib ]
700 b z x s w [ 0 , ib ] = b z x s w [ 0 , ib ] + s i g n ∗ b z x n w [ 0 , ib ]
701 b z y s [ 0 , ib ] = b z y s [ 0 , ib ] − s i g n ∗ b z y n [ 0 , ib ]
702 b z y s e [ 0 , ib ] = b z y s e [ 0 , ib ] − s i g n ∗ b z y n e [ 0 , ib ]
703 b z y s w [ 0 , ib ] = b z y s w [ 0 , ib ] − s i g n ∗ b z y n w [ 0 , ib ]
704
705
706 # S o u t h b o u n d a r y
707 ib = ii [ : , 0 ]
708
709 if b o u n d a r y [ 1 ] == ’ 0 ’ :
710 s i g n = 0
711 e l i f b o u n d a r y [ 1 ] == ’ S ’ :
712 s i g n = +1
713 e l i f b o u n d a r y [ 1 ] == ’ A ’ :
714 s i g n = −1
715 e l s e :
716 p r i n t ( ’ The s o u t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
717
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718 b z x n [ 0 , ib ] = b z x n [ 0 , ib ] + s i g n ∗ b z x s [ 0 , ib ]
719 b z x n e [ 0 , ib ] = b z x n e [ 0 , ib ] + s i g n ∗ b z x s e [ 0 , ib ]
720 b z x n w [ 0 , ib ] = b z x n w [ 0 , ib ] + s i g n ∗ b z x s w [ 0 , ib ]
721 b z y n [ 0 , ib ] = b z y n [ 0 , ib ] − s i g n ∗ b z y s [ 0 , ib ]
722 b z y n e [ 0 , ib ] = b z y n e [ 0 , ib ] − s i g n ∗ b z y s e [ 0 , ib ]
723 b z y n w [ 0 , ib ] = b z y n w [ 0 , ib ] − s i g n ∗ b z y s w [ 0 , ib ]
724
725
726 # E a s t b o u n d a r y
727 ib = ii [ −1 , : ]
728
729 if b o u n d a r y [ 2 ] == ’ 0 ’ :
730 s i g n = 0
731 e l i f b o u n d a r y [ 2 ] == ’ S ’ :
732 s i g n = +1
733 e l i f b o u n d a r y [ 2 ] == ’ A ’ :
734 s i g n = −1
735 e l s e :
736 p r i n t ( ’ The s o u t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
737
738
739 b z x w [ 0 , ib ] = b z x w [ 0 , ib ] + s i g n ∗ b z x e [ 0 , ib ]
740 b z x n w [ 0 , ib ] = b z x n w [ 0 , ib ] + s i g n ∗ b z x n e [ 0 , ib ]
741 b z x s w [ 0 , ib ] = b z x s w [ 0 , ib ] + s i g n ∗ b z x s e [ 0 , ib ]
742 b z y w [ 0 , ib ] = b z y w [ 0 , ib ] − s i g n ∗ b z y e [ 0 , ib ]
743 b z y n w [ 0 , ib ] = b z y n w [ 0 , ib ] − s i g n ∗ b z y n e [ 0 , ib ]
744 b z y s w [ 0 , ib ] = b z y s w [ 0 , ib ] − s i g n ∗ b z y s e [ 0 , ib ]
745
746
747 # W e s t b o u n d a r y
748 ib = ii [ 0 , : ]
749
750 if b o u n d a r y [ 3 ] == ’ 0 ’ :
751 s i g n = 0
752 e l i f b o u n d a r y [ 3 ] == ’ S ’ :
753 s i g n = +1
754 e l i f b o u n d a r y [ 3 ] == ’ A ’ :
755 s i g n = −1
756 e l s e :
757 p r i n t ( ’ The s o u t h b o u n d a r y c o n d i t i o n is not r e c o g n i z e d ! ’ )
758
759
760 b z x e [ 0 , ib ] = b z x e [ 0 , ib ] + s i g n ∗ b z x w [ 0 , ib ]
761 b z x n e [ 0 , ib ] = b z x n e [ 0 , ib ] + s i g n ∗ b z x n w [ 0 , ib ]
762 b z x s e [ 0 , ib ] = b z x s e [ 0 , ib ] + s i g n ∗ b z x s w [ 0 , ib ]
763 b z y e [ 0 , ib ] = b z y e [ 0 , ib ] − s i g n ∗ b z y w [ 0 , ib ]
764 b z y n e [ 0 , ib ] = b z y n e [ 0 , ib ] − s i g n ∗ b z y n w [ 0 , ib ]
765 b z y s e [ 0 , ib ] = b z y s e [ 0 , ib ] − s i g n ∗ b z y s w [ 0 , ib ]
766
767
768 # # C r e a t i n g the s p a r s e m a t r i c e s
769 # I n d i c e s
770 i a l l = ii . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
771 iss = ii [ : , : −1 ] . r e s h a p e (1 , nx ∗( ny−1) , o r d e r=’ F ’ )
772 inn = ii [ : , 1 : ] . r e s h a p e (1 , nx ∗( ny−1) , o r d e r=’ F ’ )
773 ie = ii [ 1 : , : ] . r e s h a p e (1 , ( nx−1)∗ ny , o r d e r=’ F ’ )
774 iw = ii [ :−1 , : ] . r e s h a p e (1 , ( nx−1)∗ ny , o r d e r=’ F ’ )
775 ine = ii [ 1 : , 1 : ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )
776 ise = ii [ 1 : , : −1 ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )
777 isw = ii [ :−1 , : −1 ] . r e s h a p e (1 , ( nx−1)∗( ny−1) , o r d e r=’ F ’ )




782 Bzx = c o o _ m a t r i x ( ( b z x p [ 0 , i a l l [ 0 , : ] ] , ( i a l l [ 0 , : ] , i a l l [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
783 Bzx += c o o _ m a t r i x ( ( b z x e [ 0 , iw [ 0 , : ] ] , ( iw [ 0 , : ] , ie [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
784 Bzx += c o o _ m a t r i x ( ( b z x w [ 0 , ie [ 0 , : ] ] , ( ie [ 0 , : ] , iw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
785 Bzx += c o o _ m a t r i x ( ( b z x n [ 0 , iss [ 0 , : ] ] , ( iss [ 0 , : ] , inn [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
786 Bzx += c o o _ m a t r i x ( ( b z x s [ 0 , inn [ 0 , : ] ] , ( inn [ 0 , : ] , iss [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
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787 Bzx += c o o _ m a t r i x ( ( b z x s w [ 0 , ine [ 0 , : ] ] , ( ine [ 0 , : ] , isw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
788 Bzx += c o o _ m a t r i x ( ( b z x n w [ 0 , ise [ 0 , : ] ] , ( ise [ 0 , : ] , inw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
789 Bzx += c o o _ m a t r i x ( ( b z x n e [ 0 , isw [ 0 , : ] ] , ( isw [ 0 , : ] , ine [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
790 Bzx += c o o _ m a t r i x ( ( b z x s e [ 0 , inw [ 0 , : ] ] , ( inw [ 0 , : ] , ise [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
791 Bzx = Bzx . t o c s r ( )
792 # Bzx = Bzx . t o a r r a y ()
793
794 # Bzy
795 Bzy = c o o _ m a t r i x ( ( b z y p [ 0 , i a l l [ 0 , : ] ] , ( i a l l [ 0 , : ] , i a l l [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
796 Bzy += c o o _ m a t r i x ( ( b z y e [ 0 , iw [ 0 , : ] ] , ( iw [ 0 , : ] , ie [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
797 Bzy += c o o _ m a t r i x ( ( b z y w [ 0 , ie [ 0 , : ] ] , ( ie [ 0 , : ] , iw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
798 Bzy += c o o _ m a t r i x ( ( b z y n [ 0 , iss [ 0 , : ] ] , ( iss [ 0 , : ] , inn [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
799 Bzy += c o o _ m a t r i x ( ( b z y s [ 0 , inn [ 0 , : ] ] , ( inn [ 0 , : ] , iss [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
800 Bzy += c o o _ m a t r i x ( ( b z y s w [ 0 , ine [ 0 , : ] ] , ( ine [ 0 , : ] , isw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
801 Bzy += c o o _ m a t r i x ( ( b z y n w [ 0 , ise [ 0 , : ] ] , ( ise [ 0 , : ] , inw [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
802 Bzy += c o o _ m a t r i x ( ( b z y n e [ 0 , isw [ 0 , : ] ] , ( isw [ 0 , : ] , ine [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
803 Bzy += c o o _ m a t r i x ( ( b z y s e [ 0 , inw [ 0 , : ] ] , ( inw [ 0 , : ] , ise [ 0 , : ] ) ) , s h a p e=(nx ∗ ny , nx ∗ ny ) )
804 Bzy = Bzy . t o c s r ( )
805
806
807 B = h s t a c k ( [ Bzx , Bzy ] )
808 del Bzx , Bzy
809 p r i n t ( B . s h a p e )
810
811 Hx = p h i x [ : , : , 0 ]
812 Hy = p h i y [ : , : , 0 ]
813
814 Hz = B∗ np . h s t a c k ( ( Hx , Hy ) ) . r e s h a p e (2∗ nx ∗ ny , 1 , o r d e r=’ F ’ )
815 Hz = Hz . r e s h a p e ( nx , ny , o r d e r=’ F ’ ) /1 j
816
817 nx −= 1
818 ny −= 1
819
820 exx = e p s x x [1 :−1 , 1:−1]
821 exy = e p s x y [1 :−1 , 1:−1]
822 eyx = e p s y x [1 :−1 , 1:−1]
823 eyy = e p s y y [1 :−1 , 1:−1]
824 ezz = e p s z z [1 :−1 , 1:−1]
825 e d e t = ( exx ∗ eyy − exy ∗ eyx )
826
827 h = ( dx [ 1 : −1 ]∗ np . o n e s ( [ ny ] ) ) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
828 v = ( np . o n e s ( [ nx , 1 ] ) ∗ dy [ 0 , 1 :−1]) . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
829
830 i1 = ii [ :−1 , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
831 i2 = ii [ :−1 , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
832 i3 = ii [ 1 : , : −1 ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
833 i4 = ii [ 1 : , 1 : ] . r e s h a p e (1 , nx ∗ ny , o r d e r=’ F ’ )
834
835 Hx = Hx . r e s h a p e (1 , ( nx+1)∗( ny+1) , o r d e r=’ F ’ )
836 Hy = Hy . r e s h a p e (1 , ( nx+1)∗( ny+1) , o r d e r=’ F ’ )
837 Hz = Hz . r e s h a p e (1 , ( nx+1)∗( ny+1) , o r d e r=’ F ’ )
838
839
840 Dx = +n e f f ∗( Hy [ 0 , i1 ] + Hy [ 0 , i2 ] + Hy [ 0 , i3 ] + Hy [ 0 , i4 ] ) /4 + ( Hz [ 0 , i1 ] + Hz [ 0 , i4 ] − Hz [ 0 , i2 ]
− Hz [ 0 , i3 ] ) /(1 j ∗2∗ k∗ v )
841 Dy = −n e f f ∗( Hx [ 0 , i1 ] + Hx [ 0 , i2 ] + Hx [ 0 , i3 ] + Hx [ 0 , i4 ] ) /4 − ( Hz [ 0 , i3 ] + Hz [ 0 , i4 ] − Hz [ 0 , i1 ]
− Hz [ 0 , i2 ] ) /(1 j ∗2∗ k∗ h )
842 Dz = (( Hy [ 0 , i3 ] + Hy [ 0 , i4 ] − Hy [ 0 , i1 ] − Hy [ 0 , i2 ] ) /(2∗ h ) − ( Hx [ 0 , i1 ] + Hx [ 0 , i4 ] − Hx [ 0 , i2 ]
− Hx [ 0 , i3 ] ) /(2∗ v ) ) /(1 j∗ k )
843
844
845 Dx = Dx . r e s h a p e ( nx , ny , o r d e r=’ F ’ )
846 Dy = Dy . r e s h a p e ( nx , ny , o r d e r=’ F ’ )
847 Dz = Dz . r e s h a p e ( nx , ny , o r d e r=’ F ’ )
848
849 Ex = ( eyy ∗ Dx − exy ∗ Dy ) / e d e t
850 Ey = ( exx ∗ Dy − eyx ∗ Dx ) / e d e t
851 Ez = Dz / ezz
852
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853 Hx = Hx . r e s h a p e ( ( nx+1) , ( ny+1) , o r d e r=’ F ’ )
854 Hy = Hy . r e s h a p e ( ( nx+1) , ( ny+1) , o r d e r=’ F ’ )
855 Hz = Hz . r e s h a p e ( ( nx+1) , ( ny+1) , o r d e r=’ F ’ )
856
857 x = np . l i n s p a c e (0 , dx [ 0 ] ∗ ( nx ) , nx+1)
858 y = np . l i n s p a c e (0 , dy [ 0 , 0 ]∗ ( ny ) , ny+1)
859
860 # plt . f i g u r e (4)
861 # plt . i m s h o w ( np . r e a l ( Ex . T ) , i n t e r p o l a t i o n = ’ n e a r e s t ’)
862 #
863 # plt . f i g u r e (5)
864 # plt . i m s h o w ( np . r e a l ( Ey . T ) , i n t e r p o l a t i o n = ’ n e a r e s t ’)
865
866 XX , YY = np . m e s h g r i d ( x , y )
867 # plt . c o n t o u r f ( XX , YY , np . r e a l ( Hx . T ) , i n t e r p o l a t i o n = ’ n e a r e s t ’)
868 plt . f i g u r e (3 )
869 plt . t i t l e ( ’ Ex ’ )
870 plt . i m s h o w ( np . abs ( Ex . T ) )
871 plt . c o l o r b a r ( o r i e n t a t i o n=’ h o r i z o n t a l ’ )
872
873 plt . f i g u r e (4 )
874 plt . t i t l e ( ’ Ey ’ )
875 plt . i m s h o w ( np . abs ( Ey . T ) )
876 plt . c o l o r b a r ( o r i e n t a t i o n=’ h o r i z o n t a l ’ )
877
878 plt . f i g u r e (5 )
879 plt . t i t l e ( ’ Ez ’ )
880 plt . i m s h o w ( np . abs ( Ez . T ) )
881 plt . c o l o r b a r ( o r i e n t a t i o n=’ h o r i z o n t a l ’ )
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883 plt . s h o w ( ) 
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