This paper is concerned with the convergence and the error analysis for the feedback particle filter (FPF) algorithm. The FPF is a controlled interacting particle system where the control law is designed to solve the nonlinear filtering problem. For the linear Gaussian case, certain simplifications arise whereby the linear FPF reduces to one form of the ensemble Kalman filter. For this and for the more general nonlinear non-Gaussian case, it has been an open problem to relate the convergence and error properties of the finite-N algorithm to the mean-field limit (where the exactness results have been obtained). In this paper, the equations for empirical mean and covariance are derived for the finite-N linear FPF. Remarkably, for a certain deterministic form of FPF, the equations for mean and variance are identical to the Kalman filter. This allows strong conclusions on convergence and error properties based on the classical filter stability theory for the Kalman filter. It is shown that the error converges to zero even with finite number of particles. The paper also presents propagation of chaos estimates for the finite-N linear filter. The error estimates are illustrated with numerical experiments.
I. INTRODUCTION
In recent years, there has been a burgeoning interest in application of ideas and techniques from statistical mechanics to control theory. Although some of these applications are classical (see e.g., Del Moral [8] , [9] ), the recent impetus comes from explosive interest in mean-field games, starting with two papers from 2007: Lasry and Lions paper titled "Mean-field games" [16] and a paper by Huang, Caines and Malhamé [12] . These papers spurred interest in the analysis and synthesis of controlled interacting particle systems.
Feedback particle filter (FPF) is an example of a controlled interacting particle system to approximate the solution of the continuous-time nonlinear filtering problem. In FPF, the importance sampling step of the conventional particle filter is replaced with feedback control. Other steps such as resampling, reproduction, death or birth of particles are altogether avoided.
The first interacting particle representation of the continuous-time filtering problem appeared in the work of Crisan and Xiong [4] . Also in continuous-time settings, Reich and collaborators have derived certain deterministic forms of the ensemble Kalman filter [23] , [1] . These forms are identical to the linear FPF. An expository review of the continuous-time filters including the progression from the Kalman filter (1960s) to the ensemble Kalman filter (1990s) to the feedback particle filter (2010s) appears in [28] .
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In discrete-time settings, Daum and collaborators have pioneered the development of closely related particle flow algorithms [5] , [6] .
In numerical evaluations and comparisons, it is often found that the control-based algorithms exhibit smaller simulation variance and better scaling properties with the problem dimension (number of state variables). For example, several research groups have reported favorable comparisons for the FPF algorithm as compared to the traditional particle filter algorithms; cf., [25] , [24] , [2] , [26] , [30] . However, there is no theoretical justification/understanding of this. Much of the work for FPF and more broadly for the particle flow algorithms and the mean-field game models has focused on the properties of the mean-field limit (e.g., the exactness of the FPF has been shown for the mean-field limit).
For the nonlinear FPF, the convergence analysis is difficult in part because the gain function is implicitly defined as the solution of a certain partial differential equation (pde) referred to as the Poisson equation; cf., [17] . For the linear Gaussian case, the pde admits an explicit solution whereby the gain function is the Kalman gain and the resulting linear FPF is an ensemble Kalman filter [28] . In this paper, two forms of linear FPF are studied: Both the formulations are exact in the following sense: In the mean-field limit the distribution of the particles equals the posterior distribution of the filter. The main difference between the two formulations is that the process noise term in the stochastic FPF is replaced with a deterministic term in the deterministic FPF.
The goal of this paper is to characterize the error properties of the FPF in the limit when the number of particles N is large but finite. The error metrics of interest include the mean-squared error between the finite-N estimates (empirical mean and the empirical covariance) and their mean-field limits (conditional mean and covariance). Additionally, it is of interest to investigate the convergence of the empirical distribution of the interacting particle system to the conditional distribution obtained in the mean-field limit.
Contributions of this paper: The evolution equations for the empirical mean and covariance are derived for the two systems (A) and (B). It is shown that these equations for the deterministic FPF are identical to the Kalman filter. The evolution equations for the stochastic FPF include additional stochastic terms due to process noise. In the large N limit, these terms scale as O(N − 1 2 ). For the deterministic FPF, the following results are obtained in Prop. 2: (i) almost sure convergence as t → ∞; (ii) mean-squared convergence where the error is shown to convergence to zero as O(N − 1 2 ). Certain preliminary results on a propagation of chaos analysis for the scalar problem appear in Prop. 3.
Closely related to this paper is the recent literature on stability and convergence of the ensemble Kalman filter algorithms for both linear and nonlinear problems. Examples of the former include [18] , [15] in discrete-time setting and [11] in continuous-time setting. Examples of the latter include [7] , [10] , [14] . More generally, the propagation of chaos analysis of interacting particle system models has a rich history; cf., [19] , [27] , [22] .
Notation N (m,Σ) is a Gaussian probability distribution with mean m and covariance Σ ≻ 0 (Σ ≻ 0 means that the matrix Σ is positive definite). For a vector m, m denotes the Euclidean norm. For a square matrix Σ, Σ F denotes the Frobenius norm, Σ s is the spectral norm, Σ ⊺ is the matrixtranspose, Tr(Σ) is the matrix-trace, and Ker(Σ) denotes the null-space.
Variable
Notation Equation State of the hidden process Xt Eq. (1a) State of the i th particle in finite-N sys. The outline of the remainder of this paper is as follows: Sec. II introduces the two models of the FPF studied in this paper. Sec. III presents the results on convergence and error estimates for the empirical mean and covariance. Sec. IV presents the propagation of chaos analysis. All the proofs appear in the Appendix.
II. PROBLEM FORMULATION AND BACKGROUND
Consider the linear Gaussian filtering problem: 
denotes the time-history of observations up to time t (filtration). For the linear Gaussian problem (1a)-(1b), the posterior distribution P(X t Z t ) is Gaussian N (m t ,Σ t ), whose mean and covariance are given by the Kalman-Bucy filter [13] :
where K t ∶= Σ t C ⊺ is the Kalman gain and the filter is initialized with the prior (m 0 ,Σ 0 ). Feedback particle filter (FPF) is a controlled interacting particle system to approximate the Kalman filter 1 . In a numerical implementation, the filter is simulated with N interacting particles where N is typically large. The analysis of the filter is based on the so-called mean-field models which are obtained upon replacing the interaction terms by their mean-field limits. The mean-field model is referred to as the McKean-Vlasov model [20] .
We begin by presenting the McKean-Vlasov stochastic differential equation (sde) for the linear FPF algorithm. For these models, the state at time t is denoted asX t . Two types of FPF algorithm are considered: (A) FPF using the constant gain approximation of the gain function (Eq. (26) in [32] ); and (B) FPF obtained using optimal transportation (Eq. (15) in [29] ). These algorithms are referred to as the stochastic linear FPF and the deterministic linear FPF, respectively. 
where (as before)K t =Σ t C ⊺ is the Kalman gain; the mean
; the initial conditionX 0 ∼ N (m 0 ,Σ 0 ); and
where Ω t is any skew symmetric d × d matrix.
The following Proposition, borrowed from [29] , shows that both the filters are exact:
Proposition 1: (Theorem 1 in [29] ) Consider the linear Gaussian filtering problem (1a)-(1b), and the linear FPF (Eq. (3) or Eq. (4)). If P(X 0 ) = P(X 0 ) then
Remark 1: (Comparison of the deterministic and the stochastic FPF) In the deterministic FPF, there is no explicit Wiener process for the process noise. For example, with the choice of Ω t = 0, the deterministic linear FPF (4) has the same terms as the stochastic linear FPF (3), except that the process noise term σ B dB t in (3) is replaced by 1 2 (4) . With any Gaussian prior, the term serves to simulate the effect of the process noise.
Remark 2 (Non-uniqueness): For the vector case (d > 1), there are infinitely many choices of exact control laws, parametrized by the skew-symmetric matrix Ω t . In our prior work [29] , the non-uniqueness issues is addressed by introducing an optimal transportation cost. The optimal skewsymmetry is shown to be the unique solution of the following matrix equation (Proposition 3 in [29] ):
The choice of Ω t does not affect the distribution. The optimal skew-symmetry is a correction term that serves to cancel the skew-symmetry in the dynamics (see Remark 5 in [29] ). Finite-N FPF algorithm: FPF comprises of N stochastic processes (particles)
where X i t is the state of the i th -particle at time t. The evolution of X i t is obtained upon empirically approximating the mean-field terms. The finite-N filters for the two cases are described next.
(A) Finite-N stochastic FPF: The evolution of X i t is given by the sde:
∼ N (m 0 ,Σ 0 ) for i = 1,2,...,N; and the empirical approximations of the two mean-field terms are as follows:
(B) Finite-N deterministic FPF: The evolution of X i t is given by the sde:
where (as before) K
∼ N (m 0 ,Σ 0 ); empirical approximations of mean and variance are defined in (6);
The McKean-Vlasov sdes (3) and (4) are the respective mean-field limits of the finite-N filters (5) and (7) . Our goals in this paper are as follows: (i) prove the convergence of the finite-N filter to its mean-field limit; and (ii) obtain bounds on the error as a function of the number of particles N and the time t. The convergence and error analysis relies closely on the classical results on stability of the Kalman filter. These are summarized next.
A. Stability of the Kalman filter
The following is assumed throughout the remainder of this paper: Assumption (I): The system (A,C) is detectable and (A,σ B ) is stabilizable. 
The error covariance Σ t → Σ ∞ exponentially fast for any initial condition Σ 0 (not necessarily the prior):
(iii) Starting from two initial conditions (m 0 ,Σ 0 ) and (m 0 ,Σ 0 ), the means converge in the following senses:
for all λ ∈ (0,λ 0 ).
Throughout this paper, the notation Σ ∞ is used to denote the positive definite solution of the ARE (9) and λ 0 is used to denote the spectral bound.
III. ANALYSIS OF EMPIRICAL MEAN AND COVARIANCE

A. Evolution equations
We consider the finite-N filters -Eq. (5) for the stochastic FPF and Eq. (7) for the deterministic FPF. The empirical mean and covariance are defined in Eq. (6) . The error is defined as ξ i t ∶= X i t − m (N) t for i = 1,2...,N. The evolution equations for the mean, covariance, and error are as given next. The calculations are straightforward and omitted for the lack of space. (A) Finite-N stochastic FPF: The mean and the covariance evolve according to the sdes:
)dt. The sde for the error is given by
The evolution equations are as follows:
is defined in (8) .
In the remainder of this paper, the focus is on the error analysis of the deterministic finite-N FPF algorithm. The analysis is simpler because the equations for empirical mean and covariance (11a)-(11b) are identical to the Kalman filter (2a)-(2b). The analysis is seen as the first step towards the analysis of the more complicated stochastic FPF which also includes an additional O(N − 1 2 ) stochastic term (fluctuation) due to the process noise.
Remark 3: Even though the fluctuations scale as O(N − 1 2 ), the analysis is challenging as has been noted in literature (see the remark after Theorem 3.1 in [11] ). Error analysis of the ensemble Kalman filter with noise terms appears in [11] under certain additional techical assumptions. Analysis of the deterministic FPF closely follows the stability theory for Kalman filter. Related analysis appears in the recent work [7] .
B. Error Analysis
The main result for the finite-N deterministic FPF is as follows with the proof given in Appendix A. 
where c 1 ,c 2 ,c 3 are positive constants. For the scalar (d = 1) case, one has the following explicit formulae for these constants:
Remark 4: Asymptotically (as t → ∞) the empirical mean and variance of the finite-N filter becomes exact. This is because of the stability of the Kalman filter whereby the filter forgets the initial condition. In fact, the i.i.d assumption on the initial condition X i 0 is not necessary to obtain this conclusion.
Remark 5:
The assumption (II) on the invertibility of the initial covariance Σ (N) 0 can be relaxed to Ker(Σ (N)
) (in the proof, one works with the pseudoinverse instead of the inverse). The latter is important because ensemble Kalman filters are often simulated in highdimensional settings where the number of particles N may be smaller than the dimension d of the problem [23] .
IV. PROPAGATION OF CHAOS
The objective of this section is to show the convergence of the empirical distribution of the particles {X i t } N i=1 to the distribution of the mean-field processX t . The objective is formulated as the convergence
for all bounded functions f ∶ R d → R for a fixed time t > 0. Such a result is important, as it provides a guarantee for the performance of the filter. The proof of convergence involves construction of N independent copies of the mean-field equation (4) corresponding to the deterministic FPF (7) . Consistent with our convention to denote mean-field variables with a bar, the stochastic processes are denoted as {X i t ∶ 1 ≤ i ≤ N} whereX i t denotes the state of the i th particle at time t. The particle evolves according to the mean-field equation (4) as
whereK t =Σ t C ⊺ is the Kalman gain and the initial condition X i 0 = X i 0 -the initial condition of the i th particle in the finite-N FPF (7) . The mean-field processX i t is thus coupled to X i t through the initial condition. The following Proposition characterizes the error between X i t andX i t which implies the convergence (13) . The proof appears in the Appendix B.
Proposition 3: Consider the stochastic processes X i t and X i t whose evolution is defined according to the deterministic FPF (7) and its mean-field model (14) , respectively. The initial condition X i (i) The explicit solution is given as
(ii) For a fixed t > 0, in the limit as N → ∞
(iii) For any Lipschitz function f ∶ R d → R, in the asymptotic limit as N → ∞
Since the equations for the empirical mean (11a) and the empirical covariance (11b) are identical to the Kalman filter (2a)-(2b), the a.s. convergence of mean and variance follows from the filter stability theory (see Theorem 1). In the following, mean-squared estimates are derived for the large-N limit.
The explicit solution of the Riccati equation in the vector case is given by [3, pp. 149] 
where
0 − Σ 0 F Squaring both sides and taking expectation gives the covariance error estimate:
t C ⊺ C and dI t ∶= dZ t −Cm t dt is the innovation process.. The expected norm-squared of δ m t is
where we used the fact that the innovation process I t is a Wiener process [31, Lemma 5.6 ]. Expressing F
Therefore Φ t,s s ≤ e −λ 0 t+c 0 . Use this inequality in (18) to conclude
The error bound (12a) follows from noting,
The derivation for the constants for the scalar case is ommited for the lack of space. 
where we used the bound ξ i 
N i, j=1,i≠ j X i X j and the first term converges to Σ 0 + m 2 0 and the second term converges to m 2 0 . As a result, for large N, the bound is obtained in terms of the Lipschitz constant:
where we used the Lipschitz property in the first step, the Cauchy-Schwarz inequality in the second step, and E[ Σ 
The second term is given by
becauseX i t are i.i.d with distribution equal to the conditional distribution. It only remains to bound the first term:
where we used Jensen's inequality in the first step, the Lipschitz property of f in the second step, and the estimate (16) in the last step.
