[1] Seasonal prediction of heat wave variability is a scientific challenge and of practical importance. This study investigates the heat wave frequency (HWF) variability over North America (NA) during the past 53 summers . It is found that the NA HWF is dominated by two distinct modes: the interdecadal (ID) mode and the interannual (IA) mode. The ID mode primarily depicts a HWF increasing pattern over most of the NA continent except some western coastal areas. The IA mode resembles a tripole HWF anomaly pattern with three centers over the northwestern, central, and southern NA. The two leading modes have different dynamic structures and predictability sources. The ID mode is closely associated with the prior spring sea surface temperature anomaly (SSTA) in the tropical Atlantic and tropical western Pacific that can persist throughout the summer, whereas the IA mode is linked to the development of El Niño-Southern Oscillation. A simplified general circulation model is utilized to examine the possible physical mechanism. For the ID mode the tropical Atlantic SSTA can induce a Gill-type response which extends to NA, while the northwestern Pacific SSTA excites a Rossby wave train propagating eastward toward NA. These two flow patterns jointly contribute to the formation of the large-scale circulation anomalies associated with the ID mode. For the IA mode the corresponding circulation anomalies are basically similar to a Pacific-North America pattern. The subsidence associated with high-pressure anomalies warms and dries the boundary layer, inhibiting cloud formation. The resulting surface radiative heating further warms the surface. For the low-pressure anomalies the situation is just opposite. Through such processes these SSTAs can exert profound influences on the HWF variability over NA.
Introduction
[2] Extreme weather and climate events, such as heat waves, have received increased attention during the past decade owing to the often large loss of human life and exponentially increasing costs associated with them [Karl and Easterling, 1999; Easterling et al., 2000; Trenberth et al., 2007] . For instance, in the summer of 2003, heat waves resulted in more than 25,000 deaths in Europe [Garcia-Herrera et al., 2010] . In 2010 summer, Moscow experienced 33 consecutive days with maximum temperatures exceeding 30°C [Alexander, 2010] . In the past decades, northern China has been undergoing frequent heat waves which amplify the local droughts and desertification, more than half a billion people being facing drinking water shortages [e.g., Wang and Ding, 2006; Ding et al., 2007] . Under such a background, investigation on heat wave variability becomes an urgent issue, globally.
[3] Heat wave anomalies often exhibit notable place-toplace differences. Although heat waves would become more intense, longer lasting, and/or more frequent in a warmer climate with increased mean temperatures [e.g., Karl and Trenberth, 2003] , such changes are not evenly distributed in space but are characterized instead by particular patterns related to the larger-scale climate change [e.g., . found that heat waves over North America (NA) in the 21st century may exhibit a distinct geographic pattern change based on a global coupled climate model projection. In spite that the heat wave variability may be related to changes in the local drought and wet spells [e.g., Dai et al., 1998 ], it is, however, still not clear what kind of modes dominate heat waves over NA during the past decades.
[4] Predicting heating waves is probably another challenging issue. Owing to the chaotic nature of the atmospheric motion, the detailed evolution of heat waves is unpredictable beyond a few days to two weeks [Lorenz, 1963] . The predictable variations of heat waves may arise from more slowly varying low boundary conditions, such as oceans and land surface properties [Namias, 1959 [Namias, , 1965 Charney and Shukla, 1981; Shukla, 1998 ]. Identification of the predictability sources of heat waves may be of central importance for improving their prediction skill. As a matter of fact, Park and Kung [1988] examined the antecedent oceanic and atmospheric condition of the principal components of the North American summer temperature field. Schubert et al. [2004] found that the most devastating 1930s drought in NA was caused by anomalous tropical sea surface temperature (SST) during that decade. Lupo et al. [2008] used the preceding global SST to predict the summer temperature and precipitation for the midMississippi region. Despite the possible intimate linkage among droughts and floods, summer temperature and heat waves, what kind of roles do SST anomalies (SSTAs) play in the heat wave variability?
[5] In addition, there is no universal definition of a heat wave [e.g., Vincent and Mekis, 2006; Peterson et al., 2008; Fischer and Schär, 2010] . Here, we adopt the criterion proposed by Fischer and Schär [2010] . To quantify the strength of heat waves, several indices are proposed; for example, heat wave duration, heat wave amplitude, heat wave number and heat wave frequency (HWF). Owing to high correlations among these indices and the paper length limitation, this study will only focus on the HWF. Its definition will be introduced in section 2.
[6] In this study, we attempt to answer the following questions: What are the basic features of the leading modes of the HWF variability over NA during the past five decades? How are they related to the preceding and simultaneous SSTAs? How do the SSTAs modulate the HWF variations? This paper is structured as follows. Section 2 describes the data sets, model and methodology used in this study. Section 3 introduces the climatological features of the HWF over NA and identifies its two leading modes using an Empirical Orthogonal Function (EOF) analysis. Section 4 presents the largescale three-dimensional dynamic features associated with the leading modes. In section 5, we examine the SST patterns corresponding to the two leading modes from spring through summer. Numerical experiments are carried out with a simple general circulation model (SGCM) and the possible physical mechanism is discussed in section 6. Section 7 summarizes major findings and some outstanding issues.
Data, Model, and Methodology
[7] The primary data used in this study cover the period from 1958 to 2010. Since over East Asia the National Centers for Environmental Prediction (NCEP) reanalysis version 1 (NCEP-1) [Kalnay et al., 1996] data may have systematic errors in the period before 1980 [Wu et al., 2005] , we decided to use European Centre for Medium-Range Weather Forecasts (ECMWF) 40-Year Re-Analysis (ERA-40) data [Uppala et al., 2005] for the period 1958À2002 and extend the data from 2003 to 2010 by using NCEP-1 data. To ensure temporal homogeneity, the 2003À2010 NCEP-1 data were adjusted by removing the climatological difference between the ERA-40 and NCEP-1 data sets [Wang et al., 2010] .
[8] Other data sets used in this study include: the Global Historical Climatology NetworkÀdaily (GHCND) maximum surface air temperature data obtained from the United Kingdom's Hadley Center [Caesar et al., 2006] , SST data from the Extended Reconstructed SST Version 2 (ERSST V2) data [Smith and Reynolds, 2004] , and the precipitation data taken from the monthly global land and ocean precipitation (PREC/LO) data gridded at 2.5°Â 2.5°resolution [Chen et al., 2002] .
[9] All the numerical experiments are performed using the SGCM as described in the work of Hall [2000] . The resolution used here is triangular 31, with 10 equally spaced sigma levels. An important feature of this model is that it uses a time-averaged forcing calculated empirically from observed daily data. In this study, the forcing field is the same as that used in the work of Lin [2009] [10] According to the definition by Fischer and Schär [2010] , a heat wave refers to a spell of at least 6 consecutive days with maximum temperature exceeding the local 90th percentile of the control period . The calculation method is as following: First, the raw daily surface air temperature data is preprocessed by taking a 15 day running mean to remove synoptic fluctuations; Then, the 90th percentile of the control period ) is calculated for each calendar day at each grid point from June through August; Finally, the HWF is obtained as the total number of continuous days during which the daily temperature of each is higher than the corresponding 90th percentile value.
Climatology and Distinct Leading Modes of HWF Variability
[11] Figure 1 presents the climatology of HWF across NA. High values are observed in western and central Canada, the western United States and Mexico. A prominent feature is a low-value center over the middle and lower reaches of the Mississippi River valley. This center is basically collocated with the high climatological precipitation during summer [e.g., Huffman et al., 1997] . It suggests that the variations in HWF may be linked to precipitation changes. As a matter of fact, the observations and climate models suggest that deficits in soil moisture can lead to more frequent and severe hot summer temperatures, and vice versa [e.g., Dai et al., 1998; Alexander, 2010; Hirschi et al., 2010] . The more than normal precipitation often increases the local soil moisture, which in turn favors less frequent heat waves. This may explain why the low HWF center overlaps with the rich precipitation center over the middle and lower reaches of the Mississippi River valley.
[12] Figure 2 shows spatial patterns and the corresponding principal components (PCs) of the two leading modes of the HWF variability. The two leading modes account for 30% of the total HWF variance over entire NA region. According to the rule given by North et al. [1982] , the two leading modes are statistically distinguished from each other. They are also separable from the rest of the other high modes in terms of sampling error bars (not shown). The first mode shows a general monosign pattern over most of the NA region, except some western coastal areas (Figure 2a ). PC1 exhibits a pronounced interdecadal (ID) decreasing trend as well as some interannual variations superposed upon it (Figure 2b ). The power spectrum of PC1 exhibits two peaks: a strong ID peak centered around 40 years and a relatively weak interannual (IA) peak around 2 years (not shown). Given the dominance of the ID component, this mode is called the ID mode. Since the negative values of PC1 correspond to more HWF over NA, the PC1 decreasing trend indicates an increasing HWF over most NA region (Figure 2b ), which is largely accounted by a sharp transition from a cold to a warm phase in the mid-1980s [e.g., Trenberth et al., 2007] .
[13] The most prominent feature of the EOF2 mode is a tripole anomaly pattern with three anomalous centers over the northwestern, central, and southern NA (Figure 2c ). The corresponding PC2 shows no trend but significant year-toyear variations (Figure 2d ), with an IA spectral peak around 5 years (not shown). In light of this, the EOF2 mode is named as the IA mode. A positive value of PC2 indicates more HWF over central NA and less HWF over northwestern and southern NA, and vice versa. An interesting phenomenon is that the amplitude of PC2 has increased considerably since 1980, indicating that the IA mode becomes more evident in the last three decades.
Dynamic Structures of the Leading Modes
[14] Figure 3 shows the anomalous three-dimensional circulations regressed with reference to PC1 and PC2 in order to identify the atmospheric circulation anomalies associated with the two leading HWF patterns. For a strong ID mode (Figure 3b ), large areas of negative sea level pressure (SLP) anomalies occupy the North Pacific and expand southeastward, suggesting an intensified Aleutian Low and a weakened Hawaiian High (Figure 3a) . Greenland Island and the adjacent areas are also controlled by low SLP anomalies, implying a strengthened Iceland Low. The North Atlantic subtropical high is stronger than normal, associated with the positive SLP anomalies prevailing over the middleto low-latitude North Atlantic. Another positive SLP anomaly extends southward from the Arctic Ocean along the western coast of NA (Figure 3b) .
[15] For the IA mode (Figure 3c ), its positive phase corresponds to negative SLP anomalies in the high latitudes with a center over northwestern Canada, and positive anomalies in the middle latitudes around 40°N. Cold advection over Alaska and the west coast of Canada set up a background of cold surface temperature and reduced HWF in this region as observed in Figure 2c . A positive SLP anomaly belt stretches from the eastern North Atlantic toward the central NA region with a center over eastern NA. The west-east gradient of SLP in central NA with its maximum west of the Great Lakes implies southerly surface wind anomalies which provide a favorable condition for warm weather and enhanced HWF in this area (Figure 2c) .
[16] At the upper troposphere, a prominent feature associated with the ID mode is a distinct Rossby wave train propagating from the northwestern Pacific to the north of the NA continent (Figure 4b ). Its centers have the same sign and primarily overlap with those near the surface (Figure 3b) , indicating a barotropic structure. Since the negative 200 hPa geopotential height (H200) center over northeastern NA is the strongest among the several centers in the Rossby wave train, it is possible that in addition to Rossby wave dissipation there is contribution from other dynamical processes. During a strong ID mode summer, the negative H200 anomalies over northeastern NA tend to deepen the grand NA trough along the eastern coast (Figure 4a) , and the associated cyclonic wind anomalies advect more cold air from the Arctic. The positive H200 anomalies stretch southward along the northwestern coast of NA, enhance the climatological ridge and suppress the local cold air activities. Another notable feature is the baroclinic structure over the tropical Atlantic region: the H200 anomalies have an opposite variation tendency with the SLP anomalies (Figures 3b and 4b) .
[17] During an anomalous IA mode summer (Figure 4c ), the NA region is dominated by a negative H200 anomaly center over the northwest and a positive center which covers most of the continent. The strong negative H200 anomalies over the northwest weaken the climatological ridge (Figure 4a ) and may lead this area to expose to cold air from the Arctic. A large positive H200 anomaly center with anticyclonic wind anomalies occupies central-eastern NA, suppressing cold air activities (Figure 4a) . In a weak IA mode summer, the situation tends to be opposite.
[18] In general, the two leading modes of the HWF over NA are of considerably different dynamic structures. This implies that their predictability sources may bear substantial differences.
SSTAs Associated With the Leading Modes
[19] In order to reveal possible sources of predictability, we search for precursors of the two principal modes in SSTAs during the previous spring. Figure 5a shows the correlation between PC1 and the spring SST. There are two major significant correlation areas. One is located in the tropical Atlantic (TA; 40°W-10°E, 20°S-20°N; see Figure 5a ). The other is in the tropical western Pacific (TP; 100°-160°E, 20°S-35°N). If the averaged SSTA in the TA and TP regions are defined as two SSTA indices, the correlation coefficients between PC1 and the two SSTA indices reach -0.74 and À0.68, respectively, exceeding the 95% confidence level on the basis of a Student's t test. These significant correlations can persist through the following summer, which makes them possible predictability sources for the ID mode (Figure 5b) .
[20] For the IA mode, it exhibits an enhanced linkage with the SSTA in the equatorial eastern Pacific from the prior spring through the following summer ( Figure 6 ). In preceding spring, the correlation between PC2 and SSTA in eastern Pacific is rather weak (Figure 6a ), whereas it becomes significant in following summer (Figure 6b ). This indicates that the development of ENSO events might provide a major predictability source for the IA mode. The influence of the tropical diabatic forcing associated with ENSO extends to NA through atmospheric teleconnections (i.e., the PacificNorth America (PNA) pattern), which has been well documented [e.g., Horel and Wallace, 1981; Ropelewski and Halpert, 1986; Hurrell, 1996; Lau, 1997; Lin and Wu, 2011; Wu et al., 2011] . In the following, we would focus on the formation of the atmospheric general circulation anomalies corresponding to the ID mode.
[21] SST variability can influence atmospheric circulation through different processes [e.g., Charney and Shukla, 1981; Shukla, 1998; Wu et al., 2009a] . Changes in precipitation and atmospheric diabatic heating associated with SSTAs, for example, provide an important forcing mechanism for the atmospheric circulation. To illustrate the relationship between SST variability in the TA and TP regions and precipitation, Figure 7 presents the rainfall anomalies regressed against the TA and TP SSTA index. Regions with anomalies that are 5% statistically significant according to a Student's t test are shaded. It can be clearly seen from Figure 7 that the warm SSTA is usually associated with enhanced precipitation over the local region. For a warm TA SSTA, an intensified rainfall belt can be discerned within the region (80°-10°W, 10°S-10°N) , with three anomaly centers located in the TA oceanic area, the lower reaches of the Amazon River, and Panama City. For a warm TP SSTA, a rich precipitation anomaly center covers the oceanic region (130°-160°E, 25°-40°N) southeast of the Japan islands. The situations during the cold SSTA conditions tend to be opposite.
[22] To evaluate the contributions of these possible predictability sources to the atmospheric general circulation, we calculated the composite difference of H200 and SLP between the cold and warm TA, TP summers (Figures 8 and  9 ). Note that a warm TA or TP summer refers to the corresponding SSTA index above 1 standard deviation, where a cold TA or TP summer below À1 standard deviation. When a cold or warm SSTA emerges in the TA region, the circulation anomalies are of a baroclinic structure over the TA region expanding toward the middle latitudes in both hemispheres (Figure 8 ). The upper level is controlled by a zonally elongated negative H200 anomaly and the surface by significantly positive SLP. This indicates that the SLP over the TA region associated with a negative TA SSTA is stronger than that with a positive TA SSTA, and the H200 variation tendency is just opposite to the SLP. Such a baroclinic structure can be interpreted as tropical atmospheric responses to the TA diabatic heating [e.g., Kucharski et al., 2009; Wu et al., 2012] . Another evidence supporting the notion that the exhibited atmospheric anomalies are responses to the anomalous TA diabatic heating rather than vice versa is that the circulation differences are quite symmetric about the equator. This structure resembles an equatorial Rossby wave response to a tropical heating located near TA [Matsuno, 1966; Gill, 1980] .
[23] For the TP SSTA (Figure 9 ), the circulation anomaly north of 40°N is of an equivalent barotropic structure. Significantly negative anomalies in both H200 and SLP prevail over the region from the North Pacific to eastern NA. This barotropic structure reflects that the anomaly is an extratropical response to a remote forcing. On the other hand, the circulation anomaly bears a baroclinic structure over the oceanic areas southeast of the Japan islands where the anomalous rainfall is located (Figure 7b ). To summarize, the SSTA in the TA and TP regions may be two predictability sources of the ID mode, whereas developing phases of ENSO events probably signify a precursory condition for the IA mode.
Numerical Experiments
[24] To support the above hypothesis, we conducted numerical experiments with the SGCM model. To mimic the diabatic heating effects of the SSTA in the TA and TP regions, we imposed two heating anomaly sources, each having an elliptical squared cosine distribution in latitude and longitude. On the basis of the previous work by Hoskins and Karoly [1981] , the vertically integrated heating rate imposed here is 1.25 K/day, which is approximately the latent heating rate release given by an extra 5 mm precipitation per day. The vertical heating profile peaks at around 300 hPa [Lin, 2009; Wu et al., 2009b Wu et al., , 2012 . Two perturbed experiments were integrated for 3700 days, one with an anomalous cooling and the other with an anomalous heating. Daily output of the last 3600 days is used to calculate the model climate under each forcing condition. Note that the result is not sensitive to the selection of initial condition, since the analysis is conducted for the period after the climate equilibrium is reached.
[25] It can be clearly seen from Figure 10 that under the TA SSTA forcing (cooling minus warming), the 150 hPa geopotential height (H150) difference resembles an equatorial Rossby wave response with a pair of cyclonic circulations straddling the equator, which is similar to the observation (Figure 8 ). The vertical structure of the response is baroclinic with an opposite variation tendency between SLP and H150 (not shown). Under the TP SSTA forcing, Figure 11 indicates that the atmospheric response takes the form of an eastward propagating Rossby wave train. Over the NA continent, most regions are controlled by negative H150 anomalies, except some western coastal areas. The coeffects of the above two response patterns tend to strengthen the atmosphere general circulation anomalies over the NA continent, namely, the negative H150 anomalies over most NA regions and the positive H150 anomalies over the western coastal areas. This may at least partly explain why the observed H200 anomaly center over the NA continent is the strongest one among the several centers in the Rossby wave train (Figure 4b) .
[26] The consistency between the results from the numerical experiments and from the previous observational analysis indicates that the diabatic forcing associated with the anomalous SST in the TA and TP regions can contribute to the circulation anomalies associated with the ID mode of HWF over NA. For the IA mode, the circulation anomalies basically result from the development of ENSO. Since the physical linkage between the atmospheric anomalies and ENSO has been relatively well recognized, in this study we will not repeat the relevant numerical experiments.
Conclusion and Discussion
[27] Understanding their related large-scale circulations and preceding low boundary conditions may be of central importance for seasonal prediction of climate extremes such as heat waves [e.g., Easterling et al., 2000; Wu et al., 2010; Birk et al., 2010; Lin and Wu, 2011; Wu et al., 2011] . In this study, we find that the HWF over NA is dominated by two distinct leading modes: the ID and IA modes. The ID mode primarily depicts a HWF increasing pattern over most of the NA continent except some western coastal areas. The IA mode resembles a tripole HWF anomaly pattern with three centers over the northwestern, central, and southern NA. The potential predictability sources for the two distinct modes are also examined. The ID mode is intimately connected with the SSTA in the TA and TP regions in the prior spring. The IA mode may be influenced not necessarily by the phase of ENSO, but the change of phase in ENSO. These low boundary anomalies can persist from spring through summer.
[28] The possible physical mechanism is also investigated with the SGCM. For the ID mode, the tropical Atlantic SSTA can induce a Gill-type response which extends over NA, while the northwestern Pacific SSTA excites a Rossby wave train propagating eastward toward NA. These two flow patterns contribute to the large-scale circulation anomalies associated with the ID mode. For the IA mode, its circulation anomalies basically results from the teleconnection pattern excited by ENSO.
[29] How could the large-scale circulation anomalies influence the HWF? Namias [1982, 1983] found that a protracted heat wave during summer was a manifestation of an abnormal form of the general circulation. Hoskins et al. [1983] suggested a theory of positive feedback between the synoptic eddies and the seasonal mean flow. On the basis of the results in this study and those obtained by Hirschi et al. [2010] and Alexander [2010] , the physical processes between the circulation anomalies and HWF may be summarized as following. The SSTAs associated with the ID and IA modes trigger the corresponding teleconnection patterns propagating toward NA and excite high-or low-pressure anomalies over the local region. The subsidence associated with high-pressure anomalies warms and dries the boundary layer, inhibiting cloud formation. The resulting surface radiative heating further warms the surface. For the lowpressure anomalies, the situation is just opposite. Through such processes, these SSTAs can exert profound influences to the HWF variability over NA.
[30] Besides the above SSTAs, the two distinct HWF modes may have other predictability sources (snow cover, sea ice concentration and soil moisture, etc.). Figure 4 shows that for both the ID mode and IA mode, there is much larger variability in the high latitudes than the tropical region. This implies that the high-latitude forcings may also play some roles. Owing to data limitation, their roles are still not clear. Therefore, one of the biggest problems in performing analysis of extreme weather and climate events such as heat waves may be the lack of access to high-quality, long-term low boundary data [Easterling et al., 2000] . For example, snow cover data is available only from 1968 [e.g., Lin and Wu, 2011] , and there are few soil moisture gauge stations over NA. If more accurate low boundary data is available, we might understand more in-depth processes governing these extreme events.
