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Zusammenfassung
Elektronischer Transport durch mesoskopische Systeme im Nichtgleichgewicht hat sich
zu einem interessanten Forschungsthema der experimentellen und theoretischen Physik
entwickelt. Von besonderem Interesse sind Systeme, in denen der Spinfreiheitsgrad des
Elektrons eine wichtige Rolle spielt, weil man sich von ihrer Erforschung die Entwick-
lung einer neuen Klasse elektronischer Bauteile erhofft. Relaxation und Dekoha¨renz des
Elektronenspins, die aus der Kopplung des Spins an die Umgebung resultieren, sind
unvermeidbar. Ihren Ursprung und ihren Einfluss auf die Transporteigenschaften des
Systems zu verstehen, ist nicht nur von zentraler Bedeutung fu¨r technologische Anwen-
dungen, sondern auch ein interessantes Thema in der Grundlagenforschung.
In dieser Arbeit werden diagrammatische Methoden zur Beschreibung von Transport
im Nichtgleichgewicht entwickelt und auf zwei verschiedene Modellsysteme angewandt.
Zuna¨chst wird Transport durch einen Quantendraht, der an eine ferromagnetische Spin-
kette gekoppelt ist, im Rahmen des Keldysh-Greens-Funktions-Formalismus betrachtet.
Die Elektronen im Draht sind an Spinwellen, die sogenannten Magnonen, in der Spin-
kette gekoppelt. Der Selbstenergiebeitrag, der auf diese Kopplung zuru¨ckzufu¨hren ist,
wird in selbstkonsistenter Bornscher Na¨herung betrachtet. Der differentielle Leitwert
wird fu¨r verschiedene Konfigurationen berechnet, und die Zusta¨nde, die zum Transport
beitragen, werden identifiziert. Normalerweise fu¨hrt die Elektron-Magnon-Kopplung zur
Relaxation und Dekoha¨renz des Spins. Die Kopplung kann aber auch zur Bildung des
magnetischen Polarons fu¨hren. Dieser Zustand zeichnet sich durch seine lange Lebens-
dauer aus und kann im nichtlinearen differentiellen Leitwert identifiziert werden.
Weiterhin werden analytische Renormierungsgruppenmethoden (kurz RG-Methoden
genannt) zur Untersuchung von Nichtgleichgewichtstransport durch einen Kondo-Quan-
tenpunkt entwickelt. Wechselwirkungen innerhalb des Quantenpunkts, die fu¨r das Auf-
treten des Kondo-Effekts notwendig sind, werden exakt beru¨cksichtigt, und in der re-
normierten Kopplung zwischen dem Quantenpunkt und den Elektroden wird eine Sto¨-
rungsentwicklung durchgefu¨hrt. Im Gegensatz zu anderen perturbativen RG-Methoden,
die auf das Kondo-Modell im Nichtgleichgewicht angewandt wurden, stellt das hier
vorgestellte Verfahren sicher, dass Relaxations- und Dekoha¨renzraten wa¨hrend des RG-
Flusses schon in fu¨hrender Ordnung entstehen.
Die Real Time RG im Zeitraum wird benutzt, um den differentiellen Leitwert fu¨r
einen molekularen Magneten, der auf ein vollsta¨ndig anisotropes Kondo-Modell abge-
bildet werden kann, bei endlichem Magnetfeld zu berechnen. Es stellt sich heraus, dass
durch Variation der Anisotropie des molekularen Magneten ein Quantenphasenu¨bergang
zwischen einem Kondo-Effekt, der zu einer Resonanz im differentiellen Leitwert fu¨hrt,
und einer Situation, in der lediglich eine durch inelastisches Kotunneln verursachte Stufe
im Leitwert auftritt, erreicht werden kann. Die Real Time RG im Zeitraum wird auch auf
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die Berechnung des Rauschens bei endlicher Frequenz fu¨r Transport im isotropen Kondo-
Modell angewandt. Die Renormierung der frequenzabha¨ngigen Kopplungen fu¨hrt zur
Ausbildung eines Minimums in der Frequenzabha¨ngigkeit des Rauschens, dessen Form
von der Dekoha¨renzrate abha¨ngt.
Schließlich wird die Real Time RG im Frequenzraum auf das anisotrope Kondo-Modell
im Nichtgleichgewicht angewandt. Gegenu¨ber der Real Time RG im Zeitraum hat sie
einige Vorteile, insbesondere dass der RG-Fluss immer durch Relaxations- und Dekoha¨-
renzraten abgeschnitten wird, unabha¨ngig davon, bis zu welcher Ordnung in der Kop-
plung die RG-Gleichungen entwickelt werden. Ergebnisse fu¨r den renormierten g-Faktor,
die Relaxations- und Dekoha¨renzraten, die magnetische Suszeptibilita¨t und den diffe-
rentiellen Leitwert werden vorgestellt, einschließlich aller Terme in fu¨hrender Ordnung
und logarithmischer Terme in na¨chstho¨herer Ordnung. Insbesondere wird die genaue
Linienform bei Resonanz und fu¨r kleine Magnetfelder, wo logarithmische Erho¨hungen
oder Unterdru¨ckungen gefunden werden, und ihre Abha¨ngigkeit von den Relaxations-
und Dekoha¨renzraten sowie der Einfluss der Anisotropie der Kopplungen diskutiert.
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Summary
Nonequilibrium electron transport through mesoscopic systems has recently attracted a
great amount of attention in both experimental and theoretical physics. Of particular
interest are systems where the spin degree of freedom of the electron plays an important
role because their investigation might lead to the development of a new class of electronic
devices in the future. Relaxation and decoherence of the electron spin, which result from
the coupling of the spin to its environment, are inevitable. A thorough understanding
of their origin and their impact on transport properties of the system is not only of
crucial importance for technological applications, but also a very interesting topic in
fundamental research.
In this thesis, diagrammatic methods for nonequilibrium transport are developed and
applied to two different model systems, and the results are analysed with a special focus
on the role of relaxation and decoherence rates. First, transport through a quantum
wire which is coupled to a ferromagnetic spin chain is investigated using a calculation
within the Keldysh Green’s function formalism. The electrons in the wire are coupled
to spin waves, the so-called magnons, in the spin chain. The self-energy contribution
which is due to this coupling is calculated in self-consistent Born approximation. The
differential conductance is calculated for different setups, and the states which contribute
to transport are identified. One would expect that the electron-magnon coupling leads
to relaxation and decoherence of the spin. However, it is found that the coupling can
lead to the formation of the magnetic polaron, a state which stands out due to its long
life time and which can clearly be identified in the nonlinear differential conductance.
Second, analytical renormalisation group (RG) approaches are developed to study
nonequilibrium transport through a quantum dot in the Kondo regime. Interactions
within the quantum dot, which are essential for the occurrence of the Kondo effect, are
taken into account exactly, and a perturbative expansion is performed in the renormalised
coupling between the quantum dot and the leads. In contrast to other perturbative RG
methods which have been applied to the Kondo model in nonequilibrium, the approach
used here ensures that relaxation and decoherence rates emerge during the RG flow even
in the leading-order RG equations.
The Real Time RG in time space is used to calculate the nonequilibrium differential
conductance for a single molecular magnet in a magnetic field, which can be mapped to a
fully anisotropic Kondo model. It turns out that varying the anisotropy constants of the
molecular magnet can induce a quantum phase transition between a Kondo effect, which
manifests itself in a resonance in the differential conductance, and a situation where only
a step that is due to inelastic cotunnelling occurs in the conductance. The Real Time RG
in time space is also applied to the calculation of finite frequency noise for transport in
the isotropic Kondo model. The renormalisation of the frequency-dependent couplings
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leads to the evolution of a dip in the noise. The line shape in the vicinity of the dip is
sensitive to the decoherence rate.
Finally, the Real Time RG in frequency space is applied to the anisotropic Kondo
model. It has several advantages compared to the Real Time RG in time space, in
particular that the RG flow is always cut off by relaxation and decoherence rates, no
matter up to which order in the coupling the RG equations are expanded. Results for the
renormalised g-factor, the relaxation and decoherence rates, the magnetic susceptibility,
and the differential conductance are obtained, including all terms in leading order and
logarithmically enhanced terms in next-to-leading order. In particular, the precise line
shape at resonance and for small magnetic fields, where logarithmic enhancements or
suppressions are found, its dependence on the relaxation and decoherence rates, and the
influence of the anisotropy of the couplings is discussed.
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1 Overview
1.1 Motivation
During the last decades, transport through mesoscopic systems has been a very active
field in both experimental and theoretical research. The objects under consideration
take a middle position between single atoms and macroscopic objects and contain only
a small number of free electrons, such that the quantisation of charge and the quantum
nature of the charge carriers become evident. This results in interesting (and sometimes
even surprising) effects in transport experiments, such as, e.g., Coulomb blockade [1].
The spin of the electron and transport effects which are related to it are often of
particular interest. The exploitation of such effects might open possibilities for technical
applications that are not possible in traditional electronic devices, which utilise only
the electron charge [2]. However, the inevitable coupling of the electron spin to its
environment leads to relaxation and decoherence of the spin, which may make these
applications challenging, if not impossible. Understanding the processes which lead to
relaxation and decoherence is therefore of crucial importance. This problem is also very
interesting from a theoretical physicist’s point of view because of its challenging nature,
especially in nonequilibrium situations, and the variety of effects that relaxation and
decoherence have on different transport-related properties.
An example for a class of mesoscopic systems are quantum wires. These are systems
which are strongly constricted in two spatial dimensions, such that they can essentially
be considered one-dimensional. Quantum wires have been realised using various experi-
mental techniques [3–7] and have also been studied theoretically [8–10]. A system which
has not received much theoretical attention yet is a quantum wire that is combined with
a chain of localised spins which are coupled to each other ferromagnetically, such that the
conduction electrons in the wire can interact with spin waves, the so-called magnons, in
the chain. Such a system is essentially the one-dimensional counterpart of ferromagnetic
semiconductors, which were investigated theoretically several decades ago [11–14]. It was
shown that a single electron in the conduction band of a ferromagnetic semiconductor
whose spin is antiparallel to the localised spins may hybridise with magnons to form a
so-called magnetic polaron state. These states have a low decoherence rate because they
are well separated from the band of scattering states. It is an interesting question if the
magnetic polaron states also play a role in a quantum wire which is coupled to a ferro-
magnetic spin chain and if they can be identified in measurements of the nonequilibrium
current through such a system. Scattering of electrons in finite quantum spin chains has
been investigated previously [15], but the influence of the magnetic polaron states was
not examined.
Mesoscopic systems which are constricted in all three spatial dimensions are called
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quantum dots. A widely used experimental realisation of quantum dots employs metallic
gate electrodes to confine the electrons in a semiconductor heterostructure [16]. If a
quantum dot is coupled weakly to leads, a high differential conductance can be observed if
the difference of the energies of some quantum dot states with N and with N+1 electrons
(i.e., the energy which is needed to add an electron to the dot) lies between the chemical
potentials of the leads. If this condition is not fulfilled, the conductance is in general
much smaller because the strong mutual interactions of the electrons on the quantum
dot inhibit transport, which is why this phenomenon is called Coulomb blockade [1].
However, it has been predicted theoretically [17, 18] and confirmed in experiments [19–
22] that a quantum dot in the Coulomb blockade regime can under certain conditions
have a rather high conductance and even reach the unitary conductance 2e2/h of a
completely open transport channel, despite the weak tunnelling coupling to the leads
and the strong interactions on the dot. This phenomenon is an occurrence of the Kondo
effect.
The Kondo effect was first observed in an experiment in 1934 [23]. It was found that
the resistance of some metals takes a minimmum at a finite temperature and increases
when lowering the temperature further. This surprising discovery raised the attention of
experimental and theoretical physicists alike, but it took several decades until a satisfac-
tory explanation could be found. There were some indications that the effect is related
to magnetic impurities, which enabled Kondo to give an explanation for the origin of the
resistance minimum in his seminal calculation [24]. He showed that the coupling of the
conduction electrons to a magnetic impurity gives rise to a large scattering rate at low
temperatures, which is responsible for the increase in the resistance. However, the limit
of vanishing temperature, the so-called strong coupling regime, was still inaccessible to
his perturbation theory approach. The problem was finally solved numerically by Wilson
using the numerical renormalisation group (NRG) [25].
Although the physics behind the Kondo effect in metals and in quantum dots, where
the net spin of the electrons on the dot takes the role of the magnetic impurity, is the
same, there are some important differences. Apart from the obvious difference that the
Kondo effect increases the resistance in metals, but the conductance in quantum dots,1
quantum dots permit a much better control over parameters such as the strength of the
coupling and the Coulomb interaction. It has recently been shown that even a fully
anisotropic Kondo model can be realised in single molecular magnets [26]. Furthermore,
a quantum dot can be put into a nonequilibrium state by exposing it to a finite bias
voltage.
The theoretical description of the Kondo effect in nonequilibrium requires new meth-
ods. If the voltage, the magnetic field, or the temperature are much larger than the
Kondo temperature TK, which is the energy scale that characterises the Kondo model,
the system is in the so-called weak coupling regime. Unlike the strong coupling regime,
it is accessible with perturbative renormalisation group (RG) methods, which have been
1The reason is that a pure metal without impurities would in principle be a perfect conductor at zero
temperature, and any scattering processes increase the resistance. On the other hand, scattering is
essential to drive a current through a quantum dot in the Coulomb blockade regime.
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pioneered by Anderson’s Poor Man’s Scaling [27]. The basic idea of Poor Man’s Scal-
ing is to reduce the bandwidth of the conduction band and to renormalise the coupling
between the impurity and the leads such that the behaviour of the system remains un-
changed. Based on this idea, an equation for the evolution of the renormalised coupling
during the successive reduction of the bandwidth, which is called RG flow, can be de-
rived. This results in a logarithmic increase of the coupling. If some energy scale which
is larger than TK stops the renormalisation of the coupling, perturbative calculations
can be carried out with the renormalised coupling at this energy scale. If no such energy
scale exists, the coupling diverges when the bandwidth reaches TK.
It is an important question if the nonequilibrium setup also induces a decoherence
rate which can serve as a cutoff scale for the RG flow, and how it can be identified in
experiments. It was suggested to apply an RG method which is based on the Keldysh
formalism in combination with a slave particle approach to the Kondo model at finite
bias voltage and finite magnetic field [28–30]. This procedure proved quite successful,
but it suffers from the problem that the decoherence rate had to be put in by hand.
Another method is the flow equation approach, which was applied to the nonequilibrium
Kondo model without magnetic field [31]. It was argued that a competition of certain
third-order terms with the second-order terms for the renormalisation of the couplings
leads to a cutoff of the flow, which was interpreted as a decoherence effect. However, a
method that incorporates decoherence rates in the leading-order RG equations was still
not found.
There have also been recent developments in the field of numerical methods which
can be applied to nonequilibrium situations, such as the time-dependent NRG [32], the
scattering-states NRG [33], an iterative real-time path integral approach [34], and the
time-dependent density matrix renormalisation group [35]. However, these methods
require a large amount of computational resources, which restricts their applicability.
Therefore, further development of analytical RG methods is desirable.
1.2 Goals of This Thesis
The aim of this thesis is to investigate nonequilibrium transport in two different model
systems, taking into account decoherence effects and examining how these affect the
transport properties of the systems.
First, a diagrammatic approach to study the current through a quantum wire coupled
to a ferromagnetic spin chain will be developed. The Holstein-Primakoff transforma-
tion will be used to transform the spin operators in the chain to boson operators, such
that the Keldysh Green’s function formalism in combination with a diagrammatic per-
turbation expansion can be applied. The self-energy and the Green’s functions will be
calculated perturbatively in the electron-magnon coupling using the self-consistent Born
approximation. The differential conductance will be analysed in different setups, and it
will be investigated which states contribute to the transport and if the magnetic polaron
states and their low decoherence rate can be identified.
Second, two nonequilibrium RG approaches, based on the Real Time Transport Theory
15
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which employs a perturbative expansion in the coupling between a quantum system
and its environment, but takes into account interactions in the system exactly, will
be developed and applied to the Kondo model. Special attention will be given to the
emergence of relaxation and decoherence rates during the RG flow. It will be investigated
how these rates affect the precise line shape of various measurable quantities, such as
the differential conductance, the finite frequency noise, the magnetic susceptibility, and
the renormalised g-factor.
1.3 Outline of This Thesis
The outline of this thesis is as follows:
• The remainder of part I consists of chapter 2, which describes the general setup
of experiments on transport in mesoscopic systems and introduces the theoretical
foundations which are needed by all methods that are used in this thesis.
• Part II treats nonequilibrium transport through a quantum wire which is coupled
to a ferromagnetic spin chain. It contains a single chapter 3, which discusses the
model, the method, and the results.
• Part III deals with the Real Time Transport Theory, the Real Time RG which
is based on it, and its application to the Kondo model in nonequilibrium. It is
divided into four chapters:
– Chapter 4 provides a detailed introduction to the Kondo model. The origin of
the model is discussed, and an overview of the methods that have been applied
to it during the last decades is given. Quantum dots in the Coulomb blockade
regime are presented as a realisation of the Kondo model which permits to
control the parameters of the model and to investigate its behaviour at finite
magnetic field and also in nonequilibrium. Finally, it is shown that single
molecular magnets can, in a certain regime, be described by a fully anisotropic
Kondo model.
– The Real Time Transport Theory is presented in chapter 5. First, the general
model, a quantum dot in the Coulomb blockade regime, is introduced, and
a possibility to describe the system in Liouville space is discussed. The re-
mainder of the chapter focuses on the perturbation expansion in the coupling
to the leads. After some general prerequisites, two different possibilities to
perform the expansion, one in time space and one in frequency space, are
presented in detail. Finally, some issues which apply to both approaches are
discussed.
– The Real Time Renormalisation Group (Real Time RG) is discussed in chap-
ter 6. After presenting the basic idea of the method and how it can be
interpreted in terms of diagrams, the method is applied to the perturbative
expansions in time space and in frequency space that have been introduced
in chapter 5.
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– In chapter 7, which is the final chapter of part III, the Real Time RG in time
space and in frequency space are applied to the Kondo model in nonequilib-
rium. A variety of different effects is discussed, and a special emphasis is put
on the relaxation and decoherence rates and how they affect the precise line
shape of the quantities that can be measured in experiments.
• In part IV, this thesis is summarised.
• Part V is the appendix where some details are mentioned which I consider inap-
propriate for the main part of the thesis.
It was not easy to decide how to organise this thesis because the three projects which are
presented here are to some extent independent, but also to some degree related to each
other, especially the development of the Real Time Renormalisation Group approaches
in time space and in frequency space and their application to the Kondo model. I have
tried to make the presentation of the different projects as independent and self-contained
as possible, but also to avoid redundancy. Furthermore, part III is organised such that
readers who are not interested in technical details can skip chapters 5 and 6 and focus
on the introduction to the Kondo model in chapter 4 and the results in chapter 7.
The calculations which have been done to obtain the results presented here have
mostly been rather long and involved. In my opinion, a self-contained presentation of
all calculations in this thesis would not have been appropriate. I have avoided excessive
duplication of material that can be found in my earlier publications [36–39], but I have
always tried to explain the idea behind a calculation in detail, to illustrate the important
steps, and to point out technical difficulties which can arise. Readers who are interested
in further details of the calculations are referred to the aforementioned references.
To provide additional value to readers who want to become familiar with the methods
used in part III, I have given a rather detailed introduction to the Real Time Transport
Theory in chapter 5, and I have discussed some technical details which appeared difficult
to me at first sight, but which are not (or, in my opinion, not thoroughly enough)
explained elsewhere, in chapters 5 and 6 and in the appendix.
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2 Quantum Transport Through Mesoscopic
Systems in Nonequilibrium
The aim of this chapter is to introduce the general setup which is investigated in this
thesis and to lay the theoretical foundations for the methods used in parts II and III.
2.1 General Setup of Transport Experiments
The basic setup which is usually used in mesoscopic quantum transport experiments is
depicted schematically in Fig. 2.1. The mesoscopic system is coupled to two leads with
chemical potentials µL and µR, respectively. More complicated setups could involve
more leads or a gate electrode that is coupled electrostatically to the electrons in the
system. Examples of mesoscopic systems are molecules, quantum dots, and quantum
wires. The electrons in these systems are often subject to strong interactions which lead
to a variety of interesting and sometimes surprising effects in transport experiments.
The mesoscopic system, described by the Hamiltonian HS, is coupled to two leads. The
electrons in the leads are assumed to be noninteracting. This leads to the Hamiltonian
Hleads =
∑
α
Hα, Hα =
∑
lσ
εαlσa
†
αlσaαlσ, (2.1)
where σ ∈ {↑, ↓} is the z-component of the electron spin and l is a set of additional
quantum numbers needed to characterise the electronic states in the leads. The isolated
leads can be described by grand canonical density matrices
ρα = exp [−βα (Hα − µαNα)] for α ∈ {L, R}, (2.2)
mesoscopic systemleft lead
right lead
µL, TL µR, TR
Figure 2.1: Basic setup of a transport experiment. The mesoscopic system is coupled to
two leads with chemical potentials µL, µR and (potentially different) tem-
peratures TL, TR.
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where βα = 1/Tα is the inverse temperature,
1 µα is the chemical potential, and Nα
denotes the number of particles in lead α. The bias voltage which is applied to the
system is V = µL − µR. It is assumed that the leads are infinitely large and therefore
not affected by the current flowing through the system when the coupling is turned on.
This ensures that the system can evolve into a stationary nonequilibrium state with a
finite current.
The tunnelling coupling between the mesoscopic system and the leads can be described
by an operator HT which transfers an electron from one lead to the system or vice versa:
HT =
∑
αlσ
∑
k
(
tαlka
†
αlσckσ +H.c.
)
, (2.3)
where ckσ annihilates an electron with spin σ in the mesoscopic system (k is a set of
additional quantum numbers needed to indicate the electronic state in the system).
In some situations, it is more convenient to model the coupling between the mesoscopic
system and the leads in a different way. This is the case if the system is in the Coulomb
blockade regime where the energy needed to add an additional electron or to take an
electron out of the system is larger than the energy provided by the bias voltage. Single
electron transport is strongly suppressed then, and transport occurs mainly via coherent
processes involving two electrons, which do not modify the total charge in the system
(this is called cotunnelling). The theoretical description of the transport problem can
then be simplified by disregarding charge fluctuations, i.e., keeping only system states
with a fixed number of electrons, and replacing the tunnelling Hamiltonian (2.3) by a
new coupling Hamiltonian which induces only spin and orbital fluctuations in the system.
This so-called Schrieffer-Wolff transformation will be discussed in detail in chapter 4.
2.2 Theoretical Description: Keldysh Formalism
The aim of the transport theories used in this thesis is to describe the outcome of
measurements in nonequilibrium transport experiments. This includes
• expectation values of an observable a, e.g., the current, at a given point in time:
〈a(t)〉.
• correlation functions of two operators a, b at different times: 〈a(t)b(t′)〉. This
includes, e.g., current noise, but also single-particle Green’s functions which are
used in chapter 3.
It is assumed that the coupling between the system and the leads and possibly also
the interactions inside the system are turned off for times t < t0. The density matrix of
the system can then be factorised:
ρ0 = ρ(t0) = ρS(t0)ρLρR, (2.4)
1Note that the Boltzmann constant kB, the reduced Planck constant ~, and the elementary charge e
are equal to one in the units used in this thesis.
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where ρS(t0) is the initial reduced density matrix of the mesoscopic system, and ρα is
given by Eq. (2.2) for α ∈ {L, R}. In general, ρS(t0) does not affect the stationary state
of the system because the leads are infinitely large.2
The density matrix ρ(t) evolves in time according to the von Neumann equation
ρ˙(t) = −i [H(t), ρ(t)] . (2.5)
Assuming that the Hamiltonian
H(t) = HS(t) +Hleads +HT(t) (2.6)
remains constant after the coupling between the system and the leads is established, i.e.,
for t > t0, the von Neumann equation is solved by
ρ(t) = U(t, t0)ρ0U
†(t, t0), (2.7)
where U(t, t′) = e−iH(t−t
′) is the time evolution operator. The expectation value of an
operator a at time t is (using the cyclic invariance of the trace)
〈a(t)〉 = Tr {aρ(t)} = Tr
{
U †(t, t0)aU(t, t0)ρ0
}
. (2.8)
Analogously, a correlation function of two operators at different times is given by
〈a(t)b(t′)〉 = Tr
{
U †(t, t0)a(t)U(t, t
′)b(t′)U(t′, t0)ρ0
}
. (2.9)
For the development of the methods used in parts II and III, it is convenient to visualise
the expressions (2.8) and (2.9) using the Keldysh Contour, see Fig. 2.2. The different
operators in the trace are ordered along the contour. The upper branch of the contour
can be interpreted as a forward time evolution from the initial time t0 to t, whereas the
lower branch corresponds to a backward time evolution from t to t0 where the trace is
closed. Note that the time on the time axis increases to the left. It will turn out that the
translation of diagrams into formulas in part III is more convenient if this convention is
used.
In many cases, the coupling of the system to the leads and interactions in the system
make the expressions (2.8) and (2.9) difficult to evaluate. A common approach is then to
split the Hamiltonian H = H0+V into a free Hamiltonian H0 which can be diagonalised
easily and a term V which contains the interactions in the system, the coupling HT, or
both. The time evolution operators are then expanded in powers of V . Two different
approaches exist to apply this idea to transport through mesoscopic systems:
• The interactions in the mesoscopic system are treated perturbatively, and the
coupling to the leads is taken into account exactly. This approach is used in part II.
The advantage is that large systems can be treated with this method because a
full diagonalisation of the interacting Hamiltonian is not required. However, the
perturbative treatment of the interactions may make this method unsuitable if the
interactions are too strong.
2There are exceptions to this rule: if there are two or more subspaces of the quantum dot Hilbert
space between which no transitions are induced by the coupling to the leads, the stationary state can
depend on the initial state.
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(a) (b)
time
ρ0ρ0
a
a
b
tt t′ t0t0
U(t, t0) U(t
′, t0)U(t, t
′)
U †(t, t0)U
†(t, t0)
Figure 2.2: Keldysh Contour. Contour (a) illustrates the calculation of the expectation
value (2.8) and contour (b) the correlation function 〈a(t)b(t′)〉, see Eq. (2.9).
To evaluate these expressions, the operators must be ordered along the con-
tour and applied successively to the initial density matrix ρ0. Note that the
operators a, b are assigned to different branches of the Keldysh contour in
(b). The reason is that b must always be applied to ρ0 before a to calculate
the correlation function (2.9), irrespective of the times t and t′.
• The interactions in the system are treated exactly, and only HT, i.e., the coupling
to the leads, is considered perturbatively. This approach, used in part III, can also
be applied to systems with strong interactions, but it requires the diagonalisation
of the system Hamiltonian including the interactions, restricting it to rather small
systems.
In the remainder of this thesis, these approaches and their application to two different
types of mesoscopic systems will be presented.
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Part II
Nonequilibrium Transport Through a
Quantum Wire Coupled to a
Ferromagnetic Spin Chain
23
3 Fingerprints of the Magnetic Polaron in
Nonequilibrium Electron Transport
Through a Quantum Wire Coupled to a
Ferromagnetic Spin Chain
In this chapter, nonequilibrium quantum transport through a mesoscopic wire coupled
via local exchange to a ferromagnetic spin chain is studied. Using the Keldysh formalism
in the self-consistent Born approximation, fingerprints of the magnetic polaron state
formed by hybridisation of electronic and magnon states are identified. Because of its
low decoherence rate, coherent transport signals are found. Both elastic and inelastic
peaks of the differential conductance are discussed as a function of external magnetic
fields, the polarisation of the leads, and the electronic level spacing of the wire.
3.1 Introduction
In recent years, the field of Spintronics has attracted increasing interest [2, 40]. A con-
siderable amount of theoretical and experimental attention has been focused on trans-
port phenomena, especially spin-dependent charge currents in low-dimensional structures
made of magnetic materials [7, 15, 41], but also transport of magnetisation through in-
sulating spin chains and quantum dots [42, 43].
In this chapter, the interplay between nonequilibrium electron transport and magnetic
degrees of freedom is studied in a one-dimensional system. The model under considera-
tion is a finite quantum wire which is coupled via local exchange to a one-dimensional
ferromagnetic Heisenberg spin chain and via tunnelling to two large electronic reser-
voirs. Examples of one-dimensional systems which exhibit ferromagnetic coupling of
localised spins are so-called sandwich clusters formed from vanadium and benzene [44–
46]. Usually, one would expect that emission of magnons in the spin chain will lead
to a relaxation of the electron spins antiparallel to the spin direction of the spin chain,
leading to incoherent transport for this spin direction. However, it was shown in several
works on ferromagnetic semiconductors [11–14] that a single electron with antiparallel
spin direction to the localised spins can hybridise with one-magnon states to form the
so-called magnetic polaron states. These states form a band which is separated from the
band of scattering states, and therefore have a low decoherence rate. The aim of this
chapter is to find fingerprints of these states in coherent transport signals at low temper-
atures by studying the differential conductance as a function of bias voltage. Note that
one-electron scattering in finite quantum spin chains has been studied in Ref. 15 at low
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replacemen
t
J
g
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. . .µL µR
Si
si
Figure 3.1: A model for a quantum wire which is coupled to a spin chain. The conduction
electrons can hop between neighbouring sites in the wire, and the localised
spins are coupled ferromagnetically. There is a local coupling between the
spin of the conduction electrons and the localised spin at each site. The wire
is coupled to two leads with the chemical potential µL and µR, respectively.
temperatures with the result of an interesting resonance structure as a function of the
Fermi level. However, this work was restricted to linear transport, so that only states
near the Fermi level contributed to transport. Therefore, the influence of the magnetic
polaron states (lying outside the band of scattering states) was not probed there.
The differential conductance G = dIdV is calculated for large (N = 1000 sites) and small
(N = 12 sites) systems which differ in the electronic level spacing. Peak structures occur
which are due to elastic and inelastic transport processes. The applied magnetic field,
the spin polarisations of the leads, and the bias voltage affect the energies and decay
rates of the electronic states of the system. One can thus control the position and height
of the peaks in the differential conductance and identify the processes which contribute
to the current.
3.2 Model
The model for the mesoscopic system consists of a tight-binding model for the quantum
wire and a Heisenberg model with ferromagnetic coupling J > 0 for the spin chain (see
Fig. 3.1). They have the same lattice constant a and Zeeman splittings he and EZ ,
respectively:
Hwire = −t
∑
iσ
(
c†iσci+1σ +H.c.
)
+
1
2
he
∑
iσ
σc†iσciσ , (3.1)
Hspin = −J
∑
i
Si · Si+1 + EZ
∑
i
Szi (3.2)
with σ = ± (σ =↑ or σ =↓ will be used instead frequently to denote the spin of the
conduction electrons). It is assumed that the electron density in the wire is sufficiently
low to neglect the Coulomb interaction.
Inspired by Ref. 12, the Holstein-Primakoff transformation [47] is used to replace the
26
3.2 Model
spin operators in the chain by boson operators b†i , bi :
S+i ≈
√
2S b†i , S
−
i ≈
√
2S bi, S
z
i = b
†
i bi − S. (3.3)
This approximation is valid if the spin chain is near its ferromagnetic ground state where
〈Szi 〉 = −S. The Zeeman energy EZ must be sufficiently large to ensure that this is the
case. Using periodic boundary conditions leads to
Hwire =
∑
kσ
εkσc
†
kσckσ, (3.4)
Hspin = E0 +
∑
k
ωkb
†
kbk, (3.5)
where
E0 = −NJS2 −NSEZ (3.6)
is the ground state energy of the spin chain, b†k and bk are creation and annihilation
operators for magnons, and
εkσ = −2t cos(ka) + 1
2
σhe, ωk = 2JS [1− cos(ka)] + EZ (3.7)
are one-electron and one-magnon energies, respectively. If EZ ≫ JS, it can be assumed
that the magnon energies are independent of the wave number: ωk ≈ ω = EZ .
The interaction
V = g
∑
i
si · Si (3.8)
between electron spins
si =
1
2
∑
σσ′
c†iσ(σ)σσ′ciσ′ (3.9)
and localised spins Si is transformed using the Holstein-Primakoff transformation to
V = V (1) + V (2) +∆, where
V (1) = g
√
S
2N
∑
kq
(
b†qc
†
k−q↓ck↑ + bqc
†
k+q↑ck↓
)
(3.10)
corresponds to spin flips of a conduction electron which involve the emission or absorption
of a magnon,
V (2) =
g
2N
∑
kqq′σ
σb†q+q′bqc
†
k−q′σckσ (3.11)
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implicates electron-magnon scattering, and ∆ is a spin-dependent energy shift which can
be combined with εkσ to form a new one-electron energy
ε¯kσ = −2t cos(ka) + 1
2
σ(he − gS). (3.12)
Tunnelling of conduction electrons into and out of the leads is taken into account by
a term
HT =
∑
αlkσ
(
tασa
†
αlσckσ +H.c.
)
. (3.13)
Here, α ∈ {L,R} labels the lead and l the electronic states with energies εαlσ. The leads
are assumed to be noninteracting and to have a constant, but possibly spin-dependent,
density of states. This is reflected in the energy-independent coupling function
Γασ = Γ
α
σ(E) = 2pi
∑
l
tασt
α∗
σ δ(E − εαlσ). (3.14)
It is assumed that the occupation of magnon states is equal to the equilibrium value
n(ω) = [exp(βω)− 1]−1, i.e., that the coupling to an external spin bath causes magnon
relaxation on a time scale τM which is smaller than the average time between two electron
transmissions through the wire but larger than the time needed to establish a coherent
electron-magnon state.1
3.3 Method
The nonequilibrium Green’s function method proposed by Keldysh [48] is used to cal-
culate the current through the wire which can be expressed in terms of the Green’s
functions [49]. The electron self-energy is split into two parts,
Σ = ΣT +ΣM, (3.15)
where ΣT is due to the tunnelling coupling HT. Its retarded/advanced and Keldysh
components are
ΣR,ATσ = ∓
i
2
Γσ, Σ
K
Tσ(E) = i
∑
α
Γασ(2fα(E)− 1), (3.16)
respectively, where Γσ =
∑
α Γ
α
σ and fα(E) is the Fermi function for lead α, which has
the chemical potential µα.
The self-energy contribution ΣM, which is due to the electron-magnon interaction V ,
is calculated in self-consistent Born approximation, which corresponds to the consid-
eration of diagrams of the order O(g2), see Fig. 3.2. ΣM is evaluated using the free
1In terms of the energy scales involved, τM has to fulfil |ε↑ − ε↓ − gS − ω|
−1 ≪ τM ≪ Γ
−1
σ to justify
this approximation.
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↓ ↑
E′, qE′, q
E − E′, k − q E + E′, k + q
Figure 3.2: Diagrams which are taken into account for the self-energy contribution
ΣMkσ(E) for electrons with spin up (left) and down (right). Note that
magnon lines are evaluated as free magnon Green’s functions which are in-
dependent of the wave number due to the approximation ωk±q ≈ ω. An
important consequence of this approximation is that these diagrams, and
hence also the corresponding self-energy contributions, do not depend on the
wave number k: ΣMkσ(E) = ΣMσ(E).
magnon Green’s functions which do not depend on the magnon wave number due to the
approximation ωk ≈ ω. Therefore, ΣM is independent of the electron wave number. Its
imaginary part is given by
ImΣRMσ(E) = −
g2S
4N
∑
k
∣∣GRk,−σ(E − σω)∣∣2∑
α
Γα−σf
−σ
α (E − σω), (3.17)
where f+α (E) = fα(E), f
−
α (E) = 1− fα(E). Terms which are proportional to n(ω) have
been omitted because n(ω)≪ 1 for the parameters chosen in the next section. The real
part is obtained from the Kramers-Kronig relation
ReΣRMσ(E) = −
1
pi
P
∫
dE′
ImΣRMσ(E
′)
E − E′ . (3.18)
Dyson’s equation
GRkσ(E) =
1
E − ε¯kσ + iΓσ2 − ΣRMσ(E)
(3.19)
and Eqs. (3.17) and (3.18) are solved self-consistently using an iterative procedure.2
Richmond [12] obtained the exact ↑-electron self-energy for a single conduction electron
in equilibrium by considering a larger set of diagrams involving an arbitrary number
of electron-magnon scattering vertices between the emission and absorption vertices.
However, these diagrams would give rise to a violation of charge conservation in the
nonequilibrium situation which is discussed here (i.e., the sum of the currents from the
leads would be nonzero: IL + IR 6= 0). Therefore, the calculation is restricted to the
2It shall be remarked here that a non-self-consistent solution (which corresponds to stopping the pro-
cedure after the first iteration) yields qualitatively different results.
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charge-conserving self-consistent Born approximation and disregards diagrams of higher
order than O(g2).3
Electrons which tunnel into the system from lead α with spin σ can either tunnel
to lead α′ with unchanged spin σ (elastic current) or flip their spin by emitting or
absorbing a magnon and leave the system with spin −σ (inelastic current). The two
current contributions for lead α are
Ielα =
e
h
∫
dE
∑
α′
∑
σ
T elαα′σ(E) [fα(E)− fα′(E)] , (3.20)
I inelα (ω) =
e
h
∫
dE
∑
α′
(
T inelαα′ (E,ω)fα(E)
[
1− fα′(E − ω)
]
− T inelα′α (E,ω)
[
1− fα(E − ω)
]
fα′(E)
)
, (3.21)
where terms ∝ n(ω) have been neglected again. The transmission coefficients are given
by
T elαα′σ(E) = Γ
α
σΓ
α′
σ
∑
k
∣∣GRkσ(E)∣∣2 , (3.22)
T inelαα′ (E,ω) =
g2S
2N
Γα↑Γ
α′
↓
∑
k
∣∣GRk↑(E)∣∣2∑
k′
∣∣GRk′↓(E − ω)∣∣2 . (3.23)
Both nonmagnetic and ferromagnetic leads with polarisation
Pα =
Γα↑ − Γα↓
Γα↑ + Γ
α
↓
6= 0 (3.24)
are considered.
3.4 Results
The differential conductance for a large system with N = 1000 sites where the level
spacing is smaller than the other relevant energy scales is shown in Fig. 3.3 and Fig. 3.4.
Since the electron density in the wire should be sufficiently low to justify the neglect
of the Coulomb interaction, the chemical potentials µL and µR are chosen such that
only a small fraction of the ↑- and ↓-electron states is partially occupied. The chemical
potential µR is fixed below the conduction band at µR = −2.5, and µL is varied (all
energies are in units of t which is set to t = 1).
For low bias voltages (µL . −1.85), elastic transport processes (corresponding to res-
onances of
∣∣GRkσ(E)∣∣2) dominate. One peak at µL ≈ −2.12 for spin-up is due to the
magnetic polaron band, and the other at µL ≈ −1.89 corresponds to ↓-electron states.
3Note that the problem could be solved if another set of more complex self-energy diagrams was taken
into consideration additionally.
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Figure 3.3: Differential conductance for a system with N = 1000 sites and S = 1/2. The
parameters are t = 1, g = 0.5, EZ = he = 0.1, T = 5×10−4,
∑
σ Γ
L,R
σ = 10−2,
PL = +0.7, PR = −0.7. The chemical potential µR of the right lead is fixed
at −2.5.
The shape of the peak structures reflects the density of states in a one-dimensional sys-
tem. Inelastic processes superpose these structures. In the situation where PL = +0.7
and PR = −0.7 (Fig. 3.3), they dominate for higher voltages (µL & −1.85) because this
setup maximises the product ΓL↑Γ
R
↓ which is proportional to the inelastic transmission
coefficient (3.23). Fig. 3.4 shows how the different peaks can be distinguished by chang-
ing the spin polarisation of the leads. Here, three conductance curves are shown for
unpolarised leads and ferromagnetic leads with parallel polarisations (PL = PR = P ).
The weight of the peak structure which is related to elastic transport of electrons with
spin σ is greatest if the leads are σ-polarised (σ ∈ {↑, ↓}), just as one would expect.
While there is also an inelastic current contribution in these configurations, it does not
cause a clear signal in the differential conductance.
For a small system with N = 12 sites, the discrete structure of the energy spectrum
can be identified in the differential conductance if the level spacing is larger than the
energy scales Γ and T which determine the broadening of the conductance peaks. In
the considered voltage regime, only the lowest electronic states (wave number k = 0,
spin ↑ or ↓) are partially occupied and contribute to the current. The electronic spin-
up states are split mainly by the q = 0 magnon into two states with energy ε˜↑ and ε˜
′
↑
(corresponding to the magnetic polaron and the scattering state in the continuum case,
respectively). Furthermore, the electronic spin down states are also renormalised to ε˜↓
when the ↑- electron states have a finite occupation probability.
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Figure 3.4: Differential conductance for a system with N = 1000 sites and S = 1/2. All
parameters are like in Fig. 3.3, except for the lead polarisations. Unpolarised
leads (solid line) and ferromagnetic leads with parallel polarisations PL =
PR = P , where P = +0.7 (dotted line) or P = −0.7 (dashed line), are
considered here.
Results for g > 0 (antiferromagnetic local exchange coupling) are presented in Fig. 3.5
and Fig. 3.6. As in the situation discussed above, conductance peaks which are due to
elastic transport processes coincide with resonances of the retarded Green’s functions.
Here, the left and right large peak occur at ε˜↑ and ε˜↓, the main resonances of the
↑- and ↓-electron Green’s function (with wave number k = 0), respectively, and can
be attributed to elastic transport through the wire. On the other hand, the inelastic
transmission coefficient (3.23) is proportional to both
∣∣GRk↑(E)∣∣2 and ∣∣GRk↓(E − ω)∣∣2.
Therefore, inelastic transport processes contribute to the differential conductance at
µL = ε˜↑ (where some weight is added to the left large peak) and µL = ε˜↓ + ω, the
position of the smaller peak. The dependence of the relative peak heights on the lead
polarisations is like in the large system discussed above.
Actually, one could expect another peak in Fig. 3.5 and Fig. 3.6 because the ↑-electron
Green’s function has a second resonance at an energy ε˜′↑. However, it has in general
quite a small weight because the magnitude of the imaginary part of the ↑-electron self-
energy is rather large at ε˜′↑, leading to a strong decay of the corresponding state and a
suppression of elastic transport. Moreover, ε˜′↑ is very close to the energy ε˜↓ + ω where
inelastic transport contributes to the current. Therefore, elastic transport of ↑ electrons
is visible only at ε˜↑ (energy of the magnetic polaron), the small contribution at µL = ε˜
′
↑
is absorbed in the inelastic peak.
It should be noted that not only the peak heights but also the positions depend on
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Figure 3.5: Conductance for N = 12, S = 1/2. The parameters are t = 1, g = 0.1,
EZ = he = 0.04, T = 5 × 10−4,
∑
σ Γ
L,R
σ = 2 × 10−3, µR = −2.5. Both
nonmagnetic leads (solid line) and spin-polarised ferromagnetic leads with
PL = +0.7, PR = −0.7 (dashed line) are considered.
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Figure 3.6: Conductance for N = 12, S = 1/2. The parameters are like in Fig. 3.5,
except for the lead polarisations. Ferromagnetic leads with parallel polarisa-
tions PL = PR = P , where P = ±0.5, are considered here.
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the polarisations of the leads. Fig. 3.5 shows that the peak at µL = ε˜↓ and the inelastic
peak are shifted to the right for the configuration where the leads have antiparallel
polarisations. The reason is that a ↓ electron (or hole) can interact with magnons only
by flipping its spin and occupying an ↑ state. Therefore, the ↓-electron self-energy (and
thus the position ε˜↓ of the main resonance of the Green’s function) depends on the
occupation probability of ↑-electron states. This probability is given by
F↑(E) ≈
∑
α
Γα↑
Γ↑
fα(E) (3.25)
for a state with energy E and is affected by both the chemical potentials and the polar-
isations of the leads.
Conductance curves for ferromagnetic local exchange coupling (g < 0) and different
magnetic fields are shown in Fig. 3.7. The Zeeman splitting EZ of the localised spins is
chosen to be twice as large as the splitting he of the conduction electrons. Therefore, not
only the peak positions but also the general structure of the conductance curve change
if the magnetic field is varied. For small (he ≈ 0.02) and large (he ≈ 0.06) fields, the
situation is comparable to Fig. 3.5 and Fig. 3.6: There are two large “elastic” peaks at
µL = ε˜↑ and µL = ε˜↓ and a small “inelastic” peak at µL = ε˜↓+ω. These peaks move with
different ’velocities’ if the field is increased: The positions of the large peaks, i.e., of the
main resonances of the retarded Green’s functions, change with the conduction electron
Zeeman energy ±he/2, but the position of the inelastic peak changes like −he/2+EZ =
3/2he because of the choice EZ = 2he. One could expect that the inelastic and the right
elastic peak overlap and form a single resonance for intermediate fields (he ≈ 0.045), but
this is not the case. The corresponding conductance curve rather reveals two peaks of
comparable height. These arise from two resonances of the ↑-electron Green’s function
which have approximately equal weight for this particular set of parameters. This means
that the decoherence rates are equal for the states corresponding to the energies ε˜↑ and ε˜
′
↑,
in contrast to the situation in Fig. 3.5 and Fig. 3.6. Elastic transport of ↑ electrons thus
generates a double-peak structure in the differential conductance which is superposed
by a small inelastic transport contribution.
Note that without coupling to the spin chain (g = 0), there would be only elastic trans-
port through the wire. The effects discussed here, i.e., inelastic transport, a dependence
of peak positions on the lead polarisation, and magnetic field-dependent decoherence
rates of the states involved in transport, would not occur.
3.5 Conclusion
In this chapter, a self-consistent diagrammatic approach within the Keldysh formalism
to calculate the nonequilibrium current through a mesoscopic quantum wire coupled to
a ferromagnetic spin chain was presented. A way to detect the coherent superposition
of electronic and magnon states, the so-called magnetic polaron, was proposed. The
magnetic polaron shows up as a high (i.e., coherent) signal in the differential conductance
and can be tuned by external magnetic fields and the spin polarisation in the leads.
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Figure 3.7: Conductance for t = 1, g = −0.1, T = 10−3, ΓL,Rσ = 5.5× 10−3, µR = −2.5.
The Zeeman splittings he for conduction electrons and EZ = 2he for localised
spins are different for each curve.
In this way it has been shown that the interaction between electrons and magnons
(which usually leads to unwanted relaxation of the electron spin) can be used for the
creation of a phase-coherent quantum state. It is expected that this work will stimulate
further theoretical and experimental investigations of the magnetic polaron in the field
of mesoscopic systems.
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The Kondo Model in Nonequilibrium
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4 The Kondo Model
In 1934, resistivity measurements in gold samples revealed a minimum of the resistivity
at a finite temperature [23]. This was a very surprising finding: until then, it was
assumed that all metals either have a finite minimal resistance at zero temperature (this
residual resistance is due to scattering of the conduction electrons at impurities in the
metal), or no resistance at all below a certain temperature in the case of superconductors,
but a resistance increase at low temperatures was unexpected. The origin of this effect
remained a mystery for a long time and attracted both experimental and theoretical
attention for many decades. There was some evidence for a link between the resistance
minimum and the presence of magnetic impurities in the metal which finally enabled
Kondo in 1964 to provide an explanation for this effect [24].
This chapter introduces models for magnetic impurities in metals and electrons in
quantum dots and gives an overview of the work that has already been done to address
the theoretical description of the Kondo effect. An extensive overview of the theory of
the Kondo effect in metals can be found in Ref. 50.
After the introduction of the Anderson impurity model in section 4.1, it will be shown
in section 4.2 how this model can be transformed to the Kondo model in the local moment
regime using the Schrieffer-Wolff transformation. The sections 4.3 and 4.4 present two
pioneering theoretical approaches: Kondo’s calculation of the electron scattering rate in
second-order perturbation theory which could explain the resistance minimum in metals
and Anderson’s Poor Man’s Scaling that paved the way for other renormalisation group
approaches, including those used in this thesis. Section 4.6 gives a brief overview of
quantum dots. These are mesoscopic systems in which the Kondo effect can be observed
unter certain conditions, but unlike in metals with magnetic impurities, all parameters
of the system can be controlled externally, and also the nonequilibrium behaviour can
be studied. Finally, section 4.7 introduces single molecular magnets, i.e., molecules with
a high spin, that can under certain conditions be described using a pseudo spin-12 Kondo
model with fully anisotropic couplings. This finding might open possibilities for the
observation of new aspects of the Kondo effect.
4.1 The Anderson Impurity Model
Anderson proposed a model to describe the formation of local magnetic moments in
metals [51]. The basic idea is that electrons in d and f orbitals of impurity atoms are
more tightly bound to the nuclei than electrons in s and p orbitals. The former states
are therefore called localised states while the latter are conduction electron states. It
is assumed that the Coulomb repulsion between electrons in localised impurity states
(in contrast to conduction electrons) cannot be neglected. In fact, a strong repulsive
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interaction on the impurity is essential for the formation of local magnetic moments.
Moreover, it is assumed that electrons can tunnel between localised states and conduction
band states.
The Hamiltonian of the Anderson impurity model with one spin-degenerate impurity
orbital is
HAnderson = Himpurity +Hcond +HT, where
Himpurity =
∑
σ
ε c†σcσ + Uc
†
↑c↑c
†
↓c↓,
Hcond =
∑
kσ
ε
kσa
†
kσakσ,
HT =
∑
kσ
(
t
k
c†σakσ +H.c
)
.
(4.1)
Himpurity is the Hamiltonian of the impurity, Hcond represents the conduction band, and
HT couples impurity and conduction electron states. c
†
σ and a
†
kσ are creation operators
for localised impurity states and conduction electron states, respectively. σ labels the
z-component of the electron spin and k the conduction electron wave number, ε is the
energy of the spin-degenerate impurity orbital, and U > 0 is the Coulomb repulsion on
the impurity.
The four-dimensional impurity Hilbert space is spanned by the empty state |0〉, the
singly-occupied states |↑〉 and |↓〉, and the doubly-occupied state |↑↓〉. The energies of
these states are 0, ε, ε, and 2ε + U , respectively. It is thus clear that adding a single
electron to an empty impurity requires the energy ε, whereas adding a second electron
requires the higher energy ε+ U .
Depending on the relation between the Fermi energy EF and the energies ε and ε+U ,
different regimes can be distinguished. If
ε≪ EF ≪ ε+ U, (4.2)
charge fluctuations are strongly suppressed, and there is always one electron on the im-
purity that forms a local magnetic moment, see Fig. 4.1 (a). ’≪’, i.e., ’much smaller’,
means here that the difference between the energies is much larger than the tempera-
ture and the broadening of the impurity level which is induced by the coupling to the
conduction band. If the condition (4.2) is not fulfilled, charge fluctuations can occur,
see Fig. 4.1 (b) and (c).
4.2 From the Anderson Model to the Kondo Model:
Schrieffer-Wolff Transformation
In the following, it will always be assumed that the condition (4.2) is fulfilled. The
Kondo effect occurs in this local moment regime where the impurity charge is constant
and only a spin degree of freedom remains. It turns out that this can be exploited
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EF
EF
EF
ε
ε+ U
(a) (b) (c)
Figure 4.1: Anderson impurity model. The impurity is coupled to the conduction band
with the Fermi energy EF. For T = 0, all states with an energy below
EF are occupied, and all states with higher energies are empty. (a) Local
moment regime. EF is between the energies that are needed to add the first
and another electron to the impurity, and therefore, the impurity charge is
practically fixed to one (neglecting fluctuations that can be induced by a
finite temperature and the level broadening which is due to the coupling).
Only a spin degree of freedom remains. (b) Mixed valence regime. For
EF ≈ ε, an electron can tunnel from the impurity to the conduction band
and vice versa without energetic cost. The charge fluctuates between zero
and one. (c) Another mixed valence regime. For EF ≈ ε+U , the charge can
fluctuate between one and two.
to transform the Anderson impurity model with its 4-dimensional Hilbert space to the
Kondo model with only two spin states |↑〉 and |↓〉.
It is important not to disregard the states |0〉 and |↑↓〉 of the impurity entirely, but
to still allow them as virtual intermediate states in coherent second-order tunnelling
processes. These cotunnelling processes can lead to spin flips of the electron on the
impurity, see Fig. 4.2. The result is that the impurity spin and the spins of the conduction
electrons are coupled by an exchange interaction, similar to the interaction between spins
in the Heisenberg model.
The formal transformation to a spin model without charge fluctuations is called the
Schrieffer-Wolff transformation [52]. The basic idea is to project the impurity Hilbert
space to the subspace of singly occupied states (|↑〉 and |↓〉) and to consider the term HT
which leads to virtual excitations to the states |0〉 and |↑↓〉 in second-order perturbation
theory. Details can be found in appendix C.
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EFEFEF
ε
ε+ U
(a) (b) (c)
Figure 4.2: Spin flip in the local moment regime. The state in which the impurity is
empty acts as a virtual intermediate state here. A similar spin flip process can
occur with a doubly occupied impurity acting as the intermediate state. (a)
Initial state. (b) Virtual intermediate state. The ↓-electron has tunnelled to
the conduction band. (b) Final state. The ↑ and ↓-electrons have exchanged
their positions.
The resulting Kondo model is given by the Hamiltonian
HKondo =
∑
kk
′
σσ′
(
1
2
J˜kk′S · σσσ′ + K˜kk′δσσ′
)
a†
kσak′σ′ +Hcond,
J˜kk′ = 2 (tk)
∗ tk′
(
1
εk − ε +
1
U + ε− εk′
)
,
K˜kk′ =
1
2
(tk)
∗ tk′
(
1
εk − ε
− 1
U + ε− εk′
)
,
(4.3)
where σ is the vector of Pauli matrices and Hcond was defined in Eq. (4.1).
For the study of the low-energy properties of the impurity, like the Kondo effect, it is
sufficient to consider only conduction electron states near the Fermi surface in Eq. (4.3)
and set εk ≈ εk′ ≈ EF. To further simplify the problem, it is common to assume
EF − ε = U + ε − EF. At this so-called particle-hole symmetric point, the potential
scattering term K˜kk′ becomes zero. Finally, neglecting the k-dependence of tk yields
the Kondo model which is usually considered in theoretical studies of the Kondo effect:
HKondo =
J˜
2
∑
kk
′
σσ′
S · σσσ′a†kσak′σ′ +Hcond, (4.4)
with a positive, i.e., antiferromagnetic coupling J˜ > 0. Note that the coupling is denoted
by J˜ here to distinguish it from the dimensionless coupling
J = ρ0J˜ , (4.5)
where ρ0 is the density of states (assumed to be constant within the conduction band
1),
which will be used for convenience later.
1In the following chapters, a frequency-dependent density of states will be considered as well. It will
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4.3 Perturbation Theory
Kondo studied the Hamiltonian (4.4) and found an explanation for the resistance mini-
mum in metals with magnetic impurities using a perturbative calculation of the conduc-
tion electron scattering rate [24]. However, it was not sufficient to apply lowest-order
perturbation theory in the coupling J˜ (which is first order for the scattering rate and
second order for the resistivity that contains the squared scattering rate) because this
would result in a resistivity that is similar to the one that arises from potential scat-
tering and does not show any interesting low-temperature behaviour. Instead, Kondo
calculated the scattering rate up to second order, which leads to a third-order contribu-
tion to the resistivity, and found a low-temperature divergence that could explain the
occurrence of the resistance minimum.
The conduction electron scattering rate can be calculated from the scattering T -
matrix. If the Hamiltonian (4.4) is split into the conduction band part Hcond and the
exchange term V , the T -matrix is given by
T (E) = V + V
∞∑
j=1
(
1
E −HcondV
)j
. (4.6)
To find out how a conduction electron with energy E, wave number k, and spin σ is
scattered to a state with wave number k′ and spin σ′, the matrix element
〈k′σ′|T (E)|kσ〉 (4.7)
is calculated. In the state |kσ〉, an extra electron with wave number k and spin σ is added
to the Fermi sea which is characterised by the chemical potential µ and the temperature
T . Note that the matrix element (4.7) is not a number, but an operator acting on the
impurity spin. The first-order contributions to the matrix element are calculated easily
using the Hamiltonian (4.4):
〈k′σ|T (E)|kσ〉(1) = 1
2
J˜σSz,
〈k′ ↑ |T (E)|k ↓〉(1) = 1
2
J˜S−,
〈k′ ↓ |T (E)|k ↑〉(1) = 1
2
J˜S+.
(4.8)
As mentioned before, these lead to a resistivity contribution similar to the one caused
by potential scattering.
Of the second-order contributions to the matrix element (4.7), only
〈k′ ↑ |T (E)|k ↑〉(2) = 〈k′ ↑ |V 1
E −HcondV |k ↑〉 (4.9)
be written as the product of a constant ρ0 and a dimensionless frequency-dependent factor ρ(ω), and
a definition similar to Eq. (4.5) will be used to obtain a dimensionless coupling J , see Eqs. (5.25)
and (5.34).
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↑↑↑ ↓↓ ↓ S+S+ S−S−
k ↑k ↑
k2 ↓
k2 ↓
k
′ ↑k′ ↑
Figure 4.3: Diagrams for the calculation of the rate for scattering from a state |k ↑〉 to
another state
∣∣k′ ↑〉 in second-order perturbation theory. The horizontal line
indicates the state of the impurity spin, and the other lines denote conduction
electron states. Each of these diagrams contains a contribution that diverges
like ln TD for wave numbers k and k
′ close to the Fermi surface and T →
0, where 2D is the bandwidth. These two diverging terms do not cancel
because the non-commuting operators S− and S+ appear in a different order
in the diagrams. For impurities without internal degrees of freedom which
are related to non-commuting operators, such divergences do not occur in
the scattering rates.
will be considered as an example here. The calculation of the other matrix elements is
analogous. The calculation is not very difficult, but readers who are not interested in the
technical details might want to skip it and continue with ‘Kondo’s result for the matrix
element’.
Calculation of the matrix element
The first contribution to Eq. (4.9), illustrated by the left diagram in Fig. 4.3, is
J˜2
4
∑
k1k
′
1
k2k
′
2
〈k′ ↑ |S−a†k1↑ak′1↓
1
E −Hcond
S+a
†
k2↓
a
k
′
2↑
|k ↑〉. (4.10)
The only nonzero summands fulfil k1 = k
′, k′1 = k2, and k
′
2 = k (provided that k 6= k′).
Using the expectation value 〈a
k2↓
a†
k2↓
〉 = 1 − f(εk2) in the Fermi sea and setting the
energy of the Fermi sea to zero, Eq. (4.10) becomes
J˜2
4
S−S+
∑
k2
1− f(εk2)
E − εk2
. (4.11)
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Similarly, the right diagram in Fig. 4.3 corresponds to the contribution
J˜2
4
∑
k1k
′
1
k2k
′
2
〈k′ ↑ |S+a†k2↓ak′2↑
1
E −HcondS−a
†
k1↑
a
k
′
1↓
|k ↑〉
=− J˜
2
4
S+S−
∑
k2
f(εk2)
E − (εk + εk′ − εk2)
=
J˜2
4
S+S−
∑
k2
f(εk2)
E − εk2
(using E = εk = εk′)
(4.12)
to the matrix element 〈k′ ↑ |T (E)|k ↑〉 in second order in J˜ . The sum of Eqs. (4.11)
and (4.12) is
J˜2
4
∑
k2
1
E − εk2
{S−S+ + [S+, S−]f(εk2)} . (4.13)
Note that the term containing the Fermi function (which is responsible for the resistance
minimum as will be shown later) occurs only because the commutator of S+ and S− is
nonzero. This clearly shows that it is crucial that the conduction electrons scatter with
an impurity which has internal degrees of freedom, and that these are related to non-
commuting operators.
Finally, processes similar to those depicted in Fig. 4.3, but without spin flips, have to
be considered. Because these processes imply the operator Sz twice (which commutes
with itself, of course), the two terms containing the Fermi function cancel, and the
remaining term is
J˜2
4
S2z
∑
k2
1
E − εk2
. (4.14)
Kondo’s result for the matrix element
Adding Eqs. (4.13) and (4.14) and using [S+, S−] = 2Sz, S−S+ + S
2
z = S
2 − Sz yields
〈k′ ↑ |T (E)|k ↑〉(2) = J˜
2
4
∑
k2
1
E − εk2
[
S2 − Sz + 2Szf(εk2)
]
. (4.15)
Terms containing the Fermi function also occur in the other matrix elements of the T -
matrix. Replacing the sum over k2 by an integration, assuming a constant density of
states within the band [ρ(ω) = ρ0 for |ω| < D], and adding a positive imaginary part
to the argument of the T matrix by the replacement E → E + iη, these terms can be
evaluated:
∑
k2
f(εk2)
E − εk2 + iη
= ρ0
D∫
−D
dω
f(ω)
E − ω + iη ≈ ρ0 ln
max{E − µ, T}
D
. (4.16)
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For E ≈ µ, i.e., if scattering of electrons near the Fermi surface is considered, the
scattering rate therefore diverges logarithmically for T → 0, leading to the occurrence
of a resistance minimum at a finite temperature.
Although this seminal calculation by Kondo provided an explanation for the resistance
minimum, it is not applicable to very low temperatures (T → 0) because it would predict
an infinite scattering rate, i.e., also an infinite resistivity in this case which is obviously
wrong. The search for a more sophisticated approach that is capable of describing the
scattering on a magnetic impurity for zero temperature is called the Kondo problem.
It shall be mentioned here that Abrikosov extended Kondo’s calculation by including
the most diverging terms from all orders [53]. This led to a divergence occurring not
at T = 0, but at a finite temperature which is equal to the Kondo temperature TK
introduced in the next section.
4.4 Poor Man’s Scaling
After applying a first scaling approach to the Kondo model together with Yuval and
Hamann [54], Anderson came up with a new scaling idea that was so descriptive that he
called it ‘Poor Man’s Scaling’ [27].
To understand the basic idea of this approach, it is important to note that not only
conduction electron states near the Fermi energy, but also states at the top and at the
bottom of the conduction band play an important role for the low-energy properties
of the system (like scattering of electrons close to the Fermi surface). If high-energy
excitations were not important, it would be possible to consider the limit D → ∞ for
the bandwidth. It can be seen in Eq. (4.16) that this is not the case: The scattering
rate diverges for infinite bandwidth (provided the other parameters remain constant).
Anderson’s idea was to decrease the bandwidth successively by removing states at
the top and at the bottom of the conduction band, but without changing the low-
energy behaviour. Poor Man’s Scaling attempts to compensate for the change induced
by the decreased bandwidth by an adjustment of the coupling2 J . To achieve this,
a flow parameter Λ is introduced which corresponds to the current value of the half
bandwidth. The initial value is Λ0 = D, where 2D is the width of the conduction band.
The scaling procedure then renormalises both Λ and the now Λ-dependent coupling JΛ
in such a way that the resulting set of Λ-dependent effective Hamiltonians has the same
low-energy behaviour. This basic procedure is depicted in Fig. 4.4.
In each scaling step, the effect of the removed parts of the conduction band is calculated
perturbatively in second order in the coupling J , i.e., processes that scatter an electron
into a state with an energy in the interval of width dΛ at the top of the conduction
band (or an electron out of a state in the corresponding interval at the bottom of the
band) and back are considered. This is then used to determine a contribution dJ to the
coupling such that the effects of decreasing the flow parameter by dΛ and adding dJ
2Note that the dimensionless coupling J = ρ0 eJ , defined in Eq. (4.5), will be used from now on for
convenience. ρ0 is the density of states in the conduction band which is assumed to be constant
within the bandwidth 2D.
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EF EF
(a) (b)
Λ0 = D
Λ0 = D
Λ
Λ
dΛ
dΛ
J0 = JΛ0 JΛ
Figure 4.4: Poor Man’s Scaling. (a) Situation before the scaling is started. The initial
flow parameter Λ0 is the half bandwidth D. For zero temperature, all states
below the Fermi energy are occupied (grey), and all states above are empty
(white). (b) Scaling step. The flow parameter Λ is decreased, and the two
intervals of width dΛ at the top and at the bottom of the conduction band
(shaded areas) are removed. To keep the low-energy behaviour of the system
unchanged, the coupling is renormalised to JΛ.
to the coupling cancel up to second order in JΛ. It is possible to improve the accuracy
of the method by extending this scheme to higher orders in the coupling, but this shall
not be discussed in this section which aims to illustrate the basic idea of the scaling
approach.
This procedure yields a differential equation for the Λ-dependent coupling JΛ:
dJΛ
dΛ
= − 1
Λ
J2Λ. (4.17)
It is common to rewrite this equation in terms of the flow parameter l:
dJΛ
dl
= J2Λ, where l = ln
Λ0
Λ
. (4.18)
The solution of this scaling equation is (denoting the initial value of the coupling by
J0 = JΛ0)
JΛ =
1
ln Λ
Λ0e
− 1
J0
=
1
ln ΛTK
, (4.19)
where
TK = Λ0e
− 1
J0 (4.20)
is the Kondo temperature.
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Because of its perturbative nature, Poor Man’s Scaling can only be performed if the
renormalised coupling JΛ remains small, i.e., JΛ ≪ 1. This is the case if the temperature
T which acts as a cutoff for the scaling3 is large enough, i.e., T ≫ TK. Perturbative
calculations of scattering rates and other quantities can then be improved by using the
renormalised coupling JΛ=T instead of the bare coupling J0 = JΛ=Λ0 and the reduced
bandwidth Λ = T instead of Λ0 = D. The results then contain not only terms up to a
certain order in J0 (like Kondo’s calculation, discussed in the previous section), but also
the important contributions of higher orders.
However, Poor Man’s Scaling fails for temperatures below the Kondo temperature
because the coupling (4.19) diverges for Λ = TK. This point marks the transition from
the weak coupling regime, where a perturbative expansion of the scaling equation in
the renormalised coupling is justified, to the strong coupling regime, where this is not
the case and the physical behaviour of the system changes drastically, requiring other
methods for the theoretical description.
It turns out that not only the coupling (4.19), but also measurable physical quantities
are universal functions of the Kondo temperature (4.20) and do not depend on the
particular value of the initial bandwidth or the initial coupling. This means that two
systems have the same low-energy behaviour if they have the same Kondo temperature.
Besides the crucial role of the Kondo temperature, another important concept to
remember from Poor Man’s Scaling is the idea to not expand physical quantities in the
bare coupling J0 directly, but rather to introduce a flow parameter, require invariance
of the physical properties during the flow, and expand the resulting scaling equation in
the renormalised coupling JΛ. This is also the basic idea of the renormalisation group
methods used in chapters 6 and 7 of this thesis.
4.5 Strong Coupling Regime
Although the strong coupling regime is not addressed in this thesis, it shall briefly
be mentioned here that it was investigated theoretically in the years after Anderson’s
invention of Poor Man’s Scaling. It was found that the coupling diverges for T = 0,
leading to the formation a tightly bound singlet state that consists of the spin-12 on the
impurity and a conduction electron.
A very important contribution to the study of the strong coupling regime was Wilson’s
Numerical Renormalisation Group (NRG) [25], a non-perturbative numerical method
that allows to calculate low-temperature properties of the Kondo model in equilibrium
with very high accuracy. Other approaches to the strong coupling regime are a Fermi liq-
uid description which was proposed by Nozie`res [55, 56] and a modified Bethe ansatz [57]
(note that it has recently been generalised to nonequilibrium problems [58]).
Although both the weak coupling and the strong coupling regimes are accessible us-
ing a variety of theoretical methods today, the intermediate regime, characterised by a
3This means that the right hand side of the scaling equation (4.17) or (4.18) is zero if the flow parameter
Λ is smaller than the cutoff scale, in this case the temperature T .
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Figure 4.5: Quantum dot samples. The left image, taken from Ref. 19, shows a lateral
semiconductor quantum dot. Applying a negative potential to the metal
gates on top of the semiconductor structure confines the electrons in the
two-dimensional electron gas to a small region. The right image, taken from
Ref. 59, shows a carbon nanotube contacted with platinum electrodes.
temperature which is of the order of the Kondo temperature,4 is still difficult to handle.
4.6 Kondo Effect in Quantum Dots
A quantum dot is an artificial structure which is so small that it contains only a few free
electrons. The transport properties which can be studied by tunnel-coupling a quantum
dot to two bulk electrodes are therefore dominated by quantum phenomena, especially
single-electron charging effects. In addition to the source and drain electrodes, a gate
electrode is frequently coupled capacitatively to the dot in order to shift the electronic
levels in the dot by adjusting the gate voltage. At first sight, it seems that such a
system does not have much in common with bulk metals containing magnetic impurities.
However, it turns out that effects related to those discussed previously in this chapter
can also be observed in quantum dots under certain conditions.
Experimental realisations of quantum dots where these effects have been measured
include lateral semiconductor quantum dots, i.e., small regions in a two-dimensional
electron gas formed in a semiconductor heterostructure, confined by metallic gate elec-
trodes [16, 19–22], carbon nanotubes contacted with gold leads [59, 60], and single
molecules placed in the gap between two gold electrodes [61–63]. Images of two samples
used in experiments are shown in Fig. 4.5.
Energy scales that define the properties of a quantum dot are:
4In the case of a realisation of the Kondo model in a quantum dot which will be discussed in the next
section, the intermediate regime is reached if no energy scale of the system (e.g., the temperature,
the voltage, or the magnetic field) is much larger than TK, but at least one of them is of the order
of TK.
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• Level spacing
While so-called metallic quantum dots have a continuous density of states, the
semiconducting quantum dots which are relevant in the context of this thesis are
characterised by discrete electronic orbitals. The absolute value of the energy levels
of the quantum dot can be controlled by adjusting the voltage Vgate of the gate
electrode, but the level spacing is an intrinsic property of the dot itself. The level
spacing can be as small as O(10−5) eV for lateral semiconductor quantum dots [16]
and up to O(1) eV for molecules [63].
• Charging energy
In bulk metals and semiconductors, the Coulomb interaction between electrons
is weak and is therefore often neglected in theoretical models. However, it can
dominate the electronic properties of a quantum dot where a few electrons are
confined to a very small volume. This is the case in quantum dots where the
Kondo effect can be observed. It is thus crucial to include the Coulomb interaction
in models for these dots.
The simplest way to model the Coulomb interaction is to assume that the mutual
interaction of each pair of electrons adds a constant charging energy 2EC to the
total energy:
ECoulomb = n(n− 1)EC ≈ n2EC, (4.21)
where n is the number of electrons on the quantum dot. A typical value of the
charging energy EC in semiconductor quantum dots is O(10−3) eV [16], but it can
be as large as O(1) eV in molecules [63].
• Level broadening
The quantum dot states are not exact eigenstates of the system if the dot is coupled
to electrodes because electrons can tunnel from dot orbitals to the electrodes and
vice versa. This means that quantum dot states can decay and have a finite life
time which is inversely proportional to a level broadening ∼ ∑α |tα|2ρα(ε) of the
dot orbital, where tα is the matrix element for tunnelling between the orbital with
energy ε and the lead α, and ρα(ε) is the density of states of lead α at the energy ε.
These energy scales can be controlled, e.g., in the case of a lateral semiconductor
quantum dot, by changing the potentials of the electrodes on top of the semiconductor
surface. In conjunction with the applied bias voltage V , the gate voltage Vgate, the
temperature T , and the external magnetic field h0, they determine the electric current
through the quantum dot which can be measured in a transport experiment.
Tunnelling through individual states of the dot can be observed if the level broad-
ening, the temperature, and the voltage are much smaller than the level spacing and
the charging energy. The transport behaviour of the system is then determined by the
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Figure 4.6: Quantum dot transport regimes. The dot is coupled to two leads with chem-
ical potentials µL and µR, respectively. The addition energy µn is required
to add another electron to the dot if it is occupied by n electrons already.
Finite temperature, level broadening effects, and the possibility that multiple
states with n electrons and with different energies Ein exist are neglected in
this simple picture. (a) Single electron tunnelling (or sequential tunnelling)
regime. An addition energy µn is inside the voltage window spanned by µL
and µR. Tunnelling of an electron with energy µL from the left lead to the
dot and then in a second process to an empty state in the right lead is pos-
sible. (b) Coulomb blockade regime. A change of the gate voltage Vgate has
shifted all addition energies such that the voltage window is inside a gap in
the addition energy spectrum. Single electron tunnelling is not possible be-
cause no process involving transport of a single electron only is energetically
allowed.
addition energy spectrum, i.e., the energy required to add an additional electron to the
dot. If there are n electrons on the dot, this energy is given by
µi,jn = E
i
n+1 − Ejn, (4.22)
where |n, j〉 and |n+ 1, i〉 are dot states with n and n+ 1 electrons, respectively. If the
dot is coupled to two leads (’left’ and ’right’ lead) with chemical potentials µL, µR, and
the voltage is V = µL − µR > 0, tunnelling processes involving one electron at a time
can occur if the condition
µL > µ
i,j
n > µR (4.23)
is fulfilled for some n, i, and j. In this case, an electron from the left lead (with
the energy µL) can tunnel to the dot and then to the right lead, see Fig. 4.6 (a). This
transport regime is called single electron tunnelling or sequential tunnelling regime. If the
voltage window spanned by µL and µR is inside a gap in the addition energy spectrum,
transport is in general strongly suppressed because this transport mechanism is not
allowed, see Fig. 4.6 (b). This phenomenon is called Coulomb blockade because the
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Figure 4.7: Linear conductance measurements for two different quantum dot samples.
The plots, taken from Ref. 1, show the gate voltage dependence of the linear
conductance. The peaks correspond to single electron tunnelling, also called
sequential tunnelling. Between the peaks, the samples are in the Coulomb
blockade regime, and transport is strongly suppressed.
Coulomb interaction is mostly responsible for the gaps in the addition energy spectrum.
The addition energies can be shifted by changing the gate voltage Vgate. Plotting the
dependence of the linear conductance (i.e., the conductance dI/dV for very small bias
voltage) on the gate voltage exhibits a sequence of sequential tunnelling peaks and
Coulomb blockade valleys, see Fig. 4.7.
The effects considered in this thesis concern only a single Coulomb blockade valley
in which the quantum dot is occupied by an odd number of electrons. It is therefore
sufficient to consider only one dot orbital, which can be either empty, occupied by a single
electron (with spin ↑ or ↓), or occupied by two electrons with opposite spin. Neglecting
the other orbitals and also Coulomb interactions with electrons in these orbitals yields
the simple Hamiltonian
Hdot =
∑
σ
ε′σnσ + EC(n↑ + n↓)
2
=
∑
σ
(ε′σ + EC)nσ + 2ECn↑n↓,
(4.24)
where nσ = c
†
σcσ . The operator c
†
σ creates an electron with spin σ in the orbital, and
ε′σ denotes the single-particle energy for such an electron. Defining εσ := ε
′
σ + EC and
U := 2EC and including the coupling to the leads, which are labelled by α ∈ {L, R},
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yields the Hamiltonian
H = Hdot +Hleads +HT, where
Hdot =
∑
σ
εσnσ + Un↑n↓ (with nσ = c
†
σcσ),
Hleads =
∑
αkσ
εαkσa
†
αkσaαkσ,
HT =
∑
αkσ
(
tαkc
†
σaαkσ +H.c.
)
.
(4.25)
Although there is a close resemblance between this model and the Anderson model (4.1)
which is used to describe a magnetic impurity in a metal, there are some important
differences:
• The Coulomb interaction and the strength of the coupling to the leads can be
controlled in a quantum dot device.
• Because the quantum dot is coupled to two leads, it is possible to study nonequi-
librium situations.
In the Coulomb blockade valley where the dot is occupied by a single electron, the
situation is analogous to the local moment regime of a magnetic impurity in a metal:
effectively, the charge is fixed, and only a spin degree of freedom remains. It is therefore
possible to map the model (4.25) to a Kondo model using the Schrieffer-Wolff transfor-
mation (see appendix C for details):
H = HKondo +Hleads, where
HKondo = h0Sz +
1
2
∑
αα′
kk
′
σσ′
J˜αα′S · σσσ′a†αkσaα′k′σ′ ,
Hleads =
∑
αkσ
εαkσa
†
αkσaαkσ.
(4.26)
A quantum dot in the Kondo regime which is coupled to two leads is depicted in Fig. 4.8.
Because of this analogy to magnetic impurities in metals, it is natural to ask if a
behaviour similar to the Kondo effect which was discovered in metals is to be expected
in quantum dots. Such effects were indeed predicted by Glazman and Raikh [17], and
Ng and Lee [18]. In contrast to the situation in metals, the Kondo effect leads to an
increase in conductance (rather than an increased resistance) at low temperatures. In
both cases, the Kondo effect causes strong scattering of conduction electrons at the
impurity or quantum dot spin, but whereas scattering inhibits electron transport in a
metal (which would be a perfect conductor without impurities at zero temperature), it
helps the electrons to overcome the tunnelling barriers that separate a quantum dot from
the electrodes. In fact, the conductance can become as large as the conductance quantum
2e2
h , i.e., the quantum dot and the tunnelling barriers separating it from the leads can
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left lead right lead
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J˜L J˜R
J˜LR = J˜nd
Figure 4.8: Two-terminal setup for experiments on transport through a quantum dot
in the Kondo regime. The arrows indicate which exchange processes are
important and which couplings J˜αα′ (for α,α
′ ∈ {L, R}) they correspond to.
become completely transparent. Fig. 4.9 shows experimental results that confirm this
prediction.
In equilibrium, transport through quantum dots can be described well using the Nu-
merical Renormalisation Group [25], but theorists who try to calculate the nonequi-
librium current in the Kondo regime face new challenges. Fortunately, perturbative
renormalisation group (RG) schemes are applicable if at least one externally controlled
energy scale like the voltage V , the temperature T , or the magnetic field h0 is much
larger than the Kondo temperature TK. In this case, the system remains in the weak
coupling regime, and an expansion of the RG equations in powers of the renormalised
coupling is valid. The Real Time Renormalisation Group (RTRG) used in this thesis is
not the first method used to approach the Kondo model in nonequilibrium. However,
unlike other approaches [28, 29, 31], it handles the emergence of decoherence rates nat-
urally within the theory, even in the lowest-order RG equations. This will be shown in
chapters 6 and 7.
4.7 Kondo Effect in Single Molecular Magnets
A single molecular magnet (SMM) is a molecule containing transition metal ions which
are strongly exchange-coupled to each other, such that the molecule behaves like a single
magnetic entity with a fixed large spin SM ≫ 12 at low temperatures [64]. However, its
behaviour differs considerably from that of a single magnetic ion because single molecu-
lar magnets are in general subject to two different kinds of anisotropies: The easy axis
anisotropy splits the multiplet with spin SM, favouring states with maximal spin projec-
tion along the easy axis (which is usually chosen to coincide with the z-axis). A reversal
of the magnetisation requires a certain energy, the magnetic anisotropy barrier (MAB).
Moreover, deviations from rotational symmetry around the z-axis give rise to transverse
anisotropies.
A general spin Hamiltonian for a single molecular magnet, expected to be valid at low
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Figure 4.9: Experimental observation of the Kondo effect in a quantum dot with an es-
timated Kondo temperature TK ∼ 0.5mK in an external magnetic field of
B = 0.4T. The pictures are taken from Ref. 22. Left: Gate voltage depen-
dence of the linear conductance (i.e., conductance at vanishing bias voltage)
for temperatures between 15mK and 800mK. With decreasing temperature,
the conductance increases in the Coulomb blockade valleys with an odd num-
ber of electrons up to the conductance quantum 2e
2
h , but it decreases in the
other valleys. Right: Bias voltage dependence of the differential conduc-
tance for temperatures between 15mK and 900mK. For low temperatures,
the conductance shows a pronounced zero-bias peak of width ∼ TK. For
temperatures T & TK, the peak vanishes.
temperatures, is [64, 65]
HM = −D(SzM)2 −
1
2
∑
n
B2n
[(
S+M
)2n
+
(
S−M
)2n]
+ hzS
z. (4.27)
The strength of the magnetic anisotropy barrier, i.e., the easy-axis anisotropy, is given by
D. Typical values forD are 0.01−0.1meV [64]. The transverse anisotropy leads to terms
which can be expressed using even powers of the spin raising and lowering operators S+M
and S−M. These terms can lead to quantum tunnelling of the magnetisation (QTM), i.e.,
tunnelling of the magnetisation through the magnetic anisotropy barrier. Typical values
for the transverse anisotropy constants B2n are 10
−7 − 10−3meV [64].
A well-known single molecular magnet is Mn12 [which is actually a shorthand notation
for Mn12O12(O2C − C6H4 − SAc)16(H2O)4] with SM = 10. Transport through single
Mn12 molecules which are weakly coupled to gold electrodes has been studied both
experimentally and theoretically in the single electron tunnelling regime [64, 66, 67].
The question whether the Kondo effect can influence the transport properties of single
molecular magnets in equilibrium was addressed in [26, 68]. If the system is in the
Coulomb blockade regime and the coupling to the noninteracting leads is an exchange
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Figure 4.10: Energy landscape and coupling of the states of a single molecular magnet
with spin SM =
7
2 . The parabola indicates the energy dependence −D(SzM)2
of eigenstates of SzM, without taking into account quantum tunnelling of
the magnetisation and magnetic fields. (a) Isolated molecular magnet. The
quantum tunnelling terms B2 and B4 change S
z
M by an even number and
separate the SzM eigenstates into two groups (indicated by solid and dashed
horizontal lines). States within one group are coupled to each other, but
states from different groups are not. Because the spin SM is odd, tunnelling
of the magnetisation through the magnetic anisotropy barrier between the
SzM = ±72 states is impossible, and there are two degenerate ground states,
denoted by |+〉 and |−〉. (b) Molecular magnet which is coupled to leads.
The coupling term (4.28) can induce transitions between the two ground
states via S+M and S
−
M.
interaction of the form
Hcoupling =
1
2
∑
αα′
kk
′
σσ′
J˜αα′SM · σσσ′a†αkσaα′k′σ′ , (4.28)
just like in the Kondo model, it turns out that the Hamiltonian H = HM + Hcoupling
can, despite is large spin, be mapped to a pseudo-spin-12 Kondo model with anisotropic
couplings if the molecular spin is half-integer and the temperature and voltage are so
small that only two states of the molecular magnet need to be considered.
The basic idea behind this mapping is depicted in Fig. 4.10: The quantum tunnelling
terms associated with B2n always change S
z
M by an even number and therefore only
couple the SzM eigenstates within one of two subspaces of the Hilbert space. If there
is no external magnetic field, this means that there are two degenerate ground states,
one from each subspace. Because these states are not coupled to each other, quantum
tunnelling of the magnetisation through the magnetic anisotropy barrier is forbidden for
the isolated molecular magnet, shown in Fig. 4.10 (a). If the magnet is coupled to leads
via the term (4.28), the S+M and S
−
M terms change S
z
M by one and can therefore couple
the two ground states, see Fig. 4.10 (b). These states can then be identified with the
two states of a pseudo-spin-12 Kondo model with anisotropic couplings.
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If an external magnetic field is applied, there is only one ground state. However, the
mapping to a pseudo-spin-12 Kondo model remains valid provided the magnetic field is
so small that the two states with the lowest energy are energetically well separated from
the higher excited states.
The resulting effective pseudo-spin-12 Kondo model is obtained using the projection
Heff = Q(HM +Hcoupling)Q (4.29)
to the molecule subspace spanned by the two eigenstates |+〉 and |−〉 with the lowest
energy, where Q =
∑
± |±〉 〈±| is the projector to this subspace:
H = Heff +Hleads,
Heff = hP
z +
1
2
∑
αα′
kk
′
σσ′
∑
i=x,y,z
J˜ iαα′P
iσiσσ′a
†
kσaα′k′σ′ ,
Hleads =
∑
αkσ
εαkσa
†
αkσaαkσ.
(4.30)
In this model, the two eigenstates of HM with the lowest energy are denoted by |+〉 and
|−〉, the components of the pseudo-spin operator P are given by
P± = P x ± iP y = |±〉 〈∓| ,
P z =
1
2
(|+〉 〈+| − |−〉 〈−|) ,
(4.31)
and the anisotropic couplings and the pseudo-Zeeman splitting are5
J˜x,yαα′ = J˜αα′ 〈+|S+M ± S−M |−〉 ,
J˜zαα′ = J˜αα′ (〈+|SzM |+〉 − 〈−|SzM |−〉) > 0,
h = 〈+|HM |+〉 − 〈−|HM |−〉 .
(4.32)
Note that the condition J˜zαα′ > 0 fixes the choice of the state |+〉.
The equilibrium properties of the effective model (4.30) were studied in Refs. 26, 68
using Poor Man’s Scaling and the Numerical Renormalisation Group. In chapter 7 of
this thesis, the nonequilibrium transport properties of this model will be investigated.
5Strictly speaking, the representation (4.30) of the effective pseudo-spin- 1
2
Hamiltonian Heff with the
couplings given in Eq. (4.32) is valid only if the matrix elements 〈+|S±M |−〉 and 〈−|S
±
M |+〉 of the
spin operators of the molecular magnet are real. However, it is always possible to ensure this by a
suitable choice of the relative phase of the states |+〉 and |−〉.
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5 Real Time Transport Theory
The Real Time Transport Theory is a diagrammatic method for the description of
nonequilibrium transport in mesoscopic systems. In contrast to the Keldysh Green’s
function formalism which was used in chapter 3, it is well suited to systems where inter-
actions are so large that an expansion in the interaction strength cannot be used. The
method takes all interactions in the system (which will be called ’quantum dot’ in this
chapter) into account exactly and performs an expansion in the coupling to the leads
instead. The method has been used to consider the transport of Fermions [69–71], see
Ref. 72 for a review, and bosons [43] in perturbation theory. It will be discussed in
chapter 6 how the Real Time Transport Theory can be combined with renormalisation
group approaches to study situations where perturbation theory is not applicable.
The present chapter aims to lay the foundations of the theory. The discussion will
be restricted to the cotunnelling regime here — readers who are interested in the single
electron tunnelling regime or in the general case of arbitrary coupling between the dot
and the leads are referred to Refs. 72–74.
Based on the general model presented in section 5.1, the Real Time Transport Theory
describing nonequilibrium transport through quantum dots in the cotunnelling regime
will be presented in section 5.2. The method uses superoperators which are objects
acting on the Liouville space, i.e., the space of all possible reduced density matrices of
the quantum dot. It will turn out that the action of the superoperators can be illustrated
using the Keldysh contour which was introduced in chapter 2. Finally, the perturbation
expansion in the coupling between the dot and the leads will be discussed in section 5.3.
5.1 General Model
Following the general introduction in chapter 2, the Hamiltonian under consideration
here is
H = H0 + V = HS +Hleads + V, (5.1)
where the coupling between the quantum dot and the leads is denoted by V because it
is the only term which is considered as a perturbation, i.e., not treated exactly, in the
Real Time Transport Theory. It is assumed that the eigenvalues Es and eigenstates |s〉
of the Hamiltonian
HS =
∑
s
Es |s〉 〈s| (5.2)
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of the quantum dot including all interactions are known exactly, which is only possible
if the Hilbert space of the interacting system is not too large, and that the electrons in
the leads are noninteracting:
Hleads =
∑
α
Hα, Hα =
∑
kσ
εαkσa
†
αkσaαkσ. (5.3)
Continuum representation of lead operators, lead contractions
Transforming the lead operators to a continuum representation via
bασ(ω) =
{
1√
ρασ(ω)
∑
k δ(ω − εαkσ + µα)aαkσ, ρασ(ω) > 0,
0, ρασ(ω) = 0,
(5.4)
where
ρασ(ω) =
∑
k
δ(ω − εαkσ + µα) (5.5)
is the density of states with spin σ in lead α, yields1
Hα =
∑
σ
∫
dω (ω + µα)b
†
ασ(ω)bασ(ω). (5.6)
The continuum lead operators fulfil the anticommutator relations{
bασ(ω), bα′σ′(ω
′)
}
=
{
b†ασ(ω), b
†
α′σ′(ω
′)
}
= 0,{
bασ(ω), b
†
α′σ′(ω
′)
}
= δαα′δσσ′δ(ω − ω′)Θ[ρασ(ω)],
(5.7)
where
Θ(x) :=
{
1 if x > 0,
0 if x = 0.
(5.8)
For convenience, a common notation for creation and annihilation operators using an
additional index η is introduced by
bηασ(ω) =
{
b†ασ(ω) for η = +,
bασ(ω) for η = −, (5.9)
and the indices η, α, and σ and the frequency ω are taken together:
1 ≡ η1α1σ1ω1, 2 ≡ η2α2σ2ω2, etc. (5.10)
1The transformation of the lead Hamiltonian Hα to the continuum form (5.6) using the definition (5.4),
which is done in appendix B.1, works only if the energies εαkσ of electrons with spin σ in lead α are
non-degenerate with respect to the quantum number k.
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If no ambiguities can arise, the numbers in the indices are omitted, e.g., 1 ≡ ηασω,
1′ ≡ η′α′σ′ω′. Changing the index η while leaving the other indices unchanged is achieved
by defining
1¯ := −η, ασω. (5.11)
Defining
δ11′ := δηη′δαα′δσσ′δ(ω − ω′)Θ[ρασ(ω)] (5.12)
permits to rewrite the anticommutator relations (5.7) in a very compact way:
{b1, b1′} = δ11¯′ . (5.13)
Lead contractions, i.e., expectation values of the product of two lead operators with
respect to the product ρleads = ρLρR of the equilibrium density matrices (2.2) of the
leads, are given by
b1b1′ = 〈b1b1′〉ρleads = Tr {b1b1′ρleads} = δ11¯′f(ηω), (5.14)
where f(ω) = 1/[exp(βω)+1] is the Fermi function. Note that the chemical potential µα
does not appear explicitly here because the definition (5.4) of the continuum operator
bασ(ω) already contains a shift by µα.
Coupling V , normal ordering
In the cotunnelling regime, the coupling V takes the form
V =
1
2
∑∫
11′
ĝ11′b1b1′ , (5.15)
where ĝ11′ is a dimensionless operator that acts on the quantum dot state.
2 The symbol∫
Σ indicates that ĝ11′b1b1′ is summed over η, η
′, α, α′, σ, σ′, and integrated over ω and
ω′. The factor 12 accounts for the fact that terms in perturbation expansions in powers
of V [or rather V eff, defined in Eq. (5.19)] where the indices 1 and 1′ are interchanged
are equal after summation and integration over all variables. The operator ĝ11′ does not
change the particle number,3 but it can induce orbital and spin fluctuations. Therefore,
it cannot contain an odd number of fermionic operators and hence commutes with the
lead operators:
[ĝ11′ , b2] = 0. (5.16)
In order to make diagrammatic calculations easier, the coupling V is normal ordered
with respect to the lead operators. The normal ordering : B : of a product B = b1 · · · bn
of lead operators is defined by
: B : = B − 〈B〉ρleads . (5.17)
2The symbol ‘b’ is used to distinguish bg11′ from the operator g11′ , defined in Eq. (5.26), which will be
used later for convenience.
3This means that bg11′ 6= 0 only if η 6= η′, i.e., only if b1 and b1′ are not both creators or both annihilators.
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For a product B = b1b1′ of two operators, normal ordering is equivalent to subtracting
the contraction (5.14):
: b1b1′ := b1b1′ − b1b1′ . (5.18)
The quantum dot Hamiltonian HS and the coupling V are redefined by
HeffS = HS + V− : V :,
V eff =: V :,
(5.19)
and all further calculations are done with the decomposition
H = Heff0 + V
eff = HeffS +Hleads + V
eff (5.20)
of the Hamiltonian H. In principle, replacing HS by H
eff
S corresponds to a renormal-
isation of the energies Es. However, such renormalisations are not important for the
problems under consideration in this thesis.
For perturbation expansions in powers of V eff (which are discussed in detail in sec-
tion 5.3), this means that no contributions that are due to the contraction of the two
lead operators in a single V eff-block arise because these are already included in HeffS . In
terms of diagrams, this means that no contraction connecting any vertex to itself can
appear. This reduces the number of diagrams considerably.
In the following, the superscript ’eff’ will be omitted for simplicity, i.e., it will always
be assumed that V is normal ordered:
V =
1
2
∑∫
11′
ĝ11′ : b1b1′ : . (5.21)
Moreover, it will be assumed that the operator ĝ11′ fulfils the conditions
ĝ11′ = −ĝ1′1, (ĝ11′)† = ĝ1¯′1¯. (5.22)
It is always possible to choose ĝ11′ such that the first condition is fulfilled because
any symmetric contribution to ĝ11′ would yield zero after summing and integrating in
Eq. (5.21), and the second condition is required to ensure that the coupling V is Hermi-
tian.
Example: Isotropic Kondo Model
In the isotropic Kondo model, the operator ĝ11′ is given by
ĝ11′ =
1
2

Ĵασ,α′σ′(ω, ω
′)S · σσσ′ for η = −η′ = +,
−Ĵα′σ′,ασ(ω′, ω)S · σσ′σ for η = −η′ = −,
0 otherwise,
(5.23)
which obviously fulfils the conditions (5.22). The dimensionless coupling Ĵασ,α′σ′(ω, ω
′)
is related to the coupling J˜αα′ in Eq. (4.26) and the (potentially frequency-dependent)
density of states via
Ĵασ,α′σ′(ω, ω
′) =
√
ρασ(ω)ρα′σ′(ω′)J˜αα′ . (5.24)
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Frequency dependence
It will turn out to be more convenient to take the frequency dependence in the density
of states ρασ(ω) into account in a slightly different way. Assuming that the density of
states does not depend on the spin σ, ρασ(ω) can be decomposed as
ρασ(ω) = ρ0ρ(ω), (5.25)
where ρ0 is a constant and ρ(ω) a dimensionless frequency-dependent factor. The con-
tinuum lead operator b1 and the coupling ĝ11′ are then replaced by a1 and g11′ , defined
by
a1 :=
√
ρ(ω)b1, g11′ :=
{
1√
ρ(ω)ρ(ω′)
ĝ11′ if ρ(ω) 6= 0 and ρ(ω′) 6= 0,
0 otherwise.
(5.26)
The commutator relation (5.16) and the properties (5.22) also hold for the new operators
g11′ and a1, i.e.,
[g11′ , a2] = 0, (5.27)
g11′ = −g1′1, (5.28)
(g11′)
† = g1¯′1¯. (5.29)
The form of the interaction (5.21) remains unchanged, i.e.,
V =
1
2
∑∫
11′
g11′ : a1a1′ :, (5.30)
but the anticommutator (5.13) has to be replaced by{
a1, a
′
1
}
= ρ(ω)δ11¯′ , (5.31)
and the contraction (5.14) by
a1a1′ = 〈a1a1′〉ρleads = δ11¯′ρ(ω)f(ηω). (5.32)
The frequency dependence will be considered in this way from now on. For the previ-
ously mentioned example of the isotropic Kondo model (5.23), this means that the new
operator g11′ is
g11′ =
1
2

Jαα′S · σσσ′ for η = −η′ = +,
−Jα′αS · σσ′σ for η = −η′ = −,
0 otherwise,
(5.33)
where the dimensionless coupling Jαα′ is given by
Jαα′ = ρ0J˜αα′ . (5.34)
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If the coupling J˜αα′ in Eq. (4.26) is frequency-independent, which is always assumed in
this thesis, this is also the case for Jαα′ (and hence also for g11′).
Current operator
In the Heisenberg picture (see appendix A), the current operator Iγ(t)H for lead γ is
related to the particle number Nγ(t)H in lead γ via
Iγ(t)H = − d
dt
Nγ(t)H = −i[H,Nγ(t)H], (5.35)
where the Heisenberg equation of motion was used to replace the time derivative by a
commutator. Transforming to time-independent operators in the Schro¨dinger picture
and considering that H0 does not change N
γ , i.e., [H0, N
γ ] = 0, yields
Iγ = −i[V,Nγ ]. (5.36)
The commutator can be evaluated to get a form of the current operator which corre-
sponds to the representation (5.30) of the interaction V and which will be used in the
following:
Iγ =
1
2
∑∫
11′
iγ11′ : a1a1′ :,
where iγ11′ = −2i cγ11′g11′ ,
cγ11′ = −
1
2
(ηδαγ + η
′δα′γ).
(5.37)
The expectation value of the current at a time t is given by
〈Iγ〉(t) = Tr {Iγρ(t)} . (5.38)
5.2 Quantum Field Theory in Liouville Space
In this section, it will be shown how the dynamics of a quantum system can be described
in terms of its density matrix and superoperators which act on it. The space of density
matrices is called Liouville space as opposed to the Hilbert space of quantum states
which are acted upon by ordinary operators.
It was already mentioned in the introductory chapter 2 that the time evolution of the
density matrix of the system (consisting of the quantum dot and the leads) is governed
by the von Neumann equation
ρ˙(t) = −i [H, ρ(t)] (5.39)
for a time-independent Hamiltonian H. In order to write this equation in a compact
and convenient form, the superoperator L, called the Liouvillian, is defined by
Lb = [H, b], (5.40)
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(a) (b)
= =
t tt0 t0
ρ(t) ρ(t)ρ0 ρ0
e−iH(t−t0)
eiH(t−t0)
e−iL(t−t0)
Figure 5.1: Time evolution of the density matrix from the initial time t0 to t. (a) The
time evolution, illustrated using the Keldysh contour. The multiplication of
ρ(t0) with the time evolution operator e
−iH(t−t0) from the left and its adjoint
from the right can be visualised by a forward time evolution on the upper
branch and a backward time evolution on the lower branch of the contour.
(b) Time evolution in Liouville space. The superoperator L which commutes
any operator it is applied to with the Hamiltonian permits to express the
time evolution of the density matrix in a more compact way. Graphically,
this corresponds to taking the branches of the Keldysh contour together to
a single object, the double line.
where b can be any operator acting on the system. Using the Liouvillian, the von
Neumann equation (5.39) can be rewritten in the simple form
ρ˙(t) = −iLρ(t). (5.41)
Given the initial condition ρ0 = ρS(t0)ρLρR [see Eq. (2.4)], the von Neumann equation
is solved by4
ρ(t) = e−iH(t−t0)ρ0e
iH(t−t0) = e−iL(t−t0)ρ0. (5.42)
Merging the time evolution operator U(t, t0) = e
−iH(t−t0) and its adjoint in the time
evolution superoperator e−iL(t−t0) corresponds to taking together both branches of the
Keldysh contour, which was introduced in chapter 2, to a double line, see Fig. 5.1. In this
and the following chapters, equations will frequently be formulated using superoperators,
and the double line representation will often be used instead of the Keldysh contour in
diagrams.
Analogous to Eq. (5.1), also the Liouvillian superoperator is split into a free part L0
(which can be further divided into quantum dot and lead parts LS and Lleads, respec-
tively) and the coupling part LV :
L = L0 + LV = LS + Lleads + LV , (5.43)
where the different parts of the Liouvillian L are defined analogously to Eq. (5.40), i.e.,
LSb = [HS, b], Lleadsb = [Hleads, b], LV b = [V, b] (5.44)
4It is easy to see that both forms of ρ(t) in Eq. (5.42) are equivalent because they are the straightforward
solutions of Eqs. (5.39) and (5.41), respectively, which are obviously equivalent.
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for any operator b. The free Liouvillian L0 = LS + Lleads is easy to deal with because it
is assumed that the eigenstates of HS are known and that the leads are noninteracting.
However, the coupling term LV can in general not be taken into account exactly and
must be treated perturbatively. It can be expressed by the dot superoperator Gpp
′
11′ and
the lead superoperator Jp1 , which are defined in terms of the operators g11′ and a1 in the
representation (5.30) of the coupling by
Gpp
′
11′b = δpp′
{
g11′b for p = +,
−b g11′ for p = −, (5.45)
Jp1 b =
{
a1b for p = +,
b a1 for p = − (5.46)
for any operator b. The indices p and p′ are so-called Keldysh indices whose meaning
will be discussed below in ’Relation to the Keldysh contour’. Using these definitions and
Eq. (5.30), LV can be written as
5 6
LV =
1
2
∑
pp′
∑∫
11′
p′Gpp
′
11′ : J
p
1J
p′
1′ : . (5.47)
Similarly, a current superoperator LγI can be defined by
LγI b =
i
2
{Iγ , b} for any ordinary operator b. (5.48)
The expectation value (5.38) of the current at time t can then be written as
〈Iγ〉(t) = −iTr{LγIρ(t)} . (5.49)
In analogy to Eq. (5.47), the current superoperator can be written as
LγI =
1
2
∑
pp′
∑∫
11′
p′ (Iγ)pp
′
11′ : J
p
1J
p′
1′ :, where (I
γ)pp
′
11′ = c
γ
11′p
′Gpp
′
11′ . (5.50)
It will be useful later on to introduce shorthand notations for vertices which are summed
over the Keldysh index:
G¯11′ =
∑
p
Gpp11′ , G˜11′ =
∑
p
pGpp11′ , (5.51)
5The proof is straightforward. To get the sign right, one has to keep in mind that
: J−1 J
−
1′ : b = b : a1′a1 := −b : a1a1′ :
6The signs in Eqs. (5.45) and (5.46) could have been chosen differently which would have resulted in
a different prefactor of Gpp
′
11′
Jp1 J
p′
1′
in Eq. (5.47). The choice used here simplifies the application of
Wick’s Theorem to expectation values of products of lead superoperators. This will be discussed in
detail in appendix D.4.
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(a) p = +: (b) p = −:
== bb
g11′ : a1a1′ :
: a1′a1 : g11′
+G++11′ : J
+
1 J
+
1′ : b −G−−11′ : J−1 J−1′ : b
Figure 5.2: Visualisation of the action of the superoperator p′Gpp
′
11′ : J
p
1J
p′
1′ : for p = p
′
on an operator b on the Keldysh contour, depending on the Keldysh index
p = ±. In both cases, ordering the operators along the contour ensures that
the operators are applied in the right order according to the definitions of
Gpp
′
11′ and J
p
1 , see Eqs. (5.45) and (5.46). (a) p = +. The operator g11′ : a1a1′
is applied after the operator b which corresponds to putting it on the upper
branch of the Keldysh contour. The result is g11′ : a1a1′ : b. (b) p = −. In
this case, the operator : a1′a1 : g11′ is put on the lower branch of the contour
to make sure that it is multiplied to the operator b from the right. The result
is b : a1′a1 : g11′ = −b g11′ : a1a1′ :.
and similarly for the current index,
I¯γ11′ =
∑
p
(Iγ)pp11′ = c
γ
11′G˜11′ . (5.52)
Reduced density matrix of the dot
Performing the trace over the lead degrees of freedom only, denoted by Trleads, yields
the reduced density matrix of the quantum dot:
ρS(t) = Trleads {ρ(t)} = Trleads
{
e−iL(t−t0)ρ0
}
. (5.53)
It is the central quantity of interest here because all properties of the quantum dot can
be calculated from it.
Relation to the Keldysh contour
The new indices p and p′ introduced in the definition of Gpp
′
11′ and J
p
1 are called Keldysh
indices because there is a correspondence between these indices and the two branches of
the Keldysh contour, which was introduced in chapter 2.
For p = +, the action of the superoperators Gpp11′ and J
p
1 on any operator b corresponds
to a multiplication with the operators g11′ or a1 from the left according to the defini-
tions (5.45) and (5.46). On the Keldysh contour, this can be visualised by putting these
operators on the upper branch of the contour, see Fig. 5.2 (a). For p = −, b is multiplied
from the right with −g11′ or a1, which can be illustrated by putting these operators on
the lower branch, see Fig. 5.2 (b). Ordering the operators along the contour ensures that
the resulting product of operators is in accordance with the definitions (5.45) and (5.46)
in both cases.
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(a) (b)
=
= =bmn
b
m
m
m
n
n
n
Amn,m′n′
m′
m′
n′
n′
A
A
Figure 5.3: Visualisation of matrix elements of operators and superoperators. The let-
ters m, n, m′, n′ denote the system state at the respective points on the
contour. (a) Operator b. The matrix element bmn is given by 〈m| b |n〉, see
Eq. (5.54). (b) Superoperator A. The matrix element Amn,m′n′ is given by
Tr
{
|n〉 〈m|
(
A |m′〉 〈n′|
)}
= 〈m|
(
A |m′〉 〈n′|
)
|n〉, see Eq. (5.55).
Note that terms Gpp
′
11′ with p 6= p′ cannot occur according to the definition (5.45). How-
ever, such terms can in principle be generated during a renormalisation group procedure.
Terms of this kind would act on an operator b in a way which does not correspond to
multiplying b with some other operator from the left or from the right, but to acting
on both sides of the operator b at the same time. In terms of the Keldysh contour,
this would mean that the superoperator Gpp
′
11′ acts on both branches of the Keldysh con-
tour simultaneously. Terms of this kind are called non-Hamiltonian because such terms
cannot be induced via time evolution with any Hamiltonian.
Superoperator matrix representation
Given a set of orthonormal basis states of the system, a matrix element bmn of an
operator b is defined as the projection of b |n〉 to the state |m〉:
bmn = 〈m| b |n〉 . (5.54)
On the other hand, a superoperator is an object that acts on operators, and there-
fore, four basis states are needed to define a superoperator matrix element. For any
superoperator A, the matrix element Amn,m′n′ is defined as
Amn,m′n′ = Tr
{
|n〉 〈m|
(
A
∣∣m′〉 〈n′∣∣ )}
= 〈m|
(
A
∣∣m′〉 〈n′∣∣ ) |n〉 (5.55)
and can be interpreted as the projection of A |m′〉 〈n′| to the operator7 |m〉 〈n|. Note that
the trace is needed in the first line of Eq. (5.55) to ensure that the matrix element is a
7Note that the projection to the operator |m〉 〈n| is done by multiplying from the left with its adjoint
(|m〉 〈n|)† = |n〉 〈m| in the first line of Eq. (5.55). This corresponds to the fact that the projection to
a state |m〉 is done by multiplying from the left with the adjoint state, i.e., 〈m|, in Eq. (5.54).
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number and not an operator. For diagrammatic visualisations of these matrix elements,
see Fig. 5.3.
Using Eqs. (5.54) and (5.55), the matrix elements of Ab can be expressed as
(Ab)mn = 〈m|Ab |n〉
=
∑
m′n′
〈m|
(
A
∣∣m′〉 〈m′∣∣ b ∣∣n′〉︸ ︷︷ ︸
=bm′n′
〈
n′
∣∣ ) |n〉
=
∑
m′n′
Amn,m′n′bm′n′ .
(5.56)
Analogously, it can be shown that the matrix element of a product of two superoperators
A and B is given by
(AB)mn,m′n′ = 〈m|
(
AB
∣∣m′〉 〈n′∣∣ ) |n〉
=
∑
m2n2
〈m|
(
A |m2〉 〈m2|
(
B
∣∣m′〉 〈n′∣∣) |n2〉︸ ︷︷ ︸
=Bm2n2,m′n′
〈n2|
)
|n〉
=
∑
m2n2
Amn,m2n2Bm2n2,m′n′ .
(5.57)
Sometimes, it is more convenient to consider matrix elements of a superoperator A with
respect to operators b, b′ which cannot be factorised into ket and bra states. In this case,
the matrix element Abb′ is defined by
Abb′ := Tr
{
b†Ab′
}
. (5.58)
In the special case b = |m〉 〈n|, b′ = |m′〉 〈n′|, this definition coincides with Eq. (5.55).
Useful relations
There are some properties of the superoperators which will be needed in the following:
• Symmetries: From the definition (5.45) of the superoperator Gpp′11′ and the prop-
erty g11′ = −g1′1 [see Eq. (5.28)], the symmetry relation
Gpp
′
11′ = −Gp
′p
1′1 (5.59)
can be deduced. For the current vertex (5.50), one can analogously show
(Iγ)pp
′
11′ = − (Iγ)p
′p
1′1 (5.60)
[using that cγ11′ = c
γ
1′1 according to the definition of c
γ
11′ in Eq. (5.37)].
• Trace expressions: The relation
Tr {Lb} = Tr{Hb− bH} = 0 (5.61)
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(for any operator b) follows directly from the definition (5.40) of the Liouvillian L
and the cyclic invariance of the trace. Similar relations hold for the Liouvillians
of the quantum dot and the leads if the trace is restricted to the quantum dot or
lead degrees of freedom, respectively:
TrS {LSb} = 0, (5.62)
Trleads {Lleadsb} = 0. (5.63)
Analogously, one can deduce
TrS
{
G¯11′b
}
= TrS
∑
pp′
Gpp
′
11′b
 = 0 (5.64)
from the definitions (5.45) and (5.51) of the superoperators Gpp
′
11′ and G¯11′ .
5.3 Perturbation Expansion
In general, it is not possible to solve the equation (5.53) for the time dependence of
the reduced density matrix of the dot exactly, which means that the current and other
observables cannot be calculated exactly either within the Real Time Transport Theory.
Therefore, it is necessary to expand the time evolution superoperator e−iL(t−t0) in that
equation in orders of the coupling LV .
Two different approaches are used for this perturbative expansion in this thesis, but
both share the same basic steps. A brief summary of these steps is:
• Expand Eq. (5.53) in powers of the coupling superoperator LV , either directly or
in Laplace space after a Laplace transformation.
• Perform the trace over the lead degrees of freedom and apply Wick’s theorem which
yields a product of lead contractions. The resulting terms can be visualised using
diagrams.
• Define a quantity Σ˜(z) (that depends on a Laplace variable z) which is the sum
of all irreducible diagrams in Laplace space. An irreducible diagram is a diagram
which cannot be cut in two parts without cutting at least one lead contraction.
• Incorporate Σ˜(z), which contains all effects that are due to the coupling V of
the quantum dot to the leads, into an effective quantum dot Liouvillian LeffS (z) =
LS + Σ˜(z).
• The stationary reduced density of states is the solution of the kinetic equation
LeffS (iη)ρ
st
S = 0. (5.65)
In the stationary state, which is reached for t → ∞, all quantities of interest can
be calculated from ρstS . According to the equation above, ρ
st
S is the eigenoperator
to the eigenvalue zero of the effective Liouvillian. This will be discussed in more
detail in section 5.3.5.
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The details of this procedure depend on whether the expansion is performed directly, i.e.,
in time space, or in frequency space after a Laplace transformation.8 Some prerequisites
needed in both cases will be introduced in section 5.3.1. It is followed the perturbative
expansion in time space (section 5.3.2) and the perturbative expansion in frequency space
(section 5.3.3). This chapter ends with a few short sections on relations which will be
useful in the following chapters (section 5.3.4), on the zero eigenvalue of the Liouvillian
which can lead to problems in renormalisation group approaches (section 5.3.5) and some
simplifications which can be used if the reduced stationary density matrix is diagonal
(section 5.3.6).
Section 5.3.2 focuses on the details that are particular to the expansion in time space
and can be skipped by readers who are interested only in the perturbative expansion in
frequency space, which was developed at a later stage and which allows a more straight-
forward derivation of the RG equations.
5.3.1 Prerequisites
Laplace Transform
It will be convenient in the following to apply the Laplace transformation to the reduced
density matrix (5.53) and to the current (5.49). Using ρ(t) = e−iL(t−t0)ρ0 [see Eq. (5.42)],
the Laplace transforms of ρS(t) and 〈Iγ〉(t) are
ρ˜S(z) =
∞∫
t0
dt eiz(t−t0)ρS(t) = Trleads
{
i
z − Lρ0
}
, (5.66)
〈I˜γ〉(z) =
∞∫
t0
dt eiz(t−t0)〈Iγ〉(t) = Tr
{
LγI
1
z − Lρ0
}
(5.67)
for the Laplace variable z with Im z > 0. If only the stationary state of the system is
of interest, it is sufficient to consider the Laplace transform of the density matrix for
z = iη, where η is an infinitesimal positive quantity, because it is related to the stationary
density matrix
ρstS = limt→∞
ρS(t) (5.68)
via
ρstS = −i lim
z→iη
zρ˜S(z). (5.69)
This relation will be proven in appendix B.3.
An analogous relation holds for the stationary current Iγst:
Iγst = limt→∞
〈Iγ〉(t) = −i lim
z→iη
z〈I˜γ〉(z). (5.70)
8Both approaches have a corresponding renormalisation group extension. The Real Time RG in time
space and in frequency space will be presented in chapter 6.
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Wick’s Theorem
Wick’s Theorem provides an easy way to evaluate the expectation value of a product of
fermionic superoperators with respect to the grandcanonical density matrix of a nonin-
teracting system. Note that this applies only to the fermionic lead superoperators Jp1
and the noninteracting Hamiltonian Hleads here; the superoperator G
pp′
11′ acting on the
quantum dot with the interacting Hamiltonian HS has to be treated differently.
The contraction of two superoperators Jp1 and J
p′
1′ is defined by
9
γpp
′
11′ = J
p
1J
p′
1′ := p
′Tr
{
Jp1J
p′
1′ ρleads
}
(∗)
= p′δ11¯′ρ(ω)f(p
′ηω). (5.71)
The relation denoted by ’(∗)’ will be proven in appendix D.4.
According to Wick’s Theorem, which will be discussed in detail in appendix D, the
expectation value〈
p′1 : J
p1
1 J
p′1
1′ : p
′
2 : J
p2
2 J
p′2
2′ : · · · p′n : Jpnn J
p′n
n′ :
〉
ρleads
= Trleads
{
p′1 : J
p1
1 J
p′1
1′ : p
′
2 : J
p2
2 J
p′2
2′ : · · · p′n : Jpnn J
p′n
n′ : ρleads
}
(5.72)
is equal to the sum over all possible decompositions of the superoperator product into
pairwise contractions of the form (5.71), where no superoperators from the same block
: Jpii J
p′i
i′ : are contracted to each other because terms of this kind are excluded by normal
ordering. The rules for evaluating Eq. (5.72) are:
1. Repeat the following steps for every possible pairing of the superoperators, and
add the resulting terms.
2. Contract all superoperators J in Eq. (5.72), but do not contract the superoperators
Jpii and J
p′i
i′ in any normal-ordered part to each other.
3. Disentangle the contractions, i.e., change the order of the superoperators J such
that a product of n contractions results. Do not change the order of any two
superoperators that are contracted to each other during this procedure. Every
exchange of two neighbouring J ’s yields a minus sign.
4. Evaluate the contractions according to Eq. (5.71).
As an example, the lowest-order term, i.e., n = 2, is〈
p′1 : J
p1
1 J
p′1
1′ : p
′
2 : J
p2
2 J
p′2
2′ :
〉
ρleads
= Jp11 J
p′1
1′ J
p2
2 J
p′2
2′ + J
p1
1 J
p′1
1′ J
p2
2 J
p′2
2′
= −Jp11 Jp22 J
p′1
1′ J
p′2
2′ + J
p1
1 J
p′2
2′ J
p′1
1′ J
p2
2
= −γp1p212 γ
p′1p
′
2
1′2′ + γ
p1p′2
12′ γ
p′1p2
1′2 .
(5.73)
Expressions like this can be visualised using diagrams, see Fig. 5.4.
9Note that the factor p′ in this definition of the superoperator contraction is not present in some earlier
publications covering the Real Time RG in time space [38, 75]. It was introduced to make the rules
for the evaluation of diagrams which represent terms in perturbative expansions easier.
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1 11′ 1′2 22′ 2′
Figure 5.4: Diagrammatic visualisation of the evaluation of the expression (5.73). The
contractions in the diagrams correspond to the two terms in this equation.
Each box corresponds to a vertex in the second-order terms of the perturba-
tion expansion, every dot denotes a superoperator Jpii , and the single lines
connecting them indicate which of them are contracted to each other. Con-
tractions of 1 with 1′ or 2 with 2′ do not occur because of normal ordering.
Commuting lead creation/annihilation superoperators with Lleads
In the following, it will be necessary to commute lead superoperators Jp1 with the lead
Liouvillian Lleads. When considering the multi-index 1 = η1α1σ1ω1, the only combina-
tion of frequencies that will appear in the following is η1(ω1+µα1), therefore a shorthand
notation
x1 = η1(ω1 + µα1) (5.74)
is defined.
A straightforward calculation which is done in detail in appendix B.2 yields for any
operator b
[Jp1 , Lleads]b =
{
[a1,Hleads]b for p = +,
b[a1,Hleads] for p = −, (5.75)
and
[a1,Hleads] = −x1a1. (5.76)
Combining these equations results in
[Jp1 , Lleads]b = −x1Jp1 b, (5.77)
or, taking the second term of the commutator to the right hand side of the equation and
omitting the operator b,
Jp1Lleads = (Lleads − x1)Jp1 . (5.78)
5.3.2 Perturbation Expansion in Time Space
To perform a perturbation expansion of the reduced density matrix of the quantum dot
in powers of the coupling LV in time space, it is convenient to consider the interaction
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picture. As discussed in appendix A, the transformation from the Schro¨dinger picture
to the interaction picture for an operator b is
b(t)I = e
iH0(t−t0)b e−iH0(t−t0) = eiL0(t−t0)b, (5.79)
and a superoperator A is transformed to the interaction picture by
A(t)I = e
iL0(t−t0)A e−iL0(t−t0). (5.80)
The expectation value of the current at time t can be expressed using the interaction
picture as
〈Iγ〉(t) (5.49)= −iTr{LγIρ(t)} = −iTr{LγI (t)Iρ(t)I} , (5.81)
where the density matrix in the interaction picture is [see Eq. (A.47) in appendix A]
ρ(t)I = e
iL0(t−t0)ρ(t) = T e
−i
R t
t0
dt′LV (t
′)Iρ(t0). (5.82)
T is the time-ordering operator which orders all superoperators according to their time
arguments. The term on the right hand side of this equation is expanded in LV (t
′)I.
The n-th order term in this expansion is
ρ(t)
(n)
I =
∫
t>t1>...>tn>t0
dt1 · · · dtn(−i)LV (t1)I · · · (−i)LV (tn)Iρ(t0) (5.83)
for n > 0. Every factor LV (ti)I is called a vertex. The term ρ(t)
(0)
I , i.e., the density
matrix in the interaction picture in the absence of any interaction, is equal to ρ(t0):
ρ(t)
(0)
I = ρ(t0). (5.84)
The time dependence of the lead superoperators Jp1 in the interaction picture can easily
be calculated using the Taylor series expansion of the exponential function and Eq. (5.78):
Jp1 (t)I = e
iL0(t−t0)Jp1 e
−iL0(t−t0) (∗)= eiLleads(t−t0)Jp1 e
−iLleads(t−t0)
= eiLleads(t−t0)e−i(Lleads−x1)(t−t0)Jp1
= eix1(t−t0)Jp1 ,
(5.85)
where the fact that LS commutes with Lleads and J
p
1 was used in the step marked with
(∗). It is convenient to include this time dependence in the dot superoperator, i.e., to
write
LV (t)I =
1
2
Gpp
′
11′(t)I : J
p
1J
p′
1′ :, (5.86)
where Gpp
′
11′(t)I is defined by (using [Lleads, LS] = [Lleads, G
pp′
11′ ] = 0)
Gpp
′
11′(t)I := e
i(x1+x′1)(t−t0)eiL0(t−t0)Gpp
′
11′e
−iL0(t−t0)
= ei(x1+x
′
1)(t−t0)eiLS(t−t0)Gpp
′
11′e
−iLS(t−t0).
(5.87)
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In the term (5.83), all lead superoperators can be commuted to the right because dot
and lead superoperators commute with each other, and the trace over the lead degrees
of freedom can be evaluated according to the rules established in section 5.3.1. The final
result for the reduced density matrix
ρS(t) = Trleads {ρ(t)} = Trleads
{
e−iL0(t−t0)ρ(t)I
}
(5.88)
of the quantum dot at time t can be written in the form10
ρS(t) =
∞∑
n=0
ρS(t)
(n) = i
(
∞∑
n=0
Π(n)(t, t0)
)
︸ ︷︷ ︸
Π(t,t0)
ρS(t0), (5.89)
where Π(n)(t, t′) is the n-th order contribution to the full quantum dot propagator Π(t, t′),
i.e., the superoperator which determines the time evolution of the quantum dot density
matrix from t0 to t. The free propagator Π
(0)(t, t′) is
Π(0)(t, t′) = Π(0)(t− t′) = −i e−iLS(t−t′), (5.90)
and for n > 0, Π(n)(t, t′) is given by
Π(n)(t, t′) = (−i)n+1 1
2n
e−iLS(t−t
′)
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
∫
t>t1>...>tn>t0
dt1 · · · dtn
×Gp1p′111′ (t1)I · · ·G
pnp′n
nn′ (tn)I
〈
p′1 : J
p1
1 J
p′1
1′ : · · · p′n : Jpnn J
p′n
n′ :
〉
ρleads
, (5.91)
where the symbol
∫
Σ indicates that all indices contained in the multi-indices 1, . . . , n
and 1′, . . . , n′ must be summed or integrated over, and 〈. . .〉ρleads is equal to the sum
of all possible decompositions of the product into lead contractions according to Wick’s
Theorem. Each term contributing to Π(t, t′) which is due to one of these decompositions
is called a diagram.
Irreducible block
It is convenient to define a superoperator Σ(t, t′), also called irreducible block, which
only contains irreducible diagrams, i.e., diagrams where any cut between two vertices
hits at least one contraction. The diagrams contributing to Σ(t, t′) are limited by dot
superoperators at the times t and t′. The interaction picture of these boundary vertices
is defined slightly differently from Gpp
′
11′(t)I because only that part of the time evolution
10Note that the quantum dot propagator Π(t, t′) is defined differently from Refs. 38, 75 here in order to
be consistent with the more recent perturbation expansion in frequency space which is discussed in
section 5.3.3. Denoting the propagator used in these references by Π′(t, t′), the relation between the
two is Π(t, t′) = −iΠ′(t, t′).
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which occurs between the boundary vertex and the next vertex inside the irreducible
block is included in Σ(t, t′). With the definitions
App
′
11′(t)I := e
i(x1+x′1)(t−t0)Gpp
′
11′e
−iLS(t−t0),
Bpp
′
11′ (t)I := e
i(x1+x′1)(t−t0)eiLS(t−t0)Gpp
′
11′ ,
(5.92)
the n-th order contribution to the irreducible block Σ(t, t′) is given by11
Σ(n)(t, t′) = (−i)n−1 1
2n
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
∫
t>t2>...>tn−1>t′
dt2 · · · dtn−1
×Ap1p′111′ (t)IG
p2p′2
22′ (t2)I · · ·G
pn−1p′n−1
n−1(n−1)′(tn−1)IB
pnp′n
nn′ (t
′)I
×
〈
p′1 : J
p1
1 J
p′1
1′ : · · · p′n : Jpnn J
p′n
n′ :
〉irreducible
ρleads
,
(5.93)
where the superscript ’irreducible’ indicates that only irreducible contributions are to
be considered when evaluating the product of the lead superoperators using Wick’s
Theorem. Note that all factors which contain the initial time t0 cancel and that Eq. (5.93)
depends only on the time difference t− t′ because of the definition (5.92): Σ(n)(t, t′) =
Σ(n)(t− t′).
The full irreducible block is12
Σ(t− t′) =
∞∑
n=2
Σ(n)(t− t′). (5.94)
The Laplace transform of the irreducible block, which will be needed later, and its inverse
are given by
Σ˜(z) =
∞∫
0
dt eiztΣ(t), Σ(t)Θ(t) =
1
2pi
∞+iη∫
−∞+iη
dz e−iztΣ˜(z). (5.95)
It is convenient to include the factor eiz(t−t
′) which occurs in the Laplace transform of
Σ(t− t′) in the boundary vertices A and B:
App
′
11′,z(t)I := e
iz(t−t0)ei(x1+x
′
1)(t−t0)App
′
11′,ze
−iLS(t−t0),
Bpp
′
11′,z(t)I := e
−iz(t−t0)ei(x1+x
′
1)(t−t0)eiLS(t−t0)Bpp
′
11′,z,
(5.96)
11Just like the quantum dot propagator Π(t, t′), the irreducible block Σ(t, t′) is defined differently from
Refs. 38, 75 here in order to be consistent with the perturbation expansion in frequency space.
Denoting the irreducible block used in these references by Σ′(t, t′), the relation between the two is
Σ(t, t′) = iΣ′(t, t′).
12Note that each contribution to Σ(t − t′) must have at least two vertices because normal ordering
excludes terms where one vertex is contracted to itself.
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where
App
′
11′,z = B
pp′
11′,z = G
pp′
11′ . (5.97)
Although these vertices are equal and independent of z, they are denoted by different
symbols because they will be renormalised differently by the renormalisation group pro-
cedure discussed in the next chapter. The redefinition of the boundary vertices permits
to write
Σ˜(n)(z) = (−i)n−1 1
2n
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
∞∫
0
d(t− t′)
∫
t>t2>...>tn−1>t′
dt2 · · · dtn−1
×Ap1p′111′,z(t)IG
p2p′2
22′ (t2)I · · ·G
pn−1p′n−1
n−1(n−1)′(tn−1)IB
pnp′n
nn′,z(t
′)I
×
〈
p′1 : J
p1
1 J
p′1
1′ : · · · p′n : Jpnn J
p′n
n′ :
〉irreducible
ρleads
,
(5.98)
for the n-th order contribution to Σ˜(z).
The full quantum dot propagator Π(t, t′) can be decomposed into a sum of the free
propagator Π(0)(t − t0) and a series of terms where free propagators occur alternating
with irreducible blocks. This can be written in the form of a Dyson equation:
Π(t, t′) = Π(0)(t− t′) +
∫
t>t1>t2>t′
dt1dt2Π
(0)(t− t1)Σ(t1 − t2)Π(t2, t′). (5.99)
It can be concluded from this series representation that also the full propagator depends
only on the time difference: Π(t, t′) = Π(t− t′).
Kinetic equation
Differentiating Eq. (5.99) with respect to t and setting t′ = t0 yields, taking into account
that the free propagator is given by Eq. (5.90) and that not only the upper integration
limit, but also the integrand depends on t in the second term on the right hand side,
d
dt
Π(t− t0) = −iLSΠ(0)(t− t0)− i
∫
t>t2>t0
dt2Σ(t− t2)Π(t2 − t0)
+
∫
t>t1>t2>t0
dt1dt2(−iLS)Π(0)(t− t1)Σ(t1 − t2)Π(t2 − t0). (5.100)
Using Eq. (5.99), the second integral can be transformed into −iLS[Π(t−t0)−Π(0)(t−t0)].
Substituting this in the last equation results in
d
dt
Π(t− t0) = −iLSΠ(t− t0)− i
∫
t>t2>t0
dt2Σ(t− t2)Π(t2 − t0), (5.101)
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and multiplying this equation from the right with iρS(t0) and using Eq. (5.89) leads to
d
dt
ρS(t) = −iLSρS(t)− i
∫
t>t2>t0
dt2Σ(t− t2)ρS(t2). (5.102)
Using the Laplace transform (5.66) of ρS(t), its inverse
ρS(t)Θ(t− t0) = 1
2pi
∞+iη∫
−∞+iη
dz e−iz(t−t0)ρ˜S(z), (5.103)
and the corresponding relations (5.95) for the irreducible block leads to the corresponding
equation in Laplace space: [
z − LS − Σ˜(z)
]
ρ˜S(z) = iρS(t0). (5.104)
Defining the effective Liouvillian of the quantum dot, i.e., the Liouvillian which includes
all effects that are due to the coupling to the leads, by
LeffS (z) := LS + Σ˜(z), (5.105)
and using Eq. (5.69) yields
LeffS (iη)ρ
st
S = 0. (5.106)
If the effective Liouvillian LeffS (iη) is known, this equation can be used to determine the
stationary density matrix of the quantum dot.
Current
A very similar procedure can be used to calculate the Laplace transform of the current.
The expectation value (5.81) is expanded in powers of LV (t
′)I, similarly to the reduced
density matrix. This leads to the n-th order term [cf. (5.83)]
〈Iγ〉(t)(n) = −iTr
LγI (t)I
∫
t>t1>...>tn>t0
dt1 · · · dtn(−i)LV (t1)I · · · (−i)LV (tn)Iρ(t0)
 .
(5.107)
Integrating out the lead degrees of freedom using Wick’s Theorem is done just like for the
reduced density matrix, and an irreducible current block Σγ(t−t′), which corresponds to
Σ(t− t′), but with the first vertex Ap1p′111′,z(t)I replaced by a current vertex, is introduced.
In terms of this irreducible current block, the current is
〈Iγ〉(t) = −iTrS

t∫
t0
dt′Σγ(t− t′)ρS(t′)
 . (5.108)
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For the transition to the Laplace transformed irreducible current block
Σ˜γ(z) =
∞∫
0
d(t− t′)eiz(t−t′)Σγ(t− t′), (5.109)
the interaction picture of the current vertex is defined, analogously to the boundary
vertices (5.96), by13
(Iγ)pp
′
11′,z(t)I := e
iz(t−t0)ei(x1+x
′
1)(t−t0)eiLS(t−t0)(Iγ)pp
′
11′,ze
−iLS(t−t0), (5.110)
where (Iγ)pp
′
11′,z = c
γ
11′p
′Gpp
′
11′ , see (5.50). The n-th order contribution to Σ˜γ(z) is then
given by(
Σ˜γ
)(n)
(z) = (−i)n−1 1
2n
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
∫
d(t− t′)
∫
t>t2>...>tn−1>t′
dt2 · · · dtn−1
× (Iγ)p1p′111′,z(t)IG
p2p′2
22′ (t2)I · · ·G
pn−1p′n−1
n−1(n−1)′(tn−1)IB
pnp′n
nn′,z(t
′)I
×
〈
p′1 : J
p1
1 J
p′1
1′ : · · · p′n : Jpnn J
p′n
n′ :
〉irreducible
ρleads
,
(5.111)
in analogy to Eq. (5.98). Note that the current vertex is always the first vertex in
any term contributing to Σ˜γ(z) according to the equation above. The reason is that
the current vertex is the first vertex in the expansion (5.107) and also in the original
expression (5.67) for the current. It is possible to define the irreducible current block
differently, also considering terms where the current vertex can occur at any position in
the expansion. This modification does not change the current: all additional terms vanish
when the trace is applied in Eq. (5.108) because of the properties (5.62) and (5.64) of the
quantum dot Liouvillian LS and the coupling vertex G, respectively. For the calculation
of the frequency-dependent noise, which will be discussed below, it is necessary to define
the irreducible current block in this more general way.
Using the relation (5.70) for the stationary current and the Laplace transform (5.67)
of the current yields
Iγst = −iTrS
{
Σ˜γ(iη)ρ
st
S
}
. (5.112)
13In contrast to the interaction picture of the boundary vertex App
′
11′,z(t)I, defined in Eq. (5.96), the
factor eiLS(t−t0) on the left of the current superoperator is included here, in analogy to the interaction
picture (5.87) of the inner vertexGpp
′
11′
(t)I. For the calculation of the current, this factor is not required
because all additional terms vanish when the trace is applied in (5.108) due to the properties (5.62)
and (5.64) of the quantum dot Liouvillian LS and the coupling vertex G, respectively. However,
this more general definition of the current vertex permits to also consider current vertices which
do not appear at the beginning of an irreducible block, which is required for the calculation of the
frequency-dependent noise.
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Frequency-dependent noise
Not only the stationary current, but also current fluctuations can be calculated within
the Real Time Transport Theory. The first works where the symmetrised shot noise
was calculated using the diagrammatic perturbation expansion technique presented here
are Refs. 76, 77 (for the zero-frequency noise) and Refs. 77, 78 (where a diagrammatic
method to calculate the frequency-dependent noise was developed and used).
The time-dependent current-current correlation function Sγγ′(t) is defined by
Sγγ′(t) =
1
2
〈{
Iγ(t)− Istγ , Iγ′(0) − Istγ′
}〉
=
1
2
〈
Iγ(t)Iγ′(0)
〉
+
1
2
〈
Iγ′(0)Iγ(t)
〉− Istγ Istγ′ , (5.113)
where t0 → −∞, i.e., t≫ t0 and 0≫ t0, such that a stationary state has been reached,
and hence 〈Iγ(t)〉 = Istγ and 〈Iγ′(0)〉 = Istγ′ . The frequency-dependent noise S˜γγ′(Ω) is
the Fourier transform of this correlation function:
S˜γγ′(Ω) =
∞∫
−∞
dt eiΩtSγγ′(t). (5.114)
Using the fact that there is time translational invariance in the stationary state, i.e.,
〈Iγ(−t)Iγ′(0)〉 = 〈Iγ(0)Iγ′(t)〉, permits to rewrite this as
S˜γγ′(Ω) = S¯γγ′(−Ω) + S¯γ′γ(Ω)− 2piδ(Ω)Istγ Istγ′ , (5.115)
where
S¯γγ′(Ω) =
1
2
0∫
−∞
dt e−iΩt
〈
Iγ(t)Iγ′(0) + Iγ′(0)Iγ(t)
〉
. (5.116)
Charge conservation implies14
∑
γ Iγ(t) = 0 which yields∑
γ
Sγγ′(t) =
∑
γ′
Sγγ′(t) = 0 ⇒
∑
γ
S˜γγ′(Ω) =
∑
γ′
S˜γγ′(Ω) = 0. (5.117)
For two leads, it is therefore sufficient to consider only the diagonal noise Sγγ .
In analogy to the reduced density matrix and the current, the component S¯γγ′(Ω) of
the frequency-dependent noise can be written as
S¯γγ′(Ω) =
0∫
−∞
dt e−iΩtTr
{
T
[−iLγI (t)] [−iLγ′I (0)] e−i R 0−∞ dt′LV (t′)Iρ(−∞)} , (5.118)
14Note that
P
γ Iγ(t) = 0 holds for any time t and not only in the stationary state here because the
charge of the quantum dot itself cannot change in the cotunnelling regime.
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where the time-ordering operator T orders all superoperators according to their time
arguments. This expression can be evaluated in analogy to the reduced density matrix
and the current: the exponential function is expanded in LV (t
′)I, the trace over the lead
degrees of freedom is performed, and irreducible blocks are introduced. Two different
types of irreducible blocks have to be distinguished here because the two current vertices
can either be in the same block or in two different blocks. Therefore, S¯γγ′(Ω) is the sum
of two terms:
S¯γγ′(Ω) = −iTrS
{
Σ˜γγ′(Ω)ρ
st
S + Σ˜γ(Ω)Π˜(Ω)
[
Σ˜γ′(Ω)
]†
ρstS
}
, (5.119)
where
Π˜(Ω) =
1
Ω− LS − Σ˜(Ω)
(5.120)
is the Laplace transform of the quantum dot propagator, and the adjoint A† of a super-
operator A is defined such that15
Tr
{
a†Ab
}
= Tr
{
b†A†a
}∗
(5.121)
for any operators a and b, in analogy to the definition of adjoint operators. In terms of
matrix elements, this is equivalent to
A∗mn,m′n′ =
(
A†
)
m′n′,mn
. (5.122)
Σ˜γγ′(Ω) is an irreducible block which contains two current vertices, and Σ˜γ(Ω) is the
irreducible current block which was already introduced above, but generalised such that
the current vertex can appear at any position in the block.
5.3.3 Perturbation Expansion in Frequency Space
The starting point for the perturbation expansion in frequency space is the Laplace
transform (5.66) of the reduced density matrix. Splitting the Liouvillian L = Lleads +
LS + LV according to Eq. (5.43) yields
ρ˜S(z) = iTrleads
{
1
z − Lleads − LS − LV
ρ0
}
. (5.123)
Expanding ρ˜S(z) in LV yields the geometric series
ρ˜S(z) = iTrleads
{
∞∑
n=0
(
1
z − Lleads − LS
LV
)n 1
z − Lleads − LS
ρ0
}
. (5.124)
15This should not be confused with the different definition of the adjoint superoperator in Ref. 75, which
corresponds to the c-transformed operator Ac, given by (5.151), here.
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This expression is now decomposed into a factor containing only quantum dot superop-
erators and another one which contains only lead superoperators. The trace over the
leads only affects the latter factor then, and evaluating it, i.e., integrating out the lead
degrees of freedom, can be done using Wick’s Theorem.
Integrating out the lead degrees of freedom
The first step in the factorisation of Eq. (5.124) is to move all lead creation and annihila-
tion superoperators Jp1 which appear in LV to the right by commuting them successively
with the resolvents and the quantum dot superoperators. To do this, one just has to
consider the commutator [Jp1 , Lleads] because J
p
1 commutes with superoperators that act
exclusively on the quantum dot, i.e., with LS and G
p1p′1
11′ .
Expanding a resolvent in the series (5.124) in powers of Lleads and using Eq. (5.78)
yields
Jp1J
p′
1′
1
z − Lleads − LS
=
1
z + x1 + x1′ − Lleads − LS
Jp1J
p′
1′ . (5.125)
From the definition (5.74) of x1 and x1′ and the fact that the contraction 〈Jp1Jp
′
1′ 〉ρleads is
proportional to δηη¯′δαα′δσσ′δ(ω−ω′) [see Eq. (5.32)], it can be concluded that x1+x1′ = 0
if Jp1J
p′
1′ 6= 0. Therefore, the corresponding relation for the normal-ordered product
: Jp1J
p′
1′ : = J
p
1J
p′
1′ − Jp1Jp
′
1′ is also true:
: Jp1J
p′
1′ :
1
z − Lleads − LS =
1
z + x1 + x1′ − Lleads − LS
: Jp1J
p′
1′ : . (5.126)
Applying this equation repeatedly to a summand in Eq. (5.124) leads to the desired
form: a product of resolvents (which still contain Lleads) with shifted frequencies and
quantum dot superoperators G
pip′i
ii′ , multiplied from the right with normal-ordered pairs
of lead operators. The next step is to perform the trace Trleads, i.e., to integrate out
the lead degrees of freedom. Because of relation (5.63), the superoperator Lleads in the
resolvents does not contribute to the trace,16 and only the normal-ordered pairs of lead-
operators have to be considered. Therefore, the remaining term to be evaluated is a
product of lead creation/annihilation superoperators of the form (5.72), including the
factors p′i from the representation (5.47) of LV . This expression is evaluated according
to the rules established in section 5.3.1.
Finally, the sum of all energy shifts x1 + x1′ in each resolvent that occur when com-
muting the lead superoperators to the left of the resolvent with the resolvent according
to Eq. (5.126) has to be evaluated. The easiest way to do this is to consider the energy
shift caused by every contraction in turn. As already said above, the sum x1 + x1′ is
zero if the corresponding superoperators are connected to each other by a nonzero con-
traction: x1 + x1′ = 0 if J
p
1J
p′
1′ 6= 0. Therefore, all contractions of two superoperators
which are both left of the resolvent do not incur any energy shift. If both contracted
16Too see this, one can again expand the resolvents in powers of Lleads and use Eq. (5.63) when the
trace over the lead degrees of freedom is applied.
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superoperators are right of the resolvent, they are not commuted with the resolvent and
therefore do not cause any shift either.
So the only contractions that cause a shift of the resolvent are those which contract
a superoperator Jpii which is left of the resolvent with another superoperator J
pj
j right
of it. Denoting the shift in the resolvent after the j-th coupling superoperator G
pjp′j
jj′ by
Xj [note that X0 = 0 because there is no shift in the first resolvent in Eq. (5.124)], the
expression (5.124) becomes17
ρ˜S(z) = i
∞∑
n=0
1
2n
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
×
 n∏
j=1
1
z +Xj−1 − LSG
pjp
′
j
jj′
 1
z − LSρS(t0)
〈
n∏
j=1
p′j : J
pj
j J
p′j
j′ :
〉
ρleads
. (5.127)
According to Wick’s Theorem, the expectation value of the product of the lead super-
operators is the sum of all possibilities to decompose this product into contractions of
the form (5.71). Each of these decompositions is called a diagram.
Symmetries
Before evaluating all diagrams according to the procedure discussed above, it is worth
to investigate symmetries in order to find out which classes of diagrams have the same
value. This will reduce the number of diagrams to be evaluated considerably.
According to Eq. (5.59), the superoperator Gpp
′
11′ changes sign if the Keldysh indices p,
p′ and the multi-indices 1, 1′ are interchanged: Gpp
′
11′ = −Gp
′p
1′1. Exchanging the two lead
superoperators Jp1 , J
p′
1′ in one vertex which are contracted to other superoperators, but
not to each other, also induces a minus sign according to the rules formalated above.
Combining these two statements yields
· · ·Gpp′11′ : Jp1Jp
′
1′ : · · · Jpii · · · J
pj
j · · ·
= · · ·Gp′p1′1 : Jp
′
1′ J
p
1 : · · · Jpii · · · J
pj
j · · · .
(5.128)
Because all indices are summed or integrated over when evaluating a diagram, the
Keldysh indices p, p′ and the multi-indices 1, 1′ can be exchanged again in the second
17Note that empty products are defined to be equal to one, i.e.,
0Y
j=1
· · · = 1,
such that the n = 0 term in Eq. (5.127) is
eρ(0)S (z) = i 1z − LS ρS(t0).
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line. This means that two diagrams which only differ by an exchange of the contraction
partners of the two lead superoperators in one vertex are equal:
∑
pp′
∑∫
11′
· · ·Gpp′11′ : Jp1Jp
′
1′ : · · · Jpii · · · J
pj
j · · ·
=
∑
pp′
∑∫
11′
· · ·Gpp′11′ : Jp1Jp
′
1′ : · · · Jpii · · · J
pj
j · · · .
(5.129)
Therefore, diagrams which can be transformed into each other by exchanging the con-
traction partners of the two lead superoperators in any number of vertices are equivalent,
and only one out of every such class of equivalent diagrams has to be evaluated. The
value of this diagram then has to be multiplied with the number of diagrams in the class.
In principle, the number of diagrams in a class of diagrams of order n can be at most
2n because this is the number of possibilities to exchange the contraction partners of the
lead superoperators in any subset of the n vertices. In this case, the factor 2n cancels
the factor 12 in every vertex [see Eq. (5.47)], i.e., the factor
1
2n in Eq. (5.127), exactly.
However, if diagrams contain pairs of vertices which are contracted twice to each other
(see Fig. 5.4 for an example), interchanging the contraction partners for both vertices
does not lead to a new diagram, but back to the original diagram, i.e., the number of
equivalent diagrams is lower in this case. In fact, the number of equivalent diagrams in
the corresponding class is reduced by a factor of two for each pair of vertices which are
contracted twice to each other. Therefore, the number of diagrams is reduced by the
symmetry factor
S = 2m (5.130)
for every class of equivalent diagrams, where m is the number of pairs of vertices which
are contracted twice to each other.
For the equivalent diagrams of second order in Fig. 5.4, m is two. This means that the
number of equivalent diagrams in this class is not 2n = 22 = 4, but 2
n
S = 2
2−1 = 2. The
factor 1
22
= 14 which arises from the two vertices according to Eq. (5.47) or Eq. (5.127)
is therefore not cancelled completely by the number of diagrams, but the factor 1S =
1
2
remains and has to be considered when evaluating the diagrams.
Summary of diagrammatic rules
Performing the trace over the leads as described above, considering the energy shifts in
the resolvents and the symmetry factor which arises from double contractions between
vertices permits to set up the following rules for the evaluation of the reduced density
matrix ρ˜S(z) in Eq. (5.127):
1. The n = 0 term of ρ˜S(z) is
ρ˜
(0)
S (z) = i
1
z − LSρS(t0). (5.131)
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2. Add all terms which result from the following rules for every n ≥ 2.
3. To evaluate the n-th order term in Eq. (5.127), consider all possibilities to decom-
pose the product of the lead superoperators Jp1 into pairwise contractions. Each
of these possibilities has a diagrammatic representation and is therefore called a
diagram. Diagrams where the superoperators Jpii and J
p′i
i′ in any normal-ordered
block : Jpii J
p′i
i′ : are contracted to each other do not occur. The number n is called
the order of the diagram. If two diagrams can be transformed into each other
by exchanging the contraction partners of the lead superoperators in any subset
of the n vertices, they are equivalent. From each class of equivalent diagrams,
take one diagram, evaluate it according to the following rules and add all these
contributions.
4. The value of a diagram of n-th order for ρ˜S(z) is
ρ˜S(z)→ i
S
(−1)Npermutations
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
(∏
γ
) 1
z − LSG
p1p′1
11′
1
z +X1 − LSG
p2p′2
22′ · · ·
× · · · 1
z +Xn−1 − LSG
pnp′n
nn′
1
z − LSρS(t0). (5.132)
• The factor S = 2m is a symmetry factor, where m denotes the number of
pairs of vertices which are contracted twice to each other.
• Npermutations is the number of pairwise anticommutations of lead superoper-
ators Jp1 which are required to disentangle the contractions into the product∏
γ.
• The value of each contraction γpp′11′ = Jp1Jp
′
1′ is
γpp
′
11′ = p
′δ11¯′ρ(ω)f(p
′ηω), (5.133)
where f(ω) = 1/(eβω + 1), according to Eq. (5.71).
• The energy shift Xi of the resolvent after the i-th vertex is determined from
all contractions which connect a vertex left of the resolvent to a vertex right
of it. If J
pj
j is the left superoperator of one of these contractions, xj is defined
by xj = ηj(ωj + µαj), and Xi is the sum of all xj.
• Gpip′iii′ is the coupling superoperator acting on the quantum dot, defined by
Eq. (5.45), and LS is the quantum dot Liouvillian, defined in Eq. (5.44).
• All indices ηi, αi, σi, ωi (these are contained in the multi-indices i ≡ ηiαiσiωi)
and pi are summed or integrated over.
For convenience, the shorthand notation
Πi1...in =
1
z + xi1 + . . .+ xin − LS
(5.134)
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1 1′ 2 2′ 3 3′ 4 4′ 5 5′
Figure 5.5: Example diagram for the reduced density matrix ρ˜S(z) of the quantum dot.
The diagram is evaluated in Eq. (5.135). It consists of two irreducible sub-
diagrams, i.e., two contributions of the type (5.137) to the superoperator
Σ˜(z). The two blocks, separated by the dashed vertical line, are irreducible
because any vertical cut between the first and third or between the fourth
and fifth vertex would cut at least one contraction.
is used for resolvents with energy-shifts.
For example, the value of the diagram in Fig. 5.5 is
i
2
∑
p1 . . . p5
p′1 . . . p
′
5
∑∫
1 . . . 5
1′ . . . 5′
γ
p1p′3
13′ γ
p′1p2
1′2 γ
p′2p3
2′3 γ
p4p′5
45′ γ
p′4p5
4′5
× 1
z − LSG
p1p′1
11′ Π11′G
p2p′2
22′ Π12′G
p3p′3
33′
1
z − LSG
p4p′4
44′ Π44′G
p5p′5
55′
1
z − LSρS(t0). (5.135)
Irreducible block, kinetic equation
It is convenient to define a new superoperator Σ˜(z) which is the sum over all irreducible
diagrams. A diagram is irreducible if a vertical cut between any two vertices hits at
least one lead contraction, see Fig. 5.5. In analogy to Eq. (5.127), Σ˜(z), which is called
irreducible block, is given by
Σ˜(z) =
∞∑
n=2
1
2n
n−1∏
j=1
G
pjp′j
jj′
1
z +Xj − LS
Gpnp′nnn′
〈
n∏
j=1
p′j : J
pj
j J
p′j
j′ :
〉irreducible
ρleads
. (5.136)
All possibilities to decompose the product of the lead superoperators into pairwise con-
tractions which result in non-equivalent irreducible diagrams (this is indicated by the
superscript ’irreducible’) have to be considered, and these have to be summed over the
order n to get Σ˜(z). Similarly to Eq. (5.132), an n-th order contribution (where n ≥ 2
because each irreducible block contains at least two vertices) to Σ˜(z), also called a dia-
gram, is given by
Σ˜(z)→ 1
S
(−1)Npermutations
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
(∏
γ
)
irreducible
G
p1p′1
11′
1
z +X1 − LSG
p2p′2
22′ · · ·
× · · · 1
z +Xn−1 − LSG
pnp′n
nn′ , (5.137)
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where the index ’irreducible’ indicates again that only irreducible diagrams are to be
considered. The evaluation of Eq. (5.137) is analogous to the evaluation of diagrams
for ρ˜S(z) which was discussed above. Besides the fact that only irreducible diagrams
are considered for Σ˜(z), further differences between the contributions (5.132) for ρ˜S(z)
and (5.137) for Σ˜(z) are that the factor i and the first and last resolvent (which do not
have any energy shift) do not appear in Σ˜(z).
Using the irreducible block Σ˜(z) permits to rewrite Eq. (5.124) or Eq. (5.127), respec-
tively, in a more compact way:
ρ˜S(z) = i
1
z − LS
∞∑
n=0
(
Σ˜(z)
1
z − LS
)n
ρS(t0). (5.138)
Note that the leads do not appear explicitly in this representation of ρ˜S(z) because the
contractions, i.e., all effects which are due to the coupling to the leads, are contained in
the irreducible block Σ˜(z).
In terms of diagrams, the representation (5.138) corresponds to the fact that every
diagram for ρ˜S(z) can be written as a sequence of irreducible diagrams with resolvents
1/(z − LS) in between. In analogy to the Dyson equation known from single-particle
Green’s functions, the geometric series can be rewritten to yield
ρ˜S(z) =
i
z − LS − Σ˜(z)
ρS(t0) =
i
z − LeffS (z)
ρS(t0), (5.139)
where
LeffS (z) := LS + Σ˜(z) (5.140)
is the effective Liouvillian of the quantum dot which contains all effects that are due
to the coupling to the leads. Using the representation (5.69) of the stationary reduced
density matrix ρstS of the quantum dot and Eq. (5.139) yields the kinetic equation
LeffS (iη)ρ
st
S = 0. (5.141)
Current
A very similar procedure can be applied to the current 〈I˜γ〉(z), given by Eq. (5.67).
Expanding the resolvent in this expression leads to the geometric series
〈I˜γ〉(z) = Tr
{
LγI
1
z − Lρ0
}
= Tr
{
LγI
∞∑
n=0
(
1
z − Lleads − LS
V
)n 1
z − Lleads − LS
ρ0
}
.
(5.142)
Integrating out the lead degrees of freedom leads to an expression quite similar to
Eq. (5.127). The differences are that the factor i and the first resolvent are missing,
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the first vertex is replaced by a current vertex (Iγ)
p1p′1
11′ [defined in Eq. (5.50)], and that
the trace over the dot degrees of freedom is performed:
〈I˜γ〉(z) =
∞∑
n=2
1
2n
∑
p1 . . . pn
p′1 . . . p
′
n
∑∫
1 . . . n
1′ . . . n′
× TrS
(Iγ)p1p′111′
 n∏
j=2
1
z +Xj−1 − LSG
pjp′j
jj′
 1
z − LSρS(t0)

×
〈
n∏
j=1
p′j : J
pj
j J
p′j
j′ :
〉
ρleads
.
(5.143)
In analogy to the irreducible block Σ˜(z), one can define an irreducible current block
Σ˜γ(z) where the first vertex G
p1p′1
11′ in Eqs. (5.136) and (5.137) is replaced by a current
vertex (Iγ)
p1p′1
11′ . The current can then be expressed as〈
I˜γ
〉
(z) = TrS
{
Σ˜γ(z)
1
z − LeffS (z)
ρS(t0)
}
= −iTrS
{
Σ˜γ(z)ρ˜S(z)
}
.
(5.144)
Using the relations (5.69) and (5.70) for the stationary density matrix ρstS and the sta-
tionary current Iγst, respectively, leads to the final result
Iγst = −iTrS
{
Σ˜γ(iη)ρ
st
S
}
. (5.145)
Partial resummation of the perturbation series
The perturbation series for the irreducible block Σ˜(z), given by the terms (5.137), and
the analogous series for the irreducible current block Σ˜γ(z), can be resummed by the
replacement
1
z +Xj − LS →
1
z +Xj − LeffS (z +Xj)
(5.146)
which essentially means that all closed sub-diagrams between any two vertices (i.e., sub-
diagrams in which all vertices are contracted only among themselves) are considered in
the resolvent between these vertices already, such that no diagrams where this kind of
subdiagram appears have to be considered in the diagrammatic series.
The advantage is that there are less diagrams to consider, the disadvantages are
that Eq. (5.137) with the replacement (5.146) and Eq. (5.140) have to be solved self-
consistently and that the z-dependence of the effective quantum dot Liouvillian LeffS (z)
in the resolvents makes the frequency integrations, which are required for the analytic
evaluation of the diagrams, difficult.
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The latter issue can be addressed by approximating the resolvents using an expansion
about its poles, which is done in the following way: if λi(z) are the eigenvalues of L
eff
S (z)
and Pi(z) the projectors which project any operator to the corresponding eigenspaces,
the resolvent Π(z) := 1/[z − LeffS (z)] can be written as
Π(z) =
1
z − LeffS (z)
=
∑
i
1
z − λi(z)Pi(z). (5.147)
Provided that the projectors Pi(z) have no poles, the poles zi of the resolvent Π(z) are
the solutions of the equation
zi = λi(zi) (5.148)
for any i. Expanding Π(z) about the poles then yields
Π(z) ≈
∑
i
ai
z − ziPi(zi), where ai =
1
1− dλi
dz (zi)
, (5.149)
for the nonanalytic part of the resolvent. This approximation is expected to be partic-
ularly appropriate in the vicinity of resonances, where a resolvent becomes large.
It is often helpful to split the poles zi of the resolvent Π(z) into their real and imaginary
parts,
zi = h˜i − iΓ˜i, where Γ˜i > 0. (5.150)
Note that the imaginary part of the poles must be negative to ensure that Π(z) is analytic
in the upper half plane. If this was not the case, there would be exponentially increas-
ing solutions for the stationary density matrix in time space according to Eq. (5.139).
The negative imaginary parts Γ˜i of the poles describe relaxation and decoherence rates
which belong to the eigenoperators of LeffS (zi), and the real parts h˜i describe oscillation
frequencies of these eigenoperators, which can be due to, e.g., an external magnetic field.
5.3.4 Useful Relations
In the following, the fact that the relation (5.62) is preserved if LS is replaced by the
effective Liouvillian LeffS (z) will be used.
18 Moreover, the behaviour of the vertices, the
Liouvillian, and the irreducible blocks under the c-transform,19 defined by
(Ac)ss′,s¯s¯′ = A
∗
s′s,s¯′s¯ (5.151)
18This follows directly from Eq. (5.64) and from the fact that every term which contributes to eΣ(z), and
thus to LeffS (z), starts with a vertex G
pp′
11′ which is summed over the Keldysh indices, see Eqs. (5.92),
(5.98), and (5.137), and that the vertex has no Keldysh-non-diagonal terms.
19Note that Ac, defined in Eq. (5.151), was defined as A† in Eq. (2.43) of Ref. 75. In contrast, the
adjoint superoperator A† is defined in analogy to adjoint operators by Eq. (5.121) here.
89
5 Real Time Transport Theory
for any superoperator A, will be needed. A list of useful relations is20
G¯11′ = −G¯1′1, (5.152)
I¯γ11′ = −I¯γ1′1, (5.153)
TrS
{
LeffS (z)b
}
= 0 for any operator b, (5.154)
TrS
{
G¯11′b
}
= 0 for any operator b, (5.155)[
LeffS (z)
]c
= −LeffS (−z∗), (5.156)[
Σ˜γ(z)
]c
= −Σ˜γ(−z∗), (5.157)(
G¯11′
)c
= −G¯1¯′1¯, (5.158)(
I¯γ11′
)c
= −I¯γ
1¯′1¯
, (5.159)
where G¯11′ and I¯
γ
11′ were defined in Eqs. (5.51) and (5.52). It shall be mentioned here
already that all these relations are preserved under the renormalisation group schemes
which are discussed in chapter 6. In the case of the Real Time RG in frequency space,
where the vertices acquire an additional frequency dependence during the RG flow,
Eqs. (5.158) and (5.159) have to be replaced by[
G¯11′(z)
]c
= −G¯1¯′1¯(−z∗), (5.160)[
I¯γ11′(z)
]c
= −I¯γ
1¯′1¯
(−z∗). (5.161)
5.3.5 Zero Eigenvalue of the Effective Quantum Dot Liouvillian
In sections 5.3.2 and 5.3.3 on the perturbative expansion in time space and frequency
space, respectively, it has been shown that the stationary state of the system is deter-
mined by the kinetic equation
LeffS (z)ρ
st
S = 0 (5.162)
[see Eqs. (5.106) and (5.141)], where the effective quantum dot Liouvillian LeffS (z) is
defined by
LeffS (z) = LS + Σ˜(z) (5.163)
[see Eqs. (5.105) and (5.140)]. This means that ρstS is an eigenoperator of L
eff
S (iη) with
the eigenvalue zero. If the stationary state is unique, the eigenspace of the eigenvalue
zero of LeffS (iη) is thus one-dimensional. If the system under consideration has special
symmetries, the eigenspace might be more than one-dimensional, and the stationary
state might depend on the initial condition, but this case will not be considered in this
thesis.
Unless the Hilbert space of the quantum dot (and therefore also the corresponding
Liouville space) is one-dimensional, there are also nonzero eigenvalues of the effective
20The first two relations follow trivially from Eqs. (5.59) and (5.60) using the definition (5.51).
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quantum dot Liouvillian. In the following, they will be denoted by λi(z), and it will be
assumed that there is a basis {l0(z), . . . , ln−1(z)} of eigenoperators of LeffS (z), i.e.,
LeffS (z)li(z) = λi(z)li(z) for i ∈ {0, . . . , n− 1}, (5.164)
where n is the dimension of the Liouville space, which is the square of the dimension
of the Hilbert space, λ0(z) = 0, and λi(z) 6= 0 for i 6= 0. One can then find projectors
Pi(z) to these eigenspaces. These are superoperators which fulfil
LeffS (z)Pi(z)b = λi(z)Pi(z)b for any operator b,
Pi(z)lj(z) = δij li(z),
Pi(z)Pj(z) = δijPi(z),
n−1∑
i=0
Pi(z) = 1.
(5.165)
It can be shown that the projector P0(z) to the eigenspace of the zero eigenvalue is given
by
P0(z)b = l0(z)Tr{b} for any operator b, (5.166)
provided that l0(z) fulfils Tr{l0(z)} = 1. This will be proven in appendix B.4.3. This
means that the projections of the effective quantum dot Liouvillian LeffS (z) and of the ver-
tex G¯11′ to this eigenspace yield zero [this follows directly from Eqs. (5.154) and (5.155)]:
P0(z)L
eff
S (z
′) = 0, (5.167)
P0(z)G¯11′ = 0 (5.168)
for any z, z′, which has the following important consequence for the RG schemes21
presented in chapter 6: in any term involving G¯11′ , one can always write
G¯11′ =
n−1∑
i=0
Pi(z)G¯11′ =
n−1∑
i=1
Pi(z)G¯11′ (5.170)
because of Eq. (5.168), i.e., the eigenvalue zero of the effective Liouvillian can be disre-
garded in terms of the form
. . . f
[
LeffS (z)
]
G¯11′ . . . , (5.171)
where f is some function which depends on the effective quantum dot Liouvillian. Be-
cause the occurrence of the eigenvalue zero in such terms could lead to divergences, this
is of crucial importance for the stability and the robustness of the RG schemes.
21For the Real Time RG in frequency space, discussed in section 6.4, it will be important that Eq. (5.168)
is preserved even if the vertex G¯11′ acquires an additional frequency dependence:
P0(z)G¯11′(z
′) = 0 for any z, z′. (5.169)
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5.3.6 Calculation of Current and Noise for a Diagonal Stationary Density
Matrix
The stationary density matrix ρstS is the solution of the kinetic equation
LeffS (iη)ρ
st
S = 0, where L
eff
S (z) = LS + Σ˜(z), (5.172)
see Eq. (5.106) or Eq. (5.141) in the sections on the perturbative expansion in time space
or frequency space, respectively. If the stationary density matrix is a diagonal matrix of
the form
ρstS =
∑
s
psts |s〉 〈s| , (5.173)
i.e., if the only nonzero elements are the stationary occupation probabilities psts of the
quantum dot eigenstates |s〉 (which is the case for the Kondo model), it is sufficient to
consider the transition rates Wss′ from a state |s′〉 to a state |s〉 (with s 6= s′) which are
given by
Wss′ = −iΣ˜(iη)ss,s′s′ . (5.174)
In this case, the probabilities psts follow from the rate equation∑
s′
s′ 6= s
(
Wss′p
st
s′ −Ws′spsts
)
= 0 for every quantum dot eigenstate |s〉. (5.175)
This is a linear system of equations with a matrix which does not have full rank. To get
a unique solution,22 one equation has to be replaced by the normalisation condition∑
s
psts = 1. (5.176)
The stationary current, given by
Iγst = −iTrS
{
Σ˜γ(iη)ρ
st
S
}
(5.177)
in the general case [see Eq. (5.112) or Eq. (5.145), respectively], takes the form
Iγst =
∑
ss′
W γss′p
st
s′ (5.178)
if the stationary density matrix is diagonal, where the current rates W γss′ are defined by
W γss′ = −iΣ˜γ(iη)ss,s′s′ . (5.179)
22As mentioned earlier, systems with special symmetries for which the rate equation does not have a
unique normalised solution are not considered in this thesis.
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The frequency dependent noise S˜γγ′(Ω), defined in Eq. (5.114), can be expressed in terms
of the irreducible blocks Σ˜γγ′(Ω) and Σ˜γ(Ω) according to Eqs. (5.115) and (5.119) . In
situations where the second term in the representation (5.119) is unimportant23 except
for cancelling the term 2piδ(Ω)Istγ I
st
γ′ in Eq. (5.115), S˜γγ′(Ω) is given by
S˜γγ′(Ω) =
∑
ss′
W γγ
′
(Ω)ss′p
st
s′ , (5.180)
where the matrix element W γγ
′
(Ω)ss′ is defined by
W γγ
′
(Ω)ss′ = −i
[
Σ˜γγ′(−Ω)ss,s′s′ + Σ˜γ′γ(Ω)ss,s′s′
]
. (5.181)
23For the Kondo model without magnetic field, this is indeed the case because eΠ(Ω) = i/Ω, see Ref. 38
for details.
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As seen in the previous chapter, the stationary density matrix ρstS and the stationary
current Iγst can be calculated within the Real Time Transport Theory by solving the
equations
LeffS (iη)ρ
st
S = 0, (6.1)
Iγst = −iTrS
{
Σ˜γ(iη)ρ
st
S
}
, (6.2)
where the effective Liouvillian of the quantum dot is given by
LeffS (z) = LS + Σ˜(z). (6.3)
In order to achieve this, the irreducible blocks Σ˜(z) and Σ˜γ(z) have to be calculated
at least for z = iη. In some special cases, these can be calculated exactly [73], but
in general, the evaluation of the irreducible blocks is a challenging task. There are
examples for problems where the calculation of Σ˜(z) and Σ˜γ(z) up to a certain order in
the coupling between the quantum dot and the leads yields satisfactory results [43, 67, 71,
79]. However, as discussed in chapter 4, this is not the case for the Kondo model because
higher-order terms are essential for the correct evaluation of the leading logarithmic
terms in couplings and other quantities. The effects of higher-order contributions have
to be included using, e.g., a renormalisation group (RG) approach.
The present chapter presents two renormalisation group approaches which extend the
Real Time Transport Theory. The first one is based on the perturbative expansion in
time space and the second one on the perturbative expansion in frequency space. Before
each of these approaches is discussed, the basic idea shared by both of them is explained
in the following introductory section.
6.1 Basic Idea
The starting point are the expressions for the irreducible blocks Σ˜(z) and Σ˜γ(z) which
were derived in the previous chapter for the perturbative expansions in time space and
in frequency space. From these, one can conclude that Σ˜(z) and Σ˜γ(z) can be expressed
as functionals of the contractions (5.71),
γpp
′
11′ = p
′δ11¯′ρ(ω)f(p
′ηω), (6.4)
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the quantum dot Liouvillian LS, and the vertices
1 Gpp
′
11′ . The functional for the irreducible
current block also depends on the current vertex (Iγ)pp
′
11′ :
Σ˜(z) = F(γ, LS, G; z),
Σ˜γ(z) = Fγ(γ, LS, G, Iγ ; z).
(6.5)
The functionals F and Fγ are determined by the diagrammatic rules discussed in the
previous chapter. The basic idea of the Real Time RG is to remove the lead degrees of
freedom successively, like in Poor Man’s Scaling (see section 4.4). A flow parameter Λ is
introduced and the contraction γpp
′
11′ is made Λ-dependent, but it is demanded that the
equations above are still valid with the same Λ-independent functionals F and Fγ . This
means that the rules for the evaluation of diagrams are unchanged during the entire RG
flow. All effects which are due to the change of the contraction are compensated by a cor-
responding renormalisation of the other quantities that the functionals (or equivalently,
the diagrams) depend on:
Σ˜(z) = Σ˜Λ(z) + F(γΛ, LΛS , GΛ; z),
Σ˜γ(z) = Σ˜
Λ
γ (z) + Fγ(γΛ, LΛS , GΛ, Iγ,Λ; z).
(6.6)
It should be noted that not only the arguments of the functionals become Λ-dependent:
additional Λ-dependent terms Σ˜Λ(z), Σ˜Λγ (z) appear in Eq. (6.6). It will be discussed
below why these terms are necessary.
The Λ-dependence of the contraction (γΛ)pp
′
11′ can in principle be chosen arbitrarily.
The only conditions that must be met are:
• For the initial value Λ = Λstart of the flow parameter, γΛ is the unrenormalised
contraction: (
γΛstart
)pp′
11′
= γpp
′
11′ . (6.7)
The new terms in Eq. (6.6) are zero then according to the original functional
equations (6.5):
Σ˜Λstart(z) = 0, Σ˜Λstartγ (z) = 0. (6.8)
• For the final value Λ = Λend of the flow parameter, the contraction γΛ is zero:(
γΛend
)pp′
11′
= 0. (6.9)
Because the value of all diagrams that the functionals F and Fγ in Eq. (6.6)
consist of is zero then, these functionals are zero for Λ = Λend, and the new terms
in Eq. (6.6) are equal to the sought-after irreducible blocks:
Σ˜Λend(z) = Σ˜(z), Σ˜Λendγ (z) = Σ˜γ(z). (6.10)
1In the case of the perturbative expansion in time space, the functionals also depend on the boundary
vertices App
′
11′ (z) and B
pp′
11′ (z). They are not mentioned explicitly in this section which just aims to
explain the basic idea of the Real Time RG.
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The RG equations, i.e., the equations that describe how exactly the effects that are due
to the modification of the contraction (γΛ)pp
′
11′ are incorporated into the renormalised
quantum dot Liouvillian LΛS (z), the renormalised vertex G
Λ(z), and the new quantities
Σ˜Λ(z) and Σ˜Λγ (z), are determined by using the Λ-invariance of the equations (6.6).
In the case of a continuous change2 of the contractions with the flow parameter Λ, the
RG equations can be obtained by differentiating both equations (6.6) with respect to
Λ. The derivatives of the left hand sides of both equations are zero, and the functionals
F and Fγ on the right hand sides, which contain products of contractions, vertices and
expressions containing the quantum dot Liouvillian LS according to the diagrammatic
rules derived in the previous chapter, have to be differentiated according to the product
rule. This yields a sum of terms, each of which contains one derivative. This can be
either
• the derivative of a contraction: d(γ
Λ)
pp′
11′
dΛ . It is known because the Λ-dependence of
the contractions is an input parameter for the RG procedure.
• the derivative of a vertex: dG
Λ(z)pp
′
11′
dΛ . For the irreducible current block Σ˜γ(z), also
the derivative of the current vertex occurs, and, in the case of the Real Time RG
in Time Space, also the derivatives of boundary vertices.
• the derivative of the quantum dot Liouvillian: dLΛS (z)
dΛ .
The derivatives of vertices and the quantum dot Liouvillian are determined by the con-
dition that the derivatives of the right hand sides of (6.6) are zero, like the left hand
sides. This means that some of the known terms containing dγ
Λ
dΛ are cancelled by terms
containing dG
Λ(z)
dΛ , and some others by terms containing
dLΛS (z)
dΛ . The terms which can-
not be compensated in this way are cancelled by d
eΣΛ(z)
dΛ or
deΣΛγ (z)
dΛ . The derivation of
the RG equations according to this procedure, which can be understood best on the
diagrammatic level, is done in the next sections.
In general, it is not sufficient to renormalise LΛS (z), G
Λ(z), Σ˜Λ(z) and Σ˜Λγ (z) to com-
pensate the Λ-dependence of the contraction. The RG flow also generates objects of
higher order, i.e., vertices which contain not only two, but possibly any even number of
lead superoperators Jp1 . This leads to an infinite hierarchy of RG equations, but this
hierarchy must be truncated at some level in order to be able to solve the equations. In
this thesis, no vertices with more than two lead superoperators will be considered.
Note that the Λ-dependence of contractions, vertices and the quantum dot Liouvillian
will often not be indicated explicitly in order not to make the notation too confusing.
Unless stated otherwise, these quantities will always be Λ-dependent in the following.
2In the Real Time RG in frequency space, also discrete changes of the contractions will be considered.
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6.2 Diagrammatic Interpretation of the RG Procedure
As discussed in the previous section, the RG procedure essentially consists in differenti-
ating Eq. (6.6) with respect to the flow parameter Λ and compensating terms containing
dγΛ
dΛ with other terms containing
dGΛ(z)
dΛ ,
dIγ,Λ(z)
dΛ ,
dLΛS (z)
dΛ ,
deΣΛ(z)
dΛ or
deΣΛγ (z)
dΛ . Before the
actual RG equations are derived according to this idea in the next sections, it shall be
mentioned how this renormalisation procedure can be interpreted in terms of transfor-
mations of diagrams.
To do this, the diagrammatic language developed in the previous chapter has to be
extended by
• making all elements of the diagrams, i.e., contractions, vertices, and the quantum
dot Liouvillian, Λ-dependent, and
• including also the derivatives of the diagrammatic elements. In particular, the
derivatives of contractions are denoted by crossed out lines.
Depending on the environment of a differentiated contraction dγ
Λ
dΛ in a diagram, it is
usually obvious what type of diagram can compensate the diagram containing dγ
Λ
dΛ .
One just has to check which diagrammatic element could compensate the differentiated
contraction, the two vertices it connects, and everyting between these vertices. To make
the principle clear, only terms of second order in the vertices, i.e., terms where no
additional vertices appear between the two vertices connected by the contraction, are
considered here.
• If dγΛ
dΛ connects two neighbouring vertices, but is the only connection between
them, the sub-diagram which has to be cancelled still has two free contractions,
see Fig. 6.1 (a). Therefore, it looks like a vertex from the outside, and should be
cancelled by the derivative of the vertex GΛ. Note that ’cancelling’ means that the
sum of the sub-diagram and the derivative of the vertex should be zero, hence the
minus sign on the right hand side of the equation in Fig. 6.1 (a).
• If dγΛ
dΛ connects two neighbouring vertices which are also connected by another
contraction, the sub-diagram to be cancelled has no contractions connecting it to
other parts of the total diagram,3 see Fig. 6.1 (b), such that it cannot be cancelled
by the derivative of the vertex. It contributes to the evolution of the quantum
dot density matrix and is therefore cancelled by the derivative of the quantum dot
Liouvillian or the irreducible block, depending on whether the sub-diagram is only
a part of an irreducible diagram or itself an entire diagram.
In the next sections, RG equations will be set up according to these diagrammatic
visualisations.
3One could argue that the sub-diagram which has to be cancelled contains only dγ
Λ
dΛ
and the vertices,
but not the other contraction, and that it could be cancelled by the derivative of a vertex that is
contracted with itself. However, vertices of this kind are not considered here because of normal
ordering.
98
6.3 Real Time RG in Time Space
1
11
1′
1′
2
2
2′
2′2′
= − d
dΛ
= − d
dΛ
{
LS
Σ˜(z)
(a)
(b)
Figure 6.1: Visualisation of the Real Time RG procedure. Terms containing the deriva-
tive of the Λ-dependent contraction, i.e., dγ
Λ
dΛ [indicated in diagrams by a cross
(×)] must be compensated by terms containing the derivatives of other quan-
tities. In terms of diagrams, this means that dγ
Λ
dΛ , the two vertices which it
connects and everything else between these vertices have to be compensated
by the derivative of another diagrammatic element. Only the lowest-order
diagrams are considered here. (a) The sub-diagram to be replaced, indicated
by the dashed rectangle, is connected to the rest of the diagram by two con-
tractions, just like a vertex. Therefore, the diagram can be interpreted as a
renormalisation of the vertex GΛ. (b) The sub-diagram to be replaced is not
connected to anything. Therefore, it cannot be interpreted as a contribution
to the renormalisation of a vertex. Instead, it contributes to the renormalisa-
tion of the irreducible block Σ˜Λ(z) if this sub-diagram is an entire irreducible
diagram, and to the quantum dot Liouvillian LΛS otherwise.
6.3 Real Time RG in Time Space
The Real Time RG in time space, which is based on the Real Time Transport Theory in
connection with a perturbative expansion in time space (see section 5.3.2) and the basic
renormalisation group ideas presented in the previous sections, was discussed extensively
in Refs. 38, 73, and 75. Because the direction of the contractions was considered explicitly
in the diagrams in Refs. 38 and 75, which also treat the Real Time RG for quantum dots
in the cotunnelling regime, this will be done in the present section as well. An arrow
indicates the direction of a contraction: from a creation superoperator to an annihilator.4
Moreover, it will always be assumed that η = + and η′ = − for any vertex Gpp′11′ , i.e.,
that the first multi-index is associated with a creation superoperator and the second one
4In the diagrams used in the remainder of this thesis, both possible directions of a contraction are
considered by the summation over the index η of each lead superoperator.
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with an annihilator. Assigning directions to contractions explicitly increases the number
of diagrams compared to the convention used in the Real Time RG in frequency space,
where both directions are taken into account by a summation over the indices ηi.
For the Real Time RG in time space, only the lowest-order contributions, i.e., the
terms of second order in the vertex Gpp
′
11′ , will be taken into account in this thesis for the
renormalisation of the vertex, the quantum dot Liouvillian, and the irreducible blocks.
6.3.1 Cutoff Function
Just like in Poor Man’s Scaling (see section 4.4), a band cutoff is used for the Real
Time RG in Time Space which removes the conduction band states at the band edges
successively. The Λ-dependence of the lead contractions (6.4) is then given by (note that
γpp
′
11′ depends on ω through the multi-index 1)(
γΛ
)pp′
11′
= Θ(Λ− |ω|)γpp′11′ , (6.11)
and the initial and final values of the flow parameter Λ are
Λstart = D, Λend = 0, (6.12)
where D is the half bandwidth (see Fig. 4.4).
6.3.2 Renormalisation of Inner Vertices, Time Ordering
As already mentioned in the previous section, the renormalisation of inner vertices Gpp
′
11′ ,
i.e., vertices which are not at one of the boundaries of an irreducible block, is given
in diagrammatic form by Fig. 6.1 (a). For the Real Time RG in time space, the time
dependence of the vertices must be considered when interpreting this diagrammatic
equation because all vertices in the expansions (5.98) and (5.111) have a time argument.
In diagrammatic form, the RG equation for Gpp
′
11′(t)I is then given by Fig. 6.2. There is
an obvious problem: The vertices on the right hand side of the equation, i.e., Gpp212 (t1)I
and G
p′2p
′
2′1′ (t2)I, depend on two different times t1 and t2, but the renormalised vertex
Gpp
′
11′(t)I has only one time argument t. One way to solve this problem is to set
5
t1 = t+
τ
2
, t2 = t− τ
2
, (6.13)
and to integrate τ from 0 to ∞ on the right hand side of the RG equation. This
integration is problematic because it assumes that t1 can be any time ≥ t and t2 can
be any time ≤ t. This is actually not the case because increasing t1 and decreasing
t2 will eventually make the vertices ’overtake’ other vertices in the diagram, which is
not permitted because it is assumed that there are no vertices between the two vertices
5Other choices are possible, e.g., t1 = t+ τ , t2 = t. However, it turns out that the leading logarithmic
behaviour of the results, which is of special interest in the Kondo model, is not affected by the choice
of the relation between t1, t2 and t, τ , provided that t1 ≥ t ≥ t2.
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1
1 1
1′
1′ 1′
2
2
2′
2′
=
+
− d
dΛ
G
pp′
11′(t)I = − ddΛ
t
t1
t1
t2
t2
Figure 6.2: Diagrammatic representation of the vertex RG equation in time space. In
contrast to Fig. 6.1, a time axis is included in the diagrams, and arrows
denote the directions of the contractions instead of summing over both pos-
sible directions implicitly. This is the reason why two diagrams are needed
to visualise the vertex renormalisation in leading order, and not only one like
in Fig. 6.1. The differentiated contraction and the two vertices on the right
hand side are interpreted as a renormalisation of the vertex. The differenti-
ated renormalised vertex on the left hand side has only one time argument t
whereas the vertices on the right hand side have two different time arguments
t1 and t2.
connected by the differentiated contraction. Correction terms are needed to compensate
this error, but they do not influence the leading-order RG equations which are considered
here. For a discussion of these correction terms, see Ref. 73.
Because all times on both sides of the equation which is depicted in Fig. 6.2 depend
linearly on t with the definition (6.13) (or any other suitable choice of t1 and t2), they
can be shifted by t0 − t, such that t1 = t0 + τ2 , t2 = t0 − τ2 . Formally, this is done
by multiplying both sides of the RG equation with the complex number e−i(x1+x
′
1)(t−t0)
and with the superoperators e−iLS(t−t0) and eiLS(t−t0) from the left and from the right,
respectively.
Evaluating the diagrams according to the rules in the previous chapter, keeping in
mind that η = +, η′ = η2 = − is assumed implicitly here, yields the RG equation for
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Gpp
′
11′ = G
pp′
11′(t0)I:
d
dΛ
G
p1p′1
11′ = i
∑
α2σ2
p2p′2
∫
dω2δ(Λ− |ω2|)
∞∫
0
dτ
{
p′2f(−p′2ω2)Gp1p212
(
t0 +
τ
2
)
I
G
p′2p
′
1
2¯1′
(
t0 − τ2
)
I
−p2f(p2ω2)Gp
′
2p
′
1
2¯1′
(
t0 +
τ
2
)
I
Gp1p212
(
t0 − τ2
)
I
}
. (6.14)
To evaluate the time integral in this equation, the eigenoperators lj of the quantum dot
Liouvillian LS with the eigenvalues λj are considered:
LSlj = λj lj = (hj − iΓj)lj for j = 0, . . . , n− 1, (6.15)
where hj and −Γj are the real and imaginary parts of the eigenvalues, and n is the
dimension of the space of operators acting on the quantum dot (which is the square of
the dimension of the quantum dot Hilbert space). The eigenoperators lj are also called
right eigenoperators to distinguish them from the left eigenoperators l¯j which are defined
by
Tr
{
l¯ †j LSb
}
= λj Tr
{
l¯ †j b
}
for any operator b. (6.16)
In the following, it will be assumed that the left and right eigenvectors of LS fulfil the
relation
Tr
{
l¯ †i lj
}
= δij for i, j ∈ {0, . . . , n− 1}. (6.17)
In this case, the projection superoperator Pj , which projects to the space spanned by
the eigenoperator lj , i.e., Pj lk = δjklj, is given by
6
Pjb = lj Tr
{
l¯ †j b
}
for any operator b. (6.19)
Taking the matrix element 7 (. . .)l¯ilk of both sides of the RG equation (6.14), inserting
1 =
∑n−1
j=0 Pj , and replacing the upper integration limit by Γ
−1
j , which does not affect
6This is easy to show:
Pj lk = lj Tr
n
l¯ †j lk
o
| {z }
=δjk
= δjklj . (6.18)
7Note that the matrix element (A)bb′ , where A is a superoperator and b, b
′ are ordinary operators, is
defined by
(A)bb′ = Tr
n
b†Ab′
o
(6.20)
according to Eq. (5.58).
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the leading logarithmic behaviour of the renormalised vertices, leads to the time integral
I±,ijk := i
Γ−1j∫
0
dτ e
∓i
“
ω2−
ω+ω′
2
+µα2−
µα+µα′
2
”
τ
e
−i
“
hj−
hi+hk
2
”
τ
e
−
“
Γj−
Γi+Γk
2
”
τ
=
1− e
h
∓i
“
ω2−
ω+ω′
2
+µα2−
µα+µα′
2
”
−i
“
hj−
hi+hk
2
”
−
“
Γj−
Γi+Γk
2
”i
/Γj
±
(
ω2 − ω+ω′2 + µα2 −
µα+µα′
2
)
+
(
hj − hi+hk2
)
− i
(
Γj − Γi+Γk2
) , (6.21)
where the upper sign refers to the first term and the lower sign to the second term in
Eq. (6.14), respectively. Defining
x± := µα2 −
µα + µα′
2
− ω + ω
′
2
±
(
hj − hi + hk
2
)
,
Γ˜ijk := Γj − Γi + Γk
2
(6.22)
permits to write this integral in the more compact form
I±,ijk =
1− e−i[∓(ω2+x±)−ieΓijk]/Γj
±(ω2 + x±)− iΓ˜ijk
. (6.23)
Note that |ω2| = Λ according to the δ-function in Eq. (6.14). If Λ≫ |x±| and Λ≫ Γ˜ijk,
the denominator of Eq. (6.23) can thus be replaced by ± sign(ω2)Λ. Moreover, the
exponential term in Eq. (6.23) oscillates very quickly if Λ≫ Γj, which means that this
term does not have a considerable influence on the renormalisation of the vertex during
this stage of the RG flow. In summary, the integral I±,ijk can be approximated by
I±,ijk ≈ ±signω2
Λ
(6.24)
for large values of the flow parameter Λ, i.e.,
Λ≫ Λ±,ijk := max{|x±|,Γj , Γ˜ijk}. (6.25)
The term 1Λ in the RG equation causes a logarithmic renormalisation of the coupling
Gpp
′
11′ , like in Poor Man’s Scaling (see section 4.4). For Λ < Λ±,ijk, the integral I±,ijk no
longer diverges as 1/Λ, and the logarithmic scaling stops:
• If Λ < Γ˜ijk, the absolute value of the denominator of Eq. (6.23) is at least Γ˜ijk.
Therefore, the integral I±,ijk is bounded and does not diverge as 1/Λ for smaller
values of Λ.
• A similar argument applies if x± signω2 > 0, i.e., if x± and ω2 have the same sign,
and Λ < x±.
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• If x± signω2 < 0, i.e., if x± and ω2 have opposite signs, I±,ijk becomes very large for
Λ = |x±|, provided that max{Γj , Γ˜ijk} ≪ Λ. However, the diverging contributions
that I±,ijk adds to the renormalisation of the vertex for Λ & |x±| and Λ . |x±|
have different signs and roughly cancel each other.
• If max{|x±|, Γ˜ijk} ≪ Λ, but Λ < Γj, the logarithmic renormalisation stops because
the exponential factor in Eq. (6.23) approaches one for Λ→ 0.
Therefore, the expression (6.23) for the integral I±,ijk is approximated by
I±,ijk ≈ ±ΘΛ±,ijk
signω2
Λ
, (6.26)
where
ΘΛ±,ijk :=
{
1 for Λ ≥ Λ±,ijk,
0 for Λ < Λ±,ijk,
(6.27)
and Λ±,ijk is defined in Eq. (6.25). The terms which are neglected by the replace-
ment (6.26) are only small perturbative corrections which do not affect the leading
logarithmic behaviour.
Using this approximation and assuming zero temperature for simplicity,8 the RG equa-
tion 6.14 becomes(
d
dΛ
G
p1p′1
11′
)
l¯ilk
=
1
Λ
∑
lj
∑
α2σ2
p2p′2
{
ΘΛ+,ijk (G
p1p2
12 )l¯ilj
(
G
p′2p
′
1
2¯1′
)
l¯j lk
∣∣∣∣
ω2=p′2Λ
− ΘΛ−,ijk
(
G
p′2p
′
1
2¯1′
)
l¯ilj
(Gp1p212 )l¯j lk
∣∣∣∣
ω2=−p2Λ
}
.
(6.28)
An important conclusion is that the RG flow of G
p1p′1
11′ is always cut off, i.e., that the
right hand side of the RG equation becomes zero for sufficiently small Λ:
• If x± 6= 0, the terms on the right hand side become zero for Λ ≤ |x+| or Λ ≤ |x−|,
respectively.
• If x± = 0, and li, lj and lk are eigenoperators of LS to the eigenvalue 0, the
Θ-functions on the right hand side of the equation are equal, and the two terms
cancel.
• If at least one of the decay rates Γi, Γj, and Γk is nonzero, either Γj 6= 0 or Γ˜ijk 6= 0,
and hence the cutoff scales Λ±,ijk are nonzero as well [see Eq. (6.25)].
8When considering a finite temperature T 6= 0, it turns out that T becomes an additional cutoff scale
for the RG flow, i.e., the flow stops for Λ < T . This and all subsequent RG equations in this section
can be extended to finite temperatures by multiplying them with ΘT . See Refs. 38 and 75 for details.
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This means that the flow of G
p1p′1
11′ will stop eventually, provided that one of the cutoff
scales is larger than the Kondo temperature TK. In Poor Man’s Scaling (see section 4.4),
the coupling diverges for Λ→ TK because the right hand side of the scaling equation is
∼ 1ΛJ2 down to Λ→ 0.
In the following, the difference between the different decay rates will be neglected
because it does not affect the leading-order behaviour of the couplings, and the different
rates will be replaced by a single scale Γ. Furthermore, it shall be noted that for large
values of Λ, no contributions to G
p1p′1
11′ with p1 6= p′1 are generated in leading order,9 i.e.,
the initial form (5.45) of the coupling is preserved in leading order.
In the next section, it will be shown that also the structure of the quantum dot
Liouvillian LS will be preserved by the RG flow in leading order, i.e., LSb = [HS, b],
where HS =
∑
sEs |s〉 〈s| is the renormalised quantum dot Hamiltonian. This means
that the eigenoperators of LS in leading order are given by |s〉 〈s′|, where |s〉, |s′〉 are
eigenstates of HS. The corresponding eigenvalue is Es − Es′ . Using this in Eq. (6.28)
and projecting the equation on either branch of the Keldysh contour yields, including
the cutoff scale T if the temperature is not zero,(
d
dΛ
g11′
)
ss′
=
1
Λ
∑
α2σ2
∑
s1
[
Θmax{T,|x+|,Γ} (g12)ss1 (g2¯1′)s1s′
∣∣∣
ω2=Λ
− Θmax{T,|x−|,Γ} (g2¯1′)ss1 (g12)s1s′
∣∣∣
ω2=−Λ
]
,
(6.29)
where
x± = µα2 − µα+µα′2 − ω+ω
′
2 ±
(
Es1 − Es+Es′2
)
. (6.30)
If the frequency dependence of the coupling g11′ = gασ,ασ′ (ω, ω
′) is neglected on the right
hand side of the RG equation (6.29), which may be justified in leading order because
the frequency dependence of the coupling is usually weaker than the one of the cutoff
prefactors Θ..., the coupling depends basically only on the average of the two frequencies
ω and ω′:
gασ,ασ′ (ω, ω
′) = gασ,ασ′
(
ω + ω′
2
)
. (6.31)
This approximation can be used to simplify the following calculations.
6.3.3 Renormalisation of Other Vertices
The RG equation for the boundary vertices A
p1p′1
11′,z and B
p1p′1
11′,z and the current vertex
(Iγ)
p1p′1
11′,z can be derived like the one for the inner vertex G
p1p′1
11′ (see previous section).
9The reason is that a leading-order contribution to G
p1p
′
1
11′ with p1 6= p
′
1 would require p1 = p2 6= p
′
1 = p
′
2
on the right hand side of Eq. (6.28). However, the coupling superoperators on the right hand side
commute in this case, such that the two terms cancel above the cutoff scales, i.e., for Λ > max{Λ±,ijk}.
The higher-order corrections, which are generated, e.g., for Λ+,ijk < Λ < Λ−,ijk, are neglected.
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This derivation will not be done in detail here, but it shall be remarked that there are
two differences in comparison to the RG equation for the inner vertex:
• The Laplace variable z that the boundary vertices and the current vertex depend
on causes a shift of the cutoff scales.
• In the diagrammatic RG equation for the inner vertex (Fig. 6.2), both vertices
in the diagrams on the right hand side are also inner vertices of the same type.
However, one of the vertices must be a current vertex if the renormalisation of the
current vertex is considered, and it can be either of the two. Therefore, there are
not two terms on the right hand side of the RG equation for the current vertex,
but four.
Note that the second point is only valid if diagrams with two current vertices are con-
sidered, i.e., if the noise is to be calculated. If only diagrams with exactly one current
vertex are taken into account (i.e., if one is interested only in the current), only the
terms where the current vertex is first have to be included in the RG equation. All other
terms cancel when the trace over the quantum dot degrees of freedom (TrS) is performed
because of the property (5.155), which is preserved during the RG flow.
6.3.4 Renormalisation of the Quantum Dot Liouvillian
As indicated in Fig. 6.1 (b), the renormalisation of the quantum dot Liouvillian is related
to diagrams where two inner vertices are contracted to a bubble by two contractions
and one of these contractions is differentiated with respect to the flow parameter Λ. To
translate this diagrammatic visualisation of the renormalisation into a formula for d
dΛLS,
it is helpful to consider the diagrammatic environment of the bubble, see Fig. 6.3.
On the left hand side of the diagrammatic equation, the dashed rectangle contains the
derivative of the quantum dot propagator10 e−iLS(t1−t4) that evolves the reduced density
matrix from t4 to t1:
d
dΛ
e−iLS(t1−t4) = −i(t1 − t4)
(
dLS
dΛ
)
e−iLS(t1−t4)
(∗)
=
t1∫
t4
dt e−iLS(t1−t)
(
−idLS
dΛ
)
e−iLS(t−t4)
= e−iLS(t1−t0)

t1∫
t4
dt eiLS(t−t0)
(
−idLS
dΛ
)
e−iLS(t−t0)
 eiLS(t4−t0).
(6.32)
The step marked with ’(∗)’ requires that LS and its derivative with respect to Λ commute
with each other.
10According to the diagrammatic rules which were set up in the previous chapter, the dot propagator is
actually a part of the time-dependent vertices in the interaction picture, see Eq. (5.87). However, it
is considered as a separate object here for the vertices at the times t1 and t4 in Fig. 6.3 to make the
derivation of the RG equation for LS more transparent.
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Figure 6.3: Visualisation of the renormalisation of the quantum dot Liouvillian LS.
The sub-diagrams in the dashed rectangles compensate each other (note the
minus signs on the right hand side of the equation). As usual, the cross (×)
indicates that the corresponding element of the diagram is differentiated with
respect to the flow parameter Λ. The RG equation for LS can be derived by
evaluating the diagrams.
On the other hand, evaluating the dashed rectangles on the right hand side of Fig. 6.3
(including the minus signs) yields
e−iLS(t1−t0)
{
− (−i)2
t1∫
t4
dt3
t1∫
t3
dt2
∑
α2α′2
σ2σ′2
∑
p2p′2
p3p′3
∫
dω2
∫
dω′2G
p2p′2
22′ (t2)IG
p3p′3
2¯′2¯
(t3)I
× p3p′3f(p3ω2)f(−p′3ω′2)
[
Θ(Λ− |ω2|)δ(Λ − |ω′2|) + δ(Λ − |ω2|)Θ(Λ− |ω′2|)
]}
eiLS(t4−t0).
(6.33)
Because the exponential factors at the beginning and at the end of Eqs. (6.32) and (6.33)
are equal, it can be concluded that the expressions inside {. . .} must be equal in both
equations.
Analogously to what was done to derive the RG equation for the vertex G in the
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previous section, the times t2 and t3 are substituted according to
t2 = t+
τ
2
, t3 = t− τ
2
, (6.34)
the time integral is replaced in the following way,
t1∫
t4
dt3
t1∫
t3
dt2 →
t1∫
t4
dt
∞∫
0
dτ, (6.35)
and correction terms that are needed to compensate the error introduced by this replace-
ment are neglected. This means that the time-dependent part of Eq. (6.33) becomes
t1∫
t4
dt
∞∫
0
dτ G
p2p′2
22′
(
t+ τ2
)
I
G
p3p′3
2¯′2¯
(
t− τ2
)
I
. (6.36)
Now both sides of the equation contain an integral
∫ t1
t4
dt. Because the equation should
be valid for any t1, t4, this means that the integrands must be equal. Multiplying these
integrands from the left with e−iLS(t−t0) and from the right with its inverse, assuming
Gpp
′
11′ ∝ δpp′ and neglecting the higher-order corrections to this leading-order form of the
vertex, and renaming the indices for convenience yields
− idLS
dΛ
= −(−i)2
∑
αα′
σσ′
∑
pp′
Λ∫
−Λ
dω
∫
dω′δ(Λ − |ω′|)
∞∫
0
dτ
×
[
f(p′ω)f(−p′ω′)Gpp11′(t0 + τ2 )IGp
′p′
1¯′1¯
(t0 − τ2 )I
+f(−p′ω)f(p′ω′)Gpp
1¯′ 1¯
(t0 +
τ
2 )IG
p′p′
11′ (t0 − τ2 )I
]
. (6.37)
The further procedure is just like for the RG equation of the vertex, derived previously.
Taking the matrix element (. . .)l¯ilk of both sides of the equation and inserting a projector
to the eigenspace of LS with the eigenvalue λj between the vertices G leads to the time
integrals I ′+,ijk in the first term and I
′
−,ijk in the second term which are given by
I ′±,ijk = i
Γ−1j∫
0
dτ e∓i(ω
′+y±∓ieΓijk)τ = 1− e
∓i(ω′+y±∓ieΓijk)/Γj
±(ω′ + y±)− iΓ˜ijk
, (6.38)
where
y± = −ω + µα′ − µα ± (hj − hi+hk2 ), Γ˜ijk = Γj − Γi+Γk2 . (6.39)
Defining the maximum of the relevant cutoff scales by
Λ′±,ijk := max{|y±|,Γj , |Γ˜ijk|}, (6.40)
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the integrals I ′±,ijk can be approximated by
11
I ′±,ijk ≈
[
±ΘΛ′±,ijk
signω′
Λ
+ ipiδeΓijk(ω
′ + y±)
]
, (6.41)
where
δΓ(x) :=
1
pi
Γ
x2 + Γ2
(6.42)
is a broadened δ-function. As for the renormalisation of the vertex, all decay rates are
replaced by Γ > 0, such that
Λ′± = max{|y±|,Γ} (6.43)
is the relevant cutoff scale here, and the integral (6.41) does not depend on the indices
i, j, and k:
I ′±,ijk ≈ I ′± =
[
±ΘΛ′±
signω′
Λ
+ ipiδΓ(ω
′ + y±)
]
. (6.44)
This permits to rewrite (6.37) as
dLS
dΛ
=
∑
αα′
σσ′
∑
pp′
Λ∫
−Λ
dω
[
I ′+f(p
′ω)Gpp11′G
p′p′
1¯′1¯
∣∣∣
ω′=p′Λ
+I ′−f(−p′ω)Gpp1¯′1¯G
p′p′
11′
∣∣∣
ω′=−p′Λ
]
.
(6.45)
The renormalisation of LS can now be split into three different parts if the leading-order
form (5.45) of the coupling G
p1p′1
11′ is used:
• Taking the real part (∼ 1/Λ) of the time integral (6.44) and considering the terms
where p = p′ in Eq. (6.45) yields a contribution to LHS , a superoperator which has
the same structure as the initial quantum dot Liouvillian LS, i.e., L
H
S b = [HS, b]
for any operator b, with a renormalised quantum dot Hamiltonian HS. Matrix
elements of the renormalisation of HS with respect to eigenstates |s〉, |s′〉 of HS
are given by
(
d
dΛ
HS
)
ss′
=
1
Λ
∑
αα′
σσ′
∑
s1
Λ∫
−Λ
dω
[
Θmax{|y+|,Γ}f(ω) (g11′)ss1 (g1¯′1¯)s1s′
∣∣∣
ω′=Λ
+ Θmax{|y−|,Γ}f(−ω) (g1¯′1¯)ss1 (g11′)s1s′
∣∣∣
ω′=−Λ
]
, (6.46)
11In addition to the corresponding approximation (6.26) used for the vertex renormalisation, also the
imaginary part is included here because it is important for the relaxation and decoherence rates.
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where
y± = −ω + µα′ − µα ±
(
Es1 − Es+Es′2
)
. (6.47)
For the remaining contributions to LS, especially the decay rates, only this leading-
order form LHS of the quantum dot Liouvillian LS will be used on the right hand
side of Eq. (6.45). This means that the influence of the energy broadening of the
quantum dot eigenstates and of the decay rates on their own renormalisation is
neglected because it is a higher-order effect.12
• Combining the δ-function part of the time integral (6.44) with terms where p = p′
produces a contribution LbrS to the quantum dot Liouvillian which has the form
LbrS b = {HbrS , b} with an anti-Hermitian Hamiltonian HbrS . This contribution is
related to the broadening of the energies of the quantum dot eigenstates. It will
not be calculated in detail here, but it shall be mentioned that the matrix elements
of HbrS are related to those of L
rd
S (see below) by(
HbrS
)
ss′
= −1
2
∑
s1
(
LrdS
)
s1s1,ss′
. (6.48)
• Considering the δ-function part of the time integral (6.44) and the terms with p 6= p′
finally leads to LrdS , the part of the quantum dot Liouvillian which is responsible
for relaxation and decoherence. A matrix element of the renormalisation of LrdS is
given by(
dLrdS
dΛ
)
s1s′1,s2s
′
2
= −2pii
∑
αα′
σσ′
Θ |y|
2
∑
p,p′=±
Θ(py)
× fpΛf−pΛ−|y|
{
g11′
(
p′
[
Λ− y
2
])}
s1s2
{
g11′
(
p′
[
Λ− y
2
])}∗
s′1s
′
2
, (6.49)
where
y = µα′ − µα +
Es2 + Es′2 − Es1 − Es′1
2
. (6.50)
For zero temperature, (6.49) takes the simpler form(
dLrdS
dΛ
)
s1s′1,s2s
′
2
= −2pii
∑
αα′
σσ′
ΘΛ<y<2Λ
×
∑
p=±
{
g11′
(
p
[
Λ− y
2
])}
s1s2
{
g11′
(
p
[
Λ− y
2
])}∗
s′1s
′
2
. (6.51)
12The main effect of this approximation is that the δ-function in Eq. (6.44) is not broadened by Γ.
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(a) V < Λ (b) V2 < Λ < V (c) Λ <
V
2
Λ
Λ
dΛ
V
µL
µR
Figure 6.4: Visualisation of the generation of decay rates, i.e., the negative imaginary
parts of the matrix elements of LrdS , see Eq. (6.49). The simple example
of two leads with V = µL − µR and Es = E for all eigenstates |s〉 of the
quantum dot can be used to understand why a renormalisation of the rates
only happens while the flow parameter Λ is in the interval [y2 , y], where y is
given in Eq. (6.50) for the different terms on the right hand side of the RG
equation of LrdS . In the simple example considered here, y = V for all terms.
The flow parameter Λ is equal to half the bandwidth at any point of the RG
flow. Grey (white) areas denote occupied (empty) conduction band states
in the two leads, and the shaded areas are the intervals of width dΛ which
are removed from the bands in an infinitesimal RG step. Contributions to
the decay rates correspond to energy-conserving transitions of conduction
electrons between one of the shaded areas and the conduction band of the
other lead. These can only happen in case (b), i.e., if V2 < Λ < V . In all
other cases, these transitions are forbidden by conservation of energy.
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The cutoff function indicates that the decay rates are generated only for Λ < y <
2Λ, i.e., for positive y and while the flow parameter Λ is in the interval [y2 , y].
Fig. 6.4 illustrates why this is the case using a golden rule argument for a simple
example.
The fourth possibility to would be to combine the part ∼ 1/Λ of the time integral (6.44)
with terms where p 6= p′. However, this does not lead to a contribution to LS in leading
order because G++11′ and G
−−
22′ commute in leading order, and therefore, the corresponding
terms on the right hand side of the RG equation for LS cancel.
6.3.5 Renormalisation of Irreducible Blocks
The renormalisation of the irreducible blocks Σ˜(z), Σ˜γ(z), and Σ˜γγ′(z), where the latter
is needed for the calculation of the frequency-dependent noise according to Eqs. (5.115)
and (5.119), can be determined analogously to the renormalisation of the quantum dot
Liouvillian LS which was considered in the previous section. The only difficulty is that
several boundary vertices, which are renormalised differently, have to be distinguished
for the different irreducible blocks. In the present section, only those matrix elements of
the irreducible blocks which are needed for the Kondo model are summarised because
these will be required in section 7.1. For the Kondo model, the stationary density matrix
is diagonal, such that the simplifications discussed in section 5.3.6 can be applied.
More details about the renormalisation of the irreducible blocks in the general case
can be found in Ref. 38.
Transition rates
For s 6= s′, the transition rate from a state |s′〉 to a state |s〉 is given by
Wss′ = −iΣ˜(iη)ss,s′s′ , (6.52)
see Eq. (5.174). The RG equation for these matrix elements Σ˜(iη)ss,s′s′ of the irreducible
block is the same as the one for the relaxation and decoherence contribution to the
quantum dot Liouvillian (6.49), such that(
dW
dΛ
)
ss′
= −2pii
∑
αα′
σσ′
Θ |y|
2
∑
p,p′=±
Θ(py)fpΛf
−p
Λ−|y|
∣∣∣{gασ,α′σ′ (p′ [Λ− y
2
])}
ss′
∣∣∣2 , (6.53)
where y is given by
y = µα′ − µα + Es′ − Es. (6.54)
For zero temperature, this can be simplified to(
dW
dΛ
)
ss′
= −2pii
∑
αα′
σσ′
ΘΛ<y<2Λ
∑
p=±
∣∣∣{gασ,α′σ′ (p [Λ− y
2
])}
ss′
∣∣∣2 , (6.55)
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Using the final rates for Λ = 0, the stationary probabilities psts can be calculated easily
from Eq. (5.175).
Current rates
The RG equation for the sum of the current rates
∑
sW
γ
ss′ = −i
∑
s Σ˜γ(iη)ss,s′s′ , defined
in Eq. (5.179), is again very similar to Eq. (6.49):
∑
s
(
dW γ
dΛ
)
ss′
= −4pi
∑
s
∑
αα′
σσ′
cγ11′Θ |y|
2
×
∑
p,p′=±
Θ(py)fpΛf
−p
Λ−|y|
∣∣∣{gασ,α′σ′ (p′ [Λ− y
2
])}
ss′
∣∣∣2 , (6.56)
where y is defined in Eq. (6.54), or
∑
s
(
dW γ
dΛ
)
ss′
= −4pi
∑
s
∑
αα′
σσ′
cγ11′ΘΛ<y<2Λ
∑
p=±
∣∣∣{gασ,α′σ′ (p [Λ− y
2
])}
ss′
∣∣∣2 , (6.57)
for zero temperature. The current is then given by
Iγst =
∑
ss′
W γss′p
st
s′ (6.58)
according to Eq. (5.178).
Frequency-dependent noise
For problems where all stationary probabilities are the same, i.e.,
psts = p
st
s0 for all s, (6.59)
the calculation of the frequency-dependent noise can be simplified. This is the case for
the Kondo model without magnetic field, where pst↑ = p
st
↓ =
1
2 due to spin symmetry. In
this case, calculating S˜γγ′(Ω) according to Eq. (5.180) yields
S˜γγ′(Ω) =
∑
ss′
W γγ
′
(Ω)ss′p
st
s′ =
(∑
ss′
W γγ
′
(Ω)ss′
)
psts0. (6.60)
Therefore, only the sum of the noise rates, which are defined in Eq. (5.181), over s and
s′ has to be calculated.
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The RG equation for this sum of the noise rates13 is again very similar to Eq. (6.49):
∑
ss′
(
dW γγ(Ω)
dΛ
)
ss′
= −4pi
∑
αα′
σσ′
(
cγ11′
)2
Θ |y+Ω|
2
∑
p,p′=±
Θ[p(y +Ω)]fpΛf
−p
Λ−|y+Ω|
×
∑
ss′
∣∣∣∣{gασ,α′σ′,Ω(p′ [Λ− y +Ω2
])}
ss′
∣∣∣∣2 + (Ω→ −Ω), (6.61)
where y is defined in Eq. (6.54), or
∑
ss′
(
dW γγ(Ω)
dΛ
)
ss′
= −4pi
∑
αα′
σσ′
(
cγ11′
)2
ΘΛ<y+Ω<2Λ
∑
p=±
∑
ss′
∣∣∣∣{gασ,α′σ′,Ω(p [Λ− y +Ω2
])}
ss′
∣∣∣∣2 + (Ω→ −Ω) (6.62)
for zero temperature. The RG equation for the coupling g11′,Ω, which depends on the
noise frequency Ω, is a generalisation of Eq. (6.29):(
d
dΛ
g11′,Ω
)
ss′
=
1
2Λ
∑
α2σ2
∑
s1
[
Θmax{|x+−Ω/2|,Γ} (g12,Ω)ss1 (g2¯1′)s1s′
∣∣∣
ω2=Λ
−Θmax{|x−−Ω/2|,Γ}
(
g2¯1′,Ω
)
ss1
(g12)s1s′
∣∣∣
ω2=−Λ
+Θmax{|x++Ω/2|,Γ} (g12)ss1
(
g2¯1′,Ω
)
s1s′
∣∣∣
ω2=Λ
− Θmax{|x−+Ω/2|,Γ} (g2¯1′)ss1 (g12,Ω)s1s′
∣∣∣
ω2=−Λ
]
.
(6.63)
6.4 Real Time RG in Frequency Space
The renormalisation group approach which is discussed in this section is, like the one
presented in the previous section, based on the Real Time Transport Theory, but in
connection with the perturbative expansion in frequency space (see section 5.3.3) and
the basic renormalisation group idea presented in section 6.1. Performing the calcula-
tion in frequency space and choosing a different cutoff function (see section 6.4.1) has
some important advantages, in particular that the zero eigenvalue of the quantum dot
Liouvillian cannot lead to any divergences during the RG flow, independent of the model
under consideration and the order of the approximation, and that no time integrations
are required, which also makes the time-ordering considerations that were needed in sec-
tion 6.3.2 unnecessary. Moreover, the renormalisation of the vertices, the quantum dot
13Note that only the rates for the diagonal noise (where γ = γ′) are considered here because these are
sufficient to calculate the noise in a two-terminal setup, see Eq. (5.117) and the remark below that
equation.
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Liouvillian, and other quantities will not only be considered in leading order (one-loop),
but also in next-to-leading order (two-loop), which permits the detailed investigation of
logarithmic effects in measurable quantities.
Only the general idea of the Real Time RG in frequency space will be discussed here.
Readers who are interested in the technical details are referred to Refs. 39 and 74.
6.4.1 Cutoff Function
Although it would be possible to use a band cutoff also for the Real Time RG in frequency
space, a different choice is made here because this has some crucial advantages for the
calculation. Instead of making the bandwidth depend on the flow parameter Λ, a Λ-
dependence is introduced in the Fermi function in the contraction (6.4):(
γΛ
)pp′
11′
= p′δ11¯′ρ(ω)f
Λ(p′ηω). (6.64)
Although the Λ-dependence of the Fermi function and the initial and final values of the
flow parameter (Λstart and Λend) could be chosen in an arbitrary way, provided that the
conditions
fΛstart(ω) = f(ω), fΛend(ω) = 0 (6.65)
are met as required by Eqs. (6.7) and (6.9), it turns out that there is a choice which is
particularly convenient for the following calculations. The key observation is that the
Fermi function can be written in the form
f(ω) = T
∑
n∈Z
eiωnη
iωn − ω , (6.66)
where T is the temperature, ωn = (2n + 1)piT is a Matsubara frequency, and η is an
infinitesimal positive quantity. The cutoff-dependent function fΛ(ω) is then defined such
that it only contains those terms of the series which correspond to Matsubara frequencies
whose absolute value is smaller than Λ,
fΛ(ω) = T
∑
n ∈ Z
|ωn| < Λ
eiωnη
iωn − ω , (6.67)
and the initial and final values of the flow parameter are
Λstart =∞, Λend = 0, (6.68)
respectively. This kind of cutoff was used for the first time in Ref. 10.
It is instructive to have a look at the structure of the function fΛ(ω) in three different
regimes. For simplicity, the zero-temperature case, where
fΛ(ω) =
1
2pi
Λ∫
−Λ
dω′
eiω
′η
iω′ − ω , (6.69)
is considered for this purpose.
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Λ
(ω
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(a) Λ = Λstart =∞ (b) D ≪ Λ≪ η−1 (c) Λ≪ D ≪ η−1
Figure 6.5: Visualisation of the flow of the function fΛ(ω), defined by Eq. (6.67), for
zero temperature. (a) Initial situation. Before the flow starts, fΛ(ω) is equal
to the Fermi function. (b) End of the first stage of the RG flow. The function
fΛ(ω) is antisymmetric, i.e., the symmetric part 12 of the Fermi function has
been removed. (c) An intermediate situation during the second stage of the
RG flow. The function fΛ(ω) remains antisymmetric.
• At the beginning of the RG flow, where Λ = Λstart =∞, the function fΛ(ω) is the
original Fermi function, i.e., a step function for T = 0,
fΛstart(ω) = Θ(−ω), (6.70)
see Fig. 6.5 (a).
• If the flow parameter is much smaller than the inverse of the infinitesimal quantity
η, but still larger than the half bandwidth D, the function fΛ(ω) is approximately
antisymmetric for all frequencies ω within the band,
fΛ(ω) ≈ −1
2
sign(ω) for |ω| < D ≪ Λ≪ η−1, (6.71)
see Fig. 6.5 (b). This means that the RG flow from Λstart =∞ to Λ has essentially
removed the symmetric part 12 of the Fermi function.
• The function fΛ(ω) remains antisymmetric for the remainder of the RG flow,
fΛ(ω) ≈ − 1
pi
arctan
Λ
ω
for Λ≪ D ≪ η−1, (6.72)
see Fig. 6.5 (c), until it eventually vanishes for Λ = Λend = 0. This property
of the renormalised Fermi function and hence the contractions has some crucial
advantages for the evaluation of the RG flow.
Motivated by these observations, it appears convenient to rewrite Eq. (6.66) as
f(ω) =
1
2
+
[
f(ω)− 1
2
]
=
1
2
+ T
∑
n∈Z
1
iωn − ω︸ ︷︷ ︸
=:fa(ω)
, (6.73)
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where fa(ω) = f(ω)− 12 is the antisymmetric part of the Fermi function,14 or equivalently,
to express the contraction γpp
′
11′ using a symmetric part γ
s
1 and an antisymmetric part γ
a
1 ,
γpp
′
11′ = p
′δ11¯′γ
s
1 + δ11¯′γ
a
1 , (6.74)
where
γs1 =
1
2
ρ(ω),
γa1 = ρ(ω)p
′
[
f(p′ηω)− 1
2
]
= ρ(ω)
[
f(ηω)− 1
2
]
= ρ(ω)fa(ηω).
(6.75)
The renormalisation is then done in two steps:
1. Discrete RG step: the symmetric part 12 of the Fermi function is removed in the
contractions. All contributions of the corresponding part γs1 of the contractions
to diagrams are accounted for by a modification of the other quantities (such as
the vertices and the quantum dot Liouvillian), analogous to the idea outlined in
section 6.2 for continuous changes of the contraction.
The important effect of this RG step is that all terms ∼ G˜11′ in the representation
Gpp11′ =
G¯11′ + pG˜11′
2
(6.76)
of the vertices [cf. Eq. (5.51)] are removed in the perturbation series (and accounted
for by a corresponding modification of the vertices and the other quantities). The
remaining series can be formulated in terms of the vertex G¯11′ , and because of
Eq. (5.168), the zero eigenvalue of the effective quantum dot Liouvillian cannot
lead to any divergences in the following continuous RG step.
2. Continuous RG step: the antisymmetric part of the Fermi function fa(ω), and
hence also the antisymmetric part γa1 of the contraction, is made Λ-dependent by
the definition
(fa)Λ (ω) = T
∑
n∈Z
ΘT (Λ− |ωn|)
iωn − ω , (6.77)
where the initial and final values of the flow parameter are again
Λstart =∞, Λend = 0, (6.78)
and
ΘT (ω) =
{
Θ(ω) for |ω| ≥ piT ,
1
2 +
ω
2piT for |ω| < piT
(6.79)
14One should note the remarkable fact that omitting the exponential factor in the series in Eq. (6.66)
changes the entire expression by 1
2
.
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is a temperature-broadened Θ-function which prevents that the RG flow occurs
in discrete steps for nonzero temperatures, which might be difficult to handle
numerically.
The requirement that this change of the contraction is again compensated by a
renormalisation of the other quantities such as the vertices and the quantum dot
Liouvillian results in differential equations for these quantities. This compensation
is done according to section 6.2.
It will be shown in the following sections how the two RG steps are performed.
6.4.2 Discrete RG Step
The removal of the symmetric part γs1 of the contraction and its compensation by a
change of the other quantities which contribute to the diagrams is done analogously to
the procedure outlined in section 6.2. The main difference is that the change of the
contraction is not continuous, i.e., there is no infinitesimal change of the contraction
in each RG step, which was the reason why only one crossed out contraction had to be
considered in each irreducible diagram in section 6.2. Because every diagram can contain
an arbitrary number of contractions, the symmetric part of each of which is integrated
out in the discrete RG step, there can be more than one symmetric contraction in a
diagram which contributes to the renormalisation of the other quantities.
The strategy to handle this is to divide each contraction into the sum of a symmetric
and an asymmetric part, see Eq. (6.74), and to consider these as different diagrammatic
elements. This means that a diagram with n full contractions corresponds to 2n dia-
grams, each of which consists of a particular combination of symmetric contractions γs1
and antisymmetric contractions γa1 . These diagrams are then divided into γ
s
1-irreducible
blocks, i.e., subdiagrams where each vertical cut hits at least one symmetric contraction.
The other diagrammatic quantities are then modified such that the effect of removing
these γs1-irreducible blocks, i.e., the removal of the symmetric contractions, the two
vertices limiting the block to the left and to the right, and everything in between, is
compensated.
Finally, only the leading order and logarithmically enhanced contributions in next-to-
leading order in the (renormalised) vertices will be calculated for all measurable quanti-
ties here. Because the frequency dependence of the symmetric contractions, which is due
to the frequency dependence of the density of states, is rather weak (compared to the
frequency dependence of the antisymmetric part of the contraction, or equivalently, the
Fermi function, at low temperatures), it does not give rise to any interesting logarithmic
effects in next-to-leading order. Therefore, only the lowest, i.e., second, order in the ver-
tices has to be considered in the discrete RG step, and only a small number of diagrams
contributes to the renormalisation of the vertices, the quantum dot Liouvillian, and the
irreducible blocks Σ˜(z) and Σ˜γ(z), see Fig. 6.6.
The evaluation of these diagrams is straightforward, see Refs. 39 and 74 for details.
The effective vertex, the quantum dot Liouvillian, and the irreducible block Σ˜a(E) after
the discrete RG step are [note that the vertices G¯11′ and G˜11′ , which are obtained by
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′
11′ = G
pp′
11′
LaS(E) = LS
Figure 6.6: Discrete RG step. Diagrammatic contributions which are due to symmetric
contractions are incorporated into (a) the effective vertex (Ga)pp
′
11′ or (b) the
effective quantum dot Liouvillian LaS(E). The letters ’s’ and ’a’ indicate if
the corresponding contraction is symmetric or antisymmetric. Only contri-
butions in lowest, i.e., second, order in the vertices are considered here. Note
that LaS(E) acquires a dependence on the frequency E, which is the sum
of the Laplace variable and the frequencies of all contractions which pass
by the depicted sub-diagrams, because the resolvent between the vertices
depends on E according to the diagrammatic rules in section 5.3.3. In prin-
ciple, also the effective vertex (Ga)pp
′
11′ depends on E for this reason, but this
E-dependence can be neglected provided that |E| ≪ D, which will always be
the case in the following. The diagrams in (b) also contribute to the effective
irreducible blocks Σ˜a(E) and Σ˜aγ(E) after the discrete RG step, where the
leftmost vertex has to be replaced by a current vertex in the case of Σ˜aγ(E).
summing over the Keldysh index, are defined in Eq. (5.51)]
G¯a11′ = G¯11′ −
ipi
2
∑
η2α2σ2
(
G¯12G˜2¯1′ − G¯1′2G˜2¯1′
)
, (6.80)
LaS(E) = LS + Σ˜
a(E), (6.81)
Σ˜a(E) =
∑
ηη′
αα′
σσ′
[
− ipi
2
16
D G¯11′G¯1¯′1¯ −
pi
4
D G¯11′G˜1¯′ 1¯
+
pi2
32
G¯11′ (E + µ11′ − LS) G¯1¯′1¯ (6.82)
− ipi
4
G¯11′ (E + µ11′ − LS) G˜1¯′1¯
]
,
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where
µ11′ = ηµα + η
′µα′ . (6.83)
The effective current vertex Iγ,a and the effective irreducible current block Σ˜aγ(E) can
be obtained by replacing the first vertex by a current vertex in Eq. (6.80) or Eq. (6.82),
respectively.
After performing the discrete RG step, a new diagrammatic series can be set up for the
irreducible blocks Σ˜(z) and Σ˜γ(z) in analogy to Eq. (5.137). The difference is that the
vertices and the Liouvillian have to be replaced by Eqs. (6.80) and (6.81), respectively,
and that only the antisymmetric part of the contractions has to be considered. Further-
more, it must be kept in mind that the effective Liouvillian depends on the frequency
E, such that all resolvents in Eq. (5.137) have to be replaced according to
1
z +Xj − LS →
1
z +Xj − LaS(z +Xj)
. (6.84)
6.4.3 Continuous RG Step
In the second RG step, the antisymmetric part of the contractions is integrated out us-
ing a continuous change of the corresponding part (fa)Λ (ω) of the Fermi function from
Λ = Λstart = ∞ to Λ = Λend = 0 according to Eq. (6.77). The general idea how the
diagrammatic contributions of these contractions are compensated by the renormalisa-
tion of other diagrammatic elements was already discussed in sections 6.1 and 6.2. In
addition to the lowest-order (one-loop) diagrams shown in Fig. 6.1, also the two-loop
diagrams are considered here, see Figs. 6.7 and 6.8.
In the following, the diagrammatic expressions will be evaluated in terms of the ver-
tices, the Λ-dependent antisymmetric contraction
(γa1)
Λ = ρ(ω)T
∑
n∈Z
ΘT (Λ− |ωn|)
iωn − ηω (6.85)
[cf. Eqs. (6.75) and (6.77)], its derivative
d
dΛ
(γa1)
Λ =
ρ(ω)
2pi
(
1
iΛT − ηω −
1
iΛT + ηω
)
, (6.86)
where ΛT denotes the Matsubara frequency ωn which is closest to the current value of
the flow parameter Λ, and the shorthand notation
ΠΛi1...in =
1
E + xi1...in − LΛS (E + xi1...in)
, (6.87)
where
xi1...in =
n∑
j=1
xij =
n∑
j=1
ηij (ωij + µαij ) (6.88)
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11
1 1
1′1′
1′ 1′
2 2
2 2
2¯2¯
2¯ 2¯
3 3
3
3¯ 3¯
3¯
− d
dΛG¯11
′(E) =
+ +
+
Figure 6.7: RG diagrams for the renormalisation of the vertex during the continuous
RG step in second order (also called one-loop; first diagram) and third order
(also called two-loop; remaining three diagrams) in the vertices. Note that all
contractions are antisymmetric because the symmetric part was integrated
out in the discrete RG step already. The cross indicates the contraction
which is differentiated with respect to the flow parameter Λ. The frequency
E is the sum of the Laplace variable and the frequencies of all contractions
that pass by these diagrams (these contractions are not shown here).
11 1¯1¯ 22 2¯2¯ 3 3¯
− d
dΛ
LS(E) = +
Figure 6.8: RG diagrams for the renormalisation of the quantum dot Liouvillian during
the continuous RG step in second order (also called one-loop; first diagram)
and third order (also called two-loop; second diagram) in the vertices. The
renormalisation of the irreducible current block Σ˜γ(E) is analogous, but the
leftmost vertex has to be replaced by a current vertex.
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[cf. Eqs. (5.134) and (5.74)]. The RG equations for the vertex G¯Λ11′(E) and the quantum
dot Liouvillian LΛS (E) are
dG¯Λ11′(E)
dΛ
= −
∑∫
2
d (γa2)
Λ
dΛ
G¯Λ12(E)Π
Λ
12G¯
Λ
2¯1′(E + x12)− (1↔ 1′)

−∑∫
23
d (γa2)
Λ
dΛ
(γa3)
Λ G¯Λ23(E)Π
Λ
23G¯
Λ
11′(E + x23)Π
Λ
11′23G¯
Λ
3¯2¯(E + x11′23)
+
∑∫
23
d (γa2)
Λ
dΛ
(γa3)
Λ G¯Λ12(E)Π
Λ
12G¯
Λ
1′3(E + x12)Π
Λ
11′23G¯
Λ
3¯2¯(E + x11′23)
− (1↔ 1′)

−
∑∫
23
d (γa2)
Λ
dΛ
(γa3)
Λ G¯Λ23(E)Π
Λ
23G¯
Λ
3¯1(E + x23)Π
Λ
12G¯
Λ
1′ 2¯(E + x12)
− (1↔ 1′)

(6.89)
and
dLΛS (E)
dΛ
=−∑∫
12
d (γa1)
Λ
dΛ
(γa2)
Λ G¯Λ12(E)Π
Λ
12G¯
Λ
2¯1¯(E + x12)
−∑∫
123
d (γa1)
Λ
dΛ
(γa2)
Λ (γa3)
Λ G¯Λ12(E)Π
Λ
12G¯
Λ
2¯3(E + x12)Π
Λ
13G¯
Λ
3¯1¯(E + x13).
(6.90)
The vertices G¯Λij(E) and the resolvents (6.87) are analytic functions of the frequencies xi
or ηiωi in the upper half plane, provided that the imaginary part of E is positive, which
will always be the case in the following. Therefore, only the poles of the contractions
and their derivatives occur when performing the frequency integrations in Eqs. (6.89)
and (6.90). These poles are given by iωn, where ωn is a positive Matsubara frequency
smaller than Λ,
0 < ωn < Λ. (6.91)
Note that the RG equations (6.89) and (6.90) are formulated in terms of the vertex G¯11′
only, such that any contributions of the eigenvalue zero of the quantum dot Liouvillian
can be disregarded in the resolvents as discussed in section 5.3.5. This guarantees that
the RG flow is always cut off, and no divergences can occur.
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6.4.4 Two-Loop Analysis
In this section, it will be briefly outlined how the RG equations (6.89) and (6.90) are
solved up to two-loop order. Only the weak coupling regime, i.e., the regime where
the renormalised vertices remain small compared to one during the entire RG flow, will
be discussed here because the expansion of the RG equations up to third order in the
vertices is only valid in this regime. In the strong coupling regime, the method presented
here cannot be expected to yield reliable results.
To understand under which circumstances the renormalised vertices remain small, it
is instructive to have a closer look at the resolvents ΠΛi1...in in the RG equations. These
have the form
ΠΛi1...in = Π
Λ(z) =
1
z − LΛS (z)
, where z = E +
n∑
j=1
ηijµij + i
ΛT + n∑
j=2
ωij
 (6.92)
with Matsubara frequencies ωij , which fulfil 0 < ωij < Λ. Expanding the resolvent
ΠΛ(z) about its poles zΛi [cf. Eq. (5.149)] yields
ΠΛ(z) ≈
∑
i6=0
ai
z − zΛi
PΛi (zi), (6.93)
where Pi(z) is a projector to the eigenspace of the eigenvalue λi(z) of L
Λ
S (z), z
Λ
i is
the solution of the equation zi = λi(zi) [cf. Eq. (5.148); note that only the nonzero
eigenvalues of the quantum dot Liouvillian have to be considered here as discussed at the
end of the previous section], and ai is the residuum of the pole. Splitting the frequency
E and the poles zΛi = h˜
Λ
i − iΓ˜Λi into their real and imaginary parts [cf. Eq. (5.150)] yields
1
z − zΛi
=
1
iΛT +ReE +
∑n
j=1 ηijµij − h˜Λi + i
(
ImE +
∑n
j=2 ωij + Γ˜
Λ
i
) (6.94)
(note that the denominator of this expression has a positive imaginary part because
ΛT > 0, Γ˜
Λ
i > 0, the Matsubara frequencies ωij are positive, and also ImE is never
negative in the following).
The resolvent (6.94) behaves as 1/iΛ for values of the flow parameter Λ which are
larger than the relevant energies (i.e., ReE, the voltage, h˜i, and Γ˜i), but it does not
diverge for Λ → 0. Assuming ImE = 0 and using 0 < ωij < Λ, its increase ≃ 1/iΛ for
decreasing Λ is stopped at the scale
Λ ≈ max
T,
∣∣∣∣∣∣ReE +
n∑
j=1
ηijµij − h˜Λi
∣∣∣∣∣∣ , Γ˜Λi
 . (6.95)
The resolvent becomes roughly a constant for smaller values of Λ:
• if Λ is smaller than the temperature T , ΛT (which is defined as the Matsubara
frequency ωn which is closest to Λ) is the smallest positive Matsubara frequency,
such that the resolvent does not depend on Λ.
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• the absolute value of the denominator of the resolvent is bounded from below by
both
ReE +
n∑
j=1
ηijµij − h˜Λi and Γ˜Λi , (6.96)
such that the Λ-dependence of the resolvent is very weak if Λ is smaller than either
of these values.
The smallest cutoff scales are the relaxation and decoherence rates Γ˜Λi . These occur for
ReE+
∑n
j=1 ηijµij − h˜Λi = 0 which defines the positions of resonances where logarithmic
enhancements or suppressions of measurable quantities can be expected. These loga-
rithmic terms can be calculated systematically using an expansion in the renormalised
couplings provided that the weak coupling condition
Λc = max
{
|ReE| , |µα − µα′ | ,
∣∣∣h˜i∣∣∣}≫ TK (6.97)
is fulfilled (see below for the explanation why such an expansion is possible), where
h˜i = h˜
Λ=0
i is the real part of the poles of the resolvent Π
Λ=0(z), i.e., an oscillation
frequency, at Λ = 0.
The energy scale Λc does not only determine if the system is in the weak coupling
regime or not, it also separates two flow parameter intervals in which the RG equations
will be solved in different ways:
• In the first stage of the RG flow, i.e., for Λ > Λc ≫ TK, the cutoff scales do not play
an important role, and the resolvents behave approximately as 1/iΛ, such that the
lowest-order RG equation for the vertex becomes similar to the Poor Man’s Scaling
equation, see section 4.4. Because Λ is still much larger than TK, the energy scale
where the divergence in Poor Man’s Scaling occurs, the matrix elements of the
vertex remain much smaller than one.
The relevant energy scale in this regime is Λ, such that the order of magnitude of
the relaxation and decoherence rates is Γ˜Λi ≈ ΛJ2Λ, where JΛ ≪ 1 is the order of
magnitude of the matrix elements of the vertex (in the case of the Kondo model, JΛ
is the renormalised value of the exchange coupling J at the corresponding point of
the RG flow). Therefore, the rates are only small corrections in the denominator of
the resolvents which do not lead to any cutoff of the RG flow. Because the vertices
are small, it is justified to truncate the hierarchy of RG equations (i.e., to include
only one-loop and two-loop terms) and to expand the vertices systematically about
the Poor Man’s Scaling solution which is obtained by only considering the lowest-
order RG equation and disregarding all cutoff scales, i.e., replacing the resolvent
ΠΛ(z) by 1/iΛ.
At the end of this stage of the RG flow, i.e., for Λ = Λc, this yields intermediate
results for the vertices, the Liouvillian, and the irreducible blocks in the form of a
power series in Jc = JΛ=Λc ≪ 1.
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• In the second stage of the RG flow, i.e., for 0 < Λ < Λc, the renormalisation
of the rates Γ˜Λi is quite weak because the terms in the RG equation for Γ˜
Λ
i will
usually be cut off by Λc (see Ref. 39 for a more detailed discussion). Therefore,
Γ˜Λi ≈ Γ ≈ ΛcJ2c for all Λ < Λc, such that the minimal cutoff scale for the remainder
of the RG flow of the vertex is given by ΛcJ
2
c . Expanding the solution of the vertex
renormalisation in Jc therefore yields a series of the form
JΛ ≈ Jc + J2c ln
(
Λc
|Λ + iΓ|
)
+O [(Jc)3] . (6.98)
at resonance. For Λ→ 0, the logarithm becomes
ln
(
Λc
Γ
)
≈ ln
(
Λc
ΛcJ2c
)
∼ ln Jc, (6.99)
such that the series takes the form
JΛ ≈ Jc (1 + a Jc ln Jc + . . .) , (6.100)
i.e., the logarithmic correction to the leading-order term is ∼ Jc ln Jc. If the con-
dition (6.97) is fulfilled, Jc and also Jc ln Jc are much smaller than one, such that
the corrections to Jc are small in Eq. (6.100), and it is assured that the system is
in the weak coupling regime.
In off-resonance situations, the cutoff for the vertex flow is even larger than Γ ∼
ΛcJ
2
c , such that the system is always in the weak coupling regime if Λc ≫ TK.
The Liouvillian and the irreducible blocks are also be expanded in Jc and calculated
up to the logarithmic terms in next-to-leading order. The details of this rather
involved calculation can be found in Ref. 39. The results for the Kondo model will
be summarised in section 7.2.
It shall be mentioned here that the relations (5.152)–(5.159) are preserved under the RG
flow. The proof can be found in Ref. 74.
125
6 Real Time RG
126
7 Real Time RG: Results for the Kondo
Model in Nonequilibrium
While the two previous chapters discussed the Real Time Transport Theory and the Real
Time RG in a very generic way, these methods are now applied to the Kondo model in
nonequilibrium, which was motivated in chapter 4. Section 7.1 presents results which
were obtained using the Real Time RG in time space (published in Ref. 38). Results of
the more advanced Real Time RG in frequency space, which was developed and applied
to the Kondo model at a later stage, can be found in section 7.2. These are published
in Ref. 39.
All energies in this chapter are measured in units of the half bandwidth D of the
conduction band, which is set to D = 1 for convenience.
7.1 Results for the Real Time RG in Time Space
7.1.1 Transport Through Single Molecular Magnets
The formalism developed in section 6.3 is now applied to nonequilibrium transport
through a single molecular magnet which is coupled to two leads via an isotropic ex-
change coupling. Single molecular magnets were discussed in section 4.7, and it was also
shown how the Hamiltonian HM = −D(SzM)2 − 12
∑
nB2n
[(
S+M
)2n
+
(
S−M
)2n]
+ hzS
z
[see Eq. (4.27)] together with the isotropic exchange coupling (4.28) can be transformed
to an anisotropic pseudo-spin-12 model with the parameters [cf. Eq. (4.32)]
Jx,yαα′ = Jαα′ 〈+|S+M ± S−M |−〉 ,
Jzαα′ = Jαα′ (〈+|SzM |+〉 − 〈−|SzM |−〉) > 0,
h = 〈+|HM |+〉 − 〈−|HM |−〉 ,
(7.1)
where Jαα′ is the dimensionless coupling that is obtained from J˜αα′ (which has the
dimension of an energy) by multiplying it with the density of states, and HM and SM
are the Hamiltonian (4.27) and the spin of the molecular magnet, respectively.
Substituting the form of the interaction in Eq. (6.46) shows that the spacing h between
the pseudo-|↑〉 and -|↓〉 states is not renormalised, i.e., the energies Es = sh2 for s = ±
remain invariant during the RG flow.
The generic vertex RG equation (6.29) leads to the leading-order RG equation
d
dΛ
J iαα′(ω) = −
1
4Λ
(Θi+ +Θ
i
−)
∑
j,k∈{x,y,z}
εijk
∑
α2
Jjαα2J
k
α2α′ (7.2)
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for the coupling J iαα′(ω), where i ∈ {x, y, z}, the Θ-functions are defined by
Θz± = Θmax{T,|x±h|,Γ}, (7.3)
Θx± = Θ
y
± = Θmax{T,|x±h
2
|,Γ}, (7.4)
where x = µα2 −
µα + µα′
2
− ω, (7.5)
and
εijk =

1, if (i, j, k) is an even permutation of (x, y, z),
−1, if (i, j, k) is an odd permutation of (x, y, z),
0, otherwise
(7.6)
is the usual Levi-Civita symbol.
The generic RG equation (6.53) for the rates Wss′ becomes
d
dΛ
Wss′ = −pi
4
∑
αα′
pp′
∑
i∈{x,y,z}
δiss′Θ 1
2
yis
′
αα′
Θ(pyis
′
αα′)
× fpΛf−pΛ−|yis′
αα′
|J
i
αα′
[
p′
(
Λ−
∣∣∣yis′αα′∣∣∣)]2 , (7.7)
where
δzss′ = δss′ , y
zs′
αα′ = µα − µα′ ,
δiss′ = δs,−s′ , y
is′
αα′ = µα − µα′ − s′h for i ∈ {x, y},
(7.8)
and a similar equation is obtained for the renormalisation of the current rates from
Eq. (6.56). The decay rate Γ and the stationary probabilities can then be calculated
from
Γ =W↑↓ +W↓↑, p
st
↑ =
W↑↓
Γ
, pst↓ =
W↓↑
Γ
, (7.9)
and the stationary current is given by Eq. (5.178): Iγst =
∑
ss′W
γ
ss′p
st
s′ , where the RG
equation for the current rate W γss′ is given generically by Eq. (6.56) and is analogous to
Eq. (7.7) in the present case. In the following, a symmetric coupling Jαα′ = J will be
considered for simplicity.
The differential conductance at finite magnetic field for different molecular magnets
with S = 72 is shown as function of the voltage in Fig. 7.1. Different kinds of behaviour
can be observed depending on the anisotropy constants B2 and B4: for B2 = 0 and
small values of B4, no Kondo effect occurs, and there is only a very small step in the
conductance at V ≈ h which is caused by the onset of inelastic cotunnelling at this
voltage. If either B2 or B4 is increased, a Kondo effect occurs, which manifests itself in
a large resonance at V ≈ h.
This behaviour can be understood by considering the energy landscape of the molec-
ular magnet and the relations (7.1). As an example, Fig. 7.2 visualises the situations
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Figure 7.1: The differential conductance for a single molecular magnet as function of bias
voltage at hz = 10
−4 for different values of B2 and B4 and zero temperature.
The easy-axis anisotropy of the molecule is D = 0.05 and the coupling to the
leads J = 0.01. Note that the effective splitting of the states of the pseudo-
spin-12 Kondo model that is used to model the SMM, denoted by h, is given
by Eq. (7.1) and is in general not equal to the applied magnetic field hz .
which are present for B2 = 0 and B4 = 0.005 [Fig. 7.2 (a)] or B4 = 0.006 [Fig. 7.2 (b)].
For B2 = 0, only the B4-term couples the states on the parabola. Since it increases
or decreases the z-component of the spin by four, it couples the state |m = m0〉 to the
states |m = m0 + 4n〉 for n ∈ Z. It turns out that the question which of these states
the lowest-lying states |+〉 and |−〉 are linear combinations of depends on the magnitude
of B4.
For small values of B4, the state |+〉 is a linear combination of the states with m = 72
and m = −12 , and the state |−〉 is a linear combination of
∣∣m = −72〉 and ∣∣m = 12〉. As
shown in Fig. 7.2 (a), the operator S−M can then induce a transition from |−〉 to |+〉,
whereas S+M can only induce the opposite transition. Therefore, the matrix element
〈+|S+M |−〉 is zero, and 〈+|S−M |−〉 is nonzero, and according to Eq. (7.1), the product
JxJy is negative. However, the states |+〉 and |−〉 are chosen such that Jz is always
positive, and thus, the RG equation (7.2) does not lead to an enhancement of Jz (or
any other coupling; note that dΛ is negative during the RG flow) which would be the
prerequisite of the Kondo effect as discussed in section 4.4.
On the other hand, for large values of B4, |+〉 is a linear combination of the states∣∣m = 52〉 and ∣∣m = −32〉, and |−〉 is a linear combination of ∣∣m = −52〉 and ∣∣m = 32〉. In
contrast to the situation discussed previously, the matrix element 〈+|S+M |−〉 is nonzero,
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〈+|S−M|−〉 = 0
JxJy > 0
Figure 7.2: Energy landscape and coupling of the states of a molecular magnet with
S = 7/2 (cf. Fig. 4.10). The longitudinal anisotropy parameter D determines
the height of the parabola −DS2z . The transverse anisotropy terms, which are
proportional to B2 or B4, couple every second or fourth state, respectively.
For a pure B4-term, this leads to 〈+|S+M|−〉 being zero or finite, depending on
the magnitude of B4 that determines which states form the ground states |±〉.
and 〈+|S−M |−〉 is zero now [as shown in Fig. 7.2 (b)], such that the product JxJy is
positive, and the RG equation (7.2) leads to an enhancement of the couplings which
results in the Kondo effect.
The transition from JxJy < 0 to JxJy > 0 is a quantum phase transition which can
also be achieved by choosing a nonzero B2 instead of increasing B4, as indicated by the
results shown in Fig. 7.1.
7.1.2 Noise for the Isotropic Kondo Model
The frequency-dependent noise is only calculated for the isotropic Kondo model without
magnetic field because this permits some simplifications (see section 6.3.5). At zero
temperature, the decay rate and the stationary current are
Γ = piV (Jnd|Λ=V )2 , ILst =
3
4
Γ, (7.10)
and the diagonal noise is given by
S˜LL(Ω) =
3pi
8
∑
±
|V ±Ω|
(
Jnd,Ω|Λ=|V±Ω|
)2
, (7.11)
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Figure 7.3: Frequency-dependent noise S˜(Ω) = S˜LL(Ω) for nonequilibrium transport
through an isotropic Kondo model with TK = 10
−8 with symmetric couplings
at zero temperature without magnetic field. The noise S˜(Ω), which was
calculated for three different voltages here, shows a dip at Ω = ±V .
where the leading-order RG equation of the frequency-dependent coupling Jnd,Ω is
d
dΛ
Jnd,Ω = − 1
Λ
∑
±
Θmax{|V±Ω|,Γ}JdJnd (7.12)
if the coupling to the leads is symmetric, such that JL = JR = Jd.
The flow of the couplings entering the decay rate Γ and the current is cut at Λ = V ,
but the frequency-dependent coupling Jnd,Ω in the noise is evaluated at Λ = |V ± Ω|
which can be tuned to zero by considering the noise at frequency Ω = ±V . In this case,
the cutoff scale Γ in Eq. (7.12) becomes important, and the noise at Ω ≈ ±V is thus
sensitive to the decay rate Γ.
The noise for symmetric couplings and different voltages is shown in Fig. 7.3. The
shape of the noise can be interpreted using a golden rule argument: while the current is
proportional to V , or, more precisely, V (Jnd|Λ=V )2, because the energy window which
is available for transport is V = µL − µR [see Fig. 7.4 (a)], the situation for the noise is
more complicated, see Fig. 7.4 (b). It can be visualised as the sum of two superimposed
currents which have modified energy windows |V ± Ω| because energy conservation can
be violated on short time scales, and the noise frequency can be added to or subtracted
from the energy of a transported electron. If the couplings were not affected by the noise
frequency Ω, the noise would thus be proportional to |V − Ω| + |V + Ω|, i.e., it would
be a constant for |Ω| < |V | and increase linearly for larger values of |Ω|. However, the
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Figure 7.4: Visualisation of the expressions (7.10) and (7.11) for the stationary cur-
rent and the noise, respectively. (a) Current. The energy window which is
available for electron transport is V = µL − µR, such that the leading-order
expression for the current is∼ V (Jnd|Λ=V )2. (b) Frequency-dependent noise.
On short time scales, the energy of a transported electron can be modified
by the noise frequency Ω, such that the energy window becomes |V + Ω| or
|V − Ω| (note that only the absolute value is important). Additionally, Ω
enters the cutoff scales of the couplings. The noise can thus be visualised as
the sum of two superimposed currents ∼ |V ± Ω|
(
Jnd,Ω|Λ=|V±Ω|
)2
.
flow of the renormalised couplings which appear in the two terms in the noise is cut at
Λ = |V ±Ω|, and this additional Ω-dependence leads to the dip at Ω = ±V in the noise,
see Fig. 7.3.
As mentioned already, the noise is sensitive to the decay rate Γ in the vicinity of this
dip. This can be shown best by plotting the derivative of the frequency-dependent noise
with respect to the frequency Ω, see Fig. 7.5. In this figure, the derivative of the noise
is plotted for three different setups with asymmetric couplings
JL = (1 + a)J0, JR = (1− a)J0, (7.13)
where J0 is a constant which is chosen such that the Kondo temperature is TK = 10
−8
for a = 0. Changing the asymmetry parameter a is an easy way to tune the decay rate
Γ because Γ ∝ (Jnd|Λ=V )2 according to (7.10), and
J2nd = JLJR = (1− a2)J20 (7.14)
before the RG flow starts, and also(
J2nd
∣∣
Λ
) ∝ 1− a2 (7.15)
in leading order during the RG flow. Therefore, an increase in the asymmetry parameter
a leads to a decrease in the decay rate Γ which manifests itself in more pronounced
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Figure 7.5: Derivative of the noise S˜(Ω) = S˜LL(Ω) for the isotropic Kondo model with-
out magnetic field at V = 50TK,a=0 with respect to the frequency Ω. The
asymmetry of the couplings is described by the asymmetry parameter a,
where JL,R = (1± a)J0.
features in the derivative of the noise, as can be seen in the shoulders around Ω = V
in Fig. 7.5. Outside the region where Ω ≈ V , the noise (normalised by dividing by the
zero-frequency noise) and its derivative are practically not affected by changes of the
asymmetry because the flow of the coupling Jnd,Ω is cut off by either |V +Ω| or |V −Ω|
then, which are both much larger than the decay rate in this case.
7.1.3 Conclusion
The Real Time RG in time space, introduced in the previous chapter, was used to study
nonequilibrium transport in the Kondo model. The time evolution of the reduced den-
sity matrix was considered using a perturbation expansion in the coupling to the leads,
which was discussed in section 5.3.2, and the resulting perturbation series in time space
was evaluated approximately using the Real Time RG approach with a bandwidth cut-
off. Thanks to the microscopic derivation of the RG equations and the consideration of
the full Keldysh structure, all cutoff scales for the flow of the couplings appear natu-
rally within the calculation, even in the leading-order RG equations. This includes the
applied bias voltage and the magnetic field, but also the relaxation and decoherence
rates that are related to the eigenvalues of the renormalised Liouvillian, which describes
the time evolution of the system. The correct treatment of the physics of relaxation
and decoherence (in addition to the broadening of the energy levels) is a key feature
of the Real Time RG. This is not possible in methods which operate on one branch of
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the Keldysh contour only. In these approaches, the relaxation and decoherence rates
are either calculated using Fermi’s golden rule and then put into the RG equations by
hand [28–30], or the flow of the couplings is treated on a pure Hamiltonian level1 [31].
A technical difficulty is caused by the eigenvalue zero of the Liouvillian, which is always
present because it is related to the existence of a stationary state of the system, and
which could in principle lead to divergences in the RG flow of the couplings. This would
induce a flow to the strong coupling regime which cannot be addressed with a method
that is based on an expansion in the renormalised coupling. It could be shown that such
divergences do not occur in the leading-order equations for the flow of the couplings. The
factors e±iLS(t−t0) in the definition of the interaction picture of the various vertices [see,
e.g., Eq. (5.87)] ensure that there is always a relaxation and decoherence rate present
which serves as a cutoff scale for the RG flow, but they also cause artificial combinations
of different rates, which depend on the time ordering that is chosen for the renormalised
vertices. It is thus impossible to identify the correct prefactor of each rate which cuts
off the RG flow of a coupling, and therefore, all rates were replaced by an overall cutoff
scale Γ. This would be problematic in situations where several different rates that differ
by orders of magnitude play a role.
The method was first applied to nonequilibrium transport through single molecular
magnets (SMMs) in a magnetic field, which can be mapped to a fully anisotropic Kondo
model. By studying the differential conductance in the regime where the voltage matches
the magnetic field, it turned out that, depending on the anisotropy of the SMM, either
a Kondo effect occurs, which manifests itself in a strong logarithmic enhancement of
the differential conductance, or only a small step appears that is due to inelastic cotun-
nelling. This can be explained with the relative sign of the anisotropic couplings, which
is influenced by the anisotropy terms in the SMM Hamiltonian and which determines if
the RG flow leads to a logarithmic scaling of the couplings or not.
It was then studied how the RG flow of the couplings affects the finite-frequency noise
for nonequilibrium transport in the isotropic Kondo model. A formula for the noise was
found which could be interpreted by a violation of energy conservation on short time
scales. The shape of the noise was found to be strongly influenced by the renormalisation
of the couplings. The behaviour of the noise at its minimum was examined more closely
by varying the asymmetry of the couplings to the left and right leads to visualise the
effect of the relaxation and decoherence rates on the precise line shape.
7.2 Results for the Real Time RG in Frequency Space
7.2.1 The Anisotropic Kondo Model
In this section, the Real Time RG formalism in frequency space, which was developed
in section 6.4, is applied to the anisotropic spin-12 Kondo model in an external magnetic
1Note that the energy broadening terms can still lead to a cutoff of the RG flow even on a Hamiltonian
level.
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field h0 > 0. The Hamiltonian is given by
HS = h0S
z,
V = 12
∑∫
11′
g11′ : a1a1′ :,
g11′ =
1
2
{ ∑
i=x,y,z
(
J iαα′
)
0
Siσ
i
σσ′ for η = −η′ = +,
−∑i=x,y,z (J iα′α)0 Siσiσ′σ for η = −η′ = −,
(Jxαα′)0 =
(
Jyαα′
)
0
=
(
J⊥αα′
)
0
,
(7.16)
where Si is the i-component of the spin-
1
2 operator of the quantum dot, σ
i is a Pauli
matrix (i ∈ {x, y, z}), and (Jzαα′)0 [(J⊥αα′)0] are the exchange couplings which correspond
to processes without (with) spin-flip. The index ’0’ is used to distinguish these initial
couplings from the renormalised couplings. Note that
(
Jxαα′
)
0
=
(
Jyαα′
)
0
=
(
J⊥αα′
)
0
, such
that the system is invariant under rotations about the z-axis. According to Eq. (C.15),
the couplings, which are derived from the Anderson model using the Schrieffer-Wolff
transformation, fulfil
(
Jχαα′
)
0
=
(
Jχα′α
)
0
, and
[(
Jχαα′
)
0
]2
= (Jχα )0
(
Jχα′
)
0
for χ = z,⊥.
Furthermore, the ratio between the left, right and diagonal couplings is the same for
χ = z and χ =⊥, such that one can write(
Jχαα′
)
0
= 2
√
xαxα′J
χ
0 , where xα + xα′ = 1, (7.17)
with a suitable Jχ0 for χ = z,⊥ (the notation Jχαα = Jχα is used for convenience here).
The lead indices are α,α′ ∈ {L,R} (except for the case where the renormalised mag-
netic field is measured using a three-terminal setup with a weakly coupled probe lead,
labelled with α = P; this will be discussed later). The chemical potential of lead α is
given by
µα = α
V
2
, (7.18)
where L = +, R = −, and V > 0 is the applied voltage.
7.2.2 Superoperators in Liouville Space
In Liouville space, the vertex corresponds to the superoperator
Gpp
′
11′ =
1
2
δpp′
{ ∑
i=x,y,z
(
J iαα′
)
0
Lpi σ
i
σσ′ for η = −η′ = +,
−∑i=x,y,z (J iα′α)0 Lpi σiσ′σ for η = −η′ = −, (7.19)
where the spin superoperators Lp are defined by their action on an arbitrary operator b,
L
+b = Sb, L−b = −bS. (7.20)
The next step is the derivation of a closed set of basis superoperators which can be used
to evaluate the RG equations for the vertex, the Liouvillian, and the irreducible blocks.
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Because the Hilbert space (spanned by the states | ↑〉 and | ↓〉) is two-dimensional, the
Liouville space of operators acting on it is four-dimensional, and the superoperators
defined in this section can be represented by 4 × 4-matrices. This means that at most
4× 4 = 16 basis superoperators are needed.
First the four scalar superoperators
La = 34 · 1+L+ · L−, Lb = 14 · 1−L+ ·L−,
Lc = 12 · 1+ 2L+z L−z , Lh = L+z + L−z
(7.21)
are defined, where 1 is the identity superoperator. Scalars like the quantum dot Liou-
villian LS and the irreducible current block Σ˜γ(z) are linear combinations of these four
superoperators.
To represent the vertex Gpp
′
11′ using a simple set of basis superoperators, the vector
superoperators
L
1 = 12
(
L
+ −L− − 2iL+ ×L−) , (7.22)
L
2 = −12
(
L
+ +L−
)
, (7.23)
L
3 = 12
(
L
+ −L− + 2iL+ ×L−) (7.24)
are defined. Because the coupling to the leads (and hence the vertex Gpp11′) is not isotropic,
these vector superoperators have to be split into their components, and these must be
considered separately. Raising and lowering superoperators are defined by
Li± = L
i
x ± iLiy for i ∈ {1, 2, 3,+,−}. (7.25)
Adding the set {L1z, L3z, L1±, L3±, L4±, L5±} to the four scalar superoperators yields a
convenient superoperator basis, where
L4± = L
2
± ±
(
L+±L
−
z + L
+
z L
−
±
)
,
L5± = L
2
± ∓
(
L+±L
−
z + L
+
z L
−
±
)
.
(7.26)
The basis thus consists of the 14 superoperators
La, Lb, Lc, Lh, L1z , L3z, L1+, L
1
−, L
3
+, L
3
−, L
4
+, L
4
−, L
5
+, L
5
−. (7.27)
The results of a multiplication of two of the 14 basis superoperators are summarised
in table 7.1. Note that products of the form Li±L
i
± for i ∈ {1, 3, 4, 5} (i.e., products
where the ±-index is the same for both superoperators) are not considered in the table.
Products of this form do not occur for the anisotropic Kondo model with Jxαα′ = J
y
αα′
and are therefore not important here.2
2If one considered the fully anisotropic Kondo model with Jxαα′ 6= J
y
αα′
, one would find that products
of the form Li±L
i
± are important and that not all of them can be expressed as a linear combination
of the 14 basis superoperators used here. In this case, one needs two additional basis superoperators
L++ = L
3
+L
1
+ = −L
5
+L
4
+ and L−− = L
3
−L
1
− = −L
5
−L
4
−.
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LiLj La Lb Lc Lh L1z L3z L1∓ L
3
∓ L
4
∓ L
5
∓
La La 0 Lc Lh 0 L3z 0 L3∓ L
4
∓ L
5
∓
Lb 0 Lb 0 0 L1z 0 L1∓ 0 0 0
Lc Lc 0 Lc Lh 0 0 0 L3∓ 0 L
5
∓
Lh Lh 0 Lh Lc 0 0 0 ∓L3∓ 0 ∓L5∓
L1z L1z 0 0 0 0 Lb 0 0 ±L1∓ 0
L3z 0 L3z 0 0 La − Lc 0 ±L4∓ 0 0 0
L1± L
1
± 0 L
1
± ∓L1± 0 0 0 2Lb 0 ∓2L1z
L3± 0 L
3
± 0 0 ±L5± 0 Lc ± Lh 0 0 0
L4± L
4
± 0 L
4
± ∓L4± 0 0 0 ∓2L3z 0 2La − 2Lc
L5± L
5
± 0 0 0 0 ±L3± 0 0 Lc ± Lh 0
Table 7.1: Superoperator algebra. The table lists the products LiLj for all superopera-
tors Li and Lj from the basis (7.27). The first factor Li is determined by the
row and the second factor Lj by the column in the table.
When performing the trace over the quantum dot degrees of freedom, some terms do
not have to be considered because
TrS {Lχb} = 0 for χ ∈ {a, c, h, 3z},
TrS
{
Lχ±b
}
= 0 for χ ∈ {3, 4, 5} (7.28)
for any operator b, whereas
TrS
{
Lbb
}
6= 0, TrS
{
L1zb
} 6= 0, TrS {L1±b} 6= 0 (7.29)
in general. The behaviour of the basis superoperators under the c-transform, defined in
Eq. (5.151), is
(Lχ)c = Lχ, for χ ∈ {a, b, c, 1z, 3z}, (7.30)(
Lh
)c
= −Lh, (7.31)(
Lχ±
)c
= Lχ±, for χ ∈ {1, 3}, (7.32)(
Lχ±
)c
= −Lχ±, for χ ∈ {4, 5}. (7.33)
7.2.3 Liouvillian, Stationary Density Matrix, and Current
Because of spin-rotational invariance about the z-axis, the fact that the trace of the
Liouvillian applied to any operator vanishes [see Eq. (5.154)], and the relations (7.28)
and (7.29), the quantum dot Liouvillian and the irreducible current block can be repre-
sented as
LS(z) = h(z)L
h − iΓa(z)La − iΓc(z)Lc − iΓ3z(z)L3z , (7.34)
Σ˜γ(z) = iΓ
b
γ(z)L
b + iΓ1zγ (z)L
1z (7.35)
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at each point of the RG flow, where the prefactors of the basis superoperators on the
right hand sides are Λ-dependent. Note that terms which have a zero trace do not have
to be included in Σ˜γ(z) because they do not contribute to the current.
Combining Eqs. (5.156), (5.157), (7.30), and (7.31) leads to the behaviour of the
different components of LS(z) and Σ˜γ(z) under complex conjugation:
Γχ(z)∗ = Γχ(−z∗), for χ ∈ {a, c, 3x}, (7.36)
Γχγ (z)
∗ = Γχγ (−z∗), for χ ∈ {b, 1z}, (7.37)
h(z)∗ = h(−z∗). (7.38)
The Liouvillian (7.34) has four eigenvalues λi(z). They are listed along with the projec-
tion superoperators Pi(z) which project every operator to the corresponding eigenspace:
λ0(z) = 0, P0(z) = L
b − Γ
3z(z)
Γa(z)
L3z, (7.39)
λ1(z) = −iΓa(z), P1(z) = La − Lc + Γ
3z(z)
Γa(z)
L3z, (7.40)
λ±(z) = ±h(z)− i (Γa + Γc) (z), P±(z) = L
c ± Lh
2
. (7.41)
According to Eq. (5.141), the stationary density matrix is an element of the eigenspace
of the eigenvalue λ0(iη) = 0. Considering that the trace of the density matrix should be
one, this yields3
ρstS =
1
2
1− Γ
3z
Γa
Sz (7.43)
(if the frequency argument is left out in the components of the Liouvillian, z = iη is
assumed implicitly here and in the following). The diagonal elements of ρstS are the
occupation probabilities of the states |↑〉 and |↓〉,
p↑ =
Γa − Γ3z
2
, p↓ =
Γa + Γ3z
2
. (7.44)
Using the magnetisation, which is given by
M =
p↑ − p↓
2
= −Γ
3z
2Γa
, (7.45)
3This can be deduced easily from the structure of the projector P0(z), see Eq. (7.39), and the following
results of the application of Lb and L3z to the basis operators of the Liouville space of the Kondo
model:
Lb |↑〉 〈↑| = Lb |↓〉 〈↓| =
1
2
1, Lb |↑〉 〈↓| = Lb |↓〉 〈↑| = 0,
L3z |↑〉 〈↑| = L3z |↓〉 〈↓| = Sz, L3z |↑〉 〈↓| = L3z |↓〉 〈↑| = 0
(7.42)
[note that Sz = 1
2
(|↑〉 〈↑| − |↓〉 〈↓|)].
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σiσj σ
z
+ σ
z
− σ+ σ−
σz+ σ
z
+ 0 σ+ 0
σz− 0 σ
z
− 0 σ−
σ+ 0 σ+ 0 σ
z
+
σ− σ− 0 σ
z
− 0
Table 7.2: Spin matrix algebra. The table lists the products σiσj for the spin matrices
defined in Eq. (7.49). The first factor σi is determined by the row and the
second factor σj by the column in the table.
Eq. (7.43) can be rewritten as
ρstS =
1
2
1+ 2MSz. (7.46)
The stationary current, which can be calculated from Eqs. (5.145) and (7.35), is then
given by4
Iγst = Γ
b
γ + 2MΓ
1z
γ . (7.48)
7.2.4 Representation of the Vertices
The vertices cannot be represented using the superoperator basis (7.27) alone because
the vertex G¯11′ =
∑
pG
pp
11′ (and hence also the current vertex) contains Pauli matrices
according to Eq. (7.19). It is convenient to define the spin matrices
σz± =
1± σz
2
, σ± =
σx ± iσy
2
. (7.49)
It is easy to verify that products of these matrices are given by table 7.2. Using the
spin-rotational invariance about the z-axis, the fact that the trace of the vertex Gpp11′
applied to any operator vanishes [see Eq. (5.155)], and the relations (7.28) and (7.29),
the vertex G¯11′(z) can then be represented as
G¯11′(z)
∣∣
η=−η′=+
=
∑
s=±
∑
χ=a,c,h,3z
G¯χsαα′(z) (σ
z
s)σσ′ L
χ
+
∑
s=±
∑
χ=3,4,5
G¯χsαα′(z) (σs¯)σσ′ L
χ
s
(7.50)
4To evaluate the current, one uses
1
2
TrS
n
Lb1
o
= TrS
˘
L1zSz
¯
= 1, TrS
n
LbSz
o
= TrS
˘
L1z1
¯
= 0. (7.47)
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for η = −η′ = +. Analogously, one can represent the current vertex as
I¯γ11′(z)
∣∣
η=−η′=+
=
∑
s=±
∑
χ=b,1z
I¯γχsαα′ (z) (σ
z
s)σσ′ L
χ
+
∑
s=±
I¯γ,1sαα′ (z) (σs¯)σσ′ L
1
s.
(7.51)
Note that the current vertex is always the first vertex in each diagram that contributes
to the current. Only the trace of those diagrams is important, such that no terms
containing a superoperator which has zero trace when applied to any operator need to
be considered for the current vertex, see Eq. (7.28).
The form of the vertices for η = −η′ = − can be deduced from the symmetry rela-
tions (5.152) and (5.153). Some properties of the components G¯χsαα′(z) and I¯
γχs
αα′ (z) of
the vertices are discussed in Ref. 39.
7.2.5 Solution of the RG Equations
Using the representations (7.34), (7.34), (7.50), and (7.51) of the Liouvillian, the ir-
reducible current block, and the vertices, respectively, which have been derived in the
previous sections, and the multiplication tables 7.1 and 7.2, the RG procedure which
was outlined in section 6.4 can be carried out:
1. The initial values of the important quantities follow directly from the Hamilto-
nian (7.16):
• The initial components of the Liouvillian are
h(0)(z) = h0, (Γ
a)(0) (z) = (Γc)(0) (z) =
(
Γ3z
)(0)
(z) = 0. (7.52)
• The irreducible current block is zero initially:(
Σ˜γ
)(0)
(z) = 0. (7.53)
• The vertex G¯11′ =
∑
pG
pp
11′ can be represented as
G¯11′ = −
∑
i=x,y,z
(
J iαα′
)
0
L2iσ
i
σσ′ (7.54)
according to (7.19) and the definition (7.23) of the superoperator L2. Using
L2z = −12Lh [see Eq. (7.21)] and L2± = 12 (L4±+L5±) [see Eq. (7.26)], this yields(
G¯hsαα′
)(0)
(z) =
1
2
s (Jzαα′)0 ,(
G¯χsαα′
)(0)
(z) = −1
2
(
J⊥αα′
)
0
for χ ∈ {4, 5}
(7.55)
(provided that η = −η′ = +) for the initial components of the vertex in the
representation (7.50). All other components are zero initially.
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• The initial value of the vertex G˜11′ =
∑
p pG
pp
11′ is determined analogously.
Its nonzero components are(
G˜χsαα′
)(0)
(z) =
1
2
s (Jzαα′)0 for χ ∈ {1z, 3z},(
G˜χsαα′
)(0)
(z) =
1
2
(
J⊥αα′
)
0
for χ ∈ {1, 3}
(7.56)
for η = −η′ = +.
• The current vertex is related to the vertex G˜11′ via I¯γ11′ = cγ11′G˜11′ , see
Eq. (5.52). Terms which have zero trace when applied to every operator
need not be considered because they do not contribute to the current, such
that the only components to be considered for the current vertex are(
I¯γ1zsαα′
)(0)
(z) =
1
2
s
(
Jγzαα′
)
0
,(
I¯γ1sαα′
)(0)
(z) =
1
2
(
Jγ⊥αα′
)
0
,
(7.57)
where the current couplings are defined by(
J
γz/⊥
αα′
)
0
= cγαα′
(
Jz,⊥αα′
)
0
with cγαα′ = −
1
2
(
δγα − δγα′
)
. (7.58)
2. The values of the relevant quantities after the discrete RG step are given by
Eqs. (6.80)–(6.82) and the corresponding equations for the current vertex and the
irreducible current block. To evaluate them, the representations of the vertices,
the Liouvillian, and the irreducible current block have to be substituted, and the
multiplication tables for the superoperators and the spin matrices have to be used.
3. Finally, the continuous RG step has to be performed. The RG equations are
given in Eqs. (6.89) and (6.90). These (and the corresponding equations for the
current vertex and the irreducible current block) are also solved by substituting the
representations of all involved quantities and evaluating the terms according to the
multiplication tables 7.1 and 7.2. All terms in leading order and logarithmically
enhanced terms in next-to-leading order are considered, as outlined in section 6.4.4.
The realisation and the results of the last two steps can be found in Ref. 39. Especially
the last step is quite challenging and involves many lengthy expressions and is therefore
not presented in detail here. All final results will be summarised in the following section.
7.2.6 Results
In this section, the results of the application of the Real Time RG in frequency space to
the anisotropic Kondo model (see section 7.2.1) are presented. As pointed out earlier,
the full calculation can be found in Ref. 39.
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It turns out that the relation (7.17) is preserved during the entire RG flow, i.e., that(
Jχαα′
)
Λ
= 2
√
xαxα′J
χ
Λ , where xα + xα′ = 1, (7.59)
is fulfilled for any value of the flow parameter Λ, if the couplings Jzαα′ and J
⊥
αα′ are
identified with the components of the vertex G¯Λ11′ in leading order according to Eq. (7.55).
The RG equations for the couplings JzΛ and J
⊥
Λ are
dJzΛ
dΛ
= − 2
Λ
(
J⊥Λ
)2
,
dJ⊥Λ
dΛ
= − 2
Λ
JzΛJ
⊥
Λ . (7.60)
These equations are solved by
JzΛ = c
1 +
(
TK
Λ
)4c
1−
(
TK
Λ
)4c , J⊥Λ = 2c
(
TK
Λ
)2c
1 −
(
TK
Λ
)4c , (7.61)
where the two constants TK and c
2 are the Kondo temperature and a parameter which
measures the anisotropy and are given by5
TK = Λ0
√
J⊥0
(
Jz0 − c
Jz0 + c
) 1
4c
, c2 = (Jz0 )
2 −
(
J⊥0
)2
. (7.63)
The prefactor
√
J⊥0 in the Kondo temperature TK arises from the consideration of third-
order terms for the vertex renormalisation, which means that the couplings (7.61) that
depend on this TK already contain some higher-order effects (for details, see Ref. 39).
Note that the constant c can be imaginary if the initial couplings fulfil J⊥0 > J
z
0 .
The scale Λc, defined in Eq. (6.97), that must be much larger than the Kondo temper-
ature TK to make sure that the system is in the weak coupling regime, and that separates
the two flow parameter regimes in which the RG equations are solved in different ways
(see section 6.4.4), is given in the present case by
Λc = max{V, h˜}, (7.64)
where h˜ is the renormalised magnetic field (7.71). In the following, all couplings are
evaluated at Λ = Λc, unless specified otherwise.
In logarithmic terms, the shorthand notation
Li(x) = ln Λc√
x2 + Γ˜2i
for i ∈ {1, 2,−} (7.65)
5The parameter Λ0 is chosen as
Λ0 =
pi2
16 ln 2
D, (7.62)
where D is the half bandwidth. See Ref. 39 for details.
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is used, where Γ˜1 and Γ˜2 are the relaxation and decoherence rates, given by Eqs. (7.72)
and (7.73), and Γ˜− =
∣∣∣Γ˜1 − Γ˜2∣∣∣ is their difference. Absolute values and Θ-functions are
broadened close to resonances. They are defined using the broadened sign function
signi(x) =
2
pi
arctan
x
Γ˜i
for i ∈ {1, 2,−} (7.66)
by
|x|i = x signi(x), Θi(x) =
1 + signi(x)
2
for i ∈ {1, 2,−}. (7.67)
In the following, the results will be summarised. First, the renormalised magnetic field,
the renormalised g-factor, the relaxation and decoherence rates, the magnetisation, the
susceptibility, and the differential conductance will be discussed for the isotropic Kondo
model. Then a three-terminal setup will be presented as an elegant way to measure the
renormalised magnetic field, and finally, it will be discussed how the results are affected
if an anisotropic Kondo model is considered.
Renormalised magnetic field, spin relaxation and decoherence rates
The renormalised magnetic field h˜ and the relaxation and decoherence rates Γ˜1 and Γ˜2
of the system are the nonzero real and the negative imaginary parts of the poles zi
of the resolvent Π(z), see Eq. (5.150). According to Eq. (5.148), these poles are the
self-consistent solutions of the equation zi = λi(zi), where λi(z) are the eigenvalues of
the effective Liouvillian, given in the present case of the anisotropic Kondo model by
Eqs. (7.39)–(7.41).
The renormalised magnetic field h˜, which is calculated up to logarithmic terms in the
second order in the renormalised coupling, is the real part of the eigenvalue6 λ+
(
h˜− iΓ˜2
)
,
see Eq. (7.41):
h˜ = Re
{
h
(
h˜− iΓ˜2
)}
+ Im
{
(Γa + Γc)
(
h˜− iΓ˜2
)}
. (7.68)
The relaxation and decoherence rates are the negative imaginary parts of the eigen-
values λ1
(
−iΓ˜1
)
and λ+
(
h˜− iΓ˜2
)
, or equivalently, λ−
(
−h˜− iΓ˜2
)
, respectively, see
Eqs. (7.40) and (7.41):
Γ˜1 = Re
{
Γa
(
−iΓ˜1
)}
, (7.69)
Γ˜2 = − Im
{
h
(
h˜− iΓ˜2
)}
+Re
{
(Γa + Γc)
(
h˜− iΓ˜2
)}
. (7.70)
6Note that eh is also equal to the negative real part of the eigenvalue λ− “−eh− ieΓ2”. The expressions
Re
n
λ+
“eh− ieΓ2”o and −Renλ− “−eh− ieΓ2”o are equal because λ±(z) = ±h(z) − i (Γa + Γc) (z)
according to (7.41), because of the properties (7.36) and (7.38), and the relation (7.70) for the rateeΓ2. The other poles do not have a nonzero real part and are therefore unrelated to the renormalised
magnetic field eh.
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Because the renormalised magnetic field and the rates appear both on the left hand side
and on the right hand side of Eqs. (7.68)–(7.70) and because all quantities depend on h˜
via Λc [see Eq. (7.64)] and the renormalised couplings, which are evaluated at Λ = Λc,
the final equations for h˜, Γ˜1, Γ˜2, and the couplings have to be solved self-consistently.
It is shown in Ref. 39 that the renormalised field (up to logarithmic terms in second
order) and the rates (up to logarithmic terms in third order) are given by7
h˜ = h− 1
2
h˜L−
(
h˜
)∑
α
(
J⊥α
)2
+
1
2
(
V − h˜
)
L−
(
V − h˜
)(
J⊥nd
)2
, (7.71)
Γ˜1 =
pi
2
h˜
∑
α
(
J⊥α
)2
+
pi
2
(∣∣∣V − h˜∣∣∣
−
+ V + h˜
)(
J⊥nd
)2
(7.72)
+ pih˜L−
(
h˜
)∑
α
Jzα
(
J⊥α
)2
+
pi
2
∣∣∣V − h˜∣∣∣
−
L−
(
V − h˜
)∑
α
Jzα
(
J⊥nd
)2
− pi
2
(
V − h˜
)
L−
(
V − h˜
)
JzndJ
⊥
nd
∑
α
J⊥α
Γ˜2 =
pi
2
V (Jznd)
2 +
pi
4
h˜
∑
α
(
J⊥α
)2
+
pi
4
(∣∣∣V − h˜∣∣∣
−
+ V + h˜
)(
J⊥nd
)2
(7.73)
+
pi
2
h˜L−
(
h˜
)∑
α
Jzα
(
J⊥α
)2
+
pi
4
∣∣∣V − h˜∣∣∣
−
L−
(
V − h˜
)∑
α
Jzα
(
J⊥nd
)2
+
pi
4
(
V − h˜
)
L−
(
V − h˜
)
JzndJ
⊥
nd
∑
α
J⊥α ,
where
h =
{
1− 1
2
∑
α
[Jzα − (Jzα)0]
}
h0 (7.74)
is the renormalised magnetic field up to first order in the couplings. h is smaller than
h0 because the renormalised coupling J
z
α is larger than the initial coupling (J
z
α)0.
To visualise the logarithmic terms better, it is helpful to differentiate the renormalised
magnetic field and the relaxation and decoherence rates with respect to the applied
7Note that the rates which broaden the logarithms and the absolute values in the renormalised magnetic
field and the relaxation and decoherence rates are incorrect in Eqs. (393)–(395) of Ref. 39. The reason
is that it was incorrectly assumed that the imaginary part of the argument zi of the eigenvalue λi(zi)
can be neglected in the self-consistency equation zi = λi(zi), see Eq. (5.148), if only the leading
order and logarithmic terms in the next-to-leading order are of interest. This is why eΓ2 and eΓ1 were
obtained as the broadening scales for λ1(z1) and λ±(z±), respectively. It turns out that the effect
of considering these imaginary parts consistently is that the broadening scales eΓ1 and eΓ2 are both
replaced by their difference eΓ−.
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magnetic field8 h0. The derivatives of the couplings and of the logarithms Li (. . .) are
small corrections and are not considered here. The results of the differentiation with
respect to h0 are
g˜ = 2
dh˜
dh0
= 2−
∑
α
[Jzα − (Jzα)0]− L−
(
h˜
)∑
α
(
J⊥α
)2
− L−
(
V − h˜
)(
J⊥nd
)2
,
(7.75)
dΓ˜1
dh0
=
pi
2
∑
α
(
J⊥α
)2
+ piΘ−
(
h˜− V
)(
J⊥nd
)2
(7.76)
+ piL−
(
h˜
)∑
α
Jzα
(
J⊥α
)2
+ piΘ−
(
h˜− V
)
L−
(
V − h˜
)∑
α
Jzα
(
J⊥nd
)2
,
dΓ˜2
dh0
=
pi
4
∑
α
(
J⊥α
)2
+
pi
2
Θ−
(
h˜− V
)(
J⊥nd
)2
(7.77)
+
pi
2
L−
(
h˜
)∑
α
Jzα
(
J⊥α
)2
− pi
2
Θ−
(
V − h˜
)
L−
(
V − h˜
)∑
α
Jzα
(
J⊥nd
)2
.
Note that twice the derivative of h˜ with respect to h0 was denoted with g˜, which is called
renormalised g-factor.
The h0-dependence of the renormalised g-factor (7.75) for the isotropic Kondo model
is shown in Fig. 7.6 at constant voltage (in this and all following plots, the energy scales
are measured in units of the half bandwidth D which is set to D = 1 for convenience).
In first order in the couplings, g˜ deviates from the unrenormalised value g = 2 by the
term −∑α [Jzα − (Jzα)0] according to Eq. (7.75), which is a constant for h˜ < V = Λc and
decreases if h˜ becomes larger than the voltage (and thus equal to the cutoff scale Λc [see
Eq. (7.64)] which determines the renormalisation of the couplings). In second order in
the couplings, the renormalised g-factor shows a symmetric logarithmic suppression for
h˜ ≈ V .
It is obvious that the suppression of g˜ at the resonance position V = h˜, where it
is usually read off from the differential conductance, see Fig. 7.9, is very important.
A proposal for the experimental determination of g˜, which is based on conductance
measurements in a three-terminal setup, will be discussed later in this chapter.
The derivatives (7.76) and (7.77) of the rates show a jump at h˜ = V in leading order,
see Fig. 7.7. In the vicinity of the resonance position h˜ = V , d
eΓ1
dh0
shows a logarithmic en-
hancement in next-to-leading order for h˜ > V , whereas d
eΓ2
dh0
is logarithmically suppressed
for h˜ < V .
It can be seen in Figs. 7.6 and 7.7 that the expressions for the renormalised g-factor
and the derivatives of the rates which were obtained using the Real Time RG in frequency
8Note that it is equivalent to differentiate the rates eΓ1 and eΓ2 and the second-order terms in eh with
respect to the renormalised magnetic field eh: multiplying the resulting expressions with ∂eh
∂h0
would
lead to new terms which are one order higher in the couplings, i.e., terms which have been neglected
anyway, according to Eqs. (7.71) and (7.74).
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Figure 7.6: Renormalised g-factor for an isotropic Kondo model with TK = 10
−8 at a
constant voltage V = 10−4 [see Eq. (7.75)]. g˜ shows logarithmic suppressions
in second order in the couplings for h˜→ 0 and h˜ ≈ V .
space diverge for h˜→ 0 (which is equivalent to h0 → 0). The reason is that the difference
of the rates Γ˜1 and Γ˜2 vanishes in the isotropic case for h˜ = 0, such that the logarithm
L−
(
h˜
)
in Eqs. (7.75)–(7.77) diverges. This divergence is unphysical: it occurs in the
regime where JL−
(
h˜
)
∼ O(1), which is the case for exponentially small magnetic
fields, h0 ≈ h˜ ∼ V e−1/J . In this regime, the perturbation expansion in the renormalised
coupling which was performed to obtain these results is invalid. For the parameters used
here, this is the case for h0 .
TKV
D = 10
−7V .
Magnetisation and susceptibility
The magnetisation is related to the ratio of the components Γa = Γa(0) and Γ3z =
Γ3z(0) of the Liouvillian according to Eq. (7.45). They are given by (see Ref. 39 for the
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Figure 7.7: Derivatives of Γ˜1 and Γ˜2 with respect to the magnetic field for an isotropic
Kondo model with TK = 10
−8 at constant voltage V = 10−4, see Eqs. (7.76)
and (7.77). Both show a jump in leading order at h˜ = V and a logarithmic
enhancement in next-to-leading order for h˜ → 0. However, the next-to-
leading-order behaviour at h˜ = V is different for both rates.
calculation):
Γa =
pi
2
h˜
(
J⊥α
)2
+
pi
2
(∣∣∣V − h˜∣∣∣
2
+ V + h˜
)(
J⊥nd
)2
(7.78)
+ pih˜L2
(
h˜
)∑
α
Jzα
(
J⊥α
)2
+
pi
2
∣∣∣V − h˜∣∣∣
2
L2
(
V − h˜
)∑
α
Jzα
(
J⊥nd
)2
− pi
2
(
V − h˜
)
L2
(
V − h˜
)
Jznd,
Γ3z =
pi
2
h˜
[∑
α
(
J⊥α
)2
+ 2
(
J⊥nd
)2]
(7.79)
+ pih˜L2
(
h˜
)∑
α
[
Jzα
(
J⊥α
)2
+ J⊥α J
z
ndJ
⊥
nd
]
− pi
2
(
V − h˜
)
L2
(
V − h˜
)∑
α
[
Jzα
(
J⊥nd
)2
+ J⊥α J
z
ndJ
⊥
nd
]
.
147
7 Real Time RG: Results for the Kondo Model in Nonequilibrium
Because all second-order terms and the logarithmic terms in third order of Γa and Γ3z
are known, the leading (i.e., zeroth) order term and logarithmic terms in first order
in the couplings can be calculated for the magnetisation M = −Γ3z/(2Γa). Using the
shorthand notation
X = h˜
[∑
α
(
J⊥α
)2
+ 2
(
J⊥nd
)2]
+ 2h˜L2
(
h˜
)∑
α
Jzα
(
J⊥α
)2
− 2
(
V − h˜
)
L2
(
V − h˜
)∑
α
Jzα
(
J⊥nd
)2
, (7.80)
the magnetisation can be written as910
M = −1
2
X + 2h˜L2
(
h˜
)∑
α J
z
α
(
J⊥nd
)2
X +
(∣∣∣V − h˜∣∣∣
2
+ V − h˜
) [
1 + L2
(
V − h˜
)∑
α J
z
α
] (
J⊥nd
)2 . (7.82)
If the isotropic case is considered and this result is expanded in the unrenormalised
couplings, the results from Refs. 30 and 80 can be reproduced. Note, however, that the
magnetisation is defined differently in these references. The ground state magnetisation
isM = 1 there, whereas it isM = −1/2 here, such that the results from these references
have to be multiplied with −1/2 to compare with Eq. (7.82).
If the voltage is smaller than the renormalised magnetic field, the terms which contain
L2
(
h˜
)
must be neglected, because L2
(
h˜
)
≈ 1 in this case, such that these terms
are comparable with non-logarithmic terms which have been neglected already. The
magnetisation is equal to −1/2 then. The physical reason is that the energy provided
by the voltage in a cotunnelling process is insufficient to flip the spin out of its ground
state in this case.
On the other hand, if the voltage is much larger than the renormalised field, i.e.,
V ≫ h˜, the terms containing L2
(
V − h˜
)
in Eq. (7.82) and the terms ∼ h˜ in the
denominator can be neglected, such that the magnetisation becomes
M ≈ − h˜
2V
{
1 +
1
2
∑
α
(
J⊥α
J⊥nd
)2
+ L2
(
h˜
)∑
α
Jzα
[
1 +
(
J⊥α
J⊥nd
)2]}
. (7.83)
There is obviously a logarithmic enhancement for h˜→ 0, which is an interesting nonequi-
librium effect because it only occurs if electrons are driven through the system at a large
9The relation
Jzα
“
J⊥nd
”2
= J⊥α J
z
ndJ
⊥
nd, (7.81)
which can be derived from the fact that the parameter xα is the same for both couplings J
z
α and J
⊥
α
in Eq. (7.59), was used to show this.
10Note that the magnetisation in the stationary state, given by Eq. (7.82), is undefined if J⊥αα′ = 0 for
all α, α′. In this (unrealistic) case, the state of the spin cannot be changed by exchanged processes,
such that the initial magnetisation remains unchanged forever.
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voltage [if J⊥nd was zero, the magnetisation would be −1/2, i.e., a constant, according to
Eq. (7.82)].
The behaviour of the magnetisation slightly above the resonance can be investigated
by considering the limit V > h˜, V − h˜ ≪ h˜. In this case, all terms ∼ L2
(
h˜
)
can be
neglected, and the magnetisation is11
M ≈ −1
2
+
V − h˜
h˜
(
J⊥nd
)2(
J⊥L + J
⊥
R
)2 [1 + L2 (V − h˜) (JzL + JzR)] . (7.85)
To demonstrate the logarithmic effects better, it is helpful to consider the derivative of
the magnetisation with respect to the magnetic field, which leads to the susceptibility12
χ =
∂M
∂h0
≈ ∂M
∂h˜
. (7.86)
In the case of symmetric couplings (JχL = J
χ
R = J
χ
nd for χ ∈ {z,⊥}), the magnetisation
for V > h˜ takes the form
M = − h˜
V + h˜
+
V − h˜
V + h˜
L2
(
V − h˜
)
Jz − 2V h˜(
V + h˜
)2L2 (h˜)Jz (7.87)
when expanded in the couplings, such that the susceptibility is
χ = − V(
V + h˜
)2 − 2V(
V + h˜
)2L2 (V − h˜) Jz − 2V
(
V − h˜
)
(
V + h˜
)3 L2 (h˜)Jz (7.88)
To visualise the logarithmic effects better, the susceptibility is multiplied with the term
−
(
V + h˜
)2
/V ,
−
(
V + h˜
)2
V
χ = 1 + 2L2
(
V − h˜
)
Jz + 2
V − h˜
V + h˜
L2
(
h˜
)
Jz. (7.89)
The logarithmic enhancements for h˜ ≪ V and for h˜ ≈ V become clearly visible if
Eq. (7.89) is plotted as function of the magnetic field at fixed voltage. In Fig. 7.8, the
susceptibility is multiplied with − (V + h0)2 /V instead of −
(
V + h˜
)2
/V because the
11To show this, the relation
“
J⊥L + J
⊥
R
”2
=
“
J⊥L
”2
+
“
J⊥R
”2
+ 2
“
J⊥nd
”2
(7.84)
has been used.
12As for the derivatives of the rates eΓ1 and eΓ2, it does not matter if the susceptibility is derived with
respect to h0 or eh. The difference between both derivatives is of higher order in the couplings, i.e.,
comparable to terms which have been neglected already.
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Figure 7.8: Susceptibility χ = dM
dh0
for an isotropic Kondo model with TK = 10
−8 at
constant voltage V = 10−4. The susceptibility has been multiplied with
− (V + h0)2 /V to visualise the logarithmic enhancements for h˜→ 0 and for
h˜ ≈ V better.
unrenormalised magnetic field h0 is easier to access experimentally and because this
change causes only unimportant higher-order corrections.
It shall be emphasised here that the logarithmic effects in the magnetisation and the
susceptibility are proportional to the coupling Jz, such that they persist even in the
limit J⊥ → 0. This is an interesting nonequilibrium effect.
Current and differential conductance
To calculate the current
Iγst = Γ
b
γ + 2MΓ
1z
γ (7.90)
[see Eq. (7.48)], one needs the components Γbγ = Γ
b
γ(0) and Γ
1z
γ = Γ
1z
γ (0) of the irreducible
current block (7.35), and the magnetisation (7.82). The components of Σ˜γ = Σ˜γ(0),
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calculated in Ref. 39, are given by
Γbγ =
pi
4
γV
[
(Jznd)
2 + 2
(
J⊥nd
)2]
(7.91)
+
pi
2
γV L1 (V )Jznd
∑
α
J⊥α J
⊥
nd
+
pi
4
γ
(
V − h˜
)
L2
(
V − h˜
)
J⊥nd
∑
α
(
JzαJ
⊥
nd + J
⊥
α J
z
nd
)
,
Γ1zγ = −
pi
4
γ
(∣∣∣V − h˜∣∣∣
2
− V − h˜
)(
J⊥nd
)2
(7.92)
+
pi
2
γ
[
V L1 (V ) + h˜L2
(
h˜
)]
Jznd
∑
α
J⊥α J
⊥
nd
− pi
4
γ
∣∣∣V − h˜∣∣∣
2
L2
(
V − h˜
)
Jzα
(
J⊥nd
)2
,
where the lead indices γ = L and γ = R are identified with γ = +1 and γ = −1,
respectively, and
cγαα′ = −
1
2
αγδα,−α′ (7.93)
was used.
For small voltages, V ≪ h˜, the logarithms L2
(
h˜
)
and L2
(
V − h˜
)
can be neglected.
One might think that the terms ∼ L1 (V ) in the rates (7.91) and (7.92) cause a loga-
rithmic enhancement for V → 0, but this is not the case because the magnetisation is
M = −1/2 for V ≪ h˜, such that these logarithmic terms cancel in the current. The
current is then
Iγst =
pi
4
γV (Jznd)
2 , (7.94)
which corresponds to elastic cotunnelling with renormalised exchange couplings.
Interesting features occur in the differential conductance Gγ =
dIγ
dV at V ≈ h˜, see
Fig. 7.9. The conductance was plotted in units of the conductance quantum G0 = e
2/h
(note that up to now, ~ and e were set to one).
In the regime V < h˜, h˜ − V ≪ h˜, i.e., for voltages slightly below the renormalised
magnetic field, the magnetisation is −1/2, such that the differential conductance is
[including leading-order terms and logarithmic terms in next-to-leading order; note that
L2
(
V − h˜
)
is the only logarithm that can become large in this case]
Gγ
G0
≈ pi
2
2
γ
[
(Jznd)
2 + L2
(
V − h˜
)
(JzL + J
z
R)
(
J⊥nd
)2]
. (7.95)
In the regime V > h˜, V − h˜ ≪ h˜, i.e., for voltages slightly above the renormalised
magnetic field, the magnetisation is given by Eq. (7.85), and the differential conductance
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Figure 7.9: Differential Conductance GL =
dIL
dV for an isotropic Kondo model with TK =
10−6 at constant magnetic field h0 = 10
−4.
is
Gγ
G0
≈ pi
2
2
γ
{
(Jznd)
2 +
(
J⊥nd
)2 [
2 +
(
2J⊥nd
J⊥L + J
⊥
R
)2]
+L2
(
V − h˜
)
(JzL + J
z
R)
(
J⊥nd
)2 [
3 +
(
2J⊥nd
J⊥L + J
⊥
R
)2]}
. (7.96)
Note that the approximations for the differential conductance in Eqs. (7.95) and (7.96)
do not contain effects which are due to the broadening of the absolute values in Γ1zγ , see
Eq. (7.92).
Two interesting effects can be distinguished at the voltage V = h˜: there is a jump in
the leading-order term in the conductance that is due to inelastic cotunnelling, which sets
in at this voltage (provided that J⊥nd 6= 0). Moreover, there is an asymmetric logarithmic
enhancement which is largest for V = h˜. The line shape at resonance, i.e., for V ≈ h˜,
is characterised by the position, the broadening, and the height of the resonance, all of
which can be accessed experimentally. The position of the resonance is approximately
at V = h˜ [it is shifted slightly due to the broadening of the |. . .|2 functions in Eq. (7.92),
but this is only a small correction of the order O
(
Γ˜2
)
]. The position and broadening
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are obtained by evaluating Eqs. (7.71) and (7.73) at resonance,
h˜
∣∣∣
V=eh ≈ h, (7.97)
Γ˜2
∣∣∣
V=eh ≈
pi
4
V
[
2 (Jznd)
2 + 2
(
J⊥nd
)2
+
∑
α
(
J⊥α
)2]
, (7.98)
where h, the renormalised magnetic field up to first order in the couplings, is given
by Eq. (7.74). The right side of the resonance has no characteristic broadening. The
height of the resonance, i.e., the maximal value of the conductance, is approximated by
evaluating Eq. (7.96) for V = h˜, i.e., by replacing
L2
(
V − h˜
)
→ ln V
Γ˜2
∣∣∣
V=eh
(7.99)
in this formula. In combination with Eq. (7.98), this yields the Kondo-induced logarith-
mic enhancement of the conductance at resonance, which is of the order ∼ J3 lnJ . The
result for the maximal conductance is [simplified using Eq. (7.59)]
Gγ
G0
∣∣∣∣
max
≈ 2pi2γxLxR
[
(Jz)2 + 2(1 + 2xLxR)
(
J⊥
)2
+2(3 + 4xLxR)J
z
(
J⊥
)2
ln
V
Γ˜2
∣∣∣
V=eh
 , (7.100)
where
Γ˜2
∣∣∣
V=eh ≈ piV
[
2xLxR (J
z)2 +
(
J⊥
)2]
. (7.101)
This result for the maximal conductance has first been found in Ref. 81 for the isotropic
Kondo model with symmetric couplings (xL = xR =
1
2). Note, however, that there is a
typo in Eq. (5.63) of this reference: the coefficient in front of the Θ-function must be 3
instead of 2.
The results for the differential conductance agree with those found in Refs. 30, 81.
However, the line shape at resonance can only be calculated precisely if the relaxation
and decoherence rates Γ˜1 and Γ˜2 are included in the logarithms, and the correct broaden-
ing (7.66) of the sign function is used in the absolute values (and also in their derivatives,
which contain broadened Θ-functions), see Eq. (7.67). In the plots presented in this
chapter, this has always been done, and the renormalised magnetic field h˜ and the rates
Γ˜1 and Γ˜2 have been calculated self-consistently from Eqs. (7.71)–(7.73), as discussed
earlier.
Measuring the renormalised magnetic field using a three-terminal setup
In order to make the interesting features of the renormalised g-factor [see Eq. (7.75)
and Fig. 7.6] accessible in an experiment, an accurate measurement of the renormalised
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Figure 7.10: Three-terminal setup for transport measurements for the anisotropic Kondo
model. The arrows indicate which exchange processes are important and
which couplings Jχαα′ (for α,α
′ ∈ {L, R, P} and χ ∈ {z,⊥}) they correspond
to (cf. the two-terminal setup, depicted in Fig. 4.8). It is assumed that the
coupling to the left and right leads is symmetric, such that JχPL = J
χ
PR.
magnetic field h˜ as function of the applied magnetic field h0 at fixed voltage V is required.
It turns out that this is possible using a three-terminal setup as illustrated in Fig. 7.10.
A similar setup has been used to measure the density of states of a quantum ring in
the Kondo regime [82]. It is assumed that the coupling to the left and right leads
is symmetric, and that the third lead, which is called probe lead in the following, is
coupled weakly,
xL = xR = x, xP ≪ 1, xL + xR + xP = 1, (7.102)
where the relation between the couplings Jzαα′ and J
⊥
αα′ and the quantities xα is given
by Eq. (7.59) for α ∈ {L, R, P}. The nondiagonal coupling between the probe lead and
the left or right lead is denoted by
JχP,nd = J
χ
PL = J
χ
PR for χ ∈ {z,⊥}. (7.103)
The probe current is, in analogy to the current (7.48) through the system in the usual
two-terminal setup, given by
IPst = Γ
b
P + 2MΓ
1z
P , (7.104)
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where the leading-order contributions to ΓbP and Γ
1z
P are
Γ
b(2)
P =
pi
4
µP
[(
JzP,nd
)2
+
(
J⊥P,nd
)2]
, (7.105)
Γ
1z(2)
P = −
pi
4
(∣∣∣∣µP − V2 − h˜
∣∣∣∣
2
+
∣∣∣∣µP + V2 − h˜
∣∣∣∣
2
(7.106)
−
∣∣∣∣µP − V2 + h˜
∣∣∣∣
2
−
∣∣∣∣µP + V2 + h˜
∣∣∣∣
2
)(
J⊥P,nd
)2
.
Note that no logarithmic terms are considered for ΓbP and Γ
1z
P because they would only
add unimportant corrections to the probe current. For fixed h0 and V , the magnetisation
is a constant, and also the derivative of Γ
b(2)
P with respect to the probe chemical potential
µP is a constant. However, the derivative of Γ
1z(2)
P with respect to µP has steps at values
of µP which depend on the voltage V and the renormalised magnetic field h˜. Neglecting
the broadening of the absolute values in Eq. (7.106), one gets for V > 2h˜
dΓ
1z(2)
P
dµP
≈ pi
2
(
J⊥P,nd
)2{ 1, if V2 + h˜ > µP > V2 − h˜ or −V2 + h˜ > µP > −V2 − h˜,
0, otherwise,
(7.107)
and for V < 2h˜
dΓ
1z(2)
P
dµP
≈ pi
2
(
J⊥P,nd
)2
2, if −V2 + h˜ > µP > V2 − h˜,
1, if V2 + h˜ > µP > −V2 + h˜ or V2 − h˜ > µP > −V2 − h˜,
0, otherwise.
(7.108)
This gives rise to a step-like structure in the probe conductance, see Figs. 7.11 and 7.12
for the two regimes V > 2h˜ and V < 2h˜, respectively. The width of the steps is directly
related to the known voltage V and the sought-after renormalised magnetic field h˜.
A measurement of the differential probe conductance GP =
dIP
dV as function of µP thus
permits to identify the renormalised magnetic field h˜, and therefore also the renormalised
g-factor (7.75) by differentiating h˜ with respect to the applied magnetic field h0.
Results for the anisotropic Kondo model
It will now be discussed how the results which have been presented previously in this
section are affected if the initial couplings are anisotropic. For simplicity, a symmetric
model with
(
Jzαα′
)
0
= (Jz)0 6=
(
J⊥
)
0
=
(
J⊥αα′
)
0
for α,α′ ∈ {L, R} will be considered.
As discussed in section 4.7, a possible experimental realisation of the anisotropic Kondo
model is a single molecular magnet which is coupled weakly to the leads. To investigate
the dependence of the results on the anisotropy, the initial couplings (Jz)0 and
(
J⊥
)
0
are varied such that the Kondo temperature TK remains constant, and only the invariant
c2 = (Jz)2− (J⊥)2 of the RG equations is changed. If c2 is positive, the initial coupling
(Jz)0 is larger and
(
J⊥
)
0
is smaller than the isotropic couplings in the case c2 = 0,
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Figure 7.11: Probe-lead conductance in a three-terminal setup for an isotropic Kondo
model with TK = 10
−8 for fixed h0 = 10
−4 and V = 5×10−4. The coupling
to the left and right leads is symmetric, and the probe lead is coupled only
weakly to the system.
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Figure 7.12: Same as Fig. 7.11, but for h0 = 10
−4, V = 8× 10−5.
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Figure 7.13: The magnetic susceptibility χ, multiplied with − (V+h0)2V to visualise the
logarithmic enhancements better. The isotropic Kondo model (solid line)
and the anisotropic Kondo model for two different values of the invariant
c2 = (Jz)2 − (J⊥)2 (dashed and dash-dotted lines) are considered. The
Kondo temperature TK = 10
−8 and the voltage V = 10−4 are the same in
all cases.
and also the renormalised couplings Jz = (Jz)Λ=Λc and J
⊥ = (Jz)Λ=Λc increase and
decrease, respectively, with increasing c2.
The magnetic susceptibility χ = dM
dh0
, again multiplied with − (V+h0)2V to improve the
visibility of the logarithmic effects, is shown for different values of c2 in Fig. 7.13. The
logarithmic terms in Eq. (7.89) depend linearly on Jz, such that they become larger for
increasing c2, which can be clearly seen in Fig. 7.13. Another effect is that the resonance
(h˜ = V ) appears at smaller values of h0/V for increasing c
2.
The reason is as follows: the renormalised magnetic field h˜ is smaller than the applied
magnetic field h0 according to Eqs. (7.71) and (7.74). How much it deviates from h0 is
determined by the difference between the renormalised couplings Jzα and the initial cou-
plings (Jzα)0. This difference depends in leading order on
(
J⊥
)2
according to Eq. (7.60)
and thus becomes smaller for increasing c2, which means that h˜ approaches h0 from
below if c2 is increased.
If the magnetic susceptibility is considered as function of the applied magnetic field
h0, the fact that the renormalised field h˜ is smaller than h0 means that h0 must be larger
than the voltage to reach the resonance position h˜ = V . For increasing c2, h˜ gets closer
to h0, such that a smaller value of h0 is needed to reach the point h˜ = V , which is why
157
7 Real Time RG: Results for the Kondo Model in Nonequilibrium
 0
 0.2
 0.4
 0.6
 0  0.5  1  1.5  2
V/h0
G
L
/
e2 h
c2 = 0.0
c2 = 0.05
c2 = 0.1
Figure 7.14: Differential Conductance for the isotropic Kondo model (solid line) and the
anisotropic Kondo model with two different values of the invariant c2 =
(Jz)2 − (J⊥)2 (dashed and dash-dotted lines). The Kondo temperature
TK = 10
−6 and the magnetic field h0 = 10
−4 are the same in all cases.
the resonance shifts to the left in Fig. 7.13.
Finally, the dependence of the differential conductance on the anisotropy is investi-
gated, see Fig. 7.14. A number of different effects can be observed if c2 is increased
(such that Jz increases and J⊥ decreases): first, the conductance for V ≪ h˜ increases
because it is, like the current, proportional to (Jznd)
2 according to Eq. (7.94). Second,
the step at V = h˜ which is due to inelastic cotunnelling decreases its height because it
is in leading order proportional to
(
J⊥nd
)2
, see Eqs. (7.95) and (7.96). Third, the loga-
rithmic enhancement decreases because it is proportional to Jz
(
J⊥
)2
, a quantity which
decreases for increasing c2. Finally, the resonance position V = h˜ shifts to the right
because the renormalised magnetic field h˜ grows, which was already discussed above.
7.2.7 Conclusion
The Real Time RG in frequency space was introduced in the previous chapter and
applied in the second part of the present chapter to the anisotropic Kondo model. It
has in common with the Real Time RG in time space, which was discussed previously,
that the cutoff scales for the flow of the couplings appear naturally and that the physics
of relaxation and decoherence is taken into account properly. Unlike the Real Time RG
in time space, the newer method employs a perturbative expansion in frequency space.
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Therefore, no time integrations are required, and no issues related to the time ordering
of the renormalised vertices can arise, such that the different decay rates which act as
cutoff scales for the flow of the couplings can be identified unambiguously.
Another important difference to the Real Time RG in time space is that a different
cutoff scheme was used. Instead of the usual bandwidth cutoff, a cutoff in the Fermi
function is used which removes its poles, i.e., the Matsubara frequencies, successively
during the RG flow. The RG flow is split into two parts: a first part in which the
symmetric part of the Fermi function is integrated out in a single discrete step, and
a second part in which the remaining renormalised Fermi function is antisymmetric,
and the RG equations that result from the continuous change of the flow parameter are
solved. The antisymmetry of the renormalised Fermi function is of crucial importance
for the method because it is the reason why the zero eigenvalue of the Liouvillian, which
could in principle lead to divergences of the couplings and thus to a flow to the strong
coupling regime, does not play a role, such that there is always a nonzero decay rate
which cuts off the RG flow.
The RG equations are solved approximately using a systematic expansion in the renor-
malised coupling at the scale Λc, which is the maximum of the relevant energy scales
that act as cutoffs of the RG flow. This expansion is well-defined in the weak coupling
regime. For all quantities, the leading order and logarithmic terms in the next-to-leading
order are taken into account.
The method was applied to the anisotropic Kondo model at finite voltage and finite
magnetic field. The renormalised magnetic field, the renormalised g-factor, the relax-
ation and decoherence rates, the magnetisation, the susceptibility, and the differential
conductance were calculated up to logarithmic terms in the next-to-leading order. Vari-
ous effects, in particular the line shape of the different quantities at resonance, where the
voltage and the renormalised magnetic field are equal, were discussed. Furthermore, it
was analysed how the anisotropy affects the results, and a three-terminal setup was pro-
posed as a simple way to measure the renormalised magnetic field also in non-resonant
situations.
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8 Conclusions
In this thesis, it was analysed how decoherence affects the transport properties of meso-
scopic systems in nonequilibrium. The systems under consideration are characterised by
spin exchange interactions which give rise to a variety of interesting effects, but which
also make the theoretical treatment challenging. The methods used in this thesis are
based on a perturbative expansion in the exchange coupling between localised spins and
conduction electron spins.
First, transport through a quantum wire which is coupled to a ferromagnetic spin
chain was discussed. A self-consistent diagrammatic approach within the Keldysh for-
malism was used to calculate the nonequilibrium current, which consists of an elastic
part and an inelastic contribution that is related to the emission of magnons. The dif-
ferential conductance was analysed in various setups, and peaks which correspond to
different states were identified. Although the electron-magnon interaction usually leads
to relaxation and decoherence of the electron spin, a phase-coherent superposition of
electron and magnon states, the magnetic polaron, exists and shows up as a high signal
in the conductance, such that it can be identified easily. Moreover, a calculation with
different Zeeman splittings for conduction electrons and spins in the chain showed how
a crossover between the magnetic polaron and a scattering state, which has a high de-
coherence rate and thus a weak signal in the differential conductance, can be achieved
by varying the magnetic field.
In the remainder of the thesis, the application of the Real Time Renormalisation Group
(Real Time RG) to the Kondo model in nonequilibrium was presented. The Real Time
RG is based on the Real Time Transport Theory, which employs a perturbative expansion
in the coupling of a quantum dot to noninteracting leads, but takes all interactions
on the quantum dot into account exactly. The Real Time RG evaluates the resulting
perturbation series using a renormalisation group scheme. It has a simple diagrammatic
interpretation and, unlike other nonequilibrium RG methods, ensures that decoherence
rates, which serve as cutoff scales for the RG flow, are generated even in the lowest-
order approximation of the RG equations. The Real Time RG is applicable in the weak
coupling regime, where the renormalised coupling remains much smaller than one during
the entire RG flow.
In a first step, the Real Time RG in time space, which uses the well-known bandwidth
cutoff function, was used to derive RG equations for the couplings and the quantum dot
Liouvillian, which is closely related to the relaxation and decoherence rates, in leading
order. These were then used to study nonequilibrium transport through single molecular
magnets (SMMs) at finite magnetic field, which can in certain regimes be mapped to
a fully anisotropic Kondo model. Depending on the anisotropy constants in the SMM
Hamiltonian, which depend on the precise form of the coupling to the leads and can thus
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be controlled in an experiment, the relative sign of the anisotropic couplings changes.
This results in a quantum phase transition which separates two different regimes. If
JxJyJz is positive, the couplings increase logarithmically during the RG flow. This
leads to a Kondo effect which manifests itself in a resonance in the voltage dependence
of the differential conductance at the point where the voltage and the magnetic field are
equal. However, if JxJyJz is negative, no logarithmic scaling of the couplings occurs,
and only a small step which is caused by inelastic cotunnelling is visible in the differential
conductance.
The Real Time RG in time space was also used to study the finite-frequency noise for
nonequilibrium transport in the isotropic Kondo model. A simple formula was derived
for the noise. The prefactors of the square of the renormalised frequency-dependent
couplings in this formula could be interpreted by a violation of energy conservation on
short time scales. The renormalisation of the couplings is responsible for the overall
shape of the noise and leads to a minimum at the point where the noise frequency and
the voltage are equal. The precise shape of the noise at the minimum is determined by
the decoherence rate. Its effect can best be visualised by differentiating the noise with
respect to the frequency.
Although the Real Time RG in time space was applied successfully to many models, it
has two shortcomings which make it unsuitable for the application to certain problems.
First, it could not be shown that the RG flow of the couplings is always cut even if a
higher-order approximation of the RG equations is used. This problem is related to the
eigenvalue zero of the Liouvillian which is always present. Second, the need to carry out
time integrations in the RG equations, which in turn makes time-ordering considerations
necessary and leads to correction terms in higher orders, makes it impossible to determine
the correct prefactor of the relaxation and decoherence rates.
These issues are addressed by the Real Time RG in frequency space. It operates in
frequency space from the very beginning, such that no time integrations are needed.
Moreover, a different cutoff scheme is used, which is based on the poles of the Fermi
function on the imaginary axis, i.e., the Matsubara frequencies. This scheme ensures
that the flow of all couplings is cut by a relaxation or decoherence rate because all terms
where the zero eigenvalue of the Liouvillian could enter are integrated out in a discrete
RG step at the very beginning.
The Real Time RG in frequency space was applied to the anisotropic Kondo model in
a magnetic field in the last part of this thesis. For a variety of experimentally accessible
quantities, all terms in leading order and logarithmic terms in the next-to-leading order
in the renormalised couplings were calculated. Special attention was given to the precise
line shape of all quantities at resonance (i.e., at the point where the voltage V and the
renormalised magnetic field h˜ are equal) and for small magnetic fields. It turned out
that the renormalised g-factor shows a symmetric logarithmic suppression for h˜ ≈ V .
The derivatives of the relaxation and decoherence rates with respect to the magnetic
field show a jump in leading order at h˜ = V . Their next-to-leading order behaviour is
characterised by asymmetric logarithmic enhancements or suppressions at h˜ ≈ V in the
case of Γ˜1 or Γ˜2, respectively. In the magnetic field dependence of the magnetic suscepti-
bility, logarithmic enhancements could be identified for h˜→ 0 and h˜ ≈ V . These persist
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even in the limit J⊥ → 0 and are nonequilibrium effects. The differential conductance
has a leading-order step at V = h˜ which is superposed by an asymmetric logarithmic
enhancement. The height and the broadening of the resonance were determined. Fi-
nally, it was shown how a three-terminal setup with a weakly coupled probe lead can
be used to measure the renormalised magnetic field, which is required to determine the
renormalised g-factor in an experiment, and it was discussed how the results are affected
if the anisotropy of the couplings is varied. Increasing the longitudinal coupling Jz
and decreasing the transverse coupling J⊥, such that the Kondo temperature remains
constant, makes the logarithmic effects in the magnetic susceptibility more pronounced.
In contrast, the leading-order step and the logarithmic enhancement of the differential
conductance become smaller in this situation.
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A Time Evolution
This appendix provides a brief summary of time evolution in quantum mechanics and
extends some well-known relations to the superoperator formalism in Liouville space,
which is used extensively in part III of this thesis.
A.1 Schro¨dinger Picture
In the Schro¨dinger picture, the operators are time-independent (except for a possible
explicit time dependence, caused, e.g., by oscillating fields). The time evolution of the
system is encoded in the states |ψ(t)〉 and is determined by the Schro¨dinger equation
i
∂
∂t
|ψ(t)〉 = H |ψ(t)〉 , (A.1)
where H is the Hamiltonian of the system.
It is convenient to introduce an operator U(t, t′) which evolves a state in time from t′
to t. This time evolution operator is defined by
|ψ(t)〉 = U(t, t′) ∣∣ψ(t′)〉 . (A.2)
Some important properties follow directly from this definition:
U(t, t) = 1, U(t, t′′) = U(t, t′)U(t′, t′′), U(t, t′) = U−1(t′, t) (A.3)
for all times t, t′, and t′′. The time evolution operator is unitary because the normalisa-
tion of a state should not change when it evolves in time: the relation
〈ψ(t) |ψ(t) 〉 = 〈ψ(t′)∣∣U †(t, t′)U(t, t′) ∣∣ψ(t′)〉 = 〈ψ(t′) ∣∣ψ(t′)〉 (A.4)
can only be fulfilled for any state |ψ(t′)〉 if
U †(t, t′)U(t, t′) = 1 (A.5)
for all times t and t′.
Substituting Eq. (A.2) into Eq. (A.1) yields the differential equation
∂
∂t
U(t, t′) = −iH(t)U(t, t′) (A.6)
for the time evolution operator. Considering the Hermitian conjugate of this equation,
using the unitarity of U(t, t′) and exchanging the variables t and t′ leads to
∂
∂t′
U(t, t′) = iU(t, t′)H(t′). (A.7)
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Both equations can be integrated using the initial condition U(t, t) = 1 to get two
equivalent representations of the time evolution operator:
U(t, t′) = 1− i
t∫
t′
dt1H(t1)U(t1, t
′) (A.8)
= 1+ i
t′∫
t
dt1U(t, t1)H(t1). (A.9)
The representation (A.8) will be used in the case t > t′, and (A.9) for t < t′, such that
the lower integration limit is always the smallest time. Solving these implicit equations
iteratively leads to the series representation
U(t, t′) = 1+
∞∑
n=1
U (n)(t, t′), (A.10)
where
U (n)(t, t′) =

(−i)n
t∫
t′
dt1
t1∫
t′
dt2 . . .
tn−1∫
t′
dtnH(t1) · · ·H(tn), t > t′,
in
t′∫
t
dt1
t1∫
t
dt2 . . .
tn−1∫
t
dtnH(tn) · · ·H(t1), t < t′.
(A.11)
According to the integration limits, the ordering of the times is t ≥ t1 ≥ t2 ≥ . . . ≥ tn ≥ t′
in the case t > t′, and t′ ≥ t1 ≥ t2 ≥ . . . ≥ tn ≥ t in the case t < t′.
To be able to write this in a more compact way, the time-ordering operator T and the
anti-time-ordering operator T˜ are defined. If applied to a product of time-dependent
operators, they reorder the factors such that their times decrease or increase from left
to right, respectively. If several operators have the same time argument, creation and
annihilation operators are ordered to the left and to the right, respectively. The rel-
ative order of creation operators with the same time is not changed, and similarly for
annihilation operators. Any exchange of two fermionic operators yields a minus sign,
but in the present case, no signs occur for Hamiltonians which preserve the number of
fermionic particles.
Using T and T˜, Eq. (A.11) can be rewritten in such a way that all time integrals have
the same limits:
U (n)(t, t′) =

(−i)n
n!
t∫
t′
dt1
t∫
t′
dt2 . . .
t∫
t′
dtnT {H(t1) · · ·H(tn)} , t > t′,
in
n!
t′∫
t
dt1
t′∫
t
dt2 . . .
t′∫
t
dtnT˜ {H(t1) · · ·H(tn)} , t < t′.
(A.12)
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Substituting this into Eq. (A.10) yields a very compact representation of the time evo-
lution operator:
U(t, t′) =

Texp
−i t∫
t′
dt1H(t1)
 , t > t′,
T˜ exp
i t′∫
t
dt1H(t1)
 , t < t′.
(A.13)
If the Hamiltonian H(t) is constant, i.e., H(t) ≡ H, the time evolution operator is given
by
U(t, t′) = e−iH(t−t
′). (A.14)
A.2 Heisenberg Picture
In the Heisenberg picture, the states (which get an index ’H’) are constant and equal to
the states in the Schro¨dinger picture at some fixed time t0:
|ψH(t)〉 = |ψH〉 = |ψ(t0)〉 . (A.15)
Therefore, the relationship between states in the Schro¨dinger and Heisenberg pictures is
|ψ(t)〉 = U(t, t0) |ψH〉 . (A.16)
The time dependence is shifted to the operators. If b(t) is an operator in the Schro¨dinger
picture, the corresponding operator in the Heisenberg picture is
b(t)H = U
−1(t, t0)b(t)U(t, t0). (A.17)
According to this definition, matrix elements of operators are equal in the Schro¨dinger
and Heisenberg pictures:
〈ϕ(t)| b(t) |ψ(t)〉 = 〈ϕH| b(t)H |ψH〉 . (A.18)
The operator b(t)H fulfils the Heisenberg equation of motion:
i
∂
∂t
b(t)H = [b(t)H,H(t)H] + i
(
∂b(t)
∂t
)
H
. (A.19)
If the Hamiltonian is constant, b(t)H is given by
b(t)H = e
iH(t−t0)b(t)e−iH(t−t0), (A.20)
and the Hamiltonian is the same in the Schro¨dinger and Heisenberg pictures: H(t)H =
HH = H.
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A.3 Interaction Picture
In many quantum mechanical problems, the Hamiltonian can be split into two parts:
H(t) = H0 + V (t), (A.21)
whereH0 is the ’free’ Hamiltonian of an exactly solvable system, and V (t) a perturbation.
In such situations, it is often desirable to split up the time evolution between the states
and the operators, which leads to the interaction picture.
If U0(t, t
′) = e−iH0(t−t
′) is the time evolution operator of the free system, an operator
b(t) in the Schro¨dinger picture is transformed to the interaction picture via
b(t)I = U
−1
0 (t, t0)b(t)U0(t, t0). (A.22)
This means that the Heisenberg picture and the interaction picture are identical for
V = 0.
The requirement that matrix elements are the same in all pictures, i.e.,
〈ϕ(t)| b(t) |ψ(t)〉 != 〈ϕ(t)I| b(t)I |ψ(t)I〉 , (A.23)
leads to the relation
|ψ(t)I〉 = U−10 (t, t0) |ψ(t)〉 (A.24)
for the states in the interaction picture. The time evolution of a state in the interaction
picture can be expressed in terms of a suitable time evolution operator, i.e.,
|ψ(t)I〉 = U(t, t′)I
∣∣ψ(t′)I〉 , (A.25)
if U(t, t′)I is defined by
U(t, t′)I = U
−1
0 (t, t0)U(t, t
′)U0(t
′, t0). (A.26)
For the operators, the states, and the time evolution operator in the interaction picture,
one can derive the differential equations
i
∂
∂t
b(t)I = [b(t)I,H0] + i
(
∂b(t)
∂t
)
I
, (A.27)
i
∂
∂t
|ψ(t)I〉 = V (t)I |ψ(t)I〉 , (A.28)
∂
∂t
U(t, t′)I = −iV (t)IU(t, t′)I, (A.29)
∂
∂t′
U(t, t′)I = iU(t, t
′)IV (t
′)I. (A.30)
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The differential equations for the time evolution operator in the interaction picture are
similar to Eqs. (A.6) and (A.7). Therefore, a representation of U(t, t′)I which is analogous
to Eq. (A.13) can be found:
U(t, t′)I =

Texp
−i t∫
t′
dt1V (t1)I
 , t > t′,
T˜ exp
i t′∫
t
dt1V (t1)I
 , t < t′.
(A.31)
A.4 Time Evolution in Liouville Space
The time evolution of a quantum system can also be described in terms of its density
matrix ρ(t). This is sometimes more convenient than the description in terms of quantum
states and can even be necessary if the system is not in a pure state.
A.4.1 Schro¨dinger Picture
The density matrix in the Schro¨dinger picture can always be decomposed as
ρ(t) =
∑
mn
ρmn |ψm(t)〉 〈ψn(t)| , (A.32)
where {|ψm〉} is some basis of the Hilbert space of the quantum system, and |ψm(t)〉 =
U(t, t0) |ψm〉. In analogy to the Schro¨dinger equation (A.1), the time evolution of ρ(t)
is governed by the von Neumann equation
dρ(t)
dt
= −i[H, ρ(t)]. (A.33)
This equation can be written in the more compact form
dρ(t)
dt
= −iLρ(t) (A.34)
using the Liouvillian superoperator L, which is defined by
Lb = [H, b] for any operator b, (A.35)
i.e., it commutes any operator that it is applied to with the Hamiltonian H. An explicit
representation of ρ(t) is
ρ(t) = U(t, t0)ρ(t0)U
−1(t, t0), (A.36)
or, provided that the Hamiltonian is time-independent for t > t0,
ρ(t) = e−iH(t−t0)ρ(t0)e
iH(t−t0) = e−iL(t−t0)ρ(t0). (A.37)
The expectation value of an operator b(t) at time t is given by
〈b〉(t) = Tr{b(t) ρ(t)}. (A.38)
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A.4.2 Heisenberg Picture
The density matrix ρH = ρ(t0) in the Heisenberg picture is time-independent, just like
the states |ψH〉, see section A.2 of this appendix. The time evolution is encoded in the
time dependent operators b(t)H, see Eq. (A.17), and the expectation value of b(t) at time
t is given by
〈b〉(t) = Tr{b(t)HρH}. (A.39)
A.4.3 Interaction Picture
As already discussed in section A.3 of this appendix, it is often convenient to split up the
time evolution between the states and the operators in situations where the Hamiltonian
can be separated into two parts H(t) = H0+V (t), where H0 can be diagonalised easily.
One can define two corresponding Liouvillian superoperators by
L0b = [H0, b], LV (t)b = [V (t), b] (A.40)
for any operator b. The operator b(t)I in the interaction picture, defined in Eq. (A.22),
is then given by
b(t)I = e
iL0(t−t0)b(t). (A.41)
The interaction picture A(t)I should be defined such that
(Ab)(t)I
!
= A(t)Ib(t)I ⇔ eiL0(t−t0)(Ab) != A(t)IeiL0(t−t0)b (A.42)
is fulfilled for any operator b. Obviously, this requirement is met by the definition
A(t)I := e
iL0(t−t0)Ae−iL0(t−t0). (A.43)
The density matrix in the interaction picture is then given by
ρ(t)I = e
iH0(t−t0)ρ(t)e−iH0(t−t0) = eiL0(t−t0)ρ(t), (A.44)
and the corresponding von Neumann equation and the initial condition are
dρ(t)I
dt
= −i[V (t)I, ρ(t)I] = −iLV (t)Iρ(t)I, ρ(t0)I = ρ(t0). (A.45)
The expectation value of an operator b(t) at time t is given by
〈b〉(t) = Tr{b(t)Iρ(t)I}, (A.46)
where the density matrix ρ(t)I in the interaction picture for times t > t0 is the straight-
forward solution of Eq. (A.45), in analogy to Eq. (A.31):
ρ(t)I = Texp
−i t∫
t0
dt′LV (t
′)Iρ(t0)
 . (A.47)
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B.1 Continuum Representation of Hleads
Starting with the r.h.s. of Eq. (5.6), it is shown that it is indeed equal to Hleads, defined
in (5.3):
∑
ασ
∫
dω(ω + µα)b
†
ασ(ω)bασ(ω)
(5.4)
=
∑
ασ
∫
dω(ω + µα)
1
ρασ(ω)
∑
kk′
δ(ω − εαkσ + µα) δ(ω − εαk′σ + µα)︸ ︷︷ ︸
δ(εαkσ−εαk′σ)
a†αkσaαk′σ
(∗)
=
∑
αkσ
εαkσ
1
ρασ(εαkσ − µα)
∑
k′
δ(εαkσ − εαk′σ)︸ ︷︷ ︸
=ρασ(εαkσ−µα)
a†αkσaαkσ
=
∑
αkσ
εαkσa
†
αkσaαkσ
(5.3)
= Hleads.
(B.1)
In the step marked with (∗), it was used that the energies εαkσ are non-degenerate to
replace aαk′σ by aαkσ.
B.2 Commutators Involving Hleads and Lleads
Starting with
[Jp1 , Lleads]b = (J
p
1Lleads − LleadsJp1 ) b = Jp1 (Hb− bH)−H(Jp1 b) + (Jp1 b)H, (B.2)
one gets for p = +:
[J+1 , Lleads]b = a1Hleadsb− a1bHleads −Hleadsa1b+ a1bHleads = [a1,Hleads]b (B.3)
and for p = −:
[J−1 , Lleads]b = Hleadsba1 − bHleadsa1 −Hleadsba1 + ba1Hleads = b[a1,Hleads], (B.4)
which proves Eq. (5.75).
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To evaluate the commutator [a1,Hleads], one needs a1 =
√
ρ(ω)b1 [see Eq. (5.26)] and
the representation (5.6) of Hα. Considering that [a1,Hleads] = [a1,Hα] yields
[a1,Hleads] =
√
ρ(ω)
∫
dω′(ω′ + µα) [b1, b+ασ(ω
′)b−ασ(ω
′)]. (B.5)
Evaluating the commutator using [A,BC] = {A,B}C −B{A,C}, one gets
[b1, b+ασ(ω′)b−ασ(ω′)] =
{
b1, b+ασ(ω
′)
}︸ ︷︷ ︸
=δη−δ(ω−ω′)
b−ασ(ω
′)− b+ασ(ω′)
{
b1, b−ασ(ω
′)
}︸ ︷︷ ︸
=δη+δ(ω−ω′)
= −ηδ(ω − ω′)b1,
(B.6)
and substituting this into Eq. (B.5) yields
[a1,Hleads] = −η (ω + µα)︸ ︷︷ ︸
=x1
a1, (B.7)
i.e., Eq. (5.76) is proven.
B.3 Stationary Reduced Density Matrix of the Quantum Dot
Starting from the definitions
ρ˜S(z) =
∞∫
t0
dteiz(t−t0)ρS(t), (B.8)
ρstS = limt→∞
ρS(t) (B.9)
of the Laplace transform ρ˜S(z) and the stationary limit ρ
st
S of the reduced density matrix
ρS(t), one uses integration by parts to calculate (for z with Im z > 0)
−izρ˜S(z) = −iz
∞∫
t0
dteiz(t−t0)ρS(t)
= −iz
 eiz(t−t0)
iz
∣∣∣∣∣
t=∞
t=t0
−
∞∫
t0
dt
eiz(t−t0)
iz
ρ˙σ(t)

= −
[
lim
t→∞
eiz(t−t0)ρS(t)
]
︸ ︷︷ ︸
Im z>0
= 0
+ρS(t0) +
∞∫
t0
dteiz(t−t0)ρ˙σ(t).
(B.10)
In the limit z → iη, the integral in the last term is given by ρstS − ρS(t0). Finally, this
yields Eq. (5.69):
−i lim
z→iη
zρ˜S(z) = ρ
st
S . (B.11)
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B.4 Eigenspaces of the Liouvillian
Throughout this section, it is assumed that {l0(z), . . . , ln−1(z)} is a basis of the Liouville
space which consists of eigenoperators of the Liouvillian LeffS (z) [cf. Eq. (5.164)], and
that
b =
n−1∑
i=0
βili(z) (B.12)
is an arbitrary operator.
B.4.1 Properties of the Projectors to the Eigenspaces
The projectors Pi(z) to the eigenspaces of the Liouvillian L
eff
S (z) are defined by Eq. (5.165).
In particular, each projector must fulfil the relations
LeffS (z)Pi(z)b = λi(z)Pi(z)b for any operator b, (B.13)
Pi(z)lj(z) = δij li(z), (B.14)
Pi(z)Pj(z) = δijPi(z). (B.15)
It will be shown now that Eqs. (B.13) and (B.15) follow from Eq. (B.14).
• According to Eq. (B.14), applying LeffS (z)Pi(z) to any operator b =
∑n−1
i=0 βili(z)
[cf. Eq. (B.12)] yields
LeffS (z)Pi(z)b
(B.14)
= LeffS (z)βili(z)
(∗)
= λi(z)βili(z)
(B.14)
= λi(z)Pi(z)b, (B.16)
which proves Eq. (B.13). In the step marked with ’(∗)’, it was used that li(z) is
an eigenoperator of LeffS (z) with the eigenvalue λi(z).
• For any operator b =∑n−1i=0 βili(z), one gets
Pi(z)Pj(z)b
(B.14)
= Pi(z)βj lj(z)
(B.14)
= δijβili(z)
(B.14)
= δijPi(z)b, (B.17)
which proves Eq. (B.15).
B.4.2 Trace of the Eigenoperators of the Liouvillian
According to Eq. (5.154), applying the Liouvillian LeffS (z) to any operator b =
∑n−1
i=0 βili(z)
yields a traceless operator:
Tr
{
LeffS (z)b
}
=
n−1∑
i=0
βi Tr
{
LeffS (z)li(z)
}
=
n−1∑
i=0
βiλi(z)Tr {li(z)} = 0. (B.18)
Because the coefficients βi can take arbitrary values, λi(z)Tr {li(z)} must be zero for
each i. This means that
Tr {li(z)} = 0 if λi(z) 6= 0, (B.19)
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i.e., the eigenoperators with nonzero eigenvalues are traceless.
If the eigenspace of the eigenvalue λ0(z) = 0 is one-dimensional (that is the case if
the stationary state of the system is unique, which is always assumed in this thesis), the
trace of l0(z) is nonzero because it is not possible that all basis operators are traceless.
B.4.3 Projector to the Eigenspace of the Zero Eigenvalue of the Liouvillian
The operator P ′0(z) is defined by
P ′0(z)b = l0(z)Tr{b} for any operator b, (B.20)
where l0(z) is an eigenoperator of the Liouvillian L
eff
S (z) with the eigenvalue zero which
fulfils Tr{l0(z)} = 1. To prove Eq. (5.166), i.e., to show that P ′0(z) is the projector P0(z)
to the eigenspace of the zero eigenvalue, it is sufficient to show
P ′0(z)lj(z) = δ0j l0(z) (B.21)
according to section B.4.1. Because the trace of every eigenoperator of LeffS (z) with
nonzero eigenvalue is zero as shown in section B.4.2 and because Tr{l0(z)} = 1, one gets
P ′0(z)lj(z) = l0(z)Tr{lj(z)}︸ ︷︷ ︸
=δ0j
= δ0j l0(z), (B.22)
i.e., P ′0(z) is indeed the projector to the eigenspace of the zero eigenvalue.
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C The Schrieffer-Wolff Transformation
In this appendix, the Kondo model is derived from the Anderson impurity model in the
local moment regime using second-order perturbation theory. The original derivation by
Schrieffer and Wolff [52] used a unitary transformation of the Hamiltonian. Here, ordi-
nary Brillouin-Wigner perturbation theory is used, and the transformation is extended
to the nonequilibrium situation of a quantum dot in the Coulomb blockade regime cou-
pled to leads with different chemical potentials. Also the effect of an external magnetic
field is included.
The starting point is the Hamiltonian (4.25):
H = Hdot +Hleads +HT, where
Hdot =
∑
σ
εσnσ + Un↑n↓, where nσ = c
†
σcσ,
Hleads =
∑
αkσ
εαkσa
†
αkσaαkσ,
HT =
∑
αkσ
(
tαkc
†
σaαkσ +H.c.
)
.
(C.1)
To consider the original Anderson model for a magnetic impurity in a metal (4.1), it is
sufficient to set ε↑ = ε↓ and omit the summation over the lead index α.
The quantum dot Hamiltonian Hdot has 4 eigenstates:
|0〉 (the empty state),
|↑〉 = c†↑ |0〉 ,
|↓〉 = c†↓ |0〉 ,
|↑↓〉 = c†↑c†↓ |0〉 = −c†↓c†↑ |0〉
= c†↑ |↓〉 = −c†↓ |↑〉 .
(C.2)
Note that some minus signs appear in the last equation because the fermionic operators
c†↑ and c
†
↓ anticommute.
In the following, it is assumed that the quantum dot is in the local moment regime,
i.e., that it is occupied by a single electron. This is the case if the condition
max{ε↑, ε↓} ≪ µα ≪ min{ε↑, ε↓}+ U (C.3)
is fulfilled for every lead α. ’Much smaller’ (≪) means here that the difference between
the energies is much larger than the temperature and the level broadening which is
induced by the coupling to the leads.
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The basic idea of the Schrieffer-Wolff transformation is to project the 4-dimensional
dot Hilbert space to the subspace spanned by the states |↑〉 and |↓〉. The corresponding
projection operator is
P =
∑
σ
|σ〉 〈σ| . (C.4)
First-order tunnelling processes would lead out of this subspace, but second-order tun-
nelling processes (with an empty or doubly occupied impurity as a virtual intermediate
state) are taken into account perturbatively. Splitting the Hamiltonian (C.1) into two
parts
H = H0 +HT, where H0 = Hdot +Hleads, (C.5)
one can use second-order Brillouin-Wigner perturbation theory to get an effective Hamil-
tonian in the subspace which corresponds to a singly occupied impurity:
Heff(E) = PH0P + PHT
1
E −H0HTP. (C.6)
Note that the first factor P in both terms can be omitted because neither H0 nor the
twofold application ofHT lead out of the subspace under consideration here. Substituting
HT from Eq. (C.1) into the second term yields
PHT
1
E −H0HTP =
∑
αα′
kk
′
σσ′
[
(tα
k
)∗ a†αkσcσ
1
E −H0 t
α′
k
′c
†
σ′aα′k′σ′
+ tα
′
k
′c
†
σ′aα′k′σ′
1
E −H0 (t
α
k)
∗ a†αkσcσ
]
P.
(C.7)
Note that terms with two dot creation operators or two dot annihilation operators do
not occur because applying such terms to a singly occupied dot state yields zero.
To evaluate this further, it is assumed that the eigenstate |ψ〉 of H which this operator
is applied to is in zeroth order in HT an eigenstate
∣∣ψ(0)〉 of H0 that consists of a singly
occupied dot and leads where all single-particle states up to the respective chemical
potential are occupied and all states above are empty. The energy of this eigenstate of
H is (again in zeroth order in HT) equal to the eigenvalue of |ψ(0)〉 with respect to the
operator H0.
In the first term of Eq. (C.7), c†σ′ and aα′k′σ′ are applied to the state before
1
E−H0
is
evaluated. This means that the energy of the dot is increased by U + εσ′ and the energy
of the electrons in the leads is decreased by εα′k′σ′ . In total,
1
E−H0
can be replaced by
−(U+εσ′−εα′k′σ′)−1 in this term. Analogously, 1E−H0 can be replaced by −(εαkσ−εσ)−1
in the second term.
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Therefore, one gets up to second order in HT:
PHT
1
E −H0HTP =
∑
αα′
kk
′
σσ′
(tα
k
)∗ tα
′
k
′
(
− 1
U + εσ′ − εα′k′σ′
a†αkσaα′k′σ′cσc
†
σ′
− 1
εαkσ − εσ
a
α′k′σ′
a†αkσc
†
σ′cσ
)
P.
(C.8)
Multiplication of the dot operators with the projector P yields (identifying σ =↑ with
σ = +1 and σ =↓ with σ = −1)
cσc
†
σ′P = σσ
′ |σ¯〉 〈σ¯′∣∣ and c†σ′cσP = ∣∣σ′〉 〈σ| . (C.9)
Now spin-12 operators are introduced:
|σ〉 〈σ| = 1
2
+ σSz, |σ〉 〈σ¯| = Sσ, (C.10)
where S± = Sx±iSy. Substituting this into Eq. (C.8) and neglecting the anticommutator
{a
α′k′σ′
, a†αkσ}, which just leads to an energy shift, yields
PHT
1
E −H0HTP =
∑
αα′
kk
′
σσ′
(tαk)
∗ tα
′
k
′
[
1
2
(
1
εαkσ − εσ −
1
U + εσ′ − εα′k′σ′
)
δσσ′
+
(
1
εαkσ − εσ +
1
U + εσ′ − εα′k′σ′
)
S · σσσ′
]
a†αkσaα′k′σ′ . (C.11)
This is substituted into the total Hamiltonian Heff [neglecting the difference between the
constant ε¯ = 12 (ε↑ + ε↓) and ε↑ or ε↓ in the denominators]:
Heff = h0Sz +
∑
αα′
kk
′
σσ′
[
K˜αk,α′k′δσσ′ +
1
2
J˜αk,α′k′S · σσσ′
]
a†αkσaα′k′σ′ +Hleads,
h0 = ε↑ − ε↓,
K˜αk,α′k′ =
1
2
(tαk)
∗ tα
′
k
′
(
1
εαkσ − ε¯ −
1
U + ε¯− εα′k′σ′
)
,
J˜αk,α′k′ = 2 (t
α
k)
∗ tα
′
k
′
(
1
εαkσ − ε¯ +
1
U + ε¯− εα′k′σ′
)
.
(C.12)
This can be simplified by replacing εαkσ ≈ µα, which should be a good approximation
if only the low-energy properties of the system are studied. Finally, neglecting the k-
dependence of tα
k
leads to the Kondo model
HKondo = h0Sz +
∑
αα′
kk
′
σσ′
[
K˜αα′δσσ′ +
1
2
J˜αα′S · σσσ′
]
a†αkσaα′k′σ′ +Hleads, (C.13)
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where
K˜αα′ =
1
2
(tα)∗ tα
′
(
1
µα − ε¯ −
1
U + ε¯− µα′
)
,
J˜αα′ = 2 (t
α)∗ tα
′
(
1
µα − ε¯ +
1
U + ε¯− µα′
)
.
(C.14)
The chemical potentials µα are often chosen in such a way that K˜αα′ and hence also the
potential scattering term ∼ δσσ′ becomes zero.
Note that the coupling J˜αα′ is positive, i.e., antiferromagnetic. If the difference be-
tween µα and µα′ can be neglected in the denominators (which is essentially a require-
ment for the validity of the Schrieffer-Wolff Transformation), the couplings fulfil
J˜αα′ = J˜α′α,
(
J˜αα′
)2
= J˜αJ˜α′ , (C.15)
where J˜α is a shorthand notation for J˜αα.
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Wick’s Theorem is one of the fundamental tools of many-body physics. It provides a
simple way to evaluate the expectation value of a product of fermionic and/or bosonic
creation and annihilation operators with respect to the grandcanonical density matrix
if the Hamiltonian is quadratic in the creation and annihilation operators. It turns
out that it is sufficient to consider contractions, i.e., expectation values of products of
only two operators with respect to the density matrix, because Wick’s Theorem states
that the expectation value of any higher product can be decomposed into a product of
contractions.
The proof for Wick’s Theorem which is presented in this appendix is inspired by
Nolting [83].
D.1 Prerequisites
• To simplify the notation, a common notation for creation and annihilation opera-
tors is used in this appendix [cf. Eq. (5.9)]:
aη1q1 =
{
a†q1, η1 = +,
aq1, η1 = −,
(D.1)
where q1 labels all quantum numbers needed to characterise the state (e.g., spin,
lead index, and wave number). Like in Eqs. (5.10) and (5.11), the indices η1 and
q1 are merged to 1 ≡ η1q1 for convenience, and 1¯ is defined to change only the
index η1:
1¯ := −η1, q1. (D.2)
• It is assumed that either all ai are fermionic, or they are all bosonic. Using the
notations introduced above, the anticommutator or commutator of two operators
is
{a1, a2} = δ12¯ for fermions,
[a1, a2] = −η1δ12¯ for bosons,
(D.3)
where δ12¯ is given by
δ12¯ = δη1,−η2δq1q2. (D.4)
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• Let H0 be a Hamiltonian which is quadratic, i.e.,
H0 =
∑
qq′
hqq′a
†
qaq′ (D.5)
with a Hermitian matrix h. The corresponding grandcanonical density matrix ρ0
is
ρ0 =
e−β(H0−µN)
Z
, where Z = Tr e−β(H0−µN). (D.6)
In this equation, µ denotes the chemical potential and N the total number of
particles.
• The expectation value of a product of operators with respect to ρ0 is given by
〈a1 . . . an〉ρ0 = Tr {a1 . . . anρ0} . (D.7)
• An expectation value of a product of two operators is called contraction and is
denoted by
aiaj := 〈aiaj〉ρ0 . (D.8)
If some operators are between the two operators which are contracted with each
other, an additional sign can occur in the case of fermions. A factor ζ which is 1 for
bosons and −1 for fermions occurs for every exchange of neighbouring operators
that is needed to bring ai and aj next to each other:
aia1 . . . anaj = ζ
naiaja1 . . . an. (D.9)
This is also the case if some or all of the operators a1, . . . an are contracted to each
other or to other operators.
• It might seem that it is always possible to commute two operators in terms such
as Eq. (D.9) if at least one of them is part of a contraction. However, this is not
the case if the two operators are contracted to each other because in general
aiaj 6= −ajai. (D.10)
• The total pairing TP(a1, . . . , an) of an even number n of operators is defined as
the sum of all possible decompositions of the product of these operators into n/2
contractions. Before the contractions are evaluated using Eq. (D.8), they have
to be disentangled by permuting the operators. According to Eq. (D.9), this can
change the sign of the corresponding term.
Examples for two and four operators are
TP(a1, a2) = a1a2,
TP(a1, a2, a3, a4) = a1a2a3a4 + a1a2a3a4 + a1a2a3a4
= a1a2a3a4 + ζa1a3a2a4 + a1a4a2a3,
(D.11)
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where ζ = 1 for bosons and ζ = −1 for fermions.
The total pairing of an odd number of operators is defined as zero.
D.2 Wick’s Theorem for Fermionic or Bosonic Operators
Using the prerequisites introduced in the previous section, Wick’s Theorem can now be
formulated:
For a quadratic Hamiltonian H0 =
∑
qq′ hqq′a
†
qaq′ , the expectation value of a product
of n creation and annihilation operators with respect to the grandcanonical density
matrix ρ0 = e
−β(H0−µN)/Z with Z = Tr e−β(H0−µN) is given by the total pairing of these
operators:
〈a1 . . . an〉ρ0 = TP(a1, . . . , an). (D.12)
D.3 Proof of Wick’s Theorem
Wick’s Theorem (D.12) is independent of the basis {|qi〉} that is chosen for the operators
ai because any unitary transformation will affect both sides of the equation in the same
way. Therefore, it can be assumed in this proof that each |qi〉 is an eigenstate of the
Hamiltonian H0.
First two lemmas are proven which simplify the proof of Wick’s Theorem.
Lemma 1
For H0 =
∑
q εqa
†
qaq and ρ0 = e
−β(H0−µN)/Z, where Z = Tr e−β(H0−µN), commuting a1
with ρ0 yields a factor ϕ1:
a1ρ0 = ϕ1ρ0a1, where ϕ1 = e
η1β(εq1−µ). (D.13)
Proof: The commutator of a1 and H0 − µN is
[a1,H0 − µN ] =
∑
q
(εq − µ)[a1, a†qaq]. (D.14)
Using [A,BC] = [A,B]−ζC + ζB[A,C]−ζ for bosonic (ζ = +1) or fermionic (ζ = −1)
operators, the commutator of a1 and a
†
qaq can be evaluated:
[a1, a
†
qaq] = [a1, a
†
q]−ζaq + ζa
†
q[a1, aq]−ζ
= δη1−δq1qaq + ζa
†
q(−ζδη1+δq1q)
= −η1δq1qa1.
(D.15)
Substituting this into Eq. (D.14) yields
[a1,H0 − µN ] = −η1(εq1 − µ)a1
⇒ a1(H0 − µN) = [H0 − µN − η1(εq1 − µ)]a1
⇒ a1(H0 − µN)n = [H0 − µN − η1(εq1 − µ)]na1 for any n ∈ N0.
(D.16)
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Expanding the exponential function in ρ0 into a Taylor series and applying this result
yields
a1ρ0 =
1
Z
∞∑
n=0
a1 [−β(H0 − µN)]n
=
1
Z
∞∑
n=0
{−β[H0 − µN − η1(εq1 − µ)]}n a1
=
1
Z
e−β[H0−µN−η1(εq1−µ)]a1
= ϕ1ρ0a1,
(D.17)
i.e., Eq. (D.13) is proven. 
Lemma 2
For H0 =
∑
q εqa
†
qaq and ρ0 = e
−β(H0−µN)/Z, where Z = Tr e−β(H0−µN), the contraction
of ai and aj is related to the commutator of these operators via
aiaj = 〈aiaj〉ρ0 =
[ai, aj ]−ζ
1− ζϕi , (D.18)
where ϕi was defined in Eq. (D.13).
Proof:
• For ηi = ηj , i.e., if ai and aj are either both creators or both annihilators, both
sides of Eq. (D.18) are zero.
• For ηi = +, ηj = −, the left hand side of Eq. (D.18) is
〈
a†qiaqj
〉
ρ0
= δqiqj 〈nqi〉ρ0 =
δqiqj
eβ(εqi−µ) − ζ , (D.19)
where nqi = a
†
qiaqi is the operator which counts the number of particles in the state
|qi〉. Substituting [a†qi , aqj ]−ζ = −ζδqiqj into this equation yields
〈
a†qiaqj
〉
ρ0
=
[a†qi , aqj ]−ζ
1− ζeβ(εqi−µ) . (D.20)
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• For ηi = −, ηj = +, the calculation is similar:〈
aqia
†
qj
〉
ρ0
=
〈
ζa†qjaqi + [aqi , a
†
qj ]−ζ
〉
ρ0
(D.20)
= ζ
[a†qj , aqi ]−ζ
1− ζeβ(εqi−µ) + [aqi , a
†
qj ]−ζ
= [aqi , a
†
qj ]−ζ
(
ζe−β(εqi−µ)
1− ζe−β(εqi−µ) + 1
)
=
[aqi , a
†
qj ]−ζ
1− ζe−β(εqi−µ)
(D.21)
Rewriting Eqs. (D.20) and (D.21) in terms of ai, aj, and ϕi yields Eq. (D.18) in both
cases. 
Proof of Wick’s Theorem
Because Wick’s Theorem is obviously fulfilled for odd n (both the expectaction value of
a1 . . . an and the total pairing of the operators are zero then) and also for n = 2 [the
theorem is equivalent to the definition (D.8) of the contraction in this case], it can be
assumed that n is even and n ≥ 4.
The first step is to bring the operator a1 in the expectation value 〈a1 . . . an〉ρ0 to the
right using a series of n− 1 commutations or anticommutations:
〈a1 . . . an〉ρ0 = 〈[a1, a2]−ζa3 . . . an〉ρ0 + ζ 〈a2a1a3 . . . an〉ρ0
= . . .
= 〈[a1, a2]−ζa3 . . . an〉ρ0
+ ζ 〈a2[a1, a3]−ζ . . . an〉ρ0
+ . . .
+ ζn−2 〈a2a3 . . . [a1, an]−ζ〉ρ0
+ ζn−1 〈a2a3 . . . ana1〉ρ0 .
(D.22)
To use the cyclic invariance of the trace and bring a1 back to the front of the expectation
value, a1 first has to be commuted with the density matrix ρ0. According to Lemma 1,
this yields the factor ϕ1:
〈a2a3 . . . ana1〉ρ0 = ϕ1 〈a1 . . . an〉ρ0 . (D.23)
Furthermore, ζn−1 can be replaced by ζ in the last term on the right hand side because
n is even and ζ = ±1. Bringing the transformed term to the left hand side yields
(1− ζϕ1) 〈a1 . . . an〉ρ0 = 〈[a1, a2]−ζa3 . . . an〉ρ0
+ ζ 〈a2[a1, a3]−ζ . . . an〉ρ0
+ . . .
+ ζn−2 〈a2a3 . . . [a1, an]−ζ〉ρ0 .
(D.24)
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Dividing this equation by (1− ζϕ1) and using Lemma 2 yields
〈a1 . . . an〉ρ0 = 〈a1a2a3 . . . an〉ρ0
+ ζ〈a2a1a3 . . . an〉ρ0
+ . . .
+ ζn−2〈a2a3 . . . a1an〉ρ0 .
(D.25)
According to Eq. (D.9), taking a1 back to its original position cancels the signs in front
of the expectation values:
〈a1 . . . an〉ρ0 = 〈a1a2a3 . . . an〉ρ0
+ 〈a1a2a3 . . . an〉ρ0
+ . . .
+ 〈a1a2a3 . . . an〉ρ0 .
(D.26)
Repeating this procedure with the remaining operators finally leads to the total pairing
TP(a1, . . . , an), which proves Wick’s Theorem. 
D.4 Wick’s Theorem for Fermionic Superoperators in Liouville
Space
In part III, Wick’s Theorem is needed to evaluate expressions of the form〈
p′1 : J
p1
1 J
p′1
1′ : p
′
2 : J
p2
2 J
p′2
2′ : · · · p′n : Jpnn J
p′n
n′ :
〉
ρleads
= Trleads
{
p′1 : J
p1
1 J
p′1
1′ : p
′
2 : J
p2
2 J
p′2
2′ : · · · p′n : Jpnn J
p′n
n′ : ρleads
}
, (D.27)
where the relation between the superoperators Jpii and the ordinary fermionic operators
ai is given by the definition (5.46). ρleads is the product of the grandcanonical density
matrices ρL and ρR of the leads, and the Hamiltonians of the leads are quadratic, such
that Wick’s Theorem is applicable.12 Therefore, it is clear that Eq. (D.27) can be written
as the sum over all possible decompositions of the product into contractions of the form
Jp1J
p′
1′ := p
′
〈
Jp1J
p′
1′
〉
ρleads
= p′Tr
{
Jp1J
p′
1′ ρleads
}
, (D.28)
1Strictly speaking, Wick’s Theorem (D.12) is only applicable if the chemical potential is the same for
both leads. However, the density matrix ρleads = ρLρR can be factorised here because the Hamiltonian
Hleads does not couple the two leads, and therefore, no contractions of operators belonging to different
leads can occur. This means that the expectation value of a product of operators can be factorised
into independent parts for each lead, and Wick’s Theorem can be applied to each of these factors
separately.
2One has to keep in mind that the operators a1 defined in (5.26) contain a factor
p
ρ(ω), where ρ(ω) is
the frequency-dependent part of the density of states. However, the form of Wick’s Theorem remains
the same because also the contractions (5.32) contain this factor.
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p′1 · · · p′nTr
= p′1 · · · p′n
· · ·
· · ·· · ·
· · ·
· · ·· · ·
ρleads
ρleads
Jp11 J
p′1
1′ J
pi
i J
p′i
i′ J
pn
n J
p′n
n′
a1
a1′
ai ai′ an
an′
Figure D.1: Diagrammatic representation of (D.27). Depending on the Keldysh indices
pi and p
′
i, the operators ai, ai′ appear on the upper or on the lower branch of
the Keldysh contour. The diagram shown here corresponds to the situation
p1 = pi = p
′
i = pn = −, p′1 = p′n = +.
where contractions between Jpii and J
p′i
i′ are excluded because of normal ordering. The
purpose of this section is to discuss the signs that arise and to make it clear why it is
convenient to include the sign factors in the product (D.27) and the contraction (D.28).
To do this, one first rewrites Eq. (D.27) in terms of ordinary operators ai, ai′ which are
ordered along the Keldysh contour according to the Keldysh indices pi, p
′
i. A diagram-
matic visualisation of this process is given in Fig. D.1. It is then straightforward to apply
Wick’s Theorem, but it is not clear at first sight how the Keldysh indices pi and p
′
i affect
the sign factors that arise when disentangling the contractions like in Eq. (D.11). There-
fore, the operators are reordered in such a way that it is easy to express all contractions
by the superoperator contraction (D.28).
After applying Wick’s Theorem (D.12), the first step is to move all contracted oper-
ators to the upper branch of the Keldysh contour. This means that each operator on
the lower contour has to be anticommuted successively with all operators which are to
the left of this operator on both branches of the contour. In the case of the ai, i.e., the
left operator of each pair in Eq. (D.27), this does not incur any sign factors because an
even number of operators is to the left of ai. However, the right operator of each pair,
i.e., ai′ , has to be exchanged with ai additionally. This means that the total number
of anticommutation operations is odd for these operators. Moving ai′ from the lower
to the upper branch therefore yields a factor −1. The factors p′i which result from this
consideration for all superoperators J
p′i
i′ in Eq. (D.27) cancel the prefactors p
′
i.
However, moving the right operator of any contraction to the upper branch anticom-
mutes it with its contraction partner which is not allowed according to Eq. (D.10). To
compensate this error, the contraction partners have to be exchanged, which incurs an
odd number of pairwise anticommutations.3 This causes a factor −1 for each operator on
the lower branch which is the right operator in a contraction, or more generally, a factor
p′ for any right operator a1′ in a contraction, where p
′ is the corresponding Keldysh
3It can easily be proven that exchanging any two of a product of fermionic operators incurs an odd
number of pairwise anticommutations.
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index.
Considering all possible combinations of Keldysh indices, the contraction of two op-
erators a1 and a1′ can be (including the additional sign p
′ which was discussed in the
previous paragraph):
p = +, p′ = + : a1a1′ = Tr{a1a1′ρleads},
p = +, p′ = − : −a1′a1 = −Tr{a1′a1ρleads},
p = −, p′ = + : a1a1′ = Tr{a1a1′ρleads},
p = −, p′ = − : −a1′a1 = −Tr{a1′a1ρleads}.
(D.29)
Using the cyclic invariance of the trace, it is easy to verify that this is equal to
p′Tr{Jp1Jp
′
1′ ρleads}, (D.30)
which is why the contraction Jp1J
p′
1′ is defined to be equal to this expression, see Eq. (D.28).
The only thing that is still to be shown is that the contraction Jp1J
p′
1′ is equal to
p′δ11¯′ρ(ω)f(p
′ηω), see Eq. (5.71). To prove this, one starts with
Jp1J
p′
1′ = p
′ Tr
{
Jp1J
p′
1′ ρleads
}
(∗)
=
{
Trleads{a1a1′ρleads}, p′ = +,
−Trleads{a1′a1ρleads}, p′ = −, (D.31)
where the definition (5.46) of Jp1 and the cyclic invariance of the trace were used in the
step (∗). For p′ = +, using the form (5.32) of the contraction a1a1′ yields
Trleads{a1a1′ρleads} = δ11′ρ(ω)f(ηω). (D.32)
For p′ = −, one can deduce from a1′a1 = −a1a1′ + {a1′ , a1} (5.31)= −a1a1′ + ρ(ω)δ11¯′ and
Eq. (5.32) that
−Trleads{a1′a1ρleads} = δ11¯′ρ(ω) [f(ηω)− 1] = −δ11¯′ρ(ω)f(−ηω). (D.33)
Using these results, Eq. (D.31) can be written in both cases as
γpp
′
11′ = J
p
1J
p′
1′ = p
′δ11¯′ρ(ω)f(p
′ηω). (D.34)
In summary, expectation values of the form (D.27) are given by the sum over all
possible decompositions of the product into contractions, where each contraction has
the form (D.34). When disentangling the contractions, a minus sign occurs for each
interchange of neighbouring fermionic superoperators.
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