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Marcel Wild
Abstract It is known that all models of a 2-CNF formula can be enumerated in
output-polynomial time, yet both the approach of Kawadias-Sideri 1998 (abstract
oracle-scheme) and the one of Feder 1992 (network flows) invite improvement. In
the present article a O(Nn2 +n2) time and O(n2) space algorithm for outputting all
N solutions of a Boolean 2-CNF on n variables is presented. Crucially, models are
output in disjoint clusters (using don’t care symbols) rather than one-by-one. Put
another way, our algorithm transforms a 2-CNF into an (often short) orthogonal
DNF.
1 Introduction
A basic familiarity with Boolean functions is assumed, see [CH] for any undefined concept.
Consider a Boolean conjunction ψ = ψ(x1, · · · , xn) of 2-clauses (= disjunction of two literals),
henceforth abbreviated as 2-CNF. The satisfiability of a 2-CNF (called 2-SAT) can be decided
in linear time. Various methods are discussed in [S, 5.7.1], one of them is based on Aspvall, Plass
and Tarjan [APT, 1979]. They were the first to associate with ψ an implication digraph such
that some elegant property (labelled (5) in the present article) is necessary and sufficient for
the satisfiability of ψ: In brief, no strong component of the implication digraph contains both
xi and xi. Let W = W (ψ) be the set of all strong components. The necessity of (5) for each
member of W is obvious, its sufficiency is not. We shall review the argument along the way (at
the end of Section 2), using other terminology. While the [APT]-method is not the fastest way
for 2-SAT (the bottleneck is the calculation of the strong components [S, p.241]), it is closest
to our method of choice for ALL-2-SAT, i.e. for the task to enumerate all solutions of a given
2-CNF.
The remaining sections of the paper are organized as follows. The satisfaction of (5) allows one
to construct a poset (W,≤) on W that carries an involution ω reminiscent of complementing
literals. The models of ψ correspond bijectively to the bisections of W , i.e. to the filter-ideal
partitions (X,Y ) of W with the extra property that ω(X) = Y (Section 2). Our algorithm, called
the bisection factory (Section 3), enumerates all N bisections in output-linear time O(Nn2+n2).
That bound extends to the enumeration of all partial models (Section 4). The only previously
published “concrete” algorithm (thus disregarding [KS]) to enumerate all 2-CNF models appears
in [F] and is formulated in the framework of network flows. The author’s struggles to follow the
partly sketchy1 arguments led to a fresh approach (the present article) which adopts a poset
1More details in Section 7.3.
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rather than a network framework. Section 5 features the more important improvement that the
models are not output one-by-one, but in compact fashion by the use of don’t care symbols.
Before we continue with sections 6 to 8, here is a sneak preview using a 2-CNF with 9 variables
and 15 clauses:
(1)
ϕ = ϕ(x1, · · ·x9) := (x7 ∨ x6) ∧ (x9 ∨ x8) ∧ (x8 ∨ x7) ∧ (x8 ∨ x6)
∧ (x6 ∨ x3) ∧ (x5 ∨ x3) ∧ (x3 ∨ x6) ∧ (x2 ∨ x1)
∧ (x1 ∨ x6) ∧ (x5 ∨ x2) ∧ (x9 ∨ x1) ∧ (x9 ∨ x2)
∧ (x9 ∨ x4) ∧ (x9 ∨ x7) ∧ (x2 ∨ x4)
It turns out that every solution x = (x1, . . . , x9) to ϕ(x) = 1 must have x3 = 1 (and whence
x3 = 0). If we also set x6 = 1 and x2 = x7 = x9 = 0 (by reasons discussed later) then
ϕ(x1, 0, 1, x4, x5, 1, 0, x8, 0) = (1 ∨ 0) ∧ (1 ∨ x8) ∧ (x8 ∨ 1) ∧ (x8 ∨ 1)
∧ (0 ∨ 1) ∧ (x5 ∨ 1) ∧ (1 ∨ 1) ∧ (1 ∨ x1)
∧ (x1 ∨ 1) ∧ (x5 ∨ 1) ∧ (1 ∨ x1) ∧ (1 ∨ 1)
∧ (1 ∨ x4) ∧ (1 ∨ 1) ∧ (1 ∨ x4)
= 1 ∧ 1 ∧ · · · ∧ 1 = 1,
thus ϕ(x) = 1 independent of what the values of x1, x4, x5, x8 are. In other words we found a
16-element interval in the powerset {0, 1}9 consisting of models of ϕ. This interval is represented
as the 012-row r4 in Table 1. Here 2 stands for “don’t care”. One verifies that also the other
rows represent (mutually disjoint) clusters of models. It turns out that we get all models in this
way, and so |Mod(ϕ)| = 4 + 4 + 4 + 16 + 2 = 30.
x1 x2 x3 x4 x5 x6 x7 x8 x9
r1 = 0 0 1 2 2 0 1 0 0 → 4
r2 = 0 0 1 2 2 0 0 0 0 → 4
r3 = 0 0 1 1 2 2 0 0 1 → 4
r4 = 2 0 1 2 2 1 0 2 0 → 16
r5 = 1 1 1 1 0 1 0 2 0 → 2
Table 1
It fits to say a few words on [CH, 5.7.2] which has the title “Parametric solutions”. In essence
this is dilution instead of compression: Instead of Table 1 one sets up functions gi(p) :=
(gi(p1), · · · , gi(p9)) for 1 ≤ i ≤ 9 such that
Mod(ϕ) = {(g1(p), · · · , g9(p)) : p ∈ {0, 1}9}.
This may offer theoretic insights but for enumeration purposes amounts to scanning all bitstrings
p in {0, 1}9 and checking whether ϕ(p) = 1.
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The computer experiments in Section 6 confirm the efficiency of our method. Not surprisingly
the level of compression achieved depends on the shape and number of 2-clauses. Section 7
sketches a variety of applications, among which (in some detail), the enumeration of all Horn-
Renamings of an arbitrary Boolean CNF, or of all solutions to the Stable Roommates Problem.
Furthermore we argue that an easy adaption of the bisection factory can be applied to the
NP-hard weighted 2SAT problem.
Section 8 investigates alternative approaches for ALL-2-SAT. On the one hand we show how the
bisection factory has been trimmed for special 2-SAT instances, i.e. stemming from posets (8.1)
or from graphs (8.2). On the other hand, a wholly different approach to ALL-2-SAT, based on
Horn-SAT, is sketched in 8.3.
2 On strong components and involution posets
The results in Section 2 are “not really new”, yet reworking these matters seems justified by two
reasons. First, the account in [CH, 5.4.3] (which draws on [APT]) lives in a DNF-world, whence
aims to solve φ(x) = 0. In contrast we live in a CNF-world, whence aim to solve φ(x) = 1. These
are trivial but annoying differences. Second and more important, both [APT] and [CH] do not
embrace the handy poset terminology (ideals, filters, bisections, etc.) that makes the arguments
more crisp. For instance, the somewhat clumsy proof of [CH, Theorem 5.4] boils down to the
shelling of a certain poset.
Let us go into medias res with n = 7 and this2 Boolean 2-CNF:
(2) ψ′(x) := (x1 ∨ x3) ∧ (x1 ∨ x4) ∧ (x4 ∨ x3) ∧ (x2 ∨ x4) ∧ (x3 ∨ x5)
∧(x1 ∨ x5) ∧ (x1 ∨ x6) ∧ (x5 ∨ x7) ∧ (x6 ∨ x7) ∧ (x2 ∨ x6)
Each clause of ψ′ being equivalent to the conjunction of two “implications”, e.g.
(3) x1 ∨ x3 ≡ (x1 → x3) ∧ (x3 → x1),
it is compelling to study the arising implication digraph ID(ψ′) on the vertex set
L(ψ′) = {x1, · · ·x7, x1, · · ·x7} of all literals:
2For technical reasons ψ′ and all other 2-CNF’s considered are pure, i.e. consist entirely of 2-clauses and no
1-clauses. The presence of 1-clauses amounts to pinning down variables to 0 or 1 in a pure 2-CNF. This is covered
by Corollary 3.
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Figure 1: The implication digraph IDHy'L
In the sequel ψ′ always refers to the specific 2-CNF formula in (2) wheras ψ is a general 2-CNF
formula. We write u −→ v (long arrow) if there is a directed path from u to v in the implication
digraph; for instance x3 −→ x6 and whence x6 −→ x3 in Figure 1. We write x3 ←→ x1 to
signify that both x3 −→ x1 and x1 −→ x3 take place. The short arrows, such as x1 → x3 in (3)
are reserved for the arcs of ID(ψ).
For a 2-CNF formula ψ consider a truth value assignment f : L(ψ)→ {0, 1}. It is clear and also
stated in [APT, p.122] that f is a model of ψ (= satisfying truth value assignment) if and only
if :
(4i) For all i, vertices xi and xi receive complementary truth values f(xi) 6= f(xi).
(4ii) No arc u→ v has f(u) = 1 and f(v) = 0. Equivalently: each directed path u −→ v
with f(u) = 1 has f(v) = 1.
By (4ii) vertices in the same strong component of ID(ψ) are assigned the same truth value in any
model of ψ, and so the following condition is necessary for a 2-CNF formula ψ = ψ(x1, · · · , xn)
to be satisfiable:
(5) [APT] Each strong component of ID(ψ) contains at most one of xi and xi (1 ≤ i ≤ n).
Let W = W (ψ) be the factor poset of strong components c of ID(ψ), partially ordered in the
usual sense that c ≤ c0 if and only if u −→ v for all literals u ∈ c and v ∈ c0. In our case,
W ′ = W (ψ′) is depicted in Figure 2.
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Figure 2: The involution poset WHy'L
Here the only non-singleton strong components c are {x1, x3, x4} and dually {x1, x3, x4}. The
strong component of say x4 is [x4] = {x1, x3, x4} and e.g. [x2] = {x2}. Because generally for all
literals u, v ∈ L(ψ) one has
[u] = [v] ⇔ u←→ v ⇔ u←→ v ⇔ [u] = [v],
it is well-defined to declare the complement of the strong component [u] as [u] := [u]. Accordingly
ω(c) := c yields a self-inverse map ω : W →W which in fact is an anti-automorphism of (W,≤)
because
[u] ≤ [v] ⇔ u −→ v ⇔ v −→ u ⇔ [v] ≤ [u].
A poset endowed with a self-inverse anti-automorphism ω is called an involution poset. It needs
not3 be a Boolean algebra since neither suprema a ∨ b nor infima a ∧ b need exist. However, by
standard lattice theory, if a ∨ b happens to exist then ω(a) ∧ ω(b) must exist and ω(a ∨ b) =
ω(a) ∧ ω(b). In Figure 2 we e.g. have
ω([x6] ∨ [x2]) = ω([x1]) = [x1] = [x6] ∧ [x2] = ω([x6]) ∧ ω([x2]),
but say [x2]∨ [x7] does not exist. No use of suprema or infima in involution posets deriving from
2-SAT problems seems to be known.
We simply refer to W = W (ψ) as the involution poset of ψ. (In [CH, 5.4.3] this is called the
condensed implication graph of ψ.) We saw that (4ii) implies that each model f : L(ψ)→ {0, 1}
of ψ lifts to a map g : W (ψ)→ {0, 1} defined by g([u]) := f(u). What is more (also by (4ii)),
3See [GW] for non-Boolean examples of involution posets in a context different from ours.
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(a) X := {c ∈W : g(c) = 1} is a filter of (W,≤)
in the usual sense that c ∈ X, c ≤ d jointly imply d ∈ X. Dually
(a′) Y = W \X = {c ∈W : g(c) = 0} is an ideal of (W,≤)
in that c ∈ Y , d ≤ c jointly imply d ∈ Y . Furthermore in view of (4i) it holds that X and Y are
related in a very special way:
(b) ω(X) = Y and4 ω(Y ) = X.
Generally, any filter-ideal pair (X,Y ) with X ∩ Y = ∅, X ∪ Y = W and satisfying (b) will be
called a bisection of W . Equivalently, we call any5 map g : W → {0, 1} a bisection of W if
X := g−1(1) is a filter, Y := g−1(0) is an ideal, and (b) holds. Thus the 1’s go in the filter, the
0’s in the ideal. One has the following:
(6) Among all maps L(ψ)→ {0, 1} satisfying (4i), the models f of ψ bijectively correspond
to the bisections g of W (ψ).
Proof of (6). We just saw that models f yield bisections g. Conversely let g be a bisection.
Then the map f(u) := g([u]) satisfies (4i) because of (b). Fix an arbitrary arc u→ v of ID(ψ).
If f(u) = 0 then u→ v is true independent of f(v). So let f(u) = g([u]) = 1. From [u] ∈ X and
[u] ≤ [v] follows [v] ∈ X, and so f(v) = g([v]) = 1 which means that u → v is true. Hence f is
a model of ψ. 
But are there bisections (X,Y ) of W (ψ) at all ? Yes, the following procedure yields one: Keep
picking arbitrary maximal elements c from the shrinking involution poset W (ψ), aka shelling
the poset from above. Specifically starting with X = Y = φ, add c to X, and in parallel c to
Y , until W (ψ) is exhausted. This works because whenever a new c yields a larger X, we claim
it cannot be that c ∈ X. Indeed, c = c is impossible by (5), and c ∈ X \ {c} entails that c was
previously assigned to Y , which cannot be since c = c is our element at hand. In the end X is a
filter (by the very shelling procedure), whence its complement Y is an ideal, and ω(X) = Y by
construction. To fix ideas, here are two ways to shell W (ψ′) from above, leading to bisections
(X1, Y1) and (X2, Y2) respectively:
[x2], [x7], [x5], [x1], [x6] ∈ X1 [x2], [x7], [x5], [x1], [x6] ∈ Y1
[x7], [x6], [x5], [x1], [x2] ∈ X2 [x7], [x6], [x5], [x1], [x2] ∈ Y2
Our aim in Section 3 is to enumerate all bisections of W (ψ). This endeavour will not be based
upon the described shelling method. In fact the bisections will not pop up one after the other,
but rather “bunch-wise”.
4Of course, independent of (4i), given any one of these identities, it implies the other in view of ω ◦ ω = id.
5Later on (Table 2) we shall fix any linear ordering of W . With respect to it each bisection more succinctly is
a certain length |W | bitstring.
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3 The bisection factory: an algorithm for ALL-2-SAT
Let W = (W,≤) be the involution poset of the Boolean 2-CNF ψ. Recall from (5) that c 6= c
for all c ∈ W . We say c ∈ W is low if c < c. Dually call b ∈ W high if b > b. The set J1 ⊆ W
of all low elements is an ideal since from c ∈ J1 and d < c follows c < d, whence d < c < c < d,
whence d ∈ J1. We call J1 the rigid ideal of (W,≤). Dually the set F1 = ω(J1) of all high
elements is the rigid filter of (W,≤). Clearly J1 ∩ F1 = ∅.
(7) For any bisection (X,Y ) of ψ one has X ⊇ F1 and Y ⊇ J1.
Proof of (7). From X ∪ Y = W follows J1 = (J1 ∩X) ∪ (J1 ∩ Y ). Suppose that there was an
element b ∈ J1 ∩X. Then b ∈ J1 implies b > b. But from b ∈ X and b > b follows b ∈ X. The
contradiction b ∈ X ∩ ω(X) = ∅ shows that J1 ∩ X must be empty. Hence J1 = J1 ∩ Y , and
so J1 ⊆ Y . Similarly one shows F1 ⊆ X; or alternatively argues that F1 = ω(J1) ⊆ ω(Y ) = X.

Using the terminology of [CH, p.214] it follows from (7) that all literals u with [u] ∈ F1 are forced
to 1 in every solution, and all u with [u] ∈ J1 are forced to 0. If J1∪F1 = W then by (7) the only
bisection of ψ is (F1, J1). If J1 ∪ F1 6= W we call C := W \ (J1 ∪ F1) the core6 of the involution
poset W . We shall identify a natural branching process whose iteration, guaranteed by fact (8)
below, makes (F1, J1) the root of a strict
7 binary tree whose leaves match the bisections of ψ.
In our toy example with W ′ we have F1 = {[x5], [x7]} and J1 = {[x5], [x7]} which feature on the
left in Table 1. A don’t care symbol 2 in a row of Table 1 means that the entry is free to be 0 or
1. Thus the top row r in Table 1 comprises 64 length 10 bitstrings g among which, by (7), all
bisections of W ′. We shall pin down the 2’s of r∗ and subsequent rows to 1 and 0 in appropriate
ways. We start with say [x1] and switch the 2 in r
∗ at position [x1] to 1. By abuse of notation
we simply write [x1] = 1. This forces [x1] = 0. The resulting row r1 ⊆ r∗ comprises (among a
lot of useless bitstrings) all bisections with [x1] = 1. Similarly r2 ⊆ r∗ comprises all bisections
with [x1] = 0. Indeed, because of (a
′) they necessarily have [x2] = [x6] = 0. Thus no bisections
have been lost, and no bisections will ever be lost as we continue to shrink r1, r2 and so forth.
However, danger looms. For any element c in a general involution poset W let c ↓ and c ↑ be the
generated ideal and filter respectively. If in some row r of our algorithm a don’t care symbol 2
is pinned down to 0 and 1, yielding rows r′ and r′′ respectively, then all r′-components indexed
by elements from c ↓ must be 0, and all r′′-components indexed by elements from c ↑ must be
1. This raises the question of whether c ↓ (similarly c ↑) avoids complementary elements d and
d. No, generally not: [x5] ↓ in Figure 2 contains both [x1] and [x1]. Fortunately, the following
is true:
(8) For each 2-CNF problem the core poset C does neither contain configurations
d, d < c nor c < d, d.
Proof of (8). From c, d, d ∈ C and c < d, d follows d, d < c, and so c < c. Thus c ∈ J1 which
contradicts c ∈ C. Similarly the assumption d, d, c ∈ C and d, d < c leads to a contradiction.

6Since d ≮ d for all d ∈ C by construction, (C,≤) is a mirror poset in the sense of [CL, Def.1].
7Thus each node has either 2 or 0 children (i.e. is a leaf).
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For any chosen c ∈ C the subposets C \ (c ↑) and C \ (c ↓) a fortiori avoid said configurations,
and so one can keep on pinning down symbols 2 to 0, 1 until C is exhausted.
Continuing with the toy example recall that in Table 1 row r∗ has already been shrunk to r1
and r2. The set {r1, r2}, generally the set of “pending” rows, constitutes our working stack.
Always its top row r is picked, and either finalized and removed, or r splits into two sons which
replace r on top of the working stack. (This is the last in, first out (LIFO) principle, on which
we shall expand in a moment.) Taking the top row r1 and turning the pending 2 at position
[x2] to 1 respectively 0 yields r3 and r4. The top row r3 happens to be final (i.e. represents a
bisection). It is removed from the working stack and the model (x1, . . . , x7) = (1, 1, 1, 0, 1, 1, 0)
obtained by unpacking8 the strong components is stored elsewhere. Now the new working stack
is {r4, r2}. After r4 gets split in r5 and r6 by9 pinning [x6] to 1 and 0, all rows of the working
stack {r5, r6, r2} represent bisections. It follows that ψ′ has exactly four models.
[x5] [x7] [x5] [x7] [x1] [x2] [x6] [x1] [x2] [x6]
r∗ = 1 1 0 0 2 2 2 2 2 2
r1 1 1 0 0 1 2 2 0 2 2
r2 1 1 0 0 0 0 1 1 1 0
r3 = 1 1 0 0 1 1 1 0 0 0 → (1, 1, 1, 0, 1, 1, 0)
r4 = 1 1 0 0 1 0 2 0 1 2
r2 = 1 1 0 0 0 0 1 1 1 0
r4 = 1 1 0 0 1 0 2 0 1 2
r2 = 1 1 0 0 0 0 1 1 1 0
r5 = 1 1 0 0 1 0 1 0 1 0 → (1, 0, 1, 0, 1, 1, 0)
r6 = 1 1 0 0 1 0 0 0 1 1 → (1, 0, 1, 0, 1, 0, 0)
r2 = 1 1 0 0 0 0 1 1 1 0 → (0, 0, 0, 1, 1, 1, 0)
Table 2
3.1 Coming back to LIFO, it is well known that this kind10 of stack management is mirrored by
a strict binary tree. Specifically, the rows in the order r∗, r1, · · · , r6 in which they arise, match
a depth first search of the tree in Figure 3(a). The depth first search is in preorder, thus always
left subtree, before root, before right subtree.
8Thus [x1] = 1 in r3 entails x1 = x3 = 1, x4 = 0.
9Notice that upon setting [x6] = 0 in r4 one finds the other elements [x2] and [x1] of [x6] ↓ set to 0 already.
This is no incidence; had one of them previously been set to 1 then [x6], being in the generated filter, would have
been set to 1. The proof of Theorem 2 will cover all cases.
10Actually here each non-final row has exactly two sons (never one), and thus the binary tree is strict in the
sense that every non-leaf has exactly two sons.
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What’s more, the four final rows in Table 2 correspond to the leaves in Figure 3. Conversely,
any (strict or not) binary tree that undergoes a preorder depth first search induces a “working
stack” subjected to LIFO. Lemma 1 is folklore11.
Lemma 1: Let T be a strict binary tree with w levels. Then the working stack corresponding
to a preorder depth first search of T never exceeds height w.
For any 012-row r (as appearing in Table 2) it will be handy to denote by zeros(r), ones(r),
twos(r) the set of positions occupied by the 0’s, 1’s and 2’s respectively.
Theorem 2: The described algorithm, call it the bisection factory, produces the N models of a
2-CNF formula with n variables in time O(n2 +Nn2). The space requirement is O(n2).
Proof. From the 2-CNF instance ψ, whose size is O(n2), one calculates the strong components
and whence ID(ψ) and the w-element involution poset (W,≤) in input-linear time O(n2), as
is well known. Here w ≤ 2n. If there is a component c ∈ W with xi, xi ∈ c then the 2-CNF
is not satisfiable. Otherwise proceed to calculate the rigid ideal J1 and rigid filter F1, and let
C := W \ (J1∪F1) be the core poset, whence of cardinality ≤ w. If c ∈ C then c ↓ (and similarly
c ↑) for the time being denotes the generated ideal within (C,≤), i.e. c ↓:= {d ∈ C : d ≤ c}. We
need to calculate c ↑ and c ↓ for all c ∈ C. All of this costs O(w2).
The powerset of C is written as 012-row r∗ = (2, 2, · · · , 2) whose at most w components are
indexed in any fixed order by the elements of C. (Thus different from Table 1 we don’t drag
along the rigid ideal and rigid filter.) Initially the working stack’s sole row is r∗, and generally
its top row r is treated as follows.
Case 1: twos(r) 6= ∅. Choose any position c ∈ twos(r) and replace r by two rows r1 and r0
11See for instance [RN, p.75] or Exercise 10 in Knuth [K, p.329] which is surprisingly hidden despite its impor-
tance.
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which are put on top of the working stack and which are defined as follows:
(9) ones(r1) = ones(r) ∪ (c ↑)
zeros(r1) = zeros(r) ∪ ω(c ↑)
twos(r1) = C \ (ones(r1) ∪ zeros(r1))
zeros(r0) = zeros(r) ∪ (c ↓)
ones(r0) = ones(r) ∪ ω(c ↓)
twos(r0) = C \ (zeros(r0) ∪ ones(r0))
By induction (anchored in r∗) we may assume that r is such that (ones(r), zeros(r)) is a disjoint
filter-ideal pair (no bisection yet) with ω(ones(r)) = zeros(r). Let us verify that these properties
carry over to r1 as defined above. (The argument for r0 is similar.) For starters, being the union
of two filters also ones(r1) is a filter. Consequently
zeros(r1) = zeros(r) ∪ ω(c ↑) = ω(ones(r)) ∪ ω(c ↑) = ω(ones(r) ∪ c ↑) = ω(ones(r1))
is an ideal. As to the disjointness of ones(r1) and zeros(r1), because of ones(r) ∩ zeros(r) = ∅
(induction) we have
ones(r1) ∩ zeros(r1) = (ones(r) ∩ ω(c ↑)) ∪ (zeros(r) ∩ c ↑) ∪ (ω(c ↑) ∩ c ↑).
Let us show that all three parts on the right hand side are empty. Since zeros(r) is an ideal,
it would follow from zeros(r) ∩ c ↑ 6= ∅ that c ∈ zeros(r), which contradicts c ∈ twos(r). Thus
zeros(r) ∩ c ↑= ∅ and this, by the bijectivity of ω, implies that
∅ = ω(zeros(r) ∩ c ↑) = ω(zeros(r)) ∩ ω(c ↑) = ones(r) ∩ ω(c ↑).
Finally suppose the set ω(c ↑) = {d : d ∈ c ↑} was not disjoint from c ↑. Then d ≥ c for some a
d ≥ c. But this contradicts (8).
Case 2: twos(r) = ∅. Then ones(r)∪ zeros(r) = C. Since (ones(r)), zeros(r)) is a disjoint filter-
ideal pair, (ones(r) ∪ F1, zeros(r) ∪ J1) is a bisection of W . After the unique model encoded
by r (unpack the strong components) is stored elsewhere, the final row r evaporates from the
working stack.
As previously argued, the N final rows represent all bisections of (W,≤). Due to pinning down
don’t-cares 2 the number of 2’s strictly decreases between subsequent top rows of the working
stack. Hence at most w subsequent top rows can be non-final. Since each row splitting costs
O(w) it follows that the delay between subsequent final rows is O(w2). Hence the overall cost is
O(n2) +O(w2) +O(Nw2) = O(n2 +Nn2). The O(n2) space claim follows at once from Lemma
1 and the fact that each length n bitstring needs space O(n). 
Corollary 3: Let ψ = ψ(x1, · · · , xn) be a 2-CNF formula and let S, T ⊆ {x1, · · · , xn} be
disjoint. Then the N models f : {0, 1}n → {0, 1} of ψ which satisfy f(S) = {1} and
f(T ) = {0} can be enumerated in time O(n2 +Nn2).
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Proof: The argument is as in the proof of Theorem 2 except now r∗ 6= (2, 2, · · · , 2). Instead
we seek to get a starter row r∗ by taking (2, · · · , 2) and pinning down to 1 and 0 any strong
components c with c ∩ S 6= ∅ and c ∩ T 6= ∅ respectively. Either a clash of 1’s and 0’s occurs
(in which case we stop and output N = 0), or in view of (9) that triggers additional 1’s and
0’s, which in turn trigger more 1’s and 0’s, and so forth. This yields a unique saturated row,
which we take as r∗. Now the normal bisection factory takes over, i.e. arbitrary 2’s ar picked
and turned to 0 and 1. 
4 Enumerating all partial models
It is clear from (7) that the core bisections (X ∩X,Y ∩ C), i.e. the bisections (X,Y ) of W (ψ)
restricted to the core poset (C,≤), match exactly those bitstrings g : C → {0, 1} that satisfy
these constraints which are akin to (9), and where c ranges over C:
(10i) g(c) = 1 ⇒ g(c ↑) = {1} (1, 1) implication
(10ii) g(c) = 1 ⇒ g(ω(c ↑)) = {0} (1, 0) quasi12-implication
(10iii) g(c) = 0 ⇒ g(c ↓) = {0} (0, 0) quasi-implication
(10iv) g(c) = 0 ⇒ g(ω(c ↓)) = {1} (0, 1) quasi-implication
Instead of C we may as well focus on any nonvoid subset C∗ ⊆ C. Specifically, the algorithm
described in the proof of Theorem 2 allows to pick any entry 2 in the working stack’s top row
to be pinned to 0 and 1 respectively. Suppose we keep on pinning down only entries 2 located
within C∗ (heeding (10i) to (10iv)) and stop as soon as a top row r has only 0’s and 1’s within
C∗. Call this length |C∗| bitstring γ. As previously argued r contains (among other bitstrings)
all models g ∈ Mod(ψ) whose restriction to C∗ is γ (and there is at least one such model in r).
What is more, while pinning down 2’s within C∗ we can ignore the effect on the entries outside
C∗ because they have no influence on the future shape of γ. All that is required to get γ are
the restrictions of the quasi-implications in (10) to the set C∗. Thus for c ∈ C∗ the (0, 1)
quasi-implication in (10iv) (say) gets restricted to
g(c) = 0 ⇒ g(ω(c ↓) ∩ C∗) = {1}.
Calculating the restrictions applying to C∗ costs O(n2) as in Theorem 2 because the whole
involution poset W (ψ) is required; but calculating all N partial models only costs O(N |C∗|). A
particular set C∗ = HC will be crucial in Section 5.
For the purpose of a formal statement let us temporarily return to the level of literals. Let ψ
be a 2-CNF and L∗ ⊆ L(ψ) any nonvoid subset of literals. A partial L∗-model of ψ is a function
f∗ : L∗ → {0, 1} which is extendible to a model f : L(ψ) → {0, 1} of ψ. We have thus
established the following.
12This is the same handy terminology as in [W2, Sec.7]. More on [W2] follows in Section 8.
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Corollary 4: Let ψ be a 2-CNF with n variables and let L∗ ⊆ L(ψ) be fixed. Then the N
partial L∗-models of ψ can be produced in time O(n2 +Nm2) where m = |L∗| ≤ 2n.
Of course, when L∗ is a transversal of {{x1, x1}, · · · , {xn, xn}} then the partial L∗-models of ψ
are in bijection with the models of ψ. This forshadows the next Section.
5 Compressed output of the models
For any 2-CNF ψ = ψ(x1, · · · , xn) with core C ⊆ W (ψ) we call a subset HC ⊆ C a halfcore if
HC ∪ ω(HC) = C and HC ∩ ω(HC) = ∅. Fix any halfcore HC. Introducing notation akin to
(10) for every c ∈ HC put
(10HC)
Conc11[c] := (c ↑ \{c}) ∩HC
Conc10[c] := ω(c ↑) ∩HC
Conc00[c] := (c ↓ \{c}) ∩HC
Conc01[c] := ω(c ↓) ∩HC
where “Conc” abbreviates “conclusion”. Thus we strive for rows r that satisfy (say) the quasi-
implications c ∈ ones(r) ⇒ Conc10[c] ⊆ zeros(r) and c ∈ zeros(r) ⇒ Conc00[c] ⊆ zeros(r).
For any 012-row r indexed by (any listing of)HC and any fixed s ∈ HC consider these properties:
(11i) Conc00[s] ∪ Conc10[s] ⊆ zeros(r)
(11ii) Conc11[s] ∪ Conc01[s] ⊆ ones(r)
Then the following takes place:
(12) Suppose s ∈ twos(r) and s is such that (11) is satisfied. Then every
bitstring g ∈ r satisfies for this specific c = s the conditions in (10).
(That is, the restrictions to HC of these conditions.)
Before we prove it, the relevance of (12) is this. Suppose r is such that (11) holds for all
s ∈ twos(r). Then every g ∈ r satisfies (10), i.e. every g ∈ r yields a core bisection (uniquely
extend g from HC to C). Thus if |twos(r)| = 15 then the single row r packs a whopping 215
core bisections.
Let us run a variant of the bisection factory on the toy formula ϕ from (1). It turns out
that each of ϕ’s eighteen literals yields a singleton strong component; further J1 = {x3} and
F1 = {x3}. Thus the core has 16 elements. From the 28 many halfcores our algorithm picked
HC = {x1, x2, x4, x5, x6, x7, x8, x9} (for technical reasons irrelevant here). Without proof we
record:
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c Conc00[c] Conc01[c] Conc10[c] Conc11[c]
x7 {x1, x2, x6} {x8, x9} ∅ ∅
x6 {x1, x2} {x8} ∅ {x7}
x9 {x1, x2} {x4, x7, x8} ∅ ∅
x1 {x2} ∅ ∅ {x6, x7, x9}
x4 {x2} {x9} ∅ ∅
x5 {x2} ∅ ∅ ∅
x2 ∅ ∅ ∅ {x1, x4, x5, x6, x7, x9}
x8 ∅ {x6, x7, x9} ∅ ∅
Table 3
Any order of quasi-implications is admissible but the order influences the speed of the algorithm
(more on that below). The order x7, x6, · · · , x8 in Table 3 is chosen for pedagogical reasons.
Starting with the powerset r′1 we inflict on it the four x7-based quasi-implications (property (12)
can’t be relevant yet).
x1 x2 x4 x5 x6 x7 x8 x9
r′1 = 2 2 2 2 2 2 2 2
r′2 = 0 0 2 2 0 0 1 1
r′3 = 2 2 2 2 2 1 2 2
Table 4
Thus, according to Table 3 having x7 = 0 forces x1 = x2 = x6 = 0 and x8 = x9 = 1. On the
other hand, having x7 = 1 incidentally forces nothing. This explains r
′
2 and r
′
3 in Table 4. We
continue to process the topmost row r′2 of our stack (row r′3 will be irrelevant henceforth). The
first 2 in r′2 is x4 = 2 which we pick. For it (11i) and (11ii) happen to be satisfied:
Conc00[x4] ∪ Conc10[x4] = {x2} ∪ ∅ ⊆ zeros(r′2)
Conc11[x4] ∪ Conc01[x4] = ∅ ∪ {x9} ⊆ ones(r′2)
In this situation (12) tells us (in effect) that we need not pin down x4 to 0 or 1. One checks that
also x5 complies to (11i) and (11ii), and so x5 = 2 need not be pinned down. By the detailed
reasons given below all four bitstrings encoded by r′2 must hence be models of ψ. (Note that r′2
matches r1 in Table 1.)
Proof of (12). Let s ∈ twos(r) be such that (11) holds. Take any g ∈ r. First suppose that
g(s) = 1. Condition (10i) (restricted to HC) holds because Conc11[s] ⊆ ones(r) by (11ii), and so
g(s ↑) = g({s}∪Conc11[s]) = {1}. Condition (10ii) holds because Conc10[s] ⊆ zeros(r) by (11i),
and so g(ω(s ↑)) = {0}. Conditions (10iii) and (10iv) vacously hold since g(s) = 1. Now suppose
that g(s) = 0. It then similarly follows from Conc01[s] ⊆ ones(r) and Conc00[s] ⊆ zeros(r)
that (10i) to (10iv) are satisfied. 
Some comments are in order. First, why is it essential to have a halfcore HC in all of this?
Because if our 012-rows r are indexed by the whole core C, there will never be an s ∈ twos(r)
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satisfying (11i) and (11ii). For instance, consider x4 ∈ twos(r′2) in Table 4. If Conc10[x4] was
defined by ω(x4 ↑) ∩ C (instead of ω(x4 ↑) ∩HC) then in particular x4 = ω(x4) ∈ Conc10[x4].
If (11i) was satisfied this would imply x4 ∈ zeros(r′2), and so x4 ∈ ones(r′2), which contradicts
x4 ∈ twos(r′2).
Second, we previously observed that a 012-row r for which all s ∈ twos(r) satisfy (11) entirely
consists13 of models of ψ. How do we get such rows? Starting with r∗ = (2, 2, · · · , 2) we
apply the bisection factory as described in Section 3 but additionally distinguish two kinds of
2’s, the special and the nonspecial 2’s. Specifically, let sptwos(r) ⊆ twos(r) consist of those
special positions s ∈ HC that satisfy (11). Consider a son r′ of r, i.e. r′ arises from r by
pinning some t ∈ twos(r)\sptwos(r) to 0 or 1. As we know, this often forces other 0’s and 1’s
in r′. Let us take any s ∈ sptwos(r) and look in what situation s finds itself in r′. Case 1:
s ∈ twos(r′) (thus no 0 or 1 was forced on position s). Then in fact s ∈ sptwos(r′) since
due to zeros(r′) ⊇ zeros(r) and ones(r′) ⊇ ones(r) the conditions (11i) and (11ii) hold a
fortiori in r′. Case 2: s ∈ zeros(r′) ∪ ones(r′), which in view of s 6∈ zeros(r) ∪ ones(r)
entails s ∈ Conc00[t] ∪ Conc01[t] ∪ Conc10[t] ∪ Conc11[t]. Fortunately, according to (13) below
this cannot happen.
We see that starting with sptwos(r∗) = ∅ the sets sptwos are stable or increase from father
to son throughout the algorithm. If a row r is reached with sptwos(r) = twos(r) (that even-
tually happens since nonspecial 2’s keep getting pinned down) then we output it and proceed
with the topmost row of the working stack. We adopted the plausible heuristic that the s ∈
twos(p)\sptwos(p) to be pinned down is the one that maximizes |Conc00[s]|+ · · ·+ |Conc11[s]|.
We call this method the upgraded bisection factory. Since each 012-row matches a term, e.g.
(0, 2, 1, 1, 2, 0) matches x1 ∧ x3 ∧ x4 ∧ x6, we can say that the upgraded bisection factory turns a
2-CNF into an orthogonal DNF. Here “orthogonal” [CH, chapter 7] is due to the fact that our
012-rows are mutually disjoint.
It remains to prove:
(13) If t ∈ twos(r)\sptwos(r) then all of Conc00[t], Conc01[t], Conc10[t], Cons11[t] are
disjoint from sptwos(r).
Proof of (13). Suppose there was an element s in Conc00[t] ∩ sptwos(r). Then s < t in
(HC,≤), whence t ∈ Conc11[s]. From s ∈ sptwos(r) and (11ii) follows the contradiction
t ∈ Conc11[s] ⊆ ones(r). Thus Conc00[t] ∩ sptwos(r) = ∅. Suppose there was an element s ∈
Conc01[t] ∩ sptwos(r). Then s ∈ Conc01[t] implies s ∈ ω(t ↓) = ω(t) ↑, hence s ≥ ω(t), hence
ω(s) ≤ t. Therefore t ∈ ω(s) ↑= ω(s ↓), which yields the contradiction t ∈ Conc01[s] ⊆ ones(r).
Similarly the assumption that Conc10[t] or Conc11[t] cuts sptwos(r) leads to a contradiction.

Note that c is a singleton component (= isolated point) of the poset (HC,≤) iff Conc11[c] =
Conc00[c] = ∅. We call c ∈ HC totally isolated if moreover Conc10[c] = Conc01[c] = ∅. Thus,
if ti(HC) denotes the set of all totally isolated c ∈ HC, then ti(HC) ⊆ sptwos(r) for all rows r
in the upgraded bisection factory.
13More precisely, each HC-indexed bitstring g ∈ r uniquely extends to a bisection of W (ψ); unpacking the
strong components yields the model.
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6 Computer experiments
For various values of n and t we randomly14 generated 2-CNF formulas ϕ = ϕ(x1, · · · , xn) with t
many 2-clauses and recorded the time in seconds to generate Mod(ϕ) in compressed form (thus
we did not unravel the models one-by-one). More specifically we used a Mathematica 9.0 imple-
mentation of the upgraded bisection factory. The Mathematica command StrongComponents
came in handy for the task.
Pleasantly, the average number av2 of 2’s in a final row (recall twos(r) = sptwos(r) for final
rows r) is quite a bit higher than ti(HC). One can calculate the number R of final rows
as R = N/2av2. For instance, for the (100, 100)-instance with rounded 1019 models one gets
R ≈ 1019/236.9, the precise value being R = 99′527′616.
n t Time (sec) N |W | |HC| ti(HC) av2 sat.
20 20 0 384 (min) 30 (6) 9 7 7.6 9
20 20 0 6876 (max) 38 (2) 17 2 7.0
20 40 0 23 (min) 20 (11) 7 0 1.9 4
20 40 0 60 (max) 30 (5) 7 2 3.9
50 80 0 864 (min) 82 (9) 12 3 5.2 4
50 80 0 113760 (max) 98 (2) 33 1 5.9
100 100 7 (min) 3 · 1015 192 (5) 86 18 35.6 9
100 100 12807 (max) 1019 198 (2) 98 17 36.9
100 140 0 (min) 7 · 109 186 (8) 43 16 23.6 6
100 140 106 (max) 5 · 1013 200 (1) 78 9 25.7
Table 5
After having contributed a summand to N = |Mod(ϕ)| the final rows were deleted. We also
record the size |W | of the whole involution poset and, in brackets, the size of the largest strong
component. Note that |W | and |HC| determine |F1 ∪ J1| = |W | − 2|HC|. All numbers N
matched the results obtained using the Mathematica command SatisfiabilityCount, provided
the latter could terminate within reasonable time.
We mention that the (upgraded) bisection factory is readily parallelized: At any stage the rows
of the “head” working stack can be distributed arbitrarily to local processors that apply the
bisection factory to these rows. The local processors are independent from each other and from
the head command.
14For the choice of parameters (n, t) = (20, 20), (20, 40), (50, 80) we generated ten random instances. From the
satisfiable ones (their number is recorded in column “sat”) we picked the ones with the smallest and largest value
of N and recorded the respect remaining values. For the choice of parameters (n, t) = (100, 100) or (100, 140) we
proceeded likewise except that min/max is concerns Time.
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7 Applications
The subsections 7.1 to 7.4 are concerned with Horn-Renamings, other applications of ALL-2-
SAT, the link to Feder’s work, and, weighted 2-SAT respectively.
7.1 Consider a set of clauses such as
{C1, C2, C3, C4} = {x1 ∨ x2 ∨ x4, x3 ∨ x4, x1 ∨ x3 ∨ x4, x1 ∨ x2}
Here C1 and C3 are Horn-clauses. If we rename x1 and x3 in the sense that xi becomes xi and
xi becomes xi throughout (i = 1, 3), then we get
{x1 ∨ x2 ∨ x4, x3 ∨ x4, x1 ∨ x3 ∨ x4, x1 ∨ x2},
and so all clauses are now Horn-clauses. The existence of such Horn-Renamings15 is important
and has been linked to 2-satisfiability by various authors, see [CH, 6.10.1]. The neatest link has
been established in [H] but it can be pushed a little further, as we shall now see. Let V be the
set of literals underlying the given clauses C1, . . . , Ct. Thus V = {x1, x2, x3, x4, x1, x2, x3, x4} in
the example above. On V define a binary relation as follows:
(14) u→ v :⇔ (∃1 ≤ i ≤ t) u, v ∈ Ci
Let σ be the 2-CNF formula which is the conjunction of all arcs u → v (viewed as 2-clauses).
According to [H, Proposition 1.1], the model set Mod(σ) is in bijection with the Horn-Renamings
of {C1, . . . , Ct} in the following way: For each bitstring (g1, · · · , gn) ∈ Mod(σ) rename those
variables xi (and xi) which have gi = 0.
To fix ideas, for F = {C1, · · · , C4} the implication digraph of σ = σ(F) is given in Figure 4(a).
The involution poset of σ, with (F1, J1) shaded, is shown in Figure 4(b). By inspection one
derives Table 6.
15To be in line with the notation of [H] we identify a Horn-Renaming with the set of negated variables concerned.
Thus the above Horn-Renaming is {x1, x3}.
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Bisection σ-model Horn-Renaming
({[x1], [x2], [x4]}, {[x1], [x2], [x4]}) (0, 1, 1, 0) {x1, x4}
({[x1], [x4], [x2]}, {[x1], [x4], [x2]}) (0, 0, 0, 1) {x1, x2, x3}
({[x1], [x2], [x4]}, {[x1], [x2], [x4]}) (0, 1, 0, 1) {x1, x3}
Table 6
In particular, a set F of clauses is Horn-renamable iff σ(F) is satisfiable, i.e. iff its implication
digraph satisfies (5).
7.2 While our application of 2-SAT in 7.1 is novel, many more “practical” applications are
known. It suffices to have a look at Wikipedia which e.g. mentions the conflict-free place-
ment of geometric objects, data clustering, scheduling, discrete tomography, reconstruction of
evolutionary trees (see also [GWu]). Further interesting applications (such as testing the Ko¨nig-
Egarvary or split-graph property) are given in [S]. One major source of applications is neither
mentioned in Wikepedia nor [S].
Namely, several books (the latest being [M]) have been written about matching constraints by
preferences. To introduce one key topic we quote from [CL]: In the stable roommates problem
(SR) there are 2n participants each of whom has a preference list that ranks all others in some
linear order. A matching is a set consisting of n disjoint pairs of the participants. The matching
is unstable if there is a pair of participants who prefer each other over their assigned partners
in the matching. Otherwise the matching is called stable. As is long known, each SR problem
reduces to 2-SAT. As shown in [CL, Thm.9], conversely each 2-SAT instance is induced by a
suitable SR instance. In the SR problem one often strives not just for any stable matching but
for the best one with respect to some extra criterion. More on that in 7.4.
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Observe that the bijection factory has the obvious competitor [FK], running in time O(1.2462n),
when the objective is “merely” the #P -complete task to count (not produce) all models. It would
be interesting to compare the two algorithms on various types of random instances. Finally, we
mention that the bisection factory likely [W1] adapts to quantified 2-SAT.
7.3 On a sterile complexity account Theorem 2 is slightly inferior to Theorem 8.1 in [F] which
reads: The solutions to a 2-SAT instance, with m clauses and maximum degree d can be enu-
merated after O(m) preprocessing time in O(d) on-line time per solution, using O(m) space (end
of quote). Indeed, while the space requirement for both methods is O(m) = O(n2), the degree
d is defined as the maximum in-degree of ID(ψ), and so d ≤ n. Consequently Feder’s delay of
O(d) beats our delay of O(n2) between subsequent solutions.
Nevertheless, there are two benefits of Theorem 2. First, the proof of Theorem 8.1 (albeit pi-
oneering), is hard to grasp. That feeling is also echoed at the end of Section 1 in [CL] and
in [S. 5.7.1]. Specifically, Simeone first transforms the 2-CNF (assuming satisfiability) into an
equivalent Horn CNF for “ease of presentation”, yet still omits the fine details of Feder’s argu-
mentation. (Note that Simeone adopts a DNF rather than the more common CNF framework
for 2-SAT). In summary, Theorem 2 is the first pedestrian account to ALL-2-SAT, requiring
only a basic familiarity with posets (rather than networks) and depth first search.
The second, more fundamental benefit of Theorem 2 is that its framework can be refined to
a compressed enumeration of all models as seen in Section 5. True, in Section 5 the author
himself commits reader-unfriendliness but can offer this tongue-in-cheek defense: The fact that
the outcome of the updated bisection factory matches Mathematica’s SatisfiabilityCount on
large random instances is proof enough for its correctness. The main practical application of the
bisection factory is optimization of 2-SAT models, for instance (but not exclusively) maximising
a weight function on the variables x1, · · · , xn. As will be seen in Subsection 7.4, for this purpose
compression isn’t a prerequiste (unlike 012-rows) but it certainly helps.
7.4 As is well known, weighted 2-SAT, even with all weights 1, is NP-hard since it includes the
problem of finding a minimum vertex cover in a general graph. Thus a reasonable option for
optimally solving weighted 2-SAT, is to (implicitely) enumerate all models. Our framework of
012-rows r and LIFO stacks fits the task well: Whenever r gives rise (by pinning down a 2 at
position t ∈ twos(r) \ sptwos(r)) to the “candidate” sons r0 and r1, check16 whether r0 and
r1 stand a chance to top the current maximum weight µ achieved by a final row. None, one,
or both candidate sons may get deleted. Of course the higher the compression of models in
012-rows (i.e. the higher av2 in Table 5) the faster the process. Not just one model of maximum
weight can be found this way, all models of predetermined weight ≥ K can be found. Among
them further pruning with respect to another criterion (such as a different weight function or
something else) is possible.
Observe that some of the variables x1, · · · , xn may be irrelevant concerning weights. If C∗ is the
set of (strong components of) the relevant variables one can restrict the procedure above to the
C∗-partical models in the sense of Section 4.
We mention that the officially best algorithm for weighted 2-SAT (though not using compression)
16Checking in its simplest form works as follows. For (say) r0 let s be the sum of all weights coupled to the
elements of ones(r0) ⊆ HC. For each pair c, c ∈ twos(r0) add the larger of the two coupled weights to s. Let s′
be the overall sum. If s′ < µ then discard r0.
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seems to be the O(20.5284n) method in [PS, Lemma 3] which uses the Johnson-Papadimitriou-
Yannakakis algorithm to enumerate all maximal anticliques of a graph.
8 Two special cases of ALL-2-SAT, and an alternative approach
In 8.1 and 8.2 we look at two special cases of a 2-CNF, with corresponding trimmed algorithms.
In 8.3 we outline an algorithm for ALL-2 SAT quite different from the bisection factory, and
speculate on its behaviour.
8.1 Suppose ψ(x1, · · · , xn) is a 2-CNF all of whose clauses are of type xi ∨ xj , i.e. they are
“real implications” xi → xj (not like x1 → x3 in (3)). Take say ψ(x) = (x1 → x3) ∧ (x2 →
x3)∧ (x3 → x4). The involution poset (W,≤) of ψ is shown in Figure 5(a) and (b). It is obvious
that (W,≤) always splits into a “positive” and a “negative” halfcore whenever ψ is a conjunction
of implications xi → xj . (That also happens when proper strong components arise). Article
[W2] essentially performs the bisection factory on the positive halfcore HC without having to
struggle for compression as hard as we did in Section 5. In fact, besides the symbol “2” one
can introduce additional wildcards to speed up the enumeration of all ψ-models, i.e. all order
ideals of (HC,≤). Also the fact that posets have linear extensions comes in handy for this
method, which we called the (a, b)-algorithm. We note that enumerating all order ideals of fixed
cardinality also works in output polynomial time.
x1 x2
x3
x4
Figure 5HaL
x1 x2
x3
x4
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8.2 Suppose now ψ(x) is a 2-CNF all of whose clauses are of type xi ∨ xj . The models of any
such ψ match17 the anticliques (= independent sets) of a graph G, and vice versa. For instance
consider G in Figure 6(a).
17If the clauses xi∨xj match the edges {xi, xj} of a graph then each model of ψ omits either vertex xi or vertex
xj , thus is an anticlique.
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In this situation the implication digraph D(ψ) is always acyclic, whence coincides with the
involution poset (W,≤) (see Fig.6(b)). Article [W3] essentially performs the bisection factory
on the (most natural) halfcore {x1, · · · , xn} and is again able to exploit extra wildcards due to
the uniform type of clauses xi → xj . Thus the so-called (a, c)-algorithm outputs all anticliques
of a graph in compressed form. Also maximal and maximum anti-cliques can be tackled this
way.
8.3 Both xi ∨ xj from 8.1 (matching types (10i) and (10iii)) and xi ∨ xj from 8.2 (matching
(10ii)) are Horn clauses. The third type of clause (10iv) that can appear in a 2-CNF, i.e. xi∨xj ,
is not Horn. However, as observed in [HK, p.761], if ψ(x) is a satisfiable 2-CNF then it is
Horn renamable as follows. For instance ψ′(x1, · · · , x7) from (2) has the model (0, 0, 0, 1, 1, 1, 0)
according to Table 2. By renaming the variables x4, x5, x6, because these match the 1-bits, we
get a Horn 2-CNF:
(x1∨x3)∧(x1∨x4)∧(x4∨x3)∨(x2∨x4)∧(x3∨x5)∧(x1∨x5)∧(x1∨x6)∧(x5∨x7)∧(x6∨x7)∧(x2∨x6)
That invites another method for ALL-2-SAT (call it Algorithm 2) which is quite different from
the bisection factory (=: Algorithm 1). Namely, if ψ0 is unsatisfiable, Algorithm 2 can detect
that in linear time. Otherwise let ψ1 be ψ0 with the strong components factored out. Algorithm
2 gets a Horn renaming ψ2 of of ψ1 and calculates Mod(ψ2) with the method
18 of [W4, Thm.2].
From Mod(ψ2) one gets Mod(ψ1) (and whence Mod(ψ0)) by switching 0’s and 1’s at the positions
where variables were renamed.
An educated guess of how the four discussed algorithms relate to each other is as follows. If ψ is
as in 8.1 or 8.2 then the (a, b)-algorithm respectively (a, c)-algorithm outperforms Algorithm 1.
If ψ is a general 2-CNF then the winner between Algorithm 1 and Algorithm 2 (which is not yet
implemented) is not so clear. For sure, both are output-polynomial. While the [W4]-subroutine
within Algorithm 2 exploits wildcards beyond “2” (and different from the ones in [W2], [W3]),
it also has its shortcomings. First, the multivalued rows on top of the working stack may have
several (> 2) sons, some of which (but never all) may not contain models. The duds must be
identified and discarded, which costs time. That problem doesn’t exist for Algorithm 1. Second,
18Akin to our Theorem 2 for any Horn-CNF of size h and with w variables its N models can be enumerated in
time O(hw+Nh2w2). Compression is again possible and amounts to converting a Horn-CNF into an orthogonal
DNF.
20
Algorithm 1 (hardly Algorithm 2) can generate all partial models (see Section 4). Third, it isn’t
clear whether the approach to weighted 2-SAT (Section 7.3) smoothly carries over to Algorithm
2. Apart from the execution times, another open issue is the degree of compression achieved by
the two algorithms.
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