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 This paper describes the development of Robot Operating System (ROS) component for 
lane recognition and navigation of IGVC Auto - Nav Challenge. To achieve a robust and 
stable navigation, we propose new lane and obstacle recognition algorithm based on 
omnidirectional camera. Employing fast NCC based piecewise template matching technique 
enables robust lane detection regardless of surrounding brightness changes and various lane 
shape including sharp curves. To recognize surrounding obstacles only vision sensor without 
LiDAR, we employ YOLOv3-tiny based deep learning algorithm which can avoid obstacle 
collision. Since ROS has capability of environmental simulation by using Gazebo, rapid 
prototyping is achieved by applying both simulations and actual experiments which can 
significantly reduce development period. The effectiveness of the newly proposed algorithm 
was confirmed by both offline simulation and actual outdoor experiment. 








































Fig.2 Auto-Nav Challenge course 
 
３．ROS（Robot Operating System）について 
本研究では，ソフトウェア開発環境に ROS(Robot 
Operating System)の Kinetic バージョンを採用した．ROS


































PC である JetsonTX2 で行ない，その処理結果のみがノー
ト PCに送信される．その他のセンサデータの処理や移動







Fig.5 Robot configuration 
 
Table.1 Computer Specs 





OS Ubuntu16.04 Ubuntu16.04 
CPU 
Intel Core i7 
2.5GHz 
HMP Dual Denver 
2/2 MB L2 +  
Quad ARM® 
A57/2 MB L2 
Memory 16GB 8GB 
GPU None 
Pascal 
CUDA core 256 
５． 仮定と問題の記述 
（１）仮定の記述 
 Auto-Nav Challenge のための，白線認識およびナビゲー
ション用システムを提案する上での仮定を以下に示す． 
A）走行環境は Auto-Nav Challenge の環境を想定する． 
本仮定は，IGVCの Auto-Nav Challenge のルールに基づ




R3）白線自体の幅は約 3 inch (7.6cm) 

































    
(a) Checker Board     (b) Calculate camera parameter 
Fig.7 Camera calibration 
 
  
 (a) Original image    (b) Ground plane image 




















 Fig.9 Template images 
 
 
Fig.10 Potential Field  
 












(a) Lane extraction image 
 
(b) Panoramic image 
























Fig.12 Costmap and path planning 
 
 

















Fig.14 Message type definition of LaserScan 
 
  
(a) RGB image        (b) LaserScan and costmap 
Fig.15 Convert from image to costmap 
 
c) 障害物のコストマップ化 






tiny は YOLOv3 の計算処理を軽量化したモデルであり，
JetsonTX2 での処理速度は約 20[Hz]である．障害物の学習
は，学習データ 100枚，エポック数 10000で行なった．  
Fig.16に学習結果を用いて障害物を認識した結果を示 















Fig.16 Results of obstacle detection by using Yolov3-tiny 
  
 
(a) Mobile robot and obstacle 
 
  
(b) LaserScan data           (c) Costmap  







で用いる ROS の Kinetic バージョンから魚眼レンズカメ
ラのモデルが追加され，全方位カメラを用いたシミュレ
ーションも可能となった．ロボットモデルの作成には，ロ
ボットの構造を記述するための URDF(Unified Robot 
Description Format)を用いて行なう． 
a) Gazeboによる Auto-Nav Challenge 環境の構築 
























Fig.20 Experimental enviroment 
 
   
Fig.21 Experimental result in real environment 
 
８． 結論 















テムの本格的な実装は次回の IGVC 以降になる．  
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