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ABSTRACT
The problem of blind separation of multiple acoustic sources has
been recently addressed by the TRINICON framework. By exploit-
ing higher order statistics, it allows to successfully separate acous-
tic sources when propagation takes place in a reverberating environ-
ment. In this paper we apply TRINICON to the problem of source
localization, emphasizing the fact that it is possible to achieve small
localization errors also when source separation is not perfectly ob-
tained. Extensive simulations have been carried out in order to high-
light the trade-offs between complexity and localization error at dif-
ferent levels of reverberation.
1. INTRODUCTION
Consider a video-surveillance scenario where steerable cameras can
be directed towards the subjects of interest. In order to enable an
automatic pointing mechanism, the video sequence can be analyzed
in real-time to track the relevant objects in the scene. In some ap-
plications, acoustic cues might be used together with visual ones to
enhance the performance of the system by localizing the source in
space.
The problem of localization of acoustic sources has been thor-
oughly investigated in the literature for the case of a single source
and two or more receivers. Reference [1] contains a complete sur-
vey of the state-of-the-art in this area. Unfortunately, efficient tech-
niques like GCC (Generalized Cross Correlation) [2], AED (Adap-
tive Eigenvalue Decomposition) [3], MCLMS (Multi-channel Least
Mean Squares) [4] assume a single source setup and cannot be easily
extended to multiple sources.
When two or more sources are active at the same time, the prob-
lem becomes significantly more complex as some sort of source
separation must be achieved before being able to localize in space.
When propagation takes place in a close environment, room rever-
berations cannot be neglected. In this scenario, the signals received
at the microphone sensors cannot be modeled as an instantaneous
mix, therefore conventional techniques based on Independent Com-
ponent Analysis (ICA) fail to perform blind source separation (BSS).
Section 2 briefly summarizes the TRINICON algorithm, that has
been successfully used to perform blind source separation of a non-
instantaneous mix. Based on the results in [5], in this paper we inves-
tigate the application of TRINICON[5][1] as a pre-processing stage
for solving the problem of localization of multiple acoustic sources.
Section 3 reviews the test bed conditions used in our experiments,
defining the metrics used to assess source separation and localiza-
tion. Section 4 comments on the results of the simulations, showing
that source localization can be achieved without perfectly separate
the sources.
The work presented was developed within VISNET, a Network of Ex-
cellence (http://www.visnet-noe.org), funded by the European Commission
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Fig. 1. Linear MIMO model for BSS
2. BACKGROUND ON TRINICON
In order to properly model room reverberations, a convolutive mix-
ing model is better suited as it represents the signal received by each
of the P microphones as the sum of delayed and filtered versions of
the sources:
xp(n) =
QX
q=1
M−1X
k=0
hqp(k)sq(n− k), (1)
where Q is the number of active acoustic sources and hqp(k), k =
0, . . . ,M − 1 denote the coefficients of the finite impulse response
(FIR) filter model from the q-th source to the p-th sensor. In the
following, we assume that the number of source signals equals the
number of sensors (Q = P ). The goal of BSS is to find a corre-
sponding de-mixing system according to Figure 1, where the output
signals yq(n), q = 1, . . . , P are described by:
yq(n) =
PX
p=1
L−1X
k=0
wpq(k)xp(n− k) (2)
Recently, the problem of BSS for the case of multiple acoustic
sources has been addressed in [6], where an iterative algorithm is
used to minimize the inter-channel cross-correlation. This algorithm,
originally based only on second order statistics, has been extended
by the TRINICON framework [5][1]. Following the same guide-
lines as ICA, TRINICON efficiently exploits the non-gaussianity of
the sources to improve source separation. The fundamental idea is
that the sources are statistically independent and that separation is
achieved when the joint inter-channel pdf of the separated signals
can be factored out in the product of the pdf of each channel.
The TRINICON algorithm has been successfully used as a pre-
processing stage to perform localization of multiple acoustic sources
[7]. For the case of P = Q = 2 (two sources and two microphones),
it is shown that the time difference of arrival (TDOA) expressed in
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terms of number of samples can be obtained from the estimated de-
mixing filters wpq as follows:
τˆ1 = argmax
n
|w12(n)| − argmax
n
|w22(n)| (3)
τˆ2 = argmax
n
|w11(n)| − argmax
n
|w21(n)| (4)
The knowledge of the TDOAs allows to determine the directions of
arrival of the sources with respect to the microphone array.
Equations (3) and (4) show that the information contained in the
estimated de-mixing impulse responses is only partially exploited to
determine the TDOAs. In other words only the position of the global
maxima/minima of the impulse response are needed to achieve source
localization whereas the complete impulse response is used to prop-
erly separate the sources.
Ref. [1] illustrates a specific implementation of TRINICON al-
gorithm. The input signal is divided into non-overlapping blocks and
the update of the de-mixing filters estimated at the previous step is
carried out by iteratively processing each block j times. Intuitively,
the separation performance tends to increase as we increase the num-
ber of iterations per block but, on the other hand, the computational
cost of this implementation is proportional to j.
In this paper we elaborate on this topic, showing by means of
extensive experimental simulations that partial source separation is
enough when the ultimate goal is source localization. This gives rise
to an interesting complexity-performance trade-off
• when little computational power is available, only source lo-
calization can be achieved
• by allowing more computational power, sources can be both
separated and localized in space
It is possible to switch from one mode to the other dynamically. In
fact, getting back to the video surveillance scenario, we can devise
a low power tracking mode, when only source localization is carried
out. In some circumstances, we might be interested in separating the
sources, therefore additional power is required for a limited amount
of time.
3. EXPERIMENTAL SETUP
In order to investigate TRINICON localization and separation per-
formance we have planned a test bed evaluation. In order to simulate
realistic impulse responses and acquire ground truth data, we used a
beam tracing algorithm, further discussed in subsection 3.1. A typi-
cal office room, whose dimensions are 4m× 3m× 3m, is assumed.
Microphones are located at the center of the room and are placed
40cm apart. For each realization of the experiment, the positions
of the two sources are randomly chosen to uniformly span the room
area. Results are averaged over a set of 25 different trials.
3.1. Simulation of room reverberations
Different solutions can be adopted in order to simulate realistic im-
pulse responses that is able to model the source-microphone channel.
A first class of reverberation algorithms is based on the solution of
the finite elements version of the wave equation. This class requires
a significant computational effort to avoid the aliasing problem in
the sampling process. The second class of simulation algorithms is
based on the ’optical acoustic’ solution of the wave equation. Our
simulation system can be included in this second class.
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Fig. 2. Example of a simulated impulse response using ρ = 0.8 as
reflection coefficient
In the past few years beam tracing proved to be one of the most
effective algorithms in the field of room simulation. Our implemen-
tation can be considered an improvement of basic beam tracing tech-
nique (for details see [8]). First, it computes the mutual visibility
between walls in a preprocessing step, without any knowledge of the
source and the receiver positions. The final result of this step are
diagrams (in the following ’visibility diagrams’), one for each re-
flecting wall, in which different regions (in the following ’visibility
regions’) correspond to a set of rays departing from a generic point
on the considered reflector with a generic direction and impinging on
a specific wall in the environment. Starting from the knowledge of
walls positions in the environment we can compute visibility regions
in a closed form. Once we have computed the visibility diagrams and
source position is known, we can generate acoustic beams (bundles
of acoustic rays) traversing the previously constructed visibility dia-
grams, with a traversing direction depending on the source position.
Reflected beams can be built by mirroring the source over the reflec-
tor’s plane (obtaining source image) and then traversing the visibility
diagram associated to the mirroring reflector with a direction given
by the image source position. Once we have constructed acoustic
beams and receiver position is known, we can construct acoustic
rays by testing the presence of receiver in previously constructed
beams. With the knowledge of acoustic paths between receiver and
source, we can build the desired impulse response. Several experi-
ments showed the effectiveness of our implementation of beam trac-
ing algorithms (see [8]).
In Figure 2, we show an impulse response (sampled at fs =
16kHz) simulated in the test room, using ρ = 0.8 as reflection co-
efficient. We can distinguish the direct signal, always present in our
simulation setup, followed by early reflections and late reverbera-
tions. In our simulations we used different values for the reflection
coefficient in order to investigate the influence of reverberation on
the accuracy of localization. Table 3.1 shows the relationship be-
tween the reflection coefficient ρ and observed reverberation time
(T60) in the test environment.
Once we have computed impulse responses hqp, we convolve
them with the original source signals, obtaining the simulated mi-
crophone signals, which are used in input to separation/localization
system based on TRINICON.
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Fig. 3. Plot of SIR variation along time
3.2. Separation and localization metrics
In order to test TRINICON separation capabilities we used Signal
Interference Ratio (SIR) as a separation metric. According to the
notation introduced in Figure 1 SIR is computed with the following
equations (respectively for the first and second signal):
SIR1 = 20 ∗ log10 [s1 ∗ (h11 ∗ w11 + h12 ∗ w21)]
2
[s2 ∗ (h21 ∗ w11 + h22 ∗ w21)]2 (5)
SIR2 = 20 ∗ log10 [s2 ∗ (h22 ∗ w22 + h21 ∗ w12)]
2
[s1 ∗ (h12 ∗ w22 + h11 ∗ w12)]2 (6)
Figure 3 shows an example of the SIR index variation along time.
We notice the adaptive behavior of the TRINICON algorithm, as the
average value of SIR tends to increase. In addition, the SIR curve
variance decreases as the algorithm processes new blocks of the in-
put signal.
Since the value of SIR depends on the input sources, it is not
possible to define a fixed threshold to indicate when the algorithm
converges. In alternative, we propose the following metric: first
we compute the mean square root deviation σconv of the last four
blocks. Then, we use a scrolling window by computing the mean
square root deviation within this window σi, where i is the first block
index belonging to the scrolling window. We conclude that the algo-
rithm has converged at the block having index
i∗ = argmin
i
σi < σconv + 2dB (7)
The knowledge of i∗ allows to directly compute the SIR convergence
time expressed in seconds.
Table 1. Relationship between reflection coefficient ρ and reverber-
ation time (T60)
ρ T60 (s)
0.2 0.05
0.3 0.06
0.4 0.08
0.5 0.12
0.7 0.19
0.8 0.22
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Fig. 4. SIR and localization convergence time vs. j parameter
In our experiments we assume that we know the ground truth,
i.e. we know the exact location of the sources, therefore we can ob-
tain the exact values of the TDOA expressed in a fractional number
of delay samples. The algorithm successfully localize the sources
when the difference between the correct TDOA and the estimated
TDOA is less than half a sample. We define the TDOA convergence
time as the time interval required by the algorithm to correctly local-
ize both sources.
4. EXPERIMENTAL RESULTS
In this section we show by means of experimental results that source
localization can be accomplished when sources are not perfectly sep-
arated. As mentioned in Section 2 the localization task partially ex-
ploit the estimated de-mixing impulse responses, as equations 3 and
4 are based on the positions of the maxima/minima of the de-mixing
filterswpq . Moreover, the separation performance of the TRINICON
algorithm is influenced by the number of iterations j carried out for
each block.
In the first experiment we used a reflection coefficient ρ = 0.3
(or equivalently, from Table 3.1 T60 = 0.06s). Figure 4 shows the
convergence time expressed in seconds as a function of j. We can
notice that the separation convergence time significantly decreases
by increasing j. On the other hand, the effect of j on the localization
convergence time is minimal. An important conclusion that can be
drawn from this plot is that at a low computational cost (i.e. low val-
ues of j) we are able to localize the sources before achieving source
separation. Figure 4 also shows the SIR value obtained when the
algorithm achieves convergence.
Table 2. Maximum and minimum value of SIR and localization
convergence time (in seconds) for different values of T60 (s)
SIR loc
T60 Max Min Max Min
0.05 7.27 1.93 1.71 0.57
0.06 7.38 1.91 1.93 0.7
0.08 8.14 2.36 1.92 1.75
0.12 8.44 3.06 2.85 0.79
0.19 8.95 5.92 2.79 1.54
0.22 9.02 6.55 4.55 1.12
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Fig. 5. Localization convergence time (left) and SIR convergence time (right) vs reverberation time T60 for some values of the j parameter.
We repeated the same experiment for various reflection coeffi-
cients. Table 3.2 reports the maximum and minimum values of SIR
and localization convergence time. This experiment confirms that
the localization task can be carried out at a lower cost with respect
to the separation task.
In the second experiment we tested the sensitivity of the local-
ization/separation algorithm to the reverberation time T60. Figure
5 shows the results obtained for different values of j for the sepa-
ration and localization time respectively. As expected, the conver-
gence time tends to increase in both cases, since the estimated im-
pulse responses are more complex. If we neglect the case of j = 1
the separation task ’suffers’ from the increase of the reverberation
time more than the localization task. As before, the latter requires to
accurately estimate only the maxima/minima of the de-mixing im-
pulse response whereas the former needs to estimate the complete
response.
5. CONCLUSIONS
In this paper we have shown that localization of multiple acous-
tic sources can be achieved without separation as the former re-
quires only partial knowledge of the estimated de-mixing impulse
responses. Future works will extend the localization system to the
problem of tracking multiple acoustic sources in reverberating envi-
ronments.
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