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Abstract
Let X, Y be two Banach spaces, ε  0, and let f : X → Y be an ε-isometry with f (0) = 0. In this paper,
we show first that for every x∗ ∈ X∗, there exists φ ∈ Y ∗ with ‖φ‖ = ‖x∗‖ ≡ r such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ 4εr, for all x ∈ X.
Making use of it, we prove that if Y is reflexive and if E ⊂ Y [the annihilator of the subspace F ⊂ Y ∗ con-
sisting of all functionals bounded on co(f (X),−f (X))] is α-complemented in Y , then there is a bounded
linear operator T : Y → X with ‖T ‖ α such that
∥∥Tf (x)− x∥∥ 4ε, for all x ∈ X.
If, in addition, Y is Gateaux smooth, strictly convex and admitting the Kadec–Klee property (in particular,
locally uniformly convex), then we have the following sharp estimate
∥∥Tf (x)− x∥∥ 2ε, for all x ∈ X.
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1. Introduction
Let X, Y be two Banach spaces and ε  0. A mapping f : X → Y is said to be an ε-isometry
provided
∣∣∥∥f (x)− f (y)∥∥− ‖x − y‖∣∣ ε, for all x, y∈ X.
If ε = 0, then the mapping f is simply called an isometry; and it is said to be a surjective
ε-isometry if, in addition, f (X) = Y . The study of ε-isometry has been divided into four cases:
(1) f is surjective and ε = 0;
(2) f is non-surjective and ε = 0;
(3) f is surjective and ε = 0; and
(4) f is non-surjective and ε = 0.
A celebrated result, known as the Mazur–Ulam theorem [16] (see, also [1, p. 341]) is a perfect
answer to Case (1).
Theorem 1.1 (Mazur–Ulam). Suppose that f : X → Y is a surjective isometry with f (0) = 0.
Then f is linear.
The following mapping f : R→ 2∞ defined for t ∈ R by f (t) = (t, sint) [1, p. 342] shows
that an into isometry f with f (0) = 0 is not necessarily linear. While a remarkable result about
non-surjective isometry (i.e., Case (2)) was given by Figiel [7] in 1967, which plays an important
role in the study of isometric embedding and of Lipschitz-free Banach spaces (see, for instance
[5,9,22]). Godefroy and Kalton [9] show some deep relationship between isometry and linear
isometry.
Theorem 1.2 (Figiel). Suppose that f : X → Y is an isometry with f (0) = 0. Then there exists
a linear operator F : L(f ) ≡ spanf (X) → X with ‖F‖ = 1 such that F ◦ f = I (the identity)
on X.
We call the operator F in the theorem above Figiel’s operator. We refer the reader to [1,13,14]
for more detailed discussions of geometric embedding and related topics.
In 1945, Hyers and Ulam proposed the following question [12] (see, also [17]): whether for
every surjective ε-isometry f : X → Y with f (0) = 0 there exist a surjective linear isometry
U : X → Y and γ > 0 such that
∥∥f (x)−Ux∥∥ γ ε, for all x ∈ X. (1.1)
After many years efforts of a number of mathematicians (see, for instance [8,10,12,17]), the
following sharp estimate was finally obtained by Omladicˇ and Šemrl [17].
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there is a surjective linear isometry U : X → Y such that
∥∥f (x)−Ux∥∥ 2ε, for all x ∈ X.
Therefore, answers to the first three cases are perfect. The study of non-surjective ε-isometry
(i.e., Case (4)) has also brought to mathematicians’ attention (see, for instance [4,17,19–21]).
Qian [19] first proposed the following problem in 1995, and then he showed that the answer is
affirmative if both X and Y are Lp-spaces. Šemrl and Väisälä [20] further presented a sharp
estimate of (1.2) with γ = 2 if both X and Y are Lp-spaces for 1 <p < ∞.
Problem 1.4. Whether there exists a constant γ > 0 depending only on X and Y with the follow-
ing property: For each ε-isometry f : X → Y with f (0) = 0 there is a bounded linear operator
T : L(f ) → X such that
∥∥Tf (x)− x∥∥ γ ε, for all x ∈ X. (1.2)
As we have known, the answer to Problem 1.4 is affirmative for Lp-spaces with 1 < p < ∞.
However, Qian (in the same paper [19]) presented the following simple counterexample.
Example 1.5 (Qian). Given ε > 0, and let Y be a separable Banach space admitting an uncom-
plemented closed subspace X. Assume that g is a bijective mapping from X onto the closed
unit ball BY of Y with g(0) = 0. We define a map f : X → Y by f (x) = x + εg(x)/2 for all
x ∈ X. Then f is an ε-isometry with f (0) = 0 and L(f ) = Y . But there are no such T and γ
satisfying (1.2).
Qian’s counterexample, incorporating of an early result of Lindenstrauss and Tzafriri [15]
(a Banach space satisfying that every closed subspace is complemented is isomorphic to a Hilbert
space) entails the following result.
Theorem 1.6. A Banach space Y satisfying that for every closed subspace X ⊂ Y and every
ε-isometry f : X → Y with f (0) = 0 there exist bounded linear operator T : L(f ) → X and
γ > 0 such that (1.2) holds if and only if Y is isomorphic to a Hilbert space.
This disappointment makes us to search for (1) some weaker stability version satisfied by
every ε-isometry, and (2) some appropriate complementability assumption on some subspaces of
Y associated with the mapping such that the strong stability result (1.2) holds. For an ε-isometry
f : X → Y with f (0) = 0, we introduce the following subspace E of Y associated with the
mapping f , which will play an important part in the sequel. Let
F = {y∗ ∈ Y ∗: y∗ is bounded on C(f ) ≡ co(f (X),−f (X))}.
E ⊂ Y is defined as the annihilator of the subspace F ⊂ Y ∗, i.e.
E = {y ∈ Y : 〈y∗, y〉= 0, for all y∗ ∈ F}. (1.3)
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uncomplemented closed subspace X, and for every ε > 0, there exists an ε-isometry f from X
to Y with f (0) = 0 and with E = X such that (1.2) of Problem 1.4 fails for f . In other words, the
assumption that E is complemented in Y is essential for the study of the stability property (1.2)
of an ε-isometry f .
Before describing the main results of this paper, we first introduce some notations to be used
in the sequel. The letter X will always be a Banach space, and X∗ its dual. We denote by BX
(resp., SX) the closed unit ball (resp., the unit sphere) of X. For a subset A ⊂ X, A stands for the
closure of A, and coA (coA) for the (closed) convex hull of A. Let
f : X → Y be an ε-isometry for some ε  0 with f (0) = 0;
L(f ) = the closure of the linear span of f (X);
Mε =
{
φ ∈ Y ∗ is bounded by βφε on C(f ) for some βφ > 0
};
M = the closure of Mε.
We should mention here that the set Mε = {φ ∈ Y ∗ is bounded on C(f )} if ε > 0; = C(F)⊥, the
annihilator of C(f ), if ε = 0.
This paper is organized as follows. In the second section, after giving an improvement of a
one-dimensional lemma which is presented in Qian [19], we show the following result, which
can be understood as a weak stability version; on the other hand, because it plays a central rule
and is used frequently in every section of this paper, we call it the main lemma.
Lemma 1.7 (Main lemma). Let X and Y be Banach spaces, and let f : X → Y be an ε-isometry
for some ε  0 with f (0) = 0. Then for every x∗ ∈ X∗, there exists φ ∈ Y ∗ with ‖φ‖ = ‖x∗‖ ≡ r
such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ 4εr, for all x ∈ X. (1.4)
In the third section, we present three examples of simple applications of the main lemma: the
first one is, motivated by Dutrieux and Lancien’s observation [5] – an equivalence theorem of
Figiel’s theorem, a generalization of the equivalence theorem from isometry to ε-isometry; and
the second one is that if Y = ∞(Γ ) for a non-empty set Γ , then the answer to Problem 1.4 is
positive with γ = 4; and the third one is that for an ε-isometry from an n-dimensional space to a
Banach space, the answer to Problem 1.4 is always affirmative with γ = 4n.
In the fourth section, for each ε-isometry f , making use of the main lemma, we define first a
set-valued “linear” mapping V associated with f , we discuss then the properties of the operators
V and Q : X∗ → Y ∗/M defined by Qx∗ = V x∗ + M . We show finally the following stability
version in reflexive spaces.
Theorem 1.8. Let X, Y be Banach spaces and Y be reflexive, and let f : X → Y be an ε-isometry
with f (0) = 0. If E is α-complemented in Y , then there is a bounded linear operator T : Y → X
with ‖T ‖ α such that
∥∥Tf (x)− x∥∥ 4ε, for all x ∈ X.
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convex then the following limit always exists and defines a linear isometry T : X → Y
T x ≡ lim
t→∞
f (tx)
t
, for all x ∈ X.
In the fifth section, motivated by the result above, we discuss existence of such limits in general
reflexive Banach spaces. As a result, we show the following result.
Theorem 1.9. Suppose that X, Y are Banach spaces and that Y is reflexive, and suppose that
f : X → Y is an ε-isometry for some ε  0 with f (0) = 0. If, in addition, the subspace E ⊂ Y is
strictly convex, then for all x ∈ X,
T x = w- lim
λ→+∞f (λx)/λ
exist and T : X → E is a linear isometry.
In sixth section (the last section), we show the following sharp estimate.
Theorem 1.10. Suppose that X is a Banach space and that Y is a reflexive, Gateaux smooth and
strictly convex Banach space admitting the Kadec–Klee property. Suppose that f : X → Y is an
ε-isometry with f (0) = 0, and that the subspace E ⊂ Y associated with f is α-complemented
in Y . Then there is a linear operator T : Y → X with ‖T ‖ α such that
∥∥Tf (x)− x∥∥ 2ε, x ∈ X.
2. Main lemma
The following lemma is an improvement of a result of Qian [19] from 5ε to 3ε.
Lemma 2.1. Let Y be a Banach space, and let f :R→ Y be an ε-isometry with f (0) = 0. Then
there is a linear functional φ ∈ Y ∗ with ‖φ‖ = 1 such that
∣∣〈φ,f (t)〉− t∣∣ 3ε for all t ∈R. (2.1)
Proof. Given n ∈N, let φn ∈ Y ∗ with ‖φn‖ = 1 such that
2n− ε  ∥∥f (n)− f (−n)∥∥= 〈φn,f (n)− f (−n)〉 2n+ ε.
Then,
n+ ε  〈φn,f (n)〉= ∥∥f (n)− f (−n)∥∥+ 〈φn,f (−n)〉 n− 2ε,
and
−n− ε  〈φn,f (−n)〉= 〈φn,f (n)〉− ∥∥f (n)− f (−n)∥∥−n+ 2ε.
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〈
φn,f (t)
〉= 〈φn,f (n)〉− 〈φn,f (n)− f (t)〉 (n− 2ε)− (n− t + ε) = t − 3ε.
We have
t − 3ε  〈φn,f (t)〉 t + ε, for all t ∈ [0, n]. (2.2)
On the other hand, for every t ∈ [−n,0],
t − ε  〈φn,f (t)〉= 〈φn,f (−n)〉+ 〈φn,f (t)− f (−n)〉
 (−n+ 2ε)+ (t + n+ ε) = t + 3ε,
that is,
t − ε  〈φn,f (t)〉 t + 3ε, for all t ∈ [−n,0]. (2.3)
Combining (2.2) with (2.3), we obtain
∣∣〈φn,f (t)〉− t∣∣ 3ε, for all n ∈N and t ∈ [−n,n]. (2.4)
Note that ‖φn‖ = 1 for all n. Alaoglu’s theorem implies that there is a net (φα) in (φn)
w∗-converging to a functional φ ∈ BY ∗ . This and (2.4) entail that
t − 3ε  〈φ,f (t)〉 t + 3ε, for all t ∈R,
and clearly, ‖φ‖ = 1. 
To show the main lemma of this paper, we need some Gateaux differentiability results
about norms of Banach spaces. Recall that a Banach space X is said to be a Gateaux differ-
entiability space (GDS) provided every continuous convex function on X is densely Gateaux
differentiable. This is equivalent to that every equivalent norm on X is somewhere Gateaux
differentiable [3]. A point x∗ in a w∗-closed convex set C ⊂ X∗ is said to be a w∗-exposed
point of C provided there exists a point x ∈ X such that 〈x∗, x〉 > 〈y∗, x〉 for all y∗ ∈ C with
y∗ = x∗. In this case, the point x is called a w∗-exposing functional of C and exposing C
at x∗. We denote by w∗-expC the set of all w∗-exposed points of C. For a convex function f
defined on a Banach space X, its subdifferential mapping ∂f : X → 2X∗ is defined for x ∈ X
by ∂f (x) = {x∗ ∈ X∗: f (y) − f (x)  〈x∗, y − x〉, for all x ∈ X}. It is easy to observe that if
f = ‖ · ‖ (the norm of X), then ∂‖x‖ (x = 0) is always non-empty and x∗ ∈ ∂‖x‖ if and only if
〈x∗, x〉 = ‖x‖ with ‖x∗‖ = 1.
The following results are classical (see, for instance, Fabian [6] and Phelps [18]).
Proposition 2.2. Suppose that X is a Banach space and that C ⊂ X∗ is a non-empty w∗-compact
convex set. Then x∗ ∈ C is a w∗-exposed point of C, and is w∗-exposed by x ∈ X if and only if
σC ≡ supC is Gateaux differentiable at x and with Gateaux derivative dσC(x) = x∗.
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empty w∗-compact convex set of its dual (of cause, including the closed unit ball of its dual) is
the w∗-closed convex hull of its w∗-exposed points.
Lemma 2.4 (Main lemma). Let X and Y be Banach spaces, ε  0, and let f : X → Y be an
ε-isometry with f (0) = 0. Then for every x∗ ∈ X∗ there is a linear functional φ ∈ Y ∗ with
‖φ‖ = ‖x∗‖ = r such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ 4εr, for all x ∈ X. (2.5)
Proof. The proof shall be divided into two parts. In the first part we show that it is true if X is
finite-dimensional. Then, making use of this result we show in the second part that the lemma
holds for a general Banach space X.
Assume that dimX < ∞. Note X is a GDS. Then the closed unit ball BX∗ of X∗ is the
w∗-closed convex hull of its w∗-exposed points (Theorem 2.3). Without loss of generality we
can assume that r = 1. We show first that (2.5) is valid for some φ ∈ SY ∗ , if x∗ ∈ SX∗ is a
w∗-exposed point of BX∗ . By Proposition 2.2, there is a Gateaux differentiability point x0 ∈ SX
such that d‖x0‖ = x∗. Therefore, for every x ∈ X,
lim
t→+∞
(‖tx0 + x‖ − t)= lim
t→+∞
‖x0 + 1t x‖ − ‖x0‖
1
t
= 〈x∗, x〉. (2.6)
Let g :R→ Y be defined for t by g(t) = f (tx0). Then g is an ε-isometry with g(0) = 0. By
Lemma 2.1, there is a linear functional φ ∈ SY ∗ such that
∣∣〈φ,f (tx0)〉− t∣∣ 3ε, for all t ∈R. (2.7)
It entails that
t − 3ε − 〈φ,f (x)〉 〈φ,f (tx0)〉− 〈φ,f (x)〉

∥∥f (tx0)− f (x)∥∥ ‖tx0 − x‖ + ε.
Therefore, for all t > 0,
‖tx0 − x‖ − t +
〈
φ,f (x)
〉
−4ε.
Let t → +∞ in the inequality above. Then (2.6) yields
〈
x∗, x
〉− 〈φ,f (x)〉 4ε. (2.8)
On the other hand, we substitute −t for t in (2.7). Then
t − 3ε + 〈φ,f (x)〉−〈φ,f (−tx0)〉+ 〈φ,f (x)〉

∥∥f (−tx0)− f (x)∥∥ ‖tx0 + x‖ + ε.
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‖tx0 + x‖ − t −
〈
φ,f (x)
〉
−4ε.
Let t tend to +∞ in the inequality above. Then (2.6) again implies that
〈
x∗, x
〉− 〈φ,f (x)〉−4ε. (2.9)
Inequality (2.5) follows immediately from (2.8) and (2.9).
Next, we show that for every x∗ ∈ SX∗ there exists φ ∈ SY ∗ satisfying (2.5). Let x∗ ∈ SX∗ .
Since co(w∗- expBX∗) is dense in BX∗ (by Theorem 2.3 and noting dimX < ∞), there is
a sequence (xn) ⊂ co(w∗- expBX∗) converging to x∗. Note that for every x∗n there exist m
w∗-exposed points (x∗n1 , x
∗
n2, . . . , x
∗
nm
) and m non-negative numbers (λn1 , λn2 , . . . , λnm) with∑m
j=1 λnj = 1 for some m ∈ N such that x∗n =
∑m
j=1 λnj x∗nj . Then by the fact we have just
proven that there exist m functionals (φn1 , φn2 , . . . , φnm) ⊂ SY ∗ satisfying∣∣〈φnj , f (x)〉− 〈x∗nj , x〉∣∣ 4ε, (2.10)
for all x ∈ X, and 1 j m. Let ψn =∑mj=1 λnj φnj . Then ‖ψn‖ 1, and∣∣〈ψn,f (x)〉− 〈x∗n, x〉∣∣ 4ε, for all x ∈ X. (2.11)
Since (ψn) is relatively w∗-compact, there must be a subnet of (ψn) w∗-converging to some
φ ∈ BY ∗ . This, (2.11) and (x∗n) being convergent to x∗ together imply the following inequality∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ 4ε, for all x ∈ X.
Clearly, ‖φ‖ = ‖x∗‖ = 1. Thus, we have shown (2.5) for every finite-dimensional space X.
We will finally show that (2.5) holds for a general Banach space X. Recall that Bishop–Phelps’
theorem [2] states that norm-attaining functionals are always dense in the dual X∗ of X. Ac-
cording to this theorem, it suffices to show that (2.5) is true for every norm attaining functional
x∗ ∈ X∗ with ‖x∗‖ = 1. (Indeed, suppose that (2.5) holds for every norm-attaining functional, i.e.
for every norm-attaining functional x∗ ∈ X∗ with ‖x∗‖ = 1, there is φ ∈ Y ∗ with ‖φ‖ = ‖x∗‖ = 1
such that (2.5) holds. Then for every (general) x∗ ∈ X∗ with ‖x∗‖ = 1, by the Bishop–Phelps
theorem, there is a sequence (x∗n) ⊂ X∗ of norm-attaining functionals with ‖x∗n‖ = 1 such that
x∗n → x∗. For each n ∈N, let φn ∈ Y ∗ with ‖φn‖ = 1 be the functional corresponding to x∗n such
that |〈φn,f (x)〉 − 〈x∗n, x〉|  4ε, for all x ∈ X. Then w∗-relative compactness of (φn) entails
that there is a w∗-cluster point φ ∈ Y ∗ of (φn). It is easy to see that (2.5) holds again for such
the functionals x∗ and φ.) Given such norm-attaining functional x∗ ∈ X∗, let x0 ∈ SX such that
〈x∗, x0〉 = 1, and let F be the collection of all finite-dimensional subspaces of X containing x0.
Since every F ∈F is a GDS, by (2.5) we have just proven, there exists φF ∈ SY ∗ such that∣∣〈φF ,f (x)〉− 〈x∗, x〉∣∣ 4ε, for all x ∈ F. (2.12)
Let
ΦF =
{
φF ∈ Y ∗ satisfies (2.12) with ‖φF ‖ 1
}
,
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It is clear that for every F ∈ F , ΦF is a non-empty w∗-compact convex set of Y ∗. Since for all
F,G ∈ F , ΦF ∩ ΦG ⊃ ΦH (where H = span{F,G}), they have the finite intersection property.
Since every ΦF is w∗-compact, they have a non-empty intersection, and any element φ of this
intersection is clearly a solution of (2.5). 
3. Some applications of the lemma
The following result was first noticed by Dutrieux and Lancien [5], and it is equivalent to
Figiel’s theorem.
Theorem 3.1. Let f : X → Y be an isometry with f (0) = 0. Then for all x1, . . . , xn ∈ X, and for
all λ1, λ2, . . . , λn ∈R with ∑nj=1 |λj | = 1, we have∥∥∥∥∥
n∑
i=1
λif (xi)
∥∥∥∥∥
∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥.
Motivated by the theorem above, as an application of Lemma 2.4, we will show an analogous
result of the theorem for ε-isometry.
Theorem 3.2. Let X and Y be Banach spaces, and let f : X → Y be an ε-isometry with f (0) = 0.
Then ∥∥∥∥∥
n∑
i=1
λif (xi)
∥∥∥∥∥+ 4ε 
∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥
for all x1, . . . , xn ∈ X and for all λ1, . . . , λn ∈R satisfying ∑ni=1 |λi | = 1.
Proof. Given x1, . . . , xn ∈ X, let Xn = span(x1, . . . , xn). By Lemma 2.4, for every x∗ ∈ X∗n there
is a linear functional φx∗ ∈ SY ∗ such that∣∣〈φx∗ , f (x)〉− 〈x∗, x〉∣∣ 4ε, for all x ∈ Xn.
It entails that∥∥∥∥∥
n∑
i=1
λif (xi)
∥∥∥∥∥ supx∗∈SX∗n
〈
φx∗ ,
n∑
i=1
λif (xi)
〉
= sup
x∗∈SX∗n
(〈
φx∗ ,
n∑
i=1
λif (xi)
〉
−
〈
x∗,
n∑
i=1
λixi
〉
+
〈
x∗,
n∑
i=1
λixi
〉)
 sup
x∗∈S ∗
∣∣∣∣∣
〈
x∗,
n∑
λixi
〉∣∣∣∣∣−
n∑
|λi |
∣∣〈φx∗ , f (xi)〉− 〈x∗, xi 〉∣∣Xn i=1 i=1
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x∗∈SX∗n
∣∣∣∣∣
〈
x∗,
n∑
i=1
λixi
〉∣∣∣∣∣− 4ε =
∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥− 4ε,
for all λ1, . . . , λn ∈R satisfying ∑ni=1 |λi | = 1. Consequently,
∥∥∥∥∥
n∑
i=1
λif (xi)
∥∥∥∥∥+ 4ε 
∥∥∥∥∥
n∑
i=1
λixi
∥∥∥∥∥. 
The following theorems are also simple applications of Lemma 2.4.
Theorem 3.3. For any set Γ , let X = ∞(Γ ) and Y be a Banach space. If f : X → Y is an
ε-isometry for some ε > 0, then there exists an operator S : Y → X with ‖S‖ = 1 such that
∥∥Sf (x)− x∥∥ 4ε, for all x ∈ X. (3.1)
Proof. Since Fréchet differentiability points are dense in ∞(Γ ) (see, for instance, [23]), BX∗ is
the w∗-closed convex hull of its w∗-strongly exposed points (in fact, the set of all w∗-strongly
exposed points of BX∗ is just (eγ )γ∈Γ , all of the standard unit vectors of 1(Γ )). Given any
γ ∈ Γ , let δγ ∈ SX∗ be defined for y ∈ Y by
δγ (x) = x(γ ), for all x =
(
x(γ )
)
γ∈Γ ∈ X.
Then by Lemma 2.4 there exists φγ ∈ SY ∗ such that
∣∣〈φγ ,f (x)〉− 〈δγ , x〉∣∣ 4ε, for all x ∈ X.
Now, let S : Y → X be defined by S(y) = (〈φγ , y〉eγ )γ∈Γ . Clearly, ‖S‖ = 1 and
∥∥Sf (x)− x∥∥= sup
γ∈Γ
∣∣〈φγ ,f (x)〉− 〈δγ , x〉∣∣ 4ε. 
Theorem 3.4. Suppose that X, Y are Banach spaces with dimX = n, and suppose that f : X →
Y is an ε-isometry with f (0) = 0. Then there is a continuous linear operator S : Y → X with
‖S‖ n such that
∥∥Sf (x)− x∥∥ 4nε, for all x ∈ X.
Proof. Since dimE = n, by Auerbach’s theorem (see, for instance, [15, p. 16]), there exist n
vectors (xi)ni=1 ⊂ SX and n vectors (x∗i )ni=1 ⊂ SX∗ such that 〈x∗j , xi〉 = δij . By Lemma 2.4, there
exist n linear functionals (φi)ni=1 ⊂ SY ∗ such that for all 1 i  n
∣∣〈φi, f (x)〉− 〈x∗i , x〉∣∣ 4ε, for all x ∈ X. (3.2)
We define S : Y → X for y ∈ Y by Sy =∑n 〈φi, y〉xi. Then ‖S‖ n and (3.2) yieldsi=1
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∥∥∥∥∥
n∑
i=1
(〈
x∗i , x
〉− 〈φi, f (x)〉)xi
∥∥∥∥∥

n∑
i=1
∣∣〈x∗i , x〉− 〈φi, f (x)〉∣∣ 4nε. 
4. Stability version of reflexive Banach spaces
In this section, we shall deal with ε-isometries between two Banach spaces, and show a sta-
bility version of reflexive Banach spaces. To begin with, we recall some notations.
For a subset G ⊂ X, we denote by G◦ = {x∗ ∈ X∗: 〈x∗, x〉  1, for all x ∈ G}, the polar
of G, and ◦G◦ of G is defined by ◦G◦ = {x ∈ X: 〈x∗, x〉  1, for all x∗ ∈ G◦}. G⊥ stands for
the annihilator of G, i.e. G⊥ = {x∗ ∈ X∗: 〈x∗, x〉 = 0, for all x ∈ G}. Analogously, ⊥G⊥ =
{x ∈ X: 〈x∗, x〉 = 0, for all x∗ ∈ G⊥}. The following results are either classical, or, easily to be
verified (see, for instance, [11, p. 68]).
Proposition 4.1. Suppose that G is a subset of a Banach space X. Then
(1) G◦ is a w∗-closed convex set and G⊥ is a w∗-closed subspace in X∗;
(2) ◦G◦ = co(G∪ {0}), and ⊥G⊥ = spanG;
(3) G◦ = G⊥ if G is a subspace;
(4) if M ⊂ X∗ is a w∗-closed subspace, then (⊥M)⊥ = M .
Recall that for an ε-isometry f : X → Y with f (0) = 0 and ε  0, C(f ) denotes the closed
absolutely convex hull of f (X), E the annihilator of the subspace F ⊂ Y ∗ consisting of all
functionals bounded on C(f ), and
Mε =
{
φ ∈ Y ∗: φ is bounded by βε for some β > 0 on C(f )}.
Note that the set Mε = {φ ∈ Y ∗ is bounded on C(f )} if ε > 0; = C(F)⊥, the annihilator of C(f ),
if ε = 0. Since C(f ) is symmetric, Mε is a linear subspace of Y ∗ with Mε = ⋃∞n=1 nC(f )◦.
Therefore, E =⋂{kerφ: φ ∈ Mε} = ⊥Mε.
Lemma 4.2. With the notions as the same as above, then the following assertions are equivalent.
(1) C(f ) ⊂ E +B for some bounded set B ⊂ Y ;
(2) Mε is w∗-closed;
(3) Mε is closed.
Proof. (1) ⇒ (2). Since B is bounded, Mε = E◦. Therefore, it is w∗-closed.
(2) ⇒ (3) is trivial.
(3) ⇒ (2). Since Mε is closed in Y ∗, it is a Banach space. Since C(f )◦ is w∗-closed in Y ∗,
it is necessarily closed. Note that Mε = ⋃∞n=1 nC(f )◦. Baire’s category theorem implies that
C(f )◦ is a (norm) neighborhood of 0 in Mε . This and w∗-closedness of C(f )◦ entail that Mε is
w∗-closed.
(2) ⇒ (1). Since M◦ε = M⊥ε is a w∗-closed subspace, and since ⊥Mε = E, according to
Proposition 4.1, (Y/E)∗ = E⊥ = (⊥Mε)⊥ = Mε . By the Banach–Steinhauss theorem we see
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For every ε-isometry f , we will define a set-valued mapping  : X∗ → 2Y ∗ . Inequality (2.5)
of Lemma 2.4 says that for x∗ ∈ X∗, there exist φ ∈ Y ∗ and β > 0 such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ βε, for all x ∈ X. (4.1)
Let
x∗ = {φ ∈ Y ∗ satisfies (4.1) for some β > 0}. (4.2)
Lemma 4.3. With the mapping  as the same as above, then
(1)  is non-empty convex-valued and with
∥∥x∗∥∥= inf{‖φ‖: φ ∈ x∗}= min{‖φ‖: φ ∈ x∗}, for all x∗ ∈ X∗; (4.3)
(2)  satisfies that for all x∗, y∗ ∈ X∗ and α ∈R,

(
αx∗
)= αx∗ and (x∗ + y∗)= x∗ + y∗;
(3) 0 = Mε and x∗ = φx∗ +Mε, where φ = φx∗ satisfies (2.5);
(4)  is properly injective, i.e. if x∗ = y∗, then x∗ ∩ y∗ = ∅.
Proof. (1) Non-emptiness and convexity of x∗, and the inequality
∥∥x∗∥∥ inf{‖φ‖: φ ∈ x∗}
follow from (2.5) of Lemma 2.4. To show ‖x∗‖  inf{‖φ‖: φ ∈ x∗}, let φ ∈ x∗. Then by
definition of , there exists β > 0 such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ βε, for all x ∈ X.
Given δ > 0, we choose x0 ∈ SX such that 〈x∗, x0〉 > ‖x∗‖ − δ, and substitute nx0 for x in the
inequality above. Then we obtain that for all n ∈N,
∣∣∣∣
〈
φ,
f (nx0)
n
〉
− 〈x∗, x0〉
∣∣∣∣ βεn .
Note that n− ε  ‖f (nx0)‖ n+ ε. By letting n → ∞ in the inequality above, we observe that
‖φ‖ lim sup
n
〈
φ,
f (nx0)
n
〉
= 〈x∗, x0〉> ∥∥x∗∥∥− δ.
Arbitrariness of δ entails that |φ‖ ‖x∗‖.
L. Cheng et al. / Journal of Functional Analysis 264 (2013) 713–734 725(2) Homogeneity of  and the one side inclusion (x∗ + y∗) ⊃ x∗ + y∗ immediately follow
from definition of . To show (x∗ + y∗) ⊂ x∗ + y∗, let ψ ∈ (x∗ + y∗) and φ ∈ x∗. Then
there exist β1, β2 > 0 such that for all x ∈ X,
∣∣〈ψ,f (x)〉− 〈x∗ + y∗, x〉∣∣ β1ε and ∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ β2ε.
Let μ = ψ − φ. Then
∣∣〈μ,f (x)〉− 〈y∗, x〉∣∣= ∣∣(〈ψ,f (x)〉− 〈x∗ + y∗, x〉)− (〈φ,f (x)〉− 〈x∗, x〉)∣∣ (β1 + β2)ε,
and this says that μ ∈ y∗ and ψ = φ +μ ∈ x∗ + y∗.
(3) If ε = 0, then 0 = f (X)⊥ = C(f )⊥ = M0 = M. If ε > 0, then
0 = {φ ∈ Y ∗: |φ| is bounded on f (X)}
= {φ ∈ Y ∗: φ is bounded above on C(f )}= Mε.
Given x∗ ∈ X∗, and φ ∈ x∗, by (2) we have just proven,
x∗ = (x∗ + 0)= x∗ + 0 ⊃ φ + 0 = φ +Mε.
Conversely, for any φ,ψ ∈ (x∗), let β1, β2 ∈R+ such that for all x ∈ X,
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ β1ε and ∣∣〈ψ,f (x)〉− 〈x∗, x〉∣∣ β2ε.
Then,
∣∣〈φ −ψ,f (x)〉∣∣ (β1 + β2)ε, for all x ∈ X,
and this is equivalent to φ −ψ ∈ 0. Thus, (3) has been proven.
(4) According to (2), it suffices to show that x∗ ∩ 0 = ∅ for every x∗ ∈ X∗\{0}. Given
x∗ ∈ X∗ with x∗ = 0, let φ ∈ x∗. Then there exists β ∈R+ such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ βε, for all x ∈ X.
If φ ∈ 0, then there is β1 > 0 such that |〈φ,f (x)〉|  β1ε, for all x ∈ X. Thus, |〈x∗, x〉| 
(β + β1)ε, for all x ∈ X. This is impossible, since x∗ = 0. 
Theorem 4.4. Let X, Y be Banach spaces, f : X → Y be an ε-isometry with f (0) = 0, and let 
be defined as in Lemma 4.3, and M = 0. Then:
(1) Q : X∗ → Y ∗/M defined by Qx∗ = x∗ +M is a linear isometry.
(2) If M is w∗-closed, then Q is the conjugate operator of a surjective operator U from E onto
X with ‖U‖ = 1.
(3) In particular, if ε = 0, then U is just Figiel’s operator.
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M = 0 = Mε . For every x∗ ∈ X∗, due to (4.3) of Lemma 4.3,
∥∥Qx∗∥∥= inf{‖φ −m‖: φ ∈ x∗, m ∈ M}
= inf{‖φ −m‖: φ ∈ x∗, m ∈ Mε}
= inf{‖φ‖: φ ∈ x∗}= ∥∥x∗∥∥.
(2) Suppose that M is w∗-closed in Y ∗. Then, by Proposition 4.1, M = (⊥M)⊥ = E⊥.
Therefore, Y ∗/M = Y ∗/E⊥ = E∗. We claim first that Q is w∗-to-w∗ continuous (hence, it is
a conjugate operator). By the Krein–Smulian theorem, it suffices to show that it is w∗-to-w∗
continuous on BX∗ , the unit ball of X∗. Let (x∗α) ⊂ BX∗ be a net w∗-converging to x∗ ∈ X∗.
Then by Lemma 2.4, there is a net (φα) ⊂ Y ∗ with ‖φα‖ = ‖x∗α‖ ≡ rα  1 such that
∣∣〈φα,f (x)〉− 〈x∗α, x〉∣∣ 4εrα, for all x ∈ X.
w∗-relative compactness of (φα) implies that there is a w∗-cluster point φ ∈ Y ∗ of (φα) such that
∣∣〈φ,f (x)〉− 〈x∗, x〉∣∣ 4εr, for some 0 r  lim sup
α
rα.
Clearly, φ ∈ x∗. Since every w∗-cluster point of (x∗α) is in x∗, Qx∗α = x∗α + M = φα + M,
and which further entails that (Qx∗α) is w∗-convergent to φ +M = Qx∗ in Y ∗/M = E∗. Hence,
Q : BX∗ → E∗ is w∗-to-w∗ continuous. Let U : E → X be a linear operator such that U∗ = Q.
Clearly, U is a surjective mapping with ‖U‖ = 1, since Q = U∗ : X∗ → E∗ is a linear isome-
try.
(3) If ε = 0, then M = Mε = M0 = C(f )⊥ is w∗-closed and E = ⊥M = L(f ). According
to (2) we have just proven, there exists U : L(f ) → X such that U∗ = Q. And in this case, it is
easy to observe that
〈
Qx∗, f (x)
〉= 〈x∗, x〉, for all x ∈ X and x∗ ∈ X∗.
Let F be Figiel’s operator from L(f ) to X such that F ◦f = I on X. Then its conjugate operator
F ∗ : X∗ → L(f )∗ = Y ∗/L(f )⊥ = Y ∗/M satisfies ‖F ∗‖ = ‖F‖ = 1. Since F ◦ f = IX , by
definition of conjugate operator we have for all x ∈ X and x∗ ∈ X∗,
〈
F ∗x∗, f (x)
〉= 〈x∗,Ff (x)〉= 〈x∗, IXx〉= 〈x∗, x〉= 〈Qx∗, f (x)〉.
Therefore, U∗ = Q = F ∗, that is, U = F . 
Corollary 4.5. With the notations as the same as in Theorem 4.4, then Q is a conjugate operator
if one of the following conditions holds.
(1) C(f ) ⊂ E +B for some bounded set B ⊂ Y ;
(2) Mε is closed;
(3) Y is reflexive.
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(1) and (2) imply that Mε is w∗-closed. Therefore, M = Mε is certainly w∗-closed. Note that M
is always weakly closed. If Y is reflexive, then M is w∗-closed. 
Remark 4.6. Theorem 4.4(3) says that Q is just the conjugate operator of Figiel’s operator
associated with the isometry f if ε = 0. Therefore, Q is a generalization of Figiel’s operator in
dual form. Consequently, it is reasonable to call it Figiel’s conjugate.
Definition 4.7. Let X be a Banach space and 0  α < +∞. A closed subspace M ⊂ X is said
to be α-complemented provided there exists a closed subspace N ⊂ X with M ∩ N = {0} and a
projection P : X → M along N such that X = M +N and ‖P ‖ α.
Theorem 4.8. Suppose that X, Y are Banach spaces and Y is reflexive, and suppose f : X → Y
is an ε-isometry with f (0) = 0. If E is α-complemented in Y , then there is a bounded linear
operator T : Y → X with ‖T ‖ α such that
∥∥Tf (x)− x∥∥ 4ε, for all x ∈ X. (4.4)
Proof. Since Y is reflexive, by Theorem 4.4 and Corollary 4.5, there is a surjective operator
U : E → X with ‖U‖ = 1 such that Q = U∗. Since E is α-complemented in Y , there is a closed
(complemented) subspace F of Y with E ∩ F = {0} such that E + F = Y and the projection
P : Y → E along F satisfies ‖P ‖ α. Let T = U ◦ P . Then ‖T ‖ α. In the following we will
show that T satisfies (5.1). Note that Y ∗/M = Y ∗/E⊥ = E∗ = F⊥. We have
〈
Qx∗,Py
〉= 〈Qx∗, y〉, for all x∗ ∈ X∗ and y ∈ Y. (4.5)
Therefore,
∣∣〈Qx∗,Pf (x)〉− 〈x∗, x〉∣∣= ∣∣〈Qx∗, f (x)〉− 〈x∗, x〉∣∣ 4ε∥∥x∗∥∥, (4.6)
for all x ∈ X and x∗ ∈ X∗. By definition of conjugate operator, we observe that for all x ∈ X and
x∗ ∈ X∗,
〈
Qx∗,Pf (x)
〉= 〈x∗, (U ◦ P)f (x)〉= 〈x∗, Tf (x)〉. (4.7)
(4.6) and (4.7) together entail that
∣∣〈x∗, Tf (x)− x〉∣∣ 4ε∥∥x∗∥∥, for all x ∈ X and x∗ ∈ X∗,
or, equivalently,
∥∥Tf (x)− x∥∥ 4ε, for all x ∈ X. 
Remark 4.9. Using the same procedure of the proof of Theorem 4.8, incorporating of The-
orem 4.4 and Corollary 4.5, we can show that (4.4) holds again if we substitute either
w∗-closedness of M , or C(f ) ⊂ E +B for some bounded set B ⊂ Y , for reflexivity of Y .
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In this section, we shall continue to deal with ε-isometries in reflexive Banach spaces. This is
also preparation for showing a sharp estimate in the next section.
Definition 5.1. Suppose that X, Y are two Banach spaces, and that S is a (set-valued) mapping
from X to 2Y . S is said to be β-Lipschitz for some β > 0 provided for all x1, x2 ∈ X, Sx1 ⊂
Sx2 + β‖x1 − x2‖BY .
It is clear that if S : X → 2Y is β-Lipschitz then T : X → 2Y defined for x ∈ X by T x =
co(Sx) is also β-Lipschitz.
Theorem 5.2. Suppose that X, Y are Banach spaces and that Y is reflexive, and suppose that
f : X → Y is an ε-isometry for some ε  0 with f (0) = 0. Let U be the pre-conjugate operator
of Q defined as in Theorem 4.4. If there is a closed subspace F ⊂ Y with E ∩ F = {0} such
that E + F = Y , then there is a non-empty weakly compact convex-valued 1-Lipschitz mapping
V : X → 2E such that U ◦ V = IX on X.
Proof. Let
Λ = {λ = (λn) ⊂R+ with λn ↗ ∞}.
We define then a set-valued mapping W from X to the 2Y for x ∈ X by
Wx =
{
u ∈ Y : ∃λ ∈ Λ such that u = w- lim
n
f (λnx)/λn
}
. (5.1)
We show first that W is everywhere non-empty valued with W(x) ⊂ E and with ‖u‖ = ‖x‖ for all
u ∈ Wx. Since f is an ε-isometry, limλ→∞ ‖f (λx)/λ‖ → 1. Boundedness of (f (λx)/λ)λ1 and
reflexivity of Y entail that (f (λx)/λ)λ1 is relatively weakly compact. Consequently, Wx = ∅
for all x ∈ X. Note E = ⊥M . Given x ∈ X and u ∈ Wx, let λ ∈ Λ satisfy u = w- limn f (λnx)/λn.
Without loss of generality, we can assume x = 0. By definition of Mε , for every φ ∈ Mε , there is
a β > 0 such that
∣∣〈φ,f (z)〉∣∣ βε, for all z ∈ X. (5.2)
Substituting λnx for z in (5.2), and dividing the both sides of the inequality by λn, then we obtain
∣∣〈φ,f (λnx)/λn〉∣∣ βε/λn, for all n ∈N. (5.3)
Let n → ∞. Then 〈φ,u〉 = 0. Therefore, u ∈ ⊥Mε = ⊥M = E. To show ‖u‖ = ‖x‖, let x∗ ∈
∂‖x‖. Then x∗ ∈ SX∗ and 〈x∗, x〉 = ‖x‖. According to (2.5) of Lemma 2.4, there exists φx∗ ∈ Y ∗
with ‖φx∗‖ = ‖x∗‖ = 1 such that
∣∣〈φx∗ , f (z)〉− 〈x∗, z〉∣∣ 4ε, for all z ∈ X. (5.4)
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then we get
∣∣〈φx∗ , f (λnx)/λn〉− 〈x∗, x〉∣∣ 4εr/λn, for all n ∈N. (5.5)
Let n → ∞. Then (5.5), weakly lower semi-continuity of the norm of X and u = w- limn f (λnx)/
λn together yield that
‖x‖ = lim inf
n
∥∥f (λnx)/λn∥∥ ‖u‖ 〈φx∗ , u〉 = 〈x∗, x〉= ‖x‖. (5.6)
Hence, ‖u‖ = ‖x‖.
Note that (5.6) entails that for every x ∈ X and for every x∗ ∈ SX∗ with 〈x∗, x〉 = ‖x‖ (i.e.
x∗ ∈ ∂‖x‖) there exists φ ∈ Qx∗ (acting as a subset of Y ∗) with ‖φ‖ = ‖x∗‖ = 1 such that
Wx ⊂ {u ∈ E: 〈φ,u〉 = ‖u‖ = ‖x‖}. (5.7)
We show next that W is positively homogenous. Let u ∈ Wx and λ ∈ Λ such that u =
w- limn f (λnx)/λn. For any a ∈R+, let λa = 1a λ. Then
u = w- lim
n
f (λnx)/λn = w- lim
n
f
(
λan(ax)
)
/λn
= 1
a
·
(
w- lim
n
f
(
λan(ax)
)
/λan
)
.
This says that aWx ⊂ W(ax) for all a > 0. Consequently, Wx = W( 1
a
(ax)) ⊃ 1
a
W(ax). Thus,
W(ax) = aWx for all x ∈ X and a ∈R+.
In the following, we show that W is 1-Lipschitz. We want to prove that given x, y ∈ X, and
u ∈ Wx, there exists v ∈ Wy such that ‖v − u‖  ‖y − x‖. Indeed, by definition of Wx, there
exists λ ∈ Λ such that f (λnx)/λn → u in the weak topology. Relatively weak compactness of
(f (λny)/λn) entails that there is λs ≡ (λnk ) ∈ Λ such that (f (λnky)/λnk ) weakly converges to
some v ∈ Wy. Weakly lower semi-continuity of the norm ‖ · ‖ on Y entails
‖v − u‖ lim inf
k
∥∥f (λnky)/λnk − f (λnkx)/λnk∥∥
 lim inf
k
(‖λnky − λnkx‖ + ε)/λnk‖ = ‖y − x‖.
Therefore, W is 1-Lipschitz.
Next, we will show that U ◦ W = IX on X. Note that both E and F are complemented sub-
spaces of Y . The projection P : Y → E along F is bounded, and U∗ = Q is actually X∗ → F⊥.
Given x ∈ X, and u ∈ Wx, let λ ∈ Λ such that u = w- limn f (λnx)/λn. This and definition of
conjugate operator imply that
〈
Uu,x∗
〉= 〈u,Qx∗〉= lim
n
〈
f (λnx)/λn,Qx
∗〉= 〈x, x∗〉.
This says that Uu = x for all u ∈ Wx, or equivalently, U ◦W = I . Therefore, W is a (set-valued)
positively homogenously 1-Lipschitz mapping and satisfies U ◦W = IX.
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convex-valued 1-Lipschitz and positively homogenous mapping. Since U ◦ Wx = x for all
x ∈ X, linearity and w-continuity of U together entail that U ◦ V x = U(coWx) = x, that is,
U ◦ V = IX . 
Theorem 5.3. Suppose that X, Y are Banach spaces and that Y is reflexive, and suppose that
f : X → Y is an ε-isometry for some ε  0 with f (0) = 0. Suppose that the subspaces E and F ,
the operators U , V , P and Q associated with f and F , are as same as in Theorem 3.4. If, in
addition, the subspace E ⊂ Y is strictly convex, then V = W : X → E is a (single-valued) linear
isometry satisfying
V x = w- lim
λ→+∞f (λx)/λ, for all x ∈ X.
Therefore, V ∗ ◦Q = (U ◦ V )∗ = IX∗ , and X is reflexive and strictly convex.
Proof. Suppose that E is strictly convex. Then E∗ is smooth. According to Theorem 2.3, each
φ ∈ E∗ with φ = 0 has a unique support functional u ∈ SE . This, incorporating (5.7) entails
that Wx (hence, V x) is a singleton, which in turn implies that
V x = Wx = w- lim
λ→+∞f (λx)/λ, for all x ∈ X (5.8)
and V is a single-valued 1-Lipschitz mapping. On the other hand, given x1, x2 ∈ X, let x∗ ∈ X∗
with ‖x∗‖ = 1 such that
〈
x∗, x1 − x2
〉= ‖x1 − x2‖.
By a simple discussion similar to that from (5.4) to (5.6), there is φ ∈ SY ∗ corresponding to x∗
satisfying the following equalities
〈φ,V x1〉 =
〈
x∗, x1
〉
and 〈φ,V x2〉 =
〈
x∗, x2
〉
. (5.9)
Therefore,
‖x1 − x2‖ ‖V x1 − V x2‖ 〈φ,V x1 − V x2〉
= 〈x∗, x1 − x2〉= ‖x1 − x2‖. (5.10)
We have proven that V is a positively homogenous isometry.
We show finally that V is linear. For any x ∈ X, x = 0, let x1 = x, x2 = −x, and x∗ ∈ SX∗
with 〈x∗, x〉 = ‖x‖, and let φ ∈ E∗ with ‖φ‖ = 1 be the functional corresponding to x∗ satisfy-
ing (5.9). Then
∥∥V x − V (−x)∥∥= 〈φ,V x − V (−x)〉= 〈x∗, x − (−x)〉= 2‖x‖.
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isometry. It remains to show additivity of V. For any x, y ∈ X, let x∗ ∈ SX∗ satisfy 〈x∗, x + y〉 =
‖x + y‖, and let φ ∈ SE∗ be a functional corresponding to x∗ such that
〈φ,V x〉 = 〈x∗, x〉 and 〈φ,Vy〉 = 〈x∗, y〉.
Then
‖x + y‖ = ∥∥V x − V (−y)∥∥= ‖V x + Vy‖ 〈φ,V x + Vy〉
= 〈x∗, x + y〉= ‖x + y‖ = ∥∥V (x + y)∥∥= 〈φ,V (x + y)〉.
Therefore,
〈
φ,V (x + y)〉= ∥∥V (x + y)∥∥= ‖V x + Vy‖ = 〈φ,V x + Vy〉.
This says that both V (x + y) and V x +Vy are support functionals (with same norm) of BE∗ and
supporting BE∗ at φ. Smoothness of E∗ implies that V (x + y) = V (x)+ V (y). 
6. Sharp estimates of a certain class of reflexive spaces
In this section, we continue to deal with ε-isometries between reflexive spaces. The following
theorem is the main result of this section.
Theorem 6.1. Suppose that X is a Banach space and that Y is a reflexive, Gateaux smooth and
strictly convex Banach space admitting the Kadec–Klee property. Suppose that f : X → Y is an
ε-isometry with f (0) = 0, and that the subspace E ⊂ Y associated with f is α-complemented
in Y . Then there is a linear operator T : Y → X with ‖T ‖ α such that
∥∥Tf (x)− x∥∥ 2ε, x ∈ X. (6.1)
Proof. Let the subspace F , and the operators P , Q, U , V associated with f and E be as the
same as in Theorem 5.3. According to Theorem 5.3, X is reflexive, strictly convex and Gateaux
smooth; and V : X → E satisfying
V x = w- lim
λ→∞f (λx)/λ = w- limn→∞f (nx)/n (6.2)
is a linear isometry with U ◦ V = I on X. The Kadec–Klee property of Y implies that
V x = w- lim
λ→∞f (λx)/λ = limn→∞f (nx)/n. (6.3)
Note that the closed subspace F of Y satisfies E ∩ F = {0} and E + F = Y , and the projection
P : Y → E along F satisfies ‖P ‖  α. Since Y (X) is smooth, we get that ∂‖u‖ = d‖u‖ is
unique for all u = 0 in Y (X).
Let T ≡ U ◦ P . Then ‖T ‖ α. We want to prove that T satisfies (6.1).
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β = ∥∥x − Tf (x)∥∥, z = (x − Tf (x))/β,
qn(x) = f (x + nz), rn(x) = f (x + nz)/n and φn = d
∥∥rn(x)∥∥.
Note that for any γ > 0 and for any u ∈ Y with u = 0, d‖γ u‖ = d‖u‖. Let φn = d‖rn(x)‖.
Then
∥∥f (x + nz)∥∥= 〈φn,f (x + nz)〉

〈
φn,f (x)
〉+ ∥∥f (x + nz)− f (x)∥∥

〈
φn,f (x)
〉+ n+ ε. (6.4)
By (6.3), rn(x) → V z. Gateaux smoothness and reflexivity of Y together entail that φn → φ ≡
d‖V (z)‖ in the weak topology of Y . Consequently,
lim
n
(∥∥f (x + nz)∥∥− n) 〈φ,f (x)〉+ ε. (6.5)
On the other hand, let x∗ = d‖z‖. Since
∥∥f (x + nz)∥∥− n ‖x + nz‖ − n− ε,
we have
lim
n
(∥∥f (x + nz)∥∥− n) lim
n
(‖x + nz‖ − n)− ε
= lim
n
‖z + 1
n
x‖ − ‖z‖
1
n
− ε = 〈x∗, x〉− ε. (6.6)
(6.5) and (6.6) yield
〈
x∗, x
〉− 〈φ,f (x)〉 2ε. (6.7)
According to (2.5) of the main lemma, we have
∣∣〈Qx∗, f (y)〉− 〈x∗, y〉∣∣ 4ε∥∥x∗∥∥, for all y ∈ X.
We substitute nz for y, n = 1,2, . . . . Then
∣∣〈Qx∗, f (nz)〉− 〈x∗, nz〉∣∣ 4ε∥∥x∗∥∥.
Consequently,
∣∣〈Qx∗, f (nz)/n〉− 〈x∗, z〉∣∣ 4ε∥∥x∗∥∥/n.
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〈
Qx∗,V z
〉= 〈V ∗Qx∗, z〉= 〈x∗, z〉= ‖z‖.
‖Qx∗‖ = ‖x∗‖ = ‖φ‖ = 1 and smoothness of Y together imply Qx∗ = φ. Now, we turn to prove
that
φ ◦ V = d‖z‖. (6.8)
In fact, let z∗ = φ ◦ V . Then ‖z∗‖ 1 and
‖z‖ = ‖V z‖ = 〈φ,V z〉 = 〈z∗, z〉.
Therefore, z∗ ∈ ∂‖z‖ = d‖z‖ = x∗.
Note x∗ = φ ◦ V = d‖z‖, T = U ◦ P and U ◦ V = IX . We have
〈
x∗, Tf (x)
〉= 〈φ, (V ◦U ◦ P)f (x)〉= 〈Qx∗, (V ◦U ◦ P)f (x)〉
= 〈x∗,U ◦ (V ◦U ◦ P)f (x)〉= 〈x∗, (U ◦ P)f (x)〉
= 〈Qx∗,Pf (x)〉= 〈φ,Pf (x)〉= 〈φ,f (x)〉.
Since 1 = 〈x∗, z〉 = 1
β
〈x∗, x − Tf (x)〉,
β = 〈x∗, (x − Tf (x))〉= 〈x∗, x〉− 〈x∗, Tf (x)〉
= 〈x∗, x〉− 〈φ,f (x)〉 2ε. 
Corollary 6.2. Suppose that X, Y are Banach spaces and that Y is reflexive, Gateaux smooth
and locally uniformly convex. Suppose that f : X → Y is an ε-isometry with f (0) = 0, and that
the subspace E ⊂ Y is α-complemented in Y . Then there is a linear operator T : Y → X with
‖T ‖ α such that
∥∥Tf (x)− x∥∥ 2ε, x ∈ X.
Proof. According to Theorem 6.1, it suffices to note that locally uniform convexity implies both
the strict convexity and the KKP. 
Corollary 6.3 (Šemrl and Väisälä). Let 1 <p < ∞. If X and Y are Lp-spaces, and if f : X → Y
is an ε-isometry with f (0) = 0, then there is a linear operator T : Y → X with ‖T ‖ = 1 such
that
∥∥Tf (x)− x∥∥ 2ε, x ∈ X.
Proof. Assume that both X and Y are Lp-spaces with 1 < p < ∞. Then they are both (super)
reflexive, uniformly convex and uniformly smooth. Suppose that ε  0, and that f : X → Y is
an ε-isometry with f (0) = 0. Then by Theorem 5.3, there exists a linear isometry V : X → Y .
By Theorem 6.1, it suffices to note that for any fixed 1 < p < ∞, if one Lp-space X is linearly
734 L. Cheng et al. / Journal of Functional Analysis 264 (2013) 713–734isometric to a subspace of another Lp-space Y , then X is 1-complemented in Y (see, for instance,
[14, p. 162]). 
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