Even when experimental conditions are kept constant, a robust and consistent finding in both behavioral and neural experiments designed to examine multisensory processing is striking variability. Although this variability has often been considered uninteresting noise (a term that is laden with strong connotations), emerging work suggests that differences in variability may be an important aspect in describing differences in performance between individuals and groups. In the current review, derived from a symposium at the 2015 International Multisensory Research Forum in Pisa, Italy, we focus on several aspects of variability as it relates to multisensory function. This effort seeks to expand our understanding of variability at levels of coding and analysis ranging from the single neuron through large networks and on to behavioral processes, and encompasses a number of the multimodal approaches that are used to evaluate and characterize multisensory processing including single-unit neurophysiology, electroencephalography (EEG), functional magnetic resonance imaging (fMRI), and electrocorticography (ECoG).
Introduction
Traditional lines of neuroscientific inquiry have generally approached questions of interest by conducting group based experiments and analyses. Re-search into multisensory function has been no exception. For example, a study designed to look at the neural correlates of a specific task in which performance on multisensory (e.g., combined auditory and visual) conditions is compared with performance on the respective unisensory conditions (e.g., auditory alone, visual alone) might look for mean differences in behavioral performance and/or neural activation patterns on multisensory vs. unisensory trials. Indeed, using such experimental designs, a large body of work has detailed the behavioral and perceptual benefits of having information available from multiple senses, as well as about the underlying neural networks (Alais et al., 2010; Baum et al., 2015; Calvert et al., 2004; Murray and Wallace, 2012; Sarko et al., 2012; Stein and Meredith, 1993; Stevenson et al., 2014; Wallace et al., 2004) . More recently, there has also been an effort to understand how multisensory processes are affected by stimulus features and task instructions (Stevenson and Wallace, 2013) , how they vary between subject cohorts (Baum and Beauchamp, 2014) , or even within subject cohorts (Murray et al., 2005; Romei et al., 2013; Thelen et al., 2014) .
However, hidden within such group-based analyses are interesting differences across participants, as well as interesting differences within individual participants on a trial-by-trial basis. Although some of these differences are captured in classical measures of variability (such as Fano factor for neural responses), the general approach frequently neglects to focus upon inter-and intraindividual differences in variability -differences that are likely to be exceptionally meaningful in understanding the individual brain bases for performance and perception. Variability has long been studied in the fields of mathematical and physical science, and can be (and has been) readily extended to measures of cognitive and brain function. In such a framework, variability can contribute information to the system and provides a view into its inherent organizational properties. Take as a simple example the response profile of an individual neuron upon the presentation of a given sensory stimulus. Although the neuron may respond with the same mean number of spikes on successive presentations, the pattern of these spikes will likely differ on a trialby-trial basis (Christen et al., 2006) . Given that information is encoded in both number and temporal patterning of activity, these differences are meaningful in regards to how that brain builds an internal representation of that stimulus. Thus, output patterns, whether they are from single neurons or large ensembles, tend to possess varying degrees of formal structure or pattern that deviates significantly from random fluctuations ('noise') and that reflect the inherent organization of the system. Critically, such patterns of self-organized variability are ubiquitous in nature and have been demonstrated in domains as diverse as condensed matter (Dutta and Horn, 1981) , DNA base sequence structure (Voss, 1992) , cellular automata (Ohtsuki et al., 2006) , and social networks (Christensen et al., 1992) , and have been shown to play an instrumental role in facilitating organization and signal processing. These parallels offer an approach to the study of variability in neural and cognitive performance that take advantage of the measurement, analytic, and modeling approaches used in the physical and mathematical sciences.
As opposed to focusing only on error variance and reducing variability through statistical means (e.g., averaging, etc.), we suggest an approach that embraces these differences, and that is structured to discern how variability is an important contributor to multisensory neural encoding processes. Indeed, the role of variability in both cognitive flexibility, on the one hand, and in pathophysiological processes, on the other hand, is becoming increasingly recognized within the literature, including in the realm of healthy aging (Adamo et al., 2014; Baum and Beauchamp, 2014; Beck et al., 2012; Bielak et al., 2010a; Di Martino et al., 2008; Garrett et al., 2011 Garrett et al., , 2012 . In addition to decreased performance of aging subjects on a number of tasks spanning multiple domains, including memory, visuospatial abilities, and speed of information processing (Cerella and Hale, 1994; Hedden and Gabrieli, 2004; Jenkins et al., 2000; Peich et al., 2013) , more recent work has also highlighted age-related increases in intraindividual variability on a number of these tasks (Hultsch et al., 2002; Lovden et al., 2013; MacDonald et al., 2012; Murphy et al., 2007; West et al., 2002) . For example, when tested on consecutive days, older adults have been shown to have more inconsistent performance on a word list learning task (Murphy et al., 2007) . Furthermore, changes in intraindividual variability may both precede and predict future cognitive declines (Bielak et al., 2010b; Lovden et al., 2007) , indicating that variability may provide insight into neuronal processing beyond the average level of performance. Here we seek to bridge these questions, and to provide several perspectives on variability as seen from the multisensory viewpoint.
Neuronal Variability in Measures of Multisensory Integration
A single neuron is categorized as 'multisensory' if there is a statistically significant difference between the responses evoked by a multisensory stimulus combination and that evoked by the most effective of its individual components. The most widely known quantitative index expresses multisensory enhancement (or depression) as a proportion of the strongest unisensory response. Here we argue that, while having good descriptive value, this way of measuring interaction has several drawbacks. First, by only comparing mean responses to uni-vs. bimodal stimuli, it is not sensitive to changes in response variability. Second, it is lacking theoretical foundation in terms of the possible operations a neuron may perform in combining unisensory inputs to yield the multisensory response. Note that being responsive to several sensory modalities does not guarantee that a neuron has actually engaged in actively integrating its multiple sensory inputs (Stanford et al., 2005) . As a result of these limitations, we suggest a new index grounded in a theoretical framework and that may be used to supplement more traditional measures. This new measure is as amenable to statistical testing as the more traditional measures and is completely analogous to a widely used procedure in behavioral studies of multisensory integration using the "race model inequality" (see Colonius and Diederich, 2006) .
The new index proposed here is based on a probability summation mechanism. It compares the mean observed multisensory response of a neuron with the largest multisensory mean that is theoretically achievable by stochastically coupling its unisensory responses. Stochastic coupling means the construction of a joint probability distribution for two previously unrelated random variables (i.e., the unisensory response of the neuron to, say, a visual and an auditory stimulus). Due to coupling, one may examine the maximum of the two response random variables. Importantly, the maximum response will have the largest expected value (mean) when the visual and the auditory random variables have maximum negative stochastic dependency. This construction is known in statistics as the "method of antithetic variables" and is utilized in simulations to minimize variance (e.g., Ross, 2006) . In practice, given a finite sample of responses to either modality, this construction is very simple. First, one orders both samples as column vectors (one column in increasing order, the second column in decreasing order) for the two unisensory components and then takes the maximum across the components (e.g., the maximum of largest visual response and the smallest auditory response, the second-largest visual response and the second-smallest auditory response, etc.). Finally, the mean of these maxima is computed, and this value represents the largest mean response that can be constructed using only the unisensory responses.
In analogy to the more traditional indices, the new index expresses the mean multisensory response as a proportion of the mean of the maximum of the unisensory responses constructed by the method of antithetic variables described above (see Fig. 1 ). It measures the degree by which a neuron's observed multisensory response surpasses the level obtainable by a theoretical neuron that optimally combines the unisensory responses under a probability summation rule (i.e., assuming that the neuron simply reacts to the more salient modality in any given multisensory trial). Importantly, and in contrast to the traditional indices, the new measure -being based on negative dependency coupling -capitalizes on the variability of the responses as measured (e.g., by their range): the larger the range in each of the unimodal responses, the larger the predicted mean of the maximum. In the extreme opposite case, with both unimodal responses being constant, the new index will not differ from the traditional one. Moreover, for the type of multisensory neurons that The maximum of each these pairings from the unisensory responses (largest visual response and smallest auditory response, secondly largest visual response and second smallest auditory response, etc.) is then taken, and the UM * is defined as the mean of these maxima, representing the largest mean response that could occur using unisensory inputs alone. Integration with the MSI * index is defined as the difference between UM * and the actual crossmodal mean response. Both measures are amenable to statistical testing.
do not respond at all to one of the single modalities, the two indexes will also take on the same value. The approach is illustrated by data from a single cat superior colliculus neuron (see Colonius and Diederich, 2015) .
Because this new measure is, in general, more restrictive than the traditional one, many neurons categorized as 'multisensory' using more traditional measures may no longer fall into this category. However, it is similar to the upper bound of the race model inequality for reaction times under maximal negative dependence that is universally accepted as a valid test criterion, and therefore not an unreasonably high standard for 'multisensory'. Furthermore, as highlighted above, this measure provides a theoretical foundation for the possible operations a neuron may use to integrate unisensory inputs and produce a multisensory response, and thus could provide important mechanistic insights. Collectively, it is suggested that both this new and the more established measures of multisensory integration hold complementary value in providing important insights into both the cellular and network computations and the behavioral and perceptual benefits attributable to having information available from two or more senses.
Variability in Electroencephalography
The use of electroencephalographic recordings (EEG) has further illustrated the ubiquity and importance of within-subject variability in sensory perception (Mercier et al., 2015; Morrell and Morrell, 1966; Sperdin et al., 2009 ). Morrell and Morrell (1966) first provided evidence for differential neuronal processing at a within-subject level. These authors reported differences in terms of amplitude and peak latency of visual event-related potentials (ERPs) as a function of response times (RTs). Nonetheless, this study lacked the spatial resolution necessary to estimate the neuronal generators underlying such processing differences. Moreover, the authors only investigated differential behavioral and neuronal responses under visual-only stimulus presentations. In a more recent study, Sperdin and colleagues (2009) , taking advantage of high-density EEG recordings, specifically investigated the non-linear multisensory interactions involved in fast vs. slow (median split of RTs) response trials. The results showed early supra-additive responses under multisensory presentations for fast response trials. Source estimations of these early effects located them to left temporal regions. Similarly, Mercier and colleagues (2015) recently provided evidence for supra-additive multisensory interactions within auditory cortices and that were differentially associated with fast vs. slow responses to auditory-visual stimuli. Although these studies were conducted within different subject cohorts (healthy volunteers vs. patient cohort), and differed in the choice of the dependent variable that was analyzed, there are intriguing similarities in the reported results. First, while Sperdin and colleagues (2009) investigated brain responses to auditory-somatosensory presentations, Mercier and colleagues (2015) report neuronal activity differences elicited by auditory-visual presentations. Interestingly, both studies highlight the distinct involvement of temporal cortices as a function of response speed. Secondly, Sperdin and colleagues (2009) reported effects collected at the global, scalp-evoked level (EEG), while Mercier and colleagues (2015) report data from intracranial recordings (electrocorticography (EcoG)). This difference in recording method could also lead to differences in the analysis strategy between these studies (global, topographic vs. local, oscillatory activity). Although the results were recorded at different neuronal scales and described by different dependent variables, the results can be reconciled within a common framework. Specifically, both studies focused on elucidating the neuronal networks that are selectively recruited under multisensory vs. unisensory presentation conditions (by only considering non-linear effects). However, less is know about the temporal dynamics underpinning within-subject RT variability under multisensory and unisensory presentation conditions.
The work presented during this symposium focused on directly identifying the neuronal networks differentially recruited on a trial-by-trial basis and that result in substantial changes in RTs under both multisensory and visual-only presentation conditions. In addition, we sought to understand how individual differences in the magnitude of response speed variability affects these networks (Thelen, Ionta, Wallace and Murray, unpublished material) . To this end, we re-analyzed a previously published ERP data set (Cappe et al., 2010 (Cappe et al., , 2012 , this time specifically focusing on the neuronal networks that are differentially involved in RT.
More precisely, data from eight healthy individuals aged between 18 and 28 years (mean age 23 years) were considered in the analysis. The original experiment reported by Cappe and colleagues (Cappe et al., , 2012 ) comprised a total of 15 different stimulus conditions. In the present re-analysis of the data set, we only considered data from Go trials, where subjects reported the presence of a motion stimulus. Moreover, we did not include trials where motion stimuli had been presented in only one (auditory or visual) modality. This choice was necessary, in order to be able to compute race models for each multisensory condition. Thus, data from unisensory (auditory and visual receding or looming) and multisensory (auditory-visual, congruent and incongruent) were reanalyzed. In a first step, behavioral and EEG data were extracted and binned at a within-subject level, as function of the response time distributions. In other words, we separated the data of each subject according to whether the response time on a given trial fell within the first, second, third, or forth quartile of the response time distribution of a given condition (within-condition differences).
In a second step, we contrasted trials within the first quarter of the individual response time distributions with those in the last quarter of the response time distributions (i.e., first vs. last quartile). Analyses of the global electric field of the EEG signal revealed that RT variability co-varied with differential recruitment of an occipital-to-frontal network starting at ∼143 ms post-stimulus onset. More precisely, we found that response speed variability across subjects (i.e., leading to fast vs. slow response trials) was linked to differential recruitment of networks within visual, parietal, middle and inferior frontal cortices depending on the sensory presentation context (i.e., multisensory vs. visualonly). Under multisensory conditions, within-subject RT variability was linked to activation differences within middle frontal areas. However, RT variability under visual-only presentation conditions was linked to stronger recruitment of a right-hemispheric network involving occipito-temporal, parietal and frontal regions. This network differentiation suggests that within-subject RT variability under multisensory conditions seems to be linked to higher-level, top-down related processes, mediated by frontal cortices. Alternatively, RT variability under visual-only conditions seems to involve differential recruitment of both sensory bottom-up and higher-level top-down processes. A possible interpretation of these results is that multisensory presentations generally enhance perception as indicted by the fact that there was no difference in the recruitment of lower-level cortices under fast vs. slow responses under auditory-visual presentations, converse to what was observed under visualonly conditions (Thelen et al., unpublished material) . Moreover, differences under multisensory conditions seem to be linked to higher-level, attentional and/or decisional processes as indicated by the stronger recruitment of middle frontal areas under slow responses to multisensory stimuli (see Yarkoni et al., 2009 for a similar discussion).
Overall, we show that RT variability is linked to latency shifts (i.e., earlier for faster response times) in the recruitment of an extensive network spanning from early, low-level visual areas to pre-motor cortices. Such results are congruent with proposed models in which the degree of coordination of oscillatory activity within distant cortical areas acts as the underlying mechanisms mediating variability in information transfer across widespread neuronal networks (Engel et al., 2001; Fries, 2015) .
Variability in Functional Magnetic Resonance Imaging Data
A traditional strategy in neuroscience research is to look for overarching patterns of behavioral and neural responses to various classes of stimuli within various experimental paradigms. In functional magnetic resonance imaging (fMRI) studies in particular, a common approach is to transform individual subjects' data to a standard brain template (e.g., Talairach), which allows for group statistics to be calculated in a voxelwise manner. This assumes that evoked activity will occur in the same location in each person (i.e., that every brain is structurally and functionally identical). However, this assumption is often not only wrong but can lead to incorrect interpretations from analyzed data. For example, it is well known that the multisensory portion of the superior temporal sulcus (STS) is in a slightly different location within the anatomical STS in individual subjects, which might allow for an effect to be washed out when individual maps are averaged in standard space. Although the whole-brain analysis approach is useful for understanding general patterns and concepts in neuroscience, it frequently overlooks that across any set of trials or subjects there is marked variability. We can ask the question, how much variability exists within and across individuals in a multisensory context? Furthermore, how are our findings affected by analytical choices like performing our analyses in standard space as opposed to individual subjects' native image space?
To investigate these questions, we utilized a traditional redundant target paradigm in which the intensity of the auditory (1000 Hz beep) and visual (white flash against a gray background) stimuli were parametrically manipulated to create a three by three (no stimulus, faint stimulus, suprathreshold stimulus along both auditory and visual modalities) design yielding auditory alone, visual alone, and audiovisual conditions. Subjects (n = 14, nine female, mean age 25.5 years) were asked to detect the target stimulus as quickly and accurately as possible, and completed the task while in the MRI environment. Each run lasted approximately four minutes and five scan runs were collected from each subject. In each run, targets were presented in a rapid-event related design and included 25% catch trials. Data were collected from a 3T Philips Achieva scanner using a 32-channel head coil. In addition to the functional data, two T1-weighted MP-RAGE anatomical scans were collected from each subject. All data were analyzed using Analysis of Functional NeuroImages (AFNI) (Cox, 1996) .
Behavioral results revealed the expected pattern of faster reaction times as both auditory and visual stimulus intensity was increased. A two-way ANOVA with auditory level as one factor and visual level as a second factor revealed a main effect of both auditory and visual level and an interaction between factors for both detection and reaction time data. However, BOLD responses revealed several interesting response patterns. Using a whole-brain analysis, key parts of the robust and well-known audiovisual multisensory perceptual network were not significantly activated in the task. Although there was significant sensory evoked activity across the brain, in a whole-brain analysis using 3dANOVA2 in AFNI, there were no areas in primary auditory cortex that showed a main effect of auditory level (volume) in the BOLD response. Similarly, there were no areas in visual cortex that showed a main effect of visual level (brightness) in the BOLD response. However, when a region of interest (ROI) analysis was conducted with ROIs identified in individual subjects in native image space, we found a much more expected pattern of results. For example, both right and left primary auditory cortex showed a main effect of auditory level, revealing a robust and expected effect that the whole-brain analysis failed to show.
We next turned our attention to the relationship between the neural response and behavioral performance in individual subjects. On the group level, there was no clear relationship between activation pattern in any ROI and response time. In individual subjects, however, we found evidence for a neuralbehavioral relationship that varied across subjects. For example, one subject showed a linear relationship between response time and percent signal change in the left superior temporal sulcus (STS), with faster reaction times associated with decreased response amplitude. Another subject showed the opposite pattern, with a linear relationship showing slower reaction times associated with increased response amplitude. Further work is needed to ascribe a mechanism for this difference. For example, individual differences from the group average may represent spurious fluctuations that might fall within the range of variability expected between individual scans of the same participant. To determine the stability of individual differences in response patterns, a representational similarity analysis (RSA) can be done to tease apart spurious vs. consistent individual differences (Kriegeskorte et al., 2008) .
Our work shows the need to not only examine behavioral and fMRI data on a group level with a 'big picture' view of behavioral and neural response patterns, but rather to also examine responses on an individual subject level. This may reveal interesting subsets of subjects that show distinct patterns of activation associated with a behavioral task.
Variability in Electrocorticography Responses
Electrocorticography (ECoG) in awake human patients represents a powerful method to examine information encoding with good spatial and excellent temporal resolution, and can also be valuable in assessing the role of variability in neural and behavioral responses. In particular, this human electrophysiology technique allows the recording of neuronal activity in near proximity to the current generators. In fact the recording leads are laid over the brain's pial surface, which was previously exposed for epilepsy monitoring. It is therefore apparent that the signal-to-noise ratio of ECoG recordings is spatially more specific and its magnitude is higher as opposed to other methods of human neuroimaging (e.g., EEG, fMRI). We asked how the variability of neuronal activity across different areas and in different subjects (spatial specificity) could help us in the interpretation of multisensory stimuli integration in the brain.
In an ECoG study, we sought to investigate whether neural representations of auditory speech features in posterior superior temporal cortex (pSTG) are altered by concurrent visual speech, and the contributions of variability to these processes. We presented speech in two experimental conditions to seven patients implanted with subdural electrodes for seizure monitoring. In the auditory-only (A) condition, videos of complete spoken sentences were presented with a static face of the speaker. In the audiovisual (AV) condition, videos of complete sentences were presented with matching dynamic visual speech information. After each sentence, a single word was presented and the subject had to indicate whether the word had occurred in the previous sentence or not. This task ensured that the subject paid attention to each word in the sentence.
To determine the effect of visual speech on auditory speech responses in pSTG, two different analyses were employed that probed for effects at different levels of representational complexity. First, we compared amplitudes of neural responses elicited by auditory-only and audiovisual speech conditions in electrodes covering pSTG at the single subject level. To this aim we used a standard pipeline according to FieldTrip (Oostenveld et al., 2011) , a Matlab toolbox for time series analysis (parameters: independent samples ttest on magnitude differences, alpha = 0.05 uncorrected, magnitude frequency bands from Fourier analysis: 50-170 Hz in steps of 2 Hz, time of interest: 300-2500 ms after speech onset, in steps of 50 ms, window length 250 ms, multitapering with four tapers). Second, we correlated the speech envelope with the band-passed time courses of the single subject's ECoG signal on a trial-by-trial basis to detect which electrodes followed variations of acoustic energy in time (time of interest: 300-2500 ms in steps of 10 ms and window length 100 ms, with each frequency bin's time course is forward/backward delayed in steps of 10 ms and correlated with the speech envelope).
Across all subjects we found neural activity changes in pSTG electrodes. For the first analysis, we found a gamma power (50-70 Hz) increase in the response to both A and AV speech in the pSTG (300-2500 ms post stimulus onset) relative to baseline, with a larger power increase for AV speech than A speech (86% vs. 78%, all p values < 0.05, unpaired t-test within each of five electrodes). In comparison, anterior STG electrodes did not show significant difference between AV and A conditions.
For the second analysis, we found that for both AV and A speech, high gamma power (70-170 Hz) in pSTG electrodes tracked the auditory speech envelope. Using a simple analysis, we found no difference in the highest correlation with the speech envelope between the AV and the A condition (max r = 0.75 ± 0.01SEM for AV and 0.76 ± 0.01SEM for A). The electrode that showed the highest correlation with the speech envelope was the same that showed the largest power changes (gamma and beta bands) in either AV or A condition. Behavioral performance was high in both conditions (87-90% correct performance) showing that subjects attended to the stimulus.
Visual speech provides an additional independent source of information about the content of speech. pSTG may be a neural locus/hub of multisensory speech perception (Nath and Beauchamp, 2011) . In accordance, we found differential responses (greater gamma activity) for AV than A speech in pSTG. In the second analysis, we found that gamma activity tracked the speech envelope in agreement with previous observations (Kubanek et al., 2013) , however, we did not find evidence for enhanced envelope tracking for AV compared with A speech. This could be because behavioral performance was very high in both conditions. Because noisy auditory speech shows the greatest enhancement for visual speech (Ross et al., 2007) , the next experiments will compare envelope tracking for clear and noisy audiovisual speech.
Our project shows that the variability of electrodes coverage in ECoG can be a limiting factor in the detection of multisensory integration effects. Conversely, the advantage of such a high signal-to-noise ratio allows us to exploit the variability of different oscillatory rhythms, such as in beta and gamma bands, and is advantageous in the encoding of information related to stimuli features such as speech envelope. In fact, the variable power activation of beta and gamma bands across different electrodes, might reveal speech envelope encoding in either low (5-30 Hz) or gamma, or both bands together.
In conclusion, with the current methodology we provide evidence of audiovisual interactions in pSTG (five or six electrodes, two or three subjects, two gamma bands) that may not be due to the presence of the additional visual speech information alone but rather an integration of the auditory and visual speech information. The audiovisual effect is supported by the presence of speech envelope correlation in the mentioned pSTG electrodes, but lack thereof in the visual electrodes. Future work will look at the phase of neural responses to determine whether visual speech alters the phase in higher order auditory cortex and we will evaluate how well the brain encodes speech features via receptive fields' estimation.
Discussion
As evidenced by the work described in the above sections, both inter-and intrasubject variability have been underappreciated in the context of multisensory function, and therefore a greater understanding of variability holds the potential to provide important mechanistic insights into multisensory encoding and function. At each scale of analysis discussed here, which ranges from single neurons to whole brain, it is clear that substantial variance is the rule rather than the exception. Avenues of future work will be to detail how variance at these different spatial and spatiotemporal scales contributes to differences in behavioral and perceptual performance (illustrated in several of the examples presented here), and how variability at each level contributes to variability at the next level.
The variability in response that is seen within subjects at the trial-by-trial level is the likely product of a host of interacting factors. Thinking first from the viewpoint of a single neuron, differences in spiking in response to an identical stimulus are likely due to differences in the membrane potential of the neuron and/or differences in the synaptic drive coming from inputs onto that neuron. These in turn could be the result of differences in factors such as noise, phase within an oscillatory cycle, state, prior history, etc. When scaled to the level of local ensemble encoding and larger networks, additional sources of variance emerge in factors such as strength of oscillatory coupling, network dynamics and slight connectivity differences. Indeed, when thinking about the vast array of non-stimulus dependent features that are at play at any given time in a neuron or neural network, it is easy to understand significant variability on a trial-by-trial basis.
Although interindividual variability in sensory and multisensory responsiveness is a natural and emergent characteristic of complex biological systems, there are likely limits to this variability in relation to ideal encoding. On the one hand, 'normal' variability is beneficial by providing some degree of flexibility in encoding, and thus may represent the basis for adaptive plasticity. On the other hand, excessive variability is likely to compromise the encoding processes, thus creating 'fuzzy' perceptual representations that are poor maps of the (multi)sensory world. Emerging evidence suggests that excessive variability may be an important contributing factor in cognitive differences ranging from autism to pathological aging. Future work is necessary to understand the contributions of variability within multisensory processes and networks to the perceptual and cognitive deficits that characterize these disorders.
Finally, much work still needs to be done and that focuses on linking trial-by-trial fluctuations in neuronal responses to trial-by-trial differences in behavior and perception. Such experiments and their associated analyses hold great promise in elucidating the contributions of given brain regions and networks to specific behavioral, perceptual and cognitive facilities. Indeed, experiments can be structured such as to take advantage of the inherent variability in brain responses by, for example, examining the differences in activation patterns in response to identical multisensory stimulus combinations that result in different behaviors and percepts.
