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TOPOLOGICAL HOCHSCHILD HOMOLOGY AND
COHOMOLOGY OF A∞ RING SPECTRA
VIGLEIK ANGELTVEIT
Abstrat. Let A be an A∞ ring spetrum. We use the desription
from [2℄ of the yli bar and obar onstrution to give a diret de-
nition of topologial Hohshild homology and ohomology of A using
the Stashe assoiahedra and another family of polyhedra alled ylo-
hedra. This onstrution builds the maps making up the A∞ struture
into THH(A), and allows us to study how THH(A) varies over the
moduli spae of A∞ strutures on A.
As an example, we study how topologial Hohshild ohomology
of Morava K-theory varies over the moduli spae of A∞ strutures
and show that in the generi ase, when a ertain matrix desribing
the nonommutativity of the multipliation is invertible, topologial
Hohshild ohomology of 2-periodi Morava K-theory is the orre-
sponding Morava E-theory. If the A∞ struture is more ommutative,
topologial Hohshild ohomology of Morava K-theory is some exten-
sion of Morava E-theory.
1. Introdution
The main goal of this paper is to alulate topologial Hohshild ho-
mology and ohomology of A∞ ring spetra suh as Morava K-theory, and
beause THH is sensitive to the A∞ struture we need to study the set (or
spae) of A∞ strutures on a spetrum more losely. In partiular, THH(A)
is sensitive to whether or not the multipliation is ommutative, whih is
not so surprising if we think of topologial Hohshild ohomology of A as
a version of the enter of A. The Morava K-theory spetra are not even
homotopy ommutative at p = 2, and at odd primes there is something non-
ommutative about the Ap struture. Moreover, if we make MoravaK-theory
2-periodi it has many dierent homotopy lasses of homotopy assoiative
multipliations, most of whih are nonommutative and all of whih an be
extended to A∞ strutures.
Let us write THH(A) for either topologial Hohshild homology or o-
homology of A, while using THHS(A) for topologial Hohshild homology
and THHS(A) for topologial Hohshild ohomology. While THH of an
A∞ ring spetrum A an be dened in a standard way after replaing it with
a weakly equivalent S-algebra A˜, it is hard to see how the A∞ struture on
This researh was partially onduted during the period the author was employed by
the Clay Mathematis Institute as a Lifto Fellow.
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A aets the S-algebra struture on A˜. Instead we will dene THH(A)
diretly in terms of assoiahedra and ylohedra, following [2℄. In this way,
the maps making up the A∞ struture on A play a diret role, instead of
being hidden away in the onstrution of a stritly assoiative replaement
of A.
Our onstrution has the added advantage that given an An struture on
A, we an dene spetra skn−1THH
S(A) and Totn−1THHS(A). If the An
struture an be extended to an A∞ struture, skn−1THH
S(A) oinides
with the (n − 1)-skeleton of THHS(A), but it is dened even if the An
struture annot be extended, and similarly for Totn−1THHS(A).
We will be espeially interested in THHR(R/I) and THH
R(R/I), where
R is an even ommutative S-algebra and I = (x1, . . . , xm) is a regular ideal.
In this ase any homotopy assoiative multipliation on R/I an be extended
to an A∞ struture (Corollary 3.7) and we have spetral sequenes
E∗,∗2 = R∗/I[q1, . . . , qm] =⇒ π∗THHR(R/I);(1.1)
E2∗,∗ = ΓR∗/I [q¯1, . . . , q¯m] =⇒ π∗THH
R(R/I).(1.2)
Here ΓR∗/I [q¯1, . . . , q¯m] denotes a divided power algebra, though topologial
Hohshild homology is not generally a ring spetrum, so this has to be
interpreted additively only. Topologial Hohshild ohomology on the other
hand is a ring spetrum. By the Deligne onjeture (see for example [26℄)
topologial Hohshild ohomology admits an ation of an E2 operad, and in
partiular THHR(A) is a homotopy ommutative ring spetrum. The rst
spetral sequene is a spetral sequene of ommutative algebras, and it ats
on the seond spetral sequene in a natural way with qiγj(q¯i) = γj−1(q¯i),
orresponding to the natural ation THHR(A)∧RTHH
R(A)→ THHR(A).
The above spetral sequenes ollapse, beause they are onentrated in
even total degree. But there are hidden extensions, and we an nd these
extensions by studying the A∞ struture on R/I more losely. In the easiest
ase, when I = (x), there is a hidden extension of height n − 1 if the An
struture is nonommutative in a sense we will make preise in setion 4.
In general a areful analysis of the A∞ struture gives all of the extensions,
and shows that
(1.3) π∗THHR(R/I) ∼= R∗[[q1, . . . , qm]]/(x1 − f1, . . . , xm − fm)
for power series f1, . . . , fm whih depend on the A∞ struture on R/I. By
varying the A∞ struture the power series fi hange, and this shows how
THHR(R/I) varies over the moduli spae of A∞ strutures on R/I.
Organization. In setion 2 we dene topologial Hohshild homology and
ohomology using assoiahedra and ylohedra following [2℄, and prove that
our denition agrees with the standard denition whenever they overlap.
In setion 3 we improve Robinson's obstrution theory [30℄ for endowing a
spetrum with an A∞ struture, and use our obstrution theory to prove
that a large lass of spetra an be given an A∞ struture.
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In setion 4 we dene two notions of what it means for an An struture on
a spetrum A to be ommutative. Let Kn be the n'th assoiahedron, and
let Wn be the n'th ylohedron. Then the An struture is dened in terms
of maps (Km)+ ∧ A
(m) → A for m ≤ n. We say that the An struture is
yli if the n maps (Kn)+∧A
(n) → A obtained by rst ylially permuting
the fators and then using the An struture are homotopi, in the sense that
a ertain map (∂Wn)+ ∧ A
(n) → A whih is given by the An struture on
eah of the n opies of Kn on ∂Wn an be extended to all of Wn. There
is a dual notion, where instead of ylially permuting the opies of A we
use the maps (a1, a2, . . . , an) 7→ (a2, . . . , ai, a1, ai+1, . . . , an). The notion of a
yli An struture plays a natural role in the study of topologial Hohshild
homology while the notion of a oyli An struture plays a orresponding
role for topologial Hohshild ohomology.
In setion 5 we onnet the ommutativity of the multipliation on A
with THH(A), and do some sample alulations. Baker and Lazarev ([7,
Theorem 3.1℄) proved that
(1.4) THHKU(KU/2) ≃ KU
∧
2 ,
and we are able to vastly generalize their result. For example, for an odd
prime p, THHKU(KU/p) is not onstant over the moduli spae of A∞ stru-
tures on KU/p. For p − 1 of the p possible homotopy lasses of multiplia-
tions (A2 strutures) on KU/p we nd that THHKU(KU/p) ≃ KU
∧
p , while
THHKU(KU/p) is a nite extension of KU
∧
p , ramied at p, on the rest of
the moduli spae. But the extension has degree at most p − 1, so while
KU∧p → THHKU(KU/p) might be a ramied extension, it is always tamely
ramied.
In the last setion, whih is somewhat dierent from the rest of the paper,
we ompare THH of Morava K-theory over dierent ground rings. While
the alulations before used the orresponding Morava E-theory or Johnson-
Wilson spetrum as the ground ring, we are really interested in using the
sphere spetrum as the ground ring. We prove that in this partiular ase
the hoie of ground ring does not matter, that in fat the anonial maps
(1.5) THHR(A) −→ THHS(A)
and
(1.6) THHS(A) −→ THHR(A)
are weak equivalenes.
Notation. Throughout the paper R will denote a ommutative S-algebra
as in [17℄, and all smash produts and funtion spetra will be over R unless
indiated otherwise. We will often assume that R is even, meaning that R∗
is onentrated in even degrees. We let I be a regular ideal in R∗, generated
by the regular sequene (x1, . . . , xm), with |xi| = di. For some appliations
we allow I to be innitely generated. We let A be an R-module, often an
An algebra for some 2 ≤ n ≤ ∞, and we let M be another R-module, often
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an (An, A)-bimodule for some 2 ≤ n ≤ ∞. We will often take A = R/I, an
R-module with A∗ = R∗/I.
We will be espeially interested in writing the Morava K-theory spetra
as quotients R/I for suitable R and I. To this end, let Ê(n) denote the
K(n)-loalization of the Johnson-Wilson spetrum E(n). It has homotopy
groups
(1.7) Ê(n)∗
∼= Z(p)[v1, . . . , vn−1, vn, v
−1
n ]
∧
I ,
the I-ompletion of E(n)∗. Here I = (p, v1, . . . , vn−1), and K(n) = Ê(n)/I
has homotopy groups
(1.8) K(n)∗ ∼= Fp[vn, v
−1
n ],
whih is a graded eld with |vn| = 2(p
n − 1). It is known [31℄ that Ê(n) is
an E∞ ring spetrum, or equivalently ([17, Corollary II.3.6℄) a ommutative
S-algebra.
We will also onsider a 2-periodi versions of Morava K-theory. Let En =
E(k,Γ) be the Morava E-theory spetrum assoiated to a formal group Γ of
height n over a perfet eld k of harateristi p. Then
(1.9) (En)∗ ∼=Wk[[u1, . . . , un−1]][u, u
−1],
where Wk denotes the Witt vetors on k, to be thought of as k[[u0]]. Here
|ui| = 0, and we take |u| = 2 rather than −2 as some authors do. Thus u or-
responds to the Bott element in the omplex K-theory spetrum, rather than
its inverse. It is known [19℄ that En is an E∞ ring spetrum, or equivalently
a ommutative S-algebra. We let I = (p, u1, . . . , un−1) and Kn = En/I.
Thus
(1.10) (Kn)∗ ∼= k[u, u
−1].
Aknowledgements. An earlier version of this paper formed parts of the
author's PhD thesis at the Massahusetts Institute of Tehnology under the
supervision of Haynes Miller.
2. THH of A∞ ring spetra
We rst reall some things from [2℄. Let ∆C be Connes' ategory of yli
sets, and reall the onstrution in [2, Denition 3.1℄ of the ategory ∆CK,
whih is a version of the ategory of yli sets whih is enrihed over Top,
the ategory of (ompatly generated, weak Hausdor) topologial spaes.
Here K denotes the assoiahedra operad (by operad we really mean non-Σ
operad), with K({1, 2, . . . , n}) = Kn ∼= D
n−2
, and eah Hom spae in ∆CK
is a disjoint union of produts of assoiahedra. Let
0
∆C be the ategory
of based yli sets and basepoint-preserving maps, whih is equivalent to
the simpliial indexing ategory ∆
op
[2, Lemma 3.3℄, and let
0
∆CK be the
orresponding enrihed ategory.
Let W be the olletion of ylohedra, with W({0, 1, . . . , n− 1}) = Wn ∼=
Dn−1. Here we think of {0, 1, . . . , n − 1} as a ylially ordered set, i.e.,
4
an objet in ∆C. The ylohedra W assemble to a funtor ∆CopK → Top,
though we will only need that W is a funtor 0∆CopK → Top for dening
THH.
Let MS be the ategory of S-modules as in [17℄. By a spetrum we mean
an S-module, and we write ∧ for ∧S. Suppose that A ∈ MS is an A∞ ring
spetrum, by whih we mean an algebra over the operad K. Thus A omes
with maps
(2.1) φn : (Kn)+ ∧A
(n) → A
for n ≥ 0 making ertain diagrams ommute. Also suppose that M is an
A-bimodule, a.k.a. an (A∞, A)-bimodule. By that we mean that there are
maps
(2.2) ξn,i : (Kn)+ ∧A
(i−1) ∧M ∧A(n−i) →M
for n ≥ 1 and 1 ≤ i ≤ n making similar diagrams ommute. Here, and
throughout the paper, A(j) denotes the j-fold smash produt of A with itself.
In this situation we an dene a funtor Bcy(A;M) : 0∆CK → MS by
Bcy(A;M)({0, 1, . . . , n}) = M ∧ A(n), and a funtor Ccy(A;M) : 0∆CopK →
MS by C
cy(A;M)({0, 1, . . . , n}) = FS(A
(n),M).
Denition 2.1. Let A be an A∞ ring spetrum and let M be an A-bimodule,
with A andM obrant (q-obrant in the terminology of [17℄) inMS. Topo-
logial Hohshild homology of A with oeients in M is the spetrum
(2.3) THHS(A) =W ⊗0∆CK B
cy(A;M)
while topologial Hohshild ohomology of A with oeients in M is the
spetrum
(2.4) THHS(A) = Hom0∆CK(W, C
cy(A;M)).
Here −⊗0∆CK− and Hom0∆CK(−,−) are dened as a suitable oequalizer
and equalizer, see [2, Denition 3.7℄.
Remark 2.2. If A = M then Bcy(A;A) an be extended to a funtor from
∆CK to MS. Beause W is a funtor ∆C
op
K → Top, one an show that
THHS(A) has an ation of S1, in muh the same way as in the lassial
situation. We omit the details, sine we will not need the S1-ation.
If R is a ommutative S-algebra, A is an A∞ R-algebra and M is an
A-bimodule, we an dene THHR(A;M) and THHR(A;M) by taking all
smash produts and funtion spetra in the ategory MR of R-modules
instead of MS .
To avoid over-using the word obrant, we will assume that all our spetra
are obrant in MR.
If we have a mapM →M ′ of A-bimodules, we get maps THHR(A;M)→
THHR(A;M ′) and THHR(A;M)→ THHR(A;M
′). If we have a map A→
A′ ofA∞ ring spetra andM
′
is an A′-bimodule, we get maps THHR(A;M ′)→
THHR(A′;M ′) and THHR(A
′;M ′)→ THHR(A;M
′).
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Proposition 2.3. If A is stritly assoiative, our denition of THHR(A;M)
agrees (inMR) with the denition of thh
R(A;M) given in [17, IX.2℄. (They
only dene THHR(A;M) in the derived ategory.) Moreover, our denition
is homotopy invariant in the following sense: If (A,M)→ (A′,M ′) is a map
of A∞ ring spetra and bimodules suh that A→ A
′
and M →M ′ are weak
equivalenes, then we have weak equivalenes
(2.5) THHR(A;M)
≃
−→ THHR(A;M ′)
≃
−→ THHR(A′,M ′)
and
(2.6) THHR(A;M)
≃
−→ THHR(A;M
′)
≃
←− THHR(A
′;M ′).
Proof. The rst laim follows in the same way as [2, Proposition 4.13℄, and
the homotopy invariane follows from the theory of enrihed Reedy ategories
developed in [3℄. 
Remark 2.4. If A and M are not obrant, the orret way to dene
THHR(A;M) is as the geometri realization of a obrant replaement
of Bcy(A;M) in the Reedy model ategory on funtors 0∆CK → MR, and
the orret way to dene THHR(A;M) is as Tot of a brant replaement
of Ccy(A;M).
For ease of referene, we reall the standard spetral sequenes used to
alulate the homotopy or homology groups of THH.
Proposition 2.5. ([17, hapter IX℄) There are spetral sequenes
E2s,t = Tor
π∗(A∧RA
op)
s,t (A∗,M∗) =⇒ πs+tTHH
R(A;M),(2.7)
Es,t2 = Ext
s,t
π∗(A∧RAop)
(A∗,M∗) =⇒ πt−sTHHR(A;M).(2.8)
If E is a ommutative R-algebra, or if E∗(A∧RA
op) is at over π∗(A∧RA
op),
there are spetral sequenes
E2s,t = Tor
E∗(A∧RA
op)
s,t (E
R
∗ A,E
R
∗ M) =⇒ Es+tTHH
R(A;M),(2.9)
Es,t2 = Ext
s,t
E∗(A∧RAop)
(ER∗ A,E
R
∗ M) =⇒ Et−sTHHR(A;M).(2.10)
Here ER∗ X means π∗(E ∧R X).
Under reasonable niteness onditions on eah group these spetral se-
quenes onverge strongly ([11, Theorem 6.1 and 7.1℄).
The spetral sequene
(2.11)
E2∗,∗ = Tor
H∗(A∧SA
op;Fp)
∗,∗ (H∗(A;Fp);H∗(M ;Fp)) =⇒ H∗(THH
S(A;M);Fp)
is alled the Bökstedt spetral sequene, after Marel Bökstedt who rst
dened topologial Hohshild homology [12℄, [13℄.
Topologial Hohshild ohomology ats on topologial Hohshild homol-
ogy via maps
(2.12) THHR(A) ∧R THH
R(A;M) −→ THHR(A;M).
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This is lear from the denition of THHR(A) and THH
R(A;M) as the
derived spetra FA∧RAop(A,A) and M ∧A∧RAop A from [17, IX.1℄. It is also
lear that the natural ation
(2.13) Es,t2 (A)⊗R∗ E
2
p,q(A;M) −→ E
2
p−s,q+t(A;M)
given by the ation of Ext on Tor onverges to the ation of π∗THHR(A)
on π∗THH
R(A;M).
If A is only an An ring spetrum and M is an (An, A)-bimodule, meaning
that we have oherent maps (Km)+ ∧A
(i−1) ∧M ∧A(m−i) →M for m ≤ n
and 1 ≤ i ≤ m, we get a funtor, whih we will still denote by Bcy(A;M),
from
0
∆CKn to MR. Here Kn is the operad generated by Km for m ≤ n.
We an then onsider the funtor Wn : ∆CKn → Top generated by Wm for
m ≤ n and dene spetra
(2.14) skn−1THH
R(A;M) =Wn ⊗0∆CKn B
cy(A;M)
and
(2.15) Totn−1THHR(A) = Hom0∆CKn (Wn, C
cy(A;M)).
If the An struture on A an be extended to an A∞ struture, and the
(An, A)-bimodule struture on M an be extended to an (A∞, A)-bimodule
struture, then these onstrutions oinide with the onstrutions obtained
from the skeletal and total spetrum ltrations.
3. A∞ obstrution theory
In this setion we set up an obstrution theory for endowing a spetrum
A with an A∞ struture. There are basially two ways to do this, both
reduing to topologial Hohshild ohomology alulations. One way, whih
only works for onnetive spetra, is to build an A∞ struture by indution
on the Postnikov setions PmA [15℄. The other, whih we will use here, is to
proeed by indution on the An struture.
The original referene for this is [30℄, but Robinson impliitly assumes
that the multipliation on A is homotopy ommutative, an assumption we
would very muh like to get rid of. Other works on the subjet, suh as [20℄,
also assumes that the multipliation is homotopy ommutative.
The spae Aut(A) ats on the set (or spae) of A∞ strutures by onju-
gation, and it is natural to onsider two A∞ strutures on A equivalent if
they dier by onjugation by an automorphism of A. We will not attempt
to mod out by the ation of Aut(A) here (exept in Remark 5.6), though
we hope to ome bak to this elsewhere. Corollary 6.10 is ertainly not true
after modding out by Aut(A), as AutR(A) is very dierent from AutS(A) in
this ase.
The results in this setion strengthen several results already in the litera-
ture. For example, Corollary 3.2 strengthens [33, Proposition 3.1(1)℄, whih
says that for R even ommutative and x a nonzero divisor, any multiplia-
tion on R/x is homotopy assoiative, to saying that any multipliation on
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R/x an be extended to an A∞ struture. Corollary 3.7 strengthens various
results in [24℄ and [6℄ about the assoiativity of MU/I for ertain regular
ideals to all regular ideals.
The most important hange from [30℄ is that instead of π∗A∧A we onsider
π∗A ∧ A
op
. The result is that the obstrutions lie in the (−3)-stem of the
potential spetral sequene onverging to π∗THHS(A), in a sense we will
make more preise below.
The obstrution theory works just as well in the ategory MR for a om-
mutative S-algebra R, in whih ase we are looking for A∞ R-algebra stru-
tures on A. As an example of the power of this obstrution theory, we prove
that if R is even and I is a regular ideal in R∗, R/I an always be given an
A∞ R-algebra struture.
Suppose that we have an An−1 struture on a spetrum A and we want
to extend it to an An struture. Then we need a map
(3.1) (Kn)+ ∧A
(n) → A
whih is ompatible with the An−1 struture. Beause all the faes of Kn are
produts of assoiahedra of lower dimension, the map (Kn)+ ∧A
(n) → A is
determined on ∂Kn ∧ A
(n) ≃ Σn−3A(n). Thus the obstrution to extending
the given An−1 struture to an An struture lies in
(3.2) [Σn−3A(n), A] = A3−n(A(n)).
The unitality ondition on the An struture also xes the map on (Kn)+∧
sjA
(n−1)
for 0 ≤ j ≤ n − 1, where sj : A
(n−1) → A(n) is given by the unit
R → A on the appropriate fator. (This does not quite make sense; what
we mean is that the appropriate diagram is required to ommute.) If we
dene A¯ as the ober of the unit map R → A, we an then say that the
obstrution lies in
(3.3) [Σn−3A¯(n), A] = A3−n(A¯(n)).
We also note that if the set of homotopy lasses of An strutures on A
with a xed An−1 struture is nonempty, it is isomorphi to A
2−n(A¯(n)) as a
set. This set has no group struture, but we an say that it is an A2−n(A¯(n))-
torsor.
We dene a bigraded group E∗,∗1 by
(3.4) Es,t1 = A
−t(A(s)).
To take the unitality ondition into aount we also dene
(3.5) E¯s,t1 = A
−t(A¯(s)).
Thus the obstrution to extending a given An−1 struture to an An struture
lies in E¯n,n−31 .
Note that we do not need the existene of a homotopy assoiative multi-
pliation on A, whih is the data Robinson starts with in [30℄, to dene E¯∗,∗1 .
We get the following:
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Theorem 3.1. Given an An−1 struture on A, n ≥ 2, the obstrution to
the existene of an An struture extending the given An−1 struture lies in
E¯n,n−31 .
Proof. This is lear from the above disussion when n ≥ 3, we give a separate
argument for n = 2.
There is a ober sequene Σ−1A¯ ∧ A¯ → A ∨ A → A ∧ A. Consider the
fold map A ∨ A → A. It an be extended to a map A ∧ A → A if and only
if the omposite Σ−1A¯ ∧ A¯ → A ∨ A → A is null, so the obstrution lies in
[Σ−1A¯ ∧ A¯, A] = E¯2,−11 . If the fold map an be extended to A ∧ A, it will
automatially be unital, so it is an A2 struture. 
Let R be an even ommutative S-algebra. Beause R is not a ell R-
module, we use the sphere R-modules SnR to make ell R-modules, as in [17,
III.2℄. Given x ∈ πdR, we dene R/x as the ober
(3.6) SdR
x
→ S0R → R/x.
Corollary 3.2. Let R be an even ommutative S-algebra, and let x ∈ πdR
be a nonzero divisor. Then any An−1 struture on A = R/x an be extended
to an An struture, for any n ≥ 2. In partiular, the set of A∞ strutures
on A is nonempty.
Proof. In this ase R/x ∼= Σd+1R. Thus
(3.7) E¯s,t1 = R
−t((Σd+1R)(s)) ∼= R−t(Σs(d+1)R) ∼= πs(d+1)+tR,
and the obstrution lies in E¯n,n−31 = πn(d+1)+n−3R, whih is zero beause R
(and d) is even. 
In partiular, this settles [7, Conjeture 2.16℄, where Baker and Lazarev
onjeture that any homotopy assoiative multipliation on R/x an be ex-
tended to an A∞ multipliation.
Example 3.3. As an example of how R/x fails to be A∞ when R is not
even, let us onsider the ase R = S and x = p, so S/p = Mp is the mod
p Moore spetrum. In this ase the obstrution to an An struture lies in
π2n−3Mp, whih is zero for n < p, but π2p−3Mp ∼= Z/p is generated by
S2p−3
α1→ S0 →Mp.
The obstrution is in fat nonzero. One way to show this is to onsider
the map Mp → HZ/p. If Mp is Ap, then this is a map of Ap ring spetra,
and the indued map H∗(Mp,Z/p)→ H∗(HZ/p;Z/p) ommutes with p-fold
Massey produts. But there is a p-fold Massey produt 〈τ¯i, . . . , τ¯i〉 = −ξ¯i+1 in
H∗(HZ/p;Z/p) = A∗ dened with no indeterminay,
1
and in partiular the
image of the generator a ∈ H1(Mp;Z/p) supports a nonzero p-fold Massey
produt while a learly does not.
1
We have not found this statement in the literature, but the proof is easy. By Kohman
[22, Corollary 20℄, the p-fold Massey produt on a lass x in dimension 2n− 1 is given by
−βQn(x), and by Steinberger's alulations [14, Theorem III.2.3℄ this gives the result.
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Now suppose that A omes with an A3 struture, i.e., a unital map φ2 :
A ∧ A → A and a homotopy φ3 from φ2(φ2 ∧ 1) to φ2(1 ∧ φ2). Then there
are s + 2 maps At(A(s)) → At(A(s+1)), whih we denote by di for 0 ≤ i ≤
s + 1. Here d0 sends f : A(s) → A to A(s+1)
1∧f
→ A(2)
φ2
→ A, di sends
f to A(s+1)
1i−1∧φ2∧1s−i
−→ A(s)
f
→ A for 1 ≤ i ≤ s and ds+1 sends f to
A(s+1)
f∧1
→ A(2)
φ2
→ A.
Adding the obvious odegeneray maps, this struture makes E∗,∗1 into
a graded osimpliial group. Note that we ould not do this with only an
A2 struture, beause homotopy assoiativity is needed to make sure the
osimpliial identities hold.
With this onstrution, E¯∗,∗1 is the assoiated normalized ohain omplex,
with dierential d =
∑
(−1)idi. We let E∗,∗2 be the homology of (E¯
∗,∗
1 , d).
The existene of an A3 struture is also needed to make sure d
2 = 0.
Lemma 3.4. Suppose we have an An−1 struture on A, n ≥ 4. Let cn be
the obstrution to the existene of an An struture extending the given An−1
struture. Then d(cn) = 0.
Proof. The obstrution cn is a map ∂Kn∧A
(n) → A, so we think of cn as the
boundary ofKn. In this way we an think of d
i(cn) as the boundary of one of
the opies of Kn on ∂Kn+1, whih is a odimension 2 subomplex of Kn+1,
and we an onsider d(cn) as a formal sum of odimension 2 subomplexes
of Kn+1. The faes that lie in the intersetion of two opies of Kn sum to
zero, while the rest are null beause we an ll the opies of Ki×Kn−i+2 on
∂Kn+1 for 3 ≤ i ≤ n− 1. 
If we hange the An−1 struture by f , the obstrution to an An struture
hanges by df . Thus we get the following:
Theorem 3.5. (Compare [30, Theorem 1.11℄) Suppose we have an An−1
struture on A, n ≥ 4. The obstrution to the existene of an An struture
on A, while allowing the An−1 struture to vary but xing the An−2 struture
lies in En,n−32 .
Under very reasonable onditions on A, for example if π∗A ∧R A is pro-
jetive over A∗, we an identify E
∗,∗
2 with Ext
∗,∗
π∗A∧RAop
(A∗, A∗). Now we
are in a position to prove that any homotopy assoiative multipliation on
A = R/I, where R is even and I is a regular ideal, an be extended to an
A∞ struture. Here R/I is dened as follows. Let I = (x1, x2, . . .), where
(x1, x2, . . .) is a regular sequene. Then R/I is the (possibly innite) smash
produt R/x1 ∧R R/x2 ∧R . . .. It is lear ([17, Corollary V.2.10℄) that R/I
does not depend on the hoie of regular sequene generating I. First we
need to know the struture of π∗A ∧R A
op
. Let di be the degree of xi.
Proposition 3.6. Given any homotopy assoiative multipliation on A =
R/I with R even and I = (x1, x2, . . .) a regular ideal, π∗A∧RA
op
is given by
(3.8) π∗A ∧R A
op = ΛA∗(α1, α2, . . .)
10
as a ring. Here |αi| = di + 1.
Proof. This is well known ([6℄, [24℄). The proofs in [6℄ and [24℄ both use
that π∗FR(A,A) is a (ompleted) exterior algebra together with a Kroneker
pairing. Here we present a dierent proof:
There is a multipliative Künneth spetral sequene (see [8℄)
(3.9) E2∗,∗ = Tor
R∗
∗,∗(A∗, A
op
∗ ) =⇒ π∗A ∧R A
op.
By using a Koszul resolution of A∗ = R∗/I it is easy to see that E
2
∗,∗ =
ΛA∗(α1, α2, . . .) with αi in bidegree (1, di). The spetral sequene ollapses,
so all we have to do is to show that there are no multipliative extensions.
Beause α2i is well dened up to lower ltration and E
2
1,∗ is onentrated in
odd total degree, it follows that α2i ∈ A∗ ⊗R∗ A
op
∗
∼= A∗ in π∗A ∧R A
op =
AR∗ A
op
. Now there are several ways to show that α2i = 0. If we denote
the map AR∗ A
op −→ A∗ by ǫ, it is enough to show that ǫ(α
2) = 0 sine ǫ
gives an isomorphism from ltration 0 in the spetral sequene to A∗. For
example, we an use that A is an A∧R A
op
-module and study the two maps
AR∗ A
op⊗AR∗ A
op⊗A∗ −→ A∗. One sends αi⊗αi⊗ 1 to ǫ(α
2
i ), the other one
sends it to 0. 
An extension of the argument in the proof shows that there annot even
be any Massey produts in π∗A ∧R A
op
, by omparing brakets formed in
(A ∧R A
op)(n) and (A ∧R A
op)(n−1) ∧A.
The above result is not true for A∧R A, in whih ase αi might very well
square to something non-zero.
Corollary 3.7. Suppose A = R/I with R even and I regular has an An−1
struture, n ≥ 4. Then A has an An struture with the same underlying
An−2 struture. In partiular, any homotopy assoiative multipliation on
A = /I an be extended to an A∞ struture.
Proof. Using Theorem 3.5, the relevant obstrutions lie inExtn,n−3π∗A∧RAop(A∗, A∗).
In partiular the obstrutions are in odd total degree. But π∗A ∧R A
op ∼=
ΛA∗(α1, α2, . . .) with |αi| = |di|+ 1, so Ext over it is a polynomial algebra
(3.10) Ext∗,∗π∗A∧RAop(A∗, A∗)
∼= A∗[q1, q2, . . .]
with |qi| = (1,−di − 1). Thus Ext
∗,∗
π∗A∧RAop
(A∗, A∗) is onentrated in even
total degree, and there an be no obstrutions. 
Equation 3.10 in the above proof also gives the E2-term of the anonial
spetral sequene alulating π∗THHR(R/I). A similar alulation gives the
E2-term of the spetral sequene alulating π∗THH
R(R/I) as a divided
power algebra, as in equation 5.1 and 5.2.
Remark 3.8. It might seem like Corollary 3.7 follows from Corollary 3.2,
beause an A∞ struture on eah R/xi gives an A∞ struture on R/I, but
there are multipliations on R/I whih do not ome from smashing together
multipliations on eah R/xi, so this is a stronger result.
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There might also be A2 strutures on R/I whih do not extend to A3,
although any A2 struture obtained by smashing together A2 strutures on
eah R/xi will ertainly be homotopy assoiative.
We will need a more preise lassiation of the A2 strutures on R/I
whih an be extended to A3, and hene to A∞. Reall ([33, Proposition
4.15℄) that A∗RA is a (ompleted) exterior algebra
(3.11) A∗RA
∼= ΛˆA∗(Q1, Q2, . . .),
where Qi is obtained from the omposite R/xi
βi
→ Σdi+1R→ Σdi+1R/xi and
has degree −di − 1.
Theorem 3.9. Fix a homotopy assoiative multipliation φ0 on A = R/I.
Given any other homotopy assoiative multipliation φ on A, it an be written
uniquely as
(3.12) φ = φ0
∏
i,j
(
1 ∧ 1 + vijQi ∧Qj
)
for some vij ∈ πdi+dj+2A, where the produt denotes omposition (whih an
be taken in any order, beause all the fators are even). Conversely, any φ
that an be written in this form is homotopy assoiative.
Proof. Assoiativity is some kind of oyle ondition, and one ould imagine
a simple proof based on this. However, the relevant maps A0(A ∧ A) −→
A0(A ∧A ∧A) are not linear, and this ompliates things.
We use the Künneth isomorphism
(3.13) A∗A ∼= HomA∗(A∗A,A∗)
and similar formulas for A∗(A(2)) and A∗(A(3)). These isomorphisms depend
on a hoie of multipliation, and we will use φ0 for eah of them. For
example, the map A∗A −→ HomA∗(A∗A,A∗) is given by sending A
f
−→ A
to A∗A
A∗f
−→ A∗A
φ0
−→ A∗.
Let ǫ : A∗A −→ A∗ be the map indued by φ
0
. To hek if φ is assoiative,
it is enough to hek whether or not the diagram
(3.14)
A∗A⊗A∗ A∗A⊗A∗ A∗A
φ∧1
//
1∧φ

A∗A⊗A∗ A∗A
φ

A∗A
ǫ

A∗A⊗A∗ A∗A
φ
// A∗A
ǫ
// A∗
ommutes.
Reall that A∗A ∼= ΛˆA∗(Q1, . . . , Qn) and that A∗A
∼= ΛA∗(α1, . . . , αn),
at least additively. Under the Künneth isomorphism Qi orresponds to the
map sending αi to 1.
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Now suppose that φ is some unital produt on A. We an write
φ = φ0
∏
I,J
(
1 ∧ 1 + vIJQI ∧QJ
)
,(3.15)
where I and J run over indexes I = (i1, . . . , ir) and J = (j1, . . . , js), where
QI = Qi1 · · ·Qir and QJ = Qj1 · · ·Qjs . Let |I| denote the number of indies
in I. By unitality we have |I| > 0 and |J | > 0, and beause A∗ is even
|I|+ |J | has to be even.
If φ = φ0(1∧ 1+ vijQi ∧Qj), then we an alulate φ(φ∧ 1) and φ(1∧ φ)
using diagram 3.14. For example, φ(φ∧1) and φ(1∧φ) both send αi⊗αj⊗1
to vij , as we see by following diagram 3.14 around both ways. Similarly, they
send αi ⊗ 1 ⊗ αj and 1 ⊗ αi ⊗ αj to vij , and they send αi ⊗ αiαj ⊗ αj to
−v2ij . Those are all the relevant terms, and shows that
(3.16) φ(1 ∧ φ) = φ(φ ∧ 1) = φ0(φ0 ∧ 1)◦(
vij(Qi ∧Qj ∧ 1 +Qi ∧ 1 ∧Qj + 1 ∧Qi ∧Qj)− vijQi ∧Qij ∧Qj
)
.
This shows that any φ as in the theorem is assoiative.
To show that none of the other produts are assoiative, it is enough to
show that
(3.17) φ = φ0(1 ∧ 1 + vIJQI ∧QJ)
is not assoiative for any I, J with |I|+ |J | > 2. For example, if
(3.18) φ = φ0(1 ∧ 1 + vQij ∧Qkl)
then φ(1 ∧ φ) sends αiαj ⊗ αk ⊗ αl to v but φ(φ ∧ 1) sends it to zero. 
Remark 3.10. Alternatively, we an say that given a homotopy assoiative
multipliation φ on A, it an be written as
(3.19) φ = φ0
∏
i 6=j
(
1 ∧ 1 + vijQi ∧Qj
)
for a unique φ0 whih is obtained by smashing together multipliations on
eah R/xi.
By allowing the An−1 struture but xing the An−2 struture, we have
seen that the obstrution cn to an An struture lies in E
n,n−3
2 . In fat, we
an do even better. By allowing the An−i struture to vary for 1 ≤ i ≤ r−1,
the obstrution to the existene of an An struture atually lies in E
n,n−3
r ,
provided that n ≥ 2r.
The reason for this restrition on n and r is the following. The denition
of dr−1(cn) uses the Ai struture for i ≤ r, and if we hange the Ar struture,
we hange the denition of dr−1 : E
n,n−3
r−1 → E
n+r−1,n+r−3
r−1 . This nonlinear
behavior prevents dr−1 from squaring to zero, so to dene E
∗,∗
r we have to
x the Ar struture.
13
Theorem 3.11. Suppose n ≥ 2r. Then the obstrution to an An struture
on A, while allowing the An−r+1 through An−1 struture to vary but xing
the An−r struture, lies in E
n,n−3
r .
Proof. With n ≥ 2r, this works just like Theorem 3.1 and 3.5, exept the def-
inition of di for i ≥ 2 is slightly more ompliated. Let cn be the obstrution
to an An struture. Then, if f ∈ E
n−2,n−4
2 , d2(f) hanges the obstrution by
a sum of two terms. First, the obstrution problem for the An−1 struture
hanges, so the obstrution hanges on the faes of Kn of the form Kn−1.
Seond, the obstrution hanges on the faes of Kn of the form K3 ×Kn−2
beause the map depends diretly on the An−2 struture on those faes. The
general ase is similar.
Proving that di(cn) = 0 for i ≥ 2 is also a bit more ompliated. We have
already seen that d1(cn) = 0. If we think of this as a map from a subomplex
of Kn+1, we an extend this to all of ∂Kn+1 without hanging the map on
faes of the form Ki ×Kn+2−i for 3 ≤ i ≤ n − 1. This gives us a map from
∂Kn+1. Now d2(cn) is given by a sum of two terms. First, it hanges on the
odimension 2 faes of Kn+2 of the form ∂Kn+1 given by d1 of the map from
∂Kn+1 we just found. Seond, it hanges on the faes of the form K3×∂Kn.
Now some parts anel, and the rest are null beause we an ll Ki ×
Kn+3−i for 4 ≤ i ≤ n− 1. The general ase is similar. 
It is also possible to set up an obstrution theory for extending a map
f : A→ B between A∞ ring spetra to an A∞ map. We give a brief outline
of one way to do this. We need to speify what we mean by an A∞ map.
Requiring the diagrams
(Kn)+ ∧A
(n) //

(Kn)+ ∧B
(n)

A // B
to ommute on the nose is too restritive.
Instead we should require, for example, that there is a homotopy between
the two ways of going from A ∧ A to B, and then higher homotopies be-
tween all the ways of going from A(n) to B. This is enoded in what is
sometimes alled a olored operad, or a many-sorted operad, or a multiat-
egory [25℄. The idea goes bak to Boardman and Vogt [10℄, who onsidered
olored PROPs. In this ase we want a multiategory K0→1 with two ob-
jets satisfying the following onditions. First of all, eah spae where all
the soure objets and the target objet agree gives an assoiahedron, i.e.,
K0→1(ǫ, . . . , ǫ; ǫ) = Kn for ǫ = 0, 1. Seond of all, K0→1(ǫ1, . . . , ǫn; 0) is
empty if some ǫi = 1. And nally, K0→1(0, 0; 1) = I is an interval and eah
K0→1(0, . . . , 0; 1) is ontratible.
An algebra over K0→1 is preisely a pair of A∞ algebras and an A∞ map
between them. It is a little bit harder to desribe the spaes in K0→1, but
it is true that K0→1(0, . . . , 0; 1) (with n inputs) is homeomorphi to D
n−1
.
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Then the usual obstrution theory argument shows that the obstrution to
extending an An−1 map from A to B to an An map lies in
(3.20) [Σn−2A(n), B] ∼= B2−n(A(n)).
Unitality implies that we an replae A with A¯.
We end the setion by looking at how to endow a spetrum M with an
A-bimodule struture, given an A∞ struture on A. Given an (An−1, A)-
bimodule struture struture on M , we have to nd maps
(3.21) ξn,i : (Kn)+ ∧A
(i−1) ∧M ∧A(n−i) −→M
for 1 ≤ i ≤ n. Eah ξn,i is determined by the (An−1, A)-bimodule struture
on ∂Kn, so the obstrution to dening ξn,i lies inM
3−n(A(i−1)∧M∧A(n−i)).
As usual, unitality implies that the obstrution really lies inM3−n(A¯(i−1)∧
M ∧ A¯(n−i)). Similarly, the set of (An, A)-bimodule strutures extending
a given (An−1, A)-bimodule struture is, if it is nonempty, a torsor over∏
1≤i≤nM
2−n(A¯(i−1) ∧M ∧ A¯(n−i)). We see that there are generally more
A-bimodule strutures on A than there are A∞ strutures on A, beause
eah of the maps ξn,i for 1 ≤ i ≤ n an be hosen independently.
It is sometimes onvenient to introdue another ondition. There are
two natural maps A → M , given by A ∼= A ∧R R → A ∧R M → M and
A ∼= R ∧R A → M ∧R A → M . We an ask for these two maps to agree,
and then for eah omposite map (Kn)+ ∧ A
(i−1) ∧ R ∧ A(n−i) → (Kn)+ ∧
A(i−1)∧M∧A(n−i) →M to be given by the An−1 struture on A followed by
the map A → M . In that ase we an further redue the obstrution to an
obstrution in M3−n(A¯(i−1) ∧ M¯ ∧ A¯(n−i)). We will all suh an A-bimodule
unital.
For example, if A = M = R/x with R even ommutative, we see that the
set of unital (An, A)-bimodule strutures on A is a torsor over (πn(d+2)−2A)
n
.
For onveniene we will always assume that M satises this ondition, to
make the theory of A∞ bimodules as losely related to the theory of A∞
strutures as possible.
4. Cyli and oyli An strutures
It turns out that in ertain ases, suh as when A = R/I, the An struture
on A ontrols ertain hidden extensions of height n−1 in the anonial spe-
tral sequenes (2.7 and 2.8) alulating π∗THH
R(A) and π∗THHR(A). For
THHR(A) the extensions are trivial if and only if the maps (Kn)+∧A
(n) → A
obtained by rst ylially permuting the A-fators and then using the
An struture are homotopi, in a sense we will make preise below. If
these maps are homotopi we all the An struture yli. For THHR(A)
the yli permutations are replaed by the maps A(n) → A(n) given by
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(a1, a2, . . . , an) 7→ (a2, . . . , ai, a1, ai+1, . . . , an), and if these maps are homo-
topi we all the An struture oyli. We will ome bak to the THH-
alulations in the next setion. In this setion we onentrate on developing
the theory of yli and oyli An strutures.
Given an operad P in a symmetri monoidal ategory C and a funtor
R : 0∆CopP → C, reall from [2, Denition 5.1℄ the denition of an R-trae
on a pair (A,M) onsisting of a P -algebra A and an A-bimodule M in some
symmetri monoidal C-ategory D with target B as a natural transformation
R→ EA,M,B of funtors. Here EA,M,B({0, 1, . . . , n}) = Hom(M ⊗A
⊗n, B).
Also reall from [2, Denition 5.3℄ the denition of an R-otrae on a
pair (A,M) with soure B as a natural transformation R → E˜B,A,M , where
E˜B,A,M({0, 1, . . . , n}) = Hom(B ⊗ A
⊗n,M). In partiular, these denitions
make sense if P = K is the assoiahedra operad and R =W is the ylohedra,
or if P = Kn and R =Wn.
Denition 4.1. Let A be an An-algebra, 1 ≤ n ≤ ∞. We say that the An
struture on A is yli if the identity map A → A an be extended to a
Wn-trae.
This means, roughly speaking, that the maps
(4.1) (a1, . . . , an) 7→ ai · · · ana1 · · · ai−1
for 1 ≤ i ≤ n are homotopi in a suiently nie way. To be more preise, a
Wn-trae on A is a olletion of maps (Wm)+ ∧ A
(m) → A for m ≤ n. The
map (Wn)+ ∧A
(n) → A is determined on eah of the n opies of Kn on the
boundary ofWn by the An struture preomposed with a yli permutation,
and given a Wn−1-trae the map (Wn)+ ∧ A
(n) → A is determined on all
of ∂Wn. Thus a Wn-trae on A is a oherent hoie of homotopies between
the n maps (Kn)+ ∧ A
(n) → A obtained by rst ylially permuting the
A-fators and then using the An struture, plus some extra homotopies to
glue these maps together.
A yli A2 struture is the same as a homotopy ommutative (and unital,
but not neessarily homotopy assoiative) multipliation. A yli A3 stru-
ture is an A3 struture whih is homotopy ommutative, and suh that for
some hoie of homotopy between the multipliation and its opposite, the
natural map (∂W3)+ ∧A
(3) → A an be extended to all of W3, as in Figure
1.
We an also make this denition for an A-bimodule M .
Denition 4.2. Let A be an An-algebra and let M be an (An, A)-bimodule.
We say that the bimodule struture onM is yli if the identity mapM →M
an be extended to a Wn-trae.
Thus M is a yli bimodule over the An-algebra A if the maps
(4.2) (m,a2, . . . , an) 7→ ai · · · anma2 · · · ai−1
for 1 ≤ i ≤ n are homotopi in the same sense as above.
We make a similar denition for a otrae:
16
a(bc) a(bc)
(bc)a
b(ca)(ca)b
c(ab)
Figure 1. The ylohedron that has to be lled for a yli
A3 struture.
Denition 4.3. Let A be an An-algebra and let M be an (An, A)-bimodule.
We say that the An struture on A is oyli if the identity map A→ A an
be extended to a Wn-otrae, and we say that the bimodule struture on M
is oyli if the identity map M →M an be extended to a Wn-otrae.
Thus M is oyli if the maps
(4.3) (m,a2, . . . , an) 7→ a2 · · · aimai+1 · · · an
are homotopi. Note that the yli permutations from before have been
replaed by a linear ordering of the A-fators while M is allowed in any
position. When n = 2 yli and oyli mean the same thing, namely that
the left and right ation of A on M are homotopi, or that M is homotopy
symmetri. When n = 3, M is a oyli (A3, A)-bimodule if the hexagon
in Figure 2 an be lled. The boundary of this hexagon has the same shape
as one of the two diagrams relating assoiativity to the twist map in the
denition of a braided monoidal ategory.
m(ab) (ma)b
(am)b
a(mb)a(bm)
(ab)m
Figure 2. The ylohedron that has to be lled for a oyli
(A3, A)-bimodule struture.
Beause a W-trae is orepresented by the yli bar onstrution ([2,
Observation 5.2℄), whih in the ategory of spetra is topologial Hohshild
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homology, and a W-otrae is represented by the yli obar onstrution
([2, Observation 5.5℄), or topologial Hohshild ohomology, this helps us
study maps out of topologial Hohshild homology and into topologial
Hohshild ohomology.
Observation 4.4. Let A be an A∞ R-algebra and let M be an A-bimodule.
Then the natural map M → skn−1THH
R(A;M) splits if and only if M ,
onsidered as an (An, A)-bimodule, is yli.
Similarly, the natural map Totn−1THHR(A;M) → M splits if and only
if M , onsidered as an (An, A)-bimodule, is oyli.
The notions of a trae and a otrae are dual, in the following sense. If
M is an A-bimodule, the dual DM = FR(M,R) is again an A-bimodule in
a natural way, and we an say the following:
Proposition 4.5. If M is a yli (An, A)-bimodule, then DM is a oyli
(An, A)-bimodule. If M is a oyli (An, A)-bimodule, then DM is a yli
(An, A)-bimodule.
IfM is dualizable in the sense that DDM ∼= M , thenM is yli (oyli)
if and only if DM is oyli (yli).
Proof. This is lear, beause the denition of a otrae is dual to the def-
inition of a trae. For example, for W3 the homotopies (ab)m ∼ a(bm) ∼
a(mb) ∼ (am)b ∼ (ma)b ∼ m(ab) ∼ (ab)m for a, b ∈ A and m ∈M are dual
to homotopies f(ab) ∼ (fa)b ∼ b(fa) ∼ (bf)a ∼ a(bf) ∼ (ab)f ∼ f(ab) for
a, b ∈ A and f ∈ DM , and so a lling of the rst hexagon is dual to a lling
of the seond hexagon.
The other ase, and the if and only if statements when M is dualizable,
are similar. 
Beause a Wn-trae determines the map (Wn)+ ∧M ∧ A
(n−1) → B on
∂Wn, we an play a similar game as with the A∞ obstrution theory. As
before, let A¯ be the ober of R→ A, and let Es,t1 = B
−t(M ∧ A¯(s)). Then,
given a Wn−1-trae, the obstrution to the existene of a Wn-trae lies in
En−1,n−21 . If the set of Wn-traes is nonempty, it is a torsor over E
n−1,n−1
1 .
Similarly, let E˜s,t1 = M
−t(B ∧ A¯(s)). Then, given a Wn−1-otrae, the
obstrution to the existene of a Wn-otrae lies in E˜
n−1,n−2
1 .
The unredued versions of E∗,∗1 and E˜
∗,∗
1 are graded osimpliial abelian
groups, and the following theorem follows in a similar way as Theorem 3.11.
Theorem 4.6. Suppose we have a Wn−1-trae extending a map M → B.
Then, for 1 ≤ r ≤ n−1, the obstrution to the existene of a Wn-trae, while
allowing the Wn−r+1 through Wn−1-trae to vary but xing the Wn−r-trae
lies in En−1,n−2r .
Similarly, suppose we have a Wn−1-otrae extending a map B → M .
Then, for 1 ≤ r ≤ n − 1, the obstrution to the existene of a Wn-otrae,
while allowing theWn−r+1 throughWn−1-otrae to vary but xing theWn−r-
otrae lies in E˜n−1,n−2r .
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For A = R/I with I = (x1, . . . , xm) a regular ideal we will be espeially
interested in otraes extending the natural map R/xi → R/I. An important
property of R/I is that it is self dual (over R) up to a suspension. To be
preise,
(4.4) D(R/I) ≃ Σ−Σ(di+1)R/I.
The equivalene is not anonial, but a hoie of regular sequene (x1, . . . , xm)
generating I ditates a hoie of equivalene. This is lear from onsidering
R/x and D(R/x), whih are both 2-ell R-modules with attahing map x.
Also note that the Bokstein R/x→ Σd+1R is dual to a map Σ−d−1R→
D(R/x) ≃ Σ−d−1R/x, and this is preisely the unit map (desuspended) for
R/x.
Thus the anonial map R/xi → R/I is dual to the map
(4.5) R/I → ΣΣj 6=i(dj+1)R/xi
given by the Bokstein βj on eah fator R/xj for j 6= i. We then have the
following.
Theorem 4.7. There is a Wn-otrae extending the anonial map R/xi →
R/I if and only if there is a Wn-trae extending the anonial map R/I →
ΣΣj 6=i(dj+1)R/xi. In partiular, an An struture on A = R/xi is yli if and
only if it is oyli.
Proof. For this we will need the spetral sequenes (5.1) and (5.2), and the
ation desribed in Proposition 5.1. We have aWn-otrae on R/xi → R/I if
and only if xi ats trivially on π∗THHR(R/I) up to ltration n−1. Consider
the pairing
(4.6) THHR(R/I) ∧R THH
R(R/I)→ THHR(R/I),
whih is R-linear. Let γI(q¯) denote some element γi1(q¯1) · · · γim(q¯m) with
i1+ · · · im = n−1. If xiγI(q¯) = v 6= 0, then xi(1, γI (q¯)) 7→ v, so (xi, γI(q¯)) 7→
v. But xi is in ltration ≥ n and γI(q¯) is in ltration n − 1, so in fat
(xi, γI(q¯)) 7→ 0. 
It will be onvenient to write down exatly what the otrae obstrutions
look like in the ases we are about. Let A = M = R/I and onsider
Wn-otraes from B = R/xi to (A,M). Then
(4.7) E˜s,−∗1 = A
∗(R/xi ∧ A¯
(s)) ∼= ΛA∗(αi)⊗A∗ E¯
s,−∗
1 ,
where E¯1 is the (redued) E1-term of the spetral sequene onverging to
π∗THHR(A). The d1-dierential on E˜1 is tensored up from the d1-dierential
on E¯1, so
(4.8) E˜∗,−∗2
∼= ΛA∗(αi)⊗A∗ A∗[q1, . . . , qm].
The obstrution to aWn-otrae lies in E˜
n−1,n−2
2 , whih has odd total degree.
The only generator of E˜n−1,n−22 whih has odd degree is αi, so the obstrution
has to look like αiri(q1, . . . , qm) for some polynomial ri of degree n − 1
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in the qi's and total degree di. For notational onveniene, we will write
this obstrution as ri(q1, . . . , qm)dqi. If B = R/x1 ∨ . . . ∨ R/xm then the
obstrution looks like
(4.9)
∑
ri(q1, . . . , qm)dqi
for polynomials r1, . . . , rm. We will see in Corollary 5.12 that if we hange
the An struture on A = R/I by f(q1, . . . , qm) then this obstrution hanges
by df =
∑ ∂f
∂qi
dqi.
The ase A = R/x. Now let us study the ase A = M = B = R/x with
R even and x a nonzero divisor. We need to go into more detail about how
to alulate the atual obstrutions. We rst do the n = 2 ase, following
Strikland [33℄. In this ase we want to know how to determine whether or
not an A2 struture on A is (o)yli, or in other words whether or not A
has a homotopy ommutative multipliation.
Given a multipliation (A2 struture) φ on A = R/x, we note that φ and
φop agree on the bottom 3 ells of R/x∧RR/x regarded as a 4-ell R-module,
and following Strikland we dene c(φ) by the equation
(4.10) φop − φ = c(φ) ◦ (β ∧ β).
Clearly φ is homotopy ommutative, or (o)yli, if and only if c(φ) = 0.
If φ′ = φ+v◦(β∧β) for some v ∈ π2d+2R/x then (φ
′)op = φop−v◦(β∧β), so
c(φ′) = c(φ)− 2v. In partiular, if 2 is invertible in π∗R/x then R/x always
has a yli A2 struture. Strikland denes c¯(x) as the image of c(φ) in
π2d+2R/(2, x).
Now the following proposition, exept the last part about power opera-
tions, is lear:
Proposition 4.8. (Strikland, [33, Proposition 3.1℄)
(1) All produts (A2 strutures) are assoiative (A3), and unital.
(2) The set of produts on R/x has a free transitive ation of the group
R2d+2/x.
(3) There is a naturally dened element c¯(x) ∈ π2d+2R/(2, x) suh that
R/x admits a ommutative produt if and only if c¯(x) = 0.
(4) If so, the set of ommutative produts has a free transitive ation of
ann(2, R2d+2/x) = {y ∈ R2d+2/x | 2y = 0}.
(5) If d ≥ 0 there is a power operation P˜ : Rd → R2d+2/2 suh that
c¯(x) = P˜ (x) (mod 2, x) for all x.
The power operation is onstruted as follows. Consider the map x2 :
Σ2dR → R. Beause R is E∞, we an extend this map over RP
∞
2d . By
restriting to RP 2d+22d ≃ Σ
2dRP 2 we get a map Σ2dRP 2+ ∧ R → R, or an
element P (x) in R−2d(RP 2+ ∧ R)
∼= R2d ⊕ R2d+2/2. P˜ (x) is dened as the
projetion of P (x) onto R2d+2/2. The above proposition is also true when
d < 0, though some details in the proof would have to be hanged.
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The obstrution theory for yli An strutures for n > 2 is somewhat
harder. As before, given an An struture φ = (φ2, . . . , φn) on R/x where the
An−1 struture is yli, we an dene an obstrution cn(φn) ∈ πn(d+2)−2R/x
to the An struture being yli by fatoring ∂Wn∧R/x
(n) → R/x as ∂Wn∧
R/x(n) ∼= Σn−2R/x(n)
β∧...∧β
−→ Σn(d+2)−2R
c(φn)
→ R/x.
Reall that the ylohedron Wn has n opies of Kn on its boundary. Now,
if φ′n = φn + v ◦ (β ∧ . . . ∧ β), then the obstrution to the An struture
being yli hanges on eah of the Kn's, and the net eet is that cn(φ
′
n) =
cn(φn)+nv. We dene c¯n(x) ∈ πn(d+2)−2R/(n, x) as the image of cn(φn) for
some An struture extending a yli An−1 struture. It follows that if n is
invertible in R∗/x then we an always nd a yli An struture extending
a yli An−1 struture. If n = p is not invertible, we make the following
onjeture.
Conjeture 4.9. Suppose n is invertible in R∗ for n < p and 2(p − 1) | d.
Then there is a power operation P˜ : Rd → Rp(d+2)−2R/p suh that c¯n(x) =
P˜ (x) (mod p, x) for all x.
There ertainly is suh a power operation, onstruted by extending xp :
ΣpdR → R over a skeleton of BΣp, the problem is identifying the power
operation with the obstrution.
The Morava K-theories. Conjeture 4.9 would generalize Proposition 4.8,
and in partiular this would show that there is no Wp-trae (or otrae) on
K(n). Instead we show this, and more, by nding A∗ omodule extensions
in the Bökstedt spetral sequene onverging to H∗(THH
S(k(n));Fp). This
will also supply us with the obstrutions toW-otraes extending the natural
maps Ê(n)/vi −→ K(n) for 0 ≤ i ≤ n − 1 (v0 = p). We will give the
argument for odd primes; the p = 2 ase is similar after making the usual
hanges in the notation. Consider the onnetive MoravaK-theory spetrum
k(n). From [5℄ we know that
(4.11) H∗(k(n);Fp) = P (ξ¯i | i ≥ 1)⊗ E(τ¯i | i 6= n).
The alulation of the E2-term of the Bökstedt spetral sequene onverging
to H∗(THH
S(k(n));Fp) is similar to the alulations found for example in
[1, 5℄, and we get
(4.12) E2∗∗ = H∗(k(n);Fp)⊗ E(σξ¯i | i ≥ 1)⊗ Γ(στ¯i | i 6= n).
Beause there is no multipliation on THHS(k(n)) this has to be interpreted
additively only.
This E2-term injets into the E2-term for the orresponding spetral se-
quene for HZ/p, so the dierentials are indued by the orresponding dif-
ferentials for HZ/p. Thus there is a dierential dp−1(γp(στ¯i)) = σξ¯i+1, and
the Ep-term looks like
(4.13) Ep∗∗ = H∗(k(n);Fp)⊗E(σξ¯n+1)⊗ Pp(στ¯i | i 6= n).
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At this point the map of spetral sequenes is no longer injetive, so we
annot use this argument to say that the spetral sequene ollapses. But
we an say that there are no more dierentials in low degrees:
Proposition 4.10. The Bökstedt spetral sequene onverging to H∗(k(n);Fp)
has no dn dierentials for n ≥ p in degree less than 2pn+1 − 1.
Proof. By omparing with the Bökstedt spetral sequene for HZ/p, any
dierential has to hit something something whih is in the kernel of the map
Ep∗∗(k(n)) −→ E
p
∗∗(HZ/p). The rst element in the kernel is σξ¯n+1, whih
has degree 2pn+1 − 1. 
In partiular, this shows that
⊗
0≤i<n Pp(στ¯i) survives to E
∞
.
Remark 4.11. If n = 1, then one an show ([4℄) that the spetral sequene
does ollapse, by using that the map ℓ −→ k(1) makes the Bökstedt spetral
sequene for k(1) into a module spetral sequene over the Bökstedt spetral
sequene for ℓ, and using that Ep∗∗(k(1)) is generated as a module over E
p
∗∗(ℓ)
by lasses in ltration 0 ≤ i ≤ p− 1. One ould imagine a similar argument
with E∗∗∗(k(n)) as a module over E
∗
∗∗(BP 〈n〉) if BP 〈n〉 is at least E2, though
in this ase the module generators are in ltration 0 ≤ i ≤ n(p− 1).
Reall that in the orresponding Bökstedt spetral sequene for HZ/p
there are multipliative extensions (στ¯i)
p = στ¯i+1. Thus we nd that
(4.14) σ(τ¯n−1(στ¯n−1)
p−1) = στ¯n
in H∗(THH
S(HZ/p),Fp), and more generally
(4.15) σ(τ¯i(στ¯i)
p−1 · · · (στ¯n−1)
p−1) = στ¯n.
We use this to prove that there are A∗ omodule extensions in the Bökstedt
spetral sequene for k(n).
Proposition 4.12. Let xi = (στ¯i)
p−1 · · · (στ¯n−1)
p−1
inH∗(THH
S(k(n));Fp).
Then the A∗ omodule ation on τ¯ixi is given by
(4.16) ν(τ¯ixi) = 1⊗ τ¯ixi +
∑
τ¯j ⊗ ξ¯
pj
i−jxi −
∑
τ¯j ⊗ ξ¯
pj
n−j.
All the lasses in
⊗
0≤i<n Pp(στ¯i) are A∗ omodule primitive, and together
with the natural A∗ omodule struture on H∗(k(n)) this determines the A∗
omodule struture on H∗(THH(k(n));Fp) up to degree 2p
n+1 − 1.
Proof. Consider the ommutative diagram
(4.17) H∗(THH
S(k(n));Fp)
σ
//

H∗+1(THH
S(k(n));Fp)

H∗(THH
S(HZ/p);Fp)
σ
// H∗+1(THH
S(HZ/p);Fp)
The lasses in question all survive to E∞∗∗ by Proposition 4.10, and beause
σ(τ¯ixi) = 0 in H∗(THH
S(k(n));Fp), we onlude that the image of τ¯ixi in
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H∗(THH
S(HZ/p);Fp) has to be in the kernel of σ. But σ(τ¯ixi) = στ¯n in
H∗(THH
S(HZ/p);Fp), and the image is given by the element with the same
name in the Bökstedt spetral sequene for HZ/p modulo lower ltration.
Thus τ¯ixi in H∗(THH
S(k(n));Fp) has to map to τ¯ixi minus something in
lower ltration whih also maps to στ¯n under σ. The only elements in lower
ltration that map to στ¯n are τ¯n and τ¯jxj for j > i. If neessary we an
adjust τ¯ixi by adding elements in lower ltration in the Bökstedt spetral
sequene for k(n) so τ¯ixi maps to τ¯ixi − τ¯n.
Beause the map from H∗(THH
S(k(n));Fp) to H∗(THH
S(HZ/p);Fp) is
a map of A∗ omodules, it follows that the A∗ omodule ation on τ¯ixi is as
laimed. The laim about all the lasses in
⊗
0≤i<n Pp(στ¯i) being primitive
follows immediately by using that
(4.18) H∗(THH
S(k(n));Fp) −→ H∗(THH
S(HZ/p);Fp)
is injetive in low degrees. 
Now let us see what happens in the Adams spetral sequene with E2-term
ExtA∗(Fp,H∗(THH
S(k(n));Fp)) onverging to π∗THH
S(k(n)). (Here Ext
means Ext of omodules, as opposed to in the topologial Hohshild o-
homology spetral sequene.) Beause everything is onentrated in Adams
ltration 0 and 1 in low degrees, we an run the whole Adams spetral se-
quene through a range of dimensions.
Theorem 4.13. The lasses
⊗
0≤i<n Pp(στ¯i) and vn all give rise to orre-
sponding nontrivial lasses in π∗THH
S(k(n)). Moreover, there are relations
(4.19) vi(στ¯i)
p−1 · · · (στ¯n−1)
p−1 = vn.
Proof. First of all, sine all the lasses in
⊗
0≤i<n Pp(στ¯i) are primitive, we
get orresponding lasses in ltration 0 in the Adams spetral sequene.
Also, beause τ¯n is missing from H∗(k(n);Fp) we get a lass vn in ltration
1. There are no lasses in higher ltration in these degrees, so the lasses⊗
0≤i<n Pp(στ¯i) and vn all survive to π∗THH
S(k(n)).
Reall, e.g. from [27, p. 63℄ that vn is represented by−
∑
τ¯i⊗ξ¯
pi
n−i in the o-
bar omplex for p odd, with a similar formula for p = 2. This also implies that
vi(στ¯i)
p−1 · · · (στ¯n−1)
p−1
is represented by−
∑
τ¯j⊗ξ¯
pj
i−j(στ¯i)
p−1 · · · (στ¯n−1)
p−1
.
From the A∗ omodule struture we found in Proposition 4.12, we nd
that the expressions representing vi(στ¯i)
p−1 · · · (στ¯n−1)
p−1
and vn are ho-
mologous, so the two expressions have to be equal in π∗THH
S(k(n)). 
5. Calulations of THH(A) for A = R/I
In this setion we attempt to alulate THHR(R/I) and THH
R(R/I),
where as usual R is even ommutative and I = (x1, . . . , xm) is a nitely
generated regular ideal with |xi| = di. Some of the results in this setion
also hold when I is innitely generated.
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By Proposition 3.6 we know that π∗A ∧R A
op ∼= ΛA∗(α1, . . . , αm) with
|αi| = di+1 and by the Ext alulation in the proof of Corollary 3.7 we nd
that the E2-term of the spetral sequene onverging to π∗THHR(A) looks
like
(5.1) E∗,∗2 = A∗[q1, . . . , qm] =⇒ π∗THHR(A),
with qi in bidegree (1,−di − 1), or total degree −di − 2.
A similar alulation shows that the E2-term of the orresponding spetral
sequene onverging to π∗THH
R(A) looks like
(5.2) E2∗,∗ = ΓA∗ [q¯1, . . . , q¯m] =⇒ π∗THH
R(A),
where Γ denotes a divided power algebra. In this ase q¯i is in bidegree
(1, di + 1), or total degree di + 2. The rst spetral sequene is a spetral
sequene of algebras, while the seond spetral sequene has to be interpreted
additively only unless the multipliation on A is more strutured than just
A∞. For example, if A is En for some n ≥ 2, then by [9℄ or [18℄ THH
R(A)
is En−1 and this also gives a multipliation on the spetral sequene.
Proposition 5.1. The E2-term of the spetral sequene (5.1) ats on the E
2
-
term of the spetral sequene (5.2) by qi ·γj(q¯i) = γj−1(q¯i) and qi ·γj(q¯k) = 0
for k 6= i.
Here γ0(q¯i) = 1 and γj(q¯i) = 0 for j < 0.
Proof. This follows beause algebraially a divided power algebra is dual to
a polynomial algebra, and Tor and Ext are dual in this ase. 
Both spetral sequenes ollapse at the E2-term, and we are now in a
position to look for hidden extensions in the two spetral sequenes. The
extensions are all of the following form. Eah xi ∈ πdiR ats trivially on
E∞, but might at nontrivially on π∗THHR(A) and π∗THH
R(A). In the
rst spetral sequene an element is well dened modulo higher ltration,
so multipliation by xi inreases the ltration, while in the seond spetral
sequene an element is well dened modulo lower ltration, so multipliation
by xi dereases the ltration.
Height 1 extensions. We will onsider A = R/x with |x| = d rst. In this
ase we have spetral sequenes
E∗,∗2 = A∗[q] =⇒ π∗THHR(A),(5.3)
E2∗,∗ = ΓA∗ [q¯] =⇒ π∗THH
R(A).(5.4)
Baker and Lazarev [7℄ have one result in this diretion. They onsider
R = KU and A = KU/2 and go on to alulate THHKU(KU/2). Their
main tool is the following piee of Morita theory, a kind of double entralizer
theorem whih is an easy onsequene of the theory developed in [16℄.
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Theorem 5.2. (Baker and Lazarev, [7℄) For a nite ell R-module A, the
natural map
(5.5) R→ FFR(A,A)(A,A)
is an A-loalization. (Here F (−,−) denotes the derived funtion spetrum.)
In partiular, FFKU (KU/2,KU/2)(KU/2,KU/2) ≃ KU
∧
2 , and Baker and
Lazarev proved that THHKU(KU/2) ≃ KU
∧
2 by omparing KU/2 ∧KU
KU/2op with FKU (KU/2,KU/2).
Theorem 5.3. (Baker and Lazarev, [7, Theorem 3.1℄)
(5.6) THHKU(KU/2) ≃ KU
∧
2 ,
where KU∧2 is the 2-omplete K-theory spetrum.
We will disuss the proof here beause we want to ompare it to our more
general method. Consider the mapKU/2∧KUKU/2
op → FKU (KU/2,KU/2)
adjoint to the ation map of KU/2 ∧KU KU/2
op
on KU/2. On homotopy
this looks like
(5.7) ΛKU/2∗(α)→ ΛKU/2∗(Q).
Here |α| = 1 and |Q| = −1, so α 7→ vQ for some v ∈ π2KU/2. The
ation map KU/2∧KU KU/2
op ∧KU KU/2→ KU/2 uses the twist map, so
not surprisingly ([7, Proposition 2.12℄) v measures the nonommutativity of
KU/2, and in fat v = c(φ) = u ∈ π2KU/2 is nontrivial. It follows that
KU/2 ∧KU KU/2
op → FKU (KU/2,KU/2) is a weak equivalene, and thus
(5.8) FFKU (KU/2,KU/2)(KU/2,KU/2) −→ FKU/2∧KUKU/2op(KU/2,KU/2)
is a weak equivalene, proving the theorem.
It is lear that a generalization of their proof will tell us exatly when
THHR(A) is the A-loalization of R, but otherwise this method will not tell
us muh more about THHR(A). If we onsider the spetral sequene (5.3),
then what Baker and Lazarev really do is identifying an additive extension in
the spetral sequene. While multipliation by 2 ats trivially on E2 = E∞,
in π∗THHKU(KU/2) multipliation by 2 ats nontrivially. By abuse of
notation, let q also denote a representative of q in π∗THHKU(KU/2). Then
2 · 1 ≡ uq modulo ltration 2 and higher, whih is enough to onlude that
π∗THHKU(KU/2) ∼= Zp[u, u
−1] and that KU → THHKU(KU/2) is a 2-
ompletion.
Let us also onsider THHKU(KU/2) before we return to the more general
situation. In this ase the spetral sequene looks almost idential, exept
the additive extension will derease the ltration rather than inreasing it.
If we let γi(q¯) also denote a representative of γi(q¯) in π∗THH
KU(KU/2),
then 2 · γi(q¯) = uγi−1(q¯) modulo ltration i − 2. One way to see this is as
follows:
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Lemma 5.4. Suppose there is an extension x =
∑
aiq
i
in the spetral se-
quene (5.3). Then there are extensions
(5.9) xγn(q¯) =
∑
aiγn−i(q¯)
in the spetral sequene (5.4).
Proof. Consider the pairing E∗∗2 ⊗R∗ E
2
∗∗ → E
2
∗∗ and the orresponding pair-
ing THHR(A) ∧R THH
R(A)→ THHR(A). Then
(5.10) (x, γn(q¯)) = (
∑
aiq
i, γn(q¯)),
whih maps to
∑
aiγn−i(q¯). 
Thus we get the following desription of THHKU(KU/2):
Theorem 5.5. Topologial Hohshild homology of KU/2 is given by
(5.11) THHKU(KU/2) ≃ KU [1/2]/2KU.
Proof. By the lemma, 1 ∈ π0THH
KU(KU/2) is 2-divisible, and the same
argument shows that it is innitely 2-divisible. We an hoose 1/2 to be in
ltration 1, and from the spetral sequene it then follows that
(5.12) πnTHH
KU(KU/2) ∼= Z/2∞
for n even, and the result follows. 
Note that while THHKU(KU/2) is automatially KU/2-loal, the same is
not true for THHKU(KU/2). If we loalize (or p-omplete) THHKU(KU/2),
we end up with ΣKU∧2 , indiating an interesting kind of duality between
topologial Hohshild homology and ohomology.
A straightforward generalization of Baker and Lazarev's method works
equally well to determine when THHR(A) ≃ RA, the A-loalization of R,
for A = R/I.
For a multipliation (A2 struture) φ on A = R/I whih is homotopy
assoiative (an be extended to an A3, and thus to an A∞ struture) we
dene an n× n matrix C(φ) as follows. If φ0 is given by smashing together
multipliations φi on R/xi for eah i we set cii(φ
0) = c(φi) and cij(φ
0) = 0
for i 6= j. If φ = φ0
∏
i 6=j(1∧1+ vijQi∧Qj) we set cij(φ) = −vij− vji. Thus
C(φ) = 0 if and only if φ is homotopy ommutative, so we an say that C(φ)
measures the nonommutativity of the multipliation.
Remark 5.6. If v ∈ πdi+dj+2A, then we an onstrut an endomorphism
vQiQj of A, as follows:
(5.13) A
Qj
−→ Σ−dj−1A
Qi
−→ Σ−di−dj−2A
v
−→ A.
Let e = id + vQiQj . Then e is an automorphism of A with inverse e
−1 =
id − vQiQj . If we have a multipliation φ on A, we an onjugate by e to
get a new multipliation φe dened by
(5.14) A ∧A
e−1∧e−1
−→ A ∧A
φ
−→ A
e
−→ A.
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One an hek that φe = φ(1∧1−vQi∧Qj)(1∧1+vQj∧Qi), so C(φ
e) = C(φ).
If φ = φ0
∏
i 6=j(1 ∧ 1 + vijQi ∧ Qj) and φ
′ = φ0
∏
i 6=j(1 ∧ 1 + v
′
ijQi ∧ Qj)
for the same φ0, then C(φ) = C(φ
′) if and only if φ′ is obtained from φ by
onjugating by an endomorphism. Thus, at least o the diagonal the matrix
C(φ) determines φ up to onjugation.
Theorem 5.7. Suppose A = R/I and let φ be an A2 struture on A whih
extends to an A∞ struture. If C(φ) is invertible we get
(5.15) THHR(A) ≃ RA,
the A-loalization of R.
Proof. The map A ∧R A
op → FR(A,A) sends αi to
∑
cijβj , so we get an
equivalene A∧RA
op ≃→ FR(A,A) if and only if C(φ) is invertible. The result
then follows from Theorem 5.2.
Alternatively, we an identify the extensions in the spetral sequene (5.1).
Let B = R/xi, and onsider the obstrution to a W2-otrae from B to
(A,A). The obstrution is
∑
j cijdxi. On the other hand, the obstrution is
also the obstrution to the existene of the dotted arrow in the diagram
(5.16) R
xi
// R

// R/xi
xx
Tot1THHR(A)
whih is exatly the nontriviality of xi ∈ πdiTot
1THHR(A). Thus xi ≡∑
j cijqj modulo ltration 2 and higher. By the Weierstrass preparation theo-
rem this is enough to onlude that when C(φ) is invertible then π∗THHR(A)
∼= (R∗)
∧
I . 
Sine this result holds whenever C(φ) is invertible, it holds generially in
some sense. On the other hand, it an happen that eah cij ∈ πdi+dj+2R/I
is 0 for degree reasons. If R is 2-periodi we have no degree onsiderations,
and we an say that if 2 is invertible in A∗ or if n ≥ 2 then there exists
a multipliation φ on A with C(φ) invertible. In the harateristi 2 ase
we use Proposition 4.8, part 5 to determine whether or not THHR(R/x) is
weakly equivalent to RR/x.
The ompanion theorem for topologial Hohshild homology is as follows.
Theorem 5.8. Suppose A = R/I and let φ be an A2 struture on A whih
extends to an A∞ struture. If C(φ) is invertible we get
(5.17) THHR(A) ≃ R[I−1]/IR.
Proof. As in Lemma 5.4, 1 ∈ π0THH
R(A) is innitely xi-divisible for eah
xi, with 1/xi in ltration 1. 
To proeed further it is useful to onsider THH(A;M) with A = M =
R/I as R-modules, but with a possibly dierent A-bimodule struture onM .
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We will assume all our (An, A)-bimodule strutures are unital, in the sense
desribed at the end of setion 3. Let ξ2 = (ξ2,1, ξ2,2) be an (A2, A)-bimodule
struture on M . Here ξ2,1 : M ∧A→M and ξ2,2 : A ∧M →M .
Now, it is possible to vary ξ2,1 and ξ2,2 independently. For example, we
an get a new (A2, A)-bimodule struture on M by letting ξ
′
2,1 = ξ2,1(1 ∧
1 + vijQi ∧Qj) and not hanging ξ2,2. We an dene a matrix C(ξ2) whih
measures how nonsymmetri the (A2, A)-bimodule struture is in a similar
way as before. If A = M = R/x, we dene c(ξ) by the equation
(5.18) ξ2,1 ◦ τ − ξ2,2 = c(ξ)(β ∧ β).
If ξ2 is obtained by smashing together (A2, R/xi)-bimodule strutures ξ
i
2 on
eah R/xi we set cii(ξ2) = c(ξ
i
2). If ξ
′
2 = (ξ
′
2,1, ξ2,2) where ξ
′
2,1 is obtained
from ξ2,1 by ξ
′
2,1 = ξ2,1(1 ∧ 1 + vijQi ∧Qj) we set cij(ξ2) = cij(ξ2) − vij . If
ξ2,2 is hanged we adjust cji in the same way.
It is lear that for any, not neessarily symmetri, n × n matrix C with
cij ∈ πdi+dj+2M there is an (A2, A)-bimodule struture ξ2 on M with
C(ξ2) = C. It is also lear that C(ξ2) ontrols the height 1 extensions in
the THH spetral sequenes, so by hoosing the (A2, A)-bimodule struture
appropriately we an get any extension whih is possible for degree reasons.
Theorem 5.9. Suppose A = M = R/I, and x an A∞ struture on A.
Suppose there exists a matrix C = {cij} with cij ∈ πdi+dj+2M whih is
invertible in M∗. Then there exists an (A∞, A)-bimodule struture on M
suh that
(5.19) THHR(A;M) ≃ RA
and
(5.20) THHR(A;M) ≃ R[I−1]/IR.
Proof. Choose ξ2 suh that C(ξ2) = C is invertible. 
Height n extensions. Now we laim that this works equally well for (An, A)-
bimodule strutures on M for any n ≥ 2. The essential point is that if we
perturb the (An, A)-bimodule struture while xing the (An−1, A)-bimodule
struture, then all the height n−2 extensions remain the same and the height
n− 1 extensions hange in a preditable way.
Suppose we have two (An, A)-bimodule strutures ξ = (ξ2, . . . , ξn) and
ξ′ = (ξ′2, . . . , ξ
′
n) on M = A = R/I with ξi = ξ
′
i for i < n. Consider
ξn = {ξn,i | 1 ≤ i ≤ n} and ξ
′
n = {ξ
′
n,i | 1 ≤ i ≤ n}. Let J = (j1, . . . , jn) and
write QJ for Qj1 ∧ . . . ∧ Qjn . Also write q
J
for qj1 · · · qjn . The obstrution
theory implies that we an write
(5.21) ξ′n,i = ξn,i
∏
J
(
1 ∧ . . . ∧ 1 + vJ,iQJ
)
.
Theorem 5.10. Let A = M = R/I and suppose M has two (An, A)-
bimodule strutures ξ and ξ′ as above. Then the extension of xk to ltration
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n− 2 is the same for the two (An, A)-bimodule strutures, and the extension
of xk to ltration n − 1 diers by a sum over i of all J suh that ji = k of
vJ,iq
J/qk.
Proof. This is mostly bookkeeping. Given ξ and ξ′ as above, the dierene
between the degree n− 1 extension for the two bimodule strutures is given
by the obstrution to the existene of a ertain map (Wn)+∧R/xk∧A
(n−1) →
M , given by
(5.22) (Wn)+ ∧R/xk ∧A
(n−1) −→ (Wn)+ ∧M ∧A
(n−1) −→M,
where the rst map is the anonial map R/xk → R/I and the seond map
is given by ξn,i − ξ
′
n,i on the Kn on the boundary of Wn orresponding to
(Kn)+∧A
(i−1)∧M ∧A(n−i−1) →M , and the trivial map on the rest of ∂Wn
beause the (An−1, A)-bimodule strutures determined by ξ and ξ
′
agree.
Using that Wn ∼= D
n−1
and that the map on the boundary has to fator
through R/x
Qk−→ Σdk+1R the obstrution is given by a map
(5.23) Σn−2R/xk ∧A
(n−1) Qk∧1−→ Σdi+(n−1)A(n−1) −→M,
or an element in M−di−(n−1)(A(n−1)). On the i'th opy of Kn the map
(Kn)+ ∧A
(i−1) ∧R/xk ∧A
(n−i−1) →M is given by a sum over all J of
(5.24) (Kn)+ ∧A
(i−1) ∧R/xk ∧A
(n−i−1) ǫ∧1−→ Σdk+1(Kn)+ ∧A
(n−1) −→M,
where ǫ = Qk if ji = k and 0 otherwise, and the seond map is vJ,iq
J/qk.
This implies the result. 
It follows from this theorem that by adjusting the (A∞, A)-bimodule stru-
ture on M we have a lot of hoie for π∗THHR(A;M).
Corollary 5.11. Given power series fi =
∑
aiJq
J
for i = 1, . . . ,m in
R∗[[q1, . . . , qm]] with no onstant term of total degree d1, . . . , dm respetively,
there is an (A∞, A)-bimodule struture on M suh that
(5.25) π∗THHR(A;M) ∼= R∗[[q1, . . . , qm]]/(x1 − f1, . . . , xm − fm).
For this (A∞, A)-bimodule struture we have
(5.26) π∗THH
R(A;M) ∼= ΓR∗ [q¯1, . . . , q¯m]/(xiγI(q¯)−
∑
aiJγI−J(q¯)).
Here I and J run over indies I = (i1, . . . , im) and J = (j1, . . . , jm). Also,
qJ means qj11 · · · q
jm
m , and γI(q¯) means γi1(q¯1) · · · γim(q¯m).
For generi power series f1, . . . , fm we see that π∗THHR(A;M) is a nite
extension of π∗RA ∼= (R∗)
∧
I , and π∗THH
R(A;M) is a nite free R∗[I
−1]/IR∗-
module. It also has the following onsequene, now for A = M :
Corollary 5.12. Suppose we hange the An struture on A by some f in
A∗[q1, . . . , qm] of degree n in the qi's. Then the extension of xk to ltration
n− 1 in π∗THHR(A) with these two An strutures (and any A∞ extensions
of these) hanges by
df
dqk
.
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This should be ompared with Lazarev's Hohshild ohomology alu-
lations in [23℄. He proved that if R is an even ommutative graded ring
and A is a 2-ell DG R-module A = {Σd+1R
x
→ R} with dierential x
for some nonzero divisor x, then the moduli spae of A∞ strutures on A
an be identied with the set of power series f(q) = xq + a2q
2 + . . . in
H∗(A)[[q]] ∼= R/x[[q]]. In this ase, Lazarev proved ([23, Proposition 7.1℄)
that
(5.27) HH∗R(A)
∼= H∗(A)[[q]]/(f
′(q)).
Thus the oeient an desribing the An struture ontributes to an exten-
sion in the anonial spetral sequene, where multipliation by x sends 1 to
nanq
n−1
in ltration n − 1. But an An struture is really n idential maps
ξn,i making up an (An, A)-bimodule struture, and the oeient n omes
from the sum of these n maps.
The Morava K-theories. There are two ases to onsider, the 2(pn − 1)-
periodi Morava K-theory K(n) = Ê(n)/(p, v1, . . . , vn−1) and the 2-periodi
MoravaK-theoryKn = En/(p, v1, . . . , vn−1). ForK(n)most of the (o)trae
obstrutions are zero for degree reasons, and we onjeture that THH(K(n))
is independent of the A∞ struture. On the other hand, THH(Kn) varies
onsiderably over the moduli spae of A∞ strutures.
We start by onneting the relation
(5.28) vi(στ¯i)
p−1 · · · (στ¯n−1)
p−1 = vn
in π∗THH
S(k(n)) from Theorem 4.13 to the W-trae obstrution theory.
Proposition 5.13. Under the omposite THHS(k(n))→ THHS(K(n))→
THHÊ(n)(K(n)), the lass στ¯i in π∗THH
S(k(n)) maps to the lass q¯i in
π∗THH
Ê(n)(K(n)).
Proof. The key fat is that the exterior generator αi in π∗K(n)∧Ê(n)K(n)
op
whih gives rise to q¯i in the spetral sequene onverging to π∗THH
Ê(n)(K(n))
also lives in π∗k(n)∧S k(n)
op
, under the name τ¯i. The rest is a simple matter
of omparing two ways to alulate π∗THH
S(k(n)) in low degrees, either by
rst running the Bökstedt spetral sequene and then the Adams spetral
sequene, or by running the Künneth spetral sequene. 
Theorem 5.14. The anonial map
(5.29) K(n)→ Σ2(p
n−1)/(p−1)−n−2pi−1Ê(n)/vi
extends to a W(n−i)(p−1)-trae and the obstrution to a W(n−i)(p−1)+1-trae
is nontrivial, giving a height (n− i)(p − 1) extension
(5.30) viq¯
p−1
i · · · q¯
p−1
n−1 = vn
in the spetral sequene onverging to π∗THH
Ê(n)(K(n)).
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Here q¯p−1i should be interpreted as −γp−1(q¯i).
Proof. This follows from Theorem 4.13 and Proposition 5.13, using that this
is the rst possible obstrution for degree reasons. 
Corollary 5.15. The anonial map
(5.31) Ê(n)/vi −→ K(n)
extends to a W(n−i)(p−1)-otrae and the obstrution to a W(n−i)(p−1)+1-
otrae is (−1)n−ivnq
p−1
i · · · q
p−1
n−1.
This is enough to determine THH(K(1)), and almost enough to determine
THH(K(n)) for n > 1.
Theorem 5.16. Topologial Hohshild ohomology of K(1) is given by
(5.32) π∗THHÊ(1)(K(1))
∼= Zp[v1, v
−1
1 ][[q]]/(p + v1q
p−1)
as a ring.
Similarly,
(5.33) π∗THH
Ê(1)(K(1)) ∼=
p−2⊕
i=0
Σ2iZ/p∞[v1, v
−1
1 ]
as an Ê(1)∗-module.
Proof. This follows from Theorem 5.14, after we use the Weierstrass prepara-
tion theorem to onlude that Zp[v1, v
−1
1 ][[q]]/(p+v1q
p−1+a2p−2q
2(p−1)+. . .)
does not depend on the oeients a2p−2, . . .. 
Thus Ê(1)∗ → π∗THHÊ(1)(K(1)) is a tamely ramied (at p) extension of
degree p−1, while the p-ompletion, orK(1)-loalization, of THHÊ(1)(K(1))
onsists of p−1 opies of of Ê(1). It is a urious fat that both THH
Ê(1)
(K(1))
and KU∧p onsist of p − 1 opies of Ê(1), though these opies are glued to-
gether in dierent ways.
Remark 5.17. While THH
Ê(1)
(K(1)) is an E2 ring spetrum by the Deligne
onjeture, it is not an E∞ ring spetrum. One an see this by onsidering
suitable power operations in K(1)-loal E∞ ring spetra. Reall, e.g. from
[28℄ that a K(1)-loal E∞ ring spetrum T (whih has to satisfy a tehnial
ondition whih we do not have to worry about here) has power operations ψ
and θ suh that (in partiular) ψ is a ring homomorphism and
(5.34) ψ(x) = xp + pθ(x)
for x ∈ T 0X. Now, if T∗ has an i'th root of some multiple of p, say, ζ
i = ap
for a unit a and i > 1, then we get
(5.35) ap = ψ(ζ)i = (ζp + pθ(ζ))i,
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and the right hand side is divisible by p2 while the left hand side is not. In
partiular, we an apply this to T = THH
Ê(1)
(K(1)) as above to show that
this annot be an E∞ ring spetrum.
We believe that a similar argument shows that the spetra THH
Ê(n)
(K(n))
and THHEn(Kn) an never be E∞, exept in the ases when THHEn(Kn) ≃
En.
In general we get the following.
Theorem 5.18. Topologial Hohshild ohomology of K(n) is given by
(5.36) π∗THHÊ(n)(K(n))
∼= Ê(n)∗[[q0, . . . , qn−1]]/(p−f0, . . . , vn−1−fn−1)
as a ring, where fi ≡ (−1)
n−ivnq
p−1
i · · · q
p−1
n−1 modulo higher degree.
Similarly,
(5.37)
π∗THH
Ê(n)(K(n)) ∼= Γ
Ê(n)∗
[q¯0, . . . , q¯n−1]/(xiγI(q¯)−
∑
aiJγI−J(q¯)),
where the notation is the same as in Corollary 5.11.
Conjeture 5.19. Topologial Hohshild ohomology of K(n) is indepen-
dent of the A∞ struture and a nite, tamely ramied (at the primes p, v1, . . . ,
vn−1) extension of degree (p − 1) · · · (p
n − 1).
One way to hek this onjeture would be to alulate more of the o-
eients of the power series fi. We believe, using the philosophy that if
something an happen it will, that they look like
fn−1 = −vnq
p−1
n−1 + . . .
fn−2 = vnq
p−1
n−1 ± vnq
p2−1
n−2 + . . .
.
.
.
f0 = (−1)
nqp−10 · · · q
p−1
n−1 ± vnq
p−1
0 · · · q
p2−1
n−2 + . . .± vnq
pn−1
0 + . . .
in whih ase the onjeture would follow. The part about being indepen-
dent of the A∞ struture would also follow (by using that THHÊ(n)(K(n)) ≃
THHS(K(n))) if we knew that all the A∞ strutures onK(n) beome equiv-
alent over S. We might ome bak to that elsewhere.
For the 2-periodi Morava K-theories Kn = En/(p, u1, . . . , un−1) we have
many more hoies of A∞ strutures, and hene more hoies for THH(Kn).
In partiular, we have the following.
Theorem 5.20. For any p and n there exists A∞ strutures on Kn suh
that
(5.38) THHEn(Kn) ≃ En
and
(5.39) THHEn(Kn) ≃ En[I
−1]/IEn.
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Proof. If n > 1 or p is odd, this follows from Theorem 5.8. The last ase is
Baker and Lazarev's alulation of THHKU(KU/2). 
In general we get many possible extensions, and while we an hoose most
of the oeients of the power series fi freely, we run into the same problem
as in the alulation of THH(K(n)). Again the ase n = 1 is easier than
the general ase.
Theorem 5.21. Given an n with 1 ≤ n < p − 1 and a ∈ {1, . . . , n − 1},
there is an A∞ struture on K1 with
(5.40) π∗THHE1(K1)
∼= (E1)∗[[q]]/(p + a(uq)
n).
For suh an A∞ struture, π∗THH
E1(K1) is a diret sum of n opies of
Z/p∞[u, u−1]. Otherwise,
(5.41) π∗THHE1(K1)
∼= (E1)∗[[q]]/(p + (uq)
p−1),
and π∗THH
E1(K1) is a diret sum of p− 1 opies of Z/p
∞[u, u−1].
Thus THHE1(K1) is always a nite extension of E1, of degree d for some
1 ≤ d ≤ p− 1. As in Conjeture 5.19 we believe that THHEn(Kn) is always
a nite extension of En.
6. THH of Morava K-theory over S
In this setion, whih is somewhat dierent from the previous setions, we
prove that THH(K(n)) and THH(Kn) do not depend on the ground ring.
By this we mean that the anonial maps
(6.1) THHS(Kn) −→ THH
En(Kn)
and
(6.2) THHEn(Kn) −→ THHS(Kn)
are weak equivalenes, and similarly for K(n) using Ê(n) instead of En. The
earliest inarnation of this equivalene an be found in [30℄, where Robinson
observed that for p odd the ti's in
(6.3) π∗(K(n)∧SK(n)) ∼= K(n)∗[α0, . . . , αn−1, t1, t2, . . .]/(α
2
i , vnt
pn
i −v
pi
n ti)
do not ontribute to the Ext groups Ext∗∗π∗K(n)∧SK(n)(K(n)∗,K(n)∗). Some-
thing similar is true at p = 2 if we use K(n)∧SK(n)
op
. While αi squares to
ti+1 instead of 0 in this ase, the Ext alulation is still valid. This was used
by Baker and Lazarev in [7℄ to see that THHS(KU/2) ≃ THHKU(KU/2).
Muh of the material in this setion omes from [29℄, where Rezk does
something similar to show that ertain derived funtors of derivations vanish.
We have also used ideas from [21℄.
We expet THH to be invariant under hange of ground ring from S to
En, or the other way around, beause something similar holds algebraially.
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Lemma 6.1. Let R −→ R′ be a Galois extension of rings and suppose A is
an R′ algebra. Then the anonial maps
(6.4) HHR∗ (A) −→ HH
R′
∗ (A)
and
(6.5) HH∗R′(A) −→ HH
∗
R(A)
are isomorphisms
Proof. Reall from [34℄ that Hohshild homology satises étale desent and
Galois desent. Étale desent shows that HHR
′
∗ (A)
∼= HHR∗ (A) when A =
A′ ⊗R R
′
, and then Galois desent shows that it holds for any A. The
ohomology ase is similar. 
Now, if En is the Morava E-theory assoiated to the Honda formal group
over Fpn, Rognes desribes [32, 5.4℄ how the unit map S −→ En is a
K(n)-loal (or Kn-loal) pro-Galois extension with Galois group Gn, the
extended Morava stabilizer group. Similarly, S −→ Ê(n) is a K(n)-loal
pro-Galois extension with the slightly smaller Galois group Gn/K for K =
F×pn ×Gal(Fpn/Fp) , so we expet the result, if not the proof, to arry over.
Perfet algebras. Let A and B be ommutative Fp-algebras, and suppose
i : A −→ B is an algebra map. There is a Frobenius map F sending x
to xp on eah of these Fp-algebras. Let A
F
denote A regarded as an A-
algebra using the Frobenius F . Now we an dene a relative Frobenius
FA : A
F ⊗A B −→ B as FA(a⊗ b) = i(a)b
p
on deomposable tensor fators,
or as the unique map AF ⊗A B → B in the following diagram:
(6.6) A
i
//
F

B

F

6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
6
A //
i
))TT
TT
TT
TT
TT
TT
TT
TT
TT
TT
T AF ⊗A B
$$
B
Denition 6.2. We say that i : A −→ B is perfet if FA : A
F ⊗A B −→ B
is an isomorphism.
This denition speializes to the usual denition of a perfet Fp-algebra
when A = Fp.
Now suppose that i : A −→ B has an augmentation ǫ : B −→ A. Let
I = ker(ǫ) be the augmentation ideal, so that B ∼= A⊕ I additively.
Lemma 6.3. For i ≥ 0 and any B-module M we have
(6.7) TorBi (I,M)
∼= TorBi+1(A,M)
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and
(6.8) ExtiB(I,M)
∼= Exti+1B (A,M).
Proof. This follows by hoosing a resolution like
(6.9) A←− A⊕ I ←− P0 ←− P1 ←− . . . ,
of A, where P0 ←− P1 ←− . . . is a projetive resolution of I as a B-module.

Now, if i : A −→ B is perfet, we have an isomorphism FA : A
F ⊗A
(A ⊕ I) −→ A ⊕ I, and this gives an isomorphism FA : A
F ⊗A I −→ I of
non-unital algebras.
Now suppose that M is an A-module, and regard M as a B-module via
ǫ. Then I ats trivially on M , and we use that to prove the following:
Proposition 6.4. Suppose that i : A −→ B is perfet and let M be any
A-module viewed as a B-module via the augmentation ǫ : B −→ A. Then we
have
(6.10) TorBi (I,M) = 0
and
(6.11) ExtiB(I,M) = 0
for all i.
Proof. We show that the maps
(6.12) (AF ⊗A I)⊗B M
FA⊗1−→ I ⊗B M
and
(6.13) HomB(I,M)
F ∗A−→ HomB(A
F ⊗A I,M)
are both isomorphisms and zero. They are isomorphism beause i : A −→ B
is perfet. They are zero beause, for example, given any map f : I −→M of
B-modules, we nd that F ∗Af is given by F
∗
Af(a⊗b) = f(ab
p) = bp−1f(ab) =
0, so F ∗Af is zero. The same argument applies to a projetive resolution of I
to show that ExtiB(I,M) = 0 for i > 0. The argument for Tor is similar. 
Combining the above two results we get the following:
Theorem 6.5. Suppose that i : A −→ B is perfet, and let M be any A-
module regarded as a B-module via the augmentation ǫ : B −→ A. Then we
get
(6.14) TorBi (A,M) = 0
and
(6.15) ExtiB(A,M) = 0
for i > 0, while A⊗B M ∼= M and HomB(A,M) ∼= M .
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Formal groups. Most of what we need to know about formal groups an
be found in [29℄. Reall that given two Morava E-theories E and F of the
same height, the maximal ideals in E0F oming from mE and mF oinide.
Furthermore, E0F/m represents isomorphisms of formal group laws. Let
W (Γ1,Γ2) = k1⊗LW⊗Lk2, where L is the Lazard ring (isomorphi toMU∗,
or MUP0, where MUP is the 2-periodi omplex obordism spetrum) and
W = L[t±10 , t1, . . .].
Proposition 6.6. ([29, Remark 17.4℄) If E and F are the Morava E-theories
assoiated to two formal groups Γ1 and Γ2 of height n, then
(6.16) (π0E ∧S F )/m ∼= W (Γ1,Γ2).
Proposition 6.7. ([29, Corollary 21.6℄) The ring W (Γ1,Γ2) is a perfet
k1-algebra.
Proposition 6.8. Given any multipliation on K, we have
(6.17) π0(K ∧S K
op) ∼=
(
π0(E ∧S E)
)
/m⊗ Λ(α0, . . . , αn−1).
additively, and eah αi squares to something that ats trivially on K∗.
Proof. This is lear additively, and the laim about the multipliative stru-
ture follows as in the proof of Proposition 3.6. 
Now we are in a position to prove the following theorem:
Theorem 6.9. Let E be either En or Ê(n). If E = En let K = Kn and if
E = Ê(n) let K = K(n). Then the anonial maps
(6.18) THHS(K) −→ THHE(K)
and
(6.19) THHE(K) −→ THHS(K)
are weak equivalenes.
Proof. We have spetral sequenes alulating π∗ of both sides, where the
E2-terms are Torπ∗(K∧EKop)(K∗,K∗) and Torπ∗(K∧SKop)(K∗,K∗) in the rst
ase and the orresponding Ext groups in the seond ase. For (E,K) =
(En,Kn), Theorem 6.5 and Proposition 6.8 shows that the E2-terms are
isomorphi, and sine the isomorphisms are indued by the obvious maps
this proves the theorem.
The ase (E,K) = (Ê(n),K(n)) is similar, using L[t1, t2, . . .] instead of
W . 
One interesting onsequene of this theorem is the following:
Corollary 6.10. Let E be either En or Ê(n). If E = En let K = Kn and
if E = Ê(n) let K = K(n). Then the spaes of A∞ E-algebra strutures on
K and A∞ S-algebra strutures on K are equivalent.
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Note that this is before modding out by Aut(A), whih ats on the spae
of A∞ strutures. Beause AutS(K) is larger than AutE(K), there are fewer
equivalene lasses of S-algebra strutures on K.
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