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Resumen: Un problema común al trabajar con sistemas CLIR (Cross-Lingual Information 
Retrieval) basados en la traducción de consultas consiste en obtener una única lista de 
documentos relevantes a partir de los resultados locales obtenidos para cada colección 
monolingüe. En este trabajo se presenta un estudio comparativo de las estrategias 
tradicionalmente usadas para resolver este problema. Se incluyen en el estudio dos técnicas 
recientes: la regresión logística y el cálculo del RSV (Retrieve Status Value) en dos pasos. 
Además, se presenta e implementa una nueva técnica basada en redes neuronales artificiales que 
utiliza el algoritmo LVQ (Learning Vector Quantization) y con la que se obtienen resultados 
prometedores. Como muestran los experimentos realizados, los mejores resultados son 
obtenidos mediante el uso de la técnica denominada RSV en dos pasos. Sin embargo, este 
método requiere que las consultas estén alineadas a nivel de término. Esto es, para cada término 
de la consulta, debe conocerse cómo ha sido traducido al resto de los idiomas. Dado que tal 
información no siempre está disponible, es usual que las consultas cuenten con una parte 
alineada y otra no alineada. Es por ello que la segunda parte del artículo, estudia la forma de 
integrar la información obtenida a partir de la parte alineada y la no alineada en el método RSV 
en dos pasos mediante el uso de regresión logística y LVQ.  
Palabras clave: Redes neuronales artificiales, Sistemas CLIR, LVQ, RSV en dos pasos, 
Regresión logística, Estrategias de fusión de documentos. 
Abstract: A very common problem that arises when we deal with CLIR systems based on 
queries translation consists of obtaining an only relevant documents list from the local results of 
each monolingual collection. In this work a comparative study of the strategies traditionally 
used appears to solve this problem. Two recent techniques are included in the study: the logistic 
regression and the calculation of the 2-step RSV. We include two recent techniques: logistic 
regression and 2- step RSV. Moreover, we present and implement a new technique based on 
neural networks using LVQ algorithm with promising results obtained. The experiments show 
that best results are obtained by the 2-step RSV technique. Nevertheless, this method requires 
that the query must be aligned at term level. That is, it must be known how each term of the 
query has been translated into different languages. As such information is not always available, 
it is usual that the query has an aligned and not aligned part. So, we study the way of integrating 
the data obtained from the aligned and not aligned part in 2-step RSV method by means of the 
use of logistic regression and LVQ. 
 
Keywords: Artificial neural networks, CLIR systems, LVQ, 2-step RSV, Logistic regresion, 
Merging document strategies 
 
 
  
1 Introducción 
En la última década, el interés por desarrollar 
sistemas de recuperación de información 
multilingüe (CLIR - Cross Lingual Information 
Retrieval) ha crecido de manera espectacular 
(Grefenstette, 1998). Un sistema CLIR es un 
sistema de recuperación de información 
capacitado para operar sobre una colección de 
documentos multilingüe. Esto es, supuesto que 
un usuario consulte un sistema CLIR, éste debe 
recuperar todos aquellos documentos relevantes 
de entre los que se encuentran en la colección, 
con independencia del idioma utilizado tanto en 
la consulta como en los documentos. Así, la 
salida de uno de estos sistemas será 
frecuentemente una lista heterogénea de 
documentos escritos en inglés, español, francés, 
alemán... y ordenada según la puntuación 
obtenida por cada documento para la consulta 
dada.  
Para implementar sistemas CLIR existen 
varias aproximaciones. Por un lado, existen 
sistemas CLIR que traducen las consultas a los 
idiomas necesarios, mientras que otros crean 
una colección de documentos monolingüe 
mediante la traducción de la colección original 
multilingüe. También se han realizado sistemas 
que utilizan un enfoque mixto, traduciendo las 
consultas, pero manteniendo un único índice de 
documentos multilingüe. Si bien la opción de 
traducir únicamente las consultas parece que es 
la predominante actualmente, este enfoque 
dificulta la obtención de una única lista de 
documentos relevantes pues, en general, 
obtendremos tantas listas como idiomas estén 
presentes en la colección. La traducción 
documental, por su parte, presenta problemas de 
escalabilidad, además de resultar pesada la 
traducción de toda la colección, especialmente 
en un ambiente experimental, con frecuentes 
cambios y la consecuente reindexación de la 
colección. 
En un sistema CLIR basado en traducción de 
consultas se realiza un proceso de recuperación 
de información monolingüe independiente para 
cada idioma. De esta manera, se obtienen tantas 
colecciones como lenguajes dividiendo los 
documentos por idiomas. A continuación, cada 
consulta se lanza contra su colección 
correspondiente obteniendo una lista de 
documentos relevantes por cada uno de los 
idiomas. El último paso, consiste en mezclar 
estas listas para proporcionar al usuario una 
única lista de documentos relevantes. Teniendo 
en cuenta que la relevancia de cada documento 
es obtenida con relación a la colección de 
documentos monolingüe a la cual pertenece, y 
no con relación a la  colección original 
multilingüe, la obtención de una única lista de 
documentos relevantes a partir de las listas 
monolingües no es un problema trivial. Se trata 
de un problema abierto en el que se han 
experimentado diversas estrategias, desde 
aplicar un sencillo algoritmo estilo Round-
Robin, hasta normalizar la puntuación obtenida 
por cada documento. Sin embargo, la pérdida 
de precisión con respecto a los  esquemas 
recuperación de información monolingüe que 
trabajan con una única gran colección baja 
considerablemente (Voorhees, 1995, Savoy, 
2001). 
Recientemente, Martínez, Martín y Ureña, 
(2002) proponen un nuevo método de fusión de 
documentos para conseguir una única lista de 
artículos relevantes. Esta aproximación, 
denominada RSV en dos pasos (RSV: Retrieval 
Status Value), se basa en la reindexación de los 
documentos recuperados en un único nuevo 
espacio multilingüe donde cada término y sus 
traducciones son considerados sinónimos y, por 
consiguiente, con una frecuencia documental 
común. El problema que presenta este método 
es que para que funcione correctamente es 
necesario que el vocabulario esté alineado: dada 
una palabra en una consulta, se debe conocer su 
traducción a cada uno del resto de idiomas. 
Lamentablemente, esto no siempre es posible, 
por lo que se hace necesaria un estrategia 
alternativa que permita manejar consultas con 
un nivel de alineación de palabras parcial. 
Como consecuencia de ello, para cada 
documento obtendremos, al menos, dos 
puntuaciones: la alcanzada por la parte alineada 
de la consulta (calculada mediante RSV en dos 
pasos) y la puntuación lograda por la parte no 
alineada de la consulta (calculada de manera 
tradicional). En este trabajo se propone una 
nueva estrategia basada en redes neuronales que 
permite integrar tanto la puntuación de la 
consulta obtenida por la parte alineada como 
por la no alineada. 
En primer lugar, se presenta un estudio 
comparativo entre las distintas estrategias 
tradicionales que se han venido utilizando en la 
fusión de documentos y métodos más recientes 
como el RSV en dos pasos y el uso de regresión 
logística. Como novedad, se incluye en la 
comparativa una técnica prometedora basada en 
  
Redes Neuronales Artificiales (RNA) para la 
obtención de una única lista de documentos 
relevantes. 
En segundo lugar, el artículo estudia la 
utilización de la regresión logística y las RNA 
para integrar la parte alineada y no alineada de 
una consulta en el cálculo del RSV en dos 
pasos. Como muestran los resultados, la 
combinación de estas nuevas técnicas para 
calcular el RSV en dos pasos supone un 
incremento considerable en la precisión. 
El resto del artículo se organiza de la 
siguiente manera: En la siguiente sección, se 
presenta una breve introducción a las RNA. A 
continuación, se describen las técnicas 
tradicionales en la fusión de documentos en 
sistemas CLIR, así como la nueva técnica 
propuesta basada en el algoritmo LVQ. 
Después, se explica el uso de la regresión 
logística y el algoritmo LVQ para la integración 
de la parte no alineada en las consultas con el 
método RSV en dos pasos. Por último, se 
describen los experimentos realizados y los 
resultados obtenidos, así como las conclusión 
finales. 
2 Redes neuronales artificiales 
En este artículo se describe el uso de RNA 
aplicadas a la resolución del problema de la 
fusión de documentos en sistemas CLIR. 
Las RNA son modelos estadísticos de 
procesamiento de información que están 
inspirados en un sistema nervioso biológico 
(McClelland y Rumelhart, 1986). Una RNA se 
compone de un conjunto de elementos de 
procesamiento denominados neuronas e 
interconectados entre sí a través de unos pesos 
de conexión. Mediante un proceso de 
aprendizaje (fase de entrenamiento), la RNA 
ajusta sus pesos de conexión para generar un 
modelo capaz de incorporar la información de 
los datos de ejemplo. 
Las RNA se han aplicado a un gran número 
de problemas reales de complejidad 
considerable (Fiesler y Beale, 1997). Estos 
problemas incluyen reconocimiento de patrones 
y pronósticos, clasificación de datos, 
aproximación de funciones... 
Existen muchos tipos de redes dependiendo 
de su arquitectura, tipo de aprendizaje utilizado 
o algoritmo de entrenamiento aplicado a la red. 
Una de las redes más utilizadas en clasificación 
y que se puede entender como un método de 
regresión es el modelo LVQ (Learning Vector 
Quatization) (Kohonen, 1995). Se trata de una 
red basada en el modelo de Kohonen que utiliza 
aprendizaje competitivo supervisado para 
ajustar los pesos de conexión. Una red 
competitiva permite agrupar y representar los 
datos que están situados en un mismo espacio 
de entradas. Los pesos de cada neurona 
representan puntos en el espacio de entrada 
llamados vectores prototipo o codebooks. En el 
aprendizaje competitivo, las neuronas de la 
capa de salida compiten entre sí para conseguir 
proclamarse ganadora. Sólo la unidad de salida 
que gane la competición será la que modifique 
sus pesos de conexión. 
Por otra parte, puesto que se trata de un 
aprendizaje supervisado, la red necesita un 
conjunto de datos de entrenamiento que 
incluyan tanto las características que se desean 
aprender como la salida correcta que debería 
dar la red en respuesta a esa entrada. 
En la sección 4 se describe con detalle el 
funcionamiento de la red LVQ aplicada  a la 
fusión de documentos en colecciones CLIR. 
3 Estrategias de fusión de documentos 
Existen varias aproximaciones para mezclar 
colecciones monolingües pero, como se 
muestra en (Savoy, 2001), la pérdida de 
precisión se encuentra entre un 20% y un 40% 
dependiendo de la colección. 
A pesar de su simplicidad, una de las 
técnicas más utilizadas en esta tarea consiste en 
ordenar simplemente atendiendo a la 
puntuación alcanzada por cada documento (raw 
scoring). En un intento de hacer comparables 
las puntuaciones de las distintas colecciones 
monolingües, se ha propuesto en diversas 
ocasiones normalizar tales valores localmente 
(raw scoring normalizado). Las fórmulas 1 y 2 
muestran distintas formas de llevar a cabo esta 
normalización (Powell et al., 2000). 
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El uso de algoritmos tipo round-robin es un 
enfoque igualmente simplista y con unos 
resultados similares, sólo que, en este caso, se 
ordena atendiendo no a la puntuación sino a la  
posición alcanzada por cada documento 
  
localmente en relación a la colección 
monolingüe a la cual tal documento pertenece. 
Una aproximación que ha dado buenos 
resultados hace uso de la regresión logística. Se 
trata de un método estadístico que permite 
calcular la probabilidad de relevancia de un 
documento di en base a su puntuación original y 
el logaritmo del ranking obtenido. Dependiendo 
de estas probabilidades de relevancia, estimadas 
a partir de la fórmula 3 para cada colección 
monolingüe, los documentos se intercalan 
creando una única lista ordenada por 
probabilidad (Le Calvé, 2000, Savoy, 2003). 
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Los coeficientes α, β1 y β2 son parámetros 
desconocidos que deben ser calculados usando 
otros métodos como máxima probabilidad o 
métodos iterativos basados en el cálculo de 
mínimos cuadrados. Puesto que la regresión 
logística requiere ajustar el modelo, se debe 
disponer de un conjunto de datos de 
entrenamiento (las consultas y sus juicios de 
relevancia) para cada una de las colecciones 
monolingües. 
Recientemente, Martínez, Martín y Ureña, 
(2002) proponen un nuevo método de fusión de 
documentos denominado RSV en dos pasos, 
obteniendo unos resultados prometedores. Un 
término y sus traducciones deben compartir la 
misma frecuencia documental, de tal manera 
que el factor idf (inverse document frequency) 
aplicado a la hora de calcular el peso de un 
término, no debe depender de la colección 
considerada, sino del conjunto de todas ellas. El 
método propuesto calcula el RSV en dos fases: 
1. La fase de preselección de documentos se 
corresponde con la traducción y 
lanzamiento de la consulta sobre cada 
colección monolingüe, Dj, como se realiza 
de manera usual en los sistemas CLIR 
basados en traducción de consultas. Esta 
fase genera dos resultados. En primer lugar, 
se obtiene una única colección multilingüe 
de documentos preselecionados (D’) con la 
unión de los 1.000 primeros documentos 
recuperados para cada idioma. Por lo tanto, 
esta colección multilingüe, D’, tendrá un 
total de N*1.000 documentos, donde N es 
el número de idiomas. En segundo lugar, 
para cada término de la consulta original, se 
obtiene su traducción al resto de los 
idiomas. Al conjunto de términos que son 
traducciones de un término dado, se le 
llamará “concepto”. Un concepto es 
independiente del idioma. Así, se obtiene 
un vocabulario T, formado por todos los 
conceptos presentes en la consulta. 
2. La fase de reordenamiento consiste en 
reindexar la colección D’, considerando el 
vocabulario T. Se crea un índice de 
conceptos, en lugar de uno de términos, ya 
que todos los términos de un mismo 
concepto se tratan como ocurrencias del 
mismo concepto. Por último, se lanza la 
consulta sobre este índice, consulta que 
estará formada por conceptos y no por 
términos, con lo que es independiente del 
lenguaje.  
El problema principal que presenta esta 
aproximación es que requiere que todos los 
términos estén alineados. Sin embargo, esto no 
es siempre posible y se hace necesario utilizar 
una técnica que combine de alguna manera la 
parte de consulta alineada y la no alineada. En 
este trabajo se presentan dos nuevas 
aproximaciones para resolver este problema: el 
uso de regresión logística y el uso de una RNA 
basada en el modelo de Kohonen. 
4 Una nueva estrategia de fusión de 
documentos: LVQ 
En esta sección se presenta una nueva técnica 
para obtener una única lista de documentos para 
la colección multilingüe basada en la utilización 
de una RNA. Concretamente, se ha utilizado el 
algoritmo de aprendizaje competitivo LVQ. El 
algoritmo LVQ usa un conjunto de vectores de 
similitud denominados vectores de pesos, 
vectores de referencia o codebooks. A cada 
clase se le asocia un conjunto de vectores de 
pesos wk, de manera que durante el proceso de 
aprendizaje, uno de ellos será seleccionado y la 
clase a la que pertenece será elegida como 
ganadora de la competición. 
Aunque en principio el algoritmo LVQ se 
utiliza para clasificación, en este trabajo se ha 
ajustado la salida de la red para que dé una 
medida de proximidad a una clase en lugar de 
simplemente determinar si un ejemplar 
pertenece a una determinada clase. 
Concretamente, en este trabajo se utiliza el 
algoritmo LVQ para determinar la probabilidad 
de que un documento sea relevante. Para ello, 
se utilizan dos codebooks como representantes 
de cada clase, la clase 0 que representa a los 
  
documentos no relevantes y la clase 1 que 
representa a los documentos relevantes. 
Con este método, al igual que ocurre con la 
regresión logística, se requiere un conjunto de 
datos de entrenamiento que incluyan por cada 
ejemplar (por cada documento) las 
características que se desean aprender (el 
ranking y el RSV) junto con la respuesta 
correcta (1 ó 0 dependiendo de si el documento 
es o no relevante). Cada documento se 
representa como un vector xi con tantas 
dimensiones como características se deseen 
aprender (en nuestro caso, dos). Con esto, se 
implementan tantas redes LVQ independientes 
como idiomas haya en nuestro sistema, de 
manera que, para cada colección monolingüe, 
se tiene una red con dos unidades de entrada y 
una única unidad de salida. 
El proceso de entrenamiento tiene lugar de 
la siguiente manera. En cada iteración, el 
algoritmo selecciona un vector de entrada, xi, y 
lo compara con cada vector de pesos, wk, 
usando alguna medida de similitud (en nuestro 
caso, concretamente se ha utilizado la distancia 
euclídea ||xi-wk||); el vector wc será el ganador si 
es el más cercano a xi, por lo que c será la clase 
asignada: 
{ }kikci wxminwx −=−  (4) 
Las clases compiten entre ellas para 
encontrar el vector de entrada más parecido, 
para que el ganador sea el que menor distancia 
euclídea tenga respecto al vector de entrada. 
Sólo la clase ganadora podrá modificar el 
vector de pesos usando un algoritmo de 
aprendizaje reforzado, o positivo o negativo, 
dependiendo de que la clasificación sea correcta 
o no. De este modo, si la clase ganadora 
pertenece a la misma clase que el vector de 
entrada (la clasificación ha sido correcta), el 
peso se reforzará positivamente, acercándose 
ligeramente al vector de entrada. Por el 
contrario, si la clase ganadora es diferente a la 
clase del vector de entrada (la clasificación no 
ha sido correcta), se penalizará el peso de 
manera negativa, alejándose ligeramente del 
vector de entrada. 
Sea xi(t) un vector de entrada en el tiempo t, 
y wk(t) el vector de pesos para la clase k en el 
tiempo t. La siguiente ecuación define el 
proceso de aprendizaje básico para el algoritmo 
LVQ. 
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donde α(t) es el ratio de aprendizaje, siendo 
0<α(t)<1, una función monótona decreciente 
del tiempo. Se recomienda que α(t) sea más 
bien pequeña inicialmente, es decir, menor de 
0,5, y que decrezca hasta un umbral dado muy 
cercano a 0 (Kohonen, 1995). 
Una vez concluido el entrenamiento 
comienza la fase de producción. Para cada 
documento, se suministra a la red el ranking y 
el RSV, y la red da como salida la distancia del 
documento a la clase relevante (clase 1). Este 
valor se toma como la puntuación dada por la 
red a dicho documento. 
5 RSV en dos pasos con la consulta 
parcialmente alineada 
El principal problema del método RSV en dos 
paso es que necesita que cada término de la 
consulta debe estar alineado con los términos de 
los demás idiomas. Sin embargo, esto no 
siempre es posible, bien por la estrategia de 
traducción elegida o bien por el uso técnicas de 
expansión de consultas locales para cada 
colección. 
Para tratar las consultas parcialmente 
alineadas se deben integrar tanto la parte 
alineada como la no alineada. Para ello, el peso 
de los términos que se encuentran alineados en 
la consulta se calcula utilizando el método RSV 
en dos pasos, tal como queda descrito más 
arriba. De esta  manera obtenemos un primer 
indicador de la relevancia para cada documento. 
Independientemente de este indicador, se 
calcula un segundo peso para cada documento 
considerando tan solo los términos no 
alineados. Esto es, creamos una subconsulta 
formada únicamente por términos no alienados 
y se calcula la similitud entre esta subconsulta y 
cada uno de los documentos recuperados en la 
fase de preselección. La similitud documento-
subconsulta se calcula siguiendo algún modelo 
tradicional como el vectorial, Okapi u otro 
(Frakes y Baeza-Yates, 1992). De esta manera, 
para cada documento se calculan dos 
puntuaciones o índices de relevancia . En este 
trabajo se propone dos nuevos métodos para 
integrar la parte alineada y la no alineada: 
• Uso de regresión logística: Al igual que en 
el método descrito con regresión logística 
(Fórmula 3) en el que se usó la puntuación 
y el ranking para la fusión de documentos, 
  
se puede utilizar el mismo método para 
integrar el ranking (encontrado por el 
documento al final de la primera fase de 
preselección de documentos del método 
RSV en dos pasos), el RSV alineado ( airsv ) 
y el RSV no alineado ( nairsv ) (Fórmula 6): 
na
i
a
ii
na
i
a
ii
rsvrsvrank
rsvrsvrank
i
e
ed
⋅+⋅+⋅+
⋅+⋅+⋅+
+
=
321
321
)ln(
)ln(
1
)Prob( βββα
βββα
(6) 
• Uso de RNA: El algoritmo LVQ descrito en 
la sección anterior se utiliza para integrar la 
parte alineada y no alineada además del 
ranking original del documento. En este 
caso, la red utiliza 3 neuronas de entrada (se 
pretende aprender 3 características) y una 
neurona de salida. Así, tanto los vectores de 
entrada como los vectores prototipo tienen 
3 dimensiones. El proceso de aprendizaje y 
proceso de producción posterior es el 
mismo que el descrito para el algoritmo 
LVQ en la sección anterior. 
De nuevo, el inconveniente que presentan 
ambos métodos es que para ajustar los 
parámetros es necesario un conjunto de datos de 
entrenamiento. Sin embargo, con estas 
aproximaciones no sólo se tienen en cuenta la 
parte alineada y no alineada sino que además 
integran el ranking original obtenido por el 
documento. Además, estos métodos se pueden 
aplicar cuando se tienen consultas totalmente 
alineadas (RSV no alineado es igual a 0) como 
una manera de mejorar el método RSV en dos 
pasos puesto que permite el uso de información 
extra procedente del primer paso (fase de 
preselección de documentos): el ranking del 
documento obtenido mediante el proceso de 
recuperación monolingüe. 
6 Experimentos y resultados 
Para los experimentos se han utilizado las 
colecciones del CLEF1 2001 y 2002 en 5 
idiomas (inglés, español, alemán, francés e 
italiano), así como los juicios de relevancia. 
 
                                                     
1 El CLEF (Cross Language Evaluation Forum) 
es una actividad de carácter anual y de ámbito 
europeo que se celebra desde el año 2000 
coordinado por DELOS Network of Excellence for 
Digital Libraries en colaboración con el NIST y el 
TREC. 
 Inglés Alemán Francés Español Italiano 
Nºdocs 113.005 225.371 87.191 215.738 108.578
Tamaño 
(MB) 425 527 243 509 278 
Nºconsultas 
CLEF 2001 47 49 48 49 47 
Nºdocs rel 
CLEF 2001 856 2.238 1.193 2.694 1.246 
Nºconsultas 
CLEF 2002 42 50 50 50 49 
Nºdocs rel 
CLEF 2002 821 1.938 1.383 2.854 1.072 
Tabla 1: Descripción de las colecciones CLEF 
(extraído de (Savoy, 2001, Savoy, 2002)) 
Cada colección ha sido preprocesada usando 
listas de parada y algoritmos de stemming 
disponibles en Internet2 (Frakes y Baeza-Yates, 
1992). Las listas de parada se han incrementado 
con algunas otras palabras de uso común. 
Además, ya que el alemán utiliza palabras 
compuestas, se ha utilizado el paquete 
MORPHIX (Neuman, 2003) para reducirlas a 
palabras simples. Una vez preprocesadas las 
colecciones, se han indexado con el sistema de 
recuperación de información Zprise usando el 
modelo probabilístico Okapi (Robertson, 
Walker y Beaulieu, 2000). 
Para realizar los experimentos, el primer 
paso consiste en conseguir una lista de 
documentos relevantes para cada una de las 
colecciones monolingües mediante la 
traducción de consultas a cada uno de los 
idiomas disponibles. Para traducir la consulta se 
ha utilizado Babylon3. Para cada término de la 
consulta, este diccionario bilingüe propone 
varias traducciones. En los experimentos se ha 
utilizado la primera palabra traducida propuesta 
para cada término. Sólo se ha tenido en cuenta 
los campos Title y Description de la consulta. 
Por último, se ha utilizado pseudo-
realimentación (PRF – pseudo-relevance 
feedback) para expandir las consultas 
adoptando la aproximación de Robertson-Croft 
(Harman, 1992). Los resultados de los 
experimentos bilingües se muestran en la Tabla 
2. 
 
                                                     
2 http://www.unine.ch/info/clef 
3 Babylon es un diccionario electrónico 
disponible a través de http://www.babylon.com 
  
Idioma Prec. Media CLEF 2001 
Prec. Media 
CLEF 2002
Inglés 0,4582 0,5049 
Inglés->Alemán 0,3232 0,3187 
Inglés->Francés 0,4112 0,4677 
Inglés->Español 0,4533 0,3867 
Inglés->Italiano 0,3150 0,2817 
Tabla 2: Experimentos bilingües 
Para implementar la regresión logística se ha 
utilizado el paquete R (Ihaka y Gentleman, 
1996). 
Las pruebas realizadas con el algoritmo 
LVQ, fueron llevados a cabo usando la 
implementación descrita en la documentación 
de LVQ_PAK (Kohonen et al., 1996) con los 
parámetros por defecto. Así, para cada 
experimento se utilizan 2 codebooks o vectores 
de pesos, uno para la clase 0 y otro para la clase 
1. El ratio de aprendizaje α se inicializa a 0,3. 
La Tabla 3 muestra los resultados obtenidos 
mediante la utilización de las distintas técnicas 
descritas para la fusión de documentos con la 
consulta parcialmente alineada. Concretamente, 
se han utilizado la siguientes aproximaciones: 
Round-Robin, Raw Scoring, Raw Scoring 
Normalizado con las dos ecuaciones propuestas 
(Fórmulas 2 y 3), Regresión Logística, LVQ y 
RSV en dos pasos. En esta tabla también se 
muestra la precisión óptima teórica calculada 
mediante el algoritmo propuesto por Chen 
(2002). Este algoritmo mezcla las listas 
monolingües de forma óptima bajo la 
suposición de que se conserva el orden relativo 
de los documentos. Requiere para su cálculo el 
uso de los juicios de relevancia de las consultas 
por lo que su utilidad es puramente teórica. 
 
Estrategia de 
fusión 
Prec. Media 
CLEF 2001 
Prec. Media 
CLEF 2002 
Round-Robin  
(caso base) 0,273 (0%) 0,251 (0%) 
Raw Scoring 0,291 (6,6%) 0,281 (11,9%)
RS N1 0,271 (-0,7%) 0,235 (-6,4%) 
RS N2 0,297 (8,8%) 0,272 (8,4%) 
Regresión 
Logística Entrenamiento 0,289 (15,1%)
LVQ Entrenamiento 0,293 (16,4%)
RSV en 2 pasos 0,327 (19,8%) 0,308 (22,7%)
Prec. Óptima 0,420 (53,8%) 0,367 (46,2%) 
Tabla 3. Experimentos multilingües con 
consultas parcialmente alineadas 
Como se observa, los mejores resultados se 
obtienen con el cálculo del RSV en dos pasos. 
La mejora obtenida es de un 22,7%. Por otra 
parte, el uso del algoritmo LVQ de manera 
independiente supera levemente los resultados 
obtenidos con la regresión logística. Sin 
embargo, ambas aproximaciones requieren la 
utilización de un conjunto de datos de 
entrenamiento. Para ello, se ha utilizado la 
colección CLEF 2001 con los juicios de 
relevancia para el entrenamiento mientras que 
la colección CLEF 2002 se usa para evaluación. 
En un intento por mejorar los resultados 
obtenidos con el RSV en dos pasos, se han 
utilizado las dos técnicas que presentan la 
siguiente mejor precisión (regresión logística y 
LVQ) para integrar la parte alineada y la no 
alineada de la consulta. Los resultados se 
muestran en la Tabla 4. 
Los resultados obtenidos mejoran 
considerablemente la precisión obtenida cuando 
se aplican los métodos por separado. El 
incremento de precisión con respecto al método 
RSV en dos pasos original es de un 4,6% 
cuando se utiliza regresión logística para 
integrar la parte alineada y no alineada, 
mientras que con el algoritmo LVQ la mejora es 
de un 9,0%. 
 
 Prec. Media 
CLEF 2001 
Prec. Media 
CLEF 2002 
RSV en 2 pasos 
con RL 
Entrenamiento 0,323 (28,7%) 
RSV en 2 pasos 
con LVQ 
Entrenamiento 0,337 (34,3%) 
Prec. Óptima 0,420 (53,8%) 0,367 (46,2%) 
Tabla 4. Integración de la parte alineada y no 
alineada con RSV en dos pasos 
7 Conclusiones 
En este artículo se presenta un estudio 
comparativo de distintas estrategias de fusión 
de documentos. En el estudio se incorpora una 
nueva técnica basada en el uso de aprendizaje 
neuronal. Concretamente, se aplica el algoritmo 
competitivo LVQ para generar una única lista 
de documentos en un sistema CLIR.  
Aunque como muestran los resultados, la 
mejor opción es el método RSV en dos pasos, 
la red neuronal LVQ se presenta como una 
nueva alternativa con resultados prometedores 
que superan ligeramente a la regresión logística.  
  
Por otra parte, el problema fundamental del 
método RSV en dos pasos es que requiere que 
los términos de la consulta estén totalmente 
alineados. Para resolver el problema, se ha 
integrado la parte alineada y la no alineada 
utilizando regresión logística y el algoritmo 
LVQ. Los resultados obtenidos muestran que el 
uso de ambas técnicas aumentan la precisión 
considerablemente. 
Como trabajos futuros, se pretende utilizar 
otras redes neuronales aplicadas a la fusión de 
documentos CLIR como, por ejemplo, la red de 
contrapropagación (CPN – Counter Propagation 
Network) o la red de propagación hacia atrás 
(BPN – Backpropagation Network). 
Otro aspecto de interés es el uso del método 
RSV en dos pasos con otras técnicas de 
traducción no basadas en diccionarios 
electrónicos, tales como máquinas de 
traducción automáticas o tesauros de similitud 
multilingües. 
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