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Abstract
The IEEE 802.15.4 standard provides a flexible communication support for low-rate wireless personal area networks)
applications. When active, the beacon-enabled mode provides a real-time communication to the supported
application by adopting a guaranteed time slot (GTS) mechanism. However, this mechanism permits only up to seven
real-time communicating devices. One way to deal with this limitation is to share the communication opportunities
among the periodic tasks, by skipping some of the task activations in a controlled way. One of the widely accepted
periodic task models that allows skips in periodic activations is the (m,k)-firm model. Motivated by this problem, this
paper proposes the use of a dynamic GTS scheduling approach based on the (m,k)-firm task model, to deal with the
GTS starvation problem. The proposed scheduling approach is based on pre-defined spins of the originally defined
(m,k)-firm pattern. The use of an exact schedulability analysis test ensures that for each admitted message stream, at
leastmmessages will be transmitted within each window of k consecutive deadlines. The schedulability analysis may
be executed in polynomial time and therefore can be used as an online admission test for GTS requests. The
effectiveness of the approach has been assessed both by a set of simulations and an experimental evaluation.
1 Introduction
In the last few years, there has been a growth in the use of
wireless technologies in application domains that require
a trustworthy quality of service (QoS) [1-9]. It is expected
that, in the near future, the availability of wireless network
solutions will create a de facto standard for wireless com-
munication in industrial environments. The IEEE 802.15.4
[10] is a strong contender to become the communication
standard for low-rate wireless applications. Within this
context, wireless sensor networks (WSNs) are targeting a
number of applications ranging frommilitary applications
to modern healthcare.
This paper addresses WSNs applied to industrial com-
munication scenarios, for example, the network control
applications, where control data must be periodically
transferred between sensors, controllers, and actuators
in accordance with strict and well-defined timing con-
straints. More specifically, we investigate some of the
real-time properties of the IEEE 802.15.4 standard. This
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standard was not specifically developed for WSNs, but it
may be appropriate for the purpose. Characteristics such
as low energy consumption, low transmission rate, and
low cost typically fit within the needs of WSNs.
Periodic real-time applications usually assume that
task activations will be executed before their deadlines.
For applications that exchange real-time messages, this
implies that periodically sent messages need to reach their
destinations before the related deadlines. However, there
is a subset of real-time applications which do not require
that all deadlines are met. Some relevant examples can
be found in automatic control and multimedia domains
[11,12]. Some works [9,13,14] investigate the effects of
activation discards in the system performance and pro-
pose the use of novel techniques for periodic task discards,
as long as those discards occur in a sparse fashion.
In an IEEE 802.15.4 network operating with beacon
mode, for example, a periodic task can assume that its
period is coincident with the period of the superframe and
it may wish to use at least one slot per superframe. On the
other hand, for another task running a report, every two or
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three consecutive superframes may be enough. This tol-
erance is application dependent. For example, it may be
possible to apply interpolation or estimation techniques
like Kalman filters [13,15] to compensate for not receiving
some of the periodic messages.
The tolerance to activation discards can be expressed as
a percentage of its maximum loss rate. Nevertheless, the
specification of loss rate as a percentage depends on the
window size within which the constraint is tested, which
can be insufficient for some applications. For example, a
task with a constraint of at most 30% of deadline misses
would be allowed to miss up to 30 consecutive deadlines
for each 100 activations without a failure.
In order to support QoS guarantees in IEEE 802.15.4
networks, there is the need to investigate the real-time
characteristics of its physical (PHY) andmedia access con-
trol (MAC) layers [2,6,16]. Within this context, one of the
most interesting features is the guaranteed time slot (GTS)
mechanism. When the network is operating in a beacon-
enabled mode, i.e., beacon frames are periodically trans-
mitted for synchronizing the network devices, the IEEE
802.15.4 protocol allows the reservation of bandwidth for
a specific subset of devices, providing a maximum service
interval through the allocation of fixed GTSs.
The use of the GTS mechanism as proposed in the
standard allows the allocation of just up to seven slots dur-
ing the contention-free period (CFP) of each superframe,
whose duration corresponds to 16 time slots. As each
GTS node performs an explicit allocation by asking the
personal area network (PAN) coordinator for a specific
number of time slots; the number of nodes with allocated
GTSs is limited to seven or less. This scarce resource is
rapidly extinguished when considering networks with a
large number of nodes. As a consequence, devices that are
not able to have any allocated GTS should try to accom-
plish their transmissions during the contention access
period (CAP), according to the restrictions imposed by
this contention-based period.
However, the CAP is not able to provide any transmis-
sion guarantee due to the possibility of message collisions;
therefore, its use is not adequate to support applications
with timing constraints.
We propose a novel approach to deal with this limita-
tion of IEEE 802.15.4 for real-time applications, where the
GTS slots are allocated to nodes according to a (m,k)-
firm scheduling strategy, guaranteeing that each node is
able to transfermmessages within each window of k con-
secutive deadlines. Additionally, we also provide an exact
schedulability test, where task constraints are expressed
according to a (m,k)-firm model. The PAN coordinator
runs an admission control algorithm based on the (m,k)-
firm information and the amount of available resources,
ensuring the (m,k)-firm constraints of the nodes. It is
important to note that other works could also be used
within the same context [17-19]. However, the schedula-
bility test proposed in [17] is just a sufficient test that has
a high rejection ratio for tasks that could be otherwise
scheduled, and the approaches proposed in [18,19] could
only be used for IEEE 802.15.4 offline scenarios due to the
high computational complexity of its schedulability tests.
The remainder of this paper is structured as follows.
Section 2 provides an overview of the IEEE 802.15.4
medium access protocol and presents some of the most
relevant related works that could be found in the lit-
erature. Section 3 presents a formal description of the
problem. A schedulability test to provide determinis-
tic (m,k)-firm guarantee is discussed in Section 4. The
effectiveness of the proposed approach is highlighted in
Section 5. Finally, conclusions are discussed in Section 6.
2 Background
2.1 IEEE 802.15.4 overview
The IEEE 802.15.4 standard [10] specifies the sub-layer
medium access (MAC) and the physical layer for low-
rate wireless personal area networks. The MAC protocol
supports two operation modes to be selected by the coor-
dinator:
1. Non beacon-enabled mode: in this operation mode,
devices may simply send data according to a
non-slotted carrier sense multiple access with
collision avoidance (CSMA/CA) approach.
2. Beacon-enabled mode: in this operation mode,
beacons are periodically sent by the PAN coordinator
to identify its PAN and to synchronize nodes that are
associated with it.
In this paper, we focus on the beacon-enabled mode, as
this mode is specifically suited to provide timeliness guar-
antees for time-sensitive applications. When the coordi-
nator selects the beacon-enabled mode, it forces the use
of the superframe structure to manage communication
between devices associatedwith the PAN. The superframe
is held by a beacon interval (BI) and limited by two con-
secutive beacon frames, which includes an active period
(divided into 16 equally sized time slots) and an inactive
period (Figure 1). The coordinator interacts with the PAN
devices during active periods, and those devicesmay enter
into a saving energy mode (sleep mode) during inactive
periods.
The BI and the superframe duration (SD) are deter-
mined by two parameters, the beacon order (BO) and the
superframe order (SO), respectively, and are given by:
BI = aBaseSuperframeDuration × 2BO (1)
SD = aBaseSuperframeDuration × 2SO, (2)
for 0 ≤ SO ≤ BO ≤ 14









Figure 1 Superframe structure in IEEE 802.15.4.
In Equations 1 and 2, aBaseSuperframeDuration de-
notes the minimum duration of the superframe. The IEEE
802.15.4 standard sets this duration to 960 symbols (a
symbol corresponds to 4 bits). This value corresponds to
15.36 ms, assuming a data rate of 250 kbps, in the 2.4-
GHz ISM frequency band, which will be considered for
the remainder of this paper.
The active portion of each superframe is composed
of three parts: beacon, CAP, and CFP. The beacon shall
be transmitted without contention periods (and with-
out CSMA/CA) at the start of first slot. The CAP must
begin immediately after the beacon and has a minimum
length corresponding to nine slots. The CFPs, if any, fol-
low immediately after the CAP and extend the end of the
active portion of the superframe. All the allocated GTSs
should be located within the CFP. Figure 1 illustrates a
superframe structure with two allocated GTSs.
If the application exclusively uses the CAP, a device that
wants to communicate must compete for the medium
access using slotted CSMA/CA, which does not provide
any timing guarantee. Thus, using just the CAP is not
suitable to support real-time applications.
2.2 Relatedwork
The GTS allocation mechanism in IEEE 802.15.4 net-
works allows a device to access the communication
medium without contention periods. The PAN coordina-
tor is responsible for the allocation and determines the
length of the CFP in a superframe. The maximum num-
ber of GTSs that can be allocated by the PAN coordinator
is seven, and by default, the slots are allocated on a first-
in, first-out (FIFO) basis. However, recently, several works
have been developed aiming to enhance this allocation
mechanism [2-4,9].
The work presented in [2] improves the use of band-
width allowing multiple devices to share the same set
of GTSs through a round-robin scheduling algorithm.
However, the underlying model assumes two important
assumptions, which limits the applicability of the pro-
posed solution: (1) the candidates sharing the same slot
have similar arrival rates and (2) tasks do not use the
previously reserved resources in all superframe periods.
In [3], the authors proposed a scheduling approach,
where the CFP is always splitted into 16 mini slots. The
basic idea is to exploit the fact that the GTS descriptor has
a structure not fully utilized in the standard scheme and
to propose a new mapping to represent nine new slots.
The nodes in the PAN must be aware of this new map-
ping for the GTS allocation. Following the same ideas, in
[4], the authors presented a more flexible approach and
proposed a CFP divided into more than 16 mini time
slots for periodic real-time message allocation. This pro-
posal offers tighter delay bounds and improves the GTS
utilization through an off-line bandwidth allocation algo-
rithm. With both approaches [3,4], it is possible to extend
the GTS allocation to support applications that require
a slightly higher number of slots than the original IEEE
802.15.4 specification.
The problem of providing some guarantee for cycling
tasks assuming environments where eventual discards in
periodic activations may occur has been addressed by a
considerable amount of work [1,9,17-26]. In general, these
studies attempt to develop scheduling strategies that can
offer some guarantee for tasks, considering their tolerance
to periodic activation losses.
The work in [20] describes an algorithm for schedul-
ing packets in real-time multimedia data streams called
dynamic window-constrained scheduling (DWCS). This
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algorithm considers the tolerance of these packets with
respect to the deadline misses. The window constraint
defines the number of packet deadlines that can bemissed
in a window of deadlines for a set of consecutive packets
in a stream. The algorithm attempts to guarantee that no
more than x out of a window of y deadlines are missed.
A schedulability test was proposed to ensure the absence
of failures. However, the presented algorithm is not exact,
just sufficient. Moreover, the fact that DWCS uses earli-
est deadline first (EDF) as the first criterion for tie breaks
takes the DWCS to behave like EDF when the system load
is smaller or equal to 100%.
The work proposed in [21] presents a schedulability test
for a time division multiple access (TDMA) scheduling
with slot skipping (TDMA/SS). The authors assume that
all message streams in the system are known, and that
each node schedules messages in its output queue accord-
ing to the deadline monotonic algorithm, in contrast to
some other policy approaches that use FIFO queues of
messages in each node. According to the proposal, when
a node finishes its transmissions, it sends a completion
message transmission notifying that there are no more
messages to transmit, so a node that has real-time mes-
sages to be transmitted can immediately start their own
transmissions. In a traditional TDMA protocol, a node
that does not wish to transmit messages simply remains
silent during the length of the reserved time slot.
The work entitled Skip-over [22] assumes a task model
composed of periodic tasks that tolerate discards (called
skips). These skips are characterized by a parameter s,
which represents the tolerance of the task for deadline
misses. The distance between two consecutive skips must
be at least s periods. The work proposes a sufficient
schedulability test where, in some cases, tasks are unnec-
essarily rejected. Similarly, in themid-1990s, the work [23]
introduced the notion of (m,k)-firm deadlines. According
to this classical model, service guarantees are applied to
tasks such as packet streams or periodic tasksa. The pre-
sented algorithm uses distance-based priority (DBP) as
prioritization heuristic. The task that is closer to lose the
m + 1th deadline in a window of k service requests will
receive the highest priority of the system (this model tol-
erates up to k − m discards). The DBP does not offer any
timing guarantee for the task execution. Tasks could have
its (m,k)-firm constraints violated, occurring the so-called
dynamic failure.
The problem of providing periodic task services guaran-
tees using the (m,k)-firm task model has been addressed
by many other research works. Some of them propose
incremental improvements to the DBP in order to reduce
the number of dynamic failures [25,26]; other works pro-
pose schedulability tests aiming to guarantee that the
tasks accepted in the system will not have any (m,k)-firm
constraints violation [1,9,17-19,24].
In [25], the authors assess some of the drawbacks of
the DBP policy and propose some improvements. The
fact that the DBP approach does not take into account
other information than the distance to failure, underes-
timating the information about the met/miss history of
other tasks is considered just a ‘local strategy’ and a weak-
ness of this seminal approach. The authors propose the
integrated DBP (IDBP) where, besides the distance to fail-
ure, a new concept named restoring distance is taken
into account. The restoring distance of a task in a fail-
ure state is the minimum number of deadlines that need
to be met in order for a task to leave this state. The
IDBP shows better results than DBP; although, it is impor-
tant to note that both DBP and IDBP do not provide
schedulability test, therefore tasks may have its (m,k)-
firm constraints violated. Another work aimed to improve
the DBP is the GDPA [26]. The proposed scheme has
been designed to provide an upper-bounded probability
for the dynamic failures of tasks with (m,k)-firm deadlines
when the system is underloaded. The proposed algorithm
takes scheduling decisions based on DBP combined with
EDF.
The work [18] presents an exact schedulability test
for applications with (m,k)-firm constraints, comparing
at each hyper-period the system state with the previous
hyper-period states. It stops once the schedule is repeated.
In other words, in the worst case condition, all the pos-
sible combinations of the (m,k)-firm pattern for all tasks
in the set must be tested. The computational complexity
of this test is not adequate for systems with dynamic load.
Moreover, the work uses DBP as scheduling algorithm
which is not optimal in the sense that DBP assignment
is only based on the distance to failure of each individ-
ual stream under its own (m,k)-firm constraint. It does
not consider other task parameters as period, deadline, or
service times.
The work presented in [19] proposes a heuristic for
executing (m,k)-firm tasks using a genetic algorithm.
It also presents a sufficient test where by manipulat-
ing task periods, it generates a new task set with har-
monic periods. The proposed solution is only suitable
for off-line approaches, where the probabilistic genetic
algorithm tries to find a partitioning between manda-
tory and optional feasible tasks, thus producing a possible
execution schedule for the task set.
In [24], a task model with (n,m)-hard constraints is
presented. The focus of the work is to improve the respon-
siveness of best effort tasks in the presence of tasks with
(n,m)-hard constraints. An non-negligible disadvantage of
this approach is that it requires a scheduling test (an off-
line test) to ensure the schedulability of tasks with hard
real-time constraints.
In [1] is a proposed sufficient schedulability analysis
based on a classical test [27] for periodic and sporadic
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real-time tasks. The work considers a non-preemptive
scheduling based on DBP priority assignment algorithm.
The approach was evaluated in an in-vehicle control sys-
tem scenario. The major disadvantage of the proposed
schedulability test is that it is only sufficient (pessimistic),
and it rejects some task sets that are schedulable.
A dynamic GTS allocation model in IEEE 802.15.4 net-
works was introduced in [9]. The proposed approach
ensures that at least m messages are allocated in
GTSs for any window of k consecutive superframes.
It adopts a deterministic schedulability test and an
online prioritization heuristic algorithm called slotted
DBP (distance-based priority) to attend requests. This
model offers guarantees for applications with (m,k)-
firm constraints with two important restrictions: all
tasks must have both the same period and the same k
value.
The approach proposed in this paper addresses the
scheduling of real-time tasks with (m,k)-firm deadlines
running over IEEE 802.15.4 devices. The main contribu-
tions of this paper are as follows: (1) the proposal of a
new exact schedulability test, regarding specific (m,k)-
firm classification patterns, that is able to take schedu-
lability decisions for the mandatory tasks in polynomial
time, (2) a new task classifier, based on [17], that accepts
pattern spinning as a parameter for tasks with (m,k)-firm
constraints, and (3) an experimental assessment of the
proposed approach that considers typical environment
overheads and physical constraints imposed by sensor
devices.
3 Systemmodel
For a subset of real-time applications, (e.g., process con-
trol or multimedia), it may be admissible that some of its
deadlines are missed. For this type of applications, it is
required that a precise specification of how deadlines can
be missed and how those misses must be distributed in
time. The (m,k)-firm task model can be used to cope with
these type of applications [23]. Using this model, a system
can be designed to tolerate deadline misses, provided that
the number of deadline misses is bounded and precisely
sparsed.
Consider a WSN supported real-time application,
where tasks are distributed among sensor nodes. Consider
also that communicating tasks generate message streams
that must be supported by GTSs. Therefore, whenever
more than seven GTS allocation requests arrive to the
PAN coordinator, and each request has a (m,k)-firm spec-
ification, the PAN coordinator will be required to per-
form a (m,k)-firm allocation operation to accomplish it.
Therefore, the problem addressed in this paper is how
can the PAN coordinator allocate the maximum num-
ber of GTSs during the CFP, among N requesting sensor
nodes, respecting the (m,k)-firm constraints of each of the
message streams. Formally, this problem can be stated as
follows:
Consider a set  = {τ1, τ2, ...τn} of N independent
periodic communicating tasks. Each task τi gener-
ates a message stream Si characterized by a 5-tuple
((mi, ki),Ci, Pi,Di), where Ci represents the worst case
message duration, Pi represents the task (message stream)
period, Di denotes the job (message) deadline, and mi
and ki denote the (m,k)-firm constraints of task τi (mes-
sage stream Si). In the case of the proposed model, a
periodic task represents an application that runs in a net-
work node, which generates amessage stream. In addition,
we make the following assumptions about tasks (message
streams):
A1. 1 ≤ mi ≤ ki, mi and ki ∈ Z+.
A2. Di = Pi: the deadline of task τi (message streams Si)
is equal to its period.
A3. Ci = li.ut, li ∈ Z+: execution time (message
duration) is a multiple of the slot length (ut).
The rationale for assumption A3 is that due to the
preemptive nature of the proposed model, a message
stream can transfer more than one message per period
(C ≥ 1) but cannot guarantee that those messages will be
contiguously transferred. For instance, a message stream
can transmit two messages with duration shorter than
one time slot but cannot transmit one message with the
duration of two time slots. The duration of the time
slots, as well as the BI value, can be flexibly adjusted
through the BO and SO parameters controlled by the PAN
coordinator.
In this work, it is considered an IEEE 802.15.4 cluster
composed of N sensor nodes in the range of a node des-
ignated as the PAN coordinator. It is assumed that the
PAN coordinator sets up the network determining the
superframe structure through the BO and SO parame-
ters [10]. Each sensor node i that needs an allocated GTS
for a specific period of time sends a GTS request with its
(m,k)-firm constraints to the PAN coordinator. An error-
free channel was assumed establishing an upper bound
on channel utilization. If an error-prone channel is con-
sidered [28], the maximum channel usage will be smaller.
Nevertheless, this type of analysis is out of the scope of
this paper.
In the remainder of this paper, the terms task and
message stream (job and message) will be indistinctly
used.
4 Proposed scheduling approach
In this section, we firstly introduce a classification algo-
rithm to classify the task activations (jobs) in mandatory
or optional. Then, we present an admission test to check
the admissibility of the tasks according to the (m,k)-firm
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guarantees, where the mandatory activations must be
always schedulable during the CFP.
4.1 Task classifier and (m,k)-firm pattern spins
In [17], the author presented a job classifier that dynam-
ically determines whether jobs are mandatory (1) or
optional (0). Jobs classified as mandatory will have their
deadlines guaranteed. On the other hand, jobs classified
as optional will receive lower priorities and are not guar-
anteed to meet their deadlines. The classification pattern
of a task can be considered as a ring. Whenever a new
task activation is done, a clockwise spin is performed at
the ring (right spin), indicating whether the instance of
the task is mandatory or optional. Figure 2 illustrates the
classification pattern for a task (2,3)-firm.
Despite the simplicity of the presented algorithm, it
has some limitations. The first job of each task is always
classified as mandatory, which implies that the worst
case execution time of any task will always occur dur-
ing its first period. This means that the classifier is not
able to consider any task discard in its first activation
without failure. Therefore, the behavior of the classifier
proposed in [17] inserts a significant pessimism in the
schedulability analysis. This peculiarity can be viewed in
Figure 3 where a simple task set composed of two tasks
τ1 and τ2 with C1 = C2 = 1, P1 = P2 = 1,m1 = m2 = 1,
k1 = k2 = 2 cannot be scheduled according to [17]
(Figure 3a). Nevertheless, a simple spin in the job classi-
fication pattern in τ2 would generate a feasible schedule
(Figure 3b).
According to [19], the optimal classification of jobs is a
problem that cannot be treated in polynomial time (NP
hard) for arbitrary service times, request periods, and k
window values. In this work, we propose a variation of
the task classifier introduced by [17], where spins in the
original (m,k)-firm pattern are allowed before the task
execution. In the proposed approach, a (m,k)-firm pat-
tern may be changed by an anti-clockwise spin (this left
spin operation is equivalent to a rotate-left instruction
applied to the (m,k)-firm classification pattern). For exam-
ple, according to [17], a task with (1,3)-firm constraints
produces a (m,k)-firm pattern ‘100’, where the first job
of the task is classified as mandatory and the two subse-
quent jobs are classified as optional. If additional left spins
are admitted, new (m,k)-firm patterns can be considered,
limited by (k−1) spins. The new (m,k)-firm pattern alter-
natives for a task (1,3)-firm are one left spin produces a
(m,k)-firm pattern = ‘001’ and two left spins produces a
(m,k)-firm pattern = ‘010’.
The jobs classification asmandatory or optional is based
on the mi and ki values of each task. Thus, a job of task
τi activated at instant w.Pi is classified as mandatory if













The term t refers to the tested arrival time. The term si
represents the spin value for task τi. This value is equal
to zero whenever the (m,k)-firm pattern spinning is not
implemented.
4.2 Schedulability analysis
There are several works in the literature that have
adopted a dynamic priority assignment to deal with (m,k)-
firm scheduling approaches [18,19,23,24]. Nevertheless, it
often occurs that a fixed priority scheduling can be more
attractive than a dynamic priority one, due to its imple-
mentation simplicity and lower overhead. This is partic-
ularly true in the case of wireless sensor networks due to
the inherent limitations in processing power and energy
consumption that must be dealt with when implementing
applications upon sensor nodes. Therefore, in this work,
we adopted a fixed priority scheduling algorithm for the
(m,k)-firm task model.
The proposed schedulability test takes scheduling deci-
sions online. Thus, whenever there is a request to consider
a new task, it is necessary to perform a schedulability test
(Algorithm 1), considering the execution of this new task
together with the already accepted tasks. The new incom-
ing task will be accepted only if it does not jeopardize the














Figure 2 Classification pattern for a task (2,3)-firm.
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Figure 3 (m,k)-firm tasks classifier. (a) A not feasible task set. (b) A time scale with a spin in τ2.
The schedulability test proposed in this paper is based
on the busy period concept [29,30]. Consider the release
time of a task τi. From that point, until the task is com-
pletely executed, the processor will be executing processes
with priority i or higher. The processor is said to be exe-
cuting a i − busy period. For a given task τi, the busy
period calculation is performed, considering the execu-
tion of tasks τj (j < i). The calculation starts at the
arrival time of task τi and is iteratively executed until
the calculated busy period value converges or exceeds the
deadline of the task. In other words, the iteration starts
withWi(0) = Ci and terminates whenWi(t + 1) = Wi(t).
If the iteration converges and Wi(t) ≤ Di for all manda-
tory activations that were tested, the task set is said to
be feasible. Otherwise, if Wi(t) > Di, the task set is
unfeasible.
Wi(0) = Ci (4)
Wi(t+1) = (Ci −i)+
i−1∑
j=1






Equation 5 shows the busy period calculation, consider-
ing tasks with (m,k)-firm constraints, where:
Wi : represents the evaluated i -busy period at time
instant t.
i : represents the offset between φi and φj, that is, the
difference between the arrival time of τi and the
arrival time of the τj , that affect the tested period.
φi : represents the arrival time of task τi.
φj : represents the arrival time of task τj.
Equation 5 evaluates the i- busy period considering
the execution of all mandatory activations of higher pri-
ority tasks tested during each time interval (line 21,
Algorithm 1). Concerning the interference duration con-
sidered by the proposed schedulability test, it is necessary
to start the iteration at the time instant where tasks with
higher priority actually start to generate interference. This
starting time is calculated (lines 5 and 6, Algorithm 1) and
can be viewed in Figure 4 as i.
To obtain the i-busy period, we solve the equation iter-
atively. The iteration ends when Wi(t + 1) = Wi(t) or
Wi(t) > Di. This condition is referred as convergence of
the iteration (line 7, Algorithm 1).
A straightforward implementation of the schedulabil-
ity algorithm proposed in this paper takes O(s(N2.lcm2))
time, where s represents the number of spins implemented
in the activation pattern, N represents the number of the
tasks in the task set, and lcm represents the least common
multiple lcm[(ki.Pi), (kj.Pj)].
Algorithm 1 Schedulability analysis.
1: procedure Scheduler
2: for i = 0 → N do
3: for j = 0 → task[i].arrival.length do
4: Wi ← task[i].C
5: start_time ← GetStartTime
6: i ← task[i].arrival[j] - start_time
7: while Wi ≤ task[i].period and Wi don’t converge
do
8: Wi ← (task[i].C - i) + hpDemand
9: end while
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Figure 4 i− busy period calculation.
4.3 Proof of the schedulability test
This subsection aims to prove the schedulability test pro-
posed in this paper. For the sake of convenience, the
proof is divided in three parts, where the objective is to
demonstrate that (1) if all instances of a task classified as
mandatory have their deadlines met, then the (m,k)-firm
constraints of the task are met, (2) for each time instant t
tested, if t is the time instant of the arrival of a mandatory
task, then Equation 5 is valid, and finally, (3) the schedule
of the tasks is repeated after lcm[(kiPi), (kjPj)].
In what concerns part (1), the structure of the proof is
similar to the one presented in [17] considering the exis-
tence of s pattern spins in the (m,k)-firm specification.
As the s constant inserted in Equation 3 does not change
the structure of the proof in [17], it will not be repeated
here.
The second part (2) of the proof is expressed by the
following theorem:
Theorem 1. For each tested time instant t, if t is the arrival
time of a mandatory instance of τi, then Equation 5 is
valid.
Proof. Considering Equation 5, any mandatory activa-
tion of τj has higher priority than mandatory instances
of τi. The second term of Equation 5 represents the sum
of all mandatory activations of τj that have been acti-
vated until t. Wi(t) is the sum of the execution time of τi
added to the execution times of all mandatory activations
of τj, with priority higher than τi, that occurs until t. So, if
Wi(t + 1) = Wi(t) andWi(t) ≤ Di, then the deadline of τi
for time instant t is accomplished.
In the (m,k)-spin algorithm-where it is only considered
the spin of the classification pattern of the last task of the
set-this theorem still holds because only the last task of
the set (task τi, lower priority) will be spun, which does not
interfere with other tasks τj with higher priority. There-
fore, we must only verify if Equation 5 still holds if higher
priorities tasks τj are spun.
It is possible to verify this because concerning any time
instant t, between the interval (kiPi) of a task τi (j < i),
the number of mandatory activations of a task τj already
spun will never be greater than the number of manda-
tory activations obtained when the classification pattern
has not been spun (0-spin). Figure 5 illustrates this sce-
nario. The number of mandatory activations computed
by the 0-spin pattern (top of figure), for any time t of τj
tested, will never be smaller than the number of manda-
tory activations computed until the same time instant t, in
the other spin pattern situations (1-spin, 2-spin, 3-spin, or
4-spin pattern). Therefore, the (m,k)-spin algorithm is still
valid.
The third part of the schedulability test demonstration
is illustrated in Theorem 2.
Theorem 2. The system schedulability must be checked
until lcm[(kiPi), (kjPj)].
Proof. In a set of real-time tasks, the critical instant of
a priority level i, as proposed by [31], is the time instant
when activations in level i are released together with
all activations of higher priority. The task classifier pre-
sented by [17] force that all mandatory activations of τi
are released at the beginning of their periods, and the
worst case for the system load occurs at t = 0. There-
fore, as described in [32], in this case, it would be sufficient
to check the schedulability only until the first deadline
(first period) of each task. Nevertheless, the approach
presented in this paper considers that task classification
patterns can be spun in accordance with a well-defined
classification pattern (bounded by ki − 1 spins). There-
fore, the worst case generated by this task classifier does
not necessarily occur at t = 0, and it is necessary to check
other periodic instances of the task and not just the first
one.
Therefore, one question that arises is when should we
stop the checking routine? In [33], it is proved that for
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Figure 5 Possible arrival times of τj with (2,5)-firm constraints.
the cases where all task activations are simultaneously
released at t = 0, the worst case load will occur again
in multiples of Hi = lcm(Pi | 1 ≤ j ≤ i). In other words,
the least common multiple of all values is from P1 to
Pi. Assuming that the (m,k)-firm classification pattern of
tasks are repeated at intervals with periodicity (kiPi), sim-
ilarly the worst case load is repeated in multiples of Hi =
lcm(kiPi | 1 ≤ j ≤ i). Thus, it is necessary and sufficient to
verify the end of the busy period of τi from the arrival time
t to Hi.
4.4 Application example
The integration of packet discard techniques within
industrial network applications-specifically, control ap-
plications-has already more than a decade. As pointed
out in an important panel in the control area [34],
in the past, control applications were centralized and
based on synchronous systems. This panel concluded
with the recommendation that the ‘theory and practice
for control systems should be improved to applications
that operate in a distributed, asynchronous, packet-based
environments’.
Actually, this recommendation was already being
addressed by some researches [12,17,35,36]. As afore-
mentioned, [17] showed that control applications could
deal with intentional message discards. In the same
way, [35] and [36] proposed techniques for schedul-
ing and control codesign of network control systems,
i.e., the integration of message scheduling together with
the design of the controller. These latter researches
also proposed metrics for assessing the quality of con-
trol, which allows the design of techniques and strate-
gies to adjust the packet sending rate, according to the
desired control performance. This concept was highly rel-
evant to work [12] that assessed the impact of packet
discards according to the (m,k)-firm policy in control
applications.
Within the same context, this paper proposes an
improvement for the GTS allocation scheme, adopting
a (m,k)-firm model enhanced with spins in the (m,k)-
firm pattern. It is important to note that a similar appli-
cation example as in [17] could be used to illustrate
the proposed approach. However, the example in [17]
intentionally brings a set of tasks with harmonic peri-
ods (i.e., multiple periods), a fact which simplifies the
schedulability test. In the sequence, we will present a
more complex example that would be rejected by the test
in [17].
As an example, consider a network control applica-
tion composed of three periodic tasks with the following
parameters:
τ1 : C1 = 2 P1 = 2 m1 = 7 k1 = 9 s1 = 0,
τ2 : C2 = 1 P2 = 9 m2 = 1 k2 = 2 s2 = 0,
τ3 : C3 = 2 P3 = 6 m3 = 1 k3 = 3 s3 = 1.
According to Equation 3, task τ1 has ‘111101110’ as
(m,k)-firm pattern, which means that instances with
arrival times 0,2,4,6,10,12,14,... are classified as manda-
tory, whereas instances with arrival time 8 and 16 are
classified as optional. Task τ2 has ‘10’ as (m,k)-firm pat-
tern, implying that instances with arrival times 0,18,36,...
are classified as mandatory and instances with arrival time
9,27,45,... are classified as optional. For task τ3, a (m,k)-
firm spinning is necessary (s3 = 1), resulting in a ‘001’
(m,k)-firm pattern. Considering this left spin, τ3 has acti-
vations with arrival times 12,30,48... classified as manda-
tory, whereas those with activation times 0,6,18,24,36,42...
are classified as optional. Nevertheless, this task set could
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Figure 6 (m,k)-spin time scale. (a) Time scale when no spins are considered. (b) Time scale with one left spin in τ3.
be considered to be schedulable if and only if a spin has
been applied to τ3.
Figure 6 illustrates the time scale for this example.
Figure 6a considers that none of the tasks in the set
performs any spins on its (m,k)-firm classification pat-
tern. Thus, task τ3 has a deadline missed at t = 6. As
a consequence, the task set is said to be not feasible.
Otherwise, if a (m,k)-firm pattern spinning is performed,
new time scales can be considered. Figure 6b shows the
time scale when just one left spin in (m,k)-firm pat-
tern for task τ3 is considered. This spinning generates
new arrival times for τ3, being now the task set time
scale feasible.
5 Simulation and experimental results
The assessment of the proposed (m,k)-firm approach was
conducted both by simulation and through an experimen-
tal setup using IEEE 802.15.4 sensor nodes. The target
of this section is to present those results compared to
the results obtained when applying the original (m,k)-
firm approach [17] to the same setup. The software code
developed for both the simulator and the experimental
setup is available for download at http://www.das.ufsc.
br/~montez/(m,k)-spin/. The proposed approach imple-
mented in the MicaZ nodes is fully compatible with the
IEEE 802.15.4 standard: all the (m,k)-firm constraints sent
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Figure 7 Percentage of tasks admitted by (m,k)-spin that were rejected by Ramanathan (with load = 100%).














































Figure 8 Percentage of tasks admitted by (m,k)-rec-spin that were rejected by Ramanathan (with load = 100%).
into the payload of the frames; the beaconmessage sent by
the coordinator are not changed.
5.1 Simulation results
For the sake of convenience, we adopted the name
Ramanathan for the algorithm presented in [17] and
(m,k)-spin for the algorithm proposed in this paper
(Algorithm 1). Concerning the (m,k)-spin approach, two
possibilities were evaluated: (1) (m,k)-spin, the spinning
operation of the (m,k)-firm pattern is only applied to the
last task of the set and (2) (m,k)-rec-spin, the spinning
operation of the (m,k)-firm pattern may be applied to any
task of the set. The (m,k)-rec-spin is the recursive version
of (m,k)-spin and its name is derived from the fact that the
schedulability test makes an effort to spin the patterns of
higher priority tasks when a task could not be scheduled,
even after making their (ki − 1) spins in its (m,k)-firm
pattern.
To assess the advantages of the proposed approach, we
have built a simulator in C language. Simulations were
performed considering a set of tasks (nodes), ranging from
2 to 10 starting at the same time instant. The periods of
each task are randomly selected and distributed among 1
to 15. The deadline of each task is assumed to be equal
to its period (Di = Pi). The mi and ki values are also ran-
domly generated, the ki value ranging from 2 to 10 and
mi ranging from 1 to ki. The execution time of tasks is
generated imposing an utilization factor of each point uni-
formly distributed in each interval. The utilization factor
is divided in intervals of length 10%, ranging from 0.2 to
1.0. In order to reduce the statistical bias, each obtained

























Figure 9 Percentage of accepted tasks, considering only harmonic task sets.
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9,000 different task sets have been generated during the
simulated interval, for each presented result.
In the literature, we can find approaches [19] where the
classification of the task patterns as mandatory or optional
is previously defined by a genetic algorithm. In this paper,
we adopt a well-defined classification pattern with spins
in (m,k)-firm patterns, thus avoiding the combinatorial
explosion of classification patterns.
Figure 7 presents the advantages of using spins in (m,k)-
firm patterns. The presented assessment refers to a simu-
lation with 100% of load and a (m,k)-firm spinning applied
only upon the last task of the task set. It can be observed
that, in what concerns the number of accepted tasks, the
attained improvement reaches 31% when admitted up to
nine spins in the (m,k)-firm pattern. Obviously, beyond
this value, the improvement is no longer relevant because
the maximum number of admitted spins by one task is
(ki−1). It is interesting to note that evenwhenmaking just
one spin in the last task, there is already an improvement
of about 14% in the number of accepted tasks.
Figure 8 illustrates the advantages of the (m,k)-rec-spin
approach for the same conditions. In this scenario, all
tasks within the task set can spin their (m,k)-firm pat-
terns to improve the number of tasks admitted in the
system. It can be observed that about 51% of the tasks
were admitted when 150 spins were applied. Neverthe-
less, the response time to manage the spinning operations
increases substantially when increasing the number of
spins.
Figure 9 presents the results when varying the load
for three specific approaches. The first is the original
Ramanathan approach [17], the second considers (ki − 1)
spins just in the last task of the task set, and the third
admits up to (ki − 1) spins for all tasks in the task
set. In this scenario, harmonic task sets were considered
(ki.Pi values are multiple of all tasks of lower priori-
ties), resulting in a decreased response time for the task
set.
Even for the case of lower system loads, the advan-
tage of the two proposed approaches is highly rele-
vant (Figure 9). It is interesting to note that with a
load starting from 50%, the number of accepted task
in Ramanathan is considerably smaller. It can be also
observed that for the recursive (m,k)-rec-spin approach,
there is an acceptance of about 60% for 100% of
load. Even for the (m,k)-spin approach, where spins
are admitted just for the last task, the improvement in
the acceptance rate is above 30% considering 100% of
load.
In Tables 1 and 2, columns named as improvement
represent the improvement reached by the (m,k)-spin
approach over the Ramanathan approach [17]. Table 1
illustrates the case when non-harmonic task sets are con-
sidered. It is possible to note that the benefits of (m,k)-spin
Table 1 Non-harmonic task sets acceptance results
Load Ramanathan (m,k)-spin Improvement (%)
20% 998 999 0.0
30% 994 999 1.0
40% 989 998 1.0
50% 969 974 1.0
60% 890 924 4.0
70% 849 884 4.0
80% 665 734 10.0
90% 391 485 24.0
100% 91 179 97.0
approach over Ramanathan one are significant, specially
when the system load exceeds 80%.
Table 2 considers the case when harmonic task sets are
considered. It can be also noted that there is an extra
improvement when compared with the results as shown in
Table 1. It can be observed that even for lower load values,
the benefits of the (m,k)-spin are worth mentioning; the
improvements become more significant as the utilization
factor values increase.
As a conclusion of the simulation assessment, it can
be seen that even with just one spin on the (m,k)-firm
classification pattern, the number of jobs accepted in the
set may be significantly increased when compared to the
original Ramanathan approach [17]. Besides, when gen-
eral spins on the (m,k)-firm pattern are admitted for all
the tasks in the set, the acceptance of the task set is even
better. But, this general (m,k)-firm spinning implies the
use of more computational resources due to the number
of possible combinations of (m,k)-firm patterns that need
to be tested.
Regarding the periodicity of the tasks, it is also indicated
that harmonic task sets have obtained better results than
non-harmonic ones, which is fully understandable as that
the approach proposed in [17] does not consider spins on
Table 2 Harmonic task sets acceptance results
Load Ramanathan (m,k)-spin Improvement (%)
20% 994 1000 1.0
30% 989 1000 1.0
40% 961 1000 4.0
50% 920 997 9.0
60% 841 968 16.0
70% 721 912 28.0
80% 520 760 46.0
90% 324 530 64.0
100% 48 276 462.0










Figure 10 Experimental scenario.
the (m,k)-firm pattern. This fact becomes more evident
with higher utilization factors, when the number of tasks
in the set is higher.
5.2 Implementation upon IEEE 802.15.4 devices
This section presents the experimental assessment that
has been performed to demonstrate the feasibility of
implementing the proposed approach upon the sen-
sor devices that are compatible with the IEEE 802.15.4
standard.
The experimental setup is composed of sixMicaZmotes
running OpenZB (http://www.open-zb.net/) operating
system in a star topology. The MicaZ nodes are based on
the Atmel Atmega 128L microcontroller (San Jose, CA,
USA), which operates at 8 MHz with 128 kb of flash pro-
gramming memory. There are other sensor nodes with
better performance, as Sun SPOTs (Santa Clara, CA, USA)
which operate at 180 MHz with 4 MB of flash memory.
One of the nodes is the coordinator and five others were
configured to send GTS allocation requests to the coor-
dinator, containing (m,k)-firm constraints. For the sake of
convenience, the number of available GTS considered in
this scenario is three, thus there are five nodes competing
for a limited number of slots. The superframe structure
has been configured using the parameters BO = SO = 6,
therefore, with BI approximately 1 s. To better evaluate the
performance of the schedulability test, an experimental
assessment was performed 15 times for each scenario and
the task parameters were resorted before starting a new
experiment.
In the experimental assessment (Figure 10), the coordi-
nator node performs the schedulability test (Algorithm 1)
and reports the results to the nodes. According to
the IEEE 802.15.4 standard, the PAN coordinator must
take the schedulability decision within aGTSDescPersis-
tenceTime (where aGTSDescPersistenceTime = 4) super-
frames. Therefore, on receipt of the acknowledge message
to the GTS request, the device continues to track bea-
cons and wait for, at most, aGTSDescPersistenceTime
superframes.
The obtained values for the average response time,
worst case response time, and the standard deviation are
presented in Table 3. It can be observed that even when
non-harmonic task sets are considered, the response
time (in average) is acceptable for devices compatible
with the IEEE 802.15.4 standard. In the experimental
assessment scenario, the response times were always
under 0.3 s, which is negligible for most part of the
applications.
When harmonic task sets with one spin are considered,
the response time is significantly better due to the fact that
the least common multiple (lcm) of the tasks are smaller;
thus, the number of periods to be checked in the task set
are significantly smaller.
Table 3 Response times
(ki − 1) spins 1 spin
Non-harmonic Harmonic Non-harmonic Harmonic
Response time 143 ms 30 ms 80 ms 20 ms
Worst case 300 ms 60 ms 170 ms 30 ms
Standard deviation 100 ms 15 ms 40 ms 7 ms
Semprebom et al. EURASIP Journal onWireless Communications andNetworking 2013, 2013:222 Page 14 of 15
http://jwcn.eurasipjournals.com/content/2013/1/222
6 Conclusions
Considering the flexibility of some real-time applications
in what concerns tolerating discards and the reduced
number of guaranteed time slots available in IEEE
802.15.4 networks, a logical way to follow is to explore the
real-time constraints of these networks seeking to opti-
mize the scarce resource utilization, such as the GTSs
allocation. Unfortunately, the use of appropriate real-time
mechanisms in wireless sensor networks has not been
thoroughly investigated. Providing timing guarantees in
wireless sensor networks is still an open challenge. This
paper presents a new exact schedulability test for tasks
with (m,k)-firm constraints. The proposed online solution
that may be executed in polynomial time improves the
GTS allocation in IEEE 802.15.4 networks when timing
requirement is expressed using the (m,k)-firm model.
Simulation results show better usage of the GTS allo-
cation when compared to the traditional approach [17]
applied to IEEE 802.15.4 networks. Experimental results
obtained using a setup of MicaZ devices point to the
feasibility of implementing the proposed approach upon
IEEE 802.15.4 sensor nodes.
Contrarily to the classifier proposed by [17] that always
classifies as mandatory the first task activation, the
proposed classification approach allows spins in the clas-
sification pattern. It was observed in the simulation exper-
iments that even when only one spin is considered, the
benefits in the schedulability of the system are consider-
able. It is also important to note that the time consumed
by the schedulability test execution does not jeopardize
the execution of the tasks already admitted into the
system.
Other approaches that intend to extend the number of
GTS, such as [3] or [4], could also benefit from our pro-
posal because it enables the execution of more real-time
applications in the network, sharing all existing GTSs.
Additionally, the proposed approach maintains compati-
bility with commercial off-the-shelf devices. To our best
knowledge, it does not exist in any other works offering
QoS for applications that tolerate skips, more specifically
in the GTS allocation context, as presented in this paper.
Endnote
aIn this work, an instantiation of a task is equivalent to
the message transmission by a node.
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