We describe a MPEG-7 Meta-Data enhanced Audio-Visual Encoder system that targets DVD recorders. We extract features in the compressed domain with both video and audio, which allows us to add the meta-data extraction without altering the hardware architecture of the encoder core. Our feature extraction algorithms are simple, and thus implementable through a simple combination of software and hardware on the integrated DVD chip. The primary application of the meta-data is video summarization, which enables rapid browsing of stored video by the end user. The simplicity of our summarization and feature extraction algorithms enables incorporation of the powerful functionality of smart content navigation through content summarization, into the DVD recorder at a low cost.
INTRODUCTION
Personal Video Recorders (PVR) are rapidly gaining favor in the marketplace since they enable the consumer to record desired content and then browse it. So far the only content navigation that PVR's have provided has relied on information from the Electronic Programming guide. Once a desired program has been located, there are no tools to browse it rapidly other than using conventional trick play. Video Summarization addresses this need by presenting compact versions of the content that also work as collections of entry points into the content. For instance, the video summary of a news program can just be a collection of the starting frames of all the stories. Video Summarization is an active field of research, and almost all reported work relies on video analysis based on all or some of the available cues.
In this paper, we apply our video summarization to a Hard Disk Drive (HDD) enhanced DVD recorder system. We propose enhancements to the existing architecture so as to allow rapid browsing of the stored content. We use audio and video feature extraction in the compressed domain, which allows us to implement the summarization algorithms through a simple combination of hardware and software on our target platform at a low cost. The rest of the paper is organized as follows. Section 2 reviews our past video summarization work. Section 3 discusses challenges posed by the target platform. Section 4 describes our proposed system, and Section 5 presents our conclusions.
VIDEO SUMMARIZATION WITH AUDIO AND VIDEO DESCRIPTORS
In our previous work [1] , we describe a video summarization technique based on sampling in the "Cumulative Motion Activity" space. We have found empirically that the intensity of motion activity in a video shot is a direct indication of its summarizability. Therefore segments with high motion should require more key-frames for summarization than do segments with low motion. The cumulative motion activity space warps the time axis in such a way that low motion activity segments are much shorter than are high motion segments. Thus uniform sampling of the cumulative motion activity gives more keyframes to the high motion segments than to the low motion segments. We find that the motion activity of a video segment can be easily computed using either the average or the standard deviation of the motion vectors, which can be readily extracted from the compressed bit stream. We have thus devised a scheme to quickly extract key-frames from a video sequence. Furthermore, we have devised a simple MPEG-7 threshold based method to find out how many key-frames a given video shot requires [1] . The video summary is then obtained by merely concatenating the extracted key-frames.
The above scheme works best when the semantic segment boundaries of the content are known. We turn to the audio stream to compute the semantic boundaries of the content. We use simple Gaussian Mixture Models (GMM's) for audio classification that use the MDCT coefficients from the AC-3 stream. We also carry out speaker change detection using the MDCT coefficients [4] . For news content for instance, knowing the speaker transitions and finding the principal speakers helps find the story boundaries (See Figure 2) . We are thus able to summarize the content in two stages. In the first stage, we find the semantic segment boundaries, which allows us to skim the video by skipping from segment boundary to segment boundary. We then use the baseline motion based video summarization to summarize the individual segment of interest. In the case of sports video, we use patterns of motion and audio that are associated with highlights to detect interesting events. Note that a summary is finally in the form of time stamps that mark the beginning and end of video segments that constitute the summary. We illustrate a typical HDD enabled DVD recorder system in Figure 2 , with a proposed meta-data generator. Let us enumerate the requirements placed on the meta-data generation:
1. Computational Simplicity 2. Easy integration with the existing platform 3. Fast meta-data generation with least or no waiting time for the user 4. Accuracy
Good user interface
Since the target is a consumer product, requirements 1 and 2 stem from a desire to minimize the cost impact of the meta-data enhancement. However, requirements 3, 4 and 5 stem from the end user experience. The meta-data generation has to be quick and has to be managed in such a way that there is little perceived delay between the recording of the content and its browsing. The accuracy is an obvious requirement since false alarms or misses will detract from the user experience. Finally, in all browsing systems, the user interface is a significant and complementary contributor to the success of the system. The user interface is outside the scope of this paper.
PROPOSED SYSTEM
. Our proposed video browsing system addresses the above requirements as follows:It relies on feature extraction in the compressed audio and video domain thus avoiding computationally costly inverse DCT's. It therefore meets the requirement of computational simplicity. It meets the easy integration requirement since feature extraction from the compressed domain can be achieved through either straightforward upgrading of the firmware, or through simple addition of custom hardware. Since the extraction is the compressed domain, the internal parts of the video codec need not be even accessed let alone modified. Thus our proposed meta-data generation fits easily into existing MPEG-2 codec based DVD recorder systems. As such codecs become more sophisticated, it will be possible to implement the meta-data generation purely through firmware, which will make the upgrading and integration process exceedingly simple and manageable.
While the meta-data generation is fast, it needs to be managed carefully so the waiting time for the user is kept at a low level. Since there are many possibilities for when the feature extraction would be carried out, we have to consider all the different possible scenarios and choose the most suitable. The most important decision to make is to decide whether to put the summarization meta-data generation at the encoder or at the decoder. Placing it at the decoder places the computational burden on the player. Since DVD players are extremely low cost and mature products, it would not be reasonable to expect the decoder to be computationally strong enough to support the meta-data generation. Furthermore, it would increase the waiting time for the end user. We thus decide to generate the meta-data as the system is recording the content. This results in a small delay between the end of the recording and the end of the meta-data generation. The delay is 12 seconds or less, and is hence not especially noticeable. We could also use certain partial instantiations of the interface to mask the delay. In other words, we place the burden of summarization meta-data generation on the encoder as illustrated in Figure 3 . Once this decision is made, the rest of the design decisions are straightforward. The player then makes use of the key-frame time stamps contained in the final meta-data. Note that such meta-data is negligible in size compared to the high volumes of content stored in a DVD or HDD. Also note that the entire process is the same regardless of whether the HDD or the DVD is used, thus allowing a seamless transition from and to the DVD. It also implies that we can use the same architecture for a generic PVR.
We have thus achieved a simple summarization enhancement based on audio-visual feature extraction in the compressed domain of a DVD recorder.
CONCLUSIONS & FUTURE WORK
We described a simple summarization meta-data enhanced DVD recorder system and the underlying design issues. We find that our system is simple and adds a small overhead to the encoder part of the MPEG-2 codec in exchange for a significant enhancement of the browsing functionality. We will present a demonstration at the conference.
In future work, we will target more sophisticated MPEG-2 codecs as well as further refine our audio-visual feature extraction based techniques to improve both simplicity and accuracy.
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