Figure 1. Definition of Domains
Spontaneous waves measured with fluorescence imaging in a P2 ferret retina loaded with fura-2AM. A mosaic of domains is created by sequential spontaneous waves. The red domain in each frame corresponds to a new wave arising in the same region of retina monitored with fura-2 imaging. Overlapping regions in which more than one wave occurs are shown in black. The entire sequence corresponds to 2 min of recording (read from left to right, top row first). The fact that almost the entire region is black after 2 min indicates that domain boundaries change constantly over time. Asterisks indicate regions where waves terminate despite lack of recent activity. The total field of view is 1.2 mm ϫ 1.4 mm. The time evolution of the first two waves in this series can be viewed directly in Segment 1 of the video accompanying this paper at www.neuron.org.
propagation across several square millimeters of the retina has a refractory period which restricts wave propagation (Feller et al., 1996) . We define the refractory retina. The changes in [Ca 2ϩ ]i monitored by fluorescence imaging are an indirect measure of membrane depolarperiod as the minimum time interval following the activation of an area of retina during which it cannot participate izations, since these changes in fluorescence are simultaneous with barrages of synaptic currents onto ganin a wave. Similar analysis of 11 retinas shows that this refractory period ranges from 40-60 s (data not shown; glion cells (Feller et al., 1996) . Since the waves induce a fairly uniform ⌬F and stop abruptly, wave boundaries see also Feller et al., 1996) . Waves in the ganglion cell layer can also occasionally terminate in regions without can be determined unambiguously (see Figure 1A ; Feller et al., 1996) . To examine the spatial configuration of detectable recent activity (see Figure 1 , asterisks); these boundaries do not appear to be set by the refractory domains, consider a sequence of waves that was imaged over a period of 2 min (Figure 1 ; movies of these period. The presence of shifting domain boundaries suggests that there are no fixed structures within the retina waves can be viewed in Segment 1 of the video accompanying this paper at www.neuron.org). As previously that limit wave propagation. Figure 2 demonstrates this point more directly. All described (Feller et al., 1996) , each individual wave defines a domain (Figure 1 , red areas); over time, the entire waves (n ϭ 11) passing through a given area of mid-to peripheral retina were superimposed ( Figure 2A ). It is retinal ganglion cell layer is tiled by these domains (Figure 1, gray areas) . Over periods of time of Ͻ1 min, there clear that the boundaries of these waves are all different, and the pattern of activity is both isotropic and spatially is very little overlap between new domains and the domains of earlier waves (black areas in Figure 1 , top two decaying, consistent with a homogeneous substrate. To show that this distribution of domains is independent rows). Over longer periods of time, new waves can encroach significantly into domains defined by earlier of direction, we calculated the probability that a wave that includes the center point of Figure 2A also passes waves ( Figure 1 , bottom 2 rows). This implies that the through a point at a given distance and angular position edly initiated. To test whether the initiation sites are randomly distributed, we constructed a histogram of all from this center. Figure 2B shows this correlation function averaged over all distances along a given direction.
inter-initiation site distances. The results for one retina ( Figure 3B ), and for a total of 5 retinas (data not shown), This analysis emphasizes that there is no preferred direction of propagation across this region. Similar meaare consistent with a uniform, random distribution of initiation sites ( Figure 3B ; solid line). surements for several retinas (n ϭ 5) confirm this conclusion (Figure 2B, bottom) . To measure the range over
The above analysis suggests that the spatial properties of the waves are not determined by fixed structural which activity is spatially correlated, we also computed the correlation as a function of distance, averaged over units within the retina such as pacemakers or recurring domains. We therefore hypothesize that every location all propagation directions ( Figure 2C ). The results averaged over five retinas are well fit by an exponential with within the developing retina contains the circuitry capable of initiating and supporting waves, and that the a decay length of 350 m (Figure 2C , bottom; dotted line). This length is a measure of the characteristic diglobal spatial patterns and dynamics of waves are determined by the local history of retinal activity. mensions of a domain. Taken together, the results of Figure 2 show that the spontaneous activity in the retinal ganglion cell layer is statistically homogeneous and iso-A Two-Layer Model Reproduces the Spatiotemporal Properties of Retinal Waves tropic.
Waves initiate at randomly distributed locations Can the observed complexity of retinal wave patternsnamely, the periodicity, domain size, compactness, and across the retina. The spatial distribution of Ͼ100 consecutive initiation sites for one retina is shown in Figure  wavefront velocity-be reproduced by modeling a simple neuronal network based on the above hypothesis? 3A. An initiation site is defined as the centroid of the smallest resolvable area of initial change in fluoresHere, we introduce a two-layer readout model, comprised of two distinct populations of cells having propercence, whose size (0.026 Ϯ 0.015 mm 2 ; n ϭ 200 waves, 4 retinas) corresponds to ‫07ف‬ cells in the ganglion cell ties that correspond to the ganglion and amacrine cells known to be involved in the neural circuit that generates layer. Over the entire recording period, only one wave initiated at each site; there is no evidence for the exiswaves (Wong et al., 1995; Feller et al., 1996) . The twolayer readout model is based on many assumptions tence of special zones where waves would be repeat-ways: either through an intrinsic spontaneous depolarization or through the cumulative effect of excitatory inputs from other nearby amacrine cells. Afterwards, it enters a refractory period during which it cannot be depolarized. Only when an amacrine cell exceeds its threshold can it cause other nearby amacrine cells and ganglion cells to depolarize via synaptic coupling.
A model ganglion cell receives inputs only from amacrine cells and has neither a refractory period nor the ability to depolarize spontaneously. The ganglion cell layer serves as a passive filter of the amacrine cell layer activity (note, there is no coupling between ganglion cells), and we therefore refer to the ganglion cell layer as a readout layer. We also assume that a ganglion cell participates in a wave only when its excitation level exceeds a threshold. In our model, subthreshold amacrine and ganglion cell activity is not detectable. A more detailed discussion of the model is found in the Experimental Procedures.
The model and the experiment are qualitatively similar in that the properties of the simulated waves-their shape, frequency, rate of movement across the retina, etc.-are essentially indistinguishable from those observed experimentally. This similarity is best appreciated by viewing the movies of the simulated and experimentally recorded waves (see www.neuron.org).
Four sequential waves generated by the simulation are presented in Figure 4B . While our imaging experiments are limited to visualizing cells in the ganglion cell layer that undergo large changes in [Ca 2ϩ ] i , we can derive whose depolarization to threshold was independent of the wave (gray dots). These cells spontaneously depoabout the physiological properties and connectivity of larized during the wave, but at too low a density to amacrine cells and ganglion cells in the immature retina.
excite nearby ganglion cells above their threshold. The (For a model of wave generation based on biophysical convergence and divergence of projections between the properties of ganglion cells, see Burgi and Grzywacz, two layers ( Figure 4A ), together with the thresholding of 1994.) Our assumptions and an assessment of their the ganglion cell layer response, turn a sparse wave in validity can be found in the Discussion.
the amacrine cell layer into a contiguous ganglion cell Since our goal is to describe the system at time scales layer wave, reproducing the character of the experimenrelated to the waves (s) rather than the underlying cellutally observed waves. lar events (ms), the model is correspondingly coarse,
The model predicts that wave initiation and propagaand treats each cell within the network as a simple unit tion are strongly influenced by the past history of amawhose excitation level (analogous to depolarization crine cell activity, both associated with and independent away from resting membrane potential) is increased by of waves. In the context of our model, this past history excitatory inputs and decays exponentially with time.
is represented by the density of nonrefractory amacrine Horizontal coupling in the network is determined by cells in a region. The lower frames in Figure 4B show connections between amacrine cells, and between amathe fraction of nonrefractory amacrine cells that are crine and ganglion cells, as illustrated schematically in present in the time step just preceding the wave shown Figure 4A . As much as possible, the characteristic in the top frame. Red regions have a high fraction lengths and times of the model have been chosen to ‫)%05ف(‬ and blue regions a low fraction (Ͻ20%) of nonrecorrespond to available anatomical and physiological fractory amacrine cells. Waves are more likely to initiate data (see Experimental Procedures).
in red than blue regions, since they contain a larger pool Both model cell types have a characteristic threshold.
of available amacrine cells that could spontaneously depolarize. In this sense, the red regions represent A model amacrine cell can reach its threshold in two (B) Waves generated by computer simulation of the two-layer readout model are influenced by the past activity of amacrine cells. The top frame of each pair corresponds to all of the activity in the network that occured during the time evolution of a simulated wave (as indicated by arrows from the time bar), i.e., activity in the ganglion cell layer (blue areas), in the amacrine cells that participate in that wave (red dots), and in amacrine cells that are active but do not participate in the wave (gray dots). The bottom frame contains pseudocolor plots which indicate the number of amacrine cells available to participate in a wave (i.e., not refractory) in the time step immediately preceding the initiation of a wave. The color bar corresponds to the fraction of nonrefractory cells (0%-50%). For more information, consult Segment 2 of the video of simulated waves accompanying this paper at www.neuron.org. zones of potential wave activity. In contrast, wave to characterize their spatiotemporal properties. First, we used the time interval between successive waves boundaries are restricted by blue regions, since waves cannot propagate through areas containing a high fractraversing a given retinal location to study the temporal regularity of the activity. Experimentally, the distribution tion of refractory amacrine cells. In the model, regions that previously supported a wave become refractory of these interwave intervals is broad ( Figure 5A ), showing that while there is a characteristic time interval be-(blue) as the cells that participated in the wave enter their refractory period in subsequent frames. Furthermore, tween waves, they are not strictly periodic. The lower bound of the interwave interval distribution is deterregions that did not support a wave but had a substantial level of amacrine cell activity can also become blue.
mined by the minimum refractory period, but the interwave interval distribution peaks near 2 min, which is This analysis also suggests a possible origin of the refractory period measured in the ganglion cell layer.
two to three times the measured refractory period. The ratio of the interwave interval to the refractory period is Recall that in our model, the ganglion cells do not have an intrinsic refractory period. Rather, the intrinsic refraca critical parameter and severely restricts the possible circuitry responsible for wave generation (see discustory period of the amacrine cells, combined with a ganglion cell threshold for firing, confers an effective refracsion of the one-layer model below). The second statistical property we characterized was tory period to the visualized tissue. In the model, the refractory period measured in the ganglion cell layer is the domain size distribution. Note that a distinctive property of the waves that must be taken into account by therefore a collective property of the amacrine-ganglion network.
any model is the compact (i.e., not sparse) nature of the domains. We plotted the domain size distributions by measuring the area of retina covered by each wave The Two-Layer Model Is Consistent with the Periodicity, Size, and Velocity of ( Figure 1 ). Domain size histograms for five retinas are shown in Figure 5B . Like the interwave interval distribu-
Retinal Waves
In this section, we quantitatively compare observed and tions, the area distributions are extremely broad, showing that a given retina supports a wide range of domain simulated retinal waves using two statistical measures sizes. Note that some domains are cut off by the edges the average wavefront propagation of both simulated and measured waves. (Lowering the ganglion cell of the field of view (1.7 mm 2 ), which slightly skews the distributions toward smaller areas. The smallest dothreshold has no effect on wavefront velocity, since the ganglion cell layer is only a passive readout.) Propagamains measured are 0.025 mm 2 (corresponding to a disk 180 m in diameter); the largest domains measured are tion velocities for both measured and simulated waves were computed by defining the wave boundaries at dis-0.8 mm 2 . The distribution of domain sizes remains relatively flat for domains measuring up to 0.075 mm 2 , the crete time intervals and measuring the distance traveled along a direction nearly perpendicular to the wavefront equivalent of a disk 300 m in diameter, or ‫002ف‬ cells in the ganglion cell layer (see Experimental Procedures).
( Figure 7A , left). The time evolution of an imaged retinal wave (at 500 ms intervals) and simulated wave are Quantitative measures of simulated wave parameters for the two-layer readout model agree well with the exshown in Figure 7A (left). The wavefront velocity (the slope of the distance versus time curves) is not constant perimental results. For example, interwave interval measurements of waves generated by a simulation of the but instead waves speed up and slow down. On average, the measured waves propagate with a velocity of 177 Ϯ two-layer readout model have a distribution that peaks near twice the refractory period ( Figure 6A , middle), in 67 m/s (n ϭ 27 waves, 3 retinas), in agreement with earlier recordings using a multielectrode array (Wong agreement with experiments ( Figure 6A, top) . The interwave intervals are measured in units of the refractory et al., 1993). Occasionally, waves accelerate to local wavefront velocities of greater than 500 m/s, as eviperiod as measured in the ganglion cell layer. Note that the peak of the interwave interval distribution of the denced by the staircased, rather than smooth, structure of the curves in Figure 7A . This variations in local wavesimulated waves from the two-layer readout model is determined by the amacrine cell refractory period.
front velocity is not a property of specific retinal locations, since subsequent waves passing through a given There is also good agreement between the domain size distributions of the experimentally-observed and location can travel at widely different speeds (data not shown). The average wavefront velocity for simulated simulated two-layer model waves. In both cases, the distribution remains relatively flat for domain sizes up waves was 238 Ϯ 43 m/s (15 simulated waves; see Experimental Procedures for a description of how the to ‫570.0ف‬ mm 2 ( Figure 6B , top and middle). The location of the peak in the two-layer model's simulated distribumagnitude of the velocities was computed), which is comparable to the velocities measured experimentally. tion is roughly set by the number of amacrine cells that are excited by a single amacrine cell (see Experimental
The model also predicts that fluctuations in wavefront velocity can be attributed directly to the fraction of amaProcedures).
To test the predictive ability of the model, we comcrine cells that are refractory when a wave propagates through a given region. A wavefront will propagate more pared how lowering the amacrine cell threshold affects Figure 5 ). (A) shows domain size distributions, and (B) shows interwave interval distributions for waves generated by simulations of the two-layer (middle) and one-layer (bottom) models. Spatial dimensions for domain size distributions were determined by allowing 250 m 2 for each cell (see Experimental Procedures: Model). Interwave interval distributions for simulated waves were measured at six equally spaced points within the model retina. Cumulative results for the interwave interval are plotted in units of the ganglion cell layer refractory period, which corresponds to the minimum interwave interval recorded (see text). Results from 4876 simulated waves were included in the distributions. All distributions are expressed as a fraction of the total number of waves.
quickly through an area with a high density of nonrefraclayer, which is responsible for the initiation and propagation of the waves. Second, the model makes specific tory amacrine cells ( Figure 4B , bottom frames, red regions). Fluctuations in wavefront velocity can be exagpredictions concerning the physiological properties of amacrine cell activity-namely, that amacrine cells have gerated by increasing the amount of variability of excitatory input a cell receives. For example, increasing spontaneous activity that is not necessarily correlated with waves. The model further implies that amacrine the dendritic spread of amacrine cells would allow for more variation in the number of refractory cells in a given cells or amacrine-to-ganglion cell synapses have a long refractory period that sets the measured periodicity of region (data not shown). In the model, as in experiments, subsequent waves passing through a given location wave activity. Finally, the initiation and propagation of waves (as measured in the ganglion cell layer) are detertravel at different speeds.
Simulated waves showed a 25% increase in average mined by the past history of excitation in the amacrine cell layer. wavefront velocity for a 17% decrease in threshold (Figure 7B, right) . To lower the threshold experimentally, we increased the concentration of potassium in the bath Wave Properties Are Not Consistent with a One-Layer Model from 2.5 mM to 5 mM. This manipulation depolarizes ganglion cells from a resting potential of Ϫ53 mV to Are two independent cell types required to reproduce the statistical properties of waves? To test this, we introapproximately Ϫ45 mV (n ϭ 3 cells, data not shown).
As predicted by the model, we found a marked increase duced a specific class of one-layer models of the retina. This naive model consists of a homogeneous population in the average wavefront velocities of waves of ‫%06ف‬ ( Figure 7B, left histograms) . Furthermore, the mean doof units with two properties: a finite probability of spontaneous activation, and a refractory period. Wave propamain size increased, consistent with the simulation (data not shown).
gation is mediated through near-neighbor coupling, such that the activity of one unit leads to additional In summary, the two-layer readout model makes several predictions. First, the waves we record experimenactivity of nonrefractory neighbors. Note that a computational unit may be composed of more than one cell tally from the ganglion cells using fluorescence imaging are filtered images of the activity in the amacrine cell type. For instance, if a set of ganglion cells fired every time an amacrine cell fired, and this unit was repeated ( Figure 6B , bottom), something other than the refractory period must determine wave boundaries. to make up the entire retinal network, such a network would also be classified as a one-layer model. The esAs mentioned earlier, not all wave boundaries are delimited by refractory regions (Figure 1) . Within a onesential property is that each unit is characterized by a single measure of activity. By contrast, in the two-layer layer model, the only other possible means of limiting the spatial extent of a wave would be failure of the model, a local patch of amacrine and ganglion cells cannot be lumped together since one may be active coupling mechanism: when a given unit fires, its neighbors may not fire, interrupting the propagation of the without the other.
In this class of one-layer model, the refractory period wave. If this were the case, smaller waves would be more frequent than larger ones, and the distribution is the sole determinant of wave boundaries. A simple argument shows, however, that this requirement would of domain sizes would be a monotonically decreasing function, peaked at the smallest domains ( Figure 6A , only allow for interwave intervals that are roughly equal to the refractory period ( Figure 6B, bottom) : if the inbottom).
Results above indicate that a simple one-layer terwave interval were much longer than the refractory period, then every wave would propagate across the model-consisting of a single computational unit that is spontaneously active, with a refractory period, and entire retina, since then the entire retina would be reset by the time the new wave arrives. As was illustrated in whose activity is transferred to its near neighbors-is inconsistent with the measured qualitative and quantita- Figure 1 , however, waves are limited in their spatial extent to domains of defined sizes. Since the interwave tive properties of retinal waves. We conclude that the spatiotemporal properties of retinal waves cannot be interval distribution peaks at twice the refractory period described by such a one-layer model. Of course, we synapses may be present, though, raising the possibility cannot rule out more complicated one-layer models.
that the spontaneous activity of cholinergic amacrine In contrast, our two-layer model involves at least two cells could be mediated by other amacrine cells or gencomputational units, where one unit may be active witherated intrinsically in the cholinergic amacrine cells out the other.
themselves. It will be of great value to make physiological recordings from cholinergic amacrine cells in intact immature retinas (Zhou and Fain, 1996; Zhou, 1997, Discussion Invest. Ophthalmol. Vis. Sci., abstract).
In the model, a ganglion cell receives inputs only from We have presented a physiologically realistic model that amacrine cells, and neither has the ability to depolarize shows that a simple network involving only two cell spontaneously nor has a refractory period. We assume types can reproduce robustly the spatiotemporal patthat the coupling that is known to exist between ganglion terns of retinal waves. We used fluorescence imaging cells (Mastronarde, 1989; Meister et al., 1991 ; Penn et to reveal that the spatial location of wave initation sites, al., 1994) is not involved in wave generation, implying and the boundaries that limit wave propagation, are not that the ganglion cell layer serves as a passive filter of set by fixed structures but arise from dynamic properties the amacrine cell layer activity. We also assume that a of the immature retinal network. The predictions of the ganglion cell participates in a wave only when its excitamodel, in combination with the experimental observation level exceeds a threshold. This assumption is contions, allow us to describe how the physiological propersistent with the experimental observation that changes ties of individual neurons can cooperatively generate in fluorescence associated with increases in [Ca 2ϩ ] i imintrinsic large-scale patterns of correlated activity. In aged at low magnification are simultaneous with robust this section, we first discuss the validity of the assumpbursts of action potentials (Feller et al., 1996) and that tions made for the model in terms of known anatomical blocking action potentials with tetrodotoxin also blocks and physiological properties of the immature retina. We the waves (Meister et al., 1991; Wong et al., 1995) . then present arguments that describe how retinal waves might be generated by the developing retinal circuitry based on experimental observations, the predictions of Refractory Period the two-layer readout model, and comparisons to other A central prediction of our model is that the spatial neuronal structures that display similar behavior. Finally, extent of waves is not defined by predetermined strucwe make predictions about how these patterns of activtures within the retina, but is instead determined by ity might influence the patterning of connections in the fluctuating levels of excitability in the amacrine cell layer. retina itself. A more detailed description of the quantitaThese dynamic boundaries are in significant contrast to tive features of the model will be presented elsewhere.
repeating domain boundaries defined by the spontaneous propagating activity observed in developing neocor-
Validity of Model Assumptions and Predictions
tex (Yuste et al., 1992) as well as the spindle waves in A primary prediction of the two-layer readout model is the thalamus, which propagate across the entire structhat a class of cells with properties distinct from those ture (Kim et al., 1995) . of the ganglion cells is responsible for the initiation,
The two-layer readout model predicts that the refracpropagation, and termination of waves. Retinal waves tory period measured in the ganglion cell layer arises are known to involve a network containing at least two from a combination of a longer refractory period in amacell types, amacrine and ganglion cells (Wong et al., crine cells plus a ganglion cell threshold. In the model, 1995; Feller et al., 1996) . Retinal ganglion cells have after they are depolarized past threshold, amacrine cells both cholinergic and GABAergic postsynaptic currents enter this refractory period, during which time they canduring waves; however, only the cholinergic input is not be spontaneously depolarized or excited by their required for wave propagation, at least at the earliest neighbors. The source of this refractory period is not ages studied here (Feller et al., 1996 ; but see also Shields yet understood, but could be due to large after-hyperpoet al., 1996, Invest. Ophthalmol. Vis. Sci., abstract, and larizing currents in cholinergic amacrines (Taylor and discussion below). We therefore propose that the readout activity is generated by cholinergic amacrine cells, Wassle, 1995), similar to those thought to underlie the and for simplicity we assume that they are the only type refractory periods seen in thalamic spindle waves (Kim of amacrine cell in our model network. et al., 1995) and the waves that propagate across the procerebral lobe, an olfactory organ, of Limax maximus (Delaney et al., 1994; Kleinfeld et al., 1994) . Another Amacrine and Ganglion Cell Physiology possibility is that ␣-bungarotoxin-insensitive neuronal In the model, we make many assumptions about the nicotinic receptors on either amacrine or ganglion cells physiological properties of cholinergic amacrine cells become desensitized following participation in a wave (reviewed by Masland and Tauchi, 1986; Vaney, 1990) . (McGehee and Role, 1995; Feller et al., 1996) . An intriguFirst, we assume that amacrine cells are spontaneously ing possibility is that this refractory period is associated active, but that their activity does not always result in with a cellular process such as the refilling of internal a wave in the ganglion cell layer. Spontaneous activity calcium pools (Yao et al., 1995) , which is known to set is not likely to be mediated by glutamatergic inputs from the refractory period for calcium waves seen in Xenopus bipolar cells, as it is in adult cholinergic amacrine cells laevis oocytes, or perhaps with the refilling of a readily (Taylor and Wassle, 1995; Peters and Masland, 1996) , releasable pool of synaptic vesicles, as has been studied since blockade of glutamatergic transmission does not block waves (Wong et al., 1995) . Amacrine-to-amacrine in hippocampal neurons (Stevens and Tsujimoto, 1995) .
Wave Initiation and Propagation which are consistent with the known properties of the immature retina. First, we include spontaneous activity We have shown that the initiation sites of waves are distributed uniformly across the retina (Figure 3) . This in the amacrine cell layer, since some source of initiation must be present in the network, and the ganglion cells observation is reflected in the model, where all amacrine cells have the same rate of spontaneous depolarization; are known not to be spontaneously active. Second, activity in the amacrine cell layer is subject to a refractory wave initiation is due solely to spontaneous activity in the amacrine cell layer, when a sufficient number of period, but can also propagate from cell to cell over the known dendritic spread of these cells. This accounts nearby amacrine cells become coactive ( Figure 4B ). This situation contrasts with that known to occur in other for the minimal size of the waves and the minimal interval between waves at a given location. Third, the ganglion neural structures exhibiting activity correlated across many cells, where the initiation region contains a high cell layer provides a passive filter of amacrine cell activity. Filtering the amacrine cell activity is necessary to density of pacemaker or trigger cells (Johnson et al., 1994; Yuste et al., 1995; Marder and Calabrese, 1996) simultaneously account for the compactness of the waves and the discrepancy between measured inor where there is some variation in local circuitry that makes one area of tissue more excitable (Destexhe et terwave intervals and the refractory period, as discussed in the Results. al., 1994; Kim et al., 1995; Charles et al., 1996) . The model assumes that the horizontal spread of the excitaThough the exact nature of the cellular mechanisms underlying the model are not known, the model does tion occurs through amacrine-to-amacrine cell connections. In the simplest scenario for wave propagation not require exquisitely fine tuning to account for observed wave properties. As discussed in the Experimenthrough the amacrine cell layer, cholinergic amacrine cells would respond to acetylcholine (Millar and Morgan, tal Procedures, for a given set of fixed (i.e., anatomical) parameters, there is some range of free parameters 1987; Mariani and Herch, 1988; Famiglietti, 1991 ; but see also Baldridge, 1996) .
(thresholds and spontaneous activity rate) that generate waves that qualitatively and quantitatively resemble the Amacrine cells may also communicate through a GABAergic circuit, since cholinergic amacrine cells conobserved waves. This point is significant on two levels. First, it shows that the reproduction of the experimental tain (Vaney and Young, 1988; Brecha et al., 1988) and respond to GABA (Zhou and Fain, 1995) and may coreproperties is a general feature of the architecture of the two-layer readout model and not a unique property of lease GABA with acetylcholine (O'Malley et al., 1992) . Though at the earliest ages studied (P0-P5) we have the parameters we have used. There is also a second and more profound implication: if a simple model neural found that the GABA A antagonist SR95531 has no effect on wave generation (Feller et al., 1996) , recent findings circuit can generate wave behavior without requiring fine adjustment of parameters, then we may expect that in slightly older animals (ϾP12) suggest that GABA blockers can influence the temporal patterns of retinal wave behavior in the real circuit is not sensitive to the precise biophysical properties of immature neuronal waves (Shields et al., 1996, Invest. Ophthalmol, Vis. Sci., abstract) , which supports the hypothesis that cholinernetworks. The validity of the model is strengthened by experiments that show that lowering the amacrine cell gic amacrine cells might be modulated by GABA. A third possibility is that excitation within the amacrine cell layer threshold leads to consistent changes in wave properties in both simulated and experimentally measured is mediated through secretion of neuromodulators, like adenosine or dopamine (Blazynski et al., 1992; Hare and waves, namely an increase in average wave velocity (Figure 7 ). Owen, 1995). We emphasize that our model presents the simplest scenario-namely, that cholinergic amacrine cells are involved in wave initiation. The model is entirely Implication of Wave Dynamics for Visual consistent with the idea that excitation is relayed System Development through other amacrine cell types as well as the cholinerRetinal waves occur at an age when the wiring of many gic cells, or even with the idea that one amacrine cell structures within the visual system is immature and type is spontaneously active, while the cholinergic amahighly plastic (Bodnarenko and Chalupa, 1993; Sernagor crine cells are simply a necessary component of the and Grzywacz, 1996; Wong and Oakley, 1996) . At the horizontal circuitry needed for relay of excitation.
same time, retinal ganglion cell axon terminals in the lateral geniculate nucleus are first segregating into eyespecific layers , and then further segregatUniqueness and Robustness of the Two-Layer Model ing into ON-OFF layers (Garraghty and Sur, 1993) . Waves might also be important for development of cirWe have argued that the two-layer readout model is the simplest model that is capable of generating the cuitry within the retina, since the period of wave activity coincides with a period of extensive spatiotemporal properties of real waves. Of course, this does not permit us to rule out models based on more retinal development (Ramoa et al., 1988; Wingate, 1996) . It has been well established that the segregation of gancomplicated computational units. Nevertheless, any successful model must be able to account for (a) the glion cell dendrites into ON-OFF sublaminae in the inner plexiform layer is activity dependent (Bodnarenko and source of spontaneous activity, (b) the propagation of this activity in a compact, finite wave, and (c) the disChalupa, 1993). Furthermore, recent experiments in the turtle retina show that blocking wave activity prevents crepancy between the time interval between waves and the refractory period. Our model, however, accounts for the dark rearing-induced expansion of ganglion cell receptive fields (Sernagor and Grzywacz, 1996), implying these properties by making the following assumptions, that correlated activity is involved in establishment of Table 1 . Model Parameters Used for Simulated Waves Analyzed in Figure 6 local circuitry. An interesting prediction made by the two-layer readout model is that amacrine cell and gan- can depolarize spontaneously, independent of a wave Ganglion cell threshold: G ϭ 10 units (7) (8) (9) (10) (11) (12) (13) in the ganglion cell layer ( Figure 4B , top row, gray cells), *Radius over which cell receives input from nearby amacrine cells so that an amacrine cell can be active without postsyn-
The model is completely determined by two sets of parameters, aptic ganglion cells being depolarized above threshold.
"fixed" and "free". approach of using crude, early-forming circuits to generate precise patterns of activity may be a general strategy
Model
We modeled the wave-generating circuitry of the developing mamused by a variety of circuits throughout the nervous malian retina by a pair of coupled, two-dimensional networks that system to refine imprecise wiring within the circuits represent the retinal ganglion cell and cholinergic amacrine cell themselves and within their targets.
layers, respectively. The simulation was implemented using Borland Cϩϩ on a Pentium PC and Cray Cϩϩ on a T3E supercomputer.
Experimental Procedures
The statistical properties of the simulations were analyzed in an analogous manner to the experimental data. The parameters listed Retina Preparation in Table 1 provide a complete specification of the model. Eleven retinas were isolated from newborn (P0-P10) ferrets that had Spatial Organization of Networks been deeply anesthetized with halothane and then decapitated. All
The amacrine cell layer was modeled as a close-packed triangular procedures were performed in artifical cerebrospinal fluid (ACSF; lattice of cells (see Figure 4A ) with a lattice spacing of 34 m, based 119 mM NaCl, 2.5 mM KCl, 1.3 mM MgCl 2 , 10.0 mM KH 2 PO 2 , 2.5 on immunohistological staining for choline acetyltransferase in demM CaCl 2 , 26.2 mM NaHCO 3 , and 11 mM D-glucose). Solutions were veloping ferret retinas of comparable ages (Feller et al., 1996) . For buffered with NaHCO 3 and oxygenated with a mixture of 95% O 2 simplicity, the ganglion cell layer was also modeled as a triangular and 5% CO2. Isolated retinas adhered to filter paper were incubated lattice with one-half the lattice spacing of the amacrine cells (17 in fura-2AM as described previously (Feller et al., 1996) . The retinas m), which is consistent with a cell soma diameter of 12 m (Ramoa and filter papers were placed in a temperature controlled chamber et al., 1988) , with only 50% of cells participating in waves Medical Systems) , mounted on the stage of an inverted al., 1995). To match the field of view used in the imaging experimicroscope (Nikon, Diaphot 200), and continuously perfused. ments, the model ganglion cell layer was 96 ϫ 70 cells, representing a patch of retina 1.4 mm ϫ 1.2 mm.
Results from the simulation show that the area over which a given Wave Definition and Analysis Waves were acquired using fluorescence imaging methods premodel amacrine cell receives excitatory inputs roughly sets the peak of the domain size distribution generated by the simulation (see viously described (Feller et al., 1996) and stored on Hi8 videotape. An initial background frame was subtracted from all subsequent Results). We therefore assume that an amacrine cell receives inputs from the surrounding 0.05 mm 2 , corresponding to the peak in the images to create ⌬F, or difference images of the retina. Individual videoframes of difference images were acquired at 0.5 s intervals experimental domain size distribution (see Figure 4B) ; a given amacrine cell provides inputs to cells at a distance of up to 120 m away, from a computer-controlled video editor (Sony 118) onto a Macintosh computer using NIH Image. All domains were defined using which we define as the input radius, R A. This value is consistent with the measured dendritic spread of cholinergic amacrine cells in the the same computer algorithm, which consisted of a series of filters to remove high frequency noise and enhance contrast. Thresholding developing retinas of rabbit (Wong and Collin, 1989) and cat (Dann, 1989; Mitrofanis et al., 1989 ). In the model, each amacrine cell is of the processed image was done through an iterative selection procedure (Ridler and Calvard, 1978) . The individual frames were synaptically connected with equal strength to other amacrine cells within its input radius, which is roughly seven ganglion cells or combined to define the area covered by a wave. The wave initiation point was determined by the centroid of the first processed and three to four amacrine cells. Ganglion cells integrate inputs from the amacrine cell processes that lie within their input radius, R G, thresholded frame in which a wave appeared. The velocity of the wavefront was computed by acquiring successive frames from the which we also set to be ‫021ف‬ m, consistent with measurements in the embryonic cat retina (Ramoa et al., 1988) . The connections videotape at 33 ms intervals, processed as described above. The from amacrine cells to ganglion cells are purely feed forward, i.e., correlated amacrine cell activity to depolarize the ganglion cells above their threshold. If A is too low, waves spread over the entire the state of the amacrine cells affects the state of the ganglion cells, but not vice versa.
retina, since excitation traveling into low-threshold regions needs only to recruit a few nonrefractory amacrine cells for propagation.
Temporal Behavior of Cells
The elementary time step of the model is 100 ms. Details of behavior
We therefore set the amacrine cell threshold within the range where there are a sufficient number of finite-sized waves. As mentioned on shorter time scales are not described by the model. Both amacrine cells and retinal ganglion cells are modeled as leaky integratein the Results, varying A within this range does affect the domain size distribution and wave velocities ( Figure 7B ). and-fire neurons. A given cell is characterized by an excitation level, X, which is analogous to the amount of membrane depolarization
The statistical properties of the simulated waves also depend on the value of the spontaneous rate of firing, p. We used a high rate away from the cell's resting potential. Inputs from other neurons raise the excitation level with an integration time, , set to 100 ms for the simulations ‫530.0ف(‬ s
Ϫ1
) to guarantee that a nonrefractory amacrine cell will spontaneously depolarize in a time interval (‫/1ف‬p, for both amacrine and ganglion cells (Velte and Miller, 1995) . When the excitation level exceeds the neuron's threshold, , the cell is or 30 s) much shorter than its refractory period ‫2ف(‬ min); this value leads to an initiation rate comparable to that seen experimentally. said to fire. For ganglion cells, G corresponds to spike threshold; for amacrine cells, A is the threshold for synaptic transmission.
If p is set much higher, then very few larger waves occur, since high levels of spontaneous activity not correlated with waves will make Under the feed-forward assumption of our model, ganglion cell firing does not affect other cells in the network, but simply allows larger regions of the amacrine cell layer refractory at any given time, thereby preventing extended propagation of the wave ( Figure 4B ). them to be visualized in the simulation. On the other hand, firing amacrine cells provide inputs to both amacrine cells and ganglion Velocity Measurements of Simulated Waves Waves in the simulation were recorded and stored as a list of each cells within their dendritic spreads. Their firing time, T F , is set to be 1 s. While firing, they raise the excitation levels of their neighbors participating ganglion cell and the time that it became active. The initiation point was determined by the average position of the ganby one unit. The time evolution of the excitation level of a given amacrine and ganglion cell over time ⌬t is given by: glion cells active in the first time step. The participating ganglion cells were then sorted into 16 groups according to their relative X then determined by the slope of the best linear fit to this distance Amacrine cells (but not ganglion cells) are then held at zero for the versus time, not including the time step corresponding to the initiaduration of their refractory period. Before the simulation begins, tion time (the fit did not have to go through the origin). Mean waveeach amacrine cell is assigned a refractory period, such that the front velocity for a given set of parameters was calculated using 15 distribution of refractory periods is Gaussian with a mean T R and a individually acquired waves from the simulation running with those standard deviation ⌬T R. The mean refractory period is set to the parameters. experimental peak in the interwave interval distribution, and the standard deviation is set to be 25%. Acknowledgments Finally, the model must contain some intrinsic excitability; otherwise it will eventually become completely inactive (all Xi ϭ 0) due to
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