Abstract: Using a frequency-domain analysis, it is shown that the application of a feedback controller of the form k=(z ?1) or kz=(z ?1), where k 2 R, to a power-stable in nite-dimensional discrete-time system with square transfer-function matrix G(z) will result in a power-stable closed-loop system which achieves asymptotic tracking of arbitrary constant reference signals, provided that (i) all the eigenvalues of G(1) have positive real parts and (ii) the gain parameter k is positive and su ciently small. Moreover, for single-input single-output systems we show how the gain parameter gain k can be tuned adaptively. The resulting adaptive tracking controllers are universal in the sense that they apply to any power-stable system with Re G(1) > 0, and in particular they are not based on system identi cation or plant parameter estimation algorithms, nor is the injection of probing signals required. Finally, we apply these discrete-time results to obtain adaptive sample-data low-gain controllers for the class of regular systems, a rather general class of in nite-dimensional continuous-time systems, for which convenient representations are known to exist, both in state-space and in frequency domain. We emphasize that our results guarantee not only asymptotic tracking at the sampling instants, but also in the sampling interval.
Introduction
The synthesis of low-gain I and PI-controllers for uncertain stable continuous-time plants has received considerable attention in the last 20 years. Let G c be a proper rational continuous-time transfer function matrix. The main existence result on robust low-gain I-control states that if spectrum(G c (0)) fs 2 C j Re s > 0g ; then there exists k > 0 such that for all k 2 (0; k ) the controller kI=s stabilizes G c and the resulting closed-loop system asymptotically tracks arbitrary constant reference signals. This result has been proved by Davison 5] and Lunze 20] using state-space methods and by Grosdidier et al. 6 ] and Morari 26] using frequency-domain methods (see also the book by Lunze 22] , chapter 10, and the textbook by Morari and Za riou 27], pp. 362). This controller design approach, called \tuning regulator theory " 5] , has been successfully applied to industrial control problems, see Coppus et al. 3] and Lunze 21] .
The above tuning regulator result has been extended by Pohjolainen 28, 29] , Pohjolainen and L atti 30], Logemann et al. 14], Logemann and Owens 18] and Logemann and Townley 19 ] to various classes of (abstract) in nite-dimensional continuous-time systems, and by Koivo and Pohjolainen 12] and Jussila and Koivo 9 ] to di erential-delay systems.
If the plant uncertainty is large the parameter k needs to be tuned adaptively. For continuous-time plants low-gain universal adaptive controllers which achieve asymptotic tracking of constant reference signals have been presented by Cook 2] and by Miller and Davison 24, 25] in the nite-dimensional case and by Logemann and Townley 19] in the in nite-dimensional case. y By \universal" we mean that the controllers are not based on system identi cation or plant parameter estimation algorithms.
In this paper we consider the problem of low-gain I-control for the class of discrete-time power-stable in nite-dimensional systems. We apply our results to the sampled-data control of continuous-time regular systems, a large class of in nite-dimensional systems introduced and studied by Weiss 39, 40] . Regular systems encompass a large class of partial di erential equations with boundary control and observation and functional differential equations with delays in the state, input and output variables. The low-gain control problem for discrete-time systems appears to have received less attention than its continuous-time counterpart. Kobayashi 10, 11] has obtained non-adaptive sampled-data versions of the existence result above, for various classes of in nite-dimensional systems. However, to the best of our knowledge there are no results on discrete-time adaptive low-gain control available in the literature.
In Section 2 we develop a frequency-domain approach to non-adaptive low-gain discretetime control which is more general than the state-space approach in 10, 11] . We show y Surprisingly, the low-gain adaptive tracking problem has received less attention than its high-gain counterpart, see Ilchmann 7] , Logemann and Ilchmann 15], Ryan 33] and the references therein.
that if G is any given input-output stable discrete-time transfer function matrix such that all eigenvalues of G(1) have positive real parts, then the integrators k=(z ? 1) and kz=(z ? 1) achieve closed-loop stability and asymptotic tracking of constant reference signals, provided the gain parameter k is positive and small enough.
It is natural to tune the scalar gain k adaptively, and therefore Section 3 is devoted to universal adaptive low-gain control of discrete-time in nite-dimensional systems. Whilst universal adaptive continuous-time control of in nite-dimensional systems has been developed quite extensively (see e.g. 15 17] , to perform a`dense' search for the gain in an interval of the form (0; ), > 0. However, we do not persue this approach because it is not clear how this type of algorithm would exploit the low-gain features of the problem. Instead we restrict attention to the single-input single-output case where Proposition 2.8 will prove to be extremely useful in constructing adaptive controllers which do, indeed, exploit the low-gain features of the problem. A basic idea in Section 3 is to set the integrator gain k equal to ?p n , where 0 < p < 1=2, and to adjust n by a suitable adaptation law.
Finally, in Section 4 we develop an approach to adaptive low-gain sampled-data control for regular systems. We emphasize that our results guarantee not only asymptotic tracking at the sampling instants, but also in the sampling interval.
Notation: For > 0 and ! 2 R de ne E := fz 2 C j jzj > g and C ! := fs 2 C j Re s > !g. 2. Non-adaptive low-gain control A function G is called a (discrete-time) transfer-function or a (discrete-time) transferfunction matrix if G 2 M(E ; C m m ) for some > 0. For any m m transfer-function matrices G and K the feedback system shown in Figure 2 .1 will be denoted by F(G; K Since, by (2.6), lim n!1 Re z n = 1, we conclude that 
2
In the following we apply Theorem 2.5 to state-space systems. To this end consider a discrete-time system x n+1 = Ax n + Bu n ; (2.12a) y n = Cx n + Du n (2.12b) evolving on a real Hilbert space X. Here A 2 B(X; X), B 2 B(R m ; X), C 2 B(X; R m ) and D 2 B(R m ; R m ). A system of the form (2.12) is called power-stable if A is powerstable, i.e. there exist M > 0 and 2 (0; 1) such that kA n k M n ; for all n 2 N :
The transfer function G of (2.12) is given by G(z) = C(zI ? the closed-loop system can be written as (x n+1 ; u n+1 ) =Ã k (x n ; u n ) + kBr n ; Finally, we prove a result for single-input single-output systems which will play an important role in Section 3. It is also interesting in its own right.
If G (1) is real and G(1) > 0, then there exists k > 0 such that kG k k 1 = 1=k for all k 2 (0; k ).
Proof: We proceed in three steps.
Step 1: By Theorem 2.5 there exists k > 0 such thatG(1 + kG) ?1 2 H 1 < (E 1 ) for all k 2 (0; k ). Moreover, we have for all such k that G (1 + kG) ?1 ](1) = 1=k. Hence kG(1 + kG) ?1 k 1 1=k for all k 2 (0; k ).
Step 2: Let k n 2 (0; k ) with lim n!1 k n = 0. Moreover, let fz n g be a sequence of complex numbers with z n 6 = 1, jz n j = 1 and lim n!1 z n = 1.
Claim: There exists N 2 N such that jG(z n )(1 + k nG (z n )) ?1 j < 1 k n ; for all n > N : (2.17) In order to prove the Claim, set H(z) := (z ? 1)=G(z) and notice that G(1 + kG) ? To this end notice that, using the analyticity of G at 1, we have
where is a continuous function in a neighbourhood of 1 with (1) = 0. Taking imaginary parts, and using that ImG(1) = 0, we obtain ImG(z n ) = a n (Re z n ? 1) Now the rst factor on the right-hand side of (2.24) remains bounded as n ! 1 and therefore (2.22) holds.
Step 3: Seeking a contradiction, assume that there does not exist a k > 0 with the required properties. Then, using Step 1 we see that there exist numbers k n > 0 with lim n!1 k n = 0 such that kG(1 + k nG ) ?1 k 1 > 1 k n ; for all n 2 N :
Therefore there exist complex numbers z n 6 = 1 with jz n j = 1 and such that jG(z n )(1 + k nG (z n )) ?1 j > 1 k n ; for all n 2 N ; (2.25) and hence lim n!1 jG(z n )(1 + k nG (z n )) ?1 j = 1 :
Combining
Step 2 and (2.25) we see that fz n g does not converge to 1. So, there exists " > 0 and a subsequence fz n j g such that jz n j ? 1j " for all j 2 N. Now choose J 2 N such that for all j J k n j kGk 1 2 (? " 2 ; " 2 ) : Finally, we obtain for all such j that jG(z n j )(1 + k n jG (z n j )) ?1 j kGk 1 jz n j ? 1j ? jk n j G(z n j )j 2kGk 1 " ; which is in contradiction to (2.26 From the results of Section 2 we know that if G(1) > 0, then proportional negative output feedback applied toG will result in a stable closed-loop system provided the feedback gain k is positive and su ciently small. It is natural to tune the scalar gain k, adaptively, and this section is devoted to this problem. First, we record a simple result which shows that the reference signal can be realized internally. This internal realization of the reference signal is inspired by the internal model principle and converts the tracking problem (r 6 = 0) into the stabilization problem (r = 0). The easy proof of the above lemma is left to the reader. Theorem 3.2 Let (2.12) describe a single-input single-output, power-stable system. Suppose that the transfer function of the plant satis es G(1) > 0. Let r n , r 2 R, be an arbitrary constant reference signal and consider the control law u n+1 = u n + ?p n e n ; (3.3a) n+1 = n + e 2 n ; (3.3b) where e n = r ? y n and 0 < p < 1=2. If (x 0 ; u 0 ) 2 X R and 0 > 0 , then (i) lim n!1 n = 1 < 1,
11
(ii) lim n!1 u n = u 1 = G ?1 (1) 
+ (X), (iv) lim n!1 y n = r.
Proof: First note that by Lemma 3.1, r =CÃ n (x r ; u r ) for some (x r ; u r ) 2 X R. Hence we can rewrite the error, fe n g as e n =Cx n ; (3. This inequality clearly contradicts the unboundedness of f n g and the assumption that 0 < p < 1=2. Therefore f n g is bounded. Hence lim n!1 n = 1 exists, proving (i).
Using
so that fx n g is the solution of a power-stable system driven by an l 2 + -input. Hence fx n g 2 l 2 + (X) and lim n!1xn = 0, from which (ii), (iii) and (iv) follow readily.
2
Theorem 3.2 is the exact discrete-time analogue of the continuous-time adaptive lowgain result given by proposition 4.5 in 19]. In the high-gain stabilization of continuoustime, nite-dimensional systems, exponential decay to zero of the state can be guaranteed by using piecewise-linear gain adaptation. See for example Ilchmann and Owens 8] . In the particular situation here we can exploit certain spectrum-decomposition properties of stabilizable discrete-time systems (see e.g. Logemann 13] ) to obtain similar results in the present setting. Lemma 3.3 Let the assumptions of Theorem 3.2 be satis ed and let k 2 R. IfÃ n kx 0 ! 0 as n ! 1, then there exists M > 0 and 2 (0; 1) such that kÃ n kx 0 k M n ; for all n 2 N :
Proof: By Corollay 2.6 there exists k > 0 and 2 (0; 1) such that (Ã k ) f 2 C j j j < g:
Thus the pair (Ã k ;B) is stabilizable. NowB is compact, and hence it follows from by theorem 4 in 13] that X R admits a decomposition X R =X U X S so thatX U is nite-dimensional,Ã k (X U ) X U ,Ã k (X S ) X S ,Ã k :X S !X S is power stable and the eigenvalues ofÃ k :X U !X U all have modulus greater than or equal to 1.
If we decomposex 0 with respect toX S andX U asx 0 =x S +x U , then clearlyx U = 0 and therefore, using power-stability ofÃ k restricted toX S , we have kÃ n kx 0 k = kÃ n k x S k M n ; for some M > 0 and 2 (0; 1). so that f n g is bounded and therefore (i){(iv) of Theorem 3.2 hold. In particular,x n ! 0 as n ! 1. Since Proof: Suppose the controller is given by (3.9), then the error fe n g satis es e n =Cx n ? D ?p n e n ; (3.11) wherex n is given by (3.5). Equation ( In (3.12) we choose the gain k 1 > 0 su ciently small to ensure thatÃ k 1 is power-stable (see Corollary 2.6) and that 1 + k 1 D 6 = 0. Using (3.12) the remainder of the proof follows closely that of Theorem 3.2 and Theorem 3.4 and is therefore omitted. The case when the controller is given by (3.10) follows similarly.
So far we have assumed that G(1) > 0. Trivially, we can also deal with the case G(1) < 0, simply by changing the sign of the integrator gain. For completeness we now consider the situation when G(1) 6 = 0, but the sign of G (1) is unknown. Unlike the known sign case, where the current gain is determined purely as a function of the adaptation parameter n , we now use a controller involving an additional sign-switching component. Theorem 3.6 Suppose that (2.12) describes a single-input single-output, power stable system and G(1) 6 = 0. Let r n , r 2 R, be an arbitrary constant reference signal and consider the control law de ned recursively by: n+1 = n + e 2 n ; u n+1 = u n + S n log ?p ( n )e n ; (3.13) where S n+1 = ( S n if log ?p n+1 > hold.
In the switching strategy given by (3.14) and (3.15) the current sign of the gain S n log ?p n is held in S n , the modulus of the gain is determined by log ?p n and subsequent halvings of the gain are monitored by n .
Proof: Note that it is su cient to consider the stabilization problem (r = 0) and that the proof is complete if we can show that f n g is bounded. If f n g is unbounded, then we can choose a sequence n 0 n 1 n 2 : : : with lim j!1 n j = 1 so that (i) S i G(1) > 0 , for all i = n 2j ; : : :n 2j+1 ; j 2 N (ii) log ?p i > 1 2 log ?p n 2j , for all i = n 2j ; : : :n 2j+1 ; j 2 N (iii) log ?p n 2j+1 +1 1 2 log ?p n 2j , for all j 2 N , (iv) kG kn 2j k 1 = 1=jk n 2j j , for all j 2 N , where k n 2j := S n 2j log ?p n 2j .
Using arguments similar to those in the proof of Theorem 3.2 we obtain 0 @ ; (3.16) whereÃ kn 2j is given by (2.15) 4. Sampled-data low-gain control of regular systems
In Sections 2 and 3 we obtained results on low-gain control for discrete-time systems. We now apply these discrete-time results to the sampled-data control of regular systems, an important class of continuous-time in nite-dimensional systems introduced and studied by Weiss 39, 40] . Let the continuous-time system to be controlled have a transfer function G c (s). In 19] it is shown that for continuous-time low-gain control it is necessary that det G c (0) 6 = 0 and natural to assume that the plant is exponentially stable. In this section we show that these two properties are mapped, under appropriate and naturally de ned sampling, into the conditions needed in discrete-time low-gain control, which in turn permits application of the results obtained in Sections 2 and 3. In the case of a regular system with a bounded observation operator the system is sampled using sample/hold. In the case of a regular system with unbounded observation we have to \smooth" the output by averaging prior to sample/hold. It is well-known that T(t) extends to a C 0 -semigroup on X ?1 . The generator of this semigroup is a bounded operator from X to X ?1 which extends A c . The extended semigroup and its generator will be denoted by the same symbols T(t) and A c , respectively. Equality in (4.19) holds in X ?1 .
Continuity of the input-to-state map is expressed by Let fu n g R m be an arbitrary sequence. If u(n + t) = u n 2 R m ; for each n 2 N, t 2 0; ) ; (4.24) then the state x(n + t) will satisfy x(n + t) = T(t)x(n ) + (T(t) ? I)A ?1 c B c u n : (4.25) We see that x(n + t) 2 X for all t 2 0; ) and n 2 N and accordingly we de ne x n 2 X by x n = x(n ) : (4.26) Moreover, T( ) 2 B(X) and (T( )?I)A ?1 c B c 2 B(R m ; X) de ne appropriate state-space operators for the state evolution of the discretization. However, in general, regularity only guarantees that y( ) 2 L 2 (0; 1; R m ) so that even with piecewise-constant input functions, standard sampling at the output is not de ned. Moreover, even if the output function is continuous, so that standard sampling is de ned, in general the resulting discrete-time system will not have a bounded observation operator. We therefore consider two cases: Proof: It is clear that fx n g and fy n g satisfy (4.29) . Moreover, A is power stable because T(t) is exponentially stable on X. All that remains is to verify (4.30) . Using 
Examples and Simulations
The results of Sections 2 and 3 apply to the general class of in nite-dimensional, discretetime systems whilst the results of Section 4 apply to the general class of continuous-time regular linear systems. For the purpose of illustration we consider a simple example of an uncertain nite-dimensional system with output delay to which we apply the adaptive low-gain sampled-data controllers of Section 4. In the simulations we used Matlab and the reference signals to be tracked are always stepped with non-zero step time. 
