We propose a new fast randomized algorithm for interpolative decomposition of matrices utilizing the CountSketch technique. We then extend our method to the recently proposed tensor interpolative decomposition problem. Theoretical performance guarantees are provided for both the matrix and tensor settings. Numerical experiments on both synthetic and real sparse data demonstrate that our algorithms maintain the accuracy of competing methods, while running in less time, achieving at least an order of magnitude speed-up on large matrices and tensors.
Introduction
Matrix decomposition is a fundamental tool used to compress and analyze data, and to improve the speed of computations. For data or computational problems involving more than two dimensions, analogous tools in the form of tensors and associated decompositions have been developed (Kolda and Bader, 2009 ). In many modern applications, matrices and tensors can be very large, which makes decomposing them especially challenging. One approach to dealing with this problems is to incorporate randomization in decomposition algorithms (Halko et al., 2011) .
In this paper, we consider the interpolative decomposition (ID) for matrices, as well as the recently proposed tensor ID. We make the following contributions:
• We propose a new fast randomized algorithm for matrix ID and provide theoretical performance guarantees.
• Based on our matrix ID method, we then propose a new randomized algorithm for the tensor ID problem. To the best of our knowledge, we provide the first performance guarantees for any randomized tensor ID algorithm.
Tensors and the CP Decomposition
In this subsection, we define the relevant tensor concepts and notation. For a more complete introduction to tensors and their decompositions, we refer the reader to the review paper by Kolda and Bader (2009) .
A tensor X ∈ R I1×I2×···×I N is an N -dimensional array of real numbers, also called an N -way tensor. The number of elements in such a tensor is denoted byĨ def = N n=1 I n . Boldface Euler script letters, e.g. X, denote tensors of dimension 3 or greater; bold capital letters, e.g. X, denote matrices; bold lowercase letters, e.g. x, denote vectors; and lowercase letters, e.g. x, denote scalars. Uppercase letters, e.g. I, are used to denote scalars indicating dimension size. A colon is used to denote all elements along a certain dimension. For example, x m: and x :n are the mth row and nth column of the matrix X, respectively. If j is a vector of column indices, X :j denotes the submatrix of X consisting of the columns of X whose indices are listed in j. I (K) denotes the K × K identity matrix. For a matrix X, σ i (X) denotes its ith singular value, and σ max (X) and σ min (X) denote the maximum and minimum singular values, respectively. The condition number of a matrix X is defined as κ(X) def = σ max (X)/σ min (X). The number of nonzero elements of X is denoted by nnz(X) The singular value decomposition (SVD) decomposes matrices into a sum of rank-1 matrices (see Section 2.4 of Golub and Van Loan (2013) for further details on the SVD). Similarly, the CP decomposition decomposes a tensor X ∈ R I1×I2×···×I N into a sum of rank-1 tensors:
:r • a
:r • · · · • a
where • denotes outer product, and each X (r) is a rank-1 tensor. Each λ r is called an s-value, each
:R ] is called a factor matrix, and all vectors a (n) :r have unit 2-norm. Elementwise, (1) can be written as
Usually, a tensor X is said to be of rank-R if R is the smallest possible number of terms required in a representation of the form (1). We will use the term "rank" in a looser sense to mean the number of rank-1 terms in a representation of the form (1).
We will use two different tensor norms. The tensor Frobenius norm is denoted by X F , and defined as
For large tensors in CP form (1), computing the Frobenius norm can be prohibitively expensive. As an alternative, the s-norm can be used in such situations. For a given tensor X ∈ R I1×I2×···×I N , let Y be the best rank-1 approximation to X in Frobenius norm, i.e.,
A best rank-1 approximation is guaranteed to exist, so the problem in (2) is well posed (da Silva and Comon, 2016) . Y then takes the form
, with each b (n) = 1. The s-norm of X is then defined as X s def = λ. For further details on the s-norm, see Section 4 of Biagioni et al. (2015) . A norm · with no subscript will always denote the matrix spectral norm.
The Interpolative Decomposition

Matrix Interpolative Decomposition
For a matrix A ∈ R I×R , a rank-K interpolative decomposition takes the form A ≈ A :j P, where A :j ∈ R
I×K
consists of a subset of K < R columns from A, and P ∈ R K×R is a coefficient matrix. The fact that the decomposition is expressed in terms of the columns of A means that A :j inherits properties such as sparsity and non-negativity from A. Moreover, expressing the decomposition in terms of columns of A can increase interpretability. Algorithm 1 outlines one method to compute a matrix ID (Voronin and Martinsson, 2015) .
Fact 1.1. Cheng et al. (2005) show that if the partial QR factorization on line 3 in Algorithm 1 is done using the strongly rank-revealing QR (SRRQR) decomposition of Gu and Eisenstat (1996) , then Algorithm 1 has complexity O(IR 2 ). Moreover, the decomposition it produces satisfies the following properties (i) Some subset of the columns of P makes up the K × K identity matrix,
(ii) no entry of P has an absolute value exceeding 2,
In practice, using a variant of column pivoted QR instead of the SRRQR on line 3 of Algorithm 1 works just as well, and reduces the complexity of the algorithm to O(KIR) (Cheng et al., 2005) . For more details on how to do this, see e.g. Section 2.4 in Voronin and Martinsson (2017) .
There have been subsequent proposals for randomized versions of matrix ID (Liberty et al., 2007) . Martinsson et al. (2006 propose a variant which incorporates Gaussian random sketching. It computes a sketch Y = ΩA, where Ω ∈ R L×I (K < L < I) is a matrix with iid standard normal Gaussian entires, and then computes an ID Y ≈ Y :j P. The same j and P then give an ID of A ≈ A :j P. There is an implementation of standard matrix ID and Gaussian matrix ID available in the software package RSVDPACK 1 by Voronin and Martinsson (2015) . Woolfe et al. (2008) propose a fast randomized algorithm which uses a subsampled randomized fast Fourier transform (SRFT) instead of a Gaussian matrix. It computes a sketch Y = S sub FDA, where D ∈ R I×I is a diagonal matrix with diagonal entries that are +1 or −1 with equal probability, F ∈ R I×I is the fast Fourier transform (FFT), and S sub ∈ R L×I is a subsampling operator that randomly samples L rows. An ID Y ≈ Y :j P is then computed, with the same j and P then providing an ID of A ≈ A :j P. Biagioni et al. (2015) introduce the idea of ID for tensors. Suppose X ∈ R I1×I2×···×I N is an N -way tensor with CP decomposition (1). Computing a rank-K, K < R, tensor ID of X amounts to finding a representation
Tensor Interpolative Decomposition
where j ∈ [R] K contains K unique indices. The reduction of the number of rank-1 terms in a CP tensor has many applications. For example, in various algorithms, the rank of discretized separated representations of multivariate functions grows with each iteration, requiring repeated rank reduction of CP tensors Mohlenkamp, 2002, 2006) . As another example, Reynolds et al. (2017) present an algorithm for finding the element of maximum magnitude in a CP tensor which also requires repeated rank reduction. Biagioni et al. (2015) approach the tensor ID problem by considering the matrix
where vec(X (r) ) flattens the rank-1 tensor X (r) into a column vector, and diag(λ 1 , . . . , λ R ) ∈ R R×R is a diagonal matrix with entries λ 1 , . . . , λ R on the diagonal. The tensor ID problem can now be reduced to identifying columns of M using matrix ID. However, when the factor matrices have no special structure, M has RĨ elements and is therefore typically infeasible to form.
One way to tackle this problem is by forming the much smaller Gram matrix M M ∈ R R×R , which can be done using O(R 2 n I n ) flops since
compute its symmetric matrix ID, and use it to compute an ID of M. This approach, however, can lead to accuracy issues since the Gram matrix can be ill-conditioned as κ(M M) = κ 2 (M) (Biagioni et al., 2015) . Biagioni et al. (2015) therefore propose a randomized method which avoids the ill-conditioning issue and reduces the complexity. This is done by applying a form of Gaussian sketch to M, but instead of forming a full Gaussian matrix of size L ×Ĩ, a matrix of the form
is used, where each Ω (n) ∈ R In×L is a matrix with elements that are iid standard normal Gaussian random variables. The sketch Y = ΩM can then be computed efficiently without ever forming Ω or M, since
Note that the elements of Ω in (6) are not independent. This means that the theory for Gaussian matrix ID, which requires independence, cannot be used to provide guarantees for sketched matrix ID using Ω.
Basics of CountSketch
Our proposed method uses a type of sketching matrix called CountSketch. CountSketch was first introduced in the data streaming literature by Charikar et al. (2004) , and further analyzed by Clarkson and Woodruff (2017) . The CountSketch operator S ∈ R L×I is defined as S = ΦD, where
• Φ ∈ R L×I is a matrix with φ h(i)i = 1, and all other entries equal to 0; and
I×I is a diagonal matrix, with each diagonal entry iid and equal to +1 or −1 with equal probability.
Suppose A ∈ R I×R . Applying S to A does the following: The matrix D changes the sign of each row of A with probability 1/2. The matrix Φ then adds each row of DA to one of L rows, chosen at random. Due to the special structure of S, it is inefficient to store it as an explicit matrix. Instead, it is sufficient to store the function h and the values along the diagonal of D. The complexity of applying S to a matrix A implicitly is then O(nnz(A)) (Clarkson and Woodruff, 2017) .
Suppose we want to sketch a matrix A which has the following special structure:
where each A (n) ∈ R In×R . For such matrices, there is a variant of CountSketch which allows computing the sketch of A without ever having to form the full matrix, which can prohibitively large to store explicitly. This variant is called TensorSketch, and has been developed in a series of papers by Pagh (2013) , Pham and Pagh (2013) , Avron et al. (2014) , and Diao et al. (2018) . TensorSketch works as follows:
• Define n independent random maps h n :
• define n independent random sign functions s n :
and S :
Notice that each row index of A corresponds to a unique N -tuple (i 1 , . . . , i N ). H and S can therefore be considered functions on [Ĩ] . With this in mind, let D S ∈ RĨ ×Ĩ denote a diagonal matrix with the ith diagonal entry equal to S(i). If H and D S are used instead of h and D in the definition of CountSketch, we get TensorSketch, which we will denote by T ∈ R L×Ĩ . The reason for choosing this formulation is that it can be computed efficiently using the following formula:
where each S (n) ∈ R L×In is a CountSketch operator defined using h n and the diagonal matrix
The formula (8) follows from the discussion in Section A in the supplementary material of Diao et al. (2018) .
Other Related Work
Another matrix decomposition, which is similar to matrix ID, is the so called CUR-decomposition. It produces a rank-K approximation to a matrix A ∈ R I×R as A ≈ CUR, where C ∈ R I×K contains a subset of the columns of A, R ∈ R K×R contains a subset of the rows of A, and U ∈ R K×K . Similarly to matrix ID, a benefit of the CUR-decomposition is that the matrices C and R will inherit properties as sparsity and non-negativity from A. A disadvantage of the CUR-decomposition compared to matrix ID is that the former can suffer from poor accuracy due to ill-conditioning (Voronin and Martinsson, 2017) . See Voronin and Martinsson (2017) and references therein for further information on the CUR-decomposition.
A problem related to that of computing an ID of a matrix A is that of choosing a subset j of K ∈ [K : R] columns of A, such that min
For more information on these problems, we refer the reader to Boutsidis et al. (2014) and references therein.
As pointed out in Section 1.3 of that paper, once the subset of columns has been identified, additional work with complexity O(K IR + (I + R)K 2 ) is required to compute a decomposition A ≈ A :j X. Since our interest is in fast computation of matrix ID, we do not consider these algorithms in this paper.
The number of rank-1 tensors in a CP representation can also be reduced using an alternating least-squares algorithm (ALS). As demonstrated by Biagioni et al. (2015) , ALS is much slower than their proposed algorithm using Gaussian sketching. Reynolds et al. (2016) develop a randomized ALS algorithm for CP tensor rank reduction which is more well-conditioned than the standard ALS algorithm, but with a potentially longer run time.
Fast Randomized Matrix ID using CountSketch
Algorithm 2 explains our proposal for CountSketch matrix ID. Proposition 3.1 provides guarantees for the method. A proof is provided in Section A of the supplementary material, which also contains a more detailed version of the bound in (10).
Algorithm 2 CountSketch matrix ID
Proposition 3.1 (CountSketch matrix ID). Let β > 1 be a real number, and let K, L and I be positive integers such that K < R and
Suppose that the matrix ID on line 5 of Algorithm 2 utilizes SRRQR. Then, the output of Algorithm 2 has the following properties: P satisfies properties (i)-(iv) in Fact 1.1, and
with probability at least 1 − 1 β . Remark 3.2. The condition in (9) is very similar to that in Woolfe et al. (2008) . The only difference is that instead of a term of the form (K 2 + K), their work only has a factor K 2 . In practice, the condition in (9) is very conservative. We find that a small oversampling factor, e.g. L = K + 10, works well in practice, producing errors of the same size as the other randomized ID methods.
In cases when the target rank K is quite large (e.g. K = R/2), the only issue we encountered is that SA can be rank deficient due to rank deficiency of S. This issue can be dealt with easily by defining S slightly differently. This is done by modifying the map h in the definition of CountSketch in Section 1.
be a hybrid deterministic/random function defined as
where all x i are iid random variables that are uniformly distributed in
Usingh instead of h in the definition of CountSketch ensures that S is of full rank. The guarantees of Proposition 3.1 still hold for this modified CountSketch, and in fact the bound in (9) 
A proof of Proposition 3.3 is provided in Section B of the supplementary material.
Extending the Results to Tensor ID
Let X andX be defined as in (1) and (3), respectively. Our approach to the tensor ID problem is similar to that of Biagioni et al. (2015) : We sketch the matrix M in (4) without forming it and compute a matrix ID of this sketch. The approximationX is then constructed using the rank-1 components of X corresponding to the columns of M used in the ID of that matrix. The s-valuesλ 1 , . . . ,λ K used in the representation ofX are then computed asλ
The sketch we use is the efficient TensorSketch variant of CountSketch discussed in Section 1.3. Algorithm 3 outlines our proposed method for tensor ID. Proposition 4.1 provides guarantees for the method. A proof is provided in Section C of the supplementary material. (11) 8: Define CP tensorX as in (3) Proposition 4.1. Let β > 1 be a real number, and let K, L, R and I 1 , . . . , I N be positive integers such that
Algorithm 3 CountSketch tensor ID
1: Input: CP tensor X, target rank K, sketch dim. L 2: Output: rank-K approximationX 3: Draw TensorSketch operator T ∈ R L×Ĩ 4: Define M implicitly as in (4) 5: Compute sketch Y = TM ∈ R L×R using (8) 6: Compute [P, j] = Matrix ID(Y, K) using Alg. 1 7: Compute (λ k ) K k=1 as inK < R and 2(2 + 3 N )βK 2 ≤ L <Ĩ.
Suppose that the matrix ID on line 6 of Algorithm 3 utilizes SRRQR. Then, the output of Algorithm 3 satisfies
with probability at least 1 − 1 β . Remark 4.2. At first sight, it may seem like guarantees for Algorithm 3 should follow immediately from those of Algorithm 2. After all, the former uses a variant of the latter as a substep. This, however, is not the case. The reason for this is that the function S defined in (7) does not have the property that each S(i 1 , . . . , i N ) is independent. Consequently, the corresponding diagonal matrix D S does not have independent entries, unlike the diagonal matrix D used in the definition of CountSketch. A similar lack of independence is the reason why the work of Biagioni et al. (2015) , which builds on Martinsson et al. (2006 , was unable to give theoretical guarantees. Remark 4.3. As mentioned in Section 1.2.2, an issue with forming and then decomposing M M is that it can be ill-conditioned. Biagioni et al. (2015) point out that the sketched matrix ΩM typically is much better conditioned since κ(ΩM) ≤ κ(Ω)κ(M) and Gaussian matrices are well-conditioned. Interestingly, this can lead to situations when their randomized tensor ID has higher accuracy than the deterministic method using the Gram matrix. As Proposition 4.4 demonstrates, the matrix TM is also well-conditioned with high probability, when the sketch dimension L is sufficiently large. A proof of Proposition 4.4 is provided in Section D of the supplementary material. 
Suppose T ∈ R L×Ĩ is a TensorSketch matrix, and M ∈ RĨ ×R is an arbitrary matrix. Then κ(TM) ≤ 7κ(M) with probability at least 1 − 1 β .
Complexity analysis
In this section, we present the complexities of CountSketched matrix and tensor ID, and compare these with the other algorithms. The algorithms we compare with utilize SRRQR when proving their guarantees, but then use column pivoted QR in their actual implementations. The reason for this is that, in practice, the column pivoted QR factorization works well, and using SRRQR is not worth the additional cost (Voronin and Martinsson, 2017) . We take the same approach. For this reason, the complexity analysis in this section is based on the assumption that column pivoted QR is used instead of SRRQR in all the algorithms. We also ignore the costs of generating random variables. A more detailed complexity analysis is provided in Section E of the supplementary material. Table 1 gives the leading order complexities of our proposed CountSketch matrix ID, as well as the three other methods mentioned in Section 1.2.1. In the complexity expressions, A ∈ R I×R is the matrix we are decomposing. We assume that L = K + C, where C is a small positive integer (C = 10, say), so that L = O(K). We assume no structure on A, except for sparsity. We can easily get the corresponding complexities for the dense case by replacing nnz(A) by IR. Comparison of the complexity for standard matrix ID (Alg. 1), sketched matrix ID using Gaussian and SRFT sketch matrices, and our proposal which uses CountSketch (CS) (Alg. 2).
Matrix ID Algorithms
Algorithm
Complexity Table 2 gives the leading order complexities of our proposed CountSketch tensor ID, as well as the two methods mentioned in Section 1.2.2. As above, we assume L = O(K) and give the complexity expressions for the case when the factor matrices are sparse. To simplify the complexity expressions, we assume that the tensor X we are decomposing is an N -way tensor of size I × I × · · · × I, and that each factor matrix has the same number of nonzero elements which we denote by nnz(A). We can easily get the corresponding complexities for the dense case by replacing nnz(A) by IR. Biagioni et al. (2015) (using the Gram matrix, and using Gaussian sketching) and our proposed method which uses CountSketch (CS) (Alg. 3).
Tensor ID Algorithms
Algorithm Complexity
Gram matrix
The constant C mult is the cost of computing one Gram matrix A (n) A (n) in (5). When the factor matrices are sparse, C mult = R + C f + nnz(A), where C f is the number of flops required to compute A (n) A (n) . We assume C f is the same for each n to simplify the complexity expression; see Section 2.8 of Davis (2006) for further details. If the factor matrices are not sparse, then C mult = IR 2 .
Numerical Experiments
In this section we present results from experiments. All results are averages over ten runs in an environment using four cores of an Intel Xeon E5-2680 v3 @2.50GHz CPU and 19 GB of RAM. All code used to generate our results can be found at https://github.com/OsmanMalik/countsketch-matrix-tensor-id, including implementations of our proposed methods. For all randomized methods, we use an oversampling parameter equal to 10. If K is the target rank, this means that the number of rows in each sketch matrix will be K + 10. This corresponds to choosing L = K + 10 in Algorithms 2 and 3.
Matrix ID experiments
We present two experiments for matrix ID, one on synthetic data, and one on a real-world sparse matrix. We compare four methods: Standard matrix ID (Algorithm 1), sketched matrix ID using Gaussian and SRFT sketch matrices, and our proposed CountSketch matrix ID (Algorithm 2). For standard matrix ID, we use the implementation in RSVDPACK. For the remaining methods, we use our own Matlab implementations which utilize Matlab's column pivoted QR function.
Note that RSVDPACK only supports dense matrices. Moreover, since there are no efficient algorithms available for QR decomposition of sparse matrices, we cannot write our own implementation of matrix ID that works efficiently with sparse matrices; see Section 11.1.8 in Golub and Van Loan (2013) for a discussion about the challenges of sparse QR. We therefore have to convert each sparse input matrix to dense format before applying matrix ID. Similarly, there are no efficient implementations of FFT for sparse matrices, or the accelerated FFT by Woolfe et al. (2008) which utilizes the fact that the full FFT is not needed when computing a subsampled FFT. We therefore also have to convert the input matrix to dense format before applying standard FFT in our implementation of SRFT matrix ID. However, by only sketching a subset of columns of the input matrix at a time, we can avoid having to convert all columns of the matrix to dense format at the same time.
Computing the spectral norm of the matrices we consider is not feasible due to their size. Therefore, when computing the error for each matrix decomposition, we utilize the randomized scheme for estimating the spectral norm suggested in Section 3.4 of Woolfe et al. (2008) . Letting E be the true error in spectral norm, our estimatesẼ satisfy the following properties:Ẽ ≤ E, and P(Ẽ ≥ E/100) = 1 − q where 0 < q 1. In other words, the estimate is smaller than the true spectral norm, but it is unlikely to be much smaller (with "small" meaning two orders of magnitude). This is good enough for our purposes, since we are primarily interested in comparing the performance of the different methods rather than establishing the exact errors. In the first experiment, q < 2e−2, and in the second q < 2e−5.
Experiment 1: Synthetic Matrices
For the first experiment, we generate sparse matrices A ∈ R I×R with R = 1e+4, and a matrix density nnz(A)/(IR) ≈ 0.5%. We use different values of I ∈ [1e+4, 1e+6]. The matrices have a true rank of 2K, where K = 1e+3. Similarly to experiments in Martinsson et al. (2011), we let A have exponentially decaying singular values. More specifically we choose Σ ∈ R 2K×2K to be diagonal with diagonal entries
Since it is difficult to construct sparse matrices with orthogonal columns, we instead construct random sparse matrices U ∈ R I×2K and V ∈ R R×2K and normalize each column to unit length, and then define A def = UΣV . Although the elements on the diagonal of Σ are not the singular values of A, the true singular values of A will still exhibit the same exponentially decaying behavior.
The results for the first experiment are presented in Figures 1 and 2 . Standard matrix ID encountered memory issues when I ≥ 5e+4. For the matrix sizes the standard method could handle, it produced a somewhat more accurate decomposition, but had a substantially longer run time that the randomized methods. The accuracy of all randomized methods is comparable. Our proposed CountSketch matrix ID is substantially faster, achieving a speed-up of about ×18 and ×12 when I = 1e+6 compared to Gaussian and SRFT ID, respectively. 
Experiment 2: Real-World Matrix
For the second experiment, we decompose a sparse matrix which comes from a computer vision problem and is part of the SuiteSparse Matrix Collection 2 . The matrix is of size 477,976 by 1,600, contains 7,647,040 nonzero elements, and has a rank of 1,442. In order to test the different matrix ID methods, we apply them to this matrix and set the target rank to K = 1,442. Ideally, the methods should be able to produce decompositions with a very small error. We only attempt this with the three randomized methods, since the matrix is too large for standard matrix ID. Table 3 shows the result from the experiment. All methods produce good approximations with a small error. Our proposed CountSketch matrix ID method is much faster than the other algorithms, achieving a speed-up of about ×35 and ×31 compared to Gaussian and SRFT matrix ID, respectively. 
Tensor ID experiments
We present one experiment for tensor ID in which we compare the two methods mentioned in Section 1.2.2, and our proposed CountSketch tensor ID. We have implemented all methods ourselves in Matlab. The experiment setup is the following: We generate sparse 5-way tensors X ∈ R I×I×···×I using (1), where each factor matrix column a (n) :r is a random sparse vector with a density of 1%, and we use different values of I ∈ [1e+3, 2.5e+5]. The number of rank-1 terms is R = 10,000, and we use a target rank of 1,000. The values of λ r in (1) are defined as λ r def = 10
, which is similar to an experiment in Biagioni et al. (2015) . In order to estimate the decomposition error, we utilize the s-norm which was described in Section 1.1. An example of where rank reduction of sparse CP tensors is done in practice is in the algorithm by Reynolds et al. (2017) for finding the element of maximum magnitude in a CP tensor. Rank reduction of CP tensors is done repeatedly in their algorithm, and the authors report that after only a small number of iterations, these tensors become sparse.
The results for the experiment are presented in Figures 3 and 4 . Gaussian and CountSketch tensor ID achieve similar accuracy. The Gram matrix approach has a slightly better accuracy. As mentioned in Section 1.2.2, for problems where a higher accuracy is achievable, the Gram matrix approach can have issues reaching an error below the square root of machine precision due to poor conditioning. Our proposed CountSketch tensor ID is substantially faster than both other methods for the larger tensors, achieving a speed-up of ×48 over the Gram matrix approach (for I = 5e+3, 2.5e+4) and ×16 over Gaussian tensor ID (for I = 1e+5).
Conclusion
We have presented a new fast randomized algorithm for computing matrix ID, which utilizes CountSketch. We have then shown how this method can be extended to compute the tensor ID of CP tensors. For both the matrix and tensor settings, we provide performance guarantees. To the best of our knowledge, we provide the first performance guarantees for any randomized tensor ID algorithm. We conduct several numerical experiments on sparse data where we compare our proposed algorithms to competing methods. These experiments show that our algorithms maintain the same accuracy as other randomized methods, but with a much shorter run time, running at least an order of magnitude faster on the larger matrices and tensors.
Supplementary Material
A Proof of Proposition 3.1
Our proof of Proposition 3.1 is an adaption of the proof for SRFT matrix ID provided by Woolfe et al. (2008) . We show that their arguments hold when a CountSketch matrix is used for sketching instead of an SRFT matrix. Although much of our proof is identical to that provided by Woolfe et al. (2008), we choose to include it in detail. The reason for dong this is that the proofs of Propositions 3.3 and 4.1 rely on adapting the proof in the present section. Having a detailed proof in the present section therefore makes those subsequent proofs easier to follow.
The following facts will be useful in the proof. (2011)). Let I and R be positive integers with I ≥ R. Suppose A ∈ R I×R is a matrix such that A A is invertible. Then and define E ∈ R K×K elementwise as
we can rewrite (13) as
The second term on the last line in the equation above is just e kk . Since
and d
2 ii = 1, the first term is just
It follows that C = I (K) + E. 
Suppose S = ΦD ∈ R L×I is a CountSketch matrix, U ∈ R I×K is a matrix with orthonormal columns, and E ∈ R K×K is the matrix defined in (12). Then
with probability at least 1 − Proof. Using the definition in (12), we have
Note that for each term in the sum above, i = i and j = j . This means that unless (i = j and i = j ) or (i = j and i = j), we have
φ lj φ lj = 0, since each d ii is independent from all other random variables, and since
. We can therefore rewrite (16) as
(17) The matrix Φ has exactly one nonzero entry which is equal to 1 in each column. Consequently,
Using this fact, and the fact that each d
Note that
Moreover,
Combining (18), (19) and (20) yields
we have
Using Markov's inequality and the condition in (14), we have
Consequently, 
C is invertible, and
Proof. Using Lemma A.4 and (15), we then have
Since C = I (K) + E and E < 1, it follows from e.g. Theorem 2.3.1 in Atkinson and Han (2009) that C is invertible and
where the last inequality follows from (15). Consequently, 
and
Proof. Let A = UΣV be the SVD of A, where U ∈ R I×I and V ∈ R R×R are unitary, and Σ ∈ R I×R is diagonal with non-negative entries. Split U into two matrices
Define C = Z (1) Z (1) ∈ R K×K and let E be the corresponding matrix defined in (12), but in terms of U
( 1) instead of U. Then C = I (K) + E according to Lemma A.4 . For the remainder of the proof, we will assume that E ≤ 1 − 1 α , which happens with probability at least 1 − 1 β according to Lemma A.5. Then C is invertible according to Lemma A.6. Define G
According to Fact A.1 and Lemma A.6, it follows that
Combining (24) and (25), we have
So (22) is satisfied. Next, let Θ ∈ R K×K and Ψ ∈ R (I−K)×(I−K) be the matrices in the upper left and lower right corners of Σ, respectively, so that
It is easy to verify that
Using (26), we can further rewrite
From (26), we know that
Moreover, using (23), the fact that U is unitary, and Lemma A.7, we have
Combining (27), (28), (29), (30), (31) and (25) we have
which proves (21).
We can now prove Proposition 3.1 in the main manuscript. The proof is an adaption of the discussion in Section 5.1 of Woolfe et al. (2008) .
Proof of Proposition 3.1. According to Fact 1.1 in the main manuscript, the outputs P and j computed on line 5 of Algorithm 2 satisfy the following: P satisfies properties (i)-(iv) in Fact 1.1, including
since K ≤ min(L, R). Applying Fact A.2, we have
where X ∈ C I×L is an arbitrary matrix. From Lemma A.8, with probability at least 1 − 1 β , we can choose X such that the bounds in (21) and (22) hold. Moreover, since Y = SA, it follows that Y :j = SA :j , and consequently,
Combining (21), (22), (32), (33), (34), (35), and Fact A.3 gives that
√ αI with probability at least 1 − 1 β . Setting α = 4 then yields the same bounds as in the statement in the main manuscript.
B Proof of Proposition 3.3
We have not seen anyone else consider the kind of modified CountSketch we propose in Remark 3.2. The proof below shows that our modification improves the properties of CountSketch in the application we are considering.
Proof of Proposition 3.3. When using the modified CountSketch matrix proposed in Remark 3.2, the only thing that will change in the proof in Section A is Lemma A.5. More specifically, the expectation in (18) will change, due to the fact that the probability of the eventh(i) =h(i ) when i = i is not
We can rewrite
Notice that the first term on the right hand side of (37) is zero, since f then will map π(i) and π(i ) to distinct elements. The second and third term in (37) are equal. Considering the second term, we have
where the second equality is true since each x i , i ∈ [L + 1 : I] is iid. For the fourth term in the right hand side of (37), we have
where the second equality again holds since each
, (38), (39), (40), and using the fact that the second and third term in (37) are equal, we get
.
Proceeding with the remainder of the proof of Lemma A.5 as before, we now get a bound
Using this new bound and the new condition
together with Markov's inequality, we get
and consequently
All the other lemmas will remain the same, with the only exception that Lemmas A.6 and A.8 now will use the new condition in (41) instead of the old one in (14). The proof of the proposition itself at the end of Section A will therefore remain identical. When using the modified CountSketch, the statements in Proposition 3.1 will therefore remain true with the new condition in (41). Setting α = 4 then yields the same bounds as in the statement in the main manuscript.
C Proof of Proposition 4.1
We break this proof into two parts. First, we prove Lemma C.1 which is a variant of Proposition 3.1 for the case when a TensorSketch operator T ∈ R L×(I1···I N ) is used instead of a CountSketch operator. Then we prove the proposition itself. 
Suppose that the matrix ID on line 6 of Algorithm 3 utilizes SRRQR. Then the outputs P and j on line 6 in Algorithm 3 will satisfy
with probability at least 1 − 1 β . Proof. Recall from Section 1.3 that TensorSketch is defined similarly to CountSketch, but using the hash function H instead of h, and using the diagonal matrix
, and with all other entries equal to 0, we can write T = Φ (H) D (S) . This means that the proof in Section A largely can be repeated to prove the present lemma. Lemma A.4 remains true in its present form when TensorSketch is used instead of CountSketch.
To see that Lemma A.5 remains true with the new condition when S is replaced by T, let T ∈ R
be a TensorSketch operator, and let U ∈ R (I1···I N )×K be a matrix with orthonormal columns. Define C def = (TU) (TU), and let E be defined as in (12), but in terms of the corresponding quantities from TensorSketch. Then E = C − I (K) , according to Lemma A.4. Using condition (42), Lemma B.1 in the supplementary material of Diao et al. (2018) , and the fact that U 2 F = K, we have
All the other lemmas will remain the same when T is used instead of S, with the only exception that Lemmas A.6 and A.8 now will use the new condition in (42) instead of the old one in (14). Using exactly the same arguments as in the proof of Proposition 3.1 at the end of Section A will therefore give the bound in (43).
Proof of Proposition 4.1. Recall that X andX are defined as in (1) and (3), respectively, and the coefficientŝ λ 1 , . . . ,λ K are defined as in (11). We then have 
where the inequality follows from Cauchy-Schwarz inequality. Combining (44) and (45) we get
where the second inequality is a well-known relation (see e.g. equation (2.3.7) in Golub and Van Loan (2013) ).
Combining (46) Using Theorem 8.6.1 in Golub and Van Loan (2013) and Theorem B.1 in the supplementary material of Diao et al. (2018) , we have that with probability at least 1 − 1 β , the following hold:
TMx ≤ 2 − 1 α max
and σ R (TM) = min
TMx ≥ 1 α min
We therefore have
with probability at least 1 − 1 β . Setting α = 4 then yields the same bounds as in the statement in the main manuscript.
E Detailed Complexity Analysis
As discussed in Section 5, we assume that column pivoted QR is used instead of SRRQR. Since K < R, and we assume L = O(K), we also make the assumption L < R.
E.1 Matrix ID Algorithms
E.1.1 Standard Matrix ID
The cost of standard matrix ID when column pivoted QR is used is O(KIR) (see Remark 3 in Cheng et al. (2005) ).
E.1.2 Gaussian Matrix ID
We consider the cost of the algorithm for Gaussian matrix ID, more exactly the implementation in Algorithm 6 in the appendix of Voronin and Martinsson (2015) .
• Computing the sketch Y = ΩA, where Ω ∈ R L×I is the Gaussian sketch matrix: O(Lnnz(A)).
• Computing the QR factorization of Y ∈ R L×R , where L < R: O(L 2 R).
• Compute the matrix V (which we call P): O(K 2 R).
The total cost is therefore O(Knnz(A) + K 2 R).
• Computing S: O(K 3 ).
• Computing P has negligible cost, since Π (c) is just a permutation matrix.
• Computingλ 1 , . .
. ,λ K costs O(RK).
The total cost is therefore O(N Rnnz(A) + R 3 ).
E.2.2 Gaussian Tensor ID
The algorithm for Gaussian tensor ID is given in Algorithm 5. This algorithm is based on the presentation in Biagioni et al. (2015) .
Algorithm 5 • Computing Matrix ID of Y ∈ R L×R , where L < R: O(L 2 R).
. ,λ K costs O(RK).
The total cost is therefore O(N Knnz(A) + K 2 R).
E.2.3 Proposed CountSketch Tensor ID
We consider the cost of Algorithm 3. The costs of the different steps of the algorithm are as follows:
• Computing the TensorSketched matrix Y: O(N (nnz(A) + RL log L)).
• Computing Matrix ID of Y ∈ R L×R , where L < R: O(L 2 R).
. ,λ K costs O(RK).
The total cost is therefore O(N (nnz(A) + RK log K) + K 2 R).
