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Résumé :
Un des principaux points de blocage de l’optimisation des systèmes mécaniques est le temps de simula-
tion prohibitif auquel elle peut conduire, notamment dans le cas non linéaire. L’utilisation de métamo-
dèles multi-fidélités alimentés par des simulations numériques de précision variable permet de réduire le
temps de calcul dans les zones éloignées de l’optimum. Mais pour exploiter au mieux ces métamodèles,
il est nécessaire de disposer d’un simulateur efficace, permettant de générer ces simulations avec un ni-
veau de précision adapté. L’idée développée ici est d’utiliser la technique de réduction de modèles PGD.
Son intérêt est qu’elle produit naturellement des solutions de précision variable en fonction du nombre
de modes utilisés. Dans le cas non linéaire, la PGD utilisée ici est une décomposition "espace-temps"
couplée avec la méthode LATIN pour le traitement des non linéarités.
Abstract :
Computation time is the main limitation to use optimisation toolbox on mechanical models, especially
in the nonlinear case. The use of multi-fidelity metamodels fed by numerical simulations of variable
precision makes it possible to reduce time computation in areas which are far from the optimum. Hence
to use as the best these metamodels, it is necessary to have an efficient solver, allowing to generate
simulations with a given level of precision. The idea developed here is to use PGD models reduction
technique. They product naturally solutions whose precision levels varies according to the number of
modes used. In the nonlinear case, the PGD used here is a "space-time" decomposition coupled with
the LATIN method for the treatment of material nonlinearities.
Mots clefs : Optimisation, métamodèle multi-fidélité, modèles réduits
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1 Introduction
Les outils de simulation ont révolutionné le processus de conception et de dimensionnement dans les
bureaux d’études en permettant des calculs toujours plus fidèles à la physique. Cependant, l’optimisation
globale de systèmes complexes se heurte encore à des difficultés d’ordre méthodologique, organisation-
nelle, informatique et numérique. Un verrou clairement identifié concerne les coûts inhérents à l’appel
systématique aux modèles numériques qui rendent l’optimisation directe des systèmes difficilement en-
visageable. À titre d’exemple, pour l’étude d’un joint de transmission [1] comportant 12 boulons, 60
zones de contact et 150 000 ddls, une simulation demande environ 1h20. Si on se fixe comme objectif
de maximiser le couple transmissible en jouant sur le serrage des 12 boulons, on est facilement amené à
réaliser un millier de simulations (pour différents jeux de paramètres de serrage), ce qui conduirait à plus
de 6 semaines de calcul. Il apparait donc clairement qu’il faut mettre en place des stratégies adaptées
pour réduire ces coûts de simulation. L’approche directe étant impossible avec la grande majorité des
algorithmes d’optimisation, plusieurs méthodes ont été développées afin de réduire le coût numérique
de l’optimisation.
2 Génération d’un modèle de substitution pour l’optimisation
Pour diminuer les coûts de calcul, deux grandes classes de méthodes peuvent être utilisées : les méthodes
utilisant des modèles de substitution et les méthodes utilisant des modèles réduits.
Les méthodes utilisant des modèles de substitution consistent à remplacer la fonction objectif coûteuse
à obtenir (souvent issue d’un modèle EF) par ce qu’on appelle un métamodèle. Celui-ci s’apparente au
résultat d’une régression réalisée à partir de valeurs de la fonction objectif issu d’une simulation numé-
rique pour quelques jeux de paramètres. Il existe plusieurs types de métamodèles comme les fonctions à
bases radiales [8], les machines à support de vecteur [12], ou encore le krigeage [4]. Le krigeage est par-
ticulièrement intéressant dans le cadre de l’optimisation car il a permis la mise en place d’une stratégie
adaptative d’amélioration du métamodèle (en le rendant ainsi plus précis pour un coût supplémentaire
faible) [7].
2.1 Krigeage
Le krigeage est une méthode de régression par processus gaussien conditionné par les observations.
Considérons la fonction objectif Y (µ) calculée uniquement en quelques points µi avec Y (µi) = yi,
l’idée du krigeage est de ne plus considérer les valeurs calculées comme caractérisant le modèle de
manière purement déterministe, mais en considérant l’approximation par une composante déterministe
et une composante aléatoire. On définit ainsi un métamodèle associé Yˆ (µ) :
Yˆ (µ) = 〈f(µi), β〉+ Z(µi), (µi) ∈ D (1)
f(µ) : fonctions déterministes (choisies) de tendance
β : coefficients (inconnus) de pondération des fonctions de tendance
Z(µ) : processus gaussien stationnaire de covariance C(µ,µ′) (inconnu)
D : espace de conception
Par construction, le métamodèle
{
Yˆ (µi), (µi) ∈ D
}
devient un champ aléatoire gaussien de moyenne
µ −→ 〈f(µ), β〉 et de covariance choisie (µ,µ′) −→ C(µ,µ′).
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En utilisant les propriétés de conditionnement des processus gaussiens,ainsi que le Best Linear Unbiased
Predictor [5], on définit la variable aléatoire gaussienne Yˆ (µ), demoyenne x¯(µ) et de varianceσ2(µ,µ′)
telle que :{
x¯(µ) = 〈f(µ), βˆ〉+ r(µ)T [C]−1(y − [F ] βˆ)
σ2(µ,µ′) = [C](µ,µ)− r(µ)T [C]−1r(µ) + u(µ)T ([F ]T [C]−1[F ])−1u(µ) (2)
avec
{
βˆ = ([F ]T [C]−1[F ])−1[F ]T [C]−1y
u(µ) = [F ]T [C]−1r(µ)− f(µ)
[C] : matrice de covariance
[F ] : matrice de regression
y : vecteur des points échantillonnés yi
Par construction, le métamodèle créé Yˆ (µ) est ainsi :
— non-biaisé : E([Yˆ (µ)]) = E([Y (µ)])
— optimal dans l’ensemble des prédictions linéaires non-biaisés , au sens de la minimisation de
l’erreur de prédiction L2 :
Yˆ (µ) = argmin
g
E
[
(Y (µ)− gµ)2] (3)
— interpolant vis-à-vis des observations : P(Yˆ (µi) = yi) = 1.
Cette méthode de génération d’un modèle de substitution pour la fonction objectif est intéressante dans
le cadre d’une optimisation car la variance générée permet d’enrichir le modèle : celle-ci peut don-
ner une indication sur la zone à enrichir pour diminuer au maximum l’erreur au moindre carré (Mean
Square Error criterion), ou sur la zone où la probabilité d’avoir le minimum est la plus forte (Expected
Improvement criterion [3]).
Ainsi, après chaque calcul ou batch de calculs, la génération du métamodèle donne à la fois une image
de la fonction objectif, une estimation de l’erreur, et les jeux de paramètres à utiliser dans le solveur
mécanique pour générer de nouvelles valeurs de la fonction objectif propres à améliorer le métamodèle,
ou à s’approcher du minimum.
2.2 Krigeage multi-fidélité
Il ne s’agit pas des seules propriétés du krigeage. L’aspect stochastique du métamodèle généré permet
la prise en compte de données de qualité diverses. Considérons deux types de données d’entrée :
— Des données basse fidélité comme un champ de déplacement approximé u˜BF (µ). La valeur de
la fonction objective associée serait yBF,i = Y (u˜BF (µi)).
— Des données haute fidélité comme un champ de déplacement approximé u(µ). La valeur de la
fonction objective associée serait yHF,i = Y (u˜HF (µi)).
Il est possible via une méthode de krigeage multi-fidélité de prendre en compte ces deux types de don-
nées.
Citons deux familles de méthodes de krigeage multi-fidélité : une première utilise le cokrigeage et né-
cessite en particulier de définir la covariance associée aux données BF/HF [14], une seconde utilise de
multiples métamodèles, que ce soit des métamodèles récursifs comme dans le cadre du krigeage hiérar-
chique [6], ou de métamodèles d’erreur comme dans le cadre de l’Evofusion [7].
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Des études ont déjà été réalisées dans le cadre de données issues de calculs analytiques et de simula-
tion, ou de données partiellement et totalement convergées [2]. Dans le cadre de cette étude, l’usage de
modèles réduits comme données multi-fidélité va être présenté.
3 Une nouvelle approche du krigeage multi-fidélité par l’usage de
modèles réduits
Dans le cadre de la génération de données multi-fidélité pour la création d’un modèle de substitution,
nous avons choisi d’utiliser la Proper Generalized Decomposition [9]. Il existe d’autres méthodes telles
que la Proper Orthogonalized Decomposition (POD) [13], ou encore les Reduced-Basis [8] que nous ne
développerons pas ici.
3.1 Approximation par la méthode PGD
La PGD a été développée initialement dans le cadre du framework LATIN pour une décomposition
espace/temps. L’objectif de cette méthode est de générer la meilleure approximation possible d’une
solution avec une représentation séparée des variables. Dans le cadre de la PGD, on n’impose plus la
forme de la base comme dans la POD et on cherche la solution du problème en même temps que la
meilleure base pour sa représentation.
On donne ici les principaux éléments permettant de construire une représentation PGD solution du
problème suivant [15] :
Trouver u(µi) ∈ V/∀v ∈ V0, a(u,v;µi) = `(v;µi), ∀t ∈ I = [0, T ] (4)
avec u fonction de (x, t) ∈ Ω× I ,W = L2(I,V),V = {v ∈ H1(Ω), cinématiquement admissible}. a
est un opérateur bilinéaire coercif continu selon H10 et ` est un opérateur linéaire continu selon H10. On
définit également I = L2(I,R) l’espace des functions à carré sommable dans I .
Une approximation de la solution u est définie en se plaçant dans l’approximation deW , W˜ = V ⊗ I.
On définit ainsi approximation de rang réduit u˜ sous la forme d’une somme de fonctions de l’espace et
du temps :
u˜(µi)m (x, t) =
m∑
k=1
λ
(µi)
k (t) Λ
(µi)
k (x) (5)
avec (Λk, λk) ∈ V × I
De multiples choix sont possibles pour construire les modes PGD (Méthode d’orthogonalisation de
Galerkin, Minimisation du résidu... ) [10]. La méthode de Galerkin est rappellée ici et s’appuit sur la
formulation faible temps-espace de (4) :
Trouver u(µi) ∈ W˜/∀v ∈ T (W˜), A(u,v;µi) = L(v;µi) (6)
avec A(u,v;µi) =
∫
I a(u,v;µi)dt, L(v;µi) =
∫
I `(v;µi)dt
T (W˜) l’espace tangent linéaire à W˜ .
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La construction des modes est réalisée par un algorithme glouton. Supposons qu’une approximation
d’ordre (m− 1) est définie :
u˜
(µi)
m−1(x, t) =
m−1∑
k=1
λ
(µi)
k (t) Λ
(µi)
k (x) (7)
On améliore l’approximation de la solution de (6) usuellement par deux étapes. Une première étape de
correction des fonctions temporelles λ(µi)k pour améliorer l’approximation de la solution sans regénerer
de modes. Si besoin, une seconde étape de génération d’un nouveau mode est exécuté. On cherche une
nouvelle approximation u˜(µi)m = u˜(µi)m−1 + δu = u˜
(µi)
m−1 +Λλ. Cette nouvelle paire (Λ, λ) est issue de la
résolution suivante :
Trouver (Λ, λ) ∈ V × I / ∀(Λ∗, λ∗) ∈ V × I,
A(u˜
(µi)
m−1 +Λλ,Λ
∗λ+Λλ∗) = L(Λ∗λ+Λλ∗)
L’équation est divisé en deux sous-équations :
Trouver (Λ, λ) ∈ V × I /
∀(Λ∗) ∈V, A(Λλ,Λ∗λ) = L(Λ∗λ)−A(u˜(µi)m−1,Λ∗λ)
∀(λ∗) ∈I, A(Λλ,Λλ∗) = L(Λλ∗)−A(u˜(µi)m−1,Λλ∗)
Le détail d’un cas de résolution peut être trouvé dans [11]. Usuellement, un algorithme de point fixe
est mis en oeuvre. Cette méthode permet générer à la volée des modes de la solution, en choisissant
l’approximation du résultat réalisé par le nombre de modes générés m. Ainsi, on définit un nombre de
modes pour la solution BFmBF , et un nombre de modes pour la solution HFmHF .
Ici, la problématique est de déterminer le nombre de modes mBF nécessaire pour que la valeur basse
fidélité de fonction objectif contienne suffisamment d’informations pour être viable pour le métamodèle,
mais que le coût de cette information basse fidélité reste faible. Ce coût est lié aussi au nombre de points
initiaux utilisés pour construire le métamodèle.
3.2 Génération de métamodèles utilisant des modèles réduits
L’association métamodèles - modèles réduits se fait naturellement au sein de l’algorithme 1 : les deux
méthodes pouvant communiquer en boite noire. Dans un premier temps, on génère un métamodèle BF
qui s’appuie sur ninit points par dimension de D et sur une troncature à l’ordre mBF de la solution du
solveur. Dans un second temps, le métamodèle est enrichi en générant des points haute fidélité via la
résolution exacte du problème. Les points sont choisis dans D suivant un critère d’amélioration comme
l’erreur aux moindres carrés ou la probabilité d’amélioration EI [3].
L’objectif final est de diminuer le coût de calcul, qui dépend en particulier du choix de ninit etmBF .
3.3 Un cas-test simple
Une première étude de cet algorithme a été effectuée avec une structure bi-matériau constituée d’un
assemblage de poutres métalliques formant une structure auxétique "Bow tie". Au sein de chaque motif
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Algorithm 1 Génération de métamodèles par utilisation de modèles réduits
1: ninit tirages par dimension dans D : (µi)
2: Evaluation basse fidélité des tirages via le solveur PGD :
u˜
(µi)
BF (x, t) ≡
mBF∑
k=1
λ
(µi)
k (t)Λ
(µi)
k (x) (8)
3: Evaluation de la fonction coût aux points calculés :
Y (µi) = F(u(µi)(x, t)) (9)
4: Création du Métamodèle : x¯(µ), σ2(µ)
5: Evaluation du Métamodèle :
Yˆ (µ) = 〈f(µ), β〉+ Z(µ) (10)
6: while Critère d’arrêt ν non atteint do
7: Recherche zones à enrichir dans D : (µj)
8: Evaluation haute fidélité des zones :
u˜
(µi)
HF (x, t) ≡
mHF∑
k=1
λ
(µi)
k (t)Λ
(µi)
k (x) (11)
9: Evaluation de la fonction coût aux points calculés : Y (µi)
10: Enrichissement du Métamodèle : x¯(µ), σ2(µ)
11: end while
est placée une mousse.
L
Figure 1 – Structure complète
En vert : la mousse interne à chaque structure
En rouge : l’axe vertical central
On souhaite une déformation transversale minimale de l’axe vertical central lors de son changement.
Pour cela, on définit la fonction objectif Y suivante qu’on souhaite minimiser :
Y (µ) = max
t∈I
|∆L(µ)(t)| (12)
L est visible sur la figure 1. Les paramètres d’optimisation sont le ratio entre les modules d’Young des
poutres et de la mousse, et le coefficient de Poisson de la mousse.
La complexité du chargement mis en place nécessite 10 modes pour définir la solution exacte du pro-
blème.
Nous allons évaluer sur ce cas-test l’impact du nombre de points par dimension ninit et la troncature
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BF mBF réalisée lors du tirage sur le temps de calcul, sachant que l’enrichissement est réalisé avec la
solution exacte. L’algorithme a été testé dans un premier temps pour obtenir Yˆ sur l’espace de conception
D. Yˆ est comparé à Yˆref obtenue en générant le métamodèle avec µi choisis sur une grille régulière
30×30 deD tous calculés avec la solution exacte du déplacement. On considère le métamodèle convergé
lorsque l’erreur relative en norme 2 entre les fonctions atteint 5%.
Les deux étapes de création du métamodèle font générer des modes par le solveur. Le coût de calcul
du métamodèle est proportionnel au nombre total mtotal de modes générés lors de la création du mé-
tamodèle, et on s’appuit sur cette constatation pour caractériser l’impact de ninit et mBF sur le temps
de calcul. Considérons le cas où on initialise le métamodèle avec ninit = 10 points par dimension et
avec une troncature de la solution à l’ordremBF = 1, et supposons qu’il faut nenrich = 20 itérations à
l’étape d’enrichissement, avecmHF = 10, on auraitmtotal = 2× ninit ×mBF + nenrich ×mHF soit
220 modes générés.
Le tirage initial LHS dansD des ninit points a un impact sur la génération du métamodèle. Pour s’affran-
chir de son influence, dix générations de métamodèles ont été réalisés pour chaque couple (ninit,mBF ).
La moyenne du nombre de modes totaux générés moy(Mi) et l’ecart-type normalisé associé σ =
std(Mi)
moy(Mi)
sont ainsi calculés.
Les résultats présentés figure 2 sont le nombre de modesM générés par le solveur pour obtenir Yˆ sur
D avec une erreur en norme 2 de 5%, en fonction du nombre de points par dimension ninit et de l’ordre
de la troncature basse fidélitémBF . Le meilleur résultat est le minimum.
L’analyse montre qu’initialiser à 18 points par dimension et une troncature à 1 mode est le meilleur choix
pour limiter le coût de calcul.
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Figure 2 – Génération du métamodèle complet
L’algorithme a été testé dans un second temps pour optimiser la fonction objectif sur l’espace de concep-
tion. Le critère d’arrêt est le suivant :
ARRET siminµi∈D |Yˆ (µi) − Y (µi)| < 10−3 et µm = argminµi∈D |Yˆ (µi) − Y (µi)| invariant
pendant 5 itérations
Les résultats sont présentés en figure 3. L’analyse montre qu’initialiser à 10 points par dimension et une
troncature à 1 mode est le meilleur choix pour réduire le temps de calcul tout en ayant un résultat robuste.
7
23ème Congrès Français de Mécanique Lille, 28 au 1er Septembre 2017
500
500
550
550
550
600
600
60
0
650
650
65
0
650 7
00
70
0
70
0
700
75
0
75
0
750
80
0
80
0
800
85
0
85
0
90
0
90
0
2 4 6 8 10
m BF
10
12
14
16
18
20
n
in
it
500
600
700
800
900
(a) Moyenne des 10 générations
0.15
0.2
0.2
0.25
0.25
0.25
0.25
0.25
0.25
0.3
0.3
0.3
0.3
0.3
0.
3
0.
35
0.35
0.
35
0.35
2 4 6 8 10
m BF
10
12
14
16
18
20
n
in
it
0.1
0.15
0.2
0.25
0.3
0.35
0.4
(b) Ecart type normalisé
Figure 3 – Détermination d’un optimum garanti
4 Conclusion
Ce premier exemple simple permet de montrer l’intérêt de coupler métamodèles et modèles réduits pour
diminuer le temps de calcul dans le cadre de l’optimisation multi-fidélité. Il est néanmoins limitant, car il
s’agit de la résolution d’un problème linéaire, ce qui explique sans doute que le gain optimal soit obtenu
pour des données basse fidélité issues d’une troncature à l’ordre 1. Pour aller plus loin, il est nécessaire
de mettre en oeuvre cette stratégie dans un cadre non-linéaire ce qui fait l’objet de travaux actuellement.
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