Detection under One-Bit Messaging over Adaptive Networks by Marano, Stefano & Sayed, Ali H.
1Detection under One-Bit Messaging
over Adaptive Networks
Stefano Marano and Ali H. Sayed, Fellow, IEEE
Abstract
This work studies the operation of multi-agent networks engaged in binary decision tasks, and derives performance expressions
and performance operating curves under challenging conditions with some revealing insights. One of the main challenges in the
analysis is that agents are only allowed to exchange one-bit messages, and the information at each agent therefore consists of both
continuous and discrete components. Due to this mixed nature, the steady-state distribution of the state of each agent cannot be
inferred from direct application of central limit arguments. Instead, the behavior of the continuous component is characterized in
integral form by using a log-characteristic function, while the behavior of the discrete component is characterized by means of an
asymmetric Bernoulli convolution. By exploiting these results, the article derives reliable approximate performance expressions
for the network nodes that match well with the simulated results for a wide range of system parameters. The results also reveal
an important interplay between continuous adaptation under constant step-size learning and the binary nature of the messages
exchanged with neighbors.
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I. INTRODUCTION
THE theory of adaptive decision systems lies at the intersection of the fields of decision theory [2], [3] and adaptive learningand control [4], [5]. In many instances, the qualification “adaptive” in adaptive decision systems refers to the ability of
the system to select the best action based on the observed data [6] as in cognitive radar [7], active hypothesis testing [8], or
controlled sensing [9], [10]. The qualification “adaptive” can also refer to the ability of the decision system to track changes
in the underlying state of nature and to monitor its drifts over time and deliver reliable decisions in real time. The theme of
this article falls into this second type of decision systems.
The classical implementation of adaptive decision systems has often relied on the use of centralized (fusion) processing
units. In more recent years, there has been a shift from centralized architectures to sensor network architectures [11]–[17]
where data are monitored/collected in a distributed fashion by a collection of individually simple devices but the processing
continues to be centralized. Energy efficiency, robustness, and security issues become a challenge over such implementations.
Besides, the presence of a single central unit makes the system vulnerable to failures and external attacks [12], [13], [18], [19].
One approach to remedy these difficulties is the SENMA (sensor networks with mobile agents) paradigm in which several
mobile central units travel across the network to query the remote nodes from close proximity [20]–[23].
A more prominent and flexible solution is to avoid the presence of central units. A fully-flat or fully-decentralized sensor
network refers to a network in which all the information processing takes place at the nodes in a fully distributed fashion,
and no data storage or processing at centralized devices is allowed. The evident mitigation of security and failure issues, and
the added robustness, come at the expense of the need for local information processing capabilities at the nodes, which will
now need to interact with each other, perform processing tasks with groups of nearby agents, and arrive at local decisions.
Statistical signal processing over fully-decentralized networks or graphs has become an active area of research (e.g., see the
overviews in [24], [25] and the many references therein). The theme of this work is to design and analyze an adaptive decision
system over such networks.
A. Related Work
Inference problems over fully-flat sensor networks have received considerable attention in the last years in connection with
estimation problems first and, more recently, in connection with detection/decision problems by employing either consen-
sus [26]–[32] or diffusion [25], [33]–[42] strategies.
Consensus solutions employ diminshing step-sizes to enhance the memory properties of the decision system, which leads
to asymptotically optimal performance [26]–[31]. Unfortunately, decaying step-size parameters limit the adaptation ability of
the resulting network because learning comes to a halt as the step-size parameter approaches zero. Switching to constant
step-size adaptation poses a challenge for consensus-based solutions because of an inherent asymmetry in the update equations
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2of consensus implementations. This asymmetry has been studied in some detail and shown earlier in the works [24], [35] to
be a source of instability when constant step-sizes are used for adaptation purposes. In other words, consensus strategies under
constant step-sizes can be problematic for applications that necessitate continuous learning due to potential instability. This fact
motivates us to focus on diffusion implementations since these strategies do not suffer from the aforementioned asymmetry and
have been shown to deliver superior performance under both constant and decaying step-size learning scenarios [24], [43]. There
have been a series of works that develop the theory of diffusion strategies with constant step-size for inference purposes and
explore their capabilities for learning and adaptation in dynamic environments [25], [33]–[42]. For example, references [33]–
[35] deal with estimation problems, and the latter also addresses a comparison between consensus and diffusion protocols.
In [36] the adaptive diffusion scheme for detection is studied, and [25], [37], [38] present extensive overviews of these detection
algorithms, as well as many access points to the related literature. The learning behavior of the network is investigated in [39],
[40], while a large deviation analysis and the so-called exact asymptotic framework are the focus of [41], [42].
B. Contribution & Preview of the Main Results
The diffusion scheme considered in this paper employs a modified form of the adapt-then-combine (ATC) diffusion rule,
which has some advantages with respect to alternative schemes [37]. According to the ATC rule, each node updates (adapts)
its state by incorporating the fresh information coming from new measurements, and then makes its current state available to
its neighbors for the combination stage. In the combination stage each node weighs its state with those of its neighbors. In
all the articles mentioned so far in this introduction it is assumed that the communication among nearby nodes is essentially
unconstrained. This means that the nodes can share their state with the neighbors with full precision.
In many practical scenarios, an unconstrained inter-node communication capability cannot be guaranteed, and the system
designer is faced with the problem of revisiting the signal/information processing of the network in order to take into account
this limitation. Thus, the basic consideration that motivates our work is that the nodes of the network cannot exchange their
states as they are, because the communication links do not support messages with arbitrary precision. Taking this viewpoint
to one extreme, we assume severe communication constraints which impose that only one bit can be reliably delivered, per
link usage, over the inter-node links. Accordingly, in the combination stage of the ATC rule, the neighbors of node k cannot
be informed about the value of the state of node k, but they can only be informed about a one-bit quantized quantity. In the
binary detection problem addressed here, this quantized quantity can be regarded as a local decision made by node k at the
current time.
Of course, decentralized inference using quantized messages in networks equipped with a central unit (or having other
classical structures, such as the tandem architecture or some variation thereof) has a long history, see e.g., [44]–[48] and
the references therein. Also, consensus implementations with quantized messages has been widely investigated [49]–[57].
Apparently there are not similar studies on distributed strategies ensuring continuous learning and adaptation even under
drifting or non-stationary conditions.
The one-bit diffusion messaging scheme addressed in this paper poses new challenges. The combination stage of the ATC
scheme will now fuse discrete and continuous variables and the analysis of the steady-state distribution becomes more complex
than that developed, e.g., in [41]. In contrast to the results of [41], our analysis shows that (a version of) the central limit
theorem (CLT) only applies in the special circumstance that the step size is small and the weight assigned to local decisions
gathered by neighbor nodes is vanishing. In general cases, for arbitrary step sizes and combination weights, deriving the
steady-state statistical distributions requires separate analysis of the continuous and discrete components. Neither of these can
be, in general, approximated by a Gaussian distribution via some version of the CLT, and different analysis tools are required.
The main results of this work can be summarized as follows. By exploiting a key distributional structural property [see (17)],
the steady-state distribution of the continuous component [see (15)] is obtained in an integral form that involves the log-
characteristic function. A series approximation for the continuous component distribution, particularly suitable for numerical
analysis, is also provided. These results are collected in Theorem 1.
As to the discrete component, we show that this reduces to a combination of geometric series with random signs —the
so-called asymmetric Bernoulli convolution. The Bernoulli convolution has been widely studied in the literature for its measure-
theoretic implications and it is known that, aside from some special cases, its distribution does not reduce to simple forms. This
notwithstanding, exploiting the fact that the node state is the sum of the discrete component with the continuous one, we derive
simple approximations in the regime of highly reliable local decisions [1− pd, pf  1, see (7)]. In principle, approximations
of any degree can be developed, but the second-order approximation detailed in Sec. IV-B2 gives accurate results even for
moderately large values of 1− pd and pf . The combination of several Bernoulli convolutions requires numerical convolutions
and we develop careful approximations for the individual contributions so that these convolutions can be easily computed over
discrete, low-cardinality, sets.
Exploiting the above results we finally get reliable approximate expressions for the steady-state distributions of the network
nodes. Our analysis highlights the role of the system parameters on the these distributions, and the inherent system tradeoffs.
The examples of computer experiments (reported in Figs. 3-6) show that the shape of the steady-state distributions is by no
means obvious. It is rewarding that the developed theory is able to closely follow those shapes for a wide range of values of
3the relevant system parameters. The main performance figures are the system-level detection and false alarm probabilities Pd
and Pf , which are straightforwardly related to the distributions of the network nodes. Expressing Pd in function of Pf , the
receiver operating characteristic (ROC) curve is obtained (Figs. 7-8).
The analysis developed in this paper allows us to easily derive the decision performance of the system for a wide range
of the parameters under the control of the system designer — step size µ and combination weights {ak}. A critical scenario
is when the self-combination weights {ak} are very large and µ is very small, because the developed numerical procedures
can be time-consuming. Furthermore, for ak → 1 and µ→ 0, both the continuous and the discrete components may become
indeterminate and a joint analysis of these components is necessary. For this scenario we develop a tailored version of the
CLT for triangular arrays and continuous parameters, which is the subject of Theorem 2.
From a practical perspective, our main results are a formula (shown just after Theorem 1) providing a simple numerical
recipe for the steady-state distributions of the continuous component, and an approximation for the discrete component, which
are simply combined to yield the final distributions of the agents at the steady-state. Using these results the system designer
can tune the agents’ thresholds in order to achieve a desired value of system-level Pf , and compute the corresponding Pd.
The remainder of this paper is organized as follows. Section II introduces the classical adaptive diffusion scheme for detection.
The one-bit-message version of these detection systems is designed in Sec. III, and the steady-state analysis is conducted in
Sec. IV. Examples of applications of the developed theory and results of computer experiments are presented in Sec. V.
Extensions of the proposed approach are briefly discussed in Sec. VI, while Sec. VII concludes the paper with final remarks.
Some technical material is postponed to Appendices A-D.
II. ADAPTIVE DIFFUSION FOR DETECTION
We consider a multi-agent network consisting of S nodes running an adaptive diffusion scheme to solve a binary hypothesis
test problem in which the state of nature is represented by H0 or H1. Using the same notation from [41], the update rule for
the diffusion strategy is given by
vk(n) = yk(n− 1) + µ[xk(n)− yk(n− 1)], (1a)
yk(n) =
S∑
`=1
ak`v`(n), n ≥ 1, (1b)
where 0 < µ  1 is the step-size parameter, usually much smaller than one. Moreover, the symbol xk(n) denotes the
data received by agent k at time n, while yk(n) represents a local state variable that is updated regularly by the same agent
through (1b). This latter expression combines the intermediate values v`(n) from the neighbors of agent k using the nonnegative
convex combination weights {ak`}. The weights are required to satisfy
ak` ≥ 0,
∑
`∈Nk
ak` = 1, (2)
where Nk denotes the set of neighbors connected to agent k, including k itself. In the above notation, the scalar ak` denotes the
weight by which information flowing from ` to k is scaled. If agents k and ` are not neighbors, then ak` = 0. Expressions (1a)-
(1b) can be grouped together across all agents in vector form, say, as:
vn = (1− µ)yn−1 + µxn, (3a)
yn = Avn, n ≥ 1, (3b)
where the combination matrix A = [ak`] is S × S, while yn = col{y1(n),y2(n), . . . , yS(n)}. Similarly for vn and xn.
Iterating (3a)-(3b) gives
yn = (1− µ)nAny0 + µ
n−1∑
i=0
(1− µ)iAi+1xn−i. (4)
In this work we make the assumption that the incoming data xk(n) is a statistic computed from some observed variable, say,
rk(n), namely, xk(n) is a prescribed function of rk(n). Under both hypotheses H0 and H1, the observations rk(n) are i.i.d.
(independent and identically distributed) across all sensors k = 1, . . . , S, and over time. It follows that the same i.i.d. property
holds for {xk(n)}. We further assume that each xk(n) is an absolutely continuous random variable having a probability density
function (PDF) with respect to the Lebesgue measure [58], under both hypotheses. This assumption is mainly because the case
of continuous random variables is the most interesting in the presence of data quantization.
We refer to rk(n) as the local observation, and to xk(n) as the marginal decision statistic, where the adjective “marginal”
is meant to indicate that xk(n) is based on the single sample rk(n). The variable yk(n) is referred to as the state of the node.
The detection problem consists of comparing the state yk(n) against a threshold level, say γ ∈ <, and deciding on the state
of nature H0 or H1, namely,
yk(n)
H1
>
<
H0
γ. (5)
4While our formulation is general enough to address different types of marginal statistics, special attention will be given to
the case in which xk(n) is selected as the log-likelihood ratio of rk(n):
xk(n) = log
fr,1(rk(n))
fr,0(rk(n))
, (6)
where fr,h(rk(n)) is the PDF of rk(n) under Hh, h = 0, 1.
A. Some Technical Conditions
We introduce the following technical conditions. First, we let Eh denote the expectation under hypothesis Hh, h = 0, 1,
and assume that −∞ < E0x < E1x < ∞. The assumption E0x < E1x is automatically verified when the marginal statistic
is the log-likelihood ratio (6) because, in that case, the quantities −E0x and E1x are two Kullback-Leibler divergences and,
therefore, they are strictly positive for distinct hypotheses [59]. We also assume that the variance Vhx exists and is finite for
h = 0, 1. Note that, for simplicity, we are using the short-hand notation x instead of xk(n).
Second, we let Ph denote the probability operator under hypothesis Hh, h = 0, 1, and assume, for all agents ` = 1, 2, . . . , S,
that
0 < pf , P0(x ≥ γloc) < P1(x ≥ γloc) , pd < 1, (7)
where γloc is a local threshold level, and where pd and pf represent the marginal detection and false alarm probabilities,
namely, the probabilities that would be obtained by making decisions based on the marginal statistic and the local threshold:
x`(n) ≥ γloc ⇒ decide locally in favor of H1, otherwise decide for H0. Note that γloc is the same for all sensors, which
is justified by the assumption of i.i.d. observations under both hypotheses. As a consequence, all sensors have the same
marginal performance pd and pf . The assumption pf , pd 6= 0, 1, in (7) rules out trivialities. The condition pf < pd is known
as unbiasedness of the marginal decisions [2].
III. ONE-BIT DIFFUSION MESSAGING
The classical diffusion rule is described by equations (1a)-(1b), and its detection properties are studied in detail in [41], [42].
In the system described by (1a)-(1b), the data exchanged among the nodes are uncompressed and non-quantized. However, in
most sensor network scenarios, a more realistic assumption is that the messages exchanged among the nodes are quantized.
Accordingly, we will consider an update rule in which the information sent at time n by node ` to its neighbors is the marginal
statistic x`(n) quantized to one bit, as follows:
x˜`(n) ,
{
E1x, if x`(n) ≥ γloc,
E0x, if x`(n) < γloc,
(8)
where γloc is the local threshold level from (7). Thus, if the state of nature is H1, node ` sends to its neighbors the message
E1x with probability pd, and the message E0x with probability (1 − pd). Similarly, under H0, E1x is sent with probability
pf , and E0x with probability (1−pf ). Needless to say, given that the nodes are aware of the detection problem they are faced
with, there is no need to deliver the actual values E0,1x, but simply a binary flag. We can interpret x˜`(n) as representative of
the marginal decision about the hypothesis, made by node ` by exploiting only its current observation r`(n).
When the nodes compute the log-likelihood ratio of the observations using (6), we can set γloc = 0 in (7) and (8). Comparing
the log-likelihood ratio of r`(n) to zero corresponds to the optimal ML (Maximum Likelihood) marginal decision about the
underlying hypothesis [60].
Formally, instead of (1a)-(1b), we consider the following update rule with the one-bit messages:
vk(n) = yk(n− 1) + µ[xk(n)− yk(n− 1)], (9a)
yk(n) = akkvk(n) +
∑
` 6=k
ak` x˜`(n), n ≥ 1. (9b)
Note that in the scheme of (9a)-(9b) sensor ` sends to its neighbors the quantized version x˜`(n) of the marginal decision
statistic. One alternative would be a system in which the sensor sends to its neighbors the quantized version v˜`(n) of its state.
In this case, however, it would not be possible to derive a simple analytical relationship between yk(n) and yk(n − 1) that
yields an explicit expression for the state yk(n) [as in (11) below], and the analytical tractability would be compromised. More
importantly, the scheme (9a)-(9b) ensures improved adaptation performance properties. Indeed, by using (9a)-(9b), the quantity
x`(n) available at node ` will be used [through its quantized version x˜`(n)] by the set of neighbors of node ` (even though
it is never made available to non-neighboring nodes). Changes in the state of nature are immediately reflected in the value of
x`(n), while, with µ 1, the state v`(n) of the node incorporates these changes only slowly, as shown in (1a) and (9a). In
dynamic environments, where the state of nature changes with time, this means that the system described by (9a)-(9b) will be
able to react more rapidly to these changes, especially when the self-combination coefficient akk is small.
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Fig. 1. Example of the adaptive properties of the diffusion scheme (9a)-(9b) (curve in black), as compared to a system that exchanges the quantized state
v˜`(n) (blue), and to a system that exchanges the unquantized state v`(n) (red). The state of nature is H0 from n = 1 to n = 1000, then switches to H1
up to n = 2000, and finally switches back to H0. The curves show the evolution of the expected value E[yk(n)] for node k = 3 for the network shown in
Fig. 2, when the x’s are Gaussian random variables distributed as detailed in the example of Sec. V-A, with ρ = 2. The combination matrix is as in (57),
with ak = 0.75, and the step size is µ = 0.1. The expectations are computed by averaging 100 Monte Carlo runs. The inset zooms on the region around
n = 1000.
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Fig. 2. Topology of the network used in the computer experiments.
Figure 1 illustrates the improved adaptive properties of the scheme (9a)-(9b) by showing the expected value E[yk(n)] for
node k = 3 of the network shown in Fig. 2, when the x’s are Gaussian random variables distributed as detailed in the example
of Sec. V-A. The state of nature is initially H0, then switches to H1 at n = 1000, and finally switches down to H0 at
n = 2000. The solid curve in black represents E[yk(n)] for the system defined by recursion (9a)-(9b), where nodes exchange
the quantized version x˜`(n) of their marginal statistic, while the curve in blue refers to a one-bit message scheme in which
the nodes exchange the quantized version v˜`(n) of their state. It is evident that this latter system does not react promptly to
changes in the underlying state of nature and therefore is less suitable to operate in dynamic environments, with respect to the
system defined by (9a)-(9b).
For comparison purposes, Fig. 1 also shows the expected value E[yk(n)] of a diffusion scheme in which no restrictions are
imposed on the messages and therefore the nodes are allowed to exchange the unquantized state v`(n). This is the diffusion
system (1a)-(1b) studied in [41], [42]. The inset of Fig. 1 makes it evident that the scheme of (9a)-(9b) exhibits faster reaction
even in comparison to the message-unconstrained diffusion scheme (1a)-(1b). Therefore, investigating the steady-state detection
performance of the system defined by (9a)-(9b) is of great importance, and is the main theme of this work.
A. Explicit Form of the State yk(n)
Let us introduce the coefficients
ck` =
{
ak`, k 6= `,
0, k = `,
(10)
and, for notational simplicity, let us write ak in place of akk. The {ck`} correspond to the off-diagonal elements of A. By
iterating the expressions in (9a)-(9b), we arrive at
yk(n) = [(1− µ)ak]nyk(0)
+ µak
n−1∑
i=0
(1− µ)iaikxk(n− i)
+
n−1∑
i=0
S∑
`=1
(1− µ)iaikck` x˜`(n− i). (11)
For notational convenience, we also introduce the scalar:
ηk , (1− µ)ak, ηk ∈ (0, 1), (12)
6which combines the step size µ with the self-combination coefficient ak. It is useful to bear in mind that ηk is defined as a
combination of µ and ak, although our notation does not emphasize that.
Consider the quantity yk(n) in (11). After a change of variable i← i+ 1 we have:
yk(n) = η
n
k yk(0)︸ ︷︷ ︸
transient
+µak
n∑
i=1
ηi−1k xk(n− i+ 1)︸ ︷︷ ︸
,uk(n)
+
n∑
i=1
S∑
`=1
ηi−1k ck` x˜`(n− i+ 1)︸ ︷︷ ︸
,zk(n)
. (13)
For n → ∞, the transient part converges exponentially to zero with probability one so that, by Slutsky theorem [2, Th.
11.2.11], limn→∞ yk(n) converges in distribution to limn→∞[uk(n)+zk(n)]. In the following, we will investigate the steady-
state properties of the system described by Eqs. (9a)-(9b) and, accordingly, we can set without loss in generality,
yk(0) = 0, (14)
so that the transient part ηnk yk(0) of (13) is eliminated. Henceforth, if not stated explicitly otherwise, condition (14) is always
assumed.
In the next section we analyze separately the two components uk(n) (referred to as the continuous component) and zk(n) (the
discrete component), in the asymptotic regime of large number of iterations. This allows us to provide a suitable approximation
for the statistical distribution of limn→∞ yk(n), which is our goal.
IV. STEADY-STATE ANALYSIS
A. Continuous Component uk(n)
Consider the quantity uk(n) defined in (13). Since the random variables {xk(n)} are i.i.d., the following equality in
distribution holds:
lim
n→∞
n∑
i=1
ηi−1k xk(n− i+ 1)
d
=
∞∑
i=1
ηi−1k xk(i) , w?k, (15)
and, therefore,
uk(∞) , lim
n→∞uk(n)
d
= ak µw
?
k. (16)
Let us introduce a new random variable xk(0), which is an independent copy of the random variable xk(n). From definition (15)
the following structural property of w?k immediately follows:
ηkw
?
k + xk(0)
d
= w?k. (17)
The forthcoming Theorem 1 exploits (17) to derive the distribution of the random variable w?k and therefore the distribution
of the steady-state variable uk(∞) defined in (16), whose mean and variance are easily computed from (16) and (17):
Eh[uk(∞)] = akµ
1− ηkEhx, Vh[uk(∞)] =
a2kµ
2
1− η2k
Vhx. (18)
Let j =
√−1 be the imaginary unit and, for t ∈ <, let
Φx,h(t) , logEhej tx, (19)
Φw,h(t) , logEhej tw
?
k , (20)
be the log-characteristic functions [58] of xk(n) and w?k, respectively, under hypothesis Hh, h = 0, 1. Also, denote by
Fu,h(u), u ∈ <, and Φu,h(t) = Φw,h(akµ t) the cumulative distribution function (CDF) and the log-characteristic function of
the steady-state continuous component uk(∞), respectively, under Hh. Denote by bzc the largest integer ≤ z, and by Im{z}
the imaginary part of z. Finally, to simplify the notation, let
Ωn(u, δ) =
Im
{
exp
[
Φw,h
(
2n+1
2 δ
)− j uµak 2n+12 δ]}
2n+ 1
. (21)
7Theorem 1 (Distribution of uk(∞)): The continuous component uk(n) converges in distribution for n→∞, and the CDF
Fu,h(u) of its limit uk(∞) can be characterized as follows. Suppose that Fu,h(u) admits a density. Suppose also that Φx,h(t)
can be expanded in a power series with radius of convergence 0 < τx,h ≤ ∞, namely:
Φx,h(t) =
∞∑
n=1
ϕn,h t
n, |t| < τx,h. (22)
Then we have the following results.
i) The log-characteristic function Φw,h(t) can be uniquely expanded in a power series with radius of convergence τx,h:
Φw,h(t) =
∞∑
n=1
ϕn,h
1− ηnk
tn, |t| < τx,h. (23)
ii) If τx,h =∞, we have the representation:
Fu,h(u) =
1
2
− 1
2pij
∫ ∞
−∞
exp
{ ∞∑
n=1
ϕn,h
(µakt)
n
1− ηnk
− jut
}
dt
t
, (24)
and the series appearing in (24) is (absolutely and uniformly) convergent for t ∈ <.
iii) For 0 < τx,h ≤ ∞, and δ > 0:
Fu,h(u) =
1
2
− 2
pi
b τx,h
ηkδ
−1c∑
n=0
1
2n+ 1
Im
{
exp
[
− j u δ
µak
2n+ 1
2
+ Φx,h
(
2n+ 1
2
δ
)
+
∞∑
m=1
ηmk ϕm,h
1− ηmk
(
2n+ 1
2
δ
)m ]}
+ ∆u(u, δ). (25)
Fix, ′ > 0. If δ at the right-hand side of (25) verifies
2
pi
∣∣∣∣∣
∞∑
n=0
Ωn(u, δ)−
b τx,hηkδ −1c∑
n=0
Ωn(u, δ)
∣∣∣∣∣ ≤ ′2 ,
max
{
Fu,h
(
u− 2piakµδ
)
, 1−Fu,h
(
u+ 2piakµδ
)} ≤ ′2 ,
(26)
where Ωn(u, δ) is defined in (21), then |∆u(u, δ)| ≤ ′.
Proof: See Appendix A. 
The assumed existence of the density in Theorem 1 is known as absolute continuity of Fu,h(u) [58], which holds for most
distributions of practical interest. The series at the right-hand side of (22) is well defined provided that Φx,h(t) is infinitely
differentiable at the origin — these derivatives are related to the cumulants of the random variable xk(n) [61]. Equality (22)
holds if Φx,h(t) is analytic in |t| < τx,h [62].
Expression (25) is used in practice by neglecting the term ∆u(u, δ) and truncating the series over m, yielding the approxi-
mation
Fu,h(u) ≈ 1
2
− 2
pi
n¯∑
n=0
1
2n+ 1
Im
{
exp
[
− j u δ
µak
2n+ 1
2
+ Φx,h
(
2n+ 1
2
δ
)
+
m¯∑
m=1
ηmk ϕm,h
1− ηmk
(
2n+ 1
2
δ
)m ]}
, (27)
for some n¯, m¯, and δ.
To control the error, the first condition in (26) consists in truncating the series
∑∞
n=0 Ωn(u, δ) to a sufficiently large integer
n¯. In the proof of Theorem 1 it is shown that n¯ and δ must verify (n¯+ 12 ) <
τx,h
ηkδ
. The value n¯ = b τx,hηkδ − 1c appearing in (25)
is accordingly chosen. The second condition in (26) can be enforced by exploiting some estimate of the tails of Fu,h(u), for
which many methods are available [63]. An example is given in Sec. V, see Appendix D.
Since (25) is not in simple analytical form, it is not immediate to understand how Fu,h(u) depends on the system parameters,
without resorting to numerical investigations as we shall do in Sec. V. However, from (18), the dispersion index can be computed:√
Vh[uk(∞)]
|Eh[uk(∞)]| =
√
Vhx
|Ehx|
√
1− ηk
1 + ηk
, (28)
which reveals that the random variable uk(∞) becomes more concentrated as ηk grows. Note that the second factor at the
right-hand side of (28) is not larger than unity, and depends on the parameters ak and µ only combined into ηk.
8One important remark is in order. In the special case that x is a Gaussian random variable with mean Ehx and variance
Vhx, it is easily found that Φx,h(t) = j tEhx− 12 t2Vhx, see e.g. [61]. From (23) one immediately gets
Φu,h(t) = j t
akµ
1− ηkEhx−
1
2
t2
a2kµ
2
1− η2k
Vhx, t ∈ <, (29)
revealing that uk(∞) is Gaussian with mean akµ1−ηkEhx and variance
a2kµ
2
1−η2k
Vhx, see (18). This appears to be an obvious result
because, for all n, uk(n) is a linear transformation of the variables {xk(n)}, and linear transformations preserve Gaussianity,
see e.g. [61]. For general (non-Gaussian) x, one might wonder if some form of CLT can be applied to the series appearing
in (15), to infer that the distribution of uk(∞) is Gaussian. This is not the case: One usual assumption for the CLT is that
the sum of the variances of the summands diverges [61, Eq. (8-123)], whereas
∑n
i=1 η
2i−2
k Vhx converges to a finite value for
n→∞.
B. Discrete Component zk(n)
We now derive an approximate distribution for the steady-state component limn→∞ zk(n), where zk(n) is defined in (13).
The approximation is valid for large pd and (1 − pf ) [see (7) for the definitions of these quantities], namely in the regime
where the marginal decisions of the nodes are reliable enough.
Let us start by an obvious equality in distribution:
zk(∞) , lim
n→∞ zk(n) =
S∑
`=1
ck`
∞∑
i=1
ηi−1k x˜`(n− i+ 1) (30)
d
=
S∑
`=1
ck`
∞∑
i=1
ηi−1k x˜`(i) , z?k. (31)
We introduce the normalized binary variables
b`(i) ,
2 x˜`(i)− (E1x + E0x)
E1x− E0x (32)
whose alphabet is {−1,+1}. When xk(n) is the log-likelihood ratio, as in (6), then b`(i) is simply the result of the signum
function applied to x˜`(i), because E1x > 0 and E0x < 0. Using (32), the quantity z?k in (31) can be rewritten, after
straightforward algebra, as
z?k =
S∑
`=1
ck`
1− ηk
(E1x + E0x) + (E1x− E0x) zk`
2
, (33)
where
zk` , (1− ηk)
∞∑
i=1
ηi−1k b`(i). (34)
From (8), note that under H1 we have P1(b`(i) = 1) = pd, while, under H0, P0(b`(i) = 1) = pf .
Let us summarize some known properties of the series (34). Suppose that H1 is in force. If we had pd = 1/2, then
expression (34) would represent a geometric series with equally likely random signs. This is known as the Bernoulli convolution,
and attracted considerable interest since the pioneering works by Erdo¨s [64], [65]. It is known that the Bernoulli convolution
is absolutely continuous with a finite-energy density for almost every ηk ∈ (1/2, 1), and is purely singular for ηk ∈ (0, 1/2),
being in that case supported on a Cantor set of zero Lebesgue measure. It is also easily verified that for ηk = 1/2 the random
variable zk` is uniform in (−1, 1). We refer to [66] and the references therein for details.
Likewise, the asymmetric Bernoulli convolution with pd 6= 1/2, which is of interest to us, has been extensively studied. For
pd ∈ (1/2, 2/3), it is known that zk` is absolutely continuous for almost all ηk > 2−Hb(pd), and singular for ηk < 2−Hb(pd) [67],
where Hb(p) , −p log2(p)− (1− p) log2(1− p) is the binary entropy function [59]. Obviously, the same considerations hold
under H0, with pd replaced by pf .
Returning to (34), let us assume first thatH1 is in force and consider the following approximation. For any positive integer ωk:
zk` = (1− ηk)
ωk∑
i=1
ηi−1k b`(i) + (1− ηk)
∞∑
i=ωk+1
ηi−1k b`(i)
≈ (1− ηk)
ωk∑
i=1
ηi−1k b`(i) + η
ωk
k , ẑk`, (35)
where the approximation consists of assuming that all the binary digits b`(ωk + 1),b`(ωk + 2), . . . are equal to the most likely
value +1, yielding (1 − ηk)
∑∞
i=ωk+1
ηi−1k b`(i) = η
ωk
k . To the other extreme, when they are all equal to the most unlikely
9value −1, we have (1 − ηk)
∑∞
i=ωk+1
ηi−1k b`(i) = −ηωkk , which shows that the error involved in the approximation (35) is
bounded (with probability one) by
0 ≤ ẑk` − zk` ≤ 2 ηωkk , (36)
with the upper bound achieved when b`(ωk + 1) = b`(ωk + 2) = · · · = −1. Note, from (35), that we have approximated the
random variable zk` by a discrete random variable ẑk` taking on 2ωk values.
To choose the value of ωk, we need to see the effect of the approximation on the variable z?k. Let ẑ
?
k be the approximate
version of z?k, obtained when zk` is replaced by ẑk` in (33). Using (36) in (33), we have
0 ≤ ẑ?k − z?k ≤ (E1x− E0x)(1− ak)
ηωkk
1− ηk
≤ (E1x− E0x) η
ωk
k
1− ηk . (37)
To control the error in the approximation, we enforce the condition
ẑ?k − z?k ≤ (E1x− E0x)
ηωkk
1− ηk ≤ k,h (38)
for some “small” k,h > 0, whose choice will be discussed later. Therefore, the index ωk introduced in (35) is selected to
comply with (38) as follows:
ωk =
⌈
log E1x−E0xk,h(1−ηk)
log 1ηk
⌉
, (39)
where dze is the smallest integer ≥ z. Note that the right-hand side of (39) is a decreasing function of k,h and an increasing
function of ηk, when k,h < (E1x−E0x)/(1−ηk). Note also, from (39), that ωk depends also on the hypothesis Hh, h = 0, 1.
This dependence is not made explicit for simplicity of notation.
1) First-Order Approximation of ẑk`: We now exploit the assumption pd ≈ 1 to get an approximation for ẑk`. The value
taken by the random variable ẑk` in (35) depends on the value of the binary variables b`(1), . . . ,b`(ωk). For large values of
pd, such string of ωk binary variables typically consists of many “+1” and a few “−1”. This suggests to quantize the random
variable ẑk` taking on 2ωk values, into a random variable that takes on only the (ωk + 1) values corresponding to strings with
at most one “−1”. In Table I we report, arranged in ascending order, the (ωk + 1) values taken by the quantized ẑk`, followed
by the string of the ωk binary digits that generates that value, which is referred to as the pattern (“+” means “+1”, and “−”
means “−1”). In Table I the subindex k to ηk and ωk is omitted.
TABLE I
RANDOM VARIABLE ẑk` FOR THE FIRST-ORDER APPROXIMATION.
value pattern probability
1− 2(1− η) −+ + + · · ·+ + (1− pd)
1− 2η(1− η) +−+ + · · ·+ + (1− pd)pd
1− 2η2(1− η) + +−+ · · ·+ + (1− pd)p2d
...
...
...
1− 2ηω−2(1− η) + + + + · · · −+ (1− pd)pω−2d
1− 2ηω−1(1− η) + + + + · · ·+− (1− pd)pω−1d
1 + + + + · · ·+ + pωd
We do not implement a standard quantizer. Instead, the probabilities assigned to the (ωk + 1) values are shown in the last
column of Table I, and are computed as follows. The probability assigned to the first pattern “−+ + + + · · ·+” is the sum of
the probabilities of all patterns in the form “− ? ? · · · ?”, where “?” can be either “+” or “−”. The probability of the second
pattern “+−+ + + · · ·+” is the sum of the probabilities of all patterns in the form “+− ? · · · ?”, and so forth. The general
rule is to replace by stars all the symbols in the pattern following the symbol “−”, if any.
Other approximations can be conceived. First, to the values shown in the first column of Table I, one could assign a probability
proportional to that of the corresponding pattern. But this approach amounts to neglect the values of ẑk` having small probability,
which leads to a poor approximation. More appealing would be to implement a regular quantization of ẑk`, with quantization
regions that are intervals. However, for ηk > 1/2, it may not be easy to identify the sequences b`(1), . . . ,b`(ωk) that, inserted
in (35), yield a value belonging to a prescribed interval. The approach followed in Table I, instead, is analytically straightforward
for any value of ηk and, for ηk ≤ 1/2, just amounts to a regular quantization of the random variable ẑk`, as it can be shown
by simple algebra.
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TABLE II
RANDOM VARIABLE ẑk` FOR THE SECOND-ORDER APPROXIMATION.
value pattern probability
1− 2(1− η)− 2η(1− η) −−+ + · · ·+ ++ (1− pd)2
1− 2(1− η)− 2η2(1− η) −+−+ · · ·+ ++ (1− pd)2pd
...
...
...
1− 2(1− η)− 2ηω−1(1− η) −+ + + · · ·+ +− (1− pd)2pω−2d
1− 2(1− η) −+ + + · · ·+ ++ (1− pd)pω−1d
1− 2η(1− η)− 2η2(1− η) +−−+ · · ·+ ++ (1− pd)2pd
1− 2η(1− η)− 2η3(1− η) +−+− · · ·+ ++ (1− pd)2p2d
...
...
...
1− 2η(1− η)− 2ηω−1(1− η) +−+ + · · ·+ +− (1− pd)2pω−2d
1− 2η(1− η) +−+ + · · ·+ ++ (1− pd)pω−1d
1− 2η2(1− η)− 2η3(1− η) + +−− · · ·+ ++ (1− pd)2p2d
...
...
...
1− 2η2(1− η)− 2ηω−1(1− η) + +−+ · · ·+ +− (1− pd)2pω−2d
1− 2η2(1− η) + +−+ · · ·+ ++ (1− pd)pω−1d
...
...
...
...
...
...
1− 2ηω−3(1− η)− 2ηω−2(1− η) + + + + · · · − −+ (1− pd)2pω−1d
1− 2ηω−3(1− η)− 2ηω−1(1− η) + + + + · · · −+− (1− pd)2pω−2d
1− 2ηω−3(1− η) + + + + · · · −++ (1− pd)pω−1d
1− 2ηω−2(1− η)− 2ηω−1(1− η) + + + + · · ·+−− (1− pd)2pω−2d
1− 2ηω−2(1− η) + + + + · · ·+−+ (1− pd)pω−1d
1− 2ηω−1(1− η) + + + + · · ·+ +− (1− pd)pω−1d
1 + + + + · · ·+ ++ pωd
2) Second-Order Approximation of ẑk`: Along the same lines of the approximation just developed, one can assume that the
sequence b`(1), . . . ,b`(ωk) in (35) contains at most two occurrences of the unlikely digit “−1”, in which case the random
variable ẑk` is approximated by a random variable that takes on the 1 + ωk + ωk(ωk − 1)/2 values shown in Table II, with
associated patterns and probabilities. In Table II the subindex k to ηk and ωk is omitted.
The probabilities in the last column of Table II are computed as follows. Consider a generic pattern with two occurrences
of “−”, and let us replace with the symbol “?” all the “+” appearing to the right of the rightmost “−”. Then, the probability
assigned to that pattern is the sum of the probabilities corresponding to all the distinct patterns obtained by assigning to the
stars either the symbol “+” or the symbol “−”. For the ωk patterns with only one “−”, the probabilities are exactly those of the
pattern, without modification. To understand why we use this convention, consider for instance the pattern “++−+ · · ·+++”,
corresponding to the value 1 − 2η2k(1 − ηk). All probabilities of patterns of the form “+ + − ? · · · ? ??” are included in the
probability of some pattern with two “−”, except the single pattern “++−+· · ·+++”, whose probability is just (1−pd)pωk−1d .
Straightforward algebra shows that the values in the first column of Table II are arranged in ascending order only if1
ηk <
√
5−1
2 ≈ 0.618, but the order of the elements does not matter for the final approximation. Furthermore, depending on
the values of ηk, it may happen that several entries in the first column of Table II are closer than 2ηωkk , see (36). In this case,
it may be convenient to reduce the cardinality of the random variable ẑk` by aggregating these values in a single value and
associating with it the sum of the probabilities of the merged entries.
So far, we have developed the approximation under the assumption that hypothesis H1 is in force. Exploiting the problem
symmetry, it can be seen that the approximation under H0 can be obtained by applying the procedure described for the
hypothesis H1 to the random variable −zk`, and by replacing pd with (1− pf ).
3) Approximate Distribution for zk(∞): As shown in (35), we replace zk` by the discrete random variable ẑk` with 2ωk
values, where ωk is given in (39). In turn, ẑk` is approximated by the lower-cardinality discrete random variable shown in
Table I, if the first-order approximation is used, and shown in Table II for the more accurate second-order approximation. In
the latter case, the alphabet of the random variable is further reduced by grouping together values that are closer than 2ηωkk .
This way, an approximate probability mass function (PMF) of zk` is obtained.
As indicated in (33), the random variable zk` must be multiplied by (E1x−E0x)/2, then added to (E1x+E0x)/2, and finally
multiplied by ck`/(1− ηk). The resulting random variables represent the individual summands of the sum over ` = 1, . . . , S,
appearing in (31). Note that these random variables are independent. Summing over ` = 1, . . . , S, corresponds to convolving
the PMFs of the summands, which finally provides the desired PMF [equivalently, the CDF Fz,h(u)] of the steady-state discrete
contribution zk(∞). The number of convolutions is |Nk| − 2, and these convolutions can be easily implemented numerically,
but the computation might become cumbersome when the alphabet of the individual PMFs becomes excessively large. Thus,
1Note that
√
5−1
2
is the golden ratio
√
5+1
2
minus one. The golden ratio is the ratio of successive terms in the Fibonacci series [68].
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after computing each convolution, similarly to what we have done before, the values of the resulting variable that are close to
each other more than (E1x−E0x)ηωkk /(1− ηk) [see (38)] are merged into a single value, and the corresponding probabilities
are summed up.
Summarizing, we have derived simple expressions for the distribution of the random variables ck`
∑∞
i=1 η
i−1
k x˜`(i), ` =
1, . . . , S, in (31). Each random variable has been approximated by a discrete random variable whose PMF has been characterized
analytically. The desired PMF for zk(∞) is the PMF of the finite sum
∑S
`=1 ck`
∑∞
i=1 η
i−1
k x˜`(i), and is obtained by computing
numerically the convolutions that correspond to the sum over `. For later use, let us denote this PMF as follows:
Ph [zk(∞) = zi,h] = νi,h , i = 1, . . . , L, (40)
where L  2ωk . In other words, the CDF Fz,h(z), z ∈ <, of zk(∞) is approximated by a staircase function with steps of
size {νi,h} at the L points {zi,h}.
An informal discussion is useful to better understand the role of the system parameters in determining the distribution of
the discrete component zk(∞). Consider first hypothesis H1. Since the typical values of the step-size µ are much less than
unity, let us assume µ = 0.1. For ak very small so that ηk  1, we see from Tables I and II that the random variable ẑk` takes
value 1 with probability close to one, and value ≈ −1 with probability close to zero. If node k has a single neighbor, i.e.,
|Nk| = 2, the sum in (33) disappears and the discrete component zk(∞) takes only two values with non-negligible probability:
≈ 1−ak1−ηkE1x ≈ E1x with large probability, and ≈ 1−ak1−ηkE0x ≈ E0x. In this situation, moderate variations of µ have little effect
on ηk, and hence a little effect at all. When ak grows, so does ηk, and from Tables I and II we see that the PMF of zk(∞)
is enriched by additional contributions at points between the extremes, and these extremes become closer to each other. In
this case, diminishing the step-size µ makes ηk larger, which tends to further increasing the number of points of the PMF
(the effect on the position of the extreme values is modest, unless ak is very large). For nodes with larger connectivity |Nk|,
because of the sum in (33), in each of the above situations, the PMF of the discrete component is enriched by the contributions
due to the convolutions. Similar arguments apply under H0.
C. Distribution of the Steady-State Statistic
The CDF of uk(∞) defined in (16) is Fu,h(u), and the CDF of zk(∞) defined in (30) is Fz,h(z). We have seen in the
previous sections how to compute approximately these two distributions, and we now discuss how to obtain the CDF Fy,h(y),
y ∈ <, of the variable
yk(∞) , lim
n→∞yk(n) = uk(∞) + zk(∞) (41)
which characterizes the state of node k in the steady-state regime of n→∞. We assume, as already done in Theorem 1, that
Fu,h(u) admits a density, denoted by fu,h(u). This implies that Fy,h(y) also admits a density, and the CDF Fy,h(y) is given
by the convolution [69, pp. 144–146]
Fy,h(y) =
∫ ∞
−∞
Fz,h(ξ) fu,h(y − ξ) dξ. (42)
Using approximation (35) in Sec. IV-B, the random variable z?k is replaced by ẑ
?
k [see (37)], whose CDF will be denoted by
F̂z,h(z), z ∈ <. From condition (38) the following relationship between events follows
{z?k ≤ z − k,h} ⊆ { ẑ?k ≤ z} ⊆ {z?k ≤ z}, (43)
implying that
Fz,h(z − k,h) ≤ F̂z,h(z) ≤ Fz,h(z). (44)
Before applying the approximations described in Secs. IV-B1 and IV-B2, the random variable ẑ?k is discrete and takes
on (at most) 2ωk(|Nk|−1) values. For i = 1, . . . , 2ωk(|Nk|−1), let {ẑi,h} denote these values and {ν̂i,h} be the corresponding
probabilities, so that F̂z,h(z) is a staircase function with steps of size {ν̂i,h} at the 2ωk(|Nk|−1) points {ẑi,h}. From (42) and
(44):
Fy,h(y − k,h) =
∫ ∞
−∞
Fz,h(ξ) fu,h(y − k,h − ξ) dξ
=
∫ ∞
−∞
Fz,h(ξ − k,h) fu,h(y − ξ) dξ
≤
∫ ∞
−∞
F̂z,h(ξ) fu,h(y − ξ) dξ =
∑
i
ν̂i,hFu,h(y − ẑi,h)
≤
∫ ∞
−∞
Fz,h(ξ) fu,h(y − ξ) dξ = Fy,h(y). (45)
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This proves that
Fy,h(y) ≈
2ωk(|Nk|−1)∑
i=1
ν̂i,hFu,h(y − ẑi,h) (46)
provided that ∫ ∞
−∞
Fz,h(ξ) fu,h(y − k,h − ξ) dξ ≈
∫ ∞
−∞
Fz,h(ξ) fu,h(y − ξ) dξ, (47)
which is true when fu,h(u) is sufficiently smooth over intervals of length k,h. The value of k,h will be chosen just to ensure
this condition, see Sec. V.
The final approximation of the steady-state variable yk(∞) is obtained from (46) after manipulating the random variable ẑ?k
as detailed in Secs. IV-B1, IV-B2, and IV-B3, which reduces its cardinality from 2ωk(|Nk|−1) to the much smaller value L.
This yields
Fy,h(y) ≈
L∑
i=1
νi,h Fu,h(y − zi,h), y ∈ <, (48)
where {νi,h} and {zi,h} are defined in (40) and the sum involves L  2ωk(|Nk|−1) terms. Our final approximation (48) is
only semi-analytical, in the sense that we have an analytical expression for Fu,h(u) but this expression involves the truncation
of series to finite sums, see (27). Similarly, after analytical derivations, computing the sequences {νi,h} and {zi,h} requires
numerical convolutions (over discrete, low-cardinality, sets). In both cases, the numerical procedures are very simple.
The role of the system parameters on the steady-state distribution can be understood by recalling the comments made at the
end of Sec. IV-B3, and exploiting expression (48). From (48) we see that the CDF of yk(∞) consists of the superposition of L
copies of the CDF of the continuous component uk(∞), scaled by νi,h and centered at the points zi,h, i = 1, . . . , L. Assuming
that fu,h(u) is unimodal, the interplay between its width and the spacing between the zi,h’s determines the smoothness of
the CDF of yk(∞). Quantitative predictions require a case-by-case analysis, but for many scenarios of practical interest, as
those presented in Sec. V, the general trend is as follows. Suppose µ = 0.1, |Nk| = 2, and ak  1. As |Nk| and/or ak grow,
the CDF Fy,h(y) under H0 (resp. H1) moves progressively from a jump-wise shape with larger jumps for small (resp. large)
values of y, to a jumpless smoother shape. This behavior will be confirmed in Sec. V.
The theory developed so far allows us to approximate the distribution Fy,h(y) of the steady-state statistic yk(∞) for most
values of µ and ak of interest. However, for ηk → 1 the approach may become problematic, for several reasons. From a
numerical viewpoint, when ηk is too close to unity the index ωk appearing in (39) may be excessively large. More important,
for ηk → 1 we see from (28) that the dispersion index of the continuous component uk(∞) converges to zero. In addition,
ηk → 1 is equivalent to µ→ 0 and ak → 1, and the expected value Eh[uk(∞)] of the continuous component takes different
values depending on the order of the two limits, see the first equation in (18). The same indeterminateness may affect the
discrete component zk(∞), because of the factor 1−ak1−ηk appearing in (33) when |Nk| = 2. Thus, ηk → 1 is a challenging
scenario in which a separate analysis of the discrete and continuous components may not be sufficient. A different approach
is required, which is presented in the next section.
D. Asymptotic Normality
Ignoring the transient term, the random process yk(n) in (13) can be expressed as the sequence of partial sums
yk(n) =
n∑
i=1
wk(n, i) (49)
of a triangular array {wk(n, i)}, with i ≤ n, and n = 1, 2, . . . , where2
wk(n, i) , ηi−1k
[
µakxk(n− i+ 1) +
S∑
`=1
ck`x˜`(n− i+ 1)
]
. (50)
Clearly, it holds that:
Eh[wk(n, i)] = ηi−1k [µakEhx + (1− ak)Ehx˜] , (51)
Vh[wk(n, i)] = η2(i−1)k
(
µ2a2k Vhx + Vhx˜
∑
` 6=k
a2k`
)
, (52)
2The quantity wk(n, i) is not to be confused with w?k defined in (15).
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where (52) follows by using ckk = 0 in (50) — see (10). It is worth noting that the two sequences Eh[wk(n, i)] and Vh[wk(n, i)]
do not depend on the index n: they are standard sequences, not arrays [the same is true for any moment of wk(n, i), because
the x’s are i.i.d.]. From (51) and (52):
mk,h(n) , Eh[yk(n)] =
n∑
i=1
Eh[wk(n, i)]
=
1− ηnk
1− ηk [µakEhx + (1− ak)Ehx˜] , (53)
s2k,h(n) , Vh[yk(n)] =
n∑
i=1
Vh[wk(n, i)]
=
(
µ2a2kVhx + Vhx˜
∑
` 6=k
a2k`
)
1− η2nk
1− η2k
. (54)
The network topology plays its role in mk,h(n) and s2k,h(n) through the quantities S, {ak}Sk=1, and
∑
6`=k a
2
k`. As to the latter,
we have
(1− ak)2
S − 1 ≤
∑
` 6=k
a2k` ≤ (1− ak). (55)
To prove (55), note that ak ≤ 1 implies
∑
` 6=k a
2
k` ≤
∑
` 6=k ak` = (1 − ak), and the upper bound follows. The lower bound
can be derived by applying the Cauchy-Schwarz inequality to the sequence {ak`} and to the constant sequence of all ones,
which yields (
∑
` 6=k ak`)
2 ≤ (S − 1) ∑` 6=k a2k`. Of special interest is the situation in which all the neighbors of a given node
are equally reliable, and there is no reason to assign different weights to different neighbors. In this case it makes sense to
impose that the off-diagonal entries on each row of matrix A are equal. Then, the lower bound
∑
` 6=k a
2
k` =
(1−ak)2
S−1 in (55)
is achieved, and the only topological parameters are the number of nodes S and the self-combination coefficients ak.
The limiting quantities mk,h(∞) , limn→∞mk,h(n) and s2k,h(∞) , limn→∞ s2k,h(n) are immediately obtained from (53)
and (54) by noting that limn→∞ ηnk = 0, and we have the following result.
Theorem 2 (Asymptotic normality): Suppose that there exists β > 0 such that E|x|2+β < ∞. Then, under hypothesis Hh,
h = 0, 1, we have:
lim
ηk→1
yk(∞)−mk,h(∞)
sk,h(∞) = g, (56)
where g is a standard Gaussian random variable, and the convergence is in distribution.
Proof. The result essentially follows from the CLT for triangular arrays under the Lyapunov condition, see e.g., [58, Th. 27.3].
One key modification in the argument is that the limit involves also the continuous parameter ηk. The detailed proof is given
in Appendices B and C. 
Note that, for the theorem to hold, it suffices that E|x|3 is finite, a condition that is usually easily checked. It is also worth
noting that µ → 0 is not sufficient to ensure the asymptotic normality of (a normalized version of) yk(∞). Technically, the
reason is that the Lyapunov condition (C.1) in Appendix C does not hold if one replaces the limit ηk → 1 with the limit
µ → 0 — see the arguments at the end of Appendix C. The discussion below elaborates on this issue from a more intuitive
perspective.
There are several substantial differences between the classical diffusion scheme (1a)-(1b) studied in [41], [42], and the
version (9a)-(9b) proposed here for one-bit messaging. One critical difference is just the regime in which the steady-state
statistic is normally distributed. For (1a)-(1b), the steady-state statistic is the rightmost sum in (4). From that expression we see
that the step size µ appears as a common factor for the n elements of the sum. For n→∞, this implies that the steady-state
statistic is the sum of infinitely many infinitesimal contributions, provided that µ → 0. The CLT applies just to that kind of
situations where a large number of independent contributions are added together and none of them dominates the other terms,
namely the individual variances of the components are small in comparison to their sum.
Contrast this situation with the case of one-bit messaging in (11). When n→∞, the infinite sum appearing in the second
line of equation (11) consists of infinitesimal contributions when µ → 0. However, this is not the case for the infinite sum
appearing in the third line of (11), which takes into account the decisions of neighboring nodes. In order to invoke the CLT,
we must impose that the contributions of this latter infinite sum become vanishing, and this requires ck` → 0, for all k and `,
which can be obtained by ak → 1. As a matter of fact, in (1a)-(1b) making the step size vanishing ensures the Gaussianity of
the statistic, while in (9a)-(9b) we need ηk = (1− µ)ak → 1, i.e., we need a vanishing step size and a combination matrix A
with highly dominant diagonal entries.
So far, we have derived the approximate CDF Fy,h(y), y ∈ <, of the steady-state value yk(∞) of node k = 1, . . . , S, under
both hypotheses H0 and H1. This has been done for general values of the parameters µ and ak in the previous subsections,
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Fig. 3. Gaussian example under hypothesis H0, with ρ = 1. It is shown the CDF Fy,0(y) of the steady-state variable yk(∞) for node k = 3 (solid curves)
and k = 9 (dashed), obtained by the approximations developed in this paper. The symbols “o” show the results of computer experiments.
and for the case ηk → 1 in the present subsection. In the next section we apply the developed theory to a couple of examples
of practical relevance, and investigate the detection properties of the network, which is our final goal.
V. EXAMPLES
We now consider two examples in which the distributions of the observations are, respectively, Gaussian and exponential.
The role of the system parameters in determining the distributions of the steady-state variable yk(∞), and hence the detection
capabilities of the network, is investigated. We also report the results of computer experiments to check the accuracy of the
approximated formulas provided in the previous sections.
In the examples that follow, we consider the network made of S = 10 nodes depicted in Fig. 2 (this is the same network
considered in [41]), and we refer to the right-stochastic combination matrix A with entries:
ak` =

ak, ` = k,
1−ak
|Nk|−1 , ` 6= k are neighbors,
0, otherwise,
(57)
where, we recall, Nk is the set of neighbors of node k, including k itself. In addition, to simplify the presentation of the
results, we also assume that the self-combination coefficients ak are all equal.
As to the computer experiments designed to simulate the network evolution, the simulation procedure is as follows. For
the given network topology, at each time instant i = 1, . . . n, the observations xk(i) are simulated for all nodes k = 1, . . . S,
and the update rule (9a)-(9b) is implemented. This is made for both hypotheses H0 and H1, and the resulting state yk(n) is
stored. The value of n is large enough to make negligible the transient part of (13), and to make yk(n) a good approximation
for yk(∞). The computation is repeated many times according to the Monte Carlo principle, thus obtaining the empirical
distribution of yk(∞) under H0 and under H1. These empirical CDFs are then compared with the theoretical CDFs obtained
in the previous sections. The number of Monte Carlo trials for obtaining each point of the empirical CDFs is 104, and the
number of iterations is n = 100, if not specified otherwise.
A. Gaussian Observations
Let r ∼ N (a, b) denote that the random variable r is normally distributed with mean a and variance b. Suppose that the
i.i.d. observations are so distributed: r ∼ N (0, b) under H0, and r ∼ N (a, b) under H1, with a, b > 0. Suppose also that the
nodes compute the log-likelihood ratios of these observations, according to (6), and the local threshold is γloc = 0, see (8).
Straightforward computation shows that the log-likelihood ratios are normally distributed, as follows:
x
H0∼ N (−ρ, 2ρ), x H1∼ N (ρ, 2ρ), (58)
where ρ = a2/2b is the Kullback-Leibler divergence fromH0 toH1 (or vice versa: in this case the divergence is symmetric) [59].
Figure 3 shows the CDF of yk(∞) under H0, for the highly-connected node k = 3 with 5 neighbors, and for the weakly
connected node k = 9 with only one neighbor. In the figure we set ρ = 1, µ = 0.1, and consider three different values of
ak = 0.1, 0.25, 0.5. The curves represent the theoretical CDFs corresponding to the second-order approximation, with solid
lines for k = 3, and dashed lines for k = 9. The symbol “o” denotes values obtained by computer experiments. The curve in
green, which refers to µ = 0.01 and ak = 0.99, shows the normal distribution predicted by Theorem 2 compared to computer
simulations. In this case, 100 iterations are not sufficient to reach the steady-state, and we use n = 1000.
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Fig. 4. Gaussian example under hypothesis H1, with ρ = 1. It is shown the CDF Fy,1(y) of the steady-state variable yk(∞) for node k = 3 (solid curves)
and k = 9 (dashed), obtained by the approximations developed in this paper. The symbols “o” show the results of computer experiments.
Figure 4 addresses the same analysis under H1. It is worth mentioning that, under both hypotheses, the theoretical CDFs
computed by the approximations developed in the previous section perfectly match the simulation points.
In the present example, from the remark following Theorem 1, we know that
uk(∞) ∼ N
(
akµ
1− ηkEhx,
a2kµ
2
1− η2k
Vhx
)
, (59)
and therefore the distribution of uk(∞) is known without any approximation. The accuracy of the theoretical curves shown
in Figs. 3 and 4 means that the (second-order) approximation developed in Sec. IV-B for the discrete component zk(∞) is
accurate. Note that with ρ = 1 we have pd = (1 − pf ) ≈ 0.76, implying that the approximation for the discrete component
works quite well already for values of pd and (1− pf ) only moderately close to unity.
As stated below Eq. (47), to compute the theoretical approximation of Fy,h(y) we need to set the value of k,h appearing
in condition (38). Since the PDF of uk(∞) is Gaussian, a meaningful index of its variability is the standard deviation. Thus,
a reasonable choice is k,h = 10−1
√
Vh[uk(∞)], which is used in all the experiments.
It is worth stressing that the distribution of the steady-state variable yk(∞) is, in general, far from being a Gaussian-shaped
function. Due to the structure of Eq. (48), the CDF of yk(∞) exhibits Gaussian-like increasing regions interleaved by regions
where the CDF is constant. When ak gets large, however, the relative weight of the discrete component zk(∞) decreases,
and the distribution of the yk(∞) tends to approach the Gaussian distribution of the continuous component uk(∞). This is in
agreement with the expected impact of the system parameters, as discussed in Sec. IV-C: for larger ak and/or |Nk| a smoother
CDF is obtained. The curves shown in Figs. 3 and 4 confirm this behavior.
B. Exponential Observations
Let r ∼ E(λ) denote an exponential random variable of parameter λ, with PDF f(r) = λ exp(−λr), for r ≥ 0. Suppose
that the i.i.d. observations at the various nodes are so distributed: r ∼ E(λ0) under H0, and r ∼ E(λ1) under H1, with
0 < λ1 < λ0. Assume also that the marginal statistics of the nodes are the log-likelihood ratios and that γloc = 0, see (6)
and (8). Straightforward algebra shows that x = (λ0 − λ1)r− log(λ0/λ1).
It is convenient to introduce the normalized parameter λe , λ0/λ1 > 1. Under H0, the PDF of x is
fx,0(x) =
{
λe
λe−1e
− λeλe−1 (x+log λe), x ≥ − log λe,
0, otherwise.
(60)
The mean and the variance of x are E0x = 1 − λ−1e − log λe, and V0x =
(
1− λ−1e
)2
, while the log-characteristic function,
see (20), is
Φx,0(t) = log
λ1−j te
λe − j t (λe − 1) . (61)
This function admits the series expansion Φx,0(t) =
∑∞
i=1 ϕn,0t
n, with coefficients
ϕn,0 =
{ (
1− λ−1e − log λe
)
j, n = 1,
1
n
[(
1− λ−1e
)
j
]n
, n > 1,
(62)
and radius of convergence τx,0 = λeλe−1 .
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Fig. 5. Exponential example under hypothesis H0, with λe = 5. It is shown the CDF Fy,0(y) of the steady-state variable yk(∞) for node k = 3 (solid
curves) and k = 9 (dashed), obtained by the approximations developed in this paper. The symbols “o” show the results of computer experiments.
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Fig. 6. Exponential example under hypothesis H1, with λe = 5. It is shown the CDF Fy,1(y) of the steady-state variable yk(∞) for node k = 3 (solid
curves) and k = 9 (dashed), obtained by the approximations developed in this paper. The symbols “o” show the results of computer experiments.
Using (61)-(62) in (27) gives the CDF Fu,0(u), u ∈ <, of the continuous component uk(∞), which according to (48) can
be used in combination with the second-order approximation developed for zk(∞) in Sec. IV-B, to yield the CDF Fy,0(y),
y ∈ <, of the steady-state variable yk(∞).
Actually, to get the approximate CDF Fu,0(u) and the final Fy,0(y) we need to set the values of δ, n¯, m¯ [see (27)], and
k,h [see condition (38)]. Clearly, n¯ = b τx,0ηkδ − 1c from (26), while the choice of δ and m¯ is discussed in Appendix D. As
to k,h, since the PDF of uk(∞) is unimodal and smooth, a reasonable choice is k,h = 10−1
√
Vh[uk(∞)], as done in the
Gaussian case.
Consider now hypothesis H1. In this case the PDF of x is
fx,1(x) =
{
1
λe−1e
− 1λe−1 (x+log λe), x ≥ − log λe,
0, otherwise.
(63)
The mean and the variance of this random variable are E1x = λe−1− log λe, and V1x = 5−2λe+λ2e. The log-characteristic
function corresponding to PDF (63) can be easily computed, yielding:3
Φx,1(t) = log
λ−j te
1− j t (λe − 1) , (64)
which again admits a series expansion in the form Φx,1(t) =
∑∞
i=1 ϕn,1t
n, with coefficients
ϕn,1 =
{
(λe − 1− log λe) j, n = 1,
1
n [(λe − 1) j ]n , n > 1,
(65)
3Alternatively, a known property of the log-likelihood ratio can be exploited [70, Eq. (90), p. 44]: For x ∈ <, let fx,h(x) be the PDF of the log-likelihood
ratio x. Then, one gets fx,1(x) = fx,0(x)ex, which in terms of log-characteristic functions becomes Φx,1(t) = Φx,0(t− j).
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Fig. 7. ROCs of agents k = 3 and k = 9 for the Gaussian example of Sec.V-A, with µ = 0.1 and different combinations of ρ and ak . Solid and dashed
curves refer to the theoretical expressions derived in Sec. IV while the small circles denote simulation points.
and radius of convergence τx,1 = 1λe−1 . As before, exploiting these formulas in Theorem 1 gives the desired CDF Fu,1(u)
of the steady-state continuous component uk(∞), which combined as shown in (48) with the approximation developed for
zk(∞), yields the CDF Fy,1(y). The quantities δ, n¯, m¯, and k,h, are computed as under H0.
The theoretical CDFs Fy,0(y) and Fy,1(y) are compared to the results of Monte Carlo experiments in Figs. 5 and 6. Figure 5
shows the CDF of yk(∞) under H0, for the highly-connected node k = 3 with 5 neighbors, and for the weakly connected
node k = 9 with only one neighbor. In these experiments we set λe = 5, yielding (1−pf ) ≈ 0.87, µ = 0.1, and consider three
different values of ak = 0.1, 0.25, 0.5. The curves represent the theoretical CDFs, with solid lines for k = 3, and dashed lines
for k = 9. The symbol “o” denotes values obtained by computer experiments. The prescriptions of Theorem 2 are confirmed
by the curve in green, which refers to µ = 0.01 and ak = 0.99, and by the correspondent simulation points obtained with
n = 1000 iterations. The matching between theory and simulation points is practically perfect.
The same comparison between theoretical predictions and results of computer experiments is conducted under H1, in which
case pd ≈ 0.67. The results are reported in Fig. 6. Again, we see that the matching between theory and simulation is very
satisfying. We also note that the effect of the network topology, encoded in Nk, and the system parameters ak and µ, is as
predicted, see discussion in Sec. IV-C.
C. Detection Performance
Consider the statistical test (5) at steady-state. We define the system-level false alarm probability of node k as Pf ,
P0(yk(∞) > γ) = 1−Fy,0(γ), and the system-level detection probability of node k as Pd , P1(yk(∞) > γ) = 1−Fy,1(γ).
The quantities Pf and Pd depend on the node index k and on the threshold γ ∈ <, but for notational convenience these
dependencies are not made explicit. By computing Fy,0(γ) for a wide range of values of γ, the system designer may choose
the threshold value, say it γ∗, such that a prescribed value of false alarm P ∗f is achieved. Then, the corresponding value of
detection probability P ∗d = 1 − Fy,1(γ∗) can be computed. The function relating Pd to Pf can be obtained by varying γ∗,
and is usually referred to as the ROC (receiver operating characteristic) [70]. We see that the ROCs of the diffusion network
under one-bit messaging are easily derived by exploiting the theoretical CDFs Fy,h(y), h = 0, 1, obtained in this paper. The
effect on the ROCs of the system parameters — node connectivity |Nk|, self-combination coefficient ak, and step-size µ —
can be inferred by the effect of these parameters on the CDFs, which was discussed in the previous sections.
Throughout this section the step size µ is maintained constant to the typical value 0.1, see [41], [42]. Figures 7 and 8
show the system-level ROC of node k for the Gaussian and for the exponential cases, respectively. Consider first the Gaussian
case in Fig. 7, and let us focus on node k = 3 (solid curves) and ρ = 0.1. We see that the ROC curve is rather nontrivial
when ak = 0.1, and tends to be smoother, closer to a concave curve, and closer to the ideal curve (Pd = 1 for all Pf > 0)
for ak = 0.25. The irregular non-concave behavior4 of the ROC is an immediate consequence of the irregular behavior of
the CDFs Fy,h(y), h = 0, 1, namely of the highly multimodal densities arising from the interaction between the continuous
and the discrete components. For small values of ak much credit is given to information coming from the neighbor nodes.
Since the information coming from the neighbor agents is in the form of marginal decisions, the more irregular shape of the
ROCs can be explained by the stronger effect of the discrete component with respect to the continuous one. When ak grows
the distributions of the steady-state yk(∞) under the two hypotheses tend to be more separated and indeed the performance
improves. Recall that the smaller ak is, the better the adaptive properties of the system become. Thus, the improved detection
performance obtained when ak grows is paid in terms of a slower adaptivity to changes in the state of nature, which is a
4A concave ROC can be obtained by randomization, see [3].
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λe = 2, ak = .1 (node 3)
λe = 2, ak = .25 (node 3)
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Fig. 8. ROCs of agents k = 3 and k = 9 for the exponential example of Sec. V-B, with µ = 0.1 and different combinations of λe and ak . Solid and dashed
curves refer to the theoretical expressions derived in Sec. IV while the small circles denote simulation points.
manifestation of an inherent system tradeoff. The same behavior is observed for ρ = 0.5. Clearly, the larger ρ is, the larger
the detection performance becomes and indeed the ROC curves for ρ = 0.5 stand above the curves for ρ = 0.1.
Consider next the ROC curves of the less-connected node k = 9 (dashed lines). These curves show the same qualitative
behavior as node 3. However, the lower connectivity of node 9 is paid in terms of a worse detection performance, which shows
the effect of the network topology and the benefit of a stronger system connectivity.
It is worth noting from Fig. 7 that the simulation points closely fit the theoretical curves, and some discrepancy can be only
observed for node k = 9 at small ρ and large ak. In general, the accuracy of the theoretical predictions improves with a larger
number of agent neighbors, larger values of ρ, and smaller values of ak.
The same analysis conducted for the Gaussian example is repeated in Fig. 8 for the exponential example of Sec. V-B, and
similar considerations apply.
VI. EXTENSIONS
In this section we briefly discuss two possible extensions of our work. First, in many practical scenarios, especially when
the network covers wide geographical areas, the assumption of identical distribution of the data collected by the remote agents
may not be valid. The diffusion rule (9a)-(9b), however, remains unaltered because the one-bit messages received by agent k
are binary flags denoting the local decisions of its neighbors. These flags can be incorporated in (9b) as E1x or E0x, where
the expectations are taken with respect to the statistical distributions of agent k’s observations, regardless of the distributions
characterizing the observations of the agents that originate the messages. One difference with respect to the analysis developed
in the previous sections is that the marginal detection and false alarm probabilities, see (7), can differ from agent to agent. Thus,
the characterization of the discrete component in Sec. IV-B must be revisited in order to take into account the non-identical
distributions of the normalized binary variables b`(i) appearing in (32).
Another case of practical relevance is that of multihypothesis tests, in which the task of the network is to decide among H > 2
possible states of nature H0, . . . ,HH−1. To see how the tools developed in this article can be exploited in this scenario, recall
from (8) that the messages exchanged among agents can be interpreted as the agents’ marginal decisions. Accordingly, let us
assume that there are H marginal decision statistics x(h)k (n) = log fr,h(rk(n)), h = 0, . . . ,H−1, in place of the single variable
shown in (6), and the message delivered by agent ` at time n consists of its local decision κ`(n) = arg maxh=0,...,H−1 x
(h)
k (n),
with κ`(n) ∈ {0, . . . ,H − 1}. Then, H local state variables y(h)k (n), h = 0, . . . ,H − 1, can be defined, and we have the
following straightforward extension of (9a)-(9b):
v
(h)
k (n) = y
(h)
k (n− 1) + µ[x(h)k (n)− y(h)k (n− 1)], (66a)
y
(h)
k (n) = akkv
(h)
k (n) +
∑
` 6=k
ak` Eκ`(n)x
(h), n ≥ 1, (66b)
for h = 0, . . . ,H − 1. The decision of agent k at steady-state is arg maxh=0,...,H−1 y(h)k (∞). Note that in the diffusion
scheme (66a)-(66b), each of the H local state variables {y(h)k (n)} evolves exactly as does the single variable yk(n) dealt with
in the previous sections, and the analysis is similar. In particular, the analysis of the continuous component closely follows
the one developed in this article, while the analysis of the discrete component requires further elaboration to generalize the
methods of Sec. IV-B to the presence of H > 2 local decisions. The details are left for future investigations.
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VII. SUMMARY & FUTURE WORK
Inter-agent communication constraints is an important aspect of multi-agent systems for on-line adaptation and learning. In
this work we consider a suitably modified version of the classical ATC diffusion rule, under the constraint that the inter-agent
links support only one-bit messages. For the proposed one-bit messaging network, a careful investigation of the steady-state
distribution of the agents’ state is carried on, and the resulting performance curves reveal sophisticated/nontrivial behavior
which is predicted well by the derived theoretical expressions. The role played by the main system parameters — step-size µ,
self-combination coefficients {ak}, and network topology Nk — is investigated.
The results provided in this paper can be exploited for the design and analysis of more complex decision systems, some of
which are mentioned in Sect. VI. Further examples of these possible future extensions include the analysis of networks where
the messages can be delivered to farther agents by multi-hop communications, managing the tradeoff between the number of
delivered bits per link usage and the number of channel accesses, and addressing more advanced hypothesis testing problems
(composite hypotheses, sequential detection, robust techniques). Incorporating security issues is another important direction for
future studies such as addressing the presence of adversary agents (e.g., Byzantine sensors [71]) that conspire for impairing
the network by delivering malicious messages.
APPENDIX A
PROOF OF THEOREM 1
Consider Eq. (15). Before letting n→∞, the following equality in distribution holds
n∑
i=1
ηi−1k xk(n− i+ 1)
d
=
n∑
i=1
ηi−1k xk(i). (A.1)
Recalling from (12) that ηk ∈ (0, 1), we have Eh[
∑n
i=1 η
i−1
k xk(i)] → Ehx/(1 − ηk), for n → ∞. Thus, if the sum∑n
i=1 η
i−1
k (xk(i) − Ehx) of zero-mean independent variables converges with probability one, so does the right-hand side
of (A.1) for the linearity of the almost everywhere limit [72].
The sum of zero-mean independent random variables converges either with probability one or with probability zero and, in
fact, it converges with probability one if the sum of the variances converges [58, Th. 22.6]. In our case limn→∞
∑n
i=1Vh[η
i−1
k (xk(i)−
Ehx)] = Vhx/(1−η2k) <∞, and this proves the convergence with probability one of
∑n
i=1 η
i−1
k xk(i) to the random variable
w?k, defined in (15). Convergence with probability one implies convergence in distribution [72] and, again from (15), this
shows that
∑n
i=1 η
i−1
k xk(n− i+ 1), hence uk(n), converges in distribution.
To prove (23), suppose that (22) holds. The series on the right-hand side of (22) converges absolutely and uniformly for
|t| < τx,h [73, Th. 93] [74, 10.5, p. 198]. A necessary and sufficient condition for the absolute and uniform convergence
in the interval |t| < τx,h of this series, is that its coefficients {ϕn,h} satisfy lim supn→∞ |ϕn,h|
1
n = τ−1x,h, see e.g., [73, Th.
94]. The quantity τ−1x,h is interpreted as 0 when τx,h = ∞. For all 0 < ηk < 1 we have limn→∞(1 − ηnk )−
1
n = 1, yielding
lim supn→∞
∣∣∣ ϕn,h1−ηnk ∣∣∣ 1n = τ−1x,h. Thus, the radius of convergence of the series
∞∑
n=1
ϕn,h
1− ηnk
tn (A.2)
is τx,h, namely, (A.2) converges absolutely and uniformly for |t| < τx,h.
To show that the series (A.2) represents the log-characteristic function of w?k, note that, from (17),
Φw,h(t) = logEhejtw
?
k = logEhejt(ηkw
?
k+x)
= logEhejtηkw
?
k + logEhejtx. (A.3)
Therefore, for all t ∈ <, the following linear functional equation in the unknown Φw,h(t) holds:
Φw,h(t)− Φw,h(ηk t) = Φx,h(t). (A.4)
We now substitute the function Φw,h(t) appearing in (A.4) by the power series (A.2). Before, note that:
lim
n→∞
∣∣∣∣ ηnk1− ηnk
∣∣∣∣ 1n= ηk ⇒ lim sup
n→∞
∣∣∣∣ηnkϕn,h1− ηnk
∣∣∣∣ 1n= ηkτx,h , (A.5)
which shows that the radius of convergence of
∑∞
n=1
ϕn,h
1−ηnk η
n
k t
n is τx,hηk > τx,h. Since absolutely convergent power series can
be added term by term [73, Th. 3, p. 134], using (A.2) in place of Φw,h(t), from (A.4) one gets:
∞∑
n=1
ϕn,h
1− ηnk
tn −
∞∑
n=1
ϕn,h
1− ηnk
ηnk t
n =
∞∑
n=1
ϕn,h
1− ηnk
(1− ηnk )tn
=
∞∑
n=1
ϕn,ht
n = Φx,h(t), |t| < τx,h, (A.6)
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which shows that (A.4) is verified in the interval |t| < τx,h, thus proving (23).
The solution Φw,h(t) =
∑∞
n=1
ϕn,h
1−ηnk t
n to (A.4) is unique among the class of functions that admit an absolutely convergent
power series in a neighbor of the origin |t| < t0, for some t0 > 0. Indeed, suppose that g(t) =
∑∞
n=1 dnt
n is another solution
in that class. Then, g(ηk t) =
∑∞
n=1 dnη
n
k t
n is absolutely convergent for |t| < t0/ηk. We can add term by term these series,
obtaining g(t) − g(ηk t) =
∑∞
n=1 dn(1 − ηnk )tn =
∑∞
n=1 ϕn,ht
n, where the last equality holds because, by assumption, g(t)
solves (A.4) in |t| < t0. The uniqueness of the power series expansion [73, Th. 97, p. 172] implies dn = ϕn,h/(1− ηnk ), for
all n. Because the coefficients are the same, we conclude that g(t) = Φw,h(t) for |t| < τx,h.
For τx,h = ∞, Eq. (24) immediately follows by a known formula for computing the CDF of w?k, assumed everywhere
continuous, from its characteristic function exp[Φw,h(t)] [75], [76, Eq. (2)], upon recalling from (16) that the distribution of
uk(∞) is simply a scaled version of the distribution of w?k.
To arrive at (25), let 0 < τx,h ≤ ∞. From [63], [75, Eq. (7)] we have a formula for obtaining the CDF Fw,h(u), u ∈ <,
of w?k from the corresponding log-characteristic function Φw,h(t), t ∈ <. Expressed in terms of Fu,h(u) = Fw,h
(
u
µak
)
, the
formula is:
Fu,h(u) =
1
2
− 2
pi
∞∑
n=0
Ωn(u, δ) + χu(u, δ), (A.7)
where Ωn(u, δ) is given in (21), and the “error” term verifies:
|χu(u, δ)| ≤ max
{
Fu,h
(
u− 2piakµ
δ
)
, 1− Fw,h
(
u− 2piakµ
δ
)}
. (A.8)
Fix ′ > 0, and suppose that δ is such that the second condition in (26) is verified. Then, from (A.7)-(A.8) we see that the
absolute value of the error incurred when computing Fu,h(u) by the expression 12 − 2pi
∑∞
n=0 Ωn(u, δ) is ≤ ′/2. Next, suppose
that δ also verifies the first condition in (26), namely truncating the series implies an error not larger than ′/2. Then:
Fu,h(u) =
1
2
− 2
pi
n¯∑
n=0
Ωn(u, δ) + ∆u(u, δ), (A.9)
where we have denoted b τx,hηkδ − 1c by n¯. In (A.9), by triangular inequality, we have |∆u(u, δ)| < ′.
Consider now the function Φw,h(·) appearing at the exponent of (21). We have:
Φw,h(t) = Φx,h(t) + Φw,h(ηk t) (A.10a)
= Φx,h(t) +
∞∑
m=1
ϕm,h
1− ηmk
ηmk t
m, (A.10b)
where (A.10a) is the same of (A.4), and the series expansion in (A.10b) has radius of convergence τx,h/ηk because of (A.5).
Noting that Ωn(u, δ) in (21) involves Φw,h((2n+1)δ/2), whose argument lies in the region of convergence of expansion (A.10b)
for all n ≤ b τx,hηkδ −1c, we can use (A.10b) in the expression of Ωn(u, δ) appearing in (A.9), yielding (25), which proves claim
iii).
APPENDIX B
PROOF OF THEOREM 2
The material in this section is adapted from [58, Theorems 27.2 and 27.3]. From (13), let us denote by
x′k(n) = xk(n)− Ehx, (B.1)
x˜′k(n) = x˜k(n)− Ehx˜, (B.2)
the zero-mean versions of xk(n) and x˜k(n), respectively, and consider the normalized (zero-mean unit-variance) process
y¯k(n) =
yk(n)− Eh[yk(n)]√
Vh[yk(n)]
=
n∑
i=1
w¯k(n, i), (B.3)
where [see (50), (53) and (54)]:
w¯k(n, i) ,
wk(n, i)− Eh[wk(n, i)]
sk(n)
=
ηi−1k
sk(n)
µakx′k(n− i+ 1) +∑
` 6=k
ak`x˜
′
`(n− i+ 1)
 . (B.4)
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For t ∈ <, let φ(t;n, i) , Ehejtw¯k(n,i) be the characteristic function of w¯k(n, i), where j =
√−1. Denote by IC the indicator
function of condition C. For sufficiently small  > 0, and each fixed t ∈ <, one gets∣∣∣∣φ(t;n, i)− (1− t22 Vh[w¯k(n, i)]
)∣∣∣∣ (B.5)
≤ Eh
∣∣∣∣ejtw¯k(n,i) − (1 + jtw¯k(n, i)− t22 w¯2k(n, i)
)∣∣∣∣ (B.6)
≤ Eh
[
min{|tw¯k(n, i)|2, |tw¯k(n, i)|3/6}
]
(B.7)
≤ Eh
[|tw¯k(n, i)|3I|w¯k(n,i)|<] /6
+ Eh
[|tw¯k(n, i)|2I|w¯k(n,i)|≥] (B.8)
≤ 1
6
|t|3Vh[w¯k(n, i)] + t2 Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
(B.9)
where (B.6) follows by Jensens’ inequality [59]; inequality (B.7) follows by the relationship∣∣∣∣ejtz − (1 + jtz − 12 t2z2)
∣∣∣∣ ≤ min{|tz|2, |tz|3/6}, (B.10)
which holds for any z ∈ <, see, e.g. [58, 26.42]; inequality (B.8) is valid for any  > 0; finally, for |w¯k(n, i)| <  we have
|w¯k(n, i)|3 = w¯2k(n, i)|w¯k(n, i)| < w¯2k(n, i) , which gives (B.9).
Summing over i = 1, . . . , n, inequality (B.5)-(B.9) yields
n∑
i=1
∣∣∣∣φ(t;n, i)− (1− t22 Vh[w¯k(n, i)]
)∣∣∣∣
≤ 1
6
|t|3 + t2
n∑
i=1
Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
. (B.11)
Since  > 0 can be made as small as desired, this means
lim
ηk→1
lim
n→∞
n∑
i=1
∣∣∣∣φ(t;n, i)− (1− t22 Vh[w¯k(n, i)]
)∣∣∣∣ = 0, (B.12)
for all t ∈ <, provided that the Lindeberg condition: ∀ > 0,
lim
ηk→1
lim
n→∞
n∑
i=1
Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
= 0, (B.13)
is verified.
Now, whatever  is, for any β > 0
Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
≤ Eh
[
w¯2k(n, i)
( |w¯k(n, i)|

)β
I|w¯k(n,i)|≥
]
=
1
β
Eh
[|w¯k(n, i)|2+βI|w¯k(n,i)|≥]
≤ 1
β
Eh
[|w¯k(n, i)|2+β] . (B.14)
This shows that Lindeberg condition (B.13) is implied by the following Lyapunov condition: there exists β > 0 such that
lim
ηk→1
lim
n→∞
n∑
i=1
Eh
[|w¯k(n, i)|2+β] = 0. (B.15)
Lemma 1 in Appendix C shows that (B.15) holds true. Therefore, we now proceed to conclude the proof of the theorem,
assuming (B.15), which implies (B.13), which in turn implies (B.12).
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The characteristic function of y¯k(n) is Ehejt
∑n
i=1 w¯k(n,i) =
∏n
i=1 φ(t;n, i), and we want to show that such characteristic
function converges to the characteristic function Eh[ejt g] = e−t
2/2 of a standard Gaussian random variable g. To show this,
note that e−t
2/2 =
∏n
i=1 e
−Vh[w¯k(n,i)]t2/2, and consider the following:∣∣∣Ehejt∑ni=1 w¯k(n,i) − e−t2/2∣∣∣
=
∣∣∣∣∣
n∏
i=1
φ(t;n, i)−
n∏
i=1
e−Vh[w¯k(n,i)]t
2/2
∣∣∣∣∣
=
∣∣∣∣∣
n∏
i=1
φ(t;n, i)−
n∏
i=1
(
1− t
2
2
Vh[w¯k(n, i)]
)
+
n∏
i=1
(
1− t
2
2
Vh[w¯k(n, i)]
)
−
n∏
i=1
e−Vh[w¯k(n,i)]t
2/2
∣∣∣∣∣
≤
∣∣∣∣∣
n∏
i=1
φ(t;n, i)−
n∏
i=1
(
1− t
2
2
Vh[w¯k(n, i)]
)∣∣∣∣∣
+
∣∣∣∣∣
n∏
i=1
(
1− t
2
2
Vh[w¯k(n, i)]
)
−
n∏
i=1
e−Vh[w¯k(n,i)]t
2/2
∣∣∣∣∣ . (B.16)
Thus, we have to show that both moduli appearing in (B.16) converge to zero. Consider the first. We know that |φ(t;n, i)| ≤ 1,
because the modulus of a characteristic function is never larger than unity. In addition, ∀ > 0,
Vh[w¯k(n, i)] = Eh[w¯2k(n, i)]
= Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
+ Eh
[
w¯2k(n, i)I|w¯k(n,i)|<
]
≤ Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
+ 2. (B.17)
From (B.13) we see that
lim
ηk→1
lim
n→∞ maxi=1,...,n
Eh
[
w¯2k(n, i)I|w¯k(n,i)|≥
]
= 0, (B.18)
which, used in (B.17), for the arbitrariness of , gives
lim
ηk→1
lim
n→∞ maxi=1,...,n
Vh [w¯k(n, i)] = 0. (B.19)
As a consequence of (B.19), there exist a value of n sufficiently large and a value of ηk sufficiently close to one such that,
for all larger n and ηk closest to one, we have:
0 ≤ 1− t
2
2
Vh[w¯k(n, i)] ≤ 1, i = 1, . . . , n. (B.20)
Then, we can apply the following inequality, valid for complex numbers ξ1, . . . , ξn, ζ1, . . . , ζn, satisfying |ξi| ≤ 1, |ζi| ≤ 1,
i = 1, . . . , n: ∣∣∣∣∣
n∏
i=1
ξi −
n∏
i=1
ζi
∣∣∣∣∣ ≤
n∑
i=1
|ξi − ζi|, (B.21)
see [58, Lemma 1, p. 358]. This yields ∣∣∣∣∣
n∏
i=1
φ(t;n, i)−
n∏
i=1
(
1− t
2
2
Vh[w¯k(n, i)]
)∣∣∣∣∣
≤
n∑
i=1
∣∣∣∣φ(t;n, i)− (1− t22 Vh[w¯k(n, i)]
)∣∣∣∣ , (B.22)
which converges to zero for n→∞ followed by ηk → 1, in view of (B.12).
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Consider next the second modulus appearing in (B.16). Fix an arbitrary  > 0. We have:∣∣∣∣∣
n∏
i=1
(
1− t
2
2
Vh[w¯k(n, i)]
)
−
n∏
i=1
e−Vh[w¯k(n,i)]t
2/2
∣∣∣∣∣ (B.23)
≤
n∑
i=1
∣∣∣∣1− t22 Vh[w¯k(n, i)]− e−Vh[w¯k(n,i)]t2/2
∣∣∣∣ (B.24)
≤ t
4
8
n∑
i=1
V2h[w¯k(n, i)] (B.25)
≤ t
4
8

n∑
i=1
Vh[w¯k(n, i)] =
t4
8
. (B.26)
In the above, (B.24) follows by using again (B.20) and (B.21); inequality (B.25) is a consequence of the bound |1− z − e−z| ≤
z2/2, valid for all z ≥ 0; for any  > 0, the inequality in (B.26) follows by (B.19); the equality in (B.26) follows from
Vh[y¯k(n)] =
∑n
i=1Vh[w¯k(n, i)] = 1. Since  is arbitrary, we see that (B.23) goes to zero when n→∞ followed by ηk → 1.
So far, we have shown that the characteristic function Ehejt
∑n
i=1 w¯k(n,i) of the random variable y¯k(n) converges to the
characteristic function E[ejt g] = e−t2/2 of a standard Gaussian random variable g. Continuity theorem [58, p. 349] states that
y¯k(n) converges in distribution to g if, and only if, the characteristic function of y¯k(n) converges to the characteristic function
of g, for each t ∈ <. This shows that the distribution of yk(n)−mk,h(n)sk,h(n) converges to the standard Gaussian distribution, when
n→∞ followed by ηk → 1, which concludes the proof.
APPENDIX C
LYAPUNOV CONDITION
The proof of Theorem 2 developed in Appendix B is founded on the following result.
Lemma 1 (Lyapunov condition): Suppose that there exists β > 0 such that Eh[|x|2+β ] <∞. Then, we have
lim
ηk→1
lim
n→∞
n∑
i=1
Eh
[|w¯k(n, i)|2+β] = 0. (C.1)

Proof. For z, ν ∈ < with ν ≥ 1, the function |z|ν is convex. This implies, for z1, z2 ∈ <,
|z1 + z2|ν ≤ 2ν−1 (|z1|ν + |z2|ν) . (C.2)
From (B.4), using the notations (B.1) and (B.2), and exploiting (C.2) with ν = 2 + β, one gets
|w¯k(n, i)|2+β = η
(i−1)(2+β)
k
s2+βk (n)
∣∣∣∣∣µak x′k(n− i+ 1)
+
∑
` 6=k
ak`x˜
′
`(n− i+ 1)
∣∣∣∣∣∣
2+β
≤ 21+β η
(i−1)(2+β)
k
s2+βk (n)
{
µ2+βa2+βk |x′k(n− i+ 1)|2+β
+
∣∣∣∣∣∣
∑
6`=k
ak`x˜
′
`(n− i+ 1)
∣∣∣∣∣∣
2+β

≤ 21+β η
(i−1)(2+β)
k
s2+βk (n)
{
µ2+βa2+βk |x′k(n− i+ 1)|2+β
+ M2+β(1− ak)2+β
}
, (C.3)
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where M/2 , max(|E0x|, |E1x|). In (C.3) we have exploited |
∑
` 6=k ak`x˜
′
`| ≤
∑
` 6=k ak`|x˜′`|, and |x˜′`| ≤ |x˜`| + |pE1x +
(1− p)E0x|, with p equal to pd under H1, and equal to pf under H0. This gives |x˜′`| ≤ |x˜`|+ max(|E0x|, |E1x|) ≤ M , and
therefore |∑` 6=k ak`x˜′`| ≤ ∑` 6=k ak`|x˜′`| ≤M(1− ak). From inequality (C.3) it follows
n∑
i=1
Eh|w¯k(n, i)|2+β ≤
n∑
i=1
21+β
η
(i−1)(2+β)
k
s2+βk (n)
×
{
µ2+βa2+βk Eh[|x′|2+β ] +M2+β(1− ak)2+β
}
=
21+β
s2+βk (n)
1− ηn(2+β)k
1− η2+βk
{
µ2+βa2+βk Eh[|x′|2+β ]
+M2+β(1− ak)2+β
}
. (C.4)
Next, from (54):
s2+βk (n) =
µ2a2kVhx + Vhx˜∑
` 6=k
a2k`
1+
β
2(
1− η2nk
1− η2k
)1+ β2
. (C.5)
Applying Cauchy-Schwarz inequality (
∑
` ξ`ζ`)
2 ≤∑` ξ2` ∑` ζ2` to the real sequences ξ` = ak` and ζ` = 1, gives ∑` 6=k a2k` ≥
1
S−1 (
∑
6`=k ak`)
2 = (1−ak)
2
S−1 . Using this latter inequality in (C.5):
s2+βk (n) ≥
(
µ2a2kVhx + Vhx˜
(1− ak)2
S − 1
)1+ β2(1− η2nk
1− η2k
)1+ β2
, (C.6)
which, inserted in (C.4), finally gives
n∑
i=1
Eh|w¯k(n, i)|2+β ≤ 21+βΨ(µ, ak) Γ(ηk, n), (C.7)
where
Ψ(µ, ak) ,
µ2+βa2+βk Eh[|x′|2+β ] +M2+β(1− ak)2+β(
µ2a2kVhx + Vhx˜
(1−ak)2
S−1
)1+ β2 , (C.8)
and
Γ(ηk, n) ,
1− ηn(2+β)k
(1− η2nk )1+
β
2
(
1− η2k
)1+ β2
1− η2+βk
. (C.9)
The function Ψ(µ, ak) in (C.8) can be upper bounded as follows:
Ψ(µ, ak) =
µ2+βa2+βk Eh[|x′|2+β ](
µ2a2kVhx + Vhx˜
(1−ak)2
S−1
)1+ β2
+
M2+β(1− ak)2+β(
µ2a2kVhx + Vhx˜
(1−ak)2
S−1
)1+ β2
≤ µ
2+βa2+βk Eh[|x′|2+β ]
(µ2a2kVhx)
1+ β2
+
M2+β(1− ak)2+β(
Vhx˜ (1−ak)
2
S−1
)1+ β2
=
Eh[(|x′|2)1+ β2 ]
(Eh[|x′|2])1+
β
2
+
(
M2(S − 1)
Vhx˜
)1+ β2
, (C.10)
yielding 0 ≤ Ψ(µ, ak) ≤ Ψmax, where
Ψmax , Eh
[( |x′|2
Eh[|x′|2]
)1+ β2 ]
+
(
M2(S − 1)
Vhx˜
)1+ β2
. (C.11)
Now, it is easily seen that Eh[|x′|2] > 0 and Vhx˜ > 0. The former is because Eh[|x′|2] = 0 would imply x = Ehx with
probability one, and we have instead assumed that x has a density. The latter follows by the assumptions E1x 6= E0x and
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pd, pf 6= 0, 1. In addition, the condition Eh[|x|2+β ] <∞ ensures the finiteness of Eh[|x′|2+β ] [69]. Therefore, Ψmax in (C.11)
is finite: Ψmax <∞.
As to Γ(ηk, n) in (C.9), simple algebra shows that 0 ≤ Γ(ηk, n) ≤ 1, yielding, from (C.7),
lim
n→∞
n∑
i=1
Eh|w¯k(n, i)|2+β ≤ 21+βΨmax. (C.12)
Thus, the left-hand side of (C.12) is a bounded series of nonnegative terms, and therefore it converges to a finite limit. Now,
using Ψ(µ, ak) ≤ Ψmax in (C.7), we see that
n∑
i=1
Eh|w¯k(n, i)|2+β ≤ 21+βΨmax Γ(ηk, n). (C.13)
Therefore, from
lim
ηk→1
lim
n→∞Γ(ηk, n) = limηk→1
(
1− η2k
)1+ β2
1− η2+βk
= 0, (C.14)
we get (C.1):
lim
ηk→1
lim
n→∞
n∑
i=1
Eh|w¯k(n, i)|2+β = 0. (C.15)
It is worth noting that if one replaces the limit ηk → 1 with the limit µ → 0, Lyapunov condition (C.15) does not hold
anymore. This can be seen from (C.14) by observing that
lim
µ→0
lim
n→∞Γ(ηk, n) =
(1− a2k)1+
β
2
1− a2+βk
, (C.16)
which does not go to zero, unless the further condition ak → 1 is enforced.
APPENDIX D
CHOICE OF δ AND m¯ FOR THE EXPONENTIAL EXAMPLE
Let us start by the second condition in (26): for some ′ > 0,
Fu,h
(
u− 2piakµ
δ
)
≤ 
′
2
,
1− Fu,h
(
u+
2piakµ
δ
)
≤ 
′
2
.
(D.1)
(D.2)
Since, with probability one, xk(∞) ≥ − log λe, from (15)-(16) we see that uk(∞) ≥ − akµ1−ηk log λe. Then, a sufficient
condition ensuring (D.1) is u − 2piakµ/δ ≤ − akµ1−ηk log λe. Assuming u ≥ −
akµ
1−ηk log λe [otherwise (D.1) is automatically
verified for all δ > 0], this yields:
δ ≤ 2pi
u
akµ
+ log λe1−ηk
. (D.3)
As to (D.2), exploiting Chebyshev inequality [61], we have
1− Fu,h
(
u+
2piakµ
δ
)
= Ph
(
uk(∞) > u+ 2piakµ
δ
)
= Ph
(
uk(∞)− Eh[uk(∞)] > u− Eh[uk(∞)] + 2piakµ
δ
)
≤ Ph
(
|uk(∞)− Eh[uk(∞)]| > u− Eh[uk(∞)] + 2piakµ
δ
)
≤ Vh[uk(∞)]
(u− Eh[uk(∞)] + 2piakµ/δ)2
, (D.4)
where we have assumed u− Eh[uk(∞)] + 2piakµδ > 0. Now, the last line of (D.4) is not larger than ′/2 if
δ ≤ 2piakµ√
2Vh[uk(∞)]
′ + Eh[uk(∞)]− u
, (D.5)
assuming that right-hand side of (D.5) is positive.
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Admittedly, bounds (D.3) and (D.5) are loose, but sufficient for our purposes. The criterion used in the numerical experiments
is to fix ′, and then: if u ≥ − akµ1−ηk log λe we choose δ as the minimum between the right-hand sides of (D.3) and (D.5),
otherwise we choose δ equal to the right-hand side of (D.5). In our experiments ′ = 2 10−5. For this value we have verified
numerically that the error on Fu,h(u) due to the series truncation [see first condition in (26)] is negligible. Finally, the value
of m¯ is selected using the empirical criterion ηm¯ ≤ ′′, for some sufficiently small ′′. Namely, we set m¯ = d log ′′log ηk e, and in
the numerical experiments we use ′′ = ′ = 2 10−5.
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