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Abstract
Evolutionary systems have been introduced by Csuhaj-Varjú and Mitrana (Acta Inform. 36 (2000) 913) who proved that two
context-sensitive or three context-free components are sufﬁcient to obtain all recursively enumerable languages. We improve
these results by showing that two context-free components are sufﬁcient to generate all recursively enumerable languages.
Furthermore, we study the power of systems with one component.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction and deﬁnitions
Evolutionary systems have been introduced in [1] in order tomodel evolutionary processes. In biological terms, any component
of the system consists of a requirement on the structure of the DNA strands and local mutations which can occur for DNA strands
of this form. The structure requirement is given by a language and the local mutations as deletions and insertions of letters and
as substitutions of letters by letters. In [1] it has been shown that two context-sensitive or three context-free components are
sufﬁcient to obtain all recursively enumerable languages.
In this paper we improve these results by proving that evolutionary systems with two context-free components generate all
recursively enumerable languages. If only one component is used, on one hand, nonrecursive languages can be derived, and on
the other hand, there are regular languages which cannot be generated.
Throughout the paper we assume that the reader is familiar with the basic concepts of the theory of formal languages. For
details we refer to [4]; we only recall some notation and notions.
By ε we denote the empty word. l(w) denotes the length of a word w.
We now give the deﬁnition of an evolutionary system where we restrict to the variant we are considering in this paper. It is
easy to verify that our deﬁnition exactly meets those of context-free evolutionary systems of regular genotype.
Let m and n be two positive integers. An evolutionary system of type (m, n) is a construct
= (V , S1, S2, . . . , Sm, x1, x2, . . . , xn),
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where:
• V is an alphabet,
• for 1 im, Si = (Li, Insi ,Deli , Subi), where
◦ Li ⊆ V ∗ is a regular language,
◦ Insi ⊆ V , Deli ⊆ V , Subi ⊆ V × V ,
• for 1jn, there is an integer i(j) ∈ {1, 2, . . . , m} such that xj ∈ Li(j).
For 1 im, Si is called a component of the system.
For y ∈ V ∗ and z ∈ V ∗, we deﬁne y
⇒z as follows: There are integers i and j, 1 i, jm, such that
• y ∈ Li ,
• y = xx′ and z= xax′ for some x, x′ ∈ V ∗ and a ∈ Insi or
• y = xbx′ and z= xx′ for some x, x′ ∈ V ∗ and b ∈ Delior
• y = xcx′ and z= xdx′ for some x, x′ ∈ V ∗ and (c, d) ∈ Subi ,
• z ∈ Lj .
This relation is extended to n-tuples by
(y1, y2, . . . , yn)
⇒(z1, z2, . . . , zn) if and only if yi
⇒zi for 1 in.
By 
⇒∗ we denote the reﬂexive and transitive closure of 
⇒. Note that one component can be applied to some words of a
tuple (in the extreme case, the same component can be applied to all words of the tuple).
For 1km, we deﬁne the language Lk() as the set of all words y ∈ Lk such that y = yi for some i, 1 in, and for
some (y1, y2, . . . , yn) with (x1, x2, . . . , xn)
⇒∗(y1, y2, . . . , yn).
2. Computational universality of two context-free components
In [1] it has been shown that evolutionary systems of type (3,1) can generate all recursively enumerable languages.We improve
this result to the following statement.
Theorem 1. For any recursively enumerable language L there is a context-free evolutionary system  of type (2, 1) such that
L= L1().
Proof. Let L be a recursively enumerable language. Then L=L(G) for some phrase structure grammarG= (N, T , P1 ∪P2 ∪
P3 ∪ P4, S), where N and T are the sets of nonterminals and terminals, respectively, the axiom S is an element of N, and the
sets P1, P2, P3 and P4 consist of productions of the forms A → BC, AB → CD, A → ε and A → a, respectively, where
A,B,C,D ∈ N and a ∈ T (i.e., G is in Kuroda normal form).
We set
U =N ∪ T and P = P1 ∪ P2 ∪ P3 ∪ P4.
With any rule p = A→ BC ∈ P1 we associate the sets
N(p)= {p1, p2, p′1, p′2}, Ins(p)= {p2}, Del(p)= ∅,
Sub(p)= {(A, p1), (p1, p′1), (p2, p′2), (p′1, B), (p′2, C)} .
For p = AB → CD ∈ P2, we set
N(p)= {p1, p2, p′1, p′2}, Ins(p)= ∅, Del(p)= ∅,
Sub(p)= {(A, p1), (B, p2), (p1, p′1), (p2, p′2), (p′1, C), (p′2,D)}.
With p = A→ ε ∈ P3 we associate the sets
N(p)= ∅, Ins(p)= ∅, Del(p)= {A}, Sub(p)= ∅.
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For p = A→ a ∈ P4, we set
N(p)= ∅, Ins(p)= ∅, Del(p)= ∅, Sub(p)= {(A, a)}.
These settings are done such that N(p) ∩N(q)= ∅ for different rules p and q.
Now we construct the evolutionary system
= (V , (T ∗,∅,∅, {(a, a) | a ∈ T }), (L2, Ins2,Del2, Sub2), S),
where























Since the operations of Ins2,Del2 and Sub2 cannot be applied to elements of T ∗ and since the operations of the ﬁrst component
do not change the words, L1() consists of all words over T which can be generated by the second component from S.
Let us assume that we have generated w ∈ U∗\T ∗ (the starting situation, where we have w= S, is of this form). Now we can
apply one of the following operations:
• p2 ∈ Ins2 for some p ∈ P1 or (B, p2) ∈ Sub2 for some p ∈ P2(in these two cases, the obtained word is in U∗{p2}U∗ and
does not belong to L2 or T ∗; thus the derivation is blocked),
A ∈ Del2 for some p ∈ P3 or (A, a) ∈ Sub2 for some p ∈ P4(in these two cases, after the application of the operation
we obtain a word v ∈ U∗, where w 
⇒ v also holds in G, i.e., we have simulated a derivation step of G; if v ∈ T ∗, then v
cannot be changed by the operations; if v ∈ U∗\T ∗, we have reproduced the condition required for w),
(A, p1) ∈ Sub2 for some p ∈ P1 ∪ P2(then we have a unique sequence of the next operations, which have to be applied,
















respectively; again, we have simulated a derivation step of G and have reproduced the condition required for w).
Thus, in all cases we only simulate a derivation step in G. On the other hand, by analogous considerations it is easy to see that
we can simulate any derivation inG. HenceL2() consists of all sentential forms ofG, and thereforeL1()=L2()∩T ∗=L(G)
holds. 
3. Evolutionary systems with one component
We now discuss systems of type (1, n). For any n1, we denote the family of languages generated by evolutionary systems





We recall the (usual) deﬁnition of the edit distance d(w, v) of two words w and v as the minimal number of insertions and
deletions of letters and substitutions of letters by letters to obtain v from w.
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Lemma 2. If L ∈L(n) and L has at least n+ 1 elements, then there are two words x and y in L such that d(x, y)= 1.
Proof. Let L= L() for some evolutionary system
= (V , (L1, Ins1,Del1, Sub1), y1, y2, . . . , yn).
L contains a word y /∈ {y1, y2, . . . , yn}. Thus, y is generated from some word x ∈ L with x = y. Obviously, d(x, y)= 1. 
Theorem 3. (i) For n1,L(n) is properly included inL(n+ 1).
(ii) For n1,L(n) is properly included inL(∗).
Proof. (i) The inclusionL(n) ⊆L(n+ 1) follows by deﬁnition.
For 0 in, let xi = aiban−i . Moreover, let
L= {xi | 0 in}.
Obviously, L ∈L(n+ 1) since L= L1() for the evolutionary system
= ({a, b}, (L,∅,∅, {(a, a)}), x0, x1, . . . , xn).
Since d(xi , xj )= 2 for 0 i, jn, i = j , L /∈L(n) follows by Lemma 2.
Condition (ii) follows immediately from (i). 
Lemma 4. Any language L ofL(∗) is ﬁnite or there is a natural number k such that, for any number t with tk, L contains a
word of length t.
Proof. Let  = (V , (L1, Ins1,Del1, Sub1), x1, x2, . . . , xn) be an evolutionary system of type (1, n) generating an inﬁnite
language L1(). We set
k =max{l(xi) | 1 in} + 1.
The deletion decreases the length of words by one, the substitution does not change the length and the insertion increases the
length by one. In order to get a string of length l > k we have to go through all lengths r with kr l. By the inﬁnity of L1()
the statement follows. 
Theorem 5. The familiesL(∗) andL(n) for any n1 are incomparable with all families F which include the family of regular
sets, are strictly included in the family of recursively enumerable languages and are closed under intersection with sets of the
formW∗, where W is an alphabet.
Proof. Since R = {a2n | n1} is a regular language which does not meet the conditions of Lemma 4 for languages inL(∗),
R /∈L(∗) has to hold. Thus R ∈ F\L(∗). R ∈ F\L(n) for n1 follows from Theorem 3.
Let L be an arbitrary recursively enumerable language not in F. As in the proof of Theorem 1 we construct the sets V , L2,
Ins2, Del2 and Sub2 and the evolutionary system
′ = (V , (L2, Ins2,Del2, Sub2), S).
By the proof of Theorem 1 we get thatL1(′)∩T ∗=L. BecauseL /∈F ,L1(′) is not in F. On the other handL1(′) ∈L(1) ⊆
L(n) ⊆L(∗). 
Corollary 6. The familiesL(∗) andL(n) for any n1 are strictly included in the family of recursively enumerable languages,
but incomparable with the families of regular, context-free, context-sensitive and recursive languages.
4. Concluding remarks
In [1], in addition, a cell division is modelled as a further operation. If we also incorporate this operation all results presented
in this paper remain valid. This obviously holds for Theorem 1 and can easily be seen for Theorem 3. Lemma 4 needs a more
extended discussion; however, one can follow the same lines. Then, Theorem 5 follows as above.
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If we take into consideration context-dependent operations, i.e., deletion, insertion and substitution of a letter are only allowed
if the letter occurs in a certain context (see [1]), then it was already shown in [1] that two components are sufﬁcient to generate
all recursively enumerable languages. We mention that one component is not sufﬁcient. This can be seen as follows: in a given
evolutionary system , the edit distance of w and v with w
⇒v is bounded. However, there are context-sensitive languages as
{a2n | n1} where such a bound does not exist.
If one does not allow the deletion of letters, then one obtains only context-sensitive languages. Especially, by the same proof
as above, one gets that evolutionary systems of type (2,1) without deletion generate all context-sensitive languages. Moreover,
statements analogous to those ofTheorem3 and5 (substituting context-sensitive for recursively enumerable) hold for evolutionary
systems without deletion, too.
In conditional grammars a rule p can only be applied to a sentential formw ifw belongs to a regular setR(p) associated with p.
It is well-known that conditional context-free grammars generate all recursively enumerable languages. For a detailed deﬁnition
and results we refer to [3]. If one considers the proof of Theorem 1 one sees that we have used the opposite requirement:
the generated sentential forms have to belong to a regular set. This requirement corresponds to the condition introduced in
[2] for cooperating/distributed grammar systems with hypothesis language. Since in the deﬁnition of cooperating/distributed
grammar systems with hypothesis language a distinction between nonterminals and terminals is made, Theorem 1 and its proof
can be interpreted as follows (giving a new result): in cooperating/distributed grammar systems with hypothesis languages one
component is sufﬁcient in order to get the full computational power.
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