We consider a discrete linear dynamical system with known Gaussian system disturbances and known non-Gaussian observation noises. We propose an approximation filter which is optimal in the sense that the trace of the estimation error-covariance matrix is minimum for the optimal score function belonging to a preassigned class of score functions. Then, a recursive system of equations is derived for a scalar dynamical 
INTRODUCTION
The linear optimal filtering theorems and algorithms are clean and powerful. They are used widely even if there is an obvious deviation from the optimal conditions. The fact is that the performance calculations and the filter gain calculations can be performed off-line; and the equations involved in on-line calculations are no more complicated than the system dynamics.
In practical applications it is well known that the dogma of normality should be abandoned1).
It is a fact that the linear optimal filter (Kalman filter) might be sensitive to the deviation from normality. It has been a motivation for considering filters which can perform fairly well in nonGaussian environments while preserving, in some degree, the merits of the linear optimal filters.
Sorenson and Alspach2) introduced the Gaussian sums approach. In their method, the a posteriori density function is approximated by a sum of Gaussian density functions, and to each Gaussian density function an optimal filter is assigned.
Although the method is conceptually promising, it is not attractive in application because of its complexity. That is to say, the filter so constructed
is not implementable because the number of terms in the Gaussian sums increases exponentially in the course of the filter's activity. We do this under the following assumptions:
{wk} and {vk} are mutually independent white processes. wk is Gaussian with the zero mean and the known covariance matrix Qk. vk is known symmetrical heavy-tailed non-Gaussian. The initial state vector x0 is Gaussian with the mean x0 and the covariance matrix P0 which is independent of wk and vk for all k. by averaging Pk, though it is not a simple task.
In the case of the Masreliez approximation filter, the situation is more unfavourable. Error-covariance P*k is derived from (6) based on the assumption that P(xk|Zk-1) is Gaussian. There is no idea about the sensitivity of P*k to the violation of this assumption. It might be claimed that, if the system disturbance is Gaussian, P(xk|Zk-1) is almost a Gaussian density, a claim which can not be justified theoretically.
We consider an r-dimensional Gaussian mixture family, and an r-dimensional elliptical family defined, respectively, by where R is the characteristic matrix and f(t) is Several practically interesting heavy-tailed nonGaussian densities such as Laplace, Cauchy, and student densities belong to the elliptical family6).
The following lemma is due to Masreliez and Martin7 Then he derived a system of recursive equations which gives nontrivial lower and upper bounds of the mean-square error of the predictor.
Here, we adopt his approach and construct a system of recursive equations for our approximation filter in the case where n=1 and r=1.
The method of convex hubs
Let us consider two functions f1(e) and f2(e), where dk is a known constant less than bk.
Then the following theorem is established. with p(e0)=p(x0). In the above expressions, the functions Lji, Ljd, Uji and Ujd are determined from (25)-(28) in which the superscript j corresponds to the number of the curve Cjk.
For the proof see Appendix B.
Simulation Results
For investigating the basic features of the proposed filter, a one dimensional system (32)- (33) is considered where F=0.5, H=1.0, and wk is Considering the simplicity of the structure, and availability of the information about the quality of the estimation before any implementation, we believe that the proposed approximation filter is 
