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ABSTRACT
In the last years many approaches to Information Extraction (IE) task has been developed. Some of these are
concept-based systems which use a reduced number of features in order to represent semantic content. On the
other hand, some systems are based on term-representation. More recent techniques involve ontology-based
approaches. In fact, “ontologies reflect the structure of the domain and constrain the potential interpretations
of terms” [1]. In this paper we present an on-going research, based on Lexicon-Grammar (LG) framework,
which aims at improving Term Extraction (TE) in the Archaeological domain. We intend to demonstrate
how our language formalization technique can be applied for processing unstructured texts in order to both
entity recognition and domain ontology population tasks. Starting from the assumption that a coherent and
consistent language formal description is crucial and indispensable to achieve a correct semantic representation
of whatsoever knowledge domain, this study focuses on a different approach to content analysis and IE.
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1. Introduction
Extracting information from unstructured texts brings critical
challenges for the application of ontology population and knowl-
edge representation techniques. In this perspective, terminology
mining becomes relevant in order to both manage domain knowl-
edge and guarantee the maintenance and updates of an ontology.
Some specific domains, as the Archaeological one, present
a range of variable types and properties of contents, due to the
fact that they have a strong Semantic Expansion (SE), being
strictly interlinked with other domains.
Therefore, Term Extraction (TE) approaches require accu-
rate recognition techniques for semantic disambiguation in order
to cover several kinds of descriptive data and metadata. Rec-
ognizing entities in the Archaeological domain seems to be a
more complex task, differing from the Named Entity Recog-
nition (NER) activity in other domains. We share the idea of
[2]: classifying an entity as a Person does not comply with the
information need related to distinguish if a particular individual
was a Painter, a Sculptor, or an Architect, etc.
On such premises, we present an on-going research, based
on Lexicon-Grammar (LG) framework, which aims at improv-
ing Knowledge Extraction (KE) in the Archaeological domain.
We intend to demonstrate how our language formalization tech-
nique can be applied for both processing and populating a do-
main ontology. Starting from the assumption that a coherent and
consistent language formal description is crucial and indispens-
able to achieve a correct semantic representation of whatsoever
knowledge domain, this study focuses on a different approach
to content analysis and IE. Based on language formal descrip-
tion and taking into account the fact that Atomic Linguistic
Units (ALUs) may also be interlinked with, or refer to, other
knowledge domains, we apply an Ontology-based Information
Extraction (OBIE) method.
In fact, our idea also springs from [3] who states that “defin-
ing an ontology for knowledge representation tasks means defin-
ing, for a given domain and a given problem, the functional
and relational signature of a formal language and its associated
semantics”.
2. Related Works
OBIE represents an important task of many knowledge-based
applications. Various criteria have been applied in order to
accomplish this goal in different areas.
Analyzing the architectures of different OBIE systems for
recognizing similitudes between them, [4] provides a compara-
tive analysis of these ontology-based systems, as a subfield of
IE. The authors describe various systems differentiating them on
the basis of techniques applied for IE, methods of ontology con-
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struction and update, types of ontology components extracted
and finally types of sources used. In the description of OBIE sys-
tems, we consider types of sources not outstanding, due to the
fact that, working with an ontology and a terminology, sources
are mainly related to domain-specific documents.
Prevalent approaches are based on extraction tool-kits, also
used for ALU identification in order to recognize instances of
concepts or instances of relations between concepts.
Main IE methods use classification, web-based search, par-
tial parse trees, linguistic rules and gazetteer list. Regarding
ontology construction and update, generally in OBIE systems
the ontology is off-the-shelf, constructed by the process, or
manually defined.
Frequently extracted components are ontology instances and
property values, few systems also extract classes, taxonomy and
datatype properties.
Artequakt [5] performs recognition and analysis using GATE1,
a toolkit for text engineering. SOBA [6] employs a rule-based
information extraction system. Instead, some systems extract
patterns provided by users (e.g. KnowItAll [7], which applies
domain-independent lexico-syntactic patterns). In [8] authors
present a system which use manual extraction patterns in order
to populate the CIDOC CRM ontology.
These systems employ machine learning techniques, with
statistically-based term identification and pattern extraction. The
LEILA [9], which also applies linguistic knowledge, uses k-
Nearest-Neighbour-classifiers and Support Vector Machines.
3. Terminology and Atomic Linguistic
Units
Specific meanings are a feature of many terms, applied to a
specific domain but not to others, this is why the terminology is
used as the basis of Knowledge representation. In fact, outlining
formalizations, domain terms, which are unambiguous and clear,
become useful for conceptualizations.
[10] notes that “most fields of science, engineering, business,
and law have evolved systems of terminology or nomenclature
for naming, classifying, and standardizing their concepts”. As
well, Parts Of Speech (POS) present two levels of representa-
tion, which are separated but interlinked: a conceptual-semantic
level, pertaining to ontologies, and a syntactic-semantic level,
pertaining to sentence production [11].
We define word formations (going from compound termi-
nological words to proverb), having a unique overall meaning,
as Atomic Linguistic Units (ALUs). This definition has been
borrowed from [12], which identifies ALUs as the “smallest ele-
ments that make up the sentence, i.e. the non- analysable units
of the language”, including simple words, affixes, Multi-Word
Units and frozen expressions.
In this paper, we only refer to those strings of words that,
in literature, have been indicated as Multi-Word Units (MWUs)
and Multi-Word Expressions (MWEs). As stated by [13], we
also adopt the expression ALUs to indicate any kind of lemma-
tizable terminological compound words which, even being very
often semantically compositional, can be lemmatized due to
their particular non-ambiguous informational content.
Today, most frequentist or probabilistic textual analysis
methods, which apply stochastic rules, may collapse on MWU
analysis, due for instance to the low frequency of these lexical
items in specific texts. Also, statistical parsing may not appropri-
ately recognize even highly-frequent MWUs as single meaning
units, consequently losing pieces of information. On the con-
trary we will see that being dictionary-based, our identification
and retrieval of ALUs is founded on a systematic and exhaustive
formalization of natural language.
Our ALU treatment consists in their recognition and classifi-
cation by means of formal, morph-grammatical information and
terminological tags used to label entries in electronic dictionar-
ies.
Each entry is also given an ontological identification, con-
sisting in tags which send back to the knowledge domain(s)
within which entries are commonly used (i.e. in which they
have terminological non-ambiguous meanings) 1. According to
our methodological framework, free word groups (i.e. compo-
sitional non-terminological free word formations) are not to be
lemmatized in lexical data bases.
4. Methodology and Tools
4.1 Lexicon-Grammar Framework
Our research activities are based on Lexicon-Grammar (LG)
theoretical and practical framework, which is one of the most
consistent methods for natural language formalization, auto-
matic textual analysis and parsing. LG, set up by the French
linguist Maurice Gross during the ‘60s [14-15], was applied to
Italian by [16].
This theoretical approach is prevalently based on Zelig Sab-
batai Harris’ Operator-Argument Grammar [17], which assumes
that every human language could be considered a self-organizing
system. In this system syntactic and semantic properties of a
given word may be calculated on the basis of the relationships
this word has with all other co-occurring words inside given
sentence contexts.
LG main goal aims to describe all mechanisms of word com-
binations closely related to concrete lexical units and sentence
creation, and to give an exhaustive description of lexical and
syntactic structures of natural language.
The study of simple or nuclear sentences is achieved ana-
lyzing the rules of co-occurrence and selection restriction, i.e.
distributional and transformational rules based on predicate
syntactic-semantic properties 2.
Our linguistic formalization is based on an accurate obser-
vation of these properties, and on an appropriate linguistic data
recording of all lexicon and lexical entry combinatory behav-
iors, encompassing syntax and, also, lexicon. It differs from the
best known among current linguistic theories, as for instance
1See 4.2 and 5.1 for descriptions about ontological tags.
2As we will see, LG co-occurrence and selection-restriction rules may be
also described by means of RDF graphs.
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Chomsky’s deep grammar and its various offspring, which are
strictly formalist and syntax-based.
LG assumes that a coherent natural language formal de-
scription is crucial for developing NLP applications. The NLP
approach it follows plans the structuring of exhaustive and de-
scriptively taxonomic Linguistic Resources (LRs) (i.e. elec-
tronic dictionaries, syntactic matrix tables and local grammars).
Thanks to these specific formal characteristics, such LRs have
proven to be useful also in the development and implementation
of effective Knowledge Management Systems (KMSs) [18].
4.2 Archaeological Italian Electronic Dictionary
LG uses electronic dictionaries to describe words morphological
and grammatical features. Such dictionaries are used as linguis-
tic engines to automatically read and parse texts, therefore also
to recognize and locate ALUs inside texts.
As presented in [11], we developed the Archaeological Ital-
ian Electronic Dictionary starting from Thesauri and Guidelines
of the Italian Central Institute for the Catalogue and Documen-
tation (ICCD) 3. In those resources, ICCD provides information
about the use of terminology and controlled vocabularies for
cataloguers and other professionals. These Thesauri include
terms, descriptions and other information needful to objects
cataloguing.
ICCD resources are organized in:
• Object definition dictionary
• Marble sculptures
• Metal containers
• Marble sculptures – Sarcophagi and reliefs
• Vocabulary of Metals
• Vocabulary of Glasses
• Vocabulary of Materials
• Vocabulary of Mosaic Pavement Works
• Vocabulary of non-figurative mosaics
• Vocabulary of Mosaics
• Vocabulary of Coroplastics.
Only the Object definition dictionary provides, for each entry,
the following different and structured information:
• Broader Term [BT],
• Broader Term Partitive [BTP1],
• Broader Term Partitive [BTP2],
• Narrower Term [NT],
3http://www.iccd.beniculturali.it/index.php?it/
240/vocabolari.
Table 1. An example from ICCD Dictionary.
amuleto
BT Strumenti Utensili e oggetti d’uso
BTP1 Amuleti e oggetti per uso cerimoniale, magico e
votivo
BTP2
NT
NTP a forma di anatra
a forma di ariete
a forma di colonna
...
USE
UF cornetto
• Narrower Term Partitive [NTP],
• Use [USE],
• Use For [UF].
Broader term fields indicate the taxonomy classification, so
amuleto (amulet) is an element of Strumenti, Utensili e Oggetti
d’uso (Tools), which is a general category, and Amuleti e oggetti
per uso cerimoniale, magico e votivo (Magic & Votive Supplies),
which is a specific category.
The NTP field specifies the lemma, and this helps us to
infer that amuleto may occur in different compound entries, for
instance: amuleto a forma di anatra (duck amulet), amuleto a
forma di ariete (ram amulet) and so on.
UF is a no-preferential lemma (i.e. a variant); this implies
that cornetto (horn amulet) can stand for amuleto (and its spe-
cific types), but ICCD guidelines suggest to use the first one.
According to our approach, it is necessary to lemmatize all
possible variants, including those having even a low-frequency
use.
Our electronic dictionary, which represents an additional re-
source to the ICCD ones listed above, includes spelling variants,
i.e.: (dinos+dynos+de`inos) con anse ad anello (ringed-handle
dinos+dynos+de`inos), and synonyms, generally extracted from
the UF field, i.e. kylix a labbro risparmiato, (spared-lip kylix),
which stands for lip cup or cratere (crater) which stands for vaso
(vase).
Besides, additional resources have been created extracting,
through a semi-automatic process, terms from existing litera-
ture. Also, from ICCD unstructured data (i.e. the vocabulary
of Coroplastics) Proper and Place Names have been retrieved,
which are now entries of our dictionary.
Currently AIED is composed of about 11000 ALUs, simple
and compound words. In our dictionary, for each entry we
indicate:
• its POS (Category), internal structure and inflectional
code4 (FLX). These informations represent a formal and
4All inflectional codes are built by means of local grammars in the form of
Finite State Automata/Transducers.
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Table 2. Sample of AIED.
Entry Category Internal Structure FLX VAR SYN LINK DOM CCL
dinos con anse ad anello N NPNPN C610 dynos/de´inos RDF RA1SUOCR E22
kylix a labbro risparmiato N NPNA C611 lip cup RDF RA1SUOCR E22
Figure 1. AIED Taxonomy.
morphological description. In fact, the category and the
internal structure indicate that the given ALU is formally
a Noun and is formed by different single elements. In
table [2], the tag “NPREPNPREPN” describes how the
given ALU, dinos con anse ad anello, is formed (i.e. N
stands for Noun and PREP for Preposition). At the same
time, the tag “FLX=C610” refers to the ALU number
and gender recalling a local grammar in order to generate
and recognize correspondent forms (e.g. singular/plural,
masculine/feminine).
• its variants (VAR) and synonyms (SYN), if any;
• the type of link (LINK) (RDF and/or HTML), associated
to the linguistic resource. In 5.3 we explain our methodol-
ogy for integrating Linguistic Linked Open Data (LLOD);
• with reference to a taxonomy, the pertaining knowledge
domain (DOM); for our dictionary we have developed
a taxonomy [Figure 1], based on ICCD prescriptions,
therefore all entries have a terminological and domain
label usable for ontologies population.
The use of domain label subset tags is also previewed for
those domain sectors which include specific sub-sectors.
This is the case with Archaeological Remains, for which
a generic tag RA1 is used, while more explicit tags are
used for Object Type, Subject, Primary Material, Method
of Manufacture, Object Description.
• the ICOM International Committee for Documentation
(CIDOC) Conceptual Reference Model (CRM) Class
(CCL). In AIED we associate the ontology schema, pro-
vided by CIDOC and compatible with the Resource De-
scription Framework (RDF), to lexical entries (see 5.1
and 5.2). The tag CCL allows us to derive definitions
and a formal structure for describing the implicit and ex-
plicit concepts and relationships used in Cultural Heritage
documentation.
4.3 Local Grammars
In order to achieve Term Extraction task, we use morph-syntactic
information (co-occurrence and selection restriction) to build
local grammars. This is due to the fact that local grammars
mostly work as a specific tool to cope with special phenomena
of language in applications which make use of natural language.
More appropriately, local grammars design is based on the syn-
tactic description which encompasses transformational rules
and distributional behaviours. To specify, we build local gram-
mars in form of finite-state transducers (FSTs) and finite-state
automata (FSA).
An FST is a graph that represents a set of text sequences
and associates each recognized sequence to a specific analysis
result, also considering their semantics. Text sequences are
described in the input part of the FST; the corresponding results
are described in the output part of the FST. Conversely, an FSA
is a special type of finite-state transducer which doesn’t produce
any result (i.e. it has no output) [19].
It is typically used to locate morph-syntactic patterns inside
corpora, and it extracts matching sequences in order to build
indices, concordances, etc. The development of FST/FSA is
useful to automatically recognize and tag any kind of text.
When the graph is applied to a text, it recognizes all text
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Figure 2. Sample of FSA to recognize open series compounds.
accounted for by the sequence of nodes and states. In FSA words
in angle brackets stand for lemma forms and locate all the word
forms that are in the same equivalence set as the given word
form (generally all inflected, derived forms, or spelling variants
of a given lexical entry), the highlighted boxes, in Figure 2,
represent a sub-graph (meta-node) that can freely be embedded
in more general graphs. Graph embedding allows for reusing
sub-graphs in more than one context. At a more theoretical level,
it introduces the power of recursion inside grammars.
Sub-graphs may also be used to represent a semantic class
and can be encoded in a dictionary with specific semantic fea-
tures. Electronic dictionaries allow an arbitrary number of se-
mantic features to be represented as tags of lexical entries, and
they can also be used in the definition of local grammars.
4.4 Open Series Compounds Recognition
Also in Archaeological domain, as in many other terminological
domains, phrase and sentence structures may present recursive
formal structures. Such structures form what in lexicology are
called “open series compounds”, i.e. lists of compound ALUs
having the first two or three items in common.
Open series compounds are multi-words in which we can
identify one or more fixed elements co-occurring with one or
more variable ones, i.e. (palmetta+semipalmetta+rosetta) <any
adjective><any preposition> +DNUM (petali+lobi+foglie)
<any adjective> (little palm with (five+six+seven+DNUM)
petals).
Such recursive formal structures allow the building of non-
deterministic FSA/FSTs, with which it is possible to recognize
all the elements of a specific open list as Figure 2 shows [20].
As for semantics, we observe the presence of compounds in
which the head does not occur in the first position; for instance,
the open series frammenti di (terracotta+anfora+laterizi+N)
(fragments of (clay+anphora+bricks+N)), places the heads at
the end of the compounds, being frammenti used to explicit the
notion “N0 is a part of N1”.
As far as syntactic aspects are concerned, some open se-
ries compounds, especially referred to coroplastic description,
are sentence reductions5 in which a present participle construc-
tion is used. For instance, statua raffigurante Sileno (statue
representing Silenus) is a reduction [15, 17] of the sentence:
Questa statua raffigura Sileno (This statue repre-
sents Silenus)
[relative] → Questa e` una statua che raffigura
Sileno (This is a statue which represents Silenus)
[pr. part.] → Questa e` una statua raffigurante
Sileno (This is a statue representing Silenus)
Figure 3. Coroplastic description FSA.
In compounds containing present participle forms [Figure 3],
semantic features can be identified using local grammars built
on specific verb classes (semantic predicate sets) [Figure 4]; in
such cases, co-occurrence restrictions can be described in terms
of lexical forms and syntactic structures.
The main formal structures of open compounds, recorded in
AIED are:
• Noun+Preposition+Noun+Preposition+Noun (NPNPN),
i.e. fibula ad arco a coste (ribbed-arch fibula);
• Noun+Preposition+Noun+Adjective (NPNA), i.e. anello
a capi ritorti (twisted-heads ring);
5Here the notation “sentence reduction” is to be intended in Z. S. Harris’
sense.
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• Noun+Preposition+Noun+Adjective+Adjective (NPNAA),
i.e. punta a foglia larga ovale (oval broadleaf point).
Figure 4. Verb Group for coroplastic description FSA.
4.5 NLP Environment
For our tasks we use NooJ6, a software developed by Max Sil-
berztein. This NLP environment allows for developing LRs and
also local grammars, in the form of Finite State Automata and
Transducers. NooJ processes large corpora providing complete
results about occurrence outputs, e.g. concordances, matching
text units and statistical analyses. This system has been used
by a large community, which develops and shares linguistic
modules for more than twenty languages. Our analysis is based
on the Italian Linguistic Module, created and maintained by the
team of the University of Salerno [21]. Those LRs are composed
of simple and compound word electronic dictionaries, inflec-
tional, syntactic and morphological grammars. So our research
enriches the Italian Module developing domain electronic dic-
tionaries and FSA/FSTs used for Term Extraction and semantic
annotation tasks.
5. Ontology Semi-automatic Population
Starting explicitly from Z. S. Harris’s Operator-Argument the-
ory [22] and implicitly from Tesnie`re’s Dependecy Grammar
[23], Lexicon-Grammar states the concept of semantic predi-
cates establishing a set of lexical-syntactic structures, “in which
verbs7 are given the value of semantic predicates, while the
arguments selected by each semantic predicate are given the
value of attants8 (subject included)” [24].
So, in the present analysis, we consider the verb role as
central trigger between the subject and the object in RDF triples.
In fact, as also [24] states “verbs typically denote events and
states, nouns typically denote entities”. On the basis of this
consideration, our goal is the development, inside NooJ, of a
6For more information on NooJ, see www.nooj4nlp.net.
7In Lexicon-Grammar, when co-occurring with specific verb types classified
as support verbs, also names and adjectives are considered predicative.
8The term “attant”, introduced by the linguist Lucien Tesnie`re in 1953, is
largely used in Lexicon-Grammar.
module for TE and consequently for semi-automatic ontology
population.
TE task can be achieved with a two-step procedure, which
includes:
• the creation of ontological matrix tables based on co-
occurrence and restriction selection rules (see 6.4).
• the creation and application of FSA/FSTs to specific cor-
pora, in order to semantically locate and extract sentences
or propositions in which named entities occur, and in
which one or more of their features are explicated or re-
ferred to.
5.1 Conceptual Model
Annotation task provides some data to some other data, creating
a relation between annotating data and annotated data. The goal
is to create a semantic annotation describing terms both formally,
using the Resource Description Framework (RDF) prescription,
and ontologically. These two types of annotation allow us to
extract entities and to infer relationships between them building
up a network data. So, we rely upon the Conceptual Reference
Model (CRM), defined by the Conseil International des Musees
(CIDOC), in order to achieve ontological annotation task.
As stated in [26], CIDOC CRM is composed of 90 classes
(which includes sub-classes and super-classes) and 148 unique
properties (and sub-properties). This object-oriented semantic
model is compatible with RDF. Therefore, we use FSA/FSTs
to identify classes and properties for RDF subjects, objects and
predicates to which the Standard Simple Knowledge Organiza-
tion System (SKOS) concept scheme will be associated. To each
instance we add a meaningful relationship with other instances
in terms of RDF triple in which the predicate is the descriptor
annotated by means of a Uniform Resource Identifier (URI)
extracted from Dublin Core Metadata Model.
Such a SKOS/RDF concept scheme will be expanded by
means of new instances or associative links/relationships, i.e. by
adding URIs dealing with concepts and associative relationships
among such concepts (see Section 5.3). This procedure will
grant a coherent semantic expansion useful to ameliorate natural
language query effectiveness.
5.2 Semantic Annotation
Starting from the entries retrieved and from their specific tags,
stored in electronic dictionaries and in FSA/FSTs, we use NooJ
to write and fill all fields directly using RDF schema and OWL,
automatically generating the strings while correctly coupling
ontologies and compound words. In fact, in our FSA-based
system we recognize RDF triples in sentence structures.
Figure 5 gives a sample of FSA/FST variables associated to
and applied with an RDF scheme for the following sentence:
Il Partenone (subject) presenta (predicate) elementi dorici
e ionici (object) (The Parthenon presents Doric and Ionic ele-
ments).
According to our approach, electronic dictionaries entries
(simple words and MWUs) are the subject and the object of the
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Figure 5. Sample of FSA with semantic annotation.
RDF triple. Also, as regards declarative sentences, RDF gives
the possibility to recognize sentences conveying information
of the type “X is an element of Y”, which also have recursive
structures.
All this means that a single FSA/FST can be used to:
• account for all the items of an open list;
• account for all declarative sentences of the type “X is a
part of Y”, in which X and Y are pre-defined classes;
• allow the matching of POS to RDF triples.
In Figure 5 we develop an FSA which apply to the Part of
Speech (POS) classes and properties:
• E19 indicates “Physical Object” class;
• P56 stands for “Bears Feature” property;
• E26 indicates “Physical Feature” class.
The role pairs Physical Object/name and Physical Feature/type
are trigged by the RDF predicate presentare (to present).
The function of CIDOC tags differs from the function of
classic semantic roles. While the last ones are exogenous – i.e.
their nature and quality are governed by predicates by means of
co-occurrence and selection restriction rules, CIDOC tags are
endogenous, in the sense that they predicate something about
the entity to which they are assigned. That is to say: if we build
an RDF triple starting from a given a sentence, we must assume
that all syntactic rules are respected, otherwise the sentence in
itself would be unacceptable and meaningless. And only such an
assumption allows us to verify that the level of analysis in which
ontologies do operate is only the one concerning the relations
between concepts.
Therefore, as for our approach, we can state that predicates
are used to define both the semantic roles of the complements
and the relations between concepts inside RFD triples.
5.3 Linguistic Linked Open Data (LLOD) Integration
In order to achieve a semantic expansion combining information
from different knowledge sources, we also integrate and link
our dictionary entries with LLOD.
The LLOD is a project developed by the Open Linguis-
tics Working Group (OLWG). It aims at creating a represen-
tation formalism for corpora in Resource Description Frame-
work/Web Ontology Language (RDF/OWL). The initiative in-
tends to link LRs, represented in RDF, with the resources avail-
able in the Linked Open Data (LOD)9 cloud. According to the
9http://www.w3.org/standards/semanticweb/data.
LOD paradigm, Web resources have to present a Uniform Re-
source Identifier (URI) for entities to which they refer to, and to
include links to other resources. “Linking to central terminology
repositories facilitates conceptual interoperability”, allowing at
creating, through URIs, dynamic connecting between resources
[27].
Data structured in RDF format can be queried by means of
the SPARQL language. Indeed, if RDF triples represent a set
of relationship among resources, than SPARQL queries are the
patterns for these relationships.
One of the most relevant LLOD resources is stored in and
presented by DBpedia (www.dbpedia.org). DBPedia is a sample
of large Linked Datasets, which offers Wikipedia information
in RDF format and incorporates other Web datasets.
Therefore, we have referred and will refer to DBPedia Ital-
ian10 datasets to integrate our LRs with LLOD. DBPedia Italian
is an open project developed and maintained by the Web of
Data11 research unit of Fondazione Bruno Kessler12. According
to Linked Data prescriptions, URI schema is structured as in
Table 3.
In order to reuse such prescriptions, we adopt a Finite State
Transducer-based system that merges specific matching URIs
with electronic dictionary entries.
When we apply the transducer to dictionary entries tagged
with “LINK=RDF”, NooJ generates a new string in which the
resource URI is placed before the original entry. In this way, the
transducer enriches all entries of our electronic dictionary with
DBPedia resources.
Resulting strings may be used to automatically read text
by means of Web browsers and/or RDF environments/routines.
When the generated string is processed by a Web Browser, it will
generate a link to the HTML representation. Otherwise, when
the header “HTTP Accept:” of the query is produced by a RDF-
based application, it will produce a link to the machine-readable
resource representation.
5.4 Entity Identification Process
As for the Archaeological Domain, information extraction (IE)
outputs must be mainly focused on the rich sets of features
which denote and connote any entity likely to be classified as an
archaeological object. Besides, such objects as for instance the
Parthenon, are often lexically referred to with capitalized proper
nouns.
10http://it.dbpedia.org/?lang=en.
11http://wed.fbk.eu/.
12http://www.fbk.eu/.
46
M. P. Di Buono / International Journal of Computer Science: Theory and Application
Table 3. Sample of URI schema for the resource ordine dorico (doric order).
Resource URI http://it.dbpedia.org/resource/ordine dorico
HTML representation http://it.dbpedia.org/page/ordine dorico
Machine-readable resource representation http://it.dbpedia.org/data/ordine dorico.{ rdf | n3 | json | ntriples }
In this task, the first step to take is the locating of such
entities inside texts, that is to say perform automatic entity
recognition.
Is-a hierarchical relationship is firstly defined by the domain
labels applied to dictionary entries. In other words, we use our
tag “+DOM” to indicate the taxonomic hierarchy. This label is
also used to identify other constrains useful in entity recognition
process. Entities, organizations, persons, locations and time
expressions, are also recognized using local grammars, in the
form of FSA.
In order to develop our FSA-based system, we apply three
types of rules:
• Taxonomic rules (derived from MIBAC taxonomy pre-
scriptions);
• Semantic rules (referred to CIDOC Conceptual Reference
Model);
• Selection restriction and co-occurrence rules (based on an
accurate lexicon formalization, as shown in 4.2 and 4.4).
We analyze domain sentence structures recognizing depen-
dence and co-occurrence rules to develop syntactic FSA. As
we state before, syntactic analysis relies essentially on a proper
recognition of both verb and noun groups. So, the verb group
predicates the ontology properties and the noun group indicates
the ontology classes.
Since the Italian language presents a high complexity in
nominal sentences, we deeply take into account paraphrase
constructions and anaphora resolution.
We use resolution techniques based on both eliminative
constraints and weighting preferences. The ontology improves
the construction of extraction rules, providing co-occurrence
constraints based on properties of each entity.
As we will see, apart from immediate IE, if applied to large
corpora, such a procedure can lead to a more complex result, i.e.
ontology-based named entity recognition, obtained applying in-
ference during the extraction process, and coupling RDF triples
to all the ontologically tagged declarative sentences located
during the process of automatic textual analysis.
5.5 Entity Classification Process
In order to apply our first technique, we use the grammatical
information with which dictionary entries are tagged. As a
weighting preference, we also use the information inserted inside
the matrix tables created and the concordances made with NooJ.
Our matrix tables use semantic role sets established on the
basis of CIDOC CRM constraints (properties) matched with
grammatical and syntactic rules. Also, they indicate if a verb
allows active/passive constructions, in order to recognize entities
also when analyzing transformed active declarative sentences.
We use local contextual filtering rules, manually constructed.
Table 4 shows the matrix for P54 property, which stands for “has
current location (currently holds)” and “has current permanent
location”. These properties present the E19 class (“Physical
Object”) as Entity – Domain and the E53 (“Place”) class as
Entity – Range. The matrix lists a certain number of verbal
entries and a specific number of distributional and syntactic
properties. During the recognition process of RDF triple, the
labeled dataset and FSA are the inputs.
In Figure 6 we indicate specific Parts of Speech (POS) in
the form of sub-graphs, identified as Noun Group (NG), in order
to consider the high variability of the lexical class and not of
the single form belonging to the class. The NG contains all
information, listed in role set matrixes, which can co-occur for
that verb.
Besides, in Figure 6, we used variables to recognize all
instances, i.e. ALUs, which could be included in specific classes,
on the basis of the selected property. When the FSA recognizes
the property P54, it applies a text annotation for E19 and E53
classes.
After the phase of text processing, the result is as follow:
Il lungo fregio dorico posto lungo le pareti esterne (sample
recognized processing Partenone entry from Italian Wikipedia).
<S><NG> Il lungo <subject><E19><N+A>
fregio dorico </NG></subject></E19></N+A>
<VG><P55><V+PREP> posto lungo </VG></P55>
</V+PREP> le <NG><object><E53><N+A+PREP+N>
pareti esterne della cella </NG></object></E53>
</N+A+PREP+N></S>13.
Figure 7 presents the syntactic tree for the sample sentence,
in which Subject, Predicate and Object represent the RDF Triple
elements, which are connected to CIDOC CRM Entities and
Property.
Therefore, in the sentence Il Partenone fu costruito sull’Acropoli
di Atene per volonta` di Pericle (The Parthenon was built on the
Acropolis of Athens at the behest of Pericles), we do identify
three entities, tagging Pericle with E21 (Person), but the RDF
triple will take into account only the property which links the
Partenone to the Acropoli di Atene, property which is explicated
by the verb group fu costruito.
While taking for granted syntax correctness and semantic
roles appropriateness, we use ontologies to sever sequences
13Spaces between tags have been added in order to facilitate the reading.
47
M. P. Di Buono / International Journal of Computer Science: Theory and Application
Table 4. Sample of role set matrix.
NG E19 VG P54 NG E53
(E
+D
E
T
)
A N
A
(N
pr
+N
)
N
PR
E
PN
V A
vv
PR
E
P
PR
E
PA
D
E
T
N
PR
E
PN
N
A
N
A
PR
E
PN
Active 1 0 0 1 0 sorgere 0 0 1 0 1 0 0
1 0 0 1 0 comparire 0 1 0 1 1 0 0
1 1 1 0 0 porsi/erigersi/trovarsi 0 1 0 1 0 0 1
Passive 1 0 0 1 0 essere posto/ essere eretto 1 0 1 0 1 0 0
Figure 6. Sample of FSA with variables.
having an identical formal structure, as for instance da Pericle
and sull’Acropoli, which are both formed by a preposition and a
noun, but which have different semantic roles and ontological
values.
6. Final Remarks and Future Work
After being tested and debugged, the LRs described so far are
actually under final development and completion as part of the
NooJ Italian module.
The possibility to export the results of NooJ automatic tex-
tual analysis using RDF and SKOS, and also the use of LLOD
URIs to tag electronic dictionary entries are two of the main fea-
tures by means of which our system of ontology semi-automatic
population will be built. This procedure will be structured ac-
cording to the following steps:
1. NooJ processes a text, parses it, and locates all the termi-
nological ALUs in a given text;
2. subsequently, the ALUs retrieved are conceptually de-
scribed by means of SKOS schemes and features, as for
instance those used in Europeana Data Model;
3. at the same time, RDF triples are transformed into SKOS
tags in which concepts as E19 or P54 are rewritten by
means of corresponding “edm PhysicalThing” or “rdf:
type”;
4. finally all NooJ output is transformed into full XML,
thanks to which users’ natural-language queries can be
used to retrieve information also in unstructured texts.
Our methodology relies heavily on a linguistic processing phase
and requires robust resources and background knowledge; it
allows for performing both object/term and synonym identifi-
cation and also for recognising relations. Since it is based on a
deep analysis and formalization of linguistic phenomena, our ap-
proach can also ensure portability to other domains, preserving
ontology consistency and entity disambiguation.
NLP routines based on Lexicon-Grammar allow for sup-
porting the automatic semantic annotation/indexation of textual
documents in the field of Cultural Heritage.
Terminological tagging is a central step as regards Infor-
mation Retrieval, Information Extraction, Information Storage,
Machine Translation, ontology development, lexicon-dependent
Semantic Web, query-free procedures for knowledge structur-
ing, and also question answering fostering a better intelligent
agent interaction between humans and technology.
Future work also aims at integrating manually constructed
rules with supplementary rules, in order to improve not-probable
word removal. Also, we are planning to develop grammars use-
ful to recognize discontinuous expressions inside Noun Group
(NG) and Verb Group (VG).
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Figure 7. Sample of Syntactic Tree.
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