We show that quantization through standard (Gaussian) coherent states (CS) enables us to construct fairly reasonable quantum versions of irregular observables living on the classical phase space, such as the argument function C z = re iθ → arg z = θ or even a large set of distributions comprising the tempered distributions. Enlarging in this way the set of quantizable classical observables allows to obtain any finite dimensional projector in the Hilbert space of quantum states.
Introduction
In this letter, we reexamine the way in which standard (or "gaussian") coherent states allow a natural quantization ("Berezin-Klauder CS quantization") of the complex plane viewed as the phase space of the particle motion on the line. More precisely, we extend this well known quantization scheme to classical observables which are not smooth functions or, even more, which are, with mild restrictions, distributions on the plane. This departure from canonical quantization allows us to put in a CS diagonal form a larger class of quantum observables. In particular, we consider the argument function C z = re iθ → arg z = θ. We also consider the Dirac distribution on the plane and its derivatives, and this allows us to reach any kind of finite-dimensional projector on the Hilbert space of quantum states. The motivation for enlarging the space of quantizable classical observable also stems from the fact that this coherent state quantization can have possible applications in a wide variety of physical problems. For example, it has possible implications in noncommutative (NC) quantum mechanics, which is being currently studied for its possible application in fractional Quantum Hall Effect (FQHE): If one considers the Landau problem in a 2D plane, the commutators of the projected x and y coordinate operators of a particle onto the lowest Landau level, give rise to noncommutativity in terms of the inverse of the applied magnetic field [1] . One is therefore led to study the planar NC quantum mechanics per se, where the "classical" Hilbert space itself corresponds to the Hilbert space of quantum states for the particle motion on the line. The quantum Hilbert space for this planar NC system is thus identified with the set of all bounded operators in this classical Hilbert space, with respect to a certain inner product [2] . One can then introduce a disc [2] or defects [3] in the NC plane in terms of these projectors in the classical Hilbert space. These defects, on turn, can give rise to certain edge states, relevant for FQHE.
2 The Berezin-Klauder quantization of the motion of a particle on the line Let us consider the quantum motion of a particle on the real line. On the classical level, the phase space (with suitable physical units) reads as
This phase space is equipped with the ordinary Lebesgue measure on the plane which coincides with the symplectic 2-form :
of all complex-valued functions on the complex plane which are squareintegrable with respect to this measure, there is the Fock-Bargmann Hilbert subspace FB of all square integrable functions which are of the form φ(z,z) = e − |z| 2 2 g(z) where g(z) is analytical entire. As an orthonormal basis of this subspace we have chosen the normalized powers of the conjugate of the complex variable z weighted by the Gaussian function, i.e.
with n ∈ N. Coherent states are well known and read as:
We here recall two fundamental features of the states (1), namely normalization and unity resolution:
The property (2) is crucial for our purpose in setting the bridge between the classical and the quantum world. It encodes the quality of coherent states of being canonical quantizers [4] along a guideline established by Klauder and Berezin (and also Toeplitz on a more abstract mathematical level). This Berezin-Klauder-Toeplitz (BKT) coherent states quantization consists in associating with any classical observable f , that is a (usually supposed smooth, but we will not retain here this too restrictive attribute) function of phase space variables (q, p) or equivalently of (z,z), the operator-valued integral
The resulting operator A f , if it exists, at least in a weak sense, acts on the Hilbert space H of quantum states for which the set of Fock (or number operator eigenstates) |n is an orthonormal basis. It is worthy to be more explicit about what we mean by "weak sense": the integral
should be finite for any |ψ ∈ H (or ∈ some dense subset in H). One should notice that if ψ is normalized then (4) represents the mean value of the function f with respect to the ψ-dependent probability distribution z → | ψ|z | 2 on the phase space. In order to be mostly rigorous on this important point, let us adopt the following acceptance criteria for a function (or distribution) to belong to the class of quantizable classical observables.
is a CS quantizable classical observable along the map f → A f defined by (3) and if needed extended to distributions
is a smooth (∼∈ C ∞ ) function with respect to the (q, p) coordinates of the phase plane.
The function f (resp. the distribution T ) is a upper or contravariant symbol of the operator A f (resp. A T ), and the mean value z|A f |z (resp. z|A T |z ) is the lower or covariant symbol of the operator A f (resp. A T ). The map f → A f is linear and associates with the function f (z) = 1 the identity operator in H. Note that the lower symbol of the operator A f is the Gaussian convolution of the function f (z,z):
This expression is of great importance and is actually the reason behind the robustness of CS quantization, since it is well defined for a very large class of non smooth functions and even for a class of distributions comprising the tempered ones. This particular aspect of CS quantization can be very useful in the context of the quantum mechanical problem of particles moving in the NC plane, as we had mentioned earlier [2] . Since in this context the quantum Hilbert space comprises the bounded operators in the classical Hilbert space, one can recover the usual coordinate space wave function by taking expectation values of these operators in the coherent state basis (1), i.e. by obtaining the corresponding lower symbol [5] . Expanding bras and kets in (3) in terms of the Fock states yields the expression of the operator A f in terms of its infinite matrix elements (A f ) nn def = n|A f |n :
In the case where the classical observable is "isotropic", i.e. f (z) ≡ h(|z| 2 ), then A f is diagonal, with matrix elements given by a kind of gamma transform:
In the case where the classical observable is purely angular-dependent, i.e. f (z) = g(θ) for z = |z| e iθ , the matrix elements (A f ) nn are given by:
where
Let us explore what this quantization map produces starting with some elementary functions f . We have for the most basic one,
which is the lowering operator, a|n = √ n|n − 1 . The adjoint a † is obtained by replacing z byz in (9) .
(z −z), one easily infers by linearity that the canonical position q and momentum p map to the quantum observables
(a − a † ) ≡ P respectively. In consequence, the self-adjoint operators Q and P obtained in this way obey the canonical commutation rule [Q, P ] = iI H , and for this reason fully deserve the name of position and momentum operators of the usual (galilean) quantum mechanics, together with all localisation properties specific to the latter.
Canonical quantization rules
At this point, it is worthy to recall what quantization of classical mechanics does mean in a commonly accepted sense (for a recent review see [6] ). In this context, a classical observable f is supposed to be a smooth function with respect to the canonical variables.
In the above we have chosen units such that the Planck constant is just put equal to 1. Here we reintroduce it since it parametrizes the link between classical and quantum mechanics.
Van Hove canonical quantization rules [7] Given a phase space with canonical coordinates (, p p p) (i) to the classical observable f (, p p p) = 1 corresponds the identity operator in the (projective) Hilbert space H of quantum states, (ii) the correspondence that assigns to a classical observable f (, p p p), a self-adjoint operator on H is a linear map, (iii) to the classical Poisson bracket corresponds, at least at the order , the quantum commutator, multiplied by i :
we have
(iv) some conditions of minimality on the resulting observable algebra. The last point can give rise to technical and interpretational difficulties. It is clear that points (i) and (ii) are fulfilled with the BKT CS quantization, the second one at least for observables obeying fairly mild conditions. In order to see better the "asymptotic" meaning of Condition (iii), let us quantize higher degree monomials, starting with H = = |z| 2 , the classical harmonic oscillator Hamiltonian. For the latter, we get immediately from (7):
where N = a † a is the number operator. We see on this elementary example that the BKT CS quantization does not fit exactly with the canonical one, which consists in just replacing q by Q and p by P in the expressions of the observables f (q, p) and next proceeding to a symmetrization in order to comply with self-adjointness. In fact, the quantum Hamiltonian obtained by this usual canonical procedure is equal toĤ = N + /2I H . In the present case, there is a shift by /2 between the spectrum ofĤ and our coherent state quantized Hamiltonian A H . Actually, it seems that no physical experiment can discriminate between those two spectra that differ from each other by a simple shift (For a deepened discussion on this point, see for instance [10] ), unless one couples the system with gravity which couples to any system carrying energy and momentum. This is at the origin of the cosmological constant problem, since the inclusion of a cosmological constant Λ corresponds to a shift in the Hamiltonian H → H + d 3 xΛ. See [8] for a review on the cosmological constant problem.
In the same spirit, Wigner showed in [9] that the usual canonical commutation relation [Q, P ] = i I d is not the only one compatible with the requirement that the quantum operators in the Heisenberg picture obey the classical equations of motion. In fact for the harmonic oscillator (with a mass and a pulsation equal to 1 in suitable units) a whole family of commutation relations parametrized by the ground state energy E 0 are admissible:
The canonical commutation relations [Q, P ] = iI d correspond to E 0 = 1/2. The CS quantization gives E 0 = 1 which would correspond to [Q, P ] = −2iI d in the usual quantization scheme. At this stage, let's recall that the vacuum energy of a free scalar field of mass m is given by
and it is worth noting that the quantization ambiguity showed by Wigner does not allow E 0 = 0, with all the implications to the cosmological constant problem that such a semiclassical computation would have.
More upper and lower symbols: the angle operator
Since we do not retain in our quantization scheme the condition of smoothness on the classical observables, we feel free to quantize in the CS way another elementary classical object, namely the argument θ ∈ [0, 2π) mod 2π of the complex variable z = r e iθ . The function C z → θ = arg z is infinite-valued with a branch cut starting from the origin which is a branching point. Computing its quantum counterpart from (8) is straightforward and yields the infinite matrix:
The corresponding lower symbol reads as the Fourier sine series:
We can also write an integral representation of the lower symbol using the convolution (5)
The behavior of the lower symbol (13) is shown in Figure 1 . It is interesting to evaluate the asymptotic behaviors of the function (13) at small and large r respectively. At small r, it oscillates around its average value π with amplitude equal to √ πr:
At large r, we recover the Fourier series of the 2π-periodic angle function:
The latter result can be equally understood in terms of classical limit of these quantum objects. Indeed, by re-injecting into our formula physical dimensions, we know that the Figure 1 : the lower symbol for r = {0.5, 1, 5} and θ ∈ [0, 2π) and for (r, θ)
quantity |z| 2 = r 2 acquires the dimension of an action and should appear in the formulas as divided by the Planck constant . Hence, the limit r → ∞ in our previous expressions can also be considered as the classical limit → 0 when we deal with genuine quantum mechanics. Since we now have at our disposal the number operator N = a † a, which is up to a constant shift the quantization of the classical action, and an "angle" operator, let us examine their commutator and the lower symbol of it in order to see to what extent we get something close to the expected canonical value, namely i I H . The commutator reads as
Its lower symbol is then given by
with the same c q (r) as in (13) . At small r, the function C(r, θ) oscillates around 0 with amplitude equal to √ πr:
At large r, the function C(r, θ) tends to the Fourier series 2 ∞ q=1 cos qθ whose convergence has to be understood in the sense of distributions. Applying the summation Poisson formula, we get at r → ∞ (or → 0) the expected "canonical" behavior for θ ∈ [0, 2π):
The commutator symbol is "canonical" for θ = 2πn, n ∈ Z. Dirac singularities are located in the discontinuity points of the 2π periodic extension of the linear function f (θ) = θ for θ ∈ [0, 2π).
Quantization of distributions: Dirac and others
It is commonly accepted that a "CS diagonal" representation of the type (3) is possible only for a restricted class of operators in H. The reason is that we usually put too much restrictive conditions on the upper symbol f (z,z) viewed as a classical observable on the phase space, and so submitted to belong to the space of infinitely differentiable functions on R 2 . We already noticed that a "reasonable" phase or angle operator is easily built starting from the classical discontinuous periodic angle function. We are now going to show that any simple projector Π nn def = |n n | has also a CS diagonal representation by extending the class of classical observables to distributions on R 2 (for canonical coordinates (q, p) or possibly on R + × [0, 2π) (for (u def = r 2 , θ) coordinates). Due to the general expression (6) for matrix elements of the quantized version of an observable f , one can immediately think to tempered distributions on the plane only since the functions
are rapidly decreasing C ∞ functions on the plane with respect to the canonical coordinates (q, p), i.e. they belong to the Schwartz space S(R 2 ), or equivalently with respect to the coordinates (z,z). Actually, we can extend the set of "acceptable" observables to those distributions in D (R 2 ) which obey the following condition.
is a CS quantizable classical observable if there exists η < 1 such that the product e −η|z| 2 T ∈ S (R 2 ), i.e. is a tempered distribution.
Using complex coordinates is clearly more convenient and we will adopt the following definitions and notations for tempered distributions. Firstly any function f (z,z) which is "slowly increasing" and locally integrable with respect to the Lebesgue measure d 2 z on the plane defines a regular tempered distribution T f , i.e. a continuous linear form on the vector space S(R 2 ) equipped with the usual topology of uniform convergence at each order of partial derivatives multiplied by polynomial of arbitrary degree [11] . This definition rests on the map,
and the notation is kept for all tempered distributions T . According to Proposition 5.1, this definition can be extended to locally integrable functions f (z,z) which increase like e η|z| 2 p(z,z) for some η < 1 and some polynomial p, and it is easily understood in which way this extends to distributions. Actually, the latter can be characterized as derivatives (in the distributional sense) of such functions. We recall here that partial derivatives of distributions are given by
We also recall that the multiplication of distributions T by smooth functions α(z,z) ∈ C ∞ (R 2 ) is understood through:
Of course, all compactly supported distributions like Dirac and its derivatives, are tempered and so are CS quantizable classical observable. The Dirac distribution supported by the origin of the complex plane is denoted as usual by δ (and abusively in the present context by δ(z,z)) :
Let us now CS quantize the Dirac distribution along the recipe provided by Eqs. (3) and (6):
We thus find that the ground state (as a projector) is the quantized version of the Dirac distribution supported by the origin of the phase space. The obtention of all possible diagonal projectors Π nn = |n n| or even all possible oblique projectors Π nn = |n n | is based on the quantization of partial derivatives of the δ distribution. First let's compute the various derivatives of the Dirac distribution:
Once this quantity U a,b at hand, one can invert the formulas in order to get the oblique projector Π r+s,r = |r + s r| as:
and its upper symbol are given by the distribution supported by the origin:
Note that this distribution, as is well known, can be approached, in the sense of the topology on D (R 2 ), by smooth functions, like linear combinations of derivatives of Gaussians. The diagonal projectors Π r,r are then obtained trivially by setting s = 0 in (24) to get
Again in the context of quantum mechanics in the NC plane, one notes that one can define a projection operators P = N r=0 Π r,r to define an analogue of a disc [2] . On the other hand, the removal of the "disc" from the classical Hilbert space defines an analogue of a defect in the NC plane [3] .
Using the expressions of the projectors and the linearity of the quantization map A, one can construct trivially an inversion (dequantization) operator A −1 given by:
This inversion map also enables us to construct a star product * on the classical phase space verifying A f * g = A f A g (See for instance [12] for a general review on deformation quantization and [13, 14, 15, 16] for more coherent states based material)
Note that this star product involves the upper symbols, in contrast to the Voros star product [13, 14, 15, 16] , which involves the lower symbols.
Let us finally mention that one is naturally led to compare the dequantized function/distribution A −1 (A f ) and the original function/distribution f (z,z). For instance, we want to compare the function f (z,z) = z and the dequantization of the annihilation operator a given by z → A −1 (a)(z,z). However, before such a comparison can be made, the mathematical domain of validity of our dequantization map must be further investigated, since the convergence of the expression (27), even in the sense of distributions, is not a trivial problem.
Concluding remarks
In this letter, we have established a quantization/dequantization map between a class of distributions comprising all tempered distributions and operator on quantum states, reaching in this way usually unreachable operators in the standard quantization programs based on the classical phase space. Let us point out here the relevance of our work to the study of the classical limit of the quantum theory on one hand and, on the other hand, to a "phase space formulation" of quantum mechanics, which enables to mimics at the level of functions and distributions the algebraic manipulations on operators within the quantum context. In particular, by carrying out the CS quantization of cartesian powers of planes, we could so have at our disposal an interesting "functional portrait" in terms of a "star" product on distributions for the quantum logic based on manipulations of tensor products of quantum states.
