











Measuring the quality of software is gaining more and more attention from the industry, since high quality
systems generally have a lower total cost of ownership. In order to give both managers and software
developers insight in the quality of the software system they develop, a software quality monitoring system
is needed. The metrics calculated on the software system need to give a comprehensive, yet meaningful
report. The Software Improvement Group has developed the Software Monitor, an analysis and on-line
reporting tool for monitoring the quality of a software system during development.
In this paper, we discuss the requirements for the Software Monitor and explain why currently existing
solutions do not fulﬁll all the needs. Furthermore, we give an overview of the implementation of the
monitor and relate the diﬀerent aspects to the requirements. To illustrate the implementation, we show a
case-study in which we describe a monitor for a commercial ERP-language.
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1 Introduction
At the Software Improvement Group (SIG), we specialize in reviewing and moni-
toring the quality of software systems. In our experience, most development teams
can give a rough estimate of which parts of their system are diﬃcult to maintain,
but these estimates are no more than educated guesses. On a management level we
see that the demand for a quality-review is often available, but the knowledge to
perform such a review is lacking.
In order to provide both managers and developers with insight into the quality
of their software systems, the SIG has developed a system capable of tracking the
characteristics of a project over time by analyzing the source-code of the project.
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This system is based on facts, meaning that the calculated results are objective and
can be veriﬁed. By interpreting the results, one can get an insight into the quality
of a project [8].
This paper deﬁnes the requirements for a Software Monitoring System capable
of calculating characteristics of a project based on source-code. We give an overview
of the design of such a system and argue that it fulﬁlls these requirements. Further-
more, we discuss a case-study in which we apply our Software Monitor to a system
written in a commercial ERP-language.
2 Requirements
A Software Monitoring System has to fulﬁll a number of requirements, which have
come to light during our own experiences in software analysis, during software based
risk assessments [8] and portfolio monitoring [5]. The requirements for a Software
Monitoring System can be logically divided into two separate stages, the analysis
stage and the reporting stage.
2.1 Analysis stage
The following requirements are focused on making the analysis stage both robust
and ﬂexible.
A1 A company usually deploys multiple projects which are programmed in several
programming languages. To support all projects of a company the analysis stage
has to support many diﬀerent languages.
A2 To ensure the continuous monitoring of a project, the analysis stage has to handle
incomplete, non-compilable systems in a static way.
A3 In order to avoid incorrect measurements due to analyzing generated code, the
analysis stage has to be able to ignore certain parts of the code-base.
A4 The metrics calculated in the analysis stage must be easy to conﬁgure and extend
for our programmers. This enables us to adapt the metrics towards a speciﬁc
project, programming language or customer.
A5 To calculate trends of the diﬀerent metrics, it must be possible to run an analysis
multiple times on diﬀerent versions of a code-base.
2.2 Reporting stage
The following requirements focus on making the reporting side useful for managers,
developers and our own consultants.
R1 In order to give managers an overview of their system, the reporting side must
oﬀer a system-level overview of the calculated metrics.
R2 To help developers to pinpoint problems in a certain location, the calculated
metrics must be available on a code-unit-level.
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R3 Furthermore, to easily navigate to problematic areas in the code, the reporting
side must oﬀer a drill-down functionality. To oﬀer diﬀerent views on a system
this drill-down is preferably available on multiple dimensions, i.e. both over the
ﬁle-system as well as over a logical (language-speciﬁc) hierarchy. For example,
we imagine that a Java-project has a package-hierarchy linking levels of pack-
age/ﬁle/class and methods.
R4 When multiple snapshots of a system are analyzed, the reporting side must be
able to show a trend, for example by displaying a metric in a line-chart plotted
over time.
R5 The speciﬁcation of which metrics are shown on which level must be easy to
conﬁgure. Our consultants usually spot a trend and wish to investigate this in
more detail by placing certain metrics side-by-side.
3 Software Monitor
Fig. 1. Overview of the structure of the Software Monitoring System
A high-level overview of our Software Monitoring System is shown in Figure
1. From left-to-right we can identify three separate components. Both the compo-
nent on the left and the component of the right are developed in-house. For the
component in the middle, the OLAP part, we use a library [3].
On the left-hand side of Figure 1, the Software Analysis Toolkit (SAT) is shown.
This component takes the actual source-code and a conﬁguration ﬁle as input for the
analysis. Using the conﬁguration, the SAT calculates several metrics and stores the
result of these calculations. More details on how the SAT works and the inﬂuence
of the conﬁguration ﬁle will be described in Section 3.2.
In the middle of Figure 1, an OLAP-cube is shown. This OLAP-cube acts as a
data-store between the analysis stage and the reporting stage, and decouples both
stages. The reasons for using an OLAP-cube as data-store are explained in Section
3.1.
The right-hand-side of Figure 1 shows the monitor. The monitor uses a conﬁg-
uration ﬁle and the OLAP-cube generated by the analysis stage to display the data
through a web-browser. Which metrics are shown within the browser depends on
the conﬁguration and the request. Section 3.3 gives more information about the
interaction of the conﬁguration, the request and the schema-ﬁle.
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3.1 OLAP-cube
OLAP-cubes are commonly used to store measurements, numeric facts, categorized
by dimensions. The usual example is the tracking of sales of diﬀerent types of
products in stores across multiple countries. By keeping track of the sales and the
properties of the products, the management of the company is able to get reports of
the sales by product, by product-category or by store. Additionally, OLAP-cubes
provide aggregation on each dimension, making it possible to get reports on sales
by city, region and the entire country. Furthermore, dimensions and aggregation
can be combined in order to generate a report on, for example, the number of items
sold within a city grouped by product-color.
In our case the measurements are calculated metrics. The dimensions support
the storing of metrics in, amongst others, a ﬁle-system dimension, a language di-
mension and language speciﬁc dimensions such as the package-dimension for Java.
By default, an OLAP-cube has a time-dimension, providing us with an easy way to
store metrics of multiple versions in a single location.
By using an OLAP-cube as a data-store, the result of multiple calculations is
stored in a single place. Because the cube supports aggregation over dimensions,
the data can be shown both on the system-level as well as the code-unit level.
Furthermore, the ability to combine multiple dimensions at will makes sure that
the reporting side can be quite ﬂexible.
As hinted in Figure 1 we use the open-source OLAP-server Mondrian [3]. This
Java-based library expects a relational database that contains tables which store
the measurements and the parent-child relation of the dimensions. The mapping
of these tables on the OLAP-cube is described in a schema-ﬁle. Both the database
tables and the schema-ﬁle are structured and relatively easy to understand. This
makes both artifacts easy to generate and adapt, a prerequisite to make the analysis
side ﬂexible.
3.2 Software Analysis Toolkit
The Software Analysis Toolkit (SAT) takes two artifacts as input, a set of source-
ﬁles and a conﬁguration ﬁle. The conﬁguration ﬁle contains references to a database
and a schema-ﬁle. Furthermore, the ﬁle contains one or more input-directories and
a list of technologies.
For each technology, a source-context and a set of visitors need to be speciﬁed.
Additionally, a ﬁle-ﬁlter can be speciﬁed which ﬁlters out ﬁles belonging to that
certain technology. In practice, each programming language has its own technology.
Each input-directory is used as a single snapshot for a certain system. From the
structure of the ﬁle-system a graph is constructed from directory-nodes, ﬁle-nodes
and edges between them. The resulting graph represents the actual ﬁle-system.
This graph serves as input for the speciﬁed source-contexts. Each source-context
ﬁlters out the ﬁle nodes that belong to the technology and creates additional nodes
and edges that describe logical units within the language of the source-ﬁles.
For example, the Java-source-context ﬁlters all ﬁle-nodes of which the name
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ends with .java. The Java-source-context knows which parser to use to process
the ﬁle-node and determines which package a node belongs to. When the node for
this package is already in the graph, the node is reused, otherwise a new package
node is created. The ﬁle-node is linked to this package-node by creating a new edge
representing the package-to-ﬁle-relation. Furthermore, for each class within the ﬁle,
a node is created and linked to the ﬁle-node. Note that this process is not limited to
ﬁle-nodes. The Java-source-context also extracts method-nodes from a class-node
and links these to the parent class-node.
When the complete graph is constructed, the diﬀerent nodes are examined by
the visitors speciﬁed in the conﬁguration ﬁle. Each visitor is created to calculate
a speciﬁc metric, i.e. the number of empty catch-blocks. The visitor visits each
node, but only calculates and stores the information in the nodes of which the
type indicates that the metric is meaningful. Visitors can either be speciﬁc for a
language, e.g. the visitor for empty-catch-blocks in Java, or generic, e.g. a visitor
counting the number of source-ﬁles.
After running all the visitors for each source-context the complete graph is stored
in a database by storing all nodes and the edges in between the nodes. Further-
more, a separate table is created that stores all the metrics that are stored in the
diﬀerent nodes. Finally, tables containing the parent-child-relation between nodes
are generated for all dimensions that are conﬁgured.
The conﬁguration of dimensions is done within the source-context, in order to
diﬀerentiate between diﬀerent languages. A dimension is deﬁned by a name, the
type of the root-nodes and the types of the edges to walk over. This deﬁnition
scheme makes the calculation of parent-child-relations a simple tree-traversal.
The last thing that the SAT generates is a schema-ﬁle. This schema-ﬁle maps
the tables that the SAT has generated onto a conceptual OLAP-cube. The schema
describes which dimensions are in the cube and which measurements are calculated.
3.3 Software Monitor
The two main artifacts that are needed by the Software Monitor are 1) the OLAP-
cube generated by the SAT and 2) a conﬁguration ﬁle describing the conﬁguration
of the monitor. These two artifacts are related to each other such that the con-
ﬁguration ﬁle deﬁnes which measurements are shown in the monitor, while the
OLAP-cube describes which measurements are available. In other words, the con-
ﬁguration ﬁle can only show the metrics and dimensions that are deﬁned within the
schema-ﬁle.
The output of the monitor consists of a set of web-pages. The page that contains
the most information is the page holding the metric-table, an example of which is
shown in Figure 2. Within the metrics-table, it is possible to traverse down a
dimension, ﬁlter a certain level of the dimension on the names of the code-artifacts
and export the current level of the dimension to an external program. Furthermore,
each cell in the metric-table indicates whether the metric is increased or decreased
relative to the last snapshot. It is also possible to see the trend of a metric by clicking
on the value of a cell. The resulting page shows a line-chart plotting the selected
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Fig. 2. Screenshot of the software monitor
metric for the selected code-artifact over time. Other pages that are available include
an overview page showing a selection of the metrics in various chart-formats, and a
page explaining the metrics.
A conﬁguration for the monitor consists of one main-conﬁguration ﬁle and mul-
tiple context-speciﬁc-conﬁguration ﬁles. In the main-conﬁguration, a list of source-
contexts is speciﬁed. Each context contains the name of the technology (Java, C#,
. . . ) to use and the dimension (ﬁle-system, package, . . . ) to traverse. It is allowed
to use the same technology in combination with several dimensions as well as to use
the same dimension for several technologies.
The restriction that is in place here, is that it is only possible to combine one
technology and one dimension per source-context. This is not a problem, because
each combination gives us an unique view of the system where adding a third di-
mension only obfuscates the report.
For each combination of technology and dimension, a separate conﬁguration ﬁle
must be deﬁned. This conﬁguration ﬁle needs to specify which metrics need to be
shown in the metrics-table on the various levels of the dimension. Furthermore, a
set of charts,can be deﬁned on each level, which are shown in the overview-page.
In this way, we combine both the high-level overview and the low-level report in a
single interface.
3.4 Flexibility
Even though the overview given in Figure 1 suggests that the SAT and the monitor
are completely separated, the description of the conﬁguration ﬁles in the previous
sections indicate otherwise. It is clear to see that the conﬁguration ﬁle of the monitor
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is limited by the data available within the cube.
However, the data that will be available in the OLAP-cube is completely speci-
ﬁed by the conﬁguration of the SAT. That conﬁguration-ﬁle speciﬁes the technolo-
gies, and thereby the dimensions, the metrics to be calculated and the available
input-ﬁles. One could see the conﬁguration-ﬁle of the SAT as the recipe for the
creation of the generated OLAP-cube.
The possibility to simply deﬁne the structure of an OLAP-cube in terms of
dimensions and metrics, provides us with a large amount of ﬂexibility. Adding new
dimensions or new measurements becomes a matter of updating a few conﬁguration
ﬁles and running the SAT again.
Taking the highly ﬂexible conﬁguration of the SAT into account, we do not see
any problems with the fact that the monitor is limited by the OLAP-cube. If a
speciﬁc view is needed we can adapt the conﬁguration of the SAT and generate a
cube that can give this desired view. Although the generation of the cube can be
time-consuming, it does not outweigh the amount of time needed to calculate the
metrics for each combination of source-context and dimension-levels.
3.5 Satisfaction of Requirements
In this section, we argue that the system which is described in the previous sections
fulﬁlls all the requirements for a Software Monitoring System. We describe the
functionality of our system and link the speciﬁc functionality to a requirement as
listed in Section 2.
The SAT currently supports well over a dozen programming languages and we
continue to add new languages and dialects (A1). Furthermore, the SAT is capable
of analyzing incomplete and non-compilable systems, because we analyze and parse
the code on a ﬁle-by-ﬁle basis and do not attempt to compile it (A2). Addition-
ally, the conﬁguration of the SAT allows for multiple input-directories representing
diﬀerent snapshots of a single system (A5). Moreover, the conﬁguration of each
technology contains a ﬁle-ﬁlter to ﬁlter out all unwanted ﬁles (A3). Finally, the
visitors that calculate the metrics can all be listed in a single conﬁguration ﬁle in
which the properties of the visitors can also be parameterized (A4).
Our monitor can provide managers with a high-level overview in both the form of
charts showing key-metrics as well as a set of metrics, aggregated towards system-
level (R1). Furthermore, the developers have the possibility to drill-down in the
metric-table on several dimensions to identify problematic code-units in their code-
base (R2, R3). Also, metrics can be shown over time on many diﬀerent levels and
code-units (R4). Finally, the conﬁguration of the metrics that are shown resides
within a conﬁguration ﬁle that can be edited by any normal text-editor (R5).
4 Case Study
In this case study we will show that our Software Monitor is language independent,
and that it can be used to analyze systems by showing metrics speciﬁc for a target
language. Finally, the case study shows that reporting can be targeted towards the
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target audience; either for managers or for software developers.
SAP is one of the most common ERP software systems. SAP software sys-
tems claim to provide all features most companies will ever use out of the box.
However, SAP allows customization of forms, reports and programs. These can
be programmed in the programming language ABAP. Ideally, companies would pa-
rameterize/conﬁgure the standard SAP forms to suit their needs. However, often
companies create their own custom interfaces, which have to be maintained by the
companies themselves, rather than relying on the SAP releases which are main-
tained by SAP. In this section, we will show that the quality of custom code in the
SAP ERP system can be measured. We also argue that the Software Monitor has
added value over checks provided by the SAP system itself.
Just like software written in any other language, custom ABAP reports and
forms have to be maintained. All the pitfalls that apply to development in e.g. Java
also apply to ABAP. Maintaining the custom forms in a SAP system should take as
little eﬀort as possible. To achieve this, one would need to write ABAP code that
is as easy to maintain as possible.
Every SAP system is automatically shipped with the code inspector [1] which
can verify all programs, forms and reports written for a SAP system. The code
inspector is a static analysis tool which can check for errors in the ABAP code.
The code inspector has access to meta information about the ABAP programs, and
can check whether the code adheres to naming standards, or whether programs are
unicode enabled (this allows the programs to be deployed globally) as well as many
other checks.
The ﬁrst step in improving the quality of the customized ABAP programs, is
to require every changed program to pass all the code inspector tests. This assures
that all the programs in the SAP application will be correct.
Unfortunately, programmers can tell the code inspector to ignore bad structures
in the code, by annotating the ABAP program with exclusion keywords. These
keywords suppress any errors or warnings the code inspector generates on the line
the keyword appears on. A second drawback of the code inspector is, that it doesn’t
give any indication of the size and the complexity of the system as a whole. This
indicates that this inspector is targeted towards developers instead of managers.
4.1 Maintainability Model
During the development of the custom SAP modules, the complexity of the system is
changing constantly. The complexity, volume and amount of duplication in a system
play important roles in inﬂuencing the maintainability of the software system. The
Maintainability Model (MM) [2] gives us insight in which source code properties of
a system attribute to the maintainability of the software system. In this model, the
source code properties are all mapped onto the ISO 9126 standard [4].
The main metrics calculated for any software system in the software monitor can
be mapped directly on the maintainability model. These metrics, such as volume
(lines of code), volume per unit, cyclomatic complexity per unit [6,7] and duplication
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are always calculated for the systems under analysis. Furthermore, the volume per
unit, cyclomatic complexity and duplication are related to the total size of the sys-
tem, and grouped in bins. This shows for example the percentage of the system that
has a McCabe value between 1 and 20, which percentage has a McCabe between
20 and 50, and which percentage has a McCabe of 50 and higher. Similar grouping
can be done for the size of the units in the system.
4.2 Language-speciﬁc Metrics
Next to the standard metrics, extra language-speciﬁc metrics can be calculated
on the system. For the ABAP programming language, the ﬁrst sets of metrics
involve hard-coding. These metrics count the number of hard-coded strings and
the number of string-constants in a program. While SAP systems are often used at
companies that operate internationally, all forms and reports should be language-
independent. The way to make language-independent reports and forms in SAP, is
by using constructs called text-symbols. A text-symbol represents a reference to a
SAP table, where diﬀerent translations of a string can be stored. Complementary
to the number of hard-coded strings, the number of text-symbols are also counted
and reported in the software monitor.
Besides hard-coding, the number of deprecated keywords and statements
used in the system are counted. During the development of a SAP system, one
expects the number of used deprecated keywords to decrease over time. An increase
of this metric shows that developers are still actively using deprecated functionality.
The SAT also calculates a number of metrics that count bad practices in
the SAP system. One of these metrics counts the number of unstable conditional
statements. It counts the number of occurrences where an if-then-else statement
contains one or more else-if conditions, but where the ﬁnal else clause is omitted.
Similarly, a switch statement where the default case is omitted, is also labeled as
being unstable. A second metric is performance oriented, and counts the number
of tables that are joined together in an SQL query. Every query that joins more
than 3 tables together is counted by this metric. More performance risks regarding
queries are the use of nested select statements, using a select query in a loop, or
selecting all columns of a table with select *.
Finally, the number of exclusion keywords, which are used by developers to sup-
press warnings generated by the source code inspector, are counted and reported
in the monitor. This metric supplements the requirements from managers that all
programs must pass the source code inspector.
The language speciﬁc metrics are often grouped together, and the results of
the metrics in the group summed together. For the ABAP programming language,
there would be three groups; one group containing the total number of hard-coding
violations, one group containing the total number of deprecated keywords, and a
last group containing the sum of bad practices. In the software monitor front-end, a
manager only wants to see the trends in the metrics; whether the metrics get better
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or worse. To create a front-end for a manager, it is often suﬃcient to report the
groups. The manager can view for instance the number of bad practices over the
system as a whole, but also for subsystems or packages.
A developer on the other hand, is more interested in the detailed metrics. A
developer will use the software monitor to locate the source of e.g. the bad prac-
tices, and ﬁx these. E.g. if a developer gives ﬁxing ’nested select’ statements a
higher priority over ’select *’ statements, he wants to be able to localize the speciﬁc
violations in the software monitor system.
Through the conﬁguration ﬁle, a monitor for developers can be created which
shows all the net metrics and their values. Also, a monitor for managers can be
created by showing a more global overview of the violations in the system.
Managers often use the software monitor for impact analysis. When asked to
change a certain part of the system, the managers can easily check the complexity of
the subsystem in the monitor, and base the estimated development eﬀort on these
numbers.
4.3 Validation
In conversations with our customer, we have seen that programs that score bad on
diﬀerent metrics also tend to be the programs that require the most maintenance.
This gives us conﬁdence that our monitor is a useful tool to ﬁnd the complex spots
within a system. Unfortunately, we do not have the possibility to relate the metrics
between diﬀerent ABAP systems. This is due to the fact that we have analyzed only
a single ABAP system thus far. In the future, we expect to analyze more ABAP
systems, and gather more data to relate diﬀerent ABAP systems against each other.
5 Related Work
In this section, we discuss related solutions for measuring the quality of a software
system in terms of metrics. These solutions can roughly be divided into two sep-
arate groups. The ﬁrst group contains the solutions that can serve as a complete
replacement for our Software Monitor System. In Section 5.1, we discuss the char-
acteristics of these tools and the reasons for not using them. The second group of
tools contains existing front-ends for OLAP-cubes which in theory can be used with
the cube that is generated by our SAT. The reasons for building our own front-end
instead of using one of these existing solutions are given in Section 5.2.
5.1 Complete Solutions
There exists a large collection of stand-alone programs that is capable of calculating
metrics on source-level. A simple search on sites that index open-source programs,
for example sourceforge 1 , returns over 100 results. Unfortunately, most of these
tools do not support more than three languages. Furthermore, the functionality of
1 http://www.sourceforge.net
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calculating metrics on several snapshots and showing the trend of these metrics is
usually lacking. Finally, the overall problem with these tools is that they only try
to inform the programmer by giving a detailed insight into his code. Although this
makes the tools useful on a low level, they ignore managers and therefore violating
requirement R1.
A second set of solutions that is available is the editor-support for calculating
metrics on source-ﬁles. This support can either be given by plug-ins or by the editor
itself. The problem with this approach is again the lack of system-level overview.
Also, the results are usually only available within the editor itself, making it harder
to share the results with others.
As a last group there exists a set of “collection”-tools. These tools are capable
of collecting metrics from several tools and combining them into a single report.
An example of this is the dashboard-plugin for Maven 2 , a software project man-
agement and comprehension tool. The dashboard plug-in is capable of storing the
metrics of diﬀerent snapshots and displaying the results via a website. Furthermore,
aggregation to system-level is available for several metrics. Unfortunately, the set
of available metrics for a collection-tool is relatively small. Also, because of the
dependency on external tools to calculate the metrics the collection-tools are usu-
ally harder to deploy and set-up. Finally, a collection-tool is less ﬂexible in general
because it has to take into account all the requirements that are imposed by the
external programs.
Even though there is a large set of tools available that can calculate and show
metrics, we were not able to ﬁnd any tool that could satisfy all requirements listed
in Section 2. The biggest problem we see is that the tools are designed to only
inform the programmer about the state of the project, leaving out the manager.
This issue is addressed by the collection-tools, but these tools lack the ﬂexibility to
view the quality of a system from diﬀerent angles.
5.2 OLAP-frontends
Since the analysis component and the reporting component are completely sepa-
rated, we could have suﬃced with one of the many existing front-ends for OLAP-
cubes. We have examined several diﬀerent BI-suites that are capable of displaying
charts and metrics similar to our own monitor. Furthermore, more generic pivot-
tables are available that enables the user to go through an OLAP-cube without
limitations. The fact that existing solutions are completely ﬂexible in the way they
represent the data is not a bad thing. Expert users usually want to have complete
control over what they see because they know which data is relevant and which data
is not.
The ﬁrst problem we saw with existing solutions is that they provide too much
ﬂexibility. Our users are usually not an expert in the ﬁeld of software metrics and
are therefore less capable of ﬁltering out important patterns. With our current
2 http://maven.apache.org/
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monitor we can ﬁlter out the patterns and only present the data that is relevant.
The second problem that we have seen with existing solutions is that the OLAP-
cube that is generated by our analysis is not ﬁxed. Dimensions and measurements
that are available within one cube are not necessarily available within another cube.
This makes it very important that the conﬁguration of the front-end can be adapted
on a cube-by-cube basis, without touching the conﬁguration of the system as a
whole. Unfortunately, we have not found an existing solution that fulﬁlls this re-
quirement.
6 Future Work
Currently, a single interface for every user of the monitor is deployed. However, we
imagine that diﬀerent users are interested in diﬀerent views on the system. Also,
more experienced users could beneﬁt from a more dynamic and interactive interface.
Because of this, we are exploring the possibilities to diﬀerentiate the functionality
of the monitor based on the role of the user.
Furthermore, for most of the calculated metrics, the semantics on diﬀerent levels
can be deﬁned by a relation to the numbers on lower levels. For example, the number
of lines of code for a module is simply the sum of the lines of code of each ﬁle in
the module. However, there are some metrics, such as the fan-in, that must be
calculated diﬀerently based on the level in the dimension. Currently, this type of
metric is only available in a separate report instead of in the monitor.
Also, we are exploring the possibility to add several non-source-code related
metrics to the monitor. Metrics such as the number of ﬁxed issues, the amount of
money spent, and the number of hours worked on the project can help to put the
trend of the metrics into a diﬀerent perspective.
Finally, the relation between a project and other similar projects can also help to
better interpret the results of the monitor. In order to support this we are building
a benchmark application capable of relating the characteristics of several similar
projects. Finding out which metrics are relevant in this context is still work in
progress.
7 Conclusion
In this paper, we have described the requirements for a Software Monitoring System.
These requirements focus on making the Software Monitoring System useful for
diﬀerent kinds of users, without losing the ﬂexibility of conﬁguration. We have
discussed the implementation of such a Software Monitoring System which is being
used by the Software Improvement Group. Furthermore, we have shown a case
study where our Software Monitor is applied to the ABAP programming language;
the programming language used in SAP ERP systems.
The software monitor is highly valued by our customers. It is used to track
the quality of software during development as well as following the progress of
the software during maintenance. Customers acknowledge that using the Software
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Monitor during development results in a better maintainable system. Currently,
the monitor is in use in various industries, including logistics, banking, insurance
and embedded systems. This shows that the interest in the quality of systems is
universal.
As we continue to improve our Software Monitoring System, we hope to see that
more and more developers acknowledge the importance of good quality of software.
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