In this study, a new approach to edge detection on images, corrupted with Gaussian and impulsive noise, is presented. The concept, under the decomposition of image with its principal component being an analysis on local pixel grouping for noise suppression, called LPGPCA based denoising, is adopted in order to obtain noiseless gradient maps for edge extraction. As a result, an algorithm has been developed called LPGPCA-ED. Firstly, horizontal and vertical gradient images are computed; then the gradient images are decomposed into a noiseless phase by applying the LPGPCA algorithm. Once a single gradient map has been obtained, a smart nonmaximum suppression operation is carried out to obtain a binary edge map. To show the accuracy of the proposed edge detector objectively, F-measure and PFOM results of the proposed edge detector on images with different Gaussian and impulsive noise are compared with the results of traditional and certain recently published edge detectors. Objectively, the experimental results on RUG and receiver operating characteristic (ROC) curve databases show that our method has better performance than other corresponding edge detectors. Moreover, subjective experiments on a variety of noise contaminated images show that the LPGPCA-ED algorithm is more robust under high level noise conditions, and is able to reveal well-linked lines and also preserve the structural form of a processed image.
Introduction
Edge detection is an important and fundamental task in computer vision and image processing. The global definition of an edge is the boundary between two different regions where intensity abruptly changes caused by geometric and nongeometric events. Some examples for such geometric events are discontinuity in depth, texture, surface color, and orientation, while nongeometric events can be summarized as mirror reflections, shadows, and interre?ections along a specific direction for an image. Constitutively, the main aim behind edge detection is the extraction of important features from the edges of an image (such as lines, corners, and curves) for computer vision tasks, such as measuring the size, shape, and location of objects to facilitate registration [1] , restoration [2] , and classification [3] . Moreover, the edge detection process provides sufficient information about an image by reducing the amount of presence data by transforming it into more suitable formats in terms of computation time. Since the performance of further stages depends on the characteristics of edge detection, the obtained edge segments (edgels) should be in a continuous, thin, and well-localized format [4] . Although the traditional gradient based operators present good performance in noiseless images, they usually fail in the presence of noise. This is because the variation in intensity occurred from various sources, such as the effects of size, heat, and the level of the fill factor of preferred sensors in cameras. To address the limitations of edge detectors that are sensitive to noise, several edge detection algorithms have been proposed to detect edges in noisy images [5] such as Gaussian-based [6] , statistical-based [7] , and image transform-based [8] .
Several statistical-based methods have been developed to determine edges in noisy images. The best known are edge detectors based on the Wilcoxon test [9] , median test [10] , t-test [11] , and robust rank-order (RRO) test [12] . Recently, new ones have been developed, such as adaptive statistical thresholding (AST) using the gray level co-occurrence matrix (GLCM) in order to determine the threshold value in the wavelet domain () [13] . In addition, a local thresholding method that depends upon the statistical variability of the gradient vector at a pixel is utilized to determine the eligibility of a given pixel to be an edge pixel [14] . Another proposed method is a robust statistic method [7] that at first determines an edge structure with a robust one-way model and then localizes it by a contrast test.
Moreover, a variety of edge detection methods attempt to detect edges by utilizing a transform function on images that are corrupted with a large amount of noise. This group is known as scale space theory based edge detectors [5] . Some examples for this group are the wavelet transform method [15] , mathematical morphological method [16] , fuzzy method [17] , neural network method [18] , and genetic algorithm [19] . Unfortunately, they are expensive and are sensitive to noise. In addition, the obtained map includes jagged and broken edges. Moreover, there are no general edge detection methods that perform well in all contexts and stages; it is widely accepted that different edge detectors are better suited to different tasks.
In another work [5] , the particle swarm optimization (PSO) algorithm was introduced by Kennedy and Eberhart in 1995 as a computational method for solving global optimization problems, and was designed for edge detection in noisy images. To obtain thin edges instead of broken and jagged edges, two PSO-based algorithms are used for the optimization of the proposed model. In simple terms, one of the PSO-based algorithms maximizes the distances between pixels in two regions (interset distance) and minimizes the distance between the pixels within each region (intraset distance) by determining an area to include the best curve as a preservation method. The second PSO-based algorithm handles constraints by adopting nonstationary and multistage penalty fitness functions until an optimized particle (curve) is obtained, based on a stopping criterion. Although the results seem good, the algorithm suffers from a long running time.
Furthermore, a new noise-robust edge detector (NRED) [20] has been developed to obtain edge maps by combining a small-scale isotropic Gaussian kernel and large-scale anisotropic Gaussian kernels (ANGKs).
The local directional variation is determined by deriving the anisotropic directional derivatives (ANDDs) from ANGKs. Next, a noise-robust ANND-based edge strength (gradient) map (ESM) is constructed, considering the scale alone and its edge resolution by the ratio of the scale to the anisotropic factor. The edge stretch effect in anisotropic smoothing is also identified. Later, a fused noise-robust ESM with high edge resolution and limited edge stretch is obtained by combining the ANDD-based ESM and the gradient-based ESM with a small-scaled isotropic Gaussian kernel. Finally, a binary edge map is acquired by conducting the Canny method on fused ESM.
The question is how to develop an edge detector method that is robust, insensitive to noise, and has the ability to extract a high quality edge map from noisy images. For this purpose, we have proposed a new edge detector method, called LPGPCA-ED, that produces thin, clear, and continuous edges even if the pixels of image are corrupted and deformed by a higher noise level. We are inspired by the 'two-stage image denoising by principal component analysis with local pixel grouping' idea, abbreviated to LPGPCA in the study [21] . According to the referred to study, a local pixel grouping process should be performed prior to transformation with PCA. To achieve this, similar pixels are first grouped in order to form a homogeny class. Next, a PCA transformation is applied to the homogeneous region. In this way, the image is represented with noisy PCA coefficients. Therefore, the transformed domain is denoised with the linear minimum mean square-error estimation (LMMSE) in order to regulate noisy pixels. After the denoising procedure, the noiseless data are again reconverted into the image domain using the same PCA transformation. As a result, noiseless horizontal and vertical gradient maps of processed images are acquired by applying the obtained PCA transformation. Later, the obtained noiseless images are put forward as input to the edge detection stage where nonmaximum suppression is carried out. This procedure facilitates the extraction of clear continuous edges, and the preservation of the structure of the objects situated in the strong noise image, by adapting a noise removal method called the LPGPCA procedure.
LPG-PCA-ED edge detector

Obtaining training set with local pixel grouping
The noisy image can be expressed as I v = I + v , where I is the original noiseless image and v is the imposed additive white Gaussian noise with zero mean and σ standard deviation. It is assumed that the image I and noise v are uncorrelated. The main aim of a denoising algorithm is to estimate the noiseless image from the noisy image using certain information obtained from the image itself and the characteristics of the noise. Since the edges in the image are the meaningful components, most image denoising algorithms attempt to protect them from the negative effects of the denoising process. Although the pixels in the same region exhibit similar characteristics on certain properties, such as color, obtained from the image itself and the characteristics of the noise, adjacent regions differ significantly from each other. Therefore, it is vital to apply the local pixel grouping technique before the denoising procedure. Since the noise is assumed to be uncorrelated (location invariant and ergodic), a similar expression for the noisy image patch can be written as ⃗ a v = ⃗ a + v . The image that is presented in Figure 1 is taken from the indicated reference [22] . As demonstrated in Figure 1 , in order to denoise a specific pixel, a KxK window is centered on noisy image I v and expressed as a column
T , where n = K 2 . This window is moved over the LxL patch to construct a training set, where L > K and a v is at the center of that window, as shown in Figure 1 . Thus, a total of (L − K + 1) 2 training samples are extracted for each patch of ⃗ a v . Unfortunately, for the regions that contain edges, patches of size KxK within LxL windows would resolve to an incorrect covariance matrix because the patches would be dissimilar, causing the patches to belong to different classes. Therefore, the patches that are similar to the moving window are selected to build the class. This is a classification problem that can be solved using various techniques, such as block-matching or K-means clustering. Since the actual intention is not the classification, the block matching technique is employed for grouping similar blocks. 
LPG-PCA procedure
To make a decision about whether a pixel is an edge or not, a KxK region (in this study K = 3, L = 7) around the pixel is determined and the pixels substituted in this region are shown in vector form as ⃗ x . As mentioned above, the training blocks are constructed from the LxL around the region in the neighborhood of the processed pixel. Later, the blocks that are similar to the ⃗ x vector are extracted from the obtained training blocks using the LPG and are combined together to form the X matrix. If the constructed X matrix is corrupted with noise then it can be written as
If our goal was to eliminate the noise, then X V should be centralized as emphasized in reference work [21] . According to the referred to work, the centralized data are in the form of Z c = X V − µ XV and can be written as
In addition, the centralized matrix can be expressed as Z c = X c + V by accepting the noise with a zero mean. Here X c refers to the form of the centralized noiseless data. However, since our main aim is edge detection and not denoising, we do not have to centralize the input matrix. For this reason, only the covariance matrix of X , denoted by Ω X , is computed and the PCA transformation matrix P X is obtained with respect to Ω X . Since the available dataset X V is corrupted with noise, Ω X cannot be directly computed. Therefore, the covariance matrix of noisy data Ω Xv should be computed without centralizing the dataset X V and can be formulized as
Herein, because X and V are uncorrelated, the items XV T and V X T will be almost zero matrices and thus
The components of the covariance matrix Ω V (i, j) show the correlation between v i and v j . Since v i and v j are uncorrelated for i ̸ = j , it is expected that Ω v is an MxM diagonal matrix and the diagonal components should constitute σ 2 . With respect to this, Ω v can be written as σ 2 I , where I is the identity matrix. Intuitively, it can be said that the PCA transformation matrix P X associated with Ω X is the same as the PCA transformation matrix associated with Ω XV . This is proved by later equations. Therefore, Ω X can be decomposed as
where Φ X is the MxM orthonormal eigenvector matrix and Λ X is the diagonal eigenvalue matrix. Since Φ X is an orthonormal matrix, we can write Ω V as
Thus we have
where (17) is observed, we can infer that Ω XV and Ω X have the same eigenvector matrix Φ X . Therefore, practically, we can directly compute Φ X by decomposing Ω XV instead of Ω X , and then the orthonormal PCA transformation matrix for X is set as
Applying P X to dataset X V , we have:
where Y = P X X is the decorrelated dataset for X and V Y = P X V is the transformed noise dataset for V . Since Y and noise V Y are uncorrelated, we can easily derive that the covariance matrix of Y V is
where Ω Y = Λ X is the covariance matrix of decorrelated dataset Y . As a result, the covariance matrix of noise
Thus, most energy of noiseless dataset Y concentrates on the several most important components of the PCA transformed domain Y V , whereas the energy of noise V Y distributes much more event. The noise in Y V can be eliminated using the LMMSE technique.
Edge detection based on LPGPCA
To explain the algorithm in more detail, we can illustrate a simple algorithm for edge detection with the LPGPCA denoising approach. Considering Figure 2 , the algorithm can be summarized as follows:
Input LPG (1) Firstly, for each noisy input block, the LPG procedure with PCA is employed in order to transform into the PCA domain. Hence, the projection matrix and inverse projection matrix are obtained.
(2) Next, the reference block is decomposed into two distinct gradients using the Canny's derivative operator, horizontal ( G x ) and vertical ( G y ), respectively.
(3) The G x and G y gradients are transformed into the PCA domain by multiplication with the projection matrix.
(4) In the PCA domain, the transformed gradient coefficients are denoised using the LMMSE technique and the denoised domain is reconverted into an image domain where the noiseless form of reference image is presented.
(5) Later, the magnitude or edge strength of the gradients is estimated using the formula G = G x + G y .
(6) Finally, in the postprocessing stage, nonmaximum suppression is carried out, based on an optimized threshold selection method that is presented in Ray's work . [23] .
As noted above, the fundamental contribution of this study is in determining edges in a noisy image by adopting a denoising method, named LPG-PCA and used in the reference work [21] . For this purpose, the projection matrix of the input block is first obtained. Then the vertical (G y ) and horizontal (G x ) derivatives of the input image are computed by operating Canny's edge operator. The obtained orthonormal PCA transformation (P X ) from the noisy block is applied to both G x and G y , so that the horizontal and vertical gradient maps are transformed into the PCA domain. To suppress noise from these gradient maps, the LMMSE technique is performed in the PCA domain and, by using the transpose of the same PCA transformation, the denoised data are reconverted into the image domain. In this way, the noiseless horizontal (G x ) and vertical (G y ) derivative matrices are obtained in order to extract a noisy free edge map.
The main reason for choosing the LPGPCA algorithm for edge detection in a noisy image can be expressed with the special characteristic of the algorithm for preserving the edges by eliminating the noise in vectoral form instead of handling single pixels. In this particular way, a model from the nearest neighbors of the processed pixel is constructed as a vectoral form and the noise level is minimized by applying a noise reduction method. With regard to this property, we have endeavored to make certain improvements to the algorithm for acquiring a noiseless gradient map. As a significant contribution to the proposed method, we decided to ignore the centralizing procedure of the input matrix as fulfilled in the LPGPCA algorithm. The other modification is that the information stated on the noisy derivative is reduced by conducting the LMMSE technique on projected horizontal and vertical gradients. The LPG procedure is only utilized to obtain the projection matrix. For this reason, the modified version of the algorithm could not be considered as a noise removal method for the proposed work.
Once the denoised gradient maps are obtained, the gradient magnitude G at a pixel is then obtained by the formula G = G x + G y . The next step of the LPGPCA is to extract edge points using a nonmaximum suppression procedure based on an optimal threshold selection method. For this purpose, we used an optimized threshold, proposed in Ray's work [23] , based on two parameters: the total number of obtained pixels after NMS and the total number of pixels in the gray image.
Total Number of Black Pixels after NMS Total Number of Pixels in the Image (10) To remove the hysteresis thresholding that was used in Canny's work, a new approach has been put forward to estimate an automatic optimized threshold, as given in Eq. (21), according to Ray's work. Furthermore, it is emphasized that the proposed approach has certain desirable advantages. Firstly, it has the ability to increase/decrease monotonically or remain as it is, and secondly, it can be easily modified according to the desired connectivity and edge segment's size. In Ray's work, a histogram of black pixels, varying with respect to a series of threshold values D E , starting from min to max (e.g., 0 to 255), was plotted in order to optimize the threshold value. As is the nature of the global threshold, it can be observed that the percentage of black pixels decreases when the value of the threshold is increased. Visually, a marked rapid decline is recognized in the amount of detail available in the edge map with an increasing threshold and, beyond a certain level, almost no usable detail is available. To alleviate such problems, it has been considered that standardizing the data obtained with D E is necessary. The formula in Eq. (22) is standardized using the concept of the z-score normalization:
In Eq. (22), Z and x refer to the standardized and prestandardized data, while µ and σ indicate the sample mean and standard deviation. The values of µ and σ are calculated by taking data until D E > = 1. The generated edge map reveals that the general structure of real images and edges are well localized for linking. Moreover, the generated edge map obtained from the aforementioned threshold can easily be incorporated with two considerations: connectivity and object size. An overview of the nonmaximum suppression that is used in this work is given in Eq. (23) .
From Eq. (23), we can easily derive that the performance of the proposed method depends on the threshold selection stage. This is because threshold selection directly affects the performance of an algorithm and also plays a major role in the emergence of satisfactory results. By looking at the objective and subjective experimental results, we noted that the performed optimized threshold is more than adequate for this study.
Using the LPGPCA procedure prior to NMS thresholding is a crucial step in order to obtain better performance and to reduce the running time in the case of edge determination. Furthermore, the performance of algorithms such as Canny depends on an applied and selected NMS procedure. While these methods realize an edge linking procedure in order to connect edge pixels one by one, we can ignore this step and find the obtained results sufficient for the proposed method.
Experimental results
Although many measures have been proposed to evaluate the performance of edge detection, it still remains an open problem due to the fact that there is no a generally agreed definition of 'edge'. For example, Canny considers three criteria, min error rate, well localization, and uniqueness, for assessment of his edge detection performance. According to the survey performed by the referred to work [24] , the proposed measures for the evaluation of the performance of an edge detector can be divided into three different groups: quantitative, qualitative, and hybrid measures. The first group uses objective measures to compute performance by assigning one or more numerical values to an edge image, whereas the second group makes a subjective comparison depending on human interpretation. A third group emerges from a combination of the first and the second group.
To make a benchmark evaluation, the quantitative and qualitative measures are used for comparison purposes. For this purpose, firstly a subjective evaluation is carried out by comparing the visual outputs with the NRED method. Later, a quantitative evaluation is performed with traditional edge detectors and the NRED method using F-measure metric. Finally, another quantitative evaluation is performed with PSOs, Canny, and NRED edge detectors using Pratt's figure of merit (PFOM) metric [25] .
For all the experiments, the parameters of PSO1, PSO2, RRO, and Canny are considered as explained in the study of the PSO edge detector [5] . Moreover, the results of the NRED method are obtained by considering the optimal parameters in the referred to paper [20] . In case of the NRED method, the scale of the anisotropic Gaussian kernels is 16, low and high thresholds are 0.5 and 0.70, and the number of anisotropic directional derivative filters is 16. For the noise-free images, the standard deviation of Gaussian white noise is considered as 0, but for noisy images the level of imposed noise is forwarded as a noise ratio into the algorithm.
It should be noted that all the experiments given in this paper were run on the same hardware (Intel core i5-3210M with 2.5 GHz CPU and 4 GB memory) with software implemented on MATLAB 2013b. Here the standard MATLAB implementations of Canny, Sobel, and Prewitt algorithms are performed.
Qualitative evaluation with traditional methods
A set of subjective results, obtained through the proposed and NRED methods, over ten randomly chosen images from the website of the LSD [26] database (http://demo.ipol.im/demo/gjmr line segment detector/archive), are presented in Figures 3 and 4 in terms of visual evaluation. One important condition is that a developed edge detection method should have a strong and comprehensive capability of working for all types of image.
Input
NRED LPGPCA-ED Input NRED LPGPCA-ED In this respect, we made a direct comparison with the NRED's results in order to expose the performance of the proposed method on both noiseless and noisy images. The proposed method only uses a nonmaximum suppression procedure based on an optimal threshold selection method. Figure 3 presents the ten noise free images, while Figure 4 presents corrupted images with Gaussian 50 dB noise. In the given figures, the second and fifth columns show the NRED's outputs, whereas the third and sixth columns refer to the output of our proposed method. From the output edge maps in Figure 4 , we can see that the LPGPCA-ED algorithm is clearly superior to the NRED method on the images with Gaussian 50 dBs noise. For a visual evaluation, it can be seen that the structure of the images are hidden in the edge maps of the NRED's edge detector, in particular for the noisy version the 'flower' image. On the other hand, the LPGPCA-ED is able to extract edge maps that are more apparent and resistance to noise. At first glance, although the NRED can produce clearer lines in noise-free images, the same performance does not proceed for images corrupted with strong noise. In fact, for almost all edge detection methods, a low-pass filter is applied on the processed image aiming to attenuate the high frequencies of related noisy information. However, it is widely known that using a low-pass filter in order to reduce noise may result in a degradation of grayscale pixel values, thereby destroying the edges. Therefore, a crowded set of filters has emerged in the literature, preserving the edges and smoothing the image at the same time. A visual comparison of certain filters can be found in the website of paper [27] . However, edge extraction is not a fundamental goal of these filters, and they are used as a preprocessing step in computer vision and image processing applications. Although the noise removing procedure is carried out as an individual application, it is sometimes the best choice for utilization in the preprocessing step. In this regard, the procedures for edge detection from a noisy image consist of two stages, which are smoothing the image followed by edge map extraction. In this study, we have combined these stages as a single procedure by obtaining a noise-free gradient map. 
Quantitative evaluation using F-measure
To evaluate the performance of the proposed method objectively, we have used the F-measure (also known as F-score and F-metric) by concentrating on test images of the ROC (http://figment.csee.usf.edu/edge/roc) and RUG (http://www.cs.rug.nl/˜imaging/APD/rug/ rug.html) databases. Since the F-metric is only computed with edge pixels, available source codes of the relevant edge detectors are greatly needed to obtain precision and recall values using pixels. Due to a lack of codes proposed for edge extraction on the given datasets, we made comparison with traditional methods and the NRED method for their simple implantation and their fast run times. Generally, the F-measure is used to crosscheck accuracy by considering precision p and recall r to compute a score. In the context of the F-measure, while 1 indicates a high score, 0 refers to the worst one. Moreover, the F-measure has been employed in several distinct problems, such as boundary detection at a single scale [11] and multiscale [9] , performance evaluation of the segmentation method [28] and [29] , information retrieval [30] , classification [31] , and clustering [29] . The traditional F-measure is the harmonic mean of precision and recall, and computed with the following formulas:
F-measure = 2x precision × recall precission + recall (15) As demonstrated in Table 1 , remarkable results are obtained using the images of the ROC and RUG databases. The ROC database consists of 60 real images, 50 of general objects and 10 of aerial scenes, and their manually specified ground truth segmentation data, whereas the RUG database includes 40 real images and corresponding manually specified ground truth images. Thus, 100 images were used to evaluate the performance of the proposed method in terms of the F-measure. The ROC database [32] was developed to objectively evaluate edge detectors by accurately rating the pixel on the edge map with respect to a specific task. ROC uses real images and considers three values to generate a ground truth, namely, edge, nonedge, or do not count. In other words, the segmented regions and edge pixels included in ground truth (GT) have distinct meanings, i.e. the black pixels represent the edges, the gray represents no edges, and the white represents 'don't care'. The areas classified by neither edge detector nor by GT, are called 'don't care' regions. If a detector marks an edge pixel based on a predefined tolerance or a pixel is marked as edge by either of the two, it is counted as a true positive (TP). If an edge pixel is decided as an 'edge' in a 'nonedge' region, it is considered as a false positive (FP). The 'don't care' regions, which are marked white, are not taken into account. In addition, the points that are nonedge in GT, and are also marked as nonedge in the obtained edge map, are called true negatives (TN). If a pixel is considered as 'nonedge' by GT, but are reported as 'edge' in the output of the detector, then it is accepted as a false negative (FN) . Hence, if a point falls in one of the classes (TP, FP, TN and FN) , then the count of the observed class is increased by 1. In the case of the TP and FN classes, the percentage rate is derived in terms of the total of edge pixels in GT. For the FP and TN, the percentage rate is computed in terms of the corresponding total number of pixels in the image.
To investigate the performance of the proposed method under a noisy environment, the experimental images were corrupted by adding independent identically distributed Gaussian noise. As can be seen from Table 1 , the variances of the imposed Gaussian noise are 10, 20, 30, 40, and 50, for the columns from 4 to 8, respectively. In addition, images in the third column contain no noise. From the 100 noisy images, the performance of four algorithms is compared in respect to the obtained average, min, and max F-measure values.
Undoubtedly, it is clear that the proposed method is superior to the Sobel, Prewitt, Canny, and NRED methods, when the average F-measure (denoted as F-score in Table 1 ) values are taken into account. In Table  1 , min indicates the lowest obtained value of the F-measure, whereas max shows the highest obtained value. At first glance, although in the case of the max values the Canny algorithm is able to extract attractive results and presents amazing competition, the proposed method outperforms the Canny for min and average values in most cases. Furthermore, it can be clearly seen that the performances of the Sobel, Prewitt, Canny, and NRED methods decrease rapidly, whereas the performance of the proposed falls off slowly when the density of noise is increased. This is because our edge detector is more resistant to noise, since the derivative procedure is not carried out. Although the Canny method performs significantly better than the Sobel, Prewitt, and NRED methods, the detected edges are in jagged form, and also many noise spots are produced, even with nonmaximum suppression and dual thresholding, on the postprocessing. Therefore, it shows that the Canny method is still extremely sensitive to Gaussian noise. As a result, the obtained results suggest that the proposed method can be effectively used either to detect edges in noiseless images or in the case of high noise levels.
Finally, our min values and Canny's related scores method, given in Table 1 , are presented in Figure 5 . Canny's max values and our related scores, given in Table 1 , are presented in Figure 6 . Again, the last rows of Figures 5 and 6 present the visual results of the NRED algorithm on the given images. In both figures, the variances of imposed Gaussian noise are 10, 20, 30, 40, and 50, for columns 2 to 6, respectively. However, images in the first column contain no noise. The second row indicates ground truth images. The third and fourth rows present the edge maps obtained from the LPGPCA ED and Canny edge detectors, respectively. Moreover, the results of the NRED are given in the last row of Table 1 in order to make a benchmark evaluation. The obtained F-measure results are given under the related image. Obviously, it can be seen that our method is resistant to high level noise ratio, whereas other methods are unable to retain their quality in high level noise conditions. For the bear image in Figure 5 , LPGPCA-ED is able to produce very clear edges, but a large portion of the edges were missing in the images with less noise level. When the pattern of the face of the bear in Figure  5 (a) is considered, the edges detected by Canny are jagged in the case of high level noise (especially around the nose); however, with our LPGPCA method, the edges are preserved. Moreover, the quality of output produced by the NRED method worsens when the noise level is increased. For the egg image in Figure 6 , the edge maps obtained from Canny contain certain rough edges. Therefore, it can be said that the proposed method is robust and useful for noisy images. Again, the performance of the NRED method reaches min level in the case of high level noise.
Quantitative evaluation using PFOM metric
For the comparison stage, the results of LPGPCA-ED are compared with recently proposed noisy edge detectors, namely the PSOs, RRO, and NRED methods, and the Canny method, and are exhibited in Table 2 . The PFOM values of the PSOs, RRO, and the Canny methods have been taken from referenced study [5] . PFOM is widely used for assessing the performance of edge detector methods. The formula of PFOM is 
where I E and I GT refer to the total number of detected edge points from the proposed method and that already given in related ground truth image, respectively, e(i) indicates the value of error in terms of edge point localization (i.e. the distance between an edge pixel and the nearest edge pixel of ground truth), and κ denotes the scale constant, typically chosen as 1/9. As is emphasized in [12] , the larger value of PFOM indicates better performance and the ideal value is 1. Table 2 shows the obtained PFOM values from the test images after NRED, PSO1, PSO2, and RRO. The experimental images and their ground truths were taken from the website given in [33] and have been tested in study [34] . To obtain experimental results, different levels of Gaussian and impulsive noise have been imposed on four different images, named saturn, cube, wall, and street. In Table 2 , G6, G10, G14, G18, and G22 refer to peak signal noise ratios (PSNR) from 6 dB to 22 dB for Gaussian noise and I0.1, I0.2, I0.3, I0.4, and I0.5 refer to noise probability from 0.1 to 0.5 in the case of impulsive noise. By considering the quantitative results from Table 2 , it can be inferred that the performance of the LPGPCA-ED method is substantially better than that of the others. Moreover, the performance of all the detectors in the case of Gaussian noise is much better than for impulsive noise when considering the numerical results. Interestingly, specifically for the Gaussian noise, the performance of PSO1, PSO2, RRO, and NRED decreases in parallel to the noise ratio, whereas the performance of LPGPCA-ED rises when the noise level increases. This is because the proposed method is not based on a derivative procedure that makes the displacement on the location of pixels and is sensitive to noise. It can be clearly seen that for Gaussian noise the performance of LPGPCA-ED is readily observable. Although the NRED method presents better results than the other methods in the case of low level impulsive noise, for high level noise, the results of the proposed method are better than those of NRED.
The obtained superior results could be attributed to the employment the LPGPCA procedure for edge strength detection for which noisy pixels are recovered by cleaning noisy coefficients in the PCA domain. In contrast to our method, the others proposed to extract edges from noisy images do not make an effort as realized in our method and directly attempt to reveal edge pixels with two consecutive stages, namely edge map extraction and thresholding. However, since imposing noise onto an image changes the regulation among pixels, it is essential to restore the pixels that are exposed to the deformation and corruption by external means. Therefore, we applied the LMMSE procedure to regulate noise level and extract good quality edge maps. Additionally, the NMS procedure is based on the histogram of block pixels as described in the thresholding stage. In this respect, the PFOM values may vary with respect to different noise levels.
Additionally, the running times of the LPGPCA-ED, PSOs, and NRED methods are compared for the sake of speed evaluation. According to the study of the PSO edge detector [5] , the execution time of PSO1 was usually between 50 and 70 s, while that of PSO2 was between 40 and 50 s. In addition, the proposed method shows similar periods in average execution time for images corrupted with Gaussian and impulsive noise at about 60 and 50 s, respectively. However, the elapsed running time for the NRED method is between 10 and 15 s. Although the running time of the proposed method is longer than that of the NRED method, new ways for reducing computation time will be investigated, implementing the algorithm on new platforms with different programming languages, i.e. OPENCV and C ++, or by optimizing the code. Generally, most of the elapsed time is wasted whilst using the block matching technique for grouping similar pixels. With block matching, different homogeneous regions are constructed in order to suppress noise without ruining edges. As a result, when considering the execution time, if the size of the blocks is reduced then the running time will similarly decrease.
Conclusion
In this paper, we propose a new edge detection model based on the concept behind LPGPCA based noise suppression. The experimental results indicate that the proposed edge detection method works efficiently on images influenced by noise and presents the best performance in terms of similarity to the desired edges. Consequently, after a comparative evaluation with traditional and recently proposed edge detectors, the advantages of the proposed method are that LPGPCA-ED is robust against noise, extracts clear continuous edges, preserves the structure of objects situated in the processed image, and gives remarkable results in terms of F-measure and PFOM metrics.
