Abstract. The notions of p-convexity and q-concavity are mostly known because of their importance as a tool in the study of isomorphic properties of Banach lattices, but they also play a role in several results involving linear maps between Banach spaces and Banach lattices. In this paper we introduce Lipschitz versions of these concepts, dealing with maps between metric spaces and Banach lattices, and start by proving nonlinear versions of two well-known factorization theorems through Lp spaces due to Maurey/Nikishin and Krivine. We also show that a Lipschitz map from a metric space into a Banach lattice is Lipschitz p-convex if and only if its linearization is p-convex. Furthermore, we elucidate why there is such a close relationship between the linear and nonlinear concepts by proving characterizations of Lipschitz p-convex and Lipschitz q-concave maps in terms of factorizations through p-convex and q-concave Banach lattices, respectively, in the spirit of the work of Raynaud and Tradacete.
Introduction
The classical examples of Banach spaces of functions or sequences (say, L p [0, 1] or c 0 ) come naturally endowed with an order structure that is compatible with the norm, and this is often a useful tool. Banach spaces with such "extra" order structure are called Banach lattices, and, paraphrasing Lindenstrauss and Tzafriri [LT79] , this additional ingredient makes the theory of Banach lattices in some regards simpler, cleaner and more complete than the theory for general Banach spaces. For a Banach-space flavored study of the fundamentals of the theory of Banach lattices, the reader is referred to [LT79] . Because of the extra structure present in Banach lattices, the morphisms of interest are not just bounded linear maps but in fact maps that take advantage of the order. Two of the most important classes of such maps are the p-convex and q-concave ones. These two notions play an important role in the study of isomorphic properties of lattices, for example uniform convexity in Banach lattices [LT79, Sec. The smallest such constant M is denoted M (q) (S). The constants M (p) (T ) and M (q) (S) are called the p-convexity constant of T , respectively q-concavity constant of S. When we say that a Banach lattice E is p-convex (resp. qconcave) we mean that the identity map I E : E → E is p-convex (resp. q-concave).
In this paper we develop nonlinear counterparts of these two concepts, considering Lipschitz maps between a metric space and a Banach lattice, and show how some of the elementary results from the theory of p-convex and q-concave maps admit generalizations to the Lipschitz setting. The rest of the paper is organized as follows. In Section 2 we recall some preliminaries that will be needed in the sequence. In Section 3 we prove a nonlinear version of the Maurey/Nikishin factorization theorem, which suggests our definition of Lipschitz p-convex maps. We then prove that a map is Lipschitz p-convex if and only if its canonical linearization is p-convex. In Section 4 we introduce the concept of Lipschitz q-concave maps, and prove that the composition of a Lipschitz p-convex map followed by a Lipschitz p-concave one factors through an L p space, a nonlinear version of a theorem due to Krivine. Finally, Section 5 makes clear why there is a close parallel between the linear and nonlinear situations. This is done by proving characterizations of Lipschitz p-convex and Lipschitz q-concave maps in terms of factorizations through p-convex and q-concave Banach lattices, respectively. This is a nonlinear generalization of the work of Raynaud and Tradacete [RT10] .
Notation and preliminaries
For the basic background and notation on Banach lattices, the reader is directed to [LT79] . We use the convention of having pointed metric spaces, i.e. with a designated special point always denoted by 0. As customary, if E is a Banach space then B E denotes the closed unit ball of E and E * its linear dual. If X is a metric space, Lip 0 (X, E) denotes the Banach space of Lipschitz functions T : X → E such that T (0) = 0, with addition defined pointwise and the Lipschitz constant Lip(T ) as the norm of T . We use the shorthand X # := Lip 0 (X, R).
Let us recall the definition and basic properties of the space of Arens and Eells [AE56] . We follow the presentation in [Wea99] . A molecule on a metric space X is a finitely supported function m : X → R such that x∈X m(x) = 0. For x, x ′ ∈ X we denote by m xx ′ the molecule χ {x} − χ {x ′ } . The simplest molecules, i.e. those of the form am xx ′ with x, x ′ ∈ X and a a real number are called atoms. It is easy to show that every molecule can be expressed as a sum of atoms (for instance, by induction on the cardinality of the support of the molecule). The Arens-Eells space of X, denoted F (X), is the completion of the space of molecules with the norm (2.1) 
Moreover, for any Banach space E and any Lipschitz map T : X → E with T (0) = 0 there is a unique linear mapT :
Because of the universal property (iii), the space F (X) is also called the free Lipschitz space of X, or simply the free space of X. These spaces have been recently used as tools in nonlinear Banach space theory, see [GK03] , [Kal04] and the survey [GLZar] .
Lipschitz p-convex maps
The concept of Lipschitz p-convex map was inspired by our discovery of the following non-linear version of the Maurey/Nikishin factorization theorem. The proof presented here follows very closely the presentation of Albiac and Kalton [AK06, Thm. 7.1.2].
Theorem 3.1. Let X be a metric space and µ be a σ-finite measure on some measurable space (Ω, Σ) and 1 ≤ q < p < ∞. Suppose that T : X → L q (µ) is a Lipschitz map and C > 0. The following are equivalent:
(a) There exists a density function h on Ω such that
As in the linear case, condition (a) is equivalent to the existence of a factorization diagram
where S is a Lipschitz function with Lip(S) ≤ C and the isometry j has, in fact, range L q (A, µ) where A = {h > 0}. Also, if we consider X as a pointed metric space with a designated point 0 ∈ X and impose the condition T (0) = 0, condition (3.2) can be replaced by the somewhat simpler one
Proof of Theorem 3.1. Without loss of generality, via a first change of density, we may assume that µ is in fact a probability measure.
(a) ⇒ (b) Let x 1 , . . . , x n , x ′ 1 , . . . , x ′ n ∈ X and λ 1 , . . . , λ n ≥ 0. Since µ is a probability space and q < p, the L q (hdµ) norm is smaller than the L p (hdµ) norm and thus
Assume C is the best constant in (3.3). Without loss of generality, we can assume C = 1 (by considering T /C instead of T ).
Let
and let W be the closure of W 0 in L 1 (µ). Since 1 is the best constant in (3.3),
is a convex set. Let f, g ∈ W 0 and a, b ≥ 0 with a+b = 1. From the definition of W 0 , there exist x 1 , . . . , x n , x ′ 1 , . . . , x ′ n ∈ X and λ 1 , . . . , λ n ≥ 0 such that
and there also exist y 1 , . . . , y m , y ′ 1 , . . . , y ′ m ∈ X and σ 1 , . . . , σ m ≥ 0 such that
, and since
we conclude that af p/q + b p/q q/p ∈ W 0 and therefore W p/q 0 is a convex set. CLAIM 2: There exists h ∈ W such that hdµ = 1. Since µ is a probability measure, the map f → f dµ is a continuous linear functional and therefore it will suffice to show that W is a weakly compact set in L 1 (µ). By definition, W is norm closed. Moreover, it is convex so W is weakly closed.
In order to show that W is weakly compact, all that is left to check is equi-integrability. Suppose that W is not equi-integrable. Then there exist δ > 0, a sequence (E n ) ∞ n=1 of disjoint subsets of Ω and a sequence (f n ) ∞ n=1 in W such that for all n ∈ N, En f n dµ > δ.
Thus given any N ∈ N, since the sets (E n ) are disjoint,
By Claim 1, this last integral is at most 1, so δ ≤ N q/p−1 . Since q/p < 1, this is a contradiction for large enough N . Now, let f ∈ W and τ > 0. By Claim 1,
so, since 0 < q/p < 1,
from where we get (3.2). by considering f of the form
Letting τ → 0 + , the left-hand side of (3.7) converges to q/p. By Fatou's lemma, the right-hand side is at least
By considering once more f of the form
Note that the equivalent conditions in Theorem 3.1 are in fact equivalent to the p-convexity of the linear extensionT :
If we have a Lipschitz factorization as in (3.4), that immediately gives a linear factorization
and vice versa; such a linear factorization ofT is equivalent to the pconvexity ofT by the classical Maurey/Nikishin theorem. Hence, the following definition is a natural one: Definition 3.2. Let 1 ≤ p ≤ ∞. Let X be a metric space and E a Banach lattice. A Lipschitz map T : X → E is called Lipschitz p-convex if there exists a constant C ≥ 0 for any x j , x ′ j ∈ X and λ j ≥ 0,
(with the obvious adjustment if p = ∞). The smallest such constant C is called the Lipschitz p-convexity constant of T and is denoted by M
Note that this is a generalization of the linear concept: a linear map T : X → E from a Banach space X to a Banach lattice E is p-convex if and only if it is Lipschitz p-convex, and with the same constant.
One could be tempted to follow the footsteps of [FJ09] and "get rid of the constants" in the Lipschitz p-convexity condition; that is, checking that it suffices to have the condition with all λ j being equal to 1. For that to be true we need extra continuity conditions on the lattice, so we do not take such simplification as the definition of Lipschitz p-convexity.
The situation of Theorem 3.1, where a Lipschitz map turned out to be Lipschitz p-convex if and only if its linearization is p-convex, is in fact the general case as demonstrated below. Proof. The "if" part is trivial: p-convexity ofT clearly implies Lipschitz p-convexity of T with no increment in the constant, since
, the latter is bounded by
The Lipschitz p-convexity of T allows us to bound this by
Since the ϕ * j ∈ L * were arbitrary, this means thatT * :
Let us note that the argument in the previous result is based on the duality between p-convexity and p ′ -concavity, so it seems unlikely that it could be used to prove a similar result for other classes of maps obtained by replacing the expression
by other homogeneous functions given by the Krivine functional calculus for Banach lattices. 
Lipschitz q-concave maps
Following up on the previous work on p-convexity we now point our attention to the natural companion concept, that of Lipschitz q-concavity.
Definition 4.1. Let X be a metric space and E a Banach lattice. A map T : E → X is called Lipschitz q-concave if there exists a constant C ≥ 0 such that for any v j , v ′ j ∈ E and any λ j ≥ 0,
The smallest such constant C is the Lipschitz p-concavity constant of T and is denoted by M Lip (p) (T ). This time we can apply the idea from [FJ09] and note that it suffices to check the condition with all the λ j being equal to one. From that it one can deduce the same inequality for integer values of λ j , hence rational values, and for arbitrary values of λ j we approximate with increasing sequences of rationals. We will primarily be interested in the case when X is a Banach space. Note that when X is a Banach space and T : E → X is linear, clearly T is p-concave if and only if it is Lipschitz p-concave (and with the same constant).
Unlike in the Lipschitz p-convexity situation, there is no natural candidate for a linearized map that is q-concave if and only if T is Lipschitz q-concave, because now the metric space is not the domain and thus there is no canonical linearization.
The following factorization theorem and its proof are inspired by the corresponding result for linear maps proven by Krivine [Kri74] 
Proof. Let I T be the (in general non-closed) ideal of E generated by the range of T . We define new operations on I T as in the usual p-concavification procedure, that is, for x, y ∈ I T and real α put
and letǏ T denote the vector lattice obtained when I T is endowed with the original order and the operations ⊕, ⊙. Set
and
where both convex hulls are taken in the sense ofǏ T , i.e. using the operations ⊕, ⊙. If x belongs to F 1 , then it can be written the form j α j ⊙ x j where
On the other hand, if x belongs to F 2 then it can be written as j β j ⊙ x j where β j ≥ 0, j β j = 1 and x j ≥ η j |y j − y ′ j | with η j ≥ 0 and
Hence, F 1 ∩ F 2 = ∅ and since 0 is an internal point of F 1 it follows from the separation theorem that there exists a linear functional ϕ onǏ T such that ϕ(x) ≤ 1 for all x ∈ F 1 and ϕ(x) ≥ 1 for all x ∈ F 2 . Note that from the definition of F 2 , for any positive real α, any positive x inǏ T and any x 0 ∈ F 2 we have that α ⊙ x ⊕ x 0 belongs to F 2 . It follows that ϕ(x) ≥ 0 whenever 0 < x ∈Ǐ T and, thus, we can define a seminorm on I T by putting
Let α be a real number and x ∈ I T . Then
Let x, y ∈ I T . Note that |x| + |y| = |x| 1/p ⊕ |y| 1/p p . On the other hand, from the lattice functional calculus and Hölder's inequality, whenever α and β are positive reals with α p ′ + β p ′ = 1 we have
we satisfy the condition α p ′ + β p ′ = 1, while
and thus x + y 0 ≤ x 0 + y 0 . Observe now that for any x, y ∈ I T we have |x| + |y| ≥ |x| p + |y| p 1/p ≥ |x| ∨ |y| since these inequalities are valid for reals. By the fact that ϕ is non-negative, we get that
This inequality concerning · 0 clearly remains valid in the completion Z of I T modulo the ideal of all x ∈ I T for which x 0 = 0. Therefore, if |x| ∧ |y| = 0 for some x and y in the lattice Z then (recalling that |x| ∧ |y| = |x| + |y| − |x| ∨ |y|) we obtain
Let T 1 : X → Z be defined by 
Factorization theorems
In this section we prove some results that make very clear why our Lipschitz versions of the Maurey/Nikishin and Krivine factorization Theorems hold. They are nonlinear generalizations of the beautiful factorization theorems of Raynaud and Tradacete [RT10] , that characterize p-convex and q-concave linear maps in terms of factorizations through p-convex and qconcave Banach lattices. Proof of Theorem 5.1. We will assume that 1 ≤ p < ∞, the proof of the case p = ∞ can be obtained via the usual changes.
If we do have such a factorization, consider x j , x ′ j ∈ X. By the positivity of ψ, using [LT79, Prop. 1.d.9] and the q-convexity of W ,
Now let T : X → E be Lipschitz p-convex. Consider the set
where λ i ≥ 0 and
We can consider the Minkowski functional defined by its closureĀ in E,
ClearlyĀ is solid, and since T is Lipschitz p-convex, it is also a bounded subset of E. Let us consider the space W = {z ∈ L : z W < ∞}. We claim that for any z 1 , . . . , z n in W it follows that
is in W and moreover
Given ε > 0, for each i = 1, . . . , n there exist µ i with z i ∈ µ iĀ such that µ 
Moreover, we will show that for every δ > 0, w δ belongs to
. Therefore, from the definition of · W and the choice of µ i ,
Letting ε go to 0, we conclude
It follows that the Minkowski functional · W is in fact a norm on W . Sincē A is bounded, z W = 0 implies that z = 0. Moreover if u, v ∈ W are not zero, set
Since ũ W = ṽ W = 1, α, β ≥ 0 and α + β = 1 we have
Thus, (W, · W ) is a p-convex normed lattice with constant 1. Let (
be a Cauchy sequence in W . Since for every z ∈ E it holds that
is also a Cauchy sequence in E and this has a limit w in E. Notice that since the w i are bounded in W , there exists some finite µ such that w i ∈ µS for every i ∈ N and sinceS is closed in E, we must have w ∈ µS. Thus, w belongs to W , and we will show that (w i ) ∞ i=1 converges to w also in W . To this end, let ε > 0. Since (w i ) ∞ i=1 is a Cauchy sequence, there exists N ∈ N such that w i − w j ∈ εS whenever i, j ≥ N . Thus, if i ≥ N we can write w − w i = (w − w j ) + (w j − w i ) for every j ≥ N , and letting j → ∞ we obtain that w − w i ∈ εS. This shows that (w i ) ∞ i=1 converges to w in W , hence W is complete and therefore a Banach lattice.
Let us observe that from the definition of W we clearly have T x − T x ′ W ≤ d(x, x ′ ) for every x, x ′ ∈ X, so the map R : X → W given by Rx = T x is Lipschitz with Lip(R) ≤ 1. Moreover, as noticed above it also holds that z E ≤ M Similarly to the notation in [RT10] , since the lattice W constructed in the proof of Theorem 5.1 depends on T and p we will denote it by W T,p . As in [RT10, Remark 4], note that whenever 1 ≤ p ′ ≤ p and T : X → E is Lipschitz p-convex, it always holds that the inclusion W T,p ′ → W T,p has norm at most one. Moreover, as in [RT10, Remark 5], note that when E is a p-convex Banach lattice and T is the identity map on E, then W T,p is a renorming of E with p-convexity constant equal to one. The Banach lattice W T,p also satisfies a certain minimality property that follows from [RT10, Prop. 4], see that paper for the details. 
Remark 5.4. The proof in our case is inspired by the linear one, but as far as we can tell the Lipschitz case does not follow from the linear one. Unlike in the case of Theorem 3.3, it does not seem to be possible to fully reduce Lipschitz q-concave maps to (linear) q-concave maps. However, comparing Theorem 5.3 with [RT10, Thm. 1] shows that Lipschitz q-concave maps are in fact (linear) q-concave maps followed by Lipschitz maps.
Proof if Theorem 5.3. The case q = ∞ is trivial because every Banach lattice is ∞-concave, so let us assume that 1 ≤ q < ∞. The specific construction carried out below, however, has an analogue in the case q = ∞.
First, let us assume that such a factorization exists. Consider u j , u ′ j ∈ E. By the positivity of φ, using [LT79, Prop. 1.d.9] and the q-concavity of V ,
Moreover, we claim that ρ is a lattice seminorm on E. First notice that for any u, v ∈ E and λ ≥ 0, it is clear that ρ(λu) = λρ(u) and that |v| ≤ |u| implies ρ(v) ≤ ρ(u). To prove the triangle inequality, let u, v ∈ E and w = |u| + |v|, and let I w ⊂ E be the ideal generated by w in E, which is identified with a space C(K) in which w corresponds to the function identically equal to 1 [Sch74, II.7]. Given ε > 0, find w 1 , w ′ 1 , . . . , w n , w ′ n ∈ E and λ 1 , . . . , λ n ≥ 0 such that
Since u, v ∈ I w , they correspond to functions f, g ∈ C(K) such that |f (t)| + |g(t)| = 1 for all t ∈ K. Similarly, each w j − w ′ j corresponds to h j ∈ C(K) with ( n j=1 λ j |h j (t)| q ) 1/q ≤ 1 for all t ∈ K. Let us now consider
which belong to C(K) and satisfy
This means there are u j , v j ∈ I w ⊂ E with u j + v j = w j − w ′ j for each 1 ≤ j ≤ n and satisfying Notice that w j − u j = v j + w ′ j , and hence
Then,
and thus ρ(u + v) ≤ ρ(u) + ρ(v) + ε. Letting ε go to 0, we have proved that ρ satisfies the triangle inequality.
Let V denote the Banach lattice obtained by completing E/ρ −1 (0) with the norm induced by ρ, and let ϕ be the quotient map E → E/ρ −1 (0) seen as a map to V . For u ∈ E let us define S(φ(u)) = T (u). Since d T u, T v ≤ ρ(u − v) for any u, v ∈ E the map S is well defined on E/ρ −1 (0). Moreover, since X is complete we can extend S to a Lipschitz map S : V → X such that Lip(S) ≤ 1 and T = Sϕ.
Now consider {u
in E, and let ε > 0. For each i = 1, . . . , n there exist {v i j , w i j } k i
j=1 in E and nonnegative numbers {λ i j }
Adding up, we have that
Letting ε go to 0 we conclude that the normed lattice E/ρ −1 (0) is q-concave with constant 1, and thus so is its completion V . Finally, note that
Since the lattice V constructed in the previous proof depends on the map T : E → X and q, we will denote it by V T,q whenever needed. As pointed out in the proof, V T,q has q-concavity constant one. In particular if E is qconcave and T is the identity on E, then V T,q is the usual lattice renorming of E with q-concavity constant one.
The factorization given by the proof of Theorem 4.2 is maximal in a certain sense, as the following proposition shows. We omit the proof, since it is an easy combination of that of [RT10, Prop. 2] and the ideas we used to prove Theorem 5.3.
Proposition 5.5. Let E be a Banach lattice, X a complete metric space, 1 ≤ q ≤ ∞ and T : E → X be a Lipschitz q-concave map. Suppose that T factors through a q-concave Banach latticeṼ with factors A : E →Ṽ and B :Ṽ → X, such that A is a lattice homomorphism whose image is dense inṼ , B is a Lipschitz map, and 
where W (resp. V ) is a p-convex (resp. p-concave) Banach lattice with constant 1, τ and σ are Lipschitz maps with constant at most 1, and ψ (resp. φ) is a lattice homomorphism of norm at most M Theorem 5.10. Let T : X → Y be a linear map between a Banach space X and a dual Banach space Y , and assume that T admits a factorization T = T 2 T 1 where T 1 is Lipschitz p-convex and T 2 is Lipschitz q-concave, with 1 ≤ q < p < ∞. Then there is also a factorization T = τ 2 τ 1 where τ 1 is p-convex and τ 2 is q-concave, and moreover
Proof. By Proposition 5.7, T can be factored as
Let's assume first that X is separable. Since L p (µ) is reflexive (hence has the Radon-Nikodým property), it follows from [BL00, Thm. 6.42] that B has a point of Gâteaux differentiability. By translations we can assume that B is Gâteaux differentiable at 0, and also that
For each z ∈ L q (µ), letÃ(z) be the weak * limit of (A n (x)) ∞ n=1 along a fixed free ultrafilter of natural numbers. Using the norm convergence of B n (x) to β(x), we deduce thatÃ•i p,q •β = T . Note that β ≤ Lip(B) and Lip(Ã) ≤ Lip(A). SinceÃ is linear on i p,q • β(X), by [BL00, Thm. 6.42] there is a linear operator α : L q (µ) → Y that coincides withÃ on i p,q • β(X) and satisfies α ≤ Lip(Ã). The maps τ 1 = i p,q • β and τ 2 = α give the desired factorization.
For a nonseparable Banach space X, we can apply the previous argument to the restrictions of T to finite-dimensional subspaces of X. Taking an ultraproduct over an ultrafilter on the family of those subspaces, we obtain a factorization
By taking weak * limits over the ultrafilter, we can replace Y U by Y in the above diagram to get a linear factorization of T : X → Y through an ultraproduct of the inclusion maps i j p,q . By Kakutani's representation theorem, L q (µ j ) U is lattice isometrically isomorphic to L q (ν) for some measure ν. The map (i j p,q ) U is positive and hence p-convex, because L p (µ j ) U is p-convex, so by the Maurey/Nikishin factorization theorem (i
, giving the desired result.
Remark 5.11. When q = 2 Theorem 5.10 holds for a general Banach space Y , because in a Hilbert space all subspaces are 1-complemented.
5.4. Factorization for maps that are both Lipschitz p-convex and Lipschitz q-concave. In [RT10, Sec. 5] the natural question of factorizations for operators that are both p-convex and q-concave is studied, and in this section we consider the Lipschitz counterpart.
The motivation is simple: if we have a Lipschitz map T : E → F between Banach lattices E and F that is both Lipschitz p-convex and Lipschitz qconcave, we know from Theorems 5.1 and 5.3 that T can be factored through a p-convex Banch lattice and also through a q-convex Banach lattice. Could we have both conditions at the same time? Note that from the same Theorems, if the map T has a factorization of the form
where φ and ψ are positive linear maps, E 1 is q-concave, F 1 is p-convex and R is a Lipschitz map, then T is both Lipschitz p-convex and Lipschitz q-concave. The question is then: if the map T : E → F is Lipschitz p-convex and Lipschitz q-concave, do there exist maps T 1 and T 2 , such that T = T 1 T 2 , where T 1 is Lipschitz p-convex and T 2 is Lipschitz q-concave?
The answer to the corresponding linear question is negative, as shown in [RT10, Sec. 5], and it turns out that allowing for Lipschitz maps does not change that. Thanks to the following Theorem, the linear examples will also work in the Lipschitz context. Theorem 5.12. Let T : E → F be a linear map between Banach lattices E and F , and assume that T admits a factorization T = T 2 T 1 where T 1 is Lipschitz q-concave and T 2 is Lipschitz p-convex. Then there is also a factorization T = τ 2 τ 1 where τ 1 is q-concave and τ 2 is p-convex, and moreover M (p) (τ 2 ) ≤ M Proof. Apply the factorization Theorems 5.1 and 5.3 to obtain
where G, W and V are Banach lattices with W (resp. V ) being p-convex (resp. p-concave) with constant 1; R and S are Lipschitz maps with constant at most 1, and ψ (resp. φ) is a lattice homomorphism of norm at most M
Lip (T 2 ) (resp. M Lip (q) (T 1 ) ) that is injective (resp. has dense range). Let J = RS. We claim that J is a linear map. Given u, v ∈ V , choose sequences (u n ) ∞ n=1 , (v n ) ∞ n=1 in V such that φ(u n ) → u and φ(v n ) → v. Since φ is linear and continuous, φ(u n + v n ) → u + v. T is also linear, so ψJφ(u n + v n ) = ψJφ(u n ) + ψJφ(v n ) = ψ(Jφ(u n ) + Jφ(v n )). We conclude that ψJ(u + v) = ψ(J(u) + J(v)), and by the injectivity of ψ, J is linear. Choosing τ 1 = Jφ and τ 2 = ψ, we get that τ 1 is q-concave and τ 2 is p-convex, and in addition M (p) (τ 2 ) ≤ M Even though the naïve factorization scheme for linear maps that are both p-convex and q-concave did not work out, Raynaud and Tradacete were able to prove that if one "gives up" a little on the exponents of convexity and concavity involved, one still gets such a factorization [RT10, Thm. 15]. The following would be a Lipschitz version of that result.
Question 5.14. Suppose that a Lipschitz map T : E → F between Banach lattices is Lipschitz p-convex and Lipschitz q-concave, with 1 < p ≤ ∞ and 1 ≤ q < ∞. Can we find 1 < p 0 < p and q < q 0 < ∞ so that there is a factorization of T as [Cal64] . Complex interpolation, however, is not well suited to work with Lipschitz maps. The results available, e.g. the main one from [Ber84] , require strong extra assumptions due to the fact that a Lipschitz function generally does not preserve analyticity.
