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Abstract
Subharmonic functions associated with the stationary Schro¨dinger
operator are weak solutions of the inequality ∆u − c(x)u ≥ 0 under
appropriate assumptions on the potential c. We derive for these func-
tions analogs of several classical results on analytic and subharmonic
functions such as the Phragme´n-Lindelo¨f theorem with the precise
growth rate, the Blaschke theorem on bounded analytic functions, the
Carleman formula, the Hayman-Azarin theorem on the asymptotic be-
havior of special subharmonic functions in many-dimensional cones.
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1 Introduction
Some essential properties of holomorphic functions are valid for F. Riesz sub-
harmonic functions, that is, for locally-summable solutions of the inequality
∆u ≥ 0, where ∆ = ∂2
∂x21
+ · · ·+ ∂2
∂x2n
is the Laplace operator - see, for exam-
ple, the monograph of W. Hayman and P. Kennedy [29]. In many issues the
Laplacian can be replaced by a more general partial differential operator.
We study from this point of view generalized subharmonic functions,
called here c− subfunctions, associated with a stationary Schro¨dinger oper-
ator
Lc = −∆+ c(x)I (1.1)
with a potential c(x), I being an identical operator. These are subsolutions
of the operator (1.1), that is, weak solutions of the inequality
∆u(x)− c(x)u(x) ≥ 0.
An equivalent definition, similar to F. Riesz’ definition of the subharmonic
functions, and exact assumptions on the potential c(x) will be stated in
Section 2.
In this work we extend several results, concerning analytic and subhar-
monic functions, onto the generalized subharmonic functions. In Section 3
we generalize the Phragme´n-Lindelo¨f theorem with the precise estimate of
the limit growth rate. A general Phragme´n-Lindelo¨f principle claims that,
given a class F of functions in a domain Ω with a distinguished boundary
point ξ ∈ ∂Ω, there exists the limit rate, depending on the domain Ω and
the class F, such that if a function f ∈ F is upper bounded on ∂Ω \ {ξ},
then either f is upper bounded throughout the entire domain Ω or else f(x)
must grow at least with this limit rate when Ω ∋ x→ ξ. In Theorem 3.1 we
consider c−subfunctions in a cone KD generated by a domain D on the unit
sphere and show that the limit growth is given by an increasing solution of
the equation
y′′(r) + (n− 1)r−1y′(r)− (λ0r−2 + q(r)) y(r) = 0, (1.2)
where λ0 is the smallest eigenvalue of the Laplace-Beltrami operator in D
and q is any nonnegative radial minorant of the potential c.
With regard to this theorem, we want to mention the following substan-
tial circumstance. It turns out (under some mild regularity conditions - see
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Section 3) that if |x|2c(x) → ∞ as → ∞, then the lowest possible growth
in a cone KD of a subfunction u, which is upper bounded at the boundary
of the cone, is exponential rather than power as in the case of the Lapla-
cian. Moreover, this lowest growth does not depend on the geometry of
the spherical domain D and coincides with the precise growth rate in the
Liouville theorem for c−harmonic functions in the entire space. A version
of the Liouville theorem for c−harmonic functions is also proven in Section 3.
In Section 5 we prove a ”sub”-analog of the Blaschke theorem on bounded
analytic functions. The theorem asserts that if zk, k = 1, 2, . . ., are the zeros
of a bounded analytic function in the unit disk in the complex plane, then∑
k(1 − |zk|) < ∞. Our generalization of this theorem involves the Riesz
measure dµ of a subfunction u in a cone KD and requires the convergence of
two integrals ∫
KD1
V (r)ϕ0(θ)dµ(r, θ) <∞
and ∫
KD\KD1
W (r)ϕ0(θ)dµ(r, θ) <∞,
where V and W are increasing and decreasing, respectively, solutions of the
ordinary differential equation (1.2), ϕ0(θ) is a positive eigenfunction of the
Laplace-Beltrami operator in D, and KD1 is the truncated cone K
D∩B(0, 1).
To prove this theorem, we extend the Carleman formula, well-known in the
case of analytic functions, to the Schro¨dinger operator Lc. This generaliza-
tion is of its own interest and can be carried over more general classes of
operators. The existence and asymptotic properties of special solutions V
and W are discussed in Appendix C.
In Section 6 we are concerned with the W. Hayman - V. Azarin theorem
[6] on the asymptotic behavior of subharmonic functions in n−dimensional
cones. The original theorem of W. Hayman [28] states that if u is a subhar-
monic function in a half-plane, then under certain restrictions on its growth
there exists the limit limr→∞ r
−1u(reiθ), provided that z = reiθ approaches
infinity avoiding some small exceptional set. In particular, this means that
u cannot decay too fast when z → ∞. We generalize this statement onto
subfunctions in many-dimensional cones.
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In the proofs we use the bilinear series representation and estimates for
Green’s function of the operator Lq in cones derived in Section 4. These
estimates generalize the known ones for the Laplacian [6]. In Sections 3 - 6
we deal with subfunctions in cones. In Section 7 we restate our results for
the subfunctions in tube domains. Our results can be also extended onto the
case of a general second-order self-adjoint elliptic operator
−
n∑
i,j=1
∂
∂xi
(aij(x)
∂u
∂xj
) +
n∑
i=1
bi(x)
∂u
∂xi
+ c(x)u(x)
with sufficiently smooth coefficients aij and bi.
Our proofs essentially use not only representation and estimates but also
some other properties of the Green function G(x; y) of the operator Lc with
the Dirichlet boundary conditions, properties of the eigenvalues and eigen-
functions of the Laplace- Beltrami operator ∆∗ in domains on the unit sphere
Sn−1 ⊂ Rn, and asymptotic properties of radial solutions of the operator Lq
with a radial potential q = q(r), that is, solutions of (1.2). These results
are mostly known, but we often need them under less restrictions on the
smoothness of boundaries and potentials, than we were able to locate in
the literature. Due to this reason and for the sake of completeness we have
included proofs of some of these results. We presented them in three ap-
pendices. Properties of Green’s function of the operator Lc are studied in
Appendix A. In particular, we prove1 that for the class of potentials under
consideration Green’s function of Lc exists simultaneously with Green’s func-
tion of the Laplacian, namely, in any domain whose boundary is not a polar2
set (Cf. [29], Theorem 5.24).
It is worth mentioning that these results have clear physical interpreta-
tion - see Remark A.4 in Appendix A.
1The history of proof of the existence of Green’s function can be traced back to the
article of E. Levy [53], who reduced this proof to solving an integral equation. The method
is described, for instance, in [37] or [64], Chap.1. However, Levy’s proof contained a non-
justified point. Apparently, first complete proofs of the existence of Green’s function for
a linear second-order elliptic operator with smooth coefficients were given independently
by P. Garabedian and M. Shiffman [23] and Yu. Lyubich [59, 60]; see also P. Lax [49].
2Terms capacity, polar set, regular and irregular points are used here in the sense of
classical potential theory - see, for example, [29].
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In Appendix B we prove the existence of the eigenfunctions of the Laplace-
Beltrami operator in any domain on Sn−1 whose boundary is not a polar set.
Appendix C contains necessary properties of radial solutions of the operator
Lq, that is, solutions of the ordinary differential equation (1.2).
The first draft of this article was written in 1985-1986, main results were
published without proofs in [56]. Many circumstances have since then de-
layed completing the work. On August 24, 1993 Boris Yakovlevich Levin, a
man of great personality and a brilliant mathematician, passed away. Despite
the obvious futility of carrying out this task without B. Ya., while finishing
the paper, I have tried to follow his lessons.
Alexander Kheyfits
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2 Subfunctions of the operator Lc
A generic point of the Euclidean n−dimensional space Rn is denoted by
x = (x1, x2, . . . , xn). The ball and the sphere of radius r centered at the
point x are denoted by B(x, r) and S(x, r) = ∂B(x, r); also, B(r) = B(0, r)
and S(r) = S(0, r); g = g(x; y) always stands for Green’s function of the
Laplacian −∆. The boundary and the closure of a domain Ω are denoted,
respectively, by ∂Ω and Ω, a+ = max{a; 0}, ∂
∂n
always denotes the derivative
with respect to the inward unit normal. The end of a proof or a statement,
remark, etc., is denoted by a lozenge ♦. Generic constants, which may be
different from point to point, are denoted by b, sometimes with subscripts.
Now we define a class of potentials c(x) under consideration. Hereafter,
the potential c is supposed to be nonnegative and locally summable in a
domain Ω ⊂ Rn, n ≥ 2,
c(x) ≥ 0, (2.1)
c(x) ∈ Lploc(Ω) (2.2)
with an exponent p > n/2 if n ≥ 4, and with p = 2 if n = 2 or 3; ‖ c ‖
always means ‖ c ‖Lp. In some cases (2.1) can be relaxed to the nonoscillatory
condition 4|x|2c(x) ≥ −(n − 2)2, but we do not pursue this issue here. It
should be noted that if Ω is unbounded, the condition (2.2) imposes no
restriction on the asymptotic behavior of the potential c(x) as |x| → ∞.
The class of potentials satisfying the conditions (2.1)-(2.2) in a domain
Ω ⊂ Rn is denoted by C(Ω). If c ∈ C(Ω), then the differential expression (1.1)
can be extended in a standard way to an essentially self-adjoint operator Lc
on L2(Ω); Lc always refers to this extended operator. The operator Lc has
the positive Green function G(x; y) with Dirichlet boundary conditions; its
properties are discussed in Appendix A.
The classical F. Riesz’ definition of subharmonic functions has been car-
ried over the operators Lc with continuous potentials by Dinghas [17] and
Myrberg [65].
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Definition. An upper semicontinuous function
u : Ω −→ [−∞,∞), u(x) 6≡ −∞,
in an arbitrary domain Ω ⊂ Rn is called a c−subfunction or a generalized
subharmonic function (g.s.f.) associated with the operator Lc if and only if
u satisfies the generalized mean-value inequality3
u(x) ≤MG(u, x, r) (2.3)
at each point x ∈ Ω, where
MG(u, x, r) ≡
∫
S(x,r)
u(y)
∂Gr(x; y)
∂n(y)
dσ(y) (2.4)
and Gr stands for the Green function of Lc in the ball B(x, r).
The class of c−subfunctions in a domain Ω is denoted by SbH(c,Ω). If
−u ∈ SbH(c,Ω), then we call u a c−superfunction and denote the class
of c−superfunctions by SpH(c,Ω). If a function u is both sub- and super-
function, it is, clearly, continuous and is called a c−harmonic function or a
generalized harmonic function (g.h.f.) associated with the operator Lc; the
class of g.h.f. is denoted by H(c,Ω) = SbH(c,Ω) ∩ SpH(c,Ω). In terminology
we follow Beckenbach [7] and Nirenberg [67]. Other authors have in the sim-
ilar circumstances used various terms such as generalized convex functions,
weakly L− subharmonic functions, c−subharmonic functions, metaharmonic
and submetaharmonic functions, subsolutions, subelliptic functions, panhar-
monic functions, etc., - see, for example, Courant [12, p. 342], Duffin [18],
Littman [57], Topolyansky [81], Vekua [83].
Some properties of generalized harmonic and subharmonic functions with
Ho¨lder or summable potentials have been already studied - in addition to the
papers cited above, see, for instance, works [9, 10, 32, 38, 39, 40, 41, 42, 43,
44, 45, 58, 61, 74, 75] and references therein.
We state a few properties of the subfunctions in the following theorem,
omitting proofs, which are similar to the case c = 0.
3The corresponding inequality in [17] differs from (2.3) with a multiplicative constant
due to another normalization of Green’s function at its singularity.
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Theorem 2.1. Let c ∈ C(Ω). Then
1o Green’s function G(x; y) of the operator Lc is a c−superfunction in Ω
and a c−harmonic function in Ω \ {y}.
2o If u ∈ SbH(c,Ω), then u+ ∈ SbH(c,Ω) and bu ∈ SbH(c,Ω) for any con-
stant b ≥ 0, however, bu ∈ SpH(c,Ω) if b ≤ 0.
3o Let ck(x) ∈ C(Ω), k = 1, 2, and c1 ≤ c2 in Ω. If u ∈ SbH(c2,Ω) and
u(x) ≥ 0, then u ∈ SbH(c1,Ω); vice versa, if u ∈ SbH(c1,Ω) and u(x) ≤ 0,
then u ∈ SbH(c2,Ω). In particular, for any c ∈ C(Ω) every nonnegative
c−subfunction is Riesz’ subharmonic function and every nonpositive Riesz’
subharmonic function is a c−subfunction for any c ∈ C(Ω).
4o The maximum principle holds for subfunctions as follows (Cf., for in-
stance, [47, p. 3, Exercise 1.1]:
If a subfunction u is upper bounded in a bounded domain Ω and
lim sup
Ω∋x→ξ
u(x) ≤ M = const
at every boundary point ξ ∈ ∂Ω \ E, where E ⊂ ∂Ω is an exceptional
(maybe empty) polar set, then u(x) ≤ M+ for all x ∈ Ω. Moreover, if
supx∈Ω u(x) = M ≥ 0 and u(x0) = M at even one point x0 ∈ Ω, then
u(x) ≡M, ∀x ∈ Ω. The conclusion fails if we replace here M+ with M .
5o The principle of c−harmonic majorant holds for the subfunctions in
the following form:
Let u ∈ SbH(c,Ω) and v ∈ H(c,Ω) ∩ C(Ω) in a bounded domain Ω. If an
inequality lim supΩ∋x→ξ u(x) ≤ v(ξ) holds at every boundary point ξ ∈ ∂Ω,
then u(x) ≤ v(x) everywhere in Ω. Moreover, an equation u(x0) = v(x0), if
only at one point x0 ∈ Ω, implies u(x) ≡ v(x), ∀x ∈ Ω.
Vice versa, let u(x) be an upper semicontinuous function in Ω such that
for each ball B(x0, r) ⊂ Ω and for any function v ∈ H(c, B(x0, r))∩C(B(x0, r)),
an inequality lim supB(x0,r)∋y→x u(y) ≤ v(x) for all x ∈ S(x0, r) implies an
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inequality u(x) ≤ v(x) everywhere in B(x0, r). Then u ∈ SbH(c,Ω).
6o In the same way as the Riesz’ subharmonic functions, c−subfunctions
are locally summable in Ω. Moreover4, if u ∈ H(c,Ω) where c ∈ Lploc(Ω), n/2 <
p, then u is a Ho¨lder-continuous function with the index β = min{2− n
p
; 1}
on each compact set K ⊂ Ω; in addition, if p > n, then ∇u is a Ho¨lder-
continuous function with the index β = 1− n/p on compact sets.
70 As in the classical case c(x) = 0, the definition (2.3) is equivalent
to a differential inequality Lcu(x) ≤ 0 ([29], see also [35]). If u ∈ C2(Ω),
then the latter inequality holds pointwisely almost everywhere in Ω. If u is
merely locally summable, then that inequality is fulfilled in the sense of distri-
butions, therefore, −Lcu is a positive generalized function, that is, a measure.
80 As a corollary, we obtain the following Riesz representation (2.5) of
subfunctions. Hereafter, the constant θ2 = 2π , θn = (n− 2)σn−1 for n ≥ 3,
and σn−1 is the surface area of the unit sphere S in R
n.
For each u ∈ SbH(c,Ω) there exists a unique measure
dµ(x) = − 1
θn
Lcu
with the support in Ω, such that for every subdomain Ω0 ⊂⊂ Ω there exists
a c−harmonic function v ∈ H(c,Ω0) satisfying the equation
u(x) = v(x)−
∫
Ω0
G(x; y) dµ(y). (2.5)
almost everywhere in Ω0. If µ(Ω) < ∞ or u has a c−harmonic majorant in
Ω, then v ∈ H(c,Ω) and the representation (2.5) holds almost everywhere in
Ω.
90 For every subfunction u ∈ SbH(c,Ω) there exist a sequence of domains
Ωn ⊂ Ω and a sequence of continuous subfunctions un ∈ SbH(c,Ωn) ∩ C(Ωn)
such that
lim
n→∞
un(x) = u(x)at each point x ∈ Ω,
4[75], the limiting case β = 2− n/p was studied in [40].
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∫
Ωn
|u(x)− un(x)|dx→ 0, n→∞,
and
lim
n→∞
MG(un, x, r) =MG(u, x, r).
The domain Ωn consists of all interior points of Ω distant from the boundary
∂Ω at least for 1/n and MG(u, x, r) is given by (2.4).
Proof of Part 90 repeats the proof of a similar statement in Littman [58]
and uses Corollary A.3 (Appendix A). ♦
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3 Phragme´n-Lindelo¨f theorem for
subfunctions in an n−dimensional cone
In this section we extend the following theorem of Phragme´n and Lindelo¨f
([70]; see, for example, [55, p. 37-38].
Let f(z) be a holomorphic function in an angle D = {α < arg z < β}
such that
lim inf
r→∞
r−ρ ln+max{|f(z)|
∣∣∣∣ z ∈ B(r) ∩D} = 0, (3.1)
where 0 < ρ <∞. If lim supD∋ζ→z |f(ζ)| ≤ A = const for all z ∈ ∂D and
ρ(β − α) < π, (3.2)
then |f(z)| ≤ A everywhere in the angle D.
All similar statements have since been called Phragme´n- Lindelo¨f theo-
rems. The theorem has enjoyed numerous generalizations and applications -
see, for example, a beautiful account of the earlier history of the subject in
[24, p. 15-22], works [8, 14, 19, 20, 22, 36, 50, 69, 71], and references therein.
We state here only a generalization due to Nevanlinna [66] (Cf. Ahlfors [1,
Theorem 5]):
The conclusion remains valid if (3.1) is replaced by a weaker condition
lim inf
r→∞
r−ρ
∫ β
α
ln+ |f(reiθ| sin π θ − α
β − αdθ = 0 (3.3)
and in (3.2) ρ(β − α) ≤ π.
Let D be a domain on the unit sphere S = Sn−1 ⊂ Rn, n ≥ 2. We
always assume that the boundary ∂D with respect to S is not a polar set in
the classical potential theory meaning. Let
KD =
{
x = (r, θ) ∈ Rn
∣∣∣∣ 0 < r <∞, θ ∈ D}
be a cone generated by the domain D. Truncated cones are denoted by
KDr = K
D
⋂
B(0, r), KDr,∞ = K
D \KDr , KDr,R = KDR \KDr , 0 < r < R <∞.
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Consider an equation ∆u(x)− q(|x|)u(x) = 0 with a radial potential q(r)
in the cone KD. Adjoining the zero boundary conditions to the equation
and separating variables in spherical coordinates r, θ1, . . . , θn−1, we get for
the radial component of the solution the well-known ordinary differential
equation (Cf. (1.2))
y′′(r) + (n− 1)r−1y′(r)− (λr−2 + q(r)) y(r) = 0, (3.4)
where λ is a separation constant. Appendix C contains the properties of
solutions of (3.4) used in this paper. For the angular component of the
equation ∆u(x)− q(|x|)u(x) = 0 we deduce a known eigenvalue problem for
the Laplace-Beltrami operator ∆∗,
∆∗ϕ(θ) + λϕ(θ) = 0 if θ ∈ D
ϕ(θ) = 0 if θ ∈ ∂D \ E
ϕ ∈ L2(D),
(3.5)
where E is an exceptional polar set of irregular points on ∂D. Necessary
properties of the eigenvalues and eigenfunctions of this problem are consid-
ered in detail in Appendix B.
Let λ0 be the smallest eigenvalue of the problem (3.5) and ϕ0 be the cor-
responding eigenfunction; it is known that λ0 > 0, for ∂D is not a polar set.
The positive root µ+ of the quadratic equation µ(µ + n − 2) = λ0 is called
the characteristic constant of the domain D ⊂ S.
The following result of Deny-Lelong [16] extends the Phragme´n-Lindelo¨f
theorem5 onto the subharmonic functions in n−dimensional cones.
Let u be a subharmonic function in a cone KD, where D is a regular
domain and
M(r, u) = sup
{
u(x)
∣∣∣∣ x ∈ KDr } .
If
lim inf
r→∞
r−µ
+
M(r, u) ≤ 0 (3.6)
and sup u(x)
∣∣
x∈∂KD
≤ A, then
u(x) ≤ A, ∀x ∈ KD.
5Deny and Lelong stated their result in a slightly different way.
14 Boris Ya. Levin and Alexander I. Kheyfits
Now let u ∈ SbH(c,KD) with c ∈ C(KD). Let q(r) = qc(r), r = |x|, be
a nonnegative radial minorant of the potential c(x), that is, a measurable
function q(r), 0 < r <∞, such that
0 ≤ qc(r) ≤ inf
{
c(x)
∣∣∣∣ x ∈ KDr , |x| = R} .
Obviously, such functions exist, for example, q(r) = 0 is one of them. Due
to (2.2), q ∈ Lloc(0,∞). An increasing solution of the equation (3.4) with
λ = λ0 and q = qc is denoted by V (r) = Vq(r). We normalize it by V (1) = 1.
Now we state the main result of this section.
Theorem 3.1. Let D ⊂ S be a domain such that its boundary ∂D with
respect to S is not a polar set, c ∈ C(KD), and u ∈ SbH(c,KD). If
lim sup
KD∋x→x0
u(x) ≤ A = const, ∀x0 ∈ ∂KD, (3.7)
and
lim inf
r→∞
1
Vq(r)
∫
D
u+(r, θ)ϕ0(θ)dσ(θ) = 0, (3.8)
then6
u(x) < A+, ∀x ∈ KD. (3.9)
The conclusion is the best possible in the sense that, as an example below
shows, A+ in (3.9) cannot be replaced by A, that is, if in (3.7) A < 0, then,
provided (3.8), one can claim in (3.9) only u(x) < 0, ∀x ∈ KD. Moreover,
the example of Lq-harmonic function u(r, θ) = Vq(r)ϕ0(θ) shows that the con-
dition (3.8) is the best possible in the class of all the potentials c dominating
q, that is, such that c(x) ≥ q(|x|).
Remark 3.1. When c = 0, Theorem 3.1 reduces to the Deny-Lelong the-
orem. Since we impose no regularity conditions on ∂D, the Deny-Lelong
theorem also holds without any such a restriction. ♦
Remark 3.2. If c = 0, n = 2, and D is the angle {α < arg z < β}, then
ρ = π/(β − α), ϕ0(θ) = sin
(
π θ−α
β−α
)
, and (3.8) becomes (3.3). ♦
6The integral in (3.8) is called the Nevanlinna norm of u+ [30].
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Remark 3.3. It should be noted [16] that if ∂D is not a polar set, then for all
truncated cones K∂DR , 0 < R < ∞, their lateral surfaces K∂DR are not polar
sets in Rn. Moreover, due to (2.2), if Ω1 is a bounded proper sub-domain of
Ω, then its regularity with respect to the Dirichlet problem for the Laplacian
is equivalent to its regularity for the Dirichlet problem for the operator Lc
and for Lq with any nonnegative radial q, 0 ≤ q ≤ c [61]. ♦
Proof of Theorem 3.1. We shall prove the theorem in several steps. We
always assume that A = 0, since the general case can be immediately reduced
to this one. First, suppose additionally that all truncated cones KDR , ∀R > 0,
are regular, that is, the Dirichlet problem for ∆, Lc and so for Lq is solvable
in each of these cones.
We use in the following an idea of Ahlfors [1]. Due to Theorem 2.1, Part
2o, u+(x) ∈ SbH(q,KD). So, by solving the Dirichlet problem for Lq in
KDR , R > 0, with the boundary data
u(x) =
{
0 for x ∈ ∂KDR and |x| < R
u+(R, θ) for x = (R, θ), θ ∈ D,
we construct the lowest q−harmonic majorant u˜ of the function u+(x); this
majorant satisfies the same boundary conditions
u˜(x)
∣∣
∂KD∩B(R)
= 0 and u˜(r, θ)
∣∣
r=R
= u+(R, θ) for θ ∈ D.
Since Lqu˜(r, θ) = 0 in the sense of distributions, we can write∫
KDR
u˜(x)Lqχ(x)dx = 0, (3.10)
where χ is any finitary function in KDR . Obviously, we can use χ(r, θ) =
α(r)ϕ0(θ) with α ∈ C∞0 (0, R). Therefore, from (3.10) we get
0 =
∫
KDR
u˜(x)Lqχ(x)dx =∫
KDR
u˜(r, θ){ϕ0(θ)α′′(r)+ϕ0(θ)n− 1
r
α′(r)−q(r)ϕ0(θ)α(r)+ 1
r2
α(r)∆∗ϕ0(θ)}dx,
where ∆∗ is the Laplace-Beltrami operator. By the definition of ϕ0,∫
KDR
u˜(x)r−2α(r)∆∗ϕ0(θ)dx = −λ0
∫
KDR
u˜(x)r−2α(r)ϕ0(θ)dx.
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Combining these equations together, we deduce∫
KDR
ϕ0(θ)u˜(r, θ)
{
α′′(r) + (n− 1)r−1α′(r)− (λ0r−2 + q(r))α(r)} dx =
∫ R
0
y0(r)
{
α′′(r) + (n− 1)r−1α′(r)− (λ0r−2 + q(r))α(r)} rn−1dr = 0,
where
y0(r) =
∫
D
u˜(r, θ)ϕ0(θ)dσ(θ).
Since α is an arbitrary finitary function in (0, R), we conclude that y0(r)
satisfies the equation (3.4) with λ = λ0 > 0 and q = qc(r) for 0 < r < R. It
also satisfies the boundary condition y0(0) = 0. So that, y0(r) = bVq(r), b =
const. Substituting here r = R, we get b = y0(R)/Vq(R) and
y0(r) =
y0(R)
Vq(R)
Vq(r), 0 < r ≤ R <∞.
Letting here R → ∞ over a subsequence, while r is fixed and considering
(3.8), we get y0(r) = 0, ∀r ≥ 0. Thus, by the definition of u˜ we have
0 ≤
∫
D
u+(r, θ)ϕ0(θ)dσ(θ) ≤
∫
D
u˜(r, θ)ϕ0(θ)dσ(θ) = y0(r) = 0, ∀r > 0.
Since ϕ0(θ) > 0 for θ ∈ D, it follows that u+(θ) = 0 almost everywhere inKD.
Therefore, u(x) ≤ 0 almost everywhere in the cone, and if u is continuous,
then u(x) ≤ 0 everywhere in the cone. If u is merely an upper-semicontinuous
subfunction, the inequality u(x) ≤ 0 follows from the mean-value property
(2.3). Let us remind that we suppose A = 0. Now the strict inequality (3.9)
follows from the maximum principle.
Next we remove the regularity restriction on the boundary of the cone
KD. Fix an R > 0 and denote by QR = ∂K
D ∩ B(R) the lateral surface of
the truncated cone KDR . If n ≥ 3, we denote by Γ(x; y) = θn|x− y|2−n a fun-
damental solution of the operator Lq in the entire space R
n, x = (r, θ) ∈ KD,
y = (ρ, ψ), and assume y 6∈ KD. If n = 2, let Γ(x; y) = 2π ln 1
|x−y|
+ h(x, y)
be the Green function of Lq in any domain strictly containing the sector K
D.
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Since lim supx→x0 u
+(x) = 0, x0 ∈ QR, by the finite covering theorem
for any η > 0 we can find a neighborhood of the lateral surface QR, such
that u+(r, θ) < η, 0 ≤ r ≤ R. Therefore, for each ε > 0 we can choose a
neighborhood of QR, where the function
vε(r, θ)
def
= u+(r, θ)− εΓ(r, θ; ρ, ψ) < 0
and so that v+ε (x) = 0 in this neighborhood.
Now we exhaust the domain D from within by an expanding sequence
of domains {Dl}∞l=1 with smooth boundaries. All truncated cones KDlR , l =
1, 2, . . ., are regular - see Remark 3.3. We denote QlR = K
∂Dl ∩ B(R). For
l ≥ l(ε), QlR is situated in the domain where v+ε (x) = 0. Moreover, after
continuing by zero outside KD, v+ε becomes a q−subfunction everywhere in
Rn.
On the other hand, for the upper semi-continuous function v+ε there exists
a sequence of continuous functions vε,δ monotonically decreasing to v
+
ε inK
D.
If l > l(δ), vε,δ(x) = 0 for x 6∈ KDl. By solving the Dirichlet problem for
the operator Lq in the truncated cone K
Dl
R with boundary data vε,δ(x) and
letting δ ց 0 we obtain, in the limit, a solution v˜ε,l of the Dirichlet problem
for the equation ∆v˜ε,l − q(r)v˜ε,l = 0, which vanishes at the lateral boundary
QlR and coincides with v
+
ε (R, θ) on the cap S(R) ∩KDlR .
It is clear that ∫
Dl
(∆v˜ε,l − q(r)v˜ε,l)ϕ(l)0 (θ)dσ(θ) = 0,
that is,∫
Dl
(
∂2v˜ε,l
∂r2
+
n− 1
r
∂v˜ε,l
∂r
− λ
(l)
0
r2
v˜ε,l − q(r)v˜ε,l
)
ϕ
(l)
0 (θ)dσ(θ) = 0,
or, after extending ϕ
(l)
0 (θ) = 0, θ 6∈ Dl,∫
D
(
∂2v˜ε,l
∂r2
+
n− 1
r
∂v˜ε,l
∂r
− λ
(l)
0
r2
v˜ε,l − q(r)v˜ε,l
)
ϕ
(l)
0 (θ)dσ(θ) = 0. (3.11)
We also extend v˜ε,l = 0 outside K
Dl
R , which makes it a q−subfunction
in the entire Rn. When l increases, the function v˜ε,l(x) also monotonically
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increases and it does not exceed a solution of the Dirichlet problem for Lq in
the ball B(R) with boundary data u+(R, θ) for θ ∈ D and 0 for θ ∈ S(R)\D.
Therefore, there exists a finite limit
v˜ε(x) = lim
l→∞
v˜ε,l(x),
which is a q−harmonic function in KDR . This limit v˜ε(x) is equal to v+ε (R, θ)
as θ ∈ D and vanishes outside a polar set at QR.
Letting l →∞ in the integral
yl(r) =
∫
D
v˜ε,l(r, θ)ϕ
(l)
0 (θ)dσ(θ), (3.12)
we get
yl(r)→ y(r) =
∫
D
v˜ε(r, θ)ϕ0(θ)dσ(θ). (3.13)
We prove next that the function y(r), defined in (3.13), satisfies the equa-
tion
y′′ + (n− 1)r−1y′ − (λ0r−2 + q(r)) y = 0 (3.14)
and a boundary condition y(0+) = 0. The latter follows immediately from
the equation v˜ε(0, θ) = 0. To prove the former, we note that by virtue of
(3.11) and (3.12), the function yl(r) satisfies the equation
y′′l + (n− 1)r−1y′l −
(
λ
(l)
0 r
−2 + q(r)
)
yl = 0, yl(0
+) = 0. (3.15)
It is shown in Lemma C.1, Part 3o, that if yl(0
+) = 0, yl(1) = 1, and λ
(l)
0 ց
λ0 ≥ 0, then a solution yl of the equation (3.15) converges, monotonically
decreasing, to a solution7 V (r) of (3.14). Thus,∫
D
v˜ε(r, θ)ϕ0(θ)dσ(θ) = bV (r).
To find the constant factor b, we can repeat the same reasoning as in the
smooth case and use the equation
∫
D
v˜ε(R, θ)ϕ0(θ)dσ(θ) = bV (R). Noticing
also that the q−subfunction v+ε (r, θ) ≤ v˜ε(r, θ), we get an inequality
1
V (r)
∫
D
v+ε (r, θ)ϕ0(θ)dσ(θ) ≤
1
V (R)
∫
D
v+ε (R, θ)ϕ0(θ)dσ(θ) ≤
7If D is ”almost the entire sphere” S and q(r) = 0, then V (r) = const. That is why
we assume that ∂D is not a polar set.
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1
V (R)
∫
D
u+(R, θ)ϕ0(θ)dσ(θ), 0 ≤ r ≤ R.
The condition (3.8) implies that∫
D
v+ε (r, θ)ϕ0(θ)dσ(θ) = 0, 0 ≤ r <∞.
Since ϕ0 is positive and v
+
ε is a nonnegative subfunction, it follows that
v+ε (r, θ) = 0, that is,
u+(r, θ) ≤ ε Γ(r, θ; ρ, ψ), ∀ε > 0,
and so u(r, θ) ≤ 0, which completes the proof of (3.9) since we assume A = 0.
We finally show that the conclusion of Theorem 3.1 fails if A is negative
and we replace A+ by A. It is enough here to consider regular cones. First,
we construct a c−harmonic function v−1 in KD such that −1 < v−1(x) < 0
for x ∈ KD and v−1
∣∣
∂KD
= −1. Indeed, since a cone KDR is regular, the
boundary value problem Lcv(x) = 0 in K
D
R with the boundary condition
v(x) = −1 at ∂KDR has a solution vR−1(x). The latter function cannot have a
nonnegative maximum inside the domain and must attain its smallest nega-
tive value at the boundary, therefore, −1 < vR−1(x) < 0 in KDR . If R1 < R2,
then vR1−1(x) = −1 on the ”cap” DR1 = KD ∩S(0, R1), however, vR2−1(x) > −1
there. Therefore, −1 < vR1−1(x) < vR2−1(x) < 0, x ∈ KDR1 , and there exists the
limit limR→∞ v
R
−1(x) = v−1(x), which is a c−harmonic function. In addition,
due to the maximum principle, −1 < v−1(x) < 0, x ∈ KD.
It is obvious that v−1(x) = −1 as x ∈ ∂KD and v−1(x) is not a constant
in KD. Define a function
v0(x) =
A
α + 1
(α− v−1(x)) , (3.16)
where α = supx∈KD v−1(x), so that −1 < α ≤ 0. If A < 0, then v0(x)
∣∣
∂KD
=
A < 0, but supx∈KD v0(x) = 0; therefore, we cannot replace A
+ in the state-
ment by A. The proof of Theorem 3.1 is complete. ♦
Remark 3.4. We show now that actually in (3.16) α = supx∈KD v−1(x) = 0.
To simplify calculations, we assume that infx∈KD c(x) = c0 > 0. Fix a ball
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B(x0, ρ) ⊂ KD. Since v−1(x) > −1 on the sphere S(x0, ρ), we have
v−1(x) =
∫
S(x0,ρ)
v−1(y)
∂G(x; y)
∂n(y)
dσ(y) >
−
∫
S(x0,ρ)
∂G(x; y)
∂n(y)
dσ(y) ≥ −
∫
S(x0,ρ)
∂Gc0(x; y)
∂n(y)
dσ(y),
where Gc0 is the Green function of the operator Lc0 in B(x0, ρ) and the second
inequality follows from Theorem A.2. The latter integral represents a solution
u(x) of the Dirichlet problem for Lc0 in B(x0, ρ) such that u
∣∣
S(x0,ρ)
= −1. The
solution can be written explicitly, u(x) = −Ψc0 (r)
Ψc0(ρ)
, where r = |x − x0| and
Ψc0 is the (normalized) modified Bessel functions In/2−1, namely,
Ψc0(r) = br
1−n/2In/2−1(r
√
c0), Ψc0(0) = 1.
Thus, u(x0) = − 1Ψc0 (ρ) and we get v−1(x0) ≥ −
1
Ψc0 (ρ)
. For a fixed x0 ∈ D
we can let x → ∞ and therefore r → ∞, so that ρ = ρ(r) can be made
arbitrarily large. Since In/2−1(ρ
√
c0)→∞ as ρ→∞, we have v−1(r, θ)→ 0
when r → ∞ and θ ∈ Q ⊂ D, where Q is a compact set. Therefore,
supx∈KD v−1(x) = 0. ♦
Corollary 3.1. Obviously, the conclusion of Theorem 3.1 holds true if (3.8)
is replaced by
lim inf
r→∞
V −1q (r)M(r, u
+) = 0.
♦
In particular, this implies
Corollary 3.2. If u(x) ≥ 0 and lim infr→∞ V −1q (r)M(r, u+) = 0, then u ≡ 0
in KD. ♦
Corollary 3.3. Under the conditions of Theorem 3.1, either u(x) ≤ A+ in
KD, or else
||u(r, ·)||L2(D) ≥ bVq(r).
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Proof. If u(x0) > A
+ at a point x0 ∈ KD, then
Vq(r) ≤ b
∫
D
u(r, θ)ϕ0(θ)dσ(θ), 0 ≤ r ≤ ∞,
and it suffices to apply the Bunyakovskii-Cauchy-Schwartz inequality to the
latter integral. ♦
Applying now the principle of c−harmonic majorant (Theorem 2.1, Part
50) we get the following statement.
Corollary 3.4. If u ∈ SbH(c, B(R)), c(x) ≥ c0 = const ≥ 0 and u(x)
∣∣∣∣
S(R)
≤
−1, then
max
{
u(x)
∣∣∣∣ x ∈ B(R)} ≤ − 1Ψc0(R) ,
where Ψc0 is the same is in Remark 3.4; this maximum is attained only on
the solution v(x) = −Ψc0 (|x|)
Ψc0 (R)
of the corresponding Dirichlet problem. ♦
In these statements, the minorants q(r) of the potential c(x) play an essential
role. The next statement involves its radial majorant, that is, a measurable
radial function Q(r) ≥ sup
{
c(x)
∣∣∣∣ x ∈ KDr }.
Proposition 3.1. If a potential c has a radial majorant Q(r) ∈ Lploc[0,∞)
with the same p as in (2.2), then for every real A there exists a function
uA(x) ∈ SbH(c,KD) such that uA(x)
∣∣
x∈∂KD
= A, supx∈KD uA(x) > A
+, and
lim inf
r→∞
V −1q (r)M(r, u
+
A) > 0.
Proof. Let VQ(r) be an upper (increasing) solution of the equation (3.4)
with λ = λ0 and Q(r) instead of q(r). It follows from Lemma C.1 that
lim infr→∞ VQ(r)/Vq(r) > 0. If u0(x) = VQ(r)ϕ0(θ), then u0 ∈ SbH(c,KD)
and we can set
uA(x) =
{
A+ u0(x) if A ≥ 0
v0(x) + u0(x) if A < 0,
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where v0(x) is given by (3.16). ♦
Theorem 3.1 can be stated as follows:
If a c−subfunction u is positive at even one point in a cone and satisfies
in the cone the boundary condition (3.7), then it grows in the cone at least
as V (r), r → ∞. If we have more information on the asymptotic behavior
of the potential c, the conclusion of Theorem 3.1 can be made more precise.
The borderline case occurs if the potential behaves as the inverse square,
|x|−2. Indeed, if the potential is a weak perturbation of the Laplacian in the
sense that
lim sup
|x|→∞
|x|2c(x) <∞,
then many results are similar to those in the harmonic case c(x) = 0. On
the other hand, if
lim sup
|x|→∞
|x|2c(x) =∞,
the results may be essentially different. To distinguish these two possibilities,
we introduce the following two classes of potentials; these definitions include
also some mild regularity conditions.
Let 0 ≤ q(r) ∈ Lloc(0,∞). Denote s(r) = r2q(r). If there exists the finite
limit
lim
r→∞
s(r) = k ∈ [0, ∞)
and ∫ ∞
(s(t)− k)2 dt
t
<∞,
then we write q ∈ (A) and refer to this case as the case (A). If a potential
c ∈ C(Ω) has a minorant q ∈ (A), we write c ∈ C(Ω,A).
On the other hand, if s(r) = r2q(r) is monotonically increasing, moreover,
lim
r→∞
s(r) =∞,
r−2q−1/2(r) ∈ L(1, ∞),
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and in addition q has the second derivative such that∫ ∞∣∣∣∣4q˜(r)q˜′′(r)− 5(q˜′(r))2∣∣∣∣(q˜(r))−5/2dr <∞,
where q˜(r) = q(r) +
(
n2−4n+3
4
+ λ0
)
r−2, then we write q ∈ (B) and refer to
this case as the case (B). If the potential c ∈ C(Ω) has a minorant q ∈ (B),
we write c ∈ C(Ω,B).
With these notations, Lemmas C.2 and C.3 imply immediately
Theorem 3.2. Under the conditions of Theorem 3.1, if c ∈ C(Ω,A), then
the lowest possible growth rate of an unbounded c-subfunction u in KD, sat-
isfying the boundary condition (3.7), is given by the right-hand side of (C.9),
that is,
V (r) = b r(2−n+χk) / 2 exp
{
1
χk
∫ r
1
(t2q(t)− k)dt
t
}
(1 + o¯(1)), r →∞,
where χ2k = (n− 2)2 + 4(λ0 + k).
In the case (B) this lowest rate does not depend on a domain D and is
given by the JWKB-asymptotic formula (C.11)
V (r) = b r(1−n)/2q−1/4(r) exp
{∫ r
1
q1/2(t)dt
}
(1 + o(1)), r → +∞.
♦
Remark 3.5. As was mentioned above, under the condition (3.7) the lowest
possible growth of an unbounded c-subfunction in the cone KD in the case
(B) does not depend on the domain D generating the cone. It turns out
that this growth coincides with the minimal possible growth of a c-harmonic
function in the entire space. Namely, the following simple analog of the
classical Liouville theorem8 on bounded analytic functions is valid for the
c-harmonic functions with respect to a constant potential c(x) = c0. Below
Ik is the modified Bessel function of first kind. ♦
8Generalizations of the Liouville theorem on c−harmonic functions with respect to a
non-constant radial potential q(r) are studied in [45]; see also [85, Theorem 3].
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Proposition 3.2. Let u(x) ∈ H(c0,Rn), where c(x) ≡ c0 = const ≥ 0. If
lim inf
r→∞
M(r, |u|)
I0(r
√
c0)
= 0,
then u(x) ≡ 0.
Proof. We expand a continuous function u in a series against the spherical
harmonics on the unit sphere,
u(r, θ) =
∞∑
k=0
Ik(r
√
c0)
(
lk∑
l=0
al,kPl,k(θ)
)
.
Due to the orthogonality of spherical harmonics,
al,kIk(r
√
c0) =
∫
S(0,1)
u(r, θ)Pl,k(θ)dσ(θ),
therefore, |al,k| ≤ M(r, |u|)/Ik(r√c0). This and the assumption imply that
all coefficients al,k = 0. ♦
For example, let us consider a minorant q(x) = c0 = infx∈KD c(x). When
c0 = 0, we get an extension of the Deny-Lelong theorem with the same limit
growth (3.6). Now, if c0 > 0, then the case (B) takes place. An increasing
solution of (3.4) in the cone KD is
V1(r) = b1r
(2−n)/2Iα(r
√
c0), b1 = const, α = (1/2)
√
n(n− 2) + 4λ0.
In the entire space Rn, an increasing solution is
V2(r) = b2r
(2−n)/2Iβ(r
√
c0), b2 = const, β = (1/2)
√
n(n− 2).
Due to the well-known asymptotic formulas for the Bessel functions, if the
appropriate constants b1 and b2 are chosen, then c0−harmonic functions
u1(r, θ) = b1r
(2−n)/2Iα(r
√
c0)ϕ0(θ) ∈ H(c0, KD),
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in the cone KD and
u2(r, θ) = b2r
(2−n)/2Iβ(r
√
c0) ∈ H(c0,Rn)
in the entire space satisfy the relation
M(r, u1) ∼ u2(r) ∼ r−1/2 exp {r√c0} , r →∞.
In the class of potentials with inf c(x) = c0 > 0 this conclusion is the best
possible and improves the results of [31] related to the operator Lc.
Remark 3.6. Theorem 3.1 deals with the convexity of the ratio
1
V (r)
∫
D
u+(r, θ)ϕ0(θ)dσ(θ). (3.17)
Related questions are considered by Maz’ya and Verzhbinski [84]. Their
Theorem 6.1 asserts the inequality
1
y(r)
{∫
Dr
û2(r, θ)dσ(θ)
}1/2
≤ 1
y(R)
{∫
DR
û2(R, θ)dσ(θ)
}1/2
, (3.18)
where r > Rց 0 and y(r), similarly to V (r), satisfies an ordinary differential
equation close to (3.4). Clearly, (3.17) and (3.18) involve different integral
norms, but it is not very essential. A more important distinction, from our
point of view, is that the function û in (3.18) vanishes at the boundary
in some neighborhood of 0 and is a subfunction outside this neighborhood,
while the function u in our Theorem 3.1, after the Kelvin transformation
u(r, θ) 7−→ r2−nu(1
r
, θ), is a subfunction in a neighborhood of 0 and a solu-
tion elsewhere. ♦
Remark 3.7. Similar results (Cf. [16]) can be proved on the behavior of
subfunctions at the vertex of a cone, as r → 0, with an obvious substitution
of the decreasing solution W (r) of (3.4) instead of V (r) in all the statements
above. ♦
The classical Phragme´n-Lindelo¨f theorem can be made more precise.
First, let us notice that if u ∈ SbH(c,KD) and σ ≥ 0, then the difference
u(r, θ) − σVq(r)ϕ0(θ) is a c-subfunction. Applying Theorem 3.1 to this dif-
ference, we deduce the following simple result.
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Corollary 3.5. If a subfunction u satisfies (3.7) with A = 0 and either
lim inf
r→∞
V −1q (r)
∫
D
(u(r, θ)− σVq(r)ϕ0(θ))+ ϕ0(θ)dσ(θ) = 0
or
lim inf
r→∞
∫
D
(
u(r, θ)
Vq(r)ϕ0(θ)
− σ
)+
ϕ20(θ)dσ(θ) = 0
with a σ ≥ 0, then u(r, θ) ≤ σVq(r)ϕ0(θ) everywhere in KD. ♦
The following result is known for any real A [54, p. 50].
Let f(z) be an analytic function in an angle {| arg z| < α} and continuous
up to the boundary. If ln |f(re±iα)| ≤ A, ∀r > 0, and
lim inf
r→∞
r−ρ ln+M(r, f) = σ,
where 2ρα ≤ π, then
ln |f(reiθ)| ≤ A+ σrρ cos
(
πθ
2α
)
, 0 ≤ r <∞, |θ| ≤ α.
Let us notice that cos
(
πθ
2α
)
is a positive eigenfunction of the two-dimensional
Laplace-Beltrami operator in |θ| < α, vanishing at ±α, but it is not normal-
ized in L2, rather max|θ|≤α cos
(
πθ
2α
)
= 1. In the following analogous result for
subharmonic functions ϕ̂ stands for a positive eigenfunction of the Laplace-
Beltrami operator ∆∗ in a domain D ⊂ S, vanishing at ∂D, and normalized
in L∞(D) as maxθ∈D ϕ̂ = 1. By θ̂ ∈ D we denote a point where the maximum
is attained at, that is, ϕ̂(θ̂) = 1.
Proposition 3.3. Let u be a subharmonic function in a cone KD, such that
∂D is not a polar set. If u
∣∣
∂KD
≤ A = const and
lim inf
r→∞
r−µ
+
M(r, u+) = σ <∞,
then u(r, θ) ≤ A+ σrµ+ϕ̂(θ) everywhere in KD.
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Proof. Again, without loss of generality we set A = 0. Denote
Dδ =
{
θ ∈ D
∣∣∣∣ |θ − θ̂| < δ, δ > 0}
and consider a subharmonic function
uǫ(r, θ) = u
+(r, θ)− (σ + ǫ)rµ+ϕ̂(θ), ǫ > 0.
Given an ε > 0, we can find a small δ = δ(ε) > 0 and a sequence {rl}∞l=1 such
that uε(rl, θ) ≤ 0 for all l and x ∈ ∂
(
K
D\Dδ
rl
)
. The maximum principle infers
that uε ≤ b(ε) = const at ∂KDδ . When a domain decreases, the eigenvalues
and the corresponding characteristic constant increase, therefore, with the
obvious notations, λ0(D\Dδ) > λ0(D) and µ+(D\Dδ) > µ+(D) ≡ µ+. Thus
we can apply the Deny-Lelong theorem (see Remark 3.1) to the function uǫ
in the cone KD\Dδ , δ = δ(ε), and conclude that uε ≤ bε in KD\Dδ .
On the other hand, decreasing δ if necessary, we can make true the in-
equality µ+(Dδ) > µ
+(D \ Dδ), thus lim infr→∞ r−µ+(Dδ)M(r, u+ǫ ) = 0. Ap-
plying the Deny-Lelong theorem again, we get the inequality uǫ(x) ≤ bǫ in
the cone KDδ , therefore this inequality is valid in the entire cone KD. Apply-
ing the Deny-Lelong theorem once more, we obtain the inequality uǫ(x) ≤ 0
in KD, that is, u(x) ≤ (σ + ǫ)r−µ+ϕ̂(θ), and it suffices now to let ǫ→ 0. ♦
However, for subfunctions such a conclusion in general does not hold. To
see that, it is enough to consider a constant potential c0 = const > 0 in the
right half-plane K =
{|θ| < π
2
}
in R2. The eigenvalues are λk = k
2, k =
0, 1, 2, ..., and the eigenfunctions are
ϕk(θ) =
{
sin(kθ), if k = 2l,
cos(kθ), if k = 2l + 1.
The functions
uk(r, θ) = σIk (r
√
c0)ϕk(θ),
where Ik are the modified Bessel functions, are c0−harmonic functions in K,
vanish at its boundary, and due to the well-known asymptotic formula for
Ik, satisfy the following equation for all k = 0, 1, 2, ...,
lim
r→∞
max
|θ|≤π/2
u+k (r, θ)
Ik(r
√
c0)
= σ.
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Yet, the inequality uk(z) ≤ u0(z) can not be valid everywhere in the
angle K for all k ≥ 2, since it reduces to inequalities sin(2kθ) ≤ cos θ or
cos((2k + 1)θ) ≤ cos θ, which obviously fail for all large enough k uniformly
in |θ| ≤ π/2. ♦
Nonetheless, in the case (A) subfunctions again exhibit the same behavior
as subharmonic functions.
Theorem 3.3. Let u ∈ SbH(c,KD) with c ∈ C(KD,A) and ∂D is not a polar
set. If the conditions (3.7) and lim infr→∞ V
−1(r)M(r, u+) = σ, 0 ≤ σ <∞,
are valid, then everywhere in KD
u(r, θ) ≤ A+ + σV (r)ϕ̂(θ).
Proof. It suffices to repeat the proof of Proposition 3.3 with rµ
+
replaced
by V (r) and refer to Theorem 3.1 instead of the Deny-Lelong theorem. ♦
In general case we claim the following.
Theorem 3.4. Under the conditions of Theorem 3.1, let the quantity
M0(r) ≡M0(r, u+) = sup
θ∈D
u+(r, θ)
ϕ̂(θ)
<∞ (3.19)
be upper bounded for 0 ≤ r <∞. If
lim inf
r→∞
M0(r)/Vq(r) = σ̂, 0 ≤ σ̂ <∞,
then
u(r, θ) ≤ σ̂Vq(r)ϕ̂(θ). (3.20)
Proof. Let us notice that (3.19) implies
u+(r, θ) = 0, θ ∈ ∂D \ E, 0 < r <∞.
A c−subfunction û(r, θ) = u(r, θ)− σ̂Vq(r)ϕ̂(θ) satisfies the equation
lim inf
r→∞
M0(r, û)/Vq(r) = 0.
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Since max ϕ̂(θ) = 1, one has M(r) ≤ M0(r), which together with (3.19) im-
plies lim infr→∞M(r, û
+)/Vq(r) = 0. Therefore, û
+(r, θ) = 0 for θ ∈ ∂D \E,
that is, û(r, θ) ≤ 0 at the boundary of KD. Now (3.20) follows from Theorem
3.1. ♦
Remark 3.8. We mention one more distinction between the cases (A) and
(B). It is known that there exists a unique, up to a constant factor, positive
harmonic function in a cone, vanishing at the boundary - namely, the so-
called reduced function rµ
+
ϕ0(θ). For the operator Lc this is generally not
true. In the case (B), that is, when the potential grows fast enough, there
exist infinitely many linearly independent c−harmonic functions, c = const,
which are positive in a cone and vanish at the boundary. For example, we
can set uν(r, θ) = V (r)ϕ0(θ) + bνVν(r)ϕν(θ) with different indices ν, if the
constants |bν | are sufficiently small. That follows from the asymptotic formu-
las of Appendix C and the estimates of the eigenfunctions - see, for example,
(4.2) below.
However, in the case (A) the situation is again similar to the harmonic
case. For the second order divergence form elliptic operators without lower
order terms this property was established in [48].
Proposition 3.4. Let D ⊂ S be an arbitrary domain whose boundary is not
a polar set and a radial potential q = q(r) ∈ (A).Then, up to a constant
factor, there exists only one positive solution of the equation Lq = 0 in the
cone KD vanishing at the boundary ∂(KD) outside a polar set. To be precise,
the solution is
u(r, θ) = bV0(r)ϕ0(θ), b = const ≥ 0.
Proof. Let {λν , ϕν} be the eigenvalues and the corresponding eigenfunctions
of the Laplace-Beltrami operator in D, where eigenvalues repeat according
to their multiplicities. First, let ∂D ∈ C2. Then everywhere on ∂(KD)
∂ϕ0(θ)
∂n(θ)
≥ 0, and |ϕν(θ)|+ |∇ϕν(θ)| ≤ Nν , ν ≥ 1. Therefore, ϕν(θ)ϕ0(θ) ≤Mν <∞
for θ ∈ D and ν ≥ 1.
Now we repeat the argument used in the proof of Proposition 3.2. If
Lqu = 0 in K
D and u
∣∣
∂KD
= 0, then for each r > 0
u(r, θ) =
∞∑
ν=0
Yν(r)ϕν(θ),
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where
Yν(r) =
∫
D
u(r, θ)ϕν(θ)dσ(θ) (3.21)
and the series converges in L2(K
D).
Clearly, 0 =
∫
D
(∆u− q(r)u)ϕν(θ)dσ(θ) and (3.21) implies the equation
Y ′′ν (r) +
n− 1
r
Y ′ν(r)− q(r)Yν(r) +
∫
D
∆∗u(r, θ)ϕν(θ)dσ(θ) = 0.
Using the self-adjointness of the Laplace-Beltrami operator ∆∗, we conclude
that Yν satisfies the equation (3.4) with λ = λν , that is,
Yν(r) = aνVν(r) + bνWν(r). (3.22)
We know that as r ց 0 ,Wν(r)ր∞ and Vν(r)ց 0. However, due to (3.21),
Yν must be bounded as r → 0, so that in (3.22) all bν = 0, k = 0, 1, 2, . . .,
and Yν(r) = aνVν(r).
Now, let u(r, θ) be positive in KD. Then∣∣∣∣∫
D
u(r, θ)ϕν(θ)dσ(θ)
∣∣∣∣≤ ∫
D
u(r, θ)ϕ0(θ)
|ϕν(θ)|
ϕ0(θ)
dσ(θ),
that is, |aνVν(r)| ≤Mν |a0|V0(r). However, Lemma C.2 implies that
Vν(r)/V0(r)→∞ as r →∞, whence aν = 0 for ν ≥ 1 and
u(r, θ) = a0V0(r)ϕ0(θ), a0 ≥ 0.
If ∂D is not smooth, we again exhaust KD from within with a sequence
of smooth cones KDj , j = 1, 2, . . ., and use the uniform convergence of
λ
[j]
ν , ϕ
[j]
ν , V
[j]
ν and W
[j]
ν on compact sets (Lemma C.1, Part 3o). ♦
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4 Bilinear series and estimates of the Green
function of the operator Lq with a radial
potential q in an n-dimensional cone
In this section we derive a bilinear series representation and some estimates
of the Green function G(x; y) of the operator Lq with a radial potential
q = q(r), r = |x|, in a smooth n−dimensional cone KD. As before, the
eigenvalues and eigenfunctions of the boundary value problem (3.5) are de-
noted by λν and ϕν , ν = 0, 1, 2, ..., with each eigenvalue repeated according
to its multiplicity. We often omit the subscript ν = 0. The eigenfunctions
are normalized in L2(D), ‖ϕν‖L2(D) = 1, and are continued on for all x ∈ KD
as ϕν(x) = ϕν(x/|x|). The following properties of the eigenvalues and eigen-
functions are known (see, for example, [63, p. 335] and [34]):
b1(ν + 1)
2
n−1 < λν < b2(ν + 1)
2
n−1 , (4.1)
max
θ∈D
|ϕν(θ)| = τν < b3λn/4ν , max
θ∈D
|ϕ′ν(θ)| = τ
′
ν < b4λ
n+2
4
ν , (4.2)
where bj are constants and ϕ
′
ν stands for any first order partial derivative of
ϕν .
Let µ+ν ≥ 0 and µ−ν < 0 be the roots of the quadratic equation
µ(µ+ n− 2) = λν
and
χν = µ
+
ν − µ−ν =
√
(n− 2)2 + 4λν .
Also, let Vν(r) and Wν(r) stand, respectively, for the increasing and decreas-
ing, as r → ∞, solutions of the equation (3.4) with λ = λν , normalized by
Vν(1) =Wν(1) = 1, and
χ
′
ν = w(Wν(r), Vν(r))
∣∣∣∣
r=1
be their Wronskian at r = 1. Since by Part 1o of Lemma C.1, V ′ν(1) ≥ µ+ν
and W ′ν(1) ≤ µ−ν , we have
χ
′
ν = V
′
ν(1)Wν(1)−W ′ν(1)Vν(1) = V ′ν(1)−W ′ν(1) ≥ µ+ν − µ−ν = χν . (4.3)
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It is readily verified that the Green function Qν of the boundary value
problem
−y′′(r)− (n− 1)r−1y′(r) + (λνr−2 + q(r)) y(r) = γ(r), 0 < r <∞,
0 ≤ q(r) ∈ Lloc(0,∞), rn−1γ(r) ∈ L2(0,∞), y(0) = y(∞) = 0, (4.4)
is given by
Qν(r, ρ) =
 ρ
n−1(χ
′
ν)
−1Vν(r)Wν(ρ) if 0 < r ≤ ρ <∞
ρn−1(χ
′
ν)
−1Vν(ρ)Wν(r) if 0 < ρ ≤ r <∞.
(4.5)
Indeed, the corresponding homogeneous equation
−y′′(r)− (n− 1)r−1y′(r) + (λνr−2 + q(r)) y(r) = 0
has the general solution y(r) = b1Vν(r) + b2Wν(r) and the boundary condi-
tions (4.4) imply b1 = b2 = 0. It should be also noted that if n = 2 and
D = {|θ| < α}, 0 < α < π, then λν > 1/4.
The following statement on the comparison of the Green functions is a
one-dimensional analog of Theorem A.2.
Lemma 4.1. If pj(r) ∈ Lloc(0,∞), j = 1, 2, and 0 ≤ p1(r) ≤ p2(r) for
0 < r <∞, then the Green functions Qj of the operators
Lj(y) = −y′′(r)− (n− 1)r−1y′(r) + pj(r)y(r)
satisfy the inequality
Q2(r, ρ) ≤ Q1(r, ρ), 0 < r, ρ <∞. (4.6)
Proof. A function u(r) = Q1(r, ρ)−Q2(r, ρ) is continuous in (0,∞) together
with u′ for each fixed ρ > 0. If r 6= ρ, then L1u = (p2 − p1)Q2, whence
u(r) =
∫ ∞
0
Q1(r, t) (p2(t)− p1(t))Q2(t, ρ)dt ≥ 0,
maybe in the sense of distributions, and the conclusion follows. ♦
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Corollary 4.1. Setting here p1(r) = λ0r
−2 + q(r) and p2(r) = λνr
−2 +
q(r), ν ≥ 1, where 0 ≤ q(r) ∈ Lloc(0,∞), we get from (4.5) and (4.6) the
inequalities
1
χ′ν
Vν(r)Wν(ρ) ≤ 1χ′0V0(r)W0(ρ) if r ≤ ρ,
1
χ′ν
Vν(ρ)Wν(r) ≤ 1χ′0V0(ρ)W0(r) if ρ ≤ r.
♦
Corollary 4.2. Choosing in Lemma 4.1 p1(r) = λνr
−2 and p2(r) = λνr
−2+
q(r), where 0 ≤ q(r) ∈ Lloc(0,∞), we deduce the inequalities
1
χ′ν
Vν(r)Wν(ρ) ≤ 1χν rµ
+
ν ρµ
−
ν if r ≤ ρ,
1
χ′ν
Vν(ρ)Wν(r) ≤ 1χν ρµ
+
ν rµ
−
ν if ρ ≤ r.
(4.7)
♦
Corollary 4.3. If 0 < γ ≤ 1 ≤ δ <∞ and δr ≤ γρ, then
1
χ′ν
Vν(r)Wν(ρ) ≤ 1
χν
γ−µ
−
ν δ−µ
+
ν V (δr)W (γρ). (4.8)
Proof. It suffices to note (Lemma C.1, Part 10) that d
dr
(
r−µ
+
ν Vν(r)
)
≥ 0,
thus r−µ
+
ν Vν(r) ≤ (δr)−µ+ν Vν(δr) and so Vν(r) ≤ δ−µ+ν Vν(δr). On the other
hand, d
dρ
(
ρ−µ
−
ν Wν(ρ)
)
≤ 0, which implies Wν(ρ) ≤ γ−µ−ν Wν(γρ). Multiply-
ing these two inequalities and using (4.3), we obtain (4.8). ♦
The following bilinear series representation of Green’s function g(x; y) of
the Laplacian in a cone KD is well-known (see Lelong-Ferrand [51]):
g(x; y) =

β
∑∞
ν=0 |x|µ
+
ν |y|µ−ν ϕν(θ)ϕν (ψ)
χν
if |x| < |y|
β
∑∞
ν=0 |y|µ
+
ν |x|µ−ν ϕν(θ)ϕν (ψ)
χν
if |y| < |x|;
(4.9)
here x = (r, θ), y = (ρ, ψ), and β =
∫
D
dσ(θ). Due to (4.1)-(4.2), these
series converge absolutely and uniformly if, respectively, either |x| < γ|y| or
|y| < γ|x| with 0 < γ < 1. Now we derive an analog of (4.9) for the Green
function Gq(x; y) of the operator Lq with a radial potential q(r). We suppress
the subscript q from now on in this section.
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Theorem 4.1. For all x = (r, θ) and y = (ρ, ψ), 0 < r, ρ < ∞, (θ, ψ) ∈
D ×D, one has
G(r, θ; ρ, ψ) =

∑∞
ν=0
1
χ′ν
Vν(r)Wν(ρ)ϕν(θ)ϕν(ψ) if 0 < r < ρ <∞∑∞
ν=0
1
χ′ν
Vν(ρ)Wν(r)ϕν(θ)ϕν(ψ) if 0 < ρ < r <∞.
(4.10)
On any compact set in KD these series converge absolutely and uniformly if
r ≤ γρ or respectively, if ρ ≤ γr, 0 < γ < 1.
Remark 4.1. The factor β in (4.9) appears since the normalization of g at
its singularity used in [51], differs from that in Theorem A.1, Part 3o. ♦
Proof of Theorem 4.1. The convergence of the series (4.10) follows im-
mediately from (4.7), (4.3) and the convergence of the series (4.9). Thus, we
have to establish that the right-hand side of (4.10) is equal to the Green func-
tion G. The latter function represents a solution of the equation Lqu = f ,
where f ∈ L2(KD), by the integral u(x) = ∫
KD
G(x; y)f(y)dy ≡ (Gf)(x).
Since G(x; y) ∈ L2loc(KD ×KD) by Theorem A.1, Gf is a completely contin-
uous integral operator and the system of eigenfunctions {ϕν} is complete in
L2(D). Thus, we can expand a function f(· , ψ) ∈ L2(KD) in a series
f(ρ, ψ) =
∞∑
ν=0
γν(ρ)ϕν(ψ),
where
γν(ρ) =
∫
D
f(ρ, ψ)ϕν(ψ)dψ.
The series converges in L2(D), that is,
∑∞
ν=0 |γν(ρ)|2 <∞. Considering this,
to solve the equation Lqu = f we first look for ”elementary” solutions of
equations
Lqu(r, θ) = γν(r)ϕν(θ), ν = 0, 1, . . . , (4.11)
where now γν is a finitary function in (0,∞). Substituting u(x) = y(r)ϕν(θ)
in (4.11), we get for y(r) a boundary-value problem{
−y′′(r)− (n− 1)r−1y′(r) + (λνr−2 + q(r)) y(r) = γν(r),
y(+0) = 0, y ∈ L2loc(0,∞),
(4.12)
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whose Green’s function is given by (4.5). Therefore, the unique solution of
(4.12) in L2(0,∞) is
yν(r) =
∫ ∞
0
Qν(r, ρ)γν(ρ)dρ. (4.13)
Now, for a solution of the equation Lqu(x) = f(x) =
∑∞
ν=0 γν(r)ϕν(θ) we
obtain a representation u(r, θ) =
∑∞
ν=0 yν(r)ϕν(θ), where the functions yν(r)
are given by (4.13). By virtue of the Parseval formula we have the equations∫
D
|f(r, θ)|2dσ(θ) =
∞∑
ν=0
|γν(r)|2
for almost all r > 0, and∫
D
∫ ∞
0
|f(r, θ)|2rn−1drdσ(θ) =
∞∑
ν=0
∫ ∞
0
|γν(r)|2rn−1dr.
It follows that the series
u(r, θ) =
∞∑
ν=0
yν(r)ϕν(θ) =
∫
KD
G(r, θ; y)f(y)dy
also converges in L2(KD).
Consider now a series
G1(r, θ; ρ, ψ) =
∞∑
ν=0
ρ1−nQν(r, ρ)ϕν(θ)ϕν(ψ).
Due to (4.7), it is dominated by the similar series (4.9) converging absolutely
and uniformly for r ≤ γρ or ρ ≤ γr, γ < 1. Therefore, the series G1(x; y)
also converges absolutely and uniformly. So, in the sense of L2∫
KD
G1(r, θ; y)f(y)dy =
∞∑
ν=0
yν(r)ϕν(θ),
implying that the difference G(x; y) − G1(x; y) is orthogonal to all fini-
tary functions f(y), and finally, G(x; y) = G1(x; y) almost everywhere in
KD ×KD. ♦
Using (4.10), we now estimate9 G(x; y).
9Cf. [84]
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Lemma 4.2. If 0 < γ ≤ 1 ≤ δ <∞, γ 6= δ, and δr ≤ γρ, then
G(r, θ; ρ, ψ) ≤ V (δr)W (γρ)(γδ)(n−2)/2
∞∑
ν=0
(γ/δ)χν/2
|ϕν(θ)ϕν(ψ)|
χν
. (4.14)
Proof. It suffices to apply the inequality (4.8) to (4.10) and use the above
mentioned remark on convergence. ♦
From now on in this section we assume ∂D to be smooth, so that ϕν ∈
C2(D). To bound the series in (4.14) we use the following theorem by Oleinik
[68], which we state only in the case of the operator Lc:
Let u(P ) be a non-constant solution of the equation Lcu = f ≥ 0 in
a domain D; thus, in particular, u is a c−superfunction. Let at each point
P ∈ ∂D there exist a tangent plane and a ball B ⊂ D, such that P ∈ ∂B.
If u is continuous in D and at a point P1 ∈ ∂D takes on the lowest negative
value, then
lim inf
P2→P1
u(P2)− u(P1)
|P2 − P1| > 0,
where P2 ∈ D and varies along a direction h making an acute angle with the
inward normal to the boundary ∂D at the point P1.
This statement implies that ∂ϕ0(θ)
∂n
∣∣
θ∈∂D
≥ b > 0, so that
lim
θ→θ0∈∂D
ϕν(θ)
ϕ0(θ)
=
∂ϕν(θ0)
∂n
∂ϕ0(θ0)
∂n
≤ b(D)ν n+12(n−1) .
From here and (4.14) we obtain
Corollary 4.4. If ∂D ∈ C2 and 0 < γ ≤ 1 ≤ δ <∞, γ 6= δ, then
G(r, θ; ρ, ψ) ≤
 b(D, γ, δ)V (δr)W (γρ)ϕ0(θ)ϕ0(ψ) if 0 < δr ≤ γρ <∞
b(D, γ, δ)V (δρ)W (γr)ϕ0(θ)ϕ0(ψ) if 0 < δρ ≤ γr <∞.
♦
These inequalities can be made more precise. For that we need two more
lemmas, including the positive homogeneity property of the harmonic Green
function g in a cone KD ⊂ Rn.
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Lemma 4.3. For any k > 0
g(kx; ky) = k2−ng(x; y).
Proof. If n ≥ 3, then g(x; y) = θn|x− y|2−n+ a harmonic function in both
x and y. Thus, the function u(x, y) = g(kx; ky)− k2−ng(x; y) is harmonic in
KD in both variables, vanishes at ∂KD, and uniformly tends to zero when
one variable approaches infinity while another is fixed. By the maximum
principle [29, p. 47], u(x, y) = 0. If n = 2, the proof is similar. ♦
Lemma 4.4. If ∂D ∈ C2, r0 > 0 and δ > 1 are fixed, then for 0 < r ≤ r0 <
ρ0 = δr0 < ρ <∞ and for θ ∈ D
g(r, θ; ρ, ψ) ≤ brµ+ρµ−ϕ0(θ)ϕ0(ψ)
and if 0 < ρ ≤ r0 < ρ0 = δr0 < r <∞, then
g(r, θ; ρ, ψ) ≤ brµ−ρµ+ϕ0(θ)ϕ0(ψ).
Proof. We apply here a method used by Rashkovskii [72]. Since the inward
normal derivative ∂ϕ0(θ)
∂n
∣∣
∂D
is continuous and positive on the entire boundary
∂D, the function
S(θ, ψ) =
g(1, θ; δ, ψ)
ϕ0(θ)ϕ0(ψ)
is continuous and, therefore, bounded inD×D. Thus, g(1, θ; δ, ψ) ≤ bϕ0(θ)ϕ0(ψ).
This inequality and Lemma 4.3 imply, with any r0,
g(r0, θ; δr0, ψ) = r
2−n
0 g(1, θ; δ, ψ) ≤ br2−n0 ϕ0(θ)ϕ0(ψ)
and after setting ρ0 = δr0 we arrive at the inequality
g(r0, θ; ρ0, ψ) ≤ brµ
+
0 ρ
µ−
0 ϕ0(θ)ϕ0(ψ),
since µ+ + µ− = 2− n.
Fix an r0 > 0, ρ0 = δr0 and consider a function
g(r, θ; ρ0, ψ)− bρµ
−
0 ϕ0(ψ)r
µ+ϕ0(θ).
It is harmonic when x = (r, θ) ∈ KDr0 , vanishes at its lateral surface and
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nonpositive when r = r0. Thus,
g(r, θ; ρ0, ψ)− bρµ−0 ϕ0(ψ)rµ
+
ϕ0(θ) ≤ 0 (4.15)
for all r ≤ r0 and θ, ψ ∈ D. Now we unfreeze ρ and consider a function
g(r, θ; ρ, ψ)− bρµ−ϕ0(ψ)rµ+ϕ0(θ)
with fixed r ≤ r0 and θ ∈ D. It is harmonic in y = (ρ, ψ) as ρ > ρ0 and
ψ ∈ D, vanishes at the boundary of ∂KD \ ∂KDρ0 , uniformly tends to zero as
ρ→∞ and is nonpositive at ρ = ρ0 by virtue of (4.15). Thus,
g(r, θ; ρ, ψ) ≤ bρµ−ϕ0(ψ)rµ+ϕ0(θ) (4.16)
when r ≤ r0 and ρ ≥ δr0. Since r0 > 0 is arbitrary, (4.16) is valid for all
ρ ≥ δr0; δ > 1. The second assertion of the lemma is due to the symmetry
of Green’s function. ♦
Theorem 4.2. If ∂D ∈ C2 and a constant δ > 1, then
G(r, θ; ρ, ψ) ≤ b V (r)W (ρ)ϕ0(θ)ϕ0(ψ), 0 < r ≤ r0 ≤ δr0 ≤ ρ <∞, (4.17)
G(r, θ; ρ, ψ) ≤ b V (ρ)W (r)ϕ0(θ)ϕ0(ψ), 0 < ρ ≤ r0 ≤ δr0 ≤ r <∞. (4.18)
Proof. If r0 and ρ0 are fixed, ρ0 = δr0, δ > 1, then from Theorem A.2 and
Lemma 4.4 we get
G(r0, θ; ρ0, ψ) ≤ g(r0, θ; ρ0, ψ)
≤ brµ+0 ρµ
−
0 ϕ0(θ)ϕ0(ψ) ≤ b′V (r0)W (ρ0)ϕ0(θ)ϕ0(ψ),
where b′ = brµ
+
0 ρ
µ−
0 (V (r0)W (ρ0))
−1. Therefore, the difference
G(r, θ; ρ0, ψ)− b′V (r)W (ρ0)ϕ0(θ)ϕ0(ψ),
which is an Lq−harmonic function of the argument x = (r, θ) in KDr0 , has
nonpositive boundary values in this cone. From the maximum principle we
obtain the inequality
G(r, θ; ρ0, ψ) ≤ b′V (r)W (ρ0)ϕ0(θ)ϕ0(ψ)
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for all x ∈ KDr0 .
To establish (4.17) with an arbitrary ρ instead of a fixed ρ0, we apply the
same argument to a q−harmonic function
G(r, θ; ρ, ψ)− bV (r)W (ρ)ϕ0(θ)ϕ0(ψ)
for y = (ρ, ψ) ∈ KDρ0,∞, ρ0 ≤ ρ. Finally, (4.18) follows from (4.17) due to the
symmetry of G(x; y). ♦
Remark 4.2. The Oleinik theorem can be applied directly to the quotient
G(x; ρ0, ψ)
ϕ0(θ)ϕ0(ψ)
if we observe that
G(r0, θ; ρ0, ψ) ≤ b(D, r0, δ)V (r0)W (ρ0)ϕ0(θ)ϕ0(ψ), δ > 1;
our proof shows in addition that the constants b do not depend on r0. ♦
Corollary 4.5. Combining (4.17) or (4.18) with (C.1) we obtain, respec-
tively, inequalities
G(r, θ; ρ, ψ) ≤ br2−nW (ρ)W−1(δr)ϕ0(θ)ϕ0(ψ), 0 < r ≤ r0 ≤ δr0 ≤ ρ <∞
(4.19)
and
G(r, θ; ρ, ψ) ≤ br2−nV (r)V −1(ρ/δ)ϕ0(θ)ϕ0(ψ), 0 < ρ ≤ r0 ≤ δr0 ≤ r <∞.
♦
Corollary 4.6. In the case (A), using the formulas (C.9)-(C.10) we have a
generalization of a known result for the Green function of the Laplacian [6]:
G(r, θ; ρ, ψ) ≤ bρ2−n
(
r
ρ
)µ+k
ϕ0(θ)ϕ0(ψ), kr ≤ ρ,
where µ+k =
1
2
(
2− n +√(n− 2)2 + 4(λ0 + k)). In the case (B) (4.19)
takes the form
G(r, θ; ρ, ψ) ≤ b r
1−n
(q(r)q(δr))1/4
(
e−
∫ δr
r
√
q(t)dt
)
ϕ0(θ)ϕ0(ψ), δr ≤ ρ.
♦
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Corollary 4.7. If ∂D ∈ C2 and 0 < r ≤ r0 < δr0 ≤ ρ <∞, then
∂G(r, θ; ρ, ψ)
∂n(y)
≤ bV (r)W (ρ)ϕ0(θ)1
ρ
∂ϕ0(ψ)
∂n(ψ)
, θ ∈ D, ψ ∈ ∂D (4.20)
and
∂G(r, θ; ρ, ψ)
∂n(y)
≤ bV (ρ)W (r)ϕ0(θ)1
ρ
∂ϕ0(ψ)
∂n(ψ)
, θ ∈ D, ψ ∈ ∂D, (4.21)
if 0 < ρ ≤ r0 < δr0 ≤ r <∞.
Proof. It is enough to note that a nonpositive q−harmonic function
G(x; y)− bV (r)W (ρ)ϕ0(θ)ϕ0(ψ)
with zero boundary values in KDr0,∞ has a nonpositive inward normal deriva-
tive [64, p. 14]. We mention also that ∂ϕ0(x/r)
∂n(x)
= 1
r
∂ϕ0(θ)
∂n(θ)
. ♦
A proof of the following statement is similar.
Corollary 4.8. Let GR(x; y) be the Green function of Lq in a cone K
D
R ,
0 < R <∞. If ∂D ∈ C2 and 0 < r ≤ γR, γ < 1, then
− ∂
∂ρ
GR(r, θ; ρ, ψ)
∣∣∣∣
ρ=R
≤ b(γ)V (r) {−W ′(R)}ϕ0(θ)ϕ0(ψ).
♦
Remark 4.3. Due to Theorem A.2, all upper bounds of this section hold
for the Green function of the operator Lc with any c(x) ≥ q(|x|). ♦
Remark 4.4. If r = |x| is fixed, then G(x; y) vanishes as O (W (ρ)) when
ρ = |y| → ∞. ♦
We will need lower bounds of Green’s functions as well.
Lemma 4.5. If 0 < γ < 1 and ρ0 > 0 are fixed, then
G(r, θ; ρ, ψ) ≥
 bV (r)W (ρ)ϕ0(θ)ϕ0(ψ) if r ≤ γρ0 < ρ0 ≤ ρ
bV (ρ)W (r)ϕ0(θ)ϕ0(ψ) if ρ ≤ γρ0 < ρ0 ≤ r.
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Proof. We can repeat the argument of Lemma 4.4 - Theorem 4.2 if we notice
that the quantity S(θ, ψ) in Lemma 4.4 and its analog for the Green function
G in Theorem 4.2 are bounded away from zero as well. ♦
Corollary 4.9. Under the conditions of Lemma 4.5, if r ≤ γρ0 < ρ0, then
− ∂
∂ρ
GR(r, θ; ρ, ψ)
∣∣∣∣
ρ=R
≥ bV (r) {−W ′(R)}ϕ0(θ)ϕ0(ψ), b = b(K, ρ0),
where GR was defined in Corollary 4.8.
♦
Corollary 4.10. If y = (ρ, ψ) ∈ ∂KD, then
∂G(r, θ; ρ, ψ)
∂n(y)
≥

bV (r)W (ρ)ϕ0(θ)
1
ρ
∂ϕ0(ψ)
∂n(ψ)
if |x| < |y|
bV (ρ)W (r)ϕ0(θ)
1
ρ
∂ϕ0(ψ)
∂n(ψ)
if |y| < |x|.
♦
Using these inequalities, we can straightforwardly verify that the series
(4.10) can be termwise differentiated.
Corollary 4.11. Under the conditions of Theorem 4.1, for y = (ρ, ψ) ∈
∂KD
∂G(r, θ; ρ, ψ)
∂n(y)
=

∑∞
ν=0
1
χ′ν
Vν(r)Wν(ρ)ϕν(θ)
1
ρ
∂ϕν(ψ)
∂n(ψ)
if 0 < r < ρ <∞
∑∞
ν=0
1
χ′ν
Vν(ρ)Wν(r)ϕν(ψ)
1
r
∂ϕν(θ)
∂n(θ)
if 0 < ρ < r <∞.
♦
As a simple application of Theorem 3.1 and Corollary 4.7, we prove an
extension of a uniqueness theorem for analytic functions [21, p. 219-220],
which will be needed in Section 5. Here again V is a growing solution of
(3.4) with λ = λ0.
Proposition 4.1. Let u ∈ SbH(c,KD) with c ∈ C(KD,A) and the boundary
∂D ∈ C2. If u(x) ≤ bV (|x|) for an arbitrary small positive constant b, then
u(x) ≡ −∞.
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Proof. The convergence of the integral
I(x) =
∫
∂KD
V (|y|)∂G(x; y)
∂n(y)
dσ(y),
where G is the Green function of the operator Lq in the cone K
D, follows by
a direct estimation based on Lemma C.2 and estimates (4.20)-(4.21). Thus,
I(x) solves the Dirichlet problem for Lq inK
D with the boundary data V (|x|).
Therefore, a function bI(x) with any b > 0 is a q−harmonic majorant of u
in KD.
Consider now a q−harmonic function v(x) = −bI(x)+AV (|x|)ϕ0(θ) with
a positive constant A and exhaust the domain D from within by smooth
domains Dj ր D. With b and A fixed, the inequality Aϕ0(θ) < b holds
everywhere in D \ Dj if j is sufficiently large. Therefore, v(x) ≤ 0 at the
boundary ∂KDj . Since λ0 < λ
[j]
0 , where λ
[j]
0 is the smallest eigenvalue of the
Laplace-Beltrami operator in Dj , we have V (r) = o¯
(
V [j](r)
)
, r → ∞, and
so that
u(x) ≤ bI(x) = v(x)− AV (r)ϕ0(θ) ≤ −AV (r)ϕ0(θ).
It remains to let A→∞. ♦
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5 The Blaschke theorem
This theorem asserts that given a sequence of points zk, k = 1, 2, ..., in the
unit disk B(0, 1) ⊂ R2, in order for a bounded analytic function with zeros
at these and only these points to exist it is necessary and sufficient that these
points satisfy the Blaschke condition
∑∞
k=1 (1− |zk|) < ∞. In subharmonic
setting, the Riesz associated measure of a bounded subharmonic function in
the unit disk must satisfy the condition∫
B(0,1)
(1− |z|) dµ(z) <∞.
Vice versa, if a Borel measure dµ in B(0, 1) satisfies this condition, then
there exists an upper bounded subharmonic function in the unit disk such
that its associated Riesz measure coincides with dµ - see, e.g., [33, p. 174].
By making use of conformal mapping one can replace the unit disk here with
other plane domains.
The same questions make sense in Rn - thus, an upper bounded subhar-
monic function in Rn, n ≥ 3, whose Riesz associated measure coincides with
a given Borel measure dµ, exists if and only if [29, p. 128]∫ ∞
1
r1−nn(r)dr <∞, where n(r) = µ(B(r)) =
∫
B(r)
dµ(x). (5.1)
In this section we prove an analog of the Blaschke theorem for subfunctions of
the operator Lc in n−dimensional cones. To derive a complete analog of the
Blaschke theorem, we limit ourselves here by subfunctions u(x) ∈ SbH(q,KD)
with respect to a radial potential q(r) - the results concerning the general
case are discussed in Remark 5.4 at the end of this section. The argument is
based on an extension of the following Carleman formula.
For a holomorphic function f(z) in a closed semi-annulus
Ω =
{
z ∈ R2
∣∣∣∣ 0 < a ≤ |z| ≤ R, ℑz ≥ 0}
with the zeros zk = rke
iθk , k = 1, 2, ..., l, this formula reads [11]:∑
a<rk<R
(
1
rk
− rk
R2
)
sin θk =
1
πR
∫ π
0
ln |f(Reiθ)| sin θ dθ
+ 1
2π
∫ R
a
(
1
x2
− 1
R2
)
ln |f(x)f(−x)|dx+ Af(a, R),
(5.2)
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where Af is a constant. As for generalizations and applications of (5.2) see,
for example, [3, 25, 26, 39, 54, 80]. In particular, the Carleman formula was
extended onto subharmonic functions in smooth cones in Rn [73]. We estab-
lish two extensions of (5.2) for subfunctions, one is convenient for studying
the asymptotic behavior of subfunctions at infinity, and another one for that
at the origin. Here again V = V0(r) and W = W0(r) are the normalized
solutions of the equation (3.4) and χ′ = w(W,V )|r=1 is their Wronskian. As
before, truncated cones are denoted by KDR and K
D
a,R, 0 < a < R ≤ ∞.
Consider a q-harmonic function
CR(x) =
(
W (r)− W (R)
V (R)
V (r)
)
ϕ0(θ), x = (r, θ) ∈ KD.
It is clear that CR(x) > 0 in the cone KD1,R, C
R(r, θ) = 0 as θ ∈ ∂D and
0 < r < R, and CR(R, θ) = 0. Let dσ = dσ(r, θ) denote the surface area
measure on the sphere Sn−1 or on the lateral surface ∂KD of the cone KD,
and let dx be the Lebesgue measure in Rn. For a subfunction u we denote by
dµ its Riesz measure. First we consider continuous subfunctions in a closed
cone with the smooth boundary. As usual, u is said to be a subfunction in a
closed set if it is a subfunction in an open domain containing this set.
Lemma 5.1. If ∂D is smooth and u(x) ∈ SbH(q, KDa,R), 0 < a < R < ∞,
then
θn
∫
KDa,R
CR(x)dµ(x) = χ
′
V (R)
∫
D
u(R, θ)ϕ0(θ)dθ+
∫
∂D×(a,R)
u(r, θ)
(
W (r)− W (R)
V (R)
V (r)
)
1
r
∂ϕ0(θ)
∂n
dσ(r, θ) + Au(a, R),
(5.3)
where the constant θn was defined in Theorem 2.1, Part 8
0, and
Au(a, R) = a
n−1
∫
D
(
u(a, θ)
∂CR(r, θ)
∂r
∣∣∣∣
r=a
− ∂u(r, θ
∂r
∣∣∣∣
r=a
CR(a, θ)
)
dθ = O(1)
as R→∞ while a > 0 is fixed.
Proof. If u ∈ C2(KDa,R), then to derive (5.3) it suffices to apply the
second Green identity in KDa,R to the functions u and C
R and notice that,
due to Part 8o of Theorem A.1, for any continuous f∫
KDa,R
f(x) (−Lqu(x)) d(x) = θn
∫
KDa,R
f(x)dµ(x).
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If u is merely upper semicontinuous in KDa,R, then we approximate it by
a decreasing sequence of continuous subfunctions uj, whose associated mea-
sures dµj weakly
∗ converge to dµ by the Helly selection theorem. All terms
in (5.3), but the last one, have limits due to the monotone convergence
uj(x) ց u(x), and so that the limit limj→∞
∫
D
(
∂uj(r,θ)
∂r
∣∣
r=a
)
CR(a, θ)dσ(θ)
also exists. It should be also noticed that like the subharmonic case, the
partial derivatives
∂uj(r,θ)
∂r
exist almost everywhere and are locally summable
- see the proof of Theorem A.1. ♦
The next lemma has the same proof; here
Ca(r, θ) =
(
V (r)− V (a)
W (a)
W (r)
)
ϕ0(θ), 0 < a < r <∞.
Lemma 5.2. If ∂D is smooth and u(x) ∈ SbH(q, KD), 0 < a < R < ∞,
then
θn
∫
KDa,R
Ca(x)dµ(x) =
χ′
W (a)
∫
D
u(a, θ)ϕ0(θ)dθ+
∫
∂D×(a,R)
u(r, θ)
(
V (r)− V (a)
W (a)
W (r)
)
1
r
∂ϕ0(θ)
∂n
dσ(r, θ) +Bu(a, R),
where
Bu(a, R) = R
n−1
∫
D
(
u(R, θ)
∂Ca(r, θ)
∂r
∣∣∣∣
r=R
− ∂u(r, θ
∂r
∣∣∣∣
r=R
Ca(R, θ)
)
dθ = O(1)
as a→ 0 and R > 0 is fixed. ♦
Now we state main results of this section.
Theorem 5.1. Let dµ be a Borel measure in a cone KD such that ∂D is
not a polar set. Let also 0 ≤ q(r) ∈ Lploc(0,∞), p > n. An upper bounded
Lq−subfunction u in KD with the Riesz associated measure dµ exists if and
only if ∫
KDb
V (r)ϕ0(θ)dµ(r, θ) <∞ (5.4)
and ∫
KDb,∞
W (r)ϕ0(θ)dµ(r, θ) <∞ (5.5)
for some, and so for any constant b > 0.
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For harmonic functions in the half-space the necessity of conditions (5.4)-
(5.5) was established in [52] (Cf. (4) there). The necessity part of Theorem
5.1 follows from the next result.
Theorem 5.2. Let D be an arbitrary domain on S(0, 1) whose boundary is
not a polar set, and a Borel measure dµ(x) is the Riesz associated measure
of a function u(x) ∈ SbH(q,KD).
1o If for each x0 ∈ ∂KD, |x0| > b, there holds a condition
lim sup
KDb,∞∋x→x0
u(x) ≤ A = const <∞,
then∫
KDb,R
CR(x)dµ(x) ≤ χ
′
θnV (R)
∫
D
u(R, θ)ϕ0(θ)dθ +O(1), R→∞. (5.6)
2o If for each x0 ∈ ∂KD, |x0| < b, there holds a condition
lim sup
KDb ∋x→x0
u(x) ≤ A = const <∞,
then∫
KDa,b
Ca(x)dµ(x) ≤ χ
′
θnW (a)
∫
D
u(a, θ)ϕ0(θ)dθ +O(1), a→ 0+. (5.7)
Proof. We shall prove only Part 1o, since the proof of Part 2o is similar.
Without loss of generality we can assume that b = 1 and also that A < 0,
since otherwise instead of u we can consider a q-subfunction v(x) = u(x)−M
withM > A ≥ 0. The function v (or the u itself if A < 0) is negative in some
vicinity of the boundary ∂KD. Therefore (Cf. the proof of Theorem 3.1),
there exists a sequence of domains Dj with smooth boundaries such that the
boundaries of cones ∂KDj are in the domain where v(x) < 0.
Now we apply the formula (5.3) with a = 1 to v(x) in K
Dj
1,R:
θn
∫
K
Dj
1,R
CRj (x)dµv(x) =
χ′j
V [j](R)
∫
Dj
v(R, θ)ϕ
[j]
0 (θ)dθ+
∫
∂K
Dj
1,R
(
W [j](r)− W [j](R)
V [j](R)
V [j](r)
)
1
r
∂ϕ
[j]
0 (θ)
∂n(θ)
v(r, θ)dσ(r, θ) + A[j](1, R),
(5.8)
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where A[j](1, R) =
∫
Dj
(
CRj (1, θ)
∂v(r,θ
∂r
∣∣∣∣
r=1
− v(1, θ)∂C
R
j (r,θ)
∂r
∣∣∣∣
r=1
)
dθ.
Since ∂D is smooth,
∂ϕ
[j]
0 (θ)
∂n(θ)
> 0. Moreover, v(r, θ) < 0 for θ ∈ ∂Dj by the
construction. Therefore, the second addend on the right in (5.8) is negative,
and (5.8) implies the inequality
θn
∫
K
Dj
1,R
CRj (x)dµv(x) ≤
χ′j
V [j](R)
∫
Dj
v(R, θ)ϕ
[j]
0 (θ)dθ + A
[j](1, R). (5.9)
Extending here all functions by zero, we can rewrite (5.9) with Dj replaced
at all occurrences by D.
Since by Theorem C.1, Part 3o, and Theorem B.1, Part 4o, V [j](r) →
V (r), W [j](r) → W (r), and ϕ[j]0 (θ) → ϕ0(θ) uniformly on compact sets as
j → ∞, we conclude that it is possible to let j → ∞ and so ∣∣A[j](1, R)∣∣≤
A(1, R) = O(1) as R→∞. Thus,∫
Q
CRj (x)dµv(x)→
∫
Q
CR(x)dµv(x) as j →∞,
for any compact set Q ⊂ KD. Now, since ‖ ϕ[j]0 (θ) − ϕ0(θ) ‖L2(D)→ 0 as
j →∞ by Theorem B.1, Part 3o, we get from (5.9) an inequality
θn
∫
Q
CR(x)dµv(x) ≤ χ
′
V (R)
∫
D
v(R, θ)ϕ0(θ)dθ +O(1).
Exhausting the cone KD1,R with compact sets leads finally to the inequality∫
KD1,R
CR(x)dµv(x) ≤ χ
′
θnV (R)
∫
D
v(R, θ)ϕ0(θ)dθ +O(1), R→∞. (5.10)
To replace here v(x) with u(x), it is enough to notice that, by virtue of
Theorem A.1, Part 7o, dµu(x) ≤ dµv(x), and (5.6) straightforwardly follows
from (5.10). ♦
Corollary 5.1. If
lim inf
R→∞
1
V (R)
∫
D
u+(R, θ)ϕ0(θ)dθ <∞, (5.11)
in particular, if u(x) is upper bounded in KD, then (5.5) holds.
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Proof. It follows from (5.6) and (5.11) that∫
KD1,R
(
W (r)− W (R)
V (R)
V (r)
)
ϕ0(θ)dµ(r, θ) ≤ b <∞.
Since µ+ > 0 and by Lemma C.1, Part 1o, V (r)/V (R) ≤ (r/R)µ+ , for a
given ρ > 1 we can choose R > ρ such that V (ρ)/V (R) < 1/2 and so
(1/2)
∫
KD1,ρ
W (r)ϕ0(θ)dµ(r, θ) ≤ b.
The latter integral does not decrease when ρ increases, thus∫
KD1,∞
W (r)ϕ0(θ)dµ(r, θ) ≤ 2b <∞. ♦
The next result follows in the same way from (5.7).
Corollary 5.2. If
lim inf
a→+0
1
W (a)
∫
D
u+(a, θ)ϕ0(θ)dθ <∞, (5.12)
in particular, if u(x) is upper bounded in KD1 , then (5.4) holds. ♦
Remark 5.2. Vice versa, for nonnegative subfunctions the statements (5.4)
and (5.5) imply, respectively, (5.11) and (5.12). Moreover, we can replace
the lower limit with the limit in these relations. ♦
Remark 5.3. The condition (5.1) follows from (5.5) by partial integration,
since if D = S(1), then ϕ0 = const > 0 and W (r) = r
2−n. ♦
Theorem 5.2 has the following converse.
Theorem 5.3. If ∂D is not a polar set, then for any Borel measure dµ(x)
satisfying the conditions (5.4)-(5.5) in a cone KD there exists an upper
bounded function u ∈ SbH(q,KD) such that its associated measure is dµ(x).
The Green potential
u(x) = −
∫
KD
G(x; y)dµ(y),
where G is Green’s function of the Dirichlet problem for Lq in K
D, is such
a function, and moreover, supx∈KD u(x) = 0.
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Proof. First, we consider smooth cones with boundaries ∂D ∈ C2. Introduce
measures
dµ1(ρ, ψ) =
{
dµ(ρ, ψ) if ρ ≥ 1, ψ ∈ D
0 if 0 ≤ ρ < 1, ψ ∈ D
and dµ2 = dµ − dµ1. By making use of (5.5) and (4.17) with r0 = 1/2 and
r = 1/4 we conclude that the integral
U1(x) =
∫
KD1,∞
G(x; y)dµ1(y) (5.13)
converges and represents a positive q−superfunction in KD which may take
on value +∞ only on a polar set. The integral
U2(x) =
∫
KD1
G(x; y)dµ2(y) (5.14)
converges for r = |x| > 1. Therefore, it may be infinite only if x belongs
to a polar set, and U2 is also a positive q−superfunction in KD. Thus, the
function u(x) = −{U1(x) + U2(x)} is a nonpositive q−subfunction in KD
with the given associated measure dµ.
To remove the restriction ∂D ∈ C2, we again, as in the proof of Theorem
3.1, approximate the cone KD from within with a sequence of smooth cones
KDj , ∂Dj ∈ C2, Dj ր D. Due to the variational principle, λ[j]0 ց λ0.
Therefore, taking also into account the normalization V [j](1) = W [j](1) = 1,
the function V [j](r) vanishes as r → 0+ faster than V (r), and the function
W [j](r) vanishes as r →∞ faster than W (r). Considering again the uniform
convergence ϕ
[j]
0 (θ) → ϕ0(θ) on compact sets Q ⊂ D, we obtain from (5.4)-
(5.5) ∫
K
Dj
R
V [j](r)ϕ
[j]
0 (θ)dµ(r, θ) <∞, j = 1, 2, ...
and ∫
K
Dj
R,∞
W [j](r)ϕ
[j]
0 (θ)dµ(r, θ) <∞, j = 1, 2, ... .
Next, by making use of the formulas (5.13)-(5.14), we construct a sequence
of superfunctions
Uj(x) =
∫
KD
G[j](x; y)dµ(y),
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where Green’s functions G[j] of the cones KDj are extended onto KD \KDj
by zero. The sequence
{
G[j]
}∞
j=1
monotonically increases as j → ∞. So,
the sequence {Uj(x)}∞j=1 also monotonically increases and tends either to a
positive superfunction U(x) with the associated measure dµ(x) or to infinity.
In the latter case, however, the functions
Pj(r) ≡
∫
D
Uj(r, θ)ϕ
[j]
0 (θ)dθ → +∞
as well, which is impossible as we show now. Indeed, by the Fubini theorem,
Pj(r) =
∫
KD
∫
D
G[j](x; y)ϕ
[j]
0 (θ)dθdµ(ρ, ψ).
The eigenfunctions, ϕ
[j]
ν (θ), of the Laplace-Beltrami operator are orthonormal
in L2(Dj) and extended by zero into D \Dj. Therefore, Theorem 4.1 implies
the equations
∫
D
G[j](r, θ; ρ, ψ)ϕ
[j]
0 (θ)dθ =

V [j](ρ)W [j](r)
ϕ
[j]
0 (ψ)
χ′0,j
if ρ < r
V [j](r)W [j](ρ)
ϕ
[j]
0 (ψ)
χ′0,j
if r < ρ.
(5.15)
We split Pj in two terms, Pj(r) = Pj,1(r) + Pj,2(r), where
Pj,1(r) =
∫
KDr
∫
D
G[j](r, θ; ρ, ψ)ϕ
[j]
0 (θ)dθdµ(ρ, ψ)
and
Pj,2(r) =
∫
KDr,∞
∫
D
G[j](r, θ; ρ, ψ)ϕ
[j]
0 (θ)dθdµ(ρ, ψ).
The equations (5.15) give us
Pj,1(r) =
∫
KDr
V [j](ρ)ϕ
[j]
0 (ψ)
(
χ′0,j
)−1
dµ(ρ, ψ)
and
Pj,2(r) =
∫
KDr,∞
W [j](ρ)ϕ
[j]
0 (ψ)
(
χ′0,j
)−1
dµ(ρ, ψ).
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It follows from the above-mentioned properties of χ′j , V
[j], W [j], and ϕ
[j]
0 ,
that
Pj,1(r) ≤ b
∫
KDr
V (ρ)ϕ0(ψ)dµ(ρ, ψ)
and
Pj,2(r) ≤ b
∫
KDr,∞
W (ρ)ϕ0(ψ)dµ(ρ, ψ),
where the constants b do not depend on j. Taking into account (5.4)-(5.5),
we deduce that Pj(r) = Pj,1(r) + Pj,2(r) ≤ b < ∞ uniformly with respect
to j. So, the q−superfunction U(x) = limj→∞Uj(x) < ∞ and we can set
u(x) = −U(x), that concludes the proof of Theorem 5.3. ♦
Remark 5.4. We stated Theorem 5.3 for subfunctions with respect to radial
potentials. Nonetheless, both its parts can be extended to general poten-
tials, however, in ”opposite directions”. Indeed, the subfunction u, we have
just constructed, is negative, u ≤ 0 and −Lqu ≥ 0, thus this subfunction
u ∈ SbH(c,KD) for any potential c(x) ≥ q(|x|). So, we constructed an up-
per bounded subfunction with the given Riesz measure with respect to an
arbitrary, nor necessarily radial potential.
On the other hand, Theorem 5.2 implies that if u ∈ SbH(c,KD) and has
an associated measure dµ, then∫
KDb
V˜ (r)ϕ0(θ)dµ(r, θ) <∞
and ∫
KDb,∞
W˜ (r)ϕ0(θ)dµ(r, θ) <∞,
where V˜ , W˜ are solutions of the equation (3.4) with λ = λ0 and any potential
Q(r) ∈ Lploc, p > n, such that c(x) ≤ Q(|x|). ♦
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6 Generalization of the Hayman - Azarin
theorem
Consider a subharmonic function in a cone KD ⊂ Rn, n ≥ 2, satisfying the
Lindelo¨f boundary condition
lim sup
KD∋x→x0
u(x) ≤ 0, ∀x0 ∈ ∂KD .
The Deny-Lelong theorem asserts (see Remark 3.1) that if the boundary is
not a polar set and
lim inf
r→∞
r−µ
+
M(r, u) ≤ 0, (6.1)
then u ≤ 0 in KD. A natural question arises what can be concluded if (6.1)
is replaced by
lim sup
r→∞
r−µ
+
M(r, u) <∞. (6.2)
Extending preceding results by Ahlfors and Heins [2], Hayman [28], and
Ushakova [82], Azarin [6] proved that if a subharmonic function u(x) in a
cone with the sufficiently smooth boundary satisfies (6.1)-(6.2), then there
exists the limit
lim
r→∞
r−µ
+
u(r, θ) = κϕ0(θ), κ = const, (6.3)
uniformly in θ ∈ D provided that a point x = (r, θ) tends to infinity out-
side a set of balls {Bj(xj , rj)}∞j=1 of finite view. The latter means that∑∞
j=1 (rj/|xj|)n−1 <∞.
The equation (6.3) implies, in particular, that u can not decay too fast
outside of some small exceptional set. We prove here an analog of this as-
sertion for the subfunctions of the operator Lq with a radial potential q(r).
We consider only analogs of the volume potentials, that is, we study the
superfunctions
U(x) =
∫
KD
G(x; y)dµ(y), (6.4)
where G(x; y) is Green’s function of the Dirichlet problem for the operator
Lq in K
D and dµ is a given Borel measure in KD. To facilitate convergence
of the integral (6.4), we assume that there exists a positive radial minorant
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q of the potential c, 0 ≤ q(|x|) ≤ c(x), q ∈ Lploc(0,∞), p > n, such that
the measure dµ satisfies the conditions (5.4)-(5.5). We use the approach of
Azarin [6] and the method of normal points of Hayman [28] as it was applied
by Govorov [26, p. 7]. To state our result, we need two definitions.
Definition 6.1. A set Ω ⊂ Rn is said to be a set of q−finite view if and
only if it can be covered by the union of balls {Bj(xj , rj)}∞j=1 such that
∞∑
j=1
rj
|xj|V
( |xj|
rj
)
W
( |xj |
rj
)
<∞.
♦
Remark 6.1. It follows from (C.1) that a set of finite view always has
a q−finite view, but not conversely, that is, the sets of q−finite view are in
general more massive than those of finite view. For instance, let |xj | = j, j =
1, 2, . . ., and rj = j
(n−2)/(n−1), thus, the series
∑∞
j=1(rj/|xj |)n−1 =
∑∞
j=1 1/j
diverges. However, if q(r) = c0 = const > 0, then (C.11)-(C.12) imply that
∞∑
j=1
rj
|xj|V
( |xj |
rj
)
W
( |xj |
rj
)
∼
∞∑
j=1
j−n/(n−1) <∞.
♦
Definition 6.2. A point x is called (ε, q)− normal, ε > 0, with respect to a
Borel measure dµ if and only if for each λ, 0 < λ < (1/2)|x|, there holds the
inequality ∫
B(x,λ)
dµ(y) < ε
λ
|x|V
( |x|
λ
)
W
( |x|
λ
)
. (6.5)
♦
Now we state the main result of this section.
Theorem 6.1. If a Borel measure dµ satisfies the conditions (5.4)-(5.5)
in a cone with C2-boundary, then the function (6.4) admits an asymptotic
estimate
U(r, θ) ≤ b(δ) ε r
2−n
W (δr)
, r →∞, (6.6)
for any ε > 0 and any δ > 1 outside a set Γ of q−finite view, where
b(δ) > 0 is a constant. In particular, (6.6) means that the q−subfunction
u(x) = −U(x) cannot decay too fast outside of an exceptional set. ♦
54 Boris Ya. Levin and Alexander I. Kheyfits
We use a measure (Cf. [6])
dm(ρ, ψ) =
 W (ρ)ϕ0(ψ)dµ(ρ, ψ) if ρ ≥ 1
V (ρ)ϕ0(ψ)dµ(ρ, ψ) if 0 < ρ < 1.
Observe that, due to (5.4)-(5.5), m(KD) =
∫
KD
dm(y) <∞.
First, we estimate the kernel
K(r, θ; ρ, ψ)
def
=

G(r,θ;ρ,ψ)
W (ρ)ϕ0(ψ)
if ρ ≥ 1
G(r,θ;ρ,ψ)
V (ρ)ϕ0(ψ)
if 0 < ρ < 1.
Lemma 6.1. If x = (r, θ) is an (ε, q)−normal point, then for every δ > 1
there exists a constant b(δ) > 0, which does not depend on ε, such that for
all x with r = |x| > 2∫
KD
δ−1r, δr
K(r, θ; ρ, ψ)dm(ρ, ψ) < b(δ) ε V (r).
Proof. Fix x and consider truncated cones Ωδ = K
D
δ−1r, δr. Let Ω˜ be a
domain with the smooth boundary of bounded curvature, such that
Ωδ+η ⊂ Ω˜ ⊂ Ωδ+2η
with a sufficiently small η > 0, and G˜ be its Green’s function extended
outside Ω˜ by 0. The difference Φ(y) = G(x; y) − G˜(x; y) is a q−harmonic
function in Ωδ which vanishes at ∂K
D and, due to Theorem 4.2, satisfies the
inequality
Φ(y) ≤ b1(δ)V (r)W (ρ)ϕ0(θ)ϕ0(ψ)
at all other boundary points of Ωδ. By the maximum principle, the same
inequality holds everywhere in Ωδ, that is,
G(x; y) ≤ b1(δ)V (r)W (ρ)ϕ0(θ)ϕ0(ψ) + G˜(x; y).
If n ≥ 3 (for n = 2 calculations are similar), we have from this estimate
G(x; y) ≤ b1(δ)V (r)W (ρ)ϕ0(θ)ϕ0(ψ) + θn|x− y|2−n,
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and so
K(r, θ; ρ, ψ) ≤ b1(δ)V (r)ϕ0(θ) + θn |x− y|
2−n
W (ρ)ϕ0(ψ)
.
On the other hand, G˜(x; y) ≤ g(x; y), where as before, g is the harmonic
Green function, admitting the following known bound [6, (3.2)],
g(x; y) ≤ ρ2−nϕ0(θ)ϕ0(ψ)
(
b2(δ) + b3(δ)rρ
n−1|x− y|−n) , y ∈ Ωδ.
Thus,
G(x; y) ≤ V (r)W (ρ)ϕ0(θ)ϕ0(ψ)
(
b1(δ) +
b2(δ)ρ
2−n
V (r)W (ρ)
+
b3(δ)rρ|x− y|−n
V (r)W (ρ)
)
,
and we get yet another bound of the kernel K(x; y):
K(r, θ; ρ, ψ) ≤ V (r)ϕ0(θ)
(
b1(δ) +
b2(δ)ρ
2−n + b3(δ)rρ|x− y|−n
V (r)W (ρ)
)
.
Integrating these inequalities over Ωδ, we obtain the estimate∫
Ωδ
K(r, θ; ρ, ψ)dm(ρ, ψ)
≤ b1(δ)V (r)ϕ0(θ)
∫
Ωδ
dm(y) +
∫
Ωδ
K˜(r, θ; ρ, ψ)dm(y), y = (ρ, ψ),
(6.7)
where
K˜(x; y) = min
{
θn|x− y|2−n
W (ρ)ϕ0(ψ)
;
ϕ0(θ) (b2(δ)ρ
2−n + b3(δ)rρ|x− y|−n)
W (ρ)
}
.
Since m(KD) < ∞, there holds m(Ωδ) = o¯(1), r → ∞, and so the first
term on the right in (6.7) is o¯(V (r)), r →∞. To estimate the second integral
on the right-hand side of (6.7), we split Ωδ into two parts:
Ω′δ =
{
y = (ρ, ψ) ∈ Ωδ
∣∣∣∣ sin ̂(θ, ψ) < 14
}
and Ω′′δ = Ωδ \ Ω′δ. If y ∈ Ω′′δ , then |x − y| ≥ 14ρ and ϕ0(ψ) → 0, ψ → ∂D,
therefore, K˜(r, θ; ρ, ψ) ≤ b(δ) |x−y|2−n
W (ρ)ϕ0(ψ)
. Thus, (6.5) with λ = rb(δ) gives∫
Ω′′δ
K˜(r, θ; y)dm(y) ≤ b(δ) ε r2−n, r →∞.
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To bound the integral over Ω′δ, we denote a = a(x) = dist
{
x; ∂KD
}
and
decompose Ω′δ into spherical layers
Υm =
{
y ∈ Ω′δ
∣∣∣∣ 2m−1a ≤ |x− y| < 2ma, −∞ < m <∞} .
Because x is an (ε, q)−normal point, we have µ(x) = m(x) = 0 and∫
Ω′δ
K˜(x; y)dm(y) =
∞∑
m=−∞
∫
Υm
K˜(x; y)dm(y).
Notice also that by the definition of Υm, |x − y|n−2 ≥ 2(m−1)(n−2)an−2 and
(Cf. [6]) rϕ0(ψ) ≥ const · a. Moreover, we always have
K˜(x; ρ, ψ) ≤ θn|x− y|
2−n
W (ρ)ϕ0(ψ)
.
First, let be m < 0. If ρ ≥ ρ0, then obviously, 22ma ≤ ρ, so, (6.5) with
λ = 2ma implies∫
Υm
K˜(x; y)dm(y) = θn
∫
Υm
|x− y|2−ndm(y) ≤
≤ θna2−n2(m−1)(n−2)
∫
Υm
dm(y)
≤ θna2−n2(m−1)(n−2) ε 2
ma
r
V
( r
2ma
)
W
( r
2ma
)
.
It is easy to draw from here and (C.1) that
−1∑
m=−∞
∫
Υm
K˜(x; y)dm(y) ≤ b(δ)εr2−n
∞∑
k=1
2−k = b(δ)εr2−n.
Now, let be m ≥ 0. In this case
K˜(x; ρ, ψ) ≤ b(δ)ρ
2
|x− y|nW (ρ)ϕ0(ψ) ≤
2nb(δ)ρ2
2nmamW (ρ)ϕ0(ψ)
,
and ∫
Υm
K˜(x; y)dm(y) ≤ b(δ)r
2
2nmam
µ(Υm) ≤ b(δ) ε a r1−n,
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where b(δ) does not depend on m and as before, we set λ = 2ma in (6.5).
From the definition of Ωδ we see that it can contain no more than b(δ)r/a of
the layers Υm with m ≥ 0, therefore,
∑∞
m=0
∫
Υm
K˜(x; y)dm(y) ≤ b(δ) ε r2−n.
To finish the proof, it is enough now to combine all the drawn bounds,
take into consideration (C.1), and let η → 0. ♦
Lemma 6.2. The set ∆(ε, q, µ) of points, which are not (ε, q)−normal, has
q−finite view.
Proof mimics the proof of Lemma 7 in [6]. ♦
Proof of Theorem 6.1. We choose an η > 0 and a ρη > 0 such that∫
KDρη,∞
W (ρ)ϕ0(ψ)dµ(ρ, ψ) < η. If r0 > ρη, then by Theorem 4.2,∫
KDρη
G(r, θ; y)dµ(y) ≤ b(r0)W (r)ϕ0(θ)
∫
KDρη
V (ρ)ϕ0(ψ)dµ(ρ, ψ),
that is, the integral over KDρη tends to zero as r → ∞. Next, we break up
the remaining integral over KDρη ,∞ into three parts,
U1(x) =
∫
KD
ρη, r/δ
G(x; y)dµ(y)
U2(x) =
∫
Ωδ
G(x; y)dµ(y)
and
U3(x) =
∫
KDδr,∞
G(x; y)dµ(y).
For estimating U1 we use (4.19). Thus,
U1(x) ≤ b(δ) r
2−n
W (δr)
∫
KD
ρη, r/δ
W (ρ)ϕ0(ψ)dµ(ρ, ψ) ≤ b(δ) η r
2−n
W (δr)
.
An estimation of U2 is given by Lemma 6.1. It should be noted that due to
(C.1), V (r) < V (δr) ≤ b(δ) r2−n
W (δr)
, that is,
U2(x) ≤ ε b(δ) r
2−n
W (δr)
.
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Finally, to estimate U3, we again use (4.19) with ρ > δr:
U3(x) ≤ b(δ) r
2−n
W (δr)
∫
KDδr,∞
W (ρ)ϕ0(ψ)dµ(ρ, ψ) ≤ η b(δ) r
2−n
W (δr)
.
♦
Remark 6.2. The function r2−n/W (r) is monotonically increasing as the
product of two monotone functions, r
2−n
W (r)
= rµ
+
{
rµ
−
W (r)
}−1
. ♦
Corollary 6.1. In the case (A), W (r) ≈ rµ−k , where µ−k is the negative root
of the equation µ(µ + n − 2) = λ0 + k, and the estimate (6.6) is equivalent
to the inequality U(x) ≤ b ε|x|µ+k , where b depends only on D. ♦
Corollary 6.2. In the case (B), (6.6) is equivalent to the inequality
U(x) ≤ b(δ) ε (s(δr))1/2 V (δr).
Proof. It suffices to apply asymptotic formulas of Lemma C.3. ♦
Corollary 6.3. In the case (B), if r →∞ provided that x 6∈ Γ and r 6∈ E,
where E is a set of finite logarithmic length10, then asymptotically
U(x) ≤ b(δ) ε V (δ|x|). (6.8)
Proof. From the asymptotic formulas (C.11)-(C.12) for V (r) and W (r) we
deduce, with k > δ > 1,
r2−n
W (δr)
=
r2−n
W (δr)V (kδr)
V (kδr)
≤ b (s(r)s(kδr))1/4 exp
{
−
∫ kδr
r
√
s(t)
dt
t
}
V (kδr).
Let us denote T (r) =
√
s(r). Since s(r) is a monotone function, then
r2−n
W (δr)
≤ AT (δr) exp {−T (r) ln δ}V (kδr).
10That is,
∫
E
t−1dt <∞.
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By making use of the Borel inequality [25, p. 121] with δ = 1+1/ lnT (r) we
obtain the estimate T (δr) < {T (r)}1+ε , r 6∈ E, and from here, in turn,
T (δr)e−T (r) ln δ < {T (r)}1+ε
{(
1 +
1
lnT (r)
)− lnT (r)} T (r)lnT (r)
<
< {T (r)}1+ε 2− T (r)lnT (r) → 0, r →∞.
Thus, the asymptotic inequality r
2−n
W (δr)
≤ b(δ)V (kδr) holds for all k > δ > 1
and r 6∈ l−1E. After changing notations, this inequality and (6.6) imply
(6.8). ♦
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7 Subfunctions in tube domains
Our methods can be applied to other unbounded regions. In this section we
consider tube domains
TD = Rn ×D =
{
(x, y)
∣∣∣∣ x ∈ Rn, n ≥ 2, y ∈ D} ,
where D is an arbitrary bounded domain in Rp, p ≥ 1. If a potential
c ∈ C(TD), then an operator Lc, generated by the differential expression
Lcu = −∆xu−∆yu+ c(x, y)u,
can be defined as in the first paragraph of Appendix A. In this section λ0
and ϕ0(y) denote the lowest eigenvalue and the corresponding eigenfunction
of the boundary value problem{
∆yu+ λu = 0, y ∈ D
u(y) = 0, y ∈ ∂D \ E,
where E ⊂ ∂D is an exceptional polar set and V and W are, respectively,
the growing and decaying solutions of the equation
y′′ + (n− 1)r−1y′ − (λ0 + q(r)) y = 0, 0 < r <∞, (7.1)
with a positive, locally summable function q, 0 ≤ q(r) ≤ c(x, y), ∀y ∈ D
and ∀x ∈ S(r), r = |x|, where S(r) is a sphere of radius r, centered at zero,
in Rn. They are normalized by V (1) =W (1) = 1. We state without proofs,
which are similar to the preceding ones, analogs of our main results from
sections 3-5.
Theorem 7.1. Let c(x, y) ∈ C(TD) and u(x, y) ∈ SbH(c, TD). If
lim sup
TD∋(x0,y)→(x0,y0)
u(x0, y) ≤ A
for each point (x0, y0) ∈ ∂TD = Rn × ∂D and
lim inf
R→∞
1
V (R)
∫
D
M(y, R, u+)ϕ0(y)dy = 0, (7.2)
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where M(y, R, u) = 1
|S(R)|
∫
S(R)
u(x, y)dσx(R, θ), then u(x, y) ≤ A+ every-
where in TD. Here, |S(R)| is the surface area of the sphere S(R).
If we replace A+ with A, then the conclusion fails. Moreover, the condi-
tion (7.2) is the best possible in the class of all potentials c dominating the
function q.
Sketch of the proof. We solve the Dirichlet problem for the operator Lq in
TDR = B(R)×D, R > 0, with the boundary conditions to be 0 on B(R)×∂D
and u+((R, θ), y) on S(R)×D. Denoting its solution by u˜, it can be proved
as in Section 3, that the function
wR(x) =
∫
D
u˜(x, y)ϕ0(y)dy
satisfies the equation
∆xw(x)− (λ0 + q(r))w(x) = 0. (7.3)
So, its average
γR(r, u˜) =
∫
D
M(y, r, u˜)ϕ0(y)dy
satisfies the same equation (7.3) but does not depend on the spherical com-
ponent θ of x = (r, θ). The rest of the proof is the same as in Theorem 3.1. ♦
Remark 7.1. In particular, the conclusion holds if we replace (7.2) with the
following condition involving the maximum modulus of u+,
lim inf
r→∞
M(r, u+)
V (r)
= 0.
♦
Corollary 7.1. If A = 0 and ̟ = lim infr→∞
1
V (r)
∫
D
M(y, r, u+)ϕ0(y)dy,
then
∫
D
M(y, r, u+)ϕ0(y)dy ≤ ̟ V (r), 0 < r <∞. ♦
Corollary 7.2. If A = 0 and
lim inf
r→∞
∫
D
(
u(x, y)
V (|x|)ϕ0(y) − σ
)+
ϕ20(y)dy = 0
with a σ ≥ 0, then u(x, y) ≤ σV (|x|)ϕ0(y) in TD. ♦
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Comparing equations (7.1) and (3.4) we see that since q(r) ≥ 0 and λ0 >
0, solutions of (7.1) always have asymptotic behavior similar to the solutions
of (3.4) in the case (B) (Cf. Lemma C.3), whenever we assume in addition
that
∫∞
(q˜(t))1/2 dt = ∞, where q˜(t) = λ0 + q(t) + (1/4)(n − 1)(n − 3)r−2.
Thus, if this q˜ satisfies also∫ ∞∣∣∣∣ 4q˜(r)q˜′′(r)− 5 (q˜′(r))2 ∣∣∣∣ (q˜(r))−5/2dr <∞, (7.4)
then the growing solution of (7.1) satisfies
V (r) = br(1−n)/2 (λ0 + q(r))
−1/4 exp
{∫ r
1
√
λ0 + q(t)dt
}
(1 + o¯(1)), r →∞.
(7.5)
Moreover, we see that instead of the ”inverse square” growth rate, which
is the borderline rate in the case of cones, in the case of tube domains we are
to consider the boundedness condition. So that, if in addition to (7.4) there
holds
q(r) = O(1), r →∞,
then the lowest possible growth of subfunctions in TD, which are upper
bounded at the boundary ∂TD, is the exponential growth11 that depends
on D. However, if
q(r)ր∞, r →∞,
then this lowest growth is faster than any exponential.
We mention a few special cases. If p = 1 and D = {0 < y < h} is an
interval, then TD is an infinite layer in Rn+1. Here, λ0 = (π/h)
2, ϕ0(y) =
sin(πy/h), and the asymptotic behavior of V (r) is given by (7.5) with λ0 =
(π/h)2. In particular, if q(r) = c0 = const, the condition (7.2) becomes
lim inf
R→∞
R(n−1)/2
exp
{
R
√
(π/h)2 + c0
} ∫ h
1
M(y, R, u+) sin(πy
h
)dy = 0.
This case was considered in [46] for operators of any order with constant
coefficients. In particular, if in addition n = 1 and the potential q(r) = c0 =
11That is the case for analytic functions in a strip [54, p.72].
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const ≥ 0, then the lowest possible growth in the strip{
(x, y) ∈ R2
∣∣∣∣ −∞ < x <∞, 0 < y < h}
coincides with (7.5) and is given by the c0−subfunction
cosh
(√
c0 + π2/h2 x
)
sin(πy/h).
As another example, let p = 2 and D be a disk of radius ̺ in the complex
plane, that is, TD is a bilateral cylinder12 in Rn+2. In this case λ0 = γ0/̺
and ϕ0(y) = J0(
γ0
̺
r), where J0 is the Bessel function of first kind and γ0 is its
first positive root. Again, V (r) is a solution of (7.1) with λ0 = γ0/̺. Thus,
if q(r) = c0 = const ≥ 0, then the lowest growth is r(1−n)/2 exp{r
√
c0 + λ0}.
In [5, 86] and references therein the authors studied asymptotic behavior
of the classical harmonic functions in a cylinder, when p = 2, n = 1, and
showed that if u
∣∣
y∈∂D
≤ b and ∂u
∂n
∣∣
y∈∂D
≤ b, then the lowest possible growth
of such a function is exp(exp(ax)) with some a > 0. It should be mentioned
that for subfunctions the condition ∂u
∂n
∣∣
y∈∂D
≤ b does not play an essential role.
Indeed, if the boundary ∂D is sufficiently smooth, then the q−subfunction
u(x, y) = (V (|x|)ϕ0(y))1+ε , ε > 0, satisfies u
∣∣
∂D
= ∂u
∂n
∣∣
∂D
= 0, however, the
growth of V (r) is again given by (7.5).
Finally, we state a generalization of the Blaschke theorem. Carleman’s
formula for the smooth tube domain TD1,R = {x ∈ Rn : 1 < |x| < R} ×D is
similar to (5.3):∫
TD1,R
(
W (|x|)− W (R)
V (R)
V (|x|)
)
ϕ0(y)dµ(x, y)
+
∫
{1<|x|<R}×∂D
(
W (|x|)− W (R)
V (R)
V (|x|)
)
∂ϕ0(y)
|x|∂n(y)u(x, y)dσ(x, y)
=
χ
V (R)
∫
S(R)×D
u(R, y)ϕ0(y)dy +O(1), R→∞,
and the second formula alike.
12Similar results can be proved for unilateral cylinders.
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Theorem 7.2. Let dµ(x, y) be a Borel measure in TD. In order for an upper
bounded subfunction in TD with the Riesz associated measure dµ to exist, it
is necessary and sufficient that∫
TDR
V (|x|)ϕ0(y)dµ(x, y) <∞
and ∫
TD\TDR
W (|x|)ϕ0(y)dµ(x, y) <∞.
This function is given by
u(x, y) = −
∫
TD
G(x, y; x′, y′)dµ(x′, y′).
♦
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Appendices
A Green’s function of the operator Lc
Let Ω be an arbitrary domain in Rn, n ≥ 2. The differential expression
(1.1), defined initially on smooth finitely supported functions in Ω, can be
extended in a standard way to an essentially self-adjoint operator Lc on
L2(Ω). A function G(x; y) defined for (x, y) ∈ Ω × Ω, x 6= y, is called
the Green function of the extended operator Lc if G gives a representation
u(x) =
∫
Ω
G(x; y)f(y) dy of a weak solution of the equation
Lcu(x) = f(x), x ∈ Ω, f ∈ L2(Ω), (A.1)
satisfying the boundary condition u(x) = 0 at every point x ∈ ∂Ω \ E,
where E is an exceptional, maybe empty, boundary set of zero capacity. In
other words, Green’s function G generates an inverse operator to (A.1). The
Green function satisfies the equation LcG(x; y) = δ(x− y), δ being the Dirac
δ−function, in the domain Ω in the sense of distributions and takes on zero
boundary values at ∂Ω\E. Hereafter, terms capacity, polar set, regular or
irregular point, etc., are used in the sense of the classical potential theory -
see, for example, [29].
The existence of Green’s function for the operator (A.1) with measurable
coefficients was established in [32] under stronger assumptions13 on the do-
main D. It is known (see, for example, [75] or [10]) that the Green function
G of the operator Lc exists for more general potentials than in the class
14
C, but the assumptions (2.1)-(2.2) allow us to prove in Theorem A.1 that
the Green function of Lc, c ∈ C, exists for any domain whose boundary is
not a polar set. Moreover, as we have already mentioned, no restriction on
the growth of the potential at the boundary or at infinity is assumed. In
addition, in this theorem we also derive certain analytic properties of G.
These results are mostly known15, we just present them in a form suit-
able for our goals. We use the approach of Levy reducing (A.1) to an integral
equation. Due to (2.1), the operator Lc is positive, that is, (u, Lcu) ≥ 0.
Therefore, the point −1 does not belong to its spectrum and the correspond-
ing integral equation is uniquely solvable.
13For so-called Lc−adapted domains [32, p. 309].
14This class of potentials was defined in Section 2, after (2.1)-(2.2).
15For a concise survey of relevant results see, for example, [4].
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Theorem A.1. Let Ω ⊂ Rn, n ≥ 2, be an arbitrary domain, whose bound-
ary ∂Ω is not a polar set, and c ∈ C(Ω). Then
1o There exists, and unique, Green’s function G(x; y) of the operator Lc
with the Dirichlet boundary conditions in Ω.
2o This function is symmetric, that is, G(x; y) = G(y; x).
3o At its singularity, as r = |x−y| → 0, G is normalized as the harmonic
Green’s function g:
G(x; y) =
 θ2 ln
1
r
+ o¯(ln 1
r
) if n = 2
θnr
2−n + o¯(r2−n) if n ≥ 3.
The constant θ2 = 2π and θn = (n − 2)σn−1 for n ≥ 3, where σn−1 is the
surface area of the unit sphere in Rn.
4o If (x, y) ∈ ((∂Ω \ E)× Ω) ∪ (Ω× (∂Ω \ E)), where E ⊂ ∂Ω is the set
of irregular boundary points,16 then G(x; y) = 0.
5o G(x; y) > 0 everywhere in Ω× Ω.
6o For any fixed point y0 ∈ Ω, Green’s function G(x; y0) is continuous for
x ∈ Ω\{y0}. Moreover, due to (2.2) G(x; y0) is a Ho¨lder-continuous function
with the index β = min{1, 2 − n/p} on each compact set K ⊂ Ω \ {y0}. If
p ≥ n, then G is Lipschitz-continuous (that is, Ho¨lder-continuous with the
index β = 1) on any K ⊂ Ω \ {y0}.
7o G(x; y) has the generalized first partial derivatives belonging to the class
Lsloc(Ω), ∀s ∈ [1, nn−1). However, since we assume c ∈ C(Ω), the difference
G1(x; y)
def
= G(x; y)−θn|x−y|2−n has better differential properties. Namely, if
n ≥ 3, then the first derivatives of G1 belong17 to Ls(Ω1), ∀s ∈
[
1, np
n+p(n−3)
)
,
16E is a polar set [29, p. 242].
17The inclusion G(x; y) ∈ H1,q0 (Ω) with q < nn−1 was proved by Stampaccia [78] under
the condition c(x) ≥ c0 = const > 0 and by Maeda [61] without this restriction. Let us
remark that n
n−1 <
np
n+p(n−3) if n/2 < p, unless n = 2 and p > 2. Hereafter, H
1,q and
H1,q0 are the usual Sobolev spaces.
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and its generalized second derivatives belong to Ls(Ω1), ∀s ∈
[
1, np
n+p(n−2)
)
,
where Ω1 is a compactly imbedded subdomain of Ω. Moreover, if c ∈ Lploc(Ω)
with p > n, then these first derivatives are continuous for x 6= y, and if
c ∈ Lploc(Ω) with n/2 < p ≤ n, they belong to Ls(Ω1), ∀s ∈ [1, npn−p); let us
note that np
n+p(n−3)
< np
n−p
. Here Ω1 is any domain such that Ω1 ⊂⊂ Ω \ {y}
or Ω1 ⊂⊂ Ω \ {x}.
If n = 2 (we assume in this case p = 2), the first derivatives of G1 belong
to L2−ǫ(Ω1) with any ǫ > 0.
8o If E ⊂ ∂Ω is a sufficiently smooth part of the boundary (for example,
it suffices for E to be a C1 surface), then the inward normal derivative
∂G(x0; y)
∂n(y)
= lim
x→x0
G(x; y)
|x− x0| ≥ 0
exists almost everywhere on E and is locally-summable and nonnegative.
Here, x ∈ Ω, x0 ∈ ∂Ω, and x → x0 along the inward normal to ∂Ω at
x0. If the boundary ∂Ω consists of a finite number of C
1-smooth parts and
n/2 < p ≤ n, then ∂G/∂n ∈ Ls(E1), ∀s ∈ [1, (n−1)pn−p ), where E1 is any com-
pact part of the boundary ∂Ω. In addition, if a continuous normal vector
exists everywhere on ∂Ω and p > n, then ∂G/∂n is continuous on ∂Ω. In
general case, if there exists a normal vector at a boundary point x0 ∈ ∂Ω,
then
∂G(x0; y)
∂n(y)
def
= lim inf
Ω∋x
n
→x0
G(x; y)
|x− x0| ≥ 0.
Proof. It suffices to prove the theorem for a bounded domain Ω. Indeed, if
Ω is not bounded, we exhaust it from within with an increasing sequence of
smooth bounded domains, whose Green’s functions make up an increasing
sequence bounded from above in Ω by the generalized harmonic Green’s
function g. The harmonic Green function g in Ω exists [29, p. 250] due to
our assumption that ∂Ω is not a polar set and the inequality G ≤ g, which is
known for smooth domains - see (A.14) below. So, in the following proof we
assume Ω to be a bounded domain and moreover, in proving local statements
we assume c ∈ Lp(Ω). First, we estimate in the following lemma the iterated
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kernels
g[k+1](x; y) =
∫
Ω
g[k](x; t)c(t)g(t; y)dt, k = 1, 2, ..., g[1](x; y) = g(x; y).
(A.2)
Lemma A.1. Let Ω be a bounded domain in Rn, n ≥ 2. Denote γ = 2p−n
p
,
γ > 0 for p > n/2. If c ∈ C(Ω) ∩ Lp(Ω), then
g[k+1](x; y) ≤
 b (b1‖c‖)
k |x− y|2−n+kγ if n− 2− kγ > 0
b (b1‖c‖)k if n− 2− kγ < 0.
(A.3)
Proof. To estimate g[2], we make use of the next basic property of the ker-
nels with a weak singularity [62, p. 59]:
If 0 < α < n, 0 < β < n, and α + β > n, then∫
Ω
| x− t |−α| t− y |−β dt ≤ b|x− y|n−α−β. (A.4)
If n ≥ 3, then g(x; y) ≤ b|x − y|2−n. Applying the Ho¨lder inequality to g[2],
we get (hereafter 1/p+ 1/q = 1)
g[2](x; y) ≤ ‖c‖Lp(Ω)
{∫
Ω
(g(x; t)g(t; y))q dt
}1/q
≤ b‖c‖Lp(Ω)
{∫
Ω
(|x− t||t− y|)q(2−n) dt
}1/q
.
Now (A.4) with α = β = q(n− 2) gives
g[2](x; y) ≤ b‖c‖Lp(Ω)|x− y|2−n+γ.
Iterating this estimate, we prove (A.3) for n ≥ 3. If n = 2, we have to replace
here |x− y|2−n with ln 1
|x−y|
and repeat the same calculations; in this case all
the kernels g[k](x; y) with k ≥ 2 are bounded. ♦
Corollary A.1. If m is large enough, then all iterated kernels g[m] are
bounded in Ω × Ω. They are also continuous in Ω × Ω by [63, Th.1.3.1].
Moreover, g[m] ∈ H1,s0 (Ω) with s < npn−p if n2 < p ≤ n, and g[m] ∈ C(1)(Ω)
whenever p > n (ibid., Theorem 11.5.2.) ♦
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Proof of Theorem A.1 (continued). We reduce the equation (A.1) to an
integral equation, whose resolvent kernel will be Green’s function of Lc.
The assertions of Theorem A.1 are valid for the generalized harmonic
Green’s function g [29, Section 5.7.2], therefore in the proof we assume the
potential to be strictly positive on a set of positive measure in Ω.
The equation (A.1) can be written as −∆u(x) + c(x)u(x) = f(x) and
further, after multiplying by g(x; y) and integrating over Ω, as
u(x) +
∫
Ω
g(x; y)c(y)u(y)dy = F (x), x ∈ Ω, (A.5)
where F (x) = (gf)(x) =
∫
Ω
g(x; y)f(y)dy.
We consider the integral operator of the (symmetrizable) equation (A.5),
(gcu)(x) =
∫
Ω
g(x; y)c(y)u(y)dy
in a real Hilbert space L2c(Ω) with the inner product
< f1, f2 > =
∫
Ω
f1(x)f2(x)c(x)dx,
that is, ‖ f ‖2c=
∫
Ω
f 2(x)c(x)dx. The operator gc is defined on smooth func-
tions with compact supports in Ω and is symmetric due to the symmetry of
g(x; y).
Applying the Laplacian −∆ to the equation gcu = 0, we arrive at the
equation u(x)c(x) = 0 for almost all x ∈ Ω. The latter means that the
condition gcu = 0 implies an equation u(x) = Θ, where Θ is the zero element
of the space L2c(Ω). Thus, the symmetric operator gc has a trivial kernel in
L2c(Ω), that is, it is selfadjoint and, therefore, its spectrum is real. Next we
shall prove that this spectrum is actually positive.
It is known [77, p. 364], that the positiveness of the spectrum is equivalent
to the positive definiteness of a quadratic form
< gcu, u >=
∫
Ω
∫
Ω
g(x; y)c(x)c(y)u(x)u(y)dxdy. (A.6)
To prove the nonnegativity of (A.6), we use the inequality
(−∆v, v) =
∫
Ω
| ∇v |2 dx > 0, (A.7)
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which is known to be valid for a non-constant function v in a domain Ω
with the smooth boundary, provided that this v vanishes at ∂Ω. In (A.7),
(·, ·) is the standard inner product in L2(Ω). To prove the nonnegativity
of the form (A.6) in a smooth domain Ω, it now suffices to apply (A.7) to
v(x) = vn(x) =
∫
Ω
g(x; t)ψn(t)dt, where ψn(t) is a finitary function in Ω, and
pass to the limit provided that the sequence {ψn(t)}∞n=1 weakly converges to
the function u(x)c(x), where u is an arbitrary function in L2c(Ω).
Next, to prove the nonnegativity of the form (A.6) in an arbitrary domain
Ω, it suffices to pass to the limit with respect to Green’s functions gl(x; y) of
smooth domains Ωl, l = 1, 2, ..., exhausting Ω from within.
We have proved that the operator gc has a positive spectrum. So, λ = −1
is a regular value of gc, an operator I + gc = I − (−1)gc is invertible and
a nonhomogeneous equation (A.5) is uniquely solvable for every right-hand
side F (x) = (gf)(x) ∈ L2c(Ω). However, this latter inclusion holds for each
f(x) ∈ L2(Ω), which follows immediately from the definition of the class
C(Ω) and from the Young inequality [79, p. 271]. Therefore, applying the
operator −∆ to the equation (A.5), we straightforwardly see for ourselves
that a solution of (A.5) also satisfies the equation (A.1). Moreover, this
solution of (A.5) can be written as
u(x) = (I + gc)
−1F (x) = (I + gc)
−1(gf)(x). (A.8)
We will prove next that the operator in (A.8) is an integral one and will
find its kernel - the desired Green function G(x; y). First, let us note that (if
n = 2, calculations are similar)∫ ∫
Ω×Ω
g2(x; y)c(x)c(y)dxdy ≤ b
∫ ∫
Ω×Ω
c(x)c(y)
|x− y|2n−4dxdy
≤ b
{∫ ∫
Ω×Ω
dxdy
|x− y|(2n−4)q
}1/q {∫ ∫
Ω×Ω
[c(x)c(y)]pdxdy
}1/p
≤ b ‖ c ‖2<∞,
since (2n − 4)q < 2n, therefore, (A.5) is a Hilbert-Schmidt equation [15, p.
1083, Exercise 44].
Now, due to Lemma A.1 and this remark, the entire Hilbert-Schmidt
theory of integral equations in L2 extends on integral equations in L2c . In
particular, we mean here the results such as the representation of solutions
via the resolvent kernel, properties of the equations with a weak singularity,
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the representation of a symmetric kernel as a bilinear series against the eigen-
functions of the operator and properties of the latter, etc., - see, for example,
[77, Lectures 24-25], where the case of a bounded weight c(x) is treated, and
also a remark in [63, p. 65-66].
It follows that gc is a compact operator with the positive spectrum and
(A.5) is a Fredholm equation with a symmetric kernel in L2c(Ω). Therefore,
its solution (A.8) can be written as u(x) = F (x) − ∫
Ω
R(x, y)F (y)c(y)dy,
where R(x, y) is a resolvent kernel of the operator gc corresponding to the
regular value λ = −1. Since F (x) = (gf)(x), this solution can be rewritten
as u(x) =
∫
Ω
G(x; y)f(y)dy, where
G(x; y) = g(x; y)−
∫
Ω
R(x, t)c(t)g(t; y)dt (A.9)
is Green’s function of the operator Lc we sought for. Its uniqueness follows by
the construction, the symmetry is due to the symmetry of Lc - it is enough to
substitute
∫
G(x; y)u(y)dy for u and
∫
G(x; y)v(y)dy for v into the equation
(Lcu, v) = (u, Lcv). So, parts 1
o and 2o of Theorem A.1 are proved.
We proceed on to the proof of Theorem A.1. Let λk, k = 1, 2, ..., be
positive characteristic values of the selfadjoint operator gc (where multiple
values repeat), thus, the series
∑∞
k=1 λ
−2
k converges, and let φk(x) be the
corresponding eigenfunctions orthonormal in L2c(Ω), so the expansion
g(x; y) =
∞∑
k=1
1
λk
φk(x)φk(y)
converges in the L2c(Ω)−norm. The functions φk(x) are also eigenfunctions
of all iterations of gc, namely,
φk(x) = λ
m
k
∫
Ω
g[m](x; y)c(y)φk(y)dy, m = 1, 2, ..., (A.10)
and all series
∑∞
k=1 λ
−2m
k , m = 1, 2, . . . , also converge. Moreover, the bilinear
series for the resolvent at a regular value λ = −1 is
R(x, y) = R(x, y,−1) =
∞∑
k=1
1
λk + 1
φk(x)φk(y),
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also converging in L2c(Ω). Since φk(x) ∈ L2c(Ω) and c ∈ Lp, the Ho¨lder
inequality implies that c(x)φk(x) ∈ Lr(Ω), where r = 2pp+1 > 1. Therefore,
φk ∈ L∞(Ω) and now (A.10) necessitates that, together with g[m], all the
eigenfunctions φk ∈ H1,s(Ω), s > n.
Fix an index m0 such that for m ≥ m0 g[m](x; y) ∈ H1,s(Ω), s > n.
Assuming c ∈ Lp(Ω) and ‖ φk ‖L2c(Ω= 1, (A.10) with m = m0 implies an
inequality
| φk(x) |≤ bλm0k
∫
Ω
| φk(y) |
√
c(y)
√
c(y)dy
≤ bλm0k ‖ φk ‖
{∫
Ω
c(y)dy
}1/2
= bλm0k
{∫
Ω
c(y)dy
}1/2
.
Applying the Ho¨lder inequality to the last integral, we get a bound
| φk(x) |≤ bλm0k
√
‖ c ‖(mesΩ)1/2q, p−1 + q−1 = 1.
Taking into account the relationship between the resolvents of the original
kernel and the iterated ones, we arrive at the equation
G(x; y) = g(x; y)− g[2](x; y) + ... + (−1)m−1g[m](x; y)
+
∞∑
k=1
1
λmk (λk + 1)
φk(x)φk(y). (A.11)
When m ≥ 2, the latter series converges uniformly, so G(x; y) is continuous
in Ω×Ω if x 6= y. Moreover, it follows from all the above that the boundary
behavior of Green’s function G(x; y) and its singularity as x − y → 0 are
determined by the first term of the right-hand side of (A.11), that is, by the
harmonic Green function g(x; y) of the Laplacian, so all statements of parts
3o and 4o of Theorem A.1 follow.
To prove part 5o, we fix a point y0 ∈ Ω. Due to part 3o, there exists
a ball B(y0, δ) ⊂ Ω, such that G(x; y0) > 0 in this ball. Suppose that
G(x0; y0) < 0 at some point x0 ∈ Ω. Since G is a continuous function with
the zero boundary values at ∂Ω, the inequality G(x; y0) < 0 holds in some
domain Ω′ ⊂ Ω \ B(y0, δ) and G(x; y0) attains its negative minimum value
at a point x′ ∈ Ω′. By the definition, Green’s function satisfies the equation
LcG(x; y0) = δ(x−y0), therefore, ∆G(x; y0) = c(x)G(x; y0) ≤ 0 in Ω′, maybe
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in the sense of distributions. Thus, G(x; y0) is a superharmonic function in
Ω′, which can not attain its minimum value in a domain. This contradiction
proves the positiveness of G.
In part 6o, the conclusion on the Ho¨lderian continuity of G(x; y) follows
from the representation (A.11) and the Sobolev lemma [76, p. 70-72]:
Let a domain Ω ⊂ B(R), f ∈ Lp(Ω), and
U(x, y) =
∫
B(R)
(r + r1)
λ−1
rλrλ1
f(t)dt,
where 0 < λ < n, r = |x− t|, r1 = |y − t|, and f is extended by zero outside
Ω. Then U(x, y) ≤ b ‖ f ‖ |x− y|β−1, where β = min {1, n(1− 1/p)− λ}.
It suffices to substitute here λ = n− 2 and f(t) = c(t)|t− y|2−n.
To prove part 7o of Theorem A.1, first we consider the case n ≥ 3. Green’s
function g(x; y) is infinitely differentiable if x 6= y and iterations can not
worsen its smoothness, therefore, differential properties of G(x; y) depend
upon the second term, g[2](x; y), of the right-hand side of (A.11). More-
over, since g(x; y) = θnr
2−n + a bounded harmonic function, the result is
determined by the principal part of g[2](x; y), that is, by the integral
I(x, y) =
∫
Ω
| x− t |2−n c(t) | t− y |2−n dt. (A.12)
Again, fix a point y0 ∈ Ω and remark that, due to the definition of the
class C(Ω), a function γ(t) ≡ c(t) | t−y0 |2−n∈ Lλ(Ω) for any λ ∈ [1, npn+p(n−2)).
Moreover, γ ∈ Lp(K) on each compact set K ⊂ Ω\{y0}, where p is from the
definition of C(Ω). Now, all statements of Part 7o ensue from the following
known properties of the potential-type integrals [63, p. 210-211]:
If γ ∈ Lλ(Ω), then
w(x) ≡
∫
Ω
| x− t |2−n γ(t)dt ∈

H1,s(Rn), ∀s ∈ [1, nλ
n−λ
) if 1 ≤ λ ≤ n
C(Rn) if λ > n/2
C1(Rn) if λ > n,
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moreover, there exist generalized second derivatives ∂
2w(x)
∂xi∂xj
∈ Lλ(Ω).
If n = 2, then I(x, y) in (A.12) is to be replaced by
∫
Ω
ln 1
|x−t|
c(t) ln 1
|t−y|
dt.
Rewriting this integral as ∫
Ω
r1+δ ln(1/r)
rλ
ρ(t)dt,
where r = |x − t|, 0 < δ < 1, λ = 1 − δ and ρ(t) = r−2δc(t) ln 1
|t−y|
, and
applying to the function ρ the triple Ho¨lder inequality with the exponents
2pδ + 1− δ
pδ
,
2pδ + 1− δ
1− δ ,
2pδ + 1− δ
pδ
,
we see that ρ ∈ Ls(Ω) with s = p(1−δ)
2pδ+1−δ
for each δ, 0 < δ < p−1
3p−1
. Now we
can immediately apply the following statement [63, Theorem 2.8.1]:
Let u(x) =
∫
Ω
A(x,t)
rλ
ρ(t)dt where Ω ⊂ Rn is a bounded domain, λ <
n − 1, ρ ∈ Ls(Ω), 1 ≤ s ≤ ∞, and functions A(x, t) and ∂A(x, t)/∂xj are
continuous in Ω× Ω. Then there exist generalized partial derivatives
∂u(x)
∂xj
=
∫
Ω
∂
∂xj
[
A(x, t)
rλ
]
ρ(t)dt ∈ Lt(Ω), 1 ≤ j ≤ n,
for t < ns
n−(n−λ−1)p
if (λ+1)s
s−1
≥ n.
We substitute here n = 2, λ = 1− δ, and s as above.
Finally, we proceed on to part 80. Nonnegativity of the inner normal
derivative at points, where it exists, follows directly from the positiveness of
G. If p > n, both the existence and the continuity of ∂G(x;y)
∂n
follow from the
known facts about the differentiability of the integrals with weak singularity
- see the proof of Part 70 above. Therefore, in the following we assume
n/2 < p ≤ n. Again, we represent G by the sum (A.11). It suffices to study
its principal term - the integral (A.12). Let us fix two points, x0 ∈ E1, y0 ∈ Ω,
and a domain Ω0 ⊂ Ω, such that y0 6∈ Ω0 and E1 ⊂ ∂Ω0. Obviously, it suffices
to study an integral
I00(x) =
∫
Ω0
| x− t |2−n c(t) | t− y0 |2−n dt,
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since a volume integral
∫
Ω\Ω0
| x − t |2−n c(t) | t − y0 |2−n dt is a harmonic
function in x at a vicinity of the point x0. We extend c(t) with zero values
into a domain Ω1 lying in the complement to Ω and such that E1 ⊂ ∂Ω1.
Then c(t) | t−y0 |2−n∈ Lp(Ω0 ∪ Ω1), and as we showed in Part 70, there exist
the distributional partial derivatives
∂I0(x)
∂xj
=
∫
Ω0
bj(x, t)|x− t|1−nc(t)|t− y0|2−ndt,
where bj(x, t), 1 ≤ j ≤ n, are bounded functions. Now the statement of Part
80 follows from the following theorem [63, p. 24]:
Let a function ρ(t) ∈ Lp(Ω), and there exist an integer l and a real num-
ber λ such that n − (n − λ)p < l ≤ n and 0 < n − n
p
≤ λ < n; let ωl
be a cross-section of the set Ω with an l−dimensional C1-smooth manifold.
Then a function w(t) =
∫
Ω0
| x− t |−λ ρ(t)dt is defined on every such cross-
section almost everywhere in the sense of l−dimensional Lebesgue measure
and u(t) ∈ Ls(ωl) for each s ∈ [1, lpn−(n−λ)/p).
We substitute here l = λ = n − 1; the condition λ ≥ n − n/p, which is
equivalent to p(n−1)
p−1
≥ n, obviously holds true for now p ≤ n.
The proof of Theorem A.1 is complete. ♦
Remark A.1. Expanding the resolvent kernel into the Neumann series, we
get from (A.9) a series
G(x; y) =
∞∑
m=1
(−1)m−1g[m](x; y), (A.13)
converging in L2c(Ω). Due to Lemma A.1, if ‖c‖ is sufficiently small, then
the series (A.13) converges absolutely and uniformly. In particular, this is
the case if G(x; y) is Green’s function of a small ball compactly imbedded
in the domain Ω, where c ∈ C(Ω). Moreover, if ‖c‖ is sufficiently small
and the boundary ∂Ω is smooth, then the series (A.13) can be differentiated
termwise, therefore
∂G(x; y)
∂n(y)
=
∞∑
m=1
(−1)m−1∂g
[m](x; y)
∂n(y)
.
♦
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For completeness we include here a short proof of the following known
result; see, for example, a concise survey in [4] and references therein.
Theorem A.2. Let a domain Ω and functions ck(x), k = 1, 2, satisfy the
conditions of Theorem A.1, and Gk be Green’s functions of the operators
Lck . If c1 ≤ c2 almost everywhere in Ω, then G2(x; y) ≤ G1(x; y) everywhere
in Ω × Ω. Moreover, if c1(x) < c2(x) on a set of positive measure, then
G2(x; y) < G1(x; y) everywhere in Ω× Ω, x 6= y.
Vice versa, if there exists at least one point (x0, y0) ∈ Ω × Ω, x0 6= y0,
where G1(x0; y0) = G2(x0; y0), then c1 = c2 almost everywhere in Ω.
In particular, for each potential c(x) ∈ C(Ω)
G(x; y) ≤ g(x; y) (A.14)
where, again, g is Green’s function of the Laplacian. ♦
Remark A.2. Opposite inequalities are discussed in [4] and [13]. ♦
Proof of Theorem A.2. Applying the inverse operator
∫
Ω
G1(x; y)f(y)dy
of the operator Lc1 to the equation
Lc2u = f(x), (A.15)
we deduce an equation
u(x) =
∫
Ω
G2(x; y) (c2(y)− c1(y))u(y)dy +
∫
Ω
G1(x; y)f(y)dy. (A.16)
On the other hand, from (A.15)
u(x) =
∫
Ω
G2(x; y)f(y)dy. (A.17)
Fix a point y0 ∈ Ω. Choosing for f in (A.16)-(A.17) a δ-sequence fn(x) ≥ 0
such that ∫
Ω
fn(x)χ(x)dx→ χ(y0), n→∞,
we obtain from (A.17) that u(x) → G2(x; y0) ≥ 0 and then from (A.16) the
relation between the Green functions
G2(x; y0) =
∫
Ω
G1(x; y) (c1(y)− c2(y))G2(y; y0)dy +G1(x; y0). (A.18)
The theorem follows. ♦
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Remark A.3. The equation (A.18) has appeared in the literature in various
instances. See, for example, the equation (4.7.3) in [13], where c1 = 0, c2 is
a Kato class potential, and the authors consider a general divergence form
elliptic operator of second order in a Lipschitz domain. ♦
Corollary A.2. Under the conditions of Theorem A.2,
∂G2(x; y)/∂n ≤ ∂G1(x; y)/∂n
everywhere where these derivatives exist. ♦
The next result is needed in the proof of Theorem 2.1.
Corollary A.3. If ‖c1 − c2‖Lp(Ω) < ε, ε > 0, p > n/2, then
‖G2(·; y0)−G1(·; y0‖Lr(Ω) < b ε
for any r, 1 ≤ r < n
n−2
, uniformly in y0. ♦
Proof. It suffices to estimate the integral in (A.18) by the Minkowski in-
equality with any r, 1 ≤ r < n/(n − 2), observe that ‖Gk(·; y)‖Lr
(Ω)
< ∞
uniformly in y ∈ Ω, and then apply the Ho¨lder inequality with the indices p
and q, p−1 + q−1 = 1, p > n/2. ♦
Remark A.4. Theorem A.2 has a clear physical meaning. Let us consider a
bounded domain Ω in R2 (a homogeneous isotropic membrane) imbedded in
R3. Suppose that a stationary heat distribution is given in Ω and the edge
∂Ω is maintained at zero temperature. Then the temperature u(x) at x ∈ Ω
satisfies the equation ∆u− c(x)u(x) = 0, where c(x) = λ−1c0(x), λ being the
heat conductivity coefficient and c0(x) the coefficient of heat emission from
the surface of the membrane. If there is a heat source of unit capacity at a
point y ∈ Ω, then the corresponding temperature distribution u(x), x ∈ Ω,
on the membrane is nothing but Green’s function G(x; y) of the operator Lc
in Ω. It is now obvious that, if we increase c0(x), that is, the output of heat
into the surrounding space, while keeping all other parameters unchanged,
then the temperature on the membrane must decay, so u(x) = G(x; y) de-
creases.
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The same argument holds true for nonhomogeneous and anisotropic mem-
brane. In this case, we obtain an inequality between Green’s functions of a
divergence form operators
Lku(x) = −
n∑
j=1
∂
∂xj
{
λj(x)
∂u
∂xj
}
+ ck(x)u(x) = 0, k = 1, 2,
with c1(x) ≤ c2(x). ♦
Remark A.5. It is worth noting that the known equation∫
∂Ω
∂G(x; y)
∂n(y)
dσ(y) +
∫
Ω
c(y)G(x; y)dy = 1, ∀x ∈ Ω,
has a physical meaning as well. The first integral here is equal to the amount
of heat outgoing through the boundary of the membrane in a unit of time,
given a unit heat source at a point x, while the second integral represents
the amount of heat outgoing into the surrounding space from the surface of
membrane under the same conditions. ♦
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B Eigenfunctions of the Laplace-Beltrami
operator on the unit sphere in Rn
Laplace-Beltrami operator ∆∗ is the spherical part of the Laplacian ∆, that
is, its restriction onto functions defined on the unit sphere S ≡ Sn−1 ⊂ Rn.
In this section we study eigenfunctions of the eigenvalue problem

∆∗ϕ(θ) + λϕ(θ) = 0 if θ ∈ D
ϕ(θ) = 0 if θ ∈ ∂D \ E
ϕ ∈ L2(D)
(B.1)
in a domain D ⊂ S, where E is an exceptional set (maybe empty) of irregular
points on ∂D.
The coefficients of ∆∗ in standard spherical coordinates have singulari-
ties of kind 1
sin2 θ
[77, p. 393], therefore, we cannot straightforwardly apply
the known theorems on the existence of eigenfunctions of the Dirichlet prob-
lem for elliptic operators, even if the boundary ∂D is smooth. However, a
representation of the Laplacian in a coordinate-free form implies that those
singularities are not essential, they disappear under a rotation of coordinate
axes.
Indeed (see, for example, [77, p. 409], let f(θ) be a function defined in
a domain D ⊂ S. We extend it as f(r, θ) = f(θ) for 0 < r < 2. Now,
∆f(r, θ) = r−2∆∗f(θ) independently upon the spherical coordinates chosen,
and the left-hand side of the latter equation does not depend on a choice of
spherical coordinates, therefore, the right-hand side does not depend either.
So, the expression ∆∗f(θ) always returns the same function independently on
a system of spherical coordinates. Thus, we can locally select an appropriate
coordinate system and the operator ∆∗ has no singularities. Therefore, it
has Green’s function and the eigenvalue problem (B.1) has eigenfunctions in
each domain with a smooth, for example, C2-boundary (Oleinik [68]). The
main result of this section states that even this smoothness can be essentially
relaxed.
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We need two following remarks in Section 3. First, we show that the gra-
dient vector ∇f can also be defined independently upon a coordinate system.
Indeed, let γ be a smooth curve on S, θ ∈ γ, and ds be the arc differential
on γ. Then df
ds
does not depend on a coordinate system by definition. Now,
let us consider on S two orthogonal coordinate systems, (t1, ..., tn−1) and
(τ1, ..., τn−1). We have
df
ds
=
n−1∑
j=1
∂f
∂tj
dtj
ds
=
n−1∑
j=1
∂f
∂tj
cosαj = (∇tf, ~e) ,
where ~e is a unit tangent vector to γ, and similarly, df
ds
= (∇τf, ~e). Therefore,
(∇tf −∇τf, ~e) = 0 for each tangent vector ~e, and since ∇f itself lies in the
tangent plane, ∇tf = ∇τf .
Second, while calculating an integral
∫
D
((∇u)2 + c(θ)u2) dσ(θ), D ⊂ S,
we can divide D into small pieces and select an appropriate system of spher-
ical coordinates locally in each piece of D.
The following theorem ascertains the existence of the Green function and
the eigenfunctions of the Laplace-Beltrami operator −∆∗ in each domain on
the sphere such that its boundary is not a polar set. In the proof we exhaust
D from within with a sequence of expanding domains Dj ⊂⊂ Dj+1 ր D, j =
1, 2, ..., having C2-smooth (and therefore, regular) boundaries ∂Dj . Denote
by B(j)(θ;ψ) Green’s function of −∆∗ in Dj with zero boundary values on
∂Dj . The eigenvalues of the problem (B.1) in the domain Dj, repeating
accordingly to their multiplicities, and the corresponding eigenfunctions are
denoted, respectively, by λ
(j)
ν and ϕ
(j)
ν (θ), ν = 0, 1, . . . . It is known that λ0
is simple and ϕ
(j)
0 does not change its sign, so we assume ϕ
(j)
0 > 0. The Green
functions B(j)(θ;ψ) and the eigenfunctions ϕ
(j)
ν (θ) are extended by zero for
θ ∈ S \Dj. We normalize the eigenfunctions in L2(D), ‖ ϕ(j)ν ‖L2(D)= 1.
Theorem B.1. Let D ⊂ S be a domain whose boundary ∂D with respect to
S is not an (n− 1)−dimensional polar set. Then
10 There exists Green’s function B(θ;ψ) of the operator −∆∗ in D with
zero boundary values outside an exceptional (maybe empty) polar set E ⊂ ∂D
of irregular boundary points.
20 The eigenvalue problem (B.1) in D has the eigenvalues λν , ν = 0, 1, ...,
with the corresponding eigenfunctions ϕν; the λ0 is simple and ϕ0 > 0.
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30 The eigenfunctions ϕ
(j)
0 (θ) converge to ϕ0(θ) in L
2−norm,
‖ϕ(j)0 (θ)− ϕ0(θ)‖L2(D) → 0 as j →∞.
40 Moreover, ϕ
(j)
0 (θ) → ϕ0(θ) as j → ∞, uniformly on each compact set
Q ⊂ D.
Remark B.1. The same statement can be proved for all other eigenfunc-
tions ϕν , ν = 1, 2, ... . ♦
Proof of Theorem B.1. Green’s function B(j)(θ;ψ) of the operator −∆∗ in
D(j) is strictly positive inside the smooth domain Dj and continuously takes
on zero boundary values on ∂Dj , j = 1, 2, ... . Due to the monotonicity of
the sequence Dj , j = 1, 2, ..., the sequence B
(j)(θ;ψ) also steadily increases
at each point (θ, ψ) ∈ D×D, θ 6= ψ, and is bounded from above by Green’s
function of the same operator −∆∗ in any regular domain D̂ ⊃ D. Therefore,
there exists a function B(θ;ψ) = limj→∞B
(j)(θ;ψ). Clearly, B(θ;ψ) > 0
everywhere in D and since the set of irregular points on ∂D is polar, B(θ;ψ)
takes on zero boundary values on ∂D outside an exceptional polar set E.
Now, by the definition of Green’s function B(j)(θ;ψ), for each finitely
supported in Dj smooth function χ(θ) there holds an equation
χ(θ) =
∫
Dj
B(j)(θ;ψ) (−∆∗χ(ψ)) dσ(ψ) =
∫
D
B(j)(θ;ψ) (−∆∗χ(ψ)) dσ(ψ),
for we extend B(j) = 0 outside Dj. On the right we can let j → ∞, since
B(j) is dominated by the summable function B. Thus,
χ(θ) =
∫
D
B(θ;ψ) (−∆∗χ(ψ)) dσ(ψ)
for all finitary functions χ in D and so that over the entire domain of the
operator −∆∗. We have shown that B(θ;ψ) is the (generalized) Green’s
function of −∆∗ in the domain D with zero boundary values on ∂D \ E.
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To construct the eigenfunctions of −∆∗ in the domain D, we consider
integral operators
B(j)f(θ)
def
=
∫
Dj
B(j)(θ;ψ)f(ψ)dσ(ψ)
and
Bf(θ)
def
=
∫
D
B(θ;ψ)f(ψ)dσ(ψ). (B.2)
The former operator is defined on L2(Dj) and the latter on L
2(D).
Since Green’s functions of the domains Dj and D̂, extended by zero, be-
long to L2(D̂× D̂), the kernels B(j)(θ;ψ)→ B(θ;ψ) in the L2(D×D) norm
as j → ∞. Therefore, as j → ∞, B(j) → B in the operator norm. Due to
the minimax principle, the sequence {λ(j)0 }j≥1 monotonically decreases, and
since λ
(j)
0 ≥ λ̂0, where λ̂0 > 0 is the principal eigenvalue of a smooth domain
D̂ ⊃ Dj, D̂ 6= S, there exists a limit λ0 = limj→∞ λ(j)0 > 0. The same varia-
tional principle implies that the limit does not depend on an approximating
sequence of domains Dj. We have to show yet that λ0 is the first eigenvalue
of the operator −∆∗ in D and to construct its corresponding eigenfunction
ϕ0(θ).
Since ϕ
(j)
0 = λ
(j)
0 B
(j)ϕ
(j)
0 , we have
ϕ
(j)
0 − λ0Bϕ(j)0 = λ(j)0
(
B(j) − B)ϕ(j)0 + (λ(j)0 − λ0)Bϕ(j)0 . (B.3)
The right-hand side of (B.3) tends to 0 in L2(D)−norm as j → ∞, because
‖ ϕ(j)0 ‖= 1, and so that
‖ ϕ(j)0 − λ0Bϕ(j)0 ‖L2(D) → 0 as j →∞. (B.4)
Next, due to the compactness of the operator B defined in (B.2), the func-
tion family {Bϕ(j)0 }j≥1 is compact and contains a fundamental subsequence
{Bϕ(js)0 }s≥1. So, due to (B.4), the sequence {ϕ(js)0 }s≥1 is itself fundamental
and converges to a function ϕ0 ∈ L2(D). Now the equation (B.3) implies
ϕ0(θ) = λ0Bϕ0(θ), (B.5)
therefore, we have constructed the first eigenfunction ϕ0(θ) ∈ L2(D) of the
operator B in the domainD and proved that ‖ ϕ(j)0 −ϕ0 ‖L2(D)→ 0 as j →∞.
Moreover, it is clear that λ0 is simple and we can choose ϕ0(θ) ≥ 0.
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We have proved the existence of ϕ0(θ) ≥ 0. To prove that it is strictly pos-
itive, we consider a function u0(r, θ) = r
µ+ϕ0(θ) in the coneK
D = D×(0,∞),
where µ+ is the characteristic constant of the domain D, that is, the positive
(since λ0 > 0) root of the quadratic equation µ(µ + n − 2) = λ0. By the
construction, u0 is harmonic in K
D and vanishes at its boundary. If there
exists a point θ0 ∈ D such that ϕ0(θ0) = 0, then the nonnegative harmonic
function u0 vanishes along the ray (r, θ0), 0 < r < ∞, u0(r, θ0) = 0. There-
fore, u0 ≡ 0 in KD. Thus, it would be ϕ0(θ) ≡ 0, despite ‖ ϕ(j)0 ‖L2(D)= 1.
To prove the last part of the theorem, we fix a compact set Q ⊂ D and
consider m−fold iterated kernels (B(j))[m] (θ;ψ) and B[m](θ;ψ), m = 1, 2, ...
(Cf. Lemma A.1). If m is large enough, these kernels are continuous in
D×D by Corollary A.1; moreover, if the domain D is smooth, then they are
even continuous in D×D. Therefore, the functions B[m]ϕ(j)0 (θ), j = 1, 2, ...,
are equicontinuous in Q. Iterating (B.5) and a similar equation for ϕ
(j)
0 , we
arrive at the equations
ϕ
(j)
0 (θ) = (λ
(j)
0 )
m
∫
D
(
B(j)
)[m]
(θ;ψ)ϕ
(j)
0 (ψ)dσ(ψ)
and
ϕ0(θ) = λ
m
0
∫
D
B[m](θ;ψ)ϕ0(ψ)dσ(ψ).
So, if j is fixed, then all the iterated kernels
(
B(j)
)[m]
, m = 1, 2, ..., have
the same principal eigenfunction ϕ
(j)
0 corresponding to the m−th powers
of the same eigenvalue λ
(j)
0 , and all B
[m] have the same eigenfunction ϕ0
corresponding to the m-th powers of the same eigenvalue λ0. We can now
rewrite (B.3)-(B.4) as
ϕ
(j)
0 −λm0 B[m]ϕ(j)0 = (λ(j)0 )m
((
B(j)
)[m] − B[m])ϕ(j)0 +((λ(j)0 )m − λm0 )B[m]ϕ(j)0
(B.6)
and
‖ ϕ(j)0 − λm0 B[m]ϕ(j)0 ‖L2(D) → 0, j →∞.
By means of the compactness criterion of a sequence of continuous func-
tions, we can select a uniformly convergent in Q subsequence of functions
{λm0 B[m]ϕ(js)0 (θ)}s≥1. In addition, the right-hand side of (B.6), obviously,
tends to zero uniformly in θ ∈ Q ⊂ D, and so that ϕ(j)0 (θ) → ϕ0(θ) uni-
formly in Q. The proof is complete. ♦
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C Special solutions of the equation
y′′(r) + (n− 1)r−1y′(r)− (λr−2 + q(r)) y(r) = 0
The equation in title is precisely the equation (3.4). In this section we es-
tablish necessary properties of two special linearly independent positive so-
lutions V (r) and W (r) of this equation called, respectively, upper (increas-
ing as r → ∞) solution and lower (decreasing as r → ∞) solution. If
q is continuous, these properties can be found, for example, in [27, Chap.
XI, Sect. 6, in particular, Corollary 6.5], however, they hold in the case
of locally integrable potentials as well. In this case we assume a standard
stipulation that solutions considered are absolutely continuous along with
their first derivatives and satisfy (3.4) almost everywhere. In what follows,
µ± = (1/2)
(
2− n±
√
(n− 2)2 + 4λ
)
are the roots of the quadratic equa-
tion µ(µ + n − 2) = λ. Denote also χ = µ+ − µ− = √(n− 2)2 + 4λ. If it
is necessary to indicate dependence of the solutions on the parameter λ, we
write V (r, λ) and W (r, λ).
Lemma C.1. Let λ ≥ 0 be a nonnegative constant and 0 ≤ q(r) ∈ Lloc(0, ∞),
that is, q is integrable over any segment [a, b] ⊂ (0, ∞). Then
1o The equation (3.4) has a fundamental set of positive solutions {V, W}
on (0, ∞) such that
V (0+) ≥ 0 and d
dr
(
r−µ
+
V (r)
)
≥ 0 for r > 0,
W (+∞) = 0 and d
dr
(
r−µ
−
W (r)
)
≤ 0 for r > 0.
In particular, V (r) ≥ b rµ+ for 1 < r <∞ and does not decrease on (0, ∞),
and W (r) ≤ b rµ− for 0 < r < 1 and steadily decreases on (0, ∞). If λ > 0,
then V (0+) = 0 and V (r) steadily increases on (0,∞).
2o
V (r)W (r) = O(r2−n) as r → +∞ and as r → 0+. (C.1)
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3o If λց λ0 ≥ 0, then
V (r) ≡ V (r, λ)→ V (r, λ0)
and
W (r) ≡W (r, λ)→W (r, λ0)
uniformly with respect to r on every compact set [a, b] ⊂ (0, ∞). ♦
Sketch of the proof. If we assume, in addition, that∫
0
tq(t)dt <∞, (C.2)
then (3.4) is equivalent to a Volterra equation
y(r) = rµ
+
+
∫ r
0
C(r, s)y(s)q(s)ds, (C.3)
where C(r, s) = (s/χ)
((
r
s
)µ+ − (r
s
)µ−)
is the Cauchy function of (3.4). It-
erating (C.3) as in Lemma A.1, we construct a solution of (3.4)
V (r) = rµ
+
+
∫ r
0
K(r, s)sµ
+
q(s)ds,
where K(r, s) =
∑∞
j=1C
[j](r, s) is the resolvent of (C.3) and C [j] are itera-
tions of the kernel C(r, s), as in (A.2). Under the condition (C.2) this series
converges uniformly on [0, b] for any b > 0. A linearly independent solution
is given by the standard formula
W (r) = V (r)
∫ ∞
r
t1−nV −2(t)dt. (C.4)
To remove the restriction (C.2), we consider a cut-off function
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qN(r) =
{
q(r) for 0 < r ≤ N
0 for N < r
and its Kelvin transform q1,N(r) = r
−4qN(1/r), which obviously satisfies
(C.2). Therefore, the equation
y
′′
(r) + (n− 1)r−1y′(r)− (λr−2 + q1,N(r)) y(r) = 0 (C.5)
possesses a solution V1,N(r) with the properties needed. Using (C.4) with
V1,N , we construct a linearly independent solution W1,N(r) of (C.5). But
now the function VN(r) = r
2−nW1,N(1/r) satisfies the equation
y
′′
(r) + (n− 1)r−1y′(r)− (λr−2 + qN(r)) y(r) = 0, (C.6)
that is, VN(r) = V (r) for 0 < r < N . A linearly independent solution of
(C.6) is given by W (r) = r2−nV1(1/r), where V1 is the solution, just con-
structed, of the equation (3.4) with q1(r) = r
−4q(1/r). All the conclusions
of parts 1o and 2o follow straightforwardly from this construction.
To prove part 3o of Lemma C.1, we use the same iteration method and
notations as before. The uniform convergence V1,N(r, λ)→ V1,N(r, λ0), λ→
λ0, on compact sets [a, b] ⊂ (0,∞) follows by a direct estimation. Applying
the inequality V1,N(r, λ) ≥ brµ+ to estimate the tail of the integral in the
following representation of a linearly independent solution,
W1,N(r, λ) = V1,N(r, λ)
∫ ∞
r
t1−nV −21,N(t, λ)dt,
we immediately see for ourselves thatW1,N(r, λ)→W1,N(r, λ0), λ→ λ0, uni-
formly on compact sets [a, b] ⊂ (0,∞). Introducing V (r, λ) = r2−nW1(1/r, λ),
we prove that V (r, λ)→ V (r, λ0) and W (r, λ)→W (r, λ0) as λ→ λ0. ♦
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We need asymptotic formulas for these solutions. Denote s(r) = r2q(r)
and χ2k = (n− 2)2 + 4(λ+ k). If there exists the limit
lim
r→∞
s(r) = k <∞, (C.7)
then asymptotically, for any ǫ > 0
b r−ǫ < V (r)r−(2−n+χk)/2 < b rǫ. (C.8)
In general, the estimate (C.8) can not be improved. For example, if
q(r) =
a
r2(1 + ln r)
, a = const, r > 1,
that is, (C.7) is valid with k = 0, then
V (r) = b r(2−n+χ0)/2 (1 + ln r)a / χ0 (1 + o(1)), r →∞.
To derive more precise asymptotic formulas, we have to restrict the asymp-
totic behavior of a potential. Comparing solutions of the equations (3.4) with
different potentials q [27, Chap.XI] and using formulas from [84, Theorem
2 and its Corollary], we obtain the following conclusions. The case (A) is
considered in Lemma C.2 and the case (B) in Lemma C.3. These classes are
defined in Section 3 in the paragraph before Theorem 3.2.
Lemma C.2. If (C.7) holds and in addition
∫∞
t−1 (t2q(t)− k)2 dt < ∞,
then, as r →∞,
V (r) = b r(2−n+χk) / 2 exp
{
1
χk
∫ r
1
(
t2q(t)− k) dt
t
}
(1 + o¯(1)) (C.9)
and
W (r) = b r(2−n−χk) / 2 exp
{
− 1
χk
∫ r
1
(
t2q(t)− k) dt
t
}
(1 + o¯(1)). (C.10)
♦
Corollary C.1. If, in addition, r−1(r2q(r)− k) ∈ L(1,∞), then
V (r) = b r(2−n+χk) / 2(1 + o¯(1)), r →∞,
and
W (r) = b r(2−n−χk) / 2(1 + o¯(1)), r →∞.
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Lemma C.3. If limr→∞ s(r) = ∞, then V grows faster than any power
of r, that is, limr→∞ r
−αV (r) = ∞ for every α > 0. Moreover, under
some regularity conditions such as, for instance, the potential q ∈ C2(r0,∞),∫∞ dr
r2
√
q(r)
<∞, and
∫ ∞∣∣∣∣4q˜(r)q˜′′(r)− 5 (q˜′(r))2 ∣∣∣∣q˜−5/2(r)dr <∞,
where q˜(r) = q(r) +
(
n2−4n+3
4
+ λ
)
r−2, there hold the following JWKB-
asymptotic formulas [27, p. 382, Exercise 9.6], as r →∞,
V (r) = b r(1−n)/2q−1/4(r) exp
{∫ r
1
q1/2(t)dt
}
(1 + o(1)) (C.11)
W (r) = b r(1−n)/2q−1/4(r) exp
{
−
∫ r
1
q1/2(t)dt
}
(1 + o(1)). (C.12)
♦
The conditions of Lemma C.3 can be replaced by various combinations
of simpler conditions - see, for example, [84, Theorem 3]. For example, the
following three conditions are sufficient for (C.11)-(C.12) to hold:
(β ′) r−4q−3/2(r) ∈ L(1,∞)
(β ′′) q−3/2(r)q′′(r) ∈ L(1,∞)
(β ′′′) q−3/2(r)q′(r)→ 0 as r →∞.
♦
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