INTRODUCTION
Continuous online monitoring of complex dynamic systems is common in applicat,ions as diverse as industrial plant operations, telecommunications networks, and biomedical health monitoring. For monitoring purposes, the exact nature of the system under observation is typically not relevant provided there exist some measurements or symptoms which provide diagnostic information regarding the underlying system state.
This paper describes how both pattern recognition methods (in the form of neural networks) and hidden Markov models (HMM's) can be used to automatically monitor online data for fault detection purposes. Monitoring for anomalies or faults poses some technical problems which are not normally encountered in typical HMM applications such as speech recognition. In particular, the ability to detect data from previously unseen classes and the use of prior knowledge in constructing the Markov model are both essential in applications of this nature. The paper discusses recent progress on these and related topics in the context of fault detection. An application of these methods to the problem of online health monitoring of an antenna pointing system is described -as an example, Figure 1 shows some typical samples of the antenna motor current signal under both normal and fault conditions.
PATTERN RECOGNITION FOR FAULT MONITORING

Background on Fault Detection for Dynamic Systems
For linear systems where the system dynamics and sensor measurement process can be completely modelled in an accurate manner, a variety of optimal cont,rol-theoretic met hods for fault det,ection can be derived based on state estimation and statistical analysis of the residual error signals [l] . In practice, however, particularly for large complex systems, it is common that the system model may not be that accurate or reliable. A common technique in such a situation is to fit a dynamic model t o the relationship between the measured input and output signals of the system. The model used is often of the autoregressive-exogenous (ARX) model family. The parameters of the (fixed order) model are estimated on-line in real-time using observed input/output data. Fault det,ection can be carried out by observing changes in the values of the estimated parameter values (or model coefficients) relative to some reference set. The general method has become known as the parameter method of fault detection [2, 31.
In practice, for a typical complex system, there may be little or no prior knowledge as to how the parameters will change in relation t o particular fault conditions. Assume that there exists a labelled database of training data consisting of observed data collected under both normal and fault conditions, In earlier work we have described a particular application of this idea to fault diagnosis of an electro-mechanical antenna pointing system [4] . Standard feed-forward neural networks can be quite useful in diagnostic applications of this iiat.ure. It was found that a single hidden layer neural network outperformed a parametric Gaussian classifier when used t o discriminat,e between various fault classes using the estimated ARX coefficients. Unlike other non-parametric classification methods such as nearest neighbour classifiers, feedforward neural networks can in principle provide reasonable estimates of posterior class probabilities [5, 6] . This is a significant advantage in real-world applications where the network may be a component of an overall decision making system such as the hidden Markov models t o be described later.
Detection of Novel States
A standard assumption is that there are m known mutually exclusive and exhaustive st,at.es (or "classes") of the system, w 1 , . . . , w m . The "mutually exclusive" assumption is reasonable in many applications where multiple simultaneous failures are highly unlikely. However, the exhaustive assumption is somewhat unrealistic. In part,icular, for fault detection in a complex system composed of hundreds of thousands of components, there are a myriad of possible fault conditions which might occur. The probability of occurrence of any single condition is very small, nonetheless there is a significant probability that at least one of these conditions will occur over some finite time.
As an example, for the ant.enna application, there are a few well-known faults (such as tachomet.er failures) which occur with regularity and can be assigned specific fault states in advance; however it is not practical to assign states to all the other minor faults which might occur.
Hence, the question must be asked as to whether or not a discriminant classifier trained to distinguish data from m states, can identify data from a different, or novel state. The answer lies in a simple application of Bayes' rule. If the classifier is a pure discriminant, i.e., it directly models the posterior probability p(wile), t,lien it is implicitly relying on the assumption of exhaustivity and cannot in principle detect novel data. A good example of this type of classifier is a feedforward neural network using sigmoidal activation functions. Essentially, if one gives such a trained network new data which is far away from the training data in the feature space, it will produce a near certain classification decision for one of the existing classes because of the semi-global nature of the sigmoid model [7] .
On the otflier hand, a genercrfiiw model directly models the data likelihood p(f?lwi) and then determines posterior class probabilities by application of Bayes' rule. Examples of generative classifiers include parametric models such as Gaussian classifiers and memory-based methods such as kernel density estimators and near neighbour models. Generative models are by nature well suited to online adaptation, in particular, adaptation of the structure of the model such as the inclusion of a new class. Conversely, discriminant models are by nature difficult to adapt online. However, there is a trade-off because generative models typically are doing more modelling than just searching for a decision boundary, they can be less efficient (than discriminant methods) in their use of the data. For example, generative models typically scale poorly with input dimensionality for fixed training sample size [7] .
Hybrid Models with an "Unknown" State
An obvious idea in practice is use both a generative and discriminative classifier and add an "m + lth" state to the model to cover "all other possible states" not accounted for by the known m states. Hence, the posterior estimates of the generative classifier are conditioned on whether or not the data comes from one of the m known classes. Let the symbol w{l,.,.,,,} denote the event that the true system state is one of the known states, and let p(wm+11&) be the posterior probability that the data is from an unknown state. Hence, one can estimate the true posterior probability of individual known states as
where pd(w,lE,w{l,..,,m)) is the posterior probability estimate of state i as provided by a discriminative model.
The calculation of p(wm+lle) can be obtained via the usual application B a p ' rule ifP(eIwm+l), p(wm+l), and p(BIw{i, ..., m ) ) are known, i.e.,
In practice we have used non-informative Bayesian priors for p(elum+l) over a bounded space of feature values (details are available in a technical report [SI), although this choice of a prior density for data of unknown origin is basically ill-posed. The stronger the constraints which can be placed on the features, the narrower the prior density, and the better the ability of the overall model to detect novelty. If we only have very weak prior information, this will translate into a weaker criterion for accepting points which belong to the unknown category.
The term p(w,+l) must be chosen based on the designer's prior belief of how often the system will be in an unknown state -a practical choice is that the system is at least as likely t o be in an unknown failure state as any of the known failure states.
The p(Elw(l,.,.,,]) term in Equation (2) is provided directly by the generative model. Typically this can be a mixture of Gaussians or a kernel density estimate over all of the training data (ignoring class labels). In practice, for simplicity of implementation we use a simple Gaussian mixture model. Furthermore, because of t,he afore-mentioned scaling problem with input dimensions, only a subset of relat.ively significant input features need t o be used in the mixture model. A less heuristic approach to this aspect of the problem (with which we have not yet experimented) would be to use a method such as projection pursuit to project the data into lower dimensions and perform the input density est~imation in this space. The main point is that the generative model need not necessarily work in the full dimensional space of the input features.
HIDDEN MARKOV MODELS FOR TEMPORAL CONTEXT
General Principles
The fault det,ection methods outlined in the previous section ignore temporal informat,ion in the sense that a given feature vector is classified without using any information about previous features or classification estimates. This "instantaneous" method of classification ignores the temporal context of the problem. For example, with the antenna application, the sampling interval between feature vectors is 4 seconds, while the mean time between failures is at least on the order of hours.
An elegant stochastic model which incorporates temporal context is that of the discrete-time, finite-state, hidden Markov model [9] . Taking a cue from the development of hybrid neural network/HMM applications in speech recognition, the idea is to embed the instantaneous estimate provided by the network within a Markov model framework [lo] . Rather than directly modelling the correlations at the feature level, temporal correlation is directly modelled at the state level. The usual HMM recurrence relationships are set up to deal with the discriminative posterior state estimates p(wi l@(t)), rather than the data likelihoods p(@(t)(wi)
The Markov model transition parameters can be estimated from prior knowledge of the long-term system behaviour and gross failure statistics (to be described in more detail in the next section). The two primary assumptions, namely, independence of feature estimates from one window to the next and a first-order Markov state dependence, both appear quite robust in practice. The idea of treating the online monitoring of dynamic systems within the framework of a EIMM appears to have been proposed independently by Smyth and Mellstrom [4] for electromechanical system monitoring and by Ayanoglu (111 for channel error detection in communications networks. Provan [12] also describes a novel application of essentially the same idea to the problem of medical diagnosis and treatment of acute abdominal pain.
Specification of HMM Transition Probabilities
The nature of the HMM method used for online monitoring is considerably different to the more traditional HMM approach for speech recognition and language modelling. Typically in online monitoring only a single model is used and the focus is on determining the likely state sequence up to time t for that specific model.
The model itself is dominated by a single state w1 describing normal system behaviour -the system spends most of its time in this one state. Hence, unlike speech applications, the dynamics of the HMM can be quite simple. Nonetheless, the practical benefits from modelling a system in this manner (as opposed to ignoring temporal context) can be significant in terms of improving the accuracy of the state estimates. It is convenient to augment the model with additional context states such as an r r~f f state where the system is no longer operating in its normal dynamic mode (e.g., the power is switched off to an electrical system) or transient "power-up" states. Such context states are very useful in practice for reducing unnecessary false alarms by modelling known systematic variations in system parameters.
As described earlier, the m + l t h state wm+l is also unusual in the sense that it accounts for data from states which are unknown a priori. The incorporation of Equation (1) into the more standard HMM updating equations is straightforward and will not be described here.
While there may be training data for specific states available (normal data and fault data obtained under controlled conditions), it is unlikely that there are sequences of annotated data available for training. Hence, direct application of Baum-Welch (or similar) methods for parameter estimation are not feasible. Instead prior knowledge of the failure modes of the system must be used. For example, by use of the properties of the geometric distribution of state durations (for a first order HMM), the following simple relation holds between the self-transition probability of the normal state, a l l , and the MTBF, t & f T B F , Of the system:
where T is the sampling interval between state estimates. The MTBF can be either estimated from a problem database or from reliabi1it.y specifications. Similarly, component failure rates for specific components provide constraints on the other transition probabilities in the model. In this manner, the HM-M transition matrix is designed based on prior knowledge of overall system reliability -details on practical design methods are described in [lo] .
Note that alternative approaches (to the HMM method) might be either to use LLwindows" of past data combined with present data as in time-delay neural networks, or to use recurrent neural networks with feedback. However, the HMM model has the dist,inct advantage of using prior knowledge in an elegant and explicit form, which in turn facilitates design and tuning of the monitoring model in an applications setting. For example, when aging components are replaced by new components, the HMM parameters can be adjusted as a function of lifetime reliability models. A faulty component manifests it.self indirectly via a change in the characteristics of observed sensor readings in the pointing control loop. Because of the non-linearity and feedback present, direct causal relationships between fault conditions and observed symptoms can be difficult to establish. This makes manual fault diagnosis a time-consuming and expensive process and the applicat.ion of direct analyt,ical models impractical.
APPLICATION TO
Experimental Results
The combined neural-HMM method described earlier has been applied to the problem of online monitoring of the elevation servo pointing axis for a DSN 34m antenna at. Goldstone, California. Figures 2 (a) and (b) show typical comparative results for two different models. The models were trained offline and tested several months later online in real-time a t the antenna site (the algorithms were implemented using the LabView data acquisition package on a Macintosh 11 computer). The experiment consisted of introducing hardware faults into the system in a controlled manner at 15 minutes and 45 minutes, each of 15 minutes duration. Shown in Figure 2 are the model's estimates over time that the system is in the normal state. Corresponding graphs of estimates for t.he other states are not shown but are qualitatively similar. The input feature vector consisted of 8 ARX coefficients and 4 energy estimates -these were estimated from blocks of sensor data (motor current, tachometer, counter torque readings sampled at 50Hz), where each block consisted of 200 consecutive sample vectors.
Model (a) uses no HMM and assumes that the 4 known states are exhaustive -a single feedforward neural network with 8 hidden units was used as the discriminative model. Model (b) uses a HMM with 5 states, where a generative model (a Gaussian mixture model) and a flat prior are used to determinz the probability of the 5th state (as in Equation (2)) and the same neural network as in model (a) is used as a discriminator for the other 4 known states (as in Equation (1)). The parameters of the HMM were set according t o known MTBF statistics for the system and the individual components.
The results indicate that model (a)'s estimates are quite noisy and contain a significant number of potential false alarms (highly undesirable in an operational environment). Model (b) is much more stable due to the smoothing effect of the HMM. Nonetheless 
RELATED ASPECTS OF THE PROBLEM
An algorithm which could identify new transient states and add them t o the model would be quite useful for autonomous operations. The problem of adapting HMM model structure is quite difficult however without the use of significant prior constraints -Stolcke and Omohundro [13] have developed a method for discrete HMM's, but the continuous density case is conceptually more complex and problematic.
The easier problem is that of adapting the parameters of a fixed model. Repeated use of the Baum-Welch estimation method in batch-mode s e e m inappropriate for online adaptation. Instead we have investigated simpler methods. In particular, for the transition probabilities, the use of Dirichlet priors [14] leads to intuitive and computationally simple updating schemes.
Other issues involve the robustness of linear ARX models for characterising changes in a time series. Currently we use a fixed order model where the order is chosen based on the normal data but may not be appropriate for fault or transient states. For the purposes of change detection the linear ARX features have worked well in practice. However, representations which make fewer assumptions about the data are likely to be more robust and allow detection of more subtle changes.
CONCLUSION
For fault monitoring applications the evidence so far indicates that the generative/discriminative approach is more sensitive to change detection than the purely discriminative method, and that the use of HMM methods increases the quality of the model substantially by using prior knowledge to account for temporal correlations. The ability to link these different models within a unifying probabilistic framework has been a critical factor in their successful application to the problem of online antenna health monitoring.
