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The question of open-loop control in the Gaussian regime may be cast by asking which Gaussian unitary
transformations are reachable by turning on and off a given set of quadratic Hamiltonians. For compact groups,
including finite dimensional unitary groups, the well known Lie algebra rank criterion provides a sufficient
and necessary condition for the reachable set to cover the whole group. Because of the non-compact nature
of the symplectic group, which corresponds to Gaussian unitary transformations, this criterion turns out to be
still necessary but not sufficient for Gaussian systems. If the control Hamiltonians are unstable, in a sense
made rigorous in the main text, the peculiar situation may arise where the rank criterion is satisfied and yet
not all symplectic transformations are reachable. Here, we address this situation for one degree of freedom
and study the properties of the reachable set under unstable control Hamiltonians. First, we provide a partial
analytical characterisation of the reachable set and prove that no orthogonal (‘energy-preserving’ or ‘passive’
in the literature) symplectic operations may be reached with such controls. Then, we apply numerical optimal
control algorithms to demonstrate a complete characterisation of the set in specific cases.
PACS numbers: 42.50.Dv, 03.65.-w, 02.30.Yy
I. UNSTABLE QUADRATIC CONTROLS
Determining the set of reachable operations given a set of
enactable quadratic Hamiltonians is an interesting endeavour,
in view of the wide range of practical settings where such
controls may be implemented – encompassing light fields, the
motional degrees of freedom of trapped ions, opto- and nano-
mechanical oscillators and superconducting Josephson junc-
tions, to mention but a few – as well as the variety of tasks
they allow for, such as entanglement generation, squeezing,
cooling and quantum communication protocols [1, 2]. The
group of all possible unitary operations generated by quadratic
Hamiltonians corresponds to the real symplectic group, and it
is reasonable, in this context, to refer to a system as control-
lable if the reachable set coincides with the whole symplectic
group.
On the theoretical side, this problem presents the pecu-
liar feature that, although the symplectic group is a finite di-
mensional matrix group, the standard controllability condition
provided by the Lie algebra rank criterion, which is equiva-
lent to controllability for finite dimensional unitary groups, is
not sufficient [3]. The reason for the difference is the non-
compact nature of the symplectic group which provides the
trajectories with the possibility of not recurring, this being
impossible on compact groups. This characteristic presents
itself in the operation known in quantum optics as squeezing,
which can proceed indefinitely without ever recurring back
to the identity operation. In a seminal paper Jurdjevic and
Sussmann [4] prove a sufficient condition for controllability
on non-compact groups by considering the existence of con-
trol Hamiltonians that recur. This aspect has been noted in
the context of quantum optics [5], and an additional sufficient
condition for controllability, based on the possibility of ac-
cessing a positive control Hamiltonian, has been pointed out
and discussed in regard to its connection with dynamical re-
currence, elsewhere referred to as ‘neutrality’ [6].
Furthermore it can be shown that, for systems comprised of
a single degree of freedom, such a condition is not only suf-
ficient but also necessary for controllability [7]. One is then
confronted with the intriguing situation that the Lie-algebra
rank criterion may hold and yet the reachable set may not be
the whole symplectic group. This occurs where the set of con-
trols does not contain any ‘neutral’ element, which would go
back to the identity operator after a certain recurrence time. In
the quantum optical language, such a condition corresponds
to the fact that all accessible Hamiltonians have a squeez-
ing component which is strong enough to prevent recurrence:
since all such Hamiltonians are unbounded from below, we
shall refer to them as ‘unstable’ [8].
In this paper, we apply analytical and numerical techniques
to investigate the properties of the non-trivial reachable set
of single-mode continuous variable systems under unstable
quadratic controls. We will first review, and recast in the sym-
plectic setting with reference to quantum optical operations,
the analytical result of Wu, Li, Zhang and Tarn in [7] con-
cerning the uncontrollability of unstable single-mode systems.
Part of the formalism we will introduce in the process will be
instrumental in establishing our main analytical finding: that
unstable controls do not allow one to reach non-trivial sym-
plectic orthogonal transformations (corresponding to passive,
energy-preserving phase-shifters in the lab), which implies a
sharp restriction on the reachable set. Further, we will demon-
strate the application of optimal control techniques to the sym-
plectic group, first explored in [9], and complete the charac-
terisation of the reachable set through the resulting numerics.
II. PRELIMINARIES AND SETUP
Let rˆ = (xˆ1, pˆ1, . . . , xˆn, pˆn)T be a vector of canonical op-
erators such that [xˆj , pˆk] = iδjk. One refers to a Hamiltonian
Hˆ as quadratic if it can be written as Hˆ = 12 rˆ
TH rˆ, where H
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2is a real, symmetric 2n×2nmatrix. As mentioned above, uni-
tary transformations generated by quadratic Hamiltonians cor-
respond to transformations belonging to the symplectic group
Sp2n,R (this can readily be seen by considering the Heisen-
berg evolution of the vector of operators rˆ). In particular, one
has that the Hamiltonian evolution after a time t is described
by the symplectic transformation S = eΩHt, where
Ω :=
n⊕
i=1
(
0 1
−1 0
)
. (1)
The algebra of the symplectic group sp2n,R is therefore char-
acterised as the set of matrices that can be written as ΩH ,
where H is real and symmetric.
We shall restrict ourselves here to the single-mode case
(n = 1) and consider the open-loop control problem defined
by the evolution equation:
S˙(t) = (A+ u(t)B)S(t), S(0) = I2, (2)
where u(t), called the control function, is any locally bounded
measurable function defined on the positive time domain
[0,∞) andA,B ∈ sp2,R. The generatorA is often referred to
as the drift term, in that it represents the ‘always-on’ Hamil-
tonian dynamics, while B is the control term. Given A and
B, the subset Ξ of sp2,R with elements of the form A + vB,
v ∈ R, is called the set of accessible dynamical generators of
the system. It is sufficient to consider a single control term
even though in general we could consider, at most, three lin-
early independent ones. If that were the case, however, the
drift term would be subsumed in the controls, making the
problem trivial. Using two independent control generators,
instead, would either subsume the drift term or imply that Ξ
contains an, as yet undefined, elliptic element. In all such
cases the Lie algebra rank criterion would again become suf-
ficient for controllability. Here, we would like to characterise
systems for which this condition is satisfied but not sufficient.
Eq. (2) should be thought of as the equation relating a set of
time-varying controls and some reachable element of the sym-
plectic group S(t). In order to characterise which symplectic
operations will be achievable for a certain accessible set Ξ, it
is hence expedient to define the reachable set as follows (as
customary in control theory):
Definition: Reachable set. The set of elements S(t) that is
reachable under Eq. (2) for some choice of control function
u(t) is called the reachable set and is denotedR.
Following [7], it is convenient to categorise the elementsM
of the Lie algebra sp2,R as
• Parabolic, if Tr[M2] = 0 ,
• Hyperbolic, if Tr[M2] > 0 ,
• Elliptic, if Tr[M2] < 0 .
In the physical picture, a trajectory set by a single-mode el-
liptic generator is a stable one, corresponding to a strictly
positive or strictly negative Hamiltonian matrix H = ΩM .
This fact can quickly be seen by noting that Tr[M2] ∝
−Det [M ] ∝ −Det [H]. Such a trajectory will always re-
cur, in the sense that the operator S = exp[Mt] will get ar-
bitrarily close to the identity, in any matrix topology, at some
positive time t. Note that the ‘neutral’ elements mentioned
before correspond to the elliptic elements for a single mode.
Furthermore, notice that elliptic elements may involve a cer-
tain ‘amount’ of squeezing, in a sense that will be made clear.
Hyperbolic generators, instead, give rise to unstable dynam-
ics, that will never recur. Their Hamiltonian matrix is neither
negative nor positive and does not admit a decomposition into
normal modes, as per Williamson’s theorem [10]. Parabolic
generators are instead pathological in some sense, typically
they cannot be symplectically diagonalised, as they are Jor-
dan blocks of order 2 (for n = 1). A common, well known
example of such generators is the one associated with the free
Hamiltonian pˆ2. These are also non-recurring but, to the pur-
pose of our analysis, it is sufficient to only consider systems
where Ξ solely contains hyperbolic elements, because single-
mode systems involving parabolic controls either do not sat-
isfy the Lie algebra rank criterion or are controllable.
Let us also specify a basis of sp2,R:
Kx =
1
2
(
0 1
1 0
)
, Ky =
1
2
(−1 0
0 1
)
, Kz =
1
2
(
0 −1
1 0
)
,
(3)
which satisfies the algebra
[Kx,Ky] = −Kz, [Ky,Kz] = Kx, [Kz,Kx] = Ky.
(4)
The generator Kz is clearly elliptic: the group elements
eKzt are all the 2-dimensional rotations, forming the Abelian
group SO(2), which is the maximal compact subgroup of
Sp2,R. In the lab, these correspond to phase-plates, or phase-
shifters, that rotate the optical phase of a field: these are all the
passive (or energy-preserving in that they preserve the number
of excitations) operations belonging to Sp2,R. The hyperbolic
generators Kx and Ky instead generate single-mode squeez-
ing operations. If a linear combination of generators is consid-
ered, such as aKy +Kz , with a ∈ R, it is easy to show that it
is elliptic for |a| < 1, parabolic for |a| = 1 and hyperbolic for
|a| > 1. It is in this sense that we claimed above that elliptic
generators may contain a certain ‘amount’ of squeezing, and
that for higher amounts the generator becomes hyperbolic.
III. STABILITY AND CONTROLLABILITY
A system evolving under Eq. (2) is said to be controllable
if the reachable set is the whole group Sp2,R. It is known that
such a system is controllable if the elements of Ξ generate the
Lie algebra (i.e., if all the algebra sp2,R may be obtained by
their linear combinations and repeated commutations) and if
at least one element in Ξ is elliptic [5, 6]. The former condi-
tion is known as the Lie algebra rank criterion [11]. We shall
refer to such a system as a ‘stable’ system. For stable systems,
the reachable set is simply the whole group. Note that all of
the statements above generalise to n modes.
In the case of Sp2,R it is also known that a system is not
controllable if no element in the set of accessible generators
3Ξ is elliptic [7]. We shall refer to such systems as ‘unstable’.
The characterisation of the reachable set of unstable systems
is a non-trivial open question, which we shall address here.
Before proceeding, it is useful to review the argument that
establishes the uncontrollability of single-mode unstable sys-
tems. Here we will follow the treatment of [7] faithfully. In
order to make the paper self-contained, we shall reproduce the
proofs of these statements as well in Appendix A.
Lemma 1. If Ξ only contains hyperbolic elements then
Eq. (2) is similar, via a symplectic transformation, to
S˙(t) = (−Kx + bKz + u(t)Ky)S(t), S(0) = I2, (5)
where b is some real constant with modulus strictly less than
one.
Let us now denote with Ξ˜ the subset of sp2,R with elements
of the form −Kx + bKz + vKy , v ∈ R, which define the
accessible dynamical generators of Eq. (5). Further, we shall
denote with R˜ the set of elements reachable under Eq. (5) for
any choice of control functions u(t).
Lemma 2. Any real 2× 2 matrix can be written as
X =
(
x1 + x3 x2 + x4
x4 − x2 x1 − x3
)
, (6)
where xi ∈ R. If X ∈ R˜ then the function
f(x1, x2, x3, x4) := (x1 − x4)2 − (x2 − x3)2 (7)
satisfies
f(x1, x2, x3, x4) ≥ 1 (8)
and
d
dt
f(x1, x2, x3, x4) ≥ 0, (9)
for any choice of u(t) in Eq. (5).
Since some symplectic transformations feature f < 1
Lemma 2 implies that such transformations are not reach-
able in systems obeying Eq. (5). By Lemma 1, this extends
to all unstable systems, i.e. those with only hyperbolic con-
trols, since a symplectic similarity transformation cannot turn
a non-trivial subset of Sp2,R into the whole group. The im-
possibility of enacting the whole group of transformation is
referred to as uncontrollability. In order to give a physical in-
terpretation for this we first introduce singular value decom-
position and then show that passive operations are unreach-
able.
IV. SINGULAR VALUE DECOMPOSITION OF
SYMPLECTIC OPERATIONS
In order to set our findings against the backdrop of quantum
optics it is very advantageous to introduce the singular value
decomposition for symplectic transformations and take some
care in defining its elements uniquely. The singular value de-
composition of symplectic matrices is often referred to as the
Euler [12] or Bloch-Messiah [13] decomposition in the liter-
ature, and takes a very specific form, which is easily related
to physical implementations: each symplectic on nmodes can
be decomposed into the product of two passive operations, be-
longing to the intersection between Sp2n,R and SO(2n), and a
direct sum of diagonal squeezing operations. In quantum op-
tical implementations, passive operations correspond to beam
splitters and phase-plates, which do not alter the energy of the
free field.
Here, we define the singular value decomposition indicat-
ing the necessary bounds for uniqueness in one mode. This
uniqueness is paramount in visualising the reachable set.
Definition: Singular value decomposition. Define
SO(2) :=
{(
cos[θ] − sin[θ]
sin[θ] cos[θ]
) ∣∣∣∣ θ ∈ R} (10)
and
Z(2,R) := {diag(1/z, z) | z ∈ R, z ≥ 1} . (11)
Any S ∈ Sp2,R can be decomposed as either
S = RθZRφ or S = Rθ, (12)
where Rθ, Rφ ∈ SO(2) and Z ∈ Z(2,R). For the singular
value decomposition to be unique, the allowed angles must be
bounded such that
− pi + θ0 ≤ θ < pi + θ0, −pi
2
+ φ0 ≤ φ < pi
2
+ φ0, (13)
whre θ0 and φ0 are arbitrary but fixed. See Appendix B 1 for
a justification of these bounds.
A generic element S of Sp2,R evolving under Eq. (2) or
Eq. (5) can be re-parametrized in terms of the singular value
decomposition parameters θ, φ and z such that S = RθZRφ.
This re-parametrization can also be enacted for the function f
of Lemma 2, whence one obtains that the function
fz(θ, φ) = cos[2θ] cos[2φ]− g(z, φ) sin[2θ] , (14)
where
g(z, φ) :=
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
, (15)
satisfies
fz(θ, φ) ≥ 1 (16)
and
d
dt
fz(θ, φ) ≥ 0, (17)
for Eq. (5). The function fz is obtained as a change of coordi-
nates from the function f of Lemma 2, as shown explicitly in
Appendix B 2.
4V. UNSTABLE SYSTEMS CANNOT REACH PASSIVE
OPERATIONS
We are now in a position to prove that single-mode unsta-
ble systems, in which no elliptic dynamical generators are en-
actable, do not allow passive operations to be reached.
Lemma 3. fz > f1 has solutions if and only if z > 1 and
sin[2θ] > 0 for a given element of Sp2,R.
Proof Consider the difference between g(z, φ) and sin[2φ]:
δ := g(z, φ)− sin[2φ], (18)
so that
fz ≡ cos[2(θ − φ)]− δ sin[2θ]. (19)
If sin[2θ] < 0 then fz > f1 if and only if δ > 0. This is true
if and only if g(z, φ) > sin[2φ]. Hence
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
> sin[2φ], (20)
equally
(z2 +
1
z2
− 2) sin[2φ] > z2 − 1
z2
. (21)
z2 + 1z2 − 2 is positive for all values of z and sin[2φ] ≤ 1.
Therefore this has solutions if and only if
z2 +
1
z2
− 2 > z2 − 1
z2
, (22)
which only has solutions for z < 1 which we have rule out in
the definition of the unique singular value decomposition.
Conversely if sin[2θ] > 0 then fz > f1 if and only if δ < 0.
This is true if and only if g(z, φ) < sin[2φ]. Hence
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
< sin[2φ], (23)
equally
(z2 +
1
z2
− 2) sin[2φ] < z2 − 1
z2
. (24)
z2 + 1z2 − 2 is positive for all values of z and sin[2φ] ≥ −1.
Therefore this has solutions if and only if
− (z2 + 1
z2
− 2) < z2 − 1
z2
, (25)
which only has solutions for z > 1.
Lemma 4. The existence of solutions for fz(θ, φ) > d, where
d is some real number greater than or equal to one, implies
that
z >
√
d+ 1
2
. (26)
Proof Again consider:
δ := g(z, φ)− sin[2φ] (27)
so that
fz ≡ cos[2(θ − φ)]− δ sin[2θ]. (28)
The maximum value of f1 is 1. From Lemma 3 we know
that we must select sin[2θ] > 0. There is a solution to the
inequality fz > d if and only if there is a solution to
δ < −(d− 1). (29)
This translates to
1
2
(
z2 +
1
z2
)
sin[2φ]− 1
2
(
z2 − 1
z2
)
< sin[2φ]− (d− 1),
(30)
equally
(z2 +
1
z2
− 2) sin[2φ] < z2 − 1
z2
− (d− 1). (31)
z2 + 1z2 − 2 is positive for all values of z and sin[2φ] ≤ 1.
Therefore this has solutions if and only if
z2 +
1
z2
− 2 < z2 − 1
z2
− (d− 1), (32)
which only has solutions for
z2 >
d+ 1
2
. (33)
z > 1 and so the statement is proven.
Lemma 5. There does not exist X ∈ R˜ such that
X = SRθS
−1, (34)
where S ∈ Sp2,R, Rθ ∈ SO(2).
Proof Assume there exists X ∈ R˜ that satisfies the above
condition. We may state that
Xm ∈ R˜ ∀m ∈ N (35)
because the reachable set of Eq. (5) has a semigroup structure.
Note that
‖Xm − I‖ = ‖S(Rmθ − I)S−1‖
≤ ‖S‖‖S−1‖‖Rmθ − I‖,
(36)
where we use the Euclidean norm
‖X‖ :=
√
Tr[XTX]. (37)
S is time-independent and so ||S||||S−1|| is constant. Rθ is
quasi-periodic and so there must exist some m such that
‖Rmθ − I‖ < ε, ∀ε > 0 (38)
5and so there exists m such that
‖Xm − I‖ < ε, ∀ε > 0. (39)
From Eq. (17) we know that the value of fz must be
non-decreasing along any trajectory of the system and from
Eq. (A34) we see that its rate of change at identity is 1. As
a result, for some finite evolution time of Eq. (5), all sub-
sequent trajectories must contain elements that have a lower
bound on their value of fz that is greater than 1. By Lemma
4 this implies a lower bound on the value z along a given tra-
jectory of the control system given some minimal evolution
time. Xm is a possible trajectory of the system for all m and
from the above analysis we see that we can find m such that
the z value of Xm is arbitrarily close to 1 violating the lower
bound. Therefore X cannot be an element of R˜.
Theorem 1. If Eq. (2) is restricted to hyperbolic dynamical
generators then its reachable set does not contain any ele-
ments of SO(2) except for I.
Proof The reachable setR of Eq. (2) is symplectically similar
to R˜. Lemma 5 states that R˜ does not contain any element that
is symplectically similar to an element of SO(2) \ I. Thus R
does not contain any element of SO(2) \ I.
In practice our result implies that, given a set of unstable
Hamiltonians, no manipulation in time of the control func-
tions ever allows one to achieve any optical phase-shift oper-
ation. This holds even if the control Hamiltonians are able to
generate the whole symplectic algebra.
VI. EXAMPLE SYSTEM: CONTROLLED SQUEEZING
HAMILTONIANS
In the following we consider a specific example of an ‘un-
stable’ system satisfying the Lie algebra rank criterion, and
we study the corresponding reachable set. In the single-mode
scenario, such a system can be obtained by taking drift and
control Hamiltonian as squeezing operations along different
directions. Thus we consider the total Hamiltonian
Hˆ = HˆA + u(t) HˆB , (40)
where the drift Hamiltonian HˆA and the control Hamiltonian
HˆB are defined as
HˆA =
(1− c)xˆ2 − (1 + c)pˆ2
2
,
HˆB = − xˆpˆ+ pˆxˆ
2
,
(41)
which correspond to Hamiltonian matrices
HA =
(
1− c 0
0 −c− 1
)
, HB =
(
0 −1
−1 0
)
. (42)
In terms of symplectic matrices this translates, as per Eq. (2),
into the open-loop control problem
S˙(t) = (A+ u(t)B)S(t), (43)
where
A
(
0 −(1 + c)
−(1− c) 0
)
, B =
(−1 0
0 1
)
. (44)
The reason for introducing this example system is to visualise
its reachable set in order to give intuition for the behaviour of
these systems in n modes.
Note that A is parabolic, hyperbolic or elliptic if, respec-
tively, |c| is equal to, less than or greater than 1. We focus our
analysis on c = 0 to explore the hyperbolic case but in the
next subsection remark on changes of behaviour as we vary c.
The visualisation will use the fact that the single-mode sym-
plectic group is three dimensional and so a symplectic matrix
in this group can be specified by three parameters. We choose
the three parameters, z, θ and φ from the singular value de-
composition and set them as axes on a graph. In order to plot
the reachable set uniquely it is necessary to set θ0 and φ0, as
discussed in Sec. IV. We choose
(θ0, φ0) = (0,
pi
2
), (45)
which implies
− pi ≤ θ < pi, 0 ≤ φ < pi. (46)
where we know that z ≥ 1.
We will represent the reachable set as points in a cubic
space with the z, θ and φ ranges as given. One may object
that, although for z > 1 this provides a one to one map be-
tween points on the plane and symplectic matrices, for z = 1
this will not be the case because these matrices should be indi-
cated by one and not two parameters, as per Eq. (12). However
by Theorem 1 we know that none of the elements of this plane
will be reachable except for identity. After finding a point for
identity we may maintain the cubic plot for illustrative clarity.
Analytically, we may find the ‘singular decomposition of
identity’ by considering the limit t → 0 for any instance of
reachable element. Take, for example,
exp
[(
0 −1
−1 0
)
t
]
(47)
as t→ 0. Consider t = 1n , where n ∈ N.
exp
[(
0 −1
−1 0
)
1
n
]
=
(
R− 3pi4
(
1
e 0
0 e
)
R 3pi
4
) 1
n
= R− 3pi4
(
1
e 0
0 e
) 1
n
R 3pi
4
.
(48)
In the limit as n→∞ we find that the singular value decom-
position of the identity is singled out as
I = R− 3pi4 R 3pi4 . (49)
Using this result, we may also derive a bound on the angle
θ that will appear in the numerics. Lemma 3 states that for
unstable systems sin[2θ] > 0 and so, given the range as set by
Eq. (46), this implies
− pi < θ < −pi
2
, 0 < θ <
pi
2
. (50)
6Eq. (49) indicates that at t = 0, θ = −3pi/4. The singular
value decomposition of elements must vary continuously and
therefore
− pi < θ < −pi
2
. (51)
The numerics reported in the following subsection confirm
and extend this analytical characterisation.
A. Numerical study through optimal control
In this section we complement our analytics by applying
optimal control algorithms adapted to the symplectic case in
order to explore the reachable set of Eq. (43). We look to
determine whether specific symplectic transformations Starget
can be performed on our system given a fixed evolution time
T . To test for controllability we implemented specific mod-
ules for simulating control in symplectic systems into into
QuTiP, which is an open source python library for simulating
quantum dynamics [14, 15]. The GRAPE algorithm [16] is
used to attempt to find a control function u(t) that will drive
the system to perform the transformation Starget. The evolu-
tion time T is split into Q equal time slices of length ∆t with
the time at the beginning of each slice tk. u(tk) is constant
throughout the time slice, hence the piecewise constant con-
trol function u(t) corresponds to a set of Q real values. In this
case Q = 10.
The dynamical generators used in QuTiP are of the form
Hk = HA + u(tk)HB , u(tk) ∈ R. (52)
where HA and HB are as given in Eq. (42).
The evolution in each time slice is given by
Sk = e
ΩHk∆t. (53)
The full evolution is given by
S(T ) = SQSQ−1 · · ·Sk · · ·S2S1. (54)
The difference between the evolved transformation and the
target is quantified by the fidelity error (or infidelity) as mea-
sured by the Frobenius norm
ε := λTr[(S(T )− Starget)T(S(T )− Starget)] , (55)
with λ = 1/8 for a 2× 2 matrix.
The control function is optimised to minimise ε using the
L-BFGS-B method in the scipy optimization function, which
is a wrapper to the implementation by Byrd et al. [17]. The
exact gradient with respect to u(tk) is calculated using the
Frechet derivative (or augmented matrix method) as described
in Eq. (12) of [18]. The target is considered achieved in this
case if ε < 10−3. The control function optimisation termi-
nates unsuccessfully if either a local minima is found or a
processing time limit is exceeded.
The set of possible target symplectics is discretised in the
(z, θ, φ) space by only considering points at pi/12 intervals
in the angular directions and 10 logarithmically equal in-
tervals between z = 1 and the arbitrary upper bound of
z = 100. A bisection method was used to determine the
boundary between reachable and unreachable targets. The
boundary points are depicted as the darker blue points in
Fig. (1). These simulations were repeated for combina-
tions of c = {0.0,±0.5,±0.9,±0.99,±1.01,±1.1,±1.5}
and T = {0.1, 0.5, 1, 2, 3, 4, 5, 7, 10, 20, 50, 100}. When suc-
cessful, the Starget test shows that there is at least one set of
controls that can achieve the target transformation.
The results of some of the tests for unstable systems are
shown in Fig. (1). Note that the points shown are those
reachable specifically at evolution time T rather than up to
time T . For unstable systems the reachable points are re-
stricted to a set centred around (θ, φ) = (−3pi/4, 3pi/4) and
bounded by −pi < θ < −pi/2, confirming the analytics, and
pi/2 < φ < pi, which was not proved analytically. This indi-
cates that the numerics supply a tighter bound than the analyt-
ics.
The example system is demonstrated to be unstable for
−1 < c < 1. For |c| ≥ 1.1 all points were found to be reach-
able. For |c| = 1.01 the optimiser was unable to find a suitable
control function for some Starget. These unreached points were
predominantly in the region found reachable for −1 < c < 1.
However, it is most likely that this is due to the constraints
placed on the pulse optimisation, and demonstrates the diffi-
culty of finding a solution near the edge of stability. Fig. (1)
shows the case for c = −0.99 where we see that the reachable
set is broader. There is then a discontinuity as we pass |c| = 1
when the reachable set then becomes the whole space. The
broadening of the reachable set as c goes near the boundary
indicates that the control system has become in a sense more
‘stable’.
The numerics show that, in one mode, when an elliptic drift
field cannot be constructed, the system will restrict itself to
unbounded squeezing within a small angular region. The abil-
ity to visualise this behaviour is by virtue of working in a sin-
gle mode and a generalisation of this would require a more
sophisticated treatment. Nevertheless, working on the numer-
ics for this case provides some much needed intuition for a
higher mode exploration.
VII. CONCLUSIONS AND OUTLOOK
The Lie algebra rank criterion is necessary and sufficient
for the controllability of systems evolving under compact Lie
groups. The symplectic group Sp2n,R is non-compact and so
the criterion loses its sufficiency for these systems. The dis-
covery of a necessary and sufficient condition for control on
the symplectic group is still an open problem in mathematical
control theory [19].
In this paper, we sought to characterise and visualise single-
mode systems that obey the Lie algebra rank criterion but are
not controllable, as well as to connect the mathematical treat-
ment with the formalism and terminology of quantum optics.
In this process we found that such systems are unable to reach
non-trivial elements of the maximal compact subgroup of the
7(a) c = 0, T = 1
(b) c = 0, T = 5
(c) c = −0.99, T = 5
FIG. 1. The blue points are reachable operations in the SVD basis
after time T . The enclosed blue region is unreachable by Eq. (16).
Specific parameters: (a) c = 0, T = 1; (b) c = 0, T = 5; (c)
c = −0.99, T = 5.
symplectic group. Mathematically, this provides a new char-
acterisation of an intriguing situation that has never been sys-
tematically analysed. In terms of physics these new results
translate into the inability to enact passive operations – phase
shifters for one optical mode – given only unstable Hamilto-
nians. Note that controlled operations generated by unstable
generators are accessible in several experimental set-ups, both
optical and mechanical and, given the exponential speed-up
they grant, are instrumental in beating decoherence times –
see, for instance, reference [20], where such operations are
proposed to achieve this aim in the context of superconduct-
ing quantum magnetomechanics, and the Hamiltonians gener-
ating them are referred to as “repulsive potentials”.
It is expected that this characterisation will extend to n
modes and provide physical insight into the existing mathe-
matical and experimental problems surrounding the control of
closed quantum systems.
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Appendix A: Complete proof of the uncontrollability condition
In order to prove Lemmata 1 and 2, we need a few prelimi-
nary statements, which are also taken directly from [7].
Lemma 6. The equation
Tr[[M,N ]2] = Tr[MN ]2 − 2Tr[N2]Tr[M2] (A1)
holds for M,N ∈ sp2,R.
Proof First we expand the elements in the basis defined in
Eq. (3):
M = m1Kx +m2Ky +m3Kz, (A2)
N = n1Kx + n2Ky + n3Kz, (A3)
[M,N ] = (m2n3 −m3n2)Kx
+ (m3n1 −m1n3)Ky
− (m1n2 −m2n1)Kz.
(A4)
We use this expansion to express the value of the following
terms:
Tr[M2] =
1
2
(m21 +m
2
2 −m23), (A5)
8Tr[N2] =
1
2
(n21 + n
2
2 − n23), (A6)
Tr[MN ] =
1
2
(m1n1 +m2n2 −m3n3), (A7)
Tr[[M,N ]2] =
1
2
((m2n3 −m3n2)2
+ (m3n1 −m1n3)2
− (m1n2 −m2n1)2).
(A8)
Then we combine them to prove the statement:
Tr[[M,N ]2] = Tr[MN ]2 − 2Tr[N2]Tr[M2]. (A9)
Lemma 7. If Tr([A,B]2) = 0 in Eq. (2) then the system does
not obey the Lie algebra rank criterion.
Proof From Eqs. (A2), (A3) and (A4) it can be concluded
that M , N and [M,N ] are linearly dependent if and only if
Det
m1 n1 m2n3 −m3n2m2 n2 m3n1 −m1n3
m3 n3 −(m1n2 −m2n1)
 = 0, (A10)
or equivalently
(m2n3−m3n2)2+(m3n1−m1n3)2−(m1n2−m2n1)2 = 0.
(A11)
From Eq. (A8) we see that this is equivalent to [M,N ] being
parabolic. If A, B and [A,B] are linearly dependent then the
span of A and B does not generate sp2,R.
Lemma 8. Consider hyperbolic M ∈ sp2,R. There exists
P ∈ Sp2,R such that PMP−1 =
√
2Tr[M2]Ky .
Proof Expand M so we get
M = xKx + yKy + zKz, (A12)
where Tr[M2] = 12 (x
2 +y2−z2) > 0. First we seek a matrix
P1 = e
αKz ∈ Sp2,R which satisfies
P1MP
−1
1 =
√
x2 + y2Ky + zKz. (A13)
Let α be the angle satisfying
sin[α] =
x√
x2 + y2
, cos[α] =
y√
x2 + y2
. (A14)
According to the formula
eMNe−M = N + [M,N ] +
1
2!
[M, [M,N ]] + . . . , (A15)
one can immediately obtain that
eαKzMe−αKz = xeαKzKxe−αKz + yeαKzKye−αKz + zKz
= (x cos[α]− y sin[α])Kx + (x sin[α] + y cos[α])Ky + zKz
=
√
x2 + y2Ky + zKz.
(A16)
Next we show that there is a matrix P2 = eβKx ∈ Sp2,R which can convert
√
x2 + y2Ky + zKz into
√
2Tr[M2]Ky . Since
x2 + y2 − z2 > 0 we can choose β such that
sinh[β] =
z√
x2 + y2 − z2 , cosh[β] =
√
x2 + y2√
x2 + y2 − z2 . (A17)
Make use of Eq. (A15) again and obtain
eβKx(
√
x2 + y2Ky + zKz)e
−βKx =
√
x2 + y2eβKxKye
−βKx + zeβKxKze−βKx
= (
√
x2 + y2 cosh[β]− z sinh[β])Ky + (z cosh[β]−
√
x2 + y2 sinh[β])Kz
=
√
x2 + y2 − z2Ky
=
√
2Tr[M2]Ky.
(A18)
Consequently the Sp2,R matrix e
βKxeαKz will convert M
into
√
2Tr[M2]Ky when M is hyperbolic.
We now proceed to provide a proof for Lemma 1. First we
restate it.
Lemma 1. If Ξ only contains hyperbolic elements then
9Eq. (2) is similar, via a symplectic transformation, to
S˙(t) = (−Kx + bKz + u(t)Ky)S(t), S(0) = I2, (A19)
where b is some real constant with modulus strictly less than
one.
Proof If Eq. (2) only has hyperbolic controls then the follow-
ing inequality holds:
Tr[(A+vB)2] = Tr[B2]v2+2Tr[AB]v+Tr[A2] > 0, (A20)
for all v ∈ R. For this inequality to hold for all v it is im-
mediately clear that Tr[A2] > 0. We can see that Tr[B2] > 0
because (a) if it were less than zero then there exists v for
which the inequality does not hold and (b) if it were equal to
zero then Tr[AB] must equal zero; by Lemma 6 this implies
that Tr([A,B]2) = 0 which implies that the system does not
obey the Lie algebra rank criterion by Lemma 7 which would
contradict our assumption.
With the knowledge that B is hyperbolic, Lemma 8 states
that there exists a symplectic similarity transformation to
transform Eq. (2) into:
S˙(t) = (A′ + u(t)Ky)S(t), S(0) = I2, (A21)
where A′ is some unspecified element of sp2,R. Expand A′ in
the symplectic basis of Eq. (3):
A′ = bxKx + byKy + bzKz. (A22)
By redefining u(t) we can transform the system such that by
equals zero. We know thatA′ is hyperbolic because this prop-
erty is invariant under similarity transformation, therefore we
know that |bx| > |bz| from Eq. (A5). The role of time in
Eq. (A21) allows us to rescale such that the coefficient of Kx
has modulus one leaving us with system
S˙(t) = (Kx + bKz + u(t)Ky)S(t), S(0) = I2, (A23)
where |b| < 1 and  = ±1. If  = −1 then we leave the
system as it is and the proof is finished. If  = 1 then enact-
ing a similarity transformation under the symplectic matrix Ω
is equivalent to time reversal and sends each of the basis ma-
trices to their negative. Thus we have shown that Eq. (2) is
symplectically similar to Eq. (A19). Note that we did not talk
about effects on the initial value of X because this is set to be
I2.
We now proceed to provide a proof for Lemma 2. First we
restate it.
Lemma 2. Any real 2× 2 matrix can be written as
X =
(
x1 + x3 x2 + x4
x4 − x2 x1 − x3
)
, (A24)
where xi ∈ R. If X ∈ R˜ then the function
f(x1, x2, x3, x4) := (x1 − x4)2 − (x2 − x3)2 (A25)
satisfies
f(x1, x2, x3, x4) ≥ 1 (A26)
and
d
dt
f(x1, x2, x3, x4) ≥ 0, (A27)
for any choice of u(t) in Eq. (5), or equally Eq. (A19).
Proof Eqs. (A19) and (A24) provide the set of equations
x˙1 =
1
2
(ax2 − x4 − vx3), (A28)
x˙2 =
1
2
(−ax1 + x3 − vx4), (A29)
x˙3 =
1
2
(−ax4 + x2 − vx1), (A30)
x˙4 =
1
2
(ax3 − x1 − vx2). (A31)
Subtracting Eqs. (A28) and (A31) then followed by a succeed-
ing multiplication by 2(x1 − x4) provides
d
dt
(x1 − x4)2 = a(x1 − x4)(x2 − x3)
+ (x1 − x4)2
+ v(x1 − x4)(x2 − x3).
(A32)
Similarly, we have
d
dt
(x2 − x3)2 =− a(x1 − x4)(x2 − x3)
− (x2 − x3)2
+ v(x1 − x4)(x2 − x3).
(A33)
Then subtracting Eqs. (A32) and (A33)
d
dt
(
(x1 − x4)2 − (x2 − x3)2
)
= 2a(x1 − x4)(x2 − x3)
+
(
(x1 − x4)2 + (x2 − x3)2
)
= (1− |a|) ((x1 − x4)2 + (x2 − x3)2)
+ |a| ((x1 − x4)− sign(a)(x2 − x3))2
≥ 0 .
(A34)
Thus, the function f is nondecreasing for every trajectory of
the system. Since the initial value of f is 1 it can be con-
cluded that the reachable states of Eq. (A19) should satisfy
the restriction that f ≥ 1.
Appendix B: Singular value decomposition
1. Uniqueness of the singular value decomposition
To prevent any ambiguity we require that the singular value
decomposition be unique. This is not true in general and there-
fore we need to restrict the range of allowed angles so that it
is properly defined. In short, we want
S = RθZRφ = RαZ
′Rβ (B1)
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to imply that α = θ, β = φ and Z ′ = Z. The first thing to
notice is that the singular values of S are unique and so we
would only ever get either Z ′ = Z or Z ′ = Z−1. The latter
case corresponds to the situation where z < 1 which may be
ignored provided the range of the angles is properly limited
allowing Z−1 = R−pi/2ZRpi/2. Thus we need only consider
two cases, z = 1 and z > 1. In the conclusion we use these
cases to show that we have a freedom in how to represent the
singular value decomposition.
a. Z 6= I
Let’s first look at the former case, Z ′ = Z, where Z 6= I.
Assume a non-unique decomposition:
RθZRφ = RαZRβ , (B2)
or equivalently
Rθ−αZ = ZRβ−φ, (B3)
and explicitly(
1
z cos[θ − α] −z sin[θ − α]
1
z sin[θ − α] z cos[θ − α]
)
=(
1
z cos[β − φ] − 1z sin[β − φ]
z sin[β − φ] z cos[β − φ]
)
.
(B4)
This implies the set of conditions
1
z
sin[θ − α] = z sin[β − φ],
z sin[θ − α] = 1
z
sin[β − φ],
cos[θ − α] = cos[β − φ],
(B5)
which only hold when
sin[θ − α] = 0,
sin[β − φ] = 0,
cos[θ − α] = cos[β − φ].
(B6)
These only hold when
α = θ + npi and β = φ+mpi (B7)
for n,m ∈ Z either both odd or both even.
To avoid Eq. (B7) being satisfied for m,n 6= 0 we limit φ
to vary in a range less than pi so that β = φ. This sets m = 0
and so to satisfy Eq. (B7) without letting α = θ the nearest
option would be to let α = θ ± 2pi. The maximum range for
the angles governing SO(2) is 2pi and so this is the bound that
will apply to θ. For uniqueness, therefore, we set the ranges
of θ and φ to:
− pi + θ0 ≤ θ < pi + θ0, −pi
2
+ φ0 ≤ φ < pi
2
+ φ0, (B8)
where θ0, φ0 fix the centre of the ranges.
b. Z = I
In this case we consider Z = I. We look for times when
RθRφ = RαRβ (B9)
is satisfied.
These are cases when
θ + φ = α+ β + 2npi, (B10)
for n ∈ Z.
This holds true for a whole range of angles. We can arbi-
trarily set φ = φ0 to let θ label the elements of SO(2).
c. Angle limit
Now we have choices on how to set the angles such that the
decomposition is unique. We choose
− pi+ θ0 ≤ θ < pi+ θ0, −pi
2
+ φ0 ≤ φ < pi
2
+ φ0 (B11)
to make the singular value decomposition unique whenZ 6= I.
θ0 and φ0 are some constants that we are free to set. Note that
we have made a further arbitrary choice in exactly where to
make the bounds tight. For Z = I we must totally restrict
one of the angles and leave the other free; we choose so set
φ = φ0.
2. ‘Singular value decomposition’ coordinates for f
In this section we represent cos[θ] as cθ and sin[θ] as sθ for
brevity. We begin with two expressions for X ∈ Sp2,R:
X =
(
x1 + x3 x2 + x4
x4 − x2 x1 − x3
)
, (B12)
and
X =
(
cθcφ
z − zsθsφ − cθsφz − zsθcφ
sθcφ
z + zcθsφ − sθsφz + zcθcφ
)
. (B13)
Equating the two expression and solving for xi we find that
2x1 =
1
z
(cθcφ− sθsφ) + z(cθcφ− sθsφ), (B14)
2x2 = −1
z
(sθcφ+ cθsφ)− z(sθcφ+ cθsφ), (B15)
2x3 =
1
z
(cθcφ+ sθsφ)− z(sθsφ+ cθcφ), (B16)
2x4 =
1
z
(sθcφ− cθsφ) + z(cθsφ− sθcφ), (B17)
and so
11
2(x1 − x4) = 1
z
(cθcφ− sθsφ− sθcφ+ cθsφ) + z(cθcφ− sθsφ− cθsφ+ sθcφ), (B18)
2(x2 − x3) = −1
z
(sθcφ+ cθsφ+ cθcφ+ sθsφ)− z(sθcφ+ cθsφ− sθsφ− cθcφ), (B19)
or more simply
2(x1 − x4) = 1
z
(cθ − sθ)(cφ+ sφ) + z(cθ + sθ)(cφ− sφ),
2(x2 − x3) = −1
z
(cθ + sθ)(cφ+ sφ)− z(cθ − sθ)(−cφ+ sφ),
(B20)
which leads to
(x1 − x4)2 = 1
4
(
1
z2
(cθ − sθ)2(cφ+ sφ)2 + z2(cθ + sθ)2(cφ− sφ)2 + 2(cθ + sθ)(cθ − sθ)(cφ+ sφ)(cφ− sφ)
)
,
(x2 − x3)2 = 1
4
(
1
z2
(cθ + sθ)2(cφ+ sφ)2 + z2(cθ − sθ)2(cφ− sφ)2 − 2(cθ + sθ)(cθ − sθ)(cφ+ sφ)(cφ− sφ)
)
.
(B21)
Subtracting the two
(x1 − x4)2 − (x2 − x3)2 = 1
4
(
1
z2
(cφ+ sφ)2
(
(cθ − sθ)2 − (cθ + sθ)2)+
z2(cφ− sφ)2((cθ + sθ)2 − (cθ − sθ)2)+
4(cθ2 − sθ2)(cφ2 − sφ2)
)
,
(B22)
to
(x1 − x4)2 − (x2 − x3)2 = 1
4
(
1
z2
(1 + s2φ)(−s2θ) + z2(1− s2φ)(s2θ) + 4c2θc2φ
)
, (B23)
to
(x1 − x4)2 − (x2 − x3)2 = c2θc2φ− s2θ
(
1
2
(
z2 +
1
z2
)
s2φ− 1
2
(
z2 − 1
z2
))
. (B24)
which is our new expression for f in terms of θ, φ and z.
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