This paper deals with the loss of coherence in underwater direction-of-arrival estimation.
I. Introduction
More specifically, we position ourselves with regards to both underwater DOA estimation 48 and loss of coherence. In section III., we introduce the notations and the models of acous-49 tic pressure we will investigate. Section IV. is dedicated to the formalism of sub-antenna 50 processing and explicits the proposed approach from the sub-antenna design to a source 51 localization method. Both sections V. and VI. deal with the experimental analysis of our 52 method and we assess its localization performance.
53

II. State-of-the-art
54
In this section, we briefly present the state of the art related to our contribution. In a first 55 sub-section, we review and position ourselves regarding the works in source localization, 56 while the question of coherent loss is addressed in a second sub-section.
57
A. Positioning with regards to DOA estimation 58 The task of underwater DOA estimation is mainly handled from the point of view of "In- 
75
On the other hand, inversion techniques are very dependent on the source character-76 istics 16 and the propagation models 20 . Joint optimizations may thus be relevant 9 . These 77 aspects are not explored in this paper, we focus on correction techniques instead.
78
Given the experimental conditions we target in this paper (a single source already de-
79
tected and a large array), the conventional beamformer is considered as our reference baseline 80 in the following. In addition to being very simple, the approach performs very well within to validate the setup.
99
We also identify some works in signal processing that aim at correcting the coherence 100 loss that is expressed in terms of phase change. 
107
In a more general setting, so-called "lucky ranging" considers that the loss of coherence
108
is not sampled from a stationary random process, and that some snapshots are less subject 109 to phase perturbations. From these assumptions, a method has thus been proposed to select 110 the less noisy snapshots from a maximum likelihood estimator 13 . In this work, however, the 111 final estimator assumes to know both the signal power and the noise power, as well as the 112 prior probability for a snapshots to be coherent.
113
Machine Learning has also proven its ability to deal with coherence loss. Gaussian model or they are inferred from the observed snapshots by using the Mutual
126
Coherence Function (MCF).
127
• The experimental protocol we are using also di ers from H. Cox who evaluates the 128 antenna performance in terms of antenna gain 8 . In this paper, instead, we have chosen
129
to focus on the localization error.
130
III. Models of captured signals
131
In the remainder of the paper, both vectors and matrices are noted in bold.
132
A. Model of coherent signals
133
We consider an underwater array composed of M sensors. 
This model depends on four variables:
• The source signal s t (◊) oe C.
140
• The replica vector a(◊) oe C M ◊1 models the physical relation between the sensors for a
141
given ◊. For a plane wave, we have
where . € stands for the transpose operator, denotes the distance between two con- 
Where I M oe R M ◊M is the identity matrix. In this paper, we suppose that ‡ 2 N oe R + is 148 unknown.
149
B. Model of non-coherent signals
150
In order to model the loss of coherence along the array, we introduce a random variable
where the operator ¢ performs an element-by-element multiplication of two vectors, the 153 other parameters being defined in section (A. Let w w w k,t oe R + M ◊1 be a weighting vector applied to the sensor array. We introduce the and a weighted noise vector:
Hereafter, we propose to use such weighting vectors to isolate and to process the antenna 178 sensors supposed to be coherent. To that end, multiplying both sides of the assumed antenna 179 model (4) by the weighting vector w w w k,t , we get 
where we have introduced the variable s k,t (◊) , -k,t s t (◊) representing the source strength at
186
◊ from the point of view of the sub-antenna designed by w w w k,t in the snapshot indexed by t. sensors of an array:
where H denotes the Hermitian transpose and y t (m) denotes the mth element of the vector y t . This expression makes implicitly the assumption of stationarity of the coherence loss. In its absence, we can compute the quantity
Rigorously speaking, this definition is not assimilable to a statistical quantity. It has proved 207 to be satisfactory in many applications (see Ref. 23 ). We will see however in the next sub-208 section that it could lead to prejudicial artifacts for our sub-antenna processing. Finally,
209
note that (10) is equal to (9) when T = 1.
210
Depending on the working assumption (stationarity or not), the definition of the weighting vector w w w k,t oe R M ◊1 may then directly take the values of the empirical MCF, centered at sensor position k namely, 't oe {1, . . . , T }:
where w k,t (m) is the mth element of vector w w w k,t .
211
C. Parametric sub-antenna
212
The empirical definition of the MCF makes it very sensitive to the number of snapshots T , is therefore subject to side e ects that could deeply impact the sub-antenna weights and 217 consequently the performance of the approach. In order to deal with a smoother function,
218
we usually handle a theoretical model of the MCF 7;23 :
where L c oe R + , called the "coherence length", approximates the relative space where two 220 sensors remain correlated.
221
Then, another way to define the weights w w w k,t that designs a sub-antenna is In Fig. 1 , we compare the empirical MCF ( ) with the theoretical MCF (˜ Lc ) for 229 synthetically generated plane waves. In this experiment, the number of sensors is set to 230 M = 128, the sensor spacing equals half the wave length = ⁄/2, and the signal-to-noise 231 ratio equals 100 dB which means n t ¥ 0. We generate the data according to model (4).
232
The covariance matrix of the Gaussian variable Â Â Â t , where m 1 ,m 2 denotes its (m 1 , m 2 )-ith 233 element, is defined by set L c = 18. Fig. 1 illustrates how much the empirical MCF ( ) computed as in (9) is not 238 smoothed. In addition, because of the side e ects we mentioned in expression (9), we observe 239 that the empirical MCF ( ) deviates from 0 when m tends to its maximum value M . This 240 is especially true when the number of snapshots equal T = 1 (Fig. 1a) that we will use to find the DOA◊ of the source.
As classically considered, the source signalŝ k,t (◊) is estimated by minimizing the mean 255 square error between y k,t and its model s k,t (◊) a k,t (◊) as in (8):
where Î.Î 2 denotes the¸2-norm. The analytical solution is given by
Let S(◊) oe C K◊T denotes the matrix of the estimated source signal from each sub-antenna in each snapshot:
To find the DOA◊ of source, we propose to solve the following optimization problem: 
To some extend, using this mathematical framework allows us to generalize some of the In this section, we evaluate the DOA estimation performance of the proposed method by 269 using two di erent datasets considering the case of a fluctuating ocean. 
281
• Partially Saturated (PS) regime: Multipath correlations occur as well.
282
• Fully Saturated (FS) regime: Each multipath signal is subject to its own environ-283 mental fluctuation.
284
The database we handle distinguishes these three distortion regimes. dataset, we suppose that we know the coherence length L c .
299
For both datasets, the distance between two consecutive sensors equals half of the wave Grid search dimension 128 128
Monte Carlo 500 iterations 500 iterations Table 1 : We report the parameter setting for both experiments: tank-based (figure 3) and simulated plane waves (figure 4).
B. Experimental procedure 302
In order to quantify the localization performance, the DOA error is averaged over Monte 
where J denotes the number of MC iterations. Then, it is converted in decibel.
310
In this paper, we compare three methods:
311
• wCB + MCF model denotes the weighted sub-antenna processing method proposed 
317
• CB stands for the Conventional Beamformer.
318
C. DOA error versus coherence length
319
In these experiments, we compare the DOA error as a function of the coherence loss for 320 several Signal-to-Noise Ratios (SNR). The experimental parameters are given in Table 1 .
321
The main results are shown in both Fig. 3 and 4 , for the tank-based experiments and the 322 plane waves respectively.
323
We can roughly conduct the same analysis for both datasets. As waited, the less the 324 coherence loss, the less the average DOA error. Also, the less the Signal-to-Noise ratio, the 325 more the average DOA error. From both datasets, we conclude that our method (wCB) 326 outperforms a Conventional Beamformer (CB).
327
In addition, we have tried some random weighting vectors but, as expected, it does not 
D. Sensitivity to the free parameter "
334
In this section, we analyse the sensitivity of the method "wCB + MCF model" regarding the 335 free parameter ". It ideally takes the value of the coherence length: " = L c . As we mentioned 336 in section C., this value can be estimated from the empirical MCF of the acquired snapshots.
337
But L c may be di cult to infer if the phase change results from a non-stationary process
338
(then L c depends on the snapshot t), in a noisy environment and with few snapshots. In 
344
For instance, in Fig. 5b , when the average coherence length is set to L c = 15, we observe 345 that if the free parameter is set to " = 5, it allows an improvement of nearly 10 dB.
346
The chosen setting " = L c is consequently not the optimal one, the localization error 347 may still be decreased. Indeed, the parameter L c can be identified to the mean coherence 
353
In addition, we observe that whatever " oe [2, 50] the method "wCV+model MCF" always 354 outperforms, or at least is similar to, the Conventional Beamformer. Such a large range 355 makes our proposed method interesting with regard to its robustness to the parameter ".
356
Finally, we observe a critical lower limit (" = 1) where the DOA error is strongly in-
357
creased. The reason for this is that the sub-antenna length becomes too small to properly 358 identify the source DOA.
359
E. Towards multiple source localization
360
In this section, we evaluate our proposed method in a scenario where there are several 361 sources. This experiment will establish whether we still properly localize each source despite 362 a loss of resolution due to the use of smaller sub-antennas.
363
In this experiment, we only consider the second dataset that is composed of numerical to compare the di erent methods.
370
In Fig. 6 , the area under the ROC curve is reported as a function of the number of 371 sources, in a scenario where the Signal-to-Noise Ratio (SNR) equals -10 dB (Fig. 6a) , and 372 in other one where it is set to 10 dB (Fig. 6b) . For both experiments the average coherence 373 length is set to L c = 8.
374
When the SNR equals 10 dB (Fig. 6b) , "wCB + MCF model" and CB behave quite 375 similarly. On the contrary, for a SNR of -10 dB (Fig. 6a ) the proposed method "wCB +
376
MCF model" outperforms a CB by at least 1 dB. This result is of particular interest for in 377 situ data which are often subject to a strong noise, making the source localization a problem.
378
This result tends to show that the proposed method "wCB + MCF model" is the favored 379 approach.
380
In order to explain this result, the beamformer spectra are plotted in Fig. 6c and Fig.   381 6d for SNR of respectively -10 dB and 10 dB. In these examples, the ROC curve areas take 382 approximately the same average values obtained in Fig. 6a and Fig. 6b . More precisely, in 383 Fig. 6c , the ROC curve area equals -0.63 dB for wCB while it equals -1.66 dB for CB. In Fig.   384 6d, the ROC curve areas equal -0.16 dB and -0.18 dB for respectively wCB and CB. This 385 subjective example shows why wCB outperforms CB for lower SNR. Actually, wCB is an 386 averaging process that filters the outliers. As illustrated in Fig. 6c , despite a low SNR, wCB 387 provides some local maxima that are close to the true DOAs (vertical lines). In contrast, in In this section, we assess the performance of our method in shallow water environments,
393
conducive to multipath interferences. To this end, we simulate Pekeris waveguide 22 .
394
A. A Pekeris waveguide
395
The parameters of the considered Pekeris waveguide are as follows. The seabed depth is Figure 7a illustrates the considered setup.
400
The modal theory is used to compute the acoustic pressure in this waveguide. The • we assess the DOA angle as in Fig. 7a by using the three methods presented in section
430
B.. Note that the sub-antenna weights are defined by using the empirical Mutual .
434
We use 128 replica vectors which are generated from the model (2) ].
436
In Fig. 8 , we report the mean DOA error, as defined in (21) Overall, we observe that the higher the number of sensors the less the DOA error. This is 441 due to a resolution improvement. But, increasing the antenna length goes in favor of being 442 subject to multipath interferences and to coherence loss. This explains why the proposed 443 weighted conventional beamforming (wCB) outperforms the CB in the case of large antenna.
444
In addition, in comparison to the experiments in section V., we observe now that Gaussian law, which leads to the empirical MCF in Fig. 1 . However, in Fig. 8 , the coherence 450 loss is generated from the multipath interferences that are designed from a specific geomet-451 ric waveguide. The consequence is that the empirical MCF in Fig. 7c contains strong side 452 lobes. These side lobes being specific to the considered environment, it can bring more dis-criminative information that makes possible that "wCB+MCF" outperforms "wCB+model (Fig. 8a) , SNR = -15 dB (Fig. 8b) , SNR = -10 dB (Fig. 8c) and SNR = -5 dB (Fig. 8d) In order to assess the antenna gain, in Fig. 9 , we show the beamformer spectrum as a 457 function of each possible DOA. The subjective experiments follow the geometric setup in 458 Fig. 7a , where the distance between two consecutive sensors is set to 1 meter.
459
In a first scenario, we consider an antenna, composed of M = 200 sensors, that is located 460 at a depth of 100 meters. The source depth is here set to 5 meters that leads to a DOA =
461
-0.36 radian. Fig. 9a and Fig. 9c respectively show the beamfomer spectrum for SNR = 100 462 dB and SNR = -15 dB.
463
In a second scenario, the antenna, composed of M = 100 sensors, is located at a depth 464 of 50 meters, while the source is located at a depth of 175 meters, that leads to DOA of 0.46 465 radian. Fig. 9b and 9d respectively show the beamfomer spectrum for SNR = 100 dB and 466 SNR = -15 dB.
467
As expected, our proposed methods decrease the antenna gain in comparison to a Classi-
468
cal Beamforming. This is due to sub-antenna processing. Actually, the shorter the antenna,
469
the less the antenna resolution. Hence, our method being based on the combination of sub-470 antennas, we do not expect to improve the antenna gain. For instance, without any additive 471 white noise (Fig. 9a and Fig. 9b ), our proposed method decreases the antenna gain by about 472 10 dB.
473
But, in contrast, in this specific scenario, our proposed method is less subject to the 474 coherence loss and it has the ability to be more robust to the multiple path contribution.
475
For instance, despite the absence of any random white noise (SNR = 100 dB), Fig. 9a shows 476 that the CB spectrum is clearly polluted by a secondary path appearing in the angle 0.8 477 radian. Note that this path is due to a signal reflection from either the seabed or the sea 478 surface. In Fig. 9c , this secondary path detection generates a CB error when we add a 479 strong white noise (SNR = -15 dB). In contrast, in Fig. 9c , despite the presence of a strong 480 random white noise, the method "wCB" absorbs the outlier path in 0.8 radian and target 481 the correct DOA.
482
This analysis clearly points out the necessity to find a compromise between a method 483 that is robust to the coherence loss on the first hand, and a method with a high resolution 484 on the second hand. We can only conclude that the specific scenario of Fig. 8 is a typical 485 example where sub-antenna processing is preferred to decrease the e ects of coherence loss.
486
VII. Conclusion
487
This paper addresses the problem of coherence loss induced by di erent environmental cases,
488
namely ocean fluctuations or shallow water. We propose a weighted version of a conventional 489 beamformer that corrects these coherence losses. The method is based on the assumption 490 that the loss of coherence is constant locally in the array. Therefore, we design a set of 491 sub-antennas which provides a set of localization predictions that are combined together by 492 using a mixed norm.
493
In the experimental parts of this paper, we mainly compare our proposed method to the 494 conventional beamformer. We quantitatively show that our weighted process outperforms 495 a CB in di erent situations. More precisely, we study several parameters: the coherence 496 length, the Signal-to-Noise Ratio, the sub-antenna length, the number of sources and the 497 number of sensors.
498
On the basis of this work, we encourage the development of adaptive techniques that applications such as source detection, when we try to detect the source presence/absence.
504
Actually, the main issue we may encounter with sub-antenna processing is a loss of spatial 505 resolution because we handle less sensors than the main antenna. But, we may profit from 506 such an averaging process to detect the presence/absence of sources, especially in a context 507 of coherence loss.
508
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