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THE RATE OF CONVERGENCE TO THE
ASYMPTOTICS FOR THE WAVE EQUATION IN AN
EXTERIOR DOMAIN
SOICHIRO KATAYAMA AND HIDEO KUBO
Abstract. In this paper we consider the mixed problem for the
wave equation exterior to a non-trapping obstacle in odd space
dimensions. We derive a rate of the convergence of the solution
for the mixed problem to a solution for the Cauchy problem. As a
by-product, we are able to find out the radiation field of solutions
to the mixed problem in terms of the scattering data.
1. Introduction
This paper is concerned with the global behavior of solutions to the
mixed problem for the wave equation in an exterior domain :
(∂2t −∆)u(t, x) = 0, (t, x) ∈ (0, T )× Ω,(1.1)
u(t, x) = 0, (t, x) ∈ (0, T )× ∂Ω,(1.2)
u(0, x) = f0(x), (∂tu)(0, x) = f1(x), x ∈ Ω,(1.3)
where Ω = Rn \ O, and O is a bounded open set in Rn with smooth
boundary. Throughout this paper, we suppose that n is an odd integer
with n ≥ 3. We assume that Ω is connected and that the initial data
~f = (f0, f1) belongs to the associated energy space HD(Ω). Here and in
the following, for an open set Y ⊂ Rn,HD(Y ) stands for the completion
of (C∞0 (Y ))
2 with respect to ‖~f‖HD(Y ) = ‖∇f0‖L2(Y ) + ‖f1‖L2(Y ). U(t)
denotes the propagator of the mixed problem (1.1) with (1.2) and (1.3);
in other words, we define
U(t)~f = (u(t, ·), ∂tu(t, ·))
for ~f ∈ HD(Ω), where u is the solution to (1.1)–(1.3).
It is well known that the asymptotic behavior of the solution to the
above problem is approximated by a solution to the Cauchy problem.
The first author is partially supported by Grant-in-Aid for Scientific Research
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More precisely, for a given initial data ~f ∈ HD(Ω) there exists uniquely
a scattering data ~f+ ∈ HD(Rn) such that
‖U(t)~f − U0(t)~f+‖HD(Ω) → 0 (t→∞),(1.4)
where, for ~g = (g0, g1) ∈ HD(Rn), U0(t)~g is given by
U0(t)~g = (u0(t, ·), ∂tu0(t, ·))
with u0 being the solution to the Cauchy problem
(∂2t −∆)u0(t, x) = 0, (t, x) ∈ (0, T )×Rn,(1.5)
u0(0, x) = g0(x), (∂tu0)(0, x) = g1(x), x ∈ Rn.(1.6)
On the other hand, the local energy of U(t)~f decays to zero as t tends
to infinity. Namely, for any R > 0 and any ~f ∈ HD(Ω), we have
(1.7) lim
t→∞
∫
{x∈Ω ; |x|<R}
{|∂tu(t, x)|2 + |∇u(t, x)|2} dx = 0,
where u is the solution to (1.1)–(1.3).
In view of these facts, we see that the main part of the perturbed
wave U(t)~f escapes from any ball with a fixed radius as t → ∞ and
that it approaches to some unperturbed wave U0(t)~f+ in the sense of
the energy. However, to our knowledge, the rate of the convergence in
(1.4) is not found explicitly in the literature. Therefore, it is natural to
ask at which rate the perturbed wave tends to an unperturbed wave.
In addition, we are interested in the regularity and decay properties of
the scattering data ~f+. Namely, we wish to know whether the scat-
tering data becomes smoother and decays faster at the spatial infinity
or not, if the initial data is smooth and compactly supported. This
consideration might be useful for the application to the nonlinear wave
equation in an exterior domain. For instance, we are able to obtain a
precise lower bound of the lifespan in our forthcoming paper.
Here we introduce notation in order to state our main result. Let
m be a nonnegative integer and Y be an open set in Rn. We set
Hm(Y ) = Hm+1(Y )×Hm(Y ) and ‖~f‖Hm(Y ) = ‖f0‖Hm+1(Y )+‖f1‖Hm(Y )
for ~f = (f0, f1) ∈ Hm(Y ). Similarly, we putWm,∞(Y ) = Wm+1,∞(Y )×
Wm,∞(Y ) and ‖~f‖Wm,∞(Y ) = ‖f0‖Wm+1,∞(Y ) + ‖f1‖Wm,∞(Y ) for ~f ∈
Wm,∞(Y ). Here Hm(Y ) (resp. Wm,∞(Y )) stands for the Sobolev space
based on L2(Y ) (resp. L∞(Y )). In addition, we denote by Xm(Ω) the
set of all ~f = (f0, f1) ∈ Hm(Ω) satisfying the compatibility condition
of the m-th order for the problem (1.1)–(1.3), that is fj = 0 on ∂Ω for
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any j = 0, . . . , m, where we have set
(1.8) fj(x) ≡ ∆fj−2(x) for x ∈ Ω and j ≥ 2.
Besides, we put H∞(Y ) = ⋂∞m=0Hm(Y ) and X∞(Ω) = ⋂∞m=0Xm(Ω).
We will use the notation ∂j = ∂xj for 1 ≤ j ≤ n, and ∂αx = ∂α11 · · ·∂αnn
for a multi-index α = (α1, . . . , αn). We set
Γ = (Γ0,Γ1, . . . ,ΓN) = (∂t, ∂1, . . . , ∂n, (Oij)1≤i<j≤n)
with N = n(n + 1)/2, and Γβ = Γβ00 Γ
β1
1 · · ·ΓβNN for a multi-index β =
(β0, β1, . . . , βN), where Oij for 1 ≤ i, j ≤ n is given by Oij = xi∂j−xj∂i.
For r > 0 and y ∈ Rn, Br(y) stands for an open ball of radius r
centered at y. We write Br for Br(0). Besides, we set Ωr = Ω ∩Br.
In what follows, for a constant C, when we write C = C(p1, . . . , pm)
with p1, . . . , pm being some given constants or functions, it means that,
with the space dimension n and the obstacle O being fixed, C is a
constant depending only on p1, . . . , pm (thus C may depend also on n
and O actually).
Then our main result reads as follows.
Theorem 1.1. Let the space dimension n be odd, and n ≥ 3. Assume
that O is non-trapping, and O ⊂ B1. Let a (> 1) be a fixed number.
Then for any ~f ∈ X∞(Ω) with supp ~f ⊂ Ωa, there exists uniquely ~f+ ∈
H∞(Rn) satisfying (1.4). Moreover, there exists a positive constant
µ = µ(a) having the following property: For any nonnegative integer
k, there exists a positive constant C = C(k, a) such that∥∥∥exp(µ 〈 · 〉)(U(t)~f − U0(t)~f+)∥∥∥
Hk(Ω)
(1.9)
≤ C exp (−µt) ‖~f‖Hk(Ω) for t ≥ 0,∥∥∥exp (2µ 〈 · 〉) ~f+∥∥∥
W k,∞(Rn)
≤ C‖~f‖Hk+[n/2]+1(Ω),(1.10)
where 〈x〉 =√1 + |x|2 for x ∈ Rn, and [n/2] denotes the largest integer
not exceeding n/2.
Theorem 1.1 will be proved in Section 3. Our proof of Theorem 1.1
relies on the exponential decay of the local energy (see Lemma 2.3 be-
low), and this is the reason why n(≥ 3) is assumed to be odd and the
obstacle O to be non-trapping. For the notion of the non-trapping ob-
stacle, we refer to Melrose [10] for instance (see also Shibata–Tsutsumi
[11, 12]). For example, star-shaped obstacles are known to be non-
trapping.
Note that (1.10) implies that each component of ~f+ belongs to the
Schwartz class S, the class of rapidly decreasing functions.
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Now we turn our attention to the asymptotic pointwise behavior
of the perturbed wave U(t)~f . To describe the result, we define the
Friedlander radiation field F0[~g] by
F0[~g](s, η) = 1
2(2π)
n−1
2
1∑
j=0
(−∂s)n−12 −jR[gj ](s, η)(1.11)
for ~g = (g0, g1) ∈ (S(Rn))2. Here R[ϕ] denotes the Radon transform
of ϕ = ϕ(x), that is
R[ϕ](s, η) =
∫
y·η=s
ϕ(y)dSy,
where dSy denotes the area element on the hyperplane {y; y · η = s}.
The radiation field F0[~g] is introduced to describe the main part of the
unperturbed wave U(t)~g for ~g ∈ (C∞0 (R3))2 in Friedlander [2]. Lax–
Phillips [9] showed that the main part of the perturbed wave can also
be written in terms of the Friedlander radiation field of some function,
but the convergence rate seems not to have been obtained. Thus we
would like to investigate the convergence rate of the perturbed waves to
the pointwise asymptotics described by the Friedlander radiation field.
Our result is the following.
Theorem 1.2. Let the assumptions of Theorem 1.1 hold. Then for
any ~f ∈ X∞(Ω) with supp ~f ⊂ Ωa, there exists ~f+ ∈ (S(Rn))2 sat-
isfying the following property: For any nonnegative integer k, there
exists a positive constant C = C(k, a, ~f) such that, writing x = rω, for
r ≥ t/2 ≥ 1 and ω = (ω1, ω2, . . . , ωn) ∈ Sn−1 we have∑
|α|≤k
∣∣Γα{u(t, x)− r−n−12 F0[~f+](r − t, ω)}∣∣(1.12)
≤ C(1 + r + t)−n+12 exp
(
−µ
2
|r − t|
)
,∑
|α|≤k
∣∣Γα{∂tu(t, x)− (−1)r−n−12 (∂sF0[~f+])(r − t, ω)}∣∣(1.13)
+
∑
|α|≤k
n∑
j=1
∣∣Γα{∂ju(t, x)− ωjr−n−12 (∂sF0[~f+])(r − t, ω)}∣∣
≤ C(1 + r + t)−n+12 exp
(
−µ
2
|r − t|
)
,
where u(t, x) is the solution to (1.1)–(1.3) and µ = µ(a) is the positive
constant from Theorem 1.1.
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The proof of Theorem 1.2 will be given in Section 5, after obtaining
the detailed convergence rate for the Cauchy problem in Section 4 (see
Proposition 4.1).
We underline that the decaying factor exp(−µ|r− t|/2) in the above
estimates is quite meaningful even if the initial data is compactly sup-
ported, say supp ~f ⊂ Ωa, unlike the case of the Cauchy problem.
In fact, the solution u(t, x) for the mixed problem is identically zero
for r − t ≥ a and t ≥ 0, in view of the domain of dependence (see
Lemma 2.1 below). On the other hand, it is not expected to vanish
for r − t ≤ −a in general, because of the presence of the obstacle. Ac-
cordingly, the radiation field F0[~f+](s, ω) for the solution to the mixed
problem vanishes for s ≥ a and ω ∈ Sn−1 due to (1.12), although it is
not supposed to be zero for s ≤ −a and ω ∈ Sn−1 in general. In con-
trast to this, if there is no obstacle, it is known that the radiation field
for compactly supported data vanishes also for s ≤ −a (this property
is closely connected to the Huygens principle; see Lemma 2.2 below).
In conclusion, it is essential to extract the factor exp(−µ|r − t|/2),
in order to describe the behavior for the mixed problem in the region
r − t ≤ −a.
2. Preliminaries
Let Y be an open subset of Rn, and Ω be as in the previous section.
For the notational convenience, we put
H∞a (Y ) = {~f = (f0, f1) ∈ H∞(Y ); supp ~f ⊂ Y ∩ Ba},(2.1)
X∞a (Ω) = {~f = (f0, f1) ∈ X∞(Ω); supp ~f ⊂ Ωa}(2.2)
for a > 0.
The following property is well known.
Lemma 2.1 (Domain of dependence). Let n be a positive integer. Let
τ, t0 ∈ R with τ < t0, and x0 ∈ Rn. We define
Λ(t0, x0, τ) = {(t, x) ∈ (τ, t0)×Rn; |x− x0| < t0 − t} .
Suppose that ψ = ψ(t, x) satisfies
(∂2t −∆)ψ(t, x) = 0, (t, x) ∈ Λ(t0, x0, τ).
Then we have
(2.3) ‖∂ψ(t)‖L2(Bt0−t(x0)) ≤ ‖∂ψ(τ)‖L2(Bt0−τ (x0)), t ∈ (τ, t0),
where ∂ψ = (∂tψ,∇ψ). As a consequence, if we also assume
ψ(τ, x) = (∂tψ)(τ, x) = 0, x ∈ Bt0−τ (x0),
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then we have ψ(t, x) = 0 for any (t, x) ∈ Λ(t0, x0, τ).
The above assertions are also valid if we replace Λ(t0, x0, τ) by
Λ∗(t0, x0, τ) = {(t, x) ∈ (2τ − t0, τ)×Rn; |x− x0| < t+ t0 − 2τ} ,
and (2.3) by
‖∂ψ(t)‖L2(Bt+t0−2τ (x0)) ≤ ‖∂ψ(τ)‖L2(Bt0−τ (x0)), t ∈ (2τ − t0, τ).
From the lemma above, we see that ~f ∈ X∞a (Ω) (resp. ~g ∈ H∞a (Rn))
implies supp(U(t)~f) ⊂ Ω|t|+a (resp. supp (U0(t)~g) ⊂ B|t|+a).
In odd space dimensions, we have a stronger result.
Lemma 2.2 (The Huygens principle). Let n be an odd integer with
n ≥ 3. Then ~g ∈ H∞a (Rn) implies
supp (U0(t)~g) ⊂ {x ∈ Rn; |t| − a ≤ |x| ≤ |t|+ a} , t ∈ R.
This result follows immediately from the explicit expression of U0(t)~g
(see (4.9) below).
Next we introduce the local energy decay of the perturbed wave at
exponential rate (for the proof, see for instance Melrose [10]; see also
Shibata–Tsutsumi [11]).
Lemma 2.3. Let n be odd and n ≥ 3. Assume that O is non-trapping,
and O ⊂ B1. Suppose that a, b > 1, and k is a nonnegative integer.
Then there exist two positive constants C = C(k, a, b) and σ = σ(a, b)
such that for any ~f ∈ X∞a (Ω) we have
‖U(t)~f‖Hk(Ωb) ≤ C exp(−σt) ‖~f‖Hk(Ω) for t ≥ 0.(2.4)
The following lemma, motivated by the arguments in Ikawa [7], tells
us that the perturbed wave can be decomposed into the unperturbed
wave and the correction term. The former is the main part of the per-
turbed wave, while the latter takes care of the effect from the boundary
and its size can be small compared with the initial energy. This lemma
is crucial for proving Theorem 1.1.
Lemma 2.4. Let n, O, and a be as in Theorem 1.1. Then, for any
~f ∈ X∞a (Ω) and T (≥ a + 2), there exist ~g1 ∈ H∞T+a(Rn) and ~f1 ∈
X∞3 (Ω) satisfying
U(t)~f = U0(t− T )~g1 + U(t− T )~f1, t ≥ T,(2.5)
‖~g1‖Hk(Rn) ≤ C0(1 + T )‖~f‖Hk(Ω),(2.6)
‖~f1‖Hk(Ω) ≤ C0 exp(−σT ) ‖~f‖Hk(Ω)(2.7)
for any nonnegative integer k with some positive constants C0 = C0(k, a)
and σ = σ(a).
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Proof. In this proof, various positive constants depending only on k
will be indicated by the same Ck.
We put T0 = T − 2 (≥ a). If we set ~φ = U(T0)~f , then ~φ ∈ X∞(Ω)
and
(2.8) ‖~φ‖Hk(Ω) ≤ Ck(1 + T0)‖~f‖Hk(Ω)
for any nonnegative integer k. Indeed, (2.8) follows from the fact that
we have
‖U(t)~f‖Hk(Ω) ≤ Ck(1 + |t|)‖~f‖Hk(Ω), t ∈ R(2.9)
for any ~f ∈ X∞(Ω). This estimate is a simple consequence of the
energy estimate and an elementary inequality
(2.10) ‖v(t)‖L2(Ω) ≤ ‖v(t0)‖L2(Ω) +
∫ t
t0
‖∂tv(τ)‖L2(Ω)dτ, t ≥ t0,
which is valid for any smooth function v. Besides, in view of the do-
main of dependence (see Lemma 2.1), we have supp ~φ ⊂ ΩT0+a, since
supp ~f ⊂ Ωa.
Next we extend ~φ to ~ψ ∈ H∞T0+a(Rn) in such a way that ~ψ = ~φ in Ω
and
‖~ψ‖Hk(Rn) ≤ Ck(1 + T0)‖~f‖Hk(Ω).(2.11)
To do this, we set ~φ0 = χ~φ and ~φ∞ = (1 − χ)~φ, where χ is a smooth
function onRn satisfying χ(x) = 1 for |x| ≤ 5 and χ(x) = 0 for |x| ≥ 6.
Then ~φ0 can be regarded as a function on a bounded domain Ω6, and
we see from the Stein extension theorem that ~φ0 can be extended to
~ψ0 ∈ H∞(Rn) such that ~ψ0 = ~φ0 in Ω and
(2.12) ‖~ψ0‖Hk(Rn) ≤ Ck‖~φ0‖Hk(Ω)
for any nonnegative integer k (refer to [13]). Recalling (2.8) and setting
~ψ := ~ψ0 + ~φ∞, we see that ~ψ has the desired properties.
Next we let v be the solution of
(∂2t −∆)v(t, x) = 0, (t, x) ∈ (T0,∞)×Rn,(2.13)
(v(T0, x), (∂tv)(T0, x)) = ~ψ(x), x ∈ Rn,(2.14)
and we define w = u− v in [T0,∞)× Ω, so that
(∂2t −∆)w(t, x) = 0, (t, x) ∈ (T0,∞)× Ω,(2.15)
w(T0, x) = (∂tw)(T0, x) = 0, x ∈ Ω,(2.16)
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where u(t, ·) denotes the first component of U(t)~f . Furthermore, we
define
~g1(x) := (v(T, x), (∂tv)(T, x)) = U0(2)~ψ(x),(2.17)
~f1(x) := (w(T, x), (∂tw)(T, x)) = U(T )~f(x)− U0(2)~ψ(x)(2.18)
(recall T = T0 + 2). Then we easily get (2.6) from (2.11), because we
have
‖U0(t)~ψ‖Hk(Rn) ≤ Ck(1 + |t|)‖~ψ‖Hk(Rn), t ∈ R(2.19)
for ~ψ ∈ H∞(Rn). This estimate is shown similarly to (2.9). Taking the
domain of dependence into account, we have ~g1 ∈ H∞T+a(Rn).
Next we consider ~f1. Note that (2.15) and (2.16) imply
w(t, x) = 0 for |x| ≥ t− T0 + 1, t ≥ T0(2.20)
in view of the domain of dependence, because we have O ⊂ B1. Hence
supp ~f1 ⊂ Ω3, so that
‖~f1‖Hk(Ω) ≤ ‖U(T )~f‖Hk(Ω3) + ‖U0(2)~ψ‖Hk(B3)
≤ C exp(−σT ) ‖~f‖Hk(Ω) + Ck‖~ψ‖Hk(B5),
thanks to (2.4), (2.3) and (2.10), where C = C(k, a) and σ = σ(a) are
positive constants. Since ~ψ = ~ψ0 in B5, (2.12) yields
‖~ψ‖Hk(B5) ≤ ‖~ψ0‖Hk(Rn) ≤ Ck‖~φ0‖Hk(Ω) ≤ Ck‖~φ‖Hk(Ω6).
Recalling ~φ = U(T0)~f and using (2.4) again, we obtain (2.7).
In order to show that ~f1 ∈ X∞3 (Ω), it suffices to prove
w(t, x) = 0 for (t, x) ∈ [T0 + 2,∞)× ∂Ω.(2.21)
Indeed, we already know ~f1 ∈ H∞3 (Ω); as for the compatibility con-
dition, writing ~f1 = (f1,0, f1,1) and f1,j = ∆f1,j−2 for j ≥ 2, we find
f1,j(x) = (∂
j
tw)(T, x) for j ≥ 0, and (2.21) immediately leads to f1,j = 0
on ∂Ω for j ≥ 0. Since w = u−v and ∂Ω ⊂ B1, (2.21) is a consequence
of (1.2) and
v(t, x) = 0 for t ≥ |x|+ T0 + 1.(2.22)
To prove (2.22), we define a function z on [0,∞)×Rn by
z(t, x) =


u(t, x) for (t, x) ∈ [0, T0]× Ω,
0 for (t, x) ∈ [0, T0]×O,
v(t, x) for (t, x) ∈ (T0,∞)×Rn.
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For ε > 0, let ξε be a smooth function on [0,∞)×Rn such that
ξε(t, x) =
{
1 for |x| ≥ 1 or t ≥ T0 + ε,
0 for (t, x) ∈ [0, T0]×O,
and ξε(t, x) = ξε(0, x) for (t, x) ∈ [0, T0]×Rn. Then we have
supp (ξεz) ⊂ [0, T0 + ε]× B1,
supp (ξεz)(0, ·) ∪ supp ∂t(ξεz)(0, ·) ⊂ BT0 ,
since a ≤ T0. From the Duhamel principle, we have
(ξεz)(t, ·) = U0(t) ((ξεz)(0), ∂t(ξεz)(0)) +
∫ t
0
U0(t− τ) (0,(ξεz)(τ)) dτ.
Thus by the Huygens principle (Lemma 2.2) we see that v(t, x) =
(ξεz)(t, x) = 0 for t ≥ |x| + T0 + ε + 1, which implies (2.22) because ε
is arbitrary.
Finally, we prove (2.5). We see from (2.17) and (2.18) that (2.5)
holds at t = T . Besides, for (t, x) ∈ [T,∞)× ∂Ω we have
(U0(t− T )~g1)(x) + (U(t− T )~f1)(x) =(U0(t− T )~g1)(x)
=(v(t, x), (∂tv)(t, x)) = (0, 0)
by (2.22). It is apparent that we have (U0(t−T )~g1+U(t−T )~f1) = 0
for t ≥ T . Hence we find (2.5) by the uniqueness of the solution for
the mixed problem. This completes the proof. 
3. Proof of Theorem 1.1
In this section we prove Theorem 1.1. The uniqueness is deduced
from the following assertion: For given ~f ∈ X∞a (Ω), if ~f+ ∈ H0(Rn)
satisfies
(3.1) lim
t→∞
‖U(t)~f − U0(t)~f+‖HD(Ω) = 0,
then ~f+ is determined uniquely. To verify this assertion, suppose that
~g+ ∈ H0(Rn) also satisfies lim
t→∞
‖U(t)~f − U0(t)~g+‖HD(Ω) = 0, so that
(3.2) lim
t→∞
‖U0(t)(~f+ − ~g+)‖HD(Ω) = 0.
We also have
(3.3) lim
t→∞
‖U0(t)(~f+ − ~g+)‖HD(B1) = 0.
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In fact, for any ε > 0, there exists ~h ∈ (C∞0 (Rn))2 such that ‖(~f+ −
~g+) − ~h‖HD(Rn) < ε. Let supp~h ⊂ BM . Since the Huygens principle
implies U0(t)~h = 0 for |x| ≤ 1 and t ≥M + 1, we obtain
‖U0(t)(~f+ − ~g+)‖HD(B1) =‖U0(t)(~f+ − ~g+ −~h)‖HD(B1)
≤‖~f+ − ~g+ −~h‖HD(Rn) < ε
for t ≥ M + 1, which leads to (3.3). Here we have used the unitarity
of U0(t) on HD(Rn). From (3.2) and (3.3), we see that
‖~f+ − ~g+‖HD(Rn) = ‖U0(t)(~f+ − ~g+)‖HD(Rn) → 0 (t→∞),
which implies ~f+ = ~g+ in HD(Rn). Since the Ho¨lder inequality and the
Sobolev imbedding theorem imply that, for any R > 0, there exists a
positive constant CR such that we have
‖v‖L2(BR) ≤ CR‖v‖L2n/(n−2)(Rn) ≤ CR‖∇v‖L2(Rn)
for any v ∈ H˙1(Rn), we conclude that ~f+ = ~g+ in H0(Rn).
Next we consider the existence part. We set a∗ = max{a, 3}, and we
fix a nonnegative integer k. We put µ = σ(a∗)/4 and C1 = C0(k, a∗),
where σ and C0 are from Lemma 2.4. We choose T (≥ a∗ + 2) to be
so large that C1 exp(−µT ) ≤ 1. Then we see from Lemma 2.4 that for
~f ∈ X∞a (Ω), there exist ~g1 ∈ H∞T+a∗(Rn) and ~f1 ∈ X∞3 (Ω) satisfying
(2.5),
‖~g1‖Hk(Rn) ≤C1(1 + T )‖~f‖Hk(Ω),
and
‖~f1‖Hk(Ω) ≤C1 exp(−4µT ) ‖~f‖Hk(Ω) ≤ exp(−3µT ) ‖~f‖Hk(Ω).
We apply Lemma 2.4 to ~f1 again to find ~g2 ∈ H∞T+a∗(Rn) and ~f2 ∈
X∞3 (Ω) for which we have
U(t− T )~f1 = U0(t− 2T )~g2 + U(t− 2T )~f2 for t ≥ 2T,
‖~g2‖Hk(Rn) ≤ C1(1 + T )‖~f1‖Hk(Ω) ≤ C1(1 + T ) exp(−3µT ) ‖~f‖Hk(Ω),
and
‖~f2‖Hk(Ω) ≤ exp(−3µT ) ‖~f1‖Hk(Ω) ≤ exp(−6µT ) ‖~f‖Hk(Ω).
Repeating the same procedure, we can construct sequences {~gj}∞j=1 ⊂
H∞T+a∗(Rn) and {~fj}∞j=1 ⊂ X∞3 (Ω) in such a way that
U(t− (j − 1)T )~fj−1 = U0(t− jT )~gj + U(t− jT )~fj, t ≥ jT,(3.4)
‖~gj‖Hk(Rn) ≤ C1(1 + T ) exp (−3µ(j − 1)T ) ‖~f‖Hk(Ω),(3.5)
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and
‖~fj‖Hk(Ω) ≤ exp(−3µjT ) ‖~f‖Hk(Ω)(3.6)
for j ≥ 1, where we have put ~f0 = ~f .
Now, we define ~f+ =
∑∞
j=1U0(−jT )~gj , which belongs to H∞(Rn).
In fact, (2.19) and (3.5) lead to
‖U0(−jT )~gj‖Hk(Rn) ≤ C(1 + jT ) exp (−3µ(j − 1)T ) ‖~f‖Hk(Ω)(3.7)
≤ C exp (−2µ(j − 1)T ) ‖~f‖Hk(Ω),
where C is a constant depending on k and T , but is independent of j.
Here we have used (1 + T + y) exp(−µy) ≤ µ−1 exp (µ(1 + T )− 1) for
y ∈ R. Therefore we have
‖~f+‖Hk(Rn) ≤
∞∑
j=1
C (exp(−2µT ))j−1 ‖~f‖Hk(Ω) ≤ C‖~f‖Hk(Ω).(3.8)
Next we prove (1.10). For ~h = (h0, h1), we write
(3.9) |~h(x)|k =
∑
|α|≤k+1
|∂αxh0(x)|+
∑
|α|≤k
|∂αxh1(x)|
in what follows. Since supp~gj ⊂ BT+a∗ , the Huygens principle implies
(3.10) supp (U0(t− jT )~gj) ⊂
{
x ∈ Rn; ∣∣ |x| − |jT − t| ∣∣ ≤ T + a∗}
for any natural number j and t ∈ R. Hence it follows from the Sobolev
imbedding theorem and (3.7) that
|(U0(−jT )~gj)(x)|k ≤ C‖U0(−jT )~gj‖Hk+[n/2]+1(Rn)(3.11)
≤ C exp (−2µ(j − 1)T ) ‖~f‖Hk+[n/2]+1(Ω)
≤ C exp (−2µ|x|) ‖~f‖Hk+[n/2]+1(Ω)
for x ∈ supp (U0(−jT )~gj), where C is a constant depending on k, a and
T , but is independent of j and x. Noting that, for each fixed x ∈ Ω,
the number of j for which we have x ∈ supp (U0(−jT )~gj) is at most
[2(T + a∗)/T ] + 1 (cf. (3.10)), we obtain (1.10) from (3.11).
Next we prove (1.9). For t ≥ T , we find a positive integer J such
that t ∈ [JT, (J + 1)T ). By (3.4) with j = 1, . . . , J we have
U(t)~f =
J∑
j=1
U0(t− jT )~gj + U(t− JT )~fJ .
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Since U0(t)~f+ =
∑∞
j=1U0(t− jT )~gj, we get
‖eµ〈 · 〉(U(t)~f − U0(t)~f+)‖Hk(Ω)(3.12)
≤
∞∑
j=J+1
‖eµ〈 · 〉U0(t− jT )~gj‖Hk(Ω) + ‖eµ〈 · 〉U(t− JT )~fJ‖Hk(Ω).
Note that (3.12) is also valid for 0 ≤ t < T , by regarding J = 0 and
~f0 = ~f . So we assume J ≥ 0 and t ∈ [JT, (J + 1)T ) in the following.
Since |t− JT | ≤ T for t ∈ [JT, (J + 1)T ), we get∑
|α|≤k+1
|∂αx exp(µ 〈x〉)| ≤ Ck exp (µ 〈2T + a∗〉)
for x ∈ supp(U(t− JT )~fJ) with some positive constant Ck depending
only on k and µ(= σ(a∗)/4). Thus the second term on the right-hand
side of (3.12) is estimated by
C(1 + |t− JT |)‖~fJ‖Hk(Ω) ≤ C(1 + T ) exp(−3µJT ) ‖~f‖Hk(Ω).
Here we have used (2.9) and (3.6), and the constant C = C(k, a, T ) is
independent of J . From (3.10), we get∑
|α|≤k+1
|∂αx exp(µ 〈x〉)| ≤Ck exp (µ(1 + T + a∗ + jT − t))
≤Ck exp (µ(1 + T + a∗ + jT ))
for x ∈ supp (U0(t − jT )~gj) with j ≥ J + 1, where Ck is a positive
constant depending only on k and µ(= σ(a∗)/4). Hence, it follows
from (2.19) and (3.5) that
‖eµ〈 · 〉U0(t− jT )~gj‖Hk(Ω) ≤ CeµjT (1 + |t− jT |)‖~gj‖Hk(Rn)
≤ C(1 + jT )eµjT−3µ(j−1)T‖~f‖Hk(Ω)
≤ Ce−µ(j−1)T ‖~f‖Hk(Ω)
for j ≥ J+1 and t ∈ [JT, (J+1)T ), where C is a constant independent
of j and J . Thus the first term on the right-hand side of (3.12) is eval-
uated by C exp(−µJT ) ‖~f‖Hk(Ω), where C is a constant independent of
J . Therefore, (1.9) holds for t ∈ [JT, (J + 1)T ) with J ≥ 0, and hence
for all t ≥ 0.
Finally, we remark that by the uniqueness result, ~f+ being con-
structed in the above is independent of k, although the construction
itself depends on k through the choice of T . In fact, let ~f
(1)
+ and ~f
(2)
+ de-
note ~f+ constructed in the above with the choice of k = k1 and k = k2,
respectively, where k1 and k2 are nonnegative integers. Then, from
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(1.9), (3.1) is valid for ~f+ = ~f
(1)
+ and ~f+ = ~f
(2)
+ . Hence the uniqueness
of ~f+ satisfying (3.1) implies ~f
(1)
+ = ~f
(2)
+ .
This completes the proof of Theorem 1.1. 
4. The Friedlander Radiation Field for Rapidly
Decreasing Data
Our aim in this section is to discuss the Friedlander radiation field
for the Cauchy problem with rapidly decreasing data. The case of
compactly supported data is well known (see Friedlander [2, 3, 4]; see
also Ho¨rmander [6] and John [8]). The case of rapidly decreasing data
was also treated in [6] through the conformal compactification of the
Minkowski space. But the decay away from the light cone was ne-
glected there. Hence we would like to obtain a more detailed estimate,
restricting our attention to the odd space dimensional case.
As is known, the behavior of the solution away from the cone is
closely related to the decay property of the data. Because the scattering
data ~f+ obtained in Theorem 1.1 satisfies the stronger decay property
than general functions in S(Rn), we introduce the following class of the
data. Throughout this section, χ = χ(s) is some given non-decreasing
function of s ≥ 0, satisfying χ(s) ≥ 1 for all s ≥ 0. For ϕ ∈ C∞(Rn),
m ≥ 0 and a nonnegative integer k, we define
‖ϕ‖χ,k,m =

 sup
x∈Rn
∑
|α|≤k
(1 + |x|2)mχ2(|x|) |∂αxϕ(x)|2


1/2
,
and let Sχ(Rn) be the set of all ϕ ∈ C∞(Rn) satisfying ‖ϕ‖χ,m,k < ∞
for any nonnegative integers m and k. Apparently we have Sχ(Rn) ⊂
S(Rn), where S(Rn) is the Schwartz class, the set of rapidly decreasing
functions. Note that Sχ(Rn) = S(Rn) if χ is identically equal to 1.
Our main result in this section is the following.
Proposition 4.1. Let n be an odd integer with n ≥ 3, and let ν ≥ 0.
For any ~f ∈ (Sχ(Rn))2 and any multi-index α, there exists a positive
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constant C = C(α, ν, ~f) such that we have∣∣∣Γα {u(t, x)− r−n−12 F0[~f ](r − t, ω)}∣∣∣(4.1)
≤ C(1 + t+ r)−n+12 (1 + |r − t|)−νχ−1(|r − t|),∣∣∣Γα {∂tu(t, x)− (−1)r−n−12 (∂sF0[~f ])(r − t, ω)}∣∣∣(4.2)
+
n∑
j=1
∣∣∣Γα {∂ju(t, x)− ωjr−n−12 (∂sF0[~f ])(r − t, ω)}∣∣∣
≤ C(1 + t+ r)−n+12 (1 + |r − t|)−νχ−1(|r − t|)
for r ≥ t/2 ≥ 1 with r = |x| and ω = (ω1, . . . , ωn) = r−1x, where u(t, ·)
is the first component of U0(t)~f , and the radiation field F0[~f ](s, η) is
given by (1.11).
We will give a proof of this proposition, taking a fundamental ap-
proach based on the explicit representation of U0(t)~f , instead of using
the conformal compactification.
First we state some basic properties of the Radon transform. We
recall that the Radon transform R[ϕ](s, η) for ϕ ∈ S(Rn) is defined by
R[ϕ](s, η) =
∫
Π(s,η)
ϕ(y)dSy, (s, η) ∈ R× Sn−1,
where Π(s, η) = {y ∈ Rn; y · η = s}, and dSy denotes the area element
on Π(s, η). For η ∈ Sn−1 and a smooth function ϕ = ϕ(y) on Rn,
Dηϕ denotes the directional derivative of ϕ in the direction η; in other
words, we define (Dηϕ)(y) = η · ∇yϕ(y). We write
oij = ηi∂ηj − ηj∂ηi , 1 ≤ i, j ≤ n.
We put o = (o1, . . . , on(n−1)/2) = (oij)1≤i<j≤n, where oij ’s are regarded
to be arranged in dictionary order. We write oα = oα11 · · · oαdd with a
multi-index α, where d = n(n− 1)/2. Oα is similarly defined using Oij
instead of oij , where (Oijϕ)(y) = yi(∂jϕ)(y)− yj(∂iϕ)(y) as before.
It is easy to check
∂sR[ϕ](s, η) =R[Dηϕ](s, η)
(
=
∫
Π(s,η)
(Dηϕ)(y)dSy
)
,(4.3)
oijR[ϕ](s, η) =R[Oijϕ](s, η), 1 ≤ i < j ≤ n(4.4)
for ϕ ∈ S(Rn). Because integrals over Π(s, η) of directional derivatives
of ϕ in directions proportional to Π(s, η) vanish, we get
R[∂iϕ](s, η) =R[ηiDηψ](s, η) = ηi∂sR[ϕ](s, η)(4.5)
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for 1 ≤ i ≤ n.
We observe that if ϕ ∈ Sχ(Rn), then we have
(4.6)
∣∣∂jsoαR[ϕ](s, η)∣∣ ≤ Cj,α‖ϕ‖χ,j+|α|,µ+n+|α|(1 + s2)−µ2 χ−1(|s|)
for any (s, η) ∈ R × Sn−1, any µ ≥ 0, any nonnegative integer j, and
for any multi-index α. Here Cj,α denotes a positive constant depending
only on j and α. In fact, writing ρ = |y−(y ·η)η|, we have |y|2 = s2+ρ2
for y ∈ Π(s, η). Hence we get∣∣(DjηOαϕ)(y)∣∣(4.7)
≤ Cj,α(1 + s2 + ρ2)−
µ
2 (1 + ρ)−nχ−1(|s|)‖ϕ‖χ,j+|α|,µ+n+|α|
for y ∈ Π(s, η). In view of (4.3) and (4.4), we find (4.6).
We also notice that if ϕ ∈ Sχ(Rn), then we have∣∣∣∣∂αxOβ
{
(∂ksR[ϕ])
(
|x| − t, x|x|
)}
(4.8)
− (∂ksR[∂αxOβϕ])
(
|x| − t, x|x|
)∣∣∣∣
≤ C ‖ϕ‖χ,k+|α|+|β|,ν+n+|α|+|β|
(1 + t+ |x|) (1 + ∣∣|x| − t∣∣)ν χ (∣∣|x| − t∣∣)
for |x| ≥ t/2 ≥ 1, ν ≥ 0, any nonnegative integer k, and any multi-
indices α, β, where C = C(k, ν, α, β) is a positive constant. Since for
any ψ ∈ C∞(Sn−1) we have Oβ{ψ(|x|−1x)} = (oβψ)(|x|−1x), it suffices
to show (4.8) for β = 0, thanks to (4.4). By (4.5) we have
∂i
{
(∂ksR[ϕ])(|x| − t, |x|−1x)
}
=
(
ηi∂
k+1
s R[ϕ](s, η)− |x|−1
n∑
j=1
ηjoij∂
k
sR[ϕ](s, η)
)∣∣∣∣∣
(s,η)=(|x|−t,|x|−1x)
= (∂ksR[∂iϕ])(|x| − t, |x|−1x)−
n∑
j=1
xj
|x|2 (oij∂
k
sR[ϕ])(|x| − t, |x|−1x)
for 1 ≤ i ≤ n and any nonnegative integer k. Therefore, (4.6) implies∣∣∂i {(∂ksR[ϕ])(|x| − t, |x|−1x)} − (∂ksR[∂iϕ])(|x| − t, |x|−1x)∣∣
≤ C ‖ϕ‖χ,k+1,ν+n+1
(1 + t + |x|) (1 + ∣∣|x| − t∣∣)ν χ (∣∣|x| − t∣∣)
for |x| ≥ t/2 ≥ 1, 1 ≤ i ≤ n, and ν ≥ 0, where C is a positive constant
depending on k and ν. Hence (4.8) holds for |α| = 1. Similarly we
obtain it for general α.
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We now turn our attention to the explicit representation of u(t, ·), the
first component of U0(t)~f . Let n(≥ 3) be an odd integer. It is known
that when ~f = (0, ϕ), u(t, x) is expressed by the following integral :
(4.9) E[ϕ](t, x) =
√
π
2Γ(n/2)
(
1
2t
∂
∂t
)n−3
2
(tn−2Q[ϕ](t, x)),
where Γ(s) is the Gamma function and we put
(4.10) Q[ϕ](t, x) =
1
An
∫
θ∈Sn−1
ϕ(x+ tθ)dS ′θ
for ϕ ∈ S(Rn) and (t, x) ∈ (0,∞)×Rn. Here An is the total measure of
Sn−1, that is An = 2π
n/2/Γ(n/2), and dS ′θ is the area element on S
n−1
(see, e.g., Courant and Hilbert [1, Chapter VI, Section 12]). Therefore,
in general, u(t, x) can be written as
u(t, x) = ∂tE[f0](t, x) + E[f1](t, x).
We also have
(4.11) ∂kt ∂
α
xO
βu(t, x) = ∂k+1t E[∂
α
xO
βf0](t, x) + ∂
k
t E[∂
α
xO
βf1](t, x)
for any nonnegative integer k and any multi-indices α, β (note that
ϕ ∈ Sχ(Rn) implies ∂αxOβϕ ∈ Sχ(Rn) for any multi-indices α and
β). Hence, once we establish that there exist a large integer N and a
positive constant C = C(k) such that∣∣∣∣∣∂kt E[ϕ](t, x)− 12(2πr)n−12
(
(−∂s)n−32 +kR[ϕ]
)
(r − t, ω)
∣∣∣∣∣(4.12)
≤ C‖ϕ‖χ,n−1
2
+k,N(1 + t + r)
−n+1
2 (1 + |r − t|)−νχ−1(|r − t|)
holds for ϕ ∈ Sχ(Rn), ν ≥ 0, r(= |x|) ≥ t/2 ≥ 1, and ω = r−1x, we can
conclude that Proposition 4.1 is valid, in view of (1.11), (4.5), (4.6),
(4.8) and (4.11).
In order to prove (4.12), we observe that
∂kt E[ϕ](t, x) =
√
π
2
n−1
2 Γ(n/2)
n−3
2
+k∑
ℓ=0
aℓ t
1−k+ℓ∂ℓtQ[ϕ](t, x)(4.13)
for k ≥ 0, where al are suitable constants with aℓ = 1 for ℓ = n−32 + k.
Let ϕ ∈ Sχ(Rn), ν ≥ 0, r(= |x|) ≥ t/2 ≥ 1, and ω = r−1x in the
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following. Then we see that (4.12) follows from the estimate
∣∣∣∣∂ℓtQ[ϕ](t, x)− 1Antn−1
(
(−∂s)ℓR[ϕ]
)
(r − t, ω)
∣∣∣∣(4.14)
≤ C‖ϕ‖χ,n−1
2
+k,N(1 + t+ r)
−n(1 + |r − t|)−νχ−1(|r − t|).
In fact, when 2t ≥ r ≥ t/2 ≥ 1, since we have
∣∣∣t−n−12 − r−n−12 ∣∣∣ ≤ C(1 + t + r)−n+12 (1 + |r − t|),
from (4.6) we see that it suffices to prove (4.12) with (2πr)
n−1
2 in its
left-hand side being replaced by (2πt)
n−1
2 . This replaced estimate can
be easily proved by (4.13), (4.14) and (4.6). On the other hand, when
r > 2t, from (4.6) we get
∣∣((−∂s)ℓR[ϕ]) (r − t, ω)∣∣ ≤ C‖ϕ‖χ,ℓ,µ+n(1 + t+ r)−µχ−1(|r − t|)
for any µ ≥ 0. Hence, using (4.13) and (4.14), we find that both
|∂kt E[ϕ](t, x)| and |(−∂s)
n−3
2
+kR[ϕ])(r− t, ω)| are bounded from above
by the right-hand side of (4.12). Now we have seen that our task is to
prove (4.14).
It follows from (4.10) that
∂ℓtQ[ϕ](t, x) =
1
An
∫
Sn−1
(Dℓθϕ)(x+ tθ)dS
′
θ(4.15)
=
1
An
∑
|α|=ℓ
∫
Sn−1
cℓ,α(θ)(∂
αϕ)(x+ tθ)dS ′θ
=
1
Antn−1
∑
|α|=ℓ
∫
S(t,x)
cℓ,α
(
t−1(y − x)) ∂αy ϕ(y)dS∗y
with some polynomial cℓ,α, where S(t, x) = {y ∈ Rn; |y − x| = t}
and dS∗y stands for the area element on S(t, x) (recall that Dθϕ is the
directional derivative of ϕ in the direction θ). On the other hand, (4.3)
implies that
(4.16) (−∂s)ℓR[ϕ](r − t, ω) =
∑
|α|=ℓ
cℓ,α(−ω)R[∂αy ϕ](r − t, ω).
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Thus our task of proving (4.14) is reduced to the estimate∣∣∣∣
∫
S(t,x)
cℓ,α
(
t−1(y − x)) ∂αy ϕ(y)dS∗y(4.17)
− cℓ,α(−ω)R[∂αy ϕ](r − t, ω)
∣∣∣∣
≤ C‖ϕ‖χ,n−1
2
+k,N(1 + t+ r)
−1(1 + |r − t|)−νχ−1(|r − t|).
In order to proceed further, we decompose the integral over S(t, x)
as follows. Let ε be a small and positive constant. For r > 0, t > 0
and ω ∈ Sn−1, we set
Λ1ε(t, r, ω) ={y ∈ S(t, rω); |y| > (t+ r)ε},
Λ2ε(t, r, ω) ={y ∈ S(t, rω); |y| ≤ (t + r)ε}.
When |r− t| > (t+r)ε, we have S(t, rω) = Λ1ε(t, r, ω). Therefore, using
(4.6) and Lemma 4.2 below to estimate
∫
S(t,x)
cℓ,α (t
−1(y − x)) ∂αy ϕ(y)dS∗y
and cℓ,α(−ω)R[∂αy ϕ](r − t, ω), respectively, we obtain (4.17). On the
other hand, when |r − t| ≤ (t + r)ε, (4.17) is a consequence of Lem-
mas 4.2 and 4.3 below.
Lemma 4.2. Let c be a bounded function on Sn−1, and ϕ ∈ Sχ(Rn).
Let ε > 0 and κ > 0. Suppose that N1 is a positive integer satisfying
N1ε ≥ κ+n− 1. Then there exists a positive constant C = C(ε, κ,N1)
such that we have∣∣∣∣
∫
Λ1ε(t,r,ω)
c
(
t−1(y − rω))ϕ(y)dS∗y
∣∣∣∣
≤ C(1 + t+ r)−κχ−1(|r − t|)‖c‖L∞(Sn−1)‖ϕ‖χ,0,N1
for any (t, r, ω) ∈ [0,∞)× [0,∞)× Sn−1.
Proof. Observing that the total measure of S(t, rω) is bounded by
Ant
n−1, and that we have
|ϕ(y)| ≤ (1 + |t+ r|2ε)−N1/2χ−1(|r − t|)‖ϕ‖χ,0,N1
≤ C(1 + t+ r)−κ−n+1χ−1(|r − t|)‖ϕ‖χ,0,N1
for any y ∈ Λ1ε(t, r, ω) with some positive constant C, because |y| ≥
|r − t| for any y ∈ S(t, rω). Thus we obtain the desired result. 
Lemma 4.3. Let c ∈ C1 (B1), and ϕ ∈ Sχ(Rn). Let 0 < ε ≤ 1/4,
and ν ≥ 0. Suppose that N2 is a positive integer satisfying N2 ≥
n+2+ν+(1/ε). Then there exists a positive constant C = C(ε, ν, N2)
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such that we have∣∣∣∣
∫
Λ2ε(t,r,ω)
c
(
t−1(y − rω))ϕ(y)dS∗y − c(−ω)R[ϕ](r − t, ω)
∣∣∣∣(4.18)
≤ C(1 + t + r)−1(1 + |r − t|)−νχ−1(|r − t|)
× ‖c‖C1(B1)‖ϕ‖χ,1,N2
for any (t, r, ω) ∈ [0,∞)× [0,∞)×Sn−1 with r ≥ t/2 ≥ 1 and |r− t| ≤
(t+ r)ε, where
‖ψ‖C1(B1) = sup
y∈B1
(|ψ(y)|2 + |∇yψ(y)|2)1/2
for ψ ∈ C1 (B1).
Proof. Since the right-hand side of (4.18) is invariant under the or-
thogonal transforms, we may assume ω = en without loss of generality,
where en = (0, . . . , 0, 1).
Suppose r ≥ t/2 ≥ 1, |r − t| ≤ (t + r)ε and 0 < ε ≤ 1/4, in the
following. Then, since t+r ≥ 3, we get (t+r)ε−1 ≤ 3−3/4 < 1/2, which
implies (t+ r)ε < (t+ r)/2. If r > 3t, then we get r − t > (t+ r)/2 >
(t+ r)ε, which contradicts the assumption. Hence we obtain
(4.19) 1 ≤ t
2
≤ r ≤ 3t,
and we find that t, r and 1 + t+ r are equivalent to each other.
First we prove that∣∣∣∣
∫
Λ2ε(t,r,en)
c
(
t−1(y − ren)
)
ϕ(y)dS∗y(4.20)
− c(−en)
∫
Λ2ε(t,r,en)
ϕ(y)dS∗y
∣∣∣∣
≤ 2n−22 An−1‖c‖C1(B1)‖ϕ‖χ,1,N2 t−1(1 + |r − t|2)−
ν
2χ−1(|r − t|).
We put
λ0(t, r) =
(t+ r)2ε − (r − t)2
2rt
.
Note that 0 ≤ λ0(t, r) ≤ 1. Writing tλ = yn − (r − t), we find that
Λ2ε(t, r, en) is equal to{
y =
(
t
√
λ(2− λ)ζ, r − t + tλ
)
; ζ ∈ Sn−2, 0 ≤ λ ≤ λ0(t, r)
}
.
For the coordinate system (ζ, λ) in the above, we have
(4.21) dS∗y = t
n−1λ
n−3
2 (2− λ)n−32 dλdS ′ζ,
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where dS ′ζ denotes the area element on S
n−2. We also note that
(4.22) |y|2 = (r − t)2 + 2rtλ.
We put η(y, r) = |y − ren|−1(y − ren) ∈ Sn−1. Then we get
|η(y, r)− (−en)| =
√
2 + 2ηn(y, r) =
√
2λ
for any y ∈ Λ2ε(t, r, en). Hence, by the mean value theorem, we get∣∣∣∣
∫
Λ2ε(t,r,en)
{c (η(y, r))− c(−en)}ϕ(y)dS∗y
∣∣∣∣ ≤ √2‖c‖C1(B1)J(t, r),
where we put
J(t, r) =
∫
Λ2ε(t,r,en)
λ
1
2 |ϕ(y)|dS∗y
with tλ = yn − (r − t). Recalling (4.21) and (4.22), we obtain
χ(|r − t|)J(t, r)(4.23)
≤ An−1tn−1‖ϕ‖χ,0,N2
∫ λ0(t,r)
0
λ
n−2
2 (2− λ)n−32
(1 + (r − t)2 + 2rtλ)N22
dλ
≤ 2− 12An−1r
(
t
r
)n
2
‖ϕ‖χ,0,N2
×
∫ λ0(t,r)
0
(2rtλ)
n−2
2
(1 + |r − t|2) ν2 (1 + 2rtλ)N2−ν2
dλ
≤ 2n−12 An−1 r(1 + |r − t|2)− ν2 ‖ϕ‖χ,0,N2
∫ ∞
0
1
(1 + 2rtλ)2
dλ
≤ 2n−32 An−1 t−1(1 + |r − t|2)− ν2 ‖ϕ‖χ,0,N2.
This estimate yields (4.20) immediately.
By (4.20), we find that, in order to show (4.18), it suffices to prove∣∣∣∣
∫
Λ2ε(t,r,en)
ϕ(y)dS∗y −R[ϕ](r − t, en)
∣∣∣∣(4.24)
≤ C t−1(1 + |r − t|)−νχ−1(|r − t|)‖ϕ‖χ,1,N2
with some positive constant C. We observe that∣∣∣∣
∫
Λ2ε(t,r,en)
λϕ(y)dS∗y
∣∣∣∣ ≤ C (rt)−1(1 + |r − t|)−νχ−1(|r − t|)‖ϕ‖χ,0,N2,
which can be shown similarly to (4.23). Therefore, (4.24) follows from
|I1(r, t)−R[ϕ](r − t, en)|(4.25)
≤ C t−1(1 + |r − t|)−νχ−1(|r − t|)‖ϕ‖χ,1,N2,
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where we put
I1(r, t) =
∫
Λ2ε(t,r,en)
(1− λ)ϕ(y)dS∗y .
Introducing a new coordinate ρ = t
√
λ(2− λ), we get
I1(t, r) =
∫
Sn−2
(∫ ρ0(t,r)
0
ϕ
(
ρζ, r −
√
t2 − ρ2
)
ρn−2dρ
)
dS ′ζ ,
where ρ0(t, r) = t
√
λ0(t, r)(2− λ0(t, r)). While, we have
R[ϕ](r − t, en) = I2(t, r) + I3(t, r),(4.26)
where we put
I2(t, r) =
∫
Sn−2
(∫ ρ0(t,r)
0
ϕ (ρζ, r − t) ρn−2dρ
)
dS ′ζ,
I3(t, r) =
∫
Sn−2
(∫ ∞
ρ0(t,r)
ϕ(ρζ, r − t)ρn−2dρ
)
dS ′ζ .
Since t−
√
t2 − ρ2 = ρ2
(
t +
√
t2 − ρ2
)−1
, we get∣∣∣ϕ(ρζ, r −√t2 − ρ2) − ϕ(ρζ, r − t)∣∣∣
≤
(
t−
√
t2 − ρ2
)∫ 1
0
∣∣∣(∂nϕ)(ρζ, r − t+ τ (t−√t2 − ρ2))∣∣∣ dτ
≤ ρ
2‖ϕ‖χ,1,N2
t(1 + |r − t|2) ν2 (1 + ρ2)n+22 χ(|r − t|)
for 0 ≤ ρ ≤ ρ0(t, r), which yields
|I1(t, r)− I2(t, r)|(4.27)
≤ An−1‖ϕ‖χ,1,N2
t(1 + |r − t|2) ν2χ(|r − t|)
∫ ∞
0
ρ
(1 + ρ2)
3
2
dρ
≤ CAn−1‖ϕ‖χ,1,N2 t−1(1 + |r − t|)−νχ−1(|r − t|),
where C is a positive constant depending only on ν.
Finally, we evaluate I3(t, r). Notice that
(4.28) (ρ0(t, r))
2 + (r − t)2 ≥ 3
32
(t+ r)2ε.
In fact, it is trivial when (t + r)2ε/2 ≤ (r − t)2 (≤ (t+ r)2ε). On the
other hand, when (r−t)2 ≤ (t+r)2ε/2, recalling that we have (t+r)ε <
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(t+ r)/2, we get
(ρ0(t, r))
2 =
(t+ r)2 − (t+ r)2ε
4r2
{
(t+ r)2ε − (r − t)2} ≥ 3
32
(t+ r)2ε,
which shows (4.28). We thus find
|I3(t, r)| ≤An−1‖ϕ‖χ,0,N2
χ(|r − t|)
∫ ∞
ρ0(t,r)
ρ
(1 + ρ2 + (r − t)2) ν+5+(1/ε)2
dρ(4.29)
≤C‖ϕ‖χ,0,N2(t + r)−1(1 + |r − t|)−νχ−1(|r − t|),
where C is a constant depending only on ν, n and ε. Now, (4.25)
follows from (4.26), (4.27) and (4.29). This completes the proof. 
5. Proof of Theorem 1.2
To begin with, we note that, for any A ∈ R and any nonnegative
integer k, there exists a positive constant C such that we have
C−1eA〈x〉
∑
|α|≤k
|∂αxψ(x)| ≤
∑
|α|≤k
∣∣∂αx (eA〈x〉ψ(x))∣∣ ≤ CeA〈x〉 ∑
|α|≤k
|∂αxψ(x)|
for any x ∈ Rn and any ψ ∈ C∞(Rn). In fact, the latter half is almost
apparent, and the first half is nothing but the latter half with A and
ψ(x) being replaced by −A and eA〈x〉ψ(x), respectively.
Let the assumptions in Theorem 1.2 be fulfilled. Then, by Theo-
rem 1.1, there exists f+ ∈ H∞(Rn) satisfying (1.9) and (1.10). We
write u(t, ·) and u+(t, ·) for the first components of U(t)~f and U0(t)~f+,
respectively.
First we claim that we have
‖exp(3µ 〈·〉 /4) (Γαu(t, ·)− Γαu+(t, ·))‖H[n/2]+1(Ω)(5.1)
≤ C exp(−µt)‖~f‖H[n/2]+|α|(Ω), t ≥ 0
for any multi-index α. Let Γα = ∂jt ∂
β
xO
γ with a nonnegative integer
j, and multi-indices β, γ, and let α′ be a multi-index satisfying |α′| ≤
[n/2] + 1. If j is even, then we get
|∂α′x Γα(u− u+)(t, x)| =|∆j/2∂α
′+β
x O
γ(u− u+)(t, x)|
≤C(1 + |x|)|γ|
∑
|β′|≤|α|+|α′|
|∂β′x (u− u+)(t, x)|
≤Ceµ〈x〉/4
∑
|β′|≤|α|+|α′|
|∂β′x (u− u+)(t, x)|
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with some positive constant C = C(α, α′, µ). Similarly, if j is odd, we
get
|∂α′x Γα(u− u+)(t, x)| ≤ Ceµ〈x〉/4
∑
|β′|≤|α|+|α′|−1
|∂β′x ∂t(u− u+)(t, x)|.
Hence the left-hand side of (5.1) is bounded by
C‖ exp(µ 〈·〉)(U(t)~f − U0(t)~f+)‖H[n/2]+|α|(Ω),
and (1.9) implies (5.1).
By (5.1) and the Sobolev imbedding theorem, we get
|Γα(u− u+)(t, x)|(5.2)
≤ Cke−3µ〈x〉/4
∥∥e3µ〈·〉/4Γα(u− u+)(t, ·)∥∥H[n/2]+1(Ω)
≤ Cke−3µ(t+〈x〉)/4‖~f‖Hk+[n/2](Ω)
≤ Ck(1 + t+ |x|)−(n+1)/2e−µ(t+|x|)/2‖~f‖Hk+[n/2](Ω)
for |x| ≥ t/2 ≥ 1 and |α| ≤ k, where Ck is a positive constant. Hence
we find that our task is to show (1.12) and (1.13) with u being replaced
by u+.
From (1.10) we see that ~f+ ∈ (Sχ(Rn))2 with χ(s) = exp(µs/2).
Therefore Proposition 4.1 with ν = 0 immediately implies (1.12) and
(1.13) with u being replaced by u+. This completes the proof. 
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