This paper present a new bit redundancy coding for image compression in binary bit planar coding.
I. Introduction
Image compression is been a area of research from long time.Standards for the efficient representation and interchange of digital image are essential. To date some of the most successful still image compression standards have resulted from the ongoing work of the Joint photographic Experts Group (JPEG). Basically a JPEG system consists of a Transformation unit followed by Quantizer and Encoder unit under image encoding. Under the Decoding side the Data is retrieved using the reverse operation to the Encoding operation. During the progressive transmission it is a basic approach of compressing the data before transmission so as to improve the rate of transmission with minimum bandwidth requirement. For the compression of image data various compression approaches were proposed in past. These coding approaches are lossy or lossless compression approach as per the developed methods. In these approaches more dominantly used approaches are Huffman coding and arithmetic coding approach. As Huffman coding are lower in computational complexity as compared to arithmetic coding mostly Huffman coding are seen in JPEG coding architecture. Huffman coding is entropy based coding technique where the data bits are compressed based on the frequency of occurrence of the unique words. It is often observed that this coding approach allocated higher code bit length than the original code word for lower frequency data bits. This result in decompression and result in higher bit counts. Additionally the decoding states required to decompress the data increases resulting in slower operational speed. To achieve a higher compression and faster decoding time in this work an hybrid coding approach of variable and fixed length coding scheme is to be developed for the improvement of speed and compression ratio for digital image compression. For the compression of medical images various image compression approaches were proposed in past. The conventional image compression approaches such as JPEG [1] , JPEG-2000 [2] , SPHIT [3] , EBCOT [4] , Lifting scheme [5] etc. were proposed earlier. These approaches are majorly categorized under lossy or lossless compression schemes. In lossy compression [6] the information are not accurately retrieved at the receiver side resulting in low PSNR. These methods are basically suitable for faster Encodingapproach. In various scenarios where degradation of image is not tolerable, lossless compression schemes were proposed. Lossless compression scheme [7] is a method that allows the exact accurate original data to be reconstructed from the compressed data. A scheme such as wavelet-based compression with adaptive prediction [8] is a lossless approach of image compression. This scheme is mainly used to achieve higher compression ratio. For obtaining a lossless compression in [9] a lifting scheme is suggested based on adaptive threshold. In medical area one cannot afford information loss due to compact coding, because lossy compression may destroy some of the information required during processing, or add artifacts that lead to erroneous interpretations [10] . Lossless compression has been widely preferred by medical professionals, because it facilitates accurate diagnosis. The standard wavelet compression techniques [11] , even if lossless in principle, do not reconstruct exactly the original image because of the rounding of the floating-point wavelet coefficients to integers. The use of the lifting scheme allows generating truly loss-less integer-to-integer wavelet transforms. In recent years, new reversible integer wavelet transforms can be developed using lifting scheme [12] , have grown in popularity for lossless image compression [13] . These compression systems comprising a wavelet transform followed by Shapiro's EZW (embedded zero trees of wavelet coefficient) algorithm [14] , have proven to be a successful method in the field of image compression [43] . In this paper zero tree coding scheme together with new modified runlength coding is used to encode the subband coefficients [15] . Modified runlength coding (MRLE) increases the compression ratios of the proposed approach and it also increase the security level [16] . Lossless image compression [17] coder, such as context based predictive coding (CALIC) and universal context modeling based coding in [18] . The lack of a progressive Encoding capability makes them unsuitable for interactive applications like telematics over large networks. Embedded coding [19] permits the progressive Encoding of the compressed data, starting with an economical initial Encoding of a rough image followed by gradual Encoding of the refinement details, needed for the final reconstruction. Embedded progressive coding becomes quite important in terms of compressing medical images, because an image may be stored without any loss.
II. Compression Model
The JPEG-2000 image compression architecture is the fundamental architecture consisting an encoder and decoder unit. The function of the encoder is, when an input is given, it creates a set of symbols from the given input data and then the data is transmitted through a channel and then feed to decoder where we can reconstruct the image given as input. There is a possibility that the reconstructed output image can the replica of the input image or the reconstructed image can have distortion is due to channel interference. Figure. In the process of encoding the image is preprocessed for filtration and output is then processed using DWT. To perform the forward DWT the JPEG2000 system uses a one-dimensional (1-D) subband decomposition of a 1-D set of samples into low-pass and high-pass samples. Quantization refers to the process of approximating the continuous set of values in the image data with a finite (preferably small) set of values. After the data has been quantized into a finite set of values, it can be encoded using an Entropy Coder to give additional compression. By entropy, it means the amount of information present in the data, and an entropy coder encodes the given set of symbols with the minimum number of bits required to represent them using Huffman coding. The Huffman decoder block carries out decoding reading the unique code bits passed in place of the data bit. The dequantizer unit dequantizes the decoded data bits. Inverse transformation is the process of retrieving back the image data from the obtained image values. The image data transformed and decomposed under encoding side is rearranged from higher level decomposition to lower level with the highest decomposed level been arranged at the top. In the compression process image are coded using transformation domain where the input image is transformed using discrete cosine transform (DCT) and discrete wavelet transform (DWT). In the transformed domain the coding wavelet based coding is observed to be more optimal in comparison to conventional DCT technique. The multi resolution property gives the approach a higher advantage over DCT coding. Though the MRA approach has the advantage of higher resolution processing, higher resource constraints are observed in such coding. The band redundancy is the primal issue which build a coding overhead in wavelet domain coding.
III. Correlative Band Selective Logic
The compression in wavelet domain has the advantage of MRA; however the coding overhead is large. To minimize the coding overhead a correlative band selection logic is proposed in [20] . The probability of redundancy among different bands increases. This redundancy of information increases the processing overhead, and intern makes the system slower. Hence it is required to have an adaptive band selection process for extracting the actual informative band from the processed bands. With reference to band selection process in
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www.iosrjournals.org 55 | Page [20] the process of adaptive band selection is developed for multi wavelet coefficients. Considering the analysis and synthesis filter of the transformation is proposed. In this process the analysis bank decomposes the image I into K subbands, each produced by a branch H z (k) of the analysis bank. After decimation and expansion by a factor N, the full band signal is reconstructed from the subbands in the synthesis bank by filtering with filters G k (z) followed by summation. The analysis filters H k (n) are derived from the real value of a lowpass FIR filter p[n] of even length L p. For the estimation of signal using such filtration cost optimization approached is used. This approach sorts out a subset of the subband filters contributing to convergence performance and utilizes those in updating the adaptive filter weight. This approach dynamically selects the subband filters so as to fulfill the largest decrease of the successive mean square deviations (MSDs) at every iteration. This approach reduces the computational complexity with critical sampling while maintaining its selection performance. To optimize the significant coefficient selection a spectral energy based coefficient selection is proposed. Spectral energy based compression is a more effective approach in compression. However, in this approach Wavelet coefficients were processed. Over the normalized coefficients rather to linearly applying compression, coefficients with lower energy density are selected. This integral approach results in optimal selection of significant coefficients, which results in best coding performance. In this approach a power spectral density (PSD) is computed for low variation regions.For the selection of the selective coefficient of the selected spectrum, a coefficient selection algorithm is proposed. The developed approach is termed as -Spectral selective coding‖ (SSC). The process of selective coding is as outlined; For the selected Normalized band ‗BN i ' obtained from the decomposition approach, a decision of coefficient selection is made based on spectral magnitude. This approach of coefficient selection, results in selection of coefficients, at lower frequency level without effecting higher resolutions coefficients. To compute the spectral magnitude of the band coefficient a power spectral densities (PSD) is computed. PSD is defined as a density operator which defines the variation of power over different content frequencies, in a given signal x(t). Taking the selected coefficients, the compression process is made. For the compression of coefficients then a SPHIT coding is used. Wherein the encoded data bits are then coded using entropy encoder using Huffman coding. The property of entropy encoding is used.
IV. Entropy Driven Bit Coding
Two statistical methods of data compression namely Huffman and Hybrid Huffman coding are used here for the compression/ Decompression of test set. Further analyses on the two methods are carried out with reference to the speed of encoding and decoding, the memory used for the storage of these test sets. A total of 12 x 32 (384 test bits) are considered for testing with 4-bit Blocks taken for the operation. The system consists of an encoder block and a decoder block for the compression and decompression of the test set considered. Given the test set for a core, a statistical code for compressing the test set must be selected. There is a tradeoff in selecting the code between the amount of compression that is achieved and the complexity of the decoder. Moreover, if the clock frequency of the tester is f T and the clock frequency of the scan chain is f sys (system clock frequency) then the ratio of the system clock frequency and the tester clock frequency f sys =f T limits the minimum size of a codeword. The compression/decompression scheme described in this paper is based on hybrid Huffman coding. In statistical coding, variable length code words are used to represent fixed-length blocks of bits in a data set. For example, if a data set is divided into four-bit blocks, then there are 24 or 16 unique four-bit blocks. Each of the 16 possible four-bit blocks can be represented by a binary codeword. The size of each codeword is variable (it need not be four bits). The idea is to make the code words that occur most frequently have a smaller number of bits, and those that occur least frequently to have a larger number of bits. This minimizes the average length of a codeword. The goal is to obtain a coded representation of the original data set that has the smallest number of bits.Suppose the scan vectors are divided into four-bit blocks, and each four-bit block is replaced by a variable length codeword. The compressed test data stored on the tester consists of the variable length code words. These code words are shifted into the decoder as a continuous stream of bits. If the code words are prefix-free, than the decoder can easily recognize when it has received a complete codeword. When the decoder has received a complete codeword, it loads the corresponding four-bit block in parallel into the serializer. The contents of the serializer are then shifted into the scan chain. If the scan chain is clocked at twice the clock rate that the tester operates at, then after two tester clock periods the entire contents of the serializer will be shifted into the scan chain. During the two tester clock periods that the serializer is in operation, the decoder can be receiving the next codeword. The key to making the scheme work is careful selection of the statistical code that is used for compressing the test set. There are two important issues that must be considered in selecting the code: one is that the decoder must be small in order to keep the area overhead down, and the other is that the decoder must not output the decompressed bits into the serializer faster than they can be shifted out into the scan chain. While a Huffman code gives the optimum compression for a test set divided into a particular fixed-length block size, it generally requires a very large decoder. A Huffman code for a fixed-length block size of b bits requires a finite state machine (FSM) decoder with 2 b-1 states. Thus, the size of the decoder for a Huffman code grows exponentially as the block size is increased. Given the test set for a core, a statistical code for compressing the test set must be selected. There is a tradeoff in selecting the code between the amount of compression that is achieved and the complexity of the decoder. Moreover, if the clock frequency of the tester is f T and the clock frequency of the scan chain is f sys (system clock frequency) then the ratio of the system clock frequency and the tester clock frequency f sys =f T limits the minimum size of a codeword.If the test set is divided into fixed-length blocks of b bits, then the serializer will hold b bits, and, thus, it takes b scanclock cycles to shift the buffer's contents into the Scan chain.
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Fig.2 Huffman tree for the three highest frequency symbols
During the time that the contents of the serializer are being shifted into the scan chain, the tester is shifting bits into the decoder. When the decoder receives a complete codeword, it needs to output the corresponding block of b bits into the serializer. If the codeword is too short, then the serializer may not have been emptied yet which would cause a problem for the decoder. So, in order to ensure that the serializer is always empty when the decoder finishes decoding a codeword, the minimum size of a codewordL min must be no smaller than the ratio of the tester and scan-clock rates times the size of each block, ≥
For example, if the block size is 8 and the scan-clock rate is twice the tester clock rate, then the minimum size of a code word is 4. Note that if it is not possible to have the scan clock rate be faster, then the tester clock rate, then an alternative solution (as previously described) is to make the scan clock rate be twice as fast as the -effective clock rate‖ as seen by the decoder by simply having the tester channel feed two scan chains so that the rate that the decoder receives data from the tester is half as fast as the rate at which data can be shifted into the scan chain.Using a Huffman code would provide the maximum compression; however, it would require a complex decoder and may not satisfy the constraint on the minimum size of a codeword. Therefore, some alternative statistical code must be selected. The approach taken here involves using a selective coding approach for which a very simple decoder can be constructed. Consider the case where the test set is divided into fixedlength blocks of b bits. There will be 2 Code words. The first bit of each codeword will be used to indicate whether the following bits are coded or not. If the first bit of the codeword is a 0, then the next b bits are not coded and can simply be passed through the decoder as is (hence, the complete codeword has b + 1 bits).
V. Experimental Results
This section gives the complete details about the performance evaluation of the JPEG compression approach. Medical images of size 512 × 512 pixels have been taken for simulation. To obtain simulation results, Matlab software is used along with wavelet toolbox to encode Medical images of size 512 × 512 at a rate of 0.25 bit per pixel. The obtained results are shown below. Signal to Noise Ratio (PSNR). The obtained simulation parameters for the above given test image along with the earlier JPEG coding are shown in Table. 1. In a similar, manner more samples are given for testing and the obtained results are shown below. To evaluate the quality assessment for the processed data the quality metric of peak signal to noise ratio (PSNR), mean square error (MSE) and spatial similarity index measure (SSIM) is used, tested over different noise density and coding factor. PSNR is most commonly used as a measure of quality of image test sample .Peak signal-to-noise ratio is defined as a ratio between the maximum possible power of a signal and the power of corrupting noise that affects the fidelity of its representation. PSNR is usually expressed in terms of the logarithmic decibel scale. Where I peak is the peak values of the input video. Peak signal to noise ratio is used to evaluate the quality of data after retrieval process. The Mean squared error (MSE) of an estimator is one of the way to quantify the amount by which an estimator differs from the true value of the quantity being estimated. As a loss function, MSE is called squared error loss. MSE measures the average of the square of the error. The error is the amount by which the estimator differs from the quantity to be estimated defined by, = 1 ( − ) 2 (3)
Where f is the ground truth video and is the interpolated video after extraction. The SSIM, similarity factor establishes the similarity of pixel intensities between the ground truth test sample and the decoded data, given as, = ( , )⨂ ( , ) ( ( , )) 2 (4) The similarity factor is approximately nearer to 1 for better imperceptible data quality. The measured observations are presented in figure below.The obtained simulation parameters for the above given test image along with the earlier JPEG coding are shown in the table.2. Similarly, some more samples are given for testing and the obtained results are shown below. The obtained simulation parameters for the above given test image along with the earlier JPEG coding are shown in the table.5. 
VI. Conclusion
The JPEG Sel-Hybrid model gives a higher performance in image compression as compared to the conventional model of JPEG based coding. It is also observed that the isolated method of Neural network based image compression and Sel-Hybrid logic based image compression results in lower accuracy as in comparison to the integrated model of neural network and Sel-Hybrid logic. The Sel-Hybrid rules and the learning capability of the neural network, leads to a proper selection of pixel for coding which result in higher compression ratio with low MSE and higher PSNR value.
