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Abstract
We study the one-loop effective potentials of the four-dimensional Lifshitz scalar field theory with
the particular anisotropic scaling z = 2, and the mass and the coupling constants renormalization
are performed whereas the finite counterterm is just needed for the highest order of the coupling
because of the mild UV divergence. Finally, we investigate whether the critical temperature for
the symmetry breaking can exist or not in this approximation.
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I. INTRODUCTION
Recently, a Lifshitz-type theory of gravity called the Horˇava-Lifshitz (HL) gravity [1, 2]
has been proposed aiming at a renormalizable theory of gravity with anisotropic scaling of
space and time. The scale transformations are defined by
t→ bzt, xi → bxi, (1)
where i = 1, · · · , D is the spatial index, D is the dimension of space, and the Lifshitz index
z is the “critical exponent” in the Lifshitz scalar field theory. The Lorentz invariant scale
transformation corresponds to the case of z = 1. The “weighted” scaling dimension is also
defined by [t]w = −z and [xi]w = −1. It is assumed to recover the general relativity in
the IR regime whereas it becomes a nonrelativistic gravity in the UV regime. Now, there
have been extended studies in various aspects of black holes [3–9] and cosmologies [10–20].
By the way, the HL gravity was originated from a Lifshitz scalar field theory studied in
the condensed matter physics as a description of tricritical phenomena involving spatially
modulated phases [21, 22]. Moreover, the Lifshitz-type theory can be also studied in the
framework of the Maxwell’s electromagnetic field theory [23] and the scalar field theories [24].
Especially, in Ref. [24], the one-loop renormalization and evolution of the couplings have
been studied in detail to investigate the emergent Lorentz symmetry in various Lifshitz
scalar field theories.
On the other hand, the effective potentials of Lorentz invariant theories corresponding to
z = 1 have been studied through the functional evaluation [25–29]. They can be widely used
in studying symmetry breaking and cosmological applications in spite of the zero momentum
limit of the effective action [30]. As expected, for the case of z = 2, the UV divergence can be
mild due to the higher-derivative Lifshitz term which plays a role of UV-cutoff in connection
with renormalization, which eventually gives rise to the different type of effective potential
from that of the Lorentz invariant theory.
Now, we would like to study the one-loop effective potential in the Lifshitz scalar field
theory with the anisotropic scaling of z = 2 in order to investigate the behaviors of the UV
divergence. The classical Lagrangian of the Lifshitz scalar takes the form of
L0 = 1
2
φ˙2 − 1
2
α2(∂2i φ)
2 − m
2
2
φ2 −
Nλ∑
n=1
λn
(2n+ 2)!
φ2n+2 −
(
1
2
c2 +
Nη∑
n=1
ηn
(2n)!
φ2n
)
(∂iφ)
2, (2)
2
where it is equivalent to the action in Ref. [24] for Nλ = 4 and Nη = 2. The weighted scaling
dimension of the scalar becomes [φ]w = 1/2. The coefficients α, λNλ and c are assumed to
be positive constants and their weighted scaling dimensions are [α]w = 0, [λn]w = (4 − n)
and [c]w = 1 so that the action is power-counting renormalizable. In fact, the action (2)
becomes the well-known four-dimensional φ4-theory for z = 1; i.e., α = Nη = 0 and Nλ = 1
with λ1 = λ.
Actually, it is not easy to get the nice closed form of the effective potential for the general
action. So, we would like to consider the simpler case of c = Nη = 0 neglecting the last term
in Eq. (2) for convenience; however, the full renormalizations in the one-loop approximation
will be discussed in the last section. In section II, the UV divergence is properly regulated
in the one-loop approximation so that the mass and the coupling constants renormalizations
are performed. It is interesting to note that the counterterm for the highest order of the
coupling constant is finite, which is in contrast with the conventional Lorentz invariant
theory. Next, we investigate whether the critical temperature can exist or not in section III.
Unfortunately, it turns out that the critical temperature to recover the broken symmetry
does not exist in this approximation. Finally, conclusion will be given in section IV. In
particular, we will discuss the counterterms for the most general action (2).
II. EFFECTIVE POTENTIAL AT ZERO TEMPERATURE
We now study a four-dimensional Lifshitz scalar field theory of z = 2 which consists
of the only marginally deformed kinetic term and the full higher order of potential terms
instead of the most general z = 2 theory (2) in order for simple arguments. The classical
Lagrangian is obtained as
L(z=2)0 =
1
2
φ˙2 − 1
2
α2(∂2i φ)
2 − m
2
2
φ2 −
4∑
n=1
λn
(2n + 2)!
φ2n+2 (3)
by setting c = Nη = 0 from the general action and the corresponding counterterms are ex-
pected as Lct = −δm2φ2/2−
∑Nλ
n=1 δλnφ
2n+2/(2n+2)!. The δm2 and δλn in the counterterms
are given by power-series in ~,
δm2 = ~δm2(1) + ~
2δm2(2) + · · · , (4)
δλn = ~δλ
(1)
n + ~
2δλ(2)n + · · · . (5)
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Note that we ignore the entire wave-function renormalization counterterm in our approxi-
mation since it plays no role.
In order to calculate the effective potential on the background field φˆ, we shift the field
φ(x) by φ(x) → φˆ + ϕ(x), and then consider the quadratic and higher orders with respect
to ϕ(x). Then, the action from the Lagrangian (3) with the counterterms becomes
Lˆ{φˆ;ϕ(x)} = Lˆ0{φˆ;ϕ(x)}+ LˆI{φˆ;ϕ(x)}, (6)
where
Lˆ0{φˆ;ϕ(x)} = 1
2
ϕ(x)
[
−∂2t − α2(~∇2)2 − M˜2
]
ϕ(x), (7)
LˆI{φˆ;ϕ(x)} = −
4∑
n=1
2n+2∑
m=3
λnφˆ
2n+2−m
m!(2n+ 2−m)!ϕ
m(x), (8)
and ~∇2 is the spatial Laplacian and M˜2 ≡ M2 + δm2 +∑4n=1[δλn/(2n)!]φˆ2n with M2 ≡
m2+
∑4
n=1[λn/(2n)!]φˆ
2n. The Lˆ0 in Eq. (7) gives one-loop approximation and the interaction
term LˆI in Eq. (8) contributes to higher loop calculations. From now on, we are going to
focus on the one-loop effective potential.
The zeroth-loop effective potential is just given by the classical form,
V0(φˆ) =
m2 + δm2
2
φˆ2 +
4∑
n=1
λn + δλn
(2n+ 2)!
φˆ2n+2. (9)
From Eq. (7), one can write down the one-loop approximation as
V1(φˆ) = −i~
2
∫
d4k
(2π)4
ln
[
k20 − α2(~k2)2 −M2
]
. (10)
Since the model does not have SO(4) symmetry in the Euclideanized momentum space, which
reflects the lack of the Lorentz symmetry, we have to consider the timelike and the spacelike
sectors separately. So, the cutoff is naturally taken as a three-dimensional momentum cutoff.
Hence, the UV cutoff, Λ, is different from the conventional cutoff appearing in literatures.
With the help of the following relation, apart from an infinite constant independent of φˆ,
− i
∫ ∞
−∞
dk0
2π
ln(k20 − E2 + iǫ) = E, (11)
when ǫ goes to zero, Eq. (10) becomes the three-dimensional integral,
V1(φˆ) =
~
2
∫
d3~k
(2π)3
EM , (12)
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where the dispersion relation is nonrelativistic, E2M ≡ α2(~k2)2 +M2. So, the integral (12)
with a UV cutoff takes the form of
V1(φˆ) =
~
4π2
∫ Λ
0
dk k2
√
α2k4 +M2, (13)
where k is the magnitude of ~k. By integrating out the spatial momenta in Eq. (13), one gets
V1(φˆ) =
~Λ3
12π2
(M2)1/2 2F1
(
−1
2
,
3
4
;
7
4
;−α
2Λ4
M2
)
, (14)
where the hypergeometric function 2F1(a, b; c; z) is defined by
2F1(a, b; c; z) ≡ Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1(1− t)c−b−1(1− tz)−adt. (15)
It is a solution to the differential equation,
z(1− z)y′′ + [c− (a+ b+ 1)z]y′ − aby = 0, (16)
so that the solution of 2F1(a, b; c; z) can be expressed in terms of series expansion of
2F1(a, b; c; z) ≡
∞∑
k=0
Γ(a+ k)Γ(b+ k)Γ(c)
Γ(a)Γ(b)Γ(c+ k)
zk
k!
. (17)
Then, Eq. (15) can be also expanded as
2F1(a, b; c;±z) = (∓z)−b
[
Γ(a− b)Γ(c)
Γ(a)Γ(c− b) ±
b(1 + b− c)Γ(a− b)Γ(c)
(1− a+ b)Γ(a)Γ(c− b)
1
z
+O
(
1
z2
)]
+ (∓z)−a
[
Γ(b− a)Γ(c)
Γ(b)Γ(c− a) ±
a(1 + a− c)Γ(b− a)Γ(c)
(1 + a− b)Γ(b)Γ(c− a)
1
z
+O
(
1
z2
)]
. (18)
In Eq. (18), the hypergeometric function 2F1(a, b; c; z) vanishes when |z| goes to infinity if a,
b, c are positive, (a− b) is not an integer, and c > a and c > b are satisfied. Using Eq. (18),
Eq. (14) can be simplified as
V1(φˆ) =
~
8π5/2α3/2
[√
απM2Λ− 4
5
[Γ(3/4)]2(M2)5/4
]
+O
(
1
Λ2
)
. (19)
Then, for a large Λ, the effective potential in the one-loop approximation is
Veff(φˆ) = V0(φˆ) + V1(φˆ)
=
m2
2
φˆ2 +
4∑
n=1
λn
(2n+ 2)!
φˆ2n+2 +
~
8π5/2α3/2
[√
απM2Λ− 4
5
[Γ(3/4)]2(M2)5/4
+
δm2(1)
2
φˆ2 +
4∑
n=1
δλ
(1)
n
(2n + 2)!
φˆ2n+2
]
. (20)
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Now, the renormalized mass m is defined by
m2 =
∂2Veff
∂φˆ2
∣∣∣∣
φˆ=0
, (21)
from which the mass counterterm δm2(1) can be determined in the order of ~. Next, to
determine the counterterm δλ
(1)
n , we have to consider the asymmetric renormalization point
M0 due to the IR divergence in the massless case of m
2 = 0,
∂4Veff
∂φˆ4
∣∣∣∣
φˆ=M0
= λ, (22)
while in the massive case of m2 6= 0, the IR divergence does not appear so that M0 can be
removed. In what follows, we will calculate the effective potential in the massless and the
massive cases by using these renormalization conditions.
A. m2 = 0 case
As a first application, we want to consider a massless Lifshitz scalar field theory which
is a modified Coleman-Weinberg scalar theory of z = 1 [25]. Before we get down to this
problem, let us consider the effective potential of z = 1 in order to compare it with that of
z = 2 on the same ground of the three-dimensional cutoff: the classical Lagrangian is now
written as
L(z=1)0 =
1
2
φ˙2 − 1
2
c2(∂iφ)
2 − m
2
2
φ2 − λ
4!
φ4, (23)
and the corresponding counterterms are given by Lct = −δm2φ2/2 − δλφ4/4!. Along the
usual procedure, using Eqs. (21) and (22), the mass and the coupling constant counterterms
can be determined by
δm2(1) = −
Λ2λ
16π2c
, (24)
δλ(1) = − 3λ
2
25π2c3
(
ln
λM20
8c2Λ2
+
14
3
)
. (25)
If we do not consider the nontrivial renormalization pointM0 which corresponds to introduc-
ing IR cutoff, we can not remove the UV divergence. Note that Λ is not a cutoff defined by
the four-dimensional Euclidean length but the three-dimensional spatial length. Actually,
the counterterms are essentially the same with those of the conventional SO(4) invariant
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cutoff apart from some coefficients. Then, the effective potential is obtained as
Veff(φˆ) =
λ
4!
φˆ4 +
~λ2φˆ4
256π2c3
[
ln
φˆ2
M20
− 25
6
]
, (26)
which is exactly the same as the result for c = 1 given in Ref. [25, 30].
Now, for the case of z = 2 with the classical action (3), one can determine the mass and
the coupling constant counterterms from the renormalization conditions (21) and (22),
δm2(1) = −
Λλ1
8π2α
, (27)
δλ(1)n = −
Λλn+1
8π2α
+ λ˜n(M0) (n = 1, 2.3, 4), (28)
where the constants λ˜n(M0) = [Γ(3/4)]
2(10π5/2α3/2)−1(∂/∂φˆ)2n+2(M2)5/4|φˆ=M0 are finite
lengthy constants. Note that we have assumed λ5 = 0 so that δλ
(1)
4 becomes the finite
counterterm. It means that for arbitrary Nλ ≥ 1, the highest order counterterm δλ(1)Nλ
becomes independent of the UV divergence so that the improvement of the Lifshitz theory
can be shown in the highest order of the coupling constant counterterm. Then, substituting
Eqs. (27) and (28) into Eq. (20), the renormalized effective potential can be obtained as
Veff(φˆ) =
4∑
n=1
(λn + ~λ˜n)
(2n+ 2)!
φˆ2n+2 − ~[Γ(3/4)]
2(M2)5/4
10π5/2α3/2
. (29)
Basically, the effective potential is written in terms of the (fractional) polynomials of the
classical field rather than the logarithmic type. As for the symmetry breaking, the effective
potential (29) shows that the symmetry breaking still happens quantum mechanically. Its
overall pattern is almost same with that of z = 1 as seen from Fig. 1.
B. m2 6= 0 case
As was done in the previous section, we first obtain the effective potential for the case
of z = 1. Then, the counterterms can be determined in terms of the three dimensional UV
cutoff as
δm2(1) = −
Λ2λ
24π2c
− m
2λ
25π2c3
(
ln
m2
4c2Λ2
+ 1
)
, (30)
δλ(1) = − 3λ
2
25π2c3
(
ln
m2
4c2Λ2
+ 1
)
, (31)
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FIG. 1: The effective potentials for z = 1 and z = 2 are given by Eq. (26) and Eq. (29), respectively.
The solid and dashed lines represent the classical(~ = 0) and one-loop(~ = 1) effective potentials,
respectively. The constants have been chosen as Nλ = λ = α =M0 = 1 for simplicity. With these
constants, the effective potential has minimal values at φˆ = ±8.62703 × 10−23 and φˆ = ±0.143432
for z = 1 and z = 2, respectively.
where we used M0 = 0 in Eq. (22) since we can avoid the IR divergence with the help of the
nonvanishing mass term. Then, the effective potential in the Lorentz invariant scalar field
theory is
Veff(φˆ) =
1
2
m2φˆ2 +
λ
4!
φˆ4 +
~
64π2c3
[
M4 ln
M2
m2
− λ
2
φˆ2
(
m2 +
3
4
λφˆ2
)]
, (32)
which agrees with the result for c = 1 given in Refs. [26–29]; however, the potential (32) was
shifted to satisfy Veff(0) = 0.
Next, for a massive Lifshitz scalar field at a fixed point z = 2, the mass and the coupling
constant counterterms from Eqs. (21) and (22) can be determined as
δm2(1) = −
Λλ1
8π2α
+ m˜2, (33)
δλ(1)n = −
Λλn+1
8π2α
+ λ˜n, (34)
where m˜2 and λ˜n are now defined by m˜
2 = [Γ(3/4)]2(10π5/2α3/2)−1(∂/∂φˆ)2(M2)5/4|φˆ=0 and
λ˜n = [Γ(3/4)]
2(10π5/2α3/2)−1(∂/∂φˆ)2n+2(M2)5/4|φˆ=0. And then, plugging Eqs. (33) and (34)
into Eq. (20), the effective potential can be easily obtained as
Veff(φˆ) =
m2 + ~m˜2
2
φˆ2 +
4∑
n=1
(λn + ~λ˜n)
(2n+ 2)!
φˆ2n+2 − ~[Γ(3/4)]
2
10π5/2α3/2
[
(M2)5/4 − (m2)5/4] . (35)
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Although the effective potential approximates to the classical potential with renormalized
mass and coupling constants for small φˆ, it is hard to say what happens to the effective
potential on general ground for Nλ > 1. However, simply for m
2 > 0 with Nλ = 1, there is
no symmetry breaking behavior. To see this, we first calculate the slope of Eq. (35) written
as
∂Veff(φˆ)/∂φˆ = φˆf(φˆ), (36)
where f(φˆ) = 2m2/3 + 3λ∆(m2)1/4/4 + M2/3 + λ2∆(m2)−3/4M2/4 − λ∆(M2)1/4 with a
positive constant ∆ ≡ ~[Γ(3/4)]2/(23π5/2α3/2). The function f(φˆ) is always positive so that
there is no symmetry breaking behavior.
On the other hand, for m2 < 0 corresponding to the case of the classically broken sym-
metry, the effective potential may be complex depending on the range of field for a given
mass so that we have to consider the real part of the effective potential. Then, Eq. (35) can
be expressed as
Veff(φˆ) =
m2 + Re(m˜2)
23/2
φˆ2 +
4∑
n=1
λn + Re(λ˜n)
(2n+ 2)!
φˆ2n+2 − ~[Γ(3/4)]
2
10π5/2α3/2
[
(M2)5/4 +
(−m2)5/4√
2
]
,
(37)
for M2 > 0, and
Veff(φˆ) =
m2 + Re(m˜2)
2
φˆ2 +
4∑
n=1
λn + Re(λ˜n)
(2n+ 2)!
φˆ2n+2 +
~[Γ(3/4)]2
10
√
2π5/2α3/2
[
(−M2)5/4 − (−m2)5/4] ,
(38)
for M2 < 0. As seen from Fig. 2, the vacuum expectation values are quantum mechanically
larger than the classical ones, in particular, remarkably for the case of z = 2.
III. EFFECTIVE POTENTIAL AT FINITE TEMPERATURE
Now, we would like to investigate the critical temperature to give the phase transition
from the quantum-mechanically broken vacuum symmetry to the symmetric phase. At a
finite temperature β−1, the time interval is given by 0 ≤ t ≤ −iβ. Then, the time component
of the four vector kµ becomes ωn = 2πn/(−iβ), and the effective potential (10) can be written
9
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FIG. 2: The effective potentials for z = 1 and z = 2 are given by Eq. (32) and Eq. (35), respectively.
This figure shows the behavior of the effective potential for m2 < 0. The solid and dashed lines
represent the classical(~ = 0) and one-loop(~ = 1) effective potentials, respectively. The constants
have been chosen as m2 = −1, λ = 100 and Nλ = α =M0 = 1 for simplicity. With these constants,
the effective potential has minimal values at φˆ = ±0.276978 and φˆ = ±0.574470 for z = 1 and
z = 2, respectively.
as
V β1 (φˆ
2) =
~
2β
∑
n
∫
d3~k
(2π)3
ln
[
k20 − α2(~k2)2 − M˜2
]
=
~
2β
∑
n
∫
d3~k
(2π)3
[
−4π
2n2
β2
− E˜2M
]
, (39)
where the summation is over n = 0,±1,±2, · · · . In order to calculate the summation, we
consider
v(E) =
∑
n
ln
(
4π2n2
β2
+ E2
)
. (40)
The partial derivative of v(E) with respect to E is given by
∂v(E)
∂E
=
∑
n
2E
4π2n2/β2 + E2
= 2β
(
1
2
+
1
eβE − 1
)
, (41)
where the second line has been obtained using the equality
∑∞
n=1
y
y2+n2
= − 1
2y
+ pi
2
coth πy.
Integrating out Eq. (41) with respect to E, we obtain
v(E) = 2β
[
E
2
+
1
β
ln
(
1− e−βE)]+ const. (42)
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As a result, the effective potential at the finite temperature in order of ~,
V β1 (φˆ
2) = ~
∫
d3~k
(2π)3
[
EM
2
+
1
β
ln
(
1− e−βEM)]
= V 01 (φˆ
2) + V¯ β1 (φˆ
2), (43)
where the zero-temperature one-loop term V 01 (φˆ
2) and the temperature-dependent one-loop
term V¯ β1 (φˆ
2) are
V 01 (φˆ
2) = ~
∫
d3~k
(2π)3
EM
2
=
~
2
∫
d3~k
(2π)3
√
α2(~k2)2 +M2, (44)
V¯ β1 (φˆ
2) =
~
β
∫
d3~k
(2π)3
ln
(
1− e−βEM)
=
~
2π2β
∫ ∞
0
dk k2 ln
(
1− e−αβ
√
k4+a2
)
, (45)
with a2 ≡ M2/α2. Then, the critical temperature βc which recovers the symmetry can be
determined by [27]
−m
2
2
=
∂V¯ βc1
∂φˆ2
∣∣∣∣∣
φˆ=0
=
~λ
8π2α
∫ ∞
0
dk
k2√
k4 +m2/α2
(
eαβc
√
k4+m2/α2 − 1
) . (46)
Note that there is no critical temperature for m2 > 0 since the right hand side in Eq. (46)
is always positive due to the positivity of the integrand for the whole range. For m2 = 0,
the integrand is divergent. In particular, for m2 < 0, the integral in Eq. (46) would lead to
complex values which are unphysical. However, we can avoid the complex values by restrict-
ing the range of momentum in Eq. (46) by setting the lower bound as ǫ ≡ (−m2/α2)1/4.
Unfortunately, the integral is divergent, which means that there is no critical temperature
in the one-loop approximation.
IV. DISCUSSION
We have studied the four dimensional Lifshitz scalar field theory of the anisotropic scaling
of z = 2, and obtained the renormalized one-loop effective potential. The UV divergence
is slightly improved in that the finite counterterm is needed only for the highest order of
the coupling constant. For m2 > 0 with Nλ = 1, there is no symmetry breaking behavior.
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For m2 < 0 , the overall behavior of the effective potential of z = 2 is analogous to that
of z = 1; however, the vacuum expectation value is significantly larger than the classical
vacuum expectation value. Unfortunately, the critical temperatures can not be obtained in
this one-loop approximation.
On the other hand, if one considers the most general action of Eq. (2) with the
counterterms given by Lct = −δm2φ2/2 −
∑Nλ
n=1 δλnφ
2n+2/(2n + 2)!, the mass and the
coupling constant counterterms are calculated as δm2(1) = −Λ3η1/(24π2α) − Λ(4α2λ1 −
c2η1)/(32π
2α3) + m˜2, δλ
(1)
1 = −Λ3η2/(24π2α) − Λ(48α2λ2 − 3η21 − c2η2)/(3 · 27π2α3) + λ˜1,
δλ
(1)
2 = −Λ(2α2λ2 − 15η1η2)/(16π2α3) + λ˜2, δλ(1)3 = −Λ(2α2λ2 − 35η22)/(16π2α3) + λ˜3, and
δλ
(1)
4 = λ˜4, where m˜
2 and λ˜n’s are just finite constants. Unfortunately, we can not exhibit
the effective potential, m˜2 and λ˜n explicitly because they are so lengthy. However, it is
interesting to note that the highest order of coupling constant counterterm δλ
(1)
4 is still in-
dependent of the UV cutoff. Furthermore, taking the limit of c→ 0 and ηn → 0, the above
counterterms become exactly the same as Eqs. (27) and (28), while they are not compatible
with those of the z = 1 case because the limit of α→ 0 is ill-defined.
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