Abstract-The k-means clustering method is a widely used clustering technique for the Web because of its simplicity and speed. However, the clustering result depends heavily on the chosen initial clustering centers, which are uniformly chosen at random from the data points. We propose a seeding method that is based on the independent component analysis for the k-means clustering method. We evaluate the performance of our proposed method and compare it with other seeding methods by using benchmark datasets. We also applied our proposed method to a Web corpus, which was provided by ODP, and the CLUTO datasets. The results from the experiments showed that the normalized mutual information of our proposed method is better than the normalized mutual information of the k-means clustering method, the KKZ method, and the k-means++ clustering method.
I. INTRODUCTION
Clustering is one of the most useful unsupervised learning in data mining [1] [2] . It has been applied to various fields and used widespread both in research and business [3] . We are interested in application of clustering to the Web clustering. The Web clustering [4] has a very wide ranges including clustering searched results [5] , [6] , [7] , [8] , clustering Web pages/sites [9] , [10] , [11] , clustering Web multimedia [12] and so on. Especially, we focus on clustering of Web searched results because our final research objective is to build IWI (Intelligent Web Interaction) systems. While Web search engines are definitely good for certain search tasks such as finding an organization's Web page, they may be less effective at satisfying ambiguous queries. The results on different subtopics or meanings of the input query also will come together in a hit list, thus implying that the user may have to sift through a large number of irrelevant items to locate those of interest. On the other hand, there is no way to estimate what is relevant to the user given that the queries are usually very short and their interpretation is inherently ambiguous in the absence of context.
An approach for clustering the results of Web search [5] , [6] , [7] , [8] is different from one for retrieving information It is difficult to find relevant data in search results because they contain many kinds of mixed data. We consider this clustering of Web searched results should be quick and accurate because a user never wait for the clustered results so long. In particular, we are interested in the simplest and quickest clustering method. Therefore, we deal with the k-means clustering method in our research. We particularly discuss how to solve the problem of "seeding" in the k-means clustering method [13] , [14] , [15] .
It is easy to understand topic and
The rest of this paper is organized as follows. Section II discusses the related work and the k-means clustering, the KKZ clustering, and the k-means++ clustering methods. Section III discusses the problem with these clustering methods and introduces our proposed method. Section IV presents our experimental results along with comparison of the performance of the proposed method with those of the k-means clustering, the KKZ clustering, and kmeans++ clustering methods. Section V concludes this research.
II. RELATED WORKS
Clustering is a classic problem in machine learning and computational geometry. In the popular k-means formulation, one is given an integer k and a set of n data points X ⊂ R m . k is the number of cluster centers. The goal is to choose k centers C to minimize the sum of the squared distances between each point and its closest center.
Solving this problem is NP-hard, even with just two clusters [16] , however Lloyd [17] proposed a local search solution 25 years ago that is still widely used today.
In this section, we formally define the k-means clustering method, the KKZ clustering method and the kmeans++ clustering method.
A. k-means clustering method
The k-means clustering method is simple and fast and locally improves the centers of mass of clusters. It works as follows.
. . , k}, set the cluster c i to be the set of points in X that are closer to c i than they are to c j for all j ̸ = i. 3) For each i ∈ {1, . . . , k}, set c i to be the center of the mass of all the points in a set C i of cluster i:
Repeat steps 2) and 3) until c i no longer changes. It is standard practice to uniformly choose the initial centers at random from X. For Step 2), the ties may be arbitrarily broken, as long as the method is consistent.
Steps 2) and 3) are both guaranteed to decrease ϕ; therefore, the method makes local improvements to an arbitrary cluster until it is no longer possible to do so.
The k-means method is attractive in practice because it is simple and generally fast. Unfortunately, it is guaranteed only to find a local optimum, which can often be quite poor.
B. KKZ clustering method
The KKZ method was proposed by Katsavounidis et al. [18] . This method calculates the entire distance among the data and finds the data with a wide distance. The data are selected as the initial cluster centers. At any given time, let D(x) denote the shortest distance from a data point x to the closest center we have already chosen. Then, the following clustering method is defined as the KKZ clustering method [18] . 1a) Choose initial centers c 1 and c 2 . The distance between c 1 and c 2 is the widest of all distance between a data point and the other data point ( Figure 2 ). 1b) For all data, D(x j ), j ∈ {1, · · · , n} are calculated ( Figure 3 ). The KKZ method is attractive in practice because it is simple for decision of unique initial centers. However, the KKZ method sometimes find bad clusters because unfortunately it depends on outlier data points.
C. k-means++ clustering method
The k-means method begins with an arbitrary set of cluster centers. k-means++ clustering proposes specifically choosing these centers. At any given time, let D(x) denote the shortest distance from a data point x to the closest center we have already chosen. Then, the following clustering method is defined as the k-means++ clustering method [19] . 1a) Choose an initial center c 1 uniformly at random from X. 1b) For all data, D(x j ); j ∈ {1, · · · , n} are calculated ( Figure 3 ). 1c) Randomly generate a real value L satisfying the following equation.
1d) Choose the next center c i , selecting the c i = x j with satisfying the following equation ( Figure 5 ).
W III. PROPOSED METHOD This section describes a problem with the k-means and the k-means++ clustering methods. Then, we propose a k-means combined with an Independent Component Analysis (ICA) [20] , [21] , [22] based seeding method.
A. Problem for k-means and k-means++ clustering methods
We have six data points, which consist of x i (i =1, . . . , 6) and these points are divided into two clusters. Figure 6 shows these six data points.
In addition, Figure 7 shows the global optimal clustering result for these six data points. The first cluster consists of {x 1 , x 2 , x 4 , x 5 } and the other consists of {x 3 , x 6 }. We assume that most of clustering methods can find the global optimal clusters. However, the k-means clustering method generates bad clusters if x 2 and x 5 are chosen as the initial c 1 and c 2 cluster centers. Figure 8 shows the local optimal clusters, which are bad clusters. The k-means++ clustering method was developed to avoid this bad clustering.
However, the k-means++ clustering method sometimes generates bad clusters because it depends on the choice of the initial center c 1 . The initial center c 1 is chosen uniformly at random from X. 
B. k-means combined with ICA based seeding method
The k-means clustering method begins with an arbitrary set of cluster centers. The k-means++ clustering method begins with a small arbitrary set of cluster centers. As stated above, we propose a method for specifically choosing these centers. At any given time, we can obtain independent components (ICs) from given data X. Then, we define the following seeding method. Figure 10 ). Steps 2)-4) proceed in the same way as with the standard k-means clustering method. Figure 11 shows the concept of the k-means clustering method combined with the ICA based seeding method. In the figure 11, IC 1 and IC 2 denote independent components. The each independent component may become an initial seed to generate the global optimal clustering case. 
IV. EXPERIMENTAL CONDITION
To evaluate the k-means clustering method, KZZ method, k-means++ clustering method and proposed method in practice, we implemented and tested them in matlab. In this section, we briefly explain about the data sets that were used for the experiments, the evaluation metrics in the experiments, some compared seeding methods and the results of the experiments. We found that the k-means clustering method combined with the ICA based seeding method performed well in the experiments.
A. Data sets
We evaluated the performance of the k-means clustering method, KKZ method, k-means++ clustering method, and the proposed method using on two kinds of data sets. One contained a small amount of data and the other a large data. The small data set consisted of the UCI Machine Learning repository and Open Directory Project(ODP) Web corpus. The large data set consisted of the CLUTO data sets.
1) UCI Machine Learning repository:
The UCI Machine Learning repository had four data sets in our experiments. The first data set, iris, consisted of 50 samples from each of three species of Iris (Iris setosa, Iris virginica, and Iris versicolor). The second data set, wine, contained the results of a chemical analysis on wines produced in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of the three types of wine. The third data set, soybean-small, was for diagnosing four soybean diseases. The data set consisted of 47 samples and 35 attributes. The fourth data set, breast-cancer, contained diagnosis results of breast cancer. The data set consisted of 683 samples and 9 attributes. Table I lists the numbers of samples, the numbers of attributes and the numbers of clusters in the data sets used in our experiments.
2) ODP corpus data: We used the ODP Web corpus data set for our test experiment. The ODP Web corpus was extracted from the Open Directory Project 1 by ourselves. We selected twelve subdirectories from the "Science" top directory, and downloaded top pages of the web sites listed in each directory. We removed tags and stopwords from the pages, and stemmed each word. The summary of each directory is listed in Table I . We treated each directory as a target cluster, and made four datasets using those clusters. Table II lists the number of samples, the number of attributes, and the number of directories of the data sets used in our experiments.
3) CLUTO data sets: CLUTO 2 is a software package for clustering low-and high-dimensional datasets and for analyzing the characteristics of various clusters. In our experiments, seven CLUTO data sets were adopted. The seven CLUTO data sets are tr11, tr12, tr31, tr41, tr45, k1b, and re1. data sets including the number of samples, the number of attributes and the number of clusters.
B. Evaluation Metrics
We used normalized mutual information as a metric to evaluate the qualities of the clustering outputs from the different methods. The normalized mutual information measures the consistency of the clustering output compared to the ground truth. It reaches a maximum value of 1 only if the membership ϕ c perfectly matches ϕ g and a minimum of zero if the assignments of ϕ c and ϕ g are independent. The membership function ϕ c (x) is the mapping of a point x to one of the k clusters. The membership ϕ g (x) represents the true cluster label for x. Formally, the normalized mutual information is derived using the following equation
where M I(ϕ g , ϕ c ) denotes the next equation
H(ϕ g ) comes from the following equation
and H(ϕ c ) denotes the next equation
The p g (i) is the percentage of points in cluster i based on the ground truth, i.e.
Similarly, p c (j) denotes the following equation
and p g,c (i, j) is the percentage of points that belong to cluster i in ϕ g and also cluster j in ϕ c , i.e.
The above defined metrics were used to evaluate the accuracy of the k-means clustering method, KKZ method, k-means++ clustering method and the proposed methods. 
C. Compared methods
In our experiments, we tried to compare the performance of our proposed methods with the performance of other methods. The other methods consist of the kmeans clustering method, KKZ method, and k-means++ clustering method (See section II). Our proposed methods are based on a k-means combined with an ICA based seeding method and k-means combined with a PCA [23] based seeding method. k-means combined with ICA based seeding method was explained in Section III. Now, we briefly explain the k-means combined with a PCA based seeding method.
At any given time, we can obtain principal components (PCs) from the given data x. Then, we define the following seeding method. 1a) Extract k principal components PC 1 , . . . , PC k from given data X (Figure 12 ). Figure 13 ). Steps 2)-4) proceed in the same way as with the standard k-means clustering method. Figure 14 shows the concept of the k-means clustering method combined with a PCA based seeding method.
V. EXPERIMENTS
This section discusses some of the experimental results under the above experimental condition.
A. Experimental results for small data sets
The k-means and k-means++ clustering methods were executed 100 times using different initializations over all four data sets from the UCI repository 3 . In our experiments, the Euclid distance was used as a similarity measure when the k-means clustering method was applied to the UCI repository. The KKZ method and the proposed method were executed only one time because a unique initial seeding can be set up. Table IV lists the experimental results for the iris data set. Table V lists the experimental results for the wine data set. Table  VI lists the experimental results for the soybean-small data set. Table VII lists the experimental results for the breast-cancer data set. Tables IV, V , VI, and VII have an averaged NMI, a maximum NMI, a minimum NMI, and a NMI when the clusters achieved minimum variance. In IV, V, and VII tables, the NMIs of our proposed method are the same as the maximum NMIs of the kmeans clustering method and the k-means++ clustering method. The NMIs of our proposed methods are achieved by using only one initial seeding. Therefore, IV, V, and VII tables show that the proposed method outperforms both the k-means clustering method and the k-means++ clustering method for the iris, wine, and breast-cancer data sets of the UCI repository. In IV and VII tables, the NMIs of the KKZ method are the same as the maximum NMIs of the k-means clustering method and the k-means++ clustering method. The NMIs of the KKZ method are achieved by using only one initial seeding. Therefore, the IV and VII tables also show that the KKZ method outperforms both the kmeans clustering method and the k-means++ clustering method for the iris and breast-cancer data sets of the UCI repository. However the V table shows that the performance of the KKZ method is the worst among the compared methods in our experiments.
We generally cannot provide true cluster data. Having a NMI with minimum variance is the most important issue for real-world applications. Table VI shows that the NMIs of our proposed method are the same as the NMIs of the k-means clustering method and k-means++ clustering method when the clusters achieved minimum variance. This situation shows that the performance of our proposed method is the same as the performance of the k-means clustering method and the k-means++ clustering method for the soybean-small data set. And the NMI with minimum variance is achieved by using only one initial seeding.
In our experiments, the k-means clustering and kmeans++ clustering methods run 100 times using different initializations for the ODP Web corpus data set. The proposed method runs only one time because it can set up a unique initial seeding. Table II lists the experimental results of the ODP Web corpus data set. When the kmeans clustering method was applied to an ODP corpus, the cosine distance was used as a similarity measure in our experiments. The KKZ method and the proposed method were executed only one time because they can set up a unique initial seeding. Table VIII shows that the NMI of our proposed method is better than the NMI of the k-means clustering and k-means++ clustering methods when the clusters achieved a minimum variance for the ODP Web corpus data set. Table VIII shows that the NMI of the proposed method was 0.638. This value is better than the maximum NMI of the k-means clustering method and the maximum NMI of k-means++ clustering method. In addition, the NMI of the proposed method is better than the NMI of the KKZ method and the NMI of PCA based method. Therefore, Table II shows that the proposed method outperforms the k-means clustering method, k-means++ clustering method, KKZ method and PCA based method for the ODP Web corpus data set. In addition, the best NMI is achieved by using only one initial seeding.
B. Experimental results for large data sets
The k-means and k-means++ clustering methods were executed 100 times using different initializations for all seven data sets from the CLUTO data sets. In our experiments, the cosine distance was used as a similarity measure when k-means clustering method was applied to CLUTO data sets. KKZ method and the proposed method were executed only one time because they could set up a unique initial seeding. Table IX lists the experimental results for the seven CLUTO data sets.
It is difficult to understand aspects of performance of compared methods from table IX. Therefore, we would now like to introduce the ratio between the number of attributes and the number of samples. We could order the results from the CLUTO data sets by using the value of the ratio. Table X 
The NMIs of the k-means and k-means++ are NMIs with the minimum variance in table IX.
When the ratio is smaller than 10.00, table X shows that shows the performance the proposed method based on ICA is better than the performance of the k-means clustering method, k-means++ clustering method and KKZ method. In other words, the NMIs of the proposed method is better than the NMIs of the k-means clustering method, k-means++ clustering method and KKZ method for k1b, tr41 and re1 CLUTO data sets. However, when the ratio is larger than 10.00, the performance of the proposed method based on ICA is not better than the performances of the k-means clustering method, kmeans++ clustering method and KKZ method in table X. In other words, the NMIs of the proposed method are not better than the NMIs of k-means clustering method, k-means++ clustering method, and KKZ method for tr12, tr11, tr45, and tr31 CLUTO data sets. When the ratio is larger than 10.00, the number of attributes is much larger than the number of samples and it is difficult to find stable independent components. Therefore, the proposed method with ICA may not be able to perform well. 
C. Computational costs
Next, we explain the computational cost of the proposed method from an experimental point of view. In our experiments, we used a Windows Vista 32 bit machine that has an Intel Core 2 Duo E8600 3.34 GHz and 4 GB memory. Table XI lists computational times of four UCI repository data sets.
We can find from this table that the computational time of the proposed method is larger than the computational time of the k-means clustering method for the four UCI repository data sets. The k-means clustering method was executed 100 times using different initializations for all four data sets of the UCI repository. Table XII lists computational times of the tr45 CLUTO data set. We can find from this table that the computational time of the proposed method is smaller than the computational time of the k-means clustering method for a CLUTO data set. The k-means clustering method was executed 100 times using different initializations for all four data sets of the UCI repository. In other words, the computational time of the proposed method is smaller than the computational time of the k-means-clustering method for large data sets that contain many attributes. Generally, the Web contains a lot of documents with many attributes. Therefore, the proposed method is useful for the Web.
VI. CONCLUSION
We proposed a method that combines the k-means clustering method with an Independent Component Analysis based seeding method and a Principal Component Analysis based seeding method, and compared the performances of the proposed method with the performance of the standard k-means clustering method, k-mean++ clustering method, and k-means clustering method with a KKZ seeding method.
From our experimental results for small data sets (UCI repository data sets), our proposed method performed the same as or better than the standard k-means clustering method, k-means++ clustering method, and k-means clustering method with a KKZ seeding method.
From our experimental results for large data sets(CLUTO data sets), our proposed method based on ICA performed better than the standard k-means clustering method, k-means++ clustering method, and k-means clustering method with a KKZ seeding method when the ratio between the number of attributes and the number of samples is smaller than 10.00. When the ratio between the number of attributes and the number of samples is larger than 10.00, our proposed method based on ICA did not perform better than the standard k-means clustering method, k-means++ clustering method, or k-means clustering method with a KKZ seeding method. Generally, the Web has a lot of documents and the ratio between the number of attributes and the number of samples is small. Therefore, the proposed method is useful for the Web. For our future work, we plan to theoretically analyze the computational cost of the proposed method, and to conduct research on how to decide the number of clusters based on the observed data distribution. His research interests are in the design of intelligent interaction including Human-Agent Interaction, intelligent Web interaction and interactive machine learning. He is a member of IEEE, AAAI, ACM, JSAI, IPSJ and HIS.
