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SUMMARY
Tomography is like a photograph that was taken by a camera with blurred and defective lenses
that deform the shapes and colours of objects. Reporting quantitative parameters derived from
tomographic inversion is not always adequate because tomographic results are often strongly
biased. To quantify the results of tomographic inversion, we propose a forward modelling
and tomographic inversion (FM&TI) approach that aims to find a more realistic solution than
conventional tomographic inversion. The FM&TI scheme is based on the assumption that if
two tomograms derived from the inversion of observed and synthetic data are identical, the
synthetic structure may appear to be closer to the real unknown structure in the ground than the
inversion result. However, the manual design of the synthetic velocity distribution is usually
time-consuming and ambiguous. In this study, we propose an approach that automatically
searches for a probabilistic model. In this approach, a synthetic model is iteratively updated
while taking into account the bias of the model in previous stages of the FM&TI performance.
Here, we present an example of synthetic modelling and real data processing for an active
source refraction data set corresponding to a marine profile across the subduction zone in
Chile at about 32◦S latitude. A key feature of the model is a low-velocity channel above the
subducted oceanic crust, whichwas defined in the syntheticmodel and expected in the real case.
The conventional first arrival traveltime tomography was barely able to resolve this channel.
However, after several iterations of the FM&TI modelling, we succeeded in reconstructing
this channel clearly. In the paper, we briefly discuss the nature of this low-velocity subduction
channel, and we compare the results with other studies.
Key words: Controlled source seismology; Seismic tomography; Wave propagation; Sub-
duction zone processes.
INTRODUCTION
Traveltime seismic tomography (we call it in the paper conventional
tomography) is a method, which is widely used in different basic
and applied studies on scales from first metres to the entire Earth.
Tomographic inversion is like a photograph that was taken by a
camera with blurred and defective lenses that deform the shapes
and colours of objects. Some of basic reasons for the bias in the
solutions in tomographic inversion are listed below.
1. In most seismic tomographic studies, the illumination of the
studied objects suffers from incomplete angular coverage, which
causes smearing and biases the retrieved anomalies (e.g. Nielsen &
Jacobsen 1996).
2. The amplitudes of the seismic anomalies computed in tomo-
graphic inversion are usually difficult to estimate unambiguously.
If the data are noisy, the solution should be stabilized by increasing
the damping in the inversion (e.g. Nolet 1985). The damping causes
a decrease in the amplitude of the solution, and it may appear much
lower than in reality (e.g. Trampert & van der Hilst 2005).
3. Due to inhomogeneous ray coverage, one damping value can
cause over- and underestimated amplitudes in different parts of the
study area (e.g. Trampert & Snieder 1996).
4. The inversion is based on rays with unknown paths, which de-
pend on an unknown velocity distribution. This causes non-linearity,
which may also affect the solution (e.g. Nolet 1987). Low-velocity
anomalies, in particular, are usually underestimated because seis-
mic rays tend to avoid them, while high-velocity patterns appear to
be larger than in reality (e.g. Spakman 1993).
5. First arrival traveltime tomography usually provides contin-
uous velocity–depth distributions, while in nature, major velocity
changes often occur on first-order interfaces.
These fundamental problems exist in any seismic tomographic
study to a larger or smaller extent regardless of the algorithm
used. Because of these and other problems, reporting quantitative
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parameters derived from tomographic inversion is usually not ade-
quate. To quantify the results of tomographic inversion, Koulakov
et al. (2010) proposed searching for a realistic solution based on a
forward modelling and tomographic inversion (FM&TI) approach.
This approach attempts to investigate the properties of the tomo-
graphic operator and to derive estimates for the quantitative values
of true structures. According to the FM&TI approach, a synthetic
model of a realistic configuration is created, and synthetic travel-
times are computed in the model based on the actual ray configura-
tion. These synthetic data are then inverted using identical inversion
parameters and a starting model, as in the case of real data inver-
sion. If the reconstructed velocity distribution is similar to the result
of the real data inversion, the synthetic model is closer to reality
than the inversion results. Koulakov et al. (2010) illustrated this
approach with different synthetic and real active source data sets
with first arrival times. This approach has also been used in passive
source studies on local (e.g. Koulakov et al. 2009a) and regional
(e.g. Koulakov et al. 2009b) scales and for teleseismic studies (e.g.
Koulakov et al. 2006).
The major problem presented by FM&TI is how to construct
the synthetic model. We provided a tool within the PROFIT code
(Koulakov et al. 2010), which allows the construction of various
models of any complexity using a set of polygons and polylines.
However, we admit that the process of the model design depends on
the experience of the researcher, and it is rather time consuming.
The ambiguity of the model construction makes a practical real-
ization of FM&TI problematic. This study provides an automatic
determination of the probabilistic velocity distribution based on an
iterative FM&TI procedure.
This approach will be illustrated using synthetic data correspond-
ing to a deep seismic sounding offshore profile in Chile at 32◦S
latitude. We will show that our new scheme allows the retrieval
of important features that are essential for a geodynamical inter-
pretation and that were not visible after conventional tomographic
processing of first arrival times.
FM&TI APPROACH
The FM&TI scheme is based on an assumption that if two tomo-
grams derived from an inversion of observed and synthetic data are
identical, the known synthetic structure should be similar to the un-
known structure in the real Earth. Koulakov et al. (2010) provided
several examples of the realization of this scheme for different real
and synthetic models. They manually adjusted synthetic models
defined by a set of polygons and lines to achieve the maximum sim-
ilarity between reconstructed real and synthetic models. However,
this procedure is fairly time consuming, it strongly depends on the
subjectivism of the researcher who designs the model, and it does
not always provide a satisfactory solution.
Here, we propose a way to make this procedure automatic. We
present an algorithm that is based on an iterative automatic adjust-
ment of a synthetic model as schematically illustrated in Fig. 1. At
the initial stage, we perform the inversion of real data using a to-
mographic code. When performing the tomographic inversion, we
look for optimal starting velocities, which provide minimum time
residuals and estimate reasonable values for the damping param-
eters. In the first stage of FM&TI, we take the result of the real
data inversion (Rreal) as a synthetic model (M1). Then we compute
the synthetic traveltimes and perturb them with realistic noise. Note
that the basic assumption of the FM&TI approach is valid only if the
synthetic noise is adequate and it provides same variance reduction
in the real and synthetic cases For these synthetic data we perform a
full tomographic inversion using the exact same parameters and the
same reference model as in the case of a real data inversion. At this
stage, we can estimate the properties of the tomography operator
and how it biases the solution. In a scheme presented in Fig. 1, the
anomaly of 10 per cent is reduced to 7 per cent and –7 per cent is
reduced to –4 per cent. These values are lower than in the real data
result, Rreal. Thus, the perturbations in the synthetic model should
be increased. According to this assumption, the synthetic model in
the second iteration,M2, is computed as:
M2 = M1 + (Rreal − R1). (1)
At the second stage, the anomalies with amplitudes of 13 and
–10 per cent are reconstructed as 9.5 per cent and –7.5 per cent,
which appear to be closer to Rreal. For the next iterations (n), we
update the synthetic model as:
Mn = Mn−1 + (Rreal − Rn−1). (2)
Normally, this procedure should converge to a model for which
the reconstruction, Rn, is identical to Rreal. When the norm of Rreal –
Rn becomes smaller than a predefined value, we can stop our itera-
tions. However, in practice this scheme may fail, for example, when
the damping is insufficient. In this case, we recommend increasing
the inversion damping.
To perform the tomographic inversions and ray tracing in this
study, we use the PROFIT code, which is freely available online
(www.ivan-art.com/science/PROFIT). This code is described in de-
tail in Koulakov et al. (2010) and in supporting text materials pro-
vided together with the online version of the code. The FM&TI
scheme can be easily programmed and implemented for any other
existing tomography code.
SYNTHETIC MODELL ING
We designed a synthetic model (shown in Fig. 2) that represents a
realistic situation corresponding to the Chilean subduction zone. In
this model, a key feature is a low-velocity channel in the coupling
zone between the subducting slab and the overriding plate with ve-
locities varied from 4 to 4.87 km s−1. This object is fairly difficult to
detect by seismic tomography because seismic rays avoid this sharp
low-velocity anomaly, and they do not provide much information
about it. As will be shown, a conventional tomographic inversion,
though iteratively non-linear, is unable to provide a clear image for
this feature.
The source-receiver pairs for the synthetic data set and
bathymetry are taken from a real active source experiment (2545
traveltimes), which is described in next section and in a separate pa-
per by Kopp et al. (in preparation). The synthetic traveltimes were
computed by the bending ray tracing algorithm, which is part of the
PROFIT code (Koulakov et al. 2010). The ray paths corresponding
to the 1/3 subset of the entire data used for modelling are presented
in the lower plot in Fig. 2. After computing the synthetic data set,
the ‘true’ model was ‘forgotten’, and these data were processed in
exactly the same way as the observed data of a real experiment.
The synthetic traveltimes were perturbed with noise. In cases of
active seismic schemes with densely distributed sources, the travel-
times are picked along the entire phase branches in the wave field.
Therefore if there is any phasemisidentification in real data process-
ing, similar picking error may take place in several neighbouring
traces. In this case, applying randomly distributed errors to each
individual traveltime, as in cases of passive schemes, is not appro-
priate. In our algorithm, the noise is randomly generated for each
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Figure 1. Schematic representation of the iterative FM&TI approach. FM is forward modelling (ray tracing); and TI is tomographic inversion. The percentages
in the ‘blue’ and ‘red’ patterns are hypothetical examples of seismic anomaly amplitudes that are given to facilitate the explanation of the algorithm in the text.
of N successive picks (N is a predefined interval which reflects
the coherency of data). Between these picks the values of noise
are computed by linear interpolation. The basic noise values cor-
respond to a predefined statistical distribution (e.g. Gaussian ‘hat’)
with a predefined average value. For the presented synthetic model
we applied the interval, N = 10, and average noise equal to 0.05 s.
The maximal outlier in the data set reached 0.3 s.
The results of the iterative FM&TI processing are shown in Fig. 3.
The upper row corresponds to the initial stage of the conventional
tomographic inversion of ‘real data’ (i.e. the synthetic data forwhich
the true model was ‘forgotten’) by the iterative tomographic code
PROFIT. At this stage, we performed several trials with different
starting models and inversion parameters to achieve the best data
fit. We paid special attention to tuning the coefficients of amplitude
damping and smoothing. For the best model they were equal to
Wam = 0.8 and Wsm = 1.0. The estimated 2-D starting model is
presented in Plot A0. The resulting velocity distribution after five
iterations of conventional tomographic inversion is shown in Plot
A2. As can be seen in this model, we see hardly any presence of the
low-velocity channel, which is probably caused by insufficient ray
coverage and non-linear effects.
At first stage of FM&TI, we take the result of ‘real’ data inversion
as a syntheticmodel (Plot B1).We compute the synthetic traveltimes
using a 2-Dbending algorithmand perturb themwith synthetic noise
with 0.05 s of average magnitude. Then we perform the inversion
with the identical parameters and reference model as in the case
of the ‘real’ inversion. The result of the reconstruction, which are
shown in Plot B1, appears to be smoother than the ‘real’ data result.
Furthermore, as seen in Plot C1, when representing the difference
of the reconstruction results in ‘real’ (Plot B0) and ‘synthetic’ (Plot
B1) cases, the retrieved anomalies are strongly biased. This bias
characterizes the properties of the tomographic operator (the photo
camera with deformed lenses), which can be then used to correct
the solution. The standard deviation of the differential model after
the first FM&TI stage is 0.07347 km s−1 (Table 1).
In the next stage, we create a new synthetic model (Plot A2)
using formula (2), and we again repeat the forward modelling and
inversion. We see that at this stage the difference between Plots B0
and B2 is smaller than in the first iteration (see Table 1). These
stages are performed iteratively several times. We see that in each
stage, the difference gradually increases. In the fifth and final stage,
the reconstruction (Plot B5) is almost identical to the ‘real’ data
inversion (Plot B0), which means that the synthetic model in Plot
A5 may adequately represent the ‘real’ velocity distribution in the
Earth. The standard deviation of the differential model after the fifth
FM&TI stage is 0.03211 km s−1.
Next, we can compare the derived velocity distributions with the
true model shown in Fig. 2. We see that after five FM&TI stages,
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Figure 3. Stages of the iterative FM&TI reconstruction of the synthetic model presented in Figure 2. The upper row corresponds to the conventional
tomographic inversion: A0 is the starting model, B0 is the result of tomographic inversion. The other plots represent the first to fifth stages of the FM&TI
modelling. Plots in left column (A1–A5) represent synthetic models in the corresponding FM&TI stages; plots in central column (B1–B5) are the tomographic
reconstructions of these models; and plots in right column (C1–C5) are the differences between these reconstructions and the ‘real’ data inversion (plot B0).
Table 1. Standard deviation of the velocity model differences (in km s–1) corre-
sponding to column C in Figs 3 and 4
FM&TI iterations 1 2 3 4 5
Synthetic model in Fig. 3 0.07347 0.05237 0.04362 0.03812 0.03211
Real model in Fig. 4 0.08599 0.06085 0.05304 0.04526 0.04070
the model in Plot A5 clearly reveals the location of the low-velocity
body in the subduction channel that was not seen in the result of
the conventional tomographic inversion (Plot B0). This test shows
that the FM&TI approach retrieves structures more accurately than
conventional tomography and that it can be used to process real
observations.
REAL DATA PROCESS ING
In this paper, which is mainly oriented toward presenting a new
methodology, we show only one example of real data processing.
Here, we consider a data set that corresponds to the offshore active
source profiling experiment performed across the subduction zone
in Chile at a latitude of about 32◦S. The data from the airgun shots on
the surface of the sea along the profile were recorded by 21 bottom
seismometers and three land seismic stations. In total, we used
nearly 3000 picks. The configuration of rays corresponding to these
source–receiver pairs is shown in Fig. 2. Further details about the
experiment conditions can be found in Kopp et al. (in preparation).
For the real data, we performed the same procedure, which is
described in previous section, for the reconstruction of the synthetic
model. The results of the modelling for this case are shown in Fig. 4.
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Figure 4. Stages of iterative FM&TI processing of a real data set corresponding to an active source refraction seismic profile in central Chile. The upper row
corresponds to the conventional tomographic inversion. The plots in rows B, C and D represent the first, second and fifth stages of the FM&TI modelling. Plots
B1, C1 and D1 are the synthetic model at the corresponding iterations; plots B2, C2 and D2 are the tomographic reconstructions of these models; and plots
B3, C3 and D3 are the differences between these reconstructions and the real data inversion (plot A2).
At the initial step of the conventional tomographic inversion, we
obtained a model (Plot B0) that was rather typical for these kinds
of sections across the subduction zone. Similar to a number of
previous studies (e.g. Sallares&Ranero 2005),we observed the high
velocity plate with relatively thin crust without any sedimentary
cover in the oceanic side of the section. In the continental part,
we observed a thicker crust covered with sediments. Just behind
the trench, we see a large low-velocity body, which corresponds
to the accretionary wedge. However, almost no signature of a low-
velocity subduction channel is seen in the result of the conventional
tomography inversion.
These data were additionally processed according to the iterative
FM&TI approach. The results of the first to fifth stages are shown
in rows 2–6 in Fig. 4. It is seen that in first iteration, the resulting
model (Plot B1) was strongly biased in respect to real data result
(Plot B0). The maximal difference, which can be seen in Plot C1
reached 0.3 km s−1 and more. However, this difference gradually
decreased in next stages. As seen in Table 1, standard deviation of
the differential model reduces from 0.8599 to 0.04070 km s−1. After
five FM&TI stages, the model converged to the distribution that is
shown in Plot B5. The reconstruction result appears to be close to
the real data result (see the differences in Plot C5).
To explore the effect of the starting model upon the result of to-
mographic inversion and FM&TImodelling we performed the same
steps based on other referencemodels. Fig. 5 shows the result for the
1-D starting model presented in Plot A. The result of tomographic
inversion (Plot B) can be compared with the corresponding result
in the main model (Fig. 4, Plot B0). We see that in the central part
where the ray coverage is rather good these models are similar. The
major difference is observed in the right side of the model where
rays from different stations do not cross each other, and the final
velocity seems to be strongly affected by the starting model. Partly
C© 2011 The Authors, GJI, 186, 349–358
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Figure 5. Results of tomographic inversion and FM&TI modelling for the 1-D starting model for real data, same as presented in Fig. 4. Panel (a) is the starting
velocity distribution; panel (b) is the result of tomographic inversion and panel (c) is the best synthetic model obtained after five stages of FM&TI modelling.
this problem was solved after the iterative FM&TI modelling. The
model obtained after five FM&TI steps based on the 1-D model is
shown in Fig. 5(c). It can be compared with the corresponding result
based on the best 2-D reference model shown in Fig. 4, Plot A5. We
see that the main patterns including low-velocity anomaly above the
subducting plate are reconstructed similarly in both cases. This test
shows that this approach is fairly robust toward the changes in the
reference model.
When performing the FM&TI modelling, the synthetic times are
perturbed with random noise. The algorithm of the noise definition
is described in previous section. It is important that the noise values
change continuously along the traveltime curves along some seg-
ments of fixed length. We can control the coherency of noise (length
of segments) and its average magnitude. In Fig. 6 we present curves
of standard deviations of the residuals for tomographic inversions of
real and corresponding synthetic datawith different startingmodels,
damping coefficients and noise level. Zero iteration corresponds to
tracing in the starting model, while fourth iteration represents the
tracing result in the velocity model after the fourth iteration (after
inversion in the final fifth iteration, the ray tracing was not per-
formed).
The values of standard deviations of the residuals for the cases
of real data inversions with the 2-D and 1-D starting models (same
as shown in Figs 4 and 5) are represented in Fig. 6 by solid green
and violet lines. It can be seen that initially the 1-D model pro-
vides almost 1.5 times larger residuals than the starting 2-D model.
However, after two iterations, the differences between the residual
misfits become much smaller. In further iterations this difference
remains almost unchanged. This test shows that, although the 1-D
and 2-D models provide similar inversion results, the using of the
2-Dmodel is more preferable as it enables better data fit at the initial
and final stages.
The effect of dampingwas explored for the inversionwith the 2-D
starting model. The variance reductions corresponding to stronger
and weaker damping values are represented by red and green curves
in Fig. 6. In this cases we change similarly the coefficients for
amplitude damping (Wam = 1.6 and Wam = 2.2) and smoothing
(Wsm = 1.6 and Wsm = 2.2). It can be seen that the inversion with
Figure 6. Values of standard deviation of residuals during four iterations
of tomographic inversion for real data (solid lines) and corresponding syn-
thetic models estimated after five FM&TI stages (dotted line). Zero iteration
corresponds to the results of tracing in starting models. Different colours
represent examples of three trials with different starting models, noise levels
and damping coefficients (the corresponding values are given in inset).
smaller damping (green solid curve) leads faster to the solution
with smaller misfit. At the same time, we found that the similar
solutions are obtained for the cases of weak damping with fewer
numbers of iterations and for strong damping with many iterations.
As these parameters affect similarly the solutions, in most our trials
we fixed the number of iterations at five (as a compromise between
C© 2011 The Authors, GJI, 186, 349–358
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calculation speed and reduction of the non-linear effect) and tuned
the properties of the solution by the damping coefficients.
When performing the FM&TI modelling it is important to ap-
ply the realistic noise so that the curves of the residual norms
appear to be similar in cases of real and synthetic data inversions.
Dotted lines in Fig. 6 represent variance reduction curves for dif-
ferent synthetic models obtained after five FM&TI stages. In these
cases the level of noise was different. For the case of the 1-D start-
ing model (violet lines) the average noise magnitude was equal to
0.05 s. Looking at the curve of the residual standard deviation, we
see that this value appears to be underestimated: the final data fit for
the synthetic model is about 0.04 s smaller than in the case of real
data. For the case of 2-D starting model with strong damping (red
lines), the noise 0.17 s magnitude looks appropriate, as providing
the best fit in the final iteration. However, in first iterations the misfit
between synthetic and real data is rather large. We prefer the noise
0.2 s which provides the minimal misfit along the entire variance
reduction curve in all iterations for the models depicted by green
lines. This case is presented as the main result of this study in Fig. 4.
For the presented profile, we claim that the synthetic model ob-
tained after five FM&TI stages shown in Plot A5 in Fig. 4 was more
realistic than the result of the real data inversion shown in Plot B0.
In further discussions, we will use these synthetic models as the
main results of our tomographic modelling. In this resulting model,
we observe rather clearly the presence of a low-velocity channel
that dips along the subducting plate. The velocity inside this chan-
nel is about 4.4–4.9 km s−1 while in the overlying layer it reaches
5.4 km s−1. A quite similar feature was obtained in the synthetic
modelling shown in Fig. 3.
DISCUSS ION
Advantages and problems of the FM&TI approach
In the case to conventional tomographic inversion the forward op-
erator, F, transforms the space of the model, M , to the space of
traveltimes T : F(M) = T. The spaces M and T are different in
dimensions and properties, and the transformation F is rather com-
plex. For example, a time anomaly can be attributed to velocity
variations in the model in any place around the corresponding ray
path. In a case of incomplete ray coverage, the inverse operator F−1
appears to be poorly determined and ill-posed (e.g. Tikhonov &
Arsenin 1979).
The FM&TI optimization is based on an operator G which trans-
forms the model space M1 to another model space M2: G(M1) =
M2. It is important that these two spaces have the same dimensions
and similar properties. In particular, we can predict that changes in
one point of M1 will probably cause proportional changes in the
same location of the M2 space. This make the modelling results
more robust than in the case of tomographic inversion.
At the same time, we should keep in mind that the problem
of non-uniqueness may appear rather serious in the case of G−1-
operator, similarly as well known non-uniqueness for the F−1 op-
erator (e.g. Deal & Nolet 1996). If we further continue the FM&TI
stages, the reconstruction results remain unchanged while the am-
plitudes of patterns in the synthetic models may vary to a great
extent, especially for small-scale and marginal patterns. In a case if
G(M1 + M1) ∼ G(M1), the variation M1 is in the null-space
and it cannot be resolved by the inverse operator. This problem
is seen in results of FM&TI modelling for the real data (Fig. 4).
We stop our calculations after fifth stage, although the difference
between the reconstructed models (Plot C5) is still considerable.
When we further continue the calculations, this difference does not
change anymore. The synthetic model becomes more and more het-
erogeneous, while the reconstruction result remains unchanged. It
means that these anomalies are in the null-space, and changing the
model to their values produces equivalent models for the G oper-
ator. The problem of the null-space equivalence should be taken
into account when defining the number of the FM&TI stages: while
updating the model does not cause any change in differential model,
the calculations should stop.
Similar problem of the non-uniqueness takes place while using
the inverse tomographic operator M = F−1(T). The advantage of
the FM&TI approach compared to conventional tomography is that
it indicates exactly the location of the model null-space features,
for which changes of the model M1 does not cause any changes
in M2. The results in these areas should be interpreted with pru-
dence. In our case it means that the low-velocity anomaly in the
subduction channel below 10 km depth at 140–150 km distance is
not resolved robustly. We see that this feature is resolved differently
in two presented trials in Figs 4 and 5.
Interpretation of the resulting model
Although this paper is rather methodological, we would like to
provide short discussion on the nature of the discovered structures
along the considered profile in Chile at about 32◦ latitude. The ob-
tained low velocity anomaly can be explained by the presence of a
channel in the contact between the subducting oceanic lithosphere
and the overriding plate which has been actively discussed in many
different studies. Scholl et al., (1977) gave the definition of the
subduction channel as a poorly consolidated, fluid-rich layer that is
structurally squeezed between upper and lower plates in subduction
zones. Similar definitions were given in other later studies sup-
ported by different geophysical observations (e.g. Shreve & Cloos
1986). The subduction channel is constituted by the oceanic and
continental sediments cumulated in the trench that are dragged with
the downgoing plate beneath the margin. It can also include debris
from the overriding plate. A good description of the seismic charac-
terization of a subduction channel in South America can be found
in Calahorrano et al. (2008).
There is much evidence for the existence of this strongly de-
formed zone beneath northern Andes based on geological (e.g.
Vannucchi et al. 2008) and geophysical observations (e.g. Sallares
& Ranero 2005; Ranero & von Huene 2000) and numerical (e.g.
Babeyko & Sobolev 2008) and physical modelling (e.g. Kukowski
&Onken 2006). The existence of fluids in this channel is considered
one of the major parameters that control the processes in subduction
zones (e.g. Le Pichon et al. 1993). Another Chilean profile, at about
23.5◦S latitude, was investigated by Von Huene & Ranero (2003)
and Sallares & Ranero (2005). These researchers discovered the
presence of high relief horst and graben structures on the top of the
subducting oceanic crust. These structures are assumed to generate a
strong abrasion and erosion of the overriding plate. Tectonic erosion
removesmaterial from the overriding plate and inputs it into the sub-
duction channel. The subduction erosion determines the properties
of the subduction channel and the regime of the entire subduction
system. This is a fundamental process in sediment-starved margins.
Basal erosion has been frequently associated to hydrofracturing of
the base of the overriding plate by fluids released from the subduc-
tion channel and the subducting crust (e.g. von Huene & Ranero
2003; Sallare`s & Ranero 2005). The trench axis along the Chilean
margin contains little detectable sediment, which is an important
C© 2011 The Authors, GJI, 186, 349–358
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Figure 7. Schematic interpretation of the velocity profile across the subduction zone in Chile at about 32◦S. Background is the velocity structure derived in
this study (Plot D1 in Fig. 4). Oceanic crust with originated from it debris is depicted by darker colour; overriding plate with corresponding debris is lighter.
Black arrows indicate migration of water along the subduction channel and its upward escape.
factor for very high friction rates in the subduction channel. These
factors have to intensify the erosion process.
We propose that a similar situation as for the profile studied by
Sallares & Ranero (2005) takes place for the case considered in this
study. A schematic interpretation of our velocity model is presented
in Fig. 7. We believe that the oceanic crust is strongly perturbed
by horst and graben structures, similarly to the case considered by
Sallares & Ranero (2005). Due to the lack of sediments in the trench
and a very high friction rate, the moving oceanic crust destroys the
overriding plate and is sheared off by itself. The debris originating
from the disintegration of the overriding and oceanic plates forms
a weakened zone along the subduction coupling. The thickness of
this layer is estimated to be about 1.5 km (Von Huene & Ranero
2003), although the upper limit of the disintegration zone is barely
detectable in reflection and refraction seismic studies. Von Huene
& Ranero (2003) claimed that this debris material in the subduction
channel includes about 30 per cent pores, which may entrain ocean
water downward along the subduction. Some of this water may
escape upward to the overriding continental crust, as shown by the
small arrows in Fig. 7.
Our model generally supports this scenario. We clearly see the
elongated low-velocity pattern, which can be interpreted as the
subduction channel filled with water-rich debris. However, in our
model, this channel seems to be thicker thanwhat has been estimated
by other authors who claim that thickness of this layer may vary
from a few hundreds of meters to a few kilometres (e.g. Von Huene
& Ranero 2003, Calahorrano et al. 2008). There may be several
reasons for such inconsistency. First, as was previously mentioned,
the upper limit of the subduction channel is difficult to detect by
seismic methods because the disintegration in the overriding plate
may occur in a continuous zone without clear limits. Second, this
channel may appear thicker because of the upward migration of
fluids from the channel to the overriding plate, which should also
cause a decrease in velocity. Third, as we see in synthetic modelling,
the algorithm does not have enough resolution to resolve 1.5-km-
thick patterns, making it look smeared and thicker in the resulting
images. To conclude this discussion, we claim that our result is
generally supported by the available information on the structure of
subduction complexes.
CONCLUS IONS
In this study, we proposed an iterative FM&TI approach that au-
tomatically searches for a realistic model. The main conclusion of
this study is that the proposed iterative FM&TI approach allows the
retrieval of much more realistic structures than conventional tomo-
graphic inversion. In the presented synthetic and real data examples,
we showed that only after applying several stages of the FM&TI
modelling were we able to reconstruct a low-velocity subduction
channel, which was barely visible in the results of the conventional
tomographic inversion.
The previous version of the FM&TI approach described in
Koulakov et al. (2010) did not provide a practical tool for con-
structing a probabilistic synthetic model. It was just stated that if
one would be able to built a model with similar reconstruction as in
the real case, this model would be close to the reality. But construct-
ing this model was almost a matter of art. It was very ambiguous and
technically difficult. In this paper we propose an approach which is
very simple and automatically bring us to the probabilistic solution.
The principle of this approach is rather simple and transparent, and
it can be easily programmed and implemented for any existing to-
mography code. We propose that this approach can be used for any
tomographic study at any scale for exploration, engineering and sci-
entific purposes. In particular, we believe that it can be suitable not
only for the first arrival time data sets as considered in this study, but
for many other tomographic schemes including refraction/reflection
schemes. It is important that any a priori information be included
in the synthetic model, if available. In particular, a synthetic model
can initially include known interfaces with sharp velocity contrasts.
Although this paper is rather methodological, we would like to
focus the reader’s attention to an exceptionally clear image of a low-
velocity subduction channel obtained for the considered profile in
Chile. This result is crucial for quantifying the processes in the
coupling area of the upper segment of the subduction zone. In
C© 2011 The Authors, GJI, 186, 349–358
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our opinion, it is important to revisit the existing data for other
subduction zones and to reprocess them using the iterative FM&TI
approach. It is possible that this will reveal some important features
that are not retrieved by conventional tomography inversions.
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