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摘要：为了增强智能机器人的人机交互性，探索了人类对图像的认知理解过程在 机 器 人 上 的 实 现 方 案．以 舞 蹈 机 器 人
作为研究对象，将舞蹈的视频信息作为输入，利用深度学习方法对视频中的人体姿态进行估计，得出人体的关键点位置
坐标；再利用机器人逆运动学计算求解得到机器人各关节角度值，调整下半身关节角度值来保持机器人的平衡．最终在
优必选Ａｌｐｈａ　ｅｂｏｔ人形机器人上进行了实验．结果表明该系统可通过分析ＲＧＢ图像对画面中的动作进行模仿，提高了
机器人舞蹈的灵活性与交互性．
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　　目前对 人 工 智 能 的 研 究 促 进 了 智 能 机 器 人 在 人
机交互方面的发展．如果能在智能机器人上构建视觉
感知 系 统，并 复 现 出 接 近 人 类 的 行 为 动 作，则 可 使 机
器人具有 一 定 的 动 作 模 仿 能 力．这 在 机 器 人 灵 活 作
业、儿童教 育、服 务 等 方 面 有 着 广 阔 的 应 用 前 景．其
中以动作模 仿 为 实 现 途 径 的 舞 蹈 机 器 人，由 其 能 够
通过机器视 觉 分 析 出 人 体 姿 态 进 而 模 仿 人 的 动 作，
从而不用预 先 编 制 动 作 指 令，具 有 动 作 序 列 的 记 录
功能和很强的交互性．
目前机器人舞蹈主要有以下几种实现途径：人机
合作的形式［１－２］；对人的动作进行模仿［３－４］；基于音乐特
征的动 作 生 成［５－６］；其 他 诸 如 基 于 强 化 学 习、遗 传 算
法、随机生成等动作生成方式［７－９］．其中基于动作模仿
的实现途径中，包括捕捉演示者的动作和再现该动作
这两 个 步 骤．对 于 演 示 者 的 动 作 捕 捉 这 个 关 键 环 节，
目前多是通过专业的动作捕捉系统完成的．这种动作
捕捉系 统 包 含 多 种 传 感 设 备，可 分 为３类：光 学 动 作
捕捉系统、惯性动作捕捉系统和基于计算机视觉的动
作捕捉系统．在机器人动作模仿及动 作 跟 随 等 领 域，
最常见的是利用Ｋｉｎｅｃｔ传感器 分 析 出 具 有 深 度 信 息
的人体骨架［１０－１１］．Ｋｉｎｅｃｔ属 于 第 三 类 动 作 捕 捉 系 统，
多个镜头构 成 深 度 感 应 器，可 以 通 过 计 算 机 视 觉 算
法计算出物 体 的 深 度 信 息．也 有 一 些 研 究 通 过 其 他
类型的 系 统 进 行 动 作 捕 捉，如 可 穿 戴 式 设 备 Ｘｓｅｎｓ
ＭＶＮ［１２］．然而Ｋｉｎｅｃｔ等 传 感 设 备 都 造 价 较 高，其 记
录的 数 据 形 式 也 比 较 特 殊，不 具 有 通 用 性．这 种 对 专
门的动作 捕 捉 设 备 的 依 赖，限 制 了 人 机 交 互 的 应 用
范围．
针对以上 对 动 作 捕 捉 设 备 的 依 赖 问 题，本 研 究
利用深度学 习 在 人 体 关 键 点 识 别 方 面 的 成 果，通 过
分 析 ＲＧＢ图 像 得 出 图 像 中 人 体 关 键 点 的 三 维 位 置
坐标．近几年 深 度 学 习 在 人 体 关 键 点 识 别 领 域 出 现
了许多优 秀 研 究 成 果［１３－１５］，而 对 于 三 维 的 关 键 点 坐
标识别，由于相关数据集 的 缺 乏，由 图 像 端 到 端 的 输
出三维坐标 值 的 方 式 尚 未 取 得 较 好 的 效 果．本 研 究
中先由图像 分 析 出 关 键 点 的 二 维 坐 标，再 建 立 一 个
回归网络，由 二 维 坐 标 值 回 归得到三维坐标值．在得
到位 置 坐 标 后，则 通 过 机 器 人 的 逆 运 动 学 求 解，得 到
机器 人 各 个 关 节 的 角 度 值．再 依 据 零 力 矩 点（ｚｅｒｏ
ｍｏｍｅｎｔ　ｐｏｉｎｔ，ＺＭＰ）准则［１６］对仿人机器人的下半身
关节角度进行约束以保障平衡性，最终得出动作指令
来控制机器人的运动．
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１　系统构建
动作模仿 机 器 人 的 实 现 包 括 动 作 捕 捉 与 动 作 复
现，如图１所示．对于动作捕捉过程：本研究首 先 利 用
四阶 Ｈｏｕｒｇｌａｓｓ网络［１７］识别出输入的ＲＧＢ图像中单
人人体关键点，并输出检 测 得 到 的 二 维 关 键 点 坐 标；
然后利用一 个 回 归 网 络，将 输 入 的 二 维 关 键 点 坐 标
值输出为对 应 人 体 关 键 点 的 三 维 坐 标．在 动 作 捕 捉
阶段完成之后，利用得到的人体关键点坐标进行机器
人的 逆 运 动 学 计 算，得 到 机 器 人 各 个 关 节 的 角 度 值；
再进行平衡性计算，对下半身关节角度值做一定的调
整以避免 机 器 人 摔 倒，并 使 机 器 人 执 行 最 终 的 动 作
指令．
图１　系统流程图
Ｆｉｇ．１ Ｓｙｓｔｅｍ　ｆｌｏｗ　ｃｈａｒｔ
１．１　动作捕捉
１．１．１　二维关键点识别网络
二维人体关键点的识别使用了Ｓｔａｃｋｅｄ　Ｈｏｕｒｇｌａｓｓ
Ｎｅｔｗｏｒｋ［１４］架构．此网络采用的是对“Ｈｏｕｒｇｌａｓｓ”子网
络进行循环嵌套的方式构成的．“Ｈｏｕｒｇｌａｓｓ”子网络由
称为残差模块的基本结构组合而成．残差模块结构如图
２（ａ）所示，输入的值会经过上下两条通路，这种设计是
受Ｈｅ等［１８］提出的残差网络启发．上面的通路为卷积通
路，包含３个卷积核大小不同的卷积层，图中用白色矩
形表示．矩形中的３行文字由上到下分别表示输入通道
数（ＮＩｎ）、卷积核尺寸（Ｋ）和输出通道数（ＮＯｕｔ）．在３个
卷积 层 之 间，还 有 批 正 则 化 层［１９］和 非 线 性 激 活 层
（ＲＥＬＵｓ）［２０］，均 用 灰 色 矩 形 表 示．下 面 的 通 路 为 跳 接
路，此通路仅含有一个卷积核尺寸为１×１的卷积层，会
改变输入值的通道数，其输出值将会直接与上通路的输
出值相加．
Ｈｏｕｒｇｌａｓｓ子网络的结构如图２（ｂ）所示，图 中 的
每个白色矩 形 均 代 表 一 个 上 述 残 差 模 块．上 半 路 不
断进行特征 提 取，下 半 路 则 先 通 过 最 大 池 化 操 作 降
采样，经过若 干 个 残 差 模 块 后 再 使 用 最 邻 近 插 值 的
方式进行升 采 样．图 中 两 个 灰 色 矩 形 分 别 表 示 降 采
样和升 采 样 的 过 程．可 以 看 到 在 Ｈｏｕｒｇｌａｓｓ子 网 络
结构 图 中 有 一 虚 线 框，将 虚 线 框 部 分 替 换 为 一 个
Ｈｏｕｒｇｌａｓｓ子网络，便称为二阶 Ｈｏｕｒｇｌａｓｓ网络．本研
究将 Ｈｏｕｒｇｌａｓｓ子网络循环嵌套了四次用来做二维关
键点检测，即四阶 Ｈｏｕｒｇｌａｓｓ网络．
１．１．２　三维关键点回归神经网络
二维人体 关 键 点 识 别 后 会 输 出 一 组 人 体 关 键 点
的二维坐标值．之后再利用这组二维坐标ｘ∈Ｒ２ｎ，使
用神经网络回归出对应的一组三维坐标值ｙ∈Ｒ３ｎ ．
由二维坐标 回 归 出 三 维 坐 标 的 映 射 关 系 为ｆ：Ｒ２ｎ →
Ｒ３ｎ．通过 最 小 化 以 下 预 测 误 差 对 神 经 网 络 进 行 优
化，即
ｆ＊ ＝ｍｉｎ
ｆ
１
Ｎ∑
Ｎ
ｉ＝１
Ｌ（ｆ（ｘｉ）－ｙｉ）， （１）
其中，Ｌ表示以向量间的欧几里得距离作为损失函数，
Ｎ 表示待识别的关键点总数，ｆ＊ 代表一个回归神经
网络．回 归 神 经 网 络 模 型 结 构 如 图３所 示．首 先 通 过
一层全连接层将维度转换为１　０２４维．之 后 依 次 经 过
批正则化层［１９］、ＲＥＬＵｓ层［２０］、Ｄｒｏｐｏｕｔ层［２１］，并 含 有
一个跳接通 路［１８］．图３中 虚 线 框 内 的 结 构 会 重 复 一
次，最终经过一个全连接层形成３ｎ维的输出向量．至
此得出演示者的关键点三维坐标．
图２　模型结构
Ｆｉｇ．２ Ｍｏｄｅｌ　ｓｔｒｕｃｔｕｒｅ
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图３　由二维坐标得出三维坐标的回归模型［２２］
Ｆｉｇ．３　２Ｄｔｏ　３Ｄｒｅｇｒｅｓｓｉｏｎ　ｍｏｄｅｌ［２２］
１．２　动作复现
图４　编号说明
Ｆｉｇ．４ Ｌａｂｅｌ　ｄｅｓｃｒｉｐｔｉｏｎ
１．２．１　机器人关节角度计算
在获得演示者关键点坐标后，需要将其 映 射 到 机
器人上．对于 机 器 人 的 控 制 是 以 各 个 关 节 的 角 度 为
控制指令的，利 用 各 个 关 键 点 的 坐 标 值 推 算 出 关 节
角度的过程称为机器人的逆运动学计算．实际演示 所
用的是 优 必 选ａｌｐｈａ　ｅｂｏｔ人 形 机 器 人．该 机 器 人 高
３９８ｍｍ，宽２０８ｍｍ，厚 度１２２ｍｍ，质 量１．６３ｋｇ，共
具有１６个关节．图４（ａ）中 对 机 器 人 的 每 一 个 关 节 做
了编号，每个关节的舵机调整角度为０°～１８０°，但由于
邻近部件的影响，其实际自由度有所差异．各个关节名
称及实际自由度范围如表１所示．
本文中对于机器人的各个关节，其角度值用θｍ 表
示，ｍ（ｍ＝１，２，…，１６）为关节的编号．动作捕捉到的
第ｎ（ｎ＝１，２，…，１５）个关键点用点ｐｎ 表示，点ｐｎ１ 和
ｐｎ２ 所连成的向量为ｐｎ１ｐｎ
→
２．所检测到的关键点 编 号
如图４（ｂ）所示．
在角度的计算中，主要包含３种情况：向量与向量
表１　机器人关节列表
Ｔａｂ．１　Ｒｏｂｏｔ　ｊｏｉｎｔ　ｌｉｓｔ
编号 关节名称 自由度范围／（°）
１
２
３
４
５
６
７
８
９
１０
１１
１２
１３
１４
１５
１６
ＲＳｈｏｕｌｄｅｒＰｉｔｃｈ
ＲＳｈｏｕｌｄｅｒＲｏｌ
ＲＥｌｂｏｗ
ＬＳｈｏｕｌｄｅｒＰｉｔｃｈ
ＬＳｈｏｕｌｄｅｒＲｏｌ
ＬＥｌｂｏｗ
ＲＨｉｐＲｏｌ
ＲＨｉｐＰｉｔｃｈ
ＲＫｎｅｅ
ＲＡｎｋｌｅＰｉｔｃｈ
ＲＡｎｋｌｅＲｏｌ
ＬＨｉｐＲｏｌ
ＬＨｉｐＰｉｔｃｈ
ＬＫｎｅｅ
ＬＡｎｋｌｅＰｉｔｃｈ
ＬＡｎｋｌｅＲｏｌ
０～１８０
０～１８０
０～１８０
０～１８０
０～１８０
０～１８０
０～１８０
３０～１８０
０～１５０
９０～１８０
７０～１８０
０～１８０
０～１５０
３０～１８０
０～１８０
０～１１０
夹角、向量与平面夹角和平面与平面夹角．下面对于３
种情况分别举例说明计算公式．
１）向量与向量的夹角运算
如自由度ＲＥｌｂｏｗ的角度θ３ 的求解，其角度值为
向量ｐ４ｐ
→
５ 与向量ｐ５ｐ
→
６ 的夹角．计算公式为：
θ３ ＝ 〈ｐ４ｐ
→
５，ｐ５ｐ
→
６〉＝ａｒｃｃｏｓ
ｐ４ｐ
→
５·ｐ５ｐ
→
６
｜ｐ４ｐ→ ５｜｜ｐ５ｐ→ ６（ ）｜ ．
（２）
２）向量与平面的夹角运算
如关节ＲＨｉｐＰｉｔｃｈ的 角 度θ８ 为 向 量ｐ１０ｐ
→
１１ 与 向
量ｐ３ｐ
→
１０ 和ｐ３ｐ
→
２ 构成的平面之间的夹角．为求解θ８ ，
先用ｐ３ｐ
→
１０ 和ｐ３ｐ
→
２ 做向量的 叉 乘 得 出 平 面 的 法 向 量
·１６７·
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→ｎ２，３，１０．然后计算该法向量与ｐ１０ｐ
→
１１ 的夹角，再求其余
角便得到θ８．
θ８ ＝ π２－
〈→ｎ２，３，１０，ｐ１０ｐ
→
１１〉＝
　 π２－ａｒｃｃｏｓ
→ｎ２，３，１０·ｐ１０ｐ
→
１１
｜→ｎ２，３，１０｜｜ｐ１０ｐ→１１
烄
烆
烌
烎｜
． （３）
３）平面与平面的夹角运算
如求解关节ＲＳｈｏｕｌｄｅｒＰｉｔｃｈ角度θ１ ，则为求解平
面与平 面 夹 角 的 情 况．具 体 地，首 先 将 向 量ｐ５ｐ
→
６ 与
ｐ５ｐ
→
４ 做叉乘得出平面法向量
→ｎ４，５，６，然后将向量ｐ２ｐ
→
４
与ｐ２ｐ
→
３ 做叉乘得出另一个平面的法向量
→ｎ２，３，４，之后
再求两个法向量的夹角便得到θ１．
θ１ ＝ 〈
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在各个角度的计算过程中，由于向量方向的选取
问题，需 要 根 据 情 况 求 余 角 或 求 补 角；且 考 虑 到 每 个
关节的角度范围，需要对计算出的角度值进行限幅操
作以保证不超出允许的最大角度值．
以上计算 过 程 可 以 得 到 除 脚 踝 部 两 个 自 由 度 以
外的 所 有 角 度 值．对 于 踝 关 节 的 角 度 计 算，因 为 要 令
脚掌平行于地面，所以需要考虑到机器人和地面的相
对位置．如图５所示，θ１０ 为向量ｐ１２ｐ
→
１１ 与平面Ｚ　ｐ１０Ｙ
的夹角，θ１１ 为腿部所在平面与平面Ｚ　ｐ１０Ｘ的夹角，其
中腿部所在平面即向量ｐ１２ｐ
→
１１ 与向量ｐ１１ｐ
→
１０ 形成的平
面．θ１５ 和θ１６ 同理可得．
图５　踝关节角度计算
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１．２．２　平衡性计算
在其他机器人动作模仿相关研究中，多是通过计
算零力矩点（ＺＭＰ）或者重心（ＣＯＭ）是否位于支撑多
边形内来 判 断 机 器 人 是 否 平 衡．若 位 于 支 撑 多 边 形
外，则 通 过 一 些 调 整 算 法 调 整 相 关 关 节 的 角 度 值，来
使机器人满足ＺＭＰ准则．注意到ＺＭＰ和ＣＯＭ 的坐
标都是通过机器人的各个关键点坐标计算而得，而机
器人的动作指令是关节角度值，这种关节坐标和关节
角度值之间的相互转换，伴随着机器人的逆运动学计
算与正运动学计算；而且这种角度的调整往往是难以
一步 到 位 的，需 要 循 环 进 行 多 次 调 整．当 机 器 人 由 于
自身自由度数量以及机械结构的限制，难以进行很精
细的动作模仿时，这种复杂的角度调整就显得没有必
要了．
本研究中 通 过 限 制 机 器 人 下 半 身 关 节 角 度 的 范
围，建立关节角度之间的约束，来保证机器人的稳定．
首先计算ＣＯＭ位置来判断机器人是处于单脚站立还
是 双 脚 站 立 的 情 况，之 后 分 情 况 对 ＬＨｉｐＲｏｌ、
ＬＨｉｐＰｉｔｃｈ、ＬＫｎｅｅ和 ＬＡｎｋｌｅＰｉｔｃｈ，以 及 ＲＨｉｐＲｏｌ、
ＲＨｉｐＰｉｔｃｈ、ＲＫｎｅｅ和 ＲＡｎｋｌｅＰｉｔｃｈ这４对 自 由 度 进
行约束．这种约 束 使 得 机 器 人 可 以 满 足ＺＭＰ准 则 从
而保障机器人的稳定．为了计算ＣＯＭ的位置，首先需
要将机器人的各个连杆简化为质点，建立机器人的质
量分布模型，如图６所示．
图６　质量分布简化模型
Ｆｉｇ．６　Ｓｉｍｐｌｉｆｉｅｄ　ｍｏｄｅｌ　ｏｆ　ｍａｓｓ　ｄｉｓｔｒｉｂｕｔｉｏｎ
图６中的９个点代表各个连杆的质点．设机器人
第ｉ个 连 杆 的 质 量 为ｍｉ，连 杆 质 心 坐 标 为 （ｘｉ，ｙｉ，
ｚｉ）．这里利用机器人的ＣＯＭ位置与两脚掌中心的相
对位置关系判断是单脚支撑还是双脚支撑［１２］．质心的
位置近似认为等同于ＣＯＭ的位置，计算方式为：
ｘＣＯＭ ＝
∑
ｎ
ｉ＝１
ｍｉｇｘｉ
∑
ｎ
ｉ＝１
ｍｉｇ
， （５）
ｙＣＯＭ ＝
∑
ｎ
ｉ＝１
ｍｉｇｙｉ
∑
ｎ
ｉ＝１
ｍｉｇ
． （６）
设ＰＣＯＭ 为质心，ＰＬＦｏｏｔ 和ＰＲＦｏｏｔ 分别为左脚掌和右脚
掌的中心点，通过下式来判断支撑情况：
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σ＝ＰＣＯＭＰ
→
ＬＦｏｏｔ·ＰＲＦｏｏｔＰ
→
ＬＦｏｏｔ
‖ＰＲＦｏｏｔＰ
→
ＬＦｏｏｔ‖２
． （７）
当σ等于０．５时，说明机器人质心投影在两脚之间；当
σ为０或１时，说 明 此 时 机 器 人 质 心 投 影 在 左 脚 掌 正
上方或右脚掌正上方．
令躯干所在平面垂直于脚掌平面，且与脚掌中心
相交，以 此 为 约 束 进 行 相 关 角 度 的 计 算．通 过 这 种 方
式来使机器人 最 大 程 度 地 满 足ＺＭＰ准 则．下 面 以 左
腿为例，说明下半身各个关节角度的计算．
对于单脚 站 立 的 情 况．自 由 度 ＲＨｉｐＲｏｌ 的 角 度
θ７ 固 定 为 １０４°．自 由 度 ＲＨｉｐＰｉｔｃｈ、ＲＫｎｅｅ 和
ＲＡｎｋｌｅＰｉｔｃｈ的角度θ８ 、θ９ 和θ１０ 的计算如图７所示．
图７　腿部关节角度计算
Ｆｉｇ．７ Ｃａｌｃｕｌａｔｉｏｎ　ｏｆ　ｌｅｇ　ｊｏｉｎｔ　ａｎｇｌｅｓ
θ９ 通过识别出的关键点坐标 按１．２．１小 节 角 度
计算所述的方式计算得到．令关节８处于脚掌中心垂
直正上 方，脚 掌 水 平 于 地 面，且 关 节８上 方 连 杆 保 持
垂直，根据三角形的余弦定理以及角度约束关系可以
推导出：
θ１０ ＝ａｒｃｓｉｎ ｌ２＋ｌ１ｃｏｓθ９
ｌ２１＋ｌ２２＋２　ｌ１ｌ２ｃｏｓθ槡 ９
， （８）
θ８ ＝ ３２π－θ９－θ１０．
（９）
对于双脚 站 立 的 情 况．自 由 度 ＲＨｉｐＲｏｌ 的 角 度
值θ７ 限 定 为 ０°～９０°之 间．自 由 度 ＲＨｉｐＰｉｔｃｈ、
ＲＫｎｅｅ和 ＲＡｎｋｌｅＰｉｔｃｈ的 角 度 值 计 算 与 单 脚 站 立 的
情况相同，右腿同理．
２　实验结果及分析
本研究的 实 验 部 分 首 先 进 行 二 维 人 体 关 键 点 识
别模型的训练，展示训练过程中的识别准确率变化以
及最终的识别效果；再利用该模型输出的结果进行二
维坐标至三维坐标的回归模型的训练；然后利用三维
关键点坐标计算出动作指令并在实物机器人上演示；
最后将本研 究 构 建 的 系 统 与 其 他 机 器 人 舞 蹈 的 实 现
方法进行分析对比．
对于四 阶 Ｈｏｕｒｇｌａｓｓ网 络 的 训 练，以 ＭＰＩＩ数 据
集［２３］为训练集．ＭＰＩＩ数据集是针对人体姿态估计 任
务而制作的，包含２５　０００张图片，有４０　０００个人体的
标注 信 息．图 片 内 容 为 人 类 日 常 活 动 的 场 景．数 据 集
中的每个样 本 可 能 包 含 多 个 人 体，而 四 阶 Ｈｏｕｒｇｌａｓｓ
网络 模 型 是 用 于 单 人 关 键 点 识 别 的，因 此 在 训 练 时，
根据样本的标注信息，在样本中裁剪出要识别的目标
人物后，再 输 入 网 络．输 入 网 络 的 图 片 大 小 为２５６像
素×２５６像素．学习率设为０．０００　２５．在完整训练集上
的训练６０轮，每轮中每批次选取６个样本．图８为模
型训练过程中验证集上的准确率变化情况，准确率计
算方式为ＰＣＫｈ［２３］．ＰＣＫｈ＠０．５表示当预测位置与真
实位置之间的 距 离 不 超 过０．５个 头 部 尺 寸 时 认 为 该
关键点预测准确，以此为标准统计各个关键点的识别
准确率．
图８　验证集上的准确率变化
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表２为训 练 完 成 后 模 型 对 各 类 关 键 点 识 别 的 准
确率．
表２　关键点识别准确率（ＰＣＫｈ＠０．５）
Ｔａｂ．２　Ｐｒｅｄｉｃｔｉｎｇ　ａｃｃｕｒａｃｉｅｓ　ｏｆ　ｋｅｙ　ｐｏｉｎｔｓ（ＰＣＫｈ＠０．５）
％
Ｈｅａｄ　Ｓｈｏｕｌｄｅｒ　Ｅｌｂｏｗ　Ｗｒｉｓｔ　 Ｈｉｐ　 Ｋｎｅｅ　Ａｎｋｌｅ　Ｍｅａｎ
９５．７７　９４．４５　 ８７．４２　８１．９３　８７．３３　８０．８８　７６．８８　８６．５２
之后利用训练得到的 Ｈｏｕｒｇｌａｓｓ模型训练三维关
键点坐标的神经网络回归模型．对该模型的训练是在
数据集 Ｈｕｍａｎ　３．６Ｍ［２４］上完成的．该数据集含３．６×
１０６个样本，除 了 提 供 了 二 维 和 三 维 的 关 键 点 坐 标 信
息，还对人物的行为类别做了分类，共分为１５种日常
行为，如行走、打电话、吃饭等．在本研究中，不区分不
同类别的行为，而是直接将不同的行为混合在一起做
关键点预测的训练．实验中取学习率为０．００３．共进行
２００轮在完整训练 集 上 的 训 练，每 轮 当 中 每 批 次 选 取
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３２个样本．以下为神经网络回归模型训练过程中的损
失函数变化情况．
图９　模型训练过程
Ｆｉｇ．９ Ｔｒａｉｎｉｎｇ　ｐｒｏｃｅｓｓ　ｏｆ　ｔｈｅ　ｍｏｄｅｌ
模型训练完 毕 后，进 行 真 人 演 示．用 普 通 单 目 摄
像头 拍 摄 下 演 示 者 的 舞 蹈 动 作．将 图 像 输 入 系 统 后，
按照 上 节 所 述 的 过 程，得 出 机 器 人 的 动 作 指 令，具 体
见图１０．
图１０　实物演示
Ｆｉｇ．１０ Ｐｈｙｓｉｃａｌ　ｄｅｍｏｎｓｔｒａｔｉｏｎ
动作模仿是机器人舞蹈的实现途径之一，对比其
他借助传感 设 备 进 行 姿 态 捕 捉 的 机 器 人 动 作 模 仿 相
关研究，本研究不依赖其他传感设备而是利用深度学
习相关方法进行图像分析．再对比其他机器人舞蹈的
实现途径，如 预 先 编 制 动 作 序 列、人 机 合 作［１－２］、利 用
音乐特征进 行 动 作 生 成［５－６］等 方 式，本 研 究 所 采 用 的
方法则使机器人具备了学习模仿能力，从而省去了预
置动作指令的过程，而是对人的动作进行模仿，极大地
提高了机器人舞蹈的灵活性和多样性．
表３将Ｏｌｉｖｅｉｒａ等［６］、Ｋｏｅｎｅｍａｎｎ等［１２］、Ｌｉｎ等［１０］、
人工编制动作的方法以及本研究方法做了对比．传统
的机器人舞蹈实现途径是人工编制动作序列，编制完
成后 则 无 法 再 更 改．而 利 用 某 些 特 征，如 音 乐 特 征 进
行舞蹈生成的方法，机器人的舞蹈动作带有一定随机
性，与 人 的 交 互 性 较 差．动 作 模 仿 类 方 法 则 使 机 器 人
具有模仿能力，使舞蹈变得多样的同时也与人有很强
的交互性．Ｌｉｎ等［１０］中动作捕捉方式是借助Ｋｉｎｅｃｔ传
感器，Ｋｏｅｎｅｍａｎｎ等［１２］则利用一种名为Ｘｓｅｎｓ　ＭＶＮ
的穿戴式动作捕捉设备得出关键点坐标．这些方法由
于传感 设 备 成 本 较 高，且 涉 及 专 门 的 数 据 分 析 方 式，
在使用和推广上有一定限制．本研究方法则是利用深
度学习在 人 体 关 键 点 检 测 中 的 成 果，仅 通 过 对 ＲＧＢ
图像的分析就可以完成动作捕捉．普通单目摄像头拍
摄到的 图 像 以 及 网 络 上 的 图 片 视 频 数 据 基 本 都 是
ＲＧＢ图像，如果能仅利用ＲＧＢ图 像 就 可 以 得 出 人 体
关键 点 位 置，那 么 就 能 有 更 广 泛 的 应 用，且 获 取 数 据
的这个步骤变得简单．
表３　相关方法对比
Ｔａｂ．３　Ｃｏｍｐａｒｉｓｏｎ　ｏｆ　ｒｅｌａｔｅｄ　ｍｅｔｈｏｄｓ
方法
机器人舞蹈
实现途径
动作
是否
可预期
动作
序列是
否可变
传感
设备
Ｏｌｉｖｅｉｒａ等［６］ 动作生成 否 是 无
Ｋｏｅｎｅｍａｎｎ
等［１２］
动作模仿 是 是 Ｘｓｅｎｓ
ＭＶＮ
Ｌｉｎ等［１０］ 动作模仿 是 是 Ｋｉｎｅｃｔ
人工编制动作 预置动作指令 是 否 无
本研究 动作模仿 是 是 普通单目
摄像头
总体来说，实 验 基 本 达 成 本 研 究 的 目 的，此 系 统
无需 预 置 动 作 指 令，无 需 其 他 传 感 设 备，仅 输 入 单 目
摄像头拍摄到的ＲＧＢ图像便可以使机器人进行动作
模仿．
３　结论与讨论
本研究利 用 深 度 学 习 在 人 体 姿 态 估 计 中 取 得 的
最新成 果，通 过 分 析ＲＧＢ图 像 来 识 别 出 人 体 各 个 关
键点 的 三 维 坐 标，进 而 利 用 得 到 的 关 键 点 坐 标，通 过
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逆运动学分析计算得出机器人的动作指令，使机器人
做出对应动作．
本研究的主要贡献如下：在机器人舞蹈的实现途
径层 面，本 方 法 无 需 预 置 动 作 指 令，通 过 模 仿 演 示 者
的动作，增 大 了 机 器 人 动 作 的 灵 活 性 和 与 人 的 交 互
性；在 捕 捉 演 示 者 动 作 的 模 块，使 用 基 于 深 度 学 习 的
方法，无 需 专 门 的 传 感 设 备，可 利 用 单 目 摄 像 头 或 者
视频文件来进行姿态的识别，这降低了系统的使用成
本，并使系统适用范围更广．从实际效果来看，由于本
研究所用机器人的自由度有限，致使机器人的动作模
仿能 力 有 限．但 如 果 作 为 家 庭 娱 乐 型 机 器 人 来 说，也
不一 定 要 精 确 地 进 行 模 仿．在 人 体 关 键 点 检 测 阶 段，
识别的准确率仍有待提高，不准确的姿态估计会影响
后续的 动 作 模 仿．基 于ＲＧＢ图 像 的 二 维 以 及 三 维 人
体关 键 点 识 别，目 前 仍 处 于 极 其 活 跃 的 研 究 阶 段，提
高关键点识别准确率也是未来所要进行的工作．
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