Stability of finite difference schemes for hyperbolic initial boundary value problems II by Coulombel, Jean-François
HAL Id: hal-00412050
https://hal.archives-ouvertes.fr/hal-00412050
Submitted on 31 Aug 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Stability of finite difference schemes for hyperbolic
initial boundary value problems II
Jean-François Coulombel
To cite this version:
Jean-François Coulombel. Stability of finite difference schemes for hyperbolic initial boundary value
problems II. Annali della Scuola Normale Superiore di Pisa, Classe di Scienze, Scuola Normale Supe-
riore 2011, X (1), pp.37-98. ￿hal-00412050￿
STABILITY OF FINITE DIFFERENCE SCHEMES FOR HYPERBOLIC
INITIAL BOUNDARY VALUE PROBLEMS II
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CNRS, Université Lille 1 and Team Project SIMPAF of INRIA Lille - Nord Europe
Laboratoire Paul Painlevé (UMR CNRS 8524), Bâtiment M2, Cité Scientifique
59655 Villeneuve d’Ascq Cedex, France
Abstract. We study the stability of finite difference schemes for hyperbolic initial boundary value
problems in one space dimension. Assuming `2-stability for the dicretization of the hyperbolic
operator as well as a geometric regularity condition, we show that the uniform Kreiss-Lopatinskii
condition yields strong stability for the discretized initial boundary value problem. The present
work extends the results of [7, 4] to the widest possible class of finite difference schemes by dropping
the technical assumptions of our former work [4]. We give some new examples of numerical schemes
for which our results apply.
1. Introduction
The aim of this article is to study the stability of finite difference approximations for hyperbolic
initial-boundary value problems. This problem was addressed in the fundamental contributions
[8, 7] for one-dimensional problems, and in [12] for multidimensional problems. The main results of
these articles characterize stability in terms of a spectral condition, the so-called uniform Kreiss-
Lopatinskii condition. It is not so hard to see that the latter is a necessary condition for stability
of the finite difference approximation. The difficult part of the theory is to show that it is also a
sufficient condition. The approach of [8, 7, 12] is similar to the works [9, 15] which were devoted to
the analogous characterization for hyperbolic partial differential equations. We also refer to [3, 2]
for a detailed description of the theory.
In the works [7, 12] some dissipation assumptions are made on the finite difference schemes,
which restricts the class of numerical schemes to which the theory applies. Moreover the underlying
partial differential equation that we approximate is not dissipative. Therefore the result we aim at
is to prove that the uniform Kreiss-Lopatinskii condition is sufficient for stability while considering
the widest possible class of numerical schemes. In particular we wish the theory to cover the case
of numerical schemes with a very low dissipation. This is of particular relevance in several space
dimensions where some problems are only weakly well-posed and numerical approximations should
reproduce this feature: dissipation should not damp weak stability.
In one space dimension, the generalization of the results of [7] was initiated in our former work
[4]. However, the main result of [4] could not cover all possible situations due to some technical
restrictions which we did not fully understand at that time. In this article we give some examples
of numerical schemes that do not enter the framework of [4], nor do they enter the framework of [7].
This makes a generalization of [4] necessary in order to cover all possible cases. The present article
generalizes the results of [4] and gives an optimal characterization of stability. Our result is optimal
in the following sense. For finite difference schemes, the characterization of stability by means
of the uniform Kreiss-Lopatinskii condition relies on a suitable discrete block structure. The only
assumption that we make here is that the discrete block structure is satisfied. On the opposite, the
technical assumptions of [7, 4] restricted either the size or the form of the blocks. The present article
considers all possible blocks, including some for which new symmetrizers are required. Our main
contribution is the construction of symmetrizers in all possible cases, which, in our opinion, shows
the full power of Kreiss’ approach. We thus complete the stability theory for one-dimensional finite
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difference approximations. We postpone the extension of our results in several space dimensions
to a future work. Since the stability theory for numerical schemes is closely linked to the stability
theory for partial differential equations, we hope that our new construction of symmetrizers may be
useful in other contexts.
No previous knowledge of our work [4] is required since the results are recalled - though without
proof - when needed.
Notation. Throughout this article, we use the notation
U := {ζ ∈ C, |ζ| > 1} , U := {ζ ∈ C, |ζ| ≥ 1} ,
D := {ζ ∈ C, |ζ| < 1} , S1 := {ζ ∈ C, |ζ| = 1} .
We let Md,p(K) denote the set of d×p matrices with entries in K = R or C, and we use the notation
Md(K) when p = d. The group of invertible matrices of size d is denoted Gld(K). If M ∈ Md(C),
sp(M) denotes the spectrum of M while M∗ denotes the conjugate transpose of M . The matrix
(M + M∗)/2 is called the real part of M and is denoted Re(M). The real vector space of Hermitian
matrices of size d is denoted Hd. The vector space of real symmetric matrices of size d is denoted Sd.
We let Id denote the identity matrix of size d, without mentioning the dimension when no confusion
is possible. If H1,H2 ∈ Hd, the notation H1 ≥ H2 is used when the inequality x∗ (H1 −H2) x ≥ 0
holds for all x ∈ Cd. The norm of a vector x ∈ Cd is |x| := (x∗ x)1/2. The corresponding norm on
Md(C) is denoted ‖ · ‖. Eventually, we let `2 denote the set of square integrable sequences, without
mentioning the indeces of the sequences. Sequences may be valued in Ck for some integer k.
2. Main result
We consider a hyperbolic initial boundary value problem in one space dimension
∂tu + A ∂xu = F (t, x) , (t, x) ∈ R+ × R+ ,
B u(t, 0) = g(t) , t ∈ R+ ,
u(0, x) = f(x) , x ∈ R+ ,
(1)
where A ∈ MN (R) is diagonalizable with real eigenvalues, and B ∈ MN+,N (R) with N+ the number
of positive eigenvalues of A counted with their multiplicity. We introduce a finite difference dis-
cretization of (1). Let ∆x,∆t > 0 denote a space and a time step where the ratio λ := ∆t/∆x is a
fixed positive constant, and let p, q, r, s be some integers. The solution to (1) is approximated by a
sequence (Unj ) defined for n ∈ N, and j ∈ 1− r + N. For j = 1− r, . . . , 0, Unj approximates the trace
u(n ∆t, 0) on the boundary {x = 0}, and possibly the trace of normal derivatives. The boundary
meshes [j ∆x, (j + 1) ∆x[, j = 1− r, . . . , 0, shrink to {0} as ∆x tends to 0, so the formal continuous
limit problem as ∆x tends to 0 is set on the half-line R+ as for (1).
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In (3), all matrices A`,σ, B`,j,σ belong to MN (R). They may depend on λ but are independent of
∆t. We keep ∆t as a free small parameter while ∆x is given by the relation ∆x = ∆t/λ. We recall
the following definition:
1We do not focus here on the construction of such approximations and refer to [6] for some discretized boundary
conditions.
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Definition 1 (Strong stability [7]). The finite difference approximation (2) is said to be strongly
stable if there exists a constant C0 such that for all γ > 0 and all ∆t ∈ ]0, 1], the solution (Unj ) to
(2) with vanishing initial data (f0 = · · · = fs = 0) satisfies the estimate
γ










∆t e−2 γ n ∆t |Unj |2
≤ C0









∆t e−2 γ n ∆t |gnj |2
 .
For later use, we introduce the symbol associated with the discretization of the hyperbolic operator
∀κ ∈ C \ {0} , A (κ) :=

Q̂0(κ) . . . . . . Q̂s(κ)
I 0 . . . 0
0
. . . . . .
...
0 0 I 0





The uniform power boundedness of A (κ) for κ ∈ S1 is a necessary and sufficient condition for the
`2-stability of the discretized Cauchy problem, see [5, chapter III.1] or [6, chapter 5]. The aim of
this article is to give necessary and/or sufficient conditions on the symbol (4) and on the boundary
conditions in (2) so that the scheme (2) is strongly stable in the sense of Definition 1.
The resolvent equation is formally obtained from (2) by applying a Laplace transform in time,








z−σ−1 Bj,σ w1 = gj , j = 1− r, . . . , 0 ,
(5)
where z ∈ U , (Fj) ∈ `2, and g1−r, . . . , g0 ∈ CN . It is convenient to rewrite the resolvent equation
(5) as an evolution equation for the sequence (wj). Assumption 1 below is crucial in order to achieve
this transformation. For ` = −r, . . . , p, let us therefore define the matrices
∀ z ∈ C \ {0} , A`(z) := δ`,0 I −
s∑
σ=0
z−σ−1 A`,σ , (6)
where δ`1,`2 is the Kronecker symbol. Then as in [7], we make the following assumption:
Assumption 1. The matrices A−r(z) and Ap(z) are invertible for all z ∈ U , or equivalently for
all z in some open neighborhood V of U .
We first consider the case q < p. In that case, all the wj ’s involved in the boundary conditions for
the resolvent equation (5) are coordinates of the augmented vector2 W1 := (wp, . . . , w1−r). Using
Assumption 1, we can define a matrix M(z) that is holomorphic on some open neighborhood V of
U
∀ z ∈ V , M(z) :=

−Ap(z)−1 Ap−1(z) . . . . . . −Ap(z)−1 A−r(z)
I 0 . . . 0
0
. . . . . .
...
0 0 I 0
 ∈ MN(p+r)(C) . (7)
Using (3) and (6), we can rewrite the resolvent equation (5) as an induction relation for the aug-
mented vector Wj := (wj+p−1, . . . , wj−r). This induction relation reads{
Wj+1 = M(z) Wj + F̃j , j ≥ 1 ,
B(z) W1 = g ,
(8)
2Vectors are written indifferently in rows or columns to simplify the redaction.
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with some suitable source terms (F̃j), g. It is easy to check that the matrix B(z) ∈ MNr,N(p+r) that
encodes the boundary conditions in (8) depends holomorphically on z ∈ C \ {0} and has maximal
rank N r for all z. The exact expression of the matrix B(z) can be easily obtained from (5) and (3)
but is not very relevant here so we omit it.
Let us now treat the case q ≥ p. In that case, we can still write the resolvent equation under the
form of a one-step induction relation up to defining Wj := (wj+q, . . . , wj−r), j ≥ 1, and
M(z) :=

−Ap(z)−1 Ap−1(z) . . . −Ap(z)−1 A−r(z) 0 . . . 0




0 . . . 0 I 0
 ∈ MN(q+r+1)(C) .
The definition of B(z) ∈ MNr,N(q+r+1) varies from the previous case but this matrix keeps a
maximal rank N r for all z and is still holomorphic on C \ {0}. This equivalent form of the resolvent
equation varies from what was done in [7, page 672]. In our approach, we can easily verify that the
matrix B(z) has maximal rank for all z ∈ U . This is important in view of the so-called uniform
Kreiss-Lopatinskii condition defined below.
For simplicity, we shall deal from now on with the case q < p but our proofs can be easily extended
to the case q ≥ p.
Theorem 1. Let Assumption 1 be satisfied. Assume moreover that the symbol A defined by (4)
satisfies the two following conditions
• Uniform power boundedness: there exists a constant C1 > 0 such that for all κ ∈ S1 and all
n ∈ N, ‖A (κ)n‖ ≤ C1,
• Geometric regularity of eigenvalues in S1: if κ ∈ S1 and z ∈ S1 ∩ sp(A (κ)) has algebraic
multiplicity α, then there exist some functions λ1(κ), . . . , λα(κ) that are holomorphic in a
neighborhood W of κ in C and that satisfy
λ1(κ) = · · · = λα(κ) = z , det
(









with ϑ a holomorphic function of (κ, z) in some neighborhood of (κ, z) such that ϑ(κ, z) 6= 0.
Furthermore, there exist some vectors E1(κ), . . . , Eα(κ) ∈ CN(s+1) that depend holomorphi-
cally on κ ∈ W , that are linearly independent for all κ ∈ W , and that satisfy
∀κ ∈ W , ∀ j = 1, . . . , α , A (κ)Ej(κ) = λj(κ)Ej(κ) .
For z ∈ U , we let Es(z) denote the generalized eigenspace associated with eigenvalues of M(z)
in D. Then Es(z) has constant dimension N r for all z ∈ U and Es defines a holomorphic vector
bundle over U . This vector bundle that can be extended continuously in a unique way over U . We
let Es(z) denote this continuous extension for z ∈ S1(= ∂U ).
In addition to all previous assumptions, assume that for all z ∈ U we have Es(z)∩KerB(z) = {0}.
In what follows this condition is referred to as the uniform Kreiss-Lopatinskii condition. Then the
scheme (2) is strongly stable in the sense of Definition 1.
Theorem 1 shows that proving stability for the numerical scheme (2) follows the same path as
when one studies multidimensional hyperbolic initial boundary value problems, see for instance
[9, 15, 3, 2] and above all [11, appendix C]. More precisely, we first make the assumption that
the boundary is noncharacteristic. This is Assumption 1. Then two assumptions are made on the
discretized hyperbolic operator.
• The uniform power boundedness of the matrices A (κ) is a stability assumption for the
discretized Cauchy problem. This condition plays the same role as hyperbolicity for the
continuous problem. Let us observe that for all κ ∈ S1, the eigenvalues of the matrix
A (κ) necessarily belong to D ∪ S1. Moreover, eigenvalues of A (κ) that belong to S1 are
semi-simple.
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• The geometric regularity assumption makes the behavior of eigenvalues and eigenvectors
precise near a point κ ∈ S1 where the spectrum of A (κ) meets S1. This assumption is similar
to the geometric regularity condition that characterizes the block structure for continuous
problems, see [11, appendix C]. Let us observe that the matrix(
1 + Υ(κ) Υ(κ)






is holomorphic with respect to κ ∈ C \ {0}, and is uniformly power bounded for κ ∈ S1.
However 1 is not a geometrically regular eigenvalue near κ = 1. Geometric regularity does
not automatically follow from uniform power boundedness.
The assumptions on A enable us to extend the stable bundle of M from U to U in a unique
way. As in the theory for multidimensional hyperbolic initial-boundary value problems, this result
is independent of the boundary conditions that are considered in the scheme (2). Once this first
result is known, then strong stability for (2) is encoded in the so-called uniform Kreiss-Lopatinskii
condition. This condition can be equivalently formulated as a determinant condition by choosing a
basis of Es(z) and a basis of Ker B(z). Let us observe that this characterization of strong stability
makes sense only when B(z) has maximal rank for all z ∈ U , otherwise the dimensions of Es(z) and
Ker B(z) do not match.
Compared to the previous works [7, 4], Theorem 1 drops the technical assumptions that were
made on the symbol A , see [7, Assumptions 5.2 and 5.4] or the less restrictive conditions (i), (ii),
(iii) of [4, Theorem 2.7]. In particular, Theorem 1 makes precise the structural assumptions that are
needed to prove the continuous extension of the stable bundle of M. As a corollary of our analysis,
if M satisfies the discrete block structure recalled in Theorem 2 below, then the stable bundle of M
extends continuously from U to U .
Eventually, we observe that Theorem 1 is optimal if one wishes to characterize strong stability by
the uniform Kreiss-Lopatinskii condition. More precisely, when the energy method is not available,
showing strong stability for (2) requires the construction of a so-called Kreiss symmetrizer. Such
construction relies on the discrete block structure which is recalled in Theorem 2. As proved in [4,
Theorem 2.4], the discrete block structure is satisfied if and only if the structural assumptions of
Theorem 1 hold for A . Consequently, one could rephrase Theorem 1 by assuming only that the
discrete block structure holds for M.
The rest of this article is organized as follows: in section 3, we make some preliminary reductions
which show that the proof of Theorem 1 reduces to the construction of a so-called K-symmetrizer.
The arguments of section 3 use some results of our former work [4] which are recalled for the
reader’s convenience. Then in sections 4-8, we give a complete construction of the K-symmetrizer.
Our results generalize the constructions in [9, 15, 3, 2] which were devoted either to the hyperbolic
case with no dissipation or to scalar blocks. Our new construction depends on the size of the block
we consider and on its dissipation index. This notion is the crucial novelty compared to [4] and is
introduced in section 4. We are able to construct a K-symmetrizer for any dissipative block, while
the construction in [4] was restricted to some specific dissipative 2 × 2 blocks. Eventually, section
9 provides with an example of a numerical scheme that produces a dissipative block of arbitrarily
large size. No existing theory was able to prove strong stability for such a scheme.
Some results of matrix theory are used throughout the article, some of which are proved in
appendix A. Eventually, the reader could reasonably ask whether new symmetrizers are really needed
to deal with the dissipative blocks considered in this article. At first glance one might hope that
the constructions in [9] would work even though they had not been designed for this purpose. This
question is discussed in appendix B. In particular, appendix B shows that Kreiss’ construction does
not apply for the dissipative blocks that we consider. This makes our work both new and relevant.
3. Preliminary reductions
3.1. The discrete block structure. We first recall the following Theorem that was proved in our
former work [4]:
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Theorem 2 ([4]). Let Assumption 1 be satisfied and assume furthermore that the symbol A defined
by (4) satisfies the two conditions stated in Theorem 1, that is uniform power boundedness and
geometric regularity of eigenvalues in S1.
Then the matrix M defined by (7) satisfies the so-called discrete block structure condition:
(1) for all z ∈ U , sp(M(z)) ∩ S1 = ∅,
(2) for all z ∈ U , there exists an open neighborhood O of z in C, there exists a holomorphic
function T defined on O with values in GlN(p+r)(C) such that
∀ z ∈ O , T (z)−1 M(z) T (z) = diag (M1(z), . . . ,ML(z)) ,
where the number L of diagonal blocks and the size m` of each block M` do not depend on
z ∈ O, and where each block satisfies one of the following properties:
• there exists ε > 0 such that for all z ∈ O, M`(z)∗ M`(z) ≥ (1 + ε) I,
• there exists ε > 0 such that for all z ∈ O, M`(z)∗ M`(z) ≤ (1− ε) I,
• m` = 1, z and M`(z) belong to S1, and z M ′`(z) M`(z) ∈ R \ {0},
• m` ≥ 2, z ∈ S1 and M`(z) has the form
M`(z) = κ`

1 1 0 0
0
. . . . . . 0
...
. . . . . . 1
0 . . . 0 1
 , κ` ∈ S1 .
Moreover the lower left coefficient α` of M ′`(z) is such that for all ω ∈ C with Re ω > 0,
any root ζ of the equation ζm` = κ` α` z ω satisfies Re ζ 6= 0.
We refer to the blocks M` above as being of the first, second, third or fourth type.
The first point in Theorem 2 shows that for z ∈ U , M(z) has no eigenvalue on S1. The eigenvalues
split in two groups: the stable eigenvalues belonging to D and the unstable eigenvalues belonging
to U . It is then clear that the generalized eigenspace Es(z) associated with the stable eigenvalues
has constant dimension for all z in the connected set U . It varies holomorphically with respect to
z because M depends holomorphically on z. The dimension of Es(z) is computed as in [7, Lemma
5.2] by letting z tend to infinity, and we obtain that the dimension equals N r.
Using the discrete block structure condition, we want to prove that Es(z) extends by continuity as
z ∈ U tends to the unit circle S1. Then we also want to prove that the uniform Kreiss-Lopatinskii
condition - which is defined after first extending the stable subspace for z ∈ S1 - implies strong
stability for (2). Following [10], it turns out that a single argument can give both results at the same
time. This requires the introduction of so-called K-symmetrizers, which is done in the following
paragraph.
3.2. Symmetrizers and continuity of the stable subspace. We recall the following terminology
that was introduced in [4] for numerical schemes and that is adapted from [10].
Definition 2 (K-symmetrizer). Let z ∈ U , and let M be a function defined on some neighborhood
O of z with values in Mm(C) for some integer m. Then M is said to admit a K-symmetrizer at z
if there exists a decomposition
Cm = Es ⊕ Eu ,
with associated projectors (πs, πu), such that for all K ≥ 1, there exists a neighborhood OK of z,
there exists a C∞ function SK on OK with values in Hm, and there exists a constant cK > 0 such
that the following properties hold for all z ∈ OK ∩U :
• M(z)∗ SK(z) M(z)− SK(z) ≥ cK (|z| − 1)/|z| I,
• for all W ∈ Cm, W ∗ SK(z) W ≥ K2 |πu W |2 − |πs W |2.
The following result was also proved in [4].
Theorem 3 ([4]). Let the assumptions of Theorem 1 be satisfied. Assume moreover that the ma-
trix M defined by (7) admits a K-symmetrizer at all points of U and that the dimension of the
corresponding vector space Es in the decomposition of CN (p+r) equals N r at all points of U .
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Then the holomorphic vector bundle Es defined over U can be extended in a unique way as a
continuous vector bundle over U . If moreover the uniform Kreiss-Lopatinskii condition holds, then
the scheme (2) is strongly stable.
In order to prove Theorem 1, we thus only need to construct a K-symmetrizer for M at all points
z of U with a vector space Es of dimension N r. This argument is made more precise in the following
paragraph.
3.3. A sufficient result for proving Theorem 1. Let us first state without proof the following
result which is the key point of our work.
Theorem 4. Let z, κ ∈ S1, let m ≥ 2 be an integer. Let M be a holomorphic function defined on a
neighborhood O of z with values in Mm(C), that satisfies the following three conditions:
• for all z ∈ O ∩U , sp(M(z)) ∩ S1 = ∅,
• M(z) has the form
M(z) = κ

1 1 0 0
0
. . . . . . 0
...
. . . . . . 1
0 . . . 0 1
 .
• The lower left coefficient α of M ′(z) is such that for all ω ∈ C with Re ω > 0, any root ζ of
the equation ζm = κ α z ω satisfies Re ζ 6= 0.
Then up to shrinking O, the number of stable eigenvalues of M(z) when z ∈ O ∩ U does not
depend on z. Letting µ denote this number, M admits a K-symmetrizer at z with a corresponding
vector space Es of dimension µ.
The proof of Theorem 4 is detailed in sections 4-8. We show now why the result of Theorem 4 is
sufficient for proving Theorem 1.
Proof of Theorem 1 using Theorem 4. Theorem 4 shows that blocks of the fourth type in the discrete
block structure admit a K-symmetrizer. Moreover, we have already shown in our former work [4]
that blocks of the first, second and third type admit a K-symmetrizer. As a matter of fact, the
analysis for these blocks is far easier than for blocks of the fourth type and we refer to [4, page 2863]
for the construction of K-symmetrizers in this case. For each type of block, the dimension of the
corresponding vector space Es coincides with the number of stable eigenvalues of the block when z
belongs to O ∩U .
We now use the following two results whose proof - which is omitted here - relies on some direct
applications of Definition 2.
Lemma 1. Let z ∈ U , and let M1, resp. M2, be a function defined on some neighborhood O of z
with values in Mm1(C), resp. Mm2(C), for some integer m1, resp. m2. Assume that both matrices
M1,M2 admit a K-symmetrizer at z with vector spaces Es1, E
s
2 of dimension µ1, µ2.
Then the block diagonal matrix diag(M1,M2) ∈ Mm1+m2(C) admits a K-symmetrizer at z with
a vector space Es of dimension µ1 + µ2.
Lemma 2. Let z ∈ U , and let M be a function defined on some neighborhood O of z with values
in Mm(C) for some integer m. Assume that there exists a C∞ function T defined on O with values
in Glm(C) such that T−1 M T admits a K-symmetrizer at z with a vector space Ẽ
s
of dimension µ.
Then M admits a K-symmetrizer at z with a vector space Es of dimension µ.
Combining Lemma 1, Lemma 2 and Theorem 2 above, we obtain that the matrix M defined by
(7) admits a K-symmetrizer at all points z ∈ U . Moreover, the dimension of the corresponding
vector space Es coincides with the number of stable eigenvalues of M(z) when z ∈ U is close to
z. Therefore the dimension of Es equals N r. We can apply Theorem 3 above, and the result of
Theorem 1 follows. 
The following sections are devoted to the proof of Theorem 4, or in other words to the construction
of a K-symmetrizer for a block of the fourth type.
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4. The dissipation index
From now on, we consider a matrix M(z) ∈ Mm(C) satisfying all the assumptions of Theorem 4.
There is no loss of generality in assuming that the neighborhood O of z is an open disk of center z
and of radius r ≤ 1. Consequently O ∩U is an open connected set. We first compute the number
of stable eigenvalues, that is the number of eigenvalues of M(z) in D when z belongs to O ∩U .
For convenience, we introduce the nilpotent matrix Nm, or N in short when the dimension is





. . . . . .
...
. . . 1
0 · · · · · · 0
 ∈ Mm(C) .
We warn the reader that N does not refer to the size of the matrices in (2) anylonger since from
now on we focus on the proof of Theorem 4, which is a completely independent result.
4.1. The number of stable eigenvalues. The following result clarifies the number of stable
eigenvalues.
Proposition 1. Under the assumptions of Theorem 4, the number µ of eigenvalues of M(z) in D


















if (−1)(m−1)/2 α z/κ < 0,
m− 1
2
if (−1)(m−1)/2 α z/κ > 0.
Proof of Proposition 1. When z belongs to the open connected set O ∩U , the matrix M(z) has no
eigenvalue on the unit circle S1. Consequently, the number of eigenvalues of M(z) in D does not
depend on z ∈ O ∩U .
Let us first consider the case where m is even, and m ≡ 2 (4). Then we know that for all ω ∈ C
with Re ω > 0, (α z/κ) ω does not belong to the real nonpositive axis ]−∞, 0]. Otherwise, we could
find a purely imaginary m-th root of (α z/κ) ω. It is easy to see that the complex number α z/κ
satisfies the latter property if and only if it is non-zero and its real part is nonnegative.
In the case where m is even and m ≡ 0 (4), we find that for all ω ∈ C with Re ω > 0, (α z/κ) ω
does not belong to the real nonnegative axis [0,+∞[. This is equivalent to the fact that α z/κ is
non-zero and its real part is nonpositive. In both cases, the real part of (−1)m/2 α z/κ is nonpositive.
Let us now consider the case where m is odd. Then for all ω ∈ C with Re ω > 0, (α z/κ) ω does
not belong to the purely imaginary axis i R. This forces α z/κ to be a non-zero real number.
Let us now compute the number µ of stable eigenvalues of M(z) when z ∈ O ∩U . We define the
characteristic polynomial
∀ (z, κ) ∈ O × C , P (z, κ) := det(M(z)− κ I) .
When z = z, we have P (z, κ) = (κ− κ)m. Moreover, the form of M(z) gives the relation
∂P
∂z
(z, κ) = (−1)m+1 α κm−1 .
Consider ε > 0 small enough. Then we compute the number µ by counting the stable eigenvalues
of M((1 + ε) z). The characteristic polynomial of the matrix M((1 + ε) z) is P ((1 + ε) z, κ). By
using Puiseux expansions theory, for which we refer to [1], the roots of the polynomial P ((1+ ε) z, ·)
admit the asymptotic expansion
κ`(ε) = κ
(
1 + ε1/m ζ` + O(ε2/m)
)
, ` = 1, . . . ,m ,
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where the complex numbers ζ1, . . . , ζm denote the m-th roots of α z/κ. Observe that all these m-th
roots have non-zero real part. Consequently, the number µ of stable eigenvalues of M((1 + ε) z)
equals the number of m-th roots of α z/κ of negative real part (use a Taylor expansion for |κ`(ε)|).
Let us consider the case where m is even. The m-th roots of α z/κ are simple and invariant under
the transformation (ζ 7→ −ζ). Therefore m/2 of these roots have positive real part and m/2 have
negative real part. Thus µ equals m/2.
Let us now consider the case where m is odd, and m ≡ 1 (4). We know from the analysis above
that β := α z/κ is a non-zero real number. Let us first assume that β is positive. Then there are
exactly (m − 1)/2 roots of negative real part among all possible m-th roots of β. If β is negative,
there are (m + 1)/2 roots of negative real part among all possible m-th roots of β. Let us now
assume that m is odd, and m ≡ 3 (4). If β is positive, then there are (m+1)/2 roots of negative real
part among all possible m-th roots of β. If β is negative, then there are (m− 1)/2 roots of negative
real part among all possible m-th roots of β. The result of Proposition 1 follows. 
4.2. A new formulation of Theorem 4 in flat coordinates. As was already pointed out in
[7, 4], the construction of a K-symmetrizer is tedious in the z-space because the variable z belongs
to the exterior of the curved unit disk. We are going to reformulate the problem with a matrix
depending on a new parameter τ that belongs to a half-plane.
Lemma 3. Under the assumptions of Theorem 4, let ξ ∈ [0, 2 π[ denote the argument of κ. Then
the series








M(z eτ )− I
)n
, (9)
defines a holomorphic function M] on a neighborhood V] of 0, with values in Mm(C). For all z
sufficiently close to z, we have







Moreover, M](τ) has no purely imaginary eigenvalue when τ ∈ V] has positive real part, and the
lower left coefficient of M ′](0) equals α z/κ.
Proof of Lemma 3. The spectral radius of the matrix M(z eτ )/κ − I is zero when τ = 0. Conse-
quently the spectral radius of M(z eτ )/κ − I remains smaller than 1/2 when τ belongs to a small
neighborhood V] of 0. Then the series (9) converges normally and defines a holomorphic function
M] on V]. The matrix M] is a logarithm of M(z eτ ), see for instance [13, page 60]. When τ has
positive real part, M](τ) has no purely imaginary eigenvalue. Otherwise M(z eτ ) would have an
eigenvalue on S1 which is ruled out by the assumptions on M .
It remains to compute the lower left coefficient of M ′](0). We make use of the following formula
that is fully justified in [13, page 78]:
d exp|A B :=
d
dζ





(adA)ν B , (adA) B := A B−B A . (10)
Let us now differentiate the relation M(z eτ ) = exp M](τ) with respect to τ , and evaluate at τ = 0.
We obtain
z M ′(z) = d exp|M](0) M
′
](0) . (11)
Using the relation M(z) = κ (I + N), we get






Using (10), (11) reads





(adN])ν M ′](0) . (12)
Observe that N] can we written as N] = N Q(N) = Q(N)N where Q is a polynomial. Moreover,
for all B ∈ Mm(C), the last row of N B and the first column of B N are zero. Consequently the
10 JEAN-FRANÇOIS COULOMBEL
lower left coefficient of (adN]) B is zero for all matrix B. The relation (12) thus shows that the
lower left coefficient α] of M ′](0) satisfies z α = κ α]. The proof of Lemma 3 is complete. 
The following result is originally due to Ralston.
Lemma 4 (Ralston [14]). Let M] be defined by (9). Then up to shrinking the neighborhood V] of 0
on which M] is defined, there exists a holomorphic function Q defined on V] with values in Glm(C),
and there exist holomorphic functions b1, . . . , bm on V] such that for all τ ∈ V], there holds
M[(τ) := Q(τ)−1 M](τ) Q(τ) = i ξ I + iN +
 b1(τ) 0 · · · 0... ... ...
bm(τ) 0 · · · 0
 .
Moreover, M[(τ) has no purely imaginary eigenvalue when τ has positive real part, and the function
bm satisfies b′m(0) = (−i)m−1 α z/κ 6= 0. If m is even, then Im b′m(0) ≤ 0. If m is odd, then
b′m(0) ∈ R.
We refer to [14] and [3, chapter 7] for the proof of this Lemma. The property of b′m(0) follows
from Proposition 1.
The number of eigenvalues of M[(τ) with negative real part does not depend on τ as long as τ
has positive real part. This number coincides with the number µ of stable eigenvalues of M(z eτ ).








if m is odd and b′m(0) < 0,
m− 1
2
if m is odd and b′m(0) > 0.
(13)
Theorem 4 is a consequence of the following analogous result in flat coordinates.
Theorem 5. Let ξ ∈ R, let m ≥ 2 be an integer. Let b1, . . . , bm denote some holomorphic functions
on some neighborhood V[ of 0, that vanish at 0. Let us define a matrix M[(τ) by the formula
∀ τ ∈ V[ , M[(τ) := i ξ I + iN +
 b1(τ) 0 · · · 0... ... ...
bm(τ) 0 · · · 0
 .
Let us assume that M[ satisfies the following conditions:
• for all τ ∈ V[ with Re τ > 0, sp(M[(τ)) ∩ i R = ∅,
• if m is even, b′m(0) 6= 0 and Im b′m(0) ≤ 0,
• if m is odd, b′m(0) ∈ R \ {0}.
Let the integer µ be defined by (13), and introduce the decomposition





, W s ∈ Cµ , Wu ∈ Cm−µ .
Then for all K ≥ 1, there exists a neighborhood V [K of 0, there exists a C∞ function S[K on V [K
with values in Hm, and there exists a constant c[K > 0 such that the following properties hold:
• for all τ ∈ V [K with Re τ ≥ 0, Re (S[K(τ) M[(τ)) ≥ c[K (Re τ) I,
• for all τ ∈ V [K and for all W ∈ Cm, W ∗ S[K(τ) W ≥ K2 |Wu|2 − |W s|2.
Proof of Theorem 4 using Theorem 5. Let us now show why the result of Theorem 5 implies the
result of Theorem 4. Using Theorem 5, we already know that the matrix M[ defined in Lemma 4
admits a symmetrizer S[K for all K ≥ 1. The properties satisfied by S[K are those stated in Theorem
5. In the same spirit as Lemma 2, one easily shows that the existence of such symmetrizers is
invariant under C∞ changes of basis. More precisely, the matrix M] defined in Lemma 3 equals M[
up to a smooth change of basis, see Lemma 4. Thus for all K ≥ 1, there exists a neighborhood V ]K
of 0, there exists a C∞ function S]K on V
]
K with values in Hm, and there exists a constant c
]
K > 0
such that the following properties hold:
• for all τ ∈ V ]K with Re τ > 0, Re (S
]
K(τ) M](τ)) ≥ c
]
K (Re τ) I,
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• for all τ ∈ V ]K and for all W ∈ Cm, W ∗ S
]
K(τ) W ≥ K2 |Wu|2 − |W s|2.
Let K ≥ 1, and consider the function S]K defined on a neighborhood V
]
K of 0 with values in
Hm. Let z belong to a sufficiently small neighborhood OK of z so that ln(z/z) ∈ V ]K . We define
SK(z) := S
]
K(ln(z/z)). We are going to check that SK defines a K-symmetrizer for the matrix
M(z). We recall that in Lemma 3, the matrix M] was constructed in such a way that the relation
M(z) = exp M](ln(z/z)) holds for z sufficiently close to z.
Let z ∈ U ∩ OK . Then we know that SK(z) is Hermitian, and for all W ∈ Cm we have
W ∗ SK(z)W = W ∗ S
]
K(ln(z/z))W ≥ K
2 |Wu|2 − |W s|2 .
Moreover, the calculations of [7, page 685] show that there exists a constant cK > 0, possibly smaller
than the constant c]K , such that




We have thus proved that SK is a K-symmetrizer for M . The corresponding vector space Es in the













, Wu ∈ Cm−µ
}
.
As claimed in Theorem 4, the dimension of Es coincides with the number of stable eigenvalues of
M(z) when |z| > 1. 
It remains to prove Theorem 5, which is done in the following sections. Let us already observe
that the existence of the symmetrizer S[K in Theorem 5 does not depend on the real number ξ. More
precisely, if the symmetrizer S[K works for one value of ξ, then it also works for any value of ξ. We
shall therefore assume from now on that ξ is zero, which simplifies a little bit the notation.
Theorem 5 is due to Kreiss [9], see also [2, 3, 14], in the case where all functions b1, . . . , bm have
purely imaginary values when τ is purely imaginary. In particular, all derivatives b′1(0), . . . , b
′
m(0)
should be real. In our framework, there is no reason why bj(τ) should have purely imaginary values
when τ is purely imaginary. This phenomenon was already highlighted in our former work [4] where
we proved Theorem 5 in the special case m = 2, Im b′2(0) < 0. We extend here the result of [4] to
the general framework of Theorem 5. This is done by first classifying the matrices M[ according to
the dissipation index defined in Proposition 2 below. We then construct the symmetrizer S[K in the
various possible cases depending on the size m and on the dissipation index.
For simplicity, we omit the index or superscript [ from now on.
4.3. The dissipation index. Classification of all possible cases. This paragraph is devoted
to the following result.
Proposition 2. Let M satisfy all the assumptions of Theorem 5 with ξ = 0. Then there exists a











where ϑ is holomorphic and does not vanish on V ×W . Furthermore, the function ` satisfies
`(0) = `′(0) = · · · = `(m−1)(0) = 0 , `(m)(0) = m!
im−1 b′m(0)
6= 0 , (15)
and one of the following two properties holds true:
• `(ζ) ∈ i R for all ζ ∈ i R ∩W , or equivalently iν−1 `(ν)(0) ∈ R for all integer ν,
• there exists a smallest even integer m0 and there exists a constant c > 0 such that for all
ξ ∈ R ∩W , there holds Re `(i ξ) ≤ −c ξm0 . This condition equivalently reads
∀ ν = 0, . . . ,m0 − 1 , iν−1 `(ν)(0) ∈ R , and (−1)m0/2 Re `(m0)(0) < 0 .
In the first case, we define the dissipation index of M as +∞ while in the second case, we define the
dissipation index of M as m0. The dissipation index is always larger than or equal to m.
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Proof of Proposition 2. The existence of the holomorphic function ` follows from the Weierstrass








= (−i)m−1 b′m(0) 6= 0 .





= −ϑ(0, ζ) `(ζ) , ϑ(0, 0) = (−i)m−1 b′m(0) 6= 0 .
Differentiating m times with respect to ζ and evaluating at ζ = 0, we obtain (15).
We know that for τ ∈ V of positive real part, M(τ) has no purely imaginary eigenvalue. This
implies that for ζ ∈ i R sufficiently small, `(ζ) has nonpositive real part.
Let us consider the real function Re `(i ξ) of the real variable ξ, which is defined on an interval
] − ξ0, ξ0[. This function vanishes at 0 and has nonpositive values. There are two possible cases:
either all derivatives at 0 vanish (case 1), or there exists a smallest integer m0 such that the derivative
of order m0 is non-zero (case 2).
In case 1, we have `(ν)(0) ∈ R if ν is odd and `(ν)(0) ∈ i R if ν is even. Then we can expand `(i ξ)
in power series for small ξ because ` is holomorphic, and we find that `(i ξ) ∈ i R for all small real
ξ. In case 2, the integer m0 is necessarily even because 0 is a maximum of Re `(i ξ). Then we find
that the m0-th derivative of Re `(i ξ) at 0 is negative because the function is nonpositive, and the
conclusion follows from a Taylor expansion. 
There are now four cases to consider for the proof of Theorem 5. The construction of the sym-
metrizer varies from one case to the other.
• Case I: m is even and the dissipation index m0 equals m.
• Case II: m is even and the dissipation index m0 is larger than m but finite.
• Case III: m is odd and the dissipation index m0 is finite.
• Case IV: the dissipation index is infinite (m is either even or odd).
We are going to construct a symmetrizer for each case. The proof in section 5 for case I is a
generalization of [4, Theorem 2.7] where we dealt with the case m = m0 = 2. It is also important
to understand the construction of the symmetrizer in case I in view of the more involved cases II
and III. The latter have never been considered in the literature so far. Case IV is somehow simpler
since it can be treated with the standard Kreiss symmetrizers of [9].
5. Construction of a symmetrizer: case I
We recall for clarity that we consider a function M that is holomorphic on a neighborhood V of
0 with values in Mm(C), m ≥ 2, and whose expression is given by
∀ τ ∈ V , M(τ) = iNm +
 b1(τ) 0 · · · 0... ... ...
bm(τ) 0 · · · 0




. . . . . .
...
. . . 1
0 · · · · · · 0
 . (16)
All functions b1, . . . , bm vanish at 0. Case I corresponds to a function bm that satisfies Im b′m(0) < 0,
see Proposition 2. A numerical scheme that produces a block of case I with arbitrarily large m is
given in section 9. We also recall that we have m = 2 µ, see (13), and that any vector W ∈ Cm is
decomposed as W = (W s,Wu) where W s ∈ Cµ is the vector formed by the µ first coordinates of
W , while Wu ∈ Cµ is the vector formed by the µ last coordinates of W .
In the analysis of all cases I-IV, the construction of the symmetrizer SK(τ) is based on the
following observation. Writing τ = γ + i δ, we first expand M(τ) as
M(τ) = M(i δ) + γ M ′(0) + γ r(τ) ,
where r is continuous with respect to τ ∈ V and r(0) = 0. Then we choose the symmetrizer SK(τ)
under the form
SK(τ) = S(δ) + γ H , (17)
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where S(δ) is Hermitian and H is a constant Hermitian matrix. The following Lemma is based on
the above expansion of M(τ). Its elementary proof is omitted.
Lemma 5. Assume that for all K ≥ 1, we can construct a C∞ function S on some interval
]− δK , δK [ with values in Hm, and a matrix H ∈ Hm such that the following properties hold:
i) for all δ ∈ ]− δK , δK [, Re (S(δ) M(i δ)) ≥ 0,
ii) for all W ∈ Cm, W ∗ S(0)W ≥ (K2 + 1/2) |Wu|2 − |W s|2/2,
iii) Re (S(0)M ′(0) + iHNm) is positive definite.
Then the result of Theorem 5 holds with the symmetrizer SK in (17).
The construction of S varies from one case to the other, because the behavior of the functions bj
when τ is purely imaginary is encoded in the dissipation index m0. In particular, the choice in [9]
of a real symmetric matrix S(δ) such that S(δ)M(i δ) is skew-Hermitian is not convenient in cases
I, II and III (see appendix B). However, we shall see in the analysis of case II-III that the larger the
dissipation index m0, the more our construction ressembles Kreiss’ choice.
Let K ≥ 1, and let us construct a matrix S(δ) satisfying conditions i) and ii) of Lemma 5 in case
I. We decompose the matrix M(i δ) as follows:








i δB1 + δ2 β2(δ) 0
)
, (18)
where each block in (18) represents a matrix of size µ = m/2. The coefficients of the matrix Ñµ
vanish, except the lower left coefficient that equals 1. When m equals 2, we use the convention








b′m(0) 0 · · · 0
 ∈ Mµ(C) . (19)
The matrices β1(δ), β2(δ) ∈ Mµ(C) depend analytically on δ but we have no information about their
coefficients. In case I, the only piece of information we have is on the lower left coefficient of B1:
Im b′m(0) < 0.
We choose the symmetrizer S(δ) under the following form3:
S(δ) :=
(
δ2 A2 C0 + δ C1





where A2,D0 belong to Hµ, and C0,C1 belong to Mµ(C). We shall first fix C0, then D0, then C1
and eventually A2. Computing the product of S(δ) in (20) with M(i δ) in (18) and taking the real
part, we obtain
Re (S(δ) M(i δ)) =(
δ Re (iC0 B1) + δ2 Re (iA2 Nµ + iC1 B1 + C0 β2(0)) ?
i
2
(C∗0 Nµ −N∗µ C∗0) +
i δ
2








where ? denotes here and from now the only possible matrix such that the whole m ×m matrix is
Hermitian. As in [9], see also [3, chapter VII.5], we shall use repeatedly the following fact:
3The reader will observe that this choice is similar to the form we had used in [4], and is completely different from
the choice in [9].
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0 · · · 0 s1
... 0 s1 s2
0 s1 s2
...
s1 s2 · · · sν
 . (22)
In particular, S ∈ Hν satisfies Re (i S Nν) = 0 if and only if S is a real symmetric matrix of the
form (22).
We first fix the matrix C0.
















Let the matrix C0 ∈ Mµ(C) be defined by
C0 :=

0 · · · 0 b′m(0)
... 0 b′m(0) ρ2
0 b′m(0) ρ2
...
b′m(0) ρ2 · · · ρµ
 . (23)




0, and the upper left coefficient of
Re (iC∗0 Ñµ) is positive.
The proof of Lemma 7 follows from straightforward algebraic manipulations, and from the fact
that b′m(0) has negative imaginary part. The details are left to the reader. In view of our choice
(20) and of the relation (21), we now wish to construct a matrix D0 ∈ Hµ that is positive definite
- in order to satisfy condition ii) in Lemma 5 - and such that the real part of i (D0 Nµ + C∗0 Ñµ) is
positive definite. The construction of D0 is based on the following general result that is proved in
appendix A.
Lemma 8. Let C1, C2 ∈ R, let c > 0, and let ν ≥ 1 be an integer. Then there exists a matrix
H ∈ Hν such that for all W = (W1, . . . ,Wν) ∈ Cν , the following inequalities hold true
W ∗ H W ≥ C1 |W |2 ,




Corollary 1. Let ν ≥ 1 be an integer and let H1 ∈ Hν . If the upper left coefficient of H1 is positive,
then there exists H2 ∈ Hν such that Re (iH2 Nν) + H1 is positive definite.
Since the upper left coefficient of Re (iC∗0 Ñµ) is positive (see Lemma 7), Young’s inequality
shows that there exists a constant c̃ > 0 such that





|Wj |2 . (24)
We apply Lemma 8 with C1 := K2 +1/2+2 ‖C0‖2, C2 := c̃+1/c̃, and c := c̃. We obtain that there
exists D0 ∈ Hµ such that







|W |2 , (25)







|Wj |2 . (26)
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If we combine (24) and (26), we already see that the lower right block in the right-hand side of (21)
satisfies
Re (iD0 Nµ + iC∗0 Ñµ) ≥ c̃ I .
Moreover, (25) shows that we have the following inequality for all W ∈ Cm:
W ∗ S(0)W = (Wu)∗ D0 Wu + 2 Re
(











Condition ii) of Lemma 5 is thus satisfied. Our choice of C0 and of D0 yields some simplification
in (21):
Re (S(δ) M(i δ)) ≥
(
δ2 Re (iA2 Nµ + iC1 B1 + C0 β2(0)) ?
i δ
2








It remains to fix the matrices C1 and A2 such that condition i) in Lemma 5 holds. Let us first of





inequality in (27) shows that there exists a constant C̃ > 0, that does not depend on C1 nor on A2,
such that


















Let us now fix the matrices C1 and A2.
Lemma 9. For all C3 ∈ R, there exists a matrix E ∈ Mµ(C) and there exists a matrix H ∈ Hµ
that satisfy
E Nµ = N∗µ E , Re (iH Nµ + i E B1) ≥ C3 I .




 , e ∈ R ,
so that E Nµ = N∗µ E. Then we compute the upper left coefficient of Re (i E B1). This coefficient
equals e |Im b′m(0)|. We thus fix e ∈ R such that the upper left coefficient of Re (i E B1) equals
C3 + 1. Then there exists a constant C4 > 0 such that for all W ∈ Cµ there holds










It remains to apply Lemma 8 above with c := 1/2, C2 := C3 + C4 and with an arbitrary C1 (take
for instance C1 = 0) to construct the Hermitian matrix H. 
Applying Lemma 9 in (28), we can pick a matrix C1 ∈ Mµ(C) that satisfies C∗1 Nµ = N∗µ C∗1,
and a matrix A2 ∈ Hµ such that







Consequently, (28) reduces to























where we have used Young’s inequality in the end. Choosing δ small enough, we have thus con-
structed a matrix S(δ) of the form (20) and that satisfies conditions i) and ii) of Lemma 5. Moreover,
the matrix C0 in the decomposition (20) is defined by (23).
We now construct the Hermitian matrix H such that condition iii) in Lemma 5 is satisfied. Using
the expression (23) of C0, the upper left coefficient of the matrix Re (S(0)M ′(0)) equals |b′m(0)|2 > 0.
Corollary 1 shows that there exists a matrix H ∈ Hm such that Re (S(0)M ′(0)+iHNm) is positive
definite. Condition iii) in Lemma 5 is thus satisfied, which shows that Theorem 5 holds in case I.
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The analysis of cases II and III below follows the same strategy as for case I. The most difficult
part is to guess the form and construct the Hermitian matrix S(δ). The construction of H ∈ Hm
always follows from Corollary 1. For clarity, we rephrase and simplify Lemma 5 in order to take the
result of Corollary 1 into account.
Lemma 10. Assume that for all K ≥ 1, we can construct a C∞ function S on some interval
]− δK , δK [ with values in Hm such that the following properties hold:
i) for all δ ∈ ]− δK , δK [, Re (S(δ) M(i δ)) ≥ 0,
ii) for all W ∈ Cm, W ∗ S(0)W ≥ (K2 + 1/2) |Wu|2 − |W s|2/2,
iii) the upper left coefficient of Re (S(0)M ′(0)) is positive.
Then the result of Theorem 5 holds with a symmetrizer SK of the form (17).
6. Construction of a symmetrizer: case II
In this section, we consider a matrix M(τ) of the form (16) where m is an even number, and where
the dissipation index m0 defined in Proposition 2 is larger than m. The dissipation index gives some
information on the holomorphic function `. First of all, we are going to convert this information on
` into some information on the derivatives b(q)j (0). This is done in Proposition 3 below. According
to the values of m0 with respect to m, we shall construct a symmetrizer. Observe that since both
m and m0 are even numbers, the Euclidean division of m0 by m reads
m0 = q0 m + 2 µ0 , q0 ≥ 1 , 0 ≤ µ0 ≤ µ− 1 . (29)
6.1. What does the dissipation condition mean ? The following Proposition gives some infor-
mation on the derivatives b(q)j (0).
Proposition 3. Let M satisfy the assumptions of Theorem 5 and correspond to case II (m0 > m,
m is even). Let the dissipation index m0 satisfy (29). Then the following properties hold:
• b′m(0) ∈ R \ {0},
• for all q = 1, . . . , q0 − 1 and for all j = 1, . . . ,m, iq−1 b(q)j (0) ∈ R,
• for all j = 0, . . . , 2 µ0 − 1, iq0−1 b(q0)m−j(0) ∈ R,
• if q0 is even, b′m(0) Im (iq0−1 b
(q0)
m−2 µ0(0)) < 0,
• if q0 is odd, Im (iq0−1 b(q0)m−2 µ0(0)) < 0.
Proof of Proposition 3. We recall that there exists a unique holomorphic function ` satisfying (14).
In case II, this function satisfies (15) and
im−1 `(m)(0) ∈ R \ {0} ,
∀ ν = m + 1, . . . ,m0 − 1 , iν−1 `(ν)(0) ∈ R , (30)
(−1)m0/2 Re `(m0)(0) < 0 .











Defining the functions ˜̀(ω) := 1
i
`(i ω) , b̃j(θ) :=
1
i
bj(i θ) , (31)






The latter equality holds for all ω ∈ C sufficiently close to 0. We recall that the functions b̃1, . . . , b̃m, ˜̀
are holomorphic on a neighborhood of 0.
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The proof of Proposition 3 then consists in expanding the functions b̃1, . . . , b̃m, ˜̀ near 0, and in
identifying the powers of ω. Let us perform this argument in detail. First of all we assume q0 = 1,
and therefore µ0 > 0. Using (15), we have the Taylor expansions
˜̀(ω) = ˜̀(m)(0)
m!
ωm + · · ·+
˜̀(2 m−1)(0)
(2 m− 1)!
ω2 m−1 + O(ω2 m) ,
b̃j




ων + O(ω2 m) .










ων + O(ω2 m) .















(m + 2 µ0)!
+ · · ·+ b̃′m−2 µ0(0)
˜̀(m)(0)
m!
= 0 . (34)
The definition (31) gives the relation ˜̀(ν)(0) = iν−1 `(ν)(0). Using the properties (30), we obtain
inductively
b̃′m(0) ∈ R \ {0} , b̃′m−1(0), . . . , b̃′m−2 µ0+1(0) ∈ R .
Then we multiply (34) by the real number b̃′m(0), take the imaginary part, use (33) and (30). We
find
Im b̃′m−2 µ0(0) < 0 .
We then obtain the result of Proposition 3 by using the relations b̃′j(0) = b
′
j(0), j = 1, . . . ,m.
Let us now consider the case q0 ≥ 2. We follow the same strategy as above and use the following
expansions in (32):












θq + O(θq0+1) .
















q + O(ω(q0+1) m) . (35)
We first identify the terms ωm, . . . , ω2 m−1 on either side of (35). Following the same argument
as in the case q0 = 1 yields
b̃′m(0) ∈ R \ {0} , b̃′m−1(0), . . . , b̃′1(0) ∈ R .
Then we identify the terms ω2 m, ω2 m+1 and so on, up to ωq0 m+2 µ0−1. We obtain
b̃′′m(0), . . . , b̃
′′
1(0) ∈ R , . . . , b̃(q0−1)m (0), . . . , b̃
(q0−1)
1 (0) ∈ R , b̃(q0)m (0), . . . , b̃
(q0)
m−2 µ0+1(0) ∈ R .
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The conclusion for b̃(q0)m−2 µ0(0) immediately follows (use (33) when q0 is odd). We have thus proved
all the relations stated in Proposition 3. 
Our aim is to construct a symmetrizer S(δ) ∈ Hm that satisfies the properties i), ii), iii) of Lemma
10. It turns out that the construction of S(δ) depends on the integers q0, µ0 in the Euclidean division
(29). More precisely we shall distinguish the following four possible cases, which correspond to an
increasing level of difficulty.
• Case IIa: µ0 = 0, q0 is even.
• Case IIb: µ0 = 0, q0 is odd. (This implies q0 ≥ 3.)
• Case IIc: 1 ≤ µ0 ≤ µ− 1, q0 is even. (This implies m ≥ 4.)
• Case IId: 1 ≤ µ0 ≤ µ− 1, q0 is odd. (Same remark as for case IIc.)
6.2. Case IIa. We shall repeatedly use the following result. We recall that Sν denotes the vector
space of real symmetric matrices of size ν.
Lemma 11. Let ν ≥ 1 be an integer, and let Ψ be the linear mapping defined by
Ψ : Sν −→ Hν
S 7−→ Re (i S Nν) .
The kernel of Ψ is made of all matrices S ∈ Sν of the form (22), and the image of Ψ is Hν ∩
iMν(R).
Proof of Lemma 11. The dimension of Sν is ν (ν +1)/2. Moreover, Lemma 6 shows that the kernel
of Ψ is made of all matrices S ∈ Sν of the form (22). Thus the kernel of Ψ has dimension ν, and
the image of Ψ has dimension ν (ν − 1)/2.
If S ∈ Sν , then Re (i S Nν) is a Hermitian matrix with purely imaginary coefficients. Conse-
quently, the image of Ψ is included in Hν ∩ iMν(R). Moreover, the dimension of Hν ∩ iMν(R) is
ν (ν − 1)/2 so the claim of Lemma 11 holds. 
We decompose the matrix M(i δ) as follows:
M(i δ) = iNm + i
q0∑
q=1
δq Bq + O(δq0+1) , (36)
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where the matrices B1, . . . , Bq0 are given by
4












m (0) 0 . . . 0
 ∈ Mm(C) . (37)
In case IIa, Proposition 3 shows that B1, . . . , Bq0−1 have real coefficients. Some coefficients of Bq0
are complex.




δq Sq , S0, . . . ,Sq0−1 ∈ Sm , Sq0 ∈ Hm . (38)















+ O(δq0+1) . (39)
The choice of the real symmetric matrix S0 is the same as in [9].
Lemma 12 ([9]). Let c > 0 and let C ∈ R. If m is even, there exists a matrix S0 ∈ Sm of the form
(22) with s1 = b′m(0), and that satisfies
∀W ∈ Cm , W ∗ S0 W ≥ C |Wu|2 − c |W s|2 .
For the sake of clarity, we reproduce the proof of Lemma 12 in appendix A. The main reason for
doing so is that in case IId, we shall need a refined version of Lemma 12. We hope that the proof of
this refined version will be more clear once the reader is familiar with the classical proof of Lemma
12.
We choose S0 ∈ Sm by applying Lemma 12 with c := 1/2 and C := K2+1/2. It is straightforward
to check that the symmetrizer S(δ) in (38) already satisfies the properties ii), iii) of Lemma 10. It
thus remains to fix S1, . . . ,Sq0 such that property i) of Lemma 10 holds.
We wish to choose the matrix S1 ∈ Sm such that the coefficient of δ1 in the right-hand side of
(39) vanishes. In other words, we are looking for a matrix S1 ∈ Sm that satisfies
Ψ(S1) = −Re (iS0 B1) . (40)
Recall that the linear mapping Ψ is defined in Lemma 11. The matrix Re (iS0 B1) is Hermitian and
has purely imaginary coefficients because both S0 and B1 belong to Mm(R). Applying Lemma 11,
we can thus choose S1 ∈ Sm such that (40) holds. Applying repeatedly Lemma 11, we can choose
some matrices S2, . . . ,Sq0−1 ∈ Sm that satisfy




















+ O(δq0+1) . (41)
We wish to make the coefficient of δq0 in (41) positive definite by suitably choosing Sq0 ∈ Hm.















4We feel free to use the notation B1 even though it does not denote the same matrix as in (19). We hope this does
not create any confusion.
20 JEAN-FRANÇOIS COULOMBEL



















The latter quantity is positive thanks to the result of Proposition 3. (Recall that in case IIa, q0 is
even and µ0 = 0.) Applying Corollary 1, there exists a matrix Sq0 ∈ Hm such that the coefficient





≥ c δq0 I ,
for a suitable constant c > 0. Hence property i) of Lemma 10 is satisfied and the result of Theorem
5 holds. Let us turn to case IIb.
6.3. Case IIb. In case IIb, we use the refined expansion
M(i δ) = iNm + i
q0∑
q=1
δq Bq + δq0+1 β + O(δq0+2) . (42)
The matrices B1, . . . , Bq0 are defined in (37), while β belongs to Mm(C). Using Proposition 3, we
know that B1, . . . , Bq0−1 have real coefficients. Moreover the lower left coefficient of Bq0 has negative
imaginary part. We recall that q0 is an odd number, with q0 ≥ 3.




δq Sq , S0, . . . ,Sq0−2 ∈ Sm , Sq0−1,Sq0 ,Sq0+1 ∈ Hm . (43)

















iSq0+1 Nm + i
q0∑
p=1
Sp Bq0+1−p + S0 β
)
+ O(δq0+2) . (44)
We start as in the analysis of case IIa. We first fix S0 ∈ Sm by applying Lemma 12 with c := 1/2
and C := K2 + 1/2. Then we choose S1, . . . ,Sq0−2 ∈ Sm such that the coefficients of δ1, . . . , δq0−2





















iSq0+1 Nm + i
q0∑
p=1
Sp Bq0+1−p + S0 β
)
+ O(δq0+2) . (45)
Let us now fix the matrix Sq0−1.
Lemma 13. There exists a matrix Sq0−1 ∈ Hm that satisfies
Re
(
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vanishes.
Proof of Lemma 13. Applying Lemma 11, we first choose a matrix S]q0−1 ∈ Sm that satisfies
Re
(










q0−1, and we are going to construct S
[
q0−1. We look for






, Cq0−1 ∈ Mµ(C) , Dq0−1 ∈ Hµ .
The matrix Cq0−1 is fixed first. Namely let us choose Cq0−1 of the form (22), that is
Cq0−1 :=

0 · · · 0 α1
... 0 α1 α2
0 α1 α2
...










= Re (iS[q0−1 Nm) =
(
0 0





where the matrix Ñµ is the same as in section 5. Let us also compute the upper left µ× µ block of
the matrix (46). The matrices S0, . . . ,Sq0−2,S
]
q0−1 as well as the matrices B1, . . . , Bq0−1 have real
coefficients. Moreover, S0 has the form (22) with s1 = b′m(0). The upper left µ × µ block of the








b′m(0) 0 . . . 0
+
υ1 0 . . . 0... ... ...
υµ 0 . . . 0
 , (47)
where υ1, . . . , υµ are some complex numbers that only depend on S0, . . . ,Sq0−2. The crucial obser-






∈ R . (48)















This system has a unique solution, which determines the matrix Cq0−1 ∈ Mµ(C). In particular,
(48) and Proposition 3 show that α1 = −υ1/b′m(0) has positive imaginary part.
It remains to fix the matrix Dq0−1 ∈ Hµ. The upper left coefficient of the matrix Re (iC∗q0−1 Ñµ)
equals Im α1 > 0. Consequently we can apply Corollary 1 and find Dq0−1 ∈ Hµ such that
Re (iDq0−1 Nµ + iC
∗
q0−1 Ñµ)
is positive definite. This completes the proof. 









 ∈ Mµ(C) ,
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, Aq0+1 ∈ Hµ .
We compute
Re (iSq0 Nm) =
(
0 0
0 Re (iC∗q0 Ñµ)
)
.




















iSq0+1 Nm + i
∑q0












where Hq0−1 ∈ Hm is positive definite, and Hq0 ∈ Mm(C) does not depend on c nor on Aq0+1.
Following the same strategy as in the proof of Lemma 9, we can choose c ∈ C and Aq0+1 ∈ Hµ
such that the block (
Re (iAq0+1 Nm) + Re (iSq0 B1)
)
1...µ,1...µ
is positive definite as large as we wish. We can now conclude as in the analysis of case I. Applying










, c > 0 .
Hence S(δ) satisfies properties i), ii), iii) of Lemma 10, and the result of Theorem 5 holds. Let us
now turn to the more involved case IIc.
6.4. Case IIc. The following result is similar to Lemma 11 and will be used in the analysis below.
Lemma 14. Let ν ≥ 1 be an integer, and let Φ be the linear mapping defined by
Φ : Hν −→ Hν
S 7−→ Re (i S Nν) .
The kernel of Φ is made of all matrices S ∈ Sν of the form (22). If ν is even, the image of Φ is
made of all matrices H ∈ Hν that satisfy

















= 0 . (49)
If ν is odd, the image of Φ is made of all matrices H ∈ Hν that satisfy











= 0 , (50)








= 0 . (51)
Proof of Lemma 14. The dimension of the (real) vector space Hν is ν2. Lemma 6 shows that the
kernel of Φ is made of all matrices S ∈ Sν of the form (22), and thus coincides with the kernel of
Ψ. Consequently the rank of Φ is ν2 − ν.
It is not so difficult to check that if ν is even, then any matrix H in the image of Φ satisfies
the conditions (49). Moreover, the Hermitian matrices that satisfy (49) form a subspace of Hν
of dimension ν2 − ν. The same arguments yield the characterization of the image of Φ when ν is
odd. 
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We shall also need the following rectangular version of Lemma 6. The proof is completely ele-
mentary and therefore omitted.
Lemma 15. Let ν1 ≥ 1 and ν2 > ν1 be some integers. A matrix S ∈ Mν1,ν2(C) satisfies S Nν2 =
N∗ν1 S if and only if S has the form
S =

0 . . . 0 0 · · · 0 s1
...
...
... 0 s1 s2
...
... 0 s1 s2
...
0 . . . 0 s1 s2 · · · sν1
 . (52)
Let us now construct a symmetrizer S(δ) in case IIc. We recall that q0 is even and the remainder
µ0 in the Euclidean division (29) satisfies 1 ≤ µ0 ≤ µ − 1. In particular there holds µ ≥ 2, that is
m ≥ 4. We expand M(i δ) as
M(i δ) = iNm + i
q0∑
q=1
δq Bq + δq0+1 β1 + δq0+2 β2 + O(δq0+3) . (53)
The matrices B1, . . . , Bq0 are defined in (37), while the matrices β1, β2 belong to Mm(C) and have
the same form as B1, . . . , Bq0 (only the first column is non-zero). Applying Proposition 3, we know
that B1, . . . , Bq0−1 have real coefficients. Moreover the coefficients of Bq0 satisfy
iq0−1 b(q0)m (0), . . . , i
q0−1 b
(q0)








< 0 . (54)
We have absolutely no information on b(q0)m−2 µ0−1(0), . . . , b
(q0)
1 (0), nor on β1, β2.




δq Sq , S0, . . . ,Sq0−1 ∈ Sm , Sq0 ,Sq0+1,Sq0+2 ∈ Hm . (55)

















iSq0+1 Nm + i
q0∑
p=1




iSq0+2 Nm + i
q0+1∑
p=2




The starting point is the same as in cases IIa and IIb. We choose S0 ∈ Sm by applying Lemma
12 with c := 1/2 and C := K2 + 1/2. Properties ii), iii) of Lemma 10 are satisfied. Then we choose
S1, . . . ,Sq0−1 ∈ Sm such that the coefficients of δ1, . . . , δq0−1 in the right-hand side of (56) vanish.
The choice of the matrix Sq0 is more delicate.
Lemma 16. There exists a matrix Sq0 ∈ Hm that satisfies
Re
(











where Hq0 ∈ Hm−µ0 is positive definite. Furthermore, the upper left µ0 × µ0 block of the matrix
q0∑
p=1
Sp Bq0+1−p − iS0 β1 (58)
vanishes.
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Proof of Lemma 16. The difficulty lies in the fact that the product S0 Bq0 appears in the left-hand
side of (57) and we do not know how all the coefficients of Bq0 look like. More precisely, we know
that Bq0 has the form (37) and its coefficients satisfy (54). The matrix S0 has the form (22) with
s1 = b′m(0). Therefore we compute




0 −i υ2 . . . −i υm




i υm 0 . . . 0
 . (59)
The numbers υ2, . . . , υm in (59) satisfy
υ2, . . . , υ2 µ0 ∈ R , Im υ2 µ0+1 < 0 . (60)
We have no information on υ2 µ0+1, . . . , υm. We decompose the matrix in (59) as




0 −i υ2 . . . −i υ2 µ0 0 . . . 0
i υ2
...






In particular, the matrix H0 is Hermitian with purely imaginary coefficients.
We first choose a matrix S]q0 ∈ Sm that satisfies
Re
(





+ H0 = 0 . (62)
This is possible because the matrices S1, . . . ,Sq0−1, B1, . . . , Bq0−1 have real coefficients.
The Hermitian matrix H1 is the difference between the matrix Re (iS0 Bq0) whose expression is
given in (59), and the matrix H0 whose expression is given in (61). At this stage, the reader can
check that H1 does not belong to the image of the linear mapping Φ (see the conditions (49) that
characterize the image of Φ). Let us construct a matrix H2 ∈ Hm such that H1−H2 belongs to the






, H̃2 ∈ Hm−µ0 .
The matrix H̃2 ∈ Hm−µ0 is defined in the following way:
∀ j = 1, . . . , µ− µ0 ,
{
(H̃2)j,j := −Re (i υ2 µ0+2 j−1) ,
(H̃2)j,j+1 = (H̃2)j+1,j := −i υ2 µ0+2 j/2 .
(63)
All other coefficients in H̃2 vanish. Straightforward computations show that H1 − H2 satisfies
conditions (49) and thus belongs to the image of Φ. Moreover, the upper left coefficient of H̃2 is
positive (use (63) and (60)). We can choose S[q0 ∈ Hm that satisfies
Φ(S[q0) + H1 −H2 = 0 . (64)














, Cq0 ∈ Mµ0,m−µ0(C) , Dq0 ∈ Hm−µ0 . (65)
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The matrix Cq0 is chosen of the form (52), that is
Cq0 :=

0 . . . 0 0 · · · 0 Θ1
...
...
... 0 Θ1 Θ2
...
... 0 Θ1 Θ2
...
0 . . . 0 Θ1 Θ2 · · · Θµ0
 ∈ Mµ0,m−µ0(C) .













 Υ1 0 . . . 0... ... ...










already been fixed. It is clear that there exists a unique choice of the coefficients Θ1, . . . ,Θµ0 ∈ C
such that this upper left block vanishes. These coefficients are determined by solving an invertible
linear system of dimension µ0.
It remains to fix Dq0 such that (57) holds with a positive definite Hq0 . Let us compute the matrix
in the left-hand side of (57) by using the relations (62) and (64). We have
Re
(





=Re (iS\q0 Nm) + H2
+ Re (iS[q0 Nm) + H1 −H2







=Re (iS\q0 Nm) + H2 . (66)







Going back to (66), we compute the real part of iS\q0 Nm by applying Lemma 15. We thus obtain
Re
(








0 H̃2 + Re
(
iC∗q0 Ñµ0,m−µ0 + iDq0 Nm−µ0
)) .
The first row of C∗q0 is zero so the upper left coefficient of Re (iC
∗
q0 Ñµ0,m−µ0) is zero. Consequently,
the upper left coefficient of H̃2+Re (iC∗q0 Ñµ0,m−µ0) is positive. Applying Corollary 1, we can choose
Dq0 ∈ Hm−µ0 such that the lower right block in (57) is positive definite. 






, Cq0+1 ∈ Mµ0,m−µ0(C) ,






, Aq0+2 ∈ Hµ0 .
We choose Cq0+1 of the form (52). Lemma 15 shows that the coefficient of δ






5We recall that only the first column of the matrices B1, . . . , Bq0 , β1 does not vanish.
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where Hq0+1 ∈ Mµ0,m−µ0(C) does not depend on Cq0+1. To conclude the construction of S, it
remains to observe that we can choose Cq0+1 of the form (52) and Aq0+2 ∈ Hµ0 so that the upper
left µ0 × µ0 block of
Re
(
iSq0+2 Nm + iSq0+1 B1
)
is positive definite as large as we wish. (The argument is entirely similar to Lemma 9 so we do not
repeat it.) Young’s inequality and the argument already used for case I and case IIb show that we










, c > 0 ,
provided that δ is small enough. The symmetrizer S(δ) thus satifies all properties of Lemma 10 and
Theorem 5 holds. We now turn to case IId which requires some new arguments.
6.5. Case IId. In this paragraph, q0 is odd and µ0 satisfies 1 ≤ µ0 ≤ µ− 1. In particular, we have
µ ≥ 2. The case q0 = 1 has to be dealt with separately from the case q0 ≥ 3 because the value of the
symmetrizer S at the origin is different. Let us therefore deal first with the case q0 = 1. Applying
Proposition 3, we know that b′m(0), . . . , b
′
m−2 µ0+1(0) are real numbers while b
′
m−2 µ0(0) has negative
imaginary part. We expand M(i δ) as
M(i δ) = iNm + i δ B1 + δ2 β + O(δ3) , B1 :=
 b
′




b′m(0) 0 . . . 0
 , (67)
and we choose the symmetrizer S under the form
S(δ) = S0 + δ S1 + δ2 S2 , S0,S1,S2 ∈ Hm . (68)
We fix a constant K ≥ 1. As usual, the matrix S0 is determined first.
Lemma 17. There exists a matrix S0 ∈ Hm that satisfies
• for all W ∈ Cm, W ∗ S0 W ≥ (K2 + 1/2) |Wu|2 − |W s|2/2,
• the upper left coefficient of Re (S0 M ′(0)) is positive,




, H0 ∈ Hµ−µ0 ,
where H0 is positive definite,
• the upper left (µ + µ0)× (µ + µ0) block of Re (iS0 B1) has purely imaginary coefficients.
Proof of Lemma 17. The idea consists in “interpolating” between the construction of S(0) in case
I and the classical construction by Kreiss (see Lemma 12 whose proof is reproduced in appen-
dix A). More precisely, let us consider some real numbers c1, . . . , c2 µ0 , some complex numbers







where the matrices C0 ∈ Mµ(C) and D0 ∈ Hµ are defined as follows:
C0 :=

0 · · · 0 c1
... 0 c1 c2
0 c1 c2
...
c1 c2 · · · cµ
 , D0 :=










The ? symbol in the definition of D0 stands for the unique coefficients that make D0 a Hermitian
matrix.
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For a vector W = (W1, . . . ,Wm) ∈ Cm, we recall that W s denotes the vector (W1, . . . ,Wµ),
Wu denotes the vector (Wµ+1, . . . ,Wm). We also introduce the notation W̃ to denote the vector
(Wµ+µ0+1, . . . ,Wm) ∈ Cµ−µ0 . We compute












2 Re (ck W j Wm+k−j) + W̃ ∗ D̃0 W̃ .
We first choose c1 := b′m(0) so the upper left coefficient of Re (S0 M
′(0)) equals b′m(0)
2 > 0.
Following the proof of Lemma 12, we also choose c3 = · · · = c2 µ0−1 := 0. Using the same arguments
as in the proof of Lemma 12 (see appendix A), we can choose inductively c2, . . . , c2 µ0 > 0 sufficiently
large such that, for a certain constant C0 > 0, there holds
W ∗ S0 W ≥−
1
4
|W s|2 + (K2 + 1)
µ0∑
k=1





2 Re (ck W j Wm+k−j) + W̃ ∗ D̃0 W̃ . (69)
The constant C0 in (69) depends on K and b′m(0) but it does not depend on c2 µ0+1, . . . , cµ+µ0 nor
on D̃0.

























This choice has two consequences. First, c2 µ0+1 has positive imaginary part. Second, the reader can
check that the upper left (µ + µ0)× (µ + µ0) block of Re (iS0 B1) has purely imaginary coefficients.
Let us now go back to the estimate (69). Since c2 µ0+1, . . . , cµ+µ0 are fixed, we wish to apply
Young’s inequality for the cross products in the right-hand side of (69). More precisely, let us
consider a product ck W j Wm+k−j with k = 2 µ0 + 1, . . . , µ + µ0 and j ≥ k, j < m + k − j. Then
at least one of the indices j, m + k − j is strictly larger than µ + µ0. It may happen that both are
strictly larger than µ + µ0. Consequently, we need to derive a lower bound for terms of the form
|W s| |W̃ |, |(Wµ+1, . . . ,Wµ+µ0)| |W̃ | or |W̃ |2. We apply Young’s inequality in (69) and obtain










|Wµ+k|2 + W̃ ∗ (D̃0 − C1 I) W̃ ,
where C1 > C0 is a new constant that does not depend on D̃0.
With our choice of S0, we can compute
Re (iS0 Nm) =
(
0 0
0 Re (i D̃0 Nµ−µ0) + H̃0
)
.
The upper left coefficient of H̃0 equals Im c2 µ0+1 > 0. Applying Lemma 8, we can choose a matrix
D̃0 ∈ Hµ−µ0 that satisfies
D̃0 ≥
(





and such that Re (i D̃0 Nµ−µ0)+H̃0 is positive definite. We have thus constructed a matrix S0 ∈ Hm
that satisfies all the properties stated in Lemma 17. 
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We now need to fix the matrices S1,S2. The choice of S0 yields













+ δ2 Re (iS2 Nm + iS1 B1 + S0 β) + O(δ3) , (70)
where H1 ∈ Hµ+µ0 has purely imaginary coefficients. Let us first choose S
]
1 ∈ Sm such that





= 0 . (71)






1 ∈ Hm still needs to be determined. Using (71) in (70) eliminates
the upper left block H1 in the coefficient of δ. Moreover, the matrix H2 ∈ Mµ+µ0,µ−µ0(C) only
depends on S0 which has already been fixed. We can thus apply Young’s inequality in (70). For
appropriate positive constants c0 and C0, we obtain
Re (iS(δ) M(i δ)) ≥
(
0 0
0 2 c0 Iµ−µ0
)
+δ Re (iS[1 Nm)+δ
2
(




At this point, it would seem natural to seek S[1 such that only the lower right (µ−µ0)× (µ−µ0)
block of Re (iS[1 Nm) is non-zero. However, this would lead to a disaster since with such a matrix
S[1, the upper left coefficient of Re (iS
[
1 B1) would be zero (this is because, opposite to case I, b
′
m(0)
is now a real number). There would be no way to make the coefficient of δ2 positive definite.
The following choice turns out to work:
S[1 :=

0 . . . 0 −i b′m(0) s




i b′m(0) s 0 . . . 0
 , s ∈ R . (73)
This may seem desperate at first glance because s should be so large that the upper left coefficient
of δ2 in (72) is positive. However, choosing s large will introduce a large O(δ) cross term in (72).
Let us show in detail why the choice (73) is appropriate. The upper left coefficient of Re (iS[1 B1)
is b′m(0)
2 s. We thus choose s large enough such that the upper left coefficient of the matrix
Re (iS[1 B1)− C0 I
equals 1. With this choice of S[1, we compute∣∣W ∗ Re (iS[1 Nm) W ∣∣ = ∣∣b′m(0) sRe (W2 Wm)∣∣ ≤ c0 |Wm|2 + C1 |W2|2 ,
where c0 > 0 is the constant that appears in (72). Using the latter inequality in (72) and assuming
that |δ| is not larger than 1, we get












+ O(δ3) . (74)
Corollary 1 shows that we can find a matrix S2 ∈ Hm such that the coefficient of δ2 in (74) is
positive definite. Choosing δ small, we thus end up with the estimate






The symmetrizer S(δ) satisfies properties i), ii), iii) of Lemma 10 so Theorem 5 holds.
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δq Sq , S0, . . . ,Sq0−2 ∈ Sm , Sq0−1,Sq0 ,Sq0+1 ∈ Hm .
The matrix S0 is fixed by applying Lemma 12. We then choose S0, . . . ,Sq0−2 by applying Lemma
11. The construction of the matrices Sq0−1,Sq0 ,Sq0+1 follows the arguments that we have just
developed above for case IId with q0 = 1. We leave the details to the reader. The final estimate is






which yields the conclusion of Theorem 5.
6.6. Some remarks. The symmetrizer construction is probably better understood if, for a fixed
even integer m, one starts with m0 = m and increases m0. The situation m0 = m corresponds to
case I treated in section 5. The final estimate is





, c > 0 , |δ|  1 .
Each time m0 increases of 2 with m < m0 ≤ 2 m, the final estimate is weakened as follows: a
coefficient 1 on the diagonal is replaced by a δ2, starting with the (µ + 1)-th coefficient and ending
with the m-th coefficient. Since δ is small, the estimate is weaker. When m0 reaches m0 = 2m,
that is when q0 = 2 and µ0 = 0, the diagonal is filled only with δ2. Then we increase m0 with
2 m < m0 ≤ 3 m. Each time m0 increases of 2, one δ2 coefficient on the diagonal is replaced by a
δ4. The process goes on and on. We conjecture that such estimates are optimal.
Compared to case IV below which was already treated by Kreiss [9], dissipation helps! More
precisely, the matrix Re (S(δ) M(i δ)) is positive definite for δ 6= 0 in cases I and II. At the opposite,
Kreiss’ construction in case IV yields a symmetrizer that satisfies Re (S(δ) M(i δ)) = 0. Here, the
higher the dissipation, the weaker the estimate.
Eventually, we observe that in all cases I, IIa,. . . ,IId, the symmetrizer S(δ) is a Hermitian matrix
and not a real symmetric matrix (except possibly at the origin). Our construction thus differs from
Kreiss’ choice. In appendix B we determine necessary conditions for the application of Kreiss’ choice.
In particular, we show that Kreiss’ choice can not work for cases I, II and III. We also observe that
as m0 gets larger and larger, our symmetrizer S(δ) tends more and more to become a symmetric
matrix and thus to ressemble Kreiss’ choice.
7. Construction of a symmetrizer: case III
In this section, we consider a matrix M(τ) of the form (16) where m ≥ 3 is an odd number.
The dissipation index m0 defined in Proposition 2 is even so it is necessarily larger than m. The
Euclidean division of m0 by m reads
m0 = q0 m + ν0 , q0 ≥ 1 , 0 ≤ ν0 ≤ m− 1 . (75)
The integers q0 and ν0 are simultaneously even or odd. The analogue of Proposition 3 is the following
result whose proof is omitted. The arguments used to prove Proposition 3 work exactly in the same
way.
Proposition 4. Let M satisfy the assumptions of Theorem 5 and correspond to case III. Let the
dissipation index m0 satisfy (75). Then the following properties hold:
• b′m(0) ∈ R \ {0},
• for all q = 1, . . . , q0 − 1 and for all j = 1, . . . ,m, iq−1 b(q)j (0) ∈ R,
• for all j = 0, . . . , ν0 − 1, iq0−1 b(q0)m−j(0) ∈ R,
• if q0 is even, b′m(0) Im (iq0−1 b
(q0)
m−ν0(0)) < 0,
• if q0 is odd, Im (iq0−1 b(q0)m−ν0(0)) < 0.
30 JEAN-FRANÇOIS COULOMBEL
Our aim is to construct a symmetrizer S(δ) ∈ Hm that satisfies the properties i), ii), iii) of
Lemma 10. As for case II, the construction of S(δ) depends on the integers q0, ν0 in the Euclidean
division (75). We shall consider the following three possible cases.
• Case IIIa: ν0 = 0, q0 is even.
• Case IIIb: 1 ≤ ν0 ≤ m− 1, q0 is even. (Hence ν0 is also even.)
• Case IIIc: 1 ≤ ν0 ≤ m− 1, q0 is odd. (Hence ν0 is also odd.)
We recall that the integer µ is given by (13). In particular, µ depends on the sign of b′m(0).
7.1. Case IIIa. The construction of the symmetrizer follows very closely the analysis in case IIa.
We use the expansion (36) for M and choose S of the form (38). The matrix S0 is chosen by applying
the following analogue of Lemma 12.
Lemma 18 ([9]). Let c > 0 and let C > 0. If m is odd, there exists a matrix S0 ∈ Sm of the form
(22) that satisfies
∀W ∈ Cm , W ∗ S0 W ≥ C |Wu|2 − c |W s|2 .
Moerover, the coefficient s1 satisfies s1 b′m(0) > 0.
The construction of S0 in Lemma 18 depends on the sign of b′m(0) because the size of W
s and
Wu depend on b′m(0). However, the upper left coefficient of Re (S0 M
′(0)) is always positive.
For K ≥ 1, we fix S0 by applying Lemma 18 with c := 1/2 and C := K2 + 1/2. Then the
construction of the matrices S1, . . . ,Sq0 follows by applying exactly the same arguments as in case
IIa. Indeed Proposition 4 shows that B1, . . . , Bq0−1 have real coefficients and the lower left coefficient





m (0)) < 0 as in case IIa. The final estimate reads
Re (S(δ) M(i δ)) ≥ c δq0 I ,
which yields the conclusion of Theorem 5.
7.2. Case IIIb. For the sake of clarity, we assume that b′m(0) is positive. The relation (13) shows
that m equals 2 µ + 1. Since q0 is even, we can write ν0 = 2µ0 with 1 ≤ µ0 ≤ µ. We follow the
analysis of case IIc, and choose the symmetrizer S of the form (55). We also use the expansion (53)
of M(i δ) and recall that the relations (54) hold, see Proposition 4.
Given K ≥ 1, the matrix S0 is fixed by applying Lemma 18. Then the matrices S1, . . . ,Sq0−1 ∈
Sm are chosen such that the powers δ, . . . , δq0−1 in (56) vanish. The construction of Sq0 follows
from Lemma 16. There is a slight subtlety here. The proof of Lemma 16 was made for the case
m ≡ 0(2). Here m is odd and Lemma 14 shows that the image of Φ is characterized by the relations
(50), (51). When proving Lemma 16 for m odd, we need to adapt the definition (63) of the matrix
H̃2 by adding one more coefficient on the diagonal. Anyway, this modification is harmless and the
conclusion of Lemma 16 still holds.
Eventually, the construction of Sq0+1,Sq0+2 follows from the same arguments as in case IIc. The
final estimate satisfied by Re (S(δ)M(i δ)) is identical to case IIc. We skip the details.
When b′m(0) is negative, the analysis of case IIIb follows the same argument. Lemma 16 still
holds, provided the modification indicated above, because b′m(0) and the coefficient s1 in the matrix
S0 have the same sign (in particular (60) holds again and the rest of the proof follows).
7.3. Case IIIc. It remains to consider the case when m is odd, q0 is odd and therefore ν0 is also
odd. For the sake of clarity, we shall assume b′m(0) > 0, so m = 2µ + 1. The integer ν0 is written
as ν0 := 2 µ0 + 1 with 0 ≤ µ0 ≤ µ− 1.
First of all we consider the case q0 = 1. Let K ≥ 1. We use the expansion (67) for M(i δ) and
choose the symmetrizer S of the form (68). The matrix S0 is fixed by applying the analogue of
Lemma 17.
Lemma 19. There exists a matrix S0 ∈ Hm that satisfies
• for all W ∈ Cm, W ∗ S0 W ≥ (K2 + 1/2) |Wu|2 − |W s|2/2,
• the upper left coefficient of Re (S0 M ′(0)) is positive,
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, H0 ∈ Hµ−µ0 ,
where H0 is positive definite,
• the upper left (µ+1+µ0)×(µ+1+µ0) block of Re (iS0 B1) has purely imaginary coefficients.







where the matrices C0 ∈ Mµ,µ+1(C) and D0 ∈ Hµ+1 are defined as follows:
C0 :=

0 0 · · · 0 c1
...
... 0 c1 c2
0 0 c1 c2
...
0 c1 c2 · · · cµ
 , D0 :=










The idea is to choose first c2 = · · · = c2 µ0 = 0. Then we choose inductively c1, . . . , c2 µ0+1 > 0
sufficiently large. Then we choose c2 µ0+2, . . . , cµ+µ0+1 ∈ C so that the upper left (µ+1+µ0)× (µ+
1 + µ0) block of Re (iS0 B1) has purely imaginary coefficients. Eventually, we choose D̃0 ∈ Hµ−µ0
positive definite large enough in such a way that the block H0 is positive definite (the existence of
D̃0 is ensured by Lemma 8). The details are similar to the proof of Lemma 17. 
Once S0 is fixed, the construction of S1 and S2 follows the method used in case IId. This completes
the proof of Theorem 5 in case III.
8. Construction of a symmetrizer: case IV
First of all, we make the assumption on the dissipation index more explicit.
Proposition 5. Let M satisfy the assumptions of Theorem 5 and correspond to case IV. Then
b′m(0) is a non-zero real number, and there holds
∀ q ≥ 1 , ∀ j = 1, . . . ,m , iq−1 b(q)j (0) ∈ R .
In particular M(i δ) has purely imaginary coefficients when δ ∈ R is sufficiently small.
The method used in the proof of Proposition 3 applies and the process has no end (because all
the derivatives iν−1 `(ν)(0) are real). To show that M(i δ) has purely imaginary coefficients, one
expands M(i δ) in power series. This is possible because the functions bj are holomorphic.
Since M(i δ) has purely imaginary coefficients for real δ, Kreiss’ construction in [9] applies.
Theorem 6 ([9]). For all K ≥ 1, there exists an open interval IK that contains 0 and there exists
a C∞ function S defined on IK with values in Sm that satisfies
• for all δ ∈ IK , Re (S(δ) M(i δ)) = 0,
• for all W ∈ Cm, W ∗ S(0)W ≥ (K2 + 1/2) |Wu|2 − |W s|2/2,
• the upper left coefficient of Re (S(0)M ′(0)) is positive.
In particular, Lemma 10 shows that the conclusion of Theorem 5 holds. We have therefore proved
Theorem 5 in all possible cases.
We refer to appendix B for a converse result of Theorem 6.
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9. Example of large size dissipative blocks
We are going to show on an example that blocks of the fourth type and of arbitrarily large size
can occur in the discrete block structure. In the example below, such blocks correspond to case I.
We consider the scalar transport equation
∂tu + a ∂xu = 0 . (76)
For simplicity, we assume a > 0 but the case a < 0 produces similar results. We recall that A (κ)
denotes the symbol defined by (4). For scalar equations and one-step schemes (s = 0), this symbol is
a complex number so the uniform power-boundedness and geometric regularity of eigenvalues reduce
to the inequality |A (κ)| ≤ 1 for all κ ∈ S1.
Let us consider an integer J ∈ N that is fixed once and for all. Then we define the numbers








2 j + 1
. (77)
Using these numbers, we define the following finite difference operator (the operator is an approxi-






T 1+2 j − T−1−2 j
)
.
Following [6, chapter 6], we consider the Runge-Kutta scheme of order 3 that is obtained after using




















κ1+2 j − κ−1−2 j
)
.
Assumption 1 is satisfied as long as a 6= 0. We thus check the `2-stability of the scheme (78) and
compute













2 qj sin((2 j + 1) ξ) . (79)
The main properties of the function h are summarized below.
Lemma 20. Let the numbers qj be defined by (77) and let h be defined by (79). Then h is odd and
satisfies
∀ ξ ∈ R , h′(ξ) = cos2 J+1 ξ .
The function h vanishes exactly for ξ ∈ Z π. The maximum of h on R, that we denote βJ , is positive
and is attained when ξ ∈ π/2 + Z 2 π.
The scheme (78) is `2-stable and geometrically regular if and only if6 λ a ≤
√
3/βJ . Moreover,
the scheme (78) is consistent with the transport equation (76).
Proof of Lemma 20. It is clear that h is odd, and we now differentiate h using the expression (77)







2 J + 1
J − j
)






2 J + 1
j
)







2 J + 1
j
)
cos((2J + 1− 2 j) ξ) = Re
(
ei ξ + e−i ξ
2
)2 J+1
= cos2 J+1 ξ .
6The value of βJ equals the Wallis integral
∫ π/2
0 cos
2 J+1 ξ dξ, that is 22 J (J !)2/(2 J + 1)!. Since βJ tends to 0 as
J tends to +∞, the range of stability for the scheme (78) is getting larger and larger with J going to +∞.
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It follows that h behaves exactly as the sine function: h vanishes at 0, is increasing on [0, π/2],
attains its maximum at π/2, is decreasing on [π/2, 3 π/2] and vanishes at π, attains its minimum at
3 π/2, and so on.
We see on the relation (79) that |A (ei ξ)| is bounded by 1 for all ξ ∈ R if and only if λ a maxR |h| ≤√
3, which is equivalent to λ a ≤
√
3/βJ .
It remains to prove that the scheme (78) is consistent with the transport equation (76). We have
A (ei ξ) = 1− λ
2 a2
2








Since h(0) = 0 and h′(0) = 1, we have h(ξ) ∼ ξ for small ξ, and we obtain
A (ei ξ) = 1− i λ a ξ + O(ξ2) = e−i λ a ξ + O(ξ2) .
Applying Theorem 5.2.5 in [6], the scheme (78) is consistent with (76). 
We analyze the behavior of A (κ) when it touches the unit circle S1. We assume that the CFL
condition is chosen in an optimal way, that is λ a =
√
3/βJ . Then we have A (κ) ∈ S1 if and only
if κ ∈ {±1,±i} according to (79) and to Lemma 20. More precisely, we have A (±1) = 1, and
A (±i) = −1/2∓ i
√
3/2.
Differentiating A (ei ξ) with respect to ξ and using the properties of h, we obtain A ′(±1) =
∓λ a 6= 0. The point 1 which is attained for ξ ∈ Z π on the parametrized curve {A (ei ξ), ξ ∈ R} is a
regular point, see Figure 1.
Figure 1. The curve {A (κ), κ ∈ S1} (blue dots), and the unit circle (black line).
Let us now study the function A (ei ξ) in the neighborhood of ξ = π/2. Using Lemma 20, we have
h′(π/2) = · · · = h(2 J+1)(π/2) = 0, and h(2 J+2)(π/2) = −(2 J + 1)!. Performing a Taylor expansion
of h, we obtain










2 J + 2
(ξ − π/2)2 J+2 + O(ξ − π/2)2 J+3 .
This expansion has two consequences. First of all, we obtain A ′(i) = · · · = A (2 J+1)(i) = 0, and
A (2 J+2)(i) 6= 0. In the block reduction for M(e−i 2 π/3), this corresponds to a block of the fourth
type and of size 2 J + 2, see [4, section 3]. Moreover, we also obtain
|A (ei ξ)|2 = 1− λ a
√
3
4 (J + 1)
(ξ − π/2)2 J+2 + O(ξ − π/2)2 J+3 ,
which corresponds to a dissipation of order 2J + 2.
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We have therefore proved that the scheme (78) gives an example of a block of the fourth type
of size 2 J + 2 with a dissipation index m0 = 2 J + 2. The symmetrizer construction for this block
corresponds to case I. It does not seem so easy to find a one-step scheme that yields a block of size
m ≥ 2 for which the dissipation index is larger than m (case II or case III). Though the general
theory does not exclude this case, we have not yet found an example of a finite difference scheme
that produces this behavior.
Appendix A. Some results about matrices
A.1. Proof of Lemma 8. For the reader’s convenience, we recall the statement of Lemma 8.
Lemma 21. Let C1, C2 ∈ R, let c > 0, and let ν be an integer. Then there exists a matrix H ∈ Hν
such that for all W = (W1, . . . ,Wν) ∈ Cν , there holds
W ∗ H W ≥ C1 |W |2 , (80)
W ∗ Re (iH Nν) W ≥ −c |W1|2 + C2
ν∑
j=2
|Wj |2 . (81)
Lemma 8 is a refined version of Lemma 5.7 in [3, chapter VII] where it is shown that there exists
a Hermitian matrix H satisfying (81). Here we want to satisfy (80) and (81) simultaneously.
Proof of Lemma 8. There is nothing to prove if ν = 1 since N1 = 0, and it is therefore sufficient to
choose H = C1. We thus assume ν ≥ 2 in what follows. We choose the matrix H of the form
H :=






. . . . . .
. . . . . . −gν−1
0 gν−1 0
 ,
where a1, . . . , aν , g1, . . . , gν−1 are real numbers to be fixed appropriately. We compute the following
relations for all vector W ∈ Cν :
W ∗ H W =
ν∑
j=1








W ∗ Re (iH Nν) W =
ν∑
j=2















The idea is to choose first a1, then g1, then a2, then g2 and so on, and in the end to choose aν .
More precisely, it follows from an easy induction argument using Young’s inequality that for all
J = 1, . . . , ν − 1, there exist some real numbers a1, g1, . . . , aJ , gJ such that the inequalities
J∑
j=1




























≥ −c |W1|2 + C2
J∑
j=2
|Wj |2 + (C2 + 1) |WJ+1|2 , (85)
hold for all W ∈ Cν .
We can therefore fix some real numbers a1, g1, . . . , aν−1, gν−1 such that (84) and (85) hold with
J = ν − 1. Using (85) in (83), we already find that the inequality (81) is satisfied by H. This
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inequality does not involve the coefficient aν . If we use (84) in (82), we obtain








Applying Young’s inequality and choosing aν large enough, we can construct the matrix H such
that (80) holds. The proof of Lemma 8 is now complete. 
A.2. Proof of Lemma 12. We first recall the statement of Lemma 12.
Lemma 22 ([9]). Let a ∈ R. Let c > 0 and let C ∈ R. If m is even, there exists a matrix S ∈ Sm
of the form (22) with s1 = a, and that satisfies
∀W ∈ Cm , W ∗ S W ≥ C |Wu|2 − c |W s|2 .









≥ C |W2|2 − c |W1|2
holds for all W ∈ C2. The result is clear and is based on Young’s inequality.
The proof of Lemma 12 in the case m ≥ 4 follows the same lines. More precisely, we consider a
real symmetric matrix S of size m = 2 µ and of the form (22). The first coefficient s1 is fixed by
choosing s1 := a. It remains to choose the coefficients s2, s3, . . . , s2 µ appropriately. We first make
the choice s3 = s5 = · · · = s2 µ−1 := 0. We compute





















We apply Young’s inequality for the first term in the right-hand side. There exists a constant C0 > 0,
that only depends on a and c such that
















The following property is proved by induction on J = 1, . . . , µ − 1: there exist some coefficients
































holds for all W ∈ Cm. We use the inequality (87) with J = µ− 1 in (86). This yields







|Wµ+k|2 + (s2 µ − Cµ−1) |W2 µ|2 .
It remains to choose s2 µ := C + Cµ−1 and the inequality
W ∗ S W ≥ −c |W s|2 + C |Wu|2
holds. 
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Appendix B. When does Kreiss’ construction apply ?
In this appendix, we clarify when Kreiss’ symmetrizer construction works. We show that it
actually works only in case IV. Our result is the following.
Theorem 7. Let m ≥ 2 and let M be given by (16) where the functions b1, . . . , bm are holomorphic
on a neighborhood of 0 and vanish at 0. Assume that there exists an integer µ ∈ {1, . . . ,m− 1} such
that the following property holds:
For all K ≥ 1, there exist two constants αK > 0, cK > 0, and there exists a C∞ function SK
defined on ]− αK , αK [× ]− αK , αK [ with values in Hm that satisfies
• for all δ ∈ ]− αK , αK [ and all γ ∈ [0, αK [, Re (SK(γ, δ) M(γ + i δ)) ≥ cK γ I,
• for all δ ∈ ]− αK , αK [, SK(0, δ) ∈ Sm,
• for all W ∈ Cm, W ∗ SK(0, 0) W ≥ K2 |Wu|2 − |W s|2 with W s := (W1, . . . ,Wµ) and Wu :=
(Wµ+1, . . . ,Wm).
Then M(i δ) has purely imaginary coefficients for all δ ∈ R sufficiently small.
Theorem 7 shows that the choice SK(0, δ) ∈ Sm that was made in [9], see also [3, 2], is convenient
only in case IV. When the dissipation index is finite, one needs to consider a symmetrizer SK(0, δ)
with complex coefficients. As a byproduct, our new construction of the symmetrizer in cases I, II,
III was necessary.
Proof of Theorem 7. We adopt some similar notation to what was introduced in the proof of The-
orem 5. More precisely, we introduce the matrices Bq ∈ Mm(C) defined by (37) for q ≥ 1. For
K ≥ 1, we also introduce the notation SK(δ) := SK(0, δ), and





(0, 0) ∈ Sm .
In order to prove Theorem 7, it is sufficient to show that all matrices Bq have real coefficients.
Let K ≥ 1. Then S0,K is a real symmetric matrix such that Re (iS0,K Nm) is nonnegative. We
feel the following Lemma can be used without proof since it is elementary.
Lemma 23. Let m ≥ 2 and let H ∈ Hm satisfy H ≥ 0 and
∀ j = 2, . . . ,m , Hj,j = 0 .
Then Hj,k = 0 if max(j, k) ≥ 2. In particular if H ∈ Hm ∩ iMm(R) satisfies H ≥ 0, then H = 0.
The matrix Re (iS0,K Nm) has purely imaginary coefficients. Lemma 23 gives Re (iS0,K Nm) =
0. Applying Lemma 6, we find that S0,K has the form (22), that is
S0,K =

0 · · · 0 sK1









2 · · · sKm
 . (88)
Let us now show that the coefficient sK1 is non-zero.
The Taylor expansion of SK(γ, 0) gives
Re
(





≥ cK I .
In particular, the upper left coefficient of Re (SK(0, 0) M ′(0)) is non-zero, which yields sK1 6= 0.
Let us now show that the matrix B1 has real coefficients. Using a Taylor expansion, we obtain
Re (SK(δ)M(i δ)) = δ Re (iS1,K Nm + iS0,K B1) + O(δ2) ≥ 0 .
This implies
Re (iS1,K Nm + iS0,K B1) = 0 ,
because δ can be either positive or negative. In particular, Re (iS0,K B1) is a Hermitian matrix
with purely imaginary coefficients. Using the form (88) of S0,K with sK1 6= 0, and the expression
(37) of B1, we obtain that all coefficients of B1 are real.
STABILITY OF FINITE DIFFERENCE SCHEMES 37
Showing that B2 has real coefficients is a little more difficult. Expanding M(i δ) and SK(δ) at
second order, we obtain
Re (iS2,K Nm + iS1,K B1 + iS0,K B2) ≥ 0 .
Since only the first column of B1 and B2 are non-zero, we can apply Lemma 23 and derive
Re (iS2,K Nm + iS1,K B1 + iS0,K B2) =






0 . . . . . . 0
 , d ≥ 0 . (89)
The coefficient d in (89) equals −sK1 Im b′′m(0). If we can show that d is zero, then the matrix
Re (iS0,K B2) has purely imaginary coefficients. Consequently B2 has real coefficients. Let us
assume that d is non-zero or in other words that b′′m(0) is not a real number (observe that this
assumption is independent of K). Then for all j = 2, . . . ,m, the coefficient Re (iS0,K B2)1,j is a






























The relation (88) reduces to
S0,K = sK1

0 · · · 0 1
... 0 1 σ2
0 1 σ2
...
1 σ2 · · · σm
 .
Let us now consider the vector W := (−σm/2, 0, . . . , 0, 1) that does not depend on K. We use the
last assumption of Theorem 7 and derive




Since K can be arbitrarily large and vm is fixed, we are led to a contradiction. We have therefore
obtained d = 0 in (89) which yields B2 ∈ Mm(R).
An induction argument then shows that for all integer q ≥ 1, the matrices B1, . . . , B2 q have real
coefficients. Theorem 7 is proved. 
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