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ABSTRACT
This study empirically compares the Classical Test Theory (CTT) and the Partial Credit Model
(PCM) of Rasch focusing on the invariance of item parameters. The invariance concept which is
the consequence of the principle of specific objectivity was tested in both CTT and PCM using the
results of learners who wrote the National Senior Certificate (NSC) Mathematics examinations in
2010. The difficulty levels of the test items were estimated from the independent samples of learn-
ers. The same sample of learners used in the calibration of the difficulty levels of the test items in
the PCM model were also used in the calibration of the difficulty levels of the test items in CTT
model. The estimates of the difficulty levels of the test items were done using RUMM2030 in the
case of PCM while SAS was used in the case of CTT. RUMM2030 and SAS are both the statistical
softwares. The analysis of variance (ANOVA) was used to compare the four different design groups
of test takers. In cases where the ANOVA showed a significant difference between the means of the
design groups, the Tukeys groupings was used to establish where the difference came from.
The research findings were that the test items’ difficulty parameter estimates based on the CTT
theoretical framework were not invariant across the different independent sample groups. The over-
all findings from this study were that the CTT theoretical framework was unable to produce item
difficulty invariant parameter estimates. The PCM estimates were very stable in the sense that for
most of the items, there was no significant difference between the means of at least three design
groups and the one that deviated from the rest did not deviate that much. The item parameters of
the group that was representative of the population (proportional allocation) and the one where the
same number of learners (50 learners) was taken from different performance categories did not differ
significantly for all the items except for item 6.6 in examination question paper 2. It is apparent
that for the test item parameters to be invariant of the group of test takers in PCM, the group of
test takers must be heterogeneous and each performance category needed to be big enough for the
proper calibration of item parameters.
The higher values of the estimated item parameters in CTT were consistently found in the sample
that was dominated by the high proficient learners in Mathematics (”bad”) and the lowest values
were consistently calculated in the design group that was dominated by the less proficient learners.
This phenomenon was not apparent in the Rasch model.
Key words;
CTT, IRT, NSC, item, Rasch model, Partial Credit Model, Invariance, specific objectivity.
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Chapter 1
Introduction
The test theory is defined as the fundamental collection of mathematical concepts that formalize
and clarify certain questions about constructing and using tests, and then provide some methods
for answering them (McDonald, 1999). The Classical Test Theory (CTT) and the Item Response
Theory (IRT) are the two contrasting measurements frameworks which address measurement prob-
lems. The measurement problems range from test development, test score equating to identification
of biased test items. The CTT and IRT are the two primary measurement theories employed by
researchers in order to construct measures of latent traits. Due to the fact that latent traits are
by their very nature unobservable, researchers must measure them indirectly through a test, task
or survey (Sharkness and DeAngelo, 2011). The reason unobservable traits can be accessed in
such a way is because the traits are assumed to influence the way that people respond to test or
survey questions (Sharkness and DeAngelo, 2011). Sharkness and DeAngelo (2011) indicated that
while no perfect measure of a latent variable can ever exist, by examining how a person responds
to a set of items relating to a single underlying dimension, researchers can create scores that ap-
proximate a persons level of the latent trait. They concluded that CTT and IRT are both tools
that can be used to do this, but beyond their common purpose, the two measurement frameworks
are quite dissimilar. The words ”learners” and ”test takers” were used interchangeably in this study.
Figure 1.0.1 shows that measurement theory is divided into the Item Based and Test Based frame-
works. The Classical Test Theory and the Item Response Theory clearly represent two different
measurement frameworks as depicted in Figure 1.0.1. Under the Item Based theory is the IRT
which does not accommodate partial scoring and the Rasch models which accommodate partial
scoring which is similar to a 1 parameter model of IRT. The IRT and Rasch have family of models
under them.
1
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Figure 1.0.1: The measurement theory
The CTT model falls under the Test Based framework while the IRT and Rasch models fall under
the Item Based framework. The IRT has family of models under it and the three commonly used
models are;
• 1− parameter model: This model only has the item difficulty parameter (δ)
• 2 − parameter model: This model has both item difficulty (δ) and the discrimination index
parameters (a)
• 3 − parameter model: This model has item difficulty (δ), item discrimination index (a) and
the guessing parameters (c).
These IRT models are commonly applicable in the multiple choice type items where there is only one
correct answer amongst the alternatives. In the IRT environment, the model that fits the data best
between the 1, 2 or 3-parameter models is considered for the analysis. The three models are fitted to
the data and the model that fits the data best would be chosen, that is, if the 1-parameter model fits
the data better than the 2-parameter and 3-parameter models then the 1-parameter model would
be chosen.
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The Rasch model also falls under the Item Based measurement framework and it also has the family
of models. The common feature of these models is that they all assume unidimensionality and they
are built from the dichotomous Rasch model, they are;
• Rasch′s Logistic Model: This is the simple logistic model for dichotomous variables and this is
the simplest Rasch model. The model is applicable for data that are scored into two categories
which generally represent correct and incorrect answers.
• Partial Credit Model: This is the Masters (1982) extension of the simple logistic model. This
model is applicable on data that are scored into more than two ordered categories.
• Rating Scale Model: This is the Andrich (1978) extension of the simple logistic model. The
model allows the analysis of sets of rating items that have a common, multiple response format
like the Likert− Scale type of items.
The Rasch measurement is based on an underlying philosophy, that is, if the test item is dichotomous
then the appropriate model is a simple logistic model and if the test item is polytomous with the
ordered scores, then the appropriate model is the partial credit model while when the test items
were scored into a common multiple rating like the likert-scale then the rating scale model would
be an appropriate model. The key difference between the Rasch and IRT models is that under the
Rasch model, the data must fit the model, while in the IRT model, the model must fit the data.
The IRT, in comparison with the CTT, is regarded as modern, more theory grounded and most
importantly, models the probabilistic distribution of examinees success at items level (Fan, 1998).
As the name suggests, the IRT primary focus is on the item-level information in comparison with
the CTT which primarily focuses on test-level information. The Rasch model asserts that the prob-
ability of a test taker succeeding on the task or item is a function of solely their ability ( β ) , and
the task’s or item’s difficulty ( δ ).
One of the benefits of IRT is that it’s treatment of reliability and errors resulting from measure-
ment through item information function are computed for each item (Lord, 1980). The information
functions provide some sound basis for choosing items in test construction exercises. The item in-
formation function utilizes all items’ parameters and depicts the measurement efficiency of the item
at different test takers’ ability levels. The cornerstone of IRT, in particular, the Rasch model is the
principle of specific objectivity and the invariance of the item parameters which resulted from the
sample-free nature of its results. Theoretically, the items’ parameters are invariant when computed
in groups of test takers of different abilities. The implication is that a uniform scale of measurement
can be given for use in groups of test takers of different abilities. Moreover, it implies that different
3
set of items could be used to test groups as well as individuals, which are at the appropriate levels to
their abilities and their scores can, consequently be directly compared (Anastasi and Urbina, 2002).
Samples that are not completely representative in the IRT can produce unbiased item parameter
estimates. The property of sample invariance inherent within the IRT means that, test developers
do not necessarily need a representative sample of examinees population to calibrate test items but
the samples need to be heterogeneous and large enough to insure proper item parameter estimation.
The CTT model has been used in measurement theory long before the IRT models. The CTT is
regarded as the true score theory, that is, the theory of testing that says that any observed score is
a function of a person’s true score and measurement error. The basis of the CTT theory is the as-
sumption that systematic effects between responses of examinees are only due to variation in ability
of interest (Magno, 2009). All other sources of variation which exists in the testing materials which
could emanate from either the internal conditions or external conditions of examinees are assumed
not only to be constant through standardization processes but also to have an effect that is not
systematic or random in nature (Van der linden and Humbleton, 1980).
The model of CTT asserts that the observed test scores (O) are the sum of the true scores (T ) and
the error scores (E). The true and the error scores in this model are assumed to be independent of
each other. These variables in the model were the brainchild of Spearman (1904) and Novick (1966).
the relationship between the three variables is depicted in the formula;
O = T + E (1.0.1)
The CTT assumes that individual test takers have true scores which they would have obtained had
there been no errors in measurement. However, due to the fact that measuring instruments are
imperfect, the observed score for each test taker may differ from an individuals true score. The
observed differences between the true scores and the observed test scores results from the errors
emanating from the measurement error.
Like other statistical techniques, CTT has some limitations. The first and foremost is that the
two item statistics (item difficulty and item discriminations) that form the cornerstones of many
CTT analysis are group dependent (Hambelton, 1989). This means that the two statistics which
are essential in the application of classical test models are entirely dependent on the examinees
samples from which they are obtained. In the case of discrimination indices which measures the
ability of an item to differentiate between test takers of different abilities, the higher values tend to
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be obtained from heterogeneous examinees samples and lower values from homogeneous examinees
samples (Hambelton, 1989). In the case of difficulty indices which measures the difficulty level of
an item, the higher values are obtained from examinees samples of above-average ability and lower
values are obtained from examinees samples of below-average ability (Hambelton, 1989).
The true-score model upon which much of the CTT is based permits no consideration of examinees
responses to any specific item. There are no bases existing to predict how an examinees or group of
examinees may perform on a particular test item.
There has not been any study done using Umalusi data to empirically compare these two different
measurement frameworks. This study is therefore, the first study using the National Senior Certifi-
cate (NSC) data to empirically compare these two different measurement frameworks. The simple
logistic model was not applicable in this study because not all items in the question papers were
dichotomous in nature. The rating scale model was also not applicable because the items were not
scored into common, multiple response format like in the Likert scale, some items were dichoto-
mously scored. The one, two or three parameter models were also not applicable for this data as the
test takers could score partial marks on some items for instance, for an item that was scored out of
three marks, a learner could score 0, 1 , 2 or 3 marks. The Partial Credit Model (PCM) of Rasch
was the appropriate model for the data as some items were scored into two categories while others
were scored into more than two categories. The PCM handles the situations where the partial marks
could be awarded to test takers very well.
1.1 The research problem
The study was firstly, intended to theoretically prove the assertion that the test items’ parameters
are invariant of the group of test takers and the abilities of the test takers are invariant of the dif-
ficulty levels of the test items in the Rasch Model (Adedoyin et al., 2008). Secondly, to empirically
compare the item parameters calculated from the Classical Test Theory ( CTT ) model which is the
test based framework and the test item parameters calculated from the Partial Credit model (PCM)
of Rasch which is the item based framework. This was to empirically investigate the invariance
property of the test item parameters of the Rasch and CTT models. The empirical comparison was
done using the 2010 National Senior Certificate (NSC) Mathematics test takers’ results.
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1.2 The purpose of the study
This type of analysis would enable the Assessment Bodies to use the right technique in estimating the
test items’ parameters as well as the test takers’ parameters. The technique employed in estimating
parameters being it CTT or PCM would perhaps give them confidence in the parameters’ estimates
obtained. The Assessment Bodies would be able to identify good (items that could discriminate well
between learners of different abilities) test items using the reliable measurement technique. The good
items could consequently be planted in future examination question papers so as to link examina-
tions across the years. The difficulty levels of examination question papers within the same subject
would easily and correctly be compared across the years, and hence maintain the examination stan-
dards over the years. Most importantly, the study would give a good method to empirically support
the assertion that, the item parameters in Rasch model are independent of the group of test tak-
ers while they are not in CTT model according to Adedoyin et al (2008) and Hambleton et al (1991).
1.3 The objectives and aim of the study
• The study was to empirically compare the differences between the CTT and PCM in terms of
the invariance characteristics of the item difficulty parameter and to determine which model
gave better item parameter estimates using the 2010 NSC mathematics examination papers.
• To theoretically prove that the test items’ difficulty parameters are invariant of the abilities of
the test takers and the ability parameters of test takers are invariant of the difficulty levels of
the test items in Rasch model which is not the case in the CTT model.
1.4 Hypothesis
To determine whether the test item parameter estimates (item difficulty) based on CTT and the test
item parameter estimates based on PCM model are invariant across different design groups of test
takers. The hypothesis were tested using the Analysis of variance where the pair-wise comparisons
were considered. The tukey’s grouping was used in the cases where the ANOVA showed a significant
difference between the design groups. The level of significance was set at α = 0.05.
The Null Hypothesis based on PCM Rasch model were stated as;
• H0: The independent samples of test takers had no significant influence on the test parameters
difficulty levels
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The Null Hypothesis based on CTT model was stated as;
• H0: The independent samples of test takers had no significant influence on the estimated test
parameters difficulty levels
The Alternative Hypothesis based on PCM Rasch model were stated as;
• H1: The independent samples of test takers had significant influence on the estimated test
parameters difficulty levels
The Alternative Hypothesis based on CTT was stated as;
• H1: The independent samples of test takers had significant influence on the estimated test
parameters difficulty levels
1.5 The Research questions
This dissertation shall answer the following questions;
• Do the test parameters of the CTT model differ significantly?
• Do the test parameters of PCM model of Rasch differ significantly?
• Do the test parameters of PCM model of Rasch show invariance of abilities of test takers?
• Do the test takers’ parameters of PCM model of Rasch show invariance of difficulty levels of
test items?
There has not been much research work done to empirically compare the invariance characteristics
of the test item parameters from the two measurement frameworks as alluded by (Fan,1998). Before
the empirical comparisons of the two measurement frameworks were done, the attempt was made
to discuss the CTT and the IRT models.
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Chapter 2
Literature Review
2.1 Classical Test Theory
As stated in the introductory section, the Classical Test Theory (CTT) is regarded as the true score
theory, that is, the theory of testing that says that any observed score is a function of a person’s true
score and measurement error. The basis of the CTT theory is the assumption that systematic effects
between responses of examinees are only due to variation in ability of interest (Magno, 2009). All
other sources of variation which exists in the testing materials which could emanate from either the
internal conditions or external conditions of test takers are assumed not only to be constant through
standardization processes but also to have effects that are naturally non-systematic or random (Van
der linden and Humbleton, 1980).
It was also indicated in the introductory section that in the CTT model, the observed test scores
(O) are the sum of the true scores (T ) and the error scores (E). The T and the E in this model are
assumed to be independent of each other and the relationship of the three variables is represented as:
O = T + E (2.1.1)
The CTT assumes that individual test takers have true scores which they would have obtained had
there been no error in measurement. However, due to the fact that measuring instruments are not
perfect, the observed score for each test taker may differ from an individuals true score. The ob-
served differences between the true scores and the observed test scores result from the measurement
error. It is assumed that the measurement errors and the true scores are independent of each other.
The item statistics under CTT are the item difficulty (p) and the item discrimination index (r)
which are the level of item difficulty and the ability of an item to differentiate between test takers
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of different abilities respectively.
For dichotomously scored items, where test takers could only score(1) for correct answer and (0) for
incorrect answer, the item difficulty (or p− value) for item j is defined as;
pj =
Number of examinees with a score of 1 on item j
Number of examinees
(2.1.2)
While in the polytomously scored items, the adjusted p-value is used (this is computed so that the
result will be on the similar scale as that of the dichotomous items);
pj =
Item mean for item j
Difference between the possible maximum and minimum score points for item j
(2.1.3)
The item-test (score on the item and the total score) correlation for dichotomously scored items is
a point-biserial correlation.
rpbis = (
Mean+ −Meanx
Sx
)
√
p
1− p (2.1.4)
where;
rpbis= point-biserial correlation coefficient
Mean+ = whole-test mean for students answering item correctly
Meanx =whole test mean for students answering item incorrectly
Sx =standard deviation for whole test
p = proportion of students answering correctly
1− p = proportion of students answering incorrectly
Point-biserial correlation indicates the relation between students performance on a 0 and 1 scored
item (dichotomous item) and their performance on the total test. In the case of polytomously scored
items, the corrected formula (each item score is correlated to the total score with the item in question
removed) is given by (McDonald, 1999):
ri(x−i) =
si(x−i)
sis(x−i)
(2.1.5)
Where,
s(x−i) is the sample variance of the total score excluding item i
si is the sample variance of item i
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si(x−i) = six − si (2.1.6)
The higher item-test correlation is desired, which indicates that the high ability examinees tend to
get the item correct and the low ability examinees tend to get the item incorrect.
The reliability coefficient reported in the framework of CTT is Coefficient Alpha. The estimation of
Coefficient Alpha is:
αˆ =
k
k − 1(1−
∑N
i=1 S
2
i
s2i
) (2.1.7)
where; k is the number of components
S2i is the variance of component i for the current sample of persons
s2i is the variance of the observed total scores
Coefficient alpha can be used as an index of internal consistency and it can also be considered as
the lower bound to a theoretical reliability coefficient.
The major advantages of the CTT model according to Hambleton and Jones (1993) are its relatively
weak theoretical assumptions, which make CTT easy to apply in many testing situations. The CTT
based statistical indices are easy to compute and understood by a lay person. Although, in the case
of CTT it is not possible to compare the difficulty levels of examinations papers across the years,
for instance comparing the 2008 and 2009 NSC mathematics examination papers in terms of their
difficulty levels relative to each other, the comparison between different subjects written in the same
year is possible.
The Classical Test Theory has a number of limitations. The first and foremost is that the two item
statistics (item difficulty and item discriminations) that form the cornerstones of many classical test
theory analyses are group dependent (Hambelton, 1989). These two statistics which are essential in
the application of classical test models are entirely dependent on the examinees’ samples from which
they are obtained. In the case of discrimination indices, higher values tend to be obtained from
heterogeneous examinees’ samples and lower values from homogenous examinees’ samples (Hambel-
ton, 1989). In the case of difficulty indices, higher values are obtained from examinees’ samples
of above-average ability and lower values are obtained from examinees’ samples of below-average
ability (Hambelton, 1989).
Under the CTT model, a test item behaves differently given the type of test takers. The test item
appears easy if it is taken by high ability test takers and the same test item appears difficult when
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taken by weak test takers. This implies that when a different sample takes the test the item’s pa-
rameters change.
The true-score model upon which much of the Classical Test Theory is based permits no consid-
eration of examinees’ responses to any specific item. There are no bases existing to predict how
an examinee or group of examinees may perform on a particular test item. The ability scores of
examinees are entirely test dependent in the CTT model. The examinees ability change depending
on different occasions they take the test which results to poor consistency of the test.
Raw (total) scores do not reflect the fact that it is easier to improve from say 10 to 11 than it is to
improve from say 48 to 49 on a 50 marks question paper. It is a known fact that to score a mark
on an easy item is more achievable than to score marks on the difficult items. It is further assumed
that the scores within a question are equally spaced, i.e. the difference between (say) a 2 and a 3 is
the same as the difference between a 4 and a 5 (Barnard J., 2012). Clearly these assumptions are
not realistic.
Although, the CTT measurement framework has been used for decades, it is starting to loose it’s
popularity due to it’s limitations and a new measurement framework, IRT is gaining popularity in
measurement community recently.
2.2 Item Response Theory
The Rasch model is considered to be similar to a 1-parameter model of IRT. In this study Rasch
and IRT are used interchangeably. In comparison with the CTT model, the IRT model is regarded
as a modern, more theory grounded and most impotently models the probabilistic distribution of
examinees success at the item level (Fan, 1998). The performance of the test takers on the item
can be represented by the Item Characteristics Curves (ICC). The ICC is the function of the test
taker’s ability (β) and the difficulty of an item (δ ).
If;
• β > δ then the learner is more likely to succeed on the item
• β < δ then the learner is less likely to succeed on the item
• β = δ then the learner has 50 percent chances of succeeding on the item
As the name suggests, the IRT’s primary focus is on the item-level information in comparison with
the CTT which primarily focuses on test-level information. There are two models under item base
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theory, namely IRT and Rasch Models. IRT has got family of models as indicated in the introduc-
tory section namely;
• 1 parameter model: This model only has the item difficulty parameter (δ ) and it is similar
to Rasch model
• 2 parameter model: This model has both item difficulty (δ ) and the discrimination index
parameters (a)
• 3 parameter model: This model has item difficulty (δ ), item discrimination index (a) and the
guessing parameters (c).
The IRT models are useful in the multiple choice questions where there is one correct answer amongst
various alternatives. In this framework, if one parameter model does not fit the data and there is
enough data available, then the two parameter model is fitted and if the two parameter model does
not fit the data well, then the three parameter model is considered. It is always ideal to fit all the
three models and the one that fits the data better is chosen. The IRT model is different from the
Rasch Model in that in the IRT model, the model must fit the data while in the Rasch model the
data must fit the model. The other difference is that the IRT model uses probits while the Rasch
model uses logits as the scale of measurements. In IRT when one does the calibration, the default
is to standardize on person ability whilst in Rasch, the calibration standardizes on item difficulty.
The more parameters are in the model the more data is needed for calibration that is, a 3-parameter
model requires more data than a 2-parameter model.
like the IRT, Rasch has also a family of models as shown in introductory section, namely:
• Rasch′s Logistic Model: This is the simple logistic model for dichotomous items. The model
is applicable for data that are scored into two categories which generally represent correct and
incorrect or yes and no answers.
• Partial Credit Model: This is the Masters (1982) extension of the simple logistic model. This
model is applicable on data that are scored into more than two categories. This model also
handles dichotomous items well.
• Rating Scale Model: This is the Andrich (1978) extension of the simple logistic model. The
model allows the analysis of sets of rating items that have a common, multiple response format
like the Likert-type items.
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The scale of measurement of the Rasch models is logits which is calculated from the odds ratio.
The odds ratio for the item dimension is the ratio of the number of non-desired event (Q) to the
number of desired events (P ), represented by the formula
Q
P . The odds ratio can also be concep-
tualized as the probability of the non-desired outcomes to the probability of the desired outcomes
which is represented by 1− PP . The logit is the natural logarithmic scale of the odds ratio which
is Logit=Log (odds ratio). In the case of persons the odds ratio is P1− P . Therefore, the item and
person parameters can be measured on the same scale (logit). The fact that the person and item
parameters can be measured on the same scale gives IRT edge over CTT as the person and item
parameters can directly be compared against each other.
One of the benefits of IRT is that it’s treatment around reliability and error of measurement through
item information function are calculated at item level (Lord, 1980). The information functions pro-
vide some sound basis for choosing items in test construction exercises. The item information
function utilizes all items parameters and depicts the measurement efficiency of the item at different
test takers’ ability levels. The cornerstone of IRT is the invariance of the item parameters which
emanates from it’s natural sample-free results. Theoretically, the items’ parameters are invariant
when calculated in groups of test takers of different abilities. The implication is that a uniform
scale of measurement can be given for use in groups of different abilities. Moreover, it implies that
different groups as well as individuals can be tested with different set of test items, which are at the
appropriate levels to their ability and their scores can, consequently be directly compared (Anastasi
and Urbina, 2002). Rasch’s principle of specific objectivity asserts that comparison between two
people should be independent of everything but the two people and their observed reactions and the
comparison of two items should be independent of the persons taking the test. A consequence of
this principle in IRT is that, for homogeneous tests conforming to the Rasch model, the estimated
difference between two people is independent of the difficulty of any particular items used to compare
them (Rasch, 1977).
IRT makes it possible to equate examination across the years, for instance one can equate the 2008
and 2009 NSC Mathematics examinations and make pronouncements about their difficulty levels in
relation to each other. This comparisons should be done through anchoring, which means that some
of the items that were in the 2008 paper should be inserted into the 2009 paper and these common
items are used as anchors. Due to the fact that, each analysis has a different origin, that is, all item
difficulties for instance in the 2008 paper sum up to zero. Then it is to be expected that the common
items in the 2008 and 2009 tests will have different means, and to equate the two tests, one makes
the mean of the common items the same in the two tests and in this case either add or subtract the
difference to one of them so that by definition the mean of the common items is the same in the two
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tests. This fixes the origin to be the same in the two analyses. Then one adds or subtracts in the
same way to the rest of the items in the set to which one have added or subtracted the constant.
It must be noted that the difference in the means does not indicate which set is more difficult than
the other, but it only indicates just a shift in origin. Once the origin has been fixed, one can take
the mean of all the items on each test, and it is the comparison of these means that gives evidence
of which test is more difficult than the other.
Samples that are not completely representative in IRT could produce unbiased item parameter es-
timates. The principle of specific objectivity and the property of sample invariance inherent within
IRT means that test developers do not need a completely representative sample of the examinee
population to calibrate test items, but the sample needs to be heterogeneous and large enough to
insure proper item parameter estimation.
Scherbaum (2007) indicated that, the Item based theory examines the probabilistic relationship be-
tween latent characteristics of individuals, items characteristics and the response patterns.
Some of the benefits of the IRT are;
• It provides the in-depth understanding of the relationships between the test items and the
individuals completing those test items
• Samples that are not completely representative can produce unbiased item parameter estimates
as long as they are heterogeneous in nature and big enough
• The estimated test items’ parameters are independent of the abilities of the group of test
takers, and the estimated abilities of the test takers are independent of the difficulty levels of
the items used to calibrate them.
• It makes the equating and comparisons of examination across the years possible
Like other statistical techniques, the Rasch model has some assumptions to be satisfied for the model
to be useful. The basic assumption of Rasch models is that the set of people to be measured and
the set of tasks (items) to be used to measure them can each be uniquely ordered in terms of their
ability and difficulty respectively (Choppin, 1983). This assumption derives from the principle of
Specific objectivity (Choppin, 1983).
The second assumption is that of local indepencence which states that the probability of a partic-
ular individual responding correctly to a particular item must not depend upon the responses that
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have been made to the previous item. If this assumption is violated then it means that altering the
sequence of items that make up a particular test would alter the ordering of people on the underlying
trait (Choppin, 1983).
The third assumption is that of the equality of discremination which means that the slope of the
characteristic curve of each item is assumed to be the same for all items.
The Rasch models also assume that there are no random guessing behaviour. The model requires
that for any test item, the probability of a successful responses tends asymptotically to zero as the
ability of the person attempting it is reduced and asymptotically to one as the ability of the person
attempting it is increased.
The other consequence of the basic assumption is the unidimensionality assumption of Rasch model
which according to (Choppin, 1983) if violated means that if performances of people on the set of
items depended on their individual standing on two or more latent traits, such that the ordering of
people on these latent traits was not identical, then it would be impossible to represent the interaction
of person and task with a single person parameter for ability. The assumption of unidimesionality
is one of the most important assumptions of IRT indicating that the set of questions are measuring
a single continuous latent variable (construct). This means that the covariance among the items can
be explained by a single underlying dimension.
The simple logistic models for dichotomies are the simplest of all commonly used item response
models (Rasch, 1960;1980). This model is applicable for data that are scored into two categories,
generally representing a yes and a no or a correct and an incorrect answers. The Mathematical
equation for this model is given by;
P (xni = 1|βn, δi) = pini1
pinio + pini1
=
e(βn−δi)
1 + e(βn−δi)
(2.2.1)
Where;
P (xni = 1|βn, δi) probability that examinee n with ability βn answers item i with difficulty δi correctly
βn is the ability of person n
pini1 probability of person n responding in category 1 of item i
pinio is the probability of person n responding in category 0 of item i
δi the difficulty of item which is defined as the position i on the continuum.
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where;
pini0 = pini1 (2.2.2)
n = 1, 2, 3, ..., N
i = 1, 2, 3, ..., I
The simple logistic model as can be seen in Equation 2.2.1 is the function of only the item difficulty
(δi) and the learner ability (βn).
The Partial credit Model (PCM) is commonly used in the written examinations where students
responses must be read or where there is an opportunity for an examiner to identify partial success
or partial understanding. In the case of students attempting problem-solving tasks that require
a number of steps or complex tasks composed of several parts are usually awarded credit for the
proportion of each task that they complete successfully (Masters, 1982).
The PCM model is the logical presentation of the application of Raschs dichotomous model to a
sequence of ordered response alternatives. Item responses in some cases reflect a degree of correct-
ness in the answer to questions, rather than simply correct and incorrect. Wu and Adams (2007)
indicated that the Partial Credit Model is applied to model item responses where item scores are
more than two ordered categories (polytomous items).
Masters (1982) derived the PCM model from the model for dichotomously scored variables as follows;
Although, the Rasch model is not usually written as conditional probability, it can be represented
as such if one recalls that the observed outcomes are restricted to only two possibilities of scoring
0 and 1 (Masters, 1982). Other outcomes like failure to respond are not covered by Equation 2.2.1,
which gives the probability of response in category one conditional on an answer being scored in
either 0 or 1 so that,
pinio + pini1 = 1 (2.2.3)
This model can be applied to more than two ordered categories (partial credit model) by first noting
that the intended order 0 < 1 < 2 < ... < m of a set of m + 1 categories that can be captured in
the set of elementary order relations of the form A < B. An example of the intended order of four
categories are of a set of categories that can be captured in the set of elementary order relations of
the form 0 < 1, 1 < 2, 2 < 3. The implication of the intended order 0 < 1 for example is that if a
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person responds in one of these two categories, then the probability of being in category 1 rather
than in category 0 should increase with βn that is, the intended order of categories 0 and 1 has
implications for the conditional probability,
pini1
pinio + pini1
which should increase with βn where;
pini1
pinio + pini1
=
e(βn−δi)
1 + e(βn−δi)
(2.2.4)
All other categories are conditioned out to focus on the implications of the intended order 0 < 1.
Where: βn is the ability of person n. δi1 takes care of the probability of response occurring in
category 1 rather than in category 0 of item i. This reasoning could be applied to any pair of the
adjacent response categories x − 1 and x. The logical implication of x − 1 < x is the conditional
probability
pinix
pinix−1 + pinix
=
e(βn−δix)
1 + e(βn−δix)
(2.2.5)
For x = 0, 1 , . . . , m and δix takes care of the probability of responses occurring in category x
rather than in category x−1 of item i this is the simple Raschs model applied to each pair of adjacent
categories in the set of ordered alternatives. When the number of available response alternatives for
item i is limited to m+ 1 and person required to respond to one of the categories then
m∑
k=0
pinik = 1. (2.2.6)
Using the notation from (Wu, 2007), Equation 2.2.1 and the requirement of Equation 2.2.6 it follows
that for m = 2, the probability of person n with ability βn responding in categories 0,1 and 2 of
item i are given by;
p(0|0, 1) = p(x = 0|x = 0 or x = 1) = p(x = 0)
p(x = 0) + p(x = 1)
=
1
1 + e(βn−δ1)
(2.2.7)
p(1|0, 1) = p(x = 1|x = 0 or x = 1) = p(x = 1)
p(x = 0) + p(x = 1)
=
e(βn−δ1)
1 + e(βn−δ1)
(2.2.8)
p(1|1, 2) = p(x = 1|x = 1 or x = 2) = p(x = 1)
p(x = 1) + p(x = 2)
=
1
1 + e(βn−δ2)
(2.2.9)
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p(2|1, 2) = p(x = 2|x = 1 or x = 2) = p(x = 2)
p(x = 1) + p(x = 2)
=
e(βn−δ2)
1 + e(βn−δ2)
(2.2.10)
Therefore;
The probability of each score category for a three category item (item scored out of 2 marks)are ;
p0 = p(x = 0) = pini0 =
1
1 + e(βn−δ1) + e(2βn−δ1−δ2)
(2.2.11)
p1 = p(x = 1) = pini1 =
e(βn−δ1)
1 + e(βn−δ1) + e(2βn−δ1−δ2)
(2.2.12)
p2 = p(x = 2) = pini2 =
e(2βn−δ1−δ2)
1 + e(βn−δ1) + e(2βn−δ1−δ2)
(2.2.13)
Generally, if item i is a polytomous with score categories 0, 1, 2, 3, ...mi the probability of the person
n scoring x on item i is given by
p(xni = x) =
exp
x∑
k=0
(βn − δik)
mi∑
h=0
exp
h∑
k=0
(βn − δik)
(2.2.14)
exp
0∑
k=0
(βn − δik) = 1 (2.2.15)
Equation (2.2.14) is the generalized representation of PCM model as derived by (Masters, 1982).
The PCM model is built from the dichotomous model after conditioning out the other categories
and concentrating on the last two adjacent categories ( x− 1 and x ).
The invariance concept according to Adedoyin et al (2008) means that the difference between the
ability parameter of any two persons is independent of the difficulty parameter of the items the
persons attempted and the difference between the difficulty parameter of any two items is indepen-
dent of the ability parameter of the persons attempting them. Rupp and Zumbo (2004) defined the
word invariance to indicate that the values of the parameters are identical in different populations
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or across different conditions of interest, which is assessed when they are estimated repeatedly with
different calibration samples.
The invariance property of IRT item/person parameters has been little explored empirically, al-
though invariance has been illustrated theoretically (Hambleton and Swaminathan, 1985; Rudner,
1983) and this invariance property of item and person statistics of IRT has been illustrated theoret-
ically (Hambleton and Swaminathan, 1985; Hambleton et al., 1991) and has been widely accepted
within the measurement community. The invariance property of IRT models make it theoretically
possible to solve some important measurement problems that have been difficult to handle within
the CTT framework, such as those encountered in test equating and computerized adaptive testing
(Hambleton et al., 1991).
According to Adedoyin, et al (2008) there is a limited number of empirical studies directly or indi-
rectly addressing the invariance issue in measurement theory. There is an obvious lack of systematic
investigation of item and person statistics obtained from either CTT or IRT frameworks (Adedoyin
et al., 2008). There is also a lack of studies that empirically examine the relative invariance of item
and person statistics obtained from CTT and those from IRT (Adedoyin , et al., 2008). The repeated
ANOVA was used for testing the invariance in their study. The comparisons they used were based
on the test takers demographic information, for instance, Gender, where the comparisons were made
between samples of females and then the same was done for males. No comparisons were made
between males and females groups. The comparisons based on the test takers ability were not made
between low and High ability test takers, but between the samples of low ability test takers and the
same for the High ability test takers’ samples. For this type of comparison it cannot be concluded
that in IRT, the item parameters’ estimates are sample free that is, the group of high proficient test
takers do not necessarily make the item to appear easy while the less proficient test takers make the
item to appear difficult. The conclusion cannot also be made that in CTT the item parameters are
dependent on the ability of the group of test takers that is the brilliant group would make the item
appear easy while the weak group would make the item appear difficult.
This argument is supported by Fan (1998) who indicated that since the two groups that he was
looking at in their study were defined in terms of test performance, not in terms of a demographic
variable as in the gender group sampling, there should be more dissimilarity between a high-ability
sample and a low-ability sample than between a female and a male sample pair.
Rupp and Zumbo (2004) indicated that based on seminal work by Lord and Hambleton, et al (1991),
their article was an analytical, graphical, and conceptual reminder that item response theory (IRT)
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parameter invariance only holds for perfect model fit in multiple populations or across multiple con-
ditions and is thus an ideal state. In practice, one attempts to quantify the degree to which a lack
of invariance is likely to be present through repeated calibrations of item and examinee parameters
(Rupp and Zumbo, 2004). The question now is whether these two important principles of Rasch
which made Rasch model a preferred model over classical test theory in measurement theory hold
empirically. Practically, it would be very difficult to achieve a perfect model fit.
Fan (1998) argued that it is somewhat surprising that empirical studies examining and/or comparing
the invariance characteristics of item statistics from the two measurement frameworks are so scarce.
Fan (1998) continued to argue that it appears that the superiority of IRT over CTT in this regard has
been taken for granted by the measurement community, and no empirical scrutiny has been deemed
necessary. The empirical silence on this issue seems to be an anomaly (Fan, 1998). This argument
clearly showed that there is still a gap in the measurement theory field and that motivated this study.
The correlation statistics that has been commonly used by other researchers in testing for invariance
in measurement theory have been heavily criticized by Rupp and Zumbo (2004) as not good enough
to test for invariance. According to these researchers, the Pearson Product-Moment Correlation
Coefficient is insufficient for the purpose of testing for invariance. This argument also indicated that
there is still a need to find the appropriate methods for the empirical test of the invariance of the
test item parameters in both CTT and in IRT models.
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Chapter 3
Sampling and Methodology
The NSC Mathematics consisted of two examination question papers namely Mathematics examina-
tion question paper 1 and Mathematics examination question paper 2 and each examination question
paper was marked out of 150 marks. The learners taking this subject were expected to write both
examination question papers and hence learner’s total mark in the 2010 NSC Mathematics exam-
ination question paper was the combination of the marks scored in each of the two examination
question papers and it was counted out of 300 marks. The sampling was done in such a way that
both learners’ scripts (for paper 1 and 2) were included in the sample.
The 2010 NSC Mathematics examination question papers were made up of items (questions and
sub-questions) that were either scored out of one mark (dichotomous items) or scored out of more
than one mark ( polytomous items). The first question, 1.1.1 in the 2010 NSC Mathematics exami-
nation question paper 1 was scored out of 3 marks and it was labelled question ”1” in the analysis
as shown in Table 3.0.1. In the polytomously scored items, learners could score partial marks while
in the dichotomously scored items, they could only score either a zero or a one mark.
The scoring of the test items in the 2010 NSC Mathematics examination question paper 2 is indicated
in Table 3.0.2. The first question, 1.1 in the 2010 NSC Mathematics examination question paper
2 is scored out of 4 marks and it was labelled question 49 in the analysis. Learners could score
partial credits in some of the items in this paper as well. Tables 3.0.1 and 3.0.2 do not only give the
scores allocated to each item in Mathematics examination paper 1 and examination question paper
2, but also the item number as it appeared in the examination question paper as well as the item
number as it appeared in the analysis. The first item in Table 3.0.2 is the 49th item in the analysis
as the two examination question papers were combined when the Rasch analysis was carried out.
The learners were expected to write both examination question paper 1 and examination question
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paper 2. There was no item in both examination papers which exceeded 9 marks.
Table 3.0.1: Item scores in 2010 DBE Mathematics paper 1
Question number as in analysis Question number as in question paper Score
1 1.1.1 3
2 1.1.2 4
3 1.1.3 4
4 1.2 7
5 1.3 3
6 2.1 4
7 2.2.1 3
8 2.2.2 2
9 2.3.1 2
10 2.3.2 6
11 3.1 3
12 3.2 4
13 4.1 2
14 4.2 3
15 4.3 2
16 4.4 3
17 4.5 4
18 5.1 4
19 5.2 1
20 5.3 3
21 5.4 1
22 5.5 3
23 6.1 2
24 6.2 3
25 6.3 1
26 6.4 2
27 6.5 3
28 7.1 5
29 7.2.1 2
30 7.2.2 4
31 7.2.3 3
32 8.1 5
33 8.2 3
34 8.3 6
35 9.1 1
36 9.2 4
37 9.3 2
38 9.4 2
39 9.5 3
40 10.1 3
41 10.2 3
42 10.3 6
43 11.1 4
44 11.2 3
45 11.3.1 1
46 11.3.2 1
47 11.4 2
48 11.5 5
Total 150
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Table 3.0.2: Item scores in 2010 DBE Mathematics paper 2
Question number as in analysis Question number as in question paper Score
49 1.1 4
50 1.2 2
51 1.3 3
52 2.1 2
53 2.2 5
54 2.3 1
55 3.1 2
56 3.2 3
57 3.3 2
58 4.1 1
59 4.2 1
60 4.3 2
61 4.4 2
62 5.1.1 2
63 5.1.2 1
64 5.2 3
65 5.3 2
66 5.4 2
67 5.5 4
68 5.6 6
69 6.1 3
70 6.2 2
71 6.3 3
72 6.4 3
73 6.5 3
74 6.6 3
75 7.1 6
76 7.2 4
77 7.3 4
78 8.1 6
79 8.2 6
80 9.1 3
81 9.2 2
82 9.3 3
83 10.1 5
84 10.2 6
85 10.3 6
86 11.1 3
87 11.2 3
88 11.3 4
89 12.1 6
90 12.2 8
91 12.3 4
92 12.4 2
93 12.5 2
total 150
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3.1 Sampling
The sample of learners scripts was randomly selected from the population of 317 978 learners who
wrote mathematics (Maths) and physical science (Phy) in 2010. In this population, there were
209 613 learners who wrote both Mathematics and Physical Science, 23 445 Learners wrote Physical
Science but not Mathematics and 84 920 wrote Mathematics but not Physical Science. The multi-
phase sampling was used to select the samples. The sampling design is based on the assumption that
the sample size of each strata is large (8 306 for stratum 1) and therefore, the number of students
falling in different performance categories is much larger than 50. The population of Mathematics
examination takers was first stratified according to the following two strata (indicators):
• Learners who wrote both Mathematics and Physical Science (both Maths and Physical Science)
• Learners who wrote Mathematics but not Physical Science (Mathematics and not Physical Science)
Then a sample of 11 671 was chosen using proportional allocation based on the size of the indicator
and as the results, the sample sizes of each strata was identified. The sample size for learners who
wrote mathematics was:
• Number of learners who wrote both Mathematics and Physical Science was 8 306
• Number of Learners who wrote Mathematics but not Physical Science was 3 365
Table 3.1.1: Stratified Sample
Maths and Phy Phys not Maths Maths not Phy
Population 209 613 23 445 84 920
Sample 8 306 3 365 11 671
The sample of learners who wrote both Mathematics and Physical Science was further stratified
according to the seven performance categories as determined by the Department of Basic Education
(DBE) in South Africa which were learners scoring in : 0− 29; 30− 39; 40− 49; 50− 59; 60− 69;
70− 79 and 80− 100 percent (strata). The same was done for the learners who wrote mathematics
but not physical Science. The Four independent sampling designs were carried out and explained as
follows:
In the first design, 40 independent replicated samples of 350 learners were selected in such a way that
50 learners were randomly selected from each of the seven strata. The population was first stratified
according to the seven performance categories and then a simple random sampling technique was
used to select equal number of learners from each stratum(n = 50) as given in Table 3.1.2. These
samples were labelled Random− 50.
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Table 3.1.2: Sampling design 1
Performance Category Number of Learners
0− 29 50
30− 39 50
40− 49 50
50− 59 50
60− 69 50
70− 79 50
80− 100 50
In the second design, 40 independent replicated samples of 350 learners were selected proportion-
ally to the sizes of the strata using stratified random sampling employing proportional allocation
technique. In this design, the number of learners selected from the seven performance categories
differed according to the size of the strata, that is the bigger the strata the more the number of
learners selected to that particular strata. The samples in this design were completely representative
of the population from which they were taken as given in Table 3.1.3. The samples were labelled
Random−Random.
Table 3.1.3: Sampling design 2
Performance Category Number of Learners
0− 29 251
30− 39 38
40− 49 24
50− 59 15
60− 69 10
70− 79 7
80− 100 5
In the third design, 40 independent replicated random samples of 350 learners were selected in such
a way that 105 learners were selected in category 0 − 29, 70 learners from 30 − 39 and 35 learners
were selected from each of the remaining strata. The samples in this design were dominated by
weak learners. The multi-phase sampling was also used in this design as the population was first
stratified according to the seven performance categories and then replicated samples were chosen in
such a way that n = 105; n = 70; n = 35; n = 35; n = 35; n = 35 and n = 35 respectively from
categories, 0− 29; 30− 39; 40− 49; 50− 59; 60− 69; 70− 79 and 80− 100 as shown in 3.1.4. These
samples were called good samples, and were dominated by weak learners.
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Table 3.1.4: Sampling design 3
Performance Category Number of Learners
0− 29 105
30− 39 70
40− 49 35
50− 59 35
60− 69 35
70− 79 35
80− 100 35
In the fourth design, 40 independent random samples of 350 learners were selected in such a way
that 105 learners were randomly selected from 80− 100 category, 70 learners from 70− 79 category,
while 35 learners were selected from each of the remaining categories as shown in Table 3.1.5. The
samples in this design were dominated by more proficient learners in Mathematics. These samples
were called bad samples, and they were dominated by proficient learners in Mathematics. The multi-
phase sampling was also used in this design. The following sampling techniques were used in the
sampling of the learners’ scripts;
Table 3.1.5: Sampling design 4
Performance Category Number of Learners
0− 29 35
30− 39 35
40− 49 35
50− 59 35
60− 69 35
70− 79 70
80− 100 105
• Simple Random Sampling : In the Simple Random Sampling technique, every unit (learners
in this case) in the population has an equal probability of being selected.
• Stratified Random Sampling : The population is first stratified into strata. The variance
within the strata is smaller than the variance between the strata. The sample is selected from
each stratum using simple random sampling or using proportional allocation which selects the
sample according to the size of the strata. More units are selected from the bigger strata.
3.2 Methodology
The analysis part of the study was divided into two parts. The first part was intended to theoret-
ically prove the principle of invariance of the test items’ parameter of the group of test takers in
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Rasch model. This principle does not hold in the case of the CTT model as asserted by (Adedoyin
et al., 2008). The second part was intended to empirically test the assertion that the test items’
parameters are invariant of the group of test takers which is the consequence of the principle of
specific objectivity in the Rasch model (Rasch, 1977).
Since the test item parameters were estimated using Rasch model, it was important to check the
fitness of data to the Rasch model. The goodness of fit was investigated through the residual diag-
nostic plots and by inspecting graphs of the fitted (expected model) and the empirical model. If the
fitted and empirical models tracked each other closely across the learners’ ability spectrum, it was
then concluded that the model fitted the data well. In literature, the rule of thumb is that if the fit
residuals were greater or equal to -2.5 but not exceeding 2.5 then it was concluded that there was a
good fit between the data and the model (Barnard J., 2012).
The first item for instance, in the first design had 40 estimated difficulty levels which were expected
to be the same or very close to each other as learners in these samples were of the same abilities,
40 in the second design, 40 in the third design and 40 in the fourth design. It must be noted that
exactly the same independent samples used in the calculation of the difficulty levels of the test items
in the IRT framework were used in calculating the difficulty levels of the test items in the CTT
framework.
The empirical test was done through comparing the mean difficulties of test items between the design
groups using the Analysis of V ariance (ANOVA) techniques. Montgomery (1984) indicated that
the ANOVA model is given by;
yij = µ+ τi + εij
where;
µ =overall mean
τi =group effect
εij =random error component
i=0, 1, 2, 3, 4
j=0, 1, 2, 3, . . . , n
According to Rasch model, the difficulty levels of the test items in the examination question papers
are relative to the difficulty levels of each other (that is; the sum of the item difficulty sum to zero,
they are constrained), hence the anchoring was important to set the reference point from which the
difficulty levels of each item was based. The same anchoring was used in all calculations of the diffi-
culty levels of the test items of independent samples. The difficulty levels of the test items in each of
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the 40 replicated independent random samples of each of the four design groups were calculated using
RUMM2030 in the IRT framework where the PCM model was fitted. There were 40 data points for
every item per design. In the case of PCM, in order to base the measurement on the same reference
point, the anchoring using the average of the first 10 items in mathematics examination paper 1
was done. This means that the difficulty levels of the first 10 test items were fixed. The anchoring
ensured that all the estimated test items’ difficulties from all the four design groups had the same
reference point. The comparisons of the means of the four design groups were first done under PCM
using the ANOVA. In the case where there was a significant difference between the means of the
design groups, the following methods could be used to establish where the differences came from:
Tukey ; Bonferroni; Dunnett; Scheffe and Duncan to mention a few.
Since the study intended to do all possible pairwise comparison of the means, then the Tukey’s
method was an appropriate method to use. The method like Dunnett could not be used as it is
not appropriate for making all pairwise comparisons, but rather only compares one of the groups
(control) with each other group. The comparisons were done separately because PCM uses logits as
the scale of measurement whereas CTT uses proportions. The difference in measurement scales in
these two frameworks rendered the direct comparison impossible.
The Box and Whiskers plots of the four design groups for every test item were done for both IRT
and CTT. The Box and Whiskers plots were not necessarily used to inspect the data to identify
the outliers among others, but to observe if the design groups for each test item ranked consistently
according to the groups dominance of high proficient test takers in groups. That is, to find out if a
certain design group consistently have a higher mean for all items. If for instance, the mean of the
design group ”Bad” were the highest followed by that of the ”Good” design group and then, that of
the design group ”random-50” and the smallest were that of the ”random-random”then, that would
imply that the difficulty levels of the test items were dependent on the learners’ abilities.
The RUMM2030 which is the software for fitting the Rasch models was used in the estimation of
the test items’ parameters in the case of PCM model while SAS software was used in the estimation
of the test items’ parameters in CTT. SAS was also used for testing the significance levels between
the test items’ parameter estimates from different samples of test takers.
If the difficulty levels of the test items were dependent on the group of test takers according to the
design groups’ ranking in Table 3.2.1, the expectation in Rasch model would be to get the smallest
mean item difficulty in design group ”Bad” which was dominated by highly proficient learners in
Mathematics followed by ”Good”, then ”Random-50” and the highest in the ”Random-Random”
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design group which was dominated by the less proficient learners in Mathematics while under the
CTT model, the expectation would be that the highest mean difficulty would be estimated in design
group ”Bad” followed by ”Good”, then ”Random-50” and the smallest would be estimated in group
”Random-Random”. If this order is violated for a model then, that would be a sign that the
estimated test items’ difficulties under the model were not dependent on the group of test takers.
Table 3.2.1: The design groups
Design groups Type of learners Raking in terms of learners proficiency
Bad dominated by High proficient learners highly proficient
Random-50 Equal number in each category second proficient
Good dominated by less proficient weak
Random-Random Proportional to size of performance category weakest
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Chapter 4
Data Analysis and Discussions
4.1 Theoretical results and proofs
4.1.1 Invariant - Person comparison using Dichotomous test item
In the case of dichotomous items, each item parameter δik (k = 0, 1) is a location (difficulty level
of an item) on the variable being measured. The item’s location is the point on the ability con-
tinuum where the probability of getting the item wrong is equal to the probability of getting it right.
Let us suppose that two independent persons, person n and m attempt the same item i and their
attempts at this item were independent of each other.
and also let;
P (xni = 1) be the probability of person n scoring 1 on item i
P (xni = 0) be the probability of person n scoring 0 on item i
Then;
From equation 2.2.1, the probability of person n scoring 1 on item i is given by;
p(xni = 1|xni = 1 or xni = 0) = p(xni = 1)p(xni = 0) + p(xni = 1) =
e(βn−δ)
1 + e(βn−δ)
Noting that p(xni = 0) + p(xni = 1) = 1.
hence;
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P1 = P (xni = 1) = pini1 =
e(βn−δ)
1 + e(βn−δ)
(4.1.1)
Since a learner could either score a ’1’ or a ’0’ then, the probability of person n scoring 0 on item i
is given by;
p(xni = 0|xni = 1 or xni = 0) = p(xni = 0)p(xni = 0) + p(xni = 1) =
1
1 + e(βn−δ)
hence;
P0 = P (xni = 0) = pini0 =
1
1 + e(βn−δ)
(4.1.2)
The probability of person m scoring 1 on item i is given by;
p(xmi = 1|xmi = 1 or xmi = 0) = p(xmi = 1)p(xmi = 0) + p(xmi = 1) =
e(βm−δ)
1 + e(βm−δ)
hence;
P1 = P (xmi = 1) = pimi1 =
e(βm−δ)
1 + e(βm−δ)
(4.1.3)
The probability of person m scoring 0 on item i is given by:
p(xmi = 0|xmi = 1 or xmi = 0) = p(xmi = 0)p(xmi = 0) + p(xmi = 1) =
1
1 + e(βm−δ)
hence;
P0 = P (xmi = 0) = pimi0 =
1
1 + e(βm−δ)
(4.1.4)
Therefore, the the joint probability of person n scoring 1 in item i and that person m scoring 0 in
item i is given by;
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P(1,0) =
e(βn−δ)
1 + e(βn−δ)
. 1
1 + e(βm−δ)
and the joint probability of person n scoring 0 and that person m scoring 1 is given by;
P(0,1) =
e(βm−δ)
1 + e(βm−δ)
. 1
1 + e(βn−δ)
The ratio of the odds of person n scoring 1 in item i and that person m scoring 0 in item i is given by:
P(1,0)
P(0,1)
= e
(βn−δ)
(1 + e(βn−δ))(1 + e(βm−δ))
(1 + e(βn−δ))(1 + e(βm−δ))
e(βm−δ)
= e
(βn−δ)
e(βm−δ)
The ratio of the logarithmic odds of person n scoring 1 and that person m scoring 0 in item i is
given by:
ln(
P(1,0)
P(0,1)
) = βn − δ − (βm − δ)
= βn − βm (4.1.5)
Therefore, in the comparisons of persons m and n, the odds ratio was not expressed in terms of the
difficulty levels of the items used to calibrate the abilities of the two persons as shown in Equation
4.1.5. It must be noted that the odds of it being any one of the two persons who got the question
correct given that one of them got it wrong ,is the same for every item and it only dependents on the
relative abilities of persons m and n. This proves the principle of specific objectivity in Rasch for
dichotomous items. This also proves the invariance concept in Rasch model as the relative abilities
of persons are independent of the difficulty level of the item they attempted.
4.1.2 Invariant - item comparison (dichotomous item)
Consider model (2.2.1) and let us suppose that items i and j are attempted by the same person n
and the attempts at item i and j are independent of each other and let;
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P (xni = 1) be the probability of person n scoring 1 on item i
P (xni = 0) be the probability of person n scoring 0 on item j
Then;
the probability of person n scoring 1 on item i is given by:
p(xni = 1|xni = 1 or xni = 0) = p(xni = 1)p(xni = 0) + p(xni = 1) =
e(βn−δi)
1 + e(βn−δi)
Therefore;
p1 = P (xni = 1) = pini1 =
e(βn−δi)
1 + e(βn−δi)
(4.1.6)
the probability of person n scoring 0 on item i is given by:
p(xni = 0|xni = 1 or xni = 0) = p(xni = 0)p(xni = 0) + p(xni = 1) =
1
1 + e(βn−δi)
Therefore;
p0 = P (xni = 0) = pini0 =
1
1 + e(βn−δi)
(4.1.7)
the probability of person n scoring 1 on item j is given by:
p(xnj = 1|xnj = 1 or xnj = 0) = p(xnj = 1)p(xnj = 0) + p(xnj = 1) =
e(βn−δj)
1 + e(βn−δj)
Therefore;
p1 = P (xnj = 1) = pinj1 =
e(βn−δj)
1 + e(βn−δj)
(4.1.8)
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the probability of person n scoring 0 on item j is given by:
p(xnj = 0|xnj = 1 or xnj = 0) = p(xnj = 0)p(xnj = 0) + p(xnj = 1) =
1
1 + e(βn−δj)
Therefore;
p0 = P (xnj = 0) = pinj0 =
1
1 + e(βn−δj)
(4.1.9)
the joint probability of person n scoring 1 in item i and that he scored 0 in item j is given by;
P(1,0) =
e(βn−δi)
1 + e(βn−δi)
. 1
1 + e(βn−δj)
and, the joint probability of person n scoring 0 in item i and that s/he scored 1 in item j is given
by;
P(0,1) =
e(βn−δj)
1 + e(βn−δj)
. 1
1 + e(βn−δi)
The ratio of the odds of a person n scoring 1 in item i and that s/he got 0 on item j is given by;
P(1,0)
P(0,1)
= e
(βn−δi)
(1 + e(βn−δi))(1 + e(βn−δj))
(1 + e(βn−δi))(1 + e(βn−δj))
e(βn−δj)
= e
(βn−δi)
e(βn−δj)
The ratio of the logarithmic odds of person n scoring 1 in item i and that s/he scored 0 in item j is
given by;
ln(
P(1,0)
P(0,1)
) = βn − δi − (βn − δj)
= δj − δi (4.1.10)
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It must be noted that in the comparison of items i and j there was nothing said about the ability
of persons attempting these two items as shown in Equation 2.4.5. It is apparent that the odds of
success on one item but failure on the other is the same for every person and it is only dependent
on the relative difficulties of items i and j. This proves the principle of specific objectivity for di-
chotomous items and consequently the invariance of the difficulty levels of items to the ability levels
of the group of test takers.
4.1.3 Invariant- Polytomous test items
It has been proven in section 4.1.1 in equation (4.1.10) in the case of dichotomous items that theo-
retically the principle of specific objectivity and consequently the invariance of item parameter to
the person’s parameter. This indicates that the difficulty of an item is not depended on the ability
distribution of the group of test takers under dichotomous model. In the polytomous items, each
item parameter δik (k = 0, 1, 2, 3, ...k) is a location on the variable being measured.
Let two independent items i and j be attempted by the same person n. Let the person’s attempts
at items i and j be independent of each other.
let;
P (xni = k) be the probability of person scoring k on item i
P (xni = k − 1) be the probability of person scoring k − 1 on item i
Then;
the probability of person scoring k on item i is given by:
P (xni = k) =
exp(kβn − δi1 − δi2 − ...− δik)
ψ
the probability of person scoring k − 1 on item i is given by:
P (xni = k − 1) = exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1))ψ
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Where;
ψ is the sum of the numerators of all probabilities of scoring each mark and this ensures that the k
response probability sum up to 1.
Therefore ;
the ratio of the odds of person n scoring k rather than k − 1 in item i is given by;
P (xni = k)
P (xni = k − 1) =
exp(kβn − δi1 − δi2 − ...− δik)
ψ
.
ψ
exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1))
=
exp(kβn − δi1 − δi2 − ...− δik)
exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1))
hence the ratio of logarithmic odds is given by;
ln(
P (xni = k)
P (xni = k − 1)) = ln(exp(kβn − δi1 − δi2 − ...− δik))−ln(exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1)))
= (kβn − δi1 − δi2 − ...− δik)− (kβn − βn − δi1 − δi2 − ...− δi(k−1))
= βn − δik (4.1.11)
let;
P (xnj = k) be the probability of person scoring k on item j
P (xnj = k − 1) be the probability of person scoring k − 1 on item j
Then;
the ratio of the odds of person n scoring k rather than k − 1 in item j is given by;
P (xnj = k)
P (xnj = k − 1) =
exp(kβn − δj1 − δj2 − ...− δjk)
ψ
.
ψ
exp((k − 1)βn − δj1 − δj2 − ...− δj(k−1))
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=
exp(kβn − δj1 − δj2 − ...− δjk)
exp((k − 1)βn − δj1 − δj2 − ...− δj(k−1))
Hence, the ratio of the logarithmic ratio is given by ;
ln(
P (xnj = k)
P (xnj = k − 1)) = ln(exp(kβn − δj1 − δj2 − ...− δjk))−ln(exp((k − 1)βn − δj1 − δj2 − ...− δj(k−1)))
Which implies that;
= (kβn − δj1 − δj2 − ...− δjk)− (kβn − βn − δj1 − δj2 − ...− δj(k−1))
= βn − δjk (4.1.12)
therefore;
ln(
Pk−1,k
Pk,k−1
) = βn − δjk − (βn − δik)
= δik − δjk (4.1.13)
where;
Pk,k−1 is the probability of person scoring k on item i but k − 1 on item j
Pk−1,k is the probability of person scoring k − 1 on item i but k on item j
In this comparison of items i and j, the odds ratio has no ability parameter of the person attempting
them as shown in Equation 2.6.3. The principle of specific objectivity of Rasch is satisfied as the
difficulty levels of the items are not influenced by the ability of the learners attempting them. This
also shows that the relative difficulty of items i and j are invariant of the abilities of people writing
this items. Equation 2.5.3 proves the invariance of item parameters which is the consequence of the
principle of specific objectivity in Rasch for polytomous items.
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4.1.4 Invariant - persons comparisons using polytomous test item
In the polytomous items, each item parameter δik (k = 0, 1, 2, 3, ...ki) is a location on the variable
being measured. Let two persons n and m attempt the same item i.
let;
P (xni = k) be the probability of person n scoring k on item i
P (xni = k − 1) be the probability of person n scoring k − 1 on item i
Then;
the probability of person n scoring k on item i is given by:
P (xni = k) =
exp(kβn − δi1 − δi2 − ...− δik)
ψ
the probability of person n scoring k − 1 on item i is given by:
P (xni = k − 1) = exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1))ψ
Where;
ψ is the sum of the numerators of all probabilities of scoring each mark and this ensures that the K
response probability sum up to 1.
Therefore ;
the ratio of the odds of person n scoring k rather than k − 1 in item i is given by;
P (xni = k)
P (xni = k − 1) =
exp(kβn − δi1 − δi2 − ...− δik)
ψ
.
ψ
exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1))
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=
exp(kβn − δi1 − δi2 − ...− δik)
exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1))
Hence, the ratio of the logarithmic odds of person n scoring k rather than k − 1 in item i is given
by;
ln(
P (xni = k)
P (xni = k − 1)) = ln(exp(kβn − δi1 − δi2 − ...− δik))−ln(exp((k − 1)βn − δi1 − δi2 − ...− δi(k−1)))
= (kβn − δi1 − δi2 − ...− δik)− (kβn − βn − δi1 − δi2 − ...− δi(k−1))
= βn − δik (4.1.14)
let;
P (xmi = k) be the probability of person m scoring k on item i
P (xmi = k − 1) be the probability of person m scoring k − 1 on item i
Then;
the ratio of the odds of person m scoring k rather than k − 1 in item i is given by;
P (xmi = k)
P (xmi = k − 1) =
exp(kβm − δi1 − δi2 − ...− δik)
ψ
.
ψ
exp((k − 1)βm − δi1 − δi2 − ...− δi(k−1))
=
exp(kβm − δi1 − δi2 − ...− δik)
exp((k − 1)βm − δi1 − δi2 − ...− δi(k−1))
Hence, the ratio of the logarithmic odds of person m scoring k rather than k−1 in item i is given by;
ln(
P (xmi = k)
P (xmi = k − 1)) = ln(exp(kβm − δi1 − δi2 − ...− δik))−ln(exp((k − 1)βm − δi1 − δi2 − ...− δi(k−1)))
Which implies that;
= (kβm − δi1 − δi2 − ...− δik)− (kβm − βm − δi1 − δi2 − ...− δi(k−1))
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= βm − δik (4.1.15)
therefore, if persons n and m attempt the same item and their attempts at that item are independent
of each other, then the modeled difference between the persons n and m is given by;
ln(
Pk−1,k
Pk,k−1
) = βn − δik − (βm − δik)
= βn − βm (4.1.16)
where;
Pk,k−1 is the probability of person n scoring k on item i but person m scoring k − 1 on item i
Pk−1,k is the probability of person n scoring k − 1 on item i but person m scoring k on item i
In this comparison of persons n and m, the odds ratio is not expressed in terms of the difficulty
level of the item being attempted by persons n and m as shown in Equation 4.1.5. The principle of
specific objectivity in Rasch is satisfied as the comparisons between the abilities of learners are not
influenced by the difficulty levels of items used to compare them. This also proves that the relative
person parameters are not influenced by the difficulty levels of the items. Equation 4.1.16 proves
the principle of specific objectivity in Rasch for polytomous items.
It is evident from Equations 4.1.10 and 4.1.13 that theoretically, in both dichotomous (simplest
model of Rasch) and PCM of Rasch models, the estimated item parameters are invariant of the
abilities of persons taking the test. It was also evident from Equations 4.1.5 and 4.1.16 that the
estimated persons’ parameters were invariant of the difficulty levels of items used to compare them.
Theoretically, the principle of specific objectivity hold and the assertion that the item parameter
(difficulty level of an item) is invariant of the group of test takers also hold.
It has been theoretically proven in the first part of the study (in section 4.1.1) that the item pa-
rameters in the Rasch models are test takers’ sample free that is, they do not depend on the group
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of test takers. This implied that the relative difficulties of the test items satisfy the invariance of
the test item parameters of the group of test takers as shown in Equations 4.1.10 and 4.1.13. The
logarithmic odds ratios for comparing the two test items were only dependent on the difficulty level
of the test items and there were no test takers parameters in the equations. It has also been theo-
retically proven that the relative abilities of persons satisfy the specific objectivity in Rasch as given
in Equations 4.1.5 and 4.1.16 and consequently the invariance property was satisfied in Rasch. The
logarithmic odds ratio for comparing two independent test takers only depended on the test takers
parameters. This important principle was empirically tested in both Rasch and CTT model using
the Analysis of Variance (ANOVA) employing Tukey’s groupings.
The intention of the second part was to empirically test the assertion that under the Rasch model
(the item based Framework ), the item parameters are sample independent compared to CTT (the
test based framework) whose item parameters are dependent on the group of test takers, that is,
under CTT, the weaker learners tend to make the item to appear difficult while the proficient learn-
ers for instance in mathematics will make the same mathematical item to appear easy. This talked
to the principle of specific objectivity and the invariance of item parameters of the group of test
takers in Rasch model which mainly differentiate Rasch model from the CTT model.
The lack of empirical studies investigating the invariance concept which is the consequence of the
principle of specific objectivity is worrisome as Fan (1998) indicated. The concept of invariance have
been investigated empirically using the ANOVA technique in this study. It must be noted that the
same independent samples used to estimate the items’ parameters in IRT were also used in items’
parameter estimates in CTT.
4.2 Empirical analysis
4.2.1 Goodness of fit between the model and data
Before any statistical analysis is carried out especially where the model is fitted for estimation or
for prediction, the fit of data to the model must first be investigated. There are different ways of
examining whether the data fits the model or not, and no single fit statistics alone is sufficient to
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make a judgment on whether an item fits the model or not. If there is a bad fit between the model
and data, the implication is that the estimation of the test items and persons’ parameters could be
estimated inaccurately. Table 4.2.1 and Table 4.2.2 give the summary of the goodness of fit of the
data to the model per item across all 40 independent samples of each of the four design groups. The
minimum and maximum residual fit across all independent samples of each design group per test
item were identified and captured in Table 4.2.1 and in Table 4.2.2. The item with the minimum
residual fit greater than or equal to -2.5 and maximum residual fit of at most 2.5 was considered
to have a good fit across all independent samples. This means that all the independent samples
of the design group for that particular item had a good fit between the model and the data for all
the independent samples for the item. There were very few items that exhibited good fit across all
independent samples in both papers as shown in Table 4.2.1 and in Table 4.2.2.
The goodness of fit between the data and the model could also be investigated graphically, where
the empirical and the fitted models are plotted and compared. If the fitted model closely tracked
the empirical model across the test takers’ ability continuum, then the data fits the model well.
There was a good fit between the model and data for item 1.1.3 in 2010 Mathematics examination
question paper 1 as shown in Figure 4.1.3 while on the other hand there was a poor fit between the
data and model for item 2.2.2 in the 2010 NSC Mathematics examination question paper 1 as shown
in Figure 4.1.2. The estimated difficulty level of item 2.2.2 would be all over the place as there was
a poor fit between the data and the model. The fitted model for item 1.3 estimated the empirical
model well only for the weak learners. If the data used to estimate the difficulty level of this item
were highly dominated by high proficient learners in Mathematics, then the estimates may not be
accurate as the data would not fit the model well at that level.
The goodness of fit for all items must be investigated before any analysis is carried out. The goodness
of fit was investigated and the results are given in Table 4.2.1 for items in the 2010 NSC Mathematics
examination question paper 1 and Table 4.2.2 for the 2010 NSC Mathematics examination question
paper 2. The minimum and maximum estimated fit residuals (fitResd) for all samples across the
four design groups per item were identified. The rule of thumb is that the fit residual should lie
between -2.5 and 2.5 for the model to be accepted to have a good fit with the data. The residual of
the response yni of each person n for item i is defined as yni − yˆni. If the minimum and maximum
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values lied between -2.5 and 2.5 inclusively then the data fitted the model across the independent
samples and fit across was labelled yes. If one of the values lied outside -2.5 and 2.5 then the data
did not fit the model for at least one of the independent samples for the item and fit across was
labelled no as shown in both Tables 4.2.1 and 4.2.2. There were very few items where the data fitted
the model well across all independent samples of the design groups and the question is whether that
is a perfect fit as Rupp and Zumbo (2004) have not indicated what they meant by a perfect fit.
43
Table 4.2.1: Min and Max Residual fit of all samples across groups P1
Items Min FitResid Max FitResid fit across
1.1.1 -1.466 1.751 Yes
1.1.2 -0.569 5.085 No
1.1.3 -1.846 3.642 No
1.2 1.374 11.636 No
1.3 -4.106 1.423 No
2.1 -3.03 2.287 No
2.2.1 -1.656 2.079 Yes
2.2.2 -4.65 -0.049 No
2.3.1 -1.665 4.001 No
2.3.2 1.682 9.62 No
3.1 -0.626 8.326 No
3.2 0.279 7.458 No
4.1 -3.528 0.675 No
4.2 -8.041 -1.617 No
4.3 -9.046 -2.686 No
4.4 -3.64 1.785 No
4.5 -4.988 0.442 No
5.1 -3.016 1.585 No
5.2 -7.413 -0.573 No
5.3 -5.931 -0.117 No
5.4 -11.793 -2.837 No
5.5 -4.143 1.109 No
6.1 -5.915 0.805 No
6.2 -5.726 -0.095 No
6.3 -3.144 -0.163 No
6.4 -3.216 0.872 No
6.5 -2.77 0.79 No
7.1 -4.725 0.563 No
7.2.1 -4.819 -0.24 No
7.2.2 -3.534 1.104 No
7.2.3 -3.184 1.029 No
8.1 -0.64 5.455 No
8.2 -3.911 0.117 No
8.3 -2.617 2.786 No
9.1 -7.679 -1.729 No
9.2 -1.376 5.242 No
9.3 -1.27 8.696 No
9.4 -1.358 4.932 No
9.5 -2.042 1.882 Yes
10.1 -5.119 1.074 No
10.2 -4.494 -0.051 No
10.3 -2.255 1.807 Yes
11.1 1.242 7.998 No
11.2 -1.306 4.409 No
11.3.1 -4.741 -0.219 No
11.3.2 -4.403 -0.568 No
11.4 -2.941 1.089 No
11.5 -1.586 5.254 No
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Table 4.2.2: Min and Max Residual fit of all samples across groups P2
Items Min FitResid Max FitResid fit across
1.1 0.279 7.143 No
1.2 -1.37 1.739 Yes
1.3 3.163 13.552 No
2.1 -1.019 3.147 No
2.2 4.818 21.207 No
2.3 -3.388 0.697 No
3.1 -0.189 2.871 No
3.2 -0.383 4.3 No
3.3 -4.216 0.945 No
4.1 -2.082 2.229 Yes
4.2 -2.781 1.499 No
4.3 4.162 14.505 No
4.4 1.214 12.096 No
5.1.1 -1.429 3.229 No
5.1.2 -0.862 1.572 Yes
5.2 -6.36 0.645 No
5.3 -2.859 1.455 No
5.4 -1.091 2.514 No
5.5 -0.97 3.694 No
5.6 -1.551 4.293 No
6.1 -4.814 0.755 No
6.2 -4.749 1.686 No
6.3 -8.014 -0.498 No
6.4 -0.406 9.336 No
6.5 -2.402 2.581 No
6.6 -6.534 0.318 No
7.1 1.739 11.506 No
7.2 -4.582 1.162 No
7.3 -0.695 4.072 No
8.1 -0.641 5.697 No
8.2 -0.385 6.066 No
9.1 -4.027 1.18 No
9.2 -4.497 1.372 No
9.3 -2.522 2.568 No
10.1 -2.355 2.102 Yes
10.2 -0.236 8.152 No
10.3 -0.495 3.917 No
11.1 -2.563 1.285 No
11.2 -2.068 2.224 Yes
11.3 -1.352 1.753 Yes
12.1 0.499 7.947 No
12.2 -0.609 6.062 No
12.3 -2.304 4.034 No
12.4 -1.91 0.265 Yes
12.5 -3.829 0.339 No
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 Figure 4.2.1: Data not fitting model across person location-item 1.3
 
Figure 4.2.2: Data not fitting model across person location-item 2.2.2
46
 Figure 4.2.3: Data fit model across person location- item 1.1.3
 
Figure 4.2.4: Data not fitting model across person location-item 2.1
4.2.2 Analysis of Variance and Tukey’s groupings
The estimated groups’ mean difficulties of item 1.1.1 as shown in Table 4.2.4 for the 2010 NSC
Mathematics examination paper 1 were -1.64148; -1.64643; -1.65188 and -1.72480 for the design
groups ”Random-50”; ”Random-Random”; ”Good” and ”Bad” respectively as estimated by the
Rasch model.
The Box and Whiskers plots in this study were not used to inspect the data in terms of whether
there were some outliers in the data, but to graphically show if the mean difficulties of the test
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items ranked order in terms of the design groups, that is, whether the higher item difficulties were
consistently estimated in groups dominated by highly proficient test takers while the smallest item
difficulties were calculated in groups dominated by the least proficient learners in Mathematics and
vice versa. If the item difficulties consistently ranked order in terms of the design groups for almost
all test items, then one can conclude that the difficulty of the test items were dependent on the
group of test takers. The Box and Whiskers plots in Figure 4.2.1 showed that the mean difficulty
of item 1.1.1 seemed to differ slightly between the design groups. The smallest mean difficulty was
estimated in design group ”Bad” followed by design group ”Good” then ”Random-Random” and
the highest was in design group ”Random-50”. The estimated item difficulties of item 1.1.1 in Rasch
did not rank order according to groups’ dominance of learners who were proficient in Mathematics.
The ANOVA in Table 4.2.3 showed that the p-value was equal to 0.0012 which was less than α = 0.05.
Therefore, the Null hypothesis that the design group means were not different from each other, was
rejected at 0.05 level of significance. That indicated that there was at least one design group whose
mean was significantly different from one of the other design groups’ means. Unfortunately, the
ANOVA test did not indicate which pairs of the design group means significantly differed from each
other and hence, the Tukey’s groupings in Table 4.2.4 was consulted for that end.
The Tukey’s groupings in Table 4.2.4 indicated that there was no significant difference between the
means of the following design groups; ”Random-50”, ”Random-Random” and ”Good”. These three
design groups share the same grouping symbol ”A” as shown in Table 4.2.4. The means of these
three designed groups differed significantly with the mean of the design group labelled ”Bad” . The
design group ”Bad” had the group symbol ”B” which differ from the group symbol of the other
three design groups. It can then be concluded that the means of the three design groups were not
significantly different at 0.05 level of significance for the test item 1.1.1 in the 2010 NSC Mathematics
examination paper 1.
The estimated mean difficulty of item 1.1.1 across the four design groups seemed to be stable under
the Rasch model in that, neither the highly proficient learners made the item to appear extremely
easy nor did the less proficient learners make the item to appear extremely difficult as shown in
Figure 4.2.1. The finding that the estimated difficulty level of item 1.1.1 did not differ significantly
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across almost all the design groups was consistent with the claim that the item parameters in Rasch
model do not depend on the group of test takers. This is the main characteristics of the Rasch model
that makes it favourable over the CTT model.
Table 4.2.3: ANOVA Table for item 1.1.1 in paper 1- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.18566117 0.06188706 5.55 0.0012
Error 156 1.74049252 0.01115700
Corrected Total 159 1.92615369
Table 4.2.4: Tukey Test for item 1.1.1 in paper 1- Rasch
Tukey Grouping Mean N Sample groups
A -1.64148 40 Random-50
A -1.64643 40 random-random
A -1.65188 40 Good
B -1.72480 40 Bad
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 Figure 4.2.5: A Box and Whiskers Plot for item 1.1.1
Considering the same item 1.1.1 in the 2010 NSC Mathematics examination question paper 1, the
design group means were estimated as 0.913786; 0.876333; 0.798357 and 0.668095 under the CTT
model for the design groups; ”Bad”; ”Random-50”; ”Good” and ”Random-Random” respectively
as shown in Table 4.2.6.
The Box and Whiskers plots as depicted in Figure 4.2.6 showed that the mean difficulty of item 1.1.1
in the 2010 NSC Mathematics examination question paper 1, seemed to differ substantially from one
design group to the other. The lowest mean difficulty of the test item was estimated in the design
group that was dominated by the less proficient learners in Mathematics ”Random-Random” which
was the group selected proportionally to the size of the performance category, followed by the sample
that was labelled ”Good”, then the group where equal number of learners were randomly selected
from each performance category and the highest estimated mean was in the group dominated by
highly proficient learners in Mathematics, the design group labelled ”Bad”. It was evident from the
Box and Whiskers plots that the estimated difficulty levels of item 1.1.1 under CTT ranked order ac-
cording to the groups in terms of the groups’ dominance of high proficient test takers in Mathematics.
The ANOVA in Table 4.2.5 showed that the p-value was equal to 0.0001 which was highly significant
and it was by far less than α = 0.05. The Null hypothesis that stated that ”there was no signifi-
cant difference between the group means” was therefore rejected at 0.05 level of significance and it
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was then concluded that the design group means were significantly different from each other. The
ANOVA did not give the indication on which pairs of the design group means differed significantly
from each other and hence, the Tukey test was consulted.
The Tukey test in Table 4.2.6 was used to investigate which pairs of the design group means dif-
fered significantly. The Tukey’s groupings in Table 4.2.6 confirmed that there was indeed significant
differences between all the four design group means at 0.05 significant level. The sample that was
dominated by highly proficient learners in Mathematics (”Bad”) scored significantly higher than
learners in the other sample groups. This indicated that the highly proficient learners made the
item to appear easy. The lowest mean was calculated in the design group dominated by the less
proficient learners and these learners made the item to appear difficult. It was clear from the CTT
model that the difficulty level of this item was influenced by the group of learners taking the test.
The conclusion that the difficulty level of item 1.1.1 in the 2010 NSC Mathematics examination
paper 1 was significantly different across the design groups was consistent with the claim that the
item parameters in the CTT model are dependent on the group of test takers from which they were
calculated and this was cited as the main weakness of the CTT model.
Table 4.2.5: ANOVA Table for item 1.1.1 in paper 1- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 1.41501800 0.47167267 3126.72 <.0001
Error 156 0.02353293 0.00015085
Corrected Total 159 1.43855093
Table 4.2.6: Tukey Test for item 1.1.1 in paper 1- CTT
Tukey Grouping Mean N Sample groups
A 0.913786 40 bad
B 0.876333 40 Random-50
C 0.798357 40 good
D 0.668095 40 Random-random
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 Figure 4.2.6: A Box and Whiskers Plot for item 1.1.1 CTT
Table 4.2.8 gave the estimated mean difficulty of item 1.2 in the 2010 NSC Mathematics examina-
tion question paper 2, and the minimum mean of the four design groups under the Rasch model
was -2.00525 which was the mean of the design group ”Random-Random” and the maximum design
group mean was -1.97293 which was the mean of the design group ”Good” as shown in Table 4.2.8.
The Box and Whiskers plots in Figure 4.2.7 showed that the mean difficulty of item 1.2 seemed to
slightly differ from one design group to the other. The lowest mean difficulty of the test item was
estimated in the group dominated by the least proficient test takers in Mathematics, but the highest
item difficulty was not necessarily estimated in the group dominated by highly proficient test takers
in Mathematics which was the group labelled ”Bad”. This was evidence that the difficulty level of
test item 1.2 did not rank order according to the groups’ dominance of the high proficient test takers
in Mathematics.
The mean difficulties of the four design groups were tested using the analysis of variance to establish
whether the differences that were apparent in the Box and Whiskers plots were indeed significant.
The ANOVA in Table 4.2.7 showed that the p-value was equal to 0.7685 which was greater than
α = 0.05 and hence the Null hypothesis that ”there was no difference between the four means of the
design groups” not rejected at α = 0.05. There was no need to apply the Tukey’s groupings tables
as the Null hypothesis was not rejected for item 1.2 under the Rasch model. The failure to reject
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the null hypothesis indicated that there was no significant differences between the means of the four
design group.
The Tukey test in Table 4.2.8 was given to confirmed that there was no significant differences be-
tween the means of the four design groups at 0.05 levels. Neither, the sample dominated by highly
proficient learners in Mathematics made this item to appear easier, nor did the less proficient learners
in Mathematics made the item to appear difficult. The estimated difficulty levels of item 1.2 in the
2010 NSC Mathematics examination question paper 2 under the Rasch model seemed to be stable
and it was not influenced by the abilities of the group of test takers. The results shown in Table
4.2.8 were consistent with the claim that the item parameters in the Rasch model are not dependent
on the group of test takers from which they were estimated and this consequently supported the
invariance concept n Rasch model.
Table 4.2.7: ANOVA Table for item 1.2 in paper 2- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.02394242 0.00798081 0.38 0.7685
Error 156 3.28806018 0.02107731
Corrected Total 159 3.31200259
Table 4.2.8: Tukey Test for item 1.2 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A -1.97293 40 Good
A -1.98850 40 Bad
A -1.99895 40 Random-50
A -2.00525 40 random-random
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 Figure 4.2.7: A Box and Whiskers Plot for item 1.2 Rasch
Table 4.2.8 gave the mean difficulty of item 1.2 in the 2010 NSC Mathematics examination question
paper 2 estimated using the CTT model. The estimated design group means in Table 4.2.10 were
0.922250; 0.895321; 0.830393 and 0.734000 for the design groups ”Bad”; ”Random-50”; ”Good”
and ”Random-Random” respectively. The Box and Whiskers plots in Figure 4.2.8 showed that the
mean difficulties of item 1.2 seemed to differ from one sample group to the other. The estimated
difficulty of item 1.2 under the CTT model ranked order according to groups that were dominated
by proficient test takers in Mathematics.
The analysis of variance was conducted to test whether the mean differences observed in Figure
4.2.8 were significant. The ANOVA in Table 4.2.9 showed that the p-value was equal to 0.0001
and therefore, the Null Hypothesis was therefore rejected at α = 0.05 level of significant and then
concluded that there was a significant difference between the means of the design groups at the 0.05
level of significance. The Tukey’s test was consulted to establish where the differences in means
emanating from.
The Tukey test in Table 4.2.10 confirmed that there were significant differences between the means of
the four design groups at 0.05 level. The design group dominated by the most proficient learners in
Mathematics (”Bad”) scored significantly higher than learners in the other design groups indicating
that these learners made the item to appear easy. The design group that was made up of learn-
54
ers who were sampled using the stratified random sampling employing the proportional allocation
(”Random-Random”) had the lowest estimated mean difficulty and these learners made the item to
appear difficult. It was clear from the CTT model that the difficulty levels of the test items were
influenced by the type of learners taking the test. This confirmed the weakness of the CTT model
that the item parameters are dependent on the abilities of the group of test takers. The Tukey’s
results in Table 4.2.10 were consistent with the assertion that the item parameters in the CTT model
are group dependent (Adedoyin et al., 2008) and this is the main weakness of the CTT model in
comparison with the IRT model.
Table 4.2.9: ANOVA table for item 1.2 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.84132851 0.28044284 1338.97 <.0001
Error 156 0.03267372 0.00020945
Corrected Total 159 0.87400223
Table 4.2.10: Tukey Test for item 1.2 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.922250 40 bad
B 0.895321 40 Random-50
C 0.830393 40 good
D 0.734000 40 Random-random
 
Figure 4.2.8: A Box and Whiskers Plot for item 1.2 CTT
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The estimated design group means of item 1.1.3 in the 2010 NSC Mathematics examination question
paper 1 under the Rasch model were -0.75318; -0.76675; -0.77158 and -0.77900 for the the design
groups ”Good”; ”Random-Random”; ”Bad” and ”Random-50” respectively as shown in Table 4.2.12.
The Box and Whiskers plots in Figure 4.2.9 showed that the means of the design groups seemed to
differ slightly from one design group to the other. It was also interesting to note that for item 1.1.3,
the item difficulty did not rank order according to groups that were dominated by highly proficient
test takers.
The mean difficulties of the four design groups were tested using the analysis of variance to establish
whether the differences that were seen were significant. The ANOVA in Table 4.2.11 showed that
the p-value was equal to 0.2563 was greater than α = 0.05. The Null hypothesis was consequently
not rejected and it was then concluded that there was no significant difference between the four
means of the design groups at 0.05 level of significance.
The Tukey test in Table 4.2.12 confirmed that there were no significant differences between the
means of the four design groups at 0.05 levels. This implied that neither the sample dominated
by proficient learners in Mathematics made this item to appear easier nor did the less proficient
learners in Mathematics made the item to appear difficult. The estimated difficulty levels of item
1.1.3 under the Rasch model seemed to be stable and it was not influenced by the abilities of the test
takers. The results shown in Table 4.2.12 were consistent with the claim that the item parameters
in Rasch model are not dependent on the group of test takers from which they are estimated and
this consequently supports the invariance concept in the Rasch model.
Table 4.2.11: ANOVA table for item 1.1.3 in paper 1- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.01418245 0.00472748 1.36 0.2563
Error 156 0.54124705 0.00346953
Corrected Total 159 0.55542950
The estimated mean difficulty of item 1.1.3 in the 2010 NSC Mathematics examination question
paper 1 under CTT as given in Table 4.2.14 were 0.742018; 0.674875; 0.573929 and 0.429232 for the
56
Table 4.2.12: Tukey Test for item 1.1.3 in paper 1- Rasch
Tukey Grouping Mean N Sample groups
A -0.75318 40 Good
A -0.76675 40 random-random
A -0.77158 40 Bad
A -0.77900 40 Random-50
 
Figure 4.2.9: A Box and Whiskers Plot for item 1.1.3 Rasch
design groups ”Bad”; ”Random-50”; ”Good” and ”Random-Random” respectively.
The Box and Whiskers plots in Figure 4.2.10 for item 1.1.3 under the CTT model showed that the
mean difficulty of this item seemed to substantially differ from one design group to the other. The
estimated difficulty level of item 1.1.3 ranked order according to the groups’ dominance of proficient
test takers. The group that had the least proficient test takers found the item more challenging
while the group dominated by highly proficient test takers found the item less challenging.
The analysis of variance was used to ascertain whether the differences that were apparent in the
means of the design groups in the Box and Whiskers plots were significant. The ANOVA in Table
4.2.13 showed that the p-value was equal to 0.0001 was less than α = 0.05. The Null hypothesis
was therefore rejected and it was then concluded that there was a significant difference between the
means of the four design groups at the 0.05 level of significance. Since the Null hypothesis was re-
jected then Tukey test should be applied to establish which pairs of design groups differ significantly.
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The Tukey test in Table 4.2.14 confirmed that there were significant differences between the means
of the four design groups at the 0.05 level of significance. The sample that was dominated by the
most proficient learners in Mathematics (”Bad”) scored higher than learners in the other design
groups indicating that these learners made the item to appear easier compared to the learners in
the other design groups. The sample that was taken proportional to the size of the performance
category (”Random-Random”) scored the lowest and these learners made the item to appear difficult
compared to the other groups. It was clear from the CTT model that the difficulty level of item
1.1.3 was influenced by the type of test takers. The Tukey test results in Table 4.2.6 supported the
claim that the item parameters of CTT model are dependent on the group of test takers from which
they were calculated and this is seen as the main weakness of the CTT model.
Table 4.2.13: ANOVA table for item 1.1.3 in paper 1- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 2.22064725 0.74021575 4211.99 <.0001
Error 156 0.02741547 0.00017574
Corrected Total 159 2.24806273
Table 4.2.14: Tukey Test for item 1.1.3 in paper 1- CTT
Tukey Grouping Mean N Sample groups
A 0.742018 40 bad
B 0.674875 40 Random-50
C 0.573929 40 good
D 0.429232 40 Random-random
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 Figure 4.2.10: A Box and Whiskers Plot for item 1.1.3 CTT
4.2.3 ANOVA and Tukey test of items whose data fitted the model across
samples in Rasch- Maths paper 1
If the difficulty levels of the test items were dependent on the group of test takers, then the estimated
item difficulty would rank in the following order; ”Bad”; ”Good”; ”Random-50” and ”Random-
Random”. The important observation was that under the Rasch model, the difficulty levels of the
test items were independent of the group of test takers as shown in Tables 4.2.15 to Table 4.2.21. The
group ”Random-50” had the lowest estimated item difficulty while the group ”Bad” had the highest
estimated item difficulty in item 1.1.1 in Table 4.2.15 while on the other hand the highest item
difficulty in item 2.2.1 was estimated in group ”Bad” and the lowest item difficulty was estimated
in group ”Random-Random” as shown in Table 4.2.17. The estimated difficulty levels of test items
1.1.1; 2.2.1; 9.5 and 10.3 did not rank order according to the design groups in terms of which group
was dominated by high proficient learners in Mathematics. In some items, the lowest item difficulty
was estimated in groups which were highly dominated by proficient learners in Mathematics ( for
example item 1.1.1) while in other items it was estimated in groups dominated by the least proficient
test takers (for example item 2.2.1).
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Table 4.2.15: Tukey Test for item 1.1.1 in paper 1- Rasch
Tukey Grouping Mean N Sample groups
A -1.64148 40 Random-50
A -1.64643 40 random-random
A -1.65188 40 Good
B -1.72480 40 Bad
Table 4.2.16: ANOVA table for item 2.2.1 in paper 1- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.04829482 0.01609827 5.92 0.0007
Error 156 0.42403692 0.00271819
Corrected Total 159 0.47233174
Table 4.2.17: Tukey Test for item 2.2.1 in paper 1- Rasch
Tukey Grouping Mean N Sample groups
A 0.10878 40 Bad
B A 0.08848 40 Good
B 0.07690 40 Random 50
B 0.06113 40 Random Random
Table 4.2.18: ANOVA table for item 9.5 in paper 1- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.79194383 0.26398128 24.54 <.0001
Error 156 1.67792495 0.01075593
Corrected Total 159 2.46986878
Table 4.2.19: Tukey Test for item 9.5 in paper 1- Rasch
Tukey Grouping Mean N Sample groups
A 1.54023 40 Bad
B 1.41303 40 random-random
B 1.40935 40 Random-50
C 1.34655 40 Good
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Table 4.2.20: ANOVA table for item 10.3 in paper 1- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.17604913 0.05868304 18.89 <.0001
Error 156 0.48453885 0.00310602
Corrected Total 159 0.66058798
Table 4.2.21: Tukey Test for item 10.3 in paper 1- Rasch
Tukey Grouping Mean N Sample groups
A 0.82535 40 Bad
B 0.75630 40 Random-50
B 0.74728 40 Good
B 0.74463 40 Random-Random
4.2.4 ANOVA and Tukey test of items whose data fitted the model across
samples in Rasch- Maths paper 2
The difficulty levels of the test items were independent of the group of test takers as shown in
test item 1.2 in Table 4.2.22 where the highest mean (item difficulty) was obtained in the design
group labelled ”Good” followed by the design group labelled ”Bad”. The lowest mean was obtained
in the design group labelled ”Random-Random” whereas for item 4.1 in Table 4.2.24 the highest
mean on the other hand was obtained from the design group labelled ”Random-Random” and the
lowest mean was obtained in the design group labelled ”Good”. This clearly indicated that the
difficulty levels of the test items were independent of the group of the test takers as in some items
the highest mean was estimated in the design group dominated by weak learners while in other
items the highest mean is calculated in the design group dominated by less proficient learners. The
group dominated by highly proficient learners in Mathematics did not make the items appear easier
(item’s group mean difficulty having the smallest value) and the group dominated by less proficient
learners in mathematics also did not make the items to appear difficult as the mean in that group
was not necessarily the highest in all items. The highest or lowest means of the test items were not
consistently calculated in the specific design groups in the Rasch model, that is, the highest mean
for certain items were achieved in the group dominated by high proficient test takers in Mathematics
while in some items the highest means were achieved in the design group dominated by less proficient
test takers in Mathematics.
61
Table 4.2.22: Tukey Test for item 1.2 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A -1.97293 40 Good
A -1.98850 40 Bad
A -1.99895 40 Random-50
A -2.00525 40 random-random
Table 4.2.23: ANOVA table for item 4.1 in paper 2- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.10911857 0.03637286 3.49 0.0172
Error 156 1.62565918 0.01042089
Corrected Total 159 1.73477774
Table 4.2.24: Tukey Test for item 4.1 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A -0.95820 40 Random-Random
A -0.96548 40 Random-50
B A -0.97830 40 Bad
B -1.02530 40 Good
Table 4.2.25: ANOVA table for item 5.1.2 in paper 2- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.14945155 0.04981718 3.15 0.0267
Error 156 2.46647845 0.01581076
Corrected Total 159 2.61593000
Table 4.2.26: Tukey Test for item 5.1.2 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A -1.82523 40 Random-50
B A -1.83473 40 Random-Random
B A -1.86685 40 Good
B -1.90320 40 Bad
Table 4.2.27: ANOVA table for item 10.1 in paper 2- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.11883472 0.03961157 16.45 <.0001
Error 156 0.37556847 0.00240749
Corrected Total 159 0.49440319
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Table 4.2.28: Tukey Test for item 10.1 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A -0.30685 40 Bad
B -0.33895 40 Random-50
B -0.34988 40 Random-Random
C -0.38315 40 Good
Table 4.2.29: ANOVA table for item 11.2 in paper 2- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.21819242 0.07273081 17.09 <.0001
Error 156 0.66383235 0.00425534
Corrected Total 159 0.88202478
Table 4.2.30: Tukey Test for item 11.2 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A 0.89225 40 Bad
B 0.83098 40 Random-Random
B 0.80508 40 Random-50
B 0.79885 40 Good
Table 4.2.31: Tukey Test for item 11.3 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A 0.78498 40 Bad
B A 076993 40 Good
B 0.74633 40 Random-50
B 0.74510 40 random-random
Table 4.2.32: ANOVA table for item 11.3 in paper 2- Rasch
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.04485082 0.01495027 4.40 0.0053
Error 156 0.52979213 0.00339610
Corrected Total 159 0.57464294
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Table 4.2.33: Tukey Test for item 12.4 in paper 2- Rasch
Tukey Grouping Mean N Sample groups
A 0.97293 40 Bad
B A 0.93968 40 Random-Random
B 0.92085 40 Random-50
C 0.84435 40 Good
4.2.5 ANOVA and Tukey test of items whose data fitted the model across
samples in CTT- Maths paper 1
The important observation is that under the CTT model, the difficulty levels of the test items in
paper 1 were dependent on the group of test takers as shown in Tables 4.2.28 to Table 4.2.40. For
instance, item 1.1.1 in Table 4.2.34 had the highest estimated mean in the design group ”Bad”
followed by the design group ”Random-50”. The lowest mean was obtained in the design group
”random-random” and for item 2.2.1 in Table 4.2.36 the highest mean was also obtained in the
design group ”Bad” and the lowest mean was obtained in the design group ”Random-Random”.
This clearly indicated that the difficulty levels of the test items were dependent on the group of the
test takers. The group dominated by high proficient test takers in Mathematics made the items
appeared easier (item’s group mean difficulty having the highest value) and the group dominated
by weak test takers also made the items to appear difficult as the mean in that group was the
lowest in all items. Table 4.2.28 through 4.2.40 showed that the highest mean was obtained in the
design group ”bad” which was the group dominated by high proficient test takers in Mathematics
followed by the design group ”Random-50” and then ”Good” and the lowest mean was obtained in
”Random-Random” design group which was dominated by less proficient test takers in Mathematics.
Table 4.2.34: Tukey Test for item 1.1.1 in paper 1- CTT
Tukey Grouping Mean N Sample groups
A 0.913786 40 bad
B 0.876333 40 Random-50
C 0.798357 40 good
D 0.668095 40 Random-random
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Table 4.2.35: ANOVA table for item 2.2.1 in paper 1- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 1.96618496 0.65539499 3021.03 <.0001
Error 156 0.03384333 0.00021694
Corrected Total 159 2.00002829
Table 4.2.36: Tukey Test for item 2.2.1 in paper 1- CTT
Tukey Grouping Mean N Sample groups
A 0.487429 40 bad
B 0.390000 40 Random-50
C 0.303381 40 good
D 0.186405 40 Random-random
Table 4.2.37: ANOVA table for item 9.5 in paper 1- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.35634573 0.11878191 1111.26 <.0001
Error 156 0.01667467 0.00010689
Corrected Total 159 0.37302040
Table 4.2.38: Tukey Test for item 9.5 in paper 1- CTT
Tukey Grouping Mean N Sample groups
A 0.152048 40 bad
B 0.087405 40 Random-50
C 0.062214 40 good
D 0.022119 40 Random-random
Table 4.2.39: ANOVA table for item 10.3 in paper 1- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 1.14451240 0.38150413 3490.59 <.0001
Error 156 0.01705001 0.00010929
Corrected Total 159 1.16156240
4.2.6 ANOVA and Tukey test of items whose data fitted the model across
samples in CTT- Maths paper 2
It was evident from Table 4.2.41 to Table 4.2.53 that under the CTT model, the difficulty levels
of the test items in paper 2 were dependent on the group of test takers. For instance, item 1.2
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Table 4.2.40: Tukey Test for item 10.3 in paper 1- CTT
Tukey Grouping Mean N Sample groups
A 0.276964 40 Bad
B 0.169905 40 Good
C 0.118560 40 Random-Random
D 0.044488 40 Random-random
in Table 4.2.41 had the highest estimated mean in the design group ”Bad” followed by the design
group ”Random-50”. The lowest mean was obtained in the design group ”Random-Random” and
for item 4.1 in Table 4.2.43 the highest mean was also obtained in the design group ”Bad” and the
lowest mean was obtained in the design group ”Random-Random”. This also clearly indicated that
the difficulty levels of the test items in Mathematics examination paper 2 were dependent on the
group of the test takers under the CTT model. The group dominated by high proficient test takers
in Mathematics made the items appeared easier (item’s group mean difficulty having the highest
value) while on the other hand, the group dominated by least proficient test takers also made the
items to appear difficult as the mean in that group was the lowest in all items. Tables 4.2.41 through
4.2.53 showed that the highest mean was obtained in the design group ”Bad” which was the group
dominated by high proficient test takers in Mathematics followed by the design group ”Random-50”
and then ”Good” and the lowest mean was obtained in ”Random-Random” design group which was
dominated by less proficient test takers in Mathematics.
Table 4.2.41: Tukey Test for item 1.2 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.922250 40 bad
B 0.895321 40 Random-50
C 0.830393 40 good
D 0.734000 40 Random-random
Table 4.2.42: ANOVA table for item 4.1 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 1.25492750 0.41830917 801.46 <.0001
Error 156 0.08142143 0.00052193
Corrected Total 159 1.33634893
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Table 4.2.43: Tukey Test for item 4.1 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.722857 40 bad
B 0.655929 40 Random-50
C 0.592214 40 good
D 0.482500 40 Random-random
Table 4.2.44: ANOVA table for item 5.1.2 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.74469648 0.24823216 665.75 <.0001
Error 156 0.05816633 0.00037286
Corrected Total 159 0.80286281
Table 4.2.45: Tukey Test for item 5.1.2 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.844714 40 bad
B 0.803714 40 Random-50
C 0.75700 40 good
D 0.661500 40 Random-random
Table 4.2.46: ANOVA table for item 10.1 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 2.41693221 0.80564407 6848.91 <.0001
Error 156 0.01835043 0.00011763
Corrected Total 159 2.43528264
Table 4.2.47: Tukey Test for item 10.1 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.639829 40 bad
B 0.548829 40 Random-50
C 0.450171 40 good
D 0.308429 40 Random-random
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Table 4.2.48: ANOVA table for item 11.2 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 1.09579222 0.36526407 2232.94 <.0001
Error 156 0.02551844 0.00016358
Corrected Total 159 1.12131065
Table 4.2.49: Tukey Test for item 11.2 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.271405 40 bad
B 0.171714 40 Random-50
C 0.118429 40 good
D 0.044190 40 Random-random
Table 4.2.50: ANOVA table for item 11.3 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 0.88648763 0.29549588 1602.55 <.0001
Error 156 0.02876497 0.00018439
Corrected Total 159 0.91525260
Table 4.2.51: Tukey Test for item 11.3 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.243036 40 bad
B 0.149607 40 Random-50
C 0.103554 40 good
D 0.038589 40 Random-random
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Table 4.2.52: ANOVA table for item 12.4 in paper 2- CTT
Source DF Sum of Squares Mean square F value Pr> F
Model 3 1.09539189 0.36513063 1894.82 <.0001
Error 156 0.03006112 0.00019270
Corrected Total 159 1.12545301
Table 4.2.53: Tukey Test for item 12.4 in paper 2- CTT
Tukey Grouping Mean N Sample groups
A 0.279143 40 bad
B 0.179679 40 Random-50
C 0.127296 40 good
D 0.051679 40 Random-random
4.2.7 Summary of Tukey results
Tables 4.2.54 and 4.2.55 gave the summary of the Tukey results for each item in 2010 NSC Mathe-
matics examination question paper 1 and paper 2 respectively.
Items 1.1.1 and 1.1.3 for example, in the 2010 NSC Mathematics examination question paper 1 and
item 1.2 in the 2010 Mathematics examination question paper 2 satisfied the invariance principle
under the Rasch model as the mean difficulty of the items were independent of the abilities of the
test takers. The mean difficulties of the test items were not significantly different between the more
proficient group of test takers and the less proficient group of test takers in Mathematics. On the
other hand, it was evident that the invariance principle was not satisfied in the CTT model as the
highest mean for all items was consistently calculated in the group dominated by highly proficient
test takers in Mathematics and the lowest mean difficulties for all the test items were consistently
calculated in the group dominated by the less proficient test takers in Mathematics. This implied
that the difficulty levels of the test items were dependent on the group of test takers, that is the
group dominated by more proficient test takers in Mathematics made the item to appear easy while
the group dominated by the less proficient test takers made the item to appear difficult. The esti-
mated items parameters under the CTT model for these three items were unstable while they were
stable under the Rasch model.
The mean difficulty of all items in the 2010 NSC Mathematics examination question paper 1 were
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significantly different across the four design groups at 0.05 levels of significance under CTT model
as summarized in Table 4.2.54. The similar results were also seen in the 2010 NSC Mathematics
examination question paper 2 as summarized in Table 4.2.55. It can then be concluded that the
item difficulties are dependent on the group of test takers in the CTT model, hence the principle of
specific objectivity and the concept of invariance do not hold in the CTT model.
Under IRT there was no item that showed a significant difference between the mean difficulties
across the four design groups. There were at least two groups that had mean difficulties that were
not significantly different as shown in Table 4.2.54. This was also apparent in the 2010 NSC Math-
ematics examination question paper 2 as shown in Tables 4.2.55. In the case of IRT the highest
mean difficulty was not necessarily calculated in the less proficient group in Mathematics and the
smallest mean item difficulty was also not necessarily calculated in the high proficient group.
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Table 4.2.54: Mean comparisons between four samples Tukey- Rasch and CTT- P1
Items Rasch Model CTT Model
1.1.1 Random-Random,Random-50 and Good were not significantly different All significantly different
1.1.2 Random-Random and Random-50 were not significantly different All significantly different
1.1.3 All were not significantly different All significantly different
1.2 Random-Random and Random-50 were not significantly different All significantly different
1.3 Random-Random and Random-50 were not significantly different All significantly different
2.1 All were not significantly different All significantly different
2.2.1 All were not significantly different All significantly different
2.2.2 Random-Random and Random-50 were not significantly different All significantly different
2.3.1 Random-Random,Random-50 and Bad were not significantly different All significantly different
2.3.2 Random-Random and Random-50 were not significantly different All significantly different
3.1 All were not significantly different All significantly different
3.2 Random-Random,Random-50 and Bad were not significantly different All significantly different
4.1 Random-Random and Random-50 were not significantly different All significantly different
4.2 Random-Random and Random-50 were not significantly different All significantly different
4.3 Random-Random and Random-50 were not significantly different All significantly different
4.4 Random-Random,Random-50 and Bad were not significantly different All significantly different
4.5 Random-Random and Random-50 were not significantly different All significantly different
5.1 Random-Random,Random-50 and Bad were not significantly different All significantly different
5.2 Random-Random and Random-50 were not significantly different All significantly different
5.3 Random-Random and Random-50 were not significantly different All significantly different
5.4 Random-Random and Random-50 were not significantly different All significantly different
5.5 Random-Random,Random-50 and Good were not significantly different All significantly different
6.1 Random-Random and Random-50 were not significantly different All significantly different
6.2 Random-Random and Random-50 were not significantly different All significantly different
6.3 Random-Random and Random-50 were not significantly different All significantly different
6.4 Random-Random and Random-50 were not significantly different All significantly different
6.5 Random-Random,Random-50 and Bad were not significantly different All significantly different
7.1 Random-Random, Random-50 and Good were not significantly different All significantly different
7.2.1 Random-Random and Random-50 were not significantly different All significantly different
7.2.2 Random-Random and Random-50 were not significantly different All significantly different
7.2.3 Random-Random,Random-50 and Bad were not significantly different All significantly different
8.1 All were not significantly different All significantly different
8.2 Random-Random and Random-50 were not significantly different All significantly different
8.3 Random-Random,Random-50 and Good were not significantly different All significantly different
9.1 Random-Random and Random-50 were not significantly different All significantly different
9.2 Random-Random and Random-50 were not significantly different All significantly different
9.3 Random-Random,Random-50 and Bad were not significantly different All significantly different
9.4 All were not significantly different All significantly different
9.5 Random-Random and Random-50 were not significantly different All significantly different
10.1 Random-Random and Random-50 were not significantly different. All significantly different
10.2 Random-Random and Random-50 were not significantly different. All significantly different
10.3 Random-Random,Random-50 and Good were not significantly different All significantly different
11.1 Random-Random and Random-50 were not significantly different All significantly different
11.2 All were not significantly different All significantly different
11.3.1 Random-Random and Random-50 were not significantly different All significantly different
11.3.2 Random-Random and Random-50 were not significantly different All significantly different
11.4 Random-Random and Random-50 were not significantly different All significantly different
11.5 Random-Random,Random-50 and Good were not significantly different All significantly different
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The mean difficulties of all items in the 2010 NSC Mathematics examination question paper 2 were
significantly different across the four design groups under the CTT model. It can be concluded that
under the CTT model, the difficulty levels of items are dependent on the group of test takers, that
is, if the group consists of mostly highly proficient test takers in Mathematics, they would make the
item to appear easy whereas the group that consists of mostly less proficient test takers would make
the item to appear difficulty.
There was no item except item 6.6 in the 2010 NSC Mathematics examination question paper 2 whose
estimated means differed significantly across the four design groups under the Rasch model as shown
in Table 4.2.55. It was also interesting to note that for all items in both examination question papers
1 and 2 the estimated means between the design groups ”Random-50” and ”Random-Random” were
not significantly different except for item 6.6 in examination question paper 2.
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Table 4.2.55: Mean comparisons between four samples Tukey- Rasch and CTT- P2
Items Rasch Model CTT Model
1.1 Random-Random,Random-50 and Good were not significantly different All significantly different
1.2 All were not significantly different All significantly different
1.3 Random-Random and Random-50 were not significantly different All significantly different
2.1 All were not significantly different All significantly different
2.2 Random-Random and Random-50 were not significantly different All significantly different
2.3 Random-Random and Random-50 were not significantly different All significantly different
3.1 Random-Random and Random-50 were not significantly different All significantly different
3.2 Random-Random, Random-50 and Good were not significantly different All significantly different
3.3 Random-Random and Random-50 were not significantly different All significantly different
4.1 All were not significantly different All significantly different
4.2 Random-Random, Random-50 and Bad were not significantly different All significantly different
4.3 Random-Random and Random-50 were not significantly different All significantly different
4.4 Random-Random and Random-50 were not significantly different All significantly different
5.1.1 All were not significantly different All significantly different
5.1.2 All were not significantly different All significantly different
5.2 Random-Random and Random-50 were not significantly different All significantly different
5.3 Random-Random, Random-50 and Good were not significantly different All significantly different
5.4 Random-Random, Random-50 and Bad were not significantly different All significantly different
5.5 Random-Random, Random-50 and Bad were not significantly different All significantly different
5.6 Random-Random, Random-50 and Good were not significantly different All significantly different
6.1 Random-Random and Random-50 were not significantly different All significantly different
6.2 Random-Random and Random-50 were not significantly different All significantly different
6.3 Random-Random and Random-50 were not significantly different All significantly different
6.4 Random-Random and Random-50 were not significantly different All significantly different
6.5 All were not significantly different All significantly different
6.6 All Significantly different All significantly different
7.1 Random-Random and Random-50 were not significantly different All significantly different
7.2 Random-Random and Random-50 were not significantly different All significantly different
7.3 Random-Random, Random-50 and Bad were not significantly different All significantly different
8.1 Random-Random and Random-50 were not significantly different. All significantly different
8.2 Bad and good were not significantly different All significantly different
9.1 Random-Random and Random-50 were not significantly different All significantly different
9.2 Random-Random and Random-50 were not significantly different All significantly different
9.3 Random-Random, Random-50 and Good were not significantly different All significantly different
10.1 Random-Random and Random-50 were not significantly different All significantly different
10.2 All were not significantly different All significantly different
10.3 Random-Random , Random-50 and Good were not significantly different All significantly different
11.1 All were not significantly different All significantly different
11.2 Random-Random , Random-50 and Good were not significantly different All significantly different
11.3 All were not significantly different All significantly different
12.1 All were not significantly different All significantly different
12.2 Random-Random , Random-50 and Good were not significantly different All significantly different
12.3 Random-Random and Random-50 were not significantly different All significantly different
12.4 Random-Random Random-50 and Good were not significantly different All significantly different
12.5 Random-Random and Random-50 were not significantly different All significantly different
It was clear for the Rasch model that there was no significant difference between the samples that
were randomly selected using proportional allocation(”Random-Random”) from the performance
categories, and the samples that were selected in such a way that equal numbers of test takers were
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selected from each performance category (”Random-50”) in all test items in both examination ques-
tion papers except for item 6.6 in examination question paper 2 at α = 0.05 as shown in Table 4.2.54
and in Table 4.2.55. The proportional allocation sample (”Random-Random”) were representative
of the target population. The random sample with 50 test takers in each stratum was not necessarily
representative of the population from which the samples were taken. In these two designs, it was
ensured that there was enough number of test takers across the ability spectrum to estimate the
difficulty levels of the items. It was interesting to note that the mean difficulty of items between
these two design groups were not significantly different across all test items.
4.3 Discussions
The assertion that in Rasch model, the estimated difficulties of the test items are independent of
the abilities of the group of test takers (Adedoyin et al., 2008) has been theoretically proven in the
case of the dichotomous variables as shown in Equation 4.1.10. The assertion was also proven in the
case of the polytomous test items as shown in Equation 4.1.13.
The assertion that the persons’ ability parameters are independent of the difficulty levels of the test
items has been proven for the dichotomously scored items as shown in Equation 4.1.5 and this was
also proven in the case of test items that were polytomous scored as shown in Equation 4.1.16. The-
oretically, this important principle in measurement theory holds for the Rasch model assuming that
the assumptions inherent in Rasch model were met. This is the main reason for the IRT framework
gaining popularity in measurement theory over the CTT framework although, there has not been
enough empirical studies done to further investigate this important concept. Hambleton et al.(1991)
argued that the implication of the invariance property of IRT model makes it theoretically possible
to solve some important measurement problems that have been difficult to handle within the CTT
framework, such as those encountered in test equating and computerized adaptive testing.
Theoretically, the item parameters under the CTT model are dependent on the group of test takers
as given in Equation 2.1.2. The difficulty levels of test items in Equation 2.1.2 is given as the number
of test takers getting the item correct as a proportion of all test takers who attempted the item. If
the group was dominated by the high proficient test takers, then most of them would get the item
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correct and would make the item to appear easy. If the group on the other hand were dominated by
the weak test takers then most of them would get the item wrong and they would make the same
item to appear difficult. This is theoretically the serious weakness of the CTT model in comparison
with the IRT model.
The principle of specific objectivity and the invariance of test items to the group of test takers in
the Rasch model makes it possible to equate different examination papers written in different years
as long as the two examination papers share some common test items between them. The argument
is, although the estimated item parameters of the two examination papers are independent of the
cohorts of test takers, if the examination papers were not anchored; the comparison would not make
sense as the two examination papers were not calibrated under a common measurement scale and
each analysis had different origins as the estimated test items’ difficulties were constrained (esti-
mated item difficulties of each analysis sum up to zero). The anchoring using the common test items
in both examination papers would ensure that the items in the two papers are calibrated under a
common measurement scale and the origin for the two analysis is fixed. The anchoring removes the
constant from the other examination paper. If the examination papers were to be swapped around
and the test takers who wrote paper ’A’ were given paper ’B’ and those who wrote paper ’B’ were
given paper ’A’ then the difficulty levels of the common items in the two papers are expected not
to change as they are independent of the group of test takers and the difference observed is just
the constant emanating from the change of scale. Therefore, one can make pronouncements about
the difficulty levels of an examination paper in relation to the other by just looking at the mean
difficulty of items that make up the examination papers.
It is evident that Rasch model could be used in measurement theory to answer questions that CTT
model is unable to answer and this does not mean that the role of CTT should cease to exist in
measurement theory. The invariance of the test item parameters in Rasch model makes it possible
to equate tests across the years regardless of the fact that different test takers sat the two tests and
the tests were made up of different test items except few anchor items (common items between the
two test) inserted for the purpose of comparison.
The Box and Whiskers plots in the CTT model showed that the mean of the design group that
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was dominated by the most proficient test takers in Mathematics (”Bad”) was consistently greater
than all the means of the other design groups for almost all items. The design group ”Random-50”
consistently had the second highest mean and consistently followed by the mean of the design group
”Good” and the lowest mean was consistently calculated in the design group ”Random-Random”.
This finding was true for almost all items under the CTT model. It could then be concluded that
under the CTT model, the difficulty levels of the test items are dependent on the group of test takers.
It was also interesting to note that under the Rasch model, the smallest mean difficulties were not
necessarily calculated in the group dominated by highly proficient test takers in Mathematics and
the highest mean difficulties were also not necessarily calculated from the group dominated by less
proficient test takers. The differences between the group means were further investigated using the
Analysis of Variance.
The ANOVA in Table 4.2.7 for item 1.2 in the 2010 NSC Mathematics examination question paper 2
showed that the p-value was equal to 0.7685 and was greater than α = 0.05 under the Rasch model.
The Null hypothesis that ”the design group means were equal” was not rejected at the 0.05 level
of significance and it was then concluded that the design group means did not differ significantly
between the design groups at α = 0.05 level of significance. This implied that under the Rasch
model, the mean difficulty of item 1.2 did not significantly differ between the group dominated by
highly proficient test takers and the group dominated by less proficient test takers in Mathematics.
The Tukey groupings in Table 4.2.8 supported the findings from the ANOVA. The design groups
that have the same Tukey’s groupings symbol were not significantly different. All the design groups
in Table 4.2.8 had the same symbol ”A” which indicated that they were not significantly different
from each other at α = 0.05 level of significance.
The ANOVA in Table 4.2.35 of item 2.2.1 showed that the p-value was equal to 0.0001 and was
less than α = 0.05 under the CTT model. For this item, the Null hypothesis that the design group
means were equal was rejected at the 0.05 level of significance and it was then concluded that the
design group means were significantly different at the α = 0.05 level of significance. Under the CTT
model the Mean (item difficulty) of the highly proficient test takers in Mathematics was consistently
higher than the means of the other design groups while the mean of the group dominated by the less
proficient test takers was the lowest. This was the case for almost all items under the CTT model.
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The ANOVA did not tell which of the pairs of the design group means were significantly different
and hence, the Tukey’s groupings was used to identify pairs that were significantly different from
each other.
The Tukey’s groupings in Table 4.2.36 of item 2.2.1 showed that there were significant differences
between all the pairs of the means of the design groups at α = 0.05 level of significance as each
design group had its own Tukey grouping symbols, that is, ”Random-50” had a grouping symbol
”B” while ”Random-Random” had a group symbol ”D” ; the design groups ”Bad” and ”Good” had
grouping symbols ”A” and ”C” respectively.
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Chapter 5
Conclusions and Recommendations
5.1 Conclusions
In this dissertation, the invariance of item parameters under the CTT and IRT models was inves-
tigated. The invariance concept means that the difference between the ability parameter of any
two persons is independent of the difficulty parameter of the items the persons attempted and the
difference between the difficulty parameter of any two items is independent of the ability parameter
of the persons attempting them (Adedoyin et al., 2008). Rupp and Zumbo (2004) defined the word
invariance to indicate that the values of the parameters are identical in different populations or
across different conditions of interest, which is assessed when they are estimated repeatedly with
different calibration samples. The invariance of item parameters was investigated by comparing
the four independent sample designs. The first design was made up of 40 independent replicated
samples of 350 learners who were selected in such a way that 50 learners were selected in each of
the seven performance categories (0− 29; 30− 39; 40− 49; 50− 59; 60− 69; 70− 79 and 80− 100.)
and the design group was labelled Random− 50. The second design group was also made up of 40
independent replicated samples of 350 learners selected proportional to the size of the performance
categories and labelled Random−Random. In the third design, 40 independent replicated random
samples of 350 learners were selected in such a way that 105 learners were selected in category
0− 29, 70 learners from 30− 39 and 35 learners were selected from each of the remaining strata and
labelled Good samples. In the fourth design, 40 independent random samples of 350 learners were
selected in such a way that 105 learners were randomly selected from 80− 100 category, 70 learners
from 70 − 79 category, while 35 learners were selected from each of the remaining categories and
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these samples were labelled Bad. The difficulty levels of the test items in each of the 40 replicated
independent random samples of each of the four design groups were calculated using RUMM2030
in the IRT framework where the PCM model was fitted. There were 40 data points for every item
per design. The ANOVA was used to empirically compare the estimated item difficulties of the four
design groups in IRT as well as in the CTT framework. The comparisons could not be done directly
as the measurement scales of the two measurement frameworks are different. The estimated mean
difficulties of the test items were compared between the design groups under the Rasch model and
the same was done under the CTT model. The concept of invariance of the test items’ parameters
and the person parameters were also theoretically proven in chapter 4 as shown in Equations 4.1.5
; 4.1.10 ; 4.1.13 and 4.1.16.
In both theoretical and empirical results in chapter 4, it has been shown that the invariance of the
item parameters are satisfied in the IRT framework whereas the empirical results showed that the
CTT model failed to produce invariant item parameters and this results are consistent with Ade-
doyin et al (2008) findings. The results are also consistent with Hambelton (1989) assertion that,
under the CTT model, the higher values of item difficulties are obtained from examinees’ samples
of above-average ability and lower values are obtained from examinees’ samples of below-average
ability. The results give the Rasch model an edge over CTT model. This is one of the reasons that
the IRT/Rasch model is gaining popularity in measurement theory over the CTT model. The mea-
surement community is theoretically convinced that the invariance of item parameters to the group
of test takers and the invariance of person parameters to the difficulty levels of the test items is the
main differentiating factor between the IRT model and the CTT model. Unfortunately, very little
has been done to empirically investigate the invariance concept in this two contrasting frameworks
and this was the motivation for this study.
The most significant finding was that the estimated test items’ parameters (items’ difficulty lev-
els) were stable in the Rasch model as shown in Appendix 1 and in Appendix 4 than they were
in the CTT model as shown in appendix 2 and in Appendix 5. The mean difficulties of three of
the four design groups were not significantly different from each other under the Rasch model for
most of the test items. The implication of this is that the true difficulties of the test items could
be estimated with some acceptable level of accuracy in Rasch model regardless of the ability lev-
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els of the group of test takers. The stability in the estimated item parameters makes Rasch model
more attractive for the comparisons or equating of examinations of the same subject across the years.
It was clear from the ANOVA that the mean difficulties of the test items that were calculated from
the design group whose samples were selected in such a way that the sample sizes were proportional
to the size of the performance categories (”Random-Random”) and the design group whose samples
were selected in such a way that equal number of test takers were selected from each performance
category (”Random-50”) were not significantly different at 0.05 level of significance under the Rasch
model. It is therefore important for the data to be representative of the target population, hetero-
geneous in nature and must be big enough for the parameters to be estimated with a good level of
accuracy in the Rasch model.
The fact that in Chapter 4 under the empirical analysis, the estimated item parameters of design
groups ”Random-Random” and ”Random-50” did not differ significantly for all test items under
the Rasch model implied that the invariance principle is satisfied in Rasch model if the data fits the
Rasch model well; if the sample size is big enough in each stratum and if the sample is heteroge-
neous in nature. If the data meets these conditions then, the item parameters would consequently
be invariant of the group of persons taking the test and the ability of test takers would be invariant
of the difficulties of items being administered.
It has been clearly shown empirically in this study that the CTT model does not satisfy the invari-
ance of item parameters and this finding is consistent with Adedoyin et al (2008) findings. The item
parameters were found to be dependent on the proficiency of the group of test takers from which
they were calculated which was also asserted by Hambelton (1989). The implication of this finding
is that the difficulties of items cannot be estimated with acceptable level of accuracy as the high
proficient group of test takers turns to make the test items to appear easier while the less proficient
group of test takers turns to make the same test items to appear difficult. The Rasch model gained
popularity over CTT model due to the principle of specific objectivity and the invariance of the test
item parameters of the group of test takers from which they are calculated.
Under the CTT model, the results showed that the mean difficulty of the most proficient group of
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test takers ( ”Bad”) was consistently the highest for all the items and consistently followed by the
mean of the ”Random-50” then the ”Good” group. The lowest mean difficulty was consistently ob-
served in the less proficient group of test takers (”Random-Random”) for all the items. The ranking
of the mean difficulty of the test items is in line with the ranking in Table 3.2.1. This phenomenon
further supported the assertion that in CTT, the estimated item parameters are dependent on the
group of test takers from which they were calculated (Hambelton, 1989) and these results are also
consistent with Adedoyin et al (2008) findings. It was interesting to note that this consistent rank
ordering in CTT in terms of which design group had the highest mean and which design group had
the smallest mean was not apparent in the Rasch model which further supported the claim that in
Rasch model, the estimated item parameters are not dependent on the group of test takers from
which they were calculated (Adedoyin et al., 2008).
The empirical results have shown that the estimated item parameters under the Rasch model were
independent of the group of test takers while the CTT model failed to produce invariant item pa-
rameters and hence, it can be concluded that Rasch model produces better item estimates than the
CTT model.
5.2 Recommendations
To get the full benefits of IRT, it is important that the data fits the model very well for individual
test items, the sample must be big enough and should not be homogeneous. If these conditions are
met then the test items and person parameters would be estimated with some acceptable level of
accuracy. Like in all statistical models, it will always be ideal to have a representative sample to
work with for the test items’ and persons’ parameter calibrations. There is a need for more empirical
studies like this one to be taken further with a bigger sample size.
The full benefits of IRT would be achieved if the whole examination question papers were con-
structed from the pre-tested items, that is, the items whose parameters like their difficulty levels
and discrimination indexes were calibrated previously and are known. It is important that it is
established beforehand that there is a good fit between the data and the model per each item before
the estimation of the test item parameters is done. If the data did not fit the model for certain
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items, then their difficulty levels could not be estimated with acceptable level of accuracy and that
would render the results of comparisons between examinations written in different years unreliable.
For the purpose of equating in IRT, all the items in both tests must have been pre-tested, the data
for all the items in two tests should fit the model well and there has to be some common items
between the tests to be equated.
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Appendix 1 
 
2010 Mathematics Paper 1- Rasch 
 
The ANOVA Procedure 
NAME_OF_FORMER=Q1_1_1p1 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_1_1p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_1_1p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.18566117 0.06188706 5.55 0.0012 
Error 156 1.74049252 0.01115700   
Corrected Total 159 1.92615369    
 
R-Square Coeff Var Root MSE Location Mean 
0.096390 -6.339592 0.105627 -1.666144 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 0.18566117 0.06188706 5.55 0.0012 
 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
NAME_OF_FORMER=Q1_1_1p1 
Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.011157 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.0613 
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Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -1.64148 40 Random50 
A -1.64643 40 randomrandom 
A -1.65188 40 Good 
B -1.72480 40 Bad 
 
The ANOVA Procedure 
 
NAME_OF_FORMER=Q1_1_2p1 
 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_1_2p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_1_2p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.27910257 0.09303419 10.36 <.0001 
Error 156 1.40071868 0.00897897   
Corrected Total 159 1.67982124    
 
R-Square Coeff Var Root MSE Location Mean 
0.166150 -6.426709 0.094757 -1.474431 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 0.27910257 0.09303419 10.36 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
NAME_OF_FORMER=Q1_1_2p1 
Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.008979 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.055 
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Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -1.41368 40 Good 
B -1.47570 40 Random50 
B -1.47665 40 randomrandom 
C -1.53170 40 Bad 
 
The ANOVA Procedure 
NAME_OF_FORMER=Q1_1_3p1 
 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_1_3p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_1_3p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.01418245 0.00472748 1.36 0.2563 
Error 156 0.54124705 0.00346953   
Corrected Total 159 0.55542950    
 
R-Square Coeff Var Root MSE Location Mean 
0.025534 -7.673374 0.058903 -0.767625 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 0.01418245 0.00472748 1.36 0.2563 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
NAME_OF_FORMER=Q1_1_3p1 
Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.00347 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.0342 
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Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -0.75318 40 Good 
A -0.76675 40 randomrandom 
A -0.77158 40 Bad 
A -0.77900 40 Random50 
 
 
The ANOVA Procedure 
NAME_OF_FORMER=Q1_2p1 
 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_2p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_2p1 
 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.16291907 0.05430636 26.82 <.0001 
Error 156 0.31584662 0.00202466   
Corrected Total 159 0.47876569    
 
R-Square Coeff Var Root MSE Location Mean 
0.340290 -7.228813 0.044996 -0.622456 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 0.16291907 0.05430636 26.82 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
NAME_OF_FORMER=Q1_2p1 
Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.002025 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.0261 
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Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -0.58153 40 Good 
B -0.61715 40 randomrandom 
B -0.62008 40 Random50 
C -0.67108 40 Bad 
 
 
2010 Mathematics Paper 2- Rasch 
 
 
The ANOVA Procedure 
NAME_OF_FORMER=Q1_1 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.31840087 0.10613362 16.87 <.0001 
Error 156 0.98163358 0.00629252   
Corrected Total 159 1.30003444    
 
R-Square Coeff Var Root MSE Location Mean 
0.244917 -7.489404 0.079325 -1.059169 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 0.31840087 0.10613362 16.87 <.0001 
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The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
NAME_OF_FORMER=Q1_1 
Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.006293 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.0461 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -1.00905 40 Good 
A -1.04695 40 randomrandom 
A -1.04937 40 Random50 
B -1.13130 40 Bad 
 
 
The ANOVA Procedure 
NAME_OF_FORMER=Q1_2 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_2 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_2 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.02394242 0.00798081 0.38 0.7685 
Error 156 3.28806018 0.02107731   
Corrected Total 159 3.31200259    
 
R-Square Coeff Var Root MSE Location Mean 
0.007229 -7.290339 0.145180 -1.991406 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 0.02394242 0.00798081 0.38 0.7685 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
NAME_OF_FORMER=Q1_2 
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Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.021077 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.0843 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -1.97293 40 Good 
A -1.98850 40 Bad 
A -1.99895 40 Random50 
A -2.00525 40 randomrandom 
 
 
The ANOVA Procedure 
 
 
NAME_OF_FORMER=Q1_3 
Class Level Information 
Class Levels Values 
Difficulty 4 Bad Good Random50 randomrandom 
NAME_OF_FORMER 1 Q1_3 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: Location  
NAME_OF_FORMER=Q1_3 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 1.58940922 0.52980307 94.81 <.0001 
Error 156 0.87174662 0.00558812   
Corrected Total 159 2.46115584    
 
R-Square Coeff Var Root MSE Location Mean 
0.645798 -15.23934 0.074754 -0.490531 
 
Source DF Anova SS Mean Square F Value Pr > F 
Difficulty 3 1.58940922 0.52980307 94.81 <.0001 
 
 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for Location 
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NAME_OF_FORMER=Q1_3 
Alpha 0.05 
Error Degrees of Freedom 156 
Error Mean Square 0.005588 
Critical Value of Studentized Range 3.67263 
Minimum Significant Difference 0.0434 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N Difficulty 
A -0.35678 40 Good 
B -0.48133 40 Random50 
B -0.48605 40 randomrandom 
C -0.63798 40 Bad 
 
Appendix 2: 
 
ANOVA – Classical Test Theory Model 
Paper 1 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_1_1p1 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_1_1p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_1_1p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 1.41501800 0.47167267 3126.72 <.0001 
Error 156 0.02353293 0.00015085   
Corrected Total 159 1.43855093    
 
 
 94 
 
R-Square Coeff Var Root MSE diff Mean 
0.983641 1.508603 0.012282 0.814143 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 1.41501800 0.47167267 3126.72 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_1_1p1 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000151 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0087 
 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.913786 40 Random_H_bad 
B 0.876333 40 Random_50 
C 0.798357 40 Random_H_good 
D 0.668095 40 Random_random 
 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_1_2p1 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_1_2p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_1_2p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 1.48691988 0.49563996 2510.37 <.0001 
Error 156 0.03080011 0.00019744   
Corrected Total 159 1.51772000    
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R-Square Coeff Var Root MSE diff Mean 
0.979706 1.773653 0.014051 0.792219 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 1.48691988 0.49563996 2510.37 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_1_2p1 
 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000197 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0099 
 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.891750 40 Random_H_bad 
B 0.860589 40 Random_50 
C 0.773446 40 Random_H_good 
D 0.643089 40 Random_random 
 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_1_3p1 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_1_3p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_1_3p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 2.22064725 0.74021575 4211.99 <.0001 
Error 156 0.02741547 0.00017574   
Corrected Total 159 2.24806273    
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R-Square Coeff Var Root MSE diff Mean 
0.987805 2.191142 0.013257 0.605013 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 2.22064725 0.74021575 4211.99 <.0001 
 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_1_3p1 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000176 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0094 
 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.742018 40 Random_H_bad 
B 0.674875 40 Random_50 
C 0.573929 40 Random_H_good 
D 0.429232 40 Random_random 
 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_2p1 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_2p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
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Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_2p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 3.02629915 1.00876638 6254.78 <.0001 
Error 156 0.02515957 0.00016128   
Corrected Total 159 3.05145872    
 
R-Square Coeff Var Root MSE diff Mean 
0.991755 2.158322 0.012700 0.588401 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 3.02629915 1.00876638 6254.78 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_2p1 
 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000161 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.009 
 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.750296 40 Random_H_bad 
B 0.669296 40 Random_50 
C 0.548949 40 Random_H_good 
D 0.385061 40 Random_random 
 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_3p1 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_3p1 
 
Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
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NAME OF FORMER VARIABLE=Q1_3p1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 1.45041918 0.48347306 3550.38 <.0001 
Error 156 0.02124331 0.00013618   
Corrected Total 159 1.47166249    
 
R-Square Coeff Var Root MSE diff Mean 
0.985565 4.791427 0.011669 0.243548 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 1.45041918 0.48347306 3550.38 <.0001 
 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_3p1 
 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000136 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0083 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.373000 40 Random_H_bad 
B 0.277071 40 Random_50 
C 0.212548 40 Random_H_good 
D 0.111571 40 Random_random 
 
Paper 2 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_1 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_1 
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Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_1 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 1.36884329 0.45628110 1957.75 <.0001 
Error 156 0.03635793 0.00023306   
Corrected Total 159 1.40520122    
 
R-Square Coeff Var Root MSE diff Mean 
0.974126 2.125291 0.015266 0.718321 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 1.36884329 0.45628110 1957.75 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_1 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000233 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0108 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.822179 40 Random_H_bad 
B 0.776696 40 Random_50 
C 0.695804 40 Random_H_good 
D 0.578607 40 Random_random 
 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_2 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_2 
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Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_2 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.84132851 0.28044284 1338.97 <.0001 
Error 156 0.03267372 0.00020945   
Corrected Total 159 0.87400223    
 
R-Square Coeff Var Root MSE diff Mean 
0.962616 1.711701 0.014472 0.845491 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 0.84132851 0.28044284 1338.97 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_2 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000209 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0102 
 
 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.922250 40 Random_H_bad 
B 0.895321 40 Random_50 
C 0.830393 40 Random_H_good 
D 0.734000 40 Random_random 
 
The ANOVA Procedure 
NAME OF FORMER VARIABLE=Q1_3 
Class Level Information 
Class Levels Values 
sampling 4 Random_50 Random_H_bad Random_H_good Random_random 
_NAME_ 1 Q1_3 
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Number of Observations Read 160 
Number of Observations Used 160 
The ANOVA Procedure 
Dependent Variable: diff  
NAME OF FORMER VARIABLE=Q1_3 
Source DF Sum of Squares Mean Square F Value Pr > F 
Model 3 0.27705408 0.09235136 427.51 <.0001 
Error 156 0.03369961 0.00021602   
Corrected Total 159 0.31075369    
 
R-Square Coeff Var Root MSE diff Mean 
0.891555 2.984562 0.014698 0.492458 
 
Source DF Anova SS Mean Square F Value Pr > F 
sampling 3 0.27705408 0.09235136 427.51 <.0001 
The ANOVA Procedure 
Tukey's Studentized Range (HSD) Test for diff 
NAME OF FORMER VARIABLE=Q1_3 
Alpha 0.01 
Error Degrees of Freedom 156 
Error Mean Square 0.000216 
Critical Value of Studentized Range 4.47501 
Minimum Significant Difference 0.0104 
 
 
 
 
Means with the same letter are not 
significantly different. 
Tukey Grouping Mean N sampling 
A 0.546548 40 Random_H_bad 
B 0.510452 40 Random_50 
C 0.479643 40 Random_H_good 
D 0.433190 40 Random_random 
 
Appendix 3:  
 
Rasch – Test for the Goodness of fit 
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Appendix 4:  
 
 
Rasch – Box and Whiskers Plots 
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Appendix 5:  
 
CTT – Box and Whiskers Plots 
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