We study the local geometry of a one-hidden-layer fully-connected neural network where the training samples are generated from a multi-neuron logistic regression model. We prove that under Gaussian input, the empirical risk function employing quadratic loss exhibits strong convexity and smoothness uniformly in a local neighborhood of the ground truth, for a class of smooth activation functions satisfying certain properties, including sigmoid and tanh, as soon as the sample complexity is sufficiently large. This implies that if initialized in this neighborhood, gradient descent converges linearly to a critical point that is provably close to the ground truth without requiring a fresh set of samples at each iteration. This significantly improves upon prior results on learning shallow neural networks with multiple neurons. To the best of our knowledge, this is the first global convergence guarantee for one-hidden-layer neural networks using gradient descent over the empirical risk function without resampling at the near-optimal sampling and computational complexity.
Introduction
Neural networks have attracted a significant amount of research interest in recent years due to the success of deep neural networks [LBH15] in practical domains such as computer vision and artificial intelligence [RDS + 15, HZRS16, SHM + 16]. However, the theoretical underpinnings behind such success remains mysterious to a large extent. Efforts have been taken to understand which classes of functions can be represented by deep neural networks [Cyb89, HSW89, Bar93, Tel16] , when (stochastic) gradient descent is effective for optimizing a non-convex loss function [DPG + 14], and why these networks generalize well [ZBH + 16, BFT17, BGMSS17] .
In this paper, we consider a neural network structure with one fully-connected hidden layer, illustrated in Fig. 1 . The input layer consists of a vector x ∈ R d , and the hidden layer is composed of K neurons, where the number of neurons is smaller than the input dimension, i.e. K ≤ d. Let the activation function associated with the hidden layer be φ(·), we write the output of the network as
where w k ∈ R d is the weight vector of the kth neuron, 1 ≤ k ≤ K. Let W = [w 1 , . . . , w K ] ∈ R d×K . The goal is to estimate W , given a set of training samples {(x i , y i )} n i=1 . Despite the simple form, learning a one-hidden-layer neural network is challenging due to the nonlinearity introduced by the activation function and the superposition of multiple neurons. In particular, let us optimize W by minimizing the quadratic loss function via gradient descent:
Since f n (W ) is non-convex in W , the solution of simple gradient descent might be trapped at spurious local minima and therefore does not generalize. Obviously, the geometric properties of f n (W ) that land it to a benign optimization problem depend on the training data. Following recent literature [ZSJ + 17, Tia17], we study the parameter recovery setting, where the training samples (x i , y i ) ∼ (x, y) are generated i.i.d. from a distribution D depending on a ground truth parameter W ⋆ = [w ⋆ 1 , . . . , w ⋆ K ]. In particular, for a classification problem, suppose each label y ∈ {0, 1} is drawn under the conditional distribution P(y = 1|x) = 1 K K k=1 φ(w ⋆⊤ k x), and the input x is Gaussian. For a regression problem, suppose each y is generated as y = 1 K K k=1 φ(w ⋆⊤ k x) where the input x is Gaussian. We wish to recover the ground truth W ⋆ up to equivalent permutations as accurate as possible, which amounts to finding the global optimum of the non-convex function f n (W ).
In the case with a single neuron (K = 1), the classification problem has been studied in [MBM16] under sub-Gaussian input and when φ(·) has bounded first, second and third derivatives, and the regression problem has been studied in [Sol17] when the activation function is rectified linear unit (ReLU). For the case with multiple neurons (2 ≤ K ≤ d) in the under-parameterized setting, the classification problem is still open. The regression problem has been studied in [ZSJ + 17], where they showed that in the local neighborhood of the ground truth, the Hessian of the empirical loss function is positive definite for each given point under independent high probability event. Hence, their guarantee for gradient descent to converge to the ground truth requires a fresh set of samples at every iteration. It is thus interesting to explore whether the uniform strong convexity holds with high probability in the neighborhood of the ground truth. In this paper, we explore such an open issue for the classification problem under the multi-neuron model, and further provide new understanding on the regression problem as well.
Our Contributions
Our main contributions are summarized as follows.
• For the classification problem, we show that, if φ(·) has bounded first, second and third derivatives, and the input is Gaussian, then the empirical loss function f n (W ) is uniformly strongly convex in a local neighborhood of the ground truth W ⋆ of size O(1/ √ K) as soon as the sample size is O(dK 3 log 2 d), where d is the input dimension and K is the number of neurons. Such a result also holds for the regression problem under the same assumptions for activation functions.
• For the classification problem, we show that, if initialized in this neighborhood, gradient descent will converge linearly to a critical point W n (which we show to exist), with a sample complexity of O(dK 3 log 2 d), which is near-optimal up to a polynomial factor in K and log d. Due to the nature of quantized labels here, the recover of W ⋆ is only up to certain statistical accuracy, and W n converges to W ⋆ at a rate of O( dK 4 log n/n). Furthermore, such a convergence guarantee does not require a fresh set of samples at each iteration due to the uniform strong convexity in the local neighborhood. To obtain ǫ-accuracy, it requires a computational complexity of O(ndK 2 log(1/ǫ)).
For the regression problem, the convergence is to the ground truth at the same rate under the same assumptions and without requiring a fresh set of samples.
• We adopt the tensor method proposed in [ZSJ + 17], which is shown to provably provide an initialization in the neighborhood of the ground truth. In particular, our proof replaces the homogeneous assumption on activation functions in [ZSJ + 17] by a mild condition on the curvature of activation functions around W ⋆ , which holds for a larger class of activation functions including sigmoid and tanh.
As comparison to previous work, [ZSJ + 17], which although holds for a larger class of activation functions, establishes strong convexity only individually for each given point in the local neighborhood. In contrast, our work provides a uniform bound of the local Hessian for a special class of activation functions that include sigmoid and tanh, for both regression and classification problems, and therefore eliminates the need of resampling (required in [ZSJ + 17]) for linear convergence of gradient descent. Compared to [MBM16] , our work generalizes their analysis to the case with multiple neurons.
Related Work
It is impossible to review the rapidly growing literature on neural networks, and therefore we focus on the most relevant literature on theoretical and algorithmic aspects of learning shallow neural networks via nonconvex optimization.
The parameter recovery viewpoint is relevant to the success of non-convex learning in signal processing problems such as matrix completion, phase retrieval, blind deconvolution, dictionary learning and tensor decomposition [SL16, CLS15, GM17, GLM16, SQW15, BNS16, MWCC17], to name a few. The statistical model for data generation effectively removes worst-case instances and allows us to focus on average-case performance, which often possess much benign geometric properties that enable global convergence of simple local search algorithms.
The one-hidden-layer network model can be further categorized into two settings, over-parameterization and under-parameterization. In the over-parametrized setting, it is known that if the network size is large enough compared to the data input, then there are no spurious local minima in the optimization landscape, and all local minima are global [SJL17, BL17, SS16, NH17] .
Our paper studies the under-parameterized setting, where the number of neurons is smaller than the dimension of inputs. In the case with a single neuron (K = 1), under Gaussian input, [Sol17] showed that gradient descent converges linearly when the activation function is Rectified Linear Unit (ReLU), i.e. φ(z) = max{z, 0}, with a zero initialization, as long as the sample complexity is O(d) for the regression problem. On the other end, [MBM16] showed that when φ(·) has bounded first, second and third derivatives, there is no other critical points than the unique global minimum (within a constrained region of interest), and (projected) gradient descent converges linearly with an arbitrary initialization, as long as the sample complexity is O(d log 2 d) with sub-Gaussian inputs for the classification problem. For the case with multiple neurons (2 ≤ K ≤ d) in the underparameterized setting, the work of Tian [Tia17] studied the landscape of the population loss surface with ReLU activations. In particular, there exist spurious bad local minima in the optimization landscape [GLM17, SS17] 
Paper Organization and Notations
The rest of the paper is organized as follows. Section 2 describes the problem formulation. Section 3 presents the main results on local geometry and local linear convergence of gradient descent. Section 4 discusses the initialization method. Section 5 outlines the proof of main theorems. Numerical examples are demonstrated in Section 6, and finally, conclusions are drawn in Section 7.
Throughout this paper, we use boldface letters to denote vectors and matrices, e.g. w and W . The transpose of W is denoted by W ⊤ , and W , W F denote the spectral norm and the Frobenius norm. For a positive semidefinite (PSD) matrix A, we write A 0. The identity matrix is denoted by I. The gradient and the Hessian of a function f (W ) is denoted by ∇f (W ) and ∇ 2 f (W ), respectively. Let σ i (W ) denote the i-th singular value of W . Denote · ψ 1 as the sub-exponential norm of a random variable. We use c, C, C 1 , . . . to denote constants whose values may vary from line to line. For nonnegative functions f (x) and g(x), f (x) = O (g(x)) means there exist positive constants c and a such that f (x) ≤ cg(x) for all x ≥ a; f (x) = Ω (g(x)) means there exist positive constants c and a such that f (x) ≥ cg(x) for all x ≥ a.
Problem Formulation
We first describe the generative model for training data, and then describe the gradient descent algorithm.
Model
Suppose we are given n training samples {(x i , y i )} n i=1 ∼ (x, y) that are drawn i.i.d., where x ∼ N (0, I). Assume the activation function φ(z) ∈ (0, 1) for all z. Conditioned on x ∈ R d , we consider two ways of generating the label y. The first one is the classification setting, where y is mapped to a discrete label using
and P(y = 0|x) = 1 − P(y = 1|x), where K is the number of neurons. The second one is the regression setting, where
For both settings, our goal is to estimate
, via minimizing the following empirical loss function:
where ℓ (W ; x) := ℓ (W ; x, y) is the quadratic loss, i.e.,
With slight abuse of notation, we denote the gradient and Hessian of ℓ(W ) with respect to the vector w.
Gradient Descent
To estimate W ⋆ , since (5) is a highly nonconvex function, vanilla gradient descent with an arbitrary initialization may get stuck at local minima. Therefore, we implement the gradient descent algorithm with a well-designed initialization scheme that is described in detail in Section 4. The update rule is given as
where η is the step size. The algorithm is summarized in Algorithm 1.
Output: W T
We note that throughout the execution of the algorithm, the same set of training samples is used. This is in sharp contrast to [ZSJ + 17] that employs the impractical scheme of resampling, where a fresh set of training samples is used at every iteration of gradient descent. On the other hand, ours is the standard implementation of gradient descent given training data.
Main Results
Before stating our main results, we first impose some additional assumptions on the activation function.
Assumption 1. The activation function φ (z) is three times differentiable with bounded first, second and third derivatives. Namely, for some constant L φ > 0:
This assumption can be satisfied by many standard functions used in classification problems, for example, the sigmoid function φ (z) = 1/(1 + e −z ), and the hyperbolic tangent function φ (z) = tanh(z). Furthermore, we introduce some important quantities regarding φ(z) that capture the geometric properties of the loss function, which are distilled in the work of [ZSJ + 17]. . For the class of activation functions considered in this paper, the first two terms suffice. We make another assumption on φ(z) that ensures the positivity of ρ(σ) for all σ > 0.
Note that the definition here is different from that in [ZSJ
Assumption 2. The function ρ(σ) > 0 for all σ > 0.
As an example, we depict ρ(σ) as a function of σ for sigmoid activation in Fig. 2 . Note that these assumptions are used in the prior literature. In particular, Assumption 1 is used in [MBM16] , and Assumption 2 is used in [ZSJ + 17].
Local Strong Convexity
We first characterize the local strong convexity of f n (W ) in a neighborhood of the ground truth W ⋆ . Let B (W ⋆ , r) denote a Euclidean ball centered at W ⋆ ∈ R d×K with a radius r, i.e.
The following theorem guarantees the Hessian of the empirical risk function f n (W ) in the local neighborhood of W ⋆ is positive definite with high probability. Theorem 1. For the classification model (3), under Assumptions 1 and 2, there exist some constants c, C, such that if
then with probability at least
hold, where r :=
The proof of Theorem 1 is outlined in Section 5.1 and more details can be found in Appendix A. Theorem 1 guarantees that the Hessian of the empirical loss function f n (W ) is positive definite (PD) in a neighborhood of the ground truth W ⋆ , as long as ρ(σ K ) > 0 (i.e. W ⋆ is full-column rank), when the sample size n is sufficiently large for a class of smooth activation functions that includes sigmoid and tanh.
The bounds in Theorem 1 depend on the dimension parameters of the network (n and K), as well as the activation function and the ground truth (L φ , ρ(σ K ), λ). As a special case, suppose W ⋆ is composed of orthonormal columns with ρ(
, as soon as the sample complexity n = Ω(dK 3 log 2 d). The sample complexity is order-wise near-optimal, since the number of unknown parameters is dK. In comparison, though it holds for a larger class of activation functions, [ZSJ + 17, Theorem 4.2] established the strong convexity only individually for each point in the local neighborhood, given a set of training samples. In contrast, Theorem 1 holds uniformly in the local neighborhood. This is critical in removing the impractical resampling requirement for guaranteeing the success of gradient descent. Our assumptions on the activation function is inspired by [MBM16] which studies the landscape of binary classification with a single neuron. Theorem 1 extends the local geometry to a one-hidden-layer network with multiple neurons, and characterizes explicitly the dependence of key quantities on the number of neurons.
Performance Guarantees of Gradient Descent
For the classification problem, due to the nature of quantized labels, W ⋆ is not necessarily a critical point of f n (W ). By the strong convexity of the empirical risk function f n (W ) in the local neighborhood of W ⋆ , there can exist at most one critical point in B(W ⋆ , r), which is the unique local minimizer in B (W ⋆ , r) if it exists. The following theorem shows that there indeed exists such a critical point W n , which is provably close to the ground truth W ⋆ , and gradient descent converges linearly to W n .
Theorem 2. For the classification model (3), under Assumptions 1 and 2, there exist some constants
, then with probability at least 1 − d −10 , there exists a unique critical point W n in B(W ⋆ , r) with r :=
Moreover, if the initial point W 0 ∈ B (W ⋆ , r), then gradient descent converges linearly to W n , i.e.
where
, as long as the step size η = Ω
Theorem 2 guarantees that there exists a critical point W n in B(W ⋆ , r) which converges to W ⋆ at the rate of O(K 2 d log n/n). Moreover, gradient descent converges linearly to W n at a linear rate, as long as it is initialized in the basin of attraction. To achieve ǫ-accuracy, i.e. W t − W n F ≤ ǫ, it requires a computational complexity of O ndK 2 log (1/ǫ) , which is linear in n, d and log(1/ǫ). To the best of our knowledge, this is the first global convergence guarantee for one-hidden-layer neural networks for logistic regression using gradient descent over the empirical risk function without resampling.
For the regression problem, it is clear that W ⋆ is a critical point of the empirical risk function f n (W ). Then the following result follows directly from Theorem 2.
Corollary 2. For the regression model (4), Theorem 2 holds except that W t converges linearly to W ⋆ .
Preliminary and Algorithm
This subsection briefly introduces the tensor method proposed in [ZSJ + 17], to which a reader can refer for more details. We first define a product ⊗ as follows.
Definition 2. Define M 1 , M 2 , M 3 , M 4 and m 1,i , m 2,i , m 3,i , m 4,i as follows:
Definition 3. Let α ∈ R d denote a randomly picked vector. We define P 2 and P 3 as follows: P 2 = M j 2 (I, I, α, · · · , α), 1 where j 2 = min{j ≥ 2|M j = 0}, and P 3 = M j 3 (I, I, I, α, · · · , α), where j 3 = min{j ≥ 3|M j = 0}.
We further denote w = w/ w . The initialization algorithm based on the tensor method is summarized in Algorithm 2, which includes two major steps.
Step 1 first estimates the direction of each column of W ⋆ by decomposing P 2 to approximate the subspace spanned by {w ⋆ 1 , w ⋆ 2 , · · · , w ⋆ K } (denoted by V ), then reduces the third-order tensor P 3 to a lower-dimension tensor R 3 = P 3 (V , V , V ) ∈ R K×K×K , and applys non-orthogonal tensor decomposition on R 3 to output the estimate s i V ⊤ w ⋆ i , where s i ∈ {1, −1} is a random sign.
Step 2 approximates the magnitude of w ⋆ i and the sign s i by solving a linear system of equations.
Performance Guarantee of Initialization
For the classification problem, we make the following technical assumptions, similarly in [ZSJ + 17, Assumption 5.3] for the regression problem.
Assumption 3. The activation function φ(z) satisfies the following conditions:
2. At least one of M 3 and M 4 is non-zero.
Furthermore, for both the classification and regression problems, we do not require the homogeneous assumption ((i.e., φ(az) = a p z for an integer p)) required in [ZSJ + 17], which can be restrictive. Instead, we assume the following condition on the curvature of the activation function around the ground truth, which holds for a larger class of activation functions such as sigmoid and tanh. We next present the performance guarantee for the initialization algorithm in the following theorem.
Theorem 3. For the classification model (3), under Assumptions 3 and 4, if the sample size n ≥ dpoly (K, κ, t, log d, 1/ǫ), then the output W 0 ∈ R d×K of Algorithm 2 satisfies
with probability at least 1 − d −Ω(t) .
The proof of Theorem 3 consists of (a) showing the estimation of the direction of W ⋆ is sufficiently accurate and (b) showing the approximation of the norm of W ⋆ is accurate enough. Our proof of part (a) is the same as that in [ZSJ + 17], but our argument in part (b) is different, where we relax the homogeneous assumption on activation functions. More details can be found in the supplementary materials. 
Proof Outline
In this section, we sketch the proof of the main theorems while leaving the details to the supplementary materials.
Proof of Theorem 1
To begin, denote the population loss function as
where the expectation is taken with respect to the distribution of the training sample (x; y). Notice that when analyzing the landscape of the population loss function, we can apply the law of total expectation by replacing y with E[y|x]. Therefore, for both the regression and classification models, they share the same landscape.
The proof of Theorem 1 follows the following steps:
1. We first show that the Hessian ∇ 2 f (W ) of the population loss function is smooth with respect to ∇ 2 f (W ⋆ ) (Lemma 1);
3. Next, we show that the Hessian of the empirical loss function ∇ 2 f n (W ) is close to its popular counterpart ∇ 2 f (W ) uniformly in B(W ⋆ , r) with high probability (Lemma 3).
4. Finally, putting all the arguments together, we establish ∇ 2 f n (W ) satisfies local strong convexity and smoothness in B(W ⋆ , r).
We will first show that the Hessian of the population risk is smooth enough around W ⋆ in the following lemma. Lemma 1. If φ(z) satisfies Assumption 1, we have
The proof is given in Appendix A.1. Lemma 1 together with the fact that ∇ 2 f (W ⋆ ) be lower and upper bounded, will allow us to bound ∇ 2 f (W ) a neighborhood around ground truth, given below.
Lemma 2 (Local Strong Convexity and Smoothness of Population Loss).
Suppose φ(z) satisfies Assumptions 1 and 2. Then there exists some large enough constant c, such that
hold for all W ∈ B(W ⋆ , r) with r :=
The proof is given in Appendix A.2. The next step is to show the Hessian of the empirical loss function is close to the Hessian of the population loss function in a uniform sense, which can be summarized as following.
Lemma 3. If φ(z) satisfies Assumption 1, then there exist constants c, C, C 1 , C 2 such that as long as n ≥ C 1 dK log(dK), with probability at least 1 − d −10 , the following holds
where r :=
The proof can be found in Appendix A.3. The final step is to combine Lemma 3 and Lemma 1 to obtain Theorem 1.
Proof of Theorem 1. By Lemma 3 and Lemma 2, we have with probability at least 1 − d −10 ,
As long as the sample size n is set such that
holds for all W ∈ B (W ⋆ , r). Similarly, we have
holds for all W ∈ B (W ⋆ , r).
Proof of Theorem 2
We have established that f n (W ) is strongly convex in B(W ⋆ , r) in Theorem 1, thus there exists at most one critical point in B(W ⋆ , r). The proof of Theorem 2 follows the steps below:
1. We first show that the gradient ∇f n (W ) concentrates around ∇f (W ) in B(W ⋆ , r) (Lemma 4), and then invoke [MBM16, Theorem 2] to guarantee there indeed exists a critical point W n in B(W ⋆ , r);
2. We next show W n is close to W ⋆ and gradient descent converges linearly to W n with a properly chosen step size (Appendix B.2).
The following lemma establishes that ∇f n (W ) uniformly concentrates around ∇f (W ), whose proof can be found in Appendix B.1.
Lemma 4. If φ(z) satisfies Assumption 1, then there exist constants c, C, C 1 , C 2 such that as long as n ≥ C 1 dK log(dK), with probability at least 1 − d −10 , the following holds
Notice that for the population risk function, f (W ), W ⋆ is the unique critical point in B(W ⋆ , r) due to local strong convexity. With Lemma 3 and Lemma 4, we can invoke [MBM16, Theorem 2], which guarantees the following.
Corollary 4. There exists one and only one critical point W n ∈ B (W * , r) that satisfies ∇f n W n = 0.
The rest of the proof of Theorem 2 is a direct consequence of the Hessian property, which is deferred to Appendix B.2.
Numerical Experiments
In this section we will first implement gradient descent to verify that the empirical loss function is strongly convex in the local region around W ⋆ . If we initialize multiple times in such a local region, it is expected that gradient descent will converge to the same critical point W n , with the same set of training samples. Given a set of training samples, we randomly initialize multiple times, and then calculate the variance of the output of gradient descent. Denote the output of the ℓth run as w
n ) and the mean of the runs asw, then the error is calculated as
n −w 2 , where L = 20 is the total number of random initializations. Adopted in [MBM16] , it quantifies the standard deviation of the estimator W n under different initializations with the same set of training samples. We say an experiment is successful, if SD n ≤ 10 −2 . Figure 3 shows the successful rate of gradient descent by averaging over 50 sets of training samples for each pair of n and d, where K = 3 and d = 20, 40, 60 respectively. The maximum iterations for gradient descent is set as iter max = 2000. It can be seen that as long as the sample complexity is large enough, gradient descent converges to the same local minima with high probability.
We next show that the statistical accuracy of the local minimizer for gradient descent if it is initialized close enough to the ground truth. Suppose we initialize around the ground truth such that W 0 − W ⋆ F ≤ 0.1 · W ⋆ F . We calculate the average estimation error as
Monte Carlo simulations with random initialization. Fig. 4 shows the average estimation error with respect to the sample complexity when K = 3 and d = 20, 40, 60 respectively. It can be seen that the estimation error decreases gracefully with the increase of the sample size.
Conclusions
In this paper, we have studied the local geometry of a one-hidden-layer neural network in the under-parameterized setting with a certain class of activation functions. In particular, we have characterized the (near-optimal) sample complexity to guarantee local strong convexity in a neighborhood of the ground truth when the training data are generated from a regression or classification model. This guarantees that with high probability, gradient descent converges linearly to the ground truth if initialized properly. In the future, it will be interesting to extend the analysis in this paper to more general class of activation functions, particularly ReLU-like activations; and more general network structures, such as convolutional neural networks [DLT + 17b, ZSD17]. 
A Proof of the Local Geometry property
The gradient and Hessian of ℓ (W ; x) is given below
and if j = l,
A.1 Proof of Lemma 1
Then, by (13), for j = l, we have
and for j = l, we have
Next we will bound the diagonal terms ∆ j,j , and off-diagonal terms ∆ j,l separately.
• Bounding the off-diagonal terms ∆ j,l . By definition,
(by triangle inequality)
where (17) • Bounding the diagonal terms ∆ j,j . Starting with the first term in (15), we have
where (22) follows from the Lipschitz assumption on φ(z) as well as the boundedness of φ(z), and (23) follows from [ZSJ + 17, Fact B.6]. For the second term in (15), notice that it is exactly the same as (21) except j = l, we have
Plugging (21) and (24) into (16), we have
where the last two steps follow from Cauchy-Schwarz inequality.
A.2 Proof of Lemma 2
Proof. We will first present upper and lower bounds of the Hessian of the population risk at ground truth, i.e. ∇ 2 f (W ⋆ ), and then apply Lemma 1 to obtain a uniform bound in the neighborhood of W ⋆ . According to [ZSJ + 17, Lemmas D.4 and D.6], we have the lower bound
where (27) follows from the boundedness of φ ′ (z), and (28) follows from [ZSJ + 17, Fact B.6]. Together with the lower bound (26), we have
From Lemma 1, we have
therefore, whenever
for some large enough constant c, we have
Moreover, the by triangle inequality, within the same neighborhood, via (29) we have
A.3 Proof of Lemma 3
Proof. We adapt the analysis in [MBM16] to our setting. Let N ǫ be the ǫ-covering number of the Euclidean ball B (W ⋆ , r). It is known that log N ǫ ≤ dK log (3r/ǫ) [Ver10] . Let W ǫ = {W 1 , · · · , W Nǫ } be the ǫ-cover set with N ǫ elements. For any
Hence, we have
where the events A t , B t and C t are defined as
In the sequel, we will bound the terms P (A t ), P (B t ), and P (C t ), separately.
1. Upper bound P (B t ). Before continuing, let us state a simple technical lemma that is useful for our proof, whose proof can be found in [MBM16] .
Lemma 5. Let M ∈ R d×d be a symmetric d × d matrix and V ǫ be an ǫ-cover of unit-Euclideannorm ball B (0, 1), then
Let V 1 4 be a | ≤ dK log 12. From Lemma 5, we know that
(37) Taking the union bound over W ǫ and V 1
Let
The sub-exponential norm of G i can be bounded as
where (40) Therefore, C t holds as long as
where the last line follows from Lemma 4. Plugging (67) and (68) into (66), we have
Now we have established there indeed exists a critical point in B(W ⋆ , r) can establish local linear convergence of gradient descent as below. Let W t be the estimate at the t-th iteration. According to the update rule, we have
Moreover, by the fundamental theorem of calculus [Lan93] , ∇f n (W t ) can be written as . In summary, gradient descent converges linearly to the local minimizer W n .
C Proof of Theorem 3
The proof contains two parts. Part (a) proves that the estimation of the direction of W ⋆ is sufficiently accurate, which follows the arguments similar to those in [ZSJ + 17] and is only briefly summarized below. Part (b) is different, where we do not require the homogeneous condition for the activation function, and instead, our proof is based on a mild condition in Assumption 4. We detail our proof in part (b). We first define a tensor operation as follows. For a tensor T ∈ R n 1 ×n 2 ×n 3 and three matrices A ∈ R n 1 ×d 1 , B ∈ R n 2 ×d 2 , C ∈ R n 3 ×d 3 , the (i, j, k)-th entry of the tensor T (A, B, C) is given by
(a) In order to estimate the direction of each w i for i = 1, . . . , K, [ZSJ + 17] shows that for the regression problem, if the sample size n ≥ dpoly (K, κ, t, log d), then
holds with high probability. Such a result also holds for the classification problem with only slight difference in the proof as we describe as follows. The main idea of the proof is to bound the estimation error of P 2 and R 3 via Bernstein inequality. For the regression problem, Bernstein inequality was applied to terms associated with each neuron individually, and the bounds were then put together via triangle inequality in [ZSJ + 17], whereas for the classification problem here, we apply Bernstein inequality to terms associated with all neurons all together. Another difference is that the label y i of the classification model is bounded by nature, whereas the output y i in the regression model needs to be upper bounded via homogeneously bounded conditions of the activation function. A reader can refer to [ZSJ + 17] for the details of the proof for this part.
(b) In order to estimate w i for i = 1, . . . , K, we provide a different proof from [ZSJ + 17], which does not require the homogeneous condition on the activation function, but assumes a more relaxed condition in Assumption 4.
We define a quantity Q 1 as follows:
where l 1 is the first non-zero index such that M l 1 = 0. For example, if l 1 = 3, then Q 1 takes the following form
