A method is presented to estimate the region of attraction (ROA) of stochastic systems with finite second moment and uncertainty-dependent equilibria. The approach employs Polynomial Chaos (PC) expansions to represent the stochastic system by a higher-dimensional set of deterministic equations. We first show how the equilibrium point of the deterministic formulation provides the stochastic moments of an uncertainty-dependent equilibrium point of the stochastic system. A connection between the boundedness of the moments of the stochastic system and the Lyapunov stability of its PC expansion is then derived. Defining corresponding notions of a ROA for both system representations, we show how this connection can be leveraged to recover an estimate of the ROA of the stochastic system from the ROA of the PC expanded system. Two optimization programs, obtained from sum-of-squares programming techniques, are provided to compute inner estimates of the ROA. The first optimization program uses the Lyapunov stability arguments to return an estimate of the ROA of the PC expansion. Based on this result and user specifications on the moments for the initial conditions, the second one employs the shown connection to provide the corresponding ROA of the stochastic system. The method is demonstrated by two examples.
Introduction
The analysis of the region of attraction (ROA) of an uncertain nonlinear system is an active field of research (Chesi 2004 , Valmorbida and Anderson 2017 , Iannelli et al. 2019 . The type of uncertainty and its appearance in the dynamical equations is often pivotal for the choice of the analytical approach. A class of uncertain systems commonly considered has two characteristic properties: firstly, the equilibrium point of the system is independent of the uncertainty, and secondly, the uncertainty comes from a uniform distribution over a finite range of values. The stability of this class of systems can be analysed using Lyapunov methods where an estimate of the ROA is obtained in the form of the sublevel set of a Lyapunov function. The aim then lies in finding a Lyapunov function verifying a largest possible estimate of the ROA. For systems where the uncertainty itself is parametric and polytope-bounded, parameter-dependent as well as common and composite Lyapunov functions have been investigated in, e.g., Topcu et al. (2010) , Chesi (2004) , Iannelli et al. (2019) . While estimates for these cases can be efficiently obtained, the assumption of uncertaintyindependent equilibria and uniformly distributed uncertainty excludes most systems from the analysis as equilibria are in general uncertainty-dependent and the stochasticity affecting the system can come from a wide range of distributions.
The ROA analysis in the case of uncertainty-dependent equilibria is not directly amenable to the use of Lyapunov functions, as this method requires knowledge of the equilibrium's location in the standard case. To tackle this problem, an equilibrium-independent version of the ROA was proposed in Iannelli et al. (2018) where the idea is to formulate the ROA as a function of a new coordinate representing the deviation of the state relative to the equilibrium point. This approach, however, is still limited to uncertainties from uniform distributions. A more general approach for stability analysis is provided by contraction methods which inherently do not require knowledge on the equilibrium state. Contraction of uncertain systems was studied, e.g. in Ahbe et al. (2018b) for polytope-bounded parametric uncertainty and in Bouvrie and Slotine (2019) , Pham et al. (2009) for Itô stochastic differential equations. Contraction methods often pose, however, numerically more complex problems compared to Lyapunov analysis as they consider the differential system. Furthermore, while contraction analysis gives conclusions about the contractive arXiv:1911.00252v1 [eess.SY] 1 Nov 2019 behaviour of a system it in general does not provide information on the state of the (stochastic) equilibrium.
In this work we present an efficient method to analyse the ROA of stochastic nonlinear systems with uncertaintydependent equilibrium points where the uncertainty can be in form of any square-integrable random variable or process. The stochastic system is thereby represented by a higher-dimensional set of deterministic equations obtained from a Polynomial Chaos (PC) expansion of the stochastic dynamics. PC expansions are a polynomial approximation method which allow the representation of a second order process, i.e. stochastic systems with finite second moment, by a higher-dimensional deterministic expression. An overview of PC expansions can be found, e.g., in Sullivan (2015) and Le Maitre and Knio (2010) . While PC expansion techniques have become established tools in uncertainty quantification, their use in stability and control is still sparse (Kim et al. 2013) and mostly focused on linear systems. Stability analysis of linear stochastic systems via PC expansions using Lyapunov inequalities was previously performed in Fisher and Bhattacharya (2009) and Lucia et al. (2017) . In Hover and Triantafyllou (2006) , the evolution of the stochastic modes resulting from the PC expansion was used to obtain information on the stability of a nonlinear system. A more generalized approach for polynomial systems using Lyapunov arguments is briefly presented in Fisher and Bhattacharya (2008) , however the method proposed therein can only be used to certify global stability properties. This paper proposes a novel method to analyse the ROA of stochastic nonlinear systems with uncertainty dependent equilibria by leveraging the PC expansion framework. We first show how an equilibrium point of the deterministic expression given by the PC expansion corresponds to an uncertainty-dependent equilibrium point of the stochastic system. The latter can be represented as a set, which we refer to as the equilibrium set, for which statistical information is directly obtained from the expansion coefficients. For both the stochastic system and its PC expansion notions of local stability are provided, consisting in boundedness of moments for the first and asymptotic stability in the sense of Lyapunov for the second. It is then demonstrated how Lyapunov stability of the PC expansion equilibrium point implies moment boundedness of trajectories in the neighborhood of the equilibrium set of the stochastic system. From the stability notions and their shown connection, corresponding notions of the ROA are defined for both system representation. To obtain an inner estimate of the ROA of the PC expanded system, Lyapunov arguments stating sufficient conditions are formulated and converted into an algorithm. The algorithm employs well-established sumof-squares verification techniques to test polynomial positivity (Parrilo 2000) which were previously used for analysing the ROA of polynomial systems in, e.g. Jarvis-Wloszek et al. (2005) , Topcu et al. (2008) and others. We then proceed by providing a notion of the ROA of the stochastic system which is formulated on the basis of the ROA of its deterministic PC expansion. While the ROA of a deterministic system is clearly defined, the definition of an attractive region of uncertain system can be of various types. For stochastic systems a definition of the ROA can be derived from the type of stochastic stability under consideration. For an overview of the different definitions of stochastic stability see, e.g., Khasminskii (2012) . A widely used notion for the ROA of uncertain systems is that of a 'robust' ROA, which is the intersection of the ROA's obtained for each realization of the uncertainty. As it thus relates to the worst case, this notion is suitable for uncertainties with uniform distributions but less so for other distributions where the worst case is not of practical interest or exploiting the statistical information available gives less conservative results. A probabilistic ROA of an uncertainty-independent equilibrium point was investigated for Ito-stochastic system via Lyapunov functions in Gudmundsson and Hafstein (2018) . In Steinhardt and Tedrake (2012) 'safe sets' of a controlled system with quantified failure probabilities were considered and computed with a supermartingale approach. We here provide an approach in which the ROA is obtained in terms of the region of initial conditions with specified moment properties for which trajectories almost surely converge to the equilibrium set of the stochastic system. The moment properties of the initial condition consist of, for example, a fixed variance in the initial state and can be specified by the user. The proposed method is demonstrated by two examples from the literature.
The paper is structured as follows. In Section 2 the problem statement and the method of PC expansion is introduced. The notions of stability of stochastic systems under consideration are presented in Section 3 and the connection of the stability concepts between the stochastic system and its PC expansion are shown. Lyapunov conditions for the local stability and the analysis methods to obtain an estimate of the ROA of the PC expanded system including the formulation of the corresponding optimization problem are given in Section 4. Further, the connection of the ROA of the PC expanded system to the ROA of the stochastic system and the computation of the latter under user-defined moment specifications are presented. The examples are shown in Section 5 and a conclusion is presented in Section 6.
Notation
Let (Θ, F, µ) be a probability space, where Θ is a sample space, F is a σ-algebra of the subsets in Θ and µ is a probability measure on (Θ, F). The Lebesgue space is denoted by L l , where 0 ≤ l ≤ ∞. The inner product in the L 2 space is denoted by ·, · L2(µ) which represents integration (i.e. expectation) with respect to µ. Expectation is further indicated by E. A random variable ξ : Θ → R with finite second moment, ξ ∈ L 2 (Θ, µ), is referred to as the stochastic germ. For clarity of presentation we take the stochastic germ ξ to be one-dimensional in this work. The extension to vector valued ξ with independent components is straightforward, see e.g. Sullivan (2015) . Let the P -th moment of a random variable ξ be given by M P (ξ) = E[|ξ| P ]. A probability distribution λ with P given moments, where 1 ≤ P < ∞, is denoted by λ(M 1..P ). The symbol ∼ denotes an element with distribution λ.
Let P n denote the ring of all n-variate polynomials with real coefficients and let P n ≤r denote those polynomials of total degree at most r ∈ N 0 . A polynomial g(x) :
is a vector of monomials. The set of all SOS polynomials in the indeterminant x is indicated by Σ[x]. The degree of a polynomial g in x is indicated by ∂(g).
Problem Statement and Background
In this work we are interested in estimating the region of attraction of the equilibrium state of a stochastic nonlinear system.
The systems we consider are continuous time second order processes of the forṁ
where x ∈ R n is the random state variable, a : R → R m is an independent random variable and f : R n × R m → R n is assumed to be polynomial in x and a.
We consider systems with an uncertainty-dependent attractive equilibrium point x EP (ξ). Let the set, given by the evaluation of x EP (ξ) for each realization of the uncertainty, be denoted by
In the following, the set I of a system is referred to as the equilibrium set.
Let ψ(t, x ini (ξ), ξ) denote the uncertainty-dependent solution of (1) at time t with initial condition x ini (ξ), where the initial state is also allowed to be random, i.e.
x(t = 0) = x ini (ξ). The ROA of the equilibrium set I is then defined as where P denotes probability, a.s. stands for almost surely in ξ and d is the distance measured in a chosen norm (e.g. the Euclidean norm).
Polynomial Chaos Expansion
Polynomial Chaos (PC) expansion can be used to approximate stochastic processes with finite second moment (which includes most stochastic processes of the physical world (Xiu and Karniadakis 2003) ) by a higher dimensional set of deterministic equations. Most of the notations and definitions used in this section can be found e.g. in Sullivan (2015) , Le Maitre and Knio (2010).
The PC expansion is performed within an orthogonal polynomial basis where the basis is chosen according to the type of probability distribution of the random variable in order to obtain optimal (in the L 2 -sense) convergence of the expansion. This is the case if the weighting function of the orthogonality relationship of the polynomial basis is identical to the probability function of a random distribution. Table 1 shows some of the orthogonal polynomials and their associated probability distributions. For a given probability space, an orthogonal polynomial basis is defined as follows.
Definition 1 Let µ be a non-negative measure on Θ.
A set of polynomials Q = {Φ i |i ∈ N} ⊆ P is called an orthogonal system of polynomials if for each i ∈ N,
where γ i := Φ i (ξ), Φ i (ξ) are the (non-negative) normalization constants of the basis.
The orthogonal polynomial basis is constructed using a normalization such that Φ 0 = 1. For any complete orthogonal basis of the Hilbert space L 2 (Θ, µ) the PC expansion is then defined as follows.
Definition 2 Let y(ξ) ∈ L 2 (Θ, µ) be a square-integrable vector-valued random variable in R m , m ∈ N. The polynomial chaos expansion of y(ξ) with respect to the stochastic variable ξ is the expansion of y(ξ) in the orthogonal basis
with vector valued polynomial chaos coefficients,
which are obtained from
With p → ∞ the series in (5) becomes an exact expansion of y(ξ).
The coefficients {ȳ i } i∈N0 can be obtained by computing the integral in equation (7) for each component of y using, e.g., Galerkin projection.
In the remainder of the paper we will denote any PC expansion coefficient or variable dependent on such with an overbar-notation to distinguish them from the stochastic variables. Moreover, the following notation is used for the coefficients of the PC expansion of y ∈ R m .
where the elements inȳ 0 are called the mean modes, and the elements inȳ J the variance modes. Together, they present the stochastic modes, denoted bȳ
PC expansion of stochastic polynomial ODEs
Applying the PC expansion to stochastic dynamical systems results in a deterministic representation of the system at the expense of an increased state dimension. More precisely, by expanding the random variables up to order p and projecting the resulting expansion onto each of the p basis functions, the n-dimensional stochastic system is represented by a n · (p + 1)-dimensional deterministic system. We use the notatioṅ
wherex ∈ R n(p+1) is the vector of PC expansion coefficients, andf : R n(p+1) → R n(p+1) , to refer to the dynamics resulting from the PC expansion of a stochastic system (1).
The expansion is demonstrated for an example system where n = 1.ẋ
Expanding (12) and dropping the (ξ) and (t)-notation for clarity results in
Projecting (13) onto the q-th basis polynomial we obtain q deterministic differential equations
(14) This expression motivates the introduction of a tensor notation, where we call
the rank-r Galerkin tensor, where r is the monomial degree. It is a sparse tensor, and a function of the chosen polynomial basis functions which results in constant entries. Even though its size increases rapidly with increasing polynomial degree and truncation order, computing the tensor is a one-time cost. It can be computed once offline and then stored for dynamic computations. Using the tensor notation in (15), equation (14) results iṅ
PC expansion of moments
In the PC framework the moments of a random variable or stochastic process can be retrieved from the expansion coefficients. Let x(t, ξ) ∈ R n be a solution trajectory of a vector valued stochastic system. With the notation in (5) the P -th moment, where 1 ≤ P < ∞, can be obtained
In particular, for the first moment, i.e. the mean of
and for the covariance matrix σ 2 of x(t, ξ)
where, in particular, we have for each entry of the matrix
Truncation error
For practical purposes, a PC expansion needs to be truncated for a specified order p. As the expansion series is L 2 -convergent for second order processes, low orders of p are in general sufficient to keep the error introduced by the truncation small and represent the original system sufficiently well (Sullivan 2015, Xiu and Karniadakis 2002) . More analysis of the effect of the truncation order and investigation of various undesired effects that truncated systems can exhibit can be found in Field and Grigoriu (2004) .
In the remainder of the paper the following working assumption will be made.
Assumption 1 There exists a finite truncation order p such that the stochastic system (1) is accurately represented by its truncated PC expansion (11).
In case a guaranteed accuracy of the truncated system is required the truncation error can be upper bounded and added to the expansion as model uncertainty, see, e.g., Mühlpfordt et al. (2018) , and Fagiano et al. (2011) for details. In Lucia et al. (2017) the effects of the truncation error on the stability of the moments of linear stochastic systems are investigated and conditions are proposed to factor the approximation error into a robust controller design.
Stability of Stochastic Systems
We are interested in analysing the stability properties of the equilibrium set of a stochastic system (1) by means of its PC expansion (11). In order to draw conclusions from the stability properties of the PC expansion on the stability of the stochastic system, a connection between the behavior of both systems needs to be established.
Relationship of equilibria
Before stating the notions of stability we first show the relationship between the equilibria of (1) and (11).
Lemma 1 If the PC expanded system has an equilibrium pointx EP ∈ R n(p+1) then the stochastic system has the equilibrium set given by uncertainty-dependent elements,
Proof. The componentsx EPi , i = 0, ..., (p + 1) of the equilibrium pointx EP represent the random variable x EP by the expansion relation in (5), such that
The moments of x EP are then given by thex EP through the relation in equation (17). By the definition of the equilibrium set in (2), every element x belonging to the distribution of x EP is an element of I.
Due to Lemma (1) the task of analysing the stability of the uncertainty-dependent equilibrium point of the stochastic system converts to the well-known problem of analysing the stability of an equilibrium point of a deterministic system. Moreover, it emphasizes the important aspect that an equilibrium point of the PC expanded system not only corresponds to an equilibrium set of the stochastic system but also contains the statistical information of the set. Note that the location ofx EP can be easily obtained by simulating a trajectory of (11) with initial state in the region of interest.
Remark 1 If the variance modes ofx EP are zero, i..e. x EPJ = 0, then the stochastic system has an uncertaintyindependent equilibrium point located at x EP =x EP0 . The equilibrium set I thus only contains one element. Moreover, if all stochastic modes are zero,x EP = 0, then also x EP = 0.
Remark 2 The condition in Lemma 1 is only sufficient and the reverse does not hold -if the stochastic system has an equilibrium set there is not necessarily one corresponding equilibrium point of the PC expanded system. This is for example the case when the stochastic system has a limit cycle, in which case also the PC expanded system can have oscillating equilibrium states.
Based on this relationship between the equilibria we propose a connection between certain stability notions which are specified for each system in the following.
P -th moment boundedness and stability
For stochastic systems there are various concepts of stability ranging from weaker forms such as stability in probability to stronger forms such as P -th moment stability up to almost sure stability, see, e.g. Kozin (1969) for an overview. In the following we focus on P -th moment boundedness and stability of stochastic systems where we employ the definitions as found in, e.g., Khasminskii (2012), Wu and Meng (2004) , Khalil (2002) :
Definition 3 The solutions of (1) are called ultimately bounded in the P -th moment if there exists a constant c > 0 such that for any b > 0 there exists a T = T (b) > 0 such that
Further, if there is only one element in I then let this element, without loss of generality, be the zero point. This zero point is called
• stable in the P -th moment, if for each > 0, there exists a δ > 0 such that
• asymptotically stable in the P -th moment, if it is P -th moment stable and, further,
We now define a suitable notion of stability for the PC expanded system. As we are interested in equilibrium points of the PC expansion and, further, the PC expanded system is deterministic, we use stability in the sense of Lyapunov.
Definition 4 The equilibrium pointx EP of (11) is locally stable if for each > 0 there exists a δ > 0 such that
Further,x EP is locally asymptotically stable if it is locally stable and δ can be chosen such that
With Definition 4 we find the following result for the stochastic system.
Theorem 1 Let the system (11) withf :D →D ⊆ R n·(p+1) be the PC expansion of the stochastic system (1).
If the equilibrium pointx EP ∈D is locally asymptotically stable then the solutions of the stochastic system (1) are ultimately bounded in the P -th moment in a neighborhood of I. If, further,x EP represents a I containing a single point, then (1) is locally asymptotically stable in the P -th moment.
Proof. Ifx EP is an equilibrium point of (11) then every trajectoryx(t) in a neighborhood ofx EP will eventually converge tox EP . As all componentsx i (t) in this case converge to a finite value, so does every term in the expression in (17) and thus E[|x(t, ξ)| P ] will eventually converge to a finite value, which is given by insertingx EP into the right hand side of equation (17). The ultimate boundedness of the P -th moment as defined in (22) follows. If the equilibrium pointx EP represents an I consisting of a single point then this implies thatx EPJ = 0 (see Remark 1). Thus, every component ofx J (t) will converge to zero and every component ofx 0 (t) will converge tox EP0 as t → ∞. Assuming without loss of generalityx EP0 = 0, it follows that equation (17) converges to zero and thus equation (24) holds.
Remark 3 Note that the reverse is not true: ultimately bounded solutions of the stochastic system (1) do not imply a convergence of the componentsx(t) to finite values. One example for this is readily provided by systems with a stable limit cycle. The trajectories in a neighborhood of the limit cycle converge to the limit cycle and thus are locally ultimately bounded, however the PC expansion coefficientsx i (t) do not converge to an equilibrium point but instead remain ultimately bounded to a set as well.
Theorem 1 allows us to obtain information about the behavior of the stochastic system by analysing the local stability properties of an equilibrium pointx EP of the PC expanded system. In the following we formulate the criteria with which the attractive region ofx EP can be obtained.
PC Expansion-based Region of Attraction Analysis
In this section we first define the ROA of an equilibrium pointx EP of the PC expanded system and state the criteria with which an inner estimate of it can be obtained. We then show how this ROA translates to an inner estimate of R * , the ROA of the stochastic system. Finally, optimization programs to maximize inner estimates of both ROAs are proposed.
Formulation of the ROA based on a PC Expansion
Let the ROA ofx EP be defined by the set
whereψ(t,x ini ) denotes the solution of the PC expanded system at time t with initial statex ini . An inner estimate ofR * , denoted byR, is then obtained from the following arguments.
Theorem 2 LetD ⊂ R n·(p+1) be a compact domain containingx EP and let V be a continuously differen-
then V is a Lyapunov function and every trajectoryx ini starting in Ω Vρ will converge tox EP as t → ∞. Thus, the setR = {x ini ∈D|x ini =x, ∀x ∈ Ω Vρ } is an inner estimate ofR * .
The proof uses Lyapunov arguments which are standard in ROA analysis and can be found, e.g. in Khalil (2002) , and Tan and Packard (2006) . The novelty here is the application, for the first time to the best of the authors' knowledge, to the PC expanded system and, as shown in the following, the connection ofR to the stability properties of the original stochastic system.
Theorem 2 presents a criterion for a setR to be an estimate of the ROA, whereR is in terms of the PC expansion coefficients. We now provide the means to infer information about R * , the ROA of the equilibrium set I of the stochastic system, fromR. More precisely, we show how the inner estimateR translates into an inner estimate R of the stochastic ROA. Recalling the expression (3) for the ROA of the equilibrium set I of a stochastic system, the following arguments can be made.
Lemma 2 LetR be an inner estimate of the ROA of x EP ,R ⊆R * . Then the set
is a subset of the ROA of x EP , R ⊆ R * .
Proof. We first establish the relationship between x ini (ξ) andx ini ∈R. The PC coefficientsx ini ∈R represent the stochastic variables x ini (ξ) by the relation (5), such that any x ini (ξ) ∈ R is given by
For this x ini (ξ), from equation (17) the moments are given by M 1..P (x ini ) =M 1..P (x ini ). This reasoning holds for all x ini ∈ R.
We now turn to prove R ⊆ R * . Recall, that from Theorem 2 we havex ini ∈R =⇒ lim t→∞ψ (t,x ini ) =x EP . Let furtherx(t) =ψ(t,x ini ) and x(t, ξ) = ψ(t, x ini (ξ), ξ). With equation (17) and the results from Theorem 1, it follows that ifx ini ∈R then E[|x(t, ξ)| P ] = p i,..,P =0
x i (t) · · ·x P (t) Φ i · ··, Φ P , and so lim t→∞ p i,..,P =0
where 1 ≤ P < ∞ and for a given x EP (ξ) and P the term E[|x EP (ξ)| P ] is a constant.
So far, we have shown the moment convergence of a random variable x ini (t, ξ) ∈ R. It remains to show that from this follows lim t→∞ P[d(ψ(t, x ini (ξ), ξ), I) = 0] = 1 a.s. .
To this end, assume there is a subset Θ
where ξ †C ∈ Θ †C and Θ †C denotes the complement of Θ † , such that Θ †C ∪ Θ † = Θ. The first term in equation (32) and by that the P -th moment of x(t, ξ) will, however, tend to infinity as t goes to infinity, unless the elements in Θ † have µ-measure zero. Consider now the case where d(x(t, ξ † ), I) → c as t → ∞, where 0 < c < ∞ is a constant. In order to not contradict (31) with the expression in (32) we find that either x(t, ξ † ) = x(t, ξ) for all ξ † = ξ, but this implies d(x(t, ξ † ), I) → 0 as t → ∞, or µ(ξ † ) = 0. Hence, from moment convergence follows the almost sure convergence of x(t, ξ) to I, such that lim t→∞ P[d(ψ(t, x † ini (ξ), ξ), I) = 0] = 1 a.s. for all x ini ∈ R and thus R ⊆ R * .
Algorithmic computation ofR
In the following we present optimization algorithms by whichR can be computed. In order to make the following implementations generalizable, a coordinate shift is introduced, similar to the one proposed in Iannelli et al. (2018) . The shift isz
and it is such that the analysed system is centered around the zero point. Note that while in Iannelli et al. (2018) x EP is not known because it depends on the uncertainty, in this formulationx EP is deterministic and obtained by simulation of the PC expanded system, as mentioned in Section 3.1.
Using polynomial functions for V , the conditions on the setR as stated in Theorem 2 are in polynomial form. This allows to employ an approach introduced in Parrilo (2000), and formulate the ROA conditions as semialgebraic set emptiness conditions. These can be efficiently solved through a relaxation to sum-of-squares (SOS) programs employing Stengle's Positivstellensatz (Stengle 1974) . Details on the procedure of formulating conditions such as those in Theorem 2 and Lemma 1 as set emptiness conditions and casting them as SOS constraints are omitted for brevity and can be found in, e.g. Parrilo (2000) , Jarvis-Wloszek et al. (2005) , and Topcu et al. (2008) . The resulting SOS program consists of polynomial objectives and polynomial constraints. Each of the constraints is a requirement that the polynomial is SOS. The SOS program can then be reformulated as a semidefinite program (SDP) that is convex in the coefficients of the polynomials.
Applying the procedure to the conditions onR as stated in Theorem 2 results in the following SOS optimization program.
where the multiplier s 1 is an SOS polynomial of potentially arbitrarily high degree which results directly from the Positivstellensatz and, once obtained, certifies that the solution of the program adheres to the constraints. The term l(z) is an even polynomial with small fixed coefficients (e.g., l(z) = 10 −4z Tz ), which results from the definiteness of the conditions in (28) and (29) for allx except forx EP .
In order for the optimization problem (34) to be convex in the decision variables and thus solvable as an SDP, the following steps are taken. The set Ω Vρ is formulated as the sublevel set
is the vector of monomials inz and ρ is fixed to 1 as optimizing over ρ is redundant when optimizing over Q V . Furthermore, the objective in (34a) is a generic expression for the volume of the ROA and needs to be replaced by a convex expression. It has been previously observed (Jarvis-Wloszek et al. 2005 , Tan and Packard 2006 , Ahbe et al. 2018a ) that higher degree functions V have the potential to verify larger estimates of the ROA. For ∂(V ) > 2 the volume of a sublevel set cannot be computed from a convex expression and thus a surrogate that is a computationally tractable measure for the ROA is employed. We use a convex measure in the form of the geometric mean of the eigenvalues of the matrix B of the sublevel set B = {z| b :=z T Bz ≤ 1} of a quadratic function b(z). The geometric mean of the eigenvalues of a matrix is a monotone function of the determinant, which itself is inversely proportional to the volume of the set. Minimizing the geometric mean of the eigenvalues thus maximizes the volume of a quadratic set. With the constraint that the surrogate set B lies inside the sublevel set Ω V1 , B ⊆ Ω V1 , a maximization of the set B leads to the estimate ofR being increased simultaneously. See Ahbe et al. (2018a) for more details and comparisons of convex measures for the ROA. Utilization of this surrogate set requires adding the following constraints to the optimization program (34):
The objective function (34a) is then replaced by the geometric mean of the eigenvalues of B,
The resulting optimization program then consists in
This SOS program is bilinear in the multipliers s 1 , respectively s 2 and V , respectively B, which prevents its direct solution as an SDP. However, it can be solved iteratively as an SDP by fixing one of the two bilinearly appearing variables and optimizing over the other, and vice versa. This requires an initial estimate for one of the two variables. Here, an inital estimate for Ω V1 is obtained by linearizing the system (11), shifted in the coordinates as in (33), around the equilibrium pointz = 0 and solving the Lyapunov inequality for the linearized state matrix. The resulting Lyapunov matrix is then suitably scaled (e.g. by bisection) to obtain a feasible initial Lyapunov function for the nonlinear system. Similarly, the initial estimate of the matrix B can be found by using a unit diagonal matrix with a suitable scaling.
Recovering R fromR
We propose an approach in form of an optimization problem in which the set R, as given by Lemma 2 for initial conditions with specified stochastic properties, can be recovered from the setR. In particular, the program shows how to obtain a maximized estimate R of the true ROA R * from a given setR. The set R is given by stochastic variables x, whose statistical properties are given by all possible states of the PC coefficients contained inR. In the setR, the mean modesx 0 and the variance modes x J can be traded off, allowing for a wide range of distributions of x being represented byR. In order to obtain a set R of the stochastic system in the x variables, one of the two statistical properties, either the mean or the covariance, of the initial states can be fixed and the set R obtained in terms of the other. We here choose to fix the covariance of the initial states x to a specified level, which is denoted byσ 2 , and compute R in terms of the mean of x. The R obtained in this way will be denoted by R 0 in the following. Since m(x) =x 0 (equation (18)), the set R 0 is given by
Note that as defined in (10)
The set R 0 can be computed from a givenR by the following optimization problem. Let R 0 hereby be represented by the 1-sublevel set of the polynomial function
The aim is to maximize R 0 insideR while keeping the size of the polynomials in (20), representing the covariance of the initial states x ini , fixed.
v(x 0 )
where Q V is the optimizer of (34). Note that (39d) is a matrix equality constraint with polynomial entries. Sinceσ 2 is a symmetric matrix, equation (39d) results in n(n+1) 2 scalar constraints. As ∂(R 0 ) = ∂(V ), a convex surrogate set similar to that in (35) is introduced to tractably maximize R 0 for ∂(R 0 ) > 2 . To this end we use a quadratic sublevel set in terms of the mean modes, B 0 = {x|x T 0 B 0x0 ≤ 1}, constrained to remain within R 0 . The following constraints are added to program (39) to give a convex optimization of a lower bound on the volume of R 0 .x
The following optimization program shows the implementation of the problem in (39)-(40) that efficiently ob-tains an estimate of R 0 . Note that the objective function is the volume of the surrogate set, B 0 . max s0,h lk ...,sm,Q0,B0 det(B 0 ) 1/n (41a) subject to:
The objective function is now the volume of the surrogate set B 0 represented by the geometric mean of the eigenvalues of the matrix B 0 . The vectorx d J := [x d1 , ...,x dp ] T contains the variance modes of the d-th dimension with d = 1, . . . , n and Γ = diag[γ 1 , ..., γ p ]. The sum in the second term of (41b) represents the scalar equality constraints given by the matrix equality in (39d). The polynomials s 1 , s 2 are the SOS-multipliers, resulting from the application of the Positivstellensatz, which certify the inequality constraints. The polynomials h lk are indefinite multipliers certifying the equality constraints. The highest monomial degree in v(x 0 ) is chosen to be equal to the highest monomial degree of v(x) in V (x). As the constraint (41c) involves only thē x 0 coordinates, the associated multiplier s 2 contains polynomial terms only inx 0 . The algorithm has bilinear terms in the SOS-multipliers and B 0 , respectively Q 0 . As is the case in the program in (37), we solve (41) iteratively.
Remark 4 If ∂(V ) = 2 then the optimization can be performed to directly minimize det(Q 0 ) 1/n without using the surrogate set. This removes the constraints (41c) and (41e) from the algorithm.
Remark 5 In the case ofσ 2 = 0, i.e. the covariance in the initial state is fixed to zero, R 0 can be obtained directly from the computed estimateR by setting all terms containing variance modes to zero. In this case there is no need to solve (41).
Remark 6
The complementary problem of maximizing the allowed covariance in the initial conditions for a fixed mean can be done by inserting the desired fixed matrix Q 0 and movingσ 2 into the objective. The objective then consists of the convex expression det(σ 2 ) 1/n and the resulting problem can be solved without the use of a surrogate set and its associated constraints.
Numerical Examples
We demonstrate the application of the proposed analysis method to an uncertain Van-der-Pol system and to the dynamics investigated in Iannelli et al. (2018) . Both dynamics are affected by uncertainty in form of a random variable with a uniform distribution. While the first example locally converges to the zero point for all realizations of the random variable, the dynamics of the second example have an uncertainty-dependent attractive equilibrium point.
We denote in the following a uniform distribution between the boundary values u and v by Unif (u, v) . The choice of a uniform distribution is motivated here by the possibility to compare the results to previous studies. However, any other L 2 -distribution can be considered using the methods presented. Considering other distributions only requires the computation of the Galerkin tensor (15) for the associated polynomial basis.
The numerical results were computed with Matlab 2018b, using the open-source toolbox YALMIP (Lofberg 2009 ) to formulate the SOS programs and the commercial solver Mosek to solve the SDPs.
Uncertain Van-der-Pol dynamics
In the first example, we consideṙ
where c(ξ) ∼ Unif(0.7, 1.3) is a random variable depending on the stochastic germ ξ ∼ Unif(−1, 1). In order to obtain optimal convergence properties we use the Legendre polynomial basis for the PC expansion of the dynamics which is the basis associated with uniform probability distributions (see Table 1 ). We expand the dynamics (42) in the Legendre basis to obtain the PC expansion coefficient dynamicṡ
The dynamics (43) have an equilibrium pointx EP = 0 and thus the equilibrium set I consists of the zero point which shows that the system (42) has an uncertaintyindependent equilibrium point at x EP = 0. This equilibrium point is locally stable for c > 0 and for any fixed c > 0 the true region of attraction is given by the unstable limit cycle encircling the equilibrium point which can be obtained by simulation.
In order to choose the truncation order of the PC expansion, the significance of the first five stochastic modes has been investigated by simulating the dynamics in (43). Figure 1 shows the evolution of the modes starting from the deterministic initial condition x ini = [1, 1.5]. As the modes for p > 3 are negligible p = 3 has been chosen for the truncation which results in a total of p + 1 = 4 modes per dimension. We compute the sublevel setR . All modes eventually converge to zero, which is the equilibrium point of the system. from the optimization program (37) for ∂(V ) = 4, and use the results to compute the ROA estimate R 0 as in (41) for different values of fixed variance on the initial condition. We choose a diagonal covariance matrixσ 2 with equal diagonal entries. The results are presented in Figure 2 (solid lines). As intuitively expected, the R 0 in terms of the initial state of the mean modes decreases with increasing size of variance in the initial state. Additionally, for comparison of different Lyapunov function degrees, we compute the R 0 estimate with zero initial variance for a quadratic V (red dash-dot line). It can be seen in Figure 2 how the higher degree V returns larger estimates of the ROA in this case. Figure 2 further shows the true ROA of the stochastic system which in this example consists of the intersection set encircled by the two limit cycles resulting from using the extreme realizations of the uncertainty to simulate the system (black dashed and dotted lines).
Dynamics with uncertainty dependent equilibria
In the second example we consider the following uncertain dynamics studied in Iannelli et al. (2018) x
where c(ξ) ∼ Unif(0.9, 1.1) is a random variable depending on the stochastic germ ξ ∼ Unif(−1, 1). This system has two equilibrium points whose location is uncertaintydependent, and of which one is stable and the other unstable. Using the Legendre polynomial basis, we expand Estimates of R0 in terms of the initial mean states for various cases of fixed variance on the initial state. The results are obtained from a quartic V for several variance sizes and from a quadratic V for the case of zero minimum variance for comparison. We consider for each case an equal variance in both initial coordinate states. The black dashed and dotted lines show the Van-der-Pol limit cycle trajectory for the extreme values of the uniform distribution of c(ξ). In this example their intersection provides an upper bound to the true ROA of the system, and thus give an indication on the conservatism associated with the computed inner estimates.
the system similarly to the first example and simulate a sample trajectory of the PC expanded system in order to determine the significant modes as well as the exact location of the stable equilibrium point. As Figure 3 reveals choosing p = 2 captures the significant modes. The stable equilibrium point lies atx EP = [0.4086, 0.7145, 0.0369, 0.0456, -4.9635e-04, -0.0012] T .
As the PC expanded system has a non-zero equilibrium point, we obtain from Lemma 1 the equilibrium set I of the stochastic system, which consists of all elements belonging to the distribution with mean m = [0.408586, 0.7145229] T and covariance σ 2 = [4.533e-04, 5.603e-04; 5.603e-04, 6.923e-04]. Figure 4 illustrates this set by showing how trajectories from three different initial states converge to a different equilibrium point for different values of uncertainty. The yellow line indicates thex 0 -trajectory of the PC expanded system which represents the mean of the stochastic system. As in the first example, the ROA estimate is computed from (37) for a quartic V and the results used to obtain the ROA R 0 in terms of the mean modes for zero variance on the initial state, as described in Remark 5. The results can be seen in Figure 5 . The comparison with the ROA estimates in Iannelli et al. (2018) shows that the approach proposed here provides similar sizes of ROA. To validate the results, we ran a Monte-Carlo simulation of the system (44) for 1000 initial conditions on the boundary of the R 0 for each of 20 realizations of the uncertainty ranging over the distribution. For illus-tration, three examples of the Monte-Carlo simulation using 8 realizations of the random variable over the distribution range are shown. The true ROA for this system is unknown. In order to obtain an upper bound on the conservatism of R 0 we search for diverging trajectories by performing Monte Carlo simulations for a range of initial conditions located in the neighborhood outside of R 0 . The closest diverging trajectories found with the chosen sampling grid are shown in Figure 5 . Fig. 4 . Depending on the realization of uncertainty the trajectories of the system (44) converge to different equilibrium points, which together build the equilibrium set as given by Lemma 1. The mean modesx0 converge to the same point which corresponds to the equilibrium point of the PC expanded system.
Comments on the numerical implementation
The computational tractability of solving any SOSprogram depends crucially on the size of the problem. (44) for a range of realizations of the random variable is shown (blue lines). Note that the blue lines are each a trajectory of a deterministic system (obtained by sampling random values of the uncertainties in the stochastic dynamics); as for deterministic variables the mean equals the nominal value, xnom = m(xnom), the trajectories are plotted here in the mean coordinatesx0. The mean modesx0 of the PC expanded system are also plotted (black dashed lines). For the three closest detected initial states with diverging trajectories the worst-case result of the Monte Carlo simulation is plotted.
The problem size scales exponentially in the number of states and polynomial degrees (polynomially, if scaled in either state or in polynomial degree alone). While the PC expansion approach does not alter the polynomial degrees it does lead to a (p + 1)-fold increase of the number of states. Depending on the number of modes needed to represent the system with a sufficient accuracy, the number of states can quickly become prohibitively large for low-dimensional stochastic systems. Research on more efficient SDP-solvers is ongoing and this limitation is likely to be alleviated in the future. One immediate remedy is offered by the DSOS/SDSOS framework introduced in Ahmadi and Majumdar (2019) , which can solve SOS-programs tractably for up to 50 states. While potentially resulting in more conservative estimates these relaxations promise a significant speed up of the SOS program.
Conclusion
In this work we present a method to compute inner estimates of the region of attraction of stochastic nonlinear systems. The proposed method is applicable to a broad class of system consisting of second order processes which are affected by uncertainties coming from any L 2 -distribution and which are further allowed to have uncertainty-dependent equilibria. The analysis is enabled by using Polynomial Chaos expansions through which a stochastic ODE is converted into a deterministic one. Using suitable stability notions in the form of moment boundedness and Lyapunov stability, it is shown how the ROA analysis of the PC expanded system offers direct information on the attractive behavior of the stochastic system for which a notion of a ROA is derived. A numerical implementation for obtaining inner estimates of the ROA when the PC expanded system has a polynomial expression are provided via SOS optimization. The application to two examples taken from the literature shows that the proposed approach provides estimates of the ROA which are comparable to literature results obtained with less general methods. Further, the approach allows the user to obtain information on the stability of the system with defined statistical properties, such that if a particular uncertainty on the initial condition is known, the corresponding ROA estimate can be obtained. The analysis method proposed here can be used and extended for various purposes among which are the stability analysis of systems with more complex equilibrium behavior, and the use of stochastic ROA analysis in controller design.
