Abstract-Network management becomes more and more complex with growing networks. Web services are seen as a possible way to deal with the complexity. To exploit the advantages of Web services, a management system must be aware of the management functionality that is offered by the devices as Web services. In a distributed management environment, a centralized registry is not suited. In this paper, we propose a peer-to-peer registry that is based on semantic descriptions of the available management Web services. The idea is to let all devices that offer management Web services take part in the overlay peer-to-peer network, such that no external or central registry server is needed. We show how a policy-based management system that depends on Web services can benefit from such a registry, discuss some of the implementation issues, and give evaluation results.
I. INTRODUCTION
Although networks seem to be almost ubiquitous these days, they are still growing. The vast majority of companies use networks to connect different company locations, to share resources, and to communicate via e-mail and voice over IP (VoIP) . Not only the number of connected devices is growing, bandwidth and real-time requirements are growing, too. It is the task of network management to ensure that these requirements are not violated. This task is becoming more and more difficult due to the rising complexity that results from the heterogeneity. Standard management techniques such as the Simple Network Management Framework (SNMP) [1] , command line interfaces and management scripts, commonly used by many administrators, are no longer suited to deal with heterogeneity in the network. For example, the management of a Juniper router is very different from the management of a Cisco router.
In the network management community, many people see Web services [2] as a possibility to solve some of the most important problems: First of all, since Web services are platform independent and use standard Internet protocols, they help to deal with the heterogeneity [3] . Second, they offer a unified communication model for network, application, and systems management [4] . Third, with Web service composition mechanisms, automation can be supported [5] , [6] . To make use of these advantages, a management system must be aware of the available management Web services and its semantics, e.g. it must "understand" the differences between Juniper and Cisco routers. UDDI [7] is often used for this purpose, although it is difficult to add semantic support to it. Futhermore, UDDI is a centralized approach, and therefore not well suited for a registry of management Web services. The main argument against a centralized registry is the self-management paradigm that is becoming more and more popular [8] , [9] . In a self-managing environment, management is done in a heavily distributed fashion. A centralized component is a single point of failure and an impurity [10] . A distributed approach, where the registry is formed as an overlay by the devices that offer the management Web services fits much better into the selfmanagement paradigm.
This paper proposes a Web service registry based on peer-to-peer technology and shows, how this registry can be integrated into a policy-based management architecture for Autonomic Communications. It is structured as follows. Section II discusses related work regarding peer-to-peer Web service registries. PoMAS, a policy-based architecture based on Web services is introduced in Section III, and it is shown, how such a system can benefit from a peer-to-peer registry. In Section IV, we present our concept of a distributed peerto-peer-based Web services registry for network management Web services. Section V explains some aspects of the implementation and the implemented prototype. Evaluation results are shown in Section VI, before we summarize the paper in Section VII.
II. RELATED WORK
Universal Description, Discovery and Integration (UDDI) [7] specifies a central directory service that should serve two purposes:
1) Registering available Web services and 2) Searching for applicable Web services. UDDI servers can be open to the public or kept private in an intranet. The information provided by an entry of the UDDI registry can be classified as White Pages (information about the publishing organization, Yellow Pages (categorized list of Web service descriptions), and Green Pages (technical information about services including the URI).
Thaden, Siberski, and Nejdl [11] presented an approach for a decentralized Web services registry, which allows distributed registration and discovery of Web services and is based on peer-to-peer technology. There is also a prototype implementation based on the Edutella framework [12] . The running example used in the paper is a special purpose image search over a large amount of databases, which offer different Web services for searching. In the prototype, the Web services are described using DAML-S. Moreover, they use an ontology containing concepts such as ImageService, DeliverByMailImageService, VectorImage, GIF, etc. Based on this information, candidate services for image search can be found using a matching algorithm proposed by Paolucci et al. [13] . The prototype supports queries in the Edutella query exchange language (QEL). It allows searching, but not service binding and execution. The idea is to connect different UDDI and other private registries with peerto-peer technology, because neither a global UDDI registry nor globally replicated registry information seem realistic and achievable. The idea has been proposed in [14] . Furthermore, previous work on combining semantic web and peer-to-peer technology has been discussed by Maedche and Staab [15] , as well as Nejdl et al. [16] .
Castro et al. [17] proposed a universal ring as an overlay joined by all participating nodes. This ring provides a persistent store, a multicast communication service, and a distributed search algorithm. For service advertisement and discovery, a description of the service is stored in the ring. This description can be associated with different implementations of the service.
OWL-S [18] is an ontology for semantic description of Web services and Web service compositions. The description is subdivided into three components: ServiceProfile, ServiceModel, and ServiceGrounding. The ServiceProfile describes what a service does using functional properties (IOPE: input parameters, output parameters, preconditions, and effects) and non-functional properties (e.g. serviceName, textDescription). Especially the functional properties are used to publish and find OWL-S Web services. In the ServiceModel, a Web service is mapped to one or more processes. The inputs and outputs of processes can be defined using OWL classes [19] or W3C XML Schema types [20] , whereas the preconditions and effects can be modeled as logic formulas. Processes can be AtomicProcesses, CompositeProcesses or SimpleProcesses (processes that do not have a grounding and cannot be executed). All processes (except SimpleProcesses) need a ServiceGrounding that binds them to concrete specifications and messages. The grounding makes use of the Web Service Description Language (WSDL) [21] .
III. POMAS -A POLICY-BASED MANAGEMENT SYSTEM
USING WEB SERVICES In this section, we describe PoMAS 1 , an architecture for Autonomic Communications [22] , [23] , which is based on Web services. PoMAS uses a policy refinement algorithm based on automatic Web service composition. This refinement algorithm stresses the need for a powerful registry component to find relevant services that can be included in the composition. The following description of PoMAS is meant as a brief introduction to PoMAS, for more details refer to [23] .
A. PoMAS Architecture
PoMAS contains three parts (see Figure 1 ): the network devices layer, the policy engine, and the user interface. The devices on the device layer are expected to offer Web services for configuration, for monitoring, and/or for notification. These services are called Low-level services (LLS). Network devices register their LLS in the registry, along with information about the structure and semantics of their LLS.
The refinement engine uses automatic Web service composition to combine different higher-level services (HLS) to perform aggregated tasks [24] . For example, it is possible to compose the Web services for a certain management task (LLS) into a single HLS that performs the operation in an entire subnet.
With the user interface, the administrator can specify policies and additional (high-level) services.
B. Policy Refinement Algorithm
The policy refinement approach is based on semantic Web services in OWL-S. It assumes a Web service based management infrastructure with management Web services as lowlevel services (LLS) offered by the devices. Automatic Web service composition is used to combine different available Web services in order to obtain a desired higher-level result. The idea is to automatically create OWL-S services that can perform monitoring or configuration tasks needed by a policy.
The task of the policy refinement engine is to break down a high-level policy (HLP) into several HLS descriptions. The refinement engine tries to compose services that perform the tasks of the HLS, using the existing LLS offered by the devices. It receives policies from the GUI and sends a refined policy in the form of OWL-S descriptions of composite services combined with the extracted policy event (if present) to the policy decision component. In order to process the policy, the refinement engine needs access to a Web service repository (see Figure 2 ).
Fig. 2. Interactions of the policy refinement engine and the Web Services registry
In order to find the LLS that have to be combined, a description of the infrastructure and the available (low-level) management Web services is needed. We use ontologies, because they provide concepts and abstractions needed for the semantic description of the devices in the network and their management functionality. OWL-S descriptions of the available services include their IOPEs and make use of these ontologies. The refinement engine is responsible for identifying the needed IOPEs by extracting them from the policies and for finding relevant services.
C. Using a Peer-to-Peer Registry
As described above, a centralized registry such as UDDI is an impurity in a self-management environment. A distributed approach, where the registry is formed as an overlay by the devices that offer the management Web services fits much better into the self-management paradigm.
The idea is to let all devices that offer management Web services take part in the overlay peer-to-peer network, such that no external or central registry server is needed. The registry function is offered by the devices themselves. Figure 3 illustrates this idea.
However, not all devices are powerful enough to participate as "full members" of the overlay. Therefore, different roles with different responsibilities, assigned based on the available resources on the devices have to be supported.
As described in Section III-B, the registry has to be consulted for every policy refinement. Thus, the output of the refinement may vary, if the contents of the registry changes. However, this reflects the volatile nature of the network. A stable network without frequent changes will have a more stable refinements.
IV. CONCEPT OF A PEER-TO-PEER REGISTRY FOR MANAGEMENT WEB SERVICES
This section presents the concept of the proposed peer-topeer registry. The registry has been designed to work with PoMAS, as a "plug-in". Thus, it does not rely on the policybased architecture and could be also used in other settings and for purposes others than network management.
In the following, we describe the application of the registry with PoMAS and discuss how service are described. Then, we reveal details of the messages that are used for external and internal communication and describe the overlay network. Finally, we sketch some of the used algorithms briefly.
A. Application Scenario
Adding users to an organization's network system is a typical task for an administrator. In the university context, for example, new user accounts are needed not only for new employees, but also for students participating in special practical courses, for conference participants, or for specific other external guests. Usually, the administrator has to take care that the different user accounts get the correct permissions according to their roles. Sometimes, they are assisted by scripts or predefined work-flows.
The network for the user management example consists of different servers and services, including wireless access, Mail service, DB servers, VPN, file server, etc. There are different company locations. Each location has a router and several different servers. Furthermore, there are wireless LANs at each location. The company is divided into departments. The system offers services such as SPAM filtering, mailing lists, and file backup service.
If all these devices offer their management functionality as Web services and PoMAS is used as a policy-based management system, configuration for new users can be automated. An administrator has to add a new user to the system. PoMAS will notice that it has to call the Web services of the devices to check whether all policies for users (such as "all employees have an email account") are fulfilled. If not, PoMAs will call the Web service of the email server to create the missing email account. This Web service could be a composed one, e.g. it could consist of a Web service to determine the relevant email server for the new user, another one the generate an email address for the new user which is not already used, and the actual Web service to create the account.
1) Scenario 1 -Adding a Component:
When a new component such as an email server is connected to the network, it will try to register its management Web services at the registry. The registry can be found via broadcast or a service location protocol. For registration, the semantic description of the service (see Section IV-B) is used. Thus, a service is stored in the registry according to the URIs of its concepts for the IOPEs. After the registration, the management Web services of the new component can be found by consulting the registry.
2) Scenario 2 -Performing Configuration Changes: If a configuration change (such as adding a new user to the system) has to be performed, PoMAS uses the registry to search for all relevant services. Relevant in this case means the Web service belongs to a desired target device and it performs the requested operation (i.e. providing needed properties for the new user). To determine which services are relevant, their semantic description (see Section IV-B) is used. By calling all the Web services that are the result of the query, the configuration change can be done without requiring the administrator to have any further knowledge about the location of the devices, the network topology, or other specific information.
B. Service Description
The Web services that offer management functionality are described using OWL-S. These semantic descriptions are stored in the peer-to-peer registry. Using semantic descriptions allows searching a service by a desired effect, not only by name. Inference engines can be used to find services providing equivalent outputs or effects. An example of such a conceptual equivalence is "duplex mode" and "double-sided printing mode". Also, inheritance can be exploited. For example, if a service producing a URI is needed, a service that outputs a URL will also fit.
In order to support such queries, the objects, i.e. the service descriptions, have to be distributed in the peer-to-peer network not according to their names (or hashes on it) but according to its concepts. Since we want to consider both output parameters and effects, a service description may be stored more than once. For example, a service changing the printing mode and returning an error code and an error text may be stored under the concept "printing mode", "error code" and "error text".
In order to effectively use these ontologies in a production system, they must cover all needed aspects of networks and system. Although no "world ontology" is needed, a set of standardized management ontologies should be used -which currently does not exist. However, we used parts of the DENng [25] information model as a starting point to create the needed ontologies.
C. Messages from Clients to the Registry
Communication with the peer-to-peer registry is done using two request/reply message pairs, which are shown in the following. Since we are working in a SOAP, WSDL, and UDDI environment, it seems obvious to choose an XMLbased [26] message protocol. For transport, User Datagram Protocol (UDP) is sufficient, because we do not use state-based communication but a simple request/reply protocol. Reliable transport is also not needed since messages can be repeated if they get lost. Fig. 4 shows the grammar of the registration message in W3C XML Schema. It takes an RDF document containing the OWL-S description of the Web service as argument. A query is done in the same way as the registration. An OWL-S description of the desired service is specified as an argument. Of course, the OWL-S description of the desired service will be much less complete than that given during the registration since only effects and outputs are used. Figure 5 shows an OWL-S description for a desired service. 
D. The Overlay Network
One of the main issues that have to be solved when using peer-to-peer technology is the organization of the overlay network. The topology of the overlay network may differ completely from the underlying "real" network topology. Therefore, the peer-to-peer system has to provide its own routing methods, which should be robust enough to deal with changes in the underlying network structure as well as with link faults or peer faults.
Platform independence and XML-based communication are important characteristics of Web service environments. The peer-to-peer framework should fit well into this paradigm. Therefore, we chose JXTA [27] . JXTA supports both rendezvous peers and edge peers. Rendezvous peers are special peers that hold the shared resource distributed index (SRDI). The SRDI is a distributed algorithm for creating and maintaining a conceptual resource index of a network [28] . The rendezvous peers take part in a distributed hash table (DHT) to answer queries. Edge peers are normal, non-rendezvous peers. Devices with limited resources can participate as edge peers, whereas more powerful devices take more responsibility and act as rendezvous peers.
E. Internal Communication
For the internal communication, i.e. the communication inside the peer-to-peer overlay network, JXTA offers a large number of different pipes. JXTABiDiPipes, for example, offer a bidirectional communication channel which can be used in a reliable way optionally. The messages used for internal communication are the same as described in Section IV-C.
F. Important Algorithms 1) Finding Responsible Peers:
Every peer participating in the overlay network of the peer-to-peer registry must assign the same peer to a Web service. The organization of the peers is done by the JXTA framework. It provides information about available peers. To assign concept to peers, we use a version of a content addressable network (CAN) [29] that has been adapted to JXTA IDs. In contrast to the original CAN, the responsible peer is not identified based on its peer ID but on the published pipe ID in order to achieve a better distribution of the peers. Figure 6 depicts how the algorithm works.
The algorithm starts by checking a trivial case: if there is only one known peer in the network, this peer is responsible. Otherwise, the decision will be based on hash values. Before calculating the hash values of the concepts, the reasoner is used to find compatible concepts for which the hash value calculation is also done. After that, the algorithm tries to find a peer for each hash value with a value minimally greater than the calculated one. If there is no peer with a minimally greater hash value, one with a value minimally smaller is searched. The resulting peer is the responsible peer. To calculate the hash value, well-established hash functions such as MD5 [30] or SHA1 [31] can be used.
2) Processing Requests: The first step of processing a request is to find the responsible peers (as described above). A request may include several concepts. Therefore, more than one peer may be responsible. Also, the reasoner checks for compatible concepts before hash values are calculated. The list of responsible peers will be iterated. In case the responsible peer is the local host, the request can be answered locally. Otherwise, the request has to be forwarded to the other peer. The forwarding peer is responsible for collecting the answers from the different peers and sending back an aggregated answer to the origin of the request. If an error occurs, this Flow diagram showing the algorithm that is used to select the responsible peer for given attribute peer has to send back an error message. Figure 7 illustrates this algorithm.
3) Ensuring Data Consistency: Peer-to-peer networks may experience continuous change. Peers may be added and removed, either due to voluntary actions of administrators or because of failures. This is a hazard to the consistency of the data in the peer-to-peer network. If a peer leaves the network voluntarily, it has to transfer its data to another peer. Therefore, a new responsible peer will be selected (see above).
However, peers may also leave involuntarily due to faults or failure. In this case, data will be lost. To keep the stored data consistent with the actual situation, data should be reloaded from time to time. To lower the risk of data loss, redundancy can be added to the peer-to-peer network by assigning more than one responsible peer. However, a trade-off has to be made between protection against data loss and the added overhead. This trade-off depends on the planned usage environment of the system. In a stable environment with few failures and changes, redundancy should be kept low.
V. IMPLEMENTATION
A prototype of the registry has been developed in Java 1.6, using the OWL-S API [32] for OWL-S processing. The In addition to the main parts mentioned above, which are implemented as different packages, there is a test package that provides JUnit tests for the parts that are independent from the peer-to-peer overlay network.
A. Registry Server
This part contains the main class of the system (RegistryServer), which is responsible for controlling the system as well as the functionality of the local server. Its main functions are the local server and the peer-to-peer kernel, which are implemented as different threads.
The server listens to UDP packets and forwards them to the peer-to-peer kernel, if they have been identified as requests by the XML parser. The kernel determines the responsible peer(s) and forwards the request. The local server collects and aggregates replies.
The local data is managed by the class DataStorage. It uses a TreeMap with the URIs and the device IDs. A FIFO queue is used to manage the data validity efficiently, without frequent searching through the entire database.
B. XML Message
This package implements the object-oriented message representation. It provides the necessary scanner and parser for the messages, including OWL-S support. In order to ensure a modular design that facilitates future extensions, the messages are created using the visitor pattern [33] .
C. Peer-to-Peer
This package contains the peer-to-peer kernel (P2PCore) that is started in the registy server (see Section V-A). The thread first initializes the JXTA framework. After that, the peer connects itself to the overlay network. The peer-to-peer kernel publishes the local resources, especially the contents of the JXTAServerPipe periodically. The JXTAServerPipe is the input channel for requests in the overlay network.
For efficiency reasons, an internal representation independent from the JXTA framework is used for the data storage. Advertisements are stored in AdvertisementKeeper, which is implemented in analogy to the DataStore, including the validity check using a FIFO queue.
Another important class in the peer-to-peer package is SHA1DigestProducer. It can be used to calculate hash values with SHA1, which is used for assigning information to individual peers according to the CAN principle.
For startup, a file named knownhosts.dat is used. Each entry in the file is contacted with a timeout, which defaults to 30 s. If no rendezvous connection can be established during this time, the next entry is probed.
VI. EVALUATION
In order to evaluate our prototype, we have performed different experiments. In the following, we will discuss the time needed for query processing. Then, we will take a look at service registration and the required initial OWL-S processing.
A. Processing Queries
Scalability with a growing number of peers is an important criterion for the usablility of a peer-to-peer solution. To evaluate the implemented prototype, we measured the average duration of processing a request (until the reception of the answer). To ensure scalability, this duration should increase only moderately with the increase of the number of peers. Table I shows our measurement results for the average processing time (in ms) of different requests. The peers have been initialized uniformly inside a Gigabit LAN. Afterwards, a dedicated host sent a series of 100 random requests to the peer-to-peer network. The experiment has been repeated 50 times. Different rendezvous peers have been used. Fig. 8 illustrates the increase of the average processing time related to the number of peers in the system. The huge increase in the beginning of the curves results from the following effect. If the number of peers is equal to the number of rendezvous peers, queries can be answered locally, resulting in average processing times around 6.5 ms. If we compare the results for 8 and 16 peers, we see an increase of processing time of ca. 34% when the number of peers is doubled (with 1 -3 rendezvous peers). This increase results from a decreasing probability that the contacted peer is already the responsible peer. Extrapolating these results for 1280 peers, we should be around 0.5 s. for the average processing time. This is consistent with the evaluation results for the underlying JXTA framework [34] , [35] .
B. Service Registration
The majority of the Web services is registered when the peer-to-peer registry is started. Later, new services will be added when new devices with additional management Web services are integrated into the network.
In the following, we present measurement results for the start-up phase (see Table II ). We measured the time that it took to register all available Web services in the peer-to-peer registry using different sets of Web services with different numbers of services. We used a peer-to-peer network of 16 peers, where 4 peers act as rendezvous peers.
# Web services
Registration time (ms)  1  10446  10  10910  20  12159  50  15163  100  23700   TABLE II  TIME NEEDED TO REGISTER WEB SERVICES (WITH 12 EDGE PEERS AND 4 RENDEZVOUS PEERS)
The time needed for the registration rises with a growing number of Web services, as expected. However, besides a relatively slow registration, we can observe a large plateau in the beginning. Even the registration of a single Web service takes more than 10 s. Therefore, we analyze the OWL(-S) initialization separately from the registration request processing. Figure 9 depicts the results graphically. We see that especially the OWL-S processing is responsible for the long registration time. The actual request processing, i.e. the processing done by the peer-to-peer registry, shown by the line at the bottom, is much faster. The reason for the weak performance of the OWL-S processing is the slow ontology set-up of the used libraries (Jena and OWL-S API).
VII. CONCLUSION
In this paper, we have shown the concept of a peer-topeer-based registry for Web services. This registry is part of PoMAS, a policy-based management system for Autonomic Communications. The registry is realized as an overlay formed by the devices that offer management functionality as Web services, because in this way a single point of failure can be avoided and the registry fits better into the self-management paradigm. The contribution of the paper is to show how a distributed Web service registry that stores management Web services according to their IOPEs using OWL-S can support PoMAS.
Initial evaluation results demonstrate that the registry scales linear to the number of Web services being registered. Although linear is sufficient here, optimizations are still needed, especially for the ontology processing. In our future work, we will investigate and integrate distributed ontology processing techniques. This includes substitution of the used OWL(-S) libraries with less resource consuming alternatives. Also, we want to reduce memory consumption of our software to make it more lightweight and better suited for network devices with limited resources.
