Intermetallic crystal structures offer an enormous structural diversity, with an endless array of structural motifs whose connection to stability and physical properties are often mysterious. Making sense of the often complex crystal structures that arise here, developing a clear structural description, and identifying connections to other phases can be laborious and require an encyclopedic knowledge of structure types. In this Article, we present PRINCEPS, an algorithm based on a new coordination environment projection scheme that facilitates the structural analysis and comparison of such crystal structures. We demonstrate the potential of this approach by applying it to the complex Ce-Ni-Si ternary system, whose 17 binary and 21 ternary phases would present a daunting challenge to one seeking to understand the system by manual inspection (but has nonetheless been well-described through the heroic efforts of previous researchers). With the help of PRINCEPS, most of the ternary phases in this system can be rationalized as intergrowths of simple structural fragments, and grouped into a handful of structural series (with some outliers). These results illustrate how the PRINCEPS approach can be used to organize a vast collection of crystal structures into structurally meaningful families, and guide the description of complex atomic arrangements.
Introduction
The description of crystal structures is central to the field of crystallography and materials chemistry [1] [2] [3] . A well-devised description of a crystal structure not only highlights its structural features, but also provides insight into its bonding, electronic structure, and physical properties. However, a successful structural description is not always easy to achieve: while for certain materials, such as oxides and metal-organic frameworks, our chemical understanding is deep enough that their structural units can be easily identified, for other materials it can be far more challenging [4, 5] . Among crystalline phases, the structures of intermetallic compounds are particularly difficult to analyze: they exhibit a vast and intriguing structural diversity [6, 7] , but the lack of a clear bonding picture for most phases creates ambiguities as one tries to make sense of this diversity through structural descriptions [8, 9] . There exist many ways to connect the seemingly irregular array of atoms together, but chemical or physical insights are necessary for choosing among these paths to achieve a description.
The enormity of the challenge posed by the structures of intermetallic phases is perhaps most clearly illustrated by the impressive range of approaches that researchers have taken to systematize them: their most complex structures have been viewed as intergrowths of fragments of simple structures [10] [11] [12] [13] [14] , as packings of nanoclusters [15] [16] [17] [18] [19] , as "matryoshka dolls" of concentric (1) First, the CE of the atom is defined, as is accomplished unambiguously (for an elemental structure) by a Voronoi-Dirichlet partitioning of the space, a common method for CE determination in intermetallic phases [15] . An atom is considered to be part of the CE if its Voronoi cell shares a face with the central atom's Voronoi cell [55] . (2) Next, the CE is processed by assigning a weight inversely related to its distance to the central atom, as atoms further from the central atom should play a smaller role in defining the CE. In the current algorithm, we follow the common practice of using the solid angle of the shared Voronoi face in this role: we weight each neighbor by the solid angle it takes up, normalized by the average over all atoms in the CE. Following this step, we obtain a function defined on the unit sphere around the central atom that has a (weighted) δ-peak for each coordinating atom and is zero everywhere else. (3) This function is then expanded into an orthonormal basis of real-valued functions on the unit sphere, the real spherical harmonics (SHs). The result of this expansion is a set of vectors of SH coefficients tv l u corresponding to each l value: v 0 " r s , v 1 " pr p x , r p y , r p z q, v 2 " pr d z 2 , r d x 2´y2 , r d xy , r d xz , r d yz q, etc. This expansion is then truncated up to an arbitrary order.
In the current algorithm, l max " 4, i.e., only the s, p, d, f and g components are considered. Including higher order coefficients may enhance the level of detail treated in the algorithm at the expense of longer execution time. The program then proceeds to compute the total norm of SH coefficients corresponding to each l value, i.e., c l " |v l |. Since these norms are isometry invariant, they collectively serve as a descriptor of the CE.
(4) Finally, the distance between two CEs can be calculated as d pCE 1 , CE 2 q " ř l max l"0
where`c 0i , c 1i , c 2i ,¨¨¨, c l max i˘w ith i " 1, 2 are the descriptors of the two CEs. The factors 1 ?
2l`1 are used to normalize all terms in the summation to the same scale, since v l has 2l`1 components.
From the algorithm described above, it can be seen that information loss occurs at two steps: when the SH series is truncated at l max , and when the vector norm for each l is computed. Therefore, having the same set of descriptors does not absolutely guarantee the CEs to be identical. However, from our experience, this information loss is nonessential when l max " 4 is used, as can be rationalized by the fact that certain geometrical constraints will apply to the atomic positions of a realistic CE.
As can be seen from the descriptor data calculated for common CE polyhedra (Table 1) , different CEs generally have distinct descriptor values. In the cases where the values are similar, there is also geometrical similarity between the corresponding polyhedra, such as the trigonal bipyramid and square pyramid ( Figure 1a ) and the tricapped trigonal prism and capped square antiprism ( Figure 1b) . In other words, the descriptors (with l max " 4) indeed serve the purpose of determining similarities and differences between CEs. 
Comparing Multi-Element CEs
For structures containing several elements, each CE may contain atoms of multiple elements. Capturing the elemental identity of atoms within a CE requires some further development of the algorithm. First, when structures contain atoms of different sizes, the Voronoi-Dirichlet scheme of partitioning space between atoms with equidistant planes becomes less justifiable. When a large atom is in contact with a smaller one, it makes more sense to draw the boundary between them closer to the smaller atom.
The power diagram (PD) is a generalization of the Voronoi-Dirichlet diagram that allows us to make such modifications, as has been explored previously by Fischer and coworkers under the name of "radical planes" [56] . Here, each atomic position is associated with a radius , which in our case corresponds to the atomic radius, and the interface between two PD cells i and j is composed of those points that satisfy | − | − = | − | − . From this definition, it can be seen that points with larger radii tend to occupy more space as expected, and that the power diagram is reduced to the Voronoi-Dirichlet diagram when all radii assigned are equal. Using a power diagram instead of a Voronoi-Dirichlet diagram places greater emphasis on contacts between larger atoms for any given distance (in the case of Ce-Ni-Si system, the Ce-Ce contacts), in line with chemical intuition.
With the CEs thus defined, we can move on to finding a set of descriptors for the multi-element CE. The straightforward approach is to visualize it as a union of interpenetrating CEs each containing only one element type (we will refer to these units as elemental CEs). However, a simple collection of the descriptors corresponding to each elemental CE is not enough to describe the total CE for several reasons: First, the relative alignment between elemental CEs matters. Keeping one elemental CE fixed while rotating another would result in very different total CEs. Second, the degree of chemical similarity varies between different pairs of elements. As is mentioned at the beginning of Section 2, site substitution by a chemically similar atom should result in smaller changes to the descriptors than by a chemically distinct atom.
PRINCEPS solves the first issue by utilizing what we call the cross-element matrices for each l. For each l, if we collect the l-th order SH coefficients for the i-th elemental CE into a row vector called ( ) , then the cross-element matrix is an × matrix ( = number of elements in the system) whose elements are defined as , = ( ) • ( ) , the inner product of two such vectors. This can be rewritten as = • , where ≝
is the matrix collecting the l-th order SH coefficient vectors for all elements. The matrix elements along the diagonal of this matrix thus correspond to the squares of the l-th order descriptors of the corresponding elemental CEs, and the off-diagonal terms 
The power diagram (PD) is a generalization of the Voronoi-Dirichlet diagram that allows us to make such modifications, as has been explored previously by Fischer and coworkers under the name of "radical planes" [56] . Here, each atomic position p i is associated with a radius r i , which in our case corresponds to the atomic radius, and the interface between two PD cells i and j is composed of those points p that satisfyˇˇp´p iˇ2´r 2 i "ˇˇp´p jˇ2´r 2 j . From this definition, it can be seen that points with larger radii tend to occupy more space as expected, and that the power diagram is reduced to the Voronoi-Dirichlet diagram when all radii assigned are equal. Using a power diagram instead of a Voronoi-Dirichlet diagram places greater emphasis on contacts between larger atoms for any given distance (in the case of Ce-Ni-Si system, the Ce-Ce contacts), in line with chemical intuition.
PRINCEPS solves the first issue by utilizing what we call the cross-element matrices for each l. For each l, if we collect the l-th order SH coefficients for the i-th elemental CE into a row vector called v piq l , then the cross-element matrix is an N elˆNel matrix C l (N el = number of elements in the system) whose elements are defined as C l,ij " v piq l¨v pjq l , the inner product of two such vectors. This can be rewritten all elements. The matrix elements along the diagonal of this matrix thus correspond to the squares of the l-th order descriptors of the corresponding elemental CEs, and the off-diagonal terms provide information about the relative orientations of the elemental CEs. In other words, the descriptor of a multi-element CE is not a (l max`1 )-dimensional vector, but a N elˆNelˆp l max`1 q 3D-matrix. This new set of descriptors takes relative orientation between elemental CEs into account, hence solving the first issue listed above.
Concerning the issue of the chemical distinctness of different elements, our initial attempt to account for chemical similarities involved using the Mendeleev number. The Mendeleev number (R M ) is an alternative way of numbering elements in the periodic table, which sorts them by their chemical properties rather than by number of protons in their nuclei [57] . For example, electropositive metals (such as alkali and alkaline-earth metals) have small Mendeleev numbers, while non-metals have large ones. Incorporation of Mendeleev numbers into the PRINCEPS algorithm in principle would allow us to account for the chemical properties of the elements. However, different Mendeleev numbers do not provide an even scale of chemical similarity between different elements. For example, Sc (R M " 19) and Ti (R M " 51) are normally considered to be more chemically similar to each other than Ti (R M " 51) and Cu (R M " 72), but the difference in Mendeleev number for the former pair is larger than for the latter one (32 vs. 21) .
In considering what might be a suitable substitute for the Mendeleev numbers, we found that a simple ratio of an element's electronegativity and atomic radius is surprisingly effective at sorting elements according to their chemical similarity. As can be seen in Figure 2, Figure 3 illustrates the effect of varying the parameter, where three pairs of elements are shown to represent some typical values for ∆ . For the smallest values, the mixing between elements falls steeply as their difference in chemical index increases, while larger values leads to more substantial mixing. For intermetallics, we have found = 0.1 works well for most intermetallic systems, since it provides strong differentiation between chemically distinct metallic elements (e.g., Ca and Tl), but still allows for a reasonable degree of mixing between chemically similar atoms (e.g., Fe and Co). The user could also tune the extent of mixing between elements through this parameter, which adds to the flexibility of the algorithm. The matrix thus constructed contains the desired map of similarities among the elements Of course, there are numerous ways we can envision to metricize the similarity between elements. The simple ratio between electronegativity and atomic radius, as is adopted in this Article, works well in terms of sorting metallic elements according to their similar atomic properties. On the other hand, it is possible that when combining a more diverse set of elements, more sophisticated schemes could be used. One feasible alternative of defining chemical similarity is through the utilization of the Darken-Gurry maps (as suggested by one of the reviewers of this work), an empirical rule of predicting the solubility of one element in another, in which the electronegativies and atomic sizes of two elements are compared separately [58] . The PRINCEPS algorithm can be easily adapted to different definitions of the CI.
Once the CI values are calculated, they are incorporated into the algorithm through what we call recombination matrices. After the SH coefficients of the elemental CEs are calculated, they are multiplied by the recombination matrix to allow SH components of different elements to mix:
where R is the N elˆNel recombination matrix and S l is the N elˆp l`1q matrix containing the l-th order SH coefficients of all elements.
The elements in the R matrix are all in the range of 0 ď R ij ď 1. An off-diagonal term of 1 means complete mixing of the two elements, and 0 means no mixing. The R matrix is obtained in a two-step process. First, we compute an auxiliary matrix R sym as:
where CI 0 is an arbitrary parameter that controls the differentiation between elements. When CI 0 " 0, all elements are considered completely distinct (no mixing), and CI 0 " 8 considers all elements to be identical (complete mixing). Figure 3 illustrates the effect of varying the CI 0 parameter, where three pairs of elements are shown to represent some typical values for ∆CI. For the smallest CI 0 values, the mixing between elements falls steeply as their difference in chemical index increases, while larger CI 0 values leads to more substantial mixing. For intermetallics, we have found CI 0 " 0.1 works well for most intermetallic systems, since it provides strong differentiation between chemically distinct metallic elements (e.g., Ca and Tl), but still allows for a reasonable degree of mixing between chemically similar atoms (e.g., Fe and Co) . The user could also tune the extent of mixing between elements through this parameter, which adds to the flexibility of the algorithm. As can be observed from this example, the Cholesky decomposition separates the similarity and distinction between two elements into different rows. For example, Ni and Si are considered chemically similar in the Ce-Ni-Si system, which is accounted for in the mixing in the second row (Ni = 0.99Ni + 0.99Si). On the other hand, their distinction, despite being small, still needs to be taken into account. This is accomplished in the mixing of the third row (Si = 0.09Si), where we have filtered out their similarity and only the distinction is retained. One issue that needs to be addressed is that the Cholesky projection depends on the order of the elements listed in (e.g., Ce-Ni-Si or Si-Ni-Ce). Changing the order of the elements will also affect the final distance (though the difference is normally insignificant). To completely eliminate this dependency, the algorithm for calculating the distance between CEs loops through all possible permutations of the elements and averages over the distances calculated for each permutation.
In the actual program, PRINCEPS first calculates the cross-element matrices of the unmixed elemental CEs, then multiplies them by and on both sides inside the loop over permutations The R sym matrix thus constructed contains the desired map of similarities among the elements of a system. However, using it on its own would simply blur the identities of the elements, without keeping track of their differences. To correct for this, we perform a Cholesky decomposition on R sym : R sym " R T R, where R is an upper triangular matrix. The use of R rather than R sym allows for a more informative mapping of chemical similarities and differences of the elements.
Let us see how this works with a specific example. In the Ce-Ni-Si ternary system, Ni and Si have similar radii and electronegativities, and Ni/Si mixed sites are very common in the Ce-Ni-Si system, while Ce is more distinct from the other two elements. Calculation of chemical indices yields From the first row, we have Ce new " Ce`0.10Ni`0.11Si, i.e., Ce gets very little mixing from Ni and Si, since it is chemically distinct from the other elements. In the second row, the remainder of the coefficients are recombined, and we have Ni new " 0.99Ni`0.99Si, an almost complete mixing of Si into Ni since they are chemically similar. Finally, there is a small Si component in the third row corresponding to the ways in which Si is different from Ce and Ni: Si new " 0.09Si.
As can be observed from this example, the Cholesky decomposition separates the similarity and distinction between two elements into different rows. For example, Ni and Si are considered chemically similar in the Ce-Ni-Si system, which is accounted for in the mixing in the second row (Ni new " 0.99Ni`0.99Si). On the other hand, their distinction, despite being small, still needs to be taken into account. This is accomplished in the mixing of the third row (Si new " 0.09Si), where we have filtered out their similarity and only the distinction is retained.
One issue that needs to be addressed is that the Cholesky projection depends on the order of the elements listed in R sym (e.g., Ce-Ni-Si or Si-Ni-Ce). Changing the order of the elements will also affect the final distance (though the difference is normally insignificant). To completely eliminate this dependency, the algorithm for calculating the distance between CEs loops through all possible permutations of the elements and averages over the distances calculated for each permutation.
In the actual program, PRINCEPS first calculates the cross-element matrices C l of the unmixed elemental CEs, then multiplies them by R and R T on both sides inside the loop over permutations of the elements. As C l,new " S l,new¨S
T , this calculation is mathematically equivalent to the procedure we described above, but is more computationally efficient. Overall, the PRINCEPS distance between two multi-element CEs (defined in the abstract descriptor space) is then calculated through the following procedure:
The CE is determined through a power diagram partition of the space using atomic radii. (2) Each atom in the total CE is assigned a weight equal to the solid angle of the shared PD face, normalized by the average over all atoms in CE. We thus obtain a function defined on the unit sphere around the central atom for each elemental CE.
The function for each elemental CE is then expanded into real SHs and truncated up to l max , and the coefficients are collected in l max`1 matrices S 0 ,¨¨¨, S l max . (4) pl max`1 q cross-element matrices C l are calculated from the coefficients by C l " S l¨S T l . The resulting N elˆNelˆp l max`1 q 3D-matrix is the descriptor of the total CE. The algorithm so far does not take the identity of the central atom into account. An additional term d central is added to the distance to include this factor: d central pCE 1 , CE 2 q " ∆o T¨R sym¨∆ o, where ∆o " o 1´o2 is the difference between the occupancy vectors (column vectors whose N el components are the fractional occupancies of the elements on the sites) of the two sites to be compared. Here, the incorporation of the R sym matrix in the calculation allows chemical similarity to be taken into account in comparing sites occupied by atoms of different elements.
From CEs to Structures
The above procedure provides a comparison between two different CEs. How can this be extended to comparing whole crystal structures? A simple way to start is to calculate distances between each pair of symmetry inequivalent sites using the algorithm described above, creating a pˆq matrix where p and q are the number of inequivalent sites in the two structures, respectively. After this matrix is constructed, each site in structure 1 can be paired with the site in structure 2 that bears highest resemblance to it by finding the smallest element along that row in the PRINCEPS distance matrix. These shortest distances together measure to what extent fragments of structure 1 can be considered as structural components of structure 2.
Before combining these shortest distances to get the overall distance between the two structures, they need to go through an additional normalization process, due to the fact that the magnitude of the PRINCEPS distance between larger atoms' CEs are usually higher. This is because larger atoms normally have more neighbors in their CEs, since the number of atoms in a CE generally scales with the surface area of the coordination sphere (9r 2 ). To counteract this effect, as the shortest distance in each row in the PRINCEPS distance matrix (which contains distances between a given site in structure 1 to all sites in structure 2) is selected, it is divided by the square of the radius of the central atom [59] .
Incorporating this factor, the multiplicity-weighted average of the shortest distances of all sites in structure 1 to sites in structure 2 can be calculated. A similar value can be calculated by finding the shortest distance for each site in structure 2 to all of the sites in structure 1 (as is found by scanning the columns of the PRINCEPS distance matrix), and then taking the weighted average of the shortest distances obtained for the sites of structure 2. The overall distance between structures 1 and 2 is then defined as the smaller of these two values to ensure the distance is symmetrically defined.
Analysis of Crystal Structures in the Ce-Ni-Si System
In this section, we will demonstrate how the above algorithm, as implemented in the PRINCEPS package, can be used in the rationalization of crystal structures in an exceptionally complex system: the Ce-Ni-Si ternary phase diagram ( Figure 4 ) with 17 binary phases and 21 ternary phases. Many of the crystal structures of this system are well-described in the literature [60, 61] , which reveals rich interrelationships among its structures. In the following sections, we will see how PRINCEPS uncovers these patterns interconnecting the phase diagram's seemingly chaotic scattering of phases, with minimal intervention on the part of the user. In this analysis, PRINCEPS will interpret the structural motifs of each complex ternary phase in terms of the simpler binary phases in the system, and recognize structural families based on common geometrical motifs. 
Defining the Reference Database: Elimination of Redundant Structures
In our analysis, one goal is to project fragments of a complex structure onto simple structure types, much as a wave function in quantum mechanics is projected onto a basis set. As in quantum chemistry, the basis vectors need to be orthogonalized to the greatest extent possible to obtain an effective and unambiguous decomposition, i.e., redundant reference structures that are themselves variants or intergrowths of other reference structures need to be eliminated to ensure a good projection quality. This process thus serves the purpose of removing complicated binary phases (which could possibly be derived from simpler binary phases, e.g., Ce2Ni7 and CeNi3 are intergrowths of CeNi5 and CeNi2), and leaving only the most simple and common structure types in the reference set, which are more commonly used in structural descriptions.
This elimination process can be accomplished by generating a distance matrix between all phases to be analyzed, and applying the standard nearest neighbor clustering algorithm. Near structural duplicates in the reference phases can then be identified by their clustering in the results of the analysis, as can be displayed with a similarity dendrogram ( Figure 5 ).
Applying such a clustering analysis on all binary phases [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] in the Ce-Ni-Si system yields four clusters:
In principle, only one representative should be needed from each cluster to capture the geometrical features the phase within the cluster represent, particularly when the structures are connected by substructure-superstructure relationships. It is reasonable to choose the simplest 
In our analysis, one goal is to project fragments of a complex structure onto simple structure types, much as a wave function in quantum mechanics is projected onto a basis set. As in quantum chemistry, the basis vectors need to be orthogonalized to the greatest extent possible to obtain an effective and unambiguous decomposition, i.e., redundant reference structures that are themselves variants or intergrowths of other reference structures need to be eliminated to ensure a good projection quality. This process thus serves the purpose of removing complicated binary phases (which could possibly be derived from simpler binary phases, e.g., Ce 2 Ni 7 and CeNi 3 are intergrowths of CeNi 5 and CeNi 2 ), and leaving only the most simple and common structure types in the reference set, which are more commonly used in structural descriptions.
Applying such a clustering analysis on all binary phases [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] [73] [74] [75] [76] [77] [78] [79] [80] in the Ce-Ni-Si system yields four clusters: Therefore, Ni3Si (cP4), CeSi (oP8), CeSi2 (tI12) and CeNi5 (hP6) are chosen as reference phases in our analysis. In addition to these four binary phases, we also added two ternary phases, Ce(Ni,Si)2 (AlB2-type, hP3) [82] and CeNi2Si2 (ThCr2Si2-type, tI10) [83] , because they both adopt simple and common structure types that are not represented in the binary phases. The MgCu2 type structure of CeNi2 (cF24) previously removed from the list due to its similarity to CeNi5 also fits this criterion of being common and simple (though its unit cell is significantly larger than those of any of the other reference structures), but its inclusion was not found to significantly influence the PRINCEPS results. Altogether then, we will interpret the ternary structures within the Ce-Ni-Si system with a collection of six reference structures: their basic crystallographic information is listed in Table 2 , while the distance matrix for these phases is tabulated in Table 3 . Table 2 . List of reference structures for PRINCEPS analysis. In principle, only one representative should be needed from each cluster to capture the geometrical features the phase within the cluster represent, particularly when the structures are connected by substructure-superstructure relationships. It is reasonable to choose the simplest structure from each cluster, i.e., the structure with fewest atoms in each unit cell, as the representative. Therefore, Ni 3 Si (cP4), CeSi (oP8), CeSi 2 (tI12) and CeNi 5 (hP6) are chosen as reference phases in our analysis.
Reference Phase Structure Type Pearson Symbol Space Group
In addition to these four binary phases, we also added two ternary phases, Ce(Ni,Si) 2 (AlB 2 -type, hP3) [82] and CeNi 2 Si 2 (ThCr 2 Si 2 -type, tI10) [83] , because they both adopt simple and common structure types that are not represented in the binary phases. The MgCu 2 type structure of CeNi 2 (cF24) previously removed from the list due to its similarity to CeNi 5 also fits this criterion of being common and simple (though its unit cell is significantly larger than those of any of the other reference structures), but its inclusion was not found to significantly influence the PRINCEPS results. Altogether then, we will interpret the ternary structures within the Ce-Ni-Si system with a collection of six reference structures: their basic crystallographic information is listed in Table 2 , while the distance matrix for these phases is tabulated in Table 3 . From Table 3 , it can be seen that all reference phases we selected differ significantly from each other, with the exception of the pair Ce(Ni,Si) 2 and CeSi 2 . As will be further elucidated in the following sections, these two structures have similar local CEs, but very distinct long-range topologies: as a result, we will be keeping both structures in our reference library for the subsequent analyses.
Projection of Ternary Phases onto Simple Binary Phases: Sample Output
Having identified a set of reference phases for the Ce-Ni-Si system, we now examine how the more complex structures in the system can be interpreted in terms of this reference set. For now, we will focus on five ternary phases chosen to illustrate the different types of results that may arise from a PRINCEPS analysis. Let us begin by looking at the information PRINCEPS provides in its output, an example of which is shown in Figure 6 . In later sections, this information will be summarized in tables for clarity. From Table 3 , it can be seen that all reference phases we selected differ significantly from each other, with the exception of the pair Ce(Ni,Si)2 and CeSi2. As will be further elucidated in the following sections, these two structures have similar local CEs, but very distinct long-range topologies: as a result, we will be keeping both structures in our reference library for the subsequent analyses.
Having identified a set of reference phases for the Ce-Ni-Si system, we now examine how the more complex structures in the system can be interpreted in terms of this reference set. For now, we will focus on five ternary phases chosen to illustrate the different types of results that may arise from a PRINCEPS analysis. Let us begin by looking at the information PRINCEPS provides in its output, an example of which is shown in Figure 6 . In later sections, this information will be summarized in tables for clarity.
In this output, the program goes site-by-site through the phase analyzed, and annotates each site label with three numbers in parentheses giving the number of atoms of each element type in its CE (the site's coordination vector). For example, Ce1 in CeNiSi2 has 6 Ce, 5 Ni and 10 Si atoms in its CE. These numbers can be fractional, which indicates mixed occupancy of certain sites in the structure. A site "Mx1" can also be found in the output, which corresponds to the mixed occupancy site Ni1/Si1 in Ce(Ni,Si)2 (the CeNiSi# structure in the output). Following the coordination vector is the site's projection quality. This value is determined by the shortest distance of that site's CE to those of the sites in the reference collection (a distance of zero would correspond to a quality of 100%), and is also dependent on the element type: a larger atom (such as Ce) has more atoms in its CE, so its PRINCEPS-distances to other Ce sites' CEs tend to have larger values.
Next comes a list of the three sites in the reference collection with the shortest CE distances to the site in question, along with their coordination vectors. After the site-by-site listing, a summary is given. Based on the distances of each atom to the sites in the reference phases, the fraction of the structure's atoms belonging to each reference structure is listed. The summary also gives an overall decomposition quality, calculated from the site-wise projection qualities. Specific formulae for the A snapshot of PRINCEPS output for CeNiSi 2 [84] , taken from the MATLAB command window.
In this output, the program goes site-by-site through the phase analyzed, and annotates each site label with three numbers in parentheses giving the number of atoms of each element type in its CE (the site's coordination vector). For example, Ce1 in CeNiSi 2 has 6 Ce, 5 Ni and 10 Si atoms in its CE. These numbers can be fractional, which indicates mixed occupancy of certain sites in the structure. A site "Mx1" can also be found in the output, which corresponds to the mixed occupancy site Ni1/Si1 in Ce(Ni,Si) 2 (the CeNiSi# structure in the output).
Following the coordination vector is the site's projection quality. This value is determined by the shortest distance of that site's CE to those of the sites in the reference collection (a distance of zero would correspond to a quality of 100%), and is also dependent on the element type: a larger atom (such as Ce) has more atoms in its CE, so its PRINCEPS-distances to other Ce sites' CEs tend to have larger values.
Next comes a list of the three sites in the reference collection with the shortest CE distances to the site in question, along with their coordination vectors. After the site-by-site listing, a summary is given. Based on the distances of each atom to the sites in the reference phases, the fraction of the structure's atoms belonging to each reference structure is listed. The summary also gives an overall decomposition quality, calculated from the site-wise projection qualities. Specific formulae for the calculation of the projection quality, overall decomposition quality, and decomposition weight are given in the Supporting Information.
CeNi 4 Si: An Ordered Ternary Variant of a Binary Structure
Now that we have covered the core PRINCEPS output, we are in a position to use this approach to bring structural insights into complex systems, such as the Ce-Ni-Si phase diagram. Let us start with a simple case, CeNi 4 Si (oS12, Cmmm) [85] . As can be seen in the PRINCEPS output summarized in Table 4 , all four sites in CeNi 4 Si finds their best matches in the reference phase CeNi 5 , with high projection qualities (higher than 80% for all sites, 99% for Ce1). This also results in an overall decomposition weight of nearly 100% on CeNi 5 , and a very high decomposition quality of 91.64%. The combination of one predominant decomposition component and high decomposition quality is the typical result for a ternary variant of a binary or elemental reference phase. These features are immediately evident when comparing the crystal structure of CeNi 4 Si to that of CeNi 5 ( Figure 7 ). CeNi 5 adopts the CaCu 5 structure type (Figure 7a ), in which alternating layers of honeycomb and kagome nets of Ni as well as hexagonal voids occupied by Ce atoms can be identified. In CeNi 4 Si (Figure 7b) , the same stacking pattern of the alternating nets can be perceived, confirming that it is indeed a ternary variant of CeNi 5 . The essential difference from the binary phase is that some Ni atoms in the kagome net are replaced by Si atoms, which lowers the space group symmetry from P6{mmm to Cmmm, with the unit cell of CeNi 4 Si then being the C-centered orthorhombic supercell of the hexagonal cell of CeNi 5 (Figure 7c) .
To help visualize this relationship, PRINCEPS also automatically generates a color-coded site projection map (Figure 7d ). In this figure, a color is assigned to each reference phase, rather than each element type. The color of each atom in the unit cell then represents the reference phase it is assigned to (i.e., the reference phase that contains the site that best matches the target atom), while the size of that atom reflects its projection quality. For CeNi 4 Si, where all sites in the structure are highly similar to CeNi 5 , the figure shows exclusively purple atoms, the color assigned to CeNi 5 . The spheres also have large radii (relative to others we will see below), indicating good projection quality into CeNi 5 throughout the unit cell. Note that while large spheres in a projection map indicate a high resemblance to the reference phase, small spheres (i.e., poor fitting) could be due to several reasons, such as distortions or missing atoms. Efforts to more deeply understand the crystal structure in question can then be focused on these sites of low projection quality. 
Ce2Ni3Si5: Another Ternary Variant Structure
The structure of Ce2Ni3Si5 (oI40, ) offers the opportunity to explore a slightly more complicated example of a ternary variant of a binary structure type [86] . The output of PRINCEPS analysis for this phase (Table 5) shows projection qualities significantly lower than those for CeNi4Si: most sites have a projection quality ranging between 60% and 80%, and the overall quality is only 63.12%, compared to 91.64% for CeNi4Si. However, for each site, the reference phase that gives the best match is unequivocally CeNi2Si2, which also dominates the overall decomposition, with a weight of 80.69%. Therefore, despite the lower decomposition quality, this result still hints that Ce2Ni3Si5 is closely related to CeNi2Si2, but with distortions obscuring the relationship.
A closer look at the crystal structures confirms this hypothesis (Figure 8 ). CeNi2Si2 adopts the common ThCr2Si2 structure type (Figure 8a) , in which stacked sheets of edge-sharing Ni@Si4 tetrahedra provide large cavities for the placement of Ce atoms. In Ce2Ni3Si5, a similar Ni/Si framework hosting Ce atoms is apparent, but the arrangement of Ni and Si atoms is different, and it is quite distorted relative to the framework in CeNi2Si2 (Figure 8b ). These changes lead to Ce2Ni3Si5 being a supercell variant of CeNi2Si2 (Figure 8c ). The distortions alter the weights of the coordinating atoms in the descriptors of the CEs, and in some cases (such as Ce1) completely eliminate an atom from a CE (Ce1 has a coordination number of 21 in Ce2Ni3Si5, compared to 22 in CeNi2Si2). 
Ce 2 Ni 3 Si 5 : Another Ternary Variant Structure
The structure of Ce 2 Ni 3 Si 5 (oI40, Ibam) offers the opportunity to explore a slightly more complicated example of a ternary variant of a binary structure type [86] . The output of PRINCEPS analysis for this phase (Table 5) shows projection qualities significantly lower than those for CeNi 4 Si: most sites have a projection quality ranging between 60% and 80%, and the overall quality is only 63.12%, compared to 91.64% for CeNi 4 Si. However, for each site, the reference phase that gives the best match is unequivocally CeNi 2 Si 2 , which also dominates the overall decomposition, with a weight of 80.69%. Therefore, despite the lower decomposition quality, this result still hints that Ce 2 Ni 3 Si 5 is closely related to CeNi 2 Si 2 , but with distortions obscuring the relationship. A closer look at the crystal structures confirms this hypothesis (Figure 8 ). CeNi 2 Si 2 adopts the common ThCr 2 Si 2 structure type (Figure 8a) , in which stacked sheets of edge-sharing Ni@Si 4 tetrahedra provide large cavities for the placement of Ce atoms. In Ce 2 Ni 3 Si 5 , a similar Ni/Si framework hosting Ce atoms is apparent, but the arrangement of Ni and Si atoms is different, and it is quite distorted relative to the framework in CeNi 2 Si 2 (Figure 8b ). These changes lead to Ce 2 Ni 3 Si 5 being a supercell variant of CeNi 2 Si 2 (Figure 8c) . The distortions alter the weights of the coordinating atoms in the descriptors of the CEs, and in some cases (such as Ce1) completely eliminate an atom from a CE (Ce1 has a coordination number of 21 in Ce 2 Ni 3 Si 5 , compared to 22 in CeNi 2 Si 2 ). In the site projection map generated by PRINCEPS (Figure 8d) , it is also clear that although the structure still shows exclusively purple atoms (the color assigned to CeNi2Si2), some sites are not very well reproduced by this reference phase, as is indicated by the relatively small radii of the spheres on these atoms.
Ce14Ni6Si11: An Intergrowth of Reference Structures
In the previous two examples, we have demonstrated how PRINCEPS identifies connections between structures that follow simple superstructure variants of a reference phase, even with a significant amount of distortion. In this section, we move up in complexity to a case in which a single reference phase is no longer sufficient: Ce14Ni6Si11 (mC124, 2/ ) [87] . The inadequacy of a single reference phase for the description of this structure is evident immediately in the PRINCEPS output, shown for selected sites in Table 6 . The projection qualities for most sites are above 80%, indicating that the library of reference In the site projection map generated by PRINCEPS (Figure 8d ), it is also clear that although the structure still shows exclusively purple atoms (the color assigned to CeNi 2 Si 2 ), some sites are not very well reproduced by this reference phase, as is indicated by the relatively small radii of the spheres on these atoms.
Ce 14 Ni 6 Si 11 : An Intergrowth of Reference Structures
In the previous two examples, we have demonstrated how PRINCEPS identifies connections between structures that follow simple superstructure variants of a reference phase, even with a significant amount of distortion. In this section, we move up in complexity to a case in which a single reference phase is no longer sufficient: Ce 14 Ni 6 Si 11 (mC124, C2{m) [87] . The inadequacy of a single reference phase for the description of this structure is evident immediately in the PRINCEPS output, shown for selected sites in Table 6 .
The projection qualities for most sites are above 80%, indicating that the library of reference phases does well in characterizing this structure. However, unlike the cases we have seen previously, not all sites find their best match in the same reference phase. While a majority of the sites bear the highest resemblance to sites in CeSi (weight = 65.34%), some sites (such as Ce8 and Ni1) are more closely related to the Ce(Ni,Si) 2 (weight = 18.70%) and CeSi 2 (weight = 15.93%) structures.
A look at the site projection map leads to a simple interpretation of these results. In Figure 9a , we used CeSi and Ce(Ni,Si) 2 , the two phases with highest decomposition weights, as target phases for the projection. Here, spheres showing the maximum degree of fit to the two phases with the highest weight in the decomposition (CeSi: yellow spheres, Ce(Ni,Si) 2 : purple spheres) are overlaid on the structure. The large radii for most of the atoms is in accordance with the high projection quality. A more striking feature of this map, however, is the distinct segregation of yellow and purple regions in the unit cell, where the purple atoms highlight small Ce(Ni,Si) 2 domains (1D columns that run out of the page) separated by yellow CeSi interfaces. In other words, the PRINCEPS analysis clearly suggests that Ce 14 Ni 6 Si 11 is an intergrowth of the simpler CeSi and Ce(Ni,Si) 2 structure types. for the projection. Here, spheres showing the maximum degree of fit to the two phases with the highest weight in the decomposition (CeSi: yellow spheres, Ce(Ni,Si)2: purple spheres) are overlaid on the structure. The large radii for most of the atoms is in accordance with the high projection quality. A more striking feature of this map, however, is the distinct segregation of yellow and purple regions in the unit cell, where the purple atoms highlight small Ce(Ni,Si)2 domains (1D columns that run out of the page) separated by yellow CeSi interfaces. In other words, the PRINCEPS analysis clearly suggests that Ce14Ni6Si11 is an intergrowth of the simpler CeSi and Ce(Ni,Si)2 structure types. To confirm this structural description, let us look in more detail at the structure of Ce14Ni6Si11. Figure 9b shows the Ce14Ni6Si11 structure, while Figure 9c ,d show the structures of the two reference phases, CeSi and Ce(Ni,Si)2, respectively. The red dotted lines highlight a Ce(Ni,Si)2-type domain in the structure, with the Ni/Si atoms connected to show the characteristic hexagonal net found in AlB2-type structures; some Ce atoms next to the Ce(Ni,Si)2 domain are also connected, in order to show the resemblance to the FeB-type CeSi structure. The two domains therefore merge seamlessly along the red dotted line by sharing the Ce atoms on the interface. This description of Ce14Ni6Si11 concurs with the decomposition result given by PRINCEPS, and confirms that it is a complex intergrowth of Ce(Ni,Si)2 and CeSi fragments. How does the third best-fit reference structure, CeSi2, fit into this story? As we saw earlier in the preparation of our set of reference structures, Ce(Ni,Si)2 and CeSi2 show a high degree of overlap in their local structures, and thus they tend to appear together in the decomposition analysis. Their differences in the long-range structures, however, make having both structures in the set useful. In Ce14Ni6Si11, the Ce(Ni,Si)2 arrangement fits nicely into the structural context of the well-fit sites ( Figure  9b ), while in other structures CeSi2 provides a better match. This choice is to some extent anticipated by the decomposition weights (18.7% Ce(Ni,Si2) and 15.9% CeSi2 for Ce14Ni6Si11), but becomes quite obvious when attempting to make interpretative pictures of the domains in a complex structure such as that of Figure 9b. 
Ce6Ni7Si4: An Intergrowth with Substantial Relaxation at the Interface
A similar intergrowth scheme can be derived from the PRINCEPS output for Ce6Ni7Si4 (oP68, ) [62] , with some interesting differences ( Table 7) . As with the results for Ce14Ni6Si11, the PRINCEPS analysis of Ce6Ni7Si4 highlights major contributions from two reference phases, CeSi and CeSi2, which closely represent most sites in the structure. However, the overall decomposition quality is much lower, at a mere 51.91%. While some sites have relatively high projection quality (such as Ce4), some are very poorly reproduced by the reference phases. Due to the low decomposition quality, the answer as to whether Ce6Ni7Si4 can be viewed as an intergrowth of CeSi and CeSi2 appears to be somewhat ambiguous. To confirm this structural description, let us look in more detail at the structure of Ce 14 Ni 6 Si 11 . Figure 9b shows the Ce 14 Ni 6 Si 11 structure, while Figure 9c ,d show the structures of the two reference phases, CeSi and Ce(Ni,Si) 2 , respectively. The red dotted lines highlight a Ce(Ni,Si) 2 -type domain in the structure, with the Ni/Si atoms connected to show the characteristic hexagonal net found in AlB 2 -type structures; some Ce atoms next to the Ce(Ni,Si) 2 domain are also connected, in order to show the resemblance to the FeB-type CeSi structure. The two domains therefore merge seamlessly along the red dotted line by sharing the Ce atoms on the interface. This description of Ce 14 Ni 6 Si 11 concurs with the decomposition result given by PRINCEPS, and confirms that it is a complex intergrowth of Ce(Ni,Si) 2 and CeSi fragments.
How does the third best-fit reference structure, CeSi 2 , fit into this story? As we saw earlier in the preparation of our set of reference structures, Ce(Ni,Si) 2 and CeSi 2 show a high degree of overlap in their local structures, and thus they tend to appear together in the decomposition analysis. Their differences in the long-range structures, however, make having both structures in the set useful. In Ce 14 Ni 6 Si 11 , the Ce(Ni,Si) 2 arrangement fits nicely into the structural context of the well-fit sites (Figure 9b ), while in other structures CeSi 2 provides a better match. This choice is to some extent anticipated by the decomposition weights (18.7% Ce(Ni,Si 2 ) and 15.9% CeSi 2 for Ce 14 Ni 6 Si 11 ), but becomes quite obvious when attempting to make interpretative pictures of the domains in a complex structure such as that of Figure 9b. 3.6. Ce 6 Ni 7 Si 4 : An Intergrowth with Substantial Relaxation at the Interface A similar intergrowth scheme can be derived from the PRINCEPS output for Ce 6 Ni 7 Si 4 (oP68, Pbcm) [62] , with some interesting differences ( Table 7) . As with the results for Ce 14 Ni 6 Si 11 , the PRINCEPS analysis of Ce 6 Ni 7 Si 4 highlights major contributions from two reference phases, CeSi and CeSi 2 , which closely represent most sites in the structure. However, the overall decomposition quality is much lower, at a mere 51.91%. While some sites have relatively high projection quality (such as Ce4), some are very poorly reproduced by the reference phases. Due to the low decomposition quality, the answer as to whether Ce 6 Ni 7 Si 4 can be viewed as an intergrowth of CeSi and CeSi 2 appears to be somewhat ambiguous.
The site projection map of Ce 6 Ni 7 Si 4 ( Figure 10a ) offers a clearer picture. As is expected from the low decomposition quality, many atoms in the figure have spheres with small radii. However, there is still a clear segregation between CeSi domains and CeSi 2 domains, which form 2D layers that stack alternatively along the c axis. The atoms lying at the interior of the layers have spheres with larger radii, while the atoms at the interfaces have smaller ones, suggestive of domains with a high fidelity to a reference structure at the center that is relaxed at the interfaces. The projection map therefore suggests that Ce 6 Ni 7 Si 4 is a layered intergrowth of CeSi and CeSi 2 , but instead of these motifs merging seamlessly at the interfaces (as in Ce 14 Ni 6 Si 11 ), some compromise has been made at the interfaces that degrade the projection quality. This analysis opens a path to a detailed structural analysis of Ce 6 Ni 7 Si 4 ( Figure 10b ). The slab of atoms associated with the CeSi reference structure (yellow atoms in Figure 10a ) is composed of vertexand edge-sharing Ni@Ce 6 trigonal prisms, derived from the CeSi structure. Likewise, the CeSi 2 layers (purple atoms in Figure 10a ) exhibits the same 3-connected Ni/Si nets found in the CeSi 2 structure (ThSi 2 structure type). The interface between these layers, however, does not resemble any simple structure type in the Ce-Ni-Si system (it is, in fact, a layer of the TiNiSi type). This analysis opens a path to a detailed structural analysis of Ce6Ni7Si4 (Figure 10b ). The slab of atoms associated with the CeSi reference structure (yellow atoms in Figure 10a ) is composed of vertex-and edge-sharing Ni@Ce6 trigonal prisms, derived from the CeSi structure. Likewise, the CeSi2 layers (purple atoms in Figure 10a ) exhibits the same 3-connected Ni/Si nets found in the CeSi2 
CeNi 9 Si 4 : An Isolated Structure
Now that we have considered examples of structural variants and intergrowths in the Ce-Ni-Si system, let us consider a structure that is not satisfactorily represented by the reference phases, indicating that the compound exhibits structural motifs unique to the ternary phases. We take CeNi 9 Si 4 (tI56, I4{mcm) as the sample structure for this case, whose PRINCEPS analysis is summarized in Table 8 [88] . Compared to the phases discussed above, the overall projection quality is exceptionally low (only 19.79%), indicating that it is not closely related to any of the reference phases. The site projection map of CeNi 9 Si 4 onto Ni 3 Si (yellow atoms) and CeNi 5 (purple atoms), the two reference phases that have the highest weights in the decomposition, is shown in Figure 11a . As can be seen from the figure, despite the fact that these two phases take up a total weight of over 85% in the decomposition, most sites in the CeNi 9 Si 4 unit cell are so poorly reproduced that the spheres on the atoms are hardly visible.
At this level of projection quality, the projection weights of the reference phases no longer hold much useful information about the structure of the ternary phase.
Compared to the phases discussed above, the overall projection quality is exceptionally low (only 19.79%), indicating that it is not closely related to any of the reference phases. The site projection map of CeNi9Si4 onto Ni3Si (yellow atoms) and CeNi5 (purple atoms), the two reference phases that have the highest weights in the decomposition, is shown in Figure 11a . As can be seen from the figure, despite the fact that these two phases take up a total weight of over 85% in the decomposition, most sites in the CeNi9Si4 unit cell are so poorly reproduced that the spheres on the atoms are hardly visible. At this level of projection quality, the projection weights of the reference phases no longer hold much useful information about the structure of the ternary phase. The only exception to this general trend is the Ni3 site (large yellow atoms), which has a surprisingly good projection quality of 92.19%. This is due to the similarity of the CE of Ni3, which is an icosahedron, to the CE of Ni atoms in Ni 3 Si (AuCu 3 structure type, a fcc variant), which is a cuboctahedron. When aligned properly it can be seen that these two polyhedra are highly similar (Figure 11b ), differing only in rotation of triangular faces of the cuboctahedron, which can only be distinguished by using a l max cutoff higher than 4 [54] (increasing l max in the PRINCEPS analysis could indeed draw a bigger distinction between these two CEs, but at the expense of much longer processing time). The majority of the CeNi 9 Si 4 structure, though, still remains obscure. While this phase does not show strong connections to any binary phases in our reference library, we will see below (in Section 4.5) that it is actually part of a family of ternary phases in this system.
Clustering of Ternary Phases and Group-Wise Structural Analysis
In Section 3, we investigated five ternary phases with the help of the PRINCEPS algorithm, categorizing each of them as a variant of a reference phase, an intergrowth of reference phases, or an isolated structure. Through this process, we have seen that PRINCEPS can significantly accelerate the process of structural analysis for such phases. In this section, we will take a further step to categorize the ternary phases into groups by their structural similarity, and identify common structural motifs among the members. We will thus be able to view the phases in the Ce-Ni-Si phase diagram not as individual points, but as connected into structural series, deepening our understanding of this complex ternary system.
Clustering of Ternary Phases in the Ce-Ni-Si System
As a first attempt to categorize ternary phases, we performed clustering analysis on all ternary phases [62, [89] [90] [91] [92] [93] [94] [95] [96] [97] [98] [99] in the Ce-Ni-Si system with PRINCEPS. The resulting dendrogram (Figure 12) shows that the ternary phases can be roughly separated into two major branches. In the upper branch, the structures can be divided at the distance of 2.0 into three clusters. Clusters A1 and A2 both contains multiple phases, while cluster A3 consists of just Ce 6 Ni 7 Si 4 . In the lower branch, however, the phases are in general connected more loosely (notice the joining of different branches occurs at much higher distance levels), indicating that weaker structural relationships should be expected. Using a distance cutoff at 2.0 again, it can be observed that the three phases at the bottom form a small cluster (cluster B), while the remaining phases are all disconnected from each other, which we will denote as isolated phases. The structural similarity dendrogram generated by PRINCEPS. The x-axis is the distance between clusters: branches joining at a shorter distance bear higher similarities to each other. Using a distance cutoff of 2.0, the ternary phases can be clustered into four groups (A1, A2, A3 and B), plus some remaining Isolated Phases. The structural similarity dendrogram generated by PRINCEPS. The x-axis is the distance between clusters: branches joining at a shorter distance bear higher similarities to each other. Using a distance cutoff of 2.0, the ternary phases can be clustered into four groups (A1, A2, A3 and B), plus some remaining Isolated Phases.
While a clustering dendrogram provides some information about structural similarity, it is not detailed enough to show the intricate connections among the phases within each cluster, nor does it show the location of the groups on the phase diagram. To more clearly present the pairwise structural relationships between the ternary phases, PRINCEPS is able to generate ternary phase diagrams connecting phases by their similarities, based on a distance matrix between the phases (Figure 13) .
Overall, the connectivity between phases in the phase diagram agrees with the clustering analysis of Figure 12 . The six phases located at the upper right correspond to Cluster A1, and are all interconnected with each other, indicating very close structural similarities. Clusters A2 and A3 (Ce 6 Ni 7 Si 4 ) are located at the central region. Clusters A1, A2, and A3 are connected to each other through the phase CeNiSi, in accord with the phases being grouped into a common major branch in the cluster analysis. The three phases in cluster B (CeNi 9 Si 4 , CeNi 8 Si 5 , and CeNi 6 Si 6 ) form a small connected group, while the isolated phases scatter in the lower left region of the phase diagram and are disconnected from any other ternary compounds.
Combining the results from the clustering analysis and the positions of the compounds in the phase diagram, we can categorize the ternary phases in the Ce-Ni-Si system as listed in Table 9 . Combining the results from the clustering analysis and the positions of the compounds in the phase diagram, we can categorize the ternary phases in the Ce-Ni-Si system as listed in Table 9 . Figure 13 . Map of the Ce-Ni-Si ternary phases generated by PRINCEPS. Connections between each ternary phase and any other phase (binary or ternary) with a PRINCEPS distance shorter than 1.2 are shown. Group labels and shaded regions are added manually to highlight the distribution of different groups across the phase diagram. Note: Ce(Ni,Si) 2 and CeNi 2 Si 2 both fall within the shaded region of Group A2, but are in fact members of the reference phase library. 
Analysis of Group A1
As can be seen in the PRINCEPS results summarized in Table 10 , the structures of Group A1 are intergrowths of CeSi, Ce(Ni,Si) 2 , and CeSi 2 , similar to what we encountered earlier for Ce 14 Ni 6 Si 11 ( Figure 9 ).
Among these six Group A1 phases, the three structures Ce 6 Ni 2 Si 3 , Ce 5 Ni 2 Si 3 and Ce 15 Ni 4 Si 13 are particularly interesting in that they form a clear structural series (Figure 14 ) [100] . Figure 14a -c shows the site projection map of the three phases onto CeSi (yellow) and Ce(Ni,Si) 2 (purple), where a segregation between CeSi and Ce(Ni,Si) 2 domains can be found in all three structures, with the size of the Ce(Ni,Si) 2 domain gradually increasing across the series. Therefore, all three structures in the series can be explained as intergrowths of the two reference phases. The unit cell structures in the series are shown in Figure 14d -f, which highlights the triangular Ce(Ni,Si) 2 domains with increasing sizes, and the CeSi-type interfaces depicted as zigzagging Ce double layers. Figure 14g -i shows larger fragments of these structures, where additional Ni atoms are found to fill up the void where six Ce(Ni,Si) 2 triangular domains meet at their shared corners. As the triangular Ce(Ni,Si) 2 domain grows larger, its interior will occupy more space relative to the CeSi interface (in other words, larger bulk size results in a smaller surface to volume ratio). Therefore, when performing the structural decomposition analysis, we would expect the weight on Ce(Ni,Si) 2 to increase, and the weight on CeSi to decrease as we go across the series. This trend is indeed observed in (Figure 15a) . Again, triangular domains of Ce(Ni,Si) 2 are found, which are almost identical to those in Ce 6 Ni 2 Si 3 , both depicted as isolated purple atoms in the site projection map. However, these domains are connected to each other following a different pattern, resulting in chains that run parallel to each other, with some additional atoms filling the void in between. For those Ce(Ni,Si) 2 -based atoms not at the center of Ce(Ni,Si) 2 triangles, Figure 15c reveals their CE to be trigonal prisms, and between them are smaller fragments of the CeSi-type zigzag motif. The last structure in Group A1, Ce 3 NiSi 3 , demonstrates yet another way CeSi and Ce(Ni,Si) 2 can intergrow. In its site projection map onto the two reference phases (Figure 16a) , the yellow and purple atoms form alternating layers stacking along the c direction. The structure can therefore be described as an intergrowth of CeSi and Ce(Ni,Si) 2 slabs (Figure 16b ). The last structure in Group A1, Ce3NiSi3, demonstrates yet another way CeSi and Ce(Ni,Si)2 can intergrow. In its site projection map onto the two reference phases (Figure 16a) , the yellow and purple atoms form alternating layers stacking along the c direction. The structure can therefore be described as an intergrowth of CeSi and Ce(Ni,Si)2 slabs (Figure 16b ). 
Analysis on Group A2
The structures of Group A2 mark a clear departure from the CeSi-Ce(Ni,Si)2 intergrowths of Group A1. As can be seen in the PRINCEPS output in Table 11 , CeSi does not play a significant role in any of these five phases. The first two phases represent structural variants of simple structures: 
The structures of Group A2 mark a clear departure from the CeSi-Ce(Ni,Si) 2 intergrowths of Group A1. As can be seen in the PRINCEPS output in Table 11 , CeSi does not play a significant role in any of these five phases. The first two phases represent structural variants of simple structures: Ce 2 Ni 3 Si 5 is a variant of CeNi 2 Si 2 , as is discussed in Section 3.4. Likewise, CeNiSi is a ternary variant of CeSi 2 , which is reflected in its high decomposition quality and a high weight for CeSi 2 ( Figure 17) .
The remaining three structures in the group-CeNiSi 2 , Ce 3 Ni 2 Si 8 and Ce 3 Ni 4 Si 4 -all have tall pseudo-tetragonal cells (although none of them are actually tetragonal: all three belong to the orthorhombic crystal system). In Figure 18a -c, all three phases are projected onto their major contributing phases, CeNi 2 Si 2 (yellow) and Ce(Ni,Si) 2 (purple). From the projection maps, it can be observed that the structures are built from stacking patterns of CeNi 2 Si 2 layers (layer A) and Ce(Ni,Si) 2 layers (layer B). Most sites in the three structures exhibit good projection qualities, except those Ce atoms lying on the interface between A-and B-type layers. Following this projection scheme, all three phases in the series can be viewed as stackings of the A and B layers. The main difference lies in the ordering of the layers. Ce3Ni2Si8 adopts an A-B-A-A-B-A type stacking; in CeNiSi2, the stacking follows the A-B-A-B pattern; in Ce3Ni4Si4, the stacking pattern becomes B-A-B-B-A-B. This trend is in accordance with the decomposition weights listed in Table 11 : Ce3Ni2Si8 (A:B = 2:1) has the highest decomposition weight on CeNi2Si2 among the three phases (67.46%), and this number gradually decreases across the series (46.32% for CeNiSi2 with A:B = 1:1, 31.58% for Ce3Ni4Si4 with A:B = 1:2). On the other hand, the decomposition weight on Ce(Ni,Si)2 experiences a steady increase across the series (6.54% for Ce3Ni2Si8, 9.89% for CeNiSi2, 24.87% for 2 , along with the CeSi 2 structure, an alternative way of stacking B layers. Note that A/B/B' nomenclature becomes sufficient for specifying the structures of these compounds when we introduce the restriction that the layers should be shifted relative to each other along a and b so that Ce positions are shared at the interfaces, and the connectivity of the Ni/Si network is maintained. Table 11 , one may notice that the CeSi 2 structure is also taking up a large portion of weight in the decompositions. The reason behind this can be seen in Figure 18d : both CeSi 2 and Ce(Ni,Si) 2 can be viewed as stacking of the B layers. In CeSi 2 , however, adjacent B layers are related by a 4 1 screw operation, rather than a simple reflection, so its stacking can be described as B-B'-B-B'. Therefore, in our description of the structural series as stacking of A and B type single layers, CeSi 2 and Ce(Ni,Si) 2 can be considered as almost equivalent [101, 102] . Their difference in relative orientation of adjacent B layers only becomes significant when the target structure also contains adjacent B layers: for example, Ce 3 Ni 4 Si 4 has weights of 31.58% for Ce(Ni,Si) 2 and 24.87% for CeSi 2 , since its neighboring B layers are related by reflections rather than screw rotations.
When examining

Group A3: The Ce 6 Ni 7 Si 4 Structure
The structure of Ce 6 Ni 7 Si 4 has been discussed in Section 3.6. As a special member of Group A, its structure is unique in that it contains CeSi-type layers, a structural motif typical for Group A1, but here they form intergrowths with CeSi 2 -type layers rather than Ce(Ni,Si) 2 fragments, which are more commonly found in Group A2 phases. Therefore, the Ce 6 Ni 7 Si 4 structure shares some structural features with both Group A1 and Group A2, but does not truly belong to either, explaining why it is listed as a separate cluster by PRINCEPS.
Analysis on Group B
In our analysis of CeNi 9 Si 4 (Section 3.7), we determined that this phase is not reducible to fragments of the binary phases in the system. As is evident in the PRINCEPS output of Table 12 , the same applies to the other members of Group B. A more productive approach to these compounds is then to examine their relationships with each other, which can be explored through the PRINCEPS distance matrix of Table 13 . The distances among these three phases are found to be exceptionally small (for comparison, the average distance between two Ce-Ni-Si ternary phases is 1.90: see the Supporting Information for details), suggesting that high structural similarity may be found between them. A closer look at the crystal structures confirms this expectation: CeNi 8 Si 5 adopts the NaZn 13 structure type (cF112, space group Fm3c). This structure can be rationalized as a CsCl-type packing of Na atoms and Zn@Zn 12 filled icosahedra (Figure 19a further lowering the symmetry to 4/ ; moreover, the central position of the Ni/Si icosahedral cluster is left unoccupied, changing the overall Ce:(Ni + Si) ratio from 1:13 to 1:12.
These features are expressed in the inter-phasic distances of Table 13 . CeNi8Si5 and CeNi9Si4 differ chiefly in the ordering of Ni and Si atoms, leading to a distance between them of less than 0.5. The CeNi6Si6 structure, on the other hand, leaves the Ni/Si icosahedra empty, resulting in a more significant change in the atomic CEs and hence a longer distance from the other two phases. 
Overview of the Isolated Phases
As can be seen from the ternary phase diagram and Table 14 , besides CeNi4Si, which is a ternary variant of the CeNi5 structure (see Section 3.3), none of the other three phases is closely related to any other binary or ternary phases. Therefore, PRINCEPS does not provide much insight on the structures of these phases, except to say that they represent unique structural chemistry in the system, and warrant a more detailed structural analysis. For the sake of the completeness of our discussion, we will briefly go through the structures of these phases in this section. The structure of CeNi 9 Si 4 is nearly identical to CeNi 8 Si 5 ; the only difference is that the Ni and Si atoms are ordered instead of forming mixed occupation sites, lowering the symmetry from cubic (Fm3c) to tetragonal (I4{mcm). CeNi 6 Si 6 is another variant, which adopts a different Ni-Si ordering, further lowering the symmetry to P4{nbm; moreover, the central position of the Ni/Si icosahedral cluster is left unoccupied, changing the overall Ce:(Ni + Si) ratio from 1:13 to 1:12.
These features are expressed in the inter-phasic distances of Table 13 . CeNi 8 Si 5 and CeNi 9 Si 4 differ chiefly in the ordering of Ni and Si atoms, leading to a distance between them of less than 0.5. The CeNi 6 Si 6 structure, on the other hand, leaves the Ni/Si icosahedra empty, resulting in a more significant change in the atomic CEs and hence a longer distance from the other two phases.
As can be seen from the ternary phase diagram and Table 14 , besides CeNi 4 Si, which is a ternary variant of the CeNi 5 structure (see Section 3.3), none of the other three phases is closely related to any other binary or ternary phases. Therefore, PRINCEPS does not provide much insight on the structures of these phases, except to say that they represent unique structural chemistry in the system, and warrant a more detailed structural analysis. For the sake of the completeness of our discussion, we will briefly go through the structures of these phases in this section. Figure 20a ). The structure can be visualized as a modified version of CaCu 5 structure type (the figure shows the characteristic alternating honeycomb and kagome layers), with one third of the Ca atoms substituted by Cu dumbbells that run along the c direction. However, the change in CE for most of the atoms caused by this substitution is drastic enough that the distance between this phase and CeNi 5 is much longer than that of a typical structural variant, with d(Ce 2 Ni 15 Si 2 ,CeNi 5 ) = 1.64. 
Conclusions
Structural analysis of complex phases is a challenging task, and uncovering structural trends over multiple phases even more so. In this Article, we have established the basic algorithm for PRINCEPS as a means of simplifying the discovery of such structural trends and relationships. PRINCEPS compares atomic coordination environments (CEs) by projecting them onto spherical harmonics, and mixes elemental CEs of different elements based on their chemical similarity to provide comparisons of both geometry and elemental coloring.
When performing analysis on individual phases, we saw that structural projection of complex Ce 2 Ni 17 Si 5 belongs to the BaCd 11 structure type (tI48, space group I4 1 {amd, Figure 20b ). In this structure, the Ce atoms are all isolated and each located in a 22-coordinate polyhedron composed of Ni/Si atoms. These polyhedra in turn form helices along the c direction by sharing their square faces. Ce 3 Ni 6 Si 2 belongs to the Ca 3 Ag 8 structure type (cI44, space group Im3m, Figure 20c ). Unlike other phases with an approximately 1:3 Ce:(Ni + Si) ratio (such as phases in Group A2), where Ce atoms are isolated and scattered throughout the structure, they cluster into empty octahedra in the Ce 3 Ni 6 Si 2 structure. These octahedra in turn pack in a bcc fashion, with Ni/Si atoms forming an interface between them.
When performing analysis on individual phases, we saw that structural projection of complex phases onto simpler reference phases is in many cases an effective approach for structural rationalization. The majority of the ternary phases in our test case, the Ce-Ni-Si system, are successfully interpreted by this approach as structural variants or structural intergrowths of the reference phases. The clustering functionality, along with the ternary phase diagram with similarity-based connections, provided more insight on structural relationships between complex ternary phases, and helped identify structural series emerging across the phases. The algorithm also highlighted exceptional phases, such as Ce 2 Ni 17 Si 5 , where new chemistry not anticipated by the other structures in the system arise.
PRINCEPS exhibits several unique features for structure description compared to other existing algorithms. First, the spherical harmonics projection scheme is very sensitive to distortion of atomic CEs, which gives the algorithm the potential to detect subtle differences between similar structures. Second, the utilization of chemical indices and recombination matrices allows for consideration of element type and chemical similarity in the analysis, which casts more chemical insight into our structural analysis. This is particularly helpful for systems such as Ce-Ni-Si, where Ni and Si are largely interchangeable while Ce is clearly distinct. Finally, the method confines structural descriptors of atomic CEs to their first coordination sphere. While this could make it challenging for the algorithm to discern differences between homologous structures, where local atomic CEs are highly similar, it also places a linear bound on the processing time of the analysis, which ensures the algorithm runs efficiently even for very large unit cells. These distinct features could allow PRINCEPS to complement existing crystal structure analysis programs.
Some improvements to the method could further enhance the performance of PRINCEPS. For example, the possibility of including interstitial voids as "central atoms" could prove helpful in identifying structural fragments that do not have a central atom, such as the γ-brass cluster. Another future direction would be to use multiple coordination spheres when devising atomic CE descriptors to allow for the comparison of larger structural fragments between a structure of interest and reference phases. It will be exciting to see what new structural relationships may be uncovered in the vast structural literature on intermetallic phases through this and other approaches to comparative structural chemistry.
