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La segunda contribucio´n consiste en un ana´lisis comparativo de los modelos
propuestos y de los existentes en la literatura. En la literatura consultada, no se
encontro´ algu´n trabajo que presente este tipo de ana´lisis para el problema de estudio.
Finalmente, se presentan resultados computacionales sobre un gran conjunto
de instancias tomadas de la literatura. La eficiencia de los modelos propuestos ante
los existentes en la literatura, queda emp´ıricamente demostrada al ser capaces de
resolver hasta un 25% ma´s de instancias que los modelos propuestos en la literatura
para instancias de 50 nodos, y un 37% para las instancias de 80 nodos.
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Cap´ıtulo 1
INTRODUCCIO´N
En el mundo empresarial/industrial, se tienen un sinf´ın de problemas, como lo
son, por ejemplo, la planeacio´n de produccio´n y el transporte de productos. Los costos
de produccio´n y de transporte afectan directamente el costo final del producto. Es
por ello, que es necesario estudiar estos problemas y proponer nuevas herramientas
que permitan la minimizacio´n de costos. En el caso del transporte de productos,
identificamos un problema de ruteo de veh´ıculos (VRP, por sus siglas en ingle´s), el
cual ha sido ampliamente estudiado en el a´rea de investigacio´n de operaciones.
El VRP consiste en que, dada una flotilla de veh´ıculos, y un conjunto de clien-
tes, se quiere determinar la ruta que seguira´ cada uno de los veh´ıculos con el fin de
que se visiten todos los clientes. Adicionalmente, estas rutas deben cumplir cierto
criterio u objetivo, que usualmente es el minimizar el tiempo de uso de la flota de
veh´ıculos.
La estructura matema´tica del VRP puede representar fa´cilmente una gran
variedad de problemas reales, principalmente los problemas de determinacio´n de
rutas, problemas de asignacio´n de tareas, trabajo en equipo, disen˜o de horarios,
etc. Esta flexibilidad para adaptarse a un sinf´ın de problemas, es donde radica la
importancia de estudio de los problemas de ruteo de veh´ıculos.
Supongamos que tenemos la red presentada en la Figura 1.1, adema´s de tres
veh´ıculos, en ella podemos apreciar un conjunto de clientes, indicados por c´ırculos
azules, y un depo´sito, marcado en un cuadro rojo. El objetivo sera´ determinar que
1
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rutas seguira´n nuestros veh´ıculos dentro de la red, de tal manera que se visiten a
todos los clientes, adema´s de que, cada una de las rutas inicie y termine en el depo´sito
sen˜alado.
Figura 1.1: Ejemplo de red
Se debe realizar el disen˜o de las rutas para cada veh´ıculo, de tal modo que
se empiece y termine en el depo´sito y que cada uno de los clientes sea visitado
exactamente una vez por alguna de las rutas. Todo esto con el objetivo de tomar las
rutas que nos generen el menor tiempo de viaje.
En la Figura 1.2, podemos observar un conjunto de rutas factibles asignadas
a los tres veh´ıculos disponibles en la red. Se puede apreciar cada una de las rutas
asignadas a cada veh´ıculo por su co´digo de colores. Observemos que, en efecto, cada
una de estas rutas sale y regresa del depo´sito, adema´s de que no hay perdida de
continuidad en cada una de las rutas y se cumple la condicio´n de visitar solo una
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vez a cada cliente.
Figura 1.2: Rutas factibles
Adicionalmente al problema cla´sico de VRP, para esta investigacio´n se agrega-
ran restricciones de ventanas de tiempo y sincronizacio´n sobre las tareas. Variables
de tipo scheduling se agregan a la formulacio´n del VRP con el fin de indicar expl´ıci-
tamente en el modelo, el tiempo en el que cada veh´ıculo debe estar en cada uno de
los nodos/clientes correspondientes a su ruta.
La sincronizacio´n es una variante relativamente nueva para los problemas de
ruteo. En el Cap´ıtulo 2, Seccio´n 2, encontraremos una descripcio´n ma´s detallada so-
bre los tipos de sincronizacio´n. En esencia, con la sincronizacio´n se pretende realizar
el ajuste temporal de algu´n evento (que puede ser algu´n servicio, entrega, etc.), y
este tipo de ajuste var´ıa segu´n las necesidades o el problema que se estudie.
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Para este trabajo, se toma en cuenta una sincronizacio´n sobre los servicios/tareas
que se otorgan a los clientes. El ajuste que se tomara´ aqu´ı, considerando a los entes
como veh´ıculos, es que den su servicio de manera simulta´nea.
Retomemos la red de la Figura 1.1 con una pequen˜a modificacio´n, observemos
ahora la Figura 1.3, los nodos amarillos nos indican la necesidad de utilizar dos
veh´ıculos para realizar dicho servicio.
Figura 1.3: Red con clientes a sincronizar
En la Figura 1.4 encontramos un disen˜o de rutas factibles para este problema.
Podemos apreciar que las rutas, tanto del veh´ıculo 1 y 2, as´ı como el 2 y el 3, se
cruzan, una situacio´n completamente diferente a las anteriores.
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Figura 1.4: Rutas factibles para red con sincronizacio´n
Un u´ltimo punto a mencionar, es que al menos en la Figura 1.4 se aprecia
una sincronizacio´n perfecta, algo que muy rara vez puede ocurrir en la pra´ctica. Es
aqu´ı donde se presenta una situacio´n que no ocurre en los VRP cla´sicos, la cual es
la posibilidad de que un veh´ıculo espere a otro para empezar a realizar un servicio.
Algunas aplicaciones del problema de ruteo de veh´ıculos con sincronizacio´n
pueden ser vistas, por ejemplo, en problemas de carga, donde hay que sincronizar
tra´ileres y cajas, o bien el transporte (laboral o escolar) de personas. Otras a´reas don-
de podemos observar esto, es en las aerol´ıneas, que tienen que sincronizar sus vuelos
de acuerdo a origen–destino, a lo largo de sus d´ıas en un horizonte de planeacio´n;
tambie´n la prestacio´n de servicios me´dicos a personas de la tercera edad, en algunos
pa´ıses, considera este tipo de conceptos, ya que, por alguna enfermedad, movilidad,
o tratamiento, se requiere de varias enfermeras para dar un servicio me´dico.
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E la presente investigacio´n se estudia un problema de ruteo de veh´ıculos con
ventanas de tiempo y sincronizacio´n, nos referiremos a e´ste como SVRP (Synchro-
nized Vehicle Routing Problem). A continuacio´n se presentan los supuestos que se
consideran para el problema de estudio:
1. Grafo conexo.
2. Si se visita un nodo, se debe dar servicio a e´ste.
3. Flota homoge´nea de veh´ıculos.
4. Servicios/entregas completas (no hay split delivery).
Aprovechando los supuestos 2 y 4, y las restricciones de scheduling, podemos
usar variables del tipo scheduling con un solo ı´ndice (una por nodo).
1.1 OBJETIVO
El principal objetivo de esta investigacio´n, es el proponer y comparar nuevas
formulaciones lineales para el SVRP. Adicionalmente, se espera que estos mode-
los sean ma´s eficientes, en el sentido de que, nos permitan resolver instancias ma´s
grandes, en comparacio´n con otras formulaciones propuestas en la literatura.
1.2 MOTIVACIO´N Y JUSTIFICACIO´N
En la literatura, se han propuesto modelos para el SVRP, sin embargo, estos
modelos son bastante complejos, y en el peor de los casos, no lineales, por lo que
e´stos se vuelven ineficientes para resolver el problema. En este trabajo, se proponen
formulaciones ma´s eficientes que reu´nen las mejores caracter´ısticas de los modelos
existentes en la literatura.
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1.3 HIPO´TESIS
Las formulaciones que pueden ser encontradas actualmente en la literatura
hacen uso de un gran nu´mero de variables, el cual puede ser reducido. As´ı mismo,
se cree que algunas restricciones pueden ser modificadas y/o reformuladas para fines
de optimizacio´n del modelo.
Adema´s, la realizacio´n de la comparacio´n de los modelos, nos permitira´ identi-
ficar los puntos de´biles de las formulaciones actuales y construir modelos y me´todos
de solucio´n ma´s eficientes.
1.4 METODOLOGI´A
La metodolog´ıa a seguir para esta´ investigacio´n esta conformada de la siguiente
manera:
Se realiza una revisio´n de la literatura, con el fin de determinar los alcances de
e´sta investigacio´n.
Se proponen nuevos modelos lineales para el SVRP.
Se validan los modelos usando un gran conjunto de instancias; cada instancia
es resuelta mediante CPLEX.
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1.5 ESTRUCTURA DE LA TESIS
A continuacio´n se describe brevemente la estructura de la presente tesis:
En el Capitulo 2, se presenta el estado del arte correspondiente al tema desa-
rrollado en la tesis, finalizando con una tabla con la que se trata de poner en contexto
nuestra contribucio´n.
En el Capitulo 3, se muestran y discuten formulaciones encontradas en la lite-
ratura del SVRP.
En el Capitulo 4, nos dedicamos a proponer las formulaciones lineales para el
SVRP.
En el Capitulo 5, se muestra la implementacio´n de los modelos, el propuesto
en el presente trabajo, y el modelo ma´s parecido presente en la literatura.
En el Capitulo 6, se presentan las conclusiones acerca del trabajo realizado,
as´ı como posibles extensiones y aplicaciones acerca del trabajo futuro de e´sta inves-
tigacio´n.
Por u´ltimo, en los ape´ndices podremos encontrar una descripcio´n detallada de
las instancias y las mejores cotas encontradas para los modelos propuestos.
Cap´ıtulo 2
ESTADO DEL ARTE
En este cap´ıtulo, se presentan los antecedentes y trabajos encontrados en la
literatura, considerados como pertinentes al tema tratado en esta investigacio´n: La
primera seccio´n corresponde a los trabajos acerca del VRP en general. En la segunda
seccio´n se presenta la definicio´n formal de sincronizacio´n, as´ı como su clasificacio´n.
En la tercera seccio´n, se presentan los trabajos donde se modelan y aplican las
caracter´ısticas del SVRP (o similares), as´ı como los me´todos de solucio´n aplica-
dos/propuestos. Para finalizar, se presenta una tabla con el fin de contextualizar
nuestra investigacio´n en base a los componentes considerados en las nuevas formu-
laciones.
2.1 PROBLEMA DE RUTEO DE VEHI´CULOS
El problema de ruteo de veh´ıculos (VRP), es uno de los problemas ma´s estu-
diados en el campo de la optimizacio´n, ya que este comparte caracter´ısticas similares
a otras problema´ticas que existen en el mundo real. Este problema nace como una
generalizacio´n del problema del agente viajero, ampliamente estudiado y propuesto
por primera vez por Dantzig et al. (1954).
El problema de ruteo de veh´ıculos, propuesto por primera vez por Dantzig y
Ramser (1959), consiste en disen˜ar las mejores rutas, para una flotilla de camiones
despachadores de gasolina, entre las estaciones de servicio (gasolineras) y depo´sitos
de gasolina (bulk station).
9
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Ante la presencia de nuevas variantes del problema, surge la necesidad de incor-
porar nuevos elementos a la formulacio´n original, para representar adecuadamente
problema´ticas reales. Por ejemplo, en Pullen y Webb (1967) se habla por primera vez
sobre considerar variables del tipo scheduling adicionales a las del problema cla´sico
del VRP, dado un caso de estudio acerca de oficinas de correos en Londres central.
Una extensio´n natural de e´ste problema cla´sico, fue la propuesta por Tillman
(1969), donde tratando de dar un enfoque ma´s apegado a situaciones reales, de-
mandas probabil´ısticas dentro del VRP, esta nueva variante es ahora conocido como
problema de ruteo de veh´ıculos estoca´stico (Stochastic Vehicle Routing Problem,
SVRP). Tillman propone como una extension del trabajo realizado por Clarke y
Wright (1964), esto ante la ausencia de trabajos que consideran mu´ltiples depo´sitos
y demandas estoca´sticas.
Otra variante de este problema necesaria para formular problemas relaciona-
dos con productos, y no tanto con servicios, es el problema de ruteo de veh´ıculos
capacitados (Capacitated Vehicle Routing Problem, CVRP) descrito en Christofides
y Eilon (1969). En esta variante, adicionalmente al cla´sico VRP, encontramos por
primera vez restricciones de capacidad en los veh´ıculos.
En el trabajo de Pullen y Webb (1967), podemos encontrar el primer trabajo
de problema de ruteo con ventanas de tiempo (VRPTW, por sus siglas en ingle´s).
En este problema, se agregan restricciones adicionales con intervalos de tiempo en
los cuales debe realizarse un servicio. Uno de los me´todos de solucio´n que ma´s se
han utilizado para la solucio´n de problemas de ruteo de veh´ıculos con ventanas de
tiempo es la bu´squeda tabu´ (Glover (1989)).
En Ball et al. (1983), ante la problema´tica de una empresa qu´ımica, con fluc-
tuaciones semanales en sus demandas, se deseaba determinar el numero de arrenda-
mientos (flota de veh´ıculos homoge´nea). Este problema lleva el nombre de Fleet Size
Problem, FSP.
Un an˜o despue´s, Golden et al. (1984) propone una generalizacio´n e hibridacio´n
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entre el VRP y el FSP, en la cual, se debe determinar el taman˜o de la flotilla de
veh´ıculos y la ruta de e´stos, adema´s de, relajar el problema y considerar la flota
heteroge´nea con capacidades diferentes. Este problemas es conocido como Fleet Size
and Mix Problem. En este mismo an˜o, se publica el trabajo de Christofides y Beasley
(1984), quienes proponen un enfoque perio´dico del VRP, esto es, aqu´ı se hace una
planeacio´n de las rutas en un horizonte de planeacio´n mayor a un d´ıa. Cada cliente
tiene una demanda asociada, la cual debe ser cubierta en un subconjunto de d´ıas que
e´l tiene disponible. Este problema es conocido como problema de ruteo de veh´ıculos
perio´dico (PVRP).
Dror y Trudeau (1989) proponen un problema de ruteo de veh´ıculos con entre-
gas divididas (Split Delivery Vehicle Routing Problem, SDVRP). En esta variante, se
hace una consideracio´n especial sobre la demanda, e´sta puede ser cubierta parcial-
mente por ma´s de un veh´ıculo, siempre que sea satisfecha en su totalidad. No´tese que
en el SDVRP la demanda de algu´n cliente puede ser mayor a la capacidad ma´xima
de los veh´ıculos. An˜os despue´s, en Dror et al. (1994) extienden el estudio de esta
variante y proponen un enfoque de solucio´n del tipo Branch & Bound.
Dumas et al. (1991) proponen como extensio´n natural para el VRPTW, el pro-
blema de ruteo de veh´ıculos con pickup and delivery (Vehicle Routing Problem with
Pickup and Delivery, VRPPD). En este problema, se tiene adema´s que, cada cliente
tiene una demanda la cual indica la cantidad de producto a recolectar, as´ı como el
cliente/deposito al cual se entregara dicha carga.
Kara y Bektas (2003) proponen una generalizacio´n del VRP cla´sico (GVRP),
en la cual, el conjunto de clientes disponibles esta dividido en clu´steres mutuamente
excluyentes. En este problema, la demanda de cada clu´ster (demanda de los nodos
pertenecientes a e´ste) debe ser cubierta en un solo viaje, pudiendo darse el servicio
en cualquiera de los nodos pertenecientes al clu´ster.
No esta de ma´s mencionar una variante muy reciente del VRP, la cual es
llamada problema de ruteo de veh´ıculos con tra´ileres y transbordos (VRPTT por sus
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siglas en ingle´s), propuesto por Drexl (2007), en el que se presenta una generalizacio´n
del VRP donde se tienen veh´ıculos auto´nomos, no auto´nomos (siendo estos, cajas
de tra´ileres, por ejemplo) y de soporte, que se utilizan como depo´sitos mo´viles. El
objetivo de este tipo de problema es recolectar art´ıculos de los clientes para ser
entregados posteriormente en un depo´sito/planta/etc.
2.2 SINCRONIZACIO´N: DEFINICIO´N Y
CLASIFICACIO´N
Siguiendo la definicio´n de Drexl (2012b), tenemos que:
“El problema de ruteo de veh´ıculos con mu´ltiples restricciones de sincro-
nizacio´n se define como un problema de ruteo de veh´ıculos, en el cual
ma´s de un veh´ıculo puede o debe ser utilizado para cumplir una tarea”
“A VRPMS is a vehicle routing problem where more than one vehicle
may or must be used to fulfil a task”
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SINCRONIZACIO´N DE TAREAS
“Each task must be performed exactly once by one or more suitable
vehicle(s)”
Para este tipo de sincronizacio´n, se debera´ realizar el servicio exactamente una
vez, por uno o ma´s veh´ıculos adecuados. Es evidente que el servicio debe ser realizado
de manera simulta´nea, adema´s de ser este tipo de sincronizacio´n la ma´s sencilla que
se puede encontrar, y e´sta ocurre sobre los nodos.
Esta puede ser encontrada, por ejemplo, en la sincronizacio´n de servicios me´di-
cos/enfermer´ıa a domicilio, donde se tiene que brindar el servicio a algu´n paciente,
puede que este paciente requiera ser movilizado, ya sea a un hospital, o para recibir
algu´n tratamiento por alguna situacio´n inmovilizante (por ejemplo, alguna fractura,
y que e´ste requiera ser cargado).
Otro ejemplo de este tipo de sincronizacio´n, lo podemos ver en la asignacio´n de
vuelos en las compan˜ias ae´reas, ya que al realizar su planeacio´n, deben sincronizar
las mismas rutas (origen-destino) a la misma hora, en cada uno de los d´ıas que sean
asignadas.
SINCRONIZACIO´N DE OPERACIONES
“The o↵set, that is, the time may elapsed between the start of execution
of a specified operation by a suitable vehicle at a certain vertex and the
start of execution of another specified operations by another suitable
vehicle at another certain vertex, must be lie within a specified finite
interval of zero or positive lenght, both vehicles must be compatible, and
the vertex may be the same one or di↵erent ones”
La ejecucio´n de los servicios de dos o ma´s veh´ıculos compatibles debe realizarse
dentro de un intervalo de tiempo predefinido, no necesariamente sobre el mismo
Cap´ıtulo 2. ESTADO DEL ARTE 14
ve´rtice.
Este tipo de sincronizacio´n puede ser fa´cilmente observada en el trabajo reali-
zado por Fu¨genschuh (2006), donde se quiere realizar la asignacio´n de las rutas para
el transporte de estudiantes a escuelas. Aqu´ı se quieren sincronizar los tiempos de
entrada a las escuelas con los viajes de los autobuses, con el fin de evitar conges-
tionamientos en horas picos. Dicho esto, se cuenta con muy pequen˜as ventanas de
tiempo para la sincronizacio´n entre los viajes y los tiempos de entrada, ya que no
se puede dejar a los estudiantes despue´s de la hora de entrada establecida por las
escuelas.
SINCRONIZACIO´N DE MOVIMIENTO/RECORRIDO
“For a vehicle to be able to move along a certain arc, a di↵erent but
compatible vehicle must move along the same arc at the same time, that
is, both vehicles must leave the tail of the arc at the same time, traverse
the arc together and reach the tail of the arc at the same time.”
Aqu´ı, la sincronizacio´n se da sobre los arcos, los veh´ıculos necesarios (y compa-
tibles) deben iniciar el servicio al mismo tiempo, as´ı como recorrer el arco de manera
simulta´nea, para finalmente llegar al nodo destino al mismo tiempo.
Este tipo de sincronizacio´n puede encontrarse en el problema de remocio´n de
nieve (Salazar-Aguilar et al. (2012)), donde los veh´ıculos deben recorrer las calles
para quitar la nieve de estas y para evitar la formacio´n de mont´ıculos, se desea
dar servicio a todos los carriles de una calle (hacia la misma direccio´n) de manera
simulta´nea.
Otra aplicacio´n interesante de este tipo, puede verse en Recker (1995) que tra-
bajo´ el problema de House Activity Pattern Problem (HAPP). En este problema,
se busca determinar la agenda de los integrantes de una familia, considerando acti-
vidades dentro y fuera de la casa. Para realizar una tarea determinada a lo largo de
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sus actividades, pudiera darse el caso de un uso compartido de un veh´ıculo. Aqu´ı se
propone un formulaciones del tipo entero mixto.
SINCRONIZACIO´N DE CARGA
“For each vertex with specified negative, zero or positive demand, the
di↵erence between the total amount of load unloaded at the vertex by
all active vehicles visiting it and the total amount of loadd received at
the vertex by all passive vehicle visiting it must be equal to the specified
demand.”
Este tipo de restriccio´n/problema, se desprende de los ya conocidos problemas
de Split Delivery VRP. Como se menciona, en el SDVRP, la demanda de un nodo
puede ser cubierta por ma´s de un veh´ıculo, y que estos distintos veh´ıculos deben
satisfacer la demanda en su totalidad con una entrega simulta´nea, es aqu´ı donde
aparece la sincronizacio´n.
Tambie´n, como ya se menciono´, en el trabajo de Drexl (2007), se requiere
sincronizar camiones de carga y de descarga de mercanc´ıa, para hacer el traspaso de
los bienes. Estos veh´ıculos deben encontrarse en nodos espec´ıficos para realizar la
operacio´n de carga, descarga, o transferencia de sus mercanc´ıa.
SINCRONIZACIO´N DE RECURSOS
“The total consumption of a specified resource by all vehicles must be
less than or equal to a specified limit.”
Por u´ltimo, este tipo de restricciones obliga a los veh´ıculos a competir entre
s´ı por la utilizacio´n o consumo de algu´n recurso, esto es, competir por la utilizacio´n
de estaciones de ensamble, por el uso/estad´ıa en depo´sitos, o bien, limitar el taman˜o
de la ruta o el numero de clientes a visitar por determinado veh´ıculo, o bien, limitar
rutas por tiempo.
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Hempsch y Irnich (2008) plantean una aplicacio´n de este tipo de sincroniza-
cio´n en un problema de correos. Aqu´ı los veh´ıculos realizan la recoleccio´n de cartas
y paquetes, pero al momento de regresar al depo´sito, estos deben ser procesados
internamente (etiquetados con co´digos, ordenados, poner estampillas, etc), lo cual
consume tiempo y nos genera una tasa de procesamiento en el (los) depo´sito (s), por
la cual se debe competir.
2.3 PROBLEMA DE RUTEO DE VEHI´CULOS
CON SINCRONIZACIO´N
Se puede apreciar en Desaulniers et al. (2005), Capitulo 7, un caso de estudio
basado en un problema real de la empresa noruega Norsk Hydro, la cual enfrentaba
la problema´tica de transporte de amoniaco en Europa. En ese trabajo, se busca
realizar el disen˜o de rutas o´ptimas dada una flotilla de barcos de transporte, con
un solo producto (amoniaco), entre plantas productoras y consumidoras de e´ste.
Ellos siguen una formulacio´n de ruteo con asignacio´n e inventarios y se busca una
sincronizacio´n entre los barcos y los puertos.
Otro trabajo que integra caracter´ısticas similares se encuentra en Pan et al.
(2009), con un enfoque de cadena de suministro en transporte terrestre para una
empresa productora de vidrio en China. Aqu´ı no se considera un nu´mero fijo de
veh´ıculos, sino que se desea saber la cantidad o´ptima de estos , incluyendo la posibi-
lidad de contratar terceros, los autores proponen un modelo no lineal entero mixto y
una metodolog´ıa de solucio´n heur´ıstica de ventanas de tiempo mo´viles. En este caso
de estudio, se busca sincronizar el inventario y el transporte del vidrio.
Pop y Popsitar (2011) presentan una transformacio´n del problema de ruteo
generalizado en uno de ruteo de veh´ıculos sencillo, y proponen un modelo de pro-
gramacio´n lineal entera. Este trabajo nos abre las puertas a considerar trabajos de
ruteo de veh´ıculos generalizados dentro de las extensiones y me´todos de solucio´n que
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se han presentado en la literatura para el VRP.
El Hachemi et al. (2011) presenta un caso de estudio sobre un problema pre-
sente en la industria forestal. Aqu´ı se formula el problema bajo un esquema de VRP
con pick up and delivery, se presenta un modelo bajo el esquema de constraint pro-
gramming (Ja↵ar y Maher (1994)) con el objetivo de minimizar los costos de las
actividades no productivas (recorrido de veh´ıculos sin carga, tiempos muertos, etc).
En este trabajo, se considera la sincronizacio´n de recursos, ya que los tra´ileres com-
piten por la utilizacio´n de la zona de descarga (un molino), adema´s de ser validado
con instancias reales proporcionadas por la empresa Forest Engineering Research
Institute of Canada.
Fu¨genschuh (2006) realizaron un trabajo acerca de la recoleccio´n de estudiantes
para ser llevados a escuelas, bajo el esquema de sincronizacio´n de operaciones. Se
hace una formulacio´n del tipo VRPTW, solo que a diferencia del problema cla´sico,
aqu´ı no se tienen las ventanas de tiempo fijas en un inicio, sino que se hace un
acoplamiento de tiempos para determinar las ventanas de tiempo, con lo que llaman
internal and external coupled constraints, que son las ventanas de tiempo en caso
de realizar transbordos en un viaje, y ventanas de tiempo para entrar a la escuela,
respectivamente. Se propone un modelo entero mixto y un enfoque de solucio´n tipo
greedy.
Russell et al. (2008) aplica la bu´squeda Tabu´ para un problema de distribucio´n
y log´ıstica de perio´dicos con ventanas de tiempo y lo formulan como un Open Vehicle
Routing Problem (OVRP, Fu et al. (2005)), en este tipo de VRP, los veh´ıculos no
tienen que regresar al depo´sito al final de su ruta, y en caso de tener que volver,
tendra´n que recorrer en sentido inverso la ruta asignada.
En Rusell et al. encontramos el caso de estudio de distribucio´n y log´ıstica de
perio´dico presente en Tusla World (Oklahoma, USA), en la cual tratan de coordinar
y sincronizar la produccio´n y entrega de perio´dico a puntos de venta. Aqu´ı vemos
presente la sincronizacio´n en la parte de produccio´n y carga del perio´dico.
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En Ioachim et al. (1999) se desarrolla una investigacio´n alrededor de la avia-
cio´n, donde se puede apreciar claramente la necesidad de la sincronizacio´n. En este
trabajo, se enfrenta a la problema´tica de agendar vuelos a lo largo de un horizonte
de planeacio´n grande. A cada uno de los vuelos se le es asignado un id, lo cual nos
indica, que si dos vuelos con un mismo identificador son agendados, deben ser asig-
nados a la misma hora (diferente d´ıa). A estas restricciones se les conoce como same
departure time constraints, adema´s se propone un modelo entero mixto no lineal
as´ı como una generacio´n de columnas dentro de un Branch & Bound como me´todo
de solucio´n.
Belanger et al. (2006), propone un enfoque multicommodity para el mismo tipo
de problema trabajado por Ioachim et al. (1999), adema´s de agregar/penalizar vuelos
con el mismo origen–destino. Tambie´n se sigue un esquema h´ıbrido, un Branch &
Bound, dentro de un Branch & Price como me´todo de solucio´n.
El Home Health Care Problem (HCC problem) es un problema que se enfrenta
a la prestacio´n de servicios me´dicos. Este problema, presentado en Begur et al. (1997)
y Cheng y Rich (1998), consiste en que se tienen un conjunto de pacientes, a los cuales
hay que ir a visitar para realizar algu´n tratamiento o entrega de medicamento. Begur
et al. se enfoca ma´s en la presentacio´n y contextualizacio´n del problema, y por otra
parte, Cheng y Rich (1998) presenta los primeros modelos lineales enteros mixtos
para este problema.
Los trabajos presentados a continuacio´n, acerca del problema del Home Health
Care Problem, son realizados bajo el mismo esquema de sincronizacio´n de servicios
me´dicos, ma´s espec´ıficamente, en sincronizacio´n de tareas (segu´n la clasificacio´n
presentada).
Eveborn et al. (2006) se interesaron en la prestacio´n de servicios me´dicos a per-
sonas de la tercera edad, espec´ıficamente el otorgado por el gobierno suizo. Lidiando
con servicios de enfermer´ıa, limpieza, ban˜o, entre otros, se desarrollo´ un software de
soporte para los planificadores llamado LAPS CARE. Se presenta un modelo entero
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de programacio´n basado en un perfect matching (Ahuja et al. (1988)).
En Bertels y Fahle (2006), podemos encontrar un trabajo sobre la asignacio´n
entre el sta↵ de me´dicos y enfermeras, contra las tareas/servicios por realizar. En
este estudio, se considera que el sta↵ tiene habilidades para realizar cierto tipo de
tareas, adema´s de agregar otras reglas/restricciones, como lo es la sincronizacio´n,
compatibilidad de relaciones (sociales), entre otras. Todo esto culminando en el
desarrollo del software PARPAP.
En Kergosien et al. (2009) se propone un modelo entero para el Home Health
Care, donde se realiza un estudio y se llega a dos modificaciones que mejoran el
desempen˜o del modelo, as´ı como una modificacio´n en la funcio´n objetivo.
Un caso de estudio realizado en Dinamarca es mostrado en Rasmussen et al.
(2012), en este caso de estudio, se trabaja sobre una problema´tica similar a la pre-
sentada en Kergosien et al. (2009) , considerando adema´s preferencias, dando un
enfoque de clustering. Rasmussen et al. (2012) propusieron un enfoque de solucio´n
del tipo Branch & Price como me´todo de solucio´n, el cual adema´s fue validado con
instancias reales obtenidas de dos municipios daneses.
Bredstro¨m y Ro¨nnqvist (2008) proponen una extensio´n del VRPTW con res-
tricciones adicionales de sincronizacio´n y adema´s de restricciones temporales de pre-
cedencia, aplicado tambie´n al HCC. Esto lo logran proponiendo un modelo del tipo
MILP donde estas consideraciones adicionales son tratadas por pares (donde ocurre
la sincronizacio´n). Para este trabajo, los nodos que necesitan visitas de n veh´ıculos
a la vez, son reemplazados por n nodos que requieren un solo veh´ıculo, y posterior-
mente se sincronizan con las variables del tipo scheduling. Finalmente, en este mismo
trabajo se propone un enfoque h´ıbrido de solucio´n con un procedimiento heur´ıstico
y una metodolog´ıa Branch & Bound, y an˜os mas tarde, en Bredstrom y Ro¨nnqvist
(2007) se propone una metodolog´ıa Branch & Price para el mismo.
Trabajando el mismo problema, encontramos el trabajo de Dohn et al. (2011),
donde se proponen dos formulaciones para e´ste. La primera de ellas, muy similar a la
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encontrada en Bredstrom et al., y para la segunda, se propone una formulacio´n con
ı´ndices adicionales a las variables de ruteo, para el tiempo. Se trabaja con un enfoque
de solucio´n del tipo de descomposicio´n Dantzig-Wolfe (Dantzig y Wolfe (1960)),
adema´s de realizar un estudio de fortalezas y debilidades entre sus formulaciones
Salazar-Aguilar et al. (2012) propone un problema de SVRP enfocado en sin-
cronizacio´n sobre los arcos, esto ante la problema´tica de la remocio´n de nieve, que
en algunas ciudades puede llegar a ser un problema que paraliza ciudades, segu´n la
intensidad de las tormentas. Aqu´ı se propone un modelo entero mixto no lineal, pero
debido a la complejidad de este, se opta por un me´todo de solucio´n metaheur´ısti-
co tipo ALNS (Adaptative Large Neighborhood Search, Pisinger y Ropke (2010) y
Ropke y Pisinger (2006)).
En Salazar-Aguilar et al. (2013) encontramos otro estudio acerca del problema
de sen˜alizacio´n vial en las calles, por parte de veh´ıculos que se encargan de ir pintando
los sen˜alamientos que dividen las calles. Este trabajo se enfoca en ruteo de nodos y
arcos a la vez, aqu´ı se introduce la sincronizacio´n con la finalidad de minimizar los
tiempos de espera en los nodos de abastecimiento de pintura y se establecen distintas
pol´ıticas de reabastecimiento, directamente en el depo´sito principal, o bien, en estos
nodos de reabastecimiento.
Bolduc et al. (2006) presenta un problema de produccio´n y distribucio´n de
alimentos de temporada donde se busca optimizar las asignaciones con productos
sincronizados y la generacio´n de las rutas, esto minimizando el inventario y costos
de transporte. Se propone un modelo lineal entero mixto para e´ste y se propone
un enfoque de solucio´n por medio de diversas heur´ısticas, como Earliest Due Date
(Goldberg (1977)) , por mencionar alguna de estas.
El problema de asignacio´n de mano de obra (Manpower Allocation Problem,
MAP) estudiado en Lim et al. (2004), consiste en que, dado un conjunto de traba-
jadores con diferentes habilidades y un conjunto de locaciones de trabajo, las cuales
pueden requerir de un equipo de trabajadores para realizar el trabajo. El objetivo
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en este tipo de problemas es minimizar el tiempo de traslado de los trabajadores
entre las locaciones, o tiempos entre tareas, o bien, maximizar el beneficio. Este
estudio realizado por Lim et al. es formulado bajo un esquema de VRP, donde los
trabajadores juegan el papel de los veh´ıculos, y las locaciones son los nodos, dan-
do como resultado un modelo lineal entero mixto. Adicionalmente, proponen una
metaheur´ıstica de recocido simulado como me´todo de solucio´n.
Con un objetivo un poco diferente, pero siguiendo este esquema del MAP,
encontramos en Dohn et al. (2009) el problema de MAP con ventanas de tiempo
y restricciones de trabajo en equipo (llamado m-MAPTWTC ). Aqu´ı, se tiene un
conjunto de equipos (con distintas habilidades) y otro de tareas con el objetivo de
maximizar el numero de tareas asignadas; estos equipos deben sincronizarse para
cumplir con la tarea solicitada. Se propone un modelo lineal de programacio´n en-
tera mixta con estructura de problema de ruteo y se da un enfoque de solucio´n de
descomposicio´n Dantzig-Wolfe.
En Lenstra y Kan (1981) se muestra como el problema cla´sico de VRP tiene
la complejidad NP-Duro, por lo que, las variantes con restricciones adicionales de
sincronizacio´n, como el SVRP, tienen tambie´n una complejidad NP-Duro.
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2.4 RESUMEN
En la Tabla 2.1, encontraremos sintetizada la informacio´n ma´s relevante de los
trabajos relacionados con el tema de estudio. En la columna de autor, encontrare-
mos el nombre de los autores y an˜o de publicacio´n; la columna modelo nos sen˜ala
si se propone un modelo en el trabajo, de ser as´ı, se menciona el tipo de modelo;
la columna me´todo de solucio´n nos indica que fue lo que se estudio´ ; las siguien-
tes tres columnas corresponden a las principales caracter´ısticas consideradas en el
problema, ventanas de tiempo, tipo de flota de veh´ıculos y tipo de sincronizacio´n,
respectivamente; y por u´ltimo, se menciona si el trabajo tuvo alguna aplicacio´n o
bien fue solamente teo´rico.
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Finalmente, podemos encontrar algunos trabajos que presentan una revisioo´n
exhaustiva de la literatura relacionada con diferentes variantes de VRPs. En Pop et
al. (2012) podemos encontrar modelos propuestos por los autores sobre el GVRP
as´ı como extensiones potenciales de e´ste. En Laporte y Osman (1995) encontra-
mos una recopilacio´n de problemas de ruteo clasificados segu´n sus caracter´ısticas.
As´ı mismo, encontramos un amplia recopilacio´n y aplicaciones en Drexl (2012b),
Drexl (2013) y Drexl (2012a).
Tambie´n como art´ıculos ba´sicos de recopilacio´n para esta investigacio´n pode-
mos mencionar a Archetti y Speranza (2008) donde hallamos trabajos acerca de
problemas de ruteo con entregas divididas. Min et al. (1998) nos presenta una revi-
sio´n acerca de problemas combinados de ruteo y localizacio´n.
Por u´ltimo, podemos encontrar trabajos recopilatorios sobre una aplicacio´n
espec´ıfica, como lo es en Park y Kim (2010), donde encontramos bibliograf´ıa de
problema de ruteo de camiones escolares (conocido como SBRP), a´rea donde se ha
estado aplicando el SVRP. As´ı mismo, encontramos en Sherali et al. (2006) un repaso
sobre problemas de asignacio´n de flotillas en aerol´ıneas, que va desde conceptos
ba´sicos, hasta algoritmos y modelos dentro de esta a´rea.
Observamos que, los modelos que ma´s se asemejan al propuesto en esta tesis,
corresponden a los presentados en Bredstro¨m y Ro¨nnqvist (2008), Dohn et al. (2011)
y Dohn et al. (2009). Hasta donde tengo conocimiento, e´stas son las u´nicas formu-
laciones lineales que se han propuesto en la literatura del SVRP (o que pueden ser
consideradas dentro de un esquema SVRP). Tampoco se encontro´ una comparacio´n
de la eficiencia de los modelos para el SVRP en la literatura, por lo cual se incluye
en este trabajo, considerando los modelos existentes y los propuestos en esta tesis.
Dadas las caracter´ısticas del problema de estudio se puede decir que se trata de
un VRP con restricciones de ventanas de tiempo y sincronizacio´n, donde siguiendo
la clasificacio´n presentada en este Cap´ıtulo, cae en la categor´ıa de sincronizacio´n de




En este Cap´ıtulo, se presenta la formulacio´n general del VRP, as´ı como las
formulaciones para el SVRP reportadas en la literatura.
3.1 PROBLEMA DE RUTEO DE VEHI´CULOS
Para la formulacio´n del VRP cla´sico, consideremos el grafo dirigidoG = (N,A),
donde se tieneN = {1, 2, . . . , n}[{o, d} como el conjunto de ve´rtices y A = {(i, j)|i 2
N \ {d}, j 2 N \ {o}, i 6= j} como el conjunto de arcos. Los ve´rtices {1, 2, . . . , n}
representan a los clientes que requieren un determinado servicio, y los ve´rtices {o, d}
representan el depo´sito inicial y el depo´sito final (estos podr´ıan tratarse de duplicados
del mismo depo´sito o de diferentes depo´sitos). A cada ve´rtice i 2 N asociamos un




d = 0), una demanda de di veh´ıculos que debera´n
empezar a realizar su servicio (simulta´neamente si di > 1 ) dentro de una ventana de
tiempo [ai, bi]. Adema´s, cada arco tiene un tiempo de recorrido tij. Adicionalmente,
definimos como V al conjunto de veh´ıculos disponibles.
Para el problema cla´sico, definimos las siguientes variables de decisio´n:
xvij =
8><>:1 Si el arco (i, j) 2 A es utilizado por el veh´ıculo v 2 V,0 de otra manera.
25
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xvoj = 1, 8v 2 V, (3.2)X
j2N\{n+1}





xvjk = 0, 8v 2 V, 8j 2 N \ {o, d}, (3.4)
xvij 2 {0, 1}, 8(i, j) 2 A, 8v 2 V. (3.5)
Donde, el objetivo 3.1 es minimizar el tiempo total de viaje de todos los veh´ıcu-
los. En los conjuntos de restricciones (3.2) – (3.3) garantizamos que todos los veh´ıcu-
los saldra´n y regresara´n al depo´sito, respectivamente. El conjunto de restricciones
(3.4) garantizan la continuidad de las rutas asignadas y finalmente, las restricciones
(3.5) nos indica las naturaleza de las variables. Aqu´ı, la formulacio´n de restricciones
de demanda para cada nodo, dependera´n de que variables de scheduling se elijan.
3.2 PROBLEMA DE RUTEO DE VEHI´CULOS
CON SINCRONIZACIO´N, VERSION 1
Para la formulacio´n de las restricciones de demanda, corresponde a la utiliza-
cio´n de las variables de scheduling del tipo tvi , con la cual se representa el tiempo de
inicio del servicio en el nodo i 2 N por el veh´ıculo v 2 V . Este tipo de variables de
scheduling son utilizadas en trabajos publicados por Ioachim et al. (1999), Belanger
et al. (2006), Bredstrom y Ro¨nnqvist (2007), Bredstro¨m y Ro¨nnqvist (2008).
Nota: Cabe mencionar que, debido al manejo de sincronizacio´n por pares,
habra´ duplicados de los nodos que requieran de e´sta y su demanda sera´ igual a 1.
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Adicionalmente, definamos S ⇢ N ⇥N como el conjunto de visitas sincroniza-
das por pares. Debido a este manejo de las restricciones de sincronizacio´n por pares,
los autores recurren a la duplicacio´n de nodos, esto es, ver Figura 3.1:
Figura 3.1: Red con nodo a duplicar.
En la red que se muestra en la Figura 3.1, podemos observar los nodos con
demanda d = 1 en azul, y el nodo con demanda d = 2 en color verde. Para la
duplicacio´n, los autores dividen el nodo con demanda mayor que 1 de tal manera,
que obtienen dos nodos con demanda d = 1, estos conservando los mismos arcos y
propiedades y sin tener un arco en comu´n. como se muestra en la Figura 3.2.
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Figura 3.2: Red con nodo duplicado.
Ahora se puede apreciar que, los nodos en color amarillo, conservan las mismas
propiedades y no esta´n conectados entre si (de forma directa), de manera que se
trabaja con una red exclusivamente con nodos de demanda d = 1.
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Retomando la formulacio´n, la demanda y las variables del tipo scheduling son














xvij  tvi  bi
X
(i,j)2A





tvj , 8(i, j) 2 S, (3.9)
tvi   0, 8i 2 N, 8v 2 V. (3.10)
El conjunto de restricciones (3.6) nos garantiza que cada nodo sera´ visitado.
El conjunto de restricciones (3.7) nos garantiza la consistencia en los tiempos de
servicio, esto es, si el nodo j es visitado despue´s del nodo i, por el veh´ıculo v,
entonces tvi + t
s
i + tij  tvj . Las restricciones (3.8) nos garantizan que los servicios
se realizara´n dentro de la ventana de tiempo especificada, fijando este valor en 0
en caso de no visitar el nodo i con el veh´ıculo v. Por u´ltimo, las restricciones (3.9)
nos garantizan la sincronizacio´n de las visitas. Dicho todo esto, nos referiremos al
modelo formado por (3.2)–(3.10) como SVRP1.
Una de las desventajas principales de este tipo de formulacio´n, es que, la de-
manda se descompone haciendo duplicaciones de nodos, para despue´s sincronizar
estas visitas. Este enfoque incurre en un aumento de la cantidad de restricciones de
modo que, hace au´n mas complejo este problema.
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3.3 PROBLEMA DE RUTEO DE VEHI´CULOS
CON SINCRONIZACIO´N, VERSIO´N 2
Por otra parte, trabajos como Li et al. (2010) y Dohn et al. (2009) proponen
el uso de variables de tipo scheduling del tipo ti (una por cada nodo) para indicar
el inicio del servicio en el nodo i. Bajo este esquema, no es necesario realizar una
duplicacio´n en los nodos. Ellos proponen la siguiente formulacio´n para la demanda





xvij = dj, 8j 2 N \ {o, d}, (3.11)
ti + t
s
i + tij  tj +M(1  xvij), 8(i, j) 2 A, 8v 2 V, (3.12)
ai  ti  bi, 8i 2 N \ {o, d}, (3.13)
ti   0, 8i 2 N, 8v 2 V. (3.14)
Las restricciones (3.11) aseguran la satisfaccio´n de la demanda requerida en
cada uno de los nodos. Las restricciones (3.12) nos garantizan la consistencia en los
tiempos de servicio, donde definimos a M como un numero muy grande. El conjunto
de restricciones (3.13) son definidas para las ventanas de tiempo. De modo que,
definimos como SVRP2 al modelo conformado por las expresiones (3.1)–(3.5) y
(3.11)–(3.14).
Como podemos observar, este modelo utiliza una menor cantidad de variables
y restricciones. Sin embargo, la eficiencia de este modelo esta´ ligada a un valor
adecuado de M. Notemos que, una sobre-estimacio´n del valor de M generalmente
implica una relajacio´n lineal de´bil, o bien, un mayor esfuerzo como preprocesamiento
al llevar a cabo un estudio previo de los datos para determinar un valor adecuado
de e´sta.
Otro tipo de formulacio´n es propuesta en Crainic et al. (2009), aqu´ı, se realiza
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una discretizacio´n del horizonte de planeacio´n. Sin embargo, este tipo de formulacio´n
requiere duplicacio´n de nodos por cada periodo, as´ı como la determinacio´n adecuada
de la longitud de los periodos a considerar. Todo esto nos lleva a una formulacio´n
poco practica y ma´s compleja del modelo, es por eso que no se considera este enfoque
en la comparacio´n presente.
Cap´ıtulo 4
NUEVAS FORMULACIONES
PARA EL PROBLEMA DE
RUTEO DE VEHI´CULOS CON
SINCRONIZACIO´N
En este Cap´ıtulo, nos enfocaremos en las nuevas formulaciones propuestas pa-
ra el SVRP, en las cuales, tomamos las mejores caracter´ısticas de los modelos ya
propuestos, con el fin de hacer formulaciones ma´s robustas para este problema.
4.1 PROBLEMA DE RUTEO DE VEHI´CULOS
CON SINCRONIZACIO´N, VERSIO´N 3 Y 4
A continuacio´n se presentan dos formulaciones ma´s robustas para este proble-
ma. La principal idea de las siguientes formulaciones es tomar las variables de tipo
scheduling del SVRP2 y las restricciones de consistencia de tiempos consideradas en
el modelo SVRP1, ya que, no requerimos duplicacio´n de nodos, definir un valor M.





ij  tj + bi(1  xvij), 8(i, j) 2 A, 8v 2 V. (4.1)
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Este grupo de restricciones (4.1) nos garantiza que cuando el veh´ıculo v visita
el nodo i despue´s del nodo j, ti+tsi+tij  tj, de no ser as´ı, tendremos ti  tj+bi aj
lo cual se cumple dado que tj   aj. En este nuevo modelo resultante, observamos
que contiene una menor cantidad de restricciones y variables que el SVRP1 dado
que no hay duplicados y no hay necesidad de elegir un valor M como en SVRP2
porque se utiliza el valor ma´ximo de tiempo de inicio de servicio bi para ese nodo i.
Nos referiremos a este nuevo modelo como SVRP3.
Ahora, tomando como base el SVRP3, definamos el siguiente conjunto de va-
riables de decisio´n:
zij =
8><>:1 Si el arco (i, j) 2 A, es usado por algun veh´ıculo.0 de otra manera.
De manera que, reemplazamos las restricciones (4.1) por:
xvij  zij, 8(i, j) 2 A, v 2 V, (4.2)
ti + zij(t
s
i + tij)  tj + bi(1  zij), 8(i, j) 2 A. (4.3)
Este modelo sera llamado SVRP4. No´tese que, esta formulacio´n nos genera
ma´s variables y restricciones que los otros modelos, sin embargo, como podra´ obser-
varse en la experimentacio´n, agregar estas variables ayuda a CPLEX a solucionar el
problema en un menor tiempo computacional. Este cambio elimina restricciones de
consistencia (4.1) agregando las restricciones de activacio´n (4.2) y (4.3) que son ma´s
sencillas.
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4.2 PROBLEMA DE RUTEO DE VEHI´CULOS
CON SINCRONIZACIO´N, VERSIO´N 5 Y 6
Ahora bien, podemos derivar otras 2 formulaciones adicionales a las ya mencio-
nadas, esto reemplazando el valor de bi en SVRP3 y SVRP4 por el te´rmino (bi aj),
esto esperando que reduciendo este GAP entre tiempos de servicio, las relajaciones
lineales sean de mejor calidad.





ij  tj + (bi   aj)(1  xvij), 8(i, j) 2 A, 8v 2 V. (4.4)
y a este nuevo modelo lo llamaremos SVRP5.





ij  tj + (bi   aj)(1  zvij), 8(i, j) 2 A, 8v 2 V. (4.5)
Al cual llamaremos SVRP6.
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4.3 OBSERVACIONES FINALES
Para todas las formulaciones presentadas, asumimos que los veh´ıculos esta´n
disponibles a lo largo de todo el horizonte de planeacio´n. De no ser esto cierto, salvo
el SVRP1, debera´n ser ligeramente modificados, esto duplicando los depo´sitos de
inicio y de regreso para cada veh´ıculo en V.
Bajo nuestras formulaciones con variables de scheduling con un solo ı´ndice (una
variable por nodo), las formulaciones permiten adecuarse fa´cilmente a otras funcio-
nes objetivo. Por ejemplo, la minimizacio´n del makespan, el cual es ampliamente
utilizado en diversos trabajos de VRPs. Esto lo podemos lograr simplemente mini-
mizando la variable de scheduling del depo´sito final, de manera que tendr´ıamos Mı´n
td conservando todas las restriccones intactas.
A continuacio´n, En la Tabla 4.1 se presenta un ana´lisis de la cantidad de
variables y restricciones correspondientes a cada modelo:





















































































































































































































































































































En este Cap´ıtulo, se presenta la experimentacio´n computacional llevada a cabo
para la validacio´n y comparacio´n de los modelos previamente descritos en los dos
cap´ıtulos anteriores.
Estos modelos fueron probados con las instancias propuestas por Bredstro¨m y
Ro¨nnqvist (2008), compuestas por 5 grupos de instancias chicas, y otros 5 grupos de
instancias de taman˜o ma´s realista (mediano y grande). Para nuestras pruebas y mo-
delos propuestos, trabajamos con el supuesto de que los veh´ıculos esta´n disponibles
a lo largo de todo el horizonte de planeacio´n.
Adicionalmente, en cada grupo de instancias (chicas, medianas o grandes),
encontraremos una subdivisio´n, ya que cada grupo de instancias contiene la misma
matriz de tiempos y preferencias (no utilizadas en nuestros modelos), pero su ventana




Sin ventana de tiempo (A).
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Instancia |N | |V | |S|
1 20 4 2
2 20 4 2
3 20 4 2
4 20 4 2
5 20 4 2
6 50 10 5
7 50 10 5
8 50 10 5
9 80 16 8
10 80 16 8
Tabla 5.1: Instancias de Bredstrom y Ro¨nnqvist (2007)
En la Tabla 5.1 se da´ ma´s informacio´n acerca de las instancias, la columna |N |
indica el nu´mero de nodos, |V | el nu´mero de veh´ıculos, y finalmente, |S| nos indica
el nu´mero de pares de nodos que requieren servicios sincronizados. En nuestro caso,
estas instancias tendra´n |N |  |S| nodos a ser servidos, ya que no consideraremos la
duplicacio´n de e´stos.
Se llevo´ a cabo la implementacio´n necesaria en el lenguaje de programacio´n
C++ vinculado con las librer´ıas del optimizador comercial CPLEX 12.6 en una
workstation HP Z420 con un procesador Intel Xeon E5-1620v2 3.7 10M 1866 4C, en
el cual se limito´ el nu´mero de procesadores de e´sta, a uno solo, y se establecio´ un
tiempo de ejecucio´n l´ımite de dos horas.
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5.1 COMPARACIO´N DE MODELOS
Las Tablas 5.2, 5.3 y 5.4 nos muestran el GAP que reporta CPLEX ( G% )y
el tiempo total de procesamiento (TP(s)). Cuando en la tabla no aparece el GAP,
esto quiere decir que CPLEX no fue capaz de encontrar una solucio´n factible dentro
de las dos horas l´ımite de solucio´n que le fueron asignados.
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Instance SVRP1 SVRP2 SVRP3 SVRP4
G (%) TP (s) G (%) TP (s) G (%) TP (s) G (%) TP (s)
1 (S) 0.00 0.79 0.00 0.58 0.00 0.35 0.00 0.11
1 (M) 0.00 8.45 0.00 0.49 0.00 1.82 0.00 0.54
1 (L) 0.00 66.45 0.00 0.82 0.00 2.43 0.00 0.55
1 (A) 14.34 >7200 0.00 5997.39 2.27 >7200 0.00 110.13
2 (S) 0.00 0.10 0.00 0.03 0.00 0.03 0.00 0.03
2 (M) 0.00 2.07 0.00 0.63 0.00 0.96 0.00 0.56
2 (L) 0.00 116.36 0.00 7.47 0.00 1.34 0.00 0.64
2 (A) 0.00 2929.17 0.00 24.43 0.00 24.49 0.00 6.63
3 (S) 0.00 1.59 0.00 0.75 0.00 0.33 0.00 0.20
3 (M) 0.00 3.89 0.00 2.24 0.00 1.46 0.00 1.70
3 (L) 0.00 3.43 0.00 5.32 0.00 6.96 0.00 2.95
3 (A) 0.00 1817.75 0.00 442.17 0.00 124.46 0.00 22.50
4 (S) 0.00 22.80 0.00 2.13 0.00 3.43 0.00 1.39
4 (M) 0.00 59.41 0.00 19.39 0.00 13.16 0.00 3.84
4 (L) 15.28 >7200 0.00 1000.64 0.00 1033.85 0.00 53.64
4 (A) 14.89 >7200 12.60 >7200 12.49 >7200 0.00 1984.42
5 (S) 0.00 1.13 0.00 0.35 0.00 0.21 0.00 0.21
5 (M) 0.00 0.73 0.00 0.50 0.00 0.38 0.00 0.20
5 (L) 0.00 1.67 0.00 0.77 0.00 0.73 0.00 0.23
5 (A) 7.91 >7200 0.00 927.71 0.00 533.74 0.00 238.39
Tabla 5.2: CPLEX Gaps y tiempos de procesamiento para instancias de 20 nodos
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Instance SVRP1 SVRP2 SVRP3 SVRP4
G (%) TP (s) G (%) TP (s) G (%) TP (s) G (%) TP (s)
1 (S) 7.85 >7200 5.67 >7200 4.58 >7200 0.00 28.85
1 (M) >7200 11.92 >7200 14.10 >7200 0.00 521.88
1 (L) >7200 15.90 >7200 >7200 2.68 >7200
1 (A) >7200 18.73 >7200 18.05 >7200 >7200
2 (S) 9.75 >7200 1.51 >7200 8.07 >7200 0.00 226.72
2 (M) >7200 >7200 20.29 >7200 2.95 >7200
2 (L) >7200 >7200 >7200 7.16 >7200
2 (A) >7200 >7200 >7200 >7200
3 (S) 4.54 >7200 11.37 >7200 16.01 >7200 0.00 2434.41
3 (M) >7200 17.87 >7200 >7200 6.43 >7200
3 (L) >7200 >7200 >7200 8.73 >7200
3 (A) >7200 >7200 >7200 17.62 >7200
Tabla 5.3: CPLEX Gaps y tiempos de procesamiento para instancias de 50 nodos
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Instance SVRP1 SVRP2 SVRP3 SVRP4
G (%) TP (s) G (%) TP (s) G (%) TP (s) G (%) TP (s)
1 (S) >7200 >7200 >7200 11.39 >7200
1 (M) >7200 >7200 >7200 >7200
1 (L) >7200 >7200 >7200 >7200
1 (A) >7200 >7200 >7200 >7200
2 (S) >7200 >7200 >7200 0.08 >7200
2 (M) >7200 >7200 >7200 0.14 >7200
2 (L) >7200 >7200 >7200 >7200
2 (A) >7200 >7200 >7200 >7200
Tabla 5.4: CPLEX Gaps y tiempos de procesamiento para instancias de 50 nodos
Si observamos la Tabla 5.2, podemos notar que, la formulacio´n SVRP4 (con
variables auxiliares z), es la u´nica capaz de encontrar la solucio´n o´ptima en todas
las instancias en el tiempo l´ımite establecido.
Para estas instancias de taman˜o 20, se llega al mismo valor de funcio´n objetivo
en todos los modelos (ver ape´ndice), podemos ver que en los dema´s modelos cuesta
ma´s trabajo probar la optimalidad de la solucio´n encontrada (Ver el caso 4(A) ).
En la Tabla 5.5 podemos observar de forma ma´s clara el porcentaje de ins-
tancias que cada modelo es capaz de resolver, o al menos, encontrar una solucio´n
factible dentro del tiempo l´ımite de 2 horas.
SVRP1(%) SVRP2(%) SVRP3(%) SVRP4(%)
20 100.0 100.0 100.0 100.0
50 25.0 58.3 50.0 83.3
80 0.0 0.0 0.0 37.5
Tabla 5.5: Porcentaje de instancias con solucio´n reportada.
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Observamos que, el modelo SVRP4 tiene mayor eficiencia en cuanto a la can-
tidad de instancias que resuelve, esto lo podemos ver en los casos de 50 y 80 nodos.
Adema´s, au´n cuando su porcentaje es muy bajo para instancias de taman˜o 80 (cerca
de 72 nodos).
Podemos observar tambie´n que, el comportamiento de los modelos SVRP1,
SVRP2 y SVRP3 es bastante similar, au´n con el hecho de que el SVRP3 contiene
una menor cantidad de variables y restricciones (segu´n los modelos a comparar en
pares), lo cual nos indica, que una formulacio´n con menor cantidad de restricciones
y/o variables, no es sino´nimo de robustez.
Siguiendo el mismo formato de las tablas anteriores, ahora observemos en las
Tablas 5.6, 5.7 y 5.8 la comparacio´n entre los modelos propuestos SVRP3 y SVRP4,
con sus modificaciones SVRP5 y SVRP6 con el fin de determinar si esa reduccio´n
en la cota es significante a la hora de resolver el problema.
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Instancia SVRP3 SVRP4 SVRP5 SVRP6
G (%) TP (s) G (%) TP (s) G (%) TP (s) G (%) TP (s)
1(S) 0.00 0.35 0.00 0.11 0.00 0.3 0.00 0.15
1(M) 0.00 1.82 0.00 0.54 0.00 0.66 0.00 0.27
1(L) 0.00 2.43 0.00 0.55 0.00 1.32 0.00 0.43
1(A) 2.27 >7200 0.00 110.13 2.33 7200 0.00 198.43
2(S) 0.00 0.03 0.00 0.03 0.00 0.03 0.00 0.03
2(M) 0.00 0.96 0.00 0.56 0.00 0.67 0.00 0.23
2(L) 0.00 1.34 0.00 0.64 0.00 7.98 0.00 0.48
2(A) 0.00 24.49 0.00 6.63 0.00 25.2 0.00 10.47
3(S) 0.00 0.33 0.00 0.20 0.00 0.33 0.00 0.24
3(M) 0.00 1.46 0.00 1.70 0.00 2.72 0.00 0.38
3(L) 0.00 6.96 0.00 2.95 0.00 5.5 0.00 0.76
3(A) 0.00 124.46 0.00 22.50 0.00 129.61 0.00 11.34
4(S) 0.00 3.43 0.00 1.39 0.00 2.62 0.00 1.36
4(M) 0.00 13.16 0.00 3.84 0.00 18.7 0.00 5.06
4(L) 0.00 1033.85 0.00 53.64 0.00 1060.39 0.00 67.4
4(A) 12.49 >7200 0.00 1984.42 12.5 >7200 0.00 1651.73
5(S) 0.00 0.21 0.00 0.21 0.00 0.36 0.00 0.34
5(M) 0.00 0.38 0.00 0.20 0.00 0.49 0.00 0.38
5(L) 0.00 0.73 0.00 0.23 0.00 0.3 0.00 0.45
5(A) 0.00 533.74 0.00 238.39 0.00 556.39 0.00 46.46
Tabla 5.6: Comparacio´n entre SVRP3, SVRP4, SVRP5 y SVRP6 para 20 nodos
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Instancia SVRP3 SVRP4 SVRP5 SVRP6
G (%) TP (s) G (%) TP (s) G (%) TP (s) G (%) TP (s)
6(S) 4.58 >7200 0.00 28.85 4.05 >7200 0.00 26.58
6(M) 14.10 >7200 0.00 521.88 13.55 >7200 0.00 482.95
6(L) >7200 2.68 >7200 17.01 >7200 2.9 >7200
6(A) 18.05 >7200 >7200 16.89 >7200 >7200
7(S) 8.07 >7200 0.00 226.72 8.39 >7200 0.00 185.7
7(M) 20.29 >7200 2.95 >7200 17.02 >7200 3.81 >7200
7(L) >7200 7.16 >7200 >7200 6.36 >7200
7(A) >7200 >7200 >7200 >7200
8(S) 16.01 >7200 0.00 2434.41 16.6 >7200 0.00 5542.38
8(M) >7200 6.43 >7200 23.97 >7200 6.11 >7200
8(L) >7200 8.73 >7200 >7200 8.45 >7200
8(A) >7200 17.62 >7200 >7200 17.18 >7200
Tabla 5.7: Comparacio´n entre SVRP3, SVRP4, SVRP5 y SVRP6 para 50 nodos
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Instancia SVRP3 SVRP4 SVRP5 SVRP6
G (%) TP (s) G (%) TP (s) G (%) TP (s) G (%) TP (s)
9(S) >7200 11.39 >7200 >7200 13.63 >7200
9(M) >7200 >7200 >7200 >7200
9(L) >7200 >7200 >7200 >7200
9(A) >7200 >7200 >7200 >7200
10(S) >7200 0.08 >7200 >7200 9.08 >7200
10(M) >7200 0.14 >7200 >7200 >7200
10(L) >7200 >7200 >7200 25.94 >7200
10(A) >7200 >7200 54.11 >7200 >7200
Tabla 5.8: Comparacio´n entre SVRP3, SVRP4, SVRP5 y SVRP6 para 80 nodos
De las Tablas 5.6, 5.7 y 5.8, podemos observar que el comportamiento de los
modelos SVRP5 y SVRP6 es muy similar a sus versiones originales SVRP3 y SVRP4,
ya que se llega casi al mismo porcentaje de eficiencia de solucio´n que las versiones
originales. Otra cosa que podemos notar, es que los tiempos de ejecucio´n, son bas-
tante parecidos entre si, pero no nos dan algu´n indicio de que una versio´n sea ma´s
robusta que la original.
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5.2 EXPERIMENTACIO´N CON MAKESPAN
COMO FUNCIO´N OBJETIVO
A continuacio´n se presentan los resultados para el SVRP4 con funcion objetivo
de minimizacio´n del makespan, para e´sta, solo se tomo´ en cuenta este modelo, ya que
es (junto con el SVRP6, pero es despreciable esa diferencia entre ambos modelos) el
modelo que muestra una mayor eficiencia en la experimentacio´n realizada.
Los resultados mostrados en las Tablas 5.9, 5.10 y 5.11, por el momento, son
meramente ilustrativos, esto, en el sentido de que, no hay otros trabajos en la lite-
ratura que modelen o resuelvan bajo este enfoque de makespan.
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Instancia SVRP4
FO G (%) TP (s)
1(S) 8.17 0.00 0.15
1(M) 7.50 0.00 0.82
1(L) 7.07 0.00 14.93
1(A) 6.31 86.71 >7200
2(S) 8.74 0.00 0.07
2(M) 7.34 0.00 0.45
2(L) 7.34 0.00 8.78
2(A) 5.26 83.14 >7200
3(S) 7.78 0.00 0.13
3(M) 7.78 0.00 0.30
3(L) 7.78 0.00 0.22
3(A) 6.38 81.73 >7200
4(S) 8.59 0.00 0.26
4(M) 7.80 0.21 1662.95
4(L) 7.55 53.20 >7200
4(A) 7.57 84.77 >7200
5(S) 7.93 0.00 0.20
5(M) 7.39 0.00 0.24
5(L) 6.72 4.86 >7200
5(A) 6.38 83.27 >7200
Tabla 5.9: Resultados con el objetivo makespan para 20 nodos
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Instancia SVRP4
FO G (%) TP (s)
6(S) 8.64 0.00 14.4
6(M) 7.86 77.68 >7200
6(L) >7200
6(A) >7200
7(S) 8.16 0.00 >7200
7(M) 7.42 0.00 561.8
7(L) >7200
7(A) >7200




Tabla 5.10: Resultados con el objetivo makespan para 50 nodos
Instancia SVRP4









Tabla 5.11: Resultados con el objetivo makespan para 80 nodos
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Podemos observar que el comportamiento del modelo, bajo el cambio de fun-
cio´n objetivo, da buenos resultados en cuanto a la solucio´n del problema dentro del
l´ımite establecido, sin embargo, sigue teniendo complicaciones al resolver instancias
medianas y grandes (50 y 80 nodos, respectivamente). Au´n bajo la implementacio´n
del makespan de esta formulacio´n, no es suficientemente eficiente como para resolver
de manera directa, lo cual nos da pie a considerar la utilizacio´n de otros me´todos de




En esta investigacio´n, se proponen nuevas versiones de los modelos para el
problema de ruteo de veh´ıculos con restricciones de sincronizacio´n (SVRP), as´ı como
la realizacio´n de una comparacio´n entre los modelos ya existentes en la literatura
con los propuestos en esta tesis.
En cuanto a los modelos propuestos, podemos observar que SVRP3 y SVRP4
reu´nen las mejores caracter´ısticas de las formulaciones presentadas anteriormente
en la literatura y au´n cuando no es muy grande la reduccio´n o modificacio´n en
cuanto al numero de variables y/o restricciones de cada formulacio´n, e´stas nuevas
que proponemos son ma´s eficientes al momento de encontrar su solucio´n.
Lo anterior, junto a los resultados obtenidos de las modificaciones de nuestros
modelos propuestos (SVRP5 y SVRP6 ) nos indica la robustez existente en estas
formulaciones (principalmente la versio´n SVRP4 ). Adema´s SVRP4 y SVRP6 son los
u´nicos modelos, de momento, capaces de encontrar soluciones para las instancias con
80 nodos sin necesidad de implementar alguna metodolog´ıa de solucio´n sofisticada.
De aqu´ı, la importancia de investigar a futuro el disen˜o eficiente de me´todos de
solucio´n para este problema, sin embargo, la formulacio´n de modelos matema´ticos
robustos es un buen comienzo para encaminarnos a estos objetivos futuros.
La minimizacio´n del makespan es un criterio ampliamente utilizado, pero no
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en esta variante del VRP, hasta ahora, que junto a nuestra formulacio´n de un ı´ndice
para las variables del tipo scheduling, da como resultado, una formulacio´n e imple-
mentacio´n ma´s simple.
De manera global, el aporte de la tesis es el ana´lisis comparativo de los mo-
delos existentes en la literatura, junto con la formulacio´n de nuevos modelos para
el problema del SVRP. Dicho ana´lisis deja en evidencia los alcances que tiene cada
uno de los modelos, y muestra que los modelos propuestos en esta investigacio´n son
ma´s eficientes que los modelos presentes en la literatura.
Retomando la versio´n 4 (SVRP4 ) propuesta en esta investigacio´n, el considerar
las relajaciones lineales para este modelo, nos devuelve el mismo valor de funcio´n
objetivo que la versio´n entera. Con esto en mente, se desea realizar un estudio en el
cual, a partir de estos valores fraccionales, encontrar la solucio´n entera del problema.
En cuanto a metodolog´ıas de solucio´n, se esta´ trabajando actualmente en el
desarrollo de una metaheur´ıstica del tipo GRASP para este problema. Adicional a
esto, se tiene pensado desarrollar una generacio´n de columnas para la solucio´n del
SVRP.
Se trabaja tambie´n en un modelo discretizado para el SVRP, en el cual, se
discretiza el horizonte de planeacio´n y se trabaja con la asignacio´n de periodos de
tiempo para realizar o no un movimiento. Si bien es cierto, pareciera contraprodu-
cente, considerando el numero de variables con el que se trabajara, se aprovechara´ la
consideracio´n de ventanas de tiempo, lo cual nos permitira´ eliminar gran parte de
las variables discretizadas.
Finalmente, se desea estudiar una aplicacio´n de este problema, orientada al
disen˜o de patrullaje policiaco. Este problema se ha trabajado con enfoques de set
covering, pero por la naturaleza del SVRP, pensamos que puede ser visto con este
enfoque. Para ello, se tiene la idea de definir zonas conflictivas, en las cuales se re-
querira´ ma´s de una patrulla policiaca en caso de algu´n incidente, o en caso de estar
documentado como un ”barrio peligroso”. As´ı, estar´ıamos agregando otra carac-
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ter´ıstica a este tipo de aplicaciones, considerando el cla´sico enfoque de set covering
junto con este enfoque de sincronizacio´n de veh´ıculos.
Ape´ndice A
APE´NDICE
A.1 FORMATO DE INSTANCIAS
Las instancias utilizadas para la validacio´n y comprobacio´n de los modelos
fueron proporcionadas por el Dr. Mikael Ro¨nqqvist, dado que su trabajo es el que
presenta ma´s similitud al problema de estudio. Se tienen 50 instancias de prueba,
en las cuales, se trabajo´ con el supuesto de, que solo se sincronizara´n veh´ıculos por
pares.
Estas 50 instancias se componen de la siguiente manera: se tiene 10 casos, con 5
tipos de ventanas de tiempo cada uno, las cuales son fija, pequen˜a, mediana, grande
y sin ventana de tiempo. De estos 10 casos, los primeros 5 son de taman˜o 20, los
siguientes 3 son de taman˜o 50 y los u´ltimos 2, son de taman˜o 80.
Por lo que cada instancia es llamada “case N V P S W.txt” donde:
N: I´ndice del caso.
V: es el numero de visitas a realizar.
P: Nu´mero de veh´ıculos disponibles.
S: Nu´mero de visitas sincronizadas.
W: Tipo de ventana de tiempo, donde fija=1, chica=2, mediana=3, grande=4
y 5 cuando no hay ventana de tiempo.
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Adicionalmente, a las instancias case 3 50 10 y case 1 80 16 se les aplica un
factor de 1.4 en cuanto a su duracion, esto es:
param DFactor default 1.0;
if(match(casename, "case_3_50_10")) then
let DFactor := 1.4;
if(match(casename, "case_1_80_16")) then
let DFactor := 1.4;
let {v in Visits} Duration[v] := floor(DFactor*Duration[v]);
Para nuestro modelo, solamente se adapto´ el hecho de considerar las visitas
sincronizadas por pares como una sola, considerando una demanda en cada nodo (1
o 2 en este caso), y eliminando la informacio´n repetida de los nodos a sincronizar.
Adema´s, no fueron consideradas las instancias con tiempos de servicio fijos, por ser
poco practicas al estar estudiando este problema con ventanas de tiempo, adema´s
de que, se detecto´ infactibilidad en al menos 2 de estas instancias.
A.2 MEJORES COTAS ENCONTRADAS POR
CPLEX
A continuacio´n se presentan las mejores cotas que reporta CPLEX en cada
instancia. Cuando no se reporta un valor en las tablas, esto quiere decir que CPLEX
no fue capaz de encontrar una solucio´n factible dentro del tiempo l´ımite (establecido
en 2 horas).
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Instance SVRP1 SVRP2 SVR3 SVRP4 SVRP5 SVRP6
1 (S) 3.55 3.55 3.55 3.55 3.55 3.55
1 (M) 3.55 3.55 3.55 3.55 3.55 3.55
1 (L) 3.39 3.39 3.39 3.39 3.39 3.39
1 (A) 3.12 3.12 3.12 3.12 3.12 3.12
2 (S) 4.27 4.27 4.27 4.27 4.27 4.27
2 (M) 3.58 3.58 3.58 3.58 3.58 3.58
2 (L) 3.42 3.42 3.42 3.42 3.42 3.42
2 (A) 2.97 2.97 2.97 2.97 2.97 2.97
3 (S) 3.63 3.63 3.63 3.63 3.63 3.63
3 (M) 3.33 3.33 3.33 3.33 3.33 3.33
3 (L) 3.29 3.29 3.29 3.29 3.29 3.29
3 (A) 2.85 2.85 2.85 2.85 2.85 2.85
4 (S) 6.14 6.14 6.14 6.14 6.14 6.14
4 (M) 5.67 5.67 5.67 5.67 5.67 5.67
4 (L) 5.17 5.13 5.13 5.13 5.13 5.13
4 (A) 4.29 4.29 4.29 4.29 4.29 4.29
5 (S) 3.93 3.93 3.93 3.93 3.93 3.93
5 (M) 3.53 5.53 3.53 3.53 3.53 3.53
5 (L) 3.34 3.34 3.34 3.34 3.34 3.34
5 (A) 2.92 2.92 2.92 2.92 2.92 2.92
Tabla A.1: Mejores cotas para las instancias de 20 nodos
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Instance SVRP1 SVRP2 SVR3 SVRP4 SVRP5 SVRP6
1 (S) 8.20 8.20 8.20 8.20 8.20 8.20
1 (M) 7.75 7.93 7.75 7.82 7.75
1 (L) 7.53 7.35 7.57 7.35
1 (A) 6.72 6.68 6.58
2 (S) 8.59 8.39 8.39 8.39 8.39 8.39
2 (M) 8.13 7.48 7.81 7.48
2 (L) 6.91 6.90
2 (A) 14.45
3 (S) 8.59 9.75 10.20 9.54 10.24 9.54
3 (M) 8.90 8.55 9.68 8.55
3 (L) 8.11 8.45
3 (A) 7.15 7.11
Tabla A.2: Mejores cotas para las instancias de 50 nodos.
Instance SVRP1 SVRP2 SVR3 SVRP4 SVRP5 SVRP6








Tabla A.3: Mejores cotas para las instancias de 80 nodos
Bibliograf´ıa
Ahuja, R. K., T. L. Magnanti y J. B. Orlin (1988), ((Network flows)), Informe
te´cnico, DTIC Document.
Archetti, C. y M. G. Speranza (2008), ((The split delivery vehicle routing pro-
blem: A survey)), en The vehicle routing problem: Latest advances and new cha-
llenges, Springer, pa´gs. 103–122.
Ball, M. O., B. Golden, A. Assad y L. Bodin (1983), ((Planning for truck fleet
size in the presence of a common-carrier option)), Decision Sciences, 14(1), pa´gs.
103–120.
Banos, R., J. Ortega,C. Gil,A. Fernandez y F. De Toro (2013), ((A simula-
ted annealing-based parallel multi-objective approach to vehicle routing problems
with time windows)), Expert Systems with Applications, 40(5), pa´gs. 1696–1707.
Begur, S. V., D. M. Miller y J. R. Weaver (1997), ((An integrated spatial
DSS for scheduling and routing home-health-care nurses)), Interfaces, 27(4), pa´gs.
35–48.
Belanger, N., G. Desaulniers, F. Soumis y J. Desrosiers (2006), ((Periodic
airline fleet assignment with time windows, spacing constraints, and time depen-
dent revenues)), European Journal of Operational Research, 175(3), pa´gs. 1754–
1766.
Bertels, S. y T. Fahle (2006), ((A hybrid setup for a hybrid scenario: combining
58
Bibliograf´ıa 59
heuristics for the home health care problem)), Computers & Operations Research,
33(10), pa´gs. 2866–2890.
Bolduc, M.-C., J. Renaud y B. Montreuil (2006), ((Synchronized routing of
seasonal products through a production/distribution network)), Central European
Journal of Operations Research, 14(2), pa´gs. 209–228.
Bredstrom, D. y M. Ro¨nnqvist (2007), ((A branch and price algorithm for
the combined vehicle routing and scheduling problem with synchronization cons-
traints)), NHH Dept. of Finance & Management Science Discussion Paper,
(2007/7).
Bredstro¨m, D. y M. Ro¨nnqvist (2008), ((Combined vehicle routing and schedu-
ling with temporal precedence and synchronization constraints)), European Journal
of Operational Research, 191(1), pa´gs. 19–31.
Cheng, E. y J. L. Rich (1998), ((A home health care routing and scheduling
problem)), .
Christofides, N. y J. E. Beasley (1984), ((The period routing problem)), Net-
works, 14(2), pa´gs. 237–256.
Christofides, N. y S. Eilon (1969), ((An Algorithm for the Vehicle-dispatching
Problem)), Journal of the Operational Research Society, 20(3), pa´gs. 309–318.
Clarke, G. u. y J. W. Wright (1964), ((Scheduling of vehicles from a central
depot to a number of delivery points)), Operations research, 12(4), pa´gs. 568–581.
Crainic, T. G., N. Ricciardi y G. Storchi (2009), ((Models for evaluating and
planning city logistics systems)), Transportation science, 43(4), pa´gs. 432–454.
Dantzig, G., R. Fulkerson y S. Johnson (1954), ((Solution of a large-scale
traveling-salesman problem)), Journal of the Operations Research Society of Ame-
rica, 2(4), pa´gs. 393–410.
Bibliograf´ıa 60
Dantzig, G. B. y J. H. Ramser (1959), ((The truck dispatching problem)), Ma-
nagement Science, 6(1), pa´gs. 80–91.
Dantzig, G. B. y P. Wolfe (1960), ((Decomposition principle for linear pro-
grams)), Operations Research, 8(1), pa´gs. 101–111.
Desaulniers, G., J. Desrosiers yM. M. Solomon (2005), Column generation,
tomo 5, Springer Science & Business Media.
Dohn, A., E. Kolind y J. Clausen (2009), ((The manpower allocation problem
with time windows and job-teaming constraints: A branch-and-price approach)),
Computers & Operations Research, 36(4), pa´gs. 1145–1157.
Dohn, A., M. S. Rasmussen y J. Larsen (2011), ((The vehicle routing problem
with time windows and temporal dependencies)), Networks, 58(4), pa´gs. 273–289.
Drexl, M. (2007), On some generalized routing problems, Tesis Doctoral, Univer-
sita¨tsbibliothek.
Drexl, M. (2012a), ((Rich vehicle routing in theory and practice)), Logistics Re-
search, 5(1-2), pa´gs. 47–63.
Drexl, M. (2012b), ((Synchronization in vehicle routing-A survey of VRPs with
multiple synchronization constraints)), Transportation Science, 46(3), pa´gs. 297–
316.
Drexl, M. (2013), ((Applications of the vehicle routing problem with trailers and
transshipments)), European Journal of Operational Research, 227(2), pa´gs. 275–
283.
Dror, M., G. Laporte y P. Trudeau (1994), ((Vehicle routing with split delive-
ries)), Discrete Applied Mathematics, 50(3), pa´gs. 239–254.
Dror, M. y P. Trudeau (1989), ((Savings by split delivery routing)), Transporta-
tion Science, pa´gs. 141–145.
Bibliograf´ıa 61
Dumas, Y., J. Desrosiers y F. Soumis (1991), ((The pickup and delivery problem
with time windows)), European Journal of Operational Research, 54(1), pa´gs. 7–
22.
Eberhart, R. C. y J. Kennedy (1995), ((A new optimizer using particle swarm
theory)), en Proceedings of the sixth international symposium on micro machine
and human science, tomo 1, New York, NY, pa´gs. 39–43.
El Hachemi, N.,M. Gendreau y L.-M. Rousseau (2011), ((A hybrid constraint
programming approach to the log-truck scheduling problem)), Annals of Operations
Research, 184(1), pa´gs. 163–178.
Eveborn, P., P. Flisberg yM. Ro¨nnqvist (2006), ((Laps Care – an operational
system for sta↵ planning of home care)), European Journal of Operational Research,
171(3), pa´gs. 962–976.
Fu, Z., R. Eglese y L. Y. Li (2005), ((A new tabu search heuristic for the open
vehicle routing problem)), Journal of the operational Research Society, 56(3), pa´gs.
267–274.
Fu¨genschuh, A. (2006), ((The vehicle routing problem with coupled time win-
dows)), Central European Journal of Operations Research, 14(2), pa´gs. 157–176.
Gendreau, M., G. Laporte, C. Musaraganyi y E´. D. Taillard (1999),
((A tabu search heuristic for the heterogeneous fleet vehicle routing problem)),
Computers & Operations Research, 26(12), pa´gs. 1153–1173.
Ghiani, G. y G. Improta (2000), ((An e cient transformation of the generalized
vehicle routing problem)), European Journal of Operational Research, 122(1), pa´gs.
11–17.
Glover, F. (1989), ((Tabu search-part I)), ORSA Journal on computing, 1(3), pa´gs.
190–206.
Goldberg, H. M. (1977), ((Analysis of the earliest due date scheduling rule in
queueing systems)), Mathematics of Operations Research, 2(2), pa´gs. 145–154.
Bibliograf´ıa 62
Golden, B., A. Assad, L. Levy y F. Gheysens (1984), ((The fleet size and mix
vehicle routing problem)), Computers & Operations Research, 11(1), pa´gs. 49–66.
Hempsch, C. y S. Irnich (2008), ((Vehicle routing problems with inter-tour re-
source constraints)), en The Vehicle Routing Problem: Latest Advances and New
Challenges, Springer, pa´gs. 421–444.
Ichoua, S., M. Gendreau y J.-Y. Potvin (2003), ((Vehicle dispatching with
time-dependent travel times)), European journal of operational research, 144(2),
pa´gs. 379–396.
Ioachim, I., J. Desrosiers, F. Soumis y N. Be´langer (1999), ((Fleet assign-
ment and routing with schedule synchronization constraints)), European Journal
of Operational Research, 119(1), pa´gs. 75–90.
Jaffar, J. y M. J. Maher (1994), ((Constraint logic programming: A survey)),
The journal of logic programming, 19, pa´gs. 503–581.
Kara, I. y T. Bektas (2003), ((Integer linear programming formulation of the
generalized vehicle routing problem)), en EURO/INFORMS Joint International
Meeting, Istanbul, July, pa´gs. 06–10.
Kergosien, Y., C. Lente´ y J.-C. Billaut (2009), ((Home health care problem:
An extended multiple traveling salesman problem)), en 4th Multidisciplinary Inter-
national Conference on Scheduling: Theory and Applications (MISTA’09), Dublin
(Irlande), pa´gs. 10–12.
Kim, B.-I., J. Koo y J. Park (2010), ((The combined manpower-vehicle rou-
ting problem for multi-staged services)), Expert Systems with Applications, 37(12),
pa´gs. 8424–8431.
Lahyani, R.,M. Khemakhem y F. Semet (2015), ((Rich vehicle routing problems:
From a taxonomy to a definition)), European Journal of Operational Research,
241(1), pa´gs. 1–14.
Bibliograf´ıa 63
Laporte, G. y I. H. Osman (1995), ((Routing problems: A bibliography)), Annals
of Operations Research, 61(1), pa´gs. 227–262.
Lee, L. H., K. C. Tan, K. Ou y Y. H. Chew (2003), ((Vehicle capacity plan-
ning system: A case study on vehicle routing problem with time windows)), Sys-
tems, Man and Cybernetics, Part A: Systems and Humans, IEEE Transactions
on, 33(2), pa´gs. 169–178.
Lenstra, J. K. y A. Kan (1981), ((Complexity of vehicle routing and scheduling
problems)), Networks, 11(2), pa´gs. 221–227.
Li, X., P. Tian y S. C. Leung (2010), ((Vehicle routing problems with time win-
dows and stochastic travel and service times: Models and algorithm)), International
Journal of Production Economics, 125(1), pa´gs. 137–145.
Lim, A., B. Rodrigues y L. Song (2004), ((Manpower allocation with time win-
dows)), Journal of the Operational Research Society, 55(11), pa´gs. 1178–1186.
Metropolis, N., A. W. Rosenbluth, M. N. Rosenbluth, A. H. Teller y
E. Teller (1953), ((Equation of state calculations by fast computing machines)),
The journal of chemical physics, 21(6), pa´gs. 1087–1092.
Min, H., V. Jayaraman y R. Srivastava (1998), ((Combined location-routing
problems: A synthesis and future research directions)), European Journal of Ope-
rational Research, 108(1), pa´gs. 1–15.
Pan, Z., J. Tang y R. Y. Fung (2009), ((Synchronization of inventory and trans-
portation under flexible vehicle constraint: A heuristics approach using sliding
windows and hierarchical tree structure)), European Journal of Operational Re-
search, 192(3), pa´gs. 824–836.
Park, J. y B.-I. Kim (2010), ((The school bus routing problem: A review)), European
Journal of operational research, 202(2), pa´gs. 311–319.
Pisinger, D. y S. Ropke (2010), ((Large neighborhood search)), en Handbook of
metaheuristics, Springer, pa´gs. 399–419.
Bibliograf´ıa 64
Pop, P. y C. Popsitar (2011), ((A new e cient transformation of the generali-
zed vehicle routing problem into the classical vehicle routing problem)), Yugoslav
Journal of Operations Research ISSN: 0354-0243 EISSN: 2334-6043, 21(2).
Pop, P. C., I. Kara y A. H. Marc (2012), ((New mathematical models of the
generalized vehicle routing problem and extensions)), Applied Mathematical Mo-
delling, 36(1), pa´gs. 97–107.
Pullen, H. yM. Webb (1967), ((A computer application to a transport scheduling
problem)), The Computer Journal, 10(1), pa´gs. 10–13.
Rasmussen, M. S., T. Justesen, A. Dohn y J. Larsen (2012), ((The home care
crew scheduling problem: Preference-based visit clustering and temporal depen-
dencies)), European Journal of Operational Research, 219(3), pa´gs. 598–610.
Recker, W. W. (1995), ((The household activity pattern problem: General for-
mulation and solution)), Transportation Research Part B: Methodological, 29(1),
pa´gs. 61–77.
Ropke, S. y D. Pisinger (2006), ((An adaptive large neighborhood search heuristic
for the pickup and delivery problem with time windows)), Transportation science,
40(4), pa´gs. 455–472.
Røpke, S. y D. Pisinger (2007), ((Large neighborhood search)), Computers and
Operations Research.
Russell, R., W.-C. Chiang y D. Zepeda (2008), ((Integrating multi-product
production and distribution in newspaper logistics)), Computers & Operations Re-
search, 35(5), pa´gs. 1576–1588.
Salazar-Aguilar, M. A., A. Langevin y G. Laporte (2012), ((Synchronized
arc routing for snow plowing operations)), Computers & Operations Research,
39(7), pa´gs. 1432–1440.
Bibliograf´ıa 65
Salazar-Aguilar, M. A., A. Langevin y G. Laporte (2013), ((The synchro-
nized arc and node routing problem: application to road marking)), Computers &
Operations Research, 40(7), pa´gs. 1708–1715.
Sherali, H. D., E. K. Bish y X. Zhu (2006), ((Airline fleet assignment concepts,
models, and algorithms)), European Journal of Operational Research, 172(1), pa´gs.
1–30.
Solomon, M. M. y J. Desrosiers (1988), ((Survey Paper-Time Window Cons-
trained Routing and Scheduling Problems)), Transportation science, 22(1), pa´gs.
1–13.
Tillman, F. A. (1969), ((The multiple terminal delivery problem with probabilistic
demands)), Transportation Science, 3(3), pa´gs. 192–204.
Ficha autobiogra´fica
Eduardo Lo´pez Aguilar
Candidato para el grado de Maestro en Ciencias en Ingenier´ıa
de Sistemas
Universidad Auto´noma de Nuevo Leo´n
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica
Tesis:
Formulaciones lineales del problema de
ruteo de veh´ıculos con restricciones de
sincronizacio´n
Nac´ı en Monterrey, Nuevo Leo´n, el d´ıa 17 de Octubre de 1991, hijo menor
de tres del Sr. Cosme Lo´pez Zamarro´n y la Sra. Guillermina Aguilar Rodr´ıguez.
Obtuve mi grado de Licenciado en Matema´ticas en el an˜o 2012, por parte de la
Facultad de Ciencias F´ısico-Matema´ticas, en la Universidad Auto´noma de Nuevo
Leo´n. Posteriormente, me integre´ como estudiante de tiempo completo a la Maestr´ıa
de Ingenier´ıa de Sistemas, en el Posgrado de Ingenier´ıa de Sistemas de la Facultad
de Ingenier´ıa Meca´nica y Ele´ctrica de la misma universidad.
66
