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Abstract
Turbulence and turbulent mixing play a key role in a wide range of engineering and scientific applications.
One of the major difficulties when simulating these phenomena comes from their multi-scale nature. The
range of scales that can be explicitly simulated is still too limited, even with current supercomputers, to
study accurately most geophysical or engineering flows. A solution is to model the small scales in order
to reduce the computational cost. Unfortunately, current models are of variable accuracy, in particular
due to many constraining and sometimes empirical hypotheses. In order to improve the models used in
turbulence simulations, and, more generally, to progress in our understanding of turbulence and turbulent
mixing, it is crucial to study the behavior of the small-scale motions of turbulent flows. Rather than a
traditional statistical approach, a physics-based description of the dynamics of the flow at these scales
can lead to a better appreciation of the role of the small-scale motions in turbulence as well as drastically
improve their prediction, particularly in regions of strong and fast variations that, currently, most models
fail to capture.
First, the relation between external forcing and the dissipation rate of turbulent kinetic energy has
been studied. Theory represents the energetic equilibrium of turbulence as a cascade of energy from the
larger scales to the smaller ones at a constant dissipation rate. A number of turbulence models rely on
some sort of prediction of this dissipation rate, mostly based on (semi-)empirical considerations. Analyses
of the Navier-Stokes equations show that for a given forcing on the flow, the dissipation rate could be
precisely estimated at high enough Reynolds number. The case of a forcing on two low wavenumbers is
presented in this dissertation. The low Reynolds number simulations were made for forces of increasing
amplitude on the highest of the two wavenumbers. The results confirm the existence of a regime for which
the dissipation rate could be precisely estimated and show a dependence on the dominant wavenumber,
predicted by the analytical derivations.
Second, the small-scale dynamics of a concentration of passive tracers, or passive scalars, is inves-
tigated. When advected by a turbulent flow, the passive scalar field for which the scalar diffusivity is
smaller than the kinematic viscosity can create scales even smaller than those of the flow itself. The
small-scale dynamics is analyzed with regards to the local topology of the flow, which is determined by
the second and third invariant of the velocity gradient tensor. The phase-plane defined by these invari-
ants allows an identification of the streamline patterns in the neighborhood of the location where they
are computed. Probability density functions and conditioned statistics based on the local flow structure
show that large scalar dissipation occurs in biaxial extensional regions located near vortices. Large scalar
dissipation fluctuations pose a great challenge for traditional numerical simulations. Their scales, which
could be several orders of magnitude smaller than the smallest velocity scales, may cause numerical er-
rors that can significantly affect the accuracy of the solution. The study presented in this dissertation
establishes the foundation for a new modeling strategy based on the flow topology and the combination
of Eulerian and Lagrangian transport method.
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Chapter 1
Introduction
Turbulence is the state of the flow in which the fluid undergoes seemingly chaotic motions. Its
velocity constantly changes in direction and magnitude with no discernible pattern. The remark-
able feature of this state of the flow resides in the eddies of multiple scales that continuously
form and deform. In the early years of the twentieth century, scientists built up a description
of the turbulent flow based on the idea of an energy cascade. Richardson (1922) beautifully
summarized the concept by writing some poetry:
Big whorls have little whorls,
Which feed on their velocity;
And little whorls have lesser whorls,
And so on to viscosity
(in the molecular sense).
The primordial idea which lead to these lines pictures the eddies as the essential constituents of
turbulence. Thus, this verse expresses Richardson’s notion that large eddies break up because
of their inherent instabilities and pass down their energy to smaller eddies. Then, the process
repeats itself for even smaller eddies. Successively, the energy is transferred at a constant rate
ε, as depicted on figure 1.1, until the eddies become stable and molecular viscosity can dissipate
the kinetic energy.
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(a) (b)
Figure 1.1: Richardson’s view of the energy cascade in turbulence. l: eddies size; u: flow
velocity; ε: rate of dissipation of kinetic energy; ν: kinematic viscosity; η: Kolmogorov length
scale, scale at which viscosity becomes effective.
This early description of turbulence, from which today’s research takes its roots, makes
clear that one of the most important features of turbulent flows is the wide range of scales
they display. Since Kolmogorov’s theory in 1941 (Kolmogorov, 1941b), the spectrum of scales
has been split into the large scales and the small scales. The large scales are characterized by
the anisotropic large eddies. They contain most of the energy of the flow and therefore drive
it. Characterized by the isotropic small eddies, the small scales are separated into two more
categories: the dissipative range and the inertial range. The inertial range contains scales larger
than the dissipative range, but smaller than the large scales. In the inertial range, the energy
is transferred to smaller scales at the constant rate ε. The dissipation range is responsible for
most of the energy dissipation. The different categories of scales are summarized by figure 1.2.
A comprehensive and modern review of the classical scaling theory of turbulence can be found
in Frisch (1995).
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Figure 1.2: Various length scales (on a logarithmic scale) and ranges in turbulent flows. L:
characteristic length scale of the turbulent flow; lE : length scale separating anisotropic large
eddies from isotropic small eddies; lD: length scale separating the inertial subrange from the
dissipation range; η: Kolmorogov length scale.
1.1 Small scales of turbulence
Small scales of turbulence can be approached in two different ways. One is a statistical descrip-
tion. Funded on the Kolmogorov hypothesis (Kolmogorov, 1941a,b, 1962), this research focuses
on structure functions, anomalous scaling, small scales intermittency, etc. This approach is not
addressed in this dissertation. A comprehensive review has been made by Sreenivasan and An-
tonia (1997). The other approach is based on the spatial structure and the kinematics. This is
the angle taken in the research presented throughout this dissertation.
Studies focusing on spatial geometry of the small scales came along mainly with the use of
Direct Numerical Simulations (DNS). As early as 1985, Kerr (1985) concluded from his DNS
that vorticity is concentrated in tubes and sheets, and that large scalar gradients and strain
rates were neighboring. Those large scalar gradients are wrapped around the vortex tubes in
a sheet like fashion, aligned in the direction of the compressive strain rate. She et al. (1990)
emphasized that the alignment is particularly strong for high strain rates.
Also, all simulations display long-living and elongated tubes, sheets and blobs of small scale
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vorticity. In particular, intense vorticity is often concentrated in tubes. Vortex lines associated
with high vorticity form long tube-like structures in which they are straight in the core and
spiraled in the outer regions (She et al., 1990). At moderate intensity, vorticity is organized
more in a sheet-like configuration. Ruetsch and Maxey (1991) made similar observations and
added that regions of moderate rate of dissipation of kinetic energy ε surround vortex tubes. The
same authors also reported that regions of moderate to intense scalar dissipation were wrapped
around the tubes, but that the highest intensities occurred in large flat sheets close to sheets of
moderate vorticity magnitude. A number of authors has agreed on the diameter of the vortex
to be of the order of the Komogorov length scale, η, (Kerr, 1985; Siggia, 1981; Yamamoto and
Hosokawa, 1988) but did not measure the same characteristic length. The poor scale separation
in low Reynolds number simulations might be to blame for these divergences.
The vortex tubes are also observed in nonhomogeneous flows. Jime´nez (1993) observed them
in the wall region of a low Reynolds number channel flow and Rogers and Moin (1987) in flows
with homogeneous shear as well as irrotational strains. Rogers and Moin (1987) also indicated
that hairpin structures formed by the roll-up of sheets of mean spanwise vorticity develop only
when the mean shear is present. Soria et al. (1994) observed the tendency for vortex tubes to
align themselves with the eigenvector associated with the intermediate eigenvalue of the strain-
rate tensor in simulations of incompressible and compressible mixing layers and wake.
It is not clear that the vortex tubes have a great dynamical significance. Jime´nez et al.
(1993) questioned the stability and survival of vortex tubes at high Reynolds number and came
to the conclusion that they were not specially significant in the overall dynamics of turbulence.
On the contrary, Chorin (1994) has developed a self-consistent statistical theory on the basis
of self-avoiding random walk of vortex tubes. If the tubes are part of a bigger hierarchy of
structures and do not have a greater dynamical significance than the vortex structures of other
sorts and shapes, the question of how to deal with the variety of structures is then pending.
Multifractality of turbulence was introduced to deal with the complex geometry of many shapes
with varying intensities (Meneveau and Sreenivasan, 1991; Prasad et al., 1988; Biferale et al.,
2004).
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Figure 1.3: Main characteristics of the three categories of simulation used in turbulence.
The geometrical approach has made explicit relations between, for instance, vortices and
scalar dissipation, dissipation fields and vorticity. It has also improved our knowledge of vortices.
1.2 Small scales in turbulence simulation
In this section, we make an overview of the three approaches used in the numerical study of
turbulence. The defining characteristics of these approaches are described in figure 1.3. Direct
Numerical Simulation (DNS) solves the Navier-Stokes equations for all length scales and time
scales of the flow. This method is computationally very expensive, the computational cost
increasing as Re3, where Re is the Reynolds number. This method is restricted to flows with
low to moderate Reynolds number. Large Eddy Simulation solves the Navier-Stokes equations
for a filtered velocity field representative of the larger-scale turbulent motions. Models are
used to represent the effects of the smaller scale motions. Reynolds-averaged Navier-Stokes
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(RANS) solves the Reynolds equations to determine the mean velocity field. In this approach,
the Reynolds stresses are obtained from a turbulent viscosity model.
1.2.1 DNS
DNS consists in integrating the Navier-Stokes equations forward in time from specified initial
conditions in a specified domain. No model is used, solely the governing equations are solved.
DNSs are sometimes referred to as numerical experiments, because of their explicit treatment
of turbulence. This approach of turbulence simulation is conceptually the simplest, but it also
provides extreme accuracy and level of description when properly applied. These assets made of
DNS the tool of choice when studying the small scales of turbulence. However, the computational
cost increases so rapidly with the Reynolds number that users are limited to low to moderate
Reynolds number, well below the range of Re of interests in most engineering applications and
used for theories.
1.2.2 RANS
RANS solves the Reynolds equations for the mean velocity. Therefore, all the scales are modeled
in this approach. The unknowns Reynolds stresses appearing in the Reynolds equations are
determined either by the turbulent viscosity hypothesis or more directly from modeled Reynolds-
stress transport equations. In the following, we depict an overview of the most widely used
turbulence model, inserted in most commercial CFD code: the k-ε model. The standard k-ε
model is considered to be developed by Jones and Launder (1972), with Launder and Sharma
(1974) providing improved values of the model constants. Earlier contributions are due to
Davydov (1961), Harlow and Nakayama (1968) and others cited by Launder and Spalding (1972).
The k-ε model consists of :
(i) the turbulent viscosity hypothesis
(ii) the model transport equation for the turbulent kinetic energy k
(iii) the model transport equation for the rate of dissipation of turbulent kinetic energy ε
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(iv) the specification of the turbulent viscosity as νT = Cµk2/ε, where Cµ = 0.09 is one of five
model constants. This value is chosen to match the observed relationship between shear
stress and velocity gradient in a simple boundary layer.
The turbulent viscosity hypothesis
The turbulent viscosity hypothesis is built on two parts. The first assumption is that at each
point and time, the Reynolds-stress anisotropy aij ≡ 〈u′iu′j〉 − 23kδij is determined by the mean
velocity gradients ∂〈Ui〉/∂xj . The second assumption is that the relationship between aij and
∂〈Ui〉/∂xj is :
〈u′iu′j〉 −
2
3
kδij = −νT
(
∂〈Ui〉
∂xj
+
∂〈Uj〉
∂xi
)
(1.1)
or, equivalently,
aij = −2νT S¯ij , (1.2)
where S¯ij is the mean rate-of-strain tensor.
The model transport equation for k
The k-ε model provides a modeled transport equation for k, derived from the exact equation:
D¯k
D¯t
=∇ ·
(
νT
σk
∇k
)
+ P − ε (1.3)
where D¯
D¯t
is the substantial derivative, σk is the “turbulent Prandtl number” for kinetic energy
and P is the production:
P ≡ −〈u′iu′j〉
∂〈Ui〉
∂xj
(1.4)
The model transport equation for ε
The k-ε model provides empirical transport equation for ε (Pope, 2000):
D¯ε
D¯t
=∇ ·
(
νT
σε
∇ε
)
+ Cε1
Pε
k
− Cε2 ε
2
k
. (1.5)
The standard values for the model constants have been set by Launder and Sharma (1974):
Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σk = 1.0, σε = 1.3. (1.6)
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Figure 1.4: Spectrum of explicit resolution by the Direct Numerical Simulations (DNS) and
Large Eddy Simulations (LES).
The k-ε model is one of the simplest turbulence models and has a broad range of applicability
(heat transfer, combustion, etc). However, although it has an acceptable accuracy for simple
flows, it can be very inaccurate for complex flows (more complex than a simple shear), even
for the description of the mean flow. The inaccuracies originates from the turbulent viscosity
hypothesis and from the ε transport equation. The values of the constants of the k-ε model
represent a compromise to subjectively perform as well as possible on a wide range of flows.
Adjustments to any particular cases can improve the model.
RANS models in general have improved considerably since their introduction. They present
the advantage of being applicable to any turbulent flows and are computationally inexpensive.
1.2.3 LES
LES computes explicitly the larger turbulent motions whereas the effects of the smaller scales
are modeled, as seen in figure 1.4. Thus, compared to DNS, the important computational cost
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of representing the small scales motions is avoided. Compared to RANS, LES is expected to be
more accurate and reliable, particularly in flows in which large scale unsteadiness is important,
because the large scale unsteady motions are represented explicitly. Overall, LES lies between
DNS and RANS, taking roots in the limitations of each of these approaches of turbulence
simulation. LES consists of :
(i) a decomposition of the velocity U(x, t) into the sum of a filtered component U¯(x, t), repre-
senting the motion of the large eddies, and the residual (or subgrid-scale, SGS) component
u′(x, t):
U(x, t) = U¯(x, t) + u′(x, t); (1.7)
(ii) the equations for the evolution of the filtered field, derived from the Navier-Stokes equa-
tions and containing the residual-stress tensor (or SGS stress tensor) that arises from the
residual motions;
(iii) a model for the residual-stress tensor (e.g., an eddy viscosity model) that closes the system
of equations.
Early work made for instance by Smagorinsky (1963), Lilly (1967) or Deardorff (1974) was
motivated by meteorological applications. But today, LES has extended its application to flows
in complex geometries that occur in engineering applications.
Filtered equations
The filtering operation is applied to the Navier-Stokes equations. The filters are considered
spatially uniform, allowing filtering and differentiation to commute.
The filtered continuity equation is :
¯(∂Ui
∂xi
)
=
∂U¯i
∂xi
= 0, (1.8)
thus
∂u′i
∂xi
=
∂
∂xi
(Ui − U¯i) = 0. (1.9)
9
Both the filtered field U¯ and the residual field u′ are solenoidal.
The momentum equation is :
∂U¯i
∂t
+
¯UiUj
∂xj
=
1
Re
∂2U¯i
∂xj∂xj
− ∂p¯
∂xi
, (1.10)
where p¯(x, t) is the filtered pressure field. One introduces the residual-stress tensor defined by:
τRij = ¯UiUj − U¯iU¯j . (1.11)
The residual kinetic energy is then:
kr =
1
2
τRii , (1.12)
and the anisotropic residual stress tensor is defined by:
τ rij = τ
R
ij −
2
3
krδij . (1.13)
The isotropic residual stress is included in the modified filtered pressure:
p¯ ≡ p¯+ 2
3
kr. (1.14)
Therefore, using all the previous definitions equation 1.10 can be rewritten as:
D¯U¯i
D¯t
=
1
Re
∂2U¯i
∂xj∂xj
− ∂τ
r
ij
∂xj
− ∂p¯
∂xi
, (1.15)
where the substantial derivative based on the filtered velocity is:
D¯
D¯t
=
∂
∂t
+ U¯ ·∇. (1.16)
The filtered equations for U¯ , equations 1.8 and 1.15 are unclosed. The modeling of the residual-
stress tensor closes the system of equations.
The Smagorinsky model
In 1963, Smagorinsky (1963) proposed a simple model for the anisotropic residual stress tensor
τ rij , closing the equations for the filtered velocity. This model represents the contribution of the
small scales of the flow. First, the linear eddy viscosity model is used to relate the residual stress
to the filtered rate of strain:
τ rij = −2νrS¯ij . (1.17)
10
The coefficient νr(x, t) is the eddy viscosity of the residual motions. Then, the eddy viscosity is
modeled as:
νr = l2s S¯
= (Cs∆)2S¯,
(1.18)
where S¯ =
(
2S¯ijS¯ij
)1/2 is the characteristic filtered rate of strain, ls is the Smagorinsky
length scale, proportional to the filter width ∆ through the Smagorinsky coefficient Cs. In
the Smagorinsky model the rate of production of residual kinetic energy Pr (or equivalently, the
rate of energy transfer to the residual motions) is:
Pr = −τ rijS¯ij = 2νrS¯ijS¯ij = νrS¯2 (1.19)
Thus, the Smagorinsky model excludes backscatter (Pr ≥ 0). In addition, we have:
〈Pr〉 = ε. (1.20)
As for RANS, the LES Smagorinsky model is based on the rate of dissipation of kinetic energy
ε.
However, performance tests unveiled some important drawbacks to the Smagorinsky model.
A priori testing showed that the correlation between the residual stress in the LES, τ r,Smagij ,
and the residual stress in the DNS, τ r,DNSij , was quite low (e.g., around 1/3 for homogeneous
turbulence (McMillan and Ferziger, 1979)). A posteriori testing showed that the Smagorinsky
model is too dissipative, i.e., it transfers too much energy to the residual motions (Moin and
Kim, 1982). One of the main problems with the Smagorinsky model is that the value of the
Smagorinsky coefficient Cs is different in different flow regimes. In 1991, Germano et al. (1991)
proposed the Dynamic Subgrid-Scale (DSGS) model which allows the Smagorinsky constant to
vary in space and time. It was later modified and extended by Lilly (1992) and Meneveau et al.
(1996). The DSGS model is one of the most used of the recent LES models.
1.3 Objectives
One major reason for the interest in the small scales of turbulence in the research community is
the hope of unveiling a complete theory for turbulent flow. Indeed, if at large scales turbulent
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flows are anisotropic and depend on boundary conditions, the small scales carry indications of
universality or at least quasi-unisersality in their behavior as assumed by Kolmogorov (Kol-
mogorov, 1941b). On a more practical point of view, a reason for addressing the problem of
the small scales is for example turbulent mixing. When two entities, say fuel and oxidizer, are
combined together by a turbulent flow, the mixing occurs at the molecular level. The direct
simulation of this type of event at an engineering scale is still out of reach for the most power-
ful computers. However, if our understanding of the small scales dynamics was better, models
providing precise predictions could be built. The angle taken in this dissertation is clearly in
accordance with the latter reason, acknowledging that any study on the small scales would bring
researchers a step closer to a better theory. The work presented in the following chapters in-
tends to establish properties of the small scales. The objectives are twofolds. First, study the
influence of a large scale forcing on the small scales by looking at the dissipation factor β, a non
dimensional parameter based on the rate of dissipation of kinetic energy ε. The second objective
is to relate small scales dynamics to the topology of the flow. For this purpose, passive tracers
are used as revealers.
1.4 Dissertation organization
This dissertation is composed of six chapters. Following the present introductive chapter, the
description and classic usage of the topological tools are exposed in chapter 2. A short review
of the most common methods of coherent vortex eduction completes this chapter and illustrates
the choice made for this research. Chapter 3 presents the Kolmogorov flow and its simulation.
This particular flow is used for all the runs performed in this work. After a brief literature
review, its properties are displayed and discussed. Chapter 3 ends with the parameters used
for the DNS. The results are presented in chapters 4 and 5. Chapter 4 focuses on the influence
of the large scale forcing. The chapter compares analytical results to numerical simulations.
Chapter 5 considers the relations between the local topology and the small-scale dynamics of
passive tracers transported by the turbulent flow. Finally, Chapter 6 summarizes the results
and suggests future directions of work.
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Chapter 2
Flow topology
2.1 Background
The development of a topological methodology was motivated by the need to ease the com-
prehension of three dimensional flow patterns. The methodology aims at describing the local
streamline patterns around every point of the flow. The advection of a particle is given by:
dx
dt
= u. (2.1)
It can be re-written by making an approximation with a Taylor series expansion:
dx
dt
=∇u · x. (2.2)
Then, the patterns generated by the motion of this particle can be described as a function of
the second and third invariant of the velocity gradient tensor ∇u.
A number of studies has been made using flow topology for incompressible turbulent flows.
The method was thoroughly described in publications by Perry and Chong (1987) and Chong
et al. (1990). Researchers used it in different turbulent flow configurations: Soria et al. (1994)
studied the geometry of dissipating motions in Direct Numerical Simulations (DNS) of the incom-
pressible mixing layer; Blackburn et al. (1996) looked at a turbulent channel flow; Chong et al.
(1998) examined turbulence structures of wall-bounded shear flows; Chacin and Cantwell (2000)
investigated a low Reynolds number boundary layer. Others focused their efforts in studying the
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properties and the evolution of the invariants of the velocity gradient tensor. Cantwell (1992)
revisited the work done by Vieillefosse (1984) studying the case for a simplified formulation of
the evolution equations for the invariants. The same author later deepened his study using DNS
and an improved model (Cantwell, 1993). Finally, the full evolution equations of the invariants
of the gradient velocity tensor are treated in Mart´ın et al. (1998) and Ooi et al. (1999).
In addition, the topological tool has been used to unveil some behavior of the passive scalar.
The dynamics of the passive tracers is coupled to the dynamics of the flow. It is therefore
natural to establish a relationship between the topological structures of the turbulent flow and
the dynamics of the passive scalar. Brethouwer et al. (2003) and O´ Neill and Soria (2005)
exploited this idea to put into perspective the behavior observed in the dynamics of the passive
scalars. This approach will be widely used in 5.
The next section will be presenting a summary of the topological methodology. An exhaustive
review of the method can be found in Perry and Chong (1987) and Chong et al. (1990).
2.2 Topological tools
In the 1990s, a consistent classification of the three-dimensional local topology of fluid motion (as
seen by a non-rotating observer moving at the same velocity as that fluid particle) has emerged,
using the invariants of the gradient velocity tensor Chong et al. (1990).
2.2.1 Invariants of the velocity gradient tensor
At an arbitrary point P in the flow, the velocity ui can be expand in a Taylor series in term of
the space coordinate xj , with the origin for xj is located at P :
ui = x˙i = Ai +Aijxj +Aijkxjxk + · · · (2.3)
where the coefficients Ai, Aij , etc., are symmetric tensors in all indices except the first. By
considering the particular case of a critical point, it is shown that in every cases Ai = 0 (Perry
and Chong, 1987). Then, it is considered that an expansion at the lowest order terms is sufficient
to determine streamline patterns immediately surrounding any point of the flow. Consequently,
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Figure 2.1: Non-degenerate local topology for incompressible flows.
15
the advection of a particle in a flow is described by equation 2.2. The components of the velocity
gradient tensor ∇u = Aij are defined by:
Aij = ∂jui = Sij +Wij (2.4)
where Sij = 12(∂jui+∂iuj) is the symmetric rate-of-strain tensor andWij =
1
2(∂jui−∂iuj) is the
anti-symmetric rate-of rotation tensor. In order to get information about the local instantaneous
streamline pattern, the invariants of its characteristic equation have to be computed:
λ3i + Pλ
2
i +Qλi +R = 0, (2.5)
where λi are the eigenvalues of Aij , and P , Q, R are the first, second and third tensor invariants,
respectively:
P = −Aii = −tr(A), (2.6)
Q = −1
2
AijAji =
1
2
(P 2 − tr(A2)) = 1
2
(WijWij − SijSij) (2.7)
R = −1
3
AijAjkAki = −det(A). (2.8)
Naturally, P = 0 due to the incompressibility condition. Hence, the discriminant of Aij becomes:
D =
27
4
R2 +Q3. (2.9)
The topology at any given point of the flow field is then defined by the sole value of Q and R.
Figure 2.1 presents the non-degenerate local topology (i.e., typical streamline patterns) for
incompressible flows in the two-dimensional (R,Q)-plane as described and classified in Chong
et al. (1998). The vertical line, R = 0, and the tent-like curve, D = 0, split this plane into
four regions. The top left-hand side area is the stable-focus/stretching (SF/S) topology region
which describes a swirling and stretching motion. Then, moving clockwise follows the unstable-
focus/contracting (UF/C) region, which corresponds to a swirling and compression motion, the
unstable-node/saddle/saddle (UN/S/S) and the stable-node/saddle/saddle (SN/S/S) topology
regions which are qualified as the straining regions. The former displays two directions of
stretching and one direction of compression. The latter has one direction of stretching and two
directions of compression.
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Vortex
region
Bi-axial
extensional
region
Figure 2.2: Joint probability density function of the second (Q) and the third (R) invariant of
the gradient velocity tensor in a turbulent Kolmogorov flow. Inside the domain defined by the
bold black line is the region of bi-axial extension. Inside the domain defined by the bold red line
is the region of vortices following the Q-criterion exposed in the section on the coherent vortex
eduction.
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Figure 2.2 shows the JPDF of Q and R. Each contour level represents a power of 10 of
the number of points per data bin, varying from 1 to 5. The distribution of Q and R shown
in figure 2.2 has the higher concentration of data-points around the origin of the (R,Q) phase
plane. High concentration points out to the fact that, on average, most of the flow domain is
experiencing small velocity gradients. Then, moving away from the origin, the contour-levels
are decreasing fast, the farther they are reaching, the more intermittent the turbulence is. But,
all contour-levels keep the similar tear-drop shape. This particular shape of the joint probability
density function in the (R,Q) invariant space has also been recorded in a plane mixing layer
(Soria and Cantwell, 1994), a channel flow (Blackburn et al., 1996), a turbulent boundary layer
Chong et al. (1998) and isotropic turbulence Ooi et al. (1999). This particular distribution
covers widely the area defined by a swirling flow pattern, and sharpens along the right branch of
the tent-like curve, D = 0. This distribution expresses a clear statistical inclination for negative
R when Q is positive, i.e., when, locally, rotational motion overcomes straining motion, and for
positive R when Q becomes negative, i.e., when, locally, large straining motion dominate the
flow. The latter, surrounded by the bold black line in figure 2.2, appears to be closely related
to the vortex region, surrounded by the bold red line in figure 2.2, in the physical space as
illustrated in figures 2.3.
2.2.2 Mean evolution of Q and R
The evolution equations for the second invariant, Q, and the third invariant, R, of the velocity
gradient tensor can be obtained by first deriving the evolution equation Aij (Cantwell, 1992).
By differentiating the incompressible Navier-Stokes equations with respect to xj , we have:
DAij
Dt
= −AikAkj + δij3 AkmAmk +Hij , (2.10)
where Hij , acting as a forcing term for the evolution of Aij , is a tensor that contains the
anisotropic part of the pressure Hessian and the viscous diffusion. Explicitely, Hij is
Hij = −
(
∂2p
∂xi∂xj
− ∂
2p
∂xk∂xk
δij
3
)
+ ν
∂2Aij
∂xk∂xk
= −
(
∂2p
∂xi∂xj
− 2Q
3
δij
)
+ ν
∂2Aij
∂xk∂xk
(2.11)
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(a) (b)
Figure 2.3: a) Vortices (white) and regions of bi-axial extensional flow (blue); b) Slice of field
of Q and iso-contours of bi-axial extensional region (black lines).
Using respectively equations 2.7 and 2.8, the evolution equations for Q and R follow from
equation 2.10:
DQ
Dt
= −3R−AijHji (2.12)
and
DR
Dt
=
2
3
Q2 −AijAjkHki. (2.13)
Figure 2.4 displays the mean trajectories of fluids particles in the (Q,R)-phase plane. The
trajectories move clockwise around the origin along approximately self-similar paths. This fact
suggests a cyclic behavior of the local topology of fluid particles that will change from UN/S/S to
SN/S/S to SF/S to UF/C. A plausible scenario for the mean evolution of fluid particles regarding
the local topology of the flow could then be written. A particle in a close enough neighborhood
of a coherent SF/S structure (the core of a coherent vortex) probably in an UN/S/S topology
would be swallowed by the low-pressure region (Dubief and Delcayre, 2000). The particle would
migrate from the bi-axial extensional region to the SF/S region via a quick transition in the
SN/S/S region. It would then transfer along the swirling and stretching region to the UF/C
region which would lead it to smaller values of Q and R. This scenario represents a global and
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Figure 2.4: Mean trajectories of the invariants Q and R in the (Q,R)-phase plane in an incom-
pressible turbulent flow.
averaged behavior of an ensemble of many particles and therefore is probably not applicable to
individual particles.
2.3 Coherent vortex eduction
The notion of a vortex appears in all applications of fluid dynamics. Several attempts to give
a proper definition have been made over the years. Yet, no definition of this coherent structure
proves to be objective without exceptions. The simplest procedures are based on the search of
regions of the flow field characterized mainly by properties related to a swirling motion. The
most referred to definitions are based on the analysis of the velocity gradient tensor and use
less intuitive physical considerations. Overall, a “successful” definitions of a vortex possesses at
least the following properties as suggested by Jeong and Hussain (1995):
(i) a vortex core must have a net vorticity, hence a net circulation. Potential flow regions
are consequently excluded from vortex core, and a potential vortex is a vortex with no
cross-section.
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(ii) the geometrical characteristics of the identified vortex core must be Galilean invariant.
A common denominator to all these criteria for vortex recognition is their local point of view.
Therefore, some authors tried to take a more general approach by building non-local and objec-
tive detection procedure. A summary of these different definitions is exposed below.
2.3.1 Common sense definitions
The norm of the vorticity vector, | ω |, can be used as an indicator of vortical structures (Spalart,
1988), as illustrated by figure 2.5a. However, its use may be misleading as for instance, in wall-
bounded flows, this definition of a vortex cannot make the difference between rotation due to
pure shear and rotation due to an actual swirling motion. As a consequence, the criterion
becomes unreliable when | ω | due to the background shear becomes of comparable order of
magnitude of that due to swirling motion (e.g. Couette flow). Another failure of this approach
can be observed in a free shear flow with the occurence of a vorticity sheet. Although the
vorticity sheet may have a large vorticity magnitude, it doesn’t make it a vortex.
Another indicator of vortical motion is pressure. In a steady inviscid planar two-dimensional
flow, the pressure displays a minimum at the center of a circular pattern. This fact results from
the balance between the centrifugal force and the pressure gradient on the fluids element in
the radial direction (Dubief and Delcayre, 2000). However, this property does not hold when
the flow is unsteady, viscous or three-dimensional. Jeong and Hussain (1995) demonstrate the
weaknesses of this criterion by designing an unsteady, inviscid flow where the pressure has a
minimum on the axis of a non-rotating motion or by taking the case of Karman’s viscous pump.
These definitions make clearly use of the commonly acknowledged idea that a vortical struc-
ture is associated with a swirling motion in a suitable reference frame. The Galilean invariance
property is consequently not respected.
2.3.2 ∆-criterion
This criterion proposed by Chong et al. (1990) is based on localization of circular or spiral
streamline patterns. They use the topological tools described earlier in section 3.2.1. As a
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(a) (b)
(c) (d)
(e)
Figure 2.5: Vortices (white) defined by: a) the vorticity criterion, | ω |>| ω |th, b) the ∆-
criterion, ∆ > ∆th, c) the Q-criterion, Q > Qth, d) the λ2-criterion, λ2 < λ2th , e) the Mz-
criterion, Mz > Mzth . The streamwise velocity fluctuations are shown in the background. The
color scale ranges from blue to red.
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consequence, a region of complex eigenvalues for the velocity gradient tensor is defined as a
vortex.
The eigenvalues of the velocity gradient tensor satisfy the characteristic equation 2.9. Com-
plex eigenvalues are therefore obtained when its discriminant is positive. Hence the ∆-criterion
illustrated on figure 2.5b:
∆ = D =
27
4
R2 +Q3 > 0. (2.14)
2.3.3 Q-criterion
The Q-criterion, as first introduced by Hunt et al. (1988), defines vortices as regions where the
second invariant Q of the velocity gradient tensor is positive and the pressure is lower than the
ambient value. As clearly shown by eqution 2.7, Q is the balance between the rotation rate
Ω2 = WijWij and the strain rate S2 = SijSij . Then, positive regions of Q indicate the regions
of the flow where the strength of rotation overcomes the strain, making those regions potential
vortices. In addition, Q is linked to the pressure via the poisson equation:
∇2p = 2Q (2.15)
Dubief and Delcayre (2000) used this property to demonstrate that the sole condition Q > 0 is a
necessary condition for the existence of a thin low-pressure tube, a vortex. In addition, the need
of a positive threshold in order to capture the right shape of the vortices has been expressed.
Thus the Q-criterion defines vortices as regions where the second invariant Q of the velocity
gradient tensor is positive and greater than an appropriate threshold Qth as illustrated by figure
2.5c. The ∆ and the Q criteria are closely related.
2.3.4 λ2-criterion
Jeong and Hussain (1995) define a vortex as a connected region where the tensor S2+Ω2 has two
negative eigenvalues. The authors’ goal is to improve the performance of the criterion based on
the search for a pressure minima by finding a way around the causes of its failure, i.e. unsteady
straining and viscous effect. From the Navier-Stokes equations, they derived an equation for
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the symmetric tensor ∂i∂jp, the Hessian of pressure, which contains information on the local
pressure extrema:
− 1
ρ
∂i∂jp =
DSij
Dt
− ν ∂
2Sij
∂k∂k
+ΩikΩkj + SikSkj (2.16)
Assuming that unsteady straining (DSij/Dt) is negligible, and disregarding the viscous
effects, a search for a pressure minimum can be performed with S2 + Ω2. A local minimum of
pressure exists if ∂i∂jp has two positive eigenvalues, i.e., S2 +Ω2 has two negative eigenvalues.
Hence, the criterion λ2 < 0, where λ1 ≥ λ2 ≥ λ3 are the eigenvalues of the symmetric tensor
S2 +Ω2. Figure 2.5d illustrates the λ2-criterion.
Cucitore et al. (1999) have shown that this definition is strongly related to the Q-criterion
by writing λ2 as a balance between rotation and local straining in the reference frame of the
vortex. As a note, the same procedure can be reproduced for a compressible flow. The Hessian
of pressure would then display additional terms.
2.3.5 Mz-criterion
Haller (2005) defines a vortex as a set of fluid trajectories along which the strain acceleration
tensor is indefinite over directions of strain. This definition presents the advantage of being
Galilean invariant, i.e. frame independent. Physically, the Mz-criterion identifies vortices as
material tubes in which the fluid particles do not align with directions indicated by the strain
eigenvectors. It is expressed as:
det
[
(S−Ω)∇u+ ν∆S− 1
ρ
P
]
> 0, (2.17)
where S is the strain tensor, Ω is the rotation tensor and P is the Hessian of pressure. Although
derived from a Lagrangian point of view, this criterion uses only Eulerian quantities. The
strength of this vortex eduction method is its efficiency in unsteady and rotating flows where
the classically used local criteria fail.
The Mz-criterion is illustrated in figure 2.5e. We observe that in the present case of the
turbulent Kolmogorov flow, this vortex eduction method proves to generate a certain amount
of noise that makes the vortices hard to distinguish. This noise is caused by the computation of
high order derivatives.
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2.3.6 Concluding remarks
Among the vortex eduction methods, the ones based on intuitive definitions prove to often be
insufficient to capture the vortices correctly. Then, the ∆, Q and λ2 criteria based on the analysis
of the velocity gradient tensor are related. Their performances are of good quality in most of
the common turbulent flows studied in research. However, their usage cannot be generalized
due to important deficiencies in some particular configurations. Therefore, the criterion brought
by Haller (2005) compensate for this deficiency but remain less convenient to use. Indeed, this
criterion can be affected by numerical errors. As a consequence, several vortex eduction methods
exist, yet none has proved to outperform the others by far.
In the present work, the vortex eduction method chosen is the Q-criterion. This criterion
is by far the easiest to apply and its superiority to the ∆ and λ2 criteria in flows comparable
to the Kolmogorov turbulent presented hereafter has been emphasized by Dubief and Delcayre
(2000). A subjective threshold Qth is used to define the contours of the vortices after extensive
observation. The Mz-criteria are of no use in this type of flow.
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Chapter 3
Kolmogorov flow
3.1 Background
The origin of the Kolmogorov flow is an unpublished work of Soviet mathematician Andrey
Nikolaevich Kolmogorov from the 1950s. He proposed to study a flow in a periodic box with a
large scale stationary forcing fx = sin(kfy) as a model to understand the transition to turbulence.
Meshalkin and Sinai (1961) were the first to refer to this flow as Kolmogorov flow and showed
that this flow is unstable to large spatial scale perturbations.
One of the interesting characteristic of the Kolmorogov flow is that such a periodic flow and
forcing allow for a fairly detailed analytical treatment in the two dimensional case (Frenkel, 1991;
Thess, 1992; She, 1987). In addition, the two-dimensional Kolmogorov flow was created exper-
imentally by magnetohydrodynamics. Bondarenko et al. (1979) and Batchaev and Dowzhenko
(1983) were the first to achieve the Kolmogorov flow in a layer of an electrically conducting fluid
driven by electromagnetic fields. Therefore, the Kolmogorov flow became a flow of choice to
study stability and transition to turbulence . Literature on the Kolmogorov flow address mostly
the two-dimensional case (Armbruster et al., 1992; Bena et al., 1999, 2000).
In three dimensions, the Kolmogorov flow could appear as a rather academic problem since
it is difficult to achieve in a real experiment. One could imagine that two large arrays of
alternated counter flowing jets facing each other could reproduce the conditions of a three
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dimensional Kolmogorov flow, but no report of such experiment has been made in the literature.
Nevertheless, the simplicity of the Kolmogorov flow makes it a good tool for investigating three-
dimensional turbulence. Sulem et al. (1989) used the Kolmogorov flow to study a small-scale
force in connection with the possibility of anisotropic inverse cascade and large-scale symmetry
breaking. It has also been used to investigate drag reduction in viscoelastic fluid models of
dilute polymer solution under large-scale forcing Boffetta et al. (2005). Taking advantage of
the three dimensional periodicity of this flow, Borue and Orszag (1996) used a spectral code
to achieve fairly large Direct Numerical Simulations (DNS) and high Reynolds number with
help of hyperviscosity. Shebalin and Woodruff (1997) found good correlation between the data
provided by the Komogorov flow and data from linear shear flows obtained experimentally.
Mostly simulated in a cubic minimal box, Sarris et al. (2007) showed that complexity of the
Kolmogorov flow goes further than the inhomogeneity in the direction of dependency of the
force. It displays box size dependence and breaking of the translational invariance in the velocity
statistics. More complex and thus more challenging than the classical isotropic turbulence test
case, the Kolmogorov flow is an interesting testing ground for turbulent transport model and
Large Eddy Simulations (LES). Therefore, Woodruff et al. (2000) have studied the dependence
of grid size for large eddy simulation experiment of the turbulent Kolmogorov flow, while the
performance of different LES models was reported for this flow byWoodruff et al. (1996). Despite
its periodicity, this flow is a good test case for LES model validations as it appears more complex
than the classically used isotropic turbulence.
The choice of a Kolmogorov flow was crucial for the work presented in this dissertation.
Indeed, our purpose is to study small scales behavior in turbulent flows. Therefore, the small
scales in the simulations we perform must have a very high spatio-temporal resolution and must
not be affected by anything else than the turbulent phenomenon. These criteria lead us to choose
the low Reynolds number Kolmogorov flow in a minimal box as defined by Jime´nez and Moin
(1991). Contrary to classic three-dimensional isotropic turbulence, the Kolmogorov flow does
not introduce a random white noise at small scales to generate turbulence. Therefore, the small
scales are not affected by anything else than turbulence. A low Reynolds number is imposed in
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order to avoid unresolved small scales. Finally, according to Sarris et al. (2007), the turbulent
Kolmogorov flow exhibits statistical properties that depend on the computational boxes sizes.
By limiting our simulations to the minimal box, we solve enough of the flow to have a detailed
description of the small structures and, at the same time, we ensure a number of grid cells
defining the flow domain that is appropriate for our computational power.
3.2 Equations
The incompressible Navier-Stokes equations, introduced here under their non-dimensional form,
define the Kolmogorov flow velocity field, u = (u1, u2, u3) = (u, v, w):
∂tui + ∂k(ukui) = −∂ip+ 1
Re
∂k∂kui + Fi. (3.1)
In those equations, F is the characterizing force, acting streamwise with a normal direction
dependency:
F = (A sin(kfy), 0, 0), (3.2)
the pressure field, p, is deduced from the incompressibility condition:
∂iui = 0 (3.3)
and the Reynolds number is defined with scales characterizing the Kolmogorov forcing:
Re =
A1/2
k
3/2
f ν
. (3.4)
This turbulent flow is solved in on a periodic cubic box of edge-length of 2pi. The flow is
homogeneous in each xz-plane. The interest of this investigation being in small scales behavior
in fully developed turbulence, the averaging operator 〈· · · 〉, used throughout the remaining of
this dissertation, will stand for averaging over time and the directions x and z, unless stated
otherwise. Therefore, a field, a (e.g., velocity field or pressure field), can be decomposed into its
mean and fluctuating part a = 〈a〉+ a′.
Next, the average properties of the Kolmogorov flow are extracted from equation 3.1:
∂y〈u′v′〉 − 1
Re
∂y∂y〈u〉 −A sin(kf .y) = 0 (3.5)
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∂y〈v′v′〉+ ∂y〈p〉 = 0 (3.6)
∂y〈w′v′〉 − 1
Re
∂y∂y〈w〉 = 0, (3.7)
In a similar fashion, applying the averaging operator to equation 3.3 gives:
∂y〈v〉 = 0. (3.8)
Finally, integrating equation 3.5 in the y-direction leads to the following balance that can be
use to check on the stationary state of the flow:
〈u′v′〉 − 1
Re
∂y〈u〉+ A
kf
cos(kfy) = 0. (3.9)
This last equation can be used to verify the convergence of a DNS of a turbulent Kolmogorov
flow. Hence γ1:
γ1 =
∫ L
0 dy
(
〈u′v′〉 − 1Re∂y〈u〉+ Akf cos(kfy)
)2
∫ L
0 dy〈u′v′〉2
. (3.10)
Another criterion compares the mean energy injection εi due to the forcing to the total dissipa-
tion ε:
γ2 =
(εi − ε)2
ε2
, (3.11)
where
εi =
1
L
∫ L
0
〈u〉Fxdy = 1
L
∫ L
0
〈u〉A sin(kfy)dy. (3.12)
Both values γ1 and γ2 close to zero is a necessary condition to converged statistics, but not
sufficient (Sarris et al., 2007).
3.3 Properties
3.3.1 Velocity
An indication of good convergence of our simulation is shown here by the normal and spanwise
mean velocity displaying a zero-flat profile in figure 3.1a. The streamwise mean velocity profile
diplays an almost perfect sine function but with a much bigger amplitude than the forcing. It
has two inflection points at y = 0 (equivalently at y = 2pi) and at y = pi and provides a typical
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(a) (b)
(c) (d)
Figure 3.1: a) Mean velocity profiles: 〈u〉 (red); 〈v〉 (green); 〈w〉 (blue); forcing F = 0.22 sin(y)
(black). b) Velocity root mean square profiles: 〈u′2〉1/2 (red); 〈v′2〉1/2 (green); 〈w′2〉1/2 (blue). c)
Reynolds shear stress profile: −〈u′v′〉 (red); forcing F = 0.22 sin(y) (black). d) Balance equation
3.9. Red: 〈u′v′〉; green: 1Re∂y〈u〉; blue:
∫ y
0 F (η)dη; black: −〈u′v′〉+ 1Re∂y〈u〉+
∫ y
0 F (η)dη.
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environment for Kelvin-Helmholtz instabilities. Although a low Reynolds number Kolmogorov
flow is studied, the root mean squares (r.m.s.) of velocity fluctuations display the same simple
structure, a + b sin(2y) (see figure 3.1b), as for high Reynolds number turbulence Borue and
Orszag (1996). They display higher values in regions of strong shear and lower values in regions
of zero shear. The instability at the inflection points increases the r.m.s.’ of velocity fluctuations.
At low Reynolds number as in this study, the mean velocity profile and turbulence intensities
still depend on the Reynolds number. But this low order statistics on the velocity field already
suggest that large-scale intermittent behavior observed by Borue and Orszag (1996) at high
Reynolds number is also valid at low Reynolds number.
Figure 3.1d displays the terms of equation 3.9. We can see that 〈u′v′〉 (red) has almost the
same amplitude as
∫ y
0 F (η)dη (blue), whereas the term
1
Re∂y〈u〉 (green) is almost negligible.
Therefore, despite the low Reynolds number, equation 3.9 can be approximated by:
− 〈u′v′〉+
∫ y
0
F (η)d(η) = 0. (3.13)
The forcing function imposes the shear profile. In addition, the shear profile displays the same
amplitude as the forcing function, as illustrated in figure 3.1c, since the classic Kolmogorov flow
forces the wavenumber k = 1. The low order statistics of the velocity field of the Kolmogorov
flow are imposed by the shape of the forcing function.
Figure 3.2 displays slices of the streamwise velocity fluctuations at different positions of the
normal direction of the domain. Figures 3.2a and 3.2c correspond respectively to a maximum
positive and negative shear. Figures 3.2b and 3.2d correspond respectively to the maximum
and the minimum of the streamwise velocity profile. Figures 3.2a and 3.2c display alternate
slow-moving and fast-moving stripes of fluid moving streamwise called streaks. These streaks
reminds those observed near the wall of a channel flow whereas no particular structure appears
from figures 3.2b and 3.2d. These structures appearing in the region of maximum shear would
corroborate the results for the Reynolds shear stress obtained by Shebalin and Woodruff (1997)
and their heuristic description of the Kolmogorov flow as a combination of linear homogeneous
shear profile and a laminar parabolic channel profile.
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(a) (b)
(c) (d)
Figure 3.2: Slices of the velocity fluctuation field in the plan z-x at different altitude y. a) y = 0;
b) y = pi/2; c) y = pi; d) y = 3pi/2. The color scales from blue to red, blue being negative and
red positive.
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(a) (b)
Figure 3.3: a) Mean vorticity profiles: 〈ωx〉 (red); 〈ωy〉 (green); 〈ωz〉 (blue). b) Vorticity root
mean square profiles: 〈ω′2x 〉1/2 (red); 〈ω′2y 〉1/2 (green); 〈ω′2z 〉1/2 (blue).
3.3.2 Vorticity
Figure 3.3a shows the mean vorticity profiles for the Kolmogorov flow. Only the spanwise
vorticity displays a non-zero profile. Its extrema are located at the inflection points of the
streamwise velocity profile. This profile of the transverse vorticity is atypical for a Kolmogorov
flow. Indeed, Sarris et al. (2007) showed that the spanwise vorticity has a strong dependence on
the streamwise aspect ratio. For long domain in the streamwise direction, two strong vortices
of opposite signs appear in a long time average. In the case of the cubic box used here (and
usually studied in the literature) the streamwise length is too small to allow the formation of
the two separate vortices. But the as discussed in the introduction section of this chapter, we
are forced to ignore the large scales in order to achieve a high resolution of the small scales.
The r.m.s.’ of vorticity fluctuations , figure 3.3b, display relatively large values. Whereas the
r.m.s.’ of the streamwise and normal components of vorticity have a profile of type a+ b sin(2y)
much like the r.m.s.’ of the velocity but with larger amplitude, the r.m.s. of the spanwise
vorticity fluctuations exhibit a nearly flat profile. This profile suggests that on average the
intensity of strain is constant in the x− y plane, in particular because of the constant forcing.
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3.3.3 Budget
The energy balance equation is important regarding the modeling of turbulence. Indeed, the
relative contribution of the different terms of the balance equation is important in some models
as for instance the two-equation k-ε transport models (Yakhot et al., 1992), or they could be
directly modeled as in Reynolds stress models (Mansour et al., 1988). The energy balance
equation is written as it follows:
∂〈u′iu′j〉/2
∂t
+ 〈uk〉
∂〈u′iu′j〉/2
∂xk
= Pij + Tij +Dij +Πij + εij (3.14)
where Pij is the production rate, εij is the dissipation rate, Tij is the turbulent transport rate,
Πij is the velocity-pressure-gradient term and Dij is the viscous diffusion rate. The explicit form
of Dij is rather complicated, but as this term can be neglected in the case of the Kolmogorov flow
(Borue and Orszag, 1996), it will not be written. The other terms are defined in the equation
below: 
Pij = −12
[
〈u′iu′k〉∂〈uj〉∂xk + 〈u′ju′k〉
∂〈ui〉
∂xk
]
εij = ν2
〈
∂u′i
∂xj
+
∂u′j
∂xi
〉
Tij = −12
∂〈u′iu′ju′k〈
∂xk
Πij = −12
〈
u′i
∂p′
∂xj
+ u′j
∂p′
∂xi
〉
(3.15)
Figure 3.4 shows the terms in equation 3.15 for the balance equation of each component of
velocity and for the turbulent kinetic energy. The energy is introduced to the streamwise com-
ponent of velocity by the force and it is then redistributed to the other components of velocity
mostly by pressure and turbulent transport. The structure a + b sin(2y) is common to all the
terms of equation 3.15 as it was the case for the root mean square profiles of the velocity com-
ponents. There is no production of turbulence on average by the normal 3.4a and the spanwise
3.4b velocity components. All the production of total energy comes from the production in the
streamwise direction. The maxima of production are located in regions of high shear where the
r.m.s.’ of velocity fluctuations are also maximum. The instabilities and vortices in those regions
contribute to turbulence. Besides, the amplitudes of the velocity-pressure-gradient term and the
turbulent transport term are large compared to the dissipation term for the spanwise 3.4b and
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(a) (b)
(c) (d)
Figure 3.4: Terms in the budget of a) 〈v′v′〉; b) 〈w′w′〉; c) 〈u′u′〉; d) turbulent kinetic en-
ergy K. Pxx, Pyy, Pzz, PK = production rate (red); εxx, εyy, εzz, εK = dissipation rate (green);
Txx, Tyy, Tzz, TK = turbulent transport (blue); Πxx,Πyy,Πzz,ΠK = velocity pressure-gradient
(black).
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normal 3.4a velocity components. The effect of these terms is to redistribute the energy among
the components. Energy is taken away from 〈u′u′〉 and transfer to 〈v′v′〉 and 〈w′w′〉. Therefore,
the Kolmogorov flow displays a behavior similar to the one in near-wall turbulence in which
the velocity-pressure gradient term play an important role Mansour et al. (1988). It should
be noted that in the total energy balance the velocity-pressure gradient term is close to zero.
This suggests that although pressure plays an important role in the distribution of the energy
between the velocity components, this is the turbulent diffusion that is mainly responsible of
the total energy redistribution.
Borue and Orszag (1996) compared this energy balance at different Reynolds numbers. Their
study reveals that the energy budget is nearly independent of the Reynolds number. These
authors interpreted this property by the fact that the large-scale eddies should be the most
accountables for the redistribution of energy.
3.3.4 Isotropy-Anisotropy
This section studies the behavior of the fluctuations of the velocity and the vorticity components
as regards to the isotropy or anistropy. In addition to characterizing the flow by itself, this study
will indicate if the statistics can be made globally or following the direction of anisotropy of the
Kolmogorov turbulent flow. This is made by using the technique of the anisotropy invariant
map (AIM) Lumley and Newman (1977); Choi and Lumley (2001) for the velocity field and
adapting it to the vorticity field. Therefore, a velocity anisotropy tensor bij is defined:
bij =
〈u′iu′j〉
〈u′ku′k〉
− δij
3
, (3.16)
along with a vorticity anisotropy tensor cij :
cij =
〈ω′iω′j〉
〈ω′kω′k〉
− δij
3
, (3.17)
Next, the map consists in cross-plotting the opposite of the second invariant, II = −bijbji/2,
and the third invariant, III = bijbjkbki/3, of bij if the velocity is considered, or the opposite
of the second invariant, II = −cijcji/2, and the third invariant, III = cijcjkcki/3, of cij if
the vorticity is considered. At all time, the data-points lay in the triangular shape of figure
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Figure 3.5: Possible states of turbulence in invariant coordinates -II vs. III (Choi and Lumley,
2001).
3.5 (Lumley and Newman, 1977; Lumley, 1978). The origin of the plot, (0, 0), corresponds to
three-dimensional isotropy of the velocity/vorticity field. On the right hand side of this bottom
cusp the data-points are bounded by:
III = 2(−II/3)3/2. (3.18)
The data-points located near this boundary characterize a velocity/vorticity field in an axisym-
metric state, where there is one preferential direction. Therefore, the cusp ( 227 ,
1
3) the right hand
side corner of the triangle represents a state where only one direction of velocity/vorticity has a
non-zero standard deviation. Now, on the left hand side, the data-points are bounded by:
III = −2(−II/3)3/2. (3.19)
The velocity/vorticity field corresponding to data-points located there experiences another type
of axisymmetry, where there are two preferred directions. The left hand side cusp of the triangle
represents a two-dimensional isotropic state, where two directions of velocity/vorticity has the
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(a) (b)
Figure 3.6: Anisotropy Invariant Map (AIM) conditioned on the position in the y-direction.
The scale of color span from blue to red only for a quarter of the size of the flow domain for
symmetry reasons. A zoom at the origin of the map region is displayed in the insert. a) Velocity
AIM; b) Vorticity AIM.
same standard deviation and the remaining direction a standard deviation of zero. Finally, the
top boundary defined by:
27III + 9II + 1 = 0 (3.20)
links the left and the right hand side cusps. The data-points laying in the neighborhood of this
boundary depict a velocity/vorticity field with two dominant directions.
Figure 3.6a displays the velocity Anisotropy Invariant Map and figure 3.6b shows the vorticity
Anisotropy Invariant Map for the turbulent Kolmogorov flow. Figure 3.6a shows clearly the fact
that for the low Reynolds number used here, the Kolmogorov flow can be statistically treated
as globally isotropic. Regions of the flow experiencing the strongest shear on average display
a weak anisotropy towards an axisymmetric turbulence. But overall, the data-points barely
deviate from the point of three dimensional isotropy.
Figure 3.6b shows that the data-points, each of which correspond to a different position in
the normal direction of the flow, deviate to the right, although they remain in a close vicinity of
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the origin. In other words, the vorticity field evolves in a state mostly close to three-dimensional
isotropy too, but denotes some tendency to an axisymmetric state with a direction that prevails,
undoubtedly the spanwise direction as show the mean vorticity profile on figure 3.3a. Interest-
ingly, although not surprising, is the fact that the most anisotropy in the vorticity field is located
where the velocity gardient is stronger (e.g., y = 0[pi]) and the least, where the velocity gradient
is zero (e.g., y = pi2 [pi]). Overall, figure 3.6b makes it clear that the vorticity field of this tur-
bulent Kolmogorov flow is very slightly anisotropic. This also means that the vorticies have no
particular orientation and are well distributed inside the domain.
3.3.5 Topological quantities
Figure 3.7 shows the lowest moments of the second Q and the third R invariant of the velocity
gradient tensor. These mean profiles and r.m.s.’ show the dependence of the invariants on the
local shear. The mean profile of Q and R are at their minimum when the mean velocity profile
reaches an extremum and are at their maximum when the norm of the mean velocity gradient
is maximum. However, the profile of Q has a shape close to b sin(2y) whereas the mean profile
of R appears to vary somewhat more slowly, in a sense that its rate of variation is less than
for Q. Transposed into the (R,Q)-phase plane, the vortex region are more likely to occur in
the sheared regions of the flow. The regions of extremum of the mean velocity profile are more
likely regions strain and transition. Both the r.m.s.’ of Q and R display the simple structure
a+ b sin(2y) with large amplitudes compare to their mean. These large r.m.s indicates a strong
intermittency from these parameters, thus some important turbulent mixing.
Figure 3.8 represents the joint probability density function (JPDF) of the rate of rotation
QW and the rate of deformation, or rate of strain, QS , defined respectively by:
QW =
1
2
WijWij (3.21)
and
QS = −12SijSij = −
ε
4ν
(3.22)
Following the physical interpretation of this plot given by Soria et al. (1994), data falling in close
proximity of the straight line going through the origin in the diagonal represent region of the
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(a) (b)
(c) (d)
Figure 3.7: a) Mean profile of the second Q invariant of the velocity gradient tensor: 〈Q〉 (red),
forcing F = 0.22 sin(y) (black). b) Root mean square profile of Q: 〈Q′2〉1/2. c) Mean profile of
the third R invariant of the velocity gradient tensor: 〈R〉 (red), forcing F = 0.22 sin(y) (black).
d) Root mean square profile of R: 〈R′2〉1/2.
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Figure 3.8: Joint Probability Density Function (JPDF) of the rate of rotation QW and the rate
of deformation QS .
flow with high dissipation and high rate of rotation at the same time. Such regions are typically
vortex sheet where most of the rate of strain is dominated by the velocity gradient within the
sheet. Data points in the vicinity of the vertical axis represent region of the flow with a high rate
of rotation but little dissipation as the case of solid body rotation near the center of a vortex.
Finally, data points in the neighborhood of the horizontal axis are regions of the flow where the
strain largely dominates the rate of rotation, regions of irrotational dissipation.
A self-similar shape of the contour levels is observed, as for the JPDF of Q and R interpreted
in chapter 2. All type of situations described by the physical interpretation can be found here.
However, the JPDF displays an inclination towards the vertical axis. The highest value of rate
of rotation is about 1.5 times the highest value of rate of strain. This suggests that flow regions
with high QW are close to solid body rotation with little energy dissipation and consequently
relatively long life time much like in isotropic turbulence Yeung and Pope (1989).
Figure 3.9 presents the streamwise mean velocity profile conditioned on the second invariant
Q of the velocity gradient tensor. Q is first positive, figure 3.9a, in order to consider the vortex
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(a) (b)
Figure 3.9: Mean streamwise velocity profiles conditioned on the topology of the flow. a) vortex
region (Q > 0); b) straining regions UN/S/S and SN/S/S.
region defined in the (Q,R)-phase plane at different level of Q. Then negative, figure 3.9b,
to consider the straining regions of the flow. Figure 3.9a shows that regions of positive Q are
regions of the flow that on average move slower than the rest of the flow. The higher is the
threshold on Q, the less is the amplitude of the mean velocity profile. Figure 3.9b shows that
the strained regions of the flow evolve on average at the same velocity than the bulk of the flow,
even slightly faster for the regions of transition SN/S/S. The bi-axial extensional region flows
at the mean velocity of the flow.
3.4 Direct Numerical Simulation
The Direct Numerical Simulation of the Kolmogorov flow and the scalar field has been achieved
using TurBo presented in appendix A. The time integration is based on a third-order Runge-
Kutta algorithm and the stability is ensured via CFL number, set to unity in the present
simulation. In order to reach a high level of resolution on both the velocity and the scalar field
with, the molecular viscosity ν has been chosen to guarantee that the product of the largest
wavevector kmax and the Kolmogorov length scale ηk as well as the Batchelor length scale ηB
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Table 3.1: Characteristics of the DNS run.
Parameter Tabulated Value
Grid size N 128
Grid length L 2pi
Kinematic viscosity ν 0.015625
Kinetic energy dissipation ε 0.134
Eddy turn-over time TE 6.3
Kolmogorov length scale ηk 0.073
Kolmogorov time scale τk 0.341
Flow resolution criterion kmaxη 4.67
Taylor microscale λ 0.74
Taylor Reynolds number Rλ 27
Convergence indicator 1 γ1 3.73× 10−4
Convergence indicator 2 γ2 1.55× 10−4
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Figure 3.10: Three dimensional energy spectrum for the turbulent Kolmogorov flow at Rλ = 27.
are greater than 1.5. The Kolmogorov length scale is defined as the smallest length scale of the
velocity field:
ηk =
(
ν3
ε
)1/4
, (3.23)
where ε is the dissipation of kinetic energy. The Batchelor length scale is the smallest length
scale of the scalar field, defined as a function of the Kolmogorov length scale and the Schmidt
number Sc:
ηB =
ηk√
Sc
, (3.24)
where the Schmidt number is Sc = ν/κ, with κ the diffusivity of the scalar.
Weak intensity turbulence has been generated. Indeed, the forcing chosen is the following:
F = (0.22 sin(y), 0, 0) (3.25)
which leads to a Kolmogorov flow Reynolds number of Re = 30. In this range of Reynolds num-
ber, the mean velocity profile and turbulence intensities still depend on the Reynolds number.
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The remaining important parameters of the simulation of the Kolmogorov flow are sum-
marized in table 3.1 along with its characteristics. The parameters for the scalar field will be
presented later in chapter 5.
Figure 3.10 illustrates the high resolution achieved for the velocity field in this simulation.
The spectrum displays a drop of about nine decades. The horizontal axis is normalized by
multiplying the wavenumber k by the Kolmogorov length scale ηK in order to indicate that
the simulation solves well beyond the smallest scale of the velocity field. The vertical axis is
normalized by multiplying the energy E by k5/3 in order to display the inertial range on the
spectrum on the log-log plot. As expected in this type of simulation, the inertial range is very
limited. Indeed, at such low Reynolds number, there is no clear separation of scales.
Finally, figure 3.11 shows three snapshots of vortices defined for different threshold Qth for
the turbulent Kolmogorov flow used for the study of the passive scalars. This figure illustrates
the subjective choice of Qth = 3. We can see that Q = 1 provides very large flat and distorted
structures that do not look like vortices. Despite the low Reynolds number turbulence, the
threshold Q = 5 displays too few structures to be appropriate. The threshold Q = 3 seems to
give the best combination of tube like shape, size and distribution in the domain to be used as
the value for the vortex eduction criterion.
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(a) (b)
(c)
Figure 3.11: Vortex visualization for different threshold Qth in a turbulent Kolmogorov flow at
Rλ = 27. a) Qth = 1; b) Qth = 3; c) Qth = 5. The background is colored by the streamwise
velocity fluctuations.
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Chapter 4
Variation on Kolmogorov forcing
4.1 Bounds on kinetic energy dissipation
The classical description of the turbulent flows developed at the beginning of the twentieth
century by Richardson, Taylor, Kolmogorov, etc., is based on the concept of the energy cascade.
Kinetic energy is transfered at a constant rate ε from larger eddies to smaller eddies and so on.
This rate of dissipation of kinetic energy ε is defined by:
ε = 2ν〈SijSij〉 (4.1)
where Sij is the rate of strain tensor. This quantity is particularly important in turbulence
modeling. A basic assumption in turbulence is that ε is independent of the fluid viscosity ν at
sufficiently high Reynolds number. Thus, by dimensional analysis, the coefficient β:
β =
εL
U3rms
, (4.2)
where L is the integral length scale and Urms the root-mean-square velocity, should approach a
constant of order O(1) when Re→∞ (Sreenivasan, 1998). Also, from a modeling point of view,
ε’s nonlinearity creates the need for models. For exemple, whereas “the k-ε model is the most
widely used turbulence model, and it is incorporated in most commercial CFD codes” Pope
(2000), the standard model equation for ε in this model is mainly empirical. Consequently, a
theory that could predict the non-dimensional kinetic energy dissipation rate β in a turbulent
flow is of prime importance.
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Rigorous dissipation rate bounds in the asymptotic case Re→∞ were derived for different
types of boundary driven flows during the 1990s. Using a mathematical technique introduced
by German mathematician Hopf in 1941 (Hopf, 1940), Doering and Constantin (1992) derived a
dissipation bound for a turbulent shear layer Couette flow. The same authors later introduced
a variational method for optimizing the values of the bounds. Since then, variational methods
are at the center of the quantitative evaluation of the upper bound on the dissipation rate
in boundary-driven turbulent flows (Doering and Constantin, 1994; Nicodemus et al., 1998;
Kerswell, 1998). The first rigorous limit on bulk dissipation for body-force-driven turbulence in a
fully periodic domain appeared with Childress et al. (2001) and Doering and Foias (2002). Their
result indicates that for the three-dimensional Navier-Stokes equations, the energy dissipation
rate ε satisfies:
ε ≤ c1ν(U2/l2) + c2(U3/l), (4.3)
where U is the steady-state r.m.s. velocity, l the longest characteristic length scale in the body-
force function, ν the kinematic viscosity and c1 and c2 coefficients that depends only on the
functional shape (defined more precisely in the next section) of the body-force. Once recast in a
non dimensional fashion, this result is in qualitative agreement with theoretical, computational
and experimental results for homogeneous isotropic turbulence (Frisch, 1995; Sreenivasan, 1984,
1998). This inequation was later refined for the particular example of a flow between free-slip
boundary planes driven by a steady forcing (Doering et al., 2003).
4.2 Evaluation of upper bounds for the Kolmogorov flow
This section reviews point by point the derivation of an upper bound for the energy dissipation
rate in body-forced plane shear flow made by Doering et al. (2003) and adapts the hypothesis’
and boundary conditions to the Kolmogorov turbulent flow.
4.2.1 Definition of the parameters
The Kolmogorov flow is governed by the Navier-Stokes equations (equation 3.1). The flow
is defined in a cubic domain with periodic boundary conditions in all three directions. The
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Kolmogorov forcing driving the fluid needs to be (re-)defined as it follows:
f(x) = Fφ(y/l)ex, (4.4)
where l is the longest length scale in the forcing function and F the amplitude. The dimensionless
shape function φ : [0, 1] → R satisfies homogeneous Neumann boundary conditions with zero
mean:
φ′(0) = φ′(1),
∫ 1
0
φ(η)dη = 0. (4.5)
φ should be at least a square integrable function, i.e. φ ∈ L2[0, 1]. The shape function is
normalized by:
1 =
∫ 1
0
φ(η)2dη. (4.6)
Consequently, the amplitude F is unique for a given f . The dimensionless potential for the
body-force shape function is introduced by:
f(x) =∇× [−FΦ(y/l)ez] . (4.7)
Φ ∈ H1[0, 1], the space of functions with square-integrable first derivatives. Φ′ = −φ and it
satisfies homogeneous Dirichlet boundary conditions, Φ(0) = Φ(1).
Only steady state turbulence is considered here so that in the following 〈·〉 will denote the
spacetime average. Using the root mean square value U =
√〈u2〉 of the total velocity field and
the length scale l in the force, the Reynolds number is defined by:
Re = Ul/ν (4.8)
The energy dissipation is ε = ν〈|∇u |2〉 and the dimensionless dissipation factor β is re-defined
as:
ε = βU3/l (4.9)
The derivation of upper bounds on β is a two-step work. First is the derivation of a variational
problem. Second is the evaluation of the bounds.
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4.2.2 Variational problem
For a steady state flow, the mean energy injected by the forcing F 〈φux〉 should be equal to the
total dissipation ε (Sarris et al., 2007):
ε = ν〈|∇u |2〉 = F 〈φux〉. (4.10)
Another expression for the forcing amplitude F can be obtained by projecting the streamwise
component of the Navier-Stokes equation onto the momentum equation. It is done onto a mean
zero multiplier function ψ ∈ H2[0, 1], satisfying homogeneous Neumann boundary conditions
ψ′(0) = ψ′(1). The multiplier function ψ must not be orthogonal to the shape function φ, i.e.
〈φψ〉 6= 0. The derivative of the multiplier function is also introduced, Ψ = ψ′ ∈ H1[0, 1],
satisfying homogeneous Dirichlet boundary conditions Ψ(0) = Ψ(1). The inner product of φ
and ψ is the inner product of Φ and Ψ, i.e. 〈ΦΨ〉 = 〈φψ〉 6= 0.
The inner product of the Navier-Stokes equation 3.1 with ψ(y/l)ex is integrated over the
volume utilizing appropriate integrations by parts. Then the long-time average yields:
−
〈
1
l
ψ′uxuy
〉
=
〈 ν
l2
ψ′′ux
〉
+ F 〈φψ〉. (4.11)
An expression for the amplitude of the body-force F can be derived from equation 4.11. Once
this expression is inserted into 4.10, it yields:
ε = −〈φux〉
〈
1
lψ
′uxuy + νl2ψ
′′ux
〉
〈φψ〉 . (4.12)
In 4.12, the force amplitude F is implicitly present through the constraint that the root mean
square value of the velocity field is U . An expression for the dimensionless dissipation factor β
is obtained by dividing by U3/l:
β =
εl
U3
= −
〈
φ
(
ux
U
)〉 〈
ψ′
(
ux
U
) (uy
U
)
+Re−1ψ′′
(
ux
U
)〉
〈φψ〉 (4.13)
Changing the velocity variables to normalized velocities uex + vey +wez = U−1(uxex + uyey +
uzez), so that 〈u2+v2+w2〉 = 1, and using the potential Φ and derivative multiplier Ψ, equation
4.13 is recast as:
β =
〈Φ′u〉〈Ψuv +Re−1Ψ′u〉
〈ΦΨ〉 (4.14)
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The upper bound βb on the dissipation factor is obtained by first maximizing the right-hand
side of 4.14 over the normalized velocity field, and then minimizing over all multiplier functions
Ψ ∈ H1[0, 1] satisfying homogeneous Dirichlet boundary conditions. Consequently, β ≤ βb where
the variational bound βb is the solution of the min-max problem
βb(Re) = min
Ψ
max
u
〈Φ′u〉〈Ψuv +Re−1Ψ′u〉
〈ΦΨ〉 , (4.15)
for any solution of the Navier-Stokes equations. One note that βb depends explicitly only on the
Reynolds number and on the shape of the applied force.
4.2.3 Evaluation of the bounds
From 4.15, it follows clearly that βb(Re) is bounded by a function of the form c1 + c2/Re for
all Reynolds numbers as shown in Doering and Foias (2002) and Doering et al. (2003). A
convenient smooth multiplier function Ψ could be Φ. Therefore, a classic Cauchy-Schwarz and
Ho¨lder estimates provide with the following inequalities
〈Φ′u〉 ≤ 〈φ2〉1/2, 〈Ψuv〉 ≤ 1
2
sup
y∈[0,1]
| Ψ(y) |, 〈Ψ′u〉 ≤ 〈Ψ′2〉1/2 (4.16)
so that
βb(Re) =
〈φ2〉1/2 sup
y∈[0,1]
| Ψ(y) |
2〈ΦΨ〉 +
〈φ2〉1/2〈Ψ′2〉1/2
〈ΦΨ〉 Re
−1 (4.17)
An explicit expressions for the coefficients c1 and c2 in a bound of the form β ≤ c1/Re + c2 is
thus obtained. They display a functional dependence on the shape of the driving force.
It must be acknowledged at this point that the evaluation of the upper bounds for the
kinetic energy dissipation rate in the case of the Kolmogorov turbulent flow is identical to
the derivation made by Doering et al. (2003) for the body-forced plane shear flow. Only the
boundary conditions change due to the periodicity of the Kolmogorov flow. Consequently, the
further estimates for βb(Re) made by these authors detailed in appendix C still hold in the case
of our study. Explicitely, in the asymptotic case Re→∞:
lim sup
Re→∞
βb(Re) ≤ βb(∞) = 1√
27
√〈φ2〉
〈| Φ |〉 (4.18)
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4.3 Application to variations of the Kolmogorov forcing
Although valid with any shape of forcing, this type of upper bound have only been tested with a
single mode large scale forcing when compared to Direct Numerical Simulations (Doering et al.,
2003; Childress et al., 2001). It is interesting to see how the dissipation factor evolves with a
different shape.
A different force shape is tested here based on the Kolmogorov type of forcing. Instead
of forcing a single mode, a combination of two harmonics are forced here. In addition to the
classical Kolmogorov forcing with an amplitude equal to 1, a forcing is added on a secondary
harmonic k with various amplitudes Ak:
f = sin(2piη) +Ak sin(2pikη). (4.19)
The study is made in three parts. The first step performed in the present section evaluates
analytically the upper bound in the asymptotic case βb(∞) as a function of the forcing shape
and the amplitude of the secondary harmonic. The next steps presented in the two following
sections address the problem from a numerical point of view. The second step compares the
results of the simulations to the analytical part. Lastly, the third step looks at the topology of
the turbulence resulting from different forcings.
Relying on equation 4.6, the forcing f is recast in the form of equation 4.4:
φ(η) =

√
2
1+A2k
(sin(2piη) +Ak sin(2pikη)) if k ≥ 2
√
2 sin(2piη) if k = 1
(4.20)
Equation 4.18 is used to evaluate the value of the bound on the dissipation factor when
Re→∞ for the forcing defined by f .
First consider the case k = 1. This case represents the classical Kolmogorov forcing:
βb(∞) = 1√
27
1∫ 1
0 | 12pi
√
2 cos(2piη) | dη
=
1√
27
1
1
2pi
√
2 2pi
=
pi2√
54
(4.21)
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In this case, the result is straightforward. Now let’s consider the case k ≥ 2:
βb(∞) = 1√
27
1∫ 1
0 | 12pi
√
2
1+A2k
(cos(2piη) + Akk cos(2pikη)) | dη
(4.22)
The integration on the denominator of the right hand side of equation 4.22 is tricky to solve
analytically. However, it becomes trivial when the amplitude Ak of the secondary harmonic is
big enough. In this particular case, the forcing on the first harmonic can be neglected and the
forcing comes back to a Kolmogorov forcing at a high wave number (to contrast with the classic
Kolmogorov forcing on the smallest wave number). So, for Ak →∞:
βb(∞) = 1√
27
1
1
2pi
√
2
A2k
∫ 1
0 | Akk cos(2pikη) | dη
=
1√
27
1
1
2pi
√
2
A2k
|Ak|
k
2
pi
(4.23)
βb(∞) = kpi
2
√
54
(4.24)
The bound obtained for the case k ≥ 2 remains valid for the case k = 1. As a consequence,
βb(∞) = kpi
2
√
54
, ∀ k ≥ 1. (4.25)
The upper bound on β in the asymptotic case Re→∞ is linearly proportional to the largely
dominant harmonic forced. βb(∞) increases at a constant rate pi2√54 ≈ 1.34.
To further understand the behavior of βb(∞) in the asymptotic case Re→∞ a full resolution
of equation 4.23 is required. A numerical solution for equation 4.23 is easy to compute. Figure
4.1 displays the evolution of βb(∞) as a function of the amplitude of the secondary mode forced.
First, one notice that for a forcing of the form f = sin(y) + A1 sin(y), the dissipation factor is
constant whatever is the amplitude A1. Second, the smaller is the secondary harmonic k forced,
the smaller is the amplitude Ak needed to bring βb(∞) to a asymptote. The value at which βb(∞)
asymptotes is the value obtained analytically in the case of the greatly dominant secondary
mode. To summarize, the analytical evaluation of the upper bound on the dissipation factor
suggests that at every mode forced alone corresponds an asymptotic value of β proportional to
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Figure 4.1: Computed dissipation factor, β as function of the amplitude of the second mode
forced, Ak. Black: f = sin(y) + A1 sin(y); Red: f = sin(y) + A2 sin(2y); Green: f = sin(y) +
A3 sin(3y); Blue: f = sin(y) +A4 sin(4y).
the mode when Re→∞. In addition, when two modes k1 = 1 and k2 ≥ k1 are forced, β verifies
βb(∞)(1) ≤ β ≤ βb(∞)(k).
4.4 Comparison to Direct Numerical Simulations
Now that relations between the dissipation factor and different type of forcing shapes have been
derived analytically, the next step is to compare these analytical results with Direct Numerical
Simulations. It is interesting to see if the dissipation bound theory still applies at low Reynolds
numbers.
Figure 4.2 shows the dissipation factor βb(∞) as a function of the amplitude imposed to
the secondary harmonic. We verify that all the simulations satisfy the convergence criterion for
the Kolmogorov flow defined by Sarris et al. (2007) (see chapter 3, 3.1.2). Figure 4.2b displays
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the βb(∞) as function of different amplitudes for the classical Kolmogorov forcing. This figure
intends to verify the fact that on figure 4.1, the forcings of the form f = sin(y) + A1 sin(y) =
A˜1 sin(y) generate a constant βb(∞). We observe that all the data points are located between
β = 0.32 and β = 0.38. There is a maximum rate of variation of about 15% for the value of
β. Thus we can consider that the simulations provide a βb(∞) constant for the forcings of the
form f = sin(y) + A1 sin(y) = A˜1 sin(y). Now looking at figure 4.2a, we recognize almost the
same patterns displayed on figure 4.1. The colors chosen for the different forcing are the same to
ease the comprehension: red corresponds to a secondary forcing with k = 2, green is for k = 3
and blue is for k = 4, where k is the harmonic. One can see that for all secondary harmonic
forced, β increases relatively fast at first and then, tends to plateau. The case k = 2 displays a
maximum at A2 = 4 before β decreases slowly and then steadies. We can notice that the same
kind of bump seems to occur for the case of k = 3, but at a higher amplitude A3 = 12. Then,
a slow decrease follows. No such behavior appears for k = 4. However based on the shifting
observed in the value of the amplitude Ak, we may think that if more points were added to this
case and the one before, we could observe the same pattern: increase, maximum, slow decrease
and plateau. This type of change of curvature is not seen on figure 4.1. Nonetheless, simulations
confirm the general pattern observed on figure 4.1: a fast increase of β at first, then a plateau
for high enough amplitudes.
Equation 4.25 showed that the asymptotic value of β varies linearly as function of the sec-
ondary harmonic forced k, when the amplitude of the first mode is small compared to Ak (see
figure 4.3b). Figure 4.3a confirms this properties by cross plotting the value of βb(∞) obtained
for the highest amplitude tested for a given secondary harmonic k against the corresponding
secondary harmonic k. We obtain a curve that has an 98.8% correlation with a linear trend
(see dash-dotted line on figure 4.3a). It is fair to believe that with better resolution and simu-
lations with a forcing with higher amplitudes on the secondary mode, this correlation could be
improved. If we consider that only the simulations for the case k = 1 and k = 2 have reached
an asymptotic value, we can interpolate the supposed linear behavior with the black dashed line
based on these two first points. We observe that the last two points forming the curve on figure
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(a) (b)
Figure 4.2: Simulated dissipation factor, βb(∞) as function of the amplitude of the second
mode forced, Ak. a) Red: f = sin(y) + A2 sin(2y); Green: f = sin(y) + A3 sin(3y); Blue:
f = sin(y) +A4 sin(4y). b) Black: f = A1 sin(y).
4.3a are good enough to give us the trend but not optimal. Overall, the derived upper bound
on β in the asymptotic case Re → ∞ and the value of βb(∞) display the same trend. But the
slope obtains on the linear regression of figure 4.3a is much less than the one predicted in the
previous section. As noticed by Doering et al. (2003) in the case of the body-forced plane shear
flow, the upper bounds derived analytically for βb(∞) predict a value of β larger than its real
value.
More energy is added to the flow when the amplitude of the secondary harmonic is in-
creased. Thus, we study the evolution of βb(∞) as a function of a parameter that relates to
the dynamics of turbulence, via Re (see equation 4.8). This is what shows figure 4.4a. In red,
f = sin(y) + A2 sin(2y); in green, f = sin(y) + A3 sin(3y); in blue: f = sin(y) + A4 sin(4y). All
the curves originates from the data point given by the forcing F = sin(y). We observe that figure
4.4b is similar to figure 4.2a. Particularly, for the case k = 2, we recognize after a passage by
the maximum that βb(∞) decreases in the 1/Re fashion predicted by Doering and Foias (2002).
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(a) (b)
Figure 4.3: a) Simulated upper bound on the dissipation factor in the case Re→∞, βb(∞), as
function of the second mode forced (Solid red line). The corresponding linear approximation is
superimposed (Dash-dot black line): y ≈ 0.17x+ 0.16, Correlation ≈ 98.8%. The dashed black
line is the projected evolution of βb(∞) considering that only the forcing for k = 1 and k = 2
achieved a full asymptote: y ≈ 0.11x+0.25. b) Computed upper bound on the dissipation factor
in the case Re→∞, βb(∞), as function of the second mode forced: βb(∞) = kpi2/
√
54.
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(a) (b)
Figure 4.4: Dissipation factor, β as a function of a) the Reynolds number Re, b) the Taylor
scale Reynolds number Rλ for different form of forcing term. Red: f = sin(y) + A2 sin(2y);
Green: f = sin(y) +A3 sin(3y); Blue: f = sin(y) +A4 sin(4y). A2, A3 and A4 take the values
1, 2, 4, 8, 12, 18. The arrow indicate directions of evolution.
In order to have a better glimpse at the ”state” of the turbulence during the transition of
βb(∞) from its asymptotic level for k = 1 to its asymptotic level for k > 1, we substitute Re for
Rλ. The Taylor scale Reynolds number Rλ is an indication of the intensity of turbulence:
Rλ =
Urmsλ
ν
, (4.26)
where Urms is the root-mean-square velocity, λ the Taylor microscale and ν the viscosity of the
fluid. The Taylor microscale λ is defined by:
λ =
(
νUrms
ε
)1/2
(4.27)
This scale indicates the average distance on which the longitudinal velocity is auto-correlated.
Figure 4.4b plots βb(∞) versus Rλ. We note the 1/Rλ type of behavior in the case k = 2 for
Rλ ≥ 65. The very beginning of this trend is showed by the arrows for the cases k = 3 and k = 4.
This behavior had been predicted by Doering and Foias (2002). Also, it has been observed from
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experimental data (Sreenivasan, 1984) and DNS of isotropic turbulence (Sreenivasan, 1998).
This high Rλ (or equivalently Re) behavior is now observed for slightly anisotropic flows. We
note a decrease in Rλ when the forcing is in transition from being dominated by the harmonic
k = 1 to being dominated by a higher harmonic. It is observed that the addition of energy at a
higher harmonic than the current forcing tends to reduce the correlation of the velocity in the
first place. The intensity of the turbulence increases again when the higher harmonic becomes
dominant in the forcing. Afterwards, the dissipation factor evolves in a classic fashion as 1/Rλ,
as the forcing composed of two modes becomes equivalent to a single mode forcing.
4.5 Effect of the forcing on the flow statistics and topology
In this section, we focus on analyzing the change in the flow statistics and topology as the forc-
ing evolves from a classical Kolmogorov flow f = sin(y) to a quasi-Kolmogorov flow at a higher
order f = sin(y) +Ak sin(ky) for large Ak. We try to unveil the statistical and topological clues
indicating the decrease in Taylor scale Reynolds number Rλ during the transition.
Figure 4.5 shows the evolution of the root mean square velocity Urms =
√〈u2〉, the dissi-
pation of energy ε, the ratio Urms/ε1/2 and the flow resolution criterion as a function of the
amplitude of the secondary harmonic forced for different harmonics. As defined by equation
4.8, the root mean square velocity Urms can be seen as a measure of the total kinetic energy
of the flow. Figure 4.5a shows that Urms first evolves very slowly, Ak ∈ [0, 2]. Looking back
at figure 4.4a, it explains the almost constant Re at the beginning of each curve. Then Urms
grows in a quasi-linear fashion. The higher is the secondary harmonic forced, the slower Urms
increases. Indeed, by forcing a higher harmonic, energy is added at a smaller scale. Thus more
energy is needed to achieve the same effect than a given amount of energy at a larger scale.
Meanwhile, figure 4.5b shows that the dissipation of kinetic energy ε is increasing too but in a
different fashion. We can notice that ε follows a trend close to a quadratic growth. Once again,
the higher is the secondary harmonic forced, the slower ε grows. The flow has less energy to
dissipate with an additional forcing on a high harmonic than with an additional forcing on a
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(a) (b)
(c) (d)
Figure 4.5: a) Root mean square of the total velocity Urms, b) dissipation of kinetic energy ε,
ratio Urms/ε1/2 and d) flow resolution criterion kmax × η as function of the amplitude of the
second mode forced, Ak. Red: f = sin(y) + A2 sin(2y); Green: f = sin(y) + A3 sin(3y); Blue:
f = sin(y) +A4 sin(4y).
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low harmonic. The difference in fashion in the increase of Urms and ε can be understood by the
fact that the first reacts directly to the energy added to the flow, whereas the second depends to
the flow properties, in particular the viscosity. These two parameters can confirm the decrease
in Rλ observed on figure 4.4b. Using equations 4.26 and 4.27, it can be shown that we have
approximately
Rλ ∝ U
2
rms
ε1/2
. (4.28)
This ratio is displayed as a function of the amplitude of the secondary harmonic on figure 4.5c.
We clearly recognize the decrease in Rλ noticed on figure 4.4b. This pattern shows that in every
cases, the energy dissipation ε grows faster than the root mean square velocity Urms in the first
place. Then, the tendency is inverted when enough energy is brought by the second harmonic. A
possible interpretation is that the second harmonic now bring too much extra energy for the flow
to dissipate. Finally figure 4.5d verifies that the resolution used in these numerical experiments
is still correct. The usual requirement for a good resolution of the velocity field by a DNS is
kmax × ηk ≥ 1.5, where kmax is the largest wave number solved by the simulation and ηk is the
Kolmogorov length scale. We can see that most of the simulations match this criterion. The
few cases that do not respond to it still have a fair resolution. In any case, the resolution of the
flow is appropriate.
Figure 4.6 study the evolution of the energy spectrum for the different forcing imposed to the
flow. Figure 4.6a represents the case F = sin(y)+A2 sin(2y), figure 4.6b F = sin(y)+A3 sin(3y)
and figure 4.6c F = sin(y) +A4 sin(4y). The arrows show the displacement of the spectra when
Ak is increased. The horizontal dashed line indicates the level of energy at the origin of the
spectrum associated with the initial forcing : F = sin(y). The vertical dash line indicates the
secondary harmonic of the forcing. The first observation is that in all the cases, there is at
least a four decades drop of the spectrum. Therefore, the flow is always solved with good ac-
curacy. Every addition of energy at a given harmonic creates a peak in the spectrum. This is
not seen in figure 4.6a since the energy seems to back scatter for one wavenumber. Instead of
having a superimposition of the spectra two harmonics prior to the harmonic where the energy
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(a) (b) (c)
Figure 4.6: Evolution of the energy spectrum for different forcing F = sin(y) + Ak sin(ky). a)
k=2, b) k=3, c) k=4. The arrows give the direction of evolution when Ak is increased from 0
to 18. The horizontal dashed line represents the initial energy level of the spectrum of the flow
forced by F = sin(y). The vertical dashed line represents the secondary harmonic at which the
flow is forced. Red: Ak = 0; green: Ak = 1; blue: Ak = 2; cyan: Ak = 4; yellow: Ak = 8; pink:
Ak = 12; orange: Ak = 18
is added as shown in figure 4.6c, figure 4.6a displays a simple increase in the energy spectrum.
After the peak, the energy is scattered forward and then, increases in the tail of the spectra.
The intersection between the dashed lines seems to indicates the level of energy that the peak
created by the secondary harmonic should reach in order for it to become the dominant mode.
For instance in figure 4.6a, this intersection points at the cyan spectrum which is the spectrum
associated with F = sin(y) + 4 sin(2y). In figure 4.4b, this is the first point of the red curve
associated to the forcing of type F = sin(y) +Ak sin(2y) that follows the 1/Rλ trend. To every
given harmonic is associated a given level of β. In order to raise from a level to the next, the
energy brought by the higher harmonic must overcome the energy brought by the lower har-
monic. Finally, a possible answer to the decrease in Rλ when the forcing is transitioning between
two levels of β could be given by the spectra. By adding an additional harmonic, the energy
added to the flow do not contribute as much to the Urms as it contribute to ε. Indeed, Urms is
a measure that is mostly influenced by the large scales contrary to ε which is influenced by the
small scales. On these spectra, we observe that the addition of a given harmonic to the original
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forcing has a direct influence on increasing the level of energy at larger harmonics, but not at the
smaller ones. Consequently, as long as the energy added at small scales in not sufficient to over-
come the energy originally brought to the flow, ε grows faster than Urms and then, Rλ decreases.
Figure 4.7 presents the mean streamwise velocity profile 〈u〉 (the profiles in the other di-
rections display a zero-flat, see properties of the Kolmogorov flow in chapter 3), the Reynolds
shear stress −〈u′v′〉 and the forcing F = sin(y)+Ak sin(ky) profile. For each type of forcing the
statistics are displayed for Ak = 1, Ak = 4 and Ak = 18. For these amplitudes, the flow should
be driven respectively by mostly the first mode, a combination between the first and the second
mode and mostly the second mode. Regarding the mean velocity profile, we can see that 〈u〉
tends to mimic the forcing profile F . Naturally, with a small amplitude on the second harmonic,
〈u〉 has a shape closer to sin(y) and with a large amplitude on the second harmonic, 〈u〉 has
a shape closer to sin(ky). But the features of sin(y) remains visible in 〈u〉 as the amplitude
is relatively small (difficult to appreciate on figures 4.7c, 4.7f or 4.7i because of the amplitude
of F ). Indeed, the amplitude of the mean velocity profile grows very slowly compare to the
amplitude of the forcing. Thus a large amount of energy has to be added in order to modify the
mean velocity profile.One can easily recognize the contribution of both harmonics when there is
no dominant mode in the forcing function. Then, it is convenient to recall the balance equation
derived in chapter 3 before commenting about the Reynolds shear stress −〈u′v′〉:
− 〈u′v′〉 = − 1
Re
∂y〈u〉 −
∫ y
0
F (η)dη. (4.29)
We are considering the case Re→∞. So, the Reynolds shear stress is simply a function of the
integrand of the forcing term:
− 〈u′v′〉 = −
∫ y
0
F (η)dη. (4.30)
Figure 4.8 shows the terms in equation 4.29 in order to see their contribution (precisely, the
opposite of the terms in equation 4.29 are plotted in this figure). In addition, the sum of all the
terms is presented to verify if the balance of this equation is achieved. The balance equation
4.29 is verified with a high accuracy for all the forcing functions tested here, except for the case
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.7: Mean velocity 〈u〉, Reynolds shear stress −〈u′v′〉 and forcing F profiles in the normal
direction y for different forcing F = sin(y) + Ak sin(ky). Red: 〈u〉; green: −〈u′v′〉; blue: F . a)
k = 2, Ak = 1, b) k = 2, Ak = 4, c) k = 2, Ak = 18, d) k = 3, Ak = 1, e) k = 3, Ak = 4, f )
k = 3, Ak = 18, g) k = 4, Ak = 1, h) k = 4, Ak = 4, i) k = 4, Ak = 18.
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F = sin(y) + sin(2y) in figure 4.8a where the balance less accurate but still correct. We verify
that the term 1Re∂y〈u〉 is negligible in equation 4.29. As a consequence, equation 4.30 is valid
and accurate. The Reynolds shear stress is simply a function of the integrand of the forcing
term. We can see in figure 4.8 that 〈u′v′〉 (red) is perfectly matching ∫ y0 F (η)dη (blue). Figure
4.8 demonstrates that it is possible to prescribe an analytical distribution of 〈u′v′〉 by constant
forcing. This type of numerical experiment will undoubtedly be very valuable to investigate the
relation between coherent structures and Reynolds shear stress in the future.
Before moving the topological study of these simulations, we first look at the isotropic-
anisotropic state of these flows by plotting the Anisotropy Invariant Maps of velocity and vor-
ticity (see chapter 3) on figure 4.9. In an attempt to clarify the figures, only the data point
representing the most anisotropic state for each forcing is displayed on the maps. The red up
triangle represents the data points associated with the forcing of k = 2, the green down triangle
with k = 3 and the blue diamonds with k = 4. The arrows indicate the direction of evolution
when Ak is increased from 0 to 18. On the left hand side, figure 4.9a represents the velocity
AIM. We can see that the more weight is added to the secondary mode of the forcing, the more
anisotropic the velocity field becomes. This was predictable in the sense that we add more energy
to the flow in a specific direction. Nonetheless, this anisotropy remains relatively small. The
flow being close to an isotropic state, it is suitable to use of the Taylor scale Reynolds number
Rλ originally defined for purely isotropic turbulence. Figure 4.9b shows that the vorticity field
tends to isotropy as the weight on the second mode increases. So we can expect that the vortices
do not display any preferred direction for certain levels of forcing.
Figure 4.10 displays the vortices defined with the Q-criterion (see chapter 2) in the simu-
lations with different forcing F = sin(y) + Ak sin(ky). From left to right the amplitude of the
second harmonic forced is respectively Ak = 1, Ak = 4 and Ak = 18. From top to bottom, the
second harmonic is respectively k = 2, k = 3 and k = 4. Although the threshold on Q chosen
to define the vortices is subjective, these snapshots give goods indications about the turbulence
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.8: Red: 〈u′v′〉; green: 1Re∂y〈u〉; blue:
∫ y
0 F (η)dη; black: −〈u′v′〉+ 1Re∂y〈u〉+
∫ y
0 F (η)dη
(see equation 4.29). a) k = 2, Ak = 1, b) k = 2, Ak = 4, c) k = 2, Ak = 18, d) k = 3, Ak = 1, e)
k = 3, Ak = 4, f ) k = 3, Ak = 18, g) k = 4, Ak = 1, h) k = 4, Ak = 4, i) k = 4, Ak = 18.
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(a) (b)
Figure 4.9: Most anisotropic points on the Anisotropy Invariant Map (AIM) of a) the velocity
field and b) the vorticity field. Red: f = sin(y) + A2 sin(2y); Green: f = sin(y) + A3 sin(3y);
Blue: f = sin(y) + A4 sin(4y). The arrow indicates evolution of the most anisotropic point
according to the growing values of Ak, respectively 0 (circled), 1, 2, 4, 8, 12 and 18.
in the different flows. When the flow is dominated by the first mode, the vortices appear as
elongated fat blobs with a seemingly preferred orientation in the streamwise direction. Then
adding energy at a higher wavenumber, the vortices seem to thin out and shorten. A preferred
direction is then difficult to point out and the density of vortices has increased. Finally, when
the second harmonic is dominant in the forcing, we can see on figure 4.10c that the vortices
look more like the thin tubes of moderate length compared to the size of the domain. The
entire domain is packed with them and we can tell that the vortices orientation is isotropic.
Considering only figures 4.10c, 4.10f and 4.10i, it is clear that they do not represent the same
state of turbulence. Indeed, with a Taylor microscale Reynolds number of Rλ ≈ 105, the flow
forced by F = sin(y) + 18 sin(2y) (figure 4.10c) has a greater turbulence intensity than the flow
illustrated by figures 4.10f and 4.10i. These snapshots shows the difference in Rλ seen on figure
4.4b for these forcings.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.10: Vortices for different forcing F = sin(y) + Ak sin(ky). a) k = 2, Ak = 1, b)
k = 2, Ak = 4, c) k = 2, Ak = 18, d) k = 3, Ak = 1, e) k = 3, Ak = 4, f ) k = 3, Ak = 18, g)
k = 4, Ak = 1, h) k = 4, Ak = 4, i) k = 4, Ak = 18. The flow moves from left to right.
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We complete our analysis with a study of the topology of the flow in the (Q,R)-phase
plane. Figure 4.11 displays the Joint Probability Density Function of the second invariant Q
and the third invariant R of the velocity gradient tensor for the flows with different forcing
F = sin(y) + Ak sin(ky). From left to right the amplitude of the second harmonic forced is
respectively Ak = 1, Ak = 4 and Ak = 18. From top to bottom, the second harmonic is
respectively k = 2, k = 3 and k = 4. The cyan area represents bins containing 100 data points
or more(see appendix B). The green area represents bins containing more than 1000 data points.
The yellow area represents bins with more than 10000 data points. The striking feature on these
figures is the shape similarity between the JPDF for a given Ak. First figures 4.11a, 4.11d and
4.11g are literally identical. The energetic addition of a secondary harmonic with Ak = 1 is so
insignificant that the topology of the flow is virtually not affected. So the classical tear-drop
shape of the JPDF for the turbulent flows is found. Figures 4.11b, 4.11e and 4.11h are also very
similar. First, the tiny yellow area appearing on the middle of the figures described previously
is gone, whereas the cyan surface area has extended. This means that the flow has reached a
higher intermittency level. There are larger fluctuations of the velocity gradient tensor. Also,
a small kink in the shape of the contour appears on the curve D = 0 for negative R. This
region of the (Q,R)-phase plane is generally considered as a region of transition between the
straining region and the vortical region. There are no description or interpretation of this region
that we are aware of. Finally, whereas the shape of the distribution of Q and R look rigorously
identical in the Q > 0 region, a close examination shows that the minimum of Q achieves by
the JPDF in the bi-axial extensional region differs. Indeed, the higher the secondary harmonic,
the less extended is the cyan contour in the bi-axial extensional region. The difference is really
subtle. But this confirms the behavior seen on figure 4.5b. The higher is the secondary harmonic
forced, the slower ε grows. Finally, figures 4.11c, 4.11f and 4.11i display contours with a shape
really different compared to those seen in the two previous series of figures. Firstly, the coverage
area of the cyan surface have shrunk. Then, the green area has disappeared, reduced to a dot
at the center of the domain. These changes in the JPDF indicate that the flow has become
very intermittent with very large fluctuations (the total surface area covered by the JPDF now
69
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 4.11: Joint probability density function of Q and R for different forcing F = sin(y) +
Ak sin(ky). a) k = 2, Ak = 1, b) k = 2, Ak = 4, c) k = 2, Ak = 18, d) k = 3, Ak = 1, e)
k = 3, Ak = 4, f ) k = 3, Ak = 18, g) k = 4, Ak = 1, h) k = 4, Ak = 4, i) k = 4, Ak = 18.
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fills all the domain we defined for the (Q,R)-phase plane, but it is not shown here). We also
notice that the small kink mentioned earlier has sharpened and the upper part of the tear
drop shape has tilted to the right side making it look more symmetrical. This contour shape
looks really different compare to the usual tear-drop shape found in all type of incompressible
turbulent flows. However, none of the studies that we are aware of have ever used a flow in
such an asymptotic case. The JPDF we have suggest a strongly intermittent and intense flow
with universal small structures. But the most important information from figure 4.11 is that
even with different shapes of the forcing function, the distribution of the flow in the Q,R-phase
plan remains universal. The original forcing function F = sin(y) displays the classical tear drop
shape in the QR-plane, then in the asymptotic flow, the shape of the JPDF of Q and R is still
universal despite differences with the classical shape.
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Chapter 5
Passive scalar transport
5.1 Background
Following the seminal work of Batchelor in 1959 (Batchelor, 1959; Batchelor et al., 1959), the
turbulent transport of passive scalar has generated a constant interest in the scientific community
with the goal of predicting its dynamics. By definition, the dynamics of concentration of a
passive specie, or scalar, is entirely governed by flow transport and molecular diffusion, without
affecting the flow. Its study is motivated by applications such as the prediction of contaminants
in geophysical flows and mixing of species. From a more fundamental viewpoint, the dynamics
of passive scalar transport is a complex interplay of structures at very different scales that is
found also in the transport of active species, whether they may be chemically (combustion) or
mechanically (polymer additives) active. The main challenge is to accurately predict the small
scales of passive scalar transport when the scalar diffusion is much lower than the viscosity
of the solvent. These scales consist of very sharp gradients of concentration that are beyond
the resolution of our current computational power or experimental techniques; yet they drive
mixing.
In the past fifty years, the main body of work has focused on the statistical properties
of passive scalar transport. The resulting models are derived from two main categories: the
gradient diffusion model in Reynolds averaged Navier Stokes simulations and most subgrid-scale
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models used in Large Eddy Simulations. These models’ performances vary greatly depending
on the complexity of the flow.
Previous researchers have used Direct Numerical Simulation to investigate the scalar field
distribution and its gradients geometry in relation to the features in the flow (Pumir, 1994). It
is commonly shown that the scalar was well-mixed over most of the flow domain and that these
well-mixed regions were separated by narrow regions where large gradients occured (Holzer and
Siggia, 1994). Those large gradients appeared to be distributed in thin, elongated structures.
Observed over a wide range of Schmidt numbers, Sc = [18 , 2000] (Vedula et al., 2001; Ruetsch
and Maxey, 1992; Nomura and Elghobashi, 1992; Buch and Dahm, 1998, 1996), these sheet-like
structures are seemingly a universal characteristic of the micro-structure of the scalar field where
a large part of the total micro-mixing takes place (Buch and Dahm, 1998, 1996). More distinct
with the increasing Reynolds number (Schumacher and Sreenivasan, 2003), these structures are
more or less flat, but display some twist and rolling up that seem to occur at the end of the
scalar sheet (Brethouwer et al., 2003). Also, the thickness of the sheets appears to decrease with
increasing Schimdt numbers, the thickness being of the order of the Batchelor scale.
A different and more recent approach is trying to relate small scale dynamics to coherent
structures and their flow topology. It has been shown that scalar gradients were more likely to
reach large values when the flow is strain dominated, with one direction of stretching and one
direction of compression Brethouwer et al. (2003); O´ Neill and Soria (2005). Weaker gradients
would appear in regions where the flow is vorticity dominated.
This chapter studies the coherent structures of the scalar field with help from the local
topology of the velocity field.
5.2 Passive scalar field simulation
The scalar field is described by the advection-diffusion equation:
∂tθ + ∂k(ukθ) =
1
ReSc
∂k∂kθ + Fθ (5.1)
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Table 5.1: Characteristics of the passive scalar simulation.
Parameter Tabulated Value
Grid size N 128
Grid length L 2pi
Kinematic viscosity ν 0.015625
Kolmogorov length scale ηk 0.073
Taylor Reynolds number Rλ 27
Schmidt number Sc 0.5 1.0 2.0 4.0
Batchelor length scale ηB 0.103 0.073 0.050 0.037
Scalar resolution criterion kmaxηB 6.59 4.67 3.30 2.34
where Fθ is the forcing term that sustains the scalar field fluctuations:
Fθ = (Aθ sin(kfy), 0, 0) (5.2)
and Sc = ν/κ is the Schmidt number, ratio of kinematic viscosity to the scalar diffusivity.
Passive scalar mixing creates scales even smaller than the Kolmogorov scale. The smallest
scale of the scalar field is the Batchelor scale ηB. We recall here its definition:
ηB =
ηk√
Sc
(5.3)
Passive scalar fields advected by turbulent flows develop regions of very strong gradients.
Those regions, which represent the coherent structures of the scalar field, are regions of intense
scalar dissipation:
εθ = κ(∂kθ)(∂kθ), (5.4)
which is governed by the following equation:
Dtεθ = ∂tεθ + ∂k(ukεθ) =
1
ReSc
∂k∂kεθ − 2κ(∂iθ)(∂iuk)(∂kθ) + 2κ∂iθ∂iFθ. (5.5)
74
(a) (b)
(c) (d)
Figure 5.1: Slices of scalar fields advected by the same flow, with identical initial conditions,
taken at the same instant t. a) Sc = 0.5, b) Sc = 1, c) Sc = 32, where Sc is the Schmidt
number. d) Scalar dissipation field corresponding to c).
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5.3 Visual references
Our approach to the passive scalar problem relies on topology. Thus, we will focus on the
three dimensional geometry of the scalar field. This short section intends to give a picture that
hopefully clarifies some of the interpretation in the following sections.
Figure 5.1 displays slices of three scalar fields of Schmidt numbers equal to 0.5, 1 and 32.
These scalar fields have been advected from the exact same flow, with identical initial conditions.
The color scale is kept the same to ease the comparison between these three snapshots taken at
instant t. If figures 5.1a and 5.1b look really similar, figure 5.1c distinguishes itself by a number
of features that are not apparent on the scalar fields at lower Sc. However, a closer look at figure
5.1c reveals that the large structures and fronts associated with them are common in those three
pictures. Then by increasing the Schmidt number, the small scales dynamics appears different.
We observe thin elongated structures on figure 5.1c that are most likely cross-sections of sheet-
like structures in the scalar field (see figure 5.6c). Some of these structures are close and almost
parallel to each other. They look mostly flat but display some twists and rolling-up at their
ends when the concentration decreases. At small Schmidt numbers, sheet-like structures are
more difficult to recognize. Instead, large areas of uniform concentration separated by narrow
regions indicate jumps of scalar concentration or scalar dissipation εθ. Figure 5.1d presents the
scalar dissipation field corresponding to the scalar field of figure 5.1c. The scalar dissipation εθ
is defined as the square of the norm the scalar gradient times the scalar diffusion coefficient (see
equation 5.4). When looking at the scalar dissipation field, the jumps (steep gradients) in scalar
concentration are brought forward. As seen on figure 5.1d, the scalar dissipation concentrates in
thin elongated structures. These are the same structures mentioned earlier that were described
as cross sections of sheet-like structures. As mentioned in the section introducing this chapter,
a number of authors have observed these structures on a wide range of Schmidt numbers Sc.
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Figure 5.2: a) Spectra of passive scalar for Schmidt numbers lesser and greater than 1 as
predicted by Batchelor. b) Spectra obtained from our simulations at different Schmidt numbers.
Red: Sc = 0.5; green: Sc = 1; blue: Sc = 2; orange: Sc = 4; Black: velocity spectrum.
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5.4 Schmidt number effect
In the previous section, we have observed how dramatic the effect of the Schmidt number on
the scalar field can be. Thus, in this section, we study its effect on some aspects of the passive
scalar behavior.
Batchelor set the basis for the research on passive scalar in turbulent flows by proposing the
spectra for Sc < 1 and Sc > 1 in the two parts of his article in 1959 (Batchelor, 1959; Batchelor
et al., 1959). These spectra are sketched in figure 5.2a. The solid line represents the classical
spectra of a turbulent flow and the dashed and dashed-dot lines the scalar spectra. In the case
of Sc < 1, the spectrum deviates from the −5/3 scaling of the velocity spectrum and collapses
because of the effect of the scalar diffusion coefficient, at a scale larger than the Kolmogorov
length scale. For Sc > 1, the kinematic viscosity begins its dissipation work before the molecular
diffusion of the scalar takes action. Consequently, the scalar spectrum follows the −5/3 scaling
until the velocity spectrum collapses and then scales differently. In this case, the scalar field can
achieve scales even smaller than the Kolmogorov scale. In figure 5.2b is displayed the spectra
of the scalar fields obtained by our simulations. As a reference, the spectrum of the velocity
field is plotted in black. As mentioned in chapter 3, the low Reynolds number does not create
a large separation of scales. Consequently, we cannot see a clear inertial range on the velocity
spectrum. But the drop of about 14 decades in the spectrum indicates an excellent resolution
of the velocity field. Then, the spectra for the scalar fields are plotted: Sc = 0.5 in red, Sc = 1
in green, Sc = 2 in blue, and Sc = 4 in orange. Compared to figure 5.2a, the spectra of the
scalar fields of figure 5.2b match the velocity spectrum on a few length scales then dive under it
for the scalar field with Sc < 1 and remain above for the scalar fields with Sc > 1. The scalar
spectrum with the less resolution already covers about 6 orders of magnitude below the initial
peak. Thus, the velocity and scalar fields have a good resolution that allow us to study the
small scales of both fields.
Figure 5.3 shows the advection of the scalar and the scalar dissipation fields. Figures 5.3a
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(a) (b)
(c) (d)
Figure 5.3: Mean streamwise velocity profiles conditioned on passive scalar concentration for
Schmidt numbers: Sc = 0.5, Sc = 1, Sc = 2 and Sc = 4. a) θ < 0; b) θ > 0. Mean streamwise
velocity profiles conditioned on scalar dissipation for Schmidt numbers: Sc = 0.5 and Sc = 4.
c) εθ < 〈εθ〉; d) εθ > 2〈εθ〉.
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and 5.3b show the mean velocity profiles of scalar concentrations below and above the average
concentration of the total scalar field (zero here) for different Schmidt numbers. We observe that
all the velocity profiles superimpose independently of Sc in both cases. So the Schmidt number
has no effect of the speed on advection of the scalar concentration. We notice a discontinuity in
the velocity profiles in both cases. This is due to our conditioning on the scalar concentration.
We verify that the average of the two profiles gives a continuous total profile. On average, in the
regions where θ > 〈θ〉, the scalar concentration θ is advected faster than the mean flow when
these regions are in positive mean flow velocity. When these concentrations are in negative mean
flow velocity, they are advected at the mean flow velocity. The regions of scalar concentration
below the average scalar concentration evolve accordingly. Figures 5.3a and 5.3b display the
mean velocity profile of scalar dissipation regions below the average scalar dissipation and above
twice the average scalar dissipation at Sc < 1 and Sc > 1. In both cases at all Schmidt numbers,
the scalar dissipation flows at the mean flow velocity. In summary, the Schmidt number has no
effect either on the advection of the scalar field nor the scalar dissipation field.
Figure 5.4 presents the correlation of scalar fields with different Schmidt numbers advected
by the exact same flow. Starting from the same steady state initial conditions, the spatial av-
erage correlation is computed over a long period of time. Three cases are distinguished. First,
figure 5.4a presents the simple correlations between the different scalar fields. Second, figure
5.4b shows the correlations between the large scales of the scalar fields. The procedure is the
following: a given field is transposed from the physical space to the Fourier space, the weights
on the large wavenumbers are set to zero and the field is transposed back to the physical space.
For figure 5.4b, only the first 8 wavenumbers are not set to zero. Third, 5.4c displays the cor-
relations between the small scales of the scalar fields. The procedure is the same as previously,
but only the 16 largest wavenumbers are non-zero. All the figures display an average correlation
throughout the time. This average correlation is due to the mean gradient imposed to the scalar
fields in order to sustain their dynamics. Without it, the correlation would have decreased
throughout the simulations because of the dissipation of the scalar field. Figure 5.4a shows
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(a) (b) (c)
Figure 5.4: Correlations between scalar fields with different Sc, when advected with the exact
same velocity field. a) Correlations on all scales, b) correlations between the scalar fields associ-
ated with the 8 first wavenumbers in the Fourier space, c) correlations between the scalar fields
associated with the 16 last wavenumbers in the Fourier space.
that the total scalar fields of Schmidt numbers included between 0.5 and 4 have between 60%
and 80% of correlation. Naturally, the least correlated pair of scalar fields is the one with the
smallest (Sc = 0.5) and the largest (Sc = 4) Schmidt numbers. The interesting feature of this
figure is the clear superimposition of correlations for pairs of scalar fields having the same ratio
of Schmidt numbers, i.e. (θSc=0.5, θSc=1), (θSc=1, θSc=2) or (θSc=2, θSc=4). This is somewhat not
surprising in our case since the imposed mean gradient ensures the exact same dynamics for
the largest scales. The only difference between these scalar fields appears in the intensity of
their small scales dynamics because of the difference in their diffusion coefficient κ. On figure
5.4b, the removal of the small scales has improved the correlations as expected. However, these
slight improvements attest that the level of cut-off was already too high to contain solely the
scales with the common dynamics. A small separation appears now between the pair of scalar
fields having the same ratio of Schmidt numbers. Naturally, the pair that included a higher Sc
increased a little more their correlation because of the fact that they are missing a larger number
of scales which in the normal case plays to reduce the correlation of the pair. Finally, figure
5.4c shows that the correlation of the small scales between the scalar fields of different Schmidt
numbers is almost zero when the ratio of Schmidt numbers is greater than 4. However, these
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correlations increase for smaller ratio of Schmidt numbers, almost reaching 20% of correlation
for the pair (θSc=2, θSc=4). The correlation actually improves when the small scales correlation
of two high Schmidt number fields which have a small ratio are considered.
Figure 5.5a shows log-linear plots of the probability density function of the scalar dissipation
normalized by its mean value at several Schmidt numbers. We can see that as the Schmidt
number increases, the scalar dissipation fluctuation increases too. Higher values of εθ are reached.
However, if the difference between the flucuations of εθ at Sc < 1 is big, the difference is more
subtle when Sc > 1. Indeed, as the Schmidt number increases, the scalar fields creates smaller
and smaller scales. So the contribution to the fluctuations is less visible. This PDF makes it
clear that the scalar dissipation field is very intermittent: the sharp peak for small values of εθ
indicates that most of the scalar field experience small gradients, then, large fluctuations occur.
This PDF is actually equivalent to the figure 5.5b which delivers the information from a more
practical point of view. Indeed, figure 5.5b displays the volume of the domain occupied by scalar
dissipation greater than a given threshold. From a modeling stand point, this type of information
can be of prime importance. This plot shows that the volume occupied by increasing values of
scalar dissipation decreases fast in an exponential fashion. For εθ ≥ O〈εθ〉, the scalar dissipation
occupies between 20% and 25% of the total volume of the domain. Sc = 0.5 is closer to the 25%
mark whereas we can hardly make a difference between the data points representing Sc = 2 and
Sc = 4 at 22%. Then for εθ  〈εθ〉 the difference in volume can be considered the same for
all Sc at the macroscale. Figure 5.5c shows log-linear plots of the probability density function
of the Lagrangian time derivative of the scalar dissipation Dtεθ at different Schmidt numbers.
We observe that both the positive and negative Lagrangian temporal rates of variation of the
scalar dissipation increase in magnitude when the Schmidt number is increased. Once again, the
sharp peak at Dtεθ = 0 indicates that most of the scalar field displays a small rate of variation.
The PDFs are asymmetric and there is a clear positive skewness here. This positive skewness
implies that the increase in scalar dissipation occurs much faster than the decrease. In physical
space, it shows that sharp gradients form fast and then have relatively long lifetime because of
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(a) (b) (c)
Figure 5.5: a) PDF of the scalar dissipation εθ at different Schmidt numbers, z = εθ/〈εθ〉. b)
Volume of the domain occupied by different levels of scalar dissipation εθ at different Schmidt
numbers. c) PDF of the Lagrangian time derivative of the scalar dissipation Dtεθ at different
Schmidt numbers, z = Dtεθ. Red: Sc = 0.5; green: Sc = 1; blue: Sc = 2; black: Sc = 4.
their slow decrease. As in figure 5.5a, the difference in the magnitude of Dtεθ is more sensitive
between a small and a large Schmidt number than between two large Schmidt numbers. We
will come back later in this chapter to the temporal variation of the scalar dissipation. It will
be related to the topology of the flow with quantitative indications.
We have seen in this section that, in our case, the Schmidt number affects only the small
scale behavior of the scalar fields. But its general dynamics remains the same. In the following
we will only consider the case Sc = 4.
5.5 Small scales dynamics
In this section we analyze the dynamics of the small scales of the passive scalar in relation to
the topology of the flow.
Figure 5.6a displays the joint probability density function of the Q and R conditioned by the
scalar dissipation εθ normalized by its averaged value. The value of εθ/〈εθ〉 is color-scaled from
blue to red. The surrounding white region arround the tear-drop shape has either no data point
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(a) (b) (c)
Figure 5.6: a) JPDF of Q and R conditioned by the scalar dissipation εθ normalized by its
average 〈εθ〉. b) Slice of scalar dissipation field superimposed with region of bi-axial extensional
flow (black solid lines). c) Vortices (red) and iso-surfaces of high scalar dissipation (grey).
of too little to give a consistent value of εθ/〈εθ〉. Globally, we observe that the value of εθ is on
average relatively small in regions dominated by vorticity Q > 0 and large in regions dominated
by strain Q < 0. In particular, most of the stretched vortex region (S/F/S, see figure 2.1) and
the entire vortex contracting region (U/F/C) has on average εθ smaller than 〈εθ〉. The smallest
values of εθ/〈εθ〉 appear in the vortex contracting region of the (Q,R)-phase plane. Brethouwer
et al. (2003) have found that in these regions the scalar dissipation is reduced by strain because
of the alignment of the scalar gradient with a direction of stretching. Then, the large values
of εθ are located in the bi-axial extensional region (UN/S/S). More precisely, the largest values
appear in regions with large negative values of Q and R > 0, close and below the tent-like curve
defined by D = 0 (see equation 2.9). Thus, the steepest scalar gradients are mostly found in
regions strain-dominated, characterized by one direction of compression (main direction) and
two directions of stretching. In these regions, the scalar gradient aligns best with the direction
of compressive strain (Brethouwer et al., 2003). Figure 5.6b illustrates in the physical space the
strong correlation found between large scalar dissipation and the bi-axial extensional regions.
We observe that the bi-axial extensional regions materialized by the black lines and the strong
scalar dissipation (colored from red to white) are mostly in close proximity if not superimposed.
In figure 5.6c, iso-surfaces of high scalar dissipation are displayed (grey) in the three dimen-
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sional domain. As mentioned earlier, the iso-surfaces of high scalar dissipation appear as sheets
relatively flat with twists and roll-ups at the ends. This particular sheet-like shape originates in
the fact that the highest scalar dissipations form in bi-axial extensional regions where the flow
is stretched in two directions and compressed in one. Because of the alignment of the scalar
gradient in that main direction of compression, the high scalar dissipations appear flattened as
a sheet. The vortices have also been plotted in figure 5.6c. Mentioned earlier in chapter 2, the
vortices and the bi-axial extensional flow regions are closely related. This figure now makes
it clear that the vortices are related to the high scalar dissipations. But the lack of a precise
definition of a vortex prevents any quantitative analysis for now.
Figure 5.7a presents the JPDF of QW , the rate of rotation, and −QS , the opposite of the
rate of strain, conditioned by the scalar dissipation εθ normalized by its averaged value. As
described by Soria et al. (1994), in this figure, data points lying in the vicinity of a 45◦ line
through the origin with high values of QW and −QS represent points of the flow located inside
a vortex sheet. Data points lying along the vertical axis represent points with high vorticity and
little dissipation, which would likely be in solid body rotation in a vortex tube. Data points lying
along the horizontal axis represent regions of the flow where the vorticity is much smaller than
the kinetic dissipation. Indeed, the rate of strain QS is linked to the kinetic energy dissipation
ε by the following equation:
QS =
ε
−4ν (5.6)
We observe that in regions where the rate of rotation QW overcomes the rate of strain QS
in magnitude, the scalar dissipation εθ is mostly smaller than 〈εθ〉. The closer we get to the
state of solid body rotation, the smaller the scalar dissipation is. Below the 45◦ line, the scalar
dissipation reaches large values almost everywhere. We see that the scalar dissipation increases
when, for constant QW , the strain rate is increased. Meanwhile, the scalar dissipation decreases
for constant QS when the rate of rotation is increased. Indeed, the alignment between the
scalar gradient and the compressive strain is lost when the rate of rotation increases. This figure
confirms the tendency observed previously that the scalar dissipation reaches high values in the
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(a) (b)
Figure 5.7: a) JPDF of QS and QW conditioned by the scalar dissipation εθ normalized by its
average 〈εθ〉, Z = εθ/〈εθ〉. b) JPDF of the scalar dissipation εθ and the kinetic energy dissipation
ε normalized respectively by their mean value. Z is the number of data points per bin.
strained regions and specifies the fact that the regions of solid body rotation inside a vortex tube
has εθ  〈εθ〉. Also, given equation 5.6, figure 5.6a connects regions of high scalar dissipation to
regions of dissipation of kinetic energy ε. Figure 5.7b presents the JPDF of the scalar dissipation
εθ and the kinetic energy dissipation ε, both normalized by their respective mean value. We
observe that the high values of scalar dissipation do not match the highest values of kinetic
energy dissipation. The regions that dissipate the most in the flow field are most likely not the
regions where the high scalar dissipation forms sheet-like structures. We can see that the scalar
dissipation is more likely to reach a maximum value for moderate ε, ε/〈ε〉 ∈ [2, 5].
5.6 Temporal aspect
One challenge in modeling the small scales of the passive scalar field resides in the existence
of structures so small that we cannot afford adequate number of grid points to resolve them.
The same type of challenge also appears for the time resolution. Our objective is to study the
relationship between small time and length scales of εθ, the very scales that challenge numerical
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methods and models. We will subsequently investigate topology-based modeling approaches for
those scales.
In order to study quantitatively the speed of variation of the scalar dissipation, we need
to introduce a new time scale. A simple dimensional analysis provides us with the following
definition:
τ =
〈εθ〉
Dεθ
Dt
(5.7)
As seen on figure 5.5c, the PDF of Dtεθ unveils the existence of very large positive and negative
variations of this quantity. We therefore limit our study to only the small values of τ giving the
fastest variations of the scalar dissipation. Figure 5.8 presents the now classic JPDF of Q and R
conditioned on both the scalar dissipation normalized by its mean value and τ normalized by the
Kolmogorov time scale. On the upper row of figure 5.8, figures 5.8a and 5.8b consider only the
positive Lagrangian temporal rates of variation of the scalar dissipation, Dtεθ > 0. The black
tear drop shape contour represents the shape of the entire JPDF of Q and R. We first note that
regions of the scalar dissipation field verifying εθ > 5〈εθ〉 or εθ > 10〈εθ〉 experience all types
of topology. The fact that such high scalar dissipation regions could exist out of the bi-axial
extensional region was hidden by the averaging procedure in figure 5.6a. By considering the
case Dtεθ > 0, figures 5.8a and 5.8b only look at the time scale of increasing scalar dissipation.
Both figures show that close to the center of the (Q,R)-phase plane, the regions of high scalar
dissipation are more likely to have a time scale of the order of the Kolmogorov time scale or
larger. These regions are regions of small velocity gradients. Then, the very fast positive time
rate variation (smaller than the Kolmogorov time scale) of these high scalar dissipation regions
are most likely located at the lower extremity of the bi-axial extensional region (UN/S/S) and
as high as possible in the vortex stretching region (S/F/S). On the lower row, figures 5.8c and
5.8d consider only the negative Lagrangian temporal rates of variation of the scalar dissipation,
Dtεθ < 0. These figures only consider the time scale of decreasing scalar dissipation. We observe
that surrounding the center of the (Q,R)-phase plane and in the bi-axial extensional region, the
regions of high scalar dissipation are more likely to have a time scale of the order of the Kol-
mogorov time scale or larger. Then, the very fast negative time rate variations of the high scalar
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(c) (d)
Figure 5.8: JPDF of Q and R conditioned by the Lagrangian time rate variation of the scalar
dissipation τ normalized by the Kolmogorov time scale τk and by the scalar dissipation εθ
normalized by its mean value 〈εθ〉. a) 0 < τ/τk < 1, εθ/〈εθ〉 > 5 and Dtεθ > 0. b) 0 < τ/τk < 1,
εθ/〈εθ〉 > 10 and Dtεθ > 0. c) 0 <| τ/τk |< 1, εθ/〈εθ〉 > 5 and Dtεθ < 0. d) 0 <| τ/τk < 1 |,
εθ/〈εθ〉 > 10 and Dtεθ < 0.
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dissipation are most likely located as high as possible in the vortex stretching region. Figure
5.8d even shows fast decreasing scalar dissipation in the vortex contracting region (U/F/C).
To summarize, the high scalar dissipation increases slowly in regions of small velocity gradient
(most of the flow). Then, it increases the fastest in the bi-axial extensional region and in the
vortex region characterized by stretching. This is also in the latter region that they decrease the
fastest. Finally, high scalar dissipation decreases the slowest in the bi-axial extensional region.
In the physical space, this means that at the periphery of a vortex core or in a vortex, the
scalar dissipation increases and decreases fast. Hypothetically, the scalar field is locally sucked
in by the vortex. The vortex being a low pressure region, some of the high scalar dissipation
formed when the vortex passes by spirals in the vortex, creating at the same time the fast
increase and the fast decrease. The scalar field a little farther from the vortex now experiences
a bi-axial extensional region created by the vortex in its neighborhood. The local compression
being strongly dominant, the scalar gradient aligns itself with the direction of compression and
increases fast, creating sheet-like structures. Finally, the sheet-like structure has a relatively
long lifetime, the decrease of the scalar dissipation being slow in bi-axial extensional regions.
5.7 Analysis of the transport equation of εθ
In this section, turn back to the transport equation of the scalar dissipation in order to study
the contribution of each of its terms.
This equation has been written earlier (see equation 5.5). We recall it here for convenience:
Dtεθ = ∂tεθ + ∂k(ukεθ) =
1
ReSc
∂k∂kεθ − 2κ(∂iθ)(∂iuk)(∂kθ) + 2κ∂iθ∂iFθ
= ∂tεθ + ∂k(ukεθ) =
1
ReSc
∂k∂kεθ −MikAki + 2κ∂iθ∂iFθ,
(5.8)
where Aik is the velocity gradient tensor as defined in chapter 2 by equation 2.4, and Mik is the
real symmetric tensor defined by:
Mik = 2κ(∂iθ)(∂kθ), (5.9)
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(a) (b)
Figure 5.9: JPDF of Q and R conditioned by a) the Lagrangian time derivative of the scalar
dissipation Dtεθ = ∂tεθ + uk∂kεθ, b) the term MikAki from the transport equation of the scalar
dissipation.
and has a single non-zero eigenvalue:
λM = 2εθ. (5.10)
We now compare the contribution of each of the three terms of the right hand side of equa-
tion 5.8 in the (Q,R)-phase plane. First, figure 5.9a presents the JPDF of Q and R conditioned
by the Lagrangian time derivative of the scalar dissipation Dtεθ. The distribution of Dtεθ is
consistent with what has been discussed in the previous section and figure 5.5c. Dtεθ has larger
positive values, so once averaged in the Q − R plane, Dtεθ is small to very small in the vortex
region and very large in the bi-axial extensional region. Then this plot is compared to figure
5.9b that presents the values taken on average by the term MikAki in the Q − R plane. The
color scale is inverted here to represent −MikAki instead and the magnitude matched. The
similarity between figures 5.9a and 5.9b is striking. These two figures clearly show that the
main contribution to Dtεθ comes from the term MikAki.
So, without any hypothesis on the Reynolds number or the Schmidt number, the transport
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equation of εθ can be reduced to:
D˜tεθ = −MikAki, (5.11)
where D˜tεθ is the approximated value of Dtεθ. This equation can be recast into an expression
displaying the eigenvalues of the tensors M and A:
D˜tεθ = −PDMP TQDAQ−1 (5.12)
where P and Q are rotation tensors of M and A respectively, and DM and DA the diagonal
matrices composed of the eigenvalues of M and A respectively. We have
DM =

0 0 0
0 0 0
0 0 2εθ
 (5.13)
and
DA =

λ1 0 0
0 λ2 0
0 0 λ3
 (5.14)
where λ1, λ2 and λ3 are the eigenvalues of the velocity gradient tensor A. λ3 is the eigenvalue
associated with the compression, λ3 < 0. Now an expression for D˜tεθ depending only on the
eigenvalues of M and A can be re-written:
D˜tεθ = 2εθ(aλ1 + bλ2 + cλ3) (5.15)
where a, b and c are constants. We know that high scalar dissipation is more likely to occur
in the bi-axial extensional regions where the main direction is the direction of compression. In
addition, the largest Dtεθ are found in these regions. From these informations, we made the
assumption that fast variations of high scalar dissipation can be modeled has followed:
D̂tεθ = α2εθλ3 (5.16)
where D̂tεθ is the model for Dtεθ and α a constant value.
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(a) (b) (c)
Figure 5.10: Ratio between Lagrangian temporal derivative of the scalar dissipation and the
scalar dissipation Dtεθ/2εθ as a function of the eigenvalue associated with the compression of
the flow | λcompression |. The plots obeys to a) εθ > 5〈εθ〉, b) εθ > 10〈εθ〉 and b) εθ > 20〈εθ〉.
Z =|MikAki | /
(|MikAki | + | 1ReSc∂k∂kεθ |).
We test our model by plotting the JPDF of the value D̂tεθ/2εθ and −λ3 =| λcompression | con-
ditioned on εθ and the ratio | MikAki | /
(|MikAki | + | 1ReSc∂k∂kεθ |) representing the relative
contribution of the term |MikAki | to the value of Dtεθ, the term | 2κ∂iθ∂iFθ | being negligible.
Figure 5.10 presents three JPDFs for increasing value of εθ. The black line represents the ideal
case of the model for α = 1. The increasing value of εθ brings the distribution of data points
closer to the ideal case. Even if the ideal case line does not lay at the center of the distribution,
a large amount of data points appears in distance that makes the model still acceptable.
5.8 Prelude of a model
The motivation behind the study of dynamics of scalar dissipation is the development of a new
modeling approach for the transport of low-diffusion scalar. As explained earlier, high Schmidt
number scalars generate scales 1/
√
Sc times smaller than the Kolmogorov scale. For example,
the Schmidt numbers of fluorescein dye, a passive specie commonly used in experimental fluid
mechanics (LIF, Laser Induced Fluorescein) and high molecular weight polymers, active species
used in drag reduction (Dubief et al., 2005), are 2000 and 106, respectively. As our previous
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studies show, the complete and accurate simulation of turbulence is possible for low Reynolds
numbers on small clusters to moderate Reynolds numbers on supercomputers. The resolution
achieved on the fastest and largest current supercomputers is of the order of 1010 grid points.
For a DNS that requires such a resolution to compute explicitely all the flow scales down to
the Kolmogorov scale, 1015 and 1019 grid points would be needed to resolve accurately the
transport of fluorescein and polymers, respectively. For many years to come, the transport
of sub-Kolmogorov scales will therefore require some sort of modeling in moderate and high
Reynolds number flows.
5.8.1 Position of the Problem
We consider the extreme case of a zero-diffusion scalar (κ = 0) on a fully resolved velocity field.
We define the scalar gradient as ξ =
√
ξ · ξ, with ξ =∇θ. The transport equation of θ is now:
∂θ
∂t
+ u · ξ = 0 (5.17)
Numerical instabilities in this equation arise from the non-linear term u·ξ. Since the velocity field
is resolved down to its smallest scale, the sources of errors can be narrowed down to aliasing and
numerical errors in the computation of ξ. The former error is a well-known problem of numerical
simulation that can be easily avoided using de-aliasing techniques (Canuto et al., 1988). The
latter is directly related to how well the numerical scheme used for the operator∇ handles small
scales. In the Fourier space, assuming the computational domain is periodic, any difference is
simply:
∂xθ = ξ.ex =
∑
knsx <k∆
ıˆknsx θˆ(k)e
ıˆk·x (5.18)
where k is the wavenumber vector (kx, ky, kz), ıˆ =
√−1, and θˆ(k) is the Fourier coefficient at
k. The wavenumber kns defines the modified wavenumber for the numerical scheme of interest
(Lele, 1992). For a spectral scheme, k and kns are equal. For finite difference or finite volume
schemes, the modified wavenumber and the exact wavenumber are identical at low wavenumbers
but deviate for large wavenumbers. The deviation results in numerical dispersion and dissipation
that depend on the order of accuracy of the scheme and its stencil. The largest wavenumber k∆
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corresponds to the smallest resolved scale ∆, i.e. the mesh size of the computational grid. Large
gradients occurring over a few grid points yield large Fourier coefficents at high wavenumbers.
Such a situation should occur, a spectral scheme typically produces a build up of energy at small
scales that eventually leads to divergence of the simulation.
5.8.2 Existing solutions
The strategy so far has focused on numerical schemes, that can dissipate the build-up of energy
through the numerical dissipation introduced at high wavenumbers by the modified wavenumber.
This dissipation is equivalent to the addition of a term proportional to ∇2θ to Eq. (5.17), which
effectively devreases the Schmidt number of the scalar. A more physics-based approach is to
couple the numerical scheme to a subgrid scale model, whose role is to drain large scale energy
based on considerations related to the physics of small scales and using Large Eddy Simulation
(LES) techniques. Following Moin et al. (1991), the LES of passive scalar transport is governed
by:
∂θ
∂t
+ u · ξ =∇ (κt∇θ) (5.19)
where (·) denotes filtered quantities. The filter size is of the same size or larger that the mesh size
of the computational grid. Since we assume that the grid fully resolves the velocity field u = u.
The coefficient κt is a turbulent diffusion coefficient, designed to take into account the energy
transfer from large to small scales. In the case of Moin et al. (1991), κt is determined locally.
High to infinite Schmidt numbers may be achieved with LES, however two major issues are still
unresolved. The filtering is ill-defined and introduces numerical errors in the form of dispersion,
and most models used to determine κt allow only forward energy scatter, i.e. dissipation of
energy coming from large scales, and not backward energy scatter, or energy transfer from the
smallest to the largest scale. Backward energy scatter is well accepted notion in turbulence,
however its numerical implementation is usually empirical and unstable, hence its removal from
most models. Only recently, a fractal approach proposed by Burton (2008) has been successful
in reproducing both forward and backward scatter.
Another approach is to locally refine the mesh using adaptive mesh refinement techniques
94
(AMR, see Colella et al., 2003), assuming that one can derive a scheme that identifies the
emergence of sharp gradients. Although the performance of AMR has vastly improved in recent
years, the method is still computationally intensive.
5.8.3 The Adaptive Lagrangian Gradient Transport Method (ALGT)
In Dubief and Rollin (2008), we propose a new algorithm that builds on the investigation of
section 5.7 of the small scale dynamics of Dtεθ and a concept close to AMR. The concept of
ALGT is to combine a traditional Eulerian approach in regions where small scales have negligible
contribution with a Lagrangian approach in regions of sharp scalar gradients. The transport
equation for a zero-diffusion scalar becomes:
∂θ
∂t
+ u · S(ξE , ξL) = 0 (5.20)
where S is a switch function that chooses locally between a Eulerian ξE or Lagrangian description
ξL of ξ. This equation is solved at computational nodes. We will come back to the switch
function later.
Previous Eulerian-Lagrangian methods (Terrapon, 2005; Enright et al., 2005) for the trans-
port of passive or active scalars reconstruct ξ from the local concentration of particles. The
interpolation and smoothing errors lead to the introduction of significant numerical dissipation,
as shown in the transport of polymer stress by Terrapon (2005). The problem can be minimized
by increasing the number of particles, which then results in more expensive simulations.
The ALGT relies on particles that transport the gradient of scalar ξ, whose Lagrangian
evolution equation is easily derived by taking the gradient of (Eq. 5.17):
Dξ
Dt
=
∂ξ
∂t
+ (u ·∇)ξ = −(∇u) · ξ (5.21)
which translates into the Lagrangian description of particles:
dxp
dt
= u(xp) (5.22)
dξp
dt
= −(∇u) · ξp (5.23)
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Figure 5.11: Numerical solutions of Eq. 5.24 for N=512 (solid line), 32 (×) and 16 (+) at t = 3
where xp is the position vector of a particle and ξp the scalar gradient associated with the
particle. In regions of interest, the scalar gradient at a specific computational node, ξL, is
reconstructed from particles in the vicinity of the node by a kernel approach used in vortex
methods (Cottet and Koumoutsakos, 2000) or using the inverse distance weighting interpolation
of Shepard (1968).
The switch function S can be derived from signal processing techniques, such as wavelets
or curvelets (Bermejo-Moreno and Pullin, 2008) that could be used to identify regions of large
gradients, or from flow-topology arguments. As established in previous sections, the regions
where sharp gradients form is well identified (bi-axial extensional regions), which suggests that
the switching function could be defined in the Q−R phase space. Another hurdle of this model
is in the determination of regions that require particle seeding. Eq. (5.23) is only accurate if
the initial value is accurate. It is therefore critical that particles are seeded in regions where
(i) the Eulerian-described ξEp is fully resolved,
(ii) the advection by the flow of these particles lead to sharp scalar gradients.
Finally, the ALGT method is so far restricted to the use of local finite difference or finite volume
schemes to avoid the propagation of error typical in compact finite difference schemes or spectral
schemes. A solution for the compact or spectral scheme could be a low-pass filtering of θ with
a cutoff scale large enough to prevent energy build-up at small scales.
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As a preliminary study, Dubief and Rollin (2008) test only the accuracy of the method by
seeding the entire flow. This work will be used to derive smart switching functions and seeding
strategies.
5.8.4 1D example
In this manuscript, we present a 1D application of ALGT. The velocity field is constant in time,
u(x, t) = − sin(x) in a periodic domain defined for −2pi ≤ x ≤ +2pi. The initial condition of the
scalar distribution is θ(x, t = 0) = sin(x). The velocity and initial conditions of θ are set such
that regions of positive θ (x > 0) and negative θ (x < 0) converge towards zero via the transport
equation:
∂tθ + u∂xθ = 0 (5.24)
The spatial derivation operator is a second order finite difference scheme using a centered stencil.
This scheme is widely used in DNS for its non-dissipative character and its computational
flexibility. The time integration method for Eq. (5.24) and Lagrangian particles is a third-order
Runge Kutta scheme. The reference solution is obtained with N = 512 grid points, which was
found to be the lower bound of grid convergence at t = 3. Pure Eulerian solutions and ALGT
solutions are compared for N = 16 and 32, with 10 particles seeded in between nodes in the
range −pi ≤ x ≤ +pi. Here we use a particle-in-cell approach where the number of particles
between two nodes is kept constant. The creation of particles consists of introducing the new
particles at a computational node with ξp = S(ξE , ξL), where the switch function is simply:
S(ξE , ξL) =

ξL if |x| ≤ 1
ξE if |x| > 1
(5.25)
The temporal solution rapidly creates a sharp gradient of scalar at x = 0. Figures 5.11a and
5.11b show the numerical solutions of this 1D problem for the Eulerian approach and the ALGT
method, respectively. ALGT shows excellent agreement with the reference solution. Future
development of the ALGT will consist in leveraging the knowledge acquired during this PhD
work on small scale dynamics to develop smart switch functions that could minimize the number
of particles.
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Chapter 6
Conclusions
Motivated by the desire to improve turbulence models, we have focused our effort on the most
challenging scales to model: the small scales. The objectives of this work were two-fold. First,
we studied the relation between large scale forcing and the rate of dissipation of kinetic energy ε.
The second objective was to relate small scale dynamics to the flow topology and establish the
foundation for a new numerical method for the accurate resolution of the turbulent transport
of low diffusion scalars. This chapter summarizes the results obtained and discusses possible
future directions.
6.1 Variation on Kolmogorov forcing
As illustrated earlier in the introduction of this dissertation, nearly all existing turbulent models
rely on the prediction of the kinetic energy dissipation ε. Doering et al. (2003) derived an
upper bound for the commonly used non-dimensional number β = εl/U3, where U is the root
mean square of the total velocity field and l the longest characteristic length scale in the forcing
function, depending only on the shape of the external forcing. The perspective of determining a
value for ε (via β) directly from the external forcing function presents the invaluable advantage
of setting models free from solving transport equation for ε or from semi-empirical models of ε.
The success of this approach was demonstrated in various simulations with canonical large scale
forcing (i.e., Kolmogorov flow and constant shear). Our objective was to study the ability of the
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theory of asymptotic β to predict ε for non trivial large scale forcing. A forcing composed of two
low wavenumbers was introduced in order to study the evolution of the dissipation factor β as a
function of an increasing amplitude on the highest of the two wavenumbers. First, an analytical
derivation was performed in the case of an infinite Reynolds number, Re → ∞. It was found
that for high enough amplitude, the dissipation factor β reaches an asymptotic value linearly
proportional to the dominant harmonic. Our low Reynolds number simulations qualitatively
agreed with the inviscid theory. The effect of finite Reynolds number was only observed in a
reduction of the magnitude of β. Further studies at various finite Reynolds numbers will be
required to determine how β at a given Re and with a given forcing F , β(Re, F ), could be
predicted from β(Re→∞, F ).
We then turned our focus on the dynamics of the flow during the transition from the classic
Kolmogorov forcing F = sin(y) to the forcing on an higher harmonic F ≈ Ak sin(kfy). We
started by looking at the turbulence intensity via the Taylor scale Reynolds number Rλ. When
increasing the weight on the second mode, Rλ started to decrease while the dissipation factor
β increased. The energy spectra showed that as the energy put into the second mode (higher
mode) becomes more important, turbulence has to cascade more energy from length scale to
length scale on a narrower range of wavelengths. Therefore, dissipation increased while the
combination of the forcing on two modes produces smaller and smaller Taylor characteristic
length scale, explaining the decrease in Rλ at the beginning of the transition. This phenomenon
remained until the energy injected in the second and highest mode was sufficiently greater than
the energy in the first mode. At this point, the shape of the forcing was primarily given by the
second (highest) mode forced. The corresponding data point had reached the classical curve
giving the evolution of dissipation at low Reynolds number as an inverse function of the Taylor
scale Reynolds number, ε ∝ R−1λ (Sreenivasan, 1984, 1998). Therefore, more energy added into
this mode implied that the dissipation factor followed the inverse proportionality to Rλ as the
energy injected in the first mode was negligible. Further investigations of the topology of the
flow during the transition showed that as the energy given to the second harmonic increased,
the velocity field got slightly more anisotropic and the vorticity field tended to isotropy. This
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type of opposite behavior regarding isotropy between the velocity field and the vorticity field is
classically observed in the near wall region of a channel flow. The visualization of field of vortices
for the different forcings supported this results. Meanwhile, joint PDF in the (Q, R)-phase plane
showed that the flow was becoming more and more intermittent with the increase of the weight
on the higher harmonic. In addition, the classic tear-drop shape distribution in the QR-plane,
changed to a shape displaying sharp angles. The particular contours of the distribution observed
somewhat recalled the contours of the case of the restricted-Euler equations (Cantwell, 1992).
Following the Cantwell (1992) conclusions, this distribution of the JPDF of Q and R might
indicate that the geometry of fine-scale motions in turbulence can evolve to a universal state.
One last important property was unveiled in this study. We showed that our set up allowed for a
prescription of the Reynolds shear stress directly from the external forcing. Indeed, our statistics
displayed an almost perfect equality between the Reynolds shear stress and the integrand of the
forcing of the flow. This property is of great value for numerical experiments studying the
topology of turbulent structures associated with specific profile of Reynolds shear stress.
6.2 Passive scalar transport
When studying problems of turbulent mixing in complex engineering flows, DNS is rarely an op-
tion because of its tremendous computational cost. Therefore, engineers and scientists generally
turn to LES models to approach the necessary level of details they need to study mixing pro-
cesses occurring mainly at small scales. However, in addition to being limited to small Schmidt
numbers (Sc ≤ 1), most LES models derived for passive particles have been strongly inspired
from early models built for the velocity field whereas the behavior of these fields are different,
particularly at small scales. Our motivation was to construct a whole new model for the trans-
port of low-diffusion scalars (Sc 1). Assuming that the velocity field is solved with adequate
precision, the problem in modeling scalar transport arises from strong and fast evolving gradients
that generate numerical instabilities. The Adaptative Lagrangian Gradient Transport (ALGT)
model is an hybrid Eulerian-Lagrangian algorithm that would solve the problems linked to these
gradients. The concept of this model is to combine a traditional Eulerian approach in regions
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where small scales have negligible energetic contribution to scalar gradients with a Lagrangian
approach in regions of sharp scalar gradients. The originality of the method resides in the La-
grangian transport of scalar gradients, which is used to reconstruct themselves on the Eulerian
computational grid in regions where their Eulerian prediction is numerically unstable. A one
dimensional proof of concept showed that the method predicts sharp gradients with great accu-
racy. The main challenge in building this model resides in setting up the adaptative algorithm
that will optimize the number of particules needed for the Lagrangian approach.
The objective of this dissertation was to study the spatio-temporal dynamics of regions of
large scalar gradients in order to test the hypothesis that adaptivity could be determined by the
local flow topology. We showed that most of the scalar field experienced small gradients, meaning
that only a limited number of Lagrangian particles will be needed by the ALGT. Also, these
particles would be mostly confined to bi-axial extensional regions where the scalar gradients align
with the direction of compressive strain. These regions of strong scalar dissipation materialized
in sheet-like structures in the vicinity of vortices. The temporal analysis indicated that scalar
gradients have the tendency to increase fast in bi-axial extensional regions and decrease relatively
slowly. The correlation between large scalar dissipation εθ and temporal variation of scalar
dissipation Dtεθ with the flow topology indicates that particles would most likely be introduced
in regions transitioning from low straining to bi-axial extensional flows. These regions created
by vortices travel from bi-axial extensional to extensional rotation. We have also demonstrated
that for large scalar dissipation and temporal variation of scalar dissipation, the dynamics can
be well represented by neglecting the action of scalar diffusivity, which considerably simplifies
the Lagrangian component of the ALGT. Future work should include a study of the persistence
of large scalar dissipation regions.
Other results, not necessarily significant to the ALGT, have been established during this
research effort. Our study showed that the advection velocity of the scalar field and the scalar
dissipation field were independent of the Schmidt number. The scalar dissipation field is, on
average, advected at the mean velocity. Correlations between scalar dissipation fields advected
by the same turbulent flow with the same initial conditions showed that an averaged correlation
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is maintained throughout the simulation between pairs of scalar field. Interestingly, pairs of
scalar field with the same ratio of Schmidt number displayed an identical correlation. The mean
scalar gradient imposed to the scalar field in order to maintain the mixing process ensured the
large scale dynamics to be the same. Only the small scales dynamics display an influence of the
Schmidt number in simulations in which the mean scalar gradient is imposed.
6.3 Suggestions for future work
For the Kolmogorov forcing study, greater predictabilities will require the following efforts:
• A simple improvement and extension to this work would be to increase the domain size.
Indeed, in some cases the data we gathered suggested that the characteristic size of turbu-
lent structures could be too large compared to the current size of our domain. Substituting
our minimal domain for a larger domain could improve the statistics we made, particularly
on β and on the linear correlation on the asymptotic case.
• In the same line of extension, an increase in the resolution (2563 or higher) would allow for
better statistics and higher Reynolds number Re. A few more data points for the different
forcing shape tested would comfort the current analysis. Also, this improvement would
ease studies at various finite Reynolds numbers in order to determine how β at a given Re
and with a given forcing F , β(Re, F ), could be predicted from β(Re→∞, F ).
• A study of the topology would give an interesting point of view of the transition between
different regimes of turbulence from the coherent structures point of view.
The continuation of the study and modeling of passive scalar transport should include:
• A Lagrangian study that would complete our temporal analysis by quantifying the persis-
tence and the history of the coherent structures of the scalar field.
• Larger Schmidt numbers, Sc, need to be achieved. Sc = 4 already gives the dynamics of
the scalar field, but larger Sc would provide a better distinction with the case Sc = 1.
• Implementation of the ALGT model into our 3D solver.
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Appendix A
TurBo
This appendix is inspired from an early version of TurBo’s manual.
A.1 Equations solved by TurBo
TurBo (Turbulent Boundary Layer) is a three dimensional code with periodic boundary direc-
tion in all the directions intended to simulate incompressible fluids. Explicitly, the algorithm
solve the following set of equations:
∂tui = −∂k(ukui)− ∂ip+ ν∇2ui + fi. (A.1)
∂tcα = −∂k(cαuk) + κα∇2cα (A.2)
where ui is the velocity field, cα are the passive scalar(s), each of which is characterized by a
diffusion coefficient κα. The Einstein summation rule is applied on repeated Latin style indices.
The kinematic viscosity is ν. Boundary conditions being periodic, the solutions to the balance
equations are entirely by the initial conditions.
A large variety of problems can be treated with changing the input parameters of the code.
Also, TurBo offers the possibility to include source and sink terms or chemistry terms in the
scalar equation and to solve the equations for a magnetic field. These equations are not displayed
here since they are not used for this dissertation.
103
A.2 Properties of Discrete Fourier Transforms
A.2.1 The grid
The code TurBo computes the evolution of a number of fields that are driven by nonlinear partial
differential equations. A typical field will be denoted a(~r). Because nonlinear terms are easy
to compute when the field is known as a function of the position, while derivatives are easy to
compute using the Fourier modes of the field, TurBo will use both the real space representation
of this field a(~r) as well as its Fourier space representation a˜(~k). TurBo assumes that the field
a(~r) is periodic in the three directions with periodicity length given by lx, ly and lz. The field is
entirely defined by their behavior in a three dimensional periodic box lx× ly× lz defined as the
computational domain. This computational domain is meshed using a grid of regularly spaced
points, as illustrated on figure A.1, with grid spacings that are entirely determined by the box
sizes and the number of grid points in each direction which are given by nx, ny and nz:
∆x =
lx
nx
∆y =
ly
ny
∆z =
lz
nz
(A.3)
The domain size can also be used to define the smallest non trivial wave number in each direction:
k0x =
2pi
lx
k0y =
2pi
ly
k0z =
2pi
lz
(A.4)
The code has these periodic boundary conditions, the grid structure and the wavevectors fully
built in. The only parameters that the user can modify to change the grid are the box sizes lx,
ly, lz and the number of grid points nx, ny and nz.
A.2.2 Discrete real space representation
The discretized version of the field a(~r) is an array of real numbers that is denoted ad(~i) =
ad(ix, iy, iz). The vector of integers~i corresponds to a position ~r = (x, y, z) on the grid according
to:
(x, y, z) = (ix ∆x, iy ∆y, iz ∆z) (A.5)
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Figure A.1: Uniform grid used in TurBo.
Taking into account the periodicity of the field, positions corresponding to ix and ix + nx are
equivalent and the integers in ~i are assumed to be bounded as follows:
0 ≤ ix ≤ nx− 1
0 ≤ iy ≤ ny − 1
0 ≤ iz ≤ nz − 1
(A.6)
A.2.3 Discrete Fourier space representation
The discretized version of the field a˜(~k) is an array of complex numbers that is denoted a˜d(~p) =
a˜d(px, py, pz). The vector of integers ~p corresponds to a wave vector ~k = (kx, ky, kz) defined as:
(kx, ky, kz) = (px k0x, py k
0
y, pz k
0
z) (A.7)
Taking into account the grid structure, it is impossible to distinguish px and px + nx. Indeed,
a plane wave with a wave vector kx takes exactly the same values on the grid as a plane wave
with a wave vector kx + nxk0x, because, for each location x on the grid, one has
exp (i kx x) = exp(i px ix k0x ∆x) = exp (i (px + nx) ix k
0
x ∆x) (A.8)
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where the equalities k0x∆x = 2pi/nx and exp(±i2piix) ≡ 1 have been taken into account. The
integers in ~p are thus assumed to be bounded as follows:
−nx
2
+ 1 ≤ px ≤ nx2 − 1
−ny
2
+ 1 ≤ py ≤ ny2 − 1
−nz
2
+ 1 ≤ pz ≤ ny2 − 1
(A.9)
Actually, considering px any ranges of length nx would be acceptable but it is natural to keep
only the smallest wave vectors. The same remark holds for py and pz. Finally, we note that
since the field a is real, its Fourier representation has to satisfy the following constraint:
a˜d(~p)∗ = a˜d(−~p). (A.10)
Note that these formulas implies that the number nx, ny and nz must all be even.
A.2.4 Discrete Fourier transforms
The numbers ad(~i) and a˜d(~p) are related through the expression for the discrete forward and
inverse Fourier transforms:
a˜d(~p) = Ck
∑
~i
ad(~i) exp[−si ~p ·~i], (A.11)
ad(~i) = Cr
∑
~p
a˜d(~p) exp[+si ~p ·~i], (A.12)
where Cr and Ck are normalization parameter and s = ±1 depending on the definitions adopted
for the direct and inverse Fourier transform (the traditional definitions amounts to choosing
s = +1). The quantity ~p ·~i must be here understood as:
~p ·~i ≡ ix px ∆x k0x + iy py ∆y k0y + iz pz ∆z k0z
= 2pi
(
ixpx
nx
+
iypy
ny
+
izpz
nz
) (A.13)
and the triple sums as: ∑
~i
≡
nx−1∑
ix=0
ny−1∑
iy=0
nz−1∑
iz=0
, (A.14)
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∑
~p
≡
nx/2∑
px=−nx/2+1
ny/2∑
py=−ny/2+1
nz/2∑
pz=−nz/2+1
, (A.15)
An important property of the inverse and direct Fourier transform is that, when applied
successively on a field a(~x), they should leave it unchanged. This can be easily proven using the
definitions A.12 and A.11:
ad(~i) = Cr
∑
~p
a˜d(~p) exp (si ~p ·~i)
= Cr
∑
~p
Ck
∑
~i
ad(~i′) exp (−si ~p · ~i′) exp (si ~p ·~i)
= CrCk
∑
~i′
ad(~i′)
∑
~p
exp (si ~p · (~i− ~i′))
(A.16)
Now, the following properties are used:
∑
~i
exp (si ~p ·~i) = Nδ~p,0, (A.17)
∑
~p
exp (si ~p ·~i) = Nδ~i,0, (A.18)
where δ~p,0 = 1 if ~p = (0, 0, 0) and 0 otherwise and N = nx ny nz. In particular, using the
formula A.16 in A.17 yields:
ad(~i) = N Cr Ck ad(~i)
which implies the important following constraint on the normalization factors:
N Cr Ck = 1. (A.19)
A.3 Field representation in TurBo
A.3.1 Real space representation in TurBo
The code is fully parallelized and can run on any number of processors. In practice, however, it
is recommended to use a number of processors that is simultaneously a power of 2 and a divisor
of nz. Indeed, the computational grid is split into subdomains that correspond to slices in the
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z direction. When the number of processors is a divisor of nz, the slices have all the same sizes
on all the processors.
The discretized version of the field ad(~i) is thus split into a number of pieces that correspond
to the number of processors used. On each processor, it is stored a tri-dimensional real array,
portion of ad(~i), which parameters are defined by the library used for computing the discrete
Fourier transform, here FFTW.
A.3.2 Fourier space representation in TurBo
The discretized version of the Fourier modes a˜d(~p) is also split into a number of pieces corre-
sponding to the number of processors chosen to run the code. For efficiency reasons, the discrete
Fourier transform algorithm that is used in TURBO (FFTW) splits the complete set of Fourier
modes in slices in the ky direction and produces, on each processor, an array of complex numbers
that contains only the positive values of the wavevectors kx. Indeed, the negative values are
not needed because the symmetry of the Fourier representation of real fields (u(−k) = u∗(k)) is
used in the code.
It is important to notice that the order of the indices for the fields is (x, y, z) in real space
while it is (kx, ky, kz) in Fourier space. Also, in order to ensure that the load of each processor
is the same, it is advised to choose a number of processors that divide ny.
A.4 The derivation operator
It is well known that the derivation operator is very easily implemented in terms of the Fourier
coefficients. Considering the expression A.12, it is clear that the Fourier coefficient of the gradient
of the field a(~x) is given by is~k a˜(~k). There is however a slight difficulty with the discretized
version of the derivative in the Fourier representation. Let’s consider for instance a field that
would have a single mode corresponding to the largest kx mode only and let’s denote this largest
kx by kmaxx = pi nx/lx. Taken into account the fact that a(x) has to be real, this field would
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read:
a(x) = 2 < (a˜(kmaxx )) cos
[pi nx x
lx
]
− 2 = (a˜(kmaxx )) sin
[pi nx x
lx
]
First, it can be noted that there is no way to determine the value of = (a˜(kmaxx )) since, on the
grid, it is multiplied by a function that is always 0. Indeed, the grid values of x are given by
ix lx/nx. The largest mode should thus be purely real. Moreover, the first order derivative of
this purely real mode will itself be always 0 on the grid for the same reason. There is thus no
way to distinguish between the derivative of a constant signal and the derivative of the mode
kmaxx . For this reason, the TurBo code puts to 0 all the modes that correspond to px = nx/2 or
py = ny/2 or pz = nz/2. This is done at the end of each Rung-Kutta substep described later.
A.5 Parseval’s theorem
A.5.1 Parseval’s theorem for discrete representation of the fields
In this section is considered how to compute the volume integral of a product of two fields using
the discrete representation of the fields. The type of quantity we want to evaluate are given by:
Q =
1
V
∫
d~r a(~r) b(~r). (A.20)
It is chosen to divide the integral by V because, in many cases, the user will be interested in
computing the volume average of a product. In practice, the quantity Q is easily approximated
in real space by:
Q =
1
N
∑
~i
ad(~i) bd(~i), (A.21)
where the volume d~r has been approximated by V/N . However, in a spectral code, the fields
are often expressed in the Fourier representation and transforming them into the real space
representation is time consuming. It is thus interesting to express the quantity Q in terms of
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the Fourier representations:
Q =
C2r
N
∑
~i
∑
~p
∑
~p′
a˜d(~p) b˜d(~p′) exp
[
s i (~p+ ~p′) ·~i
]
=
C2r
N
∑
~p
∑
~p′
a˜d(~p) b˜d(~p′) N δ
~p,−~p′
= C2r
∑
~p
a˜d(~p) b˜d(~p)∗.
(A.22)
where, we have used the property A.18. This formula is the expression of the Parsevals theorem
for the discrete representions of the fields. In most spectral code, only half of the Fourier modes
are stored using the property A.10. If, for instance, only the modes with kx ≥ 0are stored, the
quantity Q can be evaluated as:
Q = C2r
nx/2∑
px=0
ny/2∑
py=−ny/2+1
nz/2∑
pz=−nz/2+1
a˜d(~p) b˜d(~p)∗
+ C2r
nx/2−1∑
px=1
ny/2∑
py=−ny/2+1
nz/2∑
pz=−nz/2+1
a˜d(~p)∗ b˜d(~p).
(A.23)
which can be rewritten as follows:
Q = C2r
nx/2∑
px=0
M(px)
ny/2∑
py=−ny/2+1
nz/2∑
pz=−nz/2+1
<
(
a˜d(~p) b˜d(~p)∗
)
(A.24)
where the real array M(px) is defined as follows:
M(px) =

1 if px = 0
2 if 1 ≤ px ≤ nx/2− 1
0 if px = nx/2
(A.25)
The structure of M(px) takes into account the fact that modes with px = nx/2 are set to 0 as
a consequence of the definition of the derivation operator.
A.5.2 Parseval’s theorem in TurBo
Two important properties of TurBo have to be taken into account in order to compute the
expressions A.21 and A.24 with the code. First, only part of the discrete field are stored on each
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node. Second, only half of the modes in Fourier space (corresponding to kx ≥ 0) are stored by
TURBO.
Computing expression A.21 requires first to perform a partial sum on each node, looping
respectively in the z, y and finally x direction in order to optimize the computation in Fortran.
The global sum is then obtained using a standard MPI subroutine.
Computing the expression A.24 follows the exact same procedure. Only the order of the
loops are changed. It is recommended to loop respectively in the y, z and then x direction to
optimize the computation.
A.6 Time advancement of the variables
The time evolution is performed by evaluating the value of y(t0 + h) when y(t0) is known. The
Runge-Kutta algorithm is used. However, since the times derivative considered here contain
nonlinear term which cannot be fully capture on the same grid as the linear term (aliasing),
th Runge-Kutta scheme is coupled with an algorithm that eliminate as much as possible this
aliasing error.
A.6.1 Runge-Kutta scheme
Time evolution in TurBo is based on a modified Williamson, third order low storage Runge-
Kutta method with four substeps. The approach is exposed in the following by considering that
the balance equations solved by TurBo can be rewritten schematically as:
y˙ = −νy +N(y). (A.26)
The linear term represents the dissipative transport and N contains all the remaining terms,
including the nonlinearities and the possible mechanical forces. By considering the change of
variables y(t) = e−ν(t−t0)z(t), the equation A.26 can be rewritten:
z˙ = eν(t−t0)N(ze−ν(t−t0)) ≡ F (z, t). (A.27)
Solving the equation for z is analytically equivalent to solving the equation for y. However,
the numerical algorithm presented below and designed for the equation A.27 has the advantage
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to produce the exact solution for the linear equation (N = 0). This would not be true if it
would be implanted directly to the equation A.26. The algorithm considered is implanted using
a multi-step method:
i = 1, 2, . . . , n :

gi = gi−1 + γiF (zi−1, t0 + χi−1h)
zi = zi−1 + αihF (zi−1, t0 + χi−1h) + βigih
(A.28)
with z0 = z(t0) = y(t0),g0 = 0 and χ0 = 0. In the final step, zn is supposed to be an accurate
estimate for z(t0+h). Of course, this algorithm can also be written in terms of the explicit form
of F (z, t):
gi = gi−1 + γieνχi−1hN(zi−1e−νχi−1h) (A.29)
zi = zi−1 + αiheνχi−1hN(zi−1e−νχi−1h) + βigih (A.30)
A very convenient change of variables can be used to simplify these formula: yi = zieνχih and
ki = gie−νχih. This lead to:
ki = eνξih(ki−1 + γiN(yi−1)) (A.31)
yi = eνξih(yi−1 + αihN(yi−1)) + βikih (A.32)
where ξi = χi − χi−1. In this scheme, k0 and χ0 are both assumed to vanish and χn = 1. The
other parameters have to be chosen so that the difference between the actual solution y(t + h)
and yn is of order hp+1. The scheme is then of the order of p.
TurBo proposes two third-order accurate Runge-Kutta schemes. The first one is based on
three sub-steps and uses the so-called ”two-third” dealiasing method. The second is a four
substep algorithm coupled with a ”shifting” dealiasing method. This last one, is the one chosen
for all the simulations performed for this dissertation.
The idea behind this second Runge-Kutta method is that all the computation of the nonlinear
term have to appear in the final form of yn with the same weight. The purpose of this additional
constraint is to have for each couple of time iteration, eight successive evaluation of the nonlinear
terms that will be computed on shifted grids for alias removal. The grids have to be shifted by
±∆/2, ∆ being the width of a cell, in each direction and thus have eight possible combinations
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in a three dimensional computation. These constraints imposes that χ1 = χ2 = χ3 = 2/3 but
are compatible with a four parameter family of coefficients.
A.6.2 Dealiasing method
The aliasing error takes its origin in the property that a plane wave with a wave vector kx takes
exactly the same values on the grid as a plane wave with a wave vector kx+ nx k0x, where nx is
the number of cell in the x direction. When the nonlinearities are computed, this aliasing error
become a serious issue. Let’s consider a one dimensional problem with a signal s represented
by modes with k = k0 (−n/2 + 1), . . . , k0 n/2. The square s2 has modes that correspond to
k = k0 (−n+2), . . . , k0 n. As a consequence, the mode of s2 that correspond to k = k0 (−n+2)
is undistinguishable from the mode k = 2. The method chosen to be used in the simulations is
the ”shifting” method.
If the grid is shifted by a distance d, all the positions are simply shifted x → x + d and
the modes are then multiplied by ei d q k0 . The aliasing error can be removed by i) shifting the
grid by d, ii) compute the nonlinearity on this grid, iii) shift the grid by −d. Let’s consider a
mode k = q k0 with 2q > n = 2. The contribution from aliasing is multiplied by ei d q k0 in step
i). Hence, the contribution of this term to the quadratic nonlinearity (computed in step ii),
is multiplied by e2 i d q k0 . Finally, when shifted back to the original grid, this term multiplied
by e−i d (2q−n) k0 in step iii) since this nonlinear product is stored on the mode (2q − n). The
total factor that multiplies the aliasing error is thus ei d n k0 . It is important to notice that the
contributions that does not lead to aliasing errors are unaffected by this procedure.
If d is pi/(n k0) ≡ ∆, the aliasing error is multiplied by exp(ipi) = −1. The idea is thus to
perform two separate computations of the nonlinear term. These computations use respectively
shifts d = +∆/2 and d = −∆/2 so that the aliasing error is opposite to each other in the two
computations. Summing the two computations thus leads to an alias free nonlinear term. In
three dimensional systems, eight evaluations with different shifts are needed to get an alias-free
computation of the nonlinear terms. Because of the high computational cost of this procedure,
the policy adopted in TurBo is to compute these eight evaluations as substep of a Runge-Kutta
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scheme. More precisely, two time steps of a four-substep Runge Kutta scheme are used in which
the updated variable is, at lowest order, given by:
yn+1 = yn + (F1 + F2 + F3 + F4)/4 ∗ dt+ . . . (A.33)
where the Fi’s are the nonlinear terms computed at each substep on a different grid. If the
same dt is used for two time steps, this scheme allows to perform the eight evaluations with two
time iterations. Of course, the Fi’s are not evaluated exactly at the same time, so the aliasing
error is only removed up to order dt. However, a random shift is added to the procedure so that
the remaining aliasing error is multiplied by a random number, which should reduce further its
impact on the accuracy.
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Appendix B
Convergence of the conditioned
JPDF
B.1 Number of data point per bin
A Joint Probability Density Function (JPDF) of a couple (X,Y ) is conditioned by a quantity
A following the discrete formulae:
A(X,Y ) ≡ 〈A | (X = X0, Y = Y0)〉 = 1
NXY
X0+∆X/2∑
X0−∆X/2
Y0+∆Y /2∑
Y0−∆Y /2
A(X,Y ), (B.1)
where ∆X is the bin width in the X variable, ∆Y is the bin in the Y variable, and NXY is the
number of sample in the domain of X0 − ∆X/2 < X < X0 + ∆X/2 and Y0 − ∆Y /2 < Y <
Y0 +∆Y /2. The 〈 〉 brackets represent the ensemble mean of A at (X = X0, Y = Y0).
An illustration of the issues related to the convergence of this type of statistics is presented
here for R and Q conditioned by the scalar dissipation εθ. First the (R,Q)-phase plane is divided
into NR ×NQ equally sized bins, where NR is the number of bins in the R coordinate and NQ
is the number of bins the Q coordinate. The average value of εtheta is then computed at every
bin in the (R,Q)-phase plane using B.1. The conditional mean values of εθ is therefore known
for every bin in the (R,Q)-phase plane. We can then have an idea of the average value of εθ
regarding the topology indicated by the position in the plane of velocity gradient tensor second
and third invariant.
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Figure B.1: Point P (0.25, 0.25) of the domain where the statistical convergence of 〈εθ | R,Q〉
is tested.
The convergence of the average scalar dissipation εθ in the (R,Q)-phase plane is investigated
to ensure its statistical convergence. Figure B.2 displays εθ(R,Q) evaluated at the point P shown
on figure B.1 as the number of samples. Figure B.2 show that convergence is achieved if more
that 2.105 sample per bin are used.
B.2 Bin size
The resolution of the conditioned JPDF is dependent on the bin size. Naturally, there is an
improvement in the resolution for smaller bin size. However, if the bin size is too small, there
is insufficient sample data available in a given bin for the statistics to converge. This issue is
illustrated in figure B.3a which displays the function εθ(Q = 0, R) computed using different
bin sizes. For large bin sizes, εθ(Q = 0, R) is poorly approximated. As the bin size decreases,
the function εθ(Q = 0, R) is better approximated as shows the superimposition of the data for
−2 < R/〈QW 〉3/2 < 2 for the bin size less than 0.8.8. But the smaller bin sizes results in fast
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Figure B.2: Convergence of the statistics of the conditional mean 〈εθ | R,Q〉 at point P shown
in figure B.1.
fluctuations for large values of R due to a lack of sample in the bins. An identical behavior is
observed for the function εθ(Q,R = 0) shown on figure B.3b. Convergence is achieved for bin
sizes less than 0.8.8 as indicated by the collapse of εθ(Q,R = 0) for −3 < Q/〈QW 〉 < 6.
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(a)
(b)
Figure B.3: Dependence of a) 〈εθ | R,Q = 0〉 and b) 〈εθ | R = 0, Q〉 on the bin size.
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Appendix C
Evaluation of the upper bound of the
dissipation factor
To further estimate and evaluate βb(Re), Doering et al. (2003) note that the boundary conditions
together with incompressibility imply that the y-component satisfies v¯(y) ≡ 0 where the overbar
means horizontal and time average. The x-component is decomposed into a horizontal mean
flow u¯(y)and a fluctuating remainder u˜ = u− u¯. Then the terms in the numerator of the ratio
for βb reduce:
〈φu〉 = 〈φu¯〉, 〈Ψuv〉 = 〈Ψu˜v〉, 〈Ψ′u〉 = 〈Ψ′u¯〉. (C.1)
Let ξ2 = 〈u¯2〉. The normalization for the velocity field is
1 = 〈u¯2 + u˜2 + v2 + w2〉 ≥ ξ2 + 〈u˜2 + v2〉, (C.2)
so the terms in C.1may be estimated:
| 〈φu〉 |≤ 〈φ2〉1/2ξ, | 〈Ψuv〉 |≤ 1
2
sup
y∈[0,1]
| Ψ(y) | (1− ξ2), | 〈Ψ′u〉 |≤ 〈Ψ′2〉1/2ξ. (C.3)
Hence for any choice of Ψ,
max
u
〈Φ′u〉〈Ψuv +Re−1Ψ′u〉
〈ΦΨ〉
≤ max
0≤ξ≤1
〈φ2〉1/2
〈ΦΨ〉 ξ
[
1
2
sup
y∈[0,1]
| Ψ(y) | (1− ξ2) +Re−1〈Ψ′2〉1/2ξ
]
.
(C.4)
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ξm, the maximizing value of ξ, is the solution of a quadratic equation in the interval [0, 1] for
sufficiently high values of Re, or else it is ξm = 1 if
Re ≤ 2 〈Ψ
′2〉1/2
sup
y∈[0,1]
| Ψ(y) | (C.5)
When ξm = 1, the maximizing velocity field is a steady plane parallel flow, namely the Stokes
flow for the given applied force. The right-hand side of C.5 is ≥ 4, providing, by a somewhat
roundabout derivation, a lower bound for the smallest possible critical Reynolds number of
absolute stability of the steady plane parallel flow that is uniform in the shape of the applied
shearing force. The estimates above are used to bound βb as
βb ≤ min
Ψ
〈φ2〉1/2
〈ΦΨ〉
[
max
0≤ξ≤1
ξ(1− ξ2)1
2
sup
y∈[0,1]
| Ψ(y) | +max
0≤ξ≤1
ξ2Re−1〈Ψ′2〉1/2
]
= min
Ψ
〈φ2〉1/2
〈ΦΨ〉
[
1√
27
sup
y∈[0,1]
| Ψ(y) | +Re−1〈Ψ′2〉1/2
] (C.6)
This leads to improved estimates, in terms of variational problems for an optimal multiplier Ψ
and for c2 in a bound of the form βb ≤ c1/Re + c2. The Re → ∞ limit of the extremization
problem for the optimal Ψ and βb can be solved exactly:
βb(∞) = min
Ψ
max
u
〈Φ′u〉〈Ψuv〉
〈ΦΨ〉 . (C.7)
Doering et al. (2003) show that:
lim sup
Re→∞
βb(Re) ≤ βb(∞) = 1√
27
√〈φ2〉
〈| Φ |〉 (C.8)
120
References
Armbruster, D., Heiland, R., Kostelich, E. and Nicolaenko, B. 1992 Phase-space
analysis of bursting behavior in Kolmogorov flow. Physica D 58 (1-4), 392–401.
Batchaev, A. and Dowzhenko, V. 1983 Experimental modeling of stability loss in periodic
zonal flows. Dokl. Akad. Nauk 273, 582.
Batchelor, G. 1959 Small-scale variation of convected quantities like temperature in turbulent
fluid. Part 1. General discussion and the case of small conductivity. Journal of Fluid Mechanics
5, 113–133.
Batchelor, G., Howells, I. and Townsend, A. 1959 Small-scale variation of convected
quantities like temperature in turbulent fluid. Part 2. The case of large conductivity. Journal
of Fluid Mechanics 5, 134–139.
Bena, I., Baras, F. and Mansour, M. 2000 Hydrodynamic fluctuations in the Kolmogorov
flow: Nonlinear regime. Physical Review E 62 (5), 6560–6570.
Bena, I., Mansour, M. and Baras, F. 1999 Hydrodynamic fluctuations in the Kolmogorov
flow: Linear regime. Physical Review E 59 (5), 5503–5510.
Bermejo-Moreno, I. and Pullin, D. 2008 On the non-local geometry of turbulence. Journal
of Fluid Mechanics 603, 101–135.
Biferale, L., Boffetta, G., Celani, A., Devenish, B., Lanotte, A. and Toschi, F.
2004 Multifractal Statistics of Lagrangian Velocity and Acceleration in Turbulence. Physical
Review Letters 93 (6), 64502.
121
Blackburn, H., Mansour, N. and Cantwell, B. 1996 Topology of fine-scale motions in
turbulent channel flow. Journal of Fluid Mechanics 310, 269–292.
Boffetta, G., Celani, A. and Mazzino, A. 2005 Drag reduction in the turbulent Kol-
mogorov flow. Physical Review E 71 (3), 36307.
Bondarenko, N., Gak, M. and Dolzhanskii, F. 1979 Laboratory and theoretical models of
plane periodic flow. Akademiia Nauk SSSR, Izvestiia, Fizika Atmosfery i Okeana, 15, 1017–
1026.
Borue, V. and Orszag, S. 1996 Numerical study of three-dimensional Kolmogorov flow at
high Reynolds numbers. Journal of Fluid Mechanics 306, 293–323.
Brethouwer, G., Hunt, J. and Nieuwstadt, F. 2003 Micro-structure and Lagrangian
statistics of the scalar field with a mean gradient in isotropic turbulence. Journal of Fluid
Mechanics 474, 193–225.
Buch, K. and Dahm, W. 1996 Experimental study of the fine-scale structure of conserved
scalar mixing in turbulent shear flows. Part 1. Sc  1. Journal of Fluid Mechanics 317,
21–72.
Buch, K. and Dahm, W. 1998 Experimental study of the fine-scale structure of conserved
scalar mixing in turbulent shear flows. Part 2. Sc ≈ 1. Journal of Fluid Mechanics 364, 1–29.
Burton, G. 2008 The nonlinear large-eddy simulation method applied to Sc ≈ 1 and Sc  1
passive-scalar mixing. Physics of Fluids 20 (3), 035103–035103.
Cantwell, B. 1992 Exact solution of a restricted Euler equation for the velocity gradient
tensor. Physics of Fluids A: Fluid Dynamics 4, 782.
Cantwell, B. 1993 On the behavior of velocity gradient tensor invariants in direct numerical
simulations of turbulence. Physics of Fluids A: Fluid Dynamics 5, 2008.
Canuto, C., Hussaini, M., Quarteroni, A. and Zang, T. 1988 Spectral methods in fluid
dynamics. Springer-Verlag New York.
122
Chacin, J. and Cantwell, B. 2000 Dynamics of a low Reynolds number turbulent boundary
layer. Journal of Fluid Mechanics 404, 87–115.
Childress, S., Kerswell, R. and Gilbert, A. 2001 Bounds on dissipation for Navier–Stokes
flow with Kolmogorov forcing. Physica D: Nonlinear Phenomena 158 (1-4), 105–128.
Choi, K. and Lumley, J. 2001 The return to isotropy of homogeneous turbulence. Journal of
Fluid Mechanics 436, 59–84.
Chong, M., Perry, A. and Cantwell, B. 1990 A general classification of three-dimensional
flow fields. Physics of Fluids A: Fluid Dynamics 2, 765.
Chong, M., Soria, J., Perry, A., Chacin, J., Cantwell, B. and Na, Y. 1998 Turbulence
structures of wall-bounded shear flows found using DNS data. Journal of Fluid Mechanics 357,
225–247.
Chorin, A. 1994 Vorticity and turbulence. Springer-Verlag New York.
Colella, P., Graves, D., Ligocki, T., Martin, D., Modiano, D., Serafini, D.,
Van Straalen, B. and Berkeley, C. 2003 Chombo Software Package for AMR
Applications-Design Document. Available at Chombo website, Applied Numerical Algorithms
Group (ANAG), Lawrence Berkeley National Laboratory .
Cottet, G. and Koumoutsakos, P. 2000 Vortex Methods: Theory and Practice. Cambridge
University Press.
Cucitore, R., Quadrio, M. and Baron, A. 1999 On the effectiveness and limitations of
local criteria for the identification of a vortex. European Journal of Mechanics/B Fluids 18 (2),
261–282.
Davydov, B. 1961 On Statistical Dynamics of an Incompressible Turbulent Fluid. Soviet
Physics Doklady 6, 10.
Deardorff, J. 1974 Three-dimensional numerical study of the height and mean structure of
a heated planetary boundary layer. Boundary-Layer Meteorology 7 (1), 81–106.
123
Doering, C. and Constantin, P. 1992 Energy dissipation in shear driven turbulence. Physical
Review Letters 69 (11), 1648–1651.
Doering, C. and Constantin, P. 1994 Variational bounds on energy dissipation in incom-
pressible flows: Shear flow. Physical Review E 49 (5), 4087–4099.
Doering, C., Eckhardt, B. and Schumacher, J. 2003 Energy dissipation in body-forced
plane shear flow. Journal of Fluid Mechanics 494, 275–284.
Doering, C. and Foias, C. 2002 Energy dissipation in body-forced turbulence. Journal of
Fluid Mechanics 467, 289–306.
Dubief, Y. and Delcayre, F. 2000 On coherent-vortex identification in turbulence. Journal
of Turbulence 1 (1), 11–11.
Dubief, Y. and Rollin, B. 2008 Adaptive lagrangian gradient transport method based for
the turbulent transport of low diffusion scalars. In preparation .
Dubief, Y., Terrapon, V., White, C., Shaqfeh, E., Moin, P. and Lele, S. 2005
New Answers on the Interaction Between Polymers and Vortices in Turbulent Flows. Flow,
Turbulence and Combustion 74, 311–329.
Enright, D., Losasso, F. and Fedkiw, R. 2005 A fast and accurate semi-Lagrangian particle
level set method. Computers and Structures 83 (6-7), 479–490.
Frenkel, A. 1991 Stability of an oscillating Kolmogorov flow. Physics of Fluids A: Fluid
Dynamics 3, 1718.
Frisch, U. 1995 Turbulence: The Legacy of AN Kolmogorov . Cambridge University Press.
Germano, M., Piomelli, U., Moin, P. and Cabot, W. 1991 A dynamic subgrid-scale eddy
viscosity model. Physics of Fluids A: Fluid Dynamics 3, 1760.
Haller, G. 2005 An objective definition of a vortex. Journal of Fluid Mechanics 525, 1–26.
124
Harlow, F. and Nakayama, P. 1968 Transport of Turbulence Energy Decay Rate. Tech.
Rep.. LA–3854, Los Alamos Scientific Lab., N. Mex.
Holzer, M. and Siggia, E. 1994 Turbulent mixing of a passive scalar. Physics of Fluids 6,
1820.
Hopf, E. 1940 Ein allgemeiner Endlichkeitssatz der Hydrodynamik. Mathematische Annalen
117 (1), 764–775.
Hunt, J., Wray, A. and Moin, P. 1988 Eddies, stream, and convergence zones in turbulent
flows. Proc. Summer Program CTR, NASA Ames-Stanford Univ .
Jeong, J. and Hussain, F. 1995 On the identification of a vortex. Journal of Fluid Mechanics
285, 69–94.
Jime´nez, J. 1993 Small Scale Vortices in Turbulent Flows. New Approaches and Concepts in
Turbulence pp. 95–110.
Jime´nez, J. and Moin, P. 1991 The minimal flow unit in near-wall turbulence. Journal of
Fluid Mechanics 225, 213–240.
Jime´nez, J., Wray, A., Saffman, P. and Rogallo, R. 1993 The structure of intense
vorticity in isotropic turbulence. Journal of Fluid Mechanics 255, 65–90.
Jones, W. and Launder, B. 1972 The prediction of laminarization with a two-equation model
of turbulence. Int. J. Heat Mass Transfer 15 (2), 301–314.
Kerr, R. 1985 Higher-order derivative correlations and the alignment of small-scale structures
in isotropic numerical turbulence. Journal of Fluid Mechanics 153, 31–58.
Kerswell, R. 1998 Unification of variational principles for turbulent shear flows: the back-
ground method of Doering-Constantin and the mean-fluctuation formulation of Howard-Busse.
Physica D: Nonlinear Phenomena 121 (1-2), 175–192.
Kolmogorov, A. 1941a Dissipation of energy in the locally isotropic turbulence. CR (Dokl.)
Acad. Sci. URSS, n. Ser. 32, 16–18.
125
Kolmogorov, A. 1941b The Local Structure of Turbulence in Incompressible Viscous Fluid
for Very Large Reynolds’ Numbers. Dokl. Akad. Nauk SSSR 30, 301–305.
Kolmogorov, A. 1962 A refinement of previous hypotheses concerning the local structure
of turbulence in a viscous incompressible fluid at high Reynolds number. J. Fluid Mech 13,
82–85.
Launder, B. and Sharma, B. 1974 Application of the energy-dissipation model of turbulence
to the calculation of flow near a spinning disc. Letters in Heat and Mass Transfer 1 (2),
131–138.
Launder, B. and Spalding, D. 1972 The prediction of laminarization with a two-equation
model of turbulence. Int. J. Heat Mass Transfer 15, 301–314.
Lele, S. 1992 Compact finite difference schemes with spectral-like resolution. Journal of Com-
putational Physics 103, 16–42.
Lilly, D. 1967 The representation of small-scale turbulence in numerical simulation experi-
ments. Proc. IBM Scientific Computing Symposium on Environmental Sciences 195.
Lilly, D. 1992 A proposed modification of the Germano subgrid-scale closure method. Physics
of Fluids A: Fluid Dynamics 4, 633.
Lumley, J. 1978 Computational modeling of turbulent flows. Advances in applied mechanics
18, A79–47538.
Lumley, J. and Newman, G. 1977 The return to isotropy of homogeneous turbulence. Journal
of Fluid Mechanics 82, 161–178.
Mansour, N., Kim, J. and Moin, P. 1988 Reynolds-stress and dissipation-rate budgets in a
turbulent channel flow. Journal of Fluid Mechanics 194, 15–44.
Mart´ın, J., Ooi, A., Chong, M. and Soria, J. 1998 Dynamics of the velocity gradient
tensor invariants in isotropic turbulence. Physics of Fluids 10, 2336.
126
McMillan, O. and Ferziger, J. 1979 Direct testing of subgrid-scale models. AIAA J 17 (12),
1340–1346.
Meneveau, C., Lund, T. and Cabot, W. 1996 A Lagrangian dynamic subgrid-scale model
of turbulence. Journal of Fluid Mechanics 319, 353–385.
Meneveau, C. and Sreenivasan, K. 1991 The multifractal nature of turbulent energy dissi-
pation. Journal of Fluid Mechanics 224, 429–484.
Meshalkin, L. and Sinai, Y. 1961 Investigation of the stability of a stationary solution
of equations for the plane movement of an incompressible viscous fluid. J. Appl. Math.
Mech.(Prikl. Mat. Mekh.) 25, 1140–1143.
Moin, P. and Kim, J. 1982 Numerical investigation of turbulent channel flow. Journal of Fluid
Mechanics 118, 341–377.
Moin, P., Squires, K., Cabot, W. and Lee, S. 1991 A dynamic subgrid-scale model for
compressible turbulence and scalar transport. Physics of Fluids A: Fluid Dynamics 3, 2746.
Nicodemus, R., Grossmann, S. and Holthaus, M. 1998 The background flow method.
Part 1. Constructive approach to bounds on energy dissipation. Journal of Fluid Mechanics
363, 281–300.
Nomura, K. and Elghobashi, S. 1992 Mixing characteristics of an inhomogeneous scalar in
isotropic and homogeneous sheared turbulence. Physics of Fluids A 4, 606–625.
O´ Neill, P. and Soria, J. 2005 The relationship between the topological structures in
turbulent flow and the distribution of a passive scalar with an imposed mean gradient. Fluid
Dynamics Research 36 (3), 107–120.
Ooi, A., Martin, J., Soria, J. and Chong, M. 1999 A study of the evolution and char-
acteristics of the invariants of the velocity-gradient tensor in isotropic turbulence. Journal of
Fluid Mechanics 381, 141–174.
127
Perry, A. and Chong, M. 1987 A Description of Eddying Motions and Flow Patterns Using
Critical-Point Concepts. Annual Reviews in Fluid Mechanics 19 (1), 125–155.
Pope, S. 2000 Turbulent Flows. Cambridge University Press.
Prasad, R., Meneveau, C. and Sreenivasan, K. 1988 Multifractal Nature of the Dissi-
pation Field of Passive Scalars in Fully Turbulent Flows. Physical Review Letters 61 (1),
74–77.
Pumir, A. 1994 A numerical study of the mixing of a passive scalar in three dimensions in the
presence of a mean gradient. Physics of Fluids 6, 2118.
Richardson, L. 1922 Weather Prediction by Numerical Process. University Press.
Rogers, M. and Moin, P. 1987 The structure of the vorticity field in homogeneous turbulent
flows. Journal of Fluid Mechanics 176, 33–66.
Ruetsch, G. and Maxey, M. 1991 Small-scale features of vorticity and passive scalar fields
in homogeneous isotropic turbulence. Physics of Fluids A: Fluid Dynamics 3, 1587.
Ruetsch, G. and Maxey, M. 1992 The evolution of small-scale structures in homogeneous
isotropic turbulence. Physics of Fluids A: Fluid Dynamics 4, 2747.
Sarris, I., Jeanmart, H., Carati, D. and Winckelmans, G. 2007 Box-size dependence and
breaking of translational invariance in the velocity statistics computed from three-dimensional
turbulent Kolmogorov flows. Physics of Fluids 19, 095101.
Schumacher, J. and Sreenivasan, K. 2003 Geometric Features of the Mixing of Passive
Scalars at High Schmidt Numbers. Physical Review Letters 91 (17), 174501.
She, Z. 1987 Metastability and vortex pairing in the kolmogorov flow. Physics Letters A 124 (3),
161–164.
She, Z., Jackson, E. and Orszag, S. 1990 Intermittent vortex structures in homogeneous
isotropic turbulence. Nature 344 (6263), 226–228.
128
Shebalin, J. and Woodruff, S. 1997 Kolmogorov flow in three dimensions. Physics of Fluids
9, 164.
Shepard, D. 1968 A two-dimensional interpolation function for irregularly-spaced data. Pro-
ceedings of the 1968 23rd ACM national conference pp. 517–524.
Siggia, E. 1981 Numerical study of small-scale intermittency in three-dimensional turbulence.
Journal of Fluid Mechanics 107, 375–406.
Smagorinsky, J. 1963 title:” General Circulation Experiments with the Primitive Equations.
I. The Basic Experiment. Mon. Weather Rev pp. 99–164.
Soria, J. and Cantwell, B. 1994 Topological visualisation of focal structures in free shear
flows. Flow, Turbulence and Combustion 53 (3), 375–386.
Soria, J., Sondergaard, R., Cantwell, B., Chong, M. and Perry, A. 1994 A study of
the fine-scale motions of incompressible time-developing mixing layers. Physics of Fluids 6,
871.
Spalart, P. 1988 Direct simulation of a turbulent boundary layer up to Rθ= 1410. Journal of
Fluid Mechanics 187, 61–98.
Sreenivasan, K. 1984 On the scaling of the turbulence energy dissipation rate. Physics of
Fluids 27, 1048.
Sreenivasan, K. 1998 An update on the energy dissipation rate in isotropic turbulence. Physics
of Fluids 10, 528.
Sreenivasan, K. and Antonia, R. 1997 The phenomenology of small-scale turbulence. An-
nual Reviews in Fluid Mechanics 29 (1), 435–472.
Sulem, P., She, Z., Scholl, H. and Frisch, U. 1989 Generation of large-scale structures in
three-dimensional flows lacking parity invariance. Journal of Fluid Mechanics 205, 341–358.
team, T. T. 2008 TURBO 1.20 user’s manual .
129
Terrapon, V. 2005 Lagrangian simulations of turbulent drag reduction by a dilute solution of
polymers in a channel flow. PhD thesis, Stanford University.
Thess, A. 1992 Instabilities in two-dimensional spatially periodic flows. Part I: Kolmogorov
flow. Physics of fluids. A, Fluid dynamics 4 (7), 1385–1395.
Vedula, P., Yeung, P. and Fox, R. 2001 Dynamics of scalar dissipation in isotropic turbu-
lence: a numerical and modelling study. Journal of Fluid Mechanics 433, 29–60.
Vieillefosse, P. 1984 Internal motion of a small element of fluid in an inviscid flow. Physica
A 125 (1), 150–162.
Woodruff, S., Seiner, J. and Hussaini, M. 2000 Grid-size dependence in the large-eddy
simulation of Kolmogorov flow. AIAA Journal 38 (4), 600–604.
Woodruff, S., Shebalin, J. and Hussaini, M. 1996 Large-eddy simulations of a non-
equilibrium turbulent Kolmogorov flow. American Physical Society, Division of Fluid Dy-
namics Meeting, November 24-26, 1996, abstract# DH. 05 .
Yakhot, V., Orszag, S., Thangam, S., Gatski, T. and Speziale, C. 1992 Development
of turbulence models for shear flows by a double expansion technique. Physics of Fluids A:
Fluid Dynamics 4, 1510.
Yamamoto, K. and Hosokawa, I. 1988 A decaying isotropic turbulence pursued by the
spectral method. J. Phys. Soc. Japan 57, 1532–1535.
Yeung, P. and Pope, S. 1989 Lagrangian statistics from direct numerical simulations of
isotropic turbulence. Journal of Fluid Mechanics 207, 531–586.
130
