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Abstrak 
Dalam pembuatan model regresi linier, tidak tertutup kemungkinan model awal yang diperoleh 
masih kurang optimal. Best Subset Regression merupakan salah satu metode yang digunakan 
untuk menyeleksi variabel penjelas agar memperoleh model yang tebaik. Evaluasi pemilihan 
model, memerlukan kriteria statistik C-p Mallow. Tujuan dari penelitian ini yaitu memperoleh 
variabel-variabel penjelas yang terpilih serta memperoleh model regresi yang dapat digunakan 
untuk memprediksi jumlah tamu hotel di kota Kendari. Hasil penelitian ini menunjukkan bahwa 
dengan menggunakan Best Subset Regression diperoleh 5 variabel yang digunakan dalam 
pemodelan regresi linier ganda. Pada pengujian asumsi klasik, terjadi pelanggaran ketika 
membuat pemodelan dengan menggunakan 5 variabel penjelas. Pelanggaran-pelanggaran 
tersebut yaitu residual tidak berdistribusi normal, terjadi heteroskedastisitas dan terjadi 
multikolinearitas. Untuk mengatasi pelanggaran tersebut digunakan transformasi logaritma 
natural dan regresi ridge. Model yang diperoleh adalah model yang telah memenuhi asumsi 
klasik. Model tersebut melibatkan variabel jumlah kamar, jumlah tempat tidur, tarif minimal, 
tarif maksimal dan jumlah tenaga kerja. (SR)  
Kata Kunci :  




In the making linear regression model, it is possible the initial model obtained is still less than 
optimal. best subset regression is one of the methods used for selecting explonatory variables in 
order obtain the best model. Model selection evaluation using statistic C-p mallow. The purpose 
of the research is to obtain explanatory variables are selected as well as obtain the regression 
model can be used to predict the number of hotel guests in Kendari. Results of this study indicate 
that by using the Best Subset Regression obtained 5 variables that are used in multiple linear 
regression modeling. In testing assumption classical, there is violations when making modeling 
by using 5 variable explanatory. These violations are no residual in distribution normal, no 
heterogeneous and there is multicolinearitas. To overcome the violations used natural logarithm 
transformation and ridge regresssion. The model was involving variable number of rooms, the 
number of the bed, minimum cost, maximum cost and the amount of labors. (SR) 
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