Abstract-We present an analytical model for the performance evaluation of hypercube computers. This analysis is aimed at modeling a deadlock-free wormhole routing scheme prevalent on second generation hypercube systems. Probability of blocking and average message delay are the two performance measures discussed here. We start with the communication t r a c to find the probability of blocking. The traffic analysis can capture any message destination distribution. Next, we find the average message delay that consists of two parts. The first part is the actual message transfer delay between any source and destination nodes. The second part of the delay is due to blocking caused by the wormhole routing scheme. The analysis is also extended to virtual cut-through routing and random wormhole routing techniques. The validity of the model is demonstrated by comparing analytical results with those from simulation.
I. INTRODUCTION
HE GROWING demand for high processing power in T various scientific and engineering applications has made multiprocessor architectures increasingly popular. This is exemplified by the proliferation of a variety of parallel machines with diverse design philosophies. This diversity in architectural design has created a need for developing performance models for multiprocessors not only to analyze the effectiveness of a design, but also to reduce the design space. In this paper, we present a performance model for a class of multiprocessors, known as hypercubes [l] , [2] .
Performance evaluation of hypercube systems has been investigated by several researchers [3] - [6] . These studies are mainly concerned with the static analysis of the network topology. The performance measures used in these studies are mainly average message distance, average message delay, and degree of connection. These measures do not consider the actual communication protocol and hence do not reflect the true network delay. Abraham and Padmanabhan [7] have analyzed synchronous hypercubes considering probability of acceptance and network delay as performance measures. Their Chita R. Das, Member, IEEE work does not address multiple packet message delay. A probabilistic model for finding the message transfer delay in a hypercube network is reported in [8] . It analyzes semirandom data transfer (Semirandom data transfer means that a path is selected randomly from the shortest paths between the source and destination nodes.) in a spherical addressing mode. However, none of the above models capture the actual message transfer delay in an asynchronous environment. Distributed memory architectures, such as the hypercube, generally use packet switching for communication. This communication method is not efficient in terms of average message delay. A second type of communication technique, known as wormhole routing, has been proposed and implemented for hypercubes to reduce this communication delay [9] -[ 1 13. In this method, a message that consists of several packets (flits) travels along with the message header. If there is no blocked communication link between the source and destination nodes, the message is routed to the destination as in a circuit switching network. If the message header is blocked at some intermediate node, then all the links that hold packets (starting from the header to the last packet of the message) are blocked until the header can move forward. A similar type of routing mechanism that was originally proposed for computer networks is known as virtual cut-through [12] . The only difference between the two switching schemes is that in virtual cut-through, the node that causes blocking stores the complete message and clears the intermediate links. This implies that the nodes should have large buffers to store blocked messages. None of the previous works [3] - [8] has attempted to model wormhole routing in a hypercube. The communication delay of an architecture depends on the network structure and the communication protocol. It is therefore essential to analyze both the issues to predict the communication delay.
Dally has proposed an evaluation technique for wormhole routing [13] . He analyzed the communication delay and throughput of a IC-ary n-cube interconnection network, where n and IC represent the dimension and the number of processors in a dimension, respectively. Binary n-cube is a special case of the IC-ary n-cube interconnection network. The communication delay of a IC-ary n-cube is divided into two parts; inter-dimension delay and intra-dimension delay. The intra-dimension delay of a binary n-cube is zero. A simple recursive expression for the communication delay has been derived under the assumption of uniform destination distribution. However, there is a large discrepancy between the analysis and simulation results with the increase in network traffic density. This is because of the very simplifying model that does not capture the probability of blocking on different channels accurately. Moreover, the validity of this model for other types of message destination distribution, like spherical [3], has not been studied.
In this paper, we present an analytic technique for computing the communication delay in hypercubes. We model a deadlock-free routing scheme for finding the average delay of a message in the network. Our model is capable of handling any type of message destination distribution such as uniform and spherical. The model first finds the traffic rate of each channel. Second, we find the message delay of each channel. This message delay is a function of the message length and traffic rate of the channel. The traffic rate and the message delay are used to find the probability of blocking for each channel. Probability of blocking is a parameter that affects the message delay in a network. Finally, we compute the average message delay of the network and analyze its variation with traffic density. The model is also extended to virtual cut-through and random wormhole routing schemes.
The rest of the paper is organized as follows. Section I1 describes wormhole routing in hypercube systems. In Section III, we present an analytical model for finding the communication delay. Numerical results from analysis and simulation are analyzed in Section IV. The last section summarizes the research contributions.
PRINCIPLES OF OPERATION

A. Node Structure
Each hypercube node consists of a processing element (PE) and a communication controller (CC). The PE consists of a node processor and some local memory. The CC has a crossbar switch with (n+l)-inputs and (n+l)-outputs. The neighboring nodes are connected through n-input and n-output links. The local PE, attached to the CC, uses the other two lines. The structure of a node is shown in Fig. 1 . The CC can connect multiple inputs to multiple outputs simultaneously as long as there is no destination conflict. If multiple messages are to be delivered to the PE, it is assumed that the CC can accept all the messages.
B. Communication
The CC is responsible for all communication. It sends messages generated by the local PE over the network to the destination nodes. Each CC compares the destination address of a message with its own address. If they match, the message is delivered to the local PE. Otherwise, the CC chooses one of its neighboring nodes to transfer the message.
Message transfer between a source and a destination is based on wormhole routing. The mechanism of wormhole routing is the following. A message consists of a series of flits-a flit is the basic communication unit. The header flit carrying the routing information advances from node to node towards the destination, while the remaining flits follow in a pipelined fashion. A message cannot be interleaved on the same channel with any other message in wormhole routing since the regular flits do not have any routing capability. [lo] . One is called the LR routing (also called e-routing) scheme and the second one is known as the virtual channel scheme. In the LR routing, a message is routed from the source to the destination by selecting intermediate nodes such that the address bits gradually match from the MSB to LSB (left to right). Let the source and destination addresses be represented as (so.. . snp1) and ( d o . . . &-I), which differ in k-bit positions, for k 5 n. Then the source selects channel i such that the ith position is the first position from left (MSB) where the addresses differ. For example, in a &cube, if the source and destination nodes differ in bit positions {0,2,3,5}, the source sends the message through channel 0, the next intermediate node transfers the message through channel 2, the third one through channel 3, and the last node sends the message to the destination using channel 5. The LR routing scheme restricts the routing path between a source and a destination. In the virtual channel approach [lo] , a single channel is divided into two or more virtual channels and a cycle-free routing is employed. The LR routing is a simpler scheme compared to the virtual channel scheme.
COMMUNICATION ANALYSIS
Our analysis is based on the following assumptions.
A. Assumptions
1) Messages generated by a processor (node) have a Poisson distribution with a generation rate A, .
The message length is exponentially distributed with an average length i.
A PE can receive (consume) any number of messages (infinite nodal capacity).
Messages are routed using the deadlock-free routing (LR routing) scheme. Each CC has a finite buffer. The first two assumptions are common in any communication analysis to make the analysis tractable [12, 131. The message generation rate, A, , of a node remains the same, if each node has infinite buffer for outgoing messages. Otherwise, A, reduces when blocking in the network increases. Finite buffer capacity could result in retransmission, loss of message, or blocking as discussed in [12] . Since wormhole routing occupies channels until the message can move forward, it results in blocking. The throughput of the network decreases with more and more blocking. This is equivalent to a reduced generation rate. Here, we assume A, to be the reduced (adjusted) message generation rate of a node in steady state. Assumption 3) implies that there is no blocking of a terminating message at the destination node. This assumption implies any of two different implementations. First, there could be a large buffer to store all the terminating messages at the CC of the destination node. Thus the channel that connects the CC to PE has a different buffer size compared to other channels of the CC. Second, the messages can be accepted simultaneously by the destination processor. (The iWarp machine supports simultaneous message reception [ 141. ) Since random routing is susceptible to deadlock, we start with the deadlock-free LR routing scheme [7] , [lo] , [15] . We have also extended the analysis for random routing taking deadlock into consideration. Messages generated by a node could travel k-hops, for 1 5 k 5 n, in an n-cube. We assume that nodes reachable using the same number of links (hops) have the same probability of receiving a message. Let P k be the probability that a node generates a k-hop message to any of the ( : ) nodes. The term P k is useful in analyzing various patterns of message generation. For an n-cube with N nodes, P k = # implies uniform communication. Similarly, P k = is an example of spherical communication [3] .
B. Analysis
Trufic Analysis: The initial step of the analysis is to find the traffic on various channels connected to a node. Note that a CC has n-input channels and n-output channels (excluding the channels connected to the local processor). Now let us define various message rates at the input and output channels of a CC. Two types of messages arrive at a CC using the input channels. One is called a terminating message, since it is consumed by the local PE. The terminating message rate is A , .
The second type is called a transit message, since it passes through the CC using one output channel. Let us represent the total transit message rate at a CC as At. The local processor also generates messages at a rate A, (under steady-state). The transit and the generated messages use the output channels of the CC. Therefore, the total message rate at the output of a CC (over all the n output channels) is At + A, = A, . The IEEE TRANSACTIONS ON COMPUTERS, VOL. 43, NO. 7, JULY 1994 total message arrival rate at the inputs of a CC is the same as the total message departure rate from the outputs of the CC in steady state. A, represents the total message arrival rate (or departure rate) at a node.
Since messages are sent to the lowest numbered channel that has a differing bit with the destination, each output channel has a different new message handling rate in LR routing. Moreover, transient messages arriving from other nodes never use lower channel numbers than the one they arrived from. For example, if a message has to travel from node 0 to node 15, the differing bit positions between the source and destination are {0,1,2,3}. The message should use the lowest channel 0 for the first hop. Also, the message cannot use channel 0 after using channel 2. Let At,, be the transit message arrival rate from other nodes at channel s of a CC. Similarly, An+ represents traffic generated by the source node for channel s.
We now give expressions for the traffic rates in addition to other useful relations with Lemmas. Proofs for these Lemmas are deferred to the Appendix to improve the readability of the paper.
Lemma 1: The transient message arrival rate at channel s of a CC is given by where 0 5 s 5 (n -l ) , m = max(2,k -n + s + l), and 
k = l
The departure rate of messages from a node is the sum of the message generation rate A, and At. We have derived expressions for At and At,, in (2b) and (l), respectively. The next step is to find the message generation rate for each channel.
Lemma 3: New messages for channel s are generated at a rate A,+ by the local PE and is given by channel of a CC. Let channel in an n-cube.
is the same regardless of its position, and is given as Now, it is possible to find the total traffic for each output be the total traffic rate for each
The message rate for each channel in an n-cube
where ha is the average message hops given as Pk . k, and A, is the total traffic at the output of a CC. The probability that a channel is busy depends on the arrival rate and service rate of the channel. If a channel is occupied by other message(s), a newly arrived message waits until the channel is clear. Therefore, the probability of blocking is simply the probability that the channel is busy. The amount of time a channel is occupied by a message depends on the message length (assumption 2)) and the average length of the message@) that blocks it. Let Pb,+ be the probability of blocking for channel s. Now let us find the average length of a message that blocks an incoming message and results in blocking delay. Note that this would be different for different channels. For example, if a message is blocked at the last (n -1)th channel of a node, the average blocking in terms of message lengths is given by dn-l = ;i. Since the average message length is t, in an average, $1 flits would block a message. If a message is blocked at the (n -2)th channel, then the average blocking length is given as Delay Analysis:
where Pt,n-2 is the probability that the blocking message terminates after using the ( n -2)th channel. H{ n -1 I n -2) is the average number of hops the blocking message goes further after it uses channel ( n -2). In this case,
is 1 since ( n -1) is the last channel. The first term in the above expression represents the average length of the blocking message that terminates after using ( n -2)th channel. The second term represents the length of the blocking message when the blocking message at channel (n -2) uses channel The subscript s lies in the range 0 5 s 5 ( n -1).
The term H{j I s} represents the average number of hops a blocking message travels when it takes channel j after channel s. The second term in (5) represents the contributions to blocking length by different channels for s + 1 5 j 5 ( n -1). Now, we can find the average time a channel is occupied in terms of message lengths. Since the length a channel is occupied by a message is the same as the length the channel is blocked, the length a channel is occupied is twice the average length involved in blocking of a message, Le., 2 x d, for each channel s. Let us find the total delay of a generated message when it uses channel s as the first path. We define it as D, and write similar to (5) represents the probability that a message terminates after it uses channel s. Subtracting this from 1 gives the probability that the message is not an one-hop message. The denominator represents the summation of all probabilities that the generated message is not an one-hop message and its first route is channel s. The numerator summation term represents the average number of hops the generated message travels when it takes a channel j after using channel s. A detailed description of (8) follows from the proof of Lemma 5 given in the Appendix. The second term in (8) is the message length that contributes to the blocking delay at channel s. The first term t is the length of the actual message that is transmitted. Note that D, can be approximated as 2 x d,.
Probability of Blocking: Every blocked message waits until the blocking is cleared in wormhole routing. This implies that the channel (actually the CC) provides a queue for the blocked message. Since a blocked message could itself block other messages, a chained blocking is possible. In addition, a message accepted by the network is never lost due to blocking. Therefore, a channel behaves as an infinite queue as far as a blocked message is concerned, and we could model it as an M/M/l queue. The service time of the channel s is thus 2.d,.t, where tu is the time required to send a unit message (a flit) one hop. Since the system utilization of an M/M/l queue is p, the probability of blocking of channel s is given by
(9)
Knowledge of Pb,s is required to compute the adjusted message generation rate A,. Note that a channel (hence a CC) behaves as an infinite buffer for a transit message that is already accepted. However, the effect of blocking is different on the new message generation rate. It was assumed that a CC has a finite buffer (assumption v). This implies that if there is more traffic in the network, the probability that a channel would be busy (Pb,,) increases, which in turn reduces the acceptance of new messages. The steady-state message acceptance rate An by a network is thus dependent on the probability of blocking. The relation between An and A, for a channel s is expressed as Equation (9) shows that Pb,, is a function of the blocking length d,, i.e., the average message length that blocks a message at a channel. d , is also a function of Pb,s ( (5) 
, .
A n = (1 -p b , s ) A g .
closed-form solution of pb,s for each channel is very difficult to find due to this inter-dependency. Therefore, we compute Pb,s and the message delay for each channel iteratively using the following procedure.
Procedure for Computing Pb,s and D,:
Step 2) Find d, using (5)-(7).
Step 3) For all the channel s, do steps 4 and 5.
Step 4) Find the reduced message generation rate using (10).
Step 5) Find new pa,, using (9).
Step 6) If any one of the new Pb,s deviates more than a given tolerance <, repeat steps 2 to 5.
Step 7) Calculate D, for each channel using (8).
In a virtual cut-through network, a message is stored in an intermediate node if the communication link is blocked. Since the number of messages to be stored at a node due to blocking is theoretically unlimited, each node should have an infinite buffer. The original message generation rate A, is not reduced for infinite buffer capacity and A, = A, . This is also true for wormhole routing scheme with infinite buffer capacity at the CC. However, the probability of blocking is different. The probability of blocking for wormhole routing with infinite buffer increases since d, increases. The probability of blocking for virtual cut-through remains the same since the message is queued in an intermediate node and does not occupy the channel, i.e., Pb = +A, . i for any channel.
The delay that a message encounters depends on its entry channel. We can find average message delay for each channel from step 7 of the procedure to find Pb,,. We can then find the average message delay. Let tavg be the average delay. Each channel has a different message arrival rate of generated messages, given as A, , , . Hence, a weighted average is more appropriate than a simple average of message delay for each channel. The fraction of the generated message that goes to channel s is A, , , / A, . The weighted average message delay is thus step 1) Let pa,, be i . tu . A~,,.
Average Message Delay:
7%-1
The first term reflects the actual routing delay of a flit in the network. The second term represents the delay due to blocking (delay of blocking message) and the transfer of the message 1. Note that (8) includes both blocking message and 1. This is defined as the length of the total message that is transferred on channel s.
C. Random Routing
A disadvantage of LR routing scheme is that there is only one path between a source-destination pair. In contrast to LR routing, random routing provides multiple paths between any source-destination pair. It is an adaptive scheme where a path is selected based on the network traffic information available at a node. Random routing in hypercubes is studied in [7] , [8] , [16] . Random routing, however, can result in deadlock. We analyze the probability of blocking and the message delay of random routing under the assumption that an efficient deadlock-avoidance or a deadlock detection and removal scheme is available.
We know that the total traffic rate Ac,, for each channel is the same regardless of its position. The traffic rate of each channel under random routing is the same as that of the LR routing. The probability of blocking and the delay for each channel is thus the same regardless of its position. As discussed earlier, probability of blocking is a function of the message arrival rate and the message service time. Since the message arrival rate is %A, , the probability of blocking is Pb = %A, . tavg, for the average message delay denoted as tavg.
The average message delay under random routing also consists of two parts. One is the delay due to actual message transfer and the other is the delay due to blocking in the network. The delay due to message transfer is (I+ ha -1 ) .tu, where ha is the average number of hops between a sourcedestination pair. Hence, the average message delay is given by
The Pb (ha -1 ) term represents the average number of blockings encountered by a (ha -1)-hop message. If we assume that the CC has infinite buffer, then A, = A,.
Substituting pb in (12) and solving for tavg, we get The average message delay for the finite buffer can be obtained using (12) and (14).
Aghatavg
n + Aghatavg ' Pb =
IV. RESULTS AND DISCUSSIONS
We have done extensive simulation to validate this analytical approach. Fig. 2 shows the probability of blocking in a 10-cube system as a function of p, where p = A, .i. The message 1, 3, 5, and 7) show analytical results for wormhole routing with infinite buffer (A, = (1 -Pb)Ag) and finite buffer. The dashed lines (curves 2, 4, 6, and 8) show the corresponding simulation results. For infinite buffer, curves 1 and 3 show the probability of blocking of the highest channel and the lowest channel, respectively. It is observed that pb is different for the two channels and the difference increases with traffic intensity. Finite buffer results in less blocking compared to infinite buffer since the blocking degenerates the actual message generation rate as shown in (10). The adjusted message generation rate reduces the traffic in the network and so the probability of blocking reduces. Note that more blocking does not necessarily mean less throughput. Wormhole routing with infinite buffer is seen to have the worst Pa. These observations do not necessarily mean that wormhole routing with finite buffer is better than others in all situations. Since we are analyzing only distribution is uniform, i.e, Pk = fl Ntl. The In all these cases, the analytical and simulation results match within 5%. Fig. 6 shows the comparison between our analytical result and Dally's analytical and simulation results [13] . This figure is based on the infinite buffer capacity and is extracted from V. CONCLUSION We have presented an analytical model for predicting the performance of asynchronous hypercubes with a deadlockfree wormhole routing scheme as the communication protocol. Probability of blocking and average message delay are used as the performance metrics here. Our analytical model, unlike most of the earlier work, captures both the communication The work presented here is the first part of a comprehensive evaluation methodology that is currently under investigation. We are working on a structured bottom-up performance model consisting of three levels for hypercube computers. The lowest level captures the hypercube network topology and its communication protocol. -It gives the average communication delay that would be used in the analysis of the task/job execution time at the second level. The highest level would model the complete hypercube system as an open or closed queueing network to predict performance measures such as throughput or response time. This model would use the job execution time obtained at the second level as an input parameter. Performance evaluation of parallel architectures should consider architectural attributes and algorithm features. Unfortunately, none of the models reported so far for hypercubes (for that matter for most other architectures) is built upon this concept. The work presented here is the starting point of a structured methodology that we believe would be beneficial for characterizing parallel computers. S. Now let us analyze the number of different destinations a message can choose after it passes through channel s at node T. The channels for aj+l to U k routing paths should have larger numbers than s since the routing algorithm is LR. There are (n -s -1) numbers larger than s and smaller than n (since channels are numbered 0 to n -1). From these (n -s -1) numbers, we can choose (k -j ) numbers for the routing paths aj+l to a k . These selected routing paths for aj+l to U k lead to different destination nodes for the message, and all of them are k-hops away from node S.
Similarly, let us consider the number of possible source nodes that can provide the routing path R defined above. The channels from a1 to aj-1 should have smaller values than s.
There are s such numbers since we can include channel 0.
From these s numbers, we are allowed to choose ( j -1) different numbers as the previous routing paths before the message takes channel s. All these routing paths imply different source nodes. Hence, the number of messages that pass through channel s at node T in the jth hop is ( j : l ) ( n ; : i l ) . 
Multiplying that with
5
The above expression can be applied to compute at any channel of a node since T and s were selected at random. 0 Let T be any node in an n-cube. Each node can either send a message to node T or can send a message that passes through node T. For the first case, let us determine the terminating message rate Am. If a node S which is k-hops away from node T generates a k-hop message, node T can be one of the (i) nodes which can receive the message. The probability that it will arrive at node T is and, therefore, the arrival rate is B. There are (i) nodes that are k-hops away from node T and all of them can send final expression thus simplifies to (3).
where mm = max(1,k -n + s + 1) and A4 = min(s + 1,k). E,"=,, (jSl)( k-j ) reduces to (;I:) by combinatorial simplification. Thus, the above expression simplifies to E;=, P k . I c A n i . Since E;=, P k . k = ha is the average number of message hops, the final form is ;&An. The final equation of Ac,s is no longer dependent on the channel number s. This implies that all channels have identical traffic, given Let us assume that a message has encountered a blocking message. If the blocking message terminates at the next node, the overall length of the blocking message would be simply ;I. If the blocking message takes a next routing channel, the delay of the next routing step should be reflected in the analysis. Let the blocking message currently hold channel s and require channel j at the next node. The blocking message in channel s goes further using channel j after channel s. Hence, the term P b , j .H{jls} of (5) represents the average number of blockings encountered by the blocking message when it takes channel j after channel s. Multiplying this term with d j , gives the average length of the message that blocks channel s. Since j must be greater than s in an LR-routing scheme, the average message blocking length of a higher channel is computed before the computation of the blocking length of a lower channel. A higher channel blocking length is used in finding the blocking length of lower channels.
To find the blocking time, we have to compute the probability that the blocking message terminates after it uses the channel. Pt,, of (5) represents the probability that the message terminates at the next node after using channel s. To find Pt,,.
let us assume R = {al,. . , a,} be the routing path of an r-hop message which has a path through channel s. Only one channel is s in R since all the hops should be distinct. If a, = s, the message terminates after it uses channel s. Hence, the message arrival rate to channel s is the sum of all messages that use s as the last channel. It is given as Subscript k is used to indicate the number of hops that were used before the message arrives at channel s. The number of possible messages with (k+ 1)-hops is (kyl). P k + 1 represents the probability of generating a (k + 1)-hop message. Now let us find all possible messages that use channel s.
Let P be the routing path of a message which passes through channel s such as P = { a l , . . . , U k , s, bl,. . . , b,}. For the hops it takes before occupying channel s, the same argument used to derive (Al) can be applied. If the number of hops after the message passes through channel s is 0, the message terminates at the next node. If m > 0, the message takes a next routing hop. For m = 1, the next routing hop would be from one of the (n -s -1) channels which are greater than s (due to LR routing). Therefore, the total message arrival rate that passes through channel s is given as By substituting m = 0 in (A2), we get (Al). Dividing the number of messages that terminate after using channel s by the total number of messages that pass through s, we get Pt,, as $$.
A similar argument can be applied to prove (7) . In this case, m is at least 1 for (A2) since the blocking message always takes another path after using channel s. For the numerator part in (7) , m varies from 0 to (n -j -1) as a message takes higher routing hops after using channel j . Since we are interested in finding the average number of hops a message travels after using channel s, the number of hops (m + 1) is 0 multiplied by P m + k + z in the numerator.
