One of the main organizing principles in real-world social, information and technological networks is that of network communities, where sets of nodes organize into densely linked clusters. Even though detection of such communities is of great interest, understanding the structure communities in large networks remains relatively limited. Due to unavailability of labeled ground-truth data it is practically impossible to evaluate and compare different models and notions of communities on a large scale.
INTRODUCTION
Nodes in networks organize into densely linked groups that are commonly referred to as network communities, clusters or modules [9, 23] . Studying networks at the level of communities is very useful as there are many reasons why social, information and technological networks organize into communities. For example, society is organized into groups, families, friendship circles, villages
We build on models of affiliation networks [5, 14] and develop the Community-Affiliation Graph Model (AGM) which reliably reproduces the organization of networks into communities and the overlapping community structure. In the affiliation network, memberships of nodes to communities are modeled with a bipartite graph, where on the "left" we have the nodes of the social network, and on the "right" are the nodes representing communities. The edges of this bipartite graph model node-community affiliations. The central idea in generating social networks based on the affiliation network is that links among people stem from one or more common or shared community affiliations [5] .
In our model communities arise due to shared group affiliations [5, 26, 7] . We model the probability of an edge between a pair of nodes as a function of the communities that the two nodes share. Community assignments in our model are probabilistic which allows for flexibility in the structure of community overlaps. We mathematically analyze the AGM and obtain rigorous results showing that the model leads to community structure and overlaps as observed in real data. Experiments on a range of network datasets establish that the AGM reliably captures node community memberships, internal structure of the groups and generates realistic group overlaps.
Overall, our work has three main contributions:
• Identification of networks with explicit notion of groundtruth communities.
• Novel observation that community overlaps are densely connected.
• Community-Affiliation Graph Model that explains the emergence of dense community overlaps and accurately models network community structure.
Our results have implications in several contexts:
• Design of new community detection methods: Nearly all community detection methods assume sparse community overlaps [22, 1] . This means that these methods cannot properly detect communities in large networks -they would either mistakenly identify the overlap as a separate community or merge two overlapping communities into a single community. Thus, our findings have important implications for the development of new network community detection methods.
• Evaluation based on ground-truth communities: Our identification of networks with explicit ground-truth communities allows for quantitative evaluation: based on ground-truth communities we can evaluate the accuracy, i.e., what fraction of the members of the ground-truth community a particular method identified.
• Synthetic benchmarks: Our model can be used to generate synthetic benchmark datasets for evaluation and analysis of network community detection methods.
RELATED WORK
It is important to note the fundamental contrast between one of our main findings here -that the community overlaps are denser than communities themselves -and a massive body of work on network community detection (i.e., unsupervised graph clustering problem of inferring communities; see [28, 25, 9] for surveys of this area). While community detection work seeks to infer potential communities in a network based on density of linkage, we start from the other end of the problem. We start with a network in which the communities have already been explicitly identified and seek to model their structure. Thus, our work here is directly relevant for community detection as it identifies the properties of real communities and a presents a realistic model. A natural next step (that we do not address here) is then to fit the model to a given graph and identify communities.
We also note that the finding that community overlaps are denser than communities themselves nicely extends the notion of homophily in networks [19] . The 'strength of weak ties' [10] and small-world models [29] lead to the idea that homophily in networks operates in small pockets where inside the pocket nodes link strongly among themselves, and weakly to other pockets. In this respect our work here represents an extension to the understanding of homophily. In a sense we are discovering pluralistic homophily 1 where the similarity of one node to another is the number of shared affiliations, not just their similarity along a single dimension. This view of tie formation is consistent with the works of Simmel [26] on the web of affiliations, and Feld [7] on focused organization of social ties. In both views networks compose of overlapping tiles or social circles that serve as organizing principles of nodes in networks.
There has also been considerable work on probabilistic models for graph generation. The discovery of degree power-laws and other properties of static and dynamic graphs led to the development of random graph models that exhibited such properties [12, 14, 17, 29] . See [21, 6] for surveys of this area. The main difference here is that our goals are more ambitious as we aim to accurately model both the overall network structure as well as the node community memberships and the overlaps of communities.
Our Community-Affiliation Graph Model (AGM), which produces realistic graphs as well as community overlaps, is an example of a bipartite affiliation network model [5, 14, 31] . Affiliation networks have been extensively studied in sociology [5] as a metaphor of classical social theory concerning the intersection of persons with groups, where it has been recognized that communities arise due to shared group affiliations [5, 26] . In affiliation network models, nodes of the social network are affiliated with communities that they belong to and the links of the underlying social network are derived based on the community affiliation network. The most related to our model is the work of Lattanzi and Sivakumar [14] who studied the macroscopic evolution of networks and proposed an affiliation network model for social networks. They proved that networks arising from the model exhibit power-law degree distributions, densification power law and shrinking diameter. There is a small but crucial difference between the two models. [14] posed a model where edge creation probability decreases with community size. We relax this assumption and allow AGM communities to have arbitrary edge probabilities. This way Community-Affiliation Graph Model acquires the necessary flexibility to accurately model the community structure of real-world networks.
DATASET DESCRIPTION
We aim to identify networks where nodes explicitly state their community memberships. Ideally such ground-truth communities would be real communities with shared values, mutual influence and common purpose or function. We consider a set of 6 large social, collaboration and information networks, where for each network we identify a graph and a set of ground-truth communities. We identify networks where nodes explicitly state their groundtruth community memberships. Members of these ground-truth communities share properties or attributes, common purpose or function. We did our best to identify networks in which such groundtruth communities can be reliably defined and identified. Networks that we study come from a variety of domains. Their size ranges from hundreds of thousand to hundreds of millions of nodes and billions of edges. First we consider online social networks (the LiveJournal blogging community [3] , the Friendster online network [20] , and the Orkut social network [20] ) where users create explicit groups which other users then join. Such groups serve as organizing principles of nodes in social networks and are focused on specific topics, interests, hobbies, affiliations, and geographical regions. Communities range from small to very large and are created based on specific topics, interests, hobbies and geographical regions. For example, LiveJournal categorizes communities into the following types: culture, entertainment, expression, fandom, life/style, life/support, gaming, sports, student life and technology. For example, there are over 100 communities with 'Stanford' in their name, and they range from communities based around different classes, student ethnic communities, departments, activity and interest based groups, varsity teams, etc. Overall, there are over three hundred thousand explicitly defined communities in LiveJournal. Figure 1 gives the statistics of group sizes and the number group memberships of nodes in LiveJournal. Similarly, users in Friendster as well as in Orkut define topic-based communities that others then join. Both networks have more than a million explicitly defined groups and each user can join to one or more such groups. We consider each group as a ground-truth community.
The second type of network data we consider is the Amazon product co-purchasing network [15] . The nodes of the network represent products and edges link commonly co-purchased products. Each product (i.e., node) belongs to one or more hierarchically organized product categories and products from the same category define a group which we view as a ground-truth community. This means members of the same community share a common function or role, and each level of the product hierarchy defines a set of hierarchically nested and overlapping communities.
Finally, we also consider the collaboration networks of DBLP and IMDB [3] where nodes represent authors/actors and edges connect nodes that have co-authored a paper/co-appeared in the movie. In DBLP we use publication venues as ground-truth communities which serve as proxies for highly overlapping scientific communities around which the network then organizes. In IMDB we found that language is a good way of defining ground-truth communities. Table 1 gives the dataset statistics. Observe that the size of networks ranges between hundreds of thousands to hundreds of millions of nodes and billions of edges. The number of ground-truth communities varies from hundreds to millions and there is also a nice range in group sizes and the node membership distribution.
All our networks are complete and publicly available: LiveJournal [3] , Friendster [20] , Orkut [20] , Amazon [15] , DBLP [3] and IMDB [3] . 2 For each of these networks we identified a sensible way of defining ground-truth communities that serve as organizational units of these networks. Note that we are careful to define ground-truth communities based on common affiliation, social circle, role, activity, interest, function, or some other property around which networks organize into communities [7, 10] .
Even though our networks come from very different domains and have very different motivation for formation of communities the results we present here are consistent and robust. Our work is consistent with the premise that is implicit in all network community literature: members of real communities share some (latent/unobserved) property or affiliation that serves as an organizing principle of the nodes and makes them well-connected in the network. Here we use these groups around which communities organize to explicitly define ground-truth. And, as we will later see, the ground-truth communities exhibit connectivity patterns that match our intuition of communities as densely connected sets of nodes.
Data preprocessing.
To represent all networks in a consistent way we drop edge directions and consider each network as an unweighted undirected static graph. Because members of the group may be disconnected in the network, we consider each connected component of the group as a separate ground-truth community. However, we allow ground-truth communities to be nested and to overlap (i.e., a node can be a member of multiple groups at once).
STRUCTURE OF COMMUNITIES
We now proceed to discuss our empirical findings that motivate the model we later develop. We focus our analyses on two aspects of connectivity structure of ground-truth communities: First, we investigate the connectivity properties of communities, i.e., we study the structure of induced graphs on the set of community members S. Second, we study connectivity patterns of community overlaps and investigate the amount of edge clustering in the overlap versus the clustering in the non-overlapping parts of the community.
Connectivity of communities.
We first examine the relation between the size of the community (i.e., |S|) and the number of edges between the nodes of the community (ES = {(u, v)|u, v ∈ S, (u, v) ∈ E)}). Figure 2 (a) shows the relation. Interestingly, across the range of datasets we consistently observe a form of the Densification Power Law [16] where the number of edges in the community increases superlinearly with the community size, |ES| ∝ |S| α . We observe that all three online social networks (Orkut, LiveJour- nal and Friendster) have densification exponent α ≈ 1.5. We also note a similar exponent for IMDB. On the other hand DBLP and Amazon have lower value of α ≈ 1.1. However, it is important to correctly interpret these findings. Even though the absolute number of one's friends that are in the community increases with the size of the community (i.e., the number of edges increases superlinearly with the number of nodes), the fraction of community members whom one is friends with (i.e., density of the community) decreases with the community size (since α < 2). This suggests that when the community is small, its members build relationships among themselves, whereas in a large community, members are less embedded into the community.
The distinction between small and large communities becomes even clearer once we examine the existence of a connector/hub node in the community. To investigate this, we first define the Internal Degree (ID) din(u, S) of node u in a community S to be the number of members of S to which u is connected, din(u, S) = |{v|v ∈ S, (u, v) ∈ ES}|. Then we define the Maximal Internal Community Degree Fraction (ICDF) fin(S) of community S to be the maximal fraction of community members any member node is connected to, fin(S) = maxu∈S din(u, S)/|S|. For example, a Maximal ICDF of 0.7 of community S means that there exists a node u ∈ S that is connected to 70% of all of the members of S. Figure 2 (b) plots the average Maximal ICDF as a function of community size. We observe that in communities smaller than ≈100 nodes, there exist connector nodes that link to more than 80% of all the community members. However, as the community size increases beyond 100, the Maximal ICDF tends to quickly decrease. This is interesting as it suggests that smaller communities tend to organize themselves around connector node(s) and thus share common bonds. There are two exceptions to this both of which can be nicely explained. Amazon is a product co-purchasing network and thus there is no internal reason why such connector nodes should exist. And the presence of a connector node in the DBLP network would suggest existence of special publication venues where the connector node would co-author all the papers, which again is not realistic.
Edge probability as a function of shared communities. Communities in networks form overlaps when there exist nodes that belong to multiple communities. Figure 3(a) illustrates the setting of two communities A and B, and nodes that belong to both communities reside in the overlap O. We study the structure of group overlap by simply asking what is the probability that a pair of nodes is connected if they share k common community memberships, i.e., the nodes belong to the overlap of k communities. Figure 4 plots this probability (the red 'Data' curve) for all six datasets. The figure also plots (the green 'AGM' curve) the same quantity as modeled by our Community-Affiliation Graph Model that we will describe in the next section.
First, notice that all curves are generally increasing. This means that, the more communities a pair of nodes has in common, the higher the probability of an edge. In LiveJournal, for example, if a pair of nodes has 8 groups in common, the probability of friendship is nearly 80%. To appreciate how strong the effect of shared communities is on the edge probability, one has to note that all our networks are extremely sparse. The background probability of a random pair of nodes being connected is ≈ 10 −5 , while as soon as a pair of nodes shares two communities, their probability of linking increases by 4 orders of magnitude (from 10 −5 to 10 −1 ). We note that all other data sets have similar shapes -the probability of a pair of nodes being connected approaches 1 as the number of common communities increases. While in online social networks the edge probability exhibits a diminishing-returns-like growth, in other datasets (IMDB, DBLP, Amazon) it appears to follow a threshold-like behavior.
In retrospective the above result is very intuitive. For example, in the context of social networks two students that belong to both a Tuesday salsa club and a Sunday Movie club are more likely to meet each other than if they would belong to only a single club. Thus, the more communities nodes share, the more likely they are to meet and interact. Communities thus serve as organizing principles of nodes in social networks and are created on shared affiliation, role, activity, social circle, interest or function.
Connector resides in the overlap. The next question we investigate is whether the connector node (the node that is connected to the most other members of a community) belongs to the overlap. We extract all pairs of communities (A, B) that have non-empty overlap O, and then compute the probability that the connector of community A is in the overlap O. Figure 5 shows this probability as a function of the fraction of nodes in the community overlap (|O|/|A|). If the connector node would be a random node in a community, then the probability of a connector node belonging to the overlap is equal to the fraction of the nodes in the overlap, i.e., the probability of connector being in O is |O|/|A|. However, we find that the probability of connector being in the overlap increases super-linearly with the size of the overlap in all the data sets. This demonstrates that connector nodes tend to reside in group overlaps and are not central to a single community.
Based on all these results, we believe that the dense community overlaps in our study reflect a fundamental property of the underlying networks. Understanding the possible causes for this property will be the subject of the next section.
IMPLICATIONS OF DENSE COMMUNITY OVERLAPS
Even though our findings above are intuitively natural, we note a sharp contrast between the current understanding of network communities and our findings. Present view of network communities is based on two fundamental social network theories: triadic closure [29] and 'strength of weak ties' [10] . Building on these two theories leads to a picture of network communities as illustrated in Figure  6 (a): Nodes inside communities link densely to one another while there are relatively few edges between the groups. Early works on network community detection, e.g., Newman's betweenness centrality [9] , Modularity optimization [9] as well as graph partitioning methods all adopt this view of network communities. This view of communities has another important consequence. It suggests that homophily in networks operates in small pockets where nodes gather in dense non-overlapping clusters (Fig. 6(a) ).
In networks communities also tend to overlap as nodes can belong to multiple communities at once (and thus residing in the over- : Edge probability between two nodes given the number of common communities that they belong to.
lap) [22] . Applying the conventional view of network communities in this case leads to the (unnatural) structure of community overlaps as illustrated in Figure 6 (b). Present models of overlapping communities [1, 13, 22] assume that community overlaps are less densely connected than the groups themselves. This means that they assume that the probability of an edge between a pair of nodes decreases with the number of shared community memberships. As a consequence this means that present methods cannot properly detect communities in large networks -they would either mistakenly identify the overlap as a separate community or merge two overlapping communities into a single community. Our finding that, the more community affiliations a pair of nodes shares, the more likely they are connected, suggests community overlaps as illustrated in Figure 6 (c). This view of network formation differs from what has been assumed in the past and is consistent with early works in social network analysis. In particular, works of Simmel on the web of affiliations [26] , and Feld on the focused organization of social ties [7] view networks as being composed of overlapping tiles or social circles that serve as organizing principles of nodes in networks. Our work suggests exactly the same analogy: Network community can be thought of as overlapping tiles and areas of the network where more tiles overlap naturally contain more connections.
With respect to homophily, our work extends its notion. In a sense we are discovering pluralistic homophily where the similarity of one node to another is the number of shared affiliations, not just their similarity along a single dimension. This means that homophily does not operate in concentrated pockets but rather as overlapping tiles. Last, the fact that regions of the network where communities overlap are more densely connected also nicely explains the co-existence of communities and the global core-periphery structure that has been observed in many networks [18] . In the following, we would like to find some simple, conceptual model of behavior, which could naturally lead to the phenomena that we have observed. Building on Breiger's foundational work [5] where it has been recognized that communities and "cliques" arise due to shared group affiliations [5, 26, 7] , we present the Community-Affiliation Graph Model (AGM), a family of simple probabilistic generative models for graphs that capture the observed phenomena and reliably reproduce the organization of networks into communities and the overlapping community structure.
COMMUNITY-AFFILIATION GRAPH MODEL
Community-Affiliation Graph Model. We build our model on the following intuition. Consider a pair of people that are members of several different interest based communities. Then, by having more interests in common, they are more likely to meet and link. Our model is thus based on two main ingredients. First ingredient is a bipartite affiliation network that links nodes of the social network to communities that they belong to. The second ingredient is the insight that each community also carries a single parameter that captures the probability that nodes belonging to that commu- nity to share a link. Thus, naturally, the more communities a pair of nodes shares, the higher is the probability of linking. Figure 3(b) illustrates the essence of our model. We start with a bipartite graph where the nodes at the bottom represent the nodes of the social network and the nodes on the top represent communities. The edges between nodes of the social network and the communities indicate community memberships. We denote the bipartite affiliation network as B(V, C, M ), where V denotes the set of nodes of the original social network G, C is a set of communities, and there is an edge (u, c) ∈ M from node u ∈ V to community c ∈ C if node u belongs to community c. Now, given the affiliation network B(V, C, M ), we want to generate a social network graph G(V, E). To achieve this we need to specify the process which generates the edges E of G given the affiliation network B. We consider a simple parameterization where we assign a parameter pc to every community c ∈ C. Parameter pc models the probability of an edge between two members of community c. In other words, we simply generate an edge between a pair of nodes that belong to community c with probability pc. Each community c creates edges independently. However, if the two nodes have already been connected via some other common community membership, then the duplicate edge is not included in the graph G(V, E). Definition 1. Let B(V, C, M ) be a bipartite graph where V is a set of nodes, C is a set of communities, and an edge (u, c) ∈ M connects node u ∈ V to community c ∈ C if u belongs to community c. Also, let {pc} be a set of probabilities for all c ∈ C. Given affiliation network B(V, C, M ) and {pc}, the CommunityAffiliation Graph Model generates a graph G(V, E) with the node set V and the edge set E as follows. For each pair of nodes u, v ∈ V , the AGM creates edge (u, v) ∈ E with probability p(u, v):
where Cuv ⊂ C is a set of communities that u and v share (Cuv = {c|(u, c), (v, c) ∈ M }).
Note that this simple process already ensures that pairs of nodes that belong to multiple common communities are more likely to link. This is due to the fact that nodes that share multiple community memberships get multiple chances to create a link. For example, pairs of nodes in the overlap of communities A and B in Figure 3 (b) get two chances to create an edge. First they can get connected with probability pA (due to their membership in community A) and then also with probability pB (due to membership in B). While pairs of nodes residing in the non-overlapping region of A link with probability pA, nodes in the overlap link with probability 1 − (1 − pA)(1 − pB) = pA + pB − pApB ≥ pA, which already ensures that overlaps of communities are more densely connected than the non-overlapping parts.
Last, we also point out the flexible nature of the CommunityAffiliation Graph Model, which allows for modeling a wide range of network community structures. The flexibility of the affiliation network structure allows for modeling non-overlapping, hierarchically nested as well as overlapping communities (Figure 6 ).
Properties of the AGM. The elegant nature of our models allows for mathematical analysis. Next, we derive several properties of the AGM networks that match the observations from Section 4. The aim of the analysis is to provide simple analytical results that illustrate that the AGM naturally obeys the empirical observations. Figure 2(a) ).
in the simplified AGM, we have |Ec| ∝ n 2−β c . As β < 1, |Ec| grows super-linearly.
OBSERVATION 2. The fraction of connected neighbors in the overlap of two communities is higher than in the non-overlapping part of a single community.
Proof Sketch The fact naturally follows from Definition 1. Figure 5 ).
OBSERVATION 3. Given communities A, B and their overlap O, the probability that the connector node (the node that is connected to most other members of a community) of A is in overlap O is higher than |O|/|A| (Observation in
Proof Sketch AGM generates edges among the nodes in community A (node set nA) independently with probability pA (Gn A ,p A ), and edges among the nodes in B independently with prob. pB (Gn B ,p B ). Let Xo be the event that a particular node o ∈ O is the connector of A. The probability of the connector node being in O is the sum of Xo for each o ∈ O, o∈O p(Xo), which is |O| · p(Xo) as p(Xo) is the same for any o ∈ O. Now, it suffices to show that p(Xo) > 1/|A|. Xo is equivalent to the event that the internal degree of o and A, din(o, A), is the maximal among din(u, A) of all u ∈ A. o is connected to other nodes in A by both Gn A ,p A and Gn B ,p B as Gn B ,p B connects o to other nodes in O ⊂ A. Only if Gn B ,p B does not make any connection between o and other members in O, din(o, A) has the same distribution as din(u, A) of any other u ∈ A, and thus p(Xo) = 1/|A|. However, Gn B ,p B connects o to other members in O with positive probability, and thus p(Xo) is strictly higher than 1/|A|. Figure 4) . -overlapping, (b) nested, (c) overlapping. In (a) we can assume that nodes in disjoint communities connect with small prob. ε which allows for sparse links between communities A and B.
OBSERVATION 4. If pc = p for all communities c, the conditional edge probability between two nodes is an increasing function of the number of communities that the both nodes belong to (Observation in
Proof Sketch When two nodes belong to k common communities, the AGM connects the two nodes with probability 1 − (1 − p) k , which is an increasing function of k.
MODEL EVALUATION
Having defined the AGM, we now proceed to investigate its properties. We perform a set of simulation experiments and compare our model to other models of network community structure. For each network, we generate a synthetic network with the AGM, and then compare the synthetic network and the synthetic community structure to the structure of the real network. For a comparison, we use the model of network community structure proposed by Lancichinetti et al. [13] . We refer to the model as the LFR. The LFR model is the state-of-the-art model for generating networks with overlapping community structure that can then be used for evaluating community detection methods. Our goal is to understand whether the AGM qualitatively reproduces structural properties of real networks, real communities and real community overlaps.
Experimental setup. In order to compare real networks to the synthetic networks generated by the AGM and LFR, we need to set parameters of both models. Both the AGM and the LFR require bipartite affiliation networks, and for simplicity we construct the community affiliation network from the node community membership information. Then, we use maximum likelihood estimation to fit the parameters of the LFR as well as the AGM. For AGM, we fit a set of probabilities {pc}. (We discuss the fitting of {pc} via convex optimization in the next subsection.) The LFR requires the following parameters: the power-law coefficient of the network degree distribution and the fraction of external edges of each node. We estimate these parameters from the real network using maximum likelihood estimation. Note that when computing the community internal degree of a node, LFR penalizes nodes in the overlap: the internal degree is inversely proportional to the number of communities that the node belongs to. Therefore, LFR also assumes sparse community overlaps.
We then compare the networks synthesized by the two models to the ground-truth networks. We investigate three criteria: structure of communities, structure of community overlaps, and structure of the networks themselves. For each of the six datasets we repeat the measurements from Section 4 on real and on synthetic networks and examine the performance of the two models. For brevity we focus on LiveJournal and refer the reader to the extended version of the paper [30] for results on other datasets.
Estimating pc via convex optimization. Given a graph G(V, E) and a bipartite community affiliation network B(V, C, M ), we aim to find parameters {pc} that maximize the likelihood of observed edges in G: 
By applying Eq. 1 we transform the optimization problem to:
with constraints 0 ≤ pc ≤ 1. This optimization is nontrivial to solve. The objective function is non-convex as it involves a product over the variables p k . Now, we show that it can be converted to a convex optimization problem.
We maximize the logarithm of the likelihood and perform a change of variables
and constraints 0 ≤ pc ≤ 1 become xc ≥ 0. This transformed problem is a convex function of {xc} and thus the globally optimal optimal values of {xc} can be efficiently found. Then, by the change of variables, we find the values of {pc}.
Evaluation: Properties of communities. First, we compare the connectivity patterns of communities in the synthetic networks to the ground-truth LiveJournal network. We perform measurements analogous to those in Figure 2 and plot the results in Figure 8 . We overlay the original results from LiveJournal ( Figure 2 ) with the properties of communities in the synthetic AGM and LFR networks. We observe that the AGM much better captures connectivity patterns of communities. For example, communities in the AGM tend to have connector nodes when the community size is smaller than 100 nodes (Figure 8(b) ). Similarly, the AGM also captures the community densification power-law nearly perfectly (Figure 8(a) ).
Evaluation: Community overlaps. In Section 4, we observed that nodes in the overlap (multi membership nodes) have higher connectivity than the nodes not in the overlap (single membership nodes). We also noted that an overlap is likely to contain the connector node of the group, and the overlap becomes denser as more groups join the overlap. We examine how well the two models mimic these patterns of group overlaps.
First, we found that the edge probability between a pair of nodes is an increasing function of the number of communities that the nodes share (Figure 4 ). Figure 9 (a) plots the edge probability as a function of the number of common communities between a pair of nodes for the LiveJournal network and compares it to the two models. Notice that the AGM successfully reproduces the edge probability, while LFR fails to model the fact that nodes that share more communities tend to be more likely to be connected. In fact, Figure 4 shows the edge probability for all six datasets (red lines) and the same probability as modeled by the AGM (green lines). Notice that the AGM is able to capture a wide range of behaviors -from diminishing-returns (Fig. 4(a) ), S-shape (Fig. 4(d) ) to a slowly rising pattern (Fig. 4(f) ) Second, we also observed that real communities have a connector node and the connector node is more likely to exist inside the overlap ( Figure 5 ). We validate the presence of the connector node in synthetic communities in Figure 9 (b). We compute the probability that the overlap O between two communities A and B has a connector node of either community A or B. Notice a very close fit to the LiveJournal network. In contrast, in LFR, the probability of a connector being in the overlap is much lower, which confirms that the overlaps between LFR communities are less dense than a single community. This is interesting as it explains why communities in the AGM tend to have connector nodes (Figure 8(b) ). Since edges inside each AGM community are created independently (which by itself does not produce skewed node degrees) we would naturally expect that all the nodes would have similar degrees and no connector nodes would emerge. However, since the overlaps are dense, the nodes in the overlap tend to have higher degrees and emerge as connector nodes (Fig. 8(b) ). LFR explicitly forces a heavy-tailed degree distribution which makes a few nodes have very high degrees. However, LFR communities do not have a connector node. This is because LFR prevents the nodes in the overlaps from forming edges in a single community and thus the connector node links to a small fraction of community members.
We now briefly mention the performance of the AGM on all other datasets. For each structural property, we measure the quality of fit between that property in the synthetic AGM and LFR networks and the real data. We apply the Kolmogorov-Smirnov (KS) statistic, which is a non-parametric way of quantifying the distance between two distribution functions. Given two distribution functions f (x), g(x), i.e., plots of the same structural property, the KSstatistic computes the maximum difference between the cumulative area under the two curves, KS(f, g) = sup x | x f (t)dt − x g(t)dt|. We compute the KS-statistic between the AGM curve (or the LFR curve) and the true curve for all the following properties:
• VOL: Edges inside the community. Table 2 : Community connectivity and overlaps: Relative improvement in the KS-statistic of the AGM over LFR.
• MID: Maximum Internal Community Degree Fraction.
• EP: Edge probability between nodes.
• PC: Probability of a connector residing in the overlap.
• OO: Fraction of connected neighbors in the overlap.
• AABB: Fraction of connected neighbors in a community. Table 2 reports the relative improvement in the KS-statistic between the two models (the difference between the two models normalized by the larger value of the two). The value of the relative improvement can be between 1 (the AGM completely outperforms LFR) and -1 (LFR completely outperforms the AGM). The AGM shows a relative improvement of 60%, which means that the AGM outperforms LFR by a factor of 2. Furthermore, the AGM shows significantly lower average KS-statistics in every property as well as on every network. Overall, we conclude that the AGM reliably captures the properties of real overlaps and real groups and significantly improves over previous state of the art models.
Evaluation: Network properties. Last, we also study whether the AGM is able to generate overall realistic networks. We examine how well the global structural properties of the synthetic networks match the properties of the ground-truth network. For each of the networks synthesized by the AGM and LFR, we quantify the degree of agreement between the real and synthetic network by computing the KS-statistic on the following network properties:
• Degree distribution (Deg): histogram of the number of edges of a node. Networks tend to have power-law degrees [2] .
• Clustering coefficient (CCF): distribution of clustering coefficient of nodes [29] .
• Hop plot (Hop): the number of reachable pairs of nodes in less than x hops [16] .
• Triad participation (TP): the number of triangles that a node participates in [27] .
• Eigenvalues (EigVal): distribution of eigenvalues of the adjacency matrix [6] .
• Eigenvector (EigVec): distribution of components in the eigenvector associated with the largest eigenvalue [6] . Table 3 shows the relative improvements in KS-statistics of the AGM over LFR. The AGM network follows very closely the patterns of the ground-truth network for most properties, like the degree distribution, triad participation, and eigenvalues. The only exception where LFR outperforms the AGM is the Eigenvector. The AGM exhibits 9% better fit (KS-statistic) than LFR for Degree distribution, 221% for Clustering coefficient, 7% for Hop distribution, 120% for Triad participation, and 122% for Eigenvalues. For the Eigenvector property, the LFR exhibits a 17% better value. Overall, these results demonstrate that the AGM is not only able to reliably capture the structure of network communities and community overlaps but that it also accurately generates the underlying networks. 
CONCLUSION
In this paper we identified a set of networks with explicitly defined ground-truth communities. This allowed us to investigate the structure and overlaps of ground-truth communities in networks. We observed that the overlaps of communities are more densely connected than the non-overlapping parts of communities, which is in contrast to assumptions made by present community detection models and methods. We also observed that ground-truth communities contain high-degree hub nodes that reside in community overlaps and link to most of the members of the community. We then presented the Community-Affiliation Graph Model (AGM), a conceptual model of network community structure, which reliably captures the overall structure of networks as well as the overlapping nature of network communities.
Our results have relevance in multiple settings. First, our analysis sheds light on the organization of complex networks and provides new directions for research on community detection. Second, ground-truth communities offer a reliable ground-truth for community evaluation that was impossible to do before. Last, the AGM provides a realistic benchmark network on which new community detection algorithms can be developed and evaluated.
A natural step for future work is build on these findings and design community detection methods that can detect dense overlaps. Explicitly maximizing the likelihood defined in Eq. 2 over both the affiliation graph B as well as the parameters pc would be a good step in this direction.
