Abstract-Wireless RF power transfer requires the deployment of multiple energy transmitters (ETs) to cover an entire area of interest. This letter aims at bounding the minimum cumulative power that ETs need to inject into the network, such that the recipient nodes harvest sufficient power to operate. The main findings are that, in the worst case, this scales as O(s 1−α/2 ), where s and α are the number of ETs and the channel path loss. That is, the overall power decreases with the number of ETs. It is also shown that sophisticated design for power transmission can further improve the scalability by s −1 .
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I. INTRODUCTION
W IRELESS RF power transfer has transitioned from proof-of-concept deployments to commercial products over the recent years, indicating its feasibility in powering unattended Internet of Things (IoT). This approach consists of harvesting the RF radiation from controllable energy transmitters (ETs) to supply the power demands of the networked nodes [1] .
The high path-loss of the RF signal in free-space constrains the range of the transmission of energy to relatively short distances (i.e., up to a few tens of meters) [2] . Hence, considerable efforts have been undertaken for extending the power transfer range to cover a larger area, within the limitations of the regulatory bodies (e.g., FCC), ET hardware costs, and the specific capabilities of the ETs [1] . One such viable direction involves using antenna arrays and directional antennas that allow harvesting energy from 60 μW of incident power, with the receiver placed a considerable distance away from the energy source (i.e., 4.1 km). However, this setup increases the dimensions of the antenna to a few tens of centimeters, since it requires a typical broadband UHF TV antenna [3] . MIMO-based approaches, on the other hand, permit on-demand energy beam-forming, thereby reducing the energy spread [4] . However, despite these methods, multiple ETs may be needed to cover the entire area of interest leading to concerns of scalability [1] , [5] .
This letter aims at answering a fundamental question: The main findings of our work are that this power metric is bounded, in its worst case, by O(s 1−α/2 ), where α refers to the propagation path-loss exponent. That is, the injected power is independent of the number of deployed ETs in free-space conditions, whereas it is decreasing in typical indoors propagation environments (α > 2). By implementing optimal power transmission schemes, this bound scales up to approximately s times faster in ideal transmission channels, whereas this improvement becomes less noticeable at higher values of the path-loss exponent.
In summary, our work shows increasing the number of deployed ETs is scalable in terms of aggregated transmitted power and that the propagation channel conditions the way in which multiple ETs should coordinate to mitigate mutual signal overlapping and generate maximum constructive signal addition at the energy-receiving sensors. We show that for the correct operation of such networks it is necessary to research and develop sophisticated signal-overlapping-aware schemes for near-ideal channel conditions, and also demonstrate that simple approaches can provide similar performance when the channel degrades.
The rest of this letter is organized as follows. In Sec. II, we briefly overview the fundamentals of wireless RF power transfer. In Sec. III, an upper bound for the scalability of power is provided. Sec. IV discusses the impact of multiple access methods for wireless RF power transfer. Finally, in Sec. VI we conclude our work.
II. A CHANNEL MODEL FOR POWER TRANSFER
In this section we revise the fundamentals of wireless RF power transfer and the channel model considerations.
A. Point-to-Point Power Transfer
We consider the following path-loss model, which is described by the transmitted power, P T , the path loss at 1 meter distance, L 0 , the transmission distance, R and the path-loss exponent, α [6] . L 0 also accounts for additional multiplicative constants that play a role in the wireless medium and do not depend on the distance, such as the antenna gain or directivity. The power which is received at the antenna is 1558-2558 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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given by:
As a general case, α is generally comprised between 2 (free space) and 6 within urban areas (both outdoors and indoors) [7] .
B. Multiple Power Transfers
When multiple ETs are required to cover a large networking area, the wirelessly propagated RF waves may constructively or destructively combine. We find that the received power at the harvesting antenna, when it harvests from a number s of ETs is given by [8] :
where P Hi refers to the received power from the i -th ET and ρ il stands for the correlation between the i and l transmissions, in case of random signals, or orthogonality factor in case of deterministic signals. This value is bound in such that −1 ≤ ρ il ≤ 1. In order to exemplify this factor, let us consider two deterministic RF sine waves that arrive at a receiver node with same power P = P 1 = P 2 , frequencies f 1 and f 2 and phases φ 1 and φ 2 . If f 1 = f 2 , we have that ρ = 0, then the received power equals 2P. If f 1 = f 2 and φ 1 = φ 2 , the RF waves constructively combine and the received power equals 4P. Finally, if f 1 = f 2 and φ 1 = φ 2 + π, the RF waves destructively combine and the received power is zero.
III. MULTIPLE ACCESS FOR MULTI-ET TRANSMISSIONS
In this section, we revise the design space in multiple access for multi-ET transmissions. Multiple access methods to handle signal overlapping in wireless RF power transfer can be classified as follows:
A. Cellular-Based planning
Each ET has an associated region in the space, where this is in charge of transferring the energy. To avoid neighboring signal overlapping, each ET has an associated transmission slot (either in frequency or in time). After a certain distance, cells could re-use slots [9] . The received power from a given node is simplified to:
where P H max refers to the most energetic reception from the set of ETs. Given that ETs do not cooperate to maximize the power transfer, this approach stands as the worst case.
B. Orthogonal Methods
Classical orthogonal approaches appear as a second approach to mitigate the signal destruction due to signal overlapping. In this group, simple schemes such as FDMA, TDMA or advanced modulations, such as CDMA, FHMA or OFDMA can be implemented at the ETs [10] . This approach aims at vanishing the correlation factors between RF waves (ρ il = 0 ∀i, l) hence, reducing the received power equation to:
These methods have been employed to implement off-the-shelf ETs and potentially offer better performance than Cellular-based planning.
C. Distributed Beam-Forming Methods
This last approach aims at leveraging the constructive combination of RF waves, hence optimizing parameters, such as the transmission phase at each ET to either maximize the received power at all locations or to guarantee a minimum delivered power. In this direction, energy-on-demand (EoD) MAC protocols have been proposed to maximize the constructive combination of RF waves [11] . Recent works in massive MIMO for energy transmission has shown that ETs can constructively combine at all sensor node locations if each ET has at least k separated antennas, being k the number of users or deployed nodes in the network [8] . Due to the large number of required antennas per ET and the excessive node to ET channel state information (CSI) communication feedback, this approach may render unpractical. Accordingly, it sets the best-case performance in wireless RF power transmission.
Analytically, this approach aims at providing the best correlation factors, hence being upper bound (i.e., ρ il = 1) by:
As reported in [12] , the received power considering this approach shows a gain of s, with s being the number of considered ETs, compared to orthogonal methods.
IV. A THEORETICAL BOUND FOR CELLULAR PLANNING
In this section, we bound the minimum cumulative injected power per unit area as a function of the number of ETs in a cellular-based planning set-up. In this context, nodes are able to harvest power only from their nearest ET and disregard the received power from any other ET.
Consider, first, a set of s ETs, which are located over an area A with allocated power P T . We define the minimum cumulative power density P , defined as the sum of the transmitted power of every ET deployed in the networking area, such that it guarantees that the received power at each possible node location is above a minimum threshold. This is given by:
where P T i refers to the allocated power at the i -th ET. In other words, it refers to the total power per unit area which is transmitted by the ETs to guarantee the power requirements at the sensor node locations. In this sense, requiring a single ET transmitting 4 W of power or four ETs transmitting 1 W of power each to cover a 10x10 m area, yield to the A graphical description of this metric is shown in Fig. 1 . By considering a cellular-based planning, the allocated transmitted power at each ET needs to guarantee that possible nodes located at the furthest distance are still harvesting sufficient power. For this, let us define a Voronoi Tessellation, where the set of s ETs spatially distributed, following a Poisson Point Process along the area A, are used as center of each cell. Then, we find that a given node k located at an arbitrary location harvests power from the i -th ET if the node is contained in the cell V i , whereas possible nodes located at the vertices of the cells represent the furthest distances. To exemplify this, we show in Fig. 1 an example of an ET deployment and their associated cells, based on closer distance.
We then set the transmitted power at each ET to be such that the node located at the furthest distance within a cell is able to receive the minimum required power P 0 set by the IoT communication layer. By combining (1) and (6), we have that the minimum cumulative power density can be calculated as:
where P 0 refers to the requirements of power at the node location, L 0 stands for the path loss at the distance of 1 m, d max,i stands for the distance between the i -th ET and the furthest node located within its Voronoi cell V i and α stands for the path-loss exponent. Then, we bound d max,i . This distance is bound by one of the vertices of the Voronoi cell, which, in turn, for arbitrarily large number of ES, s, and any integer j > 0, we can bound it by defining a disk of diameter R j [13] , which is given by:
with probability ≥ 1 − 6e 1− j . In other words, the maximum possible distance between the ET i and the furthest node associated to its cel,l V i , is bounded by:
with probability tending to one when s → ∞, being c 1 a multiplicative term which does not have dependence on s. By combining (7) and (9), we find that the minimum cumulative power density is bounded by:
which is a function of the number of ETs. Finally, we can say that the minimum cumulative power density is upper bounded by:
V. NUMERICAL RESULTS
We numerically evaluate the scalability of the three considered approaches. For this, we assume the ideal operation of the multiple access methods. We calculate the required power that it needs to be allocated at each ET, such that a sensor node placed at any point in the networking area can harvest a minimum power of P 0 = 10 μW. The minimum cumulative power is then calculated by summing the allocated power at every ET. The network is placed over a 20×20 m 2 squared area. The deployed ETs are deployed over the networking area following regular hexagons and random positioning topologies.
We first show in Fig. 2 the minimum cumulative injected power as a function of the number of deployed ETs. This numerical evaluation considers the office environment channel model provided in [7] , which provides an α = 3.3. In the figure, we compare the different multiple access methods. In addition, we also show the scalability trend that each curve offers. As it is observed, cellular planning offers the worst performance, requiring larger amounts of injected power. Nonetheless, we observe that it scales as predicted. Orthogonal methods, show very similar scalability as cellular planning, whereas offering an approximately three-fold performance improvement. Finally, we find that distributed beam-forming offers a substantial improvement, in terms of injected power and its scalability. Particularly, this scales as
Then, we show in Fig. 3 the design space for multiple access methods for Multi-ETs. In the figure we show the scalability exponent as a function of the path-loss exponent. The scalabilty exponent refers to the obtained exponent of s in the scalabiltiy trend (i.e., 1 − α/2 for cellular planning). The chosen topology has not evidenced any difference in terms of scalability. We first see that the numerically evaluated cellular planning matches the theoretical bound derived in the previous section. Then, we find that both orthogonal methods and distributed beam-forming approach the derived theoretical bound as the path loss increases. Finally, we find that distributed beam-forming achieves the best performance, as predicted in Sec. III.
VI. DISCUSSION
In this section, we assess the question asked in Sec. I: In order to guarantee sufficient power at the deployed nodes, is it better to increase the number of ETs, to increase their transmitted power or to increase their system complexity? To provide an answer, we consider the following two use-cases:
The case α = 2 refers to free-space propagation. In this scenario, the injected power scales as O(1) in cellular-based planning. That is, the injected power is independent of the number of deployed ETs. As such, there is no preference between increasing the allocated power or increasing the number of deployed ETs, without taking into account practical constraints in the maximum power per ET. In these conditions, implementing sophisticated signal-overlapping-aware schemes extends this bound to O(s −1.1 ), which responds to the theoretical s gain of distributed beam-forming over orthogonal methods predicted in [12] .
The cases where α > 2 generally apply to indoors and/or urban environments. In such cases, larger densities of ETs reduce the cumulative injected power. That is, larger pathlosses constrain the power transfer to very few meters distance from the ETs, and this power very rapidly decays with the distance. For a fixed deployment, increasing the number of ETs reduces the transmitted power. It is noteworthy that as α increases, the large dispersion of the medium causes that the transmitted RF waves do not propagate over long distances and cannot combine among them. Hence, the derived bound for distributed beamforming approaches the theoretical bound.
The provided use-cases provide strong design guidelines in the deployment of ETs. It is first shown that large deployments of low-power ETs help reducing the overall transmitted power. Then, it is shown that the path-loss exponent conditions the multiple access for multi-ET design. Table I summarizes the   TABLE I   SUMMARY OF THE RESULTS AND PROPOSED RECOMMENDATION achievable scalability of the minimum cumulative injected power and the recommended design guidelines, depending on the type of considered channel.
VII. CONCLUSIONS
In this letter, the bounds for the cumulative power that energy transmitters (ETs) need to inject to supply a wireless RF powered Internet of Things have been addressed. These bounds compare the performance of different multiple access methods for multi-ET transmission, and define the design space for ET deployment. It has been shown that the required injected power decreases with the number of deployed ETs, hence motivating the deployment of a supporting network of ETs. Near-ideal channel conditions can leverage sophisticated schemes to further reduce the required injected power, whereas dispersive channels points to the design of simpler approaches.
