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5 RANDOM WALK QUESTIONS FOR LINEAR QUANTUM GROUPS
TEODOR BANICA AND JULIEN BICHON
Abstract. We study the discrete quantum groups Γ whose group algebra has an inner
faithful representation of type pi : C∗(Γ) → MK(C). Such a representation can be
thought of as coming from an embedding Γ ⊂ UK . Our main result, concerning a certain
class of examples of such quantum groups, is an asymptotic convergence theorem for the
random walk on Γ. The proof uses various algebraic and probabilistic techniques.
Introduction
A discrete quantum group Γ is dual to a compact quantum group G, and vice versa.
Of particular interest is the case where Γ is finitely generated, which corresponds to
the case where G is a matrix quantum group. The associated unital Hopf C∗-algebras
A = C∗(Γ) = C(G) were axiomatized by Woronowicz in [29], [30].
The algebra A has a Haar functional,
∫
: A→ C, and possesses a certain distinguished
element χ = Tr(u) ∈ A, and one interesting problem is that of computing the probabilistic
distribution of χ ∈ (A, ∫ ). There are two motivations for this problem:
(1) Random walks. For a discrete group Γ =< g1, . . . , gN > we have χ = g1+ . . .+gN ,
whose moments are the numbers cp = #{i1, . . . , ip|gi1 . . . gip = 1}.
(2) Representation theory. For a compact group G ⊂u UN we have χ(g) = Tr(u(g)),
whose moments are the numbers cp = dim(Fix(u
⊗p)).
In general, understanding the structure of A, and computing the law of χ = Tr(u), are
non-trivial questions. The available methods here fall into two main classes:
(1) Category theory. When the relations between the standard coordinates uij ∈ A
are known, by definition or computation, Tannakian methods apply.
(2) Matrix models. Here the idea is to search for models for the variables uij ∈ A.
Once such a model found, matrix analysis gives us information about χ.
The first idea is well-known, going back to old work of Brauer [12], when G is classical,
and to old work of Kesten [19], when Γ is classical. In the quantum group context, this
idea has been heavily developed, starting with [30]. See [8], [17], [23].
The second idea, while having a big potential as well, is more of an “underground” one.
Only some general algebraic theory is available here ([1], [3], [5], [7], [13], [16]), and there
is still a lot of work to be done, in order for this idea to really “take off”.
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We will do here some work in this direction. First of all, a matrix model for A will be
by definition an inner faithful representation of type π : A → MK(C). The existence of
such a representation is a linearity type condition on Γ, because in the classical case, the
representation must come from a group embedding Γ ⊂ UK .
The simplest models are those coming from the Fourier representations Z ⊂ U|Z| of the
finite abelian groups Z. Assuming now that we are in a product situation, Z = X×Y , the
corresponding matrix model can be twisted by a parameter belonging to a torus, Q ∈ TZ ,
and produces in this way a certain quantum group GQ. We will study here GQ, and the
random walk on the dual quantum group ΓQ, our main result being:
Theorem. When Q ∈ TZ is generic, with |X| = αK, |Y | = βK, K →∞ we have
law(χ) =
(
1− 1
αβK2
)
δ0 +
1
αβK2
D 1
βK
(πα/β)
where πt is the Marchenko-Pastur (or free Poisson) law of parameter t.
The proof uses various algebraic and probabilistic techniques, notably Hopf algebra
methods from [2], [5], [11], [24] and free probability theory from [10], [20], [22], [26].
Generally speaking, the situation that we have, with quantum groups GQ which are
undeformed (S2 = id) and which depend critically on the arithmetics of Q ∈ TZ , is of
course quite beautiful, and reminds a bit the theory of the algebras Uq(g) at |q| = 1,
coming from [15], [18]. At |Z| = 4 the arithmetic specializations can be computed by
using methods from [4]. In general, this remains to be explored.
From a more applied point of view now, the main raison d’eˆtre of the compact quantum
groups is that of acting on noncommutative manifolds coming from quantum physics, cf.
[9], [14]. There are many interesting questions here, regarding the potential applications
of the matrix model techniques. One problem is that of unifying the present results with
those in [6], and then trying to investigate more specialized models.
The paper is organized as follows: 1 is a preliminary section, in 2-3-4 we develop a
number of algebraic methods for computing the quantum groups associated to the above
matrix models, and in 5 we state and prove the random walk results.
Acknowledgements. The work of TB was partly supported by the “Harmonia” NCN
grant 2012/06/M/ST1/00169.
1. Matrix models
We fix a Hopf algebra A = C∗(Γ) = C(G), satisfying Woronowicz’s axioms in [29], [30].
We assume in addition that the square of the antipode is the identity, S2 = id. By [29],
this is the same as assuming that the Haar integration functional
∫
: A→ C has the trace
property
∫
ab =
∫
ba. In short, we use the “minimal” framework covering the finitely
generated groups, Γ =< g1, . . . , gN >, and the compact Lie groups, G ⊂ UN .
The axioms are in fact very simple, as follows:
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Definition 1.1. A unitary Hopf algebra is a pair (A, u) formed by a C∗-algebra A, and
a unitary matrix u ∈MN (A) whose transpose ut is unitary too, such that:
(1) The formula ∆(uij) =
∑
k uik ⊗ ukj defines a morphism ∆ : A→ A⊗A.
(2) The formula ε(uij) = δij defines a morphism ε : A→ C.
(3) The formula S(uij) = u
∗
ji defines a morphism S : A→ Aop.
We write A = C∗(Γ) = C(G), and call Γ, G the underlying quantum groups.
At the level of basic examples, given a finitely generated group Γ =< g1, . . . , gN >, we
have the group algebra A = C∗(Γ), with u = diag(g1, . . . , gN). Also, given a compact Lie
group G ⊂ UN , we have the algebra A = C(G), with uij(g) = gij. See [29], [30].
We refer to the recent book [21] for a detailed presentation of the theory.
Let us explain now what we mean by matrix model for A. We can of course consider
embeddings of type A ⊂MK(C), with K <∞, but this is not very interesting, because it
can only cover the finite dimensional case. Observe that such an embedding always exists
at K =∞, by the GNS theorem, but this is just a theoretical result.
The answer comes from the notion of inner faithfulness, introduced in [5]:
Definition 1.2. Let π : A→ R be a C∗-algebra representation.
(1) The Hopf image of π is the smallest quotient Hopf algebra A → A′ producing a
factorization of type π : A→ A′ → R.
(2) When A = A′, we say that π is inner faithful. That is, we call π : A → R inner
faithful when there is no factorization π : A→ A′ → R.
Here the existence of A′ as in (1) comes from standard Hopf algebra theory. See [5].
As a basic example, when Γ is a classical group, the representation π must come from
a unitary group representation Γ → UR, and the factorization in (1) is simply the one
obtained by taking the image, Γ→ Γ′ ⊂ UR. Thus π is inner faithful when Γ ⊂ UR.
Also, given a compact group G, and elements g1, . . . , gK ∈ G, we can consider the
representation π = ⊕ievgi : C(G) → CK . The minimal factorization of π is then via
C(G′), with G′ = < g1, . . . , gK >. Thus π is inner faithful when G = < g1, . . . , gK >.
Finally, observe that the representation A′ → R constructed in Definition 1.2 (1) is
inner faithful. Thus, we have many other potential examples. See [5], [13].
Now back to the matrix model problematics, we can formulate:
Definition 1.3. A matrix model for A is a C∗-algebra representation
π : A→MK(C)
which is inner faithful in the sense of Definition 1.2.
When the underlying discrete quantum group Γ is classical, such a model must come
from a group embedding Γ ⊂ UK . At the group dual level, given a compact group G, and
elements g1, . . . , gK ∈ G, we can consider the representation π : C(G)→MK(C) given by
π(ϕ) = diag(ϕ(gi)). By the above, π is a matrix model when G = < g1, . . . , gK >.
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Further examples include the fibers of the Pauli matrix representation of A = C(S+4 ),
studied in [4], [6], [16]. When dropping the assumption S2 = id, examples appear as well
from certain q-deformations of enveloping Lie algebras, with |q| 6= 1, see [1]. Let us also
mention that, given an abstract algebra A satisfying the axioms in Definition 1.1, deciding
whether A has or not a matrix model is a subtle analytic problem. See [13].
Let us record, for future reference, the group and group dual statements:
Proposition 1.4. Given g1, . . . , gK ∈ UN , consider the discrete group Γ =< g1, . . . , gK >,
and the compact group G = Γ. We have then matrix models, as follows:
(1) π : C∗(Γ)→MN (C), mapping g → g.
(2) ν : C(G)→MK(C), mapping ϕ→ diag(ϕ(gi)).
Proof. Both the assertions are elementary, and follow from the above discussion. For full
details here, we refer to our previous paper [5]. 
As explained in the introduction, we are interested here in using matrix models for
solving some concrete questions, regarding the random walk on Γ. In order to discuss
such questions, we must first study the Haar functional of A. We recall that such a Haar
functional exists, thanks to the general results of Woronowicz in [29].
We use in what follows multi-indices of exponents, ε = (ε1, . . . , εp) ∈ {1, ∗}p. Given a
square matrix w ∈ Mn(R), we define w⊗ε ∈ Mnp(R) by wε = wε11,p+1 . . . wεpp,p+1, using the
leg-numbering notation, and the standard identification Mnp(R) ≃Mn(C)⊗p ⊗ R.
The general available results on the matrix models can be summarized as follows:
Proposition 1.5. Let π : A→MK(C) be a matrix model, mapping uij → Uij.
(1) We have Fix(u⊗ε) = Fix(U⊗ε), where Fix(W ) = {ξ|Wξ = ξ}.
(2) (
∫
G
uε1a1b1 . . . u
εp
apbp
)a1...ap,b1...bp is the orthogonal projection on Fix(U
⊗ε).
(3)
∫
G
= limk→∞
1
k
∑k
r=1
∫ r
G
, where
∫ r
G
= (tr ◦ π)∗r, with φ ∗ ψ = (φ⊗ ψ)∆.
(4)
∫ r
G
uε1a1b1 . . . u
εp
apbp
= (T rε )a1...ap,b1...bp, where (Tε)i1...ip,j1...jp = tr(U
ε1
i1j1
. . . U
εp
ipjp).
Proof. These results are known from [5], [7], the proof being as follows:
(1) This follows from Tannakian duality [30], see [5].
(2) This follows from (1) and from the Peter-Weyl theory in [29], see [5].
(3) This follows by using idempotent state methods, see [7].
(4) This formula, useful in conjunction with (3), is elementary, see [3], [7]. 
Let us try now to compute the Kesten type measure µ = law(Tr(u)).
As a first observation, in the real case, u = u¯, the character χ = Tr(u) is self-adjoint,
and by unitarity of u, it satisfies ||χ|| ≤ N . Thus in this case µ is a probability measure,
supported on [−N,N ]. It is well-known that Γ is amenable when N ∈ supp(µ).
In general, µ is a ∗-distribution, in the sense of noncommutative probability theory.
Such a ∗-distribution is uniquely determined by its ∗-moments. See [22], [26].
We have the following result, coming from Proposition 1.5 above:
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Proposition 1.6. Let µr be the law of χ = Tr(u) with respect to
∫ r
G
= (tr ◦ π)∗r.
(1) We have the convergence formula µ = limk→∞
1
k
∑k
r=0 µ
r, in moments.
(2) The ∗-moments of µr are crε = Tr(T rε ), where (Tε)i1...ip,j1...jp = tr(Uε1i1j1 . . . U
εp
ipjp).
Proof. These results are basically known since [3], the proof being as follows:
(1) This follows from the limiting formula in Proposition 1.5 (3).
(2) This follows from Proposition 1.5 (4), by summing over ai = bi. 
The above discussion regarding µ applies to each µr. More precisely, when u = u¯ each
µr is a probability measure on [−N,N ]. In general, µr is a ∗-distribution.
Let us prove now that, under suitable assumptions, µr is the law of a certain explicit
matrix. In order to do so, we will need a certain duality operation, as follows:
Definition 1.7. Let π : A→ MK(C) be a matrix model, mapping uij → Uij.
(1) We set (U ′kl)ij = (Uij)kl, and define ρ˜ : C(U
+
K)→ MN(C) by vkl → U ′kl.
(2) We perform the Hopf image construction, as to get a model ρ : A′ →MN (C).
Here the quantum group U+K is the free analogue of the unitary group UK , constructed
by Wang in [27]. More precisely, the algebra C(U+K) is by definition the universal one
generated by the entries of a K ×K biunitary matrix v = (vij). See [27].
Observe that the matrix constructed in (1) is given by U ′ = ΣU , where Σ is the flip.
Thus this matrix is indeed biunitary, and produces a representation ρ as in (1).
The operation A → A′ is a duality, in the sense that we have A′′ = A. Let us first
discuss a few basic examples, following [3], [5]. We use the duality operation G → Ĝ for
the finite quantum groups, for which we refer to [29], and the basic group/group dual
matrix model constructions, from Proposition 1.4 above:
Proposition 1.8. With A = C(G), A′ = C(G′), we have:
(1) |G| <∞ =⇒ G′ = Ĝ.
(2) G = < g1, . . . , gK > ⇐⇒ G′ = ̂< g1, . . . , gK >.
Proof. These results are known since [3], [5], the proof being as follows:
(1) Assume that (C(G), u) is as in Definition 1.1 above, with |G| < ∞, and that
we have a matrix model π : C(G) → MK(C). We can then construct a fundamental
corepresentation for C(G)∗, by the formula wkl(x) = (π(x))kl, and a ∗-representation
ρ : C(G)∗ →MN (C), by the formula ρ(ϕ) = (ϕ(ukl))kl. We have:
ρ(wab) = (wab(vkl))kl = (ρ(vkl)ab)kl = ((Ukl)ab)kl = ((U
′
ab)kl)kl = U
′
ab
Thus we have G′ ⊂ Ĝ, and by interchanging G, Ĝ, we obtain the result. See [3].
(2) Given unitaries g1, . . . , gk ∈ UN , set Γ =< g1, . . . , gK > and G = Γ. The standard
examples of matrix models, described in Proposition 1.4 above, are as follows:
– We have a model π : C∗(Γ)→ MN (C), given by g → g. Since we have Uij = δijgi in
this case, the associated biunitary matrix is diagonal, U =
∑
l ell ⊗ gl.
6 TEODOR BANICA AND JULIEN BICHON
– We have a model ν : C(G) → MK(C), given by ν(ϕ) = diag(ϕ(gl)). Here we have
Uij = diag((gl)ij) =
∑
l ell(gl)ij , and so U =
∑
ijl eij ⊗ ell(gl)ij =
∑
l gl ⊗ ell.
Summarizing, for these two models the respective biunitary matrices are
∑
l ell⊗gl and∑
l gl ⊗ ell, related indeed by the flip operation Σ. See [5] for details. 
We denote by D the dilation operation for probability measures, or for general ∗-
distributions, given by the formula Dr(law(X)) = law(rX).
We have the following result, extending previous findings from [3]:
Theorem 1.9. Consider the rescaled measure ηr = D1/N (µ
r).
(1) The moments γrp = c
r
p/N
p of ηr satisfy γrp(A) = γ
p
r (A
′).
(2) ηr has the same moments as the matrix T ′r = Tr(A
′).
(3) In the real case u = u¯ we have ηr = law(T ′r).
Proof. All results follow from Proposition 1.6 (2), as follows:
(1) We have the following computation:
crp(A) = Tr(T
r
p ) =
∑
i
(Tp)i1
1
...i1p,i
2
1
...i2p
. . . . . . (Tp)ir
1
...irp,i
1
1
...i1p
=
∑
i
tr(Ui1
1
i2
1
. . . Ui1pi2p) . . . . . . tr(Uir1i11 . . . Uirpi1p)
=
1
N r
∑
i
∑
j
(Ui1
1
i2
1
)j1
1
j1
2
. . . (Ui1pi2p)j1pj11 . . . . . . (Uir1i11)j
r
1
jr
2
. . . (Uirpi1p)jrpjr1
In terms of the matrix (U ′kl)ij = (Uij)kl, then by permuting the terms in the product
on the right, and finally with the changes iba ↔ iab , jba ↔ jab , we obtain:
crp(A) =
1
N r
∑
i
∑
j
(U ′j1
1
j1
2
)i1
1
i2
1
. . . (U ′j1pj11
)i1pi2p . . . . . . (U
′
jr
1
jr
2
)ir
1
i1
1
. . . (U ′jrpjr1 )irpi1p
=
1
N r
∑
i
∑
j
(U ′j1
1
j1
2
)i1
1
i2
1
. . . (U ′jr
1
jr
2
)ir
1
i1
1
. . . . . . (U ′j1pj11
)i1pi2p . . . (U
′
jrpj
r
1
)irpi1p
=
1
N r
∑
i
∑
j
(U ′j1
1
j2
1
)i1
1
i1
2
. . . (U ′j1r j2r )i1ri11 . . . . . . (U
′
jp
1
j1
1
)ip
1
ip
2
. . . (U ′jpr j1r )i
p
r i
p
1
On the other hand, if we use again the above formula of crp(A), but this time for the
matrix U ′, and with the changes r ↔ p and i↔ j, we obtain:
cpr(A
′) =
1
Np
∑
i
∑
j
(U ′j1
1
j2
1
)i1
1
i1
2
. . . (U ′j1r j2r )i1ri11 . . . . . . (U
′
jp
1
j1
1
)ip
1
ip
2
. . . (U ′jpr j1r )i
p
ri
p
1
Now by comparing this with the previous formula, we obtain N rcrp(A) = N
pcpr(A
′).
Thus we have crp(A)/N
p = cpr(A
′)/N r, and this gives the result.
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(2) By using (1) and the formula in Proposition 1.6 (2), we obtain:
crp(A)
Np
=
cpr(A
′)
N r
=
Tr((T ′r)
p)
N r
= tr((T ′r)
p)
But this gives the equality of moments in the statement.
(3) This follows from the moment equality in (2), and from the standard fact that for
self-adjoint variables, the moments uniquely determine the distribution. 
2. Projective models
In general, the use of the above methods is quite limited. We restrict now attention to
a certain special class of models, for which more general theory can be developed.
We recall that a square matrix u = (uij) is called “magic” if its entries are projections
(p = p2 = p∗), which sum up to 1 on each row and column. The basic example is provided
by the matrix coordinates uij : SN ⊂ ON → R, given by uij(σ) = δiσ(j).
The following key definition is due to Wang [28]:
Definition 2.1. C(S+N) is the universal C
∗-algebra generated by the entries of a N ×N
magic matrix u, with ∆(uij) =
∑
k uik ⊗ ukj, ε(uij) = δij, S(uij) = uji.
This algebra satisfies the axioms in Definition 1.1, so the underlying space S+N is a
compact quantum group, called quantum permutation group. The canonical embedding
SN ⊂ S+N is an isomorphism at N = 1, 2, 3, but not at N ≥ 4. See [28].
Now back to the matrix models, we recall from Definition 1.7 that such models come
in pairs, π : A → MK(C), uij → Uij and π′ : A′ → MN (C), u′ij → U ′ij , the connecting
formula being (U ′ij)kl = (Ukl)ij , or, equivalently, U
′ = ΣU , where Σ is the flip. We agree
from now on to restrict the attention to the case K = N . We have:
Definition 2.2. A matrix model π : A → MN(C), with dual model π′ : A′ → MN (C), is
called projective if both π, π′ appear from representations of C(S+N).
In other words, with A = C(G), A′ = C(G′), the projectivity condition states that
we have G,G′ ⊂ S+N . Equivalently, with U =
∑
ij eij ⊗ Uij and U ′ =
∑
kl ekl ⊗ U ′kl, the
projectivity condition states that both matrices (Uij) and (U
′
ij) must be magic.
The basic examples of such models are those coming from the complex Hadamard
matrices. We recall that such a matrix, H ∈ MN(C), has by definition its entries on the
unit circle, and its rows are pairwise orthogonal. At the level of examples, the Fourier
matrix FG of any finite abelian group G is Hadamard, of size N = |G|. See [25].
The models associated to the Hadamard matrices are constructed as follows:
Proposition 2.3. If H ∈MN (C) is Hadamard, with rows H1, . . . , HN ∈ TN , then
Uij = Proj
(
Hi
Hj
)
=
1
N
(
HikHjl
HilHjk
)
kl
produces a projective model. In addition we have U ′(H) = U(H t).
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Proof. The vectors H1, . . . , HN being pairwise orthogonal, we obtain:〈Hi
Hj
,
Hi
Hk
〉
=
∑
r
Hir
Hjr
· Hkr
Hir
=
∑
r
Hkr
Hjr
=< Hk, Hj >= Nδjk
A similar computation gives < Hi/Hj, Hk/Hj >= Nδik, so the matrix of rank one
projections Uij = Proj(Hi/Hj) is magic. Moreover, by using the formula Proj(ξ) =
1
||ξ||2
(ξiξj)ij , the projections Uij are indeed given by the formula in the statement.
Regarding now the last assertion, this follows from:
(U ′ij)kl = (Ukl)ij =
1
N
· HkiHlj
HkjHli
=
1
N
· (H
t)ik(H
t)jl
(H t)jk(H t)il
In particular the matrix U ′ is magic as well, and this finishes the proof. 
We can deform the tensor products of projective models, as follows:
Proposition 2.4. Given two projective models π : A → MM (C), ν : B → MN (C),
mapping uij → Uij , vij → Vij, the matrix W = U ⊗Q V given by
(Wia,jb)kc,ld =
QicQjd
QidQjc
(Uij)kl(Vab)cd
produces a projective model, for any choice of the parameter matrix Q ∈MM×N(T).
Proof. Let us first check that the elements Wia,jb are self-adjoint. We have indeed:
(W ∗ia,jb)kc,ld = (Wia,jb)ld,kc =
Q¯idQ¯jc
Q¯icQ¯jd
(Uij)lk · (Vab)dc
=
QicQjd
QidQjc
(Uij)kl(Vab)cd = (Wia,jb)kc,ld
We verify now the magic condition. First, we have:
(Wia,jbWia,me)kc,ld =
∑
nf
(Wia,jb)kc,nf(Wia,me)nf,ld
=
∑
nf
QicQjf
QifQjc
(Uij)kn(Vab)cf
QifQmd
QidQmf
(Uim)nl(Vae)fd
=
∑
f
QicQjfQmd
QjcQidQmf
(Vab)cf(Vae)fd
∑
n
(Uij)kn(Uim)nl
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The last sum on the right being (UijUim)kl = δjm(Uij)kl, we obtain:
(Wia,jbWia,me)kc,ld = δjm
∑
f
QicQjd
QjcQid
(Vab)cf(Vae)fd(Uij)kl
= δjm
QicQjd
QjcQid
(Uij)kl
∑
f
(Vab)cf(Vae)fd
The last sum on the right being (VabVae)cd = δbe(Vab)cd, we obtain:
(Wia,jbWia,me)kc,ld = δjmδbe
QicQjd
QjcQid
(Uij)kl(Vab)cd = δjmδbe(Wia,jb)kc,ld
Thus the elements Wia,jb are indeed projections, which are pairwise orthogonal on rows.
In order to conclude that W is magic, we check that the sum on the columns is 1:∑
ia
(Wia,jb)kc,ld =
∑
i
QicQjd
QidQjc
(Uij)kl
∑
a
(Vab)cd = δcd
∑
i
(Uij)kl = δcdδkl
It remains to prove that W ′ is a projective model too. Since W is a model, so is W ′,
so it suffices to prove that the entries of W ′ are projections. We have:
(W ′ia,jb)kc,ld = (Wkc,ld)ia,jb =
QkaQlb
QkbQla
(Ukl)ij(Vcd)ab =
QkaQlb
QkbQla
(U ′ij)kl(V
′
ab)cd
Now since both U ′, V ′ are projective models, we obtain:
(W ′∗ia,jb)kc,ld = (W
′
ia,jb)ld,kc =
Q¯laQ¯kb
Q¯lbQ¯ka
(U ′ij)lk · (V ′ab)dc
=
QlbQka
QlaQkb
(U ′ij)kl(V
′
ab)cd = (W
′
ia,jb)kc,ld
Finally, the ckeck of the idempotent condition goes as follows:
(W ′2ia,jb)kc,ld =
∑
nf
(W ′ia,jb)kc,nf(W
′
ia,jb)nf,ld
=
∑
nf
QkaQnb
QkbQna
(U ′ij)kn(V
′
ab)cf
QnaQlb
QnbQla
(U ′ij)nl(V
′
ab)fd
=
QkaQlb
QkbQla
∑
f
(V ′ab)cf(V
′
ab)fd
∑
n
(U ′ij)kn(U
′
ij)nl
=
QkaQlb
QkbQla
(V ′ab)cd(U
′
ij)kl = (W
′
ia,jb)kc,ld
We conclude that W ′ is magic too, and this finishes the proof. 
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As an example, assume that we are given two Hadamard matrices, H ∈ MM(C) and
K ∈ MN (C), and let us form the deformed tensor product H ⊗Q K = (QibHijKab)ia,jb,
which is Hadamard as well. See [25]. The model associated to this matrix is:
(Uia,jb)kc,ld =
1
MN
· (QicHikKac)(QjdHjlKbd)
(QidHilKad)(QjcHjkKbc)
=
QicQjd
QidQjc
(UHij )kl(U
K
ab )cd
Thus, the ⊗Q operations for models and for Hadamard matrices are compatible.
Another theoretical remark is that, in the projective model framework, the operation
constructed in Proposition 2.4 has a dual counterpart, constructed as follows:
Proposition 2.5. With U, V as in Proposition 2.4, the matrix W ◦ = UQ⊗ V given by
(W ◦ia,jb)kc,ld =
QkaQlb
QkbQla
(Uij)kl(Vab)cd
produces a projective model. We have W ′ = U ′Q⊗ V ′ and W ◦′ = U ′ ⊗Q V ′.
Proof. We use the following formula, already met in the proof of Proposition 2.4:
(W ′ia,jb)kc,ld = (Wkc,ld)ia,jb =
QkaQlb
QkbQla
(Ukl)ij(Ucd)ab =
QkaQlb
QkbQla
(U ′ij)kl(V
′
ab)cd
With the convention in the statement for the products Q⊗, this means precisely that
we have W ′ = U ′Q⊗ V ′. The last assertion is proved similarly, because we have:
(W ◦′ia,jb)kc,ld = (W
◦
kc,ld)ia,jb =
QicQjd
QidQjc
(Ukl)ij(Vcd)ab =
QicQjd
QidQjc
(U ′ij)kl(V
′
ab)cd
Finally, the fact that the matrix W ◦ produces indeed a projective model follows from
Proposition 2.4, by using the two connecting formulae that we just proved. 
Once again, we have here a compatibility with the known complex Hadamard ma-
trix constructions, and namely with the operation HQ⊗K = (QjaHijKab)ia,jb from [25].
Indeed, the projective model associated to such a matrix is:
(Uia,jb)kc,ld =
1
MN
· (QkaHikKac)(QlbHjlKbd)
(QlaHilKad)(QkbHjkKbc)
=
QkaQlb
QlaQkb
(UHij )kl(U
K
ab )cd
As a last theoretical result about the deformed tensor products, constructed in Propo-
sition 2.4 and Proposition 2.5 above, here is an alternative definition for them:
Proposition 2.6. We have W˜ = U˜13Q
δV˜24 and W˜ ◦ = V˜24Q
δU˜13, where
Qδ = diag
(
QicQjd
QidQjc
)
icjd
and where the U → U˜ operation is defined by (U˜ij)kl = (Ujl)ik.
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Proof. According to the definition of W in Proposition 2.4, we have:
W˜ =
∑
iajb
∑
kcld
eia,jb ⊗ ekc,ldQjaQlc
QjcQla
(Ujl)ik(Vbd)ac
=
∑
iajb
∑
kcld
eij ⊗ eab ⊗ ekl ⊗ ecdQjaQlc
QjcQla
(U˜ij)kl(V˜ab)cd
= U˜13
(∑
jalc
ejj ⊗ eaa ⊗ ell ⊗ eccQjaQlc
QjcQla
)
V˜24
We recognize in the middle the diagonal matrix Qδ in the statement, and we are there-
fore done with the proof of the first formula. Similarly, we have:
W˜ ◦ =
∑
iajb
∑
kcld
eia,jb ⊗ ekc,ldQibQkd
QkbQid
(Ujl)ik(Vbd)ac
=
∑
iajb
∑
kcld
eij ⊗ eab ⊗ ekl ⊗ ecdQibQkd
QkbQid
(U˜ij)kl(V˜ab)cd
= V˜24
(∑
ibkd
eii ⊗ ebb ⊗ ekk ⊗ eddQibQkd
QkbQid
)
U˜13
But this gives the second formula in the statement, and we are done. 
We should mention the above description of the deformed tensor products is in fact
not very enlightening, because the operation U → U˜ given by (U˜ij)kl = (Ujl)ik does not
map models to models, or projective models to projective models, even in the most simple
cases. As an example here, for a Fourier matrix model, (Uij)kl = Fi−j,k−l, where F = FX
is the Fourier matrix of a finite abelian group X , we have (U˜ij)kl = Fj−l,i−k. Now since
we have (U˜∗ij)kl = Fj−k,l−i, we see that the matrices U˜ij are not self-adjoint.
Let us study now the truncated moments. First, we have:
Lemma 2.7. The truncated moments for W = U ⊗Q V are given by
crp =
1
(MN)r
∑
ib
∆U(i)∆V ′(b
t)
Qi1
1
b1
1
Qi2
1
b1
2
Qi1
1
b1
2
Qi2
1
b1
1
. . .
Qi1pb1pQi2pb11
Qi1pb11Qi2pb1p
. . . . . .
Qir
1
br
1
Qi1
1
br
2
Qir
1
br
2
Qi1
1
br
1
. . .
QirpbrpQi1pbr1
Qirpbr1Qi1pbrp
where ∆U (i) = M
r · (TUp )i11...i1p,i21...i2p . . . . . . (TUp )ir1...irp,i11...i1p , for i ∈Mr×p(1, . . . ,M).
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Proof. We will use several times, in forward and in backwards form, the following com-
putation, which already appeared in the proof of Theorem 1.9 (1) above:
crp(U) =
∑
i
(TUp )i11...i1p,i21...i2p . . . . . . (T
U
p )ir1...irp,i11...i1p
=
∑
i
tr(Ui1
1
i2
1
. . . Ui1pi2p) . . . . . . tr(Uir1i11 . . . Uirpi1p)
=
1
M r
∑
i
∑
j
(Ui1
1
i2
1
)j1
1
j1
2
. . . (Ui1pi2p)j1pj11 . . . . . . (Uir1i11)j
r
1
jr
2
. . . (Uirpi1p)jrpjr1
In double index notation, with Uij replaced by Wia,jb, the formula is:
crp(W ) =
1
(MN)r
∑
ia
∑
jb
(Wi1
1
a1
1
,i2
1
a2
1
)j1
1
b1
1
,j1
2
b1
2
. . . . . . (Wi1pa1p,i2pa2p)j1pb1p,j11b11
. . . . . .
(Wir
1
ar
1
,i1
1
a1
1
)jr
1
br
1
,jr
2
br
2
. . . . . . (Wirparp,i1pa1p)jrpbrp,jr1br1
Now with Wia,jb being as in Proposition 2.4 above, we obtain:
crp(W ) =
1
(MN)r
∑
ib
Qi1
1
b1
1
Qi2
1
b1
2
Qi1
1
b1
2
Qi2
1
b1
1
. . .
Qi1pb1pQi2pb11
Qi1pb11Qi2pb1p
. . . . . .
Qir
1
br
1
Qi1
1
br
2
Qir
1
br
2
Qi1
1
br
1
. . .
QirpbrpQi1pbr1
Qirpbr1Qi1pbrp∑
j
(Ui1
1
i2
1
)j1
1
j1
2
. . . (Ui1pi2p)j1pj11 . . . . . . (Uir1i11)j
r
1
jr
2
. . . (Uirpi1p)jrpjr1∑
a
(Va1
1
a2
1
)b1
1
b1
2
. . . (Va1pa2p)b1pb11 . . . . . . (Var1a11)br1br2 . . . (Varpa1p)brpbr1
The middle sum can be compacted by using the computation in the beginning of this
proof. The last sum can be compacted too, by using a similar computation, after switching
indices by using (Vab)cd = (V
′
cd)ab. We obtain the following formula:
crp(W ) =
1
(MN)r
∑
ib
Qi1
1
b1
1
Qi2
1
b1
2
Qi1
1
b1
2
Qi2
1
b1
1
. . .
Qi1pb1pQi2pb11
Qi1pb11Qi2pb1p
. . . . . .
Qir
1
br
1
Qi1
1
br
2
Qir
1
br
2
Qi1
1
br
1
. . .
QirpbrpQi1pbr1
Qirpbr1Qi1pbrp
M r · (TUp )i11...i1p,i21...i2p . . . . . . (TUp )ir1...irp,i11...i1p
Np · (T V ′r )b11...br1,b12...br2 . . . . . . (T V
′
r )b1p...brp,b11...br1
But this gives the formula in the statement, and we are done. 
In order to further advance, we use the following notion:
Definition 2.8. A model π : A→MN(C), mapping uij → Uij, is called positive if
tr(Ui1j1 . . . Uipjp) ≥ 0
for any p ∈ N, and any choice of the indices i1, . . . , ip and j1, . . . , jp.
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In other words, the model is called positive if the functional
∫ 1
G
= tr◦π from Proposition
1.5 (3) is positive on all the products of standard coordinates ui1j1 . . . uipjp. Equivalently,
the matrix TUp in Proposition 1.5 (4) must have positive entries, for any p ∈ N.
Once again, the basic examples here come from the Hadamard matrices. In the context
of Proposition 2.3 above, with the notations there, we have:
tr(Ui1j1 . . . Uipjp) =
1
N
∑
k
(Ui1j1)k1k2 . . . . . . (Uipjp)kpk1
=
1
Np+1
∑
k
Hi1k1Hj1k2
Hi1k2Hj1k1
. . . . . .
HipkpHjpk1
Hipk1Hjpkp
=
1
Np+1
∑
k1
Hi1k1Hjpk1
Hj1k1Hipk1
. . . . . .
∑
kp
HipkpHjp−1kp
HjpkpHip−1kp
=
1
Np+1
〈
Hi1
Hj1
,
Hip
Hjp
〉
. . . . . .
〈
Hip
Hjp
,
Hip−1
Hjp−1
〉
In particular, if the quantities Cabcd =
1
N
< Ha
Hb
, Hc
Hd
> are all positive, then the positivity
condition is satisfied. Observe that this is the case for the Fourier matrix FX of a finite
abelian group X , where we have Cabcd = δa−b,c−d, with all indices taken in X .
Now back to the general case, we have the following result, that we believe of interest,
and which is the best one that we could find at the abstract level:
Theorem 2.9. If U, V ′ come from positive projective models, with W = U ⊗Q V we have:
|crp(W )| ≤ crp(U)crp(V )
Thus, the moments of µrW are bounded by those of the usual tensor product.
Proof. By using |Qij| = 1 for any i, j, the formula in Lemma 2.7 gives:
|crp(W )| ≤
1
(MN)r
∑
ib
|∆U(i)∆V ′(bt)|
Now observe that the computation in the beginning of the proof of Lemma 2.7 reads∑
i∆U(i) = M
rcrp(U). Thus, assuming that we have positivity, the ∆ quantities on the
right are both positive, we can remove the absolute value sign, and we obtain:
|crp(W )| ≤
1
(MN)r
∑
ib
∆U(i)∆V ′(b
t) =
1
(MN)r
·M rcrp(U) ·Npcpr(V ′)
= Np−rcrp(U)c
p
r(V
′) = Np−rcrp(U)N
r−pcrp(V )
= crp(U)c
r
p(V )
Here we have used Theorem 1.9 (1). Now since this formula tells us that the moments
of µrW are bounded by those of µ
r
U × µrV , this gives the last assertion as well. 
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3. Abelian groups
In this section we further restrict the attention, to a very special class of projective
models. Generally speaking, the problem is that the complex Hadamard matrices, which
are the main source of projective models, are quite complicated objects, and the only
elementary example is the Fourier matrix FX of a finite abelian group X . See [25].
Let us first recall the construction of this matrix:
Proposition 3.1. Let X = ZN1 × . . . × ZNk be a finite abelian group, and consider the
matrix FX = FN1 ⊗ . . .⊗ FNk , where FN = (wij), with w = e2pii/N .
(1) In the cyclic group case, X = ZN , we have FX = FN .
(2) In general, FX is the matrix of the Fourier transform over X.
(3) With F = FX we have Fi+j,k = FikFjk, Fi,j+k = FijFik, F−i,j = Fi,−j = F¯ij.
Proof. All these results are well-known:
(1) This is clear from definitions.
(2) This is well-known in the cyclic group case, and in general, it follows by using the
compatibility between the product of groups × and the tensor product of matrices ⊗.
(3) This is clear in the cyclic group case, and then in general as well. 
Observe that each FN , and hence each FX , is a complex Hadamard matrix.
Now let us go back to Proposition 2.3 above. By using the formulae in (3) above, we
see that the matrix constructed there, with H = FX , is given by:
(Uij)kl =
1
N
· FikFjl
FilFjk
=
1
N
(FikFi,−l)(F−j,kF−j,−l) =
1
N
Fi,k−lF−j,k−l =
1
N
Fi−j,k−l
Thus, the projective models associated to the Fourier matrices, coming from Proposition
2.3 above, can be in fact introduced directly, as follows:
Definition 3.2. Associated to a finite abelian group X is the projective model
π : C(X)→ M|X|(C)
coming from the matrix (Uij)kl =
1
N
Fi−j,k−l, where F = FX .
Observe that the models U, U ′ fall into the general framework of Proposition 1.8 (2)
above, but with both U, U ′ being twisted by the Fourier transform.
Now let X, Y be finite abelian groups, and let us try to understand the projective model
constructed by deforming the tensor product of the corresponded Fourier models:
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Definition 3.3. Given two finite abelian groups X, Y , we consider the corresponding
Fourier models U, V , we construct W = U ⊗Q V as in Proposition 2.5, and we factorize
C(S+X×Y )
piQ //
%%❑❑
❑❑
❑❑
❑❑
❑❑
MX×Y (C)
C(GQ)
pi
99rrrrrrrrrr
with C(GQ) being the Hopf image of πQ, as in Definition 1.2.
Explicitely computing the compact quantum group GQ, as function of the parameter
matrix Q ∈ MX×Y (T), and understanding the random walk on the corresponding group
dual ΓQ = ĜQ, will be our main purpose, in the reminder of this paper.
In order to do so, we use the following notion, from [11]:
Definition 3.4. Let C(S+M) → A and C(S+N) → B be Hopf algebra quotients, with fun-
damental corepresentations denoted u, v. We let
A ∗w B = A∗N ∗B/ < [u(i)ab , vij ] = 0 >
with the Hopf algebra structure making wia,jb = u
(i)
ab vij a corepresentation.
The fact that we have indeed a Hopf algebra follows from the fact that w is magic. In
terms of quantum groups, if A = C(G), B = C(H), we write A ∗w B = C(G ≀∗ H):
C(G) ∗w C(H) = C(G ≀∗ H)
The ≀∗ operation is then the free analogue of ≀, the usual wreath product. See [11].
We will need as well the following elementary lemma:
Lemma 3.5. If X is a finite abelian group then
C(X) = C(S+X)/ < uij = ukl|∀i− j = k − l >
with all the indices taken inside X.
Proof. Observe first that C(Y ) = C(S+X)/ < uij = ukl|∀i − j = k − l > is commutative,
because uijukl = uijui,l−k+i = δj,l−k+iuij and ukluij = ui,l−k+iuij = δj,l−k+iuij. Thus we
have Y ⊂ SX , and since uij(σ) = δiσ(j) for any σ ∈ Y , we obtain:
i− j = k − l =⇒ (σ(j) = i ⇐⇒ σ(l) = k)
But this condition tells us precisely that σ(i) − i must be independent on i, and so
σ(i) = i+ x for some x ∈ X , and so σ ∈ X , as desired. 
We can now factorize representation πQ in Definition 3.3, as follows:
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Proposition 3.6. We have a factorization
C(S+X×Y )
piQ //
&&◆◆
◆◆
◆◆
◆◆
◆◆
MX×Y (C)
C(Y ≀∗ X)
pi
88♣♣♣♣♣♣♣♣♣♣♣
given by U
(i)
ab =
∑
j Wia,jb and by Vij =
∑
aWia,jb, independently of b.
Proof. With K = FX , L = FY and M = |X|, N = |Y |, the formula of the magic matrix
W ∈ MX×Y (MX×Y (C)) associated to H = K ⊗Q L is:
(Wia,jb)kc,ld =
1
MN
· QicQjd
QidQjc
· KikKjl
KilKjk
· LacLbd
LadLbc
=
1
MN
· QicQjd
QidQjc
·Ki−j,k−lLa−b,c−d
Our claim that the representation πQ constructed in Definition 3.3 can be factorized in
three steps, up to the factorization in the statement, as follows:
C(S+X×Y )
piQ //

MX×Y (C)
C(S+Y ≀∗ S+X) //
33
C(S+Y ≀∗ X) //
77
C(Y ≀∗ X)
OO
Indeed, the construction of the map on the left is standard, see [11], and this produces
the first factorization. Regarding the second factorization, this comes from the fact that
since the elements Vij depend on i− j, they satisfy the defining relations for the quotient
algebra C(S+X)→ C(X), coming from Lemma 3.5. Finally, regarding the third factoriza-
tion, observe that the above matrix Wia,jb depends only on a− b. By summing over j we
obtain that U
(i)
ab depends only on a− b, and by using Lemma 3.5, we are done. 
In order to further factorize the representation in Proposition 3.6, we use:
Definition 3.7. If H y Γ is a finite group acting by automorphisms on a discrete group,
the corresponding crossed coproduct Hopf algebra is
C∗(Γ)⋊ C(H) = C∗(Γ)⊗ C(H)
with comultiplication ∆(r ⊗ δk) =
∑
h∈H(r ⊗ δh)⊗ (h−1 · r ⊗ δh−1k), for r ∈ Γ, k ∈ H.
Observe that C(H) is a subcoalgebra, and that C∗(Γ) is not a subcoalgebra. The
quantum group corresponding to C∗(Γ)⋊ C(H) is denoted Γ̂⋊H .
Now back to the factorization in Proposition 3.6, the point is that we have:
Lemma 3.8. With L = FY , N = |Y | we have an isomorphism
C(Y ≀∗ X) ≃ C∗(Y )∗X ⋊ C(X)
given by vij → 1⊗ vij and u(i)ab = 1N
∑
c Lb−a,cc
(i) ⊗ 1.
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Proof. We know that C(Y ≀∗ X) is the quotient of C(Y )∗X ∗ C(X) by the relations
[u
(i)
ab , vij] = 0. Now since vij depends only on j− i, we obtain [u(i)ab , vkl] = [u(i)ab , vi,l−k+i] = 0,
and so we are in a usual tensor product situation, and we have:
C(Y ≀∗ X) = C(Y )∗X ⊗ C(X)
Let us compose now this identification with Φ∗X ⊗ id, where Φ : C(Y )→ C∗(Y ) is the
Fourier transform. We obtain an isomorphism as in the statement, and since Φ(uab) =
1
N
∑
c Lb−a,cc, the formula for the image of u
(i)
ab is indeed the one in the statement. 
Here is now our key lemma, which will lead to further factorizations:
Lemma 3.9. With c(i) =
∑
a Lacu
(i)
a0 and εke =
∑
iKikeie we have:
π(c(i))(εke) =
Qi,e−cQi−k,e
QieQi−k,e−c
εk,e−c
In particular if c1 + . . .+ cs = 0 then π(c
(i1)
1 . . . c
(is)
s ) is diagonal, for any i1, . . . , is.
Proof. We have the following formula:
π(c(i)) =
∑
a
Lacπ(u
(i)
a0) =
∑
aj
LacWia,j0
On the other hand, in terms of the basis in the statement, we have:
Wia,jb(εke) =
1
N
δi−j,k
∑
d
QidQje
QieQjd
La−b,d−eεkd
We therefore obtain, as desired:
π(c(i))(εke) =
1
N
∑
ad
Lac
QidQi−k,e
QieQi−k,d
La,d−eεkd =
1
N
∑
d
QidQi−k,e
QieQi−k,d
εkd
∑
a
La,d−e+c
=
∑
d
QidQi−k,e
QieQi−k,d
εkdδd,e−c =
Qi,e−cQi−k,e
QieQi−k,e−c
εk,e−c
Regarding now the last assertion, this follows from the fact that each matrix of type
π(c
(ir)
r ) acts on the standard basis elements εke by preserving the left index k, and by
rotating by cr the right index e. Thus when we assume c1+ . . .+ cs = 0 all these rotations
compose up to the identity, and we obtain indeed a diagonal matrix. 
We have now all needed ingredients for refining Proposition 3.6:
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Theorem 3.10. We have a factorization as follows,
C(S+X×Y )
piQ //
((◗◗
◗◗◗
◗◗
◗◗◗
◗◗
MX×Y (C)
C∗(ΓX,Y )⋊ C(X)
ρ
66♠♠♠♠♠♠♠♠♠♠♠♠♠
where ΓX,Y = Y
∗X/ < [c
(i1)
1 . . . c
(is)
s , d
(j1)
1 . . . d
(js)
s ] = 1|∑r cr =∑r dr = 0 >.
Proof. Assume that we have a representation π : C∗(Γ) ⋊ C(X) → ML(C), let Λ be a
X-stable normal subgroup of Γ, so that X acts on Γ/Λ and that we can form the crossed
coproduct C∗(Γ/Λ)⋊ C(X), and assume that π is trivial on Λ. Then π factorizes as:
C∗(Γ)⋊ C(X)
pi //
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
ML(C)
C∗(Γ/Λ)⋊ C(X)
ρ
66♥♥♥♥♥♥♥♥♥♥♥♥
With Γ = Y ∗X , and by using Lemma 3.8 and Lemma 3.9, this gives the result. 
4. Formal deformations
In general, further factorizing the representation found in Theorem 3.10 above is a quite
complicated task. In this section we restrict attention to the case where the parameter
matrix Q is generic, in the sense that its entries are as algebrically independent as possible,
and we prove that the representation in Theorem 3.10 is the minimal one.
Our starting point is the group ΓX,Y found above:
Definition 4.1. Associated to two finite abelian groups X, Y is the discrete group
ΓX,Y = Y
∗X
/〈
[c
(i1)
1 . . . c
(is)
s , d
(j1)
1 . . . d
(js)
s ] = 1
∣∣∣∑
r
cr =
∑
r
dr = 0
〉
where the superscripts refer to the X copies of Y , inside the free product.
We will need a more convenient description of this group. The idea here is that the
above commutation relations can be realized inside a suitable semidirect product.
Given a group acting on another group, H y G, we denote as usual by G ⋊ H the
semidirect product of G by H , i.e. the set G × H , with multiplication (a, s)(b, t) =
(as(b), st). Now given a group G, and a finite abelian group Y , we can make Y act on
GY , and form the product GY ⋊ Y . Since the elements of type (g, . . . , g) are invariant,
we can form as well the product (GY /G)⋊ Y , and by identifying GY /G ≃ G|Y |−1 via the
map (1, g1, . . . , g|Y |−1)→ (g1, . . . , g|Y |−1), we obtain a product G|Y |−1 ⋊ Y .
With these notations, we have the following result:
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Proposition 4.2. The group ΓX,Y has the following properties:
(1) ΓX,Y ≃ Z(|X|−1)(|Y |−1) ⋊ Y .
(2) ΓX,Y ⊂ Z(|X|−1)|Y | ⋊ Y via c(0) → (0, c) and c(i) → (bi0 − bic, c) for i 6= 0, where bic
are the standard generators of Z(|X|−1)|Y |.
Proof. We prove these assertions at the same time. We must prove that we have group
morphisms, given by the formulae in the statement, as follows:
ΓX,Y ≃ Z(|X|−1)(|Y |−1) ⋊ Y ⊂ Z(|X|−1)|Y | ⋊ Y
Our first claim is that the formula in (2) defines a morphism ΓX,Y → Z(|X|−1)|Y | ⋊ Y .
Indeed, the elements (0, c) produce a copy of Y , and since we have a group embedding
Y ⊂ Z|Y | ⋊ Y given by c → (b0 − bc, c), the elements C(i) = (bi0 − bic, c) produce a copy
of Y , for any i 6= 0. In order to check now the commutation relations, observe that:
C
(i1)
1 . . . C
(is)
s =
(
bi10 − bi1c1 + bi2c1 − bi2,c1+c2 + . . .+ bis,c1+...+cs−1 − bis,c1+...+cs,
∑
r
cr
)
Thus
∑
r cr = 0 implies C
(i1)
1 . . . C
(is)
s ∈ Z(|X|−1)|Y |, and since we are now inside an
abelian group, we have the commutation relations, and our claim is proved.
Using the considerations before the statement of the proposition, it is routine to con-
struct an embedding Z(|X|−1)(|Y |−1) ⋊ Y ⊂ Z(|X|−1)|Y | ⋊ Y such that we have group mor-
phisms whose composition is the group morphism just constructed, as follows:
ΓX,Y → Z(|X|−1)(|Y |−1) ⋊ Y ⊂ Z(|X|−1)|Y | ⋊ Y
It remains to prove that the map on the left is injective. For this purpose, consider the
morphism ΓX,Y → Y given by c(i) → c, whose kernel T is formed by the elements of type
c
(i1)
1 . . . c
(is)
s , with
∑
r cr = 0. We get an exact sequence, as follows:
1→ T → ΓX,Y → Y → 1
This sequence splits by c → c(0), so we have ΓX,Y ≃ T ⋊ Y . Now by the definition
of ΓX,Y , the subgroup T constructed above is abelian, and is moreover generated by the
elements (−c)(0)c(i), i, c 6= 0. Finally, the fact that T is freely generated by these elements
follows from the computation in the proof of Lemma 4.4 below. 
Let us specify now what our genericity assumptions are:
Definition 4.3. We use the following notions:
(1) We call p1, . . . , pm ∈ T root independent if for any r1, . . . , rm ∈ Z we have
pr11 . . . p
rm
m = 1 =⇒ r1 = . . . = rm = 0.
(2) A matrix Q ∈ MX×Y (T), taken to be dephased (Q0c = Qi0 = 1), is called generic
if the elements Qic, with i, c 6= 0, are root independent.
We will need the following lemma:
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Lemma 4.4. Assume that Q ∈MX×Y (T) is generic, and put
θkeic =
Qi,e−cQi−k,e
QieQi−k,e−c
For every k ∈ X, we have a representation πk : ΓX,Y → U|Y | given by πk(c(i))ǫe = θkeic ǫe−c.
The family of representations (πk)k∈X is projectively faithful in the sense that if for some
t ∈ ΓX,Y , we have that πk(t) is a scalar matrix for any k, then t = 1.
Proof. The representations πk arise from Lemma 3.9. With ΓX,Y = T ⋊Y , as in the proof
of Proposition 4.2, we see that for t ∈ ΓX,Y such that πk(t) is a scalar matrix for any k,
then t ∈ T , since the elements of T are the only ones having their image by πk formed by
diagonal matrices. Now write t =
∏
i 6=0,c 6=0((−c)(0)(c)(i))Ric with the generators of T as in
the proof of Proposition 4.2, for Ric ∈ Z, and consider the quantities:
A(k, e) =
∏
i 6=0
∏
c 6=0
(θkeic (θ
ke
0c )
−1
)Ric =
∏
i 6=0
∏
c 6=0
(θkeic )
Ric(θke0c )
−Ric
=
∏
i 6=0
∏
c 6=0
(θkeic )
Ric ·
∏
c 6=0
(θke0c )
−
∑
i6=0Ric =
∏
j 6=0
∏
c 6=0
(θkejc )
Rjc ·
∏
c 6=0
∏
j 6=0
(θkejc )
∑
i6=0Ric
=
∏
j 6=0
∏
c 6=0
(θkejc )
Rjc+
∑
i6=0 Ric
We have πk(t)(ǫe) = A(k, e)ǫe for any k, e. Our assumption is that for any k, we have
A(k, e) = A(k, f) for any e, f . Using the root independence of the elements Qic, i, c 6= 0,
we see that this implies Ric = 0 for any i, c, and this proves our assertion. 
We will need as well the following lemma:
Lemma 4.5. Let π : C∗(Γ) ⋊ C(H) → L be a surjective Hopf algebra map, such that
π|C(H) is injective, and such that for r ∈ Γ and f ∈ C(H), we have:
π(r ⊗ 1) = π(1⊗ f) =⇒ r = 1
Then π is an isomorphism.
Proof. We use here various tools from [2], [24]. Put A = C∗(Γ) ⋊ C(H). We start with
the following Hopf algebra exact sequence, where i(f) = 1⊗ f and p = ε⊗ 1:
C→ C(H) i→ A p→ C∗(Γ)→ C
Since π ◦ i is injective, and Hopf subalgebra π ◦ i(C(H)) is central in L, we can form
the quotient Hopf algebra L = L/(π ◦ i(C(H))+L, and we get another exact sequence:
C→ C(H) pi◦i−−→ L q→ L→ C
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Note that this sequence is indeed exact, e.g. by centrality. So we get the following
diagram with exact rows, with the Hopf algebra map on the right surjective:
C // C(H)
i // A
pi

p // C∗(Γ) //

C
C // C(H)
pi◦i // L
q // L // C
Since a quotient of a group algebra is still a group algebra, we get a commutative
diagram with exact rows as follows:
C // C(H)
i // A
pi

p // C∗(Γ) //

C
C // C(H)
pi◦i // L
q′ // C∗(Γ) // C
Here the Hopf algebra map on the right is induced by a surjective morphism u : Γ→ Γ,
g 7→ g. By the five lemma we just have to show that u is injective. So, let g ∈ Γ be such
that u(g) = 1. Then q′π(g ⊗ 1) = up(g ⊗ 1) = u(g) = g = 1. For g ∈ Γ, put:
gA = {a ∈ A | p(a1)⊗ a2 = g ⊗ a}
gL = {l ∈ L | q′(l1)⊗ l2 = g ⊗ l}
The commutativity of the right square ensures that π(gA) ⊂ gL. Then with the previous
g, we have π(g⊗ 1) ∈ 1L = πi(C(H)) (exactness of the sequence), so π(g⊗ 1) = π(1⊗ f)
for some f ∈ C(H). We conclude by our assumption that g = 1. 
We have now all ingredients for proving our first main result:
Theorem 4.6. When Q is generic, the minimal factorization for πQ is
C(S+X×Y )
piQ //
((◗◗
◗◗◗
◗◗◗
◗◗
◗◗
MX×Y (C)
C∗(ΓX,Y )⋊ C(X)
pi
66♠♠♠♠♠♠♠♠♠♠♠♠♠
where ΓX,Y ≃ Z(|X|−1)(|Y |−1) ⋊ Y is the discrete group constructed above.
Proof. We want to apply Lemma 4.5 to the morphism θ : C∗(ΓX,Y )⋊ C(X)→ L arising
from the factorization in Theorem 3.10, where L denotes the Hopf image of πQ, which
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produces the following commutative diagram (see [5]):
C(S+X×Y )
piQ //
((❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘
%%
MX×Y (C)
L
66❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
C∗(ΓX,Y )⋊ C(X)
θ
OO✤
✤
✤
pi
@@
The first observation is that the injectivity assumption on C(X) holds by construction,
and that for f ∈ C(X), the matrix π(f) is “block scalar”, the blocks corresponding to
the indices k in the basis εke in the basis from Lemma 3.9. Now for r ∈ ΓX,Y with
θ(r⊗ 1) = θ(1⊗ f) for some f ∈ C(X), we see, using the commutative diagram, that we
will have that π(r⊗ 1) is block scalar. By Lemma 4.4, the family of representations (πk)
of ΓX,Y , corresponding to the blocks k, is projectively faithful, so r = 1. We can apply
indeed Lemma 4.5, and we are done. 
5. Random walks
In this section we compute the Kesten type measure µ = law(χ) for the quantum group
G = GQ found in Theorem 4.6. Our results here will be a combinatorial moment formula,
a geometric interpretation of it, and an asymptotic convergence result.
The moment formula is as follows:
Proposition 5.1. We have the moment formula∫
G
χp =
1
|X| · |Y |#
{
i1, . . . , ip ∈ X
d1, . . . , dp ∈ Y
∣∣∣ [(i1, d1), (i2, d2), . . . , (ip, dp)]
= [(i1, dp), (i2, d1), . . . , (ip, dp−1)]
}
where the sets between square brackets are by definition sets with repetition.
Proof. According to the various formulae in sections 2 and 3 above, the factorization
found in Theorem 4.6 is, at the level of standard generators, as follows:
C(S+X×Y ) → C∗(ΓX,Y )⊗ C(X) → MX×Y (C)
uia,jb → 1|Y |
∑
c Fb−a,cc
(i) ⊗ vij → Wia,jb
Thus, the main character is given by:
χ =
1
|Y |
∑
iac
c(i) ⊗ vii =
∑
ic
c(i) ⊗ vii =
(∑
ic
c(i)
)
⊗ δ1
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Now since the Haar functional of C∗(Γ) ⋊ C(H) is the tensor product of the Haar
functionals of C∗(Γ), C(H), this gives the following formula, valid for any p ≥ 1:∫
G
χp =
1
|X|
∫
Γ̂X,Y
(∑
ic
c(i)
)p
Let Si =
∑
c c
(i). By using the embedding in Proposition 4.2 (2), with the notations
there we have Si =
∑
c(bi0 − bic, c), and these elements multiply as follows:
Si1 . . . Sip =
∑
c1...cp
 bi10 − bi1c1 + bi2c1 − bi2,c1+c2+bi3,c1+c2 − bi3,c1+c2+c3 + . . . . . . , c1 + . . .+ cp
. . . . . .+ bip,c1+...+cp−1 − bip,c1+...+cp

In terms of the new indices dr = c1 + . . .+ cr, this formula becomes:
Si1 . . . Sip =
∑
d1...dp
bi10 − bi1d1 + bi2d1 − bi2d2+bi3d2 − bi3d3 + . . . . . . , dp
. . . . . .+ bipdp−1 − bipdp

Now by integrating, we must have dp = 0 on one hand, and on the other hand:
[(i1, 0), (i2, d1), . . . , (ip, dp−1)] = [(i1, d1), (i2, d2), . . . , (ip, dp)]
Equivalently, we must have dp = 0 on one hand, and on the other hand:
[(i1, dp), (i2, d1), . . . , (ip, dp−1)] = [(i1, d1), (i2, d2), . . . , (ip, dp)]
Thus, by translation invariance with respect to dp, we obtain:∫
Γ̂X,Y
Si1 . . . Sip =
1
|Y |#
{
d1, . . . , dp ∈ Y
∣∣∣ [(i1, d1), (i2, d2), . . . , (ip, dp)]
= [(i1, dp), (i2, d1), . . . , (ip, dp−1)]
}
It follows that we have the following moment formula:∫
Γ̂X,Y
(∑
i
Si
)p
=
1
|Y |#
{
i1, . . . , ip ∈ X
d1, . . . , dp ∈ Y
∣∣∣ [(i1, d1), (i2, d2), . . . , (ip, dp)]
= [(i1, dp), (i2, d1), . . . , (ip, dp−1)]
}
Now by dividing by |X|, we obtain the formula in the statement. 
The formula in Proposition 5.1 can be interpreted as follows:
Proposition 5.2. With M = |X|, N = |Y | we have the formula
law(χ) =
(
1− 1
N
)
δ0 +
1
N
law(A)
where A ∈ C(TMN ,MM(C)) is given by A(q) = Gram matrix of the rows of q.
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Proof. According to Proposition 5.1, we have the following formula:∫
G
χp =
1
MN
∑
i1...ip
∑
d1...dp
δ[i1d1,...,ipdp],[i1dp,...,ipdp−1]
=
1
MN
∫
TMN
∑
i1...ip
∑
d1...dp
qi1d1 . . . qipdp
qi1dp . . . qipdp−1
dq
=
1
MN
∫
TMN
∑
i1...ip
(∑
d1
qi1d1
qi2d1
)(∑
d2
qi2d2
qi3d2
)
. . .
∑
dp
qipdp
qi1dp
 dq
Consider now the Grammatrix in the statement, A(q)ij =< Ri, Rj >, where R1, . . . , RM
are the rows of q ∈ TMN ≃MM×N (T). We have then:∫
G
χp =
1
MN
∫
TMN
< Ri1 , Ri2 >< Ri2 , Ri3 > . . . < Rip , Ri1 >
=
1
MN
∫
TMN
A(q)i1i2A(q)i2i3 . . . A(q)ipi1
=
1
MN
∫
TMN
Tr(A(q)p)dq =
1
N
∫
TMN
tr(A(q)p)dq
But this gives the formula in the statement, and we are done. 
The problem now is that of finding the good regime, M = f(K), N = g(K), K → ∞,
where the measure in Proposition 5.1 converges, after some suitable manipulations.
We denote by NC(p) the set of noncrossing partitions of {1, . . . , p}, and for π ∈ P (p)
we denote by |π| ∈ {1, . . . , p} the number of blocks. See [22]. We will need:
Lemma 5.3. With M = αK,N = βK, K →∞ we have:
cp
Kp−1
≃
p∑
r=1
#
{
π ∈ NC(p)
∣∣∣|π| = r}αr−1βp−r
In particular, with α = β we have cp ≃ 1p+1
(
2p
p
)
(αK)p−1.
Proof. We use the combinatorial formula in Proposition 5.1 above. Our claim is that,
with π = ker(i1, . . . , ip), for π ∈ NC(p) the contribution to cp is Cpi ≃ α|pi|−1βp−|pi|Kp−1,
and for π /∈ NC(p), the contribution is Cpi = O(Kp−2).
As a first observation, since there are M(M − 1) . . . (M − |π|+ 1) ≃M |pi| choices for a
multi-index (i1, . . . , ip) ∈ Xp satisfying ker i = π, we have:
Cpi ≃M |pi|−1N−1#
{
d1, . . . , dp ∈ Y
∣∣∣[dα|α ∈ b] = [dα−1|α ∈ b], ∀b ∈ π}
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Consider now the partition σ = ker d. The contribution of σ to the above quantity Cpi
is then given by ∆(π, σ)N(N − 1) . . . (N − |σ|+ 1) ≃ ∆(π, σ)N |σ|, where:
∆(π, σ) =
{
1 if |b ∩ c| = |(b− 1) ∩ c|, ∀b ∈ π, ∀c ∈ σ
0 otherwise
We use now the fact, coming from [10], that for π, σ ∈ P (p) satisfying ∆(π, σ) = 1 we
have |π| + |σ| ≤ p + 1, with equality when π, σ ∈ NC(p) are inverse to each other, via
Kreweras complementation. This shows that for π /∈ NC(p) we have Cpi = O(Kp−2), and
that for π ∈ NC(p) we have Cpi ≃M |pi|−1N−1Np−|pi|−1 = α|pi|−1βp−|pi|Kp−1, as claimed. 
We denote by πt the free Poisson (or Marchenko-Pastur) law of parameter t > 0. It is
known that the p-th moment of πt is given by
∑
pi∈NC(p) t
|pi|, and in particular that the
p-th moment of π1 is the Catalan number
1
p+1
(
2p
p
)
. See [20], [22], [26].
Also, we denote by D the dilation operation, Dr(law(X)) = law(rX).
Theorem 5.4. With M = αK,N = βK, K →∞ we have:
µ =
(
1− 1
αβK2
)
δ0 +
1
αβK2
D 1
βK
(πα/β)
In particular with α = β we have µ =
(
1− 1
α2K2
)
δ0 +
1
α2K2
D 1
αK
(π1).
Proof. At α = β, this follows from Lemma 5.3. In general now, we have:
cp
Kp−1
≃
∑
pi∈NC(p)
α|pi|−1βp−|pi| =
βp
α
∑
pi∈NC(p)
(
α
β
)|pi|
=
βp
α
∫
xpdπα/β(x)
When α ≥ β, where dπα/β(x) = ϕα/β(x)dx is continuous, we obtain:
cp =
1
αK
∫
(βKx)pϕα/β(x)dx =
1
αβK2
∫
xpϕα/β
(
x
βK
)
dx
But this gives the formula in the statement. When α ≤ β the computation is similar,
with a Dirac mass as 0 dissapearing and reappearing, and gives the same result. 
As a first comment, when interchanging α, β we obtain D 1
βK
(πα/β) = D 1
αK
(πβ/α), which
is a consequence of the well-known formula πt−1 = Dt(πt). This latter formula is best
understood by using Kreweras complementation (see [22]), which gives indeed:∫
xpdπt(x) =
∑
pi∈NC(p)
t|pi| = tp+1
∑
pi∈NC(p)
t−|pi| = t
∫
(tx)pdπt−1(x)
Let us state as well an explicit result, regarding densities:
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Proposition 5.5. With M = αK,N = βK, K →∞ we have:
µ =
(
1− 1
αβK2
)
δ0 +
1
αβK2
·
√
4αβK2 − (x− αK − βK)2
2πx
dx
In particular with α = β we have µ =
(
1− 1
α2K2
)
δ0 +
1
α2K2
·
√
4αK
x
−1
2pi
.
Proof. According to the well-known formula for the density of the free Poisson law (see
[20], [22]), the density of the continuous part D 1
βK
(πα/β) is indeed given by:√
4α
β
− ( x
βK
− 1− α
β
)2
2π · x
βK
=
√
4αβK2 − (x− αK − βK)2
2πx
With α = β now, we obtain the second formula in the statement, and we are done. 
Observe that at α = β = 1, where M = N = K → ∞, the measure in Theorem 5.4,
namely µ =
(
1− 1
K2
)
δ0 +
1
K2
D 1
K
(π1), is supported by [0, 4K]. On the other hand, since
the groups ΓM,N are all amenable, the corresponding measures are supported on [0,MN ],
and so on [0, K2] in theM = N = K situation. The fact that we don’t have a convergence
of supports is not surprising, because our convergence is in moments.
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