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In this paper, we give an alternative proof of four of Ramanujan’s modular equations of
degree 35, which have been proved by B.C. Berndt using the theory of modular forms. Our
proofs involve only the identities stated by Ramanujan.
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1. Introduction
Ramanujan [1, pp. 249–250] has recorded eight beautiful modular equations of mixed degrees 1, 5, 7 and 35. Berndt
has proved all these modular equations in [2, pp. 423–426]. Out of eight modular equations Berndt proved two of them
by employing only the tools known to Ramanujan and proved the rest by using the theory of modular forms. Berndt [2, pp.
326] expressed that the primary disadvantage of proof by employing themodular formmethod is that themodular equation
must be known in advance. Thus the proofs are perhaps more aptly called verifications. Motivated by these, in this paper,
we prove four of the remaining six identities which have been proved by Berndt by employing the modular form. Now we
shall recall the definition of the modular equation before stating the aftermost mentioned modular equation of Ramanujan.
As usual for any complex number a,
(a)k = a(a+ 1)(a+ 2) · · · (a+ k− 1), k = 1, 2, 3, . . .
and
(a)0 = 1.
The Gauss hypergeometric series is defined by,
2F1

a, b
c ; z

=
∞
k=0
(a)k(b)k
(c)kk! z
n, |z| < 1.
Let
F(x) =
2F1
1
2
,
1
2
1
; 1− x

2F1
1
2
,
1
2
1
; x
 .
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Suppose that the equality
nF(α) = F(β) (1.1)
holds for some positive integer n. Then a modular equation of degree n is the relation between α and β which is induced by
the equality (1.1). We say β has degree n over α. We also define the multipliermwith respect to α and β by
m =
2F1
1
2
,
1
2
1
;α

2F1
1
2
,
1
2
1
;β
 .
Suppose that
n1F(α) = F(β), n2F(α) = F(γ ) and n3F(α) = F(δ) (1.2)
hold. Then amixedmodular equation is a relation betweenα, β, γ and δ induced by (1.2). In such an instant,we say thatβ, γ
and δ are of degree n1, n2 and n3 respectively overα orα, β , γ and δ have degree 1, n1, n2 and n3 respectively. Ramanujan [1]
without proof obtained the following modular equations.
Theorem 1.1. Let β, γ and δ have degree 5, 7 and 35 respectively over α. Let m and m′ denote the multipliers connecting α and
β, γ and δ respectively. Then,
(i)
(αδ)1/4 + {(1− α)(1− δ)}1/4 + 24/3{αδ(1− α)(1− δ)}1/12
+ (βγ )1/4 + {(1− β)(1− γ )}1/4 + 24/3{βγ (1− β)(1− γ )}1/12
= 1+ {1+ 24/3{αβγ δ(1− α)(1− β)(1− γ )(1− δ)}1/24}2, (1.3)
(ii)
{(αδ)1/4 + {(1− α)(1− δ)}1/4 + 24/3{αδ(1− α)(1− δ)}1/12}
× {(βγ )1/4 + {(1− β)(1− γ )}1/4 + 24/3{βγ (1− β)(1− γ )}1/12}
= 1− 27/3{αβγ δ(1− α)(1− β)(1− γ )(1− δ)}1/24
×{(αβγ δ)1/8 + {(1− α)(1− β)(1− γ )(1− δ)}1/8}, (1.4)
(iii)
(αδ)1/4 + {(1− α)(1− δ)}1/4 + 24/3{βγ (1− β)(1− γ )}1/12

m′
m
1/2
= 1, (1.5)
(iv)
(βγ )1/4 + {(1− β)(1− γ )}1/4 − 24/3{αδ(1− α)(1− δ)}1/12
 m
m′
1/2 = 1, (1.6)
(v)
{16βγ (1− β)(1− γ )}1/24 − {16αδ(1− α)(1− δ)}1/8
{16βγ (1− β)(1− γ )}1/24 + {16βγ (1− β)(1− γ )}1/8 =

m′
m
1/2
, (1.7)
(vi)
{16αδ(1− α)(1− δ)}1/8 + {16αδ(1− α)(1− δ)}1/24
{16βγ (1− β)(1− γ )}1/8 − {16αδ(1− α)(1− δ)}1/24 =

m′
m
1/2
, (1.8)
(vii) 
αδ
βγ
1/8
+

(1− α)(1− δ)
(1− β)(1− γ )
1/8
−

αδ(1− α)(1− δ)
βγ (1− β)(1− γ )
1/8
+ 2

αδ(1− α)(1− δ)
βγ (1− β)(1− γ )
1/12
=

m′
m
1/2
(1.9)
and
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(viii) 
βγ
αδ
1/8
+

(1− β)(1− γ )
(1− α)(1− δ)
1/8
−

βγ (1− β)(1− γ )
αδ(1− α)(1− δ)
1/8
+2

βγ (1− β)(1− γ )
αδ(1− α)(1− δ)
1/12
= −
 m
m′
1/2
. (1.10)
Berndt has proved (1.5) and (1.6) by employing one of the Schröter [3] formulas, whereas, he has proved the rest by the
theory of modular forms. In this paper, we derive (1.7)–(1.10) by using the tools known to Ramanujan. We are unable to
extend the method of proof of (1.7)–(1.10) adopted to prove the remaining two modular equations (1.3) and (1.4).
Using Entries 10(i)–(iii), 11(i)–(iii) and 12(i)–(iii) in [2, Chapter 17], Berndt translates the modular equations (1.7)–(1.10)
to the following theta-function identities respectively:
ϕ(q5)ϕ(q7){2qψ(−q5)ψ(−q7)+ 2q4ψ(−q)ψ(−q35)+ f (q5)f (q7)} = ϕ(q)ϕ(q35)f (q5)f (q7), (1.11)
ϕ(q)ϕ(q35){2ψ(−q5)ψ(−q7)− 2q3ψ(−q)ψ(−q35)− f (q)f (q35)} = ϕ(q5)ϕ(q7)f (q)f (q35), (1.12)
q3ψ(q)ψ(q35)
ψ(q5)ψ(q7)
+ ϕ(−q
2)ϕ(−q70)
ϕ(−q10)ϕ(−q14) −
q3ψ(−q)ψ(−q35)
ψ(−q5)ψ(−q7) +
2q2f (−q2)f (−q70)
f (−q10)f (−q14) = 1 (1.13)
and
ψ(q5)ψ(q7)
q3ψ(q)ψ(q35)
+ ϕ(−q
10)ϕ(−q14)
ϕ(−q2)ϕ(−q70) −
ψ(−q5)ψ(−q7)
q3ψ(−q)ψ(−q35) +
2f (−q10)f (−q14)
q2f (−q2)f (−q70) = −1, (1.14)
where
ϕ(q) :=
∞
n=−∞
qn
2 = (−q; q
2)∞(q2; q2)∞
(q; q2)∞(−q2; q2)∞ ,
ψ(q) :=
∞
n=0
q
n(n+1)
2 = (q
2; q2)∞
(q; q2)∞
and
f (−q) :=
∞
n=−∞
(−1)nq n(3n−1)2 = (q; q)∞,
with
(a; q)0 = 1
and
(a; q)∞ =
∞
n=0
(1− aqn).
One can easily show that
ϕ(q) = f
5
2
f 21 f
2
4
, ψ(q) = f
2
2
f1
, ϕ(−q) = f
2
1
f2
and ψ(−q) = f1f4
f2
, (1.15)
where fn := f (−qn). For convenience set
P = qf1f35
f5f7
, Q := q
2f2f70
f10f14
, R := q
4f4f140
f20f28
,
S = f1f35
q3/2f2f70
, T = f5f7
q1/2f10f14
and K = f5f7
q5/2f2f70
. (1.16)
Changing q to−q in (1.11) and then using (1.15) and the above, (1.11) is equivalent to
2
ST
= Q − P
2
P − Q 2 . (1.17)
Changing q to−q in (1.12) and then using (1.15) and (1.16), (1.12) is equivalent to
2
K 2Q 2
= Q + P
2
P + Q 2 . (1.18)
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Using (1.15) and (1.16) in (1.13) and (1.14), then (1.13) and (1.14) respectively translate into
PQ 3 + Q 3R− P2R2 + 2PQ 2R = PQR (1.19)
and
P2R+ PR2 − Q 3 + PQ 2R = −2PQR. (1.20)
Thus, (1.7)–(1.10) are respectively equivalent to (1.17)–(1.20). In Section 2 of this paper we prove (1.19) and (1.20) and in
Section 3, we prove (1.17) and (1.18).
2. Proof of (1.19) and (1.20)
Lemma 2.1. We have
PQ + 1
PQ
=

Q
P
3
+

P
Q
3
+ 4

Q
P
2
+

P
Q
2
+ 8

Q
P
+ P
Q

+ 12. (2.1)
Proof. We have from [4, p. 55], [5], if
A = f1
q1/24f2
and B = f5
q5/24f10
,
then
(AB)2 + 4
(AB)2
=

B
A
3
−

A
B
3
. (2.2)
Changing q to q7 in the above, we obtain
(A1B1)2 + 4
(A1B1)2
=

B1
A1
3
−

A1
B1
3
, (2.3)
where
A1 = f7q7/24f14 and B1 =
f35
q35/24f70
.
Multiplying (2.2) and (2.3), we obtain
(AA1BB1)2 + 16
(AA1BB1)2
+ 4

AB
A1B1
2
+

A1B1
AB
2
=

BB1
AA1
3
+

AA1
BB1
3
−

P
Q
3
+

Q
P
3
. (2.4)
We have from [1, p. 325], [6, p. 206], if
C = f1
q1/6f5
and D = f2
q1/3f10
,
then
CD+ 5
CD
=

D
C
3
+

C
D
3
. (2.5)
Changing q to q7 in the above, we obtain
C1D1 + 5C1D1 =

D1
C1
3
+

C1
D1
3
, (2.6)
where
C1 = f7q7/6f35 and D1 =
f14
q7/3f70
.
Multiplying (2.5) and (2.6) and then using the fact that
C
D
= A
B
,
C1
D1
= A1
B1
,
CD
C1D1
= PQ and CD1
C1D
= P
Q
,
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we obtain
CC1DD1 + 25CC1DD1 + 5

PQ + 1
PQ

=

AA1
BB1
3
+

BB1
AA1
3
+

P
Q
3
+

Q
P
3
. (2.7)
Subtracting (2.4) from (2.7)
(AA1BB1)2 + 16
(AA1BB1)2
+ 4

AB
A1B1
2 A1B1
AB
2
−

CC1DD1 + 25CC1DD1

− 5

PQ + 1
PQ

= −2

P
Q
3
+

Q
P
3
. (2.8)
We have from [1, p. 327], [6, p. 207], if
E = f2
q1/8f5
and F = f1
q3/8f10
,
then
EF − 5
EF
=

F
E
2
− 4

E
F
2
. (2.9)
Changing q to q7 in the above, we obtain
E1F1 − 5E1F1 =

F1
E1
2
− 4

E1
F1
2
, (2.10)
where
E1 = f14q7/8f35 and F1 =
f7
q21/8f70
.
Multiplying (2.9) and (2.10) and then using the fact that
EE1FF1 = CC1DD1, FF1EE1 = AA1BB1,
EF
E1F1
= PQ
and
EF1
FE1
= A1B1
AB
,
we obtain
4

AB
A1B1
2
+

A1B1
AB
2
− 5

PQ + 1
PQ

= (AA1BB1)2 + 16
(AA1BB1)2
−

CC1DD1 + 25CC1DD1

.
Using this in (2.8), we obtain
4

AB
A1B1
2
+

A1B1
AB
2
= 5

PQ + 1
PQ

−

P
Q
3
+

Q
P
3
. (2.11)
We have, from [1, p. 86], [7, p. 381], if α, β, γ and δ have degree 1, 5, 7 and 35, respectively then
R41 +
1
R41
= Q 61 +
1
Q 61
− 5

Q 41 +
1
Q 41

+ 10

Q 21 +
1
Q 21

− 15, (2.12)
where
R1 :=

γ δ(1− γ )(1− δ)
αβ(1− α)(1− β)
1/48
and
Q1 :=

αδ(1− α)(1− δ)
βγ (1− β)(1− γ )
1/48
.
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Recently Baruah [8] has deduced (2.12) from the tools known to Ramanujan. Using Entries 10(i) and 12(i) in Chapter 17
[2, pp. 122,124], convert (2.12) into the theta function identity and then changing q to−q, we obtain
AB
A1B1
2
+

A1B1
AB
2
=

P
Q
3
+

Q
P
3
+ 5

P
Q
2
+

Q
P
2
+ 10

P
Q

+

Q
P

+ 15. (2.13)
From (2.11) and (2.13), we obtain (2.1). This completes the proof of Lemma 2.1.
The identity (2.1) can be written as
PQ − 1√
PQ
2
=

P
Q
3/2
+

Q
P
3/2
+ 2

P
Q
+ 2

Q
P
2
.
This implies
±

PQ − 1√
PQ

=

P
Q
3/2
+

Q
P
3/2
+ 2

P
Q
+ 2

Q
P
.
By definition of P and Q , one can see that QP is positive, and PQ < 1. Thus the above implies
1√
PQ
−PQ =  P
Q
3/2
+

Q
P
3/2
+ 2

P
Q
+ 2

Q
P
.
This implies
PQ − (PQ )2 = Q 3 + P3 + 2P2Q + 2PQ 2. (2.14)
The identity (2.14) is due to Bhargava et al. [9], where they employ (1.9) and (1.10) to prove (2.14). 
Proof of (1.18). Changing q to q2 in (2.14), and then multiplying throughout by P2, we obtain
P2RQ − R2P2Q 2 = P2Q 3 + P2R3 + 2P2RQ 2 + 2P2R2Q .
Multiplying (2.14) by R2 and then subtracting the resulting identity from the above, we obtain (1.18). 
Proof of (1.19). Changing q to q2 in (2.14) and then multiplying throughout by P , we obtain
PRQ − PR2Q 2 = PQ 3 + PR3 + 2PRQ 2 + 2PR2Q .
Multiplying (2.14) by R and then subtracting the resulting identity from the above, we obtain (1.19). 
3. Proof of (1.17) and (1.18)
We have from [1, p. 86], [7, p. 379], if α, β, γ and δ have degree 1, 5, 7 and 35, respectively, then
Q 41 +
1
Q 41
−

Q 21 +
1
Q 21

= 2

P21 +
1
P21

, (3.1)
where Q1 as in (2.12) and
P1 = [256αβγ δ(1− α)(1− β)(1− γ )(1− δ)]1/48.
Recently Baruah [8] has deduced (3.1) from the tools known to Ramanujan. Using Entries 10(i) and 12(i) of Chapter 17
[2, pp. 122,124], convert (3.1) into the theta function identity and then changing q to−q, we obtain
2
ST
+ ST
2
= 1
2

S
T
2
+

T
S
2
+ S
T
+ T
S

, (3.2)
where S and T are as in (1.16).
Lemma 3.1. We have
4
(ST )2
= Q (P
4 − Q 2)
P(Q 4 − P2) . (3.3)
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Proof. It is easy to see that ST = PQ . Using this in (3.2), we obtain
2
ST
+ ST
2
= 1
2

P
Q
2
+

Q
P
2
+ P
Q
+ Q
P

.
Squaring this on both sides and then setting 4
(ST )2
= x, we obtain
x+ 1
x
= t, (3.4)
where
t = 1
4

Q
P
2
+

P
Q
2
+ P
Q
+ Q
P
2
− 2.
Solving (3.4), we obtain
x = t ±
√
t2 − 4
2
. (3.5)
Consider
t2 − 4 = [Q
6 + 4Q 5P + 8Q 4P2 + 14P3Q 3 + 8P4Q 2 + 4P5Q + P6]
16(PQ )8
× (P − Q )2(P + Q )4(Q 2 − PQ + P2)2.
By employing (2.1) to the first factor of the number of the right hand side, we obtain
t2 − 4 = (PQ + 1)
2(P − Q )2(Q 2 − PQ + P2)2(P + Q )4
16(PQ )6
.
Using this in (3.5) and choosing positive sign, we obtain
x = 4t(PQ )
3 + (PQ + 1)(P − Q )(Q 2 − PQ + P2)(P + Q )2
8(PQ )3
.
Multiplying this by P(Q 4 − P2), we obtain
P(Q 4 − P2)x = Q (P4 − Q 2)− 1
8P3Q 4
(Q 2 − PQ + P2)(P2 − Q 2)
× (P3 + 2P2Q − PQ + P2Q 2 + 2PQ 2 + Q 3)(P3 + 2Q 2P2 + P2Q + PQ 4 − 2Q 3P + Q 5).
Since the third factor in the second term of the above is zero by (2.14), we obtain
x = Q (P
4 − Q 2)
P(Q 4 − P2) .
Since (3.4) is the reciprocal equation, we have
x = P(Q
4 − P2)
Q (P4 − Q 2) .
From the above two identities, we can rewrite (3.4) as
[P(Q 4 − P2)x− Q (P4 − Q 2)][Q (P4 − Q 2)x− P(Q 4 − P2)] = 0. (3.6)
One can see that series expansion of P,Q and x as follows
P = q− q2 − q3 + 2q6 − q7 + q8 − q9 − q10 + 3q11 − 2q12 − q14 + 2q15 + · · · .
Q = q2 − q4 − q6 + 2q12 − q14 + q16 − · · · .
x = 4q4 + 4q5 − 4q8 − 8q9 − 8q10 − 8q11 − 8q12 + 4q14 + 8q15 + · · · .
Using these in the first and the second factor of (3.6), we see that
First factor = G(q) = 4q8 − 12q10 − 12q11 + 12q12 + 28q13 − 4q15 · · · .
Second factor = H(q) = q3 − 3q4 + 5q6 + 3q8 − 17q9 + 4q10 − 5q11 − 4q12 + 91q13 − 32q14 − 28q15 − · · · .
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Clearly q−3H(q) does not tend to zero as q → 0, whereas q−3G(q) tends to zero as q → 0. Hence by analytic continuation,
G(q) = 0. Thus, we have
x = Q (P
4 − Q 2)
P(Q 4 − P2) .
This completes the proof of the lemma. 
Lemma 3.2. We have
Q
P
= (Q − P
2)(P + Q 2)
(P − Q 2)(Q + P2) . (3.7)
Proof. Multiplying (2.14) by (P − Q ), we obtain
P4 − Q 4 − (PQ )2(Q − P)+ QP(P2 − Q 2)+ PQ (Q − P) = 0.
This implies
Q [PQ − Q 3 + P3 − Q 2P2] = P[PQ − P3 + Q 3 − P2Q 2].
From this (3.7) follows. 
Proof of (1.17). We have
ST
PQ
= K 2. (3.8)
Multiplying (3.3) and (3.7) and then using the above, we obtain
±

4
(ST )2
= (P
2 − Q )
(Q 2 − P) . (3.9)
For q = exp
−π
2F1
 12 , 12
1
;1−x

2F1
 12 , 12
1
;x

, one can see that q is real and 0 < q < 1. Hence 2ST is always positive. We know that
√
z2 = z if Re(z) is positive, thus we choose positive sign in (3.9). This proves (1.17). 
Proof of (1.18). Dividing (3.3) by (3.7) and then using (3.8), we obtain (1.18). 
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