ABSTRACT In this paper, a 2D terminal constrained model predictive iterative learning control method of batch processes with time delay is proposed to deal with time delay, input and output constraints, and disturbances in batch processes. Firstly, an iterative learning control law is designed for the given batch process; then the state error and output tracking error are introduced, and the original state-space model is converted to an equivalent 2D-FM model. In the meantime, an optimal performance index with terminal constraints is introduced, and an update law is designed to minimize the objective function under input and output constraints. The robust constraint set is adopted that the system state is converged to this set round the desired point. Then, based on the designed optimal performance index and Lyapunov stability theory, the MPC problem is transformed into a linear matrix inequality problem and a sufficient condition is given to ensure the robust asymptotically stability of the closed-loop system. Finally, the validity of the proposed method is proved by the simulation on a stirred tank.
I. INTRODUCTION
The batch process production is widely used in various industries such as fine chemicals, biopharmaceuticals and metalworking. In addition, great achievements have also been made in the researches on the batch process control [1] - [9] . In batch process productions, time delay is inevitable and exists. And it can be generally classified into the input time delay, the output time delay and state time delay [10] . The existence of time delay will lower the response rate of the system, increase the difficulty in controller design, degrade the system's control performance, and even affect the system's stability [11] - [13] . Therefore, how to effectively handle the issue of time delay in batch processes has been the focal point in this field.
Regarding the issue of time delay in batch processes, Xu et al. [14] discussed the iterative learning control strategy for batch process with smith delay compensators as early as 2001. Regarding the uncertain time delay of batch processes,
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Liu et al. [15] designed an iterative learning control strategy with an internal model control structure, which used a unified controller to achieve IMC and ILC. If only the direction of time is considered, the direction of batch will just be a single repetition and unable to improve the control performance with the increase of the batch direction; and if only the direction of batch is considered, it will not be possible to determine the initial value or will cause other problems. In order to ensure that the control performance improves along both the direction of time and the direction of batch, Liu et al. designed a 2D iterative learning control method for batch processes with state time delay and time-varying uncertainties [16] , which could optimize the uncertainty of batch processes online and achieve the tracking control in predetermined trajectory along the direction of time and the direction of batch. Wang et al. devised a delay-dependent 2D guaranteed cost controller for batch process with state time delay [17] , then using the interval delay-dependent method, discussed the robust two-dimensional iterative learning control method for batch processes with state time delay [18] .
Consider the interval time-varying delay in batch processes, a fuzzy iterative learning control strategy was proposed by Wang et al. In [19] , the authors established a 2D Takagi-Sugeno(T-S) delay model to overcome the deficiency of linear models that cannot fully describe nonlinear batch processes, and the gain of controller was obtained by solving the linear matrix inequalities. Wang et al. [20] designed a delay-dependent iterative learning fault-tolerant guaranteed cost controller for multi-phase batch processes. Shen et al. designed a composite 2D fault-tolerant controller to solve the problem of time delay in multi-phase batch processes [21] . In [22] , a strategy based on iterative learning fault-tolerant control in the finite frequency domain was proposed to deal with the problem of time delay in batch processes. The above research achievements are all offline global optimization control without considering the problem of input and output constraints. If the restriction of input and output constraints is not considered in controller design, it will likely reach the saturation state and cannot be changed, which will degrade the system's control performance and even affect the stability of the whole system [23] - [25] . Model predictive control can solve the problem of input and output constraints effectively, has the ability of online rolling optimization, and can find the optimal solution at all times [26] , [27] . Regarding the predictive control of batch process, a robust predictive faulttolerance control method for batch processes was discussed in [28] . And immediately after that, a predictive control method based on adaptive model was designed in [29] . Laurí et al. [30] proposed a model predictive control method and verified the effectiveness of the method in batch processes. In [31] , by consideration of the system's 2D feature, a predictive control method for batch processes was proposed. Zhang et al. designed a predictive control strategy based on min-max optimization to overcome the uncertainties and disturbances existing in batch processes [32] . In [33] , the model predictive control for multi-phase batch process was presented. In [34] , a linear quadratic predictive faulttolerant control method for multi-phase batch processes was discussed. In the above researches, the problem of time delay was not considered. Regarding the uncertainties and unknown disturbances in industrial processes, Shi et al. [35] proposed a delay-dependent robust constrained model predictive control method. To deal with the issue of actuator faults and interval time-varying delay in industrial processes, a robust constrained model predictive fault-tolerance control method in [36] . Wu and Zhang [37] proposed a control strategy combing ILC with predictive control. Batch processes also have highly nonlinear characteristics and MPC also has some achievements for nonlinear systems. In [38] , the robust nonlinear model predictive control method for batch processes was discussed, and the quantitative estimation of the performance index along the direction of batch was obtained by expanding the control trajectory sequence. For batch reactor systems, a model predictive control strategy for nonlinear multiphase batch processes was presented in [39] . Considering the constraints of batch processes and the repeatability and two-dimensional characteristics, the predictive control method has some restrictions in the control. In contrast, the iterative learning control method has great advantage in dealing with repetitive systems and high precision requirements for tracking trajectory. The combination of the model predictive control and iterative learning control allows for mutual supplementation and is favorable for achieving better control performance. In [40] , Lee et al. combined the model predictive control and iterative learning control based on the time-varying linear system model, which overcame the problem of uncertainties and disturbances and enabled the system to achieve good performance in the trajectory tracking. Based on the concept of two-dimensional systems, the integrated predictive iterative learning control method was discussed by Chen and Xiong [41] , which had good tracking performance and highly convergence rate. In [42] , Shi et al. proposed an indirect iterative learning control system composed of the internal circulation model predictive control and external circulation iterative learning control based on the 2D-GPC algorithm, which achieved the parametric optimization of the feedback controller and the design of the controller of simple iterative learning was realized, and ensured the optimal control performance of the system under the 2D-GPC. In [43] , considering the nonlinearity of batch processes, a two-dimensional iterative learning predictive control algorithm based on the real-time feedback was discussed and verified the feasibility and convergence of this algorithm through simulation cases. In [44] , an iterative learning model predictive control method involving the dynamic parameter R was proposed, which combined model identification with the dynamic parameter R, eliminated the incompatibility between the model and controlled object, and achieved the zero-error tracking. In [45] , to inhibit the realtime disturbances, Oh et al. combined the iterative learning control and model predictive control in batch processes. Under the framework of two-dimensional systems, a novel predictive iterative learning control strategy was designed in [46] . The above researches share a common point in that they all operated in normal system. However, actuator faults are inevitable in batch processes. In [47] , a predictive iteratively learning control strategy was proposed aiming at actuator faults and uncertainties in batch processes. Batch processes have multi-phase characteristics. The previous stage control performance can affect the next stage. Therefore, the optimal performance of the system cannot be guaranteed without considering multi-phase characteristics for batch processes. Bo et al. [48] modeled a two-dimensional system based on the iterative learning control algorithm and the multi-phase characteristics of batch processes, and proposed the generalized predictive control framework to optimize the control performance along both the direction of time and the direction of batch simultaneously. The iterative learning model predictive control method for multi-phase batch processes was discussed in [49] . The iterative learning control method is employed to deal with the issue of time delay in batch processes and ensure the systems' stability at the current moment in [14] - [22] . However, all of these methods did not involve the predictive control and could not ensure the systems' state in the future time. In [28] - [33] , the predictive control problem of system is studied and ensured the control performance in the future time, but the impact of time delay on the system and input and output constraints are not taken into account. The predictive control of batch processes is studied in [36] , [37] , but did not consider the existence of disturbances. In [40] - [49] , the iterative learning model predictive control is considered to overcome system disturbances and ensure the systems' stability, but the problem of time delay is not taken into account.
Therefore, considering the deficiencies of the methods proposed in above researches, a 2D constrained model predictive iterative learning control method based on terminal constraints for batch processes with time delay is proposed in this article. The advantages of the presented method: (1) under the 2D system theoretical frame work, the model predictive control is combined with iterative learning control to ensure the improvement of tracking performance along the direction of time and the direction of batch; (2) a min-max optimization and an update law are proposed to minimize the ''worstcase'' performance index in the infinite time domain, where the infinite time domain optimization problem is concerted to the LMI input and output constraints convex optimization problem by using the theory of linear matrix inequalities; (3) the designed controller has certain robustness, which can resist the effect of internal and external disturbances and ensure the systems' stability. Last but not least, the feasibility and superiority of the presented method are proved through modeling and simulation.
II. PROBLEM FORMULATION
Consider batch processes with disturbances and state time delay:
where t and k indicate the time and batch separately; (2) is a constraint for the controller design. For the constraint of time delay, there are mainly two kinds of cases, one is the constant time delay, and the other is interval time-varying time delay. In the interval time-varying time delay, the range is from zero to an upper bound. However, the change of interval time-varying time delay does not start from zero. In order to reduce the conservatism of control, it is adopted in this paper as:
In the actual production process, disturbances are widespread. The existence of disturbances may influence the performance or even damage the stability of the system. So it is necessary to consider the disturbances as described below. This leads to the following description: 
where γ is a known positive number. This is the common method to consider the uncertainties in systems.
III. EQUIVALENT 2D CLOSED-LOOP STATE SPACE MODEL
For batch processes characterized by model (1), the following iterative learning control law is designed:
where u(t, 0) denotes the initial value of the iteration algorithm, and r(t, k) ∈ R m is called the iterative learning update law. The purpose of this section is to determine an update law r(t, k) and enable the system's output y(t, k) to track the predetermined reference trajectory y r (t) as far as possible. Define a tracking error variable:
Meanwhile, define an error function along the direction of batch:
where f can represents the system variable, the output variable or external disturbance.
The following equations can be derived from model (1) and equations (3)- (5):
If w(t, k) = 0, disturbances can be deemed as repetitive disturbances, otherwise, disturbances can be deemed as nonrepetitive disturbances.
Then an equivalent 2D-FM model can be established:
where
The objective is to design the following predictive update law: (10) which is used to minimize performance index J ∞ (t, k) under the constraint condition (12) . x z (t + i|t, k + j|k) and y(t + i|t, k + j|k) indicate the state estimated value and output estimated value for the kth batch at time t respectively, and r(t + i|t, k + j|k) denote the predictive update law for the kth batch at time t, In particular,
According to the characteristics of batch processes, disturbances can be divided into repetitive disturbances and non-repetitive disturbances. Therefore, the definition of performance index is also different. When disturbances are repetitive disturbances, In the infinite time domain [t, ∞) and [k, ∞), a ''worst-case'' performance index for the kth batch at time t in an uncertain system is defined as:
The constraint conditions are:
where Q 1 , Q 2 and R denote related weight matrices, r m is the upper bound of variable r(t +i|t, k +j|k) and y m is the upper bound of variable y(t + i|t, k + j|k), ĀĀ dB ∈ , is an uncertainty set.
IV. 2D ITERATIVE LEARNING MODEL PREDICTIVE TRACKING CONTROL
The predictive updating law (10) is designed based on the theory of the predictive control for model (12) and the robust stability of the system is studied. Under the framework of controller (10), the closed-loop prediction model can be expressed as:
Define variables for simple calculation:
The system's state variables:
The Lyapunov functions:
The increment functions:
The condition of linear matrix inequalities can be defined by parameter-dependent Lyapunov functions:
where P, P 1 , P 2 , T 1 , M 1 , T 1 , G 1 are positive finite matrices to be undetermined.
The system optimization problem is can be solved, and the following 2D Lyapunov inequality constraints must be existed:
This is the condition that the incremental change of the V function must meet when the model predictive control is proved solvable.
For the 2D system (13), assuming that there is a series of initial conditions and two positive integers i, j, then
where s 1 < ∞ and s 2 < ∞ are positive integers, x z (t +i, k) and x z (t, k +j) denote the bound along the direction of time and the bound along the time of batch respectively,
The superposition of
from i, j = 0 to i, j = ∞, we can obtain the following inequality:
where θ denotes the upper bond of J ∞ (t, k). Lemma 1 [50] : For given appropriate dimensioned matrices W , L and V , among which W and V are positive finite matrices, we have
if and only if
Lemma 2 [51] : For any vector (t) ∈ R n , two positive integers κ 1 and κ 2 , and the matrix 0 < R ∈ R n×n , the following inequality holds:
Lemma 3 [50] : Let D, F, E and M denote appropriate dimensioned matrices, among which the matrix M satisfies M = M T , then for all FF T < I , we have
The following inequality holds if and only if ε > 0: 
And the gain matrix of the control law can be expressed as:
Proof: Design the increment functions
where 0 <α < 1, 0 <β < 1
From the lemma 2, we can obtain
To simplify calculation, define the variable
Based on formulas (28), (29) and (30), we have
To prove that ψ < 0 stands, it is only required to perform left-multiplication and right-multiplication with the following diagonal matrix for the inequality (23):
I I I I I I
Then using the lemma 1 and lemma 3, the inequality (23) can be equivalently transformed into:
Through left-multiplication with φ T t+i,k+j and rightmultiplication with φ t+i,k+j for the formula (33), we can obtain
Obviously, it can be known from (34) that (15) holds. Given
The system is asymptotically stable. 
For any positive numbers T 0 , K 0 , l > 0, we have
Letμ = max{α,β}, then
We can obtain
The above results show that the system is also exponentially stable.
Let
.
And then from the inequality (15), we can obtain
Take the maximum value
It can be known from (24) that
where φ
where θ 1 is the upper bound of V (x z (t, k)).
Then it stands.
where θ is the upper bound of J ∞ (t, k).
For ∀x z , we have
where α 1 , α 2 ∈ K ∞ , and 
and p max (·) denote the minimum characteristic value and the maximum characteristic value respectively, and ψ * l denotes the optimal value of ψ l for the kth batch at time t.
Define x z (t|t, k|k) = x z (t, k), r(t|t, k|k) = r(t, k), then the formula (11) is equivalent to:
from i, j = 1 to i, j = ∞ according to the formula (15), then we have
wherē
Therefore, we have
The optimization problem for the kth batch at time t can be solved using the formula below: min
The optimization problem is converted to the following linear matrix inequality for solution:
ϕ constraints (26) , (52) (53) The proof of constraint conditions (25)- (27) are given in the following section.
Lettinḡ
and using the lemma1, we can obtain the constraint condition (25):
For the input constraint of formula (26), we have
For the output constraint of formula (27), we have
The proof of the theorem 1 is completed. 
Proof: When disturbances are non-repetitive disturbances, in the infinite time domain [t, ∞) and [k, ∞), a ''worst-case'' performance index for the kth batch at time t in an uncertain system is defined as:
where V m (x z (t + N |t, k + N |k)) is called the terminal constraint
where Q 1 , Q 2 and R denote related weight matrices, r m is the upper bound of variable r(t +i|t, k +j|k) and y m is the upper bound of variable y(t +i|t, k +j|k), ĀĀ dB w(t, k) ∈ ,¯ is an uncertainty set. Referring to the proof of the theorem 1, the linear matrix inequality (57) is equivalent to
Through the formula (64) left-multiplication with φ T 1 (t + i|t, k + j|k) w T (t + i|t, k + j|k) and rightmultiplication with its transpose, we can obtain φ 1 w
which is transformed into 1
From the formula (66), we can obtain 1
Thus, when disturbances are involved, the traditional asymptotically stability cannot converge to the origin. On the contrary, there exists a robust positive definite invariant set.
where θ 1 is the upper bound of V (x z ). Te system state can converge to this set.
For ∀x z ∈ , we have
where α 3 , α 4 ∈ K ∞ , and
and 
Similarly, letĜ = G 0 0 0 , φ
, referring to the proof of the theorem 1, the linear matrix inequality(58) is equivalent to
According to the formula (47), we have
Through the superposition of the formula from i, j = 1 to i, j = ∞, we can obtain
Therefore, we havē
The optimization problem for the kth batch at time t can be solved using the formula:
which is equivalent to
The proof of the theorem 2 is completed.
V. CASE STUDIES
The stirred tank in reference [52] is adopted as an example:
where C A denotes the concentration of A in the irreversible reaction process (A→B); T denotes the reactor temperature;T j denotes the cooling flow temperature, as manipulated variables
The model (81) is used to control the model (80) through the linearization method. For system identification, a step test is performed with the size of 26 • and the sampling interval of 1. We obtain the step model
+0.0425z −2 1−0.9153z −1 +0.0013z −2 using the least squares method with the step input and step response, assuming that the system is second-order. Denote x 1 (t, k) = y(t, k) and x 2 (t, k) = −0.0013y(t − 1, k) + 0.0425u(t − 1, k) according to the reference [32] . The step model can be transformed into the state space model
And the model (81) is the time delay extended model of the above-mentioned sate space model. 
A. ROBUSTNESS TO REPETITIVE DISTURBANCES
In the actual industrial process, disturbances are unavoidable. In this section, the robustness against repetitive disturbances will be shown. Assuming that system's real-time dynamics are shown in model (81), where repetitive disturbances w(t, k) ∈ R 2 , w(t, k) = cos(t) × 0.1 0.2 T . At this point,
w(t, k) only depends on the time t, that is w(t, k) = w(t).
From Fig. 1 others, the convergence is better, and the tracking performance of the system is optimal obviously. The following simulation results are carried out under the optimal R value of 0.02. Fig. 2 shows the output responses under repetitive disturbances. We regard the second batch as the initial batch. At the beginning, the curves are deviated from the predetermined reference trajectory greatly. But the output responses curves can track the predetermined reference trajectory in a very short time with the increase of batches, and the degree of curves fitting are relatively high. When the system is changed suddenly, the output responses curves can still keep good track of the predetermined reference trajectory, and the curves are smooth. Fig. 3 shows the input responses under repetitive disturbances. The input responses curves fluctuate greatly at the beginning. However, with the increase of batches, it can reach the stable state within a very short period of time, with almost no fluctuation. When the system is changed suddenly, the system can still converge to the stable state quickly and the input responses curves are stable and smooth. Fig. 4 shows the input increments under repetitive disturbances. The input increments curves deviate to a large extent at the beginning, and the curves fluctuate greatly. However, with the increase of batches, the input increments curves become stable and smooth with almost no fluctuation after reaching the stable state, and the increments of input variables are close to zero. In the actual production, after the system has reached the stable state, the proposed method in this article can be used to ensure the system's stable operation through its basically invariant control input, which is beneficial for cost saving and improving the production efficiency. Fig. 5 shows the output increments under repetitive disturbances. The output increments curves deviate to a large extent at the beginning, and the curves fluctuate greatly. Although the output increments curves fluctuate greatly at the beginning, with the increase of batches, curves can converge to the stable state quickly, and the curves are stable and smooth.
B. ROBUSTNESS TO NON-REPETITIVE DISTURBANCES
In this section, the robustness against non-repetitive disturbances will be shown. It is assumed that the system's real-time dynamic equation is shown in model (78), in which non-repetitive disturbances w(t, k) ∈ R 2 , w(t, k) = 0.004 × δ 1 δ 2 T , δ i (i = 1, 2), change randomly within the range of [0, 1] along the direction of time, and are nonrepetitive along the direction of batch, w(t, k) depends on both t and k. Fig. 6 shows the system's tracking performance under nonrepetitive disturbances. When R=0.02, the tracking error is still the smallest, the speed of stabilization is faster than others, the convergence is better, and the tracking performance of the system is obviously optimal. The control strategy proposed in this paper is still effective though the tracking performance is slightly worse under non-repetitive disturbances.
C. ROBUSTNESS TO PARAMETER CHANGES
In this section, the change of system parameters is considered to verify the robustness of the proposed method. The system usually is a model established by the acquired data. System is also affected by other external factors, which may result in changes of system parameters that is parameter mismatch. At this time, the actual model of system is inconsistent with the original system. However, the controller designed in this article is based on the data. The controller obtained in case 2 will be used to control the system with parameter changes. From this figure, it can be observed that under the impact of parameter changes, the tracking performance of the system will decline to a certain extent, but it still converges. It is shown that the proposed method is still effective for system with parameter changes.
VI. CONCLUSION
In this article, a 2D constrained model predictive iterative learning control method based on terminal constraints of batch processes with time delay is proposed. Modeling and simulation revealed that the method proposed in this article has good tracking performance and faster convergence speed. With the increase of batches, the input increments tend to zero, and the fitting degree of the input responses and output response curves are increased. After the stable state is reached, the curves are stable and smooth with almost no fluctuation. It also has a good stability for the parameter change of the actual system, which verifies the effectiveness and superiority of the proposed method. 
