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ABSTRACT 
The set of all n X n double nonnegative (i.e., nonnegative and positive semidefi- 
nite) matrices whose vector of row sums is a given vector E is a compact convex set. 
We characterize extreme matrices of this set which have chordal graphs. 
1. INTRODUCTION 
Let E E R:,, that is, E has all positive entries. Let K, be the compact 
convex set of all n X n doubly nonnegative (i.e., nonnegative and positive 
semidefinite) matrices whose vector of row sums is E. In general, the extreme 
points of K, are not known. The problem of characterizing these extreme 
points seems to be a difficult one, and only partial answers exist so far. We 
give here a characterization of the extreme matrices in K, with chordal 
graph. 
The study of extreme points of K, was initiated in [4] (for the special case 
when E = e, the vector of all l’s, so K, is the set of all n X n positive 
semidefinite doubly stochastic matrices). The study was continued in [6], [7], 
and [S]. In this introduction we will describe briefly most of the known results 
while establishing terminology and notation. We then give a description of 
the new results in Section 2. 
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For any n X n symmetric matrix A let the graph of A, G(A), be the 
(simple, undirected) graph on vertices {l, . , n} with {i, j} (i # j) an edge of 
G(A) if and only if ajj # 0. For a simple undirected graph G we denote by 
/J(G) the number of maximal cliques in G. By p(G) we denote the minimal 
rank of a doubly nonnegative matrix with graph G and positive diagonal 
entries. A theorem of Brualdi implies that if A is a doubly nonnegative matrix 
with graph G, then for some diagonal D with positive diagonal entries, 
DAD E K, (see [I]). In Section 2 we use this fact implicitly when construct- 
ing matrices in K,. For now it is worth noting that, in particular, for every 
EE R”,, there exists a matrix A E K, with rank A = p(G). Also, by one of 
the proofs in [7], for every p(G) < r < n there exists a (nonextreme) matrix 
A E K, with G(A) = G and rank A = r. For standard graph theoretic 
notions and notation see [3] or [5]. We mention here only these: V(G) is the 
set of vertices of G; E(G) is the set of edges of G; for V c V(G), G,, is the 
graph induced by G on vertices V; G \ V is the graph induced by G on 
vertices V(G) \ V. 
We now may summarize most of the known results as follows: 
(A) Let G be a connected bipartite graph. Then: 
(1) [2] p(G) = n - 1. 
(2) [6] A E K, with G(A) = G is extreme iff G is a tree and rank A = 
p(G). 
(B) [7] Let G be a connected PNC graph (a cactus), i.e., a connected graph 
in which no two cycles have a common edge. Let s be the number of 
odd cycles in G. Then: 
(1) p(G) = n - s - 1. 
(2) A E K, with G(A) = G is extreme iff G has no induced even cycle 
and rank A = p(G). 
CC> [8] Let G be a “tree of t- cliques,” i.e. a connected graph with r blocks 
where each block is a complete subgraph of G. Then: 
(1) p(G) = r. 
(2) A E K, with G(A) = G is extreme iff rank A = p(G). 
(D) [4, 7, 8] Suppose in a connected graph G each pair of maximal cliques 
have the same intersection. Then: 
(1) p(G) = p(G). 
(2) A E K, with G(A) = G is extreme iff rank A = p(G). 
Every graph on four vertices or less falls into one of the categories 
(A)-(D); thus for n < 4 extremality is determined by graph and rank [4, 61. 
For n = 5 there are exactly two examples of a graph G on five vertices for 
which there exist both an extreme matrix and a nonextreme matrix in K, 
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with graph G and rank p(G) [S]. For 72 Q 5 every extreme matrix satisfies 
rank A = p(G( A)), but there exists A E K, for E E R6,+ which is extreme 
and has rank greater than p(G( A)) [S]. 
In the next section we are going to study the extreme matrices in K, 
whose graph is chordal. For a chordal graph G we will compute p(G) and 
show that {r ] p(G) < T Q p(G)} is the set of ranks of extreme matrices in K, 
with graph G. We give a characterization of the extreme matrices in K, with 
graph G and discuss which chordal graphs G have the property that every 
A~K~withG(A)=GandrankA=p(G)’ IS extreme. Note the difference 
from results (A)-(D). Note also that this generalizes (C) and (D). 
A basic tool in most of the proofs so far was the following lemma: 
LEMMA [6]. A matrix A E K, is extreme if and only if there does not 
exist a nonzero perturbation of A, i.e. a matrix B # 0 such that 
(1) Be = 0, 
(2) B = BT, 
(3) N(A) _C N(B), where N(A) denotes the nullspace of A, 
(4) aij = 0 * bij = 0. 
The following observation was also used frequently: For any permutaiton 
matrix P, A E K, is extreme iff PAPT E K,, is extreme. Thus we may 
always assume that the vertices of G(A) are labelled conveniently. We will 
use here both the lemma and the observation. 
Finally we mention a few more notations: 
R”,= {r E Rn(xi > Oforeveryi}. 
For x E R”, 
suppx = (1 <i < n(x, # o}, 
and if (Y 5 (1,. . . , n), x[ (u] is x restricted to the indices in cr. For an n X n 
matrix A, A[ LY] is the principal submatrix of A lying in rows and columns cr. 
2. CHORDAL GRAPHS 
A graph G is chordal if it has no induced chordless cycle of length 4 or 
more. Equivalently, G is chordal iff there exists a perjkt elimination order 
(PEO) on G’s vertices. An order < on G’s vertices is a PEO if for every 
vertex u the set (u E adj(u> ) u > V) is a clique. 
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Every chordal graph has a simplicial vertex, that is, a vertex whose 
adjacency set is a clique. In fact, every noncomplete chordal graph has at 
least two nonadjacent simplcial vertices. This implies that a chordal graph 
may have many different PEOs. To see that, observe that a PEO is obtained 
by choosing first a simplicial vertex in G and labeling it 1. When i vertices 
have already been labeled 1, . . , i, any simplicial vertex of G \ (1, . . , i} 
may be chosen to be labeled i + 1. For details on all the above see Chapter 4 
in [5]. 
We are going to study extreme matrices in K, with chordal graphs. 
Throughout this discussion we assume that G is a chordal graph on vertices 
{l,...,n} and that 1 < 2 < .a* < n is a PEO on G’s vertices. That is, for 
every i the set (j E ad$i> Ij > i] is a clique in G. We denote 
Xi = (i E adj(i)(j > i}, 
CL = {i) w xi. 
Each Ci is a clique containing i. The complete subgraph induced by G on 
Ci, G,,, will be denoted Gi. We will say that cliques C(l), C@), . . , Cck) _/Xy 
cover G if 
V(G) = ; C’“’ and E(G) = 6 E(Gc(>,). 
s= 1 s= 1 
We denote by c(G) the minimal number of cliques in a full covering of G. 
[c(G) should not be confused with K(G), the clique cover number of G. By 
definition, K(G) is the minimal number of cliques needed to cover G’s 
vertices; c(G) is the minimal number of complete subgraphs of G needed to 
cover all of G-vertices and edges.] 
THEOREM 1. For a chordaE graph G, p(G) = c(G). 
Proof It is easy to see that for any graph (whether chordal or not) 
p(G) < c(G): F or any clique C in G let 1, be the O-l vector in R” 
supported by C. If k = c(G) and C(l), C@), . , Cck’ are k cliques fully 
covering G, then 
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is a nonnegative positive semidefinite matrix with G(A) = G and rank A < k 
= c(G). Hence p(G) Q c(G). 
We now show that if A is a positive semidefinite matrix with G(A) = G, 
then rank A > c(G). Let A be a positive semidefinite matrix with G(A) = G. 
We will prove that there exist at least c(G) linearly independent columns in 
A. Let i, = 1. For t > 1 let 
N, = > i,\i @ b Ci,, or there exists j E Xi s.t. {i,j} @ 6 E(G,,) 
s=l s=l 
(i.e., N, is the set of all vertices i greater than i, such that either i itself or 
one of the edges adjacent to i is not covered by Gil, . . , Gil). If N, # 0 let 
at+1 ’ = min(N,). 
Let 1 be the first index for which Nl = 0. It is easy to see that Ci,, . , Gil 
fully cover G and thus I > c(G). Hence showing that columns ii, i,, . . , i, of 
A are linearly independent would complete the proof. We use induction. 
Assume that for 1 < t < I a’~, . . , aif are linearly independent, where Q’ 
denotes the ith column of A. Now if there exists an i E Ci,+, such that 
i @ U z= iCi , then u{~,+~ > 0 while aji = 0 for every 1 < s < t. Thus a’!+ 1 
cannot be a’linear combination of ail,‘. . , n’l. So assume now that Ci,+, G 
U ~=,Ci~. In particular i,+l E IJ i= lCi , and since N, # 0, there exists 
.Z E ‘i,,, such that {i,, r, 1 ‘) e U :+E(G;$). 
There exists Z G 11, . . , t} with the following three properties: 
forevery s E I, ui,i,+, = O, (1) 
(1 < s < tluj,$ f o} E 1, (2) 
forevery s E Z and s’ E I, 16s’ <t, u,,i,, = 0. (3) 
Before proving that such I indeed exists, we show that the existence of a set 
Z satisfying (l)-(3) implies that a it+l is not a linear combination of a’~, . . ) d’: 
Assume to the contrary that for some f, E R, s = 1, . . . , t, 
&+1 = sglfsui'. 
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In particular, for every r E I, 
‘irit+ 1 = i fv't,i; 
s= 1 
By (1) and (3) this means 
If we denote 
a = {isIs E r}, f= (fl>...> ft>“> 
this last system of equations translates to 
A[ cx]f[ I] = 0. 
By the induction hypothesis a’~, . . , ~21 are linearly independent, and in 
particular {ai ) i E a} is a linearly independent set. Hence A[ (Y] is invertible 
and f[ I] = 0. Thus 
In particular, 
By (2) this last equation yields 
in contradiction to j being in Xi,+ ,. 
The proof of Theorem 1 will therefore be finished by showing that such a 
set I c {I, . . , t}, satisfying (I)-(3), d oes exist. To construct such I let 
I” = {l < s < tlj E Xi,} 
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For p > 0 let 
1 p+l = I, U (1 < s Q tlthere exists r > s s.t. T E I, and i, E Xi,). 
Let ?n be the first such that 
{I < s < tlthere exists T > s s.t. r E I,, and i, E Xi,} = 0, 
and set Z = I,. 
Obviously, I,, c z, = I, i.e., (2) holds. To show that (1) holds we use 
induction on p to prove that 
a.. =o Z,‘t+1 for every s E I,. (4) 
For p = 0: If s E I, then j E Xi,. Now u,,~,,, = 0, because otherwise 
i t+ 1 E Xi , and since Xi4 is a clique, this would imply that {i,+,,j} E E(G,“), 
which is i”mpossible by the way we chose j. 
Now assume (4) holds for p. If s E I,, i, then either s E I, or s E I,. In 
the former case u,,~,+~ = 0 by the induction hypothesis. In the later case, 
s P ZP and s E Z,+i implies that for some s < r E ZP, i, E Xi”. If airi,+, 
were not 0, it would mean that i,, 1 E Xi,. But then, since Xi is a clique, we 
would get that (i,, i,,,} E E(G), that is, u,~~,+~ f 0, in contradiction to the 
induction hypothesis. Thus, in this case too aiiil+l = 0. 
Finally, we show that Z satisfies (3). We again use induction on p, this 
time to prove 
if s~~~,s’~Z,,ands<s’,<t, then u,,~,, = 0. (5) 
For p = 0: If s E I,, s < s’ < t, and u~,~,, # 0, then j E Xi and i,. E 
Xi,. Since Xi is a clique, i,, 
j EX~, and b’ E I,. 
and j are connected by an edge in ‘G. That is, 
Now assume (5) holds for p. Let s E I,, 1, s < s’ < t, and s’ 4 ZP+i. If 
s E ZP, then by the induction hypothesis aiTi,, = 0. If s E ZP, then for some 
s < r E ZI,, i, E Xi. Now u,,~,, # 0 would imply that i,, E X,,, too, and thus 
a,,,i # 0. Since r E ZP and s’ P I,, this yields by the induction hypothesis 
that s’ < r. But then s’ < r < t, r E Zy, and i, E Xjs,, i.e. s’ E Z,+i, a 
contradiciton. 
For p = m we get by (5): If s E I, s’ e I, and s < s’ < t, then 
%,i,. = 0. But also, for s E I there does not exist 1 < s’ < s, s’ E Z such that 
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a,,i,, # 0, since 
(1 < s’ < tkhere exists s > s’, s E Z, s.t. i, E Xi,,} = 0. 
That is, Z = Z, satisfies (3). 
REMARKS. 
1. Note that by the proof of Theorem 1 we actually have for such G 
p,,d(G) = P(G) = P,,(G) = c(G), 
where 
p,,,(G) = the minimal rank of a positive semidefinite matrix with graph G, 
p,,(G) = the minimal rank of a completely positive matrix with graph G. 
(For details on complete positivity see, e.g., [2].) For a general graph G 
Ppsd(G) G P(G) G P,,(G) G c(G), 
and any of the above inequalities may be strict: Let G be an n-cycle. If n is 
even, then 
P&G) = n - 2 < p(G) = p,,(G) = n - 1 < c(G) = n. 
If n is odd, then 
P,,,(G) = ~((-2 = n - 2 < p,,(G) = c(G) = n. 
( p(G) = n - 2 for n odd by 171. p(G) = p,(G) = n - 1 for n even by 121. 
The rest is not too hard to prove. In particular, it is clear that for any 
triangle-free graph G, c(G) = lE(G)l, which yields the equality c(G) = n 
when G is any n-cycle.) 
2. By the proof of the theorem the set {il, . . , iJ defined in the proof is 
actually of size 1 = c(G), and {Ci,, . , C,,} are c(G) cliques completely 
covering G. It is easy to modify the known algorithm for finding a PEO on 
G’s vertices (see Chapter 4 in [5]) to print out {iI,. . , il}, thus getting an 
algorithm for computing c(G) for a chordal graph G. 
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In the next theorem we identify all possible ranks of extreme matrices 
with graph G, G chordal. 
THEOREM 2. Let G be a chordal graph. Then: 
(a> Zf A E K,, G(A) = G, and rank A > p(G), then A is not extreme in 
KC. 
(b) For every p(G) < r Q p(G) there exists an extreme matrix A E K, 
with G(A) = G and rank A = r. 
For the proof of Theorem 2(a) we need the following observation: If A is 
a positive semidefinite matrix and rank A = r, then A has a Cholesky-type 
decomposition: 
A=XXT 
where X = [xi .** rr] is an n X r matrix with nonzero columns, and 
i, = min(supp r’) satisfy 
i, < i, < ..* < i,. 
(Such X can be extended, by adding zero columns, to an n X n lower 
triangular matrix L such that A = LL*, yielding a Cholesky decomposition of 
A.) Note that then 
A = 2 x~(x~)~. 
5= 1 
Such a decomposition can be obtained, for example, by the following 
process (see [9]>: Let A be a nonzero positive semidefinite matrix. Let a’ be 
the first nonzero column in A. Then aii > 0 and we may define 
xA=&. p( A) = A - xA( x,)‘. 
In cp( A) the i th column is zero, and so is every other column that in A is a 
scalar multiple of a’. Furthermore, q(A) is positive semidefinite and 
rank rp( A) = rank A - 1. 
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Now, if A is a positive semidefinite matrix, let 
Xi = 
XA> A(‘) = ‘p( A), 
and for s = 1,. . . , r - 1. 
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xs+ ’ = XA(“), A(“+‘) = ‘P( A’“‘). 
Now consider the special case when G = G(A) is chordal and 1 < 2 < .*. 
< n is a PEO. A PEO has the property that in the process of Gaussian 
elimination zero entries are never replaced by nonzero entries (actually, this 
is where the name “perfect elimination order” comes from). It is easy to see 
that the same holds for the process described above. This results in (iii) of the 
next lemma. Lemma 3 plays also an important role in the characterization of 
extreme matrices with chordal graphs given in Theorem 5. 
LEMMA 3. Let G be a chordal graph on vertices (1, . . , n}, where 
1 < 2 < a*’ < n is a PEO on G’s vertices. Let A be a positive semidefinite 
matrix with G(A) = G and rank A = r. 
Then 
A = c x’(x~)~, 
s=l 
where : 
(i) O#x”~Im(A),s=l,..., r. 
(ii) Ifis = min(supp x8>, s = 1,. . , r, then i, < i, < **- < i,. 
(iii) For each 1 < s < r there exists a maximal clique C in G such that 
supp xs c c. 
Proof of Theorem 2(a). Let A E K, have G(A) = G and rank A = r > 
p(G). Let 
A = i x’(#, 
s=l 
where x1, . . . , xr satisfy (i)-(iii) of L emma 3. Since r > p(G), there exist 
1 < s < t < r such that supp xS and supp xt are both contained in the same 
maximal clique C of G. Let 
a s = (xS)Te, ff, = ( xf)Te 
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If LY, = 0, then B = xS(xS)* is a nonzero perturbation of A. If LY, Z 0, let 
x = cY3y,xt - cYt xs. 
Then x # 0 [since x t and x ’ are linearly independent by (ii)], xTe = 0, and 
supp x E C implies that G(xx’> c G(A). Thus B = xx’ is a nozero pertur- 
bation of A. In any case, A is not extreme. n 
To prove the second part of Theorem 2 we need another lemma: 
LEMMA 4. Let G be a chordal graph. Let x1, x2,. . . , xr be nonzero 
vectors in R”, and C(l), Cc2), . , C(‘) cliques in G such that: 
(i) supp xs _C Cc”), s = 1,. . . , r. 
(ii) For s # t, supp(x”) U supp(xt) is not a clique. 
Then 
(x E span(xl,..., xr} 1 xi = 0 for every i e C(‘)) = span{ x”} 
Proof of Lemma 4. We prove the lemma in two cases. 
Casel: If xi,..., xr are as in the statement of the lemma and supp x1 
contains a simplcial vertex, then 
{x E span{x’,..., x’)Ixi = 0 for every i 5Z Cct)} = span{xt}, 
To prove this, observe first that if u is a simplicial vertex of a chordal graph 
G, then G has a PEO where v is the first vertex and adj(u) are the last 
vertices. To find such a PEO start by labeling u 1. Now if p vertices are 
already labeled 1, . . . , p, choose a simplicial vertex of G \ (1, . . . , p} which 
is not adjacent to u = 1. If there is no such simplicial vertex in G \ (1, . . . , p}, 
then all the simplicial vertices of G \ (1, . . . , p} are adjacent to u = 1, and 
thus (by u’s simplciality) adjacent to each other. This implies that G \ 
{ 1, . . , p} is a complete graph, and in particular all vertices in G \ (1, . , p} 
are simplicial and in adj(u). Complete the PEO by ordering these vertices 
arbitrarily. 
In view of this obervation, we may assume w.1.o.g. that G’s vertices are 
(1,. . f , n}, where 1 < .** < n is a PEO, adj(l) are the last vertices in this 
PEO, and 1 is the simplicial vertex of G included in supp x1. We may also 
reorder x2,. . . , xr, if necessary, so that 
4 = min(supp x”), s = l,...,r, 
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Note that for s z t we have i, z i, [since by (i> we have supp xs G Ci3 and 
supp xt c C,,; thus by (ii) we have Ci, # Gil]. So 
1 = i, < i, < .a- < i,. 
In this special PEO we also have 
i, @ adj(1) forevery t > 1. 
[Otherwise, every i > i, would also be in adj(I>, which would imply that 
suppxt c Gil G adj(I>; but th en supp xt u supp xi c C, would be a clique, 
in contradiction to (ii).] Hence 
i, G C(l) forever-y t > 1. 
Let 
ff 
If x E span{r’, . . . , xr} then 
Now, since x f = 0 for i E a, 
= (iii E Cc’)}. 
~;,ER, s=l,..., r. 
where 
So if for such x we have xi = 0 for every i E C(l), then 
Xf =o. 
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Since i, E (Y for every t > 2 and i, < **- < i,, X has a staircase pattern 
which implies that rank X = r - 1. Thus Xf = 0 implies that f = 0. That is, 
fi = . . . = fr = 0 and x E span{x’). 
Case 2: Assume G, xi, . . , xr, and C(l), . . , C”) are as in the statement 
ofLemma4. Let I< *** < n by any PEO of G’s vertices, and assume 
w.1.o.g. that i, = min(supp x’), t = 1, . . . , T, satisfy 
Again by (i) and (ii) we actually have 
Also, for s < t, i, @ Cct). [Otherwise, Ci, is a clique containing both supp xs 
and supp xf, in contradiction to (ii).] So’if x E span{r’, . . , x”} and xi = 0 
for i E C (t), then in particular xi, = 0 for every s < t. By the staircase 
pattern of X = [x’[ /?] **. xr[ PI], where /3 = {i, 11 < s Q r}, this implies 
that x E span{ x’, . . , xr}. In particular, xi = 0 for every i < i,. Now let 
y = {i ) i > it). Th en G,, and xt[y], . , x’[y] satisfy the conditions of case 
1, with the simplicial vertex i, contained in supp x’[y]. Now x E 
span{ x’, . . , xr} and xi = 0 for i P Cct) imply that x[y] E span{xt[r]} by 
the result of case 1. Since xi = zr: = 0 for i 4 7, this implies that x E 
span{ xt}. n 
Proof of Theorem 2(b). For each p(G) < t- < /J(G) there exist r differ- 
ent maximal cliques C(i), . . , Cc” in G that fully cover G. Chosse xs E R: 
such that supp xs = C’“‘, s = 1,. . . , r, and 
A = i x”( x~)~ E K,. 
s=l 
Obviously G(A) = G, and Im( A) = spanix’, . . . , x ‘1. We may assume 
w.1.o.g. that 1 < .a* < 72 is a PEO of G’s vertices and that i, = min(supp rt>, 
t = 1, . , r, satisfy 
1 = i, < -*a < i,. 
As in Lemma 4, it is easy then to see that x ‘, . . . , x r are linearly independent 
(i.e., rank A = r). It is also easily seen that columns i, a-. i, in A are 
linearly independent. 
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By Lemma 4, 
{II E Im( A)1 xi = 0 for every i E Cct’] = span{ r’) 
If B is a perturbation of A, then b’ E Im( A) and b! = 0 for every 
i P C, = C(I). Hence hi E span(xi}. But (b’)re = 0, while (x’)“e # 0; thus 
b1 = 0, Now if bil = . . . = bit-l = 0, then hi5i, = 0 for every s < t. This 
implies, as in the proof of Lemma 4, that bii, = 0 for every i < i,, and of 
course bii, = 0 for every i > i,, i e Ci,. Thus 
bit E Im( A), btfl = 0 for every i g Cct). 
By Lemma 4, bit E spanIx’), and since (billTe = 0, we have b’k = 0. 
So if B is a perturbation of A, then b’l = *.. = b’r = 0. Since columns 
U’l, . ) ui r of A span Im(A), this implies that B = 0. That is, A is extreme. 
n 
REMARK. In [S] it was proved that if there exists a k-clique in a graph G 
and if A E K, with G(A) = G is extreme, then rank A < n - k + 1. From 
this and Theorem 2(b) it follows that for a chordal graph G, 
n - o(G) + 1 a p(G), (*I 
where w(G) is the size of the largest clique in G. 
This is of course not the best way to prove (*). To prove (*) directly use 
induction on the number II of the vertices of G: If n = 1 or G is complete, 
(*> obviously holds. If n > 1 and G is not complete, G has at least two 
nonadjecent simplcial vertices. W.1.o.g. 1 and 2 are two nonadjecent simpli- 
cial vertices of G. Then C, = {l} U adj(I) and C, = {2} U adj(2) are two 
maximal cliques in G, and w.1.o.g. lC,( < (C,( < o(G). Let G’ = G \ (1). 
Then G’ is chordal and k(G’) > p(G) - 1, since every maximal clique in G 
different from C, does not contain 1, and thus is also a maximal clique in G’. 
Also, lC,I > ]C,I implies that o(G’) = o(G). By the induction hypothesis 
(n - 1) - o(G’) + 1 > p(G’). 
Combining this inequality with p(G’) 2 r*(G) - I and w(G’) = w(G) yields 
n - o(G) + 1 > p(G). 
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In the next theorem we characterize extreme matrices in K, whose graph 
is chordal. 
THEOREM 5. Let A E K, have graph G, G chordal. Assume 1 < *‘- < 
n is a PEO of G’s vertices. Write 
A = i x’(#-, 
s=l 
wherex’,..., xr are as in Lemma 3. Then A is not extreme in K, iff one of 
the following hol&: 
(i) For some 1 < s < r, (x”)?1: = 0. 
(ii) For some 1 < s < t < r, supp xs U supp xt is a clique. 
Proof. The proof that (‘1 1 and (ii) each imply that A is not extreme is 
similar to the proof of Theorem 2(a). The proof of A’s extremality in case 
neither (i) nor (ii) holds is similar to the proof of Theorem 2(b). [Here, when 
using Lemma 4, let C (‘) = CiS, where i, = min(supp x’), s = I, . , r.] n 
To conclude the investigation of extreme chordal matrices in K, we 
discuss one more question: It is already known that for any graph G on n 
vertices and any p(G) < r < n there exists a nonextreme matrix A E K, 
with G(A) = G and rank A = r. In view of Theorem 2(b) we may ask: For 
which chordal graphs G does there exist a nonextreme matrix A E K, with 
G( A) = G and rank A = p(G)? 
The characterization of extreme matrices with graph G in Theorem 5 
enables us to give the following answer: 
THEOREM 6. Let G be a chordal graph. Let p = p(G). For any p 
maximal cliques Cc’), . , C’ p, fully covering G, for any 1 < t < p, let H(‘) 
the graph with vertices Cct) and .set of edges 
{{i,j]li,j E Cct) and {i,j} P Ccc31 foranys z t}. 
Then there exists a nonextrewze matrix A E K, with G(A) = G and rank A 
= p(G) iff there exist p maximal cliques C(l), . . , Ccp) fully covertng G such 
that for some 1 Q t < p, Hct) is not connected. 
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Proof If there exist such C(l), . . , CcP) with, say, H(l) not connected, 
choose x2,. . , x p E R”, such that supp xs = C’“‘, s = 2,. , p, and 
Q = ; x~(x~)~ E K,. 
S=2 
(Note that since H(l) is not connected every vertex in C(l) is contained in 
U ,P,2C’“‘; hence this construction is possible.) Let x E R” be such that 
suppx = c”‘, sgn xi is fixed on each connected component of H(I), and 
XTe = 0. Then for some small enough 6 > 0, 
A = Q + GxxT E K, 
Obviously G(A) = G and rank A = p. 
Now suppose that for any full covering of G by p maximal cliques the 
N(“)‘s are connected. For A E K, with G(A) = G and rank A = p use 
Lemma 3 to write 
A = 2 x”( 1~~)~. 
s=l 
Since {supp x”},c 1 are p cliques fully covering G, no two of these supports 
are contained in the same maximal clique. Let C(l), . . , CcP) be maximal 
cliques such that supp xs c Cc”‘, s = 1, . . , p. For any {i, j) E E(H’“)), 
1 < s < p, we have aij = x,Sx,S > 0. That is, sgn xf = sgn x; for any {i, j} E 
E(H’“)). Since H’“’ is a connected graph on vertices Cc”), this implies that 
supp XS = C’“’ and (w.1.o.g.) xi > 0 for every i E Cc”). By the proof of 
Theorem 2(b) this implies that A = C,P_ 1 x’( xSjT is extreme. n 
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