A resolving set for a graph Γ is a collection of vertices S, chosen so that for each vertex v, the list of distances from v to the members of S uniquely specifies v. The metric dimension of Γ is the smallest size of a resolving set for Γ. Much attention has been paid to the metric dimension of distance-regular graphs. Work of Babai from the early 1980s yields general bounds on the metric dimension of primitive distance-regular graphs in terms of their parameters. In this paper, by considering three families of imprimitive distance-regular graphs (bipartite doubles, Taylor graphs, and the incidence graphs of symmetric designs), we show that this holds for some infinite families of imprimitive graphs, and fails for some others.
Introduction
A resolving set for a graph Γ = (V, E) is a set of vertices R = {v 1 , . . . , v k } such that for each vertex w ∈ V , the list of distances (d(w, v 1 ), . . . , d(w, v k )) uniquely determines w. Equivalently, R is a resolving set for Γ if, for any pair of vertices u, w ∈ V , there exists v i ∈ R such that d(u, v i ) = d(w, v i ); we say that v i resolves u and w. The metric dimension of Γ is the smallest size of a resolving set for Γ. This concept was introduced to the graph theory literature in the 1970s by Harary and Melter [22] and, independently, Slater [30] ; however, in the context of arbitrary metric spaces, the concept dates back at least as far as the 1950s (see Blumenthal [9] , for instance). For further details, the reader is referred to the survey paper [5] .
When studying metric dimension, distance-regular graphs are a natural class of graphs to consider. In the case where Γ has diameter 2, we have a strongly regular graph, and the intersection array may be determined from the number of vertices n, valency k, and the parameters a = a 1 and c = c 2 ; in this case, we say (n, k, a, c) are the parameters of the strongly regular graph. Another important special case of distance-regular graphs are the distance-transitive graphs, i.e. those graphs Γ with the property that for any vertices u, v, u
, there exists an automorphism g such that u g = u ′ and v g = v ′ . For more information about distance-regular graphs, see the book of Brouwer, Cohen and Neumaier [10] and the forthcoming survey paper by van Dam, Koolen and Tanaka [14] . In recent years, a number of papers have been written on the subject of the metric dimension of distance-regular graphs (and on the related problem of class dimension of association schemes), by the present author and others: see [3, 4, 5, 6, 8, 12, 16, 18, 19, 20, 21, 23, 28] , for instance. In this paper, we shall focus on various classes of imprimitive distance-regular graphs, which are explained below.
Primitive and imprimitive graphs
A distance regular graph Γ is primitive if and only if each of its distance-i graphs is connected, and is imprimitive otherwise. For diameter 2, i.e. strongly regular graphs, the only imprimitive examples are the complete multipartite graphs K m r (with r > 1 parts of size m). For diameter d ≥ 3, a result known as Smith's Theorem (after D. H. Smith, who proved it for the distancetransitive case [31] ) states that there are two ways for a distance-regular graph to be imprimitive: either the graph is bipartite, or is antipodal. The latter case arises when the distance-d graph consists of a disjoint union of cliques, so that the relation of being at maximum distance in Γ is an equivalence relation on the vertex set. The vertices of these cliques are referred to as antipodal classes; if the antipodal classes have size t, then we say Γ is t-antipodal. It is possible for a graph to be both bipartite and antipodal, with the hypercubes providing straightforward examples.
If Γ is a bipartite distance-regular graph, the distance-2 graph has two connected components; these components are the halved graphs of Γ. If Γ is antipodal, the folded graph, denoted Γ, of Γ is defined as having the antipodal classes of Γ as vertices, with two classes being adjacent in Γ if and only if they contain adjacent vertices in Γ. The folded graph Γ is also known as an antipodal quotient of Γ; conversely, Γ is an antipodal t-cover of Γ (where t is the size of the antipodal classes). The operations of halving and folding may be used to reduce imprimitive graphs to primitive ones: see [10, §4.2] for details.
For any graph with n vertices and diameter d, it is straightforward to see that the metric dimension µ must satisfy the inequality n ≤ µ + d µ (see [5, Proposition 3.6] ); when considering families of fixed diameter (such as strongly regular graphs), this gives a lower bound on µ of Ω(log n). For primitive distance-regular graphs of diameter d ≥ 2, the pioneering work of Babai [1, 2] in the early 1980s (in a different context: see [5, §3.4-3.5 ] for details) yields the following. Theorem 1.1 (Babai) . Suppose that Γ is a primitive distance-regular graph with n vertices and diameter d ≥ 2. Then:
Γ is strongly regular), we have µ(Γ) < 8 log n; (iii) if M is the maximum size of a set of vertices at a given distance from any vertex of Γ, we have
Some remarks about Theorem 1.1 are in order. First, if Γ is strongly regular, then part (ii) combined with the lower bound above implies that µ(Γ) = Θ(log n). Second, the value of M may be calculated from the intersection array; we shall see later that for particular families of distance-regular graphs, the bound in part (iii) simplifies to O(log n).
One of main aims of this paper is to consider how the metric dimension of imprimitive distance-regular graphs relates to Babai's bounds.
Known results
We conclude this opening section with some known results on the metric dimension of imprimitive distance-regular graphs.
1.2.1. Complete multipartite graphs. The case of imprimitive strongly regular graphs is straightforward: the only such graphs are the complete multipartite graphs K m r . It is not hard to show that for these graphs, we have n = rm and µ(K m r ) = r(m − 1) (see [3, Proposition 1] ); asymptotically, we have µ(K m r ) = Θ(n) which clearly exceeds Babai's bounds. However, it could be argued that these graphs are pathological examples which could be ignored (in much the same way that the complete graphs K n are ignored in Theorem 1.1). 
In terms of n, we can reinterpret this as µ(Q d ) = Θ(log n/ log log n), given that d = log 2 n. After some analytical checking, we see that this meets the bounds in Theorem 1.1 for a primitive graph with these parameters, even though Q d is imprimitive.
Antipodal 2-covers 2.1. A general observation
In a 2-antipodal graph, each vertex has a unique antipode (i.e. vertex at maximum distance), so we may form a partition of the vertex set V + ∪ V − so that for any vertex in V + , the antipode is in V − ; for brevity, we refer to such a partition as a 2-antipodal partition for Γ. Note that a 2-antipodal graph has many such partitions (we may take any transversal of the antipodal classes, together with its complement), although in certain cases there natural partition arising from how the graph is constructed.
For any vertex v, we denote by Γ i (v) the set of vertices of Γ that are at distance i from v. Proof. We claim that if R is any resolving set for Γ and v − ∈ R, then (R \ {v − }) ∪ {v + } is also a resolving set. To show this, suppose that x, y are resolved by v
Since Γ is distance-regular, there exists a path of length
, and hence v + also resolves x, y.
By repeating the above process as required, an arbitrary resolving set for Γ may be transformed into a resolving set consisting only of vertices in V + , and the result follows. If Γ is itself bipartite, then D(Γ) consists of two disjoint copies of Γ, so we will assume otherwise. The bipartite double of a complete graph K n is the graph K n,n − I, i.e. a complete bipartite graph with a 1-factor removed. The bipartite double of the Petersen graph is known as the Desargues graph.
If Γ is distance-regular, then there are two situations where its bipartite double D(Γ) will also be distance-regular. 
In case (i), the bipartite double D(Γ) is also an antipodal 2-cover of Γ; the bipartition
The most important example of case (ii) arises when Γ is strongly regular with parameters (n, k, a, a); in that case, the bipartite double is a bipartite distance regular graph of diameter 3, and is therefore the incidence graph of a symmetric design. Graphs arising in this way will be discussed later, in Section 3.
The proof of Theorem 2.3(i) relies upon the following lemma, which while left as an exercise to the reader, will be important in proving Theorem 2.5 below. 
The main result of this section concerns the graphs in case (i) of Theorem 2.3, relating the metric dimension of Γ and D(Γ). Proof. First, we recall from Lemma 2.1 that, since V + ∪ V − is a 2-antipodal partition for D(Γ), we can assume without loss of generality that any resolving set for D(Γ) is contained within V + .
Second, we show that if R is a resolving set for Γ, then R + is a resolving set for D(Γ). Suppose that R is a resolving set for Γ. If x, y ∈ V + , let x = u + and y = w + , for some u, w ∈ V . Then there exists v ∈ R satisfying d Γ (u, v) = d Γ (w, v). If these are both even, we have:
If these are both odd, we have:
If these have different parities, then (without loss of generality) we have:
and thus
In all cases, it follows that v + resolves u + , w + . The same argument shows that, if x, y ∈ V − , they will be resolved by a vertex v − ∈ R − ; by applying the previous paragraph, they will also be resolved by the corresponding vertex v + ∈ R + . Also, we note that if x ∈ V + and y ∈ V − , any vertex in V + will resolve them, as the distances will have different parities. Therefore R + is a resolving set for D(Γ), and thus
Finally, we show the converse of the above. Suppose that R + is a resolving set for D(Γ), with
. If these distances both lie in the interval 0, . . . , d or are both in the interval d + 1, . . . , 2d + 1, then clearly
Therefore, R is a resolving set for Γ, and thus µ(Γ) ≤ µ(D(Γ)).
This completes the proof.
Immediately, we have the following corollary.
Corollary 2.6. The metric dimension of the graph K n,n − I, i.e. a complete bipartite graph with a 1-factor removed, is n − 1.
Proof. This graph is the bipartite double of the complete graph K n , which has diameter 1, odd girth 3, and metric dimension n − 1.
We remark that this gives an infinite family of imprimitive distanceregular graphs where the metric dimension is linear in the number of vertices N = 2n, so clearly exceeds the bounds of Theorem 1.1 for primitive graphs. Indeed, Theorem 1.1(iii) posits an upper bound of O(log N ) for graphs with the parameters of K n,n − I.
Theorem 2.5 may also be applied to the following infinite family. The Odd graph O k has as its vertex set the collection of all (k − 1)-subsets of a (2k − 1)-set, with two vertices adjacent if and only if the corresponding (k − 1)-sets are disjoint. The Odd graph O 3 is the Petersen graph. This graph is distance-regular, has diameter k − 1 and odd girth 2k − Proof. It follows from [4, Theorem 6 ] that the Odd graph O k has metric dimension at most 2k − 2. Since this graph satisfies the hypotheses of Theorem 2.5, the result follows.
This latter corollary provides a slight improvement on Theorem 3.1 of Guo, Wang and Li [20] , who showed that
Asymptotically, the metric dimension of this family behaves somewhat differently to the previous example. Let N = 2
as we increase k, the diameter and number of vertices both increase, so to obtain a lower bound on the metric dimension µ from the inequality N ≤ µ + d µ requires more care. However, one can obtain an asymptotic lower bound on µ(D(O k )) of Ω(log N/ log log N ). Using Stirling's approximation, the upper bound on µ(D(O k )) from Corollary 2.7 can be shown to be asymptotically O(log N ). While there is a gap between these upper and lower bounds, we remark that the doubled Odd graphs provide us with an example of imprimitive graphs where Theorem 1.1 does apply.
We conclude this section with a comment about Moore graphs. A Moore graph is a regular graph with diameter d and girth 2d + 1 (see [10, §6.7] ). The only known Moore graphs other than K n are the Petersen graph O 3 and the Hoffman-Singleton graph [10, §13.1]. As these graphs are distance-regular, Theorem 2.5 can be applied to find the metric dimension of their bipartite doubles. In particular, the Hoffman-Singleton graph, which has 50 vertices, valency 7 and diameter 2, has metric dimension 11 (see [3, Table 7 ]); by Theorem 2.5, its bipartite double also has metric dimension 11.
Taylor graphs
A Taylor graph is 2-antipodal distance regular graph on 2n + 2 vertices, obtained via the following construction, due to Taylor and Levingston [36] . Suppose that ∆ = (V, E) is a strongly regular graph with parameters (n, 2c, a, c). is also strongly regular with the same parameters, but need not be isomorphic to ∆. As a simple example, one may use this construction to obtain the icosahedron from a 5-cycle, which has parameters (5, 2, 0, 1). More generally, for any prime power q ≡ 1 (mod 4), the Paley graph P q has parameters (q, (q − 1)/2, (q − 5)/4, (q − 1)/4), and thus gives rise to an infinite family of Taylor graphs. For further examples, we refer to the table of strongly regular graphs in Brouwer and Haemers [11, §9.9] .
A two-graph D is a pair (V, B) , where V is a set and B is a collection of 3-subsets of V , with the property that any 4-subset of V contains an even number of members of B. One may construct a two-graph from a graph with vertex set V , by taking the triples of vertices which contain an odd number of edges. Then there is an equivalence between two-graphs and equivalence class of graphs under the operation of Seidel switching: this operation partitions the vertex set into two parts, retaining all edges within each part, and "switching" the edges across the partition by interchanging edges and non-edges. Conversely, from any element x ∈ V , one may form a graph with vertex set V by deleting x from all triples which contain it, and taking the resulting pairs as edges; such a graph is a descendant of D. The descendants of D are precisely the members of the corresponding switching class which contain an isolated vertex. By an abuse of terminology, we will use the term "descendant" to refer to the graph with the isolated vertex removed. For more information on two-graphs and switching classes, see [29, 33] .
A two-graph is regular if every 2-subset of V occurs in a constant number of members of B. In [34] , Taylor proved that the descendants of a regular twograph on n+ 1 points are necessarily strongly regular graphs with parameters (n, 2c, a, c), and any such graphs in the same switching class give rise to the same two-graph. In the same paper, Taylor gives several infinite families of examples, arising from Paley graphs and symplectic, orthogonal and unitary spaces, and examples associated with some sporadic finite simple groups (see also [33] ). Taylor and Levingston [36] subsequently showed the following; see also [10, §1.5] for an account of their work.
Theorem 2.8 (Taylor and Levingston [36]). (i) An antipodal 2-cover of K n+1 is necessarily a Taylor graph. (ii) There exists a one-to-one correspondence between Taylor graphs and regular two-graphs on n + 1 points. (iii) The isomorphism classes of descendants of a regular two-graph D, i.e. the members of a switching class of strongly regular graphs with parameters (n, 2c, a, c), are precisely the isomorphism classes of induced subgraphs Γ[v] of the corresponding Taylor graph Γ.
To confuse matters, the strongly regular graphs arising as the descendants of a regular two-graph associated with the unitary group PSU(3, q 2 ), as discovered by Taylor [34] , are sometimes referred to as "Taylor's graph": see [32] . Distance-transitive Taylor graphs were classified in 1992 [35] ; further examples of Taylor graphs are given in the 2011 paper of Klin and Pech [25] .
The main result of this section is to relate the resolving sets for a Taylor graph with those for the descendants of the corresponding regular two-graph. 
Proof. First, we show that µ(Γ) ≤ µ(∆) + 1. Label the vertices of Γ as V + ∪ V − ∪ {∞ + , ∞ − }, as described above, and choose a smallest resolving set R ⊆ V for ∆.
We will show that R + ∪ {∞ + } is a resolving set for Γ. Since R is a resolving set for ∆, then for any pair of distinct vertices u, v ∈ V , there exists or ∞ − will be resolved by ∞ + , since ∞ − is the unique vertex at distance 3 from ∞ + . Now we will establish the reverse inequality, i.e. µ(Γ) ≥ µ(∆)+1. Choose a resolving set S for Γ of size µ(Γ). Now choose some vertex x ∈ S, and consider the subgraph Γ[x] induced on the set N (x) of neighbours of x. Since Γ is a Taylor graph, Γ[x] must be isomorphic to a descendent ∆ i of the regular two-graph D, and thus has diameter 2. Furthermore, the vertices in {x}∪N (x) form one part of a 2-antipodal partition, so by applying Lemma 2.1, we may assume that the remaining vertices of S are all neighbours of x.
Since S is a resolving set for Γ, then for any u, v ∈ N (x), there exists a vertex w ∈ S that resolves the pair (u, v); note that w = x, as x is clearly adjacent to all of its neighbours. Furthermore, for any pair of vertices u, v ∈ N (x), we have that
is an induced subgraph, u and v are adjacent in Γ if and only if they are adjacent in Γ[x], while if u and v are not adjacent, they have distance 2 in Γ (in a path through x) and distance 2 in Γ[x] (since it has diameter 2). As we assumed that S \ {x} ⊆ N (x), this shows that S \ {x} is a resolving set of size µ(Γ) − 1 for Γ [x] . Consequently, we have
as required, and this concludes the proof of part (i).
To prove part (ii), we note that a given descendant ∆ i need not arise in the manner described above, i.e. induced on the set of neighbours of a vertex x of a minimum resolving set for Γ. However, any resolving set for Γ may be used to construct a resolving set of the same size for ∆ i . Suppose that ∆ i ∼ = Γ[w] for some vertex w. If S is a minimum resolving set for Γ that does not contain w, then we can still apply Lemma 2.1 to assume that S ⊆ N (w), and the same argument as above shows that S is also a resolving set for Γ [w] . Therefore, µ(∆ i ) ≤ µ(Γ), and we have
and part (ii) follows.
We remark that in the case of vertex-transitive Taylor graphs (such as those obtained from Paley graphs), all descendants are isomorphic, and the result simply states µ(Γ) = µ(∆) + 1.
The result in part (ii) of Theorem 2.9 seems a little unsatisfactory: a better result would be that all descendants of a given Taylor graph (i.e. all strongly regular graphs in the same switching class) have the same metric dimension, although the author was unable to show this. There is computational evidence to support such a claim. It is known that strongly regular graphs with the same parameters need not have the same metric dimension: the Paley graph on 29 vertices has metric dimension 6, while the other strongly regular graphs with parameters (29, 14, 6, 7) , which fall into five switching classes, all have metric dimension 5 (see [3, Table 2 ]). Furthermore, the 3854 strongly regular graphs with parameters (35, 16, 6, 8) , which fall into exactly 227 switching classes [27] , all have metric dimension 6 (see [3, Given what we know about the metric dimension of primitive strongly regular graphs from Theorem 1.1, we can combine this with Theorem 2.9 to obtain the asymptotic behaviour of the metric dimension of Taylor graphs. Proof. Suppose ∆ is a descendant with the smallest metric dimension. Since ∆ has diameter 2, it follows that µ(∆) > log 2 n − 1 = Ω(log N ). From Theorem 1.1, since ∆ is strongly regular, we know that µ(∆) < 8 log n = O(log N ). Since µ(Γ) = µ(∆) + 1, the result follows.
In particular, in the case of Paley graphs, the constant in the upper bound can be improved from 8 to 2 (see Fijavž and Mohar [17] ), which gives a tighter bound on the metric dimension of the corresponding Taylor graphs, although the asymptotic behaviour is the same.
Incidence graphs of symmetric designs
A symmetric design (or square 2-design) with parameters (v, k, λ) is a pair (X, B) , where X is a set of v points, and B is a family of k-subsets of X, called blocks, such that any pair of distinct points are contained in exactly λ blocks, and that any pair of distinct blocks intersect in exactly λ points. It follows that |B| = v. A symmetric design with λ = 1 is a projective plane, while a symmetric design with λ = 2 is known as a biplane [13] .
The incidence graph of a symmetric design is the bipartite graph with vertex set X ∪ B, with a point x ∈ X adjacent to block B ∈ B if and only if x ∈ B. It is straightforward to show that the incidence graph of a symmetric design is a bipartite distance-regular graph with diameter 3. The converse is also true (see [10, §1.6] ): any bipartite distance-regular graph of diameter 3 gives rise to a symmetric design.
The dual of a symmetric design is the design obtained from the incidence graph by reversing the roles of points and blocks; (X, B) and its dual both have the same parameters. The complement of a symmetric design (X, B) has the same point set X, and block set B = {X \ B : B ∈ B}. The incidence graph of (X, B) is obtained from that of (X, B) by interchanging edges and non-edges across the bipartition. If (X, B) has parameters (v, k, λ), then (X, B) has parameters (v, v − k, v − 2k + λ).
Suppose Γ is the incidence graph of (X, B). We note that distances in Γ are as follows:
for any distinct points x, y ∈ X and any distinct blocks A, B ∈ B. It follows that the incidence graph of a symmetric design and that of its complement have the same metric dimension; clearly, this holds for the incidence graph of a symmetric design and its dual, as the incidence graphs are isomorphic. The distance-2 graph of Γ is the disjoint union of two complete graphs K v ; consequently, if a resolving set R for Γ is contained entirely within X or entirely within B, we have |R| ≥ v − 1. In the case of the trivial symmetric design with k = v − 1, where the blocks are all the (v − 1)-subsets, the graph obtained is K v,v − I, which has metric dimension v − 1 by Corollary 2.6. However, for non-trivial symmetric designs, it is natural to ask if smaller resolving sets exist, which must therefore contain both types of vertex. A natural way to construct a resolving set is as follows.
Suppose Γ is the incidence graph of a symmetric design (X, B). A split resolving set for Γ is a set R = R X ∪ R B , where R X ⊆ X and R B ⊆ B, chosen so that any two points x, y are resolved by a vertex in R B , and any two blocks A, B are resolved by a vertex in R X . We call R X and R B semiresolving sets. The smallest size of a split resolving set will be denoted by µ * (Γ). We note that a split resolving set is itself a resolving set, as any vertex will resolve a pair x, B, given that the parities of the distances to x and to B will be different; therefore, we only need consider resolving point/block pairs. Clearly, we have µ(Γ) ≤ µ * (Γ). A straightforward observation is that, for any two blocks A, B, the point x resolves the blocks A, B if and only if x lies in exactly one of the two blocks (i.e. x ∈ A and x ∈ B, or vice-versa), and a block B resolves the points x, y if and only if exactly one of x, y lies in B.
Projective planes
In the case of projective planes, the blocks of the design are usually referred to as lines, and are denoted by L. It is known that for a projective plane to exist, we have v = q 2 + q + 1 and k = q + 1 for some integer q, called the order of the projective plane.
A blocking set for a projective plane Π = (P, L) of order q is a subset of points S ⊆ P chosen so that every line L ∈ L contains at least one point in S; moreover, S is a double blocking set if every line L contains at least two points in S. Ball and Blokhuis [7] showed that, for q > 3, a double blocking set has size at least 2(q + √ q + 1), with equality occurring in the plane PG(2, q) when q is a square. Also, one can easily construct a double blocking set of size 3q by taking the points of three non-concurrent lines. Double blocking sets and semi-resolving sets are related by the following straightforward proposition. Proof. Let S be a double blocking set for Π = (P, L). Any pair of distinct lines L 1 , L 2 intersects in a unique point x. Since S is a double blocking set, there exists y ∈ L 1 \ {x} such that y ∈ S and y ∈ L 2 . Hence y resolves the lines L 1 , L 2 . By the same argument, there also exists z ∈ L 2 \ {x} such that z ∈ S and z ∈ L 1 . This redundancy allows us to delete a point from S and still have a semi-resolving set; however, deleting two points from S may prevent us from resolving some pairs of lines.
Using Proposition 3.1, we may obtain a split resolving set for Γ Π of size (τ 2 (Π) − 1) + (τ 2 (Π ⊥ ) − 1) by taking a semi-resolving set of this form for the points along with the dual of such a set for the lines (where τ 2 (Π) denotes the smallest size of a double blocking set in Π, and Π ⊥ denotes the dual plane). If Π is self-dual then this simplifies as 2(τ 2 (Π)−1). At the problem session of the 2011 British Combinatorial Conference, the author asked whether this was best possible. In 2012, the question was answered by Héger and Takáts [23] for the Desarguesian plane PG(2, q).
Theorem 3.2 (Héger and Takáts [23, Theorem 4]).
A semi-resolving set for PG(2, q) has size at least min{2q + q/4 − 3, τ 2 (PG(2, q)) − 2}; for a square prime power q ≥ 121, this is at least q + √ q.
Of course, a minimum resolving set for Γ Π need not be a split resolving set. W. J. Martin (personal comunication) was able to construct a non-split resolving set for Γ Π of size 4q−4 (see [23, Figure 1] ), and conjectured that this was best possible (except for small orders). This conjecture was also proved in the 2012 paper of Héger and Takáts [23] . Héger and Takáts also gave a complete description of all resolving sets of this size: see [23, §3] . Asymptotically, their result gives the following. Proof. For a projective plane Π of order q, we know that the number of vertices of Γ Π is N = 2(q 2 + q + 1), and by Theorem 3.3 (for q ≥ 23), the metric dimension is µ(
This asymptotic result is especially interesting when compared with Babai's bound for primitive graphs. From the intersection array of Γ Π , Theorem 1.1(iii) would give an upper bound of
for a primitive graph with the parameters of Γ Π . Being logarithmic in N , this is clearly exceeded by the true value of µ(Γ Π ). Consequently, we have another family of imprimitive graphs for which Babai's bound does not apply.
Symmetric designs with a null polarity
A polarity of a symmetric design (X, B) is a bijection σ : X → B which preserves the point/block incidence relation. It is straightforward to see that (X, B) admits a polarity if and only if there is an ordering of the points and blocks so that the incidence matrix of the design is symmetric. A point is called absolute if it is incident to its image under σ. A polarity σ is said to be null if no points are absolute. 1 In this situation, the incidence matrix has zero diagonal, and so is the adjacency matrix of a graph ∆; this graph is strongly regular with parameters (v, k, λ, λ). We observe that a symmetric design (X, B) may admit more than one null polarity, and the corresponding strongly regular graphs need not be isomorphic. The reader is referred to the Ionin and Shrikhande [24, §7.4] for more details, and for several constructions of infinite families of such designs, in particular families arising from Hadamard matrices.
Conversely, if one has a strongly regular graph ∆ = (V, E) with parameters (v, k, λ, λ), the bipartite double of that graph (recall Section 2.2) is the incidence graph of a symmetric design with parameters (v, k, λ), which admits a null polarity in an obvious way: the points and blocks may be labelled by V + and V − respectively, and the map σ : v + → v − is a null polarity. We note that non-isomorphic graphs may give rise to the same symmetric design: for instance, the 4×4 lattice H(2, 4) and the Shrikhande graph are non-isomorphic strongly regular graphs with parameters (16, 6, 2, 2), yet their bipartite doubles are isomorphic (and give rise to a (16, 6, 2)-biplane).
Given this relationship with bipartite doubles, one may ask if there is a result similar to Theorem 2.5 which can be applied here to find the metric dimension of Γ, and we have the following theorem. Proof. Since Γ is the bipartite double of ∆, we will label the points and blocks of the design by V + and V − respectively. Suppose R ⊆ V is a resolving set for ∆; we will show that R + ∪ R − is a resolving set for Γ. Now, distances in Γ are as follows:
where u = w. Clearly, any vertex resolves u + , w − (as the distances will have different parities), so it suffices to consider resolving pairs of vertices of the form u + , w + and u − , w − . If u ∈ R, then clearly u + resolves the pair u + , w + and u − resolves the pair u − , w − (and likewise if w ∈ R), so we assume that u, w ∈ R. Since R is a resolving set for ∆, there exists x ∈ R where d ∆ (u, x) = d ∆ (w, x); without loss of generality, this implies that u ∼ x and w ∼ x, so therefore d Γ (u + , x − ) = 1 and d Γ (w + , x − ) = 3, and thus x − resolves the pair u + , w + . Similarly, x + resolves the pair u − , w − . Hence any pair of vertices of Γ is resolved by a vertex in R + ∪ R − , and we are done.
Immediately, we have the following corollary, which is reminiscent of Corollary 2.10 for Taylor graphs. Proof. Since Γ has N = 2v vertices and diameter 3, we have N ≤ µ(Γ)+3 µ(Γ) , and thus µ(Γ) > log 3 (N ) − 1 = Ω(log N ). By Theorem 1.1, the strongly regular graph ∆ satisfies µ(∆) < 8 log v. Since µ(Γ) ≤ 2µ(∆) < 16 log v = O(log N ), the result follows.
We remark that this result can never be applied to the incidence graphs of projective planes, since it is known that any polarity of a projective plane of order q has between q + 1 and q √ q + 1 absolute points (see [11, Proposition 4.10.1]), and thus a projective plane cannot admit a null polarity. Therefore, the fact that the metric dimension of the incidence graph of a projective plane has size Θ( √ N ) (from Theorem 3.3) is not contradicted here. A natural question which arises is this: what happens if we remove the hypothesis that the design has a null polarity? Is it still true that the incidence graph Γ of a non-trivial symmetric design with λ > 1 still satisfies Θ(log N )? While the method of proof depends on the existence of the null polarity (to exploit the relationship with strongly regular graphs), there are instances of parameter sets (v, k, λ) with multiple isomorphism classes of designs, of which only some have a null polarity, yet all of their incidence graphs have the same metric dimension. For example, there are five non-isomorphic symmetric designs with parameters (15, 7, 3) , giving rise to four non-isomorphic incidence graphs; only one of these designs (the projective geometry PG(3, 2)) has a null polarity, yet all four graphs have metric dimension 8 (see [3, Table 2 ]). Also, there are three non-isomorphic (16, 6, 2)-biplanes, with three non-isomorphic incidence graphs; again, only one has a null polarity, yet all three have metric dimension 8 (see [3, Table 2 ]).
Conclusion
This paper forms the beginnings of a study into the metric dimension of imprimitive distance-regular graphs. From the results, we see that it is likely to be challenging to obtain general results for imprimitive graphs akin to Theorem 1.1: even if we restrict to the case of bipartite distance-regular graphs of diameter 3 (i.e. incidence graphs of symmetric designs), we have examples of infinite families where the metric dimension has growth Θ(N ), Θ( √ N ) or Θ(log N ) (cf. Corollaries 2.6, 3.4 and 3.6, respectively). On the other hand, we have infinite families of examples such as hypercubes, Odd graphs and Taylor graphs for which Babai's bound applies.
More work is perhaps needed before any general conjectures can be made. There are several candidates for families to be considered: these include incidence graphs of symmetric designs more generally, incidence graphs of other geometries such as affine spaces or generalized polygons, antipodal covers of complete graphs, or graphs arising from Hadamard matrices.
