In this paper, we study the tagSNP selection problem on multiple populations using the pairwise r 2 linkage disequilibrium criterion. We propose a novel combinatorial optimization model for the tagSNP selection problem, called the minimum common tagSNP selection (MCTS) problem, and present efficient solutions for MCTS. Our approach consists of three main steps including (i) partitioning the SNP markers into small disjoint components, (ii) applying some data reduction rules to simplify the problem, and (iii) applying either a fast greedy algorithm or a Lagrangian relaxation algorithm to solve the remaining (general) MCTS. These algorithms also provide lower bounds on tagging (i.e. the minimum number of tagSNPs needed). The lower bounds allow us to evaluate how far our solution is from the optimum. To the best of our knowledge, it is the first time tagging lower bounds are discussed in the literature. We assess the performance of our algorithms on real HapMap data for genome-wide tagging. The experiments demonstrate that our algorithms run 3 to 4 orders of magnitude faster than the existing single-population tagging programs like FESTA, LD-Select and the multiplepopulation tagging method MultiPop-TagSelect. Our method also greatly reduces the required tagSNPs compared to LD-Select on a single population and MultiPop-TagSelect on multiple populations. Moreover, the numbers of tagSNPs selected by our algorithms are almost optimal since they are very close to the corresponding lower bounds obtained by our method.
INTRODUCTION
The rapid development of high-throughput genotyping technologies has recently enabled genome-wide association studies to detect connections between genetic variants and human diseases. Single-nucleotide polymorphism (SNP) is the most frequent form of polymorphism in the human genome. Common SNPs with minor-allele frequency (MAF) of 5% have been estimated to occur once every ∼600 bps 18 , and there are more than 10 million verified SNPs in dbSNP 11 . Given these numbers, it is currently infeasible to consider all the available SNPs to carry out association studies. This motivates the selection of a subset of informative SNPs, called tagSNPs.
The selection of tagSNPs in silico is a wellstudied research topic.
Existing computational methods for tagSNP selection can be classified into two categories:
haplotype-based methods 1, 12, 17, 19, 24, 28, 31, 32, 34 and haplotype-independent methods 5, 15, 16, 20-22, 25, 27, 26 . The haplotype-based methods require phased multi-locus haplotypes, whereas the haplotype-independent methods do not require haplotype information. The main shortcoming of haplotypebased methods is that the preprocessing step (i.e. the inference of haplotypes from genotypes) is computationally demanding. In addition, since there is not an authoritative inference method, the haplotypes generated by the existing haplotype inference methods are often quite different 7, 32, 35 . Consequently, the tagSNPs selected by the haplotype-based methods would be quite different. Recently, Carlson et al. 5 proposed a haplotype-independent method that employs the r 2 linkage disequilibrium (LD) statistical criterion to measure the association between SNPs. The tagSNPs selected by this method are shown to be effective in disease association mapping studies, because the measure r 2 is directly related to the statistical power of association mapping. Because this method has comparable performance at a lower computational cost than many other methods 33, 27 , tagging approaches based on r 2 LD statistics have gained popularity among researchers in the SNP community 2, 5, 8, 22, 26, 33 . Most approaches using the r 2 criterion require that tagSNPs be defined within a single population, because LD patterns (see the caption of Figure 1 (A) for a definition) are quite susceptible to population stratification 5 . In two populations with different evolutionary histories, a pair of SNPs having remarkably different allele frequencies and very weak LD may show strong LD in the admixed population (see such an example in Table 1 ). Recent study 6 shows that the LD patterns and allele frequencies across populations are very different 6, 29 in fact. For example, among the populations collected in the HapMap project (i.e. YRI, CEU, CHB and JPT), 81% of the SNPs in YRI population have a near perfect proxy (i.e. SNPs that have r 2 ≥ 0.8 with other SNPs), while in the other three populations, 91% of the SNPs have a near perfect proxy 9 . Therefore, tagSNPs picked from the combined populations or one of the populations might not be sufficient to capture the variations in all populations. In order to maintain the power of association mapping, we need generate a common (or universal) tagSNP set to type all the populations with sufficient accuracy.
A simple approach to select a universal tagSNP set is to tag one population first and then select a supplementary set for each of the other populations one by one 23 . However, this sequential approach might not give a satisfactory solution, as the tagSNP set selected for one population might be far from being adequate to type the SNPs of the remaining populations. As a result, the supplementary tagSNP sets are large and the total number of tagSNPs chosen is far from the optimum. Moreover, the performance of the approach is sensitive to the specific order of the input populations. In order to generate the smallest set of tagSNPs on K populations, one would have to execute the tagging procedure K! times considering all possible orderings, which would be extremely inefficient for genomewide tagging. We can improve the performance of the tagging approach by evaluating multiple populations at the same time. When choosing tagSNPs, we prefer those with "good properties" with respect to the collection of populations as a whole. An example of our tagging strategy is given in Figure 1 . Fig. 1. (A) . LD patterns in two populations. The vertices denote the SNP markers and the edges denote pairs of markers with strong LD (i.e. the r 2 measure between the markers is greater than a given threshold). (B). Tagging results of the above simple sequential approach. We first choose markers 3 and 6 to tag population 1 and then choose an additional marker 5 to tag population 2. Three markers are selected in total to tag both populations. (C). Tagging results of an improved approach. We select markers 4 and 6 considering both populations simultaneously. Only two markers are selected in total to tag both populations.
Previous work on tagSNP selection based on the linkage disequilibrium criterion. There is a large body of scientific literature on the problem of selecting tagSNPs based on the r 2 LD criterion. Carlson et al. suggested a greedy procedure called LD-Select, which works as follows: (i) select the SNP with the maximum number of proxies, (ii) remove the SNP and its proxies from consideration, and (iii) repeat the above two steps until all SNPs have been tagged 5 . This algorithm is very simple, however it may miss solutions with the smallest number of tagSNPs in general, as shown in 26 . More recently, Qin et al. implemented a comprehensive search algorithm called FESTA, which first breaks down a large set of markers into disjoint pieces (called precincts), and then performs an exhaustive search on each piece if the estimated computational cost is below a certain threshold 26 . FESTA usually gives a better solution than LD-Select, but due to the fact that it employs exhaustive search, it is too slow to be practical for genome-wide tagSNP selection.
The above methods are only applicable to single population tagSNP selection. Recently, Howie et al. presented an algorithm for multiple populations, called MultiPop-TagSelect. MultiPop-TagSelect combines the tagSNPs selected for each population by LD-Select to produce a universal tagSNP set for a collection of populations 13 . The algorithm works reliably, and it could in principle be used with any tagSNP selection method for single populations. However, its accuracy highly depends on the performance of the single-population tagSNP selection method. Magi et al. 22 also designed a software tool called REAPER which is rather similar to LD-Select if applied to a single population. To select a universal tagSNP set for several populations, it first selects a tagSNP set for one population, and then it selects a supplement for the remaining populations one by one. As mentioned above, the performance of the method crucially depends on the choice of the initial tagSNP set and the ordering of the populations. It is not clear, moreover, how one should select tagSNPs for the first population so as to minimize the size of the final solution.
Our contribution on tagSNP section based on the linkage disequilibrium criterion. In this paper, we take a different approach to the multi-population tagSNP selection problem. Contrary to the previous methods, we do not generate a tagSNP set for each individual population separately, but rather we evaluate all the populations at the same time. The method that we propose could be used to generate a universal or cosmopolitan tagSNP set for multi-ethnic, ethic-unknown or admixed populations 13 . The main idea of our approach is to transform a multi-population tagSNP selection problem, called the minimum common tagSNP selection (MCTS) problem (to be defined more precisely later in the paper), into a minimum common dominating vertex set problem on multiple graphs. Each graph corresponds to one of the populations under consideration. The vertices in a graph correspond to the SNP markers of the population, and there is an edge between two markers when they are in strong LD (according to some given threshold). To find an optimal solution MCTS, we first decompose it into disjoint subproblems, each of which is essentially a connected component of the union graph a and represents a precinct as defined in 26 . Then, for each precinct, we apply three data reduction rules repeatedly to further reduce the size of the subproblem, until none of the rules can be applied anymore. Finally, the reduced subproblems are solved by either a simple greedy approach (similar to cosmopolitan tagging 2 ) or a more sophisticated Lagrangian relaxation heuristic. Both algorithms will be explained in detail later in the paper. Along with the solution produced by our algorithm, we also obtain lower bounds on the minimum number of tagSNPs required, which allows us to quantitatively assess how close our solution is from the optimum.
We evaluate the performance of our method on real HapMap data for genome-wide tagging. The experimental results demonstrate that our algorithms run 3 to 4 orders of magnitude faster than the existing singlepopulation tagging programs like FESTA, LD-Select and the multiple-population tagging method MultiPopTagSelect. Our method also greatly reduces the required tagSNPs compared to LD-Select on a single population and MultiPop-TagSelect on multiple populations. Moreover, the numbers of tagSNPs selected by our algorithms are almost optimal since they are very close to the corresponding lower bounds provided by our method. For example, the gap between our solution and the lower bound is 1061 SNPs with r 2 threshold being 0.5 and 142 SNPs with the r 2 threshold being 0.8, given the entire human genome with 2,862,454 SNPs (MAF being 5%).
The rest of the paper is organized as follows. In Section 2, we first propose a combinatorial optimization model for the MCTS problem and then present a computational complexity result. In Section 3, we introduce three rules to reduce the size of the problem, and devise a greedy tagging algorithm, called GreedyTag, and a Lagrangian relaxation heuristic, called LRTag. After showing the experimental results in Section 4, we conclude the paper with some remarks about the performance of our tagging method in Section 5. Due to page limit, some of the illustrative figures and tables are given in the appendix.
FORMULATION OF THE MCTS PROBLEM
Consider K distinct populations and a set V of biallelic SNP markers v 1 , v 2 , . . . , v n . Since the r 2 coefficient is unreliable for rare SNPs when the sample size is small 5 , we will consider only SNPs with MAF ≥ 5%. The set of SNPs might be different from population to population. We use V i ⊆ V to denote the SNP set in population i.
For a pair of SNP markers v j1 and v j2 in a population
where γ 0 is a pre-defined threshold (γ 0 will be set to 0.5 or higher in our study). Moreover, v j1 (or v j2 ) is considered being the tagSNP or proxy for v j2 (or v j1 , respectively) in population i. For convenience, we define E i to be the set containing all the high-LD marker pairs in population i,
Now we can formally define the MCTS problem.
MINIMUM COMMON TAGSNP SELECTION(MCTS)
Instance: A collection of K populations and a set V of biallelic SNP markers.
It is easy to observe that any feasible solution to the MCTS problem is a common dominating vertex set in the graphs
In particular, the smallest set of tagSNPs for a single population is a minimum dominating vertex set of the corresponding graph. Obviously, the MCTS problem is NP-hard, since it is a generalization of the minimum dominating vertex set problem, which is known to be NP-hard 4 .
Theorem 2.1. The MCTS problem is NP-hard.
We introduce some additional notations to be used later. To differentiate the occurrences of a marker in different populations, we use v i j to represent the j th marker appearing in the i th population. Given a marker v j ∈ V , we define the following two sets:
represents the subset of markers in strong-LD with v j in population i, and the set N * (v j ) represents the union of such subsets for all the populations. Note that,
we define the following set:
is the subset of markers each of which can tag the occurrence v i j , whereas N * (v j ) is the subset of occurrences that the marker v j can tag.
Based on the above definitions, the MCTS problem can also be viewed as the following set cover problem. Given the universe U = 1≤i≤K {v i j |v j ∈ V i } and the collection C = {N * (v j )|v j ∈ V }, find a subcollection of sets from C to cover U. Clearly, the number of sets in a minimum set cover is equal to the number of markers in a minimum tagSNP set.
Consequencely, approximation algorithms that solve set cover can be applied to MCTS. In practice, greedy algorithms are commonly used for set cover due to their simplicity and effectiveness. The simplest greedy algorithm for set cover, which picks the set that covers the most number of uncovered elements each time, achieves an approximation ratio of log(m), where m is the number of elements to be covered 30 . This implies a log(Kn) approximation algorithm for MCTS, |U| ≤ Kn.
However, the approximation ratio of log(Kn) could be too large in practice, due to the fact that V may contain millions of markers and n = |V |. Therefore, the solution produced by the above greedy approach may not be sufficiently small. We aim to design efficient heuristics to provide better solutions.
OPTIMIZATION TECHNIQUES TO SOLVE THE MCTS PROBLEM
In principle, a minimum common tagSNP set can be found by exhaustive search. In reality, there are millions of markers, and it is infeasible to conduct the exhaustive search. Since human chromosomes consist of high-LD regions (i.e. haplotype blocks) interspersed with recombination hotspots, we partition the markers into precincts such that markers in strong LD belong in the same precinct. In this way, we could narrow down the search space and improve the efficiency of our algorithm. In order to deal with multiple populations, we extend the concept of precinct defined originally in 26 . We say that two markers are in the same precinct if and only if they are in strong LD in some population. Based on the simple observation that no marker in a precinct can tag a marker in another tag a marker in another precinct, we can obtain a minimum tagSNP set for the combining the minimum tagSNP sets for each precinct. The precincts can be easily identified by running a breath first search (BFS) in the union graph G. By partitioning the markers into precincts, we decompose the original problem into a set of disjoint subproblems of much smaller sizes. We then select tagSNPs for each precinct independently, which could save a lot of running time.
Data Reduction Rules
We introduce three simple data reduction rules to further reduce the subproblem sizes and improve efficiency. Rule 1: Pick all irreplaceable markers. If a marker v j has no proxy from population i (that is, v j is a singleton
, then marker v j must be in the minimum tagSNP set. 
is called the most stringent occurrence in the set. Observe that the markers selected to tag the most stringent occurrences will also tag the less stringent occurrences. Therefore, we consider only the most stringent occurrences and discard the others.
The above rules can also be viewed as data reduction rules applied to a 0/1 matrix obtained as follows. Given the notations of the occurrence set U, the marker set V and the neighborhood collections C introduced in previous section, the rows in the matrix represent U, the columns denote V , and each cell (i, j) indicates whether the marker corresponding to column j can tag the occurrence corresponding to row i (i.e. the value of a cell is set to 1 if the marker can tag the occurrence, and 0 otherwise). Thus, Rule 2 (or Rule 3) is equivalent to redundant column deletion (or row deletion, respectively).
The above rules can be applied repeatedly and in any combination whenever applicable. The reduced problem obtained after the application of the above data reduction rules will be subject to our greedy algorithm or Lagrangian relaxation (LR) algorithm, as explained next.
A Greedy Algorithm for MCTS
Greedy algorithms are often desirable due to their simplicity and efficiency. The greedy algorithm, GreedyTag, below is adapted from the greedy algorithm for the set cover problem as presented in 30 . By first applying the above data reduction rules, we will show later in the paper that GreedyTag greatly outperforms the other greedy algorithms such as LD-Select and MultiPop-TagSelect. Moreover, a lower bound, called GreedyTag lb, is produced by GreedyTag, which is equal to the number of tagSNPs selected by data reduction Rule 1. Even though the lower bound is is somewhat loose since we only consider Rule 1, it turned out to be pretty tight in our experiments on real data (see Section 4 for more details). Due to space constraint, we present the pseudo-code of GreedyTag in the appendix.
A Lagrangian Relaxation Algorithm for MCTS
A subset T of SNPs can be denoted by its characteristic vector t = t 1 t 2 . . . t n , where t i = 1 if v i ∈ T , and t i = 0 otherwise. It is thus easy to formulate the following integer linear program for MCTS.
Our second algorithm for MCTS is based on the Lagrangian relaxation framework. We assign a non-negative vector λ = λ 11 λ 12 . . . λ K,n of Lagrangian multipliers to the inequalities, and obtain the following relaxed integer program.
Minimize L(t, λ) =
Observe that the size of any feasible tagSNP set T would be an upper bound for L(λ) in (4), and any L(λ) would be a lower bound for |T |. Hence, we look for max L(λ), which gives the best lower bound for min |T |.
For any given λ, we can easily obtain L(λ) in (4) as follows. For convenience, we define s(t j )(1 ≤ j ≤ n) as:
which are the Lagrangian costs associated with t j in (4). Rearranging the terms in (4), we have the objective func-
In order to minimize the objective function, we have to set t j = 0 if s(t j ) > 0, t j = 1 if s(t j ) < 0, and t j an arbitrary value if s(t j ) = 0.
The vector t obtained above may not be a feasible solution to (3) . In other words, some occurrence might not be tagged by any marker in T = {v j |t j = 1, 1 ≤ j ≤ n} induced by the characteristic vector t. We will adopt a strategy reduced cost heuristic (RCH) introduced by Balas and Ho 3 to deal with this issue (the details are given in the pseudo-code in the appendix).
Next we need find a good multiplier vector λ, i.e. one that gives a near optimal lower bound. We utilize a standard optimization technique called subgradient optimization 3 , which iteratively updates the solution toward the subgradient direction to reach the optimum. We can define
Obviously, ∇λ = (∇λ 11 , ∇λ 12 , ..., ∇λ K,n ) where ∇λ i,j = S(λ i,j ). Starting from a initial setting λ 0 , we sequentially generate
. ., based on the following formula
where T * is the smallest feasbile tagSNP set found so far (i.e. the best upper bound for max L(t)), L * is the largest of max L(t) found so far (i.e. the best lower bound for max L(t)), and {α 0 , α 1 , . . .} is a decreasing sequence of pre-defined scalars.
The pseudo-code for the Lagrangian relaxation algorithm, LRTag, is given in the appendix. In the algorithm, we start from a initial setting of λ 0 , generate a solution to t 0 and extend it to a valid tagSNP set as mentioned above. Then we update λ 0 into λ 1 according to the formula (5). We repeat the process until we cannot improve λ or a predefined number of maximum iterations is reached. Over the entire iterative process, the smallest feasible set of tagSNPs found by LRTag would be output as a solution to the MCTS problem, and the largest L(t) would be a lower bound for tagSNP selection, called LRTag lb.
EXPERIMENTAL RESULTS
In our experiments, we test the algorithms GreedyTag and LRTag on the Hapmap populations, and compare their performance and efficiency with single-population tagging programs LD-Select and FESTA, and a multiplepopulation tagging program MultiPop-TagSelect. For convenience, we will also denote by GreedyTag the cardinality of a feasible tagSNP set obtained by the GreedyTag algorithm. We use similar notations for LRTag, LDSelect, FESTA and MultiPop-TagSelect.
Both of our algorithms calculate lower bounds on the minimum number of required tagSNPs, one of which is found by GreedyTag (i.e. GreedyTag lb) and the other by LRTag (i.e. LRTag lb). We define gap as the difference between the highest lower bound and the cardinality of the smallest tagSNP set found by our algorithms, which will be used to measure the quality of the solutions.
We apply all the methods on the entire human genome data involving chromosomes 1 through 22 and on all ENCODE regions (ENm010, ENm013, ENm014, ENr112, ENr113, ENr123, ENr131, ENr213, ENr232 and ENr321) genotyped by the HapMap project (release #19, NCBI build 34, October 2005). For the ENCODE data, we estimate the r 2 statistics by using a two-marker EM algorithm to compute the maximum-likelihood values of the four gamete frequencies, which is also commonly adopted by LD-Select and HaploView 2 . For the entire human genome data, we directly download the r 2 statistics from the HapMap website 10 , generated by HaploView to save computational cost. Note that, HaploView only calculates LD for markers up to 250 kbps apart, which is reasonable because the LD for markers that are farther than 250 kbps would normally be very weak anyway, and high LD in such a case can happen only purely by chance. In order to save running time for dealing with the entire human genome data, we prune the LD pattern data downloaded from the HapMap website by keeping only entries with r 2 no less than 0.5. We ran all the programs on a 32-processor SGI Altix 4700 supercomputer system with 1.6HZ CPU and 64 GB shared memory in the Computer Science Department, University of California -Riverside. Our GreedyTag and LRTag algorithms used up to 15 threads in parallel, while each of the other programs is single-threaded. 
Tagging the ENCODE Regions
A dense set of SNPs across ten large genomic regions have been produced by the HapMap ENCODE project. These regions serve as the foundation to evaluate the development of methodologies and technologies for detecting functional elements in human DNA. Each region is about 500Kb in length and has an SNP density about 1 SNP per 600 bps.
Tagging ENCODE regions for a single population. We tag each HapMap population separately by LD-Select, FESTA, and our new algorithms GreedyTag and LRTag. For illustration purposes, we only show the results for tagging the CEU population and compare the performance of the above algorithms in Table 2 .
When the r 2 threshold is set as 0.5, the number of tagSNPs selected by our algorithm is on the average 9.3% of the total number of markers (the actual percentage number ranges from 5.1% to 15.3%). With a more stringent r 2 threshold of 0.8, the average number of tagSNPs rises to 17.6% of the total number of markers (ranging from 11.4% to 24.9%). The same trend was observed when applying our algorithms on the other populations (results are not shown due to space constraint).
On each ENCODE region, we observe that the gap between LRTag lb and LRTag is at most one with the r 2 threshold being 0.5, and there is no gap when the r 2 threshold is set as 0.8. This demonstrates that our algorithm LRTag found near-optimal solutions in all test cases. In general, LRTag and GreedyTag always generated the smallest sets of tagSNPs, FESTA selected at most three more tagSNP, and LD-Select might select up to eight more tagSNPs. Since our algorithms and FESTA are all nearoptimal, we compare the time efficiency of these programs in Table 3 . Because LD-Select takes genotype data as input and the other programs take pairwise LD data as input, we do not compare LD-Select's running times directly with those of the others here (generally speaking, it takes LD-Select from 30m to 2h on an ENCODE region). From Table 3 , we can see that the running time of FESTA varied widely from 1s to 64h on different regions, while our algorithms GreedyTag and LRTag consistently took 1-2s on all regions. In conclusion, our algorithms were 3 to 4 orders of magnitude faster than FESTA in most of the cases, and found slightly smaller sets of tagSNPs.
Tagging ENCODE regions for multiple populations. We tag each and the entire ENCODE regions for all four HapMap populations by MultiPop-TagSelect, GreedyTag and LRTag. The tagging results of these methods on each ENCODE region are summarized in Table 4 . We also highlight the results for region ENm013 and for the entire ENCODE region in Figure 2 .
With the r 2 threshold set as 0.5, the number of tagSNPs selected by our algorithms is on the average 18.3% of the total number of markers (the actual percentage number ranges from 11.0% to 34.5%). With a more stringent r 2 threshold of 0.8, the average number of tagSNPs increases to 33.7% (ranging from 24.0% to 50.5%). We observe that LRTag always performs the best in these tests, followed by the GreedyTag algorithm, and MultiPop-TagSelect always performs worst. When r 2 threshold is set as 0.5, LRTag requires 16.4% fewer markers on the average than MultiPop-TagSelect. When the r 2 threshold is 0.8, LRTag usually requires 5.1% fewer markers on the average than MultiPop-TagSelect.
The gap between LRTag lb and LRTag is at most two for each ENCODE region and totally six for all ENCODE regions with the r 2 threshold being 0.5. There is no gap with the r 2 threshold being 0.8.
Genome-wide Tagging
Because both LD-Select and MultiPop-TagSelect (written in Perl) took more than 20 hours to tag a single chromosome, we re-implemented their algorithms in C++, called LD-Select* and MultiPop-TagSelect*, respectively, in order give a fair comparison of the programs. Since FESTA's "greedy-exhaustive hybrid search" is very computational demanding and hard to emulate, we exclude FESTA from the following comparative study.
Tagging the human genome for a single population.
We apply LD-Select*, GreedyTag and LRTag on each HapMap population separately. For illustration purposes, we only discuss the results for tagging the CEU population and compare the performance of the above three algorithms. The details can be found in Table 5 given in the appendix.
b Note that if a program runs in time of t with 15 threads, then its running time with one thread would be 15t. This transformation can be used to compare the running times of our programs and those of the other programs on a single thread mode. Select  62  38  65  84  77  69  112  62  72  68  FESTA  57  35  63  76  73  65  107  61  70  65  GreedyTag  56  35  63  76  73  62  107  61  70  64  LRTag  56  35  63  76  73  62  107  61  70 3h14m  3h16m  4h51m  3h18m 14h24m  64h4m  5h13m 2h24m 1h38m 45m19s  GreedyTag  1s  1s  1s  1s  1s  1s  1s  1s  1s  1s  LRTag  1s  1s  1s  2s  1s  2s  1s  1s  1s 1s r 2 ≥ 0. 8  FESTA  1s  3s  28m20s  44m6s  12m8s  50m16s  3s  1s  2s  1s  GreedyTag  <1s  <1s  <1s  <1s  <1s  <1s  <1s  <1s  <1s  <1s  LRTag  <1s  <1s  <1s  <1s  <1s  <1s  <1s  <1s  <1s  <1s   Table 4 . Summary of tagSNPs identified by MultiPop-TagSelect, GreedyTag and LRTag for all HapMap populations on ENCODE regions. MultiPop- TagSelect  338  275  321  425  454  329  462  324  402  396  GreedyTag  322  255  305  391  437  300  445  318  392  377  LRTag  322  255  305  389  437  300  445  318  392  377  # tagSNP (lower bound)  LRTag lb  322  255  305  389  437  300  445  318  392  377  GreedyTag lb  319  253  303  374  435  300  443  318  392  377  Gap  0  0  0  0  0  0  0  0  0  0 With the r 2 threshold set as 0.5, the number of tagSNPs selected by our algorithms is 14.4% of the total number of markers on the average (the actual percentage ranges from 11.2% to 21.4%). With a more stringent r 2 threshold of 0.8, the average number of tagSNPs increases to 26.6% (ranging from 22.2% to 35.5%). Similar trends were observed when applying our algorithms to the other populations (the results are not shown due to space limitation). . Tagging for HapMap populations on all ENCODE regions with 10,859 markers. Here, "Grdy lb" stands for "GreedyTag lb", "LRTag lb" stands for "LRTag lb", "LR" stands for "LRTag", "Greedy" stands for "GreedyTag", and "MPS" stands for "MultiPopTagSelect". We observe that LRTag always performs the best, followed by the GreedyTag algorithm, and LD-Select* always performs the worst. With the r 2 threshold set as 0.5, LRTag usually requires 4.9% fewer tagSNPs (the actual percentage number ranges from 2.8% to 6.3%) on average than LD-Select* on each chromosome. When the r 2 threshold is increased to 0.8, LRTag usually requires 1.2% fewer tagSNPs (ranging from 0.07% to 1.5%) on average than LD-Select*.
Region
We can see that, on each chromosome, the gap between the lower bound from LRTag lb and the upper bound obtained by LRTag is on the average 7 (the actual number ranges from 1 to 20) with the r 2 threshold set as 0.5 and less than 1 (ranging from 0 to 2 ) with the r 2 threshold set being 0.8. This demonstrates that LRTag finds near-optimal solutions in all test cases even for genome-wide tagging on a single population. In fact, the performance of GreedyTag is not bad either.
Tagging the human genome for multiple populations. Finally, we tag the entire human genome for all four HapMap populations by MultiPop-TagSelect, GreedyTag and LRTag. We summarize the tagging results of these methods on each chromosome in Table 8 (given in the appendix), and then highlight the results for chromosome 3 and all chromosomes in Figure 3 .
With the r 2 threshold set as 0.5, the number of tagSNPs selected by our methods is on the average 27.3% of the total number of markers (the actual percentage ranges from 21.9% to 47.2%). With a more stringent r 2 threshold of 0.8, the average number of tagSNPs increases to 46.0% (ranging from 29.4% to 60.4%). Based on Table 8 , we observe that LRTag always performs slightly better than GreedyTag and significantly better than MultiPop-TagSelect*. With the r 2 threshold set as 0.5, LRTag requires 6.8% fewer tagSNPs on average (the actual number ranges from 4.0% to 8.0%) than MultiPopTagSelect* on each chromosome. With the r 2 threshold set as 0.8, LRTag requires 3.6% fewer markers on average (ranging from 2.7% to 4.3%) than MultiPop-TagSelect*.
The gap between the lower bound from LRTag lb and upper bound of LRTag is on the average 48 for each chromosome (the actual number ranges from 6 to 109) with the r 2 threshold set as 0.5, and 6.5 (ranging from 0 to 16) with the r 2 threshold set being 0.8, as shown in Table 8 .
CONCLUSION
Our LRTag and GreedyTag algorithms run quickly on ENCODE regions and the entire human genome for both single and multiple populations. On an ENCODE region with the r 2 threshold being 0.5, it takes our algorithms no more than 2 seconds to tag a single population (as shown in Table 3 ) and less than 7 seconds to tag multiple populations (as displayed in Table 9 in the appendix). On a human chromosome, it takes no more than 4 minutes to tag a single population (as shown in Table 6 in the appendix) and less than 12 minutes to tag on multiple pop-ulations (as displayed in Table 7 in the appendix). For r 2 thresholds greater than 0.5, our algorithms run faster. Hence, for any given r 2 threshold, it takes our algorithms less than a minute to tag the entire ENCODE region and less than an hour to tag the entire human genome.
If the number of populations of interest increases, the genotyping density increases or the r 2 threshold increases, the number of required tagSNPs also increases. For example, on multiple HapMap populations with the r 2 threshold being 0.5, we need to tag one SNP for about every 6 SNPs on the densely genotyped ENCODE regions. We need to tag one SNP for about every 4 SNPs on sparsely genotyped HapMap chromosomes.
All the lower and upper bounds produced by the discussed methods are shown in Figure 2 and Figure 3 . In the figures, we tag the ENCODE regions and human genome on the HapMap populations with the r 2 thresholds being 0.5, 0.6, 0.7 and 0.8 separately. From all these test cases, we observe that LRTag always chooses the smallest set of tagSNPs, closely followed by GreedyTag, while MultiPop-TagSelect chooses the largest set.
LRTag lb always provides the best lower bound and LRTag the best upper bound among all methods considered. The simple greedy algorithm, GreedyTag, chooses slightly more tagSNPs than LRTag and the lower bound GreedyTag lb is slightly lower than LRTag lb, which indicates that the data reduction rules in Section 3 are very powerful.
When the r 2 threshold increases, the size of the precincts decreases. Consequently, the gap between the lower bound and the upper bound decreases. For the entire human genome with 2,862,454 markers, the gap between LRTag and LRTag lb is 1061 when the r 2 threshold is 0.5, and 142 when the r 2 threshold increases to 0.8. The small gap shows that LRTag finds near-optimal solutions for genome-wide tagging. Partition markers into precincts. Let the set of precincts be P. For each precinct p ∈ P {the following will be executed in parallel on a multi-processor machine} Let U be the set of SNPs and W the set of marker occurrences in p.
Step Input: A set V of n biallelic SNP markers and their pairwise r 2 LD statistics in K distinct populations. A pre-defined threshold γ 0 for r 2 LD statistics. A pre-defined initial scalar α 0 and threshold α min for subgradient optimization. A predefined maximum number Itermax of iterations and a predefined threshold Kmax of maximum trials. Output: A feasible tagSNP set T ⊆ V , and a lower bound LB. Begin Partition markers into precincts. Let the set of precincts be P For each precinct p ∈ P {the following will be executed in parallel} Let U be the SNP set and W be the marker occurrences set in p.
Step 1: Apply the three data reduction rules and obtain a temporary tagSNP set Tp and a lower bound LBp.
{The same as the rules in algorithm 5.1)}.
Step 2: Select tagSNPs under a LR framework. Generate Lagrangian relaxation formula as in Equation (4) End 56s  50s  34s  28s  23s  46s  31s  9s  23s  11s  10s  GreedyTag  56s  50s  37s  27s  20s  47s  31s  10s  22s  11s  9s   Table 7 . The speeds of GreedyTag and LRTag for tagging the entire human genome for all HapMap populations with the r 2 threshold being 0.5. The running time is evaluated on a 32-processor SGI Altix 4700 supercomputer system. Chromosome  1  2  3  4  5  6  7  8  9  10  11  LRTag  3m4s  2m2s  3m9s  2m51s  3m37s  11m4s  2m12s  3m45s  2m24s  2m49s  2m20s  GreedyTag  3m11s  1m13s  3m43s  2m46s  3m20s  10m45s  2m25s  2m52s  2m18s  2m55s  2m16s  Chromosome  12  13  14  15  16  17  18  19  20  21  22  LRTag  2m55s  2m11s  1m28s  1m  48s  1m10s  1m17s  27s  56s  25s  30s  GreedyTag  3m  2m27s  1m16s  52s  23s  1m9s  1m16s  27s  50s  25s  30s 
