In this paper, we present SEDiL, a Software for Edit Distance Learning. SEDiL is an innovative prototype implementation grouping together most of the state of the art methods [1, 2, 3, 4 ] that aim to automatically learn the parameters of string and tree edit distances.
Introduction
In many machine learning tasks, there is an increasing need for defining similarity measures between objects. In the case of structured data, such as strings or trees, one natural candidate is the well-known edit distance (ED) [5, 6] . It is based on edit operations (insertion, deletion and substitution) required for changing an input data (e.g. a misspelled word) into an output one (e.g. its correction). In general, an a priori fixed cost is associated to each edit operation. Without any specific knowledge, these costs are usually set to 1. However, in many real world applications, such a strategy clearly appears insufficient. To overcome this drawback and to capture background knowledge, supervised learning has been used during the last few years for learning the parameters of edit distances [1, 2, 3, 4, 7, 8, 9] , often by maximizing the likelihood of a learning set. The learned models usually take the form of state machines such as stochastic transducers or probabilistic automata.
Since 2004, three laboratories (the LaHC from France, the DLSI from Spain, both members of the RedEx PASCAL, and the LIF from France) have joined their efforts to propose new stochastic models of string and tree EDs in order to outperform not only the standard ED algorithms [5, 6] but also the first generative learning methods proposed in [1, 2] . This joint work has lead to publications in the previous conferences ECML'06 [7] and ECML'07 [4] , and in Pattern Recognition [3, 8] . This research has also received funding from the RedEx PASCAL in the form of a pump-priming project in 2007. Since no software platform was available, a part of this financial help has been used to implement these new innovative prototypes in the platform SEDiL [10].
The rest of this paper is organized as follows: in Section 2, we present a brief survey of ED learning methods. Then, Section 3 is devoted to the presentation of our platform SEDiL and its innovative aspects.
Related Work

Standard ED
The standard ED between two strings (or trees) is the minimal cost to transform by edit operations an input data into an output one. To each operation (insertion, deletion and substitution) is assigned a so-called edit cost. Let us suppose that strings or trees are defined over a finite alphabet Σ and that the empty symbol is denoted by λ ∈ Σ. Definition 1. An edit script e = e 1 · · · e n is a sequence of edit operations
allowing the transformation of an input data X into an output one Y . The cost of an edit script π(e) is the sum of the costs of the edit operations involved in the script:
Let S(X, Y ) be the set of all the scripts that enable the emission of Y given X, the edit distance between X and Y is defined by:
In order to improve the efficiency of the ED to solve machine learning tasks, learning algorithms have been developed to capture background knowledge from examples in order to learn relevant edit costs.
ED Learning by Memoryless State Machines
When there is no reason that the cost of a given edit operation changes according to the context where the operation occurs, memoryless models (see [1, 3] in the case of strings and [4] for trees) are very efficient from an accuracy and algorithmic point of view. In practice, many applications satisfy this hypothesis. For instance, the correction of typing errors made with a computer keyboard, the recognition of handwritten digits represented with Freeman codes [3] are some examples of problems that can be solved by these memoryless state machines. In such a context, these models learn -by likelihood maximization -one matrix of edit costs not only useful for computing edit similarities between strings or trees, but also to model knowledge of the domain. Actually, by mining the learned matrix it enables us to answer questions such that "What are the letters of a keyboard at the origin of the main typing errors?" or "What are the possible graphical distortions of a given handwritten character?". To give an illustration of the output of these models, let us suppose that strings are built from an alphabet Σ = {a, b}. Memoryless models return a probability δ for each possible edit operation in the form of a 3 × 3 matrix as shown in Fig.1 . On this toy example, δ(a, b) = 0.2 means that the letter a has a probability of 0.2 to be changed into a b. From these edit probabilities, it is then possible, using dynamic programming, to compute in a quadratic complexity the probability p(X, Y ) to change an input X into an output Y . Note here that, all the possible ways for transforming X into Y are taken into account, in opposition to the standard ED which considers, in general, only the minimal cost. Ristad and Yianilos [1] showed that one can obtain a so-called stochastic ED d s by computing d s (X, Y ) = − log p(X, Y ).
ED Learning by Non-memoryless State Machines
In specific applications, the edit operation has an impact more or less important in the data transformation according to its location. For instance, in molecular biology, it is common knowledge that the probability to change a symbol into another one depends on its membership of a transcription factor binding site. To deal with such situations, non-memoryless approaches have been proposed [2, 9] in the form of probabilistic state machines that are able to take into account the string context 1 . So, the output of the model is not a 2-dimensional matrix anymore, but rather a 3-dimensional matrix where the third dimension represents the state where the operation occurs. 
Presentation of the Platform SEDiL
The platform SEDiL groups together the state of the art ED learning algorithms. It is an open source software written in Java and can be used on a local machine using Java Web Start technology or directly from our web with an applet [10] . Some screen-shots of the application are presented on Figures 2 and 3 . SEDiL enables us to perform two kinds of tasks: learning and classification.
Edit Parameters Learning and Classification
All the algorithms we implemented are based on an adaptation of the Expectation-Maximization algorithm to the context of EDs. From a learning sample of labeled pairs of strings or trees, the system automatically generates learning pairs either randomly (by choosing an output data in the same class) or by associating to each example its nearest neighbor from instances of the same class. Note that the user can also directly provide labeled training pairs (e.g. misspelled/corrected words). The result of the learning step takes the form of a matrix of edit probabilities (as shown in Fig.1 ) that represents either a generative (joint distribution) or a discriminative model (conditional).
Since an ED is useful for computing neighborhoods, we implemented a classification interface allowing the use of a k-nearest neighbor algorithm with the learned edit similarities. Therefore, all the methods we have implemented can be compared (included the standard ED) in a classification task.
Contribution of SEDiL for the ML and DM Communities
What makes our piece of software unique and special? As far as we know, there does not exist any available software platform to automatically learn the parameters of similarity measures based on the notion of ED. By implementing SEDiL, we filled this gap.
What are the innovative aspects or in what way/area does it represent the state of the art?
The two main historical references in ED learning are [1, 2] . We implemented not only this state of the art but also all the recent new approaches we published during the past 4 years. In its current version, SEDiL provides five learning methods which are based on the following scientific papers:
-The learning of an edit pair-Hidden Markov Model (Durbin et al. 1998 [2] ).
-The learning of a joint stochastic string ED (Ristad & Yianilos [1] ).
-The learning of a conditional stochastic string ED (Oncina & Sebban [3] ).
-The learning of a stochastic tree ED with deletion and insertion operations on subtrees (Bernard et al. 2006 [7,8] ). -The learning of a stochastic tree ED with deletion and insertion operations on nodes (Boyer et al. 2007 [4] ).
For whom is it most interesting/useful? SEDiL has already been used in various situations not only by academic but also by industrial structures. In the context of the ANR BINGO Project (http://users.info.unicaen.fr/∼bruno/bingo), SEDiL has been used to search regularities in sequences of promoters in molecular biology. It is used at the moment in music recognition by the laboratory DLSI of the University of Alicante. Moreover, it has been recently exploited in a handwritten recognition task by the company A2IA (http://www.a2ia.com/). More generally, SEDiL is devoted to researchers who aim to compute distances between structured data.
Conclusion
SEDiL is the first platform providing several ED learning algorithms. It is devoted to improvements. We plan to implement a new edit model in the form of constrained state machines able to take into account background knowledge and a conditional random field approach recently presented in [9] .
