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Summary
Visualization is one of the indispensable means for addressing the rapid explosion of 
data and information. Although a large collection of visualization techniques have been 
developed over the past three decades, the majority of ordinary users have little knowledge 
about these techniques. Despite there being many interactive visualization tools available 
in the public domain or commercially, producing visualizations remains a skilled and time- 
consuming task. One approach for cost-effective dissemination of visualization techniques 
is to use captured expert knowledge for helping ordinary users generate visualizations 
automatically. In this work, we propose to use captured knowledge in ontologies to reduce 
the parameter space, providing a more effective automated solution to the dissemination of 
visualization techniques to ordinary users. As an example, we consider the visualization 
of music chart data and football statistics on the web, and aim to generate visualizations 
automatically from the data. The work has three main contributions:
Visualisation as Mapping. We consider the visualization process as a mapping task 
and assess this approach from both a tree-based and graph-based perspective. We 
discuss techniques for automatic mapping and present a general approach for Information 
Perceptualisation through mapping which we call Information Realisation.
VizThis: Tree-centric Mapping. We have built a tree-based mapping toolkit which 
provides a pragmatic solution for visualising any XML-based source data using either SVG 
or X3D (or potentially any other XM L-based target format). The toolkit has data cleansing 
and data analysis features. It also allows automatic mapping through a type-constrained 
system (AutoMap). If the user wishes to alter mappings, the system gives the users warnings 
about specific problem areas so that they can be immediately corrected.
SemViz: Graph-centric Mapping. We present an ontology-based pipeline to automatically 
map tabular data to geometrical data, and to select appropriate visualization tools, styles 
and parameters. The pipeline is based on three ontologies: a Domain Ontology (DO) 
captures the knowledge about the subject domain being visualized; a Visual Representation 
Ontology (VRO) captures the specific representational capabilities of different visualization 
techniques (e.g., Tree Map); and a Semantic Bridge Ontology (SBO) captures specific 
expert-knowledge about valuable mappings between domain and representation concepts. 
In this way, we have an ontology mapping algorithm which can dynamically score and rank 
potential visualizations. We also present the results of a user study to assess the validity and 
effectiveness of the SemViz approach.
Selected parts of this thesis have been presented at: I-KNOW ’06 - 6th International 
Conference on Knowledge Management, Graz, Austria; The 3rd International Semantic 
Web User Interaction Workshop at ISWC ’06, Athens, Georgia, USA; and at Euro Vis 2008, 
Eindhoven, Netherlands. At EuroVis 2008 the paper, “From Web Data to Visualization via 
Ontology M apping” won the Best Paper Award.
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1.1 Motivation
The area of information visualization has been researched for over three decades. In the early 
years there was a focus on creating novel visualization techniques in order to demonstrate 
sophisticated ways of gaining insight into information. Many valuable techniques have 
resulted from these efforts. However, this “gold rush” of activity has reduced to a slower 
pace over the last decade as the number of truly new visualization techniques being 
developed has diminished. For example, when the TreeM ap technique was first presented 
to the academic community, this was a truly new technique. However, most recent work 
on developing visualization techniques has only been incremental progress (for example 
Cushioned TreeMaps), rather than new visualization paradigms. As such, the visualization 
community has been looking towards an alternative challenge.
This challenge was partly addressed by the need to integrate these various visualization 
techniques into general purpose visualization toolkits. These toolkits allow users to take 
a data source and develop an effective visualization in a relatively short amount of time. 
As these visualization toolkits have become more advanced, the amount of programming 
required has also reduced so that now a visualization can be produced using a modem GUI 
system [Ahl96] [Bau06] [VWvH+07] [MHS07].
However, despite the range of visualization techniques and the sophisticated toolkits 
available to produce them, information visualization is still a domain which is restricted 
to expert users.
1
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H e a t t liC a r e F in an cia l
Consumer Staples
Figure 1.1: Sm art M oney’s M arketM ap [SW011 show ing the m arket activity for stocks in 
all m ajor sectors.
Expert visualization users are defined as either:
1. People who work in the held of V isualization and as such have a deep knowledge of 
the techniques, processes and tools. For exam ple, an academ ic in the held of Volume 
V isualization.
2. People who work in a held with a heavy reliance on the analysis o f datasets. 
The necessity to analyse their data is o f such im portance as to w arrant the person 
learning about the techniques, processes and tools o f visualization. For exam ple, a 
oceanographer whose work is focussed on analysing the how s and patterns o f the 
earth ’s oceans.
A dditionally, expert visualization users have specihc goals they wish to achieve when 
creating a visualization - their focus is on analysis and presentation. A lso, there is little 
constraint on the expense o f creating the visualization (in term s of tim e and equipm ent).
Non-expert visualization users are defined as:
• People whose main focus in life is not on a particular dataset and certainly not in 
the area of visualization. They have a casual interest in a dataset with no specihc 
goal except to gain more insight into the data over and above what is presented in the 
original format (often textually) - their focus is on exploration. The availability of 
tim e and resources to create a visualization is lim ited because there is no guaranteed 
benefit to be gained from the visualization. As such it is difficult to justify  expending 
resources on the task o f creating a visualization.
U nfortunately, it is not within the capabilities o f non-expert users to create visualizations
1.1 M otivation 3
using the available toolkits. The user interface o f the toolkits is specialised and uses 
visualization specific language and interaction techniques. This has lim ited the adoption 
o f information visualization. As such, the public as a whole has largely been unable to 
benefit from these valuable visualization techniques. The resulting status quo is that the 
limit o f most users’ experience o f visual presentation com es from the relatively sim ple 
tools which are provided by office applications such as M icrosoft Excel [M HS07]. The 
expressive capabilities o f the bar charts and pie graphs which can be produced by Excel 
are clearly no match for m odem  inform ation visualization techniques such as Tree Maps 
and Parallel Coordinates. There are exceptions to this. For exam ple. Sm art M oney’s 
M arketM ap applet (see figure 1.1) presents users with a T reeM ap indicating activity on 
the stock markets. This applet gained popularity in the financial com m unity, introducing 
these users to the concepts o f TreeM aps. However, the M arketM ap applet is dom ain 
specific and only supports one visualization technique. Sim ilar dom ain-specific, single­
technique visualization applications exist for other applications (e.g.. Disk Inventory X 
for disk space usage - see figure 1.2). However, none o f these applications has pushed 
inform ation visualization into mass adoption, or significantly outside o f the visualization 
community.
«  n  b
*
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Figure 1.2: Disk Inventory X (Der()8| showing a cushioned TreeM ap visualization o f the 
contents of a hard disk.
As the volume of inform ation increases, with more data being presented on the world wide 
web. the need for
general purpose information visualization fo r  non-experts
becom es more pressing. This is the prim ary motivation for the work in this thesis. Below 
we list other motivations which contribute to the first one.
The Sem antic Web There has been m uch talk of the “chicken and egg” situation with the 
Sem antic Web: users are unw illing to sem antically enrich their data as there are very 
few applications which can exploit it: and organisations are unw illing to expend 
resources on developing sem antically-enabled applications w ithout there being a
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critical-mass of available semantically enriched information [Shi05] [msK06]. If it 
is possible to automatically create cognitively useful visualizations from semantically 
marked-up data, then there is a clear and motivating incentive for users to distribute 
data which includes semantics.
The explosion in information It is said that the world’s total yearly production of print, 
film, optical, and magnetic content would require roughly 1.5 billion gigabytes of 
storage [LV03]. Clearly techniques (e.g. visualization) need to be developed which 
can help users to understand and exploit this information.
The “here and now” attitude Partly due to the amount of information available, and partly 
due to increased pressures on society, users are unwilling or unable to spend a large 
amount of time analysing data. Users have very focussed questions and expect quick 
answers. These needs can in part be met by greater access to visualization techniques.
Visually focussed society Young people are becoming more focussed on vision as their 
main sense. With so many distractions from television, video games and the 
many communication channels of the Internet, this heightened sense is becoming 
more developed and people expect systems which use vision as their main form of 
communication [Jen95]. Visualization techniques can be exploited as part of this 
trend.
Distributed and open knowledge As more information and media is distributed via the 
Internet, society is expecting this information and media to be free and open. This has 
had the side-effect of making it easier to share knowledge. For example the Wikipedia 
online encyclopaedia or shared databases such as IMDB. At the moment, this 
knowledge is mainly held in free text form (as conventional books store knowledge). 
However, there is the opportunity for knowledge to be captured and encoded in more 
explicit forms which can be queried and used in a more structured form. Ontologies 
are one such technology and the use of visualization is a means of making this wealth 
of information even more accessible.
1.2 Aims and Objectives
With the motivations described above we aim to show how information visualization can be 
useful for non-expert users. The visualizations should provide a degree of cognitive insight 
which the user would not gain by looking at the source data in its original (unvisualised) 
form. In particular, we aim to show how “real-life, everyday data” which has not been 
explicitly semantically annotated can be usefully visualized.
1. Our first objective is to gain an understanding of the areas of information visualization 
and ontologies in enough detail such that we can asses and exploit the current state of 
the art in automatic and knowledge-based visualization systems.
2. Our second objective is to create a visualization pipeline which can take non- 
semantically marked-up data and automatically create a cognitively useful visualiza­
tion.
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3. Our third objective is to exploit domain knowledge, both from the source data’s 
subject domain and the area of information visualization, in order to create the most 
cognitively valuable visualization.
4. Finally, we wish to evaluate the visualizations amongst the target user group (non­
expert users), to ascertain whether the technique has been successful.
In the objectives above, we discuss the need for automatic visualization. The term automatic 
is broad and needs to be defined explicitly. When a system is described as automatic, it 
rarely means that it is fully automatic and a certain degree of manual intervention is usually 
necessary. In the field of visualization we define automatic from the perspective of three 
actors:
Developer The developer of an automatic visualization system will create the new system 
entirely manually. Therefore this actor has no access to automated features. However, 
the developer may choose to reuse components of existing visualization pipelines 
in order to save expense and simplify the development process. Fundamentally, the 
developer’s role is a non-automatic one.
Maintainer With any live software system there is the need for a maintenance role. This 
role may be played by the original developer or a different person. The role of the 
maintainer is to add functionality to the system as and when required (e.g. add the 
ability to handle new source data domains or new visualization techniques) and to 
ensure the high level of service (e.g. up time, response time). Again, this role is 
a non-automatic one in that the maintainer must manually add functionality using a 
similar set of tools to the original developer. A certain degree of automaticity may 
be available through specific tools which simplify common tasks (e.g. adding a new 
visualization technique).
Administrator An administrator’s role is similar to that of a maintainer in that the role is 
present to ensure the ongoing running of the system. However, the responsibilities 
are less technical in their nature. An example would include adding new users to 
the system and ensuring provisions for back-up of data are in place. This role has a 
greater degree of automation than a maintainer and as such, the administrator role can 
often be done as a part-time task by a knowledgeable end user of the system.
End User This role has the most potential for automation and indeed the whole rationale 
for a system might be to make this role’s task as automated as is possible. In the 
context of a visualization system, automation means that the user does not have to:
• Prepare the source data into a specific format ready for the visualization tool 
(there may be some constraints on this).
• Decide on a mapping between source data entities and target visualization 
artefacts.
• Decide on parameters, limits or configuration values.
The user therefore can expect the following responsibilities from an automatic 
visualization system:
1. User: tell the system where the source data to be visualized resides.
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2. System: present the user with one or more visualizations which are cognitively 
more useful than the source data presented in its original format.
As discussed in this section, we will use the definitions of: expert and non-expert, and 
manual and automatic throughout the remainder of this thesis.
1.3 Thesis Outline
In order to set our research in context, we present a thorough investigation into the fields 
of Information Visualization, Ontologies and Ontology Mapping. In chapter 2, we discuss 
how the field of information visualization has evolved and present a theoretical framework 
for describing visualization techniques and the toolkits which can produce visualizations. 
In chapter 3, we describe the fields of ontologies and ontology mapping. We discuss 
the application of these technologies together with an evaluation of different theoretical 
frameworks. From this foundation, we present the theories and technologies which make up 
the concepts of visualization as mapping in chapter 4. In chapter 5, we present a constraint- 
based visualization toolkit which we evaluate within the context of a real-life dataset. 
In chapter 6, we present a visualization pipeline which exploits domain knowledge and 
visualization knowledge to automatically produce visualization from web data. In chapter 
7, we evaluate the scalability and usability of the tool produced in the previous chapter with 
a more in-depth example and a user testing exercise. We conclude and present future work 
in chapter 8. In the rest of this section, we give a more detailed overview of each chapter.
1.3.1 Chapter 2: Information Visualization Systems
In this chapter, we describe the historic development of the field of information visualization. 
We discuss the early work on defining a theoretical framework of the Human Vision System 
(HVS) which gives rise to the various techniques of information visualization. Additionally, 
we describe the various toolkits and frameworks available for general-purpose visualization.
Throughout the description of the practical contributions from the information visualization 
community, we discuss the theoretical frameworks which underpin the work. In this way, we 
aim to generalise our approach for any source data format and any visualization technique.
1.3.2 Chapter 3: Ontologies and Ontology Mapping
In this chapter, we define ontologies and describe the technical standards for representation 
and inferencing. We describe associated tools such as editors and the application of 
ontologies. We define Ontology Mapping and associated fields together with a discussion 
of the various approaches and algorithms which can be applied. We also discuss the theory 
behind the Semantic Web and describe some practical tools which have been developed in 
this area.
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1.3.3 Chapter 4: Concepts of Visualization as Mapping
In this chapter we discuss the various concepts which we need to consider when discussing 
visualization as mapping. This includes: a study of automatic mapping techniques; a de­
scription of a high-level framework for producing audial, visual and textual representations 
of semantically rich data; and a comparison of Tree and Graph-centric mapping approaches.
1.3.4 Chapter 5: VizThis : A Tree-centric Mapping Toolkit for Information 
Visualization
In this chapter we discuss the production of a visualization toolkit which takes a Tree-centric 
approach to mapping, called VizThis. The tool provides a facility for automatic mapping 
which is based on a type-constrained system. The tool has additional features to assist 
users in a manual mapping process. These include mapping locks, constraint warnings, data 
cleansing and value transformation. This chapter finishes with a user testing exercise and an 
evaluation of the tool.
1.3.5 Chapter 6: SemViz : From Web Data to Visualization via Ontology 
Mapping
In this chapter we take an Ontology-centric approach to the production of an automatic 
visualization pipeline. The tool, called SemViz, uses three ontologies to capture useful 
semantics o f the pipeline. The ontologies are: a Domain Ontology (DO) to capture 
semantics about the subject domain o f the data which is to be visualized; a Visual 
Representation Ontology (VRO) to capture semantics relating to different visualization 
techniques (e.g., Tree Map, Parallel Coordinates etc); and a Semantic Bridging Ontology 
(SBO) to capture specific expert knowledge about particular mappings between domain 
concepts and visual representation concepts. We demonstrate the application of the 
technique with data from popular music chart data available on the web. The tool outputs 
visualizations using the ILOG Discovery and Prefuse visualization toolkits.
1.3.6 Chapter 7: SemViz Case Study : Scalability Evaluation and User 
Testing
In this chapter, we consider a more extensive example of the use of SemViz. We use datasets 
of football statistics from a variety of sources and perform a comparative evaluation of the 
visualizations produced. We evaluate the quality of the visualizations against the score and 
rank which the SemViz tool gives. Evaluation is conducted by three groups: the author; a 
group of test subjects; and a visualization expert. We also evaluate how well the technique 
scales, in terms of: number of different source datasets (with different schemas); number of 
records; and number of source concepts.
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1.3.7 Chapter 8: Conclusions
In this chapter, we summarise the findings of this research work. We compare our
results against our original objectives and discuss the advantages and disadvantages of an 
ontological approach to information visualization. We also discuss the opportunities and 
direction for further work.
1.4 Papers
Below we list the papers which have been produced from the research work detailed in this 
thesis. The third paper won the Best Paper Award at Euro Vis 2008.
Information Realisation: Textual, Graphical and Audial Representations of the Semantic Web
Owen Gilson, Nuno Silva, Phil W. Grant, Min Chen and Joo Rocha; I-KNOW ’06 -
6th International Conference on Knowledge Management special track on Knowledge
Visualization and Knowledge Discovery’, Graz, Austria; 2006. [GSG+ 06]
VizThis: Rule-based Semantically Assisted Information Visualization Owen Gilson, Nuno 
Silva, Phil W. Grant, Min Chen and Joo Rocha; International Semantic Web 
Conference 2006 at The 3rd International Semantic Web User Interaction Workshop',
Athens, Georgia, USA; 2006. [GSG+07]
From Web Data to Visualization via Ontology Mapping Owen Gilson, Nuno Silva, Phil 
W. Grant and Min Chen; Proc. Eurographics /  IEEE VGTC Symposium on 
Visualization (EuroVis ’08); Eindhoven, Netherlands; 2008. [GSGC08]
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2.1 Introduction
In this chapter we discuss the research area and application of Information Visualization. 
We describe the history of the area, its fundamental concepts, and the tools and techniques 
which have evolved over the last 30 years. We begin by defining the term, “information 
visualization” and discussing the evolution of the subject. In particular, we focus on 
how the area has been formalised. Formalisation is important in order to gain a depth 
of understanding, but also as a precursor to developing automatic visualization systems. 
Therefore, this area of investigation provides an important basis for the work in this thesis. 
After discussing formalisation, we list and evaluate a selection of visualization toolkits and 
discuss their relative merits before discussing the area of automatic visualization in more 
detail. We then summarise our findings and discuss how this relates to the goals set out in 
chapter 1.
This chapter is not intended to provide a comprehensive survey of information visualization 
techniques. Rather, it aims to cover the formalisation of the discipline and to describe 
how this has resulted in visualization frameworks and toolkits and the development of 
automated techniques. For detailed descriptions of information visualization techniques, 
readers are pointed to important books from: Card, Mackinlay and Shneiderman [CMS99]; 
Spence [SpeOO]; and Ware [War04]. Recent surveys on information techniques include: 
[HSMM00]; [HG02]; [FL03]; and [KHG03].
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2.2 Definition of Information Visualization
Perhaps one of the most commonly cited definitions of Information Visualization comes 
from [CMS99]:
The use of computer-supported, interactive, visual representations of data 
to amplify cognition.
We can utilise humans’ visual perception in order to provide heightened levels of cognition 
which would not be as effective if the information were presented in a less sophisticated 
form such as textually. The reason for this is that a hum an’s visual perception system has 
an amazing ability to to scan, recognise, and recall images rapidly. Additionally, there 
is an innate ability to detect patterns and changes in: size; colour; shape; movement; and 
texture. Information Visualization therefore presents information visually in order to offload 
the cognitive effort from the hum an’s more conscious, analytical brain area to their visual 
perception system.
A closely related area to Information Visualization is that of Scientific Visualization. The 
two are differentiated by their application area, data type and spatialisation:
Scientific Visualization
• Application Area : Science
• Data: Physically-based
• Spatialisation: Provided
• Example: Visualising the flow of a gas.
Information Visualization
• Application Area : Non-Scientific (usually)
• Data: Abstract
• Spatialisation: Assigned
• Example: Visualising the links between pages in a web site.
However, in practice, there is a lot of commonality between the disciplines of Scientific and 
Information Visualization and many application domains straddle both areas.
2.3 Formalisation of Visualization
2.3.1 Visual Variables
One of the most important pieces of work used by the information visualization community 
is Jacques Bertin’s Semiologe Graphique [Ber83]. Bertin described visual marks and the 
ways by which these marks can be modified to communicate information. These are called 
visual variables or visual attributes.
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M arks are defined as:
Points These are dim ensionless locations on the plane, represented by signs that must have 
some size, shape or colour for visualization.
Lines These represent inform ation with a certain length, but no area and therefore no width. 
Lines are visualised by signs o f som e thickness.
Areas These have a length and a width and therefore a tw o-dim ensional size.
Surfaces These are areas in a three-dim ensional space, but with no thickness.
Volumes These have a length, a w idth and a depth. They are therefore actually three- 
dim ensional.
Bertin's Original Visual Variables
Position
Size h i .  ( ' ■ ■ [ I 1 11 i i l i
Shape * « A i f a t V
Value
Colour □ □ □ □ □ □ □ □ □ □
Orientation § ^  : [[ ] |  = =
Texture
Figure 2.1: B eilin ’s Seven Original Visual Variables (from |C ar03 |).
Beilin defined seven visual variables (see figure 2 .1):
Position Changes in the X or Y location.
Size Changes in length, area or repetition.
Shape Infinite num ber of shapes.
Value Changes from light to dark.
C olour Changes in hue at a given value.
O rien ta tion  C hanges in alignm ent.
Texture Variation in “grain” .
W hile providing a fundam ental basis for inform ation visualization, research into the use 
o f visual variables still continues when considered in new contexts such as m ulti-surface
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environments [WSFB07].
Mackinlay [Mac86] later expanded the list of variables and also added an ordering to the 
variables depending on the task as part of his work on APT (A Presentation Tool). In the 
lists below, the variables with the highest accuracy are listed first.
Q uan tita tive Task accuracy Position, Length, Angle, Slope, Area, Volume, Density, 
Colour Saturation.
O rd ina l Task accuracy Position, Density, Colour Saturation, Colour Hue, Texture, Con­
nection, Containment, Length, Angle, Slope, Area, Volume.
N om inal Task accuracy Position, Colour Hue, Texture, Connection, Containment, Den­
sity, Colour Saturation, Shape, Length, Angle, Slope, Area, Volume.
The most recent work has been in expanding this list to cover motion [Car03]. Additional 
variables include consideration of changes in: direction; speed; frequency; rhythm; flicker; 
trails; and style.
2.3.2 Interactive Visualization
With the advent of faster graphics technology, it became possible to present interactive visu­
alizations. Indeed interaction support is just as important as the basic visual representation 
being presented. Robertson et al. [RMC91] state that if objects are smoothly animated over 
a period of around one second, the object constancy eliminates the need for re-assimilation 
of the visualization scene. This reduces the cognitive burden on a user by allowing them to 
keep their mental model the same despite the graphical scene having changed in some form 
(position, perspective, zoom level etc.). M odem day visualization applications and toolkits 
produce interactive visualizations as a core part of their functionality.
2.3.3 Visualization Taxonomies
The initial formalisation work of Bertin and Mackinlay was built on to create taxonomies of 
visualization. Work on this task continued in parallel between the information and scientific 
visualization communities, the focus being on the higher level of abstraction of visualization 
techniques father than variables.
In Scientific Visualization, the work was pioneered by Wehrend and Lewis [WL90] who 
classified approximately 400 techniques based on objects (scalars, vectors, positions etc.) 
and operations (locate, compare etc.). Similar classifications were presented by Keller and 
Keller [KK94]. Brodlie created a classification based on E-notation. E-notation captures a 
model of what is being visualised. This was later extended into an O-notation [Bro93] which 
also captures a view  of how the visualization takes place.
In Information Visualization, the work was developed by Shneiderman [Shn96] who 
developed the Visual Information-Seeking M antra :
Overview first, zoom and filter, then details on demand.
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In this work, Shneiderm an also creates a Task by Type Taxonomy (com m only known as 
TTT). The seven tasks being:
Overview Gain an overview o f the entire collection.
Zoom Zoom  in 011 items o f interest.
Filter Filter out uninteresting items.
D etails-on-dem and Select an item or group and get details when needed.
Relate View relationships am ong items.
History Keep a history of actions to support undo, replay, and progressive refinement. 
E xtrac t Allow extraction of sub-collections and of the query param eters.
A dditionally there are seven data types which were identified:
• 1-dim ensional (docum ents, source code, etc.)
• 2-dim ensional (m ap data)
• 3-dim ensional (real world objects)
• Tem poral (tim e lines)
• M ultidim ensional (e.g., Film Finder)
• Tree (e.g., Treem aps)
• N etwork (e.g., visualising links in the world wide web.)
Tory and M oller |T M 04 | looked at the field of visualization as a whole by unifying the 
work in earlier taxonom ies. One of the results o f their work was the creation of low-level 
taxonom ies for discrete and continuous models.
2.3 .4  R efe ren c e  M o d els
Data VisualizationFilter Map Render
£  II  
i «l 
1
/ ■ ■
Figure 2.2: The H aber-M cN abb Dataflow Reference M odel [HM 90],
W hile knowledge o f visualization techniques has evolved through the form alisation of 
visual variables, tasks and datatypes, the process o f creating a visualization also deserves 
investigation. H aber and M cN abb [H M 90| defined a dataflow reference model (see figure 
2.2) which defines the process of creating a visualization at a level o f abstraction which
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Figure 2.3: IRIS Explorer [Fou95] [Gro04] and the m odular visual program m ing
environm ent.
can be applied to many visualization system s. The visualization pipeline stages are: read 
in the data: select the data o f interest; construct a geom etrically correct visualization; and 
render this geom etry as an image. The reference model has been used as a basis for many 
well known visualization environm ents such as Khoros |K R 9 4 | (now known as VisiQuest) 
and AVS (Advanced Visual System s) [FV04]. System s such as the m odular IRIS Explorer 
[Fou95] (Gro04] (see figure 2.3) allow users to add and structure their own modules using 
a visual program m ing approach. IBM also produced a sim ilar system known as Open 
Visualization Data Explorer [IBM 04| (see figure 2.14).
2.3.4.1 C onceptual, Logical and  Physical L ayers
Wood et al. [W W B97] and Duke et al. |D G C + 98 | extended the H aber-M cN abb reference 
model by considering collaborative visualization (see figure 2.4). This was further extended 
to develop a three-layer reference model which allowed progressive resources to be bound 
into the original H aber-M cN abb pipeline [B D SW 04|. The three layers are described below:
C onceptual L ayer This describes the intent o f the visualization (e.g., show me all web 
pages with link distance of four from the hom epage).
Logical L ayer In this layer, the modules o f the softw are system are bound in (e.g., use 
Prefuse, vtk etc.)
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Figure 2.4: The Haber-M cN abb Dataflow Reference Model extended to consider
collaborative visualization |W W B 97 | |D G C + 98).
Physical L ayer In this layer, the particular resources to be used are bound in (e.g., use a 
given “grid” resource)
These param eters can be form alised at the conceptual level in a language called skM L 
[DS05]. The result o f this 3-layer reference model are system s which are both distributed 
(can run on any available resource on a “grid” netw ork) and collaborative (allows m ulti-user 
visualization to be exploited).
2.4 Visualization Toolkits and Frameworks
In this section we describe som e o f the toolkits and fram eworks which have em erged over 
the last 30 years. There have been many hundreds o f different pieces o f work produced 
by com m ercial and academ ic groups. However, we focus on the most influential ones in 
relation to this work and also the research area as a whole. We categorise the visualization 
tools into one of five categories. Naturally, som e visualization toolkits can be positioned 
in m ultiple categories. We choose to position the tools into their m ost dom inant category 
or the one in which it is m ost com m only known. W ithin each category, we discuss the 
tools in chronological order. The first category we start with is that o f Domain Specific 
tools. These are interesting since they provide a high-degree of usability at the expense 
o f being source dom ain specific and often have a set range o f visualization techniques. 
We then go on to describe the ability o f General Purpose visualization tools to address 
the short-com ings of the previous category whilst also discussing their own short-com ings 
with respect to usability. The next category is the least user-friendly in that is discusses 
Visualization Program m ing Fram eworks. These have the most flexibility but obviously 
require the greatest developm ent effort. Finally, we discuss the newest category which is 
Collaborative Visualization Toolkits. Four of the five tools have been developed in the last 
two years in response to the growing capability o f w eb technologies to display interactive 
visualizations. The other tool is over ten years old and is still based on web technologies,
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but its visualizations are largely static.
2.4.1 Domain Specific Visualization Tools
In this section we describe some of the more influential domain specific visualization tools. 
These tools are able to visualise a certain data set or data in a certain format very well. Since 
the creators of the visualization can restrict the bounds of the source data, the visualization 
technique and controls can be highly customised to the domain being modelled. Typically, 
a domain specific tool will emerge after a research area has developed a new visualization 
technique. This domain specific tool then goes on to become popular, acting as a showcase 
for the original research work. This is exactly what happened with MarketMap [Sma08] 
which was one of the first popular use of Tree Maps outside of the research and technical 
community.
Domain specific visualization tools have served as an effective method of demonstrating the 
benefits of information visualization to wider audiences. However, they highlight the failure 
of general purpose visualization toolkits to appeal to this wider audience. This validates our 
motivation for attempting to “bring general purpose visualization techniques to non-expert 
users” .
In table 2.1, we give an overview of five influential domain specific visualization tools. Each 
tool is described in more detail below.
FilmFinder MarketMap GapMinder CoMIRVA Sense.us
Year 1996 1999 2006 2007 2007
Platform X Windows Java Flash Java Web
Open Availability N Y Y Y N
Use Own Data N N N Y N
Create Vis’s N N N Y N
Discuss Vis’s N N N N Y
View sharing N N N N Y
Annotation N N N N Y
Automatic Vis’s n/a n/a n/a N n/a
Vis Techniques Star Field TreeMap Scatter 6 types 6 types
Interactive / Static I I I I I
Domain Area Films Stock Market W HO stats Music US Census
Direct Data Editing N N N N N
Data Re-shaping N N N Y N
Table 2.1: An overview of Domain Specific Visualization Tools.
2.4.1.1 Film Finder
FilmFinder [AS94] (see figure 2.5) was an early implementation of dynamic queries. The 
source data set is fixed as film information. FilmFinder refined the techniques for starfield
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Figure 2.5: The Film Finder |A S 94 | visualization tool show ing a dynam ic query being 
perform ed.
displays (zoom able, colour coded, user-controlled scattergram s), and laid the basis for the 
com m ercial product Spotfire [Ahl96J.
2.4 .1.2 M arket M ap
M arket M ap | SWO I | (see figure 2.6) was one o f the hrst popular im plem entations of Tree 
M aps. Another one was for the visualization o f disk space usage [Der()8|. M arketM ap uses 
an extension o f tree maps, avoiding excessively narrow strips. H euristics are also used to 
slice up each rectangle into more evenly proportioned sub-rectangles.
2.4.1.3 G ap M inder
The G ap M inder organisation have a tool called Trend A nalyser |R R 06] which visualises 
world econom ic and health statistics (see figure 2.7). It takes the form o f a Flash application 
preloaded with statistical and historical data about the developm ent o f the countries o f the 
world. The software was acquired by G oogle in M arch 2007 and parts o f it (particularly 
the Flash-based M otion C hart gadget) have becom e available for public use as part o f the 
G oogle V isualizations API.
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Figure 2.6: Sm art M oney’s M arketM ap |SWO 11 show ing the m arket activity for stocks in 
all m ajor sectors.
2.4.1.4 CoMIRVA
CoMIRVA [SKSP07) [SKW 05] (Collection of M usic Inform ation Retrieval and Visualiza­
tion Applications) is a Java fram ework for inform ation retrieval and visualization whose 
main functionalities are music inform ation retrieval, web retrieval, and visualization of 
the extracted inform ation (see figure 2.8). CoMIRVA supports the following visualization 
techniques: Self-O rganizing M ap grid: Sm oothed Data H istogram ; Circled Bars; C ircled 
Fans; Continuous Sim ilarity Ring; and Sunburst.
2.4.1.5 Sense.us
The Sense.us system  |HVW ()7] (see figure 2.9) supports asynchronous collaboration across 
a variety of visualization types. Its dom ain is constrained to US Census data within a 
closed user group. It has extensive collaboration features such as view sharing, discussion, 
graphical annotation, and social navigation and includes novel interaction elem ents.
2 .4 .2  G e n e ra l P u rp o se  V isu a liz a tio n  T o o lk its
2.4.2.1 Spotfire
Spotfire |A h l96 | (see figure 2.10) is a direct descendent o f the Film Finder system. The 
software is now positioned as a Business Intelligence tool after its acquisition by Tibco
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Figure 2.7: G apM inder’s T rendA nalyser [RR06].
Spot Fire ILOG Discovery Tableau Fractal: Edge
Year 1996 2004 2007 2008
Platform W indows Java W indows W indows
Open Availability Y Y Y Y
Use Own Data Y Y Y Y
Create V is’s Y Y Y Y
Discuss V is’s Y N N N
View sharing Y Y N N
Annotation N N N N
Autom atic V is’s C onstraint-based N C onstraint-based N
Vis Techniques >  10 6 >  10 1
Interactive / Static I I I I
Domain Area General Purpose General Purpose G eneral Purpose General Purpose
Direct Data Editing Y Y Y N
D ata Re-shaping N N Y N
Table 2.2: An overview of General Purpose V isualization Tools.
in 2007. Spotfire pioneered the accessibility of dynam ic queries and starfield displays to 
business users. Through its direct m anipulation model, these visualization techniques were 
brought to a w ider audience.
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Figure 2.8: CoMIRVA |SK SP()7| |SKW ()5].
2.4.2.2 Tableau
The Tableau system  |M HS()7] (see figure 2 .1 1) follows M ackinlay’s early A PT work into 
autom atic visualization. It provides users with suggested visualizations based on the field 
types of a source dataset which they choose. Its autom aticity is founded on a constraint- 
based type system which is discussed further in section 2.5.2.
2.4.2.3 ILO G  Discovery
The ILOG Discovery system  |B au02, BH S03, Bau04, Bau()6) (see figure 2.12) is based 
on a canonical representation of data-linear visualization algorithm s. The algorithm s are 
inspired by the co-routine m echanism s o f the CLU  program m ing language |L A B ~79], 
Linear-state-dataflow s provide a canonical representation for a large class o f visualization 
algorithm s, called data-linear visualizations. The ILOG Discovery softw are supports a direct 
m anipulation model and a unified Projection Inspector (independent o f the visualization 
technique being used) for adjusting source data m appings and visualization param eters.
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Figure 2.9: The Sense.us IHVW 07] web-based visualizer o f US Census statistics, (a) A 
stacked tim e-series visualization o f the U.S. labor force, (b) A set o f graphical annotation 
tools, (c) A bookm ark trail o f saved views, (d) Text-entry Held for adding com m ents, (e) 
Threaded com m ents attached to the current view, (f) A utom atically updated URL for the 
current state o f the application.
2.4.2.4 F rac ta l: Edge
The Fractal:Intelligence tool [Fra08] (see figure 2 .13) uses a novel visualization technique 
to show the top-level overview, interm ediate sum m aries and the underlying detail for many 
records. W hile it has an ability to handle many thousands o f records, the whole system is 
centred around the fractal inspired visualization technique. This technique requires a certain 
am ount o f training and fam iliarisation and is therefore not suitable for beginner or novice 
visualization users.
2 .4 .3  V isu a liz a tio n  P ro g ra m m in g  F ra m e w o rk s
In order to assist the process o f creating visualization system s, a num ber o f fram ew orks ex ­
ist. These fram eworks provide APIs (Application Program  Interface) to allow program m ers 
to create system s while utilise the fram ew orks’ visualization techniques. This approach is 
particularly effective when designing dom ain specific visualization tools.
2.4.3.1 nVizN
nViZn |Wil()5] is the successor o f the G raphics Production Library (G PL) and is a set of 
Java class libraries for interactive statistical graphics on the Web. nVizN supports a num ber 
o f visualization techniques and widgets (sliders, buttons, magnifiers, etc. ) to m anipulate any
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Figure 2 .1(): T ibco’s SpotFire toolkit | Ahl96].
nVizN IVTK OpenD X Polaris Piccolo Prefuse
Year 2005 2004 2001 2002 2004 2005
Platform Java Java M otif O penG L Java or.NET Java or Flash
O pen Availability Y Y Y Y Y Y
Use Ow n Data Y Y Y Y Y Y
C reate Vis’s Y Y Y Y Y Y
D iscuss Vis’s N N N N N N
View sharing N N N N N N
A nnotation N N N N N N
A utom atic Vis’s N N N N N N
Vis Techniques >  5 9 open 1 open >  10
Interactive / Static I I I 1 I I
D om ain Area GP GP GP GP GP GP
D irect Data Editing N N N N Y N
Data Re-shaping N N N N N N
Table 2.3: An overview o f V isualization Program m ing Fram eworks.
aspect o f  a graphic. These features give it the capability for drill-dow n, brushing, zoom ing, 
and o ther exploration. In this way, nVizN positions itself as a data m ining tool.
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Figure 2.1 I: The Tableau |M H S()7| visualization toolkit.
2.4.3.2 IV TK  (The InfoVis Toolkit)
1VTK (The InfoVis Toolkit) |Fek()4] is a Java based fram ework for developing Information 
V isualization applications and com ponents. It im plem ents nine types o f visualization: 
Scatter Plots; Time Series; Parallel C oordinates and M atrices for tables; N ode-Link 
diagram s; Icicle trees and Treem aps for trees; Adjacency M atrices and Node-Link diagram s 
for graphs. Additionally, it has a unified set o f interactive com ponents which allow 
interactive filtering. These dynam ic queries can be perform ed with the sam e control objects 
regardless o f the data structure.
2.4.3.3 OpenD X
O penD X  (Open Data Explorer) [TBFO11 [IB M 04| is IB M ’s scientific data visualization 
softw are (see figure 2.14). It supports a high-level scripting language and also a visual 
program  editor which can be used to create and modify workflows. O penD X  is a M otif 
w idget toolkit on top of the X W indow System.
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Figure 2.12: ILOG Discovery [Bau02, BH S03, Bau()4, Bau()6] show ing the visualization of 
a w eb site as a TreeM ap and also the Import Text and SQL data dialogue box.
2.4.3.4 Polaris
Polaris |SH()2] is an interface for exploring large m ulti-dim ensional databases (see figure 
2.15). It extends the Pivot Table interface as seen in M icrosoft Excel. Polaris includes an 
interface for constructing visual specifications of table-based graphical displays. It also has 
the ability to generate a precise set o f relational queries from  the visual specifications. Its 
visualization technique is based around data cubes and it also supports panning and zoom ing 
features. It was written in C ++ and O penG L but is now superseded by the Tableau software 
system  (see section 2.4.2.2).
2.4.3.5 Piccolo
Piccolo |B G M 04] is prim arily a fram ework for creating 2D graphics applications using Java, 
.NET, or .NET pocket version. Its main features are its support for zoom ing, anim ation and 
m ultiple representations. As such it has been popular in the creation o f custom  visualization 
applications.
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Figure 2.13: Fractal:Edge |Fra08].
2.4.3.6 Prefuse
Prefuse |H CL()5| (see figure 2.16) is an interactive visualization toolkit built in Java. There 
is also a version which uses Flash and A ctionScript called Prefuse Flare. Prefuse has been 
very popular due to the sim ple-to-program  but sophisticated data m odeling, visualization, 
and interaction facilities it has. It supports data structures for tables, graphs, trees, and a 
variety o f layout and visual encoding techniques. Anim ation, dynam ic queries, integrated 
search, and database connectivity are also supported. This extensive feature set has 
seen the toolkit being used in many stand-alone visualization applications and also in the 
collaborative visualization application M anyEyes (see section 2.4.4.5).
2 .4 .4  C o lla b o ra tiv e  V isu a liz a tio n  T o o lk its
The latest generation of visualization toolkits are focussed on collaborative features such 
as shared data sources and visualizations with the ability for users to com m ent on other 
users’ visualization. As such, these visualization toolkits are said to be em bracing Web 
2.0 features. Please note that in this context we define Web 2.0 based on the definition in 
[O ’R05] and [Hof()6], rather than that o f the Sem antic Web |BLHL()1 ] which has also been 
used.
Web based collaborative tools such as Many Eyes present a very different user experience 
challenge from general purpose com m ercial toolkits such as Tableau or Spotfire. This is 
because many users will arrive directly at a Many Eyes visualization via a link from an
2.4 Visualization Toolkits and Frameworks 27
Program E d ito r .  • : . »
Colormap
View Control,
Sequence C on tro l
Hie Execute Windows Connection Options File Edit Execute Windows Connection Options Help
Categories:
Debugging
Import and Export
Interactor
Macros
Miscellaneous
Realkation
Rendering
Special
Splines
Structuring
Transformation
<Al±>
Cartography Tools:
Asteroid
Atimuttia&quidlstant
CyilndricalEquldistant
Globe
HammerAitoll
MaplmageContourSurfa
Mercator
MoHwelde
NpoleOrtho
PolntProjections
Projections
ShowF Iduclals
Sphere
SpoleOrtho
WorldMap
WorldMapProjections
lit Execute Options
850.00000 .. ..max Hue Saturation Value Opacity
511.81/ 
475.61 
4M.77S 
J87 413 
343 58? 
306 868
Undo CtrMJ Redo Ctit+D
158.30/
1?S.417
100
Projection: 
View Angle
Reset CtrHF
Figure 2 .14: O penD X  |TBF()l | |IB M 04].
external w eb site. Therefore the user is often “throw n” into the visualization with little 
idea o f context and m ost likely no visualization training. If the user does not understand or 
appreciate the relevance of what they see, they will click away from the visualization. In 
contrast there are rarely accidental users o f com m ercial system s such as Tableau or Spotfire.
2.4.4.1 DEVise
DEVise 1LRB+ 97 | was one of the first applications to allow sharable visualizations. Visual 
m appings can be custom ised and shared. There is also an annotation facility. It is however 
not designed for public accessibility. It runs in a browser but visualizations are relatively 
static.
2.4.4.2 D ataplace
Dataplace |Dat()7b) allows users to visualize basic population statistics in the US. but does 
not allow users to upload their own data. In this way, it is dom ain specific.
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Figure 2.15: Polaris [SH02].
DEVise Data places Data360 Swivel M anyEyes
Year 1997 2007 2007 2007 2007
Platform Web Web Web Web Web
O pen Availability N Y Y Y Y
Use O wn Data N Y Y Y Y
C reate V is’s Y Y Y Y Y
D iscuss V is’s Y Y Y Y Y
View sharing Y Y Y Y Y
A nnotation Y N Y Y Y
A utom atic V is’s N N N N Partial
Vis Techniques 4 5 3 4 >  10
Interactive / Static S S S I I
Dom ain Area GP US Population Stats GP GP GP
Direct D ata Editing N N N N N
D ata R e-shaping N N N N Y
Table 2.4: An overview o f Collaborative Visualization Tools.
2.4.4.3 D ata360
D ata360 |Dat()7a] allows users to upload, share and discuss their own datasets with other 
users. It is a w eb based application. However, its visualization techniques are lim ited to 
fairly static techniques which do not allow users to “drill-dow n” into the details o f the data. 
Also, users m ust specify the m appings betw een source data and visualization manually.
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Figure 2.16: Exam ple applications using Prefuse [HCL05].
2A .4A  Swivel
Swivel [Swi()8] is a sim ilar application to Data360 in its scope and features. However, it tries 
to encourage users to explore different visualization param eters by autom atically creating 
visualizations. These visualizations are not based on any sem antics, but are just created 
to encourage users to see visualizations from different perspectives. In this way, it has no 
autom atic or sem i-autom atic visualization features.
£tw&>A>uily«* bv CVftteph and Henan Mann
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2.4.4.5 M anyEyes
M anyEyes |V W v H + ()7] (see figure 2.17) is backed by IB M 's research facility and is perhaps 
the best known and most widely used o f the web-based collaborative visualization toolkits 
(see figure 2.17). The goal o f M anyEyes is to support collaboration at a large scale by 
encouraging a social style o f data analysis. This is intended to be a m edium to foster 
discovery and discussion am ong users. Facilities such as discussion, view sharing and 
annotation support these goals.
As with Tableau (see section 2.4.2.2). M anyEyes does support sem i-autom atic visualization. 
However, again it is only type sem antics which are considered and in this way, M anyEyes 
is also built on a type-constrained system . M anyEyes will allow users to create any 
visualizations which it deem s valid in term s of type m apping betw een source data entities 
and target visual artefacts. However, there is no m eans by which deeper sem antics o f the 
data are considered to help create more cognitively useful visualizations.
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2.5 Automatic Visualization
Automatic Visualization (or Automatic Presentation) has been a goal of the visualization 
community for nearly as long as the research area has existed. In order to achieve automatic 
visualization, there are two distinct areas to consider:
The Interaction Methodology Some visualization toolkits attempt some form of guided 
or semi-automatic visualization. It is therefore worth considering these interaction 
methodologies and how they strive for automaticity.
The Automation Algorithm There are different approaches to how a system derives the 
best way to take a source data entity and visualise it using a target visual artefact.
Further discussion of approaches to automatic visualization is given in [CEH+ 09].
2.5.1 Interaction M ethodology
There are four main interaction methodologies commonly deployed in the visualization 
process. We describe all four below. The first three were discussed in detail in [PLB+01].
2.5.1.1 Trial and Error methodology
The trial and error methodology [YaKSJ07] relies on the interaction between users and 
the visualization system to derive satisfactory results with minimum assistance from the 
computer. A large collection of visualization tools (e.g., SpotFire [Ahl96] and ILOG 
Discovery [BHS03]) support this approach by providing fast rendering and effective 
exploration of the visual space.
2.5.1.2 Design Galleries methodology
The design galleries methodology [MAB+ 97] is a data-centric approach that relies on 
limited knowledge of any underlying data model. With some basic knowledge of the 
application domain and visualization tool (i.e., volume visualization in [MAB+ 97]), the 
visualization system automatically selects parameters and generates a set of visualizations, 
from which users select the most relevant and useful visualizations. This process is repeated 
until satisfactory visualizations are obtained in a manner resembling the semi-automatic 
genetic algorithm.
2.5.1.3 Information-assisted methodology
The information-assisted methodology relies on some understanding of the underlying 
model of the data. It extracts more abstract information from the data (e.g., histogram 
[YMC05], cluster [GDGL07] and topology [WBP07]), and uses it to guide users in their 
interactive visualization process. The Trial and Error methodology (see section 2.5.1.1) and
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Design Galleries methodology (see section 2.5.1.2) involve partial automation, but users’ 
interaction is an essential part of the process.
2.5.1.4 Automatic Visualization methodology
The automatic visualization methodology attempts to generate visual representations from 
data automatically. [Fei85] and [Mac86] first set the agenda for this research direction. 
[MHS07] presented a set of user interface commands, “Show Me”, as part of the user 
interface of Tableau, providing a number of automated functions in user interaction. In 
comparison with the other three methodologies, this approach is least studied. We describe 
this methodology in detail in section 2.5.2.
2.5.2 Autom ation A lgorithm  M ethod
The first significant work in this area was M ackinlay’s APT (A Presentation Tool) system 
[Mac86]. This work codified Jacque B en in’s semiology of graphics [Ber83] as algebraic 
operators. The APT system was then used to search for a high-quality presentation of 
information using expressiveness and effectiveness criteria:
Expressiveness An example being, to display magnitudes without using length of line, use 
colour or line thickness to represent magnitude.
Effectiveness An example being, to display quantitative information, use geometry rather 
than colour.
The foundation work of APT was extended by Casner [Cas98] who also considered the 
level of effort required depending on the visualization task in hand. Additional visualization 
techniques (including interactivity) were considered by Roth [RKMG94] [GRKM94].
In the scientific visualization community, Senay and Ignatius [SI94] developed a system 
called Vista. The system decomposed data into partitions which could be separately visual­
ized. Then, a decision-tree is consulted to select visualization choices from expressiveness 
and effectiveness rules.
Recently, M ackinlay’s work has focussed on the user interface aspects of automatic 
visualization. This work has produced the Tableau visualization toolkit with its ShowMe 
[MHS07] automatic visualization features (see figure 2.11). M ackinlay’s path of work 
has focussed on how to communicate graphically using computational algebra. This takes 
the form of a set of rules based on the decades of work in codifying effective means of 
visualization. Tableau tries to guide the user from data type to chart type by classifying data 
as: Categorical; or Quantitative; and as: a Measure; or a Dimension. After this, default 
visualizations are recommended for particular combinations. The user can then employ the 
“Show Me Alternatives” feature to see alternative visualizations which meet the constraints 
o f the source dataset.
However, there are disadvantages to any constraint-based system:
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Rigidity of Constraints The constraints within systems such as Tableau have been devel­
oped and refined over many years by some of the best minds within the information 
visualization community. However, these constraints are rigidly enforced. If there is 
any problem or questionable assumption which has been made within the foundation 
of these constraints, it is very difficult or impossible to alter these.
Singularity of Results With a constraint-based system, most commonly, a single result 
(visualization) is given. If this visualization is indeed what the user requires, then 
this is fine. However, if there is any part which is not what the user is looking for, 
then there are no alternatives in which to explore. This singularity is acceptable for 
knowledgeable visualization users who can use the software to tweak and update 
parameters. However, for non-expert users presenting only one result is not an 
effective solution.
Narrowness of Consideration - Type Data Only Constraint-based systems such as Tableau 
only consider data type information when creating automatic visualizations. That is, 
whether a data type is numeric or textual, its range (if numeric), its variance, and in 
some systems, any hierarchy. Any further semantics in the data (e.g., field names) 
are not considered. Therefore, the scope of semantics of the data considered by the 
system is limited. This has the effect of limiting the effectiveness of the automatic 
visualizations produced.
Readability and Edit-ability of Constraints The logic rules stored within a constraint- 
based system are often in a proprietary format. Also, they are not accessible to users. 
Therefore, if a user wishes to view the constraints in order to investigate a particular 
automatic visualization decision, or if a user wishes to edit one of these constraints 
which is wrong or unsuitable for their application, they have no option. In many 
circumstances a user will know more about a particular visualization techniques or a 
source data domain than the system itself. The opportunity to exploit this knowledge 
is missed.
Although, Tableau with its ShowMe feature contains the latest advances in automatic 
visualization technology, because of the reasons described above, it remains suited to only 
trained or expert users. There is also an opportunity to potentially increase the cognitive 
value of automatically created visualizations by exploiting additional semantics which are 
not currently considered.
At the same time as M ackinlay’s initial APT work, Ahberg was developing visualization 
tools based on starfield displays with FilmFinder [AS94]. This could only visualise a 
fixed data source. However, this was developed into work on Dynamic Queries and 
an implementation called IVEE (Information Visualization and Exploration Environment) 
[AW95]. This tool was commercialised into the product SpotFire [Ahl96] which has 
been a successful tool for visual discovery especially within the pharmaceutical industry. 
SpotFire’s features are predominantly focussed around dynamic query filters and starfield 
displays. It does contain automatic visualization features. However, they are centred around 
one particular visualization technique and interaction metaphor. Additionally, the automatic 
visualization functionality is based on data type semantics only. Therefore, SpotFire is 
constrained by many of the same aspects listed above for Tableau. The company and product 
SpotFire was recently acquired by Tibco [Tib08].
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M ackinlay’s work and A hberg’s work in the form o f Tableau and Spotfire (respectively), 
consider how  to com m unicate graphically. In contrast, another line of work considers 
w hat to say by extending the area of com putation linguistics into the area of visualization. 
Feiner’s work [Fei85] and Z hou’s work |Zho99] used com putational linguistics to develop 
an inform ation assistant by m odelling com m unication with the user. Despite the creation of 
system s such as A PEX , this technique has had little recent work.
A more recent technique for autom atic visualization is Visual Data M ining [Kei02] which 
uses statistical techniques. Again this considers what to show rather than how  to show 
visualizations. However, the expertise required to create effective visualizations is high. 
M ost visualization users do not possess this level o f statistical knowledge. Therefore, it is 
not suited to non-expert users.
A different focus for autom atic visualization has been em ployed by the scientific v isual­
ization com m unity. R ather than concentrating on the m apping of source data entities to 
target visual artefacts, the focus has been on autom ation of pipeline stages. In scientific 
visualization, the num ber and variety of pipeline stages tends to be greater than in 
inform ation visualization. Therefore, this provides an opportunity for autom ation. Fujishiro 
et al (FTIN971 com bined Shneiderm an’s [Shn96] and W ehrend’s |W L 9 0 | taxonom ies 
to produce a system  called G A D G E T  (G oal-oriented Application Design G uidance for 
m odular visualization Environm ents). This is a m odular visualization environm ent which 
em ploys heuristics to assist the design o f visualization pipelines.
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A more recent project based on m odular visualization environm ents for scientific visualiza­
tion is VisTrails (A C K + ()7) (SV K + 08 | (see figure 2.18). This system captures provenance 
inform ation about pipelines in a database and exploits this to assist with generating new
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pipelines. In the Query-by-Example feature, the system can be given a fragment of a 
pipeline and find pipelines in the database which match it. The Visualization-by-Analogy 
feature allows the changes which occur between two stored pipelines to be applied to a third 
pipeline. VisComplete [KSC+ 08] builds on this feature set by allowing users to specify 
a small fragment of pipeline and querying a large database to find examples of completed 
pipelines.
The modular visualization environments discussed above have produced some very encour­
aging results. The most recent work has reduced the level of effort required to produce and 
experiment with many scientific visualization techniques. Additionally, the ability to reuse 
previously created effective visualization pipelines is invaluable. In this way, the knowledge 
and expertise of past users is being captured and reused. However, this knowledge is being 
captured implicitly via the recording of pipelines which have proved successful. In this way, 
the reason for any given pipeline being successful is not captured, just the pipeline stages 
and parameters themselves. Therefore, we can not call these systems truly knowledge- 
based (although their results may be just as good). This distinction is important when 
we wish to ascertain why the system has chosen a particular pipeline combination as a 
recommendation. This knowledge is not stored in the system, but remains in the mind of the 
user who originally developed that pipeline combination. These factors become increasingly 
important as the system scales to a larger number of users and a larger database of example 
pipelines.
2.6 Summary
In this section, we summarise the findings of our investigation into the field of Information 
Visualization and how it relates to our goal set out in chapter 1 of providing, “general 
purpose information visualization for non-experts” .
Maturity As outlined in section 2.3, the understanding of the perceptions of visualization is 
clearly well researched, documented and understood. Also, the understanding of other 
perceptions (e.g., sonification) is steadily developing. Consistent research progress 
over the last 30 years has led to a large number of well-developed and sophisticated 
visualization techniques as outlined in section 2.4.
Unification There has been some useful work in unifying many visualization techniques 
into a single, unified model. The two most common realisations of this are M ackin­
lay’s APT [Mac86] and Baudel’s Data-Linear Visualization Algorithms [Bau02].
Generality The range of visualization techniques have moved from domain specific, 
single visualization technique applications such as FilmFinder [AS94] and Market 
Map [Sma08] into general purpose, multi-visualization frameworks (e.g., Prefuse 
[HCL05]) and toolkits (e.g., Tableau [MHS07]).
Automaticity The combination of general purpose frameworks and their multi-technique 
visualizations has prompted the need for automaticity. Users can present toolkits with 
a dataset and ask to be given a cognitively useful visualization using the visualization 
technique of their choosing [MHS07]. However, the level of automaticity provided
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can only be described as “semi-automatic” . Rather than giving a high-quality, 
potentially definitive answer, features such as Tableau’s ShowMe merely help the user 
in the iterative process of creating a visualization. Part of this problem stems from the 
fact that ShowMe’s reasoning is based on rigid constraint-based systems which only 
consider the type semantics of the data.
Collaboration With the advent of web-based visualization applications such as ManyEyes 
[VW vH+07] and Data360 [Dat07a], there has been an opportunity to make the 
process of a visualization a collaborative task. This has been achieved through 
features such as discussion forums, annotations and shared views of data and 
visualizations.
Knowledge Due to the trend towards collaborative visualization, there is an opportunity 
to exploit the combined knowledge of the community in order to facilitate automatic 
visualization. One of the main ways in which this knowledge could be exploited is 
for the creation of automatic visualizations.
Exclusivity Despite the development of modem, integrated visualization environments, 
whether as native windowing applications or web-based applications, the audience 
of these tools remains exclusive to the visualization expert or at most the advanced 
user of the data domain being studied.
For the reasons listed above, the 30 years of development into: understanding the theory 
of visual perceptions; development of visualization techniques and finally the creation of 
advanced visualization frameworks and toolkits, is largely confined to members of the 
visualization community and a select few expert consumers of specific information domains.
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3.1 Introduction
In this chapter we review the literature associated with Ontologies and Ontology Mapping. 
The chapter is split into two main sections:
Ontologies The definition of ontologies and related terms; technology standards; editors 
and helpers; inferencing; and applications.
Ontology Mapping The definition of ontology mapping and related terms; approaches; 
frameworks and toolkits; and automatic mapping algorithms.
3.2 Ontologies
3.2.1 Definition
The term ontology is a very broad one and is used to cover a wind range of techniques, 
technologies and applications. Perhaps because of this breadth of applicability, there is 
often confusion as to the meaning of the term. A common definition is given by Gruber 
[Gru93]:
“An ontology is a specification of a conceptualization.”
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This definition states that an ontology is a description (a formal specification) of concepts 
and the relationships between them. Although accurate, this definition is a quite abstract. 
Alternatively, one of the best and most pragmatic definitions of an ontology is provided by 
Fensel [FenOl]. He describes ontologies by contrasting them with databases. The definition 
is below:
“An ontology provides an explicit conceptualization (i.e., meta-information) 
that describes the semantics of the data. It has a similar function to a database 
schema. The differences are:
1. A language for defining ontologies is syntactically and semantically richer 
than common approaches to databases.
2. The information that is described by an ontology consists of semi­
structured natural language texts and not tabular information.
3. An ontology must be a shared and consensual terminology because it is 
used for information sharing and exchange.
4. An ontology provides a domain theory and not the structure of a data 
container.
In a nutshell, ontology research is next generation database research where 
data needs to be shared and not always fit into a simple table. For an elaborated 
comparison of database schemes and ontologies see [Mee99].”
Whichever way one wishes to define an ontology, the main goal is to capture knowledge in 
a structured manner. The main reasons for doing this are:
• To gain a consensus on terminology.
• To gain a shared understanding of relationships between concepts.
• To facilitate collaboration.
• To allow inferencing on captured knowledge.
There are many other terms which are sometimes confused or used interchangeably with the 
term ontology:
Taxonom y A taxonomy is a less formal and restricted form of an ontology. It is a 
hierarchical definition of a restricted set of terminology (and therefore only represents 
parent-child relationships). Such examples would be the principled classification 
of species in the animal kingdom [CCMS96], or the Dewey book classification 
system [Sch99]. An ontology is more sophisticated and formal in that it would 
define relationships between each concept in the hierarchy. In mathematical terms, 
a taxonomy is inherently a tree structure whereas an ontology is a graph structure.
Folksonom y A folksonomy is also known as Collaborative Tagging. It is similar to a 
taxonomy in that its purpose is one of classification. However, the structure is 
flat because it has no parent-child relationships. The term folksonomy has become 
popular with the advent of Web 2.0 applications such as the bookmark sharing 
website, del.icio.us [del08] and the photo-sharing website, flickr [Fli08]. These 
services allow users to assign tags to items, either their own, or from a list of previous 
tags. Any relationships which are shown in a folksonomy (see “Tag cloud” below)
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Figure 3.1: A tag cloud representing all tags from one user’s photos on the photo sharing 
web application, Flickr |Fli()8|.
have been derived m athem atically (e.g., statistical clustering). Therefore, one could 
state the a folksonom y is a collaboratively created flat taxonomy.
Tag cloud A tag cloud is a m eans of displaying the tags associated with an item according 
to the popularity of those tags. It is often seen on sites such as del.icio.us and flickr 
(see figure 3.1) and gives an indication as to how the w ebsite’s com m unity see the 
item.
3.2.1.1 Ontology Terminology
The following entities are used when discussing ontologies. We use OW L (W eb O ntology 
Language) when nam ing the kinds o f entity. OW L is described in detail in the next sub­
section.
Concepts (or Classes) These are the m ain entities in an ontology and are interpreted as a set 
o f individuals in the subject dom ain. In OW L, they are defined by the owl: Class 
construct.
Instances (or Instances o r O bject) These are interpreted as an individual o f a dom ain. In 
OW L. they are defined by the owl: Thing construct.
R elations These describe relationships betw een entities. In OW L. they are defined by the
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owl : Ob jectProperty construct and the owl: DatatypeProperty construct.
It is possible to connect entities by various kinds o f relations such as:
Specialisation Specialisation can occur between two concepts (classes), or two 
properties. It represents inclusion (for exam ple, “car" specialises “vehicle” ). 
In OW L, they are defined by the rdf s : subClassOf construct or the 
rdf s : subPropertyOf construct. Specialisation is analogous to inheritance 
in object-orientated design.
Exclusion Exclusion can occur between two concepts (classes), or two properties. 
It represents exclusion (for exam ple, “person" excludes “car" because their 
intersection is em pty). In OW L. it is defined by the owl: dis jointWith 
construct.
In stan tia tion  (or typing) This is interpreted as m em bership and can occur between: 
individuals and classes; property instances and properties; or values and 
datatypes. For exam ple, “Ford Escort” is an instance of the class “car” . In 
OW L, it is defined by the rdf: type construct. Instantiation is analogous to 
object instances in object-orientated design.
D atatypes These are parts o f the dom ain which have no identity because they specify values
rather than individuals. For exam ple. String or Integer are datatypes.
Data values These are sim ple values, for exam ple, “royal blue”
3.2 .2  T ech n o lo g y  S ta n d a rd s
The main technology standard for expressing ontologies is R D F(S)/O W L [SW e04] |D e04]. 
The ontology’s schem a is defined using RDFS (Resource Description Form at Schem a) and 
each ontology instance is defined using RDF (Resource Description Format). The sem antics 
of the relations between concepts in the ontology is defined using OW L (W eb Ontology 
Language). OW L defines com m on relationships such as subClassOf.
An RDF tile is made up of statem ents. A statem ent (or triple) is made up o f three parts: a 
subject, a predicate and an object. Each object is an identifier or URI (Uniform  Resource 
Identifier). One type of URI is the URL (Uniform  Resource Locator) which identifies the 
location o f that resource. However, a URI need not have an online location in order to be a 
URL We derive the following exam ple from |Sw a02].
An exam ple RD F statem ent is given below:
<http://whsmith.co.uk/>
<urn:xpto/sellsItem>
<http://www.tonyblair.com/books/autobiography/>
The first URI is the subject which in this case represents the UK retailer W H Smith. The 
second URI is the predicate which represents the relationships sellsltem. The third URI 
represents Tony B lair’s autobiography. Note that only the first and third URI actually locate 
a specific resource on the web. The second URI is merely an identifier to the predicate 
sellsltem  which has been defined by the author. There is no constraint on this URI. However,
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a best practice guide is to not use a third-party URI which the author of the statem ent does 
not control. For exam ple, it would not be wise to use the URI:
<http://www.tonyblair.com/retail/sellsItem >
Unless it is absolutely sure that this URI exists and that the author o f the statem ent knows 
its true sem antics, then we can not guarantee its integrity.
The statem ent above is actually w ritten in a form at called N-Tuples which is a sim pler format 
than RDF. but is m ore hum an readable. In RD F the statem ent would be written:
<rdf:RDF
xmlns:rdf="http://www.w3.org/199 9/02/22-rdf-syntax-ns#"
>
<rdf:Descript ion rdf:about = "http:// whsmith.co.uk /">
<urn:xpto/sells Item rdf:resource=" http://www.tonyblair.com/books/autobiography/" 
</rdf:Description>
</rdf:RDF>
The RDF above is not as easy to read as the original N-Tuples statem ent, but it form s the 
basis o f defining statem ents in RDF.
W hen we define relationships between resources (or concepts), we can use the sem antics of 
OW L. a knowledge representation language. OW L has three levels o f expressiveness:
O W L  L ite. This is the least expressive o f the three variants and is intended for expressing 
classification hierarchies (e.g., cardinality). Despite being based on Description 
Logics, its inferencing capabilities are very limited.
O W L  D L. OW L DL is more expressive than OW L Lite and is named after D escription 
Logics (DL). It retains com putational com pleteness, decidability and has a range of 
practical reasoning algorithm s available.
O W L  Full. OW L Full was designed to preserve som e com patibility with RD F Schem a. It 
has different sem antics from OW L Lite and OW L DL. OW L Full can augm ent the 
meaning o f a predefined RD F or OW L vocabulary. As such, reasoning software for 
OW L Full is unlikely to be com plete.
3 .2 .3  F o r m a l  D e f in it io n
We can characterise an ontology form ally |ES()7| using the following characteristics:
An ontology is a tuple:
o = (C\ / ,  R, T, V, < ,  _L, e, =>
such that:
C is the set o f concepts (or classes);
I is the set o f instances (or individuals);
R is the set o f relations;
T is the set o f datatypes;
V is the set o f values (C, I. R. T. V being pairw ise disjoint);
<  is a relation on (C x C) U (R x R) U (T x T) called specialisation;
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Figure 3.2: The Protege ontology editor |N S D  * 01 ].
_L is a relation on (C x C) U (R x R) U (T x T) called exclusion; 
e is a relation over (I x C) U (V x T) called instantiation;
= is a relation over I x R x (I U V) called assignm ent.
This form al definition of an ontology will be used as the basis for further definitions in this 
chapter.
3.2 .4  In fe re n c in g
One reason for expressing statem ents in OW L is that we can perform  inferencing on the 
knowledge. Since OW L Lite and OW L DL are made up of Description Logics, we can 
reason about the knowledge expressed in the concepts and their relationships. Sem antic 
reasoners such as Racer Pro [Rac08], FaCT++ (H or98| and Pellet |S P G + 07) are available 
for such puiposes.
3.2 .5  O n to lo g y  E d ito rs
As previously m entioned, the readability of R D F(S)/O W L is low for any significant length 
hie, so it is com m on to em ploy an editor for such puiposes. Protege |N S D + ()11 (figure 3.2) 
is an open source, Java-based ontology editor. O ntologies can be exported in a variety of
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formats such as RDF(S), OWL and XML Schema. Protege allows the creation and editing of 
classes, properties and their instances. This ability to develop the ontology’s schema at the 
same time as providing instance data helps in the overall process of creating an expressive 
ontology. Protege also allows the user to specify SWRL (Semantic Web Rule Language) 
[HPSB+04] rules.
3.2.6 Fuzzy O ntologies
Traditional (or crisp) ontologies are less suitable for domains where concepts and the 
relationships between them have imprecise definitions. Fuzzy ontologies aim to enrich the 
relationships between concepts in traditional ontologies with fuzzy weights (i.e., numeric 
values between 0 and 1). Calegari et al [CS08] defined dynamic fuzzy ontologies in order to 
model knowledge in creative environments. The ontologies are dynamic in that they adapt 
over time to the environment in which they are used.
Parry [Par04] describes the use of fuzzy ontologies to improve query results for different 
users or groups of an ontology from a document retrieval system. By assigning a value to 
each query term for different users and groups, then the quality of the retrieved documents 
is predicted to be higher.
In all applications of fuzzy ontologies, we see two common themes:
1. The fuzzy aspect is used to augment traditional ontologies rather than as a replacement 
for the “crisp” relationships.
2. The fuzzy values are machine-generated and computed. They are not intended for 
humans to read (either by the original ontology creator, or subsequent users).
3.2.7 Application: Schem a Integration
Interoperability between organisations from an information perspective is relatively com­
mon, whereas interoperability from a knowledge perspective is less common [SR05], The 
difference is that with knowledge integration, it is not just information, but semantics which 
are exchanged also. For example, in the integration of two schemas about houses between 
an estate-agent and a local council, we would not only exchange details about houses (i.e. 
information), we would also exchange the fact that houses have a number of bedrooms which 
is related to the council-tax band (i.e. knowledge). There are many tools, both commercial 
and public domain, which can aid the process of information integration (e.g., Altova’s 
M apForce [Alt08a]). Typically the technologies involved are relational databases or even 
simple flat file structures. The integration difficulty comes from matching the schemas of 
both organisations. The tools available for this typically have a capable and mature set of 
facilities to help with this process.
When the schema integration of knowledge-based repositories is concerned, the task for 
organisations is more difficult. The complex relationship between concepts and the specific 
semantics of these relationships needs to be taken into account. The ultimate goal is to 
have automatic integration between knowledge repositories in organisations. However, in
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practice this is unlikely to be achieved due to the complex nature of these heterogeneous 
knowledge stores.
3.2.8 Application: K nowledge Representation
The traditional origins of Knowledge Representation (KR) are from the Artificial Intelli­
gence community. Attempts have been made to transfer these concepts and technologies 
to the world wide web with technologies such as DAML+OIL and later OWL. Knowledge 
Representation is concerned with the use of symbols for the representation of a “domain 
of discourse” . This provides a language which can be talked about together with functions 
which can be applied to allow inferences (formal reasoning) about the objects in the “domain 
of discourse” . A large number of ontologies have been created within different subject 
domains. An area which is particularly rich with ontologies is the biomedical domain with 
repositories available publicly such as the OBO Foundry [Fou02], and NCBO BioPortal 
[NCB02].
3.2.9 Application: The Sem antic Web
It has been almost ten years since Tim Bemers-Lee proposed the concept of the Semantic 
Web [BLHL01]. The philosophy is one of evolving the original World Wide Web from 
a human presentation-orientated paradigm to computer-aided processing paradigm. The 
principle idea is to annotate web data with machine-processable descriptions, therefore 
enabling software agents to compute and mediate between users needs and the information 
sources [FenOl]. The method to model, represent and convey the machine-processable de­
scriptions of the data between information communities is based on ontologies. Information 
communities can characterise their documents according to the ontologies which are made 
publicly accessible and sharable, allowing them to describe as best possible the intended 
semantics of the document content. This would then allow the whole world wide web to be 
loosely characterised as a database system. This would allow for a degree of interoperability 
and reasoning not possible with the first-generation, presentation focussed web.
However, this vision has largely failed in its realisation, especially as far as the general web 
population is concerned. There has been a large amount of academic work produced, but this 
has not materialised on the mainstream web. There have been a number of commentaries 
and analyses on the reasons for this. Some have discussed how RDF should not be presented 
as a graph [msK06]. Others have heavily criticised ontologies [Shi05]. However, one 
o f the main reasons for the lack of take-up of the Semantic Web seems to be peoples’ 
unwillingness to go to the effort of “semantically enriching” their data when there is no 
clear and immediate benefit [Car07]. Like-wise, developers have not been motivated to 
create semantically capable applications due to a lack of available semantically rich data. 
This is a classic “chicken and egg” scenario.
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Figure 3.3: The Piggybank sem antic store |HM K()7] from the SIM ILE project.
3.2.9.1 T he S IM IL E  Project
An interesting and successful project has em erged from the SIM ILE (Sem antic Interoper­
ability o f M etadata and Inform ation in unLike Environm ents) team , led by David K arger 
at MIT. The team has developed a suite o f tools which is focussed on providing pragm atic 
solutions to the current generation o f w eb sites. W hile the tools have not currently gained 
m ainstream  adoption, they have served as a very useful dem onstration as to the potential o f 
the sem antic web am ongst a w ider com m unity than just those focussing on researching the 
topic. Below we describe som e key tools w ithin the SIM ILE stack.
Piggy Bank Piggy Bank |H M K 07] is a Firefox web brow ser extension (figure 3.3) which 
allows users to extract data from different w eb sites and mix them together (creating 
a so called “m ashup platform ”). The extracted inform ation can be stored locally or 
shared with other users and can be searched at a later stage.
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Figure 3.4: The Solvent screen scraper [HM K07] being used within together with Piggybank 
within the Firefox web browser.
Solvent Solvent |H M K ()7| is another Firefox extension which works alongside Piggy Bank 
to create screen scrapers (figure 3.4). These screen scrapers can extract inform ation 
from a web page, allowing the data to be captured in a sem antically richer form at (i.e., 
RDF in this case).
Sem antic B ank Sem antic Bank [HM K07] enables users to persist, share and publish data 
collected by individuals, groups or com m unities (figure 3.5). It is effectively the 
server-side com ponent o f Piggy Bank.
E xhibit Exhibit |HKM ()7] allows users to create data-rich web pages (figure 3.6) without 
doing any server-side program m ing (e.g., using SQL, ASP, PH P etc). Effectively, 
Exhibit is a client-side web application which perform s sim ilar functions to a three- 
tier web application but the user only need specify a data file (the “database”) and a 
HTM L file (the presentation). The benefit o f this approach is that it lowers the barrier- 
to-entry for users to create data rich web pages - it is not necessary to learn and set-up 
com plex web server and database environm ents. A side-effect o f this is that the data 
can also be easily presented in a m achine-readable, sem antically rich form at such as 
RDF or JSON (JavaScript Object N otation) [Cro()6] [JZY08].
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Figure 3.5: An exam ple o f a Sem antic Bank |H M K ()7| (the server-side com ponent o f Piggy 
Bank) from  the ISW C 2005 conference.
Potluck Potluck |H M K 08 | allows casual users to mix (m ashup) data using a drag and drop 
interface for merging fields (figure 3.7). Users can also use the faceted browsing 
paradigm  |OD()6] to allow data alignm ent and syntactic data cleansing.
Tim eline Tim eline |H uy()8| allows the visualization of tim e-based events (figure 3.8). It is 
totally client-based and is built upon D H TM L and AJAX technologies. Tim eline is 
populated using XM L or JSON or data sources.
Tinieplot Tim eplot [Maz()8| allows users to plot tim e series data with overlays of events 
(figure 3.9). It supports the same dataform ats as Tim eline (above).
Together, these tools provide a pragm atic, w orking dem onstration o f what the sem antic web 
can do. A useful scenario is to consider a student w ho wishes to see visually a tim eline of 
the publications of a particular academ ic. The steps for doing this are outlined below:
1. The student locates the academ ic’s w ebpage.
2. The student sees that the academ ic’s list o f publications is presented as sem antically 
enriched inform ation using an Exhibit.
3. The student can see the inform ation presented tabularly using Exhibit. They can sort 
and filter the inform ation. However, the student sees that there are many publications 
and they wish to see the date of publication for each one presented graphically. This 
facility is not im m ediately available from the academ ic’s webpage.
4. The student is aware o f a Tim eline com ponent which can present inform ation
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chronologically. This com ponent takes as its input: a set o f records and a m apping 
between the fields of that recordset and the fields which the Tim eline com ponent uses.
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Figure 3.8: A Tim eline com ponent IHuy()81 being used to visualise the series of events 
before, during and after the assassination of President Kennedy.
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Figure 3.9: A Tim eplot com ponent [Maz()8| being used to visualise “New Legal Perm anent 
Residents in the U.S. (per year) vs. U.S. Population vs. U.S. H istory” .
This input m ust be provided as a pre-form atted X M L or JSON tile.
5. The student decides that it is worth the necessary effort and creates an XM L file of 
the records. The student must also decide which fields from the list o f publications 
should be mapped to which field of the Tim eline com ponent.
6. A fter perform ing these tasks, the user is shown the publications displayed visually on 
the Timeline.
We can see that in this scenario, the student is able to gain useful insight into the data through 
the visual Tim eline created. However, there are three problem s:
1. The user must decide on the best m apping betw een the data in the source web 
page (w hether it is sem antically enriched via an Exhibit, or extracted via S ifter into
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Piggybank) and the visual representation artefacts in the Timeline display.
2. The user must manually create the data mappings chosen between the source web 
page and Timeline.
3. Timeline and Timeplot are the only available visualization techniques in this “suite” 
of visualization techniques. Other information visualization techniques such as 
TreeMaps or Parallel Coordinates are not available.
Clearly, these 3 issues would present too great a problem for most users. A particularly 
determined user with the necessary computer science skills may perform the necessary 
integration work, however, most users would not. This clearly represents a wasted 
opportunity for users to exploit information visualization techniques.
3.2.10 Application: O ntologies o f  V isualization
Shahar and Cheng [SC98] developed an ontology and associated methodology for the 
visualization of temporal abstractions. The KNAVE system (Knowledge-based Navigation 
of Abstractions for Visualization and Explanation) is specific to the task of interpretation, 
summarisation, visualization, explanation, and interactive navigation of time-oriented data 
and interval-based concepts. The system maps domain specific concepts to domain 
independent concepts. Users are able to query the system for domain specific temporal- 
abstractions and thus change the focus o f the visualization. The approach of using domain 
experts and the process of mapping between domain-specific and domain-independent 
concepts is a powerful idea for capturing and reusing knowledge.
An initiative to construct an ontology of visualization is discussed in [BDD04], [DBD04], 
[Duk04], and [DBDH05]. The scope of the work was to create an ontology for both 
information and scientific visualization which encompasses: task and use; representation; 
process; and data. This initiative although successful was not focussed on any particular 
application. Rather its focus was to promote a shared terminology, classification and 
understanding of the visualization domain. For this reason, the ontology has not been used 
as a core part of any system.
Rhodes et al. [RKR06] created VisIOn (Interactive Visualization Ontology). VisIOn is a 
web-based system which can categorise and store information about Software Visualization 
systems. A large amount of work was performed to reconcile various categories of 
terminology from previous taxonomy work. In this sense, VisIOn is a system which utilises 
an ontology which has been designed for a specific application domain.
Xie et al. [XZS06] created an ontology focussed on scientific visualization which was 
structured by: Dataset; Filter; Device; and Pipeline. An application centred around the 
ontology was produced. However, its main focus was on communicating and sharing, quick 
learning and knowledge reuse.
Shu et al. [SAR08] have designed a visualization ontology based on E-notation [Bro93]. 
The ontology aims to provide semantics for discovery of visualization services and as 
such it considers all previous work in developing visualization taxonomies and ontologies. 
However, this work does not present a system which uses the ontology for the purpose of
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automatic visualization. Instead, it focusses on service discovery, utilisation and the use of 
“grid” resources.
3.3 Ontology Mapping
In this section we describe the field of Ontology Mapping. We provide a definition and a 
motivation before discussing various forms of heterogeneity and giving formal definitions 
of the ontology mapping process. We then discuss the various approaches for matching 
ontologies together with their advantages and disadvantages.
3.3.1 Definition
When we consider open and evolving systems which use ontologies, different parties often 
use different ontologies. These different ontologies are used due to the varying nature of 
each system and heterogeneity cannot be avoided. The different actors involved in a system 
have different motivations, interests and habits. They may also use different tools and 
represent their knowledge at different levels of detail. The act of using an ontology does 
not therefore reduce the heterogeneity of systems, it raises the problem of heterogeneity to 
a higher level of abstraction. The process of finding correspondences between different 
ontologies is called ontology matching. Therefore ontology matching can be seen as a 
solution to the problem of semantic heterogeneity which is faced by open and distributed 
computer systems. The purpose of ontology matching is to find the correspondence 
between semantically related entities of different ontologies. These correspondences may 
represent equivalence as well as more complex relations such as consequence, subsumption 
or disjointness.
The result of an ontology matching process is called an alignment. An alignment can be 
used for tasks such as ontology merging, query answering, data translation and the browsing 
of the semantic web. Matching ontologies therefore allows the knowledge represented in 
matched ontologies to interoperate. There are many approaches to ontology matching which 
take advantage of different properties of ontologies, for example: structure, data instances, 
semantics, or labels. These techniques originate from a variety of fields such as statistics 
and data analysis, machine learning, automated reasoning and linguistics [ES07].
3.3.2 Types o f H eterogeneity
Traditionally, the goal of matching ontologies is to reduce the heterogeneity between them. 
There have been many detailed studies into the types of heterogeneity and associated 
classifications have been produced: [EuzOl] (focussing on interoperability levels); [KleOl] 
(focussing on mismatches); [HPS04]; [Cor04]; [BEE+04]; and [GG04].
The most common types of heterogeneity are:
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Terminological heterogeneity This heterogeneity occurs because ontologies refer to the 
same entity using different names. This may because a different natural language is 
being used (e.g., English vs. French), or because of the use of synonyms.
Syntactic heterogeneity This heterogeneity occurs when two ontologies are expressed in 
different ontology languages (e.g., one ontology is expressed in F-Logic and the other 
in OWL). Translation between ontologies with this type of heterogeneity is usually 
very accurate because there are often well defined equivalencies between the ontology 
languages involved [ES03].
Semantic heterogeneity This is also called conceptual heterogeneity or logical mismatch. 
It occurs when there are differences in modelling the same domain of interest due to 
different axioms for defining concepts, or due to the use of totally different concepts. 
A good illustration of the reasons for conceptual differences is given in [BBG01] and 
[ES07] by way of describing the ontological modelling of a geographic map.
Difference in coverage This occurs when two ontologies describe different (possibly 
overlapping) regions of the world at the same level of detail and from a unique 
perspective.
Difference in granularity This occurs when two ontologies describe the same region 
o f the world from the same perspective but at different levels of detail. 
Geographic maps with different scales are an example of a difference in 
granularity.
Difference in perspective This occurs when two ontologies describe the same region 
o f the world at the same level of detail, but from different perspectives. This 
might occur with geographic maps creates for different purposes, e.g., a political 
map and a terrain map.
Semiotic heterogeneity This is also called pragmatic heterogeneity. It is concerned with 
how entities are interpreted by people. Entities are often interpreted by humans in 
different ways depending on their context. The intended use of entities has a great 
impact on their interpretation. Therefore matching entities which are not meant to be 
used in the same context is often error-prone.
Usually several different types of heterogeneity occur together to different degrees. Later 
in this section, we will discuss approaches which deal with these different types of 
heterogeneity, both individually and together.
3.3.3 Term inology
Here we describe a common vocabulary for describe ontology mapping:
Ontology Matching This is the process of finding correspondences between entities in 
different ontologies.
Ontology Mapping This is essentially the same as Ontology Matching. However, “map­
ping” can be used to describe both the action of matching the ontologies (i.e., as a 
verb) and as the end result of a matching process (i.e., as a noun). In the remainder of
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this thesis we use the term mapping both as the action (process) and as the end result. 
The meaning will be clear from the context.
Ontology Merging This is the process of creating a new ontology from two source 
ontologies. The new, merged ontology should contain the knowledge represented 
in the original ontologies. The original ontologies remain unchanged.
Ontology Transformation This is the process of expressing the entities of one ontology 
with respect to the entities of another ontology.
Ontology Reconciliation This is the process of harmonising the content of two ontologies 
often as a pre-cursor to merging them. It requires changes to one ontology (and 
often both as a co-evolution). This subject is discussed in [HPS04], but will not be 
investigated further here.
Alignment An alignment is the result of the matching process. It is a set of correspondences 
between two ontologies.
Correspondence This is the relation holding (according to a particular mapping algorithm) 
between entities in different ontologies. It is sometimes also referred to as a 
“mapping” .
3.3.4 Form al Definitions
In this subsection, we formally define the different stages of the mapping process. We
use the original formal definition of an ontology (section 3.2.3) as a basis for this. These
definitions are based on those given in [ES07].
3.3.4.1 The Matching Process
The matching process determines the alignment A ' between a pair of ontologies o and o'.
Other parameters can extend the definition of the matching process:
1. the use of an input alignment A.
2. matching parameters, p. For examples, weights and thresholds.
3. external resources to be used by the matching process. For example, domain thesauri.
The matching process can be seen as a function /  which, from a pair of 
ontologies to match o and o', an input alignment A , a set of parameters p  
and a set of oracles and resources r, returns an alignment A ' between these 
ontologies:
A ' = f { o , o ' , A , p , r )
3.3.4.2 Entity Language
It can be desirable to have a different language for identifying the matched entities from the
language defining the entities themselves. We use an entity language for expressing those
3.3 O ntology M apping 54
entities that will be put in correspondence by m atching. The expressions o f this language 
will depend on the ontology on which those expressions are defined.
Given an ontology language L. an entity language Q i  is a function from 
o C L  which defines the m atchable entities o f an ontology o.
The set o f relations which hold between entities in an alignm ent. (-) includes com m on rela­
tions such as equivalence (= ). It can also include relations from the ontology language itself. 
For exam ple in OW L, there are owl: equivalentClass, owl: dis jointWith, or 
rdf s : subClassOf relations. These correspond to set-theoretic relations: equivalence 
(= ) ;  disjointness (T ); and more general (□ ).
3.3.4.3 Confidence S truc tu re
The relations in an alignm ent can be o f any type and are not restricted to those relations in 
the ontology language. These could therefore be fuzzy relations or sim ilarity m easures. The 
relationship between two entities can be assigned a degree of confidence which is a measure 
o f trust that the correspondence holds.
A confidence structure is an ordered set o f degrees (E . < ) for which there 
exists its greatest elem ent T and its sm allest elem ent _L.
The higher the degree with regards to < ,  the m ore likely the relation holds. The m ost widely 
used structure uses the real num ber unit interval [0 1]. O ther possible structures are fuzzy 
degrees, probabilities or other lattices |G A TTM ()5|.
3.3.4.4 C orrespondence
With the definitions given above, we can define the correspondences which the m atching 
algorithm s m ust find.
Given two ontologies o and o' with associate entity languages Q i  and 
Q i /, a set o f alignm ent relations © and a confidence structure over E , a 
correspondence is a 5-uple:
(id, e, e ' , r, n)
such that:
id is an unique identifier o f the given correspondence;
e Ql(o) and e' £  Q'L,(o ') ;  
r £  0 ;
11 £  E.
The correspondence ( id ,e ,e ' , r ,n )  asserts the relation holds betw een the 
ontology entities e and e' with confidence n.
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3.3.4.5 Alignment
An alignment is defined as a set of correspondences.
Given two ontologies o and o', an alignment is made up of a set of 
correspondences between the pairs of entities belonging to Q l {o) and Q l ' {o') 
respectively.
Multiplicity must also be considered. These are alignments with entities involved in more 
than one correspondence. They are denoted by the use of * (zero-or-more), or + (more-than- 
zero) in their cardinalities. When the only considered relation is equality and confidence 
measures are not taken into account, we can make the following observations:
Total Alignment Total alignment occurs when all entities of one ontology must be 
successfully mapped to the other. This property is useful when it is necessary to 
thoroughly transcribe knowledge from one ontology to another. In this case, no entity 
can remain untranslated.
Injective Alignment Injective alignment ensures that entities distinct in one ontology 
remain distinct in the other ontology, i.e., all entities of the other ontology are part 
of at most one correspondence. This characteristic of an alignment is useful when the 
reversibility of an alignment is important.
In cases when correspondence relations are not equivalence, injectivity does not guarantee 
reversibility of the alignment used as a transformation.
3.3.5 M atching Techniques
There are many basic techniques for matching ontologies. These basic techniques are 
not normally used individually, but are combined into larger Matching Systems. These 
Matching Systems are described in detail in section 3.3.6. In this section, we give an 
overview of matching techniques based on those given in [ES07].
3.3.5.1 Name-based techniques
This matching method compares the name, label, or comments associated with an entity 
in order to find those which are similar. There are two methods for comparing terms 
which consider either the character strings only, or which use some linguistic knowledge 
to interpret those strings. These two methods are described below:
String-based methods These methods take into account the structure of the string as a 
sequence of letters. For example, these methods would find similarity between 
Car and MotorCar, but not Car and Vehicle. Cohen et al. [CRF03] compares 
various string-matching methods which view strings as either: an exact sequence of 
characters, an erroneous sequence of characters, a set of characters and a set of words. 
Euzenat and Shvaiko [ES07] distinguishes between:
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1. Normalisation techniques which are used for reducing strings to be compared to 
a common format.
2. Substring or sub-sequence techniques that base similarity on the common letters 
between strings.
3. Edit distances that further evaluate how one string can be an erroneous version 
of another. A popular example of this technique is the Levenshtein Distance 
[Lev65]. This calculates the minimum number of insertions, deletions, and 
substitutions of characters required to transform one string into the other.
4. Statistical measures that establish the importance of a word in a string by 
weighting the relation between two strings.
5. Path comparison. This technique compares not only the labels of entities but the 
sequence of labels of objects to which those bearing the label are related [VE97].
Software packages exist for computing string distances such as the Alignment API 
[Euz04] and SimPack [Sim08].
Language-based methods These methods extract meaningful terms from text using NLP 
(Natural Language Processing) techniques. Therefore we can gain an insight into 
the similarity of ontology entities by comparing these terms and their relations. We 
classify these into two type of technique:
1. Intrinsic Methods. Linguistic normalisation converts each term into a stan­
dardised linguistic form which can be recognised. Maynard and Ananiadou 
[MA01] describe three types o f term variation: morphological (variation in the 
word based on form and function but coming from the same root); syntactic 
(the grammatical structure of a term varies); and semantic (variation on a term 
usually as a hypemym or hyponym). Linguistic software chains such as [Bri92] 
can obtain normal forms of string denoting terms.
2. Extrinsic Methods. These methods use external resources in order to find 
similarities between terms. These external resources include:
Lexicons This resource consists of a set of words together with a definition for 
each word (also called a Dictionary).
Multi-lingual Lexicon These are dictionaries which have a list of terms to­
gether with the same term listed in a different language. Obviously, these 
resources can be very useful when dealing with ontologies in multiple 
languages.
Thesauri A thesaurus is a lexicon which has relational information, including: 
hypemym, hyponum, synonym, and antonym. An example of a resource 
which provides these features is WordNet [Mil95].
Terminologies These domain specific resources contain a thesaurus for terms 
and often contain phrases rather than single words.
A further comparison of linguistic methods is presented in [BH06].
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3.3.5.2 Structure-based techniques
This matching method compares the structure of entities instead of or in addition to 
their names or identifiers. There are two variations on this technique: internal structure 
comparison which compares name, annotation and properties o f an ontology; and relational 
structure comparison which compares an entity to the other entities to which it is related. 
These two methods are described below:
Internal Structure Comparison These are sometimes referred to as Constraint-based 
approaches [RB01]. Criteria used for this technique include: the set of each entity’s 
properties; the range of each entity’s properties; their cardinality or multiplicity; 
and the transitivity or symmetry of their properties. Significant work on these 
techniques includes: Datatype Comparison [VE97]; Domain comparison [Val99]; and 
Multiplicity and Property comparison [LCM+ 02].
Relational Structure Comparison An ontology can be considered as a graph whose edges 
are labelled by relation names. The graph homomorphism problem [GJ79] provides 
insight into finding correspondences between elements - the maximum common 
directed subgraph. Typical techniques in this area include: Taxonomic structure 
[VE97]; the Leacock-Chodorow [LMC98] method which considers the shortest 
similarity path; and Wu-Palmer [WP94] which takes into account the distance of 
entities from the root hierarchy. Matching ontologies using these techniques is very 
powerful because it takes into account the relations between all entities. However, as 
with all ontology matching techniques, it gains most power when used not alone but 
in combination with other techniques.
3.3.5.3 Extensional techniques
When matching ontologies, if individual instances are available, this allows a wealth of 
information on which to base matching decisions. For example, if two classes have the 
same set of instances, there is a high probability that these two classes can be mapped to 
each other. We can also infer some useful information when instances do not match. Some 
attributes should always be the same, for example title of a book or its ISBN number. So 
if these fields differ, they almost certainly do not represent the same book. There are three 
categories of extensional methods:
Common extension comparison If two classes share instances we can test their intersec­
tion and gain a judgement as to their similarity. Larson et al. [LNE89] and Sheth et al. 
[SLCN88] formalised this. Problems occur when faults arise - a wrong conclusion 
on domain relationships may be drawn with small data errors. Using Hamming 
distance considers the size of the symmetric difference normalised by the size of 
the union of instances. It therefore tolerates some individuals being misclassified. 
An additional technique is to compute the concept lattice (based on Formal Concept 
Analysis [GW99]). There is a duality between a set of instances and their properties 
such that the more properties which are constrained, the fewer instances which satisfy 
those constraints. Therefore, a set of instances with properties can be organised into a
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lattice of concepts covering those instances. From this, a set of correspondences can 
be extracted.
Instance identification techniques If there is no common set of instances, the next 
approach is to try to identify which instance from the first set corresponds to which 
instance in the second set. A natural approach to doing this is to identify key fields in 
the data schema. When key fields are not available or they are different, we can use 
instance data to compare property values. One such technique is object identification 
[LSPR93].
Disjoint extension comparison There are some occasions when it is not possible to infer 
a dataset common to both ontologies. In this case, it is more appropriate to use 
approximate techniques. There are two main approaches for doing this:
1. Statistical. We can calculate statistics about property values in the instance data. 
This includes maximum, minimum, mean, variance, existence of null values, 
existence of decimals, scale, precision, grouping and number of segments. 
We can therefore characterise the domain of class properties from the data. 
These measures, if we are dealing with a statistically representative sample, 
should be the same or similar for two equivalent classes in different ontologies. 
Alternatively, data patterns and distribution can be analysed using neural 
networks. This is the process suggested by [LC94] which results in better fault 
tolerance.
2, Matching-based comparison. The previously mentioned distance comparison 
methods calculate their value based on the distance between one pair of members 
of the sets. However, the average linkage is the value function of the distance 
between all possible comparisons. Valtchev and Euzenat [Val99] consider 
that the elements to be compared should be those which correspond to each 
other. This approach means that we must already have an alignment (mapping) 
available which we wish to compute.
Extensional information is very useful when performing ontology matching. The infor­
mation is independent from the conceptual part of the ontology. When a set of instances 
is available which is characterised in both ontologies, these techniques can be very 
useful. However, there are times when instance data is not available (e.g., for reasons of 
confidentiality). In this case, other techniques in this section must be considered.
3.3.5.4 Semantic-based techniques
Ontology matching is essentially an inductive technique. However, deductive techniques 
can be applied to the problem if a preprocessing phase is used to provide anchors (i.e., 
entities which are declared to be equivalent).
Anchoring Techniques The main method of anchoring is through the use of external 
ontologies. Common understanding is required between two ontologies before 
matching can take place. This can be provided via formal intermediate ontologies 
which define common context or background knowledge [GSY06]. A background
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ontology which covers the domain of interest comprehensibly helps in disambiguation 
of terms. Examples of common upper-level ontologies include: Cyc [LG90]; 
SUMO (Suggested Upper Merged Ontology) [NW N+ 01]; and DOLCE (Descriptive 
Ontology for Linguistic and Cognitive Engineering) [GGMO03] [Gan04]. There is a 
two stepped approach suggested by [AKtKvH06]. First, the ontologies to be matched, 
o' and o" must be matched to the background ontology o. Secondly, relations are 
derived by using the correspondences discovered in the anchoring step. A reasoning 
service can be used since concepts of the ontologies o' and o" become a part of the 
background ontology o via anchors. Combining the anchor relations with the relations 
between the concepts from the reference ontology allows the derivation of relations 
between the concepts of o' and o". Other techniques involve using as many context 
ontologies as possible (typically provided by the semantic web) and finding the most 
relevant ones for the problem in hand [SdM06].
Deductive Techniques The first possible technique is to use propositional satisfiability 
(SAT) techniques. These steps are described in [GS03], [BS03], [GSY04], [Shv04] 
and are as follows:
1. Build a theory or domain knowledge (axioms). The theory is constructed using 
matchers (e.g., those based on WordNet), or using external ontologies.
2. Build a matching formula.
3. Check for the validity of the formula.
The second possible Deductive technique is to use Description Logics. In this method, 
relations can be expressed with respect to subsumption. If two ontologies are first 
merged, and then each pair of concepts and roles is tested for subsumption, terms 
with the same interpretation can be matched [BSZS06]. Further techniques which use 
description logics for ontology matching in the scenario of spatio-temporal databases 
includes [PSOO] and [SVC+05].
3.3.6 M atching System s
In the previous section we discussed the basic techniques for ontology matching. These 
techniques are not particularly useful when used in isolation. However, when they are 
carefully combined into a working matching system, good results can be achieved. In this 
section we survey matching systems. Where possible we state which basic techniques the 
systems employ to deliver their matching strategy. The matching systems are categorised 
into schema-level and instance-level systems. As ontology matching systems are often 
developments on previous work, we have chosen to describe only the latest and most 
significant systems. We state where systems are based on earlier work.
3.3.6.1 Schema-based systems
Schema-based systems rely mainly on schema-level input information during the process of 
ontology matching.
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C txM atch CtxMatch [BMSZ03] [BSZ03] is a sequential system which takes a semantic 
matching approach (see section 3.3.5.4). It computes logical relations such as 
equivalence and subsumption between concepts and properties. It uses WordNet to 
find class matches at the element level.
C txM atch2 CtxMatch2 [BSZS06] adds additional features to CtxMatch in that it handles 
properties and description logic reasoners such as FaCT [Hor98] and Pellet [SPG+07].
S-M atch S-Match [GSY04] again takes a semantic matching approach and was initially 
based on CtxMatch. It further evolved by including extensions for element and 
structure-level matchers, alignment explanations and iterative semantic matching. 
However, S-Match is limited to tree structures which are encoded in XM L and does 
not consider properties. The libraries in S-Match contain a number of basic element- 
level matchers from string-based, sense-based and gloss-based matchers. Structure- 
level matching includes SAT solvers and ad-hoc reasoning methods [GYG05].
H C O N E  HCONE [KKV06] takes a user-centred approach to ontology matching and 
provides three operating modes: fully automated; semi-automated and user-based. In 
the user-based mode, users must provide feedback on all the alignments (calculated 
using WordNet). In semi-automatic mode, the user is only requested to intervene in 
a heuristically-calculated limited number of important cases. In this way, HCONE 
makes important strides in balancing the advantages and disadvantages of manual and 
automatic mapping.
M oa Moa [KJH+ 05] is an ontology merging and alignment tool which takes ontologies 
specified using OWL-DL as its inputs. It is able to compute equivalence and 
subsumption relations between entities. M oa makes extensive use of WordNet. 
However, matching itself is based on rules applied to all pairs of entities in the two 
input ontologies.
A SC O  ASCO [BDKG04] takes ontologies in RDF Schema as its inputs. There are three 
sequential phases:
1. Linguistic matching normalises terms and expressions (see section 3.3.5.1) 
using techniques such as Jaro-Winkler and Levenshtein distance
2. Structure matching uses the results of the linguistic matching phase to compute 
similarities between classes and relations.
3. Aggregation of Linguistic and Structural similarity using a weighted sum allows 
matching candidates which are above a certain threshold score to be selected for 
the resulting alignment.
A S C 0 2  A S C 02 [BDK05] has the same feature set as ASCO, but it uses OWL ontologies 
as its inputs.
BayesO W L BayesOWL [PDYP05] models uncertainty using a probabilistic framework. 
The approach has three steps:
1. Two Bayesian networks are created from the two input ontologies.
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2. A search engine is queried to learn joint probabilities and create candidate 
matches between the two Bayesian networks.
3. The final alignment is produced by performing Bayesian inferencing.
O M EN  The Ontology Mapping ENhancer (OMEN) [MNJ05] is also based on a Bayesian 
network and produces a semi-automated system. An initial probability distribution 
between the two input ontologies can be derived from element level linguistic 
matchers. OMEN then provides a structure-level matching algorithm to derive new 
mappings or discard existing mappings which it deems false. The approach has four 
steps:
1. A Bayesian network is created where nodes represent mappings between pairs 
of classes or properties and edges represent the influences between the nodes of 
the network (in this way OMEN differs from BayesOWL).
2. A set of meta-rules are used to generate a conditional probability table.
3. Inferences are made to generate a posteriori probabilities for each node.
4. The a posteriori probabilities which are higher than a certain threshold are 
selected for the final alignment.
3.3.6.2 Instance-based systems
Instance-based systems rely mainly on the data held in the ontologies during the process of
ontology matching.
LSD The LSD (Learning Source Descriptions) system [DDH01] handles tree-structures 
held in XML schemas (each node is an XML tag name). LSD provides a semi­
automatic mapping system where elements of the source schema are aligned to a 
global schema in data integration. These manually-created mappings between the 
mediated schema and a selection of source schemas are intended to allow learning 
which promotes the automatic mapping of subsequent schemas.
G LU E GLUE is the successor of LSD and follows a multi-strategy learning approach using 
several basic matchers. It calculates the joint distributions of the classes rather than 
using a particular definition of similarity. The system has three steps:
1. It uses a content learner and a name learner to learn the joint probability 
distributions of classes of two taxonomies.
2. A similarity matrix between terms of the two taxonomies is created using a user- 
supplied function.
3. Domain-dependent heuristics are used to filter the best matches from the 
similarity matrix.
SBI&NB SBI (Similarity-Based Integration) [ITH03] [IHT04] automatically matches 
classifications using statistical techniques. A naive Bayes classifier was added to 
produce SBI&NB. Correspondences between two classes of two classifications is
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done by statistically comparing the membership of documents to these classes. 
Structural information is taken into account by the naive Bayes classifier, enabling 
hierarchical classification of documents.
Kang and Naughton The Kang and Naughton technique [KN03] uses a structural instance- 
based approach to discover correspondences among attributes with opaque column 
names. Opaque column names are those which have very limited meaning such as 
“A” or “B” rather than “Name” or “Address” . There are two phases to the process:
1. Weighted dependency graphs are constructed from the two input table instances. 
These are based on mutual information and entropy between the data. Mutual 
information is computed over all pairs of attributes in a table. A weight on an 
edge represents mutual information between two adjacent attributes and weight 
on a node stands for entropy of the attribute.
2. In the second phase, a graph matching algorithm is used to discover matching 
node pairs. Euclidean distance and other metrics are used to assess the quality 
of matching.
sPLMap sPLMap (Probabilistic Logic-based Mapping) [NS05] [NS06] supports uncertain 
schema mappings via both logic and probability theory. There are three main steps in 
the system:
1. Probability distributions (known as interpretations) are created from a judgement 
on the quality of all possible correspondences.
2. Basic matchers (see section 3.3.5) are used to measure the plausibility of each 
correspondence. Linear and logistic functions are then used to aggregate the 
matcher results.
3. The Bayes theorem is used to create correspondence weights from the computed 
probabilities.
3.4 Summary
In summarising this chapter, there are six main areas to consider:
• Ontologies
• Ontology Mapping
• Ontology Mapping Algorithms
• The Semantic Web
• Ontologies of Visualization
• Ontology Success Stories
• The Feasibility of Using Ontologies and Ontology M apping for Information Visual­
ization
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3.4.1 O ntologies
Ontology Creation Ontologies are human-designed, yet machine-readable. Even though 
they are human-designed, they are difficult to understand in isolation from an 
application unless the person is an ontology modeller. Often ontologies are designed 
in isolation of an application which means they are good as a shared vocabulary and 
conceptualisation. However, the process of ontology creation is often more useful 
than the resulting ontology.
Rules Ontologies consists of hard (or crisp) rules. These are usually specified using 
Description Languages such as OWL Lite or OWL DL.
Reasoning Reasoning upon ontologies is done via the Description Logic on a reasoner such 
as Racer Pro. This form of reasoning only gives one result because the rules specified 
are prescriptive. Note: a class or an instance might be (re-)classified in many ways. If 
every single re-classification is considered as one result, then many classifications can 
be produced. However, if re-classification is considered to follow a specific algorithm 
that evaluates all re-classifications, then this is considered as the final result. Other 
forms of reasoning such as those provided by M YCIN [BS84] or certainty factors 
[MM94] [Cha08] give multiple possible answers.
Fuzzy Ontologies A degree of flexibility is provided by fuzzy ontologies. However, they 
are not easy for humans to understand or alter. In fact, their main purpose is to 
augment traditional ontologies rather than a replacement for the absolute relations 
between concepts.
3.4.2 O ntology M apping
Singularity As with the inferencing on ontologies, ontology mapping is an exercise which 
only gives one result. This singularity means that there is no scope for comparing the 
results of different mapping possibilities.
Applications The main application of ontology mapping is for data integration. This is a 
schema mapping exercise which is typically a one-time exercise in order to gain the 
best translation of source data to target data.
Exploiting Cognitive Ability The result of an ontology mapping process is a single 
mapping presented either textually, or using simple graphics. Because of this user 
interaction approach, it does not exploit aspects of the human brain which could be 
used to pick out the best options. For example, if  the result of the ontology mapping 
process was a display of the data (or a sub-set of it) which had been translated, then 
there would be the potential for a human to assess the validity of the mapping, making 
better use of their cognitive ability.
Application Limitation Ontology Mapping is about mapping between two different schemas 
which ultimately represent the same thing (data stores). However, there is potential for 
ontology mapping to be used to translate between ontologies which represent different
3.4 Sum m ary 64
types of entity (for example a data source and another form of expression such as 
visual, audial or textual displays).
3.4.3 O ntology M apping Algorithm s
Techniques Ontology Mapping algorithms have been developed which use a variety of 
different aspects of ontologies to create worthy mappings. These include schema 
based and instance based techniques. However, schema-based matching systems have 
been developed further with more examples than instance-based matching systems.
Subject Domain Most ontology matching systems are focussed and have been tested on 
specific subject domains (cars, books etc.). Additionally, the ontology systems deal 
with typically only one ontology type (OWL, DTD etc.). There are few general 
purpose ontology matching systems.
Tree and Graph structures Despite ontologies being inherently graph structures, most 
systems handle only tree structures.
Multiplicity The main correspondence type between entities is one-to-one alignments. 
More complicated alignments such as one-to-many and many-to-many are not 
handled.
Complexity Due to the inherently complex nature of ontologies, ontology mapping 
algorithms have also become complex. This complexity leads to a system which 
is difficult for humans to understand or intervene in. In any system which uses 
ontologies, the ontology mapping systems must use a wide range of basic techniques 
and combine these in order to achieve effective results. There is no one agreed “best 
of breed” system for this purpose. As such, the whole process of ontology mapping 
is a complicated one.
3.4.4 The Sem antic Web
Expectations The Semantic Web has largely failed to live up to its expectations. Unfor­
tunately, the mainstream world wide web is largely devoid of explicit semantics. 
Instead, its focus still remains on one of presentation to humans. Therefore, without a 
so called “killer application” the take-up of semantically rich data on the web is likely 
to be a slow one, or indeed one which is never realised.
The Pragmatic Semantic Web There have been some reasonably successful attempts at 
“boot-strapping” the semantic web. Most notably using tools developed by the 
SIMILE group. While these tools have proved very useful and interesting in computer 
science’s academic circles, mainstream adoption has yet to emerge. An interesting 
scenario is the use of Exhibit client-side databases on webpages. These can be 
semantically tagged and useful visual displays (e.g., Time Line) can be created. 
However, there is no automatic mapping between the data on the Exhibit and the Time 
Line. Instead, the mapping must be done manually and linked programmatically.
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3.4.5 O ntologies o f V isualization
All encompassing There has been a large amount of work to produce a general-purpose 
ontology of visualization which encompasses: task and use; representation; process; 
and data.
Focus This task has been performed by a committee and has resulted in some interesting 
results, including a shared terminology and consensus. However, the resulting 
ontology has no application aside from integrating the visualization community.
Inferencing As well as providing a shared terminology and consensus, the aim of the 
existing efforts to create an ontology of visualization has been to allow inferencing 
also.
3.4.6 O ntology Success Stories
The prognosis given in this chapter related to ontologies has been relatively negative (when 
compared for example with that of visualization given in chapter 2). However, the discipline 
is relatively young and its potential has yet to be fully realised. Despite this, there have been 
some important successes. These are detailed below:
Protege ontology editor The Protege tool [NSD+01] has over 100,000 registered users and 
is approaching version 4 (see section 3.2.5). It has gained a large number of users 
both within the academic ontology community and within specific research domains, 
particular bioinformatics. The tool outputs to a number of common ontology formats 
which allows interoperation between other systems. However, Protege is often used 
as a stand-alone tool which allows users to define ontologies purely as an exercise 
to define and structure terminology. This is particularly important in a field such as 
bioinformatics which is developing so fast with geographically distributed research 
groups.
Bioontology Portal The National Center for Biomedical Ontologys BioPortal [NCB02] 
is a Web-based application for accessing and sharing biomedical ontologies. It 
has over 130 core ontologies which detail over 700,000 concepts. The system is 
used by a consortium of biologists, clinicians, informaticians, and ontologists who 
develop methods allowing scientists to create, disseminate, and manage biomedical 
information and knowledge in machine-processable form. In this respect, their goal 
of allowing ontologies to be semantically interoperable and useful for improving 
biomedical science and clinical care has been achieved.
Both of the above success stories are using ontologies in a very specific context with good 
tool support and clear objectives. We hope to replicate this success by applying similar goals 
to the use of ontologies with visualization.
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3.4.7 The Feasibility o f Using O ntologies and O ntology M apping for Infor­
m ation Visualization
There has been a great deal of work produced by the academic research community in 
the fields of ontologies, ontology mapping and the semantic web. Some of this research 
has made its way out of computer science research into more practical areas. Examples 
include SemanticWorks [Alt08b] and Protege [NSD+01] which has found popularity in the 
biomedical research community. However, the use of ontologies as a core technology in 
large-scale systems has been limited. This is partly due to the complexity of the technology 
[msK06] but also because of the relative immaturity of the standards [Car07].
Additionally, there seems to be an “all or nothing” approach when using ontologies and 
related technologies. Rather than being used as an assistive technology to support processes, 
ontologies typically aim to be the core technology in a system. Obviously, the risk involved 
in building a full system using new and unproven technology is too great for many software 
developers. As a result, the technologies are often (unfortunately) shunned in favour of 
proven but more primitive technologies. In the next chapter, we examine and evaluate the 
use of ontologies in selective areas of the information visualization process.
Chapter 4
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4.1 Introduction
In chapter 1, we presented the motivation for general purpose information visualization fo r  
non-experts. In chapters 2 and 3, we surveyed the areas of Information Visualization and 
Ontologies /  Ontology Mapping. Based on the conclusions of chapter 2 and 3, it is clear that 
there is a need for an automatic, knowledge-driven visualization pipeline.
In this chapter we lay the conceptual foundations for chapters 5 and 6 by discussing the 
following:
Reasoning Model For automatic visualization, there are different methods for deciding the 
best mappings between source data entities and target visual artefacts. We describe 
three such methods
Capturing Semantics If we are to provide a knowledge-based approach to the visualization 
pipeline, we need to define a model for capturing semantics. We describe such a 
model.
Data Structure When dealing with the mappings between the data source and visualization 
target, we can consider different data structures. We describe and critique two such 
approaches.
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So far, there are no systems in existence which can address the motivations given in chapter 
1. The closest available solution is the (semi-)automatic visualization pipeline provided 
by Tableau [MHS07]. We define this approach as semi-automatic since the user is still 
required to use and understand the user-interface of the Tableau tool in order to iterate on 
the visualizations which have been automatically produced. We illustrate the three levels 
of user-interaction automaticity in figure 4.1. The goal of this work is to produce a fully 
automatic visualization pipeline which requires no user-interaction. This is necessary in 
order to address the motivational goals of general purpose information visualization fo r  
non-experts.
In this chapter, we describe how mapping principles can be applied to the area of information 
visualization to form the concept of Visualization As Mapping. The general pipeline for this 
is shown in figure 4.2. Source Data Entities are the data fields in the source input. Target 
Visual Representation Artefacts are the visual artefacts in the target visualization technique 
which can be used to represent the source data entities. Both the Source Data Entities and 
the Target Representation Artefacts have semantics associated with them. The Automatic 
Mapping process takes the Source Data Entities together with their semantics and tries to 
generate a high-quality, cognitively useful visualization.
The benefits of building an automatic, knowledge-driven visualization pipeline are that we 
can open the field of information visualization to a wider, non-expert audience. We can 
also attempt to capitalise on the expert knowledge which is present in the visualization 
community in order to benefit those who are outside it.
In order to build an automatic, knowledge-driven visualization pipeline, we need to address 
three aspects:
Automatic Mapping Method How do we map the source data entities to the target 
representation artefacts?
Capturing Semantics How do we effectively capture the semantics of both the source data 
entities and target representation artefacts in a way that drives the automatic mapping?
Mapping Data Structure W hen mapping between the source data entities and target 
representation artefacts, what core data structure should we use?
The possible choices for the three aspects listed above are:
Automatic Mapping Method: Type-constrained Inferencing, Hybrid, and Case-based Reasoning.
We describe three methods by which a system reasons about how best to map between 
two schemas (whether the schemas are tree-based or graph-based). We discuss the 
advantages and disadvantages of the approaches and how the work in this thesis relates 
to each approach.
Capturing Semantics: The Information Realisation Model. We propose a general map­
ping model for creating textual, graphical and audial representations of semantically- 
rich information (which we call Information Realisation). The model is not restricted 
to Visualization, but can also output to Textual and Audial formats too. Card 
et al. [CMS99] use the term Information Perceptualisation to define Information 
Realisation. We show how ontology descriptors can be used to capture the expressive
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Figure 4.1: The three levels o f autom aticity for inform ation visualization user-interaction.
characteristics o f the source form at, target form at and the perceptualisation environ­
ment. Pail o f this work has been presented in the paper, “Inform ation Realisation: 
Textual, G raphical and Audial R epresentations o f the Sem antic W eb” [G SG + 06].
M apping  D ata S tru c tu re : Tree-centric versus Graph-centric Mapping. We consider two 
approaches to the inform ation m apping problem : using a Tree-centric approach; and 
using an G raph-centric approach. In this section, we dem onstrate and contrast both 
approaches using two different m apping toolkits: the com m ercial product Altova 
M apForce [Alt()8a| for a tree-centric approach; and the public dom ain research tool
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Figure 4.2: The general concepts of V isualization As M apping
M A FRA  (M A pping FRA m ew ork) toolkit |M M S V 02 | for a graph-centric approach.
We sum m arise the chapter by describing how we will produce tw o toolkits (VizThis and 
Sem Viz) which dem onstrate the various aspects o f Visualization As Mapping.
4.2 Type-constrained Inferencing, Hybrid, and Case-based Rea­
soning
W hen considering the Visualization As M apping concept, we have a data source with a 
defined schem a and a target visualization form at with a defined schem a. It does not m atter 
w hether these schem as are tree-based or graph-based. The logic which drives the m apping 
betw een these schem as can be categorised into three types. These types are sum m arised in 
figure 4.3 and are described below.
4.2.1 T y p e -c o n s tra in e d  In fe re n c in g
A type-constrained inferencing approach consists o f a set o f general constraints which are 
applied to a set o f facts  about the source and target formats. The constraint matching 
algorithm  then tries to produce a m apping which is consistent with the constraints and the 
facts. There could be many possible m appings which match the constraints given. The 
system  is closely coupled in that the system is not designed for the different modules (facts 
and constraints) to be developed or altered independently o f each other.
This is the approach which the com m ercial visualization package Tableau uses in its feature, 
ShowM e. O nly one result is produced and there is no m easure o f the correctness o f this 
result, relative to other results or otherwise. The approach is shown in figure 4.4.
The disadvantages o f a Type-constrained approach are:
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Figure 4.3: Type-constrained Inferencing, Hybrid, and Case-based Reasoning
N arrow ness of Sem antics This technique only considers the type o f the source data (i.e., 
w hether it is qualitative or quantitative, the variance o f the values etc.) There is no 
consideration of what the data fields actually represent.
Relative C om parison A type-constrained approach will typically only result in one so­
lution. Even if m ultiple solutions are output, there is no m eans of com paring their 
relative quality.
Closely C oupled The constraints, facts, and constraint m atching algorithm  are closely 
coupled. The system does not lend itself to an open or distributed approach to these 
separate m odules. As such it is difficult to add or alter constraints and facts.
4 .2 .2  C a se -b a se d  R e aso n in g
In this approach, there is a database of past cases with their solution (the case base). The 
new problem  is matched against the whole of the case base and a fitness score is calculated 
for each case (usually using a similarity measure). The higher scored cases represent the 
better solutions. There is usually a post-process to alter the final solution to fit the given 
problem to be solved. This is the approach which the com m ercial product, CBR Express 
takes.
Applying the C ase-based Reasoning approach to visualization would result in a system 
where historically (or previously system generated) cases would reside in the case base. 
Given a source data input, the system would com pare it to previous visualizations in the
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Figure 4.4: Type-constrained Inferencing
case base to find the nearest fit (relative to som e m easure). The best case would then be 
appropriately m odified according to the source data to produce the final visualization. The 
new case could then be added to the case base for later use. The approach is shown in figure
4.5.
There are no known visualization toolkits (com m ercial or public dom ain) which take 
this approach. However, the web-based, collaborative visualization toolkit, M anyEyes 
|V W v H +()7] has proved very popular since its launch. As such, it has a “case base” o f 
approxim ately 20.000 datasets (as of m id-2008). Therefore, this would provide an ideal 
database and infrastructure on which to add a C ase-based R easoning system . M anyEyes 
currently uses a process of m anual, user-driven visualization. However. Case-based 
Reasoning would allow  an autom atic visualization approach to be investigated.
The disadvantages o f C ase-based Reasoning are:
Scalability The case base can quickly get very large. W hen the input param eter space is 
also very large, then the num ber o f cases and param eters to check can quickly becom e 
a constraint on perform ance. However, perform ance can be increased by clustering 
cases with com m on features in order to decrease the size of the search space.
Case bias If the cases in the case base are from a narrowly defined area, then this bias will 
affect the quality o f the results.
Noise Any cases in the case base which are o f poor quality can result in badly score and 
evaluated input cases.
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4 .2 .3  H y b rid  R e a so n in g
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Figure 4.6: Hybrid Mapping Approach
If we take the human-provided aspect of the Constraint-based Inferencing and combine it 
with the Case approach of Case-based Reasoning, we gain a Hybrid approach which allows 
us to have Cases which are defined and editable by human. These cases are called Abstract 
Cases and represent extracted semantics from the Source and the Target Domains. The 
Abstract Cases are pre-processed from a corpus of Example Cases and could be a machine 
or human-driven process. This approach is shown in figure 4.6.
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4.2 .4  C o m p a r is o n  S u m m a ry  : T y p e -c o n s tra in e d , C a se -b a se d  a n d  H y b rid  
M a p p in g
Type-constrained mapping provides an effective means of providing automatic visualization. 
The disadvantages associated with the consideration of only a sub-set of semantics can 
actually manifest themselves in a simpler system design. It is therefore worth investigating 
the effectiveness of this approach (see section 5).
Case-based reasoning requires a significant infrastructure investment before a judgement of 
the effectiveness of the automatic mapping can be gained. Together with the danger of case 
noise and bias, it seems that it is not worth investigating this approach further.
A hybrid approach, where semantics are extracted from a small set of high quality cases is 
an effective option. The approach of creating Abstract Cases allows a knowledge store of 
high quality semantics to be created in which to drive automatic mapping. Therefore, this 
option will also be considered further (see section 6).
4.3 The Information Realisation Model
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Figure 4.7: A General Model of Information Realisation
Information Realisation is the process of presenting data as Textual. Graphical or Audial 
information to a human user. It is not limited to these formats, as it could also model 
touch (haptics [OL05]) or smell (olfactics |NNHY06]) outputs. In this section, we discuss 
the importance of this concept with respect to the accessibility of Semantic Web data to a 
diverse target audience. We provide an ontological point of view, defining the expressive 
characteristics and application domain of representation formats, thus presenting a system 
which produces representations customised to the user environment and the nature of the 
source data. Our approach considers the semantics of the data, not just the structure, 
and aims to present the information in the most semantically appropriate manner for the 
given target environment. The model we present develops from the Haber-McNabb Dataow 
Reference Model |H M 90| (see section 2.3.4). It also considers the concepts set out in 
Beilin’s Component Analysis [Ber83] (see section 2.3.1). Later in this section we provide 
examples of a simple data set being realised as popular target representation formats: textual 
(XHTML. RSS - Really Simple Syndication); graphical (SVG - Scalable Vector Graphics, 
X3D - extensible 3D graphics); and audial (SoundML. VoiceXML).
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Figure 4.8: The SVG (Scalable Vector Graphics) target representation
Information visualization is focussed on the visual (i.e., using the eyes) aspect of humans 
accessing information sources. We believe that a more general approach should be taken 
which considers other formats which target different sensory organs. For example, blind or 
partially sighted people should be able to “see” data as an audio representation of data. 
Additionally, there is the need to have data realised in different formats depending on 
the environment and circumstance of the user: interactive or passive use; background or 
foreground activity. A user who is performing a task which requires most of their attention, 
such as driving a car, would not benefit from a detailed, interactive, graphical visualization 
of a weather forecast. A passive summary which is presented audially would be more 
appropriate. A further example is a blind user who wishes to know statistics about a sports 
team ’s performance over a season. This could be presented as a summary audio stream. This 
process considers multiple output types (textual, graphical and audial) as well as multiple 
audience environments. The environment consists of user factors, technological factors and 
data factors. This approach is termed Information Realisation and it is an important part of 
presenting the Semantic Web. The technique is similar to the framework outlined in Jung 
and Sato |JS05]. We summarise Information Realisation in figure 4.7.
4.3.1 T h e  In fo rm a tio n  R e a lis a tio n  P ro ce ss
To illustrate the process, we consider an example concerning a set of sports fans. In this 
case, the data is represented as an XML tile. The source data consists of 26 people (only
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Figure 4.9: The Information Realisation Process
3 shown here) with their name, age, tallness (tallness is used rather than height to avoid 
confusion with the SVG attribute of the same name), nationality, scarves (number of scarves 
they own) and games (number of games they have been to). The source data is detailed 
below:
<fans>
<person name="alice" age="28" tallness="l. 41" nationality="welsh" scarves="2" 
games="19" />
<person name="bob" age="37" tallness="l.02" nationality="scottish" scarves="4" 
games="33" />
<person name="colin" age="16" tallness="1.84" nationality="irish" scarves="6" 
games="8" />
</fans>
The source data is to be realised as a visualization. In this case, using the 2D vector graphics 
format, SVG. The output SVG code is shown below. The SVG is shown rendered in figure 
4.8.
<svg xmlns="w w w .w 3 .orgsvg <http://www.w3.org/2000/svg>">
<rect title="alice" x="213" y="471" fill="red" width="12" height="18" />
<rect title="bob" x="373" y="800" fill="blue" width="16" height="25" />
<rect title="colin" x="0" y="109" fill="green" width="21" height="13" />
</svg>
The process is shown in figure 4.9, and each stage is described below:
• Stage 1. Analyse Source Data - Firstly, we analyse the source data to ascertain the 
nature of the data’s types and its structure. The results of this analysis are stored in the
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Source Entities Ontology Instance. The exact form of this ontology will depend on 
the source format (e.g., CSV, XML, RDF). In the sports fans example, the source data 
is represented using XML. Therefore we have an XML Entities Ontology Instance 
(see Section 4.3.2). In this example, the ontology stores the fact that name is a child 
entity of person which is in turn a child entity of fans. It also stores the types of the 
entities - for example that age is an entity whose values are numeric.
• Stage 2. Analyse Target Environment - Next, we analyse aspects of the target 
environment. The choice of representation format can depend on many factors, 
including: the User’s Abilities (sight, hearing, cognition); the User’s Situation 
(cognitive and physical engagement level); and the Technology Characteristics 
(interactive, visual and audial capabilities) of the output medium. The information 
about the nature o f the target environment is output in a Target Environment Ontology 
Instance (see Section 4.3.4).
• Stage 3. Match Target Environment to Target Representation Format - The system 
compares the Target Environment Ontology Instance (from stage 2) with all Target 
Representation Format Ontology Instances in order to find the best match. The 
purpose o f this is to find the best Representation Format for the user’s environment. 
The output o f this stage is the Representation Artefacts Ontology Instance (see Section 
4.3.3) of the representation format which best meets the requirements of the target 
environment.
• Stage 4. M ap Source Entities to Representation Artefacts - The inputs are: the 
Representation Artefacts Ontology Instance from the previous stage and the Source 
Entities Ontology Instance. We use target environment factors, heuristics and past 
experience to create mappings between Source Entities and Target Representation 
Artefacts. For example, we may decide that the source data entity, age is best mapped 
to the target representation artefact, x. The output is a mapping table between Source 
Entities and Representation Artefacts.
• Stage 5. Translate and Transfonn Source Data Entity Values to Representation 
Artefact Values - In many cases the values of the source data cannot be used directly 
in the Target Representation. Instead, a value mapping or translation process must 
occur. For example, the age source data entity values cannot be used directly for the 
target representation x  value. The reason for this is that the x value may typically 
have a range o f 0 to 800, whereas the age value has a range (in this source data) 
from 16 to 75. Therefore the values must be scaled accordingly. A similar situation 
occurs when dealing with mapping the nationality source data entity to the color target 
representation artefact - the values of nationality cannot be used directly, but must be 
mapped to color values first. This is described in more detail in the worked example 
(Section 4.3.6).
• Stage 6. Generate Target Representation - We generate the Target Representation by 
creating Representation Artefacts (in the target representation format) with the values 
supplied by the Value Mapping Table. The output of this stage is the final Target 
Representation. There are many considerations in this stage, including: maintaining 
the structure o f the target format; mapping the correct source data entities to the 
correct target representation artefacts; mapping the source data entity values to
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the target representation artefact values; and dealing with pre and post-amble code 
required in the target format.
In the following three subsections, we present the three ontologies used during the 
Information Realisation process. We call these Ontology Descriptors because they are a 
schema on which ontology instances can be created which represent specific formats or 
circumstances.
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Figure 4.10: The generic XML Entities Ontology Descriptor
A Source Data Entities Ontology Descriptor is designed to capture the nature of the data 
stored in any particular representation format. This format may be CSV, XML. RDF, or any 
other general purpose representation format.
The ontology shown in figure 4.10 is designed to capture the nature of data stored in an XML 
formats. The ontology considers XML elements and attributes as a generalised concept 
called an Entity. This is similar to the Layered Normal Form which is one of the XML 
Normal Forms [ThoOl]. An Entity has a value, a name, and an XPath. An XPath is a 
standard means of defining where an XML entity belongs in the schema’s hierarchy. An @ 
symbol indicates that the entity is an attribute. It also has a parent entity, and in some cases 
it has child entities. In this way, we can concentrate on the values and structure of the data 
rather than how it is represented.
Value Semantics of the Entity are either: Continuous Values (e.g., age), Discrete Values
4.3 The Inform ation Realisation M odel 79
(e.g., nationality) or Discrete Unique Values (e.g.. passport number). Value Semantics may 
have a probability attached to it because the system may not be able to give a definitive 
Value Semantic categorisation without user intervention. The Structure Semantic indicates 
whether the Entity is a Container or an Object:
• Container is an Element which has child elements. It may have attributes, but usually 
has no value.
• Object is an Element which has no child elements. It may have attributes and/or a 
value.
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Figure 4.1 1: The Representation Artefacts Entities Ontology Descriptor. Circles represent 
concepts, rectangles represent instances (artefacts). Graphical artefacts are represented by 
white (non-shaded) rectangles. Audial artefacts are represented by yellow (shaded) artefacts.
Each target representation language will have its features categorised as Representation 
Artefacts. In figure 4.11, we give examples of each Representation Artefact. White 
(non-shaded) rectangles represents Graphical artefacts, yellow (shaded) rectangles represent 
Audial artefacts.
4 .3 .4  T a rg e t E n v iro n m e n t O n to lo g y  D e sc r ip to r
This ontology is shown in figure 4.12 and is made up of:
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Figure 4.12: The Target Environment Entities Ontology Descriptor
User Abilities The sensory abilities of the user (sight, hearing, cognitive, motor control, 
etc).
User S ituation  The situation that the user will be in when presented with this target 
representation. For example, driving a car (cognitively engaged, physically engaged), 
or using a computer terminal (cognitively available, physically available).
Technology C haracteristics This includes details of the capabilities of the target medium. 
For example, a computer terminal is interactive and can be provided with a visual 
representation. However, a car’s sound system is non-interactive and must be provided 
with an audio representation.
4 .3 .5  In fo rm a tio n  R e a lis a tio n  P ro o f  o f  C o n c e p t
The Proof of Concept (PoC) application takes a source file and uses Information Realisation 
techniques to produce a target representation. In the PoC, the target representation is set 
as a Graphical representation (in this case SVG). Therefore, it does not demonstrate the 
application of the Target Environment ontology. The following features are demonstrated:
1. Analysis of the source file to categorise Value Semantics and Structure Semantics.
2. Mapping of XML Entities in the source format to Representation Artefacts in the 
target format.
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3. Mapping of source entity values to representation artefacts values.
4. Transformation of source entity values to representation artefact values based on target 
environment characteristics.
5. Supplying a key of mapped entities and artefacts for the final representation.
4.3.5.1 Class Design
The Proof of Concept class diagram is show in figure 4.13. The system’s classes are in 4 
groups:
Main controller class This class is the controller class for the PoC. It handles file input and 
output and error handling.
Entity classes These classes hold the data from the source file format. EntitySet handles the 
analysis of the source file entities (value and structure). This set of classes contains:
1. EntitySet
2. Entity
3. EntityValueSet
4. EntityValue
Artefact classes These classes hold the data from the target file format. They handle the 
catgorisation of the target file representation artefacts. This set of classes contains:
1. ArtefactSet
2. Artefact
3. ArtefactValueSet
4. ArtefactValue
Artefact to Entity classes These classes handle the mappings between Entities and Repre­
sentation Artefacts. It also handles the mapping and translation of the values of these 
entity and representation artefacts. This set of classes contains:
1. ArtefactToEntitySet
2. ArtefactToEntity
3. ArtefactValueToEntityValueSet
4. ArtefactValueToEntityValue
In the next section, we show the results of using the Proof of Concept to produce an SVG 
visualization from a sports fans dataset. We also show tabularly the data held in the ontology 
instances.
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Figure 4.13: Class Diagram for the Information Realisation Proof of Concept.
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4 .3 .6  E x a m p le  - S p o r ts  F a n s  to  SV G
We demonstrate the Proof of Concept using a worked example. The example concerns a 
set of spoils fans represented in an XML tile. The source data consists of 26 people (only 
3 shown here) with their name, age, tallness (tallness is used rather than height to avoid 
confusion with the SVG attribute of the same name), nationality, scarves (number of scarves 
they own) and games (number of games they have been to). The source data is detailed 
below:
<fans>
<person name="alice" age="28" tallness="l.41" nationality="welsh" scarves="2" 
games="19" />
<person name="bob" age="37" tallness="1.02" nationality="scottish" scarves="4" 
games="33" />
<person name="colin" age="16" tallness="l.84" nationality="irish" scarves="6" 
games="8" />
</fans>
The process begins by analysing the Source Data (section 4.3.1. stage I). This results in 
an instantiated XML Entities ontology. The data is summarised in Table 4.1. Note that the 
underlined parts of the XPath represents the Entity Name. In the XPath standard, an @ 
symbol is used to indicate that the entity is an attribute (as opposed to an element).
X Path and 
E ntity  Nam e
Elem ent / 
A ttribu te
Value
type
Value
Sem antic
S tru c tu re
fans
fans/person 
fans/person/@ name 
fans/person/@age 
fans/person/@ tallness 
fans/person/@ nationality 
fans/person/ @ scarves 
fans/person/@ games
element
element
attribute
attribute
attribute
attribute
attribute
attribute
text
numeric
numeric
text
numeric
numeric
Discrete unique
Continuous
Continuous
Discrete
Continuous
Continuous
Container (root) 
Object
Table 4.1: A summary of the information held in the XML Entities Ontology Instance
We then perform the Analyse Target Environment stage (Section 4.3.1, stage 2). In this 
example, the user has full sight, hearing, cognitive and motor control abilities. The user 
is at a com puter terminal which has full interactive and display capabilities (800 by 600 
pixels screen size). The system therefore matches the Target Environment to the SVG 
Target Representation Format (Section 4.3.1, stage 3). The output is a Representation 
Artefact Ontology Instance (Section 4.3.3). The data held in the SVG ontology instance 
is summarised in Table 4.2.
The Proof of Concept then maps the sports fans XML Entities to the SVG Representation 
Artefacts (Section 4.3.1, stage 4). The mapping process is based on matching Value Type, 
Value Semantics and Structure Semantics. In this case, the mapping is relatively simple 
and is detailed in Table 4.3. It can be seen that the Entities: a g e ,  t a l l n e s s ,  s c a r v e s  
and g a m e s  all have the same Value Type and Value Semantic. Therefore, there is no easy 
way to differentiate their characteristics and making an appropriate match to the SVG target
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XPath and 
Entity Name
Element / 
Attribute
Value
type
Value
Semantic
Structure
svg
svg/rect 
svg/rect/@x 
svg/rect/@y 
svg/rect/@ width 
svg/rect/@ height
element
element
attribute
attribute
attribute
attribute
attribute
attribute
numeric
numeric
numeric
numeric
text
text
Continuous
Continuous
Continuous
Continuous
Discrete
Discrete unique
Container (root) 
Object
svg/rect/@fill
svg/rect/@ title
Table 4.2: Representation Artefact Ontology Instance for SVG
artefacts. As such, in this example, we just map in the order given. In the next chapter we 
will see how additional characteristics are captured allowing us to make more appropriate 
mappings.
Sports fans XML Entity SVG Representation Artefact
fans svg
person rect
age X
tallness y
scarves width
games height
nationality fill
name title
Table 4.3: M apping table between sports fans XML Entities and SVG Representation 
Artefacts
The next stage is to Translate and Transform XML Entity Values to Representation Artefact 
Values (Section 4.3.1, stage 5). This stage involves the processing of value mappings. For 
example, the Proof of Concept cannot merely assign the fill attribute as the nationality of 
the person (e.g., Welsh). Instead there must be a mapping to the available values for the 
fill attribute. This is an example of an attribute which the user may decide to adjust if 
the assumption made by the Proof of Concept is incorrect. For example, if the Proof of 
Concept has an available choice of 10 primary fill colours, it may assign the fill value blue 
to the nationality value of Welsh. The user would probably want to change this to red to 
more accurately reflect the traditional national colour of Wales. Also, the values of age, 
tallness, scarves and games would need translating before being set to x, y, width and height 
respectively. These values would need to be scaled to the dimensions of the screen (in this 
case 800 by 600 pixels). Again, these are settings which the user may wish to adjust after 
examining the output. The final stage is to generate the Target Representation (Section 4.3.1, 
stage 6). This takes the Mapping Table, together with the original Source Data (the sports 
fans data) and generates the Target Representation in SVG.
The SVG target representation is shown in figure 4.8 and the code shown below:
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<svg xmlns="www.w3.orgsvg <http://www.w3.org/2000/svg>">
<rect title="alice" x="213" y="471" fill="red" width="12" height="18" />
<rect title="bob" x="373" y="800" fill="blue" width="16" height="25" />
<rect title="colin" x="0" y="109" fill="green" width="21" height="13" />
</svg>
In the above example, we have focussed on the production of a visualization example using 
SVG. However, as mentioned in section 4.3, Information Realisation (or Perceptualization) 
covers other means of conveying information besides visual graphics. The next three 
subsections demonstrate the sports fans dataset perceptualised in six audial, visual and 
textual formats.
4 .3 .7  T e x tu a l F o rm a ts  
X H TM L
XHTML is the XML compliant version of the standard web hypertext format (HTML). It 
is supported by all modern web-browsers. The code is shown below and a summary of the 
information held in the Representation Artefact Ontology Instance for XHTML is shown in 
table 4.4.
<html xmlns=w w w .w 3 .orgxhtml <http://www.w3.org/1999/xhtml> x m l :lang=en lang=en> 
<head>
<title>XHTML file</title>
</head>
<body>
<table>
<tr>
<td>Name</td>
<td>Age</td>
</tr>
<tr>
<td>Alice</td>
<td>28</td>
</tr>
</table>
</body>
</html>
X Path and  
E ntity  N am e
Elem ent / 
A ttribu te
Value
type
Value
Sem antic
S tru c tu re
lit ml element Container (root)
html/@xmlns ns attribute uri Namespace
ht ml/head element Container
htm 1/head/title element text Discrete
ht ml/body element Container
html/body/table element Container
html/body/table/tr element Container
html/body/table/tr/td element text Discrete unique Object
Table 4.4: Representation Artefact Ontology Instance for XHTML
RSS
RSS is a lightweight format for distributing news headlines and other web content. It is 
supported by web and client-based RSS readers and also some web browsers. A summary
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of the information held in the Representation Artefact Ontology Instance for RSS is shown 
in table 4.5.
<rss>
<channel>
<item>
<title>Football: Chelsea exit 'bad luck'</title>
<description>Jose Mourinho says the first-leg defeat at Stamford Bridge was 
the reason Chelsea were knocked out by Barcelona.</description>
<link>news.b b c .co.uk4781672.stm 
<ht t p ://news.b b c .c o .uk/go/rss/-/sport1/hi/football/teams/c/chelsea/4781672.stm> 
</link>
<guid isPermaLink="false">news.bbc.co.uk4781672.stm 
<ht t p ://news.b b c .c o .uk/sport 1/hi/football/tearns/c/chelsea/4 781672.stm>
</guid>
<pubDate>Wed, 08 Mar 2006 07:44:00 GMT</pubDate>
<category>Chelsea</category>
</item>
</channel>
</rss>
X Path and  
E ntity N am e
Elem ent / 
A ttribu te
Value
type
Value
Sem antic
S tru c tu re
rss element Container
rss/@xmlns ns attribute uri Namespace
rss/channel element Container
rss/channel/item element Object
rss/channel/item/title element text Discrete unique
rss/channel/item/description element text Discrete unique
rss/channel/item/link element url Discrete unique
rss/channel/item/guid element url Discrete unique
rss/channel/item/guid/@isPermaLink attribute bool Discrete
rss/channel/item/pubDate element date Discrete unique
rss/channel/item/category element text Discrete
Table 4.5: Representation Artefact Ontology Instance for RSS
4 .3 .8  G ra p h ic a l  F o rm a ts
SVG
SVG is 2-dimensional vector-based graphics format. It is supported natively in Firefox 1.5 
and Opera 8. However, a plug-in is required for other web browsers. A summary of the 
information held in the Representation Artefact Ontology is shown in table 4.2.
<svg xmlns="w w w .w 3 .orgsvg <http://www.w3.org/2000/svg>">
<rect y="0" fill="red" width="300" height="20" />
</svg>
X3D
X3D is a 3-dimensional vector-based graphics format. It can be viewed in web browsers 
after installing a plug-in such as Octaga |Oct()8]. Octaga also exists as a standalone viewer. 
A summary of the information held in the Representation Artefact Ontology Instance for 
X3D is shown in table 4.6.
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<X3D x m lns:xsd="w w w .w 3 .orgXMLSchema-instance">
<Scene>
<Transform translation='100 50 0'>
<Shape>
<Box size='3 2 0.1'/>
<Appearance>
<Material diffuseColor='1.0 0.0 0.0'/> 
</Appearance>
</Shape>
</Transform>
</Scene>
</X3D>
X Path and  
Entity N am e
Elem ent / 
A ttribu te
Value
type
Value
Sem antic
S truc tu re
x3d element Container (root)
x3d/@xmlns ns attribute uri Namespace
x3d/scene element Container
x3d/scene/transform element Container
x3d/scene/transform/@ translation attribute text Continuous
x3d/scene/transform/shape element Container
x3d/scene/transform/shape/box element Object
x3d/scene/transform/shape/box/@size attribute text Continuous
x3d/scene/transform/shape/appearance element Container
x3d/scene/t... m/shape/appearance/material element Object
x3d/s...e/t... m/s...e/a...e/m.. l/@diffuseColor attribute text Continuous
Table 4.6: Representation Artefact Ontology Instance for X3D
4.3.9  A u d ia l F o rm a ts  
SoundM L
SoundML is a simple format for representing sounds (similar to the MIDI format) in XML. 
A summary of the information held in the Representation Artefact Ontology Instance for 
SoundML is shown in table 4.7.
<Song Tempo="60">
<Notes>
<Note Duration="Quarter" Pitch="C" Octave="4" />
<Note Duration="Quarter" Pitch="D" Octave="4" />
<Note Duration="Quarter" Pitch="E" Octave="4" />
<Note Duration="Quarter" Pitch="F" Octave="4" />
<Note Duration="Quarter" Pitch="G" Octave="4" />
<Note Duration="Quarter" Pitch="A" Octave="4" />
<Note Duration="Quarter" Pitch="B" Octave="4" />
<Note Duration="Quarter" Pitch="C" Octave="5" />
</Notes>
</Song>
VoiceXML
VoiceXML specifies interactive voice dialogues between a human and a computer. It can 
be read by a voice browser such as OpenVXI. A summary of the information held in the 
Representation Artefact Ontology Instance for VoiceXML is shown in table 4.8.
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X Path and  
Entity  N am e
Elem ent / 
A ttribu te
Value
type
Value
Sem antic
S tru c tu re
song
song/@ tempo
song/notes
song/notes/note
song/notes/note/@ duration
element
attribute
element
element
attribute
attribute
attribute
numeric
text
text
numeric
Continuous
Discrete
Discrete
Continuous
Container (root)
Container
Object
song/notes/note/@ pitch 
song/notes/note/@ octave
Table 4.7: Representation Artefact Ontology Instance for SoundML
<?xml version="1.0"?>
<vxml version="2.0" xmlns="w w w .w 3 .orgvxml <http://www.w3.org/2001/vxml>"> 
<form>
<block>
<prompt >Name</prompt>
<prompt >Age</prompt>
</block>
</form>
</vxml>
X Path and 
Entity  N am e
Elem ent / 
A ttribu te
Value
type
Value
Sem antic
S tru c tu re
vxml
vxml/@version
vxml/@ xmlns
vxm 1/form
vxml/form/block
vxml/form/block/prompt
element
attribute
attribute
element
element
element
numeric
uri
text
Namespace
Discrete
Container (root)
Container
Container
Object
Table 4.8: Representation Artefact Ontology Instance for VoiceXML
4.3 .1 0  S u m m a ry
In section 4.3 we have presented an overview of the Information Realisation process. We 
have shown how it can be used for presenting data in a variety of visual, audial and textual 
formats. The process is based on Ontology Descriptors which are used to capture the 
semantics of the source (e.g., sports fans represented in XML) and target (e.g., SVG. X3D) 
formats. Based on these Ontology Descriptors, we can attempt to produce a high quality 
representation of the data (i.e.. the data’s realisation). Despite using ontologies for capturing 
the semantics of the source and target formats, in section 4.3 the actual mapping occurs 
using an XML-based approach. This means that we are mapping XML entities (elements 
and attributes) directly and as such this is a Tree-centric approach.
In the next section (section 4.4), we compare two different approaches for mapping between 
source and target formats: Tree-centric (which we have already seen in this section as XML); 
and Graph-centric mapping (using Ontologies).
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4.4 Tree-centric versus Graph-centric Mapping
In this section we demonstrate both mapping approaches using the same task, converting 
from an SVG scene to an X3D scene. These graphical description languages are commonly 
used for computer graphics but differ significantly in their technical design, thus presenting 
some non-trivial challenges for a mapping process. A technical description and comparison 
of SVG and X3D is given below in section 4.4.1. For Tree-centric M apping we use 
Altova’s M apForce [Alt08a] and for Graph-centric Mapping we will use M AFRA toolkit 
[MMSV02]. Altova MapForce uses XM L and XSD as its core data formats - XML for 
source data instances and XSD for source data schemas. MAFRA toolkit uses RDF and 
RDFS as its core data formats - RDF for source data instances and RDFS for source data 
schemas.
We have chosen to test both mapping styles using a graphics-language to graphics- 
language example rather than attempting an information visualization task. Even though an 
information visualization task would be more appropriate, the software tools which we will 
use (Altova MapForce and M AFRA toolkit) are general purpose mapping tools and therefore 
do not support the complete range of features necessary for information visualization. This 
includes value transformation, value substitution and conditional mapping. However, the 
generality which both tools provide allows us to quickly and effectively evaluate the merits 
of Tree-centric versus Graph-centric mapping.
4.4.1 SVG and X3D : Overview
4.4.1.1 SVG
SVG (Scalable Vector Graphics) [SVG08] is a relatively recent technology which was 
created by the W 3C ’s SVG Working Group. It is an XML specification for describing 
2D vector graphics which are primarily static, but can be animated. It has gained a certain 
degree of popularity due to its native support in Mozilla Firefox. It has yet to gain the wide­
spread adoption o f other graphics extensions such as Adobe’s (previously M acromedia’s) 
Flash technology. However, SVG is particularly appropriate for testing the concepts of 
Visualization As M apping due to its clean design and its ability to convey relatively complex 
displays. Additionally, SVG is a declarative language, whereas Adobe’s Flash is based on 
a language called ActionScript which is procedural. Since our source XM L is declarative 
by its very nature, it is far simpler to map between declarative languages than it is from 
declarative to procedural. Below is a simple scene in SVG (figure 4.15) which is rendered 
in Firefox and produces a rectangle and a circle. The code is shown below (line number on 
the left).
1: <svg xmlns="h t t p ://www.w 3 .org/2000/svg">
2: erect fill="red" width="300" height="200"/>
3: ccircle fill="green" r="100"/>
4 : </svg>
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Figure 4.14: Simple shapes (rectangle and circle) depicted in SVG
SVG X3D
2D
Primarily static 
XML heritage 
“Good” XML design 
One value per node
3D
Interactive
C-like syntax (via VRML) 
“Poor” XML design 
Multiple values per node
Table 4.9: Key differences between SVG and X3D
4.4.1.2 X3D
X3D |W eb08a| has a longer history, in particular due to its heritage as VRML. The 
technology can produce complex, interactive, 3D scenes. However, its design is less clean 
and human readable than SVG. As such, for all but the simplest of scenes, a graphic design 
package such as Flux |F lu08| is used. Due to its VRML heritage, the XML schema design 
(hierarchy and values) of X3D is particularly unfriendly for humans to read. This is partly 
because it contains both declarative and procedural elements. Below we show the same 
scene as depicted above (in SVG), but in X3D (figure 4.15), together with the code (line 
imbers on the left).
<X3D>
<Scene>
<Shape>
<Appearance>
<Material diffuseColor="0.0 1.0 0.0"/> 
</Appearance>
<Sphere radius="100"/>
</Shape>
<Shape>
<Appearance>
<Material diffuseColor="l.0 0.0 0.0"/> 
</Appearance>
<Box size="300 200"/>
</Shape>
</Scene>
</X3D>
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Figure 4.15: Simple shapes (box and sphere) depicted in X3D. Initial view (left), rotated 
view (right).
4.4.1.3 M apping Challenges
We summarise the key differences between SVG and X3D in table 4.9. When comparing the 
SVG code and scene (figure 4.14) to the X3D code and scene (figure 4.15), we can identify 
a number of mapping challenges. We classify and describe these below. In referencing line 
numbers in the code we use the following format: svg. 1 is used to reference line 1 in the 
SVG code; x3d. 14 is used to reference line 14 in the X3D code. We also reference the 
level of elements in the XML tree hierarchy. For example, x3d. 1 and x3d . 1 6 are at Level 
0 and x3d. 5 is at Level 4.
A ttribu te  to E lem ent (and vice-versa) We often need to map between an attribute in the 
source (SVG) to an element in the target (X3D). For example, in line svg. 2 we see 
that the fill attribute is set to “red” . The equivalent entity in X3D is a code block 
containing Appearance and Material elements and a dif f useColor attribute 
(see lines x3d.10tox3d.12).
Cross M apping  between h ierarchy levels In line svg. 3 we have a circle object 
which we need to translate into a Sphere object in X3D. The circle object has 
two attributes: a fill attribute and an r (radius) attribute. In X3D, this is represented 
by a dif fuseColor attribute (line x3d . 5) and a radius attribute (line x3d. 7). 
It can be seen that the dif fuseColor attribute is part of the Material element 
which is at level 4 in the hierarchy. Whereas the radius attribute is part of the 
Sphere element which is at level 3 in the hierarchy. It can be seen that SVG has 
a simple hierarchy of levels (only Level 0 and Level 1), whereas X3D has a level 
hierarchy from Level 0 to Level 4.
Single values per node to M ultiple values per node In line svg . 2 we see that the width 
and height of the rectangle are specified as two separate attributes. This is translated 
to a single attribute, size in the Box element on line x3d.l3. The X3D XML 
schema design is poor in this respect since we are representing multiple values in one 
XML attribute. As mentioned before, this is a throw-back to X3D’s VRML heritage 
which uses a C-like syntax.
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Value tran sfo rm atio n  The SVG specification allows colours to be specified as named 
colours (e.g., r e d  in line s v g .  2), or RGB values in the format r g b  (2 5 5 , 0 , 0) 
where the numbers are integer between 0 and 255. However, when RBG values are 
specified in X3D, real numbers between 0 and 1.0 are used. Therefore, we need to 
use values transformations when translating between SVG and X3D.
Synonym s Since SVG is a 2D scene description language and X3D is a 3D scene 
description language, there will obviously be different terminology used for different 
object types (e.g., c i r c l e  and s p h e r e ) .  We need to hold a thesaurus of synonyms 
representing equivalent objects in each language. O f course, objects are not true 
synonyms since one is a 2D object and the other is 3D.
Sem antic differences When we have objects or attributes in our thesaurus, there will be 
semantic differences. For example, with SVG ’s r e c t  and X 3D’s B ox. The Box 
object requires a depth attribute which the r e c t  object does not possess. In this case, 
when translating from 2D to 3D, we must make assumptions on what depth values to 
use for the X3D objects. This can be stored as environment presets which apply to all 
objects which need a depth value.
Layout differences Note the different position offsets between the SVG (figure 4.14) and 
X3D (figure 4.15) scenes. If unspecified, SVG positions r e c t  objects relative to 
the top left hand comer. In contrast, X3D positions the b o x  object relative to its 
centre position. This presents additional mapping challenges. These can be addressed 
as environmental presets which are constants for the translation between any two 
languages.
4.4.2 Tree-centric M apping
For XM L-centric Mapping we use Altova’s M apForce [Alt08a]. This is a commercially 
available software package from the same company which makes the popular XM L editor 
and design tool, XMLSpy. MapForce is marketed as a graphical data mapping, conversion, 
and integration tool which can support bi-directional mapping.
Fundamentally, MapForce works on Tree-based principles. The main technique is based on 
XSLT (extensible Stylesheet Language Translation). The translations supported by XSLT 
work well for trees, but it is limited to these structures (i.e., it does not support graphs). 
XSLT 2.0 adds further transformation support, but ultimately, further services are still 
needed to support more complex transformations. Additionally, complex transformations 
still need procedural support (e.g., some Java code to manage the transformation). Altova 
M apForce allows users to create mappings between XML elements and attributes using 
a GUI. The package generates the XSLT which represents the transformation. However, 
this XSLT contains proprietary tags, and any services not offered as part of the core XSLT 
specification require that the translation be done within MapForce rather than a generic 
XSLT translator. The advantages of using a software package such as M apForce to do tree 
translation is that the transformations are fairly simple and can be done by a non-technical 
user with minimal training. However, the disadvantages are that the approach only supports 
tree transformations. Part of the ease of use of MapForce stems from the fact that parents
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of the elements can be inferred from the structure. This seems like an obvious assumption 
until graphs are considered. In graphs, a node can have multiple parents, therefore the user 
has to manually specify the aspects of the relationship between two nodes.
MapForce takes 2 input tiles initially. Firstly, the schema definition for the source hie format 
(in this case SVG) expressed in XSD:
<?xml version="1.0" encoding="ISO-8859-1" ?>
<xs : schema xmlns : xs = "http: //www. w3 . org/2,001/XMLSchema">
<xs:element name="svg" type="svg_type"/>
<xs:element name="rect" type="rect_type"/>
<xs:element name="circle" type="circle_type"/>
< x s :complexType name="svg_type">
< x s :sequence minOccurs="0" maxOccurs="unbounded">
<xs:element ref="circle" minOccurs="0" maxOccurs="unbounded"/> 
<xs:element ref="rect" minOccurs="0" maxOccurs="unbounded"/>
</ x s :sequence>
</xs:complexType>
< x s :complexType name="rect_type">
< x s :attribute name="fill" type="xs:string" use="required" />
<x s :attribute name="width" type="xs:integer" use="required" />
<x s :attribute name="height" type="xs:integer" use="required" />
</xs:complexType>
< x s :complexType name="circle_type">
<x s :attribute name="fill" type="xs:string" use="required" />
<x s :attribute name="r" type="xs:integer" use="required" />
</xs:complexType>
</ x s :schema>
Secondly, as an input MapForce takes the schema definition for the target hie format (in this 
case X3D) expressed in XSD:
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<?xml version="1.0" encoding="ISO-8859-l" ?>
< x s :schema x m l n s :xs="h t t p ://www.w 3 .org/2001/XMLSchema">
<xs:element name="X3D" type="x3d_type"/>
<xs:element name="Scene" type="scene_type"/>
<xs:element name="Shape" type="shape_type"/>
<xs:element name="Appearance" type="appearance_type"/>
<xs:element name="Material" type="material_type"/>
<xs:element name="Box" type="box_type"/>
<xs:element name="Sphere" type="sphere_type"/>
< x s :complexType name="x3d_type">
< x s :sequence>
<xs:element ref="Scene" />
</xs:sequence>
</xs:complexType>
< x s :complexType name="scene_type">
< x s :sequence>
<xs:element ref="Shape" minOccurs="0" maxOccurs="unbounded" />
</xs:sequence>
</xs:complexType>
< x s :complexType name="shape_type">
< x s :sequence>
< x s :sequence)
<xs:element ref="Box" minOccurs="0" maxOccurs="unbounded" /> 
<xs:element ref="Sphere" minOccurs="0" maxOccurs="unbounded" />
</xs:sequence)
<xs:element ref="Appearance" />
</xs:sequence)
</xs:complexType)
< x s :complexType name="appearance_type">
<xs:sequence)
<xs:element ref="Material" />
</xs:sequence)
</xs:complexType)
< x s :complexType name="material_type">
<xs:attribute name="diffuseColor" type="xs:string" use="required" />
</xs:complexType)
< x s :complexType name="box_type">
<xs:attribute name="size" type="xs:string" use="required" />
< /xs:complexType)
< x s :complexType name="sphere_type">
< x s :attribute name="radius" type="xs:decimal" use="required" />
</xs:complexType)
</x s :schema)
MapForce then displays the screen shown in figure 4.16. On the left we see a module 
(rectangle) representing the source hie format (SVG_xml_schema). Inside we can see each 
entity in the source schema shown in hierarchy. There are two types of icon next to each 
entity. A < >  represents an XML element and a = represents an XML attribute. Similarly, 
for the target file format (X3D_xml_schema) we can see each of the schema’s entities 
positioned hierarchically.
The user is then able to create mapping between entities by drawing lines between the arrows 
on the edge of the schema modules (SVG_xml_schema and X3D_xml_schema). This is
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Figure 4.16: The MapForce package showing the SVG and X3D schemas ready to have 
mappings created.
shown in figure 4.17. Each line from Source to Target represents a mapping. For example, 
when an svg element is encountered in the source file, an X3D and a Scene element are 
created. If there are any values associated with a entity, they are also transferred to the target 
entity. Note that there are two Shape entities in the target schema: Shape and Shape 
( 2) .  This is because we must create a different type of Shape entity based on whether the 
source is a circle or a rect.
The concat (concatenate) module (bottom middle of figure 4.17) allows us to deal with 
the size attribute of the X3D Box needing multiple values. This is handled by performing 
string concatenation. Also notice that the concat module allows us to set the depth 
attribute as 10. This can be seen as the small module in the bottom left-hand corner set
at 1 0 .
Note that each schema module (SVG_xml_schema and X3D_xml_schema ) has both an 
input and an output arrow for each entity. This allows translation pipelines to be created 
with multiple file formats involved.
Finally, we give the location of the source file itself to MapForce. In this case it is the SVG 
expressed in XML (see figure 4.18):
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Figure 4.17: The MapForce package showing the SVG and X3D schemas with have 
mappings created.
<?xml version="l.0" encoding="UTF-8"?>
<svg xmlns="h t t p ://www.w 3 .org/2000/svg">
<circle fill="yellow" cx="0" cy="200" r="250"/>
<circle fill="grey" cx="300" cy="200" r="5"/>
<circle fill="sandybrown" cx="350" cy="200" r="10"/>
<circle fill="green" cx="400" cy="200" r="10"/>
<circle fill="red" cx="4 50" cy="200" r="5"/>
<circle fill="brown" cx="600" cy="200" r="80"/>
<circle fill="khaki" cx="820" cy="200" r="80"/>
<circle fill="lightblue" cx="980" cy="200" r="40"/>
<circle fill="deepskyblue" cx="1100" cy="200" r="40"/>
<circle fill="blue" cx="1200" cy="200" r="5"/>
</svg>
We can then click on the “Output” tab to see the results of the translation:
<X3D>
<Scene>
<Transform translation="600 200">
<Shape>
<Appearance>
<Material diffuseColor="0.65 0.16 0.16"/>
</Appearance>
<Sphere radius="80"/>
</Shape>
</Transform>
<Transform translation="1200 200">
<Shape>
<Appearance>
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•  •
Figure 4.18: Planets depicted in SVG
<Material diffuseColor="0 0 l"/> 
</Appearance>
<Sphere radius="5"/>
</Shape>
</Transform>
<Transforra translation="400 200">
<Shape>
<Appearance>
<Material diffuseColor="0 1 0"/> 
</Appearance>
<Sphere radius="10"/>
</Shape>
</Transform>
<Transform translation="450 200">
<Shape>
<Appearance>
<Material diffuseColor="l 0 0"/> 
</Appearance>
<Sphere radius="5"/>
</Shape>
</Transform>
<Transform translation="300 200">
<Shape>
<Appearance>
<Material diffuseColor="0.5 0.5 0.5"/>
</Appearance>
<Sphere radius="5"/>
</Shape>
</Transform>
<Transform translation="0 200">
<Shape>
<Appearance>
<Material diffuseColor="1 1 0"/> 
</Appearance>
<Sphere radius="250 " / >
</Shape>
</Transform>
<Transform translation="980 200">
<Shape>
<Appearance>
<Material diffuseColor="0.68 0.85 0.90"/> 
</Appearance>
<Sphere radius="40"/>
</Shape>
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Figure 4.19: Planets depicted in X3D. Initial view (top), rotated view (bottom).
</Transform>
cTransform translation="820 200">
<Shape>
<Appearance>
<Material diffuseColor="0.94 0.90 0.55"/> 
</Appearance>
<Sphere radius="80"/>
</Shape>
</Transform>
<Transform translation="1100 200">
<Shape>
<Appearance>
<Material diffuseColor="0 0.75 l"/> 
</Appearance>
<Sphere radius="40"/>
</Shape>
</Transform>
<Transform translation="350 200">
<Shape>
<Appearance>
<Material diffuseColor="0.96 0.64 0.38"/> 
</Appearance>
<Sphere radius="10"/>
</Shape>
</Transform>
</Scene>
</X3D>
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The source picture is shown rendered in Firefox in figure 4.18. The target picture shown 
rendered in Octaga |Oct()8) is shown rendered in figure 4.19.
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Figure 4.20: The MAFRA Toolkit GUI
For Graph-centric Mapping we will use MAFRA (MApping FRAmework) toolkit [MMSV02] 
This is a research tool which has been developed from a framework into a practical 
toolkit. Other Graph-centric mapping toolkits exist (see section 3.3), particularly within 
the Ontology Mapping domain. However, MAFRA toolkit was chosen due to its flexible 
architecture and the author’s familiarity with the tool. In figure 4.20 we can see the main 
MAFRA toolkit window. Source and Target concepts are shown on the far left and far 
right of the main window as blue or purple rectangles. Properties are shown as hexagons 
immediately connected to Concepts. Concept Bridges are shown as yellow rectangles 
towards the middle of the display. Copy Relations are green rectangles connected to 
Concept Bridges. Copy Relationships allow a relationship in the source to trigger a similar 
relationship in the target. This is explained in detail below. Finally, Conditions, Extensional 
Specification, Literals, File Paths and Boolean Arguments are set in the tree view shown at 
the foot of figure 4.20.
MAFRA toolkit is based on RDF standards. However, it can map between XML-based 
languages using NormKit (a component of the Harmonise Mapping Framework |FW 04]) 
which has the ability to convert XML data into RDF and vice-versa. The mappings which
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are created are stored as RDF in an instance of the Semantic Bridge Ontology (SBO). Since 
Ontology Mapping is primarily in the domain of research tools, no standalone translator 
exists, so all mapping execution must be performed within M AFRA toolkit.
We have developed a simple translator between SVG and X3D using Ontology Mapping 
(graph-centric) techniques. The mappings were built and executed using M AFRA toolkit 
[MMSV02]. Two SVG object types (circle and rect) can be mapped to the the 
“equivalents” in X3D (sphere and box). Note that a 2D to 3D translation is being 
performed, i.e., this is not a 1:1 semantic mapping. The mapping aspects handled are:
1. Alignment and mapping between object types
2. Mapping between fill colours
3. Mapping between sizes (width/height and radius)
4. Mapping between object positions (x and y)
5. Default values given to unknown parameters (i.e., depth of object and Z position)
The following M AFRA toolkit features are used:
1. Concept Bridges
2. Extensional Specification
3. Property Bridges:
(a) Copy Attribute
(b) Copy Relation
(c) Concatenation
(d) Attribute Table Translation
(e) Source Concept Specification
The mapping concepts are demonstrated using the example of transforming a simple 2D 
SVG house into and 3D X3D house.
4.4.3.1 Translation Process
The complete Ontology M apping process to translate between SVG and X3D is shown in 
figure 4.21 and is described below:
1. Load source ontology schema into MAFRA The SVG XML Schema (XSD file, see
section 4.4.2 for the code) is normalised and converted into an SVG Ontology Schema 
(RDFS file, see below for the code). The SVG Ontology Schema is then displayed in 
M AFRA toolkit as the Source ontology.
2. Load target ontology schema into MAFRA The X3D XM L Schema (XSD file) is
normalised and converted into an X3D Ontology Schema (RDFS file). The X3D 
Ontology Schema is then displayed in M AFRA toolkit as the Target ontology.
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Figure 4.21: A file input/output view of the Ontology Mapping Process for translating 
between an SVG and an X3D scene. The left ontology (blue) is the source, and the right 
ontology (purple) is the target. Firstly, the schemas are loaded (stages I and 2). Then, the 
user creates mappings between the concepts in the two schemas (stage 3). Next, the source 
instance is loaded (stage 4). Then, the source instance is translated into a target instance 
(stage 5). Finally, the target instance is output (stage 6).
3. C reate  m appings Using M AFRA toolkit, the user produces m appings between objects
in the Source and the Target ontologies by creating Sem antic Bridges. The types 
o f Sem antic Bridges and their use are described at a later stage. The user-created 
m appings are saved as a set o f m appings described in RDF format.
4. Load source ontology instance The SVG source (SVG file) is norm alised and converted
into an SVG ontology instance (RD F hie). This is then loaded into M A FRA  toolkit 
ready for translation to begin.
5. Execute m appings The translation is perform ed when M A FRA  toolkit takes the source
ontology instance (SVG represented in RDF) and uses the user-defined m appings to 
create a target ontology instance (X3D represented in RDF).
6. Receive targe t ontology instance The X3D ontology instance (RD F hie) is norm alised
and converted into a X3D target (X 3D  hie). The user can then view the X3D hie in a 
suitable renderer.
The SVG O ntology Schem a (RDFS hie) is shown below:
<?xml version='1.0' encoding='UTF-8'?>
<!DOCTYPE rdf:RDF [
<!ENTITY rdf 'http://www.w3.Org/1999/02/22-rdf-syntax-ns#'>
< !ENTITY rdfs 'ht t p ://www.w 3 .org/2000/01/rdf-schema#'>
] >
<?include-rdf logicalURI="h t t p ://kaon.semanticweb.org/2001/I1/kaon-root" physicalURI
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"jar:file:/ C :/maf ra-toolkit/3rdparty/kaon/kaonapi.jar!/ 
edu/unika/ai fb/kaon/api/res/kaon-root.xml"?>
<rdf:RDF x m l :base="file:/ C :/Mafra_Examples/SVG_X3D_Examples/SVG_to_X3D/ 
svg_to_x3d_source_model.rdfs" 
xmlns:rdf="&rdf;" 
xmlns:rdfs="&rdfs; ">
<rdf:Property r d f :ID="circle">
<rdfs:domain r d f :resource="#svg_type"/>
<rdfs:range r d f :resource="#circle_type"/>
</rdf:Property>
<rdfs:Class rdf:ID="circle_type">
<rdfs:subClassOf rdf:resource="h t t p ://kaon.semanticweb.org/2001/II/kaon-lexical#Root"/> 
</rdfs:Class>
<rdf:Property r d f :ID="fill">
<rdfs:domain r d f :resource="#circle_type"/>
<rdfs:domain r d f :resource="#rect_type"/>
<rdfs:range rdf:resource="&rdfs;Literal"/>
</rdf:Property>
<rdf:Property rdf:ID="height">
<rdfs:domain r d f :resource="#rect_type"/>
<rdfs:range rdf:resource="&rdfs;Literal"/>
</rdf:Property>
<rdf:Property rdf:ID="r">
<rdfs:domain r d f :resource="#circle_type"/>
<rdfs:range rdf:resource="&rdfs;Literal"/>
</rdf:Property>
<rdf:Property r d f :ID="rect">
<rdfs:domain rdf:resource="#svg_type"/>
<rdfs:range rdf:resource="#rect_type"/>
</rdf:Property>
<rdfs:Class rdf:ID="rect_type">
<rdfs:subClassOf r d f :resource="htt p ://kaon.semanticweb.org/2001/ll/kaon-lexical#Root"/> 
</rdfs:Class>
<rdf:Property r d f :ID="svg">
<rdfs:range r d f :resource="#svg_type"/>
</rdf:Property>
<rdfs:Class r d f :ID="svg_type">
<rdfs:subClassOf rdf:resource="h t t p ://kaon.semanticweb.org/2001/ll/kaon-lexical#Root"/> 
</rdfs:Class>
<rdf:Property r d f :ID="width">
<rdfs:domain r d f :resource="#rect_type"/>
<rdfs:range rdf:resource="&rdfs;Literal"/>
</rdf:Property>
</rdf:RDF>
4.4.3.2 C reating M appings
C oncept Bridges The root elem ent o f SVG (svg_type) and the root elem ent of X3D
i j y - - • 1
4D
Figure 4.22: Concept Bridges
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(x3d_type) have a Concept Bridge. W hen a svg.type elem ent is encountered in the 
source tile, an x3d_type m ust be created in the target file.
Extensional Specification W hen a svg.type elem ent is encountered, a scene_type
rtZHzHHHDi
Figure 4.23: Extensional Specification
must also be created in the target file. In this case, there is an am biguity in the system. 
M AFRA does not know the conditions w hich results in the creation o f e ither x3d_type or 
scene-type.
In this case Extensional Specification is used to clarify the conditions which need to be met 
before the m apping occurs. For each Concept Bridge between two objects, there must be a 
unique Extensional Specification, It is acceptable for one of the Extensional Specifications 
to be not present.
The Extensional Specification between svg_type and x3d_type is not present. The 
Extensional Specification between svg_type and scene_type is the presence o f the 
cirlce_type child elem ent of svg.type. This is specified textually below. The 
identifier ( i-1 139247378719-637570132) seen in figure 4.24 is autom atically created by 
M AFRA toolkit and represents a unique identifier for the RDF node representing the 
Extensional Specification.
©  i-11 3 9 2 4 7 2 7 7 7 7 5 - 1 1 9 4 0 4 0 0 0 3  
9  Q3 Extensional Specif icat ions  
9 Q^Or
(?)  i-11 3 9 2 4 7 3 7 8 7 1 9 - 6 3 7 5 7 0 1 3 2  
(§)  i-11 3 9 2 4 7 4 0 9 6 1 9 - 1 8 5 2 7 2 5 6 3 3  
Generic Conditions  
% Unique?
%  A b s t r a c t ?  _ _ _ _ _ _
Expression Identification
s v g  t y p e
c i r c l e
Literal Path
Figure 4.24: Extensional Specification Condition
Copy Relation In the target X3D, we need to specify that x3d_type is a parent elem ent 
o f scene.type. We do this by using a Copy Relation. This states that whenever there 
is a relationship between two objects in the source ontology, a relationship must be created 
betw een two specified objects in the target ontology. In the exam ple above, a relationship
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w m & M
Figure 4.25: Copy Relation (green rectangle). This indicates that a relationship between
svg_type and circle_type must result in a relationship between x3d_type and 
scene_type
between svg_type and circle_type results in a relationship being created between
x3d_type and scene-type.
4.4.3.3 Exam ple
The original source SVG hie is shown in figure 4.26. Using the M A FRA  toolkit and the 
Graph-centric (i.e.. Ontology M apping) techniques described in this section, the SVG hie is 
translated into the X3D hie which is shown rendered in hgure 4.27.
Figure 4.26: A sim ple house depicted in SVG.
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Figure 4.27: A sim ple house depicted in X3D. Initial view (left), rotated view (right).
Tree-centric G raph-cen tric
Translation softw are 
Expression syntax 
Schem a 
Data structure 
Tran s 1 at i on specification
Altova M apForce 
X M L 
XSD 
Tree 
XSLT
M A FRA  toolkit 
RDF 
RDFS 
G raph 
SBO
Table 4.10: X M L and O ntology-centric M apping Sum m ary
4 .4 .4  C o m p a r is o n  S u m m a ry  : T ree  a n d  G ra p h -e e n tr ic  M a p p in g
Both Tree and G raph-centric M apping are able to produce SVG to X3D m appings with
sim ilar results. Table 4.10 gives an overview  o f the differences betw een Tree and Graph-
centric M apping.
The advantages of T ree-centric m apping are:
Ease of use M ost m odern Tree-centric m apping toolkits are X M L-based and are com m er­
cially available as m ature products. This m eans that they are robust and m appings are 
relatively easy to create.
S tru c tu ra l Inference Due to the tree-based nature o f XM L, we can infer parental links. 
This reduces the work burden on the user.
The disadvantages o f Tree-centric m apping are:
Tree-based S tructu res Only M any data structures do not exhibit tree-based structures and 
are more naturally seen as graph-based structures. As such, a Tree-centric solution is 
not easily able to cope with such structures.
Design am biguity Since X M L can express tree-based structures using a com bination 
of different expressions (elem ent value, child elem ents, and attributes), there is 
am biguity in choosing the m ost appropriate expression to use. For exam ple, there 
is no formal definition o f the sem antics o f using a child elem ent for a value versus
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using an attribute. This provides an additional overhead in the mapping process.
The advantages of Graph-centric mapping are:
Graph-based Structure Support Graph-centric (Ontology) mapping supports more so­
phisticated and flexible structures than Tree-centric mapping by providing a higher 
level of abstraction.
Design purity Since ontologies express a graph structure very simply and without semantic 
ambiguity (c.f. elements and attributes in XML), it is very clear how concepts, 
properties and relations relate to the formal aspects of nodes, values and edges.
The disadvantages of Graph-centric mapping are:
Complexity Graph-based mapping is more complex than tree-based mapping. There are 
more aspects which the user needs to consider such as parental links and copy 
relationships.
Maturity Graph-centric mapping is still in the domain of research tools (for example, no 
graph-based transformation language has been recommended by the W3C). As such, 
tools are yet to reach the maturity and ease of use of similar Tree-centric mapping 
tools.
In summary, Tree-centric mapping is more pragmatic in that it allows the user to deal with 
the underlying XML structure of source and target formats as is. This is beneficial if the 
XM L is well designed (e.g., SVG). However, for poorly designed XML formats (e.g., X3D), 
this becomes a burden since the user must understand the idiosyncrasies of the design as well 
as working out an appropriate mapping.
In contrast, Graph-centric mapping is more theoretical and formal in that the user thinks in 
terms of the mathematical notions of a graph structure (i.e., nodes, values and edges). There 
is very little ambiguity in how a graph-based structure can be expressed in an ontology. 
As such, once the user has understood the principles of ontology mapping, they can focus 
entirely on the structures involved and create effective mappings.
Based on the above, our comparison of Tree-centric versus Graph-centric mapping is 
inconclusive in terms of which is more appropriate for the purposes of Information 
Visualization. Both techniques have their merits, but since we have not evaluated each 
technique with Information Visualization tasks, further work is needed before we can 
recommend a technique. We discuss this more fully in the Summary (section 4.5).
4.5 Summary
In the first part of this chapter, we have described the three approaches to Automatic 
Visualization as: Type-Constrained; Case-based; and a Hybrid Approach. It seems that 
Type-Constrained and a Hybrid Approach can potentially yield effective results without the 
significant infrastructure investment which a Case-based approach would require. Therefore 
we choose take these two approaches (Type-Constrained and a Hybrid Approaches) forward 
into the implementations we produce in chapter 5 (VizThis) and chapter 6 (SemViz).
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VizThis SemViz
Automatic Mapping Approach Type-Constrained Hybrid
Perceptual Representation Model Information Realisation Information Realisation
Mapping Data Structure Tree-Centric Graph-Centric
Chapter 5 6
Table 4.11: VizThis and SemViz approaches.
In the second part of this chapter, we have described the Information Realisation Model, 
a general mapping model for creating perceptual representations of semantically-rich 
information. We will use this model as the basis for the tool implementations we produce in 
chapter 5 (VizThis) and chapter 6 (SemViz).
In the third part of this chapter, we have shown the use of two different mapping tools 
to demonstrate Tree-centric and Graph-based mapping. We have compared the merits of 
each approach by building a graphical language translator (SVG to X3D) and concluded 
that both approaches have their advantages and disadvantages. Although enlightening, this 
comparison does not provide a sufficiently definitive answer to the question of whether Tree- 
centric or Graph-based mapping is most suitable for the Visualization as Mapping concept. 
In the next two chapters, we therefore set out to investigate this question by building two 
separate mapping toolkits which are specifically geared towards Information Visualization 
rather than general translation (e.g., SVG to X3D). The aim of this is to ascertain which 
approach produces the better result. In chapter 5 we implement a Tree-centric mapping 
toolkit called VizThis. In chapter 6 we implement an Graph-centric mapping tool called 
SemViz. VizThis will use a Type-Constrained approach to automatic mapping and SemViz 
will use a Hybrid Approach to automatic mapping. This is summarised in table 4.11.
Chapter 5
VizThis : A Tree-centric Mapping 
Toolkit for Information Visualization
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5.1 Introduction
In the previous chapter, we discussed two different paradigms for information mapping: 
Tree-centric mapping and Graph-centric mapping; In this section, we take the concepts 
of Tree-centric mapping and apply them to the problem of Information Visualization. We 
do this through the implementation of a visualization pipeline which uses XM L end-to- 
end. Part of this chapter is based on work presented in the paper, “VizThis : Rule-based 
Semantically Assisted Information Visualization” [GSG+ 07].
XML has become a universally popular language for information interchange. It is 
commonly used as a way of conveying records of information and can scale from the 
simplest of key-value pairs, to more sophisticated hierarchical records. In addition, XML 
is used by two popular graphic description languages: SVG and X3D. Since our source 
and target formats share the same notation, we can build a mapping toolkit which uses 
XML notation end-to-end. This XML-based pipeline means that we can apply the mapping 
techniques demonstrated by Altova MapForce in chapter 4, while adding features which are 
specific to the problem of visualization.
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Thus the goal is to show the concepts of Visualization as Mapping (see chapter 4) using a 
Tree-centric approach with XM L as the common data format.
5.2 VizThis: Design Objectives
It is important to have clear requirements for the scope and purpose of the VizThis tool. 
VizThis is a general purpose visualization toolkit which takes the general principles of 
XML-centric mapping and applies them to the task of information visualization. The design 
objectives of VizThis are to:
• Allow XM L datasets to be quickly and easily visualized using any XM L-based 
graphic description language.
• Employ the general concepts of visualization as mapping using an XM L-centric 
approach, but build facilities which are specific to information visualization.
• Take a general approach to the source and target formats, thus not restricting the 
source domain or target visualization style to any particular preconception.
• Rapidly display the effects of data mapping changes on the rendered visualization, 
thus allowing an iterative approach to visualization creation.
• Take a pragmatic approach to source data (i.e., allow “dirty data” and XM L structures 
which are not designed in the most elegant style).
• Allow the manual editing o f source and target code.
• Facilitate automatic mapping between source and target formats, thus allowing an 
initial visualization to be produced quickly and facilitating an iterative development 
style.
• Provide an easy to use user-interface which hides (as far as possible) the underlying 
complexity of the mapping process.
5.3 VizThis: Pipeline Overview
In this section, we give an overview of the VizThis pipeline stages (shown in figure 5.1). 
The pipeline is based on the general model of Information Perceptualisation (described in 
section 4.3). However, to simplify the system, we only consider visual aspects and focus 
on automatic information visualization. Additionally, we do not consider the environmental 
aspects detailed in section 4.3.3.
Stage 1 - Source Data Analyser In this pipeline stage, VizThis takes the source data and 
analyses its structure and values in order to produce an Analysis Table. In this way, 
VizThis does not use or expect the source data to have an explicitly defined schema.
Stage 2 - Data Cleansing and Normalisation This stage is optional, but it allows a user to 
specify data filters in order to cleanse or normalise the source data. This is done by
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entering regular expressions. The output of this stage is a new version of the source 
data (called the Cleansed and Normalised Source). This new version of the source data 
is fed back into Stage 1 (the Source Data Analyser) so that data analysis may again 
be performed on the data (since the value types of the source data may be judged as 
being different after data cleansing and normalisation).
Stage 3 - Entity to Artefact Matcher In this stage we take the source data’s Analysis 
Table (from stage 1) and a Representation Artefacts Characteristics table (e.g., SVG or 
X3D) from the Representation Store and produce an Entity to Artefact Mapping Table. 
The algorithm takes facts about the source (the Source Analysis Table) and target (the 
Representation Artefacts Characteristics) and constraints (discussed in section 5.4.3) 
and attempts to produce a mapping which satisfies all constraints.
Stage 4 - Translate and Transform Entity Values to Artefact Values During this stage, 
VizThis translates or transforms values of source data entities into the equivalent 
values for the target representation artefacts. A translation occurs when a source 
value is translated into a different target value (e.g., when the country source entity 
is mapped to the target artefact color, its value is translated from Welsh into red). 
A  transformation occurs when a source value is transformed into a different target 
value. For example, if considering the fans dataset from section 4.3.1, when the age 
source entity is mapped to the target artefact x, its value is translated (scaled) from the 
values of 16 (the minimum age) and 61 (the maximum age) into the values of 0 (the 
minimum x coordinate) and 800 (the maximum x coordinate).
Stage 5 - Generate Target Representation In the final stage, VizThis takes the Entity to 
Artefact Mapping Table from stage 3 and the Value Mapping Table from stage 4 and 
produces the target file (either as SVG or X3D). VizThis must produce a target file 
which has the correct entity to artefact mappings and also which adheres to the schema 
of the target file format. The file is then rendered and shown to the user.
5.4 VizThis: Pipeline Details
In this section, we describe the VizThis pipeline stages in detail (shown in figure 5.1). To 
illustrate the process, a dataset of sports fans will be used. An extract of the source file is 
shown below:
<fans>
<person name="alice" age="28" tallness="l.41m" nationality="welsh" scarves="2" 
games="19"/>
<person name="bob" age="37" tallness="1.02m" nationality="Scottish" scarves="4" 
games="33"/>
<person name="ziggy" age="42" tallness="1.67m" nationality="english" scarves="l" 
games="20"/>
</fans>
VizThis was developed as a Microsoft Windows application, using Visual Studio C#. It uses 
an embedded Internet Explorer 6.0 browser window together with Adobe’s SVG viewer 
[Ado08] and the Octaga X3D player [Oct08].
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Figure 5 .1: The VizThis Pipeline Stages
5.4.1 S o u rc e  D a ta  A n a ly se r  (S tag e  1)
During this stage we analyse the source data in order to create an analysis table. We must 
analyse the nature o f the source data to attem pt to extract data type inform ation. There are 
a num ber o f possible ways to do this, such as using a schem a processor or using existing 
research tools |M K FR 03]. We choose an alternative approach which we think is well suited 
to sem antically rich X M L data sources.
We consider X M L elem ents and attributes as a generalised concept called an Entity. This 
is the same model as we described in section 4.3.2. An Entity has a value, a name, and an 
XPath. The entity also has a parent entity (provided it’s not the root entity), and in some 
cases it has child entities. In this way, we can concentrate on the values and structure of 
the data rather than its XM L specific representation method. This abstraction of entities is 
m odelled in figure 4.10.
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For each entity, we calculate the following:
Value Type: This is the type of the data associated with the entity. It can be explicit if 
provided by a schema, or inferred from analysis of the data. Possible values are 
number, text, URL or XML namespace.
Value Category: This is a categorisation of the values in terms of the value type and any 
ordering. A value category is one of 3 values:
1. Quantitative Numeric values (integer or real) which by their very nature are 
ordered. For example, age (0 to 120) expressed as an integer.
2. Ordered Non-numeric values which have discrete values with an implied 
ordering. For example, t-shirt-size (S, M, L, XL, XXL). Custom types which 
represent ordered values can be provided to the VizThis tool.
3. Nominal Non-numeric values which have discrete values but with no implied 
ordering. For example, name-of-person (Bob, Mary, John).
Structure Semantic: This characterises any structural semantics conveyed by the entity 
and therefore only applies to entities which have child entities. It implies that the 
entity is representing a container. Additionally, there is a special type of container 
which represents the root of the XM L tree. Therefore, this characterisation can have 
3 values: None, Root or Container.
Uniqueness: The number of unique values when considering all entities of the same name. 
It is shown in table 5.1 as an absolute value and as a proportion of all records.
Minimum: This is the minimum value stored in the records (only applicable to Entity with 
Value type as Number).
Maximum: This is the maximum value stored in the records (only applicable to Entity with 
Value type as Number).
Note that even if some of these characteristics are available from the source schema, others
must be inferred from the data itself. The source data entity analysis for the Fans dataset is
shown in table 5.1.
XPath Value
type
Value category / 
Structure semantic
Uniqueness
(abs. and proportion)
Min Max
fans - Container (root) - - -
fans/person - Container (object) - - -
fans/person/@ name Text Nominal 26 values (1.0) - -
fans/person/@ age Number Quantitative 21 values (0.81) 16 61
fans/person/@ tallness Text Nominal 23 values (0.88) - -
fans/person/@nationality Text Nominal 4 values (0.15) - -
fans/person/@ scarves Number Quantitative 10 values (0.38) 1 10
fans/person/@ games Number Quantitative 23 values (0.88) 2 42
Table 5.1: Source data entity analysis for the Sports Fans dataset (no data cleansing or 
normalisation)
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5.4.2 Data C leansing and N orm alisation (Stage 2)
During this stage, we cleanse the data which in turn can help with the semantic type analysis 
which occurs during the previous stage. The Source Data Analyser is often able to inform 
this stage where Data Cleansing and Normalisation may be required. In fact, after this stage 
is complete, we feed this data back to the Source Data Analyser. This is so that the newly 
cleansed and normalised data can be re-analysed.
In this example dataset, we can see that the tallness entity has its units, metres (shown as 
“m ”) appended to the value. In this form, VizThis is not able to recognise the value as 
numeric and as such the visualization which is produced automatically will not represent 
the value using a visual representation which is good for numeric values. We can thus 
perform some data cleansing by applying a regular expression to the tallness source data 
entity and all its values. This process is manual in that it requires user intervention. The 
regular expression, [ 0 -  9 . ] + will ensure that alphabetical characters are removed from 
the tallness source data entity, thus removing the “m” and leaving a numeric value. The 
resulting source data is re-analysed and the new source data entity analysis is shown in table 
5.2.
XPath Value
type
Value category / 
Structure semantic
Uniqueness
(abs. and proportion)
Min Max
fans - Container (root) - - -
fans/person - Container (object) - - -
fans/person/@ name Text Nominal 26 values (1.0) - -
fans/person/ @ age Number Quantitative 21 values (0.81) 16 61
fans/person/@tallness Number Quantitative 23 values (0.88) 1.02 1.97
fans/person/@nationality Text Nominal 4 values (0.15) - -
fans/person/@ scarves Number Quantitative 10 values (0.38) 1 10
fans/person/@ games Number Quantitative 23 values (0.88) 2 42
Table 5.2: Source data entity analysis for the Sports Fans dataset (with data cleansing and 
normalisation). The tallness entity is now Numeric and Quantitative.
5.4.3 Entity to A rtefact M atcher (Stage 3)
In this stage, the data entities are associated with representation artefacts. This states that a 
specific entity’s data will be represented through a specific artefact. In order to explain this 
stage we must provide some more information about the components used. The system (or 
user) must first decide in which representation file form at the visualization will be shown. 
Each representation file format consists o f representation artefacts. These are different 
visual features which are used to represent aspects of the source data (the entities). Just 
like the source data entities, each representation artefact has a Value Category. Quantitative; 
Ordered; or Nominal. It also has a Structure Semantic; Container (root); Container (object); 
or None. Additionally, a representation artefact also has a Variance capability which 
indicates the artefacts ability to represent many different values. An artefact with a high 
variance capability (such as s v g / r e c t / @ t i t l e )  can convey to the user many different
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values with a high degree of accuracy. However, an artefact with a low variance capability 
(such as s v g / r e c t  /@ w id th )  can only convey a small number of different values to the 
user. This is because if we have the range of the s v g / r e c t / 0 w i d t h  artefact going from 
20 pixels to 40 pixels, then it is unlikely that a user will be able to easily differentiate 
between more than four values. For the SVG file representation format, the categorisations 
are shown in table 5.3.
In the context o f representation artefacts, the three categories define the semantics which the 
representation artefact is capable of displaying. In this way, we have an effective method of 
matching source data entities to target representation artefacts.
XPath Value
type
Value category /  
Structure semantic
Variance
capability
svg - Container (root) - - -
svg/rect - Container (object) - - -
svg/rect/@x Number Quantitative Medium - -
svg/rect/@y Number Quantitative Medium - -
svg/rect/@ width Number Quantitative Low - -
svg/rect/@ height Number Quantitative Low - -
svg/rect/@fill Text Ordered Low - -
svg/rect/@title Text Nominal High - -
Table 5.3: Target representation artefact definitions for SVG
For every representation format we have a table which defines the capabilities each 
representation artefact has to handle each Value Category. This table is typically created 
by developer users of the system and would be based on the Information Visualization 
formalisation discussed in section 2.3. It is created when a developer adds a new 
representation format to the system. The first two columns of table 5.4 show the value 
category for the representation artefacts in SVG.
R epresen tation  A rtefact D ata E ntity
Value Category
Name Value Category Quantitative Ordered Nominal
X Quantitative *** ** *
y Quantitative *** ** *
width Quantitative * * *
height Quantitative * * * * * *
fill Quantitative * *** ** *
fill Ordered *** ** *** *
fill Nominal ** * ** ***
title Quantitative * * ** ***
title Ordered ** * ** ***
title Nominal *** * ** ***
Table 5.4: SVG artefact categorisation and mapping function prioritisation (*** is most 
favoured, * is least favoured)
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Most representation artefacts will accept only one category. For exam ple the x coordinate 
artefact in SVG only accepts values o f category Quantitative. However, certain artefacts 
such SVG fill colour and title can accept m ultiple categories.
5.4.3.1 R epresentation  A rtefact Functions
For each o f the representation artefacts we have a function available for each possible value 
category o f entity (i.e.. Q uantitative, O rdered and Nom inal). In this way, a representation 
artefact is able to have an entity with any value category mapped to it. However, certain value 
categories (of entity) are more favoured by certain artefacts (with certain value categories). 
This is described below'.
5.4.3.2 Entity  to A rtefact M apping Priorities
At this point, all entities are available to map to all artefacts. For exam ple the x coordinate 
artefact in SVG has associated functions: Quantitative to x. Ordered to x and Nom inal to x. 
Som e com binations are m ore favourable than others. The system chooses which function 
to use by consulting the table (see the right-m ost 3 colum ns of table 5.4). C om binations 
marked *** are the most favoured option, while com binations marked * are least favoured 
option. For exam ple, for the artefact x. the m ost favoured source data entity will be of value 
category Quantitative, and the least favoured source data entity will be o f value category 
Nominal.
Most artefacts (e.g x) can only handle one value category. However, som e artefacts (e.g., 
fill and title) can handle m ultiple value categories. In this case, the representation 
artefact has a value category which is most favoured. This is the value category with which 
the artefact has most sem antic affinity. For exam ple, the most sem antically rich way to 
use fill is via Ordered values. And the most appropriate value category for title is 
Nominal.
For the exam ple fans data to be visualized in SVG, table 5.5 shows the mappings.
Source
Name
D ata Entity
Value Category
Target
Name
R epresentation A rtefact
Value Category
age
tallness
nationality
scarves
games
name
Q uantitative
Quantitative
Nominal
Quantitative
Quantitative
Nominal
X
y
fill
width
height
title
Quantitative
Quantitative
Nominal
Quantitative
Quantitative
Nominal
Table 5.5: Entity to Artefact m appings - Fans source data mapped to SVG target
representation format
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Figure 5.2: The A utoM ap algorithm
5.4.3.3 VizThis A utoM ap A lgorithm
The A utoM ap algorithm  takes a brute-force approach to finding a m apping between the 
source and target form ats using the type sem antics it has deduced or which have been 
provided by the user (see stage 1 in section 5.4.1). An acceptable m apping is one where 
the Entity to Artefact m appings have com patible characteristics. W here there are m ultiple
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target artefacts for which a source entity can be mapped to, the one with the greatest number 
of commonalities is chosen. These commonalities are derived from the Value Type, Value 
Category, Structure Semantic and Uniqueness /  Variance Capability of each Entity and 
Artefact.
The AutoMap algorithm is shown in the flowchart in figure 5.2. The inputs, to the algorithm 
are: the Facts about the Source and the Target (the Source Data Analysis Table and 
Target Representation Artefacts Definition); and the Constraints (the Mapping Function 
Prioritisation Table).
For each source entity to target artefact possibility, the algorithm must ensure that the 
Source and Target Structure Semantics match. If not, then the possibility is rejected and 
an alternative possibility is tested. This is shown at the first decision point. Similarly, the 
Source and Target Value Types must match also and this is shown at the second decision 
point.
Next, the algorithm gives each potential Entity to Artefact mapping a score based on 
its Value Categories. The score is a value from 1 to 3 *’s depending on the function 
prioritisations given in table 5.4. For most artefacts, we only produce one score. For 
example, if the target artefact x  is mapped to a Quantitative source entity, then a single 
score of *** is given. However, for some artefacts (namely, fill and title), two scores are 
given. This is because these artefacts can accept multiple value categories. For example, if 
title is given a Nominal value from an artefact which is Quantitative then it gets *** (because 
its a Nominal value) and * (because its a Quantitative artefact). This is explained in more 
detail in section 5.4.3.2.
A similar scoring process occurs for the Variance Capabilities. However, it is simpler in that 
only one score is given to each Entity to Artefact mapping. The variance values are either 
High (H), Medium (M), or Low (L). If the variance values are the same, then *** is given. 
If there is a difference of one (e.g., H and M), then ** is given. If there is a difference of 
two (e.g., H and L), then * is given.
AutoMap then performs a second and final pass through the mappings to ensure that all 
mandatory target representation artefacts are mapped. If any are not mapped, they are bound 
to a suitable source data entity and given a default value. This process is demonstrated in 
figure 5.9 with the w i d t h  and h e i g h t  target representation artefacts which are unmapped 
in AutoM ap’s first pass, but are mapped to the t o p - f  o r t y - c h a r t  source data entity in 
the second pass because they are mandatory.
In this way, AutoMap uses a combination of a brute-force and scoring approaches. It 
finds acceptable mappings using a depth-first search (brute force) and then when multiple 
acceptable mappings exist, it evaluates each possible mapping using a scoring approach. 
The advantages of this approach are that the algorithm can find an acceptable mapping in the 
majority of cases. However, this relies on the source data schema and target representation 
schema being well designed as discussed in section 4.4.1. The limitation of the AutoMap 
algorithm are as follows:
S ingularity  The algorithm only gives one output. Therefore, multiple possible visualiza­
tion are not shown.
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C om parability  The algorithm  can not give meaningful scores to visualizations. In this 
way. it is not possible to com pare and evaluate alternative visualizations.
Sim plicity The algorithm  can only handle well designed schem as. If a source and/or 
a target schem a have m ultiple hierarchy levels, the algorithm  will not find any 
acceptable m appings and in this circum stance, no visualization is shown to the user.
These lim itations are discussed fully in the sum m ary section o f this chapter (see section 
5.8).
The best m apping for the Fans dataset visualization is shown in table 5.6. The AutoM ap 
algorithm  gives this m apping a score o f 39 based on the num ber o f * ’s awarded.
Source Target Val Type S truc Seni Value C ategory V ariance C apability
fans svg Root -  Root
person rect Obj -  Obj
gam es X num -  num quant - quant (* M - M (***)
tallness y num - num quant -  quant (* H -  M (**)
nationality fill text -  text nom -  nom (** +  * * * ) L -  L (***)
scarves width num - num quant - quant ( +**) L - L (***)
age height num - num quant -  quant ( * M -  L ( * * )
nam e title text -  text nom -  nom ( * * *  +  * H -  H ( * * * )
Table 5.6: The results o f the A utoM ap analysis. This m apping is valid and has a score of 
39 (indicated by the num ber o f * ’s). “num ” = num eric; "quant” = quantitative; “nom ” = 
nom inal; “H ” = High variance; “M ” = M edium  variance; “L” -  Low variance.
5.4 .4  M a p p in g  E n tity  V alues to  A r te fa c t  V alues (S tag e  4)
In most cases the values o f the source data cannot be used directly in the Target 
Representation. Instead a value m apping or translation process must occur. For exam ple, 
the nationality entity is mapped to the fill colour representation artefact, therefore 
we m ust create a m apping between the nationality names and appropriate colours. In this
case, Welsh is m apped to red, Irish is m apped to green, Scottish is mapped to 
dark-blue and English is m apped to white.
Alternatively, we may wish to use a function e.g., for m apping numeric values:
[0 . 1] { 0, . . .10}
The specifics of how these techniques are used is described in Section 5.5.6.3.
5 .4 .5  G e n e ra te  T a rg e t R e p re s e n ta tio n  (S tag e  5)
The inputs to this stage are the Entity to Artefact m apping table (i.e., table 5.5), the 
Value m apping table (see “Lookup value table” in section 5.5.6.3) and the Source Data. 
We generate the Target Representation by creating Representation A rtefacts (in the target 
representation form at) with the values supplied by the Source Data and the Value m apping
5.5 VizThis: User Interface 119
table. For our example, the output of this stage is the final Target Representation in SVG 
which is shown in figure 5.3a. Additionally, the X3D visualization for the same dataset is 
shown in figure 5.3b.
The goal of the VizThis tool is to allow users to easily produce cognitively useful 
visualizations using a Tree-centric mapping approach. The resulting visualizations, whether 
produced entirely automatically with the AutoMap feature or produced by manual tweaking 
of mappings, must give a greater level of cognitive insight than viewing the source data in 
its original form. Its original form may be a table of data or a spreadsheet, for example. 
When viewing the target visualizations in figures 5.3a and 5.3b, certain insights and patterns 
are clear. For example, all Welsh sports fans (represented by red rectangles) are shown on 
the left hand side of the visualization. As age is visualized using the x  coordinate of each 
rectangle, this means that all Welsh fans are below a certain age. Additionally, we can see 
that the tallest fan is Irish (green rectangle) and the oldest fan is English (grey rectangle). 
This level of insight is greater than the source data in its original format provides. However, 
in order to test this hypothesis more rigorously, we conduct a user evaluation in section 5.6.
5.5 VizThis: User Interface
The VizThis tool consists of a User Interface and associated mapping/translation engine 
which is based on the Visualization as Mapping paradigm. We attempt to provide a 
tool which exploits the advantages of mapping, while keeping in mind the process of 
visualization. In this section we describe each of the features of the VizThis tool. We 
make extensive reference to the screenshot shown in figure 5.4. The screenshot shows the 
visualization o f the sports fans data, expressed in XML.
5.5.1 Source File
The source file is shown in the top left hand com er of figure 5.4. The data in the source 
file remains editable with VizThis, so the user may perform value changes or simple data 
cleansing at any time. Data Analysis is performed on the source data and from this the 
Source Entities are populated.
5.5.2 Source Entities
A source data entity is an element or attribute. Each source data entity has a name, a value 
type and a value category. An example of a source data entity in the sport fans information 
is f  a n s /p e r s o n /@ n a m e .  A full description of the nature of Source Entities is given in 
section 5.4.1. VizThis shows each entity’s name and XPath. The entity names are indented 
according to the entity’s hierarchy level in the source file. This aids the user with schema 
comprehension. Note that VizThis does not require the XML source to have an associated 
schema file (DTD, XSD, Relax NG etc) in order to populate the Data Entities section of 
the VizThis user interface. This is because VizThis has the functionality to derive schema 
information as described in the following section.
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Figure 5.3: Sports Fans dataset visualized in SVG and X3D in VizThis. For both 
visualizations: age is m apped to shape x position; tallness is mapped to shape y position: 
nationality is m apped to shape fill colour (red is W elsh, green is Irish, blue is Scottish, grey is 
E nglish); num ber o f scarves owned is mapped to width o f shape; num ber o f gam es attended 
is m apped to height o f shape; the nam e o f the sports fan is mapped to the title o f the shape 
(seen w hen the user moves the mouse pointer over the rectangle - SVG only).
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Figure 5.4: VizThis : V isualizing the Sports fans data set in SVG
5 .5 .3  D a ta  A n a ly sis
The Data A nalysis routines are triggered when a change is m ade to either of the following:
1. The source data itself.
2. The regular expression or search and replace fields in the data cleansing section of the 
“Edit Value M appings” dialogue box.
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In this way, VizThis always has a judgement on the type semantics of the source data entities, 
allowing the AutoMap feature to be invoked at any point.
5.5.4 Target A rtefacts
Target Representation Artefacts are objects and attributes in the target format which are 
combined to form a visualization. For example, in SVG, svg/rect is a representation 
object and svg/rect/@width is a representation attribute. The target artefact to which 
each source entity is mapped is shown on its right hand side. A full description of the nature 
of Target Artefacts is given in section 5.4.3. VizThis shows each Artefact’s name and XPath. 
Like the Source Entities, each Target Artefact’s name is indented according to the artefact’s 
hierarchy level in the target schema. Each Target Entitiy’s XPath is shown as a Drop-down 
box control. When selected, this drop-down shows a list of all Target Entities in the target 
file’s schema. In this way, the user is able to change the Target Entity on that mapping line, 
therefore changing the mapping target of the source entity.
5.5.5 D elete and Add Target A rtefacts
The and “+” buttons on each mapping line allow the user to delete the current mapping 
(if present) or create a new one. VizThis allows a source entity to be mapped to multiple 
target artefacts. This is depicted as a mapping fork in the VizThis user interface.
5.5.6 The Edit Value M apping D ialogue Box
The parameters for how a Source Entity is mapped to a Target Artefact are displayed and 
edited in the “Edit Value M apping” dialogue box (see figure 5.5). This is displayed by 
pressing the “e” button next to each mapping line.
The “Edit Value Mapping” dialogue box is split into 3 areas: Source entity; Target artefact; 
and Value Mapping Style.
5.5.6.1 Source entity settings
The first area, “Source entity” shows the properties of the source entity as described in 
section 5.4.1. This includes structure semantic, value type, value category, and number of 
unique values. These read-only values cannot be directly edited by the user. However, 
there is a sub-area which deals with Data Cleansing. This area is editable by the user. The 
user can specify a regular expression to be applied to the source entity. This is a standard 
regular expression and can be used for example to strip out numbers from a text string - the 
regular expression [ 0 -  9 ] + would do this. Also, the user can specify a search and replace 
expression for changing specific text strings. The user is able to select in which order the 
regular expression and search and replace processes are executed. When any data cleansing 
parameters are altered, the user can press the Apply button. This will perform a new Data 
Analysis process. As a result of this, the source entity parameters may be changed. For
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Edit Value Mapping
Source entity 
Name age
XPath fans/person /@ age
Bem/Attr Attribute
Structure semantic [none]
Target artefact 
Name x
XPath svg rect/tgx
Bem/Aitr Attribute
Structure semantic [none]
Value type Number V Value type Number V
Value category Quantitative V Value category Quantitative V
tt unique values 
% unique values
21 26
S.81
Data Qeansing
Match (reg exp)
Search Replace
0  Match, then Search and Replace 
Search and Replace, then Match
Value Mapping Style 
O  No value 
O Straight through 
0  Scaled Source
Mm 16.00 
Max 61.00 
0  Target default value 
O  Expression 
0  Lookup value table
OK Cancel Apply
Figure 5.5: The VizThis Edit Value M apping Dialogue Box
exam ple, if the param eters entered for data cleansing result in a source entity being re­
classified as having a Value type of Number, then this will be reflected in the Source entity 
settings.
5.5.6.2 Target arte fac t settings
The second area, “Target artefact” shows the properties o f the target artefact as described 
in section 5.4.3. This includes structure sem antic, value type and value category. These 
are read-only values and cannot be edited by the user. They are set when the available 
target form ats are entered into the system (i.e., SVG and X3D). They are displayed as 
inform ational values only.
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5.5.6.3 Value mapping mechanism
When a Source Entity is mapped to a Target Artefact, the value which the Target Artefact 
is given is usually based on the value of the Source Entity. There are 6 ways in which the 
value can be transferred:
No value The Target Artefact is always given a value of an empty string, no matter what 
the value of the Source Entity is.
Straight through (unchanged) The Target Artefact is given the exact same value as the 
Source Entity.
Scaled This is an arithmetic operation allowing a range of numeric source values to be 
scaled linearly to a range of target values. For example, if we have an a g e  source 
entity whose values range from 0 to 120 and a x target artefact whose values range 
from 0 to 800 (representing the width of the screen in pixels), then we can scale any 
age value to an x screen coordinate linearly in order to represent any age in the range. 
The source entity range is calculated during the Data Analysis stage (see section 
5.4.1). Any Data Cleansing parameters are applied before calculating this range. The 
target artefact range is set when a new target format is added to the VizThis system.
Target default value Each target artefact can have a default value. This is intended to be 
a sensible default for the visualization of that artefact. For example, the default for a 
the s v g / r e c t / @ w i d t h  target artefact is 20.
Expression The user is able to enter an expression in C#. This is useful for applying 
arithmetic expressions or function transformations to entity values.
Lookup value table When the source entity is made up of discrete values, it is useful to 
have a lookup table of equivalent target artefacts. For example, if the source entity 
is a country, the lookup table can contain value mappings to each country’s national 
colour.
5.5.7 Sem antic A ssistance - AutoM ap
W hen a user is confident that the source entities are correctly categorised, either through 
Data Cleansing and then Data Analysis, or by overriding the system’s categorisations, they 
can press the AutoMap button. The system will calculate the best mappings based on the 
algorithm described in section 5.4.3.3. O f course, the user can press the AutoMap button 
at any stage (e.g., before any data cleansing has taken place), and a valid mapping will be 
attempted. This mapping may not produce the most cognitively accurate visualization, but 
it will enable the user to see something with relatively little effort.
5.5.8 E xecute Translation
When the user is happy with the mappings between the source entities and target artefacts, 
they can press the “Execute Translation” button (with the > >  label) in order to have the 
target code generated. If the “Code view” radio button is selected, the user will see the
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target code, or if the “Rendered" radio button is selected the user will see the visualization 
rendered (currently in SVG or X3D). If there are any A bsolute C onstraint W arnings (see 
section 5.5.10), then the target code will not be generated and an error box will be displayed 
explaining the reason. Following a valid translation, the status box is updated to indicate a 
successful operation.
The VizThis application gives an em bedded preview of the rendered visualization within the 
main application window. However, the user is able to press the “Launch” button at any time 
in order to see the visualization rendered in a full-screen external application (i.e., M ozilla 
Firefox for SVG or O ctaga Player for X3D). The em bedded preview is limited to what 
M icrosoft Internet Explorer 6.0 can display (including any available plug-ins). However, 
the “Launch” button may be used to invoke any third party application.
5.5 .9  M a p p in g  L o ck s
W hile the user is tweaking the m apping choices, the user can tell the system to autom atically 
re-generate the m appings using the A utoM ap button. If the user has decided that there are 
som e m appings with which they are happy and do not wish to alter, they can lock them by 
selecting a Lock checkbox. In this case, the constraint-system  would consider such locks as 
definitive m appings and take them as anchors [NM 0I | for the rest o f the m apping process. 
This is illustrated in figure 5.6 where we wish to keep all m appings except the two which are 
m apped to svg/rect/0height and svg/rect/0y. Note that the “A utoM ap” button 
is enabled at this point, allowing the user to re-generate the un-locked m appings.
j  Fans to SV5  | | Top 40 to SVG | | Fare to X3Q Ipre-mapped;
name 
lopforty
Kpafh 
top forty
top forty/©cmlns
top forty/chart
portion top forty chart g p o r to n
lastweek lopforty/chart lastw eek
O  Code view ©  Rendered | u jrca- | 14 5*21  Translated successfully.
—  0. 
- Q  
—  13-
Figure 5.6: M apping locks on four m apping lines
5 .5 .1 0  C o n s tr a in t  W a rn in g s
W hen VizThis detects a problem with any m appings (constraint warnings), a red or 
yellow icon is displayed next to the offending m apping line together with a more detailed 
explanation in the Status Field.
There are 2 levels o f constraints which are applicable to the system:
A bsolute (red icon) Hard constraints which cannot be altered. An exam ple is that there 
cannot be duplicate target entities. This is shown in figure 5.7, where there are two 
artefact attributes which are set to the same attribute (svg/rect/@height). This
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Figure 5.7: VizThis notifying the user that there is an Absolute Constraint W arning.
is indicated by the two red warning icons. The Execute Translation stage cannot begin 
while any m apping lines are in this state.
P referential (yellow icon) Soft constraints (or guidelines) which are set by a developer 
when a new representation form at is added to the system . This is shown in figure 5.8. 
An exam ple is the general principle that the SVG shape object svg/rect should 
have a svg/rect/@height attribute. This is indicated by a yellow warning icon. 
The Execute Translation stage can happen while there are m apping lines in this state. 
However, the quality o f the resulting visualization may be low due to the warnings 
given not being considered.
Constraints have 2 different scopes of influence:
In te r  A rtefact Concerned with the relationship between target artefacts. For exam ple, no 
two source entities may be mapped to the same target representation artefact (see 
figure 5.7).
S tand  Alone These are constraints which apply to individual artefacts. For exam ple, the
svg/rect /0height attribute should always have a value if there is a svg/rect 
object present (see figure 5.8).
5.5.11 E d itin g  M a p p in g s
Using the A utoM ap algorithm , the VizThis tool can make assum ptions about the source 
en tities which should be mapped to the target artefacts. However, these m appings may not 
be the best available and the user is able to change them  at any time. This can be done
(  Error Artefact svg/red/@ height has been mapped multiple times
svg/@ xmlnsS v  | e  j P~] f+j
Rendered
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Figure 5.8: VizThis notifying the user that there is a Preferential C onstraint W arning.
by using the add (+) and delete (-) m appings buttons on the right o f the main w indow (see 
section 5.5.5). Additionally, an already m apped target artefact can be changed by selecting a 
new artefact in the drop-down menu. If an invalid m apping is chosen, the user is im m ediately 
warned by the system.
5.6 VizThis: Worked Example - BBC Top 40 Music Chart to 
SVG
In this exam ple, we take a real-life X M L feed | Web()8b] of the BBC Top 40 pop music chart 
|BBC()8] and use the VizThis tool to produce an SVG representation. The main difference 
between this dataset and the Sports Fans dataset used in the exam ple in section 5.4 is that it 
dem onstrates the Data C leansing stage and how it interacts with the Source Data Analysis 
stage. We also show the user interaction stages which a user may take in order to go from 
a com pletely autom atically created visualization to a more evolved and cognitively useful 
visualization.
A snippet o f the source show ing the first chart song is below:
<top-forty>
cchart position="1">
<lastweek>K/lastweek>
< w eeks>(5)</weeks>
<image>ht t p ://www.b b c .c o .uk/radiol/media/images/artists/gnarlsbarkley/
0 60 32 3_cd_crazy_70.jpg</image>
<artist>Gnarls Barkley</artist>
<album>Crazy</album>
<uri>http://www.gnarlsbarkley.com/</uri>
Warning: @h eight is recommended if svg/rect is presentRendered
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</chart>
<top-forty>
The source data consists o f 40 chart songs (only one is shown above) with its current 
position, last w eek’s position, num ber of weeks in the top 40. a URL to an im age o f the 
artist, the name of the artist, the name o f the song, and a URL for more inform ation about 
the artist. This particular source exam ple provides a good set o f data in which to dem onstrate 
V izThis' features. Firstly, it uses a mixture of child elem ents and attributes to convey values, 
thus show ing the idiosyncrasies o f real-life XM L data schem a design. Secondly, som e fields 
require data cleansing. Thirdly, it uses a variety o f different data types.
5.6.1 S o u rc e  D a ta  A n a ly s is
D uring this stage, each entity in the source is analysed. This results in the data shown in 
table 5.1.
X Path Value
type
Value category / 
S tru c tu re  sem antic
Uniqueness M in M ax
top-forty - Container (root) - - -
top-forty/chart - Container (object) - - -
top-forty/chart/@position Integer Quantitative 40 values (1.0) 1 40
top-forty /chart/lastw eek lnteger(0.7),
String(0.3)
Quantitative 29 val’s (0.73) 1 30
top-forty /chart/w eeks String Nominal 12 val’s (0.3) - -
top-forty /chart/im age URL Nominal 8 val’s (0.2) - -
top-forty/chart/artist String Nominal 40 values (1.0) - -
top-forty/chart/album String Nominal 40 values (1.0) - -
top-forty/chart/uri URL Nominal 40 values (1.0) - -
Table 5.7: Source data Entity analysis for the BBC Top 40 m usic chart dataset (before data 
cleansing)
It can be seen that the entities highlighted in bold have proportional values o f less than 1. 
This often indicates am biguities in the data, or areas where data cleansing may be needed. 
The entities lastweek, weeks and image have been given values less than 1.0 for their 
uniqueness. A lso, lastweek has m ultiple possible Value Types. There are 3 possible 
actions w hich the user can take:
1. C ontinue with the original source data. No user interaction is necessary and the 
system  will attempt to provide a “good enough” visualization with the inform ation it 
already has.
2. A lter the source d a ta  m anually. A good solution if there is a small volum e of source 
data as it is a relatively quick process.
3. Apply d a ta  cleansing functions. Create data cleansing functions in order to fix 
am biguous data. Functions can be recorded and applied again when the sam e data 
form at is detected on future occasions.
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Figure 5.9: BBC Top 40 data visualised using V izThis’s A utoM ap feature only. No data 
cleansing, or manual tw eaking has been perform ed.
Firstly, we will assum e that the user takes action num ber I - C ontinue with the original 
source data. In this case, the AutoM ap feature can be used to produce an autom atic m apping 
between the source entities and target artefacts. This is shown in figure 5.9. It can be seen 
that the visualization produced is certainly not useless and does contain som e cognitive
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value. Each square represents a chart song. It can be observed that some squares sit along 
the top of the visualization (representing new songs in the chart) with the remainder forming 
an correlation along the diagonal line from top-left to bottom-right hand corner (representing 
how much each song has risen or fallen in the charts). A more thorough assessment of the 
cognitive value of this particular visualization is conducted during the User Evaluation in 
section 5.7.
We will next assume that the user desires a better visualization and so decides to perform 
some data cleansing on the data.
5 .6 .2  D a ta  C le a n s in g
A code snippet representing one song (“Steady As She Goes” by “Raconteurs”) illustrates 
the two data problems on lines 4 and 5:
1 : <top-forty>
2 : . . .
3: <chart position="4">
4: <lastweek>NEW</lastweek>
5: <weeks>(-)</weeks>
6 : <image>/radiol/chart/media/chart_star.gif</image>
7: <artist>Raconteurs</artist>
8 : <album>Steady As She Goes</album>
9: <uri>h t t p ://www.theraconteurs.com/</uri>
1 0 : </chart>
1 1 : . . .
1 2 : </top-forty>
The two problems with the original source data are:
1. Firstly, the lastweek entity is numeric most of the time (28 of 40 records), except 
when the song is a new entry (12 of 40 records), in which case it is set to the string 
“NEW ”. The Source Data Analyser gives a proportional value to the Value Type based 
on how many records meet each criteria. As can be seen, the Source Data Analyser 
gives more likelihood to the entity being of value type Integer. So in this case all 
values are assumed to be integers. Fortunately, the tool interprets any non-numeric 
value as a zero which is a good alternative value for lastweek to give songs when 
they are new entries.
2. Secondly, the weeks entity is deemed to be a String value by the system. This 
is because every number is surrounded by parenthesis. In order to gain the true 
semantics from this entity, we must remove the parenthesis. Additionally, when the 
chart song is a new entry, the value is set to a dash (-). Again, in order to gain 
most semantic value from this entity, we need to change each dash to a 1. This is 
still semantically correct, since it accurately represents the number of weeks the song 
has been in the charts. In order to deal with these two aspects of data cleansing for 
weeks, we use a regular expression, together with simple search and replace strings. 
This is illustrated in figure 5.10. The regular expression [ 0 - 9 ]  + is used to extract the 
numeric values from an alpha-numeric string. The search string of (-) is to specified 
along with the replace string of (1). Finally, the radio buttons specify that the search 
and replace should be carried out before the regular expression matching.
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Data Cleansing
Match [CrSb !reg exp}
Search (-) Replace (1)
O Match, then Search and Replace 
(♦) Search and Replace, then Match
Figure 5 .I0 : The Regular Expression and Search and Replace strings entered in the Edit 
Value M apping dialogue box in VizThis. This relates to the weeks source entity.
A fter defining operations for data cleansing, we re-analyse the data to produce table 5 (only 
relevant entities are shown).
X Path Value
type
Value category / 
S tru c tu re  sem antic
Uniqueness Min Max
top-forty /chart/lastw eek Integer Q uantitative 29 values (0.73) 1 30
top-forty /chart/w eeks Integer Q uantitative 12 values (0.3) 2 15
top-forty/chart/i mage URL Nominal 8 values (0.2) ~ “
Table 5.8: Source data Entity analysis for the BBC Top 40 music chart dataset (after data 
cleansing and norm alisation). Only relevant entities are shown. The image entity is 
unchanged.
It can be seen that the Entities, lastweek and weeks have been updated in the table 
(highlighted in bold). The am biguities which existed before have been resolved. This will 
im prove the quality of the sem antics derived by the Entity to Artefact Matcher. However, 
the image entity still has unresolved am biguities. We will see that this will not have a large 
im pact on the final visualization since we know that the entity is a URL. For the purposes of 
this exam ple we choose to ignore entities o f type URL. Note that the image entity has few 
unique values because the source data only provides im ages for the top 10 songs and also 
those which are new entries. New entries all have the sam e image. This m eans the image 
entity has only 8 unique values.
If the user now uses the A utoM ap feature to re-m ap between the source and target entities, 
VizThis is able to produce a better m apping and therefore a cognitively more useful 
visualization. This is illustrated in figure 5 .11. Notice that the rectangles which represent 
songs have varying widths. The width represents the num ber of weeks the song has been 
in the charts. The VizThis visualization is therefore providing additional cognitive value 
over the original visualization which used the A utoM ap feature with no user-specified data 
cleansing functions. Again, a more thorough assessm ent of the cognitive value o f this 
visualization is conducted during the U ser Evaluation in section 5.7.
The user may now perform some manual tw eaking of the m appings. Since the weeks
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Figure 5.11: The BBC Top 40 data visualised after data cleansing functions have been 
specified. Note that the weeks source entity has been mapped to the svg/rect/@width 
target artefact.
source entity has been m apped to the svg/rect/@width target artefact by the A utoM ap 
feature, we are gaining additional insight into the data. However, it can be seen that 
the svg/rect/@height target artefact has been set at a single default value. The
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Figure 5.12: The BBC Top 40 data visualised. Notice the Absolute (red icon) and the 
Preferential (yellow icon) constraint warnings.
svg/rect /0height artefact is therefore not being used to convey any cognitively useful 
inform ation. The user could m anually map svg/rect/@height to the same source 
entity as svg/rect/@width, i.e., the weeks source entity. This would give more 
prom inence to the weeks source entity because the shapes would therefore be squares
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of varying sizes. In order to do this the user adds svg/rect/@height as the second 
target artefact which the weeks source entity is mapped to. This is done using the “del” 
and “add” buttons next to each m apping line. Notice in figure 5.12 where we show an 
interm ediate stage where there are constraint warnings. The Preferential (yellow icon) 
w arning shows that target artefact svg/rect should have a svg/rect/0height child 
entity. The two A bsolute (red icon) w arnings show that the same target artefact (in this case 
svg/rect/@width) cannot be m apped in multiple lines. M ore inform ation about the 
A bsolute and Preferential warnings is provided in section 5.5.10.
A fter the user has m anually m apped svg/rect/@height to the sam e source entity 
as svg/rect/@width, i.e., the weeks source entity, then the visualization can be 
regenerated as shown in figure 5.13.
Finally, the user can make another alteration to the m appings to improve the visualization. 
In figure 5.13, it can be seen that there are different coloured shapes. Each colour represents 
a different artist. Since there are 40 different artists in the source data (see table 5.7), then 
this is providing little cognitive assistance to the user. If there were few er different artists 
(e.g.. 6 different artists in the whole data set o f 40 songs), then the m apping of artist 
to svg/rect/@fill (shape colour) w ould be beneficial. However, with 40 different 
values o f artist, the m apping is confusing since hum ans are not capable o f differentiating 40 
different colours. Therefore, the user can change the svg/rect/@fill (shape colour) 
target artefact to a set value. This can be the artefact’s default value (in this case green). 
This final visualization is shown in figure 5.14.
5.7 VizThis: User Evaluation
To m easure the quality (or cognitive value) of the VizThis visualizations produced from the 
BBC Top 40 M usic C hart data, we conducted an informal usability test o f three different 
visualizations. The user tests were conducted according to the principles of discount 
usability engineering |N ie9 5 |.
We conducted an informal user evaluation on 6 subjects who cam e from a technical but 
non-com puter science background. The purpose of this test was to evaluate how well 
the V izThis approach can produce cognitively useful visualizations with varying levels o f 
hum an involvem ent (thus m easuring the value o f the sem antic assistance which is provided 
by the system ). The first visualization (figure 5.15) was produced by the system  with 
no hum an involvement (A utoM ap facility only). The second visualization (figure 5.16) 
was produced with a hum an user perform ing som e data cleansing. The third visualization 
(figure 5.17) was produced with hum an involvem ent for data cleansing and the tweaking 
of m appings. Each of the visualizations show s the chosen source entity to target artefact 
m appings in the bottom left hand corner. This is provided in an attem pt to aid the subjects’ 
cognition. We used data from the BBC Top 40 chart music [BBC08] XM L feed | Web()8b].
We asked each subject to evaluate the quality o f the 3 visualizations. The subjects were 
shown each visualization (A, B and C) in turn and given 4 m inutes to explain what they 
thought was being represented. We found that subjects were able to com prehend some 
aspects o f each o f the visualizations. This was helped by the subjects being able to consult
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Figure 5.13: The BBC Top 40 data visualised. Notice that the num ber of w eeks the song  
has been in the charts is now conveyed as the length o f the side o f each square.
the m apping table o f data entities to representation artefacts (shown in the bottom  left cor ner 
of each visualization).
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Figure 5.14: The BBC Top 40 data visualised. Notice that we have rem oved the confusing 
colouring of each square and instead have one colour for each square.
5.7.1 V isu a liz a tio n  A
The following cognitive insights were observed by subjects:
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Figure 5.15: V isualization A - A utoM ap only. No hum an intervention
• Four subjects said they could see a linear trend along the line x=y (when the origin 
is the top left hand corner). This represents the variation between the current chart 
position and last w eek’s chart position.
• Three subjects noticed the outlier object in the bottom left corner which represents the 
chart’s highest-clim ber.
• Five subjects noticed that there were certain objects at the top o f the visualization. 
These represent songs which are new entries.
5.7.2 V isu a liz a tio n  B
Subjects also noticed the following:
• Five subjects noticed small squares exactly on the line x=y representing new entries.
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Figure 5.16: Visualization B - Data Cleansed, followed by A utoM ap
• Five subjects noticed that different widths of the bars indicated the num ber of weeks 
the song has been in the charts.
5.7.3 Visualization C
Subjects additionally noticed the following:
• Six (all) subjects said that the size o f the squares represented weeks in the chart.
• Six (all) subjects noticed the outlier object.
• Three subjects noticed that the m ajority o f objects were now on the other side of the 
x=y line.
These results are positive since they indicate that, although not perfect, “Visualization as 
M apping” produces results which have cognitive value, even with no, or lim ited hum an 
involvement. This is a good indication o f the accuracy o f the sem antic assistance provided
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Figure 5.17: Visualization C - Data Cleansed, followed by A utoM ap and m appings tweaked.
by the system.
5.8 Summary
In this chapter, we have described a user interaction paradigm  which has been created from 
the application o f Tree-centric m apping techniques to the area of Inform ation Visualization 
in an X M L-based environm ent. Through the form alisation of this process with Visualization 
As M apping techniques, a num ber of advantages have been achieved. These advantages 
reduce the work burden on the user. We discuss the advantages and disadvantages of this 
approach below together with the im plications in relation to the next chapter.
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5.8.1 Advantages
Automaticity The mapping of source data entities to target representation artefacts will 
always involve human intervention in order to produce the best visualizations. 
However, much of the mapping process can be automated, or at least a “semantically 
intelligent” guess made.
Constraints When source entities and target artefacts are considered within a mapping 
context, we can define their nature and behavior in a way which allows us to derive 
constraints. This allows us to constrain which entities can be mapped to which 
artefacts, thus decreasing the number of possibilities, simplifying the system and 
reducing users’ work.
Generality Since our technique is valid for any semantically rich XML markup language, 
a number of different source formats from many domains can be supported. This 
generality also applies to the target format used.
Multi-modal target Our technique generalises the source file into data entities and the 
target file into representation artefacts. This allows us to represent any data in any 
media representation. This is not limited to graphical representations, but also textual 
and audial too.
However, there are also some disadvantages associated with viewing Information Visualiza­
tion in terms of Tree-centric mapping:
5.8.2 Disadvantages
Specificity When we view Information Visualization using Mapping concepts, there is a 
danger of forgetting about the objectives of visualization. Also we must be careful to 
not confuse the user by using mapping related terminology.
Exclusivity Our technique will only handle well-defined formats which are expressed in 
common markup languages (XML, XML/XLink). If they are not expressed in one of 
these formats, either they must be converted, or a proprietary tool built for producing 
the visualization. For example, many graphics formats are binary based, or are only 
accessible through a programming API.
AutoMap limitations AutoMap only produces one possible mapping. It tries to give a 
definitive answer. There is no facility for the system to produce multiple possibilities 
which are ranked according to their fitness score.
Visualization techniques The techniques which can be produced using visual object 
primitives (at least in SVG and X3D) is limited. Therefore, the sophistication of the 
visualization techniques which can be employed is also limited. Unless we consider 
additional process stages before generating the target file, we can only generate 
relatively primitive visualization styles (e.g., 2D charts). Visualization techniques 
which are more complicated (e.g., TreeMaps or Parallel Coordinates) require a level 
o f sophistication of SVG or X3D which may not be possible with simple mapping 
techniques and may require a procedural approach.
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XM L idiosyncrasies When dealing with a Tree-centric pipeline based on XML, we must 
deal with the implementation specific nuances associated with each format. Since 
the XML specification does not prescribe a particular data modelling style, thefe can 
be many techniques to convey semantics. Any mapping system must be able to deal 
with these different techniques and be able to map between them. For example, child 
entities can be conveyed as attributes of an element, or new child elements. Also, 
some XML formats encode multiple values in a single XML element value pair. This 
is common in X3D (e.g., the RGB=“255 255 0” style). An effort has been made to 
standardise data modelling in XML through the XML Normal Form (XNF)[Tho01]. 
However, this has gained little traction.
The disadvantage of Specificity can be reduced by carefully crafting a user interface, with 
frequent user feedback and a good focus on the problem of Information Visualization. The 
disadvantages of Exclusivity will be naturally reduced as the trend towards producing data 
in semantically rich formats such as XML and RDF continues.
However, there are some fundamental design problems with the approach we have taken 
in implementing VizThis and taking the Tree-centric mapping approach with XML. This is 
illustrated by the following scenario.
The AutoMap algorithm works well when creating an SVG visualization due to the relative 
simplicity of the SVG schema design. However, when creating an X3D visualization 
the algorithm produces poor results. This is because AutoMap has to deal with the 
idiosyncrasies of X 3D’s design before it can even begin to deal with the best mappings 
from a visualization perspective. This is too complex a task to achieve good results. VizThis 
is trying to solve the problem at a level of abstraction which is too low (i.e. at the level 
of individual XML entities and primitive graphical artefacts). Therefore, we need a higher 
level of abstraction before we can solve non-trivial problems.
In summary, the VizThis interaction metaphor has produced some encouraging results which 
have been evaluated in a small-scale, informal, qualitative user evaluation. However, for the 
system to be a success we need to consider mapping at a higher level of abstraction and also 
have the ability to produce more sophisticated visualizations. We address these limitations 
in a new model which we describe in the next chapter (chapter 6).
Chapter 6
SemViz : From Web Data to 
Visualization via Ontology Mapping
6.1 Introduction
In this chapter, we introduce SemViz which takes an Ontology-centric approach to the 
visualization pipeline using Ontologies with Certainty Factors (OCF). Preliminary results 
from this work were presented at EuroVis 2008, Eindhoven where the paper won Best Paper 
Award [GSGC08]. Before describing the details of SemViz, it is beneficial to summarise 
the work from the previous chapter (chapter 5).
In the previous chapter we described VizThis which takes an XML-centric approach to 
mapping from source data to target visualization. We discussed the merits of this approach 
together with the disadvantages. There were 3 main disadvantages:
1. The VizThis system deals with XM L primitives (elements and attributes), rather than 
higher level data and visualization objects. This means that there is a large overhead 
in dealing with mapping low-level primitives between the source and target formats.
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2. The visual objects supported by the graphical display languages used by VizThis 
(SVG and X3D) are too low-level to easily create more sophisticated information 
visualization techniques such as TreeMaps and Parallel Coordinates.
3. VizThis attempts to provide the user with a definitive answer as to the best visualiza­
tion. There may be additional “just as good” visualizations which the user will miss 
out on seeing because of the tool’s rigid constraint-based system.
In this chapter we present SemViz which deals with the mapping process at a higher level 
of abstraction. SemViz addresses the three disadvantages above as follows:
1. The whole visualization pipeline uses ontologies as its core data structure. As such, 
the idiosyncrasies of the use of different XML primitives are eliminated because 
ontologies are more disciplined in their use of parent and child relationships. These 
are represented as concepts and attributes (see section 3). Also, ontologies have the 
ability to define more formally the semantics conveyed.
2. We utilise existing public domain visualization toolkits (i.e., ILOG Discovery and 
Prefuse) to create more sophisticated visualizations such as TreeMaps and Parallel 
Coordinates.
3. SemViz does not attempt to provide the user with a definitive “best visualization”. 
Instead, it ranks all possible visualizations and presents users with a selection of 
the best visualizations which they are free to explore further. Therefore, SemViz 
is not based on a rigid constraint-based system, but a scoring system which produces 
prioritised results.
6.1.1 Usage Scenario
In this chapter we demonstrate the application of SemViz as a visualiser of information on 
the web. There is a constant growth in the volume of information on the web which can be 
usefully visualized. This often takes the form of tables of information and lists. Ideally, this 
information would be presented in a semantically rich format with a well defined schema and 
an accompanying ontology (commonly known as the Semantic Web [BLHL01]). However, 
in practice, the information is mixed into visually appealing, but semantically non-machine 
readable web pages, with no defined schema and certainly no ontology. However, our need 
to visualize the information on these pages remains strong - the information is useful, and 
there is a large volume. We must therefore create a more pragmatic solution based on 
existing technologies and available tools.
6.1.2 System Overview
The novel design of this pipeline features three ontologies, namely a domain ontology (DO) 
for storing domain knowledge about the source data (i.e., music charts in this chapter), 
a visual representation ontology (VRO) for storing the knowledge about visualization 
tools, styles and parameter space, and a semantic bridging ontology (SBO) for storing the 
knowledge about the mapping from DO to VRO. We use an ontology mapping technique
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Figure 6.1: SemViz pipeline showing: Dom ain O ntology (DO); Sem antic B ridging
O ntology (SBO); and Visual R epresentation Ontology (VRO).
6.2 Sem V iz: Pipeline Stages 145
inspired by principles from O M EN  (O ntology M apping Enhancer) [M NJ05] to realise the 
autom atic data m apping within the pipeline, and create interfaces between the pipeline and 
two popular visualization tools, ILOG Discovery [BHS03] and Prefuse [HCL05J. We also 
use the concept o f Certainty Factors [Cha08] to weight relationships in the ontologies. 
Figure 6.1 shows an exam ple web page containing the iTunes Store song chart, and 
visualizations generated by ILOG Discovery and Prefuse autom atically via our pipeline.
6.2 SemViz: Pipeline Stages
We have developed a prototype, Sem Viz which is able to produce an end-to-end automatic 
visualization of tabulated data from  a selection of m usic chart web pages. Sem Viz allows 
the m apping algorithm ’s param eters to be adjusted and includes custom  code for interfacing 
to the visualization toolkits. We choose to output visualizations using either the ILOG 
Discovery or Prefuse visualization toolkits. These public dom ain tools are relatively easy to 
interface with and also provide a variety of visualization styles. The Sem Viz pipeline stages 
are as follows:
Stage 1. E x tract T abular D ata from  Web Page. If an XM L or CSV link to the
tabulated data is not provided, a screen-scraper/data extractor such as Solvent and Piggy 
Bank |H M K ()7| can be applied. The system needs the source data to be in a tabular format. 
For exam ple, the Web Page code is in H TM L and therefore contains form atting data which 
is superfluous to the visualization pipeline. Therefore, the tabular data must be extracted 
from the HTM L. An exam ple of this is shown to the right o f the Tabular Data output.
< tr>
<td>Country</td>"gf n &
Screen Scraper
Country Artist Song Position
Tabular Data
Country Artist Song Position
Tabular Data Instance-level 
^  Data Analysis 
(optional)
<D
i
Domain Ontology
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Stage 2. Perform  Instance-level D ata Analysis on Source Data. This stage is optional, 
but can be used to augm ent the D om ain Ontology, particularly if there is a large am ount of 
data where valuable sem antics can be usefully extracted.
Tabular Data Domain Ontology 
Country (subgraph)
Position O-
Label Lookup Table
Country Artist Song Position
Tabular Data
Map Tabular Data 
to DO sub-graph
DO (sub­
graph)
Domain Ontology 
(DO)
/, I Domain Ontology 
/  J} A (sub-graph)
«/</*>
v -
Stage 3. M ap Tabular D ata to Dom ain Ontology sub-graph . This com ponent uses 
string sim ilarity measures o f the data colum n and dom ain ontology concept names and also 
the instance data to probabilistically reason on the most likely m appings. Each m apping 
perm utation is scored and the top // o f the possible perm utations are stored. This is a schem a 
m apping process.
D o m a in  O n to lo g y  
(s u b -g ra p h )D O  (s u b ­
g rap h )
G e n e ra te  D O  tov 
V R O  
p e rm u ta tio n s  
>>Joghmjsed^iji
V isu al R e p re s e n ta tio n  
O n to lo g y  (V R O )S e m a n tic  B ridge  
O n to lo g y  (S B O )
D o m a in  O n to lo g y  
(su b -g ra p h )
X flfifS S s
V isu a l R e p re s e n ta tio n  O n to lo g y
D O  to V R O  
p e rm u ta tio n s
Stage 4. C reate  the Dom ain Ontology to VRO Perm utations. Depending on which 
concepts in the Domain Ontology have been stim ulated by the Source Data, the M apper 
uses the rules stored in the Sem antic Bridging O ntology to create m appings which aim 
to result in useful visualizations. Each m apping perm utation is scored, and the top m  o f 
the perm utations are stored. This is a schem a m apping process. The Ontology M apping 
algorithm  is described in section 6.7.
Stage 5. Score and  R ank the Perm utations. With the top n  perm utations from stage 3 and 
m  perm utations from stage 4, this results in n  x m  possible m apping perm utations. Each 
perm utation is given a score, they are ranked, and the highest 10 scoring perm utations are 
com bined with the original tabulated source data to form 10 VRO instances. In SemViz, 
10 are chosen as a good trade-off but this value is a parameter. The 10 VRO instances are 
converted into the specific files necessary for each Visualization toolkit supported by the 
system .
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O rd e red
P e rm u ta tio n s
(V is u a liza tio n s)
G e n e ra te  
V isu a liza tio n  
Toolkit S o u rc e  
D a ta
V isu alizatio n  
S o u rc e  D a ta
D o m a in  O n to lo g y
(su b  g ra p h ) y is u a | R e p re s e n |a tjon  O n to lo g y
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Stage 6. G enerate  V isualization Toolkit Source D ata. The VRO instances are converted 
into the specilic hies necessary for each V isualization toolkit supported by the system .
Country Artist Song Position
% = t  E-iS
Stage 7. Invoke V isualization Toolkits. The toolkits are invoked and the visualizations are 
generated before being presented to the user.
All o f the stages above (except stage 1) are autom atic in that no user intervention is required. 
Stage 1 requires that the user present the Sem Viz tool with source data in CSV form at (with 
the first row representing the colum n heading nam es). M ost web pages do not provide their 
data in this form at, therefore the user m ust use a screen-scraper. The am ount of manual 
interaction involved depends on the tool and the exact nature of the source webpage.
The full SemViz pipeline is shown in figure 6.2.
Vis
S o u rc e  D a ta
V isu liza tio nsV isu a liza tio n
Toolkit
(V isu a liza tio n s  }-  —  J
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Figure 6.2: The SemViz technology pipeline, from Source web page to Target visualizations.
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6.3 SemViz: Pipeline Ontologies
As discussed in section 3.1, an ontology provides an explicit conceptualisation (i.e., 
meta-information) that describes the semantics of data [FenOl]. A language for defining 
ontologies is syntactically and semantically richer than other common approaches (e.g., 
databases).
The concepts, relationships and attributes of the ontologies can be seen in Figure 6.4. 
Concepts (circles) are related via relations (arrows). For example, an “Artist” concept 
is related to a “Song” concept via a “has” relation. A concept can also have attributes 
(rectangles in the diagram). For example, an “Artist” concept has an “isPrimaryKey” 
attribute. The difference between an attribute and a relation is that an attribute points to a 
single primitive entity (e.g., an integer), whereas a relation points to another concept. When 
modelling domains using ontologies, there is a trade-off in deciding whether to use attributes 
or relations. Usually, a “policy decision” is made depending on the particular domain. For 
SemViz, we assert that attributes are only used to convey meta-information about concepts 
(i.e., isPrimaryKey, isQuantitative).
In previous work [GSG+06], we have defined ontologies which capture the semantics of 
common textual and graphical XML formats. These ontologies focussed on the primitive 
type of the data types (e.g., integer or string) as opposed to the rich semantics of the concept 
(e.g., artist and album). The ontologies were implemented in the VizThis tool as described 
in chapter 5. The work in this chapter (SemViz) uses ontologies which capture the richer 
semantics of the concepts.
6.3.1 Certainty Factors
In SemViz, we employ a novel type of ontology which we call Ontologies with Certainty 
Factors (OCF). Traditional Ontologies are based on absolute knowledge with binary 
relationships (they are either present or not present). Any reasoning operations on 
Traditional Ontologies typically provide only one solution. This process is similar as that 
provided by VizThis (see section 5). Ontologies with Certainty Factors have weighted 
relationships known as Certainty Factors [Cha08]. The strength of these relationships varies 
between 0.0 and 1.0 (this differs slightly from M YCIN which used values between -1 and 
+1). In this way, we can represent uncertain knowledge. We believe that it is more realistic to 
capture a lot of knowledge with certainty factors than a small amount of absolute knowledge. 
Certainty factors are a hybrid of an ordinal scale that humans use to specify and uncertainty 
which is more or less suggestive; an interval scale for computers, numbers like 0.6 and 
0.4; and a ratio scale for the actual arithmetic [Cha04]. A typical table of human readable 
descriptions (ordinal scale) mapped to a certainty factor (interval scale) is shown in table 
6 . 1.
Every relation in a OCF has a certainty factor associated with it. This may be a default value 
provided by the system in cases where a human has not explicitly defined one. In this way, 
every OCF is a fully connected graph of relationships between all concepts. This allows 
us to take two ontologies and for any mapping permutation of concepts between those two
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Description C erta in ty  Factor
strongly suggestive 0.8
suggestive 0.6
weakly suggestive 0.4
slight hint 0.2
Table 6.1: Human readable descriptions (ordinal scale) mapped to a certainty factor (interval 
scale).
TO O C F
Graph Representation of 
Domain Knowledge
yes yes
Syntactically and 
Sem antically rich
yes can be
Hierarchy of concepts 
and properties
yes can be
Exam ple M usic O ntology 
Specification (M O S)
Visual Representation 
Ontology (VRO)
Relationship type Absolute (0 or 1) C ertainty Factors (0.0 to 1.0)
Graph type Partial Fully connected
Format R D F /O W L RD F
(with weighted properties 
through reification)
Table 6.2: Traditional O ntologies (TO) versus O ntologies with C ertainty Factors (OCF).
ontologies, we can calculate a score. We discuss the SemViz algorithm  in detail in section 
6.7.
In table 6.2, we com pare Traditional O ntologies (TO) and O ntologies with Certainty Factors 
(O CF). It can be seen that the two types of ontologies are very similar, with the main 
difference being that an O C F is a fully-connected graph which has relationships weighted 
with Certainty Factors. This difference is shown visually in the exam ple in figure 6.3. This 
exam ple captures the relationships between a Person, A ddress and Pet. On the left, we can 
see that the TO is rigid in the sem antics conveyed. This is good in that very clear reasoning 
can be made about the relations between concepts. However, this rigidity does not allow the 
flexibility required for a scoring algorithm  such as SemViz. With the O C F (right), the same 
schem a is represented with a fully connected graph, representing all possible relationships 
betw een concepts. These relationships have certainty values ranging from 0.01 (very low 
certainty) to 0.9 (high certainty). In this way, the sem antics captured by the O CF are more 
expressive and more flexible.
We choose Certainty Factors over Fuzzy Logic or probabilistic m ethods due to their 
simplicity. Certainty Factors are easier to com prehend than fuzzy logic or probability 
m easures. This is im portant since the users o f Sem Viz will need to “prim e” the ontologies 
w ith values. Although these users may be dom ain experts, their dom ain o f knowledge may 
not be com puter science. As such, in order to accurately capture the knowledge of many
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Person
Has Has
Pet Address
Person
Has
(0 .9 ;
Has
,(0.98)
Has
( 0 .01 )
Has \
(0.03a
Has (0.4)Pet Address
Has (0.5)
Figure 6.3: A sim ple ontology captured using Traditional O ntologies (TO) (left) and 
Ontologies with Certainty Factors (OCF) (right).
DO VRO R elationship 
/ A ttribu te
synonym s - A
instance Hi story - A
has contains R
com plim ents com plim ents R
priori tyW rt priori tyW rt R
isQualitative isQualitative A
isQuantitative isQuantitative A
isPrim aryKey islnform ational A
- isM andatory A
Table 6.3: Sem antic Equivalence of relationships and attributes as used in the DO and VRO.
dom ains, we must make the process as straight forw ard as possible. This sim plicity also 
allows O ntologies with Certainty Factors to be exam ined while they are an integral part of 
a w orking system . This allows a certain am ount o f alteration and “debugging” by dom ain 
experts.
The ontologies used in SemViz were prototyped using S tanford’s Protege tool [N SD + ()I | 
and expressed in RDF/OW L |LS98]. In the follow ing worked exam ple, we use the B B C ’s 
top 40 web page visualized as a 2D Graph. We restrict the diagram s to show only stim ulated 
nodes and also relationships with significant weightings. The disadvantage of a fully 
connected graph is that the num ber of connections is 0 ( n 2). However, we also provide 
the com plete ontology with all values in tabular form.
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Record
L a b e l com plem ents (0.8)
Country
isQualitative
isQuantative
isPrimaryKey
0.9
Artist has (0.9)
0.9 isQualitative
isQuantativesynonyms
isPrimaryKeyinstanceHistory
Song synonyms
instanceHistory
isQualitative
isQuantative
isPrimaryKey
0.25
0.75
has (0.9) \
\  has (0.01) has j 0 -9 )
synonyms
GenreinstanceHistory
has (0.9)
isQualitative
isQuantative
isPrimaryKey
0.01 0.25 isQualitativeLast
Week
Chart
Position
Current
Chart
Position
0.99 0.75 isQuantative
isPrimaryKeyWeeks 
in Chart
synonyms
synonyms
instanceHistory
instanceHistory
com plem ents (0.9)i
com plem ents (0.6)
com plem ents (0.6) priorityWrt (0.8)
priorityWrt (0.8)
Figure 6.4: The Domain O ntology instance for the m usic charts subject area (as m apped to 
the BBC top 40 charts web page).
6.4 SemViz: Domain Ontology (DO)
The purpose o f the Domain O ntology is to store the sem antics of the subject area which the 
source web page covers. These sem antics are derived in such a way that they can be easily 
mapped to artefacts in the Visual Representation O ntology (VRO) (see section 6.5). This 
is done by defining a controlled set o f relationships and attributes for use in both the DO 
and VRO. Som e of the relationships and attributes have semantic equivalence. This forms 
the basis o f our ability to map between DO concepts (i.e., data entities) and VRO concepts 
(i.e., visual artefacts) and therefore produce cognitively useful visualizations. Table 6.3 
lists the relationships and attributes used in the DO and VRO, together with their sem antic 
equivalence (if applicable). Note that these relationships and attributes are general in that 
they can be applied to any new DO instance (e.g., car records) or VRO instance (e.g., 3D
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A ttribu te isQuantitative isQualitative isPrim aryK ey isPresent
C urrent Chart Position 0.97 0.01 0 1
Last Week Chart Position 0.91 0.12 0 1
Weeks in Chart 0.7 0.12 0 1
Artist 0.08 0.93 1 1
Song 0.05 0.91 1 1
has Current CP Last W eek CP W eeks in C Artist Song
C urrent Chart Position n/a 0 0 0 0
Last Week Chart Position 0 n/a 0 0 0
Weeks in Chart 0 0 n/a 0 0
Artist 0.1 0.1 0.1 n/a 0.9
Song 0.6 0.6 0.6 0.2 n/a
com plem ents Current CP Last Week CP W eeks in C Artist Song
C urrent Chart Position n/a 0.9 0.7 0.01 0.01
Last Week Chart Position 0.9 n/a 0.7 0.01 0.01
Weeks in Chart 0.7 0.7 n/a 0.01 0.01
Artist 0.01 0.01 0.01 n/a 0.9
Song 0.01 0.01 0.01 0.9 n/a
prio rityW rt Current CP Last Week CP Weeks in C Artist Song
C urrent Chart Position n/a 0.6 0.8 0.3 0.3
Last Week Chart Position 0.4 n/a 0.6 0.3 0.3
W eeks in Chart 0.2 0.4 n/a 0.3 0.3
Artist 0.7 0.7 0.7 n/a 0.6
Song 0.7 0.7 0.7 0.4 n/a
Table 6.4: All weightings for the M usic Dom ain O ntology (BBC Top 40 M usic Chart sub­
graph).
Graph) which may be added to the SemViz system.
The DO for the M usic C harts dom ain is shown in Figure 6.4. Each relationship and attribute 
has a certainty value which is a real num ber betw een 0.0 (w eakest) and 1.0 (strongest). 
The only exception to this is the “priorityW rt” (priority with respect to) relationship which 
is 0.5 if the two linked concepts are o f equal priority, or greater than 0.5 if the source 
concept has a higher priority than the target concept. The system records the certainty 
factor of all relationships and attributes, no m atter how strong or weak. In fact, there 
are relationships between every concept. These are present because the pipeline is based 
on certainty factor reasoning where we score perm utations in order to decide on the best 
mapping. In general, a DO is initially created by a dom ain expert who “prim es” the 
ontology with appropriate values for the relationship strengths. However, as relationships 
and attributes are strengthened or weakened by user feedback, then the strength values will 
alter to reflect this.
The first m apping stage of SemViz is between the Tabulated Source Data and the DO (stage 3
6.4 Sem Viz: Domain Ontology (DO) 154
in Figure 6.2). This process uses string similarity (Levenshtein distance [Lev65]) to measure 
the likelihood of a column in the source data having a match with a concept in the DO. 
String similarity is performed on both the column/concept names and the instance data. The 
DO keeps a record of concept name history (synonyms attribute) and instance value history 
(instanceHistory attribute). The score for the mapping of a column to a concept is based on 
the top similarities of the concept name synonyms plus the proportion of historical instances 
which are the same as the instances in the source. The second mapping stage between DO 
and VRO is based on Ontology Mapping concepts and is discussed in Section 6.7.
In Figure 6.4 it can be seen that the BBC Top 40 charts web page has been mapped to 
the “Artist”, “Song”, “Current Chart Position”, “Last Week Chart Position”, and “Weeks In 
Chart” concepts in the DO. These 5 mapped concepts are known as the stimulated concepts 
of the DO. They therefore represent a sub-graph of the full DO.
In table 6.4, we show the weightings of all relationships in the Music Domain Ontology 
sub-graph. The table is split into 4 smaller tables: Attribute Weightings; has Weightings; 
complements Weightings; and priorityW rt Weightings.
Each value in the table represents a Certainty Value [Cha08]. For example, the certainty 
that Current Chart Position is a quantitative value (i.e., isQuantitative) is 0.97 (very high). 
Conversely, the certainty that Artist isQuantitative is 0.08 (very low). We provide similar 
certainty values for isQualitative, isPrimaryKey, and isPresent. The certainty values for 
isPrimaryKey are either 0 or 1 since we know with a high degree of accuracy whether a 
source data entity is a primary key or not. Note that isPresent is a “control attribute”. It is 
set to 1 (true) if the source data entity has a target visual artefact mapped to it. Otherwise it 
is set to 0 (false). We use this “control attribute” together with the isMandatory attribute 
in order to ensure that all mandatory target artefacts have a mapping. If not, they are 
invalid mappings (i.e., scored as zero). Also note, we state that isPrimaryKey in the DO 
has semantic equivalence with islnformational in the VRO (see table 6.3). We state this 
because primary key entities often have values which are of a high importance and therefore 
need to be mapped to visual artefacts which show their value directly.
The lower three sub-tables in 6.4 represent the certainty weightings for has, complements 
and priorityW rt respectively. The table is read by first selecting an entity from the rows 
on the left (“Current Chart Position”, “Last Week Chart Position”, ... , “Song”) and 
then choosing a column (“Current CP”, “Last Week CP”, ... , “Song”). Note that some 
abbreviation is used for the column names due to space constraints. For example, an Artist 
has a Song with certainty 0.9 (high). However, Current Chart Position has Last Week Chart 
Position with certainty 0 (low). The has relationship represents a containment relationship 
between entities. The complements relationship is used to signify to what degree entities’ 
values change in relationship with each other (and if  the nature of how this relationship 
differs is of interest). For example, the age of a person and their height would be two 
entities with a high complements certainty value (since, to a certain degree, their values 
increase with each other). However, the name of a person and their weight would have a 
low certainty value (since the values are not typically related). The priorityW rt relationship 
is used to capture the relative priorities between entities. For example, a person’s Date O f  
Birth has a higher priority than Hair Colour. The priorityW rt certainty is 0.5 if the two 
linked concepts are of equal priority, or greater than 0.5 if the source concept has a higher
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Figure 6.5: The Visual Representation Ontology instance for a 2D Graph (as m apped to the 
DO instance in Figure 6.4).
priority than the target concept.
6.5 SemViz: Visual Representation Ontology (VRO)
The VRO captures the sem antics of a particular visual representation style (e.g., 2D Graph). 
It does this by m odelling visual artefacts (e.g.. X coordinate, Y coordinate, Colour, etc.) as 
concepts and the relationships between them. In this way, we can match relationships in the 
DO w ith relationships which have sem antic equivalence in the VRO. We can also perform a 
sim ilar task with sem antically equivalent attributes.
We have built V RO ’s for 2D graphs (see Figure 6.5), TreeM aps, Parallel Coordinates 
and G raph Networks. The m ajor source of inform ation during the dom ain m odelling 
exercise was ILOG Discovery. Its user interface has a Projection Inspector (see Figure 
6.6) w hich allows users to control the m appings between source data entities (e.g., 
“C urrent chart position” ) and target visualization artefacts (e.g., “X coordinate”). ILOG
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Attribute isQuantitative isQualitative islnform ational isM andatory
X 0.9 0.1 0.01 1
Y 0.9 0.1 0.01 1
W idth 0.9 0.1 0.01 0
Height 0.9 0.1 0.01 0
Label 0.1 0.9 0.9 0
C olor 0.9 0.5 0.1 0
C ontains X Y W idth Height Label C olor
X n/a 0.01 0.01 0.01 0.01 0.01
Y 0.01 n/a 0.01 0.01 0.01 0.01
W idth 0.01 0.01 n/a 0.01 0.01 0.01
Height 0.01 0.01 0.01 n/a 0.01 0.01
Label 0.01 0.01 0.01 0.01 n/a 0.01
C olor 0.01 0.01 0.01 0.01 0.01 n/a
C om plem ents X Y W idth Height Label C olor
X n/a 0.9 0.5 0.2 0.01 0.01
Y 0.9 n/a 0.2 0.5 0.01 0.01
Width 0.5 0.2 n/a 0.9 0.01 0.01
Height 0.2 0.5 0.9 n/a 0.01 0.01
Label 0.01 0.01 0.01 0.01 n/a 0.01
Color 0.01 0.01 0.01 0.01 0.01 n/a
p rio rity W rt X Y Width Height Label C olor
X n/a 0.5 0.8 0.8 0.5 0.5
Y 0.5 n/a 0.8 0.8 0.5 0.5
W idth 0.2 0.8 n/a 0.5 0.5 0.5
Height 0.2 0.2 0.5 n/a 0.5 0.5
Label 0.5 0.5 0.5 0.5 n/a 0.5
C olor 0.5 0.5 0.5 0.5 0.5 n/a
Table 6.5: All weightings for the Visual Representation O ntology for 2D graphs.
D iscovery’s Projection Inspector therefore provides a good source o f executable and 
pragmatic sem antics covering different visual representations. The 2D Graph VRO is also 
able to capture the sem antics used by 2D G raphs in other visualization toolkits such as 
P refuse [HCL05J.
The VRO  in Figure 6.5 and table 6.5 shows the 2D graph concepts (visual artefacts) which 
have been mapped to the concepts (data entities) in the M usic C harts DO from Figure 6.4. 
The “Text Label” and “Shape C olour” concepts have no visible relationships in the diagram 
since they are all of low strength. Note that the isMandatory attribute in the VRO has no 
sem antic equivalence to any attribute in the DO. However, it is used as a control feature to 
ensure that visualizations are valid through having all m andatory DO concepts (i.e., visual 
artefacts) mapped.
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Figure 6 .6 : ILOG Discovery’s Projection Inspector.
Where possible, we use terminology from the Information visualization reference model 
ICMS99) and Data State Model (Chi()21 as the terminology is independent of the visual 
representation and particular visualization toolkit used.
Note that the certainty values for the VRO are read in the same way as for the DO (see 
section 6.4). There are some differences in the names of the relationships and attributes. 
These differences and the semantic equivalences are shown in table 6.3.
6.6 SemViz: Semantic Bridging Ontology (SBO)
The purpose of the SBO is to capture and store the available expert knowledge about how 
various subject domains can be usefully visualized by different visual representations. This 
allows the complexity of the number of mapping permutations to be reduced. It also allows 
the accuracy of the scoring algorithm to be increased (see Section 6.7). The SBO is made 
up of Semantic Bridge concepts (or “semantic bridges”). Each semantic bridge records a 
single mapping between a DO concept (source data entity) and a VRO concept (target visual 
artefact), together with its appropriateness value. In this way, the SBO is a fully-connected 
graph of all possible permutations between the DO(s) and the VRO(s) in the system. By 
default, the appropriateness given to each semantic bridge is 100. However, this value can 
be increased or decreased to reflect specific expert knowledge. The SBO shown in Figure 6.7 
highlights the semantic bridges which have non-default appropriateness values for mappings 
between the Music Domain Ontology and the 2D graph Visual Representation Ontology.
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Figure 6.7: The Semantic Bridging Ontology containing the domain and visualization 
knowledge for mappings between the Music DO and the 2D Graph VRO.
As an example, semantic bridge number 10 (,sblO) represents the mapping between the 
source data entity Song and the target representation artefact Text Label. This semantic 
bridge has an appropriateness value of 123. This indicates that there is a strong mapping 
affinity between these two concepts. The benefits of this are two-fold. Firstly, the complexity 
of the SemViz algorithm is reduced because we can discount mapping permutations where 
the source data entity Song is not mapped to the target representation artefact Text Label. We 
can do this for all semantic bridges with an appropriateness value over a certain threshold. 
Secondly, we can use the appropriateness value as a factor in the SemViz scoring algorithm. 
This has the effect of increasing the accuracy of the scoring by taking into account the 
stored expert knowledge in the SBO. The SemViz scoring algorithm which takes the 
appropriateness value into consideration is detailed in section 6.7 as the second version 
of totalwQ.
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6.7 SemViz: Ontology Mapping Algorithm
The algorithm we employ to score the mapping permutations from the DO to VRO is loosely 
based on a version of the OMEN (Ontology Mapping ENhancer) algorithm described in 
[MNJ05]. OMEN uses a set of meta-rules that capture the influence of the ontology 
structure and the semantics of ontology relations to match nodes that are neighbours of 
already matched nodes in two ontologies. The approach of using meta-rules and semantics 
of concept relations has inspired the use of semantic equivalence (see table 6.3) and the 
comparison of relationship values (see section 6.3.1). Instead of OM EN ’s Bayesian network 
(which cannot easily be defined by experts), we use the SBO to manage the complexity 
and scalability of the mapping process. We also use the principle of Certainty Factors as 
described in [Cha08] in order to weight the relationships between concepts in the DO and
It is possible to consider all permutations between concepts from DO to VRO. However, 
this leads to an algorithm with a factorial computational complexity. Therefore, for non­
trivial examples, the number of permutations to check quickly becomes unmanageable. To 
reduce the number of permutations, we use the SBO to ensure that only a subset o f the 
permutations will be considered - those with semantic bridge appropriateness values over a 
pre-determined threshold. This expert knowledge can also be used by the scoring algorithm.
With respect to the base example in Figure 6.8, let 9 be the mapping from DO to VRO, so:
For a given D  in DO, if we wish to find w d  (the weighting of the concept pair mapping 
in this permutation in 9), we known that D  to D ' has a relationship of type qo>. We also 
known that V  to V '  has a relationship of type qfv ,. If qo> and q'v , have semantic equivalence, 
Qd ' ~  q 'v  (see table 6.3) then we can compare the certainty strength values: S£>> and t y . 
The closer these certainty strength values are to each other, the higher the probability of 
them being equivalent. In order to get w d , we apply a “fitness function” which takes the 
two strength values as parameters (s and t ). In the example visualizations in this chapter, 
we use the first fitness function ( / i ) .
The overall score given to the whole permutation, to ta lw e  (indicating the calculated 
cognitive value of the visualization) is the sum of all concept pair weight values. This is 
formalised as:
VRO.
V  = 9(D ) 
V ' = 9{D ')
D'^D
to ta l wq =  w d
D€lD O
where
f i ( s , t )  :=  1 — \s — t\
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Figure 6 .8 : The DO and VRO of a base example.
Sub-tab le A ttribu te  o r R elationship
isQuantativeJsQuantative 
isQualitativeJsQualitative 
isPrimaryKeyJsInformational 
isPresent-isMandatory 
has_contains 
complements-complements 
priority W rt_priority W rt
A
A
A
A (Control Attribute) 
R 
R 
R
Table 6 .6 : The sub-tables used in the SemViz algorithm (either Attribute or Relationship).
Other fitness functions are possible, such as fc, which takes into account the size of the 
values of s and t.
his, t):= (1 - 1« -  <|) • ^
An alternative version of totalwQ takes into account the appropriateness value ( c i d v ) stored 
in the SBO.
. , . v -  dDO(D)totalwf) = > wry  ---------
0 ^  100
D eD O
The approach of using a SBO allows us to reduce the permutation search space while 
utilising existing domain and visualization knowledge.
For the first example, we will use the scoring of the BBC Top 40 music chart dataset. The 
original web page is shown in figure 6.9. In figure 6 .10 we can see each of the 7 sub-tables 
which have been used to calculate the total score for the highest ranking visualization. The 
7 sub-tables are shown in table 6 .6 .
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Figure 6.9: The BBC Top 40 music chart web page source data.
There are two types of sub-table: attribute sub-tables; and relationship sub-tables. Attribute
sub-tables are simpler, so we will consider them first.
Each attribute sub-table is split into 3 columns. The first column represents the values 
for the source entity, the second column represents the values for the target entity, and the 
third and final column (shaded green) represents the score for that row (calculated from 
the source and target value using fi from section 6.7). The format is illustrated in the first 
attribute sub-table (isQuantative-isQuantative) where the relationship between columns is 
highlighted with orange and yellow. The final row in the third column (shaded blue) is the
sum of all rows above it and represents the total score for that attribute sub-table.
The format of relationship sub-tables is similar, except that instead of one column each for 
the source values, target values and total values, there are 4 (we call these a column blocks). 
The reason for this is so that we can calculate the certainty weightings of each relationship 
between all the entities. This format is illustrated in the complements ..complements 
relationship sub-table. The certainty weighting between the target entity (highlighted red)
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and all the other target entities (highlighted green) are represented as the numbers in 
the target column block (highlighted purple). The third column-block shows the scores 
(highlighted orange) for each row ’s certainty weightings (calculated using f \  from section 
6.7). The relationship sub-table has a final column which is the sum of the four scores to it’s 
left. The last row in this final column (shaded blue) is the sum of all five values above it and 
represents the total score for this relationship sub-table.
Finally, the total score for that mapping permutation is the sum of the scores of the 
(seven) sub-tables which in the example is 25.42 resulting in a ranking of 1. The resulting 
visualizations and scores are shown in figure 6.11.
Please note that the structure of the tables described above is specific to this particular 
example (BBC Top 40 music chart visualized as a 2D Graph). In particular, the number 
of column blocks in each relationship sub-table is 4 because \V R O \ =  5 (i.e., the number 
of column blocks in each relationship sub-table is \V R O \ — 1).
6.8 SemViz: Interaction Design
The SemViz user interaction design allows novice visualization users to view thumbnails of 
the visualizations generated. Each thumbnail is scored and ranked. The user can at any time 
select a thumbnail to see a larger view of it. This is shown in figure 6.12. Each visualization 
thumbnail is shown together with details of how the source data entities are mapped to the 
target representation artefacts. Below each thumbnail is a bar indicator showing the relative 
rank of each visualization.
The interaction design is based on the gallery interaction methodology [MAB+97]. This 
presents the user with multiple visualizations for one data set. This is based on the principle 
of the user being able to choose which visualization is most applicable for their needs. The 
ontology-based pipeline in SemViz lends itself to this style of interaction. Since the result 
of the pipeline is a score for each possible mapping permutation, we can present the user 
with a manageable set of the best visualizations.
This interaction methodology is particularly useful if there is a low degree of certainty 
about the scores given to each visualization possibility. This uncertainty is caused by a 
poor mapping certainty between the source data and the domain ontology (due to the source 
data not having a good match with the DO, or there being limited records in the source data).
The benefits o f the gallery selection methodology are:
• the user gets “something” to see, even if the certainty of its appropriateness is low.
• the visualization thumbnails which the user selects provides the system with feedback 
on the mapping decisions which were made. This provides the basis for a learning 
system based on user feedback.
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Figure 6.10: The SemViz scoring algorithm figures for the first visualization (Annotated).
6.9 SemViz: Results and Remarks
6.9.1 In s ta n c e  vs. S ch em a-lev e l C a te g o r is a tio n
In this example, we use the iTunes music chart web page as source data. The data set 
used is shown in figure 6.13 and consists of: 001111117 name. Song name. Artist name
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Figure 6.11: Top: The highest scoring visualization. Thumbnails: Images showing all 
(usable) permutations of the BBC Top 40 web page to the 2D Graph VRO in ILOG
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Figure 6.12: The SemViz user interaction design showing the scoring and ranking of the 
BBC Top 40 to 2D graph visualizations.
and Chart position of songs in top 10 music charts in 22 different countries. This dataset 
differs from the first example dataset (BBC Top 40) in that the data fields primarily have
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Figure 6.13: The iTunes music chart web page source data.
a hierarchical relationship, rather than being a mixture of quantitative numeric values and 
qualitative textual values as in the BBC Top 40 dataset.
There are two methods of deducing the semantics of the the web page source data:
1. Schema-level Categorisation. The semantics of each concept in the Domain Ontology 
are pre-detined. We use these semantics to calculate an effective mapping between 
the DO and VRO.
2. Instance-level Categorisation. An analysis of the actual values of the source data 
provides semantics. This analysis can optionally be performed by the Data Analysis 
module (see stage 2 in Figure 6.2) during the first pass through the visualization 
pipeline.
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Figure 6.14: TreeMap visualization of the iTunes chart data set (4 countries only). Top: 
Schema-based semantics deduced from the Music Chart DO. Bottom: Instance-based 
semantics derived from the source data by the Data Analysis module.
In Figure 6.14 we see the effects of the two methods on the visualization of the iTunes 
music chart using a TreeMap (4 countries only). The top visualization uses the DO as 
defined (schema level). This shows a Country —* Artist —► Song hierarchy. The second uses 
an instance level analysis to augment and override the DO. As such, we have a Artist —> 
Song —> Country hierarchy. This is because the Data Analyser deduces that a Song “has” a 
Country, rather than a Country “has” an Artist. For the iTunes Store music chart, the second 
method produces a cognitively more valuable visualization compared to the first method 
which doesn’t provide much more insight over the original web page’s table of data. The 
top visualization is based on semantics deduced from the Music Chart Domain Ontology 
(schema-based). The bottom visualization uses semantics deduced from the source data 
(instance-based).
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In this case, instance-based categorisation produces a cognitively more useful visualization 
since we can deduce 2 extra pieces of information more easily:
• the artists who have multiple songs in the charts.
• the songs which are in the charts in more than one country.
The question arises around which method should be used. If the source data set is limited 
(in terms of number of records), then very little extra semantic information can be gained 
from Instance-level categorisation via the data analysis module. In this case, we must utilise 
the semantics held within the Domain Ontology. However, a large dataset may contain a 
greater richness of semantics than exists in the Domain Ontology.
A TreeMap visualization for all 22 countries in the iTunes music chart is shown in figure 
6.15.
6.9.2 Annotation - Comprehending Automatically Created Visualizations
At the top of figure 6.16, we show the highest scoring visualization for the BBC Top 40 
webpage. Nearest to the origin, we can clearly see a cluster of shapes just below the X=Y 
line, representing those songs which have fallen least since the previous week. Shapes along 
the X-axis represent new song entries since they have no value (zero) for “Last Week” .
Notice that the six visualizations with the highest scores have a diagonal line (X  = Y )  
overlaid on the visualization. SemViz has automatically instructed ILOG Discovery to draw 
this line to assist the end-user with observing trends. A rule exists in the system which states 
that when a mapping permutation’s concept pairs pertaining to the the X  coordinate and the 
Y  coordinate have a complements value greater than a certain threshold, then there is a 
benefit in drawing the user’s attention to the placement of shapes relative to the X  = Y  line. 
Therefore, for this particular permutation, an assistance line is drawn. The values related to 
this process are highlighted in figure 6.16. We only show the complements-complements 
sub-table here since it is the only one pertinent to this example. Each visualization 
permutation has two numbers highlighted (orange in the first six visualizations, yellow in the 
seventh and final). These numbers represent the degree to which the source entities mapped 
to X  and Y  have a similar complements value. The numbers range from 0.0 to 1.0. In the 
case of the top 6 visualizations, these values are 1, therefore indicating the maximum degree 
of complementary relationship. Each of the top 6 visualizations therefore has a X  = Y  
annotation line drawn on it. This situation has arisen because the top 6 visualizations all 
have the following mappings:
• BBC_TW mapped to 2Dgraph_X and BBCJLW mapped to 2Dgraph_Y or,
• BBCJLW mapped to 2Dgraph_X and BBC_TW mapped to 2Dgraph_Y.
The seventh (final) visualization has:
• BBC_Artist mapped to 2Dgraph_X and BBC_TW mapped to 2Dgraph_Y.
This results in the values highlighted in yellow (0.11) in figure 6.16 which represent a low 
degree of complementary relationship. These values are not high enough to be above the
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Figure 6.15: TreeMap visualization of the iTunes chart data set (all 22 countries).
threshold required to annotate the visualization with an X  =  Y  line. This can be seen in the 
visualization.
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Figure 6.16: The process of deciding whether visualizations should be annotated.
6 .9 .3  P re fu se  V isu a liz a tio n s
Prefuse [HCL05] provides a visualization framework on which new visualization styles can 
be built. Many experimental visualization styles are included in the default package. Using
^9201499368348 54455541820
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Figure 6.17: The iTunes music chart visualized using Prefuse’s Aggregate Graph
visualization style.
SemViz, we have produced visualization using 2 of these and the iTunes music chart data
set:
Aggregate G rap h  (figure 6.17) The chart entries for 3 countries are shown. Only the artist 
name is give, but each chart entry is grouped by the country’s chart it appears in.
G rap h  Netw ork (figure 6.18) The chart entries for 4 countries are shown. Each song name 
node is connected to the country node in who’s chart it appears. Each song name node 
is also connected to the artist name node of the artist who sung the song. In this way, 
there are no duplicate nodes, and we can see which artists have multiple songs in the 
4 countries’ charts. This provides a similar type of insight to that gained from the 
TreeMap shown in 6.14.
Both visualizations take the form of interactive Java applets where individual nodes can be 
dragged and moved around the display. This level of interaction is greater than that provided 
by I LOG Discovery.
6.10 Summary 172
Alicia Keys Scouting for Girls reemasons
Kanye W est
Baby Bash
The Killers
Matchbox Twenty No One She's So L< Uninvited
ye one (feat. Pain) 9 Tranquiiize Corr vs Fedde Le Grand
Happy. Ending
TimbalandChns Brown
Soulja Boy Tell 'Em
Kiss (feat T-Pain) —  f W n V w T s  m  ^  MarkRonson
« * * »  Mika 
Colbie Caillat   Goodbye Mr A
I Love You ney 1 nere — S  t v  , The Hoos.ers
About You Now
j  Girl (You Are Beautiful)
Britney Spears Sugababes
Rihanna
f l H
Dont Stop the Music
S(anKinss,or.Beautfu|6|r)s _  Soulmate
When Did Your Heart Go
Culcha Candela
1234 ■ Natasha Bedingfield
Fe *st Jam es Blunt
y  ^ Je suis un homme
Harder Better Faster Stronger (Alive Radio Edit 2007)
David Guetta New Soul c
Zazie
Daft Punk
Yael Naim Justice
Figure 6.18: The iTunes music chart (4 countries only) visualized using Prefuse’s Graph 
Network visualization style.
6.10 Summary
In this chapter, we have described a pragmatic method of producing automatic visual­
izations using domain knowledge captured in ontologies. The Domain Ontology (DO) 
captures knowledge about the source web pages’ subject domain; the Visual Representation 
Ontologies (VRO) capture the semantics of popular visual representations/styles; and the 
Semantic Bridging Ontology (SBO) holds key knowledge about the relationships between 
data entities of the source subject domain and the visual artefacts of the target visualizations. 
We have rationalised the relationships between concepts in the DO and VRO into a core set 
of semantic equivalences which form the basis of the scoring algorithm.
We have adapted an existing ontology mapping algorithm to encompass Certainty Factors. 
This algorithm has a good trade-off between computational cost and ability to produce 
high quality automatic visualizations. We have implemented the visualization pipeline in a 
prototype. SemViz which functions end-to-end from source web page to target visualization. 
SemViz interfaces with two public-domain visualization frameworks.
We have shown demonstrable results by taking music chart web pages and using SemViz to 
interface with the ILOG Discovery and Prefuse visualization toolkits to produce examples
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in a variety of popular visualization styles. The visualization pipeline and supporting data-
structures provide a good framework on which to extend and refine the current ontology
mapping algorithm.
6.10.1 Advantages
Knowledge-based SemViz utilises knowledge stored in the form of ontologies in Qrder to 
improve the visualization process. M ost automatic visualization toolkits (including 
VizThis) rely on analysing the nature of the source data in order to create cognitively 
useful visualizations. The nature of the data includes type information (string, 
number, date etc.) and the variance of the data (number of unique values). As such, 
the ability of the toolkit to automatically produce useful visualizations is limited. In 
considering the additional semantics stored in a Domain Ontology, a toolkit has a 
far greater richness of semantics at its disposal. This ultimately will result in higher 
quality visualizations.
Toolkit Re-use The core competency of SemViz is mapping source data entities to 
target visualization artefacts. SemViz does not attempt to produce new graphical 
visualizations itself. As such, it utilises the vast body of work which the visualization 
community have put into creating visualization toolkits -  specifically visualization 
toolkits which expose their semantics to other applications. Compare this approach 
with VizThis which attempts to be a multi-function tool and perform data analysis, 
source to target mapping, and finally visualization graphic production. As described 
in section 5.8, the results are of limited quality.
Gallery Selection In the SemViz approach to visualization, we make the judgement that 
it is better to show the user a variety of possible visualizations which are deemed 
to have high cognitive value, rather than attempting to show the one visualization 
which the system thinks has the highest cognitive value. The reason for this is that the 
human brain is very good at finding the best solution from a limited selection (say 10 
options). The human brain is poor at finding the best solution from a large selection 
(50 or more options). Therefore, we can utilise computational power to reduce the 
users search space from hundreds or thousands of options, down to only 10 or so. By 
allowing a system the freedom to present the user with multiple options, we do not 
have to build a system which always gives the best answer first.
Focus on information SemViz assumes that the source data is of a high quality. This means 
that there is no need for data cleansing, and there are no complexities caused by the 
ambiguities of the schema design. In this way, again, SemViz concentrates on its core 
competency of mapping rather than data cleansing or cross-mapping features which 
VizThis has.
6.10.2 Disadvantages
Ontology Quality The quality of the visualizations produced by SemViz is dependent 
on the comprehensiveness of the Domain Ontology and the Visual Representation
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Ontology. Visualization quality also depends on the applicability of the source web 
page subject area to the Domain Ontology subject area. For example, a web page 
about cricket would have limited success at being visualised if the only domain 
ontology available were about football. Finally, the visualization quality depends 
on the applicability of existing Semantic Bridges (stored in the SBO) to the source 
web page. In summary, the quality of the visualizations is very dependant on the 
quality and appropriateness of the ontologies. This currently poses a problem due to 
the limited number of ontologies available for all but the most specialised areas (such 
as bioinformatics or chemistry).
Computational Complexity The computational complexity of the ontology mapping al­
gorithm used in SemViz is factorial. As such, the time to score all possible 
visualizations can become unreasonable when larger datasets are considered. The use 
of the Semantic Bridge Ontology helps reduce the complexity by “invalidating” some 
visualization possibilities based on the appropriateness score of the semantic bridges. 
However, again, the effectiveness of this depends on the quality of the ontologies, 
specifically the Semantic Bridge Ontology.
Openness of Toolkits SemViz is able to achieve improvements in automatic visualization 
by utilising existing visualization toolkits. However, in order to exploit the visual­
ization capabilities, the toolkits must expose their functionality in some way. Ideally, 
they must programmatically allow the mappings between the source data entities and 
target visual artefacts to be specified by another system (in this case, SemViz). If this 
is not the case, but there is an open, non-binary file format (as with ILOG Discovery), 
then custom data integration code can be written. Not all visualization toolkits provide 
this openness, especially those with a more commercial origin. This could limit 
SemViz from utilising more modem visualization techniques if an implementation 
with open interfaces is not available.
Chapter 7
SemViz Case Study : Scalability 
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7.1 Introduction
In the previous chapter we introduced SemViz, a software tool and visualization pipeline 
for scoring and ranking visualizations according to knowledge stored in ontologies. The 
examples we gave focus on the subject domain of music charts with visualizations created 
from two different source web pages (iTunes music chart and BBC Top 40 music chart). 
The examples given, although effective, were relatively small. The Domain Ontology for 
music charts contains 8 concepts (Record Label, Artist, Song, Country, Genre, Current Chart 
Position, Last Week Chart Position, and Weeks in Chart). Typically, a subject domain which 
a user wishes to visualise might contain 10’s or 100’s of different concepts. Therefore, in 
this chapter, we set out to assess the scalability and validity of SemViz by investigating a 
subject domain with a larger number of concepts.
In addition, the previous chapter introducing SemViz does not provide any user evaluation 
of the visualization results obtained. Instead, subjective evaluations are made on the quality 
of the visualizations based on the author’s own judgement. Clearly, in order for the SemViz
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approach to validated, external and independent evaluation of resulting visualizations must 
be conducted.
This chapter is therefore split up into two major sub-sections:
Scalability Evaluation The purpose of scalability evaluation is to judge whether the 
techniques of SemViz described in chapter 6 can be scaled to a larger number of 
domain concepts. We also need to measure the validity of the scores which the 
SemViz algorithm gives for various scenarios.
User Testing We perform user testing to ascertain whether the relative scores given to 
various visualizations are indeed a valid measure of their cognitive value. We do 
this by giving a selection of subject users various tasks. These vary from closed 
questioned, objective, timed tasks to open-ended, subjective, discussions. Combining 
the results of all these tasks together will give an indication as to the validity of the 
SemViz technique. It will also highlight areas where further work is needed. The final 
user testing task is to ask an expert user to inspect the visualizations created in order 
to comment on their cognitive value and to suggest improvements.
7.2 Subject Domain - Football
Football (or soccer) is one of the worlds most popular sports. W hether measured in terms of 
revenue generated, number of players (professional or amateur), or number of viewers (live 
or televised), there is no doubting the popularity of the sport. One aspect which fascinates 
fans the world-over is football related statistics. The long history of the game together with 
the sheer number of professional games played every year means that there is a vast quantity 
of statistical data available.
With the advent of the world-wide-web, these statistics have been published both by football 
clubs’ official websites, but more often, by amateur fans who wish to share their love of the 
sport (and a particular team) with other fans. The statistics largely exist as raw information 
in the form of tables o f results. Often these tables are organized into different categorisations 
(e.g., by team or year), and also by different sort order. However, visual presentation 
methods are seldom used. In particular information visualization techniques seem very 
rarely to be used. Therefore, this presents a good opportunity to test whether the SemViz 
approach (algorithm, methodology and user-interaction style) can be successfully applied to 
the areas of web-based football statistics.
7.2.1 Source Websites
We have identified 4 popular and detailed websites which record football statistics. We 
have not restricted ourselves to any particular team, country or competition. The websites 
we have used are shown in table 7.1. The use of such a varied sample of source websites 
will allow us to test out the approach of using a Domain Ontology in terms of its ability to 
cope with a wide-variety of domain concepts, all under the umbrella of web-based football 
statistics.
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Figure 7 .1: The Red I l.org Manchester United Fan Website. Note: Comp - Competition: 
WLD - Win, Loose or Draw; H/A - Flome or Away match; UTD - Number of goals scored 
by Manchester United; OTH - Number of goals scored by the Other team.
W ebsite Nam e W ebsite Type W ebsite Subject Sub-D om ain
Manutd.com Official site Manchester United stats
Red 1 1 .org Fan site Manchester United stats
Football.co.uk Football Magazine UK Premiership stats
Andrew’s FIFA World Cup Stats Fan site World Cup stats
Table 7 .1: The football subject domain source websites.
One way we wish to evaluate the scalability of SemViz is by how far it scales vertically with 
respect to Subject Sub-Domains. For example, we are modelling the domain of football. 
However, within this domain are sub-domains which specialise in specific areas of football. 
In the web sites we use as sources (see table 7 .1), these are: Manchester United; UK 
Premiership; and FIFA World Cup. This provides additional challenges to the evaluation 
of SemViz. We illustrate the nature of this relationship in figure 7.5.
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Figure 7.2: Andrew’s FIFA World Cup Statistics Website -  Web address: http://home. 
netvigator.com/~andrewshe/.
7.3 Football Visualizations
A summary of the visualizations produced as part of the Scalability Evaluation and User 
Testing tasks is shown in tables 7.2, 7.3, and 7.4. All visualizations referenced are shown 
from figures 7.6 to 7.15.
7.4 Scalability Evaluation
7.4.1 A p p ro a c h
In order to evaluate the scalability and validity of the SemViz approach, we demonstrate the 
visualization of a series of example data-sets, all using the football domain ontology. Our 
approach is as follows:
I. Create the Domain Ontology from analysing the source data entities (i.e., DO
concepts) from Red I l.org and Andrew’s FIFA World Cup Statistics. The Domain
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Figure 7.3: The Official ManchesterUnited.com Football Club Website.
Ontology took 22 hours to create and add certainty factor values. Most of this time 
was spent deciding on the certainty factor weightings for each concept pair for each 
relationship type. There are 4,389 relationships (i.e., certainty factor values) which is 
too many to show here. Therefore, we just show the extracted concepts names in table 
7.5. However, we show an extract of the Domain Ontology weightings in figure 7.16.
2. Create visualizations using instance data from Redl I .org and Andrew’s FIFA World 
Cup Statistics websites.
3. Create visualizations using instance data from ManUtd.com and Football.co.uk (but 
using the DO concepts created from R ed ll.o rg  and Andrew’s FIFA World Cup 
Statistics).
7 .4 .2  T ests a n d  R e su lts
In this section we detail each of the tests we applied to the system in order to assess the 
scalability and validity of the SemViz algorithm on a subject domain with a large Domain 
Ontology.
7.4 Scalability Evaluation 180
Football Stats Man Utd 2007 - 2008 stats results from Football co.uk 
A  *  O  http ;/sta(s foolbaM co uk/2007yman_utd ntml
stats
C~football
M a n  U td  2 0 0 7  -  2 0 0 8  s t a t s  r e s u l t s Man L td
Pi*y
Club: M anchester Utd 
r ofrped : 1878 
Nickname: Red Devils 
Colours: Red
S u d iu m  f rd  Trafio -c  (68.174 
Address Sir Matt Busby Way. Manchester, M16 ORA 
Wcfcvte: w w w .m anotd.con
click here »
C ham pionship
League One
Score 
Man U tc 0  0 
Kp-tsmpyt 
Mflr.Cttv 1 0
Man Utd 1 S)
Man U tc 1 0 
Ever tor
Man Utd 1 0
'fehan- 
Man Utd 4 Q
Aston V4U 1
Arch 
Cu'rent Sea«>n 
2007 2008
zoos ?oo*
2001 200<
2002 20C3
M ) J g ..
Arscnat t
Man Utd ?__0
Man U td 2_ 0
75725
BBBM i 199* 199 7 □
4 jr  O ne p a u sed  dow n lo a d  ©  Z U L e r u
Figure 7.4: The Football.co.uk Magazine Website. Note the difference in terminology 
used from that captured in the Football Domain Ontology: “Local” is used instead of 
“Home Team” ; “Visitor” is used instead of “Away Team”; and “Crowd” is used instead 
of “Attendance”.
7.4.2.1 Scalability of DO in term s of n u m b er of concepts 
Test ID: sOl
Test D escription: Can the SemViz algorithm still produce visualizations with a high degree 
of cognitive value, even when the number of concepts is increased from the initially tested 8 
(see the Music Charts Domain Ontology in Section 6 ) to 33 (as used by the Football Domain 
Ontology)?
Expected Result: The visualizations produced by SemViz will be ranked according to their 
cognitive value with the highest scoring visualization being the one which SemViz deems to 
have the highest cognitive value.
V isualizations Inspected: Figure 7.6 - The highest scoring visualization for the Manchester 
United versus Liverpool page on the Redl l.org website (2D graph).
Figure 7.13 - The highest scoring visualization for the “World Cup Finals Records by 
Country 1930-2006” page on the Andrew’s FIFA World Cup Statistics website (Parallel 
Coordinates).
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Figure 7.5: The Subject Domain inheritance model.
Result: The two visualizations inspected all have a high cognitive value. The mappings 
between the source data entities and target representation artefacts for the 2D graph result 
in a good visualization. The most important quantitative values (Date and Attendance) are 
mapped to the X axis and Y axis respectively. The qualitative values (M anager and Venue) 
are mapped to the qualitative artefacts. Also, the Parallel Coordinates visualization has a 
good ordering of source data entities which respects priority (most important on the left) 
and also complementary entities are plotted next to each other.
C onclusion: Pass
7A.2.2  Scalability of SemViz approach  in term s of num b er of records.
Test ID: s02
Test D escription: Can the SemViz algorithm still produce visualizations with a high degree 
of cognitive value, even when the number of records is increased from the initially tested 
40 (from the BBC Top 40 Music Chart in Chapter 6 ) to 175 (From the Manchester United 
versus Liverpool Results Page on Red I l .org)?
Expected Result: The visualizations will still be readable and we will gain an insight into 
the scalability issues which may result when there are an even greater number of records.
V isualizations Inspected: Figure 7.6 - The highest scoring visualization for the Manchester 
United versus Liverpool page on the Red I I.org website (2D graph).
Figure 7.10 - The highest scoring visualization for the Manchester United versus Livetpool 
page on the Redl l.org website (Parallel Coordinates).
Figure 7 .1 l - The highest scoring visualization for the Manchester United versus Livetpool 
page on the Red I l.org website (TreeMap).
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Sub-Dom Website Page Source Target Viz Tech Score Fig
ManU Redl 1 .org MvsL Date
Attendance
OTH
UTD
Manager
Venue
X
y
w
h
label
color
2D graph 92.17
(highest)
7.6
ManU Redl l.org MvsL Date X 2D graph 83.67 7.7
Attendance y (median)
OTH w
Venue h
UTD label
Manager color
ManU Redl l.org MvsL Manager X 2D graph 77.17 7.8
Venue y (lowest)
Date w
UTD h
Attendance label
OTH color
ManU Redl l.org MvsL Date X 2D graph 90.99 7.9
WLD y (highest)
Comp w
Manager h
HA label
Venue color
Table 7.2: Figures 7.6, 7.7 and 7.8 represent the highest ranking, median ranking and lowest 
ranking of the visualizations for the same sub-set of the source data using a 2D graph. 
Figure 7.9 represents the highest ranking visualization for a different sub-set of the source 
data (note the difference in Source Entities used). Key: ManU - M anchester United Sub- 
Domain; MvsL - M anchester United versus Liverpool, all results since 1886.
Result:. For the 2D graph and Parallel Coordinates, there is not a large overhead in having 
a greater number of records. However, the TreeMap quickly becomes unusable when there 
are a large number of source data entities (i.e., levels) and records. Therefore, we repeat 
the same exercise, but reduce the number of source data entities from 6 down to 3. This is 
illustrated in figure 7.12 which is a more clear visualization with a higher cognitive value.
Conclusion: Partial Pass - TreeMaps require consideration o f number o f records.
7.4.2.3 Comparing scores between visualizations which use the same visualization 
technique
Test ID: s03
Test Description: Validity of the visualizations score for comparing between visualizations
7.4 Scalability Evaluation 183
Sub-Dom Website Page Source Target Viz Tech Score Fig
ManU Redl l.org MvsL UTD
OTH
Manager
Date
Attendance
Venue
YpointO
Ypointl
Ypoint2
Ypoint3
Ypoint4
Ypoint5
Parallel Co 80.01
(highest)
7.10
ManU Redl l.org MvsL Attendance
UTD
OTH
Date
Venue
M anager
Color 
LevelO 
Level 1 
Level2 
Level 3 
Level4
TreeMap 78.23
(highest)
7.11
ManU Redl l.org MvsL Competition
M anager
WLD
Color 
LevelO 
Level 1
TreeMap 23.31
(highest)
7.12
Table 7.3: Figures 7.10, and 7.11 use the same source data sub-set as figures 7.6, 7.7 and 7.8 
but are visualized using Parallel Coordinates and a Tree Map (respectively). Figure 7.12 is 
a TreeMap with a reduced source data sub-set (3 source entities, instead of 6). Key: ManU 
- Manchester United Sub-Domain; MvsL - Manchester United versus Liverpool, all results 
since 1886.
which use the same visualization technique (e.g., all are 2D graph).
Expected Result: Visualizations with a higher score are cognitively more valuable than 
those with a lower score.
Visualizations Inspected: Figure 7.6 - The highest ranking visualization for the Manchester 
United versus Liverpool page on the Redl 1 .org website (2D graph).
Figure 7.7 - A middle ranking visualization for the Manchester United versus Liverpool 
page on the R edl 1 .org website (2D graph).
Figure 7.8 - The lowest ranking visualization for the Manchester United versus Liverpool 
page on the R edl l.org website (2D graph).
Result:. The three visualizations inspected do have a lower degree of cognitive value from 
figure 7.6, to figure 7.7 and figure 7.8. This is based on the author’s ability to find individual 
values and also to discern patterns in the information.
Conclusion: Pass
7.4.2.4 Comparing between visualizations which use different visualization tech­
niques
Test ID: s04
Test Description: Validity of the visualizations score for comparing between visualizations 
which use different visualization techniques (e.g., one is a 2D graph, one is a Parallel
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Sub-Dom Website Page Source Target Viz Tech Score Fig
WorldC Andrew WC Finals Country
Rank
Points
Won
Tied
Lost
YpointO
Ypointl
Ypoint2
Ypoint3
Ypoint4
Ypoint5
Parallel Co 82.36
(highest)
7.13
UK Prem FootB.co MU Res Date
Crowd
Home
Away
Local
Visitor
X
y
w
h
label
color
2D graph 8 6 . 8 8
(highest)
7.14
ManU MU.com ResFixs Home/Away 
Away Team 
Comp
Color 
LevelO 
Level 1
TreeMap 23.61
(highest)
7.15
Table 7.4: Figures 7.13, 7.14 and 7.15 all use different source data sets from different 
websites which are from different sub-domains. Each visualization is the highest 
scoring one amongst the 3 possible visualization techniques (2D Graph, TreeMap and 
Parallel Coordinates). Key: WorldC - FIFA World Cup Sub-Domain; UK Prem - UK 
Premiership League Sub-Domain; ManU - Manchester United Sub-Domain; Andrew - 
Andrews FIFA World Cup Statistics Website; FootB.co - Football.co.uk Website; MU.com - 
M anchesterUnited.com; WC Finals - World Cup Finals Records by Country 1930-2006; MU 
Res - Football Stats Man Utd 2007 - 2008 Season; ResFixs - Manchester United Fixtures 
and Results.
Coordinates and one .is a Tree Map).
Expected Result: The cognitive value of the three different visualization techniques will be 
reflected in the scores given.
Visualizations Inspected: Figure 7.6 - The highest scoring visualization for the Manchester 
United versus Liverpool page on the Redl l.org website (2D graph).
Figure 7.10 - The highest scoring visualization for the Manchester United versus Liverpool 
page on the R edl 1 .org website (Parallel Coordinates).
Figure 7.11 - The highest scoring visualization for the Manchester United versus Liverpool 
page on the R edl 1 .org website (TreeMap).
Result:. The author has judged that the visualizations have this order of cognitive value 
(highest first): 2D graph; Parallel Coordinates; and TreeMap. This is also reflected in the 
scores given. Note that the authors judgement will be compared with the judgement of 
independent user testers in section 7.4.
Conclusion: Pass
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Attendance
Figure 7.6: 2D graph visualization of Manchester United subject sub-domain, Manchester 
United versus Liverpool matches from Redl l.org website with mappings: x to Date; y to 
Attendance; width to Away Score; height to Home Score; label to Manager; color to Venue. 
Score = 92.17 (Highest ranking score)
7.4.2.S C om paring  the visualization of different sub-sets of the source d a ta  a ttrib u tes 
using the sam e visualization technique
Test ID: s05
Test D escription: Validity of the visualizations score for comparing the visualization of 
different sub-sets of the source data attributes using the same visualization technique (e.g., 
one visualization shows a 2D graph of: Home Score, Away Score. Attendance; another 
shows Home Score. Date, Manager; another shows Venue, Competition, Date).
Expected Result: The visualization which uses the sub-set of source attribute data which 
can give the most cognitive value when visualised has the highest score.
V isualizations Inspected: Figure 7.6 - The highest scoring visualization for the Manchester 
United versus Liverpool page on the Redl l.org website when the sub-set of source data 
entities is Date. Attendance, UTD. OTH. Manager. Venue (2D graph).
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Atten dance
Figure 7.7: 2D graph visualization of Manchester United subject sub-domain, Manchester 
United versus Liverpool matches from Redl l.org website with mappings: x to Date; y to 
Attendance; width to OTH; height to Venue; label to UTD; color to Manager. Score = 83.67 
(Middle ranking score)
Figure 7.9 - The highest scoring visualization for the Manchester United versus Liverpool 
page on the Redl l.org website when the sub-set of source data entities is Date, WLD, 
Competition. Manager. HA, Venue (2D graph).
Result:. The visualization in Figure 7.6 has the most cognitive value when compared to the 
visualization in Figure 7.9 (as judged by the author). This corresponds to the score given by 
the SemViz scoring algorithm.
C onclusion: Pass
7.4.2.6 Sam e sub-dom ain , different websites
Test ID: s()6
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Figure 7.8: 2D graph visualization of Manchester United subject sub-domain, Manchester 
United versus Liverpool matches from Redl l.org website with mappings: x to Manager; y 
to Venue; width to Date; height to UTD; label to Attendance; color to OTH. Score = 77.17 
(Lowest ranking score)
Test D escription: We need to test the scalability of the Domain Ontology for a wide-breadth 
of subject area concepts within the overall umbrella domain (i.e.. 4 different websites, 3 
different sub-domains (Manchester United, UK Premiership. FIFA World Cup), 1 domain 
ontology (Football)). In this test, we consider the same sub-domain (e.g., Manchester United 
stats), different websites (e.g., ManUtd.com when DO is created from Redl l.org)
Expected Result: Cognitively valuable visualization are still produced (and scored highly) 
for websites which were not considered in the modelling of the original Domain Ontology, 
but which have a sub-domain which was considered.
V isualizations Inspected: The original DO was modelled on the R ed ll.o rg  website 
(Manchester United statistics) and Andrew’s FIFA World Cup Statistics website (FIFA 
World Cup statistics). We will inspect the visualizations produced and scored highly from 
the ManUtd.com website. Figure 7.15 - The highest scoring visualization for the Results
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Figure 7.9: 2D graph visualization of Manchester United subject sub-domain, Manchester 
United versus Liveipool matches from Redl l.org website with mappings: x to Date: y to 
Won/Lost/Drawn: width to Competition Name; height to Manager; label to Home/Away; 
color to Venue. Score 90.99 (Highest ranking score but with a different subset of source 
data entities from figure 7.6. Notice that figure 7.6 has a higher cognitive value and indeed 
a higher score. See section 7.4.2.5 for further discussion.)
and Fixtures page on the ManUtd.com website.
R esult:. The highest scoring visualization according to SemViz has a high degree of 
cognitive value as judged by the author.
Conclusion: Pass
1.4.2.1 D ifferent sub-dom ain, different websites
Test ID: s07
Test D escription: In this test, we consider a different sub-domain (e.g.. A website from the 
UK Premiership sub-domain when DO is modeled from Manchester United stats and World 
Cup stats)
Expected Result: Cognitively valuable visualization are still produced (and scored highly) 
for websites with sub-domains which were not considered in the modelling of the original 
Domain Ontology.
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Figure 7.10: Parallel coordinates visualization of Manchester United subject sub-domain, 
Manchester United versus Liverpool matches from R edll.o rg  website with mappings: 
YpointO to UTD; Ypointl to OTH: Ypoint2 to Manager; YpointS to Date; Ypoint4 to 
Attendance; Ypoint5 to Venue. Score 80.01 (Highest ranking score for the same subset 
of source data entities as shown in figure 7.6. Notice that figure 7.10 has a lower cognitive 
value and indeed a lower score than figure 7.6. See sections 7.4.2.2 and 7.4.2.4 and for 
further discussion. )
V isualizations Inspected: The original DO was modelled on Manchester United statistics 
(the Redl l.org website) and FIFA world cup statistics (Andrew’s FIFA World Cup Statistics 
website). We will inspect the visualizations produced and scored highly from data in the 
UK Premiership sub-domain (football.co.uk website). Figure 7.14 - The highest scoring 
visualization for the Football Stats Man Utd 2007 - 2008 Season page on the Football.co.uk 
website.
R esult:. The highest scoring visualization according to SemViz has a high degree of 
cognitive value as judged by the author.
Conclusion: Pass
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Figure 7 .1 I: TreeMap visualization of Manchester United subject sub-domain, Manchester 
United versus Liverpool matches from Redl l.org website with mappings: LevelO to UTD: 
Level I to OTH: Level2 to Date: Level3 to Venue: Level4 to Manager; Color to Attendance. 
Score 77.83 (Highest ranking score for the same subset of source data entities as shown in 
figure 7.6. Notice that figure 7 .1 l has a lower cognitive value and indeed score than figure 
7.6. See sections 7.4.2.2, 7.4.2.4 and 7.7.1.3 for further discussion.)
7.5 User Testing : Approach
The purpose of the user testing is to mimic as closely as possible the scenario whereby a 
user wishes to perform ad-hoc visualization of a dataset on a webpage. An advantage which 
users of general purpose visualization packages have is that they usually have a specific idea 
of the visualization they have in mind. This leads them to being “experts” at reading their 
own visualization. With the SeniViz interaction technique, a more ad-hoc approach is taken 
to providing the visualization (c.f. the Design Galleries approach as discussed in section 
2.5.1.2). However, with Design Galleries, the user is iteratively led to the visualization. In 
contrast, SemViz gives the user a visualization immediately with no training or lead-in. It is 
important to assess the impact of this and ask if ad-hoc visualization still allows the user to 
gain cognitive insights into the data.
The user tests were conducted according to the principles of discount usability engineering
7.5 User Testing : Approach 191
Pre WW1
WLD (Win/Loose/Draw) - Color and Label
Manager
Competition
1
g g a  i s  w mn n w   Lk BbTgg.l D m m
A lex F erg u s t W ilfM cG uint F rank  O 'Farr
R on  A tkinso D ave Sexton  T om m y Docl
» 2J II: 9 .
I™ -  "a “ s  m mm
B etw e en  th e  Sir Matt B usl P re  WW1 Alex F e rg u s o n
LgDivI LgPL
T om m y Docl
R on A tkinson D ave Sexton
Pre  VWv1 R on A tkinso D ave Sexton
R on  A tkinson Alex F e rg u s o n  Alex F e rg u s t Sir Matt B usl B e tw een  th e  Alex F e rg u s o n
LC up FACup CS
Sir Matt B usby
Figure 7 .12: TreeMap visualization of Manchester United subject sub-domain, Manchester 
United versus Liverpool matches from R ed ll.o rg  website with mappings: LevelO to 
Competition; Level I to Manager; Color to Win/Loose/Draw; Label to Win/Loose/Draw. 
Score 23.31 (Highest ranking score for a reduced subset of source data entities compared 
with figure 7.11. Notice that this visualization has a higher cognitive value, yet its score is 
lower than figure 7.11. The reasons for this are discussed in sections 7.4.22 and 7.7.1.3.)
| N ie951- We aim to get the maximum insight into the validity of the SemViz approach with 
the minimal of cost (in terms of number of participants and the task length). The aim of this 
is to gain early feedback which can validate the SemViz approach and also inform further 
work.
7.5.1 S u b je c t P re p a ra t io n
Each user testing participant is given a brief description of the test environment, including 
the subject domain (football) and the reasons for conducting the tests. The following are 
also described:
1. Brief description of ILOG Discovery’s interaction. User is told that they can move 
pointer over a visualization to get record specific information and to see all held
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Figure 7.13: Parallel coordinates visualization of World Cup Statistics subject sub-domain. 
World Cup Finals Records by Country 1930-2006 from Andrew’s FIFA World Cup Website 
with mappings: YpointO to Country; Ypointl to Rank; Ypoint2 to Points; Ypoint3 to 
Won; Ypoint4 to Tied; Ypoint5 to Lost. Score 82.36 (Highest ranking score for a Parallel 
Coordinates visualization of a different dataset compared to the previous visualizations. 
Note that this visualization scored higher than the equivalent highest scoring visualization 
using a 2D graph or TreeMap technique. See sections 7.4.2.1 and 7.7.1.2 for further 
discussion.)
values.
2. Description of 2D graph (what each parameter means).
3. Description of TreeMap (what each parameter means).
4. Description of Parallel Coordinates (what each parameter means).
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Figure 7.14: 2D Graph visualization of UK Premiership subject sub-domain, Results of 
Manchester United Matches 2007/2008 season from Football.co.uk Website with mappings: 
x to Date; y to Crowd; width to Home; height to Away; label to Local; color to Visitor. Score 
86.88 (Highest ranking score for a 2D graph visualization of a different dataset compared 
to the previous visualizations. Note that this visualization scored higher than the equivalent 
highest scoring visualization using a Parallel Coordinates or TreeMap technique. See section 
1 A .2.1 for further discussion.)
7 .5 .2  A p p a ra tu s
1. Apple MacBook running Windows XP under the Parallels Virtual Machine.
2. ILOG Discovery version 20050321.
3. iSight recorder for capturing subject.
4. Screen recording software for recording subjects' actions.
5. Canon H FI00 camcorder for recording whole experiment (subject and instructor).
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Figure 7.15: TreeMap visualization of Manchester United subject sub-domain, Manchester 
United Results and Fixtures from ManUtd.com website with mappings: LevelO to Away 
Team: Level I to Competition Name; Color to Home/Away. Score 23.61 (Highest 
ranking score for a TreeMap visualization of a different dataset compared to the previous 
visualizations. Note that this visualization scored higher than the equivalent highest scoring 
visualization using a 2D graph or Parallel Coordinates technique. See section 7.4.2.6 for 
further discussion.)
7 .5 .3  S u b je c ts
The subjects chosen were all from a non-Computer Science background and certainly had 
no knowledge of Information Visualization techniques. This profile was deliberately chosen 
so as to mimic the target audience as described in section 1. We wish to validate SemViz as 
a tool to allow
general purpose information visualization for non-experts 
The subject profiles are listed in table 7.6.
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Figure 7.16: An extract from the Football DO. All thirty three concepts are shown with their 
relationships for “is” attributes and and the first twelve has relationships.
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ID Source C oncept
1 Club
2 Home Ground
3 Manager
4 Match
5 Venue
6 Attendance
7 Date
8 Home Team
9 Away Team
10 Home Score
11 Away Score
12 Won/Lost/Draw
13 Goal Scorer
14 Competition Name
15 Number of Games
16 Number of Teams
17 Host
18 Number of Goals
19 Number of Sent Off Players
20 Champion Team
21 Home/Away
22 Player
23 Runner Up
24 Captain
25 Rank
26 Number of Games Won
27 Number of Games Lost
28 Number of Games Drawn
29 Goals For
30 Goals Against
31 Goal Difference
32 Points
33 Capacity
Table 7.5: The Football Domain Ontology Concept Names.
7.6 User Testing : Closed Tasks
It is difficult to evaluate any system without gaining solid metrics on its performance. With 
user testing, it is necessary to set tasks which gain objective results. In this set of tasks we 
measure the time taken for users to perform a set of well-defined, closed tasks.
Task ID  c 1
Overview Give subjects specific tasks with a 2D graph and time how long it takes them to 
complete.
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D Gender Age Occupation English proficiency
1 Female 28 Teacher Advanced
2 Female 32 Accountant Upper Intermediate
3 Female 38 Secretary Lower Intermediate
4 Female 46 Secretary Lower Intermediate
5 Male 32 Engineer Upper Intermediate
6 Male 31 Banker Native
7 Female 30 Student Native
8 Male 60 Retired Native
9 Female 28 Student Native
Table 7.6: Profiles of each of the User Testing subjects.
Purpose of task Find out how well the SemViz scoring algorithm and ad-hoc visualization 
works for 2D graphs.
Procedure 1. Show the subject the source web page - Manchester United versus 
Liverpool results from Redl l.org (see figure 7.1).
2. Give subjects an opportunity to ask questions about the webpage. (To help 
clarify field names, and allow subjects to familiarize themselves with the number 
of records and number of fields).
3. Subject is shown the visualization (see figure 7.6).
4. Subject is given the questions cl .1 to c l .5 (see below).
5. Record whether the subject gives the correct answer and how long it takes.
6. Subject is given three attempts to find the correct answer.
Questions • c l .l  W hat is the trend of the attendance against time?
• cl.2 On which date was the highest scoring draw?
• cl.3 Give me the dates of 5 matches when a high number of goals were scored 
by both teams.
• cl.4 Give me the dates of 5 matches when one team scored many more goals 
than the other team.
• cl.5 Can you see any anomalies (strange exceptions in the data)? On which date 
did they occur? Why do you think they occurred?
Task ID c2
Overview Give subjects specific tasks with a Parallel Coordinates visualization and time 
how long it takes them to complete.
Purpose of task Find out how well the SemViz scoring algorithm and ad-hoc visualization 
works for Parallel Coordinates.
7.6 User Testing : Closed Tasks 198
Procedure 1. Tell the subject that the next visualization is based on the same dataset
(from the web page shown in figure 7.1).
2. Subject is shown the visualization (see figure 7.10).
3. Subject is given the questions c2.1 to c2.4 (see below).
4. Record whether the subject gives the correct answer and how long it takes.
5. Subject is given three attempts to find the correct answer.
Questions • c2.1 For what duration has Alex Ferguson been manager?
• c2.2 Which score draws are most frequent?
• c2.3 Can you see any periods in time when no matches were played? When were 
these periods?
• c2.4 Can you see any patterns with the number of goals scored?
Task ID c3
Overview Give subjects specific tasks with a TreeMap and time how long it takes them to 
complete.
Purpose of task Find out how well the SemViz scoring algorithm and ad-hoc visualization 
works for TreeMap.
Procedure 1. Tell the subject that the next visualization is again based on the same 
dataset (from the web page shown in figure 7.1).
2. User is shown the visualization (see figure 7.11).
3. Subject is given the questions c3.1 to c3.4 (see below).
4. Record whether the subject gives the correct answer and how long it takes.
5. Subject is given three attempts to find the correct answer.
Questions • c3.1 How many managers have there been while M anchester United have 
been in the Premier League (LgPL)? What is/are their name(s)?
• c3.2 How many wins, losses and draws have M anchester United had against 
Liverpool in the Premier League? Would you say Manchester United have done 
well, ok or badly against Liverpool in the Premier League?
• c3.3 How many wins, losses and draws have M anchester United had against 
Liverpool in the FA Cup? Would you say Manchester United have done well, 
ok or badly against Liverpool in the FA Cup?
• c3.4 Under which M anager and in which Competition have Manchester United 
not done very well?
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7.6.1 Expected Answers
The task id and expected answers are shown below: 
c l .l  Attendance has gone up over time. 
cl.2 22-08-58.
cl.3 Any five dates from 02-11-1895, 25-03-1908, 19-02-1910, 22-08-1953, 04-04-1988, 
10-11-1962.
cl.4 Any five dates from 19-09-1925, 01-11,1913, 05-05-1928, 19-12-1953, 12-04-1952, 
13-12-1969, 26-12-1978, 05-04-2003.
cl.5 The red ellipse representing Anfield Road should be Anfield (probably a data entry 
error in the original website). The two ellipses with unique colours representing 
Millennium Stadium and Millennium Stadium Cardiff (should have the same name). 
The match on 24-01-1948 with a very high attendance of 74,000 for its time (maybe 
a data entry error).
c2.1 From 26-12-1986 to present.
c2.2 0-0, 1-1, 2-2.
c2.3 Any three dates from 02-04-1915 to 01 -01 -20, 24-12-1921 to 10-03-1926, 03-04-1931 
to 21-11-1936, 06-05-1939 to 11-09-1946, 19-12-1953 to 30-01-1960.
c2.4 M anchester United seem to have had more wins (because the lines always point down 
from UTD to OTH). Also, when there is a really high score, it seems Liverpool are 
the scorers (and winners).
c3.1 One - Alex Ferguson.
c3.2 18 wins, 7 losses, 7 draws.
c3.3 8 wins, 3 losses, 4 draws.
c3.4 Ron Atkinson in the League Cup, Alex Ferguson in the Charity Shield.
7.6.2 Results and Remarks
The time taken for completing each of the tasks are shown in table 7.7. This is shown 
visually in figure 7.17 and figure 7.18. Where a task was not completed, or the correct 
answer was not given after three attempts, the value is empty.
In most visualization tasks, users have a set goal. They know with a high degree of certainty 
the information they are looking for. With SemViz, users are presented with a visualization 
and may not have a set goal. Their goal may be as open as getting a summary or even finding 
out “something interesting” . For this reason, each subject was given the opportunity to 
comment on each of the three visualizations. These comments provide addition information 
on which to assess the effectiveness of SemViz.
7.6 User Testing : Closed Tasks 200
Subject ID I 2 3 4 5 6 7 8 9
c l .l 240 21 1 15 60 12 2 2 6 4
c l .2 5 104 105 1 1 5 6 14 1 1
c l .3 73 65 135 30 23 19 44 43
c l .4 24 41 102 29 22 18 28 30
c l .5 3 58 85 59 49 21 31 12
c2.1 12 20 122 27 8 9 15 18
c2.2 64 77 103 35 5 9 4 38
c2.3 1 1 10 130 48 32 39 47 24
c2.4 44 67 49 20 25 59
c3.1 2 9 7 1 1 2 4 3
c3.2 13 23 34 9 1 1 9 24 15
c3.3 18 45 20 8 9 10 23 18
c3.4 18 66 80 12 8 15 19 8
Table 7.7: The number of seconds it took each subject to perform each task.
Below, we summarise how each subject performed in the tasks and compare this to their 
profile (age. occupation, gender and English-language proficiency). We also list any 
comments the subjects made about the visualizations and the tasks themselves.
Subject 1 This subject, although her native language was not English, had a high degree 
of proficiency. Therefore, the language of the questions and tasks did not seem to 
hinder her progress. The timing of her tasks is very similar to that of the native 
speakers (subjects 6 to 9) except for task cl . l  where the subject took the longest 
time of all subjects. From observing the subject performing this task it seems that 
she overestimated the complexity of the task and was trying to give a more indepth
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Figure 7 .17: Results of SemViz User Testing with 9 subjects and 13 tasks.
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answer than what was required.
Subject 2 Stated that one reason she had trouble interpreting the visualizations was because 
she had very little interest in the area of football, in particular the competition names 
(Premier League. FA Cup etc.) were alien to her. Also stated that Parallel Coordinates 
were complicated and less understandable than 2D graphs or TreeMaps. However, 
the subject completed the tasks in a reasonable time except for task c2.4 where the 
subject was asked to spot any patterns in the number of goals scored. The subject did 
not understand the question and when it was explained, she did not give any answer.
Subject 3 This subject had a low degree of English language proficiency when compared to 
the other non-native speakers. However, the subject completed all of the tasks (except 
c2.4 again), but the duration was longer. Preferred 2D graphs and Parallel Coordinates 
over TreeMaps. Stated that she liked the idea of Parallel Coordinates and could see 
how they might be helpful in her work. Task time was slowed due to unfamiliarity 
with the track-pad on the laptop used.
Subject 4 In the 2D graph (figure 7.6) the subject couldn’t equate the size of the shape with 
the number of goals scored. The subject was having problem with understanding the 
questions also. The only task where the correct answer was given was task cl . l .  After 
attempting all other tasks up to cl .4. the test was abandoned as it was felt unlikely that 
any further success would be gained. Task time was slowed due to unfamiliarity with 
the track-pad on the laptop used.
Subject 5 This subject had a good English language proficiency level and stated that he 
had an interest in football. He completed all the tasks in a good time except task c2.4 
where he took longer than average. This seemed to be because the subject was trying 
to find anomalies which weren’t obvious (e.g., patterns in the number of goals scored 
compared to attendance).
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Figure 7 .18: Results of SemViz User Testing - Parallel Coordinates.
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Subject 6 This subject completed many of the tasks very quickly. The subject was a native 
speaker, from a numerate discipline and had an interest in football. Again task c2.4 
seemed to take longer than average to complete and it seems that the reason for this 
was the same - the subject was trying to find in-depth anomalies which did not exist 
(or were not one of the expected results).
Subject 7 This subject stated that she had no real interest in football. However, the tasks 
were all completed in a short time. The subject was very focussed on the tasks and 
she did not try to find any complicated or in-depth answers. This is reflected in the 
low time for task c2.4.
Subject 8 This subject was the oldest of all subjects tested. He had an interest in football 
and had a numerate background. However, some of the tasks took longer than average 
(particularly the Parallel Coordinates) due to the subject’s unfamiliarity with the track­
pad and poor eye-sight.
Subject 9 This subject stated that she had no interest in football. As such, some of the 
terms (e.g., “score draw”) had to be explained to the subject. Again, task c2.4 took 
a long time to complete. However, this seemed to be due to the subject’s inability to 
identify anomalies rather than trying too hard to identify complex anomalies which 
weren’t present (like subjects 5 and 6).
After analysing all results we rationalise the findings into 6 key points:
English proficiency For subjects who were native speakers, Advanced, or Upper-Intermediate 
level, there was not a significant difference in task completion time. However, the two 
subjects who were at a Lower-Intermediate level had significantly different results. 
Subject 3 completed the majority of tasks, but at slower pace. Subject 4 was only able 
to complete one task of the 13 tasks set. Therefore, we can conclude that performing 
user testing on non-native speakers is a valid and useful exercise as long as their 
English-language proficiency is Upper-Intermediate or above.
Domain Knowledge Adhering to a common stereotype, the male subjects said they had 
an interest in the subject domain (football), while all female subjects said that they 
weren’t particularly interested. This seems to have had an effect on the time taken to 
complete tasks. For most tasks, the time seems to have been reduced. Interestingly, 
for task c2.4 (finding anomalies) the male subjects took more time. This seemed to be 
related to “trying too hard” to find anomalies which weren’t present.
Parallel Coordinates Usability Three of the subjects had problems selecting individual 
lines (records) when using the Parallel Coordinates. This added time to some tasks 
which w asn’t related to the subjects’ cognition speed.
Track-Pad Usability Three of the subjects had not used a laptop’s Track-Pad before 
participating in the user testing. Again, this resulted in increased task time which 
was not related to cognition speed.
Design of Task c2.4 This task asked subjects to find anomalies in the data. For some 
subjects, the task proved to be very straightforward. For others, it took a long time 
to complete. This was mainly due to different interpretations of the task by different 
subjects. This points to the task being poorly designed. If the user testing exercise
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were to be conducted again, the author would make this question more specific in 
order to avoid misinterpretation.
Validity of SemViz Except for subject 3, all subjects gained cognitive insight into the data 
on the original webpage. The three visualizations used were the highest scoring ones 
as produced by SemViz. Our user testing therefore shows that SemViz has benefit for 
non-expert visualization users.
7.7 User Testing : Expert Visual Inspection
In this series o f tests, we asked an experienced Computer Scientist with expert knowledge 
of both information visualization and the subject domain of football to inspect the highest 
ranking visualizations of different input parameters and comment on their cognitive value. 
We asked the expert user to evaluate the best visualization based on:
1. Mapping permutation between source and target entities.
2. Sub-set selection of all the source entities.
3. Highest scoring visualization technique for that dataset and source entity sub-set.
The evaluation gives purely subjective results. However, it gives an indication of how 
the Domain Ontology and Visual Representation ontology could be adjusted to gain better 
results.
7.7.1 Evaluation and Results
7.7.1.1 2D g rap h
The expert user was asked to evaluate the following 2D graph visualizations:
Figure 7.6 A 2D Graph from the Manchester United versus Liverpool webpage from the 
R ed ll.o rg  website. The sub-set of the source entities is: Date; Attendance; Away 
Score; Home Score; Manager; Venue. (Score 92.17).
F igure 7.9 As above, but the sub-set of the source entities is: Date; Won/Lost/Drawn; 
Competition Name; Manager; Home/Away; Venue.(Score 90.99).
The expert user stated that the first visualization was more cognitively useful based on the 
sub-set of the source entities used. It was also stated that it would be better to model Venue 
against Competition to see any patterns or anomalies. For instance, Wembley Stadium 
hosts FA Cup, League Cup and Charity Shield matches, but never hosts any Premier 
League games. This piece of knowledge would be represented in the Domain Ontology 
(DO) as a higher value for the complements relationship between Venue and C om petition. 
Alternatively, the Semantic Bridge Ontology (SBO) could be employed to record a Semantic 
Bridge between the Venue and C om petition concepts with a high appropriateness value 
(greater than 100).
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7.7.1.2 Parallel Coordinates
The expert user was asked to evaluate the following Parallel Coordinates visualizations:
Figure 7.10 A Parallel Coordinates visualization from the M anchester United versus 
Liverpool webpage from the Redl l.org website. (Score 80.01).
Figure 7.13 A Parallel Coordinates visualization from the World Cup Finals Records by 
Country 1930-2006 webpage from the Andrew’s FIFA World Cup website. (Score 
82.36).
The expert user stated that the first Parallel Coordinates visualization had a high degree 
of cognitive value and would be unlikely to benefit from further adjustment. However, 
it was noted that the second Parallel Coordinates visualization has an inverse relationship 
between Rank and Points (i.e., the lower the value of the Rank, the higher the value of the 
Points). Therefore, it was suggested that the Parallel Coordinates scale of either Rank or 
Points be inverted. This is a feature available for each data entity in ILOG Discovery. This 
piece of semantic knowledge could be captured within the Domain Ontology as a reverse 
complements relationship, instead of a complements relationship. This relationship type 
does not currently exist, but it could be added along with other semantic equivalences.
7.7.1.3 TreeMap
The expert user was asked to evaluate the following TreeMap visualizations:
Figure 7.11 A Parallel Coordinates visualization from the M anchester United versus 
Liverpool webpage from the Redl l.org website. (Score 77.83).
Figure 7.12 A Parallel Coordinates visualization from the World Cup Finals Records by 
Country 1930-2006 webpage from the Andrew’s FIFA World Cup website. (Score 
23.31).
The expert user reiterated the fact that TreeMap visualizations are most effective when a low 
number of parameters are used (around 2 to 4 levels, a colour, and a label). This is clear 
when comparing the two visualizations.
The expert user also commented that it is often useful to have multiple methods of 
visualising a particular source data entity. For example, it is beneficial to add text labels 
to rectangular areas to re-emphasise what the colour of each rectangle means. Therefore, 
the colour allows the user to see the visualization at overview level while the label serves as 
a useful reminder at an individual record level.
7.8 Summary
At the beginning of this chapter, we set out to evaluate the value of the SemViz pipeline, 
algorithm and interaction methodology using two methods: Scalability Evaluation; and User 
Testing. The purpose of scalability evaluation was to judge the effectiveness of SemViz by
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applying it to a case study which was larger than the examples given in the initial description 
of the system in chapter 6. The results of the scalability evaluation show that the approach 
can be applied to a larger example.
The major findings of the Scalability and Validity Evaluation were:
Domain Ontology Creation The football domain ontology has 33 source concepts. This 
results in 4,389 relationships between the concepts of the domain ontology’s fully- 
connected graph. It took the author 3 days to enter valid numbers for this domain 
ontology. Clearly this is a large amount of time which would be unacceptable in 
most scenarios. Therefore, this presents the need for automated tools and more rapid 
methodologies for the creation of domain ontologies.
Pipeline Stages The majority of this work has focussed on the pipeline stage when the 
Domain Ontology (DO) is mapped to the Visual Representation Ontology (VRO). 
This is done using the SemViz scoring and ranking algorithm. The previous pipeline 
stage concerns the mapping between the Web Page (WP) and the Domain Ontology 
(DO). Since this is an area of existing Computer Science research, we have not 
focussed our attention on this. However, from the case study and evaluation we have 
conducted in this chapter, we can see that further work is needed in integrating current 
research techniques into this stage of the SemViz pipeline.
Automaticity - Pipeline While the objective of this work has been to achieve an automatic 
knowledge-driven visualization pipeline, there are some aspects of the process which 
are not automatic. As mentioned in section 6.2, the process of presenting SemViz 
with the data from the source web page must be performed using a CSV formatted 
file. The user must use a screen-scraper as most web pages do not provide their data 
in this format. Depending on the tool and the exact nature of the source webpage, the 
amount of manual interaction involved will vary.
Automaticity - Ontologies The ontologies involved in the SemViz pipeline have varying 
degrees o f automaticity. There needs to be a DO for every subject domain which 
the SemViz tool is capable of handling. The process of creating the DO is a manual 
one and as such it is time consuming (see section 7.4.1). In section 8.3 we discuss 
further work which would address these shortcomings through automatic ontology 
generation. The VRO must also be manually created. However, this is a far less 
expensive task because only one VRO is required for each visualization technique. 
This is a one-off task and as such it can be considered as part of the development of 
the SemViz tool. When additional visualization techniques are added to the SemViz 
tool a new VRO would need to be created. Finally, the SBO is an ontology whose 
creation is totally automated. The SBO is created, and updated as the SemViz tool is 
used.
The purpose of the User Testing was to judge the effectiveness of the visualizations produced 
from SemViz by an independent group of third-party users who fit the profile of non-expert 
visualization users. The results of the user testing gave generally positive results, showing 
the effectiveness of the SemViz approach. It also provides some interesting findings which 
set some questions for future research.
The major findings of the User Testing were:
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Reducing Visualization Complexity Our SemViz algorithm assumes that the user wishes 
to visualise all source entities which can be mapped to available target artefacts. This 
assumption provides good results for 2D graphs and Parallel Coordinates where the 
number of records does not significantly change the readability of the visualization 
(see figures 7.6 and 7.10). However, for TreeMaps, where the number of records 
significantly alters the expressability of the visualization, there needs to be a trade-off 
between the number of levels used (LevelO, Level 1, ... , LevelN) and the number 
of records. SemViz does not currently take this into account which means that 
some overly complicated visualizations are scored highly (see figure 7.11). This 
visualization gave poor results for test subjects. Manual intervention here resulted 
in a similar, more readable visualization (see figure 7.12) which usability test subjects 
found easier to read and less confusing.
Proportional Scoring Currently, the SemViz algorithm scores visualizations based on the 
number of source data entities and target representation artefacts which are mapped, 
together with all the relationship types which are considered. This Absolute Scoring 
approach results in visualizations with a higher number of visual artefacts scoring 
higher, even though their cognitive value may be reduced due to over complexity. If 
we change the SemViz algorithm so that the score is calculated as a proportion of 
the maximum score, then it is valid to compare scores between visualizations which 
consider a different number of source data entity to target representation artefact 
mappings. This is pertinent to the TreeMap example given above.
Refining Visualization Techniques A useful technique for aiding the readability of both 
2D graphs and TreeMaps is to repeat information given by colour encoding with a 
text label. For example, in the TreeMap in figure 7.12 we show the Win/Lost/Draw 
source entity using the rectangle colour (red being a loose, black being a draw and 
green being a win). In order for a user to know what the colour encoding is, they 
either need to use ILOG Discovery interactively where they can hover their mouse 
pointer over shapes in order to find out the values of specific fields, or they need to 
be told the mapping in advance with a lookup table. After usability inspection by 
an advance user, it was stated that the text label attribute was unmapped. If used 
to duplicate the Win/Lost/Draw concept, it would help the user to map the area 
colour to its meaning, therefore negating the need for a lookup table or having to 
use ILOG Discovery interactively. This is a piece of visualization knowledge which 
should be added to the SemViz system. However, it requires mappings to be created 
between one source data entity and multiple target visual artefacts (i.e., a one-to-many 
mapping). Currently, the SemViz algorithm does not support this feature, but would 
clearly benefit from its inclusion.
Task-based Visualization versus Cognitive Presentation The majority of user testing of 
visualization techniques is focussed on specific tasks (Task-based Visualization). As 
such, it is relatively easy to quantify, compare and evaluate the effectiveness of 
techniques. This approach is acceptable when the user is familiar with a data set’s 
subject domain because they have a solid idea of their goal. However, for users who 
are not so familiar with the data or the subject domain, their task may be less defined 
and as such, their goal would be to attempt to gain some additional insight into the 
data (Cognitive Presentation). The main objective of this research has been to allow
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general purpose information visualization fo r  non-experts. As such, the main aim 
of the tool is to allow Cognitive Presentation in order to give users insight into the 
data. Due to this change of focus, the techniques of user testing are subtly different 
in that they must combine quantitative and qualitative user testing in order to give an 
effective evaluation of the technique. This is discussed further in section 8.3.
Chapter 8
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During this thesis, we have aimed to meet our objective of facilitating general purpose 
information visualization fo r  non-experts. The motivations for creating this objective 
are described in Chapter 1, but can be summarised as exploiting the three decades of 
visualization research to provide cognitive insights into data for people outside of academic 
circles. We proposed to do this by utilising expert domain knowledge to create cognitively 
valuable visualizations automatically.
This work has achieved its objectives as set out in Chapter 1. The objectives addressed are 
indicated in brackets. We have:
• Surveyed the area o f Information Visualization to ascertain how suitable current 
visualization toolkits are for automatic visualization. We also investigated the 
frameworks and models which have been formalised in order to understand and 
generalise the process of information visualization. (Objective 1)
• Conducted an investigation into the use of Ontologies and Ontology Mapping for 
driving a knowledge-based, automatic visualization pipeline. (Objective 1)
• Proposed a general model for realising/perceptualising data into different perceptual 
formats such as visual, audial and textual output. This model utilises knowledge stores 
for capturing source and target semantics and was validated using a proof of concept 
system. (Objectives 1 and 2)
• Created a tree-based mapping toolkit which allows the semi-automatic creation of 
visualizations. The tool allows the creation and editing of alignments between source 
entities and target artefacts using a mapping paradigm. (Objective 2)
• Created a graph-based, ontology driven visualization pipeline which automatically 
created scored and ranked visualizations from a source data set. The system uses three
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ontologies to capture: subject domain semantics; visualization technique semantics; 
and any available expert domain knowledge. (Objectives 2 and 3)
• Tested the graph-based, ontology driven visualization pipeline using a number of 
datasets from different subject domains and sources using a variety of different 
visualization techniques from different visualization toolkits. The results have been 
validated through a user study on non-expert users and also on a visualization expert. 
(Objective 4)
Within section 8.1, we elaborate on how and to what nature the aforementioned objectives 
were met. In section 8.2, we describe the benefits of an ontological approach to information 
visualization. Finally, in section 8.3 we discuss the future work that can be conducted within 
the context of this thesis.
8.1 Summary of Contributions
To create an automatic visualization pipeline which utilised knowledge captured in on­
tologies, a survey of two distinct fields was conducted. Chapter 2 provides a description 
of the history and formalisation of the field of information visualization. We discuss 
various domain specific and general purpose visualization toolkits available including state 
of the art toolkits which use type-constraints to provide automatic visualizations. We also 
discuss the advent of web-based, collaborative visualization toolkits and compare their 
feature set with more traditional toolkits. The main findings of this chapter were that 
while many sophisticated and powerful visualization techniques exist, they are confined 
to expert users unless they are presented in a domain specific visualization system. General 
purpose visualization toolkits provide a degree of automaticity which can help non-expert 
users. However, while helping novice visualization users, they fail at providing high-quality 
automatic visualizations.
In Chapter 3, we surveyed the areas of ontologies and ontology mapping. We discussed 
the purpose of ontologies and looked at various associated technologies for creation, editing 
and inferencing. We discussed the application of ontologies with particular reference to 
the semantic web and the tools which are emerging in this field. We then continued 
with a survey of ontology mapping, including basic techniques and the systems which use 
these techniques. Additionally, we provide formal definitions of ontologies and ontology 
mapping processes. Our main conclusion from this chapter is that the area of ontologies 
and ontology mapping is still developing with no clear, general purpose solution emerging. 
Ontologies must be created by expert ontology engineers and ontology mapping systems 
require operation by similarly expert users who ideally need to know the subject domains 
too. This level of complexity does not lend itself well to assisting in the information 
visualization process.
In Chapter 4, we proposed a general purpose approach for creating perceptualisations 
(visual, audial or textual output) from any source data set. This approach uses ontology 
descriptors to capture target format semantics. From this approach, we successfully built a 
proof of concept demonstration. Additionally, we investigated tree-based and graph-based 
mapping approaches. We tested these approaches by creating two simple translators between
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common graphics formats. These tests were performed using a commercial package (tree- 
based) and an academic toolkit (graph-based). While informative, these tests did not give 
conclusive results, so we decided to investigate both approaches further.
In Chapter 5, we built a tree-based XML-centric mapping toolkit. The toolkit uses ontology 
descriptors and is based on principles of mapping such as schema generation, mapping lines 
(alignments), mapping locks and automatic alignment creation. The toolkit pragmatically 
addresses source data idiosyncrasies by providing data cleansing and schema creation 
facilities where needed. For automatic generation of alignments, it uses a type constrained 
system which only generates one possible solution during each automatic mapping exercise. 
The user can adjust mapping parameters at any point and in this way, the system is semi­
automatic. While providing a good demonstration of the use of ontology descriptors to 
capture target format semantics, it does not consider any source semantics (aside from type 
information). In this way, the visualizations produced do not consider all semantics which 
are available.
In Chapter 6, we defined and built a system which considers both type and other semantics. 
The result is a fully automated pipelines (in fact no user interaction is possible during the 
mapping process) which produces scored and ranked visualizations. The system uses a 
Domain Ontology (DO) to capture the semantics of the subject domain (e.g., music). A 
Visual Representation Ontology (VRO) is used to capture semantics about each visualization 
techniques (e.g., 2D graph, TreeMap). Finally, a Semantic Bridge Ontology (SBO) is used 
to capture available expert domain knowledge about individual mappings between source 
entities and target artefacts.
In Chapter 7, we validated the SemViz approach using a further subject domain (football) 
with source data from four different websites. We have produced visualizations using 4 
different techniques (2D graph, TreeMap, Parallel Coordinates and Graph Networks) using 
two different visualization toolkits (ILOG Discovery and Prefuse). Finally, we validated the 
results by conducting user studies on 6 non-expert subjects and one visualization expert.
8.2 Benefits of an Ontological Approach to Information Visual­
ization
Knowledge capture An ontology can be a shared and consensual terminology because it 
is used for information sharing and exchange. Information Visualization is a domain 
which is ripe for having its knowledge captured more formally. There has been 30 
years o f development of information visualization techniques. All this knowledge 
needs to be captured so that firstly, it is not lost, and secondly so that it can be 
utilised by non-visualization-expert users so that they too can take advantage of these 
techniques.
Maturity of Visualization Visualization techniques are maturing. Public toolkits such as 
ManyEyes, Swivel.com, Data360 provide collaborative visualization tools. However, 
all rely on hand-crafted mapping between source data and target visualization. This 
is acceptable when the dataset is “cherished” (i.e., high-value data set which has been
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refined). However, when a dataset is large, unproven or when any visualization task 
is inherently speculative, there still exists a high barrier to producing a visualization. 
Therefore, automatic visualization becomes of great importance. We therefore need 
to capture the years o f combined wisdom which the visualization community have 
created. This wisdom can be expressed in the semantics which can be contained in 
ontologies.
Certainty Factors Many ontology driven knowledge-based system are based on rules and 
statements - they only record hard facts. They then reason using description logics. 
Our system reasons based on a softer notion of knowledge. The advantage of this 
is that there are no perfectly right or wrong answers. Instead, the system outputs a 
set of the best alternative visualizations. A second advantage is that system based on 
certainty factors can be fine-tuned according to user feedback. In general, a Domain 
Ontology is created by a domain expert who “primes” the ontology with appropriate 
values for the relationship strengths. These values are indicative and can alter as the 
system is used.
Scoring Visualization Styles As well as scoring individual visualizations, we can also 
score the visualization style (e.g., 2D graph versus TreeMap) which is most appro­
priate for the source data. This follows the same principle as scoring individual 
visualizations. Because each visualization style has its own ontology instance, the 
scored mapping permutations can be compared inter- as well as intra-visualization 
style.
8.3 Further Work
The work in this thesis, while creating some useful and encouraging results, has also
generated a number of ideas for future work. We describe these below.
Semantic loss The principle o f “semantic loss” is that when mapping between any two 
domains, there is rarely a complete one-to-one mapping between concepts which 
have exactly the same meaning. As such, there is always a loss or misinterpretation 
of a proportion of the meaning. A successful mapping system can perform concept 
mapping with high accuracy and also minimise the impact of poorly mapped concepts. 
There are two stages in the SemViz pipeline where there is potential for significant 
semantic loss: the mapping between the web page (WP) and the Domain Ontology; 
and the mapping between the Domain Ontology and Visual Representation Ontology. 
However, the semantic loss which takes place at each stage are subtly different:
1. Conceptual mis-match (WP to DO) This is when a mapping between two con­
cepts is incorrect or partially correct. For example, “Composer” mapped to 
“Artist” is partially correct, whereas “This Week’s Position” mapped to “Song 
Name” is incorrect.
2. Representational mis-match (DO to VRO) This is when a concept in the domain
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ontology is poorly represented by an artefact in the visual representation. Again, 
there are varying degrees of inappropriateness. For example, mapping “Artist 
Name” to “X position” on a 2D Graph is not highly appropriate (especially 
if there are better alternatives such as “This Week’s Position”). However, 
mapping “This Week’s Position” to hierarchy “Level 1” in a TreeMap is highly 
inappropriate.
In future work, we would aim to measure the degree of this semantic loss and assess 
how it impacts the visualizations end users see. We would additionally improve the 
system to minimise the most disruptive semantic loss.
Usability of imperfect visualizations In future work, we would aim to test further the 
effectiveness of automatic visualizations and how well users cope with “non polished” 
visualizations. In particular there are areas where it would be useful to capture further 
semantics about the subject domain. For example, in figure 6.11, we see that the 
axis of the best visualization have non integer values (both the x and y axis). This is 
because ILOG Discovery has decided to create non-integer graduations for the scale 
based on the range of the values. However, the values which are represented on the 
x and y axis are always integer. In fact, they would never be non-integer because 
they represent chart positions. The semantics of this last “fact” are not encoded in 
the source web page, or the domain ontology. Therefore, ILOG Discovery does not 
utilise this fact to produce a better visualization. Clearly there are many examples of 
lost semantics which could be further utilised in future.
Multiple perceptions As described in chapter 4 (Concepts of Visualization as Mapping), 
Information Realisation is not limited to visual representations. We can also consider 
audial, textual and haptic outputs. The work presented in chapter 6 (SemViz) is a 
visualization pipeline based on ontologies. However, the pipeline stages which are 
specific to visualization (the VRO and the interface to visualization toolkits) could 
be replaced with stages which relate to other representations. A particularly good 
candidate for this would be an audial representation using sonification. Sonification is 
a research field which lags visualization in terms if its progress. However, many 
general purpose sonification toolkits exist in the public domain which could be 
interfaced to a pipeline based on SemViz. O f course, new ontologies would have 
to be developed to replace the VRO’s and capture the semantics of sonification.
Ontology Generation One aspect o f the SemViz work which remains challenging is that 
o f ontology creation. The effort required to create a significant Domain Ontology 
(DO) is high. Although tools exist to assist in the creation of ontologies, it is still a 
specialist task where the user must have knowledge of both ontology creation and the 
subject domain being modelled. One possible solution is that of “reverse engineering” 
ontologies. A tool could be created which presents domain experts with multiple 
visualizations and they pick which visualization best represents the source data and 
thus the subject domain. The tool would then create (or update) an ontology based 
on these answers. In this way, the subject domain expert would not need to also 
be an expert in ontology engineering. With a sufficient amount of time, a domain 
expert could create a domain ontology of sufficient quality that it could be employed 
in creating visualizations for users who are not subject domain experts.
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