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ABSTRACT
The calculation using supercell is of time-consuming especially if the system contains a large number of electrons.
To overcome this problem, one of the efficient solutions is to introduce the generalized Bloch theorem (GBT)
which allows us to calculate primitive unit cell proportional to the appropriate supercell when spin-orbit coupling
(SOC) is neglected. In this case, we only introduce a new reciprocal lattice vector, namely, the spiral vector
into the Kohn-Sham Hamiltonian and fixed the Bloch condition. From this viewpoint, the value of spiral vector
will determine the number of unit cells generated from the primitive unit cell. The implementation therefore
can reduce the computational cost significantly. In this dissertation, we build a code into OPENMX package
to implement GBT where pseudo-atomic orbitals are applied as the basis sets. By using this code, we carry
out first-principles calculation to consider the carrier-induced spiral state in one-dimensional hydrogen chain,
magnon dispersion relation for bcc iron, spiral state for fcc iron, and carrier-induced spiral state in graphene
nanoribbon without SOC.
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1 Overview on Generalized Bloch Theorem
There are two different types to study the magnetic structures, especially in metals. One can consider the
interacting localized magnetic moments model, which is usually treated using the Heisenberg Hamiltonian.
The second one, which is our topic, is called the itinerant electron model treating that the electrons in the
conduction band can move freely and are delocalized. The main idea of the localized magnetism is that the
magnetic moment of atom, which is attained from the electrons in solids, interact each other through exchange
interaction. At the very beginning, this model can successfully describe the ferromagnetic order. However, for
3d transition metals, such as Fe, Co, and Ni, this theory cannot explain where the ferromagnetic order comes
from. The localized model suits very well in the case of insulators while metals are well suited using the itinerant
model. In itinerant electron model as described previously, the magnetic order is determined by the so-called
Stoner criteria. This criterion emphasizes the competition between the exchange interaction and kinetic energy
leading to the magnetic orders. For example, the ferromagnetic order can be achieved if both the exchange
interaction and kinetic energy become large at the Fermi energy. This theory succeeded to explain the origin
of the ferromagnetic state of Fe, Co, and Ni.
Indeed, to investigate the physical properties of the material using the itinerant model where electrons are
enabled to interact each other, we have to solve the many-body interaction problem of Schro¨dinger equation.
This problem can be solved both either numerically or analytically only for the simple system, such as hydrogen
atom. To treat the complex one, we should make available approximations. All interaction terms can be always
approximated using some feasible reasons; however, it is still not possible to solve even though it only involves
one atom, but having a large number of electrons. Finally, it was Hohenberg and Kohn who proposed a clever
idea about using the density of electron instead of the electron wavefunction. The main idea is we only give
an initial trial density of electron to follow a systematic algorithm until reaching the satisfied criteria. Using
this procedure, they simplified explicitly the N -body Schro¨dinger equation to get what we call the Kohn-Sham
equation. In addition, We know this method until now as the density functional theory (DFT). The complete
explanations about this theory will be given in the next chapter with providing the mathematical expressions.
As mentioned above, we identify two magnetic orders in general, namely, the collinear and noncollinear
magnetism. In collinear magnetism, the wavefunction of the Kohn-Sham equation is only one component,
either for spin up or spin down. Enabling the noncollinear magnetism means to extend the wavefunction
into two components, namely, for a spin up and spin down respectively. In the noncollinear case, due to the
orientation of the magnetic moment, not only we consider the density of electron but also we formulate the
density of magnetization. This can be done by constructing the density matrix whose the diagonal term is
addressed to the electron density while the nondiagonal term is addressed to the magnetization density. To
study spin spiral using the generalized Bloch theorem (GBT) we only insert another spiral vector as a reciprocal
lattice vector to the phase part of the Kohn-Sham wavefunction and impose the Bloch condition. This method
has been proven by extending the spin space group to the generalized spin space group as long as spin-orbit
coupling (SOC) can be neglected. The idea is very simple, namely, one only introduces the generalized operator
that makes lattice translation and spin rotation simultaneously respect to the certain direction. Indeed, the
periodicity of the crystal is totally loss, but the spiral structure itself is still invariant. This suggests that spiral
structure is proportional to the appropriate supercell for the commensurate spiral structure.
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2 Spin Spiral Structure In Noncollinear Density Functional Theory
Spiral structure is recognized as a special configuration of magnetic moment in the noncollinear magnetism. To
construct the spiral structure, one has to apply the rotation of magnetic moment from atom in a unit cell to
the other atoms in the other unit cell respect to the chosen direction called the spiral vector q. The first thing
to be done is to specify the cone angle θ and the spin rotation axis, see Fig. 1. Since the magnetic moment for
Fig. 1. Configuration of a spiral structure in a cubic cell with spiral vector q lies in the x axis.
the atom can be formulated as
Mi =Mi (cos (ϕ0 + q ·Ri) sin θi + sin (ϕ0 + q ·Ri) sin θi + cos θi) , (1)
the spiral structure can also be obtained by setting the nonzero of cone angle θ. It is obvious that the magnetic
moment of atom from site to other site follows the rotation ϕ = ϕ0 + q ·Ri. In addition, θ and ϕ attached in
Eq. (1) have the same meaning in the spherical coordinates as immediately seen in Fig. 1.
In general, the spiral structure has two kinds, one is the conical spiral and the other is called flat spiral. The
main difference of these structures lies in setting of the cone angle θ. The conical spiral defines the cone angle
in the interval 0< θ < 90o while the flat spiral sets only the cone angle θ = 90o, see Fig. 2. By observing Fig. 1,
it is clear that the translational symmetry is no longer hold. Therefore, the calculation using spiral structure,
indeed, requires the large cell whose size depends on the period of spiral structure, see Fig. 3. This calculation
obviously needs high-computational cost, especially for the case of long-wavelength spiral. A remarkable solution
to lower the high-computational cost is referred to the so-called generalized Bloch theorem (GBT), however, this
theory only holds if spin orbit coupling (SOC) is neglected. The main reason of this restriction is that the real
space and spin space are decoupled, so as long as the cone angle θ is same, the spiral structures using the same
cone angle become identical although the spin rotation axis is different. In spiral structures, the spiral vector
q and spin rotation axis are defined in the real space and spin space coordinates, respectively. As observing
Fig. 2, (a) and (c) is similar while (b) is similar to (d) because they have the appropriate same cone angle θ if
SOC is neglected. When SOC is not neglected, the spin space and real space have strong dependence, and the
implication is the spiral structures will absolutely different if either cone angle or spin rotation axis is different.
If SOC can be neglected the use of large cell can be overcome by introducing generalized Bloch theorem
(GBT) which is the extension of Bloch theorem. GBT itself is formulated by inserting the rotation of spinor
in spin space into Bloch theorem. Therefore, the starting point is to introduce the general translation operator
which translates the atom and rotates its magnetic moment from one site to the other site simultaneously. Even
though the general translation operator Ti works on the Bloch wavefunction ψk(r), the Bloch condition should
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Fig. 2. Spin spirals with different cone angles θ, ((a) and (c)) and ((b) and (d)) have the spin-rotation axis
perpendicular and parallel to the spiral vector q, respectively. As a note, ((a) and (b)) and ((c) and (d)) are
called conical (θ = 45o) and flat (θ = 90o) spin spirals, respectively. Figure is taken from Ref. [1].
Fig. 3. The periodicity of the one-dimensional of conical spiral structure.
be satisfied
Tiψk(r) = U(−ϕ)ψk(r) = eik·Riψk(r), (2)







and the azimuthal angle obeys the rotation ϕ = ϕ0 + q ·Ri. To preserve the Bloch condition in Eq. (2), the
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where α↑k and α
↓
k are the two-component spinor obeying the translational periodicity in the lattice site.
In order to construct a code to implement GBT in OPENMX code, we initially extend the formulation of



































fν |ψνk〉 〈ψνk| . (6)
The formulation of electron density can then be constructed in the matrix form as































































νk,jβφiα (r− τi)φjβ (r− τj −Rn) (11)
Observing Eq. (11), it clear that the modification only inserts the spiral vector q in the phase term. As a note,
the generalized Bloch theorem has been implemented previously using LCAO as basis sets and norm-conserving
pseudopotential in SIESTA code [3]. In SIESTA code, the implementation is reported successfully to determine
the ground state of fcc-Fe using several lattice constants [4, 5].
3 Spiral Ground State on the Tested System: First Implementation
The first implementation of testing our code is to examine the appearances of spiral ground state in two systems,
i.e., one-dimensional hydrogen chain and fcc-Fe. For the first test, we initially choose one-dimensional hydrogen
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chain, even though this is considered as a toy model, for two reasons. Firstly, this is a simplest model and very
suitable for implementing the LCPAO as basis sets due to its localized property. The second reason is that
the one-dimensional hydrogen chain suits to model the perovskite manganite because both of them have the
remaining one electron. For the case of fcc-Fe as the second test, we reproduce the spiral ground state occured
in the certain spiral vector q as previously reported by the experimental results and other calculations.
The one-dimensional hydrogen chain will be used as a suitable toy model to examine the appearance of
spiral ground state as increasing hole dopings. As a direct consequence, this will yield the phase transition
due to increasing the hole dopings. This expectation is inspired from the previous paper reported by Inoue
and Maekawa that perovskite manganite can yield the phase transition spiral (SP) - ferromagnetic (FM) -
canted (CT) ground states as hole doping increases [6]. In fact, it has been predicted a long time ago that
perovskite manganite has antiferromagnetic ground state for the nondoping case [7, 8]. However, because of
the competition between the kinetic energy and exchange energy either ferromagnetic or canted ground states
can also appear when introducing the hole dopings. In the paper, Inoue and Maekawa used the Hubbard model
combined with the mean field approximation (MFA) to prove the phase transition [6]. The similar situation
can also be found in Ref. [9] by using DFT calculation in which the phase transition of perovskite manganite
occurs if the hole doping increases. Since perovskite manganite and hydrogen have one remaining electron as
mentioned previously, we expect the similar property will appear for the hydrogen chain.
We perform the first-principles calculation to prove our expectation using generalized Bloch theorem im-
plemented in OPENMX code [2]. It must be noted that since the canted state needs the supercell calculation,
we do not consider this state. Our basis set fixes one valence orbital s and 7.0 Bohr cutoff radius that can be
specified as H7.0-s1. We choose the generalized gradient approximation (GGA) for the exchange correlation
potential. To attain the reliable results we also set the lattice constant 2.5 A˚, cutoff energy 150 Ryd, and the
30 × 1 × 1 k point. In addition we select the x direction for the spiral vector q. The reliable results for this
case are achieved by providing the dense spiral vector q in the interval 0 ≤ q ≤ 0.5. In this setting, q = 0 and
q = 0.5 are referred to the ferromagnetic and antiferromagnetic states, respectively, while the remaining states














Spiral Vector q (2pi/a)
hole = 0 e/site
hole = 0.1 e/site














Spiral Vector q (2pi/a)
hole = 0 e/site
hole = 0.1 e/site
hole = 0.2 e/site
Fig. 4. The three states induced by carrier concentrations by observing the spesific q at which the total energy
difference is minimum. These results are prodused using generalized Bloch theorem (a) and supercell calculation
(b), respectively.
From Fig. 4, we obtain the reliable results by comparing two different methods, i.e., using the generalized
Bloch theorem (GBT) and supercell method. As attached in Fig. 4(a), AFM ground state, which is stated at
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q = 0.5, is induced by the nondoping case, the spiral ground state at q = 0.36 is tuned by 0.1e/site hole, and
FM ground state at q = 0 is generated by 0.2e/site hole. In addition, we also provide the supercell calculation
at Fig. 4(b) for the comparison in which we set the number of cells 2, 3, 4, 6, and 8 following from the right side
to the left side which are proportional to the rotation 180◦, 120◦, 90◦, 60◦, and 45◦, respectively. Comparing
those two figures, the results are in a good agreement with same order.
On the other case, The spiral ground state of fcc-Fe was initially reported by the experimental series con-
ducted by Tsunoda [10] and Tsunoda et al. [11] who confirmed that γ−Fe, which has the fcc phase of iron,
has spiral ground states at q = (0.1, 0, 1) and q = (0.13, 0, 1) in 2pi/a units for pure γ−Fe and γ − Fe100−xCox,
respectively, stabilized inside the fcc Cu matrix with lattice constant a = 6.82a0. As the consequence, previous
works have reported that the ground state of fcc iron can also be observed in the interval q = (0, 0, 0) and
q = (0, 0, 1) in 2pi/a units, all of which claimed that the ground state should be at q ≈ (0, 0, 0.6), see for exam-
ple [4, 5, 12, 13]. It is our intention to reproduce the previous results and examine the profiles using LCPAO
method because the previous authors used LMTO, ASW or FLAPW methods.
We carry out the calculation using local spin density approximation (LSDA) for the exchange-correlation
potential with the number of k point 50× 50× 50 to remove the instability and set the cutoff energy 150 Ryd.
To compare with the available data [4, 5, 12, 13], we provide two lattice constants in terms of Bohr radius a0:
a = 6.7a0 and a = 6.82a0, and set s3p3d3f2 as a basis set which is proportional to 41 orbitals, respectively.
The main reason why we vary the lattice constant is that the minimum value of the ground state depends
on the providing values of lattice constant [13]. Meanwhile, we fix the cutoff radius of 4.0 Bohr to enable
the enhancement of orbitals for observing the reliable results. In addition, we vary the spiral vector from the
collinear magnetic state q = (0, 0, 0) to q = (0.5, 0, 1) in units of 2pi/a by employing the constraint scheme





































Fig. 5. (a) Spiral ground state energies of fcc-Fe and (b) their related magnetic moments for cutoff radius of
4.0 Bohr with two different lattice constants.
In Fig. 5(a), we obtain two minima at q = (0, 0, 0.6) and q = (0.5, 0.2, 1) at the lattice constant 6.7 a0
in good agreement with [13, 14]. At a = 6.82a0, we find two new minimum values of the ground state at
q = (0, 0, 0.5) and q = (0.5, 0, 1). This lattice constant was first used by Bylander and Kleinman [15, 16] who
found the minimum value at q = (0, 0, 0.5) while the second minimum q = (0.5, 0, 1) is not suitable from the
experimental result. So, at this lattice constant, our result is in a good agreement with Ref. [15, 16]. Even
though our results can reproduce the spiral ground state of fcc iron, however, we obtained the different magnetic
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moment at the lattice constant a = 6.82a0 as provided in Fig. 5(b). We argue, in comparing to SIESTA code
[4, 5], there is a possibility that the similar magnetic moments as described at the lattice constant a = 6.7a0
using our code can be achieved if the shorter of lattice constants are used as implemented in SIESTA code.
4 Calculation of Spin Stiffness on Some Materials
Our focus on this section is to evaluate the spin stiffness constant for some materials. The Spin stiffness is
a constant that describes how much energy should require if the ground state of spin system change to the
excited one by rotating the magnetic moment. This constant is so important to study the quantum phase
transition through the Currie temperature whose the relationship can be formulated, for example see Ref. [17].
In fact, there are two methods to evaluate the spin stiffness, i.e., the real space method and the reciprocal
space method. The real space method was initially proposed by Liechtenstein et al. [18] by evaluating first the
coupling constant of two sites. However, it has been reported that this method needs a higher computational
cost that the reciprocal space method [19].
Calculation of spin stiffness using the reciprocal space method or frozen magnon method needs the magnon
dispersion near Γ point. Therefore, it requires the mathematical expression connecting the DFT calculation
and Heisenberg Hamiltonian. The basic assumption in frozen magnon method is that the time scale transition
of magnetic moment from initial state to final state is much slower than the time scale in electronic process,
such as electron hoping and electron surrounding the nuclei. By solving some mathematical expressions, the








For calculating the spin stiffness of 3d transitional metals, i.e., bcc-Fe, fcc-Co, and fcc-Ni, we select the cone
angle 10◦ and apply the constraint method to fix the direction of magnetic moment of atoms. The main purpose
to apply the constraint is that the deviated system will go naturally the ferromagnetic state as its ground state.
The functional of exchange-correlation is addressed to the local spin density approximation (LSDA). In addition,
we also choose the experimental lattice constants: 2.87 A˚ for bcc-Fe, 3.54 A˚ for fcc-Co, and 3.52 A˚ for fcc-Ni.
In order to remove the instability we set 50 × 50 × 50 k point and cutoff energy 300 Ryd. This instability
usually creates a large total energy difference for certain q. To convince the reliable results, we also enhance the
number of orbitals for each cutoff radius to see the convergence of spin stiffness. We also set the abbreviation for
orbitals, for example Fe5.0-s2p2d2 refers to the symbol of iron for Fe, 5.0 Bohr cutoff radius, and two primitive
orbitals assigned for s, p, and d orbitals, respectively. We provide the value of spin stiffness for 3d transition
metals in table 1.
Table 1: Present spin stiffness calculations, D (meVA˚2), and the comparison with other calculations and
experimental results. (1) Present calculation; (2) Calculation by Ku¨bler [17]; (3) Calculation by Rosengaard and
Johansson [20]; (4) Calculation by Padja et al. [19]; (5) Calculation by Shallcross et al. [21] where ferromagnetic
magnetic force theorem (FM-MFT) and disordered local moment magnetic force theorem (DLM-MFT) are












bcc-Fe 283 355 247 250 322, 313 330 [22], 314 [23], 230 [24], 280 [25], 307 [26]
fcc-Co 542 535 502 663 480, 520 510 [22], 580 [25]
fcc-Ni 794 715 739 756 541, 1796 422 [25], 550 [27], 555 [28]
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Table 2: Present results of spin stiffness D (meVA˚2) for several carrier dopings. For nondoping case, we obtain
2982 meVA˚2 while Yazyev and Katsnelson got 2100 meVA˚2 [29].
Doping (e/nm) -0.033 -0.017 0.0 0.017 0.033
D (meVA˚2) 2873 2930 2982, 3025 3060
2100 [29]
For the graphene nanoribbon case, we select a set of spiral vector q smaller than of 3d transition metals. n
addition, the spin orientation of C atoms at the edge state have been fixed by applying the constraint scheme
method. The experimental lattice constant of graphite 2.46 A˚ has also been chosen for the periodic direction.
For obtaining the optimized structure, the position of atoms have been arranged in such a way using the
nonmagnetic states. We perform the calculation by using the cutoff energy 150 Ryd, the number of k point
90× 1× 1, generalized gradient approximation (GGA) for the exchange-correlation functional, and the length
of vacuum direction higher than 25 A˚ to set the ideal vacuum. The pseudo-atomic orbitals for C and H atoms
are assigned by C4.0-s2p2 and H6.0-s2p1. In this setting, the cutoff radius 4.0 and 6.0 Bohr are assigned for
the C and H atoms, respectively. Besides, C atoms use two valence orbitals both s and p while H atoms set
two valence orbitals s and one valence orbital p. In table 2, we obtain the spin stiffness 2982 meVA˚2 which has
the same order with 2100 meVA˚2 for the nondoping case as obtained by Yazyev and Katsnelson using supercell
calculation [29].
5 Conclusions
We have explored two discussions on the implementation of generalized Bloch theorem (GBT), i.e., the investi-
gation on the spiral ground state for the tested systems and the calculation of spin stiffness on some materials.
Therefore, the conclusions will be divided into two appropriate topics. For the first implementation, we have
shown that the spiral ground state can appear either unnaturally by inserting hole dopings in the case of
one-dimensional hydrogen chain or naturally in the case of fcc-Fe. For the one-dimensional hydrogen chain,
we observe the phase transition when employing the hole dopings from the ground state of antiferromagnetic
(AFM) - spiral (SP) - ferromagnetic (FM). It proves that the spiral ground state can be induced by inserting
dopings. Our finding elucidates that some materials have a possibility to attain the same characteristic.On the
the other hand, the natural spiral ground state occurs in fcc-Fe as provided by our calculation and our result is
in a good agreement with the available references. Iron may be considered as an extraordinary material since
the ground state of fcc-Fe has a spiral ground state while fcc-Co and fcc-Ni have ferromagnetic ground state.
The other interesting case is that the ground state of spiral vector q can be different if the lattice constants are
varied. It seems that the position of spiral ground state can be tuned by varying the lattice constant.
In the second discussion, the calculations of spin stiffness on 3d transition metals have been conducted by
forming the conical spiral. We find that spin stiffness of two materials, i.e., bcc-Fe and fcc-Co are in good
agreement with the available experiments. Meanwhile, we obtain the overestimated value compared to the
experiments for the case of fcc-Ni. However, our value of spin stiffness for fcc-Ni has the same order for almost
all other DFT calculations. For the calculation of spin stiffness on zigzag graphene nanoribbon (ZGNR) we
have to select the shorter successive spiral vector q compared to the 3d transition metals to fix the magnitude
of magnetic moment. In this case, since the magnetic moment of C atoms at the edge state is much smaller
than that of 3d transition metals, the spin stiffness should be larger compared to the 3d transition metals. We
also obtain the predicted result by using the GBT, which has the same order as Yazyev and Katsnelson found
8
in Ref. [29].
Previously, the implementation of GBT is usually applied for the three-dimensional systems either to in-
vestigate the spiral ground state or to compute the spin stiffness. It is of interest for the further discussion on
the two-dimensional materials, such as MnCl2, the structure of which can be seen in Fig. 6(a). Experimental
results to measure some physical properties of MnCl2, such as effective moment and heat capacity, have been
conducted a long time ago . However, the magnetic structure of MnCl2 is not fully understood due to its phase
transition. Our preliminary calculation shows that MnCl2 is an insulator with a gap around 2 eV which can be
seen in Fig. 6(b). Therefore, it is quite interesting to investigate either the existence of spiral ground state or
the spin stiffness value of MnCl2.
Fig. 6. (a) The crystal structure of monolayer MnCl2. The black parallelogram denotes the unit cell while the
purple and green balls represent Mn and Cl atoms, respecively. (b) Band structure of MnCl2.
References
[1] A. Al-Zubi, Dr. Thesis, RWTH Aachen University (2010).
[2] T Ozaki, H. Kino, J. Yu, M. J. Han, N. Kobayashi, M. Ohfuti, F. Ishii, T. Ohwaki, H. Weng, and K.
Terakura, Open source package for Material eXplorer [http://www.openmx-square.org].
9
[3] J. M. Soler, E. Artacho, J. D. Gale, A. Garc´ıa, J. Junquera, P. Ordejo´n, and D. Sa´nchez-Portal, J. Phys.:
Condens. Matter 14, 2745 (2002).
[4] V. M. Garc´ıa-Sua´rez, C. M. Newman, C. J. Lambert, J. M. Pruneda, and J. Ferrer, Eur. Phys. J. B 40,
371 (2004).
[5] V. M. Garc´ıa-Sua´rez, C. M. Newman, C. J. Lambert, J. M. Pruneda, and J. Ferrer, J. Phys.: Condens.
Matter 16, 5453 (2004).
[6] J. Inoue and S. Maekawa, Phys. Rev. Lett. 74, 3407 (1995).
[7] E. O. Wollen and W. C. Koehler, Phys. Rev. 100, 545 (1955).
[8] P.-G. de Gennes, Phys. Rev. 118, 141 (1960).
[9] K. Sawada and F. Ishii, J. Phys.: Condens. Matter 21, 064246 (2009).
[10] Y. Tsunoda, J. Phys: Condens. Matter 1, 10427 (1989).
[11] Y. Tsunoda, Y. Nishioka, and R. M. Nicklow, J. Magn. Magn Mater. 128, 133 (1993).
[12] M. Uhl, L. M. Sandratskii, and J. Ku¨bler, J. Magn. Magn. Mater. 103, 314 (1992).
[13] K. Kno¨pfle, L. M. Sandratskii, and J. Ku¨bler, Phys. Rev. B 62, 5564 (2000).
[14] Ph. Kurz, F. Fo¨rster, L. Nordstro¨m, G. Bihlmayer, and S. Blu¨gel, Phys. Rev. B 69, 024415 (2004).
[15] D. M. Bylander and L. Kleinman, Phys. Rev. B 58, 9207 (1998).
[16] D. M. Bylander and L. Kleinman, Phys. Rev. B 59, 6278 (1999).
[17] J. Ku¨bler, in Theory of Itinerant Electron Magnetism (Oxford University Press, Oxford, U.K., 2009).
[18] A. I. Liechtenstein, M. I. Katsnelson, V. P. Antropov, and V. A. Gubanov, J. Magn. Magn. Mater. 67, 65
(1987).
[19] M. Pajda, J. Kudrnovsky´, I. Turek, V. Drchal, and P. Bruno, Phys. Rev. B 64, 174402 (2001).
[20] N. M. Rosengaard and B Johansson, Phys. Rev. B 55, 14975 (1997).
[21] S. Shallcross, A. E. Kissavos, V. Meded and A. V. Ruban, Phys. Rev. B 72, 104437 (2005).
[22] G. Shirane, V. J. Minkiewicz, and R. Nathans, J. Appl. Phys. 39, 383 (1968).
[23] M. W. Stringfellow, J. Phys. C: Solid State Phys. 1, 950 (1968).
[24] J. W. Lynn, Phys. Rev. B 11, 2624 (1975).
[25] R. Pauthenet, J. Appl. Phys. 53, 8187 (1982).
[26] C. K. Loong, J. M. Carpenter, J. W. Lynn, R. A. Robinson, and H. A. Mook, J. Appl. Phys. 55, 1895
(1984).
[27] P. W. Mitchell and D. McK. Paul, Phys. Rev. B 32, 3272 (1985).
[28] H. A. Mook, J. W. Lynn, and M. R. Nicklow, Phys. Rev. Lett. 30, 556 (1973).
[29] O. V. Yazyev and M. I. Katsnelson, Phys. Rev. Lett. 100, 047209 (2008).
10

