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Introduction
Le proble`me du sac a` dos multidimensionnel, ou MKP pour Multi Knapsack Problem, est
un proble`me classique d’optimisation combinatoire appartenant a` la classe des proble`mes NP-
complets. Il fait l’objet d’un grand inte´reˆt de la part de la communaute´ scientifique, souligne´
par la cre´ation d’un groupe de travail de´die´ : KSO (KnapSack et Optimisation) du GDR Re-
cherche Ope´rationnelle, RO. Les applications dans ce domaine sont en effet tre`s nombreuses et
concernent des proble`mes de logistique, de productique, d’e´conomie ou de finances. En particu-
lier, les proble`mes de sac a` dos multidimensionnels interviennent dans les domaines suivants :
– Gestion des chaˆınes logistiques (proble`me de re´partition)
– Ordonnancement de production
– Gestion des ressources humaines (emploi du temps)
– Maintenance (service apre`s vente, ordre des visites, minimisation de parcours)
– Gestion des sie`ges de trains, avions en fonction des tarifs
– Gestion de ressources (de´part, arrive´e, placement des avions)
– Gestion des containers dans les ports
Par ailleurs, le proble`me MKP intervient comme un sous-proble`me de nombreux proble`mes
d’optimisation combinatoire.
Les travaux pre´sente´s dans ce me´moire s’inscrivent dans la continuite´ des travaux de Elkihel,
Viader et Authie´ ([VIA 98], [ELK 02]) ainsi que ceux de Lasserre ([LAS 03a], [LAS 03b] et
[LAS 04c]). Nous nous sommes inte´resse´s aux me´thodes de re´solution approche´es et exactes du
proble`me MKP.
Les me´thodes les plus utilise´es pour re´soudre des programmes line´aires en variables 0-1 sont
la programmation dynamique, les me´thodes de branch-and-bound et les me´thodes alge´briques.
L’application directe des me´thodes classiques de re´solution au proble`me multi knapsack peut
engendrer des temps de re´solution importants. Elkihel, Viader et Authie´ ([VIA 98], [ELK 02]),
dans la ligne´e de Plateau et Elkihel [PLA 85], ont propose´ une me´thode coope´rative pour le
proble`me du sac a` dos a` une contrainte. Les tests nume´riques pre´sente´s montrent son efficacite´
par rapport aux me´thodes classiques telles que la programmation dynamique et le branch-and-
bound. Un des objectifs de nos travaux est de contribuer a` l’extension des me´thodes coope´ratives
au cas des proble`mes a` plusieurs contraintes.
Paralle`lement a` cette e´tude sur les me´thodes coope´ratives est ne´e une re´flexion sur ce qui
fait qu’un proble`me multi knapsack est difficile, et sur diverses techniques pour engendrer des
proble`mes ardus. En effet, il existe peu de travaux sur la nature de la difficulte´ en optimisation
combinatoire. Notre approche est base´e sur les travaux de Lasserre ([LAS 03a], [LAS 03b] et
[LAS 04c]), ainsi que ceux de El Baz, Elkihel et Gely [ELB 05a]. Une partie des travaux de
Lasserre porte sur la transforme´e en Z du proble`me du sac a` dos en contraintes e´galite´s et a`
variables non-borne´es. Plateau et Elkihel [PLA 84], puis El Baz, Elkihel et Gely [ELB 05a]
ont propose´ une me´thode de re´solution de proble`me difficile en contraintes en e´galite´s a` partir
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de formulations en contraintes ine´galite´s. Nous proposons deux techniques pour construire des
instances difficiles.
Dans le premier chapitre, nous commenc¸ons par de´finir le proble`me MKP ainsi que les notations
et le vocabulaire utilise´s. Dans la litte´rature de nombreux auteurs ont propose´ des instances,
qui sont en libre acce`s sur internet, ou des me´thodes pour engendrer des instances de manie`re
ale´atoire. Nous pre´sentons ces diffe´rentes instances ainsi que celles engendre´es par les deux
nouvelles techniques que nous proposons, a` savoir :
– instances de´rive´es de proble`mes combinatoires en contraintes e´galite´s et
– instances engendre´es a` partir de l’analyse de la transforme´e en Z.
Le chapitre 2 est de´die´ a` l’e´tat de l’art. Tout d’abord, nous pre´sentons les me´thodes de relaxation,
avec en particulier la relaxation surrogate introduite par Glover [GLO 65] que nous utiliserons
par la suite. Ensuite, nous aborderons les me´thodes de re´duction. Elles contribuent a` re´duire la
taille du proble`me en fixant des variables ou en e´liminant des contraintes a` partir de diffe´rents
tests. On citera notamment l’algorithme RAMBO de Fre´ville et Plateau [FRE 94]. Enfin, nous
conside´rons diverses me´thodes de re´solution propose´es dans la litte´rature :
– les me´thodes approche´es, qui permettent d’obtenir une solution approche´e de la fonction
objectif qui satisfait l’ensemble des contraintes. On s’inte´resse en particulier aux heuristiques
AGNES de Fre´ville et Plateau [FRE 94], ADP-based heuristics approach de Bertsimas et
Demir [BER 02] et SMA de Hanafi, Fre´ville et El Abdellaoui [HAN 96] ;
– les me´thodes classiques de re´solution exacte, qui sont la programmation dynamique et le
branch-and-bound ;
– les me´thodes coope´ratives de re´solution exacte dans le cas de proble`me a` une contrainte, avec
les me´thodes propose´es par Martello et Toth [MAR 82], Plateau et Elkihel [PLA 85], ainsi
que Authie´, Elkihel et Viader ([VIA 98] et[ELK 02]).
Ces me´thodes coope´ratives ont montre´ leur efficacite´ pour des proble`mes a` une seule contrainte,
mais aucune me´thode efficace n’a e´te´ propose´e pour le cas a` plusieurs contraintes.
Au chapitre 3, nous pre´sentons notre contribution aux me´thodes de re´solution du proble`me MKP.
L’ensemble de ces me´thodes est construit sur une premie`re heuristique, nomme´e HDP (Hybrid
Dynamic Programming). HDP est base´e sur la re´solution du proble`me MKP en appliquant un
algorithme de programmation dynamique sur sa relaxation surrogate. Cet algorithme est modifie´
par rapport a` la me´thode classique afin de garantir la re´alisabilite´ de la solution obtenue pour le
proble`me MKP. Lors de ce processus, des e´tats e´limine´s par la programmation dynamique sont
conserve´s et peuvent eˆtre re´utilise´s pour construire :
– des heuristiques augmente´es qui permettent d’ame´liorer la solution obtenue avec HDP,
– une me´thode coope´rative de re´solution exacte.
Nous proposons deux heuristiques augmente´es, qui correspondent a` diffe´rentes recherches au
voisinage des e´tats conserve´s. La premie`re se base sur un algorithme glouton et la deuxie`me
sur un algorithme de branch-and-bound. De plus, nous pre´sentons une me´thode coope´rative de
re´solution exacte combinant la programmation dynamique de HDP et le branch-and-bound. Nous
avons donc e´te´ amene´s a` faire des choix concernant, tout d’abord, le calcul des multiplicateurs
de la relaxation surrogate, et, aussi, les algorithmes envisage´s (calcul des bornes, strate´gie de
parcours, classement de variables,...). Diffe´rents tests nume´riques pre´liminaires sur des instances
de la litte´rature de petite taille viennent illustrer les implications de ces diffe´rents choix.
Enfin, le chapitre 4 est consacre´ aux tests nume´riques. Ces derniers ont e´te´ mene´s sur des ins-
tances de taille plus importante issues de la litte´rature ou engendre´es de manie`re ale´atoire.
Nos heuristiques ont e´te´ compare´es avec les heuristiques AGNES, ADP-based heuristics ap-
proach et SMA. Nous avons compare´ les re´sultats obtenus avec notre me´thode coope´rative
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a` ceux d’une me´thode classique, le branch-and-bound. L’ensemble de ces tests nous permet-
tra d’e´valuer les performances des diffe´rentes me´thodes propose´es. Nous pre´sentons aussi les
re´sultats pre´liminaires obtenus avec nos deux techniques pour engendrer des instances ale´atoires
difficiles. Pour cela, nous les avons re´solues de manie`re exacte avec CPLEX 9.0 et avons compare´
les temps de calcul avec les instances obtenues avec les techniques classiques.
18 Introduction
Chapitre I
Le proble`me du sac a` dos
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20 Chapitre I. Le proble`me du sac a` dos
I.1 Introduction
Dans ce chapitre, nous de´finirons le proble`me MKP ainsi que les notations et le vocabulaire qui
seront utilise´s dans la suite. De plus, nous verrons les diffe´rentes instances que l’on peut trouver
dans la litte´rature, ainsi que des me´thodes pour engendrer des instances de manie`re ale´atoire,
a` savoir les instances a` donne´es non-corre´le´es, faiblement corre´le´es et fortement corre´le´es. Nous
pre´sentons ces diffe´rentes instances ainsi que celles engendre´es par deux nouvelles techniques :
– des instances de´rive´es de proble`mes combinatoires en contraintes e´galite´s et
– des instances engendre´es a` partir de l’analyse de la transforme´e en Z.
Le proble`me du sac a` dos est un proble`me classique de l’optimisation combinatoire appartenant
a` la classe des proble`mes NP-difficiles [FRE 04]. Un proble`me d’optimisation combinatoire est
caracte´rise´ par :
– un ensemble fini de solutions Ω,
– une fonction objectif f : Ω→ R associant une valeur a` chaque solution admissible. Ce proble`me
consiste a` de´terminer la solution x∗ ∈ Ω maximisant f.
x∗ = argmax{f(x) | x ∈ Ω}. (I.1)










wi,j .xj ≤ ci, i ∈ {1, ...,m},
xj ∈ {0, 1}, j ∈ {1, ..., n},
(I.2)
avec pj , ci, et wi,j entiers positifs pour i ∈ {1, ...,m} et j ∈ {1, ..., n}.




s.c. W.x ≤ c,








 et W =
 w1,1 · · · w1,n... . . . ...
wm,1 · · · wm,n
.
De plus, nous nous placerons sous les hypothe`ses (h1) et (h2) qui e´cartent des cas triviaux :
– (h1) : max
j∈{1,...,n}
{wi,j} ≤ ci pour i ∈ {1, ...,m} (exclusion d’une variable) ,
– (h2) : ∀i ∈ {1, ...,m}, ci ≥
n∑
j=1
wi,j (contrainte toujours re´alise´e).
Nous adopterons les notations et les appellations suivantes :
– pj est appele´ le profit associe´ a` la variable xj,
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– Wi est la i




wi,j.xj ≤ ci est la i
e`me contrainte de poids,
– c = (c1, ..., cm)
t est la capacite´ du sac a` dos,
– on note W j =
 w1,j...
wn,j
 la je`me colonne de la matrice W soit le vecteur poids associe´ a`
la variable xj,
– la taille d’un proble`me sera donne´ sous la forme n×m,
– v(S) repre´sente la valeur optimale du crite`re associe´e au proble`me (S) et
– v(S) et v(S) sont, respectivement, un majorant et un minorant de v(S).
On rencontre le proble`me du sac a` dos multidimensionnel lorsqu’on cherche a` optimiser l’usage
d’une entite´ qui consomme des ressources multiples. Il correspond au mode`le ge´ne´ral de type
allocation de ressources ou` les donne´es ont les significations suivantes :
n : nombre d’articles,
m : nombre de ressources,
pj : le profit lie´ au choix de l’article j,
ci : la quantite´ de ressource i disponible,
wi,j : la quantite´ de ressource i consomme´e par l’article j,
xj : la variable de de´cision qui vaut 1 si le projet j est accepte´, 0 sinon.
L’objectif est de maximiser le profit dans la limite des ressources disponibles.
La premie`re utilisation de ce mode`le concerne les proble`mes d’investissement :
– pj repre´sente le be´ne´fice du projet j,
– wi,j la demande en capital du projet j dans la pe´riode i,
– ci le capital disponible dans la pe´riode i et
– m le nombre de pe´riodes conside´re´es.
Il a e´te´ utilise´ aussi dans :
– des proble`mes de de´coupes.
– des proble`mes de chargement.
Ce proble`me apparaˆıt encore comme un sous-proble`me dans les mode`les destine´s a` attribuer les
processeurs et les bases de donne´es dans un syste`me informatique distribue´.
I.2 Historique
La communaute´ scientifique s’est inte´resse´e au proble`me du sac a` dos multidimensionnel pour
la premie`re fois dans les anne´es 50. Depuis, un grand nombre d’algorithmes et de techniques
a e´te´ pre´sente´ pour trouver des solutions exactes et approche´es : les me´thodes de relaxations,
le branch-and-bound, la programmation dynamique, les me´thodes heuristiques, les algorithmes
paralle`les, etc.
22 Chapitre I. Le proble`me du sac a` dos
Historique :
Anne´es 50 : Premier algorithme de Programmation Dynamique (R. BELLMAN [BEL 57]) ;
Borne supe´rieure de la valeur optimale du crite`re (G.B. DANTZIG [DAN 57]) ;
Anne´es 60 : Ame´lioration de la Programmation Dynamique (P.C. GILMORE et R.E. GOMORY
[GIL 61] [GIL 62] [GIL 65]) ;
Premier Branch-and-Bound (P.J. KOLESAR [KOL 67]) ;
Anne´es 70 : Algorithme de B&B revu (E. HOROWITZ, S. SAHNI [HOR 74]) ;
Premie`re proce´dure de re´duction du nombre de variables (G.P. INGARGIOLA, J.F. KORSH
[ING 73]) ;
Premie`re approximation en temps polynomial (S. SAHNI [SAH 75] ) ;
Approximation en temps polynomial (O.H. IBARRA et C.E. KIM [IBA 75]) ;
Borne supe´rieure dominant celle obtenue par la relaxation continue ( MARTELLO, P. TOTH
[MAR 77]) ;
Anne´es 80 : Re´sultats sur la solution des proble`mes de tre`s grande taille ou` le classement de
variables prend la plupart du temps ;
Travaux portant sur le noyau du proble`me ( E. Balas et E. Zemel, [BAL 80], G. Plateau et
M. Elkihel [PLA 85] ) ;
Anne´es 90 : Algorithmes paralle`les (W. LOOTS, SMITH T.H.C. [LOO 92]) ;
Approche par re´seau de neurones ( Ohlsson M., Peterson C. et Soderberg B. [OHL 93] ) ;
Approche par des techniques d’Intelligence Artificielle ( Ko I. [KO 93]) ;
Re´solution du proble`me par e´chantillonnage ( PENN M. et HASSON D. [PEN 94]).
I.3 Les instances de la litte´rature
Le proble`me du sac a` dos e´tant e´tudie´ depuis maintenant plus de 50 ans, certains auteurs ont
propose´ des proble`mes types dans leurs publications qui se retrouvent maintenant largement
diffuse´es graˆce a` internet. Les proble`mes pre´sente´s ici et qui nous ont permis de mener une
grande partie de nos tests nume´riques sont disponibles via la OR-library tenue par Beasley :
http : //people.brunel.ac.uk/ ∼ mastjjb/jeb/orlib/mknapinfo.html
Les instances que l’on y trouve sont les suivantes :
– instance de Petersen [PET 67] : 7 proble`mes de tailles diffe´rentes (de 6× 10 a` 50× 5),
– instance de Weingartner et Ness [WEI 67] : 8 proble`mes (de 28× 2 a` 105 × 2),
– instance de Senyu et Toyoda [SEN 68] : 2 proble`mes (60× 30),
– instance de Shi [SHI 79] : 30 proble`mes dont 5 proble`mes de tailles 30× 5, 4 de 40× 5, 4 de
50× 5, 4 de 60× 5, 4 de 70× 5, 4 de 80× 5 et 5 de 90× 5.
– instance de Fre´ville et Plateau [FRE 90] : 8 proble`mes de tailles diffe´rentes (de 27 × 4 a`
40× 30) et
– instances de Chu et Beasley [CHU 98] : 9 instances de 30 proble`mes de taille 100×5 a` 500×30
Il est a` noter que pour les instances de Chu et Beasley, contrairemant aux autres instances, les
bornes optimales des proble`mes ne sont pas connues du fait de leurs tailles importantes, c’est
pourquoi nous ferons souvent la distinction suivante :
– les petites instances de la litte´rature, a` savoir ceux de Petersen, Weingartner et Ness, Senyu
et Toyoda, Shi et Fre´ville et Plateau et
– les grandes instances de la litte´rature, a` savoir ceux de Chu et Beasley.
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I.4 Les instances engendre´es ale´atoirement
La cre´ation d’instances de fac¸on ale´atoire pose le proble`me de la manie`re d’engendrer des ins-
tances difficiles. Cette question est d’autant plus inte´ressante sachant que peu d’e´tudes ont e´te´
faites la`-dessus.
Bien entendu, la difficulte´ de re´solution d’un proble`me de´pend de la taille de ce dernier ou encore
de la taille des coefficients, mais pas uniquement. On se rend compte qu’en menant des tests sur
des proble`mes ale´atoires de tailles identiques, certains sont beaucoup plus durs a` re´soudre que
des proble`mes de tailles bien plus grandes (voir par exemple [BEI 03]).
Dans cette section nous pre´senterons quelques pistes de recherche sur le moyen d’engendrer des
instances difficiles.
I.4.1 Proble`mes a` donne´es non-corre´le´es
Lorsque l’on e´tudie la complexite´ des me´thodes de re´solution exacte, on se rend compte qu’elle














wi,j, i ∈ {1, ...,m},
xj ∈ {0, 1}, j ∈ {1, ..., n},
(I.4)
avec ǫ ∈]0, 1[ et pour j ∈ {1, ..., n} et i ∈ {1, ...,m}, les coefficients pj, ci et wi,j sont tire´s de
manie`re uniforme dans, respectivement, [1, Up] et [1, Uw] ou` ǫ, Up et Uw sont des parame`tres
fixe´s par l’utilisateur (Up et Uw sont ge´ne´ralement pris e´gaux a` 1000).
Ceci constitue la me´thode la plus classique pour engendrer des proble`mes de fac¸on ale´atoire ;
elle est d’ailleurs a` la base de la ge´ne´ration des instances de Chu et Beasley [CHU 98] pour
lesquelles ǫ prend les valeurs 0,25, 0,50 et 0,75.
Les instances les plus difficiles sont ge´ne´ralement obtenues avec ǫ = 0, 5.
I.4.2 Proble`mes a` donne´es corre´le´es
Contrairement au cas pre´ce´dent, la ge´ne´ration du vecteur des profits p est lie´e a` la matrice des
poids W . On distingue les proble`mes :
– faiblement corre´le´s : pour j ∈ {1, ..., n} et i ∈ {1, ...,m}, les coefficients wi,j sont tire´s de












ou` wc est un parame`tre spe´cifie´ par l’utilisateur ;
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– fortement corre´le´s : pour j ∈ {1, ..., n} et i ∈ {1, ...,m}, les coefficients wi,j sont tire´s de







ou` sc est un parame`tre spe´cifie´ par l’utilisateur.
Quant au vecteur des capacite´s c, il est ge´ne´ralement engendre´ de la meˆme fac¸on qu’avec les
proble`mes non-corre´le´s, a` savoir c = ǫ.
n∑
j=1
W j, ǫ ∈]0, 1[.
Les proble`mes fortement corre´le´s sont ge´ne´ralement plus difficiles a` re´soudre que leurs homo-
logues non-corre´le´s (cf. [PAN 93], [MAR 97], [PIS 95]).
I.4.3 Proble`mes de´rive´s d’un proble`me combinatoire en contraintes e´galite´s
Cette me´thode se base sur les travaux de El Baz, Elkihel et Gely [ELB 05b] qui ont pre´sente´
une me´thode de re´solution du proble`me du sac a` dos multidimensionnel en contraintes e´galite´s
base´e sur la re´solution d’une se´rie de proble`mes en contrainte ine´galite´. Cette approche est une
ge´ne´ralisation de celle de Plateau et Elkihel [PLA 85] au cas multidimensionnel.




s.c. W.x = c,








x ∈ {0, 1}n.
(I.5)
Une relaxation Lagrangienne sur la contrainte W.x ≥ c donne alors :
(E˜(Λ))

max pt.x+ Λt.(W.x − c),
s.c. W.x ≤ c,
x ∈ {0, 1}n.
(I.6)
ou` Λ ≥ 0.
Λ est pris tel que Λ = λ.
 1...
1






1 . . . 1
)
.(W.x− c),
s.c. W.x ≤ c,
x ∈ {0, 1}n,
(I.7)
Pour un λ∗ suffisamment grand on a v(E˜(λ∗)) = v(E) [ELB 05b], autrement dit il y a e´quiva-
lence entre E et E˜(λ∗). Ceci nous me`ne donc a` engendrer des proble`mes de la forme de E˜(λ)
sachant que plus le parame`tre λ sera grand, plus le proble`me relaˆche´ est proche du proble`me
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en contraintes e´galite´s. En prenant c = ǫ.
n∑
j=1
W j, ǫ ∈]0, 1[, on obtient d’une fac¸on ge´ne´rale des















x ∈ {0, 1}n,
(I.8)
avec ǫ ∈]0, 1[, λ ≥ 0 et pour j ∈ {1, ..., n} et i ∈ {1, ...,m}, les coefficients pj , ci et wi,j sont tire´s
de manie`re uniforme dans, respectivement, [1, Up] et [1, Uw]. ǫ, Up et Uw sont des parame`tres
fixe´s par l’utilisateur.
Plus le parame`tre λ est grand, plus le proble`me en ine´galite´ est ardu car la partie purement lie´e
au crite`re est e´crase´e par la satisfaction des contraintes. Ceci nous ame`ne a` e´tudier l’influence
de ce parame`tre λ sur la difficulte´ de re´solution de proble`mes engendre´s ainsi.
I.4.4 Instances engendre´es a` partir de l’analyse de la transforme´e en Z
On conside`re le proble`me ge´ne´ral en nombre entier suivant :
Pd : fd(c, p) = max{p
t.x | Wx = c, x ∈ Nn}, (I.9)
ainsi que le proble`me associe´ suivant (voir Lasserre [LAS 03b]) :





Ω(c) = {x ∈ Nn | W.x = c}.
(I.10)
Une partie des travaux de Lasserre ([LAS 03a], [LAS 03b] et [LAS 04c]) sugge`re de chercher
un dual de Pd a` partir de la transforme´e en Z de Id. Sachant que Pd et Id sont lie´s par la relation
suivante :









La transforme´e en Z de Id, par sa transforme´e inverse, me`ne a` une nouvelle formulation e´qui-
valente du proble`me Id. A partir de ce dual de Id, l’utilisation de l’e´quation (I.11) permet de









(1− epk .z−W k)
,










On constate que Fˆd(z, p) est bien de´finie si pour k ∈ {1, ..., n}, |z
−W k | > epk . L’inte´gration de
cette fonction (transforme´e en Z inverse) sera d’autant plus difficile qu’elle a un grand nombre
de poˆles. L’ide´e est donc d’engendrer un proble`me Pd conduisant a` un grand nombre de poˆles.
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On conside`re σ = {j1, ..., jm} ⊂ {1, ...,m} tel que la matrice Wσ = (W
j1, ...,W jm) soit une base
du proble`me line´aire associe´. Pour un tel σ, nous avons le syste`me a` m e´quations suivant :








Ce syste`me a ρ(σ) = det(Wσ) solutions de la forme (voir Lasserre [LAS 03a]) :
z(k) = eλ.e2ıπθ(k), k ∈ {1, ..., ρ(σ)}
avec θ(k) ∈ Rm et λ =W−1σ .pσ.
(I.14)
Donc, pour avoir un grand nombre de poˆles, on doit engendrer des matrices de base Wσ ayant
un de´terminant suffisamment grand. Plus les rayons, λ = W−1σ .pσ, des multi-disques de C
n sur
lesquels sont ces poˆles, sont proches les uns des autres plus l’inte´gration est difficile.
Dans le cas des proble`mes uni-contraints, le calcul de l’ensemble des λ, pour toutes les bases












Dans le cas a` une contrainte, plus les rapports profits sur poids sont proches les uns des autres,
plus le proble`me a` une contrainte est difficile a` re´soudre. Cette conclusion peut-eˆtre ge´ne´ralise´e
au cas multidimensionnel graˆce a` l’utilisation de la transforme´e en Z en prenant les W−1σ .pσ
proches : ∥∥W−1σ .pσ −W−1σ′ .pσ′∥∥ ≤ ǫ, ǫ ∈ R+. (I.16)
A partir du proble`me en e´galite´ ainsi construit, on remplace simplement les e´galite´s par des
ine´galite´s pour obtenir le proble`me en contraintes ine´galite´s de´sire´.
Application au cas a` deux contraintes
Pour e´tudier le temps de re´solution d’un proble`me engendre´ de cette fac¸on, nous avons applique´,
dans un premier temps, cette me´thode au cas des proble`mes a` deux contraintes. Ceci nous
permettra de valider cette approche afin d’envisager son extension au cas multidimensionnel.
Afin de simplifier les calculs, ces proble`mes seront pris sous la forme :
(MKP )

max p0.x1 + (p0 + δp).x2 + ...+ (p0 + (n− 1).δp).xn,
s.c.

a0.x1 + (a0 + δa).x2 + ...+ (a0 + (n− 1).δa).xn ≤ a,
b0.x1 + (b0 + δb).x2 + ...+ (b0 + (n− 1).δb).xn ≤ b,
xj ∈ {0, 1}, j ∈ {1, ..., n},
(I.17)
avec n >= 3.
Avec {j1, j2} ⊂ {0, ..., n − 1}, conside´rons la matrice carre´ :
Wj1,j2 =
(
a0 + j1.δa a0 + j2.δa
b0 + j1.δb b0 + j2.δb
)
(I.18)
Wj1,j2 est une base de R
2 si :
|det(Wj1,j2)| = |j1− j2|.|δa.b0 − δb.a0| 6= 0, (I.19)
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or |det(Wj1,j2)| ≥ |δa.b0 − δb.a0|, il suffit alors de prendre |δa.b0 − δb.a0| = DET 6= 0. Toute les
matrices Wj1,j2 sont ainsi des matrices de base de R
2.







)∥∥∥∥ ≤ ǫ, (I.20)
avec {j1, j2} ⊂ {0, ..., n − 1}, {j3, j4} ⊂ {0, ..., n − 1} et {j1, j2} 6= {j3, j4}.
Afin de simplifier les calculs, cette condition sera impose´e pour j1 = j ∈ {0, ..., n−3}, j2 = j+1,





po + (j + 1).δp
co + (j + 2).δp
)∥∥∥∥ ≤ ǫ, (I.21)
ce qui donne :
α.δ2p + 2.β.δp + γ ≤ (r.DET )
2, (I.22)
avec
– α = 2.(a0 − b0 + δa)
2 + (δb − δa)
2(8.j2 + 12.j + 5)− 2.(δb − δa).(a0 − b0 + δa).(4.j + 3),
– β = −p0.(δb − δa). (2.(a0 − b0 + δa)− (δb − δa).(4.j + 3)) et
– γ = 2.p20.(δb − δa)
2.
En se plac¸ant sous les conditions suivantes :
– δb − δa ≤ 0 et
– 2.(a0 − b0 + δa)− (δb − δa).(4.(n − 3) + 3) ≤ 0,
nous pouvons faire les majorations suivantes :
– α ≤ α′ = 2.(a0 − b0 + δa)
2 + (δb − δa)
2.(8.(n − 3)2 + 12.(n − 3) + 5) et
– β ≤ β′ = −p0.(δb − δa). (2.(a0 − b0 + δa)− (δb − δa).(4.(n − 3) + 3)).
Ainsi en prenant α′.δ2p + 2.β
′.δp + γ ≤ (r.DET )
2, l’ine´quation (I.22) est ve´rifie´e quelque soit
j ∈ {0, ..., n − 3}. De plus la fonction f : δp → α
′.δ2p + 2.β






Nous devons donc avoir (r.DET )2 ≥ f(δ∗p). On se placera alors dans le cas extreˆme ou` δp = δ
∗
p
(les λ sont pris aussi proches que possible). Les conditions prises pre´ce´demment nous garantissent
δ∗p ≥ 0.
De manie`re synthe´tique :
– δa et δb sont tire´s ale´atoirement dans [1, Uδ ] tel que δb − δa ≤ 0,
– p0 est tire´ ale´atoirement dans [1, Up],
– a0 et b0 sont construits tels que{
δa.b0 − δb.a0 = DET ≥ 0 et
2.(a0 − b0 + δa)− (δb − δa).(4.(n − 3) + 3) ≤ 0,




– les capacite´s a et b sont construites de la meˆme fac¸on que dans le cas des proble`mes non
corre´le´s.
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I.5 Conclusion
Dans ce chapitre, nous avons de´fini le proble`me du sac a` dos multidimensionnel ainsi que les
notations et le vocabulaire qui seront utilise´s par la suite. De plus nous avons introduit :
– les instances de la OR-librairy de Beasley qui sont en libre acce`s sur internet et
– les diffe´rentes techniques pour engendrer de manie`re ale´atoire des instances.
Ces instances seront utilise´es dans la suite pour illustrer et tester les diffe´rentes me´thodes que
nous avons de´veloppe´es pour la re´solution du MKP.
Nous avons aussi propose´ deux nouvelles techniques pour engendrer ale´atoirement des instances
difficiles :
– instances de´rive´es de proble`mes combinatoires en contraintes e´galite´s
– instances engendre´es a` partir de l’analyse de la transforme´e en Z.
Les tests nume´riques effectue´s a` partir de cette e´tude seront pre´sente´s dans le chapitre IV ou`
nous comparerons les temps de re´solution pour ces instances avec ceux d’instances engendre´es
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II.1 Introduction
Depuis les anne´es 50, de nombreuses d’e´tudes ont e´te´ faites sur le proble`me du sac a` dos. Dans
ce chapitre nous faisons un e´tat de l’art des travaux qui ont e´te´ mene´s.
Nous commencerons par les me´thodes de relaxation, avec en particulier la relaxation surrogate
introduite par Glover [GLO 65] que nous utiliserons par la suite. Ensuite, nous aborderons
les me´thodes de re´duction. Ces me´thodes essaient de re´duire la taille du proble`me en fixant des
variables ou en e´liminant des contraintes. On citera notamment l’algorithme RAMBO de Fre´ville
et Plateau [FRE 94]. Enfin, nous conside´rons diverses me´thodes de re´solution propose´es dans
la litte´rature :
– les me´thodes approche´es, qui permettent d’obtenir une solution approche´e de la fonction
objectif qui satisfait l’ensemble des contraintes. On s’inte´resse en particulier aux heuristiques
AGNES de Fre´ville et Plateau [FRE 94], ADP-based heuristics approach de Bertsimas et
Demir [BER 02] et SMA de Hanafi, Fre´ville et El Abdellaoui [HAN 96] ;
– les me´thodes classiques de re´solution exacte, qui sont la programmation dynamique et le
branch-and-bound ;
– les me´thodes coope´ratives de re´solution exacte dans le cas de proble`me a` une contrainte, avec
les me´thodes propose´es par Martello et Toth [MAR 82], Plateau et Elkihel [PLA 85], ainsi
que Authie´, Elkihel et Viader ([VIA 98] et[ELK 02]).
Les me´thodes coope´ratives ont montre´ leur efficacite´ pour des proble`mes a` une seule contrainte.
II.2 Les me´thodes de relaxations
les me´thodes de relaxation sont ge´ne´ralement utilise´es afin d’estimer un majorant de la valeur
optimale du proble`me (MKP ) conside´re´ en se ramenant sur des proble`mes pour lesquelles des
me´thodes de re´solutions efficaces existent. Dans cette section nous pre´sentons les principales
relaxations existantes.
II.2.1 La relaxation continue




s.c. W.x ≤ c,
x ∈ [0, 1]n.
(II.1)
Le proble`me (PL) est re´solu graˆce a` l’utilisation de la me´thode du Simplexe ([DAN 48],
[DAN 61]). Cependant, du fait que les variables sont borne´es, il existe une variante de la me´thode
du simplexe (voir [DAN 67]) qui permet de diminuer l’occupation me´moire ne´cessaire pour la
re´solution nume´rique de (PL).
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II.2.2 La relaxation lagrangienne
Une me´thode tre`s employe´e, qui n’a cependant pas e´te´ retenue dans le cadre de cette e´tude, se
















wi,j .xj ≤ ci, i ∈ {1, ...,m} −Q,
xj ∈ {0, 1}, j ∈ {1, ..., n},
(II.2)
avec Q ⊂ {1, ...,m}, q = |Q| 6= 0 et λ = (λi)i∈Q ∈ R
q
+.
Geoffrion [GEO 74] et Fisher [FIS 81] ont montre´ que cette relaxation pouvait eˆtre utilise´e de
manie`re efficace pour la re´solution de (MKP ). De plus, en notant v(LQ) = min
λ≥0
(v(LQ(λ))), on
a v(PL) ≥ v(LQ) et nous avons e´galite´ pour Q = {1, ...,m}.




x ∈ {0, 1}n.
(II.3)
Ce proble`me a l’avantage d’eˆtre tre`s facile a` re´soudre, avec une complexite´ de o(n). En effet nous
avons :
Pour j ∈ {1, ..., n}, si pj −
m∑
i=1
λi.wi,j ≥ 0, x
∗
j(λ) = 1, sinon x
∗










II.2.3 La relaxation surrogate ou agre´ge´e
Une autre solution approche´e peut eˆtre de´termine´e par la re´solution du sac a` dos unidimensionnel
obtenu par la relaxation surrogate de (MKP), note´e (S(µ)) introduite pour la premie`re fois par
Glover [GLO 65]. La relaxation surrogate consiste a` combiner l’ensemble des contraintes en une




s.c. µt.W.x ≤ µt.c,
x ∈ {0, 1}n,
(II.4)
ou` µt = (µ1, . . . , µm) ≥ 0.
Cette relaxation a fait l’objet de nombreuses e´tudes afin de proposer des me´thodes de calcul du
multiplicateur et son utilisation pour la re´solution du proble`me (MKP ). On notera les travaux
de Glover ([GLO 75] et [GLO 68]), Greenberg et Pierskela [GRE 70], Dyer [DYE 80], Gavish
et Pirkul [GAV 85], Fre´ville et Plateau [FRE 93] et plus re´cemment Osario, Glover et Hammer
[OSO 02] et Hanafi et Glover [HAN 07].
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En notant, le proble`me dual, v(S) = min
µ≥0
{v(S(µ))}, Greenberg and Pierskalla [GRE 70] ont
montre´ que dans tous les cas nous avons v(PL) ≥ v(S) et que l’ine´galite´ stricte apparaˆıt le plus
souvent.
II.2.4 La relaxation surrogate continue
Une autre solution approche´e, moins bonne que les deux pre´ce´dentes mais peu couˆteuse en calcul,




s.c. µt.W.x ≤ µt.c,
x ∈ [0, 1]n,
(II.5)
ou` µt = (µ1, . . . , µm), µi ≥ 0 pour i ∈ {0, ..,m}.
(S(µ)) peut eˆtre re´solu via la me´thode de Dantzig [DAN 57] :
Algorithme II.1 Algorithme de Dantzig :
Si les donne´es sont classe´es selon :
p1
µt.W 1
≥ . . . ≥
pj
µt.W j




La solution x¯ de (S(µ)) est :
– xj = 1 pour j ∈ {1, . . . , k − 1},





avec k = max{j |
j−1∑
p=1




k correspond a` l’indice de la variable de base.
Martello et Toth [MAR 90] ont propose´ une e´volution de cet algorithme afin d’obtenir un
meilleur majorant de la valeur optimale du proble`me (MKP ). Ils fixent la variable de base xk a`
1, puis a` 0, les deux sous-proble`mes re´sultants sont re´solus par l’algorithme pre´ce´dent et la plus
petite valeur de la fonction objectif obtenue est conserve´e.
En notant, v(S) = min
µ≥0
{v(S(µ))}, d’apre´s Glover [GLO 75] nous avons v(PL) = v(S).
II.2.5 La relaxation Composite
La relaxation composite est la combinaison de la relaxation lagrangienne et de la relaxation






pj .xj + λ
t.(c−W.x),
s.c. µt.W.x ≤ µt.c,
xj ∈ {0, 1} pour j ∈ {1, . . . , n}.
(II.6)
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On note v(C) = min
λ≥0,µ≥0
{v(C(λ, µ))}. La relaxation lagrangienne (L) et la relaxation surrogate
(S) sont clairement des cas particuliers de la relaxation composite. Nous avons donc, v(L) ≥ v(C)
et v(S) ≥ v(C).
Crama et Mazzola [CRA 94] ont montre´ que :
v(PL)− max
j∈{1,...,n}
{pj} ≤ v(C(λ, µ)) et
1
2
.v(PL) ≤ v(C(λ, µ)). (II.7)
Autrement dit, la relaxation composite et donc les relaxations lagrangienne et surrogate ne
peuvent ame´liorer la borne de (PL) plus que pmax, le plus grand profit de la fonction objectif.
Hanafi et Fre´ville [HAN 00] ont propose´ une me´thode de re´solution pour la relaxation composite.
II.2.6 Choix des multiplicateurs
L’utilisation de ces diffe´rentes me´thodes de relaxation ne´cessite le calcul des multiplicateurs. Un
multiplicateur µ est dit meilleur que le multiplicateur µ′ lorsqu’il fournit une meilleure borne
supe´rieure de la valeur optimale. Autrement dit, le multiplicateur optimal est celui qui minimise
la borne supe´rieure.
Les multiplicateurs optimaux sont obtenus par re´solution des proble`mes duaux :
– min
λ≥0
{v(L(λ))} = v(L) dans le cas d’une relaxation lagrangienne,
– min
µ≥0
{v(S(µ))} = v(S) dans le cas d’une relaxation surrogate,
– min
µ∈≥0
{v(S(µ))} = v(S) dans le cas d’une relaxation surrogate continue,
– min
λ≥0,µ≥0
{v(C(λ, µ))} = v(C) dans le cas d’une relaxation Composite.
Nous avons la relation suivante entre le bornes des proble`mes duaux :
v(MKP ) ≤ v(C) ≤ v(S) ≤ v(L) = v(PL) = v(S). (II.8)
II.3 Les me´thodes de re´duction
Les me´thodes pre´sente´es ici essaient a` travers diffe´rentes techniques de diminuer la complexite´
de re´solution du proble`me du sac a` dos. Deux approches sont aborde´es :
– la re´duction de la taille du proble`me (c’est-a`-dire le nombre de variables et de contraintes du
proble`me), car la complexite´ des algorithmes de re´solution y est souvent lie´e,
– la re´duction du domaine de de´finition de l’ensemble des solutions re´alisables en continu, ce
qui permet notamment l’ame´lioration de la qualite´ des bornes calcule´es.
Pour la premie`re approche, Fre´ville et Plateau [FRE 94] ont propose´ un ensemble de me´thodes
efficaces pour la re´duction de la taille du proble`me. Ces me´thodes, dont les performances sont
lie´es a` la qualite´ de l’estimation d’une borne infe´rieure, s’accompagnent de l’heuristique AGNES
(voir page 41).
En ce qui concerne la deuxie`me approche, les me´thodes de rotation de contraintes, introduites
par Kianfar [KIA 71], permettent de modifier les contraintes originales du proble`me afin de
resserrer le domaine continu sur l’ensemble des solutions entie`res admissibles.
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Une autre me´thode tre`s utilise´e pour re´duire le domaine de de´finition des solutions en continu est
l’utilisation des me´thodes de coupes. Ces me´thodes sont aujourd’hui largement utilise´es dans les
solveurs industriels tel que CPLEX ou XPRES. Ici, le principe est base´ sur l’ajout de contraintes
additionnelles afin d’e´liminer des solutions non-entie`res. Ces coupes sont ge´ne´ralement issues
de l’analyse du dernier tableau de la me´thode du simplexe, obtenu par la re´solution de la
relaxation continue de (MKP ). Si une solution non-entie`re est obtenue, des coupes peuvent
eˆtre ajoute´es afin d’e´liminer cette solution du domaine continu et d’essayer de faire converger la
valeur optimale en continu vers la valeur optimale en discret, voir meˆme d’obtenir une solution
entie`re, dans ce cas la valeur optimale en continu est aussi optimale en discret.
Les me´thodes de coupes ne´cessitent souvent une grande pre´cision de calcul, nous nous sommes
donc, pour l’instant, peu inte´resse´s a` ces me´thodes, et nous ne nous e´tendrons pas plus sur
elles. On peut citer notamment les travaux de Gomory [GOM 58] [GOM 63], de Cook, Kan-
nan et Schrijver [COO 90], de Nemhauser et Wolsey [NEM 88] [NEM 90], de Balas, Ceria et
Cornue´jols [BAL 93], de Cornuejols, Li et Vandenbussche [COR 03], de Andersen, Cornuejols
et Li [AND 05] et de Cornuejols [COR 07].
II.3.1 Les techniques de fixations de variables
Ces me´thodes permettent de fixer de fac¸on de´finitive certaines variables a` 0 ou a` 1.
Re´ductions a` partir des bornes supe´rieures
A chaque variable xj (j ∈ {1, . . . , n}), on associe deux bornes supe´rieures, a` savoir :
– v(xj = 1), un majorant de la valeur optimale de (MKP ) lorsque xj est fixe´ a` 1,
– v(xj = 0), un majorant de la valeur optimale de (MKP ) lorsque xj est fixe´ a` 0.
Notons alors v un minorant de la valeur optimale du proble`me (MKP ), et xt = (x1, . . . , xn), la
solution associe´e. Nous avons donc le sche´ma de re´duction suivant :
Proposition II.1 - Re´duction de variable 1 :
Pour j ∈ {1, . . . , n},
– si v(xj = 0) ≤ v, alors on peut fixer xj a` 1,
– si v(xj = 1) ≤ v, alors on peut fixer xj a` 0.
Le calcul de ces bornes supe´rieures peut se faire au travers d’une me´thode de relaxation, sachant
que la relaxation continue pre´sente un avantage du point de vue de temps de re´solution du fait
de l’utilisation de la me´thode du simplexe.
De plus, on peut noter ici que pour un proble`me (MKP ) donne´, si on souhaite inte´grer cette
me´thode de re´duction a` un algorithme de re´solution tel que le branch-and-bound, nous devons
calculer 2.n bornes supe´rieures, ce qui peut repre´senter des temps de calcul non ne´gligeables.
Afin d’essayer d’optimiser cette e´tape, nous pouvons remarquer la chose suivante :
Soit v, une borne supe´rieure du proble`me (MKP ), et xt = (x1, . . . , xn), la solution associe´e.
Notons alors J1 = {j ∈ {1, ..., n} | xj = 1} et J0 = {j ∈ {1, ..., n} | xj = 0}. Alors, nous avons :
– pour j ∈ J1, v(xj = 1) = v et
– pour j ∈ J0, v(xj = 0) = v.
Ce qui donne (2.n − |J1| − |J0|+ 1) bornes supe´rieures a` calculer.
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Re´ductions a` partir des profits re´duits
Cette me´thode se base sur la re´solution exacte de la relaxation continue (II.1) de (MKP ) par
la me´thode du simplexe. Pour cela nous devons la transformer pour avoir que des contraintes











wi,j.xj + ei = ci pour i ∈ {1, ...,m},
xj + em+j = 1 pour j ∈ {1, ..., n},
xj ≥ 0 pour j ∈ {1, ..., n} et ej ≥ 0 pour j ∈ {1, ..., n +m}.
(II.9)


































– 1m et 1n repre´sentent les matrices unite´s de dimension respective m×m et n× n,
– O(m,n), la matrice nulle de dimension m× n et
– O(n,m), la matrice nulle de dimension n×m.
Si l’on note alors x˜B, les variables de bases, et x˜H , les variables hors-bases, auxquelles on associe
les vecteurs profits correspondants, p˜B et p˜H , ainsi que les matrices de poids, W˜B et W˜H , nous
pouvons e´crire (II.10) sous la forme :
(PL)

max p˜tB .x˜B + p˜
t
H .x˜H ,













s.c. x˜B + W˜
−1





On de´finit alors pred = (pred1, ..., predn)
t, le vecteur des profits re´duits associe´ a` la variable de
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Remarque: Le profit re´duit associe´ a` une variable de base vaut 0.
Reprenons alors les notations pre´ce´dentes, a` savoir, v, une borne supe´rieure du proble`me (MKP )
qui correspond a` la valeur optimale du proble`me (PL) (e´quation II.1), xt = (x1, . . . , xn) une
solution associe´e, et v une borne infe´rieure du proble`me (MKP ). Nous avons alors le sche´ma de
re´duction suivant :
Proposition II.2 - Re´duction de variable 2 :
Pour j ∈ {1, ..., n}, si xj ∈ {0, 1} et v − |predj | ≤ v, alors on peut fixer de manie`re de´finitive xj
a` xj.
II.3.2 Les re´ductions de contraintes
L’objectif ici est d’e´carter certaines contraintes redondantes, c’est-a`-dire que leur e´limination
n’alte`re pas la valeur optimale du proble`me. Nous de´taillons ci-dessous trois me´thodes classiques
de re´duction.
Proposition II.3 - Re´duction de contraintes 1 :
Pour i ∈ {1, . . . ,m}, si
n∑
j=1
wi,j ≤ ci, alors la i
e`me contrainte peut eˆtre e´limine´e.
Cette re´duction nous permet de nous placer dans le cas de l’hypothe`se (h2) vu pre´ce´demment
(page 20).
Proposition II.4 - Re´duction de contraintes 2 :
Pour i ∈ {1, . . . ,m}, si ∃k ∈ {1, . . . , i − 1, i + 1, . . . ,m} tel que ∀j ∈ {1, . . . , n}, wi,j ≤ wk,j et
ck ≤ ci, alors la i
e`me contrainte peut eˆtre e´limine´e.
En effet, le respect de la contrainte k implique celui de la contrainte j et nous conservons la
contrainte la plus forte.
Proposition II.5 - Re´duction de contraintes 3 :
Pour i ∈ {1, . . . ,m}, si ∃k ∈ {1, . . . , i−1, i+1, . . . ,m} tel que v(Bki ) ≤ ci, alors la i
e`me contrainte




s.c. Wk.x ≤ ck,
x ∈ {0, 1}n.
Ce test est un peu plus couˆteuse en temps de calcul que les pre´ce´dents car il ne´cessite la re´solution
exacte de proble`mes du sac a` dos a` une contrainte. On pourrait e´ventuellement estimer a` chaque
fois qu’une borne supe´rieure pour (Bki ), mais on de´graderait les performances de cette me´thode
de re´duction.
II.3.3 L’algorithme RAMBO
L’algorithme RAMBO (Reduction algorithm for the Multidimenssional Binary variables Optimi-
zation problem) de Fre´ville et Plateau [FRE 94] est constitue´ d’un ensemble d’e´tapes successives
visant a` re´duire efficacement la taille du proble`me. Ces diffe´rentes e´tapes sont :
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– E´tape 1 : bonne formulation du proble`me,
– E´tape 2 : re´duction de variables,
– E´tape 3 : e´limination de contraintes.
Ils reprennent une partie des me´thodes pre´sente´es pre´ce´demment.
E´tape 1 : bonne formulation du proble`me




∀j ∈ {1, ..., n}, ∃i ∈ {1, ..., n} tel que wi,j 6= 0.
(II.13)
On effectue pour cela les tests suivants :
[R1] ∀j ∈ {1, ..., n}, si ∃i ∈ {1, ...,m} tel que wi,j > ci, alors xj = 0,
[R2] ∀i ∈ {1, ...,m}, si
n∑
j=1
wi,j ≤ ci, alors la contrainte i peut− eˆtre e´limine´e,
[R3] ∀j ∈ {1, ..., n}, si ∀i ∈ {1, ...,m} wi,j = 0, alors xj = 1.
La deuxie`me partie de cette e´tape vise a` remplacer les contraintes originales par des contrain-
tes plus fortes, c’est-a`-dire de´finissants un domaine contenant les meˆmes solutions entie`res avec
moins de solutions re´elles (Bragley, Hammer et Wolsey [BRA 74]) :





{wi,j}, on de´finit alors Ki ⊆ N = {1, ..., n} tel















Ce dernier test a une complexite´ temporelle de O(m.n).
E´tape 2 : re´duction de variables
Cette e´tape se base sur la proposition II.1. Son efficacite´ est fortement lie´e a` la qualite´ de la borne
infe´rieure, mais aussi a` celle de la borne supe´rieure. Les bornes supe´rieures vont eˆtre estime´es
avec une complexite´ de plus en plus importante afin de re´duire un maximum de variables.




pt.x s.c. a.x ≤ a0, x ∈ {0, 1}
n
}
, avec a = µt.W et a0 = µ
t.c.
µ est calcule´ via un algorithme subgradient. Il est initialise´ par un multiplicateur quelconque.
Ite´rativement, l’algorithme essaie d’ame´liorer ce multiplicateur afin de converger vers un multi-
plicateur optimal. Pour cela, (S(µ)) est re´solu de fac¸on exacte et le multiplicateur µ est perturbe´
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en fonction des contraintes viole´es et des contraintes respecte´es, puis on re´sout a` nouveau la
nouvelle relaxation et ainsi de suite. L’algorithme s’arreˆte lorsque v(S(µ)) ne de´croˆıt plus (voir
l’algorithme III.3, page 77).
Le premier test se base sur la relaxation lagrangienne (L(λ)), λ ∈ R, de (S(µ)). D’apre`s les
re´sultats de Hammer, Padberg et Peled [HAM 75], pour fixer une variable xj a` partir de (L(λ)),









– (S(µ)), la relaxation continue de (S(µ)),
– j∗ l’indice de base de (S(µ)) de´finit par la me´thode de Dantzig et
– v(MKP ) une borne infe´rieure de (MKP ).




Le test V1 s’e´nonce alors comme suit :
[V1] ∀j ∈ {1, ..., n}, j 6= j∗, si |pj − λj∗.aj | ≥ v(L(λj∗))− v(MKP ), alors xj = 1, respective-
ment xj = 0, si pj − λj∗.aj > 0, respectivement pj − λj∗ .aj < 0.
Le test V2 s’inte´resse aux autres multiplicateur de lagrange. Cependant, afin de limiter la com-
plexite´ temporelle qui est O(n2), au lieu de conside´rer λ ∈ Λ, on prendra Λ ∩ [λ0j∗ , λ
1
j∗ ] avec :
– λ0j∗ le multiplicateur optimal de la relaxation lagrangienne de (S(µ) | xj∗ = 0) et
– λ1j∗ le multiplicateur optimal de la relaxation lagrangienne de (S(µ) | xj∗ = 1).
[V2] ∀j ∈ {1, ..., n}, si ∃i ∈ {1, ..., n}, i 6= j, tel que pj − λi.aj ≥ v(L(λi)) − v(MKP ), alors
xj = 1, respectivement xj = 0, si pj − λi.aj > 0, respectivement pj − λi.aj < 0.
Dans le test V3, les bornes sont ame´liore´es en faisant une se´paration sur la variable de base j∗ :
[V3] ∀j ∈ {1, ..., n}, j 6= j∗, si ∃(i0, i1) ∈ {1, ..., n}
2, tel que :
– (pj − λi0 .aj) et (pj − λi1 .aj) ont le meˆme signe,
– |pj − λi0 .aj | ≥ v(L(λi0) | xj∗ = 0)− v(MKP ) et
– |pj − λi1 .aj | ≥ v(L(λi1) | xj∗ = 1)− v(MKP ),
alors xj = 1, respectivement xj = 0, si le signe est positif, respectivement ne´gatif.
En pratique, pour j ∈ {1, ..., n}, j 6= j∗, ce test est effectue´ pour i0 = i
∗
0 et i1 = i
∗
1, repre´sentant,
respectivement, les indices de base des sous-proble`mes (S(µ) | xj∗ = 0, xj = ǫ) et (S(µ) | xj∗ =
1, xj = ǫ), ǫ ∈ {0, 1}.
Le test V4, qui s’appuie sur les proprie´te´s des profits re´duits, s’e´nonce comme suit :
[V4] ∀j ∈ {1, ..., n} :
– choisir λi(j) tel que :
v(L(λi(j)))− v(MKP )− |pj − λi(j).aj | = min
i∈{1,...,n}
{v(L(λi))− v(MKP )− |pj − λi.aj |};
– hypothe`se : xj = ǫ, avec ǫ = 0 si pj − λi(j).aj < 0, ǫ = 1 si > 0;




′indice des variables fixe´es respectivement a` 0 et a` 1, sous la condition xj = ǫ :
si v(L(λi) | xj = ǫ, xl = η, xk = 0, ∀k ∈ X
0
j , xk = 1, ∀k ∈ X
1
j ) ≤ v(MKP ), alors
X0j = X
0




j ∪ {l}, si η = 0;
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– si (MKP | xk = 0, ∀k ∈ X
0
j , xk = 1, ∀k ∈ X
1
j ) ne posse`de aucune solution re´alisable
alors xj = 1− ǫ;
– si v(L(λi) | xj = ǫ, xk = 0, ∀k ∈ X
0
j , xk = 1, ∀k ∈ X
1
j ) ≤ v(MKP ), alors xj = 1− ǫ.
Et enfin le test V5 consiste a` re´soudre (S(µ) | xj = ǫ), ǫ ∈ {0, 1}, mais seulement pour les
variables xj ve´rifiant une des ine´galite´s du test V3 :
[V5] Pour j ∈ {1, ..., n} et ǫ ∈ {0, 1}, si v(S(µ) | xj = ǫ) ≤ v(MKP ), alors xj = 1− ǫ.
E´tape 3 : e´limination de contraintes
On conside`re les proble`mes suivant :
pour k ∈ {1, ...,m}, (Kk) : max{Wk.x s.c. x ∈ Ek},
avec Ek de´finit selon les deux possibilite´s suivantes :
(i) Ek = {x ∈ {0, 1}
n | Wp.x ≤ cp, p 6= k},
(ii) Ek = {x ∈ {0, 1}
n | µ.W.x ≤ µ.c, µ ∈ Rm+ , uk = 0},
ou` µ est de´fini par une technique duale et p est tel que µp = max
i∈{1,...,m}
{µi}.





≤ ck, alors la contrainte k peut eˆtre e´limine´e.
[C2] Soit xj∗ la variable de base de (Kk) :
si α = max
{
⌊v((Kk | xj∗ = 0))⌋, ⌊v((Kk | xj∗ = 1))⌋
}
≤ ck, alors la contrainte k peut
eˆtre e´limine´e.
Si α > ck, mais ⌊v((Kk | xj∗ = 1− ǫ))⌋ ≤ ck, avec ǫ ∈ {0, 1}, alors on effectue le test suivant :
[C3] Soit xj∗(ǫ) la variable de base de (Kk | xj∗ = ǫ) :
si α = max
{
⌊v((Kk | xj∗ = ǫ, xj∗(ǫ) = 0))⌋, ⌊v((Kk | xj∗ = ǫ, xj∗(ǫ) = 0))⌋
}
≤ ck, alors la
contrainte k peut eˆtre e´limine´e.
Le dernier test, C4, re´sout de fac¸on exacte (Kk) :
[C4] Si v((Kk)) ≤ ck, alors la contrainte k peut eˆtre e´limine´e.
II.3.4 La rotation de contraintes
Les me´thodes de rotation de contraintes (Elkihel et Plateau [ELK 84] [ELK 86a] [ELK 86b],
Kianfar [KIA 71], [KIA 76] et Williams [WIL 74]) permettent de reformuler les contraintes
d’un proble`me (MKP ) avec exactement le meˆme ensemble de solutions re´alisables. Le but e´tant
de resserrer le domaine continu de´fini par les contraintes sur le domaine de´fini par les solutions
entie`res re´alisables.
Walukkiewicz et Kaliszewski [WAL 76] et Williams [WIL 74] ont montre´ que la re´solution est
d’autant plus facile que le domaine de de´finition est re´duit.
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Cette me´thode consiste donc a` de´placer les contraintes de (MKP ) de sorte qu’elles passent par
au moins autant de points entiers que les originales. Deux approches sont mises en avant :
– la rotation sans ajout de contrainte additionnelle : Me´thode de Kianfar [KIA 71],
– la rotation avec ajout de contrainte additionnelle : Me´thode de Elkihel et Plateau [ELK 84]
[ELK 86a] [ELK 86b].
Rotation sans contraintes additionnelles [KIA 71]
Soit p ∈ {1, ...,m}, et la pe`me contrainte Wp.x ≤ cp de (MKP ).
La rotation de la pe`me contraintes de (MKP ) consiste donc a` de´placer l’hyperplan Wp.x = cp
afin que le nouvel hyperplan Ŵp.x = cp ainsi construit satisfasse :
{x ∈ {0, 1}n | Wp.x = cp} ⊂ {x ∈ {0, 1}
n | Ŵp.x = cp}. (II.14)












wp,j.xj ≤ c− wp,r,
xj ∈ {0, 1}, j ∈ {1, ..., n}.
(II.15)
Les poids du nouvel hyperplan sont alors construites ite´rativement de la manie`re suivante :
ŵp,r = wp,r + cp − v(B
p
p(xr = 1)). (II.16)




wp,j.xj = cp, passe par le nouveau
point entier x̂ = {x̂1, ..., x̂n} :
x̂r = 1 et x̂j = x
∗
j pour j ∈ {1, ..., n} − {r},
avec x∗ une solution optimale de (Bpp(xr = 1)).
L’enjeu est alors de choisir une bonne direction pour la rotation a` savoir dans quel ordre sera
calcule´ les poids ŵp,r. En effet, de cette direction de´pendra la qualite´ de la rotation (voir Elkihel
[ELK 84] et Walukiewicz et Kaliszewski [WAL 76]).
Rotation avec contraintes additionnelles [ELK 84] [ELK 86a] [ELK 86b]
La me´thode consiste a` faire une rotation avec l’ajout d’une contrainte additionnelle. Elle permet
de re´duire davantage le domaine de de´finition de l’ensemble des solutions admissibles de (MKP ).
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Soit (p, q) ∈ {1, ...,m}2 et r ∈ {1, ..., n}. Le principe est ici le meˆme, nous allons effectuer la
rotation de la contrainte Wp.x ≤ cp sous la contrainte additionnelle Wq.x ≤ cq. Nous allons donc

















wq,j.xj ≤ c− wq,r,
xj ∈ {0, 1}, j ∈ {1, ..., n}.
(II.17)
Ainsi, nous construisons de la meˆme manie`re les poids du nouvel hyperplan :
ŵp,r(q) = wp,r + cp − v(B
p
p,q(xr = 1)). (II.18)
La proble´matique est alors de choisir la contrainte additionnelle q en fonction de la contrainte p
sur laquelle nous voulons faire une rotation, a` savoir celle qui induira le maximum de de´viation.















II.4 Les me´thodes heuristiques
Les heuristiques propose´es seront compare´es a` des heuristiques de la litte´rature :
– AGNES de Fre´ville et Plateau [FRE 94] ;
– ADP-based heuristics approach de Bertsimas et Demir [BER 02] ;
– Simple Multistage Algorithm (SMA) de Hanafi, Fre´ville et El Abdellaoui [HAN 96].
Notre choix s’est porte´ sur ces heuristiques pour leurs performances et/ou leur construction
proche des heuristiques que nous proposons. Nous allons faire le point sur ces diffe´rentes ap-
proches.
II.4.1 AGNES
L’heuristique AGNES de Fre´ville et Plateau [FRE 94] se base sur diffe´rentes me´thodes propose´es
par Glover ([GLO 75] et [GLO 77]). AGNES ge´ne`re une se´rie de solutions re´alisables a` partir
de diffe´rentes techniques exploitant les informations fournies par plusieurs types de contraintes
surrogates.
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L’heuristique est initialise´e avec un multiplicateur µ ∈ Rm+ . AGNES est de´compose´e en les e´tapes
suivantes :





– AGNES1 construit une solution a` partir de la solution optimale x d’une relaxation surrogate
continue perturbe´e Sǫ(µ) : max p
t.x s.c. µt.W.x ≤ (1 + ǫ).µt.c et x ∈ [0, 1]n. Les variables j,
tel que xj = 1, sont, dans un premier temps, temporairement fixe´es a` 1 et les autres a` 0. Si la
solution obtenue n’est pas re´alisable, une partie des variables fixe´es a` 1 sont libe´re´es par une
me´thode gloutonne, en se basant sur une proce´dure de´crite par Senju et Toyoda [SEN 68]
(voir algorithme II.5, page 46), afin de revenir dans le domaine des solutions re´alisables. Les
variables qui sont reste´es a` 1 sont de´finitivement fixe´es. La proce´dure est alors re´ite´re´e sur
le sous-proble`me de´fini par les variables libres. Plusieurs solutions sont ge´ne´re´es en prenant
diffe´rentes valeurs de ǫ dans [−0, 2; 0, 2].
– AGNES2 tente de fixer ite´rativement les variables a` partir des profits re´duits. La proce´dure
fixe ⌊α.n⌋ variables, α ∈]0, 1[, a` partir des profits re´duits de la relaxation surrogate continue
S(µ) : max pt.x s.c. µt.W.x ≤ µt.c et x ∈ [0, 1]n. Si le profit re´duit est positif, respectivement
ne´gatif, la variable correspondante est fixe´e a` 1, respectivement a` 0. La proce´dure est alors
re´ite´re´e sur le sous-proble`me de´finie par les variables libres. Plusieurs solutions sont ge´ne´re´es










– AGNES3 est un k-interchange heuristic qui essaye de trouver une meilleure solution parmi les
solutions, x, retourne´es par les pre´ce´dentes heuristiques. Cette solution est recherche´e dans
le voisinage




|xj − xj| = k, J = {j | xj = 1}
. Afin d’avoir des temps de
calcul petits k a e´te´ fixe´ a` 1 par les auteurs.
L’ensemble de ces heuristiques constitue l’heuristique AGNES. Elle est exe´cute´e plusieurs fois
avec une initialisation diffe´rente du multiplicateur µ qui est calcule´ successivement avec :
– la me´thode structurale (voir page 72),
– le dual du simplexe (voir page 70),
– la solution optimale du dual surrogate (S) : min
µ≥0
{v(S(µ))}.
AGNES a e´te´ compare´e avec les heuristiques MKHEUR de Pirkul [PIR 87] et GP-procedure
de Gavish et Pirkul [GAV 85]. Les tests nume´riques ont montre´ qu’AGNES permet d’avoir un
bon compromis entre temps de calcul et qualite´ de la borne.
II.4.2 L’heuristique ADP-BH
L’ADP-BH, ADP pour Approximate Dynamic Programming et BH pour Base Heuristics, de
Bertsimas et Demir [BER 02] est, comme son nom l’indique, base´ sur un algorithme de pro-
grammation dynamique. Nos heuristiques e´tant aussi base´es sur le meˆme type d’algorithme, il
e´tait inte´ressant de pouvoir comparer nos re´sultats avec celui la`.
Si l’on conside`re le sous-proble`me (MKP (k, c′)) qui comprend les k premie`res variables de
(MKP ) avec la capacite´ c′ :










wi,j .xj ≤ c
′
i, ∀i ∈ {1, ...,m},
xj ∈ {0, 1}, ∀j ∈ {1, ..., k}.
(II.20)
On peut donc e´tablir les deux relations re´cursives suivantes dans le cadre de la re´solution par
programmation dynamique pour k ∈ {2, ..., n} :
v(MKP (k, c′)) = max{v(MKP (k − 1, c′)), v(MKP (k − 1, c′ −W k)) + pk}, (II.21)
x∗k = argmaxxk∈{0, 1}{v(MKP (k − 1, c
′ −W k.xk)) + pk.xk}. (II.22)
Cependant, dans l’ADP-BH, au lieu de conside´rer les valeurs optimales dans l’e´quation II.22
(v(MKP (k−1, c′−W k.xk))), ce qui reviendrait a` faire une programmation dynamique classique,
Bertsimas et Demir ont utilise´ des me´thodes approche´es pour estimer cette borne. Ce permet
alors d’e´valuer x∗k a` chaque e´tape k de l’algorithme (e´quation II.22). Cette e´tape est appele´e
Variable assignment.
Plusieurs me´thodes ont e´te´ propose´es pour l’e´valuation de v(MKP (k − 1, c′ −W k.xk) :
– Dual Gradient Algorithm de Senju et Toyoda [SEN 68] qui construit, a` partir d’une solution
non-re´alisable, une solution re´alisable en fixant les variables ayant le plus petit gradient a` 0.












– Primal Gradient Algorithm de Toyoda [TOY 75] qui a` partir de la solution nulle (sac a` dos
vide) fixe ite´rativement les variables a` 1 selon leur gradient de´croissant.
– Greedy-like Heuristics de Loulou et Michaelides [LOU 79] qui est une variation du Primal
Gradient Algorithm avec un gradient plus e´volue´.
– Incremental Heuristic de McCarl, Kochembergs et Wymann [MCC 74] qui est une autre
variation du Primal Gradient Algorithm.
– Adaptative Fixing propose´ par Bertsimas et Demir [BER 02] (voir Algorithme II.3).
De plus, afin de diminuer les temps de calcul, en plus de la fixation de variables graˆce aux profits
re´duits (Proposition II.2 page 36), ils autorisent la fixation d’un certain nombre de variables xj





ou` lag-time est un parame`tre fixe´ par
l’utilisateur. Cette me´thode, bien qu’elle a tendance a` de´grader la qualite´ de la borne, permet
d’obtenir une borne infe´rieure de (MKP ) dans des temps de calculs raisonnables. Cette me´thode
est nomme´e Lag variable fixing.
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Algorithme II.2 - ADP-BH
Initialisation :
k=n, c’=c, F=∅ (indice des variables fixe´es) ;
early-terminaison=false.
Appliquer BH sur (MKP(k,c’)) et re´cupe´rer la solution xBH(k, c′) et la borne associe´e H(k, c′) ;
Ve´rifier le crite`re d’arreˆt et mettre a` jour early-terminaison ;
xBEST = xBH(k, c′) et zBEST = H(k, c′).
Re´duire les variables a` partir des profits re´duits ;
F = F ∪ {j ∈ {1, ..., n} | xj fixe´} et mettre a` jour x
F = {xj = 0 ou 1 | j ∈ F}.
Tant que k > 2 et early-terminaison=false :




Utiliser Variable assignement pour calculer xADPk ;
Mettre a` jour xBEST et zBEST ;
Ve´rifier le crite`re d’arreˆt et mettre a` jour early-terminaison ;
Fixer les variables via la proce´dure Lag variable fixing et mettre a` jour F et xF ;
Fin Si ;
c′ = c′ −W k.xADPk ;
k=k-1 ;
Fin Tant que ;
Fixer xADP1 a` la solution optimale de MKP (1, c
′) ;
Retourner xBEST et zBEST = H(k, c′) ;
Le crite`re d’arreˆt utilise´ dans l’algorithme II.2 permet de fixer la variable early-terminaison a`
true ou a` false. L’objectif est d’arreˆter la proce´dure avant la fin de l’ite´ration si une solution
optimale est de´tecte´e.
A une e´tape k de ADP-BH, on conside`re :
– le sous proble`me MKP (k, c′),
– xBH(k, c′) sa solution par l’heuristique BH,
– H(k, c′) sa borne associe´e et
– U(k, c′) une borne supe´rieure.
Le crite`re d’arreˆt consiste alors a` ve´rifier :
– si xBH(k− 1, c′) et xBH(k− 1, c′−Wk) sont,respectivement , des solutions optimales du sous-
proble`me (MKP (k−1, c′)) et (MKP (k−1, c′−W k)) (une solution xBH(k′, c′′) est conside´re´e
comme optimale si H(k′, c′′) = U(k′, c′′)),
– si H(k − 1, c′) ≥ U(k − 1, c′ −W k) + pk et H(k − 1, c
′) = U(k − 1, c′), alors xBH(k, c′) =
(xBH(k − 1, c′), 0) est une solution optimale,
– de meˆme, si H(k − 1, c′ −W k) + pk ≥ U(k − 1, c
′) et H(k − 1, c′ −W k) = U(k − 1, c′ −W k),
alors xBH(k, c′) = (xBH(k − 1, c′ −W k), 1) est une solution optimale.
Si l’une de ces conditions est ve´rifie´e, la variable early-terminaison prend la valeur true.
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Algorithme II.3 - Adaptative Fixing :
Initialisation :
– γ = 0, 25, parame`tre utilisateur ;
– X1 = ∅, indice des variables fixe´es a` 1 ;
– X0 = ∅, indice des variables fixe´es a` 0 ;
Re´soudre (PLC) et re´cupe´rer sa solution xPL
C













wi,j.xj ≤ ci −
∑
j∈X1
wi,j, i ∈ {1, ...,m},
xj ∈ {0, 1} pour j ∈ K (xj = 1 pour j ∈ X1 et xj = 0 pour j ∈ X0).
Mettre a` jour X1 et X0 :
– X1 = X1 ∪ {j | x
PLC
j = 1},





contient des valeurs fractionnaires :
Re´soudre (PLC) et re´cupe´rer sa solution xPL
C
;
j∗ = min{j ∈ {1, ..., n} | 0 < xPL
C
j < 1} ;
X1 = X1 ∪ {j | x
PLC
j = 1} et X0 = X0 ∪ {j | x
PLC
j = 0} ∪ {j
∗} ;
Fin tant que.
La solution retourne´e par l’algorithme est alors xAF = (xAF1 , ..., x
AF
n ) tel que :
– xAFj = 1, pour j ∈ X1 et
– xAFj = 0, pour j ∈ X0.
Les tests nume´riques mene´s par Bertsimas et Demir sugge`rent que la version de ADP-BH uti-
lisant l’Adaptative Fixing permet d’obtenir les meilleurs re´sultats non seulement en terme de
temps de calcul, mais aussi en ce qui concerne la qualite´ de la borne. Pour ces tests, le parame`tre
lag-time a e´te´ fixe´ a` 10. C’est cette variante de L’ADP-BH que nous avons retenue.
II.4.3 SMA : un algorithme simple multiniveaux
Comme AGNES, le Simple Multistage Algorithm combine diffe´rentes approches heuristiques.
Du fait de sa flexibilite´, Hanafi, Fre´ville et El Abdellaoui [HAN 96] en ont propose´ diffe´rentes
variantes.
Cette heuristique commence par, selon la terminologie adopte´e sur la recherche Tabou, un pro-
cessus de diversification. Pour cela, un ensemble de solutions, re´alisables ou non, est ge´ne´re´ de
fac¸on ale´atoire, comple´te´ par les deux solutions extreˆmes, a` savoir (0, 0, ..., 0) et (1, 1, ..., 1).
Cet ensemble est le point de de´part pour une recherche au voisinage. La flexibilite´ de leur heuris-
tique re´side dans le fait que plusieurs me´thodes de recherche au voisinage peuvent eˆtre facilement
utilise´es telle qu’une me´thode gloutonne ou un recuit simule´.
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Algorithme II.4 - SMA :
Ge´ne´rer ale´atoirement un ensemble P contenant S chaˆınes binaires xs ∈ {0, 1}n, s ∈ {1, ..., S} ;
P = P ∪ {x0, xs+1} avec x0 = (0, 0, ..., 0) et xs+1 = (1, 1, ..., 1).
x = x0 ;
Pour s=0 a` S+1 :
Si xs est non re´alisable, alors Projection(xs) fin Si ;
Local search(xs) ;
Repeated drop add(xs) ;
Si pt.xs > pt.x, alors x = xs fin Si ;
Fin Pour.
La proce´dure Projection permet de “projeter” les solutions non re´alisables dans l’ensemble des
solutions re´alisables. Elle est base´e sur une me´thode gloutonne de Senju et Toyoda [SEN 68].
Algorithme II.5 - Projection(x) :
feasible=false ;
Calculer ∆ repre´sentant les ressources consomme´es par x :




De´terminer le sous-ensemble I(x) des contraintes viole´es par x :
I(x) = {i | ∆i > 0, i ∈ {1, ...,m}};
Tant que feasible=false :




| xj = 1, j ∈ {1, ..., n}
}
ou` vj repre´sente un facteur de pe´nalite´




xj∗ = 0 ;
Mettre a` jour ∆ : pour i ∈ {1, ...,m}, ∆i = ∆i − wi,j∗ ;
Mettre a` jour I(x) ;
Si I(x) = ∅ alors feasible=true fin Si ;
Fin Tant que.
La proce´dure Repeated drop add est une proce´dure d’intensification. Elle essaie d’ame´liorer la
borne obtenue par la recherche au voisinage en utilisant de fac¸on re´pe´te´e une recherche gloutonne
appele´e la proce´dure Add. Cette me´thode utilise une relaxation surrogate pour le classement des
variables, et ne´cessite donc le calcul d’un multiplicateur µ qui peut eˆtre :
– la solution optimale d’un dual du proble`me (MKP ),
– obtenu par un calcul direct propose´ par Fre´ville et Plateau [FRE 86].
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Algorithme II.6 - Add(x) :
q = |J0(x)| avec J0(x) = {j | xj = 0} ;











Pour k=1 a` q
Si ∀i ∈ {1, ...,m} wj,jk +
n∑
j=1
wi,j.xj ≤ ci, alors xjk = 1 fin Si ;
Fin Pour
Si pt.x > pt.x,alors x = x fin Si.
Algorithme II.7 - Repeated drop add(x) :
On conside`re J1(x) le sous-ensemble des indices de x valant 1 :
J1(x) = {j | xj = 1, j ∈ {1, ..., n}};
x# = x ;
Pour j ∈ J1(x) :
x = x# ; xj = 0 ;
Add(x) ;
Si pt.x > pt.x, alors x = x fin Si ;
Fin Pour.
En ce qui concerne la proce´dure Local search, plusieurs imple´mentations ont e´te´ propose´es par
les auteurs :
– un algorithme glouton,
– un algorithme de recuit simule´,
– Threshold Accepting de Dueck et Scheuer ([DUE 89] et [DUE 90]),
– Noising method de Charon et Hudry [CHA 93a] et [CHA 93b].
Les tests nume´riques mene´s ont montre´ que, compare´es aux autres variantes de l’algorithme,
la me´thode de Threshold Accepting permet d’avoir les meilleurs temps de calcul, mais aussi la
meilleure borne. Nous avons donc imple´mente´ cette version.
Au niveau de la formulation Threshold Accepting est tre`s proche d’un algorithme de recuit simule´.
Threshold Accepting accepte une solution candidate comme nouvelle solution temporaire si il ne
de´te´riore pas trop la valeur courante de la fonction objective. Dueck et Scheuer ont montre´ que
leur algorithme permet d’avoir une meilleure borne avec un temps de calcul plus faible que le
recuit simule´.
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Algorithme II.8 - Local search(x) :
Initialiser les parame`tres T et r ;
change=true ; x = x ;
Tant que change=true :
change=false ;
Re´pe´ter r fois :
Move(x,x’) ;
Threshold Accepting(x,x’,T,change) ;
Si pt.x > pt.x, alors x = x fin Si ;
Fin Re´pe´ter :
Mettre a` jour T et r ;
Fin Tant que.
La proce´dure Move permet de ge´ne´rer une nouvelle solution re´alisable x′ a` partir de x. Les
parame`tres T et r sont fixe´s par l’utilisateur, r repre´sentant la taille du voisinage explore´, et T
la de´gradation tole´re´e de la fonction objective.
Algorithme II.9 - Threshold Accepting(x,x’,T,change) :




II.4.4 Les autres heuristiques existantes
Bien entendu, il existent beaucoup d’autres heuristiques, sans parler de me´taheuristiques, dans
la litte´rature. Nous proposons ici de faire un rapide tour d’horizon de ces me´thodes.
Heuristiques Primales : Les heuristiques primales de´butent avec la solution nulle (sac a` dos
vide). Selon une re`gle donne´e, une succession de variables candidates sont affecte´es a` 1 tant que la
solution reste re´alisable (voir McCarl, Kochenberg et Wynmann [MCC 74], Toyoda [TOY 75]
et Loulou et Michaelides [LOU 79]).
Heuristiques Duales : Les heuristiques duales de´butent avec un vecteur solution e´gal a` 1 (tous
les objets sont pris). De meˆme que pre´ce´demment, selon une re`gle donne´e, une succession de
variables candidates sont affecte´es a` 0 jusqu’a` l’obtention d’une solution re´alisable (voir Senju
et Toyoda [SEN 68]).
Heuristiques base´es sur une relaxation continue : Ces me´thodes essaient de construire
une solution re´alisable pour (MKP ) a` partir de l’analyse de la solution de sa relaxation continue
(voir Hillier [HIL 69] et celui de Balas et Martin [BAL 80]).
Zanackis [ZAN 77] a compare´ l’algorithme de McCarl, Kochenberg et Wynmann [MCC 74],
Senju et Toyoda [SEN 68] et celle de Hillier [HIL 69] et a montre´ qu’aucun d’entre eux ne
dominait les autres.
Heuristiques base´es sur les autres relaxations : Ces heuristiques se basent sur une ou plu-
sieurs relaxations du proble`me de de´part (relaxation lagrangienne, surrogate et/ou composite).
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AGNES de Fre´ville et Plateau [FRE 94] en font partie (voir aussi Magazine et Oguz [MAG 84]
et Osorio, Glover et Hammer [OSO 02]).
Me´taheuristiques : De nombreuses me´taheuristiques ont e´te´ teste´es pour la re´solution de
(MKP ). Parmi elles nous pouvons citer :
– le recuit simule´ (voir [KIR 83]), avec Drexl [DRE 88],
– la recherche tabou (voir [GLO 89], [GLO 90] et [GLO 97]), avec Hanafi et Fre´ville [HAN 98]
et Vasquez et Hao [VAS 01a] [VAS 01b],
– l’algorithme ge´ne´tique (voir [GOL 89]), avec Chu et Beasley [CHU 98].
II.5 Les me´thodes de re´solution exacte
II.5.1 Branch and Bound
L’algorithme du branch-and-bound [LAN 60] est base´ sur une me´thode arborescente de re-
cherche d’une solution optimale par se´parations et e´valuations. reconnue pour re´soudre les
proble`mes d’optimisation combinatoire NP-difficiles.
Dans la litte´rature, plusieurs auteurs ont pre´sente´ des algorithmes de branch-and-bound pour
le proble`me (MKP ), notamment Shih [SHI 79] suivi de Gavish et Pirkul [GAV 85] qui ont
obtenu des temps calcul meilleurs que leur pre´de´cesseur.




s.c. x ∈ X.
(II.23)
On recherche un e´le´ment x∗ ∈ X tel que f(x∗) ≥ f(x), ∀x ∈ X ou` :
– f(.) est une fonction d’utilite´,
– X est un ensemble fini, de´fini par un ensemble de contraintes sur les variables.
x∗ est une solution optimale du proble`me (P).
On s’inte´resse au cas ou` l’e´nume´ration de l’ensemble des e´le´ments de X est impossible en raison
de l’importance de son cardinal. La me´thode de branch-and-bound cherche alors a` e´liminer de
l’espace de recherche des sous-ensembles qui ne peuvent pas fournir de solution optimale.
Pre´sentation de l’algorithme
L’algorithme consiste a` se´parer de manie`re re´cursive le proble`me en sous-proble`mes de cardinalite´
infe´rieure tant que la re´solution de ces proble`mes reste difficile. Le cardinal de l’ensemble a`
explorer est re´duit en imposant a` cet ensemble des contraintes supple´mentaires (re´duction du
domaine). Une se´rie de tests, applique´e a` tous les sous-proble`mes permet de supprimer de l’espace
de recherche les sous-proble`mes qui ne peuvent pas engendrer de solution optimale.
Cette recherche par de´composition de l’ensemble des solutions peut eˆtre repre´sente´e graphique-
ment par un arbre. C’est de cette repre´sentation que vient le nom de “me´thode de recherche
arborescente” .
– Chaque sous-proble`me cre´e´ au cours de l’exploration est symbolise´ par un noeud de l’arbre
(ou sommet), le noeud racine repre´sentant le proble`me initial.
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– Les branches de l’arbre symbolisent le processus de se´paration, ils repre´sentent la relation
entre les noeuds.
– Les noeuds non se´pare´s, appele´s noeuds pendants (par exemple, (S1) , (S3) et (S4), de la
figure II.1)
Figure II.1 – Arbre ge´ne´re´ par de´composition du sous-proble`me initial
Plus pre´cise´ment, le branch-and-bound est base´ sur trois principes :
– le principe de se´paration
– le principe d’e´valuation
– la strate´gie de parcours.
Principe d’e´valuation :
Le principe d’e´valuation permet de diminuer l’espace de recherche. L’objectif est d’essayer
d’e´valuer l’inte´reˆt de l’exploration d’un sous-ensemble de l’arborescence.
Le branch-and-bound utilise, a` des fins d’e´lagage (e´limination de branches dans l’arborescence
de recherche), deux fonctions :
– une borne infe´rieure de la fonction d’utilite´ du proble`me initial, qui re´sulte d’une fonction
d’e´valuation et
– une borne supe´rieure de la fonction d’utilite´ des solutions d’un sous-ensemble.
La connaissance d’une borne infe´rieure du proble`me et d’une borne supe´rieure de la fonction
d’utilite´ de chaque sous-proble`me permet de stopper l’exploration d’un sous-ensemble de solu-
tions ne pouvant pas contenir de solutions candidates a` l’optimalite´ : si pour un sous-proble`me
la borne supe´rieure est plus petite que la borne infe´rieure du proble`me, l’exploration du sous-
ensemble correspondant est inutile. D’autre part, lorsque le sous-ensemble est suffisamment
“petit”, on proce`de a` une e´valuation dite exacte : on re´sout alors le sous-proble`me correspon-
dant.
Le principe de se´paration :
Le principe de se´paration permet d’e´tablir l’ensemble des re`gles qui vont re´gir la se´paration d’un
ensemble en sous-ensembles. Afin d’assurer l’optimalite´ de la solution fournie par le branch-and-
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bound, certaines re`gles doivent eˆtre respecte´es.
– Re`gle 1 : Aucune solution optimale ne doit eˆtre e´carte´e lors d’une se´paration. On utilise la
re`gle suivante qui garantit la re`gle 1 :
– Re`gle 1’ : La re´union des sous-ensembles obtenus lors d’une se´paration doit eˆtre e´gale a`
l’ensemble se´pare´, si Si est se´pare´ en Si,1, ..., Si,n alors ∪
n
j=1Si,j = Si.
– Re`gle 2 : Le cardinal d’un sous-ensemble doit eˆtre infe´rieur a` celui de son pe`re.
– Re`gle 3 : Un sous-ensemble qui ne peut eˆtre se´pare´ doit eˆtre sondable.
Remarque: Un ensemble sondable est un ensemble qu’on ne peut plus se´parer parce que :
– on connaˆıt la meilleure solution de l’ensemble,
– on connaˆıt une solution meilleure que toutes celles de l’ensemble,
– on sait que l’ensemble ne contient aucune solution admissible.
Strate´gie de parcours :
La strate´gie de parcours est la re`gle suivant laquelle est choisi le sommet devant eˆtre se´pare´
parmi tous les sommets pendants de l’arborescence. Parmi les strate´gies de parcours les plus
connues, on peut citer :
– La profondeur d’abord :
L’exploration privile´gie les sous-proble`mes obtenus par le plus grand nombre de se´parations
applique´es au proble`me de de´part, c’est-a`-dire aux sommets les plus e´loigne´s de la racine
(de profondeur la plus e´leve´e). L’obtention rapide d’une solution optimale et le peu de place
me´moire ne´cessaire en sont les avantages. L’inconve´nient est l’exploration de sous-proble`mes
peu prometteurs a` l’obtention d’une solution optimale.
– La largeur d’abord :
Cette strate´gie favorise les sous-proble`mes obtenus par le moins de se´parations du proble`me de
de´part, c’est a` dire les sommets les plus proches de la racine. Il est a` noter que cette strate´gie est
peu utilise´e car elle pre´sente une efficacite´ plus faible que les deux autres strate´gies pre´sente´es.
– Le meilleur d’abord :
Cette strate´gie favorise l’exploration des sous-proble`mes posse´dant la plus grande borne su-
pe´rieure. Elle dirige la recherche la` ou` la probabilite´ de trouver une meilleure solution est la
plus grande. Elle permet aussi d’e´viter l’exploration de tous les sous-proble`mes qui posse`dent
une e´valuation infe´rieure a` la valeur optimale.
Application au sac a` dos multidimensionnel (MKP)
Plusieurs me´thodes de calcul de borne supe´rieure sont aborde´es. Nous pre´sentons e´galement
plusieurs fonctions heuristiques pour l’obtention d’une borne infe´rieure.










wi,j.xj ≤ ci, i ∈ {1, ...,m},
xj ∈ {0, 1}, j ∈ {1, ..., n},
(II.24)
avec pj, ci, et wi,j entiers positifs pour i ∈ {1, ...,m} et j ∈ {1, ..., n}.
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Obtention des bornes supe´rieures :
Les me´thodes permettant d’obtenir les bornes supe´rieures sont les me´thodes de relaxation du
proble`me. En e´largissant l’espace des solutions re´alisables, nous acceptons de nouvelles solutions
hors de l’espace d’origine. La plus grande valeur de la fonction objective associe´e a` ces solutions
nous conduit a` une borne supe´rieure.










wi,j.xj ≤ ci, i ∈ {1, ...,m},
xj ∈ [0, 1], j ∈ {1, ..., n}.
(II.25)
La me´thode de re´solution choisie est celle du simplexe. Afin de diminuer la complexite´ spatiale
(occupation me´moire), nous avons opte´ pour une version de cet algorithme spe´cifique au cas ou`
les variables sont borne´es ([NEM 88]). Pour les proble`mes a` une seule contrainte, on utilisera
l’algorithme de Martello et Toth [MAR 90] (voir page 32).
Obtention des bornes infe´rieures :
Une borne infe´rieure doit avoir une proprie´te´ importante, elle doit correspondre a` une solution
re´alisable pour le proble`me initial. Il s’agit donc de construire une proce´dure permettant de
trouver assez rapidement des solutions approche´es du proble`me.
Plusieurs me´thodes heuristiques sont propose´es dans la litte´rature. Ces heuristiques peuvent eˆtre
classe´es en quatre groupes :
– Les heuristiques, dites gloutonnes, qui fixent a` chaque ite´ration au moins une variable xj en
fonction de sa valeur relative
pj
vj
. Le facteur vj caracte´rise chaque me´thode. Deux sous-groupes
peuvent eˆtre distingue´s selon la solution prise pour initialiser l’heuristique :
– les me´thodes se basant sur une solution re´alisable mais non optimale et
– les me´thodes se basant sur la solution non re´alisable xj = 1 pour j ∈ {1, ..., n}.
– Les heuristiques utilisant l’arrondi de la solution fournie par la me´thode du simplexe ou des
variantes de celles-ci. La solution obtenue est a` ame´liorer si possible par un algorithme glouton
– Les heuristiques a` contraintes surrogates.
– D’autres me´thodes partiellement base´es sur une recherche ale´atoire ou ayant des heuristiques
a` structures particulie`res.
Nous pre´sentons ici deux heuristiques de type glouton couramment utilise´es :
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Algorithme II.10 - L’algorithme Glouton :
Les indices des variables e´tant classe´es selon :
p1
ut.W 1
≥ . . . ≥
pj
ut.W j




u ∈ Rm+ e´tant un vecteur choisit par l’utilisateur.
Initialisation :
x = (0, ..., 0)t ;
v = 0;
Q = c, vecteur repre´sentant la place restante dans le sac a` dos ;
Pour j ∈ {1, ..., n} :
Si Q−W j ≥ 0, alors :
xj = 1 ;
v = v + pj ;
Q = Q−W j ;
Fin Si ;
Fin Pour ;
Retourner v et x.
u est ge´ne´ralement pris e´gal a` (1, ..., 1)t.
Algorithme II.11 - Heuristique base´e sur une me´thode du simplexe et le Glouton (Simplexe-
Glouton) :
Soit x∗ = (x∗1, . . . , x
∗
n) une solution optimale du proble`me (PL) obtenue par une me´thode du
simplexe.
Sans perdre de ge´ne´ralite´, notons :
– R = {1, ..., k}, l’indice des variables de x∗ appartenant a` ]0, 1[ et
– E = {k + 1, ..., n}, l’indice des variables de x∗ appartenant a` {0, 1}.















j pour i={1, ...,m},
xj ∈ {0, 1} pour j ∈ R.
Notons alors xred la solution de (MKP red) obtenue.






 et v(MKP ) = pt.xred.
II.5.2 La Programmation Dynamique
La programmation dynamique [BEL 54] [BEL 57] est une autre me´thode classique de re´solution
exacte qui peut-eˆtre utilise´e pour la re´solution du proble`me du sac a` dos multidimensionnel en
variables 0-1. C’est une me´thode d’optimisation faisant intervenir des de´cisions par e´tapes.
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Le formalisme :
Pour l’e´tape k, avec k ∈ {1, . . . , n} (n est le nombre d’e´tapes)
– Xk est l’ensemble des ≪ de´cisions ≫ que l’on peut prendre a` l’e´tape k,
– Ek est l’ensemble des ≪ e´tats ≫ dans lesquels le syste`me peut se trouver a` l’e´tape k,
– C(ek−1, xk) est le profit de la de´cision xk qui fait passer le syste`me de l’e´tat ek−1 a` l’e´tat ek,
– f(k, ek) =
k∑
j=1
C(ej−1, xj) est le profit total de la se´quence de de´cisions x = (x1, x2, . . . , xk)
qui fait passer le syste`me de l’e´tat e0 a` ek,
– F (ek−1, xk) = ek : transition d’e´tat.
La programmation dynamique repose sur les principes de´crits ci-apre`s.
Principe 1 : proprie´te´ Markovienne
Le profit associe´ a` la de´cision xk lorsqu’on se trouve a` l’e´tat ek−1 ne de´pend que de ces deux
e´le´ments et non de toutes les de´cisions ante´rieures qui ont permis d’aboutir a` l’e´tat ek−1.
Principe 2 :
On cherche une e´volution du syste`me de profit global ( minimum ou maximum ) e´gal a` la somme
des profits de transition.
Principe 3 : principe d’optimalite´
Soit une trajectoire optimale partant du point A et arrivant au point C, la portion de cette
trajectoire partant de n’importe quel point interme´diaire B, appartenant a` cette trajectoire, et
arrivant au point C doit eˆtre la trajectoire optimale entre les points B et C.
Conse´quences :
Quelle que soit la de´cision optimale prise a` l’e´tape k qui ame`ne le syste`me de l’e´tat ek−1 a` l’e´tat
ek, la portion de la politique entre e0 et ek−1 doit eˆtre optimale.
La re´solution du proble`me revient donc a` trouver une se´quence optimale x∗ = (x∗1, x
∗
2, . . . , x
∗
n)
qui a` partir de l’e´tat initial e0 nous ame`ne a` l’e´tat en tout en maximisant la fonction profit :




C(ej−1, xj) |xj ∈ Xj; ej = F (ej−1,Xj); j ∈ {1, . . . , n}
 . (II.26)
En appliquant le principe d’optimalite´, nous pouvons calculer de proche en proche f(n, en) en
utilisant l’e´quation suivante :
f(k, ek) = max
xk∈Xk;ek=F (ek−1,Xk)
{C(ek−1, xk) + f(k − 1, ek−1)} (II.27)
ou` f(k, ek) repre´sente le profit optimal du proble`me sur un horizon de k pe´riodes.
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La programmation dynamique pour le proble`me du sac a` dos (une dimension)
Nous allons nous inte´resser a` l’application de la programmation dynamique au proble`me a` une










wj .xj ≤ c,
xj ∈ {0, 1}, j ∈ {1, ..., n},
(II.28)
avec pj, c, et wj entiers positifs pour j ∈ {1, ..., n}.










wj .xj ≤ g,
xj ∈ {0, 1}, j ∈ {1, ..., n}.
(II.29)
La solution du proble`me initial est donne´e par la solution de (UKP (n , c)). Le profit obtenu en
chargeant le sac a` dos de capacite´ g avec les k premiers objets est f(k, g).
Dans ce proble`me on a :
– l’ensemble des ≪ de´cisions ≫ que l’on peut prendre a` l’e´tape k :
Xk = {0, 1}, (II.30)
– l’ensemble des ≪ e´tats ≫ dans lesquels le syste`me peut se trouver a` l’e´tape k :
Ek =
ek = g | g ∈








– le profit de la de´cision xk qui fait passer le syste`me de l’e´tat ek−1 a` l’e´tat ek :
C(ek−1, xk) = pk.xk, (II.32)
– le profit total de la se´quence de de´cisions x = (x1, . . . , xk) qui fait passer le syste`me de l’e´tat







– la transition d’e´tat :
F (ek−1, xj) = ek = ek−1 + wk.xk. (II.34)
L’ensemble,Ek , des e´tats dans lesquels le syste`me peut se trouver a` l’e´tape k, associe´s chacun
a` la se´quence de de´cisions optimales xg = (xg,1, . . . , xg,k) qui maximise le profit pour le poids g
correspondant constitue la liste de la programmation dynamique a` l’e´tape k. On a alors pour
chaque g ∈ {1, . . . , c} :





Le principe d’optimalite´ nous permet ensuite de de´duire la relation qui relie l’ensemble des
e´le´ments de la liste de la programmation dynamique a` l’e´tape k aux e´le´ments de la liste a` l’e´tape
k − 1. Cette relation nous permet de construire ite´rativement la liste contenant l’ensemble des
solutions des proble`mes f(k, g) pour un k fixe´ :
f(k, g) =
{
f(k − 1, g) pour g ∈ {0, ..., wk},
max{f(k − 1, g), ck + f(k − 1, g − wk)} pour g ∈ {0, ..., c},
(II.36)






Le concept de listes
Pour chaque entier positif k, on de´finit la liste re´cursive de programmation dynamique Lk comme
l’ensemble suivant de couples :
Lk =
(w, p) | w =
k∑
j=1
wj .xj ≤ c, p =
k∑
j=1
pj.xj , avec ∀j ∈ {1, .., k} xj ∈ {0, 1}
 . (II.37)
Exemple :
L’exemple suivant illustre un proble`me a` n = 5 objets [(8, 9), (7, 3), (6, 2), (5, 3), (4, 1)] avec
une capacite´ c = 20 :
(Ex)

max 9.x1 + 3.x2 + 2.x3 + 3.x4 + 1.x5,
s.c. 8.x1 + 7.x2 + 6.x3 + 5.x4 + 4.x5 ≤ 20,
xj ∈ {0, 1} pour j ∈ {1, ..., 5}.
(II.38)
Comme on peut le voir sur la figure II.2, qui repre´sente la construction des listes de la program-
mation dynamique, nous avons une structure d’arbre binaire. Les e´tats repre´sente´s par un point
raye´ correspondent a` des e´tats non-re´alisables pour le proble`me (Ex) (e´quation II.38).
Les listes correspondent chacune a` un niveau de l’arbre, et l’e´laboration de ces listes e´quivaut
a` une descente en largeur. Cette me´thode de parcours est indispensable pour l’utilisation du
principe de dominance de´crit ci-apre`s.
Le principe de la dominance
Proposition II.6 - Le principe de la dominance :
Soit un couple (w,p).
Si ∃ (w’,p’) tel que p ≥ p′ et w ≤ w′, alors on dit que le couple (w,p) domine le couple
(w’,p’).




















































































Figure II.2 – Repre´sentation des listes de la programmation dynamique.
On retire par conse´quent de la liste de la programmation dynamique les e´le´ments domine´s. Le
principe de dominance de´coule en fait directement du principe d’optimalite´. La figure II.3 montre
la suppression des e´le´ments domine´s dans l’arbre de recherche.
Dans l’exemple le couple (13,5) est domine´ par le couple (8,9) car il a un poids supe´rieur mais un
profit infe´rieur. Tous les autres couples en pointille´s dans l’arbre sont ceux qui ont e´te´ supprime´s
par dominance.
On voit que ce concept permet de supprimer un grand nombre de couples, re´duisant ainsi
conside´rablement le travail de recherche d’une solution optimale.
L’utilisation de la programmation dynamique avec le concept de liste et celui de la domi-
nance nous permet d’avoir une complexite´ temporelle e´gale a` O(min(2n, n.c)) (Ahrens et Finke
[AHR 75], Horowitz et Sahni [HOR 74], Toth [TOT 80]) et Plateau et Elkihel [ELK 84].
De´composition du proble`me
Afin de re´duire la complexite´ temporelle de la programmation dynamique, Horowitz et Sahni
[HOR 74] ont propose´ une me´thode base´e sur la de´composition de (UKP ) en deux sous-pro-
ble`mes (UKP1) et (UKP2), de n1 = ⌊n/2⌋ et de n2 = n− n1 variables :












































































































































wj .xj ≤ c,










wj .xj ≤ c,
xj ∈ {0, 1}, j ∈ {n1 + 1, ..., n}.
(II.39)
Ces deux sous-proble`mes sont re´solus via la programmation dynamique avec le principe de
dominance. Nous obtenons alors deux listes contenant l’ensemble des e´tats non domine´s, a` la
ne`me1 e´tape pour (UKP1) et a` la n
e`me
2 e´tape pour (UKP2), que nous noterons L1 et L2.
Il faut alors rechercher parmi l’ensemble des combinaisons re´alisables possibles entre les e´tats des
deux listes celle qui maximise le profit. Afin d’e´viter l’e´nume´ration de toutes ces combinaisons,
la liste L1 est parcourue selon les poids de´croissants et L1 selon les poids croissants. Ainsi en un
seul parcours des deux listes nous ve´rifions l’ensemble des combinaisons re´alisables. Cette e´tape
est appele´e la fusion des listes.
Pour cette recherche on se sert d’un pivot P qui sera alternativement dans L1 puis dans L2.
P = (w, p) e´tant dans L1, on parcours L2 jusqu’a` (w
′, p′) tel que w + w′ ≥ c. Le nouveau pivot
est alors P = (w′, p′). On continue alors le parcours de la liste L1 a` partir de (w′, p′) jusqu’a`
(w′′, p′′) tel que w′ + w′′ ≤ c et on prend P = (w′′, p′′) et ainsi de suite. la recherche s’arreˆte
lorsque la fin d’une des deux listes est atteinte.
Cette me´thode permet de diminuer la complexite´ temporelle et la complexite´ spatiale de l’al-
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gorithme de programmation dynamique. En effet, la complexite´ temporelle de construction des
deux listes est de O(min(2
n
2 , n2 .c)), et celle de la fusion des deux listes est de O(min(2
n
2 , c)). En
ce qui concerne la complexite´ spatiale, elle passe de O(min(2n, c)) a` O(min(2
n
2 , c)).
Exemple sur la de´composition du proble`me
(Ex)

max 2.x1 + 4.x2 + 7.x3 + 10.x4,
s.c. 3.x1 + 5.x2 + 8.x3 + 10.x4 ≤ 15,
xj ∈ {0, 1} pour j ∈ {1, ..., 4}.
(II.40)
En appliquant le principe de la de´composition, on construit les deux sous-proble`mes suivant :
(Ex1)

max 2.x1 + 4.x2,
s.c. 3.x1 + 5.x2 ≤ 15,
xj ∈ {0, 1} pour j ∈ {1, 2}.
et (Ex2)

max 7.x3 + 10.x4,
s.c. 8.x3 + 10.x4 ≤ 15,
xj ∈ {0, 1} pour j ∈ {3, 4}.
(II.41)
Dans le tableau II.1, nous avons repre´sente´ la ge´ne´ration des listes sans de´composition du
proble`me Ex. Le tableau II.2 pre´sente la ge´ne´ration des listes L1 et L2 correspondant res-
pectivement au proble`me (Ex1) et (Ex2). Dans les deux tableaux, tous les e´tats domine´s ont
e´te´ e´limine´s. La valeur de la variable de de´cision x est repre´sente´e par une conversion binaire en
de´cimale (Ex : x = (1, 1, 0)t ⇔ x = 1.20 + 1.21 + 0.22 = 2) pour une meilleure lisibilite´.
On peut alors appliquer l’algorithme de fusion :
– Ite´ration 1 : P = (8, 6, 3) ∈ L1 et on s’arreˆte sur l’e´tat (8, 7, 4) ∈ L2 ⇒ v(Ex) = 6 + 0 = 6,
– Ite´ration 2 : P = (8, 7, 4) ∈ L2 et on s’arreˆte sur l’e´tat (5, 4, 2) ∈ L1 ⇒ v(Ex) = 7 + 4 = 13,
– Ite´ration 3 : P = (5, 4, 2) ∈ L1 et on s’arreˆte sur l’e´tat (10, 10, 8) ∈ L2 ⇒ v(Ex) = 4+10 = 14,
– Stop : on a atteint la fin d’une des deux listes.
La valeur optimale du proble`me est alors v(Ex) = 14, avec :
x = 2 + 8 = 10 = 21 + 23 ⇔ x = (0, 1, 0, 1)t.
De plus, on peut remarquer que la me´thode de de´composition a ne´cessite´ la construction de 11
e´tats contre 19 pour la me´thode classique.
k=1 k=2 k=3 k=4
w p x w p x w p x w p x
15 14 10
13 11 6 13 12 9
11 9 5 10 10 8
8 6 3 8 7 4 8 7 4
5 4 2 5 4 2 5 4 2
3 2 1 3 2 1 3 2 1 3 2 1
0 0 0 0 0 0 0 0 0 0 0 0
Table II.1 – Ge´ne´ration des listes sans de´composition du proble`me.
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L1
k=1 k=2
w p x w p x
8 6 3
5 4 2
3 2 1 3 2 1
0 0 0 0 0 0
L2
k=4 k=3
w p x w p x
10 10 8
8 7 4 8 7 4
0 0 0 0 0 0
Table II.2 – Ge´ne´ration des listes par de´composition du proble`me.
La programmation dynamique pour le MKP :
Nous avons ici applique´ le principe de la programmation dynamique au proble`me du sac a` dos a`
une seule contrainte. Ce principe peut eˆtre applique´ au proble`me a` m contraintes de fac¸on tre`s
similaire : les capacite´s ne sont alors plus des entiers mais des vecteurs d’entiers de dimension
m.
La programmation dynamique est efficace pour re´soudre le proble`me a` une seule contrainte : la
complexite´ spatiale de l’algorithme est line´aire par rapport a` la capacite´ du sac c. De plus, la
possibilite´ d’exploiter le principe de dominance acce´le`re encore les traitements. Lors du passage
a`m contraintes, la complexite´ spatiale est de l’ordre de O(c1.c2 . . . cm). L’application du principe
de dominance se trouve limite´ elle aussi par le fait qu’un e´le´ment n’est domine´ par un autre que
si chaque poids du premier vecteur est domine´ par celui qui lui correspond dans le second.
De la meˆme manie`re, on pourrait appliquer le principe de de´composition de´crit pre´ce´demment.
Cependant du fait de la multitude de contraintes, qui rendait par ailleurs le principe de domi-
nance moins efficace, nous ne pouvons ranger les e´le´ments d’une liste comme pour le cas a` une
contrainte. De ce fait la proce´dure de fusion des listes n’a pas la meˆme complexite´ temporelle
qui sera ici de l’ordre de O(min(2
n
2 , c1.c2 . . . cm)).
Tout ceci participe au fait que le proble`me du sac a` dos multidimensionnel est un proble`me plus
difficile a` re´soudre par la programmation dynamique que son homologue a` une seule contrainte.
II.5.3 Les solveurs existants
Il existe de nombreux solveurs qui ont e´te´ de´veloppe´s pour la re´solution du proble`me du sac
a` dos. Dans cette section nous allons pre´senter les principaux d’entre eux. Nous distinguerons
les logiciels libres mis a` disposition de la communaute´ notamment par le biais d’internet et les
logiciels payants.
Les logiciels libres
Une des plus ferventes communaute´s du logiciel libre regroupe´e sous le Projet GNU propose un
ensemble d’outils libre pour l’optimisation de programmes line´aires. Ils sont regroupe´s sous le
nom de GLPK (GNU linear programming kit) et est disponible sur le site internet :
http : //www.gnu.org/software/glpk/glpk.html.
GLPK se pre´sente sous forme de librairie pouvant eˆtre utilise´e par des programmes en langage
C/C++. Il inte`gre les composants suivants :
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– la me´thode du simplexe re´vise´,
– la me´thode du point inte´rieure primal-dual,
– la me´thode Branch-and-bound,
– un solveur de programme line´aire et programme mixte en nombres entiers.
GLPK parait donc comme un outil complet, surtout pour la re´solution de programme line´aire, ce-
pendant il montre ses faiblesses sur la re´solution de proble`mes en nombres entiers car il n’inte`gre
pas d’outils e´volue´s comme par exemple les me´thodes de coupes.
Bernard Le Cun et Franc¸ois Galea du laboratoire PRISM de l’Universite´ de Versailles ont
de´veloppe´ et continuent de faire e´voluer un outil appele´ Bob++. Bob++ est une bibliothe`que
programme´e en langage C++ d’aide au de´veloppement d’applications de type Se´paration et
E´valuation. Il permet de cre´er un environnement permettant de faciliter la programmation de
me´thodes comme la branch-and-bound ou la programmation dynamique.
Bob++ est disponible via le site internet :
http : //www.prism.uvsq.fr/ blec/BOBO/main.html.
Bob++ comprend, entre autres, les composants suivants :
– diffe´rents algorithmes de recherche,
– diffe´rentes me´thodes heuristiques,
– une gestion automatique des diffe´rents parame`tres,
– une gestion des erreurs,
– une gestion transparente du paralle´lisme.
Bob++ est en constante e´volution afin d’inte´grer les dernie`res avance´es de la communaute´
scientifique et son utilisation est aise´e dans le cadre de de´veloppement d’algorithme.
Les logiciels commerciaux
Les logiciels commerciaux pre´sentent souvent des performances supe´rieures aux solveurs libres.
Ils disposent de plus de mises a` jour re´gulie`res et d’une assistance en cas de proble`mes. Ce
sont des outils aboutis et complets pre´sentant une bonne flexibilite´ (inte´gration dans diffe´rents
langages de programmation sous la forme de librairie et une interface utilisateur plus conviviale).
Les deux principaux logiciels existants sont :
– CPLEX de ILOG :
http : //www.ilog.com/products/cplex
– XPRESS-MP de Dash Optimisation :
http : //www.dashoptimization.com/home/products/products optimizer.html
Ces logiciels e´tant payants, les me´thodes utilise´es ici ne sont pas accessibles. Les algorithmes
utilise´s sont a` priori robustes et permettent de traiter une grande varie´te´ de proble`mes diffe´rents.
Cependant dans le cas du MKP, ils ne peuvent re´soudre des instances de taille 1000 × 2.
II.6 Les me´thodes coope´ratives
Les me´thodes coope´ratives font parties des nouvelles pistes de recherches pour le de´veloppement
d’un algorithme de re´solution efficace du proble`me du sac a` dos multidimensionnel. Elles visent a`
faire coope´rer diffe´rentes me´thodes de re´solution existantes afin d’en construire une plus robuste.
62 Chapitre II. Etat de l’art
En effet on constate que selon le proble`me a` re´soudre les diffe´rentes me´thodes de re´solution
exacte donnent des temps de calcul diffe´rents. Il n’existe pour le moment aucun algorithme
coope´ratif efficace pour la re´solution de (MKP ). Cependant, dans le cadre de la re´solution de
proble`mes uni-contraints, on peut citer :
– Martello et Toth [MAR 82],
– Elkihel [ELK 84] et Elkihel et Plateau [PLA 84] [PLA 85],
– Viader [VIA 98] et Elkihel, Viader et Authie´ [ELK 02]












xj ∈ {0, 1}, j ∈ {1, ..., n}.
(II.42)
Plateau et Elkihel ([ELK 84] et [PLA 84]) ont propose´ aussi une me´thode coope´rative pour le
proble`me du sac a` dos a` contrainte ge´ne´rale (UKP ), cette me´thode fut reprise et ame´liore´e par











xj ∈ {0, 1}, j ∈ {1, ..., n}.
(II.43)
Toutes ces me´thodes essaient de faire coope´rer efficacement la programmation dynamique et le
branch-and-bound. Dans cette section nous allons pre´senter brie`vement une me´thode coope´rative
pour le proble`me (SSP ) (Martello et Toth [MAR 82]) qui fut une des premie`res me´thodes
coope´ratives, puis nous de´crirons une me´thode coope´rative a` trois phases pour le proble`me
(UKP ) (Elkihel, Authie´ et Viader ([VIA 98] et [ELK 02])) avec laquelle les auteurs ont obtenu
de bons re´sultats.
II.6.1 Me´thode coope´rative pour le proble`me (SSP )
La me´thode de Martello et Toth a e´te´ construite pour la re´solution du proble`me (SSP ). Les
deux principales e´tapes sont :
– phase 1 : application la programmation dynamique sur une partie des variables du proble`me,
– phase 2 : Application le branch-and-bound sur le reste des variables.
Soit les entiers p et q et le re´e´l c′, tel que :
p < q < n et c′ < c.
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Phase 1
On construit alors via la programmation dynamique les deux listes suivantes :
– L1 =
w | w =
k∑
j=q
wj .xj ≤ c avec ∀j ∈ {q, ..., k} xj ∈ {0, 1} et k ∈ {q, ..., n}
 : la liste des
combinaisons re´alisables des n− q + 1 dernie`res variables,
– L2 =




′ avec ∀j ∈ {p, ..., k} xj ∈ {0, 1} et k ∈ {p, ..., n}
 : la liste des
combinaisons re´alisables des n− p+ 1 dernie`res variables avec une capacite´ c’.
Les parame`tres p et q et c′ sont fixe´s en fonction de la difficulte´ du proble`me a` re´soudre.
Les auteurs sugge`rent pour les proble`mes ayant beaucoup de solutions satisfaisantes l’e´galite´
n∑
j=1
wj .xj = c, il vaut mieux favoriser l’e´nume´ration explicite de la phase 2 en prenant p et q
grand et c′ petit, et re´ciproquement dans le cas contraire.
Phase 2
On applique une e´nume´ration explicite sur les q premie`res variables. Soit w un e´tat issu de cette
e´nume´ration partielle.
On comple`te alors w par w′ tel que w + w′ ≤ c, en prenant pour w′ la valeur :
– w′1 = max{w
′ ∈ L1 | w + w
′ ≤ c} ou
– w′2 = max{w
′ ∈ L2 | w + w
′ ≤ c et w′ 6= w}.
Soit δ = max{w′1, w
′
2}. Si w + δ = c alors le proble`me (SSP ) est re´solu, et dans le cas contraire
la valeur optimale est donne´e par le majorant de l’ensemble des combinaisons possibles.
On constate que les performances de cette me´thode de´pend des parame`tres choisis. La me´thode
d’Elkihel pour re´soudre le proble`me (SSP ) ne ne´cessite aucun parame`tre, la phase programma-
tion dynamique n’est applique´e que sur le noyau du proble`me (voir [BAL 80]).
II.6.2 Me´thode coope´rative a` trois phases pour le proble`me (UKP )
Lorsque l’on re´sout une instance donne´e par la programmation dynamique et puis par le branch-
and-bound, on se rend compte que les temps de calcul pour la premie`re me´thode sont proches
les unes des autres, ce qui n’est pas le cas pour la deuxie`me. Elkihel, Authie´ et Viader [VIA 98]
[ELK 02] se sont inte´resse´s a` ce proble`me et ont essaye´ de pallier aux de´fauts de chacune d’entre
elles.
On s’inte´resse ici a` la re´solution de (UKP ). Soit j∗ l’indice de base de´finit par Dantzig (voir
page 32). Les profits re´duits sont alors de´finis comme suit :




On conside`re alors les variables classe´s comme suit :
|d1| ≤ |d2| ≤ ... ≤ |dn|.
Balas et Zemel [BAL 80] ont constate´ que l’explosion combinatoire pour la me´thode de branch-
and-bound avec la strate´gie meilleure d’abord se faisait sur les 25 dernie`res variables du proble`me.
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Ces variables font partie de ce que l’on appelle le noyau du proble`me. Ces variables sont donc
traite´es au pre´alable par la programmation dynamique.
Phase 1
Soit p ∈ {1, ..., n}. La phase 1 traite les p dernie`res variables par la programmation dynamique en
utilisant le principe de dominance (voir proposition II.6 page 56). Une nouvelle heuristique pour
le calcul des bornes base´es sur la connaissance des trajectoires optimales de la programmation
dynamique est utilise´e.
En notant P l’indice des variables de´ja` traite´es par la programmation dynamique, B = {1, ..., n}−
P et x = {x1, ..., xn} une solution optimale de la relaxation continue du proble`me de de´part,


























wj .xj ≤ c,
xj ∈ {0, 1}, j ∈ P.
(II.45)
La re´solution de ces proble`mes utilise la liste construite par la programmation dynamique, il
suffit de re´cupe´rer l’e´tat correspondant au profit le plus grand et satisfaisant les contraintes de
(B1), d’une part, et de (B2) d’autre part. (B1) essaie de construire une solution optimale en
se basant sur la solution du proble`me relaˆche´, alors que (B2) re´cupe`re l’e´tat ayant le meilleur
profit.
Une troisie`me borne est calcule´e via un algorithme glouton sur B. Au final, le meilleur de ces
trois bornes est retenue pour le calcul de la borne infe´rieure.
Il en re´sulte de cette premie`re phase :
– une liste d’e´tat L dont la trajectoire optimale sur les p dernie`res variables est connue,
– une borne infe´rieure v pour (UKP ).
Phase 2
L’e´tape branch-and-bound est initialise´e avec la liste L et la borne v. Le traitement des p
dernie`res variables par la phase 1 re´duit la profondeur maximale de l’arbre de recherche.
L’enjeu de cette me´thode est la de´termination du parame`tre p qui re´partit la charge de travail
entre les deux phases. En se basant sur une analyse de complexite´ et le temps de calcul the´orique
de chacune des phases, les auteurs sugge`rent de prendre p = 2.log2n.
Phase 3
Avec la me´thode coope´rative construite sur les deux pre´ce´dentes phases, les auteurs montrent, a`
travers les tests nume´riques,une ame´lioration du temps de calcul de deux a` trois fois, en moyenne,
par rapport au branch-and-bound. Cependant, dans certain cas, la programmation dynamique
donne de meilleurs temps de calcul que le branch-and-bound.
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Il est donc quelque fois pre´fe´rable d’arreˆter le branch-and-bound dans la phase 2 afin de revenir
sur une re´solution par la programmation dynamique. Pour cela, les auteurs proposent de fixer a`
un nombre q le nombre maximal de se´paration accepte´e dans le branch-and-bound. Au dela` de
ce nombre de se´paration, il est pre´fe´rable d’utiliser la programmation dynamique.
En fixant q = c
n
, les temps de calcul obtenus sont quasiment e´gaux a` la programmation dyna-
mique dans les cas de´favorables au branch-and-bound. De plus cette dernie`re phase ne de´te´riore
pas les re´sultats obtenus pre´ce´demment.
II.7 Conclusion
Nous avons pre´sente´ dans ce chapitre un e´tat de l’art des diffe´rents travaux portant sur le
proble`me du sac a` dos multidimensionnel. Nous avons aborde´ les principales me´thodes :
– de relaxation, avec en particulier la relaxation surrogate qui nous servira par la suite,
– de re´duction (fixation de variables, re´duction de contrainte et du domaine continu),
– de re´solution approche´e, avec en particulier les trois heuristiques AGNES, SMA et ADP,
– de re´solution exacte, a` savoir le branch-and-bound et la programmation dynamique, ainsi que
les me´thodes coope´ratives applique´es au sac a` dos a` une contrainte.
le proble`me du sac a` dos multidimensionnel a fait l’objet de nombreuses e´tudes aussi bien sur
l’aspect re´duction que re´solution, cependant il n’existe pour le moment aucun algorithme de com-
plexite´ polynomiale pour le re´soudre. Les bons re´sultats obtenus avec les me´thodes coope´ratives
dans le cas a` une contrainte motivent leur extension au cas a` plusieurs contraintes.
Dans le chapitre suivant nous proposons des me´thodes de re´solution approche´es ou exactes
combinant diffe´rentes techniques de re´solution.
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III.1 Introduction
Le point de de´part de ce travail e´tait l’e´tude d’une me´thode coope´rative pour la re´solution du
proble`me du sac a` dos multidimensionnel. L’ide´e e´tait de re´soudre une relaxation surrogate du
proble`me (MKP ) afin d’obtenir un proble`me a` une seule contrainte pour, d’une part, avoir des
temps de re´solution plus faibles et, d’autre part, pouvoir utiliser une re´solution par un algorithme
de programmation dynamique.
Le principe de dominance dans la programmation dynamique permet d’e´carter des e´tats durant
l’exploration, de manie`re de´finitive si on se place du point de vue du proble`me relaxe´, ou de
manie`re temporaire du point de vue du proble`me original. Ces e´tats peuvent alors eˆtre explore´s
via d’autres me´thodes de re´solution telles que le branch-and-bound. Cette approche coope´rative
permet de faire coope´rer diffe´rentes me´thodes de re´solution et permet de construire une me´thode
de re´solution exacte pour le proble`me (MKP ).
On peut aussi de´gager de cette trame une heuristique. En effet, comme on va le voir, la premie`re
phase de notre algorithme qui consiste a` re´soudre une relaxation surrogate via la programmation
dynamique, nous fournit non seulement une liste d’e´tats, mais aussi une borne infe´rieure pour
le proble`me (MKP ). Cette phase peut donc aise´ment eˆtre interpre´te´e comme une heuristique
laissant le choix a` l’utilisateur d’aller plus loin dans la re´solution.
Cette premie`re phase peut eˆtre aussi interpre´te´e comme un processus de diversification, qui
est une me´thode tre`s utilise´e dans les heuristiques. Elle nous fournit une famille de solutions
re´alisables qui pourront eˆtre explore´es ou bien par une me´thode de re´solution exacte, comme
propose´ ci-dessus, ou bien par une me´thode de recherche au voisinage afin de construire une
heuristique multi-e´tape.
On peut sche´matiser les diffe´rentes e´tapes des me´thodes propose´es ainsi :
Le choix de la me´thode d’exploration a` la dernie`re e´tape de´terminera le caracte`re exact ou
approche´ de la me´thode de re´solution.
Dans ce chapitre sont pre´sente´s les principales e´tapes des algorithmes e´tudie´s pour la construc-
tion d’une me´thode de re´solution exacte et de me´thodes de re´solutions approche´es.
Les tests nume´riques pre´sente´s ont e´te´ faits sur des instances de la litte´rature dont les valeurs
optimales sont connues :
– instances de Petersen [PET 67],
– instances de Weingartner et Ness [WEI 67],
– instances de Shi [SHI 79],
– instances de Senju et Toyoda [SEN 68].
Cette se´rie de proble`mes de taille relativement petite nous ont permis d’avoir une premie`re
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appre´ciation sur le comportement des algorithmes propose´s. Des tests plus pousse´s seront pre´sen-
te´s a` la fin de ce me´moire.
III.2 La relaxation surrogate
Cette premie`re e´tape, qui est a` la base des algorithmes e´tudie´s ici, a pour objectif de transformer
notre proble`me (MKP ) en un proble`me posse´dant qu’une seule contrainte. Nous avons utilise´




s.c. W.x ≤ c,




s.c. µt.W.x ≤ µt.c,
x ∈ {0, 1}n.
(III.1)
On rappelle que le multiplicateur µ optimale est de´finit comme suit :
min
µ≥0
{v(S(µ))} = v(S). (III.2)
Re´soudre (III.2) de fac¸on exacte est en lui-meˆme un proble`me NP-difficile. De plus, on n’a
aucune garantie que v(S) = v(MKP ). Nous nous sommes donc tourne´s vers des me´thodes de
calcul approche´es du multiplicateur µ. Dans la suite nous de´crirons les me´thodes e´tudie´es et
nous essaierons d’e´valuer leurs performances.
III.2.1 Les heuristiques e´tudie´es
Diffe´rentes heuristiques ont e´te´ propose´es pour le calcul du multiplicateur de la relaxation surro-
gate. Nous nous sommes inte´resse´s tout d’abord a` l’heuristique de Garvish et Pirkul [GAV 85]
qui semble eˆtre une des heuristiques les plus abouties mais aussi a` d’autre me´thode plus simple
a` mettre en place ayant l’avantage d’avoir des temps de re´solution plus courts.
Afin d’e´valuer ces diffe´rentes heuristiques, nous nous sommes inte´resse´s a` la valeur optimale du
proble`me surrogate re´sultant sur des instances de la litte´rature.
La me´thode de Garvish et Pirkul [GAV 85]
La me´thode de Garvish et Pirkul se base sur les travaux de Glover [GLO 75] qui a propose´
une proce´dure pour le calcul optimal des multiplicateurs pour les proble`mes a` 2 contraintes. Les
multiplicateurs seront estime´s de manie`re ite´rative en conside´rant une succession de proble`mes
a` 2 contraintes. Deux proce´dures sont de´crites :
– Proce´dure-1 : permet une recherche approche´e des multiplicateurs pour un proble`me a` 2
contraintes,
– Proce´dure-2 : permet une recherche approche´e des multiplicateurs pour un proble`me a` m
contraintes de manie`re ite´rative par l’utilisation de Procedure-1.
Nous allons dans un premier temps conside´rer le proble`me suivant :
S(ψ, µ) =Max{cx | (ψ µ).(W.x− C) ≤ 0, x ∈ {0, 1}n}, (III.3)
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avec ψ et µ des scalaires et W une matrice de dimension 2× n.
Algorithme III.1 - Proce´dure-1
E´tape 1 : Soit µH et µL tel que la solution de S(1, µ) satisfait la premie`re contrainte pour µ = µL
et ne la satisfait pas pour µ = µH .
E´tape 2 : Si µH − µL ≤ ǫ STOP.
E´tape 3 : Posons µ = µL + (µH + µL)/2 et re´soudre S(1, µ). Si la solution obtenue :
– satisfait les 2 contraintes, STOP ((1, µ) est un multiplicateur optimal).
– ne satisfait que la premie`re contrainte, on pose µL = µ et retour a` l’e´tape 2.
– ne satisfait pas la premie`re contrainte, on pose µH = µ et retour a` l’e´tape 2.
Afin de diminuer les temps de calcul de cette proce´dure Garvish et Pirkul proposent de remplacer
la re´solution du proble`me S(1, µ) par la re´solution de sa relaxation continue. Cette proce´dure
est appele´e Proce´dure-1A.
Algorithme III.2 - Proce´dure-2 : Calcul des multiplicateurs pour un (MKP ) quelconque.
E´tape 1 : On cherche la contrainte qui fournit la plus petite valeur de la fonction objective lorsque
les autres contraintes sont ignore´es. On renume´rote cette contrainte comme la contrainte 1.
E´tape 2 : On cherche alors la contrainte la plus viole´e par la solution du proble`me forme´ par la
fonction objective originale et la contrainte 1. Elle devient alors la contrainte 2.
E´tape 3 : On applique Proce´dure 1 avec les contraintes 1 et 2. Si la fonction objective ne de´croˆıt
pas, ou si le nombre d’ite´rations devient trop grand, STOP.
E´tape 4 : La contrainte surrogate de´termine´e a` l’e´tape 3 devient alors la contrainte 1, et on
retourne a` l’e´tape 2.
Les re´sultats nume´riques montrent que Proce´dure-2 combine´e avec Proce´dure-1 est la me´thode
fournissant le meilleur compromis entre temps de calcul et qualite´ de la borne. Cependant, en
comparaison avec la me´thode de´crite ci-apre`s, Garvish et Pirkul obtiennent des temps de calculs
importants pour une ame´lioration d’environ 4% de la borne.
Dualite´ en continu
Revenons sur la relaxation continue en contraintes e´galite´s, (PL), de (MKP ) de´finit page 35









s.c. λt.W˜ ≥ p˜t,
λ ≥ 0.
(III.4)
Nous avons ici e´quivalence entre (PL) et (PLDUAL), c’est-a`-dire que nous avons e´galite´ des
valeurs optimales. La re´solution de (PLDUAL) peut se faire par l’algorithme dual du simplexe,




De ce λ∗, nous ne conservons que les m premie`res composantes correspondantes aux m contrain-
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Le calcul de ce multiplicateur se re´sume donc a` une re´solution du proble`me dual de (PL).
En notant (SPL(µDUAL)), la relaxation continue de (S(µDUAL)), on a l’e´galite´ suivante :
v(PL) = v(SPL(µDUAL)). (III.5)






, avec µ = (µ1, ..., µn)
t ∈ Rm et ψ = (ψ1, ..., ψn)
t ∈ Rn. Nous pouvons alors
re´crire (PLDUAL) de la fac¸on suivante :
(PLDUAL)

minµt.c+ ψ1 + ...+ ψn,
s.c. µt.W + ψt ≥ p,
µ ≥ 0 et ψ ≥ 0.
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∗
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≥ pt.x∗ + λ∗m+1.(1 − x
∗










Or (SPL(µDUAL)) e´tant une relaxation surrogate de (PL),
v(SPL(µDUAL)) ≥ v(PL).
D’ou` le re´sultat :
v(PL) = v(SPL(µDUAL)).
A partir de ce re´sultat, on peut dire que µDUAL est le multiplicateur optimal pour le proble`me
(PL), de plus l’ine´galite´ suivante devient alors triviale :
v(MKP ) ≤ v(S(µDUAL)) ≤ v(PL) = v(SPL(µDUAL)). (III.6)
Cette ine´galite´ justifie l’utilisation d’un tel multiplicateur.
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Autres heuristiques e´tudie´es
Nous nous sommes aussi inte´resse´ a` d’autres me´thodes de calcul approche´ du multiplicateur. A
part la me´thode M Unite pre´sente´ ci-dessous, les diffe´rentes heuristiques propose´es ici essayent
de caracte´riser une contrainte qui semble pre´ponde´rante afin de ne conserver qu’elle ou d’e´valuer
les multiplicateurs en fonction de cette caracte´risation.
La me´thode structurale : Les multiplicateurs sont calcule´s ici en tenant compte de l’impor-
tance relative de chacune des contraintes :








La me´thode M Unite´ :
La me´thode M Unite´ est la plus simple a` mettre en place car elle ne´cessite aucun calcul. Elle
consiste tout simplement a` ajouter les contraintes entre elles. Nous avons donc :
∀ i ∈ {1, ...,m}, µi = 1. (III.8)
La me´thode M Profit :
Au lieu de conserver toutes les contraintes, on n’en conserve qu’une. La manie`re la plus logique
consiste a` conserver celle qui minimise le profit lorsque les autres contraintes sont ignore´es.
Cependant, au lieu de re´soudre m proble`me du sac a` dos uni-contraint, nous avons estime´ une
borne supe´rieure en conside´rant leur relaxation continue afin de diminuer les temps de calcul.
On conside`re donc le proble`me suivant :
Pour i ∈ {1, ...,m}, (Bi)

max pt.x,
s.c. Wi.x ≤ ci,
x ∈ {0, 1}n.
(III.9)
On note :
k = argmini∈{1,...,m}{v(Bi)}, avec v(Bi) une borne supe´rieure de (Bi). (III.10)
D’ou` :
∀ i ∈ {1, ...,m}, i 6= k, µi = 0 et µk = 1. (III.11)
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La me´thode M Glouton :
On reprend ici la meˆme ide´e que pre´ce´demment sauf que nous allons conserver la contrainte qui
minimise le nombre de variables fixe´es par une heuristique de type gloutonne. Pour cela nous
re´solvons les m proble`mes (Bi), pour i ∈ {1, ...,m} par l’algorithme pre´sente´ page 53.
En notant k l’indice du proble`me pour lequel le nombre de variables fixe´es par l’algorithme est
minimal, nous construisons les multiplicateurs comme de´crit par la formule pre´ce´dente (III.11).
Repre´sentation graphique sur un exemple :
On conside`re les deux proble`mes a` 2 variables et 2 contraintes suivant :
(Ex 1)

max 3.x1 + 4.x2,
s.c.
{
8.x1 + 12.x2 ≤ 15,
4.x1 + 24.x2 ≤ 21,




max 3.x1 + 4.x2,
s.c.
{
5.x1 + 4.x2 ≤ 4,
3.x1 + 6.x2 ≤ 3,
x1 ∈ {0, 1} et x2 ∈ {0, 1}.
(III.13)
Bien entendu, ces proble`mes posse`dent des solutions triviales qui sont :
– x1 = 1 et x2 = 0 avec v(Ex1) = 3 pour (Ex 1),
– x1 = 0 et x2 = 0 avec v(Ex2) = 0 pour (Ex 2),
En effet, ces proble`mes ne satisfont pas l’hypothe`se (h1) (voir page 20), cependant ils permettent
d’illustrer les diffe´rentes contraintes surrogates calcule´es.
Sur les figures III.1 et III.2, nous avons repre´sente´ graphiquement les contraintes surrogates
ge´ne´re´es par les diffe´rentes me´thodes ainsi que celles du proble`me original (Contrainte 1 et
Contrainte 2). Nous n’avons pas fait figurer les me´thodes M Profit et M Glouton car elles se
confondent avec une des contraintes du proble`me original.
La figure III.1, nous montre qu’avec le proble`me (Ex 1) les contraintes fournies sont toutes plus
ou moins e´quivalentes. Par contre avec la figure III.2, on peut voir que les contraintes fournies
pour (Ex 2) par la me´thode de Garvish et Pirkul et celle fournie par le dual du proble`me
continue re´duisent de fac¸on importante le domaine.
Des tests nume´riques plus pousse´s sont pre´sente´s dans la suite.
III.2.2 Re´sultats nume´riques
Pour e´prouver ces diffe´rents multiplicateurs, nous avons re´solu de fac¸on exacte avec CPLEX
9.0 la relaxation surrogate des instances de la litte´rature et nous avons compare´ les bornes
obtenues avec les valeurs optimales. Nous nous sommes aussi inte´resse´s aux nombres moyens
de contraintes non-respecte´es du proble`me (MKP ) par la solution optimale de la relaxation
surrogate. On notera les diffe´rentes me´thodes pre´sente´es de la manie`re suivante :
– M GP : la me´thode de Garvish et Pirkul,
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Figure III.1 – Repre´sentation graphique des diffe´rentes contraintes surrogates pour (Ex 1)
– M Simp : la me´thode du simplexe,




Exemples de´taille´s sur un proble`me de Petersen
Nous pre´sentons ici de fac¸on de´taille´s les re´sultats obtenus sur le premier proble`me de l’instance
de Petersen que nous noterons (P1) et dont le profit optimal vaut 3800. Apre`s une re´duction de










13 41 8 12 22 64
13 41 8 12 22 75
4 4 3 6 6 18
8 12 5 10 6 32
8 20 5 13 6 42
8 20 5 13 6 48












x ∈ {0, 1}6.
(III.14)
On note v(S P1) la borne optimale de la relaxation surrogate de (P1). Les diffe´rentes me´thodes
pre´sente´es pre´ce´demment nous donnent :
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Figure III.2 – Repre´sentation graphique des diffe´rentes contraintes surrogates pour (Ex 2)
– M GP : v(S P1) = 3800
8, 15.x1 + 20, 36.x2 + 5, 09.x3 + 13, 16.x4 + 6, 20.x5 + 42, 71.x6 ≤ 44, 87
– M Simp : v(S P1) = 3800
467, 04.x1 + 1271, 486.x2 + 290, 37.x3 + 647, 41.x4 + 500.x5 + 2400.x6 ≤ 2672, 59
– M Struc : v(S P1) = 3900
27, 59.x1 + 68, 52.x2 + 17, 49.x3 + 33, 51.x4 + 34, 16.x5 + 138, 72.x6 ≤ 162, 87
– M Unite´ : v(S P1) = 4300
58.x1 + 142.x2 + 37.x3 + 68.x4 + 73.x5 + 284.x6 ≤ 342
– M Profit : v(S P1) = 3800
8.x1 + 20.x2 + 5.x3 + 13.x4 + 6.x5 + 42.x6 ≤ 44
– M Glouton : v(S P1) = 3800
8.x1 + 20.x2 + 5.x3 + 13.x4 + 6.x5 + 42.x6 ≤ 44
On constate ici que la contrainte de M GP se rapproche de la cinquie`me contrainte de (P1), qui
est par ailleurs la contrainte retenue par M Profit et M Glouton.
Parmi ces diffe´rentes approches on constate ici que seul M Struc et M Unite´ ne donnent pas le
profit optimal de (P1). Cependant on constate en pratique que bien que le profit optimal de
la relaxation soit le meˆme que celui du proble`me original, la solution x associe´e ne ve´rifie pas
force´ment l’ensemble de ses contraintes.
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Re´sultats nume´riques sur des instances de la litte´rature
Afin d’appre´cier les temps de calcul, pre´sente´s dans le tableau III.3, de chacune de ces me´thodes,
les tests ont e´te´ mene´s sur une Sun Blade 100 sous syste`me Solaris (500 MHz).
Nom de Ecart moyen a` l’optimum (%)
l’instance M GP M Simp M Struc M Unite M Profit M Glouton
Petersen 2.68 1.25 6.13 7.94 2.22 6.47
Fre´ville & Plateau 18.20 3.48 19.59 21.81 25.31 34.23
Senyu et Toyoda 5.34 0.72 5.84 6.12 5.79 9.84
Weingartner & Ness 0.57 0.58 6.54 7.80 2.11 4.25
Shi 0.82 0.35 11.53 15.51 0.74 17.89
Table III.1 – Relaxation surrogate : Ecart moyen a` l’optimum.
Nom de Nombre moyen de contraintes non-respecte´es (%)
l’instance M GP M Simp M Struc M Unite M Profit M Glouton
Petersen 30.00 20.00 32.86 34.29 25.71 44.29
Fre´ville & Plateau 67.92 41.25 48.33 51.46 76.25 75.83
Senyu et Toyoda 85.00 15.00 38.33 43.33 91.67 93.33
Weingartner & Ness 31.25 37.50 50.00 50.00 37.50 37.50
Shi 30.67 16.67 40.00 51.33 23.33 59.33
Table III.2 – Relaxation surrogate : Nombre moyen de contraintes non-respecte´es.
Nom de Temps de calcul du multiplicateur (ms)
l’instance M GP M Simp M Struc M Unite M Profit M Glouton
Petersen 7.14 2.86 0.10 1.42 4.28 1.43
Fre´ville & Plateau 12.50 2.50 6.25 7.50 7.50 5.00
Senyu et Toyoda 55.00 10.00 10.00 20.00 25.00 15.00
Weingartner & Ness 3.75 2.5 3.75 1.25 1.25 1.25
Shi 9.66 6.00 4.66 2.66 7.00 1.33
Table III.3 – Relaxation surrogate : Temps de calcul du multiplicateur.
A travers les tableaux III.1 et III.2 on se rend compte que la me´thode M Simp permet d’avoir
des bornes proches de l’optimum et d’obtenir des solutions qui respectent le plus grand nombre
de contraintes du proble`me (MKP ). Les temps de calcul mis en jeux ici sont tre`s courts, ils
figurent dans le tableau III.3. On peut voir que les temps de calcul sont plus importants pour
la me´thode M GP suivi de M Profit, puis de M Simp.
Dans la mesure ou` nous avons obtenu les meilleurs re´sultats avec la me´thode M Simp avec des
temps de calcul relativement peu e´leve´s, c’est cette me´thode que nous avons retenue pour le
calcul des multiplicateurs. Ce multiplicateur nous servira dans les algorithmes pre´sente´s dans la
suite.
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Ame´lioration des multiplicateurs
Nous avons essaye´ d’ame´liorer les multiplicateurs obtenus pre´ce´demment via deux me´thodes :
– la rotation de contrainte de Elkihel [ELK 84] et
– l’algorithme G de Fre´ville et Plateau [FRE 94].
L’algorithme G, propose´ par Fre´ville et Plateau, qui est un algorithme sous-gradient, essaie
d’ame´liorer de manie`re ite´rative les multiplicateurs surrogates.
Algorithme III.3 - Algorithme G :
Soit µ un multiplicateur quelconque tel que µ 6= 0 ;
Faire :
Re´soudre (S(µ)) pour obtenir une solution optimale x∗ ;
Si W.x∗ − c ≤ 0, alors x∗ est optimal pour (MKP ), STOP ;
Calculer gµ =W.x
∗ − c ;
Calculer les nouveaux multiplicateurs, avec un pas t, tel que :




Projeter µ dans {µ | µ ∈ Rm+} :
pour i ∈ {1, ...,m}, µi = max{0, µi};
Jusqu’au crite`re d’arreˆt.
Soit µ, µ et µ, trois multiplicateurs conse´cutifs ge´ne´re´s par l’algorithme G. Les re´sultats nume´-
riques de [FRE 91] sugge`rent de prendre le pas de calcul tel que :




Le crite`re d’arreˆt retenu est celui du nombre d’ite´rations sans diminution de la fonction objective.
Avec la rotation de contrainte, l’objectif est de modifier directement la contrainte surrogate
afin de diminuer le domaine des solutions admissibles. La fonction objective ne sera donc pas
modifie´e.
Quelques tests nume´riques ont e´te´ fait afin de voir concre`tement l’ame´lioration apporte´e a` ces
contraintes. Pour l’algorithme G, on s’est essentiellement inte´resse´ a` la diminution de la fonction
objective, ainsi qu’au temps de calcul mis en jeu. En ce qui concerne la rotation de contrainte,
sachant que la fonction objective ne changera pas, on s’est focalise´ dans un premier temps sur
le fait qu’il y a effectivement rotation ou pas. Ces tests ont e´te´ aussi mene´s sur une station Sun
Blade 100 sous syste`me Solaris.
Le tableau III.4 nous montre que l’algorithme G engendre des temps de calculs relativement
importants pour une ame´lioration minime de la borne. Le temps de calcul e´tant un facteur
important dans la construction d’une heuristique, nous n’avons pas retenu cette me´thode.
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Nom de Temps de calcul (ms) Ecart moyen a` l’optimum (%)
l’instance sans G avec G sans G avec G
Petersen 2,86 25,71 1,25 1,25
Fre´ville & Plateau 2,50 45,00 3,48 3,38
Senyu et Toyoda 10,00 45,00 0,72 0,72
Weingartner & Ness 2,50 13,75 0,58 0,50
Shi 6,00 14,66 0,35 0,34
Table III.4 – Relaxation surrogate : Ame´lioration par l’algorithme G.
Nom de Rotation de la
l’instance contrainte ?
Petersen NON
Fre´ville & Plateau NON
Senju & Toyoda NON
Weingartner & Ness NON
Shi NON
Table III.5 – Relaxation surrogate : Ame´lioration par rotation de contraintes.
De meˆme, dans le tableau III.5, parmi les tests mene´s, aucune rotation de la contrainte surrogate
n’a e´te´ observe´e. Une rotation de contrainte avec ajout d’une contrainte additionnelle (ajout
d’une contrainte du proble`me non-relaxe´) engendrerait des temps de calcul trop grands. Nous
n’avons donc pas retenu cette me´thode aussi.
Le calcul du multiplicateur surrogate se fera donc simplement via la me´thode M Simp qui permet
d’avoir le meilleur compromis entre temps de calcul et qualite´ de la borne obtenue.
III.3 L’heuristique HDP
Cette premie`re e´tape de notre algorithme de recherche d’une solution exacte essaie d’utiliser le
principe de dominance de la programmation dynamique. Ce principe peut-eˆtre applique´ direc-
tement sur les proble`mes multi-contraints mais cela ne permettrait pas d’e´liminer suffisamment
de noeuds. C’est pourquoi, nous utilisons une technique de relaxation, la relaxation surrogate,
qui permet de transformer le (MKP ) en un proble`me uni contraint.
Du fait de la relaxation, la valeur optimale du proble`me relaxe´ majore celle du proble`me original.
Il est donc ne´cessaire d’adapter la re´solution par la programmation dynamique afin d’obtenir
une borne infe´rieure pour (MKP ). Pour cela, il suffit de ve´rifier a` chaque e´tape de recherche
que l’on ve´rifie toutes les contraintes du proble`me original.
De plus, on pourra assimiler cette premie`re phase de programmation dynamique a` une heuris-
tique.
Lors de cette phase, nous allons e´carter des noeuds qui ne vont pas conduire a` une solution
optimale au sens du proble`me relaxe´, mais qui le peuvent au sens du (MKP ) original. Ces
noeuds seront donc conserve´s dans une liste secondaire, qui sera cre´e´e tout au long de cette
premie`re e´tape.
Nous allons tout d’abord pre´senter un algorithme de programmation dynamique pour les proble`-
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mes uni-contraints qui s’inspire des travaux de Plateau et Elkihel [ELK 84]. Nous pre´senterons
ensuite son utilisation dans le cadre de l’algorithme hybride suivi d’une me´thode alternative.
Enfin, quelques tests nume´riques seront pre´sente´s afin de voir les performances de ces approches.
III.3.1 Un algorithme de programmation dynamique ame´liore´ pour les prob-
le`mes uni-contraints
A la section II.3.1, page 34, a e´te´ pre´sente´e une me´thode de re´duction. Reprenons les meˆmes
notations, applique´es a` un proble`me uni-contraint (UKP ) :
A chaque variable xj (j ∈ {1, . . . , n}), on associe trois bornes, a` savoir :
– v une borne infe´rieure du proble`me (UKP ), et xt = (x1, . . . , xn), la solution associe´e,
– v(xj = 1), une borne supe´rieure de (UKP ) lorsque xj est fixe´e a` 1,
– v(xj = 0), une borne supe´rieure de (UKP ) lorsque xj est fixe´e a` 0.
Notons :
Pour j ∈ {1, . . . , n}, vj = min{v(xj = 1), v(xj = 0)}. (III.15)
Le principe de re´duction II.3.1 peut alors s’e´noncer simplement :
Pour j ∈ {1, . . . , n}, si vj = v(xj = δ) ≤ v et δ ∈ {0, 1}, alors la variable xj peut− eˆtre fixe´e
de´f initivement a` 1− δ.
La vitesse de convergence et le temps de re´solution de (UKP ) par la programmation dynamique
sont notamment lie´s au classement de variable adopte´. D’apre`s la proposition II.3.1, les variables
susceptibles d’eˆtre fixe´es sont celles pre´sentant une borne vj , j ∈ {1, . . . , n}, la plus petite. Il n’est
donc pas tre`s inte´ressant de traiter ces variables en premier par la programmation dynamique
car avec l’ame´lioration de la borne, elles ont une forte probabilite´ d’eˆtre fixe´es par le processus
de re´duction.
Par conse´quent, en classant les variables selon les vj , j ∈ {1, . . . , n}, de´croissants, nous avons le
sche´ma de re´solution suivant :







On va alors s’arreˆter lorsque l’ensemble des variables non traite´es est vide. Ceci permet de
s’arreˆter plus toˆt dans la recherche d’une solution optimale par la programmation dynamique.
III.3.2 Re´solution du proble`me surrogate par la programmation dynamique
hybride
On se base sur l’algorithme de programmation dynamique propose´ chapitre II.5.2, inte´grant le
principe de dominance, pour la re´solution de la relaxation surrogate de (MKP ). Cependant
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parmi les e´tats explore´s nous ne conserverons que ceux qui sont re´alisables pour le proble`me
(MKP ).
Par conse´quent, lors de l’exploration, un e´tat (w, p) peut-eˆtre e´limine´ si il se trouve dans un des
cas suivant :
– il n’est pas re´alisable pour le (MKP ),
– il est domine´,
– sa borne supe´rieure, que nous noterons v(w,p), est plus petite que la meilleure borne infe´rieure
connue.
Concernant le dernier cas, deux possibilite´s s’offrent a` nous car nous pouvons conside´rer la
meilleure borne infe´rieure connue :
– du proble`me (MKP ), dans ce cas les e´tats e´limine´s par leur borne supe´rieure ne peuvent
mener a` une meilleure solution,
– du proble`me (UKP ), dans ce cas nous n’avons aucune garantie sur le caracte`re optimal des
e´tats e´limine´s par leur borne supe´rieure.
A ceci s’ajoutent les diffe´rentes possibilite´s de classement de variables :
– selon les profits,
– selon les profits re´duits,
– selon les bornes (vj)j∈{1,...,n},
– selon le rapport des profits sur les poids,
– ... .
Algorithme ge´ne´rique
Cet algorithme est base´ sur la re´solution d’une relaxation surrogate S(µ) du (MKP ). Par souci
de simplification, on adoptera les notations suivantes :















wj .xj ≤ c,
x ∈ {0, 1}n.
(III.16)
Soit l’e´tape k de la programmation dynamique, k ∈ {1, ..., n}.
La liste Lk+1 est construite de fac¸on re´cursive par l’algorithme de programmation dynamique
(voir [ELB 05a] pour plus de de´tails et des exemples). A l’e´tape k + 1 la liste Lk+1 est ge´ne´re´e
comme suit :
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Algorithme III.4 - Ge´ne´ration des listes
L’ensemble des e´tats a` l’e´tape k + 1 est donne´ par :
L′k+1 = Lk ⊕ (wk+1, pk+1),
= {(w +wk+1, p + pk+1) | (w, p) ∈ Lk and w + wk+1 ≤ c}.
Et nous avons :
Lk+1 = Lk ∪ L
′
k+1 −Dk+1;
ou` Dk+1 repre´sente l’ensemble des e´tats domine´s a` l’e´tape k + 1 :
Dk+1 = {(w, p) | (w, p) ∈ Lk ∪ L
′
k+1 et ∃(w
′, p′) ∈ Lk ∪ L
′
k+1 avec
w′ ≤ w, p ≤ p′ et (w′, p′) 6= (w, p)}.
Initiallement, nous avons L0 = {(0, 0)}. De plus a` chaque e´tat (w, p), nous associons deux
bornes :
– une borne supe´rieure, v(w,p), et
– une borne infe´rieure, v(w,p).
Nous reviendrons plus tard sur le calcul de ces bornes.
La programmation dynamique hybride se pre´sente alors comme suit :
Algorithme III.5 - La programmation dynamique hybride (HDP)
Initialisation :
L0 = {(0, 0)}, Lsec = ∅ ;
Initialiser v(S(µ)) = v(MKP ) (ou` v(MKP ) est une borne infe´rieure de (MKP ) ) ;
Construction des listes :
Pour j = 1 a` n, alors :
L′j=Lj−1 ⊕ (wj , pj) ;




Pour tous les e´tats (w, p) ∈ Lj, calculer v(w,p) et v(w,p) ;
Mise a` jour des bornes :
pmax = max {p | (w, p) ∈ Lj} et vmax = max {v(w,p) | (w, p) ∈ Lj} ;
Si vmax est une borne admissible pour (MKP ), alors :
v(MKP ) = max {v(MKP ), vmax} ;
Sinon v(MKP ) = max {v(MKP ), pmax} ;
Fin Si ;
v(S(µ)) = max {v(S(µ)), vmax} ;
Mise a` jour de Lsec :
Dj = {(w, p) | (w, p) est domine´ ou v(w,p) ≤ v(S(µ))} ;
Dj = Dj − {(w, p) | v(w,p) ≤ v(MKP )} ;
Lsec = Lsec ∪ Dj et Lj = Lj −Dj ;
Fin Pour.
A la fin de cet algorithme, nous re´cupe´rons donc :
– v(MKP ), une borne infe´rieure de (MKP ), et
– Lsec, une liste d’e´tats qui nous servira a` ame´liorer la pre´ce´dente borne.
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Calcul des bornes supe´rieures associe´es a` un e´tat
A une e´tape k ∈ {1, ..., n−1} de la programmation dynamique, nous construisons la liste Lk+1 a`
partir de la liste Lk. Soit (w, p) ∈ Lk, et notons x
(w,p) = (x
(w,p)
1 , ..., x
(w,p)
k ) les variables associe´es.









































wj .xj ≤ ci −w, i ∈ {1, ...,m},
xj ∈ {0, 1}, j ∈ {k + 1, ..., n}.
(III.18)
Pour le calcul de v(w,p), deux options s’offrent a` nous, a` savoir le calcul a` partir de la relaxation
continue de :
– (MKP (w, p)), ce qui implique des temps de calcul plus long mais une meilleure e´limination
des e´le´ments par bornes supe´rieures, ou
– (S(w, p)) plus simple a` re´soudre avec la me´thode de Dantzig de´crite page 32.
Bien entendu, pour k = 0, nous avons e´galite´ des bornes avec le choix du multiplicateur fait
pre´ce´demment (voir page 70). Mais l’e´cart entre ces bornes se creuse progressivement avec k. On
pourrait envisager de recalculer pour chaque sous-proble`me (S(w, p)) un vecteur multiplicateur,
ce qui reviendrait a` re´soudre le dual de la relaxation continue de (MKP (w, p)), ce qui est
e´quivalent a` re´soudre la relaxation continue de (MKP (w, p)).
Calcul des bornes infe´rieures associe´es a` un e´tat
Nous reprenons les meˆmes notations ainsi que les sous-proble`mes de´finis pre´ce´demment, et la`
aussi nous avons les deux meˆmes options, a` savoir la re´solution approche´e de :
– (MKP (w, p)) : ce qui revient a` faire de la programmation dynamique sur (MKP ) en e´liminant
les e´tats domine´s du point de vue de la relaxation surrogate (dans ce cas on prendra v(S(µ)) =
v(MKP )),
– (S(w, p)) : ce qui revient a` faire de la programmation dynamique sur (S(w, p)) en conservant
les e´tats re´alisables pour (MKP ).
On peut de´ja` pre´sager que la premie`re solution donnera des bornes de meilleures qualite´s mais
avec des temps de calcul moins bons qu’avec la deuxie`me option. De plus cette dernie`re nous
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permettrait de construire une heuristique dont les temps de calculs sont quasiment inde´pendants
du nombre de contraintes du proble`me original (si on adopte le calcul des bornes supe´rieures via
(S(w, p))).
On appellera :
– HDP S, l’algorithme HDP inte´grant le calcul des bornes infe´rieures d’un e´tat (w, p) a` partir
de (S(w, p)) et
– HDP MKP, celui utilisant (MKP (w, p)).
Remarque: Dans l’algorithme III.5, il est important de comprendre que :
– pour HDP S, deux fonctions objectives sont ge´re´es, a` savoir celle de (MKP), avec v(MKP ),
et celle de (S(µ)), avec v(S(µ)) ;
– pour HDP MKP, nous prenons v(S(µ)) = v(MKP ), et de ce fait, dans Lsec sont conserve´s
que les e´tats domine´s du point de vue de la relaxation surrogate.
La me´thode approche´e retenue pour le calcul des bornes infe´rieure est la me´thode du Glouton
(voir page 53). En s’inspirant des travaux de Fre´ville et Plateau pour leur heuristique AGNES,
nous avons adopter ici le classement des indices des variables suivant nous permettant d’exploiter
la relaxation surrogate :
p1
w1
≥ . . . ≥
pj
wj




Nous appellerons cette heuristique Glouton Surr. La borne obtenue avec Glouton Surr est d’une
fac¸on ge´ne´rale meilleure que celle du Glouton classique ou` u = (1, ..., 1)t pour des temps de
calculs identiques. Ceci est illustre´ dans le tableau III.6 sur certaines instances de la litte´rature.
Nom de Ecart a` l’optimalite´ (%)
l’instance Glouton Glouton Surr
Petersen 3,13 4,70
Fre´ville & Plateau 12,74 6,54
Senju & Toyoda 1,14 0,28
Weingartner & Ness 3,23 1,77
Shi 4,63 0,51
Table III.6 – Comparaison de deux algorithmes gloutons.
Afin d’ame´liorer cette borne, nous nous sommes inte´resse´s a` la solution de v(w,p). Dans certains
cas, cette solution est admissible pour le proble`me conside´re´, et dans le cas ou` elle est meilleure
que celle donne´e par l’heuristique, nous prendrons cette borne comme borne infe´rieure. Cette
proce´dure sera nomme´ Check BS, elle rec¸oit comme argument la solution x associe´e a` une borne
supe´rieure et permet donc de ve´rifier la re´alisabilite´ de cette dernie`re.
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Algorithme III.6 - Check BS(x) :
REALISABLE=true ;
Pour j ∈ 1, ...n :






Si W.x ≥ 0 alors, REALISABLE=false Fin Si ;
Retourner REALISABLE.
Remarque: Dans le cas ou` Check BS retourne true, il est inutile de continuer a` explorer dans
la direction de l’e´tat conside´re´ car une solution optimale du sous-proble`me a e´te´ trouve´e.
Re´duction de variables
Nous avons combine´ l’algorithme III.5 avec la me´thode de re´duction pre´sente´e a` la section II.3.1,
page 34, et repris section III.3.1. Il est important de comprendre que les variables sont fixe´es
en accord avec le proble`me (MKP ), les variables ne sont pas re´duites en fonction du proble`me
surrogate. Ceci nous permet de conserver la re´alisabilite´ des e´tats explore´s.
Le calcul des bornes ne´cessaires se fait au de´but de l’algorithme et sont recalcule´es a` chaque fois
que des variables sont fixe´es. Ce test de re´duction est utilise´ a` chaque fois que la borne infe´rieure
de (MKP ) est ame´liore´e.
III.3.3 Comparaison des heuristiques
On se rend compte que du point de vue algorithmique, plusieurs choix s’offrent a` nous sur le
plan :
– classement de variables,
– calcul des bornes supe´rieures,
– calcul des bornes infe´rieures.
En ce qui concerne le choix des calculs des bornes on se limitera aux deux cas extreˆmes ou`
dans un premie`re cas, le temps de calcul est privile´gie´, combinaison de l’algorithme HDP S avec
calcul des bornes supe´rieures a` partir de la relaxation, et dans un deuxie`me cas, on privile´gie
la qualite´ de la borne, combinaison de HDP MKP avec calcul des bornes sans relaxation. On
adoptera la meˆme notation, HDP S et HDP MKP, pour ses deux heuristiques. Les premiers
re´sultats obtenues avec HDP MKP furent pre´sente´s dans [BOY 05].
Pour le classement des indices des variables, nous pre´senterons la` aussi deux cas, a` savoir les cas
qui ont donne´ les meilleurs re´sultats :
– C BS, classement selon les bornes supe´rieures croissantes (page 79) et
– C PR, classement selon les profits re´duits de´croissants,
– C PW, classement selon les rapports profits sur poids de la relaxation surrogate de´croissants.
(e´quation III.19).
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Remarque: Il serait plus logique d’adopter le classement selon les profits re´duits croissants en
accord avec le sche´ma pre´sente´ page 79. Mais en pratique les tests nume´riques nous ont montre´
que peu de variables sont re´duites dans le cas multidimensionnel. Le classement selon les profits
re´duits de´croissants permet “d’aiguiller” au plus toˆt les e´tats vers une solution potentiellement
optimale.
Les tests nume´riques pre´sente´s dans les tableaux III.7, III.8 et III.9 ont e´te´ mene´s sur les petites
instances de la litte´rature. Nous avons voulu comparer les temps de calcul, ainsi que les e´carts
relatifs a` la valeur optimale.
Ces tests nous montrent que HDP MKP permet, d’une fac¸on ge´ne´rale, d’avoir la meilleure
approximation de la valeur optimale, avec l’obtention d’une e´galite´ dans preˆt de 80% des cas.
Cependant cette approche entraˆıne des temps de calculs presque 100 fois supe´rieures a` ceux de
HDP S, ce qui la rend inadapte´e pour des proble`mes de grandes tailles. L’algorithme qui donne
le meilleure compromis entre temps de calcul et qualite´ de la borne semble eˆtre HDP S avec le
classement de variable C PW (rapports profits sur poids de la relaxation surrogate de´croissants).
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 4,69% 2,89% 1,30% 0,98% 1,00% 1,01%
Fre´ville & Plateau 5,89% 5,37% 3,46% 0,00% 0,05% 0,15%
Senju & Toyoda 0,28% 0,43% 0,72% 0,00% 0,00% 0,00%
Weingartner & Ness 1,77% 1,77% 0,58% 0,00% 0,01% 0,04%
Shi 0,51% 0,42% 0,35% 0,00% 0,00% 0,09%
Table III.7 – Ecart a` l’optimalite´ des algorithmes HDP.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 0/7 0/7 1/7 5/7 4/7 3/7
Fre´ville & Plateau 1/8 1/8 0/8 8/8 7/8 5/8
Senju & Toyoda 1/2 0/2 0/2 2/2 2/2 2/2
Weingartner & Ness 1/8 1/8 2/8 7/8 7/8 7/8
Shi 6/30 8/30 9/30 30/30 30/30 27/30
Table III.8 – Optimalite´ avec les algorithmes HDP.
III.3.4 HDP augmente´
Les e´tats, qui ont e´te´ conserve´s dans la liste secondaire Lsec, sont des e´tats pour lesquels nous
n’avons aucune garantie qu’ils ne peuvent mener a` une meilleure solution au sens du proble`me
multi-contraint. Ces e´tats pre´sentent donc un grand inte´reˆt si l’on veut essayer d’ame´liorer la
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Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 1,43ms 8,57ms 2,86ms 112,86ms 237,14ms 185,71ms
Fre´ville & Plateau 5,00ms 8,75ms 5,00ms 321,25ms 353,75ms 320,00ms
Senju & Toyoda 10,00ms 25,00ms 10,00ms 955,00ms 2000,00ms 965,00ms
Weingartner & Ness 3,75ms 5,00ms 2,50ms 36,25ms 35,00ms 41,25ms
Shi 4,33ms 6,66ms 4,33ms 36,00ms 80,00ms 38,33ms
Table III.9 – Temps de calcul des algorithmes HDP.
borne obtenue pre´ce´demment. Cette e´tape pourrait s’apparenter a` une recherche au voisinage
de ces e´tats.
Dans ce me´moire deux me´thodes de recherche comple´mentaires sont pre´sente´es. La premie`re,
celle pre´sente´e ici, est la plus simple et la moins gourmande en temps de calcul. La deuxie`me,
qui comple`te la premie`re, est pre´sente´e dans le prochain chapitre, est plus e´volue´e mais permet
d’ame´liorer sensiblement la borne.
HDP augmente´ consiste a` estimer une borne infe´rieure des e´tats (w, p) ∈ Lsec via une heuristique
gloutonne, a` savoir la meˆme pre´sente´e pre´ce´demment pour HDP (voir page 83). Une partie des
variables des e´tats conserve´s dans Lsec a e´te´ soit traite´e par la programmation dynamique, soit
fixe´es par le processus de fixation de variables. La recherche d’une solution approche´e est donc
ame´liore´e par ce “pre´-traitement”.
Algorithme III.7 - HDP augmente´ :
Tant que Lsec 6= ∅ :
Prendre un couple (w, p) ∈ Lsec ;
Lsec = Lsec − (w, p) ;
Calculer v(w,p) ;
Si v(MKP ) ≤ v(w,p), v(MKP ) = v(w,p) ;
Fin Tant que.
Nous pre´sentons quelques tests nume´riques traduisant l’ame´lioration apporte´e a` la borne obtenue
pre´ce´demment et les temps de calcul supple´mentaires mis en jeu. Les re´sultats sont pre´sente´s
dans les tableaux III.10, III.11 et III.12.
On peut voir a` travers ces tests que HDP augmente´ permet d’ame´liorer de fac¸on significative
les bornes obtenues pre´ce´demment, notamment lorsque l’on compare les tableaux III.11 et III.8
pre´sentant le nombre de fois ou` l’optimalite´ est atteinte. Cette ame´lioration est toutefois beau-
coup plus marque´e pour HDP S que pour HDP MKP, qui avait de´ja` des bornes tre`s proches de
l’optimum.
Du point de vue des temps de calcul, on constate que, proportionnellement, HDP augmente´
entraˆıne une augmentation du temps de calcul qui est peu importante avec HDP MKP, mais
qui peut devenir important pour HDP S. Cependant les temps de calcul global pour HDP S
reste tre`s en dessous de ceux de HDP MKP. On notera la multiplication par presque 7 du temps
de calcul pour les proble`mes de Petersen avec HDP S+C PR. En fait, on peut constater que
plus la borne fournie par les diffe´rents algorithmes HDP est proche de l’optimum, plus le temps
de calcul engendre´ par HDP augmente´ est faible.
HDP S+C PR semble eˆtre l’algorithme proposant le meilleur compromis entre temps de calcul
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et qualite´ de la borne. Cette version de l’algorithme fut pre´sente´e dans [BOY 06]. Cependant on
constatera les tre`s bons re´sultats, en terme d’approximation, de l’algorithme HDP MKP+C PR
ou` la valeur optimale n’a pas e´te´ atteinte que dans un seul cas.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 0,03% 0,09% 0,04% 0,00% 0,01% 0,03%
Fre´ville & Plateau 0,22% 0,27% 0,49% 0,00% 0,05% 0,15%
Senju & Toyoda 0,00% 0,07% 0,00% 0,00% 0,00% 0,00%
Weingartner & Ness 0,00% 0,01% 0,05% 0,00% 0,00% 0,04%
Shi 0,00% 0,01% 0,02% 0,00% 0,00% 0,09%
Table III.10 – Ecart a` l’optimalite´ des algorithmes HDP+HDP augmente´.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 6/7 5/7 6/7 7/7 6/7 5/7
Fre´ville & Plateau 6/8 6/8 4/8 8/8 7/8 5/8
Senju & Toyoda 2/2 1/2 2/2 2/2 2/2 2/2
Weingartner & Ness 8/8 7/8 5/8 7/8 8/8 7/8
Shi 30/30 28/30 27/30 30/30 30/30 27/30
Table III.11 – Optimalite´ avec les algorithmes HDP+HDP augmente´.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 7,14ms 15,71ms 2,95ms 121,43ms 250,00ms 218,57ms
Fre´ville & Plateau 18,87ms 17,50ms 27,50ms 361,25ms 408,75ms 372,50ms
Senju & Toyoda 10,00ms 40,00ms 35,00ms 1070,00ms 2080,00ms 1050,00ms
Weingartner & Ness 6,25ms 5,00ms 3,75ms 37,50ms 36,25ms 43,75ms
Shi 6,00ms 9,66ms 4,66ms 36,33ms 85,67ms 39,33ms
Table III.12 – Temps de calcul des algorithmes HDP+HDP augmente´.
III.4 Une me´thode coope´rative de re´solution exacte
Au cours du de´roulement de l’algorithme de HDP, nous avons conserve´ dans Lsec les e´tats
e´limine´s par la programmation dynamique pour lesquels nous avons aucune garantie qu’ils ne
vont pas mener a` une solution meilleure pour (MKP ). Il est alors aise´ de construire a` partir de
HDP une me´thode de re´solution exacte pour (MKP ). En effet, il suffit de continuer l’exploration
de ces e´tats la` ou` la programmation dynamique s’est arreˆte´e.
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Les e´tats de Lsec ayant des profondeurs d’exploration diffe´rentes, nous avons opte´ pour un
algorithme de branch-and-bound. Nous obtenons ainsi une me´thode coope´rative combinant pro-
grammation dynamique et branch-and-bound. Cette approche fut pre´sente´e dans [BOY 07a].
Un e´tat (w, p) ∈ Lsec devient alors un noeud, que l’on notera N , pour le branch-and-bound. A
ce noeud N , on associe les parame`tres suivants :
– I(N ), l’ensemble des indices des variables libres (non-traite´es par un processus d’exploration
et non-fixe´es),
– J0(N ), l’ensemble des indices des variables fixe´es a` 0,
– J1(N ), l’ensemble des indices des variables fixe´es a` 1 et
– x(N ), sa solution associe´e.
Nous avons donc ;
I(N ) ∪ J0(N ) ∪ J1(N ) = {1, ..., n} et
pour j ∈ Jǫ(N ), xj(N ) = ǫ avec ǫ ∈ {0, 1}.














wi,j.xj ≤ ci −
∑
j∈J1(N )
wi,j, i ∈ {1, ...,m},
xj ∈ {0, 1}, j ∈ I(N ).
(III.20)
Sa relaxation continue sera note´e (MKP (N )).
La mise en place d’un algorithme de branch-and-bound ne´cessite un certain nombre de choix
(voir section II.5.1 page 49) :
– le principe d’e´valuation : le calcul des bornes,
– le principe de se´paration : le choix de la variable sur lequel est fait le branchement,
– la strate´gie de parcours : le choix du noeud a` explorer,
Les diffe´rentes strate´gies retenues sont de´crites dans la suite.
III.4.1 Calcul des bornes
Le calcul des bornes supe´rieures est souvent le processus consommant le plus de temps de calcul.
Pour cette raison, pour un noeud N , il est souvent commode de re´soudre la relaxation continue
d’une relaxation surrogate, voir meˆme de re´soudre une relaxation lagrangienne, du proble`me
(MKP (N )). Cependant, nous avons opte´ pour la re´solution par le simplexe de (MKP (N ))
pour deux raisons :
– une meilleure qualite´ de la borne supe´rieure et
– obtention des profits re´duits pour la re´duction de variable (voir page 35).
Ainsi, a` chaque fois qu’un noeud est choisi, une borne supe´rieure est e´value´e. Si le noeud est
conserve´, on essaie de fixer des variables a` partir des profits re´duits. Ceci nous permet de
rentabiliser le temps de calcul passe´ dans le simplexe.
En ce qui concerne le calcul des bornes infe´rieures le premier choix retenu fut le meˆme algorithme
glouton que pre´ce´demment (voir page 83). Nous avons alors teste´ une heuristique gloutonne,
Glouton Continue, base´e sur la solution associe´e a` la borne supe´rieure (voir algorithme III.8).
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Ainsi, nous construisons une solution admissible a` partir de la solution non-entie`re de la relaxa-
tion continue. Cette heuristique permet d’une fac¸on ge´ne´rale d’ame´liorer la convergence vers la
solution optimale.
Algorithme III.8 - Glouton Continue :
Soit x une solution optimale de la relaxation continue de (MKP ) ;
Notons J = {j | xj ∈ {0, 1}} ;
On suppose alors les indices j /∈ J classe´es selon les xj de´croissants ;
Initialisation :
x = (x1, ..., xn)








W j.xj, vecteur repre´sentant la place restante dans le sac a` dos ;
Pour j /∈ {1, ..., n} :
Si Q−W j ≥ 0, alors :
xj = 1 ;
v = v + pj ;
Q = Q−W j ;
Fin Si ;
Fin Pour ;
Retourner v et x.
III.4.2 La strate´gie de branchement
Soit N un noeud pendant du branch-and-bound.
La strate´gie de branchement choisie vise a` minimiser la non-re´alisabilite´ de la solution obtenue
par la re´solution de (MKP (N )). Si l’on note x(N ) cette solution, l’indice k ∈ I(N ) de la variable
sur laquelle sera fait le branchement est tel que :
k = argmin {|xj(N )− 0, 5| | j ∈ I(N )} . (III.21)
On effectue donc le branchement sur la variable libre dont la valeur dans x(N ) est la plus proche
de 0, 5. Ainsi a` chaque e´tape de l’algorithme nous ne faisons pas de calcul de bornes supe´rieures
redondantes. En effet, si on branche sur la variable xk(N ) tel que xk(N ) ∈ {0, 1}, le calcul de
la borne supe´rieure d’un des deux fils re´sultants est inutile. De plus, on concentre l’exploration
sur les variables fractionnaires.
III.4.3 La strate´gie de parcours
Nous avons retenu la strate´gie de parcours “Meilleur d’abord”. Elle est connue pour e´tant celle
donnant les meilleurs temps de calcul compare´e aux autres.
Durant le de´roulement du branch-and-bound, l’ensemble des noeuds N est donc classe´ dans
une liste, L, selon leur borne supe´rieure de´croissante. A chaque e´tape du branch-and-bound, le
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premier noeud de cette liste est retire´ pour eˆtre traite´ par l’algorithme. Les fils re´sultants sont
inse´re´s dans cette liste en conservant l’ordre e´tabli.
III.4.4 Algorithme
La me´thode de branch-and-bound utilise´e, que l’on notera B&B, est de´taille´e dans l’algorithme
suivant :
Algorithme III.9 - B&B :
Initialisation :
L = {NVIDE}, avec NVIDE le noeud correspondant au sac a` dos vide ;
Initialiser v(MKP ) par une borne infe´rieure de (MKP) avec Glouton Continue ;
Tant que L 6= ∅ :
Soit x(N ) le premier e´le´ment de L (celui ayant la meilleure borne supe´rieure) ;
L = L− {N} ;
Re´soudre (MKP (N )) et re´cupe´rer sa valeur optimale v(N ) et x(N ) sa solution
associe´e, ainsi que les profits re´duits pred(N ) ;
Si ⌊v(N )⌋ > v, alors :
Re´duire les variables a` partir des profits re´duits pred(N ) et mettre a` jour I(N ),
J1(N ) et J0(N ) ;
Calculer v(N ) une borne infe´rieure de (MKP (N )) avec Glouton Continue ;
Si v(MKP ) < v(N ), alors v(MKP ) = v(N ) fin Si ;
Choisir la variable de branchement k telle que k = argmin{|xj−0, 5| | j ∈ I(N )} ;
Cre´ation des 2 fils N1 et N0 de N :
→ N1 : I(N1) = I(N )− {k}, J1(N1) = J1(N ) ∪ {k} et J0(N1) = J0(N ) et
→ N0 : I(N0) = I(N )− {k}, J0(N0) = J0(N ) ∪ {k} et J1(N0) = J1(N ) ;
Si I(N1) 6= ∅ (⇔ I(N0) 6= ∅), alors :
Fixer v(N1) = v(N0) = v(N ) ;
Inse´rer N0 dans L en conservant le classement des bornes supe´rieures
de´croissantes ;




Dans le cadre de la me´thode coope´rative, le branch-and-bound est initialise´ comme suit :
– la liste L est initialise´e avec les e´le´ments de la liste secondaire Lsec et
– la borne v(MKP ) est initialise´e avec la borne obtenue avec HDP+HDP augmente´.
Ainsi on reprend directement l’exploration la` ou` elle s’est arreˆte´e.
Les re´sultats obtenus sur les petites instances de la litte´rature avec les diffe´rentes variantes de
HDP sont pre´sente´s dans les tableaux III.13 et III.14.
Le tableau III.13 montre le temps de calcul total moyen ne´cessaire pour la re´solution exacte de ces
instances avec les diffe´rents algorithmes HDP. On peut constater les tre`s bonnes performances
de HDP S avec le classement de variable C PR (profits re´duits de´croissants) qui dans tous les
cas est le plus rapide. Bien que l’heuristique HDP MKP+HDP augmente´ fournit les meilleures
bornes, le temps ne´cessaire a` leur obtention n’est pas compense´ par B&B.
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Une autre analyse inte´ressante est le releve´ du pourcentage de temps passe´ dans B&B (tableau
III.14). On constate, d’une fac¸on ge´ne´rale, qu’avec HDP S, ce pourcentage est important alors les
temps de calcul de l’heuristique e´tait relativement faible (voir tableau III.12). Avec HDP MKP
nous sommes dans la configuration inverse. Il semble donc que la difficulte´ de re´solution des
instances soit essentiellement concentre´e dans la programmation dynamique avec HDP MKP,
et que cette difficulte´ se de´place dans le branch-and-bound avec HDP S.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 24,28ms 58,57ms 44,28ms 145,71ms 291,43ms 270,00ms
Fre´ville & Plateau 150,00ms 158,75ms 166,25ms 465,00ms 498,75ms 506,25ms
Senju & Toyoda 475,00ms 595,00ms 455,00ms 1420,00ms 2490,00ms 1385,00ms
Weingartner & Ness 6,25ms 6,25ms 6,25ms 37,50ms 37,50ms 43,75ms
Shi 6,00ms 11,33ms 7,33ms 36,33ms 86,33ms 39,00ms
Table III.13 – Temps de calcul des algorithmes HDP+HDP augmente´+B&B.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 70,59% 73,17% 93,55% 16,67% 14,22% 19,05%
Fre´ville & Plateau 87,50% 88,98% 83,46% 22,31% 18,05% 26,42%
Senju & Toyoda 97,89% 93,28% 92,31% 24,65% 16,47% 24,19%
Weingartner & Ness 0,00% 20,00% 40,00% 0,00% 3,33% 0,00%
Shi 0,00% 14,71% 36,36% 0,00% 0,87% 4,27%
Table III.14 – Pourcentage du temps passe´ dans B&B avec HDP+HDP augmente´+B&B.
III.5 La phase de branch and bound limite´
Nous pre´sentons ici une deuxie`me recherche au voisinage qui vient comple´ter les algorithmes
HDP+HDP augmente´ pre´sente´ pre´ce´demment. L’objectif est d’essayer d’ame´liorer encore la
solution approche´e obtenue pre´ce´demment toujours en s’aidant de la liste secondaire Lsec. Elle
se base sur l’algorithme de branch-and-bound pre´sente´ pre´ce´demment.
Pour chaque e´tat conserve´ dans Lsec, une partie des variables a e´te´ traite´es par la programmation
dynamique. L’ide´e est d’aller un peu plus loin dans cette exploration en se basant sur un algo-
rithme de branch-and-bound. Quand on utilise un algorithme de branch-and-bound classique,
les temps de calcul restent importants. Nous avons donc modifie´ cette algorithme afin d’avoir
une exploration que l’on pourrait qualifier d’“approche´e” et ainsi avoir des temps de calcul plus
faibles. Les meilleurs re´sultats obtenus par cette approche ont e´te´ rapporte´s dans [BOY 07b].
On reprend l’ensemble des notations vues pre´ce´demment.
Tout d’abord, nous avons force´ la re´duction de variables afin de concentrer l’exploration sur le
coeur du sous-proble`me re´sultant des variables reste´es libres pour un e´tat donne´ de Lsec. Ce coeur
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est de´fini par les variables fractionnaires de la solution optimale de la relaxation continue de ce
sous-proble`me. Le reste des variables est alors fixe´ a` la valeur obtenue par cette dernie`re solution.
La me´thode de branch-and-bound est alors applique´e uniquement aux variables constituant le
coeur. Cette re´duction de variable est pre´sente´ dans l’algorithme III.10. Red Var rec¸oit comme
argument un noeud (N ).
Algorithme III.10 - Red Var((N ))
Re´soudre la relaxation continue de (MKP (N )) ;
Re´cupe´rer sa solution optimale x(N ) ;
Pour j ∈ {1, ..., n}, si xj(N ) ∈ {0, 1}, alors :
Fixer xj(N ) a` xj(N ) ;
I(N ) = I(N )− {j} ;
Jk(N ) = Jk(N ) ∪ {j}, avec k = xj(N ) ;
Fin Si.
Les temps de calcul sont ici lie´s, en grande partie, a` la taille de la liste secondaire Lsec. Deux
options peuvent alors eˆtre envisage´es :
– BB lim N : limiter le nombre de noeuds conside´re´s dans Lsec,
– BB lim T : limiter le temps passe´ dans la phase de branch-and-bound limite´.
Bien entendu, plusieurs autres possibilite´s existent, cependant nous nous sommes arreˆte´s sur ces
deux dernie`res pour le moment. Dans la suite sont pre´sente´es en de´tail ces diffe´rentes limitations.
III.5.1 BB lim N : limitation du nombre de noeuds dans Lsec
Si on veut limiter le nombre de noeuds conside´re´s dans Lsec, il n’est pas facile de se´lectionner
ceux qui seront conserve´s et ceux qui seront rejete´s. Le but est de retenir ceux qui sont les plus
susceptibles de donner une solution optimale. Le crite`re de se´lection d’un noeud (N ), retenu ici,
est sa borne supe´rieure v(N ), obtenue par la re´solution de la relaxation continue de (MKP (N )).
On suppose les noeuds dans Lsec classe´s selon leurs bornes supe´rieures de´croissantes. On note
K = |Lsec|, le cardinal de Lsec. En conside´rant notre crite`re de se´lection, il suffit de conside´rer
les ⌊γn.K⌋, γn ∈]0, 1[ et ⌊γn.K⌋ ≥ 1, premiers noeuds de Lsec. La nouvelle liste ainsi construite
sera note´e Lsec(γn).
Remarque: Lorsque γn = 1, on retombe sur la me´thode coope´rative de re´solution exacte vue
dans la partie III.4.
Pour les tests nume´riques des tableaux III.18, III.19 et III.20, γn a e´te´ fixe´ a` 0, 5. Cette valeur
de γn semble eˆtre le meilleur compromis entre temps de calcul et ame´lioration de la borne.
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Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 0,03% 0,09% 0,03% 0,00% 0,01% 0,03%
Fre´ville & Plateau 0,22% 0,27% 0,21% 0,00% 0,05% 0,15%
Senju & Toyoda 0,00% 0,07% 0,00% 0,00% 0,00% 0,00%
Weingartner & Ness 0,00% 0,01% 0,04% 0,00% 0,00% 0,04%
Shi 0,00% 0,01% 0,01% 0,00% 0,00% 0,09%
Table III.15 – Ecart a` l’optimalite´ des algorithmes HDP+HDP augmente´+BB lim N.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 6/7 5/7 6/7 7/7 6/7 5/7
Fre´ville & Plateau 6/8 6/8 4/8 8/8 7/8 5/8
Senju & Toyoda 2/2 2/2 2/2 2/2 2/2 2/2
Weingartner & Ness 8/8 7/8 6/8 7/8 8/8 7/8
Shi 30/30 30/30 28/30 30/30 30/30 27/30
Table III.16 – Optimalite´ avec les algorithmes HDP+HDP augmente´+BB lim N.
III.5.2 BB lim T : limitation du temps de calcul
Le proble`me de l’option pre´ce´dente est que meˆme si l’on prend un γn tre`s petit, rien ne garantit
des temps de re´solution raisonnables. Il est alors inte´ressant de pouvoir limiter directement ce
dernier.
L’objectif d’une limitation du temps de calcul est de laisser suffisamment de temps pour les
proble`mes plus difficiles a` re´soudre, et d’arreˆter pre´cocement l’exploration pour les proble`mes
plus faciles. Cependant, on ne peut savoir a` priori si un proble`me sera difficile ou pas a` re´soudre.
Ici, une partie de l’exploration a e´te´ faite via un algorithme de type programmation dynamique.
Cet algorithme pourrait s’apparenter a` celui d’un branch-and-bound avec comme strate´gie de
parcours la largeur d’abord. Le temps de calcul ne´cessaire a` cette premie`re phase peut donc eˆtre
vu comme un crite`re refle´tant la difficulte´ de re´solution du proble`me conside´re´. En notant T ce
temps, on peut limiter celui passe´ dans le branch-and-bound a` γt.T , avec γt > 0.
Remarque: De meˆme, lorsque γt est suffisamment grand, on retombe sur la me´thode coope´ra-
tive de re´solution exacte vue dans la partie III.4.
La valeur adopte´e pour γt pour les tests nume´riques des tableaux III.18, III.19 et III.20 est 1.
Ainsi, dans le pire cas, on multiplie par deux le temps de calcul total par rapport a`HDP+HDP augmente´.
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Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 8,28ms 15,71ms 5,71ms 122,86ms 258,57ms 219,71ms
Fre´ville & Plateau 19,25ms 21,25ms 28,75ms 366,25ms 409,25ms 378,75ms
Senju & Toyoda 10,00ms 40,00ms 35,00ms 1075,00ms 2085,00ms 1055,00ms
Weingartner & Ness 6,25ms 5,00ms 3,75ms 38,75ms 37,00ms 43,75ms
Shi 6,00ms 11,33ms 4,66ms 37,33ms 86,33ms 39,66ms
Table III.17 – Temps de calcul des algorithmes HDP+HDP augmente´+BB lim N.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 0,01% 0,03% 0,01% 0,00% 0,00% 0,00%
Fre´ville & Plateau 0,17% 0,20% 0,10% 0,00% 0,00% 0,00%
Senju & Toyoda 0,00% 0,07% 0,00% 0,00% 0,00% 0,00%
Weingartner & Ness 0,00% 0,01% 0,00% 0,00% 0,00% 0,00%
Shi 0,00% 0,00% 0,00% 0,00% 0,00% 0,08%
Table III.18 – Ecart a` l’optimalite´ des algorithmes HDP+HDP augmente´+BB lim T.
III.5.3 Comparaison des deux approches
Les premiers tests nume´riques mene´s (voir les tableaux III.18, III.19 et III.20 et les tableaux
III.18, III.19 et III.20) nous montrent que BB lim T permet d’obtenir une meilleure ame´lioration
de la borne obtenue avec HDP+HDP augmente´ que BB lim N. Cette ame´lioration se paye au
niveau des temps de calcul.
Limiter la taille de la liste secondaire ne semble donc pas eˆtre la meilleure approche si l’on
veut essayer d’ame´liorer la borne obtenue par les heuristiques HDP+HDP augmente´. Les temps
de calcul sont relativement importants compte tenu de l’ame´lioration apporte´e. La limitation
en temps de calcul permet au branch-and-bound d’explorer en partie l’ensemble des noeuds
conserve´s et d’obtenir une meilleure ame´lioration .
Enfin, on peut remarquer aussi que les heuristiques base´es sur HDP MKP ont des temps de
calcul peu sensibles a` la limitation choisie. Ceci vient du fait que l’essentiel de la re´solution a
e´te´ faite dans la programmation dynamique.
III.6 Conclusion
Dans ce chapitre nous avons pre´sente´ les diffe´rentes me´thodes que nous proposons pour la
re´solution du proble`me du sac a` dos multidimensionnel. L’ensemble de ces me´thodes est construit
a` partir de l’heuristique HDP qui est base´e sur la re´solution de la relaxation surrogate du MKP
via un algorithme de type programmation dynamique. Cette heuristique peut-eˆtre facilement
combine´e a` d’autres me´thodes de re´solution afin d’obtenir des heuristiques ou des me´thodes
coope´ratives de re´solution exacte. A partir d’HDP nous avons propose´s de nouvelles heuristiques :
– HDP augmente´, qui effectue des e´valuations de bornes infe´rieures a` partir d’une heuristique
gloutonne,
– BB lim, qui comple`te HDP+HDP augmente´ par un algorithme de type branch-and-bound
bride´ afin de garantir des temps de calcul raisonnables.
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Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 6/7 6/7 6/7 7/7 7/7 7/7
Fre´ville & Plateau 6/8 6/8 6/8 8/8 8/8 8/8
Senju & Toyoda 2/2 2/2 2/2 2/2 2/2 2/2
Weingartner & Ness 8/8 7/8 6/8 7/8 8/8 8/8
Shi 30/30 30/30 30/30 30/30 30/30 29/30
Table III.19 – Optimalite´ avec les algorithmes HDP+HDP augmente´+BB lim T.
Nom de HDP S HDP MKP
l’instance C PR C BS C PW C PR C BS C PW
Petersen 11,42ms 31,43ms 15,71ms 144,29ms 297,14ms 270,00ms
Fre´ville & Plateau 33,75ms 47,50ms 31,25ms 467,50ms 502,50ms 510,00ms
Senju & Toyoda 30,00ms 80,00ms 30,00ms 1415,00ms 2500,00ms 1395,00ms
Weingartner & Ness 6,24ms 10,00ms 7,50ms 37,50ms 37,00ms 43,75ms
Shi 6,00ms 11,67ms 8,33ms 35,66ms 85,33ms 39,33ms
Table III.20 – Temps de calcul des algorithmes HDP+HDP augmente´+BB lim T.
Les heuristiques pre´cedentes ont e´te´ combine´es avec un algorithme de branch-and-bound, afin
de construire une me´thode coope´rative de re´solution exacte.
Les choix algorithmiques ont e´te´ illustre´s par des tests nume´riques sur des instances de la
litte´rature. Ces tests nous permettent d’avoir une premie`re appre´ciation des performances des
diffe´rents algorithmes e´tudie´s. Deux variantes de HDP ont e´te´ mises en paralle`le :
– HDP S, dont la re´solution par programmation dynamique privile´gie la relaxation surrogate
du MKP et
– HDP MKP, dont la re´solution par programmation dynamique privile´gie le MKP original.
Ces tests pre´le´minaires montrent que l’heuristique HDP MKP permet d’obtenir des solutions
de meilleure qualite´ : on obtient des solutions du proble`me originale (MKP ) qui sont de bonnes
approximations d’une solution optimale. Dans le chapitre suivant, nous pre´sentons des tests
nume´riques obtenus pour des instances de taille plus importante.
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IV.1 Introduction
Dans ce chapitre, nous pre´sentons l’ensemble des tests nume´riques que nous avons mene´s avec
les me´thodes de re´solution que nous proposons. Ces tests ont e´te´ mene´s sur des instances de
taille importante issues de la litte´rature ou engendre´es de manie`re ale´atoire.
En particulier, nos heuristiques ont e´te´ compare´es avec les heuristiques AGNES de Fre´ville et
Plateau [FRE 94], ADP-based heuristics approach de Bertsimas et Demir [BER 02] et SMA
de Hanafi, Fre´ville et El Abdellaoui [HAN 96]. Nos me´thodes coope´ratives ont e´te´ compare´es a`
une me´thode classique de re´solution exacte : le branch-and-bound.
Par ailleurs, nous pre´sentons les tests effectue´s pour les deux techniques que nous proposons
afin d’engendrer ale´atoirement des instances difficiles. Ces instances ont e´te´ re´solues de manie`re
exacte avec CPLEX 9.0 et les temps de calcul ont e´te´ compare´s avec les instances engendre´es
par des techniques classiques.
IV.2 Pre´sentation des instances conside´re´es
Les tests nume´riques pre´sente´s ici ont e´te´ re´alise´s sur les grandes instances de la litte´rature,
ainsi que sur des instances engendre´es de fac¸on ale´atoire. Concernant ces dernie`res, nous avons
conside´re´ deux classes d’instances, a` savoir :
– I NC : une instance de proble`mes a` donne´es non-corre´le´s et
– I FC : une instance de proble`mes a` donne´es fortement corre´le´s.
En notant n le nombre de variable d’un proble`me d’une de ces instances, nous avons engendre´,
pour chaque valeur de n ∈ {50, 100, 150, 200, 250, 300, 400, 500}, 25 proble`mes diffe´rents. Les
diffe´rents parame`tres retenus sont pre´sente´s dans le tableau IV.1, sachant que tous les coefficients
ont e´te´ tire´s ale´atoirement dans I = [1, Up] = [1, Uw] = [1, 1000].
Instance m ǫ sc
I NC n/2 0.9 -
I NC n/2 0.5 -
I FC n/10 0.9 100
I FC n/10 0.5 100
Table IV.1 – Parame`tres des instances ale´atoires.
IV.3 Tests nume´riques sur les grandes instances de la litte´rature
L’ensemble des tests pre´liminaires effectue´ dans le chapitre pre´ce´dent nous sugge`re que le classe-
ment de variable C PR (profits re´duits de´croissants) permet d’avoir le meilleur compromis entre
temps de calcul et qualite´ de la borne. Nous nous inte´resserons donc a` ce classement de variable
dans cette partie.
Les tests pre´sente´s ici ont e´te´ faits sur les instances de Chu et Beasley. Les valeurs optimales
pour ces instances n’e´tant pas connues, les e´carts relatifs ont e´te´ calcule´s par rapport a` la valeur
optimale de la relaxation continue de ces instances.
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Afin de limiter les temps de re´solution, nous arreˆtons la re´solution si elle de´passe 10 minutes
(600 secondes). La borne retenue est alors la meilleure qui a e´te´ obtenue avant l’arreˆt de la
re´solution.
IV.3.1 HDP et HDP+HDP augmente´
Nous allons comparer les heuristiques HDP S et HDP MKP, ainsi que leur version comple´te´e
de HDP augmente´ avec des heuristiques de la litte´rature (voir partie II.4 page 41 pour plus de
de´tails) :
– AGNES de Fre´ville et Plateau [FRE 94] ;
– ADP-based heuristics approach de Bertsimas et Demir [BER 02] ;
– Simple Multistage Algorithm (SMA) de Hanafi, Fre´ville et El Abdellaoui [HAN 96].
Les re´sultats obtenus sont pre´sente´s dans les tableaux IV.2 et IV.3. En comparant les perfor-
mances des deux versions de l’heuristique propose´e, HDP S et HDP MKP, on constate, d’une
fac¸on ge´ne´rale, les bons re´sultats de HDP S aussi bien en temps de calcul qu’en qualite´ de la
borne. Dans la suite, nous ne pre´senterons que les tests nume´riques de HDP S, afin de nous
concentrer sur la version de l’algorithme la plus prometteuse.
Si on compare HDP S et HDP S+HDP augmente´ aux autres heuristiques de la litte´rature (SMA,
ADP et AGNES), on peut voir que HDP S+HDP augmente´ permet d’obtenir une meilleure
approximation de la valeur optimale pour un temps de calcul qui reste compe´titif. On remarque
que l’adjonction de HDP augmente´ permet d’ame´liorer de fac¸on significative la borne obtenue
avec HDP S.
Nom de Taille HDP heuristiques
l’instance nxm S S+aug MKP MKP+aug SMA ADP AGNES
Chu & Beasley 1 100x5 1,96 0,69 0,77 0,62 2,68 1,72 0,88
Chu & Beasley 2 250x5 0,58 0,21 0,30 0,16 1,17 0,58 0,29
Chu & Beasley 3 500x5 0,27 0,07 0,16 0,16 0,59 0,26 0,12
Chu & Beasley 4 100x10 2,87 1,25 1,36 1,08 3,60 1,97 1,54
Chu & Beasley 5 250x10 1,03 0,47 0,63 0,63 1,60 0,76 0,57
Chu & Beasley 6 500x10 0,54 0,21 0,82 0,82 0,80 0,38 0,26
Chu & Beasley 7 100x30 4,23 2,05 3,91 2,45 5,13 2,70 3,22
Chu & Beasley 8 250x30 1,7 0,90 1,95 1,95 2,60 1,18 1,41
Chu & Beasley 9 500x30 1,39 0,49 2,28 2,28 1,45 0,58 0,72
S : HDP S
MKP : HDP MKP
S+aug : HDP S+HDP augmente´
MKP+aug : HDP MKP+HDP augmente´
Table IV.2 – HDP : les grandes instances de la litte´rature (E´cart relatif (%)).
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Nom de Taille HDP heuristiques
l’instance nxm S S+aug MKP MKP+aug SMA ADP AGNES
Chu & Beasley 1 100x5 0,03 0,07 9,88 10,25 0,15 0,12 0,10
Chu & Beasley 2 250x5 0,27 0,52 254,86 285,79 1,94 0,24 0,10
Chu & Beasley 3 500x5 1,50 2,07 600,00 600,00 15,63 1,03 0,34
Chu & Beasley 4 100x10 0,05 0,12 50,53 54,99 0,17 0,15 0,10
Chu & Beasley 5 250x10 0,45 0,94 600,00 600,00 2,39 0,34 0,10
Chu & Beasley 6 500x10 2,36 3,81 600,00 600,00 19,49 1,47 0,44
Chu & Beasley 7 100x30 2,49 5,36 522,17 542,41 0,39 0,24 0,10
Chu & Beasley 8 250x30 22,26 36,66 600,00 600,00 4,79 1,27 0,34
Chu & Beasley 9 500x30 81,31 88,07 600,00 600,00 40,80 4,10 1,03
S : HDP S
MKP : HDP MKP
S+aug : HDP S+HDP augmente´
MKP+aug : HDP MKP+HDP augmente´
Table IV.3 – HDP : les grandes instances de la litte´rature (Temps de calcul (s)).
IV.3.2 HDP+HDP augmente´+BB lim T
Dans cette partie, nous allons mettre en avant l’ame´lioration apporte´e par BB lim T par rap-
port aux bornes obtenues pre´ce´demment. Comme annonce´ pre´ce´demment, nous pre´senterons les
re´sultats que pour HDP S.
Le tableau IV.4 nous montre que la proce´dure BB lim Tpermet d’ame´liorer le´ge`rement l’ap-
proximation de la valeur optimale. Ceci se paye bien entendu sur les temps de calcul, cependant
ils restent bien en dessous de ceux obtenus avec HDP MKP.
Nom de Taille Ecart relatif (%) Am. Temps de calcul de
l’instance nxm S+aug S+aug+BB lim (%) S+aug+BB lim (s)
Chu & Beasley 1 100x5 0,69 0,64 2,75 1,89
Chu & Beasley 2 250x5 0,21 0,20 0,67 3,28
Chu & Beasley 3 500x5 0,07 0,06 0,40 5,60
Chu & Beasley 4 100x10 1,25 1,20 2,86 3,15
Chu & Beasley 5 250x10 0,47 0,45 1,07 2,75
Chu & Beasley 6 500x10 0,21 0,20 0,64 9,31
Chu & Beasley 7 100x30 2,05 2,04 3,63 9,45
Chu & Beasley 8 250x30 0,90 0,89 1,12 55,14
Chu & Beasley 9 500x30 0,49 0,48 0,59 188,34
S+aug : HDP S+HDP augmente´
S+aug+BB : HDP S+HDP augmente´+BB lim T
Am : Ame´lioration de la borne par rapport a` HDP S+HDP augmente´
Table IV.4 – BB lim T : les grandes instances de la litte´rature.
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IV.3.3 Les me´thodes coope´ratives
Nous avons voulu comparer les performances de notre me´thode hybride avec celles d’une me´thode
classique, a` savoir un branch-and-bound. Le branch-and-bound utilise´ reprend les meˆmes stra-
te´gies retenues pour la construction de notre me´thode (voir page 87).
Nous avons limite´ le temps de calcul global de re´solution a` 10 minutes et nous avons compare´
la borne obtenue par le branch-and-bound avec celle de notre me´thode hybride en calculant un





avec vBB et vMC les bornes obtenues respectivement par le branch-and-bound et la me´thode
coope´rative.
Bien entendu, dans le cas ou` le temps de re´solution n’exce`de pas ces 10 minutes, nous obtenons
les valeurs optimales et dans ce cas il est inte´ressant de comparer les temps de calcul.
On peut voir, au travers du tableau IV.5, les re´sultats encourageant de la me´thode coope´rative
sur ces instances. Sur les deux premie`res instances, nous obtenons les valeurs optimales plus
rapidement que le branch-and-bound. Lorsque le temps de re´solution de´passe les dix minutes,
on peut voir, d’une fac¸on ge´ne´rale, la convergence un peu plus rapide de la me´thode coope´rative
(si l’e´cart est ne´gatif, alors vBB < vMC).
Instance nxm Ecart (%) t BB (s) t MC(s)
Chu & Beasley 1 100x5 0,00 166,60 160,06
Chu & Beasley 2 250x5 0,0038 501,61 493,56
Chu & Beasley 3 500x5 -0,0146 600,00 600,00
Chu & Beasley 4 100x10 0,00 533.95 600,00
Chu & Beasley 5 250x10 -0,0157 600,00 600,00
Chu & Beasley 6 500x10 -0,0525 600,00 600,00
Chu & Beasley 7 100x30 -0,0602 600,00 600,00
Chu & Beasley 8 250x30 0,0158 600,00 600,00
Chu & Beasley 9 500x30 -0.0223 600,00 600,00
Ecart : Ecart entre la borne obtenu avec la me´thode
coope´rative et celle du branch-and-bound
t BB : temps de calcul du branch-and-bound
t MC : temps de calcul de la me´thode coope´rative
Table IV.5 – Me´thode coope´rative : les grandes instances de la litte´rature.
IV.4 Tests nume´riques sur les instances ale´atoires
Nous pre´sentons ici les tests nume´riques effectue´s sur des instances contenant des proble`mes
engendre´s ale´atoirement, et en particulier sur les proble`mes non-corre´le´s et sur les proble`mes
corre´le´s.
Au vu des re´sultats obtenus pre´ce´demment, nous limiterons les tests sur les proble`mes engendre´s
ale´atoirement a` la version de l’algorithme la plus performante, a` savoir celle base´e sur HDP S
102 Chapitre IV. Les re´sultats nume´riques
avec le classement de variable C PR (voir page 84). De plus HDP+HDP augmente´ e´tant la
version de l’algorithme ayant le meilleur compromis entre temps de calcul et qualite´ de la borne,
nous pre´senterons que les tests effectue´s sur cette approche heuristique.
IV.4.1 HDP+HDP augmente´
La` aussi, les valeurs optimales pour ces instances n’e´tant pas connues, les e´carts relatifs ont e´te´
calcule´s par rapport a` la valeur optimale de la relaxation continue de ces instances.
Les tests sur les instances non-corre´le´es sont pre´sente´es dans les tableaux IV.6 et IV.7, et ceux
sur les instances corre´le´es dans les tableaux IV.8 et IV.9. On constate que HDP+HDP augmente´
donne syste´matiquement une meilleure approximation de la valeur optimale sur l’ensemble des
instances. Cependant, du point de vue temps de calcul, on constate que notre heuristique reste
assez compe´titif sur les instances non-corre´le´es et en particulier pour ǫ = 0, 9, mais sur les
instances corre´le´es, ces temps deviennent plus importants.
ǫ n S+aug ADP SMA AGNES
0,5 50 1,81 3,31 5,13 4,46
0,5 100 1,19 1,53 3,29 2,86
0,5 150 0,72 1,05 2,15 1,90
0,5 200 0,56 0,78 1,77 1,50
0,5 250 0,52 0,71 1,64 1,53
0,5 300 0,50 0,55 1,48 1,34
0,5 400 0,45 0,48 1,20 0,94
0,5 500 0,36 0,44 1,08 0,87
0,9 50 0,45 0,52 0,94 0,51
0,9 100 0,15 0,44 0,31 0,37
0,9 150 0,12 0,19 0,26 0,25
0,9 200 0,09 0,12 0,33 0,28
0,9 250 0,08 0,10 0,21 0,18
0,9 300 0,06 0,08 0,19 0,13
0,9 400 0,04 0,06 0,13 0,08
0,9 500 0,03 0,05 0,10 0,10
S+aug : HDP+HDP augmente´
Table IV.6 – HDP : Instances non-corre´le´es (Ecart relatif (%)).
IV.5. Conception de nouvelles instances difficiles 103
ǫ n S+aug ADP SMA AGNES
0,5 50 0,03 0,10 0,07 0,02
0,5 100 0,22 0,53 0,78 0,10
0,5 150 0,50 1,09 3,90 0,30
0,5 200 3,06 3,51 11,39 0,65
0,5 250 9,77 7,35 25,45 1,33
0,5 300 84,46 14,85 57,27 2,44
0,5 400 227,96 41,93 171,74 5,91
0,5 500 519,10 80,52 1110,55 12,42
0,9 50 0,01 0,03 0,12 0,04
0,9 100 0,04 0,21 1,83 0,12
0,9 150 0,12 0,70 10,17 0,30
0,9 200 0,28 1,38 31,83 0,66
0,9 250 0,61 2,43 77,73 1,26
0,9 300 1,00 4,48 160,99 2,20
0,9 400 2,81 8,09 1161,58 4,87
0,9 500 8,23 23,50 1644,29 11,20
S+aug : HDP+HDP augmente´
Table IV.7 – HDP : Instances non-corre´le´es (Temps de calcul (s.)).
IV.4.2 Les me´thodes coope´ratives
Nous reprenons ici le meˆme calcul de l’e´cart relatif de l’e´quation IV.1.
Les tests nume´riques sont pre´sente´s dans les tableaux IV.10 et IV.11. On constate que, pour les
proble`mes non-corre´le´s, la me´thode coope´rative a` des temps de calcul le´ge`rement meilleurs que
le branch-and-bound. Pour les proble`mes plus difficiles (temps de calcul supe´rieur a` 10 minutes),
la me´thode coope´rative semble converger un peu plus vite vers la valeur optimale. Ces re´sultats
viennent confirmer ce qui avaient e´te´ observe´ sur les instances de la litte´rature.
IV.5 Conception de nouvelles instances difficiles
Nous pre´sentons dans cette partie les tests faits sur les instances ale´atoires de´rive´es d’un proble`me
en e´galite´, ainsi que celles base´es sur la transforme´ en Z (voir partie I.4.3 page 24 et partie I.4.4
page 25). Les instances ont e´te´ re´solues de manie`re exacte avec CPLEX 9.0.
Afin d’appre´cier la difficulte´ de re´solution de ces instances nous les avons compare´es avec des
instances non-corre´le´es, I NC, et fortement corre´le´es, I FC. Nous les avons engendre´es de la
manie`re suivante :
– le nombre de variable n ∈ {50, 100, 150, 200, 250, 300},
– pour chaque n, 25 proble`mes ont e´te´ ge´ne´re´s,
– le nombre de contraintes m = 5,
– les coefficients sont tire´s ale´atoirement dans I = [1, 10] et dans I = [1, 1000],
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ǫ n S+aug ADP SMA AGNES
0,5 50 1,75 3,48 6,43 4,12
0,5 100 1,07 1,50 3,51 2,55
0,5 150 1,15 1,44 2,28 2,85
0,5 200 0,99 1,07 2,05 2,18
0,5 250 0,97 0,98 1,64 1,92
0,9 50 0,67 1,65 3,22 2,39
0,9 100 0,70 1,00 2,50 1,54
0,9 150 0,59 0,68 1,68 1,28
0,9 200 0,53 0,63 1,34 1,47
0,9 250 0,52 0,61 1,11 1,17
S+aug : HDP+HDP augmente´
Table IV.8 – HDP : Instances corre´le´es (Ecart relatif (%)).
ǫ n S+aug ADP SMA AGNES
0,5 50 0,64 0,06 0,04 0,03
0,5 100 23,26 0,41 0,36 0,18
0,5 150 30,05 1,41 1,41 0,62
0,5 200 42,48 3,53 3,81 1,46
0,5 250 80,90 7,15 8,43 2,81
0,9 50 0,15 0,03 0,04 0,02
0,9 100 16,15 0,23 0,45 0,10
0,9 150 17,07 0,73 2,09 0,33
0,9 200 25,42 1,83 6,18 0,77
0,9 250 66,33 3,66 16,64 1,51
S+aug : HDP+HDP augmente´
Table IV.9 – HDP : Instances corre´le´es (Temps de calcul (s)).
– ǫ = 0, 5 et
– sc = 5 (coefficient de corre´lation).
Nous conside´rons des proble`mes de taille raisonnable afin de conserver des temps de re´solution
exploitables qui permettent de mettre en e´vidence la pertinence des techniques que nous avons
de´veloppe´es.
IV.5.1 Instances engendre´es a` partir d’un proble`me en contraintes e´galite´s
Afin de montrer l’inte´reˆt de cette approche, nous avons engendre´, selon le principe e´nonce´ dans
la partie I.4.3, des instances non-corre´le´es et fortement corre´le´es. Nous appellerons ces instances
respectivement I L NC(λ) et I L FC(λ), avec λ parame´trant le multiplicateur de Lagrange Λ =
λ.(1...1)t. Lorsque le temps de calcul exce`de une heure, nous arreˆtons la re´solution.
Les tests sont pre´sente´s dans les tableaux IV.12 et IV.13. On constate que meˆme pour des λ
assez faibles (et non nuls), nos instances ne´cessitent des temps de re´solution plus importants
que pour le cas λ = 0. Plus ce coefficient sera pris grand, plus on se rapproche du proble`me en
contraintes e´galite´s et plus les instances seront, a` priori, difficiles.
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ǫ n Ecart (%) t BB (s) t MC (s)
0,5 50 0.00 0,35 0,33
0,5 100 0.00 0,81 0,99
0,5 150 0.00 328,73 329,60
0,5 200 -0.01 600,00 600,00
0,5 300 -0.01 600,00 600,00
0,5 400 0.00 600,00 600,00
0,5 500 -0.01 600,00 600,00
0,9 50 0.00 0,02 0,01
0,9 100 0.00 0,17 0,10
0,9 150 0.00 1,36 1,24
0,9 200 0.00 6,34 6,30
0,9 250 0.00 30,90 28,13
0,9 300 0.00 47,46 50,56
0,9 400 0.00 152,00 144,77
0,9 500 0.00 600,00 557,42
Ecart : Ecart entre la borne obtenu avec la me´thode
coope´rative et celle du branch-and-bound
t BB : temps de calcul du branch-and-bound
t MC : temps de calcul de la me´thode coope´rative
Table IV.10 – Me´thode coope´rative : Instances non-corre´le´es.
ǫ n Ecart (%) t BB (s) t MC (s)
0,5 50 -0.02 600,00 600,00
0,5 100 -0.10 600,00 600,00
0,5 150 -0.05 600,00 600,00
0,9 50 0.00 600,00 600,00
0,9 100 0.00 600,00 600,00
0,9 150 0.00 600,00 600,00
0,9 200 0.00 600,00 600,00
Ecart : Ecart entre la borne obtenu avec la me´thode
coope´rative et celle du branch-and-bound
t BB : temps de calcul du branch-and-bound
t MC : temps de calcul de la me´thode coope´rative
Table IV.11 – Me´thode coope´rative : Instances corre´le´es.
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n I L NC(0) I L NC(5) I L NC(10) I L FC(0) I L FC(5) I L FC(10)
50 0,06 4,63 4,93 0,19 5,21 7,85
100 0,06 9,39 11,65 2,66 6,39 10,91
150 0,08 13,53 14,24 3,82 9,76 18,17
200 0,10 15,59 17,98 5,70 12,09 28,89
250 0,11 18,89 20,34 8,63 23,27 36,47
300 0,17 20,13 25,41 14,83 26,41 41,52
Table IV.12 – Temps de calcul (en s.) pour I = [1, 10].
n I L NC(0) I L NC(1) I L NC(5) I L FC(0) I L FC(1)
50 0,11 8,23 2641,65 101,65 >1h
100 0,87 288,21 >1h 2031,14 >1h
150 2,26 1069,99 >1h >1h >1h
200 4,58 3586,76 >1h >1h >1h
250 10,56 >1h >1h >1h >1h
300 10,91 >1h >1h >1h >1h
Table IV.13 – Temps de calcul (en s.) pour I = [1, 1000].
IV.5.2 Instances engendre´es a` partir de l’analyse de la transforme´e en Z
Dans cette partie, nous mettons en avant l’inte´reˆt de cette approche. Nous nous sommes limite´s
a` 2 contraintes. Les coefficients δa, δb et p0 ont e´te´ tire´s ale´atoirement dans l’intervalle [1, 10].
Ces proble`mes demandant des temps de re´solution plus importants, nous avons conside´re´ des
instances pour lesquelles n ∈ {50, 100, 150, 200} ; nous nommerons ces instances I Z.
Les temps de re´solution ont e´te´ compare´s a` des instances de proble`mes fortement corre´le´s avec
I = [1, 1000] et m = 2. Les re´sultats sont pre´sente´s dans le tableau IV.14. Nous arreˆtons la
re´solution lorsque le temps de calcul de´passe une heure.
Les re´sultats sont pre´sente´s dans le tableau IV.14. On constate qu’a` taille e´gale nous obtenons des
temps de re´solution beaucoup plus importants pour des proble`mes engendre´s par des techniques
faisant appel a` la transforme´e en Z.





Table IV.14 – I Z : Temps de calcul (en s.).
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Les approches heuristiques de´veloppe´es au chapitre pre´ce´dent ont e´te´ teste´es pour diffe´rentes
instances de la litte´rature ou des instances engendre´es ale´atoirement. De ces tests, il de´coule
que l’heuristique HDP S+HDP augmente´ avec le classement de variables C PR (profits re´duits
de´croissants) permet d’avoir le meilleur compromis entre temps de calcul et qualite´ de la borne.
L’heuristique HDP S est base´e sur la re´solution de la relaxation surrogate du proble`me (MKP )
par un algorithme de programmation dynamique modifie´. HDP augmente´ est une heuristique
construite a` partir d’un algorithme glouton. Elle vient comple´ter HDP S afin d’ame´liorer la
borne obtenue par cette dernie`re. Dans tous les cas, HDP S+HDP augmente´ permet d’avoir
une meilleure approximation de la valeur optimale que les heuristiques propose´es par Fre´ville et
Plateau [FRE 94], Bertsimas et Demir [BER 02] et Hanafi, Fre´ville et El Abdellaoui [HAN 96].
La combinaison HDP S+HDP augmente´ avec un algorithme de branch-and-bound nous permet
de construire une me´thode coope´rative originale pour la re´solution exacte du MKP. Les tests
nume´riques effectue´s sur cette me´thode sont assez prometteurs. Ils nous montrent que pour
certaines instances nous avons des temps de re´solution plus faibles que ceux obtenus avec une
me´thode classique de re´solution telle que le branch-and-bound. De plus, dans les cas ou` nous
avons e´te´ oblige´s d’arreˆter la re´solution du fait de temps de calcul trop important, la borne
obtenue par notre me´thode coope´rative est meilleure que celle du branch-and-bound classique.
Nous avons aussi pre´sente´ les re´sultats pre´liminaires obtenus avec nos deux techniques pour
engendrer ale´atoirement des instances difficiles :
– instances de´rive´es de proble`mes combinatoires en contraintes e´galite´s et
– instances engendre´es a` partir de l’analyse de la transforme´e en Z.
Les tests nume´riques montrent que ces techniques semblent conduire a` des instances plus difficiles
a` re´soudre que des instances non-corre´le´es ou fortement corre´le´es de meˆme taille. Ces re´sultats
nous permettent d’envisager d’approfondir l’e´tude sur ces approches.
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Conclusions et Perspectives
Les travaux pre´sente´s dans ce me´moire portent sur la re´solution du proble`me du sac a` dos
multidimensionnel. Nous avons propose´ des me´thodes heuristiques efficaces base´es sur la pro-
grammation dynamique et la relaxation surrogate, ainsi qu’une me´thode coope´rative permettant
de re´soudre de manie`re exacte le proble`me MKP. Notre travail a porte´ aussi sur la nature de la
difficulte´ en optimisation combinatoire et nous avons propose´ deux techniques pour engendrer
ale´atoirement des instances difficiles.
L’approche heuristique propose´e ici a donne´ lieu a` un algorithme que nous avons teste´ pour
diffe´rentes instances de la litte´rature ou des instances engendre´es ale´atoirement. De ces tests, il
de´coule que l’heuristique HDP S+HDP augmente´ permet d’avoir le meilleur compromis entre
temps de calcul et qualite´ de la borne. HDP S est base´e sur la re´solution de la relaxation surro-
gate du proble`me (MKP ) par un algorithme de programmation dynamique modifie´ afin de ga-
rantir la re´alisabilite´ de la solution obtenue. Lors de ce processus de re´solution certains e´tats mis
a` l’e´cart sont conserve´s et sont utilise´s par HDP augmente´, qui, par une recherche au voisinage
construite a` partir d’un algorithme de type glouton, essaye d’ame´liorer la meilleure borne obtenue
avec HDP S. Dans tous les cas teste´s, cette heuristique permet d’avoir une meilleure approxi-
mation de la valeur optimale que les heuristiques propose´es par Fre´ville et Plateau [FRE 94],
Bertsimas et Demir [BER 02] et Hanafi, Fre´ville et El Abdellaoui [HAN 96]. La qualite´ de
la borne obtenue se paye sur certaines instances de la litte´rature et des instances engendre´es
ale´atoirement par des temps de calcul le´ge`rement supe´rieurs.
Notre approche heuristique HDP laisse a` l’utilisateur un large choix afin d’ame´liorer la borne
obtenue. Sur ce point, nous avons propose´ deux me´thodes, a` savoir, HDP augmente´, qui engendre
un temps de calcul supple´mentaire relativement peu important, et HDP augmente´+BB lim T,
qui permet de se rapprocher un peu plus de la valeur optimale par une exploration limite´e des
e´tats conserve´s via un algorithme de branch-and-bound limite´.
Cette flexibilite´ de notre heuristique permet aussi d’envisager une re´solution exacte du proble`me
traite´. Pour cela on explore entie`rement les e´le´ments de la liste secondaire. L’emploi d’une
me´thode de branch-and-bound nous permet ainsi de construire une me´thode coope´rative origi-
nale (c’est-a`-dire faisant coope´rer la programmation dynamique et le branch-and-bound). Les
tests nume´riques effectue´s sur cette me´thode de re´solution exacte sont assez prometteurs. Ils nous
montrent que pour certaines instances nous avons des temps de re´solution plus faibles que ceux
obtenus avec une me´thode classique de re´solution telle que le branch-and-bound. De plus, dans
les cas ou` nous avons e´te´ oblige´s d’arreˆter la re´solution du fait de temps de calcul trop important,
la borne obtenue par notre me´thode coope´rative est meilleure que celle du branch-and-bound
classique.
Notre travail a porte´ aussi sur la question de la difficulte´ des instances notamment dans le cas
ou` celles-ci sont engendre´es ale´atoirement. Nous avons pre´sente´ deux nouvelles techniques pour
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engendrer ale´atoirement des instances difficiles :
– instances de´rive´es de proble`mes combinatoires en contraintes e´galite´s
– instances engendre´es a` partir de l’analyse de la transforme´e en Z.
Les tests nume´riques pre´sente´s montrent que ces techniques permettent d’obtenir des instances
difficiles. Les proble`mes de´rive´s d’un proble`me combinatoire en contraintes e´galite´s rendent
notamment plus ardue les instances a` donne´es non-corre´le´es et fortement corre´le´es.
Nous avons propose´ diffe´rentes me´thodes afin d’ame´liorer la borne obtenue par notre heuristique
HDP S, cependant nous comptons aussi e´tudier plusieurs autres approches. Par exemple, les
me´ta-heuristiques se preˆtent assez bien a` la recherche au voisinage des e´le´ments de notre liste
secondaire (e´le´ments mis a` l’e´cart lors du processus de re´solution de HDP). En effet, on peut,
conside´rer HDP comme un processus de diversification et appliquer une recherche Tabou sur la
liste secondaire, ou encore conside´rer les e´le´ments de cette dernie`re comme une population de
de´part et appliquer un algorithme ge´ne´tique.
Les re´sultats obtenus avec les deux techniques que nous proposons pour engendrer des instances
difficiles sont assez prometteurs et montrent l’inte´reˆt de ces techniques. Les interpre´tations faites
sur les ratios profit sur poids proches, semblent engendrer des instances plus ardues a` re´soudre.
On envisagera de ge´ne´raliser l’approche de la transforme´e en Z, applique´e aux proble`mes a` deux
contraintes, aux proble`mes a` plus de deux contraintes. Les interpre´tations lie´es aux ratios ainsi
que les techniques utilise´es afin d’engendrer des proble`mes difficiles seront approfondies.
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Re´sume´ / Abstract 117
Re´sume´
Le proble`me du sac a` dos a` plusieurs contraintes est un proble`me classique de l’optimisation
appartenant a` la classe des proble`mes NP-difficiles. On le retrouve notamment sous la forme de
sous-proble`me de nombreux proble`mes d’optimisation combinatoire. Les me´thodes classiques de
re´solution exacte telles que la programmation dynamique ou le branch-and-bound ont e´te´ traite´es
abondamment dans la litte´rature. Elles pre´sentent ne´anmoins des faiblesses si elles sont utilise´es
telles quelles, d’ou` l’ide´e de faire coope´rer ces me´thodes en tirant profit de leurs spe´cificite´s
afin de proposer soit des me´thodes heuristiques performantes, soit des me´thodes exactes plus
efficaces.
Les approches heuristiques que nous proposons sont compare´es a` d’autres heuristiques de la
litte´rature. Notre me´thode coope´rative est, quant a` elle, compare´e a` un algorithme de branch-
and-bound. L’ensemble de ces tests nume´riques ont e´te´ mene´s pour diverses instances plus ou
moins difficiles de la litte´rature ainsi que sur des instances engendre´es ale´atoirement.
Enfin, nous proposons deux techniques pour engendrer des proble`mes difficiles. Ces dernie`res
sont base´es sur des proble`mes en contraintes e´galite´s et sur l’analyse de la transforme´e en Z du
sac a` dos.
Mots cle´s : optimisation combinatoire, proble`me du sac a` dos multidimensionnel, me´thodes
coope´ratives, heuristiques.
Abstract
The Multi-Knapsack Problem is a traditional problem of optimization belonging to the class of
the NP-hard problems. This problem occurs in particular as a subproblem of many combinato-
rial optimization problems. Traditional methods, such as dynamic programming or branch-and-
bound, used for the exact solution have been treated abundantly in the literature. They have
nevertheless weaknesses if they are used alone. The cooperative methods permit one to benefits
from their specificities and to propose powerful heuristics or efficient exact methods.
Heuristics approaches are proposed and compared with other heuristics from the literature.
A cooperative method is compared with a branch-and-bound algorithm. Numerical tests were
carried out on various difficult problems from the literature and on randomly generated problems.
At last, we consider in particular two techniques in order to generate difficult problems. They are
based on problems with equality constraints and the analysis of the Z transform of the knapsack
problem.
Key words : combinatorial optimization, multi-knapsack problem, cooperative methods, heu-
ristics.
