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The competition between antiferromagnetism and hole motion in two-dimensional Mott insula-
tors lies at the heart of a doping-dependent transition from an anomalous metal to a conventional
Fermi liquid. Condensed matter experiments suggest charge carriers change their nature within this
crossover, but a complete understanding remains elusive. We observe such a crossover in Fermi-
Hubbard systems on a cold-atom quantum simulator and reveal the transformation of multi-point
correlations between spins and holes upon increasing doping at temperatures around the superex-
change energy. Conventional observables, such as spin susceptibility, are furthermore computed
from the microscopic snapshots of the system. Starting from a magnetic polaron regime, we find
the system evolves into a Fermi liquid featuring incommensurate magnetic fluctuations and fun-
damentally altered correlations. The crossover is completed for hole dopings around 30%. Our
work benchmarks theoretical approaches and discusses possible connections to lower temperature
phenomena.
Interacting electrons in conventional metals are suc-
cessfully described by Landau’s Fermi-liquid (FL) the-
ory, which captures the universal behavior of macroscopic
properties. The violation of these concepts is a hallmark
of strongly-correlated quantum materials, leading to the
appearance of pseudogap or strange metal regimes [1].
Particularly interesting materials are doped antiferro-
magnetic Mott insulators, because they exhibit non-FL
behavior for weak doping, but turn into normal FLs for
high doping [1–3]. Furthermore, these systems often host
unconventional superconductivity. The highest transi-
tion temperatures in hole-doped cuprates exists in the
strange metal phase, which indicates a strong relation
between the two phenomena.
Recent studies on cuprates suggest, that a transition
from unconventional metal to FL occurs at a hole dop-
ing of δ? ≈ 20 % [4, 5], which is expected to be material
dependent. Spectroscopy and transport measurements
hint at charge carriers being ‘hole-like’ below and ‘par-
ticle (electron)-like’ above this hole concentration [5–7].
Nonetheless, the interpretation and universality of such
findings is unclear, due to the microscopic complexity of
real materials.
In Mott insulators slightly below half filling, the com-
petition between hole motion and antiferromagnetism
leads to heavily dressed dopants [8, 9], referred to as
magnetic polarons [10–16]. The interplay between mag-
netism and hole hopping prevails up to intermediate dop-
ings [17] and is believed to ultimately trigger pseudo-
gap and superconducting phases at colder temperatures
[1, 3]. A generally accepted description of these phe-
nomena in terms of interacting magnetic polarons, spin-
liquid states or other microscopic models remains elusive.
For large dopings antiferromagnetic correlations become
strongly suppressed, particle motion is restored in the di-
lute system and FL type quasiparticles form. At which
hole concentration magnetic polarons dissolve, whether
exotic regimes result from interactions of polarons, and
how local correlations in the polaronic and the Fermi-
liquid regime are connected constitute essential questions
of the high-Tc puzzle.
A paradigmatic description of strongly-correlated
quantum materials is the two-dimensional Fermi-
Hubbard model. Despite recent progress in its numerical
analysis [18, 19], a thorough understanding of this model
is still lacking, which makes it a primary target for quan-
tum simulation. The model consists of spin-1/2 fermions
on a lattice with nearest-neighbour (NN) tunneling am-
plitude t and on-site repulsion U , which leads to antifer-
romagnetic spin couplings J . Cold-atom based quantum
simulators provide fully tunable implementations of such
systems with single-site resolved readout and continuous
doping control [20]. Recent studies of systems in- and
out-of-equilibrium started to characterize transport co-
ar
X
iv
:2
00
9.
04
44
0v
1 
 [c
on
d-
ma
t.q
ua
nt-
ga
s] 
 9 
Se
p 2
02
0
2FIG. 1. Probing doped Mott insulators with spin-charge correlators. A, Conjectured phase diagram of the two-
dimensional Fermi-Hubbard model upon hole doping δ and temperature T . Boundaries indicate crossovers between different
regimes. Insets summarize our main results, which we obtain from, B, our quantum gas microscope with full spin and density
(charge) resolution. We use the spatially varying doping in our harmonic trap and the control of total particle number to study
the doping dependence of, C, connected spin-spin and spin-charge correlators consisting of up to four points. As illustrated,
bare multi-point correlations are composed out of lower-order contributions and the connected correlation, which carries the new
higher-order correlation information. D, We compare experimental findings to exact diagonalization of 4 × 4 Fermi-Hubbard
systems, mean-field inspired approaches or free fermions approximating Fermi liquids at high doping as well as three approaches
(uniform-RVB, pi-flux and string), which are designed to capture the low doping regime.
efficients [21, 22] and two-point correlations [23–26] in
doped Mott insulators. With the advent of full spin-
and density resolution [27, 28], spin-charge correlators
enabled imaging of the dressing cloud of magnetic po-
larons [29] and the exploration of spin-charge separation
in one dimension [30–32].
Here we study the hole-doping dependence of multi-
point correlations between spin and charge (density)
in two-dimensional Fermi-Hubbard systems and observe
a simultaneous change across all presented observables
around a specific doping δFL, see Fig. 1A. Above δFL we
identify the metal as a conventional Fermi liquid, while
for lower dopings our experimental observables indicate
a regime not captured within conventional perturbative
and mean-field frameworks. We track the evolution of
the polaronic dressing cloud of single holes and probe
magnetic correlations surrounding hole pairs for inter-
action effects, offering new insight on this crossover be-
yond traditional solid state observables. Furthermore, we
perform a detailed comparison to numerical calculations
and benchmark three prominent approximate theories for
the low doping physics, which become increasingly disin-
guishable with higher-order correlators.
In the experiment, we realized two-dimensional Fermi-
Hubbard systems at strong interactions U/t ∼ 8 using
6Li atoms in the lowest two hyperfine states in an optical
lattice with spacing a = 1.15µm as described in previ-
ous work [28]. Full spin- and density readout is achieved
by detecting each spin component separately in adjacent
layers of a vertical superlattice [28], see Fig. 1B. The
Gaussian envelope of our optical beams creates a har-
monic trapping potential, which naturally leads to an
increasing hole-doping from the center to the edge of our
system. We use this spatial variation, together with our
control of the total number of fermions in the system, to
study the doping dependence of multi-point correlators
[33]. To explore all relevant hole-doping regimes we use
samples with up to ∼ 100 atoms and temperatures down
to kBT = 0.43(3) t (see [33]), where kB is the Boltzmann
constant.
We study the connected part of bare N -point correla-
tions, which contains the new information of order N [34]
as illustrated in Fig. 1C. Bare correlations can arise from
lower-order contributions (disconnected part), while the
connected part measures genuine higher-order effects.
The numerics to which we compare are at finite tem-
perature kBT = 0.4 t and can be divided into three cat-
egories, see Fig. 1D (see [33] for details on all calcula-
tions). Non-interacting (free) fermions and perturbation
theory related methods are used to identify the FL regime
at high doping. Two versions of Anderson’s resonating-
valence-bond (RVB) states [35], namely uniform and pi-
flux, as well as a model for mutually independent mag-
netic polarons (string) are tested for their potential to
capture low doping physics. Finally, exact diagonaliza-
tion (ED) of finite size Fermi-Hubbard systems with 4×4
sites is included.
First, we investigate how the antiferromagnetic align-
3FIG. 2. Magnetism from Mott insulator to Fermi liquid. A, Connected two-point spin correlations as a function of
doping for different spin distances (see insets). Error bars denote one standard error of the mean (s.e.m) and for doping the
bin width for averaging. Solid (dotted) lines of numerical calculations indicated in the legend correspond to spin distances
of red (blue) data points. Shaded bands indicate the statistical s.e.m. for all calculations where visible. B, Offset adjusted
static spin-structure factor S?(q) for increasing doping with arbitrary scales and C, trace through unadjusted spin-structure
factor S(q) at 50 % doping. The full width of doping bins for B, C is 0.14. Solid pink represents a mean-field related TPSC
calculation. D, Doping dependence of the uniform magnetic susceptibility, obtained via the fluctuation-dissipation relation.
Solid, dashed and dotted pink curves correspond to TPSC, RPA and free fermion calculations (c.f. legend). This figure is based
on 3 224 experimental realizations at kBT = 0.43(3) t and U/t = 8.9(5).
ment of two spins at positions r1, r2 evolves, by mea-
suring connected two-point correlations (referred to as a
bond)
Cc(d) = Cc(r1, r2) = η(〈Sˆzr1 Sˆzr2〉 − 〈Sˆzr1〉〈Sˆzr2〉), (1)
where the normalization η = 1/(σ(Sˆzr1)σ(Sˆ
z
r2)) yields a
universal quantification of the correlation and σ denotes
the standard deviation. In the Heisenberg limit at half
filling η = 4. The bond length, which is the distance
between two spins, is given by d = r2 − r1. As shown
in Fig. 2A, doping quickly reduces the amplitude of an-
tiferromagnetic correlations and leads to weakly oscil-
latory behavior as a function of doping. Between δ ∼
20−40 % spin correlations at different distances (such as
d =
√
2, 2,
√
5,
√
8) undergo a sign reversal. The uniform-
RVB state features similar sign flips of correlations and
compares well also for larger dopings. pi-flux and the
string model behave similarly and show agreement with
our data for δ < 20 %, in line with [24]. Predictions for
two-point correlations of different theoretical approaches
are very similar at low doping, which calls for a compar-
ison of higher-order spin-charge correlations.
Above hole concentrations around 50 %, oscillating
magnetism manifests itself as visible peaks in the static
spin-structure factor S(q) shifting from (pi, pi) towards
(pi, 0). The effect is even more pronounced in an ad-
justed version S?(q), which neglects the strong on-site
term d = 0 equivalent to a broad offset in Fourier space,
see Fig. 2B,C and [33]. This shift of fluctuations to-
wards momenta incommensurate with the lattice spacing
is in excellent agreement with a perturbation theory in-
spired two-particle-self-consistent approach (TPSC) [36]
and confirms Quantum-Monte-Carlo (QMC) calculations
[37, 38]. This indicates, the observed shift of spin fluc-
tuations can be considered a Fermi-liquid phenomenon,
where a stretch of the Fermi wavevector qF with in-
creasing doping causes such incommensurate fluctuations
through interactions on a mean-field level. A possible
connection to incommensurate spin-density wave phases
(stripes) at weak doping and colder temperatures [39]
needs further exploration.
Furthermore, we extract the doping dependence of the
uniform (q = 0) spin-susceptibility χs, see Fig. 2D, by
applying the fluctuation-dissipation relation [33] in an
approach similar to [25, 40]. We compare experimental
data to three FL type calculations: free fermions with-
out interaction, a random-phase-approximation (RPA)
at lower effective U/t = 4 to avoid divergences (see [33])
and TPSC. For δ > δFL ∼ 30 % the susceptibility in-
creases with decreasing doping, which is quantitatively
4FIG. 3. Breakdown of polaronic correlations. A, Relation between bare and connected spin correlations in the vicinity of
a hole. B, Connected correlation (represented as bonds) of spins on NN and diagonal lattice sites (grey dots) in the presence
of a single hole (white central dot) for different dopings. C, Connected correlations as a function of bond distance r from
the hole, where we flip the sign of correlations with bond length d =
√
2. Thus a positive correlation indicates a connected
signal opposing the two-point correlations at half filling. Error bars denote one s.e.m. and are smaller than the point size.
The full width of doping bins for B, C is 0.1. D, Doping dependence of the NN and diagonal bonds closest to the hole (see
insets). Square (circular) datapoints were extracted from a dataset with 52.0(1) (91.3(1)) average number of particles. Solid
lines represent numerical calculations (see legend) and shaded bands indicate (where visible) their statistical s.e.m. This figure
is based on 18 107 experimental realizations at kBT = 0.52(5) t and U/t = 7.4(8).
best captured by TPSC calculations. However, below
δFL the susceptibility χs stops increasing for weaker dop-
ings. This behavior is reminiscent of the pseudogap phe-
nomenon as well as anomalous with respect to our FL
calculations, and supported by QMC results [41]. This
indicates, that the metallic regime below δFL is of a dif-
ferent nature than the conventional Fermi liquid found
at higher dopings (for convergence of structure factors in
FL see [33]).
The weakly doped metallic regime hosts magnetic po-
larons, whose dressing cloud can be measured with a
three-point correlator of two spins around a hole [16, 29].
For spin-balanced systems 〈Sˆzri〉 = 0, the connected part
simplifies to [33]
Cc◦(r,d) = C
c
◦(r3; r1, r2) = (2)
η〈Sˆzr1 Sˆzr2〉◦r3 − Cc(r1, r2)
and measures how the bond is perturbed away from the
background two-point correlation by post-selecting on a
hole at a third position r3, c.f. Fig. 1C. The distance of
the bond center to the hole is given by r = (r1 +r2)/2−
r3.
For δ around 10 %, a hole perturbs all bonds in its
vicinity with a sign opposite to the antiferromagnetic
background, such that NN spins (d = 1) align more ferro-
magnetically (parallel) and diagonal spins (d =
√
2) more
antiferromagnetically (antiparallel), see Fig. 3. Doublon-
hole fluctuations cause a similar connected signal already
at half-filling, but play a minor role at 10 % doping [33].
When measuring the strength of this effect versus bond
distance from the hole, the radial dependence of the po-
laronic dressing is obtained (see Fig. 3B).
In the Fermi-liquid regime at large doping, the Pauli
exclusion principle prevents fermions with the same spins
to occupy sites in a small volume [25]. This causes an
enhanced antiferromagnetic alignment of all bonds (also
d = 1) in the presence of a hole and in fact is expected to
cause small amplitude oscillations of that alignment with
larger distance from the hole, akin to Friedel oscillations
around a static hole.
Therefore, a useful indicator for the transition between
the two metals is the NN bond (d = 1) closest to the hole,
whose connected correlation continuously evolves from
ferromagnetic to antiferromagnetic across the regimes,
see Fig. 3C. An intial drop of the connected signal is
expected from the higher concentration of polarons, as
their dressing clouds start to overlap. Around 20 % dop-
ing, the closest NN bond becomes uncorrelated with the
presence of the hole and builds up an antiferromagnetic
alignment towards δFL, consistent with ED. At a similar
doping δ ∼ δFL, the closest distance connected diagonal
correlations are maximally antiferromagnetic.
String and RVB predictions for Cc◦ are very distinguish-
able at weak dopings. Only the polaron model (string)
reproduces the experimental ferromagnetic alignment of
the closest NN bond, while RVB states show strong dis-
crepancies to experiment. Uniform RVB is a prime ex-
ample of how a theoretical approach can show excel-
lent agreement with experiment in two-point correlations
at low doping, but reveal strong deviations at higher-
order correlators. At large dopings, uniform RVB and
free fermions start to capture the correlations driven by
fermionic statistics.
QMC studies of Fermi-Hubbard systems found the
5FIG. 4. Influence of two holes on spin correlations. A,
Relation between bare and connected spin correlations in the
vicinity of two holes. B, Connected correlations of NN and
diagonal spins in the presence of a NN or diagonal pair of holes
at two dopings with a full width of the doping bin of 0.2. Same
bond distances and symmetric spatial hole orientations are
averaged together (see text). C, Connected correlation of the
bond with closest distance to the NN or diagonal hole pair (see
insets) as a function of doping. Blue (red) point correspond
to experimental temperatures of 0.52(5) t (0.77(7) t). Blue
square (circular) datapoints were extracted from a dataset
with 52.0(1) (91.3(1)) average number of particles. Solid lines
represent numerical calculations as indicated (see legend) and
shaded bands their statistical standard error of the mean. D,
DMRG calculations (T = 0) for two holes in the 6-leg ladder
t-J model, where binding occurs. This figure is based on
23 695 experimental realizations at U/t = 7.4(8).
bandwidth of quasiparticle excitations evolves from po-
laronic (order 2J) to Fermi liquid (order 8t) at around
30 % doping [42]. Our measurements suggest polaronic
dressing persists up to δ ∼ 20 % and smoothly dissolves
into Fermi-liquid correlations around δFL ∼ 30 %.
When two polarons come close, their dressing clouds
overlap, which can lead to the breakdown of polarons or
induce effective interactions between them. This is of-
ten considered as a possible mechanism for pseudogap
behavior [1, 2, 43]. Hole-hole correlators do not show in-
dications of hole binding at current temperatures of cold-
atom quantum simulators [24, 29, 33], hence we search
for interaction signatures in the magnetic environment of
two holes.
In the analysis, we post-select on two holes at positions
r3, r4 and evaluate the connected (four-point) correlation
between two spins in the presence of a hole pair, which
in a spin-balanced system reduces to
Cc◦◦(l, r,d) = C
c
◦◦(r3, r4; r1, r2) = η〈Sˆzr1 Sˆzr2〉◦r3◦r4 (3)
−Cc(r1, r2)− γ(Cc◦(r3; r1, r2) + Cc◦(r4; r1, r2)),
see Fig. 4A (for the general expression see [33]). The
mutual distance of the holes is defined as l = r4 − r3
and the bond distance r is measured w.r.t. the center of
l. Cc◦◦ detects correlations linked to the presence of the
holes as a pair and measures how much these deviate from
a simple addition of two independent single-hole signals
Cc◦ with a weighting factor γ = 〈hˆr3〉〈hˆr4〉/〈hˆr3 hˆr4〉 and
hole density operator hˆri .
We study the case of NN (l = 1) or diagonal (l =
√
2)
hole pairs and bonds d = 1,
√
2. To obtain a sufficient
signal-to-noise ratio in the experiment we combine the
two configurations for NN (l = (1, 0), (0, 1)) and diago-
nal pairs (l = (1, 1), (1,−1)) by averaging all bonds with
identical bond distance r from the pair. To visualize cor-
relations we choose a representation in terms of l = (1, 0)
and l = (1, 1), see Fig. 4B. We find connected antiferro-
magnetic alignment of bonds at closest distance to the
pair, which connects both metallic regimes. As shown
in Fig. 4B,C, for NN holes the closest bond has a neg-
ative correlation at half filling (inherited from doublon-
hole pairs [33]), which stays antiferromagnetic for higher
doping and quantitatively agrees with Fermi-liquid cor-
relations for δ > δFL. This bond is furthermore robust
against an increase in temperature to kBT = 0.77(7) t.
For diagonal holes, the diagonal spin bond between them
has the shortest distance to the pair, see Fig. 4B,C. This
bond is uncorrelated at half filling (doublon-hole pairs
contribute a ferromagnetic signal, see ED at δ = 0 % or
[33]), then rapidly turns antiferromagnetic with doping,
peaks at δFL ∼ 30 % and is eventually described quan-
titatively by Fermi-liquid correlations for δ > δFL. For
higher temperatures, the correlation of this bond is sig-
nificantly reduced. Approximate theories for low doping
partly predict such antiferromagnetic correlations of clos-
est distance bonds, but show limited overall agreement
to experimental data.
To gain an intuition of how such correlations would
connect to lower temperature physics, we consider two
holes (δ ∼ 2 %) in the t-J model, for which binding of
polarons (holes) occurs at relatively high temperatures
[44]. We performed density-matrix-renormalization-
group (DMRG) calculations of this scenario at T = 0
for a 6-leg ladder [33] and show the connected spin en-
6vironment in Fig. 4D for l = 1 and l =
√
2. A striking
effect of hole pairing is the emergence of a strong anti-
ferromagnetic spin bond at closest distance to the pair
[44, 45]. Our experimental correlations feature similar
signatures, but no further indication of hole binding (see
hole-hole correlations in [33]). This leads us to the con-
clusion, that qualitative features of the zero temperature
physics of two holes are already encoded in the finite tem-
perature limit and a strong interplay of spin and charge
correlations already precedes hole pairing or formation of
other competing orders at colder temperatures.
We harnessed the unique capability of our quantum
simulator to study the continuous doping dependence of
observables unavailable in traditional solid-state exper-
iments and discovered a metal of magnetic polarons at
weak doping and a Fermi liquid beyond δFL ∼ 30 %.
Their transition is signaled across all studied system
properties (for a summarizing table see [33]) and the in-
tricate spin-charge correlations reported serve as a novel
basis to develop a microscopic understanding of pseu-
dogap or collective phenomena at colder temperatures.
How the observed doping for this crossover in our ex-
periment can be related to solid-state measurements is
unclear, since details like band structure and the differ-
ence in accessed observables plays an important role. In
a benchmark of three approximate low doping theories,
we find limited overall agreement with our system, call-
ing for more efficient descriptions. Spin-charge correla-
tors could also be studied in systems out-of-equilibrium
[23, 30] and only modest improvements in colder temper-
atures with available cooling proposals [46] might enable
experimental observation of pairing [44] and pseudogap
behavior [47]. Future studies could focus on fifth-order
[48] correlators to further inspire our understanding of
exotic many-body phenomena and test different theories
[49, 50].
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SUPPLEMENTARY MATERIAL
Data acquisition and characterization
We prepared balanced cold atomic samples in the low-
est two hyperfine states of 6Li, closely following our pre-
vious work [28]. During evaporation, the gas was har-
monically trapped in the xy-plane and vertically con-
fined in a single layer of an optical superlattice with lat-
tice spacings as = 3µm (al = 6µm) and depths 50E
s
R
(100ElR), where E
i
R denotes the recoil energy of the re-
spective lattice. The superlattice was set to a maximally
tilted double-well configuration and atoms were initial-
ized in the lower well before evaporation. The final par-
ticle number was controlled by the evaporation param-
eters. After evaporation, a two-dimensional xy-lattice
with spacings ax = ay = a = 1.15µm was ramped to
around 6.5ExyR within 100 ms and the scattering length
was tuned to 810 aB , where aB is the Bohr radius, using
the broad Feshbach resonance of 6Li. For detection, spin-
resolution was achieved by the method presented in [28]
and single-site resolved fluorescence images were taken in
a dedicated pinning lattice [51].
Four datasets [D1,D2,D3,D4] with a total of
[3224, 8667, 9440, 5588] realizations were taken. The
final x- and y-lattice depths for dataset D1 were
(6.9ExR, 6.9E
y
R). For datasets [D2,D3,D4] the xy-
lattice spacings were slightly different ax/ay = 1.02
and therefore final lattice depths were chosen to be
(6.5ExR, 6.7E
y
R) to yield symmetric tunneling elements
tx = ty. The short spaced vertical lattice was 50E
s
R
for [D1] and 44EsR for [D2,D3,D4]. We performed
a Wannier function calculation to estimate the abso-
lute tunneling amplitude for settings of datasets [D1]
and [D2,D3,D4] to be t/h = 240(10) Hz and t/h =
260(10) Hz. The mean particle numbers of the four
datasets are [89.8(1), 91.3(1), 52.0(1), 90.8(1)]. For D4,
atoms were held in the harmonic trap for 1.75 s before
loading the xy-lattice to produce systems at a higher
temperature.
The single-particle detection fidelity p for datasets is
slightly different and estimated to be p = 97 % for D1
and p = 95 % for [D2,D3,D4] by comparing occupations
in subsequent images of the same realization. We do
not renormalize observables by this fidelity, except for
the temperature and interaction extraction (see below).
A possible renormalization of observables by this fidelity
would not lead to any significant change of results pre-
sented in this work. Error bars for all correlator-based
observables were found by performing a bootstrap and
computing the standard deviation of the mean across the
resampled datasets.
The figures 2, 3, 4 of the main manuscript are based on
datasets [D1], [D2,D3], [D2,D3,D4].
Interaction strength and temperature
We estimate the interaction strength by a Wannier
function calculation, given our calibrated system param-
eters. This yields U/t = 9.3 for D1 and U/t = 8.2 for
[D2,D3,D4]. A comparison of the on-site fluctuations
4〈Sˆzri Sˆzri〉 at half filling to numerical linked cluster ex-
pansion (NLCE) calculations of reference [47] is consis-
tent with U/t = 8.6 for D1 and U/t = 6.7 for [D2,D3,D4]
when corrected for our detection fidelity, see Fig. S1A.
We therefore combine our calibration and information
from NLCE to assess the interaction strength to be 8.9(4)
for D1 and 7.4(8) for [D2,D3,D4].
We extract the temperature T of datasets [D1,D2,D4],
by comparing the nearest-neighbour spin correlation
4〈Sˆzri Sˆzri+ex,y 〉 at half filling with (NLCE) calculations,
A B C
-0.15
-0.20
-0.25 -0.20
-0.15
-0.10
FIG. S1. Extraction of temperature and consistency
check of interaction strength of datasets. A, NLCE
calculations (solid black) of on-site fluctuations from refer-
ence [47] versus interaction strength at half filling for tem-
peratures of kBT/t = 0.76 (lower line) and kBT/t = 0.40
(upper line). On-site fluctuations are almost temperature in-
dependent and can be used to extract the interaction strength
and confirm our system calibration (see text) . Datasets
(D1,D2) are (dark,light) blue points and are consistent with
U/t of (8.6, 6.7). B, C, NLCE calculations (solid black) of
nearest-neighbour spin correlations at half filling versus tem-
perature. The (upper, lower) curves are at U/t = (7, 9) in B
and U/t = (6, 8) in C. Points in (dark blue, light blue, red)
correspond to datasets (D1,D2,D4) and error bars denote one
s.e.m. For experimental data a density filter of [0.96, 1.03]
was used for dataset D1 and [0.92, 0.97] for datasets D2, D3,
D4.
8where we average correlations with ex = (1, 0) and
ey = (0, 1). As shown in Fig. S1B,C and taking
into account our detection fidelity, we find the datasets
[D1,D2,D4] are consistent with temperatures kBT/t of
[0.43(3), 0.52(5), 0.77(7)]. Temperate uncertainties are
estimated by the best- and worst-case scenarios, given
the statistical errorbar of the spin correlation and the
uncertainty in U/t. The temperature of dataset D3 is
equal to D2, as their spin correlation strength coincides
at the same doping and their experimental sequence only
differs by total particle number.
Doping analysis
The harmonic confinement of our atoms leads to in-
creasing hole doping from the center to the edge of our
systems. The radial dependence of the hole-doping con-
centration is shown for all four datasets in Fig. S2A.
N -point correlators (in this work N ∈ [2, 3, 4]) locally
extend over N lattice sites, of which not all share the
same doping concentration, due to the spatial doping
gradient in the system. When we compute the local
value of a correlator, we label the calculated correlation
value by the mean density of all its contributing N sites
n =
∑
ni/N and therefore a doping δ = 1− n. We aver-
age all local correlations with an assigned doping within
a bin of width ∆δ and centered around δc, such that
δ ∈ [δc − ∆δ/2, δc + ∆δ/2] to obtain the doping depen-
dence of various correlations. In the analysis, we dis-
play the averaged value at a doping δc with an error bar
of width ∆δ. The validity of this approach in our ex-
perimental system is supported by the agreement of the
doping dependence of all our observables when compared
between two datasets with different total particle num-
bers. In addition to the agreement already displayed in
the main text figure Fig. 3 and Fig. 4, we show in Fig.
S2B another example of this agreement. The correlation
of spins at distance d = 2 apart from each other displays
the same quantitative and qualitative doping dependence
for the slightly and more heavily doped dataset. With
more homogeneous systems obtained through potential
shaping in the future, correlators occupying a larger spa-
tial area or a more precise doping resolution will become
accessible.
Spin structure factor and susceptibility
For our temperatures, the spin correlation length is
short enough to approximate the thermodynamic limit
(infinitely large system) of the structure factor with short
distance correlations. We compute the static spin struc-
ture factor S(q) =
∑d=dc
d=0 〈Sˆzri Sˆzri+d〉eiqd, based on an
implicit average of spin correlations with ri at a selected
doping concentration and with a cutoff at maximal dis-
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FIG. S2. Spatial distribution of doping. A, Radially
averaged hole-doping concentration for all four datasets from
center to edge of the system. Error bars denote one s.e.m. and
are smaller than point size. B, Due to spatial doping gradi-
ents, we assign each local correlation the mean doping of all
its points. The doping dependence of the correlation of two
spins at intermediate distance d = 2 is shown, calculated with
this method from two datasets with different spatial doping
distribution (different chemical potential). Both higher (dark
blue) and lower (light blue) chemical potential agree qualita-
tively and quantitatively for this correlation.
tance dc =
√
10. If all neglected distances d >
√
10
have vanishing correlation values, this structure factor
estimates the thermodynamic limit. Since the correla-
tion 〈Sˆzri Sˆzri+d〉 falls off with increasing distance d at
our temperatures, the contribution of distances d >
√
10
to the structure factor is indeed negligible compared
to the much stronger shorter distances (at half filling
Cc(d =
√
13) = −0.005(3)). We keep a high num-
ber of points in momentum space, by padding distances
up to d = 14 with a correlation value of zero, which
does not add nor affect any information encoded in our
Fourier observables. To remove a constant and broad
offset in momentum space, we exclude the strong posi-
tive on-site term d = 0 from the Fourier transform and
calculate S?(q) =
∑d=dc
d=1 C
c(d)eiqd, which furthermore
differs from S(q) by the doping-dependent renormaliza-
tion η as defined in the main text. In main text Fig. 2B,
S? yields a cleaner signal of the incommensurate fluctu-
ations, which is also confirmed in a cut through S in Fig.
2C. We used S(0) to measure the doping dependence of
the uniform magnetic susceptibility via the fluctuation-
dissipation relation χs(q = 0)kBT = S(0) [52]. This re-
lation holds in this form only for q = 0 and was used with
density correlations in previous work [25, 40, 53]. Since
9FIG. S3. Spin and density structure factors. A, Spin
structure factor S(q), B, density structure factor N(q) and
C, their ratio S/N − c, where c is the mean ratio across all q,
for different doping levels (see insets). The total width of the
doping bins is 0.15. D, Standard deviation of the ratio S/N
across the momentum area (gray square) indicated as inset
in C as a function of doping. Solid pink denotes our TPSC
calculation at the system parameters.
the entire system is in equilibrium, all different dopings
are at the same temperature T .
Convergence of structure factors in the Fermi-liquid
regime
In weakly interacting Fermi-liquids, the static charge
structure factor N(q) =
∑d=dc
d=0 〈nˆri nˆri+d〉eiqd and S(q)
should eventually become similar. N(q) was obtained
by a Fourier transform of density-density correlations,
similar to the analysis of S(q). We quantify the sim-
ilarity of spin and density structure factors in the
momentum area around q = (pi, pi) by σ(S/N) =
A B
Doping δ Doping δ
FIG. S4. Hole-hole Correlations. Doping dependence of
g
(2)
hh -correlations (see text) between A, NN and B, diagonal
holes at U/t = 7.4(8). Blue (red) denote datasets at tem-
perature 0.52(5) t and 0.77(7) t. Circle, square data points
represent A, d = (0, 1), (1, 0) and B, d = (1, 1), (1,−1) direc-
tions.
√〈(S(q)/N(q))2〉q − (〈S(q)/N(q)〉q)2, where 〈...〉q de-
notes an average over all q within an area [(pi/2, pi/2) +
(qx, qy), pi > qx, qy > 0]. When σ(S/N) goes to zero,
both structure factors are related by a scaling factor in-
dependent of q in the chosen momentum space area. An
example of S(q), N(q) and their ratio is shown for three
doping levels in Fig. S3. As shown in Fig. S3D, spin and
density structure factors have reached good convergence
towards each other at δFL ∼ 30 %, in agreement with our
TPSC calculation.
Hole-hole correlations
Interactions between doped holes mediated by the spin
background could manifest themselves as bunching of
holes in real space, indicated by a positive correlation
between two holes. At current accessible temperatures,
we do not detect such an effect. In Fig. S4, we show
the doping dependence of g
(2)
hh = 〈hˆri hˆrj 〉/〈hˆri〉〈hˆrj 〉 − 1
for NN and diagonal holes for two temperatures. Anti-
correlation at the short distances considered here be-
comes stronger for colder temperatures.
Connected correlator expressions
The general (〈Sˆzr〉 6= 0) full expressions for the con-
nected three- and four-point correlators presented in the
main text are
Cc3(r1, r2, r3) = 〈hˆ3Sˆz2 Sˆz1 〉 (S1)
−〈hˆ3〉〈Sˆz2 Sˆz1 〉 − 〈Sˆz2 〉〈hˆ3Sˆz1 〉
−〈Sˆz1 〉〈hˆ3Sˆz2 〉+ 2〈hˆ3〉〈Sˆz2 〉〈Sˆz1 〉,
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FIG. S5. Connected hole-spin-spin correlations. Con-
nected correlation of A, NN and B diagonal bonds at closest
distance to the hole (see insets) for the dataset at U/t =
8.9(4).
Cc4(r1, r2, r3, r4) = 〈hˆ4hˆ3Sˆz2 Sˆz1 〉 (S2)
−〈hˆ4〉〈hˆ3Sˆz2 Sˆz1 〉 − 〈hˆ3〉〈hˆ4Sˆz2 Sˆz1 〉
−〈hˆ4hˆ3〉〈Sˆz2 Sˆz1 〉+ 2〈Sˆz2 Sˆz1 〉〈hˆ4〉〈hˆ3〉
−〈Sˆz2 〉〈hˆ4hˆ3Sˆz1 〉 − 〈Sˆz1 〉〈hˆ4hˆ3Sˆz2 〉
−〈hˆ4Sˆz2 〉〈hˆ3Sˆz1 〉 − 〈hˆ4Sˆz1 〉〈hˆ3Sˆz2 〉
+2〈hˆ4hˆ3〉〈Sˆz2 〉〈Sˆz1 〉+ 2〈hˆ4Sˆz2 〉〈hˆ3〉〈Sˆz1 〉
+2〈hˆ4Sˆz1 〉〈hˆ3〉〈Sˆz2 〉+ 2〈hˆ3Sˆz2 〉〈hˆ4〉〈Sˆz1 〉
+2〈hˆ3Sˆz1 〉〈hˆ4〉〈Sˆz2 〉 − 6〈hˆ4〉〈hˆ3〉〈Sˆz2 〉〈Sˆz1 〉,
and their post-selected normalized forms
Cc◦ = C
c
3/(〈hˆ3〉σ(Sˆz2 )σ(Sˆz1 )), (S3)
Cc◦◦ = C
c
4/(〈hˆ4hˆ3〉σ(Sˆz2 )σ(Sˆz1 )), (S4)
where we used an abbreviated subscript notation Oˆi for
the operator Oˆ at position ri. For our analysis we always
evaluated the full expression to avoid errors through pos-
sible small finite residual magnetizations.
Extended hole-spin-spin correlations
Connected three-point correlations for the dataset at
U/t = 8.9(4) and kBT = 0.43(3) t are shown in Fig. S5.
All findings from the main text can be verified also on
this dataset.
Extended hole-hole-spin-spin correlations
An intuitive picture for the connected part can be
gained when considering all contributions to the bare cor-
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FIG. S6. Decomposition of spin correlations surround-
ing a diagonal hole pair. Bare d = 1,
√
2 spin correla-
tions in the presence of two holes and their difference from
the bare strength of two-point spin correlations (background)
can be decomposed into two independent connected three-
point contributions (Cc◦) from each hole and higher-order ef-
fects measured by the connected four-point correlation for
two holes (Cc◦◦). The correlations shown are for doping of
δ ∈ [0.05, 0.15]. The weighting factor γ is experimentally
close to 1 and therefore neglected in this illustration.
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FIG. S7. Connected hole-hole-spin-spin correlations.
Connected correlations of bonds with closest distance to A,
NN and B diagonal pairs of holes (see insets) for the dataset
at U/t = 8.9(4). Error bars for doping denote width of doping
bin and one s.e.m. for correlation values.
relation. An illustration with experimental data is shown
in Fig. S6. In Fig. S7 we show the connected four-point
correlations of the dataset at U/t = 8.9(4), which agrees
with all observations from the main text.
Influence of doublon-hole fluctuations
In Fermi-Hubbard systems, short-range doublon-hole
fluctuations exist at finite U/t, whereby a particle hops
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FIG. S8. Influence of doublon-hole fluctuations on the
spin environment. A, Experimental connected spin corre-
lations surrounding doublons at density n ∈ [0.9, 1], where all
doublons originate from doublon-hole fluctuations. The effect
on spin correlations is a reduction from the antiferromagnetic
background, which is due to the hole on neighbouring sites.
B, Exact diagonalization calculations of connected spin-spin-
doublon correlations at half filling for 4 × 4 Fermi-Hubbard
systems at kBT = 0.4 t. C, Ratio between doublon-hole fluc-
tuations and total number of holes (red) 〈dˆ〉/〈hˆ〉, where dˆ is
the doublon-density operator, as a function of doping. Con-
nected NN (d = 1) spin correlations at closest distance from
holes (r =
√
1.25) are overlayed (blue points) and show, that
positive connected correlations persist also at dopings, where
doublon-hole fluctuations are negligible.
on top of a neighbouring one for a short time period de-
spite the repulsive interaction U . This process is the
strongest at half filling and is observed as doublons,
which have a hole located mostly as a direct nearest
neighbour. These holes are not distinguished from doped
holes in our correlators. While the weight of their contri-
bution is negligible compared to true holes in doped sys-
tems above δ ∼ 10 %, their contribution becomes relevant
for very low dopings close to half filling. The nearest-
neighbour doublon of a hole belonging to such a fluctua-
tion carries zero spin and therefore weakens the average
antiferromagnetism around the hole. This is a different
mechanism than the weakening of antiferromagnetism by
a magnetic polaron, which is caused by a spinon bound to
the hole in its immediate vicinity (in the string picture).
In a similar manner, two holes, where each is part of
a separate doublon-hole fluctuation, can have a nonzero
connected four-point correlation with the spin environ-
ment.
The effect of doublon-hole fluctuations can be stud-
ied by investigating the connected three- and four-point
correlations Cc  with doublons instead of holes at hole
dopings close to half filling. In Fig. S8 we show dou-
blons belonging to doublon-hole pairs have a qualitatively
similar connected correlation as found for holes at finite
doping, which can be understood from the presence of a
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FIG. S9. Influence of two doublon-hole fluctuations
on the spin environment. Connected spin correlations
surrounding A, C nearest-neighbour and B, D diagonal dou-
blon pairs, calculated from A,B experimental data for n ∈
[0.88, 1.02] at U/t = 7.4(8) and C, D by exact diagonaliza-
tion at half filling.
neighbouring hole for each doublon as explained above.
When comparing the doublon-hole fluctuation concen-
tration with connected correlations of nearest-neighbour
bonds as a function of doping, the positive connected
correlation at finite doping mostly originates from the
presence of magnetic polarons formed by doped holes.
In a similar manner, we show connected spin corre-
lations Cc    surrounding nearest-neighbour and diagonal
pairs of doublons close to half filling in Fig. S9 to char-
acterize the effect of holes originating from doublon-hole
fluctuations in the four-point correlations in the main
text. There are two main observations relevant to our
understanding of the four-point correlations presented in
the main text Fig. 4. For nearest-neighbour doublons,
a closest distance antiferromagnetic correlation is visi-
ble in the experiment and predicted by exact diagonal-
ization (ED). This explains why the signal of Fig. 4C
for the nearest-neighbour hole-pair shows an antiferro-
mangetic signal at half filling. The second important
insight concerns the connected correlation of the closest
bond of diagonal doublon pairs, which is positive (ferro-
magnetic) in ED and shows a vanishing correlation value
with experimental data. Therefore any connected antifer-
romagnetic correlation of this bond detected for diagonal
hole pairs in Fig. 4 does not originate from doublon-hole
contributions. Furthermore, close to half filling a posi-
tive signal from doublon-hole fluctuations might cancel a
negative signal from doped holes and explain the uncor-
related value observed at very low doping in Fig. 4.
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Summary of experimental findings
We summarize key experimental findings of the main
manuscript in Table S1. These phenomena lead us to the
conclusion, that the onset of the Fermi liquid regime is
δFL ∼ 30 %. All stated dopings are broadly estimated
values from the figures of the main manuscript. The
crossover from polaronic metal to Fermi liquid cannot
be assigned to one exact doping in our experiment.
Observable Doping Behavior
spin-spin 20-40 % Various distances
reverse sign
S(q) 50 % Visible incommensurate
fluctuations
χs 20-30 % Slope changes
hole-spin-spin 20 % correlation
(r =
√
1.25, d = 1) reverses sign
hole-spin-spin 20-40 % correlation
(r =
√
0.5,
√
2) maximally negative
hole-hole-spin-spin 30 % correlation
(l =
√
2, r = 0, d =
√
2) maximally negative
hole-hole-spin-spin > 30 % agreement with
free fermions (FL)
TABLE S1. Summary of key experimental results.
Numerical calculations
Connected correlations of uniform-RVB (uRVB), pi-
flux states and the string model or free fermions are com-
puted from sampled snapshots with the same procedure
as for experimental snapshots. The sampling procedure
as well as ED, RPA and TPSC calculations are outlined
below. The total number of snapshots used for [uRVB, pi-
flux, string, free] is [4950, 4600, 5000, 5000] with system
size (Lx, Ly) = (16, 16) sites.
Exact diagonalization
The exact diagonalization (ED) calculations compute
the high-order correlation functions for the Hubbard
model in a 4×4 cluster with periodic boundary condi-
tions. We keep only nearest-neighbor hopping t and set
U = 8t throughout the paper. To obtain the finite-
temperature (kBT = 0.4 t) results, we evaluate the ex-
pectation values of observables in a canonical ensemble,
namely〈
Oˆ
〉
= Tr
[
e−H/kBT
Z Oˆ
]
≈
∑
n<nmax
e−En/kBT
Z 〈n|Oˆ|n〉,
(S5)
where the Z is the partition function. The nmax sets
the numerical truncation of excited states, which satisfies
Enmax − E0  kBT . The excited states involve all total
Sz sectors. To determine these ground- and excited-state
wavefunctions |n〉, we use the parallel Arnoldi method
and the Paradeisos algorithm[54, 55].
The anomalous jump of the four-point correlation in
the ED calculation (c.f. Fig. 4C) at 1/16 doping results
from the finite-size effect when a single hole is doped
into the 16-site cluster. It does not reflect the realistic
correlator at a 6.26% doped thermodynamic system.
Fermi liquid
Free fermions.– Theoretical predictions for non-
interacting fermions can be obtained by applying Wick’s
theorem in the calculation of correlation functions. In an
alternative to using Wick’s theorem, which is closer to
the experimental data, we produce snapshots in the Fock
basis |α〉 in the lattice. To this end we use Metropolis
Monte-Carlo sampling on the distribution
pβ(αr, αk) = Z
−1e−βE(αk)|〈αr|αk〉|2, (S6)
where |αk〉 are free-fermion wavefunctions, e−βE(αk)
is the corresponding thermal weight and the overlaps
〈αr|αk〉 are Slater determinants which are easy to eval-
uate numerically.
RPA.– We go beyond free fermions by using the
random phase approximation (RPA) [56], which allows
us to calculate the spin- and charge susceptibilities,
χs(q, ω) and χc(q, ω) respectively. Using the fluctuation-
dissipation theorem with bosonic Matsubara frequencies
iωm = i2pim/β (where β = (kBT )
−1 and m ∈ Z), the
static structure factors S(q) (spin) and N(q) (charge)
can be easily obtained:
S(q) = −T
2
∑
iωm
χs(q, iωm), (S7)
N(q) = V n2δq,0 − 2T
∑
iωm
χc(q, iωm), (S8)
where V = L2 is the area of the system, n = (N↑ +
N↓)/L2 is the total density and δi,j the delta function.
For free fermions, the spin- and charge- susceptibilities
are equal, χs(q, ω) = χc(q, ω) ≡ χ0(q, ω), and given by
the Lindhard function:
χ0(q, iωm) =
∑
p
nFp − nFp+q
iωm − (p+q − p) , (S9)
where nFp = (1 + e
β(p−µ))−1 denotes the Fermi-Dirac
distribution and p = −2tx cos(kx) − 2ty cos(ky) is the
free fermion dispersion relation in the lattice.
For on-site Hubbard interactions U , the RPA expres-
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sions for the susceptibilities are given by [56]
χRPAs (q, ω) =
χ0(q, ω)
1 + UV χ0(q, ω)
, (S10)
χRPAc (q, ω) =
χ0(q, ω)
1− UV χ0(q, ω)
. (S11)
Note that we used a convention where χ0(q, ω) ≤ 0;
hence for sufficiently strong repulsive interactions U > 0
and large enough densities n the spin susceptibility di-
verges (Stoner instability). The charge susceptibility re-
mains finite in this case. This divergence of the spin
susceptibility is a result of neglecting renormalizations of
the Hubbard interactions U within the RPA. For RPA
calculations in Fig. 2D of the manuscript we chose
U/t = 4, which matches the strongly doped experimental
data (δ > 40 %) and diverges for intermediate dopings.
TPSC.– We use the two-particle self-consistent
(TPSC) way to include the renormalization of Hubbard
interactions U within the RPA formalism, following the
proposal by Vilk et al. [36], see also Ref. [57]. This ap-
proach assumes that the interaction vertices for spin and
charge renormalize independently, which amounts to us-
ing different Hubbard U ’s in the RPA expressions for the
susceptibilities:
χTPSCs (q, ω) =
χ0(q, ω)
1 + USV χ0(q, ω)
, (S12)
χTPSCc (q, ω) =
χ0(q, ω)
1− UCV χ0(q, ω)
. (S13)
For a given value of U in the Hubbard model, the values
of US,C are determined by demanding that the following
local sum rules are satisfied,
− T
V 2n
∑
q,iωm
(χc(q, iωm) + χs(q, iωm)) = 2n(1− n),
(S14)
− T
V 2n
∑
q,iωm
(χc(q, iωm)− χs(q, iωm)) = 4n↑↓ − n2,
(S15)
where n↑↓ = 〈nˆi,↑nˆi,↓〉. The local sum rules (S14), (S15)
reflect the Pauli principle and can be shown to be satisfied
for the exact susceptibilities of the interacting model [57];
they are violated by the RPA expressions, however.
To solve Eqs. (S14), (S15) for US and UC, an expression
for n↑↓ is required. We follow [36, 57] and make the
ansatz
n↑↓ =
US
U
〈nˆi,↑〉〈nˆi,↓〉 = 1
4
US
U
n2, (S16)
where the last equation assumes spin balance, N↑ = N↓,
and translational invariance.
Resonating valence bond states
Shortly after the discovery of high-temperature su-
perconductivity in the cuprate materials, Anderson pro-
posed the resonating valence bond (RVB) states as a pos-
sible description of these systems [35]. We simulate such
RVB states by sampling Fock space snapshots from the
Gutzwiller projected thermal density matrix of the mean-
field Hamiltonian
HˆMF =
− 1
2
t∗
∑
i∈A
∑
σ
(
eiθ0 cˆ†i,σ cˆi+x,σ + e
−iθ0 cˆ†i,σ cˆi+y,σ + h.c.
)
− 1
2
t∗
∑
i∈B
∑
σ
(
e−iθ0 cˆ†i,σ cˆi+x,σ + e
iθ0 cˆ†i,σ cˆi+y,σ + h.c.
)
.
(S17)
Here, i ∈ A(B) denotes lattice sites i which are part of
the A(B) sublattice and cˆ
(†)
i,σ is the annihilation (creation)
operator of a fermion with spin σ. The mean-field Hamil-
tonian describes a system with staggered flux ±Φ = ±4θ0
and effective hopping amplitude t∗. In particular, we con-
sider uniform RVB states, for which θ0 = 0, and pi-flux
RVB states with θ0 = pi/4.
In order to obtain real space snapshots, we simulta-
neously sample real space configurations |α˜r〉 and mo-
mentum space configurations |αk〉. In momentum space,
the two spin species are treated separately, such that two
fermions of opposite spin can occupy the same momen-
tum state. In real space, we directly apply the Gutzwiller
projection during sampling: each site can only be empty
or occupied with a spin up or a spin down fermion. Since
the mean field Hamiltonian (S17) can be readily diago-
nalized in momentum space, we obtain an energy E(αk)
for each k-space configuration and thus the correspond-
ing thermal weight. We use the Metropolis Monte Carlo
algorithm [58] to sample Gutzwiller projected real space
snapshots |α˜r〉 according to the probability distribution
pβ(α˜r, αk) = Z
−1e−βE(αk)|〈α˜r|αk〉|2. (S18)
The temperature is set to kBT = 0.4 t
?. This procedure
is identical as for free fermions, see Eq. (S6), except for
the fact that we constrain ourselves to Fock states |α˜r〉
with maximally one fermion per site.
Geometric string theory
In the geometric string theory picture, we assume all
dopants to be magnetic polarons that do not interact
with each other. A single dopant is described using
the geometric string theory, which is based on a Born-
Oppenheimer-type approximation: the Hilbert space is
approximated as a tensor product of the spinon and char-
gon Hilbert space [15, 24, 29]. The Hamiltonian in this
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effective Hilbert space is then given by the kinetic ener-
gies (hopping) of the spinon and chargon, as well as a
linear string potential confining the spinon to the char-
gon. The corresponding linear string tension is deter-
mined from nearest, straight and diagonal next-nearest
spin correlations in the undoped system [15].
The resulting spinon-chargon problem can be readily
solved and thus a string length distribution is obtained,
where the string length is the number of bonds the char-
gon moves on top of the unperturbed spin background.
For each doping value, we start from a set of 5000 quan-
tum Monte Carlo snapshots of the Heisenberg model at
T/J = 0.8 and put in the corresponding number of holes
by hand. For each hole, we sample a string length from
the thermal distribution and move the hole for the cor-
responding number of bonds. This procedure was previ-
ously described in [24].
DMRG simulations of the t− J model
We calculate the ground state of the t − J model for
t/J = 2 on a 6 × 18 cylinder with periodic boundary
conditions in the short direction using the TeNPy pack-
age [59, 60]. We use particle and Sz,tot conservation and
work in the sector with Sz,tot = 0 and two holes.
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