Introduction {#Sec1}
============

A successful host defense against viral infection depends on both accurate recognition of viral invasion by germ-line encoded pattern recognition receptors (PRRs) and proper functioning of innate immune effectors to suppress viral replication (Fig. [1](#Fig1){ref-type="fig"}) \[[@CR1], [@CR2]\]. Recognition of invariant virus-associated molecular patterns by PRRs activates signaling pathways to generate antiviral cytokines including, but not limited to, the type I interferons (e.g., IFNα/β). These cytokines in turn stimulate the expression of a series of interferon-stimulated genes (ISGs), such as antiviral effector proteins, to establish antiviral states in infected and neighboring cells (Fig. [1](#Fig1){ref-type="fig"}) \[[@CR1], [@CR3]\], and activate appropriate adaptive immune response \[[@CR4]\]. In vertebrates, several of these receptors and effectors regulate their signaling activity and effector functions, respectively, in a manner dependent on viral RNA binding (Fig. [1](#Fig1){ref-type="fig"}) \[[@CR1], [@CR2]\]. Such viral RNA-specific PRRs include the Toll-like receptors (TLRs) 3 and 7--8 and the retinoic acid inducible gene-1 (RIG-I)-like receptors (RLRs), RIG-I and melanoma differentiation-associated gene 5 (MDA5) \[[@CR2]\]. Viral RNA-dependent antiviral effectors include protein kinase RNA-activated (PKR), oligoadenylate synthetase (OAS) and adenosine deaminase acting on RNA (ADAR) \[[@CR5]\]. With the exception of TLR7 and 8, which recognize viral single-stranded RNAs (ssRNAs), these cellular receptors and effectors were shown to recognize double-stranded RNA (dsRNA). As dsRNA structure had been thought to be a unique feature of viral RNAs, it had been widely accepted that dsRNA binding alone is sufficient to activate their respective antiviral functions.Fig. 1Schematic diagram of cellular responses to viral dsRNA. Upon viral infection, viral dsRNA is recognized by pattern recognition receptors (PRRs) such as RIG-I, MDA5, and TLR3, which stimulate expression of type I interferons (e.g., IFNα/β) via IRF3/7 or NF-κB pathways. Expressed IFNα/β cytokines are secreted into the extracellular space and stimulate interferon receptors in an auto or paracrine manner, which in turn activates the JAK/STAT signaling pathway to up-regulate expression of interferon-stimulated genes (ISGs). ISGs include PRRs such as RIG-I and MDA5, as well as antiviral effector proteins such as OAS and PKR, which suppress global protein synthesis and establish the antiviral state

The dsRNA duplex adopts an A-form helix that is distinct from the typical B-form helix of dsDNA. The major groove of dsRNA is narrower and deeper than that of dsDNA (4 vs. 11--12 Å width), whereas the minor groove of dsRNA is wider and shallower than dsDNA (10--11 vs. 6 Å width)\[[@CR6]\]. This distinct configuration of the phosphate backbone of dsRNA along with the unique 2′ hydroxyl groups exposed in the minor groove can be specifically recognized by conserved protein motifs such as dsRNA binding domain (dsRBD) motifs in PKR and ADAR \[[@CR7], [@CR8]\]. In particular, the narrow major groove, which contains sequence-specific information and is a common site of interaction between protein and dsDNA \[[@CR9]\], does not allow insertion of protein to interact with dsRNA bases. Accordingly, protein--dsRNA interaction is largely mediated by the minor groove, which contains degenerate sequence information, and the phosphate backbone, thus is generally RNA sequence-independent \[[@CR7]\].

Recent studies on the human transcriptome revealed that dsRNAs, originally thought not to be expressed in the cell, are generated in the form of secondary structures in pre and mature micro or small interfering RNAs (miRNAs or siRNAs) \[[@CR10], [@CR11]\], and in the form of long duplexes formed by inverted repeat sequence elements \[[@CR12], [@CR13]\] or sense--antisense hybrids \[[@CR14], [@CR15]\]. These observations raise a question about the viral selection mechanism of receptors and effectors previously thought to discriminate between viral and cellular origin solely on the basis of presence of dsRNA structure. Recent data suggests that viral RNA receptors and effectors can recognize other features of RNA, in addition to duplex structure such as 5′ or 3′ functional groups, post-transcriptional modification, length, tertiary structure, and in some cases, sequence \[[@CR18]--[@CR23]\]. This sensitivity to multiple other features of RNA is likely important for robust and accurate discrimination between cellular and viral dsRNAs. It also provides an explanation for how some cellular or viral dsRNAs act as antagonists rather than agonists for dsRNA receptors and effectors \[[@CR16], [@CR17]\]. It remains to be addressed, however, how these proteins interact with dsRNA in a manner that allows for simultaneous recognition of multiple, seemingly disparate features of RNA to bring about self versus non-self discrimination. In this review, we will discuss multi-layered aspects of RNA specificity and the structural and biochemical mechanisms of dsRNA-dependent effectors (PKR, ADAR, and OAS) and receptors (TLR3, RIG-I, and MDA5). More detailed reviews on the biological functions of each of these proteins can be found elsewhere.

Protein kinase RNA-activated (PKR) {#Sec2}
==================================

PKR is a cytoplasmic Ser/Thr protein kinase that is up-regulated by type I interferons and plays an important role in the establishment of an antiviral and antiproliferative cell state in response to viral infection \[[@CR24]\]. PKR consists of two N-terminal tandem dsRBDs and a C-terminal catalytic kinase domain \[[@CR11]\]. In the absence of dsRNA, the kinase domain is in the autorepressed, monomeric state \[[@CR25]\]. Binding of dsRNA leads to a conformational change in PKR, which is believed to release the catalytic domain from the autoinhibitory dsRBDs. Binding to dsRNA also brings multiple PKR molecules into close proximity, which enables*trans*-phosphorylation of PKR at several Ser or Thr residues throughout the protein \[[@CR26]--[@CR28]\]. Phosphorylated PKR then dissociates from dsRNA \[[@CR29]\], and functions as a constitutively active kinase that in turn phosphorylates serine 51 of eukaryotic translational initiation factor (eIF2α) and suppresses global protein synthesis by blocking translation initiation (Fig. [2](#Fig2){ref-type="fig"}a) \[[@CR24]\].Fig. 2**a** Schematic of dsRNA-dependent effector functions of PKR. **b** Structure of ribonuclease III dsRBD in complex with dsRNA (PDB: 2EZ6) \[[@CR34]\]. No structure is currently available for PKR dsRBD in complex with dsRNA. Protein residues interacting with dsRNA are colored *blue* for basic residues and *red* for acidic residues. The minor and major grooves are indicated by *m* and *M*, respectively. **c** Summary of PKR-stimulatory and suppressive features of RNA

How PKR specifically recognizes dsRNA has been extensively studied using a variety of biophysical and biochemical methods. High affinity binding of PKR requires cooperative actions of the two dsRBDs \[[@CR30]\] and a minimum dsRNA length of \~16 bp \[[@CR31]\]. Stimulation of the kinase activity of PKR, however, requires \~33-bp dsRNA, which is consistent with the minimal length required for dimerization \[[@CR32]\]. No atomic level structure is currently available for PKR dsRBDs in complex with dsRNA, but structures of other homologous dsRBDs provide some insight into the dsRNA recognition mechanism of PKR. Crystal structures of dsRBD of RNaseIII and RNA-binding protein A (Xlrbpa) showed that each dsRBD binds to one face of dsRNA spanning \~16 bp (Fig. [2](#Fig2){ref-type="fig"}b) \[[@CR33], [@CR34]\]. The primary contacts are made with the phosphate backbone and 2′ hydroxyl groups of the minor groove. No protein structure is inserted into the major groove, consistent with sequence-independent recognition of dsRNA. Many of the residues in RNaseIII and Xlrbpa dsRBDs that interact with dsRNA are conserved in PKR dsRBD, suggesting the possibility of a similar dsRNA--dsRBD interaction mode. The relative orientation of the two dsRBDs of PKR is as yet unclear. The long linker (\~20 amino acid) between the two dsRBDs are disordered in the absence of dsRNA, but undergoes a conformational change upon binding to 23-bp hairpin RNA as evidenced from the large chemical shift \[[@CR30]\]. This could be possibly due to direct binding of RNA to the linker region or an indirect conformational change propagated from dsRBDs upon interaction with dsRNA.

How does PKR avoid recognition of other cellular dsRNAs? It was previously proposed that the \~33-bp requirement prevents cellular RNAs containing short duplex regions, such as miRNAs or siRNAs, from activating PKR. However, recent studies revealed more complex RNA selectivity of PKR beyond recognition of a simple dsRNA structure (Fig. [2](#Fig2){ref-type="fig"}c). The 5′ untranslated region (UTR) of IFN-γ mRNA folds into a complex tertiary structure that forms a coaxially stacked 33-bp stem, which then activates PKR \[[@CR35]\]. In addition, an RNA library selection experiment revealed that a short (\~16-bp) stem-loop of ssRNA can activate PKR as well as a perfect duplex RNA longer than 33 bp \[[@CR36]\]. Unlike long dsRNA, these short stem-loops require a \~10-nt single-stranded tail at either the 5′ or 3′ end and a triphosphate group at the 5′ end to activate PKR \[[@CR20]\]. In addition, some post-transcriptional modifications, such as pseudouridine and 5-methyluridine, which are known to preserve the RNA secondary structure, abolish or diminish the PKR-stimulatory activity of ssRNA containing short stem-loop \[[@CR19]\]. As most cellular RNAs undergo extensive post-transcriptional modifications and 5′ processing in the nucleus, which removes the 5′ triphosphate group present in all nascent transcripts, the sensitivity of PKR to the 5′ triphosphate group and modified nucleotides provides an explanation for how PKR avoids inappropriate activation by cellular ssRNAs with secondary structures. However, it remains to be understood how PKR utilizes dsRBDs to recognize ssRNA tails and the 5′ triphosphate group, how it discriminates among ssRNAs on the basis of nucleotide modification and whether it undergoes similar dimerization upon binding to hairpin-containing ssRNA as with dsRNA.

Adenosine deaminase acting on RNA (ADAR) {#Sec3}
========================================

ADAR is an RNA-modifying enzyme that converts adenosine to inosine (I) within dsRNA by hydrolytic deamination (Fig. [3](#Fig3){ref-type="fig"}a) \[[@CR37]\]. This A-to-I conversion is one of many processes commonly referred to as RNA editing. ADAR recognizes dsRNA structure using one to three dsRBDs depending on the organism and the isotype \[[@CR38]\]. Mammals express three isotypes of ADAR isotypes 1 and 2 display editing activity and are ubiquitously expressed, whereas isotype 3 lacks a demonstrable editing activity and its expression is limited to the central nervous system \[[@CR39]\]. Adenosine editing by ADAR1 and 2 can occur in either a site-specific or non-specific manner depending on the target dsRNA structure (Fig. [3](#Fig3){ref-type="fig"}b) \[[@CR40]--[@CR42]\]. In a perfect duplex RNAs, A-to-I editing is non-specific, and can occur for up to \~50 % of adenosines \[[@CR41], [@CR43]\]. On the other hand, for an imperfect duplex RNA with bulges or mismatches, A-to-I editing occurs in a more restricted manner that is often sequence-dependent \[[@CR44], [@CR45]\]. The best-studied examples of those site-specific targets include the Q/R and R/G sites within mRNAs encoding glutamate receptors (GluR) and serotonin receptor (5-HT2cR) \[[@CR46], [@CR47]\]. Since inosine pairs with cytidine, ADAR-mediated editing results in an inosine--uridine mismatch, which decreases the stability of the duplex \[[@CR48]\]. Inosine is also read as guanosine by the cellular ribosome, spliceosome, and viral RNA-dependent RNA polymerase, and thus A-to-I editing can alter protein-coding potential, mRNA splicing pattern, and can be propagated into viral genomes (Fig. [3](#Fig3){ref-type="fig"}a) \[[@CR37], [@CR49]\].Fig. 3**a** Schematic of dsRNA-dependent effector functions of ADAR. **b** Summary of RNA specificity of ADAR. Examples of site-specific editing targets include the Q/R and R/G sites of GluR-B pre-mRNA. **c** Structure of ADAR2 dsRBDs in complex with a RNA stem-loop containing the R/G editing site of the GluR-2 pre-mRNA (PDB: 2L3J \[[@CR73]\]). Protein residues interacting with dsRNA are shown in a *stick* representation and the flexible linker connecting between the two dsRBDs is represented by a *dotted line*. The minor and major grooves are indicated by *m* and *M*, respectively

The effect of RNA editing by ADAR on virus and antiviral immunity appears complex and depends greatly on specific cell types and viruses \[[@CR50]\]. A splice variant of ADAR1, p150, is up-regulated upon interferon stimulation and was shown to suppress replication of measles virus and virus-induced cytotoxicity \[[@CR51]\]. Although the precise mechanism for the antiviral function of p150 is not clear, extensive mutations of A-to-G and U-to-C were observed in the measles virus genome \[[@CR52]\]. Similar antiviral effects of p150 were observed with influenza A, Newcastle disease, and Sendai viruses \[[@CR51]\]. However, not all viruses are negatively affected by ADAR1 as positive effects have also been observed \[[@CR53]--[@CR55]\]. For example, site-selective editing of hepatitis D virus mRNA by ADAR is essential for proper synthesis of a viral protein, HDAg-L \[[@CR56], [@CR57]\]. In the case of vesicular stomatitis virus, ADAR helps viral replication in a manner independent of its editing activity, but rather by antagonizing PKR \[[@CR53], [@CR54]\]. In addition, recent studies showed that inosine containing dsRNAs can inhibit activation of IRF3 and therefore the downstream interferon signaling pathway, possibly by functioning as competitive inhibitors of RIG-I and MDA5 \[[@CR17]\]. While it is clear that ADAR is involved in determining the fate of host--virus interaction, how exactly ADAR exerts pro- and anti-viral effects and how these seemingly opposing functions are coordinated remain to be investigated in the future studies.

ADAR-mediated RNA editing is not limited to viral RNAs, but also occurs relatively frequently for cellular RNAs as evidenced by recent transcriptome analyses \[[@CR37], [@CR58], [@CR59]\]. The examples include \~70-nt-long pre-miRNAs \[[@CR58], [@CR60]\] and inverted Alu elements, which fold into a near-perfect duplex of \~250--300 bp \[[@CR12], [@CR61]\]. The precise biological consequences of these RNA-editing events are still incompletely understood, but are likely to be multifaceted through their effects on RNA stability, function, and subcellular localization \[[@CR37], [@CR49], [@CR62]--[@CR65]\]. It is also tempting to speculate that editing could prevent aberrant activation of the dsRNA-dependent innate immune system by disrupting the long duplex structures present among the cellular RNAs. Interestingly, deletion of ADAR1 in hematopoietic stem cells has been shown to increase the level of type I and II interferons \[[@CR66]\], which could be possibly due to the inability of the ADAR knock-out cells to disrupt cellular RNA duplex structures. In whole organisms, ADAR deficiency was shown to cause developmental abnormality in vertebrates \[[@CR67]--[@CR70]\] and behavioral defects in invertebrates \[[@CR71], [@CR72]\], consistent with an essential and versatile role of ADAR in cellular RNA metabolism.

How does ADAR recognize a specific site on an imperfect duplex RNA while promiscuously modifying a perfect dsRNA? A recent NMR structure of the two dsRBDs of ADAR2 in complex with one of the target sites (R/G site) within GluR-2 mRNA provided an important insight into the sequence-specific dsRNA recognition by dsRBD \[[@CR73]\]. In this structure, the overall interaction between dsRNA and ADAR dsRBD was similar to that seen with other homologous dsRBDs \[[@CR33], [@CR34], [@CR74], [@CR75]\], i.e., each dsRBD binds to one face of dsRNA, forming an interaction with two successive minor grooves of dsRNA (Fig. [3](#Fig3){ref-type="fig"}c). The structure also revealed, however, several unexpected contacts between protein residues and edges of bases in the minor groove at or near the site of mismatch (Fig. [3](#Fig3){ref-type="fig"}c). Although these interactions appear to depend on the presence of a mismatch and thus are unlikely to occur in a perfect duplex, the structure provides an intriguing example of the potential of the dsRNA minor groove in sequence-dependent interaction with proteins and demonstrates the versatility of dsRBDs in identifying structural irregularities embedded within a dsRNA.

Oligoadenylate synthetase (OAS) {#Sec4}
===============================

OAS belongs to a family of template-independent RNA polymerases, which includes the eukaryotic polyadenosine polymerase (PAP) and the class I CCA-adding enzyme (CCA) from Archaea \[[@CR76]\]. Mammals express four types of OAS among which three isoforms, OAS1, OAS2, and OAS3, are likely to have evolved from gene duplication. These three members of OAS display an enzymatic activity of linking two ATP molecules (donor and acceptor) via a 2′ and 5′ phosphodiester bond to synthesize 2′,5′-linked oligoadenylates \[p~*x*~A(2′p5′A)~*n*~; *x* = 1--3; *n* \>2\] \[[@CR77]--[@CR79]\]. This 2′,5′-linked oligoadenylate then functions as a cofactor to activate a latent ribonuclease, RNase-L. RNase-L degrades both viral and cellular ssRNAs, such as ribosomal RNAs and mRNAs, with little sequence specificity (typically after UU or UA sites), which results in inhibition of global protein synthesis (Fig. [4](#Fig4){ref-type="fig"}a) \[[@CR80]--[@CR82]\]. In a normal, resting state, the level of 2′,5′-oligoadenylate is tightly regulated by the enzymes 5′-phosphatase and 2′-phosphodiesterase, which inactivates and degrades 2′,5′-oligoadenylates, respectively \[[@CR83], [@CR84]\]. During viral infection, however, the level of OAS is transiently up-regulated by interferon, which results in transient activation of RNase-L and suppression of viral replication \[[@CR79], [@CR82], [@CR85], [@CR86]\].Fig. 4**a** Schematic of dsRNA-dependent effector functions of OAS. Active states of OAS and RNase-L are indicated by an *asterisk*. The precise molecular nature of their active states is as yet unclear. **b** Structure of OAS free of dsRNA or ATP (PDB: 1PX5 \[[@CR87]\]) in two opposite views. No structure is available in complex with ATP or dsRNA. Protein residues proposed to interact with the donor ATP molecule and dsRNA are shown as *red sticks* and *yellow spheres*, respectively. **c** Summary of RNA specificity of OAS. 'W' stands for A or U

Unlike PKR or ADAR, OAS does not harbor dsRBDs. The crystal structure of OAS revealed a single globular domain, composed of the N-terminal and C-terminal lobes \[[@CR87]\]. Although the structure was obtained without either a donor or an acceptor ATP molecule bound, comparison of the active site of OAS with that of PAP or CCA led to the proposal that the donor ATP binds at the interface between the two lobes (Fig. [4](#Fig4){ref-type="fig"}b) \[[@CR87], [@CR88]\]. It is as yet unclear how the acceptor ATP and dsRNA bind, and how dsRNA binding stimulates the catalytic activity of OAS. Based on the location of the positively charged groove on the OAS surface, it was proposed that dsRNA binds across the N and C terminal domains on the opposite side of the ATP binding surface (Fig. [4](#Fig4){ref-type="fig"}b) \[[@CR87]\]. Interestingly, OAS can bind to multiple types of nucleic acids, including non-activating ssRNA with little or no secondary structure \[[@CR89]\]. Based on these data, a two-step activation model has been proposed where OAS non-specifically binds to nucleic acids through electrostatic interactions, but only upon dsRNA binding can it undergo a conformational change, possibly involving a rotation of the N- and C-terminal halves, to form a functional active site \[[@CR79]\].

Is the dsRNA structure sufficient to activate OAS? Binding of OAS to dsRNA requires a minimum length of \~18--20 bp dsRNA, but a higher enzymatic activity was observed when stimulated with longer dsRNA in certain reaction conditions \[[@CR90]\], suggesting the possibility of oligomer formation \[[@CR91]\]. Unlike sequence-independent recognition of perfect dsRNA by dsRBD, activation of OAS requires two consensus sequence motifs on dsRNA that are separated by one full turn of the A-helix (Fig. [4](#Fig4){ref-type="fig"}c) \[[@CR92]\]. In addition, the OAS activity is significantly affected by base modifications, such as pseudouridine and 2′-*O* methylation \[[@CR23], [@CR92]\], which are the two most common modifications in cellular RNAs \[[@CR93]\]. It has been proposed that OAS binds to one face of dsRNA forming a direct contact with two consecutive minor grooves \[[@CR92]\], much like dsRBDs of PKR and ADAR. This model explains the separation of the two sequence motifs necessary for OAS activation, and the sensitivity of OAS to 2′-*O* methylation. However, this model does not explain how OAS detects pseudouridine modification, which affects the major groove. Adding to this complexity are the findings that ssRNA aptamers with little secondary structure and cellular as well as viral mRNAs can efficiently activate OAS \[[@CR89], [@CR94], [@CR95]\]. Comprehensive understanding of the molecular mechanism by which OAS recognizes diverse, dissimilar RNAs (Fig. [4](#Fig4){ref-type="fig"}c) to regulate its catalytic function awaits structures of OAS in complex with agonist dsRNA and ssRNA.

Toll-like receptor 3 (TLR3) {#Sec5}
===========================

Members of the Toll-like receptor (TLR) family are type I integral membrane receptors that recognize various pathogen-associated molecular patterns (PAMP) originated from viruses, fungi, bacteria, and protozoa, and activate appropriate innate immune responses \[[@CR96], [@CR97]\]. So far, 15 subfamilies of TLRs have been identified in vertebrates \[[@CR98]\]. They share a similar domain structure, which consists of a ligand-binding ectodomain containing 19--25 tandem copies of leucine-rich repeats (LRRs). The ectodomain is linked by a single transmembrane helix to an intracellular Toll-like/interleukin-1 (IL-1) receptor (TIR) domain that is involved in activation of the cellular signaling pathways \[[@CR98]\]. Each TLR is specialized in recognition of distinct PAMPs among which TLR3, 7--9 recognize foreign nucleic acids \[[@CR97]\]. TLR7 and TLR8 recognize virus-derived ssRNA \[[@CR99]--[@CR101]\], while TLR9 recognizes microbial non-methylated CpG-containing DNA \[[@CR102]\]. TLR3 is the only TLR that recognizes virus-derived dsRNA and its synthetic analogue, polyriboinosinic:polyribocytidylic acid (polyI:C)\[[@CR103]\]. Interestingly, these nucleic acid-sensitive TLRs are primarily localized in endosomal compartments, whereas other TLRs are on the cell surface.

Binding of dsRNA by TLR3 occurs via cooperative dimerization of the ectodomain, which triggers dimerization of TIR across the endosomal membrane \[[@CR104], [@CR105]\]. Dimerized TIR then recruits TIR-containing adapter-inducing interferon-β (TRIF), which in turn activates antiviral signaling pathways (Fig. [5](#Fig5){ref-type="fig"}a) \[[@CR106]\]. Forced dimerization of TLR3 ectodomain via α-TLR3 polyclonal antibodies is sufficient to activate signaling, whereas blocking dimerization via mutations of the dimer interface abrogates signaling, suggesting that dimerization is the key mechanism for dsRNA-dependent signal activation \[[@CR104], [@CR105]\].Fig. 5**a** Schematic of dsRNA recognition and antiviral signal activation by TLR3. **b** Structure of TLR3 bound to dsRNA (PDB: 3CIY \[[@CR109]\]) with a schematic depiction of the cytoplasmic TIR domain across the endosomal membrane. The minor and major grooves are indicated by *m* and *M*, respectively. **c** Summary of TLR3-stimulatory and suppressive features of RNA

The crystal structure of the TLR3 ectodomain resembles a long solenoid bent into the shape of a horseshoe, with each turn of the solenoid corresponding to a single LRR sequence from a total of 23 leucine-rich repeats, an architecture that is shared in all the structures of TLRs reported to date (Fig. [5](#Fig5){ref-type="fig"}b) \[[@CR107], [@CR108]\]. The structure of TLR3 in complex with dsRNA revealed little conformational change in either protein or RNA upon complex formation (Fig. [5](#Fig5){ref-type="fig"}b) \[[@CR109]\]. TLR3 interacts with dsRNA largely through the minor groove and the nearby phosphate backbone. Consistent with prior biochemical data, the structure showed that dsRNA binding induces dimerization of the ectodomain, where the dimer symmetry coincides with the twofold symmetry of dsRNA (Fig. [5](#Fig5){ref-type="fig"}b) \[[@CR109]\]. Dimerization involves direct protein--protein contacts between the C-terminal regions, which likely play an important role in dimerization of the cytoplasmic TIR domain (Fig. [5](#Fig5){ref-type="fig"}b). Each TLR3 molecule interacts with dsRNA via two distinct surface patches, one at the N-terminus and the other close to the C-terminus of the ectodomain. Interestingly, both patches of dsRNA-binding regions contain few basic residues such as arginine or lysine, but instead are composed of several indispensable histidine residues. Protonation of the histidine imidazole groups under acidic conditions, as expected in the endosome, would allow ionic interactions between TLR3 and the negatively charged phosphate backbone of dsRNA, which accounts for the requirement of low pH for high affinity interaction with dsRNA \[[@CR105]\].

Three mechanisms have been proposed to be responsible for specific recognition of viral dsRNAs against cellular dsRNAs by TLR3. First, the endosomal location of the TLR3 ectodomain restricts access of cellular RNAs to TLR3 or other endosomal TLRs \[[@CR110]\]. The exact mechanism by which viral dsRNA gains access to the endosomal space is not clear, but possibly through phagocytosis of released dsRNAs from virally infected or dying cells \[[@CR97], [@CR111]\]. According to this mechanism, recognition of viral RNA through TLR3 does not require viral infection of the cells expressing TLR3, and thus referred to as "extrinsic sensing" mechanism as opposed to "intrinsic sensing" by cytoplasmic receptors, such as RIG-I and MDA5 \[[@CR4]\]. This extrinsic sensing, however, implies that cellular dsRNAs from dying cells must avoid recognition by TLR3 through alternative mechanisms \[[@CR112]\]. Degradation of cellular nucleic acids by cellular or extracellular nucleases during apoptosis or post cell death appears to play an important role in preventing aberrant activation of TLR7 and 9, and protects the host from developing autoimmunity \[[@CR97], [@CR110]\]. Similar mechanisms may also apply to TLR3, but whether and how cellular dsRNA is selectively degraded in comparison to viral dsRNA remains unclear \[[@CR113]\].

In addition to endosomal access, TLR3 also requires dsRNA to be longer than \~40 bp for robust stimulation \[[@CR105]\]. This length requirement would help avoid inappropriate recognition of cellular ssRNAs with short hairpin structures or mature siRNAs or miRNAs. The crystal structure of the TLR3:dsRNA complex provides a mechanistic explanation for the length restriction, as a dimeric TLR3 spans \~40 bp dsRNA, with each monomer occupying \~20 bp \[[@CR109]\]. Longer dsRNAs of \~100 bp were shown to stimulate TLR3 more robustly, possibly suggesting a weak lateral association between TLR3 dimers along dsRNA \[[@CR105]\]. In support of lateral clustering of TLR3, neutralizing Fab fragments, which bind to the TLR3 ectodomain in a manner that could disrupt its lateral clustering, were shown to inhibit the signaling activity of TLR3 without disrupting its dsRNA binding or dimerization activity \[[@CR114]\]. In an apparent contradiction to the importance of dimerization or oligomerization, recent studies showed that exogenously introduced 21-bp siRNA can also stimulate TLR3 \[[@CR115], [@CR116]\], suggesting that low-affinity interaction with short dsRNA can be compensated for by high dose of RNA. It is possible that TLR3 can still dimerize on 21-bp dsRNA, albeit inefficiently, in the same manner as on 40-bp dsRNA or through an alternative binding mode \[[@CR117]\]. These observations suggest that dsRNA length is not an absolute criterion used by TLR3 for self and non-self discrimination, but rather a relative condition that is dependent on and can be scaled by the abundance of RNA and receptors in the cell.

Finally, dsRNA recognition by TLR3 is suppressed by the presence of modified nucleotides in RNA \[[@CR118]\]. Modified nucleotides such as*N* ^6^-methyladenosine and 2-thiouridine ablate the interferon signaling activity of TLR3, whereas pseudouridine and 5-methyluridine have more minor effects on TLR3. Interestingly, in vitro transcribed or mitochondrial RNAs, but not cytoplasmic RNAs from mammalian cell extracts, can activate the innate immune response in dendritic cells \[[@CR112], [@CR118]\]. Considering that mitochondrial RNAs contain a low level of modified nucleotides in comparison to cytoplasmic cellular RNAs \[[@CR93]\], these observations suggest that nucleotide modification provides an additional physicochemical specificity for TLR3 to efficiently discriminate between self and non-self dsRNAs (Fig. [5](#Fig5){ref-type="fig"}c).

Retinoic acid-inducible gene-I (RIG-I) {#Sec6}
======================================

RIG-I-like receptors, which include RIG-I, MDA5, and LGP2, represent another antiviral PRR pathway parallel to that of TLRs 3 and 7--9. While nucleic acid-specific TLRs are functional in the endosome, RIG-I-like receptors are located in the cytoplasm and directly sense viral RNAs in the infected cell ("intrinsic sensing") \[[@CR119], [@CR120]\]. RIG-I and MDA5 share a common domain architecture consisting of two tandem caspase activation recruitment domains (CARDs), which interact with the downstream signaling adaptor, mitochondrial antiviral-signaling protein (MAVS); a central DExD/H motif helicase domain responsible for RNA-dependent ATP hydrolysis; and a C-terminal domain (CTD) that binds to dsRNA \[[@CR120]--[@CR123]\]. LGP2 also has a similar domain architecture to RIG-I and MDA5, but lacks the CARD domain \[[@CR120]\]. Accordingly, LGP2 does not possess an immune signaling activity by itself, but is thought to up- and down-regulate the signaling activities of MDA5 and RIG-I, respectively \[[@CR124], [@CR125]\]. Exactly how RIG-I and MDA5 relay antiviral signals to MAVS is currently poorly understood, but several recent studies collectively propose the following series of events during RIG-I signaling. Upon viral RNA binding, RIG-I hydrolyzes ATP and the second CARD domain becomes covalently conjugated with K63-linked polyubiquitin by Trim25 \[[@CR126]\]. The ubiquitinated RIG-I CARD domain then self-oligomerizes, interacts with CARD of MAVS, and triggers formation of filamentous oligomers of MAVS CARD on the mitochondrial surface \[[@CR127], [@CR128]\]. This oligomeric form of MAVS CARD then recruits downstream signaling molecules such as TRAF2 and 3, which in turn activate IRF3/7 or NF-κB signaling pathways in the interferon antiviral response (Fig. [6](#Fig6){ref-type="fig"}a) \[[@CR128]\].Fig. 6**a** Schematic of dsRNA recognition and antiviral signal activation by RIG-I. **b** Summary of RIG-I-stimulatory and suppressive features of RNA. **c** Structure of RIG-I CTD in complex with dsRNA containing the 5′ triphosphate group (5′ppp) and blunt end (PDB: 3LRR \[[@CR137]\]). The nucleotide at the 5′ end (*green*) is bound by positively charged residues (*blue*) in the 5′ppp binding pocket. **d** Structure of RIG-I before and after dsRNA binding (PDB: 4A2W \[[@CR141]\] and 3TMI \[[@CR139]\], respectively). *Dotted lines* and *ovals* indicate flexible linkers and disordered domains, respectively, which are not represented in the crystal structure

The RNA selectivity of RIG-I appears to be complex and has been much debated over the last several years (Fig. [6](#Fig6){ref-type="fig"}b). It was first identified as a receptor stimulated by a dsRNA mimic, polyI:C, and thus thought to recognize simple dsRNA structure \[[@CR119]\]. Later studies revealed, however, that the 5′ triphosphate group and blunt end of RNA are important for viral recognition of short (\~20--25 bp) dsRNA by RIG-I \[[@CR18], [@CR129]--[@CR131]\]. RIG-I was also reported to recognize long (\>100 nt) ssRNA with a 5′ triphosphate group, such as the polyU/UC region of the HCV genomic RNA, in a sequence- and length-dependent manner \[[@CR132], [@CR133]\]. In addition, RNA cleavage products produced by RNase L, which contain the 5′ hydroxyl and 3′ monophosphate group, can also activate RIG-I \[[@CR22], [@CR134]\]. As with PKR, OAS, and TLR3, modified nucleotides (pseudouridine, 2-thio-uridine and 2′-*O*-methyl-uridine) suppress RIG-I stimulation by RNA \[[@CR133]\].

More detailed biochemical and biophysical studies revealed that the CTD, which displays little similarity to any previously characterized RNA binding proteins, is responsible for recognition of the 5′ triphosphate group and blunt end of dsRNA \[[@CR135], [@CR136]\]. Structures of the CTD bound to dsRNA with the 5′ triphosphate group and blunt end revealed that a conserved, essential phenylalanine in the CTD forms a face-to-face contact with the blunt-end bases \[[@CR137], [@CR138]\]. The 5′ triphosphate group forms electrostatic interactions with a cluster of lysine residues (Fig. [6](#Fig6){ref-type="fig"}c). The combination of pi-stacking and electrostatic interactions provides an explanation for the observed preference of RIG-I for dsRNA ends. Recently, three groups have independently determined crystal structures of isolated helicase domain or helicase-CTD of RIG-I in complex with blunt-ended dsRNA \[[@CR139]--[@CR141]\]. The interaction between the CTD and dsRNA is similarly preserved in the helicase-CTD--dsRNA structure, but helicase wraps around dsRNA, forming additional contacts with the RNA phosphate backbone (Fig. [6](#Fig6){ref-type="fig"}d). The most striking feature of these structures was a long, previously unrecognized "pincer" domain, which connects between the helicase subdomains (helicase 1, helicase 2, helicase 2i), possibly coordinating RNA binding, ATP hydrolysis, and a conformational change for signaling.

Despite the advances in structural and biochemical understanding of RIG-I, several issues remain unresolved in RNA detection and signaling mechanism. First, it is as yet unclear how RIG-I CARD transmits signals to MAVS. Between CARD and the helicase domain is a \~50-amino-acid linker with no predicted secondary or tertiary structure. The structure of full-length RIG-I showed that CARD interacts tightly with the helicase domain in the autorepressed state \[[@CR141]\]. Small-angle X-ray scattering (SAXS) analysis suggests that upon binding to dsRNA, CARD is dissociated from the helicase domain and is placed near the pincer domain \[[@CR139]\], but whether this conformation represents the "active", signaling-competent conformation and how it is affected by K63-linked polyubiquitination requires future investigation. Second, RIG-I was proposed to form a higher-order oligomer upon viral infection, as judged by native gel analyses and atomic force microscopy \[[@CR125], [@CR142]\], but the crystal structures and other biochemical analyses provide little evidence for such oligomerization, and instead indicate that RIG-I functions as a monomer \[[@CR139]--[@CR141]\]. Earlier studies suggest dimerization of RIG-I upon dsRNA binding \[[@CR136]\], but this is likely due to RIG-I binding to two ends of dsRNA, rather than via direct protein--protein interactions. Thirdly, it is still unclear how ATP hydrolysis regulates RIG-I conformation or its signaling activity. Mutations of the active site abrogated the signaling activity of RIG-I without altering its RNA binding activity \[[@CR143]\], which led to the proposal that ATP hydrolysis is a conformational "switch" to convert the autorepressed conformation to the signaling competent form. In support of this proposal, the ATP hydrolysis activity in vitro has been shown to correlate with the interferon stimulatory activity in the cell \[[@CR130]\]. If ATP hydrolysis indeed serves as a conformational switch, then one could, in principle, be able to lock the conformation of RIG-I into the "active" state using a certain ATP analog. On the other hand, it is possible that dynamic, repetitive ATP hydrolysis is important for signaling, possibly through a mechanism involving the observed activity of RIG-I to translocate along dsRNA \[[@CR144]\]. Fourth, while the structures provide a good explanation for the recognition of the 5′ triphosphate group and blunt end of dsRNA, it is unclear how RIG-I can also recognize other features of RNA, such as poly-U/UC sequence in ssRNA and RNase-L-degradation products. As with other dsRNA receptors discussed above, understanding the molecular mechanisms for the diverse RNA selectivity of RIG-I would require additional structural and biochemical analyses in the future.

Melanoma differentiation-associated gene 5 (MDA5) {#Sec7}
=================================================

Our understanding of MDA5 lags significantly behind that of RIG-I, despite the conserved domain architecture and the shared signaling adaptor, MAVS (Fig. [7](#Fig7){ref-type="fig"}a). The molecular features of RNA recognized by MDA5 have long remained enigmatic, but a pioneering work by Kato et al. \[[@CR145]\] revealed that dsRNA length is the major determinant that allows MDA5 to distinguish between cellular and viral dsRNAs. While RIG-I prefers short dsRNAs, MDA5-mediated signaling positively correlates with the length of dsRNA in the range of \~1--7 kb \[[@CR145]\]. The length discrimination at this scale distinguishes MDA5 from that of other dsRNA sensors such as PKR, OAS, and TLR3.Fig. 7**a** Schematic of RNA recognition and antiviral signal activation by MDA5. **b** Electron micrograph and 2D-averaged image of the MDA5 filament formed on 512 and 112 bp dsRNA, respectively \[[@CR146]\]. **c** Proposed model of dsRNA length-dependent signaling by MDA5. Filaments formed on short dsRNA disassemble rapidly during ATP hydrolysis, while filaments on longer dsRNA can undergo continuous cycles of filament assembly and disassembly, during which it activates the downstream antiviral signaling pathway through MAVS. **d** Summary of MDA5-stimulatory and suppressive features of RNA

We have recently shown that human MDA5 forms filamentous oligomers, with the appearance of stacked rings along the length of the dsRNA duplex (Fig. [7](#Fig7){ref-type="fig"}b). Each ring in the MDA5 filament is reminiscent of that of a single RIG-I monomer bound to dsRNA \[[@CR146]\]. A similar filamentous structure was observed with mouse MDA5, suggesting that this oligomerization property is conserved in MDA5 \[[@CR147]\]. The MDA5 filament is distinct from a "beads-on-a-string" type of oligomers as evidenced by the high cooperativity in dsRNA binding and its high affinity for long dsRNA far beyond the linear combination of monomer interactions \[[@CR146]\]. MDA5 filament formation was shown to correlate with ATP hydrolysis and signaling potential, also suggesting its functional importance \[[@CR146]\]. For example, MDA5 binds to various types of nucleic acids with comparable affinities, but only dsRNA binding triggers filament formation and ATP hydrolysis in vitro \[[@CR146]\] and signaling in vivo \[[@CR145]\]. No ATP hydrolysis was observed with the genomic ssRNA from EMCV, which contains a complex secondary structure in the internal ribosome entry site (IRES) located within the 5′ UTR \[[@CR146]\]. This result is consistent with the observation that viral replication is required for MDA5 activation by murine norovirus \[[@CR148]\], and suggests that MDA5 can discriminate between a perfect and an imperfect duplex containing bulges and mismatches.

In seeming contradiction to the positive role of ATP in antiviral signaling, ATP hydrolysis by MDA5 triggers its dissociation from dsRNA and consequent filament disassembly \[[@CR146], [@CR147]\]. Although a single MDA5 monomer bound to dsRNA is sufficient to hydrolyze ATP and there is no coordination of ATP hydrolysis between neighboring molecules within a filament, ATP-driven filament disassembly does occur in a manner dependent upon neighboring MDA5 molecules \[[@CR146]\]. Incorporation of catalytically inactive mutants within a filament stabilizes dsRNA bound wild-type MDA5 without diminishing its ATP hydrolysis activity \[[@CR146]\]. In addition, MDA5 dissociation is inversely proportional to the length of dsRNA \[[@CR146]\], suggesting some ordered disassembly mechanism such as sequential dissociation of MDA5 from filament ends. Examination of filament disassembly intermediates by electron microscopy showed apparent internal breaks upon ATP hydrolysis \[[@CR147]\]. This could be interpreted as disassembly of MDA5 in small fragments from internal regions of a filament. Another possibility is that MDA5 does not form a single continuous filament on dsRNA, and these apparent internal breaks represent boundaries between independent filaments (propagated from independent nuclei), each of which undergoes a separate end-disassembly process. More detailed biophysical and biochemical analyses of the filament assembly and disassembly processes are required to understand the complexities of filament dynamics.

The dynamic instability of the MDA5 filament and thus the transient nature of the interaction between MDA5 and dsRNA is intriguing in comparison to the conventional view of a stable receptor--ligand interaction, and raises several questions as to the RNA recognition and signaling mechanisms. First, how does MDA5 utilize its dynamic assembly and disassembly processes to measure the length of dsRNA? Although an answer to this question still awaits a comprehensive understanding of the filament dynamics, an insight can be obtained from the finding that MDA5 dissociates from dsRNA at a rate inversely proportional to the length of dsRNA \[[@CR146]\]. It is plausible to speculate that ATP hydrolysis mediated instability of the filament serves as a mechanism to discriminate against short dsRNA, whereas longer dsRNA gains a competitive advantage from the delayed dissociation (Fig. [7](#Fig7){ref-type="fig"}c). The dynamic nature of the MDA5 filament also raises a question as to how MDA5 interacts with MAVS during the repetitive cycle of filament assembly and disassembly. Since not every ATP hydrolysis event triggers dissociation of MDA5 from dsRNA, it is tempting to speculate that signal activation is largely mediated by MDA5 molecules that are able to hydrolyze ATP, while remaining bound to dsRNA. Testing this hypothesis would require in vitro reconstitution of the MDA5:MAVS signaling complex using purified proteins.

Are dsRNA structure and length the only features recognized by MDA5? Examination of the immunoreactivity of gel-fractionated total RNAs extracted from virally infected cells showed that viral RNA species resistant to electrophoresis are potent stimulators of MDA5-mediated interferon signaling \[[@CR149]\]. It was proposed that these RNA species contain a network of ssRNA and dsRNA regions, as would be expected for viral replicative intermediates, which led to a proposal that higher order RNA structure, instead of perfect duplex, stimulates MDA5 \[[@CR149]\]. However, the precise identity and structure of the stimulatory RNA from this study remain to be further investigated. Is MDA5 recognition dependent on RNA sequence and modification? Biochemical analyses of RNA binding \[[@CR146]\] and dsRNA-dependent ATP hydrolysis activity (unpublished result) revealed sequence independent recognition of dsRNA by MDA5. However, a recent study showed that MDA5 recognizes a specific, \~430-nucleotide region of a parainfluenza viral mRNA in an RNase-L-dependent manner \[[@CR150]\]. MDA5 was also reported to be sensitive to certain types of RNA modifications. In a recent study of*Coronavirus*, 2′-*O* methylation of the 5′ penultimate nucleotide of the viral mRNAs, a modification present in most cellular mRNAs, prevented activation of MDA5-mediated interferon signaling \[[@CR21]\]. However, unlike PKR and RIG-I, MDA5 is insensitive to the 5′ functional group of dsRNA \[[@CR151]\]. It would be interesting to test how other RNA modifications, such as pseudouridine and *N* ^6^-methyladenosine, affect the RNA binding and signaling activity of MDA5. All together, these studies suggest a more complex picture of MDA5 RNA specificity than a simple recognition of dsRNA length and structure (Fig. [7](#Fig7){ref-type="fig"}c). Future studies are necessary to determine the precise identities of the stimulatory RNAs, and dissect the importance of sequence, secondary structure, and position and type of nucleotide modification for MDA5 activation.

DHX9 and DDX1 {#Sec8}
=============

Since the discovery of RLRs, several other helicases have been identified that are involved in viral dsRNA sensing in the cytoplasm. These helicases include DHX9 (a.k.a. RNA helicase A) and DDX1, which were proposed to recognize dsRNA (and also dsDNA for DHX9) in a manner independent of RIG-I and MDA5 \[[@CR152]--[@CR154]\]. DHX9 was shown to utilize two distinct domains to bind to dsRNA and DNA, and bifurcate the downstream signal via MAVS and Myd88, respectively \[[@CR152], [@CR153]\]. DDX1 was shown to bind to dsRNA mimic, polyI:C, and form a complex with two other helicases, DDX21 and DHX36, which interact with TRIF and activate the antiviral response \[[@CR154]\]. Interestingly, both DHX9 and DDX1 were previously implicated in diverse cellular functions other than viral nucleic acid detection. For example, DHX9 was proposed to be involved in gene regulation of cellular RNAs through remodeling of ribonucleoprotein particles during translation \[[@CR155]\] and DDX1 was shown to up-regulate NF-κB-mediated transcriptional activity \[[@CR156]\]. Exactly how they coordinate these multiple divergent biological functions and whether they recognize any additional features of RNA beyond a simple duplex structure remain to be investigated.

Conclusions {#Sec9}
===========

The distinct backbone arrangement of dsRNA, in comparison to dsDNA or ssRNA, has supported a conventional model that dsRNA structure, much like lipopolysaccharides and other bacterial-specific chemical structures, is recognized by innate immune receptors as a unique molecular signature of viruses. However, recent studies of the human transcriptome have revealed a prevalence and diversity of non-coding RNAs, many of which contain a range of secondary structures, varying from an imperfect duplex of \~21 bp in miRNAs to a near-perfect duplex of \~250--300 bp in inverted repeat elements. In parallel, the innate immune sensors initially thought to recognize the dsRNA structure are now known to detect and regulate its antiviral activity in a manner dependent on other, and often multiple, features of RNA, such as nucleotide modification, 5′ functional groups, bulges, mismatches, and sequences. While the list of these additional immune-stimulatory and suppressive RNA features is expanding, our understanding of the versatile selectivity of the receptors and effectors at the level of molecular structure, thermodynamics and kinetics remains rudimentary. Future structural and biochemical studies would help us understand the underlying molecular principle, and perhaps identify combinatorial rules that could be used in therapeutic RNAs for either immune suppression or activation \[[@CR157], [@CR158]\].
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