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1Résumé :
On examine dans ce papier les propriétés de la méthode de décomposition d’une série temporelle fondée
sur la méthodologie de Beveridge-Nelson et développée dans un papier joint (Lacroix (2008)). On présente
notamment des outils utilisés dans le cadre de la mise en œuvre empirique de la méthode : traitement des
eﬀets calendaires, évaluation des révisions, lissage complémentaire de la composante transitoire de manière à
mieux appréhender d’éventuelles régularités cycliques. Le déphasage entre la séries désaisonnalisée et la série
brute est évalué sur la base de simulations. Le volet empirique de l’étude traite de trois grands indicateurs
macroéconomiques : le PIB US, l’indice de la production industrielle français, et la contribution française
à l’agrégat monétaire M3 de la zone euro. Une comparaison de la décomposition de Beveridge-Nelson avec
d’autres méthodes de ﬁltrage indique que les résultats sont très dépendants de la méthode retenue. Toutefois,
notre décomposition semble fournir des résultats interprétables selon une méthodologie transparente reposant
sur un nombre limité de paramètres clairement identiﬁés.
Mots clés : décomposition de Beveridge Nelson, racines unitaires saisonnières, désaisonnalisation, cycle.
Abstract :
This paper investigates the properties of the decomposition of a time series presented in a companion
paper (Lacroix, (2008)). The procedure relies upon an extension of Beveridge-Nelson methodology. We focus
on its empirical implementation and show the need for additional steps in order to clarify the interpretation
of the transitory component. Calendar eﬀects are included in the modelization through a slight extension
of the methodology while backward ﬁltering of the cycle provides a smoother picture of its dynamic. In
addition, special attention is paid to two drawbacks of any ﬁltering method : revisions of the estimates and
desynchronization between the raw series and the seasonal adjusted series. We provide an assessment of these
eﬀects through a small simulation experiment. The empirical analysis is devoted to three key indicators, the
US GNP, the French IPI and the french contribution to M3 monetary aggregate for the euro zone. A limited
comparison with alternative ﬁltering methods shows that the results depend heavily on the method chosen
for the decomposition. However, the Beveridge-Nelson decomposition displays nice properties and provides
sensible and useful results without excessive expense, thanks to its transparent methodology.
Keywords : Beveridge Nelson decomposition, seasonal unit roots, seasonal adjustment, cycle.
JEL classiﬁcations : C14, C22, E32
2Résumé non-technique :
C et r a v a i ld é t a i l l el am i s ee nœ u v r ed el am é t h o d ed ed é c o m p o s i t i o nd ’ u n es é r i et e m p o r e l l ep r é s e n t é ed a n s
(Lacroix (2008)). La méthode repose sur une extension des décompositions de Beveridge-Nelson (BN), et per-
met d’extraire simultanément les composantes usuelles d’une série temporelle : tendance, cycle, composante
saisonnière. La décomposition suppose une identiﬁcation préalable précise de la dynamique non-stationnaire
de la série, qu’elle soit de nature stochastique ou déterministe. La composante cyclique est obtenue comme
le résidu stationnaire d’espérance nulle de la décomposition.
Plusieurs sujets connexes doivent être abordées dans la perspective d’une utilisation opérationnelle de
cette méthode. Nous intégrons ainsi dans notre cadre d’analyse le traitement des eﬀets calendaires, le suivi
des révisions apportées aux composantes au fur et à mesure de leur réestimation, un lissage supplémentaire
appliqué à la composante transitoire de façon à en faciliter l’interprétation, et enﬁn l’existence d’un déphasage
entre la série ﬁltrée et la série brute résultant du caractère asymétrique du ﬁltre. Ce dernier point est traité
par l’intermédiaire d’un exercice de Monte-Carlo au cours duquel une comparaison est eﬀe c t u é ea v e cl e
ﬁltre d’extraction du signal proposé dans le logiciel SEATS. Il apparaît que la décomposition BN parvient
généralement à identiﬁer la présence du cycle ﬁgurant dans le modèle simulé au prix d’un léger déphasage,
ce qui n’est pas toujours le cas de SEATS.
L’application empirique traite de trois séries macroéconomiques d’usage courant (le PIB US, l’indice de
la production industrielle pour la France et la contribution française à l’agrégat monétaire M3 de la zone
euro), et prolonge l’exercice de comparaison avec des ﬁltres alternatifs (X12, SEATS, HP). On vériﬁea i n s i
que la décomposition dépend largement de la méthode choisie, en particulier pour la composante cyclique,
car celle-ci est la moins persistante. En outre, dans le cas de la méthode BN, l’approche semi-paramétrique
semble préférable pour la modélisation de la dynamique stationnaire de la série brute dans la mesure où les
erreurs de spéciﬁcation d’un modèle paramétrique de type ARMA ont des répercussions signiﬁcatives sur
l’estimation des composantes.
Les résultats issus de la décompoistion BN du PIB US permettent ainsi de retrouver les périodes de
récession identiﬁées par le NBER, et fournissent une représentation interprétable de la dynamique des deux
autres séries. Dans le cas de l’agrégat monétaire M3, un cycle est identiﬁé, contrairement à la décomposition
proposée par SEATS.
3Non-technical summary :
This paper investigates the properties of the decomposition of a time series presented in a companion
paper (Lacroix, (2008)). The procedure allows for the simultaneous estimation of the various components of a
time series (trend, cycle, seasonal components) in a single framework. The main tool is provided by extended
Beveridge Nelson (BN) decompositions, with a crucial preliminary identiﬁcation of non-stationarities, both
stochastic and deterministic, in the dynamic of the series. The cycle is deﬁned as the stationary part of the
decomposition and captures all transitory dynamics.
Several topics have to be adressed in order to implement our methodology for practical and recurrent use.
The most signiﬁcant are : calendar eﬀects, which are included in our framework through a slight extension
of the methodology, evaluation of revisions which stem from the continuous update of estimates, additional
backward ﬁltering of the cycle which provide a smoother picture of its dynamic. Lastly, special attention
is paid to the possible desynchronization between raw and ﬁltered series. This issue is examined through
a Monte Carlo experiment and a limited comparison with results delivered by the SEATS software (signal
extraction analysis). It turns out that while BN ﬁlters always identify the cyclical component included in
the simulated model, this is not generally the case for SEATS estimates.
The empirical analysis is devoted to three key economic indicators : US GNP, French IPI and French
contribution to M3 monetary aggregate for the euro zone. We pursue a comparison with alternative ﬁltering
methods commonly used for seasonal adjustment and trend-cycle analysis (X12, SEATS, HP). As expected,
the shape of the decomposition is quite dependent on the method. However, BN estimates provide inter-
pretable results for the three series under scrutinity. In particular, US recessions identifed from the GNP’s
cyclical component match the NBER’s chronology.
41I n t r o d u c t i o n
Depuis une vingtaine d’années, les progrès de l’économétrie ont permis d’enrichir la boite à outils des conjonc-
turistes de nouvelles aides à l’interprétation : correction des variations saisonnières et calendaires, ﬁltrage,
extraction de cycle, construction d’indicateurs avancés ou coïncidents à partir d’analyses factorielles ou
de modèles markoviens. Tout cet arsenal vise à simpliﬁer l’interprétation des variations de court-terme
pour un public relativement large. Or, cet objectif n’est que partiellement atteint pour trois raisons es-
sentielles. Tout d’abord, les résultats obtenus peuvent ne pas être suﬃsamment conclusifs, la grille de
lecture proposée demeurant opaque. Ensuite les conclusions tirées de l’analyse sont toujours contingentes
à la méthodologie mise en oeuvre, ce qui pose la question de la sensibilité des résultats aux diverses hy-
pothèses et paramètres. Enﬁn, la multiplicité d’approches concurrentes peut entraîner des eﬀets indésirables
car l’absence d’arguments théoriques désignant "la" meilleure méthode conduit souvent à l’usage simultané
d’outils concurrents. L’interprétation des discordances éventuelles est alors prudemment laissée au soin de
l’utilisateur des chiﬀres.
À l’origine de ces diﬃcultés se trouve souvent l’absence de transparence du processus conduisant de la
série brute à l’indicateur ﬁnal. L’exemple de la désaisonnalisation est à cet égard éclairant : la procédure
Census-X12 déﬁnit un ﬁltre théorique ﬁxe, indépendant de la série traitée. Cette propriété a d’ailleurs été
longtemps considérée comme un point fort de la méthode. Mais une fois pris en compte le traitement des
points extrêmes et le paramétrage optionnel des moyennes mobiles en fonction de la volatilité des données,
le ﬁltre eﬀectif de la procédure devient fortement non-linéaire (Ghysels et alii (1996)), de sorte qu’il est alors
diﬃc i l ed ed é c r i r ed em a n i è r es y n t h é t i q u el as é q u e n c ed et r a n s f o r m a t i o n se ﬀectuées sur la série brute.
On propose dans ce travail une méthodologie susceptible de réduire les zones d’ombre dans ce type
d’analyse, en s’appuyant sur la décomposition d’une série temporelle univariée proposée par Lacroix (2008).
Dans le prolongement du travail séminal de Beveridge et Nelson (1981), le principe est de mettre l’accent
sur l’identiﬁcation la plus précise possible des composantes non-stationnaires de la variable brute, puis de
déﬁnir le cycle comme la partie purement stationnaire (ou peu persistente) de la série. En particulier, aucune
modélisation spéciﬁque a priori du cycle n’est requise ici.
Nous abordons dans ce travail les propriétés de la décomposition, ainsi que les questions touchant à
sa mise en oeuvre pratique. Plus précisément, l’interprétation des composantes dépend d’un ensemble de
facteurs que l’on examine sur des exemples empiriques : robustesse des résultats au modèle estimé, prise en
compte de l’incertitude sur les données brutes (existence de révisions), remplacement d’une moyenne mobile
symétrique par une moyenne asymétrique pour l’estimation des composantes.
Le plan est le suivant : un rappel du cadre conceptuel et des éléments de la décomposition fait l’objet
de la section 2. Les traitements complémentaires qui facilitent l’interprétation des résultats sont exposés
section 3 au travers notamment du traitement des eﬀets calendaires et d’une typologie des révisions. Un
5bref exercice simulé (section 4) illustre la méthodologie proposée et notamment les propriétés en terme de
déphasage. Enﬁn, trois applications empiriques sont exposées dans les sections 5 et suivantes, avec succes-
sivement: l’agrégat monétaire "contribution française à l’agrégat M3 zone euro" (incluant une comparaison
avec d’autres méthodes), le PIB nominal US et l’indice de la production industrielle pour la France. Enﬁn,
une annexe rassemble une présentation synthétique des outils d’analyse spectrale utilisés dans le papier.
2 Représentation de Beveridge-Nelson généralisée
La modélisation est présentée en détail dans un papier joint (Lacroix (2008)). On rappelle seulement dans
cette section le cadre d’analyse, les hypothèses, ainsi que les propriétés des décompositions de Beveridge-
Nelson qui seront utilisées dans les applications.
On suppose que la série traitée est modélisée par un processus aléatoire yt ∈ R admettant la représentation
suivante :
ϕ(B)(yt − ξt)=dt + ut pour t ≥ 1 (1)
avec (ut) vériﬁant :
∀t ≥ 1,u t = u∗
t
∀t<1,u t =0 (2)
(u∗
t)t∈Z processus stationnaire, d’espérance nulle, stricitement non-déterministe, admettant la représentation
de Wold :
u∗




où (εt)t∈Z est un bruit blanc de variance σ2.L ef a i tq u eΨ(B) soit le développement de Wold entraîne la
propriété bien connue :
Ψ(z) 6=0si |z| < 1 (4)




kq |ak| < ∞ pour q ≥ 2
Notons fu la densité spectrale de (u∗
t). Il résulte de Hq que fu est de classe Cq. Nous supposerons en outre:
Hf :i n ffu > 0
On note kXk2 =
p













6avec Θ1,Θ2 ⊂ Θ et Θ = {ωj}1≤j≤J ⊂ [0,π] ensemble ﬁnie de fréquences. De plus, on suppose Θ1 ∩ Θ2 = ∅
de manière à exclure la présence simultanée de racine unitaire et de tendance déterministe à une fréquence
donnée. (a1j) et (a2j) sont des paramètres ﬁxés. Par convention, a2j =0si ωj =0ou π. On peut avoir
Θ2 = ∅ auquel cas dt ≡ 0. Les ensembles disjoints Θ1 et Θ2 seront décrits en extension :
Θ1 = {ω1,...,ωr}, Θ2 = {ωr+1,...,ωL}































∆ωj (B) est l’opérateur de diﬀérentiation saisonnière :
∆ω (B)=1− 2cosωB + B2 si ω ∈ ]0,π[
=1− cosωB si ω =0ou π




6=0pour ωj ∈ Θ1 (7)
Les paramètres dωj décrivent les degrés d’intégration de (yt) aux fréquences ωj. Nous considérerons dans ce
travail deux cas particuliers :
H1
d : dωj =1pour tout ωj ∈ Θ1
H2
d :0 ∈ Θ1,d 0 =2 ,d ωj =1pour tout ωj ∈ Θ1 \{0}
ξt désigne un terme déterministe prenant en compte des eﬀets déterministes identiﬁés dans la série yt :
eﬀets calendaires, point aberrant, rupture de tendance, etc. Ces eﬀets sont supposés être estimés dans une
étape préalable et retirés de la série : on suppose donc ξt =0 .
Notons d le degré du polynôme ϕ(B);si Θ∗
1 = Θ1\{0} :
d =2× card(Θ∗
1)+d0 × card(Θ1 ∩ {0})
Le modèle (1) permet de déﬁnir yt pour tout t ≥ 1 en fonction de dt et des (uk)1≤k≤t dès que l’on dispose
du vecteur des d valeurs initiales Y0 =( y0,y −1,...,y −d+1)
0
. On suppose ces valeurs initiales ﬁxées (non
aléatoires).
Sous H1
d, (yt) est non-stationnaire, et intégré d’ordre 1 à toutes les fréquences. On notera en particulier
que Hω assure que ∆ωj (B) ne peut être factorisé dans Ψ(B),e td o n cq u eωj e s tb i e nu np ô l ed u( p s e u d o ) -
spectre de yt.
7Sous H2
d, (yt) e s tI ( 2 )àl af r é q u e n c eω =0 . Ces deux hypothèses couvrent l’ensemble des modèles
classiques de non-stationnarité de type SARIMA utilisés dans les travaux empiriques utilisant des données
macroéconomiques.
Pour simpliﬁer l’écriture des développements qui suivent, on pose :
dj,t [a]=a1j cos(ωjt)+a2j sin(ωjt)
Lorsque les coeﬃcients a1j et a2j sont remplacés par des variables aléatoires, soit A1, et A2,j dépendant
seulement des conditions initiales Y0 de yt, on notera le terme obtenu dj,t [A]. Lorsque ces coeﬃcients
dépendent des valeurs initiales de l’innovation (εt), c’est à dire de termes εk pour k ≤ 0, on écrira dj,t [E].
Les lettres minuscules dans l’argument de dj,t identiﬁent donc un terme rigoureusement déterministe.
Il est avantageux d’écrire dj,t [a] sous forme complexe:
dj,t [c]=c1jeiωjt + c2je−iωjt,c 2,j = c1,j (8)
On introduit de même les trends déterministes saisonniers :
Tdj,t [c]=c1jteiωjt + c2jte−iωjt,c 2,j = c1,j (9)
Pour ﬁgurer un terme de la forme dt dans (1), c’est à dire une combinaison linéaire de variables dj,t on
adopte la notation symbolique:
r X
k=1




Tdjk,t [a]=[ Tdj1|Td j2|...|Tdjr][a] (11)




∀t ≤− d : yt = dt =0
∀t ≤ 0:ξt =0
Pour t = −d +1 ,...,0:dt = ϕ(B)yt
La décomposition recherchée de (yt) est fondée sur l’opérateur ”inverse” de la diﬀérentiation, l’opérateur






sinω si ω ∈ ]0,π[ et t ≥ 1
=
Pt





sinω si ω ∈ ]0,π[ et t ≤− 1
= −
P0
k=t+1 yke−iω[t+1−k] si ω ∈ {0,π} et t ≤− 1
=0si t =0
(12)
La décomposition de Beveridge-Nelson généralisée permet de représenter yt comme une superposition
de signaux périodiques déterministes, dont certains ont une amplitude ﬁxée par les conditions initiales Y0
tandis que d’autres dépendent de paramètres inconnus, ainsi que de tendances stochastiques saisonnières
"pures", chacune de ces tendances étant associée à une fréquence ωj ∈ Θ1 ﬁxée.
8• Modèle H1
d




avec Zj,t déﬁni par : ⎧
⎨
⎩
∆ωj (B)Zj,t = aj (B)ut pour t ≥ 1
et
Zj,t =0pour t ≤ 0
(14)
aj (B) est un polynôme de degré au plus égal à 1.
• Modèle H2
d















1,t = μ1ut pour t ≥ 1
et
Z1






1,t = e a1ut pour t ≥ 1
et
Z2
1,t =0pour t ≤ 0
(17)




∆ωj (B)Zj,t = e aj (B)ut pour t ≥ 1
et
Zj,t =0pour t ≤ 0
(18)
Sous chacune des hypothèses Hd,i ls u ﬃtd o n cd ec o n n a î t r eaj (B) (ou e aj (B) et μ1) pour déterminer
(Zj,t)t≥1 àp a r t i rd e(ut)t≥1.
La décomposition (13) ou (15) peut être poursuivie de manière à faire apparaître la composante station-
naire de la série. Celle-ci recense les eﬀets transitoires aﬀectant la série, et dans certains cas, pourra être




⎢ ⎢ ⎢ ⎢
⎣
y =[ d1|d2|...|dr][A]+[ d1|d2|...|dr][E]+[ d1|d2|...|dL][a]
+
Pr
j=1 Sωj {λj (B)aj (B)ε}
+Γ(B)ε
(19)




⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢
⎣













j=2 Sωj {λj (B)e aj (B)ε}
+Γ(B)ε
(20)
Les expressions (19) et (20) isolent, en fonction de leur variabilité, les trois composantes de la série yt.
Ainsi, sous H1
d, on obtient:
• La composante déterministe modélisant le niveau moyen de la série. :
y1,t =[ d1|d2|...|dr][A]+[ d1|d2|...|dr][E]+[ d1|d2|...|dL][a]
= E(yt |Y0,ε k,k≤ 0)
Le qualiﬁcatif déterministe désigne aussi bien le terme non stochastique (dépendant de a et A), que
stochastique (terme dépendant de E).




Sωj {λj (B)aj (B)ε}t
Chacune des composantes de y2,t est une marche aléatoire saisonnière construite à partir du processus
MA(2) θt = λj (B)aj (B)εt pour ωj / ∈ {0,π}, ou du bruit-blanc εt lorsque ωj ∈ {0,π}.
• La composante stationnaire :
y3,t = Γ(B)εt
On suppose maintenant que Θ e s td el af o r m e( 5 )o u( 6 )a v e c0=ω1 ∈ Θ1.
On peut alors interpréter ce qui précède sous l’angle de la décomposition traditionnelle d’une série tem-
porelle suivant les composantes usuelles. Par exemple, sous H1
d :
• Tendance :
Tt = d1 [A]+d1 [E]+d1 [a]+S0 {(λ1,1a1)ε}t (21)
La tendance stochastique non-déterministe de cette composante a pour innovation (εt), à un facteur
multiplicatif près.
• Composante saisonnière :
St =[d2|...|dr][A]+[ d2|...|dr][E]+[ d2|...|dL][a]
+
Pr
j=2 Sωj {λj (B)aj (B)ε}t
(22)
10On note que cette composante s’écrit directement comme l’agrégation des harmoniques associées aux
fréquences saisonnières, et que même lorsque Θ2 = ∅, la saisonnalité inclut des termes déterministes
dont les coeﬃcients sont fonction des valeurs initiales Y0 du processus : ces valeurs initiales ont donc
une inﬂuence forte sur le proﬁl saisonnier de la série, notamment pour les premiers points. Par la suite,
la composante stochastique non-stationaire permet à ce proﬁl d’évoluer avec le temps.
• Composante transitoire :
Ct = y3,t
Les phénomènes irréguliers sont incorporés dans cette composante, que l’on nommera plus simplement
"cycle". Le terme "cycle" signiﬁe précisément "oscillations stationnaires", sans qu’il y ait a priori de
régularités assimilables à un cycle dans y3.
L’estimation des diﬀérentes composantes de la décomposition suppose d’abord l’identiﬁcation des racines
unitaires ﬁgurant dans Θ1 et Θ2 : on utilise ici conjointement les tests proposés par Hylleberg et alii (1990),
et Canova et Hansen (1995). Une fois les racines identiﬁées, la décompositon peut être obtenue selon deux
approches. L’une est paramétrique, et suppose la modélisaton de la composante stationnaire de la série
brute, yt, ut s o u sf o r m eA R M A .L ’ a u t r ee s ts e m i - p a r a m é t r i q u e:e l l ea p p r o x i m el al o id eut par un modèle
auto-régressif dont l’ordre croît avec la taille de l’échantillon. Ces deux méthodes, dénommées dans la suite
"BN paramétrique" et "BN semi-paramétrique" sont décrites en détail dans Lacroix (2008).
3 Interprétation des résultats
L’estimation des composantes théoriques de la série fournit un ensemble d’indicateurs bruts dont la lecture
appelle un certain nombre de traitements complémentaires. Nous abordons maintenant ceux qui paraissent
l e sp l u si m p o r t a n t sp o u ru n ei n t e r p rétation correcte des résultats.
3.1 Etudier les propriétés de Ct
Cette analyse peut être menée selon diﬀérentes approches. Nous privilégions ici l’analyse en fréquence de Ct,
de manière à identiﬁer la présence éventuelle d’une fréquence dominante dans la dynamique de la variable.
Dans l’aﬃrmative, on vériﬁera si cette fréquence peut être associée à un cycle. Il suﬃt pour cela d’estimer
la densité spectrale de (Ct).
3.2 Calculer les corrélations entre composantes
Ces corrélations sont calculées sur les variables stationnaires obtenues après diﬀérentiation des diﬀérentes
composantes. Contrairement aux décompositions usuelles, aucune structure particulière n’est imposé pour
ces corrélations. Leur estimation peut être utile pour l’interprétation des composantes obtenues.
113.3 Comparer les résultats obtenus selon plusieurs approches
La modélisation semi-paramétrique n’introduit que des hypothèses minimales sur (ut). En ce sens, elle
apparaît plus robuste que la modélisation paramétrique qui peut être sensible aux erreurs de spéciﬁcation. Il
est intéressant de vériﬁer si les résultats obtenus par les deux méthodes sont proches, en particulier en ce qui
concerne la dynamique de (Ct). On verra dans notre application que les résultats obtenus sont quelquefois
divergents1, et qu’il est nécessaire de pousser les investigations plus loin pour déterminer, du point de vue
statistique, la "meilleure" estimation du cycle.
3.4 Calculer un indicateur interprétable du cycle
Lorsque (Ct) indique la présence d’une composante cyclique, il est intéressant de suivre son évolution au
mois le mois. Malheureusement, les phénomènes irréguliers associés aux hautes fréquences rendent son
interprétation délicate. Nous avons besoin ici d’une étape supplémentaire de lissage, eﬀectuée dans l’esprit
du ﬁltre de Baxter-King.







gkeikω =1{|ω| ≤ ω∗}
Ce ﬁltre symétrique élimine toutes les fréquences supérieures à ω∗ de la série à laquelle il est appliqué.
Les coeﬃcients du ﬁltre sont : ½
gk =
sin(ω∗k)
πk si k 6=0
g0 = ω∗
π
Nous proposons d’étudier alors :
Ct {ω∗}




En pratique, on conservera tous les cycles d’une durée supérieure à 1 an, ce qui revient à ﬁxer ω∗ égal
à la première fréquence saisonnière, soit ω∗ = π /6 pour des données mensuelles. (Ct) étant stationnaire,
l’application du ﬁltre g(B) ne pose aucun problème. En revanche, le ﬁltre étant bilatéral et inﬁni, il n’est
pas utilisable en pratique. Dans les méthodes de ﬁltrage usuelles, le traitement de la ﬁn de série est résolu
par l’ajout de prévisions b CT+h, pour h =1 ,...,H,a v e cH ”suﬃsamment” grand. Le ﬁltre théorique tronqué
à chaque extrémité est ensuite appliqué à la série ainsi prolongée.
Une autre approche consiste à expliciter le ﬁltre a(B) fondé sur l’ensemble d’information réduit2:
CT = {Ct | −∞ <t≤ T}
1Ceci n’est en fait pas surprenant, car le cycle n’est pas calculé directement, mais déﬁn ic o m m eu nr é s i d u ;àc et i t r e ,i l
cumule toutes les divergences observées sur les autres composantes entre les deux méthodes.
2En réalité, les données disponibles sont {Ct | 1 ≤ t ≤ T}. Mais on supposera T suﬃsamment grand pour négliger les eﬀets
de bord liés liés à la non-observation des valeurs Ct pour t ≤ 0.






E(Ct {ω∗} − Ct,T)





k=0 ak (t,T)eikω ∈ L2 ([−π,π],f X(ω)dω)
(24)
La contrainte permet de déﬁnir sans ambiguïté la convergence de la série déﬁnissant Ct,T. Elle sera satisfaite
automatiquement ici en raison de la continuité des fonctions at,T(eiω) et fX(ω).











son innovation, de variance
σ2
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on obtient : ½
mk (t,T)=pk−(T−t) si k ≥ T − t
mk,t,T = nk−(T−t) si 0 ≤ k<T− t

















La série {Ct,T}1≤t≤T estimée à la date T n’est plus stationnaire car ses coeﬃcients dépendent du temps.
En restreignant l’ensemble d’information aux valeurs passées de Ct,e tn o nd eCT (ce qui est licite pour








Ct {ω∗} − b Ct {ω∗}
´2





k=0 akeikω ∈ L2 ([−π,π],f X(ω)dω)
(26)
3Le signe ”+” (resp. "-") désigne les puissances positives ou nulles (resp. négatives) de eiω dans le développement en série
de la fonction entre crochets.










k=0 wjzj, les coeﬃcients (wj) étant également sommables.


























La série b Ct {ω∗} est alors stationnaire, de densité spectrale:
fω∗ (ω)=fC(ω)
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(29)
La variance de l’erreur de prévision E
³














¯ ¯ ¯ ¯
2
dω (30)
Il est important de remarquer que la série obtenue, Ct {ω∗} ou b Ct {ω∗} doit être utilisée seulement
comme indicateur. En eﬀet, sa densité spectrale étant nulle sur un segment, la série est déterministe :s o n
comportement est pathologique, car elle peut théoriq u e m e n tê t r ep r é v u es a n se r r e u ràp a r t i rd es o np a s s é .
Elle ne saurait donc ﬁgurer dans les modèles économétriques traditionnels qui excluent systématiquement ce
type de dynamique.
3.5 Prendre en compte les eﬀets calendaires
Les eﬀets calendaires (qualiﬁés également de "jours ouvrables") sont traditionnellement modélisés par l’intro-
duction de variables déterministes représentant la structure des jours du mois (nombre de jours ouvrés, de
jours féries, de lundi, mardi,...,dimanche, etc.). Ce type de modélisation passe dans notre modèle (1) par
la variable ξt. Il en résulte que les eﬀets modélisés sont ﬁxes. Or, à l’instar de la saisonnalité, les eﬀets
calendaires évoluent dans le temps avec l’activité économique (modiﬁcation des habitudes de consommation,
eﬀet des 35 heures...). Il peut être intéréssant alors de modéliser ces phénomènes comme la saisonnalité
stochastique non-stationnaire, de façon à permettre un comportement évolutif de cette composante.
Les régularités calendaires saisonnières (ex : le mois de janvier a toujours 31 jours) sont captés dans
la composante saisonnière. Les régularités calendaires non-saisonnières peuvent être associées, comme pour
la saisonnalité, à une fréquence précise (voir Cleveland et Devlin (1980) pour une discussion détaillée). En
eﬀe t ,l en o m b r ed ej o u r sm o y e nd ’ u nm o i se s t :
30.4375 =
7 × 31 + 4 × 30 + 3
4 × 28 + 1
4 × 29
12
Lorsqu’une grandeur mesurée sur données quotidiennes, périodique de période T =7jours est agrégée pour
former une nouvelle série mensuelle, la variable résultante admet une contribution importante à sa variabilité
de la fréquence ωjo =2 π × 30.4375
7 . L’alias de cette fréquence dans l’intervalle [0,π] est e ωjo =0 .6964 × π.
14De même, pour des données trimestrielles, le nombre moyen de jours d’un trimestre est:
91.3125 = 3 × 30.4375
et ωjo =2 π × 91.3125
7 , d’alias e ωjo =0 .2804 × π.
La procédure consiste alors à ajouter e ωjo à l’ensemble Θ des fréquences testées. Accepter l’hypothèse
de racine unitaire pour cette fréquence (soit e ωjo ∈ Θ1) introduira une composante calendaire fortement
évolutive dans la série. À l’inverse, si e ωjo ∈ Θ2,l e se ﬀets seront stables. Dans ce dernier cas, le rejet du test
de signiﬁcativité joint des coeﬃcients des variables cos(e ωjot) et sin(e ωjot) implique qu’il n’y a pas d’eﬀets
calendaires résultant de la répartion des jours de la semaine dans le mois.
Par rapport à l’approche usuelle, la nature précise des eﬀets calendaires n’est pas explicitée. Ce point
n’est pas essentiel dans notre travail puisque l’on se concentre d’abord sur la mesure du cycle.
Remarque :d ’ a u t r e se ﬀets dont la régularité est plus diﬃcile à capter peuvent être inclus directement sous
la forme de variables déterministes dans la modélisation, notamment les fêtes mobiles (Pâques, Ramadan,
fête des mères).
3.6 Quantiﬁer les révisions
La décomposition de Beveridge et Nelson eﬀectuée dans le cadre paramétrique repose intégralement sur la
bonne spéciﬁcation du modèle (1). Le processus de révision des composantes peut donc être décrit par
l’enchaînement suivant :
1. Révision de la donnée brute
2. Révision du choix des racines unitaires / Révision du choix des variables d’intervention ξt
3 .R é v i s i o nd el as t r u c t u r ed um o d è l eA R M Ae s t i m ép o u r(ut)
4. Révision des paramètres du modèle ARMA estimé pour (ut), incluant les coeﬃcients des termes déter-
ministes ﬁgurant dans dt
L’étape 1 est hors du contrôle de l’utilisateur. En revanche, les étapes suivantes peuvent être eﬀectuées
selon des périodicités éventuellement distinctes, de manière à arbitrer entre deux objectifs opposés : inté-
grer le plus rapidement possible l’information disponible (avec pour conséquence l’introduction de révisions
permanentes), et minimiser les révisions àc o u r t - t e r m e( a v e cp our conséquence de diﬀérer la prise en compte
des nouvelles données pour l’estimaton des paramètres clés du modèle. La détermination de ces fréquences
de réestimation ne peut être eﬀectuée qu’empiriquement, à partir de l’étude du proﬁl de révisions résultant
des divers scénarios envisagés (voir Lacroix et Maurin (2008) pour une approche similaire expérimentée lors
de la construction d’agrégats monétaires désaisonnalisés).
15Le choix de l’approche semi-paramétrique permet de réduire les révisions associées aux étapes 3 et 4.
En eﬀet, seul l’ordre du modèle autorégressif peut varier en fonction du critère d’information, et ce choix
est automatique. Aucune intervention n’est requise pour modiﬁer la structure du modèle, comme dans les
modélisations ARIMA classiques.
Puisque les paramètres décrivant la décomposition sont clairement identiﬁés, et tous sous contrôle de
l’utilisateur, il est possible de quantiﬁer les diverses révisions intervenant entre deux échéances successives,
soit t − 1 et t. On adopte la notation suivante, pour une décomposition multiplicative (c’est à dire additive








i,k {$l} pour k =1 ,...,t
• y
(t)
k : la version de la donnée brute relative à l’échéance k et disponible en t, avec t ≥ k
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$l; l’indice i prend ici trois valeurs (tendance, cycle, saisonnalité).
La décomposition dépend donc :
- du jeu de données brutes utilisées (paramètre (t))
- du jeu de paramètres utilisés (paramètre l).
En traitement courant, les décompositions en t − 1 et t sont respectivement:
⎧
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⎪ ⎪ ⎪ ⎩















i,k {$t} pour k =1 ,...,t


























































t−1 {$,k,i} + Rt
t−1 {y,k,i} (34)
16Le premier terme mesure les révisions liées à la révision des paramètres ($t−1 → $t). Le second terme
décrit les révisions de la composante liées au révision de la série brute, c’est à dire le passage de l’échantillon
brut disponible en t − 1 à l’échantillon disponible en t. Cet eﬀet ne devrait ici concerner que les échéances
k pour lesquelles une révision est eﬀectivement intervenue : les coeﬃcients du ﬁltre sont en eﬀet les mêmes
pour construire y
(t)
i,k {$t−1} et y
(t−1)
i,k {$t−1}.
Il résulte alors de (31) un éclairage sur la révision sur la série brute, puisque celle-ci se factorise selon :
-U ne ﬀet "coeﬃcients des ﬁltres de la décomposition".
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La décomposition de la révision de g
(t)
k est complète, à condition de ne pas oublier l’erreur provenant de
l’approximation logarithmique, g
(t)
k − e g
(t)
k .
4 Une évaluation par simulation
L’usage d’un ﬁltre asymétrique pour construire les estimations des composantes est peut être la principale
critique adressée aux décompositions de Beveridge-Nelson. Les estimations souﬀriraient d’un déphasage
avec les données brutes originelles, ce qui impliquerait une datation erronée, car eﬀectuée avec retard, des
inﬂexions conjoncturelles. Or, il semble, à notre connaissance, qu’aucune étude n’ait permis d’étayer de
manière convaincante cet argumentaire. Au contraire, une étude récente (Mir et Osborn (2004)) indique,
dans un cadre diﬀérent (modèles de type "Markov-Switching"), que le ﬁltre symétrique associé à la procédure
X12 conduit à des distorsions pour l’identiﬁcation des changements de régime. En outre, l’usage de prévisions
àl aﬁnd el as é r i ec o m b i n éa um a i n t i e nd ’ u nﬁltre bilatéral conduit de facto à un ﬁltre quasi-asymétrique pour
ces dernières observations : en eﬀet, les prévisions sont des fonctions linéraires des observations passées5.
Nous proposons d’illustrer cette question par le biais d’un bref exercice simulé, en partant d’un modèle
simple pour lequel une composante cyclique est eﬀectivement présente dans la dynamique de la série agrégée.
5La recherche de ﬁltres asymétriques optimaux peut également être envisagée comme subtitut au ﬁltrage symétrique tradi-
tionnel dans les modèles à composantes inobservables, pour les estimations à la ﬁn de l’échantillon (Bell et Martin (2002)).
17Il s’agit alors d’examiner la "proximité" de cette composante inobservable avec la composante transitoire
fournie par la décomposition BN.








classique à composantes inobservables :
Xt = Tt + Ct + St
La tendance stochastique I(1), sans trend déterministe est simplement
Tt = Tt−1 + ε0,t et T0 = c0
où (ε0t) est un bruit-blanc de variance σ2
0.
Le cycle est modélisé simplement selon la récurrence sur variables complexes:
e Ct = λeiωc e Ct−1 +e εt pour t ≥ 1
avec λ ∈ ]0,1[ : lorsque λ ' 1, e Ct est très persistent; e C0 =0et :
e εt = ε1t + iε2t
ωc désigne la fréquence envisagée pour le cycle ; (ε1t) et (ε2t) sont deux bruit-blancs indépendants, de
variance σ2
c.





On vériﬁe facilement que (Ct) est bien stationnaire et d’espérance nulle, de forme ARMA(2,1):
¡
1 − 2λcosωcB + λ
2B2¢
Ct = at + θcat−1 pour (at) bruit-blanc
On considérera des cycles de 2 ans, soit ωc = π\12 .
La composante saisonnière St se décompose comme
P
ωj∈Θ∗ Sj,t avec, pour ωj = π
2,π:
e Sj,t = eiωj e Sj,t−1 +e εj,t pour t ≥ 1











s o n td e sb r u i t sb l a n c si n d é p e n d a n t sd ev a r i a n c e sσ2





18(Sj,t) est de forme ARMA(2,1) autour d’un terme déterministe dj,t pour ωj ∈ ]0,π[, AR(1) si ωj = π:
½
∆ω (B)(Sj,t − djt)=aj,t + θjaj,t−1
(aj,t) bruit-blanc, et θj =0si ωj = π
Les ratios suivants permettent de contrôler l’importance relative (par rapport au cycle) de chaque com-











Il en résulte que ϕ(B)Xt suit un modèle ARMA(2,5).
L’application de la décomposition fournit la série stationnaire CBN




¢ ´est stationnaire, bivarié. On peut donc déﬁnir le co-spectre f12 (ω), l e sd e n s i t é ss p e c t r a l e sf1 et





,P h (ω)=a r gf12 (ω)
Rappelons que K est toujours compris entre 0 et 1, et qu’une valeur proche de 1 à une fréquence ω donnée
indique la présence d’une liaison marquée, linéaire, pour cette fréquence, entre les deux séries. La phase
Ph(ω) est interprétable par le biais de la pente en ω, i.e. Ph ´(ω) (Brockwell et Davies (1991)). Une pente
proche de zéro indique que les deux séries sont synchrones en ω. Une pente positive indique que la série
CBN
t est en retard sur Ct pour la fréquence considérée, et la valeur de la pente donne une indication du
nombre de périodes associée à ce retard. En revanche, si la pente est négative, alors CBN
t est un indicateur
avancé de Ct pour cette fréquence. Notons enﬁn que la phase et la cohérence en ω ne dépendent que des
paramètres du modèle déﬁnissant (Xt).
Nous cherchons maintenant à évaluer ces deux fonctions en prenant en compte deux sources d’incertitude
pouvant aﬀecter la décomposition de BN : la taille réduite de l’échantillon de données disponible, et la
mauvaise spéciﬁcation du modèle ARMA.




¢ ´. Il en résulte
les estimateurs b K (ω) et c Ph(ω). On approxime la loi de ces estimateurs par l’usage de simulations de Monte
Carlo, selon la méthodologie suivante :







en supposant les ε








2. Pour chaque ωj =
2πj
T ,j∈ {0,1,[T /2]} et h =1 ,...,N sim, calculer C
(h)BN





b K(h) (ω) et c Ph
(h)
(ω). Pour le calcul de la décomposition, on se limite au modèle (mal spéciﬁé) AR(12)
pour chaque échantillon. Cette hypothèse revient en en fait à eﬀectuer un traitement semi-paramétrique
de l’estimation de la densité spectrale de ut (Bühlmann, (1997)).










b K∗ (ω)= 1
Nsim
PNsim
h=1 b K(h) (ω)






ainsi que l’intervalle de conﬁance associé6:
Fig.1
Fig.2
6Cet intervalle repose sur la normalité asymptotique de la moyenne calculée à partir d’un échantillon de variables indépen-
dantes et équidistribuées.
20Fig.3
Le spectre de CBN
t restitue la contribution importante de la fréquence ωc = π/12 (trait vertical sur les
graphiques). En revanche, pour les autres fréquences, des divergences apparaissent entre les deux spectres :
ceci n’est pas surprenant, dans la mesure où CBN
t n’est pas un estimateur statistique7 de Ct,m a i sp l u t ô t
un indicateur de sa régularité temporelle la plus importante, liée à la fréquence ωc.
La cohérence apparaît satisfaisante (car maximale) en ωc. La phase indique, comme on pouvait s’y
attendre, que CBN
t e s te nr e t a r ds u rCt. U n er é g r e s s i o nl o c a l ed ec Ph∗ (ω) sur la constante et ω,p o u r
ω ∈ [0,1;0.5] donne une estimation empirique de la pente : on obtient un retard d(ωc)=3 ,66 ' 1 trimestre.
À titre de comparaison, on eﬀectue le même travail de décomposition de la série à l’aide du logiciel
TRAMO-SEATS tel que ﬁgurant dans l’interface DEMETRA développée par EUROSTAT. Les échantillons
simulés sont les mêmes que précédemment, et pour chacun d’entre eux, on laisse la procédure déterminer
automatiquement le modèle ARIMA "optimal" utilisé ensuite pour l’estimaton des composantes inobserv-
ables. Cette décomposition fournit la composante saisonnière, l’irrégulier, la tendance, et, éventuellement,
la composante cyclique. Un premier résultat relativement surprenant est qu’une composante cyclique n’est
eﬀectivement estimée que dans 46 % des échantillons traités. Pour les autres échantillons, soit aucun modèle
ARIMA n’a passé avec succès l’ensemble des tests de validation, soit les paramètres et/ou la structure du
modèle ne sont pas compatibles avec l’existence d’un cycle, tel que déﬁni par la procédure SEATS.
Sur la base des 459 échantillons pour lesquels le cycle a été estimé, l’analyse de Monte-Carlo fournit les





La phase est pratiquement nulle à toutes les fréquences, ce qui est conforme à l’usage d’un ﬁltre bilatéral.
Le spectre de CBN
t présente clairement un caractère saisonnier, avec un maximum global en 5π/6 (5 cy-
cles/an). En ωc, on observe un maximum local en ωc, la cohérence en ce point étant légérèment plus faible
que pour la méthode BN. Au total, il est diﬃcile d’interpréter CBN
t comme une série à dominante cyclique.
5 Application empirique : la contribution française à M3 zone euro
5.1 Méthode de Beveridge-Nelson paramétrique
La série étudiée est la contribution française mensuelle à l’agrégat M3 de la zone euro. La série est étudiée sur
la période de janvier 1980 à avril 2004. La Banque de France eﬀectue la CVS de cette série, et commente des
taux de croissance trimestriels ou annuels, les évolutions mensuelles apparaissant très volatiles. Le glissement
23mensuel et le taux de croissance annuel mesurés à partir de la série CVS sont représentés ci-dessous:
Fig.7. Glissements mensuel et annuel de M3 France
La CVS oﬃcielle produite par le SASM repose sur l’usage de SEATS appliqué à la série de ﬂux corrigée
des eﬀets déterministes. Les encours sont ensuite reconstruits par cumul des ﬂux. Ensuite, les taux de
croissance mensuels sont calculés en appliquant à la série d’encours diverses corrections (eﬀets de change, de
valorisation, changement de périmètre ...), de sorte que la variation d’encours n’est ne fait pas exactement
égale au ﬂux).
Dans le cadre de notre exercice de comparaison, nous travaillerons directement à partir de la série
d’encours brute en logarithme (pour réduire les problèmes d’hétéroscédasticité), soit yt =l o g( M3t), corrigée
des eﬀets calendaires et autres eﬀets déterministes identiﬁés par le logiciel TRAMO. Nous eﬀectuons ensuite
la décomposition par le logiciel SEATS, et par la méthode BN. Enﬁn, les taux de croissance mensuels seront
calculés directement à partir des encours obtenus.
O ns u p p o s ed ’ e m b l é eq u e(yt) possède au moins une racine unitaire à la fréquence ω =0 , conformément
aux hypothèses standards de modélisation de demande de monnaie. Les tests de racine unitaire eﬀectués au
seuil de 5 % sur la variable (∆0yt) donnent les résultats suivants (le test HEGY est eﬀectué avec un seul
retard sur la partie AR d’après le critère BIC) :
ωj 0 π \6 π\3 π \2 2π\3 5π \6 π
HEGY I(1) I(0) I(0) I(0) I(1) I(0) I(1)
CH I(1) I(1) I(1) I(0) I(1) I(1) I(1)
Les divergences entre les deux tests nous amènent à considèrer ensuite la variable ﬁltrée:
e yt =( 1− B)




24Le test HEGY sur cette variable (eﬀectué avec un AR(9)) conduit à:
ωj π \6 π\3 5π \6
HEGY I(0) I(0) I(0)























Les statistiques de test HEGY obtenues sur les sous-échantillons (cf Lacroix (2008)) sont décrites par
les graphiques ci-dessous (les courbes relatives à ω = π /6 ,π/3et π ne sont pas représentées, les deux
premiers étant similaires à ω =2 π/3, et la dernière à ω =0 ), le trait horizontal désigne la valeur critique
asymptotique du test au seuil de 5%).
Fig.8.ω=0 Fig.9.ω= π/2
Fig.10.ω=2 π/3 Fig.11.ω=5 π/6
On observe une croissance nette pour ω = π/2 cohérente avec le rejet de l’hypothèse nulle, et une
constance de la statistique pour ω =0 ,2π/3 également cohérente avec l’acceptation de H0. Le cas ω =5 π/6
apparaît plus litigieux : on aurait pu tout aussi bien inclure cette fréquence dans Θ1.
25Le traitement paramétrique du résidu ut s’eﬀectue par un modèle ARMA, qui s’écrit, après élimination
des termes déterministes non-signiﬁcatifs:
¡
1 − α1B − α2B2¢






La composante déterministe est spéciﬁée selon :

























Ce modèle est validé par les tests usuels (tests d’autocorrélation des résidus, test de rupture) dont les résultats
ne sont pas détaillés ici.
Nous obtenons alors la décomposition de la série yt, puis la décomposition multiplicative de M3t en
prenant l’exponentielle de chaque composante.
5.2 Méthode semi-paramétrique
Le modéle estimé pour (ut) est un AR(p). Le nombre de retards, déterminé par critère SBC dans l’intervalle
[5; 20] (pour un échantillon de taille T = 292)e s tpopt =9 . On constate d’abord que les résidus estimés
(labellés "np10" sur le graphique ci-dessous) sont très proches de ceux obtenus précédemment (label "p10"):
Fig.12.R ´ esidus b εt
26En revanche, les cycles estimés sont pratiquement en opposition de phase !
Fig.13. Composantes transitoires
Ce résultat surprenant à deux causes possibles :
-s o i tl em o d è l eA R M Ae s tm a l - s p é c i ﬁé
- soit l’approximation semi-paramétrique ne "fonctionne" pas, et les estimateurs aﬀérents sont biaisés.
Concrètement, les écarts sur les composantes stochastiques estimées proviennent:
a] des écarts sur les résidus estimés b εt
b ]d e sé c a r t ss u rl e sd e u xp a r a m è t r e sd é ﬁnissant b λj (B) pour ωj ∈ ]0,π[,s o i ti c iωj = 2π
3
c] des écarts sur b λj = b Ψ(−1) pour ωj = π
d] des écarts sur b η1,1 = e a1b Ψ(1) − μ1b Ψ ´(1) et b η1,2 = μ1b Ψ(1) pour ωj =0
Les paramètres intervenant dans b], c] et d] convergent en
√
T vers des lois normales. Pour estimer leurs
variances asymptotiques et comparer les distributions obtenues par chacune des méthodes, nous recourrons
àu ne x e r c i c ed eB o o t s t r a ps e l o nl am é t h o d o l o g i es u i v a n t e:
• Étape 1 : À partir des résidus estimés b εt pour t ≥ p +1 , p étant l’ordre de la partie AR du modèle
( o nn o t ed em ê m eq l’ordre de la partie MA), calculer les résidus centrés :






• Étape 2 :S o i tFe ε la fonction de répartition empirique des (b εt,T)p+1≤t≤T . Générer un échantillon de
variable i.i.d suivant la loi Fe ε :
Pour t =1− max(p,q),...,0,1,...,T : ε∗
t Ã Fe ε




t = b κ (B)ε∗
t pour t ≥ p +1
u∗
t = b ut pour 1 ≤ t ≤ p
b φ(B) et b κ (B) sont les paramètres estimés à partir de b ut (i.e, la série étudiée).
• Étape 4 : Calcul des observations Bootstrap diﬀérenciées à partir de u∗





composante déterministe estimée sur la série étudiée :
z∗





pour t =1 ,...,T




t pour t =1 ,...T
y∗
t = yt pour t ∈ {−d +1 ,...,−1,0}







On prend Nb = 1000 pour limiter les temps de calcul.
• Étape 7 : Pour chaque échantillon Bootstrap b =1 ,...,B,e ﬀectuer les décomposition semi-paramétrique
et paramétrique, et récupérer b λ
b
j (B), b η
b
1,1 et b η
b
1,2.














2,j − b λ2,j
´
,...
Les densités sont calculés à partir d’un estimateur non-paramétrique à noyau gaussien d’Epachechnikov.
La validité de la procédure Bootstrap est montrée par exemple dans Bühlmann (1996), pour la méthode
semi-paramétrique avec régression sur variables déterministes comme c’est le cas ici, et par Kress et Franke






1,j − b λ1,j
´




b λ1,j − λ1,j
´
dans l’espace des distributions
(fonctions de répartition) muni d’une métrique appropriée (distance de Mallows).
On obtient les distributions suivantes (ﬁg. 14a à 14e) :
28Lecture : "p10" = paramétrique, "np10" = semi-paramétrique.
Fig.14a. λ1,j pour ωj = 2π
3
Fig.14b. λ2,j pour ωj = 2π
3
29Fig.14c. λj pour ωj = π
Fig.14d. μ1,1 pour ωj =0
30Fig.14e. μ1,2 pour ωj =0
Les distributions sont proches entre les deux méthodes, sauf pour le poids de la composante I(1), μ1,1 pour
lequel la variance calculée avec l’estimateur paramétrique est nettement plus élevée (5,29 contre 0,41). Cet
écart pourrait indiquer un problème de spéciﬁcation du modèle ARMA aux basses fréquences8.D a n s l a
mesure où le proﬁld eCt dépend fortement de ce paramètre, nous sommes conduits à privilégier la
décomposition semi-paramétrique. Ses composantes sont décrites par les graphiques ci-dessous :
Fig.15. Composante saisonni` ere
8Sous l’hypothèse d’une bonne spéciﬁcation du modèle, la variance asymptotique théorique de l’estimateur semi-paramétrique
est toujours inférieure à la variance de l’estimateur paramétrique.
31Fig.16. Composante transitoire
Fig.17. Composante saisonni` ere stochastique, ω = 2π
3
32Fig.18. Composante saisonni` ere stochastique, ω = π
Fig.19.Te n d a n c e(stoch. + d´ eterministe)
33Fig.20.S ´ eries CV S
Les graphiques des composantes saisonnières stochastiques (ﬁg. 15, 16 et 17) présentent des changements
de régime typiques de la non-stationnarité : ils traduisent le caractère évolutif de la saisonnalité de la série.
La même remarque s’applique à la tendance (ﬁg. 19 et 20), pour laquelle la composante I(2) apparaît plus
l i s s eq u el ac o m p o s a n t eI ( 1 ) ,c o m m ei ls ed o i t .E n ﬁn, la composante transitoire présente deux caractéristiques
dominantes : l’une est saisonnière (période de 12 mois), l’autre peut être associée à la présence d’un cycle
de période Tc ' 2,7 ans, comme en témoigne l’estimation de la densité spectrale avec bandwidth optimal de
cette composante. L’exercice de bootstrap décrit précédemment permet en outre de construire un intervalle
de conﬁance à 95 % pour chaque estimation c fC (ω) obtenue. Les détails de cette estimation ﬁgurent en
annexe.
Fig.21.S p e c t r ed eC t, et intervalle de confiance ` a 95%
34On note que la forme de l’intervalle de conﬁance ne conﬁrme pas clairement la présence de la composante
cyclique. Rappelons que l’existence d’eﬀets saisonniers dans le cycle n’est pas incompatible avec le fait que
le cycle fasse partie de la composante CVS de la série : en eﬀet, la saisonnalité incluse dans la composante
saisonnière est par déﬁnition très persistente (déterministe, ou associée à une racine unitaire). Or, la saison-
nalité mise en évidence dans Ct est par déﬁnition, peu persistente : il s’agit d’un choc temporaire assimilable
ayant localement (dans le temps) un caractère saisonnier.
La série CVS ainsi construite (ﬁg. 20) semble un peu plus volatile que la CVS réalisée par le logiciel
SEATS. Ceci provient pour partie de l’usage de ﬁltres bilatéraux dans SEATS dont le pouvoir de lissage
est supérieur aux composantes asymétriques utilisées dans la décomposition de Beveridge-Nelson. Mais le
facteur essentiel ici est l’absence de composante cyclique identiﬁé par SEATS, ce qui conduit à des facteurs
saisonniers plus volatiles, et en conséquence une CVS plus lisse : nous revenons sur ce point plus en détail dans
la section suivante : cette information indique la présence de modiﬁcations temporaires dans la saisonnalité
de la série.
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La composante saisonnière apparaît peu corrélée avec les autres composantes. Ce qui est une hypothèse
standard des procédures de désaisonnalisation semble vériﬁé ici empiriquement (on note qu’un test formel
de cette hypothèse serait envisageable, cette corrélation dépendant seulement des coeﬃcients du modèle
ARMA estimé pour ut). De même, les composantes transitoires et tendancielles sont faiblement corrélées.
En revanche, les deux composantes de la tendance présentent une liaison négative très marquée.
Au total, il apparaît que M3t admet une composante cyclique interprétable, et que l’analyse conjonc-
turelle de cette variable peut être eﬀectuée à partir de la tendance (ﬁg. 19) et du cycle
(ﬁg. 16).
Il est possible maintenant d’appliquer la méthodologie de la section 3 : on construit ainsi une évaluation
plus lisse du cycle, en éliminant les fréquences associées à des phénomènes de période inférieures à 1,5 année.
Pour l’estimation du modèle décrivant CBN
t , on se limite à la famille des AR(p) pour p ≤ pmax =1 2 ,l e
35retard p étant sélectionné sur la base du critère BIC.
Fig.22. Lissage de Ct (filtre backward)
Dans le graphique ci-dessous, les deux séries sont normalisées par la densité spectrale estimée au point zéro
de CBN
t , c fC (0). Ceci permet d’éliminer les eﬀets d’échelle lors de la comparaison avec d’autres séries.
Fig.23.L i s s a g ed eC t (filtre backward/forward)
"Reel" désigne CBN
t ; la courbe de la ﬁg. 23 désigne l’indicateur utilisable au mois le mois. La courbe
ﬁg. 24 désigne la série ﬁltrée (23) obtenue par le ﬁltre bilatéral. Elle est évidemment plus lisse, donc plus
interprétable. En revanche, passée mai 2003 (trait vertical), cette courbe utilise des prévisions, elle est alors
moins ﬁable.
36On observe que l’amplitude de la composante cyclique apparaît moins prononcée depuis 2000. Ce
phénomène peut être rapproché du calendrier de mise en place de l’Union monétaire. Cependant, la ro-
bustesse de ce résultat doit faire l’objet d’investigations complémentaires.
Enﬁn, il est possible de décrire le "poids" de la composante transitoire, et du cycle dans la série. On
procède pour cela à une analyse de variance rudimentaire, en régressant le taux de croissance de la série













Le coeﬃcient R2 de cette régression fournit la part de variance du glissement mensuel CVS "expliquée"
par la composante transitoire. Une régression similaire avec pour variable explicative la variable lissée e Ct











Notons R2 [C] le coeﬃcient correspondant. On trouve R2 =2 6%e tR 2[C] = 9 %.
Au mois le mois, on peut conduire une analyse classique en termes de contribution au taux de croissance











1,8 % attribuable à la composante saisonnière
0,5 % attribuable à la tendance
0,3 % attribuable à la composante transitoire
On peut imaginer des indicateurs "d’alerte" à partir de ces contributions, par exemple, quand la part
de la composante cyclique excède un certain seuil ou présente une persistence sur plusieurs échéances. Ce
prolongement, associé aux problématiques de reporting régulier, pourra être étudié ultérieurement.
Enﬁn, nous concluons cette étude par un examen rapide des révisions intervenues entre les échéances
d’avril 2004 et août 2004 ; en particulier nous comparons le taux de croissance mensuel issu de la CVS
eﬀectuée par SEATS (ﬁg. 23c), avec celui résultant de la décomposition BN (ﬁg.23b). Bien entendu, le
modèle est réestimé pour chaque échéance; seule la structure des racines unitaires reste la même.
Sur la ﬁg. 23b, on représente, conformément à la méthodologie décrite section 3.6:
- La série construite en août 2004 (label "(t,t)")
- La série construite en avril 2004 (label "(t-4,t-4)")
- La série construite en août 2004 avec les paramètres déterminés en avril (label "(t,t-4)")
On constate que ces trois courbes sont pratiquement confondues, ce qui indique une bonne stabilité de
la méthode entre les deux échéances. En particulier, l’ordre du modèle AR appliqué à (ut) r e s t el em ê m e
(popt =9 ).
37Fig.23b. R´ evisions CV S − BN
De même, le proﬁl de la composante cyclique (lissage de la composante transitoire) est peu révisé:
Fig.23c. R´ evisions Cycle − BN
38En revanche, le proﬁl de la CVS fournie par SEATS est moins stable:
Fig.23d. R´ evisions CV S − SEATS
5.3 Procédures alternatives
5.3.1 Filtre à composante inobservables : SEATS
La procédure SEATS n’identiﬁe pas de cycle pour M3t, ce qui n’est pas surprenant compte tenu des
enseignement de l’exercice simulé précédent. Par ailleurs, la composante saisonnière identiﬁée par ce logiciel
a l’allure suivante :
Fig.24.S t,S E A TS
39La comparaison sur longue période avec la composante issue de la méthode BN est instructive:
Fig.25.S t, Beveridge − Nelson
On observe une rupture marquée dans le comportement saisonnier décrit par SEATS, celle-ci intervenant
au cours des années 1992-1994, période marquée par des ﬂuctuations de grande ampleur (crises de change,
entrée en récession). Au contraire, la composante obtenue par la méthode BN apparaît plus stable jusqu’en
1999, avec une modiﬁcation du comportement saisonnier à partir de cette date. On peut donc conclure
qu’une partie de la volatilité de la série attribuable à sa composante cyclique se retrouve, dans le cas de
SEATS, aﬀectée aux autres composantes, soit ici la composante saisonnière.
5.3.2 Filtre uniforme : X12/HP
Il s’agit ici d’enchaîner un traitement classique de désaisonnalisation par le logiciel X12, et d’extraire ensuite9
à partir de la série CVS, la composante cyclique par le ﬁltre de Hodrick-Prescott. Les deux procédures
utilisent les paramètres par défaut (en particulier λ = 1600 pour le ﬁltre HP). Le modèle ARIMA utilisé
dans X12 est ﬁxé après investigation à (3,1,1)(0,1,1). Rappelons qu’en fonction de λ, la fonction de gain du
ﬁltre HP pour l’estimation du cycle a l’allure suivante sur l’intervalle [0,π/2] (le trait vertical désigne la
9X12 n’identiﬁe pas de composante cyclique, seulement la "tendance-cycle", égale à la CVS moins l’irrégulier.
40première fréquence saisonnière, π /6):
Fig.26.G a i nd uf i l t r eH Pe nf o n c t i o nd eλ
Pour λ = 1600, les fréquences ω<ω l =0 ,5058 sont pratiquement toutes conservées; ωl correspond à
une période Tl =1 2 ,4 mois, soit pratiquement la durée du premier cycle saisonnier (trait vertical sur la ﬁg.
26).
On représente ﬁg. 27 ci-dessous le cycle obtenu, ainsi que le cycle de la méthode BN :
Fig.27.C t par BN et X12/HP
41La comparaison des deux courbes montre que, selon la méthode choisie, l’ampleur du cycle et la datation
des points de retournements sont très diﬀérentes. Il nous semble qu’il est préférable de privilégier alors une
méthode intégrant le moins d’a priori. Hors, ceux-ci sont nombreux dans l’usage combiné de X12 et HP: le
choix des (nombreux) paramètres est dans une large mesure arbitraire, car reposant implicitement sur les
valeurs par défaut.
La nécessité d’une validation statistique nous semble importante, dans la mesure où la théorie économique
ne permet pas de situer a priori ces points de retournements par rapport à ceux de la production (l’indice
de la production industrielle étudié ci-dessous, par exemple), comme en atteste l’importante littérature
relative aux liens de causalité entre ces deux variables (voir par exemple Swanson (1998)). En revanche,
pour certaines séries, on dispose d’une évaluation exogène des points de retournement : c’est l’exemple que
nous traitons maintenant.
6 Un benchmark : le PIB nominal US
Cette série trimestrielle est disponible en données brutes pour la période 1960-2002. On dispose par ailleurs
de la datation des points de retournement eﬀectuée par le NBER. Rappelons que cette chronique repose
sur l’usage et l’interprétation par un collège d’experts de multiples données. Les arguments utilisés pour
conclure à une entrée ou sortie de récession sont publiés sur le site du NBER. Cette procédure n’a donc rien
d’automatique, et fournit une base de référence utilisable à son tour pour évaluer la qualité des nombreuses
méthodes d’extraction du cycle. Ainsi, chacune de ces méthodes se doit de passer au "banc d’essai" de cette
série, et prouver qu’elle permet au moins de retrouver la plupart des dates proposées par le NBER (voir par
exemple Canova (1998)).
Le graphique ci-dessous montre pour la période considérée le glissement annuel du PIB, et les périodes
de récession identiﬁées par le NBER (zones grisées). On remarque que, parmi les multiples épisodes au
cours desquels le glissement annuel est en baisse sur plusieurs trimestres consécutifs, seuls quelques uns sont
42associés à des récessions.
Fig.28. PIB nominal, donn´ ees brutes
On applique la méthodologie "semi-paramétrique" à cette série. Les tests de racine unitaire conduisent
à retenir l’hypothèse H2
d avec:




On trouve un retard autorégressif popt =6 , et une composante transitoire dont la densité spectrale a l’allure
suivante:
Fig.29. Spectre de la composante transitoire
43Cette composante présente un comportement saisonnier stationnaire, donc peu persistent (maximum à la
fréquence ω = π/2), ainsi qu’un comportement cyclique dont la période est comprise entre 9 et 10 trimestres,
soit 2,5 années.
On vériﬁe ensuite que les périodes de récession déterminées par le NBER correspondent bien à des phases
descendantes du cycle. Ceci est particulièrement clair sur la série lissée selon le ﬁltre bilatéral:
Fig.30. Composante transitoire
Ce résultat conforte donc notre approche, dans la mesure où l’analyse du NBER se fonde majoritairement
sur des données CVS, alors que la série traitée ici est brute.
7 Application empirique : l’indice de la production industrielle en France
La série brute, non-corrigée des eﬀets de calendrier est disponible sur la période janvier 1990 à avril 2004:
44Fig.31.I PI: indice brut
Les tests de racine unitaire conduisent à retenir pour yt =l o g( IPIt) l’hypothèse H1
d avec:






















(e yt − dt)=( 1+θ1B)εt
Dans ce modèle, la composante déterministe dt c o m p o r t et o u sl e st e r m e sa s s o c i é sàΘ2. Ceux-ci apparaissent
en eﬀet tous signiﬁcatifs. Pour simpliﬁer l’analyse, aucune correction calendaire n’est incorporée au terme
dt.
Contrairement aux résultats obtenus pour l’agrégat M3, les deux décompositions (paramétriques et semi-
45paramétriques, avec popt =2 ) donnent ici des résultats similaires:
Fig.32. Composantes transitoires
On retient par exemple la décomposition "paramétrique", décrite par les graphiques ci-dessous.
Fig.33. Composante saisonni` ere
46Fig.34. Composante transitoire
Fig.35.Te n d a n c e
47Fig.36.S ´ erie CV S
On observe sur cette série que la saisonnalité transite uniquement par les facteurs déterministes, ce qui
découle directement des résultats des tests de racine unitaire. En conséquence, les facteurs saisonniers sont
constants. Ce résultat n’est pas surprenant, compte tenu de la taille relativement modeste de l’échantillon
(15 ans), et de la régularité remarquable de la saisonnalité de la série (en particulier, le "creux" du mois
d’août). Seule une période d’observation plus longue permettrait d’observer une saisonnalité évolutive.
La dynamique de la composante transitoire est entièrement dominée par un pic à la fréquence
ωjo =2 π × 30.4375
7 [2π] traduisant l’existence de régularités calendaires non-saisonnières.
Fig.37.S p e c t r ed eC t
48Le lissage de la composante "cyclique" permet d’éliminer cette fréquence, et conduit à la courbe suivante:
Fig.38.L i s s a g ed eC t (filtre backward/forward)
Le cycle ﬁltré permet de mettre en évidence la composante de période 34,4 ' 2,8 ans, ce qui est
sensiblement du même ordre de grandeur que pour M3t.
L’analyse conjoncturelle de cette variable pourra donc s’eﬀectuer à partir du cycle et de la
tendance (ﬁg. 35), cette composante ne nécessitant aucun lissage supplémentaire. On remarque d’ailleurs
que le ﬁltre (23) n’est pas déﬁni pour une série non-stationnaire10.
E nt e r m ed ep a r td ev a r i a n c ee x p l i q u éd ug l i s s e m e n tm e n s u e lC V S ,o nt r o u v e:
• pour la composante transitoire : R2 =8 4%
• pour la composante cyclique : R2[C] = 2 %.
La forte contributon des eﬀets calendaires (conservés dans la série) explique la valeur élevée obtenue pour
R2.
En guise d’illustration, un premier rapprochement des composantes cycliques estimées pour M3 et IPIt
10Le ﬁltre "oﬃciel" de Baxter-King comporte le terme (1 − B)(1− F), F = B−1 étant l’opérateur "forward"et peut être
utilisé pour des séries intégrées au plus d’ordre deux à la fréquence ω =0 , mais stationnaire aux autres fréquences.
49conduit à:
Fig.39.C y c l e sd eM 3 et IPI
U n ea n a l y s es p e c t r a l er a p i d ed ec e sd e u xc o u r b e s( ﬁg. 40) indique que le cycle de M3 e s te nr e t a r dd e2
à 3 mois sur le cycle de la production industrielle11. En raison de sa fragilité, ce résultat doit faire l’objet
d’analyses plus poussées. Par exemple, un exercice de bootstrap bivarié permettrait d’en assurer la validité.
Fig.40.P h a s ee n t r eM 3 et IPI
11Ce résultat est obtenu en eﬀectuant une régression locale autour de la fréquence cyclique ωc, c’est à dire ici pour 0,1 ≤
ω ≤ 0,3 de ph(ω) sur la constante et ω. Le "délai" est le coeﬃcient de ω.
508C o n c l u s i o n
Ce papier illustre à partir de quelques exemples les potentialités de l’approche de Beveridge-Nelson généralisée
pour la décomposition d’une série temporelle. En particulier, les composantes estimées sont déﬁnies sans-
ambiguïté, et le processus ayant conduit à l’estimation de ces composantes, quoique complexe, peut-être
décrit de façon complètement transparente.
Parmi les enseignements des applications empiriques réalisées, deux nous semblent particulièrement in-
structifs:
- L’approche paramétrique pour l’estimation des composantes apparaît relativement fragile : en par-
ticulier, la sensibilité des résultats aux erreurs de spéciﬁcation du modèle ARMA sous-jacent conduit à
privilégier l’approche semi-paramétrique.
- Le cycle doit être retraité pour fournir un signal interprétable. Ce signal peut présenter des divergences
importantes avec l’estimation résultant de la combinaison d’un ﬁltre de désaisonnalisaton (X12), et de
décomposition tendance-cycle (HP).
Ce travail admet un prolongement naturel sous la forme d’un véritable exercice de simulation qui permet-
trait une véritable comparaison des approches concurrentes d’estimation du cycle, notamment BN et X12-HP.
Il serait également intéressant d’examiner la robustesse de la méthode pour des spéciﬁcations s’écartant des
hypothèses du modèle (modèles hétéroscédastiques, dynamiques non-linéaires), et de vériﬁer si l’on obtient
malgré tout un signal interprétable.
À ce stade, les indicateurs proposés dans cette étude viennent enrichir la boîte à outils des conjoncturistes.
Leur usage à des ﬁns de reporting doit cependant être envisagé avec précaution. En eﬀet, la méthodologie
est par essence statistique et n’intègre pas à ce stade les contraintes liées à l’interprétation des résultats. La
diﬃculté provient également de l’absence de concensus relatif à l’identiﬁcation des cycles qui gouvernent les
grands indicateurs macroéconomiques sur le modèle des travaux du NBER aux États-Unis. Pour autant,
l’estimation conjointe selon une méthodologie uniﬁée de la tendance, du cycle et de la saisonnalité s’avère
particulièrement prometteur.
519 Annexe : l’analyse spectrale
L’analyse spectrale des séries temporelles est l’équivalent de l’analyse de Fourier des fonctions périodiques.
Rappelons qu’une fonction f (t) déﬁnie sur R,p é r i o d i q u ed ep é r i o d eT admet sous des conditions de régularité
assez générales la décomposition:






{ak cos(ωkt)+bk sin(ωkt)} (37)
avec ak et bk coeﬃcients de Fourier, et ωk = kω, ω = 2π
T étant la fréquence fondamentale (ou pulsation) du
phénomène pérodique. Les ωk représentent pour k ≥ 2 les harmoniques de ω.
On considère maintenant une variable aléatoire discrète stationnaire (ut) d’espérance nulle pour laquelle
on espère obtenir une écriture équivalente à (37); nous supposerons dans un premier temps (ut) périodique,
de période (minimale) T :
∀t ∈ Z,u t+T = ut
Deux diﬀérences majeures surgissent :
a] les propriétés stochastiques de (ut) implique que les coeﬃcients de Fourier seront également aléatoires,
d’espérance nulle.
b] l’indice t est discret, au lieu d’être continu : ceci implique que seules les fréquences ωk ∈ [0,π] seront
p r é s e n t e sd a n sl ’ é c r i t u r ed eut :








{Ak cos(ωkt)+Bk sin(ωkt)} (38)
a] implique maintenant que E(Ak)=E(Bk)=0 .
En économie, les phénomènes modélisés par des variables aléatoires ne sont jamais rigoureusement péri-
odiques. L’écriture (38) doit être généralisée, de manière à inclure toutes les fréquences possibles ω. Comme
l’espace des temps est discret, cet ensemble se réduit à [0,π] (pour un processus en temps continu, l’espace
serait R). On obtient alors, heuristiquement, une description de ut comme superposition de signaux péri-
odiques élémentaires associés chacun à la fréquence fondamentale ωl = 2lπ
L , L étant un entier (suﬃsamment
























52dZ (ω) est une variable aléatoire qui représente le poids de la composante périodique, de fréquence ω dans la
décomposition de ut sur les fréquences ﬁgurant dans [−π,π]. La relation (39) est la représentation spectrale
de (ut).
On a E{dZ (ω)} puisque E(ut)=0 . On montre de plus qu’il existe en général une fonction f positive
vériﬁant :
var {dZ (ω)} = f (ω)dω





(39) et (40) constituent les éléments fondamentaux de l’analyse en fréquence de (ut):les valeurs élevées de f
identiﬁent en eﬀet les fréquences ω prépondérantes dans la volatilité de ut. Chaque fréquence ω∗ ainsi isolée
peut ensute être reliée à un phénomène particulier en fonction de la valeur de la période associée, T∗ = 2π
ω∗.
On montre ensuite que toute variable aléatoire X appartenant à l’espace linéraire engendré par les (ut)t∈Z









2 f (ω)dω < +∞
Cette fonction est appelée caractéristique spectrale de X. Lorsque X = ut, on retrouve la représentation
spectrale de ut,a v e cnX (ω)=eitω. Un des intérêts de cette approche est de pouvoir transformer un
problème relatif à des variables aléatoires (ici les ut et toute série temporelle qui s’en déduit linéairement)
en un problème faisant intervenir un espace fonctionnel (les fonctions de carré intégrable sur [−π,π] pour
une mesure particulière) pour lequel on dispose de techniques particulièrement puissantes.
9.1 Estimation non-paramétrique du spectre
Pour une fonction h à valeurs complexes déﬁn i ee tc o n t i n u es u r[−π,π],o nn o t e r a|h|∞ =s u p
ω∈[−π,π]
|h(ω)|.





et Iu (ω) est le périodogramme de (ut)1≤t≤T .. On suppose (ut) stationnaire
vériﬁant les hypothèses de la section ??.S o i tc fu (·) un estimateur à noyau de la densité spectrale fu de (ut).






KbT (ω − ωk)Iu (ωk) (41)
Le paramètre décrivant la taille de la fenêtre est bT,i lv é r i ﬁe les conditions usuelles:
bT = o(1) et TbT →∞
53Le noyau Kb (x) est équivalent à b−1K
¡
xb−1¢
,a v e cK (·) fonction positive, symétrique, régulière (de classe











2 K (x)dx < ∞
Le comportement de Kb est asymptotiquement celui d’une masse de Dirac en zéro : concentration de la
masse de l’origine lorsque b → 0.







En général, wb (u) ' w(ubT) avec w transformée de Fourier de K,e tw est à support compact. Notons
qu’il est équivalent de connaître w ou K.




KbT (ω − λ)Iu (λ)dλ (42)






e−ikωb γ (k)wbT (k)
avec b γ (.) fonction de covariance empirique de (ut)1≤t≤T. On renforce l’hypothèse de régularité de l’innovation
(εt):






Le paramètre bT est essentiel : il décrit le compromis biais/variance retenu pour l’estimateur. En






1 − 6u2 +6|u|
3 pour |u| ≤ 1/2
2(1− |u|)
3 pour 1/2 ≤ |u| ≤ 1
1 − 6u2 +6|u|


















D’autres noyaux ont été testés (Bartlett, Bartlett-Priestley), sans que les résultats soient signiﬁcativement
diﬀérents.














54avec c > 0 et y dépendant de la régularité du noyau w au voisinage de zéro. Typiquement, y = 1
5 pour le
noyau de Parzen ou de Bartlett-Priestley, tandis que y = 1
3 pour le noyau de Bartlett.






























KbT (ω − ωk)Iu (ωk) (47)
L’objet de cette modiﬁcation est d’assurer que le problème (46) n’est pas trivial. L’estimateur de la den-
sité spectrale obtenu avec le copt ainsi déterminé est alors uniformément convergent (Robinson (1991)), et














































avec σ2 (K) facteur ne dépendant que du noyau K (ou de manière équivalente, w) retenu. L’expression de















Il est alors possible d’utiliser l’exercice de bootstrap pour construire une meilleure approximation de la loi
àd i s t a n c eﬁnie de cet estimateur que la loi normale asymptotique (Kreiss (1988)). Il suﬃtd ec o n s t r u i r e
ςb





















. Un intervalle de conﬁance bootstrap de niveau



































On en déduit, par passage à l’exponentielle un intervalle de conﬁance pour fu (ω).
Pour limiter les coûts de traitement, on impose le choix de b
opt
T obtenu sur l’échantillon initial pour le
calcul de b fu lors de chaque réplication bootstrap.
12Nous avons supposé que la densité spectrale ne s’annulait jamais.
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