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Abstract
Let M be a possibly non compact smooth manifold. We study genericity in
the Ck–topology (3 ≤ k ≤ +∞) of nondegeneracy properties of semi–Riemannian
geodesic flows on M . Namely, we prove a new version of the Bumpy Metric Theo-
rem for a such M and also genericity of metrics that do not possess any degenerate
geodesics satisfying suitable endpoints conditions. This extends results of Biliotti,
Javaloyes and Piccione [17] for geodesics with fixed endpoints to the case where
endpoints lie on a compact submanifold P ⊂ M × M that satisfies an admissi-
bility condition. Immediate consequences are generic non conjugacy between two
points and non focality between a point and a submanifold (or also between two
submanifolds).
Resumo
Seja M uma variedade suave possivelmente na˜o compacta. Estuda–se a gener-
icidade na topologia Ck (3 ≤ k ≤ +∞) de propriedades de na˜o degeneresceˆncia de
fluxos geode´sicos semi–Riemannianos em M . A saber, prova–se uma nova versa˜o
do Teorema de Me´tricas Bumpy para uma tal M e tambe´m a genericidade de
me´tricas que na˜o possuem geode´sicas degeneradas cujos pontos finais satisfazem
certas condic¸oes. Isso estende resultados anteriores de Biliotti, Javaloyes and Pic-
cione [17] para geode´sicas com extremos fixos para o caso onde os extremos variam
em uma subvariedade compacta P ⊂M ×M que satisfaz uma condic¸a˜o de admis-
sibilidade. Consequeˆncias imediatas sa˜o genericidade de na˜o conjugac¸a˜o entre dois
pontos e na˜o focalidade entre um ponto e uma subvariedade (ou tambe´m entre duas
subvariedades).
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Preface
Genericity of properties of flows is a widely explored topic in dynamical
systems, particularly regarding geodesic flows. A property satisfied by some
elements of a metric space is called generic if the subset of elements that
satisfy it contains a countable intersection of open dense subsets, i.e., a
dense Gδ. This subset is called a generic subset, and in particular, from the
Baire Theorem, a generic subset is dense. In the case of the geodesic flow
of a metric g, i.e., the flow on the tangent bundle TM whose projection of
trajectories on M are the g–geodesics, one may analyze genericity of certain
properties of metrics on M . Roughly, genericity of a such property means
that it corresponds to the case of typical metrics on M , or, that an arbitrarily
small perturbation of any given metric on M produces a new metric on M
with this property. In this sense, generic properties of the geodesic flow give
information on the expected behavior of a randomly chosen metric, and on
the stability of this property. This stability is of great importance to infer
conclusions using manifolds as mathematical models, since it guarantees
that small inaccuracies in the observation are physically neglectable.
It is natural to expect that highly symmetric configurations are not
generic, since they are unstable under perturbations. More precisely, con-
sider for instance the isometry groups of a fixed manifold for varying Rie-
mannian metrics. It is reasonable to predict that the subset of metrics on M
whose isometry group is trivial ought to be generic. In fact, this result was
proved by Ebin [32] in the seventies. There is, however, a subtle detail. In
this article, genericity is established for Riemannian structures on M , i.e.,
equivalence classes of metrics on M with respect to the action by pull–back
of the diffeomorphisms group of M . Through the analysis of this action,
particularly through the construction of a slice to the action, it is possible
to infer several conclusions on the orbit space of Riemannian structures. No-
tice that an isometry of (M, g) in this context is an element of the isotropy
group of g.
We are interested in genericity of similar symmetry properties of metrics,
concerning the existence of degenerate geodesics. Nevertheless, our approach
is somewhat different. Namely, we aim to study generic subsets of the set
Metkν(M) of C
k semi–Riemannian metrics of index ν on M , endowed with
the topology induced from certain Banach spaces of tensors on M . In this
sense, we prove genericity of certain properties of metrics, and not of equiv-
alence classes of metrics as Ebin [32]. In addition, such generic subsets will
characterized by properties regarding the absence of degenerate geodesics,
which constitute a sort of symmetric configuration, as it will be explained
in the sequel.
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A couple remarks are necessary at this point. First, we deal with non
necessarily positive–definite metrics, i.e., semi–Riemannian metrics, which
are nondegenerate symmetric (0, 2)–tensors. Generic properties of semi–
Riemannian geodesic flows constitute a fairly unexplored area, with a few
very recent contributions by Biliotti, Javaloyes and Piccione [17, 18] in
2009 and Bettiol and Giambo` [15] in 2010. The main advantage of this
more general context is that mathematical models of space–times in gen-
eral relativity are also contemplated, together with Riemannian manifolds.
Namely, space–times are modeled by four–dimensional manifolds endowed
with a semi–Riemannian metric of index ν = 1 that satisfies the Einstein
equations and have a time orientation, see Definition 1.42. Therefore, gener-
icity of certain properties of such metrics clearly indicates that observation
of these properties are physically relevant, since stable under small pertur-
bations. More generally, all of our results are valid for higher indexes, and
not only for the Lorentzian case ν = 1.
Second, the topology of Metkν(M) is a delicate matter. Since we will
deal with non necessarily compact manifolds, this space does not have a
natural topology. For this reason, we introduce the concept of Ck Whitney
type Banach spaces of tensors on M , which are Banach spaces whose norm
depends on a choice of an auxiliary Riemannian metric on M . In addition,
the choice of another auxiliary metric gA ∈ Metkν(M) will be necessary, to
avoid empty interior intersections of Metkν(M) and these Banach spaces, also
maintaining its separability. This allows to induce a topology on a subset of
Metkν(M) formed by metrics that are asymptotically equal to gA at infinity,
turning it an open subset of a Banach space, in particular a metric space.
Although this implies that all generic properties will be proved regarding
the Ck–topology, standard intersection arguments will be applied to obtain
the C∞ version of all our genericity statements.
Given the above considerations, let us briefly describe the nature of
the generic properties of semi–Riemannian geodesic flows studied. A well–
known result on generic properties of flows is the so–called Bumpy Metric
Theorem, stated by Abraham [4], and completely proved by Anosov [10] in
1982. Metrics without degenerate periodic geodesics are called bumpy, since
they are rather non symmetric objects. The classic Bumpy Metric Theorem
asserts that the set of bumpy Riemannian metrics on a compact manifold M
is generic. In other words, the subset of Riemannian metrics on a compact
manifold all of whose periodic geodesics do not have any periodic Jacobi
field other than the tangent field is generic. Recently, Biliotti, Javaloyes and
Piccione [18] managed to extend this classic result to the case of compact
semi–Riemannian manifolds. In Section 6.4, we prove a further extension
of this result to non necessarily compact semi–Riemannian manifolds, the
Bumpy Metric Theorem 6.24.
This result paves the way to several possible applications, similarly to
its Riemannian version. For instance, the classic Bumpy Metric Theorem
was used by Klingenberg and Takens [55] to establish further generic prop-
erties of the kth jet of the Poincare´ map of periodic geodesics, and a similar
statement holds in the case of semi–Riemannian manifolds. Nevertheless,
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counter examples by Meyer and Palmore [66] point out that abstract Hamil-
tonian systems cannot be considered for generalizations of the Bumpy Metric
Theorem to a more comprehensive class of dynamical flows. Basically, the
dynamics of solutions differ in distinct energy levels, and hence the nonde-
generacy property fails to be generic. On the other hand, Gonc¸alves Miranda
[40] proved genericity of nondegenerate periodic trajectories in the context
of magnetic flows on a surface, which allows to establish an extension of the
Kupka–Smale Theorem.
Furthermore, in Section 7.2 we use this Bumpy Metric Theorem 6.24
to establish another generic property concerning degenerate geodesics. We
prove genericity of semi–Riemannian metrics without degenerate geodesics
satisfying certain general endpoints conditions, or GECs. This was moti-
vated by a result of Biliotti, Javaloyes and Piccione [17] that asserts that
given two distinct points p, q ∈ M , the set of semi–Riemannian metrics on
M for which p and q are not conjugate is generic. This is equivalent to
the statement that all geodesics joining p and q are nondegenerate. This
nondegeneracy is clearly in the sense that such geodesics are nondegenerate
critical points γ : [0, 1]→M of the energy functional
Eg(γ) =
∫ 1
0
g(γ˙, γ˙) dt
for curves with fixed endpoints γ(0) = p and γ(1) = q, i.e., critical points at
which the second derivative of the functional is invertible.
Instead of fixing p and q, we consider the energy functional for curves
whose endpoints vary in a submanifold P ⊂ M ×M , with certain reason-
able properties. This submanifold P is called a general endpoints condition,
or GEC. Critical points of the g–energy functional for such curves are g–
geodesics γ : [0, 1]→M with
(γ(0), γ(1)) ∈ P and (γ˙(0), γ˙(1)) ∈ T(γ(0),γ(1))P⊥,
where ⊥ denotes orthogonality with respect to g ⊕ (−g). Such geodesics
will be called (g,P)–geodesics. Theorem 7.22 establishes genericity of semi–
Riemannian metrics g on M all of whose (g,P)–geodesics are nondegenerate.
In particular, considering for instance P = P × {q}, where P is a sub-
manifold of M , we obtain genericity of metrics for which q is not focal to P ,
see Corollary 7.29. Moreover, setting P = {p} × {q} we recover the result
of Biliotti, Javaloyes and Piccione [17], with the additional advantage that
p and q may be taken as the same point, see Corollary 7.27. The diagonal
case P = ∆ however does not meet most requirements of Theorem 7.22,
hence one should not expect to derive the Bumpy Metric Theorem from
Theorem 7.22. In fact, the last uses the Bumpy Metric Theorem as part of
its proof.
Motivation for studying such nondegeneracy generic properties of semi–
Riemannian geodesic flows clearly come from possible applications in gen-
eral relativity, but also from Morse theory. In fact, a crucial assumption to
develop a Morse theory for geodesics between fixed points is that the two
arbitrarily fixed distinct points must be non conjugate. Recent works by Ab-
bondandolo and Majer [1, 2, 3] connect Morse relations for critical points of
the semi–Riemannian energy functional to the homology of a doubly infinite
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chain complex, the Morse–Witten complex, constructed out of the critical
points of a strongly indefinite Morse functional, using the dynamics of the
gradient flow. The Morse relations for critical points are obtained comput-
ing the homology of this complex, which in the standard Morse theory is
isomorphic to the singular homology of the base manifolds. Abbondandolo
and Majer [1] also managed to prove stability of this homology with respect
to small perturbations of the metric structure. Thus, it is important to ask
whether it is possible to perturb a metric in such a way that the non conju-
gacy property between two points is preserved. This is precisely the result
of Biliotti, Javaloyes and Piccione [17] above described, that corresponds to
the particular case P = {p} × {q} of our Theorem 7.22.
Let us give a more precise description of the admissibility hypotheses
on a GEC P for Theorem 7.22 to hold. First, given a metric g on M it is
necessary to endow P ⊂M ×M with a metric related to g with some prop-
erties. For some technical reasons that will be clarified along the text, the
adequate choice is to consider the product metric g⊕(−g) on M and then its
pull–back to P. Nevertheless, since we are dealing with semi–Riemannian
metrics, this is not always possible. Namely, the metric tensor might degen-
erate at the last step, for every choice of g. This is due to the fact that there
exist topological obstructions to the existence of semi–Riemannian metrics
of a given index, and in case P has such obstructions, the above procedure
is always impossible. More generally, instead of studying the problem of
nondegeneracy of certain submanifolds, we give a detailed study of obstruc-
tions to the existence of metrics of given index using characteristic classes in
Section 1.3. For the GEC P to be admissible, it has to admit such induced
metrics. In particular, it must be free of such topological obstructions.
Second, compactness of P is also necessary to obtain convenient conver-
gent subsequences. Finally, if P intersects the diagonal ∆ ⊂ M ×M , it is
necessary to ensure the existence of a lower bound to the Riemannian length
of geodesics with endpoints in P, for all metrics in a small open neighbor-
hood of g. A submanifold P with the above three properties is called an
admissible GEC, and to such P’s Theorem 7.22 may be applied. Admissi-
bility of a large class of GECs that intersect ∆ will be established. Namely,
we prove in Proposition 7.14 that if P intersects ∆ transversally, then P is
admissible. In particular, this implies that a generic GEC is admissible.
With the above properties of P ensured, the proof of genericity of met-
rics g without degenerate (g,P)–geodesics uses transversality techniques and
nonlinear Fredholmness of the g–energy functional to verify the hypotheses
of an abstract genericity criterion, proved in Section 5.2. The keystone fact
in use to establish this abstract criterion is the Sard–Smale Theorem, in a
fashion clearly inspired by the previous works of White [103] and Biliotti,
Javaloyes and Piccione [17, 18]. In addition, part of the techniques used in
the proof of the Bumpy Metric Theorem 6.24 are transversality arguments
very similar to these, with the additional complication imposed by the in-
variance of the energy functional under the action of S1 reparameterizing
periodic curves. For this reason, such abstract genericity criteria are stud-
ied separately in Chapter 5 and then applied in the proof of the two generic
properties above in Chapters 6 and 7.
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We end with a few conventions and a short overview on the organization
of the studied topics. By smooth we always mean of class C∞, by operator
we always mean a linear map, and by function we always mean a map whose
image is contained in the set R of real numbers. The symbol M will always
denote a finite–dimensional smooth manifold, and by geodesic we will always
mean an affinely parameterized geodesic.
The text is divided in two parts, that respectively deal with topics of
global analysis and semi–Riemannian geometry and with genericity of non-
degenerate semi–Riemannian geodesics. The first part has four chapters and
corresponds to the preliminary studies necessary for later applications. Ba-
sic objects of semi–Riemannian geometry as bundles, connections, metrics
and curvature tensors are briefly recalled in Chapter 1, together with some
remarks on their importance in general relativity. In the last two sections of
this first chapter, we respectively deal with topological obstructions to exis-
tence of semi–Riemannian metrics and a few auxiliary results. For instance,
we prove that a non compact manifold always admits a Lorentzian metric,
and compact manifolds admit Lorentzian metrics if and only if their Euler
characteristic vanishes. In Chapter 2, rudiments of functional analysis are
recalled, beginning with notions of general theory of Fre´chet, Banach and
Hilbert spaces, compact and Fredholm operators and calculus on Banach
spaces. Basic examples of function spaces and more auxiliary results are
respectively given in the final sections of this chapter. Chapter 3 deals with
infinite–dimensional manifolds, introducing basic terminology and proving
elementary transversality results. For instance, it is proved that the preim-
age of a submanifold by a transverse map is a submanifold, in the context
of Banach manifolds. This generalizes the classic result that the preimage
of a regular value is a submanifold, which is also stated in this infinite–
dimensional context, with the adequate adaptations. In addition, the sets
of bounded tensors on a finite–dimensional manifold and Sobolev H1 curves
are respectively endowed with a Banach space and Hilbert manifold struc-
tures. A special attention is given to Banach spaces that will be used to
induce a topology on Metkν(M). Finally, abstract notions of continuous ac-
tions of Lie groups on Hilbert manifolds are studied along with the example
of the reparameterization action of S1 on the Hilbert manifold H1(S1,M)
of Sobolev H1 periodic curves on a finite–dimensional manifold. Finally, a
complete treatment of the semi–Riemannian geodesic variational problem
under GECs is given in Chapter 4. Namely, we compute first and sec-
ond variations of the energy functional and analyze the kernel of its index
form. In addition, we establish the existence of a sequence of submanifolds
of H1(S1,M) with special properties regarding the energy functional, that
will be crucial in the proof of the Bumpy Metric Theorem 6.24.
The second part has other four chapters and contains the proofs of our
main results. Chapter 5 begins with a proof of the Sard–Smale Theorem
and some remarks on genericity. The main results of this chapter are the
four abstract genericity criteria, which are proved with the help of the Sard–
Smale Theorem. The following Chapter 6 contains a study of iterate peri-
odic geodesics and of a particularly degenerate class of these, called strongly
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degenerate geodesics, that play a fundamental role in the proof of the sub-
sequent genericity results. In addition, it contains the proof of our version
of the Bumpy Metric Theorem, as well as its version in the C∞–topology.
Chapter 7 deals with admissibility of GECs and the proof of our second
genericity result, Theorem 7.22, with a few applications. In addition, this
generic property is also proved to hold in the C∞–topology. Finally, some
final remarks are made in Chapter 8, that concludes the text.
IGlobal analysis and
semi–Riemannian geometry

CHAPTER 1
Rudiments of semi–Riemannian geometry
In this chapter, we begin with a section recalling basic concepts of fiber
bundles, vector bundles and connections on a smooth manifold, in order to
establish notations and conventions. Furthermore, basic concepts of semi–
Riemannian metrics such as geodesics, curvature tensors and Jacobi fields
are defined and briefly explored in Section 1.2. The following section is
dedicated to a few results on obstructions to existence of semi–Riemannian
metrics of a prescribed index. More precisely, we prove that a smooth man-
ifold M admits a Ck semi–Riemannian metric of index ν if and only if it
admits a Ck distribution of rank ν, see Proposition 1.106. In the final sec-
tion, we prove some lemmas on accumulation of geodesics self intersections
will be later used in our applications in Chapters 6 and 7, see Lemma 1.130
and Proposition 1.131.
Along this chapter, M denotes a finite–dimensional smooth manifold,
and by smooth we always mean of class C∞. We assume that the reader
is familiar with fundamentals of differential and Riemannian geometry. Al-
though the exposition of some elementary topics aims to keep the text self
contained, it is beyond our objectives to give a thorough introduction to the
theories of bundles, connections and semi–Riemannian geometry. For a de-
tailed treatment of such topics, we respectively refer to [56, 57, 65, 85, 101]
and [13, 73].
1.1. Fiber bundles and connections
In this section, we briefly recall the concept of fiber bundle over M , in
particular of vector bundle1, define abstract connections on vector bundles
and study the particular case of tensor bundles. We follow closely the ap-
proach used in [56, 65], to which we refer for a detailed exposition on the
subject.
Definition 1.1. Let E be a set and pi : E → M a map. A trivialization of
(E ,M, pi) is a bijective map
α : pi−1(U) −→ U × E0,
1Although in this section we shall only discuss vector bundles over M with finite–
dimensional fibers, several definitions and results naturally extend to the context of more
general vector bundles over M , whose fibers are, for instance, Banach or Hilbert spaces.
Such infinite–dimensional approach will be briefly used in the end of Section 3.1. A
particularly effective reference for such bundles is Lang [60].
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where U ⊂M is open, E0 is a finite–dimensional manifold and the following
diagram commutes, where p1 : U × E0 → U denotes the projection.
pi−1(U) α //
pi|pi−1(U) //
U × E0
p1ooU
Denoting p2 : U × E0 → E0 the other projection, for each x ∈ U there is a
bijection
αx : Ex −→ E0
e 7−→ p2(α(e))
between Ex = pi−1(x) and E0, called the fiber associated to the trivialization
α.
Two trivializations α : pi−1(U)→ U × E0 and β : pi−1(V )→ V × E ′0 are
Ck compatible if either U ∩ V = ∅ or the bijection
β ◦ α−1 : (U ∩ V )× E0 3 (x, e0) 7−→ (x, βx ◦ α−1x (e0)) ∈ (U ∩ V )× E ′0
is a Ck diffeomorphism. A family of pairwise Ck compatible trivializations{
αi : pi
−1(Ui)→ Ui × E i0, i ∈ I
}
, with M =
⋃
i∈I Ui is called a C
k atlas of
trivializations for (E ,M, pi).
A Ck fiber bundle (or fibre bundle) over M consists of a map pi : E →M
and a maximal Ck atlas of trivializations for (E ,M, pi). In this case, E is
called the total space, M the base, pi the projection and Ex = pi−1(x), x ∈M ,
the fibers of the fiber bundle.
S1x
pi−1(x)
Figure 1.1. Example of a fiber bundle. In this example,
the total space E is the Mo¨bius strip, the base M is S1 and
the fiber is R.
Remark 1.2. Notice that different trivializations of E are not supposed to
have the same fibers. However, if M is connected, all fibers are diffeomorphic
and hence there exists an atlas of trivializations whose corresponding fibers
are the same.
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Remark 1.3. In the sequel, we call trivialization only trivializations that
belong to the given maximal atlas of a fiber bundle. In addition, the total
space E alone is called fiber bundle over M in case the projection and the
maximal atlas of trivializations are implicit.
A Ck atlas of trivializations for a fiber bundle clearly induces a Ck man-
ifold structure on the total space E of the bundle, such that trivializations
α : pi−1(U)→ U × E0 are Ck diffeomorphisms defined on open subsets of E .
With this structure, the projection pi : E →M is a Ck surjective submersion
and fibers Ex are Ck submanifolds of E .
Remark 1.4. A subset U ⊂M is said to be contained in a trivialization of E
if pi−1(U) is contained in the domain of a chart of the maximal atlas of E . In
this case, it is common to use the chart as an identification pi−1(U) ∼= U×Ex.
Locally, we also identify2 a point e ∈ E with a pair of the form (x, ex),
where x = pi(e) and ex ∈ Ex. In this local chart, pi is a projection, as
guaranteed by the local form of submersions. The tangent space to the fiber
Ex = pi−1(x) at e ∈ E is clearly given by the subspace
TeEx = ker dpi(x) ⊂ TeE ,
called the vertical space of E at e, and denoted Vere E . Henceforth, E will
be assumed endowed with such structures.
Example 1.5. Consider the set
Grr(M) =
⋃
x∈M
{x} ×Grr(TxM),
where Grr(TxM) is the r–Grassmannian of TxM , i.e., set of r–dimensional
subspaces of TxM . Then Grr(M) is a smooth bundle over M , with compact
fibers, called the r–Grassmannian bundle over M .
Remark 1.6. As a particular case, notice that Gr1(R
n+1) is a (trivial) fiber
bundle over Rn+1, given by the product Rn+1 ×RPn.
Definition 1.7. Using the same notation as above, a Ck map s : M → E
with pi ◦ s = id is called a Ck section of E , see Figure 1.2. The set of Ck
sections of E is denoted Γk(E). A section that is Ck for every k ∈ N is said
to be smooth, and the set of smooth sections of E is denoted Γ∞(E).
Definition 1.8. Consider (E ,M, pi) a fiber bundle over M , such that each
fiber Ex has a finite–dimensional real vector space structure of dimension3 n.
A Ck fiber–linear trivialization α : pi−1(U)→ U ×E0 of E is a trivialization,
with E0 a real finite–dimensional vector space, such that the bijection αx :
Ex → E0 is linear for every x ∈ U . A Ck fiber bundle E endowed with
such a real finite–dimensional vector space structure on each fiber Ex and a
maximal atlas of Ck fiber–linear trivializations is called a Ck vector bundle
of rank r.
2In the sequel, we will be somewhat sloppy about this identification, since in some
situations it is more convenient to identify the point e = (x, ex) with its fiber coordinate
ex, omitting the base point x.
3It is easy to see from the regularity of E that the dimension of the fibers must be
constant.
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s(x) ∈ pi−1(x)
x ∈M
s ∈ Γk(E)
Figure 1.2. Section of a fiber bundle.
Remark 1.9. Vector bundles will be denoted E instead of E . Fibers of a
vector bundle can be assumed to be equal to a fixed Euclidean space Rn,
and in the sequel we call trivialization of a vector bundle only fiber–linear
trivializations.
Example 1.10. The tangent and cotangent bundles
TM =
⋃
x∈M
{x} × TxM, TM∗ =
⋃
x∈M
{x} × TxM∗
are clearly smooth vector bundles over M . Sections of TM and TM∗ are
respectively called vector fields and 1–forms on M .
There are two important operations that can be considered for vector
bundles, described in the following result.
Proposition 1.11. Let E1 and E2 be two C
k vector bundles over M . Then
the sets
E1 ⊕ E2 =
⋃
x∈M
{x} × (E1)x ⊕ (E2)x
and
E1 ⊗ E2 =
⋃
x∈M
{x} × (E1)x ⊗ (E2)x
admit a Ck vector bundle structure. These are respectively called the Whit-
ney sum and tensor product of E1 and E2.
For a proof of the above proposition, see for instance [48]. It is usu-
ally more convenient to describe trivializations of vector bundles using local
frames.
Definition 1.12. A Ck local frame (or local referential) of a vector bundle
E of rank r is a r–uple {ξi}ri=1 of Ck local sections of E defined in an open
subset U ⊂M such that {ξi(x)}ri=1 is a basis of Ex for all x ∈ U .
A local frame can also be expressed in the form of linear isomorphisms
p(x) : Rr −→ Ex,
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that are Ck dependent on x ∈ U . At each x ∈ U , the isomorphism p(x)
maps the canonical orthonormal basis of Rr to the basis {ξi(x)}ri=1 of Ex.
Usually, we will prefer this more synthetic description to deal with frames.
A local frame defines a unique trivialization α : E|U → U×Rr for which
αx(v) are the coordinates of v in the basis {ξi(x)}ri=1 of Ex, for every v ∈ Ex
and every x ∈ U . Conversely, every trivialization α : E|U → U × Rr of E
arises from a frame {ξi}ri=1. In fact, for each x ∈ U , let ξi(x) be the vector
in Ex that is mapped by αx to the i
th vector of the canonical basis of Rr.
Definition 1.13. A subset E′ ⊂ E is a Ck vector sub bundle of E if E′x =
E′ ∩ Ex is a vector subspace of Ex for every x ∈ M and if every point
of M has an open neighborhood U ⊂ M on which there exist Ck sections
ξi : U → E of E, i = 1, . . . , r′, such that {ξi(x)}r′i=1 is a basis for E′x for
every x ∈ U .
In this case, reducing U if necessary, it is possible to extend {ξi}r′i=1 to a
Ck local referential {ξi}ri=1 of E, obtaining a trivialization α : E|U → U×Rr
such that αx(E
′
x) = R
r′ ⊕ {0}r−r′ for every x ∈ U . Thus, E′ has a natural
vector bundle structure with projection pi|E′ , and E′ is a submanifold of E.
Example 1.14. A Ck sub bundle D of the tangent bundle TM , see Exam-
ple 1.10, is called a Ck distribution on M , and the dimension of fibers Dx is
the rank of D.
Definition 1.15. Consider a vector bundle E overM and VereE = ker dpi(x)
the vertical space at e ∈ E. Any choice of a complementary subspace of TeE
is called a horizontal space at e, and denoted HoreE. Such a choice of hor-
izontal spaces at each e ∈ E gives rise to a horizontal sub bundle HorE,
complementary to the vertical sub bundle VerE, whose fibers are vertical
spaces VereE.
e
HoreE
VereE
Figure 1.3. Decomposition of TeE as sum of vertical and
horizontal subspaces, TeE = VereE ⊕HoreE.
We stress that in a general situation there is no canonical choice of a
horizontal space at e ∈ E, and in fact, such a choice defines a connection on
E (see Definition 1.26 and Remark 1.29). The only fixed choice of horizontal
spaces is possible on the null section of E, as observed in Remark 1.18.
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Remark 1.16. The set of Cj sections of a Ck vector bundle E for any j =
0, . . . , k has a natural real vector space structure induced by the fibers. More
precisely, for each K1,K2 ∈ Γk(E) and λ ∈ R, consider
(K1 + λK2)(x) = K1(x) + λK2(x),
for all x ∈ M , where the right–hand side operations are vector operations
of Ex. It can be easily verified that the above equation defines a real vector
space structure on Γk(E).
In Section 3.2, we will endow (subspaces of) Γk(E) with a Banach norm
when E is a tensor bundle over M (see Definition 1.20 and Proposition 3.57).
Definition 1.17. Suppose that each fiber Ex is endowed with a norm ‖ ·‖x,
varying continuously with the point x. A section s ∈ Γk(E) is said to tend
to zero at infinity if for every ε > 0 there exists a compact subset K ⊂ M
such that ‖s(x)‖x < ε for all x ∈ M \ K. The vector subspace of such
sections is denoted Γk0(E). Notice however that this definition depends on
the choice of the norms ‖ · ‖x. Notice also that if M is compact, all sections
automatically satisfy this (empty) condition for any norms ‖ · ‖x.
Remark 1.18. The zero 0E ∈ Γk(E) of this vector space, called null section
of E, is the map
0E : M 3 x 7−→ (x, 0x) ∈ E,
where 0x ∈ Ex is the zero. Hence there is a natural identification of 0E
with an embedding of the base manifold M in E, and by null section of E
we will also mean the image of such embedding. This will be formalized in
the context of infinite–dimensional vector bundles over infinite–dimensional
manifolds in Remark 3.15.
(x, 0x)
TxM
0E
Ex
Figure 1.4. Null section 0E , horizontal space Hor(x,0x)E
given by T(x,0x)0E
∼= TxM and vertical space Ver(x,0x)E ∼=
Ex.
Tangent vectors to the null section are called horizontal vectors of E.
Notice that a canonical choice of a horizontal space, i.e., a complementary
subspace to VereE (see Definition 1.15), is possible only when e ∈ 0E , given
by
Hor(x,0x)E = T(x,0x)0E
∼= TxM,
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from the above identification. In this case, the tangent space to E naturally
decomposes in the sum of horizontal and vertical spaces, respectively tangent
to the null section and to the fibers, i.e.,
T(x,0x)E
∼= T(x,0x)0E ⊕ T(x,0x)Ex
∼= TxM ⊕ Ex,(1.1)
see Figure 1.4. This decomposition naturally generalizes to the infinite–
dimensional context, see Remark 3.23.
Analogously to the case of real valued functions, the support of a section
s ∈ Γk(E) is defined as
(1.2) supp s = M \ s−1(0E).
Example 1.19. The vector space Ck(M) of Ck functions on M is identified
with the space of Ck sections of the trivial vector bundle M × R, by the
linear isomorphism
Ck(M) 3 f 7−→ (id, f) ∈ Γk(M ×R)
where by (id, f) we mean the section that maps each x ∈ M to (x, f(x)) ∈
M×R. It is a trivial but rather important observation that, with such iden-
tification, all results obtained for the structure of the space of Ck sections of
a vector bundle over M are automatically valid for the space of Ck functions
on M .
Let us give a definition that applies Proposition 1.11 inductively on
the tangent bundle TM and the cotangent bundle TM∗, which are clearly
(smooth) vector bundles over M .
Definition 1.20. A tensor power4 (⊗sTM∗)⊗ (⊗rTM) is called (r, s)–type
tensor bundle over M . Clearly, its fibers are
TxM
∗ ⊗ · · · ⊗ TxM∗︸ ︷︷ ︸
s
⊗TxM ⊗ · · · ⊗ TxM︸ ︷︷ ︸
r
= (⊗sTxM∗)⊗ (⊗rTxM).
Sections of this bundle are called (r, s)–tensors.
Obviously, vector fields, 1–forms and Riemannian metrics are (r, s)–
tensors, more precisely, (1, 0), (0, 1) and (0, 2) tensors, respectively. More
precisely, it is possible to classify some (0, s)–tensors as skew–symmetric or
symmetric, respectively.
Definition 1.21. A symmetric power5 ∨sTM∗ can be identified with a sub
bundle of ⊗sTM∗, whose sections are symmetric (0, s)–tensors (see Defini-
tion 1.13). This means that a section K ∈ Γk(∨sTM∗) at any x ∈M ,
K(x) :
s∏
i=1
TxM −→ R,
4The tensor power (⊗sTM∗) denotes TM∗⊗ · · · ⊗TM∗ s times, and analogously for
⊗rTM , recall Example 1.10.
5The symmetric power ∨sTM∗ denotes TM∗ ∨ · · · ∨ TM∗ s times. Recall that if V
and W are real vector spaces, V ∨W is a quotient of the tensor product V ⊗W formed
by symmetric tensors.
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is a symmetric s–multilinear form. Clearly, the fibers of ∨sTM∗ are
TxM
∗ ∨ · · · ∨ TxM∗︸ ︷︷ ︸
s
= ∨sTxM∗.
Analogously, the skew–symmetric power6 ∧sTM∗ can be identified with
a sub bundle of ⊗sTM∗, consisting of the skew–symmetric (0, s)–tensors,
also called differential s–forms (see Definition 1.13). This means that a
section K ∈ Γk(∧sTM∗) at any x ∈M ,
K(x) :
s∏
i=1
TxM −→ R,
is a skew–symmetric s–multilinear form. Clearly, the fibers of ∧sTM∗ are
TxM
∗ ∧ · · · ∧ TxM∗︸ ︷︷ ︸
s
= ∧sTxM∗.
Definition 1.22. If E is a Ck fiber bundle over M with projection pi :
E → M and f : N → M is a Ck map between smooth finite–dimensional
manifolds, one can pull back E to a fiber bundle over N . The pull–back
bundle f∗E is the Ck fiber bundle over N given by
f∗E =
⋃
x∈N
{x} × Ef(x),
and the projection pi : f∗E → N maps {x}×Ef(x) to x ∈ N . If α : pi−1(U)→
U × E0 is a trivialization of E , then the map
α̂ : pi−1(f−1(U)) 3 (x, e) 7−→ (x, αf(x)(e)) ∈ f−1(U)× E0
is a trivialization of f∗E , with the same regularity.
Given a section s ∈ Γk(E), one can pull back s to a section of the pull–
back bundle f∗E . The pull–back section f∗s is the Ck section of f∗E given
by
(1.3) (f∗s)(x) = s(f(x)), x ∈ N.
Therefore, we have the following diagram relating s and f∗s.
f∗E
pi

E
pi

N
f∗s
77
f // M
s
kk
Notice that not every element of Γk(f∗E) is of this form, see Remark 1.25
below.
Remark 1.23. A special case of pull–back bundle is the restriction bundle.
If i : N ↪→M is a submanifold and (E ,M, pi) is a fiber bundle, then i∗E , de-
noted also E|N , is a fiber bundle over N , whose trivializations are restrictions
of trivializations of E to N .
6The skew–symmetric power ∧sTM∗ denotes TM∗∧· · ·∧TM∗ s times. Recall that if
V and W are real vector spaces, V ∧W is a quotient of the tensor product V ⊗W formed
by skew–symmetric tensors.
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E|N
M
N
Figure 1.5. Pull–back bundle E|N over N ⊂M .
Example 1.24. If γ : [a, b]→M is a Ck curve on M , the pull–back γ∗TM
is identified with the restriction of the tangent bundle TM to the image
of γ. Thus, an element X ∈ Γk(γ∗TM) is a Ck vector field along γ, i.e.,
X : [a, b]→ TM , with X(t) ∈ Tγ(t)M for all t ∈ [a, b]. Notice that although
TM is a smooth bundle over M , the regularity of the pull–back bundle
γ∗TM is the same of γ.
Remark 1.25. A vector field X ∈ Γk(γ∗TM) that is the pull–back section of
some X˜ ∈ Γk(TM) is called an extensible vector field along γ. Clearly there
are vector fields X along γ that are not induced as restrictions of globally
defined vector fields X˜ ∈ Γk(TM). Consider for instance the tangent field γ˙
of a curve with transverse self intersections, i.e. γ(t) = γ(s) and γ˙(t) 6= γ˙(s).
This is clearly a non extensible vector field.
In particular, this example recalls that not every section of a pull–back
bundle is a pull–back section.
In the final part of this section, we study connections on vector bundles.
A more detailed treatment of the abstract theory of connections can be
found in [56, 65, 85].
Definition 1.26. A connection, or affine connection, on a Ck vector bundle
E over M is a R–linear operator
∇ : Γk(E) −→ Γk−1(TM∗ ⊗ E),
satisfying the Leibniz rule ∇(fs) = df ⊗ s + f∇s, for all f ∈ Ck(M) and
s ∈ Γk(E). The term affine, often omitted, arises from the fact that the
space of all connections on E is an affine space. The image ∇s is called
covariant derivative of s.
Remark 1.27. A more common and less useful equivalent definition of con-
nection is the following. A connection is a map
∇ : Γk(TM)× Γk(E) 3 (X, s) 7−→ ∇Xs ∈ Γk−1(E)
that is Ck(M)-linear in X, R-linear in s and satisfies the Leibniz rule
∇X(fs) = (X(f))s+ f∇Xs, for all f ∈ Ck(M) and X ∈ Γk(TM).
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Remark 1.28. From Definition 1.26, it is evident that the value of ∇Xs at
a point x ∈M depends in different ways of the values of X and s. Namely,
it only depends of the value X(x) of X at the point x, however depends on
the values of s in a neighborhood of x. This fact is usually remarked as ∇
being tensorial only on X, and not on s.
Remark 1.29. It is possible to prove that the choice of a connection on E
is equivalent to the choice of a horizontal bundle HorE with certain prop-
erties7. Let us briefly indicate how to construct such equivalence. Con-
sider s ∈ Γk(E) and X ∈ Γk(TM). Given a horizontal bundle HorE,
the tangent space at each point s(x) ∈ E decomposes in the direct sum
Ts(x)E = Hors(x)E ⊕ Vers(x)E, and the value of ∇Xs is defined to be the
vertical component of ds(x)X. Conversely, given a connection∇, the bundle
HoreE =
{
ds(x)X −∇Xs : X ∈ TxM, s ∈ Γk(E), s(x) = e
}
defines a horizontal bundle that satisfies the appropriate conditions.
Example 1.30. As pointed out in Example 1.19, the space Ck(M) of func-
tions on M is identified with Γk(M × R). Any connection on this trivial
bundle acts as the usual derivative of functions, namely for any f ∈ Ck(M)
and x ∈M ,
(1.4) ∇f(x) : TxM 3 v 7−→ (x, v(f)) ∈ {x} ×R.
Notice that setting s ∈ Ck(M) to be the constant function equal to 1, it
also follows from the Leibniz rule that
(∇f)(X) = ∇(1f)(X)
= (df ⊗ 1 + f∇1)(X)
= df(X)
= X(f),
for any X ∈ Γk(TM). The reason for the covariant derivatives of functions
be necessarily the usual derivative is obvious when a connection is identified
with a choice of a horizontal bundle as discussed in Remark 1.29. Clearly,
M ×R has a unique possible decomposition in horizontal and vertical bun-
dles, given by, respectively, the tangent spaces to each factor M and R.
Hence, there is a unique connection on M ×R, namely, the usual derivative.
Definition 1.31. Given a connection ∇ on a Ck vector bundle E over M
and f : N → M a Ck map between smooth finite–dimensional manifolds,
one can pull back ∇ to a connection on f∗E, see Definition 1.22, by setting
f∗∇ : Γk(TN)× Γk(f∗E) −→ Γk−1(TN∗ ⊗ f∗E)
(X, f∗s) 7−→ f∗(∇df(X)s).
Example 1.32. Given a smooth frame8 p(x) : Rm → Ex for all x ∈ M
of a vector bundle E over M , it is possible to define a connection dp on
7For more details, see Mercuri, Piccione and Tausk [65, Definition 2.1.6 and Propo-
sition 2.1.12]
8See Definition 1.12.
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E associated to p as follows. Let s ∈ Γk(E). Define, for each direction
X ∈ Γk(TM),
(1.5)
(
(dp)Xs
)
(x) = p(x) [ds˜(x)X(x)] ,
where d is the ordinary differentiation in Euclidean space and s˜(x) : M →
Rm is the representation of s with respect to the frame p at x ∈M , i.e.,
(1.6) s˜(x) = p(x)−1
(
s(x)
)
.
One can easily verify that dp is a connection in the sense of Definition 1.26.
This special connection will be used in the sequel to explore local expressions
of tensors, in case E = TM .
We finish this section with a couple of definitions for connections on the
tangent bundle TM , that are particularly important in semi–Riemannian
geometry. They allow to parallel translate vectors along curves, connecting
tangent spaces of M at different points. Notice that given a vector field
X ∈ Γk(TM), the covariant derivative ∇X ∈ Γk−1(TM∗ ⊗ TM) is simply
the section that to each x ∈M associates the linear operator
∇X(x) : TxM 3 v 7−→ ∇vX ∈ TxM.
Definition 1.33. There are two important tensors related to connections
on the tangent bundle TM . Given ∇ a connection on TM , define the
(i) torsion of ∇ to be the skew–symmetric (1, 2)–tensor
(1.7) T∇(X,Y ) = ∇XY −∇YX − [X,Y ];
(ii) curvature of ∇ to be the (1, 3)–tensor
R∇(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z(1.8)
= [∇X ,∇Y ]Z −∇[X,Y ]Z,
for all X,Y, Z ∈ Γk(TM). Recall that [·, ·] denotes the Lie bracket of vector
fields on M . Finally, if T∇ or R∇ vanishes identically, ∇ is respectively
called symmetric or flat.
Definition 1.34. Consider two connections∇ and∇′ on the tangent bundle
TM . The (1, 2)–tensor given by the difference
(1.9) Γ = ∇−∇′
is called the Christoffel tensor of ∇ relatively to ∇′.
Moreover, given a frame p(x) : Rm → TxM for all x ∈ M , it is also
possible to define the Christoffel tensor of ∇ relatively to p, as the (1, 2)–
tensor given by the difference
(1.10) Γ = ∇− dp.
Remark 1.35. Notice that if ∇ and ∇′ are symmetric connections, the
Christoffel tensor of one relatively to the other is also symmetric.
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1.2. Metrics and basic objects
In this section we briefly recall basic objects of semi–Riemannian geom-
etry, such as metrics, geodesics, curvature tensors and Jacobi fields among
others. For a detailed introduction to the subject, we refer to classic text-
books such as [51, 56, 57, 61, 73, 82] and for interpretations and appli-
cations to general relativity see [13, 14, 34].
Definition 1.36. A tensor g ∈ Γk(TM∗ ∨TM∗) is a Ck semi–Riemannian
metric of index ν on M if for all x ∈M , the bilinear form
g(x) : TxM × TxM −→ R
is nondegenerate (see Definition 2.35) and has index ν, i.e., the dimension of
the negative autospace of g(x) : TxM → TxM∗ ∼= TxM, see (2.2), is equal to
ν. In case ν = 0, this means that g is positive–definite, and then g is called
a Riemannian metric on M . The pair (M, g) is called a semi–Riemannian
manifold. In case ν = 1, the metric g is called a Lorentzian metric on M ,
and (M, g) is said to be a Lorentzian manifold.
The set of all Ck semi–Riemannian metrics on M of index ν is denoted
Metkν(M). Naturally, we also denote Met
∞
ν (M) =
⋂
k∈NMet
k
ν(M). We
will also usually drop the base point x in the notation of the metric, for
instance, we will commonly use g(v, w) instead of g(x)(v, w), when there is
not ambiguity concerning the base point of the vectors v, w ∈ TxM .
Remark 1.37. Recall that M is supposed smooth in this text. Using smooth
partitions of the unity on M , it is possible to prove that Met∞0 (M) 6= ∅,
see for instance [51, 82]. For many different reasons9, we will constantly
need an auxiliary Riemannian metric on M , that we now fix. Henceforth,
gR ∈ Met∞0 (M) will denote this fixed smooth Riemannian metric on M .
Although it is quite simple to verify that Metk0(M) 6= ∅, for ν ≥ 1 the set
Metkν(M) might be empty depending on the topology of M . In fact, there
are obstructions to the existence of semi–Riemannian metrics, which will be
studied in Section 1.3.
Since we will be dealing with non necessarily positive–definite metric
tensors, the norm g(x)(v, v) of a vector v ∈ TxM might be null or even
negative. This gives a classification of tangent vectors (and other associated
objects) regarding this sign, called their causal character.
Definition 1.38. Let g ∈ Metkν(M) and x ∈ M . Vectors v ∈ TxM are
classified regarding their causal character as
(i) timelike, if g(v, v) < 0;
(ii) nonspacelike or causal if g(v, v) ≤ 0;
(iii) lightlike or null if g(v, v) = 0;
(iv) spacelike if g(v, v) > 0,
see Figure 1.6. A curve γ : [a, b] → M is called timelike, lightlike or space-
like if the tangent vector γ˙(t) ∈ Tγ(t)M is respectively timelike, lightlike or
spacelike, for all t ∈ [a, b].
9As an example, see Remarks 3.60 and 3.61, with reference to the use of this auxiliary
Riemannian metric in Definition 3.52 and in the subsequent developments.
1.2. Metrics and basic objects 15
g(v, v) < 0 g(v, v) = 0
g(v, v) > 0
TpM
Figure 1.6. Possible causal characters of vectors in TpM
and the lightcone T 0pM , subset of TpM formed by lightlike
vectors.
Definition 1.39. A frame {ξi(t)}mi=1 along a curve γ : [a, b] → M is a
frame10 of the vector bundle γ∗TM . In addition, given g ∈ Metkν(M), it is
said to be g–orthonormal if for every t ∈ [a, b],
g(ξi(t), ξj(t)) =
{
δi = ±1, if i = j
0, if i 6= j.
Definition 1.40. Let g ∈ Metk0(M) be a Riemannian metric on M . The
sub bundle
T 1M =
⋃
x∈M
{x} × {v ∈ TxM : g(x)(v, v) = 1}
is called the unit tangent bundle over M with respect to g. For semi–
Riemannian metrics g ∈ Metkν(M), it is also possible to define unit tangent
bundles for each causal character. Namely, consider the sub bundles of TM
given by T 1M above,
T 0M =
⋃
x∈M
{x} × {v ∈ TxM : g(x)(v, v) = 0}
and
T−1M =
⋃
x∈M
{x} × {v ∈ TxM : g(x)(v, v) = −1}.
The sub bundle T 0M is called the g–light cone bundle over M , and at each
x ∈ M , its fiber T 0xM = {v ∈ TxM : g(x)(v, v) = 0} is called the g–light
cone at x ∈M , see Figure 1.6.
Remark 1.41. The g–light cone at x ∈M divides the tangent space TxM in
two parts. Namely, vectors inside the light cone are timelike, vectors on the
light cone are lightlike and vectors outside the light cone are spacelike, see
10Recall Definition 1.12.
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Figure 1.6. This separation is easily seen, since these components correspond
respectively to f−1(−∞, 0), f−1(0) and f−1(0,+∞) where
f : TxM 3 v 7−→ g(x)(v, v) ∈ R.
Definition 1.42. A vector field X ∈ Γk(M) is timelike if X(x) ∈ TxM
is timelike for every x ∈ M . A Lorentzian manifold (M, g) with a given
timelike vector field X is said to be time oriented by X. A space–time is a
time oriented Lorentzian manifold.
Remark 1.43. Not every Lorentzian manifold admits a time orientation.
Nevertheless, if a Lorentzian manifold is not time orientable, it admits a
time orientable two–fold cover. This can be proved using a few techniques
developed in Section 1.3 to deal with this type of topological obstructions.
Definition 1.44. A diffeomorphism f : (M, gM ) → (N, gN ) with f∗gN =
gM is called an isometry. This means that
gM (x)(v, w) = gN (f(x))
(
df(x)v,df(x)w
)
,
for all x ∈M and v, w ∈ TxM .
The set of all isometries of a given semi–Riemannian manifold (M, g) is
clearly11 a group under composition of maps, denoted Iso(M, g) or simply
Iso(M).
Remark 1.45. A classic result of Myers and Steenrod [72] proves that if g is a
Riemannian metric, every closed subgroup of Iso(M, g) in the compact–open
topology12 is a Lie group. In particular, Iso(M, g) itself is a Lie group.
Using this result, it is possible to prove that the group of affine diffeo-
morphisms of M , i.e., diffeomorphisms that preserve a connection, is a Lie
group. This is done by regarding it as the isometry group of another Rie-
mannian manifold. From this fact, it also follows that the isometry group
Iso(M, g) of a semi–Riemannian manifold is a Lie group.
Remark 1.46. If g is a Riemannian metric, compactness of M implies com-
pactness of Iso(M, g). This is false for a general semi–Riemannian metric.
Nevertheless, there are some interesting results in the literature, for instance
D’Ambra [29] proved that the isometry group of a real analytic simply con-
nected compact Lorentzian manifold is compact. Recently, Piccione and
Zeghib [86] proved this result without the analyticity hypothesis, assuming
the existence of a somewhere timelike Killing vector field.
Given a semi–Riemannian metric g on M there is a canonical way to
associate a connection ∇g on TM , see Definition 1.26, that is compatible
with g, as the following classic result asserts.
Theorem 1.47. Let (M, g) be a semi–Riemannian manifold. There exists a
unique symmetric13 connection ∇g on TM , called the Levi–Civita connec-
tion of g, that is compatible with g, i.e.
(1.11) Xg(Y,Z) = g(∇gXY,Z) + g(Y,∇gXZ), X, Y, Z ∈ Γk(TM).
11This is a simple consequence of the chain rule for maps in M .
12A subset G of Iso(M, g) is closed in the compact–open topology if the following
condition holds. Let K ⊂ M be a compact subset and {fn}n∈N a sequence of isometries
in G that converges uniformly in K to a continuous map f : M →M . Then f ∈ G.
13See Definition 1.33.
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Remark 1.48. In the case of the fixed Riemannian metric gR, its Levi–Civita
connection will be denoted ∇R.
The key fact on the proof of this theorem is the equation known as
Koszul formula.
(1.12) g(∇gYX,Z) = 12
(
Xg(Y, Z)− Zg(X,Y ) + Y g(Z,X)
− g([X,Y ], Z)− g([X,Z], Y )− g([Y,Z], X)
)
.
It exhibits the natural candidate to the Levi–Civita connection and shows
that it is uniquely determined by the metric. A complete proof of Theo-
rem 1.47 can be found in any basic Riemannian geometry textbook such as
[51, 82].
Remark 1.49. The Koszul formula also allows to compute, as follows, the
Christoffel tensor of the Levi–Civita connection ∇g relatively to a fixed
connection ∇ (see Definition 1.34).
(1.13) g(Γg(X,Y ), Z) = 12
(
∇g(X,Z, Y ) +∇g(Y, Z,X)−∇g(Z,X, Y )
)
.
Notice that since ∇g is symmetric, if ∇ is symmetric, then Γg is also sym-
metric as a consequence of Remark 1.35.
Definition 1.50. Consider a local chart (U,ϕ) of M and the local frame
of TM at U given by the coordinate basis14 induced by ϕ. The Christoffel
symbols of g are the functions Γkij in U that give the local expression of the
Christoffel tensor Γg of ∇g relatively to p at U , defined by
(1.14) Γg(ξi, ξj) =
m∑
k=1
Γkijξk.
Remark 1.51. Let us compute the Christoffel tensor of the Levi–Civita con-
nection∇g relatively to a frame p (see Definition 1.34). From Definition 1.34,
this Christoffel tensor is given by formula (1.10),
Γg(γ)(X,Y ) = ∇XY − dpXY,
where dp is the connection induced by the frame p, defined in Example 1.32
by formula (1.5). More precisely,(
(dp)XY
)
(x) = p(x)
[
dY˜ (x)X(x)
]
,
where Y˜ is the representation of Y with respect to p, given by (1.6). Thus,
we obtain
(1.15) ∇gXY (x) = p(x)
(
dY˜ (x)X
)
+ Γg(x)(X,Y ), x ∈M.
Formula (1.15) is usually known as the covariant derivative formula, ex-
pressed in local coordinates using the components of the frame p and Christof-
fel symbols, see Definition 1.50 above.
14The frame p(x) : Rm → TxM given by the coordinate basis consists of local sections
{ξi(x)}mi=1, where ξi = ϕ∗ei is the pull–back by ϕ of the canonical orthonormal basis of
Rm, see Definition 1.12.
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Furthermore, thinking a connection as a choice of a horizontal bundle, as
explained in Remark 1.29, we have that Γg(x)(X,Y ) corresponds to the hori-
zontal component and ∇gXY (x) to the vertical component of p(x)
(
dY˜ (x)X
)
.
We now aim to endow each tensor bundle over M , see Definition 1.20,
with a natural connection by using the fixed Riemannian metric gR on M
and its Levi–Civita connection
(1.16) ∇R : Γk(TM) −→ Γk−1(TM∗ ⊗ TM).
Let us first comment on a particular case, namely the case of the cotangent
bundle TM∗.
Proposition 1.52. The Levi–Civita connection ∇R induces a natural con-
nection on the cotangent bundle TM∗, denoted by the same symbol and given
by
(1.17)
∇R : Γk(TM∗) 3 ω 7−→ ∇Rω ∈ Γk−1(TM∗ ⊗ TM∗)
(∇Rω)(Y,X) = ∇RY ω(X)− ω(∇RYX),
for any Ck−1 vector fields X,Y .
Proof. First, we observe that ∇RY of a Ck−1 function f , such as ω(X), is
simply its usual derivative Y (f), as discussed in Example 1.30, and that it
is an elementary verification that (1.17) is a well–defined R-linear operator.
Thus, it only remains to verify that ∇R satisfies the Leibniz rule. In
fact, given ω ∈ Γk(TM∗), f ∈ Ck(M) and X,Y ∈ Γk(TM),
∇R(fω)(Y,X) = ∇RY (fω(X))− fω(∇RYX)
= Y (fω(X))− fω(∇RYX)
= Y (f)ω(X) + fY (ω(X))− fω(∇RYX)
= df(Y )ω(X) + f
[∇RY ω(X)− ω(∇RYX)]
=
[
df ⊗ ω + f∇Rω] (Y,X). 
Theorem 1.53. The Levi–Civita connection ∇R induces a natural connec-
tion on the (r, s)–type tensor bundle over M , denoted by the same symbol
and given by
∇R : Γk(TM∗(s) ⊗ TM (r)) 3 K 7−→ ∇RK ∈ Γk−1(TM∗(s+1) ⊗ TM (r))
(∇RK)(Y,X1, . . . , Xs, ω1, . . . , ωr) = ∇RY (K(X1, . . . , Xs, ω1, . . . , ωr))
−∑si=1K(X1, . . . ,∇RYXi, . . . , Xs, ω1, . . . , ωr)(1.18)
−∑rj=1K(X1, . . . , Xs, ω1, . . . ,∇RY ωj , . . . , ωr),
for any Ck−1 vector fields Y,Xi and 1–forms ωj.
Recall that ∇RY of a Ck−1 1–form ω is given by (1.17), which can also be
deduced from the general expression (1.18) by setting r = 0 and s = 1. In
addition, ∇RY of a Ck−1 function f is its usual derivative Y (f), as observed
in Example 1.30. Notice that (1.18) is a natural extension of (1.4), (1.16)
and (1.17).
A proof of the above theorem is a simple verification that the expression
(1.18) defines a linear operator that satisfies the Leibniz rule. Since it is
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totally analogous to the particular case studied in Proposition 1.52, it will
be omitted. Henceforth, we will denote ∇R any connection on a tensor
bundle over M induced as above.
Corollary 1.54. If j ≤ k, any Ck (r, s)–tensor K has a jth covariant
derivative (∇R)jK, which is a Ck−j (r, s+ j)–tensor.
In fact, define (∇R)2K = ∇R(∇RK), and inductively,
(∇R)jK = ∇R [(∇R)j−1K] .
This allows to compute high order covariant derivatives of any (r, s)–tensors,
and will be used in Section 3.2 to endow (subspaces of) Γk(E) with a Banach
space norm, for tensor bundles E over M .
Let us now continue to explore elementary aspects of semi–Riemannian
geometry, defining covariant differentiation of vector fields along curves and
geodesics.
Proposition 1.55. Let g ∈ Metkν(M) and γ : [a, b] → M a Ck curve. The
Levi–Civita connection ∇g induces a unique operator
(1.19) Dg : Γk(γ∗TM) −→ Γk−1(γ∗TM)
called covariant derivative operator, that satisfies the Leibniz rule
(1.20) Dg(fX) = f ′(t)X + fDgX, X ∈ Γk(γ∗TM), f ∈ Ck(R,R),
and satisfies
(1.21) DgX = ∇gγ˙X˜
if X is induced15 from a vector field X˜ ∈ Γk(TM).
Remark 1.56. The covariant derivative operator along curves induced by ∇R
will be denoted DR. In Remark 3.83 we will comment on how to reduce the
regularity hypotheses from class Ck to weaker assumptions and still have a
covariant derivative operator DR defined almost everywhere.
For the following results, consider a fixed semi–Riemannian metric g ∈
Metkν(M).
Definition 1.57. An affinely parameterized C2 curve γ : [a, b] → M is a
g–geodesic if it satisfies Dgγ˙ = 0. In local coordinates, this is a second–order
system of ODEs called the g–geodesic equation, that involves the Christoffel
symbols of g. As usual, when the metric g is evident from the context it will
be omitted.
Remark 1.58. Let γ : [a, b] → M be a g–geodesic. Since γ˙ can always be
locally extended16, we may apply the covariant derivative formula (1.15) for
15See Remark 1.28.
16From Remark 1.28, to compute ∇gγ˙ γ˙ at γ(t), the vector field γ˙ must be defined in
an open neighborhood of γ(t). Even if γ has self intersections of the type γ(t) = γ(s) and
γ˙(t) 6= γ˙(s), see Remark 1.25, the vectors γ˙ at t and s can be locally extended in different
ways around t and s. Since the matter is local, we may use each different extension to
compute ∇gγ˙ γ˙ at t and s separately.
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γ˙. Using a local frame p(x) : Rm → TxM , x ∈ U , as an identification with
Euclidean space, the g–geodesic equation locally reads
(1.22) γ¨(t) + Γg(γ(t))(γ˙(t), γ˙(t)) = 0, t ∈ γ−1(U).
Usually, the geodesic equation is expressed in terms of the Christoffel sym-
bols, see Definition 1.50. To obtain this equation, it suffices to express (1.22)
in terms of a local chart and use (1.14). In this text, we use exclusively
coordinate–free notation such as (1.22), refusing to work with incomprehen-
sible formulas that yield a plethora of indexes.
Corollary 1.59. Let g ∈ Metkν(M). If γ : [a, b]→M is a g–geodesic, then
γ is of class Ck+1.
Proof. Since γ is a g–geodesic, in local coordinates it satisfies the g–geodesic
equation (1.22), i.e.,
(1.23) γ¨ = −Γg(γ)(γ˙, γ˙).
Notice that the Christoffel tensor Γg is of class Ck−1, since it involves first
derivatives of g which is Ck, see (1.13). From Definition 1.57, it follows
that γ is of class C2. Inductively, suppose that γ is of class Cj , for some
2 ≤ j ≤ k. Then the map
t 7−→ −Γg(γ(t))(γ˙(t), γ˙(t))
is a composite of Cj−1 maps, hence of class Cj−1. Thus, from (1.23) it
follows that γ¨ is of class Cj−1, hence γ is of class Cj+1. This argument
works for 2 ≤ j ≤ k. Therefore, applying it for j = k, we may conclude that
γ is of class Ck+1. 
Corollary 1.60. If g ∈ Met∞ν (M), then g–geodesics are smooth curves.
Proof. The result follows directly from Corollary 1.59, since g is of class Ck
for all k ∈ N. 
Applying the classic ODE theorem that guarantees existence and unique-
ness of solutions, one can prove the following result.
Proposition 1.61. For any x ∈ M , t0 ∈ R and v ∈ TxM , there exist an
open interval I ⊂ R containing t0 and a g–geodesic γ : I →M satisfying the
initial conditions γ(t0) = x and γ˙(t0) = v. In addition, any two g–geodesics
with those initial conditions agree on their common domain.
Furthermore, from uniqueness of the solution, it is possible to obtain a
maximal g–geodesic with this prescribed initial data.
Example 1.62. Let us briefly introduce a very important class of geodesics,
namely periodic geodesics. A g–geodesic γ : [a, b]→M is said to be periodic
if
γ(a) = γ(b) and γ˙(a) = γ˙(b).
If only the first condition is satisfied, i.e., γ is a geodesic and a periodic
curve, then γ is called a g–geodesic loop.
From Proposition 1.61, it is clear that under these conditions, the ge-
odesic γ can be extended to any interval that contains [a, b], being R its
maximal domain. The extensions of γ are still geodesics, that may not be
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Figure 1.7. A periodic geodesic (on the left) and a geodesic
loop (on the right).
periodic themselves, but are recognizable as portions of periodic geodesics
by counting its self intersections, see Proposition 1.131.
Each periodic geodesic γ : [a, b]→M has a prime geodesic as generator,
in the sense that there exists a minimal interval [a0, b0] ⊂ [a, b] whose end-
points satisfy the conditions γ(a0) = γ(b0) and γ˙(a0) = γ˙(b0). In Section 3.4
a precise definition of prime curve will be given, in terms of the reparame-
terization action of S1 on the space of periodic curves, see Definition 3.112.
This prime geodesic is therefore not given as n–fold iteration of any other
periodic geodesic. The number ω = |b0−a0| is called the period of γ. In case
[a0, b0] does not coincide with [a, b], γ is either a portion of a periodic geo-
desic (if the endpoints γ(a) and γ(b) do not coincide), or an iterate geodesic
(if the endpoints coincide), see Definition 3.112.
An important property of two periodic geodesics is if they are geomet-
rically distinct or not. Two periodic geodesics γ1 and γ2 are geometrically
distinct if their images do not coincide. A prime geodesic and any of its
iterates are never geometrically distinct. More precisely, any two periodic
geodesics given as iterates of the same prime geodesic are not geometrically
distinct, since they obviously have the same image.
Definition 1.63. A vector field X ∈ Γk(TM) is said to be g–parallel along
γ if DgX = 0. In addition, a vector field is called g–parallel if it is g–parallel
along every curve.
Remark 1.64. A g–geodesic γ can be hence characterized as a curve whose
tangent field γ˙ is g–parallel along γ.
Another construction that involves covariant differentiation along curves
is parallel translation.
Proposition 1.65. Let γ : [a, b] → M be a Ck curve, t0 ∈ [a, b] and v0 ∈
Tγ(t0)M . There exists a unique g–parallel vector field X ∈ Γk(γ∗TM) such
that X(t0) = v0. This vector field is called the g–parallel translate of v0
along γ.
This is another basic result, whose proof uses elementary ODE tech-
niques and can be found, for instance in [51, 82]. It is also easy to verify
that g–parallel translation is an isometry of (M, g), in the sense of Defi-
nition 1.44. Having existence and uniqueness of geodesics with prescribed
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initial data, an important question is how do geodesics change under pertur-
bations of initial data. This change is characterized by the semi–Riemannian
exponential map, which will be defined using the geodesic flow of a metric.
Definition 1.66. The geodesic flow of g ∈ Metkν(M) is the flow
Φg : U ⊂ R× TM −→ TM,
defined in an open subset U of R × TM that contains {0} × TM , of the
unique vector field17 on the tangent bundle whose integral curves are of the
form t 7→ (γ(t), γ˙(t)), where γ is a g–geodesic, satisfying
(i) γ(t) = pi ◦Φg(t, (x, v)) is the unique geodesic with initial conditions
γ(0) = x and γ˙(0) = v (see Proposition 1.61);
(ii) Φg(t, (x, cv)) = Φg(ct, (x, v)), for all c ∈ R such that this equation
makes sense.
γ(0) = x
(x, v)
M
γ
Φg(ε, (x, v))
TM
Figure 1.8. Representation of the geodesic flow Φg on TM ,
with a geodesic γ(t) = pi ◦ Φg(t, (x, v)), for t ∈ [0, ε], that
satisfies γ(0) = x and γ˙(0) = v.
The flow Φg is well–defined as a consequence of Proposition 1.61. More-
over, supposing that the geodesic vector field exists, it is easy to obtain
conditions in local coordinates that this field must satisfy (corresponding
to the geodesic equation mentioned in Definition 1.57). Defining the vector
field as its solutions, elementary ODE results guarantee existence and Ck
regularity of Φg. In addition, its domain U is obviously related with the
maximal intervals for solutions of the g–geodesic equation.
Remark 1.67. For instance, in the case of compact Riemannian manifolds
it is easy to prove that the domain U of Φg may be taken as the whole
R×TM , since compact Riemannian manifolds are, in particular, geodesically
17This vector field on TM is called the g–geodesic vector field.
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complete. Since we are dealing with semi–Riemannian manifolds, complete-
ness notions are not well–posed, and there are simple examples of compact
semi–Riemannian manifolds whose geodesic flow has domain U 6= R× TM .
In Chapter 5, we will discuss the abstract meaning of generic properties
aiming to study generic properties of the geodesic flow Φg, in Chapters 6
and 7. By a generic property of Φg, we basically mean a property that is
common to most metrics g on M . In particular, such properties are stable
under small perturbations, i.e., given a certain metric g0, it is always possible
to perturb it (in the adequate topology) and obtain a new metric g0 + εg,
such that the geodesic flow Φg0+εg satisfies this property. In this sense,
genericity of certain properties suggests the typical dynamic behavior of the
geodesic flow on certain manifold.
Proposition 1.68. Let g ∈ Metkν(M). For each x ∈ M , there exists an
open neighborhood U of the origin of TxM such that it is possible to define
the g–exponential map by
expx : U ⊂ TxM −→ M
v 7−→ Φg(1, (x, v)).
It is simple to verify that expx is smooth. The exponential map can be
clearly used as a local chart, and through this observation it is possible to
define special neighborhoods with particular regularities, as follows.
Definition 1.69. From the Inverse Function Theorem, it follows that for
each x ∈ M , there exist a neighborhood V of the origin in TxM and a
neighborhood U of x, such that expx |V : V → U is a diffeomorphism.
Such neighborhood U is called a g–normal neighborhood of p. A g–normal
neighborhood of p is called g–convex if it is a g–normal neighborhood of all
of its points.18
For the auxiliary Riemannian metric gR, a positive number r > 0 is called
a normal radius of a point x ∈M if expx(B(0, r)) is a normal neighborhood
of x ∈M , where B(0, r) denotes the open ball of radius r around the origin
of TxM with respect to the norm induced by gR. Finally, r > 0 is called a
totally normal radius for x ∈M if r is a normal radius for x and for all the
points in the open set expx(B(0, r)).
We now discuss another essential concept in semi–Riemannian geometry,
curvature. For this, consider again a fixed semi–Riemannian metric g ∈
Metkν(M).
Definition 1.70. The curvature tensor of g is the (1, 3)–tensor Rg defined
as the curvature tensor R∇g of the Levi–Civita connection ∇g of g, in the
sense of Definition 1.33. More precisely,
Rg(X,Y )Z = ∇gX∇gY Z −∇gY∇gXZ −∇g[X,Y ]Z(1.24)
= [∇gX ,∇gY ]Z −∇g[X,Y ]Z,
18Convex neighborhoods of a given point exist for every semi–Riemannian metric g,
and their size depends continuously on g relatively to the Ck–topology, see O’Neill [73].
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Remark 1.71. There is no convention in the literature for the sign of Rg. We
choose to use the sign convention (1.8), the same adopted in [51, 61, 82].
Other texts however may define the curvature tensor as −Rg. Notice that
changing this choice of sign automatically implies changing other formulas
such as the Jacobi equation (1.25).
Definition 1.72. A metric g ∈ Metkν(M) whose curvature tensor Rg van-
ishes identically is called a flat metric.
Remark 1.73. Usually, the curvature tensor Rg is used together with g in
the form of the (0, 4)–tensor g(Rg(X,Y )Z,W ). One can easily verify many
different symmetries of this tensor, for instance,
(i) g(Rg(X,Y )Z,W ) = −g(Rg(Y,X)Z,W ) = g(Rg(Y,X)W,Z);
(ii) g(Rg(X,Y )Z,W ) = g(Rg(Z,W )X,Y ).
There are several possible interpretations of curvature. A first naive ap-
proach, immediate from Definition 1.33, is that it measures second covariant
derivatives’ failure to commute. To present less trivial interpretations, we
now introduce the concept of Jacobi field.
Definition 1.74. Let γ : [a, b]→M be a g–geodesic. A Jacobi field along γ
with respect to g is a vector field J ∈ Γ2(γ∗TM) that satisfies the g–Jacobi
equation along γ, given by
(1.25) (Dg)2J(t) = Rg(γ˙(t), J(t))γ˙(t), t ∈ [a, b].
Corollary 1.75. Let g ∈ Metkν(M). If γ : [a, b] → M is a g–geodesic and
J is a g–Jacobi field along γ, then J is of class Ck.
Proof. From Corollary 1.59, since γ is a g–geodesic it is of class Ck+1. Since
J is a g–Jacobi field along γ, it satisfies the g–Jacobi equation (1.25). No-
tice that the curvature tensor Rg is of class Ck−2, since it involves second
derivatives of g which is Ck, see (1.24). From Definition 1.74, it follows
that J is of class C2. Inductively, suppose that J is of class Cj , for some
2 ≤ j ≤ k − 2. Then the map
t 7−→ Rg(γ˙(t), J(t))γ˙(t)
is a composite of Cj maps, hence of class Cj . Thus, from (1.25) it follows
that (Dg)2J is of class Cj , hence J is of class Cj+2. This argument works
for 2 ≤ j ≤ k − 2. Therefore, applying it for j = k − 2, we may conclude
that J is of class Ck. 
Remark 1.76. If γ is a g–geodesic, its tangent field γ˙ satisfies the g–Jacobi
equation (1.25), since Dgγ˙ and Rg(γ˙, γ˙)γ˙ vanish identically. Notice that
this trivial example verifies the assertion of Corollary 1.75, since from Corol-
lary 1.59, γ is Ck+1 hence γ˙ is Ck. The solutions J = γ˙ and J = 0 are called
the trivial solutions of the g–Jacobi equation.
Corollary 1.77. If g ∈ Met∞ν (M), then g–Jacobi fields along g–geodesics
are smooth.
Proof. The result follows directly from Corollaries 1.59 and 1.75, since g and
J are of class Ck for all k ∈ N. 
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Remark 1.78. The Jacobi equation (1.25) is obtained as a linearization of
the geodesic equation (1.22). Thus, Jacobi fields describe how quickly two
geodesics with the same starting point move away one from each other.
In this sense, the curvature tensor of a metric also contains information
on the behavior of the geodesic flow, see Definition 1.66. Another possible
interpretation is that curvature describes how parallel transport along a loop
differs from the identity, see Example 1.62 and Proposition 1.65. Finally, Rg
also measures non integrability of a special kind of distribution defined in the
frame bundle. These fundamental interpretations of Riemannian curvature
are explained for instance in [19, 51].
Definition 1.79. Two points p, q ∈ M are said to be g–conjugate if there
exists a g–geodesic γ : [a, b]→M with γ(a) = p and γ(b) = q and a g–Jacobi
field J : [a, b]→M along γ such that J(a) = 0 and J(b) = 0.
Since the Jacobi equation (1.25) is a linearization of the geodesic equa-
tion (1.22), two points are g–conjugate if there exists a g–geodesic γ joining
them and a variation of γ by g–geodesics, whose variational field vanishes
at the endpoints of γ, i.e., a map
(1.26) (−ε, ε)× [a, b] 3 (s, t) 7−→ γs(t) ∈M
with γs = γ for s = 0 and J(t) =
∂
∂sγs(t)
∣∣
s=0
satisfying J(a) = 0 and
J(b) = 0. This variational field J is the g–Jacobi field of Definition 1.79.
In fact, it is easy to prove that every g–Jacobi field along γ arises as the
variational field of a variation of γ by other g–geodesics, see [51, 82].
Remark 1.80. Notice that the above observation that conjugacy of p and
q is equivalent to existence of a variation of γ by other geodesics whose
variational field vanishes at endpoints does not imply that if p and q are
conjugate, then there exists more than one geodesic joining them. In fact,
vanishing of the variational field at the endpoints only implies that the
endpoints γs(b) of the geodesics in the variation (1.26) are q up to first
order in the parameter s. Indeed, it is not difficult to find examples of two
conjugate points joined by only one g–geodesic, as illustrated in Figure 1.9.
γ
J
γs
p
q
Figure 1.9. Conjugate points p and q joined by a unique
geodesic γ, with variation by geodesics γs and induced vari-
ational field J .
Example 1.81. Consider Rm endowed with the Euclidean metric and the
embedded round (m − 1)–sphere Sm−1. Then, any point p ∈ Sm−1 is con-
jugate to itself and to −p. In this case, these points are joined by infinitely
many geodesics. A Jacobi field J that vanishes at p and −p may be easily
obtained as the variational field of a variation of any geodesic joining p and
−p by other geodesics that join p and −p, as shown in Figure 1.10.
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p
−p
J
Sm−1
Figure 1.10. Antipodal points p and −p on Sm−1 with the
round metric are conjugate along any geodesic joining them.
Proposition 1.82. Given p ∈ M , the set of points on M that are g–
conjugate to p coincides with the critical values of the g–exponential map
expp : TpM →M .
Proof. Let v ∈ TpM be a critical point of expp : TpM → M , denote q =
expp v and consider the derivative
(1.27) d expp(v) : TvTpM −→ TqM.
Since TpM is a vector space, let us identify TvTpM ∼= TpM . From the fact
that v is a critical point, it follows that the above map is not surjective.
Since (1.27) is a linear map between finite–dimensional vector spaces, its
nonsurjectivity implies that it has nontrivial kernel. Thus, let w ∈ TpM be
a nonzero vector in the kernel of (1.27), and consider the short segment v(t)
given by
v : (−ε, ε) 3 s 7−→ v + sw ∈ TpM.
Notice that v(0) = v, and v′(0) = w. Consider the g–geodesic γ : [0, 1]→M
given by γ(t) = expp tv and the variation
γs(t) = expp tv(s).
Then the variational field J = ∂∂sγs(t)
∣∣
s=0
is a nontrivial g–Jacobi field
along γ that vanishes at the endpoints. Namely, J(0) is clearly null and
J(1) coincides with the image by expp of v
′(0) = w, that is in the kernel of
this map. Therefore, q = expp v is g–conjugate to p if v is a critical point of
expp.
Conversely, let J be a g–Jacobi field along γ(t) = expp tv, where q =
expp v, that vanishes at the endpoints of γ. Then J is the variational field
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of a certain variation γs(t) of γ by g–geodesics, i.e., there exists a curve
(−ε, ε) 3 s 7→ v(s) ∈ TpM
such that v(0) = v and γs(t) = expp tv(s). Thus
J(t) = d expp(tv)tv
′(0),
and setting t = 1, since J(1) = 0, it follows that v is a critical point of
expp. 
p
−p
TpS
m−1
Sm−1
Figure 1.11. In the case of Sm−1, all points in the (m−2)–
sphere of radius pi around the origin of TpS
m−1 are critical
points of expp : TpS
m−1 → Sm−1. All these critical points are
mapped to the antipodal conjugate point −p, see Example
1.81.
Remark 1.83. This important notion of conjugacy between two points will
be generalized in the sequel by the notion of focality between a point and a
submanifold, or between two submanifolds, see Definitions 1.102 and 1.105.
Definition 1.84. The Ricci curvature of g is a (0, 2)–tensor field given by
the trace of the curvature endomorphism on its first and last indexes. More
precisely, if {ξi(x)}mi=1 is a g–orthonormal frame, let δi = g(ξi, ξi) = ±1,
Ricg(X,Y ) = trg R
g( ·, X)Y
=
m∑
i=1
δig(R
g(ξi, X)Y, ξi).
Remark 1.85. In the Riemannian case, Ricci curvature should be thought as
an approximation of the Laplacian of the metric, i.e., a measure of the vol-
ume distortion on M . For a more precise formulation of this interpretation,
see Morgan and Tian [71].
Definition 1.86. The scalar curvature of g is a function Sg given by the
trace of the Ricci curvature. More precisely, if {ξi(x)}mi=1 is a g–orthonormal
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frame, let δi = g(ξi, ξi) = ±1,
Sg = trg Ric
g
=
m∑
i=1
δi Ric(ξi, ξi).
Definition 1.87. A metric g is called an Einstein metric if it satisfies the
Einstein equation
(1.28) Ricg −12Sgg + Λg = 8piT,
where Λ ∈ R is the cosmological constant and T is the energy–momentum
tensor19 of M . Although (1.28) may be considered for any manifold, it is
usually studied on four–dimensional space–times,20 i.e., for ν = 1 and m = 4,
due to the physical relevance of this particular case in general relativity.
Einstein metrics appear in general relativity as perfect models for grav-
itational problems. It relates the simplest (2, 0)–tensors on a space–time
M . The constant 8pi in the right–hand side of (1.28) is responsible for an
adequate scaling that allows to consider classic gravitation as a limit case of
relativistic gravitation.
Let g be an Einstein metric such that (M, g) is a space–time. Points
x ∈M are called events, and g–geodesics γ : [a, b]→M are either timelike,
lightlike or spacelike, according to the causal character of its tangent field
γ˙, see Definition 1.38. General relativity asserts that a timelike geodesic
corresponds to the path of an observer moving at less than the speed of light,
only under influence of gravitational forces. Similarly, lightlike geodesics
correspond to trajectories of a flash of light, and spacelike geodesics are the
geometric equivalent to a trajectory with speed higher than the speed of
light. The theory also states that particles with mass cannot move faster
than light, hence spacelike geodesics are not admissible paths for the motion
of an object.
Remark 1.88. Expanding the Einstein equation (1.28) in local coordinates,
we obtain a system of second–order PDEs. Einstein himself was not able to
find examples of space–times (M, g) that are exact solutions of (1.28), but
only approximate linearized solutions. The first exact solution found was
the Schwartzschild metric, which in coordinates (t, r, θ, φ) is given by
(1.29) ds2 = −
(
1− 2m
r
)
dt2 +
dr2
1− 2mr
+ r2dθ2 + r2 sin2 θdφ2,
assuming that the energy–momentum tensor T and the cosmological con-
stant Λ vanish. This model describes the gravitational field outside a spher-
ical non–rotating body of mass m such as a (non–rotating) star, planet,
19This is a (2, 0)–tensor on M that contains all the information on the physical
distribution of matter and energy in the space–time M . For instance, when dealing with a
space–time without matter, i.e., a vacuum, this tensor vanishes identically. For a physical
interpretation of T , see [14, 34, 69].
20Recall Definition 1.42.
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or black hole.21 It is also a good approximation to the gravitational field
of a slowly rotating body like the Earth or Sun. Later, other solutions
as Robertson–Walker metrics and Kerr metrics where obtained. This last
models the gravitational field outside a rotating black hole, see [13, 34, 69].
Definition 1.89. The Minkowski space–time is the Lorentzian manifold
(R4, ds2M ), with the so–called Minkowski metric, that may be written in
coordinates (t, x, y, z) as
(1.30) ds2M = −dt2 + dx2 + dy2 + dz2.
Remark 1.90. The Minkowski metric is flat, and is a trivial solution of the
Einstein equation (1.28) with vanishing cosmological constant and energy–
momentum tensor. It hence models the gravitational field of a perfect vac-
uum, i.e., an empty22 space–time.
Definition 1.91. A semi–Riemannian metric g ∈ Metkν(M) is said to be
asymptotically flat if there exists h ∈ Γk0(TM∗ ∨ TM∗) such that g − h is a
flat metric, see Definitions 1.17 and 1.72.
Remark 1.92. In general relativity, it is common to consider Lorentzian
metrics on R4 that are asymptotically flat, i.e., tend to the Minkowski metric
(1.30) at infinity. The physical meaning of this asymptotically flatness can
be described as follows. Since by the Einstein equation (1.28), curvature of
space–time (that corresponds to gravitation) is a consequence of the presence
of matter, the gravitational field of an asymptotically flat space–time, as
well as any matter or other fields which may be present, become negligible
in magnitude at large distances from some region. Recall that flatness of a
space–time corresponds to absence of matter, hence the Minkowski space–
time models perfect vacuum. In this sense, it is reasonable to consider space–
times all of whose non negligible matter is present in some region, since this
allows to model isolated systems, i.e., systems whose exterior influences can
be neglected.
As an illustrative example, consider the problem of modeling the gravita-
tional field around a single star. Instead of imagining a universe containing
a single star and nothing else, it seems to be more physically meaningful to
model the interior of the star together with an exterior region in which grav-
itational effects due to the presence of other objects, such as nearby stars,
can be neglected. Since typical distances between astrophysical bodies tend
to be much larger than the diameter of each body, this idealization usu-
ally helps to greatly simplify the construction and analysis of such models.
For instance, the Schwartzschild metric (1.29) deals with such an idealized
model of the gravitational field outside a spherical non–rotating body.
21The Schwartzschild black hole is characterized by a surrounding spherical surface,
called the event horizon, which is situated at the Schwartzschild radius, often called the
radius of a black hole. Any non–rotating and non–charged mass that is smaller than its
Schwartzschild radius forms a black hole. The solution of the Einstein equations (1.28)
is valid for any mass m, so in principle, according to general relativity, a Schwartzschild
black hole of any mass could exist if conditions became sufficiently favorable to allow for
its formation.
22i.e., without matter.
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For more detailed interpretation of asymptotically flat space–times, see
Hawking [34]. Furthermore, a few stability results for the Minkowski space–
time were studied by Christodoulou [26, 27].
We now approach a delicate matter concerning length of curves and dis-
tance maps in semi–Riemannian geometry. Using the auxiliary Riemannian
metric gR, we may define the length of a curve as usual.
Definition 1.93. The gR–length of a curve γ : [a, b]→M is
LR(γ) =
∫ b
a
√
gR(γ˙(t), γ˙(t)) dt.
Notice however that replacing gR with a semi–Riemannian metric g ∈
Metkν(M) with index ν 6= 0, the integrand above is not well–defined. In
particular, using this same length definition would imply that non constant
lightlike curves would always have always null length. For this reason, in
semi–Riemannian geometry it is more usual to deal with the energy of a
curve, rather than its length.
Definition 1.94. The g–energy of a curve γ : [a, b]→M is
Eg(γ) =
1
2
∫ b
a
g(γ˙(t), γ˙(t)) dt.
Notice that Eg(γ) might be negative, for instance if γ is timelike.
In Chapter 4, we will study the relation between g–geodesics and curves
that minimize g–energy, which is totally analogous to the Riemannian case.
Definition 1.95. The gR–distance of two points p, q ∈ M is given by the
infimum dR(p, q) of lengths of all piecewise regular curve segments joining p
and q.
Remark 1.96. The pair (M,dR) is a metric space, and the topology induced
by this distance coincides with the topology from the atlas of M .
It is also possible to define semi–Riemannian distance functions, never-
theless we will not use this concept in our applications. In the case of the
Riemannian distance dR, completeness of the metric space (M,dR) is related
to a geodesic notion of completeness by the celebrated Hopf–Rinow Theo-
rem, see [51, 61, 82]. Several related modern topics of research deal with
similar relations and completeness notions in the semi–Riemannian case. We
will not discuss this topic, which is beyond the objectives of this text.
We end this section recalling some basic definitions regarding submani-
folds of a semi–Riemannian manifold (M, g). Consider the inclusion i : P ↪→
M of a submanifold P ⊂M . The restriction i∗g may be a degenerate23 ten-
sor, in which case the submanifold P is called degenerate. Furthermore, as
we will see in the next section, there exists topological obstructions to the
existence of metrics of given index, hence if a submanifold P has such ob-
structions, then any restriction i∗g will necessarily degenerate at some point.
In order to develop our results that concern submanifolds, nondegeneracy
will be a necessary hypothesis.
23This happens in case there exists x ∈ P such that i∗g(x) is a degenerate symmetric
bilinear form on TxP , see Definition 2.35.
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Definition 1.97. Consider P a submanifold of M , g ∈ Metkν(M), and
i : P ↪→ M its inclusion. Then P is said to be g–nondegenerate if the
restricted metric tensor i∗g is nondegenerate. The set of such metrics on M
is denoted
(1.31) Metkν(M,P ) = {g ∈ Metkν(M) : P is g–nondegenerate}.
The submanifold P is said to be g–degenerate for every g ∈ Metkν(M) \
Metkν(M,P ).
Remark 1.98. For ν = 0, trivially Metk0(M,P ) = Met
k
0(M) for any submani-
fold P . Nevertheless, if 0 < ν < m, the subset Metkν(M,P ) might be empty,
since there are topological obstructions to the existence of semi–Riemannian
metrics of fixed index on P , which will be studied in the next section using
characteristic classes, in particular the Euler class.
Proposition 1.99. A submanifold P of M is g–degenerate if and only if
there exists p ∈ P such that24 TpP ∩ T 0pM 6= {0} and given any nonzero
v ∈ TpP ∩ T 0pM , the subspace TpP is contained in TvT 0pM .
Proof. It suffices to prove that the subspace TpP of TpM intersects the
kernel25 of the bilinear form g(p)|TpP×TpP non trivially if and only if TpP ∩
T 0pM 6= {0} and given any nonzero v ∈ TpP ∩ T 0pM , the subspace TpP is
contained in TvT
0
pM . This implies that g degenerates at p ∈ P , and hence
P is g–degenerate.
Suppose TpP intersects the kernel of g(p)|TpP×TpP non trivially. Then
there exists a nonzero v ∈ TpP such that g(p)(v, w) = 0 for all w ∈ TpP . In
particular, g(p)(v, v) = 0, hence TpP intersects T
0
pM non trivially. Consider
a nonzero v ∈ TpP ∩T 0pM . Deriving g(p)(v, v) = 0, it is easy to see that the
tangent space to T 0pM is given by
TvT
0
pM = v
⊥g = {w ∈ TpM : g(p)(v, w) = 0}.
Thus, if v is in the kernel of g(p)|TpP×TpP , then TpP ⊂ TvT 0vM . The converse
is obvious. 
Definition 1.100. Let P be a submanifold of M and g ∈ Metkν(M,P ). The
g–normal bundle TP⊥ to P is the smooth sub bundle of the tangent bundle
TM whose base is P and whose fibers at each p ∈ P are given by TpP⊥g ,
i.e., the orthogonal complement of TpP in TpM with respect to g(p). In the
presence of more than one metric on the ambient, when not clear from the
context, we will include a subindex ⊥g to denote with reference to which
metric normal objects should be considered.
Definition 1.101. If g ∈ Metkν(M,P ), the second fundamental form of P
in the normal direction η ∈ TP⊥ is the symmetric bilinear tensor SPη ∈
Γk(TP ∗ ∨ TP ∗), given by
(1.32) SPη (v, w) = g(∇gvw, η),
24Recall that T 0pM is the g–light cone of M at p, see Definition 1.40.
25See Definition 2.35.
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where w is an extension26 of w tangent to P . Using the fact that P is non-
degenerate, we will also identify SPη at a point p ∈ P with the g–symmetric
linear operator
SPη (p) : TpP −→ TpP
g(SPη (p)v, w) = SPη (v, w), v, w ∈ TpP,
using (2.2). This operator SPη is called the shape operator of P .
If the second fundamental form SPη vanishes identically for any normal
direction η, then P is called a totally geodesic submanifold. This property
is equivalent to each g–geodesic of P being a g–geodesic of M .
Definition 1.102. A point q ∈M is said to be g–focal to a submanifold P
if there exists a g–geodesic γ : [a, b] → M with γ(a) ∈ P , γ˙(a) ∈ Tγ(a)P⊥
and γ(b) = q, and a g–Jacobi field J : [a, b] → M satisfying J(a) ∈ Tγ(a)P ,
J(b) = 0 and
DgJ(a) + SPγ(a)(J(a)) ∈ Tγ(a)P⊥.
Remark 1.103. The above definition clearly generalizes the notion of con-
jugacy between two points, see Definition 1.79. Analogously to Propo-
sition 1.82, it is easy to prove that a point q is focal to a submanifold
P if and only if it is a critical value of the normal g–exponential map
exp⊥ : TP⊥ → M , given by the restriction of the g–exponential map to
the g–normal bundle to P .
Example 1.104. Consider Rm endowed with the Euclidean metric and the
embedded round (m − 1)–sphere Sm−1. Then, it is easy to verify that the
origin of Rm is focal to Sm−1, since any geodesic orthogonal to Sm−1 admits
a Jacobi field satisfying the conditions of Definition 1.102, as shown in figure
below.
Sm−1
0
Definition 1.105. Two submanifolds P and Q of a semi–Riemannian man-
ifold (M, g) are said to be g–focal if there exists a g–geodesic γ : [a, b]→M
with γ(a) ∈ P , γ˙(a) ∈ Tγ(a)P⊥ and γ(b) ∈ Q, γ˙(b) ∈ Tγ(b)Q⊥ and a g–Jacobi
field J : [a, b]→M along γ satisfying J(a) ∈ Tγ(a)P , J(b) ∈ Tγ(b)Q and
(1.33)
DgJ(a) + SPγ˙(a)(J(a)) ∈ Tγ(a)P⊥
DgJ(b) + SQγ˙(b)(J(b)) ∈ Tγ(b)Q⊥,
where ⊥ is orthogonality with respect to the metrics on P and Q induced
by g.
26It is simple to verify that indeed this definition does not depend on the chosen
extension of w.
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Once more, the above definition clearly generalizes the previous notions
of conjugacy between points and focality between a point and a submanifold.
For a geometrical interpretation of focality between submanifolds we refer to
Piccione and Tausk [83]. Notice also that there are clear physical approaches
to focality of two manifolds, for instance considering wavefronts.
1.3. Topological obstructions to existence of metrics
Using partitions of the unity, it is not difficult to prove that every
manifold can be endowed with a Riemannian metric27, see for instance
[51, 61, 82]. Nevertheless, there are topological obstructions to the ex-
istence of semi–Riemannian metrics. A relevant topic in modern research
is to determine practical necessary and sufficient topological conditions for
the existence of semi–Riemannian metrics of a given index. An adequate
approach for this type of problem consists of using obstruction theory and
characteristic classes.
In this section, we prove a well–known condition of this type, see Propo-
sition 1.106. Nevertheless, this is not a computationally manageable condi-
tion for arbitrary indexes. For more specific indexes however, it is possible
to improve such statement. Namely, we will explore the Lorentzian case
ν = 1, in which the obstruction described in Proposition 1.106 is a well–
known characteristic class. We will also relate it with celebrated topological
invariants, for compact manifolds. Finally, we discuss some examples in low
dimensions, particularly concerning existence of semi–Riemannian metrics
on spheres, based in Steenrod [98].
Notice that every result on obstructions to the existence of metrics may
be applied to submanifolds of a given semi–Riemannian manifold. Hence,
it may be regarded as a result on the obstruction to the nondegeneracy of
submanifolds, see Definition 1.97 and Remark 1.98.
Proposition 1.106. A smooth manifold M admits a Ck semi–Riemannian
metric g ∈ Metkν(M) if and only if M admits a Ck distribution28 of rank ν.
Proof. Assume D ⊂ TM is a Ck distribution of rank ν on M and consider
gR an auxiliary smooth Riemannian metric on M , see Remark 1.37. Define
a section g ∈ Γk(TM∗ ∨ TM∗) by setting
(1.34) g(v, w) =

gR(v, w), v, w ∈ D⊥
0, v ∈ D, w ∈ D⊥
−gR(v, w), v, w ∈ D,
where ⊥ clearly denotes gR–orthogonality. It is then a simple verification
that g ∈ Metkν(M).
Conversely, assume that g ∈ Metkν(M) and let A ∈ Γk(TM∗ ⊗ TM) be
the unique gR–symmetric (1, 1)–tensor on M that represents g in terms of
gR, i.e., such that
g = gR(A·, ·).
27Recall Remark 1.37.
28See Example 1.14.
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Notice that at each x ∈M , A(x) is a symmetric m×m real matrix of index ν,
hence diagonalizable. Denote by σ(A(x)) ⊂ R the set of eigenvalues of A(x),
and by EigA(x)(λj) the eigenspace of A(x) correspondent to λj ∈ σ(A(x)).
Define a distribution D by
(1.35) Dx =
⊕
λj∈σ(A(x))
λj<0
EigA(x)(λj), x ∈M.
This is clearly a distribution of rank ν on M . Notice that proving that D is
Ck is equivalent to proving that the map
(1.36) M 3 x 7−→ (x, px) ∈
⋃
q∈M
{q} × Lin(TqM,Dq),
where px : TxM → Dx is the gR(x)–orthogonal projection onto Dx, is a Ck
section of this vector bundle. This map (1.36) can be clearly decomposed as
x
A7−−→ A(x) η7−−→ px,
where η is the map that to each symmetric matrix H ∈ GL(m,R) of index
ν associates the orthogonal projection η(H) ∈ Lin(Rm,Rν) onto the direct
sum of its negative eigenspaces. A standard functional analytical argument
gives
(1.37) η(H) =
ν∑
j=1
1
2pii
∮
γj
dz
z −H ,
where {γj}νj=1 are smooth curves in the complex plane C that make one
turn around each negative eigenvalues λj of H counterclockwisely, see figure
below.29 Since η is clearly smooth and A is Ck, it follows that (1.36) is also
Ck, concluding the proof. 
λj
γj
29Note that in case H is diagonal, from the Cauchy formula, the jth line integral is
equal to the diagonal matrix with 1 in the jth position and 0 in the others. Hence, the
sum that results η(H) is the diagonal matrix with 1 in the coordinates that correspond to
negative eigenvalues of H and 0 in the others. This is exactly the matrix of the projection
onto the direct sum of all negative eigenspaces of H.
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Remark 1.107. For the rest of this section, we drop the observations about
regularity of metrics. Since the obstructions are topological and M is as-
sumed smooth, if M has no obstructions to the existence of a Ck semi–
Riemannian metric of index ν, it automatically admits semi–Riemannian
metrics of this index of class Cr for any other r. Thus, we shall omit the
regularity of metrics in this section.
Remark 1.108. In the sequel, by having ν–topological obstructions we mean
having obstructions to the existence of metrics of index ν. In addition, if
the index ν is evident from the context, it may be omitted.
Corollary 1.109. If M is contractible30, then M admits semi–Riemannian
metrics of all possible signatures.
Proof. This is immediate from the fact that vector bundles with contractible
basis are trivial. Hence M admits distributions of all possible ranks, and
the result follows from Proposition 1.106. 
Remark 1.110. Corollary 1.109 is not as cloddish as it seems. In fact, there
are elaborate constructions of contractible smooth manifolds not homeomor-
phic to the Euclidean space, such as Whitehead manifolds.31
We now treat the case ν = 1 of Lorentzian metrics on M . The correspon-
dent obstruction may be characterized by a well–known characteristic class,
i.e., a rule that associates a cohomology class of M to each vector bundle E
over M , measuring how twisted it is, and particularly if it admits nontrivial
sections. Existence of a such nontrivial section for TM means that there is
a globally defined non vanishing vector field on M . This clearly implies32
the existence of a rank 1 distribution on M spanned by this field, which, by
Proposition 1.106, guarantees the existence of a Lorentzian metric on M .
We shall later go back to general indexes ν in the end of this section.
The definition of the Euler class of an oriented vector bundle can be
given in several different ways. Namely, one may give an axiomatic charac-
terization, or an explicit formula using the curvature of a connection on this
bundle, or finally a typical algebraic topology construction using the orien-
tation class of this bundle. We shall adopt the last, see [30, 48, 57, 68] for
a more comprehensive study.
Let E be an oriented C0 vector bundle over M of rank r, and denote E˙ =
E\0E the complementary of the null section in E, see Remark 1.18. Consider
the inclusion of pairs jx : (Ex, E˙x)→ (E, E˙), where E˙x = Ex \{0E(x)}, and
the induced homomorphism j∗x : Hr(E, E˙;Z) → Hr(Ex, E˙x;Z) between
the respective cohomologies. Standard arguments prove that there exists a
unique U ∈ Hr(E, E˙;Z), called orientation class of E, such that j∗x(U) is
a generator of Hr(Ex, E˙x;Z) for all x ∈ M , see for instance [48]. Denote
by i : (E, ∅) ↪→ (E, E˙) the inclusion and i∗ : H∗(E, E˙;Z) → H∗(E;Z)
30i.e., has the same homotopy type of a point.
31Whitehead manifolds are contractible 3–manifolds not homeomorphic to R3, and
were discovered by Henri Whitehead in his attempts to prove the Poincare´ conjecture, see
Kirby [53].
32Notice that the converse is not necessarily true, see Remark 1.116.
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the restriction homomorphism induced between the respective cohomology
rings.
Definition 1.111. The Euler class of an oriented vector bundle E over M
of rank r is the cohomology class e(E) ∈ Hr(M,Z) defined by
e(E) = (pi∗)−1i∗(U),
where U is the orientation class of E and pi∗ : Hr(M,Z)→ Hr(E,Z) is the
homomorphism induced by the projection of E.
Remark 1.112. In case E is non orientable, it is necessary to use cohomology
with twisted coefficients to obtain a substitute for the orientation class U in
the above case. One may define analogously the Euler class of non orientable
vector bundles as a cohomology class in such twisted cohomology.
Remark 1.113. Notice that for any s ∈ Γ0(E), we have pi ◦ s = id and hence
s∗ = (pi∗)−1 : H∗(E,Z)→ H∗(M,Z). Thus
e(E) = (pi∗)−1i∗(U)
= s∗ ◦ i∗(U)
= (i ◦ s)∗(U).
The main reason to study the Euler class of oriented vector bundles over
M is the following.
Theorem 1.114. Let E be an orientable vector bundle over M of rank r.
The primary obstruction to the existence of a nontrivial33 section s ∈ Γ0(E)
is the Euler class e(E). In case r = m, this is the unique obstruction.
We will not give a proof of this result. Basically, it is done by studying
the obstruction to lift a nontrivial section defined in the n–skeleton of a CW–
complex to its (n+ 1)–skeleton. Up to minor identifications, the crucial fact
in use is that a continuous function f : Sn−1 → R can be continuously
extended to a function f˜ : Bn → R defined on the n–ball Bn that has
boundary Sn−1 if and only if it is homotopic to a constant. Since Ex \
{0E(x)} has the same homotopy type of Sr−1, and pik(Sr−1) = 0 for k <
r−1, one easily verifies that there is no obstruction to lift a nontrivial section
until reaching the (r− 1)–skeleton. The final step to obtain the desired non
vanishing section of E is to lift it to the r–skeleton, which corresponds to
M . In case r = m, the only obstruction is in this final step, and it is
characterized by the vanishing of the Euler class. Nevertheless, for r > m,
there are further obstructions, being e(E) the first of them. See Davis and
Kirk [30] for a proof.
Corollary 1.115. The obstruction class to the existence of Lorentzian met-
rics on M is given by e(TM).
Proof. Vanishing of e(TM) guarantees the existence of a globally defined
section v ∈ Γ0(TM) that never vanishes. The conclusion follows by con-
sidering the rank 1 distribution on M spanned by v and applying Proposi-
tion 1.106. 
33i.e., s 6= 0E .
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Remark 1.116. In the proof of Corollary 1.115 we used a rank 1 distribution
spanned by a vector field. Nevertheless, not every rank 1 distribution is of
this form. More precisely, it is spanned by a non vanishing vector field if
and only if it is orientable. It is also possible to prove that on a simply
connected manifold (compact or not), every rank 1 distribution is spanned
from a globally defined non vanishing vector field. Let us briefly comment an
example of rank 1 distribution that is not spanned by any globally defined
non vanishing vector field, discussed in Palomo and Romero [79].
Consider G = S1 × SO(3). Since G is a Lie group, it is parallelizable,
and hence every vector field X ∈ Γk(TG) can be regarded as a map
(1.38) X : G −→ g,
where g is a 4–dimensional real vector space. Thus, every rank 1 distribution
D can be thought as a map D : G → RP 3 ⊂ g. Composing D with a fixed
diffeomorphism f : RP 3 → SO(3), it follows that every rank 1 distribution
D can be regarded as map
f ◦ D : G −→ SO(3).
Consider the distribution D2 induced in this way by the projection G →
SO(3) on the second factor. Assuming that D2 is spanned by a vector
field (1.38) on G and using that g \ {0} is simply connected, one can easily
conclude34 that SO(3) is simply connected, which is false. Therefore, D2 is
not spanned by a globally defined non vanishing vector field on G.
Finally, the existence of a globally non vanishing vector field on M is
equivalent to the existence of a rank 1 distribution on M , that may not be
spanned by this vector field. This follows from the fact that both statements
are equivalent to the vanishing of the Euler class e(TM).
Proposition 1.117. Every non compact manifold admits a Lorentzian met-
ric.
Proof. If M is non compact, standard arguments prove that Hm(M,Z) = 0.
Hence e(TM) trivially vanishes and hence, from Corollary 1.115, it follows
that M admits Lorentzian metrics. 
In order to better describe this obstruction in the compact case, we
present an axiomatic characterization of the Euler class, that can be found
for instance in Kobayashi and Nomizu [57].
Proposition 1.118. The Euler class e for oriented vector bundles of rank
r is characterized by the following axioms.
(i) e(E) ∈ Hr(M,Z) and e(E) is trivial if r is odd;
(ii) If f : N →M is a smooth map, then
e(f∗E) = f∗(e(E));
(iii) If E1 and E2 are oriented vector bundles over M of rank 2, then
e(E1 ⊕ E2) = e(E1) ∧ e(E2);
34Consider the homomorphisms between the fundamental groups induced by these
maps.
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(iv) Let EC be the natural complex line bundle over CP
1. Then e(EC)
coincides with the first Chern class c1(EC).
Axioms (ii), (iii) and (iv) are called the naturality, Whitney sum and nor-
malization axioms, respectively. If another characteristic class satisfies (i)–
(iv), then it must coincide with the Euler class.
Corollary 1.119. If M is odd dimensional and orientable, then M admits
Lorentzian metrics.
Proof. From axiom (i) in Proposition 1.118, e(TM) = 0. The result is then
immediate from Corollary 1.115. 
Corollary 1.120. If M = M1 ×M2 is a product manifold, then M ad-
mits Lorentzian metrics if at least one of the factors Mi admits Lorentzian
metrics.
Proof. Once more, we use Corollary 1.115. From the Whitney sum axiom (i)
in Proposition 1.118, e(TM) = e(TM1)∧ e(TM2) is trivial if either e(TM1)
or e(TM2) is trivial. Notice that one could also build directly the Lorentzian
product metric by considering the direct sum of the Lorentzian metric on
one factor and any Riemannian metric on the other factor. 
Corollary 1.121. Suppose M is orientable and has even dimension m.
Let {ei}mi=1 be a gR–orthonormal frame and define
Ωij(v, w) = gR(R
R(v, w)ej , ei), i, j = 1, . . . ,m.
Then the Euler class of TM is given by
(1.39)
e(TM) =
1(
m
2
)
!pim/22m
∑
σ∈Sm
sgn(σ)Ωσ(1)σ(2) ∧ Ωσ(3)σ(4) ∧ . . . ∧ Ωσ(m−1)σ(m),
where Sm denotes the symmetric group on m elements and sgn(σ) the sign
of the permutation σ.
Formula (1.39) is proved simply verifying that the axioms (i)–(iv) of
Proposition 1.118.
Remark 1.122. We are being a bit sloppy about the coefficients of coho-
mologies above. Proposition 1.118 states that e(TM) ∈ Hm(M,Z), and
formula (1.39) clearly gives an expression of a differential form, i.e., an ele-
ment of Hm(M,R). There is however a natural identification between the
cohomology rings H∗(M,Z) ↪→ H∗(M,R).
We now state the celebrated Gauss–Bonnet–Chern Theorem, that re-
lates the Euler class e(TM) of the tangent bundle of M with the Euler
characteristic χ(M). It also extends the classic Gauss–Bonnet Theorem for
2–manifolds to any even dimensional manifold. A complete proof can be
found for instance in Mercuri, Piccione and Tausk [65].
Gauss–Bonnet–Chern Theorem 1.123. Let M be compact and oriented
and consider e(TM) the expression for the Euler class given by (1.39). Then
(1.40)
∫
M
e(TM) = χ(M).
1.3. Topological obstructions to existence of metrics 39
Thus, for compact orientable manifolds, χ(M) = 0 if and only if the
Euler class of TM is trivial. Hence, we may give the following characteri-
zation of the obstruction to the existence of Lorentzian metrics on compact
orientable manifolds.
Proposition 1.124. A compact orientable manifold M admits Lorentzian
metrics if and only if χ(M) = 0.
Proof. This is immediate from Corollary 1.115 and the Gauss–Bonnet–Chern
Theorem 1.123. 
Notice that this result gives a complete description of the obstruction
for ν = 1. Recall that non compact orientable manifolds always admit
Lorentzian metrics, see Proposition 1.117. Odd dimensional compact man-
ifolds also admit Lorentzian metrics, from Corollary 1.119. Finally, even
dimensional compact manifolds admit Lorentzian metrics if and only if its
Euler characteristic is different from 0. In a low dimensional context, it is
possible to give even more detailed results, for instance the following.
Corollary 1.125. The only two–dimensional compact manifolds that admit
Lorentzian metrics are the torus S1 × S1 and the Klein bottle.
Proof. It is a classic result that these are the only two–dimensional compact
manifolds whose Euler characteristic is zero. 
Except for the case ν = 1, it is in general a fairly difficult task to
give universal necessary and sufficient conditions for the existence of semi–
Riemannian metrics of index ν on M , or distributions of rank ν on M . One
may try to characterize the obstruction to the existence of such distributions
in the same fashion of Theorem 1.114. This would be done lifting nontrivial
sections of a Grassmannian bundle Grν(M) through n–skeletons. In addi-
tion, it would be necessary to compute the homotopy groups of Grν(M),
possibly using its homogeneous space structure and homotopy tools, such
as the Bott periodicity. Finally, it is very likely that even for vector bundles
of rank m, the obstruction is not unique, as in Theorem 1.114.
Nevertheless, in a low dimensional context it is still possible to use a few
tricks. For instance, notice that if g ∈ Metkν(M) then −g ∈ Metkm−ν(M).
Therefore,
(1.41) Metkν(M) 6= ∅ if and only if Metkm−ν(M) 6= ∅.
In particular, this implies the following.
Corollary 1.126. If M is a tri–dimensional compact orientable manifold,
then M admits semi–Riemannian metrics of all possible indexes.
Proof. Clearly M admits metrics of index ν = 0. From Corollary 1.119, M
also admits metrics of index ν = 1. From (1.41), since m = 3, it follows that
M admits metrics of all possible indexes ν = 0, 1, 2, 3. 
Another approach to is to obtain more specific characterizations for sim-
ple and well–studied manifolds. The simplest m–dimensional connected non
contractible35 manifold is the m–sphere Sm. A complete and detailed dis-
cussion on fiber bundles over spheres together with a classification of such
35Recall Corollary 1.109.
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bundles is given in Walschap [101]. We end this section with the following
two results by Steenrod on this topic, indirectly proven in [98] and [99]
respectively.
Theorem 1.127. For the following values of ν and m, the m–sphere Sm
admits semi–Riemannian metrics of index ν,
(i) m even, ν = 0 and ν = m;
(ii) m odd, ν ∈ {0, 1,m− 1,m};
(iii) m ≡ 3 mod 4, 0 ≤ ν ≤ 3 and m− 3 ≤ ν ≤ m;
(iv) m ≡ 7 mod 8, 0 ≤ ν ≤ 7 and m− 7 ≤ ν ≤ m.
Remark 1.128. Notice that (i) and (ii) above correspond respectively to the
existence of Riemannian and Lorentzian metrics, using (1.41). Moreover,
recall that (ii) is a consequence of Corollary 1.119.
Theorem 1.129. For the following values of ν and m, the m–sphere Sm
does not admit semi–Riemannian metrics of index ν,
(i) m even, 1 ≤ ν ≤ m− 1;
(ii) m + 1 ≡ 0 mod 2r, where 2r is the highest power36 of 2 dividing
m+ 1, and 2r ≤ ν ≤ m− 2r.
1.4. A few lemmas
In this final section, we prove a few lemmas of semi–Riemannian geom-
etry that will be used in the following chapters. We start with a few results
concerning self intersection of geodesics and parallelism of Jacobi fields and
tangent fields.
γ1
γ2
M
Figure 1.12. Two g–geodesics intersect only finitely many
times, unless one of them is an affine reparameterization of
the other.
Lemma 1.130. Let γi : [ai, bi]→M two g–geodesics. Then the set of points
where these geodesics intersect is finite, unless one is an affine reparameter-
ization of the other.
36i.e., m+1
2r
is odd.
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Proof. Since the images of γ1 and γ2 are compact, if there were infinitely
many intersection points, there would be an accumulation intersection point
p = γ1(t) = γ2(s). Consider U a normal neighborhood of p. If γ˙1(t) and
γ˙2(s) are linearly independent, since there are infinitely many points near
p such that γ1 and γ2 coincide in U , there is an obvious contradiction to
injectivity of the exponential map on U . Otherwise, if γ˙1(t) and γ˙2(s) are
linearly dependent, then γ1 and γ2 are affine reparameterizations of each
other. 
Proposition 1.131. Let γ : [0, 1]→M be a g–geodesic in M . If the set
I = {(t, s) ∈ [0, 1]× [0, 1] : t 6= s, γ(t) = γ(s)}
is infinite, then γ is a portion of a periodic geodesic with period ω < 1, see
Example 1.62.
Proof. If I is infinite, there exists an accumulation point (t, s) ∈ I. The
local injectivity of γ implies that t 6= s, suppose t < s. Take ε > 0 small, and
define γ1 = γε
∣∣
[t−ε,t+ε] and γ2 = γε
∣∣
[s−ε,s+ε], where γε is the extension of γ
to [−ε, 1+ε]. Since γ1 and γ2 are defined on compact intervals and intersect
infinitely many times, from Lemma 1.130, one is an affine reparameterization
of the other. Moreover, both are restrictions of the same geodesic γε, hence
γ1(t + ω) = γ2(t) for t ∈
[
t− ε, t+ ε], where ω = s − t ≤ 1. Therefore
γ˙1(t) = γ˙2(s). Hence, from Proposition 1.61, γ is a portion of a periodic
geodesic with period ω ≤ 1. If t = 0 and s = 1, one can easily derive a
contradiction with local injectivity of γ around 0, which implies ω < 1. 
Lemma 1.132. Let γ : [a, b]→M be a g–geodesic and J a nontrivial Jacobi
field along γ, that is not everywhere parallel to γ˙. Then
D = {t ∈ [a, b] : J(t) is parallel to γ˙}
consists only of isolated points, hence is finite.
Proof. Consider a basis of Tγ(a)M given by (γ˙(a), e2, . . . , em) and its parallel
transport along γ creating a frame (e1(t), e2(t), . . . , em(t)), with e1(t) = γ˙(t),
see Definition 1.12. Then, writing
J =
m∑
i=1
Ji(t)ei(t),
it follows that J is parallel to γ˙ at time t if and only if Ji(t) = 0, for
i ≥ 2. Suppose that there exists a limit t∞ ∈ [a, b] of a sequence {tn}n∈N of
different elements of D. From continuity of J it follows that t∞ ∈ D. Thus
for each i ≥ 2, the coordinate function Ji(t) has a convergent sequence of
zeros {tn}n∈N and hence J ′i(t∞) = 0. Therefore, the covariant derivative
DgJ(t∞) is also parallel to γ˙.
It is then possible to find c1, c2 ∈ R such that J˜ = (c1 + c2t)γ˙(t) satisfies
J˜(t∞) = J(t∞) and DgJ˜(t∞) = DgJ(t∞). Since the Jacobi equation is
a second order linear ODE, J˜ = J . Hence J is always parallel to γ˙, a
contradiction. 
The next result gives an estimate of the difference of the normalized
tangent vectors to a geodesic segment at its endpoints and the Riemannian
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length of this segment. We shall use such estimate to define admissibility of
general endpoints conditions, see Definition 7.7.
Lemma 1.133. Let U ⊂ Rm be an open subset and g∞ ∈ Metkν(U). Then for
all compact subsets K ⊂ U there exists a positive number c > 0 and an open
neighborhood O of g∞ in the weak Whitney C1–topology,37 such that for all
g ∈ O and all non constant g–geodesic γ : [a, b]→ U with γ([a, b]) ⊂ K, the
following inequality holds
(1.42)
∥∥∥∥ γ˙(b)‖γ˙(b)‖ − γ˙(a)‖γ˙(a)‖
∥∥∥∥ ≤ c∫ b
a
‖γ˙(t)‖ dt,
where ‖ · ‖ is the Euclidean norm.
Proof. Given g ∈ Metkν(U), denote by Γg the Christoffel tensor of the Levi–
Civita connection ∇g relatively to the Levi–Civita connection of the Eu-
clidean metric on U , see Definition 1.34. Thus, for all x ∈ U , Γg(x) :
Rm ×Rm → Rm is a symmetric bilinear map depending continuously on x,
and if γ is a g–geodesic, it satisfies the g–geodesic equation (1.22),
γ¨ + Γg(γ)(γ˙, γ˙) = 0,
where γ¨ denotes the ordinary second derivative of γ in Rm. This asso-
ciation g 7→ Γg is clearly continuous when Metkν(U) is endowed with the
weak Whitney C1–topology and the space of Γg’s is endowed with the
weak Whitney C0–topology. If K ⊂ U is a given compact subset, set
κ = maxx∈K ‖Γg∞(x)‖+ 1 and define
O = {g ∈ Metkν(U) : ‖Γg(x)‖ < κ, for all x ∈ K},
which is obviously an open neighborhood of g∞ in the weak Whitney C1–
topology.
Let us show that such O satisfies the conclusion, with c = 2κ. Indeed,
if g ∈ O and γ is a non constant g–geodesic with image lying in K, then at
each time t ∈ [a, b],∥∥∥∥ ddt γ˙‖γ˙‖
∥∥∥∥ = ∥∥∥∥ γ¨‖γ˙‖ − γ˙〈γ˙, γ¨〉‖γ˙‖3
∥∥∥∥
=
∥∥∥∥−Γg(γ)(γ˙, γ˙)‖γ˙‖ + 〈γ˙,Γg(γ)(γ˙, γ˙)〉‖γ˙‖3 γ˙
∥∥∥∥
≤ ‖Γ
g(γ)‖‖γ˙‖2
‖γ˙‖ +
‖Γg(γ)‖‖γ˙‖4
‖γ˙‖3
≤ 2κ‖γ˙‖.
Integrating the above inequality in [a, b], it follows that∥∥∥∥ γ˙(b)‖γ˙(b)‖ − γ˙(a)‖γ˙(a)‖
∥∥∥∥ ≤ ∥∥∥∥∫ b
a
d
dt
γ˙
‖γ˙‖ dt
∥∥∥∥
≤
∫ b
a
∥∥∥∥ ddt γ˙‖γ˙‖
∥∥∥∥ dt
≤ 2κ
∫ b
a
‖γ˙(t)‖ dt. 
37See Section 3.2 for basic definitions of topologies on spaces of tensors over M .
1.4. A few lemmas 43
We end with a result from Biliotti, Javaloyes and Piccione [17] that
guarantees the existence of a local section of a vector bundle with pre-
scribed values along a curve for the section and its covariant derivative in a
transverse direction.
Lemma 1.134. Let E be a smooth vector bundle over M endowed with a
connection ∇. Consider γ ∈ Ck+1([a, b],M) and v ∈ Γk(γ∗TM) a vector
field along γ, such that v(t0) is not parallel to γ˙(t0) for some t0 ∈ ]a, b[.
Then there exists an open interval I ⊂ [a, b] containing t0 with the property
that, given sections H,K ∈ Γk(γ∗E) with compact support in I and given
any open set U containing γ(I), there exists h ∈ Γk(E) with compact support
contained in U , such that
(1.43) h(γ0(t)) = 0 and ∇J(t)h = K(t), for all t ∈ I.
Proof. This proof is in great part adapted from [17, Lemma 2.4]. Let I ⊂
]a, b[ be a sufficiently small open interval such that γ|I is a Ck+1 embedding
and such that v(t) is not parallel to γ˙(t) for all t ∈ I. Consider S a Ck+1
hypersurface of M containing γ(I), such that v(t) 6∈ Tγ(t)S for all t ∈ I, and
V ∈ Γk(S∗(TM)) a section along S such that V (γ(t)) = v(t) for all t ∈ I.
By possibly reducing the size of both I and S, we may assume the
existence of ε > 0 and a diffeomorphism
φ : S × ]−ε, ε[ 3 (x, λ) 7−→ φ(x, λ) ∈ U˜ ⊂ U,
where U˜ is an open subset of M contained in U and that contains γ(I), such
that ∂φ∂λ(x, 0) = V (x) for all x ∈ S. For instance, such a diffeomorphism can
be obtained using the exponential map expR of the Levi–Civita connection
∇R of M by setting
φ(x, λ) = expRx (λV (x)), (x, λ) ∈ S × ]−ε, ε[ .
Clearly, U˜ may be chosen small enough to be contained in a trivialization of
E. Let r ∈ N be the rank of E and p(x, λ) : Rr → Eφ(x,λ) a Ck+1 referential
of φ∗(E|
U˜
), with the property that ∇V (x)p(x, λ) = 0, i.e., p is parallel along
the curves ]−ε, ε[ 3 λ 7→ φ(x, λ) ∈ U˜ . For instance, such referential p may be
chosen selecting an arbitrary Ck+1 referential of E along S, and extending
it by parallel transport along the curves λ 7→ φ(x, λ). The problem of
determining the required section h is then reduced to determining a Ck
map with compact support
h˜ : S × ]−ε, ε[ −→ Rr
such that
h˜(γ(t), 0) = p(γ(t), 0)−1H(t) and
∂h˜
∂λ
(γ(t), 0) = p(γ(t), 0)−1K(t),
for all t ∈ I. Once such h˜ has been determined, the desired section h is
obtained setting h = 0 outside U˜ and
h(φ(x, λ)) = p(x, λ) ◦ h˜(x, λ), (x, λ) ∈ S × ]−ε, ε[ .
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This map h˜ can be constructed as follows. Let H˜, K˜ : S → Rr be Ck
maps having compact support, such that
p(γ(t), 0) ◦ H˜(γ(t)) = H(t) and p(γ(t), 0) ◦ K˜(γ(t)) = K(t)
for all t ∈ I. Then, define
h˜(x, λ) = H˜(x) + f(λ)K˜(x),
where f : ]−ε, ε[ → R is a Ck function with compact support such that
f(λ) = λ near λ = 0. This concludes the construction and the proof. 
CHAPTER 2
Rudiments of functional analysis
In this chapter, we aim to recall some basic facts of functional analysis
that will be later used, together with a few lemmas. We begin with a section
discussing elementary topics of topological vector spaces, Fre´chet, Banach
and Hilbert spaces. In addition, a few conventions are made and notation is
fixed. Nevertheless, we will not state classic results such as the Hahn–Banach
Theorem, the Banach–Schauder Theorem and the Closed Graph Theorem,
that will be assumed. In Section 2.2, we state some facts about compact
and Fredholm operators, specially regarding their stability, without giving
proofs. Sections 2.3 and 2.4 deal respectively with differential calculus on
Banach spaces, and classic function spaces with several regularities, such as
Ck, Lp and Sobolev W k,p. Finally, Section 2.5 concludes the chapter with
several auxiliary lemmas related to the previous topics.
Throughout the text, all vector spaces are supposed to be real,1 unless
otherwise stated, and the term operator will be used exclusively for linear
maps. The given treatment of elementary topics only aims to keep the text
self contained, and for a detailed treatment we refer to [22, 35, 58, 89, 93,
105].
2.1. Basic concepts of Fre´chet, Banach and Hilbert spaces
In this section we recall the basic elements of functional analysis that will
be used in the following chapters. Although most definitions are repeated
here, several important results will be omitted, or only stated without a
proof. Complete references for most topics mentioned in the sequel are the
textbooks above mentioned.
Definition 2.1. A topological vector space, or TVS, is a (real) vector space
V endowed with a topology for which the vector space operations
V × V 3 (v, w) 7−→ v + w ∈ X,
R× V 3 (λ, v) 7−→ λv ∈ V,
are continuous. In addition, a TVS is locally convex if every neighborhood
of the origin contains an open neighborhood U of the origin such that if
v, w ∈ U and 0 ≤ t ≤ 1, then tv + (1− t)w ∈ U .
It is possible to characterize a locally convex TVS with additional topo-
logical assumptions using semi–norms as follows. This equivalent approach
will be useful for the definition of Fre´chet spaces.
1Notice however that several results are automatically valid for complex vector spaces.
Nevertheless, all of our applications will require only real vector spaces, thus these results
are stated in this context.
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Definition 2.2. A semi–norm on V is a function p : V → R such that for
all λ ∈ R and v, w ∈ V ,
(i) p(v) ≥ 0;
(ii) p(λv) = |λ|p(v);
(iii) p(v + w) ≤ p(v) + p(w).
Notice that p(v) = 0 for possibly nonzero vectors v. If, in addition, p(v) = 0
implies v = 0, then p is called a norm2 on V , and V is called a normed vector
space.
Remark 2.3. A normed vector space is a TVS. More precisely, let V be a
vector space endowed with a norm ‖ · ‖. Then d(v, w) = ‖v − w‖ defines a
metric on V , whose induced topology turns V into a TVS.
Lemma 2.4. Let V be a TVS. The following statements are equivalent.
(i) V is locally convex and pseudo–metrizable;3
(ii) V is locally convex and first–countable;
(iii) The topology of V is induced by a countable family of semi–norms
{pi}i∈N, i.e., U ⊂ X is open if and only if for every v ∈ U there
exists i0 ≥ 1 and ε > 0 such that {w : pi(v − w) < ε for all i ≤ i0}
is a subset of U .
A pre–Fre´chet space is a TVS whose topology satisfies any (hence all) of the
above conditions and for which every unitary set {v} is closed.4
A proof of such equivalences can be found in any elementary textbook
on TVSs, for instance [93, 96, 105]. A pre–Fre´chet space only lacks com-
pleteness to become a Fre´chet space.
Since a priori there is no metric on a pre–Fre´chet space V , the definition
of Cauchy sequence is the following. A sequence {vi}i∈N in V is a Cauchy
sequence if for any open neighborhood U of the origin there exists i0 such
that vi − vj ∈ U for i, j ≥ i0. Analogously, such a sequence converges if
there exists v∞ ∈ V such that for any open neighborhood U of the origin
there exists i0 such that vi − v∞ ∈ U for i ≥ i0. Clearly, a TVS is said to
be complete if all Cauchy sequences converge.
Definition 2.5. A Fre´chet space is a complete pre–Fre´chet space.
Remark 2.6. Completeness in the non–metric sense above is equivalent to
completeness with a (translation) invariant metric, i.e. a metric d on V such
that d(v + z, w + z) = d(v, w) for all v, w, z ∈ V . If V admits a complete
invariant metric d that induces the above topology, then V is a Fre´chet
space.
It is important to mention that various nonequivalent definitions of TVS
and Fre´chet space can be found in the literature. However, our applications
are mostly concerned with Banach spaces.
2Usually denoted ‖ · ‖ rather than p.
3This means that V admits a pseudo–metric d : V × V → R, i.e., a metric for which
d(v, w) = 0 with possibly v 6= w, that induces the same topology on V .
4In particular, this implies that V is Hausdorff, see Rudin [93].
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Definition 2.7. A Banach space is a (real) vector space V endowed with
a norm ‖ · ‖ : V → R that induces a complete metric on V . Notice that
V is automatically a TVS with the topology induced from such metric. A
Banachable space is a TVS for which there exists a norm that turns it into
a Banach space.
Products and direct sums of Banach spaces are automatically Banach
spaces, considering the natural norms. Recall that a subspaceW of a Banach
space V is a Banach space if and only if it is closed in V . Furthermore, the
closure W of a subspace W ⊂ V is a subspace of V , in particular, a Banach
space. If W is closed in V , then the quotient V/W also has a Banach norm,
given by the infimum of the norms of all elements of an equivalence class.
Definition 2.8. Let V be a Banach space and W ⊂ V a subspace. Then
W is complemented if there exists a closed subspace W ′ ⊂ V such that
V = W ⊕W ′. Such a space W ′ is called a (topological) complement of W
in V .
Usually, the notion of being complemented is only considered for closed
subspaces. Recall that in finite–dimensional vector spaces, all subspaces are
automatically (closed) and complemented. However, in infinite dimension,
there exist closed subspaces that are not complemented.
Example 2.9. The space c0 of sequences in R that converge to 0 is a closed
and non complemented subspace of the space `∞ of all bounded sequences
in R.
Using the Hahn–Banach Theorem, one can verify the following sufficient
condition for subspaces to be complemented.
Lemma 2.10. Every finite–dimensional and finite–codimensional subspaces
of a Banach space are complemented.
Before discussing further properties of complements, we recall some other
basic definitions regarding operators.
Definition 2.11. An operator p : V → V is a projection onto a subspace
W if Im p = W and p(w) = w, for all w ∈W .
Remark 2.12. The existence of a complement of a subspace W is equivalent
to existing a continuous linear projection p onto W .
Lemma 2.13. Let Vi, i = 1, . . . , r and W be normed vector spaces and
T : V1 × . . .× Vr −→W
a multilinear5 form. Then the following are equivalent.
(i) T is continuous;
(ii) T is continuous in the origin;
(iii) T is bounded.
Henceforth the terms continuous and bounded referring to multilinear forms
will be used indistinguishably.
5Recall that an operator T : V1 × . . . × Vr → W is said to be a multilinear form if
it is linear in each component. In particular, for r = 1, a multilinear form is simply an
operator T : V →W .
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Definition 2.14. If T : V1×. . .×Vr →W is multilinear, then the (operator)
norm of T is given by
(2.1) ‖T‖ = sup
‖vi‖=1
i=1,...,r
‖T (v1, . . . , vr)‖.
Notice that ‖T‖ < +∞ if and only if T satisfies one (hence all) of the
conditions in Lemma 2.13. Expression (2.1) defines a norm on the vector
spaces of bounded multilinear forms, turning them into normed vector spaces.
The topology of such spaces will be henceforth considered to be the one
induced by (2.1).
Particular cases are spaces of bounded operators between normed vector
spaces T : V → W and bounded bilinear forms T : V1 × V2 → R, respec-
tively denoted Lin(V,W ) and Bilin(V1, V2). For simplicity, we also denote
Lin(V ) = Lin(V, V ) and Bilin(V ) = Bilin(V, V ).
Remark 2.15. There exists a natural isomorphism
(2.2) Lin(V,W ∗) 3 B 7−→ B˜ ∈ Bilin(V,W ),
where B˜(v, w) = B(v)(w). Henceforth, any such operator B and bilinear
form B˜ will be identified and denoted by the same symbol.
Clearly, Lin(V,R) ∼= V ∗ is the (topological) dual of V , consisting of
continuous linear functionals on V .
Remark 2.16. If W is a Banach space, the spaces of bounded multilinear
forms T : V1 × . . . × Vr → W are also Banach spaces, for r ∈ N. In
particular, V ∗ is a Banach space.
Remark 2.17. The above considerations about a Banach structure on the
vector space of continuous multilinear forms between Banach spaces is no
longer valid for more general TVSs. For instance, if V and W are Fre´chet
spaces, the vector space of continuous operators T : V → W may be not
Fre´chet.
Remark 2.18. Obviously, a generalized Cauchy–Schwartz inequality holds,
(2.3) ‖T (v1, . . . , vr)‖ ≤ ‖T‖‖v1‖ . . . ‖vr‖,
for all vi ∈ Vi, i = 1, . . . , r.
Before proceeding, we prove two abstract lemmas that will be later used.
Lemma 2.19. Let V be a normed vector space, S a closed subspace of V
with finite–codimension and α : V → R a linear functional that vanishes
identically on S. Then α is continuous, i.e., α ∈ V ∗.
Proof. Since α vanishes identically on S, it induces a functional in the quo-
tient α : V/S → R, as in the following diagram.
V
q

α // R
V
S
α
NN
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Since S is closed, the quotient map q : V → V/S that induces the usual
quotient norm on V/S is continuous. Moreover, since codimV S < +∞,
this space V/S is finite–dimensional, hence the functional α : V/S → R is
continuous. Therefore, α = α ◦ q is continuous. 
Lemma 2.20. Let X be a topological space, V and W Banach spaces and
T ∈ Lin(V,W ) a operator with closed image. Then each of the maps f and
f0 in the diagram is continuous if and only if the other is continuous.
X
f0

f

V
T
// W
Proof. Since T (V ) is closed, T : V → T (V ) is a homeomorphism, with T (V )
endowed with the subspace topology. The result follows immediately from
basic topology facts. 
Definition 2.21. A continuous linear isomorphism of TVSs that has a con-
tinuous inverse, i.e., a linear homeomorphism, is called a topological isomor-
phism.
Remark 2.22. From the Open Mapping Theorem (or Banach–Schauder The-
orem), every continuous isomorphism between Banach spaces is a topological
isomorphism.
Definition 2.23. An operator T ∈ Lin(V,W ) between two normed vector
spaces is an isometric immersion if
‖Tv‖ = ‖v‖
for all v ∈ V . Such an operator is automatically injective and bounded, with
‖T‖ = 1, see (2.1). A bijective isometric immersion is called an isometry,
whose inverse is also automatically an isometry. An isometry is clearly a
topological isomorphism.
Lemma 2.24. Complements to the same subspace are topologically isomor-
phic.
Proof. If W ′ and W ′′ are both complements of W and p : W ′⊕W ′′ →W ′ is
a projection, then ker p = W ′′, and analogously with the other projection.
Thus we have the sequence of (algebraic) isomorphisms
W ′ ∼= W ⊕W
′
W
∼= W ⊕W
′′
W
∼= W ′′.
Continuity of the isomorphisms above is obvious. From Remark 2.22, it
follows that such isomorphisms are homeomorphisms, concluding the proof.

Lemma 2.25. If W is a complemented subspace of V , then all complements
of W are topologically isomorphic to V/W .
Proof. Consider the following exact sequence of vector spaces and operators
(2.4) 0 −→W i↪−→ V q−→ V
W
−→ 0,
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where i is the inclusion and q the quotient operator. Since V/W is a vector
space (in particular, a free module), the above sequence splits. Thus V ∼=
W ⊕ V/W . From Lemma 2.25, all complements to W are topologically
isomorphic, and the proof is complete. 
Definition 2.26. A Hilbert space is a (real) vector space H endowed with
an inner product6 〈 ·, · 〉 : H ×H → R whose corresponding norm turns H
into a Banach space. A Hilbertable space is a TVS for which there exists an
inner product that turns it into a Hilbert space.
Remark 2.27. Analogously to Banach spaces, products, direct sums and quo-
tients of Hilbert spaces are Hilbert spaces, with the natural inner products.
For any subspace W of a Hilbert space H, define
W⊥ = {v ∈ V : 〈v, w〉 = 0 for all w ∈W},
which is always a closed subspace. If W is closed, then W⊥ is a complement
of W in the sense of Definition 2.8, called its orthogonal complement . Hence
all closed subspaces of a Hilbert space are complemented, which is obviously
not true for general Banach spaces. Indeed, if all closed subspaces of a
Banach space V are complemented, then V is Hilbertable, see Brezis [22].
Remark 2.28. A subspace W of a Hilbert space H is dense if and only if
W⊥ = {0}. Consequently, (W⊥)⊥ = W .
The orthogonal projection onto a subspace W is a projection in the sense
of Definition 2.11 that will be denoted
pW : V −→W.
If v1, v2 ∈ H are such that 〈v1, v2〉 = 0, then
‖v1 + v2‖2 = ‖v1‖2 + ‖v2‖2.
In particular, this implies that pW has unitary norm (2.1). Moreover, pW (v)
is the global minimum of the function H 3 x 7→ d(x, v) ∈ R.
Using the inner product, each vector v ∈ H induces a bounded functional
(2.5) H 3 v 7−→ 〈v, · 〉 ∈ H∗,
which is a linear isometric immersion as a consequence of Cauchy–Schwartz
inequality. A converse is given by the following well–known result.
Riesz Representation Theorem 2.29. If H is a Hilbert space, then (2.5)
is an isometry.
Consequently, the dual H∗ of a Hilbert space H is canonically identified
(isometrically) with H, and henceforth we will implicitly use
(2.6) H ∼= H∗
for any Hilbert spaces H.
6i.e., a symmetric positive–definite bilinear form.
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Definition 2.30. Let H1 and H2 be Hilbert spaces, and B : H1 ×H2 → R
a bilinear form. The unique operator TB : H1 → H2 such that
(2.7) B(v, w) = 〈TBv, w〉
for all v ∈ H1 and w ∈ H2 is called the operator that represents B (in terms
of 〈·, ·〉).
Remark 2.31. The operator Bilin(H1, H2) 3 B 7→ TB ∈ Lin(H1, H2) is an
isometry, considering the norms given by (2.1) in Definition 2.14.
The Riesz Representation Theorem 2.29 also allows to associate to each
operator T ∈ Lin(H) its adjoint operator T ∗ ∈ Lin(H), uniquely defined by
(2.8) 〈Tv,w〉 = 〈v, T ∗w〉, v, w ∈ H.
Namely, for each w ∈ H, the functional 〈T ·, w〉 corresponds by (2.5) to a
unique T ∗w, such that (2.8) holds. From the above property, it is easy to de-
rive several elementary consequences, among which the following important
relation between kernel and image of an operator and its adjoint,
(2.9) kerT ∗ = (ImT )⊥.
Notice also that an operator and its adjoint have the same norm (2.1).
Definition 2.32. If an operator T ∈ Lin(H) coincides with its adjoint
T ∗ = T , then it is said to be self–adjoint.
Remark 2.33. Notice that if T ∈ Lin(H) is self–adjoint, then (2.9) reads
kerT = (ImT )⊥.
Lemma 2.34. If B ∈ Bilin(H) is a symmetric bilinear form, then the unique
operator TB that represents it with respect to 〈·, ·〉 is self–adjoint.
Proof. This follows immediately by comparing (2.7) and (2.8), using that B
is symmetric. 
Definition 2.35. For any bilinear form B ∈ Bilin(H),
kerB = kerTB.
In case this space is trivial, B is called nondegenerate.
Observe that B ∈ Bilin(H,H) on a Hilbert space H is nondegenerate if
and only if the operator
(2.10) H 3 x 7−→ B(x, · ) ∈ H∗
is injective. Equivalently, B is nondegenerate if the operator that represents
B with respect to the Hilbert space inner product of H is injective.
Definition 2.36. A continuous bilinear form B ∈ Bilin(H) is called strongly
nondegenerate if the operator (2.10) is an isomorphism, or equivalently, if the
operator that represents B with respect to the Hilbert space inner product
of H is an isomorphism.
Lemma 2.37. Suppose B ∈ Bilin(H) is a symmetric bilinear form. Then
the following polarization formula holds
(2.11) B(v, w) = 12
(
B(v + w, v + w)−B(v, v)−B(w,w)), v, w ∈ H.
Proof. Follows at once by expanding the right–hand side of (2.11) using
bilinearity of B. 
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2.2. Compact and Fredholm operators
A linear endomorphism of a finite–dimensional vector space is surjec-
tive if and only if it is injective. This is clearly false for operators between
infinite–dimensional spaces. In this section, we briefly recall that such im-
portant property still holds (see Lemma 2.45) for a special class of operators
between Banach spaces, that include sufficiently small perturbations of iso-
morphisms, namely, Fredholm operators. To this aim, we also recall the
concept of compact operator.
Furthermore, we state a few well–known results on stability of this prop-
erty in the space of continuous operators, without giving proofs. In addition,
although some of the following constructions can be identically done in the
case of locally convex TVSs, we will restrict our attention to Banach spaces.
In Section 3.1, this notion of Fredholmness will also be extended to a non-
linear context of Banach manifolds, see Definition 3.28. Complete proofs
of most results stated in this section may be found in any basic functional
analysis textbook, such as [22, 35, 93, 105].
Lemma 2.38. Let K ∈ Lin(V,W ) be an operator between Banach spaces.
The following are equivalent.
(i) The image by K(BV ) of the unitary ball BV of V (centered in the
origin) is relatively compact7 in W ;
(ii) If A ⊂ V is any limited subset, then K(A) ⊂ W is relatively com-
pact;
(iii) For any sequence {vn}n∈N in V , the sequence {Kvn}n∈N in W
admits a convergent subsequence.
Definition 2.39. An operator K ∈ Lin(V,W ) between Banach spaces is
a compact operator if any (hence all) of the conditions in Lemma 2.38 is
satisfied. The vector space of all compact operators K ∈ Lin(V,W ) will be
denoted K(V,W ), and for simplicity K(V ) = K(V, V ).
We now give a central result of compact operators, whose proof can be
found in [35, 58].
Proposition 2.40. Let V,W and Z be Banach spaces. Then K(V,W ) is a
closed subspace of Lin(V,W ), hence a Banach space. Let T1 ∈ Lin(V,W )
and T2 ∈ Lin(W,Z). Then T2T1 ∈ K(V,Z) if either T1 or T2 is compact. In
particular, K(V ) is an ideal of Lin(V ) under the composition product.
Remark 2.41. From a simple inductive argument, a finite composition of
bounded operators is compact provided that at least one of the factors is
compact.
Definition 2.42. An operator T ∈ Lin(V,W ) between Banach spaces is a
Fredholm operator if the subspaces kerT and cokerT are finite–dimensional.8
7A relatively compact subset of a topological space is a subset whose closure is com-
pact. Moreover, for subsets A of a complete metric space, such as Banach space, being
relatively compact is equivalent to being totally limited, i.e. for all ε > 0 there exists a
finite cover of A of subsets whose diameter is less then ε.
8Recall that cokerT = W/ ImT . Hence cokerT has finite dimension if and only if
ImT has finite codimension, since dim cokerT = codim ImT .
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The Fredholm index of T is then defined by
(2.12) ind(T ) = dim kerT − dim cokerT.
Example 2.43. Topological isomorphisms9 are clearly Fredholm operators
of index zero.
Remark 2.44. Applying Lemma 2.10, it follows that if T ∈ Lin(V,W ) is
Fredholm, both kerT and ImT are complemented subspaces.
Lemma 2.45. If T ∈ Lin(V,W ) is a Fredholm operator of index zero, it is
injective if and only if it is surjective.
Proof. This is an obvious consequence of the definition of index (2.12), since
if
ind(T ) = dim kerT − codim ImT
is zero, the kernel of T is trivial if and only if the image of T is the whole
W , hence T is injective if and only if it is surjective. 
In this sense, the index of a Fredholm operator measures the difference
between its non injectivity and non surjectivity. Let us remark the case of
self–adjoint operators.
Lemma 2.46. Let H be a Hilbert space and T ∈ Lin(H) a self–adjoint Fred-
holm operator. Then the ind(T ) = 0.
Proof. If T is self–adjoint,
dim kerT = dim kerT ∗
(2.9)
= dim(ImT )⊥
= codim ImT
= dim cokerT. 
Another important property of Fredholm operators is that their image
is always a closed subspace of the counter domain, as proved in the next
result.
Proposition 2.47. Let T ∈ Lin(V,W ) be a Fredholm operator. Then the
image ImT is closed.
Proof. From Remark 2.44, there exists a finite–dimensional complement S ⊂
W of ImT . Consider the operator
T˜ : V ⊕ S −→ W
(v, s) 7−→ (Tv, s).
This operator is clearly surjective, hence open, by the Open Mapping The-
orem. Therefore it is a quotient map, i.e. X is open (respectively, closed)
in W if and only if T˜−1(X) is open (respectively, closed) in V ⊕ S. Since
T˜−1(T (V )) = V ⊕ {0} is clearly closed, also T (V ) is closed. 
9See Definition 2.21.
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Fredholmness of isomorphisms are stable in many different ways. For
instance, sufficiently small perturbations of isomorphisms with respect to
the norm (2.1) are still Fredholm, preserving also the index equal to zero.
Another important and well–known stability result is the following, whose
proof can be found in [35, 105].
Proposition 2.48. Let V be a Banach space, T ∈ Lin(V ) a topological
isomorphism and K ∈ K(V ) a compact operator. Then T + K ∈ Lin(V ) is
a Fredholm operator and
ind(T +K) = ind(T ) = 0.
Remark 2.49. In fact, it is possible to state a more general version of the
above result as follows. If T ∈ Lin(V ) is a Fredholm operator and K ∈ K(V )
is compact, then T+K ∈ Lin(V ) is a Fredholm operator with the same index
of T .
Stability of Fredholmness may be stated in a stronger sense as follows.
Proposition 2.50. Let V and W be Banach spaces. The subset of Lin(V,W )
formed by Fredholm operators is open in the topology induced by (2.1). More
precisely, given a Fredholm operator T0 ∈ Lin(V,W ), there exists ε > 0 such
that if T ∈ Lin(V,W ) satisfies ‖T0 − T‖ < ε, then T is also Fredholm and
ind(T ) = ind(T0).
Remark 2.51. It is easy to verify that the subset of Fredholm operators of
given index between two Banach spaces is a connected component of the
above set of Fredholm operators. This follows from the local continuity of
the Fredholm index given by Proposition 2.50. Thus, for each index, the
subset of Fredholm operators of that index form an open subset of the space
of all continuous operators between these Banach spaces.
Let us finish this section stating an another result on composition of
Fredholm operators. Recall that proofs of most results in this section may
be found in [35, 93, 100, 105].
Proposition 2.52. Let V,W and Z be Banach spaces. If T ∈ Lin(V,W )
and S ∈ Lin(W,Z) are Fredholm operators, then ST ∈ Lin(V,Z) is also
Fredholm, and
ind(ST ) = ind(S) + ind(T ).
2.3. Calculus on Banach spaces
In this section we briefly recall some basic aspects of differential calculus
on Banach spaces. This will be the linear basis to develop calculus on Banach
manifolds, in Section 3.1. Most concepts are immediate generalizations of
their finite–dimensional counterparts, hence the correspondent discussion
will be relatively short.
Definition 2.53. Let V and W be Banach spaces, U ⊂ V an open subset
and f : U →W a map. It is said that f is differentiable at a point x ∈ U if
there exists a continuous operator T : V → W such that the map r defined
in
f(x+ h) = f(x) + T (h) + r(h)
satisfies limh→0
r(h)
‖h‖ = 0.
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Remark 2.54. Let f be differentiable at x ∈ V . It is easy to verify that
T (v) = lim
t→0
f(x+ tv)− f(x)
t
,
for all v ∈ V . Hence T is unique when it exists, and thus T is called the
differential of f at x, denoted T = df(x).
Remark 2.55. The statement f is differentiable at x and df(x) = T is clearly
invariant under substitution of the norms in V and W by equivalent ones. In
particular, differentiability is a well–defined notion for Banachable spaces.
Definition 2.56. If f is differentiable at every point of U , we say that f is
differentiable in U and in such case, it is possible to consider the map
df : U −→ Lin(V,W )
x 7−→ df(x),
called the differential, or derivative, of f .
Since Lin(V,W ) is again a Banach space, one may ask whether df is a
differentiable map. If it is, we obtain a second (ordinary) derivative
d2f = d(df) : U −→ Lin(V,Lin(V,W )).
In general, if f can be differentiated k times, we can consider its kth (ordi-
nary) derivative, defined recursively by dkf = d
(
dk−1f), which is a map of
the form
dkf : U −→ Lin(V,Lin(V, · · · ,Lin︸ ︷︷ ︸
k Lin’s
(V,W )) · · · ).
The counter domain of dkf may be identified with a simpler space. More
precisely, there is an isometry of this space with the Banach space of all
continuous k–multilinear forms B : V × . . .× V →W .
Definition 2.57. Analogously to the finite–dimensional case, a map f :
U ⊂ V → W that is k times differentiable (in the sense of Definition 2.53)
and has continuous kth derivative dkf is said to be of class Ck. In addition,
if f is of class Ck for all k ∈ N, then f is of class C∞.
A general theory of differentiable calculus on Banach spaces can be de-
veloped analogously to the finite–dimensional case with the above basis.
More precisely, extended versions of elementary results as the chain rule,
the mean value inequality, Schwartz’s Theorem (on the symmetry of the
higher order derivatives), the Inverse Function Theorem and others can be
easily proved. For a detailed exposition on this subject, we refer to Lang
[60].
Some further aspects of this theory will appear in Section 3.1, in the
context of Banach manifolds. Namely, we will define critical and regular
points and explore the classic concepts of degeneracy and transversality in
this context.
We end this section with a technical analytical result, namely a weak
differentiation principle, that gives a practical method for proving differen-
tiability of maps between Banach spaces in concrete examples.
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Definition 2.58. Let Y be a Banach space. A separating family for Y is a
set F of continuous operators λ : Y → Zλ, with Zλ a Banach space, such
that for each non zero v ∈ Y there exists λ ∈ F with λ(y) 6= 0.
Lemma 2.59. Let X and Y be Banach spaces, f : U → Y a map defined
on an open subset U ⊂ X and F a separating family for Y . If there exists
a continuous map g : U → Lin(X,Y ) such that for every x ∈ U , v ∈ X,
λ ∈ F , the directional derivative ∂(λ◦f)∂v (x) exists and equals λ(g(x)v), then
f is C1 and df = g.
Proof. Let x ∈ U be fixed and consider the map r defined in
f(x+ h) = f(x) + g(x)h+ r(h).
From Definition 2.53, it suffices to prove that limh→0
r(h)
‖h‖ = 0. For a suffi-
ciently small h, the closed line segment [x, x+h] is contained in U . It follows
from the hypotheses on F that for each λ ∈ F the curve
[0, 1] 3 t 7−→ (λ ◦ f)(x+ th)
is differentiable, with
d
dt
(λ ◦ f)(x+ th) = λ(g(x+ th)h).
From the Fundamental Theorem of Calculus10,
λ(r(h)) =
∫ 1
0
d
dt
(λ ◦ f)(x+ th) dt− λ(g(x)h)
= λ
(∫ 1
0
g(x+ th)h dt− g(x)h
)
.
Since F separates points in Y , it follows that
‖r(h)‖ =
∥∥∥∥∫ 1
0
g(x+ th)h dt− g(x)h
∥∥∥∥
=
∥∥∥∥(∫ 1
0
g(x+ th)− g(x) dt
)
h
∥∥∥∥
≤
(
sup
t∈[0,1]
‖g(x+ th)− g(x)‖
)
‖h‖.
From continuity of g, limh→0
r(h)
‖h‖ = 0, which concludes the proof. 
2.4. Function spaces
In this section, we recall the definitions of several classic function spaces
of various regularities. The main purpose of this part of the text is to estab-
lish notations and make a few conventions. For a more detailed treatment
of this subject, we refer to [22, 87, 93, 100, 105].
10This can be rigorously done only with a theory of integration for Banach space
valued curves. One possibility is to use the Bochner integral (see [105]), however there
are also simpler approaches in this case. For instance, one can use the notion of weak
integration.
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In addition to basic notions of Ck and Lp spaces, we give a slightly
longer description of Sobolev W k,p and Hk spaces, however not following
the usual approach using distributional derivatives. This is only possible
since the domain of the considered maps will always be one–dimensional,
and an equivalent approach using absolutely continuous maps is hence fea-
sible. Finally, a few celebrated results on compactness or density of some
immersions between the mentioned spaces are recalled, without proofs.
Definition 2.60. Let Cb([a, b],R
m) denote the vector space of bounded11
maps f : [a, b]→ Rm, with the uniform convergence norm
(2.13) ‖f‖C0 = sup
x∈[a,b]
‖f(x)‖,
where ‖·‖ denotes an arbitrary norm on Rm. This is clearly a Banach space,
see [87] for a proof.
Lemma 2.61. Let {fi : [a, b]→ Rm}i∈N be a sequence of Ck maps that con-
verges locally uniformly to a map f∞ ∈ C0([a, b],Rm), such that also the first
k derivatives {f (j)i }i∈N converge locally uniformly to f j∞ ∈ C0([a, b],Rm), for
1 ≤ j ≤ k. Then f∞ ∈ Ck([a, b],Rm) and f (j)∞ = f j∞.
A proof of this result is elementary and can be found, for instance in
[87, 92]. A more sophisticated version of this lemma concerning Ck sections
of vector bundles will be given in Lemma 3.55.
Definition 2.62. The subset C0([a, b],Rm) of continuous maps is a closed
subspace of Cb([a, b],R
m), hence a Banach space. For each positive integer
k, define Ck([a, b],Rm) to be the vector space of maps f : [a, b] → Rm of
class Ck. From Lemma 2.61, the injective operator
Ck([a, b],Rm) ↪−→
k⊕
j=0
C0([a, b],Rm)(2.14)
f 7−→
(
f, f ′, . . . , f (k)
)
has closed image and hence induces a TVS structure on Ck([a, b],Rm) mak-
ing it a Banachable space.
An explicit Banach norm for this space is the so–called Ck–norm12
(2.15) ‖f‖Ck = max
0≤j≤k
{
sup
x∈[a,b]
‖f (j)(x)‖
}
= max
0≤j≤k
‖f (j)‖C0 ,
where ‖ · ‖ denotes an arbitrary norm on Rm. Endowing the counter do-
main with such norm, (2.14) is an isometric immersion, and Ck([a, b],Rm)
endowed with (2.15) is a Banach space.
Remark 2.63. Another norm on Ck([a, b],Rm) equivalent to (2.15) is
‖f‖ =
k∑
j=0
‖f (j)‖C0 .
11The subindex b stands for bounded, and has no relation with the upper end of the
real interval [a, b].
12With respect to the norm ‖ · ‖ in Rm.
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Remark 2.64. Notice that for any fixed t0 ∈ [a, b] there exists a topological
isomorphism
Ck([a, b],Rm) −→ (Rm)k ⊕ C0([a, b],Rm)
f 7−→
(
f(t0), f
′(t0), . . . , f (k−1)(t0), f (k)
)
that induces other norms in Ck([a, b],Rm) equivalent to (2.15), for instance
(2.16) ‖f‖ = max{‖f(t0)‖, ‖f ′(t0)‖, . . . , ‖f (k−1)(t0)‖, ‖f (k)‖C0}.
Remark 2.65. For every positive integer k, the inclusion map
Ck([a, b],Rm) ↪−→ Ck−1([a, b],Rm)
is a compact operator, in particular continuous (see Definition 2.39). Induc-
tively, from Proposition 2.40, for all 1 ≤ j ≤ k the inclusions
Ck([a, b],Rm) ↪−→ Ck−j([a, b],Rm)
are also compact.
Remark 2.66. Consider the countable intersection
C∞([a, b],Rm) =
⋂
k∈N
Ck([a, b],Rm).
Maps in this subspace are said to be smooth, or of class C∞. Every at-
tempt to endow this space with a Banach space norm similar to norms in
Ck([a, b],Rm) such as (2.15) or (2.16) trivially fail. In fact, C∞([a, b],Rm)
is not a Banach space, but only a Fre´chet space, see Definition 2.5. The
sequence of norms {‖ · ‖Ck}k∈N, given by (2.15), gives a countable family of
semi–norms that induce the topology of C∞([a, b],Rm), see Lemma 2.4. In
addition, there are classic results on the density of C∞([a, b],Rm) in other
spaces of functions with less regularity, see the Stone–Weierstrass Theo-
rem 2.81, Proposition 2.82 and Corollaries 2.83 and 2.84.
An important subspace of C∞([a, b],Rm) is C∞c ( ]a, b[,Rm), formed by
maps that have compact support contained in ]a, b[, see (1.2). This subspace
will be used for some variational lemmas in Section 2.5.
We now mention an important class of spaces of functions that are basic
in analysis. These were first introduced by Riesz in the beginning of the
twentieth century. Recall that in this text, measurability and integrals are
in the Lebesgue sense, and by for almost all (or almost everywhere and
almost always) we mean outside a set of Lebesgue measure zero. This handy
convention will be used throughout the text.
Definition 2.67. Let f : [a, b] → Rm be a measurable map. For every
p ∈ [1,+∞[ , define the Lp–norm13
(2.17) ‖f‖Lp =
(∫ b
a
‖f(t)‖p dt
) 1
p
∈ [0,+∞],
where ‖ · ‖ denotes an arbitrary norm on Rm. Maps f : [a, b] → Rm with
finite Lp–norm are called Lp maps.
13With respect to the norm ‖ · ‖ in Rm.
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The Minkowski inequality states that for every measurable maps f, g :
[a, b]→ Rm
‖f + g‖Lp ≤ ‖f‖Lp + ‖g‖Lp .
It is also easy to see that ‖f‖Lp = 0 if and only if f(t) = 0 for almost
all t ∈ [a, b]. Hence the set of all measurable maps f : [a, b] → Rm with
‖f‖Lp < +∞ is a subspace of the vector space of all Rm–valued maps on
[a, b], endowed with the semi–norm (2.17). Consider the induced norm, also
denoted ‖·‖Lp , on the vector space Lp([a, b],Rm) defined as the quotient14 by
such subspace. Endowed with such norm, Lp([a, b],Rm) is a Banach space.
For a proof see for instance [58, 105].
Notice that the topology on Lp([a, b],Rm) does not depend on the choice
of the norm ‖ · ‖ on Rm. In addition, if this norm is induced by an inner
product 〈·, ·〉 on Rm and if p = 2, then the Lp–norm is induced by the
L2–inner product
(2.18) 〈f, g〉L2 =
∫ b
a
〈
f(t), g(t)
〉
dt.
Thus L2([a, b],Rm) endowed with 〈·, ·〉L2 is a Hilbert space.
Example 2.68. If B : Rm ×Rn → Rp is a bilinear form, then
B̂ : C0([a, b],Rm)× L2([a, b],Rn) −→ L2([a, b],Rp)
B̂(f, g)(t) = B(f(t), g(t)), t ∈ [a, b]
is bilinear and continuous. More precisely,∥∥B̂(f, g)∥∥2
L2
=
∫ b
a
B(f(t), g(t))2 dt ≤ ‖B‖2‖f‖2C0
∫ b
a
∥∥g(t)∥∥2 dt,
and therefore
∥∥B̂∥∥ ≤ ‖B‖. In particular, we shall use the continuity of
B̂ : C0([a, b],Lin(Rm,Rn))× L2([a, b],Rm) −→ L2([a, b],Rn)(2.19)
B̂(T, f)(t) = T (t)f(t), t ∈ [a, b].
Definition 2.69. A map f : [a, b]→ Rm is said to be absolutely continuous
if for every ε > 0 there exists δ > 0 such that if ]xi, yi[, i = 1, . . . , r are
disjoint open intervals contained in [a, b] with
∑r
i=1 yi − xi < δ then
r∑
i=1
‖f(yi)− f(xi)‖ < ε.
The notion of absolutely continuous map is characterized in the following
result, whose proof can be found in Rudin [92].
Proposition 2.70. A map f : [a, b] → Rm is absolutely continuous if and
only if the following conditions hold.
14This means that an element of Lp([a, b],Rm) is an equivalence class of Lp functions,
where the equivalence relation ∼ is f ∼ g ⇔ f = g almost everywhere. Nevertheless, the
elements of Lp([a, b],Rm) are usually thought as functions, with a subtle abuse of notation.
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(i) the derivative
f ′(t) = lim
h→0
f(t+ h)− f(t)
h
exists for almost every t ∈ [a, b];
(ii) the (almost everywhere defined) map f ′ : [a, b]→ Rm is integrable;
(iii) for all t ∈ [a, b],
f(t) = f(a) +
∫ t
a
f ′(s) ds.
Moreover, if φ : [a, b]→ Rm is an integrable map, then the map f : [a, b]→
Rm defined by f(t) =
∫ t
a φ(s) ds is absolutely continuous and f
′ = φ almost
everywhere.
Definition 2.71. For every positive integer k and p ∈ [1,+∞[ , define
W k,p([a, b],Rm) =
{
f ∈ Ck−1([a, b],Rm) : f
(k−1) absolutely continuous
and f (k) ∈ Lp([a, b],Rm)
}
.
In particular, W 1,1([a, b],Rm) is the space of all absolutely continuous maps,
and W 0,p([a, b],Rm) = Lp([a, b],Rm). An adapted version of Lemma 2.61
guarantees that the injective operator
W k,p([a, b],Rm) ↪−→
k⊕
j=0
C0([a, b],Rm)⊕ Lp([a, b],Rm)(2.20)
f 7−→
(
f, f ′, . . . , f (k)
)
has closed image and hence induces a TVS structure on W k,p([a, b],Rm)
making it a Banachable space. An explicit Banach norm for this space is,
for instance,
(2.21) ‖f‖Wk,p = ‖f‖Ck−1 + ‖f (k)‖Lp .
Remark 2.72. Notice that from Proposition 2.70, if f ∈ W k,p([a, b],Rm),
then f (k) is defined for almost all t ∈ [a, b]. This defines an element of
Lp([a, b],Rm), since elements of this space are equivalence classes defined by
the equivalence relation of being equal almost everywhere in [a, b]. Hence-
forth, we will omit the term almost everywhere, and by any equality or defi-
nition involving the kth derivative of a map in W k,p([a, b],Rm) we implicitly
assume that it is to be thought at almost every point in [a, b], although no
direct mention to this fact will be made.
Remark 2.73. Notice that for any fixed t0 ∈ [a, b] there exists a topological
isomorphism
W k,p([a, b],Rm) ↪−→ (Rm)k ⊕ Lp([a, b],Rm)
f 7−→
(
f(t0), f
′(t0), . . . , f (k−1)(t0), f (k)
)
that induces other norms inW k,p([a, b],Rm) equivalent to (2.21), for instance
(2.22) ‖f‖ = ‖f (k)‖Lp +
k−1∑
j=0
‖f (j)(t0)‖.
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Definition 2.74. For p = 2, the Banachable space W k,p([a, b],Rm) de-
scribed in Definition 2.71 is denoted
Hk([a, b],Rm) = W k,2([a, b],Rm)
and its elements are called maps of Sobolev class Hk. This is a Hilbertable
space, that can be endowed, for instance, with the inner product given by
(2.23) 〈f, g〉 = 〈f (k), g(k)〉L2 +
k−1∑
j=0
〈f (j)(t0), g(j)(t0)〉.
Remark 2.75. Notice that for any fixed t0 ∈ [a, b] the topological isomor-
phism described in Remark 2.73 in the case of Hk([a, b],Rm) is given by
Hk([a, b],Rm) ↪−→ (Rm)k ⊕ L2([a, b],Rm)(2.24)
f 7−→
(
f(t0), f
′(t0), . . . , f (k−1)(t0), f (k)
)
.
It clearly induces other inner products in Hk([a, b],Rm) equivalent to (2.23),
for instance
(2.25) 〈f, g〉 = 〈f(t0), g(t0)〉+ 〈f, g〉L2 .
Remark 2.76. The restriction of the L2–inner product of L2([a, b],Rm) to
H1([a, b],Rm) gives a limited inner product, however not equivalent to (2.23)
with k = 1. In other words, such restriction induces a different topology on
H1([a, b],Rm).
Remark 2.77. Notice that (2.20) for k = 1 and p = 2 is given by
H1([a, b],Rm) 3 f 7−→ (f, f ′) ∈ C0([a, b],Rm)⊕ L2([a, b],Rm).
As mentioned in Definition 2.71, an adaptation of Lemma 2.61 guarantees
that this is a injective operator with closed image. Furthermore, this con-
sideration implies that H1([a, b],Rm) is a Banachable space, that can be
endowed with a norm that induces the same topology as (2.23), given by
(2.21), i.e.,
‖f‖ = ‖f‖C0 + ‖f ′‖L2
Remark 2.78. Definitions 2.60, 2.62, 2.67, 2.71 and 2.74 were given consider-
ing maps with counter domain Rm, however Rm could be obviously replaced
with any finite–dimensional vector space V , with the additional hypothesis
that the norm of V comes from an inner product in the case of formulas
(2.18) and (2.23). The topologies on the spaces given in such definitions
does not depend on the choice of a norm on V .
In addition, the correspondent topologies on these spaces will be hence-
forth called Ck–topology, C∞–topology, Lp–topology, Hk–topology and so on,
depending on the regularity of the space dealt with.
Most of the above function spaces are related in several ways. The
following classic results give a few inclusions between these function spaces,
some of which are compact or have dense image, as studied in the sequel.
Proposition 2.79. The following inclusion maps are continuous:
(i) C l([a, b],Rm) ↪→ Ck([a, b],Rm), for 0 ≤ k ≤ l;
(ii) C0([a, b],Rm) ↪→ Lp([a, b],Rm), for p ∈ [1,+∞];
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(iii) Lq([a, b],Rm) ↪→ Lp([a, b],Rm), for 1 ≤ p ≤ q ≤ +∞;
(iv) W k,q([a, b],Rm) ↪→W k,p([a, b],Rm), for 1 ≤ p ≤ q ≤ +∞, k ≥ 1;
(v) W k+1,p([a, b],Rm) ↪→ Ck([a, b],Rm), for p ∈ [1,+∞], k ≥ 0;
(vi) Ck([a, b],Rm) ↪→W k,p([a, b],Rm), for p ∈ [1,+∞], k ≥ 0.
In particular, setting p = 2 in (v) and (vi), the inclusions Hk+1([a, b],Rm) ↪→
Ck([a, b],Rm) and Ck([a, b],Rm) ↪→ Hk([a, b],Rm) are continuous, for k ≥
0.
Remark 2.80. It is actually possible to give very precise estimates for the
norms (2.1) of the above inclusions, depending on the norms chosen in each
space.
The following is a classic result of basic analysis that asserts that every
continuous real function may be uniformly approximated by smooth func-
tions, more precisely by polynomials. See [87, 92] for a proof.
Stone–Weierstrass Theorem 2.81. The space C∞([a, b],Rm) is dense
in C0([a, b],Rm).
Proposition 2.82. If p ∈ [1,+∞[, then the space C∞([a, b],Rm) is dense
in Lp([a, b],Rm). In particular, Ck([a, b],Rm) is dense in Lp([a, b],Rm) for
all k ≥ 0.
We now explore a couple of corollaries that follow immediately from the
two above results using Proposition 2.79.
Corollary 2.83. If p ∈ [1,+∞[, k ≥ 1, then C∞([a, b],Rm) is dense in
W k,p([a, b],Rm). In particular, for all j ≥ 0, Ck+j([a, b],Rm) is dense in
W k,p([a, b],Rm).
Setting p = 2, we obtain the analogous result for Hk([a, b],Rm).
Corollary 2.84. If p ∈ [1,+∞[, k ≥ 1, then C∞([a, b],Rm) is dense in
Hk([a, b],Rm). In particular, for all j ≥ 0, Ck+j([a, b],Rm) is dense in
Hk([a, b],Rm).
The above density results are extremely useful to prove properties of
functions with regularities weaker then Ck, as Sobolev class Hk. Most of the
times, it is only possible to infer a certain formula for maps in Ck([a, b],Rm).
Since this is a dense subset of Hk([a, b],Rm), if the formula is known to be
continuous, it follows15 that it holds for the entire Hk([a, b],Rm).
We now focus on the study of the Hilbert space Hk([a, b],Rm), on which
the infinite–dimensional manifold of Sobolev curves on a finite–dimensional
manifold M will be modeled, see Definition 3.82 and Section 3.3. For this, we
recall (a very simple corollary of) the celebrated Sobolev Embedding Theo-
rem, whose proof can be found, for instance, in [8, 64]. Once more, it deals
with some of the inclusions mentioned in Proposition 2.79, regarding its
compactness, see Definition 2.39.
Proposition 2.85. For all k ≥ 0, the inclusion map Hk+1([a, b],Rm) ↪→
Ck([a, b],Rm) is a compact operator.
15It is an elementary topological fact that if two continuous maps between metric
spaces coincide in a dense subset, then they must coincide everywhere.
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Corollary 2.86. For all 1 ≤ j ≤ k, the inclusions Hk([a, b],Rm) ↪→
Ck−j([a, b],Rm) are compact operators.
Proof. This is a simple consequence of Propositions 2.40, 2.85 and Re-
mark 2.65. 
Lemma 2.87. Let B : H1([a, b],Rm) ×H1([a, b],Rm) → R be a continuous
bilinear form. If B admits a continuous extension
B̂ : H1([a, b],Rm)× C0([a, b],Rm) −→ R,
then B is represented by a compact operator K ∈ K(H1([a, b],Rm)), see
Definitions 2.30 and 2.39.
Proof. Assume the operator B̂ that extends B in the following diagram is
continuous. From Corollary 2.86, the inclusion i is a compact operator.
C0([a, b],Rm)
B̂ //
[
H1([a, b],Rm)
]∗ ∼= H1([a, b],Rm)
H1([a, b],Rm)
?
i
OO
B̂◦i
EE
From Proposition 2.40, the composite map B̂ ◦ i is compact. Since B̂ coin-
cides with B on its domain, it follows that the bilinear form B is represented
by K = B̂ ◦ i, which is a compact operator of H1([a, b],Rm). 
The following result will be used in Section 3.3 to establish (smooth)
compatibility of charts of H1([a, b],M).
Theorem 2.88. Let U ⊂ R×Rm be an open subset and consider the set of
all Sobolev H1 curves γ : [a, b]→ Rm whose graph is contained in U ,
H [U ] =
{
γ ∈ H1([a, b],Rm) : (t, γ(t)) ∈ U, for all t ∈ [a, b]} .
Given a Ck map α : U → Rn, define
H [α] : H [U ] −→ H1([a, b],Rn)(2.26)
H [α] (γ)(t) = α(t, γ(t)), t ∈ [a, b]
Then H [U ] is open in H1([a, b],Rm) and H [α] is a Ck−1 map. In addition,
if k ≥ 2, for all γ ∈ H [U ], v ∈ H1([a, b],Rn) and t ∈ [a, b],
(2.27) dH [α] (γ)(v)(t) =
∂α
∂x
(t, γ(t))v(t).
Proof. This proof is in great part adapted from the proof of [65, Theorem
4.2.16]. It will be given through the following two claims.
Claim 2.89. The subset H [U ] is open in H1([a, b],Rm) and H [α] is contin-
uous.
Since U ⊂ R×Rm is open,
HC0 [U ] =
{
γ ∈ C0([a, b],Rm) : (t, γ(t)) ∈ U, for all t ∈ [a, b]} .
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is an open subset of C0([a, b],Rm). Moreover, from Proposition 2.85 the
inclusion i : H1([a, b],Rm) ↪→ C0([a, b],Rm) is continuous, hence
H [U ] = i−1(HC0 [U ])
is an open subset of H1([a, b],Rm).
Furthermore, from Remark 2.77 and Lemma 2.20, continuity of H [α]
follows from continuity of the composite maps
H [U ]
H[α]−−−−→ H1([a, b],Rm) i↪−−→ C0([a, b],Rm)(2.28)
H [U ]
H[α]−−−−→ H1([a, b],Rm) d−−→ L2([a, b],Rm).(2.29)
Moreover, from continuity of α : U → Rn, it follows that the map
HC0 [α] : HC0 [U ] −→ C0([a, b],Rm)
HC0 [α] (γ)(t) = α(t, γ(t)), t ∈ [a, b]
is continuous. In addition, from Proposition 2.85, i is also continuous, hence
(2.28) is continuous.
As for continuity of (2.29), evaluating it explicitly on γ ∈ H [U ],
d
dt
H [α] (γ)(t) =
∂α
∂t
(t, γ(t)) +
∂α
∂x
(t, γ(t))γ˙(t).
Thus (2.29) is given by the sum of the restriction of HC0
[
∂α
∂t
]
to H [U ] and
of the derivation map d : H [U ] → L2([a, b],Rm). More precisely, (2.29) is
given by
H [U ]
(2.29)
,,
HC0 [
∂α
∂x ] ⊕ d // C0([a, b],Lin(Rm,Rn))⊕ L2([a, b],Rn)
(2.19)

L2([a, b],Rn)
and hence is continuous. This concludes the proof of Claim 2.89.
We now use the weak differentiation principle given in Lemma 2.59 to
establish differentiability of H [α].
Claim 2.90. If α : U → Rn is a map of class C2 defined on an open subset
U ⊂ Rm then H [α] is of class C1 and (2.27) holds.
The separating family F for H1([a, b],Rn) is the family of evaluation
maps. For every t ∈ [a, b], consider
evt : H
1([a, b],Rn) −→ Rn
γ 7−→ γ(t)
and F = {evt : t ∈ [a, b]}. Let g be given by
g : H [U ] −→ Lin(H1([a, b],Rm), H1([a, b],Rn))
g(γ)(v)(t) =
∂α
∂x
(t, γ(t))v(t), t ∈ [a, b],
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for all γ ∈ H [U ], v ∈ H1([a, b],Rm). It is then clear that
∂(evt ◦H [α])
∂v
(γ) =
d
ds
α(t, γ(t) + sv(t))
∣∣∣
s=0
= g(γ)(v)(t).
The only nontrivial part of the proof, which we omit, is the continuity of g.
Such continuity follows from the continuity of
H
[
∂α
∂x
]
: H [U ] −→ H1([a, b],Lin(Rm,Rn)).
More precisely,
O : H1([a, b],Lin(Rm,Rn)) −→ Lin(H1([a, b],Rm), H1([a, b],Rn))
O(T )(v)(t) = T (t)v(t), t ∈ [a, b],(2.30)
is a continuous operator. For details on how to prove such continuity state-
ments, we refer to Piccione, Mercuri and Tausk [65, Section 4.2]. Notice
that dH [α] is equal to the composition of H
[
∂α
∂x
]
with the continuous op-
erator (2.30). Applying Lemma 2.59 with the above setting, it follows that
H [α] is C1 and that (2.27) holds, concluding the proof of Claim 2.90.
Finally, a simple inductive argument on k guarantees that we may re-
place C2 and C1 with Ck and Ck−1, respectively, in Claim 2.90. This
concludes the proof of Theorem 2.88. 
2.5. A few more lemmas
Once more, we end the chapter with some lemmas that will be later used.
These are functional analysis results that are easily proved and repeated here
for the sake of self–containment.
Proposition 2.91. The space C0(K,R) endowed with the uniform conver-
gence norm is separable if and only if K is metrizable.
For a proof of this classic result, see Fabia´n et al. [35]. We now prove
some elementary analytical lemmas that involve some of the spaces of func-
tions studied in Section 2.4.
Lemma 2.92. Let f, g : [a, b] → Rm be continuous maps, with f abso-
lutely continuous, and suppose that f ′ = g almost everywhere. Then f ∈
C1([a, b],Rm) and f ′ = g.
Proof. From Proposition 2.70, the derivative f ′ : [a, b] → Rm exists almost
everywhere, and by hypothesis coincides almost everywhere with g, which
is continuous. Thus,
f(t) = f(a) +
∫ t
a
f ′(s) ds
= f(a) +
∫ t
a
g(s) ds.
Therefore, from the Fundamental Theorem of Calculus, f is differentiable
and has continuous derivative g. Hence f ∈ C1([a, b],Rm), concluding the
proof. 
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Corollary 2.93. Let f : [a, b] → M be an absolutely continuous map and
g ∈ Γ0(f∗TM), with df = g almost everywhere. Then f ∈ C1([a, b],M)
and df = g.
Proof. Considering local charts it is possible to reduce this problem to Eu-
clidean space. The proof then follows directly from Lemma 2.92. 
Lemma 2.94. Let α ∈ L1([a, b],Rm) and consider an inner product 〈 ·, · 〉 on
Rm. Suppose that for every λ ∈ C∞c ( ]a, b[,Rm),
(2.31)
∫ b
a
〈α(t), λ′(t)〉 dt = 0.
Then α is constant almost everywhere.
Proof. First, consider α and λ expressed in coordinates α = (αi)
m
i=1 and
λ = (λi)
m
i=1, so that∫ b
a
〈α(t), λ′(t)〉 dt =
∫ b
a
m∑
i=1
αiλ
′
i dt =
m∑
i=1
∫ b
a
αiλ
′
i dt
Obviously, the above expression vanishes if and only if each integral with
the product of the ith coordinates of α and λ′ vanishes. Thus, we reduce
the problem to the case m = 1, where the counter domain the considered
maps is one–dimensional and the inner product 〈α(t), λ′(t)〉 is an ordinary
product of real functions.
Second, notice that we may use the Fundamental Theorem of Calculus
characterize the derivative of maps λ ∈ C∞c ( ]a, b[,R) as follows,
T =
{
λ′ : λ ∈ C∞c ( ]a, b[,R)
}
=
{
µ ∈ C∞c ( ]a, b[,R) :
∫ b
a
µ(t) dt = 0
}
,
see figure below. Hence, (2.31) is equivalent to
∫ b
a α(t)µ(t) dt = 0 for all
µ ∈ C∞c ( ]a, b[,R) such that
∫ b
a µ(t) dt = 0.
a b a b
λ µ
Consider λ0 ∈ C∞c ( ]a, b[,R) such that
∫ b
a λ0(t) dt = 1, and set c =
∫ b
a α(t)λ0(t) dt.
Then,
(2.32)
∫ b
a
(α(t)− c)λ0(t) dt =
∫ b
a
α(t)λ0(t) dt− c
∫ b
a
λ0(t) dt = c− c = 0
In addition, by hypothesis
(2.33)
∫ b
a
(α(t)− c)µ dt =
∫ b
a
α(t)µ(t) dt− c
∫ b
a
µ(t) dt = 0.
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Notice that C∞c ( ]a, b[,R) naturally decomposes as the direct sum of T and
the one–dimensional subspace spanned by λ0. Thus, µ and λ0 span the
entire C∞c ( ]a, b[,R), hence from (2.32) and (2.33), it follows that∫ b
a
(α(t)− c)ξ(t) dt = 0
for all ξ ∈ C∞c ( ]a, b[,R). From the Fundamental Lemma of Calculus of
Variations, α(t) − c must be null almost everywhere, hence α is constant
almost everywhere. 
Remark 2.95. The result in Lemma 2.94 has a clear interpretation in terms
of distributions.16 Namely, it states that if a distributional derivative is zero,
then the distribution is almost everywhere constant.
Let us now recall some basic properties of operators in Banach spaces.
Lemma 2.96. Let V be a Banach space and T ∈ Lin(V ) such that ‖T‖ < 1,
where ‖ · ‖ is the operator norm (2.1). Then id−T ∈ Lin(V ) is an invertible
operator.
Proof. The operator power series
∑+∞
n=0 T
n is absolutely convergent, since∥∥∥∥∥
+∞∑
n=0
Tn
∥∥∥∥∥ ≤
+∞∑
n=0
‖T‖n = exp ‖T‖ < +∞.
Since V is Banach,
∑+∞
n=0 T
n converges in Lin(V ). For each N ∈ N,
lim
N→+∞
(id−T )
(
N∑
n=0
Tn
)
= lim
N→+∞
id−TN+1 = id
and analogously for
(∑N
n=0 T
n
)
(id−T ). Hence the operator id−T is in-
vertible, with inverse given by
(id−T )−1 =
+∞∑
n=0
Tn ∈ Lin(V ). 
Lemma 2.97. Let V and W be Banach spaces. Then the following is an
open subset of Lin(V,W ),
O = {T ∈ Lin(V,W ) : ImT = W and kerT is complemented}.
Proof. First, notice that T ∈ O if and only if T admits a right inverse, i.e.,
if there exists S ∈ Lin(W,V ) with TS = id. Indeed, the existence of such S
is equivalent to surjectivity of T , and it is easily seen that ImS is a closed
complement to kerT .
16Not to be confused with subbundles of the tangent bundle. In mathematical anal-
ysis, distributions are objects that generalize functions, making it possible to differentiate
functions whose derivative does not exist in the classical sense. In particular, any lo-
cally integrable function has a distributional derivative. Distributions are widely used to
formulate generalized solutions of PDEs.
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Let T0 ∈ O and consider S0 ∈ Lin(W,V ) its right inverse and ε < 1‖S0‖ ,
where the norm considered is the usual (2.1). We claim that if T ∈ Lin(V,W )
satisfies ‖T − T0‖ < ε, then T ∈ O. Since T0S0 = id,
‖ id−TS0‖ = ‖T0S0 − TS0‖
≤ ‖T − T0‖‖S0‖
< 1.
Lemma 2.96 applied to id−TS0 gives that TS0 is invertible. Thus, the
operator S0(TS0)
−1 ∈ Lin(W,V ) is a right inverse for T , implying that
T ∈ O. This concludes the proof that O is open in Lin(V,W ). 
The following is a direct consequence of the universal property of tensor
products of vector spaces, which can be found for instance in Ash [11].
Lemma 2.98. Let Z, V1, . . . , Vn and W1, . . . ,Wn be finite–dimensional real
vector spaces and consider the following diagram
(2.34) V1 × . . .× Vn ×W1 × . . .×Wn T //
⊗

Z
V1 ⊗ . . .⊗ Vn ×W1 ⊗ . . .⊗Wn B
FF
Given any multilinear form T , there exists a unique bilinear form B that
makes this diagram commutative.
Lemma 2.99. Let V1, V2 and H be Banach spaces, L ∈ Lin(V1 ⊕ V2, H) a
surjective operator, and Π ∈ Lin(V1 ⊕ V2, V1) the projection onto the first
variable. Then the composite operators
L|V2 : V2 ↪−→ V1 ⊕ V2 L−−→ H(2.35)
Π|kerL : kerL ↪−→ V1 ⊕ V2 Π−−→ V1(2.36)
have isomorphic kernels and cokernels. In particular, L|V2 is surjective if
and only if Π|kerL is surjective. Moreover, L|V2 is Fredholm if and only if
Π|kerL is Fredholm, and in this case, both have the same index. In addi-
tion, if either (hence both) the above operators is Fredholm, then kerL is
complemented in V1 ⊕ V2.
Proof. By direct comparison, it is easy to conclude that {0} ⊕ kerL|V2 =
ker Π|kerL, thus L|V2 and Π|kerL have isomorphic kernels. Moreover, L in-
duces an isomorphism
(2.37)
V1 ⊕ V2
V2 + kerL
∼=−−→ H
L(V2)
= cokerL|V2 ,
and Π induces an isomorphism
(2.38)
V1 ⊕ V2
V2 + kerL
∼=−−→ V1
Π(kerL)
= coker Π|kerL.
Therefore, cokerL|V2 and coker Π|kerL are isomorphic. In particular, sur-
jectivity of L|V2 is equivalent to surjectivity of Π|kerL, since these are in
turn equivalent to cokerL|V2 , and hence coker Π|kerL, being trivial. This
also proves that L|V2 is Fredholm if and only if Π|kerL is Fredholm, and in
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this case both have the same index, since they have isomorphic kernels and
cokernels.
Suppose now that Π|kerL is a Fredholm operator. Then Π(kerL) is a
closed and complemented subspace of V1⊕V2, since it has finite codimension.
Thus, there exists a closed subspace S1 of V1 such that V1 = S1 ⊕Π(kerL).
In addition, ker Π|kerL = kerL ∩ ({0} ⊕ V2) is finite–dimensional, hence
complemented in {0} ⊕ V2. Let S2 be a closed subspace of {0} ⊕ V2 such
that S2 ⊕ [kerL ∩ ({0} ⊕ V2)] = {0} ⊕ V2.
We claim that S1⊕S2 is a complement of kerL in V1⊕V2. In fact, suppose
(x, y) ∈ (S1⊕S2)∩ kerL. Then L(x, y) = 0, hence x ∈ S1 ∩Π(kerL) = {0},
i.e., x = 0. Moreover, (0, y) ∈ S2 ∩ kerL = {0}, thus y = 0. Therefore,
(S1 ⊕ S2) ∩ kerL = {0}. Finally, let (x, y) ∈ V1 ⊕ V2. Since x ∈ V1, there
exist x′ ∈ V1 and s ∈ S1 such that x = x′+ s, where (x′, y′) ∈ kerL for some
y′ ∈ V2. Since y′ − y ∈ V2, there exists (0, z) ∈ kerL and s′ ∈ S2 such that
(0, y′−y) = (0, z)+(0, s). Therefore, (x, y) = (s, 0)−(0, s′)+(x′, y′−z), where
(s, 0) ∈ S1, (0, s′) ∈ S2 and (x′, y′ − z) ∈ kerL. Thus (S1 ⊕ S2) ⊕ kerL =
V1 ⊕ V2, concluding the proof. 
We end this section proving a series of lemmas for operators of the form
L1⊕L2 : V ⊕H → H, where V is a Banach space and H is a Hilbert space,
to be used in the proof of the Abstract Genericity Criterion 5.24. In our
applications, L2 ∈ Lin(H) will be a self–adjoint Fredholm operator.
Lemma 2.100. Let V be a Banach space, H a Hilbert space, L1 : V → H
and L2 : H → H continuous operators, with ImL2 closed,17 and consider
their direct sum
L = L1 ⊕ L2 : V ⊕H −→ H
(v, h) 7−→ L1v + L2h.
Then, L is surjective if and only if the projection onto (ImL2)
⊥ is surjective,
i.e.,
(2.39) p(ImL2)⊥ ImL1 = (ImL2)
⊥.
In addition, if L2 is self–adjoint and pkerL2 ImL1 is closed in kerL2,
18 then
L is surjective if and only if for all h ∈ kerL2 \ {0} there exists v ∈ V such
that 〈L1v, h〉 6= 0.
Proof. If (2.39) holds, given k ∈ H, consider p(ImL2)⊥k. From (2.39), there
exists v ∈ V such that
(2.40) p(ImL2)⊥k = p(ImL2)⊥L1v.
Hence k − L1v ∈ ImL2. Therefore, there exists h ∈ H such that k =
L1v+L2h = L(v, h). Conversely, if L is surjective, given k ∈ (ImL2)⊥ there
exists v ∈ V and h ∈ H such that k = L1v + L2h. Applying p(ImL2)⊥ , we
obtain
k = p(ImL2)⊥L1v,
thus (2.39) is verified.
17Recall that if L2 is Fredholm, this is automatically verified as a consequence of
Proposition 2.47.
18This hypothesis is also automatically verified in case L2 is Fredholm.
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In addition, suppose L2 self–adjoint and pkerL2 ImL1 closed in kerL2.
Then (ImL2)
⊥ = kerL2, and
pkerL2 ◦ L1 : V −→ kerL2
is not surjective if and only if (Im(pkerL2 ◦ L1))⊥ 6= 0, which is equivalent
to existing h ∈ kerL2 \ {0} such that 〈pkerL2L1v, h〉 = 〈L1v, h〉 = 0, for all
v ∈ V . This concludes the proof. 
Lemma 2.101. Let L : U → V be an operator between vector spaces, and S ⊂
V a subspace with finite codimension. Then L−1(S) has finite codimension
in U and
codimUL
−1(S) = codimV S − codimV (ImL+ S),
where by codimBA = dimB/A we mean the codimension of A in B.
Proof. Denote by q : V → V/S the quotient map. Then q◦L : U → V/S has
kernel L−1(S). Thus q ◦ L induces an injective operator T on the quotient,
having the same image of q ◦ L, such that the following diagram commutes
(vertical arrows are projections).
U

L // V
q

U
L−1(S)
T // V
S
Since S has finite codimension in V and T is injective, L−1(S) has finite codi-
mension in U . Then the following sequence of vector spaces and operators
is exact, and analogously to (2.4), splits.
0 −→ U
L−1(S)
T−−→ V/S −→ V/S
ImT
−→ 0.
Hence,
V/S ∼= U
L−1(S)
⊕ V/S
ImT
∼= U
L−1(S)
⊕ V/S
Im(q ◦ L) .(2.41)
In addition,
(2.42)
V
ImL+ S
∼= V/S
Im(q ◦ L) ,
since the map
V −→ V/S
Im(q ◦ L)
v 7−→ (v + S) + Im(q ◦ L)
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is clearly surjective and has kernel ImL+ S. Finally, it follows that
codimV S = dimV/S
(2.41)
= dim
U
L−1(S)
+ dim
V/S
Im(q ◦ L)
(2.42)
= codimUL
−1(S) + codimV (ImL+ S). 
Proposition 2.102. Let U , V and W be Banach spaces, L1 : U → W ,
L2 : V → W continuous operators, with kerL2 complemented in V and
ImL2 finite codimensional in W .
19 Consider the direct sum L = L1 ⊕ L2 :
U ⊕ V →W , as in Lemma 2.100. Then kerL is complemented in U ⊕ V .
Proof. Consider the quotient map q : W → W/ ImL2. Obviously, the re-
striction q|ImL1 : ImL1 → W/ ImL2 has kernel ImL1 ∩ ImL2 and hence
induces an injective operator
ImL1
ImL1 ∩ ImL2 −→
W
ImL2
.
Since the counter domain is finite–dimensional, it follows that ImL1∩ ImL2
has finite codimension in ImL1, hence is complemented, see Lemma 2.10.
Let Z ⊂W be a (finite–dimensional) complement of ImL1∩ ImL2 in ImL1.
Then L1 induces an injective operator
L−11 (Z)
kerL1
−→ Z,
and hence kerL1 is complemented in L
−1
1 (Z), since it has finite codimension
in this space (see Lemma 2.10). Let U ′ be a (finite–dimensional) complement
of kerL1 in L
−1
1 (Z) and V
′ a complement of kerL2 in V . We claim that
U ′ ⊕ V ′ is a complement of kerL in U ⊕ V .
In fact, if (x, y) ∈ (U ′⊕V ′)∩ kerL, since U ′ ⊂ L−11 (Z), then L1(x) ∈ Z.
In addition, L1(x) = −L2(y) ∈ ImL2, hence L1(x) ∈ Z ∩ (ImL1 ∩ ImL2) =
{0}. This implies L1(x) = L2(y) = 0, hence x ∈ kerL1 ∩ U ′ = {0} and
y ∈ kerL2 ∩ V ′ = {0}. Therefore (U ′ ⊕ V ′) ∩ kerL = {0}.
Moreover, for any (x, y) ∈ U ⊕ V , choose u ∈ U and z ∈ Z, such that
L1(x) = L1(u) + z and L1(u) ∈ ImL2. Since z ∈ Z ⊂ ImL1, there exists
a ∈ U ′ such that z = L1(a). Thus x = u + a + b, for some b ∈ kerL1.
Since L1(u) ∈ ImL2, there exists w ∈ V ′ such that L1(u) = L2(w). Then
y = c+v, for some c ∈ kerL2 and v ∈ V ′. It follows that (a, v+w) ∈ U ′⊕V ′,
L(u+ b, c−w) = L1(u)−L2(w) = 0 and (x, y) = (a, v+w) + (u+ b, c−w).
Therefore (U ′⊕V ′) + kerL = U ⊕V . This concludes the proof that U ′⊕V ′
is a complement of kerL in U ⊕ V . 
19Once more, notice that if L2 is Fredholm, these hypotheses are automatically
verified.

CHAPTER 3
Banach and Hilbert manifolds
In this chapter, we will discuss elementary concepts and results on
infinite–dimensional manifolds and their role in global analysis. More pre-
cisely, we will focus on three important topics, namely spaces of sections of
vector bundles over non compact manifolds, the Sobolev H1 curves on a non
compact manifold, and actions of Lie groups on Hilbert manifolds.
In Section 3.1, we define basic concepts and explore some classic transver-
sality results in the context of Banach manifolds. In the following section, we
deal with the space of Ck sections of tensor bundles over a finite–dimensional
non compact manifold M . The main result of this section, Proposition 3.71,
gives a separable Banach manifold structure to a set of Ck semi–Riemannian
metrics on M . Further comments on the similarity of this domain of metrics
and usual metrics considered in general relativity are given in Remark 3.73.
In Section 3.3, we study the Hilbert manifold structure of the set of Sobolev
H1 curves on M . Finally, in Section 3.4, basic notions of actions of finite–
dimensional Lie groups on Hilbert manifolds are given, and the special case
of the reparameterization action of S1 on the Hilbert manifold of Sobolev
H1 periodic curves on M is studied, see Example 3.105.
As in the previous chapters, M is considered throughout the text as a
possibly non compact smooth m–dimensional manifold, endowed with an
auxiliary Riemannian metric gR.
3.1. Infinite–dimensional manifolds
In this section, the definitions of Banach and Hilbert manifolds are given,
as well as a few key facts regarding transversality. This brief exposition aims
to recall fundamentals of this theory making the text self contained, and by
no means to give a full treatment of the subject. A thorough discussion of
fundamentals of infinite–dimensional differential geometry can be found in
Lang [60].
Definition 3.1. Let X be a set. A local chart on X is a pair (U,ϕ), where
U ⊂ X and ϕ : U → ϕ(U) is a bijection between U and an open subset
ϕ(U) of some Banach space. Two charts (U,ϕ) and (V, ψ) are said to be Ck
compatible if either U ∩ V = ∅ or
ψ ◦ ϕ−1 : ϕ(U ∩ V ) −→ ψ(U ∩ V )
is a Ck diffeomorphism between open sets. A Ck atlas on X is a set of
pairwise Ck compatible charts on X, whose domains cover X. Finally, a Ck
Banach manifold is a set X endowed with a maximal Ck atlas.
Definition 3.2. A Ck Hilbert manifold X is a Banach manifold whose Ck
maximal atlas has charts with Hilbert spaces as counter domain.
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Remark 3.3. A Banach (or Hilbert) manifold X will be always supposed to
be smooth, i.e., Ck for all k ∈ N, unless otherwise specified1. We will call
charts only charts that belong to the given maximal atlas of X. In addition,
given x ∈ X a point in a Banach manifold, a local chart (U,ϕ) of X with
x ∈ U is called a local chart around x.
Remark 3.4. Notice that charts of an atlas on X are not supposed to share
the same counter domain. However, differentiating the compatibility condi-
tion it follows that counter domains are linearly isomorphic. Since the set
of points on X for which there exists a chart with counter domain linearly
isomorphic to some fixed Banach (or Hilbert) space is open and closed, each
connected component of X admits an atlas with charts taking value on the
same space.
Remark 3.5. Analogously to the finite–dimensional case, an atlas induces a
topology on X, such that domains of charts are open subsets and charts are
homeomorphisms. At this point, there is no reason to assume any separation
or countability axiom on this topology.
The notion of Ck map can be clearly extended from the context of Ba-
nach spaces (see Definition 2.57) to Banach manifolds using charts, since
differentiability is a local matter. In addition, central results of differen-
tial calculus on Banach spaces are automatically valid on Banach manifolds,
analogously to the finite–dimensional case.
Remark 3.6. Regarding the tangent space TxX to an infinite–dimensional
manifold X at the point x, it can be obtained as the set of equivalence classes
of curves passing through x, or equivalence classes of triples (U,ϕ, v), where
(U,ϕ) is a chart, x ∈ U and v ∈ ϕ(U), see respectively Mercuri, Piccione
and Tausk [65] and Lang [60]. In both cases, the result is a Banachable
space. Analogously, for Hilbert manifolds, the tangent space at any point is
a Hilbertable space (see Definitions 2.7 and 2.26).
Let us recall some basic concepts analogous to the finite–dimensional
case. For the following definitions, consider f : X → Y a Ck map be-
tween Banach manifolds, with k ≥ 1. Observe that the differential df(x) is
naturally defined2 as a continuous operator
df(x) : TxX −→ Tf(x)Y.
Definition 3.7. A point x ∈ X is a critical point of f if df(x) is not
surjective or if ker df(x) is not complemented. The set of all critical points
of f , called the critical set of f , is denoted Crit(f). A value y ∈ Im f is a
critical value of f if there exists a critical point x in its preimage f−1({y}).
Remark 3.8. Notice that if f : X → R is a function, the condition that
df(x) is not surjective is equivalent to df(x) being zero, since the counter
domain is one–dimensional.
1For instance, in some further applications using transversality of Ck maps, the ob-
tained manifolds will be Ck and not smooth.
2Analogously to the finite–dimensional case, the differential of a Ck map at a point is
defined using local charts and its differentials, and the representation of the map. Thus,
the definition is locally the same as Definition 2.56.
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Lemma 3.9. Let f : X → Y be a Ck map between Banach manifolds. Then
the critical set Crit(f) is closed in X.
Proof. Consider a sequence of critical points {xn}n∈N that converge to x∞ ∈
X. Considering a local chart around x∞, we may assume that f is defined
between Banach spaces. Thus, we may consider the sequence of continuous
operators {df(xn)}n∈N between these spaces. Since xn are critical points,
either df(xn) is non surjective or ker df(xn) is not complemented. From
Lemma 2.97, the subset of continuous operators with at least one of these
properties is closed, hence the limit df(x∞) is either non surjective or has
non complemented kernel. Therefore, x∞ ∈ Crit(f), concluding the proof.

Definition 3.10. A point x ∈ X is a regular point of f if df(x) is surjective
and ker df(x) is a complemented subspace. A value y ∈ Y is a regular value
of f if every point x ∈ f−1(y) in its preimage is a regular point of f . Notice
that if y /∈ Im f , then y is automatically a regular value of f .
Remark 3.11. We consider points x ∈ X such that ker df(x) is not comple-
mented3 to be critical points. This is in order to have the property that a
point x ∈ X is either regular or critical. In the regular case, a closed comple-
ment of ker df(x) will be necessary for instance in Proposition 3.32 to have
that the preimage of a regular value is a submanifold, see Definition 3.30.
We now approach the matter of immersions, embeddings and submer-
sions of Banach manifolds, where further assumptions must be made rel-
atively to the finite–dimensional setting. Namely, such assumptions deal
again with the problem that in infinite–dimensional TVS, a vector subspace
is not necessarily closed, see Definition 2.8 and Lemma 2.10.
Definition 3.12. A Ck map f : X → Y between Banach manifolds is an
immersion at x ∈ X if df(x) : TxX → Tf(x)Y is injective and its image is
a closed and complemented subspace (see Definition 2.8). If this property
holds for all x ∈ X, then f is said to be an immersion. In addition, if
f : X → f(X) is a homeomorphism, where f(X) is endowed with the
subspace topology, then f is called an embedding.
Lemma 3.13. Let f : X → Y be a Ck map between Banach manifolds. If f
admits a C1 left inverse g : Y → X, then f is an embedding.
Proof. Since f admits a left inverse, it is injective. Differentiating the iden-
tity g ◦ f = id at x ∈ X, it follows that
dg(f(x))df(x) = id,
hence also df(x) is injective, since it admits the left inverse dg(f(x)).
Moreover, Im df(x) is a closed subspace. Indeed, if {wn}n∈N is a con-
vergent sequence in Tf(x)Y to w∞, the sequence {vn}n∈N, given by vn =
dg(f(x))wn, converges to v∞ = dg(f(x))w∞ ∈ TxX due to continuity of
this left inverse of df(x). Therefore w∞ = df(x)v∞ is in the image of
3Recall that subspaces of Banach spaces may not be complemented, see Definition 2.8
and Example 2.9.
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df(x), which is hence closed. In addition, ker dg(f(x)) is clearly a closed
complement of Im df(x). Thus f is an injective immersion.
Finally, the inverse of the bijection f : X → f(X) coincides with g|f(X),
which is a continuous map. Therefore f : X → f(X) is bijective, continuous
and has continuous inverse, and hence is a homeomorphism. Therefore f is
an embedding, concluding the proof. 
Corollary 3.14. Let E be a C1 (Banach) vector bundle4 over a Banach
manifold X. Then every section s ∈ Γk(E) is an embedding.
Proof. Given s : X → E a section, if pi : E → X is the projection of E, then
pi ◦ s = id. Hence s admits a C1 left inverse, and thus, from Lemma 3.13 is
an embedding. 
Remark 3.15. Consider again E a C1 (Banach) vector bundle over a Banach
manifold X. Corollary 3.14 gives a formal proof of the legitimacy of the
identification of the null section 0E with the base manifold X, addressed in
the finite–dimensional case in Remark 1.18. Since
0E : X 3 x 7−→ (x, 0x) ∈ E,
where 0x ∈ Ex is the zero, the image of the embedding 0E : X → E
consists of points of the form (x, 0x), which is hence canonically identified
with x ∈ X.
Henceforth, using this identification, we shall refer to the null section
0E both as a section or submanifold of E.
Definition 3.16. A Ck map f : X → Y between Banach manifolds is a
submersion at x ∈ X if x is a regular point of f , i.e., if the differential
df(x) : TxX → Tf(x)Y is surjective and ker df(x) is complemented in TxX.
If this property holds for all x ∈ X, then f is said to be a submersion.
Remark 3.17. There are statements on the local form of immersions and
of submersions similar to their finite–dimensional correspondents that hold
under the generalized definitions above. These are local results and follow
from the Inverse Function Theorem (in Banach manifolds), analogously to
the usual finite–dimensional case. More precisely, consider a Ck map f :
X → Y between Banach manifolds. If f is an immersion at x ∈ X, given a
local chart around x, there exists a local chart around f(x) such that f is
represented in these local charts by a linear inclusion of (open subsets of)
Banach spaces. Similarly, if f is a submersion at x ∈ X, given a local chart
around f(x), there exists a local chart around x such that f is represented in
these local charts by a linear projection of (open subsets of) Banach spaces.
Remark 3.18. Observe that if X and Y in Definition 3.16 are Hilbert mani-
folds, all closed subspaces are automatically complemented (by its orthogonal
complement) and the definition coincide with the finite–dimensional version.
In Definition 3.12 however, even if X and Y are Hilbert manifolds, the image
of the differential di(x) may not be a closed subspace.
4As remarked in Chapter 1, most definitions given for bundles over finite–dimensional
smooth manifolds can be extended to an infinite–dimensional context. Since this extension
is absolutely natural and intuitive, we will not give details of the theory of fiber bundles
and connections over Banach manifolds, stressing however its analogy with its finite–
dimensional counterpart presented in Chapter 1.
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Let us consider the particular case of Ck functions defined on Banach
manifolds, i.e., maps f : X → R of class Ck. At each x ∈ X, the differential
df(x) : TxX → R is a bounded linear functional, hence df may be regarded
as a Ck−1 section of the cotangent bundle of X,
df : X −→ TX∗.
Standard arguments prove that analogously to the finite–dimensional case,
Banach vector bundles always admit connections that satisfy the same con-
ditions of Definition 1.26. Thus, we may consider a connection ∇ on TX∗.
Definition 3.19. Let ∇ be a connection on TX∗. The ∇–Hessian of a
function f ∈ Ck(X) if given by the (0, 2)–tensor
(3.1) Hess∇(f) = ∇(df) ∈ Γk−2(TX∗ ⊗ TX∗).
Lemma 3.20. For any connection ∇ on TX∗ and vector fields X,Y ∈
Γk−2(TX),
(3.2) Hess∇(f)(X,Y ) = X(Y (f))−∇XY (f).
In addition, ∇ is symmetric,5 if and only if Hess∇ is symmetric.
Proof. From the Definition 3.19 and elementary properties of connections,
Hess∇(f)(X,Y ) = (∇(df))(X,Y )
= (∇Xdf)(Y )
(1.17)
= X(df(Y ))− df(∇XY )
= X(Y (f))−∇XY (f),
which proves (3.2). Moreover,
Hess∇(f)(X,Y )−Hess∇(f)(Y,X) (3.2)= X(Y (f))−∇XY (f)
−Y (X(f)) +∇YX(f)
= −(∇XY −∇YX − [X,Y ])(f)
(1.7)
= −T∇(X,Y )(f),
hence Hess∇ is symmetric if and only if ∇ is symmetric. 
Corollary 3.21. If x0 ∈ X is a critical point of f ∈ Ck(X), then (3.2)
does not depend on the choice of the connection ∇.
Proof. Since x0 is a critical point, df(x0) = 0. Thus, for any X,Y ∈
Γk−2(TX∗),
Hess∇(f)(x0)(X,Y ) = X(Y (f))(x0)−∇XY (f)(x0)
= X(Y (f))(x0)− df(x0)[(∇XY )(x0)](3.3)
= X(Y (f))(x0). 
Therefore, we may establish the following.
5See Definition 1.33.
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Definition 3.22. Consider a function f ∈ Ck(X) and x0 a critical point of
f . Then the Hessian of f is defined as the symmetric bilinear form
Hess(f)(x0) = Hess
∇(f)(x0),
for any choice6 of connection ∇ on TX∗.
Remark 3.23. Corollary 3.21 is used above to guarantee that Hess(f)(x0) is
well–defined on critical points x0 of f without the use of a connection on
TX∗. Let us use a different approach to verify the same result.
Recall that from Remark 1.29, the choice of a connection on TX∗ is
equivalent to the choice of a horizontal subbundle of TX∗ with certain prop-
erties. Notice also that at a critical point x0, the section df(x0) coincides
with the null section 0TX∗ . Precisely in this case it is possible to have a
canonical choice of horizontal (and vertical) subbundle of TX∗, using the
identification of 0TX∗ with X as submanifold of TX
∗, see Remark 3.15.
Namely, there is a canonical decomposition of T(x0,0x0 )0TX
∗ in horizontal
and vertical parts, where 0x0 ∈ Tx0X∗ the zero of this vector space, respec-
tively tangent to 0TX∗ and to the fibers of TX
∗. This is totally analogous
to its finite–dimensional counterpart (1.1), that gives a decomposition in
horizontal and vertical parts of the tangent space to a vector bundle at its
null section.
More precisely, the tangent space to the null section of TX∗ at (x0, 0x0)
is canonically identified as
(3.4) T(x0,0x)0TX∗
∼= Tx0X,
and hence
(3.5) T(x0,0x0 )TX
∗ ∼= Tx0X ⊕ Tx0X∗.
The existence of this natural choice of horizontal and vertical parts for
T(x0,0x0 )TX
∗ at critical points x0 guarantees that Hess(f)(x0) is well–defined
without a connection. Indeed, this is equivalent to state that all connections
agree at the null section, as proved with (3.3).
Such decomposition of the tangent space to cotangent bundle at the null
section will also be used several times in the sequel for other purposes.
Remark 3.24. There are another (equivalent) ways of defining Hess(f) on a
critical point x0 without using a connection on TX
∗. Namely, let
Hess(f)(x0)(v, v) =
d2
dt2
(f ◦ γ)
∣∣∣
t=0
,
where γ : (−ε, ε)→ X is a C2 curve with γ(0) = x0 and γ˙(0) = v. Polarizing
the above formula, one obtains an equivalent definition of Hess(f)(x0).
In the same sense, since we have the Ck−1 map df : X → TX∗, it is
possible to derive again this map at critical points x0 of f obtaining
d2f(x0) : Tx0X −→ T(x0,0x0 )TX
∗ ∼= Tx0X ⊕ Tx0X∗
v 7−→ (v,Hess(f)(x0)(v, · )).(3.6)
This could also be adopted as definition of Hess(f)(x0) at a critical point.
6From Corollary 3.21, the above definition does not depend on this choice.
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Remark 3.25. We will only use the Hessian of functions on its critical points.
Although Definition 3.22 extends the concept of Hessian of functions in
Euclidean space to Banach manifolds, differently from the finite–dimensional
case, Hess(f) cannot be defined in general without the use of a connection,
as in Definition 3.19.
With the notion of Hessian of a function on its critical points, we may
now classify critical points according to its degeneracy.
Definition 3.26. Let x0 ∈ X be a critical point of a function f ∈ Ck(X),
and consider the Hessian of f under identification (2.2),
(3.7) Hess(f)(x0) : Tx0X −→ Tx0X∗.
Then the critical point x0 is said to be
(i) degenerate if Hess(f)(x0) has nontrivial kernel;
(ii) nondegenerate if Hess(f)(x0) is injective;
(iii) strongly nondegenerate if Hess(f)(x0) is an isomorphism.
The function f ∈ Ck(X) is said to be a Morse function if all of its critical
points are strongly nondegenerate.
Using an analogy with the finite–dimensional case, this gives a qualita-
tive description of the behavior of f near these critical points. For instance,
in the nondegenerate case, if the Hessian of a function f : Rm → R is
positive–definite or negative–definite at a critical point, then this point is a
local minimum or maximum of f , respectively. Degeneracy occurs for in-
stance when the critical point is a saddle point. In the infinite–dimensional
context however, there are several degrees of degeneracy, since non injec-
tivity and non surjectivity of the Hessian are not equivalent (unless it is a
Fredholm operator, recall 2.42).
Lemma 3.27. Let X be a Hilbert manifold and suppose f ∈ Ck(X) has only
nondegenerate critical points. If at every critical point x0 of f the operator
Hess(f) is Fredholm, then f is Morse.
Proof. Let x0 be any critical point of f . Since it is nondegenerate, the
operator Hess(f)(x0) regarded as (3.7) has trivial kernel. Assuming this is a
Fredholm operator, since it represents a symmetric bilinear form, is clearly
self–adjoint. From Lemma 2.46, it has index zero. Thus, from Lemma 2.45,
it is also surjective, hence x0 is strongly nondegenerate. Therefore, f is
Morse. 
Let us now define the nonlinear version of Fredholmness.
Definition 3.28. A Ck map f : X → Y between Banach manifolds is a
nonlinear Fredholm map if df(x) : TxX → Tf(x)Y is a Fredholm map for
all x ∈ X. The index ind(f) at each connected component of X is defined
as the index ind(df(x)) of the linear Fredholm map df(x) at any x in such
connected component, since from continuity of the index, it is constant in
each connected component of M .
Remark 3.29. For further applications, X will be connected and hence the
index of any nonlinear Fredholm map will not depend on a choice of con-
nected component as in the general case of the above definition.
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In order to continue our brief exposition of basic elements of infinite–
dimensional differential geometry, we introduce the concept of submanifolds.
Definition 3.30. Consider a subset S of a Banach manifold X. A chart
(U,ϕ) of X is a submanifold chart of S if there exists a closed complemented
subspace Y ⊂ X such that
ϕ(U ∩ S) = ϕ(U) ∩ Y.
If there exists a Ck atlas of X with submanifold charts whose domain cover
S, then S is a Ck embedded Banach submanifold of X.
Remark 3.31. Obviously, the submanifold charts of a submanifold S can be
restricted to form a Ck atlas of S, so that S is also a Ck Banach manifold.
The inclusion map i : S ↪→ X is a Ck embedding. In addition, for each
x ∈ S, the differential di(x) identifies the tangent space TxS with a closed
complemented subspace of TxX.
Conversely, if an inclusion i : S ↪→ X satisfies the above properties, then
i(S) is a Ck embedded submanifold of X.
We now deal with transversality7, that will play a fundamental role in
the sequel. It can be naively seen as a condition to generalize the following
basic result concerning regular values of a Ck map, whose proof can be found
in Lang [60] using simply the local form of submersions.
Proposition 3.32. Consider a Ck map f : X → Y between Banach man-
ifolds. If c ∈ Y is a regular value8 of f , then f−1(c) is a Ck Banach
submanifold of X. Moreover, its tangent space at any x ∈ f−1(c) is given
by the complemented Banach subspace of TxX
Txf
−1(c) = ker (df(x)) .
Remark 3.33. The above result has an obvious version for Hilbert manifolds,
with identical proof.
A natural extension of Proposition 3.32 is to consider the preimage
f−1(Z) of a submanifold Z ⊂ Y , instead of the preimage of a regular value
f−1(c). As we will prove, transversality of f to Z is a sufficient condition
for f−1(Z) to be a submanifold of X.
Definition 3.34. Consider a Ck map f : X → Y between Banach mani-
folds, and Z ⊂ Y a (smooth) submanifold. Then f is transverse to Z at x
if df(x)−1
[
Tf(x)Z
]
is complemented in TxX and
(3.8) Im df(x) + Tf(x)Z = Tf(x)Y.
If this happens for all x ∈ f−1(Z), then f is said to be transverse to Z.
7For a detailed discussion of transversality in the finite–dimensional context, together
with applications to differential topology and Morse theory, see Guillemin and Pollack
[44]. A concise extension of most results to the infinite–dimensional case is given in Lang
[60].
8See Definition 3.10.
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Remark 3.35. Equation (3.8) is clearly equivalent to surjectivity of the fol-
lowing composite map, for all x ∈ f−1(Z)
(3.9) TxX
df(x)−−−−−→ Tf(x)Y q−−→
Tf(x)Y
Tf(x)Z
,
where q denotes the quotient map. Notice that if f is a submersion (recall
Definition 3.16), then it automatically satisfies this condition.
Remark 3.36. The name transversality is justified with the situation where
f : X ↪→ Y is an immersion. Transversality of f to a submanifold Z ⊂ Y is
equivalent to the submanifolds f(X) and Z being transverse, i.e., the sum
of their tangent spaces at any y ∈ f(X) ∩ Z is the entire TyY , see Figure
3.1. In addition, it is easy to see that endowing the space Ck(X,Y ) with an
adequate natural topology, transversality to Z is an open condition. This
means that if f is transverse to Z, there exists an open neighborhood of f
of Ck maps transverse to Z. Transversality to a fixed submanifold is also
open in another sense, see Remark 3.43. In Chapter 5, we will also prove
that under certain hypotheses transversality is a generic phenomenon (see
the Transversality Theorem 5.21).
f(X)
Z
Y
Figure 3.1. Transverse submanifolds f(X) and Z of Y .
Proposition 3.37. If a Ck map f : X → Y is transverse to a (smooth)
submanifold Z ⊂ Y , then f−1(Z) is a Ck embedded submanifold of X, and
the tangent space at any x ∈ f−1(Z) is given by
(3.10) Txf
−1(Z) = df(x)−1
[
Tf(x)Z
]
.
Proof. Since the condition of being a submanifold is local, it suffices to
prove that for any x ∈ f−1(Z), there exists an open neighborhood U 3 x,
such that f−1(Z) ∩ U is a Ck submanifold. For a fixed x ∈ f−1(Z), there
exists a (smooth) submanifold chart (V, ψ) of Z around f(x) in Y , with
ψ : V → V1 ⊕ V2, ψ(Z ∩ V ) ⊂ V1. Let p2 : V1 ⊕ V2 → V2 be the projection.
Then Z ∩V = (p2 ◦ψ)−1(0), and 0 ∈ V2 is a regular value for p2 ◦ψ. Since f
is continuous, there exists an open neighborhood U 3 x such that f(U) ⊂ V .
Consider the composite map g given by
(3.11) g : U
f−−→ V ψ−−→ V1 × V2 p2−−−→ V2,
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i.e., g = p2 ◦ ψ ◦ f , which is clearly Ck. We claim that dg(x) is surjective.
In fact, for each a ∈ T0V2, since 0 is a regular value for p2 ◦ ψ, there exists
b ∈ Tf(x)Y , such that d(p2 ◦ ψ)(f(x))b = a. From transversality of f to Z
(recall (3.8)), there exists c ∈ TxX and d ∈ Tf(x)Z such that df(x)c+d = b.
Since p2 ◦ ψ is constant on Z, d(p2 ◦ ψ)(f(x))d = 0. It follows that
dg(x)c = d(p2 ◦ ψ ◦ f)(x)c
= d(p2 ◦ ψ)(f(x))df(x)c
= d(p2 ◦ ψ)(f(x))df(x)c+ d(p2 ◦ ψ)(f(x))d
= d(p2 ◦ ψ)(f(x))b
= a.
Thus, reducing U if necessary, g is a Ck submersion at all points of
g−1(0), which is hence a regular value of g. From Proposition 3.32, it follows
that g−1(0) = f−1(Z) ∩ U is a Ck submanifold of X, which proves that
f−1(Z) is a Ck submanifold, as discussed above. In addition,
Txf
−1(Z) = Txg−1(0) = ker dg(x).
Since (p2 ◦ ψ)−1(0) = Z ∩ V and 0 is a regular value for this map, applying
the second part of Proposition 3.32, it follows that
Tf(x)Z = ker d(p2 ◦ ψ)(f(x)).
Moreover, dg(x) = d(p2 ◦ ψ)(f(x))df(x), hence v ∈ ker dg(x) if and only
if df(x)v ∈ ker d(p2 ◦ ψ)(f(x)). This implies that Txf−1(Z) coincides with
df(x)−1
[
Tf(x)Z
]
, concluding the proof. Notice that Txf
−1(Z) is an auto-
matically complemented subspace as a consequence of Definition 3.34. 
Remark 3.38. Analogously to Remark 3.33, the above result has an obvious
version for Hilbert manifolds, with identical proof.
Let us give an example of a nontrivial use of transversality to characterize
Morse functions.
Proposition 3.39. Consider X a Hilbert manifold and f ∈ Ck(X) a func-
tion such that its Hessian, regarded as (3.7),
Hess(f)(x0) : Tx0X −→ Tx0X∗ ∼= Tx0X
is a Fredholm operator at every critical point x0 of f . Then f is Morse if
and only if df is transverse to the null section 0TX∗ of the cotangent bundle.
Proof. Recall that df may be regarded as section df ∈ Γk−1(TX∗). First,
notice that (df)−1(0TX∗) is precisely the set of critical points of f . Let x0
be one such critical point. We will use the decomposition of T(x0,0x0 )TX
∗ in
horizontal and vertical parts given in Remark 3.23. Namely, from (3.5), the
operator d2f(x0) is given by (3.6). Therefore,
(
d2f(x0)
)−1 [
T(x0,0x0 )0TX
∗
]
is automatically complemented on Tx0X, since from (3.4) and (3.6) it is
possible to identify this space with the whole Tx0X.
Thus, the condition that df be transverse to 0TX∗ is now precisely the
surjectivity of the following composite map for every critical point x0 of f ,
3.1. Infinite–dimensional manifolds 83
see Remark 3.35.
(3.12) Tx0X
d2f(x0)−−−−−−→ T(x0,0x0 )TX
∗ −→ T(x0,0x0 )TX
∗
T(x0,0x0 )0TX
∗
(3.4) (3.5)∼= Tx0X∗
It is easy to see that this composite map coincides with Hess(f)(x0). Since
this is a self–adjoint Fredholm operator, from Lemma 2.46 it has index
zero. Thus, it is injective if and only if it is surjective. This proves that
df is transverse to 0TX∗ if and only if every critical point x0 is strongly
nondegenerate. Hence f is Morse if and only if df is transverse to 0TX∗ . 
Corollary 3.40. Let f ∈ Ck(X) be a function on a Hilbert manifold X.
Then if df : X → TX∗ is a nonlinear Fredholm map, transversality of df
to 0TX∗ is equivalent to f being Morse.
Proof. If df : X → TX∗ is a nonlinear Fredholm map, then Hess(f)(x0) :
Tx0X → Tx0X∗ ∼= Tx0X is Fredholm at every critical point x0 of f , and
Proposition 3.39 applies. 
To end our discussion of transversality, we prove the following auxiliary
result of independent interest which asserts that the transversality condition
is open.
Lemma 3.41. Let f : X → Y be a Ck map between Banach manifolds and Z
a Banach submanifold of Y . Then the following is an open subset of f−1(Z),
(3.13) A = {x ∈ f−1(Z) : f is transverse to Z at x}
Proof. Recall that, from Definition 3.34, x ∈ A if and only if df(x)−1 [Tf(x)Z]
is complemented in TxX and Im df(x) +Tf(x)Z = Tf(x)Y. Given x0 ∈ A, we
will prove that there exists U an open neighborhood of x0, with U∩f−1(Z) ⊂
A.
Since Z is a submanifold, there exists ϕ : V → B a submanifold chart9
of Z around f(x0), where B is a Banach space. Standard arguments prove
that this submanifold chart may be taken satisfying V ∩Z = φ−1(0), where
φ : V → B is a smooth map having 0 ∈ B as regular value. Consider
U = {x ∈ f−1(V ) : Im d(φ◦f)(x) = B and ker d(φ◦f)(x) is complemented}
We claim that this is an open neighborhood of x0 ∈ X. Indeed, let {xn}n∈N
be a sequence of elements of X \ U that converges to x∞ ∈ X. By taking a
local chart around x∞, we may assume that ϕ ◦ f is defined between open
subsets of Banach spaces. Lemma 2.97 then implies that x∞ ∈ X \U , hence
U is open in X. Finally, U clearly satisfies x0 ∈ U ∩f−1(Z) ⊂ A, concluding
the proof that A is open. 
Remark 3.42. Lemma 3.41 asserts that given any submanifold Z of Y , the
subset A of the preimage f−1(Z) where f is transverse to Z is open in
f−1(Z). This means that even if f−1(Z) is not a submanifold of X, the
natural part of f−1(Z) that is candidate to be a submanifold of X is given
by the intersection of an open subset of X and f−1(Z). This has important
consequences and also illustrates the situation that occurs in the presence
of singularities, for instance in the case of the so–called good orbifolds, see
Alexandrino and Bettiol [9].
9See Definition 3.30.
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Remark 3.43. Another interesting interpretation of Lemma 3.41 is that the
condition of transversality to a fixed submanifold Z is an open condition.
Indeed, suppose X is a submanifold of Y and consider f : X → Y the
inclusion. Then the set of points x ∈ X ∩ Z where these submanifolds are
transverse is open in X ∩ Z.
Proposition 3.44. Let X and Y be Banach manifolds, A a topological space
and f : A×X → Y a continuous map. Suppose there exists S a submanifold
of Y with codimY S = 1, a0 ∈ A and x0 ∈ X such that f(a0, x0) ∈ S,
f(a0, · ) : X → Y is of class C1 and
Tf(a0,x0)Y = Tf(a0,x0)S ⊕ Im
∂f
∂x
(a0, x0).
Then there exists an open neighborhood U of a0 in A such that for all a ∈ U ,
S ∩ Im f(a, · ) 6= ∅.
Proof. Since the matter is local, by taking local charts we may assume with-
out loss of generality that X is an open subset of a Banach space, x0 ∈ X the
origin of this Banach space, Y a Banach space and S a closed subspace10 of
Y . Since codimY S = 1 and S is closed, there exists a continuous functional
α ∈ Y ∗ such that S = kerα.
Without loss of generality, we may also suppose that X is an open subset
of R. In fact, let q : Y → Y/S be the quotient map. Since
Y = S ⊕ Im ∂f
∂x
(a0, 0),
also q ◦ ∂f∂x (a0, 0)|TxX is surjective. From dimY/S = 1, it follows that q ◦
∂f
∂x (a0, 0)|TxX is already surjective when restricted to (an adequate) one–
dimensional subspace. Thus, we may assume11 X ⊂ R.
Consider now the composite f˜ = α◦f : A×X ⊂ A×R→ R. Then, since
f(a0, 0) ∈ S, it follows that f˜(a0, 0) = 0 and the operator ∂f˜∂x (a0, 0) : R→ R,
given by α ◦ ∂f∂x (a0, 0) is surjective, for ∂f∂x (a0, 0) is surjective. Hence it is
an isomorphism, since it is surjective between vector spaces of the same
(finite) dimension. Thus ∂f˜∂x (a0, 0) 6= 0, hence there exists δ > 0 such that
for 0 < ε < δ,
f˜(a0,−ε)f˜(a0, ε) < 0.
From continuity of f˜ , it follows that there exists a neighborhood U of a0 ∈ A
such that for a ∈ U , f˜(a0,−ε)f˜(a0, ε) < 0, hence 0 ∈ Im f˜(a, · ). Since
S = kerα, this is equivalent to S ∩ Im f(a, · ) 6= ∅, concluding the proof. 
Remark 3.45. Although it may seem that the hypothesis codimY S = 1 was
strongly used, it may be replaced by codimY S = n < +∞. The functional
α ∈ Y ∗ must then be replaced by a continuous operator α : Y → Rn with
kerα = S, which has codimension n. Moreover, X is assumed an open
subset of Rn, instead of R, and the final argument of sign change when
10In fact, for this to be possible it suffices to choose a local chart around f(a0, x0)
that is a submanifold chart of S in Y , see Definition 3.30.
11Notice that proving the result for a smaller X automatically implies that the prop-
erty remains valid for any larger X, since an enlargement of X weakens the assertion
S ∩ Im f(a, · ) 6= ∅.
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passing through the zero becomes a topological degree argument. Continuity
of the topological degree then implies the existence of the desired open
neighborhood of a0, concluding the proof.
We end this section briefly introducing Riemann–Hilbert structures on
Hilbert manifolds. This is a natural generalization of Riemannian structures
on finite–dimensional manifolds, recalled in Section 1.2. We will only define
the concept of Riemannian metric in the infinite–dimensional setting, as a
natural extension of Definition 1.36. For a comprehensive study of infinite–
dimensional Riemannian geometry, see Lang [60].
Obviously, since we shall endow each tangent space TxX of the infinite–
dimensional manifold X with an inner product, X must be supposed a
Hilbert manifold. Analogously to Definition 1.7 and Remark 1.16, consider
Γk(TX∗ ⊗ TX∗) the vector space of Ck sections
B : X −→ TX∗ ⊗ TX∗
of the tensor bundle TX∗⊗TX∗ over the Hilbert manifold X. Consider also
symmetric and skew–symmetric subbundles, analogously to Definition 1.21.
Definition 3.46. A section G ∈ Γk(TX∗∨TX∗) is a Ck Riemannian metric
on a Hilbert manifold X if for all x ∈ X, the bilinear form
G(x) : TxX × TxX −→ R
is G(x) is a Hilbert inner product on the Hilbertable space TxX.
A Hilbert manifold X endowed with a Riemannian metric is said to be
endowed with a Riemann–Hilbert structure.
Remark 3.47. As in the finite–dimensional case, the presence of a Riemann-
ian metric on a Hilbert manifold X induces a metric space structure on X,
and the definition of distance is similar to Definition 1.95.
Remark 3.48. If S ⊂ X is a Hilbert submanifold12 of X, the restriction
G|S is a section of the subbundle TS∗ ∨ TS∗ that automatically satisfies
conditions in Definition 3.46 over the Hilbert submanifold S. Therefore,
the restriction of a Riemannian metric on a Hilbert manifold to a Hilbert
submanifold gives a Riemannian metric on this submanifold.
Although we will not discuss further topics of infinite–dimensional Rie-
mannian geometry, it is possible to extend most definitions of Section 1.2
to this context. For instance, notions of covariant derivative, geodesics
and completeness can be defined. In particular, this is commonly used to
analyze groups of diffeomorphisms of finite–dimensional manifolds, which
are infinite–dimensional groups whose operation is left composition, which
is continuous, but not differentiable. Geodesics in such groups are one–
parameter families of diffeomorphisms that satisfy appropriate conditions,
and its study allows to infer several conclusions about the underlying finite–
dimensional manifold.
12See Definition 3.30.
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3.2. Banach spaces of tensors
In this section, we are interested in endowing (affine subspaces of) the
vector space Γk(TM∗∨TM∗) of Ck symmetric (0, 2)–tensors with a Banach
space structure, recall Definitions 1.21 and 2.7. Such necessity arises from
the fact that genericity of geodesic flow properties will be stated in terms
of Ck semi–Riemannian metrics, that are objects of this space of sections.
However, the set Metkν(M) lacks an adequate topological structure that al-
lows to study the intended generic properties. For this reason, Metkν(M) is
seen as a subset of Γk(TM∗ ∨ TM∗) whose topological and differentiable
structures will be inherited from the intersection
(3.14) S ∩Metkν(M)
with a Banach subspace S of Γk(TM∗ ∨ TM∗). For technical reasons, we
will need S to be also separable among some other convenient conditions,
see Definition 3.62 and Remark 3.67.
Remark 3.49. The subject of this section is part of a widely explored area,
namely Banach manifold structures on sets of sections of vector bundles.13
The classic theory for sections of bundles over compact manifolds was devel-
oped mostly by Palais [75]. Recently, several extensions of this work to the
non compact setting have been studied in [33, 84]. In particular, we refer
to Piccione and Tausk [84] for a comprehensive description of the manifold
structure of sets of maps between non compact manifolds.
A few important considerations are worth mentioning, regarding the
process to induce the desired structures on Metkν(M) using (3.14).
First, the results in this section regarding Banach structures on vec-
tor spaces Γk(E) of sections could be analogously done, at least its great
majority, for any vector bundle E over M , provided that E has a connec-
tion, an inner product in each fiber Ex and M has a Riemannian metric.
Nevertheless, we will only treat the case of tensor bundles
(3.15) E = (⊗sTM∗)⊗ (⊗rTM),
recall Definitions 1.8, 1.20 and 1.26. By E in this section, we always mean
such a tensor bundle. In this particular case, both the necessary connection
on E and the inner product in each fiber Ex are induced by the presence of
(any) Riemannian metric on M (see Theorem 1.53 and Definition 3.52).
Some further descriptions of Γk(E) will be only studied for the particular
case necessary for our applications, given by r = 0 and s = 2, i.e. E =
TM∗⊗TM∗; more precisely, concerning just symmetric sections. As a rule,
results are usually stated in the most general context possible, however we
stress that constructions of this section will be used exclusively in the case
above mentioned of Γk(TM∗ ∨ TM∗).
Second, the whole space Γk(TM∗∨TM∗) does not have a canonical Ba-
nach space structure for non compact base manifolds M , see Remarks 3.60
and 3.61. Since we are interested in the Ck topology on the space of metrics,
we shall define an appropriate Ck–norm of tensors, see (3.18), and study the
13This theory obviously contains special cases of sets of maps, for instance Ck(M),
see Example 1.19.
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subspace Γkb (TM
∗∨TM∗) of sections with finite norm, see Definition 3.54).
This will be proved to be a non separable Banach space (see Proposition 3.57
and Remark 3.59). In order to gain separability of the space of tensors, we
shall make further restrictions to the subspace Γk0(TM
∗ ∨ TM∗) of ten-
sors whose norm tends to zero at infinity, see Definition 1.17 and Proposi-
tion 3.65. This will be our typical subspace S used in (3.14). More generally,
we describe sufficient abstract conditions on such a subspace S in order to
induce the adequate structures on Metkν(M), see Definition 3.62 and Re-
mark 3.63.
Third, we will fix an auxiliary metric gA ∈ Metkν(M) such that the
eigenvalue with minimum absolute value of the gR–symmetric operator (gA)x
stays uniformly away from 0. The appropriate space of metrics will be taken
as an affine subspace of Γkb (TM
∗ ∨ TM∗) containing gA, typically given by
gA + Γ
k
0(TM
∗ ∨ TM∗),
see Figure 3.2. This will guarantee that the intersection of such affine Banach
space with Metkν(M) is open and nonempty. Under these conditions generic-
ity statements on metrics make sense. Without displacing Γk0(TM
∗ ∨TM∗)
from the origin, the intersection with Metkν(M) would have empty interior
(see Remark 3.67), hence genericity on open subsets would be an empty
statement. We also observe that this is a common setting for studying
semi–Riemannian metrics, inspired by asymptotically flat space–times, see
Remarks 1.92 and 3.73.
Fourth, the choice of Ck regularity instead of smooth conditions is due
to the fact that smooth assumptions would give rise to a Fre´chet structure
rather than a Banach structure in Γ∞(TM∗∨TM∗), see Remark 3.58. Since
the main tools necessary, such as the Sard–Smale Theorem 5.19, are only
available for (separable) Banach spaces, we restrict to the Ck case. However,
once genericity of a certain property is established in the Ck–topology for
all k ≥ k0, it is possible to apply a standard argument to extend it to the
smooth case. This will be done for our genericity statements on Sections 6.5
and 7.3.
Recall that gR denotes a fixed smooth Riemannian metric on M and
E a tensor bundle over M given by (3.15). We now briefly discuss how
gR induces a natural inner product, hence also a norm (called the Hilbert–
Schmidt norm), on each fiber
(3.16) Ex = (⊗sTxM∗)⊗ (⊗rTxM).
TxM
∗ gR(x)
−1
// TxM
ix

TxM
ix
OO
gR(x)
// TxM
∗
Since each tangent space TxM has the inner
product gR(x), the dual space TxM
∗ has the dual
inner product gR(x)
−1. It is the only linear map
that makes the diagram commutative, where ix :
TxM → TxM∗ is the natural isometry that maps
each vector v to the functional gR(x)(v, · ). Notice
that using the identifications (2.2), ix = gR(x). Now we use Lemma 2.98
with n = r + s, setting both Vi’s and Wi’s equal to TxM r times and to
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TxM
∗ s times. More precisely, consider the map
T :
s∏
i=1
TxM
∗ ×
r∏
j=1
TxM︸ ︷︷ ︸
V1×···×Vn
×
s∏
i=1
TxM
∗ ×
r∏
j=1
TxM︸ ︷︷ ︸
W1×···×Wn
−→ R
(v∗1, . . . , v
∗
s , v1, . . . , vr;w
∗
1, . . . , w
∗
s , w1, . . . , wr) 7−→
7−→
r∏
j=1
gR(x)(vj , wj)
s∏
i=1
gR(x)
−1(v∗i , w
∗
i ).
This map T is clearly multilinear. From Lemma 2.98, there exists a bilinear
map Bx : Ex × Ex → R such that the diagram (2.34) commutes. Taking
basis of the considered spaces (see Remark 3.50) it is an easy verification Bx
is an inner product on Ex, i.e. symmetric and positive–definite, as claimed
above. Such inner product is usually called a Hilbert–Schmidt inner product
of multilinear forms on TxM , that is induced by the fixed Riemannian metric
gR.
Remark 3.50. Suppose {ei(x)}mi=1 is a gR(x)–orthonormal basis of TxM and
{e∗i (x)}mi=1 the dual basis on TxM∗. Elementary tensor calculus shows that
e∗j1(x)⊗ . . .⊗ e∗js(x)⊗ ei1(x)⊗ . . .⊗ eir(x)
with ia, jb ∈ {1, . . . ,m} for 1 ≤ a ≤ r and 1 ≤ b ≤ s form a Bx–orthonormal
basis of Ex.
Remark 3.51. The Hilbert–Schmidt inner product Bx may be also described
as follows. From Remark 3.50, a choice of a gR(x)–orthonormal basis of TxM
induces a choice of Bx–orthonormal basis in each tensor power Ex of TxM .
Thus it is possible to calculate traces of operators in such spaces. Elementary
linear algebra calculations show that for each X,Y ∈ Ex,
(3.17) Bx(X,Y ) = tr(X
∗Y ).
Definition 3.52. Consider the Hilbert–Schmidt inner product
Bx : Ex × Ex −→ R
described above. The vector space norm on Ex induced by Bx will be
denoted ‖ · ‖R, without reference to the base point x.
Remark 3.53. The subindex R stress the dependence on the fixed Riemann-
ian metric gR of M , see Remarks 3.60 and 3.61.
Notice that using the above results it is possible to analyze the growth
control of derivatives of tensors in Γk(E). Consider the Levi–Civita connec-
tion ∇R of gR. From Theorem 1.53, ∇R induces a connection on E, denoted
by the same symbol. Furthermore, from Corollary 1.54 it makes sense to
compute the jth covariant derivative (∇R)jK of any K ∈ Γk(E), provided
that j ≤ k. Finally, Definition 3.52 allows to compute the norm of such
covariant derivatives.
We are now ready to define a norm on (a subspace of) Γk(E). Essentially,
this is a natural generalization of the Ck–norm of maps between Euclidean
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spaces (2.15), replacing maps with tensors and standard derivatives with
covariant derivatives.
Definition 3.54. Denote by Γkb (E) the vector subspace consisting of sec-
tions K ∈ Γk(E) such that
(3.18) ‖K‖k = max
0≤j≤k
{
sup
x∈M
∥∥∥(∇R)jK(x)∥∥∥
R
}
is bounded.14 Then (3.18) defines a norm on Γkb (E), and this vector space
will be implicitly assumed to be endowed with the norm (3.18).
It is a standard verification that (3.18) is a well–defined norm on Γkb (E),
similar to the case of Ck–norms of maps between Euclidean spaces, described
in Definition 2.62, see for instance Rudin [92]. Before proving completeness
of this normed vector space of tensors, we recall the following well–known
result, that is a natural generalization of Lemma 2.61.
Lemma 3.55. Let {sn}n∈N be a sequence of sections in Γkb (E) that con-
verges locally uniformly to a limit section s∞ ∈ Γ0b(E), such that also the
covariant derivatives {(∇R)jsn}n∈N converge locally uniformly to sections
sj∞ ∈ Γ0b(E), for 1 ≤ j ≤ k. Then s∞ ∈ Γkb (E) and (∇R)js∞ = sj∞.
Proof. We will only give a brief sketch of this proof. Since the matter is
local15, by taking a chart around each point, without loss of generality we
can assume that we are in an open subset of Rm, contained in a trivialization
of E (see Remark 1.4). From an elementary result of analysis in Euclidean
spaces, given a locally uniformly convergent sequence of C1 maps fn : U ⊂
Rm → Rp, provided that also the derivatives f ′n converge locally uniformly,
the limit f∞ is C1 and f ′∞ = limn∈N f ′n (see Lemma 2.61). By induction,
this is true replacing the class C1 with Ck and the standard derivative f ′
with higher order derivatives Dαf , with multi–indexes |α| ≤ k.
With our identifications, the connection ∇R gives a connection in the
trivial bundle U × Rp. For any connection ∇ in U × Rp, there exists a
(1, 2)–tensor Γ such that for every n ∈ N,
∇fn = dfn + Γ( ·, fn),
see (1.10) in Definition 1.34. Analogously, ∇jfn are related to Dαfn, |α| ≤ j
in terms of the same tensor Γ. Therefore, applying the result stated above
for the sequence {sn}n∈N and using the relations between the standard and
covariant derivatives of sn, it follows that the limit section is also C
k and
(∇R)js∞ = limn∈N(∇R)jsn, for 1 ≤ j ≤ k. 
Corollary 3.56. Consider the map
ib : Γ
k
b (E) ↪−→ Γ0b
 k⊕
j=0
(
TM∗(j) ⊗ E
) = k⊕
j=0
Γ0b
(
TM∗(j) ⊗ E
)
s 7−→
(
s, (∇R)s, . . . , (∇R)k−1s, (∇R)ks
)
,
14If M is compact, clearly Γkb (E) = Γ
k(E).
15i.e., it suffices to prove that for each x ∈ M , s∞ is Ck in a neighborhood of x and
(∇R)js∞(x) = sj∞(x) for 1 ≤ j ≤ k.
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where TM∗(j) denotes, as usual, the tensor bundle given by the jth tensor
power of TM∗. Endowing the counter domain with the norm given by the
maximum of the norms of each component, the above map is a linear iso-
metric immersion with closed image.
The verification that ib is a linear isometric immersion is immediate from
the norms considered in each space. Furthermore, Lemma 3.55 guarantees
that any (globally) uniformly convergent sequence of elements in Im ib has
its limit also in Im ib, which is hence closed.
Proposition 3.57. The vector space Γkb (E) is a Banach space.
Proof. We first reduce the problem to the case k = 0. From Corollary 3.56,
Im ib ⊂
⊕k
j=0 Γ
0
b(TM
∗(j)⊗E) is closed, hence it suffices to prove that Γ0b(E′)
is complete for any tensor bundle E′. The closed subspace Im ib will then
be a complete space, which is isometric to Γkb (E), concluding the proof.
At this point, the proof is a simple generalization of elementary com-
pleteness results of continuous function spaces between Euclidean spaces
with the uniform convergence norm. Consider a Cauchy sequence {sn}n∈N
in Γ0b(E
′), with respect to the uniform convergence norm. Then for each
x ∈M and n,m ∈ N,
‖sn(x)− sm(x)‖R ≤ sup
x∈M
‖sn(x)− sm(x)‖R = ‖sn − sm‖0,
hence {sn(x)}n∈N is Cauchy in E′x, for all x ∈M . From completeness of the
finite–dimensional vector space E′x, there exists
s∞(x) = lim
n∈N
sn(x).
Define s∞ ∈ Γ0(E′) by the expression above, for all x ∈M . It only remains
to prove that {sn}n∈N converges uniformly to s∞ and that s∞ ∈ Γ0b(E′).
For each ε > 0 there exists N ∈ N, such that if n,m ≥ N ,
‖sn − sm‖0 < ε2 .
Furthermore, for each x ∈M , there exists m = m(x) ≥ N , such that
‖sm(x)− s∞(x)‖R < ε2 .
Thus, if n ≥ N , for all x ∈M ,
‖sn(x)− s∞(x)‖R ≤ ‖sn(x)− sm(x)(x)‖R + ‖sm(x)(x)− s∞(x)‖R
< ε2 +
ε
2 = ε.(3.19)
Hence ‖s∞‖0 < +∞, since for all x ∈M , from (3.19),
‖sN (x)− s∞(x)‖R < ε,
and ‖sN (x)‖0 < +∞. Therefore s∞ ∈ Γ0b(E′). Finally, from (3.19), the
Cauchy sequence {sn}n∈N converges uniformly to s∞, concluding the proof
that Γ0b(E
′) is complete. 
Remark 3.58. Consider the countable intersection
Γ∞b (E) =
⋂
k∈N
Γkb (E).
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Sections in this subspace are smooth, or of class C∞. Analogously to the
case of C∞([a, b],Rm) described in Remark 2.66, this is not a Banach space,
as Γkb (E). In fact, it is a Fre´chet space, see Definition 2.5. The sequence of
norms {‖ · ‖k}k∈N, given by (3.18), gives a countable family of semi–norms
that induce the topology of Γ∞b (E), see Lemma 2.4.
Although it would be desirable to deal with smooth sections instead
of Ck sections, most of our tools apply to Banach spaces only. Thus, we
will analyze genericity of some properties of sections, particularly metric
tensors, in the Ck–topology, rather than the C∞–topology. Nevertheless,
as mentioned in the beginning of this chapter, it will be later possible to
establish the same results in the C∞–topology, using standard intersection
arguments described in Sections 6.5 and 7.3.
In addition, density results such as the Stone–Weierstrass Theorem 2.81,
Proposition 2.82 and Corollaries 2.83 and 2.84 automatically extend to
this context of sections of vector bundles, see the Stone–Weierstrass Theo-
rem 3.79, Proposition 3.80 and Corollary 3.81.
Remark 3.59. The Banach space Γkb (E) is non separable. A proof of this
result is elementary and very similar to the proof that the Banach space `∞
of bounded sequences of real numbers with the sup norm is non separable.
Both use the same classic technique for proving that a Banach space is non
separable.
Suppose it is possible to construct an uncountable subset S of a Banach
space X such that the distance between any two points of S is a strictly
positive number. Considering sufficiently small open balls of X centered in
each point of S, one concludes any dense subset D of X is automatically
uncountable, since each open ball of X contains at least one element of D.
Hence, under this hypothesis, X is not separable.
Remark 3.60. Although it is not natural to consider spaces of sections en-
dowed with a structure that depends16 on the choice of a Riemannian metric
gR on M , this is the best possible setting for the desired applications.
In case M is compact, it is easy to prove that norms of the form (3.18)
on Γkb (E) are always equivalent
17, for different choices of gR. Namely, if g
′
R
is another Riemannian metric, from continuity of both metrics and com-
pactness of M , there exist positive constants c1, c2 ∈ R such that
c1gR(v, v) ≤ g′R(v, v) ≤ c2gR(v, v),
16Notice that (3.18) involves the norms ‖ · ‖R, which are induced by gR in the fibers
of tensor bundles over M . A priori, different choices of gR would give rise to different
Banach space structures on Γkb (E).
17Hence Γkb (E) is naturally a Banachable space, provided M is compact. In this text,
we are interested mostly with non compact manifolds, hence all the present discussion is
necessary.
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for all v ∈ TxM .18 Analogously, one has a similar comparison between
the Levi–Civita connections of gR and g
′
R, hence between the j
th covariant
derivatives of sections with respect to such connections. Using these inequal-
ities it follows that the norms given by the expression (3.18) using either gR
or g′R are equivalent.
Remark 3.61. Another would–be approach to deal with the dependence of
the structure of Γkb (E) on the fixed Riemannian metric gR is to endow Γ
k
b (E)
with the compact–open topology, relinquishing the Banach space structure
discussed above. Nevertheless, this would give rise to a Fre´chet structure
on Γkb (E), and our applications use in a nontrivial way several hypothesis
that are no longer valid passing from Banach spaces to Fre´chet spaces, for
instance those necessary to apply the Sard–Smale Theorem.
The Banach space structure described in Proposition 3.57 is a particular
case of the following concept considered by Biliotti, Javaloyes and Piccione
[17].
Definition 3.62. A vector subspace E of Γk(E) is called a Ck Whitney
type Banach space of sections of E if
(i) there exists a bounded linear inclusion i : E ↪→ Γkb (E);
(ii) E contains all sections in Γk(E) having compact support;
(iii) E is endowed with a Banach space norm ‖ · ‖E with the property
that ‖ · ‖E–convergence of a sequence implies convergence in the
weak Whitney Ck–topology.19
The third condition means that given any sequence {sn}n∈N in E and an
element s∞ ∈ E such that limn∈N ‖sn − s∞‖E = 0, then for each compact
set K ⊂M , the sequence of restrictions {sn|K}n∈N tends uniformly to s∞|K
in the Ck–topology as n tends to ∞.
Remark 3.63. These conditions are sufficient to endow the intersection E ∩
Metkν(M) with the adequate topological structure. More precisely, (i) guar-
antees continuity of left composition with bundle morphisms with non com-
pact base, see Piccione and Tausk [84]. This will be used, for instance,
to prove that the generalized energy functional considered in Section 4.2 is
sufficiently differentiable. In addition, (ii) will be used for technical con-
structions regarding compact support sections to be used for a local metric
perturbation argument. Finally, (iii) endows E with a sufficiently fine topol-
ogy that allows the sequences we are interested in to converge at the same
time it detects small perturbations.
18Clearly, this is always locally true, since for each x ∈ M , both (gR)(x) and
(g′R)(x) are inner products in the Euclidean space TxM , hence equivalent, i.e., there
exist positive constants c1(x) and c2(x) such that c1(x)(gR)(x)(v, v) ≤ (g′R)(x)(v, v) ≤
c2(x)(gR)(x)(v, v), for all v ∈ TxM . From continuity of the metrics, there exist positive
continuous functions c1, c2 : M → R such that the above inequality holds for every x ∈M .
Then define c1 = minx∈M c1(x) and c2 = maxx∈M c2(x).
19Recall that Γk(E) endowed with the weak Whitney Ck–topology (i.e., the topology
of uniform convergence of the first k derivatives in compact subsets) is locally homeomor-
phic to a Fre´chet space, hence first countable. Therefore this topology can be characterized
by convergence of sequences. However, Γk(E) may be a non separable (or equivalently,
non second countable) space. Examples of both separable and non separable Ck Whitney
type Banach spaces of sections are given in the sequel.
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Example 3.64. The Banach space structure on Γkb (E) given in Proposi-
tion 3.57 clearly satisfies (i) and (ii). Furthermore, ‖·‖k–convergence clearly
implies uniform convergence of the first k derivatives on compact subsets,
verifying (iii). Hence Γkb (E) is an example of C
k Whitney type Banach space
of sections.
We now approach a delicate matter concerning separability of Ck Whit-
ney type Banach spaces of sections, which will be a necessary hypothesis
in our applications. It is not difficult to prove that Γkb (E) is not separable,
see Remark 3.59. However, the next result gives an example of a separable
subspace of Γkb (E).
Proposition 3.65. Let Γk0(E) be the subspace of Γ
k
b (E) consisting of ten-
sors all of whose covariant derivatives tend to zero at infinity20 (see Defi-
nition 1.17). Then Γk0(E) is a separable C
k Whitney type Banach space of
sections.
Proof. The verification that Γk0(E) endowed with the norm (3.18) satisfies
the conditions of Definition 3.62 is simple and similar to the case of Γkb (E)
discussed in Example 3.64. We will only prove its separability.
First, we observe that once more it is possible to reduce the problem
to the case k = 0. Consider the restriction of the linear map ib defined in
Corollary 3.56 to the subspace Γk0(E),
Γk0(E) ↪−→ Γ00
 k⊕
j=0
(
TM∗(j) ⊗ E
) = k⊕
j=0
Γ00
(
TM∗(j) ⊗ E
)
s 7−→
(
s, (∇R)s, . . . , (∇R)k−1s, (∇R)ks
)
.
For the same reasons in Corollary 3.56, this is an isometric immersion when
the domain is endowed with the norm (3.18) and the counter domain with
the norm given by the maximum of the uniform convergence norms of each
component. Thus, proving that
⊕k
j=0 Γ
0
0(TM
∗(j) ⊗ E) is separable auto-
matically implies that Γk0(E) is separable.
21 Therefore it suffices to prove
separability of Γ00(E
′) endowed with the uniform convergence norm, where
E′ is some tensor bundle over M .
Second, denote Γ0c(E
′) ⊂ Γ0b(E′) the subspace of sections with compact
support. It is easy to see that Γ0c(E
′) is dense in Γ00(E′), analogously to
elementary results of analysis in Euclidean spaces concerning maps with
compact support and maps that tend to zero at infinity. Hence, we reduced
the problem to proving separability of Γ0c(E
′).
20i.e., for any ε > 0, there exists a compact subset K ⊂M such that ‖(∇R)js(x)‖R <
ε for all x ∈M \K and 0 ≤ j ≤ k.
21In fact, this follows from the simple observation below, which is clearly true in the
particular cases of normed vector spaces.
Remark 3.66. Let i : A ↪→ B be an isometric immersion of metric spaces. If B is separable,
then A is also separable. This can be easily proved from the fact that all subsets of a
separable metric space are also separable, see for instance Kaplansky [52].
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Third, for each compact set K ⊂M , let
(3.20) Γ0K(E
′) =
{
s ∈ Γ0(E′) : supp s ⊂ K} ,
and consider an exhaustion of M by compact subsets, i.e., a sequence of
compact subsets {Kn}n∈N of M , with Kn contained in the interior of Kn+1
for all n ∈ N, and M = ⋃n∈NKn. It is clear that Γ0c(E′) = ⋃n∈N Γ0Kn(E′).
Since Γ0c(E
′) is given by the countable union of Γ0Kn(E
′)’s, once more we
have reduced the problem, to prove that each Γ0Kn(E
′) is separable.
Since each Kn is compact, it is possible to split it in the disjoint union
Kn =
⊔rn
i=1K
i
n, with K
i
n ⊂ Kn compact and contained in a trivialization
αi of E
′ (see Definition 1.8 and Remark 1.4). Thus one has the following
sequence of isometric immersions given by restriction maps
Γ0Kn(E
′) ↪−→ C0(Kn, E′) ↪−→
rn⊕
i=1
C0(Kin, E
′),
where the last term is endowed with the norm given by the maximum of the
uniform convergence norms of each component. Again, with such isometric
immersions, we reduced the problem to proving that each C0(Kin, E
′) with
the uniform convergence norm is separable.
For Kin is contained in the domain of a trivialization αi of E
′, there is a
natural identification
C0(Kin, E
′) ∼= C0(Kin,Rm) ∼=
m⊕
l=1
C0(Kin,R),
where m is the dimension of the fibers of E′. Since Kin are compact and
metrizable, it follows from Proposition 2.91 that C0(Kin,R) with the uniform
convergence norm are separable, concluding the proof. 
Remark 3.67. We now obtain a candidate to typical Ck Whitney type Ba-
nach space of sections that endows Metkν(M) with the adequate structures.
Namely, consider Γk0(TM
∗ ∨ TM∗), see Definitions 1.17 and 1.21. From
Proposition 3.65, this is a separable Ck Whitney type Banach space.
Nevertheless, if M is non compact, the intersection
F = Γk0(TM∗ ∨ TM∗) ∩Metkν(M)
has empty interior in the topology of Γk0(TM
∗ ∨ TM∗), hence all genericity
statements concerning open subsets of F are automatically empty. This
can be easily proved as follows. Let g ∈ F . As mentioned in the proof of
Proposition 3.65, the subset Γkc (TM
∗∨TM∗) of sections in Γk0(TM∗∨TM∗)
with compact support is dense. Therefore there exists a sequence {sn}n∈N
in Γkc (TM
∗ ∨ TM∗) that tends to g. Since each element sn has compact
support, it is a degenerate symmetric tensor outside its support. Hence sn
cannot be a metric. Therefore, g is not an interior point and F fails to have
nonempty interior.
The easiest solution for this problem is considering an affine subspace
of Γkb (TM
∗ ∨ TM∗) isomorphic to a separable Ck Whitney type Banach
space of sections E, for instance a suitable displacement of the subspace
Γk0(TM
∗ ∨TM∗) by a metric gA, that satisfies a condition similar to (3.24).
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In order to prove that this indeed solves the problem, we first need some
auxiliary results.
Lemma 3.68. Let s ∈ Γk(TM∗ ∨ TM∗) and fix x ∈ M . Denote by λj,
j = 1, . . . ,m the eigenvalues of the gR–symmetric operator s(x) of TxM .
Then
(3.21) ‖s(x)‖R =
√√√√ m∑
j=0
λ2j .
Proof. Choose a gR–orthonormal basis of TxM . Such choice gives an isomor-
phism between TxM and R
m. From Remark 3.50, this choice also induces a
choice of orthonormal basis in all tensor powers of TxM , of the form (3.16),
with respect to the Hilbert–Schmidt inner product induced by gR. Thus
not only TxM , but also its tensor powers can be now identified with tensor
powers of Rm. In the rest of the proof we shall use such isomorphisms as
identifications.22
Denote by A the m×m real matrix that represents the symmetric oper-
ator s(x) in the orthonormal basis above described. Since A is symmetric,
there exists an orthogonal matrix P such that the conjugation D = P ∗AP
is a diagonal matrix. Clearly, this diagonal matrix is formed by eigenvalues
of the gR–symmetric operator s(x), i.e.,
D =
 λ1 . . .
λm

From (3.17),
‖s(x)‖2R = tr(A∗A)
= tr(P ∗A∗AP )
= tr(P ∗A∗PP ∗AP )
= tr(D∗D)
=
m∑
j=0
λ2j . 
Since each s ∈ Γk(TM∗ ∨ TM∗) at x ∈M is a symmetric bilinear form
s(x) : TxM × TxM → R, one may also compute the usual operator norm
of s(x), given by (2.1) and simply denoted ‖ · ‖. Since TxM is a finite–
dimensional real vector space, this norm is given by
(3.22) ‖s(x)‖ = max
‖vi‖R=1
i=1,2
s(x)(v1, v2).
The Hilbert–Schmidt norm and the usual operator norm are clearly
equivalent, since we are in finite–dimensional vector spaces. More precisely,
the following result gives the constants of such equivalence.
22These identifications obviously depend on the choice of the gR–orthonormal basis of
TxM , that determines an isomorphism of TxM with the Euclidean space. Notice however
that the proof is a linear algebra fact, and could be done abstractly for finite–dimensional
real vector spaces.
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Corollary 3.69. For each s ∈ Γk(TM∗ ∨ TM∗) and x ∈M ,
(3.23) ‖s(x)‖ ≤ ‖s(x)‖R ≤
√
m‖s(x)‖.
Proof. Using elementary linear algebra, (3.23) can be also given by
‖s(x)‖ = max
j
|λj |,
where λj are the eigenvalues of the gR–symmetric operator s(x) of TxM .
The inequalities (3.23) follow from direct comparison of (3.21) and the above
equation. 
We now give a simple condition for nondegeneracy of Ck symmetric
(0, 2)–tensors on M , given it has sufficiently small distance to a suitably
nondegenerate tensor uniformly on M . By suitably nondegenerate tensor
we mean a tensor s ∈ Γkb (TM∗ ∨ TM∗) all of whose eigenvalues λj at any
x ∈ M have absolute value bounded23 away from zero, uniformly on x.
More precisely, using identifications (2.2), the above condition is equivalent
to s(x) : TxM → TxM∗ satisfying
0 < 1c ≤ min0≤j≤m |λj |,
for some c > 0, uniformly on M .
A fancy way of expressing this condition on s is requiring that
(3.24) sup
x∈M
‖s(x)−1‖R ≤ c < +∞.
Notice that s(x)−1 : TxM∗ → TxM lies in the same of s(x), using identifi-
cations (2.6) on the finite–dimensional vector space TxM .
Lemma 3.70. Fix x ∈ M . For all constants c′ > c > 0, there exists ε > 0
such that if s ∈ Γkb (TM∗ ∨ TM∗) satisfies ‖s(x)−1‖R ≤ c, then for any
s′ ∈ Γkb (TM∗ ∨ TM∗),
(3.25) ‖s′(x)− s(x)‖R < ε
implies that s′(x) is nondegenerate and ‖s′(x)−1‖R ≤ c′.
Proof. Let c′ > c > 0 be given and consider s ∈ Γkb (TM∗ ∨ TM∗) such that
‖s(x)−1‖R ≤ c. Recall that from identifications (2.2) and (2.6), by s(x)−1
we mean the inverse of the operator
s(x) : TxM −→ TxM∗ ∼= TxM.
Since GL(TxM) is a Lie group, the inversion map
ι : GL(TxM) 3 g 7−→ g−1 ∈ GL(TxM)
is continuous. Hence, there exists δ > 0 such that if s′ ∈ Γkb (TM∗ ∨ TM∗)
satisfies ‖s′(x)− s(x)‖R < δ then
(3.26) ‖ι(s′(x))− ι(s(x))‖R = ‖s′(x)−1 − s(x)−1‖R < c′ − c.
23Notice that such limitation on eigenvalues λj of symmetric tensors s can be ex-
pressed in terms of ‖s(x)‖R or ‖s(x)‖. Moreover, from (3.23), both ‖ · ‖R and ‖ · ‖ give
essentially the same conditions.
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Set ε = min
{
δ, 1c
}
and consider s′ ∈ Γkb (TM∗ ∨ TM∗) be such that
(3.25) holds. Elementary computations give
s′(x) = s(x)(id +s(x)−1(s′(x)− s(x))).
From Lemma 2.96, setting T = −s(x)−1(s′(x) − s(x)), in order to prove
nondegeneracy of s′(x), it suffices to prove that ‖T‖ < 1. Notice that this
is not the Hilbert–Schmidt norm, but the operator norm. Using Cauchy–
Schwartz inequality (2.3) and inequalities (3.23),
‖T‖ = ‖s(x)−1(s′(x)− s(x))‖
≤ ‖s(x)−1‖‖s′(x)− s(x)‖
≤ ‖s(x)−1‖R‖s′(x)− s(x)‖R
< c
1
c
= 1.
Thus s′(x) : TxM → TxM∗ ∼= TxM is invertible, hence nondegenerate as a
symmetric bilinear form of TxM (see Definition 2.35).
In addition, from (3.26),
‖s′(x)−1‖R − ‖s(x)−1‖R ≤
∣∣∣‖s′(x)−1‖R − ‖s(x)−1‖R∣∣∣
≤ ‖s′(x)−1 − s(x)−1‖R
< c′ − c.
Hence ‖s′(x)−1‖R ≤ c′, concluding the proof. 
We are now ready to give a solution for the problem presented in Re-
mark 3.67 regarding emptiness of the interior of
F = Γk0(TM∗ ∨ TM∗) ∩Metkν(M).
This will be done replacing Γk0(TM
∗ ∨ TM∗) with a suitable displacement
of this subspace, originating an affine subspace of Γkb (TM
∗ ∨ TM∗).
Proposition 3.71. Let gA ∈ Metkν(M) be an auxiliary metric satisfying
(3.24), i.e.
sup
x∈M
‖g−1A (x)‖R < +∞.
Let E be a Ck Whitney type Banach space of sections of E = TM∗ ∨ TM∗
that tend to zero at infinity, see Definitions 3.62 and 1.17. Consider the
affine space gA +E, with the topology induced by the translation of gA. Then
the following is a (nonempty) open subset of this affine space
(3.27) AgA,ν = (gA + E) ∩Metkν(M).
Remark 3.72. The above condition (3.24) on gA implies that the eigenvalue
with minimum absolute value of the gR–symmetric operator (gA)x stays
uniformly away from 0. Notice that, once more, these considerations depend
on the choice of the fixed Riemannian metric gR, see Remarks 3.60 and 3.61.
Proof. The subset AgA,ν is clearly nonempty since gA ∈ AgA,ν . Fix any
g ∈ AgA,ν . We will prove that g is an interior point of AgA,ν in the topology
induced by E , which is hence an open subset of gA + E.
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First, we use Lemma 3.70 to prove that also g satisfies (3.24). Set
c1 = sup
x∈M
‖gA(x)−1‖R
and c′1 = c1 + 1. From Lemma 3.70, there exists ε1 > 0 such that if for some
x ∈M , ‖g(x)− gA(x)‖R < ε1, then g(x) is nondegenerate,24 and
‖g(x)−1‖R < c′1 = c1 + 1 < +∞.
Since g−gA ∈ E is a tensor that tends to zero at infinity (see Definition 1.17),
it follows that there exists a compact subset K ⊂M such that for x ∈M \K,
‖g(x)− gA(x)‖R < ε1, hence ‖g(x)−1‖ < c′1. In addition, from continuity of
g, the function
x 7−→ ‖g(x)−1‖R
is clearly continuous hence bounded from above by L > 0 for x ∈ K. Thus,
for all x ∈M , ‖g(x)−1‖R ≤ max {L, c′1}. Therefore, any g ∈ AgA,ν satisfies
sup
x∈M
‖g(x)−1‖R < +∞.
Second, we use Lemma 3.70 again to prove that g is an interior point of
AgA,ν . From the last inequality, there exists a finite constant c2 > 0,
c2 = sup
x∈M
‖g(x)−1‖R.
From Lemma 3.70 with c2 and c
′
2 = c2 + 1, there exists ε2 > 0 such that if
h ∈ Γkb (TM∗∨TM∗) satisfies ‖h−g‖k < ε2, in particular, ‖h(x)−g(x)‖R <
ε2 for all x ∈ M , then h(x) is nondegenerate for all x ∈ M . Therefore if
‖h− g‖k < ε2, then h is a semi–Riemannian metric on M .
Third, we prove that the index of h is also ν, hence h ∈ Metkν(M)
provided that ‖h − g‖k < ε2. Observe that the same argument used above
to prove nondegeneracy of h works for any other s ∈ Γkb (TM∗ ∨ TM∗) with
‖s−g‖k < ε2. Hence any continuous path joining g and h inside the open ball
Bk(g, ε2) of Γ
k
b (TM
∗ ∨ TM∗) with center g and radius ε2 is entirely formed
by nondegenerate tensors, i.e. metrics. This implies that h has index ν, since
Metkν(M) is path–connected and if at some point s0 in a continuous path
of metrics from g to h inside Bk(g, ε2) there was a change in the number of
negative eigenvalues, then s0 would obviously be a degenerate tensor.
From continuity of the inclusion E ↪→ Γkb (TM∗ ∨ TM∗), there exists
an open neighborhood U of g − gA ∈ E, such that if h − gA ∈ U , then
‖h− g‖k < ε2. Thus, if h− gA ∈ U , then h ∈ Metkν(M). Therefore gA + V
is the desired open neighborhood of g in gA + E, with U ⊂ Metkν(M). This
concludes the proof that g is an interior point and that AgA,ν is an open
set. 
Remark 3.73. The setting AgA,ν established above for the domain of semi–
Riemannian metrics generalizes a particularly fashionable concept among
physicists. In general relativity, it is common to consider asymptotically flat
space–times,25 i.e., Lorentzian manifolds whose curvature vanishes at large
24This is clearly redundant, since g ∈ AgA,ν was already taken as a metric.
25See Definition 1.91 and Remark 1.92.
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gA gA
Γkb (E) Γ
k
0(E) gA + Γ
k
0(E)
Figure 3.2. Sections of E = TM∗ ∨ TM∗ that respectively
are bounded, tend to zero and are asymptotically equal to
gA, illustrated as functions.
distances from some region. This means that at large distances, the geom-
etry becomes essentially the same as that of a Minkowski space–time, see
Definition 1.89. Observe that the Minkowski metric (1.30) satisfies (3.24),
hence can be taken as gA in Proposition 3.71. Moreover, notice that since
tensors in E tend to zero at infinity, any metric of the form g = gA +g
′, with
g′ ∈ E, is asymptotically equal to gA at infinity. In particular, the curvature
of g is asymptotically equal to the curvature of gA at infinity. Thus, our set
of metrics
AgA,ν = (gA + E) ∩Metkν(M)
established in Proposition 3.71 for much more general gA’s and E’s, is a
natural extension of asymptotically flat space–times, that occur for ν = 1
and m = 4, see Definition 1.91.
Remark 3.74. The open subset AgA,ν studied above will be the domain of
metrics in our applications concerning generic properties of the geodesic
flow. Namely, genericity of these properties will be proved in this separable
Banach manifold, since it has all the necessary structure. In addition, some
particular generic properties of metrics that will be studied in Chapter 7
require certain submanifolds to be nondegenerate. In this case, due to pos-
sible topological obstructions26 to nondegeneracy of certain submanifolds of
M , the actual domain of metrics used will be an open subset of AgA,ν .
TM

[a, b]
v
<<zzzzzzzzzzzzz γ // M
We end this section with a few remarks on
some special Banach spaces of tensors, namely spaces
Γk(γ∗TM) of Ck vector fields along C l curves γ :
[a, b] → M , provided that k ≤ l, see Example 1.24.
Notice that since E = TM is trivially a tensor bun-
dle over M , these are a particular case of the Banach
spaces Γkb (E) studied above. More precisely, Proposition 3.57 also implies
that Γk(γ∗TM) is a Banach space, since its elements are bounded sec-
tions of the pull–back bundle27 γ∗TM , for this bundle has compact base
γ([a, b]) ⊂M and its continuous sections are hence bounded.
There is a clear similarity between the Banach spaces Γk(γ∗TM) and
Ck([a, b],Rm), since elements of both are Ck maps having the interval [a, b]
as domain and taking values on a vector space, or a family {Tγ(t)M}t∈[a,b] of
26See Section 1.3.
27See Remark 1.23.
100 3. Banach and Hilbert manifolds
vector spaces. Indeed, let {ei(t)}mi=1 be a Ck referential along γ. Then any
vector field v ∈ Γk(γ∗TM) can be expressed in terms of this referential,
v(t) =
m∑
i=1
λi(t)ei(t),
with Ck coordinate functions λi : [a, b] → R for 1 ≤ i ≤ m. Thus v ∈
Γk(γ∗TM) may be identified with λ = (λi)mi=1 ∈ Ck([a, b],Rm). Notice
that this identification is not canonical, since it depends on the choice of a
referential along γ. Through this identification, it is possible to transfer most
results about Ck([a, b],Rm) to Γk(γ∗TM), such as the Stone–Weierstrass
Theorem that gives density of Γ∞(γ∗TM) in Γ0(γ∗TM), see Theorem 3.79.
Moreover, we may also consider vector fields along curves with weaker
regularities, as Lp or Sobolev class Hk.
Definition 3.75. Consider γ : [a, b] → M a continuous curve. A vector
field v ∈ Γ(γ∗TM) is of class L2 if the curve
(3.28) [a, b] 3 t 7−→ (γ(t), v(t)) ∈ TM
is measurable and for every local chart ϕ : U → ϕ(U) of TM and for every
interval [c, d] ⊂ [a, b] with γ([c, d]) ⊂ U , the curve
[c, d] 3 t 7−→ dϕ(γ(t))v(t) ∈ R2m
is class L2 in the sense of Definition 2.67. The vector subspace of Γ(γ∗TM)
formed by L2 vector fields along γ is denoted ΓL
2
(γ∗TM).
Definition 3.76. Consider γ : [a, b] → M a curve of Sobolev class Hk. A
vector field v ∈ Γ0(γ∗TM) is of Sobolev class Hk if the curve
(3.29) [a, b] 3 t 7−→ (γ(t), v(t)) ∈ TM
is continuous and for every local chart ϕ : U → ϕ(U) of TM and for every
interval [c, d] ⊂ [a, b] with γ([c, d]) ⊂ U , the curve
[c, d] 3 t 7−→ dϕ(γ(t))v(t) ∈ R2m
is of Sobolev class Hk in the sense of Definition 2.74. The vector subspace
of Γ0(γ∗TM) formed by Sobolev class Hk vector fields along γ is denoted
ΓH
k
(γ∗TM).
Remark 3.77. In Section 3.3, it will be clear that this is equivalent to (3.29)
being a Sobolev Hk curve in a more general sense, see Definition 3.82.
The identifications established between Ck([a, b],Rm) and Γk(γ∗TM) in
the case of a C l curve can also be made28 in the context of L2 or Sobolev
Hk curves. Namely, ΓL
2
(γ∗TM) and ΓH
k
(γ∗TM) are Banach spaces re-
spectively identified with L2([a, b],Rm) and Hk([a, b],Rm). Notice however
that these identifications are not canonical, since they depend on the choice
of a referential along γ. Through these, it is possible to state similar results
28Notice that regularity of vector fields along γ : [a, b]→M are at most the same as
the regularity of γ. For instance, concepts as a Sobolev H1 vector field along a continuous
curve, or a C3 vector field along a C2 curve do note make sense. In case the regularity
of a curve is not specified, it is implicit that it is at least equal to the regularity of the
considered vector fields along it.
3.3. Hilbert manifold of Sobolev H1 curves 101
to Propositions 2.79 and 2.82 and Corollary 2.84, as follows. Notice that
the proof of these results is immediate from their versions regarding maps
in Euclidean space.
Proposition 3.78. The following inclusion maps are continuous:
(i) Γl(γ∗TM) ↪→ Γk(γ∗TM), for γ of class C l and 0 ≤ k ≤ l;
(ii) Γ0(γ∗TM) ↪→ ΓL2(γ∗TM), for γ of class C0;
(iii) Γk(γ∗TM) ↪→ ΓHk(γ∗TM), for γ of class Ck and k ≥ 0.
Stone–Weierstrass Theorem 3.79. If γ is of class C∞, then Γ∞(γ∗TM)
is dense in Γ0(γ∗TM).
Proposition 3.80. If γ is smooth, then the space Γ∞(γ∗TM) is dense in
ΓL
2
(γ∗TM). In particular, if γ is of class Ck, then Γk(γ∗TM) is dense in
ΓL
2
(γ∗TM).
Corollary 3.81. If γ is smooth, then the space Γ∞(γ∗TM) is dense in
ΓH
k
(γ∗TM), for k ≥ 1. In particular, if γ is of class Ck+j for some j ≥ 0,
then Γk+j(γ∗TM) is dense in ΓH
k
(γ∗TM).
3.3. Hilbert manifold of Sobolev H1 curves
In this section, we endow the set of Sobolev curves H1([a, b],M) on
a m–dimensional (smooth) manifold M with a separable Hilbert manifold
structure, following closely the approach of Mercuri, Piccione and Tausk
[65]. We also describe the structure of the tangent spaces TγH
1([a, b],M)
and endow H1([a, b],M) with a (infinite–dimensional) Riemann metric, see
Definition 3.46.
Definition 3.82. A curve γ : [a, b] → M on M is of Sobolev class Hk if it
is continuous and for every local chart ϕ : U → ϕ(U) of M and for every
interval [c, d] ⊂ [a, b] with γ([c, d]) ⊂ U , the curve ϕ ◦ γ|[c,d] : [c, d]→ Rm is
of class Hk in the sense of Definition 2.74. The set of all Sobolev Hk curves
γ : [a, b]→M is denoted Hk([a, b],M).
Remark 3.83. If γ : [a, b]→M is a curve of Sobolev class H1, there exists a
version of covariant derivative operator
Dg : Γk(γ∗TM) −→ Γk−1(γ∗TM)
of Proposition 1.55 defined29 on ΓH
1
(γ∗TM). More precisely, any v ∈
ΓH
1
(γ∗TM) can be regarded as a curve v : [0, 1] → TM of Sobolev class
H1, with v(t) ∈ Tγ(t)M , for all t ∈ [0, 1], recall Definition 3.76. From Propo-
sition 2.70, it is easy to conclude30 that the covariant derivative DRv is
defined almost everywhere using formulas (1.15) and (1.21). This gives a
continuous covariant derivative operator
DR : ΓH
1
(γ∗TM) −→ ΓL2(γ∗TM).
29Notice that if γ has this regularity, it is meaningless to consider Ck vector fields
along γ.
30Formally, it would be necessary to consider a referential and express the covariant
derivative DRv locally in terms of ordinary derivatives in Euclidean space, and then use
Proposition 2.70.
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Henceforth, when dealing with covariant derivatives of Sobolev H1 vector
fields we always mean in this form, and almost everywhere.
Definition 3.84. A one–parameter family of (smooth) charts on M is a
smooth map ϕ : U → Rm+1 defined on an open subset U of R ×M such
that
ϕ : U 3 (t, x) 7−→ (t, ϕ(t, x)) ∈ R×Rm
is a smooth diffeomorphism onto an open subset ϕ(U) ⊂ R×Rm. For each
t ∈ R, set Ut = {x ∈M : (t, x) ∈ U}, which is an open (and possibly empty)
subset of M , and
ϕt : Ut 3 x 7−→ ϕ(t, x) ∈ Rm.
A one–parameter family of charts with ϕt and Ut defined as above will be
denoted by the pair ϕ = (ϕt, Ut).
Remark 3.85. Clearly, if ϕ = (ϕt, Ut) is a one–parameter family of charts,
then ϕt : Ut → ϕt(Ut) is a local chart on M for every t. Conversely, it
follows from the Inverse Function Theorem that if ϕ is smooth and each ϕt
is a local chart, then ϕ is a one–parameter family of charts.
Definition 3.86. If U ⊂ R × M is an open subset, consider the set of
Sobolev H1 curves γ : [a, b]→M whose graph is contained in U ,
H [U ] =
{
γ ∈ H1([a, b],M) : (t, γ(t)) ∈ U, for all t ∈ [a, b]} .
If N is a smooth manifold and α : U → N is smooth, it is possible to define
(3.30)
H [α] : H [U ] −→ H1([a, b], N)
H [α] (γ)(t) = α(t, γ(t)), t ∈ [a, b],
analogously to (2.26).
Notice that if ϕ = (ϕt, Ut) is a one–parameter family of charts in M ,
then H [ϕ] gives a bijection from H [U ] to H [ϕ(U)].
Lemma 3.87. Consider two one–parameter families of charts ϕ = (ϕt, Ut)
and ψ = (ψt, Vt). If U ∩ V 6= ∅ then it is possible to define a transition
function from ϕ to ψ by
(3.31)
α :
⋃
t∈R
{t} × ϕt(Ut ∩ Vt)︸ ︷︷ ︸
ϕ(U∩V )
−→
⋃
t∈R
{t} × ψt(Ut ∩ Vt)︸ ︷︷ ︸
ψ(U∩V )
(t, v) 7−→ (t, (ψt ◦ ϕ−1t )(v))
The transition function α = ψ ◦(ϕ)−1 is a smooth diffeomorphism between
open subsets of R×Rm, and
H [α] = H [ψ] ◦ (H [ϕ])−1 : H [ϕ(U ∩ V )] −→ H [ψ(U ∩ V )]
is a smooth diffeomorphism between open subsets of H1([a, b],Rm).
Proof. From Definitions 3.82 and 3.86, the map (3.31) is clearly a smooth dif-
feomorphism. Applying Theorem 2.88, it follows that H [α] is also a smooth
diffeomorphism. 
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Ut
γ(t)
γ
ϕt
Rm
ϕ(t, x)
M
Figure 3.3. A one–parameter family ϕ = (ϕt, Ut) of smooth
charts on M and a curve γ : [a, b]→M with graph contained
in U ⊂ R×M .
Corollary 3.88. For every one–parameter family of charts ϕ = (ϕt, Ut),
the pair (H [U ] ,H [ϕ]), with
(3.32)
H [ϕ] : H [U ] ⊂H1([a, b],M) −→ H1([a, b],Rm)
H [ϕ] (γ)(t) = ϕ(t, γ(t)), t ∈ [a, b],
is a chart on H1([a, b],M), see Definition 3.86. Moreover, charts of this
form are pairwise smoothly compatible.
In order to obtain a differentiable atlas for H1([a, b],M), see Defini-
tion 3.1, we now need to show that the domains of such charts H [ϕ] cover
H1([a, b],M). This will be a consequence of the following result.
Proposition 3.89. Given a continuous curve γ : [a, b] → M on a dif-
ferentiable manifold M then there exists a one–parameter family of charts
ϕ = (ϕt, Ut) on M such that U contains the graph of γ.
Proof. Consider the auxiliary Riemannian metric gR on M . It is a standard
argument in Riemannian geometry (see, for instance, [51, 56, 82]) that for
every compact subset K ⊂ M there exists r > 0 that is a totally normal
radius for all points of K, see Definition 1.69.
Consider an arbitrary continuous extension of γ to a curve defined in
R. Let r > 0 be a totally normal radius for all points of the compact set
K = γ([a−1, b+1]). By standard approximation arguments, see Hirsch [47],
there exists a smooth curve µ : ]a− 1, b+ 1[→M such that dR(γ(t), µ(t)) <
r for all t ∈ ]a− 1, b+ 1[, where dR is the Riemannian distance31 on M .
31Recall Definition 1.95.
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Choose an arbitrary parallel frame along µ, such that σt : Tµ(t)M → Rm
is an isomorphism for all t ∈ ]a− 1, b+ 1[. Let
Ut = expµ(t)(B(0, r)),
where B(0, r) is an open ball of radius r around the origin of Tµ(t)M . Define
ϕt = σt ◦ exp−1µ(t) : Ut −→ Rm
as the composition of the inverse of the diffeomorphism exp : B(0, r) → Ut
with the isomorphism σt, for all t ∈ ]a− 1, b+ 1[. It is a simple verification
that ϕ = (ϕt, Ut) is a one–parameter family of charts such that U contains
the graph of γ. 
Corollary 3.90. For every γ ∈ H1([a, b],M), there exists a (smooth) local
chart (H [U ] ,H [ϕ]) of the form (3.32) around γ.
Theorem 3.91. The set H1([a, b],M) is a smooth Hilbert manifold, locally
modeled on the Hilbert space H1([a, b],Rm).
Proof. From Corollaries 3.88 and 3.90, the set {H [ϕ]}ϕ, where ϕ runs over
all possible one–parameter families of charts on M , is a smooth atlas for
H1([a, b],M). 
Regarding separability of H1([a, b],M), we have the following result.
Proposition 3.92. If f : M ↪→ N is a Ck embedding of finite–dimensional
smooth manifolds, then the following is a Ck embedding of Hilbert manifolds
f̂ : H1([a, b],M) ↪−→ H1([a, b], N)
f̂(γ)(t) = f(γ(t)), t ∈ [a, b].
Proof. Since f(M) is an embedded submanifold of N , it is easy to see
that there exists an open neighborhood U of f(M) and a Ck retraction32
r : V → f(M), constructed for instance using submanifold charts given in
Definition 3.30. Consider the map
r̂ : H1([a, b], U) −→ H1([a, b],M)
r̂(γ)(t) = r(γ(t)), t ∈ [a, b].
This is clearly a Ck left inverse for f̂ : H1([a, b],M) → H1([a, b], V ). From
Lemma 3.13, f̂ is an embedding. Finally, since H1([a, b], V ) is endowed with
the topology of subspace of H1([a, b], N), the map f̂ can be regarded as an
embedding into the larger space H1([a, b], N). 
Corollary 3.93. The Hilbert manifold H1([a, b],M) is separable.
Proof. Since M is a smooth m–dimensional manifold, from the Whitney
Embedding Theorem33, there exists a (smooth) embedding
f : M −→ R2m.
32Recall that if X is a topological space and A ⊂ X is a subspace, a continuous map
r : X → A is a retraction if the restriction of r to A is the identity map, i.e., r(a) = a for
all a ∈ A.
33This is a classic result on existence of embeddings in Euclidean space, see [47, 104].
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From Proposition 3.92, f induces a smooth embedding f̂ : H1([a, b],M) →
H1([a, b],R2m). Using the topological isomorphism (2.24), one has the fol-
lowing composite embedding
H1([a, b],M)
f̂
↪−−→ H1([a, b],R2m) ∼=−−→ (R2m)k ⊕ L2([a, b],R2m).
Separability of L2([a, b],R2m) is a classic result, see Reed and Simon [89].
Since all the spaces above are metrizable, their separability is a hereditary
property34, and this concludes the proof. 
Remark 3.94. The proof given above using the Whitney Embedding Theo-
rem is an indirect proof. It is also possible to give a more direct proof of this
result using the continuous inclusion of H1([a, b],M) in C0([a, b],M) given
in Corollary 2.86. One can construct explicitly a countable dense subset of
C0([a, b],M) using distance functions, with an argument similar to the one
used to prove Proposition 2.91, for instance in Fabia´n et al. [35].
We now study the tangent space to H1([a, b],M) at some curve γ, which
is a Hilbertable space that can be constructed in various abstract ways. For
instance, one could use equivalence classes of curves or any other general
construction for tangent spaces of Hilbert manifolds (see Remark 3.6).
In order to obtain a more concrete description of TγH
1([a, b],M), con-
sider for each t0 ∈ [a, b] the evaluation map
evt0 : H
1([a, b],M) −→ M(3.33)
γ 7−→ γ(t0).
If ϕ = (ϕt, Ut) is a one–parameter family of charts in M , then the following
diagram is commutative.
(3.34)
H1([a, b],M) H [U ]?
_oo
evt0

H[ϕ] // H [ϕ(U)]
evt0

  // H1([a, b],Rm)
Ut ϕt0
// ϕt(Ut)
Remark 3.95. From (3.34), the map
evt0 : H
1([a, b],M) −→M
is represented in the local charts H [ϕ] and ϕt0 by
evt0 : H
1([a, b],Rm) −→ Rm.
Hence evt0 : H
1([a, b],M)→M is smooth for every t0 ∈ [a, b].
We now identify the tangent bundle TH1([a, b],M) with the Hilbert
manifold H1([a, b], TM) of curves on TM , which will allow to identify the
tangent space TγH
1([a, b],M) with a space of sections of γ∗TM , i.e., vector
fields along γ.
34Recall that a metric space is separable if and only if it is second–countable. Obvi-
ously, second–countability is a hereditary property.
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Proposition 3.96. For every γ ∈ H1([a, b],M) and v ∈ TγH1([a, b],M),
consider
(3.35) v(t) = d(evt)(γ)v, t ∈ [a, b]
so that v : [a, b] → TM is a vector field along γ, i.e. a section of γ∗TM .
Then the curve v : [a, b] → TM is of Sobolev class H1 and the following is
a smooth diffeomorphism of Hilbert manifolds.
(3.36) TH1([a, b],M) 3 v 7−→ v ∈ H1([a, b], TM).
Proof. To prove the above claim, we will verify that the representation of
(3.36) with appropriate local charts is a smooth diffeomorphism. Let ϕ =
(ϕt, Ut) be a one–parameter family of charts in M . For every t, we have
that dϕt : TUt → ϕt(Ut) × Rm is a local chart in TM defined on the open
subset TUt ⊂ TM . The differential of H [ϕ] gives a local chart
(3.37) dH [ϕ] : TH [U ] −→ H [ϕ(U)]×H1([a, b],Rm)
on the tangent bundle TH1([a, b],M).
In addition, it is easy to see that ψ = (dϕt, TUt) is a one–parameter
family of charts in TM , and
(3.38) H [ψ] : H [TU ] −→ H [ϕt(Ut)×Rm] ∼= H [ϕ(U)]×H1([a, b],Rm),
is a local chart on H1([a, b], TM). Differentiating (3.34) it follows that the
following diagram is commutative.
TH [U ]
''
(3.36) // H [TU ]
wwH [ϕ(U)]×H1([a, b],Rm)
where (3.36) is considered restricted to the appropriate domain and counter
domain, and the vertical arrows are given by the maps (3.37) and (3.38)
respectively. Thus (3.36) is represented by the identity with respect to local
charts. 
Remark 3.97. Henceforth, the we will use (3.36) as an identification
TH1([a, b],M) ∼= H1([a, b], TM),
and, in particular, for each γ ∈ H1([a, b],M), the following are also identified
TγH
1([a, b],M) ∼= ΓH1(γ∗TM).
Using this identification of TH1([a, b],M), we may establish certain
properties of a special double evaluation map, namely the endpoints map.
These will later be used to describe the adequate setting for endpoints condi-
tions on geodesics variational problems, see Lemma 4.2 and Proposition 4.5.
Proposition 3.98. The following endpoints map is a smooth submersion.
(3.39)
ev01 = (ev0, ev1) : H
1([0, 1],M) −→M ×M
γ 7−→ (γ(0), γ(1)).
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Proof. From Remark 3.95, the endpoints map ev01 is smooth. Moreover,
from (3.35), using identification (3.36) explained in Remark 3.97, it follows
that
(3.40)
d(ev01)(γ) : TγH
1([0, 1],M) −→ T(γ(0),γ(1))(M ×M)
v 7−→ (v(0), v(1)).
Given any (v0, v1) ∈ T(γ(0),γ(1))(M ×M), it is easy to construct a vector
field35 v ∈ ΓH1(γ∗TM) with v(0) = v0 and v(1) = v1. This implies that
d(ev01)(γ) is surjective at all γ ∈ H1([0, 1],M). Moreover, ker d(ev01)(γ)
has finite codimension, and hence is automatically complemented36 (see
Lemma 2.10). Thus, ev01 is a submersion, concluding the proof. 
Corollary 3.99. The set H1(S1,M) of closed curves on M of Sobolev class
H1 is a smooth separable Hilbert manifold.
Proof. Let ∆ ⊂M×M be the diagonal submanifold. From Proposition 3.98,
the endpoints map ev01 given by (3.39) is a smooth submersion. In partic-
ular, ev01 is transverse to ∆, see Remark 3.35 and Definition 3.34. Thus,
from Proposition 3.37,
H1(S1,M) = ev−101 (∆)
is a smooth submanifold of H1([0, 1],M), hence a smooth Hilbert manifold.
Separability of H1(S1,M) follows from Corollary 3.93, since these are first–
countable spaces, and hence separability is hereditary, since it is equivalent
to second–countability. 
Remark 3.100. Moreover, H1(S1,M) may be regarded as the set of Sobolev
H1 maps from S1 to M , in a similar sense to Definition 3.82. This follows
from the fact that there is a clear identification between the circle and the
quotient of an interval by its endpoints, and a curve γ : [0, 2pi]→M passes
to the quotient S1 in the following diagram
[0, 2pi]
γ


[0, 2pi]
{0, 2pi}
∼= S1
γ
// M
if and only if γ(0) = γ(2pi). The curve γ is of the same Sobolev class of γ as
a consequence of the following fact. If the restrictions of a continuous map
to subsets that form a finite partition of its domain are of Sobolev class H1,
then this map must also be of Sobolev class H1, see Rudin [92].
Therefore, there is a clear identification between elements γ ∈ ev−101 (∆)
and Sobolev H1 curves γ : S1 → M , in the sense that γ is absolutely
continuous (see Definition 2.69 and Proposition 2.70) and γ˙ ∈ ΓL2(γ∗TM).
35Recall Remark 3.97.
36Actually, being a closed subspace of a Hilbert space, it is obviously complemented.
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Proposition 3.101. Let (M, gR) be a finite–dimensional Riemannian man-
ifold and ∇R its Levi–Civita connection. For each γ ∈ H1([a, b],M),
(3.41) 〈v, w〉γ = gR(v(a), w(a)) +
∫ b
a
gR(D
Rv,DRw) dt
defines37 a Hilbert space inner product on TγH
1([a, b],M). Moreover, the
family
H1([a, b],M) 3 γ 7−→ 〈·, ·〉γ ,
defines a Riemannian metric on H1([a, b],M).
For a proof of Proposition 3.101 we refer to Mercuri, Piccione and Tausk
[65, Proposition 4.4.10]. Observe also that forM = Rm, the above Riemann-
ian metric coincides with (2.25), in Remark 2.75. We also observe that, from
[65, Theorem 4.4.16], the Riemann–Hilbert manifold H1([a, b],M) endowed
with (3.41) is complete provided that (M, gR) is complete. This is later used
in the same reference to prove that the standard energy functional with do-
main H1([a, b],M) satisfies the Palais–Smale condition. For more details on
this topic, we refer to Mercuri, Piccione and Tausk [65].
3.4. Actions of Lie groups on Hilbert manifolds
In this section, we briefly recall some basic concepts related to actions
of Lie groups38 on Hilbert manifolds. As a general idea, the existence of an
(isometric) action of a group G on a space Y means that Y has symmetries of
G type. For instance, if G = S1, it means that Y is rotationally symmetric,
see an example in Figure 3.4. This general idea can be extrapolated to an
infinite–dimensional context, as we will remark in the sequel. Moreover, in
the presence of such symmetries codified in the form of a group action, it is
possible to simplify the study of invariant functionals. These represent vari-
ational problems with symmetries, in the sense that the related functional
is invariant under a certain group action. This is the case in many different
problems of geometric calculus of variations, and analysis of criticality and
degeneracy can be severely simplified by a clever use of such symmetries, as
it will be shown in Chapter 6.
Results in this direction and also concerning Morse theory on Hilbert
manifolds acted upon by Lie groups, the so–called equivariant Morse theory,
have been extensively studied in the literature.39 These have applications
for instance in the problem of determining if compact manifolds have infin-
itely many geometrically distinct periodic geodesics. In connection with this
topic, in Section 5.3 we give an abstract result on nondegeneracy of critical
points of an invariant functional, that is later used in the proof of the Bumpy
Metric Theorem 6.24. For a finite–dimensional introduction to the subject,
37Recall Remark 3.83.
38By Lie group we mean a (possibly infinite–dimensional) smooth Hilbert manifold
endowed with a group structure, such that the map G × G 3 (g1, g2) 7→ g1g−12 ∈ G is
smooth. We will also denote g ∼= TeG the tangent space at the identity, that carries a Lie
algebra structure given by the Lie bracket [·, ·] : g× g→ g.
39Actually, most results are on linear actions of Lie groups on Hilbert spaces. The
nonlinear version of this problem, for actions on Hilbert manifolds, still leaves several open
questions.
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Figure 3.4. An example of rotationally symmetric object.
This symmetry may be characterized as an action of the Lie
group S1.
we refer to [9, 31, 39, 41, 42, 43], and for an infinite–dimensional discussion
and applications of equivariant Morse theory, we refer to [74, 76, 77, 78].
In this section, G denotes a finite–dimensional Lie group with Lie algebra g
and Y denotes a Hilbert manifold.
Definition 3.102. A (left) action40 of G on Y is a map µ : G × Y → Y
such that
(i) µ(e, y) = y, for all y ∈ Y ;
(ii) µ(g1, µ(g2, y)) = µ(g1g2, y), for all g1, g2 ∈ G, y ∈ Y .
The action is said to be of class Ck or smooth, if µ is a respectively Ck or
smooth map.
Example 3.103. A simple example is the following. Let H be a Hilbert
space and consider the map
µ : Lin(V )× V 3 (T, v) 7−→ Tv ∈ V.
Another important example is the adjoint action of a Lie group G on its Lie
algebra g, given by the adjoint representation
Ad : G× g 3 (g,X) 7−→ Ad(g)X = d
dt
(
g exp(tX)g−1
) ∣∣∣
t=0
∈ g.
Other typical examples are actions of a Lie subgroup H ⊂ G on G by left
multiplication or conjugation. All of these are smooth actions.
Example 3.104. Consider M and N finite–dimensional smooth Riemannian
manifolds, M compact and Hk(M,N) the Hilbert manifold of embeddings
M ↪→ N of Sobolev class Hk. Then it is easy to see that the group Iso(N)
of isometries of the ambient space acts smoothly on the Hilbert manifold
Hk(M,N) by left composition.
40Right actions are maps of the form Y ×G→ Y , analogously defined.
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The next example will be explored in more details along this section,
since it is in connection with the periodic and iterate geodesics problem.
Example 3.105. Let G = S1 and Y = H1(S1,M), recall Corollary 3.99.
Then G clearly acts on Y by right composition, reparameterizing curves,
i.e.,
(3.42)
ρ : S1 ×H1(S1,M) −→ H1(S1,M)
ρ(eiθ, γ)(z) = γ(eiθz), z ∈ S1.
γ
γ(z)
γ(eiθz)
ρ(eiθ, γ)
Figure 3.5. Reparameterization ρ(eiθ, γ) of γ, that rotates
γ of eiθ.
This action is continuous but not differentiable. Indeed, if it were differ-
entiable, for any γ ∈ H1(S1,M) and w ∈ S1, the following composite map
would also be differentiable
S1
ργ−−−→ H1(S1,M) evw−−−−→M,
where ργ(z) = ρ(z, γ) and evw(γ) = γ(w) is the evaluation map at w.
Nevertheless, this composite map is given by
S1 3 z 7−→ γ(zw) ∈M,
and is a simple reparameterization of γ, hence not differentiable, since γ ∈
H1(S1,M) is only differentiable almost everywhere, see Proposition 2.70.
Moreover, there would also be a regularity problem, since the derivative γ˙
would be in ΓL
2
(γ∗TM), and not in the correct tangent space ΓH
1
(γ∗TM).
However, notice that the same action ρ regarded in different spaces, for
instance
ρ : S1 ×H2(S1,M) −→ H1(S1,M),
does not have these pathologies. In fact, the above map is of class C1, as
we will see in Remark 3.116.
In case of lack of regularity of the action, as in the above example, there
are weaker assumptions that can be usually made. These in general related
to regularity of some auxiliary maps, defined as follows.
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Definition 3.106. Given an action µ : G× Y → Y , consider
(3.43)
µg : Y −→ Y µy : G −→ Y
y 7−→ µ(g, y) g 7−→ µ(g, y).
In case the action is Ck, these maps are also clearly Ck and their derivatives
at y ∈ Y and e ∈ G are respectively
(3.44)
dµg(y) : TyY −→ TyY dµy(e) : g −→ TyY
dµg(y) =
∂µ
∂y
(g, y) dµy(e) =
∂µ
∂g
(e, y).
Definition 3.107. An action µ : G × Y → Y is said to be an action by
diffeomorphisms if µg : Y → Y is a diffeomorphism of Y for all g ∈ G.
Let us recall the definition of some basic objects related to an action.
Definition 3.108. Given an action µ : G× Y → Y , the subgroup
Gy = {g ∈ G : µ(g, y) = y}
is called the isotropy group or stabilizer of y ∈ Y and
G(y) = {µ(g, y) : g ∈ G} = Imµy
is called the orbit of y ∈ Y .
A subset S ⊂ Y is said to be G–invariant if µg(S) ⊂ S for all g ∈ G. In
particular, orbits are obviously G–invariant. In addition, if
⋂
y∈Y Gy = {e},
the action is said to be effective and if Gy = {e}, for all y ∈M , it is said to
be free. Finally, if given x, y ∈ Y there exists g ∈ G with µ(g, x) = y, the
action is said to be transitive.
Every orbit G(y) of a Ck action is an immersed submanifold of Y , in
a sense weaker than Definition 3.30. In fact, the map µy : G → Y is
constant on Gy cosets and hence passes to the quotient inducing a map
µy : G/Gy → Y . It maps each class gGy to µy(g), and is clearly well–
defined in this way. Furthermore, it is injective and has image equal to the
orbit G(y), since it coincides with the image of µy.
G
µy //

Y
G
Gy
µy
NN
This allows to identify G(y) with the quotient41 man-
ifold G/Gy, as shown in the diagram, where the vertical
arrow denotes the quotient map. Since the action is Ck,
the map µy is in fact a C
k immersion. Thus, orbits G(y)
are Ck immersed submanifolds of the Hilbert manifold Y ,
but may not have the induced topology from the ambi-
ent, i.e., its inclusion is an immersion, not an embedding.
Notice that without further assumptions, the orbits in general need not be
closed in Y and even the tangent spaces TyG(y) need not be closed in TyY .
A way to ensure these properties is to make further properness and
Fredholmness assumptions, for instance assuming that for every y ∈ Y , the
map µy : G → Y is a nonlinear Fredholm map, see Definition 3.28. In
this case, each isotropy group Gy has finite dimension and each orbit G(y)
41Notice that, in general, although isotropy groups are Lie subgroups, they are not
normal subgroups. This means that the quotient G/Gy in general is not a Lie group.
Nevertheless, here we regard G/Gy as a quotient manifold.
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has finite codimension (hence has closed and complemented tangent space).
More details on general abstract theory of actions of Lie groups on Hilbert
manifolds can be found in Palais and Terng [78].
G(y)
y
Y
Y/G
Figure 3.6. Partition of Y by orbits and orbit space Y/G.
Moreover, if two orbits G(x) and G(y) have nontrivial intersection, then
they obviously coincide. Hence, orbits of an action of G on Y constitute
a partition of Y by immersed submanifolds, and we may consider the orbit
space given by the quotient Y/G. Since the action is continuous, it is possible
to endow Y/G with a quotient topology. Nevertheless, this is in general not
a manifold.42
Remark 3.109. If µ : G × Y → Y is a continuous action, then clearly all
isotropy groups are closed subgroups of G. If G is finite–dimensional, then
this implies that Gy is a Lie subgroup of G, in particular a Lie group, see
Alexandrino and Bettiol [9]. Nevertheless, closed subgroups of infinite–
dimensional Lie groups need not be Lie subgroups.43 It is possible to
prove that if the closed subgroup is also locally compact, then it is a finite–
dimensional Lie subgroup. Further properness assumptions on the action
imply this property for isotropy subgroups, however we will mainly deal
with finite–dimensional Lie groups.
42Under some additional and very restrictive hypotheses, the orbit space is a manifold.
For instance, if the action if free and proper, then this quotient is a manifold. Usually,
the way to deal with orbit spaces is to use the concept of orbifold, which is essentially a
manifold with well–behaved singularities. More precisely, it has an underlying open dense
subset which is a manifold. For an introduction to this subject, we refer to [9, 70].
43A counter–example was given by Bourbaki in 1975, and can be found in [7]. Let
us briefly describe it, for the reader’s convenience. Consider `2 the Hilbert space of real
sequences (x1, x2, . . .) such that
∑
n∈N x
2
n < +∞. Define
Gn = {x ∈ `2 : xm ∈ 1mZ, 1 ≤ m ≤ n}
and observe that Gn is a closed Lie subgroup of `2 for all n ∈ N. Consequently, H =⋂
n∈NGn is a closed subgroup. Nevertheless, it is possible to prove that H is totally
disconnected and not discrete, therefore cannot be a submanifold, hence a Lie subgroup.
3.4. Actions of Lie groups on Hilbert manifolds 113
Henceforth, unless otherwise stated, assume that all Lie groups G are
finite–dimensional. In particular, orbits of Ck actions are finite–dimensional
Ck immersed submanifolds of Y and hence have closed and complemented
tangent spaces. Moreover, isotropy subgroups of a continuous action are
Lie subgroups. Notice however that no assumptions are being made on Y ,
which is a (possibly infinite–dimensional) Hilbert manifold acted upon by
G.
Let us explore some of these objects in the case of the reparameterization
action (3.42) described in Example 3.105,
ρ : S1 ×H1(S1,M) −→ H1(S1,M)
ρ(eiθ, γ)(z) = γ(eiθz), z ∈ S1.
Recall this is a continuous action, but not differentiable. Nevertheless, the
next result gives further regularity properties of this action.
Lemma 3.110. The action ρ : S1 × H1(S1,M) → H1(S1,M) is an action
by diffeomorphisms.44 More precisely, for each z ∈ S1,
ρz : H1(S1,M) 3 γ 7−→ ρ(z, γ) = γ(z ·) ∈ H1(S1,M)
is a global diffeomorphism, whose derivative at γ ∈ H1(S1,M) is given by
dρz(γ) : TγH
1(S1,M) −→ Tρz(γ)H1(S1,M)(3.45)
v 7−→ v(z ·).
Proof. Fix z ∈ S1. Standard arguments prove that ρz is differentiable.45 To
compute its derivative, we can use evaluation maps in the following way.
Let w ∈ S1 and consider the composite
H1(S1,M)
ρz−−−→ H1(S1,M) evw−−−−→M
which maps each γ to γ(zw), hence coincides with evzw. Its derivative at
γ ∈ H1(S1,M) is then given by
d(evzw)(γ)v = d(evw ◦ρz)(γ)v
= d(evw)(ρ
z(γ))dρz(γ)v
=
[
dρz(γ)v
]
(w),
for all v ∈ TγH1(S1,M). In addition, from (3.35),
d(evzw)(γ)v = v(zw).
Thus, it follows that
[
dρz(γ)v
]
(w) = v(zw), i.e.,
dρz(γ)v = v(z ·),
hence (3.45) holds. Furthermore, notice that this is clearly a continuous
and invertible operator. Hence, from the Inverse Function Theorem, ρz :
H1(S1,M)→ H1(S1,M) is a local diffeomorphism. In addition, ρz is clearly
44Recall Definition 3.107.
45Actually, one possibility is computing the candidate to dρz(γ) as follows, and then
proving it satisfies the definition of derivative of ρz.
114 3. Banach and Hilbert manifolds
injective, since it admits the left inverse ρz
−1
. Therefore, ρz is a global
diffeomorphism, concluding the proof.46 
Lemma 3.111. Let S1γ be the isotropy subgroup of a non constant curve
γ : S1 →M . Then S1γ is a finite cyclic subgroup of S1, hence isomorphic to
Zn for some n ∈ N.
Proof. Recall that the isotropy subgroup S1γ is the subgroup of S
1 formed
by elements eiθ ∈ S1 such that γ(eiθz) = γ(z) for all z ∈ S1. If S1γ = S1,
it is easy to see that γ is a constant curve, which is not the case. Thus we
may assume that S1γ is a proper subgroup of S
1. It is well–known that if a
proper subgroup of S1 is infinite, then it must be dense. From Remark 3.109,
since the action is continuous, S1γ is closed and hence finite. Finally, finite
subgroups of a field are cyclic.47 Thus, since S1γ is a subgroup of C, it must
be a finite cyclic group, hence isomorphic to Zn, for n = #S
1
γ . 
S1γ
∼= {1}
S1γ
∼= Z2
S1γ
∼= Z3
γ
Figure 3.7. A prime curve γ and iterates given as n–fold
covers with respective isotropy groups.
Definition 3.112. A curve γ ∈ H1(S1,M) is called prime if S1γ is trivial,
otherwise it is called an iterate. Denote H1∗ (S1,M) the subset of H1(S1,M)
formed by prime curves.
46Notice that for each z ∈ S1, the inverse (ρz)−1 is given by ρz−1 , which is also a
global diffeomorphism, by the same argument.
47Indeed, suppose G is a finite subgroup of a field. Then for a given divisor d|#G
of the order of G, either G has no element of order d or at least one. In this last case,
G contains a cyclic group of order d, which by hypothesis, must contain all solutions of
xd = 1 in G, since G is contained in a field. Thus, in this case, G contains exactly φ(d)
elements of order d, where φ is the Euler phi function. In addition, #G =
∑
d|#G φ(d),
where d runs over all divisors of #G. No divisor d|#G is left out, since there are either
zero or φ(d) elements of order d in G. However the sum would not add up to #G if any
zero ever occurred, hence G contains elements of all orders, in particular of order #G,
proving that G is cyclic.
3.4. Actions of Lie groups on Hilbert manifolds 115
Remark 3.113. The order of the isotropy group S1γ measures how many times
γ winds itself around its image. In this sense, prime curves are the periodic
curves that make one single twist. More precisely, if S1γ has order n, then it
is easy to see that γ is the n–fold iteration of a prime curve γ0 : S
1 → M .
This means γ has the same image of γ0, but runs over it n times, while γ0
does it only once.
Another approach for this analysis is considering the period of a curve
γ : S1 → M . Namely, the period of γ is defined as the generator of S1γ .
Since this is a finite abelian group, its generator is the element of maximal
order #S1γ , which corresponds to the minimal time θ for γ(e
iθz) to coincide
again with γ(z) for all z ∈ S1 after θ = 0. If S1γ has order n, its period is an
element of order n, and hence γ makes n turns around its image, meaning
once more it is the n–fold iteration of a prime curve γ0.
Remark 3.114. It is possible to prove that H1∗ (S1,M) is open in H1(S1,M).
Furthermore, it is clearly S1–invariant.
Non constant periodic curves with the same image form an infinite class
of geometrically indistinct curves. For the sake of counting periodic geodesics
for instance, it is convenient to have this infinite family counted as a single
geodesic, otherwise every manifold that admits a periodic geodesic would
trivially have infinitely many periodic geodesics. Thus, it is useful to have
a distinguished representant of a such class, given by the prime curve that
generates all the other iterates.
Let us now examine the orbit of a curve γ ∈ H1(S1,M). Due to lack
of regularity of this action, the maps ργ and ργ used to identify S
1(γ) with
S1/S1γ are only homeomorphisms, and not diffeomorphisms. Thus, S
1(γ) is
homeomorphic to the quotient S1/S1γ . Hence, if γ is constant, its orbit is a
point. If it is non constant, then its orbit is homeomorphic to S1, since S1γ
is finite from Lemma 3.111.
In addition, in case γ has more regularity, the orbit is a submanifold.
More precisely, if for instance48 γ is of class C2, then S1(γ) is a C1 subman-
ifold of H1(S1,M). Once more, the proof follows from a simple analysis of
the maps ργ and ργ .
Definition 3.115. A Ck action µ : G × Y → Y induces a natural (finite–
dimensional) subspace of TyY at every y ∈ Y , tangent to G(y), given by
(3.46) Dy = Im dµy(e).
If dimDy does not depend on y, then D = {Dy : y ∈ Y } is a smooth
distribution49 of Y .
Remark 3.116. Notice that it is possible to relax the regularity assumptions
on the action µ to define the distribution D. In fact, suppose µ : G×Y → Y
is a (possibly not differentiable) action and that there exists a G–invariant
48Notice that this is the case when γ is a geodesic.
49Recall Example 1.14.
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Dy
G(y)
y
dense subset50 Y1 of Y , with and
µy : G −→ Y
differentiable for all y ∈ Y1. Then we may consider for each y ∈ Y1,
Dy = Im dµy(e) ⊂ TyY.
This is the case of the action ρ considered in Example 3.105, with Y1 =
H2(S1,M). Let γ ∈ H2(S1,M). Then standard arguments prove that
ργ : S
1 −→ H1(S1,M)
is of class C1 for every γ ∈ Y1. In fact, dργ(1) is identified with γ˙ in the
following way. Consider the composite
S1
ργ−−−→ H1(S1,M) evw−−−−→M
z 7−→ γ(z ·) 7−→ γ(zw)
This is simply a reparameterization of γ, and coincides with the composite
map
S1
Rw−−−→ S1 γ−−→M
z 7−→ zw 7−→ γ(zw)
Hence, using (3.35), we may compute the derivative
d(evw ◦ργ)(z)v = d(evw)(ργ(z))dργ(z)v
=
[
dργ(z)v
]
(w),
for every v ∈ TzS1. Moreover, it coincides with the derivative
d(γ ◦Rw)(z)v = dγ(zw)dRw(z)v
= γ˙(zw)vw.
Therefore, dργ(z)(w) = γ˙(zw)w and hence dργ(1)(w) = γ˙(w)w. This allows
to identify
(3.47) Dγ = Im dργ(1) = span γ˙ ⊂ TγH1(S1,M),
50This subset Y1 in fact will have a differentiable structure, however its inclusion
Y1 ↪→ Y will be continuous but not a homeomorphism. Thus, Y1 may not be regarded as
a submanifold of Y .
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i.e., the subspace Im dργ(1) is identified with the one–dimensional subspace
spanned by γ˙ in ΓH
1
(γ∗TM). Thus, the distribution D of Y is well–defined
on points of Y1, which in this case is dense in Y from Corollary 2.84.
We will henceforth drop the assumption of differentiability of the actions
and assume the existence of the dense subset Y1, such that (3.46) is a defined
on Y1 as in Remark 3.116. More precisely, for each y ∈ Y1, there is a subspace
Dy of TyY , defined by (3.46). In fact, we always keep in mind the above
example of the action ρ, for which all this theory is developed. Let us extend
some definitions of Section 3.1 to this context.
Definition 3.117. A submanifold S ⊂ Y is said to be transverse to D at
y ∈ S ∩ Y1 if
TyY = TyS ⊕Dy.
The submanifold S is transverse to D if it is transverse to D at every y ∈
S ∩ Y1.
Remark 3.118. Notice that D is integrable, since orbits of the action are its
integral submanifolds. More precisely, since Y1 is G–invariant, if y ∈ Y1,
the orbit G(y) is contained in Y1. The subspace Dy of TyY1 then coincides
with the tangent space to G(y) considered as a submanifold of Y1. From this
viewpoint, the above definition of transversality of S to D does not coincides
with the definition of transversality of S to G(y) ⊂ Y1 for all y ∈ Y1, see
Remark 3.36. Indeed, the condition above is stronger than transversality of
S to G(y) for all y ∈ Y1, since transversality does not require the intersection
to be discrete.
We end this section with an interesting result on continuous actions µ
that have in addition further regularity of µy for some y ∈ Y1. It indirectly
uses stability of transversality and degree theory to obtain an open neighbor-
hood of y by considering the image under the group action of a submanifold
transverse to the orbits at y. As stated in Remark 3.116, such regularity
hypotheses are satisfied in the case of ρ : S1 × H1(S1,M) → H1(S1,M)
with Y1 = H
2(S1,M), since for one such γ ∈ Y1, the map ργ is C1.
Proposition 3.119. Let µ : G × Y → Y be a continuous action of a one–
dimensional Lie group G and suppose there exists y ∈ Y1 such that µy :
G → Y is of class C1. If a submanifold S of Y is such that y ∈ S and
TyY = TyS ⊕Dy, then µ(G× S) is a neighborhood of y ∈ Y .
Proof. Since G is one–dimensional, codimY S = 1. In addition, from the
hypotheses on µ and y ∈ S, it follows that Proposition 3.44 applies, with f
being the action µ, the Banach manifold X being Y , x0 = y ∈ Y , and the
topological space A being G, a0 = e ∈ G the identity. Notice that
f(a0, x0) = µ(e, y) = y = x0
and
Im
∂f
∂x
(a0, x0) = Im
∂µ
∂y
(e, y) = Im dµy(e) = Dy.
Thus, from Proposition 3.44 there exists an open neighborhood U of e in G
such that for all g ∈ U , we have S ∩ Imµg 6= ∅. This means that if g ∈ U ,
then g ∈ µ(G× S), and hence µ(G× S) is a neighborhood of y ∈ Y . 
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Remark 3.120. Proposition 3.119 obviously holds for any finite–dimensional
Lie group G. The hypothesis that dimG = 1 was only used to obtain
codimY S = 1, since S is transverse to the orbits, and then apply Propo-
sition 3.44. Nevertheless, as stated in Remark 3.45, by using a topological
degree argument, this hypothesis may be replaced by codimY S = n < +∞.
Hence, applying this more general version of Proposition 3.44 we obtain the
same result above for any finite–dimensional Lie groups. Nevertheless, the
simpler version of this result given above is already enough for our applica-
tions, that will be concerned with G = S1 and its action on H1(S1,M).
CHAPTER 4
Geodesic variational problems
In this chapter, we are interested in a classic problem of geometric cal-
culus of variations. In general, problems of geometric calculus of variations
are in the interface of nonlinear analysis and differential geometry, studying
variational problems that arise in a geometric context. Let us give a brief
introduction to the subject, inspired mostly by Jost [50].
The oldest and most famous geometric variational problem is the ge-
odesic problem. If (M, gR) is a Riemannian manifold and γ : [0, 1] → M
is a Sobolev H1 curve, we may consider its gR–length and its gR–energy,
respectively given by
(4.1) LR(γ) =
∫ 1
0
√
gR(γ˙, γ˙) dt and ER(γ) =
1
2
∫ 1
0
gR(γ˙, γ˙) dt.
Recall that in Section 3.3, the set H1([0, 1],M) was endowed with a sep-
arable Hilbert manifold structure, see Theorem 3.91. Notice that since
γ ∈ H1([0, 1],M), its tangent field is regarded as γ˙ ∈ ΓL2(γ∗TM), and this
derivative is only almost everywhere defined, see Proposition 2.70. Never-
theless, the integrals above are perfectly well–defined. In fact, Sobolev class
H1 is the minimal regularity assumption needed to have enough analytical
tools to study the above two functionals.
Let us discuss some relations between these functionals and the respec-
tive variational problems. Using the Cauchy–Schwartz inequality for the
L2–inner product, see (2.18), it is easy to conclude that
L2R(γ) ≤ 2ER(γ),
with the equality holding if and only if
(4.2) gR(γ˙, γ˙) = const.
Critical points of ER are gR–geodesics,
1 in the sense of Definition 1.57, see
Proposition 4.11. It is easy to see that a critical point of ER is a critical
point of LR if and only if (4.2) holds, and vice versa. Hence critical points
of these functionals are geometrically the same.
An important observation however, is that critical points of ER are
affinely parameterized curves, while this is not necessarily true for LR. Re-
call that by geodesic we mean an affinely parameterized curve that satisfies
the geodesic equation, see Definition 1.57.
1Notice that there is an implicit regularity result, since the functional ER is defined
for Sobolev H1 curves, and a gR–geodesic is a C
2 curve. In Proposition 4.11, we prove
that if γ ∈ H1([0, 1],M) is a critical point of ER, then γ ∈ C2([0, 1],M). In fact, if gR is
of class Ck, it follows from Corollary 1.59 that γ is of class Ck+1.
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Our goal is to study geodesic variational problems for semi–Riemannian
geodesics, hence the natural (actually compulsory) option is considering the
energy functional instead of the lenght functional. More precisely, we would
to consider the functionals (4.1) replacing gR with a semi–Riemannian metric
g ∈ Metkν(M). Nevertheless, this can only be done in the energy functional,
since the integrand of the length functional is not even well–defined if g is not
positive–definite. Thus, a convenient setting for the g–geodesic variational
problem in our case is to find extrema of the g–energy functional defined on
Sobolev H1 curves on M ,
Eg : H
1([0, 1],M) 3 γ 7−→ 12
∫ 1
0
g(γ˙, γ˙) dt ∈ R.
Moreover, since we will be interested in analyzing the set of metrics for
which the geodesic variational problem has only (strongly) nondegenerate
minimizers, we consider a family of such geodesic variational problems, pa-
rameterized by semi–Riemannian metrics.
The adequate abstract structure for the space of parameters in this case
is that of a Banach manifold. Consider AgA,ν as in Proposition 3.71. Re-
call that this is an open subset of an affine Banach space formed by semi–
Riemannian metrics of index ν that are asymptotically equal to an auxiliary
metric gA at infinity, see Section 3.2. We may then define the objects of this
parameterized family of geodesic variational problems as follows. Consider
the generalized energy functional
E : AgA,ν ×H1([0, 1],M) 3 (g, γ) 7−→ Eg(γ) = 12
∫ 1
0
g(γ˙, γ˙) dt ∈ R.
The first variable of this functional should be thought of as a parameter
g ∈ AgA,ν , while the second variable γ ∈ H1([0, 1],M) is the real variable of
which we are interested in finding extrema. In this sense, we will frequently
use the notation Eg : H
1([0, 1],M)→ R for the restricted functional E(g, · ).
We will later give a formal definition of this functional and study its regu-
larity, see Definition 4.8 and Proposition 4.10.
Let us briefly remark that the g–geodesic variational problem is part of a
wide class of variational problems in classical mechanics, namely Hamilton-
ian variational problems. In this sense, one can regard geodesics as Hamil-
tonian flows, since these are solutions of the associated Hamilton-Jacobi
equation. In fact, consider the geodesic Hamiltonian on M defined by
Hg : TM
∗ −→ R
(x, p) 7−→ 12g(x)−1(p, p).
Since g is a semi–Riemannian metric on M , at each x ∈M we may use (2.2)
to consider g(x) : TxM → TxM∗, and its inverse g(x)−1 : TxM∗ → TxM .
Thus g(x)−1 gives an inner product in the dual space TxM∗, which is used
to give the correct formulation of the geodesic Hamiltonian as above. Notice
that this is the well–known kinetic Hamiltonian for a particle with unitary
mass, where p represents its momentum.
The Hamilton–Jacobi equation for Hg coincides with the geodesic equa-
tion (1.22) mentioned in Remark 1.58. By using this approach, it is possible
to intepret geodesics as the trajectories described by particles that are not
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experiencing any forces. Compare these concepts for instance in Rm en-
dowed with the Euclidean metric. On the one hand, geodesics in Euclidean
space are straight lines. On the other hand, Newton’s First Law asserts that
a particle moving in a straight line will continue to move in a straight line
if it experiences no external forces. The reason for the straight motion of
this particle in Rm is conservation of momentum, which in the presence of
curvature is described in terms of the metric g.
In this sense, the geodesic flow of a metric g ∈ Metkν(M) is a Hamiltonian
flow, see Definition 1.66. There are several important properties of this
particular flow that distinguishes it from general Hamiltonian flows. For
instance, consider the geodesic flow’s energy levels
(4.3) H−1g (ζ) = {(x, p) ∈ TM∗ : Hg(x, p) = ζ}.
These form a partition of the cotangent bundle TM∗, which is well–behaved
in several ways. Some of its properties are no longer valid for more gen-
eral Hamiltonian flows, and this causes genericity results of nondegeneracy
similar to the ones proved in this text to fail for more general classes of
Hamiltonian flows, see Chapter 8. Several important Hamiltonian aspects
of the geodesic flow are well studied in the literature, regarding dynamical
concepts for instance as being Anosov, or having positive topological entropy.
Great contributions in this area were given by several authors, from which
we highlight Contreras-Barandiara´n, Man˜e´ and Paternain. For a thorough
study of the geodesic flow from this viewpoint we refer to Paternain [80].
4.1. GECs
As discussed above, Sobolev H1 is a convenient regularity to develop the
basic arguments of calculus of variations in the case of the geodesic varia-
tional problem. However, if the domain of the g–energy functional was the
entire H1([0, 1],M), extrema would trivially be constant curves. Thus we
must require further endpoints conditions on curves, which corresponds to
restricting the g–energy functional to submanifolds of H1([0, 1],M). The
main goal of this section is to establish the most general setting for end-
points condition on curves γ ∈ H1([0, 1],M), analyze the structure of the
correspondent submanifolds and discuss a few examples.
Let us start with a simple example in which curves have fixed endpoints.
Definition 4.1. A fixed endpoints condition on M is a fixed pair of points
(p, q) ∈M ×M . The correspondent restraint on a curve γ ∈ H1([0, 1],M) is
γ(0) = p and γ(1) = q, see Figure 4.1. In this context, the domain of curves
that satisfy such endpoints condition is
(4.4) Ωp,q(M) = {γ ∈ H1([0, 1],M) : γ(0) = p, γ(1) = q}.
Lemma 4.2. The subset Ωp,q(M) is a (smooth) separable submanifold of
H1([0, 1],M), whose tangent space at γ is given by
(4.5) TγΩp,q(M) = {v ∈ ΓH1(γ∗TM) : v(0) = 0, v(1) = 0}.
Proof. Consider the endpoints map (3.39),
ev01 = (ev0, ev1) : H
1([0, 1],M) −→ M ×M
γ 7−→ (γ(0), γ(1)).
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p
q
M
Figure 4.1. Some curves γ ∈ Ωp,q(M).
From Proposition 3.98, this is a smooth submersion. In particular, (p, q) ∈
M × M is a regular value, see Definitions 3.10 and 3.16. From Proposi-
tion 3.32 and Remark 3.33, it follows that Ωp,q(M) is a (smooth) Hilbert
submanifold of H1([0, 1],M).
It also follows from Proposition 3.32 that the tangent space to Ωp,q(M)
at γ is given by the complemented subspace ker d(ev01)(γ). Moreover, from
Remarks 3.31 and 3.97, TγΩp,q(M) is a Hilbert subspace of Γ
H1(γ∗TM).
From (3.40) it is clear that v ∈ ker d(ev01)(γ) if and only if v(0) = 0 and
v(1) = 0. Therefore formula (4.5) holds.
Finally, regarding separability of Ωp,q(M), Corollary 3.93 guarantees
that H1([0, 1],M) is separable. Since these are metric spaces (see Re-
marks 3.47 and 3.48 and Proposition 3.101), separability is equivalent to
second–countability, which is a hereditary property. Therefore, the sub-
manifold Ωp,q(M) is separable. 
Corollary 4.3. The Hilbert manifold of curves Ωp,q(M) can be endowed
with the Riemannian metric
(4.6) 〈v, w〉 =
∫ 1
0
gR(D
Rv,DRw) dt, v, w ∈ TγΩp,q(M)
where DR : ΓH
1
(γ∗TM)→ ΓL2(γ∗TM) is the covariant derivative operator
along γ induced by the fixed Riemannian metric gR.
Proof. This is an immediate consequence of Lemma 4.2, Proposition 3.101
and Remark 3.48. Notice that from Proposition 3.101, the Riemannian
metric on Ωp,q(M) is given by the restriction of (3.41) to TγΩp,q(M). Hence,
this restricted metric is given by formula (4.6), once the term gR(v(0), w(0))
obviously vanishes since for all v ∈ TγΩp,q(M), from (4.5), v(0) = 0 and
v(1) = 0. 
The above results guarantee that Ωp,q(M) is a sufficiently regular domain
for developing calculus of variations. Thus, it would be possible to continue
and study extrema of the functional Eg : Ωp,q(M) → R, which are be
geodesics joining p and q. Nevertheless, we would like to consider more
general endpoints conditions.
Several attempts to generalize this fixed endpoints condition are possi-
ble, for instance instead of fixing two points p, q ∈M , fix two submanifolds
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P,Q ⊂ M , and allow γ(0) ∈ P and γ(1) ∈ Q, as in Figure 4.2. To our
knowledge, the most comprehensive generalization is considering a subman-
ifold P ⊂ M ×M . The correspondent endpoints condition for curves γ is
given by (γ(0), γ(1)) ∈ P. This makes arbitrary choices of endpoints condi-
tions possible.
P
Q
M
Figure 4.2. Some curves joining the submanifolds P and Q.
Definition 4.4. A general endpoints condition on M (or simply GEC) is a
submanifold P ⊂M ×M .
The subset of curves that satisfy a GEC P will be denoted
(4.7) ΩP(M) = {γ ∈ H1([0, 1],M) : (γ(0), γ(1)) ∈ P}.
We now develop a result totally analogous to Lemma 4.2 and Corollary 4.3,
replacing (4.4) with (4.7). The proof of this result will be given in more
details then Lemma 4.2, and is obviously an extension of such result to
GECs.
Proposition 4.5. The subset ΩP(M) is a separable Hilbert submanifold of
H1([0, 1],M). Moreover, the tangent space to ΩP(M) at γ is given by
(4.8) TγΩP(M) = {v ∈ ΓH1(γ∗TM) : (v(0), v(1)) ∈ T(γ(0),γ(1))P},
see Figure 4.3, and can be endowed with the inner product induced from
(3.41),
(4.9) 〈v, w〉 = gR(v(0), w(0)) +
∫ 1
0
gR(D
Rv,DRw) dt.
Proof. Consider again the endpoints map (3.39),
ev01 = (ev0, ev1) : H
1([0, 1],M) −→ M ×M
γ 7−→ (γ(0), γ(1)).
From Proposition 3.98, this is a smooth submersion. In particular, ev01
is transverse to P, see Remark 3.35 and Definition 3.34. From Proposi-
tion 3.37,
ΩP(M) = ev−101 (P)
is a (smooth) submanifold of H1([0, 1],M).
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It also follows from Proposition 3.37 that the tangent space to ΩP(M)
at γ is the Hilbertable subspace of TγH
1([0, 1],M) given by
(4.10) TγΩP(M) = d(ev01)(γ)−1
[
T(γ(0),γ(1))P
]
.
Moreover, from Remarks 3.31 and 3.97, TγΩP(M) is a Hilbert subspace of
ΓH
1
(γ∗TM), and formula (4.8) is an immediate consequence of (3.40) and
(4.10).
Regarding separability of ΩP(M), Corollary 3.93 guarantees that the
ambient manifold H1([0, 1],M) is separable. Since these are metrizable
spaces (see Remarks 3.47 and 3.48 and Proposition 3.101), separability is
equivalent to second–countability, which is a hereditary property. Therefore,
the submanifold ΩP(M) is separable.
Finally, the Riemannian metric (3.41) on H1([0, 1],M) that was de-
scribed in Proposition 3.101 can be restricted to ΩP(M), see Remarks 3.48
and 3.83, resulting in formula (4.9) at each γ ∈ ΩP(M), and this concludes
the proof. 
P
Q
M
γ
v
Figure 4.3. A vector v ∈ TγΩP(M) represented as a vector
field along γ.
Example 4.6. The fixed endpoints condition P = {p}×{q} is a GEC. Notice
that setting P = {p}×{q}, Proposition 4.5 coincides with Lemma 4.2. This
fixed endoints condition is illustrated in Figure 4.1. In particular, (4.8)
coincides with (4.5) for such P. In other words, as expected, the tangent
space TγΩP(M) is formed by Sobolev class H1 sections v of γ∗TM such that
v(0) = 0 and v(1) = 0, as described in Lemma 4.2 by formula (4.5).
P
q
M
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Another interesting example of GEC is P = P ×Q, where P and Q are
submanifolds of M , as illustrated in Figure 4.2. The curves γ ∈ ΩP(M)
satisfy γ(0) ∈ P and γ(1) ∈ Q, and the condition on the sections v of γ∗TM
that form the tangent space to ΩP(M) at γ is, as expected, v(0) ∈ Tγ(0)P
and v(1) ∈ Tγ(1)Q. This follows at once from Proposition 4.5 by formula
(4.8). Notice also that we could also consider P = P × {q}, replacing the
submanifold Q with a point Q = {q}, as illustrated above. Analogous results
on the endpoints conditions for curves and tangent spaces are easily verified.
As a last example of GEC, consider the case of periodic curves on M ,
given by the diagonal2
∆ = {(p, p) : p ∈M}
Curves γ ∈ Ω∆(M) satisfy γ(0) = γ(1), and the condition on the sections v
of γ∗TM that form the tangent space to Ω∆(M) at γ is v(0) = v(1). Recall
that we had already proved that Ω∆(M) is a submanifold, and identified it
with H1(S1,M), see Corollary 3.99.
Remark 4.7. Note that the transpose of a GEC P, defined by
(4.11) Pt = {(p, q) ∈M ×M : (q, p) ∈ P},
is also a GEC, and the manifolds ΩP(M) and ΩPt(M) can be canonically
identified using the diffeomorphism given by backwards reparametrization of
curves, see Figure 4.4. Hence solutions of the geodesic variational problems
with endpoints conditions P and Pt are also obviously identified. Due to
such symmetry, every result stated for some GEC P is also automatically
valid for its transpose Pt.
P Pt
Figure 4.4. Curves satisfying a GEC P and its transpose Pt.
4.2. Generalized energy functional
In this section, we study a generalized energy functional for the geodesic
variational problem under general endpoints conditions. This energy func-
tional has a parameter g, which is the metric used to compute the energy of
Sobolev H1 curves on M that satisfy a GEC.
Definition 4.8. Consider E a separable Ck Whitney type Banach space of
sections of E = TM∗ ∨ TM∗ that tend to zero at infinity, gA ∈ Metkν(M) a
metric that satisfies (3.24) and AgA,ν = (gA +E) ∩Metkν(M). Furthermore,
2Here ∆ ⊂ M ×M is the diagonal of the product manifold M ×M , however in the
sequel we will be somewhat sloppy about the use of the symbol ∆. It will denote the
diagonal not only of M ×M , but also of any product space, for instance ∆’s own tangent
space, which is the diagonal ∆ ⊂ TxM ⊕TxM . There is no ambiguity, since it will always
be clear from the context which diagonal is being considered.
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let P be a GEC on M and consider the separable Hilbert manifold ΩP(M).
The generalized energy functional for M is defined by
(4.12) E : AgA,ν × ΩP(M) 3 (g, γ) 7−→ Eg(γ) = 12
∫ 1
0
g(γ˙, γ˙) dt ∈ R.
Remark 4.9. From Propositions 3.71 and 4.5, the domain AgA,ν,P ×ΩP(M)
is an open subset of the product (gA + E)× ΩP(M).
Proposition 4.10. The generalized energy functional E given by (4.12) is
of class Ck. More precisely, it is smooth with respect to the first variable
g ∈ AgA,ν and Ck with respect to the second variable3 γ ∈ ΩP(M).
Proof. There are essentially two ways of proving the desired regularity of
(4.12). We will briefly comment on the first approach and then sketch parts
of the proof using the second approach.
The first idea is to use the local charts of AgA,ν × ΩP(M) given by
T × H [ϕ] : AgA,ν × (H [U ] ∩ ΩP(M)) −→ E×H1([0, 1],Rm),
where T : Γkb (E)→ Γkb (E) is the translation of −gA, a global chart for AgA,ν
that maps gA +E to E and H [ϕ] is a submanifold chart of ΩP(M). Repre-
senting E in such charts, one obtains a (fairly complicated) local expression
for E defined in an open subset of the product E×H1([0, 1],Rm).
Determining the regularity of E is now reduced to determining the reg-
ularity of a map defined in an open subset of a Banach space, in the sense
of Definitions 2.53 and 2.57. Such verification involves several preliminary
lemmas to guarantee the adequate regularity of auxiliary maps such as left
composition with certain vector bundle morphisms. Given the high techni-
cality of the involved computations, we will not follow this approach. The
interested reader may find the basic tools necessary in Palais [75] for the case
in which M is compact, and in Piccione and Tausk [84] for the noncompact
case.
A second approach is the following. Denote X = gA + E, Y = ΩP(M)
and U = AgA,ν × ΩP(M), which is clearly an open subset of the product
X ×Y . The functional E : U → R is linear in the first variable. This means
that for each fixed γ0,
(4.13) E( · , γ0) : AgA,ν −→ R
is linear, hence smooth. In addition, standard arguments prove that for each
fixed g0,
(4.14) Eg0 = E(g0, · ) : ΩP(M) −→ R
3This Ck regularity clearly comes from the regularity Ck chosen for the metrics g ∈
AgA,ν . For our applications to be possible, we will henceforth implicitly suppose k ≥ 3.
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is of class Ck, see for instance [51, 82]. Moreover, the derivatives of (4.13)
and (4.14) at any (g0, γ0) ∈ U , i.e., the partial derivatives of E, are respec-
tively4
∂E
∂g
(g0, γ0)h =
1
2
∫ 1
0
h(γ˙0, γ˙0) dt, h ∈ E(4.15)
∂E
∂γ
(g0, γ0)v =
∫ 1
0
g0(γ˙0,D
g0v) dt, v ∈ TγΩP(M).(4.16)
These clearly induce continuous maps
∂E
∂g
: U −→ X∗ and ∂E
∂γ
: U −→ Y ∗.
Therefore
dE : U 3 (g, γ) 7−→
(
∂E
∂g
(g, γ),
∂E
∂γ
(g, γ)
)
∈ X∗ × Y ∗
is also continuous, and hence E is of class C1.
In order to prove that E is of class Ck, the same standard argument
above applies. Namely, if each partial derivative of order r exists and is
continuous as a map of two variables, g and γ,5 then E is of class Cr. Being
E linear on the first variable g, it suffices to prove the above statement for
derivatives with respect to γ.
Observe that the first derivative ∂E∂γ (g0, γ0) computed above involves
the covariant derivative Dg0 induced by the Levi–Civita connection ∇g0
of g0, hence the Christoffel tensors of g0, which are computed in terms
of the first derivatives of the metric coefficients, see (1.13). The second
derivative ∂
2E
∂γ2
(g0, γ0) involves the curvature tensor R
g0 of ∇g0 , i.e., the
second derivative of g, see (1.24) and (1.12). Higher order derivatives of E
with respect to γ at (g0, γ0) are computed in terms of higher order covariant
derivatives of Rg0 .
Using this standard setting, the reader may verify that E is indeed
Ck, having the same regularity as the metric tensors in the translated Ck
Whitney type Banach space E. 
Henceforth, assume the domain of the generalized energy functional
(4.12) to be the open subset
(4.17) U = AgA,ν × ΩP(M),
i.e., fix the auxiliary parameters gA and ν and a general endpoints condition
P for the geodesic variational problem. Let us now study its extrema, which
are the critical points of E(g, · ) = Eg : ΩP(M) → R, that will be obtained
by a classic first variation argument. For this, we need g to induce a metric
4Formula (4.16) will be later justified, see (4.20).
5Notice that each first partial derivative is clearly continuous as a function of the
respective variable. However, to infer continuity of dE it is necessary to verify continuity
with respect to both variables. In the above case, this is a simple calculation, however
the verification of continuity of higher order derivatives may imply greater computation
efforts.
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on P. It will be later evident6 that a convenient choice is to consider the
metric
(4.18) g = g ⊕ (−g)
on the product M×M and then its restriction to P. Clearly, there are topo-
logical obstructions on P for this to be possible. This problem will be dealt
with later, by reducing7 the domain AgA,ν of parameters to an open subset
of metrics g where P is nondegenerate with respect to g, see Proposition 7.5.
For now, we ignore this problem by considering only parameters that are
metrics g ∈ AgA,ν such that g does not degenerate on P. In this way, notions
as g–orthogonality involving tangent vectors to P are legitimate.
Proposition 4.11. A point (g0, γ0) ∈ U satisfies ∂E∂γ (g0, γ0) = 0 if and only
if γ0 ∈ ΩP(M) is a g0–geodesic (in particular, of class C2) and
(4.19) (γ˙0(0), γ˙0(1)) ∈ T(γ0(0),γ0(1))P⊥,
where ⊥ denotes orthogonality with respect to g0.
Proof. Suppose first γ0 ∈ ΩP(M) is a g0–geodesic satisfying (4.19), in par-
ticular γ0 ∈ C2([a, b],M) and consider a C2 variation
(−ε, ε)× [0, 1] 3 (s, t) 7−→ γs(t) ∈M
with γs = γ0 for s = 0 and (γs(0), γs(1)) ∈ P for all s. We will denote
γ˙s(t0) ∈ Tγs(t0)M the derivative ∂∂tγs(t)
∣∣
t=t0
. The infinitesimal variation v
associated induces a vector field v ∈ Γ1(γ∗TM) given by
v(t) =
∂
∂s
γs(t)
∣∣∣
s=0
.
Thus, since from Proposition 4.10 the functional E is of class Ck, we may
compute
∂E
∂γ
(g0, γ0)v =
∂
∂s
E(g0, γs)
∣∣∣
s=0
= 12
∫ 1
0
∂
∂s
g0 (γ˙s, γ˙s)
∣∣∣
s=0
dt
=
∫ 1
0
g0 (γ˙0,D
g0v) dt.
(4.20)
Notice that the above formula a priori does not hold for any Sobolev H1
class variation v ∈ Tγ0ΩP(M), but only for v ∈ Γ1(γ∗0TM).
Nevertheless, using again that E is of class Ck, its derivative
∂E
∂γ
(g0, γ0) : Tγ0ΩP(M) −→ R
is continuous. From Corollary 3.81, Γ1(γ∗0TM) is dense in Γ
H1(γ∗0TM)
hence in Tγ0ΩP(M). Thus, the continuous map
∂E
∂γ (g0, γ0) coincides in a
6See Remark 4.26.
7Actually, further topological assumptions on P will be necessary, such as
compactness.
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dense subset with (4.20), which is also continuous. It follows that for all
v ∈ Tγ0ΩP(M),
(4.21)
∂E
∂γ
(g0, γ0)v =
∫ 1
0
g0 (γ˙0,D
g0v) dt.
Notice that even if v is only of Sobolev class H1, the above integral is well–
defined, since Dg0v ∈ ΓL2(γ∗0TM), see Remark 3.83. Using (4.21) and the
g0–geodesic equation, we may compute for all v ∈ Tγ0M ,
∂E
∂γ
(g0, γ0)v
(4.21)
=
∫ 1
0
g0(γ˙0,D
g0v) dt
= −
∫ 1
0
g0(D
g0 γ˙0, v) dt+ g0(γ˙0, v)
∣∣∣1
0
= g0(γ˙0(1), v(1))− g0(γ˙0(0), v(0))
= g0
(
(γ˙0(0), γ˙0(1)), (v(0), v(1))
)
(4.19)
= 0.
(4.22)
Thus, ∂E∂γ (g0, γ0) = 0, i.e., γ0 is a critical point of Eg0 : ΩP(M)→ R.
Conversely, suppose (g0, γ0) ∈ U satisfies ∂E∂γ (g0, γ0) = 0. Before any
computations, we first have to ensure that γ0 is sufficiently regular. Con-
sider8 {ei(t)}mi=1 a g0–parallel orthonormal frame of γ∗0TM , in other words,
a g0–orthonormal frame
9 formed by vectors ei ∈ ΓH1(γ∗0TM) along γ0 that
are g0–parallel.
10 Let v ∈ Tγ0H1([0, 1],M), and decompose it with respect
to this frame,
v(t) =
m∑
i=1
λi(t)ei(t), t ∈ [0, 1],
where λi : [0, 1] → R. Since ∂E∂γ (g0, γ0)v = 0 for all v ∈ Tγ0H1([0, 1],M), in
particular this holds for v’s such that for all 1 ≤ i ≤ m, λi ∈ C∞c ( ]0, 1[,R),
for these v’s are clearly in H1([0, 1],R).
Denote λ = (λi)
m
i=1 ∈ C∞c ( ]0, 1[,Rm) and notice that, since the frame is
parallel,
Dg0v(t) =
m∑
i=1
λ′i(t)ei(t), t ∈ ]0, 1[,
and λ′ = (λ′i)
m
i=1 ∈ C∞c ( ]0, 1[,Rm). In addition, consider for all 1 ≤ i ≤ m,
αi(t) = g0(γ˙0(t), ei(t)), t ∈ [0, 1],
and α = (αi)
m
i=1 ∈ L2([0, 1],Rm).
To have an expression of the form (4.21), notice that the same density
argument works, considering also γ as a variable. More precisely, consider
8Existence of such frame with weak regularity (Sobolev class H1) is not evident,
however follows from standard techniques of ODEs.
9Recall Definition 1.39.
10From Definition 1.63, a vector field v along γ0 is g0–parallel if it satisfies D
g0v = 0.
Notice however that in this context, this ODE is supposed to hold almost everywhere,
since the considered vector fields are not Ck, but only Sobolev H1.
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the maps
TΩP(M) 3 (γ, v) 7−→ ∂E
∂γ
(g0, γ)v ∈ R
TΩP(M) 3 (γ, v) 7−→
∫ 1
0
g0(γ˙,D
g0v) dt ∈ R.
Both are continuous and coincide in the dense subset formed by pairs (γ, v),
where γ ∈ C2([0, 1],M) ∩ ΩP(M) and v ∈ Γ1(γ∗TM). Thus, the above
maps coincides in the entire TΩP(M).
Therefore, we may compute
∂E
∂γ
(g0, γ0)v =
∫ 1
0
g0(γ˙0,D
g0v) dt
=
∫ 1
0
m∑
i=1
g0(γ˙0, λ
′
iei) dt
=
∫ 1
0
m∑
i=1
λ′ig0(γ˙0, ei) dt
=
∫ 1
0
m∑
i=1
αiλ
′
i dt
=
∫ 1
0
〈α, λ′〉 dt.
Since γ0 is a critical point of Eg0 , the above expression vanishes for all v,
hence for all λ ∈ C∞c ( ]0, 1[,Rm). From Lemma 2.94, it follows that α is
constant almost everywhere. This means that there exists a = (ai)
m
i=1 ∈ Rm
such that
αi = g0(γ˙0(t), ei(t)) = ai
for almost every t ∈ [0, 1]. Let δi = g0(ei, ei) = ±1. Then,
(4.23) γ˙0(t) =
m∑
i=1
δiaiei(t),
for almost every t ∈ [0, 1]. Notice that the right–hand side of (4.23) is
continuous and, since γ0 is of Sobolev class H
1, it is absolutely continuous.
From Corollary 2.93, it follows that γ0 is of class C
1 and the above equality
holds for every t ∈ [0, 1]. Thus, the frame {ei(t)}mi=1 is a g0–parallel frame
along a C1 curve, hence also of class C1. Therefore, it follows again from
(4.23) that γ˙0 is of class C
1, hence γ0 is of class C
2. This gives the necessary
regularity to proceed. Moreover, (4.23) implies that the tangent field γ˙0 is
g0–parallel, hence
(4.24) Dg0 γ˙0 = 0
i.e., γ0 is a g0–geodesic.
Finally, since γ0 is of class C
2, the same integration by parts to obtain
expression (4.22) holds in this case. More precisely, we may compute
∂E
∂γ
(g0, γ0)v
(4.21)
=
∫ 1
0
g0(γ˙0,D
g0v) dt
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= −
∫ 1
0
g0(D
g0 γ˙0, v) dt+ g0(γ˙0, v)
∣∣∣∣1
0
(4.24)
= g0(γ˙0(1), v(1))− g0(γ˙0(0), v(0))
= −g0
(
(γ˙0(0), γ˙0(1)), (v(0), v(1))
)
.
Since the above expression vanishes for all v’s, it follows that γ0 must also
satisfy (4.19), concluding the proof. 
Definition 4.12. A curve γ ∈ ΩP(M) is called a (g,P)–geodesic if
∂E
∂γ
(g, γ) = 0,
i.e., if γ is a critical point of Eg : ΩP(M)→ R. From Proposition 4.11, this
is equivalent to γ being a g–geodesic that satisfies
(γ˙(0), γ˙(1)) ∈ T(γ(0),γ(1))P⊥,
where ⊥ denotes orthogonality relatively to g.
Remark 4.13. From Corollary 1.59, since g ∈ Metkν(M), if γ is a g–geodesic
then γ is of class Ck+1. In particular, (g,P)–geodesics are Ck+1.
Example 4.14. Consider the GECs given in Example 4.6. If P = {p}×{q},
(g,P)–geodesics are g–geodesics joining p and q. Since the tangent space to
P is trivial, condition (4.19) is also trivial. In case P and Q are submanifolds
of M and P = P × Q, the (g,P)–geodesics are g–geodesics g–orthogonal
to P and Q at its endpoints. This follows at once since T(γ(0),γ(1))P =
Tγ(0)P ⊕ Tγ(1)Q.
Finally, let us examine the special case P = ∆. The tangent space
to ∆ at (x, x) ∈ ∆ is the diagonal ∆ ⊂ TxM ⊕ TxM . Thus, for every
metric g ∈ AgA,ν , the product metric g = g ⊕ (−g) is identically null at ∆,
and hence g–orthogonality at such points is meaningless. Nevertheless, the
computations above imply that γ ∈ ΩP(M) is a (g,P)–geodesic if and only
if it is a periodic g–geodesic, see Example 1.62. Recall that this means not
only γ(0) = γ(1), but also γ˙(0) = γ˙(1). Identifying Ω∆(M) and H
1(S1,M),
this simply means that the Sobolev H1 curve γ : S1 →M is of class C2 and
satisfies the g–geodesic equation.
4.3. Generalized index form
In order to describe degeneracy of (g,P)–geodesics, we need to analyze
the second variation of Eg : ΩP(M) → R at its critical points, which is
given by the index form of this generalized energy functional (4.12). More
precisely, we are interested in obtaining an explicit formula for the second
derivative
∂2E
∂γ2
(g0, γ0) : Tγ0ΩP(M)× Tγ0ΩP(M) −→ R
at points (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0, and determining its Fred-
holmness. In addition, we will also obtain an explicit formula at such points
(g0, γ0) ∈ U for the mixed derivative
∂2E
∂g∂γ
(g0, γ0) : E⊕ Tγ0ΩP(M) −→ R.
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Proposition 4.15. Fix (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0. The index
form of E at (g0, γ0) is given by
(4.25)
∂2E
∂γ2
(g0, γ0)(v, w) =
∫ 1
0
g0(D
g0v,Dg0w)− g0(Rg0(γ˙0, v)w, γ˙0) dt
− SP(γ˙0(0),γ˙0(1))
(
(v(0), v(1)), (w(0), w(1))
)
,
for all v, w ∈ TγΩP(M), where SPη is the second fundamental form of P with
normal η ∈ TP⊥, with respect to the ambient metric g0.
Proof. From Proposition 4.11, γ0 : [0, 1] → M is a g0–geodesic. Using
Corollary 1.59, it follows that γ0 is automatically of class C
k+1, in particular
C3, see Remark 4.13. This allows us to use, for instance, C3 variations of γ
and some integration by parts among other analytical tools.
Formula (4.25) above is obtained through a standard argument, using
variations of γ0 by other curves in M that satisfy the same GEC. Namely,
consider a C3 variation
(−ε, ε)× [0, 1] 3 (s, t) 7−→ γs(t) ∈M
with γs = γ0 for s = 0 and (γs(0), γs(1)) ∈ P. We will denote γ˙s(t0) ∈
Tγs(t0)M the derivative
∂
∂tγs(t)
∣∣
t=t0
. The infinitesimal variation v associated
induces a vector field v ∈ Γ2(γ∗TM) given by
v(t) =
∂
∂s
γs(t)
∣∣∣∣
s=0
.
From Proposition 4.10, the functional E is of class Ck and hence we may
compute as in (4.20),
∂E
∂γ
(g0, γ0)v =
∂
∂s
E(g0, γs)
∣∣∣
s=0
=
∫ 1
0
g0
(
D
∂s
γ˙s, γ˙0
)
dt.
Deriving again and applying integration by parts, it follows that
∂2E
∂γ2
(g0, γ0)(v, v) =
∂2
∂s2
E(g0, γs)
∣∣∣
s=0
=
∫ 1
0
g0
(
D
∂s
γ˙s,
D
∂s
γ˙s
)
+ g0
(
D
∂s
D
∂s
γ˙s, γ˙0
)
dt
=
∫ 1
0
g0 (D
g0v,Dg0v) + g0
(
D
∂s
D
∂t
v, γ˙0
)
dt
=
∫ 1
0
g0 (D
g0v,Dg0v) + g0(R
g0(v, γ˙0)v, γ˙0)
+g0
(
D
∂t
D
∂s
∂
∂s
γs, γ˙0
)
dt
=
∫ 1
0
g0 (D
g0v,Dg0v)− g0(Rg0(γ˙0, v)v, γ˙0) dt
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+ g0
(
D
∂s
∂
∂s
γs, γ˙0
)∣∣∣∣1
0
=
∫ 1
0
g0 (D
g0v,Dg0v)− g0(Rg0(γ˙0, v)v, γ˙0) dt
+g0
(
∇g0v(1)v(1), γ˙0(1)
)
− g0
(
∇g0v(0)v(0), γ˙0(0)
)
=
∫ 1
0
g0 (D
g0v,Dg0v)− g0(Rg0(γ˙0, v)v, γ˙0) dt
−g0
(
∇g0(v(0),v(1))(v(0), v(1)), (γ˙0(0), γ˙0(1)
)
=
∫ 1
0
g0 (D
g0v,Dg0v)− g0(Rg0(γ˙0, v)v, γ˙0) dt
−SP(γ˙0(0),γ˙0(1))
(
(v(0), v(1)), (v(0), v(1))
)
.
By applying standard polarization arguments11 to the last expression, since
it is bilinear and symmetric, we obtain (4.25),
∂2E
∂γ2
(g0, γ0)(v, w) =
∫ 1
0
g0(D
g0v,Dg0w)− g0(Rg0(γ˙0, v)w, γ˙0) dt
− SP(γ˙0(0),γ˙0(1))
(
(v(0), v(1)), (w(0), w(1))
)
.
Notice that the above formula a priori does not hold for any vectors v, w ∈
Tγ0ΩP(M), but only for v, w ∈ Γ2(γ∗0TM).
Nevertheless, from Proposition 4.10, the functional E is of class Ck.
Thus, its derivative
∂2E
∂γ2
(g0, γ0) : Tγ0ΩP(M)× Tγ0ΩP(M) −→ R
is a symmetric continuous bilinear form. From Corollary 3.81, Γ2(γ∗0TM)
is dense in ΓH
1
(γ∗0TM) hence in Tγ0ΩP(M). Thus, the continuous bilinear
form ∂
2E
∂γ2
(g0, γ0) coincides in a dense subset with the above formula, which is
also continuous. It follows that for all v, w ∈ Tγ0ΩP(M) the formula (4.25)
holds,12 concluding the proof. 
Proposition 4.16. Fix (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0. The index
form (4.25), represented using (2.2) as
(4.26)
∂2E
∂γ2
(g0, γ0) : Tγ0ΩP(M) −→ Tγ0ΩP(M)∗ ∼= Tγ0ΩP(M)
is a self–adjoint Fredholm operator of this Hilbert space.
Proof. Recall that from Proposition 4.11, γ0 : [0, 1] → M is a g0–geodesic,
in particular of class C2. Self–adjointness of (4.26) is evident since it repre-
sents13 a symmetric bilinear form of this Hilbert space.
11Recall (2.11) in Lemma 2.37.
12Notice that even if v, w are only of Sobolev class H1, the integral in (4.25) is well–
defined, since Dg0v ∈ ΓL2(γ∗0TM), see Remark 3.83.
13See Definition 2.30.
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For each t ∈ [0, 1], denote by At ∈ GL(Tγ0(t)M) the gR–symmetric au-
tomorphism that represents g0 in terms of the fixed Riemannian metric gR,
that is, such that g0 = gR(At·, ·). Then the map
Φ : Tγ0ΩP(M) −→ Tγ0ΩP(M)(4.27)
v 7−→ v˜
where v˜(t) = Atv(t), is an isomorphism. We now prove that (4.26) is a
compact perturbation of the isomorphism Φ. From Proposition 2.48, it will
then follow that it is a Fredholm operator. Recall that the inner product
〈·, ·〉 in TγΩP(M) is given by (4.9), hence
〈Φv, w〉 = gR(A0v(0), w(0)) +
∫ 1
0
gR(D
RΦv,DRw) dt
= gR(A0v(0), w(0)) +
∫ 1
0
gR(A
′v,DRw) + gR(ADRv,DRw) dt,
where A′ is the covariant derivative14 of A. Denote by ΓR = Dg0 −DR the
Christoffel tensor of ∇g0 relatively to ∇R, see Definition 1.34. The difference
D : ΓH
1
(γ∗0TM)× ΓH
1
(γ∗0TM) −→ R
(v, w) 7−→ ∂
2E
∂γ2
(g0, γ0)(v, w)− 〈Φv, w〉
is clearly a continuous bilinear symmetric form, that can be now computed
as follows.
D(v, w) =
∫ 1
0
g0(D
g0v,Dg0w)− g0(Rg0(γ˙0, v)w, γ˙0) dt
− SP(γ˙0(0),γ˙0(1))
(
(v(0), v(1)), (w(0), w(1))
)
− gR(A0v(0), w(0))
−
∫ 1
0
gR(A
′v,DRw) + gR(ADRv,DRw) dt
=
∫ 1
0
[
g0(D
g0v,Dg0w)− gR(A′v,DRw)− gR(ADRv,DRw)
− g0(Rg0(γ˙0, v)w, γ˙0)
]
dt
− gR(A0v(0), w(0))− SP(γ˙0(0),γ˙0(1))
(
(v(0), v(1)), (w(0), w(1))
)
=
∫ 1
0
[
− gR(A′v,DRw) + gR(ADRv,ΓRw) + gR(AΓRv,DRw)
+ gR(AΓ
Rv,ΓRw) + gR(AR
g0(γ˙0, v)γ˙0, w)
]
dt
− gR(A0v(0), w(0))− SP(γ˙0(0),γ˙0(1))
(
(v(0), v(1)), (w(0), w(1))
)
.
14A can be thought as a Ck section of γ∗0 (TM
∗ ∨ TM), see Example 1.24. From
Theorem 1.53, ∇R canonically induces a connection on TM∗ ∨ TM∗. Furthermore, Defi-
nition 1.31 guarantees the existence of a pull–back connection on γ∗0 (TM
∗ ∨ TM), which
is used to compute A′.
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We now briefly explain why the above bilinear form D is represented by a
compact operator
TD : Tγ0ΩP(M) −→
[
Tγ0ΩP(M)
]∗ ∼= Tγ0ΩP(M).
Notice that each term of the above integral is a continuous bilinear form in
Tγ0ΩP(M) that does not contain more than one derivative of its arguments.
More precisely, each of these bilinear forms can be written as the composi-
tion of the continuous covariant derivative operator15 DR : ΓH
1
(γ∗0TM) →
ΓL
2
(γ∗0TM) and other Γ
L2(γ∗0TM)–continuous operators, such as ΓR and
A for instance. Each gR–product of a couple of such composite operators
along γ∗0TM is hence in L1([0, 1],R), and its integral is therefore continu-
ous. All the other integrand terms without covariant derivatives are also
clearly ΓH
1
(γ∗0TM)–continuous, since they are gR–products of composite
ΓL
2
(γ∗0TM)–continuous operators, hence also in L1([0, 1],R). Therefore, up
to convenient identifications16 of Tγ0ΩP(M), each integrand term is a bi-
linear form on ΓH
1
(γ∗0TM) that is Γ
H1(γ∗0TM)–continuous in one variable
(or in both, if there are no covariant derivatives involved) and Γ0(γ∗0TM)–
continuous in the other variable. It then follows from Lemma 2.87 that each
of these terms is represented by a compact operator of Tγ0ΩP(M).
With regard to the last two terms of the above expression, which are
not integrands, they are obviously represented by a compact operator of
Tγ0ΩP(M) since they are composite operators involving a linearized evalu-
ation map of the form (3.40), which has finite rank and is hence compact.
Thus, D is represented by a compact operator TD ∈ K(Tγ0ΩP(M)),
given by the sum of the compact operators above described that represent
each term of D, see Proposition 2.40. This implies, by Proposition 2.48,
that (4.26) is Fredholm, concluding the proof. 
We end this section calculating the mixed derivative ∂
2E
∂g∂γ (g0, γ0), which
will be later useful for our genericity results.
Proposition 4.17. Fix (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0. Consider ∇
any symmetric connection on M and denote by D the covariant derivative
operator of vector fields along γ0 induced
17 by ∇. Then for all v ∈ Tγ0ΩP(M)
and h ∈ E,
(4.28)
∂2E
∂g∂γ
(g0, γ0)(h, v) =
∫ 1
0
h(γ˙0,Dv) +
1
2∇h(v, γ˙0, γ˙0) dt,
Proof. For this proof, it is convenient to use the Schwartz Lemma. Let us
briefly explain the context where this calculation simplifier will be employed.
Recall that from Proposition 4.10, the energy functional E is of class Ck.
Since the domain U = AgA,ν × ΩP(M) is the product of an open subset
15See Remark 3.83.
16See Remark 3.97.
17Recall Proposition 1.55. Although only stated for Levi–Civita connections, the
result holds for any symmetric connection on TM , see Definition 1.33. Alternatively,
consider ∇ to be the Levi–Civita connection of some metric on M and apply directly
Proposition 1.55.
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AgA,ν of an affine Banach space gA +E and a Hilbert manifold ΩP(M), the
first partial derivative can be thought as
∂E
∂g
: AgA,ν × ΩP(M) −→ E∗,
which is explicitly given by (4.15). Deriving ∂E∂g (g0, · ), one obtains
(4.29)
∂
∂γ
∂E
∂g
(g0, γ0) : Tγ0ΩP(M) −→ E∗,
which may also be seen as a bilinear form on Tγ0ΩP(M) × E. If instead of
deriving E first in g, one derives first in γ and then in g, the result is
(4.30)
∂
∂g
∂E
∂γ
(g0, γ0) : E −→ Tγ0ΩP(M)∗,
which is a bilinear form on E × Tγ0ΩP(M). Using local charts and the
Schwartz Lemma, it follows that these maps are transpose to each other,
that is, for all (h, v) ∈ E× Tγ0ΩP(M),
(4.31)
∂2E
∂g∂γ
(g0, γ0)(h, v) =
∂2E
∂γ∂g
(g0, γ0)(v, h).
Thus, since we are interested in computing the mixed derivative (4.30),
however it turns out to be easier to compute (4.29), we now use the above
observation.
Recall that from (4.15), since E is linear in the first variable, for all
h ∈ E,
∂E
∂g
(g0, γ)h =
1
2
∫ 1
0
h(γ˙, γ˙) dt.
We would now like to derivate the above expression with respect to γ, to
obtain a formula for (4.29). From Corollary 1.59, γ0 is of class C
2, see also
Remark 4.13. Consider a C2 variation
(−ε, ε)× [0, 1] 3 (s, t) 7−→ γs(t) ∈M
with γs = γ0 for s = 0 and (γs(0), γs(1)) ∈ P for all s. We will denote
γ˙s(t0) ∈ Tγs(t0)M the derivative ∂∂tγs(t)
∣∣
t=t0
. The infinitesimal variation v
associated induces a vector field v ∈ Γ1(γ∗TM) given by
v(t) =
∂
∂s
γs(t)
∣∣∣∣
s=0
.
Consider a symmetric connection ∇ on M and the covariant derivative op-
erator D of vector fields along γ0 induced by ∇. Thus, since from Proposi-
tion 4.10 the functional E is of class Ck, we may compute
(4.32)
∂2E
∂γ∂g
(g0, γ0)(v, h) =
∂
∂s
∂E
∂g
(g0, γs)h
∣∣∣∣
s=0
= 12
∫ 1
0
∂
∂s
h(γ˙s, γ˙s)
∣∣∣
s=0
dt
=
∫ 1
0
h(γ˙0,Dv) +
1
2∇h(v, γ˙0, γ˙0) dt.
4.4. P–Jacobi fields 137
It is easy to see that the following construction does not depend on the
choice of ∇. Indeed, replacing ∇ with ∇′ above, the difference between
the obtained expressions vanishes identically from the symmetries of the
Christoffel tensor ∇ − ∇′, see Definition 1.34 and (1.13). Furthermore,
notice that the above formula a priori does not hold for any Sobolev H1
class variation v ∈ Tγ0ΩP(M), but only for v ∈ Γ1(γ∗0TM).
Nevertheless, using again that E is of class Ck, its derivative
∂2E
∂γ∂g
(g0, γ0) : E⊕ Tγ0ΩP(M) −→ R
is continuous. From Corollary 3.81, Γ1(γ∗0TM) is dense in Γ
H1(γ∗0TM)
hence in Tγ0ΩP(M). Thus, the continuous map
∂2E
∂γ∂g (g0, γ0) coincides in a
dense subset with (4.32), which is also continuous. It follows that for all
(h, v) ∈ E× Tγ0ΩP(M),
∂2E
∂γ∂g
(g0, γ0)(v, h) =
∫ 1
0
h(γ˙0,Dv) +
1
2∇h(v, γ˙0, γ˙0) dt.
Notice that even if v is only of Sobolev class H1, the above integral is well–
defined, since Dv ∈ ΓL2(γ∗0TM), see Remark 3.83. This gives a formula for
(4.29), and hence for its transpose (4.30). From (4.31), it follows that (4.28)
holds, concluding the proof. 
4.4. P–Jacobi fields
In the last sections, we studied critical points γ0 of the g0–energy func-
tional Eg0 = E(g0, · ) with endpoints condition P, i.e.,
(g0, γ0) ∈ U , ∂E
∂γ
(g0, γ0) = 0.
In order to characterize degeneracy of such critical points, it is necessary
to study the kernel of the index form ∂
2E
∂γ2
(g0, γ0) given by (4.25), recall
Definition 3.26. Such kernel is formed by special g0–Jacobi fields along γ0
that describe the variational character of the endpoints condition P, see
Definitions 1.74 and 4.19. Thus, one expects these Jacobi fields to satisfy a
linearized endpoints condition that involves submanifold objects associated
to P such as its second fundamental form SP , as confirmed by the next
result.
Proposition 4.18. Fix (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0. Then the
kernel ker ∂
2E
∂γ2
(g0, γ0) of the index form (4.25) is the subspace of Tγ0ΩP(M)
formed by g0–Jacobi fields J ∈ Γ2(γ∗0TM) along γ0, such that
(4.33) (Dg0J(0),Dg0J(1)) + SP(γ˙0(0),γ˙0(1))
(
J(0), J(1)
)
∈ T(γ0(0),γ0(1))P⊥,
where ⊥ denotes orthogonality with respect to g0.
Proof. Recall that from Proposition 4.11, γ0 : [0, 1] → M is a g0–geodesic,
in particular of class C2. Suppose J ∈ Γ2(γ∗0TM) is a g0–Jacobi field along
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γ0 satisfying (4.33). Then, using the g0–Jacobi equation (1.25) and (4.33),
we may compute, using identifications (2.2),
∂2E
∂γ2
(g0, γ0)(J, v)
(4.25)
=
∫ 1
0
g0(D
g0J,Dg0v)− g0(Rg0(γ˙0, J)v, γ˙0) dt
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
=
∫ 1
0
g0
(− (Dg0)2J, v)+ g0(Rg0(γ˙0, J)γ˙0, v) dt
+g0(D
g0J, v)
∣∣∣1
0
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
(1.25)
= g0(D
g0J(1), v(1))− g0(Dg0J(0), v(0))
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
= −g0
((
Dg0J(0),Dg0J(1)
)
, (v(0), v(1))
)
−g0
(
SP(γ˙0(0),γ˙0(1))
(
J(0), J(1)
)
, (v(0), v(1))
)
(4.33)
= 0.
Thus, J ∈ ker ∂2E
∂γ2
(g0, γ0).
Conversely, suppose J ∈ ker ∂2E
∂γ2
(g0, γ0). Before any computations, we
first have to ensure that J is sufficiently regular. Since γ0 is of class C
2,
we may consider {ei(t)}mi=1 a g0–parallel orthonormal frame of γ∗0TM , i.e.,
a g0–orthonormal frame
18 formed by vectors ei ∈ ΓH1(γ∗0TM) along γ0 that
are g0–parallel.
19 Define for all 1 ≤ i ≤ m and t ∈ [0, 1],
Ji(t) = g0(J(t), ei(t));
Ri(t) = g0
(
Rg0(γ˙0(t), J(t))γ˙0(t), ei(t)
)
;
and
bi(t) = Ri(0) +
∫ t
0
Ri(s) ds.
Notice that Ji ∈ H1([0, 1],R), Ri ∈ C0([0, 1],R) and bi ∈ C1([0, 1],R), with
(4.34) b′i(t) = Ri(t), t ∈ [0, 1], 1 ≤ i ≤ m.
Since the frame is orthonormal, consider δi = g0(ei, ei) = ±1. Notice that
from the above definitions,
(4.35) J(t) =
m∑
i=1
δiJi(t)ei(t).
18Recall Definition 1.39.
19From Definition 1.63, a vector field v along γ0 is g0–parallel if it satisfies D
g0v = 0.
Notice however that in this context, this ODE is supposed to hold almost everywhere,
since the considered vector fields are not Ck, but only Sobolev H1.
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Using that the frame is parallel, it is also possible to express the covari-
ant derivative of J in terms of the ordinary derivatives of the coordinate
functions Ji. More precisely, for almost every t ∈ [0, 1],
Dg0J(t) =
m∑
i=1
δiJ
′
i(t)ei(t),
where J ′i ∈ L2([0, 1],R) is the (almost everywhere defined) ordinary deriva-
tive of Ji : [0, 1]→ R. In addition, define for all t ∈ [0, 1],
(4.36) αi(t) = J
′
i(t)− bi(t),
and α = (αi)
m
i=1 ∈ L2([0, 1],Rm).
Let v ∈ Tγ0H1([0, 1],M), and decompose it with respect to the same
frame,
v(t) =
m∑
i=1
λi(t)ei(t), t ∈ [0, 1],
where λi : [0, 1]→ R. Since ∂2E∂γ2 (g0, γ0)(J, v) = 0 for all v ∈ Tγ0H1([0, 1],M),
in particular this holds for v’s such that for all 1 ≤ i ≤ m, λi ∈ C∞c ( ]0, 1[,R),
for these v’s are clearly in H1([0, 1],R).
Denote λ = (λi)
m
i=1 ∈ C∞c ( ]0, 1[,Rm) and notice that, since the frame is
parallel,
Dg0v(t) =
m∑
i=1
λ′i(t)ei(t), t ∈ ]0, 1[,
and λ′ = (λ′i)
m
i=1 ∈ C∞c ( ]0, 1[,Rm). We may then compute
∂2E
∂γ2
(g0, γ0)(J, v)
(4.25)
=
∫ 1
0
g0(D
g0J,Dg0v)− g0(Rg0(γ˙0, J)v, γ˙0) dt
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
=
∫ 1
0
g0(D
g0J,Dg0v) + g0(R
g0(γ˙0, J)γ˙0, v) dt
=
∫ 1
0
m∑
i=1
g0(D
g0J, λ′iei) + g0(R
g0(γ˙0, J)γ˙0, λiei) dt
=
∫ 1
0
m∑
i=1
λ′ig0(D
g0J, ei) + λig0(R
g0(γ˙0, J)γ˙0, ei) dt
=
∫ 1
0
m∑
i=1
λ′iJ
′
i + λiRi dt
=
∫ 1
0
m∑
i=1
λ′iJ
′
i + λib
′
i dt
=
∫ 1
0
m∑
i=1
λ′iJ
′
i − λ′ibi dt
=
∫ 1
0
m∑
i=1
λ′i(J
′
i − bi) dt
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=
∫ 1
0
m∑
i=1
αiλ
′
i dt
=
∫ 1
0
〈α, λ′〉 dt.
Since J ∈ ker ∂2E
∂γ2
(g0, γ0), the above expression vanishes for all v, hence for
all λ ∈ C∞c ( ]0, 1[,Rm). From Lemma 2.94, it follows that α is constant
almost everywhere. This means that there exists a = (ai)
m
i=1 ∈ Rm such
that
αi = J
′
i(t)− bi(t) = ai, 1 ≤ i ≤ m,
for almost every t ∈ [0, 1]. Then,
(4.37) J ′i(t) = ai + bi(t), 1 ≤ i ≤ m,
for almost all t ∈ [0, 1]. Notice that the right–hand side of (4.37) is contin-
uous and, since Ji is of Sobolev class H
1, it is absolutely continuous. From
Lemma 2.92, it follows that Ji are of class C
1 and the above equality holds for
every t ∈ [0, 1]. The same argument applies to (4.35), in that it holds almost
everywhere, its right–hand side is continuous and given as the covariant de-
rivative of an absolutely continuous vector field. Thus, from Corollary 2.93,
it follows that J is of class C1 and (4.35) holds for all t ∈ [0, 1].
Therefore, since J and Ji are of class C
1, it follows that the frame
{ei(t)}mi=1 is also of class C1. Then, from (4.35), we have that Dg0J is
of class C1, hence J is of class C2. This gives the necessary regularity to
proceed.
Finally, since J ∈ Γ2(γ∗0TM), we may compute for v ∈ Tγ0ΩP(M) such
that v(0) = 0 and v(1) = 0,
∂2E
∂γ2
(g0, γ0)(J, v)
(4.25)
=
∫ 1
0
g0(D
g0J,Dg0v)− g0(Rg0(γ˙0, J)v, γ˙0) dt
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
=
∫ 1
0
g0(−(Dg0)2J, v) + g0(Rg0(γ˙0, J)γ˙0, v) dt
+g0(D
g0J, v)
∣∣∣1
0
=
∫ 1
0
g0
(
− (Dg0)2J +Rg0(γ˙0, J)γ˙0, v
)
dt.
Since the above expression vanishes for all such v’s, it follows that J must
satisfy the g0–Jacobi equation along γ0,
(4.38) (Dg0)2J = Rg0(γ˙0, J)γ˙0.
In addition, for v’s that do not vanish at the endpoints, we have, applying
identifications (2.2),
∂2E
∂γ2
(g0, γ0)(J, v)
(4.25)
=
∫ 1
0
g0(D
g0J,Dg0v)− g0(Rg0(γ˙0, J)v, γ˙0) dt
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
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=
∫ 1
0
g0(−(Dg0)2J, v) + g0(Rg0(γ˙0, J)γ˙0, v) dt
+g0(D
g0J, v)
∣∣∣1
0
−SP(γ˙0(0),γ˙0(1))
(
(J(0), J(1)), (v(0), v(1))
)
=
∫ 1
0
g0
(
− (Dg0)2J +Rg0(γ˙0, J)γ˙0, v
)
dt.
+g0(D
g0J(1), v(1))− g0(Dg0J(0), v(0))
−g0
(
SP(γ˙0(0),γ˙0(1))
(
J(0), J(1)
)
, (v(0), v(1))
)
(4.38)
= −g0
(
(Dg0J(0),Dg0J(1)), (v(0), v(1))
)
.
−g0
(
SP(γ˙0(0),γ˙0(1))
(
J(0), J(1)
)
, (v(0), v(1))
)
.
Since the above expression vanishes for all such v’s, it follows that J must
also satisfy (4.33), concluding the proof. 
Definition 4.19. Let γ be a (g,P)–geodesic. A vector field J ∈ ΓH1(γ∗0TM)
is called a P–Jacobi field along γ with respect to g if J is in the kernel of
the index form of Eg, i.e., if J ∈ ker ∂2E∂γ2 (g, γ). From Proposition 4.18, this
is equivalent to J satisfying
(i) the g–Jacobi equation, i.e.,
(Dg0)2J = Rg0(γ˙0, J)γ˙0;
(ii) the linearized endpoints condition associated to P at (g, γ), given
by
(4.39) (DgJ(0),DgJ(1)) + SP(γ˙(0),γ˙(1))
(
J(0), J(1)
)
∈ T(γ(0),γ(1))P⊥,
where ⊥ denotes orthogonality with respect to g.
Finally, when g0 and γ0 are evident from the context, we will simply refer
to J as P–Jacobi field.
Remark 4.20. From Corollary 1.75, since g ∈ Metkν(M), if J is a g–Jacobi
field along a g–geodesic γ, then J is of class Ck. In particular, P–Jacobi
fields are Ck.
Example 4.21. Consider γ a (g,P)–geodesic where P is one of the GECs
given in Example 4.6, see also Example 4.14. If P = {p} × {q}, γ simply
joins p and q. According to expected, since the tangent space to P is trivial,
T(p,q)P = {0}, the P–Jacobi fields are g–Jacobi fields along γ that vanish at
its endpoints. In case P and Q are submanifolds of M and P = P × Q, γ
is g–orthogonal to P and Q at its endpoints. In addition, we may compute
the second fundamental form20 of P as
SP×Q(γ˙(0),γ˙(1)) = SPγ˙(0) − SQγ˙(1),
20Recall Definition 1.101
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considering the metrics induced by g. Thus, using (4.33) it is easy to see
that P–Jacobi fields are g–Jacobi fields along γ that satisfy J(0) ∈ Tγ(0)P ,
J(1) ∈ Tγ(1)Q and
DgJ(0) + SPγ˙(0)(J(0)) ∈ Tγ(0)P⊥
DgJ(1) + SQγ˙(1)(J(1)) ∈ Tγ(1)Q⊥,
where ⊥ is orthogonality with respect to the metrics on P and Q induced
by g.
As for the special case P = ∆, where g = g ⊕ (−g) vanishes identically,
it is possible to adapt the above computations to obtain the following. A
(g,P)–geodesic, as observed in Example 4.14 is a periodic g–geodesic, see
Example 1.62. In addition, the condition for a g–Jacobi field J along γ
to be a P–Jacobi field is simply its periodicity, i.e., J(0) = J(1) and also
DgJ(0) = DgJ(1).
Geometrically, existence of a nontrivial P–Jacobi field in the previous
cases can be interpreted as follows. In the first case, it simply means that p
and q are conjugate along γ, see Definition 1.79. In the second, if Q = {q}
is a point, it means that q is a focal point of P , see Definition 1.102. Finally,
for P = P × Q, existence of a nontrivial P–Jacobi field is equivalent to
focality of P and Q, see Definition 1.105.
We end this section with a few last results and remarks on P–Jacobi
fields, that will be important to determine the genericity of the parameters
g for which Eg has only nondegenerate critical points, i.e., (g,P)–geodesics
that do not admit any nontrivial P–Jacobi field.
Proposition 4.22. Consider γ ∈ ΩP(M) a nonconstant (g,P)–geodesic.
Although the tangent field γ˙ is a g–Jacobi field along γ, it is not a P–Jacobi
field along γ.
Proof. Recall that J = γ˙ is trivially a solution of the g–Jacobi equation.
From (4.8), all P–Jacobi fields J along γ must be tangent to P at (γ(0), γ(1)),
since J ∈ TγΩP(M). Nevertheless, from Definition 4.12, γ˙ is g–orthogonal
to P at (γ(0), γ(1)). Since we are assuming that g does not degenerate on
P, it follows that γ˙ is not a P–Jacobi field, unless γ is constant. 
Remark 4.23. Notice that this observation includes the case of geodesics
loops, which may be (g,P)–geodesics if P ∩ ∆ 6= ∅. In addition, it also
covers the possibility P = {p}×{q}, even if p = q. In such case, the tangent
space T(p,q)P is trivial, hence all P–Jacobi fields J along γ have to satisfy
J(0) = 0 and J(1) = 0. Therefore, γ˙ is not a P–Jacobi field once more.
Nevertheless, the same does not hold for P = ∆, since g degenerates. In
fact, the tangent field to a periodic geodesic is periodic, and this means that
in this special case, the tangent field is a ∆–Jacobi field. This is one of the
main reasons it is necessary to treat this case separately in our applications,
since nondegeneracy of g will be a necessary and constant assumption.
Remark 4.24. Suppose P ∩∆ 6= ∅ and let γ be a periodic g–geodesic that is
also a (g,P)–geodesic. As a consequence of Proposition 4.22, the notions of
degeneracy of γ differ when it is considered as a periodic geodesic and as a
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(g,P)–geodesic. More precisely, the tangent field γ˙ is always a Jacobi field
along γ, therefore γ is always a degenerate critical point of the g–energy
functional. Such degeneracy is caused by the reparameterization action of
the circle S1 on H1(S1,M), studied in Section 3.4. In fact, as we will see
in Section 4.5, there is a more precise equivariant concept of nondegeneracy
that is adequate in this case. In this sense, γ will be degenerate if there are
non trivial periodic Jacobi fields along it, that are not constant multiples of
γ˙, see Remark 4.31 and Definition 4.34.
Furthermore, since from Proposition 4.22 the tangent field γ˙ is not a
P–Jacobi field along γ, it follows that if γ is nondegenerate as a periodic
geodesic, then it is also nondegenerate as a (g,P)–geodesic. However, the
converse is not true, since γ may admit a Jacobi field which is not a constant
multiple of γ˙, neither a P–Jacobi field.
Let γ be a (g,P)–geodesic. Not only the tangent field γ˙ is not a P–
Jacobi field (see Proposition 4.22), but also P–Jacobi fields along γ are only
parallel to γ˙ at a finite number of points. Such claim is a consequence of
Lemma 1.132 combined with the following result.
Lemma 4.25. Let γ : [0, 1] → M be a (g,P)–geodesic. If J is a nontrivial
P–Jacobi field along γ, then it is not everywhere parallel to γ˙.
Proof. First, let us consider the trivial case when J does not vanish at
the endpoints of γ. Since J is a P–Jacobi field, from (4.8), (J(0), J(1)) ∈
T(γ(0),γ(1))P. Hence J(0) and J(1) are not respectively parallel to γ˙(0) and
γ˙(1), because they are not trivial and (γ˙(0), γ˙(1)) ∈ T(γ(0),γ(1))P⊥.
If J(0) = 0 and J(1) = 0, the argument is modified as follows. Suppose
that there exists λ : [0, 1] → M such that J(t) = λ(t)γ˙(t). Since J is a
solution of the g–Jacobi equation (1.25), λ must be an affine function, that
is, λ(t) = c1 + c2t for some c1, c2 ∈ R. Using that J(0) = 0 and J(1) = 0, it
follows that λ(0) = λ(1) = 0, which implies that J is the trivial solution. 
Remark 4.26. At this point, the reader may have already recognized the
naturality of the choice g = g ⊕ (−g) for the ambient metric on M ×M
instead of any other. First, it appears naturally on expressions such as
(4.22), (4.25) and (4.33), directly or in the form of the identification (2.2)
to express the second fundamental form SP . Second, the crucial reason is
that if the induced metric in P was different, it would be possible that the
tangent field γ˙ was a P–Jacobi field, see Proposition 4.22. Furthermore,
notice that the nondegeneracy of P with respect to this g is essential in the
proof of Lemma 4.25.
Corollary 4.27. Let γ : [0, 1] → M be a (g,P)–geodesic. If J is a non-
trivial P–Jacobi field along γ, then the following set is finite,
{t ∈ [0, 1] : J(t) is parallel to γ˙(t)}.
Proof. From Lemma 4.25, J is not everywhere parallel to γ˙. The conclusion
then follows from Lemma 1.132. 
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Geometric variational problems are often invariant under the action of
a group, i.e., the related functional is constant on the orbits. For instance,
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let us analyze the two geodesic functionals (4.1),
LR(γ) =
∫ 1
0
√
gR(γ˙, γ˙) dt and ER(γ) =
1
2
∫ 1
0
gR(γ˙, γ˙) dt
mentioned in the beginning of this chapter. Suppose their domain to be
H1([0, 1],M). Then the length functional LR is invariant under reparam-
eterizations, i.e., diffeomorphisms of [0, 1]. Here, the action of the group
of diffeomorphisms21 Diff([0, 1]) on H1([0, 1],M) is given by right composi-
tion. On the other hand, the energy functional ER is only invariant under
isometries of [0, 1], also acting by right composition. Since there are end-
points conditions involved, we only consider reparameterizations on [0, 1]
that preserve the orientation of curves, i.e., have positive derivative. Thus,
the group of possible reparameterizations for LR is f ∈ Diff([0, 1]) such that
f ′ > 0 and for ER it is reduced to the trivial group. Among other reasons,
this indicates that the analysis of critical points for ER is easier then the
correspondent for LR, since it is not invariant under any group actions. This
is precisely because critical points of ER are affinely parameterized geodesics
and there are no other possible reparameterizations, as in the case of critical
points of LR.
Nevertheless, in the case of periodic curves, the domain of these function-
als is the submanifold H1(S1,M), see Corollary 3.99. Here, there are non-
trivial isometric reparameterizations of S1 that leave ER invariant, namely
rotations of the domain S1. The correspondent action
ρ : S1 ×H1(S1,M) −→ H1(S1,M)
is precisely the one given by (3.42), introduced in Section 3.4. Therefore,
in this case we are dealing with a S1–invariant functional, hence with an
equivariant variational problem, see Example 4.29.
We will first give a brief abstract introduction to G–invariant functionals
in the following context. We assume G is a finite–dimensional Lie group, Y
is a Hilbert manifold,
µ : G× Y −→ Y
is a differentiable action and f : Y → R is a Ck functional invariant under
this action. Second, we explore the above example of the energy functional
for periodic curves Eg : H
1(S1,M) → R, developing asome special tools to
deal with its the lack of regularity.
Definition 4.28. A Ck functional f : Y → R is G–invariant if it is constant
along the orbits of G, i.e., for all y ∈ Y and g ∈ G,
(4.40) f(µ(g, y)) = f(y).
21This is actually not a Lie group, but only a topological group, whose action on
H1([0, 1],M) is only continuous. Therefore, most tools that will be developed do not
apply to this case. Nevertheless, as remarked in the beginning of the chapter, there is a
clear geometric relation between critical points of LR and ER. Thus, all the analysis for
geodesic variational problems can be done using ER, which in addition allows to consider
semi–Riemannian metrics instead of only Riemannian metrics.
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Invariance of a functional under G means that it would be essentially
possible to define this functional modulo G.22 For instance, consider M
and N Riemannian manifolds, with M compact, and the action of Iso(N)
on Hk(M,N) described in Example 3.104. The volume functional of an
embedding
Vol(Φ) =
∫
M
√
det
(
dΦ(x)∗dΦ(x)
)
d volM (x),
where volM (x) is the volume form of M , is clearly Iso(N)–invariant, since
isometries of the ambient space preserve the Riemannian structure of sub-
manifolds. In other words, it is not important to consider any particular
positioning of an embedded submanifold or rigid motions of the ambient to
compute its volume. Let us mention another example that will become the
center of our attention in the sequel.
Example 4.29. Consider g is a semi–Riemannian metric on M and the
g–energy functional on closed curves,
Eg : H
1(S1,M) −→ R(4.41)
γ 7−→ 12
∫
S1
g(γ˙(z), γ˙(z)) dz.
As remarked above, this is a S1–invariant functional considering the action
(3.42) described in Example 3.105,
ρ : S1 ×H1(S1,M) −→ H1(S1,M).
In fact, for each w ∈ S1,
Eg(ρ
z(γ)) = 12
∫
S1
g(dρz(γ)γ˙(w),dρz(γ)γ˙(w)) dw
(3.45)
= 12
∫
S1
g(γ˙(zw), γ˙(zw)) dw
= 12
∫
S1
g(γ˙(ζ), γ˙(ζ)) dζ
= Eg(γ),
where the third equality holds by a simple change of variables ζ = zw. Hence
Eg is S
1–invariant.
Analogously to Propositions 4.10, 4.11, 4.15, 4.16 and 4.17, the func-
tional Eg is C
k and its critical points are periodic g–geodesics. Moreover, if
γ0 ∈ H1(S1,M) is a critical point of Eg, then the second derivative of Eg is
a continuous bilinear symmetric form on Tγ0H
1(S1,M) that is represented
by a Fredholm operator of this Hilbert space, and the elements in its kernel
are periodic Jacobi fields along γ0. Finally, formula (4.28) also holds for
(4.41).
In order to better describe the behaviour of a G–invariant functional,
we use some objects related to the action µ : G × Y → Y , described in
Section 3.4. Recall that
Dy = Im dµy(1)
22As we will see, this means that f is constant along each orbit. This suggests dividing
out by G, i.e., considering f defined in the orbit space Y/G instead of Y .
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gives a subspace of TyY for all y ∈ Y if µ is differentiable. Also under
weaker regularity assumptions, such as existence of a G–invariant dense
subset Y1 ⊂ Y described in Remark 3.116, it is possible to consider this
subspace of TyY for y ∈ Y1.
Lemma 4.30. If f : Y → R is a G–invariant functional, then Dy is con-
tainted in ker df(y) for every y ∈ Y , or y ∈ Y1 in case the action is non
differentiable.23
Proof. Since f is G–invariant, it is constant along the orbits G(y). The
subspace Dy is always tangent to G(y), hence is clearly in the kernel of
df(y). More precisely, deriving (4.40) with respect to g at g = e, we have
df(y)dµy(e) = 0,
which implies Im dµy(e) ⊂ ker df(y). Notice that if the action is non differ-
entiable, then Dy can only be considered for points y ∈ Y1. However, in this
case dµy(e) can be computed at such points in Y1. 
Remark 4.31. In particular, Lemma 4.30 implies that a G–invariant func-
tional f is not a Morse functional in the sense of Definition 3.26, since
ker df(y) is never trivial. Nevertheless, it is possible to define aG–equivariant
Morse condition, requiring ker df(y) to be the smallest possible, see Defini-
tion 4.34.
Remark 4.32. If a Ck functional f : Y → R is G–invariant, then its deriv-
ative df(y) : TyY → R is G–equivariant. Invariance of f is expressed by
(4.40), and can also be seen as commutativity of the following diagram.
Y
µg //
f
@
@@
@@
@@
@@
@ Y
f
~~
~~
~~
~~
~~
R
Deriving (4.40) at y, we obtain G–equivariance of df , i.e.
(4.42) df(µ(g, y))dµg(y) = df(y),
or in the form of a commutative diagram,
TyY
dµg(y) //
df(y)
  B
BB
BB
BB
BB
B
Tµ(g,y)Y
df(µ(g,y))
{{xx
xx
xx
xx
xx
x
R
Lemma 4.33. Suppose the action of G on Y is by diffeomorphisms and let
f : Y → R be a G–invariant Ck functional. If y0 ∈ Y is a critical point of
f , then the whole orbit G(y0) is critical.
23The context for non differentiable actions is the one established in Remark 3.116,
recalled above.
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Proof. Since the action is by diffeomorphisms, for all g ∈ G, the map
µg : Y → Y is a diffeomorphism. In particular, its derivative dµg(y) is
an isomorphism for all y ∈ Y . From G–equivariance (4.42),
df(y) = d(f ◦ µg)(y)
= df(µg(y))dµg(y).
If y0 is a critical point of f , then the above expression vanishes. However,
since dµg(y0) is an isomorphism, it follows that df(µ
g(y0)) = 0, i.e., µ
g(y0)
is a critical point of f . Therefore, df(y) vanishes for all y = µ(g, y0), i.e.,
for all y ∈ G(y0). 
We now define the G–Morse condition for G–invariant functionals. Re-
call that from Lemma 4.30, the kernel ker df(y) of a G–invariant functional
is necessarily nontrivial since it contains Dy, hence G–invariant functionals
are never Morse functionals in the sense of Definition 3.26. This concept
provides a G–equivarant version of the Morse condition, that requires the
kernel of df(y) to be at most Dy, i.e., the smallest possible subspace of TyY .
Again, in case Dy is only defined for y ∈ Y1, we suppose Crit(f) ⊂ Y1, i.e.,
that all critical points of f are in the dense subset Y1, where D is defined.
Notice that this is the case of the g–energy functional Eg for periodic curves
(4.41) with respect to a Ck semi–Riemannian metric g, since analogously to
Remark 4.13, periodic geodesics γ are automatically Ck+1, and in particular
are in Y1 = H
2(S1,M), from Proposition 2.79. Moreover, from (3.47), the
subspace Dγ coincides with the one–dimensional subspace of ΓH1(γ∗TM)
spanned by γ˙.
Definition 4.34. Let f be a G–invariant functional whose critical points
are in the G–invariant dense subset Y1, where D is well–defined. Then f is
G–nondegenerate at a critical point y0 if Hess(f)(y0) restricted to a closed
complement of Dy0 is an isomorphism. If all critical points of f are G–
nondegenerate, then F is said to be G–Morse.
Remark 4.35. The above definition is clearly an equivariant extension of
Definition 3.26, which corresponds to the case G = {e} acting trivially on
Y . In this case, Dy is also trivial, hence both definitions coincide.
Remark 4.36. It is easily seen that the above definition of G–Morse func-
tional does not depend on the choice of a closed complement of Dy.
Lemma 4.37. Suppose the action of G on Y is by diffeomorphisms and let
f be a G–invariant functional and y0 ∈ Y a critical point of f . Then y0 is
G–nondegenerate if and only if every y ∈ G(y0) is also G–nondegenerate.
Proof. Let g ∈ G and consider y = µ(g, y0). From Lemma 4.33, y is a critical
point of f , and from G–equivariance of df it is easy to see that the following
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diagram commutes.
Ty0Y
dµg(y0)

Hess(f)(y0) // Ty0Y
∗ ∼= Ty0Y
dµg(y0)

TyY
Hess(f)(y)
// TyY
∗ ∼= Ty0Y
Suppose y0 is a G–nondegenerate critical point of f . Then the Hessian
Hess(f)(y0) restricted to some closed complement of Dy0 is an isomorphism.
Clearly, the isomorphism dµg(y0) maps Dy0 to Dy, and since it also maps
the closed complement of Dy0 where Hess(f)(y0) is an isomorphism to some
closed complement of Dy in TyY , see Figure 4.5. Commutativity of the
diagram above implies that Hess(f)(y) restricted to this closed complement
of Dy is an isomorphism. Hence y is also G–nondegenerate, concluding the
proof. 
Dy
Dy0
G(y0)
y0
y
Figure 4.5. Points y0 and y in the same orbit, subspaces
Dy0 and Dy and closed complements, where Hess(f) is an
isomorphism in case the orbit is formed by G–nondegenerate
critical points of f .
We now establish the definition of generalized slice for an action with
respect to a G–invariant functional. This is the key idea to analyze the
G–Morse property for G–invariant functionals, since it will reduce the prob-
lem to analyzing the classic Morse property of f restricted to transverse
submanifolds to the orbits, see Proposition 4.39.
Definition 4.38. Suppose the action of G on Y is by diffeomorphisms and
there exists a G–invariant dense subset Y1 ⊂ Y as in Remark 3.116, such
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that Dy is well–defined for y ∈ Y1. Let f : Y → R be a G–invariant Ck
functional whose critical points are contained in Y1. A generalized slice
24 for
the action of G on Y with respect to f is a pair (U, {Sn}n∈N), where U is
an open subset of Y that contains Y1 and {Sn}n∈N is a countable family of
submanifolds of Y , satisfying
(i) for all y ∈ U there exists n ∈ N with G(y) ∩ Sn 6= ∅;
(ii) for all n ∈ N, given y ∈ Sn, if y is a critical point of f |Sn , then y is
a critical point of f (in particular, y ∈ Y1);
(iii) for all n ∈ N, if y ∈ Sn is a critical point of f then TyY decomposes
as direct sum TyY = TySn ⊕Dy.
Dy
G(y)
y
Sn
Sn+1
Sn+2
TySn
Figure 4.6. Some elements of a generalized slice
(U, {Sn}n∈N) and transverse intersection with critical
orbits of f .
Proposition 4.39. In the above conditions, suppose there exists a general-
ized slice (U, {Sn}n∈N) for the action of G on Y with respect to f . Then f
is G–Morse if and only if f |Sn is Morse25 for all n ∈ N.
24Usually, the notion of slice of an action at a point y is used to simplify the analysis of
the behaviour of the orbit G(y), by introducing a transverse submanifold with certain G–
invariance properties. In addition, the image of a slice by µ|G gives an open neighborhood
of the orbit G(y). By the analogy with this situation, we will call the family {Sn}n∈N a
generalized slice, although we stress it does not have any invariance under isotropy groups
at all, as standard slices. For further details on slices we refer to Alexandrino and Bettiol
[9] for the finite–dimensional case, and to Palais and Terng [78] for the infinite–dimensional
case.
25In the sense of Definition 3.26.
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Proof. First, notice that y0 ∈ Sn is a critical point of f if and only if it
is a critical point of the restriction f |Sn . This is immediate from Defini-
tion 4.38, since Ty0Sn and Dy0 are complementary subspaces of Ty0Y and
from Lemma 4.30, Dy0 ⊂ ker df(y0). Second, Hess(f |Sn)(y0) is the restric-
tion to Ty0Sn × Ty0Sn of Hess(f)(y0), see Definition 3.22. Thus, if f is
G–Morse and y0 ∈ Sn is a critical point of f , then y0 is G–nondegenerate,
and hence the restriction of Hess(f)(y0) to the (closed) complement Ty0Sn,
given by Hess(f |Sn)(y0), is an isomorphism. Therefore, f |Sn is Morse.
Conversely, suppose f |Sn is Morse for every n ∈ N and let y0 be a critical
point of f . From Lemma 4.37, for y0 to be G–nondegenerate, it suffices to
have that one single point y ∈ G(y0) is G–nondegenerate, since this implies
that the whole orbit G(y0) is formed by G–nondegenerate critical points. In
addition, since y0 ∈ Y1 ⊂ U, from Definition 4.38, there exists n0 ∈ N such
that G(y0)∩Sn0 6= ∅. Let y ∈ G(y0)∩Sn0 . Since f |Sn0 is Morse, its Hessian,
that is given by the restriction of Hess(f)(y) to TySn0 , is an isomorphism.
Moreover, TySn0 is a closed complement to Dy, hence y, and also y0, are
G–nondegenerate. Therefore f is G–Morse. 
We now establish the feasibility of condition (i) of Definition 4.38 for
differentiable actions on separable Hilbert manifolds, with respect to any
G–invariant functional f . In this stronger context, Dy is well–defined for
every y ∈ Y , and Y1 = Y . Nevertheless, notice that the case of the g–
energy functional for periodic curves does not fit this situation, since the
action is not differentiable. In the sequel we will manually construct a
generalized slice for the reparameterization action (3.42), which allows to
use Proposition 4.39.
Lemma 4.40. Suppose the action of G on Y is differentiable and let S ⊂ Y
be a transverse submanifold26 to D at some y ∈ S. Then the following hold.
(i) there exists an open submanifold S′ ⊂ S containing y which is
transverse to D;
(ii) µ(G× S) = {µ(g, s) : g ∈ G, s ∈ S} contains an open neighborhood
of y in Y .
Proof. A result similar to Lemma 3.41 implies that the set of y ∈ S such
that TyY = TyS ⊕Dy is open, hence (i) holds.27
As for (ii), consider the derivative of µ : G× S → Y at (e, y), given by
dµ(e, y) : g⊕ TyS −→ TyY = TyS ⊕Dy
(X, v) 7−→ (dµy(e)X, v).
This is clearly an isomorphism, hence from the Inverse Function Theorem,
there exist open neighborhoods of (e, y) ∈ G×S and y ∈ Y where µ is a dif-
feomorphism. Therefore, the image µ(G×S) contains an open neighborhood
of y in Y . 
26Recall Definition 3.117.
27See also Remark 3.43 on the openness of the transversality condition to a fixed sub-
manifold. Notice however that we are dealing here with transversality to the distribution
D, i.e., to all orbits, which are integral submanifolds, at the same time.
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Proposition 4.41. If the action of G on Y is differentiable and Y is separa-
ble, then there exists a countable family {Sn}n∈N of transverse submanifolds
to D such that every orbit intercepts some Sn.
Proof. Let U = Y . From (i) in Lemma 4.40, every y ∈ Y is contained in a
submanifold Sy of Y which is transverse to D. From (ii), there exists an open
neighborhood Uy of y in Y such that every point in Uy belongs to the orbit
of some element of Sy. Since Y is separable (and metrizable), it is second–
countable, hence the open cover {Uy}y∈Y of Y admits a countable subcover
{Uyn}n∈N. Then, the corresponding family {Sn}n∈N given by Sn = Syn
clearly satisfies the claimed property. 
This shows that condition (i) of Definition 4.38 can be verified under
these stronger hypotheses by taking a family {Sn}n∈N as above. Neverthe-
less, we are interested in establishing the existence of a generalized slice for
the reparameterization action (3.42) of S1 on H1(S1,M) with respect to the
S1–invariant g–energy functional Eg. This will be done manually, directly
using the structure of H1(S1,M), since the action is not differentiable and
hence the above arguments fail.
Proposition 4.42. For every g ∈ Metkν(M), there exists a generalized slice
(U, {Sn}n∈N) for the reparameterization action of S1 on H1(S1,M), given
by (3.42), with respect to the S1–invariant g–energy functional Eg, given by
(4.41).
Proof. Let g ∈ Metkν(M) be any metric. Through a sequence of five claims
we will prove existence of a generalized slice for the action of S1 onH1(S1,M)
with respect to Eg.
Let us first establish some notations. For each γ, there is a natural
inclusion of TγH
1(S1,M) in ΓL
2
(γ∗TM). This inclusion induces an L2–
topology on TγH
1(S1,M), which will be denoted τL2 . This is the smallest
topology that turns the above inclusion continuous. The Hilbert space of
Sobolev H1 sections of γ∗TM endowed with the topology τL2 will be denoted
(TγH
1(S1,M), τL2).
In addition, for each γ ∈ H1(S1,M), we denote Dγ the one–dimensional
subspace of ΓL
2
(γ∗TM) spanned by the tangent field γ˙. If γ ∈ H2(S1,M),
this coincides with the subspace defined by (3.46), using differentiability of
ργ , see Remark 3.116. In this way, we may consider Dγ ⊂ ΓL2(γ∗TM) for
each γ ∈ H1(S1,M), and not only for γ ∈ H2(S1,M).
Claim 4.43. For each γ ∈ H2(S1,M) there exists a submanifold Sγ of
H1(S1,M) such that for all α ∈ Sγ there exists a closed subset Aα of
ΓL
2
(α∗TM) such that
(i) ΓL
2
(α∗TM) = Dα ⊕Aα;
(ii) TαSγ = Aα ∩ TαH1(S1,M), in particular, TαSγ is closed
in (TαH
1(S1,M), τL2).
Let us consider a special chart around γ ∈ H1(S1,M). Namely, there
exists an open neighborhood U of the origin of TγH
1(S1,M) such that the
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map
φ : U 3 u 7−→ φ(u) ∈ H1(S1,M)
φ(u)(z) = expRγ(z)(u(z)), z ∈ S1
is a local chart, where expRx is the exponential map of the auxiliary Riemann-
ian metric gR on the basepoint x ∈M . Notice that φ(0) = γ corresponds to
the exponentiation of the null section along γ, which hence coincides with
γ itself. The differential of this chart can be easily computed as being28
(4.43)
dφ(u) : TγH
1(S1,M) −→ Tφ(u)H1(S1,M)
(dφ(u)v)(z) = d expRγ(z)(u(z))v(z), z ∈ S1.
Furthermore, notice that dφ(0) = id. The linear isomorphism dφ(u) extends
to a linear isomorphism d˜φ(u) between the spaces of L2–sections along the
Sobolev H1 curves γ and φ(u) respectively, as the following diagram illus-
trates.
ΓL
2
(γ∗TM)
d˜φ(u) // ΓL
2
(φ(u)∗TM)
TγH
1(S1,M)
?
OO
dφ(u)
// Tφ(u)H
1(S1,M)
?
OO
In fact, this is a direct verification, by checking that the expression (4.43)
is well–defined and is continuous in the L2–topology,29 hence extends to an
isomorphism d˜φ(u) as claimed above.
Define Aγ as any closed complement of Dγ in ΓL2(γ∗TM), so that
ΓL
2
(γ∗TM) = Dγ ⊕Aγ .
Notice that A′ = Aγ∩TγH1(S1,M) is clearly closed in TγH1(S1,M) in both
the L2–topology and its natural topology. Thus, it follows that
TγH
1(S1,M) = Dγ ⊕A′.
Define Sγ = φ(A
′∩U). Since A′ is closed, S is a submanifold of H1(S1,M) in
the sense of Definition 3.30. Moreover, from the observation that dφ(0) = id,
it follows that A′ = TγSγ . For each u ∈ A′ ∩U , let us denote α = φ(u) ∈ Sγ
the correspondent Sobolev H1 curve. The for each α ∈ Sγ , define Aα =
d˜φ(u)(Aγ). This is clearly a closed subspace of Γ
L2(α∗TM), since d˜φ(u) is
a linear isomorphism and Aγ is closed in Γ
L2(γ∗TM).
Let us now verify that the above choices of submanifolds Sγ and closed
subsets Aα of Γ
L2(α∗TM) for each α ∈ Sγ satisfy conditions (i) and (ii) of
Claim 4.43, concluding the proof of this claim. Notice that TαSγ = dφ(u)A
′
is contained in TαH
1(S1,M). Thus, TαSγ is contained in the intersection
28Here we identify the tangent space TuTγH
1(S1,M) to this vector space as
TγH
1(S1,M) itself.
29The mentioned expression consists of a left multiplication by a continuous curve of
operators, and is hence L2–continuous.
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Aα ∩ TαH1(S1,M). Using that d˜φ(u) is an isomorphism, it follows easily
that TαSγ = Aα ∩ TαH1(S1,M), which proves (ii).
As for (i), in order to prove that ΓL
2
(α∗TM) = Dα⊕Aα, it suffices30 to
prove that ΓL
2
(γ∗TM) = Aγ ⊕ d˜φ(u)
−1
(Dα). For this, notice that the map
(4.44) TγH
1(S1,M) 3 u 7−→ d˜φ(u)
−1
(α˙) ∈ ΓL2(γ∗TM)
is continuous. In fact, we may compute directly
d˜φ(u)
−1
(α˙)(z) =
[
d expRγ(z)(u(z))
]−1
(α˙(z)), z ∈ S1,
where α(z) = φ(u)(z) = expRγ(z)(u(z)), for all z ∈ S1.
Notice that the desired transversality
(4.45) ΓL
2
(γ∗TM) = Aγ ⊕ d˜φ(u)
−1
(Dα)
holds at α = γ. From continuity of (4.44) and the fact that Aγ is a closed
subspace of ΓL
2
(γ∗TM), it follows that by possibly reducing Sγ if necessary,
(4.45) also holds for all α ∈ Sγ . Therefore, condition (i) is proved, concluding
the proof of Claim 4.43.
Claim 4.44. For all α ∈ Sγ ∩H2(S1,M), there is a decomposition
TαH
1(S1,M) = Dα ⊕ TαSγ .
Let α ∈ Sγ∩H2(S2,M). Then Dα and TαSγ are closed subspaces whose
intersection is, from (ii) of Claim 4.43, given by
Dα ∩ TαSγ = Dα ∩Aα ∩ TαH1(S1,M),
which is clearly empty since the sum in (i) of Claim 4.43 is direct. Moreover,
if v ∈ TαH1(S1,M), then from (i) of Claim 4.43 it follows that there exists
v1 ∈ Aα and v2 ∈ Dα such that v = v1 + v2. Since α ∈ H2(S1,M),
the subspace Dα is contained in TαH1(S1,M), hence v2 ∈ ΓH1(α∗TM).
Therefore, v1 = v − v2 is in TαH1(S1,M), and also in Aα. Thus, from
(ii) in Claim 4.43, it follows that v1 ∈ TαSγ . This implies that any v ∈
TαH
1(S1,M) decomposes as a sum v = v1 +v2 with v1 ∈ TαSγ and v2 ∈ Dα.
This means that TαH
1(S1,M) = Dα + TαSγ , and since the intersection of
these subspaces was proved to be trivial, it follows that this sum is direct,
concluding the proof of Claim 4.44.
Claim 4.45. If α ∈ Sγ is a critical point of Eg|Sγ , then α is a critical point
of Eg.
Suppose α ∈ Sγ is such that dEg(α)|TαSγ = 0. We first prove that this
implies α ∈ H2(S1,M), and then use Claim 4.44 to conclude the argument.
The differential dEg(α) is a continuous functional
31 in TαH
1(S1,M),
which can also be regarded with the topology induced by ΓL
2
(α∗TM). In
order to infer that dEg(α) is continuous also in this topology, i.e., in the space
(TαH
1(S1,M), τL2), notice that it vanishes in the subspace TαSγ , which
30Notice that the second decomposition is simply the pull–back of the first decompo-
sition by the linear isomorphism d˜φ(u) : ΓL
2
(γ∗TM)→ ΓL2(α∗TM).
31See Proposition 4.10.
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is closed in (TαH
1(S1,M), τL2), from (ii) in Claim 4.43. Moreover, TαSγ
is finite–codimensional in TαH
1(S1,M). In fact, from (ii) of Claim 4.43,
Aα ∩ TαH1(S1,M) ⊂ TαSγ , and hence the linear inclusion
TαH
1(S1,M)
TαSγ
↪−→ Γ
L2(α∗TM)
Aα
∼= Dα
is injective. Thus, since Dα is finite–dimensional, also TαH1(S1,M)/TαSγ
is finite–dimensional.
Therefore we may apply Lemma 2.19, which gives that
dEg(α) : (TαH
1(S1,M), τL2) −→ R
is continuous. From this continuity and density of TαH
1(S1,M) in the
space ΓL
2
(α∗TM), it follows that the functional dEg(α) admits a continuous
extension to ΓL
2
(α∗TM). Since this is a Hilbert space, from the Riesz
Representation Theorem 2.29, there exists u ∈ ΓL2(α∗TM) such that
(4.46) dEg(α)v =
∫
S1
g(u, v) dz, v ∈ TαH1(S1,M).
Let {ei(t)}mi=1, t ∈ [0, 2pi] be a g–parallel orthonormal frame of α∗TM , i.e.,
a g–orthonormal frame32 formed by vectors ei ∈ ΓH1(α∗TM) along α that
are g–parallel. For some integrals in the sequel, it will be handy to consider
the parameter t ∈ [0, 2pi] of the frame varying in this interval rather than
using directly z ∈ S1. Thus, we now implicitly assume a composition with
the parameterization
[0, 2pi] 3 t 7−→ eit ∈ S1
of the circle using the interval [0, 2pi]. Decompose u and v with respect to
this frame,
u =
m∑
i=1
ui(t)ei(t) t ∈ [0, 2pi]
v =
m∑
i=1
vi(t)ei(t) t ∈ [0, 2pi],
and define for each 1 ≤ i ≤ m,
Ui(t) = ui(0) +
∫ t
0
ui(s) ds.
Notice that since ui ∈ L2([0, 2pi],R), it follows that Ui ∈ H1([0, 2pi],R), for
all 1 ≤ i ≤ m. Since (4.46) holds for all v ∈ TαH1(S1,M), in particular
it holds supposing vi ∈ C∞c ( ]0, 2pi[,R), for all 1 ≤ i ≤ m. Since the above
32Recall Definition 1.39.
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frame is orthonormal, consider δi = g(ei, ei) = ±1. We may then compute
dEg(α)v =
∫
S1
g(u, v) dz
=
∫ 2pi
0
m∑
i=1
δiuivi dt
=
∫ 2pi
0
m∑
i=1
δiU
′
ivi dt
= −
∫ 2pi
0
m∑
i=1
δiUiv
′
i dt
= −
∫ 2pi
0
〈U˜ , v˜′〉 dt,
where U˜ = (δiUi)
m
i=1, and v˜
′ = (v′i)
m
i=1. Notice that since the chosen frame
is g–parallel,
Dgv(t) =
m∑
i=1
v′i(t)ei(t)
is represented in this frame by v˜′, which is the ordinary derivative of v˜ =
(vi)
m
i=1. Let w = (g(α˙, ei))
m
i=1. Then, from (4.20),
dEg(α)v =
∫
S1
g(α˙,Dgv) dz
=
∫ 2pi
0
m∑
i=1
v′ig(α˙, ei) dt.
=
∫ 2pi
0
〈w, v˜′〉 dt.
Thus, from the above two computations,∫ 2pi
0
〈U˜ + w, v˜′〉 dt = 0
for all v˜ ∈ C∞c ( ]0, 2pi[,Rm). From Lemma 2.94, it follows that U˜ + w is
constant almost everywhere. This means that there exists a = (ai)
m
i=1 ∈ Rm,
with δiUi(t) + g(α˙(t), ei(t)) = ai, for almost all t ∈ [0, 2pi], for all 1 ≤ i ≤ m.
Thus,
δig(α˙(t), ei(t)) = δiai − Ui(t)
for almost all t ∈ [0, 2pi]. Since α˙ ∈ ΓL2(α∗TM) decomposes in the same
frame as
(4.47) α˙(t) =
m∑
i=1
δig(α˙(t), ei(t))ei(t),
it follows that α˙ concides almost everywhere with a section os Sobolev class
H1. From Corollary 2.93, this implies that α is of class C1, and α˙ is always
equal to this Sobolev H1 section, given by the right–hand side of (4.47).
Hence, α ∈ H2(S1,M).
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Using that α ∈ Sγ∩H2(S1,M), from Claim 4.44 there is a decomposition
TαH
1(S1,M) = Dα ⊕ TαSγ .
Let v ∈ Dα. Then v = λα˙, and hence
dEg(α)v =
∫
S1
g(α˙,Dgv) dz
=
∫
S1
λg(α˙,Dgα˙) dz
= λ2
∫
S1
d
ds
g(α˙(s), α˙(s))
∣∣∣∣
s=z
dz
= 0,
since S1 has empty boundary. Therefore, dEg(α) vanishes identically on Dα.
By hypothesis, it also vanishes identically on TαSγ . Thus, dEg(α) = 0, i.e.,
α ∈ H2(S1,M) is a critical point of Eg, concluding the proof of Claim 4.45.
Claim 4.46. If α ∈ Sγ is a critical point of Eg, then TαH1(S1,M) = Dα ⊕
TαSγ.
From Proposition 4.11, if α ∈ Sγ is a critical point of Eg, then it is a peri-
odic g–geodesic. In particular, from Corollary 1.59, α ∈ H2(S1,M). Thus,
from Claim 4.44 there exists the required decomposition TαH
1(S1,M) =
Dα ⊕ TαSγ .
Claim 4.47. There exists an open subset U of H1(S1,M) and a sequence
{γn}n∈N in U such that (U, {Sγn}n∈N) is a generalized slice for the action
of S1 on H1(S1,M) with respect to Eg.
For each γ ∈ H2(S1,M), consider the submanifold Sγ of H1(S1,M)
given by Claim 4.43. From Remark 3.116, the map
ργ : S
1 3 eiθ 7−→ ρ(eiθ, γ) = γ(eiθ ·) ∈ H1(S1,M)
is of class C1. In addition, Claim 4.44 gives a decomposition TγH
1(S1,M) =
Im dργ(1)⊕TγSγ . Thus, we may apply Proposition 3.119, which implies that
the subset ρ(S1×Sγ) =
⋃
α∈Sγ ρα(S
1) is a neighborhood of γ ∈ H1(S1,M).
Thus, for each γ ∈ H2(S1,M), let Uγ ⊂ ρ(S1 × Sγ) be an open subset
of H1(S1,M) containing γ, and define
U =
⋃
γ∈H2(S1,M)
Uγ .
This is clearly an open subset of H1(S1,M) that contains33 all critical points
of Eg, and since it is second–countable, by the Lindelo¨f property, the open
cover {Uγ}γ∈H2(S1,M) of U admits a countable subcover {Uγn}n∈N. Consider
the family {Sγn}n∈N of submanifolds associated to the sequence {γn}n∈N in
U.
Since U ⊂ ⋃γ∈H2(S1,M) ρ(S1×Sγ), condition (i) of Definition 4.38 is triv-
ially satisfied. Moreover, conditions (ii) and (iii) of this definition are direct
consequences of Claims 4.45 and 4.46, respectively. Therefore, (U, {Sγn}n∈N)
33Since critical points of Eg are periodic g–geodesics, from Corollary 1.59, they are
automatically of class C2, in particular of Sobolev class H2.
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is a generalized slice for the action of S1 on H1(S1,M) with respect to Eg,
concluding the proof. 

II
Genericity of nondegenerate
geodesics

CHAPTER 5
Abstract genericity criteria
In this chapter we discuss the concept of genericity, and give a few ab-
stract criteria under which a certain property is generic. In general terms,
a property is generic if it holds for typical examples, in other words, if al-
most all objects satisfy it. This notion can be formally defined in terms of
measures or topologies, depending on the type of ambient space considered.
Since our default ambient spaces are infinite–dimensional manifolds, where
there is no clear concept of Lebesgue measure, the most natural definition
of genericity is in terms of its topology, as follows.
Definition 5.1. A subset G of a metric space E is said to be generic in
E if it contains a Gδ of dense subsets, that is, a countable intersection of
open dense subsets of E. Elements of G are said to be generic elements of
E, and if these satisfy a certain property, then such property is also said to
be generic in E.
Remark 5.2. As an obvious consequence of this definition, if a certain subset
S of a metric space E contains a generic subset of E, then S is also generic
in E. This fact implies, for instance, that any union of generic subsets is
also generic.
Remark 5.3. Apart from giving intuition about the nature of mathematical
objects, genericity plays an important role in the reliability mathematical
models. Namely, due to inner inaccuracies in observation, the only relevant
physical properties of a model are those generic in the adequate topology.
This stability guarantees that such inaccuracies are physically neglectable.
In particular, this is of great relevance in astrophysics concerning measure-
ments of effects modeled by general relativity, see Hawking [46].
Although this definition is given for subsets of metric spaces, it is clearly
valid for more general topological spaces. Once more, all of our applications
deal with metrizable ambients and hence we shall restrict to the case of
(complete) metric spaces.
Example 5.4. Some generic properties are quite intuitive, as the following
examples indicate. A generic polynomial of degree n with real coefficients
has n distinct complex roots. Generically, a plane in R3 intersects the three
coordinate axes in three distinct points. A generic pair of lines in R3 are
skew, i.e., non parallel and disjoint.
Nevertheless, genericity can also be tricky at times. For instance, a
generic function f ∈ C0([a, b],R) is differentiable at no point of [a, b], nor is
it monotone on any subinterval of [a, b]. A proof can be found in Pugh [87],
using the Lebesgue Monotone Differentiation Theorem. Further interesting
generic properties of continuous real functions are given in [21, 23, 24,
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90]. For more basic examples of generic properties see Example 5.8 and
Remarks 5.9 and 5.11.
Let us mention a few elementary properties of generic sets, which are in
great part direct consequences of basic properties of Gδ sets. Recall that a
subset of a metric space is a Gδ if it is given as the countable intersection
of open subsets. Countable intersections and finite unions of Gδ’s are still a
Gδ, and open or closed subsets are Gδ’s. The complementary of a Gδ set is
called an Fσ set, which is hence given as countable union of closed subsets.
Lemma 5.5. Let E be a metric space, G a generic subset and A an open
subset. Then G ∩A is generic in A.
Proof. If G is generic, it contains a Gδ, D =
⋂
n∈NDn, where Dn are open
dense subsets of E. The fact that G∩A is generic in A is evident considering⋂
n∈N(Dn ∩A), which is a dense Gδ of A contained in G ∩A. 
Lemma 5.6. Let E be a metric space and A and B open subsets of E. If G
is generic in both A and B, then it is also generic in A ∪B.
Proof. Since G is generic in A and B, there exist dense Gδ’s
DA =
⋂
n∈N
DAn and D
B =
⋂
n∈N
DBn
of A and B respectively, contained in G. Since DA is dense in A and DB is
dense in B, it follows that DA ∪DB is dense in A ∪ B, for the closure of a
union is the union of closures. Moreover,
DA ∪DB =
(⋂
n∈N
DAn
)
∪
(⋂
n∈N
DBn
)
=
⋂
n∈N
(DAn ∪DBn ),
and since DAn ’s and D
B
n ’s are open in A and B respectively, which are in
turn open subsets of E, it follows that (DAn ∪DBn ) is an open subset of A∪B.
Hence DA ∪DB is a (dense) Gδ of A∪B contained in G, and therefore G is
generic in A ∪B. 
Lemma 5.7. Let E be a metric space and {Gn}n∈N a countable family of
generic subsets. Then the intersection
⋂
n∈N Gn is also generic in E.
Proof. From genericity of each Gn in E, there exist Dnm open dense subsets
of E, with Dn =
⋂
m∈ND
n
m ⊂ Gn. Let
D =
⋂
n∈N
Dn =
⋂
n,m∈N
Dnm.
Then D ⊂ ⋂n∈N Gn is the countable intersection of open dense subsets in
E, hence also
⋂
n∈N Gn is generic in E. 
Example 5.8. An open dense subset is clearly generic, since it contains a
countable (finite) intersection of open dense subsets. A counter example
for the converse is for instance the set of irrational numbers R \ Q, that is
generic in R however not open. For more details, see Remark 5.11.
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An important example of generic subset that is open and dense is the
following. Let V be a finite–dimensional vector space and consider GL(V )
the set of all automorphisms of V . Then, it can be written as
GL(V ) = det−1
(
R \ {0}),
where det : Lin(V ) → R is the determinant function. Since det is continu-
ous, GL(V ) is open. Moreover, it is dense in Lin(V ) by standard arguments.1
Therefore, GL(V ) is generic in Lin(V ). Since operators of GL(V ) are invert-
ible operators, we may conclude that an operator T ∈ Lin(V ) is generically
invertible, or is generically an isomorphism.
Notice that a non invertible operator, or a singular matrix, is a quite
symmetric object, when compared to invertible operators, that are generic.
This is a sort of general rule, in the sense that highly symmetric objects are
almost never generic. All genericity results in Chapters 6 and 7 are in this
direction, asserting for instance that on a given manifold, two points2 are
not conjugate in a generic semi–Riemannian metric.
Remark 5.9. This general idea regarding symmetries also holds in a more
precise sense, considering isometries of a manifold. Namely, it is possible to
prove that a generic Riemannian metric g on a smooth finite–dimensional
manifold M has trivial isometry group Iso(M, g) = {id}, see Definition 1.44.
This result was proved by Ebin [32], however there are simpler proofs of
this fact.
We now recall the celebrated Baire Theorem, whose proof can be found
for instance in Manetti [63]. Among other consequences, it is the key fact
used in the proof of basic functional analysis results such as the Open Map-
ping Theorem (or Banach–Schauder Theorem) and the Closed Graph The-
orem.
Baire Theorem 5.10. Let {Dn}n∈N be a countable family of open dense
subsets of a complete metric space. Then the intersection
⋂
n∈NDn is dense.
Remark 5.11. By the Baire Theorem 5.10, a generic subset (of a complete
metric space) is automatically dense. This implies that arbitrarily small
perturbations turn any element generic.
Notice however that genericity is a much stronger condition than be-
ing dense. For instance, the intersection of two generic subsets is generic
(see Lemma 5.7), while the intersection of two dense subsets might be even
empty. Namely, consider the set Q of rational numbers. Both Q and its
complementary R \Q are dense, but their intersection is empty. Moreover,
since Q is countable, it may be regarded as the countable union of its points,
1Suppose A ∈ Lin(V ) is non invertible and let ε > 0. Consider the polynomial
function p(t) = det((1 − t)A + t id), t ∈ R. Since p is a polynomial, it has finitely many
(hence isolated) zeros. Thus, since p(0) = 0, there exists δ > 0 such that there are no other
zeros of p in (−δ, δ) other than 0. Therefore, if t ∈ (−δ, δ)\{0} then (1−t)A+t id ∈ GL(V ).
Choose 0 < t0 < min{δ, ε‖A−id ‖}. Then (1 − t0)A + t0 id ∈ GL(V ) and its distance from
A is less then ε, proving that GL(V ) is dense in Lin(V ).
2This is the content of Theorem 7.1, of [17]. Nevertheless, we prove (see Theo-
rem 7.22) that it is possible to extend this concept to much more general endpoints con-
ditions, such as two submanifolds or any admissible GEC, see Definition 7.7.
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which are closed subsets of empty interior in R. Therefore Q is an Fσ with
empty interior, and hence its complementary R \Q is a dense Gδ, in partic-
ular, generic. Notice that R \Q is not open, however generic; and Q is not
generic, however dense.
5.1. Sard–Smale Theorem and Transversality Theorem
All genericity results presented in this text use directly or indirectly the
Sard–Smale Theorem 5.19. This theorem is an infinite–dimensional exten-
sion of the celebrated Sard Theorem 5.12, originally proved in 1942 by Sard
[95] in the finite–dimensional context. It asserts that, under suitable regular-
ity conditions, the set of critical values of a map between finite–dimensional
manifolds has Lebesgue measure zero. As remarked above, there is no clear
extension of the notion of null Lebesgue measure for subsets of Banach man-
ifolds. Thus, its infinite–dimensional version states that the set of critical
values of a sufficiently regular map3 has generic4 complement, in the sense
of Definition 5.1. This important result was proved by Smale in the sixties
in [97], and is clearly of great value when dealing with generic properties.
One of the main reasons for this is that if values are generically regular,
from Proposition 3.32 preimages (of values) are generically submanifolds.
In this section, we state the Sard Theorem 5.12 and use it to prove
the Sard–Smale Theorem 5.19, exploring also further aspects related to the
genericity of transversality using these results. A complete proof of the Sard
Theorem 5.12, originally given by Sard [95] in 1942, can be found in most
differential topology textbooks, such as [47, 67].
Sard Theorem 5.12. Let f : Rn → Rm be a Ck map, such that k >
max{n −m, 0}. Then the set of critical values of f has Lebesgue measure
zero in Rm.
The adequate infinite–dimensional context to generalize this result is
considering a Ck nonlinear Fredholm map f : X → Y between Banach
manifolds X and Y , see Definitions 3.1 and 3.28. For this section, consider
f : X → Y such a map. At a further point, we will also need to assume
separability of the Banach manifolds X and Y and a regularity condition
on f , namely k > max{ind(f), 0}.
The following result asserts that after a suitable change of coordinates,
f differs from the identity by a nonlinear map between finite–dimensional
manifolds.
Lemma 5.13. Let f : X → Y be a Ck nonlinear Fredholm map. Then for
any x0 ∈ X there exists a Banach space B, finite–dimensional spaces K and
C, a Ck map g : B ⊕ K → C and local charts5 ϕ : U → B ⊕ K around
x0 ∈ X and ψ : V → B ⊕ C around f(x0) ∈ Y , such that
(5.1) ψ ◦ f ◦ ϕ−1(b, k) = (b, g(b, k)), b ∈ B, k ∈ K,
3The regularity hypotheses from the finite–dimensional version are maintained and
further Fredholmness assumptions are necessary.
4Some textbooks choose to call such a subset residual. Since this term suggests of
small size, we prefer not to use this terminology, and rather state that its complement is
generic.
5Recall Definition 3.1.
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X
f

U?
_oo
ϕ

f |U // V
ψ

  // Y
B ⊕K
(id,g)
// B ⊕ C
Proof. Consider arbitrary local charts (U,ϕ) around x0 ∈ X and (V, ψ)
around f(x0) ∈ Y taking values on Banach spaces B1 and B2 respectively.
Denote by f˜ : B1 → B2 the representation of f in these local charts. Since
f is a nonlinear Fredholm map, B = Im df˜(ϕ(x0)) is finite–codimensional,
hence complemented, from Lemma 2.10. Consider C a (finite–dimensional)
complement to B, so that B2 = B ⊕ C. Notice that, from Lemma 2.25, C
is topologically isomorphic to coker df˜(ϕ(x0)).
Let f˜ =
(
f˜1, f˜2
)
. Then, by the above construction,
f˜1 : B1 −→ B
is a submersion at ϕ(x0) ∈ B1. Notice that ker df˜1(ϕ(x0)) = ker df˜(ϕ(x0)),
since df˜2(ϕ(x0)) = 0. Define K = ker df˜(ϕ(x0)), and notice it is finite–
dimensional, because f is Fredholm.
We now use the local form of submersions (see Remark 3.17). There
exists a Ck diffeomorphism d between open subsets of B1 and B ⊕K (the
local chart in the domain) and a Ck nonlinear map g : B⊕K → C (the rep-
resentation of f˜ in using this chart and the identity on the counter domain),
such that the following diagram is commutative
(5.2) B1
f˜ //
d

B ⊕ C
B ⊕K
(id,g)
KK
where by (id, g) we denote the map
B ⊕K 3 (b, k) 7−→ (b, g(b, k)) ∈ B ⊕ C.
Replacing ϕ with d ◦ ϕ and shrinking U if necessary, so that ϕ(U) is in
the domain of d, we obtain the desired local charts such that (5.1) holds,
concluding the proof. 
Remark 5.14. The subspaces K and C in Lemma 5.13 are clearly named
this way in reference to ker df(x0) and coker df(x0), since they are clearly
topologically isomorphic. Recall that since f is Fredholm, these are finite–
dimensional spaces. Furthermore, notice that
(5.3) ind(f) = dimK − dimC.
Remark 5.15. As a consequence of this Lemma 5.13, it follows that the
preimage f−1({y}) of a point by a Ck nonlinear Fredholm map is locally
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homeomorphic to the preimage g−1(ψ(y)) of a point by a Ck map between
finite–dimensional manifolds. This fact paves the way to several topics in
deformation theory for complex manifolds, see Kuranishi [59].
Lemma 5.16. Let f : X → Y be a Ck nonlinear Fredholm map, with k >
max{ind(f), 0}. Then the set of critical values of f has empty interior.
Proof. From Definition 3.7, the set of critical values of f is the image
f(Crit(f)) of the critical set of f . It clearly suffices to prove that the inter-
section of each open subset of Y with f(Crit(f)) has empty interior. Thus,
since the question is local, from Lemma 5.13, we may use local charts and
reduce the problem to the case where f is of the form
f : B ⊕K −→ B ⊕ C
(b, k) 7−→ (b, g(b, k)),(5.4)
where B is a Banach space, K and C are finite–dimensional spaces and
g : B ⊕K → C is a Ck map.
The proof will be by contradiction, using the Sard Theorem 5.12. Sup-
pose that V ⊂ B ⊕ C is a nonempty open subset of critical values of f .
Notice that a point (b, k) ∈ B ⊕K is a critical point of f if and only if k is
a critical point of
gb : K 3 k 7−→ g(b, k) ∈ C.
In fact, from (5.4), it follows that
(5.5) df(b, k) =
 id 0
∂g
∂b
(b, k)
∂g
∂k
(b, k)

and hence df(b, k) is not surjective if and only if dgb(k) =
∂g
∂k (b, k) is not
surjective, i.e., k is a critical point of gb.
For each b ∈ B, define Cb = {c ∈ C : (b, c) ∈ V }, which is clearly an
open subset of C. Since we are assuming that V is a nonempty open subset
of critical values of f , for some b ∈ B, Cb is nonempty. For any c ∈ Cb, the
value (b, c) ∈ V is a critical value of f . Hence there exists kc ∈ K such that
f(b, kc) = (b, c), with (b, kc) ∈ Crit(f). Thus, from the above discussion,
such a kc is a critical point of gb, and hence c is a critical value of gb. Since
c ∈ Cb was arbitrarily chosen, this implies that Cb is an open subset of
critical values of gb : K → C.
Finally, since
k > ind(f)
(5.3)
= dimK − dimC,
the Sard Theorem 5.12 applies to gb, implying that the set of its critical
values has Lebesgue measure zero in C. This contradicts the existence of
the nonempty open subset Cb of critical values, concluding the proof. 
Lemma 5.17. Consider a map f : B ⊕K → B ⊕ C of the form (5.4) and
let U ⊂ B ⊕K be an open subset. Let U1 ⊂ B and U2 ⊂ K be open subsets
with U2 compact
6 and U1 × U2 ⊂ U . Then the restriction
f |U1×U2 : U1 × U2 → B ⊕ C
6Recall that K is finite–dimensional, see Remark 5.14.
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is a closed map, i.e., maps closed subsets of the domain to closed subsets of
the counter domain.
Proof. Let F ⊂ U1×U2 be a closed subset and {f(bn, kn)}n∈N a convergent
sequence in B ⊕ C, where {(bn, kn)}n∈N is a sequence on F . Since f is of
the form (5.4), convergence of
f(bn, kn) = (bn, g(bn, kn))
implies the convergence of {bn}n∈N to a limit b∞ ∈ B. Since U2 is compact,
up to passing to a subsequence, we may assume that {kn}n∈N converges to
a limit k∞ ∈ K. Hence, from continuity of f , we have that {f(bn, kn)}n∈N
converges to f(b∞, c∞) ∈ f(F ). Therefore, f(F ) is closed in B ⊕ C, con-
cluding the proof. 
Lemma 5.18. Consider a map f : B ⊕K → B ⊕ C of the form (5.4), and
suppose B is separable. If U is an open subset of X, then f(U ∩Crit(f)) is
an Fσ, i.e., a countable union of closed subsets.
Proof. Since B is supposed to be separable, the sum B ⊕ K clearly satis-
fies the Lindelo¨f property.7 Thus, we may consider a countable open cover⋃
n∈N(U
n
1 × Un2 ) of U , where Un1 ⊂ C and Un2 ⊂ K satisfy the conditions of
Lemma 5.17, i.e., Un1 × Un2 ⊂ U and Un2 ⊂ K is compact.
From Lemma 3.9, the set Crit(f) is closed in B⊕K. Thus, the intersec-
tion (Un1 × Un2 ) ∩ Crit(f) is closed in Un1 × Un2 for every n ∈ N. Therefore,
from Lemma 5.17,
f(U ∩ Crit(f)) =
⋃
n∈N
f
(
(Un1 × Un2 ) ∩ Crit(f)
)
is a countable union of closed subsets of B ⊕ C, i.e., an Fσ. 
We are now ready to prove the Sard–Smale Theorem 5.19, simply ap-
plying the previous lemmas.
Sard–Smale Theorem 5.19. Let f : X → Y be a Ck nonlinear Fredholm
map between separable Banach manifolds, with k > max{ind(f), 0}. Then
the set of regular values of f is generic.
Proof. Since Y is separable (hence second–countable) and union of generic
subsets is generic (see Remark 5.2), it suffices8 to prove that every y ∈ Y
admits an open neighborhood V , such that the regular values of f in V form
a generic subset of V . If V does not intersect Im f , there is nothing to do,
since all values in V are trivially regular (recall Definition 3.10). Suppose
there exists x0 ∈ X, with f(x0) ∈ V . We have to prove that the regular
values of f in V contain an open Gδ of V , which is equivalent to proving
that its complementary f(U ∩ Crit(f)) is contained in an Fσ with empty
interior.
7Since Banach spaces are first–countable, separability is equivalent to second–
countability, and also to satisfying the so–called Lindelo¨f property. Recall that the Lindelo¨f
property for a topological space X asserts that every open cover of X admits a countable
subcover. The finite–dimensional space K automatically satisfies this property, hence if
B is separable, we may assume the Lindelo¨f property to hold for B ⊕K.
8For a slightly more precise justification of this fact, see Remark 5.20.
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Shrinking U and V if necessary, we may assume that these are domains
of charts ϕ and ψ of X and Y respectively, as in Lemma 5.13. In other
words, we may assume that f is locally represented by (5.4), i.e.,
f : B ⊕K −→ B ⊕ C
(b, k) 7−→ (b, g(b, k)),
where B is a Banach space, K and C are finite–dimensional spaces such
that (5.3) holds and g : B ⊕ K → C is a Ck map. From Lemma 5.18,
f(U ∩ Crit(f)) is a countable union of closed subsets of V . Since k >
max{ind(f), 0}, we may also apply9 Lemma 5.16, that implies that each of
these closed subsets has empty interior. Therefore, f(U ∩ Crit(f)) is an Fσ
with empty interior, concluding the proof. 
Remark 5.20. Notice that we proved above that f(U∩Crit(f)) is a countable
union of closed subsets with empty interior in V . The meticulous reader may
argue that this does not automatically imply that f(Crit(f)) is a countable
union of closed subsets with empty interior in Y .
Notice however that each subset with empty interior in V also has empty
interior in Y . Using again its second–countability, we may cover Y with a
countable number of open subsets. Considering the union of the closure
of these open subsets intersected with the closed subsets of V with empty
interior we have an Fσ in Y with empty interior.
We end this section with a brief discussion on the consequences of the
Sard Theorem 5.12 and the Sard–Smale Theorem 5.19 related to genericity
of transversality, see Definition 3.34. More precisely, we now prove the so–
called Transversality Theorem, that asserts that a sufficiently regular map
is generically transverse to a fixed submanifold of the counter domain.
Transversality Theorem 5.21. Let X, Y and Z be separable Banach
manifolds, W a submanifold of Z and f : X × Y → Z a Ck map. For every
(x, y) ∈ f−1(W ), denote q : Tf(x,y)Z → Tf(x,y)Z/Tf(x,y)W the quotient map
and suppose that q ◦ ∂f∂y : TyY → Tf(x,y)Z/Tf(x,y)W is a Fredholm operator
such that k > max
{
ind
(
q ◦ ∂f∂y (x, y)
)
, 0
}
. In addition, suppose that for
every (x, y) ∈ f−1(W ) the operator
(5.6) TxX ⊕ TyY df(x,y)−−−−−−→ Tf(x,y)Z q−−→
Tf(x,y)Z
Tf(x,y)W
is surjective. Denoting fx : Y → Z the map fx(y) = f(x, y), the following
is a generic subset of X,
(5.7) G = {x ∈ X : fx is transverse to W}.
Proof. For all (x, y) ∈ f−1(W ), consider the Banach spaces V1 = TxX, V2 =
TyY , H = Tf(x,y)Z/Tf(x,y)W and the surjective operator L = q ◦ df(x, y),
given by (5.6). Since L|V2 = q ◦ ∂f∂y (x, y) is Fredholm, from Lemma 2.99,
the subspace kerL = df(x, y)−1[Tf(x,y)W ] is complemented. Together with
9Notice that in this step we use the finite–dimensional Sard Theorem 5.12 on g :
K → C, to guarantee that Crit(f) has empty interior. Its hypotheses are satisfied since
ind(f) = dimK − dimC < k.
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surjectivity of L, this implies that f is transverse to W . From Propo-
sition 3.37, f−1(W ) is a Ck submanifold of X × Y and T(x,y)f−1(W ) =
df(x, y)−1[Tf(x,y)W ] = kerL.
Let Π : X × Y → X be the projection onto the first coordinate. On the
one hand, (x, y) ∈ f−1(W ) is a regular point of Π|f−1(W ) : f−1(W )→ X if
dΠ(x, y)|kerL : T(x,y)f−1(W )︸ ︷︷ ︸
kerL
↪−→ TxX ⊕ TyY︸ ︷︷ ︸
V1⊕V2
dΠ(x,y)−−−−−−→ TxX︸︷︷︸
V1
is surjective and has complemented kernel.10 On the other hand, fx is
transverse to W at y ∈ Y if
L|V2 : TyY︸︷︷︸
V2
↪−→ TxX ⊕ TyY︸ ︷︷ ︸
V1⊕V2
L−−→ Tf(x,y)Z/Tf(x,y)W︸ ︷︷ ︸
H
is surjective and has complemented kernel. From Lemma 2.99, both kernels
are isomorphic to kerL∩ ({0}⊕V2), and since we are assuming that L|V2 =
q ◦ ∂f∂y (x, y) is Fredholm, these kernels are also finite–dimensional, hence
trivially complemented. Also from Lemma 2.99, dΠ(x, y)|kerL is surjective
if and only if L|V2 is surjective. Thus, (x, y) ∈ f−1(W ) is a regular point
of Π|f−1(W ) : f−1(W ) → X if and only if fx is transverse to W at y ∈ Y .
Therefore, x is a regular value of Π|f−1(W ) if and only if fx is transverse to
W .
Once more from Lemma 2.99, since L|V2 = q ◦ ∂f∂y (x, y) is a Fredholm
operator, also dΠ(x, y)|T(x,y)f−1(W ) is a Fredholm operator, and
ind
(
q ◦ ∂f
∂y
(x, y)
)
= ind
(
dΠ(x, y)|T(x,y)f−1(W )
)
.
Thus, Π|f−1(W ) is a Ck nonlinear Fredholm map, with
k > max
{
ind
(
dΠ(x, y)|T(x,y)f−1(W )
)
, 0
}
,
and hence the Sard–Smale Theorem 5.19 gives genericity of the set of regular
values of Πf−1(W ). Since x is a regular value of Π|f−1(W ) if and only if fx is
transverse to W , it follows that G is generic, concluding the proof. 
Remark 5.22. The above Transversality Theorem 5.21 clearly holds for finite–
dimensional manifolds, in which case several hypotheses are automatically
verified. For instance, trivially the operator q ◦ ∂f∂y (x, y) is Fredholm, and all
considered subspaces are complemented. Moreover, surjectivity of (5.6) is
equivalent to transversality of f : X × Y → Z to W at (x, y).
Remark 5.23. The Transversality Theorem 5.21 implies that two submani-
folds are generically transverse, see Remark 3.36. Let us give a more precise
statement of this fact for finite–dimensional manifolds. Let W be a subman-
ifold of Z and consider fx : Y → Z a family of immersions of a manifold
Y into Z parameterized by x ∈ X. Then, provided that f : X × Y → Z is
transverse to W and sufficiently regular, the submanifolds fx(Y ) and W are
transverse in Z for a generic set of parameters x ∈ X.
10Notice that the derivative dΠ(x, y) coincides with the (linear) projection TxX ⊕
TyY → TyY onto the first variable.
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5.2. Genericity criteria with transversality
Assume Y is a Hilbert manifold and fx : Y → R is a family of functionals
parameterized in an open subset of a Banach manifold X. In this section, we
are interested in establishing abstract criteria for fx to be generically Morse,
see Definition 3.26. More precisely, we want to prove that the following
subset of parameters is generic in X,
G = {x ∈ X : fx : Y → R is Morse}.
For this, we adopt a standard transversality approach, inspired by Propo-
sition 3.39. This allows to consider G as the set of x ∈ X such that
∂f
∂y (x, · ) : Y → TY ∗ is transverse to the null section 0TY ∗ , and use an
appropriate version of the Transversality Theorem 5.21 to prove its gener-
icity. Indeed, under suitable transversality hypotheses, the preimage of the
null section by ∂f∂y , is an embedded submanifold of X × Y , the projection
Π : X × Y → X is a nonlinear Fredholm map of index zero and its critical
values are precisely the set of parameters x such that fx has some degenerate
critical point in Y . Therefore, the problem of genericity of strongly nonde-
generate critical points is reduced to a matter of regular values of a nonlinear
Fredholm map. Then, genericity of G follows as a simple consequence of the
Sard–Smale Theorem 5.19.
This approach follows the lines of standard transversality arguments
present in [3, 6, 25]. These were extended to the Banach and Hilbert
manifolds setting in a more recent paper by White [103], that introduced the
elegant method described above relating degeneracy for fx with criticality
for Π restricted to an adequate domain. We will now use these ideas to
give a detailed proof of a first genericity criterion, with a formulation closely
adapted from Biliotti, Javaloyes and Piccione [17].
Abstract Genericity Criterion 5.24. Consider X a separable Banach
manifold, Y a separable Hilbert manifold and U ⊂ X × Y an open subset.
Let f : U → R be a Ck functional and assume that for every (x0, y0) ∈ U
such that ∂f∂y (x0, y0) = 0, the following conditions hold:
(i) the Hessian
∂2f
∂y2
(x0, y0) : Ty0Y −→ Ty0Y ∗ ∼= Ty0Y
is a (self–adjoint) Fredholm operator;
(ii) for all w ∈ ker
[
∂2f
∂y2
(x0, y0)
]
\ {0}, there exists v ∈ Tx0X such that
∂2f
∂x∂y
(x0, y0)(v, w) 6= 0.
For each x ∈ X, let Ux = {y ∈ Y : (x, y) ∈ U} and fx(y) = f(x, y) for all
y ∈ Ux. Then the following is a generic subset of X,
(5.8) G = {x ∈ X : fx : Ux → R is Morse}.
Before giving the proof, we make a couple of remarks on how the second
partial derivatives mentioned in conditions (i) and (ii) can be defined without
the use of a connection, under the hypotheses of the criterion.
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Remark 5.25. Given y ∈ Y with (x, y) ∈ U for some x ∈ X, since x 7→
∂f
∂y (x, y) takes values on the fixed Hilbert space TyY
∗, the mixed derivative
in condition (ii) is well defined without the use of a connection on TY ∗.
More precisely, for such y ∈ Y , we have the map
∂f
∂y
( · , y) : Π(U) −→ TyY ∗(5.9)
x 7−→ ∂f∂y (x, y)
that can be once more differentiated, obtaining the mixed derivative
∂2f
∂x∂y
(x, y) : TxX −→ TyY ∗.
Remark 5.26. If ∂f∂y (x0, y0) = 0, the second partial derivative
∂2f
∂y2
(x0, y0)
can be defined as the Hessian of y 7→ f(x0, y) at the critical point y0, also
without depending on the choice of a connection, see Definition 3.22.
For the proof of the criterion, it suffices to adopt the following equivalent
definition, given in Remark 3.24. The bilinear symmetric map
∂2f
∂y2
(x, y) : TyY × TyY −→ R
is defined at the diagonal (at a pair (v, v) ∈ TyY × TyY ) using an auxiliary
curve α : (−ε, ε)→ Y , with α(0) = y and α˙(0) = v, by
∂2f
∂y2
(x, y)(v, v) = (f ◦ α)′′(0),
and extended to TyY × TyY by polarization.11 Hence, if ∂f∂y (x, y) = 0, we
have the second partial derivative
∂2f
∂y2
(x, y) : TyY −→ TyY ∗.
Proof. We now proceed to the proof of the Abstract Genericity Criterion 5.24,
through four claims.
First, given any (x0, y0) ∈ U , denote by 0y0 ∈ Ty0Y ∗ the zero. If
∂f
∂y (x0, y0) = 0y0 , then T(y0,0y0 )TY
∗ canonically decomposes in the direct
sum a horizontal and a vertical part, respectively tangent to the null section
and to the fibers of TY ∗. This is the automatic infinite–dimensional exten-
sion of (1.1), see Remark 1.18. More precisely, the tangent space to the null
section of TY ∗ at (y0, 0y0) is canonically identified as
(5.10) T(y0,0y)0TY ∗
∼= Ty0Y,
and hence
(5.11) T(y0,0y0 )TY
∗ ∼= Ty0Y ⊕ Ty0Y ∗.
11More generally, if f : X → R is a C2 function defined on a Banach manifold, then
d2f(x0)(v, v) can be defined analogously with a curve α : (−ε, ε) → X. Inductively, if f
is Ck and djf(x0) vanishes for 1 ≤ j ≤ k − 1, dkf(x0) can be defined in a similar way.
Such definitions with auxiliary curves can be equivalently given in terms of a connection,
and it can be proved that there is no dependence on the choice of this connection.
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Second, notice that (5.9) induces a global partial derivative
∂f
∂y
: U −→ TY ∗
(x, y) 7−→
(
y, ∂f∂y (x, y)
)
.
and if (x0, y0) ∈ U is such that ∂f∂y (x0, y0) = 0y0 , the above map can be
differentiated again, obtaining
d
(
∂f
∂y
)
(x0, y0) : Tx0X ⊕ Ty0Y −→ T(y0,0y0)TY
∗ ∼= Ty0Y ⊕ Ty0Y ∗
(v, w) 7−→
(
w, ∂
2f
∂x∂y (x0, y0)v +
∂2f
∂y2
(x0, y0)w
)
(5.12)
where (5.11) is used and the second partial derivatives are in the sense
of Remarks 5.25 and 5.26. Observe that if ∂f∂y (x0, y0) 6= 0y0 , it would be
necessary to have a connection on TY ∗, otherwise the vertical component
of (5.12) would not be well defined, see Remarks 3.23 and 3.25.
Claim 5.27. The map ∂f∂y : U → TY ∗ is transverse to the null section 0TY ∗
of TY ∗ if and only if (ii) holds, which is also equivalent to
(5.13) ker
(
∂2f
∂y2
(x0, y0)
)⋂
Im
(
∂2f
∂x∂y
(x0, y0)
)⊥
= {0}.
Denote by py0 : T(y0,0y0 )TY
∗ → Ty0Y ∗ the projection correspondent to
the decomposition (5.11). Then
py0 ◦ d
(
∂f
∂y
)
(x0, y0) : Tx0X ⊕ Ty0Y −→ Ty0Y ∗
is given by the direct sum of the bounded linear maps
(5.14)
L1 =
∂2f
∂x∂y
(x0, y0) : Tx0X −→ Ty0Y ∗ ∼= Ty0Y
L2 =
∂2f
∂y2
(x0, y0) : Ty0Y −→ Ty0Y ∗ ∼= Ty0Y.
From Definition 3.34, transversality of ∂f∂y : U → TY ∗ to the null section
0TY ∗ means that for all (x0, y0) ∈ U such that ∂f∂y (x0, y0) = 0y0 ,[
d
(
∂f
∂y
)
(x0, y0)
]−1
T(y0,0y0 )0TY
∗
is complemented in Tx0X ⊕ Ty0Y and
Im
[
d
(
∂f
∂y
)
(x0, y0)
]
+ T(y0,0y0 )0TY
∗ = T(y0,0y0 )TY
∗.
From (5.14), using identifications (5.10) and (5.11), this is equivalent to
– ker(L1 ⊕ L2) is complemented in Tx0X ⊕ Ty0Y ;
– L1 ⊕ L2 is surjective.
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The first condition holds as a consequence of (i), since ∂
2f
∂y2
(x0, y0) is
Fredholm and hence has finite–dimensional kernel and finite–codimensional
image. From Lemma 2.10, both subspaces are complemented. Thus, ap-
plying Proposition 2.102 it follows that ker(L1 ⊕ L2) is complemented in
Tx0X ⊕ Ty0Y .
Therefore, transversality of ∂f∂y : U → TY ∗ to 0TY ∗ is now equivalent
to surjectivity of L1 ⊕ L2. From self–adjointness and Fredholmness of L2,
Lemma 2.100 applies. This gives that L1⊕L2 is surjective if and only if (ii)
holds, which in turn is also obviously equivalent to (5.13),12 concluding the
proof of Claim 5.27.
Claim 5.28. The subset
M =
{
(x, y) ∈ U : ∂f
∂y
(x, y) = 0
}
is an embedded Ck−1 submanifold of X × Y , and at each (x0, y0) ∈ M, its
tangent space is
(5.15) T(x0,y0)M =
{
(v, w) ∈ Tx0X ⊕ Ty0Y :[
∂2f
∂x∂y (x0, y0)⊕ ∂
2f
∂y2
(x0, y0)
]
(v, w) = 0
}
.
From Claim 5.27, (ii) implies that the map ∂f∂y : U → TY ∗ is transverse
to the null section 0TY ∗ of TY
∗. Thus, the above claim is an immediate
consequence of Proposition 3.37. Furthermore, notice that in the notation
(5.14), the subspace (5.15) of Tx0X ⊕ Ty0Y is exactly the (complemented)
space ker(L1 ⊕ L2).
Claim 5.29. Let Π : X × Y → X be the projection onto the first variable.
Then the restriction Π|M is a nonlinear Ck−1 Fredholm map of index zero,
and (x0, y0) ∈ M is a regular point of Π|M if and only if y0 is a strongly
nondegenerate critical point of the functional
fx0 : Ux0 3 y 7−→ f(x0, y) ∈ R,
where Ux0 = {y ∈ Y : (x0, y) ∈ U}.
Fix (x0, y0) ∈M. Then the derivative of Π|M at this point is
dΠ(x0, y0)
∣∣
T(x0,y0)M
: T(x0,y0)M −→ Tx0X
(v, w) 7−→ v
and hence has kernel T(x0,y0)M∩ ({0}⊕Ty0Y ), which, from (5.15), is clearly
identified as
(5.16) ker dΠ(x0, y0)
∣∣
T(x0,y0)M
∼= ker
(
∂2f
∂y2
(x0, y0)
)
,
and since ∂
2f
∂y2
(x0, y0) is Fredholm, the right–hand side (hence both sides) are
finite dimensional. In addition, if v is in the image dΠ(x0, y0)
(
T(x0,y0)M
)
,
12Since (ii) and (5.13) are both equivalent to transversality of ∂f
∂y
to the null section
of TY ∗, they will be henceforth labeled as transversality conditions in this context.
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then from (5.15) there exists w ∈ Ty0Y such that[
∂2f
∂x∂y
(x0, y0)⊕ ∂
2f
∂y2
(x0, y0)
]
(v, w) = 0,
hence
(5.17) dΠ(x0, y0)
(
T(x0,y0)M
)
=
[
∂2f
∂x∂y
(x0, y0)
]−1
Im
(
∂2f
∂y2
(x0, y0)
)
.
Since ∂
2f
∂y2
(x0, y0) is Fredholm, its image has finite codimension in Ty0Y .
Applying Lemma 2.101, it follows that also dΠ(x0, y0)
(
T(x0,y0)M
)
has finite
codimension in Tx0X, hence dΠ(x0, y0)
∣∣
T(x0,y0)M
is a Fredholm operator.
More precisely,
codimTx0X
[
Im dΠ(x0, y0)
∣∣
T(x0,y0)M
]
= codimTy0Y Im
(
∂2f
∂y2
(x0, y0)
)
− codimTy0Y
[
Im
(
∂2f
∂x∂y (x0, y0)
)
+ Im
(
∂2f
∂y2
(x0, y0)
)]
,
and, since by (5.13) the operator
[
∂2f
∂x∂y (x0, y0)⊕ ∂
2f
∂y2
(x0, y0)
]
is surjective,
it follows that the last term in the right–hand side of the above expression
is null. Therefore, using that ∂
2f
∂y2
(x0, y0) is self–adjoint, it follows that
dim ker
(
∂2f
∂y2
(x0, y0)
)
(2.9)
= dim Im
(
∂2f
∂y2
(x0, y0)
)⊥
= codim Im
(
∂2f
∂y2
(x0, y0)
)
= codimTx0X
[
Im dΠ(x0, y0)
∣∣
T(x0,y0)M
]
,
thus ind
(
dΠ(x0, y0)
∣∣
T(x0,y0)M
)
= 0. This proves the claim that Π|M is a
nonlinear Ck−1 Fredholm map of index zero.
From (5.17), it is clear that (x0, y0) ∈M is a regular point of Π|M, i.e.,
dΠ(x0, y0)
∣∣
T(x0,y0)M
is surjective, if and only if13
Im
(
∂2f
∂x∂y
(x0, y0)
)
⊂ Im
(
∂2f
∂y2
(x0, y0)
)
.
Taking orthogonal complements and using once more that ∂
2f
∂y2
(x0, y0) is
self–adjoint, this is equivalent to
Im
(
∂2f
∂x∂y
(x0, y0)
)⊥
⊃ Im
(
∂2f
∂y2
(x0, y0)
)⊥
(2.9)
= ker
(
∂2f
∂y2
(x0, y0)
)
.
Since, from (5.13),
ker
(
∂2f
∂y2
(x0, y0)
)⋂
Im
(
∂2f
∂x∂y
(x0, y0)
)⊥
= {0},
13Notice that its kernel ker dΠ(x0, y0)
∣∣
T(x0,y0)
M
given by (5.16) is finite–dimensional,
hence complemented as a consequence of Lemma 2.10.
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(x0, y0) is a regular point of Π|M if and only if ker
(
∂2f
∂y2
(x0, y0)
)
is trivial.
Using (5.16), this is in turn equivalent to y0 being a nondegenerate critical
point of fx. Finally, from Lemma 2.46, the self–adjoint Fredholm operator
∂2f
∂y2
(x0, y0) must have index zero. From Lemma 2.45 it follows that this
operator is injective if and only if it is surjective. Thus, (x0, y0) is a regular
point of Π|M if and only if y0 is a strongly nondegenerate critical point of
fx, concluding the proof of Claim 5.29.
Claim 5.30. The subset G, given by (5.8), is generic in X.
From Claim 5.29, the set of G of parameters x ∈ X such that the func-
tional
fx : Ux 3 y 7−→ f(x, y) ∈ R
is Morse coincides with the set of regular values of Π|M. Since this is a nonlin-
ear Ck−1 Fredholm map of index zero between separable Banach manifolds,
the Sard–Smale Theorem 5.19 applies, and it follows that this is a generic
subset of X, completing the proof of this last claim. 
Remark 5.31. The proof of the Abstract Genericity Criterion 5.24 may be
severely simplified by the use of Proposition 3.39 and the Transversality
Theorem 5.21. Using Claim 5.27, all hypotheses of the Transversality The-
orem 5.21 are verified for the map ∂f∂y : U → TY ∗, with respect to the
submanifold 0TY ∗ . Thus, generically on x,
∂f
∂y (x, · ) is transverse to 0TY ∗ .
Finally, from Proposition 3.39, this happens if and only if x ∈ G, proving
that G is generic in X.
The actual proof given above is rather longer, however more detailed
on how criticality for fx is equivalent to degeneracy for Π|M, and how the
Sard–Smale Theorem 5.19 is used to prove genericity of G. However, the
methods involved are clearly the same.
We end this section with a second abstract criterion, with slightly weaker
hypotheses but with the same setting as the Abstract Genericity Crite-
rion 5.24. Namely, we consider the same family of parameterized variation
problems f : U ⊂ X × Y → R however we allow condition (ii) to be verified
only in a distinguished subset C of
M =
{
(x, y) ∈ U : ∂f
∂y
(x, y) = 0
}
.
The conclusion will then be that the parameters x ∈ X for which these
distinguished critical points of fx are strongly nondegenerate is generic in
X.
Abstract Genericity Criterion 5.32. Consider X be a separable Ba-
nach manifold, Y a separable Hilbert manifold and U ⊂ X × Y an open
subset. Let f : U → R be a Ck functional, M =
{
(x, y) ∈ U : ∂f∂y (x, y) = 0
}
,
and C a subset of distinguished pairs (x, y) ∈ M. Suppose the following
conditions hold:
(i) for every (x0, y0) ∈M, the Hessian
∂2f
∂y2
(x0, y0) : Ty0Y −→ Ty0Y ∗ ∼= Ty0Y
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is a (self–adjoint) Fredholm operator;
(ii) for every (x0, y0) ∈ C, for all w ∈ ker
[
∂2f
∂y2
(x0, y0)
]
\ {0}, there
exists v ∈ Tx0X such that
∂2f
∂x∂y
(x0, y0)(v, w) 6= 0.
For each x ∈ X, let Ux = {y ∈ Y : (x, y) ∈ U}, Cx = {y ∈ Y : (x, y) ∈ C}
and fx(y) = f(x, y) for all y ∈ Ux. Then the following is a generic subset of
X,
GC = {x ∈ X : all y ∈ Cx are strongly nondegenerate for fx : Ux → R}.
Proof. This second abstract criterion is in fact a simple consequence of the
Abstract Genericity Criterion 5.24. From Lemma 3.41, applied to ∂f∂y : U →
TY ∗, the following is an open subset of M,
A =
{
(x, y) ∈M : ∂f
∂y
: U → TY ∗ is transverse to 0TY ∗ at (x, y)
}
.
Thus, there exists V an open subset in U , such that V ∩M = A.
Under condition (i), Claim 5.27 gives that (x, y) ∈ A if and only if for all
w ∈ ker
[
∂2f
∂y2
(x, y)
]
\ {0}, there exists v ∈ TxX such that ∂2f∂x∂y (x, y)(v, w) 6=
0. Consider the restriction f |V : V ⊂ U → R. Then, conditions (i) and (ii) of
the Abstract Genericity Criterion 5.24 apply to f |V , and hence the following
is generic in X,
GV = {x ∈ X : fx|Vx : Vx → R is Morse},
where Vx = {y ∈ Y : (x, y) ∈ V} and fx|Vx is the restriction of fx : Ux → R
to this open subset. Once more, from Claim 5.27, Cx is contained in Vx for
every x ∈ X. Therefore, GV is contained in GC and hence, from Remark 5.2,
GC is generic in X. 
5.3. Equivariant genericity criteria
In this section, we consider the same family of functionals f : U ⊂ X ×
Y → R parametrized in a Banach manifold X, however with the additional
hypothesis that there is a (non necessarily differentiable) action of a finite–
dimensional Lie group G on Y and f(x, · ) and U are G–invariant. We will
assume also that this action is by diffeomorphisms and that it admits a
generalized slice with respect to fx for all x ∈ Π(U), see Definition 4.38. In
this context, we will prove equivariant genericity criteria that give abstract
sufficient conditions on f to guarantee the genericity of the set of parameters
x ∈ X for which fx is G–Morse, see Lemma 4.30 and Definition 4.34.
Equivariant Genericity Criterion 5.33. Consider X a separable Ba-
nach manifold, Y a separable Hilbert manifold, U ⊂ X × Y an open subset
and G a finite–dimensional Lie group with an action µ : G× Y → Y by dif-
feomorphisms. Suppose that U is G–invariant and that f is G–invariant in
the second variable. Suppose also the existence of submanifolds Y2 ⊂ Y1 ⊂ Y
such that all critical points of fx = f(x, · ) are contained in Y2 for all
x ∈ Π(U), and for all y ∈ Y2, the subspace Dy of TyY1 is well–defined.14
14See Remark 3.116 and (3.47).
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Assume the existence of a generalized slice (U, {Sn}n∈N) for the action of G
on Y with respect to fx, for all x ∈ Π(U) and that for every (x0, y0) ∈ U
such that ∂f∂y (x0, y0) = 0, the following conditions hold:
(eq-i) the Hessian
∂2f
∂y2
(x0, y0) : Ty0Y −→ Ty0Y ∗ ∼= Ty0Y
is a (self–adjoint) Fredholm operator;
(eq-ii) for all w ∈ ker
[
∂2f
∂y2
(x0, y0)
]
\ Dy0, there exists v ∈ Tx0X such that
∂2f
∂x∂y
(x0, y0)(v, w) 6= 0.
For each x ∈ X, let Ux = {y ∈ Y : (x, y) ∈ U} and fx(y) = f(x, y) for all
y ∈ Ux. Then the following is a generic subset of X,
(5.18) G = {x ∈ X : fx : Ux → R is G–Morse}.
Proof. The idea of the proof is to apply the Abstract Genericity Crite-
rion 5.24 to the restrictions of f to the elements Sn of the generalized slice.
Let Un be the open subsets of X × Sn defined by
Un = {(x, y) ∈ X × Sn : {x} ×G(y) ∩ U 6= ∅},
and consider fn : Un → R the restrictions f |Un .
Let us verify that each fn : Un → R satisfies the hypotheses of the Ab-
stract Genericity Criterion 5.24. Given (x0, y0) ∈ Un such that ∂f∂y (x0, y0) =
0, the decomposition15
(5.19) Ty0Y = Ty0Sn ⊕Dy0
induces a decomposition of operators defined in Ty0Y . Thus, (5.19) induces
a decomposition of ∂f∂y (x0, y0) : Ty0Y → R as the direct sum of ∂fn∂y (x0, y0) :
Ty0Sn → R and the null functional16 of Dy0 . Hence, since ∂f∂y (x0, y0) = 0, it
follows that also ∂fn∂y (x0, y0) = 0.
From (eq-i), the Hessian ∂
2f
∂y2
(x0, y0) is a Fredholm operator. Using
(5.19), it decomposes as the sum of
(5.20)
∂2fn
∂y2
(x0, y0) : Ty0Sn −→ Ty0S∗n ∼= Ty0Sn
and the null operator of Dy0 . Thus, (5.20) is given by the restriction of a
Fredholm operator to a finite codimensional space, which is hence Fredholm.
Therefore condition (i) of the Abstract Genericity Criterion 5.24 holds.
As for condition (ii), from the above decomposition of ∂
2f
∂y2
(x0, y0), if
w ∈ ker
[
∂2fn
∂y2
(x0, y0)
]
\ {0}, then17 w ∈ ker
[
∂2f
∂y2
(x0, y0)
]
\ Dy0 . Thus, from
15Recall that this decomposition exists from property (iii) of the generalized slice, see
Definition 4.38.
16Recall that, since f is G–invariant in the second variable, as observed in Lemma 4.30
the subspace Dy0 is contained in the kernel of ∂f∂y (x0, y0), and hence also in the kernel of
∂2f
∂x∂y
(x0, y0).
17Here we use property (ii) of the generalized slice, see Definition 4.38.
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(eq-ii), there exists v ∈ Tx0X such that ∂
2f
∂x∂y (x0, y0)(v, w) 6= 0. Using (5.19),
also
∂2f
∂x∂y
(x0, y0) : Tx0X × Ty0Y −→ R
decomposes as the sum of ∂
2fn
∂x∂y (x0, y0) an the null functional of Tx0X⊕Dy0 .
Hence, ∂
2fn
∂x∂y (x0, y0)(v, w) 6= 0, proving that condition (ii) also holds.
Therefore we may apply the Abstract Genericity Criterion 5.24 to each
fn : Un → R, obtaining genericity of
Gn =
{
x ∈ X : fn(x, · ) is Morse
}
in X, for all n ∈ N. Proposition 4.39 gives that18 f is G–Morse if and only if
fn is Morse for all n ∈ N, hence G =
⋂
n∈N Gn. Since this is the intersection
of a countable family of generic subsets of X, Lemma 5.7 gives that G is
generic in X, concluding the proof. 
Analogously to the Abstract Genericity Criterion 5.32, we now give
a second equivariant criterion, with slightly weaker hypotheses but with
the same setting as the Equivariant Genericity Criterion 5.33. Namely, we
consider the same family of parameterized G–invariant variation problems
f : U ⊂ X × Y → R however we allow condition (eq-ii) to be verified only
in a distinguished subset C of critical points of fx. The conclusion will then
be that the parameters x ∈ X for which these distinguished critical points
of fx are G–nondegenerate is generic in X.
Equivariant Genericity Criterion 5.34. Consider X a separable Ba-
nach manifold, Y a separable Hilbert manifold, U ⊂ X × Y an open subset
and G a finite–dimensional Lie group with an action µ : G× Y → Y by dif-
feomorphisms. Suppose that U is G–invariant and that f is G–invariant in
the second variable. Suppose also the existence of submanifolds Y2 ⊂ Y1 ⊂ Y
such that all critical points of fx = f(x, · ) are contained in Y2 for all x ∈
Π(U), and for all y ∈ Y2, the subspace Dy of TyY1 is well–defined.19 Assume
the existence of a generalized slice (U, {Sn}n∈N) for the action of G on Y with
respect to fx, for all x ∈ Π(U). Consider M =
{
(x, y) ∈ U : ∂f∂y (x, y) = 0
}
,
and C a subset of distinguished pairs (x, y) ∈ M. Suppose the following
conditions hold:
(eq-i) for every (x0, y0) ∈M, the Hessian
∂2f
∂y2
(x0, y0) : Ty0Y −→ Ty0Y ∗ ∼= Ty0Y
is a (self–adjoint) Fredholm operator;
(eq-ii) for every (x0, y0) ∈ C, for all w ∈ ker
[
∂2f
∂y2
(x0, y0)
]
\ Dy0, there
exists v ∈ Tx0X such that
∂2f
∂x∂y
(x0, y0)(v, w) 6= 0.
18Here we use property (i) of the generalized slice, see Definition 4.38.
19See Remark 3.116 and (3.47).
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For each x ∈ X, let Ux = {y ∈ Y : (x, y) ∈ U}, Cx = {y ∈ Y : (x, y) ∈ C}
and fx(y) = f(x, y) for all y ∈ Ux. Then the following is a generic subset of
X,
GC = {x ∈ X : all y ∈ Cx are G–nondegenerate for fx : Ux → R}.
Proof. Once more, let
Un = {(x, y) ∈ X × Sn : {x} ×G(y) ∩ U 6= ∅},
and consider f˜n : Un → R the restrictions f |Un . From Lemma 3.41, applied
to each ∂f˜n∂y : Un → TY ∗, the following is an open subset of M,
An =
{
(x, y) ∈ Un ∩M : ∂f˜n
∂y
: Un → TY ∗ is transverse to 0TY ∗ at (x, y)
}
.
Thus, there exists Vn an open subset in Un, such that Vn∩M = An. Consider
fn : Vn → R the restrictions f˜n|Vn .
Let us verify that each fn : Vn → R satisfies the hypotheses of the Ab-
stract Genericity Criterion 5.24. Given (x0, y0) ∈ Vn such that ∂fn∂y (x0, y0) =
0 the same decomposition (5.19),
Ty0Y = Ty0Sn ⊕Dy0
induces a decomposition of operators defined in Ty0Y . Thus, there is a
decomposition of ∂f∂y (x0, y0) : Ty0Y → R as the direct sum of ∂fn∂y (x0, y0) :
Ty0Sn → R and the null functional20 of Dy0 . Hence, if ∂f∂y (x0, y0) = 0, it
follows that also ∂fn∂y (x0, y0) = 0.
From (eq-i), the Hessian ∂
2f
∂y2
(x0, y0) is a Fredholm operator. Using
(5.19), it decomposes as (5.20),
∂2fn
∂y2
(x0, y0) : Ty0Sn −→ Ty0S∗n ∼= Ty0Sn
and the null operator of Dy0 . Thus, ∂
2fn
∂y2
(x0, y0) is given by the restric-
tion of a Fredholm operator to a finite codimensional space, which is hence
Fredholm. Therefore condition (i) of the Abstract Genericity Criterion 5.24
holds.
As for condition (ii), from the above decomposition of ∂
2f
∂y2
(x0, y0), if w ∈
ker
[
∂2fn
∂y2
(x0, y0)
]
\ {0}, then21 w ∈ ker
[
∂2f
∂y2
(x0, y0)
]
\ Dy0 . Since (x0, y0) ∈
An it follows that there exists v ∈ Tx0X such that ∂
2fn
∂x∂y (x0, y0)(v, w) 6= 0.
Using again (5.19), also
∂2f
∂x∂y
(x0, y0) : Tx0X × Ty0Y −→ R
20Recall that, since f is G–invariant in the second variable, as observed in Lemma 4.30
the subspace Dy0 is contained in the kernel of ∂f∂y (x0, y0), and hence also in the kernel of
∂2f
∂x∂y
(x0, y0).
21Here we use property (ii) of the generalized slice, see Definition 4.38.
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decomposes as the sum of ∂
2fn
∂x∂y (x0, y0) an the null functional of Tx0X⊕Dy0 .
Hence, ∂
2fn
∂x∂y (x0, y0)(v, w) 6= 0, proving that condition (ii) also holds.
Therefore we may apply the Abstract Genericity Criterion 5.24 to each
fn : Vn → R, obtaining genericity of
Gn =
{
x ∈ X : fn(x, · ) is Morse
}
in X, for all n ∈ N. Consider the intersection G = ⋂n∈N Gn. Since this is
the intersection of a countable family of generic subsets of X, Lemma 5.7
gives that G is generic in X. Proposition 4.39 gives that22 f is G–Morse if
and only if fn is Morse for all n ∈ N, hence G is the set of parameters x ∈ X
such that fx is G–Morse. The set GC clearly contains G and hence, from
Remark 5.2, GC is generic in X. 
22Here we use property (i) of the generalized slice, see Definition 4.38.
CHAPTER 6
Periodic geodesics and the Bumpy Metric
Theorem
In this chapter we prove the first genericity result of the text, a non
compact semi–Riemannian version of the Bumpy Metric Theorem. The cel-
ebrated Bumpy Metric Theorem is one of the central results in the theory
of generic properties of geodesic flows, and several applications and gener-
alizations are present in the literature.
Although the Bumpy Metric Theorem 6.24 is a result of independent
interest, it is also employed in the proofs of other results in the next chapter,
as Theorem 7.22, that gives new generic properties regarding nondegeneracy
of semi–Riemannian geodesics with general endpoints conditions. In fact,
the main reason for the importance of the classic Bumpy Metric Theorem
is that it is keystone for several other genericity results of geodesic flows, as
for instance the ones established in [12, 28, 55].
Let us begin by recalling the definition of bumpy metric, and providing
a variational characterization of this property.
Definition 6.1. A semi–Riemannian metric g ∈ Metkν(M) is bumpy if for
every periodic g–geodesic γ : S1 → M , the only nontrivial periodic Jacobi
fields along γ are constant multiples of γ˙.
Clearly, there is a variational characterization of this fact, using the G–
invariant notion of degeneracy introduced in Chapter 4, see Definition 4.34.
In this context, the action involved is the reparameterization action1 of S1 on
H1(S1,M), which leaves invariant2 the (second variable of the) generalized
energy functional for periodic curves (4.41),
E : AgA,ν ×H1(S1,M) 3 (g, γ) 7−→ 12
∫
S1
g(γ˙, γ˙) dz ∈ R,
where AgA,ν is given by (3.27). Recall this is an open subset of an affine
separable Banach space formed by semi–Riemannian metrics, that depends
on the choice of an auxiliary semi–Riemannian metric gA of index ν, see
Proposition 3.71.
Analogously to what was discussed in Section 4.2, more precisely in
Proposition 4.10, this is a Ck functional. In addition, the first variable should
be thought of as a parameter, and we will frequently denote Eg(γ) = E(g, γ).
If ∂E∂γ (g0, γ0) = 0, then γ0 is a periodic g0–geodesic, see Proposition 4.11.
This setup allows to give the following obvious characterization of bumpy
metrics in AgA,ν .
1See Example 3.105.
2See Example 4.29.
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Lemma 6.2. A metric g ∈ AgA,ν is bumpy if and only if
Eg : H
1(S1,M) −→ R
is a S1–Morse functional.
The Bumpy Metric Theorem states that bumpy metrics on M form a
generic subset of AgA,ν . In view of Lemma 6.2, this is equivalent to the
functional Eg being S
1–Morse for a generic parameter g ∈ AgA,ν . Before
getting to some technical lemmas necessary for the proof, let us give a brief
overview of the history of this theorem.
The Riemannian version of the Bumpy Metric Theorem is attributed to
Abraham [4] in 1970, who was the first to formulate its statement and to use
the term bumpy. In fact, the result was announced in 1968 by Abraham, at
a conference on global analysis at Berkeley. It seems to be among the first
of a numerous sequence of theorems on the generic behavior of dynamical
systems, particularly geodesic flows. The main motivation of Abraham to
introduce the concept of bumpy metrics is due to the classic conjecture that
every compact Riemannian manifold oughts to admit infinitely many geo-
metrically distinct periodic geodesics. It is claimed in [4] that for metrics
with non discrete isometry groups, this result is obvious, and hence the in-
terest in the generic case of minimal symmetry. In addition, it is conjectured
that every bumpy metric on a compact manifold admits infinitely many dis-
tinct periodic geodesics. This conjecture on bumpy metrics was proved to
hold by Rademacher [88] in 1989, hence the classic conjecture generically
holds.
Strangely enough, the first complete proof of the Bumpy Metric The-
orem is due to Anosov [10] in 1982, more than ten years after Abraham’s
paper and originally published in Russian. Anosov [10] gives concrete ex-
amples of why some attempted proofs of the Bumpy Metric Theorem by
Klingenberg [55] in 1972 are incorrect. In the mean time, several authors
began to use the Bumpy Metric Theorem to establish other genericity results
for geodesic flows and more general dynamical systems, among which Klin-
genberg [54, 55] himself. As pointed out by Anosov, the main problem with
Klingenberg’s proof in [55] is that it employs a perturbation argument along
a specific degenerate periodic geodesic, making it nondegenerate. However,
it relinquishes the effect that this metric change might have, possibly caus-
ing other periodic geodesics to degenerate. Among more recent significa-
tive extensions of the Bumpy Metric Theorem, we highlight the results of
Gonc¸alves Miranda [40] on genericity of periodic trajectories in the context
of magnetic flows on a surface, which allows to establish an extension of the
Kupka–Smale Theorem.
Despite giving a quite cumbersome proof with fairly involved technical
arguments, Anosov [10] claims that there might have been other correct
proofs before that date, however so cumbersome that were not published.
Anosov’s proof and subsequent applications employ arguments dating from
the time of Poincare´, Birkhof and Toponogov. However, in the eighties,
there already were more modern tools to approach this type of problem,
for instance the ones developed in the so–called Ljusternik–Schnirelmann
theory. In this sense, Anosov [10] claims having worked on a proof using
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tubular neighborhoods, inspired by Peixoto [81], but that revealed being
much more cumbersome that the classic approach adopted.
In the last years, the totally unexplored semi–Riemannian version of
several important generic properties of geodesic flows came to the attention
of Biliotti, Javaloyes and Piccione [17]. The motivation to explore generic
properties of this type of dynamical systems come mainly from Lorentzian
geometry and its implications on general relativity, but also from general
theory of semi–Riemannian manifolds and Morse theory, due to recent re-
sults of Abbondandolo and Majer [1, 2, 3].
This inaugurating article of Biliotti, Javaloyes and Piccione [17] in 2009
paved the way to several further investigations of genericity of nondegener-
acy in semi–Riemannian geodesic flows. We stress that, unlike the Riemann-
ian case, for non necessarily positive–definite metrics there is a significative
qualitative change of the structure of the geodesic flow when passing from
negative to positive values of energy. At that point, the most natural candi-
date to be extended to this semi–Riemannian realm was the Bumpy Metric
Theorem, since it remains a central result in the area and proved to have
numerous applications. Nevertheless, the transversality techniques used in
[17] alone proved not enough to give a complete answer to this problem,
due to possible presence of strongly degenerate3 periodic geodesics. This
issue was solved in the recent preprint [18] of the same authors in 2010,
where a complete proof of the semi–Riemannian Bumpy Metric Theorem
is given, using a combination of the original approach of Anosov [10] and
transversality techniques of [17].
Among several usages of this semi–Riemannian Bumpy Metric Theo-
rem of [18], we mention the genericity results of nondegeneracy of semi–
Riemannian geodesics under general endpoints conditions, in the recent pa-
per of Bettiol and Giambo` [15]. To carry out the main applications, a
subtle refinement of the semi–Riemannian Bumpy Metric Theorem of [18]
is needed. Namely, a non compact reformulation is required. Up to date, all
versions of the Bumpy Metric Theorem in [4, 10, 18, 55] were stated for
compact manifolds. Our proof of the Bumpy Metric Theorem 6.24 for non
necessarily compact semi–Riemannian manifolds details the tools needed
for this refinement, which turns out to follow almost immediately from the
preceding versions of the Bumpy Metric Theorem. We also stress the im-
portance of removing any compactness assumptions in the semi–Riemannian
version of this result, in face of topological obstructions to the existence of
metrics of given index in compact manifolds, as studied in Section 1.3. For
instance, from Propositions 1.117 and 1.124, every non compact manifold
admits a Lorentzian metric, while for compact manifolds this only holds
under the additional hypothesis that the Euler class vanishes.
A natural challenge to extend any such genericity results to the non
compact case is that there is no canonical separable Banach space structure
on the space of semi–Riemannian metrics on a non compact manifold. Thus,
we use the tools developed in Chapter 3 regarding this structure on smaller
subsets of metrics of the form (3.27), namely metrics that are asymptotically
3See Section 6.2.
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equal to some fixed auxiliary metric gA of the same index ν, see Proposi-
tion 3.71. Genericity results are then formulated relatively to such open
subsets, that have all necessary structures to carry out the analysis in the
sequel.
Let us give an idea of the possible approaches to the bumpy problem.
There are essentially two ways of characterizing nondegeneracy of periodic
geodesics, corresponding to the dynamical and the variational approaches.
On the one hand, the dynamical approach consists in studying periodic
geodesics as fixed points for the Poincare´ map, or first recurrence map. On
the other hand, the variational approach consists in studying geodesics as
critical points of the energy functional defined in the free loop space.
Denote by T 1M the unit tangent bundle of M relatively to an auxiliary
Riemannian metric gR, see Definition 1.40. For each v ∈ T 1M , let γv :
[0,+∞[→M be the unique g–geodesic with γ˙(0) = v. From the dynamical
viewpoint, nondegeneracy of a periodic geodesic γ0 : [0,+∞[→M of period
ω means that the map
R+ × T 1M 3 (t, v) 7−→
(
v, γ˙v(t)
) ∈ T 1M × T 1M
is transverse to the diagonal of T 1M × T 1M at (ω, v0), where v0 = γ˙0(0).
The proof of the Riemannian Bumpy Metric Theorem by Anosov [10] uses
this approach, and it employs the transversality theorem.
The dynamical approach does not work well when considering semi–
Riemannian metrics, starting from the observation that even the notion of
unit tangent bundle itself is not very meaningful in semi–Riemannian geom-
etry. Distinguishing causal notions of unit tangent bundles, i.e., timelike,
lightlike and spacelike, is also not very meaningful when dealing with families
of metrics.
The proof of the semi–Riemannian Bumpy Metric Theorem by Biliotti,
Javaloyes and Piccione [18] uses a variational approach. From this view-
point, nondegeneracy for a periodic geodesic γ means that γ is a nondegen-
erate critical point of the energy functional (4.41), in the invariant sense of
Definition 4.34. More precisely, nondegeneracy means that the kernel of its
index form (4.25) is one–dimensional, consisting only of constant multiples
of the tangent field γ˙, i.e., the distribution Dγ of Definition 3.115. In order
to deal with the invariance of the energy functional under the action of S1,
see Example 4.29, the Equivariant Genericity Criterion 5.33 is used together
with the construction of a generalized slice for the action of S1 on H1(S1,M)
given by Proposition 4.42. Recall that this only holds in the weak regularity
context described in Remark 3.116.
Using such techniques, in Section 6.1 we prove a Weak Bumpy Metric
Theorem 6.3, that guarantees nondegeneracy only of prime geodesics, see
Definition 3.112. Genericity of nondegeneracy of iterates does not follow
from this equivariant variational setup due to a subtle technical problem,
that will be discussed in Section 6.2. In order to deal with iterates, we fol-
low the ingenious idea of Anosov [10], also used by Biliotti, Javaloyes and
Piccione [18] with suitable modifications that make it work in the non com-
pact semi–Riemannian case. For this, in Section 6.3 we introduce families of
metricsMK(a, b) parameterized by two positive real numbers a, b ∈ R that
correspond to the period and to the minimal period of periodic geodesics,
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and a compact subset K of M . For the semi–Riemannian extension, the
notion of period (which is meaningless in the case of lightlike geodesics4) is
replaced by notions of energy relatively to an auxiliary Riemannian metric
gR. In the final Section 6.4, we prove that the set of metrics that are bumpy
for geodesics in K corresponds to the countable intersection
⋂
n≥1MK(n, n),
and a proof of its genericity is obtained by showing that each MK(a, b) is
open and dense in the set of metrics. Finally, to conclude the Bumpy Metric
Theorem 6.24, we use a simple exhaustion by compacts argument.
6.1. Weak Bumpy Metric Theorem
As mentioned above, prime and iterate geodesics will be treated sep-
arately. In this section, we prove a weak version of the Bumpy Metric
Theorem 6.24, regarding prime geodesics. This result is a subtle generaliza-
tion of [18, Proposition 3.4], in that it does not require compactness of the
manifold. Finally, it will be later used to establish genericity of all periodic
geodesics, in Section 6.4.
Weak Bumpy Metric Theorem 6.3. Let M be a smooth m–dimensional
manifold and fix E a separable Ck Whitney type Banach space of sections
of TM∗ ∨ TM∗ that tend to zero at infinity, with k ≥ 3. Fix ν ∈ {0, . . . ,m}
an index and let gA ∈ Metkν(M) be such that
sup
x∈M
‖gA(x)−1‖R < +∞.
Then the following is a generic subset of AgA,ν5
G∗(M) =
{
g ∈ AgA,ν : all prime g–geodesics are S1–nondegenerate
}
.
Proof. The proof is in great part adapted from the proof of [18, Proposition
3.4]. More precisely, we will apply the Equivariant Genericity Criterion 5.34
to the generalized energy functional for periodic curves (4.41),
E : AgA,ν ×H1(S1,M) 3 (g, γ) 7−→ Eg(γ) = 12
∫
S1
g(γ˙, γ˙) dz ∈ R,
which is invariant under the reparameterization action of S1 on H1(S1,M),
see Example 4.29. Let U = AgA,ν × H1(S1,M). Recall that this is a Ck
functional and if a pair (g0, γ0) ∈ U satisfies ∂E∂γ (g0, γ0) = 0, then γ0 is a peri-
odic g0–geodesic, see Proposition 4.11. Consider also the set of distinguished
critical points to be the set of prime geodesics,
C =
{
(g0, γ0) ∈ U : γ0 ∈ H1∗ (S1,M) and
∂E
∂γ
(g0, γ0) = 0
}
.
From Lemma 3.110, Propositions 3.71 and 4.42 and Corollary 3.99, the above
context satisfies the hypotheses of the Equivariant Genericity Criterion 5.34.
Let us verify that conditions (eq-i) and (eq-ii) hold. Condition (eq-i)
follows from Proposition 4.16 setting P = ∆. To verify condition (eq-ii),
we use a local perturbation argument. This condition asserts that given
4Recall Definition 1.38.
5Recall Proposition 3.71.
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(g0, γ0) ∈ C, for all J ∈ ker
[
∂2E
∂γ2
(g0, γ0)
]
\ span γ˙0, there must exist h ∈
Tg0AgA,ν such that the mixed derivative (4.28), given by
∂2E
∂g∂γ
(g0, γ0)(h, J) =
∫
S1
h(γ˙0,DJ) +
1
2∇h(J, γ˙0, γ˙0) dz
does not vanish. Notice that since γ0 is prime, it has only a finite number
of self intersections, see Proposition 1.131. From Lemma 1.132, since J is
not a multiple of γ˙0, the set of z ∈ S1 such that J is parallel to γ˙0 is finite.
Thus, there exists an open nonempty connected subset I ⊂ S1 such that
I–1: γ0(I) ∩ γ0(S1 \ I) = ∅;
I–2: J is not parallel to γ˙0 at any time in I.
In order to construct the required h ∈ E such that ∂2E∂g∂γ (g0, γ0)(h, J) 6= 0,
we apply Lemma 1.134 to the vector bundle TM∗ ∨ TM∗. Let U ⊂ M be
any open subset containing γ0(I) such that
U : γ0(t) ∈ U if and only if t ∈ I.
For instance, U can be taken as the complement of γ0(S
1 \ I). Let H ∈
Γk(γ∗0(TM∗ ∨ TM∗)) be the identically null section and choose any K ∈
Γk(γ∗0(TM∗ ∨ TM∗)) that satisfies
K(γ˙0, γ˙0) ≥ 0 and
∫
S1
K(z)(γ˙0(z), γ˙0(z)) dz > 0,
for instance, K(z) = gR(γ0(z)). Reducing the size of I if necessary, we may
assume that the result of Lemma 1.134 holds. This gives a globally defined
section h ∈ Γk(TM∗ ∨ TM∗) with compact support contained in U such
that
h(γ0(z)) = 0 and ∇J(z)h = K(z), for all z ∈ I.
Clearly h ∈ E, since all Ck sections of E with compact support are in E.
Finally, from the above construction,
∂2E
∂g∂γ
(g0, γ0)(h, J) =
∫
S1
h(γ˙0,DJ) +
1
2∇h(J, γ˙0, γ˙0) dz
= 12
∫
S1
K(z)(γ˙0(z), γ˙0(z)) dz
> 0.
Therefore, condition (eq-ii) holds.
The Equivariant Genericity Criterion 5.34 then gives genericity of the set
G∗(M) of g ∈ AgA,ν such that all prime g–geodesics are S1–nondegenerate,
concluding the proof. 
6.2. Strongly degenerate geodesics
In this section, we briefly explain the reason why the above local pertur-
bation argument employed to verify condition (ii) of the Equivariant Gener-
icity Criterion 5.34 fails in the case of iterate geodesics. Namely, this is due
to possible existence of a particularly degenerate class of periodic geodesics,
called strongly degenerate geodesics. Such geodesics will also play a special
role in Chapter 7 when dealing with GECs that admit periodic geodesics.
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Definition 6.4. Let γ : [0, 1] → M be a g–geodesic. Then γ is said to be
strongly degenerate if there exists an integer k ≥ 2 such that:
(a) γ
(
t+ ik
)
= γ(t), for all i ∈ {0, . . . , k − 1} and t ∈ [0, 1k [;
(b) γ admits a Jacobi field J 6= 0, such that
k−1∑
i=0
J
(
t+ ik
)
= 0, for all
t ∈ [0, 1k [.
J0
J1/8
J1/4
J0
J1/8
J3/8
J1/4 J1/2
J0
J5/8J1/8
J3/8
J1/4 J1/2
J3/4J0
J5/8J1/8
J7/8
J3/8
Figure 6.1. Example of a strongly degenerate geodesic with
k = 4, and a Jacobi field J satisfying (b), illustrated at t = 0,
t = 18 and iterates.
Observe that if γ is strongly degenerate, then it is automatically a peri-
odic geodesic6 with period ω = 1k , for some k ≥ 2. More precisely, it is an
iterate geodesic, see Definition 3.112. This allows to consider γ defined in
the domain
S1 ∼= [0, 1]{
0, 1k , . . . ,
k−1
k , 1
} ,
nevertheless when dealing with strongly degenerate geodesics, we will prefer
to adopt [0, 1] as its domain. Such convention will prove handy to deal with
strongly degenerate (g,P)–geodesics and at same time with non periodic
(g,P)–geodesics in Chapter 7.
Remark 6.5. The transversality condition (ii) of the abstract genericity cri-
teria of Chapter 5 trivially fails in the presence of a strongly degenerate ge-
odesic. Indeed, this is the only case in which a local perturbation argument
similar to the one used in the proof of the Weak Bumpy Metric Theorem 6.3
6Recall that from item (a), γ is a geodesic loop. In order to verify it is indeed a
periodic geodesic, one has to check that γ˙ is periodic, with the same period. This is easily
done deriving the condition (a) at appropriate values of t.
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does not apply. Namely, if γ0 is a strongly degenerate g0–geodesic, then it
admits a nontrivial Jacobi field J which satisfies (b) of Definition 6.4. For
this J , the right–hand side of (4.28) is identically null for any section h of
TM∗ ∨ TM∗. Therefore, (7.2) trivially fails.
This leads to the development of alternative methods to deal with the
strongly degenerate geodesics, in order to prove the complete Bumpy Met-
ric Theorem 6.24. In Chapter 7, it will be seen that such methods can be
avoided in the case of (g,P)–geodesics with a subtle trick employing the
Bumpy Metric Theorem 6.24. Moreover, it will also be proved in Theo-
rem 7.17 that the local perturbation argument above can be adapted to non
periodic geodesics, provided they are not parts of a strongly degenerate geo-
desic. This theorem will explore, in its full generality, the range of the local
perturbation argument introduced in the above proof of the Weak Bumpy
Metric Theorem 6.3.
We conclude this section with two final results on strongly degenerate
geodesics.
Proposition 6.6. Suppose γ : [0, 1] → M is a strongly degenerate g–
geodesic. Then γ is an S1–degenerate critical point of (4.41), i.e., γ admits
a nontrivial periodic Jacobi field J that is not a constant multiple of γ˙.
Proof. Take J a Jacobi field as in (b). Then J is not everywhere parallel to
γ˙, otherwise it would follow that γ˙ = 0. Comparing condition (b) at t = 0
and t = 1k , one obtains that
(6.1) J(0)− J(1) =
k−1∑
i=0
J
(
i
k
)− k−1∑
i=0
J
(
1
k +
i
k
)
= 0.
Moreover, from (b), V (t) =
∑k−1
i=0 J
(
t+ ik
)
is the identically null vector
field. Thus DV (t) = 0 for all t ∈ [0, 1]. As a result, analogously to (6.1),
(6.2) DJ(0)−DJ(1) = DV (0)−DV ( 1k ) = 0.
From (6.1) and (6.2), it follows that J is a periodic Jacobi field along γ with
respect to g. Thus, the same J that degenerates γ as a g–geodesic is also
periodic and is not a constant multiple of γ˙, hence in Dγ . This concludes the
proof, since there are no closed complements of Dγ where the restriction of
(4.25) gives an isomorphism, for its kernel intersects every such complement
non trivially in J , see Definition 4.34. 
Proposition 6.7. Let γ : [0, 1] → M be a periodic g–geodesic with period
1
k , for some k ≥ 2. Suppose γ admits a nontrivial Jacobi field J such that
there exists λ : [0, 1]→ R with
(6.3)
k∑
i=0
J
(
t+ ik
)
= λ(t)γ˙(t), t ∈ [0, 1k [ .
Then γ is strongly degenerate.
Proof. By adding a suitable multiple of γ˙ to J , that depends on λ and
k, one easily obtains a Jacobi field along γ that satisfies condition (b) of
Definition 6.4. Therefore, in this case γ is strongly degenerate. 
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6.3. Iterate geodesics
In this section, we study the problem of S1–nondegeneracy for iterates,
following closely the approach of Biliotti, Javaloyes and Piccione [18], in-
spired by Anosov [10]. The methods developed in the sequel take into
account possible presence of strongly degenerate geodesics, giving the nec-
essary tools to complete the proof of the semi–Riemannian Bumpy Metric
Theorem in its full generality.
Recall that a periodic curve is called an iterate if it has nontrivial isotropy
with respect to the reparameterization action (3.42), see Figure 3.7. From
Lemma 3.111, this isotropy group is a finite cyclic group, hence isomorphic to
Zn. Let us denote γ
(n) ∈ H1(S1,M) such an iterate curve, with #S1
γ(n)
= n.
This means that γ(n) is given as n–fold iteration of a prime curve, i.e., there
exists γ ∈ H1∗ (S1,M) such that
γ(n)(z) = γ(zn), z ∈ S1.
Notice that, in this case, there is a clear relation between the energies of the
iterate γ(n) and its prime generator γ. Notice first that
(6.4)
˙(γ(n))(z) = dγ(n)(z)iz
= dγ(zn)nzn−1iz
= ndγ(zn)izn
= nγ˙(zn),
hence,
(6.5)
ER(γ
(n)) = 12
∫
S1
gR(nγ˙(z
n), nγ˙(zn)) dz
= n
2
2
∫
S1
gR(γ˙(z
n), γ˙(zn)) dz
= n
2
2
∫
S1
gR(γ˙(w), γ˙(w)) dw
= n2ER(γ),
where the third equality holds by a simple change of variables7 w = zn.
Remark 6.8. Obviously, from (6.4) it is also possible to infer that LR(γ
(n)) =
nLR(γ), but we shall deal with ER rather than LR.
Inspired by the relation (6.5), we define two different ways of measuring
the energy of an iterate with respect to the fixed auxiliary Riemannian
metric gR, as follows.
Definition 6.9. Let γ ∈ H1(S1,M). Define the total energy of γ to be
(6.6) Æ(γ) = ER(γ) =
1
2
∫
S1
gR(γ˙, γ˙) dz,
7Notice that if f : S1 → R is continuous, then curiously for any n ∈ N,∫
S1
f(w) dw =
∫
S1
f(zn) dz.
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and the minimal energy of γ to be
(6.7) Œ(γ) =
Æ(γ)
(#S1γ)
2
=
1
2(#S1γ)
2
∫
S1
gR(γ˙, γ˙) dz,
where #S1γ is the cardinality of the isotropy group of γ, see Lemma 3.111. In
this sense, (6.5) yields that the minimal energy Œ(γ(n)) of an n–fold iterate is
the total energy Æ(γ) of the (unique) prime generator curve γ ∈ H1∗ (S1,M).
In other words, Æ(γ) gives the gR–energy of all turns γ makes while
Œ(γ) gives the gR–energy of only one turn of γ.
Remark 6.10. Clearly, if γ ∈ H1∗ (S1,M) is prime, then Æ(γ) = Œ(γ).
Remark 6.11. According to the subscript R notation being used throughout
the text to highlight dependence8 on the choice of the auxiliary Riemannian
metric gR, the quantities Æ(γ) and Œ(γ) should also carry a R, since they
obviously depend on this choice. Nevertheless, for the sake of simplifying
notation, we will deliberately omit this subindex and assume a given choice
of auxiliary Riemannian metric gR.
Remark 6.12. Analogously to Remark 3.60, we stress that although it is
not desirable to have dependence on the choice of an auxiliary Riemannian
metric for defining Æ(γ) and Œ(γ), this is the best possible setting for the
desired applications. Namely, we must have
0 ≤Œ(γ) ≤ Æ(γ),
for all γ ∈ H1(S1,M), which would not hold replacing gR with a semi–
Riemannian metric, for instance.
Henceforth, fix E a separable Ck Whitney type Banach space of sections
of TM∗ ∨ TM∗ that tend to zero at infinity, with k ≥ 2. Fix also ν ∈
{0, . . . ,m} an index and let gA ∈ Metkν(M) be such that
sup
x∈M
‖gA(x)−1‖R < +∞.
Under these choices, AgA,ν is an open subset of an affine separable Banach
space,9 hence is a separable Banach manifold.
We now introduce families of metrics parameterized by two positive real
numbers a, b ∈ R and a compact subset K of M . These families are the
natural extension of the families considered by Anosov [10] and Biliotti,
Javaloyes and Piccione [18] in their proof of the Bumpy Metric Theorem.
Definition 6.13. Given the above choices of ν and gA, for each compact
subset K of M and positive real numbers 0 < a ≤ b < +∞, define
MK(a, b) =
{
g ∈ AgA,ν :
every periodic g–geodesic γ with image in K,
Œ(γ) ≤ a and Æ(γ) ≤ b is S1–nondegenerate
}
Lemma 6.14. Given a compact K ⊂M , if a1 ≤ a2 and b1 ≤ b2, then
MK(a2, b2) ⊂MK(a1, b1).
Proof. Immediate from Definition 6.13. 
8See, for instance, Remark 3.60.
9Recall Proposition 3.71.
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The following results on absence of short periodic geodesics and accu-
mulation of degenerate periodic geodesics will be later used for our proof of
the Bumpy Metric Theorem 6.24.
Lemma 6.15. Given g0 ∈ AgA,ν and K ⊂ M compact, there exists r > 0
and an open neighborhood V of g0 in AgA,ν such that for every g ∈ V no non
constant periodic g–geodesics with image contained in K have image also
contained in a ball of gR–radius less than or equal to r. In particular, there
exists â > 0 such that for all g ∈ V and all prime g–geodesics γ with image
in K, Æ(γ) ≥ â.
Proof. Given any p ∈ K, there exists an open neighborhood Up of p in M
and an open neighborhood Vp of g inAgA,ν such that, for all g ∈ Vp, the open
subset Up is contained in a g–convex neighborhood of p, see Definition 1.69.
By compactness of K, it can covered by a finite union {Upi}ni=1 of such open
subsets. Let r be the Lebesgue number of this open cover relatively to the
metric induced by gR. It follows that every ball of gR–radius less than or
equal to r is contained in some Upi , and thus it cannot contain any non
constant periodic g–geodesic for any g ∈ V = ⋂ni=1 Vpi . This concludes the
proof. 
Lemma 6.16. Let K ⊂ M be compact and {gn}n∈N be a sequence in AgA,ν
converging to g∞ ∈ AgA,ν . Let {γn}n∈N be curves with image contained in
K such that for every n ∈ N, γn is a degenerate gn–geodesic and there exists
b > 0 such that Æ(γn) ≤ b. Then there exists a subsequence of {γn}n∈N that
converges to a non constant degenerate geodesic γ∞ of g∞, also contained
in K.
Proof. Since Æ(γn) ≤ b, there exists tn ∈ [0, 1] such that
gR
(
γ˙n(tn), γ˙n(tn)
) ≤ b2, n ∈ N.
Up to passing to a subsequence, assume that {tn}n∈N converges to t∞ ∈ [0, 1]
and {γ˙n(tn)}n∈N converges to v ∈ Tp∞M as n tends to ∞, with p∞ =
limn→+∞ γn(t∞).
Let γ∞ be the solution of Dg∞ γ˙ = 0 with initial conditions γ∞(t∞) = p∞
and ˙γ∞(t∞) = v. From continuous dependence of solutions of ODEs on
initial conditions, it is easy to see that γ∞ is the Ck–limit of the sequence
{γn}n∈N. In addition, γ∞ is clearly a periodic g∞–geodesic with Æ(γ∞) ≤ b
contained in K. It is also non constant, since if it were constant, there
would be nontrivial periodic geodesics relatively to metrics arbitrarily near
g∞ whose images lie in K and in balls of gR–radius arbitrarily small, which
contradicts Lemma 6.15.
Finally, γ∞ is a degenerate g∞–geodesic. Let Jn be a periodic Jacobi
field along γn which is not a multiple of the tangent field γ˙n. By adding to
Jn a suitable multiple of γ˙n, one can assume that Jn(0) is gR–orthogonal to
γ˙n(0). In addition, using an adequate normalization, it is also possible to
assume that max
{‖Jn(0)‖R, ‖DgnJn(0)‖R} = 1. Again, up to subsequences,
the initial conditions converge
lim
n→+∞ Jn(0) = v ∈ Tγ∞(0)M limn→+∞D
gnJn(0) = w ∈ Tγ∞(0)M.
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By continuity, v is gR–orthogonal to ˙γ∞(0) and
(6.8) max
{‖v‖R, ‖w‖R} = 1.
The solution J∞ of the g∞–Jacobi equation along γ∞ with the above limit
initial conditions is the Ck–limit of the Jacobi fields Jn, and thus periodic.
In addition, it is not a multiple of the tangent field ˙γ∞. Indeed, if J∞ were
a multiple of ˙γ∞, since v is gR–orthogonal to ˙γ∞(0), it would be v = 0 and
w = 0, which contradicts (6.8). Hence γ∞ is degenerate, which concludes
the proof. 
Corollary 6.17. Let K ⊂ M be compact. Then for all 0 < a ≤ b, the
subset MK(a, b) is open in AgA,ν , see Definition 6.13.
Proof. Let us prove that the complementary AgA,ν \ MK(a, b) is closed.
Assume that {gn}n∈N is a sequence in AgA,ν \ MK(a, b) that converges
to g∞ ∈ AgA,ν . Then every gn has a non constant degenerate periodic
geodesic γn with image in K, Æ(γn) ≤ b and Œ(γn) ≤ a. From Lemma 6.16,
there exists a subsequence of {γn}n∈N that converges to a non constant g∞–
degenerate periodic geodesic γ∞ with image in K. From Lemma 6.15, there
exists â > 0 such that, for n sufficiently large,
Œ(γn) =
Æ(γn)
(#S1γn)
2
≥ â,
i.e., the total energy of a nontrivial prime geodesic relatively to a metric
near g∞ is greater or equal to â.
Thus, #S1γn is bounded, hence up to passing to a subsequence, we may
assume N = #S1γn is constant for all n ∈ N. In addition, considering the
limit when n tends to ∞ in
γn
(
t+
1
N
)
= γn(t),
it follows from pointwise convergence that #S1γn ≥ N . Therefore, Œ(γ∞) ≤
a and g∞ ∈ AgA,ν \MK(a, b), which is hence closed, concluding the proof.

6.4. Bumpy Metric Theorem
In this section, we give a complete proof of an extension of the semi–
Riemannian Bumpy Metric Theorem of Biliotti, Javaloyes and Piccione [18,
Theorem 3.14] to the non compact case, as discussed in the beginning of this
chapter. More precisely, we establish genericity in the Ck–topology of semi–
Riemannian metrics of given index over a non necessarily compact manifold
that have no S1–degenerate periodic geodesics. The proof is an adaptation
of results in [10, 18] combined with an exhaustion argument.
In addition, we stress that in the non compact case, there is no canon-
ical separable Banach space structure on the space of semi–Riemannian
metrics. Thus, we use the tools developed in Chapter 3 regarding this
structure on subsets of metrics AgA,ν . Recall that in the last section an
index ν ∈ {0, . . . ,m} was fixed and an auxiliary semi–Riemannian metric
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gA ∈ Metkν(M) was chosen, satisfying
sup
x∈M
‖gA(x)−1‖R < +∞.
Recall also that from Proposition 3.71, this set AgA,ν is an open subset of
an affine separable Banach space. We will establish genericity of bumpy
metrics in this open subset.
Proposition 6.18. Let K ⊂M be compact, g0 ∈ AgA,ν and γ0 ∈ H1(S1,M)
be a nondegenerate periodic g0–geodesic with image contained in K. Then,
there exists a neighborhood U0 of g0 in AgA,ν and a Ck map
γ : U0 −→ H1(S1,M)
such that γ(g) is a g–geodesic for all g ∈ U0. Moreover, for g in U0, γ(g) is
the unique periodic g–geodesic near γ0, and it is nondegenerate.
Proof. From Proposition 4.42, there exists a generalized slice (U, {Sn}n∈N)
for the action of S1 on H1(S1,M). This means that there exists n ∈ N such
that S1(γ0)∩ Sn 6= ∅, see Definition 4.38. Moreover, every metric g ∈ AgA,ν
admits a (nondegenerate) periodic geodesic near γ0 if and only if the g–
energy functional Eg|Sn : Sn → R has a (nondegenerate) critical point in
Sn. Consider the restriction E : AgA,ν × Sn → R of the generalized energy
functional (4.12), and its partial derivative
∂E
∂γ
: AgA,ν × Sn −→ TS∗n.
Since γ0 is a nondegenerate g–geodesic,
∂E
∂γ (g0, γ0) ∈ 0TS∗n and ∂E∂γ is trans-
verse to 0TS∗n at (g0, γ0). From Proposition 3.37, the inverse image(
∂E
∂γ
)−1 (
0TS∗n
)
is a Ck embedded submanifold of AgA,ν × Sn. From the Implicit Function
Theorem, there exists an open neighborhood U0 of g0, such that this sub-
manifold is the graph of a Ck map
γ0 : U0 −→ H1(S1,M)
g 7−→ γ0(g).
By continuity, for g near g0, the periodic geodesic γ(g) is nondegenerate.
Moreover, if g ∈ U0, then γ0(g) is the unique periodic g–geodesic near γ0
and it is nondegenerate, concluding the proof. 
Remark 6.19. A more elegant proof of Proposition 6.18 above is possible us-
ing an equivariant version of the Implicit Function Theorem, in preparation
by Bettiol, Piccione and Siciliano.
Proposition 6.20. Let γ0 ∈ H1(S1,M) be a nondegenerate lightlike10 g0–
geodesic. Then, arbitrarily near g0 in AgA,ν there exist metrics g˜ having
spacelike or timelike periodic nondegenerate geodesics near γ0. Such metrics
g˜ can also be chosen in such way that g0 − g˜ vanishes outside an arbitrarily
prescribed open subset U of M containing the image of γ0.
10See Definition 1.38.
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Proof. Consider the open neighborhood U0 and the Ck map γ : U0 →
H1(S1,M) given by Proposition 6.18. Then the above claim is equivalent
to the following function changing sign in arbitrary neighborhoods of g0,
φ : U0 3 g 7−→ E(g, γ(g)) ∈ R,
where E is the generalized energy functional (4.12). Notice that φ(g0) = 0,
so hence if φ does not change sign in some neighborhood of g0, then g0 would
be a local extremum of φ. In this case, it would be dφ(g0)h = 0 for all h ∈ E,
and
dφ(g0)h =
∂f
∂g
(g0, γ0)h+
∂f
∂γ
(g0, γ0) ◦ dγ(g0)h
=
∂f
∂g
(g0, γ0)h
= 12
∫
S1
h(γ˙0, γ˙0) dz.
Nevertheless, the integral on the right hand side in the above equality cannot
vanish for all h ∈ E. For instance, if h is everywhere positive definite, i.e.,
a Riemannian metric tensor on M , then such quantity is strictly positive.
Thus, arbitrary neighborhoods of g0 contain metrics with timelike and met-
rics with spacelike periodic geodesics near γ0. Once more, nondegeneracy
follows from continuity.
In addition, assume that g˜ is such a metric. By continuity, the difference
h = g0 − g˜ may be assumed sufficiently small so that for all t ∈ [0, 1], the
sum g0 +th is nondegenerate on M . If U is any open subset of M containing
the image of γ0, let b : M → [0, 1] be a smooth function that is identically
equal to 1 near the image of γ0 and vanishes outside U . Then g˜ = g0 + bh
coincides with g0 outside U and satisfies the required properties. 
Corollary 6.21. Let γ0 be an arbitrary prime g0–geodesic with image in
K and U an open subset of M contained in K, that contains the image of
γ0. Then, arbitrarily near g0 in AgA,ν there exists g satisfying
(i) the difference g − g0 has support in U ;
(ii) the unique prime g–geodesic γ near γ0, given by
11 γ(g), is nonde-
generate and its two–fold covering γ(2) is also nondegenerate.
Proof. In the Riemannian case, this result12 was proved by Klingenberg [54,
Proposition 3.3.7], also present in a previous article by Klingenberg and
Takens [55]. This result ensures that in the perturbed metric g, the curve
γ0 remains a geodesic, i.e., γ(g) = γ0. The proof employs only symplectic
arguments, not using the positive–definite character of the metric. Thus, it
carries over to the semi–Riemannian context, except for one point. Namely,
in the use of Fermi coordinates along γ0, it is used that the tangent spaces
Tγ0(t)M along γ0 are spanned by the tangent vector γ˙0(t) and its orthogonal
space γ˙0(t)
⊥. In the general semi–Riemannian case, this fails to be true
exactly when γ0 is lightlike.
11See Proposition 6.18.
12In fact, a more general result on the linearized Poincare´ map of γ0.
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Nevertheless, under these circumstances, Proposition 6.20 applies. More
precisely, it guarantees that it is possible to first perturb the metric g0 to
a new metric g˜ arbitrarily near g0, that coincides with g0 outside U , and
such that γ = γ(g˜) has image contained in U and it is not lightlike. Then,
Klingenberg’s perturbation argument can be applied to g˜ along γ, with
support in U , yielding a new metric having γ and its two–fold covering γ(2)
as nondegenerate geodesics. 
We now prove the key fact used to establish genericity of nondegeneracy
for iterate geodesics. It is in great part an adaptation of [18, Lemma 3.11].
Proposition 6.22. Let K ⊂M be compact. Then for all a > 0, MK(a, 2a)
is dense in MK(a, a).
Proof. Let g0 ∈ MK(a, a) and U be an arbitrary open neighborhood of g0
in MK(a, a). There exists only a finite number of geometrically distinct13
prime g0–geodesics {γj}rj=1 of total energy less than or equal to a, and they
are all nondegenerate by assumption. Namely, if there were infinitely many,
since their image is in the compact subset K ⊂ M , they would accumulate
to a necessarily degenerate prime g0–geodesic of energy less than or equal
to a, contradicting Lemma 6.16.
For each 1 ≤ j ≤ r, Proposition 6.18 implies existence of open neighbor-
hoods Uj of g0 and Ck maps
(6.9) γj : Uj −→ H1(S1,M),
such that γj(g) is the unique periodic g–geodesic near γj , and it is nonde-
generate. Let V = ⋂rj=1 Uj . This is an open neighborhood of g0 where the
maps (6.9) are well–defined for all 1 ≤ j ≤ r, and satisfy
(a) γj(g) is a prime nondegenerate g–geodesic for all g ∈ V;
(b) given g ∈ V, if γ is a prime g–geodesic near one of the γj ’s, then γ
coincides with γj(g).
Claim 6.23. Given g sufficiently near g0, then every periodic g–geodesics α
with Æ(α) ≤ a coincides with one of the γj(g)’s.
In fact, assume that this were not the case. Then there would exist a
convergent sequence {gn}n∈N to g0 and a sequence {αn}n∈N of periodic gn–
geodesics with Æ(αn) ≤ a and such that αn does not coincide with any of
the {γj(gn)}rj=1. From (b), αn must then stay away from some open subset
of H1(S1,M) containing the γj ’s. Arguing as in the proof of Corollary 6.17,
one would then obtain a C2–limit α∞ of (a suitable subsequence of) αn,
which is a g0–geodesic with Æ(α∞) ≤ a, and that does not coincide with
any of the γj ’s. Since this is impossible, Claim 6.23 is proved.
Finally, there exists g ∈ V such that all the γj(g) are nondegenerate,
as well as their two–fold iterates γj(g)
(2). This follows from Corollary 6.21.
More precisely, Corollary 6.21 has to be used repeatedly for each γj(g),
1 ≤ j ≤ r and the perturbation at the (j + 1)st step has to be sufficiently
13Recall that from Example 1.62, two periodic geodesics γ1, γ2 : S
1 → M are geo-
metrically distinct if γ1(S
1) and γ2(S
1) are distinct. In particular, geometrically distinct
geodesics belong to different orbits of the action of S1 on H1(S1,M).
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small so that γ1(g), . . . , γj(g) remain nondegenerate together with their two–
fold coverings. Moreover, as observed above, the perturbation g of g0 can be
chosen in such a way that g has no periodic geodesic of minimal energy less
than or equal to a that does not coincide with any of the γj(g0)’s. Then,
it follows that g ∈ MK(a, 2a), for all its periodic geodesics of minimal en-
ergy less than or equal to a and their two–fold coverings are nondegenerate.
Finally,
g ∈ V ∩MK(a, 2a) ⊂ U ∩MK(a, 2a),
which proves that M(a, 2a) is dense in M(a, a). 
We are now ready to prove our generalized version of the Bumpy Metric
Theorem.
Bumpy Metric Theorem 6.24. Let M be a smooth m–dimensional man-
ifold and fix E a separable Ck Whitney type Banach space of sections of
TM∗ ∨ TM∗ that tend to zero at infinity, with k ≥ 3. Fix ν ∈ {0, . . . ,m}
an index and let gA ∈ Metkν(M) be such that
sup
x∈M
‖gA(x)−1‖R < +∞.
Then the following set is generic in AgA,ν14
G∆(M) = {g ∈ AgA,ν : g is bumpy} .
Proof. The proof is in great part adapted from the proofs of [18, Theorem
3.14] and [10, Theorem 1], however it is extended here to the non compact
case, as discussed in the beginning of the chapter. We will first prove four
claims about the setsMK(a, b), see Definition 6.13. These results, together
with Proposition 6.22, allow to use an inductive argument similarly to the
one employed by Anosov [10], concluding that each MK(n, n) is dense in
AgA,ν . From Corollary 6.17, these are also open subsets, hence their in-
tersection is generic. Finally, an exhaustion argument is used to finish the
proof, removing dependence on the compact K ⊂M .
First, notice that G∆(M) can be regarded as
G∆(M) =
{
g ∈ AgA,ν : all periodic g–geodesics are S1–nondegenerate
}
,
and consider K any compact subset of M .
Claim 6.25. For all a > 0, G∗(M) ∩MK(a, 2a) ⊂MK(2a, 2a).
Choose g ∈ G∗(M)∩MK(a, 2a) and let γ be a periodic g–geodesic with
Æ(γ) ≤ 2a. If γ is prime, then it is nondegenerate, for g ∈ G∗(M). If
#S1γ ≥ 2, then Œ(γ) ≤ a, and thus γ is nondegenerate, for g ∈MK(a, 2a).
Claim 6.26. For all a > 0,MK
(
3
2a,
3
2a
)∩MK(a, 2a) is dense inMK(a, 2a).
If we prove that G∗(M) ∩ MK(a, 2a) is contained in MK
(
3
2a,
3
2a
) ∩
MK(a, 2a), then Claim 6.26 follows automatically from the Weak Bumpy
Theorem 6.3, since it implies that G∗(M)∩MK(a, 2a) is dense inMK(a, 2a),
see Lemma 5.5 and Corollary 6.17. In fact, choose g ∈ G∗(M) ∩MK(a, 2a)
and let γ be a periodic g–geodesic such that Æ(γ) ≤ 32a. If γ is prime, then
14Recall Proposition 3.71.
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it is nondegenerate because g ∈ G∗(M). If #S1γ ≥ 2, then Œ(γ) ≤ 34a < a,
and thus γ is nondegenerate, because g ∈MK(a, 2a).
From Claim 6.26 and Proposition 6.22, it follows that for all a > 0,
(6.10) MK
(
3
2a,
3
2a
)
is dense in MK(a, a).
Claim 6.27. For all b > a, MK(b, b) is dense in MK(a, a).
An immediate induction argument using (6.10) shows that for all n ∈ N,
MK
(
(32)
na, (32)
na
)
is dense in MK(a, a). Choosing n such that (32)n > b,
from Lemma 6.14,
MK
(
(32)
na, (32)
na
) ⊂MK(b, b) ⊂MK(a, a),
and therefore M(b, b) is dense in MK(a, a), proving Claim 6.27.
Notice that for b ≤ a,MK(b, b) containsMK(a, a). Hence, for all a and
b, MK(a, a) ∩MK(b, b) is dense in MK(a, a).
Claim 6.28. For all a > 0, MK(a, a) is dense in AgA,ν .
Fix a > 0 and g in AgA,ν . From Lemma 6.15, there exists â > 0 such
that all periodic g–geodesics have total energy greater than or equal to â.
Thus, g ∈ MK
(
1
2 â,
1
2 â
)
. Given any neighborhood U of g in AgA,ν , since
MK
(
1
2 â,
1
2 â
)
is open in AgA,ν , by Claim 6.27, U ∩MK
(
1
2 â,
1
2 â
)∩MK(a, a)
is nonempty. Thus, MK(a, a) is dense in AgA,ν , proving Claim 6.28.
Let
GK∆ (M) =
{
g ∈ AgA,ν :
all periodic g–geodesics with image in K
are S1–nondegenerate
}
.
It is clear that
GK∆ (M) =
⋂
n∈N
MK(n, n),
and this is a countable intersection of open and dense subsets of AgA,ν , see
Corollary 6.17 and Claim 6.28. Thus, for any compact K ⊂ M , the subset
GK∆ (M) is generic in AgA,ν .
Consider an exhaustion of M by compact subsets, i.e., a sequence of
compact subsets {Kn}n∈N of M , with Kn contained in the interior of Kn+1
for all n ∈ N and M = ⋃n∈NKn. It is also clear that
G∆(M) =
⋂
n∈N
GKn∆ (M),
and this is a countable intersection of generic subsets of AgA,ν . Therefore,
from Lemma 5.7, the subset of bumpy metrics G∆(M) is generic in AgA,ν ,
concluding the proof. 
6.5. Bumpy Metric Theorem in the C∞–topology
In this last section, we extend the Bumpy Metric Theorem 6.24 to the
C∞–topology, following closely the approach of Biliotti, Javaloyes and Pic-
cione [18, Appendix B]. Recall that the statement of the Bumpy Metric
Theorem 6.24 guarantees genericity of bumpy metrics in open subsets of the
form AgA,ν , described in Proposition 3.71. These are formed by metrics in
Metkν(M), hence of class C
k. Replacing Metkν(M) with Met
∞
ν (M) restrains
the use of most techniques developed in Chapters 3 and 5, that apply only to
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Banach spaces. As observed in Remark 3.58, requiring smoothness of tensors
gives rise to a Fre´chet structure in the space of sections, see Definition 2.5.
None of the genericity criteria established in Chapter 5 applies in this
context, since the Sard–Smale Theorem 5.19, which is keystone in the proof
of all these criteria, does not have a sufficiently strong version for Fre´chet
spaces. Nevertheless, as pointed out by Biliotti, Javaloyes and Piccione
[17], there is a standard intersection argument due to Taubes, discussed
by Floer, Hofer and Salamon [36], that allows to overcome these technical
difficulties. This is a sort of general algorithm to extend genericity results
in the Ck–topology to the C∞–topology, used in several papers such as
[15, 17, 18, 38]. Namely, it uses the genericity of a certain property in
the Ck–topology, for k ≥ k0, to infer genericity of the same property in the
C∞–topology.
Let us first make a few remarks on the considered topologies. Fix an
index ν ∈ {0, . . . ,m} and a smooth auxiliary metric gA ∈ Met∞ν (M), such
that supx∈M ‖gA(x)−1‖R < +∞. For each k ≥ 3, let Ek be any separable Ck
Whitney type Banach space of sections of TM∗ ∨ TM∗ that tend to zero at
infinity, for instance Ek = Γk0(TM
∗ ∨ TM∗). Then, from Proposition 3.71,
AkgA,ν = (gA + Ek) ∩Metkν(M)
is an open subset of the affine Banach space gA + E
k. The countable inter-
section
(6.11) A∞gA,ν =
⋂
k≥3
AkgA,ν
hence admits a family of inclusions ik : A∞gA,ν ↪→ AkgA,ν , for all k ≥ 3. The
topology considered in this intersection A∞gA,ν is the one induced by the
whole family of inclusions {ik}k≥3, i.e., the smallest topology that makes all
of these inclusions continuous. Equivalently, this topology on A∞gA,ν is such
that a subset U ⊂ A∞gA,ν is open if and only if there exist k0 ≥ 3 and an
open subset Uk0 of Ak0gA,ν such that U = Uk0 ∩ A∞gA,ν .
This is the most natural topology to be considered in this intersection,
and coincides with the so–called C∞ topology of
A∞gA,ν = (gA + E∞) ∩Met∞ν (M)
considered as an affine Fre´chet space, where E∞ =
⋂
k≥3E
k, or simply
Γ∞0 (TM∗ ∨ TM∗) in case Ek was chosen as Γk0(TM∗ ∨ TM∗). The Fre´chet
space E∞ is here considered with the topology induced by the countable
family of semi–norms given by the Banach norms ‖ · ‖Ek of each separable
Ck Whitney type Banach space of sections of TM∗∨TM∗ that tend to zero
at infinity, see Definition 3.62 and Lemma 2.4.
Remark 6.29. Notice that the topology on A∞gA,ν is hence finer than any
topology τk induced by a single inclusion map ik : A∞gA,ν ↪→ AkgA,ν , i.e., a
τk–open subset is always open in the considered topology (and the converse
does not necessarily hold). In fact, the considered topology on A∞gA,ν is given
by
⋃
k≥3 τk.
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Our version of the Bumpy Metric Theorem 6.24 in this C∞–topology
will give genericity of smooth bumpy metrics in A∞gA,ν , for a given choice of
an index ν, a smooth auxiliary metric gA and a family {Ek}k≥3 where each
Ek is a separable Ck Whitney type Banach spaces of sections of TM∗∨TM∗
that tend to zero at infinity. More precisely, define
G∞∆ (M) = {g ∈ A∞gA,ν : g is bumpy},
and notice that G∞∆ (M) =
⋂
k≥3 Gk∆(M), where
Gk∆(M) =
{
g ∈ AkgA,ν : g is bumpy
}
.
Recall that for each k ≥ 3, the Bumpy Metric Theorem 6.24 gives genericity
of Gk∆(M) in AkgA,ν . We will also need the following elementary lemma.
Lemma 6.30. Let X be a metric space, D a dense subset of X and U an
open and dense subset of X. Then U ∩D is dense in D.
Proof. Let V be any nonempty open subset of X. Then since D is dense in
X, V ∩ D 6= ∅. Since U is open, also U ∩ V is open and nonempty, hence
U ∩ V ∩ D 6= ∅. Thus, the nonempty subset V ∩ D open on D intersects
U ∩D. Since every open subset of D is of this form, it follows that U ∩D
is dense in D. 
We are now ready to state and prove the C∞ version of the Bumpy
Metric Theorem 6.24, using the above results.
C∞ Bumpy Metric Theorem 6.31. Consider choices as above for ν, gA
and {Ek}k≥3, and the C∞–topology induced in the intersection A∞gA,ν . ThenG∞∆ (M) is generic in A∞gA,ν .
Proof. As above mentioned, this proof is in great part adapted from [18].
Since we are not assuming compactness of the base manifold M , it will
be necessary to use an exhaustion argument. Thus, consider {Kj}j∈N an
exhaustion of M by compacts, i.e., a sequence of compact subsets {Kj}j∈N
of M , with Kj contained in the interior of Kj+1 for all j ∈ N and M =⋃
j∈NKj . Define for each j ∈ N and n ∈ N the following subsets of A∞gA,ν
(6.12)
A∞,n,jgA,ν =
{
g ∈ A∞gA,ν :
all periodic g–geodesics γ with γ(S1) ⊂ Kj
and Æ(γ) < n are nondegenerate
}
.
Notice that G∞∆ (M) =
⋂
n,j∈NA∞,n,jgA,ν , hence it suffices to prove that for each
n ∈ N and j ∈ N, the subset A∞,n,jgA,ν is open and dense in A∞gA,ν . It then
follows that G∞∆ (M) contains a countable intersection of open dense subsets,
and is hence generic.15
Claim 6.32. For each n ∈ N and j ∈ N the subset A∞,n,jgA,ν is open in A∞gA,ν .
Notice that16 for each k ≥ 3,
(6.13) A∞,n,jgA,ν = A∞gA,ν ∩MkKj (n, n),
15Recall Definition 5.1.
16See (6.12) and (6.11).
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whereMkKj (n, n) is given in Definition 6.13, and the index k stress the choice
of regularity Ck in that definition. More precisely,
MkKj (n, n) =
{
g ∈ AkgA,ν :
all periodic g–geodesics γ with γ(S1) ⊂ Kj
and Æ(γ) < n are nondegenerate
}
.
Fix k ≥ 3. Then Corollary 6.17 gives that MkKj (n, n) is open in AkgA,ν for
all n, j ∈ N. From Remark 6.29, this implies that A∞,n,jgA,ν is also open in
A∞gA,ν , since17 it is τk–open, concluding the proof of Claim 6.32.
Claim 6.33. For each n ∈ N and j ∈ N the subset A∞,n,jgA,ν is dense in A∞gA,ν .
Fix n, j ∈ N, k ≥ 3 and consider once more the intersection (6.13).
Corollary 6.17 gives thatMkKj (n, n) is open in AkgA,ν , and Claim 6.28 in the
proof of the Bumpy Metric Theorem 6.24 gives that MkKj (n, n) is dense in
AkgA,ν . In addition, from the Stone–Weierstrass Theorem 3.79, it is easy to
conclude that A∞gA,ν is also dense in AkgA,ν . Therefore, setting X = AkgA,ν ,
U = MkKj (n, n) and D = A∞gA,ν in Lemma 6.30, it follows that A
∞,n,j
gA,ν =
A∞gA,ν ∩MkKj (n, n) is dense in A∞gA,ν , concluding the proof. 
17Notice that the intersection A∞,n,jgA,ν = A∞gA,ν ∩ MkKj (n, n) is open in A∞gA,ν with
the topology induced by the inclusion ik : A∞gA,ν ↪→ AkgA,ν . The C∞–topology on A∞gA,ν
is finer than any of these topologies, for it is induced by the entire family {ik}k≥3, hence
A∞,n,jgA,ν is open in A∞gA,ν .
CHAPTER 7
Nondegeneracy under GEC
In the last chapter, we proved a semi–Riemannian version of the Bumpy
Metric Theorem, which is a central result in the theory of generic properties
of geodesic flows. It is therefore natural to ask whether other classic generic
properties of Riemannian geodesic flows extend to the semi–Riemannian
context in a similar fashion. In fact, this problem was proposed by Biliotti,
Javaloyes and Piccione [17], together with a genericity result on nondegener-
acy of semi–Riemannian geodesics joining to distinct points. More recently,
this result was extended by Bettiol and Giambo` [15] to the context of gen-
eral endpoints conditions, or GECs, see Definition 4.4. Such extension is the
main issue of this chapter.
In general terms, instead of considering semi–Riemannian geodesics join-
ing two points, the results of [15] allow to consider arbitrary endpoints con-
ditions for geodesics, expressed in terms of a submanifold P of the product
M × M . In Section 4.1, the geometry of both fixed endpoints and gen-
eral endpoints conditions were studied, see Lemma 4.2 and Proposition 4.5.
In addition, the associated geodesic variational problems were explored in
details in Sections 4.2, 4.3 and 4.4. In this chapter, we aim to first give
sufficient conditions on GECs for the genericity of nondegeneracy statement
to hold in the Ck–topology. In Section 7.1 we define admissibility for GECs,
and finally in Section 7.2 we give a detailed proof of the main result in [15],
Theorem 7.22.
Before getting to details, let us give further motivations for the study of
generic properties of geodesics in semi–Riemannian manifolds. Other than
Lorentzian geometry and its implications in general relativity, an important
motivation comes from Morse theory. Indeed, a crucial assumption for de-
veloping a Morse theory for geodesics between fixed points is that the two
arbitrarily fixed distinct points must be non conjugate. Recent works by Ab-
bondandolo and Majer [1, 2, 3] connect Morse relations for critical points of
the semi–Riemannian energy functional to the homology of a doubly infinite
chain complex, the Morse–Witten complex, constructed out of the critical
points of a strongly indefinite Morse functional, using the dynamics of the
gradient flow. The Morse relations for critical points are obtained comput-
ing the homology of this complex, which in the standard Morse theory is
isomorphic to the singular homology of the base manifolds. Abbondandolo
and Majer [1] also managed to prove stability of this homology with respect
to small perturbations of the metric structure. Thus, it is important to ask
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whether it is possible to perturb a metric in such a way that the non conju-
gacy property between two points is preserved. A positive answer1 to this
question is given by Biliotti, Javaloyes and Piccione [17], and the results of
Bettiol and Giambo` [15] assert that this property remains valid when con-
sidering, more generally, the non focality property between a point and a
submanifold, see Definition 1.102. In fact, more general generic non focality
assertions may be inferred from [15], see Corollaries 7.27, 7.29 and 7.30.
Let us begin by recalling the main result of Biliotti, Javaloyes and Pic-
cione [17, Proposition 4.3], which can be adapted to our context in the
following way.
Theorem 7.1. Let M be a smooth manifold and E be a separable Ck Whit-
ney type Banach space of sections of TM∗∨TM∗ that tend to zero at infinity,
with k ≥ 3. Fix ν ∈ {0, . . . ,m} an index and let gA ∈ Metkν(M) be such that
sup
x∈M
‖gA(x)−1‖R < +∞.
Given any pair of distinct points p, q ∈ M , the set of semi–Riemannian
metrics g ∈ AgA,ν such that all g–geodesics joining p and q are nondegenerate
is generic in AgA,ν .2
Remark 7.2. Although essentially proved in [17, Proposition 4.3], Theo-
rem 7.1 above is stated in a slightly different way of the paper’s original
result, that allows to give a complete proof of the statement. This is basi-
cally due to the fact that the separability3 problem of the space of metrics is
ignored in [17], and this leads to some necessary adaptations. In fact, this is
the subject dealt with in the end of Section 3.2, which we now briefly recall.
The ideal candidate to E described in [17, Example 1], that corresponds
to Γkb (TM
∗ ∨ TM∗) is non separable as pointed out in Remark 3.59. The
easiest solution to this problem is replacing E with a separable subspace
of Γkb (TM
∗ ∨ TM∗), for instance Γk0(TM∗ ∨ TM∗). However, this would
cause the intersection Γk0(TM
∗ ∨ TM∗) ∩Metkν(M) to have empty interior,
as pointed out in Remark 3.67. We then replace this E with an affine
translation gA + E, where gA satisfies a suitable uniform nondegeneracy
property, see (3.24). Such affine space has the topology induced by the
translation of gA, hence is clearly separable. This is the adequate
4 setting
for semi–Riemannian metrics on non compact manifolds for the type of
genericity argument that follows. Our generalization of Theorem 7.1 given
by Theorem 7.22 is stated an proved in such context.
1As a matter of fact, there is a much simpler proof of this perturbation property. In
Remark 7.3 we give a general idea of this proof, that only guarantees the existence of a
such perturbation that destroys conjugacy between two fixed points. However, the result
of Biliotti, Javaloyes and Piccione [17], stated in Theorem 7.1, is much stronger. It asserts
genericity of the set of metrics for which two points are not conjugate, and not only its
density, see Remark 5.11.
2Recall Proposition 7.5 and (7.1).
3Separability is a necessary condition to use the Sard–Smale Theorem 5.19, which is
keystone in the proof of the Abstract Genericity Criterion 5.24.
4More than mathematically more suitable for our purposes, this setting of asymptot-
ically equal to gA metrics is a relevant generalization of the so–called asymptotically flat
space–times. The relativistic meaning and physical relevance of such conditions on the
metrics is discussed in Remark 3.73.
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Remark 7.3. If we were only interested in proving density5 of the set of semi–
Riemannian metrics g ∈ AgA,ν such that all g–geodesics joining p and q are
nondegenerate, there would be a quite simpler approach to the problem.
In fact, given g ∈ AgA,ν , suppose p and q are g–conjugate. From Propo-
sition 1.82, a point q′ is g–conjugate to p if and only if it is a critical value of
the g–exponential map expp : TpM →M . Applying the Sard Theorem 5.12,
it follows that the set of points q′ ∈M such that p is not g–conjugate to q′
is generic in M , in particular dense in M , see Remark 5.11. Choose such a
q′ near q, that is not g–conjugate to p, as illustrated below.
q
q′
p
It obviously suffices to suppose that q and q′ are in the same connected
component of p ∈M . Since we may regard the action of the diffeomorphism
group Diff(M) on this connected component of M as transitive,6 there exists
a diffeomorphism f : M → M such that f(q) = q′. Then, the points p
and q are not conjugate in the pull–back metric f∗g, by construction. In
addition, continuity arguments prove that if q′ is sufficiently near q, then f
is sufficiently near the identity so that f∗g is sufficiently near g. This implies
that arbitrarily small perturbations of g destroy the conjugacy property of p
and q, proving density of the desired subset. Notice however that this does
not imply Theorem 7.1, since genericity is a property stronger than density.
7.1. Admissibility of GECs
In order to state our generalization of Theorem 7.1 in the context of
GECs, it is necessary to analyze in more details some nondegeneracy prop-
erties of submanifolds P of M×M . We begin with a technical remark on the
5Recall that density is a much weaker property then genericity, see Remark 5.11.
6Recall Definition 3.108. The infinite–dimensional group G = Diff(M) is not a Lie
group, however several important techniques may be used. In fact, to prove that its action
on a connected M is transitive, it suffices to prove that each orbit G(x) is open. This
implies that M \G(x) = ⋃y/∈G(x)G(y) is also open, since it is the union of the other orbits,
and hence G(x) is closed. Being open and closed, since M is connected, G(x) = M and
hence the action is transitive. Notice that if M is not connected, the transitivity holds for
points in the same connected component (as required in Remark 7.3).
In order to verify that G(x) is open, given x′ near x it is possible to consider a
local chart around x and obtain a diffeomorphism of the domain of this chart that maps
x to x′ and coincides with the identity near the boundary of the chart. This is done
with the images of x and x′ in Euclidean space and then conjugated with the chart.
Setting this diffeomorphism equal to the identity of M outside the chart, we have a global
diffeomorphism of M that maps x to x′, and hence x admits an open neighborhood
contained in G(x), proving it is an open subset.
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openness of this nondegeneracy property of semi–Riemannian submanifolds.
This will be later used to endow P with a product metric.
From the reasons presented in Remark 4.26, the natural choice is to
consider the metric (4.18), i.e., the restriction of the ambient space metric
g ⊕ (−g) to P,
g = g ⊕ (−g) ∈ Metkm(M ×M).
Remark 7.4. Notice that the index of g is always equal to m = dimM , with
no dependence of ν.
Proposition 7.5. Let E be a Ck Whitney type Banach space of sections of
E = TM∗ ∨ TM∗ that tend to zero at infinity, ν ∈ {0, . . . ,m} a fixed index
and gA ∈ Metkν(M) a metric satisfying (3.24). Consider the nonempty open
subset AgA,ν = (gA +E) ∩Metkν(M) of metrics studied in Proposition 3.71.
Let P ⊂ M ×M be a compact submanifold. Then the following subset is
open in AgA,ν
(7.1) AgA,ν,P =
{
g ∈ AgA,ν : g ∈ Metkm(M ×M,P)
}
,
recall (1.31) in Definition 1.97.
Proof. Suppose AgA,ν,P 6= AgA,ν , otherwise the statement is trivially veri-
fied. For each g ∈ AgA,ν , consider the product metric g. Let {gn}n∈N be a
convergent sequence in AgA,ν \ AgA,ν,P and {gn}n∈N the correspondent se-
quence in Metkn(M ×M) \Metkn(M ×M,P), with limn→+∞ gn = g∞. From
identifications (2.2), consider the symmetric tensor i∗gn at each p as a linear
operator
(i∗gn)p : TpP −→ TpP∗ ∼= TpP,
denoted with the same symbol. Since for all n, i∗gn is a degenerate sym-
metric bilinear tensor on P, there exists pn ∈ P and Vn ⊂ TpnP, with
dimVn ≥ 1, such that Vn ⊂ ker(i∗gn)pn , see Definition 2.35. Choosing r to
be the minimum of dimVn, without loss of generality it is possible to assume
that for all n, dimVn = r ≥ 1.
Thus {Vn}n∈N is a sequence in the r–Grassmannian bundle7 Grr(P),
which is compact, since P is compact. Up to subsequences, there exists V∞ ∈
Grr(P) limit of the sequence {Vn}n∈N. By continuity of this convergence,
there exists a limit point p∞ ∈ P, and V∞ ⊂ ker(i∗g∞)p∞ . Therefore, as
dimV∞ = r ≥ 1, the limit metric tensor g∞ is also in Metkn(M × M) \
Metkn(M ×M,P), hence g∞ ∈ AgA,ν \ AgA,ν,P . 
Remark 7.6. Notice that the above proof does not use the particular fact
that tensors of E tend to zero at infinity, or that gA satisfies (3.24). These
hypotheses are only made in order to provide the same context of that
in the definition of AgA,ν in Proposition 3.71. Indeed, this openness of
nondegeneracy is a much more general result, that will however be applied
to the context above.
Recall that from Definition 4.12, a curve γ ∈ ΩP(M) is a (g,P)–geodesic
if ∂E∂γ (g, γ) = 0, i.e., if γ is a critical point of Eg : ΩP(M) → R. From
7See Example 1.5.
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Proposition 4.11, this is also equivalent to γ being a g–geodesic that satisfies
(γ˙(0), γ˙(1)) ∈ T(γ(0),γ(1))P⊥,
where ⊥ denotes orthogonality relatively to g. For our main result on generic
nondegeneracy of (g,P)–geodesics, it is necessary to have a lower bound on
the Riemannian length of such geodesics, analogously to Lemma 6.15. To
this aim we introduce the following.
Definition 7.7. A GEC P will be said to be (gA, ν)–admissible if
(i) P is compact;
(ii) AgA,ν,P given by (7.1) is nonempty ;
(iii) for every g0 ∈ AgA,ν,P , there exists an open neighborhood V of g0 in
AgA,ν,P and a > 0, such that for all g ∈ V and all (g,P)–geodesics
γ, LR(γ) ≥ a.
In case the pair (gA, ν) is evident from the context, we will simply say that
P is admissible.
It is easy to see that this definition does not depend on the choice of the
auxiliary Riemannian metric gR.
Remark 7.8. Regarding emptiness of AgA,ν,P , recall that from Remark 1.98
the set Metkν(M ×M,P) may be empty depending on the topology of P.
Topological obstructions to the existence of metrics of given index were stud-
ied in Section 1.3, particularly the case of Lorentzian metrics and metrics
on spheres, see Propositions 1.117, 1.124 and Theorems 1.127 and 1.129
respectively.
Thus, depending on the topology of P, it may not admit any metrics
of the form g ⊕ (−g), and in this case AgA,ν,P = ∅. For instance, if M is
three–dimensional and P is homeomorphic to the sphere S4, then Metk3(M×
M,P) = ∅. This follows easily from the following facts. On the one hand,
the restriction to P of any metric tensor on M ×M having index equal to 3
cannot be positive or negative definite. On the other hand, P does not admit
any metric tensor of index 1 or 2, since P does not admit distributions8 of
rank 1 or 2.
Much more general examples of homotopy types for P that for certain
dimensions of M imply emptiness of Metkν(M×M,P) may be obtained from
Theorem 1.129.
Remark 7.9. Let us briefly justify the hypotheses (i), (ii) and (iii) for (gA, ν)–
admissibility of a GEC P. The subset AgA,ν,P is genuinely the natural set of
metrics to be considered in this context, and for this reason, admissibility of
a GEC P is defined in such way that AgA,ν,P 6= ∅. More precisely, genericity
of metrics without degenerate (g,P)–geodesics will be established in this
open subset, which is thus required to be nonempty, so that our statement
is nontrivial. For a detailed study of why this is an appropriate domain to
use our techniques, see Section 3.2.
It is also crucial to consider only nondegenerate metrics on P because
the submanifold geometry of P determines the behavior of variational fields
8Recall that from Proposition 1.106, existence of a semi–Riemannian metric of index
ν is equivalent to the existence of a distribution of rank ν with the same regularity.
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correspondent to curves with these conditions, see (4.25). More precisely,
Lemma 4.25 would not hold in case P was degenerate, see Remark 4.26.
Compactness of P is also a fundamental assumption, not only because it is
used to prove Proposition 7.5 above, but also because we shall use bound-
edness of P to get the desired conditions on limits of curves satisfying such
GEC. In this sense, we also need to replace the result of Lemma 6.15 that
gives a lower bound on the Riemannian length of geodesics in the sense of
(iii), which is now required as a hypothesis on P for its admissibility.
Remark 7.10. Notice that even for indexes ν = 0 and ν = m, in which we are
essentially dealing with Riemannian manifolds, the sets AgA,ν and AgA,ν,P
may not coincide. The key fact is that the metric g = g ⊕ (−g) is always
semi–Riemannian, of index m. For instance, if P is tangent to the diagonal
∆ of M ×M at any point, then AgA,ν,P is trivially empty, since any metric
in AgA,ν degenerates at this point, see Remark 7.13.
The only situation in which AgA,ν,P = AgA,ν automatically is when P is a
point. This corresponds to fixed endpoints conditions {p}×{q}, even if p =
q. In this case, P trivially satisfies conditions (i) and (ii) of Definition 7.7.
Some classes of GECs introduced in Example 4.6 are clearly admissible.
Let us now comment a few examples.
Example 7.11. First, if P is compact, has no ν–topological obstructions and
satisfies P ∩ ∆ = ∅, then it is admissible. In this case, to verify condition
(iii) of Definition 7.7 it is enough to set
a = min
(p,q)∈P
dR(p, q),
where dR denotes the gR–distance in M , see Definition 1.95. It is not dif-
ficult to see that there are no restrictions on the auxiliary metric gA for
admissibility in this case, provided that P has no topological obstructions
to the existence of such metrics. For instance, this is the case of a fixed
endpoints condition P = {p} × {q}, with p 6= q.
Example 7.12. Another class of admissible GECs is given by P = P ×
{q}, where P ⊂ M is a compact submanifold and q ∈ M , as described
in Example 4.6. We are clearly supposing that there are no topological
obstructions on P for a given choice of index ν.
There are two possible situations, depending on the relative position of
P and q. Namely, if q /∈ P , then P ∩∆ = ∅, hence it is also in the previous
class of Example 7.11. However, if q ∈ P , the proof of Lemma 6.15 can be
used to verify that P is admissible. In fact, although stated only for periodic
geodesics, its proof is automatically valid considering non constant geodesic
loops instead of periodic geodesics, hence gives the required condition on P.
Note that the same holds for the transpose Pt = {q} × P , see Remark 4.7.
Remark 7.13. The diagonal case P = ∆ was already mentioned in Ex-
amples 4.6 and 4.14. Clearly, if M is non compact, P is not admissible.
Moreover, AgA,ν,P is trivially empty for every ν, since the tangent space
to ∆ at (x, x) is the diagonal of TxM ⊕ TxM , and any metric of the form
g vanishes identically in such subspace. More generally, any P somewhere
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tangent to ∆ is trivially degenerate for a metric of the form g. Thus, these
are not admissible GECs.
In this sense, we cannot expect to use GECs to generalize the Bumpy
Metric Theorem 6.24. Instead, we use the Bumpy Metric Theorem 6.24
to establish genericity of metrics without degenerate geodesics under GECs
that may intersect ∆ transversally, see Proposition 7.14. Regarding the case
P = ∆, the main generic property studied in this chapter, Theorem 7.22,
coincides for such P with the statement of the Bumpy Metric Theorem 6.24,
interpreting degeneracy in the adequate sense, see Definition 4.34 and Ex-
ample 4.14.
We shall now establish the admissibility of a larger class of GECs that
intersect ∆, using a transversality approach, see Definition 3.34 and Re-
mark 3.36. To this aim, recall the estimate of the decrease of the difference
between the normalized tangent field to a geodesic at its endpoints, in terms
of its length, given by Lemma 1.133.
Proposition 7.14. If a GEC P intersects ∆ transversally9, then P satisfies
(iii) of Definition 7.7. In particular, if in addition P is compact and has no
topological obstructions, i.e., satisfies (i) and (ii), then it is admissible.
Proof. We proceed by contradiction. Since the weak Whitney C1–topology
is first countable, assuming P is does not satisfy (iii) implies that there exists
a sequence {gn}n∈N in AgA,ν,P converging to some g∞ ∈ AgA,ν,P in the weak
Whitney C1–topology and a sequence {γn}n∈N in ΩP(M) of non constant
(gn,P)–geodesics such that limn→+∞ LR(γn) = 0. Since P is compact, up
to taking subsequences, we may assume that there exists x ∈ M such that
(x, x) ∈ P and both limn→+∞ γn(0) = x, limn→+∞ γn(1) = x.
By taking a local chart of M around x, we can assume that we are in
open subset U ⊂ Rm. Let K ⊂ U be any compact neighborhood of x, so
that there exists n0 such that for n ≥ n0, γn([0, 1]) ⊂ K. Since LR(γn)
tends to zero, then also the Euclidean length of γn tends to zero. From
Lemma 1.133, it follows that,
lim
n→+∞
(
γ˙n(0)
‖γ˙n(0)‖ −
γ˙n(1)
‖γ˙n(1)‖
)
= 0,
and up to taking subsequences, we can assume that both γ˙n(0)‖γ˙n(0)‖ and
γ˙n(1)
‖γ˙n(1)‖
converge to unitary vectors. However, from the above limit, both tend to
the same unitary vector v ∈ Rm.
We claim that (v, v) ∈ T(x,x)P⊥, where ⊥ denotes orthogonality with
respect to g∞, and that this concludes the proof. Indeed, suppose the claim
to be true. Then
(v, v) ∈ T(x,x)P⊥ ∩∆ = (T(x,x)P + ∆⊥)⊥.
It is easy to see that ∆⊥ = ∆; and since we assumed T(x,x)P + ∆ = TxM ⊕
TxM , its orthogonal complement with respect to g∞ is trivial. Hence v = 0,
which gives the desired contradiction.
9That is, T(x,x)P + ∆ = TxM ⊕ TxM , for all x ∈ P ∩∆ (recall Definition 3.34.
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It remains to prove the above claim that (v, v) ∈ T(x,x)P⊥. Consider
O the open neighborhood10 of g∞ ∈ Metkν(U) in the weak Whitney C1–
topology given by Lemma 1.133 with the choices above. Then, for all g ∈ O
it is possible to give the following estimate for any g–geodesic γ with image
lying in K, ∣∣∣∣ ddt log ‖γ˙(t)‖
∣∣∣∣ = |〈γ˙, γ¨〉|‖γ˙‖2
(1.22)
=
|〈γ˙,Γg(γ)(γ˙, γ˙)〉|
‖γ˙‖2
≤ ‖Γ
g(γ)‖‖γ˙‖3
‖γ˙‖2
≤ κ‖γ˙‖,
where κ = maxx∈K ‖Γg∞(x)‖ + 1 is again the same as in Lemma 1.133.
Hence, integrating the above inequality in [0, 1], it follows that∣∣∣∣log ‖γ˙(1)‖‖γ˙(0)‖
∣∣∣∣ = ∣∣∣∣∫ 1
0
d
dt
log ‖γ˙‖ dt
∣∣∣∣
≤
∫ 1
0
∣∣∣∣ ddt log ‖γ˙‖
∣∣∣∣ dt
≤ κ
∫ 1
0
‖γ˙‖ dt.
Applying this estimate to the (gn,P)–geodesics γn, since its Euclidean length
tend to zero, one concludes that
lim
n→+∞
‖γ˙n(1)‖
‖γ˙n(0)‖ = 1.
Moreover, for each n,(
γ˙n(0)
‖γ˙n(1)‖ ,
γ˙n(1)
‖γ˙n(1)‖
)
∈ T(γn(0),γn(1))P⊥n ,
where ⊥n denotes orthogonality with respect to gn, and limn→+∞
γ˙n(1)
‖γ˙n(1)‖ = v.
From the limits
lim
n→+∞
γ˙n(0)
‖γ˙n(0)‖ = v and limn→+∞
‖γ˙n(1)‖
‖γ˙n(0)‖ = 1,
it follows that also limn→+∞
γ˙n(0)
‖γ˙n(1)‖ = v. Since P is compact, this proves
the claim that (v, v) ∈ T(x,x)P⊥, concluding the proof. 
Remark 7.15. Since admissibility of P can be characterized by its transver-
sality to ∆, it follows from the Transversality Theorem 5.21 that GECs are
generically admissible, see Remark 5.23.
To end this section, we analyze admissibility of the GECs given in Ex-
ample 4.6.
10Using the identification above given by a local chart U of M around x, since the
restriction map AgA,ν,P 3 h 7→ h|U ∈ Metkν(U) is continuous in the considered topologies,
the open neighborhood of g∞ in AgA,ν,P can be taken as the preimage of O by this
restriction map.
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Example 7.16. A fixed endpoints condition P = {p}×{q} is always admis-
sible. Namely, P is compact and since the tangent space to P is trivial, it
follows that AgA,ν,P = AgA,ν for any ν and gA ∈ Metkν(M). Hence the non-
degeneracy condition is empty, and (i) and (ii) trivially hold. In addition,
regarding condition (iii), it falls in the class of endpoints conditions of the
form P = P × {q}, where P ⊂ M is a compact submanifold, explored in
Example 7.12. Thus P = {p} × {q} is admissible, even if11 p = q. Notice
that it is not necessary to use Proposition 7.14 to infer this conclusion.
Replacing one of the points with a compact submanifold, we fall in the
previous case P = P × {q} discussed in Example 7.12. Replacing both
points with compact submanifolds gives P = P × Q, as in Example 4.6.
Provided that these submanifolds have no ν–topological obstructions, they
satisfy (i) and (ii). As for (iii), if P ∩Q = ∅, it trivially holds as discussed
above. However, if P ∩Q 6= ∅, it is easy to see that P is transverse to ∆ if
and only if P and Q are transverse submanifolds of M . In this case, from
Proposition 7.14, (iii) holds. In particular, from the Transversality Theo-
rem 5.21, two generic compact submanifolds P and Q without ν–topological
obstructions give rise to an admissible GEC, since generic submanifolds are
transversal, see Remark 5.23.
Finally, as already mentioned in Remark 7.13, the diagonal GEC P = ∆
is not admissible.
7.2. Generic properties of geodesics under GEC
In this section, we give a detailed proof of the main result of Bettiol and
Giambo` [15], on genericity of nondegeneracy of (g,P)–geodesics, see Theo-
rem 7.22. More precisely, given choices of an index ν, an auxiliary metric
gA ∈ Metkν(M) satisfying (3.24) and an admissible GEC P, we establish
genericity of metrics g ∈ AgA,ν,P , see (7.1), such that the g–energy func-
tional (4.12) is Morse. As explained in the beginning of this chapter, such
result extends Theorem 7.1, which corresponds to the case P = {p} × {p},
to the GEC context.
Apart from direct applications to obtain genericity of non focality prop-
erties among others, Theorem 7.22 gives an affirmative answer to some ques-
tions of Biliotti, Javaloyes and Piccione [17] concerning more general settings
for their result. For instance, it is conjectured in [17] that the same gener-
icity result holds for geodesics joining p and q even if p = q. Although this
result trivially follows from the Bumpy Metric Theorem 6.24, it also follows
from Theorem 7.22 setting P = {p} × {p}. More generally, Theorem 7.22
gives a much wider context in which a property similar to Theorem 7.1
holds. In addition, as mentioned above in Remark 7.13, one cannot expect
to use GECs to prove the Bumpy Metric Theorem 6.24, for P = ∆ is not
an admissible GEC. In fact, the Bumpy Metric Theorem 6.24 will be used
in the proof of Theorem 7.22 in the case P ∩∆ 6= ∅.
Before stating and proving such generic property, we need a general-
ization of the local perturbation argument employed in the proof of the
Weak Bumpy Metric Theorem 6.3 to verify the transversality condition (ii)
11For technical reasons, it necessary to assume p 6= q in the proof of Theorem 7.1, to
guarantee non existence of strongly degenerate geodesics.
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of the genericity criterion. Namely, as stated in Remark 6.5, this pertur-
bation argument only fails in the presence of strongly degenerate geodesics,
see Definition 6.4. The following result proves this statement, using minor
adaptations to fit the context of GECs. For instance, depending on the
geometry of P, there might be (g,P)–geodesics that have infinitely many
self intersections, and in this case it is necessary to appeal to a parity trick.
Nevertheless, the essential ideas for the local perturbation are the same as
in the Weak Bumpy Metric Theorem 6.3.
Theorem 7.17. Fix (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0, see Proposi-
tion 4.11. Suppose that the g0–geodesic γ0 is not strongly degenerate
12.
Then for every P–Jacobi field J ∈ ker
[
∂2E
∂γ2
(g0, γ0)
]
\ {0} along γ0, there
exists h ∈ E such that
(7.2)
∂2E
∂g∂γ
(g0, γ0)(h, J)
(4.28)
=
∫ 1
0
h(γ˙0,DJ) +
1
2∇h(J, γ˙0, γ˙0) dt 6= 0.
Proof. This proof is in great part adapted from [17, Proposition 4.3]. Let
J ∈ ker
[
∂2E
∂γ2
(g0, γ0)
]
\{0} be a nontrivial P–Jacobi field along γ0. The main
idea is to use a local perturbation argument that will employ J to construct13
a section h with the required regularity, having compact support contained
in a neighborhood of a segment of γ0 where J is not parallel to γ˙0.
We will split the proof of the existence of such h such that (7.2) holds in
three claims, to deal with the possibly infinite number of self intersections
of γ0. The geodesic γ0 has either infinite or finite self intersections. From
Proposition 1.131, these possibilities correspond respectively to γ0 being a
portion of a periodic geodesic with period ω < 1 or not. The first possibility
will be subdivided again in two cases, namely corresponding to when γ0
has endpoints that coincide or not. Notice that the second possibility, with
a finite number of self intersections, covers prime geodesics, i.e. periodic
geodesics that are not k–fold iteration of other g0–geodesics. Notice that
under the hypotheses on γ0, these cases cover all possibilities, since γ0 must
fall in one of the following cases above discussed:
– γ0 is not a portion of a periodic geodesic of period ω < 1;
– γ0 is a portion of a periodic geodesic of period ω < 1, however with
distinct endpoints;
– γ0 is an iterate geodesic.
We will respectively cover each of these possibilities in the following three
claims.
Claim 7.18. The theorem holds if γ0 is not a portion of a periodic geodesic
with period ω < 1.14
From Proposition 1.131, in this case γ0 has only a finite number of self
intersections. Thus, there exists a nonempty open interval I ⊂ [0, 1] such
that
12Recall Definition 6.4.
13Using the extension Lemma 1.134.
14Notice that γ0 may be a prime geodesic with these hypothesis.
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I–1: γ0(I) ∩ γ0([0, 1] \ I) = ∅;
I–2: J is not parallel to γ˙0 at any time in I.
Indeed such an interval exists, since the first condition is feasible due to the
finiteness of self intersections of γ0 and the second is also admissible as a
consequence of Corollary 4.27.
In order to construct the required h ∈ E such that ∂2E∂g∂γ (g0, γ0)(h, J) 6= 0,
we apply Lemma 1.134 to the vector bundle TM∗ ∨ TM∗. Let U ⊂ M be
any open subset containing γ0(I) such that
U : γ0(t) ∈ U if and only if t ∈ I.
For instance, U can be taken as the complement of γ0([0, 1] \ I). Let H ∈
Γk(γ∗0E) be the identically null section and K ∈ Γk(γ∗0E) any symmetric
bilinear form continuous on t, that satisfies
K(γ˙0, γ˙0) ≥ 0 and
∫
I
K(t)(γ˙0(t), γ˙0(t)) dt > 0,
for instance, K(t) = gR(γ0(t)). Reducing the size of I if necessary, we may
assume that the result of Lemma 1.134 holds.
γ0
U
K
γ0(I)
Figure 7.1. Local perturbation along γ0 to obtain the sec-
tion h ∈ Γk(TM∗ ∨ TM∗) that ensures (7.2).
This gives a globally defined section h ∈ Γk(TM∗∨TM∗) with compact
support contained in U such that
(7.3) h(γ0(t)) = 0 and ∇J(t)h = K(t), for all t ∈ I.
Clearly h ∈ E, since all Ck sections of E with compact support are in E.
Finally, from the above construction,
∂2E
∂g∂γ
(g0, γ0)(h, J) =
∫ 1
0
h(γ˙0,DJ) +
1
2∇h(J, γ˙0, γ˙0) dt
= 12
∫
I
K(t)(γ˙0(t), γ˙0(t)) dt
> 0.
Claim 7.19. The theorem holds if γ0 is a portion of a periodic geodesic with
period ω < 1, however with distinct endpoints.
To prove this second claim we adapt the local perturbation argument
above using a parity trick to find an open interval I ⊂ [0, 1] with the required
properties. Let p = γ0(0) and q = γ0(1) and define
t∗ = min {t > 0 : γ0(t) = q} and k∗ = max {k ∈ N : kω < 1}.
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Then, it follows that
k∗ ≥ 1, 0 < t∗ < ω, k∗ω + t∗ = 1.
Notice that p 6= q is a necessary hypothesis here. Indeed, p = q would imply
t∗ = ω, and the parity trick below fails in this case.
Consider the geodesics γ1 = γ0|[0,t∗] and γ2 = γ0|[t∗,T ], where γ2 has the
opposite orientation of γ0. Both γ1 and γ2 have finitely many self intersec-
tions and join p and q. Thus Claim 7.18 applies to both and hence there
exist nonempty open intervals I1 = ]a1, b1[⊂ [0, t∗] and I2 = ]a2, b2[⊂ [t∗, ω]
such that
I1–1: γ0(I1) ∩ γ0
(
([0, t∗] \ I1) ∪ [t∗, ω]
)
= ∅;
I2–1: γ0(I2) ∩ γ0
(
([t∗, ω] \ I2) ∪ [0, t∗]
)
= ∅.
Analogously to the proof of Claim 7.18, there exist open subsets U1, U2 ⊂M ,
with γ(Ij) ⊂ Uj , j = 1, 2, satisfying
U1: γ0(t) ∈ U1 for some t ∈ I1 if and only if t − iω ∈ I1 for some
i ∈ {0, . . . , k∗};
U2: γ0(t) ∈ U2 for some t ∈ I2 if and only if t − iω ∈ I2 for some
i ∈ {0, . . . , k∗ − 1}.
Once more, these may be taken as Uj = γ0([0, 1] \ Ij).
For j = 1, 2, consider the P–Jacobi fields W j along γj defined by
(7.4)
W 1(t) =
k∗∑
i=0
J(t+ iω), t ∈ I1
W 2(t) =
k∗−1∑
i=0
J(t+ iω), t ∈ I2
It is impossible that both W 1 and W 2 are everywhere parallel to γ˙0 at I1 and
I2 respectively, for otherwise from (7.4) one would easily conclude that J is
everywhere parallel to γ˙0, contradicting Lemma 1.132 (and Corollary 4.27).
Thus, we may assume that, for instance W 1, is not everywhere parallel to
γ˙0 on I1. This means that there are only points where W
1(t) is parallel to
γ˙0(t). Reducing the size of I1 if necessary, we can assume that W
1(t) is
never a multiple of γ˙0(t) on I1.
At this point it is possible to repeat exactly the same construction from
Claim 7.18 replacing the Jacobi field J with W 1. From Lemma 1.134, there
exists h ∈ Γk(TM∗ ∨ TM∗) with compact support contained in U1 with
prescribed values H and covariant derivative K in the direction W 1 along
γ0|I1 , analogously to (7.3). Choosing H and K as in the proof of Claim 7.18,
it follows that
∂2E
∂g∂γ
(g0, γ0)(h, J) =
∫ 1
0
h(γ˙0,DJ) +
1
2∇h(J, γ˙0, γ˙0) dt
= 12
k∗∑
i=0
∫ b1+iω
a1+iω
∇h(J, γ˙0, γ˙0) dt
= 12
∫ b1
a1
∇h(W 1, γ˙0, γ˙0) dt(7.5)
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= 12
∫
I
K(t)(γ˙0(t), γ˙0(t)) dt
> 0.
Claim 7.20. The theorem holds if γ0 is an iterate geodesic.
The local perturbation argument used in Claims 7.18 and 7.20 can also
be adapted to this last case where γ0 is an iterate geodesic, provided it is
not strongly degenerate. This is a simple scholium from Claim 7.19. Under
these hypotheses, γ0 is a periodic geodesic with period ω =
1
k , for some
k ≥ 2. Notice that for k = 1, γ0 is a prime geodesic and this case was
already covered by Claim 7.18.
Analogously to (7.4), define the P–Jacobi field
W (t) =
k−1∑
i=0
J
(
t+ ik
)
, t ∈ [0, 1].
We claim that a sufficient condition to apply the local perturbation argument
is that
(7.6) W (t0) 6= 0 for some t0 ∈ [0, 1].
Before verifying that indeed this is a sufficient condition, notice that since
γ0 is not strongly degenerate, (7.6) clearly holds, see Definition 6.4.
Finally, let us prove that (7.6) allows to apply the local perturbation
argument as above. By continuity, from (7.6), there exists a nonempty open
interval I ⊂ [0, 1] around such t0 where W does not vanish, with the same
properties of the intervals I considered above. Namely,
I–1: γ0
(
[0, 1k ] \ I
) ∩ γ0(I) = ∅;
I–2: W is not parallel to γ˙0 at any t ∈ I.
Once more, the second condition is feasible as a consequence of Corol-
lary 4.27. It is also easy to obtain an open neighborhood U of γ0(I) such
that
U : γ0(t) ∈ U for some t ∈ I if and only if t − ik ∈ I for some i ∈{0, . . . , k}.
Again, take for instance U = M \γ0([0, 1] \ I). This gives a situation totally
analogous to the one illustrated in Figure 7.1.
Reducing the size of I if necessary, we may assume that the result of
Lemma 1.134 holds. Once more, this gives a globally defined section h ∈
Γk(TM∗∨TM∗) with compact support contained in U and prescribed values
H and covariant derivative K in the direction W along γ0|I . Once more,
h ∈ E, since it has compact support. Prescribing appropriate values again
for H and K, exactly as in the end of the proof of Claim 7.19, a computation
similar to (7.5) proves that (7.2) holds for this h.
This concludes the proof, since all the three possibilities for γ0 described
above have been covered. 
Remark 7.21. Theorem 7.17 guarantees that transversality condition (ii) of
the Abstract Genericity Criterion 5.24 holds for the geodesic setup unless γ0
is a strongly degenerate geodesic.15 More precisely, from Remark 6.5, this
15Recall Definition 6.4.
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is the only case in which the local perturbation argument above used fails.
Recall that if γ0 is a strongly degenerate (g0,P)–geodesic, then it admits a
nontrivial Jacobi field J which satisfies (b) of Definition 6.4. For this J , the
right–hand side of (4.28) is identically null for any section h of TM∗∨TM∗,
hence (7.2) trivially fails.
We are now ready to prove our main genericity result, on nondegeneracy
of geodesics under GECs. The proof will be done in two steps. First, we
consider the case P∩∆ = ∅ and apply the Abstract Genericity Criterion 5.24
using a local perturbation argument, proved in Theorem 7.17. Secondly, we
treat the special case P ∩ ∆ 6= ∅ using its admissibility, since the abstract
criterion fails due to the possible presence of strongly degenerate geodesics.
We stress that this case is not an immediate consequence of the first
case P∩∆ = ∅ and the Bumpy Metric Theorem 6.24. Indeed, if γ ∈ ΩP(M)
is a periodic (g,P)–geodesic, the notions of degeneracy as a (g,P)–geodesic
and as a periodic geodesic do not coincide, see Remark 4.24. For this, we
use a more elaborate argument, which employs both the Bumpy Metric
Theorem 6.24 and the Abstract Genericity Criterion 5.24 in a different way.
Theorem 7.22. Let M be a smooth m–dimensional manifold and fix E a
separable Ck Whitney type Banach space of sections of E = TM∗ ∨ TM∗
that tend to zero at infinity, with k ≥ 3. Fix ν ∈ {0, . . . ,m} an index and
let gA ∈ Metkν(M) be such that
sup
x∈M
‖gA(x)−1‖R < +∞.
Consider P an (gA, ν)–admissible GEC. Then the following is a generic
subset of AgA,ν,P16
GP(M) =
{
g ∈ AgA,ν,P :
all (g,P)–geodesics γ ∈ ΩP(M)
are nondegenerate
}
.
Proof. We shall prove the genericity of GP(M) in AgA,ν,P through a sequence
of four claims. The first claim establishes the genericity of GP(M) if P∩∆ =
∅, using the Abstract Genericity Criterion 5.24. The second claim deals with
the case P∩∆ 6= ∅, setting the context to prove genericity of GP(M) for such
GECs using the Abstract Genericity Criterion 5.24 and the Bumpy Metric
Theorem 6.24 in a more technical argument. Finally, the last two claims
guarantee that the second claim holds.
Claim 7.23. GP(M) is generic in AgA,ν,P if P ∩∆ = ∅.
To prove genericity of GP(M) in this case, we apply the Abstract Gener-
icity Criterion 5.24 to the generalized energy functional (4.12),
E : U 3 (g, γ) 7−→ Eg(γ) = 12
∫ 1
0
g(γ˙, γ˙) dt ∈ R,
where U = AgA,ν,P×ΩP(M). Recall that this criterion states that under two
conditions (i) and (ii) on the points (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0,
the set of parameters g ∈ AgA,ν,P such that Eg is a Morse function is generic
16Recall Proposition 7.5 and (7.1).
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in AgA,ν,P . From Proposition 4.11, Eg is Morse if and only if all (g,P)–
geodesics are nondegenerate. Thus, it suffices to verify these two conditions
to obtain the desired genericity of GP(M) for P ∩∆ = ∅.
Condition (i) of the Abstract Genericity Criterion 5.24 is an immediate
consequence of Proposition 4.16. Namely, this proposition asserts that given
(g0, γ0) ∈ U such that17 ∂E∂γ (g0, γ0) = 0, the index form
∂2E
∂γ2
(g0, γ0) : Tγ0ΩP(M) −→ Tγ0ΩP(M)∗ ∼= Tγ0ΩP(M)
given by (4.25) is represented by a self–adjoint Fredholm operator. This is
exactly the content of condition (i).
As for condition (ii) of the Abstract Genericity Criterion 5.24, it is an
immediate consequence of Theorem 7.17. Namely, condition (ii) asserts that
given (g0, γ0) ∈ U such that ∂E∂γ (g0, γ0) = 0, for all J ∈ ker
[
∂2E
∂γ2
(g0, γ0)
]
\{0}
there must exist h ∈ Tg0AgA,ν,P such that the mixed derivative (4.28),
∂2E
∂g∂γ
(g0, γ0)(h, J) =
∫ 1
0
h(γ˙0,DJ) +
1
2∇h(J, γ˙0, γ˙0) dt
does not vanish. Notice that since we are assuming P ∩ ∆ = ∅, the g0–
geodesic γ0 has distinct endpoints. Hence, from Claims 7.18 and 7.19 in the
proof of Theorem 7.17, condition (ii) is verified in this case.
Therefore, if P ∩∆ = ∅, the Abstract Genericity Criterion 5.24 implies
that GP(M) is generic in AgA,ν,P . This concludes the proof of Claim 7.23.
Claim 7.24. GP(M) is generic in AgA,ν,P if P ∩∆ 6= ∅.
Define for each n ∈ N,
(7.7) Rn =
{
g ∈ AgA,ν,P :
all (g,P)–geodesics γ with
LR(γ) ≤ n are nondegenerate
}
.
Since GP(M) =
⋂
n∈NRn, from Lemma 5.7 it suffices to prove that each
Rn is open and dense in AgA,ν,P . We now prove separately that each Rn
is open, using the Arzela`–Ascoli Theorem; and dense, using the Abstract
Genericity Criterion 5.24 together with the Bumpy Metric Theorem 6.24.
Claim 7.25. Rn is open in AgA,ν,P for every n ∈ N.
Let {gi}i∈N be a convergent sequence in AgA,ν,P \Rn, with limi→+∞ gi =
g∞. From the definition of Rn, for each i ∈ N there exists a degenerate
(gi,P)–geodesic γi with LR(γi) ≤ n. Since P is compact and LR(γi) ≤ n, by
the Arzela`–Ascoli Theorem, up to subsequences, there exists a convergent
sequence {ti}i∈N in [0, 1] with limi→+∞ ti = t∞ such that ‖γ˙i(ti)‖R ≤ n for
all i ∈ N, and γ˙i(ti) converges to v ∈ Tp∞M , with p∞ = limi→+∞ γi(t∞).
From continuous dependence of ODE’s solutions on initial conditions, it
is easy to see that the solution γ∞ of Dg∞ γ˙ = 0 with initial conditions
γ(t∞) = p∞ and γ˙(t∞) = v is the C2–limit of the sequence of geodesics γi.
Therefore γ∞ is a (g∞,P)–geodesic, and obviously LR(γ∞) ≤ n.
17See Proposition 4.11 for a characterization of this fact.
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Moreover, γ∞ is non constant. This follows from the fact that P is
admissible.18 Hence there exists a > 0 such that LR(γi) ≥ a for large i,
since gi will be in any open neighborhoods of g∞ in AgA,ν,P .
In order to prove that such γ∞ is a degenerate (g∞,P)–geodesic, for each
i let Ji be a nontrivial P–Jacobi field along γi. Then Ji is the solution of
a second order ODE whose initial conditions converge to initial conditions
of the P–Jacobi fields equation along the g∞–geodesic γ∞. More precisely,
for each i, Ji is a nontrivial P–Jacobi field, that in particular satisfies the
gi–Jacobi equation (1.25),
DgiJi = R
gi(γ˙i, Ji)γ˙i.
By adding a suitable multiple of γ˙i, we may assume that Ji(0) is gR–
orthogonal to γ˙i(0). In addition, using an adequate normalization it is
also possible to assume that max{‖Ji(0)‖R, ‖DgiJi(0)‖R} = 1. Again, up
to subsequences, the initial conditions converge,
lim
i→+∞
Ji(0) = v ∈ Tγ∞(0)M, limi→+∞D
giJi(0) = w ∈ Tγ∞(0)M.
By continuity, v is gR–orthogonal to ˙γ∞(0), and
(7.8) max{‖v‖R, ‖w‖R} = 1.
The solution of the g∞–Jacobi equation along γ∞ with the above limit initial
conditions is a P–Jacobi field J∞ that is also the C2–limit of the P–Jacobi
fields Ji. Finally, it is not a multiple of the tangent field ˙γ∞. Indeed, if J∞
were a multiple of ˙γ∞, since v is gR–orthogonal to ˙γ∞(0), it would be v = 0
and w = 0, which contradicts (7.8). Hence g∞ ∈ AgA,ν,P \Rn, which proves
that Rn is an open subset.
Claim 7.26. Rn is dense in AgA,ν,P for every n ∈ N.
For each n ∈ N, define the following subsets of AgA,ν,P ,
Bn =
{
g ∈ AgA,ν,P :
all periodic g–geodesics γ with
LR(γ) ≤ n are nondegenerate
}
,
Dn =
{
g ∈ AgA,ν,P :
all g–geodesics γ with LR(γ) < n that are
periodic or (g,P)–geodesics are nondegenerate
}
.
It is easy to see that for each n, Dn+1 ⊂ Rn. From the Bumpy Metric
Theorem 6.24, each Bn is open and dense in AgA,ν,P . Hence to prove thatRn
is dense in AgA,ν,P , it suffices to prove that Dn is dense in Bn. To this aim,
for each n we use the Abstract Genericity Criterion 5.24 again. The setting
is the same geodesic setup used in Claim 7.23, with the only difference being
the domain of the generalized energy functional (4.12), which we now take
as the open subset
Un = Bn × {γ ∈ ΩP(M) : LR(γ) < n}.
This means that we are dealing only with bumpy metrics, i.e., without
degenerate periodic geodesics.
Let us prove that conditions (i) and (ii) of the Abstract Genericity Cri-
terion 5.24 are verified also in this context, concluding the proof. Since it is
18Indeed, condition (iii) of Definition 7.7 of admissibility is used only in this part of
the proof.
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local, condition (i) follows again from Proposition 4.16. Theorem 7.17 im-
plies that the transversality condition (ii) would only fail in the presence of
strongly degenerate geodesics. Nevertheless, there cannot be critical points
of the form (g0, γ0), where γ0 is a strongly degenerate (g0,P)–geodesic. This
follows from Proposition 6.6, since γ0 would also be a degenerate periodic
geodesic, contradicting g0 ∈ Bn. Thus, condition (ii) is verified and the Ab-
stract Genericity Criterion 5.24 applies also in this setting. Therefore Rn is
generic, in particular dense, in Bn hence also in AgA,ν,P .
Therefore, each Rn is open and dense in AgA,ν,P , hence generic. From
Lemma 5.7, the countable intersection GP(M) =
⋂
n∈NRn is also generic
in AgA,ν,P . This concludes the proof of Claim 7.24, which combined with
Claim 7.23, implies that GP(M) is generic in AgA,ν,P , concluding the proof.

We end this section with a few examples of applications of Theorem 7.22
in the case of the admissible GECs given in Example 7.16, regarding conju-
gacy and focality properties.
Corollary 7.27. Let p, q ∈M . For a generic metric g ∈ AgA,ν , the points
p and q are not g–conjugate.
Proof. Set P = {p} × {q}. As explained in Example 7.16, this is always
an admissible GEC, even if p = q. Thus, Theorem 7.22 applies and gives
genericity of the set GP(M) of metrics g in AgA,ν,P = AgA,ν such that all
g–geodesics joining p and q are nondegenerate. From Example 4.21, this
set coincides with the set of metrics g ∈ AgA,ν such that p and q are not
g–conjugate, concluding the proof. 
Remark 7.28. The above corollary may also be seen as a corollary of The-
orem 7.1, by Biliotti, Javaloyes and Piccione [17]. Nevertheless, the case
p = q of geodesic loops was left open in [17], and is proved to hold with the
above GECs approach.
Corollary 7.29. Let P be a submanifold of M and q ∈ M , such that
P = P × {q} is admissible.19 For a generic metric g ∈ AgA,ν,P , q is not
g–focal to P .
Proof. Applying Theorem 7.22 to P = P × {q} we obtain genericity of
the set GP(M) of metrics g in AgA,ν,P such that all (g,P)–geodesics are
nondegenerate. From Examples 4.6, 4.14 and 4.21, these are g–geodesics
γ : [0, 1] → M that are g–orthogonal to P at γ(0) and do not admit any
g–Jacobi field J satisfying J(0) ∈ Tγ(0)P , J(1) = 0 and
DgJ(0) + SPγ(0)(J(0)) ∈ Tγ(0)P⊥.
From Definition 1.102, the generic set GP(M) coincides with the set of met-
rics g ∈ AgA,ν,P such that q is not g–focal to P , concluding the proof. 
Corollary 7.30. Let P and Q be submanifolds of M , such that P = P ×Q
is admissible.20 For a generic metric g ∈ AgA,ν,P , P and Q are not g–focal.
19Admissibility of this class of GECs is discussed in Example 7.16.
20Admissibility of this class of GECs is also discussed in Example 7.16.
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Proof. Applying Theorem 7.22 to P = P ×Q we obtain genericity of the set
GP(M) of metrics g in AgA,ν,P such that all (g,P)–geodesics are nondegener-
ate. From Examples 4.6, 4.14 and 4.21, these are g–geodesics γ : [0, 1]→M
that are g–orthogonal to P at γ(0) and Q at γ(1) and do not admit any
g–Jacobi field J satisfying J(0) ∈ Tγ(0)P , J(1) ∈ Tγ(1)Q and
DgJ(0) + SPγ˙(0)(J(0)) ∈ Tγ(0)P⊥
DgJ(1) + SQγ˙(1)(J(1)) ∈ Tγ(1)Q⊥,
where ⊥ is orthogonality with respect to the metrics on P and Q induced
by g. From Definition 1.105, the generic set GP(M) coincides with the set
of metrics g ∈ AgA,ν,P such that P and Q are not g–focal, concluding the
proof. 
7.3. Genericity in the C∞–topology
Analogously to Section 6.5, in this section we extend the generic property
described in Theorem 7.22 from the case of the Ck–topology to the C∞–
topology. Consider once more an index ν ∈ {0, . . . ,m}, a smooth auxiliary
metric gA ∈ Met∞ν (M), such that supx∈M ‖gA(x)−1‖R < +∞, and a (gA, ν)–
admissible GEC P. For each k ≥ 3, let Ek be any separable Ck Whitney
type Banach space of sections of TM∗ ∨ TM∗ that tend to zero at infinity,
for instance Ek = Γk0(TM
∗ ∨ TM∗). Then, from Proposition 3.71,
AkgA,ν = (gA + Ek) ∩Metkν(M)
is an open subset of the affine Banach space gA + E
k. In Section 6.5, we
endowed the countable intersection
A∞gA,ν =
⋂
k≥3
AkgA,ν
with the so–called C∞–topology, which is the smallest topology that makes
all inclusions ik : A∞gA,ν ↪→ AkgA,ν continuous. Moreover, from Proposi-
tion 7.5, the subset AkgA,ν,P of AkgA,ν , formed by21 metrics g such that g is
nondegenerate on P, is open, for each k ≥ 3. Similarly, consider
A∞gA,ν,P =
⋂
k≥3
AkgA,ν,P ,
which is open in A∞gA,ν . In fact, for any k ≥ 3, the subset AkgA,ν,P is open in
AkgA,ν . In addition,
A∞gA,ν,P = AkgA,ν,P ∩ A∞gA,ν ,
and hence A∞gA,ν,P is τk–open and therefore open in A∞gA,ν , see Remark 6.29.
Our version of the generic property stated in Theorem 7.22 in the C∞–
topology will give genericity of smooth metrics without (g,P)–degenerate
geodesics in A∞gA,ν,P , for a given choice of an index ν, a smooth auxiliary
metric gA, a family {Ek}k≥3 where each Ek is a separable Ck Whitney type
21Recall (7.1).
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Banach spaces of sections of TM∗ ∨ TM∗ that tend to zero at infinity, and
a (gA, ν)–admissible GEC P. More precisely, define
G∞P (M) =
{
g ∈ A∞gA,ν,P :
all (g,P)–geodesics γ ∈ ΩP(M)
are nondegenerate
}
.
and notice that G∞P (M) =
⋂
k≥3 GkP(M), where
GkP(M) =
{
g ∈ AkgA,ν,P :
all (g,P)–geodesics γ ∈ ΩP(M)
are nondegenerate
}
.
Recall that for each k ≥ 3, Theorem 7.22 gives genericity of GkP(M) in
AkgA,ν,P .
Theorem 7.31. Consider choices of ν, gA, P and {Ek}k≥3 as described
above, and the C∞–topology induced in the intersection A∞gA,ν,P . Then the
subset G∞P (M) is generic in A∞ν,P .
Proof. This proof is in great part adapted from Bettiol and Giambo` [15,
Proposition 5.12], and employs the same techniques used for instance in
[17, 18, 36, 38], described in Section 6.5. For each n ∈ N let
(7.9) R∞n =
{
g ∈ A∞gA,ν,P :
all (g,P)–geodesics γ with
LR(γ) ≤ n are nondegenerate
}
.
Notice that G∞P (M) =
⋂
n∈NR∞n , hence it suffices to prove that for each
n ∈ N, the subset R∞n is open and dense in A∞gA,ν,P . It then follows thatG∞P (M) contains a countable intersection of open dense subsets, and is hence
generic.22
Claim 7.32. For each n ∈ N the subset R∞n is open in A∞gA,ν,P .
Notice that23 for each k ≥ 3,
(7.10) R∞n = A∞gA,ν,P ∩Rkn
where Rkn is given by (7.7), and the index k stress the choice of regularity
Ck in that definition. More precisely,
Rkn =
{
g ∈ AkgA,ν,P :
all (g,P)–geodesics γ with
LR(γ) ≤ n are nondegenerate
}
.
Observe that R∞n =
⋂
k≥3Rkn.
Fix k ≥ 3. Then Claim 7.25 gives that Rkn is open in AkgA,ν,P for all
n ∈ N. From Remark 6.29, this implies that R∞n is also open in A∞gA,ν,P ,
since24 it is τk–open, concluding the proof of Claim 7.32.
Claim 7.33. For each n ∈ N the subset R∞n is dense in A∞gA,ν .
22Recall Definition 5.1.
23See (7.9) and (6.11).
24Notice that the intersectionR∞n = A∞gA,ν,P∩Rkn is open inA∞gA,ν,P with the topology
induced by the inclusion ik : A∞gA,ν,P ↪→ AkgA,ν,P . The C∞–topology on A∞gA,ν,P is finer
than any of these topologies, for it is induced by the entire family {ik}k≥3, hence R∞n is
open in A∞gA,ν,P .
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Fix n ∈ N, k ≥ 3 and consider once more the intersection (7.10).
Claim 7.25 in the proof of Theorem 7.22 gives that Rkn is open in AkgA,ν,P ,
and Claim 7.26 gives that Rkn is dense in AkgA,ν,P . In addition, from the
Stone–Weierstrass Theorem 3.79, it is easy to conclude that A∞gA,ν,P is also
dense in AkgA,ν,P . Therefore, setting X = AkgA,ν,P , U = Rkn and D = A∞gA,ν,P
in Lemma 6.30, it follows that R∞n = A∞gA,ν,P ∩ Rkn is dense in A∞gA,ν,P ,
concluding the proof. 
Remark 7.34. Analogously to Theorem 7.31, the C∞ version of the state-
ments of Corollaries 7.27, 7.29 and 7.30 are automatically valid.
CHAPTER 8
Final remarks and considerations
In this short chapter, we make some final remarks on the topics discussed
in the previous chapters, briefly mentioning some interesting details.
With regard to the main result in Chapter 6, the Bumpy Metric Theo-
rem 6.24, there are several important consequences of this result well–studied
in the literature. After the first article of Abraham [4], where the compact
Riemannian version of this theorem was first announced, many other au-
thors developed further genericity results for periodic geodesics and, more
generally, periodic orbits of certain well–behaved Hamiltonian flows.
A well–known result of this type is the genericity statement of Klingen-
berg and Takens [55], on the k–jet of the Poincare´ map, or first recurrence
map, of any periodic geodesic. Roughly, it asserts that given Q an open
dense and invariant subset of the space of k–jets, for a generic metric in
the Ck+1–topology the Poincare´ map of every periodic geodesic belongs to
Q. Biliotti, Javaloyes and Piccione [18] managed to use further perturbation
properties on lightlike geodesics and establish a (compact) semi–Riemannian
version of the Klingenberg–Takens generic property, [18, Corollary 4.2]. At
this stage, given the techniques used to prove the non compact version of
the semi–Riemannian Bumpy Metric Theorem, Theorem 6.24, it is reason-
able to expect that the same perturbation arguments of Biliotti, Javaloyes
and Piccione [18] may be used to obtain the non compact semi–Riemannian
version of this generic property.
In addition, Contreras–Barandiara´n and Paternain [28] successfully used
the classic Bumpy Metric Theorem to prove that generic Riemannian geo-
desic flows have positive topological entropy. The topological entropy htop(g)
of a metric g is a dynamical invariant that roughly measures orbit structure
complexity of a flow.1 In particular, positiveness of htop(g) implies that the
average number of geodesic segments joining p and q grows exponentially
with length.
Counter–examples by Meyer and Palmore [66] point out that abstract
Hamiltonian systems cannot be considered for generalizations of the Bumpy
Metric Theorem to a more comprehensive class of dynamical flows. Basi-
cally, the dynamics of solutions differ in distinct energy levels, and hence
the nondegeneracy property fails to be generic. In the particular case of
1The following interesting characterization of this invariant was given by Man˜e´ [62].
Denoting an(p, q) the number of geodesic segments joining p and q with length less then
n,
htop(g) = lim
n→+∞
1
n
log
∫
M×M
an(p, q) dp dq.
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geodesic flows, energy levels are well–organized, since adequate reparame-
terizations of periodic geodesics give other periodic geodesics with any pre-
scribed energy, see (6.5). The counter–examples in this paper also prove
false a conjecture of Abraham and Marsden [5] on genericity of nondegen-
eracy for periodic orbits. It exhibits a cylinder of periodic orbits in which
the conjectured generic property is violated at isolated values of the energy,
in a generic way.
Nevertheless, in some particular cases of Hamiltonian flows it is possible
to infer a bumpy–type result. For instance, Gonc¸alves Miranda [40] recently
proved genericity of nondegenerate periodic trajectories for the magnetic
flow on surfaces. This result is also used to establish an extension of the
Kupka–Smale Theorem, in this context. Thanks to these and many other
implications of the Bumpy Metric Theorem, it became a central result in
the theory of generic properties of flows. In this sense, it is also reasonable
to expect that several of these subsequent results may be generalized for
instance to the case of semi–Riemannian metrics, using the Bumpy Metric
Theorem 6.24.
Regarding the genericity results of nondegeneracy of semi–Riemannian
geodesics under GECs in Chapter 7, other than the given geometric appli-
cations,2 they have relevant implications in general relativity. For instance,
the problem of light conjugacy between an event and an observer may be re-
garded as a focality issue between a point and a submanifold in a space–time.
Giambo`, Giannoni and Piccione [37] studied genericity of nondegeneracy for
lightlike geodesics in stationary space–times conjugating an event and an
observer. Namely, after reducing the original problem to a Finsler geodesic
problem via a second order Fermat principle for light rays, transversality
techniques similar to those studied in Chapter 5 are used to establish the
desired genericity.
In addition, it is possible to give more precise information on how to
perturb a metric g ∈ AgA,ν,p \ GP(M) to an arbitrarily close generic metric
g′ ∈ GP(M) without degenerate (g,P)–geodesics.3 Namely, applying the
same ideas used by Biliotti, Javaloyes and Piccione [17, Section 4.3] it is
possible to prove that g′ may be taken conformal to g, i.e., there exists a
Ck positive function f : M → R+ such that g′ = fg ∈ GP(M), with f
arbitrarily close to the constant function equal to 1. This gives a qualitative
refinement of Theorem 7.22, and the proof is very similar to the proof of
[17, Proposition 4.4]. More precisely, it employs the same arguments of
Theorem 7.17 on Ck sections of the trivial bundle M × R, which are Ck
functions on M . The absence of strongly degenerate geodesics then allows
to conclude the existence of a such positive function f that gives the desired
generic metric conformal to g.
Finally, it is also possible to explore consequences of Theorem 7.22 for
GECs in more specific ambients, such as orthogonally split metrics, globally
hyperbolic space–times and stationary space–times. This is also possible in
a similar fashion to [17, Sections 4.4-4.6], where results are explored in the
case of fixed endpoints conditions P = {p} × {q}, with p 6= q.
2For instance, Corollaries 7.27, 7.29, 7.30.
3See the context and notation of Theorem 7.22.
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Normed space, 46
Operator, 45
adjoint, 51
compact, 52
continuous, 48
Fredholm, 52
index, 53
norm, 48
self–adjoint, 51
that represents a bilinear form, 51
topological isomorphism, 49
Orbit, 111
space, 112
Orientation class, 35
Parallel translation, 21
Polarization formula, 51
Prime curve, 114
Pull–back
bundle, 10
Section, 10
Referential, 6
Regular
point, 75
value, 75
Relatively compact, 52
Reparameterization action, 110
Riemann–Hilbert structure, 85
Riemannian
distance, 30
length, 30
metric, 14
infinite–dimensional, 85
Second fundamental form, 31
Section, 5
Ck Whitney type Banach space, 92
Ck norm, 89
null, 8
support, 9
tends to zero at infinity, 8
Semi–norm, 46
Semi–Riemannian
manifold, 14
metric, 14
Separating family, 56
Shape operator, 32
skew–symmetric tensor, 10
Sobolev class Hk
map, 61
vector field, 100
Sobolev class W k,p, 60
Space–time, 16
Minkowski, 29
Stabilizer, 111
Strongly degenerate geodesic, 187
Submanifold
degenerate, 30, 31
nondegenerate, 31
second fundamental form, 31
shape operator, 32
totally geodesic, 32
Symmetric tensor, 9
Tensor bundle, 9
(r, s)–type, 9
induced connection, 18
skew–symmetric, 10
symmetric, 9
Theorem
C∞ Bumpy Metric, 199
Baire, 163
Bumpy Metric, 196
Gauss–Bonnet–Chern, 38
Riesz Representation, 50
Sard, 164
Sard–Smale, 167
Stone–Weierstrass, 62, 101
Transversality, 168
Weak Bumpy Metric, 185
Topological isomorphism, 49
Topological Vector Space, 45
locally convex, 45
Topology
C∞, 61, 198
Ck, 61
Hk, 61
Lp, 61
Totally geodesic submanifold, 32
Transverse map, 80
Transverse submanifolds, 81
Trivialization, 3, 5
Ck compatible, 4
fiber–linear, 5
Uniform convergence norm, 57
Vector bundle, 5
connection, 11
horizontal, 7
sub bundle, 7
tensor product, 6
232 Index
trivialization, 6
vertical, 7
Whitney sum, 6
Vector field, 6
along a curve, 11, 99
Hk, 100
L2, 100
parallel, 21
