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Abstract. Given a regular network (in which all cells have the same type
and receive the same number of inputs and all arrows have the same type),
we define the special Jordan subspaces to that network and we use these
subspaces to study the synchrony phenomenon in the theory of coupled cell
networks. To be more precise, we prove that the synchrony subspaces of
a regular network are precisely the polydiagonals that are direct sums of
special Jordan subspaces. We also show that special Jordan subspaces play
a special role in the lattice structure of all synchrony subspace because every
join-irreducible element of the lattice is the smallest synchrony subspace
containing some special Jordan subspace.
Keywords: Coupled cell networks, Jordan subspaces, synchrony, lattices.
1. Introduction
1.1. Regular coupled cell networks. In this subsection we briefly recall a
few facts concerning the theory of (regular) coupled cell networks developed
by Stewart, Golubitsky and coworkers [8, 4].
A cell is a system of ordinary differential equations and a coupled cell sys-
tem is a finite collection of interacting cells. A coupled cell system can be
associated with a network, a directed graph whose nodes represent cells and
whose arrows represent couplings between cells. The general theory allows for
loops and multiple arrows. All couplings of the same type between two cells
are represented by a single arrow with the number of couplings attached to
it, unless this number is equal to 1, in which case it is simply omitted. The
general theory associates to each network a class of admissible vector fields,
consistent with the structure of the network.
In this paper we restrict attention to regular networks, that is, networks
associated with coupled cell systems where all cells have the same differential
equation (up to reordering of coordinates) and one kind of coupling. In this
case, the state spaces of the cells are all identical, say an euclidean space Rk,
with k ≥ 1, and so, if the network has n cells then the total phase space is
(Rk)n. The valency of a regular network is the number of arrows that input to
each cell.
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A polydiagonal is a subspace of the total phase space that is defined by the
equalities of certain cell coordinates. The total phase space is polydiagonal and
the fully synchrony subspace is the polydiagonal defined by the equalities of all
coordinates. A synchrony subspace is a polydiagonal that is flow invariant for
every admissible vector field. Every regular network has at least two synchrony
subspaces: the fully synchrony subspace and the total phase space. In this
work, these are called the trivial synchrony subspaces.
Golubitsky et al. [4] proved that every coupled cell system associated with
a network when restricted to a synchrony subspace corresponds to a coupled
cell system associated with a smaller network, called the quotient network.
The adjacency matrix of a regular network is a square matrix A = [aij ],
where aij is the number of arrows that cell i receives from cell j. Note that
each row sum of the adjacency matrix equals the valency of the network.
Since every adjacency matrix is a multiple of a stochastic matrix, well-
known results about stochastic matrices can be applied to adjacency matrices
and guarantee that:
(1) the valency v is a semi-simple eigenvalue (its algebraic and geometric
multiplicities coincide) of the adjacency matrix and, for every eigen-
value λ of this matrix, |λ| ≤ v.
(2) (1, · · · , 1) is an eigenvector associated with the valency.
1.2. Synchrony. In the theory of coupled cell networks the concept of syn-
chrony has always played a special role. In fact, synchrony is an important
phenomenon for networks in general, and in the last years it has been subject
of several research studies in many different areas, such as Internet, spread
of epidemics, food webs in ecosystems, neural circuits, gene transcription and
cellular signaling [3].
Stewart, Golubitsky and coworkers [4, 8] proved that it is possible to identify
synchrony patterns in a network using solely the network architecture. It is
really amazing and surprising that we can identify synchrony in a network
just by analyzing its structure, without knowing anything about the internal
dynamics of each cell and the specific equations of the admissible coupled cell
systems. Moreover, Stewart proved that the set of all synchrony subspaces of
a regular network is a complete lattice [7].
In this sense, it is important to study possible structures and properties of
the set of all synchrony patterns in regular networks. We are lead to important
questions concerning synchrony in networks, such as: why does a network has
a small or great number of synchrony subspaces? Where does the synchrony
come from? What are the important features of the corresponding lattice of
synchrony subspaces?
1.3. Synchrony and Jordan subspaces. Theorem 4.3 of Golubitsky et al.
[4] is a powerful tool in the study of synchrony subspaces because it allows to
relate synchrony subspaces of regular networks to invariant subspaces of the
corresponding adjacency matrix A, in the following way: a subspace of the
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total phase space is a synchrony subspace if and only if it is polydiagonal and
A-invariant, assuming that each cell phase space is R.
Moreover, in Corollary 2.10 and Remark 5.3 of Aguiar and Dias [1] it is
carefully explained that in the calculation of synchrony subspaces each cell
phase space can be extended from R to C. Basically and briefly (for more
details see [1]), this is due to the fact that a vector v = (v1, · · · , vn) ∈ Cn
satisfies an equality of coordinates xi = xj if and only if
Re(vi) = Re(vj) and Im(vi) = Im(vj), 1 ≤ i < j ≤ n.
On another hand, given a linear transformation A from Cn into Cn, it is
well-known that a subspace is A-invariant if and only if it is a direct sum of
Jordan subspaces [6]. Thus, we obtain the following result that will play a
special role along all this work and that can be interpreted as a corollary of
Theorem 4.3 of Golubitsky et al. [4]:
Lemma 1.1. Given an n-cell regular network, a subspace of the total phase
space is a synchrony subspace if and only if it is polydiagonal and a direct sum
of Jordan subspaces of the corresponding adjacency matrix, assuming that each
cell phase space is C.
In particular, if the adjacency matrix of a regular network has only simple
eigenvalues then all synchrony subspaces are polydiagonal and direct sums
of eigenspaces. For example, the adjacency matrix of the regular network in
Figure 1 has only simple eigenvalues and the corresponding eigenspaces are:
G2 = {x1 = x2 = x3 = x4},
G0 = {x1 = x4, x2 = x3, x1 + x2 = 0},
G1 = {x1 = x3, x1 + x2 = 0, x4 = 0},
G−1 = {x1 = x2 = x3, 2x1 + x4 = 0}.
In this case, there are only four nontrivial synchrony subspaces:
1. G2 ⊕G0 = {x1 = x4, x2 = x3}, 3. G2 ⊕G1 ⊕G−1 = {x1 = x3},
2. G2 ⊕G−1 = {x1 = x2 = x3}, 4. G2 ⊕G0 ⊕G−1 = {x2 = x3}.

0 0 1 1
0 1 0 1
0 0 1 1
1 1 0 0

Figure 1. Regular network (left) whose adjacency matrix
(right) has only simple eigenvalues.
This case of simple eigenvalues is special because, for a regular network, all
synchrony subspaces can be obtained simply by computing all possible sums
(finite and direct) of such eigenspaces. We can use this fact to make some im-
portant observations about the lattices of these networks. For example, when
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n ≥ 4, we can guarantee the existence of some possible lattice structures such
as pentagons. H. Kamei [5] proved that when n = 4 there is only one possible
pentagon structure, which has two vertices as 2-dimensional synchrony sub-
spaces and one vertex as a 3-dimensional synchrony subspace. It is clear that
when n increases, the number of possible pentagon structures also increases
and, for example, for n = 5 there are four possible pentagon structures which
are shown in Figure 2.
Figure 2. All possible pentagon lattices for 5-cell regular net-
works whose adjacency matrices have only simple eigenval-
ues. Level Li contains i-dimensional synchrony subspaces, with
1 ≤ i ≤ 5.
1.4. Motivation.
1.4.1. Motivating References. The above relationship between synchrony and
Jordan subspaces obtained from Theorem 4.3 of Golubitsky et al. [4] was de-
tailed studied by H. Kamei for the special case of simple eigenvalues in [5] and
this work was the main motivation of our paper. More recently, Aguiar and
Dias [1] extended this work to general networks and provided an algorithm
to construct the lattice of all synchrony subspaces through a small set of syn-
chrony subspaces. They also proved that the problem of obtaining the lattice
of synchrony subspaces of a general network can be reduced to the problem of
obtaining the lattice of synchrony subspaces of regular networks.
1.4.2. Special Jordan subspaces. Lemma 1.1 guarantees that all synchrony sub-
spaces of a regular network can be written as a direct sum of Jordan subspaces
of the corresponding adjacency matrix. Since synchrony subspaces are defined
by equalities of coordinates, the knowledge of all synchrony subspaces can be
obtained from the list of all Jordan subspaces satisfying at least one equality
of coordinates. Nevertheless, some observations in concrete examples made us
believe that some Jordan subspaces were essential in this list and some others
were not. Then, we conjectured the existence of a class of Jordan subspaces
sufficient to generate all synchrony subspaces by direct sums. For example,
the regular network in Figure 3 has only five nontrivial synchrony subspaces,
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namely,
S1 = {x1 = x2 = x3, x4 = x5},
S2 = {x1 = x4 = x5, x2 = x3},
S3 = {x2 = x3 = x4 = x5},
S4 = {x2 = x3, x4 = x5},
S5 = {x1 = x4}.
Its adjacency matrix has four distinct eigenvalues, namely, 2, −1 and ±i,
and the corresponding eigenspaces are:
G2 = {x1 = x2 = x3 = x4 = x5},
G−1 = {x2 = x3, x4 = x5, x1 + x2 + x4 = 0},
G±i = {x1 = x4, 2x1 + 2x2 + x3 = 0, ±(2i)x1 + x3 = 0, 3x1 + x2 + x5 = 0}.

0 1 0 1 0
1 0 0 0 1
1 0 0 1 0
1 1 0 0 0
1 0 1 0 0

Figure 3. Regular network and the corresponding adjacency matrix.
Observing that
Si = G2 ⊕Wi, for 1 ≤ i ≤ 3,
S4 = G2 ⊕W1 ⊕W2,
S5 = G2 ⊕W2 ⊕Gi ⊕G−i,
where W1, W2 and W3 are the following Jordan subspaces in G−1,
W1 = {x1 = x2 = x3, x4 = x5, 2x1 + x4 = 0},
W2 = {x1 = x4 = x5, x2 = x3, 2x1 + x2 = 0},
W3 = {x2 = x3 = x4 = x5, x1 + 2x2 = 0},
we easily understand that, among all Jordan subspaces in G−1, the subspaces
W1, W2 and W3 are essential to list all nontrivial synchrony subspaces.
We prove that all synchrony subspaces of a general regular network can be
obtained using the direct sum operation over a small set of Jordan subspaces
— the special Jordan subspaces. Recall that in Aguiar and Dias [1] it is proved
that all synchrony subspaces of a general network can be obtained using the
sum operation over a small set of synchrony subspaces — the sum-irreducible
synchrony subspaces. We emphasize that although our initial aim was to gener-
alize the work of Kamei [5] to regular networks, our principal aim has become
to evidence the close relationship between special Jordan subspaces and syn-
chrony subspaces.
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1.5. Structure of the paper. In Section 2 we define special subspaces and
we present all results about these subspaces that are extremely useful along
the work. In Section 3 we introduce the key concept of this work, special
Jordan subspace and we also prove Theorem 3.7, which is the main result
about special Jordan subspaces: given an n-cell regular network, there exists a
direct sum decomposition of Cn into special Jordan subspaces. In Section 4 we
prove Theorem 4.1, which is the main result of this work about synchrony and
shows the special role played by special Jordan subspaces in the synchrony
phenomenon: given a regular network, a subspace of the total phase space
is a synchrony subspace if and only if it is polydiagonal and a direct sum of
special Jordan subspaces. We also describe a method to list all synchrony
subspaces. In Section 5 we study lattices consisting of all synchrony subspaces
and we show that special Jordan subspaces play a special role in the structure
of these lattices, being directly connected with the join-irreducible elements of
such lattices, precisely, every join-irreducible element is the smallest synchrony
subspace containing some special Jordan subspace.
Acknowledgments. The author thanks Ana Paula Dias for all helpful com-
ments and valuable suggestions. Research supported by the FCT (Fundac¸a˜o
para a Cieˆncia e a Tecnologia) Grant SFRH/BPD/64844/2009 and partially
funded by the European Regional Development Fund through the programme
COMPETE and by the Portuguese Government through the FCT under the
projects PEst-C/MAT/UI0144/2011 and PTDC/MAT/100055/2008.
2. Special subspaces
In this section we define special subspaces and we present important prop-
erties of these subspaces that will be used along this work.
2.1. Definition. Given a subspace W of Cn, we denote by P (W ) the small-
est polydiagonal containing W . Notice the following basic properties of this
operator, for all subspaces W and V of Cn:
(1) W ⊂ P (W ),
(2) P (W ∩ V ) ⊂ P (W ) ∩ P (V ),
(3) W ⊂ V ⇒ P (W ) ⊂ P (V ),
(4) W is polydiagonal ⇔ P (W ) = W .
Definition 2.1. Consider a subspace E of Cn. A subspace W of E is special in
E when, for every subspace U of E,
[dimU = dimW, P (U) ⊂ P (W )] ⇒ P (U) = P (W ).
Thus, W is special in E when every subspace U of E having the same
dimension and satisfying the same equalities of coordinates as W , does not
satisfy any additional equality of coordinates.
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Example 2.2. Consider the following subspaces of C5:
E = {3x1 + 4x2 − x3 + 3x5 = 0, x2 − x3 − x4 + x5 = 0},
U = {x2 = x3, x4 = x5 = 0, x1 + x2 = 0},
W = {x2 = x3 = x4 = x5, x1 + 2x2 = 0}.
Notice that U and W are both 1-dimensional subspaces of E. It is easy to see
that U is not special in E because P (W ) ( P (U). It is also easy to under-
stand that W is special in E because it satisfies three independent equalities
of coordinates and there is only one 1-dimensional subspace satisfying four
independent equalities of coordinates, namely, the fully synchrony subspace,
which clearly is not contained in E.
2.2. Results. In this subsection we present three important results about spe-
cial subspaces.
Proposition 2.3. Consider a k-dimensional subspace E of Cn, with k > 1.
A nonzero subspace W of E is special in E if and only if W = E ∩ P (W ).
Proof. The result is trivial when W = E and so, henceforward we suppose that
W is a nonzero proper subspace of E. We assume firstly that W = E ∩ P (W )
and we prove that W is special in E. For every subspace U of E satisfying
dimU = dimW, P (U) ⊂ P (W ),
we have
U ⊂ E ∩ P (U) ⊂ E ∩ P (W ) = W.
So, U = W and P (U) = P (W ), concluding that W is special in E.
Reciprocally, we assume that W is special in E and we prove that W =
E ∩ P (W ). By contradiction, suppose that W 6= E ∩ P (W ). Then, there is a
(k + 1)-dimensional subspace W˜ of E ∩ P (W ). Because dim W˜ > 1, there is
at least a codimension-1 polydiagonal X that does not contain W˜ . So,
W˜ ∩X ( W˜ and codim (W˜ ∩X) = codim W˜ + 1.
Notice that:
(1) dim(W˜ ∩X) = n− (codim W˜ + 1) = dim W˜ − 1 = dimW.
(2) P (W˜ ∩X) ⊂ P (W˜ ) ∩X ( P (W˜ ) ⊂ P (W ) (recall that W˜ ⊂ P (W )).
However, these two conditions contradict the fact that W is special in E.
Therefore, such a subspace W˜ does not exist and so, W = E ∩ P (W ). 
Example 2.4. In Example 2.2, U is not special in E because U 6= E ∩ P (U)
and W is special in E because trivially W = E ∩ P (W ).
Next we provide a characterization of special subspaces that will be very
useful in the calculation of these subspaces.
Proposition 2.5. Consider a k-dimensional subspace E of Cn, with k > 1.
A nonzero subspace W of E is special in E if and only W = E ∩X, for some
codimension-ν polydiagonal X, with ν = dimE − dimW .
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Proof. The result is trivial when W = E and so, henceforward we suppose that
W is a nonzero proper subspace of E. We assume firstly that W = E ∩ X,
for some polydiagonal X, and we prove that W is special in E. Under this
assumption, we have P (W ) ⊂ X and so,
W ⊂ E ∩ P (W ) ⊂ E ∩X = W.
Thus, W = E ∩ P (W ) and, by Proposition 2.3, W is special in E.
Conversely, we assume that W is special in E. Due to Proposition 2.3,
W = E ∩ P (W ). The equalities of P (W ) in the subspace E define an homo-
geneous linear system with s equations, s = codim P (W ). The rank of this
homogeneous system equals r, where r = codim (E ∩ P (W ))− codim E, and
thus, among all s equalities of P (W ), we can choose just r equalities to obtain
E ∩X. Hence, there is a polydiagonal X such that E ∩X = E ∩ P (W ) = W
and
codim X = r = codim (E ∩ P (W ))− codim E.
This implies that codim X = dimE − dimW , concluding the proof. 
Example 2.6. Consider the following 2-dimensional subspace of C5:
E = {x2 = x3, x4 = x5, x1 + x2 + x4 = 0}.
All 1-dimensional special subspaces in E are obtained intersecting E with
all 1-dimensional polydiagonals defined by a unique equality of coordinates
independent from the equalities defining E. Hence, it suffices to consider three
polydiagonals, for example, {x1 = x2}, {x1 = x4} and {x2 = x4}. Therefore,
there are exactly three 1-dimensional special subspaces in E:
(1) W1 = {x1 = x2 = x3, x4 = x5, 2x1 + x4 = 0},
(2) W2 = {x1 = x4 = x5, x2 = x3, 2x1 + x2 = 0},
(3) W3 = {x2 = x3 = x4 = x5, x1 + 2x2 = 0}.
The following result is crucial to prove Theorem 3.7, which is the main result
of this work about special Jordan subspaces.
Proposition 2.7. Consider a k-dimensional subspace E of Cn, with k > 1.
If E does not contain the fully synchrony subspace then there is a direct sum
decomposition of E into 1-dimensional special subspaces in E.
Proof. The n− 1 equalities of the fully synchrony subspace F in the subspace
E define an homogeneous linear system with n − 1 equations. The rank of
this homogeneous system equals r, where r = codim (E ∩ F ) − codim E =
n− codim E = dimE = k. Thus, we can choose k equalities of coordinates to
obtain E ∩ F = {0}. So, there is a polydiagonal X satisfying
E ∩X = E ∩ F = {0}, codim X = k.
Let X1, . . . , Xk be the k possible distinct codimension-(k− 1) polydiagonals
that contain X. Note that for every 1 ≤ i ≤ k, the intersection E ∩ Xi is a
1-dimensional special subspace in E and that
i 6= j ⇒ E ∩Xi ∩Xj = E ∩X = {0}.
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Therefore, E = (E ∩X1)⊕ · · · ⊕ (E ∩Xk) is a direct sum decomposition of E
into 1-dimensional special subspaces in E. 
3. Special Jordan Subspaces
In this section we consider regular networks and we define special Jordan
subspaces to these networks.
3.1. Jordan subspaces. We start providing basic concepts and results about
Jordan subspaces that are extremely important in our work. For details about
this subject see, for example, Section 6 of Lancaster and Tismenetsky [6].
Consider a linear transformation A from Cn into Cn and an eigenvalue λ.
For a positive integer r, the subspace Krλ = Ker(A − λI)r is the generalized
eigenspace of order r (to λ). Since A has finite order, there is a positive integer
p such that
K1λ ⊂ · · · ⊂ Kpλ = Kp+1λ = ....
For such a p, the generalized eigenspace Kpλ is the generalized eigenspace to
λ and it is simply denoted by Gλ. An element x in K
r
λ\ Kr−1λ is called a
generalized eigenvector of order r of A, considering K0λ = {0}. An ordinary
eigenvector is a generalized eigenvector of order 1 and an eigenspace is a gen-
eralized eigenspace of order 1.
A sequence of nonzero vectors {x1, . . . , xk} is called a Jordan chain of length
k associated with the eigenvalue λ when
(A− λI)x1 = 0, (A− λI)x2 = x1, · · · , (A− λI)xk = xk−1.
Any Jordan chain consists of linearly independent vectors ([6], p. 230) and so,
if it has length k, it spans a k-dimensional subspace. A Jordan subspace is a
subspace spanned by a Jordan chain.
3.2. Special Jordan subspaces. In this subsection we define special Jordan
subspaces and we provide a method to obtain these subspaces.
Definition 3.1. Consider a regular network and the corresponding adjacency
matrix. A Jordan subspace W of a generalized eigenspace G is special to the
network when, for every Jordan subspace U of G,
[dimU = dimW, P (U) ⊂ P (W )] ⇒ [P (U) = P (W ) ∨ U = F ],
where F is the fully synchrony subspace.
Thus, W is a special Jordan subspace to the network when every Jordan
subspace U of G having the same dimension and satisfying the same equal-
ities of coordinates as W , either does not satisfy any additional equality of
coordinates or is the fully synchrony subspace.
After the introduction of this definition it is necessary to take extra care
with the word special. The terms special subspace and special Jordan subspace
must not be confused. In fact, the first concept is defined for all subspaces of
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Cn; the second concept is only defined for Jordan subspaces in the context of
regular networks. In general, these concepts are distinct. Trivially:
(1) for regular networks with diagonalizable adjacency matrices, all Jordan
subspaces are 1-dimensional.
(2) if G is an eigenspace that is not associated with the valency of the
network, 1-dimensional special Jordan subspaces to the network are
precisely 1-dimensional special subspaces in G.
(3) if G is the eigenspace associated with the valency of the network (recall
that the valency is always a semi-simple eigenvalue) then:
(a) F is the unique 1-dimensional special subspace in G,
(b) all special Jordan subspaces to the network in G are 1-dimensional,
(c) if dimG = 2 then all 1-dimensional subspaces are special Jordan
subspaces.
(4) for generalized eigenspaces of order k > 1, not all l-dimensional special
subspaces are l-dimensional special Jordan subspaces, with 1 ≤ l ≤ k.
3.3. Special Jordan subspaces in eigenspaces that are not associated
with the valency. As said above, ifG is an eigenspace (generalized eigenspace
of order 1) that is not associated with the valency of the network then a sub-
space J of G is a 1-dimensional special subspace in G if and only if it is a
special Jordan subspace to the network. So, the method to list all special
Jordan subspaces in G consists solely in calculating all 1-dimensional special
subspaces in G.
Example 3.2. Consider again the 5-cell regular network in Figure 3 and the
eigenspaces of the corresponding adjacency matrix:
G2 = {x1 = x2 = x3 = x4 = x5},
G−1 = {x2 = x3, x4 = x5, x1 + x2 + x4 = 0},
G±i = {x1 = x4, 2x1 + 2x2 + x3 = 0, ±(2i)x1 + x3 = 0, 3x1 + x2 + x5 = 0}.
G2 and G±i are 1-dimensional and, therefore, they are special Jordan sub-
spaces to the network. For the eigenspace G−1, all special Jordan subspaces in
this eigenspace are precisely all 1-dimensional special subspaces in G−1, which
were already obtained in Example 2.6:
(1) W−1,1 = {x1 = x2 = x3, x4 = x5, 2x1 + x4 = 0},
(2) W−1,2 = {x1 = x4 = x5, x2 = x3, 2x1 + x2 = 0},
(3) W−1,3 = {x2 = x3 = x4 = x5, x1 + 2x2 = 0}.
Thus, there are only six special Jordan subspaces to this network.
We use this example to point out two important facts about special Jordan
subspaces:
(1) The definition of special Jordan subspaces strongly depends on the
corresponding eigenspace. Indeed, G−1 and W−1,3 are 1-dimensional
special Jordan subspaces and P (W−1,3) ( P (G−1). This fact is only
possible because the subspaces belong to distinct eigenspaces.
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(2) The number of equalities of coordinates satisfied by all special Jordan
subspaces with a prescribed dimension is not fixed, in the sense that
two special Jordan subspaces with the same dimension may satisfy a
different number of equalities of coordinates.
3.4. Special Jordan subspaces in the eigenspace associated with the
valency. Given a regular network, consider the eigenspace G associated with
the valency of the network. If G is 1-dimensional then G is the fully synchrony
subspace. If G has a higher dimension, there is an infinite number of special
Jordan subspaces in G. Nevertheless, we prove that the set of the smallest
polydiagonals containing these special Jordan subspaces is finite.
Proposition 3.3. Given a regular network, let G be the eigenspace associated
with the valency, with dimG > 1, and let E be a direct complement to the fully
synchrony subspace F in G.
(1) For every special Jordan subspace J 6= F in G, there is a special sub-
space J ′ in E such that P (J) = P (J ′) and F ⊕ J = F ⊕ J ′.
(2) A subspace of E is a special Jordan subspace to the network if and only
if it is a special subspace in E.
(3) If S = F ⊕J1⊕· · ·⊕Jk is a direct sum of 1-dimensional special Jordan
subspaces in G then there are special subspaces J ′1, · · · , J ′k in E such
that S = F ⊕ J ′1 ⊕ · · · ⊕ J ′k.
Proof. (1) Let J be a special Jordan subspace to the network in G, J 6= F .
Notice that J is 1-dimensional. If J is a subspace of E then it is clear from
Definition 3.1 that J is special in E. So, assume that J is not a subspace of
E. Then,
J = span{w}, for some w ∈ G, w /∈ E, w /∈ F.
Because G = F ⊕ E, we have w = f + u, for some f ∈ F and u ∈ E\{0}.
Thus,
J ⊂ F ⊕ span{u} and P (J) = P (span{u}).
Therefore, J ′ = span{u} is also a special Jordan subspace to the network in E
and so, it is a special subspace in E. Moreover,
J ⊂ F ⊕ J ′ ⇒ F ⊕ J ⊂ F ⊕ J ′
and, because dim(F ⊕ J) = dim(F ⊕ J ′), we conclude that F ⊕ J = F ⊕ J ′.
(2) It is straightforward that every special Jordan subspace is a special
subspace in the corresponding eigenspace. Reciprocally, let W be a special
subspace in E and J be a special Jordan subspace ofG such that P (J) ⊂ P (W ).
Due to (1), there is a special subspace J ′ in E such that P (J) = P (J ′), and
so, P (J ′) ⊂ P (W ). Therefore, since W is special in E, P (W ) = P (J ′) and W
is a special Jordan subspace to the network.
(3) If S = F ⊕ J1 ⊕ · · · ⊕ Jk is a direct sum of 1-dimensional special Jordan
subspaces in G then, due to (1), there are special subspaces J ′1, · · · , J ′k in E
such that F ⊕ Ji = F ⊕ J ′i , for all 1 ≤ i ≤ k. Thus, S = F + J ′1 + · · · + J ′k.
Besides, dim(F+J ′1+· · ·+J ′k) = dimS = k+1 and so, S = F⊕J ′1⊕· · ·⊕J ′k. 
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This result shows that, despite the infinite number of special Jordan sub-
spaces in G when dimG > 1, the set of the smallest polydiagonals containing
these subspaces is finite and it consists of the fully synchrony subspace F and
the smallest polydiagonals containing all special subspaces in an arbitrary di-
rect complement E to F in G. Moreover, a direct sum of F with other special
Jordan subspaces of G can be reduced to a direct sum of F with special Jordan
subspaces of E.
Example 3.4. Consider the following two regular networks in Figure 4.
Figure 4. Regular networks for which the valency is a multiple eigenvalue.
For the 3-cell network, the valency is an eigenvalue with multiplicity 2 (al-
gebraic and geometric) and the corresponding eigenspace is
G2 = {x1 − 2x2 + x3 = 0}.
As remarked above, all 1-dimensional subspaces in this eigenspace are special
Jordan subspaces to the network. According to Proposition 3.3, for all sub-
spaces J1 distinct from the fully synchrony subspace, P (J1) is the total phase
space.
For the 4-cell network, the valency is an eigenvalue with multiplicity 3 and
the corresponding eigenspace is
G3 = {x1 − 3x2 + x3 + x4 = 0}.
There is an infinite number of special Jordan subspaces J2 to this network in
G3. However, using to Proposition 3.3 and choosing the direct complement
E = {x1 + x3 + x4 = 0, x2 = 0},
P (J2) = P (J
′), where J ′ is one of the following special subspaces in E:
{x1 = x2 = 0, x3 + x4 = 0}, {x1 = x3, x2 = 0, 2x1 + x4 = 0},
{x2 = x3 = 0, x1 + x4 = 0}, {x1 = x4, x2 = 0, 2x1 + x3 = 0},
{x2 = x4 = 0, x1 + x3 = 0}, {x3 = x4, x2 = 0, x1 + 2x3 = 0}.
3.5. Special Jordan subspaces in generalized eigenspaces of order
greater than 1. Given a regular network, consider a generalized eigenspace
Gλ of order greater than 1. In this subsection we guarantee the existence of
some special Jordan subspaces.
The method to obtain all k-dimensional special Jordan subspaces in Gλ can
be done, for example, taking into account that every subspace is contained in
a k-dimensional special subspace in Ker(A − λI)k, where A is the adjacency
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matrix of the network. Furthermore, every subspace must contain a (k − 1)-
dimensional Jordan subspace and thus the calculations can be simplified by
demanding the corresponding inclusion between the smallest polydiagonals
containing each of these two subspaces.
Example 3.5. Consider the 5-cell regular network in Figure 5 and the general-
ized eigenspaces of the corresponding adjacency matrix:
G2 = {x1 = x2 = x3 = x4 = x5},
G1 = {x2 = x5, x3 = x4, x1 = 0, x2 + x3 = 0},
G−1 = {3x1 + 4x2 − x3 + 3x5 = 0, x2 − x3 − x4 + x5 = 0}.
A =

0 1 0 1 0
1 0 0 0 1
1 0 0 1 0
1 0 1 0 0
1 1 0 0 0

Figure 5. Regular network and the corresponding adjacency matrix.
G2 and G1 are 1-dimensional and, therefore, they are special Jordan sub-
spaces to the network. G−1 is a generalized eigenspace of order 2 and
K1 = Ker(A+ I) = {x2 = x3, x4 = x5, x1 + x2 + x4 = 0}.
All 1-dimensional special Jordan subspaces inG−1 are precisely all 1-dimensional
special subspaces in K1 and they were already obtained in Example 2.6:
(1) W−1,1 = {x1 = x2 = x3, x4 = x5, 2x1 + x4 = 0},
(2) W−1,2 = {x1 = x4 = x5, x2 = x3, 2x1 + x2 = 0},
(3) W−1,3 = {x2 = x3 = x4 = x5, x1 + 2x2 = 0}.
To obtain all 2-dimensional special Jordan subspaces, notice that:
K1 ∩ Im(A+ I) = {x2 = x3, x4 = x5, x1 +x2 +x4 = 0}∩{x2 = x5, x3 = x4}
= W−1,3.
So, all 2-dimensional special Jordan subspaces contain W−1,3. Therefore, if J2
is a special Jordan subspace in G−1 then P (J2) contains P (W−1,3). There are
exactly four 2-dimensional special subspaces in G−1 containing W−1,3, namely:
K1 = {x2 = x3, x4 = x5, x1 + x2 + x4 = 0},
J2−1,1 = {x2 = x4, x3 = x5, 3x1 + 4x2 + 2x3 = 0},
J2−1,2 = {x2 = x5, 3x1 + 7x2 − x3 = 0, 2x2 − x3 − x4 = 0},
J2−1,3 = {x3 = x4, 3x1 + 4x2 − x3 + 3x5 = 0, x2 − 2x3 + x5 = 0}.
It is easy to see that the last three subspaces are indeed 2-dimensional
Jordan subspaces because they are invariant. Besides, no 2-dimensional Jordan
subspace satisfies either x2 = x3 or x4 = x5 because
G−1 ∩ {x2 = x3} = G−1 ∩ {x4 = x5} = K1.
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Thus, we conclude that there are exactly eight special Jordan subspaces to this
network:
G2, G1, W−1,1, W−1,2,W−1,3, J2−1,1, J
2
−1,2, J
2
−1,3.
The next result guarantees the existence of some special Jordan subspaces.
Theorem 3.6. Given a regular network with adjacency matrix A, consider an
l-dimensional generalized eigenspace Gλ, with l ≥ 1. For a positive integer j,
set
N j = Ker(A− λI) ∩ Im(A− λI)j−1.
For every 1 ≤ k ≤ l and for every 1-dimensional special subspace in Nk, there
is a k-dimensional special Jordan subspace containing it.
Proof. The result is trivial when l = 1 and thus we assume l > 1. Consider
a positive integer k ≤ l and a 1-dimensional special subspace J1 in Nk. By
Proposition 2.5, consider a polydiagonal Q satisfying:
J1 = Q ∩Nk, P (J1) ⊂ Q, codim Q = dimNk − 1.
Consider the subspace
J ′2 = Q ∩ (A− λI)−1(J1) ∩ Im(A− λI)k−2.
All equalities defining Q are independent from all equalities defining Nk and so,
they are also independent from all equalities defining any subspace containing
Nk. Hence:
(1) codim J ′2 = codim Q+ codim [(A− λI)−1(J1) ∩ Im(A− λI)k−2]
= dimNk − 1 + n− (dimNk−1 + 1)
= n− (dimNk−1 − dimNk + 2),
(2) codim (J ′2 ∩K1) = codim (J ′2 ∩Nk−1)
= n− (dimNk−1 − dimNk + 1).
and thus,
(1) dimJ ′2 = dimNk−1 − dimNk + 2,
(2) dim(J ′2 ∩K1) = dimNk−1 − dimNk + 1.
Consequently, there is a system B1 of linearly independent vectors of N
k−1
such that Nk−1 = span(B1)⊕Nk and J ′2 = span(B1)⊕ J1 ⊕ span{x2}, with
x2 ∈ (A− λI)−1(J1) ∩ Im(A− λI)k−2 ∩ (K2\K1).
So, J2 = J1 ⊕ span{x2} is a Jordan subspace containing J1 and satisfying
P (J2)∩Nk = J1. This Jordan subspace J2 is contained in Im(A−λI)k−2 and
thus we can consider the subspace
J ′3 = Qj ∩ (A− λI)−1(J2) ∩ Im(A− λI)k−3.
Analogously, there is a system B2 of linearly independent vectors of N
k−2 such
that Nk−2 = span(B2)⊕Nk and J ′3 = span(B2)⊕ J2 ⊕ span{x3}, with
x3 ∈ (A− λI)−1(J2) ∩ Im(A− λI)k−3 ∩ (K3\K2).
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So, Jj3 = J2 ⊕ span{x3} is a Jordan subspace containing J1 and satisfying
P (J3) ∩ Nk = J1. Applying the same procedure, we obtain a 4-dimensional
Jordan subspace J4 containing J1 and satisfying P (J4) ∩ Nk = J1. Contin-
uing this process successively, we obtain a k-dimensional Jordan subspace Jk
containing J1 and satisfying P (Jk) ∩Nk = J1.
It remains to prove that there is a special Jordan subspace containing J1.
Let Yk be a k-dimensional special Jordan subspace to the network such that
P (Yk) ⊂ P (Jk). Then,
Yk ∩Nk ⊂ P (Yk) ∩Nk ⊂ P (Jk) ∩Nk = J1,
and so, the 1-dimensional subspace Yk ∩ Nk is J1. Therefore, Yk is a special
Jordan subspace containing J1. 
3.6. Main theorem on special Jordan subspaces. In this subsection we
prove the main result of this work on special Jordan subspaces.
Theorem 3.7. Given an n-cell regular network, there exists a direct sum de-
composition of Cn into special Jordan subspaces to the network.
Proof. Cn is the direct sum of all generalized eigenspaces ([2], p. 47) and thus
it suffices to prove that every generalized eigenspace Gλ admits a direct sum
decomposition into special Jordan subspaces to the network.
If Gλ is an eigenspace that is not associated with the valency of the network,
the result follows from Proposition 2.7.
If Gλ is the eigenspace associated with the valency, the result is obvious
when Gλ is the fully synchrony subspace F . Otherwise, there is a nonzero
direct complement E to F in Gλ and, by Proposition 2.7, there is a direct sum
decomposition of E, E = J1 ⊕ · · · ⊕ Jk, into special subspaces in E, which
are special Jordan subspaces to the network due to Proposition 3.3. Hence,
Gλ = F ⊕J1⊕· · ·⊕Jk is a direct sum decomposition of Gλ into special Jordan
subspaces to the network.
If Gλ is a generalized eigenspace of order µ > 1, let
N i = Ker(A− λI) ∩ Im(A− λI)i−1 and νi = dimN i,
with 1 ≤ i ≤ µ. Firstly, by Proposition 2.7, consider a direct sum decompo-
sition of Nµ into 1-dimensional special subspaces of Nµ. Since Nµ ⊂ Nµ−1,
we can add (νµ−1 − νµ) 1-dimensional special subspaces in Nµ−1 to the pre-
vious sum and obtain a direct sum decomposition of Nµ−1. Continuing this
process, we obtain a direct sum decomposition of N1, N1 = W1 ⊕ · · · ⊕Wν1 ,
that includes, for each 1 ≤ i ≤ µ, exactly (νi−νi+1) 1-dimensional special sub-
spaces of N i, considering νµ+1 = 0. Finally, by Theorem 3.6, for each special
subspace Wj in N
i\N i−1, 1 ≤ i ≤ µ, we can consider an i-dimensional spe-
cial Jordan subspace Jj containing Wj , considering N
0 = {0}. The set of the
constructed special Jordan subspaces is linearly independent ([6], p. 233) and
so, Gλ = J1⊕ · · · ⊕ Jν1 is a direct sum decomposition of the whole generalized
eigenspace Gλ. 
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4. List of all synchrony subspaces
In this section we relate special Jordan subspaces with synchrony.
4.1. Main theorem on synchrony. In this subsection we prove the main
result of this work on synchrony.
Theorem 4.1. Given a regular network, a subspace of the total phase space
is a synchrony subspace if and only if it is polydiagonal and a direct sum of
special Jordan subspaces to the network.
Proof. By Lemma 1.1, it suffices to prove that every synchrony subspace admits
a direct sum decomposition into special Jordan subspaces. Let G be an n-cell
regular network, S a synchrony subspace, Q the corresponding m-cell quotient
network and let A and AQ be the adjacency matrices of G and Q, respectively.
By Theorem 3.7, there is a direct sum decomposition of Cm, Cm = J1⊕· · ·⊕Jm,
into special Jordan subspaces to Q.
Consider the isomorphism φ from Cm into S defined by the natural identi-
fication between these two spaces and notice that for every real µ,
A− µIn = φ ◦ (AQ − µIm) ◦ φ−1.
S can be written as:
S = φ(Cm) = φ(J1 ⊕ · · · ⊕ Js) = φ(J1)⊕ · · · ⊕ φ(Jm).
Notice that if i 6= j, φ(Ji) ∩ φ(Jj) = {0}. Next we prove that the last equality
represents a direct sum decomposition of S into special Jordan subspaces. For
each i = 1, · · · ,m:
(1) φ(Ji) is a Jordan subspace toG: assuming that {x1, · · · , xk} is a Jordan
chain spanning Ji in a generalized eigenspace Gλi then, for 1 ≤ j ≤ k,
φ(xj) 6= 0, (A− λiIn)(φ(xj)) = φ((AQ − λiIm)(xj)) = φ(xj−1),
considering x0 = 0. So, {φ(x1), · · · , φ(xk)} is a Jordan chain in S
spanning φ(Ji).
(2) φ(Ji) is a special Jordan subspace to G: let X˜i be a special Jordan
subspace to G such that P (X˜i) ⊂ P (φ(Ji)). X˜i is contained in S
because X˜i ⊂ P (X˜i) ⊂ P (φ(Ji)) ⊂ S and so, we can consider the pre-
image Xi = φ
−1(X˜i). Analogously to what was done in (1), we prove
that Xi is a Jordan subspace of AQ. Therefore,
P (X˜i) ⊂ P (φ(Ji))⇒ P (Xi) ⊂ P (Ji)⇒ Xi = Ji ⇒ X˜i = φ(Ji),
and thus φ(Ji) is a special Jordan subspace to G.
Hence, S = φ(J1) ⊕ · · · ⊕ φ(Jm) is a direct decomposition of S into special
Jordan subspaces to G. 
Corollary 4.2. Given a regular network, there are 2-dimensional synchrony
subspaces if and only if there are eigenvectors with exactly two distinct coordi-
nates.
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Proof. A 2-dimensional synchrony subspaces is precisely a direct sum of the
fully synchrony subspace with a 1-dimensional special Jordan subspaces sat-
isfying n − 2 equalities of coordinates, where n is the number of cells of the
network. 
Corollary 4.3. Given an n-cell regular network, a polydiagonal defined by
n − l equalities of coordinates is a synchrony subspace if and only if these
equalities are satisfied by l special Jordan subspaces whose sum is l-dimensional.
Proof. Firstly, assume that S is a synchrony subspace defined by n−l equalities.
Using Theorem 4.1, S is the direct sum of special Jordan subspaces whose sum
is l-dimensional. Hence, because each of them is contained in S, each of them
also satisfies the n− l equalities of S.
Conversely, assume that there are l special Jordan subspaces satisfying n− l
equalities of coordinates and whose sum is l-dimensional. Then, their direct
sum has codimension n − l and is defined by the common n − l equalities of
coordinates. Thus, it is polydiagonal. Besides, it also invariant because it is
the sum of invariant subspaces. So, the direct sum is a synchrony subspace. 
4.2. Method to list all synchrony subspaces. Theorem 4.1 and Corollary
4.3 provide a useful method to list all synchrony subspaces of an n-cell regular
network:
(1) Compute all special Jordan subspaces (all possible dimensions);
(2) For each l ≥ 1, analyze if there are l special Jordan subspaces with
n− l common equalities of coordinates and whose sum is l-dimensional.
Only in the affirmative case this sum is a synchrony subspace.
Remark 4.4. Note that Step 2 can be easily done just by looking at the list of
all special Jordan subspaces.
Example 4.5. In Example 3.2, we calculated all special Jordan subspaces of
the 5-cell regular network in Figure 3, namely:
G2 = {x1 = x2 = x3 = x4 = x5},
G±i = {x1 = x4, 2x1 + 2x2 + x3 = 0,±(2i)x1 + x3 = 0, 3x1 + x2 + x5 = 0},
W−1,1 = {x1 = x2 = x3, x4 = x5, 2x1 + x4 = 0},
W−1,2 = {x1 = x4 = x5, x2 = x3, 2x1 + x2 = 0},
W−1,3 = {x2 = x3 = x4 = x5, x1 + 2x2 = 0}.
For each 1 ≤ l ≤ 4, we analyze if there are l special Jordan subspaces
with 5 − l common equalities of coordinates and whose sum is l-dimensional,
obtaining exactly five nontrivial synchrony subspaces:
(1) G2 ⊕W−1,1 = {x1 = x2 = x3, x4 = x5},
(2) G2 ⊕W−1,2 = {x1 = x4 = x5, x2 = x3},
(3) G2 ⊕W−1,3 = {x2 = x3 = x4 = x5},
(4) G2 ⊕W−1,1 ⊕W−1,2 = {x2 = x3, x4 = x5},
(5) G2 ⊕Gi ⊕G−i ⊕W−1,2 = {x1 = x4}.
The corresponding lattice is presented in Figure 6.
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Figure 6. The lattice of all synchrony subspaces of the net-
work in Figure 3. Each cycle (i1, · · · , is) denotes the equality
of the corresponding cell coordinates and P denotes the total
phase space.
5. Special Jordan subspaces and lattices of synchrony subspaces
In this section we consider lattices of synchrony subspaces of regular net-
works and we show that special Jordan subspaces play a special role in the
structure of these lattices.
5.1. The lattice of all synchrony subspaces. Given a linear transforma-
tion A from Cn into Cn, the set of all A-invariant subspaces is a lattice, where
the meet and the join operations are the intersection and sum of sets, respec-
tively ([2], p. 31). Stewart proved that the set of all synchrony subspaces of a
given network is a complete lattice and that this lattice is not a sublattice of
the lattice of all A-invariant subspaces, where A is the adjacency matrix of the
network [7]. In fact, although the meet operation is the same for both lattices,
the join is not because the sum of two synchrony subspaces is not always a syn-
chrony subspace. In fact, it is straightforward that the sum of two synchrony
subspaces is a synchrony subspace if and only if the sum is polydiagonal.
Example 5.1. Using this result, it is very easy to understand that the lattice
structure L14 on Figure 7 presented by Kamei in [5], for 4-cell regular networks
whose adjacency matrices have only simple eigenvalues, can be eliminated.
This statement answers the query in Remark 6.1 of [5].
Figure 7. Lattice structure L14 of Kamei [5].
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In fact, in that work, the l-th level of a lattice includes all codimension-(l−1)
synchrony subspaces. Hence, as we see in Figure 7, structure L14 is relative to
a network with exactly three codimension-2 synchrony subspaces and so they
are exactly three of the following polydiagonal subspaces:
S1 = {x1 = x2 = x3},
S2 = {x1 = x2 = x4},
S3 = {x1 = x3 = x4},
S4 = {x2 = x3 = x4},
T1 = {x1 = x2, x3 = x4},
T2 = {x1 = x3, x2 = x4},
T3 = {x1 = x4, x2 = x3}.
The figure shows that the sum of two of them is a codimension-1 polydiago-
nal subspace. Therefore, at least one of them is Si, for some 1 ≤ i ≤ 4. But the
sum of this synchrony subspace with the third codimension-2 synchrony sub-
space is also a codimension-1 polydiagonal, and so, it is a synchrony subspace,
fact that contradicts L14. Hence, this structure can be eliminated.
5.2. Special Jordan subspaces and the lattice structure. Theorem 4.1
implies that all special Jordan subspaces are sufficient to list all synchrony
subspaces and so, to construct the corresponding lattice. Moreover, special
Jordan subspaces play a special role in the structure of these lattices because
they are directly connected with the join-irreducible elements of such lattices
(elements that can not be obtained as the join of two other elements of the
corresponding lattice).
Proposition 5.2. Given a regular network, consider the lattice of all syn-
chrony subspaces. Every join-irreducible element of this lattice is the smallest
synchrony subspace containing some special Jordan subspace. Moreover, the
number of join-irreducible elements of this lattice does not exceed the number
of special Jordan subspaces.
Proof. Let S be a join-irreducible element of the lattice. The result is ob-
vious when S is the fully synchrony subspace and so we suppose that S is
another synchrony subspace. By Theorem 4.1, S can be written as a direct
sum of special Jordan subspaces, say J1, · · · , Jk. Let S1, · · · , Sk be the small-
est synchrony subspaces containing J1, · · · , Jk, respectively. Then, S1, · · · , Sk
are elements of the considered lattice and S = S1 + · · · + Sk. Since S is a
join-irreducible element, Si = S, for some 1 ≤ i ≤ k. Thus, S is the smallest
synchrony subspace containing at least one of the special Jordan subspaces. As
an immediate consequence, we get the last statement of this proposition. 
Example 5.3. In Examples 3.2 and 3.5 the number of special Jordan subspaces
and join-irreducible subspaces coincides in each case.
Our study shows that a higher number of special Jordan subspaces implies,
in general, a higher number of synchrony subspaces because this fact increases
the chances of appearing common equalities of coordinates and thus, increases
the possibility of appearing sums of special Jordan subspaces that are poly-
diagonal. Besides, the higher dimension of an eigenspace implies the higher
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number of special Jordan subspaces. Therefore, among networks with the same
number of cells, it is natural to expect a higher number of synchrony subspaces
and of possible lattices structures:
(1) in networks with diagonalizable adjacency matrices,
(2) in networks with adjacency matrices having eigenvalues with high geo-
metric multiplicities.
6. Conclusions
This paper was mainly motivated by the work of Stewart [7] about lattices of
synchrony subspaces, and by the work of Kamei [5] about the relation between
synchrony subspaces and classes of eigenvectors of the corresponding adjacency
matrix. It was also motivated by our observations, in some worked examples,
that on the list of all synchrony subspaces written as direct sums of Jordan
subspaces, some Jordan subspaces were essential and some others were not.
We then proved the existence of a class of Jordan subspaces whose elements
were sufficient to generate all synchrony subspaces by direct sums and defined
the elements in this class as special Jordan subspaces. To be more precise, we
showed that all synchrony subspaces can be obtained through a small set of
Jordan subspaces, by direct sums. We also emphasize the close relationship be-
tween the special Jordan subspaces of a regular network and the corresponding
lattice structure of synchrony subspaces.
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Appendix
We consider four examples of regular networks and, for each case, we list all
synchrony subspaces and present the corresponding lattice.
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Example A.1. Consider the 3-cell regular network in Figure 4 and the eigenspaces
of the corresponding adjacency matrix:
G2 = {x1 − 2x2 + x3 = 0}, G0 = {x1 = x3 = 0}.
Due to Proposition 3.3, to calculate all synchrony subspaces we can assume
that the list of all special Jordan subspaces in G2 is finite and without loss of
generality we consider that the fully synchrony subspace F and span{(2, 1, 0)}
are the unique special Jordan subspaces in this eigenspace. The eigenspace G0
is 1-dimensional and thus it is a special Jordan subspace. Therefore, there is
only one nontrivial synchrony subspace, namely, {x1 = x3} = F ⊕ G0. The
corresponding lattice is presented in Figure 8 - left.
Example A.2. Consider the 4-cell regular network in Figure 4 and the eigenspaces
of the corresponding adjacency matrix:
G3 = {x1 − 3x2 + x3 + x4 = 0}, G0 = {x1 = x3 = x4 = 0}.
Due to Proposition 3.3, we can assume that the list of all special Jordan sub-
spaces in G3 is finite and, using the calculations of Example 3.4, we can assume
that the special Jordan subspaces in G3 are the following:
(1) W3,1 = {x1 = x2 = x3 = x4},
(2) W3,2 = {x1 = x2 = 0, x3 + x4 = 0},
(3) W3,3 = {x1 = x3, x2 = 0, 2x1 + x4 = 0},
(4) W3,4 = {x1 = x4, x2 = 0, 2x1 + x3 = 0},
(5) W3,5 = {x2 = x3 = 0, x1 + x4 = 0},
(6) W3,6 = {x2 = x4 = 0, x1 + x3 = 0},
(7) W3,7 = {x3 = x4, x2 = 0, x1 + 2x3 = 0}.
The eigenspace G0 is 1-dimensional and thus it is a special Jordan subspace.
Therefore, there are eight special Jordan subspaces to the network and we
obtain exactly four nontrivial synchrony subspaces:
(1) W3,1 ⊕G0 = {x1 = x3 = x4}, (3) W3,1 ⊕W3,3 ⊕G0 = {x1 = x3},
(2) W3,1 ⊕W3,4 ⊕G0 = {x1 = x4}, (4) W3,1 ⊕W3,7 ⊕G0 = {x3 = x4}.
The corresponding lattice is presented in Figure 8 - right.
Example A.3. Consider the regular network in Figure 9 and the eigenspaces of
the corresponding adjacency matrix:
(1) G2 = {x1 = x2 = x3 = x4 = x5},
(2) G1 = {x1 = x2 = x4 = 0, x3 = x5},
(3) G−1 = {x1 + x3 + x5 = 0, x1 + x2 + x4 = 0}.
There are exactly thirteen special Jordan subspaces to this network:
(1) G2 = {x1 = x2 = x3 = x4 = x5},
(2) G1 = {x1 = x2 = x4 = 0, x3 = x5},
(3) W−1,1 = {x1 = x2 = x3, x4 = x5, 2x1 + x4 = 0},
(4) W−1,2 = {x1 = x2 = x4 = 0, x3 + x5 = 0},
(5) W−1,3 = {x1 = x2 = x5, x3 = x4, 2x1 + x3 = 0},
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Figure 8. The lattices of all synchrony subspaces of the net-
works in Figure 4. Each cycle (i1, · · · , is) denotes the equality
of the corresponding cell coordinates and P denotes the total
phase space.

0 1 0 1 0
1 0 0 1 0
1 0 0 0 1
1 1 0 0 0
1 0 1 0 0

Figure 9. Regular network and the corresponding adjacency
matrix of Example A.3.
(6) W−1,4 = {x1 = x3 = x4, x2 = x5, 2x1 + x2 = 0},
(7) W−1,5 = {x1 = x3 = x5 = 0, x2 + x4 = 0},
(8) W−1,6 = {x1 = x4 = x5, x2 = x3, 2x1 + x2 = 0},
(9) W−1,7 = {x2 = x3 = x4 = x5, x1 + 2x2 = 0},
(10) W−1,8 = {x1 = x2, x3 = x5, x1 + 2x3 = 0, 2x1 + x4 = 0},
(11) W−1,9 = {x1 = x3, x2 = x4, x1 + 2x2 = 0, 2x1 + x5 = 0},
(12) W−1,10 = {x1 = x4, x3 = x5, x1 + 2x3 = 0, 2x1 + x2 = 0},
(13) W−1,11 = {x1 = x5, x2 = x4, x1 + 2x2 = 0, 2x1 + x3 = 0}.
For each 1 ≤ l ≤ 4, we analyze if there are l special Jordan subspaces
with 5 − l common equalities of coordinates and whose sum is l-dimensional,
obtaining exactly sixteen nontrivial synchrony subspaces:
(1) W2,1 ⊕W1,1 = {x1 = x2 = x4, x3 = x5},
(2) W2,1 ⊕W−1,1 = {x1 = x2 = x3, x4 = x5},
(3) W2,1 ⊕W−1,3 = {x1 = x2 = x5, x3 = x4},
(4) W2,1 ⊕W−1,4 = {x1 = x3 = x4, x2 = x5},
(5) W2,1 ⊕W−1,6 = {x1 = x4 = x5, x2 = x3},
(6) W2,1 ⊕W−1,7 = {x2 = x3 = x4 = x5},
(7) W2,1 ⊕W1,1 ⊕W−1,2 = {x1 = x2 = x4},
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(8) W2,1 ⊕W1,1 ⊕W−1,7 = {x2 = x4, x3 = x5},
(9) W2,1 ⊕W1,1 ⊕W−1,8 = {x1 = x2, x3 = x5},
(10) W2,1 ⊕W1,1 ⊕W−1,10 = {x1 = x4, x3 = x5},
(11) W2,1 ⊕W−1,1 ⊕W−1,6 = {x2 = x3, x4 = x5},
(12) W2,1 ⊕W−1,3 ⊕W−1,4 = {x2 = x5, x3 = x4},
(13) W2,1 ⊕W1,1 ⊕W−1,1 ⊕W−1,2 = {x1 = x2},
(14) W2,1 ⊕W1,1 ⊕W−1,2 ⊕W−1,4 = {x1 = x4},
(15) W2,1 ⊕W1,1 ⊕W−1,2 ⊕W−1,7 = {x2 = x4},
(16) W2,1 ⊕W1,1 ⊕W−1,5 ⊕W−1,7 = {x3 = x5}.
The corresponding lattice is presented in Figure 10. Notice that there are
thirteen special Jordan subspaces and there are ten join-irreducible elements
in this lattice, namely, all elements of the first and the second level, together
with {x1 = x2 = x4}, {x1 = x2, x3 = x5} and {x1 = x4, x3 = x5}.
Figure 10. The lattice of all synchrony subspaces of the net-
work in Figure 9. Each cycle (i1, · · · , is) denotes the equality
of the corresponding cell coordinates and P denotes the total
phase space.
Example A.4. Consider the regular network in Figure 11. The correspond-
ing adjacency matrix has two different eigenvalues, namely, 1 and 0, and the
corresponding generalized eigenspaces are:
G1 = {x1 = x2 = x3 = x4 = x5 = x6}, G0 = {x1 = 0}.
G1 is a 1-dimensional eigenspace and thus it is a special Jordan subspace.
G0 is a generalized eigenspace of order 3 and
K1 = Ker(A) = {x1 = x2 = x4 = x5 = 0},
K2 = Ker(A2) = {x1 = x4 = 0}.
All 1-dimensional special Jordan subspaces to the network inG1 are precisely
all 1-dimensional special subspaces in K1, namely:
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A =

1 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0

Figure 11. Regular network and the corresponding adjacency
matrix of Example A.4.
(1) W1 = {x1 = x2 = x3 = x4 = x5 = 0},
(2) W2 = {x1 = x2 = x4 = x5 = x6 = 0},
(3) W3 = {x1 = x2 = x4 = x5, x3 = x6 = 0}.
To obtain all 2-dimensional special Jordan subspaces, notice that:
K1 ∩ Im(A) = K1 ∩ {x1 = x2 = x4} = K1.
We calculate all 2-dimensional special Jordan subspaces using Theorem 3.6.
This theorem guarantees the existence of 2-dimensional special Jordan sub-
spaces containing each one of the 1-dimensional special subspaces in N2 = K1.
The possible special Jordan subspaces containing W1 are obtained with the
calculation of all 2-dimensional special subspaces J2 in the pre-image
A−1(W1) = {x1 = x2 = x4 = 0},
satisfying P (W1) ⊂ P (J2) and J2 ∩ (K2\K1) 6= ∅, leading to:
U1 = {x1 = x2 = x3 = x4 = 0} ⊃W1,
U2 = {x1 = x2 = x4 = 0, x3 = x5} ⊃W1.
Applying the same procedure to the other two pre-images,
A−1(W2) = {x1 = x4 = x5 = 0},
A−1(W3) = {x1 = x4 = 0, x2 = x5},
we obtain the following three additional Jordan subspaces:
U3 = {x1 = x4 = x5 = x6 = 0} ⊃W2,
U4 = {x1 = x4 = x5 = 0, x2 = x6} ⊃W2,
U5 = {x1 = x4 = 0, x2 = x5, x3 = x6} ⊃W3.
These subspaces are 2-dimensional special subspaces in K2 and thus, they are
special Jordan subspaces to the network.
It is easy to understand that there are no more 2-dimensional special Jordan
subspaces. Indeed, if J is a 2-dimensional Jordan subspace, then P (J) contains
P (Wi), for some 1 ≤ i ≤ 3. If P (W1) = {x1 = x2 = x3 = x4 = x5} ⊂ P (J),
we must take into account that K2 = {x1 = x4 = 0} and that
U1 = {x1 = x2 = x3 = x4 = 0}, U2 = {x1 = x2 = x4 = 0, x3 = x5}
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are special Jordan subspaces satisfying P (W1) ⊂ P (Uj), with 1 ≤ j ≤ 2. Thus,
we just have to prove that if
P (J) = {x1 = x4 = x5} or P (J) = {x1 = x4, x2 = x5}
then J is not a special Jordan subspace. But that trivially follows from the
existence of U3 and U5, respectively. A similar situation occurs when P (W2) ⊂
P (J) and P (W3) ⊂ P (J).
To obtain all 3-dimensional special Jordan subspaces, notice that:
K2 ∩ ImA = {x1 = x4 = 0} ∩ {x1 = x2 = x4} = {x1 = x2 = x4 = 0}.
Therefore, calculating all 3-dimensional special subspaces J3 in the pre-images:
A−1(U1) = {x1 = x2 = 0} and A−1(U2) = {x1 = 0, x2 = x4},
satisfying P (U1) ⊂ P (J3) and P (U2) ⊂ P (J3), respectively, and J3∩(G0\K2) 6=
∅, we obtain the following three 3-dimensional Jordan subspaces:
V1 = {x1 = x2 = x3 = 0},
V2 = {x1 = x2 = 0, x3 = x4},
V3 = {x2 = x4, x3 = x5, x1 = 0}.
Analogously, it is proved that these are 3-dimensional special Jordan sub-
spaces and that they are the unique subspaces in this condition.
Hence, we obtain the following list of special Jordan subspaces:
(1) G1 = {x1 = x2 = x3 = x4 = x5 = x6},
(2) W1 = {x1 = x2 = x3 = x4 = x5 = 0},
(3) W2 = {x1 = x2 = x4 = x5 = x6 = 0},
(4) W3 = {x1 = x2 = x4 = x5, x3 = x6 = 0},
(5) U1 = {x1 = x2 = x3 = x4 = 0},
(6) U4 = {x1 = x2 = x4 = 0, x3 = x5},
(7) U8 = {x1 = x4 = x5 = x6 = 0},
(8) U10 = {x1 = x4 = x5 = 0, x2 = x6},
(9) U15 = {x1 = x4 = 0, x2 = x5, x3 = x6},
(10) V1 = {x1 = x2 = x3 = 0},
(11) V2 = {x1 = x2 = 0, x3 = x4},
(12) V3 = {x2 = x4, x3 = x5, x1 = 0}.
For each 1 ≤ l ≤ 5, we analyze if there are special Jordan subspaces with 6−l
common equalities of coordinates and whose sum is l-dimensional, obtaining
exactly 18 nontrivial synchrony subspaces:
(1) G1 ⊕W1 = {x1 = x2 = x3 = x4 = x5},
(2) G1 ⊕W2 = {x1 = x2 = x4 = x5 = x6},
(3) G1 ⊕W3 = {x1 = x2 = x4 = x5, x3 = x6},
(4) G1 ⊕W1 ⊕W2 = {x1 = x2 = x4 = x5},
(5) G1 ⊕ U1 = {x1 = x2 = x3 = x4},
(6) G1 ⊕ U2 = {x1 = x2 = x4, x3 = x5},
(7) G1 ⊕ U8 = {x1 = x4 = x5 = x6},
(8) G1 ⊕ U10 = {x1 = x4 = x5, x2 = x6},
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(9) G1 ⊕ U15 = {x1 = x4, x2 = x5, x3 = x6},
(10) G1 ⊕W2 ⊕ U1 = {x1 = x2 = x4},
(11) G1 ⊕W2 ⊕ U8 = {x1 = x4 = x5},
(12) G1 ⊕W1 ⊕ U15 = {x1 = x4, x2 = x5},
(13) G1 ⊕ V1 = {x1 = x2 = x3},
(14) G1 ⊕ V2 = {x1 = x2, x3 = x4},
(15) G1 ⊕ V3 = {x2 = x4, x3 = x5},
(16) G1 ⊕W2 ⊕ V1 = {x1 = x2},
(17) G1 ⊕ U1 ⊕ U8 = {x1 = x4},
(18) G1 ⊕W2 ⊕ V3 = {x2 = x4}.
The lattice of all synchrony subspaces is presented in Figure 12. Notice that
in this case, the number of special Jordan subspaces and of join-irreducible
elements of the lattice coincides.
Figure 12. The lattice of all synchrony subspaces of the net-
work in Figure 11. Each cycle (i1, · · · , is) denotes the equality
of the corresponding cell coordinates and P denotes the total
phase space.
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