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] (1.2)where x(t) and y(t) denote the density of prey and predator, respetively; r, β and δ arepositive onstants; and K is the environment arrying apaity. Also, p(x) denotes thefuntional response of the predator. This system has an unique positive equilibrium point.Various modiations of Leslie-Gower models and assoiated global stability problem an bereferred to [12℄ and the referenes ited therein.There are many dierent kinds of the predator-prey models with time delay in the lit-erature, for more details we an refer to [3℄, [5℄ and [20℄. The disussion on the eet oftime delay to the dynami behavior of the system (1.1) and (1.2) are mainly fous on theLeslie-Gower terms in (1.2). Alternatively, we are onerned with the eet of the singletime delay τ on the logisti term of the prey, x(t − τ)/K, in (1.1) whih was rst proposedand disussed by [18℄. The time delay appearing in the intra-spei interation term ofthe prey equation represents a delayed prey growth eet. The stability, bifuration, andperiodi solutions about similar predator-prey systems are extensively studied in literature,e.g., [4, 9, 16, 21, 22, 23, 25, 26℄.In present study, we establish global stability analysis of Leslie-Gower predator-prey mod-els with time delay. Three dierent funtional responses of the predator, i.e., p(x) term in(1.1), are onsidered by onstruting their orresponding Lyapunov funtionals aording tothe Korobeinikov approah for the non-delay model[13℄. This paper is organized as follows.In setion 2, we introdue some useful denitions and theorems and the bound of the dynam-ial behavior of the Leslie-Gower predator-prey system with a single delay. In setion 3, weEJQTDE, 2012 No. 35, p. 2
analyze the global stability by onstruting the Lyapunov funtional to Holling's type I, IIand III funtional responses . Finally, we illustrate our results by some numerial examples.2 The Model with Time Delay2.1 PreliminariesDene C ≡ C([−τ, 0], Rn) is the Banah spae of ontinuous funtions mapping the interval
[−τ, 0] into Rn with the topology of uniform onvergene; i.e., for φ ∈ C, the norm of φ isdened as ‖φ‖ = sup
θ∈[−τ,0]
|φ(θ)|, where | · | is any norm in Rn. Dene xt ∈ C as xt(θ) = x(t+θ),
θ ∈ [−τ, 0]. Consider the following general nonlinear autonomous system of delay dierentialequation
ẋ(t) = f(xt), (2.1)where f : Ω → Rn and Ω is a subset of C. In this paper, we need the following denitions,theorems and lemmas.Denition 2.1. [15℄1. The solution x = 0 of the system (2.1) is said to be stable if, for any σ ∈ R, ε > 0, thereis a δ = δ(ε, σ) suh that φ ∈ B(0, δ) implies xt(σ, φ) ∈ B(0, ε) for t ≥ σ. Otherwise,we say x = 0 is unstable.2. The solution x = 0 of the system (2.1) is said to be asymptotially stable if it is stableand there is a b0 = b(σ) > 0 suh that φ ∈ B(0, b0) implies x(σ, φ)(t) → 0 as t → ∞.3. The solution x = 0 of the system (2.1) is said to be uniformly stable if the number δin the denition of stable is independent of σ.4. The solution x = 0 of the system (2.1) is said to be uniformly asymptotially stable ifit is uniformly stable and there is a b0 > 0 suh that, for every η > 0, there is a t0(η)suh that φ ∈ B(0, b0) implies xt(σ, φ) ∈ B(0, η) for t ≥ σ + t0(η), for every σ ∈ R.Denition 2.2. [23℄ System (2.1) is said to be uniformly persistent if there exists a ompatregion D ⊂ int R2+ suh that every solution of the system (2.1) eventually enters and remainsin the region D.
EJQTDE, 2012 No. 35, p. 3
Lemma 2.3. [15℄ Let u(·) and w(·) be nonnegative ontinuous salar funtions suh that
u(0) = w(0) = 0; w(s) > 0 for s > 0, lim
s→∞
u(s) = +∞ and that V : C → R is ontinuousand satises




















] (2.2)with the initial onditions
x(θ) = φ(θ) ≥ 0, θ ∈ [−τ, 0], φ ∈ C([−τ, 0], R),
x(0) > 0, y(0) > 0,
(2.3)where r, K, c, β, δ and τ are positive onstants, x and y denote the densities of prey andpredator population, respetively. The biologial population is to be disussed and we needonly to onsider the rst quadrant in xy-plane. The following onsistent ondition with (2.2)is assumed:(A) p ∈ C1([0,∞), [0,∞)); p(0) = 0 and p′(x) ≥ 0 for all x ≥ 0.The popular funtional responses of the predator, p(x), in the literature are p(x) = cx
p(x) = c x
1+x
, and p(x) = c x2
1+x2
of the Holling-type I, II, and III, respetively, for somepositive onstant c. And it is evident that p(x) ≤ c max{x, x2} for these three responses.Lemma 2.4. Every solution of the system (2.2) with the initial onditions (2.3) exists in theinterval [0,∞) and remains positive for all t ≥ 0.proof. It is true beause





























}and x(0) > 0 and y(0) > 0. EJQTDE, 2012 No. 35, p. 4
Lemma 2.5. Let (x(t), y(t)) denote the solution of (2.2) with the initial onditions (2.3),then
0 < x(t) ≤ M, 0 < y(t) ≤ L (2.4)eventually for all large t, where




















. (2.7)Taking M∗ = K(1 + k1) for 0 < k1 < erτ − 1. The situation of x(t) with respet to M∗ isategorized into two possible ases.Case 1: Suppose x(t) is not osillatory about M∗. That is, there exists a T0 > 0 suh thateither
x(t) ≤ M∗ for t > T0 (2.8)or
x(t) > M∗ for t > T0. (2.9)If (2.8) holds, then for t > T = T0,
x(t) ≤ M∗ = K(1 + k1) < Ke















(−k1r) ds = −k1r(t − T0 − τ),EJQTDE, 2012 No. 35, p. 5
then 0 < x(t) < x(T0 + τ) e−k1r(t−T0−τ) → 0 as t → ∞. That is, lim
t→∞
x(t) = 0 bythe Squeeze Theorem. It ontradits to (2.9). Therefore, there exist a T1 > T0 suhthat x(T1) ≤ M . If x(t) ≤ M for all t ≥ T1, and then there exist a T > 0 suh that
x(t) ≤ M for all t ≥ T .Case 2: Suppose x(t) is osillatory about M∗, then there must exist a T2 > T1 suh that
T2 be the rst time whih x(T2) > M∗. Therefore, there exists a T3 > T2 suh that
T3 be the rst time whih x(T3) < M∗ by above disussion. By above, we know that
x(T1) ≤ M
∗, x(T2) > M∗ and x(T3) ≤ M∗ where T1 < T2 < T3. Then, by theIntermediate Value Theorem, there exists T4 and T5 suh that
x(T4) = M
∗, T1 ≤ T4 < T2,
x(T5) = M
∗, T2 < T5 ≤ T3and x(t) > M∗ for T4 < t < T5. Hene there is a T6 ∈ (T4, T5) suh that x(T6) is aloal maximum and (2.7), we have






























x(T6) ≤ x(T6 − τ) e
rτ ≤ Kerτ = M.Applying the same operation on the amplitude of the trajetory x(t), we an nd asequenes of T6 suh that every x(T6) is a loal maximum of x(t), and its amplitude isless then M . Hene we an onlude that there exists a T > 0 suh that
x(t) ≤ M for t ≥ T. (2.10)Now, we want to show that y(t) is bounded above by L eventually for all large t. By (2.10),
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.Therefore, y(t) ≤ δM/β = L for t > T . The proof is omplete. Lemma 2.6. Suppose that the system (2.2) satises
r − c max{1, M} L > 0, (2.11)where L dened by (2.6). Then the system (2.2) is uniformly persistent. That is, there exists






















− c max{1, M} L
]
. (2.12)Integrating both sides of (2.12) on [t − τ, t], where t ≥ T + τ , then we have
x(t) ≥ x(t − τ) e(r(1−
M
K
)−c max{1,M} L)τ .That is,
x(t − τ) ≤ x(t) e−(r(1−
M
K










r − c max{1, M} L −
r
K
e−(r(1−M/K)−c max{1,M} L)τ x(t)
]




















−c max{1,M}L)τ ≡ m̄EJQTDE, 2012 No. 35, p. 7





















≡ l.Therefore, y(t) > l̄ − ε2 ≡ l > 0 with a positive number ε2, for large t. Let









































βy∗ − δx∗ = 0. EJQTDE, 2012 No. 35, p. 8
One the equilibrium point E∗ is found, we an obtain an perturbed system to onstrutthe Lyapunov funtional. Now three dierent types of Holling's funtional responses areonsidered:Type I: p(x) = c x,Type II: p(x) = c x
1+x
,Type III: p(x) = c x2
1+x2








.Theorem 3.1. Let p(x) = c x be the funtional response of Holling-Type I and the timedelay τ satises


















































, (3.7)EJQTDE, 2012 No. 35, p. 9







.From (2.2), the perturbed system is given by















{z1(t) − ln[1 + z1(t)]} + {z2(t) − ln[1 + z2(t)]}
βy∗
















. (3.11)Suppose the inequality r − c max{1, M} L > 0 hold, then by Lemma 2.6, there exists a










































































































































































z21(t − τ). (3.17)Now we dene a Lyapunov funtional V (z(t)) as
V (z(t)) = V1(z(t)) + V2(z(t)) + V3(z(t)), (3.18)then from (3.13), (3.16) and (3.17) it follows that for t ≥ T ∗





























z22(t). (3.19)By (3.19), there is ε > 0 suh that
V̇ (z(t)) ≤ −ε(z21(t) + z
2






x∗[1 + z1(t)] EJQTDE, 2012 No. 35, p. 11











































B2 − 4AC < 0,where A, B and C are given by equations (3.5)-(3.7).Dene w(s) = εs2, then w is nonnegative ontinuous on [0,∞), w(0) = 0 and w(s) > 0for s > 0. It follows that for t ≥ T ∗
V̇ (z(t)) ≤ −ε[z21(t) + z
2
2(t)] = −w(|z(t)|).Now, we want to nd a funtion u suh that V (z(t)) ≥ u(|z(t)|). From (3.10), (3.14) and(3.15) that
V (z(t)) ≥ V1(z(t)) =
1
βy∗
{z1(t) − ln[1 + z1(t)] + z2(t) − ln[1 + z2(t)]} . (3.21)By the Taylor Theorem, we have
zi(t) − ln[1 + zi(t)] =
z2i (t)
2[1 + θi(t)]2
, (3.22)where θi(t) ∈ (0, zi(t)) or (zi(t), 0) for i = 1, 2. Consider the all the possible ases for θi:1. 0 < θi(t) < zi(t), for i = 1, 2,2. −1 < zi(t) < θi(t) < 0, for i = 1, 2,3. 0 < θ1(t) < z1(t), −1 < z2(t) < θ2(t) < 0,4. −1 < z1(t) < θ1(t) < 0, 0 < θ2(t) < z2(t), EJQTDE, 2012 No. 35, p. 12
















V (z(t)) ≥ Ñ |z(t)|2.Dene u(s) = Ñs2, then u is nonnegative ontinuous on [0,∞) with u(0) = 0, u(s) > 0 for
s > 0 and lim
s→∞
u(s) = +∞. Thus we have
V (z(t)) ≥ u(|z(t)|) for t ≥ T ∗.Hene the equilibrium point E∗ of the system (2.2) is globally asymptotially stable byLemma 2.3. Remark 1. In the proof of Theorem 3.1, the orresponding Lyapunov funtional (3.18) for
τ = 0 beomes












− 1 + ln
y∗
y
] (3.23)whih the same as the Lyapunov funtional by Korobeinikov [13℄ with an extra onstant −2and multipliative onstant 1/βy∗ suh that V (x∗, y∗) = 0.3.2 Holling-Type II Funtional ResponseWhen p(x) = c x
1+x














x∗.Theorem 3.2. Let p(x) = c x
1+x
be the funtional response of Holling-Type II and the timedelay τ satises











































































.From (2.2), the perturbed system is given by
ż1(t) = [1 + z1(t)]
[
cy∗z1(t)
1 + x∗[1 + z1(t)]
−
cy∗z1(t)
(1 + x∗) (1 + x∗[1 + z1(t)])
−
cy∗z2(t)














{z1(t) − ln[1 + z1(t)]} + {z2(t) − ln[1 + z2(t)]}
βy∗






















β (1 + x∗[1 + z1(t)])
−
cz21(t)






























r z1(t) z1(t − τ)
δK
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Suppose the inequality r − c max{1, M} L > 0 hold, then by Lemma 2.6, there exists a
























1 + x∗[1 + z1(s)]
−
cy∗z1(t)z1(s)
(1 + x∗) (1 + x∗[1 + z1(s)])
−
cy∗z1(t)z2(s)

















β (1 + x∗[1 + z1(s)])
+
cδ













































































































































































































z21(t − τ). (3.38)Now we dene a Lyapunov funtional V (z(t)) as
V (z(t)) = V1(z(t)) + V2(z(t)) + V3(z(t)), (3.39)then from (3.34), (3.37) and (3.38) it follows that for t ≥ T ∗


































z22(t) (3.40)By (3.40), there is ε > 0 suh that
V̇ (z(t)) ≤ −ε(z21(t) + z
2
2(t)) (3.41)EJQTDE, 2012 No. 35, p. 16
if and only if A > 0, C > 0 and B22 − 4AC < 0 where A and C are dened by (3.28) and(3.30), and
B2 = −
c
β (1 + x∗[1 + z1(t)])
+
1
































































B2 − 4AC < 0,where A, B and C are given by (3.28)-(3.30).Dene w(s) = εs2, then w is nonnegative ontinuous on [0,∞), w(0) = 0 and w(s) > 0for s > 0. It follows that for t ≥ T ∗
V̇ (z(t)) ≤ −ε[z21(t) + z
2
2(t)] = −w(|z(t)|).To nd a funtion u suh that V (z(t)) ≥ u(|z(t)|), sine the following relationship is stillhold for Holling's Type II
V (z(t)) ≥ V1(z(t)) =
1
βy∗
{z1(t) − ln[1 + z1(t)] + z2(t) − ln[1 + z2(t)]} .and then by the same argument proposed in the proof of Theorem 3.1, we an establish thatthis is a nonnegative ontinuous funtion u dened on [0,∞) with u(0) = 0, u(s) > 0 for
s > 0 and lim
s→∞
u(s) = +∞ and
V (z(t)) ≥ u(|z(t)|) for t ≥ T ∗.Hene the equilibrium point E∗ of the system (2.2) is globally asymptotially stable byLemma 2.3. EJQTDE, 2012 No. 35, p. 17
3.3 Holling-Type III Funtional ResponseWhen p(x) = c x2
1+x2











x∗.Theorem 3.3. Let p(x) = c x2
1+x2
be the funtional response of Holling-Type III and the timedelay τ satises













(5 + 3x∗2)(M + 2x∗) + 2x∗











(1 + x∗)(1 + m2)
−
2x∗
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From (2.2), the perturbed system is given by
ż1(t) = [1 + z1(t)]
[
cx∗y∗z1(t)
1 + x∗2[1 + z1(t)]2
−
2cx∗y∗z1(t)
(1 + x∗2) (1 + x∗2[1 + z1(t)]2)
+
cx∗y∗z21(t)
1 + x∗2[1 + z1(t)]2
−
cx∗y∗z21(t)
(1 + x∗2) (1 + x∗2[1 + z1(t)]2)
−
cx∗y∗z2(t)
1 + x∗2 [1 + z1(t)]2
−
cx∗y∗z1(t)z2(t)














{z1(t) − ln[1 + z1(t)]} + {z2(t) − ln[1 + z2(t)]}
βy∗










)and after some algebrai operation similar to the proof of Theorem 3.1, it follows that
V̇1(z(t)) = −
cx∗z1(t)z2(t)






β (1 + x∗2[1 + z1(t)]2)
−
2cx∗z21(t)
β(1 + x∗2) (1 + x∗2[1 + z1(t)]2)
+
cx∗z31(t)
β (1 + x∗2[1 + z1(t)]2)
−
cx∗z31(t)
β(1 + x∗2) (1 + x∗2[1 + z1(t)]2)
−
cx∗z21(t)z2(t)

























(1 + x∗2)(1 + M2)
+
M + x∗








δKSuppose the following inequality r − c max{1, M} L > 0 hold, then by Lemma 2.6, thereEJQTDE, 2012 No. 35, p. 19




































































































































































































z21(t − τ). (3.56)Now we dene a Lyapunov funtional V (z(t)) as
V (z(t)) = V1(z(t)) + V2(z(t)) + V3(z(t)), (3.57)then from (3.52), (3.55) and (3.56) it follows that for t ≥ T ∗











































z22(t) (3.58)By (3.58), there is ε > 0 suh that
V̇ (z(t)) ≤ −ε(z21(t) + z
2
2(t)) (3.59)if and only if A > 0, C > 0 and B23 − 4AC < 0 where A and C are dened by (3.46) and(3.48), and
B3 = −
cx∗(1 + z1(t))
β (1 + x∗2[1 + z1(t)]2)
+
1

















































(5 + 3x∗2)(M + 2x∗) + 2x∗











(1 + x∗)(1 + m2)
−
2x∗






B2 − 4AC < 0,where A, B and C are given by (3.46)-(3.48).Dene w(s) = εs2, then w is nonnegative ontinuous on [0,∞), w(0) = 0 and w(s) > 0for s > 0. It follows that for t ≥ T ∗
V̇ (z(t)) ≤ −ε[z21(t) + z
2
2(t)] = −w(|z(t)|).To nd a funtion u suh that V (z(t)) ≥ u(|z(t)|), sine the following relationship is stillhold for Holling's Type III
V (z(t)) ≥ V1(z(t)) =
1
βy∗
{z1(t) − ln[1 + z1(t)] + z2(t) − ln[1 + z2(t)]} .and then by the same argument proposed in the proof of Theorem 3.1, we an establish thatthis is a nonnegative ontinuous funtion u dened on [0,∞) with u(0) = 0, u(s) > 0 for
s > 0 and lim
s→∞
u(s) = +∞ and
V (z(t)) ≥ u(|z(t)|) for t ≥ T ∗.Hene the equilibrium point E∗ of the system (2.2) is globally asymptotially stable byLemma 2.3 4 Numerial ExampleThe following numerial example is used to illustrate the proedures of applying our resultsto Leslie-Gower model without and with time delay. Consider the system








(4.1)EJQTDE, 2012 No. 35, p. 22
with the initial onditions
x1(θ) = x1(0), θ ∈ [−τ, 0],
x1(0) > 0, x2(0) > 0.
(4.2)The orresponding parameter values are













)Type III 15 x2
1 + x2
≈ (0.2816, 0.0469)When τ = 0, i.e., the model without delay, the unique positive equilibrium point E∗ ofthe system (4.1) is globally asymptotially stable by using the Lyapunov funtional (3.23).The orresponding trajetories of the system are depited in Figure 1.
















Type I without delay
















Type II without delay
















Type III without delay
(a) Holling-Type I (b) Holling-Type II () Holling-Type IIIFigure 1: The trajetories of the system (4.1) for three types of Holling's funtional responseswithout delay EJQTDE, 2012 No. 35, p. 23
Whenever τ = 0.05, we obtain M = 0.34855, L = 0.05809, r − c max{1, M}L = 2.12862,and hoose m = 0.19691. The orresponding suient onditions of Theorems 3.1-3.3 forthree dierent types of Holling's funtional responses are veried by the following tableTable 2: The parameters in the suient onditions of Theorems 3.1-3.3.Holling's funtional response A B C B2 − ACType I 8.0394 2.5784 2.6512 −78.6074Type II 6.8076 3.2246 2.6870 −62.7711Type III 5.0054 4.6395 2.6778 −32.0887
Consequently, by Theorems 3.1-3.3, we onlude that the unique positive equilibrium point
E∗ of the system (4.1) with initial onditions (4.2) is globally asymptotially stable. Thetrajetories of the delayed system are depited in Figure 2. But it is indistinguishable in thephase portraits given by Figures 1 and 2 whih orrespond to non-delay and delay systems.To observe the eet of time delay on dynamial behavior, we hoose the system with Holling-Type III funtional response under initial onditions x(θ) = 0.4 for θ ∈ [−τ, 0], x(0) = 0.4,and y(0) = 0.05. Figure 3 shows the time history of the system trajetories for both asesand the trajetories for the delay system is moving a very little higher and faster than thoseof the non-delay one.
















Type I delay τ=0.05
















Type II delay τ=0.05
















Type III delay τ=0.05
(a) Holling-Type I (b) Holling-Type II () Holling-Type IIIFigure 2: The trajetories of the system (4.1) for three types of Holling's funtional responseswith delay time τ = 0.05 EJQTDE, 2012 No. 35, p. 24









































(a) x(t) vs. t (b) y(t) vs. tFigure 3: Comparison of time history of the trajetory of the system (4.1) for Holling-TypeIII funtional response with delay time τ = 0.05 under initial onditions x(θ) = 0.4 for
θ ∈ [−τ, 0], x(0) = 0.4, and y(0) = 0.05Based on the suient onditions of Theorems 3.1-3.3, it an be numerially veried thatthe unique positive equilibrium point E∗ is globally asymptotially stable whenever the delaytime is less than the upper bound dened in Table 3. It is evident that the upper boundon delay time of Holling-Type I from Theorem 3.1 is muh larger than those provided byTsai's paper [22℄ and Tsai's paper an't provide the information on the time-delay boundsof Holling-Type II & III.Table 3: The upper bound on delay time of the Leslie-Gower system (4.1) for three types ofHolling's funtional responsesMethods Holling-Type I Holling-Type II Holling-Type IIIPresent study 0.127607 0.105255 0.0767035Tsai's paper [22℄ 0.006333 − −A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