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Isidor Isaac RabiZusammenfassung
Die Frage nach dem Ursprung der Materie in unserem Universum stellt Kosmologen
bis zum heutigen Tag vor ein ungel￿stes Problem. Geht man vom weithin anerkannten
Urknallmodell aus, so m￿sste hierbei zu gleichen Teilen Materie sowie Antimaterie ent-
standen sein. Aufgrund von Annihilationsprozessen sollte demnach die gesamte Materie
zerstrahlt sein und ein leeres Universum zur￿ckbleiben. Da dies aber o￿ensichtlich nicht
der Fall ist, stellt sich die Frage, wie das Ungleichgewicht zwischen Materie und Antima-
terie entstehen konnte. Der Wert der Asymmetrie l￿sst sich durch bisherige Experimente
sehr genau bestimmen. Die Messung der sogenannten Baryonen-zu-Photonen-Rate B,
das bedeutet die Di￿erenz von Baryonen und Antibaryonen geteilt durch die Anzahl an
Photonen, liefert hierf￿r einen Wert von B  610 10, welcher sowohl durch Messungen
von WMAP (Vermessung der kosmischen Hintergrundstrahlung) als auch durch Ergeb-
nisse der primordialen Nukleosynthese (Messung der H￿u￿gkeiten der leichten Elemente)
angegeben wird.
Es gibt eine gro￿e Anzahl an Modellen, die versuchen, diesen Wert zu reproduzieren.
Diese Vielzahl erkl￿rt sich dadurch, dass selbst zwei der erfolgreichsten und anerkann-
testen Theorien bisher nicht in der Lage sind, die beobachtete Asymmetrie zu erkl￿ren:
das Standardmodell der Kosmologie (oder auch Urknallmodell) sowie das Standardmo-
dell der Teilchenphysik. Obwohl ersteres die H￿u￿gkeiten der leichten Elemente, die kos-
mische Hintergrundstrahlung sowie die Expansion des Universums sehr gut beschreibt,
liefert es f￿r die Asymmetrie zwischen Baryonen und Antibaryonen einen viel zu kleinen
Wert der Gr￿￿enordnung O(10 18).
Das Standardmodell der Kosmologie geht von einer anf￿nglichen in￿ation￿ren Phase
direkt nach dem Urknall aus, welche zu einer exponentiellen Ausdehnung und somit
zu einem Zustand im Nichtgleichgewicht f￿hrte. Hieran schlie￿t sich eine Wiederaufhei-
zungsphase, in der die Teilchen des fr￿hen Universums thermalisierten und so ein sehr
hei￿es und dichtes Plasma bildeten. Dieses Quark-Gluon-Plasma (QGP) wird aktuell
ebenfalls stark untersucht, so ￿nden in den Beschleunigern RHIC und LHC sowie zu-
k￿nftig in der Anlage FAIR in Darmstadt Schwerionenkollisionen statt, die diese Phase
des fr￿hen Universums im kleinen Ma￿stab reproduzieren. Daraus lassen sich insbe-
sondere R￿ckschl￿sse auf den Phasen￿bergang vom QGP, welches freie Quarks und
Gluonen beinhaltet, hin zu ￿gew￿hnlicher￿ Materie, welche aus gebundenen Quarks und
Gluonen besteht, ziehen. Die Natur dieses Phasen￿bergangs ist bislang nicht bestimmt.
F￿r diesen Energiebereich ist das Standardmodell der Teilchenphysik die anerkannteste
Theorie. Dieses Modell hat schon hervorragende ￿bereinstimmungen zwischen Theorie
und Experiment hervorgebracht (wie z.B. die Messung des magnetischen Moments des
Elektrons), ist aber ebenfalls nicht in der Lage, die Baryonenasymmetrie des Universums
zu erkl￿ren. Die Suche nach der Masse des Higgs-Teilchens ist hierf￿r von besonderer
Wichtigkeit: Der Bereich, in dem diese Masse f￿r einen funktionierenden Baryogenese-
mechanismus im Standardmodell liegen m￿sste, wurde durch bisherige Messungen der
Beschleuniger am RHIC und LHC bereits ausgeschlossen. Somit lassen sich Theorien
vjenseits des Standardmodells motivieren.
F￿r eine systematische theoretische Beschreibung dieser Problematik legte Andrei
Dmitrijewitsch Sacharow 1967 den Grundstein. Er stellte drei Bedingungen auf, die
erf￿llt sein m￿ssen, um eine Baryonenasymmetrie zu generieren:
1. Verletzung der Baryonenzahl
2. Verletzung der Invarianz von Ladungskonjugation C sowie der Zusammensetzung
von Ladungskonjugation und Parit￿t CP
3. Abweichung vom thermischen Gleichgewicht.
Jede Theorie, die versucht die Asymmetrie zu erkl￿ren, muss somit diese drei Bedingun-
gen erf￿llen. Die vorliegende Dissertation besch￿ftigt sich mit der Theorie der Leptoge-
nese, welche statt von einer urspr￿nglichen Baryonenasymmetrie von einer Leptonen-
asymmetrie ausgeht. Zu einem sp￿teren Zeitpunkt wird diese dann mittels sogenannter
Sphaleron-Prozesse, welche die Baryonenzahl verletzen, in eine Baryonenasymmetrie
￿bertragen. Da das Standardmodell der Teilchenphysik nicht in der Lage ist, die Asym-
metrie zu erkl￿ren, werden im Kontext der thermischen Leptogenese neue Teilchen ein-
gef￿hrt: schwere Majorana-Neutrinos. Diese zerfallen im thermischen Nichtgleichgewicht
dann CP-verletzend in die bekannten Standardmodell-Leptonen und Higgs-Teilchen.
Im hierf￿r zugrundeliegenden Standardmodell wird die starke Farbsymmetrie und
die elektroschwache Eichsymmetrie zur SU(3)cSU(2)wU(1)Y vereinigt. Die hinzuge-
f￿gten Teilchen sind drei elektroschwache Singulett-Fermionen, welche demnach rechts-
h￿ndig transformieren. Somit erh￿lt man mit nur drei neuen Teilchen einerseits eine
Erkl￿rung f￿r die Baryonenasymmetrie des Universums, andererseits liefert die thermi-
sche Leptogenese gleichzeitig eine Erkl￿rung der beobachteten leichten Neutrinomassen.
Da das Majorana-Neutrino eine so hohe Masse hat (typischerweise M  109 GeV), er-
halten die leichten (Dirac) Neutrinos ￿ber den See-saw-Mechanismus (engl. ￿Wippe￿)
Massen von mi < 0;12eV f￿r i = e;;.
In dieser Arbeit wird eine hierarchische Anordnung M  M2;M3 der drei schweren
Neutrinomassen betrachtet. Dies hat zur Folge, dass zwei der drei Majorana-Neutrinos
ausintegriert werden k￿nnen und eine e￿ektive Theorie aufgestellt werden kann. Dieses
Modell wird auch vanilla leptogenesis genannt und im Folgenden verwendet.
Die Dissertation ist wie folgt gegliedert. Die Details der vorangegangenen Betrachtun-
gen sind Gegenstand der Kapitel 1 und 2. Dort werden weiterhin drei andere Modelle zur
L￿sung des Problems der Baryonenasymmetrie kurz vorgestellt: Gro￿e vereinheitlichte
Theorien (GUT) Baryogenese, Elektroschwache Baryogenese und A￿eck-Dine Baryoge-
nese. Au￿erdem werden deren Vor- und Nachteile er￿rtert. Die thermische Leptogenese
wird ausf￿hrlich eingef￿hrt und der See-saw-Mechanismus sowie die CP-Asymmetrie
genauer beschrieben. Am Ende des Kapitels wird zus￿tzlich der klassische Ansatz f￿r
Leptogenese ￿ber Boltzmann Gleichungen pr￿sentiert. Weiterhin wird das in der Arbeit
verwendete e￿ektive Model sowie eine Liste der zugeh￿rigen Feynman-Regeln, welche
auch nochmals ausf￿hrlich in Anhang A.2.1 aufgelistet werden, vorgestellt.
In Kapitel 3 werden dann die Grundlagen f￿r Quantenfeldtheorien im Nichtgleich-
gewicht eingef￿hrt. Zun￿chst werden die wichtigsten De￿nitionen im Falle des thermi-
schen Gleichgewichts gegeben, wie zum Beispiel das erzeugende Funktional, mit dessen
Hilfe sich alle n-Punkt-Funktionen ableiten lassen. Ein besonderer Schwerpunkt liegt
auf den Verkn￿pfungen zwischen den verschiedenen Propagatoren, z.B. zwischen dem
vistatistischen und spektralen Propagator sowie den Wightman-Funktionen, die ￿fter be-
n￿tigt werden. Anschlie￿end ￿ndet sich die Verallgemeinerung auf Nichtgleichgewichts-
zust￿nde, welche im sogenannten real-time-Formalismus eingef￿hrt wird. Dessen Ver-
wendung f￿hrt zus￿tzliche, nicht-physikalische Freiheitsgrade ein, was eine nichttriviale
Echtzeit-Kontur in der komplexen Zeitebene zur Folge hat. Somit erh￿lt man f￿r diesen
Schwinger-Keldysh-Formalismus typischerweise Propagatoren in Matrixgestalt.
Die Herleitung der Bewegungsgleichungen im Nichtgleichgewicht ist Thema des n￿chs-
ten Unterkapitels. Diese Kadano￿-Baym-Gleichungen werden im Folgenden sowohl f￿r
skalare Teilchen als auch f￿r Fermionen gel￿st. Dabei wird das Majorana-Neutrino als
Fermion verwendet, so dass die Ergebnisse im n￿chsten Kapitel ￿bernommen werden
k￿nnen. Abschlie￿end werden die freien Propagatoren f￿r Skalare und Fermionen im
Gleichgewicht sowie der Nichtgleichgewichtspropagator des Majorana-Neutrinos aufge-
f￿hrt.
Kapitel 4 pr￿sentiert die Hauptmotivation dieser Dissertation: Die Notwendigkeit von
Eichkorrekturen im Kontext der thermischen Leptogenese. Zun￿chst werden die L￿-
sungen der Boltzmann Gleichung hergeleitet um diese sp￿ter mit den L￿sungen der
Kadano￿-Baym-Gleichungen vergleichen zu k￿nnen. Weiterhin wird eine sogenannte
Leptonenzahlmatrix L aus der De￿nition des Leptonenstroms eingef￿hrt. Diese ent-
spricht im Falle freier Felder im Gleichgewicht gerade der naiven Leptonenasymmetrie
L = fl   fl mit der Fermi-Dirac-Verteilungsfunktion f f￿r Leptonen l, bzw. Antilepto-
nen l. Diese Leptonenzahlmatrix l￿sst sich nun mit Hilfe der Ergebnisse des vorange-
gangenen Kapitels durch die Kadano￿-Baym Gleichung f￿r Leptonen umschreiben, so
dass sie sowohl abh￿ngig vom Leptonpropagator als auch von der Leptonselbstenergie
ist. Die zu letzterer beitragenden Diagramme werden ebenfalls beschrieben. Au￿erdem
wird diskutiert, warum nur zwei der sechs Diagramme die Asymmetrie bedingen. Eine
detaillierte Berechnung der beiden Beitr￿ge ￿ndet sich in Anhang A.2.2.
Der Vergleich von Boltzmann und Kadano￿-Baym Gleichungen im letzten Teil dieses
Kapitels zeigt Unterschiede im Zeitverhalten: W￿hrend der Boltzmann Ansatz einen ein-
fachen exponentiellen Abfall in der Zeit zeigt, gibt es in der Kadano￿-Baym L￿sung eine
quadratische Abh￿ngigkeit bez￿glich dieses Faktors, was der Nichtlokalit￿t in der Zeit im
Ansatz geschuldet ist. Au￿erdem tritt ein zus￿tzlicher Faktor aus Verteilungsfunktionen
auf. Um diese Diskrepanzen weiter zu untersuchen, werden im Kadano￿-Baym Ansatz
thermische Standardmodell-Breiten des Higgsfeldes 
 und der Leptonen 
l eingef￿hrt.
Diese sollten im Beisein des schweren Majorana-Neutrinos nicht zu vernachl￿ssigen sein,
da f￿r diese Breiten gilt: 
l  
  g2T  2M   , mit Standardmodell-Kopplung g
und Yukawa-Kopplung  f￿r das schwere Neutrino. Thermische Massen werden f￿r einen
ersten Ansatz vernachl￿ssigt, dennoch erh￿lt man schon mit dieser naiven Erweiterung
ein ebenfalls einfaches exponentielles Abfallen im Ausdruck f￿r die Leptonenzahlmatrix,
welches lokal in der Zeit ist, wie die L￿sung der Boltzmann Gleichung.
Um das Hinzuf￿gen der Standardmodell-Breiten der Teilchen per Hand zu umgehen,
ist eine systematische Einf￿hrung von Standardmodellkorrekturen f￿r thermische Lep-
togenese unumg￿nglich. Daher werden im Rahmen der vorliegenden Dissertation von
Grund auf Eichkorrekturen der Diagramme, die zur Asymmetrie f￿hren, ber￿cksich-
tigt. Um dies auch systematisch sicherzustellen, m￿ssen einige Resummationschemata
verwendet werden, weshalb dies Gegenstand von Kapitel 5 ist.
Ein Blick auf die Skalen, die dem vorliegenden System eines Majorana-Neutrinos in
einem thermischen Bad aus Higgs-Teilchen und Leptonen zu Grunde liegen, l￿sst vier
viisigni￿kante Bereiche erkennen:
Harte Skala: Dies ist der Bereich, in dem ￿blicherweise st￿rungstheoretische Rechnun-
gen durchgef￿hrt werden. Er liegt vor f￿r Impulse mit k  T, k2  T2.
Weiche Skala: In diesem Bereich kommt es zu kollektiven Anregungen mit dem thermi-
schen Bad und thermische Massen werden wichtig. In diesem Bereich f￿r k  gT ist
ein Resummationsschema unabdingbar, das Hard Thermal Loop (HTL) Schema.
Ultraweiche Skala: F￿r den Impulsbereich k  g2T ist eine st￿rungstheoretische Be-
trachtung des Problems nicht mehr zul￿ssig. Nichtperturbative Methoden oder ef-
fektive Theorien sind hier notwendig, da transversale Polarisationen der Eichfelder
dominieren.
Lichtkegel Skala: F￿r harte kollineare Impulse, also k  T mit k2  g2T2, m￿ssen
asymptotische Massen ber￿cksichtigt werden, da kollineare Divergenzen entstehen.
Somit ist auch hier eine Resummation notwendig, das Collinear Thermal Loop
(CTL) Schema.
In unserem Fall werden somit f￿r Temperaturen T & M die Standardmodellteilchen
aufgrund der thermischen Massen ￿schwerer￿ als das Majorana-Neutrino und das HTL
Schema muss angewendet werden. F￿r den Fall T  M be￿ndet sich das Neutrino
im Bereich der harten Skala und daher wird keine Resummation ben￿tigt. F￿r Higgs-
Teilchen und Leptonen jedoch ￿nden wir harte lichtartige Impulse, so dass hier das CTL
Schema ben￿tigt wird.
Bevor die beiden Resummationsschemata diskutiert werden, werden zu Beginn des
Kapitels die verschiedenen Skalen diskutiert. Anschlie￿end werden dann zun￿chst die
Grundz￿ge des HTL Schemas er￿rtert und thermische sowie asymptotische Massen ein-
gef￿hrt. Explizite Rechnungen und Herleitungen dazu ￿nden sich in Anhang A.2.3. Nach
einer Einf￿hrung der Lichtkegel-Koordinatenschreibweise, welche im Folgenden verwen-
det wird, werden die power counting Regeln zusammengefasst. Die f￿r das CTL Schema
typischen Leiterdiagramme werden im n￿chsten Unterkapitel vorgestellt, au￿erdem lie-
fert der Landau-Pomeranchuk-Migdal E￿ekt eine gute Anleitung, um diese Diagramme
auszuwerten. An dieser Stelle wird die anfangs erw￿hnte Verkn￿pfung zu Fragestellun-
gen des Quark-Gluon-Plasmas sehr deutlich: Die urspr￿nglichen Arbeiten zu diesem
Thema stammen aus Betrachtungen der Photon-Produktion im QGP.
Die Auswertung der Leiterdiagramme f￿hrt schlie￿lich zu zwei Di￿erenzialgleichun-
gen, deren Herleitung diskutiert wird. In einem anschlie￿enden Kapitel 6 wird die ther-
mische Produktionsrate des Majorana-Neutrinos numerisch weiter ausgewertet. So wird
im Vergleich zwischen der Rate in f￿hrender Ordnung und derjenigen, die alle Eich-
korrekturen einschlie￿t, deutlich, wie wichtig diese Korrekturbeitr￿ge sind. In f￿hrender
Ordnung gibt es einen weiten Bereich, in dem die Rate verschwindet. Bei voller Rechnung
erh￿lt man f￿r den gesamten betrachteten Bereich eine nichtverschwindende Majorana-
Neutrino Produktionsrate. Die beiden Di￿erenzialgleichungen beschreiben Prozesse, die
einer ˜nderung, bzw. einer Konstanz der Helizit￿t entsprechen. Auch f￿r diese beiden
F￿lle wird die Produktionsrate jeweils f￿r f￿hrende Ordnung sowie f￿r die eichkorrigierte
Rate ausgewertet. Abschlie￿end wird das Impulsspektrum des Neutrinos betrachtet: Es
zeigt sich, dass es sich nicht thermisch verh￿lt, da es nicht proportional zur Fermi-Dirac
Verteilung ist, unabh￿ngig davon, ob es sich um helizit￿ts￿ndernde oder -erhaltende
Prozesse handelt.
viiiIn Kapitel 7 werden die einzelnen Bausteine aus den vorangegangenen Kapiteln zu-
sammengetragen. Zun￿chst erfolgt noch eine naive Berechnung aller eichkorrigierter 3-
Schleifen-Diagramme, die zu den beiden die Asymmetrie verursachenden Diagrammen
geh￿ren. Es ergeben sich 17 Diagramme sowie ihre spiegelbildlichen Versionen, die mit
Hilfe des Programms QGRAF gefunden wurden. Da aber bereits er￿rtert wurde, dass ei-
ne einfache Berechnung der 3-Schleifen-Diagramme nicht ausreicht, wird an dieser Stelle
ein neues, zylindrisches Diagramm eingef￿hrt. Dieses Diagramm enth￿lt alle wichtigen
Beitr￿ge, insbesondere die HTL- und CTL-resummierten. Zun￿chst wird gezeigt, dass
die 34 vorher betrachteten 3-Schleifen-Diagramme im neuen Diagramm bereits enthalten
sind.
Durch dieses neuartige Diagramm ist es dann m￿glich, die Ergebnisse des letzten
Kapitels direkt in den Kontext der Leptogenese einzubauen. Nach einigen analytischen
Bem￿hungen l￿sst sich die Leptonenzahlmatrix durch ein Produkt der Selbstenergien
des Majorana-Neutrinos umschreiben. Diese Selbstenergie ist bereits aus dem letzten
Kapitel bekannt und wird hier als Ergebnis geschlossen pr￿sentiert. Eine analytische
Behandlung des Problems ist somit nicht mehr m￿glich, da die L￿sung der Di￿erenzial-
gleichungen nur numerisch zur Verf￿gung stehen. Da die Selbstenergie bis hierher auch
einen temperaturunabh￿ngigen Anteil enth￿lt, m￿ssen zun￿chst noch etwaige Divergen-
zen beseitigt werden. Die einzige auftretende Divergenz ist jedoch auch in diesem tem-
peraturunabh￿ngigen Teil enthalten, so dass sie aufgrund der Renormierung der Theorie
bei T = 0 nicht weiter zu ber￿cksichtigen ist. F￿r den Fall der thermischen Leptogenese
sind nur temperaturabh￿ngige Teile interessant, da sonst die anfangs erw￿hnte 3. Sacha-
row Bedingung, n￿mlich die Abweichung vom thermischen Gleichgewicht, nicht mehr
erf￿llt ist. Am Ende des Kapitels ￿ndet sich schlie￿lich der erste geschlossene Ausdruck
f￿r die eichkorrigierte Leptonenzahlmatrix in f￿hrender Ordnung.
Abschlie￿end gibt es eine kurze Zusammenfassung und einen Ausblick in Kapitel 8.
In dieser Dissertation ￿ndet sich zum ersten Mal ein systematischer Zugang zur Be-
r￿cksichtigung aller Eichwechselwirkungen in der Theorie der thermischen Leptogenese.
Ein geschlossener Ausdruck f￿r die eichkorrigierte Leptonenasymmetrie konnte vorge-
stellt werden. Au￿erdem ist durch die Einf￿hrung des zylindrischen Diagramms eine
Berechnung der Leptonenasymmetrie f￿r den Fall nicht-hierarchisch geordneter Majo-
ranamassen, der sogenannten resonanten Leptogenese, m￿glich.
In einem n￿chsten Schritt w￿re eine numerische Auswertung des Ausdrucks w￿n-
schenswert, um einen exakten Wert f￿r die Asymmetrie zu erhalten. Dieses numerische
Ergebnis w￿re das erste quantitative Resultat, welches Korrekturbeitr￿ge f￿hrender Ord-
nung f￿r alle Wechselwirkungen des Majorana-Neutrinos mit den Teilchen des Standard-
modells beinhaltet. Weitere Korrekturen durch die Ber￿cksichtigung der Hubble Expan-
sion sowie der washout-Beitr￿ge sollten dagegen hinreichend klein sein. Das numerische
Ergebnis kann dann direkt mit den Ergebnissen aus dem urspr￿nglichen Boltzmann An-
satz als auch mit denen aus dem Kadano￿-Baym Ansatz verglichen werden. Hierbei ist
es interessant zu sehen, wie gut die N￿herung durch die per Hand eingef￿gten Breiten
der Standardmodellteilchen wirklich ist. Des Weiteren l￿sst sich durch das zylindrische
Diagramm der Fall der resonanten Leptogenese direkt auswerten: Durch die Entartung
der Majoranamassen ist es nicht mehr m￿glich, zwei der Massen auszuintegrieren. Da-
durch erh￿lt man im zylindrischen Diagramm keinen e￿ektiven Vertex mehr und das
Diagramm kann direkt ausgewertet werden. Auch lassen sich hierdurch Beschr￿nkungen
f￿r die Produktion des Gravitinos ￿nden, durch welche sich sypersymmetrische Theorien
ixtesten lassen: Falls das leichteste supersymmetrische Teilchen das Gravitino ist, welches
auch Bestandteil der Dunklen Materie sein kann, so k￿nnte in absehbarer Zukunft am
LHC auch Supergravitation getestet werden.
In einem Anhang sind zun￿chst die verwendeten Konventionen gelistet, des Weite-
ren ￿ndet sich in Anhang A eine Liste der Feynmanregeln der e￿ektiven Theorie sowie
die detaillierte Berechnung der beiden Asymmetrie verursachenden Diagramme. ￿ber-
dies werden Propagatoren im HTL und CTL Schema hergeleitet sowie die thermischen
und asymptotischen Massen berechnet. Abschlie￿end ￿ndet sich die Auswertung der 1-
Schleifen Renormierungsgruppengleichungen f￿r die Kopplungen des Standardmodells,
welche f￿r die numerischen Kalkulationen verwendet wurden.
In Anhang B wird zun￿chst die explizite Herleitung des Ausdrucks f￿r die Produk-
tionsrate des Majorana-Neutrinos vorgestellt. Anschlie￿end ￿ndet sich eine detaillierte
Anleitung zur L￿sung der Integralgleichungen, wobei zun￿chst die Umwandlung der In-
tegralgleichungen in Di￿erenzialgleichungen aufgef￿hrt ist. Deren Implementierung und
die dazu verwendeten numerischen Hilfsmittel in Form eines Programms zur L￿sung ge-
w￿hnlicher Di￿erenzialgleichungen sowie die Monte Carlo Integrationsmethode werden
vorgestellt. Abschlie￿end ￿nden sich Beweise von wichtigen Relationen, die innerhalb
der Dissertation verwendet wurden.
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xii1 Introduction
Der Spa￿ f￿ngt erst dann an, wenn man die Regeln kennt.
Im Universum aber sind wir momentan noch dabei,
die Spielanleitung zu lesen.
Richard P. Feynman
The very fundamental question of why matter exists in our universe remains yet
unsolved. This problem formerly addressed to only by metaphysicists became theoreti-
cally accessible for cosmologists half a century ago, when Andrei D. Sakharov discovered
three necessary conditions for generating a baryon asymmetry. Since starting with the
same amount of particles and antiparticles at the Big Bang, the current universe should
remain void of matter.
Even the familiar Standard Model of Cosmology depicted in ￿g. 1.1 is not able to
solve this issue. Though we are well able to explain the abundance of light elements, the
cosmic microwave background radiation and the expansion of the universe as can be seen
by the excellent current measurements of the Wilkinson Microwave Anisotropy Probe 1
as well as the earlier ones of the Cosmic Background Explorer2. In this model a period of
in￿ation is presumed shortly after the Big Bang, which led to an exponential expansion
of the universe, and thus, it remained in a nonequilibrium state. Afterwards, the phase
of reheating took place so that the particles of the early universe thermalised to bring
forth a very hot and dense plasma. This so-called quark-gluon plasma (QGP) is under
current investigation, e.g. the experiments LHC (Large Hadron Collider) at CERN 3
and RHIC4 at the Brookhaven National Laboratory study the features of the plasma.
There is also another family of colliders that experimentally surveys the properties for
even higher densities, namely the FAIR project at GSI 5.
Considering the current state of knowledge, one can maintain that everything in time
before the Big Bang Nucleosynthesis (BBN), which corresponds to the abundance of light
elements, has not been well understood yet. Nevertheless, there is much consensus about
the fundamental interactions, i.e. the strong, the electroweak and the gravitational force,
that describe the physics afterwards. Thus at times su￿ciently far away from the Planck
scale, the theoretical background for further studies via the Standard Model of particle
physics provides a well accepted framework. At those times a classical description in
terms of General Relativity is adequate and therefore the lack of a consistent theory
of quantum gravity becomes minor. Furthermore, it becomes clear that the di￿erent
processes in the QGP as well as in the early universe, especially the case of interest for
this thesis namely baryon asymmetry, can make use of the same mathematical tools [2].
1See WMAP website http://map.gsfc.nasa.gov/ .
2See COBE website http://lambda.gsfc.nasa.gov/product/cobe/ .
3Conseil EuropØen pour la Recherche NuclØaire, see website url http://lhc.web.cern.ch/lhc/ .
4Relativistic Heavy Ion Collider, see website http://www.bnl.gov/rhic/ .
5Facility for Antiproton and Ion Research in Europe GmbH at Gesellschaft f￿r Schwerionenforschung,
see website http://www.fair-center.de/index.php?id=1&L=1 .
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Figure 1.1: Evolution of the universe: The Big Bang is depicted in the far left with a subse-
quent in￿ationary phase and the relic radiation, which was emitted at the time of
photon decoupling. Later on, the expansion of the universe slowed down due to
gravity, while recently, it started accelerating again as the repulsive e￿ect of dark
energy became dominating. Taken from [1].
In addition, the results are often even applicable to the other issue and vice versa as
shown in this thesis using the examples of Kadano￿-Baym equations and the Landau-
Pomeranchuk-Migdal e￿ect.
Up to date, there are several approaches that deal with the baryon asymmetry of the
universe, yet none of them has been tested successfully. In this thesis our model of choice
is the ansatz of leptogenesis, in which a former lepton asymmetry is converted into a
baryon asymmetry via sphaleron processes in the early universe. The out of equilibrium
decay of heavy Majorana neutrinos generates the former asymmetry, so they have to
be added to the ordinary Standard Model particles. A convenient side e￿ect is the
prediction of very light ordinary neutrino masses, thus two problems can be explained
by adding only three new particles.
There is much e￿ort in progress as can be seen by the di￿erent groups operating on the
topic of leptogenesis, e.g. the Heidelberg group [3￿6] as well as the Aachen group [7￿9]
and several others [10￿14]. This work is mainly based on the Hamburg and Bielefeld
results [15￿18].
The thesis is structured as follows. The next chapter contains an introduction to
the baryon asymmetry of the universe including its evidence and magnitude. Several
promising approaches for solving this problem are presented in the following and their
advantages and disadvantages are discussed. Furthermore, the topic of thermal lepto-
genesis is adopted and a classical ansatz is shown, giving also measurable constraints
on this model. We also present an e￿ective model and its Feynman rules.
Chapter 3 is devoted to nonequilibrium dynamics and its theoretical description. After
the main de￿nitions given in equilibrium thermal ￿eld theory, we introduce the dynamics
2for out of equilibrium systems via the Schwinger-Keldysh formalism. Throughout this
thesis, real-time observables are used and therefore the Kadano￿-Baym equations are
presented. We discuss results for scalars as well as for fermions, the latter using the
example of heavy Majorana neutrinos. Based on this, we continue in chapter 4 with
comparing the solutions of the Kadano￿-Baym equations to those derived from using
Boltzmann equations. The lepton number matrix is introduced with which we calculate
the lepton asymmetry. We further present the two asymmetry-causing diagrams and
discuss the necessity of systematically including gauge interactions to this setup.
In order to deal with this task, two resummation schemes are needed that are discussed
in chapter 5, namely the hard thermal loop (HTL) resummation scheme and the collinear
thermal loop (CTL) resummation scheme. Therefore we discuss the di￿erent scales of
our system and its power counting. Furthermore, the Landau-Pomeranchuk-Migdal
e￿ect is presented for ￿nding integral equations that lead to the Majorana neutrino
production rate. Our numerical results for the tree-level as well as for the full expression
including gauge corrections are shown in chapter 6.
In the last but one chapter we present the systematic inclusion of gauge interac-
tions to the context of leptogenesis. After discussing several gauge corrected three-loop
Feynman diagrams, we construct a new type of diagram that includes all necessary con-
tributions due to the former discussed resummation schemes. A complete expression for
the lepton asymmetry including gauge corrections up to one-loop order is given. Finally,
conclusions and further research perspectives are discussed in chapter 8.
Attached are two appendices: The ￿rst one encloses used conventions and the Feyn-
man rules of the e￿ective theory. Furthermore, the calculation of the asymmetry-causing
diagrams and of the HTL and CTL propagators are given, including thermal and asymp-
totic masses. Also the solutions of the Standard Model couplings from one-loop renor-
malisation group equations are presented. Appendix B is devoted to the numerical
procedure used within this thesis. At ￿rst, the explicit derivation of the Majorana neu-
trino production rate is given, afterwards a detailed description of how to solve the
integral equations is shown. As a last point, some important relations used within this
thesis are proven.
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There is something fascinating about science.
One gets such wholesale returns of conjecture
out of such a tri￿ing investment of fact.
Mark Twain
This chapter introduces the issue of baryon asymmetry in the universe (BAU) [19].
Evidence and magnitude are discussed as well as the essential conditions for obtaining
an asymmetry. Additionally, we argue why the Standard Model (SM) is not able to
explain the BAU. Therefore di￿erent approaches are presented that try to solve this
problem, namely Grand Uni￿ed Theory (GUT) baryogenesis, electroweak baryogenesis
and the A￿eck-Dine mechanism. Their advantages and disadvantages are described,
too. For an overview see [20￿23].
The last part of this chapter inaugurates the model of our choice for dealing with this
problem, namely thermal leptogenesis. A classical ansatz is presented via Bolzmann
equations and an e￿ective model is introduced.
2.1 Baryon asymmetry of the universe
Antimatter seems to be very rare in the universe except for small amounts at the large
particle accelerators at CERN or GSI as well as in cosmic rays. Because of the anni-
hilation process of a baryon with an antibaryon b + b ! 

 there would be no matter
left nowadays if one started with symmetric initial conditions at the Big Bang. Further-
more, if there are regions of larger amounts of antimatter, there will be an interface in
the outer space where the annihilation reaction takes place. Since this is not observed
in any experiment one can even state that the asymmetry is maximal in the meaning
of nearly no antibaryons but mere baryons.
Current measurements of the acoustic peaks of the WMAP seven-year observation [24]
found values of

WMAP
B =
nb   n b
n

= (6:19  0:15)  10 10 (2.1)
for the baryon to photon ratio. This is in good agreement with the values determined
via Big-Bang-Nucleosynthesis (BBN) [25] by measuring the cosmological abundances of
all light elements:

BBN
B = (5:1   6:5)  10 10: (2.2)
Thinking of the asymmetry occurring because of asymmetric initial conditions one
has to mention the concept of cosmic in￿ation [26] at the beginning of the universe.
In this model justi￿ed by WMAP and its precise measurement of the ￿uctuations of
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the cosmic microwave background the baryons are heavily diluted so that the initial
asymmetry should have been of order 1069 [27]. That is why a dynamical explanation
immediately suggests itself.
2.1.1 Sakharov conditions
In 1967 Andrei Dmitrijewitsch Sakharov found three necessary conditions named after
him that always have to be ful￿lled to gain a baryon asymmetry [28]:
1. Baryon number violation
2. C- (charge conjugation) and CP- (charge parity) violation
3. Deviation from thermal equilibrium.
The ￿rst condition should be clear if one starts with a baryon symmetric universe
with B = 0. If the baryon number B is not broken, one will never receive a net baryon
number B 6= 0. For the second condition one has to consider the baryon number operator
B. Its thermal average yields zero, since B is odd under C- and CP-symmetry. There are
at least two possibilities for breaking CP: It is spontaneously broken if a Higgs scalar
￿eld acquires a vacuum expectation value (vev) that is not real while it gets explicitly
broken for complex phases within the Lagrangian that can not be reabsorbed by ￿eld
rede￿nitions.
Since in thermal equilibrium the phase space densities for baryons and antibaryons
are necessarily identical, it follows that nb = n b. That is why deviation from thermal
equilibrium is needed as well.
2.1.2 Baryogenesis in the Standard Model
The Standard Model of particle physics (for a review see [29￿31]) supplies reliable pre-
dictions (e.g. the measurement of the magnetic moment of the electron), yet, it is not
able to explain the BAU as can be seen in the following, considering the three Sakharov
conditions.
Baryon number violation
Under extreme conditions such as in the primordial universe at very high temperatures,
’t Hooft found that baryon number can be broken within the Standard Model by non-
perturbative e￿ects [32,33]. These instantons violate the sum of baryon and lepton
number B + L, but conserve its di￿erence B   L. They are a solution of the ￿eld
equations for a non-Abelian gauge theory, since the so-called -vacuum has a non-trivial
periodic structure as depicted in ￿g. 2.1. This is why these instantons are able to tunnel
between the di￿erent minima, but it is highly suppressed by a factor e 4=w with the
weak coupling constant w = g2=4.
There is also a second solution for the ￿eld equations, the saddle point solution,
which is referred to as the sphaleron (Greek: '" o& ￿ready to fall￿) ￿rst described by
Klinkhamer and Manton in 1984 [34,35]. For large temperatures T & 100GeV where
the electroweak symmetry becomes restored, they represent a transition surmounting
the barrier to the neighbouring minimum while changing baryon number [19]. If we
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Aa
, a
F
I
S
Ncs = B = 3
Figure 2.1: Schematic structure of the -vacuum for free energy F as a function of gauge and
Higgs ￿eld con￿gurations Aa
 and a with instanton I and sphaleron S transitions.
consider the baryon number violation between times t = 0 and t = tf, we can express
it using the Chern-Simons number, which is de￿ned as
Ncs =
g2
322
Z
d3x"ijk Tr

Ai@jAk +
2
3
iAiAjAk

: (2.3)
This number is not a gauge invariant quantity whereas its change is:
Ncs = nf[Ncs(tf)   Ncs(0)]  B : (2.4)
That is why gauge transformations that connect two degenerate vacua change the baryon
number B by the integer winding number n in general. For neighbouring degenerate
vacua this remains in B = L = nf with now n = nf number of fermion ￿avours.
This is strictly connected to the Adler-Bell-Jackiw triangle-anomaly [36,37] which means
a breaking of baryon and lepton symmetry, i.e. the derivative of their currents is pro-
portional to nf:
@j

B = @j

L =
nf
642

g2Wa
Wa
   g02FF

: (2.5)
The gauge couplings g and g0 of SU(2)w and U(1)Y are used as well as the appropriate
￿eld strength tensors Wa
 and F, respectively. The totally antisymmetric tensor is
denoted by .
Thus each sphaleron transition creates nine left-handed quarks (three states for each
generation due to colour) and three left-handed leptons. For the sphaleron rate per
unit volume one ￿nds  sp(T) = c(wT)4 which is dominated by the magnetic screening
length  = (wT) 1 and c is a dimensionless constant (for further discussion see [38￿42]).
C- and CP- violation
The underlying gauge symmetry of the Standard Model is SU(3) cSU(2)wU(1)Y which
corresponds to quantum chromodynamics (QCD) and to the electroweak Weinberg-
Salam model, respectively. The latter one does not exactly hold CP what is experi-
mentally seen in the neutral Kaon decay that leads to mixed states of K0 and K0 [43].
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The violation occurs due to a phase in the Kobayashi-Maskawa matrix [29,30], however,
this violation is much too small for explaining baryogenesis by missing at least eight
orders of magnitude [44]. Thus for a successful theory of baryogenesis one has to add a
CP-violating factor.
Deviation from thermal equilibrium
At electroweak temperatures the equilibrium description of particle phenomena performs
very well since the expansion rate of the universe is small compared to the rate of B-
violating processes. That is why a deviation from thermal equilibrium can only be
derived via a phase transition (PT) at those low scales and therefore, the order of such
a transition becomes quite important. Solely a ￿rst order PT is able to gain a relevant
baryon number, a second order PT or a continuous cross-over do not lead to a number
B 6= 0.
In the electroweak theory one has to investigate the Higgs ￿eld . A necessary con-
dition for a ￿rst order PT is the existence of a non-zero minimum of the e￿ective
potential at the critical temperature Tc. Whereas the minimum is strongly dependent
on the Higgs particle mass mH it was already found that this mass has to be small,
mH < 100GeV 1 [45, 46], in particular lattice results state a critical Higgs mass of
mcrit
H = 66:5  1:4GeV [47]. Latest measurements of the ATLAS and CMS Collabora-
tion at LHC discovered an alleged Higgs particle at mH ' 125GeV [48,49] so that there
should not be a ￿rst order PT but a smooth cross-over. Thus the Standard Model is
not able to explain the observed asymmetry.
2.1.3 Further approaches
There have been many theories invented that try to solve the problem of the BAU, yet
none of them has been experimentally con￿rmed. In the following the most successful
ones are presented. For more exotic theories like baryogenesis produced by primordial
black holes see [50]. Thermal leptogenesis, the model that is used within this thesis, is
presented in the next section 2.2 in more detail.
GUT baryogenesis
Grand uni￿ed theories [51] try to unify the strong and the electroweak interaction within
a framework of a non-Abelian symmetry group, e.g. SU(5) or SO(10). In these mod-
els, quarks and leptons are naturally members of the same gauge group representation.
The energy scale of GUTs is of order 1014 GeV or even greater, thus baryogenesis is ob-
tained by decays of super-heavy bosons with masses according to this energy scale. The
Sakharov conditions get ful￿lled by the baryon number violating out-of-equilibrium de-
cay of these bosons. Furthermore CP-violation is given automatically by the interference
of tree-level and loop graphs, which results in the use of complex Yukawa couplings.
The main problem of the simplest GUTs are the Standard Model sphalerons described
earlier. Since they are acting after the GUT baryogenesis at a temperature T  1012 GeV
the sphalerons are able to destroy the asymmetry again. Further problems of GUTs are
1We are using natural units throughout this thesis, cf. app. A.
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unwanted relics like magnetic monopoles as well as the predicted but not observed proton
decay.
Electroweak baryogenesis
This class of models tries to receive the departure from thermal equilibrium via the
electroweak phase transition [52￿55]. As we have seen earlier, the Standard Model in
general belongs to this class, but since its PT is not strongly ￿rst order and its CP-
violation is too small, some extentions are needed. One example is the insertion of
two Higgs doublets that break CP, another is the extension to supersymmetry within
the framework of the MSSM (Minimal Supersymmetric Standard Model) [56]. One
disadvantage of this kind of theories is the large number of new parameters. However
they might soon be tested experimentially at the LHC.
A￿eck-Dine baryogenesis
In 1984, A￿eck and Dine [57] introduced a mechanism naturally implemented in su-
persymmetric models. It is de￿ned on a SU(5) GUT with a many-parameter set of
vacuum expectation values for scalar quarks and leptons. One then starts with very
large vev’s so that after the supersymmetry breaking and an in￿ationary phase, the
quarks and leptons can have a large non-zero expectation value and thus a substantial
baryon number is generated. Furthermore, it provides a candidate for dark matter: Soli-
ton solutions of the scalar ￿eld of the A￿eck-Dine baryogenesis, called Q-balls. This
mechanism is a prominent example of non-thermal baryogenesis. Its main problems
are the non-existence of a ￿standard model￿ for this kind of baryogenesis as well as the
di￿culty of falsifying the theory.
2.2 Thermal Leptogenesis
An elegant way of solving two problems at once, namely the BAU and the question
of why the ordinary neutrinos are that light, is supplied by thermal leptogenesis [58].
All one has to do is to add only one type of new particles to the Standard Model
which are heavy right-handed neutrinos N with masses M & 108 GeV. At temperatures
T  M the CP-violating out-of-equilibrium decay of these heavy neutrinos generates
a lepton asymmetry which is later converted into a baryon asymmetry via the SM
sphalerons. Therefore, the three Sakharov conditions are ful￿lled and moreover the see-
saw mechanism [59￿61] can explain the observed small neutrino masses [62,63]. Current
overviews are given in [64￿66].
2.2.1 Underlying theory
Three additional electroweak singlet fermions Ri, i = 1;2;3, namely the right-handed
neutrinos, are added to the Standard Model. They couple via Yukawa couplings  to the
Standard Model lepton doublets2 lLi and Higgs doublet  as described by the following
2Throughout this thesis the subscript L denotes left-handed particles and R right-handed ones, de￿ned
via PR;L    R;L, with PR;L 
1
2(1  
5).
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Figure 2.2: Tree-level and one-loop contributions to CP-violating decay of a heavy Majorana
neutrino N1.
Lagrangian
L = LSM + Rii= @Rj + lLie 
ijRj + RjijlLi  
1
2
Mij(c
RiRj + Rjc
Ri); (2.6)
with sum over i;j and c
R = CT
R, where C = i
2
0 denotes the charge conjugation ma-
trix and e  = i2. SU(2) isospin indices have been neglected. In the following, we have
a closer look at the ingredients that are needed to produce the lepton asymmetry within
the theory of thermal leptogenesis, namely the see-saw mechanism and the creation of
CP-asymmetry. Furthermore, we discuss the possibilities of verifying this ansatz.
See-saw mechanism
The advantage of the additional Majorana neutrinos [67] is both, the explanation
for the BAU and for the smallness of the ordinary neutrino masses within the see-
saw mechanism [59￿61]. Since these heavy right-handed neutrinos are invariant under
SU(2)wU(1)Y, i.e. electroweak singlets, one can add a Majorana mass term to the
Lagrangian that does not a￿ect chirality and other gauge properties of the SM (cf.
eq. (2.6)). That is also why the Majorana mass MR can be chosen very large in the
following. One then obtains the 22 mass matrix M
M =

0 MD
MD MR

; (2.7)
where MD denotes the Dirac mass term typically of the order of the charged fermion
mass of the same generation, e.g. (MD)e ' me. If one then calculates the eigenvalues
m of this matrix, one ￿nds
m =
1
2

MR 
q
M2
R + 4M2
D

; (2.8)
so that one obtains m '
M2
D
MR for a neutrino mass which turns out to be very small,
since MR  Mweak  MD.
CP-asymmetry
Normally CP-violation occurs due to the interference of tree-level and loop diagrams as
shown in ￿g. 2.2. For zero temperature T = 0 one can de￿ne
"i =
 (Ni ! l)    (Ni ! l)
 (Ni ! l) +  (Ni ! l)
; i = 1;2;3; (2.9)
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where   is the decay width of the heavy neutrino into Higgs boson and lepton doublet
and their conjugated particles, respectively. In the following we denote the lightest
Majorana neutrino N1 = c
R1 + c
R1  N.
For hierarchical heavy neutrino masses (M1  M2;M3) one ￿nds [68] a value of
"1 '  
3
16
3 X
k=2
Im

(y)2
k1

(y)11
M1
Mk
+ O
M1
Mk
 3
2
(2.10)
for the CP-asymmetry. Due to the interference of tree-level and loop graphs, the Yukawa
coupling  is a complex number. This result is obtained for zero temperature by using
the Cutkosky cutting rules [69] for computing the imaginary part of vertices and self-
energy loop contributions that are needed. At ￿nite temperature, things become more
costly so that one has to calculate the integrated decay rates for "(T). A hard thermal
loop (HTL) corrected result can be found in [6,70,71]. The result of eq. (2.10) becomes
modi￿ed there by a factor including the momentum integrations of Majorana neutrino
and leptons. Results including the e￿ect of thermal masses can be found in [72,73],
where one ￿nds explicit contributions arising from the T = 0 propagators and from the
thermal corrections to the fermion and boson propagators as well as a contribution due
to their mixing:
"T
1 = "1 (1   nF(m) + nB(m)   2nF(m)nB(m)) ; (2.11)
with m = M1=2 and nF;B(x) = (exp(jxj=T)  1) 1. Hence one can see that thermal
e￿ects are very important for leptogenesis. Later on these e￿ects are naturally taken
into account when a pure quantum treatment is used. Therefore resummation schemes
(HTL, CTL, cf. chap. 5) for ￿nite temperature scenarios are used within the calculation
of the asymmetry-causing two-loop lepton self-energy so that the thermal e￿ects are
included.
Falsifying leptogenesis?
Postulating additional particles like the right-handed Majorana neutrinos and imple-
menting new mechanisms like see-saw and thermal leptogenesis to explain the BAU is
much easier than testing them. Since Majorana neutrinos are both, too heavy and too
weakly coupled for a direct detection in current accelerators, one has to think about
indirect tests. If there are heavy Majorana neutrinos, the neutrinoless double beta de-
cay [74] will become a possible scenario and thus shall be measurable. There are current
experiments trying to ￿nd evidence for it (for a review see [75]). Another possibility is
the measuring of lepton ￿avour violating processes which allows measuring o￿-diagonal
entries of (y) that might be a circumstantial evidence for the see-saw mechanism and
thermal leptogenesis. However, at the end one can say that ￿Archaeology is not an exact
science￿ [76].
Nevertheless, there are even some constraints from leptogenesis concerning the or-
dinary neutrino mass [62,63,77,78]. Since the CP-asymmetry connects the baryon-to-
photon rate with the atmospheric neutrino masses due to the Davidson-Ibarra bound [79]
one can ￿nd limits for both, the heavy neutrino as well as for the ordinary ones. The
lower bound on M1 becomes
M1 > Mmin
1 ' 109 GeV
m1 + m3
0:1eVmax
f
(2.12)
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with an e￿ciency factor f maximized with respect to the decay parameter K. The
e￿ciency factor depends on the e￿ective neutrino mass e m1 (cf. sec. 2.2.2) and is de￿ned
according to
f  (2  1)  10 2

0:01eV
e m1
1:10:1
: (2.13)
Therefore it is possible to ￿nd regions, in which condition (2.12) is ful￿lled so that for
the ordinary neutrinos one can ￿nd upper bounds
mi < 0:12eV; i = e; ;  : (2.14)
These results are obtained using the simplest model of the see-saw mechanism with
hierarchical heavy Majorana neutrinos and without taking into account e.g. ‘spectator
processes’ [80]. The bounds imply that the Majorana neutrinos must be produced at
T & 109 GeV so that the reheating temperature after in￿ation also has to be of the same
order.
2.2.2 Classical ansatz
Describing the evolution of phase space distribution functions classically the Boltzmann
equations provide an appropriate ansatz. The general form is given by
L[f ] =  
1
2
C[f ]; (2.15)
with the Liouville operator L for the phase-space density f of a particle species   in a
Robertson-Walker metric [20]
L[f ]  E 
@f 
@t
  H jp j
2 @f 
@E 
: (2.16)
The Hubble expansion rate is denoted by H and the energy of the particle with mo-
mentum p  is E . The collision term C is de￿ned according to
C[f ] 
X
 X$Y
Z
dXY (2)44(p  + pX   pY )

 
f fXjM( X ! Y )j2   fY jM(Y !  X)j2
; (2.17)
with the sum including all allowed processes  X $ Y and X; Y multiparticle states.
The transition amplitude is denoted by M and dXY is the phase space integration:
dXY  dXdY with dX 
Y
2X
d; d  g
d3p
(2)2
1
2E(p)
: (2.18)
We used pX 
P
2X p and fX 
Q
2X f. The number of internal degrees of freedom
is denoted by g. Integrating the Boltzmann equation (2.15) with respect to d  we
obtain
dn 
dt
+ 3Hn  =  
X
 X$Y
 
n nX
n
eq
  n
eq
X

( X ! Y )  
nY
n
eq
Y

(Y !  X)
!
; (2.19)
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where we assume kinetic equilibrium as well as Maxwell-Boltzmann statistics. The
number density of the particle is de￿ned according to
n   g 
Z
d3p
(2)3 f (p): (2.20)
Its equilibrium analogue is denoted by n
eq
  and

( X ! Y ) 
Z
d dXY (2)44(p  + pX   pY )f
eq
  f
eq
X jM( X ! Y )j2 : (2.21)
Applying this result to the case of thermal leptogenesis we obtain for the lightest Ma-
jorana neutrino N1 and the B   L asymmetry the Boltzman equations [81]
dnN1
dt
+ 3HnN1 =
 
nN1
n
eq
N1
  1
!
(
D + 
S); (2.22a)
dnB L
dt
+ 3HnB L = "1
 
nN1
n
eq
N1
  1
!

D  
nB L
n
eq
l

W : (2.22b)
The number densities for a left-handed doublet is nl, D denotes decay and inverse
decay processes, S scattering and W washout processes. Scaling out the expansion of
the universe leads to
NN1 
nN1
s
; (2.23)
with the entropy density s. Hence we can rewrite the equations according to [78,82]
dNN1
dz
=  (D + S)(NN1   N
eq
N1); (2.24a)
dNB L
dz
=  "1D(NN1   N
eq
N1)   WNB L ; (2.24b)
where z = M1=T as well as NN1 and NB L being number density and amount of the
asymmetry. The scattering term S = 
S=(Hz) represents the L = 1 scatterings while
D = 
D=(Hz) takes into account decays and inverse decays. The Hubble expansion
rate is given by
H '
r
83g
90
M2
1
MPl
1
z2 ' 1:66g
M2
1
MPl
1
z2 : (2.25)
The total number of degrees of freedom for our purposes is g = gSM = 106:75 and
the Planck mass MPl = 1:22  1019 GeV. The CP-violation is denoted by "1 and W =

W=(Hz) is the washout term [78].
The decay and scattering terms D and S depend on the e￿ective neutrino mass e m1
that is de￿ned via the ratio of Dirac and Majorana neutrino masses as
e m1 =
(m
y
DmD)11
M1
; (2.26)
which is connected to the equilibrium neutrino mass
m =
16
5
2p
g
3
p
5
v2
MPl
' 1:08  10 3 eV (2.27)
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Figure 2.3: Dependence on zero and thermal initial abundance for Majorana neutrino produc-
tion rate and B   L-asymmetry, from [77].
with the Higgs vev v via the decay parameter
K =
 D(z = 1)
H(z = 1)
=
e m1
m
: (2.28)
This parameter is introduced for GUT baryogenesis and controls whether or not N1
decays are in equilibrium. For example if K  1, the Majorana neutrino does not
decrease in number and thus equilibrium will not be preserved. This corresponds to
the weak washout regime, where scattering processes with the thermal bath are less
important. In contrast to this for K  1, i.e. for the strong washout regime, no baryon
asymmetry is generated since there is no departure from equilibrium.
The solution of eq. (2.24) for NB L certainly depends on the initial conditions Ni
B L
and zi via
NB L(z) = Ni
B Le
 
R z
zi
dz0 W(z0)  
3
4
"1(z; e m1;M1m2); (2.29)
with an expression for the e￿ciency factor
f(z) =
4
3
Z z
zi
dz0 D(NN1   N
eq
N1)e 
R z
z0 dz00 W(z00) : (2.30)
The sum of the light neutrino masses squared is denoted by m2 = m2
1 + m2
2 + m2
3.
The dependence on zero and thermal initial abundance of the Majorana neutrino
production rate and the B   L-asymmetry is depicted in ￿g. 2.3. As can be seen, also
for zero initial abundance, the generated asymmetry is of the order of the one including
an initial abundance. Thus it is su￿cient to consider a zero initial asymmetry, i.e.
Ni
B L = 0, so that now we can compare the predicted baryon to photon number ratio
with the value of B. Using the fraction asph = 28=79 of B  L asymmetry converted to
a baryon asymmetry by sphalerons [83] and the dilution factor f = Nrec

 =N?

 = 2387=86
one obtains using eq. (2.30)
B =
3
4
asph
f
"1f ' 0:96  10 2"1f : (2.31)
142.2 Thermal Leptogenesis
This shows that these calculations are consistent with current observations, but since it
is not possible to present a reasonable theoretical error one has to improve these meth-
ods. Since Boltzmann equations are valid only for classical non-equilibrium processes
in dilute, weakly coupled systems, one should better deal with a quantum mechanical
treatment using Kadano￿-Baym equations which are well-de￿ned by means of Green’s
functions instead of number densities. Their validity is not questionable in a strongly
interacting plasma like the one emerging in the considered non-Abelian gauge theory
and could provide a better understanding of the underlying size of uncertainties that
have to be made.
2.2.3 E￿ective model
The so-called vanilla leptogenesis is the model we deal within this thesis. Starting from
eq. (2.6)) we can integrate out the two heavier neutrinos M2; M3  M1  M which
leads to an e￿ective theory with Lagrangian (cf. [21])
L = LSM + lLi ~ 
i1N + NTi1 C lLi   
1
2
MNTCN
+
1
2
ij lT
Li C lLj  +
1
2

ij lLi ~ C l
T
Lj ~ : (2.32)
Here the lightest Majorana neutrino is again denoted as N  N1 = R1 + c
R1 and we
consider only small Yukawa couplings i1  1 so that the decays and inverse decays of
N dominate. The e￿ective coupling ij is de￿ned as
ij =
3 X
k=2
ik
1
Mk
T
kj : (2.33)
In the Boltzmann approach one then has to consider phase space distribution functions
for all contributing particles. Since the generation of lepton asymmetry is a process close
to equilibrium, one can even linearise the Boltzmann equations in the deviations from
equilibrium distribution functions. Assuming small number densities for simplicity, this
leads to [21,80]
gN
@
@t
fN(t;p) =   gN
@
@t
fN(p) (2.34)
 
1
2E
Z
d(p)fN(t;p)
 
jM(N ! l)j2 + jM(N ! l)j2
for a Majorana neutrino with deviation of the phase space distribution function from
equilibrium fN, the phase space integration d and gN = 2 number of initial degrees
of freedom. The matrix elements M(:::) indicate the in eq. (2.32) considered processes.
For the lepton doublets one obtains a similar equation (for details see [21]) but includ-
ing more matrix elements due to the higher amount of possibilities of interactions (cf.
eq (2.32)).
For further investigations later on we also need the Feynman rules for the calculation
of contributing diagrams. From eq. (2.32) we can derive the following Feynman rules
for propagators and vertices [16]:3
3A list of the explicit form of the propagators can be found in app. A.2.1.
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 Majorana neutrino propagator:
N
x2; x1;
iG(x1;x2)
 Lepton propagator:
l
x2;;b;j x1;;a;i
iij ab S(x1;x2)
 Scalar propagator:

x2;b x1;a
iab (x1;x2)
 Majorana-lepton-scalar-vertices:
N

l
i;;a

b
i
i1ab(PR)
N

l
i;;a

b
ii1ab(CPL)
 Lepton-lepton-scalar-scalar-vertices:
l
i;;a
l
j;;b

c

d
i
ij(acbd + adbc)(PRC)
l
i;;a
l
j;;b

c

d
iij(acbd + adbc)(CPL)
We used the projectors PL = 1
2(1   
5) and PR = 1
2(1 + 
5) with the Dirac matrix

5 = i
0
1
2
3. The Levi-Civita tensor in 2 dimensions is denoted by ab.
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Wer hohe T￿rme bauen will,
muss lange am Fundament verweilen.
Anton Bruckner
In this chapter, the basis for describing nonequilibrium dynamics of quantum systems
is presented. At ￿rst a brief introduction of how to treat systems in thermal ￿eld
theory in equilibrium is given according to [84￿88]. Afterwards nonequilibrium systems
are considered (cf. [89￿92]) and the Schwinger-Keldysh formalism is introduced. The
equations of motion are presented in the third section which deals with the Kadano￿-
Baym equations [93￿96] and their solutions. Therefore, the equilibrium propagators for
lepton and Higgs are calculated as well as the out-of-equilibrium propagators for the
Majorana neutrino.
3.1 Thermal ￿eld theory
In the early universe similar to e.g. heavy ion collisions one has to consider large tem-
peratures that can not be neglected. That is why one has to use the framework of
thermal ￿eld theory. In natural units1 one can then start from the de￿nition of the
canonical partition function
Z[] = Tre H =
X
n
e En (3.1)
where a complete set of eigenvectors of the Hamilton operator
Hjni = Enjni (3.2)
is used for taking the trace. The inverse temperature is denoted by  = 1=T. If one
also rewrites the trace in terms of this set of eigenvectors, one can derive the generating
functional for the path integral formalism including a time-dependent source j(), which
is de￿ned for a path () as
Z[;j] =
Z
D() exp

  SE() +
Z 
0
d j()()

: (3.3)
Here the Euclidean action SE is used as well as periodic boundary conditions () =
(0). For these issues, it is standard to use imaginary times, which means an analytical
continuation from Minkowski to Euclidean space time t ! i. Via functional di￿erenti-
ation one can now derive the n-point functions, for example the propagator in imaginary
time:
1
Z[]
2Z[;j]
j(1)j(2)

 
j=0
=
1
Z[]
Z
D()(1)(2)e SE() : (3.4)
1They are used throughout this thesis with kB = ~ = c = 1. For conventions consult app. A.
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If one compares this to the thermal average hOi of an operator O that is de￿ned by
hOi =
1
Z[]
Tr

Oe H

; (3.5)
one can de￿ne the two-point functions D?(t;t0), the so-called Wightman functions:
D>(t;t0) = h(t)(t0)i (3.6a)
D<(t;t0) = h(t0)(t)i = D>(t0;t); (3.6b)
which are now valid for all times t, especially real values. Using the Kubo-Martin-
Schwinger (KMS) relation (cf. [86])
D>(t;t0) = D<(t + i;t0); (3.7)
one can de￿ne the time-ordered propagator for real values of t and t0:
D(t;t0) = hT((t)(t0))i
= (t   t0)D>(t;t0) + (t0   t)D<(t;t0): (3.8)
For later purposes as well as for completeness it is quite useful to de￿ne the spectral
propagator D (x;y) and the statistical propagator D+(x;y):
D (x;y) = i h[(x);(y)]i = i(D>(x;y)   D<(x;y)) (3.9a)
D+(x;y) =
1
2
hf(x);(y)gi =
1
2
(D>(x;y) + D<(x;y)); (3.9b)
with (x) denoting a scalar ￿eld depending on the four-vector x. These propagators
form the connection between all kinds of propagators, i.e. imaginary time, real time,
retarded and advanced ones. The physical interpretation of the ￿rst one becomes more
obvious by considering its Fourier transform2, which is the spectral function
(k0) = D>(k0)   D<(k0): (3.10)
It characterises the spectrum of the theory, whereas the statistical propagator gives
information about the occupation numbers.
With D(k0), the Fourier transform of D(t)  D(t;0), one can rewrite the two-point
functions in terms of the spectral function
D>(k0) = (1 + fB(k0))(k0) (3.11a)
D<(k0) = fB(k0)(k0); (3.11b)
using the Bose-Einstein distribution fB(k0) = (ek0   1) 1.
For de￿ning the retarded and the advanced propagators, one has to do an analytic
continuation of the imaginary-time propagator (). The latter one is also called Mat-
subara propagator, since its Fourier transform
(i!n) =
Z 
0
dei!n() (3.12)
2Note that for easier notation we use the same symbol for functions in coordinate space as well as in
momentum space.
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as well as its inverse transform
() = T
X
n
ei!n(i!n) (3.13)
depend on the discrete Matsubara frequencies !n = 2n=. Therefore, we get
DR(k0) =  i(k0 + i) (3.14a)
DA(k0) = i(k0   i); (3.14b)
for the retarded and advanced propagators, which simpli￿es to k0 = ! in the free case.
3.2 Schwinger-Keldysh formalism
For systems out of equilibrium the speci￿cation of an initial state is needed 3, for exam-
ple a density matrix D(t0 = 0) with normalisation Tr = 1. Then one can de￿ne the
nonequilibrium e￿ective action, i.e. the generating functional that contains all informa-
tion:
Z[J;R;D] = Tr

D(0)TC exp

i
Z
x
J(x)(x) +
i
2
Z
xy
R(x;y)(x)(y)

: (3.15)
Here we introduce two source terms J and R instead of one (cf. eq. (3.3)) for an easier
derivation of the equations of motion later on. Furthermore we use TC for time-ordering
along a time path C and
R
x 
R
C dx0 R
d3x. In analogy to eq. (3.4) we can then derive
all n-point functions from eq. (3.15) with respect to the time-ordering TC. This path is
de￿ned on the real-time contour as depicted in ￿g. 3.1 with usual time ordering along
the forward piece C+ and anti-temporal ordering along the backward one C . This
implies that every time on C  is considered later than all times on C+. A consequence
of this formalism is the doubling of ￿elds , i.e. the degrees of freedom. Thus one inserts
additionally so-called ghost ￿elds 2 that live on C  to the physical ￿elds 1 so that
even the propagator of a neutral boson without spin becomes a 2  2 matrix. With a
symmetric choice the diagonalized Feynman propagator DF for example then looks like
DF 

D11 D12
D21 D22

=

iP 1
k2 m2 0
0  iP 1
k2 m2

+ 2(k2   m2)
 1
2 + fB(jk0j) ejk0j=2fB(jk0j)
ejk0j=2fB(jk0j) 1
2 + fB(jk0j)

(3.16)
as decomposed into a real and imaginary part, where we can ￿nd
D12(x;y)  D<(x;y) and D21(x;y)  D>(x;y) (3.17a)
D11(x;y) = D+(x;y)  
i
2
sign(x0   y0)D (x;y): (3.17b)
D22(x;y) = D+(x;y) +
i
2
sign(x0   y0)D (x;y): (3.17c)
The principal value is denoted by P.
3Its state at later times is unknown, that is why this formalism is referred to as the ‘in-in’ formalism.
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Ret
ti = 0
C+
C 
tf ! 1
Figure 3.1: Real-time contour C in the complex time plane for nonequilibrium Green’s func-
tions.
This approach helps avoiding singularities that emerge from the delta function in
eq. (3.16), which needs to be squared while calculating a self-energy [97]. Considering
for example the vertices one ￿nds that since ghost and physical ￿elds do not mix, one
is left with two di￿erent types of vertices. These two components exactly cancel the
arising singularities due to the square of the delta function.
A better way for calculating real-time observables is the use of self-energies which will
be applied throughout this thesis. Starting from Dyson’s equation [86] the self-energy 4
(k) in matrix form is de￿ned in terms of the full propagator D(k)
D(k) = DF(k) + DF(k)( i(k))D(k): (3.18)
3.3 Kadano￿-Baym equations (KBEs)
3.3.1 KBEs for scalars
For describing the dynamics of a nonequilibrium system the equations of motion are
needed. Starting from eq. (3.15) one again can derive all n-point functions via functional
derivative analogously to eq. (3.4). Furthermore, the 2PI e￿ective action  2[;], i.e.
the action including only contributions from two-particle irreducible5 (2PI) diagrams,
is obtained after performing a Legendre transform [30] with respect to the two sources
J and R. It is given by
 2[;]   1[]  
1
2
Z
x;y
R(x;y)(x)(y)  
1
2
TrR; (3.19)
where  1[] denotes the 1PI e￿ective action, which is de￿ned according to
 1[]   ilnZ[J;R]  
Z
x
(x)J(x): (3.20)
Thus, only 1PI diagrams contribute to the following self-energy (cf. [91])
(x;y;;)  2i
 2[;]
(x;y)
; (3.21)
with the full e￿ective propagator for a scalar
 1(x;y) = i
 
 1
0 (x;y)   iR(x;y)   (x;y)

: (3.22)
4Unless stated otherwise, bosonic self-energies are denoted by (p) and fermionic ones by (p).
5This means that only diagrams are considered that are still connected after cutting two internal lines.
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From the Legendre transform, one directly obtains the stationarity condition for the
propagator
 2[;]
(x;y)
=  
1
2
R(x;y); (3.23)
which yields the equation of motion in the absence of the sources, meaning R = 0.
Using eq. (3.22) and the solution of the classical propagator in scalar theory, which is
 1
0 (x y) = i(x+m2)4(x y), we obtain the evolution equation of the time-ordered
propagator
(x + m2)(x;y) + i
Z
z

(x;z;)   iR(x;y)

(z;y) =  i4(x   y): (3.24)
In the absence of the source R = 0, this becomes the well-known Schwinger-Dyson
equation (cf. [30]). For notation is used 4(x y)  C(x0 y0)3(x y) and x = @x;@

x.
Deriving the Kadano￿-Baym equations for the correlation functions 7, which means
the explicit decomposition in terms of the time coordinate being on the upper or lower
branch on the contour C, one has to use the relations of eq. (3.9) that also hold for
self-energies 7 and . The latter ones are connected to the retarded and advanced
self-energies via
R(x;y) = (x0   y0) (x;y) (3.25a)
A(x;y) =  (x0   y0) (x;y): (3.25b)
Thus the Kadano￿-Baym equations for the spectral function and the statistical propa-
gator are given by
(x + m2) (x;y) =   i
Z
d3z
Z t1
t2
dz0  (x;z) (z;y) (3.26a)
(x + m2)+(x;y) =   i
Z
d3z
Z t1
ti
dz0  (x;z)+(z;y)
+ i
Z
d3z
Z t2
ti
dz0 +(x;z) (z;y) (3.26b)
with t1  x0; t2  y0 and an initial time ti. The space integrations without explicitly
given boundaries are evaluated in R3. For a detailed derivation, consult [98].
In the following, only systems with spatial translational invariance are considered,
i.e. all two-point functions depend on the di￿erence of spatial coordinates so that it is
obvious to perform a Fourier transform of the Kadano￿-Baym equations (3.26). If also
backreactions of the ￿eld  can be neglected due to the use of a very large medium, one
can further simplify the equations. For the medium being in thermal equilibrium one
can achieve time-translational invariance for the self-energy and the spectral function
as well [98]. Altogether, the Kadano￿-Baym equations reduce to
(@2
t1 + !2
q) 
q(t1   t2) =  
Z t1
t2
dt0  
q(t1   t0) 
q(t0   t2) (3.27a)
(@2
t1 + !2
q)+
q(t1;t2) =
Z t2
ti
dt0 +
q(t1   t0) 
q(t0   t2)
 
Z t1
ti
dt0  
q(t1   t0)+
q(t0;t2); (3.27b)
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with q(t1;t2); q(t1;t2) the Fourier transforms of (x;y); (x;y) in momentum space
and !2
q = q2 + m2.
3.3.2 KBEs for fermions
As we are interested in heavy Majorana neutrinos, i.e. fermionic particles, we now derive
the KBE’s for fermions. Let S(x;y) be the propagator of a fermion, then for massless
left-handed leptons in the Weyl representation li (as also used in the Lagrangian (2.6))
spectral and statistical propagator are de￿ned as
(S 
Lij)(x;y) = ih

li(x);lj(y)
	
i (3.28a)
(S+
Lij)(x;y) =
1
2
h

li(x);lj(y)

i; (3.28b)
with ; spinor indices and subscript L denoting projection on left-handed ￿elds S
L =
PLS with PL = (1   
5)=2. S are lepton propagators in Dirac basis, indices corre-
sponding to SU(2) were omitted.
In analogy to the scalar case, one can de￿ne the functions S7 (cf. eq. (3.29)), which
obey the same relations to spectral and statistical propagators as in the bosonic case
(right-hand side of eq. (3.9)). So one ￿nds for the Majorana neutrino propagator G(x;y)
with Majorana ￿eld N
G>
(x;y) = hN(x);N(y)i; (3.29a)
G<
(x;y) =  hN(y);N(x)i (3.29b)
and for the spectral and statistical propagator
G 
(x;y) = ihfN(x);N(y)gi; (3.30a)
G+
(x;y) =
1
2
h[N(x);N(y)]i: (3.30b)
For later purposes, i.e. the calculation of the matter-antimatter asymmetry caused by
the out-of-equilibrium decay of the Majorana neutrinos, we can de￿ne the Green’s func-
tion for the Majorana as well as the self-energy C(x;y) on the Keldysh contour C
(cf. ￿g. 3.1). Altogether one is left with the relations (3.17) for the Majorana propa-
gator GC(x;y). After a straight forward calculation starting from the Schwinger-Dyson
equation for the Majorana propagator6 with Majorana mass M
C(i= @x   M)G(x;y)  
Z
z
C(x;z)G(z;y) =  i4(x   y) (3.31)
using the conventions of eq. (3.24) and multiplying with the charge conjugation matrix
C for later purposes, one again can derive the two coupled Kadano￿-Baym equations
6We omit the subscript for the Keldysh contour C from now on for the propagators and self-energies.
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Figure 3.2: One-loop contributions to the Majorana neutrino self-energies 
p.
for the spectral and statistical propagator [16]:
C(i
0@t1   p
   M)G 
p(t1;t2) =  
Z t2
t1
dt0 C 
p(t1;t0)G 
p(t0;t2) (3.32a)
C(i
0@t1   p
   M)G+
p(t1;t2) =  
Z t2
ti
dt0 C+
p(t1;t0)G 
p(t0;t2)
+
Z t1
ti
dt0 C 
p(t1;t0)G+
p(t0;t2): (3.32b)
Again a Fourier transform into momentum space was implemented. The one-loop con-
tributions to the Majorana self-energies are depicted in ￿g. 3.2.
For the lepton propagators S
L;k one obtains exactly the same KBE’s by replacing
C
p by the lepton self-energies 
L;k and omitting the factor C in the kinetic term.
The contributing diagrams up to two loop order are presented in ￿g. 4.1. In contrast to
the Majorana KBE’s, also two-loop contributions become important for leptons as will
be discussed in the next chapter.
3.3.3 Solutions for the propagators
In case of the Standard Model particles remaining in thermal equilibrium one can sim-
plify the above discussed KBE’s so that the self-energies and the spectral propagator
only depend on the di￿erence in times. Applying a Laplace transform on them, these
equations both become exactly solvable (cf. [98,99]).
This procedure leads to results for the lepton and Higgs propagators, since the
Standard Model interactions keep the system in thermal equilibrium, ensuring the
validity of the ansatz. This becomes apparent by comparing the corresponding time
scale sm  1=(g2T) at temperatures T  M to the much larger equilibration time
N  1=(2M) of the heavy neutrino.
The propagators then ful￿l the KMS relation (cf. [86])
<
q(w) = e !>
q(w) (3.33a)
S<
k (w) =  e !S>
k (w); (3.33b)
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Figure 3.3: Real-time contour C in the complex time plane for equilibrium Green’s functions.
which implies
+
q(!) =  
i
2
coth

!
2

 
q(!); (3.34a)
S+
k (!) =  
i
2
tanh

!
2

S 
q (!): (3.34b)
Note that the energy ! is not on-shell. The free equilibrium propagators can be evaluated
on the contour C, depicted in ￿g. 3.3. One obtains
 
q(y) =
1
!q
sin(!qy); (3.35a)
+
q(y) =
1
2!q
coth

!q
2

cos(!qy); (3.35b)
S 
k (y) = i
0 cos(!ky) +
M   k

!k
sin(!ky); (3.35c)
S+
k (y) =  
1
2
tanh

!k
2

i
0 sin(!ky)  
M   k

!k
cos(!ky)

: (3.35d)
The other propagators can be evaluated via the relations (3.17).
For deriving the Majorana neutrino propagator in equilibrium, one can use time-
translational invariance again. Since the leading order contributions to the self-energies
are given by the two diagrams in ￿g. 3.2 and all its propagators are time-translational
invariant, the spectral propagator itself only depends on the time di￿erence G 
p(t1;t2) !
G 
p(y) with y = t1  t2. Hence one can ￿nd the general solution of eq. (3.32a) for small
couplings   1 and thus small width    M in the Breit-Wigner approximation
(cf. [16]):
G 
p(y) =

i
0 cos(!py)  
M   p

!p
sin(!py)

e  pjyj=2C 1 ; (3.36a)
G+
p(y) =  

i
0 sin(!py)  
M   p

!p
cos(!py)



1
2
tanh

!p
2

e  pjyj=2 + f
eq
N (!p)e  pt

C 1 : (3.36b)
For obtaining the second equation, the KMS relation was used and for the initial time
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ti = 0 was chosen. It is t = (t1 + t2)=2 and
 p   p(!p) = (y)11
2
!p
Z
q;k
p  kfl(k;q)(2)44(p   k   q) (3.37)
is the sum of decay and inverse decay widths for the Majorana neutrino with momentum
integration denoted by
R
p =
R
d3p=((2)3 2!p). The equilibrium distribution functions
are enclosed in the function fl(k;q)  1   fl(k) + f(q).7
7According to eq. (3.11) the distribution function for bosons is f(q) = fB(q) = (e
q   1)
 1, while
fl(k) = fF(k) = (e
q + 1)
 1 describes the Fermi-Dirac distribution for fermions.
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Symmetry, as wide or as narrow as you may de￿ne its meaning,
is one idea by which man through the ages has tried to
comprehend and create order, beauty and perfection.
Hermann Weyl
In order to derive a complete ‘theory of leptogenesis’ from ￿rst principles, the use
of Kadano￿-Baym equations becomes apparent after the discussion in the last section.
As already introduced there, we can calculate the lepton number following [15,16,98,
100]. The ￿rst part of this chapter reviews the solution of the Boltzmann equations
for leptogenesis [21,101]. Hereafter the lepton number matrix is introduced and the
important steps of the calculation of the lepton asymmetry using the KBEs is shown.
The comparison of the two solutions is the content of the last part of this chapter. This
prepares us for the inclusion of gauge interactions in the Kadano￿-Baym ansatz, which
is dealt with in the next chapters and what is the main task of this thesis.
4.1 Solutions of the Boltzmann equations
For comparing the Boltzmann ansatz with the Kadano￿-Baym one, we ￿rst have to
present the solution of the former. Starting from the Boltzmann equation for the heavy
Majorana neutrino (2.34) we can further simplify it by inserting the averaged decay
matrix element jM(N(p) ! l(k)(q))j2 = 2(y)11 p  k [21]1 and ￿nd
@
@t
fN(t;!p) =  
2
!p
Z
k;q
(2)44(k + q   p)(y)11 p  k (4.1)

n
fN(t;!p)(1   fl(k))(1 + f(q))   fl(k)f(q)(1   fN(t;!p))
o
:
Using vacuum initial conditions, fN(0;!p) = 0, the solution of the Boltzmann equations
yields
fN(t;!p) = f
eq
N (!p)(1   e  pt); (4.2)
with f
eq
N (!p) = fF(!p).
For the lepton distribution function one now has to take into account O(4) cor-
rections for the matrix elements. The Boltzmann equation is derived analogously to
eq. (4.1) and ends up in
@
@t
fl(t;k) =  
1
2k
Z
q;p
(2)44(k + q   p)
n
jM(l ! N)j
2 fl(k)f(q)(1   fN(t;!p))
  jM(N ! l)j
2 fN(t;!p)(1   fl(k))(1 + f(q))
o
: (4.3)
1Following [16,98,100], we use the same symbol for the modulus of 3-momentum and 4-momentum,
i.e. k = jkj and k = (k0;k), respectively. Thus the 4-scalar product is denoted by k  p, while the
product of moduli is denoted by kp.
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Now we can de￿ne the lepton asymmetry
fLi = fli   fli (4.4)
which leads to the result
fLi(t;k) =  ii
1
k
Z
q;p
(2)44(k + q   p)p  kfl(k;q)f
eq
N (!p)
(1   e  pt)
 p
; (4.5)
for initial condition fLi(0;k) = 0 with the familiar CP-asymmetry
   1 =
X
i
ii
(y)11
=
3
16
Im(y)11
(y)11
M : (4.6)
For better comparison with the Kadano￿-Baym solution, we can rewrite eq. (4.5) by
inserting another -function to obtain a 4-fold integral
fLi(t;k) =  ii
16
k
Z
q;p;q0;k0
k  k0 (2)44(k + q   p)(2)44(k0 + q0   p)
 fl(k;q)f
eq
N (!p)
(1   e  pt)
 p
; (4.7)
This shows the strong suppression of the generated lepton asymmetry for low tempera-
tures T  M where the integrand falls o￿ like e !p < e M.
4.2 Lepton number matrix
Starting from the de￿nition of the ￿avour non-diagonal lepton current,
j

ij(x) =  Tr
h

S+
ij(x;y)
i
y!x
; (4.8)
with ￿avour index i;j, that can be calculated using the results for the statistical propa-
gator from the last chapter in sec. 3.3.2, we now can derive the so-called lepton number
matrix as the zeroth component of the current in order to calculate the lepton asymme-
try. For spatially homogeneous systems as used before, the statistical propagator only
depends on the di￿erence of two space coordinates x y. Therefore a Fourier transform
yields
Lk;ij(t;t0) =  Tr
h

0S+
k;ij(t;t0)
i
: (4.9)
For free ￿elds in equilibrium one obtains
Lk;ii(t;t) = fli(k)   fli(k); (4.10)
which is the de￿nition of the asymmetry, cf. eq. (4.4).
Using the Kadano￿-Baym equations for leptons (cf. eq. (3.32) with M = 0 and
replacing C
p by 
L;k)2 with initial condition ti = 0 one can derive3 for the lepton
2From now on, we only deal with Majorana self-energies and lepton self-energies instead of scalar ones,
thus we denote 

L;k  

k .
3A detailed calculation can be found in [16].
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Figure 4.1: One- and two-loop contributions to the lepton doublet self-energy 

k.
number matrix
Lk;ii(t;t) =
Z t
0
dt1
Z t
0
dt2 Tr
h
>
k;ii(t1;t2)S<
k (t2;t1)   <
k;ii(t1;t2)S>
k (t2;t1)
i
: (4.11)
The relations between the propagators (3.9) were used as well as properties of the
trace and an identity for connected integrations. The contributing diagrams for the
lepton self-energies up to two-loop order are depicted in ￿g. 4.1.
Starting with a thermal abundance of the heavy neutrino, the Hubble expansion leads
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Figure 4.2: Two-loop contributions to the lepton self-energies 

k that cause the lepton asym-
metry.
to an increase of the neutrino abundance and shortly afterwards, the lepton asymmetry
is frozen in due to washout processes not being in equilibrium any longer. However, as
already seen in ￿g. 2.3, the ￿nal lepton asymmetry is about the same size, starting with
a zero heavy neutrino abundance. This simpli￿es the calculations since we can neglect
the change of temperatur due to Hubble expansion. Furthermore, washout terms, i.e.
scattering processes with the thermal bath, will be neglected. The only contributing
diagrams that generate a lepton asymmetry are those two depicted in ￿g. 4.2 more
detailed. The reason for this becomes obvious by considering their CP-violation: These
two diagrams are the only ones that lead to the combination of Yukawa couplings which
occurs in the CP-asymmetry of the Majorana neutrino decay in eq. 2.10 and which is
needed to gain a lepton asymmetry [21].
Decomposing the Majorana neutrino propagator into an equilibrium and a non-
equilibrium part according to
Gp(t1;t2) = Geq
p (t1   t2) + e Gp(t1;t2); (4.12)
we can now derive the lepton asymmetry to leading order in the small Yukawa coupling
. It can be shown [16] that only the out-of-equilibrium part of the neutrino propagator
is important for the calculation of the diagrams in ￿g. 4.2 (cf. A.2.2). If one also takes
chiral properties, e.g. the projections at the vertices, into account, only the scalar parts
remain so that
e Gp(t1;t2) = e G>
p(t1;t2) = ( e G>
p(t1;t2)) = e G<
p(t1;t2) = e G11
p (t1;t2) = e G22
p (t1;t2)
=
M
!p
cos(!p(t1   t2))f
eq
N (!p)e  p
t1+t2
2 : (4.13)
For lepton and Higgs propagators only the equilibrium contributions are considered as
discussed earlier since corrections are of order O(2). Using only the free part of them
(cf. eq. (3.35)), leads for the two contributions to the lepton self-energy (cf. 4.2)

(1)
k;ij(t1;t2) =  3i
i1()j1
(1)
k (t1;t2); (4.14a)

(2)
k;ij(t1;t2) = 3i()i1j1
(2)
k (t1;t2); (4.14b)
with the superscripts (1) for the ￿rst and (2) for the second diagram, respectively. A
detailed calculation of the contributions is presented in app. A.2.2.
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Using symmetry properties like S> = CS<C 1 for the propagators4 and relations
between the contributions of (1) and (2) the lepton asymmetry simpli￿es to
Lk;ii(t;t) = 12ii
Z t
0
dt1
Z t
0
dt2 Re

Tr
h

(1)>
k (t1;t2)S<
k (t2   t1)
i
; (4.15)
with ii  Im(
i1()i1) and the lepton self-energy

(1)>
k (t1;t2) =
Z 1
0
dt3
Z
q;q0;k0;p
n
e G>
p(t1;t3)S11
k0 (t2   t3)11
q0(t2   t3)<
q(t2   t1)
  e G22
p (t1;t3)S<
k0(t2   t3)<
q0(t2   t3)<
q(t2   t1)
o
 (2)33(p   k   q)(2)33(p   k0   q0)PL :
(4.16)
In contrast to the Boltzmann solution, this expression contains o￿-shell and memory
e￿ects as shown in [16]. In the next section, we will have a closer look at the di￿erences
and similarities of the two solutions.
4.3 Boltzmann vs. Kadano￿-Baym equations
In order to compare the Kandano￿-Baym ansatz with the Boltzmann approach, some
approximations are needed: O￿-shell e￿ects have to be neglected in the Kadano￿-Baym
ansatz, i.e. applying !p = k + q = k0 + q0, and the zero-width approximation  p ! 0
(while  pt stays ￿xed) has to be used. Thus the ‘on-shell’ lepton asymmetry becomes
Los
k;ii(t;t) =   ii
16
k
Z
q;p;q0;k0
k  k0 fl(k;p)fl(k0;q0)f
eq
N (!p)
 (2)44(k + q   p)(2)44(k0 + q0   p)

 
1   e  pt=22
 p
: (4.17)
Comparing this to the Boltzmann solution for the lepton asymmetry eq. (4.7), the
only di￿erences are the additional factor fl(k0;q0) and the time dependence in the
exponential fall-o￿. This is due to nonlocality in time (cf. ￿g. 4.2 and eq. (4.11)) in the
quantum approach, while in the Boltzmann ansatz the lepton asymmetry is generated
locally leading to a simple exponential behaviour. For cosmologically relevant times
tL    1 this di￿erence can become important.
Up to now, thermal damping widths of lepton and Higgs ￿elds have been neglected.
However, gauge corrections play a crucial role in non-Abelian gauge theories since the
interactions in the thermal plasma are strong. This becomes clear by comparing the
Standard Model thermal widths of lepton and Higgs ￿elds with the one of the heavy
Majorana neutrino, i.e. 
l  
  g2T  2M    for M . T. For simplicity, thermal
masses are neglected in the ￿rst considerations following and a naive ansatz is performed
by replacing the free equilibrium propagators by

eq
k (y) = k(y)e 
jyj ; S
eq
k (y) = Sk(y)e 
ljyj : (4.18)
4A full list of the properties and the detailed calculation can be found in [16].
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This yields up to leading order in the Standard Model width (
  
l + 
) to
Lth
k;ii(t;t) =   ii16
Z
q;q0
k  k0
kk0!p
fl(k;p)fl(k0;q0)f
eq
N (!p)



0
((!p   k   q)2 + 
2)((!p   k0   q0)2 + 
02)

 
1   e  pt
 p
; (4.19)
with 
 = 
(k;q) and 
0 = 
(k0;q0). The inclusion of thermal damping widths therefore
leads to a result local in time similar to the result of the Boltzmann ansatz. This shows
that the neglect of the widths is not justi￿ed and thus one has to systematically include
gauge interactions in order to see the resulting e￿ect. For a numerical analysis of the
comparison of the two approaches, see again [16] as well as [102].
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In physics, you don’t have to go around
making trouble for yourself ￿
nature does it for you.
Frank A. Wilczek
If a particle transmigrates a thermal plasma, many e￿ects play a crucial role. Espe-
cially for very weakly coupled ones like the Majorana neutrino in a bath of SM particles,
we have to take care of the underlying momentum scales and thus we need new tools
for the calculation of self-energies for example. This chapter provides an overview of
the contributing scales in the beginning. Afterwards a general introduction to the Hard
Thermal Loop (HTL) resummation scheme is presented as well as its modi￿cations for
light-like particles. With the description of the Collinear Thermal Loop (CTL) ansatz,
we present another resummation scheme needed for our purposes as well as the power
counting rules needed for our aims. This chapter follows the textbooks [86,87] as well
as the important articles [103￿106] for the HTL and [17,107,108] for the CTL approach.
We close this chapter with the calculation of the Majorana neutrino production rate
that is based on the Landau-Pomeranchuk-Migdal e￿ect [109,110].
5.1 Scales of the system
Perturbation theory usually requires an expansion in the underlying couplings of the
theory (cf. sec. 3.1). For the propagator this is equivalent to an expansion in loops of the
corresponding Feynman diagrams and should ideally lead to (asymtotically) convergent
series. However, this ansatz is not valid for all kinematical regimes due to the exis-
tence of new infrared (IR) and collinear divergences that occur at ￿nite temperature1.
Therefore, naive perturbation theory breaks down, e.g. in a hot and dense plasma,
and resummation schemes are needed. One has to distinguish the following momentum
scales2 that need a di￿erent treatment:
 Hard scale: It is k  T; k2  T2. This is the only region where ordinary
perturbation theory is valid. It is the typical momentum scale of a particle inside a
plasma where due to its hard momentum it is only weakly a￿ected by the thermal
bath and thus can move as a free particle.
 Soft scale: It is k  gT; g  1. In this region, interactions with the thermal bath
modify the propagation of particles extremely. They are of order O(1) and thus
collective excitations arise. Furthermore, thermal masses m  gT become impor-
tant, e.g. for the dispersion relation of a scalar !2 = k2 + m2. The corresponding
1There are no new ultraviolet (UV) divergences appearing, only the ones occuring for zero temperature
remain.
2In the following it is always k = (k0;k) the four-momentum and g the relevant coupling constant.
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resummation scheme for this momentum scale is the Hard Thermal Loop (HTL)
resummation scheme [103￿106] which is dealt with in the next section.
 Ultrasoft scale: It is k  g2T. For this momentum scale, perturbation theory
completely breaks down. Magnetic screening, i.e. transverse polarizations of the
gauge ￿elds, becomes quite important. Only e￿ective theories [111] or theories
using a nonperturbative approach such as lattice simulations (for a review see [112])
can deal with this regime.
 Lightcone scale: It is k  T; k2  g2T2. For hard momenta one has to be careful
again in this regime since collinear divergences arise and thus the so-called asymp-
totic mass m1 becomes important. For scalars they coincide with the thermal
mass but that is not true for gauge bosons or fermions. The corresponding resum-
mation scheme is also treated in the next section and is called Collinear Thermal
Loop (CTL) resummation scheme [17,107,108].
Transferring these scales to our scenario of thermal leptogenesis we see that for tem-
peratures T su￿ciently above M the SM particles become ‘heavier’ than the Majorana
neutrino since their generated thermal masses are much bigger than the one of the
Majorana neutrino. Thus, the Higgs boson can decay into a Majorana neutrino and a
SM lepton. However, thermal masses are parametrically small compared to the typical
particle momentum and that is why all momenta are nearly collinear. Hence, an HTL
resummation with light-like momenta is needed.
For T  M the Majorana acts according to the hard scale and no resummation needs
to be taken into account. For the scalar and lepton ￿elds we obtain a hard and light-like
behaviour so that the CTL resummation is needed.
5.2 Hard Thermal Loops (HTL)
The basic ideas of the HTL resummation scheme will be given in the following. Concern-
ing soft momenta k  gT ordinary perturbation theory fails to include all contributions
up to a given order, since corrections are of order O(1) [104]. As depicted in ￿g. 5.1,
we can consider a resummed scalar propagator with soft external and hard internal
momentum, consisting of one-loop self-energy insertions. Its calculation up to one-loop
order is described in detail in appendix A.2.3.
=   +     + :::
Figure 5.1: Resummed scalar propagator with one-loop scalar insertions.
According to the recursion relation in eq. (3.18) the resummed propagator is of the form
(k)( (k))(k)::: 
1
(gT)2(gT)2 1
(gT)2 ::: 
1
(gT)2 ; (5.1)
where we assumed a hard loop momentum k  T and a self-interaction of g2=4!4 with
the g2 term in analogy to the gauge theories considered later. Therefore one ￿nds for
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the inserted self-energies (cf. app. A.2.3)
 (k)  g2 X
k0
Z
d3k(k)  g2T2 : (5.2)
Obviously this resummed propagator is of the same order as the bare propagator, thus
a resummation is urgently needed. A general power counting is not easy to present
since many di￿erent cases have to be distinguished. The main rules for soft external
momentum p and hard loop momentum k are [104]:
 The loop integral gives a contribution of T3.
 The ￿rst propagator (times the sum over k0) leads to 1=T.
 All additional propagators contribute 1=pT.
 For three-gluon vertices or quark propagators a factor T needs to be included,
powers of external momenta require p.
 If two or more propagators are either all bosonic or fermionic, an extra factor of
p=T needs to be included.
These rules have to be converted in powers of the coupling g, which turns out to be
di￿erent for several cases, e.g. transverse and static modes. However, we do not need a
general framework for we are only interested in the HTL resummation scheme regarding
gauge theories. Thus, we present the needed results in the next chapter, their explicit
calculation can be found in app. A.2.3.
The main tool of the HTL resummation scheme is the introduction of a thermal mass
and a thermal width. The resummed scalar propagator can then be rewritten in terms
of these two parameters as described in the next chapter. For a more detailed analysis
consult [86,87].
5.3 Perturbation theory close to the lightcone
5.3.1 Thermal width and asymptotic mass
In the last section the general procedure of HTL resummation has been summarised
brie￿y. Nevertheless, it is not necessary that all components of k are of order gT, but
the condition k2  g2T2 is strictly needed. Consequently, this leads to an analogous
resummation for momenta in the lightcone scale k  T, k2  g2T2 obtaining slightly
di￿erent results than in the HTL approach.
For example we can parametrize the resummed scalar propagator in terms of thermal
width  (k) and thermal mass m. For  2  m2 this results in
Re(k) = m2 ; Im(k) =  2ik0 (k): (5.3)
Here m2 as well as k0  are of order g2T2 since also  is of this order. In our case, it is
su￿cient to limit considerations to hard loop momenta as discussed earlier, so that we
obtain a purely real self-energy and thus we only need the asymptotic thermal masses.
Another positive ancillary e￿ect is that the thermal width is an IR divergent quantity
whereas the asymptotic thermal mass is a well de￿ned quantity, thus working with
the ladder is much easier. Summarising we ￿nd the following results (for an explicit
calculation see app. A.2.4):
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 Scalar propagator:
(k) =
 1
k2   m2 ; (5.4)
with thermal mass m2 = g2T2=4 similar to the HTL thermal mass.
 Fermion propagator:
S(p) =  
= p  
m2
1
2p0 
0
p2   m2
1
; (5.5)
with asymptotic thermal mass
m2
1 =
g2
rC2(r)T2
4
; (5.6)
and Casimir operator C2(r) of the gauge group r.
The result for the gauge boson propagator is not needed thus it is not listed here. For the
complete asymptotic mass of the lepton we thus have to sum the di￿erent contributions
due to the gauge groups SU(2) and U(1), represented by their couplings g  gw and
g0  gY, respectively. For the asymptotic mass of the Higgs, contributions of the top
quark with Yukawa coupling t are also taken into account3. This leads to the values
m2
l;1 =
1
16
(3g2 + g02)T2 (5.7a)
m2
;1 =
1
16
(3g2 + g02 + 42
t + 8)T2 ; (5.7b)
with  being the Higgs self-coupling. In the following we only use these asymptotic
masses and thus drop the subscript 1 for simplicity. The detailed calculation of the
values can be found in app. A.2.4.
5.3.2 Power counting
As mentioned in the last sections, we mostly deal with hard light-like momenta. To
simplify notation we introduce lightcone coordinates. Therefore, we de￿ne a light-like
four-vector v  (1;v); v2 = 1. It is kk  k  v and the 2-momentum perpendicular to
v is denoted by k?. Thus we can rewrite the four-vector according to
k = k = (k+;k ;k?) ; k+ = k0 + kk ; k  = k0   kk : (5.8)
Therefore the scale hierarchy is given by
k+  T k?  gT k   g2T ; (5.9)
since one can rewrite k2 = (k0+kk)(k0 kk) k2
?  g2T2. For the measure one obtains
d4k  dk+ dk  d2k?.
Considering only spin-1/2-fermions and spin-1-gauge bosons as external particles,
which is everything needed for our purposes, we can ￿nd the following power counting
rules in the gauge boson coupling g of our system:
3Fermionic contributions for lighter quarks are neglected due to the smallness of the corresponding
Yukawa couplings.
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pi p1
p2 :::
pj :::
k
Figure 5.2: General one-loop contribution to a CTL n-point function.
p p :::
Figure 5.3: Ladder diagram including gauge lines for consistent leading-order treatment.
 For each loop integral a factor g4 needs to be included.
 Every propagator leads to a factor g 2.
 Yukawa vertices are suppressed by a factor g.
 Vertices involving gauge bosons give a factor g.
These rules are true for external as well as for internal particles. A proof of the rules
is given in [107].
5.3.3 Collinear Thermal Loops (CTL)
In contrast to the HTL ansatz we now do not consider the external momenta as soft but
also at the lightcone scale. Considering one-loop diagrams as depicted in ￿g. 5.2 the loop
momentum there is of the same kind so that the resummed propagators de￿ned in the
last section are needed. Furthermore, the external momenta are collinear to the internal
one according to k  pi  g2T2. This is the reason for being forced to sum up higher
contributions to a given order in the coupling constant than the one-loop contributions
of ￿g. 5.2 with its additional soft momenta. Using the lightcone notation this means
that longitudinal components, e.g. kk, are of order O(T) while perpendicular ones of
O(gT). Thus the angle between the vectors becomes #  O(g).
Using the power counting rules from sec. 5.3.2, we ￿nd for a CTL n-point function
with j vertices including gauge bosons and m = n   j additional vertices:

(n)
CTL  g4

1
g2
n
gjgn  g4 m : (5.10)
This shows the self-energy without gauge corrections in the loop being of the same order
O(g2) as for example the one including gauge corrections. Hence one has to sum up all
contributions, the so-called ladder diagrams as depicted in ￿g. 5.3.
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Figure 5.4: Two interfering processes obtained by cutting the ladder diagram ￿g. 5.3.
Crossed ladder rungs are of higher order since the time scale between two interactions
is much larger than the Debye screening length, i.e. the possible interaction area, and
thus, need not to be taken into account [113]. This becomes clear by cutting the ladder
diagram in ￿g. 5.34: This corresponds to interference processes, for example the ones
depicted in 5.4 and shows the connection to the Landau-Pomeranchuk-Migdal (LPM)
e￿ect that is well-known from considering particles migrating through a medium. We
will focus on this topic in more detail in the next section.
5.4 Thermal particle production
Renowned from heavy ion collisions the thermal particle production rate plays an im-
portant role for example in generating a quark-gluon plasma (QGP) [115,116]. The
same also holds for particles in the early universe, especially for thermal leptogenesis,
since the heavy Majorana neutrino is so weakly coupled to the thermal bath that it does
not stay in equilibrium. Hence it can be produced via decays as well as scatterings of
the standard model particles and thus escape without e￿ecting the medium analogously
to the photon in the QGP.
5.4.1 The Landau-Pomeranchuk-Migdal e￿ect
A plausible ansatz is the earlier mentioned LPM e￿ect [109,110], named after the per-
sons who were the ￿rst to discover the e￿ect in electromagnetic showers in high-energy
cosmic rays. There are many proceedings to the photon production in QGP based on
the LPM e￿ect [117,118]. Well-known are also the ‘AMY’-publications [113,119,120],
named after the authors Arnold, Moore and Ya￿e. Normally, one again starts with the
Boltzmann ansatz for dealing with the production rate, but as discussed earlier, this is
not reasonable in our case: Due to interference e￿ects, the Boltzmann ansatz breaks
down in this quantum mechanical scenario and thus one obtains, e.g. for photons, a
suppression of the production rate based on the LPM e￿ect.
In the following we derive integral equations for the production rate of the Majorana
neutrino. Therefore, the resummation of a ladder diagram, now explicitly with the
particles of our interest as depicted in ￿g. 5.5 is needed. The basic ideas are:
 Integrate out the hard scale: This is the part where the HTL resummation scheme
is used. It generates asymptotic masses for hard particles at the lightcone scale.
Thermal width and hard-hard interactions are of higher order and thus can be
neglected here.
4For cutting rules and the optical theorem see [114].
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N N :::
Figure 5.5: Ladder diagram for the heavy Majorana self-energy including gauge lines for con-
sistent leading-order treatment.
 Use a recursion relation and the de￿nition of a current: Start from one-loop dia-
grams with two external Majorana neutrinos and with an arbitrary number of soft
external gauge bosons while the loop momentum and the external hard momenta
are nearly collinear (cf. 5.2). Set up a recursion relation between n-point functions
and (n   1)-point functions by using approximations for this kinematic regime.
This is formulated more easily in terms of a current, that is induced by the gauge
￿eld background and de￿ned as the integral over all external momenta contracted
with the external ￿elds (cf. [108]). Thus one only needs to calculate the 2-point
function for the Majorana neutrino without additional soft gauge bosons.
 Integrate out the soft modes: This leads to thermal widths for the lepton and the
Higgs. The gauge bosons then only appear in the ladder-diagram according to
￿g. 5.5. We can then ￿nd an integral equation for the CTL self-energy by using
the new current and taking a functional derivative with respect to the external
￿eld.
In the next section we describe the single steps for deriving the integral equations in
more detail to obtain the di￿erential production rate of the Majorana neutrino.
5.4.2 Integral equations for the production rate
For calculating the production rate of Majorana neutrinos, we can start considering the
di￿erential rate per unit of time and volume that only depends on the imaginary part
of the self-energy
d 
d3k
=
1
(2)3k0fF(k0)Tr[= kImret(k)] ; (5.11)
with ret(k) being the retarded self-energy of the Majorana neutrino according to
eq. (3.14a).5 In case of neglecting the SM CP-violation and applying Weyl representa-
tion, we can simplify eq. (5.11) by using only a 22 matrix for the self-energy, denoted
by R. This is possible since only fermions of one chirality participate at a time. We
then have to multiply by 2 taking into account both contributing diagrams with di￿erent
orientation of the internal fermion line (cf. ￿g. 3.2). This leads to
d 
d3k
=
2
(2)3k0fF(k0)Tr[  kImR;ret(k)] : (5.12)
5In contrast to e.g. [86], we de￿ne the self-energy as ( 1) times the corresponding Feynman diagrams
and thus follow the notation of [108].
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It is 0 = 1;  =  .
Following the procedure outlined in the last section, we ￿rst have to calculate the
2-point function. For the scalar propagator we take only leading order g2T2 terms in
the denominator into account, what is corresponding to the approximation p+ ' 2pk.
With mass m' we thus obtain
(p) 
 1
p2   m2
'
'
D'(p)
2pk
; (5.13)
with the propagator in terms of the light-like 4-vector v (cf. 5.3.2) being
Dx(p) 
 1
v  p   (p2
? + m2
x)=(2pk)
: (5.14)
For only considering left-handed fermions in the loop, we can again use the Weyl repre-
sentation and the approximation p0 ' pk for spin-1/2-propagators
S(p) '
Dl(p)
2pk
  ~ p; with ~ p  p  
m2
l
2pk
u; (5.15)
and u  (1;0) the 4-velocity of the plasma. For on-shell fermion momentum, we then
can rewrite
S(p) = (~ p)y(~ p)Dl(p); (5.16)
with the Weyl-spinor (~ p) that can be expanded in g by the appropriate choice of the
coordinates like (cf. app. B)
 =

1  
  p?
2pk

0
1

+ O(g2) =
 
 
p1 ip2
2pk
1
!
+ O(g2): (5.17)
From now on we write (p) instead of (~ p) since the di￿erence is of order g2T and thus
not relevant here.
For later purposes it is useful to introduce the di￿erence of the energy poles
(k;p)  v  k +
(p?   k?)2 + m2

2(pk   kk)
 
p2
? + m2
l
2pk
(5.18)
of lepton and Higgs propagator that is obtained by applying partial fraction decompo-
sition
Dl(p)D(p   k) =
1
(k;p)
[Dl(p)   D(p   k)] : (5.19)
A proof can be found in app. B.3.1. Furthermore, it appears to be useful to separate
the loop momentum integration and one of the spinors and thus rewrite the self-energy
in terms of a ‘reduced self-energy’ e (k;p) that is de￿ned via
e (k;p)   
d(r)F(kk;pk)
2(k;p)
y(p)
pk   kk
; (5.20)
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with the dimension of the gauge group representation d(r) and the function
F(kk;pk)  fF(pk) + fB(pk   kk): (5.21)
The reduced self-energy is connected to the 2  2 self-energy via
R(k) = jj2
Z
d3p
(2)3(p)e (k;p); (5.22)
with the Yukawa couplings jj2 =
P
i(y)1i.
Hereafter we can continue with the second step mentioned in the recipe and derive a
recursion relation for the n-point function via the current Ja
, de￿ned as the background
of the external Majorana neutrino N and of the gauge ￿elds Aa
, a = 1;2;3:
Ja
(p) =
Z
d3k
(2)3V(k;k   p)Tr
h
ta ^ J(p;k)
i
; (5.23)
with the vertex factor V (k;k p)  1
2kk(2k p) and the generators of the corresponding
gauge group ta. The ‘unintegrated’ current ^ J is de￿ned via
^ J(p;k) =
1 X
n=2
n 1 Y
i=1
Z
pi
Ai(pi)(2)4

p  
n 1 X
j=1
pj

e (n)a1an 1
1:::n 1 (p1;pn 1;k); (5.24)
with Ai  taiA
i
ai and the reduced self-energy e . Thus, we can write
TrJ(k;p)  e (k;p)N(k); (5.25)
where the trace concerns SU(2) indices. Using now the partial fraction decomposition of
the propagators (5.19) and the reduced self-energy (5.20), we obtain a recursion relation
since if we replace p ! p q and p0 ! p0+q0 (cf. ￿g. 5.2 with rede￿ning pi  qi;i 6= 1)
the remaining propagators are the same as in the (n   1)-point function and thus,
(k;p)J(k;p) =  
1
2
F(kk;pk)
y(p)
pk   kk
N(k)
+
Z
q
[J(k   q;p)V  A(q)   V  A(q)J(k   q;p   q)] : (5.26)
For an explicit derivation consult [108]. Now we are ready to integrate out the soft gauge
bosons: In principle, one can schematically rewrite eq. (5.26) according to J = N +AJ.
This can be used as a recursion relation and it iterates like J = N + A(N + AJ) and
so forth. One now can integrate over the gauge ￿elds, where terms linear in A vanish
while for terms like hAAJi = hAAihJi one can make use of the gauge propagator for
SU(2)SU(3)


A(q)A(q0)

= ~ (q + q0)
 
C2(r)g2(q) + y2
l g020
(q)

; (5.27)
with the thermal -function
~ (q) 
1
T
q0;0(2)33(q) (5.28)
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in the imaginary-time formalism and the HTL resummed propagators  and 0 for
SU(2) and U(1), respectively. The Casimir operator C2(r) for SU(2) equals 3/4 in the
fundamental representation and the lepton hypercharge is yl =  1=2.
Since we are interested in the retarded self-energy ret(k)  ret(k0+i0+;k) we have
to use the corresponding solutions of the occurring integrals for the HTL resummed
propagators:
I(k0  i0+;k;q?)  T
X
q0=i!
Z dqk
2
vv(q)
v  (k   q)
' 
i
2
T

1
q2
?
 
1
q2
? + m2
D

; (5.29)
with mD the appropriate Debye mass. After getting rid of the background ￿eld N (cf.
eq. (5.25)) we then obtain
i(k;p)e (k;p) =  
i
2
d(r)F(kk;pk)
y(p)
pk   kk
+
Z
d2q?
(2)2C(q?)
h
e (k;p)   e (k;pk;p?   q?)
i
; (5.30)
with the kernel C being de￿ned as
C(q?)  T

C2(r)g2

1
q2
?
 
1
q2
? + m2
D

+ y2
l g02

1
q2
?
 
1
q2
? + m02
D

; (5.31)
due to the HTL resummed propagators of SU(2) and U(1) gauge ￿elds. The associated
Debye masses, mD and m0
D, are given by [121,122]
m2
D =
11
6
g2T2 m2
D =
11
6
g02T2 : (5.32)
Thus, if one parametrises the reduced self-energy e (k;p) using a vector function f
and a scalar function   according to
e (k;p)  y =

 
p1 + ip2
2pk
;1

 (w  f; ) ; (5.33)
with the auxiliary vector w = (1;i), these two functions are the solutions of the integral
equations
i(k;p)f(p?)  
Z
d2q?
(2)2 C(q?) [f(q?)   f(p?   q?)] = 2p? ; (5.34a)
i(k;p) (p?)  
Z
d2q?
(2)2 C(q?)[ (q?)    (p?   q?)] = 1: (5.34b)
It follows that the wanted expression for the reduced self-energy becomes 6
e (k;p) =  
i
2
d(r)F(kk;pk)
pk   kk

 
f1 + if2
4pk
; 

: (5.35)
6Note the missing factor
1
4 in the ￿rst component of b  in [108].
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The two integral equations (5.34) can be solved numerically by the procedure de-
scribed in app. B. Therefore, one ￿rst transforms them into di￿erential equations that
can be treated as initial condition problems. The numerical solution yields a coe￿cient
c2  c2(k;pk) for each of the di￿erential equations.
Physically, the two functions are sensitive to helicity changing and conserving pro-
cesses. This means   vanishes for M ! 0, whereas f disappears in the collinear limit
p? ! 0. This explicitly becomes clear by considering the di￿erential production rate
for the Majorana neutrino: Choosing v in the direction of k, we obtain k? = 0 as well
as kk = jkj  k. Thus, we can indicate the rate as
d 
d3k
=  
d(r)jj2
(2)32k
Z
d3p
(2)3
fF(pk)fB(k   pk)
k   pk
Re
"
k
2p2
k
p?  f +
M2
k
 
#
: (5.36)
The detailed calculation of the Majorana neutrino production rate is presented in
app. B.1. The analytic results for the leading order will be presented in the next chap-
ter. For calculating the whole rate numerically, one also needs to integrate the total
production rate, which is performed using the multidimensional Monte Carlo integra-
tion technique (for details consult app. B). Since the coe￿cients c2 are available only
numerically, they have to be evaluated for each point where the Monte Carlo integration
routine analyses the integral over pk and k. The results are also presented in the next
chapter.
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rate
Thunder is good, thunder is impressive;
but it is lightning that does the work.
Mark Twain
In order to explicitly observe the in￿uence of soft gauge contributions to the Majorana
neutrino production rate, we ￿rst calculate the leading order result according to ￿g. 6.1.
Afterwards we present numerical investigations of the solution, which includes gauge
interactions, and a discussion of the obtained results. For more detailed calculations,
consult app. B.1.
6.1 Tree-level result
The tree-level result can be obtained from eq. (5.36) by neglecting the integral terms in
eq. (5.34) leading to
f(p?) =
2p?
i(k;p)
and  (p?) =
1
i(k;p)
: (6.1)
Then an analytic solution is accessible and is given by
d tree
d3k
=
d(r)jj2
(2)34k2
k
Z p+
p 
dpk
2
fF(pk)fB(kk   pk)
jpkj

(pk   kk)m2
l + pk(M2   m2
)

: (6.2)
The integration over p? is already performed in terms of an occurring -function in
(k;p) (cf. eq. (5.18)). The boundaries p are constituted by the particles’ on-shell
condition resulting in the condition that (k;p) = 0 has a real solution for jp?j. The
calculation of the limits1 is proven in app. B.1.2 and yields
p =
X 
p
Y
2M2 kk ; (6.3)
with
X  M2 + m2
l   m2

Y  (m + ml + M)(m   ml + M)(m + ml   M)(m   ml   M):
The term
p
Y leads to the restrictions m  M +ml (decay of Higgs) or M  m +ml
(inverse decay of Majorana neutrino), cf. ￿g. 6.1, otherwise the rate becomes zero as
can be seen in ￿g. 6.3 in the next section.
1Note the missing kk in the result for the boundaries in [108].
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N
l


l
N
Figure 6.1: Tree-level contributions to the Majorana neutrino production rate: decay (left)
and inverse decay (right).
6.2 Results including soft gauge interactions
In case of including soft gauge interactions we have to calculate the full Majorana
neutrino production rate from eq. (5.36):
d 
d3k
=  
d(r)jj2
(2)32k
Z
d3p
(2)3
fF(pk)fB(k   pk)
k   pk
Re
"
k
2p2
k
p?  f +
M2
k
 
#
:
The results for the two functions f and   are no longer accessible analytically any more,
cf. their de￿nition eq. (5.34). The detailed description of how to solve the integral equa-
tions as well as further technical details like performing the perpendicular momentum
integration can be found in app. B.
We also have to specify some parameters for the numerical treatment. For a better
comparability to [108] we have chosen their values for the Majorana mass M = 107 GeV
and the Higgs mass2 mH = 150GeV for the numerical analysis.
Due to the running of the Standard Model couplings we have to use renormalization
group equations (RGE). In our case we used the following ones up to one-loop order,
cf. [123,124]:
dg2
1
dt
=
g4
1
82
41
10
+ O(g6) (6.4a)
dg2
2
dt
=
g4
2
82

 
19
6

+ O(g6) (6.4b)
dg2
3
dt
=
g4
3
82( 7) + O(g6) (6.4c)
d2
t
dt
=
2
t
82

9
2
2
t  
17
20
g2
1  
9
4
g2
2   8g2
3

+ O(g6) (6.4d)
d
dt
=
1
162
 27
200
g4
1 +
9
20
g2
1g2
2 +
9
8
g4
2  
9
5
g2
1   9g2
2
  64
t + 122
t + 242

+ O(g6); (6.4e)
where t  ln

0 and O(g6) meaning any combination of the di￿erent coupling constants.3
2Note that current measurements of CMS and ATLAS supply a value of mH ' 126GeV.
3Note that   g
2 in the counting here.
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Figure 6.2: Majorana neutrino production rate as a function of z in terms of helicity chang-
ing/conserving processes for the tree-level and the full result.
We also used the relations for the Standard Model couplings
1() 
g2
1()
4
=
em()
cos2 W()
(6.5a)
2() 
g2
2()
4
=
em()
sin2 W()
(6.5b)
3() 
g2
3()
4
 s() (6.5c)
2
t  g2
t() =
2m2
t
v2 (6.5d)
()  g2
() =
mH
2v2 ; (6.5e)
for implementing the initial condition  = mZ = 91:1876GeV. Therefore, we took the
values [25]:
em(mZ) =
1
128
; s(mZ) = 0:1184; sin2 W(mZ) = 0:23116
mt = 173:1GeV and v = (
p
2GF) 1=2 = 246:221GeV:
We adopted the scale  = 2TR with the reheating temperature TR = 109 GeV. Hence
we can use the initial conditions for t0  ln mZ
2TR and thus need to evaluate the values
of the couplings for t = 0 = ln 2TR
2TR. In contrast to the former taken value of the Higgs
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Figure 6.3: Majorana neutrino production rate as function of z = M=T per unit time and
volume. The blue line () represents the tree-level contribution without including
soft gauge interactions, the red line (+) depicts the full result.
mass of mH = 150GeV, the results listed in appendix A.3 are obtained by implementing
the current Higgs mass mH = 126GeV, taken from [48,49], as an example. Furthermore,
all values plotted are divided by the coupling jj2 since the Majorana coupling is yet
unknown. The dimension of the group representation is d(r) = 2.
Hence we can have a closer look at the functions f and  : The ￿rst one corresponds
to helicity changing processes while the latter one to helicity conserving ones. The
results of the two functions ￿nally lead to the desired integrated production rate   = R
d3k(d =d3k) in terms of z = M=T which is depicted in ￿g. 6.2 for helicity changing
and conserving processes both for tree-level and the full rate. We identify the di￿erent
behaviour of the two: As mentioned earlier, the rate does not vanish in the case of
M ! 0 for the former one whereas it does for  . Furthermore, one can see that
the gauge corrected rates both for helicity changing as well as for helicity conserving
processes do not vanish any more in the regime m   ml < M < m + ml. It even
appears to be smooth in this interval where the decay of the Higgs is kinematically
forbidden. This becomes more apparent by considering the total integrated production
rate, i.e. the sum of both contributions, that is depicted in ￿g. 6.3. For small values
of z one ￿nds that the inclusion of gauge interactions is mandatory since their rate is
larger than the tree-level result by a factor of 3. For large z the inverse decay is the
dominating part, thus, the result is well described by the tree-level result.
We can also investigate the momentum spectrum of the produced Majorana neutrino.
A thermal spectrum is proportional to the Fermi-Dirac distribution fF(k). However, as
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Figure 6.4: Di￿erential production rate of the Majorana neutrino divided by the Fermi-Dirac
distribution fF(k) due to helicity changing/conserving processes as a function of
momentum k for di￿erent temperatures.
can be seen in ￿g. 6.4, where the di￿erential production rate divided by the Fermi-Dirac
distribution is plotted for two temperatures, the spectrum is not thermal. It is peaked
in the infrared which means that typical momenta of the Majorana neutrino are smaller
than in equilibrium. This is true for both helicity changing and conserving processes.
Furthermore, this behaviour occurs also in the region where tree-level processes and
gauge corrected processes are allowed (z = 0:1) as well as in the region of pure multiple
soft scatterings (z = 0:5).
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Das entscheidende Kriterium ist Sch￿nheit;
f￿r h￿￿liche Mathematik ist auf dieser Welt kein best￿ndiger Platz.
Godfrey H. Hardy
In this chapter we ￿nally include gauge corrections to the context of thermal lepto-
genesis systematically. In the ￿rst section naive considerations are presented in which
the successive derivation of all possible Feynman diagrams that can contribute at three-
loop level to the asymmetry-causing diagram, is shown. As already seen in the last
section, this is not su￿cient to gain all contributions since resummation schemes have
to be used. Hence a cylindrical diagram is presented that contains all possible gauge
corrected contributions to the lepton asymmetry. Afterwards the calculation of this
diagram with the aid of the results of the last chapters is shown.
7.1 Including gauge interactions
7.1.1 Gauge corrected three-loop diagrams without resummation
Starting from the two diagrams in ￿g. 4.2 that are responsible for the lepton asymmetry,
one can for a ￿rst approach look at all three-loop diagrams that include gauge correc-
tions. The associated diagrams are shown in ￿g. 7.1 for the gauge corrected Higgs and
lepton propagators as well as in ￿g. 7.2 for the vertex corrections. The result is checked
with QGRAF1 [125], a program that indicates all diagrams up to a given loop order
by using the underlying Feynman rules only. One also has to keep in mind that the
mirrored versions of all 17 diagrams contribute as well.
As we have seen in the last sections, only including three-loop diagrams is not su￿cient
for a consistent treatment of gauge corrections and thus, we have to use resummation
schemes like HTL and CTL. This can be seen more easily by not integrating out the
heavier Majorana neutrinos N2 and N3 (1), i.e. using the Lagrangian in eq. (2.6) instead
of eq. (2.32), and closing the two outer lepton lines (2):
(1) (2) (3)
1http://c￿f.ist.utl.pt/ paulo/qgraf.html
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Figure 7.1: Three-loop diagrams containing gauge corrections for Higgs (a) - (f) and lepton
(g) - (h) propagators.
After that, one is left with a new sort of diagram, the cylindrical diagram (3), that is
depicted including the relevant gauge corrections in ￿g. 7.3. It consists of twice the
resummed Majorana self-energy from ￿g. 5.5. The only di￿erence is the feature of the
Majorana propagators since now the two propagators are internal lines and thus do not
have to ful￿l the on-shell condition p2 = M2.
7.1.2 Gauge corrected diagram including resummation
To ensure that this cylindrical diagram really contains all contributions found in the
last section, we have to compare it to those in ￿g. 7.1 and 7.2:
 Corrections to the Higgs and lepton propagator (￿g. 7.1): These contributions are
all included due to the HTL resummation and therefore the inclusion of asymptotic
masses ml and m, cf. chap. 5.4.
 Vertex corrections (￿g. 7.2 (a), (f), (g)): These three diagrams all lead to the
same contribution when closing the outer lepton line and are obviously included,
cf. ￿g. 5.5.
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Figure 7.2: Three-loop diagrams containing gauge corrections for vertices.
 Vertex corrections (￿g. 7.2, others): These diagrams are also included since these
are the ‘soft external gauge bosons’ from the last section, cf. ￿g. 5.2. In the last
step of the mentioned recipe in chap. 5.4, they are integrated out and thus the
thermal width has to be included.
This shows that all contributions due to gauge corrections are enclosed in the cylin-
drical diagram ￿g. 7.3. After that, we can calculate it for obtaining the gauge corrected
lepton asymmetry we are looking for. The whole diagram is only accessible numerically,
as already seen in the last chapter by discussing the solutions of the functions f and  .
Nevertheless, we start with some analytic considerations to simplify the expression.
7.2 Calculating the cylindrical diagram
Since we are interested in the hierarchical case of thermal leptogenesis (cf. chap. 4) we
again have to integrate out the heavy neutrinos N2 and N3, respectively. As depicted
in ￿g. 7.3, their corresponding momentum is p0, so that we obtain an e￿ective vertex
on the right-hand side with t2  t4. Starting with the ￿nal expression for the lepton
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Figure 7.3: Cylindrical diagram containing all gauge contributions for a consistent treatment.
asymmetry from section 4.2 (cf. eq. (4.15)):
Lk;ii(t;t) = 12ii
Z t
0
dt1
Z t
0
dt2 Re

Tr
h

(1)>
k (t1;t2)S<
k (t2   t1)
i
; (7.1)
with the lepton self-energy > containing all HTL-resummed terms and the resummed
lepton propagator S<. Using the relations of eq. (4.13) with e G> = e G22  e G, we can
rewrite the self-energy according to

(1)>
k (t1;t2) =
Z 1
0
dt3
Z
q;q0;k0;p
e Gp(t1;t3)
h
S11
k0 (y23)11
q0(y23)   S<
k0(y23)<
q0(y23)
i
<
q(y21)
 (2)33(p   k   q)(2)33(p   k0   q0)PL ; (7.2)
where we introduced the notation yij = ti   tj. Applying properties of the lepton and
Higgs propagators (cf. eqs. (3.17)) we can ￿nd a constraint for the integration of t3 since
S11
k0 (y23)11
q0(y23)   S<
k0(y23)<
q0(y23) = (y23)

S>
k0(y23)>
q0(y23)
  S<
k0(y23)<
q0(y23)

:2 (7.3)
Introducing also the notation
<
p;q(y)  S<
p (y)<
q(y) (7.4)
and analogue for >, we can rewrite the asymmetry in a compact way
Lk;ii(t;t) =12ii
Z t
0
dt1
Z t
0
dt2
Z t2
0
dt3
Z
q;q0;k0;p
e Gp(t1;t3)
Re
n
Tr
h
<
k;q(y21)

>
k0;q0(y23)   <
k0;q0(y23)

PL
io
 (2)33(p   k   q)(2)33(p   k0   q0) : (7.5)
2Note that for the self-energy 
(2) this constraint would restrict t3 to the interval [0;t1], instead.
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Applying now the delta functions, de￿ning momentum conservation p = k+q = p0+k0
and using the relation (cf. e.g. [30])
S>(y) = CS<(y)C 1 =  (S<(y))T jM=0 ; (7.6)
and analogously for > with the charge conjugation matrix C, we can further simplify
the expression. After performing a Fourier transform in y21 and y23 we obtain
Lk;ii(t;t) =   12ii
Z t
0
dt1
Z t
0
dt2
Z t2
0
dt3
Z
d!21
2
Z
d!23
2
Z
k0;p
e Gp(t1;t3)
 Tr
nh
Re(<
k;p(!21)<
k0;p(!23))
n
cos(!21y21)cos(!23y23)(1 + e2!23)
  sin(!21y21)sin(!23y23)(1   e2!23)
o
  Im(<
k;p(!21)<
k0;p(!23))
n
cos(!21y21)sin(!23y23)(1   e2!23)
+ sin(!21y21)cos(!23y23)(1 + e2!23)
oi
PL
o
: (7.7)
Since the Fourier transform of a product in position space leads to a convolution in
momentum space, we ￿nd for the self-energies 7:
7
p;q(!) =
Z
d!0S7
p(!0)
7
p q(!   !0): (7.8)
Finding the relation (cf. [86])
<(k) =  2fF(k0)Imret(k) ; (7.9)
with ret being the retarded self-energy, we are now able to connect the resummation
scheme of chap. 5 with the lepton number matrix de￿ned in chap. 4. The second part
of eq. (7.7) then vanishes, since the imaginary part of a real value is zero. Thus we have
to investigate the expression
Lk;ii(t;t) =   96ii
Z t
0
dt1
Z t
0
dt2
Z t2
0
dt3
Z
d!21
2
Z
d!23
2
Z
p
e Gp(t1;t3)fF(!21)fF( !23)

 
cos(!21y21)cos(!23y23)cosh(!23) + sin(!21y21)sin(!23y23)sinh(!23)

 Tr
n
Im
R;ret
k (!21;!p;p)ImR;ret(!23;!p;p)PL
o
; (7.10)
where
ImR;ret(!23;!p;p) =
Z
d3k0
(2)3 Im
R;ret
k0 (!23;!p;p) : (7.11)
In analogy to chap. 5 the index R denotes the 2  2 matrix in Weyl representation,
but now the momenta k and p are interchanged due to the momentum distribution in
￿g. 7.3. Again, we can use the collinearity of the inner momenta so that k0
k  k0
0  !23
and kk  k0  !21, respectively. This corresponds to an error of O(g2T) and thus can
be neglected for a ￿rst approach.
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Starting with the ansatz eq. (5.35) we can compute the retarded self-energy
R;ret(p) = i
Z
d3k
(2)3
F(pk;kk)
kk   pk
(k)

 
f1 + if2
4kk
; 

; (7.12)
and therefore the imaginary part of it:
ImR;ret(p) =
Z
d3k
(2)3
F(pk;kk)
kk   pk
0
@
Rek?f
8k2
k
  k1
2kk Re 
 
Ref1
4kk Re 
1
A : (7.13)
The detailed calculation can be found in app. B.3.3.
Since for leptogenesis, only temperature dependent parts of the self-energy are of
interest (cf. sec. 2.1.1), we can have a further look at the o￿-diagonal elements and the
integrals
Z
d2k?
(2)3 Ref1(k?) = 0; and
Z
d2k?
(2)3 k1 Re (k?) = 0: (7.14)
Applying the same procedure on these integrals as shown in app. B.3.3, we ￿nd that
the two integrals diverge, in detail:
Z
d2k?
(2)3 Ref1(k?) = lim
b!0
b1 Reh(b); (7.15a)
Z
d2k?
(2)3 k1 Re (k?) = lim
b!0
b1
b
Im 0(b); (7.15b)
with the diverging functions Reh(b) and Im 0(b). Their exact behaviour for b ! 0
can be derived by comparing the right hand side of both integrals with the boundary
conditions (B.39):
lim
b!0
bi Reh(b) 
bi
b2 + O(b); (7.16a)
lim
b!0
Im (b)  lnb + O(b0) ) lim
b!0
Im 0(b) 
1
b
+ O(b0): (7.16b)
Thus for b ! 0 both terms behave like O(1
b). However, this is no problem, since the
divergence occurs in the temperature independent part of the self-energy. This can be
seen by a particular consideration of the function F(pk;kk), because it is the only part
of the self-energy, which directly depends on T:
F(pk;kk) = fF(pk) + fB(kk   pk)
=
1
ekk + 1
+
1
e(kk pk) + 1
T=0 = ( kk)   (pk   kk): (7.17)
Obviously this only concerns the kk-integration3 and thus the divergence in the k?-
integration still holds and is temperature independent. This divergent part gets removed
3Using the -functions leads to a restriction to the interval [0;pk].
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by the renormalisation at T = 0. Hence, we can restrict our considerations to the
temperature dependent part of the self-energy, omitting this divergent part.
Altogether we can rewrite the integrated lepton number matrix according to
Lii(t;t) =  
3
2
ii
Z t
0
dt1
Z t
0
dt2
Z t2
0
dt3
Z
d!21
2
Z
d!23
2
Z
p
e Gp(t1;t3)fF(!21)fF( !23)

 
cos(!21y21)cos(!23y23)cosh(!23) + sin(!21y21)sin(!23y23)sinh(!23)


F(pk;!21)F(pk;!23)
!2
21!2
23(pk   !21)(pk   !23)
Imc2(!21;!p;p)Imc2(!23;!p;p) ; (7.18)
where we used the result of appendix B.3.2
Imc2(!;!p;p) =
Z
d2q?
(2)2 Re[q?  f(!;!p;p)] : (7.19)
Let us recall the nonequilibrium scalar part of the Majorana propagator (cf. (4.13))
e Gp(t1;t3) =
M
!p
cos(!p(t1   t3))fF(!p)exp

  p
t1 + t3
2

;
with the Majorana neutrino production rate  p discussed in chapter 6. Thus the t3-
and the t1-integration can only be performed analytically if one deals with a constant
production rate. This leads to very lengthy terms that will not be presented here, since
they do not provide an additional bene￿t for a numerical analysis of the expression.
Furthermore, the t2- and the t3-integration are linked, hence one also cannot perform
the former.
Finally, we ￿nd the following for the integrated lepton number matrix:
Lii(t;t) =  
3
2
ii
Z t
0
dt1
Z t
0
dt2
Z t2
0
dt3
Z
d!21
2
Z
d!23
2
Z
d3pM
(2)32!2
p
 fF(!p)fF(!21)fF( !23)cos(!py13) exp

  p
t1 + t3
2


 
cos(!21y21)cos(!23y23)cosh(!23) + sin(!21y21)sin(!23y23)sinh(!23)


F(pk;!21)F(pk;!23)
!2
21!2
23(pk   !21)(pk   !23)
Imc2(!21;!p;p)Imc2(!23;!p;p) : (7.20)
This expression is the ￿rst complete result for the lepton number matrix including
systematically all gauge interactions up to one-loop order. As already mentioned the
coe￿cients Imc2(!21;!p;p) and Imc2(!23;!p;p) are only numerically available, one
has to continue with a numerical analysis. For the eight-dimensional integral, that needs
to be solved, a Monte Carlo integration routine like the one used for obtaining the results
in chap. 6 (cf. app. B.2.5) appears to be useful. However, since the integrand has to
be evaluated for each point the integration routine needs, both coe￿cients Imc2 need
to be calculated. This corresponds to solving the related ordinary di￿erential equation
twice, which means a great computational e￿ort. Thus the full numerical evaluation of
the lepton number matrix is yet beyond reach and needs much more considerations.
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I may not have gone where I intended to go,
but I think I have ended up where I needed to be.
Douglas Adams
Conclusions
This thesis provides the ￿rst approach of a systematic inclusion of gauge corrections
to leading order to the ansatz of thermal leptogenesis. We have derived a complete
expression for the integrated lepton number matrix including all resummations needed.
For this purpose, a new class of diagram has been invented, namely the cylindrical
diagram, which allows diverse investigations into the topic of leptogenesis such as the
case of resonant leptogenesis.
After a brief introduction of the topic of the baryon asymmetry in the universe and
a discussion of its most promising solutions as well as their advantages and disadvan-
tages, we have presented our framework of thermal leptogenesis. An e￿ective model was
described as well as the associated Feynman rules. The basis for using nonequilibrium
quantum ￿eld theory has been built in chapter 3. At ￿rst, the main de￿nitions have
been presented for equilibrium thermal ￿eld theory, afterwards we have discussed the
Kadano￿-Baym equations for systems out of equilibrium using the example of the Ma-
jorana neutrino. The equations have also been solved in the context of leptogenesis in
chapter 4. Since gauge corrections play a crucial role throughout this thesis, we have also
repeated the naive ansatz by replacing the free equilibrium propagator by propagators
including thermal damping rates due to the Standard Model damping widths for lepton
and Higgs ￿elds. It is shown that this leads to a comparable result to the solutions of the
Boltzmann equations for thermal leptogenesis. Thus it becomes obvious that Standard
Model corrections are not negligible for thermal leptogenesis and therefore need to be
included systematically from ￿rst principles.
In order to achieve this we have started discussing the calculation of ladder rung
diagrams for Majorana neutrinos using the HTL and the CTL approach in chapter 5.
All gauge corrections are included in this framework and thus it has become the basis for
the following considerations. Furthermore, we have computed the Majorana neutrino
production rate itself in chapter 6 to test our numerical procedure. In this context
we have reproduced and extended the results of Anisimov, Besak and B￿deker [17] by
calculating the tree-level result as well as the gauge corrected result for the Majorana
neutrino production rate. As can be seen by comparison our numerical algorithm works
correctly since the results coincide.
Finally in chapter 7, we have implemented the Majorana neutrino ladder rung diagram
into our setup for leptogenesis: As a ￿rst consideration, we have collected all gauge
corrected diagrams up to three-loop order for the asymmetry-causing two-loop diagrams.
However, the results of chap. 5 showed that it is not su￿cient to just include diagrams
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up to three-loop level. Due to the necessity of resumming all n-loop diagrams, we
have constructed a cylindrical diagram that ful￿ls this condition. This diagram is the
link between the Majorana neutrino ladder rung diagram calculated before on the one
hand and the lepton asymmetry on the other. Therefore we have been able to derive
a complete expression for the integrated lepton number matrix including all leading
order corrections by plugging in the results of chapter 6 into the analytic expression of
Buchm￿ller et al. [16]. The numerical analysis of this lepton number matrix needs a
great computational e￿ort since for the resulting eight-dimensional integral two ordinary
di￿erential equations have to be computed for each point the routine evaluates. Thus
the result remains yet inaccessible.
Research perspectives
Summarising, this thesis provides the basis for a systematic inclusion of gauge interac-
tions in thermal leptogenesis scenarios. As a next step, one should evaluate the expres-
sion for the integrated lepton number numerically to gain a value, which can be used
for comparison to earlier results such as the solutions of the Boltzmann equations as
well as the Kadano￿-Baym ansatz with the implemented Standard Model widths. This
numerical result would be the ￿rst quantitative number, which contains leading order
corrections due to all interactions of the Majorana neutrino with the Standard Model
particles. Further corrections by means of including washout e￿ects and the Hubble
expansion are expected to be reasonably small.
Furthermore, it is very interesting to apply this result to the case of resonant lepto-
genesis [126￿128]. This is the scenario where there is degeneracy or quasi-degeneracy
of the Majorana masses, thus none of the heavy neutrino masses can be integrated out.
By using the versatile cylindrical diagram ￿rst described in this thesis, it is not far to
seek that this case can be considered easily.
For the sake of completeness one has to mention that it is also possible to give con-
straints of the gravitino production [129,130] and, thus, to test supersymmetric theories.
If the lightest superparticle is the gravitino, which can be a dominant component of dark
matter [131,132], also supergravity might be tested at the LHC in the near future.
60A Conventions and Feynman rules
Many errors, of a truth, consist merely in the
application of the wrong names of things.
Baruch Spinoza
A.1 Conventions
A.1.1 Natural units
In this thesis, natural units are used, i.e.
~ = c = kB = 1: (A.1)
A conversion to other systems of unit e.g. to the standard SI-system can be achieved
by [25]
~ = 1:054571628(53)  10 34Js (A.2a)
c = 299792458m=s (A.2b)
k = 8:617343(15)  10 5 eV=K: (A.2c)
For the calculation forth and back multiplying with
~c = 197:3269631(49)MeVfm (A.3)
is useful.
A.1.2 Metric
We use the Minkowski metric
g = diagf1; 1; 1; 1g (A.4)
and the four-vectors
x = gx = (x0; x1; x2; x3); (A.5)
with the scalar product
x  y = xy = x0y0   xy: (A.6)
The Einstein convention, i.e. summation over equal greek indices, is always used unless
stated elsewise. For on-shell particles with momentum k we then have k2 = m2. Going
to imaginary times k0 = i!n, we ￿nd discrete Matsubara frequencies
!n =
(
2n
 ; for Bosons
(2n+1)
 ; for Fermions,
(A.7)
with  the inverse temperature and n 2 N.
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A.1.3 Lightcone coordinates
In this thesis lightcone coordinates are frequently used. Therefore a light-like four-vector
v  (1;v), v2 = 1 is eminent. Then we can de￿ne the parallel component of a vector
k according to kk  kv, while the 2-momentum perpendicular to v is denoted by k?.
Thus we can rewrite
k = (k0;k1;k2;k3) = (k0;k?;kk)  (k+;k ;k?) (A.8)
with k+ = k0 +kk and k  = k0  kk. The scalar product becomes k2 = k+k   k2
? and
the measure remains d4k  dk+dk dk
?.
A.1.4 Gamma matrices
The gamma matrices are a matrix representation of a Cli￿ord algebra. They ful￿l the
anticommutator relation
f
;
g = 2g14 (A.9)
in Minkowski space. The normalization is de￿ned as
(
)y = 
0

0 (A.10)
and the matrices obey varies identities and trace identities such as


 = 4  14 ; Tr(
) = 0: (A.11)
For more identities consult [133, Appendix A].
Normally the gamma matrices are given in the Dirac basis for an easy way of acting
on Dirac spinors. There they are de￿ned according to

0 =

12 0
0 12

; 
k =

0 k
 k 0

; 
5 = i
0
1
2
3 =

0 12
12 0

; (A.12)
with the Pauli matrices
1 =

0 1
1 0

; 2 =

0  i
i 0

; 3 =

1 0
0  1

: (A.13)
Since for this thesis mainly the chiral basis is applied, we use the Weyl representation
for gamma matrices, where 
k stays equal but 
0 changes and thus does 
5:

0 =

0 12
12 0

and 
5 =

 12 0
0 12

: (A.14)
Then the chrial projectors simply become
PL  =
1
2
(1   
5)  =  L ; PR  =
1
2
(1 + 
5)  =  R ; (A.15)
with the two-component Weyl spinor   = ( L; R).
Furthermore the charge conjugation matrix is given by C = i
2
0.
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A.2 Feynman rules
For a summary, all in this thesis used Feynman rules are listed here. We only present the
spectral and statistical propagators, since the others can be calculated using the relations
between the propagators (3.17). As an application we calculate the asymmetry-causing
diagrams in A.2.2. The derivation of the resummed propagators (HTL/CTL) is also
presented in A.2.3.
A.2.1 E￿ective theory
From the Lagrangian of the e￿ective theory eq. (2.32) we can derive the following Feyn-
man rules for propagators and vertices [16]:
 Majorana neutrino propagator:
N
x2; x1;
iG(x1;x2)
 Lepton propagator:
l
x2;;b;j x1;;a;i
iij ab S(x1;x2)
 Scalar propagator:

x2;b x1;a
iab (x1;x2)
 Majorana-lepton-scalar-vertices:
N

l
i;;a

b
i
i1ab(PR)
N

l
i;;a

b
ii1ab(CPL)
 Lepton-lepton-scalar-scalar-vertices:
l
i;;a
l
j;;b

c

d
i
ij(acbd + adbc)(PRC)
63A Conventions and Feynman rules
l
i;;a
l
j;;b

c

d
iij(acbd + adbc)(CPL)
The Levi-Civita tensor in 2 dimensions is denoted by ab and the propagators are de￿ned
in the following:
 Free propagators for scalars and leptons:
 
q(y) =
1
!q
sin(!qy);
+
q(y) =
1
2!q
coth

!q
2

cos(!qy);
S 
k (y) = i
0 cos(!ky) +
M   k

!k
sin(!ky);
S+
k (y) =  
1
2
tanh

!k
2

i
0 sin(!ky)  
M   k

!k
cos(!ky)

;
with the dispersion relation !2
q = q2 + M2 and analogue for the lepton with
momentum k.
For getting the equilibrium versions of the propagators multiply the listed ones
with e  qjyj=2, where q is the corresponding momentum of the propagator. For the
Majorana neutrino propagator, one has to multiply with C 1 from the right to the
lepton propagators S in the free and the equilibrium cases as well.
 Non-equilibrium Majorana neutrino propagators:
G 
p(y) =

i
0 cos(!py)  
M   p

!p
sin(!py)

e  pjyj=2C 1 ;
G+
p(y) =  

i
0 sin(!py)  
M   p

!p
cos(!py)



1
2
tanh

!p
2

e  pjyj=2 + f
eq
N (!p)e  pt

C 1 :
with the dispersion relation !2
p = p2+M2 and the sum of decay and inverse decay
width
 p   p(!p) = (y)11
2
!p
Z
q;k
p  kfl(k;q)(2)44(p   k   q)
and momentum integration
R
p =
R
d3p=((2)3 2!p).
A.2.2 Calculation of the asymmetry-causing diagrams
In this section we explicitly calculate one of the Feynman diagrams that cause the lepton
asymmetry, namely the one in ￿g. A.1.
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Figure A.1: Two-loop contribution to the lepton self-energy.
Using the above-listed Feynman rules we obtain:
ab
ij (x;y) =  
1
2
Z
d4z (i
i1af(PR))(iG(z;x))(i
l1eh(PR))(ilkdeS
(y;z))
 (ikj[dcbg + bcdg](CPL)
)(ich(y;z))(igf(y;x))
=
i
2
Z
d4z agec[ecbg + bceg]
i1
k1kjPRGT(z;x)PT
RST(y;z)(CPL)(y;z)(y;x);
(A.16)
where in the second line we made use of the Kronecker deltas and rewrote everything
in matrix form. With the de￿nition of kj, the properties of the Levi-Civita tensor
acbc = ab (A.17a)
abcd = acbd   adbc ; (A.17b)
the properties of the projection operators
PT
L C = CPL ; PT
RC = CPR (A.18)
and the properties of the propagators
GT(z;x) =  G(x;z); STC =  CS (for ml = 0); (A.19)
we receive
ab
ij (x;y) =
3i
2
ab X
k;m
Z
d4z
1
Mm

i1
k1kmT
mjPRG(x;z)CPRS(y;z)PL(y;z)(y;x):
(A.20)
One can show that only the scalar part of the Majorana neutrino propagator contributes
here since starting from the general form of the propagator
G  (T + V
 + S)C 1 ; (A.21)
we can see that there is no tensor part T for our propagator (cf. last section), but
only a vector part V and a scalar one S. For the remaining parts one ￿nds
PR (V
 + S)C 1CPR = SPR  e GPR ; (A.22)
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with e G the scalar part of the Majorana neutrino propagator. Now we can de￿ne some
abbreviations
ab
ij   
3i
2
ab X
k;m

i1
k1kmT
mj (A.23)
and dZ  dtzdz and we can perform a Fourier transform which leads to a -function.
Performing one of the momentum integrations with it yields
ab
ij (x;y) = iab
ij
Z
dtz
d3q
(2)3
d3q0
(2)3
d3p
(2)3ei(p q)(y x) e Gp(tx;tz)PRS (p+q0)(ty   tz)
 PLq0(ty   tz)q(ty   tx): (A.24)
Performing now a Fourier transform of the whole self-energy with the external momen-
tum k = p   q then leads to
ab
kij(tx;ty) =
Z
d3[y   x]eik(y x)ab
ij (x;y)
= iab
ij
Z
dtz
d3q
(2)3
d3q0
(2)3
d3p
(2)3d3[y   x]e(k+p q)(y x) e Gp(tx;tz)
 S (p+q0)(ty   tz)PLq0(ty   tz)q(ty   tx): (A.25)
We again develop a -function for the d3[y  x]-integration. Performing the integration
over q = p + k then results in
ab
kij(tx;ty) = iab
ij
Z
dtz
d3q0
(2)3
d3p
(2)3
e Gp(tx;tz)S (p+q0)(ty   tz)
 PLq0(ty   tz)p+k(ty   tx): (A.26)
The last step missing remains the inclusion of the Keldysh contour. Since we are only
interested in the terms for 
ab?
kij (tx;ty) (cf. eq. (4.11)), we can restrict our considerations
to the diagrams with two di￿erent kinds of outer vertices:
> =
< = .
x
2 y 1
1
z
+ x
2 y 1
2
z
x
1 y 2
1
z
+ x
1 y 2
2
z
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So we can read o￿ the contributions for the self-energy
ab>
kij (tx;ty) = iab
ij
Z
dtz
d3q0
(2)3
d3p
(2)3 (A.27a)

n
e G>
p(tx;tz)S11
 (p+q0)(ty   tz)PL11
q0(ty   tz)<
p+k(ty   tx)
  e G22
p (tx;tz)S<
 (p+q0)(ty   tz)PL<
q0(ty   tz)<
p+k(ty   tx)
o
ab<
kij (tx;ty) = iab
ij
Z
dtz
d3q0
(2)3
d3p
(2)3 (A.27b)

n
e G11
p (tx;tz)S>
 (p+q0)(ty   tz)PL>
q0(ty   tz)>
p+k(ty   tx)
  e G<
p(tx;tz)S22
 (p+q0)(ty   tz)PL22
q0(ty   tz)>
p+k(ty   tx)
o
:
The result for the second diagram, i.e. the mirrored version of ￿g. A.1, can be obtained
in exactly the same way. Since it is su￿cient to know the contribution of one diagram
(cf. (4.15)), it is not listed here.
A.2.3 HTL and CTL Propagators
In this appendix we derive the ￿nite temperature propagators both for soft (HTL) as well
as for hard and light-like (CTL) external momenta including all one-loop contributions.
Therefore we can display the results for the thermal and asymptotic masses.
Scalar propagator
The resummed scalar propagator is de￿ned as
(k) =
 1
k2   (k0;k)
; (A.28)
including the self-energy (k0;k). At one-loop level, we can determine the resummed
propagator by adding the following contributions of the Higgs self-energy:
  =
(a)
+
(b)
+ +
(c)
which are computed in the following.
(a) Higgs self-coupling: With outer momentum k and loop momentum q it is
 (k0;k) = 6T
X
q0
Z
d3q
(2)3(q) (A.29)
with Higgs self-coupling . The factor 6 arises due to multiplicity. The massless
propagator1 (q) =  (q2
0   q2) 1 has poles for q0 = q so that we can evaluate
1This is a valid approximation as long as m  O(gT) is a thermal mass since we neglect terms of
O(m=T).
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the Matsubara sum:
T
X
q0=i!n
(q0) =
Z
C
dq0
2i

1
2
+ fB(q0)

(q0) =  (1 + 2fB(q))
1
2q
: (A.30)
Plugging this into the expression for the self-energy yields
 (k0;k) =  6
Z
d3q
(2)3
1 + 2fB
2q
!  6
Z
d3q
(2)3
2fB
2q
; (A.31)
where in the last step we omitted the temperature independent term due to renor-
malization. Now we can ￿nish the calculation with
 (k0;k) =  
3
2
Z 1
0
dq
q
eq   1
=  

2
T2 : (A.32)
This result stays the same for both the HTL and the CTL resummation scheme.
(b) Fermion loop: Therefore, we ￿nd for outer momentum k and loop momentum q:
 f(k0;k) =  2
fNc;fT
X
e q0
Z
d3q
(2)3 Tr

PL= q(= q   = k)

(q)(q   k); (A.33)
with the minus occuring due to the closed fermion loop, Nc numbers of colours
and Nf numbers of ￿avours. The e q0 are the fermionic Matsubara modes, i.e.
e !n = 2(n+ 1
2)T. Computing the trace with the properties of the gamma matrices,
we get Tr[PL= q(= q   = k)] = q2 + (q   k)2   k2, which leads us to
 f(k0;k) =  2
fNc;fT
X
e q0
Z
d3q
(2)3
 
(q   k) + (q)   k2(q)(q   k)

:
(A.34)
Neglecting the hard and light-like external momentum k2  O(g2T2) yields
 f(k0;k) =  2
fNc;fT
X
e q0
Z
d3q
(2)3 ((q   k) + (q)) =  
2
fNc;f
12
T2 ; (A.35)
since the evaluation of the fermionic Matsubara sum leads to a factor  2.
For the HTL ansatz, the computation of the trace would have given a factor 2q2,
since k is soft then. Nevertheless one obtains the same result as in the CTL
resummation scheme after evaluating the Matsubara sum.
(c) Gauge boson contributions: For these two diagrams we obtain with again outer
momentum k and loop momentum q:
 Gr(k0;k) = g2
r ta
r tb
r T
X
q0
Z
d3q
(2)3
h
(2k   q)ab
(q)(2k   q)(k   q)
+
1
2
( 2g)ab
(q)
i
; (A.36)
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with the gauge boson propagator ab
(q) =  gab(q) and the indices r = w;Y
representing SU(2) or U(1) gauge bosons, respectively. Hence we can also use
the Casimir operator C2(r) = ta
r tb
r ab and apply for the momenta (2k   q)2 =
2k2   q2 + 2(k   q)2, so that again k2 can be omitted in the hard and light-like
approach:
 Gr(k0;k) = g2
rC2(r)T
X
q0
Z
d3q
(2)3 [2(q) + (k   q)] =  
g2
rC2(r)
4
T2 :
(A.37)
For soft external momenta it is (2k   q)2  q2 so that we again obtain the same
result for both schemes.
Fermion propagator
For the resummed fermion propagator, we start with the de￿nition
S(p) =
 1
= p   (p0;p)
; (A.38)
and we again consider only one-loop contributions to the self-energy, that we display in
the common so-called plasma rest frame using the four-velocity u = (1;0):
(p0;p) = ~ a(p0;p)= p +~ b(p0;p)= u
= ~ a(p0;p)= p +~ b(p0;p)
0 : (A.39)
With this notation we can rewrite the propagator up to one-loop order according to
S(p) =
 (1   ~ a(p0;p))= p +~ b(p0;p)
0
(1   ~ a(p0;p))2p2 +~ b2(p0;p)   2~ b(p0;p)(1   ~ a(p0;p))p0 : (A.40)
Applying now hard and light-like momenta, we can read of the behaviour ~ a  g2  1
and ~ b  g2T, since   g2T. Hence we can neglect terms proportional to ~ a and ~ b2.
Using now the discussion in sec. 5.3.1, i.e. the de￿nition of the asymptotic thermal mass
and the vanishing thermal width in this case, we ￿nd ~ b to be real
~ b(p0;p) '
m2
1
2p0 : (A.41)
Therefore and using p0  pk we can rewrite the propagator in the CTL resummation
scheme as given in eq. (5.5), namely
S(p) '  
= p  
m2
1
2p0 
0
p2   m2
1
:
We still need to compute the asymptotic mass, i.e. the coe￿cient ~ b, what can be done
by calculating the following Feynman diagram:
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p
k
p   k
In Feynman gauge we obtain
 (p) =  g2
rC2(r)T
X
k0
Z
d3k
(2)3
(= p   = k)
(p   k): (A.42)
If we now de￿ne two traces
T1 
1
4
Tr[= p(p0;p)] (A.43a)
T2 
1
4
Tr[
0(p0;p)]; (A.43b)
we ￿nd by comparing with the de￿nitions (cf. (A.39)) for the coe￿cients ~ a and ~ b:
~ a(p0;p) =  
1
p2(T1   p0T2) (A.44a)
~ b(p0;p) =
1
p2(p0T1   p2T2): (A.44b)
So we just have to calculate the contribution of T1 for ~ b, since again p2  g2T2. Using
1
4 Tr[= p
(= p   = k)
] =  2(p2   pk) =  (p2 + (p   k)2   k2) yields (again neglecting
contributions p2  g2T2)
T1 =  g2
rC2(r)T
X
k0
Z
d3k
(2)3((k)   (p   k))
=  g2
rC2(r)

 
T2
12
 
T2
24

=
g2
rC2(r)
8
T2 : (A.45)
The asmptotic thermal mass then becomes
ml;1 = 2p0~ b(p0;p)
= 2
p2
0
p2 T1 '
g2
rC2(r)
4
T2 ; (A.46)
with again using the CTL approximation in the second step.
Now we only have to calculate the HTL fermion propagator. Therefore the external
momentum is soft so that we need to compute both contributions ~ a and ~ b. The result
for T1 stays the same (cf. scalar case) and for T2 we obtain with 1
4 Tr[
0
(= p   = k)
] =
 2(p0   k0) ' 2k0 for soft outer momentum p:
T2 = 2g2
rC2(r)T
X
k0
Z
d3k
(2)3k0(k)(p   k): (A.47)
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Computing the thermal sums according to the textbooks (cf. [86]) and using again the
soft outer momentum we are in leading order left with
T2 = 2g2
rC2(r)
Z
d3k
(2)3
fB(k) + fF(k)
2k(p0 + pcos)
=
g2
rC2(r)
8p
T2Q0(
p0
p ); (A.48)
with the Legendre function of the second kind Q0(x) = 1
2 ln x+1
x 1. So we ￿nd
~ a =  
m2
l;th
p2 (1   xQ0(x)) (A.49a)
~ b =
m2
l;th
p
(x(1   xQ0(x)) + Q0(x); (A.49b)
using x =
p0
p and de￿ning the thermal mass ml;th  T1, so that we obtain with (A.39)
for the self-energy the well-known result
(p0;p) =
ml;th
p

Q0(x)
0 + (1   xQ0(x))
^ p

; (A.50)
and ^ p denotes the unit vector in p-direction.
A.2.4 Thermal and asymptotic masses
As already discussed, the thermal and asymptotic mass are the same for the scalar
propagator as can be seen in the last section m  m;th = m;1. We therefore have
to sum up all contributions of the one-loop self-energy which leads to
(k0;k) = (k0;k) + w(k0;k) + Y(k0;k) + f(k0;k)  m2

=

1
2
2 +
3
16
g2
w +
1
16
g2
Y +
1
4
2
t

T2
=
1
16
 
8 + 3g2
w + g2
Y + 42
t

T2 ; (A.51)
where we used the Casimir operators in the fundamental representation
tY =
1
2
1  ! C2(Y) =
1
4
; (A.52a)
ta
w =
1
2
a  ! C2(w) =
3
4
; (A.52b)
Nc;f = 3 due to the number of light quark ￿avours and only taking into account the
top quark contribution due to the weakness of the small Yukawa couplings of the other
quarks.
Summarising, for the fermion propagator we ￿nd di￿erent contributions for the as-
ymptotic and the thermal mass as seen in the last section. We obtain for the asymptotic
mass
m2
l;1 =
1
16
 
3g2
w + g2
Y

T2 ; (A.53)
with again summing up the contributions due to SU(2) and U(1). For the thermal mass
we get in total
m2
l;th =
1
32
 
3g2
w + g2
Y

T2 ; (A.54)
so that we ￿nd the two masses di￿er from each other by a factor
p
2.
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A.3 Standard Model couplings
As already described in section 6.2 we used the one-loop renormalization group equations
eqs. (6.4) for calculating the values of the couplings at the scale  = 2TR. The
calculations were done with Mathematicar2. We found for
 1 with initial condition (i.c.) g2
1(mZ) = 4em(mZ)=cos2 W(mZ) = 0:127692:
g2
1(t) =
789:568
5443:41   41t
) g2
1(0) = g2
Y = 0:14505;
so that for the calculation g0 = gY = 0:380855.
 2 with i.c. g2
2(mZ) = 4em(mZ)=sin2 W(mZ) = 0:424705:
g2
2(t) =
473:741
1458:37 + 19t
) g2
2(0) = g2
w = 0:324843;
so that for the calculation g = gw = 0:56995.
 3 with i.c. g2
3(mZ) = 4s(mZ) = 1:48786:
g2
3(t) =
78:9568
179:405 + 7t
) g2
3(0) = 0:440104;
which is not needed explicitly, but for the next two calculations.
 2
t with i.c. 2
t(mZ) = 2m2
t=v2 = 0:988494 we only get the numerical solution:
2
t(0) = 0:352087;
so that for the calculation t = 0:593369.
  with i.c. (mZ) = m2
H=(2v2) = 0:130937 we again only get a numerical solution:
(0) =  = 0:063161:
2http://www.wolfram.com/mathematica/
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There is no reason for any individual
to have a computer in their home.
Ken Olsen
(president and founder of Digital, 1977)
B.1 Deriving the Majorana neutrino production rate
In the following, the derivation of eq. (5.36) is presented in detail. Starting from
eq. (5.11) we can derive eq. (5.12) by using the gamma matrices in Weyl representation
(cf. app. A.1.4) and applying
  k = 0k0 + k; (B.1)
since 0 = 1;  =  . Then we can rewrite (5.11) with the 2  2 matrix R after
multiplying by a factor of 2.
With the expansion for a Weyl spinor in terms of the coupling
 = 0 + 1 + O(g2); 0 =

0
1

; 1 =  
p?
2pk
0 ; (B.2)
we obtain the result (5.17). If we now put this into eq. (5.22) and use an auxiliary vector
w = (1;i) so that w  f = (f1 + if2), we are left with eq. (5.36) after applying
F(kk;pk)  fF(pk) + fB(pk   kk) =  
fF(pk)fB(kk   pk)
fF(kk)
(B.3)
and
k =

k0 + k3 k1   ik2
k1 + ik2 k0   k3

k?=0
=

k+ 0
0 k 

=
 
2kk 0
0 M2
2kk
!
+ O(g3T): (B.4)
In the last step, we used the approximation k0 ' kk since the di￿erence is k   g2T
and the on-shell condition for the Majorana neutrino M2 = k2
0   k2
k ' 2kkk . Hence it
is
d 
d3k
Tr[  kImR;ret(k)]
=  
jj2d(r)
2
Z
d3p
(2)3
F(kk;pk)
pk   kk
Tr

k+ 0
0 k 

Re

(p)

 
wf
2pk
; 

| {z }
= k+ Re
n
p?f=(4p2
k)
o
+k  Re 
(B.5)
and after again using k+ ' 2kk we recover eq. (5.36):
d 
d3k
=  
d(r)jj2
(2)32k
Z
d3p
(2)3
fF(pk)fB(k   pk)
k   pk
Re
"
k
2p2
k
p?  f +
M2
k
 
#
:
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B.1.1 Tree-level expression
Thus we can continue deriving the tree-level expression eq. (6.2) from the above equa-
tion. Therefore we neglect the integral terms in eq. (5.34) which yields
f(p?) =
2p?
i(k;p?)
and  (p?) =
1
i(k;p?)
; (B.6)
with  from eq. (5.18). In the following we restrict ourselves to the case of interest
k? = 0, k2 = M2 and k0  kk. Hence we can rewrite
(k;p)  (pk;kk) + (pk;kk)p2
? ; (B.7)
with
   
m2
l
2pk
+
m2

2(pk   kk)
+
M2
2kk
;  
kk
2pk(pk   kk)
: (B.8)
For the real part in eq. (5.36) we then obtain
Re
"
k
2p2
k
p?  f +
M2
k
 
#
tree level =
 
kp2
?
p2
k
+
M2
k
!
Im

1


| {z }
= ()
; (B.9)
where the de￿nition of the principal value is used:
1
A  i"
"!0+
= P

1
A

 i(A): (B.10)
Using the property of the -function
() =
1
jj




+ p2
?

; (B.11)
leads to the restriction for the limits of the pk-integration p2
? =  

!
 0 due to assuming
a positive solution of  = 0. After applying d2p? = d(p2
?) we derive eq. (6.2) by simply
expanding the products.
B.1.2 Domain of integration
For the limits of the integration we have to solve p2
? =  
 with assuming real values
for
q
p2
? due to positivity of the lepton energy :
p2
? =  


=  
2pk(pk   kk)
kk
 
M2
2kk
+
m2

2(pk   kk)
 
m2
l
2pk
!
=  
M2
kk
p2
k + (m2
l   m2
 + M2)
| {z }
 X
pk   m2
l kk
!
 0: (B.12)
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The zeros of this expression are
p =
X
2M2kk 
kk
2M2
q
X2   4m2
l M2
| {z }

p
Y
; (B.13)
so that the constraints are
X  
p
Y
2M2 kk  pk 
X +
p
Y
2M2 kk ; (B.14)
what had to be shown (cf. eq. (6.3)).
B.2 Solving the integral equations
The receipt for solving the integral equations closely follows [108,117,118]. The main
steps are presented in the following.
B.2.1 From integral equations to di￿erential equations
As a ￿rst step we transform the integral equations (5.34)
i(k;p) (p?)  
Z
d2q?
(2)2 C(q?)[ (q?)    (p?   q?)] = 1
i(k;p)f(p?)  
Z
d2q?
(2)2 C(q?) [f(q?)   f(p?   q?)] = 2p?
into di￿erential equations that will be solved afterwards numerically. Since this proce-
dure is analgue for both equations, we only present the elaboration for the equation for
  and give the results for f. Furthermore we use again k? = 0 and kk = k = jkj. Then
we can de￿ne an e￿ective mass Me (cf. (B.45)) via
(k;p) = (M2
e + p2
?); with Me 


; (B.15)
using the de￿nitions from eq. (B.8). We can perform a Fourier transform
 (p?) =
Z
d2be ip?b (b)  (b) =
Z
d2p?
(2)2eip?b (p?); (B.16)
so that the integral over the perpendicular momentum in the production rate (5.36)
simpli￿es in terms of the Fourier transfom for b ! 0 according to
Z
d2p?
(2)2 Re[p?  f(p?)] = lim
b!0
Imr  f(b); (B.17a)
Z
d2p?
(2)2 Re (p?) = lim
b!0
Re (b): (B.17b)
The relations are proven in app. B.3.2. Now we can continue applying a representation
of the -function
1 =
Z
d2b2(b)e ip?b (B.18)
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as well as the relation
b (b) =
Z
d2p?
(2)2 ( p2
?)e ip?b (p?) (B.19)
to rewrite the integral equation as
 i(b   M2
e) (b)  
Z
d2p?
(2)2C(p?)   C(b)

| {z }
 K(b)
 (b) = 2(b); (B.20)
recapitulating
C(q?)  T

C2(r)g2

1
q2
?
 
1
q2
? + m2
D

+ y2
l g02

1
q2
?
 
1
q2
? + m02
D

(B.21)
and C(b) =
R
d2q?=(2)2C(q?) expf ip?bg the Fourier transform of the kernel. Since
 (b) =  (b) due to rotational invariance, we can rewrite the derivative b = @2
b + 1
b@b.
Thus we numerically have to solve the di￿erential equation
 i

@2
b +
1
b
@b   M2
e

 (b)   K(b) (b) = 0: (B.22)
For f(b) = h(b)b we obtain a similar equation using bf(b) = 3
bh0(b)b + h00(b)b.
After multiplying with one and rewriting
2p?
Z
d2b2(b)e+ip?b !  2irb 2(b); (B.23)
we get for the rhs the di￿erential equation
 i

@2
b +
3
b
@b   M2
e

h(b)   K(b)h(b) = 0: (B.24)
These two equations will be solved in the following for b > 0.
Before that we only have to prove
Z
d2q?
(2)2C(q?)   C(b)  K(b) = T

C2(r)g2D(mDb) + y2
l g02D(m0
Db)

; (B.25)
with D(x) = 1
2(
E + ln x
2 + K0(x)), K0(x) the modi￿ed Bessel function of second kind
and 
E = 0:57721::: the Euler-Mascheroni constant. Therefore we need to calculate
the (divergent) integral
I(b) 
Z
d2q
(2)2

1
q2  
1
q2 + m2

1   e iqb

: (B.26)
In dimensional regularization in n = 2   2" dimension (cf. [134]), we obtain
1:
Z
dnq
(2)2
eiqb
q2 =
 (n
2   1)
(4)
n
2bn 2   ("): (B.27a)
2:
Z
dnq
(2)2
1
q2 = 0: (B.27b)
3:
Z
dnq
(2)2
1
q2 + m2 =
 (1   n
2)
(4)
n
2m2 n   ("): (B.27c)
4:
Z
dnq
(2)2
eiqb
q2 + m2 =
b1  n
2
(2)
n
2
K n
2  1(mb)
n=2  !
1
2
K0(mb): (B.27d)
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For a more detailed calculation of the integrals and the usa of dimensional regularization
consult [135]. Considering the divergent terms (B.27a) and (B.27c) we can use the
following expansions in powers of "
 

1  
n
2

=  (") =
1
"
  
E + O("); (B.28)
 
n
2
  1

=  ( ") =  
1
"
 (1   ") =  
1
"
  
E + O("); (B.29)
x" = e"lnx = 1 + "lnx + O("2) (B.30)
and we obtain for the renormalized result, i.e. subtracting the " poles and afterwards
performing " ! 0:
1: + 3: =
 (n
2   1)
(4)
n
2bn 2 +
 (1   n
2)
(4)
n
2m2 n (B.31)
=  
1
2


E + ln
mb
2

: (B.32)
so that
I(b) =
1
2


E + ln
mb
2
+ K0(mb)

; (B.33)
which leads us to the desired result when multiplying with the other factors of the kernel
C (cf. def. (5.31)).
B.2.2 Boundary conditions
The Fourier transform gives some constraints on the limiting behaviour of the functions
  and f, since the functions have to ful￿l
lim
b!1
 (b) = 0 and lim
b!1
f(b) = 0: (B.34)
For the limit b ! 0 we ￿nd K(b)  D(b)  b2 lnb so that we can neglect this term here,
furthermore, only terms including derivatives are important, hence, we are left with (cf.
eq. (B.20)):
I: b (b) =
i

2(b) (B.35a)
II: bf(b) =
2

rb 2(b): (B.35b)
These are two Poisson equations of the form b(b) = v(b) in two dimensions with
fundamental solution
(b) =
1
2
lnjbj: (B.36)
The general solution is obtained by performing a convolution with the fundamental
solution. Hence we obtain for the ￿rst Poisson equation (B.35a) with 1(b)   (b) and
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v1(b)  i
 2(b):
(1  v1)(b) =
i
2
Z
d2t lnjtj2(b   t)
=
i
2
lnb: (B.37)
For the second equation (B.35b) with 2  f and v2  2
rb 2(b) we have to perform
a partial integration and a rede￿nition of the integration variable w  b   t and thus
we ￿nd
(2  v2)(b) =
1

Z
d2t lnjtjrb t 2(b   t)
=  
1

rw lnjb   wj
 

w=0
=
1

b
b2 : (B.38)
Summarizing we obtain the limiting behaviour1
 (b) = c  lnb + O(b0); c  =
i
2
(B.39a)
f(b) = cf
b
b2 + O(b); cf =
1

: (B.39b)
B.2.3 Recipe for numerical calculation
In the following the schematic overview of how to solve the ordinary di￿erential equations
(ODEs) (B.22) and (B.24) can be solved, following [108]. Since the algorithm holds for
both, we only present the procedure in terms of  , again.
1. Split the function into a tree-level and a higher order part according to
 (b) =  0(b) +  1(b); (B.40)
where  0(b) solves (B.22) by putting D(b) = 0. Thus  0(b) is proportional to
Bessel functions as can be seen in the next section.
2. Write the general solution for  1(b) pursuant to
 1(b) = c1 
(1)
1 (b) + c2 
(2)
1 (b) +  
(p)
1 (b); (B.41)
so that the latter one is the particular solution of the inhomogeneous equation and
the linearly dependent functions  
(1;2)
1 (b) solve the homogeneous one.
3. Use the limiting behaviour (B.39) so that c1 = 0 and with (B.34) compute
c2 =   lim
b!1
 
(p)
1 (b)
 
(2)
1 (b)
: (B.42)
1Here only the dependence on b is presented, for gaining dimensionless variables of the logarithm,
certainly the Debye masshas to be added according to ln(bmD), cf. B.33.
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4. Choose values for b ! 0 and b ! 1 and implement the following algorithm:
a) Solve homogeneous equation for  1(b) with initial conditions (i.c.)  1(b0) = 1,
 0
1(b0) = 0 to obtain  
(2)
1 .
b) Solve inhomogeneous equation for  1(b) with i.c.  1(b0) = i,  0
1(b0) = 0 to
obtain  
(p)
1 .
5. Use eq. (B.42) for calculating c2 so that the result is obtained by Re 1(b ! 0) =
Rec2 .
The same procedure solves the ODE for h(b), only in step 5. one has to use the initial
conditions h1(b0) = 1; h0
1(b0) = 0 since then it is Imh1(b ! 0) = Imc2 (for a proof, see
app. B.3.2).
B.2.4 Implementing the Ordinary Di￿erential Equations (ODEs)
Now we have a closer look on the steps described in the previous section. We start with
equation (B.22)
 i

@2
b +
1
b
@b   M2
e

 (b)   K(b) (b) = 0; (B.43)
which we want to solve for b > 0.
1. We split the function into  (b) =  0(b) +  1(b), where  0(b) solves (B.22) with
D(b) = 0, i.e. (@2
b + 1
b@b   M2
e) 0(b) = 0. This tree-level solution in its general
form looks like
 0(b) = a1J0

ib
q
M2
e

+ a2Y0

 ib
q
M2
e

; a1; a2 2 C; (B.44)
with the Bessel functions Jn(z) of the ￿rst and Yn(z) of the second kind. Due to
the de￿nition
M2
e =
pk(pk   kk)M2   kk(pk   kk)m2
l + kkpkm2

k2
k
; (B.45)
M2
e can become negative, so we need a case di￿erentiation for M2
e  0 and
M2
e < 0:
a) M2
e  0 !
q
M2
e  Me: Using some features of the Bessel functions [136]
for complex arguments, we can rewrite the Bessel functions in terms of the
modi￿ed Bessel functions I0(x) and K0(x) of real arguments x. Furthermore,
we have to investigate the behaviour for b ! 0, that is given by
K0(b)
b!0   lnb (B.46a)
I0(b)
b!0 
1
 (1)
= 1: (B.46b)
This renders the behaviour of (B.39a) and comparison leads to the result
 0(b) =

a
(1)
1  
3
4

I0(Meb)  
i
2
K0(Meb); a
(1)
1 2 C: (B.47)
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b) M2
e < 0 !
q
M2
e  iMe: In this case, Y0(x) and J0(x) only depend on
real values so that we can directly consider the behaviour of the two functions
for b ! 0:
J0(b)
b!0 
(b
2)0
 (1)
= 1; (B.48a)
Y0(b)
b!0 
2

lnb; (B.48b)
so that we reproduce (B.39a) again. Comparison then leads to
 0(b) = a
(2)
1 J0(Meb) +
i
4
Y0(Meb); a
(2)
1 2 C: (B.49)
We also have to look at the behaviour of the functions of b ! 1 to a￿rm the
square-integrability (B.34) as well as a continuous transition. Thus we have to
choose in the ￿rst case a
(1)
1 = 3
4 and in the second a
(2)
1 = 0. The solution of  0(b)
then becomes purely imaginary and reads
 0(b) =  
i
2
K0
q
M2
eb

; for M2
e  0 (B.50a)
 0(b) =
i
4
Y0
q
jM2
ejb

; for M2
e < 0: (B.50b)
2. ￿ 4. Now we continue with the separation  1(b) = c1 
(1)
1 (b) + c2 
(2)
1 (b) +  
(p)
1 (b). For
b ! 0, we already found D(b)  b2 lnb and this was the limiting behaviour of  0(b)
(cf. 1.), so that  1(b) becomes regular for b ! 0. With a subtle choice of the initial
conditions and the use of the limits for b ! 1, we can achieve
 
(1)
1 (b)
b!0  c  lnb ( K0(b)) ) c1 = 0 (B.51a)
 
(2)
1 (b)
b!0  regular ( I0(b)) ) c2 =   lim
b!1
 
(p)
1 (b)
 
(2)
1 (b)
: (B.51b)
For the program we found the values b0 = 10 5=T and b1 = 30=T to deliver
stable results. Then solving the homogeneous ODE for  1(b) with i.c.  1(b0) = 1,
 0
1(b0) = 0 leads to  
(2)
1 (b), since c1  0. The solution of the inhomogeneous ODE
for  1(b) with i.c.  1(b0) = i,  0
1(b0) = 0 then gives  
(p)
1 (b).
a) Solve homogeneous equation for  1(b):
 i

@2
b +
1
b
@b   M2
e

 
(2)
1 (b)   K(b) 
(2)
1 (b) = 0 (B.52)
For all solutions are complex-valued we de￿ne from now on  
(k)
j   
(k)
jr +i 
(k)
ji .
The functions K(b)  K0(b); (kk;pk);M2
e(M;kk;pk) are all real functions.
Thus we obtain two real-valued ODEs:

@2
b +
1
b
@b   M2
e

 
(2)
1r (b) +
K(b)

 
(2)
1i (b) = 0 (B.53a)

@2
b +
1
b
@b   M2
e

 
(2)
1i (b)  
K(b)

 
(2)
1r (b) = 0: (B.53b)
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b) Solve inhomogeneous equation for  1(b):
 i

@2
b +
1
b
@b   M2
e

 0(b) +  
(p)
1 (b)

  K(b)

 0(b) +  
(p)
1 (b)

= 0:
(B.54)
Remembering that  0(b) is the tree-level solution (@2
b + 1
b@b   M2
e) 0(b) = 0
we again ￿nd two real-valued ODEs

@2
b +
1
b
@b   M2
e

 
(p)
1r (b) +
K(b)


 0i(b) +  
(2)
1i (b)

= 0 (B.55a)

@2
b +
1
b
@b   M2
e

 
(p)
1i (b)  
K(b)


 0r(b) +  
(2)
1r (b)

= 0; (B.55b)
with the values for  0i=r(b) from eqs. (B.50).
As already mentioned, the same procedure holds also for deriving the ODEs for h(b).
The results are slightly di￿erent, especially one obtains for the general solution of the
tree-level part:
h0(b) =  
a1
b
J1

i
q
M2
eb

+
a2
b
Y1

 i
q
M2
eb

; a1; a2 2 C; (B.56)
so that after using the properties of the Bessel functions and integrating the limiting
conditions we ￿nd a pure real solution
h0(b) =
Me
b
K1
q
M2
eb

; for M2
e  0 (B.57a)
h0(b) =  
Me
2b
Y1
q
jM2
ejb

; for M2
e < 0: (B.57b)
Equations (B.55) then are valid for h(b) if in the second term 1
b@b is replaced by 3
b@b.
The values for h0r(b) have to be taken from eqs. (B.57), note that the imaginary part
vanishes h0i(b) = 0.
B.2.5 ODE solver and Monte Carlo integration
As we have seen in the last section, we have to solve now 4 ordinary di￿erential equa-
tions of second order (B.53) and (B.55), where two of them are coupled, respectively.
Therefore it is suggestive to transform a second order ODE into two coupled ODEs of
￿rst order according to
d2y
dx2 + q(x)
dy
dx
= r(x) !
dy
dx = z(x)
dz
dx = r(x)   q(x)z(x):
(B.58)
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Thus we have to solve the following 8 ODEs for  (b), while 4 of them are coupled now:
@b 
(2)
1r=i  z
(2)
r=i (B.59a)
@b z
(2)
r=i =  
1
b
z
(2)
r=i + M2
e 
(2)
1r=i 
K(b)

 
(2)
1i=r (B.59b)
and
@b 
(p)
1r=i  z
(p)
r=i (B.59c)
@b z
(p)
r=i =  
1
b
z
(p)
r=i + M2
e 
(p)
1r=i 
K(b)


 0i=r +  
(p)
1i=r

: (B.59d)
For h(b) we obtain similar equations, one only has to replace the terms 1
b by 3
b and use
the corresponding solutions of h0i=r instead of  0i=r.
Furthermore, we deal with an initial value problem as mentioned also in the last
section. For these kind of problems the Numerical Recipes [137] allocate several types
of methods for dealing with it that are Runge-Kutta methods, Richardson extrapolation
including Bulirsch-Stoer method and multistep methods. The method of our choice is the
Bulirsch-Stoer one [138], since this one is supposed to be a very good way of obtaining
high accuracy solutions by using minimal computational e￿ort. Runge-Kutta methods
for example have a lack of computational e￿ciency for our problem, while the multistep
methods need very smooth functions for getting better results than Bulirsch-Stoer. The
latter one is technically based on a modi￿ed midpoint method, with the numbers of
substeps n is varied in a special sequence.
The ODE routine is implemented in a C++ program [139]. We have to solve all ODEs
at once since the result c2 = c2(M;kk;pk) is needed for each step of an integration over
kk and pk. Therefore we are interested in the limit
c2 =   lim
b!1
 
(p)
1 (b)
 
(2)
1 (b)
(B.60)
and thus have to ￿nd a value b1, where the result reaches a plateau and does not change
the result any further. A good choice appears to be b1 = 30=T and so one can derive
the value
Rec2 =  
 
(p)
1r (b1) 
(2)
1r (b1) +  
(p)
1i (b1) 
(2)
1i (b1)
( 
(2)
1r (b1))2 + ( 
(2)
1i (b1))2
: (B.61)
For the multi-dimensional integrations we apply the CUBA-library [140,141]. It pro-
vides 4 multi-dimensional integration algorithms Vegas, Suave, Divonne and Cuhre. We
will concentrate on Vegas since it was mainly used, while we cross-checked some results
with Divonne, also. The Vegas routine is a Monte Carlo algorithm. It uses impor-
tance sampling and a variance-reduction technique and is well implementable in a C++
environment.
Normally Monte Carlo algorithms integrate over the unit cube [0;1]n. That is why
we have to rearrange the integration variables. For the tree-level result (6.2) we need
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￿nite limits
R b
a dxf(x). The intrinsic transformation then becomes
Z 1
0
dyf(a + (b   a)y)(b   a); (B.62)
so that the Monte Carlo algorithm can be used. For in￿nite boundaries as will be needed
for the full calculation one can use the transformations
y =
1

arctanx +
1
2
; for ( 1;1) ! [0;1]; (B.63a)
y =
2

arctanx; for [0;1) ! [0;1]: (B.63b)
B.3 Proofs
B.3.1 Partial fractioning
In equation (5.19) we used partial fractioning. The proof for this is easily derived by
starting with
Dl(p)   D(p   k)  (k;p)Dl(p)D(p   k): (B.64)
Considering the de￿nitions for the two propagators
D 1
l (p) =  

vp  
p? + m2
l
2pk

; D 1
 (p   k) =  
 
v(p   k)  
(p?   k?)2 + m2

2(pk   kk)
!
;
we directly can read o￿ the di￿erence
Dl(p)   D(p   k) =
 v(p   k) +
(p? k?)2+m2

2(pk kk) + vp  
p?+m2
l
2pk

vp  
p?+m2
l
2pk

v(p   k)  
(p? k?)2+m2

2(pk kk)

=
vk +
(p? k?)2+m2

2(pk kk)  
p?+m2
l
2pk

vp  
p?+m2
l
2pk

v(p   k)  
(p? k?)2+m2

2(pk kk)
 =

(Dl  D) 1 ;
with
(k;p)  v  k +
(p?   k?)2 + m2

2(pk   kk)
 
p2
? + m2
l
2pk
;
what needed to be shown.
B.3.2 The perpendicular momentum integration
Now we would like to proof the equations (B.17):
Z
d2p?
(2)2 Re[p?  f(p?)] = lim
b!0
Imr  f(b) = lim
b!0
Imh(b);
Z
d2p?
(2)2 Re (p?) = lim
b!0
Re (b);
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where we added the last identity in the ￿rst equation. Since the second one is easier to
derive, we start there by using the de￿nition of the -function
2(b) =
Z
d2p?
(2)2eip?b (B.65)
and the rotational invariance of  (b) =  (b). So we ￿nd already
Z
d2p?
(2)2 Re (p?) = Re
Z
d2b2(b) (b) = lim
b!0
Re (b) = Rec2 : (B.66)
The second equation needs some more e￿ort. For the real-part it is
Re[p?  f(p?)] = p1 Ref1(p?) + p2 Ref2(p?): (B.67)
We can further plug in the Fourier transform of f(p?) and replace p1 ! i d
dbi to obtain
Z
d2p?
(2)2 Re[p?  f(p?)] =
Z
d2p?
(2)2 Re
Z
d2bi

f1(b)
d
db1
+ f2(b)
d
db2

e ip?b
=  Re
Z
d2bi2(b)

df1(b)
db1
+
df2(b)
db2

= lim
b!0
Imr  f(b): (B.68)
In the second step a partial integration was performed and the de￿nition of the -
function was used. In the third step we adopted the -function and rewrote the deriva-
tive. Note that Re(ia) =  Ima. This proves the ￿rst part of (B.17a). For the second
part, we apply f(b) = h(b)b, so that for the derivative we ￿nd
@fi(p?)
@bj
= ij h(b) +
bibj
b
h0(b); since h(b)  h(
q
b2
1 + b2
2); (B.69)
and so in total we get
Z
d2p?
(2)2 Re[p?  f(p?)] = lim
b!0
Im
 
2h(b) + bh0(b)

(B.70)
= lim
b!0
Im2h(b) = 2Imc2 : (B.71)
The last term in (B.70) vanishes due to the limiting behaviour of eq. (B.39b). Therefore
in this limit the derivative of Imh(b) has to become zero while terms proportional to
Reh(b) diverge according to b 2.
B.3.3 Retarded self-energy
As stated in sec. 7.2 we now proof that the imaginary part of the retarded self-energy
equals
ImR;ret(p) =
Z
d3k
(2)3
F(pk;kk)
kk   pk
0
@
Rek?f
8k2
k
  k1
2kk Re 
 
Ref1
4kk Re 
1
A :
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Therefore we start from the de￿nition of the retarded self-energy eq. (7.12). Calculating
the vector product and using the expansion of the Weyl spinor (B.2) and only the
imaginary part then leads to
ImR;ret(p) =
Z
d3k
(2)3
F(pk;kk)
kk   pk
0
@
Rek?f k1 Imf2+k2 Imf1
8k2
k
 
k1 Re +k2 Im 
2kk
 
Ref1 Imf2
4kk Re 
1
A : (B.72)
Due to rotational invariance of the function f(b) = h(b)b, and thus as can be proven
using the Fourier transform it is also f(k?) = h(k?)k?. Hence the second and third
main diagonal term in the upper left entry vanishes:  k1 Imf2 + k2 Imf1 = 0.
Two terms of the secondary diagonal also vanish. To show this, we have to calculate
the integrals
Z
d2k?
(2)3 Imf2 = 0; and
Z
d2k?
(2)3 k2 Im  = 0: (B.73)
For both, we again use the procedure presented in the last section B.3.2. Hence we ￿nd
Z
d2k?
(2)3 Imf2 = lim
b!0
b2 Imh(b); (B.74a)
Z
d2k?
(2)3 k2 Im  = lim
b!0
b2
b
Re 0(b): (B.74b)
From the limiting behaviour (B.39), we can read o￿
lim
b!0
bi Imh(b) = 0 ) lim
b!0
Imh(b) = const.; (B.75a)
lim
b!0
Re (b) = const. ) lim
b!0
Re 0(b) = 0: (B.75b)
This is also consistent with the features used for the numerical treatment, cf. eqs. (B.66)
and (B.71). Thus we directly see that both integrals (B.74) vanish and we have proven
the result for the retarded self-energy.
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