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Abstract
Fuzzy C-Means (FCM) and hard clustering are the most common tools for data parti-
tioning. However, the presence of noisy observations in the data being partitioned may render
these clustering algorithms unreliable. In this paper, we introduce a robust noise-rejection
clustering algorithm based on a combination of techniques that treat the FCM pitfalls with an
outliers exclusion criterion. Unlike the traditional FCM, the proposed clustering tool provides
much eﬃcient data partitioning capabilities in the presence of noise and outliers. At the
conclusion of the theoretical development, we validate the eﬀectiveness of the proposed noise-
rejection data partitioning tool through various comparison studies with existing noise-
rejection clustering approaches in the literature.
 2004 Elsevier Inc. All rights reserved.1. Introduction
An important step of fuzzy modeling is the fuzzy rule generation. The system data
is partitioned into fuzzy clusters. We can deﬁne clustering as partitioning of a group
of unlabeled data into a number of clusters such that similar data is assigned to one
cluster and data that is less similar is assigned to diﬀerent clusters. Two main ap-
proaches to clustering are typically used: (a) Hard clustering [4], and (b) fuzzy* Corresponding author. Address: Alpha Global IT Inc., AI Division, 1262 Don Mills Road, North
York, Ont., Canada M3B 2W7. Tel.: +1-416-449-2166x310.
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one cluster with a membership grade equal to one, assuming fully deﬁned boundaries
between clusters. Practically, the boundaries between clusters cannot be clearly de-
ﬁned. As an alternative, the fuzzy C-Means (FCM) clustering algorithms were
suggested [5].
In this paper, the robustness of the fuzzy clustering algorithms is examined. A
robust fuzzy model should identify and reject the noise from the training set and
eliminate its eﬀect during the system identiﬁcation, parameter adjustment, and
tuning. Although hard and fuzzy C-Means clustering algorithms are used in many
applications, they are highly sensitive to the presence of noise and outliers. The FCM
algorithm uses the sum of squared errors in its objective function. Thus, this clus-
tering method may fail completely in the presence of noise. As an alternative, in
recent years, modiﬁed versions of the Possibilistic clustering algorithm (PCM) were
introduced to handle the noisy data sets [4], i.e., NPCM. The NPCM clustering
algorithm is more robust than the original FCM algorithm in the presence of noise
because its objective function involves unconstrained weights that decrease with the
distance from the cluster centers. This will result in low weights for the noise points
and therefore reduces their eﬀect on the data set. However, this algorithm encounters
the same problems as the original FCM algorithms in the sense that some parameters
must be selected a priori. Our approach to achieve robustness is based on exploiting
the enhancements of the NPCM algorithm [4] to overcome the drawbacks of the
original FCM algorithm. In Section 2, we review the fuzzy C-Means clustering
algorithm. We also outline the original FCM drawbacks. In Section 3, we review the
NPCM noise-rejection clustering algorithm [4]. In Section 4, we introduce the pro-
posed robust fuzzy clustering algorithm as a combination of the two above-men-
tioned clustering approaches. In Section 5, we validate the eﬀectiveness of the
proposed data partitioning tool through four diﬀerent examples. In Section 6, we
discuss the conclusions.2. The fuzzy C-Means clustering algorithm
The FCM is the most commonly used algorithm for data partitioning. Due to the
nature of our applications, i.e., multi-input single-output (MISO) systems, a simpler
and applicable FCM clustering is adopted [5]. In this approach, the output data is
clustered as a single-dimensional output space. The input space fuzzy partitions are
then speciﬁed by projecting the output clusters on each of the input variables sep-
arately.
For a set of unlabeled data x ¼ fx1; x2; . . . ; xNg  Rs, where N is the number of
data points and s is the dimension of each data feature, the fuzzy clustering is the
assignment of c number of partition labels to the features in x. c-partition of x are
sets of (c  N ) membership values fuikg that can be arranged as a (c N ) matrix
U ¼ ½uik. The major step in fuzzy clustering is to ﬁnd the optimum membership
matrix U . The FCM uses the weighted within-groups sum of squared errors objective
function Jm by deﬁning the following optimization problem [2]:
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ðU ;V Þ
JmðU ; V ;X Þ ¼
XN
k¼1
Xc
i¼1
ðuikÞm xk  vik k2A
( )
ð1Þwhere v ¼ v1; v2; . . . ; vcf g is the vector of the cluster centers. The matrix A speciﬁes
the shape of the clusters. For spherical clusters, A is chosen as an identity matrix. The
membership matrix is calculated as [3]:uik;t ¼
Xc
j¼1
xk  vi;t1k kA
xk  vi;t1k kA
  2
m1
" #1
ð2Þwhere t is the iteration number in the iterative optimization, and m is the
weighting exponent. The above original FCM clustering algorithm has three major
problems:
• In order to get the optimal partition, initial locations of the cluster centers should
be assigned. The FCM algorithm always converges to a local extreme of Jm
(weighted within-groups sum of squared errors objective function). Diﬀerent
choices of initial cluster centers may lead to a diﬀerent extrema.
• The scientiﬁc basis for the choice of the weight exponent is still not clear.
• The optimum number of clusters in the data is assigned a priori. There should be a
criterion to assign the optimal number of clusters.
In Section 4, possible solutions to treat each of the above-mentioned problems are
suggested during the introduction of the proposed noise-rejection clustering algo-
rithm.3. The possibilistic noise-rejection clustering algorithm
In this section, we study the new Possibilistic C-Means algorithm (NPCM) [4].
The NPCM is more robust than the traditional FCM in the presence of noise and
outliers. The NPCM robustiﬁes the PCM by forcing ﬁnite rejection of noise and
outliers in the data set. The Possibilistic C-Means clustering algorithms use the
objective function:JðU ; V ;X Þ ¼
Xc
i¼1
XN
j¼1
uij
 	m
d2ðxj; viÞ þ
Xc
i¼1
ti
XN
j¼1
1 uij
 	m ð3Þwhere d2ðxj; viÞ is the distance from a feature point xj to the cluster center vi, and ti is
a resolution parameter and it depends on the number of data partitions. The
membership matrix U ¼ buijc is a global minimum for JðU ; V ;X Þ whenuij ¼ 1
1þ d
2ðxj; viÞ
ti

  1
m1
ð4Þ
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noise in the data. For an ideal Gaussian cluster, the cutoﬀ distance is chosen such
that 97.5% of the data points are considered as inliers. For an ideal Gaussian cluster
with variance ti,
d2ðxj;viÞ
ti
n o
has a chi-square distribution v2 with degrees of freedom
equal to the dimension of each data feature [8]. The resolution parameter is deﬁned
as:ti ¼
median
xj2ci
ðd2ðxj; viÞÞ
v20:5
ð5ÞThen, the cutoﬀ distance can be calculated as follows:d2cut ¼ tiv20:975 ð6ÞFinally, the membership values can be computed using Eq. (4). If d2ðxj; viÞ is bigger
than the cutoﬀ distance, then the point is identiﬁed as noise and it takes a mem-
bership grade uij ¼ 0. The reason for using v2 distribution is based on the assumption
that the clusters could follow a Gaussian distribution. For other types of distribu-
tions, the corresponding indices should be used.
The Possibilistic clustering algorithms suﬀer from the same problems of the tra-
ditional FCM algorithm discussed in Section 2. Furthermore, by using the NPCM
algorithm, the cutoﬀ distance is calculated assuming that 97.5% of the data points
are inliers. However, this criterion may not be applicable for most of the real
application. In other words, if we assume that the data in each cluster follow a
Gaussian distribution, the percentage of inliers may not necessarily be 97.5%. Hence,
there is no scientiﬁc basis for the choice of the exact percentage of inliers in the data
set. Thus, based on the assumption that the data in each cluster follows a Gaussian
distribution, we introduce a noise-rejection criterion that merely depends on the data
to be partitioned.4. A robust noise-rejection fuzzy clustering algorithm
In this section, we deﬁne a new algorithm that has a noise-rejection capability as
well as a deﬁned criterion to assign the cutoﬀ distance from the data. Initially, we
choose the optimum number of clusters to make the fuzzy clusters compact and far
from each other [6]. As a result, a validity index is introduced for the choice of the
optimum number of clusters. In other words, we minimize:ScsðU ; V ;X Þ ¼
XN
k¼1
Xc
i¼1
ðuikÞm

kxk  vik2  kvi  vk2

ð7Þwhere vi is center of cluster i, and v is the fuzzy total mean vector of the data set
considering their belonging to each of the clusters. It can be deﬁned as:
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i¼1
PN
k¼1 uikð Þm
Xc
i¼1
XN
k¼1
uikð Þmxk ð8ÞFor the selection of the weight exponent, it is suggested to choose it far from its
both extremes so as to ensure that the cluster validity index shows the optimum
number of fuzzy clusters. In [5], a fuzzy total scatter matrix is deﬁned assT ¼
XN
k¼1
Xc
i¼1
ðuikÞm
 !
ðxk  vÞðxk  vÞT ð9ÞThe trace of the fuzzy total scatter matrix decreases monotonically from a constant
value z to zero as m varies from one to inﬁnity. For data partitioning, a suitable value
for m is that which gives a value for trace (sT) equal to z=2 [7]. The constant value z is
deﬁned as:z ¼ trace
XN
k¼1
xk  1N
XN
k¼1
xk
 !
xk  1N
XN
k¼1
xk
 !T24
3
5
0
@
1
A ð10ÞFor the choice of the initial cluster centers, an agglomerative hierarchical clus-
tering algorithm (AHC) is suggested as the initial clustering tool [1]. The AHC
algorithm puts each of the n data vectors in an individual cluster. Then, by deﬁning a
matrix of dissimilarities D ¼ ½dij, the AHC merges two or more of these clusters,
getting to a higher level of data partition. The process is repeated to form a sequence
of nested clustering in which the number of clusters decreases gradually until the
minimum required number of clusters c is reached. In speciﬁc terms, we calculate the
(c N ) matrix of dissimilarities D ¼ dij
 
as the following Euclidean-based distance:dij ¼ dðXi;XjÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ninj
ni þ nj
s
vhi  vhj
  ð11Þwhere vhi and vhj are mean vectors of the hard clusters Xi and Xj, respectively, and ni
(nj) is the number of data in the hard cluster Xi (Xj). Next, in order to ﬁnd the data
points that are ‘‘too far’’ from all cluster centers, we propose the following index for
each data point xj in the input set considered [9]:Wj ¼
Xc
i¼1
xj  vhi
 
A
ð12Þwhere j ¼ 1; 2; . . . ;N , c is the number of clusters, and N is the number of data. The
index Wj is the summation of the distance of the data point xj to all cluster centers.
This gives a measure of how far each data point is from the diﬀerent cluster centers
assigned in the ﬁrst step of the algorithm. The noise is identiﬁed through the data
points that have large values of Wj and, therefore a threshold X is assigned to trim
these outliers from the data set. Such a threshold is assigned from the data and
depends on the upper and lower bounds of the input. After choosing the threshold,
we compute:z ¼ gn
N
ð13Þ
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percentage of ‘‘good’’ data points, i.e., inliers can then be calculated as:z^ ¼ 1ð  zÞ ð14Þ
After identifying the percentage of inliers in the data, we compute the corresponding
chi-square data distribution value [8]. Then, we calculate the cutoﬀ distance:uFCcut2 ¼ tiv2 ð15Þ
where ti is a resolution parameter that depends on the number of clusters, and v2 is
the chi-square value computed in the previous step. By knowing the new cutoﬀ
distance, the optimum number of clusters, the degree of fuzziness, and the initial
location of the clusters centers, we calculate the membership matrix through Eq. (4)
of the NPCM.5. Case studies
5.1. Case study A
Fig. 1 shows the example of two Gaussian clusters generated with centers at
(50,50) and (150,150) respectively, with 80 data points in each cluster [4]. Ninety one
uniformly distributed noise points are added to the data set in the range of
206 x16 200, 206 x26 200. Fig. 2 shows the clustering results using the fuzzy
C-Means clustering algorithm. The suitable weight exponent is selected as m ¼ 3:5.
Fig. 3 shows the optimum number of clusters obtained using the fuzzy C-Means
clustering algorithm. Fig. 4 shows the cutoﬀ distance selection criterion. Some points20 40 60 80 100 120 140 160 180 200
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Fig. 1. The Krishnapuram example of two Gaussian clusters.
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Fig. 2. Selection of level of fuzziness of the fuzzy clustering algorithm for example 5.1.
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Fig. 3. Identiﬁcation of he optimum number of clusters for the data in example 5.1.
W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17 7have large values for the index W . These points basically represent the noise in the
data as they are far from all cluster centers, and they are not enough to form a
separate cluster. If we choose the cutoﬀ distance at X ¼ 200, 22 points on Fig. 4 are
rejected. From (13) and (14) we get z ¼ 0:07 and z^ ¼ 0:93. The cutoﬀ distance is
calculated assuming that 93% of the data are inliers. Fig. 5 shows a comparison
between the partitions obtained using the NPCM and the new partitions using the
improved clustering algorithm. For this example, the noise points are known before
performing the comparison between both clustering algorithms. Based on this fact,
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Fig. 4. The application of the noise-rejection criterion for example 5.1.
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Fig. 5. Comparison between NPCM and the proposed clustering algorithm for example 5.1.
8 W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17we are able to evaluate the partitions obtained by each clustering algorithm. In the
NPCM partitions, the cluster centers are identiﬁed correctly. On the other hand,
some of the inliers are identiﬁed as noise. That is due to the fact that these points are
far enough from the centers of the clusters and so the algorithm rejects them. The
improved algorithm correctly identiﬁes the clusters and rejects the noise. The
W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17 9accuracy of the results obtained from the improved algorithm relies on the correct
choice of the cutoﬀ distance in Fig. 4.
5.2. Case study B
In this example, we generated a two-dimensional data set as shown in Fig. 6. The
data was created manually in MATLAB 6.0 such that it forms three clusters and
some random noise points. We have 100 data features including the noise. Fig. 7
shows the trace of the scatter matrix obtained from the fuzzy C-Means clustering
algorithm. The suitable weight exponent for this example was found to be m ¼ 2:5.0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
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Fig. 6. The data set of case study B.
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Fig. 7. Selection of the level of fuzziness for the example of case study B.
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Fig. 8. Identiﬁcation of the optimum number of clusters for the example of case study B.
10 W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17Fig. 8 shows the validity index for this example. The optimum number of clusters is
c ¼ 3. At this stage, all the points are considered as inliers because the cluster validity
index in (7) does not have a noise-rejection capability. The exact value of chi-square
distribution to be used for this example can be assigned using Fig. 9. If we choose the
cutoﬀ distance at X ¼ 6, 12 data points are rejected. The cutoﬀ distance to be used in
the NPCM is calculated using v20:88 instead of the v
2
0:975 suggested in [4]. Fig. 10 shows
the comparison between the partitions obtained using the NPCM without the noise-0 10 20 30 40 50 60 70 80 90 100
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Fig. 9. Application of the noise-rejection criterion for the example of case study B.
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Fig. 10. Comparison between NPCM and proposed algorithm for case study 5.2.
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identify the clusters correctly as it is recognized by inspection where, as mentioned
earlier, the noise points are known before applying the clustering algorithms. The-1 0 1 2 3 4 5
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Fig. 11. The data set for the example of case study 5.3.
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and assigns the exact partitions in the data. Using the NPCM without the noise-
rejection criterion would identify some of the points that belong to the clusters as
noise.
5.3. Case study C
In this example, we generated another two-dimensional data set with 150 features
including the noise. This example is designed to be more realistic having overlaps
between the clusters. The data in Fig. 11 was also created in MATLAB 6.0 such that
it forms four clusters and some random noise points. This example shows the
capability of the combined algorithm to identify the exact data partitions in the1 2 3 4 5 6 7
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Fig. 12. Selection of the level of fuzziness for the example of case study C.
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W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17 13presence of noise and outliers. Fig. 12 shows the trace of the total scatter matrix for
diﬀerent values of the weighting exponent. The suitable value for the weight expo-
nent in this example is selected as m ¼ 2:5. Fig. 13 shows the validity index for this
example. The optimum number of clusters is c ¼ 4. As shown in noise-rejection plot
of Fig. 14, if the cutoﬀ distance is chosen such that X ¼ 10, then 18 points on the
curve are rejected. The cutoﬀ distance in the combined algorithm will be calculated0 50 100 150
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Fig. 14. Application of the noise-rejection criterion for the example of case study C.
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Fig. 15. Comparison between NPCM and proposed algorithm for case study 5.3.
14 W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17using v20:88. Fig. 15 shows a comparison between the NPCM partitions and the
partitions obtained using the improved algorithm. The improved algorithm identi-
ﬁed some of the inliers that were rejected in the NPCM algorithm. Moreover, both
algorithms identify the cluster centers correctly in the presence of noise.
5.4. Case study D
In [5], the authors introduced the following nonlinear static system:y ¼ ð1þ x21 þ x1:52 Þ2; 16 x1; x26 5 ð16Þ
For the system in (16), 50 input–output data are randomly obtained. The output
data points in Fig. 16 are to be clustered. Fig. 17 shows the trace of scatter matrixFig. 16. Sugeno–Yasukawa static function of case study D.
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W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17 15using the fuzzy C-Means clustering algorithm [7]. The suitable weight exponent for
this example is m ¼ 3. Fig. 18 shows the validity index with c ¼ 8. Fig. 19 exempliﬁes
the application of the noise-rejection criterion. For this speciﬁc example, it is diﬃcult2 3 4 5 6 7 8 9 10
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Fig. 18. Identiﬁcation of the optimum number of clusters for the example of case study D.
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Fig. 19. Application of the noise-rejection criterion for the example of case study D.
16 W.W. Melek et al. / Internat. J. Approx. Reason. 38 (2005) 1–17to assign a cutoﬀ distance. That is because the data is obtained from a deterministic
function and so it is clean. In an attempt to ﬁnd the exact partitions, we will choose
the cutoﬀ distance such that X ¼ 14:8. Hence, three points are rejected. The cutoﬀ
distance for the combined algorithm will be calculated using v20:94.6. Conclusions
In this paper, we reviewed the fuzzy C-Means clustering algorithm. The original
FCM clustering algorithms has some weaknesses in identifying the initial cluster
centers, selection of the weight exponent, and the assignment of the optimum
number of clusters. In this paper, we introduced solution to treat the existing FCM
problems related to the selection of the level of fuzziness, optimum number of
clusters, and the locations of the clusters centers. On the other hand, the fuzzy C-
Means clustering algorithms may fail completely in the presence of noise and out-
liers. Therefore, in [4] the authors introduced an improved Possibilistic C-Means
algorithm for noise rejection. The improved Possibilistic clustering algorithm
(NPCM) eﬃciently identiﬁes the cluster centers in the presence of noise and outliers.
However, the NPCM suﬀers from the same drawbacks of the original FCM clus-
tering algorithms and introduces another parameter that must be identiﬁed a priori,
i.e., the percentage of inliers in the data set. Therefore, in this paper we introduce a
robust noise-rejection clustering algorithm. Unlike the NPCM, the proposed algo-
rithm is based on a deﬁned criterion for the assignment of the cutoﬀ distance from
the data. The matrix of dissimilarities is calculated for the data set and the noise-
rejection curve is considered. This methodology is applicable for n-dimensional data
set because the noise-rejection curve is always two-dimensional regardless of the
dimension of the data features, i.e., only the two-dimensional data are observable.
That is why the partitions obtained using the combined algorithm are more eﬀective
than those obtained by the NPCM.References
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