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ABSTRACT
Briana Joy Kennedy Stephenson: Robust Clustering Methods with
Subpopulation-specific Deviations
(Under the direction of Amy Herring)
Large populations have been found to be composed of a unique set of subpopula-
tions. Each subpopulation tends to exhibit similar behaviors and respond to various
outcomes different from other subpopulations. Mixture models have become a great
utility in modeling these differences, by attributing each subpopulation its own unique
distribution. The underlying subpopulation inferred from the mixture model is referred
to as a latent class or cluster.
Traditional clustering methods operate under the assumption that two subjects
allocated to the same cluster will respond identically to all measured variables. Yet,
aberrations between some individual measured variables can yield valuable information.
Furthermore, these models often realize an increasing number of clusters that expand
with the dimensionality of sample size and number of variables. This may lead to a loss
in interpretability, due to a large number of clusters and an oversensitivity to minor
deviations that exist among groups.
First, we develop a parsimonious clustering method to address these complexities.
Motivated from a local partition process framework, we propose a new method known
as Robust Profile Clustering (RPC ) that allows subjects to aggregate at two levels:
(1) globally, where subjects are allotted to overall population-level clusters and (2)
locally, where individual measured items can deviate from their global indicators via a
Beta-Bernoulli process to adapt for differences across groups of individuals.
iii
Second, we build upon this to create a predictive clustering model that links the
clustering model generated from the RPC with a response probit model via a supervised
RPC joint model. Here, subjects more likely to exhibit the outcome of interest can
cluster in accordance with her global and local profiles.
Finally, we discuss the impact and practicality of these methods, as well as other re-
cent machine learning techniques in nutritional epidemiology to improve dietary pattern
analysis in large heterogeneous populations, such as the United States, while adjusting
for potential state-level differences. Using data obtained from the 1997-2009 National
Birth Defects Prevention Study, we focus our application towards maternal diet and its
association to oral cleft birth defects.
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CHAPTER 1: INTRODUCTION
Model-based clustering methods have been widely used to illustrate differences that
exist among subjects in a population. They are especially useful for data reduction
when the number of responses collected per subject is large and needs to be condensed
for effective inference. The complexities of the data dictate the appropriate method to
apply.
The general framework of the mixture model works under the assumption that a
given population is composed of a set of groups or components, which we will refer to
as clusters. Given a set of outcome variables, subjects are assumed to respond simi-
larly with other subjects within the same cluster group, and differently from subjects
who belong to a different cluster group. The mixture model construct is composed of
two parts illustrated in equation 1.1; a mixing component weight that describes the
proportion of the population that belongs to a given cluster, P (zik), and the cluster
specific density function that models how the subjects are expected to behave within
each cluster group, f(yij|zik). The basic setup is illustrated as,
f(yi) =
K∑
k=1
P (zik)
p∏
j=1
f(yij|zik) (1.1)
where p is the number of response items and K is the number of identifiable clus-
ters in the population. The observed response of subject i ∈ (1, . . . , n) for variable
j ∈ (1, . . . , p) is denoted yij, and zik is the binary indicator that subject i belongs to
cluster k. The cluster specific density, f(yij|zik) is fit with a probability distribution
appropriate for the structure of the response data collected. Continuous level data is
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fit to an appropriate continuous probability distribution. Discrete level data is fit to
an appropriate discrete probability distribution.
We use the subsequent chapters to discuss the current clustering methods avail-
abele for multivariate categorical variables, as well as introduce new methods that have
been created to reduce the dimensionality of large heterogeneous datasets, while still
adjusting for subpopulation differences.
2
CHAPTER 2: LITERATURE REVIEW
2.1 Number of Latent Classes Known
2.1.1 Latent Class Analysis
The most common clustering method for multivariate categorical response data is
the latent class model. First introduced by Lazarsfeld and Henry (1968), the latent
class model is a finite mixture model where the response data is fit according to a
multinomial distribution. The number of clusters is prefixed and stationary. It assumes
the population will aggregate into exactly K clusters.
Let y1, ...,yn be the set of n subjects observed, and yi = yi1, ..., yip represent the
observed response data for subject i for a set of p variables. Further, let each response
variable have d categorical levels such that yij = c and c ∈ (1, . . . , d). The cluster
assignment of subject i is denoted zi = (zi1, . . . , zik), where zi is a K-length binary
vector that is mutually exclusive and exhaustive. If subject i is assigned to class k, then
zik = 1 and zik′ = 0, when k′ 6= k. Let P (zik = 1) = pik for all subjects i ∈ (1, . . . , n) and∑K
k=1 pik = 1. Given multivariate categorical responses, we let P (yij = c|zik = 1) = θjc|k
and θj·|k denote the d−length probability vector for response j within cluster k, such
that
∑d
c=1 θjc|k = 1. Therefore, the likelihood function can be illustrated as,
f(yi|zi) =
K∑
k=1
pik
p∏
j=1
d∏
c=1
θ
1(yij=c|zik=1)
jc|k (2.1)
Conditional independence is assumed, such that each of the p response variables are
independent of one another given assignment to a cluster or latent class.
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The parameters pik, θj·|k can be estimated from either a frequentist or a Bayesian
perspective. The frequentist perspective relies on maximum likelihood estimation of
the parameters given the complete likelihood function.
L(y) =
n∑
i=1
f(yi) =
n∑
i=1
K∑
k=1
pik
p∏
j=1
d∏
c=1
θ
1(yij=c|zi=k)
jc|k . (2.2)
2.1.2 Frequentist Estimation
Formalized by Dempster et al. (1977), the EM algorithm treats zik as the “miss-
ing” variable for individual i. The expected unobserved cell counts are computed in
the E-step using the observed data and provisional parameter estimates. Those ex-
pected values are then maximized in the complete data log-likelihood function to make
updated provisional parameter estimates for the next iteration. This continues until
some form of convergence is reached with the difference between the current and pre-
vious iteration very small. To obtain parameters that maximize the log-likelihood, a
Lagrange multiplier is included in the log-likelihood equation to impose the restriction
that
∑K
k=1 pik = 1.
L(y) =
N∑
i=1
K∑
k=1
δˆik · log
(
pik
p∏
j=1
d∏
c=1
θ
1(yij=c|zik=1)
jc|k − λ(
K∑
k=1
pik − 1)
)
(2.3)
EM-algorithm
1. E-step: calculate posterior probability of class membership weight for individ-
ual i using estimates of previous iteration: δˆik = Pr(zik = 1|Yi = yi) =
pik
∏p
j=1
∏d
c=1 θ
1(yij=c|zik=1)
jc|k∑K
m=1 pim
∏p
j=1
∏d
c=1 θ
1(yij=c|zim=1)
jc|m
2. M-step: Maximize the expected log-likelihood with
∑K
k=1 pik = 1 restriction using
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the following updated parameters:
p˜ik =
∑N
i=1 δˆik
N
, θ˜jr|k =
∑N
i=1 δˆikI(yij = r)∑N
i=1 δˆik
3. Continue iterations until ‖δ˜ik− δˆik‖ < , where δ˜ik and δˆik denote the current and
previous iterated values, respectively, and  is a preset threshold value.
The EM algorithm does not require much information on the initial parameter val-
ues, but the computation can be burdensome and convergence slow. Newton-Raphson
(NR) offers a more rapid convergence, but only when the initial parameter estimates
are close to the final solution. In the NR method, log-likelihood scores and double
derivatives of the parameters are used iteratively and are able to provide parameter
standard errors. Score functions are calculated for all free parameters:
∂L(y)
∂pik
=
N∑
i=1
∏p
j=1
∏d
c=1 θ
1(yij=c|zik=1)
jc|k∑K
m=1 pim
∏p
j=1
∏d
r=1 θ
1(yij=c|zim=1)
jc|m
for all K − 1 class variables, since ∑Kk=1 pik = 1.
∂L(y)
∂θjc|k
=
N∑
i=1
δik
(
1(yij = c|zik = 1)
θjc|k
− 1(yij = d|zik = 1)
1−∑d−1c=1 θjc|k
)
for all j = 1, ..., p item responses, k = 1, ..., K classes, and c = 1, ...d − 1 categorical
indicators, since
∑d
c=1 θjc|k = 1. Often times, EM and NR methods are used in con-
junction to get estimates more efficiently, where the EM method is used to provide
preliminary estimates and NR iterations follow until convergence (Chung et al. 2006).
Several software packages are availabele that provide these estimates in R (Linzer et al.
2011), SAS (Lanza et al. 2007), and STATA (Lanza et al. 2015).
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2.1.3 Bayesian Estimation
Bayesian methods provide efficient and stable estimates in the case of a latent class
model. For example, in the case of the NR method, the Hessian matrix contains the
double derivative of parameters and often encounter inversion issues and ultimately
poor standard error estimates, which can be overcome with Bayesian techniques. Pos-
terior computations are rather straightforward for the traditional LCA. Both pik and
θj·|k are multinomially distributed and can be estimated using conjugate Dirichlet pri-
ors. Simple execution of the Bayesian estimation is available in a convenient R package,
BayesLCA (White et al. 2014).
Gibbs sampler
1. Set starting values by sampling from prior:
pi1, . . . piK ∼ Dir(α1, . . . , αK)
θj·|k ∼ Dir(η1, . . . , ηd),
for all responses j ∈ (1, . . . , p) and clusters k ∈ (1, . . . , K). If prior information is
known about the respective hyperparameters, they can differ from one another.
Most times, prior information is unknown and a symmetric Dirichlet distribution
is assumed such that α1 = . . . = αK for the mixing component hyperparameters
and η1 = . . . = ηd for all density parameters.
2. Calculate posterior probability of membership to cluster k ∈ (1, . . . , K) for all
i = 1, ..., n subjects.
δik = Pr(zik = 1|Yi = yi) =
pik
∏p
j=1
∏d
c=1 θ
1(yij=c|zik=1)
jc|k∑K
m=1 pim
∏p
j=1
∏d
c=1 θ
1(yij=c|zim=1)
jc|m
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3. Assign cluster membership for all i = 1, ..., n subjects, zik ∼Mult(δi1, ..., δiK).
4. Update mixture component weights: pi1, . . . , piK ∼ Dir(α1 + n1, ..., αK + nK),
where nk denotes the number of subjects currently allocated to cluster k.
5. Update cluster-specific density parameters for all j ∈ (1, ..., p) response variables
and k ∈ (1, ..., K) latent classes: θj1|k, . . . , θjd|k ∼ Dir(η1 + nj1|k, . . . , ηd + njd|k),
where njc|k denotes the number of subjects in cluster k that observed a c level of
response j.
In both frequentist and Bayesian estimation techniques, if the correct number of
classes is unknown, several models may be fit with varying K-values. Posthoc analysis
is required in order to determine the best model fit such as AIC, BIC, DIC, Bayes
Factor, and the Lo-Mendell-Rubin tests (Nylund et al. 2007).
2.2 Number of Latent Classes Unknown
2.2.1 Dirichlet Process
When the number of clusters is unknown, the need for multiple models and posthoc
analysis can be avoided with the implementation of a prior on the number of latent
classes. In the mixture model case, finite mixture component weights are replaced with
an infinite set of mixture component weights. These are then generated from a stick-
breaking distribution known as the Griffiths-Engen-McCloskey (GEM) process, where
pi|α ∼ GEM(α),
νk ∼ B(1, α)
pik = νk
∏
l<k
(1− νl).
(2.4)
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Extending to the remaining model parameters we develop the Dirichlet process mixture
model, where again θk denotes the set of parameters attributed to cluster k,
θk ∼ P0
G =
∞∑
k=1
pikδθk
G ∼ DP (α, P0),
(2.5)
The implementation of the Dirichlet process on a mixture model of multivariate
categorical data was demonstrated by Dunson and Xing (2009), and works under the
following subject-specific distribution,
f(yi|θk, z) =
∞∑
k=1
pik
p∏
j=1
d∏
c=1
θ
I(yij=c|zik=1)
jc|k (2.6)
This removes the restriction on the number of clusters possible in the model. Given
the discrete nature of our model, P0 is defined to have a base Dirichlet distribution.
The number of nonempty clusters grows at a rate of α log n (Antoniak 1974), where
α denotes the scale precision or concentration parameter of the Dirichlet process. The
concentration parameter takes on a role of confidence in the model’s ability to identify
the correct number of clusters. For a convenient Gibbs sampling of posteriors, the same
stick-breaking construction described in Equation 2.4 is used.
Prior set-up
α ∼ Γ(aα, bα)
θj·|h ∼ Dir(φ, . . . , φ)
νk ∼ Beta(1, α), pik = νk
k−1∏
h=1
(1− νh)for all {pik}∞k=1
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Posterior Computation
1. Update zi ∼Mult(δi1, . . . , δik).
δik =
pik
∏p
j=1
∏dj
c=1 θ
1(yij=c|zik=1)
jc|k∑K
h=1 pih
∏p
j=1
∏dj
c=1 θ
1(yij=c|zih=1)
jc|h
2. Update θjc|k for all exposure levels, c ∈ 1, . . . , dj of individual variable j ∈ 1, . . . , p
in latent cluster k ∈ 1, . . . , K.
θjc|k ∼ Dir(φ+ nj1|k, . . . , φ+ njdj |k)
3. Update pi = {pik}∞k=1.
νk ∼ Beta(1 + nk, α +
K∑
l=k+1
nk),
pik = νk
k−1∏
h=1
(1− pih)
4. Update α ∼ Γ(aα +K, bα −
∑k
h=1 log(1− pih))
2.2.2 Hierarchical and Nested extensions
In multi-site studies, often a hierarchical or nested approach is necessary to accom-
modate any potential differences that may belie at a subgroup level. The hierarchical
Dirichlet process (HDP) allows for subpopulations to have their own clustering struc-
ture while also sharing across the different subpopulations (Teh et al. 2006). Let s
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identify the subpopulation index in the model.
G0|γ,H ∼ DP (γ,H)
Gs|α,G0 ∼ DP (α,G0)
θsk|Gs ∼ Gs
Gs =
∞∑
k=1
piskδθ∗k
(2.7)
In this case, each subpopulation distribution is drawn from the same Dirichlet process
DP (α,G0), where G0 is a measure drawn from a common overall DP characterized
by strength parameter γ and base measure H. Therefore, the HDP model contains
multiple subpopulation specific distributions that may or may not contain similarities
with other distributions in different subpopulations.
Nested approaches cluster subjects across distributions nonparametrically (Rodriguez
et al. 2008, Hu et al. 2017). Nested Dirichlet process (NDP) is convenient for allowing
adaptive clustering to occur at more than one level. Groups can be unique and exhibit
varying behaviors from other groups. Consider a set of subpopulation distributions
F1, . . . , FS, where S denotes the number of subpopulations that comprise the overall
population.
yi·|θsl ∼ Fθsl
θ∗sl|Gj ∼ Gj
Gj ∼
∞∑
s=1
pisδG∗s
G∗s ∼
∞∑
l=1
ωslδθ∗sl
(2.8)
with θsl ∼ H, where H is a probability measure on the Borel sets of Θ. Dirac delta
functions δθ∗sl , δG∗s denote probability measures concentrated at θ
∗
sl and Dirichlet process
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G∗s, respectively. Mixing weights, ωsl and pis are both drawn independently from a GEM
distribution.
ωsl = ν
∗
sl
L−1∏
k=1
(1− ν∗sk), where ν∗sl ∼ Beta(1, β)
pi∗h = υ
∗
h
S−1∏
k=1
(1− υ∗k), where υ∗h ∼ Beta(1, α)
To facilitate in estimation and posterior computations, an LS-truncation is imple-
mented. S is maximized at the total number of subpopulations included in the dataset,
and L is maximized at an overestimation of the number of latent classes.
Approaching from the mixture model perspective, let l represent the cluster in-
dex such that l = 1, . . . , Ls, and Ls denotes the maximum number of clusters within
subpopulation s. Let y(si)ij denote observed response level of variable j from subject
i = 1, . . . , n that belongs to subpopulation s and z(s)il , the binary indicator determining
if subject i belongs to cluster l within subpopulation s. Let θsl· denote the support
parameters of the cluster distribution of latent cluster l of subpopulation s.
f(yi|zsi ) =
S∑
s=1
pis
Ls∑
l=1
ωsl
p∏
j=1
f(yij|z(s)il ),
where ωsl denote the mixing weight probability that a subject from subpopulation
s belongs to latent class l. Let pis denote the mixing weight probability that latent
cluster l belongs to subpopulation s. Intuitively, it is clear that the number of latent
classes within each subpopulation are embedded inside another DP that denotes the
number of groups or subpopulations.
Limitations
Despite its wide use, drawbacks arise with the Dirichlet process model setup. The
number of clusters can be inconsistent. Small additional clusters may form that do not
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actually exist (Miller and Harrison 2013). The number of identifiable clusters increase
as the sample size increase. An imposition of sparsity is necessary to allow for an
interpretable number of clusters to make efficient inference in settings we will consider.
Additionally, with a large number of variables (p), it is possible that subjects allocated
to the same cluster may behave differently for a few exposures.
2.2.3 Overfitted Finite Mixture Model
An alternative to the Dirichlet Process mixture model is the overfitted finite mixture
model. Asymptotically, a finite model with an exceedingly large K will behave similar
to the DP mixture model, and consistently identify the number of nonempty clusters
of a given population (Rousseau and Mengersen 2011). The model is setup as it was
in Equation 2.1, where K is now set to an exceedingly high number, K ≡ Kmax >>
KTRUE, with the expectation that after MCMC, the correct number of clusters will
remain nonempty.
The accuracy of this model remains highly sensitive to the selection of the Dirichlet
hyperparameter on pik. The Dirichlet hyperparameter is preset to 1/Kmax, which en-
courages a certain level of sparsity by asymptotically shrinking the number of nonempty
clusters in the model towards the truth (Gelman et al. 2014). This slight dependency
of Kmax on the Dirichlet hyperparameter value can affect the tendency of extra clusters
from expectedly shrinking to zero. Accurate prior value determination can be rectified
with parallel prior tempering, but this can be a heavy computational burden with high
dimensional datasets (van Havre et al. 2015).
2.2.4 Partial Process
The aforementioned methods operate under the framework that subjects are allo-
cated to a single cluster, and will exhibit the same expected responses for all of the
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variables included in the set. Alternatively, methods have been created that allow
subjects to cluster at a global and local level. In the hybrid Dirichlet mixture model,
subjects are clustered locally by each individual variable, and then globally based on
combinatorial similarities of local cluster indices (Petrone et al. 2009). This approach is
achieved by allowing a local partitioning scheme for every individual variable, coupled
with a joint distribution to cluster all of the individual variables globally. Consider a
set of p total variables, (θ1, . . . , θp), where kj denotes the cluster profile index of variable
j. Let G denote a distribution function on Rp, and a prior on
G =
K∑
k1=1
· · ·
K∑
kp=1
py1,...,yp(k1, . . . , kp)δ1k1,...,pkp (2.9)
Each local clustering profile is marginally distributed with a random distribution func-
tion, that can be finite (e.g. Dirichlet distribution) or infinite (e.g. Dirichlet Process).
The individual variable cluster indices are jointly processed together via p(k1, . . . , kp),
which denotes the global weight of subjects that share the same vector of label combi-
nations. This joint labelling function is drawn from a hidden labeling process, using a
copula construction.
While useful in functional data analysis, this method faces challenges in the ap-
plication to multivariate categorical data. MCMC computation becomes increasingly
burdensome with an increasing number of variables, as p increases (Petrone et al. 2009).
Additionally, the copula construction used to derive the global clustering scheme is not
unique when handling discrete data, which poses a problem in distinguishing behaviors
amongst the different global cluster assignments (Smith and Khaled 2012).
The local partition process (LPP) prior also use a global and local clustering scheme,
but instead provides a robust clustering alternative to allow an interpretable number
of clusters (Dunson 2009). Contrary to the hybrid DP model, the LPP focuses only
on specific response variables that have variant behavior patterns from the general
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population, while maintaining a global cluster assignment for all other variables. This
process allows subjects to cluster with other subjects that behave similarly for most or
some of the variables analyzed. It also reduces noise that may arise from variables that
do not provide much information to an overall population pattern.
Let Gij denote the binary indicator on whether exposure outcome j ∈ (1, . . . , p) of
subject i ∈ (1, . . . , n) belongs to a global cluster, (Gij = 1), or local cluster, (Gij = 0),
determined by allocation probability parameter νj. Let φij denote the local cluster
membership index for exposure outcome j ∈ (1, . . . , p) and φi0, the global cluster
membership index for subject i ∈ (1, . . . , n). The subject-specific cluster membership
index φi· are drawn from the stick-breaking representation of the Dirichlet process
(Sethuraman 1994).
Gij ∼ Bern(νj), νj ∼ B(1, β)
φij ∼
∞∑
h=1
pijhδh,
pijh = pi
∗
jh
∏
l<h
(1− pi∗jl), pi∗jh ∼ B(1, α)
(2.10)
This formulation allows for a unique clustering scheme of each individual exposure
outcome. The hyperparameter α controls how rapidly mixture component weight pijh
decreases to 0 as the number of clusters increase. Hyperparameter β controls the overall
weight on each of the local exposure components. However, in applications where n
and p are large, a more sparse alternative is availabele that collapses the probability
of cluster membership for each exposure pijh to remain uniform across all exposures,
denoted LPP2(α, β, P0) (Dunson 2009).
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Gij ∼ Bern(νj), νj ∼ B(1, β)
φij ∼
∞∑
h=1
pihδh,
pih = pi
∗
h
∏
l<h
(1− pi∗l ), pi∗h ∼ B(1, α)
(2.11)
In regionally diverse populations, such as the United States, variations may exist
where a single-level mixture model may not be suitable for accommodating all of the
variation that occurs from state to state and within each state. While both the hy-
brid DP and LPP involve localized cluster schemes for all or some of the variables, it
lacks the capability to incorporate localized information that may exist within a known
subpopulation or state region. Local deviations, at times, are expected to be more
pronounced within a subpopulation and this model does not include any adjustments
for that.
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CHAPTER 3: ROBUST PROFILE CLUSTERING
3.1 Introduction
3.1.1 Multivariate Categorical Dietary Data
Food frequency questionnaires (FFQ) are often used to measure an individual’s
dietary intake over a period of time. The standard FFQ queries on consumption/intake
levels of over 100 foods (Subar et al. 2001). Some researchers focus on individual foods
or nutrients, but these foods are not consumed in isolation, and many nutritionists argue
that a more holistic approach is needed (Motulsky et al. 1989). When data includes
a large number of exposures or in the case of an FFQ, food items, data reduction
techniques such as factor analysis, latent class analysis, or other clustering approaches
are often used (Kant 2004, Venkaiah et al. 2011, Sotres-Alvarez et al. 2010, Keshteli
et al. 2015).
Clustering methods generally assume participants within each cluster share dietary
habits and aim to maximize differences across groups. At times, these methods may
oversimplify dietary behaviors, and it can be difficult to determine when dimension
reduction is generalizable across different populations. The generalizability issue poses
a concern for large heterogeneous populations. Subjects from these populations may
often share a combination of behaviors that could be general to an overall population,
but also specific to a subject’s subpopulation. A subpopulation is defined as any group
indicated by a categorical covariate (e.g. state residence, ethnicity, SES, etc.). For
example in the United States, if a subpopulation was defined by a subject’s state of
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residence, the foods consumed to characterize “American” diets would look different,
due to regional differences. A healthy diet may incorporate an increased consumption of
regional foods indigenous to a specific state (e.g. more avocados in Texas). Reconciling
these regional differences with a single overall clustering method presents a loss of
granularity.
On the other hand, creating separate models for each subpopulation can greatly
diminish statistical power, and can lead to misleading characterizations of diets when
generalizing across the entire population sample. Individuals that are classified as hav-
ing a “healthy” diet in North Carolina, or a subpopulation where poor eating behaviors
are prevalent, may be classified as having an “unhealthy” diet in Massachusetts, where
a more ‘health-conscious’ population is prevalent. The differences found within these
regional patterns are crucial for the improvement of national dietary recommendations
that can accommodate heterogeneity of dietary behaviors.
3.1.2 Standard Clustering Methods
The latent class model, introduced by Lazarsfeld and Henry (1968), is the most com-
mon clustering method for handling multivariate categorical response data. Because
the number of clusters is typically unknown, models with a varying number of clusters
are fit. The best number of clusters is chosen via likelihood ratio tests, Bayesian Infor-
mation Criteria, Akaike Information Criteria, or the Lo-Mendell-Rubin test (Nylund
et al. 2007). In practice, these criteria tend to be “greedy" and select solutions with
a large number of clusters. To avoid the challenge of interpreting a large number of
clusters, researchers will add interpretability as a criterion for selecting the number of
clusters and look for the best solution with a manageable number (Ford et al. 2010,
Silverwood et al. 2011). With no separation across subpopulations, this restriction
on the number of overall classes masks any localized dietary behaviors that could be
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pronounced at a subpopulation level.
Nonparametric Bayesian methods allow the number of clusters represented in a
sample to group as dimension (sample size, number of variables) increases, namely, the
Dirichlet process or overfitted finite mixture models (Figueiredo and Jain 2002, Zhang
et al. 2004, Teh 2006, Miller and Harrison 2016, Rousseau and Mengersen 2011). In
heterogeneous populations, a largely prevalent subpopulation may have its behaviors
reflected in one of the overall clusters; whereas smaller subpopulation behaviors may
still remain hidden in one of these general clusters. Further, while flexibly convenient,
these models tend to overestimate the true number of clusters, permitting, at times,
nonexistent clusters to appear (Miller and Harrison 2013). Outliers are often assigned
to singleton clusters, which measure lack of fit in the model more than a new pattern.
In multi-site studies, often a hierarchical or nested approach is used to accommodate
any potential differences amongst subpopulations. The hierarchical Dirichlet process
assumes common clusters across groups(Teh et al. 2006). Nested approaches cluster
subjects within a subpopulation and only borrow information across subpopulations
that share similar behaviors (Rodriguez et al. 2008, Hu et al. 2017). While useful in
many applications, these techniques contain drawbacks. The number of nonempty clus-
ters derived is highly sensitive to the selection of tuning parameters or hyperparameters.
Though unrealistic, strong priors on these parameters are necessary to enforce sparsity
and ensure subjects aggregate to a reasonable number of clusters, as interpretability
once again becomes an issue.
What strains these clustering methods is the assumption of global clustering, where
subjects belonging to the same cluster will exhibit the same expected responses for
all variables included in the set. This is where subpopulation granularity is lost, as
differences may exist for a subset of variables within that subpopulation. Local partition
and hybrid Dirichlet mixture models break this global clustering assumption by apply
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a two-tiered clustering scheme at a global and local level (Petrone et al. 2009, Dunson
2009).
The hybrid Dirichlet mixture model assigns local cluster assignments to each indi-
vidual variable, and then clusters globally based on shared combinatorial similarities of
these local clusterings with other subjects using a copula construction. FFQ data are
considered semi-quantitative. Quantity of consumption is collected based on a choice
from several standardized portion sizes. The frequency of consumption is collected in
ordinal group levels (e.g. X times per day, daily, weekly, monthly) (Subar et al. 2001).
Given this data structure, the hybrid DP is unable to generate discriminating global
clusters because the copula construction used to derive the global clustering scheme is
not unique when handling discrete data (Smith and Khaled 2012).
Instead of clustering every variable individually, the local partition model allows
an entire subset of variables to be partitioned to a local or global clustering system.
Here, subjects cluster with other subjects who behave similarly for most or some of
the variables analyzed. It is useful in characterizing the global cluster patterns because
variables that do not provide much information to the overall population patterns can
be removed. However, what is considered noise at the global level could be valuable
at a subpopulation level. In order to identify which items are important in a general
population setting and which items are important in a subpopulation setting, a statis-
tically principled method is needed to identify and discriminate between the two levels
of patterns, while still preserving a level of interpretability.
We organize this article as follows. Section 2 introduces the RPC framework. Sec-
tion 3 describes the algorithm for posterior computation and inference. Section 4
explores performance versus other methods via a simulation study. Section 5 presents
a comprehensive analysis of the NBDPS data and describes insights provided by the
new methodology. We conclude with a short discussion in Section 6.
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3.2 Robust Profile Clustering
In this section, we propose a novel class of Robust Profile Clustering (RPC) pro-
cesses, which are designed to produce a robust set of “global” clusters summarizing the
overall nutritional profile of an individual. The robustness is achieved by not following
the typical approach and restricting all of the measurements from individual i to have
the same cluster membership, but instead to allow local deviations from the global
profile.
As our data are nested within subpopulations, we allow these local deviations to
have a subpopulation-specific form. Introducing some notation, we let i = 1, . . . , n
index individuals in a study, si ∈ {1, . . . , S} index the known subpopulation (essentially
a categorical covariate) of individual i, and Ci index the (unknown) global profile
membership of subject i. In addition, each subject has a multivariate data vector,
yi = (yi1, . . . , yip)
′. Individual i may not follow her global cluster allocation for all
elements of this multivariate vector but may deviate for some of them. We let Gij = 1
if item j is attributed to global cluster Ci for individual i and Gij = 0 otherwise. We
let Lij ∈ {1, . . . ,∞} denote the local cluster allocation conditionally on Gij = 0 and
si = s.
An RPC process is then induced through probability models containing 3 compo-
nents: (i) the global clustering, Ci, (ii) the local deviation indicator, 1−Gij, and (iii)
the local clustering membership, Lij. There are a wide variety of choices that can be
used for (i)-(iii), and to put in general form we let
Pr(Ci = h) = pih,
P r(Gij = 1|si = s) = ν(s)j ,
P r(Lij = l|si = s) = λ(s)l
(3.1)
The data yi = (yi1, . . . , yip)′ are assumed to be drawn independently from yij ∼
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Mult({1, . . . , d}, θij), where θi = {θij}, θij = (θij1, . . . , θijd)′. We use an equal number
of categories d for simplicity in exposition, but the extension to a variable number of
categories is easily extendible. The θij’s are clustered according to the values of Ci, Lij,
Gij, and si. In particular, we let
θij =

Θ0jCi if Gij = 1
Θ
(s)
1jLij
if Gij = 0, si = s,
(3.2)
where the cluster- and food item-specific probability vectors Θlhj
iid∼ Dirichlet(1, . . . , 1)
a priori for l = 0, 1, j = 1, . . . , p, and h = 1, 2, . . . ,∞. Although yij and y′ij are
conditionally independent given θi, dependence is induced in marginalizing out the
global cluster index Ci, as shown in expression (6) below.
We assume the binary allocation vectors, Gi = (Gi1, . . . , Gip) are independent and
identically distributed given si = s with probability of allocation ν
(s)
j . We model each
subpopulation with a Beta-Bernoulli process,
Gij ∼ Bern(ν(s)j ), ν(s)j ∼ Be(1, β(s)), β(s) ∼ Ga(aβ, bβ). (3.3)
The hyperparameters (aβ, bβ) control the overall weight given to each local compo-
nent (deviated food item) within each subpopulation. We let aβ = bβ = 1 as a default
to place equal probability a priori on the global and local components, while allowing
substantial uncertainty.
For the global clustering process, we assume an overfitted finite mixture model
(Rousseau and Mengersen 2011), which greatly simplifies computation relative to the
LPP. Let K be a conservative upper bound on the number of clusters (say, K=50).
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Then we have
Pr(Ci = h) = pih
pi = (pi1, . . . , piK)
′ ∼ Dir
(
1
K
, . . . ,
1
K
)
.
(3.4)
For the local clustering process, we use a parallel formulation, letting
Pr(Lij = h | si = s) = λ(s)h
λ(s) = (λ
(s)
1 , . . . , λ
(s)
K ) ∼ Dir
(
1
K
, . . . ,
1
K
)
.
(3.5)
The induced likelihood for the dietary indicators yi for subject i conditionally on
Gi = {Gij} and Θ but marginalizing out Ci and Li = {Lij} is given by
f(yi|−) =
 K∑
h=1
pih
p∏
j:Gij=1
d∏
c=1
Θ
1(yij=c)
0jh,c
 p∏
j:Gij=0
[
K∑
l=1
λ
(s)
l
d∏
c=1
(Θ
(s)
1jl,c)
1(yij=c)
]
. (3.6)
3.3 Posterior Computation and Inference
We propose a simple Gibbs sampler for posterior computation.
1. Update the global component indicators (Gij | si = s) ∼ Bern(pij), where
pij =
ν
(s)
j
∏d
c=1 Θ
1(yij=c)
0jCi,c
ν
(s)
j
∏d
c=1 Θ
1(yij=c)
0jCi,c
+ (1− ν(s)j )
∏d
c=1(Θ
(s)
1jLij ,c
)1(yij=c)
for each subject i ∈ (1, . . . , n) with respective subpopulation index s.
2. Update global cluster index Ci, i = 1, . . . , n from its multinomial distribution
where
Pr(Ci = h) =
pih
∏
j:Gij=1
∏d
c=1 Θ
1(yij=c)
0jh,c∑K
l=1 pil
∏
j:Gij=1
∏d
c=1 Θ
1(yij=c)
0jl,c
.
3. Update local cluster index Lij for all i : si = s and j = 1, . . . , p, repeating for
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each s, from its multinomial distribution conditional on si = s where
Pr(Lij = h) =
λ
(s)
h
∏d
c=1
(
Θ
(s)
1jh,c
)1(yij=c,Gij=0)
∑K
l=1 λ
(s)
l
∏d
c=1
(
Θ
(s)
1jl,c
)1(yij=c,Gij=0) .
4. Update the global clustering weights
pi = (pi1, . . . , piK) ∼ Dir
(
1
K
+
n∑
i=1
1(Ci = 1), . . . ,
1
K
+
n∑
i=1
1(Ci = K)
)
.
5. Update the local clustering weights in subpopulation s,
λ(s) =
(
λ
(s)
1 , . . . , λ
(s)
K
)
∼ Dir
(
1
K
+
∑
i:si=s
p∑
j=1
1(Lij = 1), . . . ,
1
K
+
∑
i:si=s
p∑
j=1
1(Lij = K)
)
.
6. Update the multinomial parameters, where η is a flat, symmetric Dirichlet hy-
perparameter preset at 1
Θ0jh ∼ Dir
η + ∑
i:Gij=1,Ci=h
1(yij = 1), . . . , η +
∑
i:Gij=1,Ci=h
1(yij = d)

Θ
(s)
1jh ∼ Dir
η + ∑
i:Gij=0,Lij=h,si=s
1(yij = 1), . . . , η +
∑
i:Gij=0,Lij=h,si=s
1(yij = d)

7. Update ν(s)j ∼ Be(1 +
∑
i:si=s
Gij, β
(s) +
∑
i:si=s
(1−Gij)).
8. Update Beta-Bernoulli hyperparameter: β(s) ∼ Ga(aβ+p, bβ−
∑p
j=1 log(1−ν(s)j )).
3.4 Simulation Example
We use this section to explore the performance of existing methods with the newly
proposed RPC via a simulation study. The simulation was designed to mimic the
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NBDPS dietary dataset containing several subpopulations. Three global patterns were
created from p = 50 categorical variables, with four response levels (d = 4) each.
These patterns were defined to be distinctly unique such that no two global patterns
shared the same response level for the same variable. Global profile 1 had a response
level of 3 for the first 25 variables and a response level of 1 for the last 25 variables,
(cj,k = 3 : j ∈ 1, . . . , 25, k = 1; cj,k = 1 : j ∈ 26, . . . , 50, k = 1), where cj,k is the
defined response level of variable j in global profile k. Global profile 2 had a response
level of 2 for the first ten variables and a response level of 4 for all remaining variables,
(cj,2 = 2 : j ∈ 1, . . . 10; cj,2 = 4 : j ∈ 11, . . . , 50). Global profile 3 had a response level
of 1 for the first ten variables, a response level of 2 for the subsequent 20 variables, and
a response level of 3 for the remaining twenty variables, (cj,3 = 1 : j ∈ 1, . . . , 10; cj,3 =
2 : j ∈ 11, . . . 30; cj,3 = 3 : j ∈ 31, . . . , 50). Local clusters were defined by permuting a
subset of responses to differ from subpopulation to subpopulation.
Observed variables yij were randomly drawn from a multinomial distribution, such
that if subject i belongs to Global profile 2, yij|Ci = 2 ∼Mult(θ0j1|2, . . . , θ0j4|2). The de-
sired variable response for a given global pattern was favored with a heavier probability
weight compared to all other possible responses. Globally allocated variables had modal
response weights where 0.5 ≥ Pr(yij = cj,k|Ci = k) ≤ 1, all other possible responses
(θjq|k : q ∈ (1, . . . , d), q 6= cj,k) were given equal weight, Pr(yij = q|Ci = k) = 1−cj,kd−1 .
Each subpopulation contained a subset of variables that were designated to locally
deviate from their assigned global profile. The probability of allocation was pre-assigned
for each subpopulation s, where ν(s)j = v(s), for all j ∈ (1, . . . , p) and v(s) ∈ (0, 1). The
decision to maintain it’s global pattern response value was determined by drawing each
variable of each subject from a Bernoulli distribution, where Gij|si = s ∼ Ber(ν(s)j ).
If Gij = 1, then yij|Ci ∼ Mult(θ1j1|Lij , . . . θ1j4|Lij). Let l(s)j,h denote the desired response
level of a locally deviated variable j belonging to local cluster h from subpopulation s,
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then 0.7 ≥ Pr(yij = l(s)jh |Lij = h, si = s) ≤ 1. All other possible responses (θ(s)jr|h : r ∈
(1, . . . , d), r 6= l(s)j,h) were given equal weight, Pr(yij = l|Lij = h, si = s) =
1−l(s)jh
d−1 .
A total of 500 replicate datasets were created to evaluate model reproducibility
and validity. Each dataset contained 28 different simulated patterns (3 strictly global,
25 global/local hybrids) across ten subpopulations. Nine subpopulations were created
with 1200 subjects drawn equally across the three global pattern densities. The tenth
subpopulation was created with 1600 subjects containing only two of the three global
pattern densities, 400 and 1200 subjects respectively. Each of the ten subpopulations
varied in the number of variables allocated to a local cluster. The variables that deviated
to a local cluster pattern were consistent across all global clusters in that subpopulation.
This served to evaluate the model’s robustness in distinguishing between globally and
locally allocated variables.
Each replicate was analyzed under 5 different models: (1) traditional LCA model
with four classes (tLCA) (Lazarsfeld and Henry 1968), (2) Dirichlet process mixture
model (DPM) (Dunson and Xing 2009), (3) over-fitted finite mixture model of K = 50
classes (oFMM) (Rousseau and Mengersen 2011), (4) local partition process model
(LPP) (Dunson 2009), and (5) the newly proposed robust profile clustering model
(RPC ). All of these methods being compared to the RPC ignore subpopulations, but
we include them still to compare sparsity and specificity of identifying the true number
of clusters in the overall population. Estimation was performed using an MCMC Gibbs
sampler of 20,000 runs after 5,000 burn-in. Parameter estimation of large sample stud-
ies tend to gravitate to a preferred node and remain there for subsequent iterations.
To encourage mixing in the various methods, label switching moves were imposed to
prevent multimodality and allow subjects to explore all possible nodes. The random
permutation sampler was applied for finite mixture model cases (tLCA, oFMM, RPC)
(Frühwirth-Schnatter 2001). The DPM and LPP, which involve a Dirichlet process
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mixture model had two label switching moves imposed to favor swapping of both equal
and unequal size clusters (Papaspiliopoulos and Roberts 2008).
Mixing efficiency and convergence were evaluated using trace plots of respective
concentration parameters and randomly selected variables. Parameters were relabelled
using the Stephens’ label switching method (Stephens 2000). Dirichlet hyperparameters
of the mixture component weights in the models built from a finite mixture model
(models 1,3,5) were preset to 1/Kmax, where Kmax is the preset maximum number of
clusters allowed in the model. The concentration hyperparameter of models containing
a Dirichlet process (2,4) was preset to 1. Parameters estimated from models 1-4 were
sampled in accordance with algorithms presented in their respective literature (Nylund
et al. 2007, Dunson and Xing 2009, Rousseau and Mengersen 2011, Dunson 2009).
The cluster patterns identified from each respective method were derived using the
posterior median of cluster density parameter estimates. Each cluster density contained
a vector of posterior probabilities of a subject responding at a given level within that
cluster. The response level containing the maximum probability of each variable was
designated as the modal cluster pattern response. Let cˆj,k, denote the modal pattern re-
sponse of variable j for cluster k, such that cˆj,k = max(θˆ·j1|k, . . . , θˆ·jd|k), where xˆ denotes
a posterior estimate of model-derived parameter x. Heat maps were used to determine
concordance of model cluster patterns to the true cluster patterns. Concordance was
measured as the sum of variables containing matching modal outcomes with the truth
divided by the total number of variables. The expected outcome should identify each
subpopulation containing the 3 global clusters, with unique deviation patterns, with the
exception of subpopulation 10. That subpopulation should identify one global cluster
pattern and one uniquely local cluster pattern.
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Model Computational Number of Clusters
Time Median IQR Small clusters
tLCA 1.5 hrs 4 (4, 4) 0
DPM 11 hrs 17 (17, 18) 14
oFMM 12.3 hrs 22 (22, 23) 19
LPP 24.2 hrs 15 (15,16) 11
RPC 22 hrs 5 (4, 5) 2
Table 3.1: Simulation results of models. A small cluster is defined as any cluster
containing less than 5% of the population size
3.4.1 Results
All models were run using MATLAB 2017a. Examination of trace plots indicated
quick convergence of model parameters. Comparison of model performance is summa-
rized in Table 3.1. The tLCA had the shortest computational run time. The LPP and
RPC had the longest computation run times. The RPC showed considerable sparseness
in deriving the number of global nonempty clusters with a median of 5 compared to
the other models. The DPM and oFMM derived an excess number of nonempty global
clusters. The LPP derived a median of 15 nonempty clusters and tLCA filled all four
of its predefined clusters.
All of the models identified the true global patterns, but differed in specificity, as
extra patterns were identified as global. The oFMM and DPM models showed the
lowest level of specificity, with a median of 14 and 19 additional clusters, respectively.
These clusters were notably small in size (cluster weights < 5%). The LPP identified
a median of 11 additional clusters, all of which were less than 5% in size. The RPC
identified a median of 2 additional clusters, which was less than 5%. The fourth ex-
traneous cluster identified in the tLCA was comparably larger in size with a median
cluster weight of 10%. The extraneous clusters found in DPM and oFMM included pat-
terns from subpopulations where a majority of the variables deviated. The LPP model
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resembled subpopulations that contained highly deviant cluster patterns. The extrane-
ous RPC models strongly resembled the two subpopulations that contained completely
local cluster patterns. The extraneous cluster from tLCA had a weak concordance to
all possible global or local patterns.
3.5 Analysis of National Birth Defects Prevention Study Data
3.5.1 Multivariate Categorical Dietary Data
The National Birth Defects Prevention Study is an ongoing multi-state population-
based, case-control study of birth defects in the United States (Yoon et al. 2001).
Infants were identified via birth defect surveillance in Arkansas, California, Iowa, Mas-
sachusetts, New Jersey, New York, Texas, Georgia, North Carolina, and Utah. We
focus in this analysis on dietary habits of control participants. Participants for this
study included mothers with expected due dates from 1997 to 2009, totaling 9747 con-
trols. Controls were defined as any live-born infant without any birth defects and were
randomly selected from birth certificates or hospital records. Following prior analyses,
subjects were excluded who had multiple births, a prior history of birth defects, preex-
isting diabetes, or folate antagonist medication use from three months before pregnancy
to the end of pregnancy. In accordance with NBDPS standard practices, mothers with
daily energy intake below the 2.5th and above the 97.5th percentiles were also excluded
to prevent inclusion of unlikely intake data. After exclusion criteria were applied, a
total of 9010 controls were included for this analysis.
Food consumption was measured in grams per day and calculated by multiplying
frequency of consumption by the standard portion size for each food item as outlined
in Sotres-Alvarez et al. (2013). Single food items are listed in the FFQ. As a result,
respondents are prone to over-estimate or under-estimate total intake (Jønneland et al.
1991, Haraldsdottir 1993). To control for this, percentiles were computed by dividing
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an individual food item consumed over the total food items consumed, using grams
per day as the consumption metric. Grams per day of a food item was determined by
multiplying the standard portion size listed on the FFQ and the self-reported frequency
consumed. Distribution of food items showed a spike at zero, which is well known in
the literature (Kipnis et al. 2009, Zhang et al. 2011). Keeping with common dietary
analysis practices, these percentiles were aggregated into four relative consumption
levels: no consumption, low consumption (0-33% consumed), medium consumption
(33-66% consumed), and high consumption (66-100% consumed). A total of p = 63
food items were included in the study with four consumption levels (d = 4) fit into a
categorical distribution.
Given the standard mixture model setup, where zik is the membership indicator of
subject i to cluster k,
f(yi) =
K∑
k=1
pik
p∏
j=1
f(yij|zik) =
K∑
k=1
pik
p∏
j=1
d∏
c=1
θ
1(yij=c)
jc|k , (3.7)
where θjc|k represents the probability of a subject with consumption level c from food
item j given allocation to dietary cluster k. We transition to the RPC model, where
θjc|k is split into two variables: θ0jc|k and θ
(s)
1jc|l. The former represents the probability
of a subject having a consumption level of c from food item j, given allocation to
global dietary profile k. The latter representing the probability of a subject from
subpopulation s having a consumption level c from food item j given allocation to
local dietary cluster l. Similarly, zik would be split into Ci and Lij variables, where
Ci is the membership indicator of subject i for the global variables and Lij is the
membership indicator of subject i for deviated variable j.
The cluster-specific parameters were each drawn from a flat, symmetric Dirichlet dis-
tribution, Θ0j·|h = {θ0j1|h, . . . , θ0jd|h} ∼ Dird(η), Θ(s)1j·|h = {θ(s)1j1|h, . . . , θ(s)1jd|h} ∼ Dird(η),
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where η = 1. The hyperparameters of the Beta-Bernoulli process component of the
RPC were drawn from a gamma prior, β(s) ∼ Γ(1, 1). To encourage a flat prior setup
of the Beta-Bernoulli process, β(s) was set to 1 for simplicity.
3.5.2 MCMC Performance
As performed in simulation, sampling was performed with an MCMC run of 20,000
iterations, after a 5,000 burn-in. Given the tendency, acknowledged in the simulation
study, of parameters gravitating to a preferred node and remaining there for subsequent
iterations in large samples, the random permutation sampler was applied to encourage
mixing (Frühwirth-Schnatter 2001). Furthermore, the overfitted model is also prone to
generating extraneous and redundant clustering (van Havre et al. 2015). Redundancies
were removed by creating a posterior pairwise comparison matrix based on the full
MCMC output. Hierarchical clustering was then performed using the complete linkage
approach, restricting to the median number of nonempty clusters larger than 5% in size
(Krebs et al. 1989, Medvedovic and Sivaganesan 2002). This threshold was determined
from the simulation study in order to focus on identifying the clusters of global interest.
The trace plots of β(s) and pi1:K showed a good mixing and rapid convergence. All
model parameters were estimated by calculating the posterior median and 95% credible
intervals.
3.5.3 NBDPS Results
The previous models discussed in this paper were also fit using the NBDPS data.
Similar to the simulation results, the DPM and oFMM models derived an excessive
amount of nonempty clusters. The DPM derived 19 nonempty clusters, of these 11
of them were considered small. We define a small cluster as any nonempty cluster
less than 0.05 but larger than 0.005. The oFMM derived 20 nonempty clusters, of
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these ten of them were classified as small. The tLCA model required post hoc testing.
The BIC indicates 15 clusters is the preferred model, which is excessive in handling
interpretability and power. Of the 15 clusters fit in the LCA model, 2 of these clusters
were classified as small. The LPP model derived 9 nonempty clusters, none of which
were classified as small. As illustrated previously, none of these existing methods were
able to distinguish deviating behaviors by a known subpopulation. Yet, a subpopulation
effect was evident as all of the nonempty clusters identified in each of these methods
did not see representation in all 10 states included in the dataset.
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Figure 3.1: Heat map showing modal consumption level of RPC global profiles. Blue -
no consumption, yellow - low consumption, orange - medium consumption, red - high
consumption.
The RPC model identified a total of seven nonempty global cluster patterns. A heat
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map illustrating the patterns of the global profiles is provided in Figure 3.1. Global
profile behaviors were described by foods most likely to have a given consumption level
within each cluster. Figure 3.2 illustrates the top five foods with the highest probability
of having a given consumption level for each global profile. Note some foods were listed
under multiple consumption levels. This demonstrates similar modalities for more
than one consumption compared to the other foods. The greater of these modalities is
reflected in the consumption map of Figure 3.1.
Figure 3.2: Top 5 foods most likely to be consumed at each level of global profiles
The distribution of these profiles by each subpopulation is illustrated in Figure 3.3.
Global profile 3 (gray), which was the largest cluster, was the most prominent profile in
all states except for Arkansas and California. This profile indicated a high consumption
of chicken, cheese, chicken, and beef. In Arkansas, global profile 5 (light blue) was most
prominent, which had a high consumption of soda, tea, potato chips and french fries.
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Texas had a strong representation of global profile 4 which had a high consumption of
foods commonly found in a ‘Tex-Mex’ style diet (tortillas, refried beans, salsa).
Figure 3.3: Frequency distribution of global profiles by subpopulation (state) for the
global profiles identified in the model
While the food patterns found at the global level were shared amongst subjects from
different subpopulations. Unique behaviors were more pronounced within each state
at the local level. A subset of foods were found to deviate to the subpopulation level
for all ten states. A food variable with a tendency to deviate in a given subpopulation,
if ν(s)j ≤ 0.50. Eight foods were found to share a tendency to deviate in favor of non
consumption in all ten states (butter, squash, beef liver, beef tongue, coffee, tea, diet
soda, folate cereal). Four foods had a tendency to not deviate to any of the local
clusters, and remain in accordance with the global profiles (pork, french fries, potato
chips, wheat bread). All other food variables with varying consumption patterns by
state, are illustrated in Figure 3.4. These foods at the local level were isolated into a
heavily weighted single cluster (λ(s) > 0.95) for each subpopulation.
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States with a high demographic of Latino populations (Texas and California) showed
a tendency for a high consumption of foods commonly found in a latino diet (tortillas,
refried beans, salsa, avocados), whereas states, such as Massachusetts, New Jersey,
and New York showed a tendency of no consumption of those foods. Another highly
discriminating food was spaghetti. Spaghetti is a food item that is consumed at a high
level for those subjects in global profile 3. This was the most populous global profile in
North Carolina and Utah, yet subjects from those states were likely to deviate in favor
of a low or medium consumption, respectively. Similarly, subjects from Massachusetts
and New Jersey that may not have been allocated to that global profile (i.e. global
profile 2 and global profile 5) still favor a high consumption of spaghetti. Utah subjects
had a tendency to deviate in favor of a high consumption of fruits (apples, bananas,
fruit cocktail) and dairy (egg, reduced milk).
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Figure 3.4: Heat map illustrating foods with a tendency to deviate from the global
profile (ν(s)j < 0.5), by subpopulation. Blue - no consumption, yellow - low consumption,
orange - medium consumption, red - high consumption.
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3.6 Discussion
The RPC method provides a convenient and informative population-based model
that is able to adapt and account for potential deviations occurring within subpopula-
tions. This was evident in the application of the NBDPS dietary data. Many precon-
ceived notions of regional food trends were identified in this model. It calls attention
to the overgeneralization of dietary practices in the United states as regionally indige-
nous foods can sometimes be drivers of diet characterization. With an extension to
case-control analysis, this method will be able to identify how deviations in a national
or state diet can associate with various health outcomes.
Within each subpopulation, deviating items favored a heavier mass into a single
cluster. This may be due to the relatively smaller sample size and more homogeneity
that exists with a single subpopulation. Clustering at the global level removes infor-
mation that is not pertinent to the overall population. That information is subjugated
to the subpopulation level where it can assume a separate local clustering of individual
deviated variables. On occasion, some foods may share a local deviation in favor of
non-consumption across all subpopulations. In this case, the global profile reflected the
patterns of subjects that shared consumption behaviors with those from other subpop-
ulations, while all non-consumers were localized to the state level.
Specificity of global profiles can be a concern when a subpopulation contains a
highly deviant local cluster pattern. The simulation study indicated that these local
cluster patterns can be misclassified as a single global pattern, or hybridized with other
highly deviant local clusters to a global profile. While it does provide the necessary
information about the characteristics of that pattern, it may not be able to differentiate
that pattern from the rest of the general population discriminately. Further research is
needed to address these concerns.
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CHAPTER 4: SUPERVISED ROBUST PROFILE CLUSTERING
4.1 Motivation
Robust profile clustering (RPC) is an exploratory technique that is able to dis-
criminate features of a diverse population that contribute to the general population as
opposed to a subpopulation. This is done by removing the overgeneralization of global
clustering, where subjects can be clustered together but not assumed to respond to all
exposures in a set identically. RPC provides a multilevel approach that allows subjects
and variables to cluster both locally, within a subject’s respective subpopulation, and
globally, across all subpopulations.
As an exploratory technique, RPC is able to identify features that are likely to
trend over the general population compared to those localized within a subpopulation.
Linking these derived clusters to an outcome requires an equally flexible regression
model. Traditional regression models are limited due to the general assumption that a
subject’s cluster assignment is consistent across all variables in the set. In the case of
RPC, subjects can contain both global and local cluster assignments that differ from
one variable to another. This means two subjects from different subpopulations could
be in the same global cluster, but differ in variable deviation patterns. Similarly, two
subjects from the same subpopulation could share deviation responses in variables, but
belong to different global clusters.
This multilevel clustering structure requires a more supervised regression model to
determine if an outcome is driven by a feature that is global or localized within a
subpopulation. Supervised clustering is derived jointly with the exposures associated
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to an outcome linked in aggregation. How subjects cluster is directly dependent on the
association of the many exposures to that outcome.
We approach this concern by developing a predictive clustering model, that links
the dual level clustering generated from the RPC with a response model. This allows
subjects that are more likely to exhibit a health outcome to cluster in accordance with
their combinatorial behavior profile. Similar ideas have been used to link functional
predictors to various maternal health outcomes.
Dunson et al. used a predictor/response clustering model to determine the associ-
ation of pregnancy weight gain with infant birth weight (Dunson et al. 2008). Simi-
larly, Bigelow and Dunson (2009) created a predictive clustering model that used post-
ovulatory progesterone data to predict early pregnancy loss. The results from these
studies have shown promising results, but new methods are needed to accommodate
multivariate categorical data in a nonparametric model.
We organize this chapter as follows. Section 2 introduces the supervised RPC joint
model. Section 3 describes the algorithm for posterior computation and inference.
Section 4 presents an application of the model using the NBDPS data to determine an
association between maternal diet and oral cleft birth defects. We conclude with a short
discussion on extensions and further methodological developments with the model in
Section 5.
4.2 Supervised RPC Joint Model
4.2.1 Robust Profile Clustering Predictor Model
The RPC process generates global and local cluster assignments for each subject
based on their observed responses to a set of exposure variables. It is induced through a
3-component probabilistic model: (i) the global clustering, Ci, (ii) the local clustering
membership Lij, and (iii) the local deviation indicators Gij. Let n be the number of
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subjects in a general population that is comprised of S subpopulations. Each subpop-
ulation s ∈ (1, . . . , S) contains ns subjects. Let xi = (xi1, . . . , xip) denote the observed
data vector for subject i for all p variables.
The global clustering component is generated from a finite mixture model, such that
Pr(Ci = h) = pih, pi = (pi1, . . . , piK) ∼ Dir( 1K , . . . , 1K ), where K is the expected number
of global clusters in the model. If the number of clusters is unknown, a conservative
upper bound that far exceeds the expected number of clusters in the model can be used
to mimic an overfitted finite mixture model (Rousseau and Mengersen 2011). The local
clustering component may also be generated from an overfitted finite mixture model, for
each subpopulation s and variable j ∈ (1, . . . , p), where Pr(Lij = l|si = s) = λ(s)h , λ(s) =
(λ
(s)
1 , . . . , λ
(s)
K ) ∼ Dir( 1K , . . . , 1K ). The global/local allocation component, Gij is drawn
from a Beta-Bernoulli process, where Gij|si = s ∼ Bern(ν(s)j ), ν(s)j ∼ B(1, β(s)), for
each variable j ∈ (1, . . . , p), and s denotes the corresponding subpopulation for subject
i.
Let K0 denote the number of nonempty global clusters derived in the RPC model,
and Ks the number of nonempty local clusters derived for subpopulation s. Each
global and local cluster is represented with parameters Θ0 and Θ
(s)
1 , that span the
set of global and local variables j ∈ (1, . . . , p), respectively. The density of these
parameters corresponds with the data type of the observed variables. We focus this
paper on multinomial categorical data, but these parameters are able to accommodate
any exponential family of different measure scales (e.g. categorical, continuous, count).
The number of levels for each variable j is denoted dj. The subject-specific likelihood
function illustrated in (4.1) demonstrates that all of the features allotted to the global
cluster are estimated when Gij = 1. Local features are estimated individually, as
indicated when Gij = 0.
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f(xi|pi, λ,Gij,Θ0,Θ1) =
 K0∑
h=1
pih
p∏
j:Gij=1
dj∏
c=1
θ
1(xij=c)
0jh,c
 p∏
j:Gij=0
 Ks∑
l=1
λ
(s)
l
dj∏
c=1
θ
1(xij=c)
1jl,c

(4.1)
4.2.2 Probit Regression Response Model
At each iteration in the MCMC algorithm, the current global cluster index, Ci,
assigned to each subject is added to the probit model as a fixed effect covariate, where
yi = 1, indicates an oral cleft birth defect outcome. While the global cluster assign-
ment can change from iteration to iteration, all other predictors in the model remain
fixed. We represent the set of subject-specific observed covariates as Wi. These co-
variates include study site location of the subject, designated by s and a collective
set of demographic variables, Wi ∈(age, race, BMI, smoking, alcohol intake, maternal
education).
P (yi = 1|Wi, Ci) = Φ
(
ξ1 +
S∑
s=2
1(si = s)ξs +
K0∑
k=2
1(Ci = k)ξS+h +Wiξdem
)
(4.2)
Using the global cluster assignments generated from the predictor model, the probit
response model in (4.2) is constructed. To avoid over-specification, a global intercept
was used under a reference-cell coding structure. To allow parameter estimation of the
response model, we implement the sampling approach of a latent variable Zi, where
Yi = 1(Zi > 0), and Zi follows a linear regression, as introduced by Albert and Chib
(1993).
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4.3 Methods
4.3.1 Parameter Estimation
The joint model is intended to estimate both parameters from the RPC-predictor
model and the probit response model concurrently in an MCMC algorithm. Yet, when
the number of global clusters is not known a priori an overfitted finite mixture model
is necessary to first determine the appropriate number of global clusters to fit in the
joint model.
A common consequence of mixture modeling is label switching. Cluster assign-
ments can change from iteration to iteration in the RPC-predictor model, which may
interfere with accurate covariate effects in the response probit model at each MCMC
iteration. Additionally, the imposition of an overfitted mixture model can generate
both extraneous and redundant clustering (van Havre et al. 2015). To account for
this, a similarity matrix was calculated based on the MCMC output of the RPC model
containing pairwise posterior probabilities of two subjects being clustered together in
a given iteration. Hierarchical clustering was then performed on the similarity matrix,
using the complete linkage approach (Krebs et al. 1989, Medvedovic and Sivaganesan
2002). The appropriate number of clusters was then determined from the hierarchical
clustering dendrogram and applied to the dataset for a single cluster estimate, based
on the MCMC output. The supervised RPC joint model was then applied using the
appropriate number of global clusters, and the single cluster estimate assignments as
initial values. Posterior median estimates of all parameters were then relabelled and
calculated after an MCMC run of 20,000 iterations and a 5,000 burn-in.
42
4.3.2 MCMC Algorithm
We set up the model with Ga(1, 1) prior on the Beta-Bernoulli process hyperpa-
rameter {β(s)}Ss=1. Assuming a multinomial categorical dataset where all variables
contain d different response levels, we select a flat symmetrical Dirichlet prior (η = 1),
for Θ0j|h = {θ0jh,1, . . . , θ0jh,d} for all j ∈ (1, . . . , p) variables, in each global cluster
h ∈ (1, . . . , K), and likewise for the local cluster density parameters. Covariates in-
cluded in the model were generated from the standard multivariate normal distribution.
To encourage sparsity, the Dirichlet hyperparameter of the global and local finite mix-
tures was selected as α = 1
1000
. Latent response variable, zi, was drawn from a truncated
normal distribution, based on if the subject was designated as an oral cleft defect case
(yi = 1) or healthy control (yi = 0), as detailed below.
P (yi = 1|Wi, ξ, Ci) = Φ(Wi, ξ)
Zi = ξ1 +
S∑
s=2
1(si = s)ξs +
K0∑
k=2
1(Ci = k)ξS+h +Wiξdem + i
where i ∼ N(0, 1)
Φ(Zi) =

> 0, when yi = 1
≤ 0, when yi = 0
(4.3)
To provide better interpretability of probit coefficients, posterior probabilities were
calculated to determine if a parameter was likely to contribute to an increase or decrease
in risk of an orofacial cleft. This was calculated by summing the total number of output
values for each coefficient that were positive, indicating an increase in risk, over the
total number of iteration values, such that Pr(ξ > 0) = 1
M
∑M
t=BURN+1 1(ξ
(t) > 0),
where M is the total number of MCMC iterations after burn-in, and ξ(t) is the probit
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coefficient c estimate at iteration t.
Posterior Computation and Inference
We propose a simple Gibbs sampler for posterior computation.
1. Update the global component indicators (Gij | si = s) ∼ Bern(pij), where
pij =
ν
(s)
j
∏d
c=1 Θ
1(xij=c)
0jCi,c
ν
(s)
j
∏d
c=1 Θ
1(xij=c)
0jCi,c
+ (1− ν(s)j )
∏d
c=1(Θ
(s)
1jLij ,c
)1(xij=c)
for each subject i ∈ (1, . . . , n) with respective subpopulation index s.
2. Update global cluster index Ci, i = 1, . . . , n from its multinomial distribution
where
Pr(Ci = h) =
pih
∏
j:Gij=1
∏d
c=1 Θ
1(xij=c)
0jh,c∑K
l=1 pil
∏
j:Gij=1
∏d
c=1 Θ
1(xij=c)
0jl,c
.
3. Update local cluster index Lij for all i : si = s and j = 1, . . . , p, repeating for
each s, from its multinomial distribution conditional on si = s where
Pr(Lij = h) =
λ
(s)
h
∏d
c=1
(
Θ
(s)
1jh,c
)1(xij=c,Gij=0)
∑K
l=1 λ
(s)
l
∏d
c=1
(
Θ
(s)
1jl,c
)1(xij=c,Gij=0) .
4. Update the global clustering weights
pi = (pi1, . . . , piK) ∼ Dir
(
α +
n∑
i=1
1(Ci = 1), . . . , α +
n∑
i=1
1(Ci = K)
)
.
5. Update the local clustering weights in subpopulation s,
λ(s) =
(
λ
(s)
1 , . . . , λ
(s)
K
)
∼ Dir
(
α +
∑
i:si=s
p∑
j=1
1(Lij = 1), . . . , α +
∑
i:si=s
p∑
j=1
1(Lij = K)
)
.
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6. Update the multinomial parameters
Θ0jh ∼ Dir
1 + ∑
i:Gij=1,Ci=h
1(yij = 1), . . . , 1 +
∑
i:Gij=1,Ci=h
1(yij = d)

Θ
(s)
1jh ∼ Dir
1 + ∑
i:Gij=0,Lij=h,si=s
1(yij = 1), . . . , 1 +
∑
i:Gij=0,Lij=h,si=s
1(yij = d)

7. Update ν(s)j ∼ Be(1 +
∑
i:si=s
Gij, β
(s) +
∑
i:si=s
(1−Gij)).
8. Update Beta-Bernoulli hyperparameter: β(s) ∼ Ga(aβ+p, bβ−
∑p
j=1 log(1−ν(s)j )).
9. Update regression coefficients: ξ ∼MVN((Σ−10 +W ′W )−1(Σ−10 µ0+W ′Z), (Σ−10 +
W ′W )−1).
10. Update latent response variable: Zi|ξ, yi ∼

Nzi≤0(Wiξ, 1) when yi = 0
Nzi>0(Wiξ, 1) when yi = 1
4.4 Application to National Birth Defects Prevention Study
4.4.1 NBDPS Dietary Data
The National Birth Defects Prevention Study (NBDPS) is an observational, population-
based, case-control study of birth defects in the United States (Yoon et al. 2001). Ma-
ternal dietary consumption data were collected from ten different centers across the
United States from 1997-2009. Cases were defined as any live-born, stillborn, or elec-
tively terminated infant with an orofacial cleft defect. Cleft defects were classified as
cleft lip with palate, cleft lip without palate, and cleft palate alone. Controls were
defined as any live-born infant without any birth defects and were randomly selected
from birth certificates or hospital records. There was no matching of cases and con-
trols. Three states did not include information on electively terminated cases (Arkansas,
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North Carolina, Massachusetts). Two states only included data on live-born cases (New
York, New Jersey). Exclusion criteria for this analysis included mothers with multiple
births, a family history of clefts (33 controls, 224 cases), preexisting diabetes (109 con-
trols, 86 cases), used folate antagonist medications(phenytoin, valproic acid, valproate
sodium, carbamazepine, methotrexate, trimethoprim hydrochloride, trimethoprim sul-
fate, trimethoprim, aminopterin sodium, phenobarbital, phenobarbital sodium, prim-
idone, divalproex, and sodium) from the time period 3 months before pregnancy to
the end of pregnancy (124 controls, 55 cases), reported extreme values in total caloric
intake (< 500 or > 5000 kcal) (314 controls, 125 cases), and missed more than 1 item
in the food frequency questionnaire or data on folic acid/multi-vitamin supplement use
(227 controls, 73 cases). After exclusions, a total of 3430 cases and 9010 controls were
included for analysis.
Dietary intake was reported using the Willet food frequency questionnaire. Each
food item listed in the questionnaire contained 16 responses on frequency consumption
ranging from Ônever or less than one monthÕ to Ôsix or more times a weekÕ. A
separate questionnaire was used to assess level of intake of cereal, soft drinks, coffee
and tea. Cereals were classified as containing 100% of the daily recommended value per
serving and not (33 fortified, 143 not). Soft drinks were classified into low-calorie or
regular. A total of 63 food items were used for analysis. Each food item was categorized
into four ordinal categories based on relative daily consumption: no consumption and
tertiles of nonzero consumption. Consumption percentiles were calculated to control
for differences across energy intake. Percentiles were calculated by dividing the grams
per day of an individual food item by the total grams per day of food consumed. Grams
per day of a food item consumed were calculated by multiplying the standard portion
size listed on the questionnaire and the reported frequency of consumption.
46
4.4.2 Comparative Analysis
Deviance Information Criterion (DIC) was calculated for each model to evaluate
model fitness of the supervised RPC joint model, compared to the traditional latent
class model. The latent class model is a finite case. To determine the appropriate
number of classes suitable for this data, models were fit with an increasing number of
classes until best fit was reached. Post hoc testing revealed that the latent class model
preferred 17 global classes. The deviance of the respective models were calculated
using the product of both the clustering predictor model (4.1) and the probit response
model (4.2). The latent class model’s log-likelihood function for the predictor model is
outlined in (4.4).
logL(xi|pi, θ) =
N∑
i=1
log
( K∑
k=1
pik
p∏
j=1
dj∏
c=1
θ
1(xij=c)
jc|k
)
(4.4)
The DIC is calculated by taking the difference of the mean log-likelihood derived at
each iteration of the MCMC with the log-likelihood derived using the posterior mean
estimates of the model parameters, denoted θ˜ (Spiegelhalter et al. 2002).
DIC = −4Eθ[logL(y|θ)|y] + 2 logL(y|θ˜) (4.5)
Five global clusters was deemed appropriate to fit in the supervised RPC joint
model. Modal cluster patterns of these global profiles is provided in Figure 4.1 Thirteen
foods shared an overall non-conumption modality for all four global profiles (butter,
cottage/cream cheese, whole milk, chicken liver, carrots (cooked), yam, squash, beef
liver, beef tongue, coffee, pie, diet soda, folate cereal).
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Figure 4.1: Heatmap showing modal cluster patterns of RPC global profiles. Legend:
Blue-no consumption, Yellow-low consumption, Orange-medium consumption, Red-
high consumption
Figure 4.2 provides an illustration of the top five foods most likely to be consumed
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at each consumption level for each global profile. Some foods were listed as top proba-
bilities in more than one consumption level indicating similar modalities for that food.
The greater of the two modal probabilities is reflected in its respective pattern of Figure
4.1. For example, global profile 1 has tortillas listed as a food most likely consumed at
both the low and medium level. A reference to Figure 4.1, shows that for global profile
2, the modally favored consumption level for apples is medium. This is because the
posterior probability of a subject in global profile 2 consuming apples with a relatively
medium consumption level is 0.37, compared to a low consumption level probability
of 0.29. In essence, most of the subjects allotted to global profile 2 will have a low or
medium consumption with favor towards medium consumption.
Figure 4.2: Top 5 foods most likely to be consumed at each level of global profiles
derived from RPC predictor model
Table 4.1 provides the unadjusted covariate estimates with only subpopulation and
global cluster indices included in the model. All of the states had a tendency to increase
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risk compared to Arkansas (Pr(ξ > 0) > 0.5), but California, Massachusetts, Georgia,
and Utah’s effects were statistically significant. Compared to the referent dietary global
profile 1, one global profile had a tendency to increase the risk of an orofacial cleft
(global profile 4), and the remaining global profiles had a tendency to decrease the risk.
Global profile 5 association was statistically significant.
Coefficient Median 95% Credible Interval Pr(ξ > 0)
Intercept (Arkansas, Global 1) -0.634 (-2.345, 0.208) 0.11
California 0.291 (0.043, 0.787) 1.00
Iowa 0.016 (-0.069, 0.111) 0.64
Massachusetts 0.157 (0.007, 0.439) 0.98
New Jersey -0.002 (-0.115, 0.104) 0.49
New York 0.050 (-0.047, 0.179) 0.83
Texas 0.036 (-0.049, 0.140) 0.79
Georgia 0.167 (0.007, 0.468) 0.98
North Carolina 0.027 (-0.068, 0.132) 0.71
Utah 0.174 (0.006, 0.502) 0.98
Global 2 -0.004 (-0.079, 0.068) 0.45
Global 3 -0.064 (-0.218, 0.026) 0.09
Global 4 0.092 (-0.004, 0.259) 0.97
Global 5 -0.134 (-0.398, -0.007) 0.02
Table 4.1: Parameter estimates of supervised RPC joint model covariates
Global profile 1 which was considered the referent dietary group had a protein rich
diet with a high consumption of chicken, beef, and eggs. Global profiles 3 and 5 showed
a tendency to decrease probability risk compared to this global profile. Global profile
2 had a weak tendency to decrease probability risk and reflects a diet with a high
consumption of beef and starches. Global profile 3 had a high consumption of fruits
and beans. Global profile 5 contained a high consumption of foods consistent with a
more prudent style (fruits, vegetables, wheat bread). Global profile 4 which showed a
high tendency for caffeinated products (coffee, soda, tea) showed a tendency to increase
probability risk of an orofacial cleft.
The case prevalence rates from the supervised RPC joint model were calculated
for each state and global profile are illustrated in Figure 4.3 to provide a relative
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representation of the risk based on the NBDPS sample. Across all states, global profile
5 had the lowest risk and global profile 4 had the highest. Across all global profiles,
California had the highest risk.
Figure 4.3: Plot of unadjusted prevalence rate of orofacial cleft by state
The 17-cluster LCA model showed significant effects in subpopulations and global
clustering (Table 4.2). Subpopulation effects were found in California, Massachusetts,
Georgia, and Utah. Dietary effects were found in LCA global clusters 6 and 10. As
with the RPC, all of the states indicated a high probability of increasing the risk of
an oral cleft, compared to Arkansas. A third of the dietary latent classes have a high
probability of increasing the risk, and three were likely to lower risk relative to pattern
1. Similar to the RPC results, California mothers had a higher risk.
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Coefficient Median 95% Credible Interval Pr(ξ > 0)
Intercept -0.728 (-0.819, -0.636) 0.00
California 0.302 (0.201, 0.401) 1.00
Iowa 0.027 (-0.074, 0.131) 0.70
Massachusetts 0.208 (0.107, 0.306) 1.00
New Jersey 0.040 (-0.0.087, 0.167) 0.74
New York 0.090 (-0.017, 0.197) 0.95
Texas 0.038 (-0.067, 0.143) 0.76
Georgia 0.199 (0.096, 0.298) 1.00
North Carolina 0.049 (-0.061, 0.161) 0.81
Utah 0.221 (0.106, 0.337) 1.00
LC 2 0.031 (-0.040, 0.100) 0.81
LC 3 0.052 (-0.017, 0.122) 0.93
LC 4 -0.068 (-0.156, 0.018) 0.06
LC 5 0.010 (-0.058, 0.077) 0.61
LC 6 -0.073 (-0.136, -0.008) 0.01
LC 7 -0.041 (-0.127, 0.043) 0.17
LC 8 0.059 (-0.020, 0.136) 0.93
LC 9 0.002 (-0.079, 0.080) 0.52
LC 10 -0.108 (-0.191, -0.024) 0.17
LC 11 -0.026 (-0.105, 0.054) 0.26
LC 12 -0.025 (-0.100, 0.048) 0.25
LC 13 -0.009 (-0.077, 0.061) 0.40
LC 14 0.063 (-0.008, 0.136) 0.96
LC 15 0.010 (-0.059, 0.079) 0.61
LC 16 0.050 (-0.024, 0.125) 0.91
LC 17 0.058 (-0.007, 0.123) 0.96
Table 4.2: Coefficient parameter estimates of LCA Model 0, where LC denotes latent
class and the referent group (Arkansas, Global 1) is parameterized through the intercept
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LCA Global Food 1 Food 2 Food 3 Food 4 Food 5
1 spaghetti apples broccoli bananas oranges
2 sirloin beef ground beef corn cheddar potatoes
3 tortillas refried beans french fries egg salsa
4 tortillas refried beans navy beans oranges salsa
5 pork egg french fries potato chips white bread
6 apples oranges spaghetti cod orange juice
7 tortillas refried beans salsa oranges peppers
8 tortillas refried beans oranges salsa apples
9 ground beef french fries white bread potato chips corn
10 wheat bread carrots salad dressing spaghetti fruit cocktail
11 cheddar chocolate reduced milk sirloin beef wheat bread
12 coffee wheat bread reduced milk fruit cocktail carrots
13 ground beef french fries white bread potatoes sirloin beef
14 soda tea french fries ground beef potato chips
15 french fries ground beef potatoes sirloin beef corn
16 soda tea coffee white bread diet soda
17 reduced milk cheddar chicken orange juice wheat bread
Table 4.3: Top 5 foods for each LCA cluster that are most likely to be consumed at a
high consumption level
The DIC for the supervised RPC joint model had a significantly lower DIC value
compared to the 17-cluster LCA model (DICsRPC = −2.8e+ 7;DICLCA = −1.8e+ 6),
indicating a better fit of the data under the supervised RPC model. Subjects showed
an increased or decreased probability, depending on both subpopulation and global
profile. California had the highest risk across all global profiles, compared to other
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states. Global profile 4 was significant in lowering the risk of an oral defect outcome.
4.4.3 Demographic Confounding
Several demographics have been found to also show an association to birth defects.
Descriptive statistics of the demographic data included in the model is provided in Table
4.4. When introduced into the model, containing the same RPC-derived clusters, four
states were shown to have a significant association to an oral cleft defect (California,
Massachusetts, Georgia, Utah). Consistent with the unadjusted model, global profile
3 and 5 had a tendency to decrease the probability risk, and global profile 4 had a
tendency to increase risk. Global profile 2 now showed a stronger effect in favor of
increasing the probability risk. Global profile 5 was the only global diet that had a
significant effect (Table 4.5). Of the nine demographic variables included in the model,
smoking status, Non-hispanic Black, and education level had a significant effect. The
risk of a California, Non-hispanic Black, smoker, with more than 12 years of education,
from RPC global profile 2 having an oral cleft defect is 0.23. Compared to a California,
Non-Hispanic Black, non-smoker, with more than 12 years of education from RPC
global profile 2, the risk decreased to 0.19. Therefore, Non-hispanic Black subjects had
a decreased probability risk by 4%, after controlling for race, location, education, and
diet profile.
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National Birth Defects Prevention Study Oral Cleft Control
Demographic Information (n=3430) (n=9010)
Variable Category n (%) n (%)
Race/Ethnicity
Non-Hispanic White 2108 (61) 5221 (58)
Non-Hispanic Black 204 (6) 994 (11)
Hispanic 856 (25) 2141 (24)
Other 262 (8) 648 (7)
Age, in years
< 25 1194 (35) 2974 (33)
25-35 1860 (54) 5122 (57)
> 35 376 (11) 914 (10)
Education
HS or less 1577 (46) 3674 (41)
Beyond HS 1832 (54) 5279 (59)
BMI
Underweight, BMI < 18.5 202 (6) 472 (5)
Normal, 18.5 ≤ BMI < 25 1715 (53) 4679 (54)
Overweight/Obese, BMI > 25 1348 (41) 3477 (40)
Smoking
No 2629 (77) 7367 (82)
Yes 786 (23) 1614 (18)
Periconceptional No 2102 (62) 5621 (63)
Drinking Yes 1305 (38) 3327 (37)
Folic Acid No 2338 (68) 5926 (66)
Supplement Use Yes 1092 (32) 3084 (34)
Table 4.4: Descriptive statistics of NBDPS participants included in study
Inferring further from this, one can now better understand the significance of the
other coefficients in the probit model. Positive parameter estimates indicate an increase
in risk, with respect to the referent group. Negative parameter estimates indicate a
decrease in risk, with respect to the referent group. Therefore, compared to Arkansas,
California, Massachusetts, Georgia and Utah have an increased risk of an oral cleft
defect. Smokers have a higher risk compared to non-smokers. Non-hispanic Black and
higher education is significant in decreasing risk, compared to all other races. Mothers
assigned to global profiles 2 and 4 had an increased risk of an orofacial cleft, while
all other dietary profiles decreased risk compared to global profile 1, referenced in the
intercept.
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Coefficient Median 95% Credible Interval P (ξ > 0)
Intercept (Arkansas, Global 1) -0.554 (-2.170, 0.273) 0.13
California 0.270 (0.036, 0.752) 0.99
Iowa -0.030 (-0.132, 0.057) 0.25
Massachusetts 0.151 (0.002, 0.452) 0.98
New Jersey 0.025 (-0.083, 0.146) 0.67
New York 0.049 (-0.051, 0.181) 0.82
Texas 0.007 (-0.087, 0.106) 0.56
Georgia 0.275 (0.036, 0.792) 0.99
North Carolina 0.055 (-0.046, 0.191) 0.85
Utah 0.171 (0.001, 0.517) 0.98
Smoking 0.145 (0.015, 0.406) 0.99
High BMI 0.039 (-0.014, 0.124) 0.92
Low BMI 0.058 (-0.042, 0.191) 0.86
Age > 25 0.012 (-0.037, 0.066) 0.68
Non-Hispanic Black -0.509 (-1.600, -0.090) 0.00
Hispanic -0.061 (-0.185, 0.023) 0.09
At least 12-yr Education level -0.119 (-0.338, -0.010) 0.01
Alcohol 0.015 (-0.031, 0.070) 0.74
Folic Acid Use -0.031 (-0.107, 0.022) 0.14
Global 2 0.025 (-0.048, 0.116) 0.74
Global 3 -0.077 (-0.253, 0.025) 0.08
Global 4 0.045 (-0.028, 0.149) 0.88
Global 5 -0.122 (-0.371, -0.001) 0.02
Table 4.5: Probit Regression model fixed effect parameter estimates for any oral cleft
outcome, Arkansas and Global profile 1 are parameterized in the intercept term as the
referent group
4.5 Extension to Local Deviations
Variables that do not contribute to global profile information are considered local
deviants. The information they contain are only applicable at the subpopulation level.
These items follow a separate clustering structure from the globally clustered foods, that
will differ from subpopulation to subpopulation. The likelihood of a food following
a local clustering structure is dependent on the subject and the subpopulation. To
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incorporate these variables into the probit response model described in (4.2), intuitively
suggests a hierarchical framework, where locally deviated foods are treated as random
effects. Theoretically, with Zi serving as the latent response variable, and Hi the design
matrix for the random effects, the probit regression model would expand to
Zi = ξ1 +
S∑
s=2
1(s = si)ξs +
K0∑
k=2
1(Ci = k)ξS+k +Wiξdem
ξs = µs +Hb
Hb =
Ks∑
l=1
p∑
j=1
Hij|lblj
(4.6)
The subpopulation covariate has a separate estimation structure, such that µs is es-
timated with the other fixed effects and E(ξs|µs, b) = µs+Hb. Similarly, the conditional
expectation of the latent variable Zi|ξ, b = Wiξ+Hb+ij, where  ∼ N(0, 1). The design
matrix of the random effects is described with H, a concatenation of all S subpopula-
tions where eachHs is of dimension [ns×Ks], andKs is the number of nonempty clusters
in subpopulation s that is larger than 5%. The set of random effect variables, bq, are
treated as independent normal variables, where bq ∼ N(µb, σb). This allows for simple
conjugacy in the posterior computation, where µb = (H ′H + V −1)−1H(µξs+K0 − ξs+K0)
and σb = (H ′H+V −1)−1. Under the assumption of independence of food items within a
cluster assignment, the covariance structure of the random effects is a diagonal matrix,
where V = diag(σ21, . . . , σ2q ), and σ2b ∼ IG(ab + ns2 , b
′b
2
+ bb), where ab, bb are hyperpa-
rameters.
Practically speaking, the number of random variables for each subject grows linearly
with the number of clusters. A subject with Ks local clusters will have Ks× p random
variables, with only a select few of those applicable to the subject based on the strength
of νj, which controls the probability of a variable deviating to a local cluster. The
combination of a high number of random variables and a low number of signals creates
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an issue of data separation. Separation occurs when the response outcome separates
a predictor variable completely. For example, in the NBDPS data six subpopulations
were identified as having complete separation. Within these subpopulations, 12 food
variables were found to deviate for all cases in that subpopulation, but no controls.
Alternative naive priors can sometimes be used. A flat uniform prior can at times
be very useful when there is not a lot of information about the random effects, however
this is detrimental when there is complete separation of variables, as there is in our data
(Gelman et al. 2006). An inverse gamma prior has high sensitivity to its hyperparam-
eter. The Cauchy prior has become useful prior that can handle the data separation
issue (Ghosh et al. 2017). However, even this was not able to stabilize the overfitting
of random effects, and still masked any subpopulation effect from the model.
4.6 Discussion
The supervised RPC model provides a bridge connecting clustering analysis with
confirmatory regression analysis. Contrary to most exploratory models, the supervised
RPC model is sensitive to both the population and outcome of interest. It is able to
create a clustering system that reflects patterns associated with a health outcome, as
demonstrated here with an orofacial cleft defect. A different health outcome would
reflect a different clustering model than the one described in this paper.
For consistent estimation of regression covariates, the joint model is best suited
when the number of global clusters is known, due to label switching and the overfitted
framework of the RPC mixture model. The fit of the joint model is drastically better
than the traditional latent class model because of the imposition of partial partitioning.
It is able to restrict the information included in the linear model to use only variables
with a significant contribution to the global clustering profile. The traditional LCM is
comparatively weaker because other variables that produce noise can mask any effect
58
that would otherwise be visible.
The results from our fixed effects model, indicate that the dietary patterns likely
associated with a birth defect outcome are highlighted at the subpopulation level.
Further methodological development is necessary in figuring out how to isolate these
foods in determining which of these consumption patterns is driving an outcome of
interest.
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CHAPTER 5: MACHINE LEARNING APPROACHES FOR
ANALYSIS OF DIETARY PATTERNS
5.1 Background
5.1.1 Dietary Pattern Analysis
Dietary intake is a modifiable exposure that has been directly linked to several
diseases (Willett et al. 2006). Accurate identification of dietary behaviors associated
with specific health outcomes can aid in appropriate public health recommendations
and policies of target populations. To accomplish this, new and advanced methodology
is necessary to improve dietary analysis, particularly for large, diverse populations as
the United States. While some researchers focus on individual foods or nutrients,
people do not consume foods in isolation but rather in combinations that are specific
to cultural and regional norms (Millen et al. 2016). Food Frequency Questionnaires
(FFQ) are a commonly used tool to collect self-reported data on an individual’s daily
food consumption. The FFQ is able to query consumption patterns of many different
foods and beverages. This level of detail requires dimension reduction methods to
reduce the information into an interpretable number of summary variables.
Dietary patterns are typically derived empirically using statistical methods such
as factor analyses, cluster analysis, or latent class models (Devlin et al. 2012, Newby
and Tucker 2004, Sotres-Alvarez et al. 2010). Many of these methods require a priori
knowledge of the clustering structure of the data. When the structure is unknown,
multiple models of varying sizes are fit and evaluated with post hoc testing to determine
the best model. However, as data granularity, population size and diversity increase,
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the data grows increasingly complex, rendering many of these traditional methods
ineffective and incomplete. More clusters are preferred in the model which present
statistical challenges. It is difficult to generate effective inference from too many clusters
because it has lost statistical power with the increased heterogeneity. To generate any
form of effective inference, the number of clusters allowed in the model may be truncated
to an interpretable amount. This paints an incomplete picture of the data, as smaller
groups with pronounced behaviors will be masked when forced into a larger cluster.
5.1.2 Review of the Latent Class Model
One of the most common approaches for determining consumption patterns of dif-
ferent subjects is the latent class model (LCM) (Sotres-Alvarez et al. 2010). Subjects
within a latent dietary class share similar eating habits and differ significantly from
subjects of other dietary classes. The model requires the number of latent classes, or
expected dietary patterns, to be defined a priori. In practice, this is typically unknown,
requiring several different models with a varying number of latent classes to be fit and
evaluated post hoc (Nylund et al. 2007). In large populations, models with a large num-
ber of classes are favored. Further, as more foods are included in data collection, the
dimensionality increases in the model, which compromises interpretability and general-
izability. In practice, the number of dietary classes is truncated to a subset researchers
believe is readily comprehensible (4-8 classes) (Sotres-Alvarez et al. 2010, Harrington
et al. 2014, Kant 2004, Padmadas et al. 2006). With a uniquely diverse population
as the United States, eight classes is insufficient for identifying dietary patterns that
are influenced by indigenous foods and cultures from state to state. For example, a
vegetable-rich diet in Massachusetts may consist of a different set of vegetables than
are typically found in a vegetable-rich diet in Idaho. Whereas, a vegetable-rich diet
may not be evident in a state like Arkansas. Additionally, as a highly migrant nation,
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new dietary patterns can rapidly emerge as new cultures are introduced into a region
or area.
5.1.3 Machine Learning
Once a field relegated solely to computer science, machine learning has quickly
gained mainstream attention towards a wide variety of disciplines and applications. As
access to large amounts of data continues to expand, machine learning methods are
increasingly used due to their rapid computational times, sometimes achieved at the
expense of knowledge about the properties of algorithms.
We present two novel machine learning methods, Robust Profile Clustering and
CrossCat, and discuss their practicality in the derivation of dietary patterns compared
to the more widely used clustering technique, the latent class model. We apply these
various methods using the data collected from the Willet food frequency questionnaire
(FFQ), which obtain consumption levels and frequencies of a large list of possible foods.
5.2 Introduction of Machine Learning Methods
5.2.1 Robust Profile Clustering
Robust profile clustering (RPC) is a recently proposed method that accommodates
diversity in a population without sacrificing interpretability. Two of the main differ-
ences of RPC from standard LCM are (1) estimation of the number of latent classes
rather than the requirement of a priori specification of the number of classes, and (2)
extension to accommodate local variations in clusters. The RPC model removes the
need to fix the number of latent classes in advance, by fitting the mixture model with
a Dirichlet process (DP). This allows the number of clusters to grow and form as more
data is introduced into the model. The number of clusters grows logarithmically with
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the population (Antoniak 1974). To prevent a loss of interpretability with an exces-
sively large number of clusters, the DP framework is coupled with a partial partition
process that allows the removal of the global clustering assumption of the LCM. Global
clustering is the assumption that in a given population, all of the subjects adhere to
the same behaviors within a given cluster. This assumption is not practical in diverse
populations. Subjects may have different consumption behaviors of specific food items
based on their background or other life factors. The RPC model relaxes this restriction
by providing a dual flexibility for both subjects and variables. Food items are able to
cluster based on if their consumption behaviors are shared across the entire population
or not. Food variables that do not share overall or global behaviors can deviate and
assume a separate clustering pattern within identifiable subpopulations. For example,
if an overall dietary pattern has a general non-consumption of sausage, but residents in
Chicago indicate a high intake of sausage, then sausage would be considered a locally
deviated food that would have a separate consumption pattern for Chicago residents.
In essence, heterogeneity in a general population is an advantage with the RPC model
as it provides useful insight into which foods are more prevalent globally (across an
entire population) or locally (within a subset of that population).
The RPC is constructed using three components:
1. A decision variable, Gij that determines whether food item j for subject i con-
tributes to a dietary trend across the general population (Gij = 1); or locally
(Gij = 0), within the subpopulation of subject i. The decision variable is depen-
dent on the subpopulation s of the subject, and is generated from a Beta-Bernoulli
process.
2. All of the foods that have been designated as global variables are collectively
estimated to determine how subjects will be clustered overall. This is similar to
the LCM, but instead only foods that have been designated as “global” will be
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incorporated into the overall clustering system. Subjects are classified into one
of the nonempty global cluster profiles via the MCMC sampling algorithm that
incorporates an overfitted finite mixture model (van Havre et al. 2015).
3. Foods that have been designated as a local variable that deviated from the global
profiles are estimated individually to establish local cluster profiles. The cluster-
ing of subjects at the local level is based solely on the subject’s consumption of
that individually deviated food. For example, a subject may have consumed food
X according to local cluster pattern 1, but may consume food Y according to
local cluster pattern 2. Therefore, that subject will be allocated to local cluster 1
for food X and local cluster 2 for food Y. Similar to the global clustering model,
an overfitted finite mixture model is used to estimate the number of local clusters
within each subpopulation.
5.2.2 CrossCategorization for Approximate Inference in Nonparametric
Bayes Models
5.2.3 General concept
Introduced by Mansinghka et al. (2015), CrossCat takes a multi-dimensional ap-
proach to the Dirichlet process mixture model. The rows and columns of an input
dataset are both summarized using a Dirichlet process mixture model. Suppose a
dataset containing n rows and p columns is created, where n represents the number
of individual observations or subjects in the dataset, and p is the number of measured
variables of each observation or subject. Using a dietary dataset to frame our example,
we let p represent the set of foods measured, and n, the participants in the study.
Measured variables sharing similar behaviors can cluster together in a structure
known as a “view”. For example, apples, oranges, and bananas may cluster to form a
“fruit-view”; chicken, beef, pork may cluster into a “meat-view”. The number of “views”
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is not known a priori. As a result the number of views in a dataset is generated by a
Dirichlet process mixture model (Antoniak 1974). Here, the number of views will grow
logarithmically with the number of measured variables in the dataset. Cross-sectionally,
each view contains a clustering structure of observations, known as “categories”. Each
category contains subjects or observations that share similar behaviors or responses to
that respective clustered set of measured variables (view). So, if there was a “fruit-
view”, participants would be assigned to a category based on how much they consumed
fruits listed in the “fruit-view”. Subjects within each category can differ from view to
view. Therefore, two subjects in the same “fruit-view” category may be in separate
categories under the “meat-view”. Similar to the “view” construction, the number of
categories in each view is not known and is also generated using the Dirichlet Process
mixture model.
This cross-sectional approach is different from a nested approach because there is
no common distribution that the sub-level can be drawn from (Rodriguez et al. 2008).
Typically, in a nested model, subject-level data is drawn from a distribution based on
the designated subgroup. The parameters used to describe a subgroup’s distribution
is generated from an overall distribution set of parameters. In a CrossCat model, the
distributions of the “views” are independent from the distributions of the “categories”.
The outer-level clustering, describing the “views”, is a partition of variables, while the
inner-level clustering, describing the categories, is a partition across all subjects. In
essence, a subject may belong to one subgroup based on a subset of measured variables
and a completely different subgroup for a different set of variables. Furthermore, each of
the subgroups can have different data structures (e.g. continuous vs. discrete) and/or
distributions (Zero-inflated Poisson vs. Gaussian). This flexibility is not allowed in a
nested model because it assumes global clustering, where two subjects belonging to the
same subgroup will share the same behaviors across all measured variables.
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The CrossCat algorithm was implemented using the Chinese restaurant process
(CRP) representation of the Dirichlet Process. The CRP is best understood with the
customer restaurant illustration. A customer enters an empty restaurant and sits at a
table with certainty. A second customer enters the restaurant and can either sit at the
same table as the first customer or select a new table. As each new customer enters the
restaurant they are presented the option of sitting at an already occupied table or a
new table. The probability of a new customer sitting at an occupied table is dependent
on the number of customers already sitting at the table. The probability of sitting at
a new table is dependent on a concentration parameter, α. Clusters grow based on the
“rich get richer” scheme. In other words, tables with more customers at their table are
more likely to have new customers join their table.
Translating to the CrossCat, imagine each table contains n chairs. This way, every
subject (row) has a seat at every table. The number of tables in the room is dependent
on the number of measured variables (columns) in the dataset. Each table represents
a different subset of mutually exclusive measured variables. These tables represent
the “views”. Now, let each of the chairs at each table assume a color to represent the
category that subject sitting in the chair belongs to. So, a “fruit-view” containing 3
categories, could be illustrated by a table with yellow, blue and red chairs. Subject A
sitting in a yellow chair would share similar consumptions of fruits with other subjects
sitting in yellow chairs but different from subject B sitting at a blue chair or subject
C sitting at a red chair. The seat for subject A at the “meat-view” table, may now
be at a green chair. Subject B who was sitting at a blue chair from the “fruit-view”
table, now may join subject A and sit at a green chair at the “meat-view” table. So, the
colored chairs seated at one table are independent of the colored chairs at another table.
Furthermore, the chair colors at the fruit table can assume a different distribution than
the chair colors at the meat table or other variant table.
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The CrossCat algorithm propagates into three basic steps
1. The latent structure is defined by selecting noninformative hyperparameters from
a set of vague hyper priors for all dimensions of the dataset and model compo-
nents. This includes all of the parameters to generate the distributions of each
view and the parameters to describe the distribution of each category within a
view.
2. The measured variables along the columns, referred from this point forward as
dimensions, are partitioned into views via an ‘outer’ Chinese Restaurant Process.
3. Once all views have been defined, the observations along the rows are clustered
into categories, within each view. Each category is generated from an ‘inner’
Chinese Restaurant process.
Once all categories and views have been defined and updated based on the subject
level information contained in each dimension, predictions can be made to calculate the
expected probability a new subject may have based on view and categorical information.
5.3 Analysis of NBDPS Dietary Data
5.3.1 NBDPS Data
The National Birth Defects Prevention Study (NBDPS) is an observational, population-
based, case-control study of birth defects in the United States (Yoon et al. 2001). Ma-
ternal dietary consumption data were collected from ten different centers across the
United States from 1997-2009. This information was obtained using the Willet Food
Frequency Questionnaire and a separate questionnaire that assessed levels of intake of
cereal, soft drinks, coffee, and tea (Subar et al. 2001). Combined the two questionnaires
yielded 63 responses of food intake items per subject. In 2005, the Willet Food Fre-
quency Questionnaire was updated to include five new foods: croissants, fruit punch,
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skinless chicken, veggie/soy burgers, and soy milk. Due to the inconsistency in data
reporting over time, these foods were not included in this analysis.
Relative percentile variables were computed for each food item by multiplying the
amount of food consumed in grams and dividing over the total grams of food consumed
by that subject during pregnancy. For the purposes of general exploration, this dataset
was restricted to only include the diets of mothers who had a single healthy birth and
did not report a history of clefts, preexisting diabetes, or folate antagonist medication
use from three months before pregnancy to the end of pregnancy. After exclusions, a
total of 9010 healthy pregnant mothers were used in the study.
For implementation with RPC, parameters were estimated via a Markov chain
Monte Carlo adapted slice-sampling algorithm (Dunson 2009) with 20,000 iterations
after 5,000 burn-in. Posterior median and 95% credible intervals were calculated using
the MCMC outputs. Nonempty clusters generated from this model were defined as any
cluster filled with at least 5% of the sample population. All analysis was performed
using MATLAB (version 2016a).
For implementation with CrossCat, each measured dimension is a different food item
(d = 63). Each view is a cluster of food items. Categories cluster subjects based on
consumption behaviors shared amongst foods within each view. CrossCat has a high
cost with respect to computational time and memory, when dealing with real data.
Computation is measured by chains and transitions. Chains are considered parallel
runs of the algorithm with different starting values. Transitions is the number of times
the algorithm is iterated. The combination of both measures allow for a stable set of
parameter estimates. To balance the computational burden with real data, CrossCat
was run on the NBDPS data using 10 chains and 100 transitions, as well as different
setting combinations of chains and transitions to compare predictability. Analysis was
performed in Python 2.7.6. Posthoc analysis was performed in MATLAB 2016a.
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5.3.2 RPC Results
Figure 5.1: RPC global profile patterns.
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The computational run time for RPC was 28 hours. Seven global profiles were
derived showing different consumption patterns across the 63 foods. Consumption pat-
terns of the global profiles is illustrated in Figure 5.1. To provide a better overview of
popular foods at each consumption level, Figure 5.2 uses the familiar pyramid illustra-
tion to describe the top five foods most likely to be consumed at that level for a given
global profile. Some levels have duplications of the same food. For example, Global
profile 2 has french fries listed as most likely to be a medium consumption and a high
consumption. This is because both consumption levels had relatively high probabilities
compared to the other foods. The greater of the two probabilities is reflected in its
modal pattern in Figure 5.1. So in the case of global profile 2, the larger mode is in
favor of high consumption for french fries. The largest global profile (RPC-3) indicated
a high consumption of cheddar cheese, spaghetti, chicken and beef. The smallest global
profile (RPC-4) indicated a high consumption of a fast-food style diet (soda, french
fries, ground beef, white bread, potato chips).
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Figure 5.2: Top 5 foods most likely to be consumed at each level of global profiles
All of the foods indicated unique deviating behaviors from the global profiles across
all state sites included in the dataset, with the exception of pork, french fries, potato
chips, and wheat bread. A food with a tendency to deviate was defined as any food
where the probability of deviation to the subpopulation level was greater than or equal
to 50%. Eight foods shared the deviating pattern for non-consumption across all ten
states: butter, squash, beef liver, beef tongue, coffee, tea, diet soda, folate cereal. The
direction of deviation consumption for all remaining foods is reflected in Figure 5.3,
where the level of consumption is indicated by a respective color.
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Figure 5.3: Heat map illustrating foods with a tendency to deviate from the global
profile (ν(s)j < 0.5), by subpopulation. Blue - no consumption, yellow - low consumption,
orange - medium consumption, red - high consumption.
5.3.3 CrossCat Results
The computational run time was 18 hours. Each chain found a different combination
of food groups, or views. An illustration of how foods clustered into these different views
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is provided in Figure 5.4. There was a median of 19 views across all ten chains. Chain
8 had the least number of views with two. The highest variability was seen in chains 2
and 7, with 28 and 25 views respectively.
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Figure 5.4: Heatmap showing the clustering patterns of the 63 foods. Each color
represents a unique cluster
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We focus on the last chain (chain 10) to examine the observation level clustering.
Chain 10 had a total of 5 views. Each view partitioned the 63 food items as follows:
{32 foods, 1 food, 19 foods, 4 foods, 7 foods}. We assign descriptive names for these
views to provide more information on the groups of foods that have been clustered
together (Table 5.1). Western Alternative contains a list of foods that are typically
found in a western style diet. Squash is self explanatory. Prudently southern contains
a list of foods typically consumed in the south but rich in prudent foods like fruits
and vegetables. M-minerals contains a list of foods rich in Manganese and Magnesium.
Calcified fats contains a list of foods rich in calcium or fat/oil.
75
View Name Foods
1 Western Alternative cottage/cream cheese, whole milk, reduced milk, yo-
gurt, egg, salad dressing, chicken liver, chicken, salsa,
bologna, frankfurter, apples, melons, oranges, potatoes,
spinach, pan-fried beef, simmered beef, coffee, tea, cod,
peanuts, refried beans, wheat bread, cake, tortillas, hard
candy, potato chips, spaghetti, ground beef, regular
soda, diet soda
2 Squash squash
3 Prudently Southern bananas, fruit cocktail, orange juice, bacon, green beans,
broccoli, cabbage, carrots, corn, peas, potatoes, toma-
toes, yams, peppers, sirloin beef, white bread, cookies,
chocolate, folate cereal
4 M-Minerals avocados, peaches, navy beans, non-folate cereal
5 Calcified Fats butter, cheddar cheese, margarine/veg oil, cooked car-
rots, peanut butter, ice cream, pie
Table 5.1: Foods clustered for each view. Names correspond to commonalities shared
amongst food in each view
The categories derived for each of the 5 views is illustrated in Figure 5.5. View 1 had
the least number of clusters with 1096. The most clusters generated was View 2 with
6096. Many of these clusters generated were singleton clusters. When implementing
a threshold of greater than 5% of the sample population, the number of clusters per
view decreased considerably. View 4 had the most with four clusters and View 3 had
the least with one cluster (Table 5.2) Foods and mean percentiles of each view and
observed cluster are provided in the appendix.
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Observed Western Squash Prudently M-Minerals Calcified
Cluster Alternative Southern Fats
1 1013 (0.11) 6096 (0.68) 1724 (0.19) 2594 (0.29) 1706 (0.19)
2 1223 (0.14) 467 (0.05) 661 (0.07) 525 (0.06)
3 1314 (0.15) 1018 (0.11) 536 (0.06)
4 576 (0.06)
Table 5.2: Frequency Distribution of each observed cluster within each view containing
at least 5% of the population, n (%).
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Figure 5.5: Heatmap showing the clustering pattern of the 9010 observations. Each
color represents a unique cluster.
Predictability of consumption responses under CrossCat was evaluated under differ-
ent settings to compare to the recommended setting of 10 chains and 100 transitions,
using data from three randomly selected subjects and four different foods. The number
of transitions determines how many times the algorithm will decide to create or destroy
views. More transitions allow for a more stable acceptance rate, and consequently more
stable number of views. The chains allow for multiple versions of the sampling to occur
in parallel with an independent set of priors. The more chains run, the more stable the
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estimates of parameters become as they are averaged over independent reproducible
sets. The trade-off of these conditions is illustrated in Table 5.3. While not perfect,
the more stable and consistent estimate was found in the 10-chain, 100-transition set-
ting. The variables highlighted (whole milk, corn, coffee, cookies) showed that in cases
where there were large percentile values, the CrossCat underestimated or overestimated
observed consumption in the data. These trends were assumed generally throughout
the entire dataset, but this is expected as the percentiles are based off of the cluster
information from subjects within that category and view.
Food Subject Actual 10 chains 1 chain 100 chains
Item ID Value 100 transitions 1000 transitions 1 transition
Whole Milk
2000 5.53 8.53 14.79 9.52
3000 40.63 19.00 14.91 9.77
5000 0.00 2.39 1.45 9.37
Corn
2000 0.55 1.41 0.38 1.89
3000 0.43 1.45 0.88 2.29
5000 3.62 1.94 3.07 2.2
Coffee
2000 0.00 0.15 0.38 0.60
3000 0.00 0.17 0.29 0.63
5000 1.73 1.74 0.30 0.66
Cookies
2000 0.48 0.46 0.35 0.47
3000 1.00 0.51 0.27 0.43
5000 0.00 0.22 0.46 0.47
Table 5.3: True versus predicted percentile consumption of 4 randomly selected foods
and 4 randomly selected subjects, under different algorithmic conditions.
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5.3.4 Comparison of Methods
We will now explore assignment of subjects to the three different approaches. Due to
lack of knowledge of the number of dietary clusters in the model, the latent class model
requires multiple models to be fit with a varying number of clusters. Using the NBDPS
dataset, BIC testing revealed that the LCM model favored a 15-class model. Yet,
previous NBDPS dietary analysis fit the final model with four classes (Sotres-Alvarez
et al. 2010). This was necessary to preserve interpretability and model stability. For
this reason, the RPC and CrossCat methods were compared with the four class model.
Across the three models, subjects tended to remain aggregated together. As illus-
trated in Figure 5.6a, latent class 1 was the only cluster that had only one global profile
from the RPC model allocated to its cluster. The remaining three latent classes had
two RPC global profiles each.
The posterior probability of a subject being allocated to their designated cluster in
the RPC model was compared to the posterior probability of their designated cluster
in the latent class model. The RPC model had a higher allocation probability for
67% of the NBDPS subjects compared to the 15-class latent class model, but only a
higher allocation probability for 36% of the NBDPS subjects compared to the 4-class
latent class model. However, probability of latent class assignment does not address
generalizability as displayed in Figure 5.6b. When comparing the derived patterns
of the RPC global profiles compared to the four latent classes, there was very little
agreement. For example, attributes for latent class 4 were spread across four of the
seven RPC global profiles. This indicates that commonalities were shared between
the latent classes and global profiles however, LCM is unable to discriminate which
variables differ and how.
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(a) Probability Allocation (b) Pattern Comparison
Figure 5.6: Heatmap showing which subjects remained together from LCA model to
RPC model (left). Heatmap showing concordance of derived patterns from RPC global
profiles and traditional LCA model (right).
Movement of the subjects from the latent class model from view to view can be
followed in Figure 5.7. It is evident that most of the subjects from the LCA model
remained together in a single category, from view to view, with the exception of the
Mineral view that has a dominant split across the first two categories.
Like the LCA comparison, the RPC showed a strong preference to remain aggregated
into a single category with the exception of the mineral and southern views that showed
a dominant sharing across two categories (Figure 5.8). This is expected as foods in
the RPC profiles are shared global behaviors. The second view that only contained
consumption of squash, had a majority of subjects in the second category, but some
in the first and fourth categories. Squash is not a highly consumed food across the
general population. Therefore, the differences in actual consumers of this food are
easily discriminated across all subjects.
5.4 Discussion
RPC has the ability to identify patterns that exist at both the national and state
level. The flexibility afforded the model by adjusting for subpopulation differences,
allows for researchers to be able to partition and focus attention on subsets of foods that
may be associated with different research objectives. When linked with an outcome,
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it has the potential to identify which food(s) may be driving certain responses. The
drawback in the RPC arises at the local level. In the event a subpopulation does not
have a lot of subjects with deviating food consumptions from national trends, not much
information can be gained at the local level, and the clustering patterns will appear as
non-informative noise.
CrossCat is a new method that has the potential to provide a dimension-reduction
technique that can be applied to a wide span of interdisciplinary applications. However,
more development is needed to improve clustering so more valuable information can be
obtained. The heterogeneity of real data leads to an excessive amount of very small
clusters to appear. This is a likely consequence of the Dirichlet process implementation,
represented by the Chinese restaurant process, to generate the views and categories of
the model. The machine should administer a clustering threshold value, where if the
size of the cluster is below δ, it would re-assign to an already filled cluster of acceptable
size. Another resolution would be an additional decision step to allow small clusters
to merge with larger clusters, or large clusters to split into smaller clusters. A similar
approach is used in topic modeling, with the imposition of a Dirichlet Forest prior
(Andrzejewski et al. 2009). If applied to the categories or rows in a dietary dataset,
clusters could be merged or split, decided by an acceptance ratio threshold value or
penalty function at each MCMC step.
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Figure 5.7: Concordance heatmaps illustrating which subjects remained together be-
tween the LCA and CrossCat
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Figure 5.8: Concordance heatmaps illustrating which subjects remained together be-
tween the RPC and CrossCat
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CHAPTER 6: CONCLUSION
Cluster analysis is an effective tool for reducing the dimension of large amounts of
data. The Robust Profile clustering model is suited for large populations comprised
of uniquely behaving subpopulations. It is able to partition the data and identify
which variables add value to the general population or a respective subpopulation.
The supervised Robust Profile clustering model is useful when it is desired to tailor the
clustering to an outcome of interest. CrossCat is less favored for exploratory clustering,
and more for predictive modeling based on a complex clustering structure.
As technology continues to advance and the access to more and more granular data
becomes available, new methods such as these will become vital to understanding pop-
ulation behaviors, trends and patterns. With the help of high performance computing
software, such as Python or MATLAB, machine learning tools are now accessible to
researchers from a wide variety of disciplines. It is my hope that this research will help
further the progress of making better informed decisions, while still acknowledging the
unique and diversity in the general population.
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APPENDIX A: MATLAB CODE FOR CHAPTER 3
The following MATLAB code is used to perform the RPC model on NBDPS data.
1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %ROBUST PROFILE CLUSTERING pr i o r
3 %Programmer : Briana Stephenson
4 %Data : NBDPS
5 %Edit : remove c r o i s s an t s , f r u i t punch , veg/ soy burgrs , soymilk
from se t
6 % due to data r epo r t i ng d i sc repancy
7 % Run on both ca s e s / c on t r o l s
8 % rep l a c e DP with oFM component update
9 % Only swap c l u s t e r ass ignments not parameters
10 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
11 c l e a r ; c l c ;
12
13 %unload data
14 cc=x l s r e ad ( ’NBDPS_demscleft22JUN2017 . x l sx ’ , ’ cc ’ ) ;
15 cc=cc ( cc ( : , 3 ) ==0 ,:) ;
16 a l l f o o d=cc ( : , 1 7 : 8 4 ) ;
17 food=a l l f o o d ( : , [ 1 : 9 11 :42 44 :49 52 :55 57 : end ] ) ;
18 % remove misreported foods ( v10 , 43 , 50 , 51 , 56 )
19
20 s t a t e=cc ( : , 2 ) ;
21
22 k_max=50; k_global=6;
23 [ n , p]= s i z e ( food ) ;
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24
25 d=max( food ( : ) ) ;
26 S=length ( unique ( s t a t e ) ) ;
27 n_s=ze ro s (S , 1 ) ;
28 f o r s=1:S
29 n_s( s )=length ( food ( s t a t e==(s+9) , : ) ) ;
30 end
31
32 %ve c t o r i z a t i o n o f data
33 i d z = repmat ( 1 : p , n , 1 ) ; i dz = idz ( : ) ;
34 y_d = food ( : ) ; l in_idx = sub2ind ( [ p , d ] , idz , y_d) ;
35 %subve c t o r i z a t i on
36 idz_s=c e l l (S , 1 ) ;
37 idz_s{S }= [ ] ;
38 l in_idxS=c e l l (S , 1 ) ;
39 l in_idxS {S }= [ ] ;
40 y_s=c e l l (S , 1 ) ;
41 y_s{S }= [ ] ;
42 f o r s=1:S
43 i d z s=repmat ( 1 : p , n_s( s ) , 1 ) ;
44 idz_s{ s}=id z s ( : ) ;
45 food_s=food ( s t a t e==(s+9) , : ) ;
46 ys=food_s ( : ) ;
47 y_s{ s}=ys ;
48 l in_idxS { s}=sub2ind ( [ p , d ] , idz_s{ s } , ys ) ;
49 end
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50
51 %% SET UP PRIORS %%
52 abe=1; bbe=1; %hypers f o r beta
53 beta=ones (1 , S ) ;
54
55
56 %nu_j^s
57 beta_s=1;
58 nu=betarnd (1 , beta_s , [ S , p ] ) ;
59
60
61
62 %pi_h f o r a l l c l a s s e s
63 a_pi=ones (1 , k_global ) /50 ;
64 a_ps=ones (1 ,k_max) /k_max ;
65 pi_h=drchrnd ( a_pi , 1 ) ;
66
67 %phi − c l u s t e r index
68
69 r r = uni f rnd ( 0 , 1 , [ n , 1 ] ) ;
70 pisums=[0 cumsum(pi_h ) ] ;
71 phi0=ze ro s (n , 1 ) ;
72 x_ci=ze ro s (n , k_global ) ;
73 f o r l = 1 : k_global
74 ind = rr>pisums ( l ) & rr<=pisums ( l +1) ;
75 phi0 ( ind==1) = l ;
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76 x_ci ( : , l )=ind ;
77 end
78
79 L=max( phi0 ( : ) ) ; %maximum of a l l c l u s t e r s
80
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82 %globa l theta0 /1
83 eta=ones (1 , d ) ;
84 theta0=ze ro s (p , k_global , d ) ;
85 theta1=ze ro s (S , p , k_max, d) ;
86
87 f o r k=1: k_global
88 f o r j =1:p
89 theta0 ( j , k , : )=drchrnd ( eta , 1 ) ;
90 end
91 end
92
93 f o r k=1:k_max
94 f o r j =1:p
95 f o r s=1:S
96 theta1 ( s , j , k , : )=drchrnd ( eta , 1 ) ;
97 end
98 end
99 end
100
101 %globa l z_i j
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102 z_i j=ze ro s (n , p) ;
103 f o r s=1:S
104 ns=n_s( s ) ;
105 nu_s=nu( s , : ) ;
106 z_i j ( s t a t e==(s+9) , : ) = repmat ( binornd (1 , nu_s) , [ ns , 1 ] ) ;
% fami ly index (0= g l oba l fami ly ,1= l o c a l fami ly )
107 end
108
109
110 %% SUBPOPULATION LPP NESTS %%
111 %determine number o f g l oba l d i e t s in each subpopulat ion
112 w_sk=drchrnd (a_ps , S) ;
113
114
115 phi_i j=ze ro s (n , p) ;
116 L_s=ze ro s (1 , S ) ;
117 f o r s=1:S
118 r s = uni f rnd ( 0 , 1 , [ n_s( s ) ,p ] ) ;
119 ws_sums=[0 cumsum(w_sk( s , : ) ) ] ;
120 phi s=ze ro s (n_s( s ) ,p ) ;
121 f o r l = 1 :k_max
122 ind = rs>ws_sums( l ) & rs<=ws_sums( l +1) ;
123 phi s ( ind==1) = l ;
124 end
125 phi_i j ( s t a t e==(s+9) , : )=phi s ;
126 L_s( s )=max( ph i s ( : ) ) ;
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127 end
128
129 %% −−−−−−−−−−−− %%
130 %% data s to rage %%
131 %% −−−−−−−−−−−− %%
132 nrun=25000;
133 %agam_out=ze ro s ( nrun , S+1) ;
134 beta_out=ze ro s ( nrun , S) ;
135 nu_out=ze ro s ( nrun , S , p) ;
136 pi_out=ze ro s ( nrun , k_global ) ;
137 ci_out=ze ro s ( nrun , n) ;
138 th in =50;
139 theta0_out=ze ro s ( nrun/ thin , p , k_global , d ) ;
140 theta1_out=ze ro s ( nrun/ thin , S , p , k_max, d) ;
141 ws_out=ze ro s ( nrun , S ,k_max) ;
142 ks_out=ze ro s ( nrun , S+1) ;
143
144
145 %%%%%%%%%%%%%%%%%%%%%%%%%%%
146 %% POSTERIOR COMPUTATION %%
147 %%%%%%%%%%%%%%%%%%%%%%%%%%%
148 As=ze ro s (n , p) ;
149 p_ij=ze ro s (n , p) ;
150 n_phij=ze ro s (S ,k_max) ; %s t o r e l o c a l c l u s t e r counts
151 n_phi0=ze ro s (1 , k_global ) ; %s t o r e g l oba l c l u s t e r counts
152 %bi=ze ro s (n , 1 ) ;
91
153 f o r i t e r =1:nrun
154
155 %% −− update z prob −− %%
156 f o r s=1:S
157 phrow1=phi_i j ( s t a t e==(s+9) , : ) ; phrow1=phrow1 ( : ) ;
158 the ta1s=reshape ( theta1 ( s , : , : , : ) , [ p , k_max, d ] ) ;
159 A = theta1s ( sub2ind ( [ p , k_max, d ] , idz_s{ s } , phrow1 , y_s{ s }) ) ;
%index o f s ub j e c t s in t h e t a 1 c l a s s
160 A = reshape (A, [ n_s( s ) ,p ] ) ;
161 As( s t a t e==(s+9) , : )=A;
162 end
163
164 phrow0=repmat ( phi0 , [ 1 , p ] ) ; phrow0=phrow0 ( : ) ;
165 B = theta0 ( sub2ind ( [ p , k_global , d ] , idz , phrow0 , y_d) ) ;
166 B = reshape (B , [ n , p ] ) ;
167
168 f o r s=1:S
169 ns=n_s( s ) ; nu_s=nu( s , : ) ;
170 p_ij ( s t a t e==(s+9) , : ) =(repmat (nu_s , [ ns , 1 ] ) .∗B( s t a t e==(s+9)
, : ) . / ( ( repmat (nu_s , [ ns , 1 ] ) .∗B( s t a t e==(s+9) , : ) )+(repmat
(1−nu_s , [ ns , 1 ] ) .∗As( s t a t e==(s+9) , : ) ) ) ) ;
171 end
172
173 z_i j=binornd (1 , p_ij ) ;
174
175 %% −− update pi_h −− %%
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176
177 f o r h=1: k_global
178 n_phi0 (h)=sum( phi0==h) ;
179 end
180 a_pih=a_pi+ n_phi0 ;
181 pi_h=drchrnd ( a_pih , 1 ) ;
182
183 pi_out ( i t e r , : )=pi_h ;
184
185 %%−− update w_sk −−%%
186
187 f o r s=1:S
188 phi_s=phi_i j ( s t a t e==(s+9) , : ) ;
189 % phi_sz=phi_s . ∗ ( z_i j ( s t a t e==(s+9) , : )==0) ;
190 f o r l =1:k_max
191 n_phij ( s , l )=sum( phi_s ( : )==l ) ;
192 end
193 kn_phij=a_ps+n_phij ( s , : ) ;
194 w_sk( s , : )=drchrnd ( kn_phij , 1 ) ;
195 end
196
197 ws_out ( i t e r , : , : )=w_sk ;
198
199
200
201 %% −− phi ~mult inomial ( pi_h ) −− %%
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202 Cp_k=ze ro s (n , k_global ) ;
203 f o r k=1: k_global
204 t0h=reshape ( theta0 ( : , k , : ) ,p , d ) ;
205 tmpmat0=reshape ( t0h ( l in_idx ) , [ n , p ] ) ;
206 Cp_k( : , k )=pi_h (k ) ∗prod ( tmpmat0 .^ z_ij , 2 ) ;
207 end
208 probCi = bsxfun (@times ,Cp_k, 1 . / ( sum(Cp_k, 2 ) ) ) ;
209 x_ci=mnrnd (1 , probCi ) ; [ r , c ]= f i nd ( x_ci ) ; x_gc=[ r c ] ;
210 x_gc=sort rows (x_gc , 1 ) ; phi0=x_gc ( : , 2 ) ;
211 f o r s=1:S
212 L i j s=ze ro s (n_s( s ) ,k_max, p) ;
213 f o r h = 1 :k_max
214 theta1hs = reshape ( theta1 ( s , : , h , : ) ,p , d ) ;
215 tmpmat1 = reshape ( theta1hs ( l in_idxS { s }) , [ n_s( s ) ,p
] ) ;
216 L i j s ( : , h , : ) = w_sk( s , h ) ∗ tmpmat1 .^( z_i j ( s t a t e==(
s+9) , : )==0) ;
217 end
218 sumLijs=repmat (sum( L i j s , 2 ) , [ 1 ,k_max , 1 ] ) ;
219 zupS = L i j s . / sumLijs ;
220 f o r j =1:p
221 sub_pj=reshape ( zupS ( : , : , j ) , [ n_s( s ) ,k_max ] ) ;
222 l_ i j=mnrnd (1 , sub_pj ) ;
223 [ r , c ]= f i nd ( l_ i j ) ; x_l=[ r c ] ;
224 x_sl=sort rows ( x_l , 1 ) ;
225 phi_i j ( s t a t e==(s+9) , j )=x_sl ( : , 2 ) ;
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226 end
227 end
228 ci_out ( i t e r , : )=phi0 ;
229
230 % − update theta − %
231 dmat0=ze ro s (p , d) ;
232 dmat1=ze ro s (p , d) ;
233 f o r k=1: k_global
234 phi0s=repmat ( phi0 , [ 1 , p ] ) .∗ z_i j ;
235 ph0 = ( phi0s==k) ; %subj ’ s in g l oba l c l u s t e r h
236 f o r c = 1 : d
237 dmat0 ( : , c ) = sum( ( food==c ) .∗ ph0 ) ’ ;
238 end
239 f o r j =1:p
240 a_tn0=eta+dmat0 ( j , : ) ;
241 theta0 ( j , k , : ) = drchrnd ( a_tn0 , 1 ) ;
242 end
243 end
244
245 f o r s=1:S
246 phi s=phi_i j ( s t a t e==(s+9) , : ) .∗(1− z_i j ( s t a t e==(s+9) , : ) ) ;
247 f oods=food ( s t a t e==(s+9) , : ) ;
248 f o r l =1:k_max
249 ph1=(phi s==l ) ;
250 f o r c=1:d
251 dmat1 ( : , c ) = sum( ( foods==c ) .∗ ph1 ) ;
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252 end
253 f o r j =1:p
254 a_tn1=eta+dmat1 ( j , : ) ;
255 theta1 ( s , j , l , : ) = drchrnd ( a_tn1 , 1 ) ;
256 end
257 end
258 end
259 i f mod( i t e r , th in )==0
260 theta0_out ( i t e r / thin , : , : , : )=theta0 ;
261 theta1_out ( i t e r / thin , : , : , : , : )=theta1 ;
262 end
263
264
265
266 % update nu_j %
267 f o r s=1:S
268 zs=z_i j ( s t a t e==(s+9) , : ) ;
269 nu( s , : ) = betarnd (1 + sum( zs ) , beta ( s ) + sum(1− zs ) ) ;
270 end
271 nu(nu==1) = 1−1e−06;
272 nu(nu==0) = 1e−06;
273
274 nu_out ( i t e r , : , : )=nu ;
275
276
277 % − update beta − %
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278 f o r s=1:S
279 beta ( s ) = gamrnd ( abe + p , 1 . / ( bbe − sum( log (1−nu( s , : ) ) ) ) ) ;
280 end
281 beta_out ( i t e r , : )=beta ;
282
283 %% RELABELLING STEP TO ENCOURAGE MIXING %%
284 %Random permutation Sampler
285 i f mod( i t e r , 1 0 )==0
286 new_order=randperm ( k_global ) ;
287 newphi0=ze ro s (n , 1 ) ;
288 f o r k=1: k_global
289 newphi0 ( phi0==k)=new_order ( k ) ;
290 end
291 phi0=newphi0 ;
292 theta0=theta0 ( : , new_order , : ) ;
293 end
294
295 end
296
297 burn=nrun /5 ;
298 beta_burn=beta_out ( burn+1:end , : ) ;
299 ws_burn=ws_out ( burn+1:end , : , : ) ;
300 pi_burn=pi_out ( burn+1:end , : ) ;
301 theta0_burn=theta0_out ( ( burn/ th in )+1:end , : , : , : ) ;
302 theta1_burn=theta1_out ( ( burn/ th in )+1:end , : , : , : , : ) ;
303 nu_burn=nu_out ( burn+1:end , : , : ) ;
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304 ci_burn=ci_out ( burn+1:end , : ) ;
305
306 save ( ’RPCofm50_burnout6OCT2017 ’ , ’ beta_burn ’ , ’ws_burn ’ , ’ ci_burn
’ , ’ pi_burn ’ , ’ theta0_burn ’ , ’ theta1_burn ’ , ’ nu_burn ’ , ’−v7 . 3 ’ ) ;
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APPENDIX B: MATLAB CODE FOR CHAPTER 4
The following MATLAB code is used to perform supervised RPC model.
1 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
2 %SUPERVISED ROBUST PROFILE CLUSTERING pr i o r
3 %Programmer : Briana Stephenson
4 %Data : NBDPS
5 % Replace blocked g ibbs with truncated beta
6 % Remove DP and r ep l a c e with OFM g loba l / l o c a l
7 % Decrease concent ra t i on parameter to encourage s p a r s i t y
8 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
9 c l e a r ; c l c ;
10
11
12 %% load NBDPS data %%
13 cc=x l s r e ad ( ’NBDPS_demscleft22JUN2017 . x l sx ’ , ’ cc ’ ) ;
14
15 a l l f o o d=cc ( : , 1 7 : 8 4 ) ;
16 food=a l l f o o d ( : , [ 1 : 9 11 :42 44 :49 52 :55 57 : end ] ) ;
17 % remove misreported foods ( v10 , 43 , 50 , 51 , 56 )
18
19 y_cc=cc ( : , 3 ) ;
20 s t a t e=cc ( : , 2 ) ; S=length ( unique ( s t a t e ) ) ;
21 [ n , p]= s i z e ( food ) ; d=max( food ( : ) ) ;
22
23 %ve c t o r i z a t i o n o f data
24 i d z = repmat ( 1 : p , n , 1 ) ; i dz = idz ( : ) ;
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25 y_d = food ( : ) ; l in_idx = sub2ind ( [ p , d ] , idz , y_d) ;
26 %subve c t o r i z a t i on
27 idz_s=c e l l (S , 1 ) ;
28 idz_s{S }= [ ] ;
29 l in_idxS=c e l l (S , 1 ) ;
30 l in_idxS {S }= [ ] ;
31 y_s=c e l l (S , 1 ) ;
32 y_s{S }= [ ] ;
33 n_s=ze ro s (S , 1 ) ;
34 f o r s=1:S
35 n_s( s )=length ( food ( s t a t e==(s+9) , : ) ) ;
36 i d z s=repmat ( 1 : p , n_s( s ) , 1 ) ;
37 idz_s{ s}=id z s ( : ) ;
38 food_s=food ( s t a t e==(s+9) , : ) ;
39 ys=food_s ( : ) ;
40 y_s{ s}=ys ;
41 l in_idxS { s}=sub2ind ( [ p , d ] , idz_s{ s } , ys ) ;
42 end
43
44 %% −− RPC Pred i c to r Model SETUP −− %%
45 k_max=50;
46
47
48
49 %% SET UP HYPERPRIORS %%
50
100
51 %beta
52 abe=1; bbe=1; %hypers f o r beta
53
54 beta=ones (1 , S ) ;
55
56 beta_s=1;
57 nu=betarnd (1 , beta_s , [ S , p ] ) ;
58
59
60 %pi_h f o r a l l c l a s s e s
61 a_p=ones (1 ,k_max) /5000;
62 pi_h=drchrnd (a_p , 1 ) ;
63
64 %phi − c l u s t e r index
65 Ci=mnrnd (1 , pi_h , n) ; [ r , c ]= f i nd (Ci ) ; gc=[ r c ] ;
66 gc=sort rows ( gc , 1 ) ; phi0=gc ( : , 2 ) ;
67 n_phi0=sum(Ci ) ;
68
69
70 %globa l theta0 /1
71 eta=ones (1 , d ) ;
72 theta0=ze ro s (p , k_max, d) ;
73 theta1=ze ro s (S , p , k_max, d) ;
74
75 f o r k=1:k_max
76 f o r j =1:p
101
77 theta0 ( j , k , : )=drchrnd ( eta , 1 ) ;
78 f o r s=1:S
79 theta1 ( s , j , k , : )=drchrnd ( eta , 1 ) ;
80 end
81 end
82 end
83
84 %globa l z_i j
85 z_i j=ze ro s (n , p) ;
86 f o r s=1:S
87 ns=n_s( s ) ;
88 nu_s=nu( s , : ) ;
89 z_i j ( s t a t e==(s+9) , : ) = repmat ( binornd (1 , nu_s) , [ ns , 1 ] ) ;
% fami ly index (0= g l oba l fami ly ,1= l o c a l fami ly )
90 end
91
92
93 %% SUBPOPULATION LPP NESTS %%
94 %determine number o f g l oba l d i e t s in each subpopulat ion
95 a_ps=ones (1 ,k_max) /k_max ;
96 ws_k=drchrnd (a_ps , S) ;
97
98 phi_i j=ze ro s (n , p) ;
99 L_s=ze ro s (1 , S ) ;
100 n_phij=ze ro s (S , p ,k_max) ;
101 f o r s=1:S
102
102 f o r j =1:p
103 x_sl=mnrnd (1 ,ws_k( s , : ) ,n_s( s ) ) ; [ r , c ]= f i nd ( x_sl ) ; gc
=[ r c ] ;
104 gc=sort rows ( gc , 1 ) ;
105 phi_i j ( s t a t e==(s+9) , j )=gc ( : , 2 ) ;
106 n_phij ( s , j , : )=sum( x_sl ) ;
107 end
108
109 L_s( s ) = length ( unique ( ph i_i j ( s t a t e==(s+9) , : ) ) ) ;
110 end
111
112
113 %% −− RESPONSE PROBIT MODEL SETUP −− %%
114 K0=k_max ; X=ze ro s (n ,K0+S) ;
115 mu0=ze ro s (K0+S , 1 ) ;
116 s i g 0=diag ( ones (K0+S , 1 ) ) ;
117 B0=mvnrnd(mu0 , s i g 0 ) ;
118 Bnow=B0 ;
119
120 %subpopulat ion des ign matrix : X_sid
121 x_sid=ze ro s (n , S ) ;
122
123 f o r s=1:S
124 x_sid ( s t a t e==(s+9) , s )=1;
125 end
126 x_sid ( : , 1 ) =1; %subpop 1 se rve as s t a t e i n t e r c e p t
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127
128
129
130 %% −−−−−−−−−−−− %%
131 %% data s to rage %%
132 %% −−−−−−−−−−−− %%
133 nrun=25000; burn=nrun /5 ; th in =100;
134
135 %pred i c t o r RPC model s t o rage
136 % ab_out=ze ro s ( nrun , S+1) ;
137 beta_out=ze ro s ( nrun , S) ;
138 nu_out=ze ro s ( nrun , S , p) ;
139 pi_out=ze ro s ( nrun ,k_max) ;
140
141 Log l ike0=ze ro s ( nrun , 1 ) ;
142
143 theta0_out=ze ro s ( nrun/ thin , p , k_max, d) ;
144 theta1_out=ze ro s ( nrun/ thin , S , p , k_max, d) ;
145 ws_out=ze ro s ( nrun , S ,k_max) ;
146 ks_out=ze ro s ( nrun , S+1) ;
147 ci_out=ze ro s ( nrun , n) ;
148
149 %response spv model s t o rage
150 B_out=ze ro s ( nrun , S+K0) ;
151
152
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153 %%%%%%%%%%%%%%%%%%%%%%%%%%%
154 %% POSTERIOR COMPUTATION %%
155 %%%%%%%%%%%%%%%%%%%%%%%%%%%
156 %temporary s to rage
157 As=ze ro s (n , p) ;
158 p_ij=ze ro s (n , p) ;
159 ZBrand=ze ro s (n , 1 ) ;
160 z_probit=ze ro s (n , 1 ) ;
161 nphi_i j=ze ro s (S ,k_max) ; %s t o r e l o c a l c l u s t e r counts
162 % n_phi0=ze ro s (1 ,k_max) ; %s t o r e g l oba l c l u s t e r counts
163
164 %% −− BEGIN MCMC −− %%
165
166 f o r i t e r =1:nrun
167
168 %% −− update z prob −− %%
169 f o r s=1:S
170 phrow1=phi_i j ( s t a t e==(s+9) , : ) ; phrow1=phrow1 ( : ) ;
171 the ta1s=reshape ( theta1 ( s , : , : , : ) , [ p , k_max, d ] ) ;
172 A = theta1s ( sub2ind ( [ p , k_max, d ] , idz_s{ s } , phrow1 , y_s{ s }) ) ;
%index o f s ub j e c t s in t h e t a 1 c l a s s
173 A = reshape (A, [ n_s( s ) ,p ] ) ;
174 As( s t a t e==(s+9) , : )=A;
175 end
176
177 phrow0=repmat ( phi0 , [ 1 , p ] ) ; phrow0=phrow0 ( : ) ;
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178 B = theta0 ( sub2ind ( [ p , k_max, d ] , idz , phrow0 , y_d) ) ;
179 B = reshape (B , [ n , p ] ) ;
180
181 f o r s=1:S
182 ns=n_s( s ) ; nu_s=nu( s , : ) ;
183 p_ij ( s t a t e==(s+9) , : ) =(repmat (nu_s , [ ns , 1 ] ) .∗B( s t a t e==(s+9)
, : ) . / ( ( repmat (nu_s , [ ns , 1 ] ) .∗B( s t a t e==(s+9) , : ) )+(repmat
(1−nu_s , [ ns , 1 ] ) .∗As( s t a t e==(s+9) , : ) ) ) ) ;
184 end
185
186 z_i j=binornd (1 , p_ij ) ;
187
188 %% −− update pi_h −− %%
189
190 f o r h=1:k_max
191 n_phi0 (h)=sum( phi0==h) ;
192 end
193 a_pih=a_p+ n_phi0 ;
194 pi_h=drchrnd ( a_pih , 1 ) ;
195 pi_out ( i t e r , : )=pi_h ;
196
197 %%−− update ws_k −−%%
198
199
200 f o r s=1:S
201 phi_s=phi_i j ( s t a t e==(s+9) , : ) ;
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202 f o r l =1:k_max
203 nphi_i j ( s , l )=sum( phi_s ( : )==l ) ;
204 end
205 kn_phij=a_ps+nphi_ij ( s , : ) ;
206 ws_k( s , : )=drchrnd ( kn_phij , 1 ) ;
207 end
208
209 ws_out ( i t e r , : , : )=ws_k ;
210
211 %ASSIGN CLUSTER INDICES
212
213 Cp_k=ze ro s (n ,k_max) ;
214 f o r k=1:k_max
215 t0h=reshape ( theta0 ( : , k , : ) ,p , d ) ;
216 tmpmat0=reshape ( t0h ( l in_idx ) , [ n , p ] ) ;
217 Cp_k( : , k )=pi_h (k ) ∗prod ( tmpmat0 .^ z_ij , 2 ) ;
218 end
219 probCi = bsxfun (@times ,Cp_k, 1 . / ( sum(Cp_k, 2 ) ) ) ;
220 x_ci=mnrnd (1 , probCi ) ; [ r , c ]= f i nd ( x_ci ) ; x_gc=[ r c ] ;
221 x_gc=sort rows (x_gc , 1 ) ; phi0=x_gc ( : , 2 ) ;
222 % C_star=max( phi0 ) ;
223 f o r s=1:S
224 L i j s=ze ro s (n_s( s ) ,k_max, p) ;
225 f o r h = 1 :k_max
226 theta1hs = reshape ( theta1 ( s , : , h , : ) ,p , d ) ;
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227 tmpmat1 = reshape ( theta1hs ( l in_idxS { s }) , [ n_s( s ) ,p
] ) ;
228 L i j s ( : , h , : ) = ws_k( s , h ) ∗ tmpmat1 .^( z_i j ( s t a t e==(
s+9) , : )==0) ;
229 end
230 sumLijs=repmat (sum( L i j s , 2 ) , [ 1 ,k_max , 1 ] ) ;
231 zupS = L i j s . / sumLijs ;
232 f o r j =1:p
233 sub_pj=reshape ( zupS ( : , : , j ) , [ n_s( s ) ,k_max ] ) ;
234 l_ i j=mnrnd (1 , sub_pj ) ;
235 [ r , c ]= f i nd ( l_ i j ) ; x_l=[ r c ] ;
236 x_sl=sort rows ( x_l , 1 ) ;
237 phi_i j ( s t a t e==(s+9) , j )=x_sl ( : , 2 ) ;
238 end
239 end
240
241 ci_out ( i t e r , : )=phi0 ; %save c l u s t e r ass ignments f o r pa i rw i s e
p o s e r i o r s
242
243 % − update theta − %
244 dmat0=ze ro s (p , d) ;
245 dmat1=ze ro s (p , d) ;
246 f o r k=1:k_max
247 phi0s=repmat ( phi0 , [ 1 , p ] ) .∗ z_i j ;
248 ph0 = ( phi0s==k) ; %subj ’ s in g l oba l c l u s t e r h
249 f o r c = 1 : d
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250 dmat0 ( : , c ) = sum( ( food==c ) .∗ ph0 ) ’ ;
251 end
252 f o r j =1:p
253 a_tn0=eta+dmat0 ( j , : ) ;
254 theta0 ( j , k , : ) = drchrnd ( a_tn0 , 1 ) ;
255 end
256 end
257
258 f o r s=1:S
259 phi s=phi_i j ( s t a t e==(s+9) , : ) .∗(1− z_i j ( s t a t e==(s+9) , : ) ) ;
260 f oods=food ( s t a t e==(s+9) , : ) ;
261 f o r l =1:k_max
262 ph1=(phi s==l ) ;
263 f o r c=1:d
264 dmat1 ( : , c ) = sum( ( foods==c ) .∗ ph1 ) ;
265 end
266 f o r j =1:p
267 a_tn1=eta+dmat1 ( j , : ) ;
268 theta1 ( s , j , l , : ) = drchrnd ( a_tn1 , 1 ) ;
269 end
270 end
271 end
272 i f mod( i t e r , th in )==0
273 theta0_out ( i t e r / thin , : , 1 : s i z e ( theta0 , 2 ) , : )=theta0 ;
274 theta1_out ( i t e r / thin , : , : , 1 : s i z e ( theta1 , 3 ) , : )=theta1 ;
275 end
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276
277
278
279 % update nu_j %
280 f o r s=1:S
281 zs=z_i j ( s t a t e==(s+9) , : ) ;
282 nu( s , : ) = betarnd (1 + sum( zs ) , beta ( s ) + sum(1− zs ) ) ;
283 end
284 nu(nu==1) = 1−1e−06;
285 nu(nu==0) = 1e−06;
286
287 nu_out ( i t e r , : , : )=nu ;
288
289 % − update beta − %
290 f o r s=1:S
291 beta ( s ) = gamrnd ( abe + p , 1 . / ( bbe − sum( log (1−nu( s , : ) ) ) ) ) ;
292 end
293 beta_out ( i t e r , : )=beta ;
294 %% −− RESPONSE MODEL PARAMETERS UPDATE −− %%
295
296 Xup=[x_sid x_ci ] ; %cova r i a t e matrix with s t a t e / g l oba l
297
298 %add c l u s t e r L to r e f e r e n t group
299 pcov=s i z e (Xup , 2 ) ;
300 %crea t e l a t e n t z_probit
301 %crea t e truncated normal f o r l a t e n t z_probit model
110
302 XBnow=Xup∗ t ranspose (Bnow( 1 : pcov ) ) ;
303 %truncat i on f o r ca s e s (0 , i n f )
304 z_probit ( y_cc==1)=truncnormrnd (1 ,XBnow(y_cc==1) ,1 , 0 , i n f ) ;
305 %truncat i on f o r c on t r o l s (− i n f , 0 )
306 z_probit ( y_cc==0)=truncnormrnd (1 ,XBnow(y_cc==0) ,1 ,− i n f , 0 ) ;
307
308
309 % Response beta update
310
311 s ig0up=s i g 0 ( 1 : pcov , 1 : pcov ) ;
312 B0up=B0 ( 1 : pcov ) ;
313
314 Bsig_up=inv ( s ig0up )+( t ranspose (Xup) ∗Xup) ;
315 Bmu_up2=(s ig0up ∗ t ranspose (B0up) )+( t ranspose (Xup) ∗ z_probit ) ;
316 Bmu_up=Bsig_up\Bmu_up2 ;
317 Bup=mvnrnd(Bmu_up, inv (Bsig_up ) ) ;
318 Bnow( 1 : l ength (Bup) )=Bup ;
319 B_out( i t e r , : )=Bnow ;
320
321 phiXBrpc=normcdf (Xup∗ t ranspose (Bup) ) ;
322 l o g l i k e i=y_cc .∗ l og ( phiXBrpc ) + (1−y_cc ) .∗ l og (1−phiXBrpc ) ;
323 Log l ike0 ( i t e r )=sum( l o g l i k e i ) ;
324
325
326 %% RELABELLING STEP TO ENCOURAGE MIXING %%
327
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328 i f mod( i t e r , 1 0 )==0
329 new_order=randperm (k_max) ;
330 newphi0=phi0 ;
331 f o r k=1:k_max
332 newphi0 ( phi0==k)=new_order ( k ) ;
333 end
334 phi0=newphi0 ;
335 theta0=theta0 ( : , new_order , : ) ;
336 beta_ord=[1:S new_order+S ] ;
337 Bnow=Bnow( beta_ord ) ;
338 end
339
340
341 end
342
343 % ab_burn=ab_out ( burn+1:end , : ) ;
344 beta_burn=beta_out ( burn+1:end , : ) ;
345 ws_burn=ws_out ( burn+1:end , : , : ) ;
346 pi_burn=pi_out ( burn+1:end , : ) ;
347 theta0_burn=theta0_out ( ( burn/ th in )+1:end , : , : , : ) ;
348 theta1_burn=theta1_out ( ( burn/ th in )+1:end , : , : , : , : ) ;
349 nu_burn=nu_out ( burn+1:end , : , : ) ;
350 B_burn=B_out( burn+1:end , : ) ;
351 ci_burn=ci_out ( burn+1:end , : ) ;
352 Loglike0_burn=Log l ike0 ( burn+1:end ) ;
353
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354
355 save ( ’spvRPCburn5000_29SEPOFM ’ , ’ beta_burn ’ , ’ws_burn ’ , ’ pi_burn ’
, ’ theta0_burn ’ , . . .
356 ’ theta1_burn ’ , ’ nu_burn ’ , ’ ci_burn ’ , ’B_burn ’ , ’ Loglike0_burn ’
, ’−v7 . 3 ’ ) ;
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APPENDIX C: ADDITIONAL TABLES FOR CHAPTER 5
Table C1: Mean Percentile consumption of Foods Observation-Cluster for Western
Alternative and Squash view
View Food Item Local 1 Local 2 Local 3
W. Alternative
cottage cheese 0.00 0.14 0.00
whole milk 0.00 0.00 0.00
reduced milk 10.44 20.24 0.00
yogurt 1.67 3.41 0.00
egg 0.54 0.83 0.56
salad dressing 0.07 0.08 0.00
chicken liver 0.00 0.00 0.00
chicken 1.11 1.52 0.92
salsa 0.86 0.93 0.48
bologna 0.04 0.04 0.08
frankfurter 0.04 0.00 0.09
apples 1.32 2.55 0.69
melons 0.16 0.35 0.00
oranges 0.63 1.41 0.47
potatoes 1.26 1.59 1.38
spinach 0.00 0.00 0.00
beef liver 0.00 0.00 0.00
beef tongue 0.00 0.00 0.00
coffee 9.04 0.00 0.00
tea 0.00 0.00 2.53
cod,fish 0.32 0.47 0.14
peanuts 0.02 0.04 0.00
refried beans 0.00 0.00 0.00
wheat bread 0.38 0.76 0.00
cake 0.10 0.14 0.11
tortillas 0.06 0.08 0.04
hard candy 0.13 0.09 0.12
potato chips 0.14 0.14 0.18
spaghetti 1.88 2.70 1.28
ground bef 0.45 0.45 0.58
regular soda 0.00 3.94 40.81
diet soda 24.39 0.00 0.00
Squash Squash 0.41 0.22
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Table C2: Mean Percentile consumption of Foods and Observation-Cluster for Pru-
dently Southern View
Food Local 1
bananas 1.07
fruit cocktail 0.66
orange juice 1.95
pork, bacon 0.04
green beans 0.22
broccoli 0.24
cabbage 0.00
carrots, raw 0.09
corn 0.45
green peas 0.00
french fries 0.60
tomatoes 0.53
yam 0.00
peppers 0.00
beef, sirloin 1.26
white bread 0.38
cookies 0.12
chocolate 0.16
folate cereal 0.00
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Table C3: Mean Percentile consumption of Foods and Observation-Cluster for M-
Minerals View
Food Local 1 Local 2 Local 3 Local 4
avocados 0.00 0.00 0.00 0.00
peaches 0.00 1.22 0.00 0.16
navy beans 0.00 0.00 0.00 0.93
non-folate cereal 0.74 1.18 3.37 0.99
Table C4: Mean Percentile consumption of Foods and Observation-Cluster for Calcified
Fats View
Food Local 1 Local 2
butter 0.00 0.00
cheddar cheese 0.35 0.70
margarine 0.00 0.52
carrots,ckd 0.00 0.00
peanut butter 0.00 0.04
pie 0.00 0.00
ice cream 0.22 0.34
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