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Abstract
This paper discusses a simple procedure to derive network inequalities for capacitated xed
charge network problems. Properties of the fractional extreme points of the LP relaxation are
used to construct a class of inequalities and to construct a computational heuristic procedure for
generating violated cutting planes. Computational results conrm the usefulness of the procedure.
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1. Introduction
Among mixed-integer programming problems, xed charge network problems have
received a lot of attention, both for their widespread applications as for their com-
putational diculty. Many practical problems have been formulated as xed charge
network problems, ranging from nancial planning to telecommunications design prob-
lems. Early attempts used Gomory cutting planes and Branch-and-Bound methods with
varying degrees of success. Later, mixed-integer problems were tackled using a poly-
hedral approach (see e.g. [2,9,14]). Recently, the polyhedral approach has been suc-
cessfully applied to problems arising in the telecommunications industry [1,4,5].
In this paper, we extend the polyhedral theory derived from a Capacitated Fixed
Charge Network structure. After some denitions in Section 2, we discuss the derivation
of the cutting planes in Sections 3 and 4. Section 5 contains some computational results.
2. Problem formulation
A digraph G(V; N ) has a set of nodes V and directed arcs N . The nodes V are par-
titioned into demand=supply nodes V6 and transshipment nodes V=. The mathematical
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programming formulation of the Capacitated Fixed Charge Flow Problem (CFCFP) is
min
X
j2N
cjxj +
X
j2N
fjyj (1)
s:t:
X
j2N+i
xj −
X
j2N−i
xj6bi 8i2V6;
X
j2N+i
xj −
X
j2N−i
xj = bi 8i2V=; (2)
06xj6ujyj; 8j2N; (3)
yj 2f0; 1g; 8j2N: (4)
Denition 1. An arc j2N is said to be active when it is neither void nor saturated,
i.e. 0<xj <uj.
Denition 2. A forest F 0G is a set of disconnected (not necessarily nontrivial) trees.
A spanning forest F G is a forest containing all nodes of G.
3. Fractional solutions
We rst investigate the characterization of the fractional solutions to the continuous
relaxation of (CFCFP). We recall that the LP relaxation of (CFCFP) is equivalent to
(see e.g., [10]):
min
X
j2N

cj +
1
uj
maxffj; 0g

xj +
X
j2N
minffj; 0g
s:t:
Constraints (2):
06xj6uj; 8j2N
with
yj =

1 if fj60;
xj=uj if fj > 0:
The above formulation is a continuous network ow problem. It is known that the
active arcs NA for a feasible extreme point solution of this problem form a spanning
forest F(V; NA) on the graph G(V; N ). This follows from an early result by Koopmans
[6] on uncapacitated networks (uj =1), where the active arcs form a spanning tree.
In the presence of degeneracy, the basis tree contains non-active arcs as well. Deleting
the non-active arcs from the tree yields a spanning forest. The number of arcs in the
spanning forest is determined by the degree of degeneracy at that extreme point.
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Dene the graph F(V; Nf) with arcs Nf=fj2N j 0<yj < 1g, then it follows that
since F(V; Nf)F(V; NA), F is also a spanning forest. For an alternate proof of
these results, see [12].
In the following, we use the notation N+U (N
−
U ) with U V for the set of arcs
with origin (destination) in U and destination (origin) in VnU . Similarly, we dene
bU,
P
i2U bi. The following lemma states that an extreme point solution to the LP
relaxation of (CFCFP) is tight.
Lemma 1. Let F(V; NA) be the spanning forest representing the active arcs of the
solution (x0; y0) to the LP relaxation of (CFCFP). For each k 2NA there exist
Uk1 ; U
k
2 V with Uk1 \ Uk2 = ;; such that k 2N+Uk1 \ N
−
Uk2
and at most one of the
following two conditions holds:
Condition 1:
X
j2N+
Uk
1
x0j −
X
j2N−
Uk
1
x0j <bUk1 :
Condition 2:
X
j2N+
Uk
2
x0j −
X
j2N−
Uk
2
x0j <bUk2 :
Proof. The proof will be by contradiction. First, we construct the sets Uk1 and U
k
2 .
Since the active arcs generate a spanning forest, there exists a non-trivial tree Tk on
the nodes Uk that contains arc k. Deletion of arc k results in two (not necessarily
nontrivial) trees Tk1 and T
k
2 with node set U
k
1 Uk and Uk2 =UknUk1 , respectively, and
thus k 2N+
Uk1
\ N−
Uk2
as required.
Now, suppose that both conditions hold at (x0;y0). This implies that for Uk1 and U
k
2
there exists at least one single node inequality in Uk1 \V6 and at least one in Uk2 \V6
that has slack. Assume that u1 (u2) is an arbitrary inequality with slack in Uk1 (U
k
2 ).
By denition of a tree, arc k is the only arc connecting Uk1 and U
k
2 and, in addition,
the path from u1 to u2 is unique. Then, since u1; u2 2V6 and by assumption both have
slack, it is possible to increase and decrease the ow along that path, with respective
solutions (x1; y1) and (x2; y2). But, there cannot exist an extreme point solution (x0; y0)
to the LP relaxation since then (x0; y0) = 1(x1; y1) + 2(x2; y2) for some 1; 2> 0.
Note that for the construction of the sets Uk1 and U
k
2 and the ow-modifying path P
only the spanning forest trees of the active arcs are used, and not the forest (or trees)
of the fractional arcs.
4. A class of network ow inequalities
The next proposition is a generalization of the Flow Cover inequalities from [13,15]:
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Proposition 2. The following two classes of inequalities are valid for (CFCFP); for an
appropriate choice of the sets C+U N+U ; C−U N−U ; L+U (N+U nC+U ) and L−U 
(N−U nC−U ):
-inequality:X
j2C+U
[xj + (uj − )+(1− yj)] +
X
j2L+U
[xj − ( uj − )yj]
−
X
j2C−U
[ujyj +minfuj; uj − g(1− yj)]
−
X
j2L−U
[ujyj − (uj − )+yj]−
X
j2N−U n(C−U [L−U )
xj6bU (5)
with the quantities: ,
P
j2C+U uj −
P
j2C−U uj − bU > 0; u>fmaxj2C+U fujg; g; uj =
maxfu; ujg and uj =minfu; ujg.
-inequality:X
j2C+U
[xj − ujyj −minfuj; uj − g(1− yj)] +
X
j2L+U
[xj − ujyj + (uj − )+yj]
+
X
j2C−U
[(uj − )+(1− yj)]−
X
j2L−U
( uj − )yj −
X
j2N−U n(C−U [L−U )
xj60 (6)
with the quantities: ,bU −
P
j2C+U uj +
P
j2C−U uj > 0;
l>fmaxj2C−U fujg; g; uj =
maxf l; ujg and uj =minf l; ujg.
Proof. Aggregate the ow constraints u2U from constraint set (2) into a single-node
inequality and apply the Flow cover inequalities from [15] to obtain the -inequality,
and the Flow Covers from [13] to obtain the -inequality.
The above technique yields a new (aggregated) single-node network constraint that
can also be used to generate surrogate knapsack inequalities, as described in [11,14].
Aggregating constraints from the original problem, and generating valid inequalities
from those aggregations, is a technique that has also been used in, e.g., [7].
Next, we show how one can easily generate nontrivial network inequalities cutting o
the fractional solution to the LP relaxation of (CFCFP). These cutting planes cannot be
obtained from single node inequalities, so their additional benet is assured. We do not
provide any results for the \strength" of those inequalities, for the proof whether they
dene facets or not depends strongly upon the assumptions about the dimensionality
of the polyhedron of (CFCFP). As a surrogate for such results, we will investigate the
\computational strength" of these network inequalities in the next section.
Proposition 3. Let (x0; y0) be an extreme point solution of the LP relaxation of
(CFCFP) with fractional arcs in Nf. If Nf 6= ;; then for each k 2Nf; there exists
Uk` V; `=1; 2; as dened in Lemma 1 and there exists at least one - or -inequality
with L+ = L− = ;; that is violated by (x0; y0).
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Proof. Since F(V; Nf)F(V; NA), every fractional arc k 2Nf is also an active arc,
and there exists a unique nontrivial tree, call it T (Uk; N k) in the forest F(V; NA). As in
Lemma 1, we construct the sets Uk1 and U
k
2 as the sets of the disconnected nodes in U
k
obtained by deleting arc k from T (Uk; N k). Then, consider the aggregated inequality:X
j2N+
Uk
`
xj −
X
j2N−
Uk
`
xj6bUk` ;
From Lemma 1, it follows that at least one of the aggregated constraints must hold as
a strict equality. Without loss of generality, assume that this inequality is the one with
` = 1 and assume that k 2N+
Uk1
.
Next, dene the sets:
C+Uk1 ,
fj2N+Uk1 : 0<x
0
j = ujy
0
j g [ fkgN+Uk1 ;
C−
Uk1
, fj2N−Uk1 : 0<x
0
j = ujy
0
j gN−Uk1 ;
L+Uk1
= L−
Uk1
= ;:
Now, it is easy to check that by construction (N+
Uk1
\Nf)[ (N−
Uk1
\Nf)= fkg, since
Uk1 contains both origin and destination nodes of all active arcs other than k, and both
N+
Uk1
nfkg and N−
Uk2
only contain non-active arcs.
It follows that x0k = uky
0
k <uk and x
0
j = uj 8j2 (C+Uk1 [ C
−
Uk1
)nfkg so we satisfy
=
P
j2C+
Uk
1
uj −
P
j2C−
Uk
1
uj − bUk1 > 0. Relax the coecients for the arcs in C
−
Uk1
from
−minfuj; u j−g(1−yj) to −uj(1−yj), and by substituting the x and y values in the re-
sulting relaxed -inequality, we see that it is violated by the amount (uk−k)(1−y0k)>
0. (We used Lemma 1 to get
P
j2C+
Uk
1
x0j −
P
j2C−
Uk
1
x0j = bUk1 and 0<x
0
k <uk , so that
= uk − x0k > 0 and thus (uk − )+> 0.)
If k 2N−
Uk1
, it is easy to see, by using the same argument, that a violated -inequality
exists.
Proposition 3 also implies that a whole class of - or -inequalities with L− 6= ; 6=
L+ may be violated by the same amount at the continuous solution of (CFCFP). It
also shows that the ow cover inequalities derived from aggregating constraints are
nontrivial since there exists at least one ow cover inequality for every fractional arc
that cuts o the current solution. Of course, after adding these violated ow cover
inequalities, the result of Proposition 3 no longer holds and nding violated network
inequalities is no longer trivial.
5. Separation and computation
For the LP relaxation, it is easy to nd sets U such that a violated ow cover
inequality can be found. However, when the problem contains side constraints which
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are not of the form of constraints (2){(4) (e.g., valid inequalities generated previously),
another method for nding violated inequalities is needed. In these cases, we have to
nd a set U , a cover pair (C+U ; C
−
U ) and a pair (L
+
U ; L
−
U ) simultaneously. It is known
that the separation for a single{node inequality is a linear parametric equality knapsack
problem [15]. Our case is more complicated, since we have to nd a set U at the
same time, and the exact separation problem for nding a violated -inequality (or
-inequality) turns out to be a quadratic 0{1 programming problem with a quadratic
equality knapsack constraint, parameterized by  and u (or  and l), so its solution is
obviously not computationally feasible [12].
In our implementation, we use a two-stage heuristic. Motivated by Proposition 3,
we start by constructing a maximum spanning forest with arc weights 1− (y0j − x0j =uj)
for j2NA and −1 otherwise. Computational experiments have shown that | after
cutting planes have been added | the fractional and active arcs are still very close to
a spanning forest and Lemma 1 still holds.
In the second stage, for each arc k in the forest, we construct two sets Uk1 and U
k
2
as dened in the proof of Proposition 3. Then, we create an aggregated inequality for
each Uk` , ` = 1; 2, and invoke the separation routine for single-node ow cover and
knapsack inequalities as described in [15].
5.1. Test problems and implementation
Three dierent sets of test problems have been used. The rst two sets are three-
echelon problems that mimick a supply chain. On the rst echelon are the plants,
fully connected to the distribution centers on the second level. The distribution centers
are connected to \customers" on the third echelon, but only the p (p = 3; 4) closest
links are considered. We used models with 5 plants, 20 distribution centers and 100
customers. So, our problems have about 400{500 arcs.
For those test problems, demand was generated uniformly, supply was kept deter-
ministic. For the euccap problems, we used cj = ZjDj with Dj the Euclidean length of
arc j and Zj a uniformly distributed random number from the interval [0:8; 2:5], and
fj = f(uj; Dj) with f(; ) an increasing function of both its arguments. The locations
of the nodes were generated uniformly in the unit square. For the capnet problems,
the topology of the graph and the demand and supply were generated as in the rst
set, but the cost parameters were now randomly generated.
The third set of test problems were capacitated xed charge transportation problems
with 15 supply nodes and 30 demand nodes. Only one arc was used between any pair
of nodes, so there were 450 open-close arcs which were capacitated. Cost parameters
were generated in the same way as for the second problem set. All problems are
available from the author.
The reformulation algorithm rst generated violated single-node inequalities as de-
scribed in [14]. Next, a spanning forest was built and ow cover and surrogate knapsack
inequalities derived as described in Section 4.
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5.2. Test results
The columns in Table 1, give: (1) the problem name; (2) value of the LP relaxation
of (CFCFP); (3) value after the reformulation but before the enumeration phase; (4)
optimal integer value of the problem; (5) the number of integer solutions found during
the Branch-and-Bound (B&B) phase; (6) the number of nodes examined in the B&B
tree; (7) number of times the reformulation procedure was called before the B&B phase;
(8) percentage of integrality gap closed after reformulation before B&B; (9) total time
for the separation procedure (including the LP re-optimization) before B&B; (10) total
number of cuts generated (including those generated during B&B); and (11) the total
solution for the problem. Times reported are on a HP735=125MHz work station. The
reformulation algorithm and cut generation algorithm were implemented in the Integer
Linear Programming software LPX [8].
LPX uses a dual algorithm that maintains dual feasibility and most of the sub-
problems were abandoned before reaching dual optimality. These partially solved sub-
problems are also counted in column 6.
The same set of test problems were run for about 30 min using only B&B. Without
any cutting planes, all of our test problems seem \dicult" in a rather pragmatic
sense: given the optimal IP solution as input for the B&B procedure, it appeared that
the B&B tree would typically be 30{40 levels tall before the objective function value
was driven up high enough to enable bounding. This was not dierent for the various
sets of test problems, even though the integrality gap of the rst set was considerably
bigger than for the other sets. We explain this by the fact that for the latter two sets
of test problems random cost data generated from a rather small interval was used, so
there are many (fractional) extreme point solutions with an objective function value
which is close. Even though | generally speaking | the width of the integrality gap
seems to be a good measure of the diculty of a problem, our test problems show
that is not necessarily the case. The rst set has a substantially bigger integrality gap,
but did not turn out to be more dicult than the other two sets. Integer feasibility
problems, for example, all have zero integrality gap but not all of them have the same
degree of diculty.
Table 2 consists of two parts: the number of cuts generated for each type; and the
total number of cuts generated during the dierent phases of the algorithm.
The third part gives the total number of cutting planes generated during the dierent
phases of the solution process: after the initial LP has been reformulated, at the time
the optimal integer solution has been found and at the termination of the algorithm. It
is clear that after the optimal solution has been found, not many more cutting planes
are added. There is a big dierence in the number of cuts generated after termination
of the LP and at the optimal integer solution. However, these additional cuts did not
seem to strengthen the formulation very much. It should be mentioned here that a
\tighter" problem formulation is not always a better one, as total computation times
are concerned. Inequalities (8) and (9) are dense by nature, in contrast with the original
constraints of (CFCFP). This results in LP instances that are more dicult to solve
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Table 2
Breakdown of cuts into type
Problem Network Single-node LP cuts Opt. cuts Tot. cuts
Knapsack Flow cover Knapsack Flow cover
euccap1 65 62 2 141 223 230 270
euccap2 103 76 1 236 268 416 416
euccap3 51 51 0 73 159 167 175
euccap4 51 47 1 83 170 176 182
euccap5 87 51 3 120 234 242 261
capnet1 34 108 0 46 108 147 188
capnet2 25 96 0 47 93 125 168
capnet3 19 77 0 33 118 129 129
capnet4 26 130 0 46 123 187 202
capnet5 20 70 0 33 85 106 123
xtp1 5 217 2 76 74 141 300
xtp2 0 14 30 117 110 151 161
xtp3 0 20 30 158 127 208 208
xtp4 1 22 34 172 111 226 229
xtp5 0 7 29 48 62 84 84
and consequently take more computation time. The fact that reformulated LP problems
are numerically harder to solve has led Bienstock [3] to use an interior point method
for these instances. So, there is a trade-o between tight formulations and the size of
the enumeration tree: it may be less time consuming to enumerate more LP problems
that are easier to solve than to try to maximize the tightness of the formulation.
6. Conclusion
This paper extended the single-node ow cover and surrogate knapsack inequalities
to network inequalities. The form of the network inequalities was derived. Based upon
this description and the characterization of fractional solutions to the linear relaxation
of the problem, a heuristic cut generation algorithm was developed. Computational
experiments indicate that the class of network cuts together with the heuristics presented
here performed well on a few sets of test problems with 400{500 arcs.
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