Euler polynomial solutions Euler matrix method Double Euler series Second-order hyperbolic partial differential equation a b s t r a c t This article presents a new reliable solver based on polynomial approximation, using the Euler polynomials to construct the approximate solutions of the second-order linear hyperbolic partial differential equations with two variables and constant coefficients. Also, a formula expressing explicitly the Euler expansion coefficients of a function with one or two variables is proved. Another explicit formula, which expresses the two dimensional Euler operational matrix of differentiation is also given. Application of these formulae for reducing the problem to a system of linear algebraic equations with the unknown Euler coefficients, is explained. Hence, the result system can be solved and the unknown Euler coefficients can be found approximately. Illustrative examples with comparisons are given to confirm the reliability of the proposed method. The results show the efficiency and accuracy of the present work.
Introduction
The linear or nonlinear partial differential equations have a wide range of applications in physics and engineering. Nonlinear phenomena, that occurs in many areas of science such as solid state physics, plasma physics, fluid dynamics, mathematical biology and chemical kinematics, can be modeled by partial differential equations. The hyperbolic partial differential equations model the vibrations of structures (e.g. buildings, beams and machines) and are the basis for fundamental equations of atomic physics [11] . The solution of linear hyperbolic partial differential equations clarifies the linear phenomena which occur in many systems like as biology, engineering, aerospace, industry etc. In recent years, noticeable progress has been made in the construction of the numerical solutions for linear partial differential equations, which has long been a major concern for both mathematicians and physicists. We also note that, the differential equations are sometimes linear in real world as is shown in papers [10, 9] . So, searching the numerical and exact solutions to these linear or nonlinear models gains importance. For this reason, many methods were developed for solving differential equations in the literature. In recent years, the Bernstein, Lagurre, Taylor, Chebyshev, Legendre, Bessel, Hermite and Bernoulli matrix methods have been used in the works [17, 14, 7, 6, 15, 3, 27, 31, 26, 25] to solve linear differential (including PDEs), Fredholm Volterra integro difference equations and their systems.
Recently, Mirzaee et al. adapted the matrix method for the Euler polynomials and they have been using the Euler matrix method to find approximate solutions of Volterra integral equations in the paper [20] . Yet so far, to the best of our knowledge, a practical matrix method based on Euler polynomials have had no results for approximating the solution of second-order linear hyperbolic partial differential equations. This partially motivated our interest in such a method.
In this study, we present a new method called the Euler matrix method based on Euler polynomials, for solving the second-order linear hyperbolic partial differential equations, such that it can be implemented efficiently and at the same time has a good convergence property. The main goal of the presented technique was deriving a good approximation to the solution of equation. The proposed method has the best advantage when the known functions in equation can be expanded to Euler series. To get the best approximation, we must take more terms from the Euler expansion of functions; that is, the truncation limit N must be chosen large enough. Another considerable advantage of the method is that the N-th order approximation gives the exact solution when the solution is polynomial of degree equal to or less than N. If the solution is not polynomial, Euler series approximation converges to the exact solution as N increases.
The paper is organized as follows: In Section 2 we describe the basic formulation of the Euler polynomials required for our subsequent development. Section 3 is devoted to the problem statement. Section 4 summarizes the application of this method to the problem, and in Section 5, we report our numerical findings and demonstrate the accuracy of the proposed method.
Preliminaries

Euler polynomials
Euler polynomials and numbers (introduced by Euler in 1740) also possess an extensive literature and several interesting applications in Number Theory [22, 29] . In many respects, they are closely related to the theory of Bernoulli polynomials [16, 19] . The classical Euler polynomials E n ðxÞ is usually defined by means of the exponential generating functions (see, for details, [8] 
The following familiar expansion [4] :
will be of importance later. The first few Euler polynomials are:
According to [23] , the Euler polynomials can be expressed by the Bernoulli polynomials as
where B k ðxÞ; k ¼ 0; 1; Á Á Á, are the Bernoulli polynomials of order k which satisfy the well-known relations [18, 21] B 0 n ðxÞ ¼ nB nÀ1 ðxÞ; n ¼ 1; 2; . . . ;
For approximating an arbitrary unknown function, the advantages of Euler polynomials E n ðxÞ; n ¼ 0; 1; 2; Á Á Á, over orthogonal polynomials like as shifted Legendre polynomials and Bernoulli polynomials are stated in [5, 12, 13] .
Operational matrix of differentiation
Euler polynomials have an interesting property (a relation between Euler polynomials and their derivatives) which was used in [20] 
where M is defined in (5) . Since in this paper we deal with twovariable functions, the above-mentioned matrix must be extended to a product of two matrices. Now, assume the following hypotheses: ; is the Kronecker product, I is the ðN þ 1Þ Â ðN þ 1Þ identity matrix and M is defined in (5).
Function approximation
Let R 0 denotes the finite dimensional linear space on ½0; 1 that is spanned by Euler polynomials: . . . N can be calculated as follows
In the following, we extend the above theorem for approximating two variable functions in terms of truncated Euler series. 
Problem statement
Consider the following class of partial differential equations 
Eq. (10) plays an important role in describing Wave and Telegraph equations. Telegraph equations are commonly used in signal analysis for transmission and propagation of electrical signals and also has applications in other fields (see [11] and the references therein).
In Eq. (10), l 1 ; l 2 ; l 3 ; l 4 ; l 5 and l 6 are constants, f ; g 1 ; g 2 ; h 1 and h 2 are known functions and u is an unknown function.
The numerical method
In this section, we convert Eq. (10) and the coefficients f r;s for all r; s ¼ 0; 1; . . . N can be calculated from relation (9) . Substituting the expressions (13)- (19) into the basic Eq. (10) and simplifying the result, we have the fundamental matrix equation
When the matrices b E; b b E; I; K and F in Eq. (20) 
Therefore, the basic Eq. (10) 
We now present the alternative forms for uðx; tÞ which are important to simplify matrix forms of the conditions. The simplification in conditions is done only with respect to the variable x or t. 
where g i;n for i ¼ 1; 2 and n ¼ 0; 1; . . . ; N can be obtained as follows:
By substituting relations (24) and (25) into (11) and then simplifying the result, we get the matrix forms of initial conditions as
For boundary conditions, the corresponding form of the function uðx; tÞ can be written as uðx; tÞ ¼ EðtÞLðxÞK;
where LðxÞ ¼ kronðEðxÞ; IÞ ¼ ½E 0 ðxÞI; E 1 ðxÞI; Á Á Á ; E N ðxÞI ðNþ1ÞÂðNþ1Þ 2 ; EðxÞ ¼ ½E 0 ðxÞ; E 1 ðxÞ; Á Á Á ; E N ðxÞ:
The matrix representation of the nonhomogeneous terms of (12), can be shown (by using Corollary 1 in the second section) in the forms
Note that, the elements of H i for i ¼ 1; 2, can be computed easily by using the Corollary 1 in the second section as follows
Substituting the relations (28) and (29) into (12) yields
To obtain the solution of Eq. (10) under conditions (11) and (12), we replace the row matrices (26), (27) , (30) and (31) by the last rows of the matrix (22) and obtain the new augmented matrix 
Here c W and b F are obtained by throwing away the maximum number of row vectors from W and F, so the rank of the system defined in (32) cannot be smaller than ðN þ 1Þ 2 . This process provides higher accuracy because of the decreasing truncation error.
If rank
and then the unknown Euler coefficients matrix Kð½k 0;0 ; k 0;1 ; . . . ; k 0;N ; k 1;0 ; k 1;1 ; . . . ; k 1;N ; . . . ; k N;0 ; k N;1 ; . . . ; k N;N T Þ is uniquely determined.
Thus, Eq. (10) under conditions (11) and (12) has a unique solution. This solution is given by the truncated Euler series (13) . However, 
Accuracy of the solution
In this section accuracy of the solution and error analysis are briefly discussed. We can easily check the accuracy of the method. Since the truncated Euler series (13) is an approximate solution of (10) , when the function uðx; tÞ, and its derivatives, are substituted in Eq. (13), the resulting equation must be satisfied approximately; that is, for ðx ¼ x p ; t ¼ t s Þ 2 ½a; b Â ½0; s; p; s ¼ 0; 1; 2; . . .
and Eðx p ; t s Þ 6 10 Àkps (k ps is a positive integer). If max 10 Àkps ¼ 10
Àk
(k is a positive integer) is prescribed, then the truncation limit N is increased until the difference Eðx p ; t s Þ at each of the points becomes smaller than the prescribed 10 Àk .
The error can be estimated by the function
ðx; tÞ þ l 6 u N ðx; tÞ À f ðx; tÞ:
If E N ðx; tÞ ! 0 when N is sufficiently large enough, then the error decreases. On the other hand, the error can be estimated by rootmean-square error (RMS). We calculate RMS error by the following formula [14] :
; where u and u N are the exact and approximate solutions of the problem, respectively and g is an arbitrary time t in ½0; s.
Numerical examples
In this section, several numerical examples are given to illustrate the accuracy and effectiveness of the method and all of them were performed on the computer using a program written in Matlab. The following problems have been tested. where
f ðx; tÞ ¼ 0; g 1 ðxÞ ¼ x, and g 2 ðxÞ ¼ 2. By applying the technique described in Section 4 and Eq. (20), the fundamental matrix equation of the problem is which is the exact solution. Moreover, if higher values of N are chosen, we obtain the exact solution again. From this matter, we concluded that if the problem has an analytic solution which is a polynomial our proposed method obtains it with sufficient numbers of base functions.
Example 3 [30] . As the final example, consider the following linear hyperbolic partial differential equation
with the initial conditions uðx; 0Þ ¼ sinðxÞ; @u @t ðx; 0Þ ¼ À sinðxÞ; whose exact solution is uðx; tÞ ¼ e Àt sinðxÞ. Again, by applying several values of N, we obtain the numerical solution of this example by using the proposed method. Table 1 , shows the errors involved in our method by applying N ¼ 7 and N ¼ 15, along with the exact solution obtained by the classical method. Morever, the graph of absolute errors for t = 0.5 and 1.5 are given in Figs. 1 and 2 respectively. As can be seen from Table. 1, Figs. 1 and 2 the results of the approximate solutions for N ¼ 15 are almost the same as the results of the exact solutions. We see that the errors decrease rapidly as N increases. In Table 2 , we compare the approximate solutions obtained by the present method at N ¼ 9, the Bernoulli matrix (BM) method [25] and the Legendre approximation (LA) method [24] . Numerical results of this problem show that the present method is more accurate than the BM method. From this table one can see that the associated errors of the present method during the computational interval ½0; 1, are better than those obtained by the LA method. However, outside the interval ½0; 1 the absolute errors of the Euler matrix method and LA method are similar to each other.
Conclusion
In this work, a computational method based on the Euler polynomials is presented for solving the second-order linear hyperbolic partial differential equation by converting it and necessary supplementary conditions to a system of linear algebraic equations. From the given illustrative examples, it can be seen that the Euler matrix method can obtain very accurate and satisfactory results. An interesting feature of this method is that the analytical solutions are obtained as demonstrated in Examples 1 and 2 when the exact solution is a polynomial. This method can be improved with new strategies to solve 2-D linear hyperbolic partial differential equations. 
