The connection between constraints and universal algebra has been looked at in, e.g., Jeavons, Cohen and Pearson, 1998 , and has given interesting results. Since the connection between universal algebra and category theory is so obvious, we will in this paper investigate if the usage of category theory has any impact on the results and/or reasoning and if anything can be gained from this approach.
Introduction
The constraint satisfaction problem was rst formulated by Montanari in 1974 4] when he used it as a way of describing certain combinatorial problems arising in image processing. Fairly soon it was realised that the framework was useful in a much broader class of problems and it has since been the subject of intense research, theoretical as well as experimental.
Intuitively, a constraint satisfaction problem aims at, given a set of variables subject to certain constraints on the values they can assume, nding an assignment of values such that no constraint is violated.
A classical example of a problem often formulated as a constraint satisfaction problem is the n-queens problem. Given n queens, place them on an n n squares chess board in such a way that no queen threatens (can capture) any other queen.
Another example is the problem of sceduling a collection of tasks. Given the tasks and a set of constraints on them, e.g., which tasks can be performed This is a preliminary version. The nal version will be published in Electronic Notes in Theoretical Computer Science URL: www.elsevier.nl/locate/entcs simultaneously, which has to preceed wich others, etc., nd an assignment of times these tasks are carried out such that no constraint is violated. Other examples include several classical combinatorial problems, such as the satis ability problem from propositional logic and the colorability problem from graph theory, which can quite naturally be expressed as constraint satisfaction problems.
The complexity of constraint satisfaction problems has also been the subject of intense research. Finding a solution by brute-force methods, i.e., going through all possible assignments and check for constraint violations, is generally not an option. The reader is referred to Pearson & Jeavons 6] for an in-depth discussion of the complexity of constraint satisfaction problems.
The link between universal algebra and constraint satisfaction problems has been explored, e.g., in Jeavons, Cohen & Pearson 2] , and turned out to be fruitful. In this paper we will translate this to category theory and thus look at the connection between category theory and constraint satisfaction problems. Though certainly no groundbreaking discoveries are made, the rst steps towards applying more advanced categorical techniques to the problem are taken.
Overview of the paper
We begin with de ning the constraint satisfaction problem and then construct two categories consisting of problem instances and solutions to these, respectively. We proceed with de ning a pair of functors between them, and note that these form an adjunction. The algebras given by the corresponding monad give us a way of describing the property of 'minimality of a problem', while the coalgebras give a criterion for deciding if a given set of solutions can be expressed by a constraint problem of a given arity. From this we move on to de ne another pair of categories, this time they consist of sets of relations and of sets of operations on a xed set. An adjoint pair of functors between these categories is de ned, and the monads and comonads the pair give rise to hand us algebras that give an indication of the 'expressive power' of a set of constraint types, and coalgebras which tells us about the computational complexity of the corresponding constraint problem. We then conclude the discussion with a few suggestions on future work. A relational structure is a tuple hV; E 1 ; E 2 ; : : : ; E k i consisting of a nonempty set V , called the universe of the relational structure, and a list E 1 ; E 2 ; : : : ; E k of relations over V .
The rank function of a relational structure hV; E 1 ; E 2 ; : : : ; E k i is a function : f1; 2; : : : ; kg ! N such that for all i 2 f1; 2; : : : ; kg, (i) is the arity of E i .
A relational structure is 'similar' to a relational structure Intuitively, Sol 0 (?) maps a relational structure to the set of solutions to h 0 ; i while Pro 0 (?) can be thought of as given a set of mappings 'constructing' a relational structure such that the mappings constitute solutions to the problem instance h 0 ; i.
To show that the functors form an adjoint pair we will need the following theorem: 4 Proposition 3.7 Let K n = hV; fe 1 ; e 2 ; : : :gi be a complete graph with n vertices, and set Kn = hV; fe 1 g; fe 2 g; : : :i. 2 Thus the problem instance P in proposition 3.7 is a minimal binary satisfaction problem i is a PS-algebra and a set M of mappings is the set of solutions to some constraint satisfaction problem instance i M is an SP-coalgebra. 4 The categories D and D
We will now consider the collection of instances of the generalised constraint satisfaction problem where we x the domain of values and the set of possible constraint relations and let the hypergraphs vary. Let us start with de ning two new categories, the categories of relations and of operations on a xed domain, respectively. 6
Let D be the category of all sets of relations on a given set D, ordered by inclusion, and let D be the category of all sets of operations on D, ordered by inclusion. The following de nitions are needed in the construction of the adjunction between these categories.
De nition 4.2 Let r be a relation over a given set D. An operation o : D n ! D is called a polymorphism of r i 8t 1 ; t 2 ; : : : ; t n 2 r:o(t 1 ; t 2 ; : : : ; t n ) 2 r. If o is a polymorphism of r, r is said to be an invariant for o.
The functors Inv(?) and Pol(?)
The following two functors are well-known in universal algebra, see, e.g., Rosenberg 7] .
De nition 4. Since Pol(Inv(Pol(R))) = Pol(R), it stands to reason that every object R in D is mapped to a PI-coalgebra. In Jeavons 1] , is shown that Pol(R) determines (up to polynomial-time reductions) the complexity of R. By showing that Pol(R) has to satisfy at least one out of six conditions, the possible choices of Pol(R) is reduced, and each one of the conditions is associated with a complexity class.
Conclusion
The complexity of constraint satisfaction problems is an important issue and certainly worthy of the attention it has received in the past. By formulating the problem in this setting it is hoped that further analysis, using results from category theory, is simpli ed and it is quite possible much work already done in this eld can be adapted more or less easily.
Future Work
Future work naturally includes further examination of the (co-)algebras presented in this paper. Further analysis of the minimality characterisation given by the PS-algebras would certainly be interesting, and, due to the importance of computational complexity, the PI-coalgebras deserve some attention.
As was noted by one of the anonymous referees of this paper, studying categories with more structure than a mere ordering could be of interest, say, categories with morphisms expressing the dynamics of partially solving constraint problems. The suggested reference, Mukai 5], looks very interesting.
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