Localization of Small-Size Unmanned Air Vehicles (UAVs) such as the Quadrotors in Global Positioning System (GPS)-denied environment such as indoors has been done using various techniques. Most of the experiment indoors that requires localization of UAVs, used cameras or ultrasonic sensors installed indoor or applied indoor environment modification such as patching (Infra Red) IR and visual markers. While these systems have high accuracy for the UAV localization, they are expensive and have less practicality in real situations. In this paper a system consisting of a stereo camera embedded on a quadrotor UAV (QUAV) for indoor localization was proposed. The optical flow data from the stereo camera then are fused with attitude and acceleration data from our sensors to get better estimation of the quadrotor location. The quadrotor altitude is estimated using Scale Invariant Feature Transform (SIFT) Feature Stereo Matching in addition to the one computed using optical flow. To avoid latency due to computational time, image processing and the quadrotor control are processed threads and core allocation. The performance of our QUAV altitude estimation is better compared to single-camera embedded QUAVs due to the stereo camera triangulation, where it leads to better estimation of the x-y position using optical flow when fused together.
Introduction
There are a lot of systems applying rotorcraft UAVs (RUAVs) for military or civilian applications, industrial based inspections and assisted search and rescue operations etc. However in the situation where the UAV has to be deployed indoors there is no assurance of GPS signals being transmitted properly. Thus an autonomous vehicle deployment would be very difficult to control or autonomously position itself with the help of GPS systems, which leads to applications of image sensors among others for localization.
The stereo type cameras were proposed to reduce the ambiguity of optical flow for altitude estimation when using single downward camera. A number of systems have applied single camera for optical flow measurement [1, 2, 3, 4] . A number of researchers [5, 6, 7] proposed to use a downward pointing perspective camera, in order to estimate the altitude according to a predefined pattern, target or object. This strategy, while is interesting would be limited to environment equipped with markers, landmarks or other object that have been installed to fulfill a predefined criteria. On the other hand, some researchers propose the usage of stereo camera or sensors to estimate altitude values to create ground elevation maps such as by Jung et. al [8] and Sanfourche et. al [9] . Their altitude deducing strategies are based on the matching points of interest. In other related works, assumption was made that when the QUAV travel indoors, there should be a dominant plane in a particular perspective image. Then the homography which exists between the left and right camera images of the ground can be computed using stereo camera intrinsic data to estimate altitude. This technique however would result in expensive computational cost, which leads to other methods to recover depth such as robust feature matching in stereo cameras. Eynard et. al [10] applied a stereo camera which combined omnidirectional and perspective camera together, where the attitude data were computed from the omnidirectional camera images. The approach is interesting but in such system there is a need for constantly good image being received by both cameras, to ensure good results. We proposed using attitude data from the embedded Inertial Measurement Unit (IMU) which is less noisy and accurate, and a pair of perspective camera as the stereo camera. The choice of UAV platform in this work is a small-size quadarotor UAV, which would be described later as QUAV, embedded with stereo cameras, as shown in Fig. 1 .
Optical flow interpretation for Quadrotor 3D motion estimation
Imaging Models. For optical flow calculations, two sets of coordinate systems were used. For simplification of explanation, the imaging model for a single camera will be described.The two cameras will have separate coordinate systems, that can output each left and right images optical flow. Three frames were used:
is the QUAV frame which is moved from I by the vector T.
is the camera reference frame which is fixed to the QUAV frame at an arbitrary position and is shifted from B by the vector ∆ Let P i be the i th point-feature of the environment which is represented by D i and ξ = (X i , Y i , Z i ) T relative to I and C respectively. The relative position vector ξ i can be expressed in terms of the robot position and orientation via the coordinate transformation T BC and T IB . Therefore it can be written as;
The camera frame C coincides with the QUAV body-frame B. Then, ∆ = 0 and T BC = I 3×3 . The perspective-central camera model maps the projection of P i to the focal plane through the following geometrical transformation.
with x i and y i are the coordinates of p i which is the projection of P i on the focal plane as shown in Fig. 2 . Eq. (2) is a model for central projection where β = 1 f is the inverse focal length. This model is geometrically identical to the usual model, with two representational changes. First, the camera coordinate system origin is fixed at the image plane rather than the center of projection (CO). Second, inverse focal length β is used as the model parameter.
By differentiating Eq.(2 ) and after geometrical transformations, the optical flow (ẋ i ,ẏ i ) can be expressed in terms of image coordinates (x i , y i ), the rotorcraft body-axis velocities and angular rates
Thus, the fusion strategy is formulated as an estimation problem with the state vector X r as shown below
The dynamic model for the Kalman Filter (KF) is chosen as below, which is an identity transform plus noise. The measurement equation can be written as follows, recalling eq. (3)
is the measurement vector and the matrix H ∈ R (2N +3)×(2N +3) is defined as
The initial Structure From Motion (SFM) problem is reduced to estimate translational velocity and structure parameters, considering the previously estimated OF, as the measurement vector. So the composite state vector consist of three parameters for camera translational motion, and N variables for structure (range or depth to observed points)
The number of unknowns is 3 + N . Computing OF at N image locations introduces N additional unknowns (Z 1 , . . . , Z N ) while providing 2N equations or measurements. Thus N ≥ 3 to determine the system. In the first stage of the research it is chosen that N = 9. In the image processing of OF the image was divided into nine equivalent regions which are symmetrical to the image center. This amounts to 18 regions for the left and right camera.
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The stereo camera is mounted on the autonomous small-sized rotorcraft, and by assuming the camera motion is smooth, and can be represented by a dynamic model, it can be written,
with γ k is the camera acceleration that is the same as the QUAV's, measured from the IMU. In this work the QUAV were flewn on static and rigid objects. The depth of the image captured by the camera is parameterized by depths Z i (t), i = 1, . . . , N of the N pixels where OF is computed. The model used was proposed by Kendoul et. al [11] as below
The depth map dynamics due to surface variation is included in the noise w z i k Thus, the evolution of the state vector X is governed by the following discrete dynamic system.
The model noise w k accounts for modeling errors,and N (0, σ w ) indicates that the vector w has a Gaussian distribution with zero mean and covariance matrix σ w A subset of outputs of the previous KF is then considered as measurements for the third Extended Kalman Filter (EKF). A pure translational OF (OF trans ) after fusing inertial data from IMU with OF is obtained. The translational OF (OF trans ) is related to the rotorcraft translational velocity V . From eq. (3), the observation discrete model can be written as below
with Y c is the measurement vector in R 2N containing the estimated translational OF, and the nonlinear function g c is expressed as
EKF implementation proposed by Kendoul et. al [11] were used once the system and measurement / observation models have been specified. Depth/height estimation only using optical flow data has low accuracy and less reliable due to the optical flow ambiguities and rendered image qualities. Previous research [11] used the same strategy to estimate depth, proposed fusing with the relative height measurements from the pressure sensor to improve height estimation and further reduce the scale of ambiguity.
The relative height measurement from surface obtained from the pressure sensor would not be precise when the depth of the surface is not constantly the same as in a real-world environment. In contrast vertical distance from the surface below where the QUAV is hovering can be computed from the stereo camera images by image triangulation. The depth computed from the stereo camera and the relative height measurement from the pressure sensor can be input and fused with the optical flow data to enhance the optical flow based odometer as shown in Fig.3 .
Due to computational limitations of current microcomputer that can be embedded on small-sized autonomous air-vehicle such as the small-size quadrotor, the computation of the combined algorithm of optical flow based odometry and stereo vision based altitude estimation was done partly in the Ground Control Station computer and partly on the embedded micro-computer. 
Experimental Results
Horizontal Odometry Fused With Stereo Camera Based Altitude Estimation. The correct estimation of altitude is essential for the accuracy of the QUAV Optical Flow odometry. In this work the proposed altitude estimation is based on the stereo camera that is mounted on the small UAV, which is pointed downwards towards the ground plane. The ground plane can be the indoor floor, flat objects such as table, stage etc. If the plane wideness is big enough, and can be detected as the dominant plane in stereo images, the plane will be considered as reference. This is important because the optical flow data is taken from the whole image, thus the dominant plane must be searched by stereo image processing means.
Altitude Estimation Using SIFT. One of the challenging problems in terms of computational time to estimate depth using stereo camera in an unknown environment is the stereo feature matching between the right and left camera. Scale-invariant features of the Scale-Invariant Feature Transform (SIFT) algorithm to match features on the ground in the both camera frame were employed. The high computing cost due to the scale invariance and rotational invariance problem was a matter of concern. However through the implementation of stereo matching with SIFT for GPU (Graphical Processing Unit) or SiftGPU [12] the resulting output is 8 to 10 frame per second (fps) for images of 320×240 frame-size.
Optimization of image processing using process threads and computer processor core allocations has also increased the computational speed.During the matching process of the left-right images, RANSAC (Random Sample Consensus) algorithm [13] to filter outliers.
The fusion of altitude (depth) estimation result by SIFT and Optical Flow based algorithm resulted an error of 20 to 25 cm compared to results computed by camera-based motion capture measurement system, VICON, as shown in Fig. 6 .
Correction Of Odometry Using Arbitrary Feature Tracking Using Optical Flow. Below are the steps that were applied to correct the x and y odometry. Feature points in the center of an image sequence is selected arbitrarily, and tracked. A set of new feature points will be selected when the tracked features left the image, during movement of the QUAV.
1.
A target feature will be selected arbitrarily from the image. Optic flow based odometry algorithm and arbitrary feature tracking will run simultaneously.
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2. Based on the number of feature points preset, by using the LK algorithm in the OF calculation, the center of the target feature would be calculated as the mean of all features' coordinates.
3. The arbitrary feature tracking algorithm will be initialized to select a "new target" at the center of the screen automatically when the previous target feature points exit a pre-defined border.
4. When the original target is completely out of the screen the image integral based algorithm will raise the object missing flag. The offset distance between the original target and the "new target" center is computed. The OF base tracking algorithm can be used as an odometer and fused with the SFM based odometry.
The strategy is applied assuming sufficient background texture so that features can be selected arbitrarily and tracked by an OF based algorithm. This strategy combined with the previous SFM base odometry could prevent accumulation of error when calculating the horizontal distance.
The flow chart of the current strategy can be referred to Fig.4(a) . While Fig. 4(b 
3.
(b) Using optical flow based algorithm to recover target when it is out of the camera field of view 
Conclusion and Future Works
In this work image depth data from the low-cost stereo camera (USB and Wireless) embedded on a QUAV were used and fused with the data from the Structure From Motion (SFM) algorithm which is based on optical flow to output a better position estimation. It is shown that through effective usage of image processing threads and CPU core allocations, SIFT features stereo matching algorithm and SFM algorithm were able to be processed in parallel and synchronously with an output of altitude data of 8 to 10 Hz, which is sufficient for altitude control. The horizontal position odometry accuracy has improved with a feature tracking strategy, as error from optical flow estimation would accumulate as the distance covered become longer.
Autonomous flying in GPS-denied environments using vision as its position sensors remains to be a challenging task, due to much of the algorithm requires a huge computing cost. Future work would be to increase the precision of horizontal axis odometry by fusing horizontal distance output from SIFT Features Stereo Matching in successive frames. This could be achieved by increasing the computational speed through algorithm optimization and new computing strategy of thread and efficient CPU core allocations in Graphical Processing Unit (GPU).
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