We deal with a class of nondivergence type elliptic and parabolic equations degenerating at the coordinate hyperplanes. Assuming that the degeneration is coordinatewise and varies regularly, we prove the Hölder continuity of solutions. Also, the approximative solutions are considered.
§1. Introduction
Let n ≥ 2, and let Ω be a bounded domain in R n containing the origin. We consider an elliptic equation of nondivergence form
with measurable coefficients. We suppose that a symmetric matrix A = (a ij ) has diagonal degeneration at coordinate hyperplanes x k = 0, k = 1, . . . , n. Namely, we assume that
where r A is a measurable matrix function satisfying the uniform ellipticity condition; i.e., for all x ∈ Ω we have
Next, Λ is a diagonal matrix of specific form responsible for degeneration:
(1.4) Λ(x) = diag{λ 1 (|x 1 |), λ 2 (|x 2 |), . . . , λ n (|x n |)}.
We obtain local a priori estimates of the Hölder norm for solutions of (1.1) and for solutions of the corresponding parabolic equation
For uniformly elliptic and uniformly parabolic equations such estimates were established in the classical paper [1] ; see also [2] . In [3] , this result was generalized to the equations with unbounded lower-order coefficients. Another method for obtaining Hölder estimates was proposed in [4] . The Hölder continuity of solutions of some nonuniformly elliptic (parabolic) equations was proved in [5] .
Equations with diagonal degeneration (1.1)-(1.4) have been studied in some particular cases since the 1960s, see, e.g., [6] , but only for a smooth coefficient matrix r A. Recently, these equations with only measurable coefficients have become of growing interest. One of the reasons is the active development of the theory of free boundary problems related to Gaussian curvature flows (see [7] and also [8, 9, 10] ).
In [11] , the Harnack inequality and Hölder estimates were obtained for solutions of an equation that can be reduced to (1.1)-(1.4) with n = 2, λ 1 (t) ≡ 1, λ 2 (t) = t α , α < 1.
It is important that in [11] equation (1.1) was considered in a domain located in the half-space x 2 > 0. Moreover, in essence, the Neumann condition was imposed on ∂Ω ∩ {x 2 = 0}. Thus, the even reflection with respect to x 2 = 0 reduces this problem to that of ours. On the other hand, a barrier function constructed in [11] is not available when a degeneration plane intersects the domain. It should be noted that the validity of the corresponding results of [11] for parabolic equations is doubtful. The point is that there is a gap in the proof of Theorem 3.2 in [11] (a version of the parabolic Aleksandrov-type maximum principle). Namely, it should be ρ 1 3 in place of ρ 2 3 on the right-hand side of the sup u + estimate. Since the proofs of subsequent statements in the parabolic case are omitted, it is not clear whether they remain valid after this correction.
In the paper [12] (see also [13] ) the Hölder continuity of approximative solutions of the homogeneous equation (1.1)-(1.4) was proved under the condition
The method of [12, 13] develops the techniques of [4] and is based on the Green function estimates for the uniformly elliptic equations with smooth coefficients approximating the equation conjugate to (1.1). Substantial analytic difficulties occur along this way, and the result was obtained only under hard restrictions on α k . We establish the Hölder continuity of solutions of (1.1) and (1.5) under the condition of a regular behavior of the functions λ k at a neighborhood of the origin; see §2. In particular, the functions λ k (t) = t α k are admissible for arbitrary α k < 1.
Our method is based on the classical barrier techniques. To construct the barriers, we uniformize the equation and reduce it to a uniformly elliptic (uniformly parabolic) equation with lower-order terms having strong singularities at the coordinate hyperplanes. For the reduced equations, barrier functions are constructed. The point is that our estimates for these barriers are uniform with respect to the distance from the coordinate hyperplanes. As we show, this approach can easily be modified to cover approximative solutions.
The paper is organized as follows. In §2, we collect auxiliary lemmas about regularly varying functions. §3 is devoted to uniformization of the equation and to barrier functions. In §4, Hölder continuity is proved for solutions of elliptic equations, and in §5 this is done for solutions of parabolic equations. Finally, in §6 we consider approximative solutions.
We introduce some notation. K ρ (x) stands for the n-dimensional cube centered at x, with 2ρ-long edges parallel to coordinate axes; K ρ = K ρ (0). If x = (x 1 , s
x) (i.e., s x is the projection of x to the hyperplane x 1 = 0), then K ρ (s x) stands for the (n − 1)-dimensional projection of K ρ (x).
For a set E, we denote by |E| its n-dimensional ((n + 1)-dimensional in §5) Lebesgue measure. We also set E + = E ∩ R n + , where R n + is the positive orthant in R n . We put f ± = max{±f, 0}. If u is a continuous function, then A u s = {x : u(x) > s} stands for its level set. §2. About regularly varying functions
Recall that a positive function ϕ(τ ), τ > 0, is regularly varying of order α near the origin 1 (we shall write ϕ ∈ R α ) if for any c > 0 we have
In a similar way we define regularly varying functions near infinity. The properties of regularly varying functions are well known. We list some of them that we shall use. The proofs can be found, for example, in the classical book [14] .
In what follows we need some statements about measures generated by regularly varying densities. The first statement resembles the well-known Chebyshev inequality.
Proof. Without loss of generality, t 2 ≥ |t 1 |. Note that, replacing ϕ 1 and ϕ 2 with functions equivalent to them at the origin, we keep relation (2.3). Thus, part 6 of Proposition 2.1 allows us to assume that the functions ϕ 1 and ϕ 2 are smooth, and
By Proposition 2.1, parts 2 and 5, the functions
are regularly varying with exponents α 1 + 1, α 2 + 1, and α 1 + α 2 + 1, respectively. We take a number N ≥ 3 such that
Upon equivalent replacement, we may assume that
(the first relation is implied by (2.5) and (2.6), and the last one follows from the fact that, by (2.4), the limit of this product at zero equals (
(the last relation follows from part 1 in Proposition 2.1).
The next lemma claims that if a set is "thin" with respect to Lebesgue measure, then it is also "thin" with respect to a measure with regularly varying density.
Then, for any ε > 0 there exists δ > 0 depending only on ε and the collection (ϕ k ) such that for all cubes K ρ (x 0 ) ⊂ K 1 and arbitrary measurable set E we have
Proof. Without loss of generality, we may assume that x 0 ∈ R n + . We take a number N ≥ 3, such that N α k +1 ≥ 4, k = 1, . . . , n. Suppose, also without loss of generality, that the point x 0 is located "near" the coordinate hyperplanes x k = 0 with k ≤ m and "far" from the coordinate hyperplanes x k = 0 with k > m (here 0 ≤ m ≤ n). Namely,
Note that replacing ϕ k with equivalent functions leads to multiplication of the measure |E| * of any set E by a quantity bounded by positive constants from above and from below. So, this does not influence the claim. Therefore, we may assume that the functions
Inequalities (2.7) and (2.8) imply that
. Now we estimate the measure |E ∩K ρ (x 0 )| * . By the "bathtub principle" (see, e.g., [15, Theorem 1.14] ), we conclude that if the measure |E ∩ K ρ (x 0 )| is fixed, then the maximal value of
with a suitably chosen s (replacing the ϕ k with equivalent functions, we may assume without loss of generality that all sets {ϕ 1 (|x 1 |) . . . ϕ n (|x n |) = s} have zero measure).
Obviously, K ρ (x 0 ) lies in the parallelepiped
On the other hand, from (2.10) we see that |K ρ (x 0 )| * |P(ρ)| * . Therefore, it suffices to estimate |E s ∩ P(ρ)| * , and even |E s ∩ P + (ρ)| * , by symmetry.
We introduce the sets
Then, obviously,
Relations (2.9) and (2.10) imply that, for sufficiently small p δ, we have
.
Therefore, for any ε > 0 there exists p δ > 0, depending only on ε and (ϕ k ), such that
Hence, using the second line in (2.9), we obtain the following relation on the set
only on p δ and (ϕ k ), and μ stands for an arbitrary positive number):
We set s = μϕ 1 (ρ) . . . ϕ m (ρ)ϕ m+1 (x 0 m+1 ) . . . ϕ n (x 0 n ). Then
By (2.10), there exists μ, depending only on ε, p N , and α k , k = 1, . . . , m, such that
We take the smallest admissible μ and take δ depending on μ, p N , and the collection (α k ) such that |K We suppose that the functions in (1.4) satisfy
Note that, after replacing λ k with functions equivalent at zero, equation (1.1) keeps its structure, and the constant ν in (1.3) can be controlled. Thus, by part 6 of Proposition 2.1, we may assume without loss of generality that λ k ∈ C 1 (]0, 1]) and tλ k (t)/λ k (t) → α k as t → +0. We extend the λ k to the negative half-axis as even functions.
Next, since Hölder continuity is a local property, it suffices to establish this property in a cube K R 0 (x 0 ) Ω with a small (given) edge of length 2R 0 and arbitrary center x 0 . At the same time, if x 0 is situated "far" from the kth coordinate hyperplane (i.e., |x 0 k | ≥ 2R 0 ), we may assume (shifting the origin and changing ν if needed) that λ k ≡ 1 and x 0 k = 0. Thus, it suffices to consider the case where x 0 is "near" the origin (i.e., |x 0 k | < 2R 0 , k = 1, . . . , n). Remark 1. Some regularly varying functions arise in this section by transformation of λ k . Also we consider some terms with finite limits at zero. It is easily seen that there exists R 0 ≤ 1, depending only on (λ i ), such that if |x k | < 3R 0 , then all such terms are "closely approximated" by their limit values (surely, this statement needs to be specified in each specific case).
We introduce a new coordinate system:
Obviously, the transformation (3.2) (as well as its inverse) satisfies the Hölder condition in s Ω. Thus, the Hölder exponent and Hölder constant of an arbitrary function in the original coordinates depend only on its Hölder exponent (respectively, constant) in the new coordinates and on the collection (λ i ).
In the y-coordinates, equation (1.1) is written as follows (we keep the original notation for the "transplanted" functions):
Note that
By Remark 1, we may assume that if |x k | < 3R 0 , then
The image of the cube K 3R 0 under the transformation (3.2) is a rectangular parallelepiped to be denoted by r Π. Now we introduce a set of "one-dimensional" functions that will be the base for constructing barriers.
Then there exist B k , depending only on y 0 k and λ k (k = 1, . . . , n), such that the functions w k (y k ) = −y 2 k + B k x k (here x k (y k ) stands for the function inverse to (3.2)) satisfy the following relations:
where C 1 , C 2 are positive constants depending only on the collection (λ i );
3) there exists ϑ > 0, depending only on
where p C 1 , p C 2 are constants depending only on (λ i ), and p
Proof. A direct calculation gives r L(−y 2 k ) = 2r a kk (1 − y k β k (y k )). Since Lx k = 0, we see that, by (3.4), property 1 is satisfied for any choice of B k .
Next, we note that for y 0 k = 0 we can put B k = 0, and property 2 becomes trivial. Otherwise, if y 0 k = 0, then by symmetry we may assume that y 0
. It should be noted that, by parts 3-5 of Proposition 2.1, 
Expanding x k (y 0 k + ρ) by the Taylor formula, we get
where θ ∈ ]0, 1[. Formula (3.7) yields
The second inequality in (3.5) is somewhat more complicated. As in (3.8), we have
First, suppose that ρ ≤ δy 0 k , where δ ∈ ]0, 1[ is a quantity to be chosen later. By part 1 of Proposition 2.1, Remark 1, and relation (3.7), we may assume that
and therefore y 0
Now, let δy 0 k ≤ ρ ≤ 2y 0 k . Then the above estimate yields
On the other hand,
. By part 6 of Proposition 2.1 and Remark 1, we may assume that
This completes the proof of part 2.
Under the conditions of part 3, we have y 0 k > 0 and |y 0 k − ρ| ≤ ϑy 0 k . Therefore,
. Next, by part 6 of Proposition 2.1 and Remark 1, we may assume that
Consequently,
It remains to choose ϑ so that c(ϑ, σ k ) ≤ 1−α k 9 for all k = 1, . . . , n. §4. Elliptic case
In all lemmas of this section we assume that v ∈ W 2 n (K 3R 0 ) is a function that, after passage to the y-coordinates, is nonnegative in the cube K ρ (y 0 ) ⊂ r Π and satisfies the inequality r
Lv ≥ −f (y) a.e. We introduce the notation λ = det(Λ) = n k=1 λ k . We follow the classical pattern of [3] . The first lemma shows that if in some cube the level set A v s has sufficiently large measure, then some smaller cube lies in the level set A v s/2 (up to correction for the right-hand side of the equation). A folklore title "the thin set lemma" is explained by the fact that the set under the level s is "thin" (i.e., has small measure). 
Proof. We construct the barrier function
where the w k are the functions on the cube K ρ (y 0 ) that were defined in Lemma 3.1, C 1 is the constant occurring in (3.5) , and r C is determined by the condition W (y 0 ) = 1. From (3.5) it follows that W ∂K ρ (y 0 ) ≤ 0.
We pass to x-coordinates. Denote by x 0 the image of y 0 , and by Π ρ (x 0 ) the image of K ρ (y 0 ) (this is a cuboid). We keep the original notation for "transplanted" functions.
Obviously, the function sW (x) − v(x) is nonpositive on ∂Π ρ (x 0 ). Applying the Aleksandrov maximum principle (see [16] ), we obtain
where, as in Lemma 2.3,
By Lemma 2.2, the last expression is bounded from above by a constant depending only on the collection (λ i ). Therefore, inequalities (4.3) and (3.5) show that, for y ∈ K ηρ (y 0 ),
(here C 2 is the constant from (3.5), while N 3 and N 4 depend only on n, ν, and (λ i )).
Since λ k (x k (y k )) ∈ R σ k , formula (2.10) yields
n k=1 (σ k ) − > 0, and N 5 depends only on the collection (λ i ). We substitute (4.5) in (4.4) and put η = C 1 /(4nC 2 ), C 3 = N 4 N 1 n 5 . It remains to note that, by Lemma 2.3, the estimate |K ρ (y 0 ) \ A v s | ≤ ζ · |K ρ (y 0 )| for sufficiently small ζ ensures that ε ≤ (4N 3 ) −n , and we arrive at (4.1).
The next lemma shows that a positive lower bound for v on a face of a sufficiently large subcube situated close to a coordinate hyperplane can be transferred across this hyperplane by a thin "bridge". 
where γ is the same constant as in Lemma 4.1.
Proof. Without loss of generality, we may assume that p ϑ ≤ ϑ, where ϑ is the constant occurring in part 3 of Lemma 3.1. We denote p y 0 = (− p ϑρ, s y 0 ) and define the barrier function (4.7)
x W (y) = 1
where the w k are functions on the cube K ρ ( p y 0 ) that were defined in Lemma 3.1, C 1 and p C 1 are constants from (3.5) and (3.6), respectively, and r C is determined by the condition
x W ( p ϑ 2 ρ, s y 0 ) = 1. Consider the following p ϑ( p ϑ + 1)ρ-thick rectangular parallelepiped adjacent to the hyperplane y 1 = p ϑ 2 ρ:
Relations ( 
Let ϑ 1 denote the positive root of the expression in brackets. Then for p ϑ ≤ ϑ 1 we have r L x W ≤ 0.
We pass to x-coordinates and denote by p Π ρ the image of r p Π ρ (it is a cuboid). We keep the original notation for "transplanted" functions.
Obviously, the function s x W (x)−v(x) is nonpositive on ∂ p Π ρ . Applying the Aleksandrov maximum principle, we obtain
As in (4.5), we have | p Π ρ | ≤ N 6 ρ nγ , where N 6 depends only on the collection (λ i ). Recalling (3.5) and (3.6), for y ∈ ] − p ϑ 2 ρ, p
(here C 2 is the constant from (3.5)). By (3.6), x W ( p y 0 ) ≥ 1 − p C 2 p C 1 ≥ − 1 4 . Therefore, there exists p ϑ ≤ min{ϑ, ϑ 1 } such that the expression in square brackets is at least 1 2 . This gives (4.6).
Approximative solutions of equation (1.5) can be defined in a similar way. Theorem 5.5 remains valid for them.
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