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Resumo
As redes sociais sa˜o, hoje em dia, o maior meio de partilha de informac¸a˜o. Tornaram-
se ao longo dos anos ferramentas fundamentais no dia-a-dia dos utilizadores da internet.
Da vasta informac¸a˜o partilhada nestas redes sociais existem citac¸o˜es a obras artı´sticas
que na maior parte das vezes na˜o sa˜o referenciadas. Geralmente, os utilizadores das redes
sociais que partilham uma citac¸a˜o, colocam o nome do autor mas na˜o existe refereˆncia a`
que obra pertence.
Outro problema com a partilha deste tipo de informac¸a˜o e´ que as citac¸o˜es nem sempre
esta˜o iguais ao original, sendo que os utilizadores utilizam sino´nimos ou cala˜o, o que torna
um desafio a comparac¸a˜o da informac¸a˜o. Para ale´m disto, existem citac¸o˜es referentes a
um autor que na realidade pertencem a outro, o que da´ origem a informac¸a˜o falsa.
Nesta tese foi criada uma abordagem para fazer corresponder mensagens partilhadas
nas redes sociais com a obra de um determinado autor. Para concretizar esta abordagem
foi, inicialmente, construı´do um projeto chamado “O Mundo em Pessoa” que, atrave´s
da recolha de citac¸o˜es das redes sociais Twitter e Facebook, faz o mapeamento destas
citac¸o˜es com a obra original do poeta Fernando Pessoa. A partir deste projeto foi criada
uma arquitetura, o “Social Impact”. O “Social Impact” tem como principal objetivo a
abstrac¸a˜o da estrutura de “O Mundo em Pessoa”, contando com a ajuda de um sistema de
information retrieval concretizado atrave´s da ferramenta Apache Lucene e com o uso do
projeto SocialBus para a recolha de mensagens partilhadas nas redes sociais.
A partir do “Social Impact” foi criada uma nova versa˜o melhorada de “O Mundo
em Pessoa” e o “Lusica”, um projeto que tem como objetivo mostrar o que e´ falado
nas redes sociais sobre os artistas musicais luso´fonos. Para ale´m destes dois casos de
estudo do “Social Impact”, foram tambe´m reutilizados componentes desta arquitetura
para outros projetos: “Onde ha´ bola”, projeto que mostrava os locais onde assistir aos
jogos do campeonato do mundo de futebol de 2014, e o “Missinks” que compara os
resultados das pesquisas do Google de dois domı´nios diferentes.
Palavras-chave: redes sociais, pesquisa em texto, prospecc¸a˜o de dados, correspondeˆncia




Nowadays, social networks are the biggest information sharing environment. They
have become fundamental tools, to the web users, over the years. From the wide amount
of information shared in these social networks, there are quotes to art works that most of
the times are not referenced. Usually, the social network users who share quotes put the
name of the author but there is no reference to the art work that this quote belongs.
Another problem with the sharing of this kind of information is that the quotes are
not always equal to the original quotes, wherein the users use synonyms or slang words
making this a challenge to compare information. Besides that, there are quotes related to
one author but in fact, the quote belongs to another author which origins false information.
In this thesis was created one approach to match shared messages in social networks
to the original art work from a particular author. To achieve this approach, we built
one prototype called “O Mundo em Pessoa” that through the gathering of quotes from
Twitter and Facebook, maps quotes to original art works from the poet Fernando Pessoa.
We created one architecture, called “Social Impact”, that provides an abstraction of the
prototype ”O Mundo em Pessoa”. Based on the “Social Impact” and on the information
retrieval tools, like Apache Lucene and SocialBus, was created a new and more efficient
version of “O Mundo em Pessoa”. The same strategy was also adopted for ”Lusica”,
a prototype that gives an overview of what is being said about Portuguese songs in the
social networks. In addition, to these two case studies, we use components of the “Social
Impact” arquitecture to create another two projects: “Onde ha´ bola”, project that shows
the places where to watch the football games of the world cup 2014; and “Missinks”,
a tool that compares the results of the searches in the Google domains of two different
countries.





Lista de Figuras xiii
Lista de Tabelas xv
1 Introduc¸a˜o 1
1.1 Motivac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Contribuic¸o˜es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Estrutura do documento . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Trabalho relacionado 5
2.1 Web data mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Data mining versus web mining . . . . . . . . . . . . . . . . . . 6
2.1.2 Web structure mining . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 Web content mining . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.1.4 Redes Sociais . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Information Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Pre´-processamento . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Modelos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Indexac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.4 Avaliac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Projetos e ferramentas relacionadas . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 “SocialBus” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Lucene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.3 “Music Timeline” . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3 “Social Impact” 23
3.1 “O Mundo em Pessoa” . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.1 Front-end . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.1.2 Web services . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.3 Back-end . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.1.4 Problemas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
xi
3.2 Requisitos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.3 Arquitetura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3.1 Especificac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3.2 Implementac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Resultados 37
4.1 Caso de estudo: “O Mundo em Pessoa” . . . . . . . . . . . . . . . . . . 37
4.1.1 Arquitetura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.1.2 Implementac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4.1.3 Avaliac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.2 Caso de estudo: “Lusica” . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.1 Arquitetura . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.2 Implementac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.3 Avaliac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 “Onde ha´ bola” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4 “Missinks” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
5 Conclusa˜o 55
A Tabela de web services de “O Mundo em Pessoa” 57
B Tabelas de avaliac¸a˜o de “O Mundo em Pessoa” 61
B.1 Mensagens do Facebook que foram classificadas como citac¸a˜o . . . . . . 61
B.2 Mensagens do Facebook que na˜o foram classificadas como citac¸a˜o . . . . 64
B.3 Mensagens do Twitter que foram classificadas como citac¸a˜o . . . . . . . 68
B.4 Mensagens do Twitter que na˜o foram classificadas como citac¸a˜o . . . . . 71
C Links de refereˆncias a “O Mundo em Pessoa” 76
D Tabela de web services do “Lusica” 78
E Avaliac¸a˜o de “Lusica” 79
E.1 Mensagens do Twitter que foram classificadas como citac¸a˜o . . . . . . . 79
E.2 Mensagens do Twitter que na˜o foram classificadas como citac¸a˜o . . . . . 83




1.1 Visa˜o geral da tese . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.1 Arquitetura de um sistema de Information Retrieval . . . . . . . . . . . . 12
2.2 Arquitetura do “SocialBus” . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3 Pa´gina principal de “Music Timeline” . . . . . . . . . . . . . . . . . . . 22
3.1 Pa´gina principal de “O Mundo em Pessoa” . . . . . . . . . . . . . . . . . 24
3.2 Arquitetura “Social Impact” . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Modelo entidade associac¸a˜o retirado da ferramenta MySQL Workbench . 30
3.4 Esquema detalhado do sistema de detec¸a˜o de citac¸o˜es . . . . . . . . . . 33
4.1 Arquitetura do sistema “O Mundo em Pessoa” . . . . . . . . . . . . . . 38
4.2 Arquitetura do “Lusica” . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3 Pa´gina principal do “Lusica” . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4 Tops do “Lusica” . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.5 Pa´gina principal de “Onde ha´ bola” . . . . . . . . . . . . . . . . . . . . . 51




2.1 Matriz de confusa˜o entre documentos obtidos e relevantes . . . . . . . . . 17
3.1 Tabela dos web services disponı´veis no “Social Impact” . . . . . . . . . . 36
4.1 Tabela dos resultados recolhidos em 6 meses . . . . . . . . . . . . . . . . 42





As redes sociais que foram surgindo ao longo da u´ltima de´cada mudaram a maneira como
se comunica, tornando-se ferramentas fundamentais nas relac¸o˜es humanas, visto que esta´
a` distaˆncia de um clique a possibilidade de partilhar conteu´dos e enviar mensagens. Por
consequente, tornou-se na˜o so´ o meio de comunicac¸a˜o e partilha de informac¸a˜o mais
popular, como tambe´m um objeto de investigac¸a˜o bastante atrativo em va´rias a´reas tais
como extrac¸a˜o e ana´lise de informac¸a˜o, como Kwak et al. [2010] refere.
1.1 Motivac¸a˜o
A informac¸a˜o que e´ partilhada nas redes sociais pode ter va´rios tipos e formatos, sendo
a sua grande maioria mensagens escritas das quais, muitas sa˜o citac¸o˜es a frases ou obras
de algum autor. Conseguimos facilmente identificar uma citac¸a˜o quando e´ feita uma
refereˆncia ao nome do autor, contudo na˜o existe correspondeˆncia a que texto, livro ou
obra desse autor a citac¸a˜o pertence.
As redes sociais criaram mecanismos de forma a permitir aos utilizadores colocarem
refereˆncias nas suas mensagens como e´ o caso das hashtags. Estes mecanismos teˆm uma
baixa taxa de utilizac¸a˜o como mostra o estudo feito por Weerkamp et al. [2011]. Este
estudo concluı´ que na rede social Twitter, a lı´ngua que mais usa hashtags e´ a alema˜ e
apenas 25% dos seus tweets os utilizam.
Para ale´m do problema de identificar a refereˆncia a`s obras numa mensagem, muitas
das citac¸o˜es partilhadas nas redes sociais na˜o esta˜o corretas ou na˜o esta˜o exatamente como
a obra original pelo uso de sino´nimos ou mesmo por erros gramaticais. Muitas vezes
as citac¸o˜es sa˜o associadas a um artista que na verdade pertence a outro (por exemplo:
“Pedras no caminho? Guardo todas, um dia vou construir um castelo. . . ”, e´ comum esta
frase estar associada a Fernando Pessoa quando na verdade e´ de Augusto Cury).
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1.2 Objetivos
O principal objetivo desta tese e´ criar uma abordagem que ajude a mapear mensagens
partilhadas nas redes sociais com uma determinada obra artı´stica, analisando o conteu´do
das mensagens e comparando-o com a obra do autor citado. Para ajudar a alcanc¸ar este
objetivo geral foram definidos os seguintes sub-objetivos:
1. Recolha automa´tica das obras de um determinado autor.
2. Recolha automa´tica das mensagens partilhadas nas redes sociais que citem as obras.
3. Construc¸a˜o de um sistema que fac¸a o mapeamento das obras com as citac¸o˜es reco-
lhidas, referidas nos pontos anteriores.
4. Implementac¸a˜o de dois casos de estudo de forma a dar um propo´sito a` abordagem.
Os dois casos de estudo servira˜o na˜o so´ para tornar a abordagem aberta a va´rios con-
textos como tambe´m contribuir para uma ana´lise de performance e detec¸a˜o/correc¸a˜o
de possı´veis erros. Para ale´m disto, estes casos de estudo ajudara˜o na divulgac¸a˜o
das obras de autores luso´fonos.
(a) “O Mundo em Pessoa”, projeto de recolha automa´tica de citac¸o˜es de Fernando
Pessoa (orto´nimo e hetero´nimos) a partir das redes sociais. Este projeto tem
como objetivo tentar perceber quais os versos e frases de Fernando Pessoa que
mais inspiram os leitores de todo o mundo e tambe´m, conduzir todos aqueles
que usam as palavras de Pessoa ate´ ao seu texto original, ampliando o nu´mero
de leitores e o conhecimento da sua obra.
(b) “Lusica” que a` semelhanc¸a de “O Mundo em Pessoa”, e´ um projeto de recolha
automa´tica de citac¸o˜es de mu´sica de artistas luso´fonos a partir das redes soci-
ais, cujo propo´sito sera´ a aplicac¸a˜o de um novo contexto a` abordagem, neste
caso o contexto sera´ a a´rea musical.
1.3 Contribuic¸o˜es
As principais contribuic¸o˜es desta tese foram:
1. Implementac¸a˜o do primeiro proto´tipo de “O Mundo em Pessoa”1.
2. Implementac¸a˜o da arquitetura “Social Impact” que faz detec¸a˜o de citac¸o˜es nas men-
sagens das redes sociais e pode ser estendida para va´rios contextos diferentes.
3. Implementac¸a˜o do segundo proto´tipo de “O Mundo em Pessoa” utilizando a arqui-
tetura “Social Impact”, ou seja, um caso de estudo para o “Social Impact”.
1Link para “O Mundo em Pessoa”: http://fernandopessoa.labs.sapo.pt/
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4. Implementac¸a˜o do primeiro proto´tipo do “Lusica”2 utilizando a arquitetura “Social
Impact”, ou seja, outro caso de estudo para o “Social Impact”.
5. Colaborac¸a˜o entre SAPO Labs e Faculdade de Cieˆncias da Universidade de Lisboa
na construc¸a˜o de aplicac¸o˜es web com um grande impacto na visibilidade nos meios
de comunicac¸a˜o social para ambas as instituic¸o˜es.
6. Exposic¸a˜o e apresentac¸a˜o dos casos de estudo nos eventos Sapo Codebits VII3 e no
Dia Aberto 20144.
7. Implementac¸a˜o do “Missinks”5 que reutiliza elementos da arquitetura “Social Im-
pact”.
8. Orientac¸a˜o no projeto “Onde ha´ Bola”6 que reutiliza elementos da arquitetura “So-
cial Impact”.
Figura 1.1: Visa˜o geral da tese
Em suma, a Figura 1.1 mostra todas as contribuic¸o˜es desta tese e como se relacionam
entre elas. Em primeiro lugar foi implementado o primeiro proto´tipo em colaborac¸a˜o com
o Sapo Labs que foi lanc¸ado na data do aniversa´rio dos 125 anos de Fernando Pessoa, e por
isso foi um proto´tipo muito rudimentar com o principal objetivo de cumprir este prazo.
2Link para o “Lusica”: http://www.lasige.di.fc.ul.pt/webtools/lusica/
3Link para o Codebits: https://codebits.eu/
4Link para o Dia Aberto: http://www.fc.ul.pt/pt/pagina/1932/dia-aberto-2014
5Link para o “Missinks”: http://missinks.fc.ul.pt/
6Link para o “Onde ha´ Bola”: http://ondehabola.labs.sapo.pt/
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Foram portanto detetados va´rios problemas e haveria a necessidade da criac¸a˜o de uma
arquitetura abstrata que fosse extensı´vel a outros contextos, foi por isso criado o “Social
Impact”. A partir do “Social Impact” foi implementada uma nova versa˜o de “O Mundo
em Pessoa” e a primeira versa˜o do “Lusica”. Para ale´m destes projetos, foram criados
mais dois que na˜o sa˜o uma implementac¸a˜o direta mas que reutilizaram componentes do
“Social Impact”, que foi o “Onde ha´ Bola” e o “Missinks”.
1.4 Estrutura do documento
Este documento esta´ organizado da seguinte forma:
• Capı´tulo 1 (Introduc¸a˜o) e´ um capı´tulo introduto´rio que esta´ dividido em quatro
secc¸o˜es. A primeira apresenta as principais motivac¸o˜es para o desenvolvimento
desta tese, a segunda os objetivos que se pretende cumprir, na terceira as principais
contribuic¸o˜es e por u´ltimo, a estrutura este documento.
• Capı´tulo 2 (Trabalho relacionado) apresenta o contexto onde esta tese se insere e
alguns trabalhos realizados nesta a´rea. Este capı´tulo esta´ dividido em treˆs secc¸o˜es:
Web data mining onde sa˜o apresentados os me´todos de recolha e ana´lise de in-
formac¸a˜o na web, Information Retrieval que apresenta as te´cnicas existentes para
a obtenc¸a˜o de informac¸a˜o de uma vasta colec¸a˜o de dados, e por fim, Projetos e
ferramentas relacionadas que apresenta os projetos e ferramentas utilizados para a
implementac¸a˜o desta tese e que usam as te´cnicas descritas nas Secc¸o˜es anteriores.
• Capı´tulo 3 (“Social Impact”) apresenta a soluc¸a˜o proposta para cumprir o objetivo
descrito na Secc¸a˜o 1.2. Esta´ subdividida em duas secc¸o˜es: “O Mundo em Pessoa”
que apresenta o primeiro proto´tipo construı´do apenas focado no contexto das obras
litera´rias, Requisitos que apresenta os requisitos funcionais e na˜o funcionais do
sistema “Social Impact” e Arquitetura que apresenta a especificac¸a˜o da arquitetura
“Social Impact” e a sua implementac¸a˜o.
• Capı´tulo 4 (Resultados) apresenta os sistemas contruı´dos a partir da arquitetura
“Social Impact” descrita no Capitulo 3. Esta´ divido em 4 secc¸o˜es: Caso de es-
tudo: “O Mundo em Pessoa”, que apresenta o projeto como caso de estudo do
“Social Impact”, Caso de estudo: “Lusica” que apresenta outro caso de estudo mas
com o contexto musical, “Onde ha´ bola” que apresenta um projeto que reutiliza
componentes da arquitetura e “Missinks” que apresenta outro projeto que reutiliza
componentes da arquitetura.




2.1 Web data mining
O ra´pido crescimento da world wide web na u´ltima de´cada faz com que esta seja a maior
fonte de dados do mundo. Tornou-se a plataforma mais importante e popular na˜o so´ para
encontrar informac¸a˜o mas tambe´m para fornecer servic¸os. Todos os autores de livros e
artigos que abordam web mining Liu [2007], Wang [2000], Akerkar et al. [2012], concor-
dam com o facto de que este ra´pido crescimento faz com que, por vezes, a informac¸a˜o
na˜o se encontre estruturada. Esta e´ a grande motivac¸a˜o para a a´rea de web data mining
visto que, de forma a encontrar a informac¸a˜o pretendida nesta grande fonte de dados, sera´
fundamental a implementac¸a˜o de mecanismos de data mining na web.
Liu [2007] apresenta uma lista de caracterı´sticas u´nicas que fazem com que seja fun-
damental a prospec¸a˜o de informac¸a˜o na web de forma a obter os dados e conhecimento
pretendidos:
• A quantidade de informac¸a˜o e´ enorme e sempre em crescimento. A cobertura da
informac¸a˜o e´ grande e diversa.
• Tipos de dados na internet podem ser variados e podem, ou na˜o, estar estruturados.
• A informac¸a˜o e´ heteroge´nea, ou seja, va´rias pa´ginas conteˆm a mesma informac¸a˜o,
podendo conter diferentes palavras ou formatos, tornando assim a integrac¸a˜o de
informac¸a˜o um problema complexo.
• Muita informac¸a˜o na internet esta´ relacionada atrave´s de hyperlinks que pode com-
pletar informac¸a˜o de uma determinada pa´gina.
• Muita da informac¸a˜o contida numa pa´gina web na˜o e´ relevante para uma deter-
minada aplicac¸a˜o (links de navegac¸a˜o, publicidade, etc). Para a prospec¸a˜o da
informac¸a˜o relevante e´ necessa´rio remover este tipo de informac¸a˜o na˜o relevante.
Para ale´m disto a informac¸a˜o pode ser de baixa qualidade, informac¸a˜o errada ou en-
ganadora visto que qualquer utilizador pode inserir informac¸a˜o numa pa´gina web.
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• A web e´ utilizada na˜o so´ para consultar informac¸a˜o como para aceder a servic¸os
como, por exemplo, comprar produtos, pagar contas, etc.
• A informac¸a˜o e´ dinaˆmica, ou seja, pode estar sempre a mudar. A monitorizac¸a˜o das
alterac¸o˜es de informac¸a˜o pode ser importante para va´rias aplicac¸o˜es
• A web e´ uma sociedade virtual. Na˜o e´ apenas dados mas interac¸o˜es entre pessoas,
organizac¸o˜es e sistemas automatizados.
Estas caracterı´sticas apresentam na˜o so´ desafios mas tambe´m oportunidades para a pros-
pec¸a˜o de dados e descobrir informac¸a˜o e conhecimento atrave´s da internet. De forma a
explorar web mining e´ necessa´rio perceber data mining. A subsec¸a˜o seguinte ira´ descrever
estas duas te´cnicas e mostrar as suas diferenc¸as e semelhanc¸as.
2.1.1 Data mining versus web mining
Data mining e´ um processo de descoberta de padro˜es e conhecimento atrave´s de fontes
de dados (bases de dados, textos, etc). E´ uma disciplina que envolve va´rias a´reas como
Machine learning, Estatı´stica, Inteligeˆncia artificial e visualizac¸a˜o.
Segundo Han et al. [2006], data mining atraiu grande atenc¸a˜o na indu´stria da informac¸a˜o
e na sociedade como um todo, nos u´ltimos anos, durante a disponibilidade de grande
quantidade de dados e a necessidade iminente de tornar estes dados em informac¸a˜o u´til e
em conhecimento. A informac¸a˜o recolhida atrave´s de um sistema de data mining podera´
ser u´til para, por exemplo, ana´lises do mercado, detec¸a˜o de fraudes, controlo de produc¸a˜o
e explorac¸a˜o cientı´fica.
Liu [2007] descreve o processo de um sistema data mining comec¸ando com uma
compreensa˜o do domı´nio da aplicac¸a˜o, identificando as fontes de dados e os dados ne-
cessa´rios. Depois desta compreensa˜o e´ procedido a` recolha dos dados. Aos dados reco-
lhidos deste processo sera˜o aplicados 3 passos:
• Pre´-processamento – E´ necessa´rio remover os dados na˜o relevantes. Os dados po-
dem ser demasiado grandes e ter atributos irrelevantes, pelo que se torna necessa´rio
este processo de reduc¸a˜o de dados.
• Data-mining – os dados pre´-processados sa˜o passados por um algoritmo de data
mining que produz padro˜es ou conhecimento atrave´s dos dados.
• Po´s-processamento – De todos os padro˜es gerados e´ necessa´rio identificar aqueles
que sa˜o u´teis atrave´s de te´cnicas de avaliac¸a˜o e visualizac¸a˜o. Este processo e´ quase
sempre iterativo. O processo e´ iterado ate´ produzir resultados satisfato´rios que sa˜o
incorporados no sistema.
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Web mining tem o mesmo objetivo e foi criado pela mesma motivac¸a˜o que o data mi-
ning. A principal diferenc¸a prende-se com o facto de que a descoberta da informac¸a˜o ou
conhecimento prove´m da web atrave´s de hyperlinks estruturados, conteu´dos de pa´ginas
web ou dados de usabilidade dessas mesmas pa´ginas. Segundo a maior parte dos au-
tores Liu [2007], Wang [2000], Akerkar et al. [2012], as categorias de web mining sa˜o
baseadas no tipo de dados que existe na web:
• Web structure mining - descobre conhecimento u´til atrave´s de hyperlinks que repre-
sentam a estrutura da web. Por exemplo, atrave´s dos links conseguimos descobrir
pa´ginas web importantes, o que e´ bastante usado para motores de busca. Tambe´m
podemos descobrir, por exemplo, comunidades de utilizadores que partilham in-
teresses comuns. O data mining tradicional na˜o conte´m esta tarefa porque na˜o
costuma existir uma estrutura de hyperlinks na sua informac¸a˜o.
• Web content mining - extrai informac¸a˜o ou conhecimento u´til a partir do conteu´do
das pa´ginas web. Por exemplo, conseguimos automaticamente classificar pa´ginas
web de acordo com os seus to´picos. Esta tarefa e´ parecida com a de data mi-
ning tradicional, contudo conseguimos descobrir padro˜es nas pa´ginas web e extrair
informac¸a˜o u´til como descric¸o˜es de produtos, publicac¸o˜es em fo´runs, etc.
• Web-usage mining - para descobrir padro˜es de acesso dos utilizadores a partir de
logs de acesso que gravam cada click feito por cada utilizador.
No data mining tradicional, o processamento dos dados esta˜o muitas vezes ja´ contidos
e guardados num data warehouse, ao passo que no web mining, os dados podem ser uma
tarefa substancial, especialmente para web content mining o que pode envolver o uso de
crawlers a um grande nu´mero de pa´ginas web. Aos dados recolhidos, sera´ aplicado o
mesmo processo de data mining: pre´-processamento, web mining e po´s-processamento.
Contudo, as te´cnicas usadas para cada passo sa˜o diferentes das usadas no tradicional.
Assim, web mining na˜o e´ uma aplicac¸a˜o de data mining visto que a estrutura e hete-
rogeneidade da informac¸a˜o do web mining pode ser bastante diferente de data mining
contudo, web mining usa as te´cnicas de data mining de forma a processar a informac¸a˜o.
Neste documento apenas ira˜o ser descritos os dois primeiros tipos de web mining visto
que, de acordo com os objetivos descritos na Secc¸a˜o 1.2, na˜o sera´ tido em conta o acesso
do utilizador a um determinado website como e´ previsto no web usage mining.
2.1.2 Web structure mining
Liu [2007], os motores de busca antigos devolviam pa´ginas relevantes para os utiliza-
dores baseando-se apenas na similaridade do conteu´do. Contudo tornou-se claro que a
similaridade do conteu´do apenas na˜o era suficiente por duas razo˜es:
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1. O nu´mero de pa´ginas web cresceu rapidamente. Dada uma consulta, o nu´mero de
pa´ginas relevantes poderia ser enorme. Por exemplo, dado um conjunto de ter-
mos de procura como “classification technique”, o motor de busca Google estima
que existam por volta de 10 milho˜es de pa´ginas relevantes. Esta abundaˆncia de
informac¸a˜o causa um grande problema de ranking, como por exemplo, como esco-
lher apenas 30 ou 40 pa´ginas que se va˜o apresentar em primeiro lugar ao utilizador.
2. A similaridade do conteu´do pode facilmente ser alvo de spam. Um dono de uma
pa´gina pode repetir palavras importantes e adicionar remotamente palavras rela-
cionadas para que as suas pa´ginas aparec¸am mais a` frente nos rankings ou para
fazer com que as pa´ginas se tornem relevantes num grande nu´mero de possı´veis
consultas. Por exemplo, a palavra ”cruise” tem um ranking elevado por causa da
grande procura pelo nome do ator Tom Cruise e pode ser utilizada, por exemplo,
por ageˆncias de viagens de forma a aparecerem mais a` frente nos rankings.
A soluc¸a˜o encontrada para estes problemas foram os hyperlinks. Ao contra´rio dos
documentos de texto que sa˜o considerados independentes, as pa´ginas web sa˜o ligadas
atrave´s de hyperlinks, que carregam informac¸a˜o importante.
Os hyperlinks podem ser usados para organizar uma grande quantidade de informac¸a˜o
dentro de um pa´gina web ou apontar para outras pa´ginas web, o que indica um transporte
de autoridade para as pa´ginas que esta˜o a ser apontadas. Neste u´ltimo caso, as pa´ginas
apontadas podera˜o conter informac¸a˜o que completa a informac¸a˜o apresentada pela pa´gina
que conte´m esta refereˆncia.
Web structure mining tem como objetivo identificar a relac¸a˜o entre pa´ginas web liga-
das por similaridade de informac¸a˜o ou por hyperlinks. A partir de um hyperlink e´ gerada a
informac¸a˜o da estrutura da pa´gina. Isto permite, por exemplo, a um motor de busca extrair
dados relativos a uma pesquisa diretamente do conteu´do de uma pa´gina. Os programas
que fazem esta pesquisa e extrac¸a˜o dos dados atrave´s de hyperlinks sa˜o conhecidos como
web crawlers.
Chakrabarti [2003] considera o principio ba´sico dos crawlers, a recolha de informac¸a˜o
de uma pa´gina recolhendo tambe´m hyperlinks para outras pa´ginas que na˜o foram reco-
lhidas, ou seja, quando uma pa´gina e´ recolhida, sa˜o identificados os hyperlinks para ou-
tras pa´ginas que representam potencial trabalho pendente para o crawler. Apesar de um
crawler estar sempre a` procura de novas pa´ginas, na˜o ha´ garantia que todas as pa´ginas
acessı´veis sera˜o encontradas por esse crawler.
Os exemplos de web crawlers mais conhecidos sa˜o os motores de busca que per-
correm a web processando e indexando as pa´ginas recolhidas para serem apresentadas
quando um utilizador faz uma pesquisa. O motor de busca mais popular e´ o Google, cu-
jos autores Brin et al. [1998] apresentaram a primeira gerac¸a˜o de crawlers deste motor de
busca. Os resultados da avaliac¸a˜o desta ferramenta foram 26 milho˜es de pedidos HTTP
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em 9 dias. Para ale´m dos nu´meros foi tambe´m verificada a qualidade dos resultados de
acordo com a relevaˆncia que tinham para a pesquisa. Concluiu-se portanto atrave´s dos
exemplos apresentados que esta era uma ferramenta com resultados bastante relevantes
para as procuras.
Posteriormente foi lanc¸ado o Mercator por Heydon et al. [1999] que e´ um crawler com
o objetivo de indexar a intranet de organizac¸o˜es. Este crawler obteve uma me´dia de 122
documentos por segundo em 8 dias e efetuando cerca de 80 milho˜es de pedidos HTTP.
Comparando com o do Google, teve resultados bastante favora´veis tendo como principal
fator a indexac¸a˜o na˜o so´ de pa´ginas HTML, como e´ o caso do Google, mas tambe´m do
tipo MIME.
Mais recentemente foi lanc¸ado UbiCrawler por Boldi et al. [2004] que e´ um web
crawler escala´vel, tolerante a faltas e totalmente distribuı´do. O resultado foi um sistema
independente de plataforma, linear, escala´vel, resistente a faltas e a com descentralizac¸a˜o
de cada tarefa.
Conclusa˜o, Web structure mining tem uma relac¸a˜o natural com o web content mi-
ning, visto que e´ bastante prova´vel que um documento web contenha hyperlinks no seu
conteu´do que sera˜o importantes para encontrar novas pa´ginas. E´ portanto bastante fre-
quente que uma aplicac¸a˜o de web data mining combine estas duas categorias, como refere
Wang [2000].
2.1.3 Web content mining
Web content mining e´ a recolha de informac¸a˜o automa´tica de texto, imagens, a´udio, vı´deo,
metadados e hyperlinks de uma pa´gina web. A procura destas pa´ginas web e´ feita atrave´s
do structure mining que fornece resultados baseados no nı´vel de semelhanc¸a com a con-
sulta feita.
Segundo Wang [2000], os dados que se encontram nas pa´ginas web podem ser semi-
estruturados (por exemplo: documentos HTML), estruturados (se os dados provierem de
uma tabela) ou na˜o estruturados (o que acontece na maioria dos dados).
Sa˜o identificados dois desafios no web content mining: a extrac¸a˜o da informac¸a˜o e
depois da extrac¸a˜o feita, a integrac¸a˜o com a informac¸a˜o que ja´ foi recolhida.
Extrac¸a˜o de informac¸a˜o
Um programa que extrai dados da web e´ chamado wrapper. Os dados estruturados na web
sa˜o tipicamente dados guardados em bases de dados que posteriormente sa˜o devolvidos e
disponibilizados pelas pa´ginas web. Extrair estes dados e´ bastante u´til visto que e´ possı´vel
obter e integrar va´rias fontes para fornecer servic¸os com informac¸a˜o extra como, por
exemplo, informac¸a˜o web personaliza´vel de va´rias fontes, comparac¸a˜o de prec¸os de um
produto em va´rias fontes, etc.
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Com cada vez mais organizac¸o˜es e instituic¸o˜es a divulgarem informac¸a˜o na web, a
capacidade de extrair estes dados esta´ a tornar-se cada vez mais importante. Existem 3
abordagens de extrac¸a˜o de informac¸a˜o na web:
• Abordagem manual: O programador observa a pa´gina web e o seu conteu´do de
forma a encontrar alguns padro˜es e de seguida escreve um programa para extrair os
dados. Para tornar o processo mais simples para os programadores va´rias lingua-
gens com especificac¸o˜es padra˜o e interfaces com o utilizador foram criadas. Apesar
da facilidade de implementac¸a˜o, esta aproximac¸a˜o na˜o e´ escala´vel para um grande
nu´mero de pa´ginas web.
• Wrapper induction – Esta e´ uma aproximac¸a˜o semi-automa´tica onde e´ usado um
conjunto de regras de extrac¸a˜o aprendidas atrave´s de uma colec¸a˜o de pa´ginas clas-
sificadas manualmente. As regras sa˜o depois usadas para extrair dados de pa´ginas
formatadas similarmente.
• Extrac¸a˜o automa´tica – Dadas as pa´ginas, automaticamente encontra padro˜es ou
grama´ticas das pa´ginas de forma a extrair os dados. Esta abordagem elimina o
esforc¸o manual de classificac¸a˜o e pode ser escalada para um nu´mero de pa´ginas
maior.
O trabalho efetuado e publicado na a´rea e´ vasto. Por exemplo, a ferramenta ANDES
por Myllymaki [2002], ajuda a resolver os problemas identificados na extrac¸a˜o de dados
na web: forms HTML e Javascript que geram informac¸a˜o automaticamente. Estes ele-
mentos tornam um desafio a recolha desta informac¸a˜o, datasets incompatı´veis e dados
em falta ou dados conflituosos. De forma a ultrapassar estes problemas foi necessa´ria a
construc¸a˜o de um sistema de validac¸a˜o de dados e recuperac¸a˜o de erros de forma a lidar
com falhas na extrac¸a˜o dos dados.
O artigo de Kushmerick [2000] fala da te´cnica wrapper induction de forma a construir
um wrapper semiautoma´tico. Com este estudo chegam-se a duas concluso˜es: e´ necessa´rio
um sistema de aprendizagem automa´tico para manter a grande quantidade de bibliotecas
dos wrappers visto que esta˜o constantemente a aparecer novas fontes na web e a avaliac¸a˜o
feita na ferramenta revelou algumas falhas em relac¸a˜o a expressividade e a eficieˆncia.
Integrac¸a˜o de informac¸a˜o
Os dados extraı´dos das pa´ginas web sa˜o geralmente guardados em bases de dados. Con-
tudo, para uma aplicac¸a˜o pode na˜o ser suficiente extrair dados de uma u´nica fonte, por
exemplo, para oferecer um servic¸o com informac¸a˜o mais enriquecida. Neste caso, para
ale´m da extrac¸a˜o e´ necessa´ria a integrac¸a˜o da data extraı´da de forma a produzir uma base
de dados consistente e coerente.
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Integrac¸a˜o significa combinar diferentes colunas em diferentes tabelas que conteˆm o
mesmo tipo de informac¸a˜o e combinar valores que sa˜o semanticamente ideˆnticos mas
que sa˜o representados de forma diferente em diferentes pa´ginas web. A integrac¸a˜o da
informac¸a˜o e´ uma a´rea de pesquisa bastante limitada sendo mais focada em Web query
interfaces visto que muitos dos problemas destas duas a´reas sa˜o bastante semelhantes.
2.1.4 Redes Sociais
A web evoluiu radicalmente de um estado esta´tico, de apenas documentos ligados por
hyperlinks, para um estado interativo de forma a potenciar a colaborac¸a˜o dos seus utiliza-
dores. Desta forma a web tornou-se numa plataforma de gerac¸a˜o, circulac¸a˜o e difusa˜o de
conteu´dos.
Este estado e´ conhecido como web 2.0, nome que foi dado pela empresa americana
O’Reilly Media em 2004, atrave´s de Romanı´ et al. [2009], para designar esta segunda
gerac¸a˜o de comunidades e servic¸os. Nesta nova gerac¸a˜o, os utilizadores tornaram-se mais
ativos na gerac¸a˜o e regulac¸a˜o de conteu´dos como por exemplo: blogs, wikis, redes sociais,
etc. De todos os servic¸os criados com o aparecimento da web 2.0, os que mais se destacam
sa˜o as redes sociais.
As redes sociais teˆm aumentado drasticamente a comunicac¸a˜o e interac¸a˜o na web
pois permitem que que milho˜es de utilizadores partilhem as suas opinio˜es numa grande
variedade de to´picos. Consequentemente o uso e integrac¸a˜o de redes sociais esta´ a tornar-
se cada vez mais importante para empresas e instituic¸o˜es. A maioria das redes sociais ja´
fornecem APIs que permitem aceder aos conteu´dos partilhados pelas suas ferramentas de
forma a melhorar a personalizac¸a˜o de uma aplicac¸a˜o que explora estes dados.
O trabalho nesta a´rea e´ enorme visto a importaˆncia que esta a´rea esta´ a ter na web.
Leite et al. [2013] descreve uma aplicac¸a˜o destinada a monitorizar o impacto de notı´cias
de um determinado jornal nas redes sociais Twitter e Facebook. Esta aplicac¸a˜o foi cons-
truı´da com base nas APIs que as redes sociais disponibilizam e no final conseguiram
cumprir o objetivo com uma ferramenta de fa´cil uso por parte dos utilizadores.
Outro trabalho e´ o descrito na tese de mestrado de Oliveira [2010] e no artigo de Boan-
jak et al. [2012] onde e´ descrito o sistema TwitterEcho. O TwitterEcho e´ um sistema que
recolhe “tweets” da rede social Twitter de um grupo restrito, a comunidade portuguesa. O
”TwitterEcho” disponibiliza atrave´s de um termo todas as citac¸o˜es a esse termo que esta˜o
a ser referidas nesta comunidade.
2.2 Information Retrieval
Information retrieval e´ a tarefa de obter informac¸a˜o relevante para uma pesquisa numa
vasta colec¸a˜o de documentos. A unidade ba´sica de information retrieval e´ o documento e
portanto a sua base de dados e´ uma grande colec¸a˜o de documentos.
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Na pra´tica, information retrieval baseia-se em encontrar um conjunto de documentos
que sa˜o relevantes para a procura efetuada. Desta procura e´ gerado um ranking com os
documentos ordenados pela sua relevaˆncia. As procuras mais comuns sa˜o feitas utilizando
uma lista de palavras-chave que sa˜o designadas por termos.
Information retrieval e´ diferente da data retrieval que e´ usada nas bases de dados
utilizando consultas SQL. Os dados nestas bases de dados esta˜o estruturados e guardados
em tabelas relacionais contudo a informac¸a˜o no texto na˜o e´ estruturada e na˜o existe uma
linguagem estruturada, como o SQL, para information retrieval.
Figura 2.1: Arquitetura de um sistema de Information Retrieval
A Figura 2.1 mostra o processo que e´ feito quando o utilizador faz uma consulta a um
sistema de information retrieval. Esta consulta passa atrave´s de um mo´dulo de operac¸a˜o
de consultas que por sua vez envia uma consulta executa´vel para o mo´dulo de information
retrieval.
O mo´dulo de information retrieval utiliza um indexador de documentos para devolver
os documentos que conteˆm alguns dos termos da consulta, ou seja, os que sa˜o relevantes
para a consulta. De seguida o mo´dulo de information retrieval calcula a pontuac¸a˜o que
ira´ dar a cada um dos documentos devolvidos de acordo com a sua relevaˆncia criando
um conjunto de documentos ordenados pela sua pontuac¸a˜o que ira´ ser apresentado ao
utilizador. A colec¸a˜o de documentos e´ onde esta˜o armazenados os documentos e o mo´dulo
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indexador servira´ para indexar os documentos de forma a devolveˆ-los de forma eficiente.
Depois do processo concluı´do pode existir um me´todo no qual seja possı´vel o utili-
zador dar feedback sobre o ranking de documentos de forma a melhorar a qualidade dos
rankings.
2.2.1 Pre´-processamento
Antes dos documentos serem usados para o sistema de information retrieval, sa˜o ne-
cessa´rios alguns me´todos de pre´-processamento. Para os tradicionais documentos de texto
e´ usual ser utilizada uma tarefa de remoc¸a˜o de stopwords. Liu [2007], define stopwords
como palavras que ocorrem frequentemente num texto de uma determinada lı´ngua que
ajudam a construir frases mas na˜o sa˜o relevantes para o conteu´do dos documentos e para
a consulta feita.
Alguns exemplos de stopwords sa˜o artigos, preposic¸o˜es, conjunc¸o˜es e pronomes. Foi
criado um estudo pelo departamento de cieˆncia da computac¸a˜o da Universidade de Neu-
chatel por Savoy [2011], que faz a recolha das stopwords de va´rias lı´nguas diferentes.
Como esta tese ira´ ter como caso de estudo artistas luso´fonos, ira´ ser usada apenas a lista
de stopwords da lı´ngua portuguesa.
2.2.2 Modelos
Um modelo de information retrieval controla como os documentos e as consultas sa˜o re-
presentados e como a relevaˆncia de um documento para uma consulta e´ definido. Existem
4 modelos principais: Boolean model, vector space model, language model e probabilistic
model.
Todos os modelos tratam cada documento ou consulta como termos, ou seja, cada
documento e consulta e´ descrito por um conjunto de termos distintos. Geralmente, os
modelos mais utilizados num sistema de information retrieval sa˜o o boolean model e o
vector space model que va˜o ser descritos nas subsecc¸o˜es seguintes.
Boolean Model
Boolean model e´ o modelo de information retrieval mais ba´sico. Os livros Manning et al.
[2008], Liu [2007], Baeza-Yates et al. [1999] que retratam information retrieval, referem
que boolean model usa consultas na forma de expressa˜o de lo´gica booleana e a noc¸a˜o de
combinac¸a˜o exata para fazer a correspondeˆncia entre os documentos e a consulta, ou seja,
os documentos sa˜o retornados se tornarem a consulta verdadeira.
Representac¸a˜o dos documentos: Os documentos e as consultas sa˜o representados
como conjuntos de termos, ou seja, cada termo individual e´ considerado presente ou au-
sente do documento.
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Representac¸a˜o das consultas: Nas consultas, os termos sa˜o combinados usando os
operadores lo´gicos AND, OR e NOT. Por exemplo, se a consulta for (x OR y) AND (NOT
z ), significa que os documentos devolvidos ira˜o conter x ou y mas na˜o conteˆm z .
Devoluc¸a˜o dos documentos: dada uma consulta, o sistema retorna todos os docu-
mentos que fazem a consulta logicamente verdadeira. A devoluc¸a˜o dos documentos e´
baseada em decisa˜o bina´ria, ou seja, um documento ou satisfaz ou na˜o a consulta, isto e´
chamado de combinac¸a˜o exata.
A maior desvantagem deste modelo e´ na˜o haver a noc¸a˜o de correspondeˆncia parcial
ou ranking dos documentos retornados, o que por vezes pode levar a resultados pobres.
Portanto a frequeˆncia que os termos ocorrem num documento e a proximidade entre eles,
contribui significativamente para calcular a relevaˆncia de um documento. Por esta raza˜o,
na pra´tica, e´ raro ser usado este modelo em separado.
Vector Space Model
Segundo Liu [2007], este e´ o modelo mais utilizado em information retrieval. Manning
et al. [2008] definem vector space model como um modelo no qual as consultas sa˜o texto
livre. Isto significa que, em vez de usar algumas palavras como no caso do boolean model,
e´ usado texto separado com operadores que constroem uma expressa˜o, que por sua vez
e´ usada em forma de consulta. Com esta consulta o sistema decide quais os documentos
que a satisfazem.
Representac¸a˜o dos documentos: Um documento e´ representado atrave´s de um vetor
no qual cada componente e´ um termo da consulta. O peso e´ calculado de acordo com
o esquema TF-IDF. Em TF (Term Frequency) o peso de um termo num documento e´ o
nu´mero de vezes que este termo aparece no documento.
tftd =
ftd
max{f1d, f2d, ..., f[V ]d} (2.1)
A fo´rmula 2.1 representa uma das maneiras de calcular o TF na qual o t representa os
termos e o d o documento.
Contudo, este esquema na˜o considera uma situac¸a˜o em que o termo aparec¸a em va´rios
documentos da colec¸a˜o, pelo que sera´ necessa´ria a inclusa˜o do IDF (inverse document





A fo´rmula 2.2 representa a forma de calcular o IDF na qual o N representa todos
os documentos do sistema e dft o nu´mero de documento no qual o termo t aparece pelo
menos uma vez.
tfidftd = tftd × idft (2.3)
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De forma a calcular o TF-IDF conjunto apenas basta multiplicar as duas equac¸o˜es
anteriores como mostra a fo´rmula 2.3.
TF-IDF e´ o sistema de ca´lculo de peso dos termos nos documentos mais famoso.
Existem va´rias formas de o calcular dependendo da framework utilizada.
Representac¸a˜o das consultas: A consulta e´ representada exatamente da mesma forma
do que os documentos. O peso de cada termo pode tambe´m ser computado da mesma ma-
neira.
Devoluc¸a˜o dos documentos: Ao contra´rio do boolean model, o vetor space model
na˜o toma uma decisa˜o se um documento e´ relevante ou na˜o. Os documentos sa˜o classifi-
cados de acordo com os seus graus de relevaˆncia para calcular a sua similaridade com a
consulta.
A similaridade com a consulta e´ calculada atrave´s dos mesmos vetores utilizados para
o TF-IDF. Contudo, se considerarmos apenas a comparac¸a˜o direta de dois vetores de
documentos diferentes, estes podem ser diferentes mesmo que o seu conteu´do seja seme-
lhante. Este feno´meno pode dever-se a um dos documentos ser maior que o outro ou, por
exemplo, frequeˆncia dos termos de um dos documentos ser maior que no outro. De forma
a contornar este problema e´ usado o cosine-similarity.
cosine(dj, q) =
〈dj · q〉
‖dj‖ × ‖q‖ =
∑{V }









A fo´rmula 2.4 representa o ca´lculo do cosine-similarity no qual dj representa o docu-
mento e q a interrogac¸a˜o.
2.2.3 Indexac¸a˜o
O me´todo ba´sico de information retrieval e´ encontrar documentos que conteˆm os ter-
mos que esta˜o presentes na consulta efetuada. Dada uma consulta sa˜o verificados os
documentos que se encontram colec¸a˜o de documentos de uma forma sequencial para en-
contrar aqueles que conteˆm os termos da consulta. Contudo isto e´ impratica´vel para uma
grande colec¸a˜o de dados visto que o tempo necessa´rio para o retorno dos resultados iria
ser proporcional a` quantidade de dados contidos na colec¸a˜o.
De forma a tornar pratica´vel a procura na colec¸a˜o de documentos e´ necessa´ria a
construc¸a˜o de estruturas de dados (ı´ndices) de forma a tornar mais ra´pida a pesquisa e
o retorno dos documentos. Segundo Baeza-Yates et al. [1999], de todos os me´todos de
indexac¸a˜o existentes o que se mostrou superior foi o ı´ndice invertido.
O ı´ndice invertido de uma colec¸a˜o de documentos e´ basicamente uma estrutura de
dados que atribui a cada termo distinto a uma lista de todos documentos que conteˆm o
termo.
Assim para o retorno dos dados e´ necessa´rio tempo constante para encontrar os do-
cumentos que conteˆm um termo da consulta. Dado um conjunto de documentos D, cada
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documento esta´ identificado como um identificador u´nico (ID). O ı´ndice invertido con-
siste em 2 partes: construc¸a˜o de um vocabula´rio V que conte´m todos os termos distintos
do conjunto dos documentos e para cada termo distinto uma lista de ı´ndices invertidos.
Cada elemento desta lista de ı´ndices invertidos guarda o ID do documento que conte´m
o termo e outras informac¸o˜es relevantes sobre os termos dentro do documento. Depen-
dendo do algoritmo de retrieval diferentes informac¸o˜es relevantes sera˜o colocadas na lista
de ı´ndices invertidos. Os elementos da lista de ı´ndices invertidos sa˜o ordenados por ordem
crescente baseados nos IDs. Isto facilita a compressa˜o do ı´ndice invertido.
Baseado no exemplo bastante esclarecedor de Liu [2007], o seguinte exemplo apre-
senta o funcionamento de ı´ndices invertidos.
Tendo treˆs documentos id1 , id2 e id3 :
id1 : A indexac¸a˜o torna as pesquisas ra´pidas
1 2 3 4 5 6
id2 : A indexac¸a˜o e´ feita atrave´s de ı´ndices invertidos
1 2 3 4 5 6 7 8
id3 : Foi criada uma lista de ı´ndices invertidos
1 2 3 4 5 6 7
Os nu´meros em baixo de cada documento representam o ID de cada termo em cada
documento. O vocabula´rio e´ o conjunto:
{Indexac¸a˜o, torna, pesquisas, ra´pidas, feita, atrave´s, ı´ndices, invertidos, foi, criada,
lista}
Segundo a lista de stopwords referidas na Secc¸a˜o 2.2.1, as palavras “a” , “as”, “e´”,
“de” e “uma” sera˜o removidas. Depois do pre´-processamento do texto sa˜o gerados os
ı´ndices invertidos.






I´ndices id2 , id3










I´ndices: <id2 ,1,[7]>, <id3 ,1,[6]>
Invertidos: <id2 ,1,[8]>, <id3 ,1,[7]>
Foi: <id3 ,1,[1] >
Criada: <id3 ,1,[2] >
Lista: <id3 ,1,[4] >
A tabela da esquerda e´ uma tabela de ı´ndices invertidos simples que apenas mostra
cada termo e o seu documento correspondente. A tabela da direita mostra um ı´ndice
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invertido do mesmo exemplo mas mais complexa em que para ale´m do documento cor-
respondente, mostra tambe´m o nu´mero de vezes que se encontra no documento e o ID
dentro do documento.
2.2.4 Avaliac¸a˜o
Para avaliar a efica´cia de um sistema de information retrieval, ou seja, a qualidade dos
seus resultados, e´ necessa´ria a colec¸a˜o dos documentos devolvidos e a consulta efetuada.









Manning et al. [2008] define precision como a frac¸a˜o dos documentos obtidos que
sa˜o relevantes e recall a frac¸a˜o dos documentos relevantes que sa˜o devolvidos, traduzindo
para equac¸a˜o, obtemos as fo´rmulas 2.5 e 2.6.
Estas fo´rmulas podem ser representadas de outra forma, recorrendo a`s noc¸o˜es:
• True positive – nu´mero de classificac¸o˜es corretas de exemplos positivos
• True negative – nu´mero de classificac¸o˜es corretas de exemplos negativos
• False positive – nu´mero de classificac¸o˜es incorretas de exemplos positivos
• False negative – nu´mero de classificac¸a˜o incorretas de exemplos negativos
documentos relevantes documentos na˜o relevantes
obtidos true positive false positive
na˜o obtidos false negatives true negatives
Tabela 2.1: Matriz de confusa˜o entre documentos obtidos e relevantes
Fazendo uma relac¸a˜o entre estas noc¸o˜es e os documentos obtidos e relevantes, obte-









A partir destas relac¸o˜es podemos chegar a`s fo´rmulas 2.7 e 2.8.
Liu [2007] apresenta um exemplo que po˜e em pra´tica estas medidas. Um conjunto de
dados de teste tem 100 exemplos positivos e 1000 exemplos negativos. Depois de uma
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consulta feita por estes dados a um sistema de information retrieval, dos 100 exemplos
positivos apenas considerou 1 positivo e os outros 99 negativos e dos 1000 exemplos
negativos considerou todos negativos. Aplicando as fo´rmulas anteriores conseguimos
facilmente dizer que este sistema tem 100% de precision e apenas 1% de recall.
2.3 Projetos e ferramentas relacionadas
2.3.1 “SocialBus”
As redes sociais oferecem-nos uma API1 que nos permite ter acesso ao que e´ partilhado
publicamente pelos seus utilizadores, contudo o acesso a esta informac¸a˜o esta´ muitas
vezes limitado a um certo nu´mero de pedidos a`s APIs durante um certo perı´odo de tempo
imposto pelas redes sociais. Para este tipo de projetos e´ essencial o acesso aos dados
produzidos anteriormente e ao longo do tempo. Assim sendo, o uso direto das APIs pode
na˜o ser suficiente.
O “SocialBus” e´ uma continuac¸a˜o do projeto TwitterEcho descrito por Boanjak et al.
[2012], Oliveira [2010] e na Secc¸a˜o 2.1.4. O TwitterEcho e´ um sistema de recolha e
ana´lise de dados nas redes sociais que usa as APIs do Twitter para recolher a informac¸a˜o
que e´ partilhada nestas duas redes sociais, em tempo real. O “SocialBus” adicionou
tambe´m a recolha aos dados da rede social Facebook.
Esta ferramenta visa resolver algumas das limitac¸o˜es impostas pelas APIs, disponibi-
lizando um grande conjunto de func¸o˜es que permite que os utilizadores pesquisem nesta
grande base de dados de informac¸a˜o.
O “SocialBus” funciona atrave´s de crawlers que esta˜o constantemente a recolher o
que e´ partilhado nas duas redes sociais. Estes crawlers sa˜o denominados consumidores
visto que consumem os dados das redes sociais, guardando-os.
Existem portanto dois consumidores:
1. O consumidor do Twitter e´ usado para monitorizar e recolher as mensagens troca-
das na rede social Twitter, que sa˜o chamadas tweets. Os utilizadores podem definir
quais os termos de pesquisa sobre os quais sa˜o devolvidos todos os tweets que
refiram esses termos. E´ tambe´m possı´vel recolher todos os tweets feitos por deter-
minados utilizadores ao longo do tempo.
2. O consumidor do Facebook e´ bastante parecido com o do Twitter com a diferenc¸a
que apenas recolhe os posts pu´blicos, ao contra´rio do twitter que consegue recolher
todos porque todos os tweets sa˜o pu´blicos.
1Link para a API do Twitter: https://dev.twitter.com/
Link para a API do Facebook: https://developers.facebook.com/
2Link para o “SocialBus”: http://reaction.fe.up.pt/socialbus/
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Figura 2.2: Arquitetura do “SocialBus” 2
Quando um dos consumidores recebe um tweet ou post, envia a mensagem para o
servidor do “SocialBus” que e´ responsa´vel por processamento, extrac¸a˜o de meta dados,
indexac¸a˜o, tokenizing e outros ca´lculos como podemos ver na Figura 2.2.
2.3.2 Lucene
A ferramenta Apache Lucene3 e´ um software open-source de procura atrave´s de uma API
de indexac¸a˜o de documentos, escrito na linguagem de programac¸a˜o Java e desenvolvido
pela Apache Software Foundation.
3Link para o Lucene: http://lucene.apache.org/core/
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Segundo Gospodnetic et al. [2005], esta ferramenta funciona atrave´s da indexac¸a˜o
de documentos, parsers de informac¸a˜o e queries para consultar e devolver a informac¸a˜o
indexada de forma ra´pida, eficiente e com resultados fia´veis, ou seja, e´ uma ferramenta de
information retrieval que funciona como o descrito na Secc¸a˜o 2.2.
Esta ferramenta vai ser usada neste projeto para construir o sistema de mapeamento
das mensagens partilhadas nas redes sociais com a obra respetiva. Foi escolhida na˜o
apenas com base na sua eficieˆncia e fiabilidade, como tambe´m pelas suas caracterı´sticas
de implementac¸a˜o. Gospodnetic et al. [2005] aponta as principais caraterı´sticas desta
ferramenta:
• Procura baseada em rankings: os melhores resultados sa˜o apresentados em primeiro
lugar.
• Va´rios tipos de consultas: isto permite uma grande variedade de pesquisas a` infor-
mac¸a˜o indexada, por exemplo, TermQuery que permite fazer consultas que fac¸am
correspondeˆncia direta com os termos dos documentos e BooleanQuery que permite
fazer consultas que fac¸am correspondeˆncia de combinac¸o˜es booleanas de consultas.
• Procura por campos: As procuras podem ser feitas separadamente por cada campo
ou todos os campos agrupados como um todo.
• Operadores booleanos: Sa˜o utilizados os operadores booleanos (AND, OR, NOT)
de forma a fazer combinac¸o˜es entre os termos de procura.
• Permite procura e atualizac¸a˜o da informac¸a˜o em simultaˆneo.
Relembrando a Figura 2.1, o sistema de information retrieval e´ dividido em duas
fases: indexac¸a˜o dos documentos e a procura aos documentos indexados. O Apache
Lucene oferece-nos uma API em Java de forma a satisfazer estes dois objetivos. Para a
indexac¸a˜o estas sa˜o as principais classes:
• IndexWriter: que cria um novo ı´ndice e adiciona os documentos a um ı´ndex ja´
existente.
• Directory: representa a localizac¸a˜o de um ı´ndex no Apache Lucene.
• Analyser: Extrai partes do texto para ser indexado e elimina o resto.
• Document: Representa uma colec¸a˜o de campos.
• Field: Representa uma parte dos dados que pode ser consultado ou devolvido da
indexac¸a˜o durante a procura.
Para a procura sa˜o necessa´rias as seguintes classes:
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• IndexSearcher: cria um novo ı´ndice para os dados que va˜o ser comparados com os
documentos indexados.
• Query: Representa a consulta que ira´ ser feita e que podera´ ter va´rios subtipos de
acordo com a pesquisa necessa´ria.
• Hits: Conjunto de apontadores para os dados resultantes da procura.
Como referido na Secc¸a˜o 2.2.2, existem va´rios modelos de information retrieval para
calcular a relevaˆncia dos documentos em relac¸a˜o a` consulta.
score(q, d) = coord(q, d)× queryNorm(q)× (2.9)∑
t∈q
(tf(t ∈ d)× idf(t)2 × t .getBoost())
O Apache Lucene faz este ca´lculo recorrendo a` classe Similarity que combina o boo-
lean model 2.2.2 com vector space model 2.2.2 e ainda adiciona medidas de normalizac¸a˜o.
A fo´rmula final do ca´lculo e´ a apresentada na Fo´rmula 2.9.
Para o ca´lculo desta func¸a˜o e´ usada uma query(q) e um documento(d), a partir dos
quais sa˜o calculados:
• coord: fator baseado no nu´mero de termos da query que sa˜o encontrados no docu-
mento. Um documento que conte´m mais termos da query ira´ ter um score maior do
que um que tenha menos.
• queryNorm: fator de normalizac¸a˜o que serve para encontrar um valor que consiga
ser compara´vel entre queries. Por exemplo, se tivermos um documento pequeno em
comparac¸a˜o com um grande o valor do score pode ser dı´spar, esta func¸a˜o faz com
que consigamos ter uma unidade compara´vel.
• tf(term frequency): nu´mero de vezes que um termo aparece no documento ou seja,
a ocorreˆncia de um termo.
• idf(inverse document frequency): inverso do nu´mero de documentos nos quais um
termo aparece, ou seja, e´ dado um maior peso a um documento que tenha um pala-
vra que exista com pouca frequeˆncia em todos os documentos.
• boost: fator que permite dar um peso maior a alguma palavra no documento. Se um
documento tiver um match com essa palavra, o score e´ multiplicado por t.getBoost().
O valor t.getBoost() por defeito e´ 1 para este fator na˜o ser considerado.
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2.3.3 “Music Timeline”
O “Music Timeline” e´ um projeto dos grupos de investigac¸a˜o Big Picture e Music In-
telligence do Google. Este projeto mostra os ge´neros musicais de acordo com a sua
popularidade na ferramenta Google Play Music.
Figura 2.3: Pa´gina principal de “Music Timeline”
Como se pode verificar na Figura 2.3, cada camada no gra´fico representa um ge´nero
musical e a densidade do gra´fico mostra a popularidade da mu´sica lanc¸ada num determi-
nado ano desse ge´nero, por exemplo, a camada que corresponde ao ge´nero Jazz e´ mais
densa em 1950, isto significa que existem mais utilizadores que adicionaram a`s suas bi-
bliotecas no Google Play Music a´lbuns de jazz lanc¸ados em 1950.
Esta representac¸a˜o em forma de gra´fico ao longo do tempo e´ bastante simples, intuitiva
e direta. Visto que o projeto “Lusica” se trata do mesmo contexto, a representac¸a˜o da sua
informac¸a˜o ira´ ser baseada na representac¸a˜o do “Music Timeline”.
Capı´tulo 3
“Social Impact”
3.1 “O Mundo em Pessoa”
Antes da criac¸a˜o da arquitetura “Social Impact”, foi criado um projeto que apenas estava
focado no contexto da obra de Fernando Pessoa, “O Mundo em Pessoa”. Este foi um
projeto de recolha automa´tica de citac¸o˜es de Fernando Pessoa (orto´nimo e hetero´nimos)
a partir das redes sociais mais utilizadas (Facebook e Twitter). Foi lanc¸ado em 2013,
quando se comemorou os 125 anos do nascimento do poeta. Pessoa, sendo o poeta por-
tugueˆs mais conhecido dentro e fora de Portugal, e´ tambe´m provavelmente o mais citado.
Com este projeto foi possı´vel identificar quais os versos e frases de Fernando Pes-
soa que mais inspiram os seus leitores de todo o mundo. Outro objetivo deste projeto e´
tambe´m conduzir todos aqueles que usam as palavras de Pessoa ate´ ao seu texto original,
ampliando o nu´mero de leitores e o conhecimento da sua obra.
Sempre que e´ citado um texto de Fernando Pessoa no Twitter ou em pa´ginas pu´blicas
do Facebook, “O Mundo em Pessoa” identifica e mostra essa mensagem numa interface
pro´pria. Para validar se um texto e´ uma citac¸a˜o da obra de Fernando Pessoa, este e´ com-
parado com arquivos da obra do poeta disponı´veis online.
Para capturar os requisitos de “O Mundo em Pessoa” foi enta˜o construı´do um sistema
de informac¸a˜o web orientado a servic¸os. Este sistema tem as treˆs camadas habituais neste
tipo de sistema: front-end, web services e back-end.
3.1.1 Front-end
O front-end deste projeto foi desenvolvido, com base na parceria com o SAPO Labs, por
uma equipa de designers e web-developers desta empresa. Como se pode verificar na
Figura 3.1, “O Mundo em Pessoa” mostra atrave´s de uma apresentac¸a˜o em mosaicos, as
mensagens publicadas nas redes sociais, bem como a foto de perfil do utilizador que a
publicou e ligac¸o˜es para a mensagem, perfil do utilizador e para a obra correspondente a`
mensagem publicada. Em cima dos mosaicos existem filtros, que permitem aos utilizado-
res filtrar as mensagens que aparecem nos mosaicos por hetero´nimos ou pelo orto´nimo.
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Existe tambe´m a possibilidade de navegar ao longo do tempo, neste caso podemos obser-
var as publicac¸o˜es do pro´prio dia, da pro´pria semana e do pro´prio meˆs. Por fim possui
tambe´m a possibilidade de o utilizador saber quais sa˜o as obras mais citadas e respetivos
autores (hetero´nimos ou orto´nimo).
Figura 3.1: Pa´gina principal de “O Mundo em Pessoa”
3.1.2 Web services
Os web services sa˜o servic¸os disponibilizados que permitem fazer a integrac¸a˜o do resto do
sistema com o front-end. Estes servic¸os va˜o fazer interrogac¸o˜es a` base de dados de acordo
com os paraˆmetros passados pelo front-end atrave´s de um URI, funcionando assim como
um broker entre a informac¸a˜o que esta´ na base de dados e a aplicac¸a˜o que a vai buscar.
Neste projeto, os web services sa˜o baseados no estilo da arquitetura REST que foram
desenvolvidos na linguagem de programac¸a˜o PHP.
3.1.3 Back-end
O back-end, de forma a recolher a informac¸a˜o e fazer a correspondeˆncia entre as men-
sagens nas redes sociais e a obra de Fernando Pessoa, utiliza sistemas de web mining e
de information retrieval. Esta´ divido em 3 componentes fundamentais: base de dados,
crawlers e wrappers e algoritmo de validac¸a˜o de citac¸o˜es incorretas.
Para a base de dados, foi construı´da uma base de dados relacional simples em MySQL
de forma a guardar os dados necessa´rios para a aplicac¸a˜o funcionar.
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O projeto comec¸ou pela recolha da informac¸a˜o existente na internet. Visto que era
necessa´ria a comparac¸a˜o entre a obra e as citac¸o˜es nas redes sociais, foram necessa´rios
crawlers que procurassem estes dois tipos de informac¸a˜o e wrappers que recolhessem a
informac¸a˜o de forma a ser guardada na base de dados.
Como a obra de Fernando Pessoa nunca sera´ alterada, apenas bastou encontrar servic¸os
fia´veis na web que devolvessem esta informac¸a˜o. Assim sendo foram retiradas de duas
fontes: “Arquivo Pessoa”1 e “Casa Pessoa”2. O sistema que fez esta recolha foi apenas
executado uma u´nica vez obtendo assim todas as obras disponı´veis de Fernando Pessoa.
Para recolher as citac¸o˜es nas redes sociais foi necessa´rio utilizar a API fornecida pelas
redes sociais. De ambas as APIs foi utilizado o me´todo search que devolve as citac¸o˜es
mais recentes de um determinado termo. Assim sendo, foi criada uma lista com os termos
que va˜o ser usados no me´todo search e retornam as u´ltimas mensagens que os citem.
Como este me´todo apenas devolve as u´ltimas citac¸o˜es e´ necessa´rio um programa que
esteja constantemente a correr. No entanto, as APIs tem limite de pedidos por hora, por
tanto, entre cada vez que o programa vai buscar as u´ltimas citac¸o˜es, e´ feito um sleep de
forma a esperar ate´ ao pro´ximo pedido.
Os programas que retiravam informac¸a˜o das redes sociais, tinham tambe´m a func¸a˜o
de verificar o texto a que pertenciam. Depois dos dados recolhidos das redes sociais
foi necessa´rio um sistema para fazer a correspondeˆncia entre estes dados e as obras de
Fernando Pessoa. O me´todo que estava a ser utilizado para esta func¸a˜o consistia em
comparac¸o˜es de strings de 3 palavras de cada vez, o texto que fizesse o maior match era o
escolhido. Contudo, verificou-se que este na˜o era o melhor me´todo porque foram obtidas
citac¸o˜es que na˜o correspondiam realmente a obras.
Para resolver este problema, modificou-se o algoritmo de validac¸a˜o de citac¸o˜es adi-
cionando um script que validava estas citac¸o˜es. Este script verifica se o texto conte´m
palavras comuns (stopwords) e palavras que na˜o correspondem de certeza a poemas de
Fernando Pessoa (badwords). Depois disto e´ atribuı´da uma pontuac¸a˜o de acordo com um
nu´mero de matches com a obra original. De acordo com esta pontuac¸a˜o e´ definido um
trade off de forma a definir ate´ que pontuac¸a˜o a citac¸a˜o sera´ definida como va´lidas ou
inva´lidas.
3.1.4 Problemas
Esta foi uma primeira abordagem construı´da apenas com o principal objetivo de cumprir o
prazo do aniversa´rio de Fernando Pessoa. Foi portanto utilizada uma abordagem mais a´gil
de forma a cumprir este objetivo. Foram portanto deixados va´rios pontos deste projeto
como trabalho futuro:
1Link para o “Arquivo Pessoa”: http://arquivopessoa.net/
2Link para a “Casa Pessoa”http://casafernandopessoa.cm-lisboa.pt/index.php?
id=2241
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• Necessa´ria uma otimizac¸a˜o da base de dados de modo a`s consultas serem conse-
guidas de forma mais eficiente atrave´s da criac¸a˜o de ı´ndices e chaves estrangeiras.
Os dados recolhidos nem sempre sa˜o consistentes, por vezes repetidos no caso das
obras e alguns problemas com encodings.
• Alguns servic¸os precisam de ser refeitos de forma a`s consultas na base de dados
serem conseguidas de forma mais eficiente.
• O algoritmo utilizado para detec¸a˜o de citac¸o˜es incorretas e´ bastante simples, baseia-
se na procura direta de palavras, usando uma lista de stopwords e uma lista de
termos caluniosos a serem eliminados. Isto traduz-se numa fiabilidade de resultados
obtidos limitada. O trade off que foi usado para considerar uma mensagem citac¸a˜o,
fazia com que algumas citac¸o˜es das redes sociais que realmente correspondiam a
um texto do Fernando Pessoa fossem consideradas incorretas e algumas citac¸o˜es
que na˜o correspondiam a textos de Fernando Pessoa fossem consideradas como tal.
3.2 Requisitos
O principal objetivo desta tese, como descrito na Secc¸a˜o 1.2, e´ construir um sistema que
faz o mapeamento de uma mensagem partilhada nas redes sociais com a obra que esta´ a
ser citada. Para este fim, foi proposto um sistema para “O Mundo em Pessoa”, descrito em
3.1.3, que passava pela comparac¸a˜o direta de strings e que na˜o oferecia grande fiabilidade
de resultados. Para ale´m deste principal problema e dos problemas detetados e descritos
na Secc¸a˜o 3.1.4, havia a necessidade de criar um sistema abstrato que na˜o esteja preso a
um contexto mas que seja extensı´vel a va´rios.
Tendo em conta todos estes problemas, em seguida sera˜o apresentados os requisitos
funcionais e na˜o funcionais para a arquitetura “Social Impact” que resolvera´ todas estas
questo˜es.
Requisitos na˜o funcionais
Os requisitos na˜o funcionais referem-se a aspetos estruturais do sistema para que seja
garantido que o sistema funciona. No caso desta arquitetura ira˜o ser os inputs necessa´rios
que ira˜o depender do contexto a que o sistema ira´ ser submetido. Enta˜o os requisitos na˜o
funcionais desta arquitetura sera˜o:
1. Obra artı´stica: A procura pela informac¸a˜o das obras artı´sticas de um determinado
autor sera´ feita de forma manual visto que os contextos podem ser completamente
distintos como por exemplo, obras litera´rias e obras musicais.
Para a recolha da informac¸a˜o sera´ necessa´rio recorrer a me´todos de web data mining
como crawlers, descritos na Secc¸a˜o 2.1.2, de forma a percorrer as fontes selecio-
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nadas manualmente e wrappers como os descritos na Secc¸a˜o 2.1.3. Sera´ tambe´m
necessa´rio ter em conta a integrac¸a˜o da informac¸a˜o como descrito na Secc¸a˜o 2.1.3
de forma a na˜o conter dados inconsistentes ou repetidos na base de dados como
aconteceu no primeiro proto´tipo de “O Mundo em Pessoa”.
2. Lista de termos associados a`s obras: esta lista ira´ conter os termos que sera˜o procu-
rados nas redes sociais de forma a encontrar citac¸o˜es partilhadas pelos seus utiliza-
dores. Esta lista sera´ u´nica para cada contexto e podera´ conter nomes dos autores
das obras, tı´tulo da obra, etc. Por exemplo, esta lista podera´ ser, se considerar-
mos o exemplo de uma obra litera´ria, o nome do autor, nomes dos hetero´nimos ou
pseudo´nimos e o nome das obras mais famosas.
Requisitos funcionais
Os requisitos funcionais descrevem as funcionalidades que se espera que o sistema dispo-
nibilize, atendendo aos propo´sitos para qual o sistema sera´ desenvolvido. As principais
funcionalidades desta arquitetura sera˜o:
1. Guardar e organizar informac¸a˜o: sera´ necessa´rio um sistema que guarde a infor-
mac¸a˜o que e´ dada como input e esteja disponı´vel de forma a que o sistema possa
trabalhar sobre esta informac¸a˜o.
2. Recolha de mensagens nas redes sociais: e´ necessa´ria a recolha automa´tica e cons-
tante ao longo do tempo, de mensagens nas redes sociais que contenham pelo menos
um termo da lista descrita no ponto 2 da lista apresentada na Secc¸a˜o 3.2.
3. Mapeamento das mensagens com obra: sera´ este o principal objetivo deste sistema.
Ira´ ser necessa´rio o recurso a um sistema de information retrieval como descrito na
Secc¸a˜o 2.2.
4. Disponibilizac¸a˜o da informac¸a˜o: a informac¸a˜o que esta´ guardada no sistema tera´
que ser disponibilizada para ser utilizada. Este processo sera´ feito com o recurso
a servic¸os de forma a` informac¸a˜o ser disponibilizada de forma segura, eficiente e
atualizada.
3.3 Arquitetura
“Social Impact” e´ uma arquitetura construı´da para cumprir o principal objetivo desta tese,
descrito na Secc¸a˜o 1.2, atrave´s da implementac¸a˜o dos requisitos descritos na Secc¸a˜o 3.2.
Esta arquitetura sera´ baseada na arquitetura utilizada para o projeto “O Mundo em Pessoa”
descrito na Secc¸a˜o 3.1 com os melhoramentos necessa´rios em relac¸a˜o a` u´ltima versa˜o
detetados na Secc¸a˜o 3.1.4.
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3.3.1 Especificac¸a˜o
A arquitetura construı´da foi baseada numa estrutura em servic¸os. Esta estrutura faz com
que seja mais fa´cil integrar novos componentes e assim e´ possı´vel construir um sistema
abstrato que possa ser estendido para va´rios contextos. Para ale´m disto, a mesma estrutura
foi ja´ utilizada no projeto “O Mundo em Pessoa” descrito na Secc¸a˜o 3.1 o que faz com
que alguns componentes possam ser reutilizados.
Figura 3.2: Arquitetura “Social Impact”
Este sistema esta´ representado na Figura 3.2 e tera´ treˆs camadas principais:
• Externa: camada que esta´ ligada com o sistema mas na˜o o integra. Esta´ dividido
em dois mo´dulos fundamentais:
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– Mo´dulo do administrador: faz a ligac¸a˜o com a base de dados fornecendo os
inputs como requisitos do sistema. Este mo´dulo pode ser implementado de
forma ao administrador do sistema estender o sistema para va´rios contextos.
– Redes sociais: neste mo´dulo esta˜o os servic¸os disponibilizados pelos servido-
res das redes sociais Facebook e Twitter.
• Back-end: camada onde e´ feita a recolha, processamento e armazenamento dos da-
dos. Este e´ o componente principal visto que e´ por onde passa todo o processamento
dos dados. Dentro deste componente existem 3 mo´dulos:
– Base de dados: onde sa˜o guardados e fornecidos todos os dados do sistema.
– “SocialBus”: faz a recolha das mensagens que sa˜o partilhadas nas redes soci-
ais a partir da lista de termos passada do mo´dulo do administrador.
– Detec¸a˜o de citac¸o˜es: dadas as obras e as mensagens partilhadas nas redes
sociais, usa um sistema de information retrieval para fazer o mapeamento
destes dois tipos de dados.
• Web service: Camada que consulta os dados contidos na base de dados e devolve-os
de forma a serem consultados.
3.3.2 Implementac¸a˜o
Nı´vel externo
Esta camada ira´ conter todos os componentes externos ao sistema, ou seja, todos os
servic¸os externos utilizados pelo sistema.
Como representado na Figura 3.2, esta camada conte´m o componente do utilizador,
que por sua vez conte´m o mo´dulo do administrador e o das redes sociais no qual esta˜o
contidos os servic¸os disponibilizados pelas redes sociais Facebook e Twitter.
O mo´dulo do administrador e´ responsa´vel por enviar o input dos dados necessa´rios
e e´ tambe´m o que permite a extensa˜o deste sistema de forma a ser aplicado a va´rios
contextos, ou seja, e´ o mo´dulo que permite ao administrador do sistema que ira´ estender
esta arquitetura, adicionar ou modificar os componentes.
Como descrito na Secc¸a˜o 3.2, o input sera´ a obra que esta´ em formato de texto e uma
lista, tambe´m em formato texto, com os termos a serem procurados nas redes sociais.
Estes inputs sa˜o adicionados a` base de dados que se encontra dentro da camada back-end
para os dados serem processados.
Depois dos dados processados pelo back-end, o output resultante da computac¸a˜o do
sistema ira´ estar guardado na base de dados e podera´ ser consultado por este mo´dulo
atrave´s da camada web service. De forma a comunicar com esta camada, sa˜o feitas con-
sultas atrave´s de um URI e o web service ira´ retornar a resposta a esta consulta, de acordo
com os dados recebidos da base de dados, no formato JSON.
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Estas informac¸o˜es podem ser utilizadas posteriormente para, por exemplo, construir
um front-end para as mesmas tenha outra representac¸a˜o visual.
Back-end
A camada de back-end e´ responsa´vel por todo o trabalho de recolha, processamento e
armazenamento dos dados.
Como se pode ver na Figura 3.2, esta camada conte´m treˆs componentes principais:
base de dados, “SocialBus” e detec¸a˜o de citac¸o˜es que ira˜o ser descritos em detalhe nas
pro´ximas subsecc¸o˜es.
Base de dados
Para todos os dados recolhidos, analisados e validados, e´ necessa´rio um sistema de ar-
mazenamento que esteja preparado para ser consultado e atualizado constantemente. O
sistema utilizado ira´ ser implementado atrave´s de uma base de dados MySQL onde se
pode armazenar informac¸a˜o em forma de tabelas relacionais. Esta implementac¸a˜o foi
feita de uma forma gene´rica de forma a ser reutilizada para qualquer tipo de obra.
Figura 3.3: Modelo entidade associac¸a˜o retirado da ferramenta MySQL Workbench3
3Link para MySQL Workbench: http://www.mysql.com/products/workbench/
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A Figura 3.3 mostra a base de dados construı´da para esta arquitetura. Sera˜o portanto
criadas cinco tabelas:
• Entidade: tabela que guarda informac¸a˜o sobre a entidade autora da obra artı´stica.
Esta tabela tem uma ligac¸a˜o a` tabela obra de forma a relacionar as entidades a cada
obra.
• Obra: guarda as informac¸o˜es sobre a obra que sa˜o fornecidas pelo mo´dulo de ad-
ministrador. Esta tabela e´ relacionada com a tabela post.
• Post: tabela central da base de dados. Esta tabela armazena todas as informac¸o˜es
sobre as mensagens partilhadas nas redes sociais. Os campos principais desta tabela
sa˜o o “cod obra” e o ”apagado”. O “cod obra” e´ o campo que relaciona as mensa-
gens das redes sociais a` obra e por isso por defeito tem o valor NULL, ou seja, na˜o
tem relac¸a˜o com a obra. O campo ”apagado” serve para dizer se uma determinada
mensagem deve ser retornada ou na˜o. Esta mensagem na˜o e´ mesmo apagada da
base de dados para podermos fazer uma avaliac¸a˜o das mensagens apagadas.
• utilizador: tabela que conte´m a informac¸a˜o do utilizador das redes sociais que par-
tilhou uma determinada mensagem.
• matches: tabela que mostra estatı´sticas sobre o mapeamento feito das mensagens
contidas na tabela post com a obra.
“SocialBus”
Tendo a base de dados preparada para receber informac¸a˜o e com a informac¸a˜o das obras e
a lista do que procurar nas redes sociais, falta a recolha das mensagens partilhadas nestas
redes sociais.
Para esta ana´lise do que e´ partilhado nas redes sociais, e´ necessa´rio um me´todo de
recolha que nos permita obter as mensagens partilhadas de acordo com a lista de termos
de pesquisa introduzido pelo mo´dulo do administrador.
De forma a completar este objetivo e´ utilizado o “SocialBus” descrito na Secc¸a˜o 2.3.1.
Em primeiro lugar, o “SocialBus” necessita de uma chave de acesso a`s APIs das redes so-
ciais Twitter e Facebook. Esta chave conte´m va´rios tokens que sa˜o necessa´rios para cada
func¸a˜o da rede social e e´ obtida atrave´s das APIs das respetivas redes sociais. Estes tokens
tera˜o de ser fornecido ao “SocialBus” atrave´s de um ficheiro CSV(Comma-separated va-
lues) com o formato: <token >,<token-secret >, <consumer-key >, <consumer-secret
>.
Outro requisito do “SocialBus” e´ a lista dos termos de procura que e´ passado pelo
mo´dulo do administrador. Com o input dado, o “SocialBus” comec¸a a recolha de dados.
Cada vez que um utilizador referir nas suas mensagens escritas um dos termos que esta´ na
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lista de termos, esta mensagem e´ devolvida assim como todas as informac¸o˜es sobre ela:
data, quem partilhou, etc.
Estas informac¸o˜es sa˜o automaticamente guardadas num ficheiro tempora´rio. Este fi-
cheiro e´ criado dentro de uma a´rvore de pastas com treˆs nı´veis onde o primeiro corres-
ponde ao ano, o segundo ao meˆs e o terceiro ao dia. O nome do ficheiro correspondera´
a` hora que a mensagem foi partilhada. Este sistema permite aos utilizadores do “Social-
Bus” saberem facilmente onde se encontram as informac¸o˜es correspondentes a cada data
e hora.
Como referido na Secc¸a˜o 2.3.1, cada rede social tem o seu consumidor para recolher as
mensagens partilhadas pelos seus utilizadores, funcionando assim como dois programas
independentes que resultam na gerac¸a˜o das suas pro´prias pastas e ficheiros.
Detecc¸a˜o de citac¸o˜es
O sistema de detec¸a˜o de citac¸o˜es e´ o componente central desta tese. Este sistema e´ cons-
truı´do utilizando a ferramenta Apache Lucene descrita na Secc¸a˜o 2.3.2.
O objetivo desta componente e´, para cada mensagem recolhida pelo “SocialBus”,
atribuir uma obra das que foram fornecidas pelo administrador do sistema e guardadas
na base de dados.
Como descrito na Secc¸a˜o 3.3.2, o “SocialBus” guarda as mensagens partilhadas nas
redes sociais em ficheiros, ou seja, para recolher estas mensagens das duas redes sociais
(Twitter e Facebook), sera˜o necessa´rios dois ficheiros separados.
Como estes ficheiros sa˜o atualizados independentemente, para que sejam processados
o mais rapidamente possı´vel para estarem disponı´veis para consulta, e´ necessa´rio um
sistema concorrente. Assim sa˜o criadas duas threads em que cada uma ira´ consultar um
ficheiro correspondente a uma rede social e processar as mensagens de cada ficheiro e
guarda´-las na base de dados.
A Figura 3.4 mostra uma visa˜o detalhada deste sistema e a relac¸a˜o entre este compo-
nente e os outros componentes do back-end. Este sistema esta´ dividido em duas fases. Na
primeira, o objetivo e´ fazer a indexac¸a˜o das obras. Na segunda, realizar a correspondeˆncia
com as mensagens das redes sociais.
Em primeiro lugar o sistema faz a adic¸a˜o dos documentos. Os documentos neste
sistema va˜o ser a representac¸a˜o da obra que esta´ guardada na base de dados. Enta˜o o
sistema faz uma consulta SQL a` base de dados de forma a recolher todas as obras e
adiciona o seu conteu´do e o co´digo correspondente a uma classe Documents do Lucene.
O segundo passo sera´ a filtragem destes documentos pelas stopwords como referido
na Secc¸a˜o 2.2.1. Esta lista estara´ num ficheiro de texto que ira´ ser lido pelo sistema de
forma a poder ser alterado pelo administrador para poder adicionar mais stopwords de
acordo com o contexto a que pretende estender.
Para fazer esta verificac¸a˜o de stopwords o sistema precisa de dividir cada texto em
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Figura 3.4: Esquema detalhado do sistema de detec¸a˜o de citac¸o˜es
termos que neste caso ira˜o ser as palavras do texto da obra e posteriormente, estes termos
sera˜o passados a um me´todo de indexac¸a˜o.
A indexac¸a˜o dos documentos como descrito na Secc¸a˜o 2.2.3, serve para fazer pesqui-
sas em grandes quantidades de informac¸a˜o de forma eficiente. O me´todo de indexac¸a˜o
vai receber os termos separados de cada obra e vai atribuir-lhes IDs de forma a identificar
a que obra pertencem.
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Depois de concluı´da a indexac¸a˜o os documentos ficam disponı´veis para pesquisa e
assim fica concluı´da a primeira fase deste sistema. Esta primeira fase apenas necessita
ser executada na primeira execuc¸a˜o do sistema caso a obra na˜o seja alterada e assim, os
documentos ficara˜o sempre indexados.
A segunda fase do sistema ira´ estar constantemente a ser executada uma vez que es-
tara´ dependente das mensagens que o “SocialBus” recolher. Sera˜o criadas enta˜o as duas
threads, uma para o ficheiro gerado do Facebook e outra para o do Twitter. Quando estes
ficheiros forem lidos, sera˜o guardados os respetivos tamanhos, de forma a possibilitar a
verificac¸a˜o constante da existeˆncia de novos dados a serem processados.
O texto desta mensagem, a` semelhanc¸a do que aconteceu com a obra, e´ passado pelo
filtro de stopwords de forma a na˜o considerar as palavras comuns. Para ale´m deste filtro
sera´ necessa´rio outro me´todo de pre´-processamento, o filtro de badwords. Este filtro foi
criado com o intuito de remover os termos caluniosos que muitas mensagens partilhadas
continham. Optou-se por deixar ao crite´rio do administrador do sistema a decisa˜o sobre o
que fazer quando um termo calunioso aparece: na˜o considerar a mensagem uma citac¸a˜o,
ou censurar a parte que conte´m um destes termos. O me´todo de construc¸a˜o deste filtro
e´ igual ao filtro de stopwords, contendo um ficheiro de texto com os termos caluniosos
definidos pelo administrador.
Depois de a mensagem ter passado pelos filtros, e´ feita uma consulta com a mensagem.
Esta consulta, a` semelhanc¸a dos documentos, parte o texto da mensagem em termos e
separa-os em operadores lo´gicos AND como descrito na Secc¸a˜o 2.2.2.
Esta mensagem em forma de consulta e´ posteriormente passada ao me´todo searcher
da ferramenta Apache Lucene que vai buscar os documentos indexados na primeira fase
deste sistema e para cada documento, vai calcular o score de semelhanc¸a com a mensagem
em forma de query, atrave´s da fo´rmula 2.9 descrita na Secc¸a˜o 2.3.2.
Deste ca´lculo e´ devolvida uma lista com o ranking dos documentos semelhantes orde-
nados pelo score calculado. O documento que tiver o maior score e´ mapeado a` mensagem
que e´ adicionada na tabela post da base de dados. O campo “cod obra” sera´ o campo que
ira´ servir de ligac¸a˜o entre o post e a obra. Enta˜o este campo sera´ preenchido com o co´digo
do documento com maior score que foi atribuı´do na indexac¸a˜o dos documentos.
Outro campo importante desta tabela e´ o “apagado”. Este campo sera´ um campo bo-
oleano que sera´ considerado verdadeiro se o score calculado do documento mapeado a`
mensagem for maior ou igual a um valor threshold definido pelo administrador do sis-
tema. Este campo ser considerado verdadeiro significara´ que a mensagem sera´ conside-
rada como citac¸a˜o da respetiva obra mapeada.
Este threshold e´ um float que ira´ definir a qualidade dos resultados retornados, ou seja,
ira´ tornar os resultados retornados com mais precision e recall, como explicado na Secc¸a˜o
2.2.4.
Enta˜o, recordando as definic¸o˜es da Tabela 2.1, se o threshold for definido com um
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valor mais baixo enta˜o havera´ mais true positives, contudo havera´ mais true negatives
e consequentemente mais recall e menos precision. Se o theshold for definido com um
valor mais alto havera´ mais false negatives contudo, havera´ menos true negatives e con-
sequentemente mais precision e menos recall. Este valor tera´ que ser calculado atrave´s da
avaliac¸a˜o dos resultados obtidos para cada contexto porque para contextos diferentes ira˜o
ser retornados valores diferentes.
Por fim, foi utilizado o me´todo matches que retorna uma explicac¸a˜o sobre a escolha do
documento considerado com sendo o citado na mensagem. Isto e´ feito atrave´s do retorno
do valor do score e das palavras que emparelharam a obra indexada e a mensagem, que
sera´ armazenado na base de dados.
Web service
Web service e´ um componente utilizado na integrac¸a˜o de sistemas e na comunicac¸a˜o entre
aplicac¸o˜es diferentes.
Richardson et al. [2008] definem o grande objetivo da criac¸a˜o dos web services como
a possibilidade de novas aplicac¸o˜es interagirem com aplicac¸o˜es que ja´ existam e que,
por exemplo, sistemas em plataformas diferentes sejam compatı´veis visto que, indepen-
dentemente da linguagem em que as aplicac¸o˜es sa˜o construı´das, o web service ira´ tradu-
zir os dados dos pedidos para um formato universal. Para ale´m disto e´ um mecanismo
mais dinaˆmico e seguro visto que toda a comunicac¸a˜o e´ feita atrave´s de sistemas sem
intervenc¸a˜o humana.
Existem va´rios estilos de arquiteturas de web services. O estilo que foi utilizado nesta
arquitetura foi o REST (REpresentation State Transfer) porque e´ um estilo flexı´vel, ou
seja, podera´ optar-se pelo formato mais adequado a`s mensagens do sistema de acordo
com uma necessidade especı´fica. Esta vantagem sera´ u´til para esta arquitetura visto que
esta sera´ estendida para outros contextos e cada contexto ira´ necessitar de web services
pro´prios, pelo que sera´ necessa´ria esta flexibilidade.
Para o acesso a` informac¸a˜o de um web service REST, o pedido precisa de informar
qual o seu tipo de pedido e´ e qual a informac¸a˜o pedida. Para saber o tipo de pedido sa˜o
utilizados os me´todos HTTP:
• GET: para receber informac¸a˜o
• POST: pra adicionar nova informac¸a˜o mostrando a sua relac¸a˜o com a informac¸a˜o
antiga
• PUT: atualizar informac¸a˜o
• DELETE: descartar informac¸a˜o
Para ser feito um pedido a uma informac¸a˜o em especı´fico sa˜o usados URIs (Uniform
Resource Identifier) de forma a identificar que recurso e´ pretendido. Por exemplo, para
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buscar uma pa´gina web, o browser faz um GET num URI e devolve a representac¸a˜o dos
recursos identificados pelo URI.
Nesta arquitetura foram desenvolvidos web services REST na linguagem de progra-
mac¸a˜o PHP, visto que ja´ existe um background com web services nesta linguagem devido
ao projeto “O Mundo em Pessoa” descrito na Secc¸a˜o 3.1.
A resposta do web service vira´ em forma JSON(JavaScript Object Notation) que e´ um
formato de dados na forma de subconjunto de objeto de javascript.
Este formato foi escolhido devido a` sua rapidez de resposta e uso eficiente de recursos
em relac¸a˜o a` outra alternativa XML(eXtensible Markup Language) como se pode consta-
tar em va´rios estudos de comparac¸a˜o com estes dois formatos: Nurseitov et al. [2009] e
Wang [2011].
Operac¸a˜o Consulta Retorno
GET obra/ retorna a informac¸a˜o sobre
todas as obras que se encon-
tram na base de dados
GET citacao/ retorna a informac¸a˜o sobre
todas as mensagens partilha-
das nas redes sociais que fo-
ram consideradas citac¸a˜o pelo
sistema.
GET utilizador/ retorna a informac¸a˜o sobre
todos os utilizadores.
GET palavrascitadas/ retorna a informac¸a˜o sobre
o mapeamento de todos as
mensagens das redes sociais
com a obra respetiva.
Tabela 3.1: Tabela dos web services no “Social Impact”
Na Tabela 3.1 esta˜o definidas as operac¸o˜es e consultas para cada tipo de informac¸a˜o
na base de dados e os respetivos retornos. Visto que a informac¸a˜o disponı´vel na base de
dados ira´ depender do contexto ao qual este sistema sera´ estendido, estes web services
tera˜o que ser estendidos de forma a consultar a informac¸a˜o nova.
Tambe´m de notar que o sistema so´ possui operac¸o˜es GET visto que o web service
deste sistema apenas esta´ preparado para fornecer a informac¸a˜o sobre os dados que esta˜o
na base de dados. Conforme o contexto podera˜o tambe´m ser adicionados outros me´todos,




4.1 Caso de estudo: “O Mundo em Pessoa”
Como descrito na Secc¸a˜o 3.1, “O Mundo em Pessoa” foi um projeto de recolha automa´tica
de citac¸o˜es de Fernando Pessoa (orto´nimo e hetero´nimos) a partir das redes sociais mais
utilizadas (Facebook e Twitter).
Este foi um projeto muito rudimentar apenas focado no contexto da obra de Fernando
Pessoa feito para cumprir o prazo que foi o seu aniversa´rio. De todos os problemas encon-
trados neste projeto, o que necessitava de uma grande melhoria era o me´todo de detecc¸a˜o
citac¸o˜es incorretas que era feito de uma forma simplista atrave´s de comparac¸a˜o direta de
strings.
Foi portanto criado um segundo proto´tipo de “O Mundo em Pessoa” cujo objetivo
sera´ a implementac¸a˜o da arquitetura “Social Impact” descrita na Secc¸a˜o 3.3. Por outras
palavras, esta nova versa˜o de “O Mundo em Pessoa” vai ser uma extensa˜o do sistema
para o contexto das obras litera´rias, mais concretamente sobre a obra do poeta Fernando
Pessoa.
4.1.1 Arquitetura
Este novo projeto de “O Mundo em Pessoa”, permitira´ que sejam resolvidos os problemas
detetados na versa˜o anterior e descritos na Secc¸a˜o 3.1.4. Como ja´ se encontra construı´da
a arquitetura “Social Impact” descrita na Secc¸a˜o 3.3.1, esta apenas tera´ que ser estendida
para este contexto de modo a resolver os problemas detetados.
Relembrando a Figura 3.2, para uma extensa˜o de contexto, e´ necessa´ria a implementa-
c¸a˜o do mo´dulo de administrador, contudo existem alguns pontos em aberto nos restantes
componentes que tera˜o que ser definidos com esta extensa˜o.
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Figura 4.1: Arquitetura do sistema “O Mundo em Pessoa”
Na Figura 4.1, esta´ representada a arquitetura construı´da para “O Mundo em Pessoa”.
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Comparando com a Figura 3.2, e´ possı´vel verificar os componentes que foram estendidos
para este contexto.
O componente mo´dulo de administrador foi substituı´do por um sistema de recolha
necessa´rio para recolher a obra de Fernando Pessoa atrave´s do reposito´rio Arquivo Pessoa.
Foi tambe´m criada outra camada no sistema, a camada de front-end que conte´m a interface
com o utilizador que faz a comunicac¸a˜o entre o utilizador final da aplicac¸a˜o e o mo´dulo
web service de forma a devolver a informac¸a˜o num formato mais legı´vel para o utilizador
comum.
Esta interface com o utilizador ira´ ser a mesma da primeira versa˜o de “O Mundo em
Pessoa” que se encontra descrita na Secc¸a˜o 3.1.1. As principais mudanc¸as do sistema




Como referido na Secc¸a˜o 3.1.4, o primeiro proto´tipo de “O Mundo em Pessoa” tinha
um problema de consisteˆncia de informac¸a˜o na obra de Fernando Pessoa e por vezes
informac¸a˜o duplicada. Para resolver este problema decidiu-se refazer toda a recolha da
obra de um u´nico local.
Para esta recolha das obras de Fernando Pessoa e´ necessa´ria uma pesquisa manual
pelas fontes que fornecem a informac¸a˜o desejada sobre essa obra. Para recolher esta
informac¸a˜o das fontes sa˜o necessa´rios me´todos de web data mining como os descritos na
Secc¸a˜o 2.1.1 .
No caso deste proto´tipo, a fonte utilizada e´ o reposito´rio Arquivo Pessoa que conte´m
todos os textos escritos pelo poeta. Este reposito´rio e´ a atualizac¸a˜o de um projeto intitu-
lado MultiPessoa-Labirinto Multimedia1 coeditado pela Texto Editora e a Casa Fernando
Pessoa. Tem como um dos principais objetivos servir de instrumento de investigac¸a˜o ao
permitir pesquisas de texto complexas na obra de Fernando Pessoa.
Foi portanto utilizado um programa que utiliza os me´todos de crawling dentro deste
reposito´rio de forma a percorrer todos os hyperlinks que correspondem aos textos da obra.
Para cada um dos hyperlinks sa˜o utilizados os me´todos de wrapping que va˜o percor-
rer o co´digo fonte HTML em busca de determinados campos que conteˆm a informac¸a˜o
necessa´ria sobre as obras: autor, tı´tulo e conteu´do.
Estes campos teˆm todos a mesma estrutura: existe um elemento div com um campo
id=autor que conte´m o nome do autor, um elemento H1 com o tı´tulo e por fim um ele-
mento div com id=texto-poesia que conte´m o conteu´do do texto. Para percorrer este
co´digo fonte em busca destes elementos HTML, foi utilizada uma ferramenta chamada
1Link para o “Arquivo Pessoa”: http://arquivopessoa.net/info
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Xpath2 que enderec¸a partes de um documento que possua tags XML, como e´ o caso de
HTML por Clark et al. [1999].
O Xpath modela um documento XML como uma a´rvore de no´s atrave´s de uma ex-
pressa˜o regular. Por exemplo, para conseguir recolher o nome do autor era utilizada a
seguinte expressa˜o:
//div [@id = autor ]/text() (4.1)
//div significa todas as divs do documento [@id = autor] e´ um filtro por id, ou seja,
//div[@id = autor] significa todos as divs que tiverem o id = autor. O /text() e´ uma
noc¸a˜o para devolver o texto que esta´ a seguir a` expressa˜o.
Visto que grande parte da obra de Fernando Pessoa e´ escrita na lı´ngua portuguesa e´
necessa´rio ter atenc¸a˜o aos caracteres especiais da lı´ngua portuguesa (acentos, travesso˜es,
etc). De forma a na˜o serem perdidos caracteres no armazenamento da obra e´ necessa´rio
preparar tanto a base de dados como a inserc¸a˜o dos dados com a codificac¸a˜o utf-8.
A base de dados, para ale´m da codificac¸a˜o, necessita da adic¸a˜o de todos os campos
para o armazenamento dos dados recolhidos da obra. Neste caso ira˜o ser criados campos
relativos ao tı´tulo, conteu´do e link na tabela obra e o nome do autor na tabela entidade.
Outro recurso necessa´rio e´ a lista de termos a serem pesquisados nas redes sociais.
Tendo em conta a experieˆncia adquirida com o projeto “O Mundo em Pessoa”, verificou-
se que grande parte dos utilizadores que faziam citac¸o˜es a` obra de Fernando Pessoa colo-
cavam o nome do poeta ou de um dos hetero´nimos. Alguns utilizadores em vez do nome
utilizam hashtags para referir o autor. Devido a este feno´meno, para o sistema contabilizar
tambe´m estas citac¸o˜es, foram adicionados os nomes sem espac¸os nesta lista.
Assim, a lista de termos sera´ cada um destes nomes, ou seja, “Fernando Pessoa”, “fer-
nandopessoa”, “Ricardo Reis”, “ricardoreis”,“Alberto Caeiro”, “albertocaeiro”, “A´lvaro
de campos”, “alvarodecampos”, “Bernardo Soares” e “bernardosoares”.
Estando a obra e a lista recolhidas e armazenadas na base de dados, o SocialBus
vai recolher as mensagens de acordo com a lista e o sistema de detec¸a˜o de citac¸o˜es vai
trabalhar estas mensagens para fazer o mapeamento com a obra.
Como referido na Secc¸a˜o 2.2, foram deixadas algumas configurac¸o˜es em aberto para
que este sistema pudesse ser reutilizado de acordo com o contexto. A lista de stopwords e
badwords ira´ ser a que foi definida como template porque os textos da obra esta˜o escritos
na lı´ngua portuguesa. Sobre as badwords, como a obra na˜o conte´m nenhum termo calu-
nioso optou-se por eliminar as mensagens das redes sociais que contenham estes termos.
O requisito principal solicitado por parte do Sapo Labs para este projeto foi que fosse
o mais restrito possı´vel em termos de citac¸o˜es incorretas visto que as mensagens que sa˜o
consideradas como citac¸a˜o, sa˜o posteriormente apresentadas no front-end. Para cumprir
2Link para XPATH: http://www.w3schools.com/XPath/
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este requisito e´ necessa´rio definir um threshold para o sistema de information retrieval do
“Social Impact” que mantenha um valor de precision elevado.
Foi enta˜o testado este sistema com um conjunto aleato´rio de 100 mensagens parti-
lhadas do primeiro proto´tipo de “O Mundo em Pessoa”, que utilizadas para a primeira
versa˜o deste projeto, de forma a arranjar um valor de threshold que obtivesse um valor
de precision alto. O valor de threshold que manteve todas as citac¸o˜es verdadeiras (true
positives) foi de 1.0. Este valor ira´ ser avaliado mais a` frente na Secc¸a˜o 4.1.3.
Web service
Os web services utilizados neste projeto ira˜o ser uma extensa˜o dos web services ja´ cons-
truı´dos no “Social Impact” e descritos na Secc¸a˜o 3.3.2.
Para as interrogac¸o˜es feitas pelo front-end, ira˜o ser necessa´rias consultas mais es-
pecı´ficas do que as feitas por defeito. Por exemplo, e´ necessa´rio fazer consultas por autor
(saber qual dos hetero´nimos foi citado), por datas, etc. Tambe´m foram adicionados web
services para fazer alguma estatı´stica sobre o que e´ citado, por exemplo, quantas citac¸o˜es
foram feitas, quais sa˜o os textos mais citados, hetero´nimos, etc.
Todas estas consultas va˜o resultar numa quantidade cada vez maior de informac¸a˜o ao
longo do tempo. Para que a resposta do sistema seja consistente sa˜o utilizados web ser-
vices que permitem a navegac¸a˜o dentro desta informac¸a˜o, assim e´ possı´vel que a resposta
contenha apenas um certo nu´mero de resultados, definidos pela consulta.
No Anexo A esta´ presente uma tabela que conte´m todos os web services implemen-
tados em “O Mundo em Pessoa”assim como a operac¸a˜o HTTP utilizada e uma descric¸a˜o
do que retornam.
4.1.3 Avaliac¸a˜o
Nesta Secc¸a˜o sera´ feita a avaliac¸a˜o do projeto “O Mundo em Pessoa” em va´rias categorias.
Como o sistema central deste projeto e desta tese e´ o sistema de detec¸a˜o de citac¸o˜es, que
faz a correspondeˆncia entre as mensagens partilhadas nas redes sociais e as obras, enta˜o
a avaliac¸a˜o ira´ sobretudo recair sobre este sistema.
Para a avaliac¸a˜o do restante projeto ira´ ser considerada a aceitac¸a˜o pela parte da equipa
do Sapo Labs, os testes feitos por esta empresa e a aceitac¸a˜o do pu´blico em geral.
Recolha
Com o uso do “SocialBus”, para a recolha das mensagens partilhadas nas redes sociais,
foram recolhidas 56212 mensagens desde Janeiro de 2014 ate´ Junho de 2014 (6 meses).
Todas estas mensagens foram utilizadas pelo sistema de detec¸a˜o de citac¸o˜es de forma a
mapear as obras a estas mensagens. Visto que o valor definido por threshold foi 1.0 como
explicado na Secc¸a˜o 4.1.2 enta˜o foram obtidos os seguintes valores:
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Score No Citac¸o˜es Classificac¸a˜o
≥ 1.0 4720 E´ citac¸a˜o
≤ 0.5 44325 Na˜o e´ citac¸a˜o
Entre 1.0 e 0.5 7168 Na˜o e´ citac¸a˜o
Total 56212
Tabela 4.1: Tabela dos resultados recolhidos em 6 meses
Precision e recall
Como o sistema que se esta´ a avaliar e´ um sistema de information retrieval, sera´ usada a
avaliac¸a˜o habitualmente utilizada para verificar a qualidade dos resultados retornados, as
medidas de precision e recall. Visto a grande quantidade de dados que a base de dados
armazena seria impratica´vel calcular o precision e recall de todos os dados visto que e´
necessa´ria uma verificac¸a˜o manual de forma a verificar se o mapeamento feito de cada
mensagem com a respetiva obra e´ a correta. E´ portanto necessa´ria a recolha de uma
amostra da base de dados de forma a fazer esta verificac¸a˜o. Esta amostra conte´m um total
de 200 resultados que esta˜o divididos em quatro categorias:
1. Mensagens do Twitter que foram classificadas como citac¸a˜o.
2. Mensagens do Twitter que na˜o foram classificadas como citac¸a˜o.
3. Mensagens do Facebook que foram classificadas como citac¸a˜o.
4. Mensagens do Facebook que na˜o foram classificadas como citac¸a˜o.
Estas categorias sa˜o portanto definidas de acordo com a rede social visto que o tamanho
das suas mensagens e´ diferente (o Twitter apenas permite mensagens com 139 caracteres
enquanto que no Facebook na˜o tem qualquer limitac¸a˜o) e de acordo com a classificac¸a˜o
que, como explicado na Secc¸a˜o 3.3.2, e´ considerada citac¸a˜o ou na˜o citac¸a˜o de acordo com
o threshold definido.
Os resultados com um score muito alto teˆm uma probabilidade mais alta de estarem
corretos do que valores mais baixos. Enta˜o, se fossem considerados resultados com score
mais alto para as mensagens que sa˜o consideradas citac¸a˜o a precision calculada iria ser
bastante elevada e se fossem considerados resultados com score mais baixo para as men-
sagens que na˜o sa˜o consideradas citac¸a˜o enta˜o o recall iria ser elevado.
Assim decidiu-se definir outra restric¸a˜o aos resultados que ira˜o ser avaliados, ape-
nas ira˜o ser considerados os valores fronteira, para as categorias dos classificados como
citac¸a˜o ira˜o ser considerados todos os resultados com score entre 2.0 e 1.0 e os que na˜o sa˜o
considerados citac¸a˜o todos os resultados entre 1.0 e 0.5. Isto faz com que sejam avaliados
apenas os resultados crı´ticos, ou seja, que esta˜o perto do valor definido com threshold.
Para recolher estes dados e´ necessa´ria uma consulta a` base de dados com as restric¸o˜es
descritas anteriormente. Dos resultados retornados sa˜o escolhidos 50 resultados aleato´rios
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utilizando o me´todo rand() do MySQL. Visto que apenas queremos 200 resultados, para
cada categoria iremos ter 50 resultados.
No anexo B, esta˜o presentes tabelas com dados que foram utilizados para esta avaliac¸a˜o,
uma ligac¸a˜o para a obra, uma ligac¸a˜o para a citac¸a˜o a essa obra, o score calculado pelo
sistema, o tempo que demorou a fazer o mapeamento e a classificac¸a˜o feita manual-
mente atrave´s da observac¸a˜o da obra e a respetiva citac¸a˜o. Esta classificac¸a˜o e´ feita de
acordo com a Tabela 2.1. A partir desta classificac¸a˜o, sa˜o usadas as fo´rmulas descritas
nas Secc¸o˜es 2.7 e 2.8.
Atrave´s da aplicac¸a˜o das fo´rmulas a` classificac¸a˜o atribuı´da, obteve-se enta˜o 98% de
precision e 59% de recall.
Como referido na Secc¸a˜o 4.1.2, o valor de threshold foi definido de forma a que o
valor de precision deste sistema fosse o mais alto possı´vel, que foi verificado pelo valor
perto dos 100%, resultante desta avaliac¸a˜o. Podemos tambe´m verificar que o valor de
recall esta´ algo longe dos 100%. Isto deve-se ao valor definido como threshold que tem
uma relac¸a˜o direta com a precision e o recall. Assim quanto maior for o threshold maior
a precision e menor o recall e vice-versa.
Foi efetuada outra avaliac¸a˜o com os mesmos dados mas baixando o threshold para
0.5 o que faz com que todas mensagens do teste sejam consideradas true positive ou true
negative. Assim como se pode calcular, o recall sera´ 100% contudo a precision ira´ cair
para os 83%. Visto que pretendemos o maior valor de precison possı´vel, o threshold
mantear-se-a´ a 1.0.
Tempo de resposta
Outra avaliac¸a˜o feita para este sistema de detec¸a˜o de citac¸o˜es e´ o tempo que demora a
processar cada mensagem. Para fazer esta avaliac¸a˜o foi contado o tempo que demora o
processamento de cada mensagem dos resultados utilizados para a avaliac¸a˜o anterior.
Chegou-se a` conclusa˜o, atrave´s da avaliac¸a˜o, que a ferramenta faz a correspondeˆncia
entre a obra e as mensagens das redes sociais num tempo me´dio de 0.01 segundos (±0.02).
Divulgac¸a˜o
A avaliac¸a˜o do resto do projeto “O Mundo em Pessoa” foi feita atrave´s de testes de usabili-
dade e seguranc¸a efetuados pelo Sapo Labs. Estes testes tiveram como objetivo encontrar
possı´veis falhas como, por exemplo, eficieˆncia da resposta atrave´s dos web services e fa-
lhas de seguranc¸a. Depois de detetados e corrigidos os problemas, foi enta˜o lanc¸ado o
projeto.
O projeto foi exposto no evento Sapo Codebits e no Dia Aberto da FCUL onde se teve
a oportunidade de testar o projeto com va´rios utilizadores e receber algum feedback sobre
a utilizac¸a˜o do mesmo.
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Para ale´m da exposic¸a˜o nos eventos, mereceu tambe´m destaque em va´rios meios da
comunicac¸a˜o social na˜o so´ nacionais como internacionais. As refereˆncias para estes des-
taques esta˜o no anexo C.
4.2 Caso de estudo: “Lusica”
“Lusica” e´ um projeto de recolha automa´tica de citac¸o˜es de mu´sicas de artistas luso´fonos a
partir das redes sociais. Este projeto surgiu como continuac¸a˜o dos projetos de colaborac¸a˜o
com o Sapo Labs.
O objetivo e´ produzir um historial da popularidade dos estilos de mu´sica tı´picos da
lusofonia (exemplo: fado, samba, etc.) nas redes sociais. Desta forma, o projeto pretende
promover a divulgac¸a˜o dos estilos, artistas e mu´sicas pela comunidade.
Para alcanc¸ar este objetivo foi desenvolvido um sistema que usa a arquitetura “Social
Impact” tal como foi feito em “O Mundo em Pessoa”, com a representac¸a˜o dos dados ba-
seada na ideia do projeto “Music Timeline” descrito na Secc¸a˜o 2.3.3. “Lusica” e´ portanto
outra extensa˜o da arquitetura descrita na Secc¸a˜o 3.3.1 com um contexto completamente
diferente.
O contexto musical e´ um bom candidato para a aplicac¸a˜o do “Social Impact” visto
que existem va´rias caraterı´sticas que podera˜o ser utilizadas no que consideramos a obra,
como, por exemplo, a letra ou o tı´tulo da mu´sica.
4.2.1 Arquitetura
Visto que este projeto e´ uma nova extensa˜o de contexto da arquitetura “Social Impact”
descrita na Secc¸a˜o 3.3.1, esta arquitetura ira´ ser semelhante.
A Figura 4.2 representa a arquitetura do “Lusica” que, como se pode verificar, conte´m
as mesmas camadas da arquitetura da outra extensa˜o deste sistema, “O Mundo em Pes-
soa”, descrita na Secc¸a˜o 4.1.1. As diferenc¸as entre estas duas arquiteturas esta˜o princi-
palmente no me´todo de recolha de citac¸o˜es das redes sociais.
4.2.2 Implementac¸a˜o
Back-end
Tal como em “O Mundo em Pessoa”, em primeiro lugar foi necessa´rio proceder a` recolha
da obra. A obra, neste contexto, podera´ ser ou a letra da mu´sica ou o tı´tulo da mesma.
Para recolher estas informac¸o˜es, em primeiro lugar, foi necessa´ria a definic¸a˜o da
amostra necessa´ria visto que a recolha das mu´sicas de todos os artistas musicais luso´fonos
era inexequı´vel.
O Last Fm3 e´ uma base de dados comunita´ria que conte´m informac¸o˜es sobre artistas
3Link para o Last FM: http://www.lastfm.pt/
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Figura 4.2: Arquitetura do “Lusica”
musicais de todo o mundo. O seu modo de funcionamento e´ baseado nos princı´pios da
web 2.0, como referido na Secc¸a˜o 2.1.4, onde os utilizadores partilham informac¸a˜o sobre
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as mu´sicas que ouvem. Assim, e´ completada a informac¸a˜o que existe na base de dados, o
que permite, por exemplo, sugesto˜es ao utilizador sobre mu´sicas tendo em conta os seus
gostos musicais.
A principal caracterı´stica do Last Fm que levou a escolha desta fonte de dados foi
o mapeamento dos artistas musicais por tags e a existeˆncia das tags “mu´sica luso´fona”,
“mu´sica portuguesa”, “mu´sica brasileira”, “mu´sica angolana”, etc. Estas tags devolvem-
nos os artistas mais famosos em cada uma destas categorias e por consequente os mais
citados nas redes sociais.
Apesar do Last Fm conter bastante informac¸a˜o e com atualizac¸a˜o constante, as in-
formac¸o˜es sobre os a´lbuns e respetivas mu´sicas dos artistas luso´fonos nem sempre se
encontram completas. Por esta raza˜o foi necessa´ria a consulta a outra fonte de informac¸a˜o,
o MusicBrainz.
O MusicBrainz e´ uma base de dados gra´tis e open-source que tem indexada informac¸a˜o
sobre os artistas, a´lbuns e mu´sicas atrave´s dos seus identificadores universais, os mbids.
Os mbids sa˜o identificadores de 36 caracteres que sa˜o permanentemente associados a cada
entidade musical: artistas, grupos, a´lbuns, trabalhos, etc.
Atrave´s do MusicBrainz e´ possı´vel recolher informac¸a˜o de todos os a´lbuns e respetivas
mu´sicas dos artistas recolhidos no Last Fm. Assim recorreu-se a` utilizac¸a˜o de um sistema
de crawling e wrapping como o descrito na Secc¸a˜o 3.3.2 utilizando a mesma ferramenta,
Xpath.
Para a recolha das letras das mu´sicas, foi feita uma pesquisa sobre os va´rios servic¸os
que forneciam este tipo de informac¸o˜es. Todos estes servic¸os sa˜o baseados em comuni-
dades de utilizadores que partilham as letras das mu´sicas. Isto na˜o garante que estejam
corretas ou atualidas visto que na˜o e´ possivel obter as letras mu´sicas oficiais por razo˜es
de direitos de autor. Para ale´m disto, a falta de letras de mu´sicas de artistas luso´fonos
e´ tambe´m verifica´vel, foram recolhidas letras de va´rias fontes diferentes e mesmo assim
apenas foi conseguido 15% das mu´sicas que esta˜o armazenadas na base de dados. Foi
portanto decidido que apenas ia contar o tı´tulo da mu´sica como obra de forma a comparar
com as mensagens partilhadas nas redes sociais.
Para recolher informac¸o˜es sobre as redes sociais, era necessa´rio o acesso a` informac¸a˜o
anterior, para fazer uma retrospetiva ao longo do tempo do que era comentado nas redes
sociais sobre a mu´sica luso´fona. Por isso, na˜o basta a utilizac¸a˜o do “SocialBus” como em
“O Mundo em Pessoa”, visto que e´ necessa´ria a informac¸a˜o das mensagens partilhadas
ao longo do tempo.
De forma a recolher as informac¸o˜es anteriores foi utilizado um reposito´rio de tweets
disponibilizados pela mesma equipa que criou o SocialBus. Este reposito´rio tem todas as
mensagens partilhadas no Twitter de uma comunidade de utilizadores portugueses desde
2011.
Visto que na˜o foi encontrado nenhum reposito´rio semelhante para o Facebook, foi de-
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cidido substituir esta rede social por uma dedicada a` mu´sica e que na˜o tivesse limitac¸o˜es
no acesso aos comenta´rios. Por isso, foram recolhidos os comenta´rios dos artistas luso´fonos
do Last Fm. A base de dados ira´ ser alterada para este contexto visto que sera´ preciso
guardar mais informac¸o˜es sobre as mu´sicas: a´lbuns, artistas e mu´sicas.
O sistema de detec¸a˜o de citac¸o˜es funciona de maneira diferente de “O Mundo em
Pessoa” por causa de especificidade do contexto. Como referido anteriormente, os tı´tulos
das mu´sicas sera˜o considerados como obras. Se fosse utilizado o mesmo me´todo do que
o descrito na Secc¸a˜o 2.2, enta˜o eram comparados todos os tı´tulos com uma mensagem
das redes sociais. Como existem mu´sicas diferentes com tı´tulos iguais, mas de autores
diferentes, foi verificado que se forem utilizados todos os tı´tulos como obras ira´ resultar
num valor de precision baixa.
Foi enta˜o necessa´ria uma modificac¸a˜o neste sistema de detec¸a˜o de citac¸o˜es de forma a
resolver este problema. Assim para cada mensagem apenas sera˜o carregados os tı´tulos das
mu´sicas correspondentes ao artista citado de forma a garantir que o searcher so´ mapeie
as obras relativas ao artista citado. Sempre que uma nova mensagem entrar no sistema, os
documentos sera˜o atualizados, apagando os anteriores e adicionando os que correspon-
dem ao artista citado.
Com o sistema concluı´do, a` semelhanc¸a do que aconteceu em “O Mundo em Pessoa”,
a empresa Sapo Labs solicitou que os dados fossem o mais precisos possı´vel. Enta˜o, foi
feita uma ana´lise aos resultados atrave´s do ca´lculo dos valores de precision. Esta ana´lise
resultou num valor de precision por volta dos 70% o que e´ um valor baixo visto que os
valores de precision de “O Mundo em Pessoa” chegavam aos 98%. Verificou-se que o
baixo valor de precision devia-se ao facto de haver mu´sicas cujo tı´tulo era igual ao nome
do artista correspondente. Por exemplo, existe uma mu´sica da banda Da Weasel que
tem uma mu´sica chamada Da Weasel e se uma mensagem partilhada nas redes sociais
contivesse apenas Da Weasel era considerada como citada, embora o utilizador na˜o se
estivesse a referir a` mu´sica.
Para resolver este problema decidiu-se na˜o contar estes casos quando o utilizador
apenas se refere ao nome do artista. Os resultados desta modificac¸a˜o sera˜o analisados
mais a` frente na seccc¸a˜o 4.2.3.
Web services
A` semelhanc¸a do que aconteceu em “O Mundo em Pessoa”, os web services utilizados
neste projeto ira˜o ser uma extensa˜o dos web services ja´ construı´dos no “Social Impact” e
descritos na Secc¸a˜o 3.3.2. Para as interrogac¸o˜es feitas pelo front-end, ira˜o ser necessa´rias
consultas mais especı´ficas para este contexto. Neste caso iremos ter web services para
devolver os a´lbuns musicais citados de uma certa fonte, data e estilo, e web services para
devolver tops e pesquisar nos mesmos. O Anexo D conte´m uma tabela com todos os web
services disponı´veis para o “Lusica”.
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Front-end
Atrave´s da informac¸a˜o fornecida pelos web services, foi construı´da uma interface do uti-
lizador tal como em “O Mundo em Pessoa”.
A apresentac¸a˜o da informac¸a˜o nesta interface foi baseada na representac¸a˜o utilizada
no projeto “Music Timeline” descrito na Secc¸a˜o 2.3.3, que ira´ conter uma timeline que
mostra, ao longo do tempo, qual o estilo de mu´sica mais falado nas redes sociais.
Em primeiro lugar foi construı´do um gra´fico com os dados recolhidos e respetiva-
mente mapeados, com a mu´sica correspondente. Atrave´s da mu´sica conseguimos facil-
mente descobrir o estilo e assim criar um gra´fico que mostra estes dados.
Para a construc¸a˜o deste gra´fico contou-se com a ajuda da biblioteca Stacked Graphs
do D34 que permite associar dados a um Document Object Model(DOM) e assim aplicar
transformac¸o˜es a um documento como, por exemplo, a gerac¸a˜o de gra´ficos numa pa´gina
HTML como explica o artigo de Bostock et al. [2011].
Na Figura 4.3 esta´ representada uma pa´gina do “Lusica” onde se pode verificar o
gra´fico, no qual cada camada representa um estilo musical. Em cima do gra´fico esta˜o
os va´rios estilos musicais que sera˜o destacados cada vez que o cursor passar em cima
da camada correspondente. Caso o utilizador fac¸a click em cima de uma camada e num
determinado meˆs, sera˜o apresentados os a´lbuns desse estilo e que foram citados nesse meˆs
ordenados descendentemente por nu´mero de citac¸o˜es e o estilo musical correspondente
ficara´ selecionado.
Figura 4.3: Pa´gina principal do “Lusica”
4Link para o D3: http://d3js.org/
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Para os dados relativos aos comenta´rios no Last Fm e´ feito exatamente o mesmo pro-
cedimento. E´ tambe´m disponibilizado um gra´fico relativo a`s mensagens partilhadas nestas
duas redes sociais em conjunto. E´ ainda disponibilizada uma funcionalidade que permite
ao utilizador efetuar consultas cujos dados sera˜o retornados em forma de top, como se
pode verificar na Figura 4.4. Isto permitira´ aos utilizadores consultar quais os artistas,
a´lbuns e mu´sicas mais citados numa determinada data definida. Este top e´ comparado
com os dados de noutra data tambe´m definida pelo utilizador, posteriormente e´ feita a
comparac¸a˜o de forma a dizer se cada artista, a´lbum ou mu´sica desceram de posic¸a˜o, su-
biram, mantiveram-se ou e´ uma nova entrada no top.
Figura 4.4: Tops do “Lusica”
4.2.3 Avaliac¸a˜o
A` semelhanc¸a do que foi feito para a avaliac¸a˜o do projeto “O Mundo em Pessoa” ira˜o ser
aplicadas medidas de avaliac¸a˜o ao sistema de detec¸a˜o de citac¸o˜es aplicado ao contexto do
“Lusica” e a aceitac¸a˜o pelo Sapo Labs e o pu´blico em geral.
Recolha
Para o processo do sistema de detec¸a˜o de citac¸o˜es foram consideradas 423612 tweets
partilhados desde Janeiro de 2001 ate´ Junho de 2014. O valor definido de threshold foi
de 1.0 utilizando “O Mundo em Pessoa” como refereˆncia e os valores obtidos foram os
apresentados na Tabela 4.2.
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Score No Citac¸o˜es Classificac¸a˜o
≥ 1.0 7628 E´ citac¸a˜o
≤ 0.5 408106 Na˜o e´ citac¸a˜o
Entre 1.0 e 0.5 7878 Na˜o e´ citac¸a˜o
Total 423612
Tabela 4.2: Tabela dos resultados do “Lusica”
Precision e recall
Nesta avaliac¸a˜o ira˜o ser utilizados os mesmos me´todos de avaliac¸a˜o utilizados para o “O
Mundo em Pessoa” descritos na Secc¸a˜o 4.1.3.
Foi portanto recolhida uma amostra de 100 resultados em que 50 sa˜o mensagens clas-
sificadas como citac¸a˜o e 50 classificadas como na˜o citac¸a˜o. A` semelhanc¸a do que acon-
teceu com “O Mundo em Pessoa” e´ necessa´ria uma consulta a` base de dados com as
restric¸o˜es necessa´rias. Dos resultados retornados sa˜o escolhidos 50 resultados aleato´rios
utilizando o me´todo rand() do MySQL.
No anexo E, esta˜o presentes tabelas com dados que foram utilizados para esta avaliac¸a˜o,
o nome do artista e da mu´sica citada, uma ligac¸a˜o para a citac¸a˜o a essa mu´sica, o score
calculado pelo sistema, o tempo que demorou a fazer o mapeamento e a classificac¸a˜o
feita manualmente atrave´s da observac¸a˜o da obra e a respetiva citac¸a˜o. Esta classificac¸a˜o
e´ feita de acordo com a Tabela 2.1. De acordo com a classificac¸a˜o, sa˜o usadas as fo´rmulas
2.7 e 2.8.
Atrave´s da aplicac¸a˜o das fo´rmulas a` classificac¸a˜o atribuı´da, obteve-se enta˜o 100% de
precision e 53% de recall.
O valor threshold foi definido com base no valor definido para o projeto “O Mundo
em Pessoa”. Com isto obteve-se uma precision de 100% para esta amostra e um recall
um pouco mais baixo que no projeto anterior. Isto deve-se sobretudo ao tamanho do que
e´ considerado obra (neste caso, os tı´tulos das mu´sicas). Enquanto que em “O Mundo em
Pessoa” praticamente todos os textos eram extensos, os tı´tulos das mu´sicas a maior parte
das vezes na˜o o sa˜o (por vezes e´ apenas uma palavra).
Tempo de resposta
Outra avaliac¸a˜o feita para este sistema de detec¸a˜o de citac¸o˜es e´ o tempo que demora a
processar cada mensagem. Para fazer esta avaliac¸a˜o foi contado o tempo que demora o
processamento de cada mensagem dos resultados utilizados para a avaliac¸a˜o anterior.
Chegou-se a` conclusa˜o, atrave´s da avaliac¸a˜o, que a ferramenta faz a correspondeˆncia
entre a obra e as mensagens das redes sociais num tempo me´dio de 0.02 segundos. Com-
parando com os valores de “O Mundo em Pessoa” (0.01), este acre´scimo do tempo deve-se
a` alterac¸a˜o efetuada no sistema de information retrieval de forma a carregar as mu´sicas
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do autor que esta´ a ser citado, ou seja, por cada mensagem partilhada recolhida, sera´
necessa´rio atualizar a obra.
Divulgac¸a˜o
A` semelhanc¸a do que aconteceu em “O Mundo em Pessoa”, a avaliac¸a˜o do resto do projeto
foi feita atrave´s de testes de usabilidade e seguranc¸a efetuados pelo Sapo Labs.
O projeto foi tambe´m exposto no evento Sapo Codebits e no Dia Aberto da FCUL
onde se teve a oportunidade de testar o projeto com va´rios utilizadores e receber algum
feedback sobre a utilizac¸a˜o do mesmo.
No evento Sapo Codebits, o “Lusica” teve destaque nos meios de comunicac¸a˜o social
mais concretamente nos canais de televisa˜o RTP e SIC. Os links para esta divulgac¸a˜o do
projeto encontram-se no anexo E.
4.3 “Onde ha´ bola”
O “Onde ha´ bola” foi um projeto desenvolvido por alunos da cadeira de Aplicac¸o˜es na
Web do Mestrado em engenharia informa´tica da Faculdade de Cieˆncias da Universidade
de Lisboa e tambe´m foi um projeto com a colaborac¸a˜o do Sapo Labs.
Figura 4.5: Pa´gina principal de “Onde ha´ bola”
O principal objetivo do “Onde ha´ bola” foi indicar os locais onde se pode assistir aos
jogos do Mundial de Futebol - Brasil 2014, e o nu´mero de pessoas que esta˜o a apoiar cada
uma das equipas em cada um desses locais. O utilizador pode assim escolher um local
perto de si para apoiar a sua equipa favorita num ambiente mais favora´vel, ao mesmo
tempo que pode indicar a` comunidade a sua intenc¸a˜o de assistir ao jogo e a equipa que ira´
apoiar.
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Este projeto na˜o e´ um caso de uso da arquitetura “Social Impact” porque apenas alguns
elementos desta arquitetura foram reutilizados, mais especificamente, estrutura da base
de dados e dos web services mas, foi sobretudo utilizado o conhecimento adquirido da
experieˆncia com os projetos anteriormente implementados.
A Figura 4.5 mostra o resultado da pesquisa da equipa portuguesa no dia 16 de Junho.
Neste dia aconteceu o jogo Alemanha-Portugal que e´ mostrado no mapa nos sı´tios onde
foi transmitido este jogo.
4.4 “Missinks”
O “Missinks”, a` semelhanc¸a do “Onde ha´ bola”, e´ um projeto que na˜o e´ um caso de uso
da arquitetura “Social Impact” mas utiliza a estrutura da base de dados e dos web services.
Este projeto e´ uma aplicac¸a˜o web que dada uma consulta identifica os links que esta˜o
nas primeira duas pa´ginas de resultados do Google de um determinado paı´s a` escolha
comparando com as quatro primeiras pa´ginas de resultados do Google de outro paı´s e
devolvendo os links diferentes. A motivac¸a˜o por detra´s deste projeto foi criar uma ferra-
menta que ajudasse a encontrar os links removidos segundo a legislac¸a˜o de protec¸a˜o de
dados do Google5 que permite aos utilizadores removerem links de acordo com a pesquisa
pelo seu nome.
Figura 4.6: Consulta no “Missinks”
5Link para a informac¸a˜o sobre a lesgislac¸a˜o: https://support.google.com/websearch/
answer/2744324
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A Figura 4.6 mostra a interface do “Missinks”. Esta e´ uma interface bastante simples
que apenas conte´m uma caixa de texto que permite fazer a consulta e duas select boxes que
permitem selecionar os domı´nios Google. Os links resultantes sera˜o apresentados abaixo
das select boxes. O exemplo apresentado pela figura mostra uma pesquisa por “Carlos
Barata”, ou seja, sera´ procurado “Carlos Barata” no Google canadiano (.ca) e Google
portugueˆs (.pt), sera˜o recolhidas as primeiras duas pa´ginas de resultados do canadiano e as
quatro primeiras do portugueˆs. Os links das pa´ginas de resultados retornados pelo Google
canadiano sera˜o comparados com os links do portugueˆs e os que na˜o se encontrarem nos




Nesta tese foi apresentada uma abordagem para fazer a correspondeˆncia entre mensagens
partilhadas nas redes sociais que citam uma determinada obra, e as respetivas obras ori-
ginais. Esta abordagem passou pela construc¸a˜o de um primeiro proto´tipo, “O Mundo em
Pessoa” que apenas estava focado no contexto da obra de Fernando Pessoa. Este proto´tipo
foi feito de forma a cumprir o prazo do aniversa´rio do poeta. Para ale´m dos va´rios pro-
blemas detetados com este proto´tipo, havia a necessidade da abstrac¸a˜o da abordagem de
forma a ser aplicado a va´rios contextos. Foi portanto criada a arquitetura “Social Im-
pact” que, dada uma obra e uma lista de termos de procura, faz a recolha das mensagens
partilhadas nas redes sociais que refiram algum dos termos da lista de termos de pro-
cura, recorrendo a ferramenta “SocialBus”. Depois de recolhidas as mensagens, estas sa˜o
mapeadas com a obra citada, recorrendo a` ferramenta Apache Lucene.
Para obter uma versa˜o melhorada de “O Mundo em Pessoa”, foi criado o segundo
proto´tipo deste projeto que implementa a arquitetura “Social Impact” e sendo assim e´ um
caso de uso desta arquitetura. Como o objetivo da construc¸a˜o do “Social Impact” passava
tambe´m pela abstrac¸a˜o a va´rios contextos, foi criado o “Lusica” que e´ tambe´m um caso
de uso do “Social Impact”, neste caso no contexto da mu´sica luso´fona. Para ale´m destes
casos de uso foram criados mais dois projetos “Onde ha´ bola” e “Missinks” que na˜o sa˜o
casos de uso do “Social Impact” mas usam alguns componentes desta arquitetura.
Ambos os casos de uso foram submetidos a uma avaliac¸a˜o onde foi concluı´do que
grande parte das mensagens recolhidas na˜o sa˜o consideradas citac¸a˜o, apo´s o mapeamento
das citac¸o˜es com a obra, o que tem uma relac¸a˜o direta com os valores de precision, que sa˜o
perto de 100% (valor ideal), e de recall que e´ baixo. Foi tambe´m efetuada uma avaliac¸a˜o
do tempo de resposta me´dio do mapeamento das mensagens partilhadas nas redes sociais
com as obra citadas, o que se revelou na˜o ser relevante tendo em conta a perspetiva do
utilizador, ou seja, o tempo me´dio que leva a fazer este mapeamento e´ menor que um
segundo o que na˜o provoca um grande atraso entre o tempo que a citac¸a˜o e´ recolhida e e´
mostrada ao utilizador.
O que define as mensagens serem citac¸a˜o ou na˜o e´ o threshold que e´ diretamente
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proporcional ao valor de precision e inversamente proporcional ao valor de recall. Assim,
o valor definido de threshold foi o que manteve a maior precision possı´vel mantendo um
nu´mero aceita´vel de citac¸o˜es.
Os projetos “O Mundo em Pessoa”e “Lusica” foram testados por equipas da empresa
Sapo Labs que sempre deu o apoio necessa´rio para a concretizac¸a˜o destes projetos. Apo´s
os testes e respetiva correc¸a˜o de erros te´cnicos procedeu-se a` divulgac¸a˜o e apresentac¸a˜o
dos projetos em va´rios eventos. Devido a estas apresentac¸o˜es, o projeto mereceu destaque
nos meios de comunicac¸a˜o favorecendo na˜o so´ o bom nome da equipa Sapo Labs da PT
como tambe´m o da Faculdade de Cieˆncias da Universidade de Lisboa.
Como trabalho futuro sugere-se a implementac¸a˜o de um sistema automa´tico para de-
finir o threshold. A secc¸a˜o 2.2 mostra que num sistema como o implementado e´ possı´vel
ter uma func¸a˜o que permita o feedback do utilizador sobre os resultados retornados. Tal
possibilitaria a criac¸a˜o de um classificador que permitisse definir automaticamente o th-
reshold de acordo com o feedback dos utilizadores.
Para o resto do sistema, seria interessante aproveitar o sistema de feedback de forma
a permitir ao utilizador inserir informac¸a˜o de acordo com os padro˜es da web 2.0. Por
exemplo, o “Lusica” poderia tornar-se uma espe´cie de rede social onde os utilizadores
poderiam na˜o so´ sugerir mu´sicas, artistas, letras, etc, como tambe´m definir prefereˆncias e
sugerir outras mu´sicas e artistas de acordo com os gostos pessoais.
A nı´vel pessoal esta tese permitiu-me o contacto direto com uma empresa, o que
foi uma experieˆncia enriquecedora sobretudo a nı´vel de processos empresariais como por
exemplo, o trabalho sobre prazos curtos, tomadas de decisa˜o e metodologias empresariais.
Para ale´m desta experieˆncia foi tambe´m interessante fazer a ponte do meio acade´mico
com o meio empresarial visto que, em todos os projetos realizados, estiveram envolvidas
equipas de ambos os meios.
Com o envolvimento nos projetos “Onde ha´ bola” e “Missinks” ganhei outro tipo de
experieˆncia visto que para ale´m de estar envolvido em tarefas de implementac¸a˜o, tive
tambe´m responsabilidade nas tarefas de coordenac¸a˜o.
Em termos do desenvolvimento dos projetos foram cumpridos os objetivos definidos
inicialmente. Esta tese foi um bom exemplo de como a ligac¸a˜o entre as empresas e mundo
acade´mico pode resultar na criac¸a˜o, transmissa˜o e difusa˜o da cultura com base na cieˆncia
e tecnologia.
Apeˆndice A
Tabela de web services de “O Mundo em
Pessoa”
Operac¸a˜o Consulta Retorno
GET obra/ retorna a informac¸a˜o sobre
todas as obras que se encon-
tram na base de dados
GET obra/start/{number}/limit
/{number}/
retorna a informac¸a˜o sobre
todas as obras permitindo
a navegac¸a˜o entre esta
informac¸a˜o.
GET obra/{id}/ retorna a informac¸a˜o sobre a
obra que corresponde ao id
passado na consulta
GET obra/{id}/citacao/ retorna a informac¸a˜o sobre as
mensagens partilhadas nas re-
des sociais que foram con-
sideradas citac¸o˜es, pelo sis-




retorna a informac¸a˜o sobre as
mensagens partilhadas nas re-
des sociais que foram con-
sideradas citac¸o˜es, pelo sis-
tema, a` obra que corresponde
ao id permitindo navegac¸a˜o.
GET obra/autor/{id}/ retorna a informac¸a˜o sobre as
obras do autor que corres-
ponde ao id.
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GET obra/autor/{id}/start/
{number}/limit/{number}/
retorna a informac¸a˜o sobre as
obras do autor que corres-
ponde ao id. O start e limit
permitem fazer a navegac¸a˜o
entre a informac¸a˜o disponibi-
lizada.
GET citacao/ retorna a informac¸a˜o sobre
todas as mensagens partilha-
das nas redes sociais que fo-
ram consideradas citac¸a˜o pelo
sistema.
GET citacao/{id}/ retorna a informac¸a˜o sobre a
mensagem correspondente ao
id partilhada nas redes sociais
que foi considerada citac¸a˜o
pelo sistema.
GET citacao/{id}/texto/ retorna a informac¸a˜o sobre a
o texto que esta´ mapeado a`
mensagem correspondente ao
id partilhada nas redes sociais




retorna a informac¸a˜o sobre
todas as mensagens partilha-
das nas redes sociais que fo-
ram consideradas citac¸a˜o pelo
sistema que estejam dentro do
intervalo de datas passado.
GET citacao/start/{number}
/limit/{number}/
retorna a informac¸a˜o sobre
todas as mensagens partilha-
das nas redes sociais que
foram consideradas permi-





retorna a informac¸a˜o sobre
todas as mensagens partilha-
das nas redes sociais que fo-
ram consideradas citac¸a˜o pelo
sistema que estejam dentro
do intervalo de datas passado
permitindo a navegac¸a˜o entre
esta informac¸a˜o.




retorna a informac¸a˜o sobre
todas as mensagens partilha-
das nas redes sociais que fo-
ram consideradas citac¸a˜o pelo
sistema, que estejam dentro
do intervalo de datas passado
e cujo id correspondente ao
autor do texto mapeado com a
citac¸a˜o seja o passado, permi-




retorna a informac¸a˜o sobre
todos os textos mapeados a`s
mensagens partilhadas nas re-
des sociais que foram consi-
deradas citac¸a˜o pelo sistema
que estejam dentro do inter-




retorna a informac¸a˜o sobre
todos os textos mapeados a`s
mensagens partilhadas nas re-
des sociais que foram consi-
deradas citac¸a˜o pelo sistema
que estejam dentro do inter-
valo de datas passado, permi-
tindo a navegac¸a˜o entre esta
informac¸a˜o.
GET utilizador/{id}/ retorna a informac¸a˜o sobre o
utilizador com o id passado.
GET palavrascitadas/ retorna a informac¸a˜o sobre o
mapemento de todos as men-
sagens das redes sociais com
a obra respetiva.
GET palavrascitadas/{id} retorna a informac¸a˜o sobre
o mapemento da mensagem,
com o id correspondente, das




retorna a informac¸a˜o sobre
o mapemento de todos as
mensagens das redes sociais
com a obra respetiva, permi-
tindo a navegac¸a˜o entre esta
informac¸a˜o.
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GET estatistica/texto/from/
{data}/to/{data}/
retorna o numero de textos ci-




retorna o numero de vezes
que o texto com o id corres-
pondente ao passado e´ citado




retorna o numero de tex-
tos citados, permitindo





retorna o numero de tex-
tos citados entre o inter-
valo de datas passado, permi-
tindo a navegac¸a˜o entre esta
informac¸a˜o.
GET estatistica/autor/ retorna o numero de textos ci-
tados ordenados por autor.
GET estatistica/autor/{id}/ retorna o numero de textos ci-
tados do autor cujo id corres-
ponde ao id passado.
GET estatistica/autor/from/
{data}/to/{data}/
retorna o numero de textos
citados ordenados por autor




retorna o numero de textos ci-
tados de um autor dentro do
intervalo de datas passado.
GET estatistica/autor/start/
{number}/limit/{number}/
retorna o numero de textos
citados ordenados por autor,





retorna o numero de tex-
tos citados ordenados por
autor dentro do intervalo
de datas passado, permi-
tindo a navegac¸a˜o entre esta
informac¸a˜o.
Apeˆndice B
Tabelas de avaliac¸a˜o de “O Mundo em
Pessoa”
B.1 Mensagens do Facebook que foram classificadas como
citac¸a˜o

















































































































































































































































































































B.2 Mensagens do Facebook que na˜o foram classificadas
como citac¸a˜o

















































































































































































































































































































B.3 Mensagens do Twitter que foram classificadas como
citac¸a˜o






















































































































































































































































































































B.4 Mensagens do Twitter que na˜o foram classificadas
como citac¸a˜o



































































































































































































































































































































































retorna a informac¸a˜o re-
lativa aos a´lbuns citados
no meˆs {data} e ao es-
tilo {estilo}(string com o
nome do estilo musical) se
a {fonte} t¯witter. Caso a
{fonte} l¯astfm, sa˜o devolvi-
das as entidades mais faladas





retorna o top do tipo definido
(artistas, a´lbuns ou musicas)
mais citado dentro do inter-
valo data1 ate´ data2 compa-
rando com o top dentro do in-
tervalo data3 ate´ data4 para
devolver as posic¸o˜es no top






Devolve, no top do tipo
definido (artistas, a´lbuns
ou musicas) mais citado
dentro do intervalo {data1}
ate´ {data2} comparando
com o top dentro do inter-
valo {data3} ate´ {data4}, a
posic¸a˜o neste top do termo
{procura} dependendo do
tipo. Se {tipo}=artistas,
{procura} e´ procurado no
nome do artista, se {tipo}
a¯lbuns no nome do a´lbum e





E.1 Mensagens do Twitter que foram classificadas como
citac¸a˜o














































































































































Silence 4 Borrow 1.14764 0.016 TP







































































































































































Mesa Vı´cio de Ti 1.00398 0.006 TP
Apeˆndice E. Avaliac¸a˜o de “Lusica” 83
E.2 Mensagens do Twitter que na˜o foram classificadas
como citac¸a˜o











































































Michel Telo Ai se eu te
pego!
0.944742 0.015 FN



































Pedro Abrunhosa Se Eu Fosse











































Expensive Soul Eu na˜o sei 0.594913 0.008 FN




















































































Michel Telo Se Tudo Fosse
Fa´cil
0.66032 0.015 FN







































Maria Bethania Volta por cima 0.891653 0.014 FN
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