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ON AUTO-EQUIVALENCES AND COMPLETE DERIVED INVARIANTS OF
GENTLE ALGEBRAS
SEBASTIAN OPPER
Abstract. We study triangulated categories which can be modeled by an oriented marked sur-
face S and a line field η on S. This includes bounded derived categories of gentle algebras
and – conjecturally – all partially wrapped Fukaya categories introduced by Haiden-Katzarkov-
Kontsevich [22]. We show that triangle equivalences between such categories induce diffeo-
morphisms of the associated surfaces preserving orientation, marked points and line fields up to
homotopy. This shows that the pair (S, η) is a triangle invariant of such categories and prove
that it is a complete derived invariant for gentle algebras of arbitrary global dimension. We
deduce that the group of auto-equivalences of a gentle algebra is an extension of the stabilizer
subgroup of η in the mapping class group and a group, which we describe explicitely in case of
triangular gentle algebras. We show further that diffeomorphisms associated to spherical twists
are Dehn twists.
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Introduction
The present work evolved from parts of the authors PhD thesis [26] and is devoted to the study of
auto-equivalences and triangle invariants of a class of triangulated categories which we call surface-
like categories. Examples of such categories include bounded derived categories of gentle algebras
which have been studied extensively since their introduction by Assem-Skowron`ksi [4] over thirty
years ago. More recently, the work of Bocklandt [9] and Haiden-Katzarkov-Kontsevich [22] revealed
that derived categories of gentle algebras arise as special cases of the class of partially wrapped
Fukaya categories of surfaces. The latter are A∞-categories associated with the following data.
• A compact, oriented, smooth surface S with non-empty boundary ∂S,
• a set M⊆ ∂S of marked points and
• the homotopy class of a line field η, i.e. the homotopy class of a section of the projectivized
tangent bundle of S.
On the other hand, it was shown in [24] and [27] that every (graded) gentle algebra gives rise to
the datum of a marked surface. However, the surface constructions are not identical.
In [27], the authors provided a “dictionary” which relates information on the triangulated structure
of the derived category with geometric information in the spirit of the partially wrapped Fukaya
category in the sense of [5]. As an example, the dictionary includes correspondences between
indecomposable objects and curves on the model surface equipped with local systems. Further
examples are geometric interpretations of morphisms, mapping cones and Auslander-Reiten tri-
angles. These results extend preceeding results in [22] about the classification of indecomposable
objects in the partially wrapped Fukaya category. It shows that an essential part of the information
contained in the derived category of a gentle algebra is encoded in its surface. This relationship
serves as prototypical example for the definition of surface-like categories. We expect all partially
wrapped Fukaya categories to be examples of surface-like categories.
Beyond their presence in Homological Mirror Symmetry in form of partially wrapped Fukaya
categories, gentle algebras have a surprising number of connections to areas within and outside of
representation theory. This includes
(1) categorical resolutions of tame, non-commutative, nodal curves including (stacky) chains
and cycles of projective lines, c.f. [11], [12] as well as [24], [23].
(2) The trivial extension of a gentle algebra is a Brauer graph algebra [32]. Brauer graph
algebras appear in modular representation theory of finite groups as blocks of the group
algebra with cyclic defect, c.f. [15], [17]. It was shown in [2] that Brauer graph algebras
have derived invariants related to surfaces.
The main objective of the present work is the investigation of triangle equivalences between surface-
like categories which leads to a structural understanding of the group of auto-equivalences of such
categories and provides us with a better understanding on the question when two such categories
are triangle equivalent. Our focus is on applications to gentle algebras for which we obtain the
most far reaching results.
Throughout this paper we assume that our ground field is algebraically closed.
Our key result is the following relationship between equivalences of surface-like categories and
diffeomorphisms of their model surfaces.
Theorem A. Let F and F ′ be surface-like categories modeled by marked surfaces S,S′ and line
fields η and η′. Then, the following is true.
(1) Every triangle equivalence T : F → F ′ induces a diffeomorphism Ψ(T ) : S → S′ of marked
surfaces, i.e. it preserves orientations and marked points. Moreover, Ψ(T ) maps η to a
line field in the homotopy class of η′;
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(2) Ψ(T ) realizes the action of T on indecomposable objects, i.e. if γX is a curve on S that
represents an indecomposable object X ∈ F and γT (X) is a curve on S
′ which represents
T (X), then
Ψ(T )(γX) ≃∗ γT (X),
where ≃∗ is an equivalence relation which is slightly coarser than homotopy.
The equivalence relation ≃∗ agrees with the homotopy relation for most surfaces.
Algebraically, ≃∗ groups objects which are stable under the Auslander-Reiten translation into
families which are closed under “degeneration of the continuous parameter”.
The construction of the map Ψ(−) is given in Section 3. Theorem A combines the assertions of
Theorem 4.1, Proposition 4.19, Proposition 4.21 as well as the results from Section 4.5.
It was shown in [24] that (graded) gentle algebras of finite global dimension with equivalent surface
models are derived equivalent. We extend this result to ungraded gentle algebras of infinite global
dimension and deduce from Theorem A that the surface model of a gentle algebra is a complete
derived invariant in the following sense (Theorem 7.1 in the text).
Theorem B. Let A1 and A2 be gentle algebras, let SAi denote the surface of Ai and let ηAi denote
its line field. Then, the algebras A1 and A2 are derived equivalent if and only if there exists an
orientation preserving diffeomorphism H : SA1 → SA2 , which restricts to a bijection between the
sets of marked points and which maps ηA1 to a line field in the homotopy class of ηA2 .
An important consequence of Theorem B is that the diffeomorphism type of SA and the orbit of
the homotopy class of the line field ηA under the action of the mapping class group of SA is a
complete derived invariant for gentle algebras extending the previously defined derived invariants
by Avella-Alaminos and Geiss [6] (“AAG invariant”). The mapping class group of SA is the set
of all isotopy classes of orientation preserving self-diffeomorphisms preserving the set of marked
points. By the results of [24], such an orbit is completely determined by a finite set of integers
which can be computed explicitely.
The next theorem concerns the groups of auto-equivalences of derived categories of gentle algebras.
Recall that a finite dimensional algebra A is called triangular if its Ext-quiver contains no oriented
cycles, i.e. there exists no cyclic sequence of simple A-modules S0, . . . , Sn+1 ∼= S0 with the property
that Ext1(Si, Si+1) 6= 0 for all 0 ≤ i ≤ n.
Theorem C. Let A be a gentle algebra. Then, the following is true.
(1) There exists a short exact sequence of groups
0 K Aut(Db(A)) MCG(SA, ηA) 0,
Ψ
where Aut(Db(A)) denotes the group of auto-equivalences of Db(A) up to natural isomorph-
ism and MCG(SA, ηA) denotes the stabilizer of ηA of the action of the mapping class group
of SA.
(2) Let X ∈ Db(A) be spherical. Then, there exists a simple loop γX on SA such that
Ψ(TX) = DγX ,
where TX : Db(A)→ Db(A) denotes the spherical twist with respect to X and DγX denotes
the Dehn twist about γX .
(3) Assume that A is triangular. Then, K is a subgroup of the group of outer automorphisms
of A. Moreover, K is generated by the groups of rescaling equivalences and coordinate
transformations.
The definition of the groups in Theorem C (3) is given in Section 2.6 and Section 5.1. We expect
Theorem C (3) to hold true in general. Under the assumption that every auto-equivalence of a
gentle algebra is standard, this follows from our results. Theorem C combines the assertions of
Theorem 4.22, Theorem 5.1 and Theorem 6.1.
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As we were finalizing this paper, it has come to our attention that the derived equivalence classific-
ation of gentle algebras (Theorem B) was also proved in [1] by classifying tilting and silting objects
in Db(A). It seems that our proof that gentle algebras with equivalent surface models are derived
equivalent (Theorem 7.1) and their proof are similar and build on ideas in [24]. It seems further to
be the case that our constructions of a line field on the surface of a gentle algebra are related. On
the other hand, our proof that the graded surface of a gentle algebra is a derived invariant relies
on Theorem A and differs from the proof in [1].
Structure of the paper. After recalling relevant notions and facts related to marked surfaces,
line fields and local systems in Section 1, we introduce surface-like categories in Section 2, where
we discuss their basic properties and provide the theoretic foundation for subsequent sections.
This includes the notion of “degeneration-closed” families of objects which are stable under the
Auslander-Reiten translation. Of particular importance in this section is the definition of segment
objects and the dichotomy of boundary morphisms and interior morphisms, which mimics the
geometric notion of a boundary segment as well as the dichotomy of interior and boundary points
of a marked surface.
In Section 3, we show how the relationship between diffeomorphisms of a marked surface and
isomorphisms of its arc complex can be exploited to define the map Ψ in Theorem A.
In Section 4, we then prove that the diffeomorphism Ψ(T ) of an equivalence T between surface-like
categories satisfies various properties as claimed in Theorem A. However, the construction of Ψ(T )
only guarantees control over the action of Ψ(T ) on triangulations of the corresponding surface and
it is a priori not clear to which extent Ψ(T ) is a good geometric realization of T . In order to
overcome this problem, we introduce the notion of a triangulation of a surface-like category (c.f.
Section 4.1.2) and show that objects in a surface-like category are determined (in a suitable way)
by their interaction with a triangulation of the category in the same way as curves are determined
(up to homotopy) by their intersections with a triangulation of their ambient surface (see Section
4.2).
In Section 4.4 we prove that the diffeomorphism of a spherical twist with respect to a spherical
object X is the Dehn twist about a simple loop associated with X .
Section 5 and Section 6 contain the proof of Theorem C.
Finally, Section 7 contains a geometric characerization of tilting complexes in bounded derived
categories of gentle algebras and the proof of Theorem B.
Acknowledgements. I like to thank Igor Burban, Wassilij Gnedin and Alexandra Zvonareva
for many helpful discussions on the subject. My research was supported by the DFG grants BU
1866/4-1 and the Collaborative Research Centre on “Symplectic Structures in Geometry, Algebra
and Dynamics” (CRC/TRR 191).
Conventions
We work over a field k and write k× for its group of units. Unless stated otherwise every module
over a finite dimensional k-algebra will be assumed to be finite-dimensional. For an algebra A, we
write Db(A) for its bounded derived category of finite dimensional left A-modules and Perf(A) for
its subcategory of perfect complexes.
The set of natural numbers contains 0 by definition. If a, b ∈ Z and n is an integer valued
variable, we write n ∈ [a, b] instead of a ≤ n ≤ b and similar for all other types of intervals. Arrows
of a quiver are composed from left to right. The source (resp. target) of an arrow α is denoted by
s(α) (resp. t(α)).
1. Preliminaries
In this section, we recall the definitions of marked surfaces and related objects and give an overview
on line fields and winding numbers.
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1.1. Marked surfaces.
Definition 1.1. Amarked surface is a pair S = (S,M) consisting of a smooth, oriented compact
surface S with a non-empty boundary and a subset of marked pointsM⊆ S such that B∩M 6= ∅
for all connected components B ⊆ ∂S.
For the rest of this section let S = (S,M) denote a marked surface. The elements of M\∂S are
called punctures. Note that by definition our marked surface always contain at least one marked
point on the boundary. A curve on S is a map γ : I → S, where I is a compact interval or or the
unit circle and ∂I = γ−1(M). A curve γ is called arc if I is an interval. Otherwise, we call it a
loop. An arc γ : I → S is said to be finite (resp semi-finite) if both (resp. exactly one) of its
end points lie in ∂S. An arc, which is not finite is called infinite. A homotopy between curves is
a homotopy of paths in the usual sense. However, we require such a homotopy to be constant at
end points and that the interiors of the intermediate curves of the homotopy to avoid punctures.
A boundary curve is a curve, which is homotopic to a curve on the boundary. A boundary
segment is an arc which connects two neighbouring marked points on the boundary. We often
consider lifts of curves to a universal cover S˜. By the lift of a loop, we mean an the corresponding
map defined on the real line.
Convention. If not said otherwise we will always assume curves to be not contractible and loops
to be primitive, i.e. not homotopic to a loop which factors through a non-trivial covering map
S1 → S1.
1.1.1. Marked surfaces with unmarked boundary components. Although Definition 1.1 requires
every boundary component to contain at least one marked point but allows for punctures, it
is worth pointing out that we could as well have chosen to allow for boundary components without
marked points (“unmarked components”) and no punctures and define infinite arcs in a differ-
ent way. Indeed, by gluing a once-punctured disc to every unmarked boundary component we
obtain a new marked surface without unmarked component and punctures. In this picture, the
homotopy class of an infinite arc ending on a puncture p on the new surface corresponds to a
non-compact curve which winds in clockwise-direction around the boundary component in the old
surface corresponding to p. This justifies the terminology of “infinite” arcs.
1.1.2. Oriented intersections and minimal position. Given distinct curves γ1 : I1 → S and γ2 :
I2 → S on S, we write γ1
−→
∩ γ2 for the set of oriented intersections, i.e. the set of pairs (s1, s2)
such that γ1(s1) = γ2(s2) and such that γi(si) is either an interior point, or a point on the boundary
such that, locally around the intersection, γ1 “lies before” γ2 in the counter-clockwise orientation
as shown Figure 1.
p
∂S
γ1
γ2
Figure 1. An oriented boundary intersection p from γ1 to γ2.
If it causes no ambiguity, we identify an intersection point with its image in S. Note that for every
oriented interior intersection p = (t, t′) ∈ γ1
−→
∩ γ2, we have p := (t′, t) ∈ γ2
−→
∩ γ1 and we call p the
dual of p. We further denote by γ1 ∩ γ2 the disjoint union of γ1
−→
∩ γ2 and γ2
−→
∩ γ1. Frequently, we
also use the term self-intersection of a curve γ : I → S for pairs (s1, s2) of distinct elements
s1, s2 ∈ I such that γ(s1) = γ(s2).
Definition. A set of curves {γ1, . . . , γm} is said to be in minimal position if for all (not neces-
sarily distinct) i, j ∈ [1,m], the number of (self-)intersections is minimal within their respective
homotopy classes.
6 SEBASTIAN OPPER
Without further notice in subsequent parts of this paper, we make use following results about
curves:
(1) As pointed out in [34], it follows from [20] and [25], that every finite set of curves can be
homotoped to a set of curves in minimal position and given a set {γ1, . . . , γm} in minimal
position and for any set of curves {γm+1, . . . , γn}, there exists a set of curves {γ′m+1, . . . , γ
′
n}
such that γ′i ≃ γi for all i ∈ (m,n] and {γ1, . . . , γm, γ
′
m+1, . . . , γ
′
n} is in minimal position.
(2) If {γ1, γ2} are in minimal position, then any of their lifts to the universal cover of S intersect
at most once in the interior, see [27], Lemma 3.4.
Given curves γ, γ′, we denote by ι(γ, δ) the minimal number of intersections between any pair of
curves γ′ and δ′ from the homotopy classes of γ and δ. The integer ι(γ, δ) is called the geometric
intersection number of γ and δ. A curve with no interior self-intersections is called simple.
1.2. Local systems.
Definition 1.2. The fundamental groupoid π1(X) of a topological space X is a category with
objects given by the set {x |x ∈ X}. The set of morphisms x→ y between two points x, y ∈ X is
the set of homotopy classes of paths from x to y. Morphisms are composed by concatenation of
paths. A k-linear local system on a curve γ : I → S is a contravariant functor π1(I)→ k−mod.
A morphism between local systems is a natural transformation of functors.
A local system amounts to a choice of a vector space at every point in the parameter space of a
curve and compatible choices of isomorphisms between them
A local system on a loop is equivalent to the choice of an automorphism of a finite dimensional
vector space (which depends on the choice of a base point). In particular, isomorphism classes of
indecomposable local systems of dimension d are in one-to-one correspondence with polynomials
(X − λ)d, λ ∈ k×.
In contrast, there exist a unique indecomposable local system on every arc. It has dimension 1.
1.3. Line fields and graded surfaces.
1.3.1. Line fields and winding numbers.
Definition 1.3. A line field on a smooth marked surface S with punctures P is a continuous
section of the projectivized tangent bundle over S \P, i.e. a map η : S \P → P(TS) such that
π ◦ η = IdS\P , where π : P(TS)→ S denotes the projection.
In other words, a line field η is a continuous choice of 1-dimensional subspaces in the tangent
planes of the surface, possibly with singularities at punctures. It determines a trivialization of the
projectivized tangent bundle away from punctures.
Every no-where vanishing vector field X : S → TS on S induces a line field by virtue of the
projection of the complement of the zero section in TS onto P(TS). However, not every line field
arises in this way since the choice of X amounts to a continuous choice of orientations on the lines
described by η.
In light of our discussion in Section 1.1.1, we extend a line field η from an unpunctured surface
with unmarked boundary components to the corresponding surface with punctures by virtue of
the radial projection D2 \ {(0, 0)} → S1.
Every line field give rise to a function ω = ωη which associates an integer to every immersed loop γ
on S called the winding number of γ. The idea is to integrate the “differences” between the lines
η(p) and the lines P(TS)p determined by the derivative of γ (which is non-zero by assumption).
Regarding the submanifold η(S) ⊆ P(TS) as a class [η(S)] ∈ H1(P(TS),Z), the intersection
pairing (−,−) gives rise to a map
ωη : H1(P(TS),Z) Z
u ([η(S)], u).
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If γ ⊆ S is an immersed loop, we set ωη(γ) := ωη([γ˙]), where γ˙ denotes the derivative of γ regarded
as a loop in P(TS). In other words, ωη(γ) equals the number of points (counted with sign) at
which γ˙ and η ◦ γ agree.
By definition, ωη(γ) only depends on the regular homotopy class of γ. A regular homotopy
of immersed loops is a homotopy such that every intermediate loop is immersed.
Moreover, ωη is determined by its values on all unobstructed loops, i.e. loops which contain
no nullhomotopic loops. Indeed, ωη(f) = 1 for the homology class f ∈ H1(P(TS),Z) of any fiber
of P(TS) with the induced orientation and the homology class of the derivative of a loop is the
sum of the class of an unobstructed loop and the (inverse) homology classes of fibers of P(TS). By
Theorem 5.5 in [14] (see also Lemma 2.4.,[14]), two unobstructed loops are homotopic if and only
if they are regular homotopic. An unobstructed loop with vanishing winding number is called a
η-gradable loop, or just gradable loop if the choice of η is apparent from the context.
1.3.2. Graded surfaces and graded curves.
Definition 1.4. A graded surface is a pair (S, η) consisting of a marked surface S and a line
field η on S. A grading on a smooth, immersed path γ : I → S is a homotopy class of a path g
from η ◦ γ to γ˙. A grading on a piecewise smooth path γ is a collection of gradings on its smooth
segments.
Often, we do not distinguish between a grading and a respresentative of its homotopy class.
Gradings on γ are in bijection with the integers Z and there exists a canonical action of Z on
grading. To make this more explicit, let (γ, g) be a smooth, graded curve. Then, for any point
p of γ the corresponding integer is associated with u ∈ π1(P(TS)γ(p), η(p)) ∼= Z, where u is the
concatenation of g|{p}×[0,1] followed by a counter-clockwise, non-surjective path from γ˙(p) to η(p).
This does not depend on the choice of p. There is a canonical action of Z on gradings of γ which
correspond to the n 7→ n+ 1 on the integers. The action of n ∈ Z of g is denoted by g[n].
Let (γ, g) and (δ, d) be graded, smooth paths which are transversal and let p ∈ γ
−→
∩ δ. The degree
deg(p) ∈ Z of p is the integer associated with u ∈ π1(P(TS)γ(p), η(p)), where u is the concatenation
of d|{p}×[0,1] followed by first, a clockwise, non-surjective path from δ˙(p) to γ˙(p) γ˙(p) and then
followed by inverse path of g|{p}×[0,1]. Note that this differs slightly from the definition in [22]. It
follows that deg(p) = 1− deg(p).
We want define winding numbers for piecewise smooth loops. Suppose that γ : I → S is a
graded, immersed loop which is smooth everywhere except at pairwise distinct points z1, . . . , zm
on the boundary which are totally ordered according to the orientation of γ. For i ∈ [1,m], let
γi := γ|[zi,zi+1] be a smooth segment (indices modulo m). We assume that for all i ∈ [1,m], γi and
γi+1 intersect transversally. We write γsm for a smoothing of γ which agrees with γ everywhere
outside a union of small neighborhoods around the points pi.
Lemma 1.5. Let γ be a piecewise smooth, graded loop satisfying the conditions above. Then, the
ω(γsm) =
m∑
i=1
deg(pi)−
m∑
i=1
σi,
where
σi =
{
1, if γi−1 meets γi at pi from the right hand side;
0, otherwise.
Proof. The assertion is a local statement and the proof reduces to the following oberservation. Let
(δ1, gi) (i = 1, 2) be immersed, graded, simple paths which are transverse such that the end point
of δ1 is the start point of δ2 and such that the corresponding intersection p ∈ δ1
−→
∩ δ2 has degree
0. Let δ be the smoothing of p which agrees with δ1 and δ2 outside a small neighborhood U of p
which does not contain any other end point of δ1 or δ2. Then, for each i ∈ [1, 2], there exists a
unique grading fi on δ which agrees with gi on the portion of δi which lies outside of U . Then,
f2[1] = f1. 
We refer to the expression ω(γsm) +
∑m
i=1 σi from Lemma 1.5 as the winding number of the
piecewise smooth curve γ.
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2. Surface-like categories
In this section we introduce the notion of a surface-like category which is our main object of study
in this paper. Their definition is heavily inspired by the geometric nature of derived categories of
gentle algebras (cf. [27] and [24]) and partially wrapped Fukaya categories as defined in [5].
Let F be a k-linear triangulated category and let [1] denote its shift functor. We assume that F
is Krull-Schmidt and that its class of isomorphism classes of indecomposable objects is a set.
Definition 2.1. Let (S, η) be a graded marked surface. A quintuple (F ,S, η, γ, β) is called
surface-like and (S, η) is called a surface model of F , if all of the following six relations are
satisfied.
1) Indecomposable objects & curves: The map γ is a bijection from
• the isomorphism classes of indecomposable objects, to
• pairs ([γ], [V ]) consisting of
– the homotopy class of an unoriented graded curve γ, and
– the isomorphism class of an indecomposable k-linear local system V on γ.
Moreover, we require that γ is compatible with shifts.
In what follows let X1, X2, X3 ∈ T be indecomposable objects corresponding to arcs or loops
equipped with a 1-dimensional local system. Let (γi, gi,Vi) (1 ≤ i ≤ 3) be a representative of
γ(Xi). We assume that {γ1, γ2, γ3} is in minimal position.
2) Intersections & morphisms: The following is true:
I) There exists an injectionB of γ1
−→
∩ γ2 into a basis of Hom
∗(X1, X2) consisting of morph-
isms. Moreover, B is compatible with the gradings.
II) For every intersection q ∈ γ1
−→
∩ γ2 at a puncture, there exists a family of morphisms
(B(q)(j))j∈N and m ∈ Z, such that
B(q)(j) ∈ Hom(X1, X2[m+ j · wq])
and B(q)(0) = B(q), where wq is the winding number of the simple loop, which winds
around q once in clockwise direction.
III) If γ1 and γ2 are not homotopic loops, then a basis of Hom
∗(X1, X2) is given by the set
consisting of
a) all morphisms B(p) for all p ∈ γ1
−→
∩ γ2, which are not punctures, and
b) all morphisms B(q)(j), where q ∈ γ1
−→
∩ γ2 is a puncture and j ∈ N.
IV) If γ1 and γ2 are homotopic loops, thenB is not surjective and the quotient of Hom
∗(X1, X2)
by the image of B is spanned by the residue class of an isomorphism and the residue
class of a connecting morphism h in an Auslander-Reiten triangle
X2[n] Y X1 X2[n+ 1].
h
V) If Y ∈ T is represented by a loop with a local system of dimension at least 2, then
dimHom∗(Y, Y ) ≥ 3.
3) Mapping cones & resolutions of intersections: Let p ∈ γ1
−→
∩ γ2 be different from a
puncture. Then, the resolution of p (Figure 2) is a representative of the mapping cone of B(p).
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p
γ1
γ2
p
γ1
γ2
Figure 2
4) Compositions & immersed triangles: For i ∈ {1, 2}, let qi ∈ γi
−→
∩ γi+1 of degree 0. We
assume that if γi ≃ γj for all i, j ∈ [1, 3], then γ1, γ2 and γ3 are arcs. The following is true.
I) Then, B(q2) ◦B(q1) is a linear combination of precisely those morphisms B(q3) (q3 ∈
γ1
−→
∩ γ3), such that there exist lifts γ˜i of γi to the universal cover of S intersecting in an
intersection triangle, a fork or a double-bigon as shown in Figure 3.
q˜1
γ˜1
q˜2 γ˜2
q˜3
γ˜3
γ1
γ2
γ3
Figure 3. From left to right: A intersection triangle, a fork and a double-bigon.
II) Suppose γ(X1) = γ(X3) are homotopy classes of loops and q1 = q2 ∈ S. Then B(q2) ◦
B(q1) is not a linear combination of morphisms associated to intersections.
III) If p ∈ γ1
−→
∩ γ2 is a puncture and q denotes the corresponding self-intersection of γ2, then
B(p)(n) = B(q)n ◦B(p)(0) and B(q)(n) = B(q)n.
5) Auslander-Reiten theory: Let (γ, g) be a graded loop, let Q ∈ k[t] be irreducible and
for all i ≥ 0, let Vi be an indecomposable local system of type Qi. The, the Auslander-Reiten
quiver of F contains a homogeneous tube
· · · X3 X2 X1,
where Xi ∈ F is indecomposable and γ(Xi) = (γ, g,Vi). In particular, Xi is τ -invariant.
A triangulated category F is called surface-like if there exists a surface-like quintuple for F .
10 SEBASTIAN OPPER
2.0.1. Conventions and notation concerning surface-like categories.
Let (F ,S, η, γ,B) be a surface-like quintuple. In most parts of this paper we only consider in-
decomposable objects in a surface-like category which are represented by either arcs or loops with a
1-dimensional local system and the term “indecomposable” in a surface-like triangulated category
refers to an indecomposable object of the above type unless stated otherwise (usually indicated by
the word “arbitrary”).
Frequently, we write Xγ for the indecomposable object (in the above sense), whose associated
homotopy class of curves contains the curve γ. Moreover, we often omit local systems and regard
γ(X) as the homotopy class of curves associated with X . If X is indecomposable, γX shall denote
a curve in minimal position in the homotopy class γ(X).
Given two indecomposable objects X,Y ∈ F (in the sense above) and representing arcs γX ∈
γ(X), γY ∈ γ(Y ) in minimal position, we say that f =
∑m
i=1 fi is a standard decomposition of
a morphism f : X → Y with respect to γX and γY , if each fi is a non-zero multiple of B(pi) for
some intersection pi ∈ γX
−→
∩ γY and pi 6= pj for all i 6= j.
We say that an indecomposable object X ∈ F is a (finite or infinite) arc object if γ(X) is a
homotopy class of (finite or infinite) arcs. Otherwise, we call it a loop object.
In particular, all loop objects are τ -invariant and we will see that – with finitely many exceptions
up to shift– these are the only τ -invariant objects.
2.1. Derived categories of gentle algebras are surface-like. As pointed out earlier, bounded
derived categories of gentle algebras are prototypical examples of surface-like categories. We prove
the following.
Theorem 2.2. Let A be a gentle algebra. Let SA denote the surface of A as constructed in [27],
where we replace each boundary component without marked points by a puncture. Then, there exists
a surface-like quintuple (Db(A),SA, ηA, γ,B).
This essentially follows from the results in [27]. However, what remains to be shown is that
compositions of morphisms can be understood geometrically. In order to give a proof, we recall
some of the results in [27]. In particular, we included a short description surface of a gentle algebra
and the maps γ and B. The line field ηA is described in Section 2.1.1.
2.1.1. The graded surface of a gentle algebra.
Our main reference is Section 1 in [27]. To begin with, we recall the definition of a gentle algebra.
Definition 2.3. A pair (Q, I) consisting of a quiver Q and an ideal I of kQ is called gentle if
(1) Q is a finite quiver;
(2) I is admissible, i.e. Rm ⊂ I ⊂ R2 for some m ≥ 0, where R = (Q1) is the ideal generated
by the arrows of Q;
(3) I is generated by paths of length 2;
(4) for every arrow α of Q, there is at most one arrow β such that αβ ∈ I; at most one arrow
γ such that γα ∈ I; at most one arrow β′ such that αβ′ /∈ I; and at most one arrow γ′
such that γ′α /∈ I.
A gentle algebra is an algebra of the form kQ/I for a gentle quiver (Q, I).
Rather than giving a constructive description of the surface, it is more convenient for our
purposes to define the surface of a gentle algebra as the unique surface with certain properties.
The surface of a gentle algebra A is defined in terms of its gentle quiver. It is up to diffeomorphism
the unique marked surface SA = (SA,M) with the following four properties:
(1) There exists a set {Lx |x ∈ Q0} of pairwise disjoint embedded paths (called laminates)
which intersect the boundary only at its end points and transversally.
(2) The complement of all laminates in SA is a collection of discs {∆p | p ∈ M} and for each
p ∈ M, ∂∆p contains p on its boundary and no other marked point.
(3) There exists a bijection between the set of those discs ∆p such that ∂∆p contains more than
one laminate and the maximal admissible paths in (Q, I). Moreover, if ∆p corresponds to
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an admissible path αn . . . α1, then the ordered sequence of laminates on ∂∆p\{p} (following
the clockwise orientation of the boundary) is Ls(α1), . . . , Ls(αn), Lt(αn) .
The surface SA has no punctures but contains unmarked boundary components if A has infinite
global dimension.
We turn SA into a graded surface by gluing a line field ηA from line fields ηp on the closures of the
discs ∆p. Let ηp be any line field such that the following is true.
• For all p ∈M and all laminates L ⊂ ∂∆p, ηp and L˙ are parallel at all points of L.
• Any segment of ∂S between two consecutive laminates in ∂∆p, which does not contain p,
has winding number 1.
Then, ηA is the unique line field which restricts to ηp on ∆p for all p ∈ M. This determines η
uniquely up to homotopy. Figure 4 shows the foliation defined by ηp. One may think of the line
field ηp as having a singularity outside of ∆p.
Figure 4. The foliations of a line field ηp. Dashed lines correspond to laminates.
Solid black line indicate boundary segments.
For the remainder of Section 2.1, we assume that all curves and the laminates are in minimal
position with the laminates. Given a curve γ on S, the intersections with the laminates dissect γ
into segments which start and end at consecutive intersections.
Lemma 2.4. Let γ be a curve. Denote by γ1, . . . , γm the segments of γ and by ∆i the disc which
contains γi. Then,
ωηA(γ) =
∑m
i=1 ωηA(γi) and ωηA(γi) =
{
1, if pi is on the left hand side of γi in ∆i;
−1 otherwise,
where pi ∈ ∆i is the unique marked point.
Proof. Since γ is transversal to all laminates and laminates are parallel to ηA, the algebraic inter-
section number of γ˙ with ηA(S) is the sum of the algebraic intersection numbers of its segments. 
Let (γ, g) be a graded curve. We equip the laminates with the grading corresponding to 0 ∈ Z.
We write γ
−→
∩L for the union of all sets γ
−→
∩Lx, where Lx is a laminate. It inherits an order from
the orientation of γ. The grading g defines a function
g : γ
−→
∩L Z
p deg(p).
Let p ∈ L
−→
∩ γ with successor p′. Let δ denote the segment of γ between p and p′ and write ∆ for
the disc which contains δ. Then,
g(p′) =
{
g(p) + 1, if the unique marked point of ∆ is on the left of δ;
g(p)− 1, otherwise.
(1)
Unravelling the definitions, we see that a choice of g is equivalent to a choice of a function g :
γ
−→
∩L→ Z satisfying (1).
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2.1.2. The bijection between objects and curves.
Our main reference is Section 2 of [27]. Rather than describing γ, it is easier to describe its inverse
X(−), which associates an object in K
b,−(A − proj) to any triple (γ, g,V) of a graded curve (γ, g)
on SA (as a surface without punctures) and a local system V on γ.
Let q1, . . . , ql denote the totally ordered sequence of intersections of γ with the laminates. We
write Lxi for the laminate which contains qi. In case of loops, indices are considered modulo l.
Denote by γi the segment of γ between qi and qi+1 and denote by ∆i the disc which contains γi.
We choose the orientation of γi such that the marked point of ∆i lies on the left. We denote by
g : γ
−→
∩L→ Z the function corresponding to g.
Then, X(γ,V) is the following complex.
• In degree n ∈ Z, X(γ,V) is given by the direct sum⊕
i∈[1,l],g(qi)=n
Pxi ⊗k V(qi),
where Pxi is the indecomposable projective module Axi.
• The differential ∂ of X(γ,V) is defined as ∂ =
∑
i (∂i ⊗k V(γi)), where ∂i is the map between
Pxi and Pxi+1 induced by the following admissible path ui.
Let α = αm · · ·α1 denote the maximal admissible path corresponding to ∆i. If Ly1 , . . . , Lys
is the totally ordered sequence of laminates in ∂∆i \M between Lxi and Lxi+1 (including
the two), then ui is the subpath of α which passes through the vertices y1, . . . , ys in the
given order.
The isomorphism class of X(γ,V) depends on γ only up to homotopy and on V only up to isomorph-
ism. We may assume that V is trivial on all segments γi except for γ1. In this case and if γ is an
arc (resp. loop), then X(γ,V) is a string complex (resp. band complex) in the sense of [7], see
also [10].
Theorem 2.5 (Theorem 2.12, [27]). X(−) is invertible and its inverse γ(−) satisfies Property 1)
of Definition 2.1.
2.1.3. The morphism of an intersection.
We have the following result.
Theorem 2.6 (Theorem 3.3, Remark 3.8, Theorem 4.2, [27]; Proposition 5.16, [3]). There exists
an injection B satisfying Property 2) and Property 3) in Definition 2.1 with respect to γ(−).
The definition of B is given in Section 3, [27]. and we present its construction in a suitable way.
Let (γi, gi,Vi) (i = 1, 2) be graded curves on SA equipped with local systems. To be clear, γi is a
curve on the punctured surface. However, in what follows, we have to consider the corresponding
curves on the unpunctured version of SA. In particular, we are dealing with non-compact curves
which wind around one or two unmarked boundary components in clockwise direction.
The mapB associates to an intersection a chain map in the basis of C−,b(A−proj) (resp. K−,b(A−
proj)) as described by Arnesen, Laking and Pauksztello [3]. We refer to elements of such bases as
ALP maps.
The construction of B can be described as follows. Let p ∈ γ1
−→
∩ γ2. We may assume that p is
of degree 0 and want to describe a morphism B(p) : X(γ1,g1,V1) → X(γ2,g2,V2). We choose lifts
γ˜i (i ∈ {1, 2}) of γi to a universal cover S˜A which intersect in a lift p˜ of p. Then, p˜ is the only
intersection of the two curves. Moreover, γ˜i is simple and intersects every lift of a laminate at most
once. The lifts of marked points and ηA turn S˜A into a graded marked surface and the collection
of all lifts of laminates cut S˜A into discs.
The collection of the discs in S˜A which contains segments of both γ˜1 and γ˜2 form a (not
necessarily compact) subsurface Sp˜ as in Figure 5. We denote by δi the segment of γ˜i which
is contained in Sp˜. An intersection of δi with a laminate corresponds uniquely to an intersection
of γi with a laminate.
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δ1
δ2
Figure 5. The surface Sp˜: Dashed curves indicate laminates. The blue and the
red curve show δ1 and δ2.
We assume that δ1 and δ2 are oriented in such a way that they cross the laminates in Sp˜ in the
same order. The ALP map B(p) is constructed in a recursive procedure by “propagating maps
along Sp˜”.
We use the notation from Section 2.1.2 and write qji (resp. Lxj
i
and so forth) for the intersections
of γj with the laminates (resp. for the laminate containing q
j
i ).
Let i and i′ be such that f1(q
1
i ) = f2(q
2
i′) and such that the lifts of q
1
i and q
2
i′ in Sp˜ lie on the
boundary of a disc ∆. As in Section 2.1.2, q1i and q
2
i′ give rise to a map f(i,i′) : Px1i ⊗ V1(q
1
i ) →
Px2
i′
⊗ V2(q2i′). We denote by ∂
j
i the component of the differential ∂
j of Xj = X(γi,Vi) defined
by the segment between q1i and q
1
i+1. Then, the composition f(i,i′) ◦ ∂
1
i is defined and non-zero
if and only if a lift of q1i+1 lies on ∂∆ and comes before q
1
i in the total order of ∂∆ \ M˜, where
M˜ denotes the set of lifts of marked points. In this case, the pair (i + 1, i′ + 1) defines a map
f(i+1,i′+1) as before. Moreover, f(i,i′) ◦ ∂
1
i = ∂
2
i′+1 ◦ f(i+1,i′+1). Analogous constructions define the
map f(i+1,i′+1) in case ∂
2
i ◦ f(i,i′) 6= 0 and the map f(i−1,i′−1) under the appropriate assumptions.
Performing the previous step as often as possible, we obtain maps f(j,j′) for various pairs (j, j
′)
and their sum is a chain map. Its homotopy class is the desired morphism B(p). The observation
that elements in the ALP basis can be reconstructed from any of their components was made in
Lemma 4.3, [3].
Remark 2.7.
(1) Different choices of the initial pair (i, i′) may give different but homotopic chain maps.
(2) If p ∈ γ1
−→
∩ γ2 is a puncture, it means that the surface Sp˜ as above is non-compact and
the lifts of γ1 and γ2 intersect “at infinity”. In this case, either B(p) consists of a single
component or is not finitely supported and the components become cyclic eventually.
(3) The construction provides us with a chain map in the ALP basis of C−,b(A− proj) even if
δ1 and δ2 do not intersect. However, if the overlap (the surface Sp˜ in case of intersections)
is compact the resulting maps are null-homotopic. If the overlap is not compact and we are
not in the situation of (2), then γ1 and γ2 are homotopic loops. In this case, the associated
ALP map is invertible or the connecting morphism of an Auslander-Reiten triangle.
2.1.4. Composition of morphisms in the derived category of a gentle algebra.
Theorem 2.8. The map B(−) satisfies Property 4) of Definition 1.1.
Proof. Let γ1, γ2 and γ3 be graded curves on SA which are in minimal position with the laminates
and let p ∈ γ1
−→
∩ γ2 and q ∈ γ2
−→
∩ γ3 be of degree 0. Write X i = X(γi,Vi). Let u : P
1 → P 3 be a
component of the chain map B(q) ◦B(p) between indecomposable projective modules P 1 and P 3
of X1 and X3, i.e. u is induced by an admissible path. By construction, there exist components
u1 : P
1 → P 2 of B(p) and u2 : P 2 → P 3 of B(q) such that u and u2 ◦ u1 agree up to scalar.
Propagating u along the complexes as in Section 2.1.3, we obtain a chain map h : X1 → X3.
Following the reasoning in the proof of Proposition 4.1, h appears in the standard decomposition
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of B(q) ◦B(p) with respect to the ALP basis of Cb,−(A − proj). For appropriate lifts p˜ and q˜ of
p and q, it follows that the intersection of subsurfaces Sp˜ and Sq˜ contains the disc which contains
the intersection corresponding to P 1, P 2 and P 3. Moreover, the intersection are distributed as in
Figure 6.
P 1
P 2
P 3
Figure 6. The components u, u1 and u2.
If h 6≃ 0, then again, by the reasoning in the proof of Proposition 4.1, it appears in a standard
decomposition of B(q)◦B(p) considered as a morphism in the homotopy category. It implies that,
if h 6≃ 0
and γ˜i is the lift of γi corresponding to the choices of p˜ and q˜, then γ˜1 and γ˜3 intersect in a
point corresponding to h. Therefore, the lifts intersect pairwise and exactly once. Thus, they form
a triangle, a fork or a double-bigon.
Next, assume that lifts γ˜1, γ˜2, γ˜3 intersect in lifts of p, q and an intersection q
′ ∈ γ1
−→
∩ γ3.
We want to show that a multiple of B(q′) appears in a standard decomposition of B(q) ◦B(p).
As before, Our assumptions guarantee that we find a disc as in Figure 6 which implies that there
exist components u1 : P
1 → P 2 and u2 : P 2 → P 3 of B(p) and B(q) respectively such that
u = u2 ◦ u1 is a multiple of a component of B(q
′) and suppose that B(q′) is not a summand of
B(q)◦B(p). Since ALP maps are determined by any of their components, this requires u to cancel
with a sum of other maps of the form v : P 1
v1−→ Q2
v2−→ P 3 with Q2 6= P 2 and where v1 and v2
are components of B(p) and B(q). However, it this case u and v are components of the same ALP
map.
Property 4) II) in Definition 2.1 follows from compactness of the intersection of Sp˜ and Sq˜. 
Proof of Theorem 2.2. We have to verify Properties 1)–5) of Definition 2.1. They follow from
Theorem 2.5, Theorem 2.6, Theorem 4.2 in [27], Theorem 2.8 and the description of Auslander-
Reiten triangles for band complexes from [8]. 
2.2. Auslander-Reiten theory of arc objects. We show the existence of Auslander-Reiten
triangles for arc objects in a surface-like category and give a geometric description of the Auslander-
Reiten translation and the connecting morphism in Auslander-Reiten triangles. Our result is
based purely on geometric nature of surface-like categories and provides a new perspective on the
combinatorial proofs of related results for gentle algebras in [3] and [27].
Definition 2.9. Let B ⊆ ∂S be a component with N marked points. Let D be a tubular
neighborhood of B ⊆ ∂S with an orientation preserving diffeomorphism
φ : D {z ∈ C | 1 ≤ ‖z‖ ≤ 2},
such that φ(B ∩M) is the set of roots of unity of order N . The fractional twist τB : S → S is
the map which extends the identity of S \D and restricts to the map
x φ−1
(
φ(x) · exp
(
2πi
|I| · (2− ‖φ(x)‖)
))
on D, where exp denotes the exponential function.
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The diffeomorphism τB rotates the surface in a neighborhood of B in counter-clockwise direction,
as shown in Figure 7.
τB
Figure 7. The action of τB on arcs
The isotopy class of τB relative to the boundary is independent of the choice of D and φ. Further,
τB and τB′ commute up to isotopy relative to the boundary. The diffeomorphism τ is defined as
the product of all τB and is well-defined up to isotopy relative to the boundary. Note that τ is
isotopic to the identity (not relative to the boundary). Thus, τ(γ) is naturally graded. For every
finite, graded arc γ in minimal position, there exists a distinguished intersection γ
−→
∩ τ(γ) of degree
1, see Figure 8.
γ
τ(γ)
Figure 8
We prove that the diffeomorphism τ is a geometric incarnation of the Auslander-Reiten translation
in the following sense.
Proposition 2.10. Let γ be a finite arc on S. If p ∈ γ
−→
∩ τγ is the distinguished intersection, then
B(p) is the connecting morphism of an Auslander-Reiten triangle in F .
As a preparation, we show the following.
Lemma 2.11. Let γ1, γ2 be homotopic arcs on S in minimal position and let p ∈ γ1
−→
∩ γ2 be a
marked point. If p ∈ ∂S, then B(p) is invertible.
Proof. We prove the assertion when p is on the boundary. The other case is similar. Set f := B(p).
It suffices to show that Hom(Y, f) is surjective.
Let γ3 ≃ γ1, such that {γ1, γ2, γ3} is in minimal position. Let γ˜1, γ˜2 be lifts of γ1 and γ2 to the
universal cover of S, which intersect at their end points. By replacing γ3 by another representative
we may assume that the lift p˜ ∈ γ˜1
−→
∩ γ˜2 of p is an element in δ
−→
∩ γ˜1 and δ
−→
∩ γ˜2 for some lift δ of γ3.
Let q ∈ γ3
−→
∩ γ2 and denote γ˜3 the lift of γ3, which intersects γ˜2 in a lift q˜ ∈ γ˜3
−→
∩ γ˜2 of q. As
all arcs are in minimal position, γ˜3
−→
∩ γ˜1 contains a single element q˜′ and γ˜1 and γ˜2 bound a disc.
By construction, p˜, q˜ and q˜′ form a fork or the corners of a triangle in clockwise order. Thus,
B(q) ◦B(p) is a non-zero multiple of B(q′), where q′ ∈ γ3
−→
∩ γ1 is the projection of q˜′. Since q was
arbitrary and Hom(Y, f) is linear, this shows that Hom(Y, f) is surjective. 
Remark 2.12. In case of gentle algebras, the map which is associated to the end points of an arc
is the identity morphism.
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Proof of Proposition 2.10. ChooseX = Xγ and Y = Xτγ and set h := B(p), i.e. h ∈ Hom(X,Y [m])
for some m ∈ Z.
Since F is Krull-Schmidt, it suffices to show that h◦f vanishes for all non-invertible morphisms
f : X ′ → X , where X ′ is any type of indecomposable object in F . By Definition 2.1 2ii), it
therefore suffices to prove that h ◦B(q) = 0 for all intersections q ∈ δ
−→
∩ γ, where δ is any curve
such that γ and δ are in minimal position.
Suppose, q is an interior point. By Definition 2.1, h ◦B(q) 6= 0 only if there exists a triangle
in the universal cover of S bounded by subarcs of lifts δ˜, γ˜ and τ˜(γ) of δ, γ and τ(γ) in clockwise
order. Since {γ, τ(γ), δ} are in minimal position, δ˜ intersects each of γ˜ and τ˜(γ) at most once
in the interior. Since τ˜γ and γ˜ have neighboring end points we conclude that at least one of the
corners of the triangle lies on the boundary. Suppose that two of the corners of such a triangle
were boundary intersections, then lifts of γ, τ(γ) and δ would be arranged in one of the ways shown
in Figure 9.
δ˜
τ˜(γ)
γ˜
δ˜
γ˜
τ˜(γ)
Figure 9
Note that we do not assume that the shown boundary components are distinct. However, in
order for p to be interior, all endpoints of the lifts must be pairwise distinct. In any case, we
observe that the unique intersection of τ˜(γ) and δ˜ only defines an element in τ(γ)
−→
∩ δ but not in
δ
−→
∩ τ(γ), implying that h ◦B(q) = 0.
In case only one of the corners lies on the boundary, then again, because every pair of lifts intersects
at most once in the interior, it follows that δ ≃ γ or δ ≃ τ(γ) showing that B(q) is invertible as
shown in Lemma 2.11.
Similarly, if p ∈ ∂S, then γ and τ(γ) are arcs connecting consecutive marked points on the
boundary and at all lifts of p to a universal cover of S, there exist lifts of γ and τ(γ), which
intersect as in Figure 10.
Figure 10
In particular, if h ◦ B(q) 6= 0, for some q and δ as above, q is required to be a boundary
intersection and certain lifts of γ, τ(γ) and δ are required to form a fork. However, because B(q)
is a morphism from an object representing δ to an object representing γ, q cannot coincide with
the unique intersection of the lifts of γ and τ(γ), unless δ ≃ γ, in which case B(q) is invertible
according to Lemma 2.11. In any case, it follows that h ◦B(q) = 0. 
Corollary 2.13. Let X ∈ F be an arc object and let γ ∈ γ(X). Then, the Auslander-Reiten
translate of X exists and τ(γ) ∈ γ(τX).
In analogy to Corollary 6.3 in [8], the previous Corollary enables us to identify the arcs which give
rise to Auslander-Reiten triangles with indecomposable middle term:
Corollary 2.14. Let X ∈ T be an arc object and let
X Y Z X [1]
be an Auslander-Reiten triangle. Then, Y is indecomposable if and only if γ(X) (or, equivalently,
γ(Z)) contains a boundary segment.
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2.3. The Serre pairing. We give a geometric descrition of the Serre pairing. Let γ be a finite arc
on S and let p ∈ γ
−→
∩ τγ be the distinguished intersection. For an indecomposable object U ∈ F ,
the map h := B(p) gives rise to a perfect pairing
(−,−)h : Hom(X,U)×Hom(U, τX [1]) k,
defined by the formula (f, g)h = η(g ◦ f), where η ∈ Hom(X, τX [1])
∗
is the projection onto h with
respect to the basis associated with all intersections γ
−→
∩ τ(γ).
The diffeomorphism τ : S → S is isotopic to the identity (not relative to the boundary) and, if
γU ∈ γ(U) is a curve in minimal position with γ, then such an isotopy induces a bijection
S : γ
−→
∩ γU γU
−→
∩ τγ.
From the geometric description of compositions it follows (B(q),B(S(q′)))h 6= 0 for q, q
′ ∈ γ
−→
∩ γU
if and only if q = q′.
2.4. The category of perfect objects.
Corollary 2.13 motivates the following definition of a perfect subcategory in every surface-like
category.
Definition 2.15. Let F be a surface-like category. Define the category of perfect objects
Perf(F) as the full subcategory of F containing all objects X ∈ F such that for all object Y ∈ F ,
Hom∗(X,Y ) has finite dimension.
We make the following observations:
• It follows from the five lemma that Perf(F) is a triangulated subcategory and that triangle
equivalences between surface-like categories restrict to their perfect subcategories.
• The category Perf(F) consists of all objects which are finite direct sums of finite arc objects
and loop objects. In particular, if F = Db(A) for some gentle algebra A, then Perf(F)
coincides with the usual definition of the category of perfect complexes.
2.5. Fractional Calabi-Yau objects and families of τ-invariant objects. We characterize
fractional Calabi-Yau objects in surface-like categories and recover the geometric interpretation of
derived invariants for (graded) gentle algebras in [27] and [24]. These invariants were introduced
in [6] and extended in [24]. Our observations lead us to a natural notion families of τ -invariant
objects in the spirit of “families of band modules” which are indexed by a continuous parameter.
Recall that an object X ∈ T in a Hom-finite triangulated Krull-Schmidt category T with Serre
functor S is (m,n)-fractional Calabi-Yau if and only if SmX ∼= X [n]. By Theorem I.2.4, [28],
the existence of a Serre functor of T is equivalent to the property that T has Auslander-Reiten
triangles. In particular, X is (m,n)-fractional Calabi-Yau if and only if τmX ∼= X [n−m], where
τ = S[−1] is the Auslander-Reiten translation.
Proposition 2.16. Let X ∈ F be an arc object. The following is true.
(1) There exist m,n ∈ Z such that τmX ∼= X [n] if and only if γ(X) contains a boundary arc.
(2) If γ(X) contains an arc with image in a component B ⊆ ∂S, then X is (#(B∩M),−ωB)-
fractional Calabi-Yau, where ωB denotes the winding number of the simple boundary loop
which winds around B in clockwise direction.
In particular, τX ∼= X if and only if γ(X) contains a boundary arc with image in a component B
with a single marked point and ωB = 0.
Proof. Lifting γ ∈ γ(X) to the universal cover, we see that τmγ ≃ γ implies that γ is homotopic
to a boundary arc with image in a component B ⊆ ∂S and τmγ ≃ γ if and only if m equals
the number of marked points on B. Suppose τmX ∼= X [n] and let γ ∈ γ(X) be a boundary arc
contained in a component B ⊂ ∂S. For each i ∈ [0,m), denote pi the distinguished intersection
in τ iγ
−→
∩ τ i+1γ corresponding to a connecting morphism τ iX → τ i+1X [1] of an Auslander-Reiten
triangle ending in τ iX , see Lemma 2.10. We obtain a sequence of morphisms
X → τX [1]→ τ2X [2]→ · · · → τmX [m] ∼= X [n+m].
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The arcs τ iγ and the intersections p0, . . . , pm determine a piecewise smooth loop which is homotopic
to a simple loop which winds around B in counter-clockwise direction. It follows −ωB = (n+m)−
m · 1 = n. 
The previous lemma shows that shift orbits of fractionally Calabi-Yau objects are encoded in the
number of marked points on the boundary components and winding numbers of boundary curves.
However, as shown in [6], this is what the AAG-invariant of a gentle algebra counts. We recover
Theorem 6.1, [27] and Theorem 3.2.2, [24].
Corollary 2.17. Let A be a gentle algebra and let B1, . . . , Bn be the boundary components of
SA. Let nBi be defined as in Lemma 2.16. The AAG-invariant of A is given by the set of pairs
(mi,mi − ωBi) (i ∈ [1, n]), where mi is given by the number of marked points on Bi and ωBi is
defined as in Proposition 2.16.
2.6. Projective and affine coordinate transformations.
In the presence of τ -invariant arc objects the topological distinction between arcs and loops is no
longer reflected in F as can be illustrated by the Kronecker quiver and certain canonical algebras
of tubular type.
2.6.1. The Kronecker quiver and the projective linear group.
Let A denote the Kronecker algebra, i.e. the path algebra of the quiver
x y,
α
β
The algebra A is gentle with surface model (SA, ηA), where SA is a cylinder with one marked point
on each boundary component and ηA is the unique homotopy class of line fields such that ωB = 0
for every boundary component B. There exists a natural embedding
PGL2(k) Aut(D
b(A)),
the elements of the image of which we call projective coordinate transformations. Namely,
let M ∈ GL2(k) be an invertible matrix and denote by σ = σM the k-linear automorphism of A
satisfying σ(x) = x, σ(y) = y and (
σ(α)
σ(β)
)
=M
(
α
β
)
.
Denote by σA the A-bimodule on the vector space A with its regular right A-module structure
whose left A-module structure is twisted by σ. By this, we mean that a ∈ A acts on x ∈ σA by
a.x := σ(a) · x, where · denotes the multiplication of A. The derived functor of σA⊗− defines an
element in Aut(Db(A)) and two of such functors associated with M and M ′ are isomorphic if and
only if M and M ′ define the same element in PGL2(k).
Consider the family {Bλ,µ | (λ, µ) 6= (0, 0)} of τ -invariant A-modules
k k,
λ
µ
which are quasi-isomorphic to the complexes
· · · 0 Py Px 0 · · · ,
λα+µβ
The family of objects Bλ,µ corresponds to the skyscraper sheaf of the point (λ : µ) under
Beilinsons’s equivalence Db(CohP1) ∼= Db(A) and the PGL2(k)-action corresponds to the action
of Aut(P1).
The object Bλ,µ is a loop object if and only if λ, µ 6= 0 and in that case is represented by the unique
loop equipped with a 1-dimensional indecomposable local system. The arc objects B0,µ and Bλ,0
are represented by the boundary segments. It is not difficult to see that PGL2(k) acts transitively
on the isomorphism classes of Bλ,µ in this way.
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2.6.2. Canonical algebras and affine transformations.
In a similar vein, one defines algebra automorphisms for certain canonical algebras. For every
gentle quiver (Q, I) a coordinate transformation may be defined for every subquiver Q′ of Q of the
form.
x y
· · ·
α
β1 βm
where α is a maximal antipath in Q and β = βm · · ·β1 is a maximal admissible path in Q. By a
maximal antipath we mean that if δ ∈ Q1, then δα 6∈ I (resp. αδ 6∈ I) whenever the composition
of arrows is defined.
For any such subquiver Q′ and every tuple Λ = (λα, λβ , λ1, . . . , λm) ∈ (k×)m+1, one defines an
algebra automorphism σ = σΛ by requiring that
σ(x) =

λαα+ λββ, if x = α;
λiβi if x = βi;
x otherwise.
We call σ an affine coordinate transformation. The complexes P •λα+µβ , given by
· · · 0 Py Px 0 · · · ,
λα+µβ
where β = βm · · ·β1, are τ -invariant band complexes for all pairs (λ, µ) ∈ k××k but not for λ = 0.
Moreover, the complexes of (λ, µ) and (λ′, µ′) are isomorphic if and only if λ−1µ = λ′−1µ′.
2.6.3. Families of τ-invariant objects.
As illustrated by the Kronecker algebra in the previous section, it may happen that an equi-
valence of surface-like categories maps loop objects to “degenerations” of such objects and, as a
consequence, whether a τ -invariant object is represented by an arc or a loop can not be distin-
guished within the triangulated category. However, Corollary 4.2 below shows that every triangle
equivalence between surface-like categories maps a τ -invariant family consisting of loop objects
and their degenerations in a coherent way.
Our observations in Section 2.6 motivate the following definitions.
Definition 2.18. Let (F ,S, η, γ,B) be a surface-like quintuple and S = (S,M). The equivalence
relation ∼∗ is defined as the relation which identifies every gradable boundary loop around a
boundary component B with a single marked point with unique segment of B. Define ≃∗ as the
equivalence relation generated by the homotopy relation and ∼∗.
Given an object X ∈ F , we denote by γ∗(X) its ≃∗-equivalence class.
Definition 2.19. A family of τ-invariant objects in F is a collection X = {Xi}i∈I of arbitrary
indecomposable τ -invariant objects in F , which sit at the mouth of their homogeneous tubes, such
that Xi 6∼= Xj in F /[1] for all i 6= j and there exists a ≃∗-equivalence class γ∗(X ) with the following
property:
If X ∈ F is indecomposable and sits at the mouth of a homogeneous tube of the Auslander-
Reiten quiver, then a shift of X is isomorphic to an object in X if and only if γ∗(X) = γ∗(X ).
An arc object in X is called a degenerated object of the family. A family X of τ -invariant
objects is further called
• k×-family, if γ∗(X ) contains no degenerated object;
• A1k-family, if γ∗(X ) contains precisely one degenerated object;
• P1k-family, if γ∗(X ) contains two degenerated objects.
Since every ≃∗-class contains at most two homotopy classes of arcs it follows that every family of
τ -invariant objects belongs to one of the three types above.
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Example 2.20. We have seen in Section 2.6.3 that the modules (Bλ,µ)[λ:µ]∈P1
k
form a P1k-family of
of objects in case of the Kronecker algebra. In the general case of canonical algebras, the complexes
(P •α+λβ)λ∈A1k form an A
1
k-family of τ -invariant objects.
The following lemma shows that the presence of P1k-families is a rare phenomenon.
Lemma 2.21. Let F be a surface-like category with surface model (S, η). Then F contains a
P1k-family of τ-invariant objects if and only if (S,M) is a cylinder with a single marked point on
each boundary component and ω = 0. There exists at most one such family (up to isomorphisms
of objects).
Proof. Note that the cylinder is the only compact surface with two distinct but homotopic bound-
ary components meaning that the corresponding simple boundary curves (or their inverses) are
homotopic. Thus, the assertion follows from Proposition 2.16. 
It is not difficult to conclude from the previous lemma that if A is a gentle algebra, then Db(A)
contains a P1-family if and only if A is the Kronecker algebra.
2.7. Boundary objects and segment objects. The assertion of Proposition 2.16 suggests the
following definition.
Definition 2.22. LetX ∈ Perf(F) be an arbitrary indecomposable. We say thatX is a boundary
object if the following hold true:
1) X is fractional Calabi-Yau.
2) If τX ∼= X , then for all indecomposable objects Y ∈ F ,
max{dimHom∗(X,Y ), dimHom∗(Y,X)} ≤ 2.
3) There exists a non-zero morphism between X and a perfect object which is not τ -invariant.
A boundary object X is further called a segment object if the middle term of any Auslander-
Reiten triangle starting in X is indecomposable.
It follows from its definition that the image of a boundary (resp. segment) object under a triangle
equivalence is again a boundary (resp. segment) object . The following follows from Property 2
V) of Definition 2.1.
Lemma 2.23. A loop object which is a boundary object sits at the mouth of its homogeneous tube
and its associated local systems are 1-dimensional.
The following proposition characterizes boundary objects and segment objects.
Proposition 2.24. Let X ∈ Perf(F) be an arbitrary indecomposable. Then,
(1) X is a boundary object if and only if it is represented by a simple boundary arc or boundary
loop with 1-dimensional local system.
(2) X is a segment object if and only if it is represented by a boundary segment or a boundary
loop with 1-dimensional local system.
Proof. The third condition of Definition 2.22 is equivalent to the assumption that γX intersects a
finite arc and hence equivalent to the assumption that γX is not a loop around a puncture. Due
to Proposition 2.16, simplicity of the representing arc of an arc object is equivalent to condition 2)
of Definition 2.22. By Corollary 2.14 the condition that the middle term of an Auslander-Reiten
triangle starting (or equivalently, ending) in X is indecomposable, translates to the property that
the end points of an arc γ representing X have to be consecutive elements. In other words γ is a
boundary segment. We therefore assume that X is represented by a loop γ and hence is τ -invariant.
If γ is homotopic to a boundary loop, it does not intersect any other loop which is in minimal
position with γ. Furthermore, it intersects arcs only in a neighborhood of their end points and
hence at most twice. If the local system associated to X has dimension 1, then each intersection
determines a single basis element Hom∗(X,Z) (resp. Hom∗(Z,X)). Finally, simplicity of γ implies
that dimHom∗(X,X) ≤ 2.
Conversely, let γ be a gradable loop and U ∈ Perf(F) be a representative of γ. In particular,
U is τ -invariant. Assume that U satisfies condition 2) and therefore that dimHom∗(U,U) ≤ 2. It
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follows from Definition 2.1, 2 ii) that the local system associated to U is 1-dimensional and that
γ can be chosen to be simple. Suppose γ is not homotopic to a boundary curve. Then it follows
from Lemma 2.25 below that for each m ∈ N, there exists an arc δ such that ι(δ, γ) ≥ m – a
contradiction to 2). 
Lemma 2.25. Let γ be a simple loop on a marked surface S which is not a boundary curve and
let m ∈ N. Then, there exists an arc δ such that ι(δ, γ) ≥ m, where ι(−,−) denotes the geometric
intersection number.
Proof. We cut S along γ and denote by S′ the resulting surface, i.e. S′ contains distinct boundary
componentsB1, B2, such that S
′\(B1 ∪B2) = S\γ. We may assume that the connected component
V of S′ which contains B1 on its boundary contains a marked point of S which is not a puncture.
For now, we assume that S′ is not connected. None of the components of S′ is homeomorphic
to a disc or a cylinder as otherwise γ would be contractible or a boundary curve. There exist m
disjoint simple non-separating arcs E11 , . . . , E
m
1 in S
′ connecting pairwise distinct points in B1, such
that neither of them is homotopic to a boundary arc. For example, we can choose homotopic but
disjoint simple arcs E21 , . . . , E
m
1 . In the same way, we may choose disjoint simple arcs E
1
2 , . . . , E
m
2
such that for all i ∈ (1,m), Ei2 starts on the endpoint of E
i
1 and ends on the start point of E
i+1
1
when regarded as paths in S. Furthermore, we choose disjoint simple arcsW1,W2 in V and require
that
• for all i ∈ [1,m], W1 ∩Ei1 = ∅;
• the arcs W1 and W2 have no interior intersections;
• the end point (resp. start point) of W1 (resp. W2) agrees with the start point (resp. end
point) of E12 (resp. E
m
2 );
• s(W1) and t(W2) are marked boundary points.
The concatenation δ := W2 ∗ Em2 ∗ E
m
1 ∗ · · · ∗ E
1
2 ∗W1, as indicated by the symbol ∗, is a simple
arc in S and |γ ∩ δ| = m. Suppose {γ, δ} is not in minimal position, then by [19], Proposition 1.7,
γ and δ form a bigon. By the assumptions we made on the Eij , such a bigon must be formed by a
subarc γ′ of γ and an arc Eab for some a ∈ [1,m] and some b ∈ [1, 2]. But this implies that E
a
b is
homotopic to δ′ which contradicts our assumptions on Eab .
The same proof works if S′ is connected with a difference in case S is a torus with one boundary
component. Namely, in this case, S′ has genus 0 and 3 boundary components and arcs Ei1 and E
j
2
as above will intersect in any case so that the bigon argument has to be replaced by [34], Lemma
10, to verify that the arc δ we obtain in the same way as before is in minimal position with γ. 
2.8. Semi-perfect objects. Segment objects allow us to characterize objects which correpond
to semi-finite arcs. In what follows, let (F ,S, η, γ,B) denote a surface-like quintuple.
Definition 2.26. Let An indecomposable object X ∈ F \Perf(F) is called semi-perfect if there
exists a non-zero morphism between X and a segment object in F .
Since triangle equivalences map segment objects to segment objects, the property of being semi-
perfect is preserved under triangle equivalences betweeen surface-like categories.
Lemma 2.27. A indecomposable object X ∈ F is semi-perfect if and only if γ(X) is semi-finite.
Proof. If an arc γ on S which has an end point p ∈ ∂S, then p determines a non-zero a morphism
between X and any segment object corresponding to a boundary segment with end point p. On
the other hand an arc which starts and ends at a puncture has no intersections with a boundary
curve if they are in minimal position. 
2.9. Interior morphisms and boundary morphisms. Building on the notion of segment
objects, we explore how the distinction between boundary and interior of a surface can be re-
interpreted algebraically as a dichotomy of two classes of morphisms yielding distinguished sub-
spaces of “interior” morphisms between objects in surface-like categories. We recall that, unless
stated otherwise, by an indecomposable object we mean an arc object or loop object associated
with a 1-dimensional local system.
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Definition 2.28. Let X,Y ∈ F be indecomposable objects each of which is not τ -invariant or
sits at the mouth of a homogeneous tube. A morphism f : X → Y [i] is called interior, if X or Y
is contained in the tube of a τ -invariant boundary object, or, both of the following conditions are
satisfied.
i) The connecting morphism of any Auslander-Reiten triangle ending in a segment object
U ∈ Perf(F) does not factor through f .
ii) The morphism f factors through an object in Perf(F).
If f is not an interior morphism, we call it a boundary morphism.
Notation 2.29. For indecomposable objects X1, X2 ∈ F , let HomInt(X1, X2) denote the subset of
interior morphisms and we set
Hom∗Int(X1, X2) :=
⊕
n∈Z
HomInt(X1, X2[n]).
Note that being an interior morphism is invariant under triangle equivalences in the following
sense.
Lemma 2.30. Let F ,F ′ be surface-like categories and let T : F → F ′ be a triangle equivalence.
Then, the isomorphisms
HomF(−,−) HomF ′(T (−), T (−))
restrict to bijections between the subsets of interior morphisms.
Our main result on interior morphisms is the following and provides justification for the term
“interior”.
Proposition 2.31. Let X,Y ∈ F be indecomposable. Then, HomInt(X,Y ) is a subvector space of
Hom(X,Y ). Moreover,
(1) If X or Y is τ-invariant, then
HomInt(X,Y ) = Hom(X,Y ).
(2) If neither X nor Y are τ-invariant, then HomInt(X,Y ) is generated as a vector space by
the morphisms of interior intersections between representatives of X and Y .
In order to prove Proposition 2.31, we need to characterize morphisms which factor through
Perf(F). For objects X,Y ∈ F , let Hom(X,Y )Perf(F) denote the set of morphisms X → Y
which factor as a composition X → P → Y , with P ∈ Perf(F). Since Perf(F) is closed under
direct summands and finite direct sums, this set is a subspace of Hom(X,Y ).
Lemma 2.32. Let X,Y ∈ F \Perf(F) be indecomposable and let f ∈ Hom(X,Y ). Then, f ∈
Hom(X,Y )Perf(F) if and only if
• X is not isomorphic to a shift of Y and f is a sum of morphisms associated with intersec-
tions different from punctures, or
• X is isomorphic to a shift of Y and f is a sum of morphisms associated with intersections
different from endpoints.
Proof. Let γX , γY be representatives of X and Y in minimal position and let f =
∑m
i=1 fi be a
standard decomposition into basis elements. Denote by pi ∈ γX
−→
∩ γY the corresponding intersec-
tion of fi. Assume that p0 is a puncture and suppose there exists Z ∈ Perf(F) and morphisms
g : X → Z and h : Z → Y , such that h ◦ g = f .
It is sufficient to show that for any two morphisms g′ : X → Z ′ and h′ : Z ′ → Y with
Z ′ ∈ Perf(F) indecomposable, B(p0) cannot occur as a summand of h′ ◦ g′ if written as a linear
combination of basis vectors arising from intersections. However, since Z ′ is represented by a finite
arc or loop, g′ and h′ are sums of morphisms associated to intersections which are not punctures.
By Definition 2.1 4), a composition of such basis elements is a sum of morphisms associated to
intersections, which are not punctures.
Next, assume that none of the pi is a puncture. Since Perf(F) is closed under finite direct sums,
it is sufficient to show that eachB(pi) factors through Perf(F). Let γ˜X , γ˜Y be arcs on the universal
cover S˜ of S representing X and Y , such that γ˜X and γ˜Y intersect in a lift of pi. Let pX (resp.
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pY ) be an interior end point of γ˜X (resp. γ˜Y ), i.e. pX and pY are punctures. In case pi lies in the
interior, denote by γ a simple finite arc in S˜ which crosses γ˜X and γ˜Y both once. By construction,
pi and the unique interior intersections qX and qY of γ˜ with γ˜X and γ˜Y form a triangle. Hence
γ˜, pX and pY give rise to an object Z and morphisms B(qX) : X → Z and B(qY ) : Z → Y , such
that B(qY ) ◦B(qX) is a multiple of B(pi).
If pi lies on the boundary, we choose lifts γ˜X and γ˜Y as above, which intersect exactly once in a
lift q of p and choose γ˜ to be a finite arc which intersects γ˜X and γ˜Y in its end point q and which
lies between γ˜X and γ˜Y locally around q. Then f factors through the morphisms determined by
q. 
Remark 2.33. Again, one direction of the equivalence in Lemma 2.32 becomes obvious in case
of gentle algebras as a morphism associated with an intersection p is supported in finitely many
homological degrees if and only if p is not a puncture.
Proof of Proposition 2.31. If X or Y is contained in the tube of a τ -invariant boundary object,
then by definition f is interior. We therefore assume that neither of them is contained in such a
tube.
It follows from Lemma 2.32 that f factors through Perf(F) if and only if none of the pi is a
puncture. Set fi := λi ·B(pi). Let U be a segment object, γU a representing boundary segment or
a boundary loop. Let h : U → τU [1] be non-zero. As Hom(U, τU [1]) is 1-dimensional, h is unique
up to a scalar and a connecting morphism in an Auslander-Reiten triangle. Suppose h factors
through f . Let i ∈ [1,m] be such that fi is represented by an interior intersection.
We distinguish two cases. First, assume that U is an arc object. Then it follows from Property 4)
in Definition 2.1 that each composition fi ◦ α and β ◦ fi, with α : U → X , β : Y → τU [1] being
morphisms associated to intersections, is either zero or a sum of morphisms associated with interior
intersections. The same applies to β ◦ fi ◦ α. But a multiple of a morphism in Hom(U, τU [1]) is
represented by the distinguished (boundary) intersection in γU
−→
∩ τγU , proving β◦fi◦α = 0. Hence,
if h factors through f as a map β ◦ f ◦α, then h equals the sum of all β ◦ fj ◦α, such that pj 6∈ ∂S.
Next, suppose that U is a loop object and denote by B the boundary component which contains
γU . None of the morphisms in Hom(U,U [1]) is represented by an intersection. Thus, for β, α as
before, β ◦ fi ◦α is zero, unless β ◦ fi and α correspond to dual interior intersections (see Definition
2.1 4 ii)) and in this case, pi is the unique marked point on B. This shows that f is interior if all
pj are interior.
Conversely, suppose that for some i ∈ [1,m], pi lies on a component B ⊆ ∂S. By assumption, X
and Y are not τ -invariant arc objects as such objects are boundary objects by Proposition 2.16.
We show that f is a boundary morphism. Let δ be a simple boundary arc with image in B,
connecting pi and its successor, and let U ∈ F be a representative of δ. By Definition 2.1 4 i),
pi encodes morphisms α : U [m] → X and β : Y → τU [m + 1] for some m ∈ Z and β ◦ fi ◦ α is
a multiple of B(q), where q ∈ δ
−→
∩ τδ denotes the distinguished intersection. Finally, we observe
that for all pj with j 6= i, β ◦ fj ◦ α = 0 as none of the corresponding intersections form a fork
but Hom∗(U,U) = Hom(U,U [1]) is represented by a boundary intersection. Hence, β ◦ f ◦ α is a
multiple of B(q).
We have seen that if X or Y is τ -invariant, then every morphism X → Y is interior. Otherwise,
HomInt(X,Y ) is spanned by all morphisms associated with interior intersections of representing
curves of X and Y . 
3. Diffeomorphisms induced by equivalences
This section is mainly concerned with the construction of homeomorpisms from triangle equival-
ences between surface-like categories. It is based on the study of simplicial automorphisms of the
arc complex of a surface and their connection to diffeomorphisms of the surface as studied in [16].
Throughout this section, let S = (S,M) and S′ = (S′,M′) denote marked surfaces.
3.1. Arc complexes and essential objects.
To begin with, we recall the definition of a simplicial complex.
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Definition 3.1. An (abstract) simplicial complex is a set V and a collection K of finite subsets
of V such that for all v ∈ V , {v} ∈ K and such that K is closed under taking subsets. An
m-simplex of K is a set M ∈ K with m+ 1 elements.
The 0-simplices (which we refer to as vertices) are nothing but the sets {v}. The 1-simplices are
also called edges.
Next, we present the definition of an arc complex and its vertices essential arcs.
Definition 3.2. An arc on S is called essential if it is simple, i.e. has no interior self-intersections,
and it is not homotopic to a boundary segment connecting consecutive marked points. The arc
complex A∗ = A∗(S) of S is the cell complex defined as follows. The vertices of A∗ are in
one-to-one correspondence with homotopy classes of essential arcs on S. A set of distinct ver-
tices {v0, . . . , vn} of A∗ is contained in an n-simplex if and only if there exists a set of simple
representatives γi of vi, such that γi and γj have no interior intersections for all i 6= j.
Example 3.3. Let S = [0, 1]× S1 be a cylinder and M = {(0, 1), (1, 1)}. Denote by γm : S1 → S
the arc which runs around the cylinder m times in clockwise direction, i.e. γm(e
πiϕ) = (ϕ, e−mπiϕ)
for all ϕ ∈ [0, 1]. Then, the arcs γm are the vertices of A∗(S,M) and γm and γn are connected by
an edge if and only if |m−n| = 1. This arc complex does not contain simplices of higher dimension.
Remark 3.4.
• The arc complex of S is empty if and only if S is a disc andM contains at most 3 marked
points and no punctures.
• Two essential arcs are homotopic if and only if they are isotopic, i.e. there exists a continu-
ous family of diffeomorphisms, which restricts to a homotopy of the given arcs. We refer
to [19] for a proof of the case of loops without self-intersections.
• It follows from [18], Theorem 3.1 that A∗(S) is a flag complex, i.e. n+ 1 vertices of A∗(S)
constitute an n-simplex if and only if they are pairwise connected by an edge. Thus, A∗(S)
is determined by its set of vertices and edges.
In order to deal with exceptional cases, it will be useful to consider the extended arc complex
A∗(S) which we define as the flag complex with vertices given by the homotopy classes of all simple
arcs. As before two homotopy classes in A∗(S) are connected by an edge if and only if they can
be realized simultaneously by simple arcs with disjoint interiors.
3.2. Isomorphisms of arc complexes and diffeomorphisms. If A∗(S) is non-empty, then
diffeomorphisms of S act on A∗(S) and A∗(S) by simplicial automorphisms. By a diffeomorphism
of marked surfaces F : S → S′, we mean a diffeomorphism F : S → S′ which restricts to a
bijection M → M′. A simplicial isomorphism between simplicial complexes A and A′ is a
bijection between their sets of vertices which induces a bijection between their sets of simplices.
Given any diffeomorphism F : S → S′, it induces a bijection between homotopy classes of
essential arcs on S and essential arcs on S′. By Remark 3.4, it admits a unique extension to
a simplicial isomorphism A∗(F ) : A∗(S) → A∗(S
′). In a similar way, F induces a simplicial
isomorphism A∗(F ) : A∗(S) → A∗(S′). It is clear that A∗(F ) and A∗(F ) do not change if we
replace F by an isotopic diffeomorphism.
Let Diff(S,S′) denote the equivalence classes of diffeomorphisms S → S′ modulo isotopies in S
and S′, which fix marked points. By Diff+(S,S′) we mean the subset of orientation preserving
diffeomorphisms Diff(S,S′). For two simplicial complexes C,C′ denote by Simp(C,C′) the set of
simplicial isomorphisms. The assignments F 7→ A∗(F ) and F 7→ A∗(F ) determine maps
Φ : Diff(S,S′) Simp(A∗(S), A∗(S′)),
and
Φ : Diff(S,S′) Simp(A∗(S), A∗(S′)),
which are homomorphism of groups if S = S′ with multiplication being given by composition. If
S = S′, the subgroup MCG(S) = Diff+(S,S) is called the mapping class group of S.
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A natural question to ask is whether Φ is surjective or injective. An answer is given in [16]. In
order to state it and for later reference, it is convenient to introduce the following definition.
Definition 3.5. We call a marked surface S special if its arc complex is empty or is of dimension
at most 1.
Theorem 3.6 (Theorem 1.1 & Theorem 1.2, [16]). Let S,S′ be marked surfaces, such that A∗ (S)
is non-empty and isomorphic to A∗ (S′). Then, Φ is surjective. If S is non-special, then Φ is a
bijection.
We discuss the cases of special surfaces and provide a complete list of them in Section 4.5.
3.3. The simplicial isomorphism of an equivalence.
The main ingredient of our approach to study equivalences is the construction of a map
A∗ : Equ(F ,F
′) Simp(A∗(S), A∗(S′)),
where Equ(F ,F ′) denotes the class of equivalence classes of k-linear triangle equivalences modulo
natural isomorphisms. The set Aut(F) := Equ(F ,F) is a group with multiplication given by
composition. The idea is to find a diffeomorphism S → S′, which realizes the action of T on
[1]-orbits of isomorphism classes in terms of its action on homotopy classes on curves. This is the
approach we pursue below. For the rest of this section we fix surface-like categories (F ,S, η, γ,B)
and (F ′,S′, η′, γ,B).
We propose the following algebraic counterpart of essential arcs.
Definition 3.7. Let X ∈ F be an arbitrary indecomposable. Then X is called essential if it
satisfies the following conditions.
1) If X ∈ Perf(F), then the middle term Z of any Auslander-Reiten triangle
X Z τ−1(X) X [1]
is decomposable.
2) dimHom∗(X,X) ≤ 2.
It is clear that if T : F → F ′ is a triangle equivalence, then X ∈ F is essential if and only if T (X)
is essential. Our first observation about essential objects is the following.
Lemma 3.8. Let X ∈ Perf(F) be essential. Then τX is not isomorphic to a shift of X. In
particular, essential objects are arc objects.
Proof. Suppose τX ∼= X [n] for some n ∈ Z. By Proposition 2.16, X must be represented by a loop
or a boundary arc γ contained in a boundary component with a single marked point. Suppose γ
is a loop. By condition 1) in Definition 3.7 and condition 3) in Definition 2.1, it has to sit at the
base of its homogeneous tube, as otherwise dimHom∗(X,X) > 2. However, this implies that the
middle term of any Auslander-Reiten triangle starting in X is indecomposable.
If γ is an arc, it must be homotopic to a simple arc because of the second condition of Definition
3.7 and hence γ is a boundary segment. Thus, the middle term of every Auslander-Reiten triangle
starting in X is indecomposable. 
Lemma 3.9. Let X ∈ F be an arbitrary indecomposable. Then X is essential if and only if γ(X)
contains an essential arc.
Proof. If X is represented by a simple arc γ, then dimHom∗(X,X) ≤ 2 since it has at most
two boundary intersections. Proposition 2.24 and Lemma 3.8 imply that every essential object is
represented by an essential arc.
For the converse, note that every interior self-intersection of a curve γ gives rise to two distinct
intersections of γ with any perturbation γ′ of γ. In particular, the presence of an interior self-
intersection forces dimHom∗Int(X,X) ≥ 2 and dimHom
∗(X,X) ≥ 3. This follows from condition
2) ii) in Definition 2.1 and the fact that the endpoints of an arc give rise to an automorphism of
any its representing objects by Lemma 2.11. 
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Next, we define the map A∗(−).
Definition 3.10. Let T : F → T ′ a triangle equivalence. Define A∗(T ) ∈ Simp(A∗ (S), A∗(S′))
as the unique simplicial isomorphism which sends a vertex γ(X) ∈ A∗(S), X ∈ F essential, to
γ(T (X)) ∈ A∗(S′).
We recall that the arc complex of S is empty if and only if S is a disc without punctures and at
most 3 marked points.
Lemma 3.11. Assume that A∗(S) 6= ∅. Then, A∗(−) is well-defined and is a group homomorphism
if (F ,S, η, γ,B) = (F ′,S′, η, γ,B).
Proof. Let γ be an essential arc. By Lemma 3.9, γ is represented by essential object Xγ . Let
T : F → F ′ be a triangle equivalence. Then, T (Xγ) is essential and represented by a homotopy
class of essential arcs. The assignment γ 7→ γ(T (Xγ)) gives rise to a well defined (invertible)
map between the vertices of A∗(S) and A∗(S′). We claim that this maps extends to a simplicial
isomorphism A∗(T ) : A∗(S)→ A∗(S′). It is sufficient to prove that γ and γ′ are connected by an
edge if and only if γ(T (Xγ)) and γ(T (Xγ′)) are connected by an edge. This follows from the fact
that A∗(−) is a flag complex (see Remark 3.4).
By Proposition 2.31, γ and γ′ are connected by an edge if and only if the space of interior morphisms
Hom∗Int(Xγ , Xγ′) trivial. Thus, the claim follows from Lemma 2.30.
Note that A∗(T ) is the identity if T is isomorphic to the identity functor proving that A∗(−) is
well-defined. The second assertion follows immediately from the definition of A∗(−). 
It is a consequence of the previous lemma and Theorem 3.6 that in case A∗(S) 6= ∅, the surface S
is a triangle invariant of the surface-like category F .
Corollary 3.12. Assume that S is non-empty. If F and F ′ are triangle equivalent, then S ∼= S′.
In particular, if A,A′ are derived equivalent gentle algebras, then SA ∼= SA′ .
3.3.1. The diffeomorphism of an equivalence.
Given an equivalence T ∈ Equ(F ,F ′) and assuming that S is non-special, we set Ψ(T ) := Φ−1 ◦
A∗(T ). This defines a map
Ψ : Equ(F ,F ′) Diff(S,S′).
which is a homomorphism of groups in case F and F ′ and their models are identical.
For the remainder of this section, however, we assume that S and S′ are non-special. By construc-
tion, Ψ satisfies the following.
Corollary 3.13. Let T : F → F ′ be a triangle equivalence. Then, Ψ(T )(γ(X)) = γ(T (X)) for all
essential objects X ∈ F .
In light of our discussion of τ -invariant families in the bounded derived category of the Kronecker
algebra in Section 2.6, we can not expect Corollary 3.13 to hold true for arbitrary indecomposable
objects in F . However, in the forthcoming sections we will show a generalization of Corollary 3.13,
where we replace equality by the equivalence relation ≃∗ from Section 2.5.
4. On diffeomorphisms induced by equivalences
In this section we investigate the properties of the diffeomorphism Ψ(T ) which is attached to an
equivalence T : F → F ′ of surface-like categories. The most important results we obtain are that
Ψ(T ) preserves the orientation and winding numbers of loops. The key ingredient, however, is the
following result which asserts that Ψ(T ) is a geometric realization of T .
Theorem 4.1. Let (F ,S, η, γ,B) and (F ′,S′, η′, γ,B) be surface-like quintuples and T : F → F ′
be a triangle equivalence. If S is non-special and X ∈ F is indecomposable, then
Ψ(T )(γ∗(X)) = γ∗(T (X)).
Its proof is found in Section 4.3.1 and the necessary preparation occupies the majority of this
section. An extension of the theorem to special surfaces is Theorem 4.25. Both theorems show
that families of τ -invariant objects are preserved under triangle equivalences in the following sense.
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Corollary 4.2. Let X be a family of τ-invariant objects. Then, with the notation of Theorem 4.1,
T (X ) is a family of τ-invariant objects of the same type as X .
A direct consequence of Theorem 4.1 is that if X is not τ -invariant, then any curve representing
the object T (X) is homotopic to the image Ψ(T )(γX) of a representative γX of X .
4.0.1. Structure of the proof of Theorem 4.1.
We outline the proof of Theorem 4.1. The idea is to reduce the general case to the case of essential
objects in Corollary 3.13. We achieve this in the following way. The homotopy class of a curve
is uniquely determined by its sequence of intersections with a triangulation assuming that the
edges of the triangulation and the curves are in minimal position. Pursuing the approach that
diffeomorphism invariant geometric properties correspond to triangle invariant properties in the
surface-like category, we define what it means to be a triangulation of F and translate intersections
of the curve and the triangulation into a characteristic sequence of morphisms between X and
objects of a triangulation. We show that these sequences are sufficient to recover the ≃∗-class of
an object.
Although the above ideas are comparatively simple in nature, their implementation require us to
be suprisingly careful about the definition of such sequences of morphisms. This seems to be a
consequence of the failure of γ(−) and the correspondence between morphisms and intersections
to be canonical.
4.1. Triangulations. We introduce the notion of a triangulation of a surface-like category which
is inspired by the concept of a triangulation of a surface.
4.1.1. Triangulations on surfaces.
By a triangulation of a marked surface S = (S,M), we mean a maximal collection ∆ of homotopy
classes of essential arcs on S with pairwise disjoint interiors. In other words, a triangulation is a
simplex in A∗(S) of maximal dimension. By abuse of notation, we do not distinguish between a
triangulation and a (fixed) choice of representatives for its homotopy classes in minimal position.
The arcs of a triangulation cut S into regions, the closure of which we call triangles. This possibly
includes self-folded triangles and triangles with one or two sides given by boundary segments.
From time to time it is convenient to add all boundary segments to a triangulation ∆. The set of
homotopy classes ∆ we obtain in this way is called an extended triangulation and corresponds
to a simplex of maximal dimension of the extended arc complex. If ∆ is an (extended) triangulation
and γ is a non-contractible curve we say that γ ∆-admissible if {γ} ∪∆ is in minimal position
and γ is not homotopic to an arc of ∆.
For technical reasons we will frequently restrict ourselves to particular types triangulations of the
following kind. Let ∆ be a triangulation and denote ∆′ ⊆ ∆ its subset of homotopy classes of
finite arcs. The triangulation ∆ is said to separate punctures if ∆′ contains a triangulation of
(S,M∩ ∂S) and ∆ only contains finite or semi-finite arcs.
Lemma 4.3. Every marked surface (S,M) admits a triangulation which separates punctures.
Proof. First, note that the marked surface (S,M∩ ∂S) has a triangulation ∆′ as by definition,
∂S 6= ∅ and every boundary component contains a marked point. As ∆′ cuts S into topological
discs, the proof of the existence of a triangulation of (S,M) which separates punctures reduces to
the assertion that every punctured triangle with any number of punctures admits such a triangu-
lation. The latter follows by induction on the number of punctures. The construction is outlined
in Figure 11.

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Figure 11. A triangulation of a twice-punctured triangle which separates punctures.
The following will be useful in subsequent parts of this paper.
Lemma 4.4. Let ∆ be a triangulation which separates punctures and let γ be ∆-admissible. Then,
γ intersects a finite arc of ∆ or γ is homotopic to a loop around a puncture.
Proof. Suppose γ has no intersection with a finite arc of ∆. In particular, γ is a loop or an arc both
end points of which are punctures. Since γ is ∆-admissible, it intersects at least one arc δ ∈ ∆ and
denote by p the unique puncture which is an end point of δ. Let δ′ ∈ ∆ be a another arc which is
crossed by γ. Then, δ′ start or ends on a puncture q and we show that q = p. If p 6= q, then p and
q lie on the boundary of a triangle and hence there exists an arc ǫ ∈ ∆ connecting p and q. This
contradicts our assumption on ∆ and hence p = q. We conclude that γ is not an arc as otherwise
it would be contractible. Hence γ is a loop which intersects only infinite arcs of ∆ with end point
p proving that γ is a loop around p. 
A well-known property of triangulations is that they allow us to relate the homotopy classes of a
curve with its sequence of intersections with the triangulation. We rephrase this fact in a suitable
way.
Definition 4.5. Let ∆ be an (extended) triangulation of S and let γ be an oriented ∆-admissible
curve. By the sequence of oriented intersections of γ
−→
∩∆ we mean the set
⋃
δ∈∆ γ
−→
∩ δ with a
linear or cyclic order defined as follows.
(1) If the ≃∗-class of γ contains a loop, γ
−→
∩∆ is cyclicly ordered according to the orientation
of γ.
(2) If the ≃∗-class of γ does not contains loops, γ
−→
∩∆ is linearly ordered by the orientation γ
and the orientation of the surface, i.e. if δ, δ′ ∈ ∆ have an oriented intersection q = (t, t′) ∈
δ
−→
∩ δ′ on the boundary and p = (s, t) ∈ γ
−→
∩ δ, p′ = (s, t′) ∈ γ
−→
∩ δ′, then p < p′.
The set ∆
−→
∩ γ is defined in the analogous way and is referred to as the dual sequence of oriented
intersections.
We say that the (linear or cyclic) sequence of arcs (δi)i∈I of ∆ crossed by a ∆-admissible curve γ
is reduced if the existence of i ∈ I with δi = δi+1, implies that δi ends at a puncture q and δi is
the only arc of ∆ which ends at q.
The following lemma is reformulation in our language of the fact that the homotopy class of a
curve is determined by its sequence of intersections with a triangulation.
Lemma 4.6. Let ∆ be an extended triangulation of S which separates punctures. The following
is true.
(1) The ≃∗-class of a ∆-admissible curve γ is uniquely determined by its (dual) sequence of
oriented intersections and such a sequence is reduced.
(2) If (δi)i∈I is a reduced linear or cyclic sequence of arcs of ∆ such that for each i ∈ I, δi
and it successor lie on the boundary of a triangle of ∆, then there exists a unique ≃∗-class
of a ∆-admissible curve γ such that (δi)i∈I is the sequence of oriented intersections.
Remark 4.7. The previous lemma holds true for non-extended triangulations whenever S is not
a disc with at most 4 marked points and no punctures. In case S is a disc with at most 3 marked
points, the empty set is a triangulation. In the remaining case, a triangulation consists of a single
arc and and there exist boundary segments with the same sequence of oriented intersections.
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4.1.2. Triangulations of surface-like categories.
We propose the following definition of a triangulation of a surface-like category. Throughout this
section, we fix a surface-like category (F ,S, η, γ,B).
Definition 4.8. A triangulation of F is a set X ⊂ F of essential objects with the following
properties.
1) If X,X ′ ∈ X are distinct, then X and X ′ are not isomorphic up to shift and
Hom∗Int(X,X
′) = 0.
2) X is maximal among all sets of essential objects satisfying 1).
A triangulation X ⊂ F separates punctures if further
3 a) X ∩ Perf(F) is a maximal subset of essential objects in Perf(F) satisfying condition 1)
above and,
3 b) for all X ∈ X , X is semi-perfect (see Definition 2.26).
One obtains an extended triangulation of F by adding a representative of every [1]-orbit of
isomorphism classes of segment objects to a triangulation of F .
An indecomposable object X ∈ F is said to be X -admissible if X is not a segment object and
X is not isomorphic to a shift of an object in X .
The first observation is that if X ⊂ F is an (extended) triangulation of F and T : F → F ′ is a
triangle equivalence between surface-like categories, then T (X ) is a triangulation and X separates
punctures if and only if T (X ) separates punctures.
Lemma 4.9. A collection of indecomposable objects X ⊆ F is a triangulation if and only if the
associated collection γ(X ) of homotopy classes is a triangulation of S. Moreover,
(1) X separates punctures if and only if γ(X ) separates punctures, and
(2) an indecomposable object X ∈ F is X -admissible if and only if γ(X) is γ(X )-admissible.
Proof. Set ∆ := γ(X ). Lemma 2.31 implies that X is triangulation if and only if ∆ is a trian-
gulation. An object X ∈ X is (semi-)perfect if and only its representing arcs are (semi-)finite.
We conclude that X separates punctures if and only if ∆ only contains finite or semi-finite and
contains a maximal collection of pairwise non-homotopic finite arcs with disjoint interior.
Let ∆′ is the subcollection of homotopy classes of finite arcs in ∆. If ∆ separates punctures,
then every polygon of ∆′ contains at most one puncture as every arc of ∆ \ ∆′ start or ends on
the boundary and ∆ is maximal. Therefore ∆′ is a maximal collection of pairwise non-homotpic
finite arcs with pairwise disjoint interior. On the other hand, if ∆′ is such a maximal collection of
finite arcs, then the closure of every polygon of ∆′ contains at most one puncture and hence every
arc of ∆ \∆′ has an end point on the boundary. 
Corollary 4.10. Every surface-like category admits a triangulation which separates punctures.
4.2. Characteristic sequences.
The next concept we introduce is the characteristic sequence of an object which is the algebraic
counterpart to sequences of intersections of a curve with a triangulation as in Lemma 4.6. It
consists of “ dual” sequences of morphisms and allow us to recover the ≃∗-equivalence class of any
object in F .
As before, and unless stated otherwise, we assume that every indecomposable object appearing in
any of the subsequent sections is either an arc object or a loop object associated to a 1-dimensional
local system.
4.2.1. The idea behind characteristic sequences.
Suppose ∆ is a triangulation of S and assume that γ is a gradable loop or arc on S which is
∆-admissible. Assume further that p1 and p2 are consecutive interior intersections of γ with edges
δ1, δ2 ∈ ∆. There exists a unique intersection q of δ1 and δ2, such that p1, p2 and q lift to an
embedded triangle in the universal cover of S. Assuming that q ∈ δ1
−→
∩ δ2 and regarding pi as
an element in γ
−→
∩ δi, we have B(q) ◦B(p1) = λ ·B(p2) for some λ 6= 0 as implied by Definition
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2.1. It suggest that our desired sequences of morphisms should be such that every two consecutive
morphisms in this sequence are related via composition with a morphism between objects of the
corresponding triangulation of F .
As it turns out, a single sequence obtained in this way is not sufficient to achieve what we want.
However, we show that the sequence and its dual obtained by regarding each pi as an element in
δi
−→
∩ γ, encode enough information. Note that in case of the dual sequence, µ ·B(p1) = B(p2)◦B(q)
for some µ 6= 0.
Since it is possible that δ1 and δ2 intersect more than once at the boundary, it becomes necessary
to distinguish morphisms between essential objects which are multiples of basis elements from
proper linear combinations of such. This idea motivates the notions of pure morphisms and arrow
morphisms defined below.
4.2.2. Pure morphisms and arrow morphisms.
We say that the pair (S, ωη) is of tubular type if S is a cylinder without punctures and
ωη(γ) = 0 for the unique homotopy class of loops. Note that if S is a cylinder, then by Proposition
2.16, (S, ωη) is of tubular type if and only if F has τ -invariant indecomposable objects.
Definition 4.11. Assume that (S, ωη) is not of tubular type and let X,Y ∈ F be perfect or
semi-perfect essential objects or segment objects and assume that Hom∗Int(X,Y ) = 0. We call a
non-zero morphism f : X → Y [m] pure if any of the following conditions is satisfied:
1) X and Y are perfect and there exist segment objects X ′, Y ′ and non-zero morphisms
g : X ′ → X and h : Y [m]→ Y ′, such that f ◦ g = 0 = h ◦ f .
2) X or Y is not perfect and if f does not factor through Perf(F), then there exists a segment
object U and a morphism g : U → X such that Hom(g, Y ) 6= 0 and f ◦ g = 0.
If X is a triangulation which separates punctures and X,Y ∈ X , then f is an arrow morphism
of X if f is pure and it is not a composition of pure morphisms X → Z[n] and Z[n] → Y [m],
where Z ∈ X \ {X,Y }.
It follows that being pure (resp. an arrow morphism) is preserved under triangle equivalences.
The assumptions on the objects X and Y in Definition 4.11 imply that they are representable by
essential arcs or boundary segments with disjoint interiors.
Next we show, that all pure morphisms are multiples of morphisms associated with intersections.
We distinguish between perfect and non-perfect objects.
Lemma 4.12. Assume that X,Y and 0 6= f : X → Y satisfy the prerequisites of Definition 4.11
and assume that X and Y are perfect. If γX ∈ γ(X) and γY ∈ γ(Y ) are in minimal position, then
f is pure if and only if it is multiple of B(p) for some p ∈ γX
−→
∩ γY .
Proof. There is nothing to show, if |γX
−→
∩ γY | = 1. Assume therefore that q, q′ ∈ γX
−→
∩ γY are
distinct intersections. In a universal cover of S, there exists a lift γ˜X of γX and lifts of γY arranged
as in Figure 12.
γ˜X
q
q′
Figure 12. Two lifts of γY intersect the lift γ˜X .
We like to stress that the boundaries containing q and q′ might coincide. However in that case,
the end points of γ˜X are not consecutive marked points since otherwise γX ≃ τγY or γX ≃ γY
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and |γX
−→
∩ γY | ≤ 1. Let δ denote the boundary arc connecting q′ with its predecessor in M. Then
δ and γ˜X have a unique intersection p ∈ γ˜Y
−→
∩ δ. As δ and γ˜Y lie on different sides of γ˜X it follows
from Definition 2.1 4) that B(p) ◦ B(q) = 0. Similarly, if p′ denotes the unique intersection in
δ′
−→
∩ γ˜X , where δ
′ is the boundary arc connecting q′ and its successor in M, then B(q) ◦B(p′) = 0.
This proves that B(q) is pure. A similar proof shows that B(q′) is pure.
To prove the other implication, note that p and q′ give rise to a fork and hence B(p) ◦B(q′) is
a multiple of the morphisms associated to the unique intersection in γ˜X
−→
∩ δ. Similarly, if ǫ denotes
the boundary arc which connects q and its predecessor and u ∈ γ˜Y
−→
∩ ǫ is the unique intersection,
then B(u) ◦B(q) is a multiple of B(u′), where u′ ∈ γ˜X
−→
∩ ǫ denotes the unique intersection.
Now suppose g : Y → Y ′ is a non-zero morphism to a segment object Y ′ and g ◦ f = 0. If Y ′ is
represented by δ or ǫ, then by the above, f is a multiple of B(q) or a multiple of B(q′). Otherwise,
Y ′ is a loop object and w.l.o.g. we may assume that γY ′ can be homotoped on the boundary
component of q. If the intersection of γ˜Y ′ with γ˜X and γ˜Y formed an intersection triangle with
q′, then (S, ωη) would be of tubular type with γX and γY forming a triangulation. Thus, f is a
multiple of B(q′). 
Lemma 4.13. Assume that X,Y and 0 6= f : X → Y satisfy the prerequisites of Definition 4.11
and assume that X or Y is semi-perfect. If γX ∈ γ(X) and γY ∈ γ(Y ) are in minimal position,
then f is pure if and only if it is multiple of B(p) for some p ∈ γX
−→
∩ γY .
Proof. Let γX and γY be representing arcs of X and Y in minimal position. By symmetry of the
following arguments we may assume that γX is an semi-finite arc. In particular, γX and γY share
at most one boundary point p and at most one puncture q. By Lemma 2.32, f factors through
Perf(F), if and only if it is a multiple of B(p).
Next, assume that f does not factor through Perf(F). As in the proof of Lemma 4.12, we see
that there exists a segment object U represented by a boundary segment, which connects p and its
successor, and a morphism g : U → X (unique up to a scalar), such that h ◦ g 6= 0 for a morphism
h : X → τU [1]. Write f = λ ·B(q) + µ ·B(p). Consequently, g ◦ f = 0 if and only if µ = 0 if and
only if f is a multiple of B(q). This finishes the proof. 
The following is a direct consequence of Lemma 4.12 and Lemma 4.13.
Corollary 4.14. Assume that (S, ωη) is not of tubular type. Let X be a triangulation which
separates punctures and X,Y ∈ X . The arrow morphisms X → Y are precisely the multiples of
morphisms B(p), where p is the corner of a triangle in the corresponding triangulation of S. In
particular, up to scalar, there exists at most one arrow morphism X → Y .
4.2.3. Definition of characteristic sequences.
We are finally prepared to state the definition of characteristic sequences. In order to unify notation,
we extend the definition of τ to non-perfect objects. If X 6∈ Perf(F) is indecomposable but not
semi-perfect, we set τX := X . Otherwise, we require that there exists a distinguished triangle
τX U X τX [1]
f
,
where U is a segment object and f is any non-zero morphism. This determines X uniquely up
isomorphism. In particular, we have γ(τX) = τγ(X).
Definition 4.15. Let X be a triangulation of F which separates punctures. Let X ∈ F be X -
admissible and assume that X is τ -invarant (resp. not τ -invariant).
A cyclic (resp. linear) sequence of pairs (φ0, φ0), . . . , (φm, φm) of non-zero morphisms
(φj , φj) ∈ Hom(X,Yj [nj ])×Hom(τ
−1Yj [nj − 1], X),
where Y0, . . . , Ym ∈ X , is called a characteristic sequence of X (with respect to X ) if it satisfies
all of the following conditions.
(1) a) The morphisms φj form basis of
⊕
Y ∈X Hom
∗(X,Y ).
b) The morphisms φj [−nj + 1] form a basis of
⊕
Y ∈X Hom
∗(τ−1Y,X).
(2) For every j ∈ [0,m] (resp. j ∈ [0,m)), there exists a pair {σ1j , σ
2
j } = {j, j + 1} with the
following properties:
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a) There exists an arrow morphism
αj : Yσ1
j
[nσ1
j
]→ Yσ2
j
[nσ2
j
],
such that αj ◦ φσ1
j
is a non-zero multiple of φσ2
j
.
b) There exists an arrow morphism
αj : τ
−1Yσ1
j
[nσ1
j
− 1]→ τ−1Yσ2
j
[nσ2
j
− 1],
such that φj ◦ αj is a non-zero multiple of φσ2
j
.
(3) If Yj ∈ Perf(F), then φj ◦ φj is a connecting morphism in an Auslander-Reiten triangle.
We refer to the cyclic (resp. linear) sequence Y0, . . . , Ym as a characteristic sequence of objects
of X .
We shall consider equivalence classes of characteristic sequences up to rotation and inversion. Part
1) and 2) of Definition 4.15 follow the ideas described in Section 4.2.1. The third part incorporates
the idea that φj and φj should be “dual” with respect to the Serre pairing as discussed in Section
2.3.
We have the following.
Lemma 4.16. Let X a triangulation of F which separates punctures and let X ∈ F be X -
admissible. If (φ0, φ0), . . . , (φm, φm) is a characteristic sequence of X with respect to X and
T : F → F ′ is a triangle equivalence, then(
T (φ0) , T
(
φ0
))
, . . . ,
(
T (φm) , T
(
φm
))
,
is a characteristic sequence of T (X) with respect to T (X ).
4.2.4. Existence and reconstruction of objects from characteristic sequences.
The following lemma shows that characteristic sequences exist.
Lemma 4.17. Let F be a surface-like category, X be a triangulation of F which separates punc-
tures and let X ∈ T be X -admissible. Then, X has a characteristic sequence with respect to X .
Proof. Let ∆ be a triangulation corresponding to X . Since X is ∆-admissible, γ intersects at least
one of its arcs in the interior or is homotopic to a boundary segment.
Let γ ∈ γ∗(X) such that {γ} ∪ ∆ is in minimal position. We assume that γ is a loop if X is
τ -invariant. Let p0, . . . , pm be the cyclic (resp. linear) sequence of oriented intersections from γ to
arcs in ∆. For each j ∈ [0,m], let δj ∈ ∆, such that pi ∈ γ
−→
∩ δi and denote Yj ∈ X , such that
δj ∈ γ(Yj).
If X is a loop object or not τ -invariant, set φj := B(pj) ∈ Hom
∗(X,Yj) and φj := B(S
−1(pj)) ∈
Hom∗(τ−1Yj [nj − 1], X). If X is a τ -invariant arc object, then any homotopy H from γ to a
∆-admissible representative γ′ of X induces bijections Hˆ : γ
−→
∩ δj → γ′
−→
∩ δj and the pair
(
φj , φj
)
the pair associated with
(
Hˆ(pi), SHˆS
−1(pi)
)
.
It follows from Proposition 2.10 that φj ◦ φj is a connecting morphism in an Auslander-Reiten
triangle, whenever δj is a finite arc. Property (1) of Definition 4.15 follows from Definition 2.1 2)
III).
Since pj+1 and pj lie on the boundary of the same triangle of ∆, there exist σ
1
j , σ
2
j with {σ
1
j , σ
2
j } =
{j, j + 1} and a unique intersection qj ∈ δσ1
j
−→
∩ δσ2
j
, such that pj , pj+1 and qj form an intersection
triangle. Then, for αj := B(qj) : Yσj(1)[nσj(1)] → Yσj(2)[nσj(2)], the composition αj ◦ φσj(1) is
a multiple of B(pσj(2)). For αj := S
−1(qj), Property 2b) in Definition 4.15 follows in a similar
way. 
Next, we show that two objects have equivalent characteristic sequences of objects if and only if
their associated ≃∗-classes coincide.
Assumptions & notation. For the remainder of this section we fix a triangulation X of F ,
which separates punctures, and denote by ∆ a corresponding triangulation. We fix an X -admissible
object X ∈ F and let γ ∈ γ∗(X) be a ∆-admissible curve which we assume to be a loop if γ∗(X)
contains such a curve. We write (pi)i for its linear or cyclic sequence of oriented intersections
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with ∆. Finally, let (φj , φj)j be a characteristic sequence of X , let (Yj) denote the corresponding
sequence of objects in X and let δj ∈ ∆ denote the representative of Yj .
Depending on whether X is τ -invariant or not, we identify the parametrizing set of indices j
with either an interval of integers or elements in a cyclic group in the natural way. For each j, let
σ1j , σ
2
j , αj and αj be as in Definition 4.15.
Finally for each j, let
φj =
∑
l∈Ij
bl and φj =
∑
l∈Ij
b
l
denote standard decompositions with respect to γ, δj and τ
−1δj . We say that l ∈ Ij and
l ∈ Ij are dual if the intersections corresponding to bl and bl are related by the bijection
S : γ
−→
∩∆→ τ−1∆
−→
∩ γ.
The following proposition is an algebraic analogue of Lemma 4.6.
Proposition 4.18. Let X,Y ∈ F be X -admissible. Then, all characteristic sequences of objects
in X of X coincide up to equivalence. Moreover, γ∗(X) = γ∗(Y ) if and only if their characteristic
sequences of objects are equivalent.
Proof. It is sufficient to show that we can reconstruct the sequence of arcs in ∆ crossed by γ from
a characteristic sequence.
The set N = {0, . . . , n} is equipped with a linear or cyclic ordering. By an interval [x, y] of two
of its elements x, y we mean the set of elements which lie between x and y, including x and y.
The set N is divided into non-empty intervals N0, . . . , Nm which are maximal with respect to the
property that for all 0 ≤ i ≤ m, either (σ1j , σ
2
j ) = (j, j + 1) for all j ∈ Ni, or (σ
1
j , σ
2
j ) = (j + 1, j)
for all j ∈ Ni. Thus, if (σ1j , σ
2
j ) = (j, j + 1) for j ∈ Ni, then (σ
1
l , σ
2
l ) = (l + 1, l) for all l ∈ Ni+1.
Let (l, l) ∈ Ij×Ij be a dual pair. Suppose (σ
1
j , σ
2
j ) = (j, j+1), then φj = φj+1◦αj . Consequently,
there exists a unique element l
′
∈ Ij+1 such that bl′ ◦ αj is a multiple of bl. Since αj is an arrow
morphism, it follows that l and l
′
correspond to consecutive intersections p, p′ ∈ τ−1∆
−→
∩ γ. Let
p ∈ τ−1δj
−→
∩ τ1δj+1 such that αj is a multiple of B(p). Corollary 4.14 implies that αj equals
B(τ(p)) up to scalar. Since αj ◦ bl 6= 0 and φj+1 = αj ◦ φj , it follows that there exists l′ ∈ Ij+1
such that bl′ is a multiple of B(S
−1(p′)). By construction, (l′, l
′
) is dual pair. In a similar way, we
construct such a dual pair (l′, l
′
) ∈ Ij+1× Ij+1 if (σ1j , σ
2
j ) = (j+1, j). Vice versa, we can construct
a dual pair in Ij × Ij from a dual pair Ij+1 × Ij+1. In this way, we reconstruct the sequence of
intersections of γ with ∆ from a sequence of dual pairs (and the intersections are those associated
with the dual pairs).
By Lemma 4.4, our assumptions guarantee that at least one of the objects Yj is perfect or that
γ is a loop around a puncture. In the former case, there exists a dual pair (l, l) from which we
can reconstruct the sequence of intersections of γ and ∆. In the latter case, N = N0 and and the
homotopy class of γ is determined by any of the arcs δj . 
4.3. Properties of diffeomorphisms induced by equivalences.
4.3.1. Induced diffeomorphisms preserve the orientation.
It turns out that the diffeomorphism associated to a triangle equivalence preserves the orientation
as a consequence of covariance.
Proposition 4.19. Let T : F → F ′ be a triangle equivalence. Then, Ψ(T ) preserves the orienta-
tion.
Proof. Write S = (S,M). Let ∆ = {γ1, . . . , γm} be an extended triangulation of (S,M∩ ∂S)
and let {X1, . . . , Xm} ⊂ F be a representing set of objects for ∆. By assumption, ∆ contains no
self-folded triangles. We claim the following. If γσ0 , γσ1 , γσ2 are edges of a triangle in ∆, then the
given order coincides with the clockwise order in the orientation if and only if there exists an arrow
morphism in at least one of the sets Hom∗(Xσi , Xσi+1), where i ∈ {0, 1, 2} (indices modulo 3).
Recall that, by Corollary 4.14, arrow morphisms (up to a scalar) between objects corresponding
to a triangle are in bijection with the corners of said triangle. Let U be a triangle of ∆ and let U˜
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be a lift of U to the universal cover of S. Then U˜ is an embedded triangle and at least two sides
of it are arcs. Such a pair of arcs has a unique boundary intersection. Moreover, this intersection
defines a morphism Xi → Xj (which is an arrow morphism) if and only if γi comes immediately
before γj in clockwise order.
To prove the claim it is sufficient to show that U˜ is not bounded by more than one lift of the same
arc γi. Suppose this was not the case, then the two lifts, which we denote by δ and δ
′, intersect
at the boundary in a point p. By uniqueness, p is the start point of δ and the end point of δ′ or
vice versa. But this implies that U contains an embedded Möbius strip in contradiction to the
orientability of S.
The assertion follows from the fact that any diffeomorphismH : S → S preserves the orientation
if it preserves the order of the edges of each triangle in ∆. However, this follows from the fact that
equivalences preserve arrow morphisms. 
Proof of Theorem 4.1. Let X ∈ F be indecomposable, let X be any triangulation of F and denote
by ∆ := γ(X ) the associated triangulation of SF . By Corollary 3.13, we may assume that X is
X -admissible. The corollary also implies that the triangulation Ψ(T )(∆) of SF ′ coincides with
γ(T (X )). By Lemma 4.16, every characteristic sequence of X with respect to X is mapped to a
characteristic sequence of T (X) with respect to T (X ). In particular, the characteristic sequence
of objects Y0, . . . , Ym of X is mapped to a characteristic sequence T (Y0), . . . , T (Ym) of T (X) and
Proposition 4.18 and Proposition 4.19 imply Ψ(T ) (γ∗(X)) = γ∗(T (X)). 
4.3.2. Induced diffeomorphisms preserve winding numbers.
As an application of the dichotomy of interior and boundary morphisms, we present a categorical
characterization of the winding number function ω = ωη and show that the diffeomorphism of an
equivialence between surface-like categories preserves winding numbers.
Lemma 4.20. Let X ∈ F be indecomposable and suppose γ ∈ γ(X) is a finite closed arc in minimal
position such that the index of the self-intersection at the boundary is 1. If f : X → X [d] is a
non-invertible boundary morphism, then d = ω(γ) + 1, where σ is the index of the self-intersection
of γ at its end points.
Proof. Since f is not invertible and a boundary morphism, any standard decomposition of f
contains a morphism corresponding to the self-intersection p of γ at its two ends. This follows
from Proposition 2.31 and Lemma 2.11. In particular, d is uniquely determined as the degree of
this morphism and the stated formula follows Lemma 1.5. 
As an application of Theorem 4.1 (which we proved in the previous paragraph) we show the
following.
Proposition 4.21. Let (F ,S, η, γ,B) and (F ′,S′, η′, γ′,B′) be surface-like quintuples and let S
be non-special. Let further T : F → F ′ be a triangle equivalence. Then, ωη′ ◦ Ψ(T ) = ωη. In
particular, Ψ(T ) maps η to a line field in the same homotopy class as η′.
Proof. We write ω = ωη and ω
′ = ωη′ . As discussed in Section 1.3.1, the homotopy class of η
(and similar η′) is completely determined by the values of ω on unobstructed loops. Let γ be an
unobstructed loop on S and let δ be any closed finite arc whose associated unobstructed loop is
homotopic to γ. Let X = Xδ ∈ F . First, assume that X is not τ -invariant. Then, there exists a
non-invertible boundary morphism f : X → X [d] and ω(γ) = σ · (d − 1) by Lemma 4.20, where
σ is the index of the boundary self-intersection of δ. It follows from Theorem 4.1 that T (X) is
represented by Ψ(T )(δ). As Ψ(T ) preserves the orientation (Proposition 4.19), σ is also the index
of the unique boundary self-intersection of Ψ(T ) ◦ δ. Finally, T sends boundary morphisms to
boundary morphisms (Lemma 2.30) and it follows that
ω′(Ψ(T ) ◦ γ) = ω′(Ψ(T ) ◦ δ) = σ · (d− 1) = ω(δ) = ω(γ).
Finally, suppose that X is τ -invariant. Then, ω(γ) = 0. This is clear, if X is a loop object
and if X is an arc object, then ω(γ) = 0 by Proposition 2.16. The object T (X) is τ -invariant
and, by Theorem 4.1, is represented by a curve in γ∗(Ψ(T ) ◦ γ) and as before we conclude that
ω′(Ψ(T ) ◦ γ) = 0. 
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4.4. Diffeomorphisms of spherical twists are Dehn twists.
Suppose F is a surface-like category wich admits a DG-enhancement of its triangulated structure.
Rephrasing the original definition in [33], we recall that an m-spherical object in F is an object
X ∈ F such that τX ∼= X [m− 1] and there exists an isomorphism of Z-graded k-algebras
Hom∗(X,X) ∼= k[z]upslopez2,
where z is a generator of degree m. Under the above hypotheses, X induces an auto-equivalence
TX of F called the spherical twist of X . Note that TX(Y ) it is defined up to (non-unique)
isomorphism by a distinguished triangle
Hom∗(X,Y )⊗X Y TX(Y ) Hom
∗(X,Y )⊗X [1]ev
Note that by Property 2) of Definition 2.1, a spherical object of a Fukaya like category is always
represented by a simple finite arc or loop, i.e. a curve without interior self-intersections.
4.4.1. Dehn twists. The definition of spherical twists in [33] seems to be largely influenced by the
concept of Dehn twists which are typical examples of a mapping classes.
The class of a Dehn twist Dγ about an (oriented) simple loop γ on S is defined as follows. IfW is
a tubular neighborhood of γ, i.e. a neighborhood W with a diffeomorphism φ : S1 × [−1, 1]→W ,
such that φ|S1×{0} = γ, then Dγ : S → S is defined by Dγ |S\W := IdS\W on S \W and on W by
Dγ(φ(z, t)) := φ(z · e
πi(t+1), t).
While Dγ depends on W , its mapping class is well-defined.
On the level of homotopy classes, the twist Dγ sends the homotopy class of a curve δ, which is in
minimal position with γ, to the homotopy class of the curve obtained by resolving all intersections
of γ and δ at once, following the orientation of γ. That is, whenever δ crosses γ from the right
(resp. left) of γ, we turn right (resp. left) at the intersection.
We prove the following:
Theorem 4.22. Assume that the surface of F is non-special and let X ∈ F be spherical. If
γ(X) contains a loop, then Ψ(TX) is the mapping class of the Dehn twist around a simple loop γ.
Otherwise, γ(X) contains the boundary segment of a component B and Ψ(TX) is in the mapping
class of the Dehn twist around B.
Proof. Let ∆ be any triangulation of S. If γ is a simple loop in the homotopy class of γ(X), then
by [16], Lemma 4.1., Ψ(TX) ≃ Dγ if and only if H(δ) ≃ Dγ(δ) for all δ ∈ ∆. We conclude from
the correspondence between mapping cones and resolution of crossings that H and Dγ are isotopic
if ι(γ, δ) ≤ 1 for all δ ∈ ∆. Lemma 4.24 below asserts that there always exists a triangulation ∆
with this property. 
Remark 4.23. Theorem 4.22 extends to the case of special surfaces which follows from Theorem
4.25.
Lemma 4.24. Let S be a simple loop. Then, there exists a triangulation ∆ of S such that
ι(γ, δ) ≤ 1 for all δ ∈ ∆.
Proof. Denote Sγ the compact surface obtained by cutting at γ and S′ the surface obtained from Sγ
by gluing discs to the boundary components B0, B1 ⊆ ∂Sγ corresponding to γ. Let p be any point
on γ and denote by qi ∈ Bi the corresponding point. Then (Sγ ,M∪{q1, q2}) has a triangulation
∆γ such that if δ ∈ ∆γ has both end points in the set {q0, q1}, then δ is closed and moerover
every two closed arcs of such kind share the same end point. To see that such a triangulation ∆γ
exists, consider a triangulation ∆′ of (S′,M), where we consider the empty set as a triangulation
of a surface without boundary and without punctures. Regarding Sγ as a subsurface of S
′ in the
natural way we may deform the arcs of ∆′ and assume them to be contained in Sγ (the resulting
homotopy classes in Sγ are not canonical). It is possible to extend ∆′ to a triangulation ∆γ with
the desired properties which boils down to showing that a triangle with one or two boundary
components in its interior (each of which contains a single marked point) has a triangulation with
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the desired properties. This is similar to the proof of the existence of triangulations which separates
punctures, see Lemma 4.3.
Note that if ∆γ contains a closed arc δ connecting qi with itself, then the component of S′ ⊃
Sγ which contains δ is the unique component of S
′ without boundary and without punctures.
Therefore, all closed arcs of ∆γ share the same end points. We regard the arcs of ∆γ as arcs of
the surface (S,M∪{p}).
In the final step, we transform ∆γ into a triangulation ∆ of (S,M) as in the assertion. We
produce a finite sequence ∆0, . . . ,∆m of collections of arcs as follows. Set ∆0 := ∆γ . Denote byW
j
i
the set of arc segments of arcs δ ∈ ∆j ⊆ Sγ which start or end on qi. Then W
j
i is linearly ordered
by the orientation of γ analogous to the definition of oriented intersections at the boundary.
Suppose ǫi ∈ W
j
i is minimal and that ǫ1−i ∈ W
j
i−1 is maximal. Then, for some l ∈ {0, 1}, ǫl is
not closed. Let δ ∈ ∆j ⊆ S denote the unique arc containing ǫ1−l by the unique concatenation,
denoted by δ′, of δ and the arc containing ǫl such that ǫ0 and ǫ1 are subarcs of δ
′. Set ∆j+1 :=(
∆j \ {δ}
)
∪ {δ′}. We observe that δ′ ∈ W j+10 ∪W
j+1
1 or δ
′ has end points in M. Repeating the
previous step as long as possible, we find a collection ∆m such that W jm = ∅ and |W
m
j | = 1 for
some j ∈ {0, 1}. In other words we replaced every arc of ∆γ with end point p ∈ S by an arc of
(S,M) except for one arc ǫ. Set ∆ := ∆m \ {ǫ}.
We claim that ∆ is a triangulation of (S,M) with the desired properties. First of all, it is a subset
of a triangulation, since we may deform the new arc in ∆j+1 such that it has disjoint interior from
all arcs in ∆j . Second, it is clear that each new arc crosses γ exactly once. Suppose there exists an
essential arc β in (S,M) the interior of which is disjoint from all other arcs in ∆. Then β crosses
γ since ∆γ is a triangulation of (Sγ ,M∪{q0, q1}) and β is homotopic to the concatenation of arcs
δ0 ∈ W 00 and δ1 ∈ W
0
1 . Let n ≥ 0 be maximal such that δj ∈ W
n
j for all j ∈ {0, 1}. Then β is
homotopic to the new arc δ′ ∈ ∆n constructed by concatenation of arcs ofWn−10 andW
n−1
1 . Since
δ′ 6∈Wn0 ∪W
n
1 , the arc δ
′ ≃ β is homotopic to an arc in ∆. 
4.5. Surface-like categories of special surfaces. We extend our previous results to the case
of surface-like categories modeled by special surfaces. Recall from Definition 3.5 that a marked
surface is special if its arc complex is empty or has dimension at most 1.
The following is a complete list of special marked surfaces and is taken from [16], Figure 1. A
marked surface S = (S,M) is special if and only if
• S is a disc with no punctures and |M | ≤ 5, or
• S is a disc with one puncture and at most two marked boundary points, or
• S is a cylinder with no puncture and a single marked point on each boundary component.
Special surfaces occur as surface models of prominent examples of gentle algebras. The surface of
a quiver of type An is a disc with n + 1 marked points on the boundary and no punctures and
hence is special for n ≤ 4.
The second case in the list above is obtained as the surface of the algebra of dual numbers. As
shown in Lemma 2.21, the Kronecker is the only gentle algebra which realizes the third entry of
the previous list.
We shall prove the following extension of Theorem 4.1, Proposition 4.19 and Proposition 4.21.
Theorem 4.25. Let (F ,S, η, γ,B) and (F ′,S′, η′, γ,B) be surface-like quintuples and assume that
S is special. Then, the following is true.
(1) If F and F ′ are equivalent, then S ∼= S′.
(2) For every every T ∈ Aut(F), there exists a unique mapping class Ψ(T ) ∈ MCG(S) such
that
a) ω ◦Ψ(T ) = ω, and
b) for every indecomposable object X ∈ F ,
Ψ(T ) (γ∗(X)) = γ∗(T (X)).
(3) The mapping T 7→ Ψ(T ) is a group homomorphism.
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In what follows we describe the group of diffeomorphisms of S up to isotopy and the kernel of the
group homomorphism from Section 3.2,
Φ : Diff(S,S) Simp(A∗(S), A∗(S)).
Note that the mapping class group is a normal subgroup of index 2 in Diff(S,S). Its non-trivial
coset contains the isotopy classes of orientation-reversing diffeomorphisms. In particular, Diff(S,S)
is generated by the mapping class group of S and any orientation-reversing diffeomorphism. Our
main reference for computing mapping class groups is [19].
(1) If S is a disc with 4 marked boundary points, then A∗(S) consists of two disconnected
points, MCG(S) is generated by τ and kerΦ ∩MCG(S) is generated by τ2. The kernel of
Φ is generated by two commuting reflections.
(2) If S is a disc with 5 marked boundary points, thenMCG(S) is generated by τ and Diff(S,S)
is the dihedral group D5. The arc complex of S is a 5-gon. Since Φ is surjective, it is a
bijection.
(3) If S is a disc with one puncture and one marked boundary point, then A∗(S) is a point
and Simp(A∗(S), A∗(S)) andMCG(S) are both trivial. Assuming that the puncture coin-
cides with the center of the disc, Diff(S,S) is generated by the reflection through the line
connecting the marked points.
(4) If S is a disc with 2 marked points on its boundary and one puncture, then A∗(S) is a graph
of type A4 and its simplicial automorphism group is isomorphic to Z/2Z the generator given
by the reflection. Assuming that the puncture is the center of the disc and that all marked
points lie on a single line, Diff(S,S) is generated by the reflection ρ at said line and τ and
kerΦ is generated by ρ.
The mapping class group of S has order 2 and is generated by τ . In particular, the
restriction of Φ to MCG(S) is an isomorphism.
(5) If S is a cylinder with a single marked point on each boundary component, then, A∗(S)
is an infinite line of vertices and has automorphism group Z ⋊ Z/2Z. Identifying S with
(S1 × [0, 1], {(1, 0), (1, 1)}), we see that MCG(S) is generated by
τB for any of its boundary components B and the map ρ given by ρ(z, t) = (−z, 1− t)
which permutes the boundary components of S. Thus, MCG(S) ∼= Z ⋊ Z/2Z. Moreover,
kerΦ clearly contains ρ and it follows by comparing cardinalities that Φ has kernel of order
2.
Proof of Theorem 4.25. Let T : F → F ′ be a triangle equivalence. We distinguish between three
cases.
a) Assume that A∗(S) = ∅, i.e. S is a disc with 1, 2 or 3 marked points and no punctures.
Every arc on S corresponds a segment object. Note that two boundary segments are
neighbors if and only if there is a non-zero morphism between their representing objects
in the orbit category. It follows, that there is a unique rotation H of the disc satisfying
H ◦δ ∈ γ(T (Xδ)). Note that every mapping class of S is representable by such a rotation in
the above case. The boundary segments for a cycle of arcs and characterization of winding
numbers in Lemma 4.20 implies that H is compatible with ω. Therefore Ψ(T ) := H is the
desired diffeomorphism.
b) Assume that A∗(S) 6= ∅ and that S has an extended triangulation ∆ which contains a
triangle which is not self-folded. As can be verified by hand, this includes all cases of special
surfaces not mentioned in a) with the exception of the once-punctured disc with a single
marked point on its boundary. Theorem 3.6 shows that there exists some diffeomorphism
H : S → S′ such that H ◦ δ ∈ γ(T (Xδ)) for all essential arcs δ ∈ ∆. In particular, since the
proof of Proposition 4.18 does rely on the the assumption that S is not special, it follows
H ◦ γ ∈ γ∗(T (Xγ)) for all curves γ which are not boundary segments. Via case-by-case
analysis, our description of kerΦ above, and the fact that ∆ contains no self-folded triangle,
we see that the requirement for this relationship to be true for all boundary segments γ,
forces H to preserve the orientation and to be uniquely determined by Property (2) b) in
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all cases but the punctured disc with 2 marked points on the boundary. However, in this
case, every element of kerΦ acts on the boundary segments in a trivial way and we may
choose H to be orientation preserving and this choice makes H unique. As in case a), the
winding number function of S and S′ is determined by a cycle of boundary segments and
since H preserves the orientation, it is also compatible with the winding number functions.
c) If S is a disc with one puncture and one marked boundary point, we have seen before that
the restriction of Φ to MCG(S) is an isomorphism. Because there is only one boundary
segment it follows as in case b) of this proof that there exists a unique orientation preserving
diffeomorphism H : S → S′ such that H ◦ γ ∈ γ∗(T (Xγ)) for all curves γ. As in case a),
it follows that H is compatible with the winding number functions.

5. The kernel of Ψ
In this section, we study the kernel of
Ψ : Aut(Db(A)) MCG(SA),
associated with the surface-like quintuple (Db(A),SA, ηA, γ,B) of a gentle algebra A. The most
satisfying result we obtain for the class of triangular gentle algebras, i.e. connected gentle algebras
associated with quivers without oriented cycles. The main result of this section is the following
Theorem.
Theorem 5.1. Let A be a triangular gentle algebra. Then, kerΨ is a subgroup of the group of
outer automorphisms of A. Moreover, kerΨ is generated by the groups of rescaling equivalences
and coordinate transformations.
Set D := Db(A). By Theorem 4.1, kerΨ(T ) consists of all T such that γ∗(X) = γ∗(T (X)) for all
indecomposable objects X ∈ F . It follows:
Lemma 5.2. The shift functor is an element of kerΨ.
5.1. Rescaling equivalences. We present further typical examples of auto-equivalences in the
kernel of Ψ. The map which attaches to any algebra automorphism σ : A → A its corresponding
equivalence σA⊗L − : D → D, defines a group homomorphism
O : Autk(A) Aut (D) .
Two such equivalences associated to automorphisms σ, σ′ are naturally isomorphic as functors if
and only if σA ∼= σ′A as A-A-bimodules and that kerO coincides with the set InnA of inner
automorphisms of A, c.f. [30], Chapter VII. Thus, O descends to an embedding of the group
Out(A) of outer automorphisms of A into Aut(D).
As an important special case, suppose f : A → A is an algebra isomorphism that fixes every
vertex of Q and multiplies every arrow by a scalar, i.e. f(α) = λα · α for some λα ∈ k× for
all α ∈ Q1. The set of such automorphisms forms a subgroup of Autk(A). We call the derived
equivalences associated to elements of this subgroup rescaling equivalences and denote their
generated subgroup of Aut(D) by R.
There is a surjective homomorphism
(k×)Q1 R,O
mapping (λα)α∈Q1 to the rescaling equivalence associated with the automorphism of A which
multiplies every α with λα and leaves every vertex fixed. Rescaling automorphisms are special
cases of linear changes of variables, c.f. [21].
Next, we describe the structure of R explicitely.
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Lemma 5.3. There exists a short exact sequence of groups
0 (k
×)Q0upslopek× (k
×)Q1 R 0,
φ O
where the quotient on the left is taken with respect to the diagonal embedding and the map φ is
defined by
φ
(
(λx)x∈Q0
)
:= (λ−1
s(α) · λt(α))α∈Q1 .
The map on the right hand side maps an element of (k×)|Q1| to its associated element in R.
Proof. We discussed above that the map on the right hand side is surjective. The image of φ are the
so-called acyclic characters ofQ, c.f. [21], Proposition 10. Note that φ((λx)x∈Q0) coincides with the
automorphism of A induced by conjugation with the element
∑
x∈Q0
λxx and hence Imφ ⊆ InnA is
in the kernel of the map on the right hand side. If two tuples (λα)α∈Q1 , (µα)α∈Q1 induce isomorphic
rescaling equivalences, the the automorphism associated with the tuple (λα ·µ−1α )α∈Q1 is inner and,
by the second short exact sequence of Theorem 15 in [21], it is an acyclic character. 
The following shows that R is determined by SA up to isomorphism.
Proposition 5.4. There exist isomorphisms R ∼= (k×)1+|Q1|−|Q0| ∼= (k×)1−χ(SA).
Proof. The quiver Q carries the structure of a simplicial complex with vertices given by elements
of Q0 and edges parametrized by the set of arrows Q1. The exact sequence (see Lemma 5.3)
0 k× (k×)Q0 (k×)Q1 0 · · · ,∆
φ
where ∆ denotes the diagonal embedding, is isomorphic to the co-chain complex of the reduced
simplicial cohomology of Q with coefficients in k×. The isomorphism identifies the basis ele-
ment eβ = (δαβ)α∈Q1 ∈ (k
×)Q1 with the element e∗β of the natural dual basis of C
1(Q, k×) =
Hom(ZQ1 , k×) ∼= (k×)Q1 and the basis element ex = (δxy)y∈Q0 with the dual basis element of
C0(Q, k×) = Hom(ZQ0 , k×) ∼= (k×)Q0 . Finally, the evaluation homomorphism Hom(Z, k×) → k×
provides the last isomorphism. It follows that R ∼= H˜1Simp(Q, k
×) = H˜1(|Q|, k×), where |Q| de-
notes the topological space associated with Q, i.e. its underlying graph. Thus, R is isomorphic to
(k×)c for some c ≥ 0. As shown in the proof of [27], Proposition 1.22, SA and |Q| are homotopy
equivalent and therefore c = 1− χ(|Q|) = 1− χ(SA).

Lemma 5.5. R is a subset of kerΨ.
Proof. Let f ∈ Aut(A) be a rescaling automorphism and F = O(f) ∈ Aut(D) the corresponding
equivalence. Then F maps projective modules to projective modules and since f sends arrows to
multiples of themselves, F sends string complexes to string complexes with rescaled components
of its differential. This does not change the isomorphism class of a string complex. For the same
reasons, F may change the isomorphism classes of band complexes, but only to a band complex in
the same family of band complexes (a family of τ -invariant objects). In particular, the representing
homotopy class of every indecomposable object in D remains unchanged under the action of F
showing that F ∈ kerΨ. 
In a similar way one proves:
Lemma 5.6. Let T ∈ Aut(Db(B)) be an affine or projective coordinate transformation as defined
in Section 2.5. Then, T ∈ kerΨ.
Note that in case of canonical algebras, rescaling equivalences are special cases of coordinate
transformations.
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5.2. The proof of Theorem 5.1. The proof of Theorem 5.1 is split across the following two
Lemmas.
Lemma 5.7. Let A be a triangular gentle algebra. For every T ∈ kerΨ, there exists an integer
n ∈ Z, such that T ◦ [n] ∈ Out(A).
Proof. Let T ∈ kerΨ. Since every indecomposable projective module is essential, it follows that T
preserves their isomorphism classes up to shift. For P ∈ F an indecomposable projective A-module,
let mP ∈ Z be such that T (P ) ∼= P [mP ]. If P and P
′ indecomposable projective A-modules and
Hom(P, P ′) 6= 0, then by virtue of the isomorphism
Hom(T (P ), T (P ′)) ∼= Hom(P, P ′[mP ′ −mP ]),
it follows mP = mP ′ . Since Q is connected, it follows by induction that mP = mP ′ for all
indecomposable projective A-modules P and P ′ and we may assume that T (P ) ∼= P for all pro-
jective A-modules P . Since Q has no oriented cycles, it follows from Proposition 2.4 in [13] that T is
standard and naturally isomorphic to a derived tensor product σA⊗L− for some σ ∈ Autk(A). 
Remark 5.8. The arguments of the previous Lemma work for arbitrary connected gentle algebras
and standard functors T ∈ kerΨ. We do not know whether all auto-equivalences of gentle algebras
are standard.
Together with Lemma 5.7 the following lemma completes the proof of Theorem 5.1.
Lemma 5.9. Let A = kQ/I be a gentle algebra. Then, Out(A) ∩ kerΨ is the group which is
generated by all coordinate transformations and rescaling equivalences.
Proof. The inclusion “⊇” was shown in Lemma 5.5.
Let σ be an automorphism of A such that T := O(σ) ∈ kerΨ. Since T preserves the isomorphism
class of every indecomposable projective A-module it follows from Lemma 20,[21], that we may
assume σ(x) = x for all x ∈ Q0 after composition with an inner automorphism. Note that since
A is gentle, it is isomorphic to the graded algebra associated with the filtration by powers of its
radical.
For ǫ a linear combination of parallel paths in Q starting in a vertex x and ending in a vertex
y, we denote by P •ǫ the complex
· · · 0 Py Px 0 · · · ,
ǫ
concentrated in degrees 0 and 1 (although the precise degrees are not important). A complex P •ǫ
such that ǫ 6= 0 and Im ǫ ⊆ radPx as above is a string complex if ǫ is a non-zero multiple of a
single path and a band complex, otherwise.
Suppose that for some α ∈ Q1, σ(α) and α are linearly independent. Since A is gentle, it follows
that there exists at most one non-trivial path α 6= β 6∈ I in Q which is parallel to α. As σ(x) = x
for all x ∈ Q0, it follows σ(α) = a · α+ b · β for some a, b ∈ k and b 6= 0. Note that, if a = 0, then
T (P •α)
∼= P •β is not isomorphic to a shift of P
•
α. Therefore, if a = 0, it follows from T ∈ kerΨ that
the degenerated string complexes P •α and P
•
β are τ -invariant and must belong to arcs of the same
≃∗-class, which implies that Q is the Kronecker quiver by Lemma 2.21.
If a 6= 0, then b = 0 and then σ(α) is a multiple of α, or T (P •α) is a band complex isomorphic
to P •σ(α)
implying that P •α must be τ -invariant as well. Thus, if P
•
α is not τ -invariant, then b = 0 and
σ(α) = a · α.
Next, suppose the arc object P •α is τ -invariant. Since End(P
•
α)
∼= k, Serre duality implies
Hom∗(P •α , P
•
α)
∼= k ⊕ k[−1] and it follows from Proposition 2.16 that P •α is represented by the
boundary segment on a component B with a single marked point. This can also be seen easily
from the construction of the bijection γ described in Section 2.1.2. It follows that the middle term
in an Auslander-Reiten triangle starting in P •α is indecomposable. By Corollary 6.3, [8], α is a
maximal antipath, i.e. if δ ∈ Q1, then δα 6∈ I and αδ 6∈ I whenever any such expression is defined.
The simple boundary loop around B represents the family of complexes (P •uα+vβ)[u:v]∈P1k . Since
T preserves this family of objects, there exists an invertible matrix M ∈ GL2(k) such that(
σ(α)
σ(β)
)
=M
(
α
β
)
. (2)
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If Q is the Kronecker quiver, it means that T is isomorphic to a coordinate transformation. If
not, then, P •α is contained in an A
1
k-family of τ -invariant objects (Lemma 2.21) proving that P
•
β is
not τ -invariant. By our considerations above we know that β is a path of length at least 2 or σ(β)
is a multiple of β.
We assume that β = βl · · ·β1 for some l ≥ 2 and arrows βi ∈ Q1. Suppose there exists an arrow
δ ∈ Q1 such that t(δ) = s(α). Then, the composition of δ and α is non-zero since α is a maximal
antipath and A is gentle. Since δ is not a maximal antipath, our previous arguments imply that
P •δ is not τ -invariant and as above it follows σ(δ) = dδ for some d ∈ k
×. Since, δα 6= 0 and
0 = σ(δβ) = dδσ(β), we conclude that M lower triangular. Analogous arguments apply for arrows
δ with s(δ) = t(α). The action in (2) extends to an affine coordinate transformation ρ of A such
that
ρ−1 ◦ σ(x) =
{
x, if x ∈ {α, β1, . . . , βl};
σ(x), otherwise.
It follows that we arrive at a rescaling equivalence after a finite number of steps,

6. The image of Ψ
We investigate the image of
Ψ : Aut(Db(A)) MCG(SA),
associated with a gentle algebra A. We know from Proposition 4.21 that ImΨ is contained in the
stabilizerMCG(SA, ηA) of η under the natural action ofMCG(SA). The action of a diffeomorphism
H on η is defined by pullback, i.e. for all x ∈ SA, (H.η)(x) := P(TH)−1 ◦ η(H(x)).
We prove the following.
Theorem 6.1. The image of Ψ is equal to MCG(SA, ηA).
Proof. Since the homotopy class of η is completely determined by its winding number function
ω = ωη, MCG(SA, ηA) is the set of all mapping classes H such that ω ◦ H = ω. In particular,
Theorem A and Proposition 4.21 show that ImΨ is a subset of the the stabilizer of η.
Let γ1, . . . , γn be finite simple arcs which represent all isomorphism classes of indecomposable
projective A-modules. For the opposite inclusion, let H ∈ MCG(S)ω , set δi := H(γi) and let Ti ∈
Db(A) be a representative of δi. As in Lemma 7.6, we may assume - after applying suitable powers
of the shift functor to each Ti - that T :=
⊕n
i=1 Ti is a tilting object and B := Hom(T, T )
op ∼= A.
Moreover, the isomorphism can be chosen in such a way that the identity of Ti is mapped to the
idempotent of A corresponding to γi.
Due to a result of Rickard [29], there exists an associated equivalence FH : Db(A) → Db(A)
such that FH(Ti) ∼= Pi for all i ∈ [1, n].
We claim that Ψ(FH) = H . Indeed, Ψ(FH)(γi) ≃ δi = H(γi) by Theorem 4.1. Note that the
complement of all γi is a disjoint union of discs, each of which contains at most one puncture.
Since the mapping class of a disc with at most one puncture which fixes every marked point on
its boundary is trivial, it follows that Ψ(FH) and H agree on a triangulation of SA which contains
the arcs γ1, . . . , γn. Thus, Ψ(FH) = H . 
7. Diffeomorphisms induce derived equivalences
In this section we prove that gentle algebras with equivalent surface models are derived equivalent.
It is a generalization of Corollary 3.2.4, [24], to the case of (ungraded) gentle algebras of arbitrary
global dimension and builds on similar ideas. The main result reads as follows.
Theorem 7.1. Let A and B be gentle algebras and let H : SA → SB be a diffeomorphism of
marked surfaces such that ωA = ωB ◦H. Then A and B are derived equivalent.
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7.1. Tilting complexes in derived categories of gentle algebras. We recall the definition of
a tilting object.
Definition 7.2. Let A be a finite dimensional algebra. An object X ∈ Perf(A) is a tilting object
if all of the following conditions are satisfied:
1) Hom∗(X,X) is concentrated in degree zero.
2) Let T denote the smallest triangulated subcategory of Db(A) which contains X and is
closed under taking direct summands. Then A ∈ T .
We only consider tilting objects X which are basic, i.e. the multiplicity of every indecomposable
object in X is at most one. Next, we define what if means for a set of arcs to generate a surface.
Definition 7.3. A system P = {γ1, . . . , γm} of arcs on a marked surface S geometrically gen-
erates S if for every finite arc δ on S, there exists a sequence of finite arcs δ1, . . . , δm ≃ δ, such
that δ1 ∈ P and such that for all i ∈ (1,m), δi+1 is the concatenation of δi and an arc in P .
Lemma 7.4. Let A be a gentle algebra and let P = {γ1, . . . , γm} denote a complete set of rep-
resentatives of all indecomposable projective A-modules on SA. Then, P geometrically generates
SA.
Proof. Every perfect string complex in Db(A) is obtained by a sequence of mappings cones with re-
spect to ALP maps (see Section 2.1.3) from or to indecomposable projective A-modules. Moreover,
these maps correspond to boundary intersections and the assertion follows from the relationship
between concatenations and mapping cones. 
The following lemma provides a characterisation for a collection of arcs to represent a tilting object.
Lemma 7.5. Let P = {γ1, . . . , γn} be a set of pairwise non-homotopic curves on SA in minimal
position. Then, there exists a tilting object X =
⊕n
i=1Xi such that γi ∈ γ(Xi) if and only if the
following conditions are satisfied:
(1) For all 1 ≤ i, j ≤ n, γi and γj are finite simple arcs with disjoint interior.
(2) The winding number of every piecewise smooth loop formed by arcs in P is zero.
(3) P geometrically generates SA.
Proof. Suppose X =
⊕n
i=1Xi is a tilting object and Xi is indecomposable with γi ∈ γ(Xi). Since
Xi ∈ Perf(A) and Hom
∗(X,X) is concentrated in degree 0, it is not τ -invariant and hence γi is a
finite arc. Since every interior intersection of γi and γj gives rise to morphisms f : Xi → Xj [m]
and f ′ : Xj → Xi[1 −m], the same reasoning shows that γi and γj have no interior intersections
for all i, j ∈ [1, n]. In particular, B := Hom(X,X)op is gentle (c.f. Lemma 7.6 below or [31]).
Due to a result of Rickard [29], there exists a derived equivalence T : Db(B) → Db(A) which
sends the indecomposable projective B-modules to the objects X1, . . . , Xn. Let P ′ be a complete
set of representatives of the indecomposable B-modules. Then, Ψ(T )(P ′) = P up to homotopy.
Applying Lemma 7.4 to P ′, we conclude that P geometrically generates SA. Thus, T satisfies
conditions (1)-(3).
Next, suppose T satisfies conditions (1)-(3). Let U := {U1, . . . , Un} ⊂ D
b(A) be a complete set
of representatives of the arcs γ1, . . . , γn and let i ∈ [1, n]. Denote Z(m) ⊂ U the set consisting of all
objects U for which there exists a sequence U = Ui1 , . . . , Uil = Um in U such that for all j ∈ [1, l),
Hom∗(Uij , Uij+1) 6= 0 or Hom
∗(Uij+1 , Uij ) 6= 0. Then either Z(m) = Z(m
′) or Z(m) ∩ Z(m′) = ∅
for all m,m′ ∈ [1, n]. Let am ∈ Z. We specify al for every l ∈ [1, n] such that Ul ∈ Z(m) as follows.
Let Um[am] = Ui0 [bi0 ], . . . , Uis [bis ] = Ul[bis ] and morphisms f0, . . . , fs, such that for each j ∈ [0, s),
fj is a morphism from Uij [bij ] to Uij+1 [bij+1 ] or vice versa which is associated to an intersection of
γij and γij+1 . Set al := bis . Then, al only depends on am. Namely, given another pair of sequences
Uj0 [cj0 ], . . . , Ujq [cjt ] and g0, . . . , gt as above, then, the sequences
Ul[bis ] = Uis [bis ], . . . , Ui0 [bi0 ], Uj0 [cj1 ], . . . , Ujt [cjt ] = Ul[cjt ] fs, . . . , f0, g0, . . . , gt
correspond to a piecewise smooth cycle of arcs in T and the second condition together with Property
5) of surface-like categories implies bis = cjt . Making choices of this kind for all sets Z(m), the
same argument shows that the Hom∗(X,X) of the object X :=
⊕n
i=1 Ui[ai] is concentrated in
degree 0.
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The correspondence between mapping cones and resolutions of intersections implies by the
second condition that the smallest triangulated subcategory of Db(A), which is closed under direct
summands and which contains X , also contains every perfect indecomposable object which is not
τ -invariant. In particular, it contains every indecomposable projective A-module. It shows that X
is a tilting object. 
Next, we show that the endomorphism ring of a tilting object can be recovered from a representing
set of arcs.
Lemma 7.6. Let X ∈ Perf(A) be a tilting object and assume that X =
⊕n
i=1Xi (Xi indecom-
posable) is represented by a set of arcs P = {γ1, . . . , γn}. Then, Hom(X,X) is isomorphic to the
algebra kΓ/R, where Γ is a quiver and R is an ideal generated by quadratic zero relations, given
as follows:
• Γ has vertices {x1, . . . , xn} and the arrows from xi to xj are in one-to-one correspondence
with the directed intersections p ∈ γi
−→
∩ γj, such that there is no other arc of T ending
between γi and γj.
• R is generated by all expressions pq, where p and q are composable arrows of Γ and p 6= q
as points in SA.
Proof. There exists an algebra homomorphism ϕ : kΓ/R → B, which sends each vertex xi of Γ to
the identity morphism of Xi which we regard as an element in B in the natural way. We require
also that ϕ sends an arrow p ∈ γi
−→
∩ γj to a morphism Xi → Xj associated to p. It follows from the
correspondences between intersections and morphisms on one hand and the geometric description
of compositions that ϕ is surjective. By comparing dimensions (which we can express in terms of
intersections), we see that ϕ is an isomorphism. 
Proof of Theorem 7.1. Denote P as set of arcs representing the isomorphism classes of indecom-
posable projective A-modules. Since A is tilting, the set P satisfies the conditions of Lemma 7.5.
The assumptions on H ensure that H(P) enjoys the same properties. Thus, the arcs of H(P)
represent the indecomposable direct summands of a tilting object Y ∈ Db(B) and it follows from
Lemma 7.6 that Hom(Y, Y )op ∼= A as a k-algebra. 
Remark 7.7. Note that Lemma 7.6 provides a geometric proof of the result in [31] that the class
of gentle algebras is closed under derived equivalences.
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