Abstract. Recent research shows that orthogonal array based crossovers outperform standard and existing crossovers in evolutionary algorithms in solving parametrical problems with high dimensions and multi-optima.
Introduction
The approach of evolutionary algorithms is a type of stochastic searching method which is increasingly being used in a wide range of practical applications especially where the problem involves a non-differentiable cost function or where the cost function is hard to quantify mathematically [2, 6, 15, 34] . However, one of the main drawbacks of evolutionary algorithms is their tendency to converge before reaching an acceptable solution on challenging problems where the dimensions are high and there are numerous local optima [26, 44] . To overcome this problem, recent research [18, 19, 32, 45] has shown that optimization with evolutionary algorithms for solving parametrical problems with high dimensions and multi-optima can be enhanced by embedding the approach of orthogonal design in the crossover. Recent publications indicate that the orthogonal array based crossovers outperform the existing crossovers * K.Y. Chan is the corresponding author of the paper. His email address is kit.chan@curtin.edu.au in solving travelling salesman problems [18] , polygonal approximation [24] , solving multimedia multicast routing problems [51] , searching Pareto-optimal solutions [31] , development of fuzzy classifiers [20] , structure-specified mixed H 2 /H ∞ controller design [22] , solving multiobjective combinatorial optimization problems [21] , solving mesh optimization problems for surface approximation [25] , process design of fluid dispensing [27] , and PID controller design [9] in missile systems [16] .
Orthogonal array based crossovers, where the salient feature is the incorporation of orthogonal design into the crossover, can be classified into two versions: The first version [31, 32, 51] is called the orthogonal crossover (OC), where chromosomes are produced by exploring alleles in parents based on combinations of an orthogonal array. The two top chromosomes with best fitness among all the chromosomes produced are selected as the two children as the outcome of the OC.
However this approach only considers a limited number of combinations in the orthogonal array rather than taking the all the combinations as in a full factorial design. This may not be applicable for parametric problems, since the optimal combination may not be included in the combinations of the orthogonal array. The second version of orthogonal array based crossovers [9, 20-25, 27, 45] , is called the main effect crossover (MC), because the combinations excluded in the orthogonal array are considered by analysing the main effects of genes in parents. Children are formed from the best combinations of genes with the best main effect in parents. Thus all combinations, as in full factorial design, are considered. This is more promising for parametric problems than OC on its own. It has been shown empirically that in general MC is better than OC in solving a set of parametrical benchmark problems with high dimensions [7, 9, 19] .
MC allows us to approximate the main effect on each gene, but it ignores linkages in the form of interaction between genes. If strong interaction exists in localized features of the search space, misleading results may be obtained [14, [39] [40] [41] [42] .
It has been shown empirically that MC cannot achieve better results than OC on parametrical problems in which interactions exist between variables [7, 10] . In this paper, a new crossover operator called an interaction crossover (IC) , that considers interactions between genes, is proposed. It employs the approach of the interaction plot [38] , that has been commonly used to analysis interactions between parameters in industrial systems [29, 33, 35, 46, 50] , to analyze the interaction between genes. From the interaction plot, a clear picture of the interaction effects between genes can be obtained. In the crossover operator the children can be produced by considering both the main effects in genes and interaction between genes. By solving a set of hard parametrical benchmark problems in which interactions exist between variables [48, 49] , it has been shown empirically that significantly better results can be found based on IC compared with those based on OC, MC and standard crossovers.
To further evaluate the effectiveness of IC, a car door design based on Kim's work [Kim et al 2000] , is optimized using the evolutionary algorithm with IC. The result is then compared with the results based on OC, MC and standard crossover and our previously developed computational method [3] .
A Review of Orthogonal Array Based Crossovers
The following subsection 2.1 and 2.2 discuss the operations and the limitations of the two versions of orthogonal array based crossovers, orthogonal crossover OC [31, 32, 51] and main effect crossover MC [9, 20-25, 27, 45] , respectively.
Orthogonal Crossover (OC)
In OC, an orthogonal array is integrated into the classical crossover operator so that two parents can be used to generate a small but representative set of sampling points, to be children based on the orthogonal array.
The chromosomes used in OC are in a real-coded representation, where the alleles in genes are real numbers. In a way similar to the classical crossover, two parents .  1  and  for  ,  ,  max   1  and  1  2  for  ,  1   1  ,  min   .  1  and  1  for  ,  ,  min   ,  2  ,  1   ,  2  ,  1  ,  2 
(1) After quantifying 1 P and 2 P , the Q levels are sampled as M potential offspring based on the combinations of the M rows of parameter levels in the orthogonal array
are generated randomly such that 
where the combination of the th i row of the orthogonal array Detailed steps of the OC are as follows:
Algorithm 1: Orthogonal crossover (OC)
Step 1: Select two parents 1 P and 2 P from the population randomly.
Step Step 3: Step 4: Apply
Step 5: Evaluate the fitness of the M potential offspring based on the fitness function ( ) fun .
Step 6: Select the two offspring with the best fitness among M potential ones to be the two children of the OC. 
L
[43] (which is detailed in Figure A1 in the appendix) is used to sample the genes from the two parents, P and P'. Each of the two parents are divided into three genes, where ( ) O are produced as shown in Figure 3 . The best two offspring among the four are selected to be the children of OC.
Sample the genes based on L4(2^3)
Select the best two offspring to be the children Figure 3 The orthogonal array L 4 (2 3 ) is used to sample the genes from P and P' for OC Figure 4 illustrates the combinations in a full factorial design of 3 parameters with 2 levels. It can be seen from Figure 4 that the total number of combinations of 3 genes with 2 parameter levels is 8 (i.e. 
L
. Therefore this approach may not be applicable to parametrical problems since the optimal combination may be one of the combinations of the grey points.
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Main Effect Crossover (MC)
The major steps of the main effect crossover (MC) [18] are similar to those of the OC. 
Note that the main effect reveals the individual effect of a gene, thus the most effective gene has the largest main effect difference.
The detailed steps of the main effect crossover (MC) are as follows:
Algorithm 2: Main effect crossover (MC)
Step 1-Step 5:
Step 1 to Step 5 are identical to Step 1 to Step 5 of Algorithm 1.
Step 6: Based on (4) Step 8: The first child is formed from the best level of each gene.
Step 9: Determine the main effect difference ( ) j MED on the th j gene based on (7), where j=1,2,…,N.
Step 10: The second child is identical to the first child except the gene with the lowest main effect difference adopts the other level.
The limitation of MC are described follows: In experimental design [1, 38] , it should be emphasized that the analysis of the main effect is the simplest approach to data analysis. However, it is common for two of the genes to interact and yield a result that is more dependent upon the interaction between the two genes than on the main effects of either individual gene [14] . Further analysis, which gives insights into interactions and main effects inside the chromosomes in GAs, has been done [9, [39] [40] [41] [42] . Their central idea is to perform an 'analysis of variance (ANOVA)', whereby the variability of the fitness values of the chromosomes (measured by sums of squared deviations from mean fitness, and denoted by SS) is partitioned into main effects and interactions; i.e.
Total SS = SS of main effects + SS of interactions Therefore the lack of provision for adequately dealing with the potential interactions between genes is a major weakness of MC. If a chromosome exhibits very low interaction between the genes, it could probably be processed efficiently by MC. Otherwise the predicted optimal combination may not be reproducible if strong interaction exists between the genes.
Furthermore, the empirical results [7, 10] show that MC outperforms OC on the parametrical problems where all variables are linearly independent to each other.
However, no significant improvement can be found on MC over OC on the parametrical problems where the variables interact with each other. Therefore, it seems that MC can not work well on parametrical problems in which variables interact with each other. In the following section, the improved version of MC, by integrating the information of interactions between genes, is proposed.
Interaction Crossover (IC)
The steps of the proposed new orthogonal array based crossover, namely IC, are similar to the ones in MC. In MC, the children are produced by considering only the best main effects in genes. In IC, the children are produced by considering both main effects in genes and interactions between genes. The approach of the interaction plot [38] , which is commonly used to analyze the magnitudes of interaction between parameters in industrial systems [33, 35, 39, 46] , is applied to IC. From the interaction plot, a clear picture of the magnitudes of interactions between genes can be indicated.
In IC, an interaction matrix ij MI is prepared to estimate the magnitudes of interaction between gene i and j, where
. It can be expressed as:
where Q is the number of rows and columns of the interaction matrix If strong interaction does not exist in any of the gene pairs, then the main effects on genes can be separated out. The first child is formed by the combination of the genes with the best main effects based on (5) for minimization problems or on (6) for maximization problems. However, if strong interaction does exist in any one of the gene pairs, the first child is formed in two parts: The first part is the genes which do not carry any strong interaction between each other and the second part that in which the genes carry strong interaction between each other. In the first part, the level combination is formed by the genes with the best main effects based on (5) for minimization problems or on (6) for maximization problems. For the second part, the level combination of the genes, which gives the best fitness value, is chosen. Assume that strong interaction exists between gene i and j. Then for minimization problems, the best level combination of gene i and j is given by:
where i, j =1,2,…N but j i ≠ . 'arg(min(…))' is a function that returns the indices of the minimum value of the matrix. For maximization problems, the best level combination of gene i and j is given by:
where i, j =1,2,…N but j i ≠ . 'arg(max(…))' is a function that returns the indices of the maximum value of the matrix. More detailed description of the function can be referred to Example A1 in the appendix.
If strong interaction exists both between gene i and j and between gene j and k, and the estimated interaction between i and j is larger than the one between j and k, then the gene pair of i and j will be selected, and the best level combination of gene i and j are given by equation (11) for minimization problems and (12) for maximization problems. Otherwise, the gene pair of j and k are selected, and the best level combination of gene j and k are given by equation (11) for minimization problems and (12) for maximization problems.
The second child is identical to the first child except that the gene with the lowest main effect difference in the other level is chosen. The main effect difference of the genes can be found by equation (7) .
Detailed steps of IC are as follows:
Algorithm 3: Interaction crossover (IC)
Step 1-Step 6:
Step 1 to Step 6 are identical to Step 1 to Step 6 of Algorithm 2.
Step 7: Construct the interaction matrix ij MI by (8) , where i,j=1,2,…N with j i ≠ .
Step 8: Construct the interaction plot for ij MI by using the lines given by (10), where i, j=1,2,…N with j i ≠ .
Step 9: Identify whether the gene i and j holding strong interaction or not by checking whether any intersection exists on the interaction plot, where i, j=1,2,…N with j i ≠ .
Step 10: The first child is formed by two parts. The first part is formed by the genes without carrying any strong interaction based on (5) for minimization problems and on (6) for maximization problems. The second part is formed by the genes that carry strong interaction based on (11) for minimization problems and on (12) for maximization problems.
Step 11: The second child is formed by performing Step 9 and Step 10 in Algorithm 2.
Numerical Result of Non-separable Benchmark Functions
We executed the evolutionary algorithms embedded with different crossovers to solve the benchmark functions ( Table 1 , which are all non-separable functions and the interactions existing between variables. f f − were collected from [48] . They are unlike separable functions in that each sub-function can be completely enumerated, thereby avoiding local optima that allow stochastic search methods to move the search into the basin of attraction of the global optimum of that sub-function. Also they cannot be decomposed into linear combinations of independent sub-functions since variables interact with each other and cannot be enumerated completely. They could be classified as good test suites for evolutionary algorithms since they are non-separable and each sub-function contains at least two variables [48] . 1  1  1  3  2  1  2  1  1  2  7 , , , ,..., , , , standard evolutionary algorithm embedded with standard crossover:
1) The three version of orthogonal array based crossovers (i.e. OC, MC and IC) embedded in the above classical evolutionary algorithm [11, 12] have been tested.
They are called orthogonal array based evolutionary algorithms in this paper.
a) The first version is the orthogonal array based evolutionary algorithm (OCEA). The basic process of OCEA is identical to the classical evolutionary algorithm except that the crossover utilizes the orthogonal crossover operator (OC) as discussed in Section 2.1.
b) The second version is the orthogonal array based evolutionary algorithm (MCEA). The basic process of MCEA is identical to the classical evolutionary algorithm except the crossover utilizes the main effect crossover operator (MC) as discussed in Section 2.2.
c) The third version is orthogonal array based evolutionary algorithm (ICEA). The basic process of ICEA is identical to the classical evolutionary algorithm except the crossover utilizes the interaction crossover operator (IC) as discussed in Section 3.
An orthogonal array ( )
, which is detailed in Figure A2 in the appendix, has been used in the three orthogonal array based crossover operators (i.e. OC, MC and IC) in all three orthogonal array based evolutionary algorithms (i.e. OCEA, MCEA and ICEA).
2) Two standard evolutionary algorithms (SEAs) have been tested.
a) The first version is the standard evolutionary algorithm one (SEA1). The basic process of SEA1 is identical to that of the classical evolutionary algorithm [11, 12] . The standard three-point crossover is used in SEA1 because three crossover points are produced by the three orthogonal array based crossovers (i.e. OC, MC and IC) with ( ) . To unite the number of crossover points, three crossover points are used in the crossover operator in SEA1.
b) The second version is the standard evolutionary algorithm two (SEA2).
The basic process of SEA2 is identical to that of the classical evolutionary algorithm [11, 12] except for the crossover. . In OC, the two resulting children are produced by selecting two best potential offspring from among the nine. In MC, the two children are produced by analyzing the main effects of the genes of the nine offspring.
In IC, the two children are produced by analyzing both the main effects of the genes and the interactions between the genes of the nine offspring.
Therefore extra selective pressure is created by the three orthogonal array based crossovers (i.e.: OC, MC and IC).
To investigate how the extra selective pressure influences the performance of orthogonal array based evolutionary algorithms, a crossover operator with a parent tournament selection of nine is used in SEA2. In the crossover operator, nine chromosomes are selected randomly from the population. Then the standard three-point crossover is performed on the two chromosomes with the best fitness among the nine selected chromosomes, and two children are generated for the next generation.
The following parameter values and scheme in the five evolutionary algorithms Table 2 that ICEA outperforms the other algorithms on the nine benchmark functions. ICEA is better than MCEA, which is better than OCEA. Table 1 T-test was used to evaluate the significance of which ICEA does better than the other algorithms, where the t-values are shown in Table 3 . It shows that all t-values in Table 3 are higher than 2.15. Based on the normal distribution table, if the t-value obtained is higher than 1.89, it can be said that the performance of ICEA is better than SEA1, SEA2, OCEA and MCEA with a 97% confidence level in all benchmark functions. Recall that the steps of the algorithms are similar, except that they use different crossover s, where OCEA uses the crossover integrated with orthogonal design and MCEA uses the one considers the main effects in genes. In ICEA, the crossover IC, that considers both main effects in genes and interactions between genes, is used. These results indicate that ICEA outperforms MCEA and OCEA when the function has high interaction between the variables. These results significantly indicate that IC is an improved crossover operator. Table 2 Results among the algorithms on 
Validation Test
In this section, the case study of the optimization of a car door design [30] was used to validate the effectiveness of ICEA. In the car door design, a fuzzy optimization model was developed which contains the following engineering requirements (i.e. X=x 1 , x 2 ,…, x 6 ) and customer requirements (i.e. Y=y 1 , y 2 ,…, y 5 ):
x 1 -energy to close the door x 2 -check force on level ground • X=(x 1 ,x 2 ,…,x 6 );
represents the overall value of membership functions, or overall degree of satisfaction of performance characteristics achieved at a design X; where t is a pre-specified non-negative tolerance level to the cost c. By solving the above fuzzy optimization model, an optimal target value setting of the engineering requirements can be obtained. The detailed description of the formulation of the fuzzy optimization model is outside the scope of this paper. For details, the readers can refer to our previous work [3] . This is a non-separable problem since interactions is not avoidable between both engineering requirements (i.e. X=x 1 , x 2 ,…, x 6 ) and customer requirements (i.e. Y=y 1 , y 2 ,…, y 5 ).
The evolutionary algorithms, SEA1. SEA2, OCEA, MCEA and ICEA, were used to solve the optimization problem of determining the target values of the car door design. This is modelled in (18) . These algorithms are coded in Matlab. To conduct a more comprehensive comparison, a genetic algorithm was developed which integrated with a gradient search operator proposed by [3] .This algorithm was recoded in Matlab again to solve the problem. We call Bai and Kwong's algorithm BEA in this paper. In these evolutionary algorithms, the population consisted of a set of real coded chromosomes in which 11 variables are in each chromosome. The t-th chromosome in all evolutionary algorithms is represented as: 
The higher the evaluated fitness of the chromosome is, the better the chromosome is. The numbers of evaluations used in the evolutionary algorithms were all the same, set at 80000, which is the same as the one used in [3] for solving the problem. However, it is hard to count the computational effort used on the algorithms to reach the acceptable solutions, solely from the convergence curves. In [3] , it has already been demonstrated that BEA can produce acceptable solutions for this problem. The solutions it found are the most acceptable solutions of this problem. Table 4 shows the computational times used (in seconds) on all algorithms, that can reach the acceptable solutions found by BEA. It can also be found from Table 4 that ICEA can reach acceptable solutions in shortest computational time compared with the other five algorithms. It also shows that ICEA used less than half computational effort to reach the acceptable solutions than BEA [3] , even the number of operations used in IC is larger than the other orthogonal array based evolutionary algorithms OCEA and MCEA, and the standard evolutionary algorithms SEA1 and SEA2. Recall that the steps of the algorithms are similar, except that different operators are used. In BEA, the gradient search operator is used. In both SEA1 and SEA2, both three point crossovers, one suppressed with normal selective pressure and one suppressed with high selective pressure, are used. In OCEA, OC is used. In MCEA, MC is used. In ICEA, IC is used. These results indicate that IC can aid the evolutionary algorithm to give the best mean solution quality and more robust solutions with the shortest computational time compared with the other algorithms.
Conclusion
In this paper, we have proposed a new version of orthogonal array based crossover We are currently implementing the proposed orthogonal array based searching approach embedded in the other stochastic algorithms for solving optimization problems in various product designs. The results will be reported in the future.
Example A1
'arg' is a function that returns the indices of the minimum value of the matrix. This function can return the positions of the element with minimum value in each column.
It can also return the position of the element with minimum value in the matrix. The value '0' is the minimum value among all elements of the matrix. It is located in the third column and the second row of the matrix. Therefore the result of this function is [3, 2] .
