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A COUNTEREXAMPLE TO COMON’S CONJECTURE
YAROSLAV SHITOV
Abstract. The rank and symmetric rank of a symmetric tensor may differ.
We work with three-dimensional tensors with complex entries. The entries of
such a tensor are indexed by triples (i, j, k) in the Cartesian product of finite index-
ing sets I, J,K. A tensor T is called simple if T (i|j|k) = aibjck, for some vectors
a ∈ CI , b ∈ CJ , c ∈ CK , and symmetric if I = J = K and the value of T (i|j|k)
does not change under permutations of (i, j, k). The rank of T is the smallest r for
which T can be written as a sum of r simple tensors, and such a representation is
called a rank decomposition of T . If T is a symmetric tensor, and if simple tensors
in decompositions are required to be symmetric, then the corresponding smallest
value of r is called the symmetric rank of T . A basic result of linear algebra says
that these two notions of rank agree for symmetric matrices, and an analogous
statement for tensors has become known as Comon’s conjecture.
Conjecture 1. The symmetric rank of a symmetric tensor equals its rank.
Symmetric tensors arise naturally in different applications, so it is an important
problem to compute the symmetric ranks and corresponding decompositions, see [2,
6, 7, 11] and references therein. Conjecture 1 received a considerable amount of
attention in recent publications, which include [1, 3, 4, 5, 6, 8, 9, 11, 13, 15], but
it has been proved in several special cases only. The general form of Conjecture 1
remained open, and the aim of this paper is to construct a counterexample.
1. Setting up
In this section, we collect several additional definitions, simple observations,
known results, and conjectures that arisen in the course of this work. Statements
similar to the results of this section may appear in previous work, but our goal is
to put them in context of what we need below. For any tensor T in CI×J×K , we
define the kth 3-slice of T as a matrix in CI×J whose (i, j) entry equals T (i|j|k).
For all i ∈ I, j ∈ J , we can define the ith 1-slice and jth 2-slice of T in a similar
way. If I0 ⊂ I, J0 ⊂ J , K0 ⊂ K, then we denote by T (I0|J0|K0) the restriction of
T to I0 × J0 ×K0. The support of T is the smallest set I0 × J0 ×K0 ⊂ I × J ×K
containing all the non-zero entries of T , and the sets I0, J0, K0 are called the 1-,
2-, and 3-supports of T . Two tensors are called equivalent if they become equal
when restricted to their supports. All the notions introduced above can be defined
for matrices in an analogous way.
1.1. Elementary transformations. Let T = T1+ . . .+ Tn be a rank decomposi-
tion of a tensor T . Let us denote by Mu any non-zero 3-slice of Tu and find scalars
αuk such that the kth 3-slice of Tu is αukMu.
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Assume that a linear combinationM0 = λ1M1+. . .+λnMn is a rank-one matrix.
In this case, one of the λ’s is non-zero (and to be definite, we assume λn 6= 0). We
can write T = T ′0+T
′
1+ . . .+T
′
n−1, where T
′
0 is the tensor whose kth 3-slice equals
(αnk/λn)M0, and T
′
u has kth 3-slice equal to (αuk − λuαnk/λn)Mu.
We say that (T1, . . . , Tn) and (T
′
0, . . . , T
′
n−1) can be obtained from each other
by an elementary 3-transformation. The same definitions but for Mu’s being 1- or
2-slices correspond to elementary 1- and 2-transformations, respectively.
Observation 2. Let T = T1+ . . .+Tr be a rank decomposition of a tensor T whose
3-slices with indexes α, β coincide. Then the 3-slices of every Ti with indexes α, β
coincide as well.
Proof. If the statement was false, we would be able to span the 3-slices of T by less
than r rank-one matrices, which means that the rank of T would be less then r. 
Lemma 3. Let T ∈ CI×J×K and K = K ′ ∪ {1, . . . , k}. Let Si denote the ith 3-
slice of T , and assume that S1, . . . , Sk are rank-one and linearly independent. Then,
for any rank decomposition (T1, . . . , Tn) of T , there is a sequence of elementary 3-
transformations that sends it into a decomposition (R1, . . . , Rn) such that, for all
q ∈ {1, . . . , k}, the qth 3-slice of Rq is collinear to Sq, and in any such decomposition
the qth 3-slice of every Ru with u 6= q is zero.
Proof. Since every 3-slice of T can be expressed as a linear combination of the 3-
slices of Ti’s, and since Sq is rank-one, we can find a 3-transformation resulting in
a decomposition (R1, . . . , Rn) in which the qth 3-slices of Rq are collinear to Sq.
The second assertion of the lemma follows now from Observation 2. 
1.2. Eliminating rank-one slices. Assume T ⊂ CI×J×K and let V be a C-linear
subspace of the matrix space CI×J . By T mod3V we denote the set of all tensors
that can be obtained from some τ ∈ T by replacing every of the 3-slices τi of τ
with τi − vi, where vi are matrices in V . If I = J = K, then we write
EV (T ) = ((T mod3V )mod2V ) mod1V.
If S is a subset of some C-linear space, then span(S) denotes the linear span of S.
The following statement is well known in the community, see e.g. Lemma 2 in [10]
and Proposition 3.1 in [12].
Lemma 4. Let T ∈ CI×J×K and K = {1, . . . , k} ∪ {1′, . . . , k′}. Let Si denote the
ith 3-slice of T , and assume that S1′ , . . . , Sk′ are linearly independent. Then
rankT > k′ +min rankT mod3 span(S1′ , . . . , Sk′),
and if S1′ , . . . , Sk′ are also rank-one, then the equality holds.
1.3. Adjoining slices to tensors. Let T ∈ CI×J×K be a tensor, and let
M1 ⊂ C
J×K , M2 ⊂ CI×K , M3 ⊂ CI×J
be finite matrix sets. We set I ′ = I ∪M1, J ′ = J ∪M2, K ′ = K ∪M3, and we
define the new tensor T ∈ CI
′×J′×K′ as follows:
(1) T (α|β|γ) = T (α|β|γ) if (α, β, γ) ∈ I × J ×K;
(2) for any χ ∈ {1, 2, 3} and any m ∈Mχ, the mth χ-slice of T is equivalent to m
(that is, coincides with m up to adding zero rows and columns).
We will say that T is obtained from T by adjoining the 1-slicesM1, the 2-slices
M2, and the 3-slices M3. The result below follows from Lemma 4.
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Lemma 5. Let T , T , M1, M2, M3 are as defined in this subsection. Then
rankT > min rank ((T mod3V3)mod2V2) mod1V1 + dimV1 + dimV2 + dim V3,
where Vi is the C-linear span of Mi. If the matrices in the Mi’s are rank-one, then
the equality holds.
Now assume that I = J = K, M1 =M2 =M3, and the tensor T and matrices
in M1 are symmetric. The tensor T as above is then said to be obtained from
T by the symmetrical adjoining of matrices in M1. Unfortunately, the symmetric
counterpart of Lemma 5 is just a conjecture.
Conjecture 6. Let T ∈ CI×I×I be a symmetric tensor, and let M ∈ CI×I be a set
of symmetric rank-one matrices. Assume T is obtained from T by the symmetrical
adjoining of matrices in M. Then the symmetric rank of T equals 3 dim spanM
plus the minimal symmetric rank of a symmetric tensor in EspanM(T ).
At the beginning of the work on this project, the author supposed that at least
a weaker form of Conjecture 6 is true. However, he did not manage to prove
this conjecture even in the special case when M is a single matrix. A potential
symmetric analogue of Lemma 5 can also be formulated in terms of the Waring
rank function of homogeneous polynomials. Namely, the quantity WR(f) is the
smallest w for which a polynomial f is the sum of w powers of linear forms.
Conjecture 7. Let f, g ∈ C[x1, . . . , xn] be homogeneous polynomials of degrees d,
d − 1, respectively. Let u be a new variable, and let ℓ[x1, . . . , xn] be the set of all
linear forms in x1, . . . , xn. Then
WR(f + ug) > d+ min
v∈ℓ[x1,...,xn]
WR(f + vg),
and if g is a power of a linear form, then the equality holds.
The author is not aware of counterexamples to Conjectures 6 and 7, and he
would like to thank Mateusz Miha lek and Emanuele Ventura for discussing these
conjectures with him. Should we be able to prove one of these conjectures, we
would present a much simpler counterexample to Comon’s conjecture than the one
constructed here. The present approach requires a lot of combinatorial issues and
technical details to be dealt with, but I hope that the idea of my construction is not
completely hidden behind them and can be helpful in studying related problems.
2. The matrices U , V, Λ
The following combinatorial construction is a part of our counterexample.
Observation 8. Consider the following partition
1 1 1 11 9 9 9 10 10 10
1 1 1 2 2 2 12 10 10 10
1 1 1 2 2 2 3 3 3 13
4 4 14 2 2 2 3 3 3 4
4 4 5 5 5 15 3 3 3 4
4 4 5 5 5 6 6 6 16 4
7 17 5 5 5 6 6 6 7 7
7 8 8 8 18 6 6 6 7 7
7 8 8 8 9 9 9 19 7 7
20 8 8 8 9 9 9 10 10 10
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of a 100×100 matrix into 20 submatrices. (Here, each number stands for a 10×10
block.) The union of k of these submatrices is again a submatrix if and only if
k = 1 or k = 20.
Let Li be the 100×100 matrix which has ones at the entries of the ith submatrix
as in Observation 8 and zeros everywhere else. We denote by ui, v
⊤
i the 100-vectors
which have ones, respectively, at the 1-, 2-supports of Li and zeros everywhere else.
(In particular, the ui, vi are such that the equality L
i = uiv
⊤
i holds.) Taking C to
be the permutation matrix corresponding to (1 2 . . . 100), that is, C = E12+E23+
. . .+ E99,100 + E100,1, we define the 100× 100 matrices
U i(a) = C−auiu⊤i C
a, V i(a) = C−aviv⊤i C
a, Li(a) = C−auiv⊤i C
a.
Now let U i12,V
i
12,Λ
i
12 be the 500×500 matrices which have zeros everywhere except
the principal submatrices whose row and column indexes are in I12, and these
submatrices are set to equal (assuming O is a zero 100× 100 block)(
U i(1) O
O O
)
,
(
O O
O V i(1)
)
,
(
U i(1) Li(1)
Li(1)⊤ V i(1)
)
,
respectively. We define U i13,V
i
13,Λ
i
13 in the same way but with I12, U
i(1), V i(1),
Li(1) replaced by I13, U i(2), V i(2), Li(2), respectively. If we use I23, U i(3), V i(3),
Li(3) instead of the above quadruples, then we get the matrices U i23,V
i
23,Λ
i
23, and
if we use I45, U i(4), V i(4), Li(4), then we get U i45,V
i
45,Λ
i
45. Finally, we define
U i1234,V
i
1234,Λ
i
1234 to be the matrices which have zeros everywhere except the prin-
cipal submatrices corresponding to I1234, and these submatrices are

U i(5) U i(5) U i(5) O
U i(5) U i(5) U i(5) O
U i(5) U i(5) U i(5) O
O O O O

 ,


O O O O
O O O O
O O O O
O O O V i(5)

 ,


U i(5) U i(5) U i(5) Li(5)
U i(5) U i(5) U i(5) Li(5)
U i(5) U i(5) U i(5) Li(5)
Li(5)⊤ Li(5)⊤ Li(5)⊤ V i(5)

 ,
respectively. Finally, we denote by B∗ the set ∪i{U i∗,V
i
∗,Λ
i
∗}, and we write B =
B12∪B13∪B23∪B45∪B1234. (Here and in what follows, the symbol ∗ in the subscript
stands for one of 12, 13, 23, 45, 1234.) We denote by L∗ (or L) the C-linear space
spanned by matrices in B∗ (or B, respectively). We denote by Di∗ the set containing
Λi∗, U
i
∗, V
i
∗ and all other rank-one matrices in the linear span of these, and we write
D∗ = D1∗ ∪ . . . ∪ D
20
∗ . In the following lemma, we prove (a somewhat stronger
statement than) the fact that D∗ contains all rank-one matrices that belong to L∗.
Lemma 9. Let λ(b) ∈ C and assume B∗ =
∑
b∈B∗ λ(b)b. If all pairwise row
differences of B∗ are collinear, and if all pairwise column differences of B∗ are
collinear, then B∗ either is a clone or belongs to D∗.
Proof. To be definite, we assume B∗ = B12; the other cases are similar. By our
construction, the matrix B12 has 300 zero rows and 300 zero columns, and every
non-zero row and every non-zero column appears ten times. We remove all the zero
rows and 180 non-zero rows from B12 in such a way that no pair of equal rows
A COUNTEREXAMPLE TO COMON’S CONJECTURE 5
remains. Further, we remove the columns with indexes corresponding to those of
removed rows, and we denote the resulting matrix by B′. We have
B′ =
(
U L
L⊤ V
)
,
and the indexing sets of L correspond to the 10 rows and 10 columns of the par-
titioned matrix as in Observation 8. Let us denote by αi, β
⊤
i the two vectors in
{0, 1}10 such that αiβ⊤i has the support of the ith matrix in the partition as in Ob-
servation 8. In this notation, the matrix obtained from Λi12 after the transformation
described in the first paragraph is (αi|βi)(αi|βi)⊤, the matrix obtained from U i12 is
(αi|0 . . . 0)(αi|0 . . . 0)⊤, and the matrix obtained from V i12 is (0 . . . 0|βi)(0 . . . 0|βi)
⊤.
We are now ready to complete the proof with the use of the above observations.
In particular, if the off-diagonal entries of U, V are zero, then these matrices
should contain at most one non-zero entry. If one of these matrices is non-zero,
then we can check that B12 ∈ D1112 ∪ . . . ∪ D
20
12 . If both U and V are zero matrices,
then all the entries of L should be equal, and in this case B12 is a clone.
Finally, it remains to consider the case when U (or V ) has a non-zero non-
diagonal entry. In this case, the non-zero entries of U should be concentrated
within a principal 3 × 3 submatrix, and the same statement is true for V . We
complete the proof by checking that B12 ∈ D
1
12 ∪ . . . ∪ D
10
12 . 
Lemma 10. For λ(b) ∈ C, the matrix B∗ =
∑
b∈B∗ λ(b)b is a clone if and only if
λ
(
Λ1∗
)
= −λ
(
U1∗
)
= −λ
(
V1∗
)
= . . . = λ
(
Λ20∗
)
= −λ
(
U20∗
)
= −λ
(
V20∗
)
.
Proof. The conditions λ
(
Λ1∗
)
= . . . = λ
(
Λ20∗
)
follow directly from Observation 8,
and the other equations are necessary to make the diagonal blocks zero. 
Lemma 11. The matrices in B are linearly independent, that is, dimL = 300.
Proof. Assume that B = B12 + B23 + B13 + B45 + B1234 is a zero matrix, where
B∗ =
∑
b∈B∗ λ(b)b. If B12 is not a clone, then there is j ∈ {1, 2} and t for which the
rows of B12 with indexes (j, 10t+ 1), (j, 10t+ 2) are different. The corresponding
rows of b ∈ B \B12 are equal by construction, so the difference between the rows of
B with indexes (j, 10t+ 1), (j, 10t+ 2) is non-zero. This contradiction shows that
B12 is a clone, and we can check that B23, B13, B45, B1234 are clones by a similar
argument. In particular, the matrices B∗ are collinear to the clones of
E12 + E21, E13 + E31, E23 + E32, E14 + E24 + E34 + E41 + E42 + E43, E45 + E54
(where Eij denotes a matrix unit). These matrices are linearly independent, so the
B∗’s are zero, and Lemma 10 implies that all the λ’s are zero as well. 
3. A counterexample to Comon’s conjecture
Let T be a symmetric tensor with indexing set I. The clone of T is the tensor
T obtained from T by taking σ = 100 copies of every element in the indexing set.
In particular, the indexing set of T is I = I × Σ, where Σ = {1, . . . , σ}, and we
have T (i1, i2|j1, j2|k1, k2) = T (i1|j1|k1) for all i1, j1, k1 ∈ I and i2, j2, k2 ∈ Σ. Also,
we will write Ia1,...,an for {a1, . . . , an}×Σ. Clearly, taking a clone of a tensor does
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not change its rank or symmetric rank. We define the 5× 5× 5 tensor
A =


0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
0 0 0 1 0
1 1 1 0 0
∣∣∣∣∣∣∣∣∣
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
0 0 0 2 0
1 1 1 0 0
∣∣∣∣∣∣∣∣∣
0 0 0 0 1
0 0 0 0 1
0 0 0 0 1
0 0 0 0 0
1 1 1 0 0
∣∣∣∣∣∣∣∣∣
0 0 0 1 0
0 0 0 2 0
0 0 0 0 0
1 2 0 0 0
0 0 0 0 0
∣∣∣∣∣∣∣∣∣
1 1 1 0 0
1 1 1 0 0
1 1 1 0 0
0 0 0 0 0
0 0 0 0 0


and denote by A the clone of A.
We define S as the tensor obtained by symmetrically adjoining all the matrices
in B to A. Since the tensor A and the adjoined matrices are symmetric, so is S.
The size of S is 800 × 800 × 800, and our goal is to prove that the rank of S is
strictly less than its symmetric rank. Namely, we are going to show that S can be
decomposed into a sum of 903 = 3 dimL + 3 simple tensors but not into a sum of
903 symmetric simple tensors. We can already prove the first part of this statement.
Proposition 12. We have rank S 6 903.
Proof. Let us denote by W the linear span of the matrices
E12 + E21, E13 + E31, E23 + E32, E14 + E24 + E34 + E41 + E42 + E43, E45 + E54.
Since the clones of these are
∑20
i=1
(
Λi∗ − U
i
∗ − V
i
∗
)
, the set of clones of matrices in
W is a subspace of L.
According to Lemma 4, we need to check that EL(A) contains a tensor of rank
at most three, so it suffices to provide a rank three tensor in EW(A). It remains to
check (our Mathematica file [16] can be used) that the tensor

1
1
1
−1√
2
0

⊗


1
1
1
−1√
2
0

⊗


−1
1
−3
0
1

+


0
1
−1
0
1

⊗


1
1
1
−1
0

⊗


1
1
1
−1
0

+


1
1
1
I√
3
0

⊗


1
−2
4
0
1

⊗


1
1
1
I√
3
0

 ,
where I is the imaginary unit, does in fact belong to EW(A). 
4. Symmetric tensors in EL(A)
The goal of this section is to prove a technical statement which would finalize
our argument if we were able to prove Conjecture 6. In particular, we will see that
every symmetric tensor in EL(A) has rank at least four.
We say that indexes c1, c2 ∈ {1, . . . , σ} are far apart if c1 − c2 belongs to
{30, 31, . . . , 70} modulo σ = 100. This condition guarantees that the (j, c1|j, c2)
entry is zero for any j ∈ {1, 2, 3, 4, 5} and any matrix in L.
Lemma 13. Let E ∈ EL(A). If j ∈ {1, 2, 3}, indexes a, b are far apart, indexes
c1, c2, c3 are pairwise far apart, and indexes p, q are arbitrary, then
(1) E(j, a|j, b|5, c1) = E(j, a|5, c1|j, b) = E(5, c1|j, a|j, b) = 1,
(2) E(j, c1|5, a|5, b) = E(5, a|j, c1|5, b) = E(5, a|5, b|j, c1) = 0,
(3) E(j, c1|j, c2|j, c3) = E(5, c1|5, c2|5, c3) = 0,
(4) E(1, 1|4, 33|4, 66), E(2, 1|4, 33|4, 66), E(3, 1|4, 33|4, 66) are pairwise different,
(5) if i, j ∈ {1, 2, 3} are different, then E(5, c1|i, p|j, q) = E(5, c1|j, q|i, p).
Proof. Note that L(j, a|j, b) = L(5, c1|j, b) = L(j, a|5, c1) = L(5, c1|5, c2) = 0 for
any L ∈ L. Therefore, the entries as in (1)–(3) are equal to the corresponding
entries of A.
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Further, we check that L(4, 33|4, 66) = 0 and L(1, 1|4, t) = L(2, 1|4, t) =
L(3, 1|4, t), and the item (4) follows because A(1, 1|4, 33|4, 66), A(2, 1|4, 33|4, 66),
A(3, 1|4, 33|4, 66) are pairwise different.
Finally, we note that L(5, c1|i, a) = L(5, c1|j, b) = 0 and L(i, a|j, b) = L(j, b|i, a),
for any L in L, and we derive (5) from this similarly to the above statements. 
Lemma 14. Let E ∈ EL(A). Then
(1) for any set Q ⊂ {1, 2, 3}×Σ of cardinality sixty, the tensor E(I \Q|I \Q|I \Q)
has rank at least three.
If rankE 6 3, then
(2) for any χ ∈ {1, 2, 3}, q ∈ {1, 2, 3, 5}, a, b ∈ Σ, the χ-slices with indexes (q, a)
and (q, b) coincide. In particular, E(I1235|I1235|I1235) is the clone of a tensor F ;
(3) we also have, for i, j ∈ {1, 2, 3},
(3.1) F (j|j|j) = F (j|5|5) = F (5|j|5) = F (5|5|j) = F (5|5|5) = 0,
(3.2) F (j|j|5) = F (j|5|j) = F (5|j|j) = 1,
(3.3) F (i|j|5), F (i|5|j), F (5|i|j) are −1 or 1,
(3.4) the 5th 1-, 2-, 3-slices of F are rank-one.
Proof. Fix an arbitrary c1 ∈ {1, . . . , σ} and define c0 = c1+1. We see that σ = 100
is large enough so we can find c2, c3 such that the only pair of indexes in the
sequence (c0, c1, c2, c3) that are not far apart is (c0, c1). We define
I1 = I123 ∪ {(5, c0), (5, c1)}, J1 = I123 ∪ {(5, c2)}, K1 = I123 ∪ {(5, c3)}.
Consider the tensor E1 = E(I1|J1|K1). By Lemma 13 (items 2 and 3), the cor-
responding slices of E1 with indexes (5, ci) are adjoined to E(I123|I123|I123). Ac-
cording to Lemma 5, the rank of E1 would remain at least three even if we remove
60 elements from the I123 part of its indexing set. This implies item (1).
Now we assume rankE 6 3. We use Lemma 5 again and conclude that
the 1-slices of E1 with indexes (5, c0), (5, c1) are rank-one and collinear. Using
Lemma 13(1), we conclude that E(5, c0|j, a|j, b) = E(5, c1|j, a|j, b) = 1 holds for all
j ∈ {1, 2, 3} and all indexes a, b that are far apart, and the conclusion of the previ-
ous sentence shows that the latter equalities should hold for all a, b. In particular,
we see that the 1-slices of E1 with indexes (5, c0), (5, c1) coincide.
The previous paragraph shows that the restriction of the 1-slice of E1 with index
(5, c0) to I123 has the form
(4.1)

 U ? ?? U ?
? ? U

 ,
where the U ’s stand for the 100 × 100 blocks of ones. Since this matrix is rank-
one, every of the six “?” blocks should have all entries equal; more than that,
these entries should be ±1 because Lemma 13(5) tells us that the matrix (4.1) is
symmetric. A similar reasoning but applied for 2- and 3-slices instead of 1-slices
can show us that
E(5, c1|j, a|j, b) = E(j, a|5, c1|j, b) = E(j, a|j, b|5, c1) = 1,
and, for i, j ∈ {1, 2, 3}, we get that the values E(5, c1|i, a|j, b), E(i, a|5, c1|j, b),
E(i, a|j, b|5, c1) do not depend on (a, b) and are equal to −1 or 1.
Now we use Lemma 5 and find numbers xα, yβ, zγ such that
E(α|β|γ) = xαE(5, c1|β|γ) + yβE(α|5, c2|γ) + zγE(α|β|5, c3),
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provided that (α, β, γ) ∈ I1 × J1 ×K1. This means that E(1, a|1, b|1, c) = x1,a +
y1,b + z1,c, so by Lemma 13(3) we have x1,a + y1,b + z1,c = 0 if a, b, c are pairwise
far apart. In particular, we get x1,c1 + y1,c2 + z1,c3 = 0 = x1,c0 + y1,c2 + z1,c3 , or
x1,c0 = x1,c1 . Since c1 was taken arbitrarily, and since c0 = c1 − 1, this reasoning
allows us to conclude that, for j ∈ {1, 2, 3}, the values xj,a, yj,b, zj,c do not depend
on a, b, c.
So we have proved that, for i ∈ {1, 2, 3, 5} and χ ∈ {1, 2, 3}, the difference of
the 1-slices (or 2-slices, 3-slices, respectively) of E with indexes (i, a), (i, b) is zero
when restricted to J1 ×K1 (or to I1 ×K1, I1 × J1, respectively). So if these slices
were not equal, we would adjoin their difference to E and get a tensor of rank at
least rank(E1) + 1 > 4 by Lemma 5. However, adjoining a linear combination of
existing slices cannot change the rank, so we get a contradiction. 
Lemma 15. Let E ∈ EL(A), rankE 6 3. Then there are distinct i, j ∈ {1, 2, 3}
for which the tensor E(Iij5|Iij5|Iij5) is not symmetric.
Proof. We apply Lemma 14 and conclude that F (i|j|5) = 1 for some distinct i, j ∈
{1, 2, 3}. We set I = {(i, 1), (j, 1), (5, 1), (4, 33)}, J = {(i, 1), (j, 1), (5, 1), (4, 66)},
K = {(i, 1), (j, 1), (5, 1)}. If E(Iij5|Iij5|Iij5) was a symmetric tensor, E(I|J |K)
would equal 

0 a 1 ∗
a b 1 ∗
1 1 0 ∗
∗ ∗ ∗ x
∣∣∣∣∣∣∣∣
a b 1 ∗
b 0 1 ∗
1 1 0 ∗
∗ ∗ ∗ y
∣∣∣∣∣∣∣∣
1 1 0 ∗
1 1 0 ∗
0 0 0 ∗
∗ ∗ ∗ ∗

 ,
where the rows are indexed by I, columns by J , slices by K, and the ∗’s stand for
numbers we do not need to specify. According to Lemma 13(4), we have x 6= y. One
derives a contradiction by checking that such a tensor cannot have rank less than
four. (In order to do this, we prove that the slices are linearly independent, but all
rank-one matrices spanned by these slices lie in a codimension-one subspace.) 
5. On symmetric rank decompositions of S
As said in Section 1, the inability to prove Conjecture 6 was a serious obstruction
we faced in this study. In particular, this conjecture together with Lemma 15 would
already imply that S is a counterexample to Conjecture 1. Now we change our
strategy and work with the particular tensor S instead of the general case; the
readers who can prove Conjecture 6 can skip the rest of this section. What we are
going to do here is to assume that S admits a decomposition
(5.1) S = Ψ1 + . . .+Ψ3d+3
into a sum of 3d + 3 = 3 dimL + 3 = 3|B| + 3 = 903 symmetric simple tensors
and to reach a contradiction from this assumption. In order to do this, we perform
elementary transformations to get the initial decomposition (5.1) into a simpler
form, and we will see that the resulting (non-symmetric) decomposition will give
us some important information about the initial one.
First, we perform the 1-transformations on (Ψ1, . . . ,Ψ3d+3) and get
(5.2) S =
∑
b∈B
Ψ1b +Ψ
1
1 + . . .+Ψ
1
2d+3 =
∑
b∈B
Ψ1b + S
1,
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where Ψ1b is a tensor with bth 1-slice equivalent (that is, equal up to adjoining zero
columns and rows) to b, and any other tensor in the decomposition (5.2) has zero
bth 1-slice. Similarly, the 2-transformations on (Ψ11, . . . ,Ψ
1
2d+3) lead us to
(5.3) S1 =
∑
b∈B
Ψ2b +Ψ
2
1 + . . .+Ψ
2
d+3 =
∑
b∈B
Ψ2b + S
2,
where Ψ2b is a tensor with bth 2-slice equivalent to b, and any other tensor in the
decomposition (5.3) has zero bth 2-slice. Finally, we perform the 3-transformations
on (Ψ21, . . . ,Ψ
2
d+3) and get
(5.4) S2 =
∑
b∈B
Ψ3b +Ψ
3
1 +Ψ
3
2 +Ψ
3
3 =
∑
b∈B
Ψ3b + S
3,
where Ψ3b is a tensor with bth 3-slice equivalent to b, and any other tensor in the
decomposition (5.4) has zero bth 3-slice. In particular, we get the new decomposi-
tion
(5.5) S = Ψ31 + Ψ
3
2 +Ψ
3
3 +
∑
b∈B
(Ψ1b +Ψ
2
b +Ψ
3
b)
of S into a sum of 3d+3 simple tensors. Our further strategy is to reduce (5.1) into
a decomposition similar to (5.5) in which sufficiently many tensors Ψ1b+Ψ
2
b+Ψ
3
b are
symmetric, and then use Lemmas 14 and 15 to get a contradiction. Our first step is
to analyse the 3-slices of tensors in (5.3). In the following lemma and what follows,
we may slightly abuse the notation and denote by b ∈ B a matrix that is equivalent
to b and has size clear from context. We recall that D∗ is the set D1∗ ∪ . . . ∪ D
20
∗ ,
where Di∗ consists of Λ
i
∗, U
i
∗, V
i
∗, and all other rank-one matrices spanned by these.
Lemma 16. Denote an (arbitrary) non-zero 3-slice of the tensor Ψ3t as above by
ψ3t . Assume that, for some scalar λ’s, the matrix
ϕ =
∑
b∈B
λ(b)b + λ1ψ
3
1 + λ2ψ
3
2 + λ3ψ
3
3
is rank-one. Then either ϕ ∈ D12 or
λ
(
Λ112
)
= −λ
(
U112
)
= −λ
(
V112
)
= . . . = λ
(
Λ2012
)
= −λ
(
U2012
)
= −λ
(
V2012
)
.
Proof. By Lemma 10, the matrix B12 =
∑
b∈B12 λ(b)b can be a clone only if the
displayed condition is satisfied. Otherwise, there is j ∈ {1, 2} and t for which
the rows of B12 with indexes (j, 10t + 1), (j, 10t + 2) are different. However, the
corresponding rows of b /∈ B12 are equal by the construction, and the corresponding
rows of ψ3i are equal because of Observation 2 and Lemma 14(2). Therefore, the
difference between the rows of ϕ with indexes (j, 10t + 1), (j, 10t + 2) equals the
difference of the corresponding rows of B12, and the rows of ϕ are collinear to this
difference. Similarly, the difference between any pair of rows of B12 is collinear to
the rows of ϕ, and we can also derive the same statement for columns instead of
rows. The rest follows from Lemma 9. 
In what follows, we denote by Ω12 the set of all b ∈ D12 such that there is
t(b) ∈ {1, . . . , d+ 3} for which the 3-slices of Ψ2
t(b) are collinear to b.
Lemma 17. The cardinality of Ω12 is at least dimL12 − 1 = 59.
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Proof. Since (5.3) can be obtained from (5.4) by a sequence of elementary 3-
transformations, the 3-slices of Ψ2t can only be of the form ϕ as in Lemma 16.
This shows that the slices outside D12 can span a subspace of dimension at most
4 · 60 + 3 + 1 = 244, but, according to Lemma 11, the rank of S2 cannot be less
than 300+3. Therefore, those 3-slices of Ψ2t that lie in D12 should span a subspace
of dimension at least 303− 244 = 59. 
In Lemmas 18 and 20, we will consider the tensor obtained from S by the sym-
metrical adjoining of the matrices in Ω12. Since these matrices are linear combina-
tions of the existing slices of S, the rank decompositions (5.1)–(5.5) can be uniquely
extended to the decompositions of the new tensor. Slightly abusing the notation,
we preserve the notation used in (5.1)–(5.5) for the new tensor and corresponding
decompositions.
Lemma 18. For any b ∈ Ω12, there are indexes t1(b), t2(b) ∈ {1, . . . , 2d+ 3} such
every tensor Ψ1τ has zero bth 2- and 3-slices except when τ ∈ {t1, t2}.
Proof. By the definition of Ω12, the 3-slices of Ψ
2
t(b) are collinear to b, which implies
that all the other tensors in the decomposition (5.3) have zero bth 3-slice. We
denote by ub a non-zero vector collinear to the 3-slices of the 2-slices of Ψ
2
t(b), that
is, collinear to the rows of b.
We recall that (5.2) can be obtained from (5.3) by a sequence of elementary
2-transformations, and we consider such a transformation involving Ψ2
t(b). In other
words, we want to describe rank-one matrices of the form
ϕ =
∑
β∈B
λ(β)β +
d+3∑
τ=1
λτψ
2
τ ,
where ψ2t denotes a non-zero 2-slice of the tensor Ψ
2
t , the λ’s are complex numbers,
and λt(b) 6= 0. The above paragraph shows that the bth 3-slice of ϕ is a nonzero
vector collinear to ub, so every 3-slice of ϕ should be collinear to ub.
Further, we need to have λt(v) = 0 for any v ∈ Ω12 \ {b} because otherwise the
vth 3-slice of ϕ is non-zero and collinear to uv, which is in turn not collinear to ub.
If τ /∈ t(Ω12), then, according to Lemma 16, the matrices ψ2τ have 3-slices collinear
to vectors with equal numbers at the positions (1, 10x+ 1) and (1, 10x+ 2). This
is not the case for ub, and since the β’s have zeros at the positions outside I, the
matrix µ = ϕ− λt(b)ψ
2
t(b) should have zero 3-slices with indexes outside I.
In other words, µ should be a matrix whose 3-slices are collinear to ub, and those
entries of µ which have indexes outside I are zero. Since µ is a linear combination of
the 2-slices of tensors in rank decomposition, we can adjoin µ to S without changing
its rank. However, if µ was not collinear to b, then µ would not be symmetric, and
we would have µ /∈ L, which would imply by Lemma 5 that there is a tensor
E ∈ S mod3Lmod1Lmod2span(L, µ) of rank at most 2. However, the restriction
of E to the set I \ support(ub) coincides with such a restriction of a tensor in
Smod3Lmod1Lmod2L, which, since ub has either 20 or 60 non-zero entries, has
rank at least three by the item (1) of Lemma 14. The contradiction we have reached
shows that µ is in fact a multiple of b.
In other words, ϕ is a linear combination of b and ψ2t(b), so there can be (at
most) two tensors Ψ1t1(b), Ψ
1
t2(b)
in (5.2) having non-zero bth 3-slices. Since (5.2) is
obtained from a symmetric decomposition (5.1) by elementary 1-transformations,
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the 1-slices of Ψ1τ should be symmetric, and we see that Ψ
1
t1(b)
, Ψ1
t2(b)
are still the
only tensors in (5.2) having non-zero bth 2-slices. 
Lemma 19. Assume V ⊂ Cn is a two-dimensional linear space containing a vector
with non-zero first coordinate. Then the set of all rank-one symmetric matrices
whose first row and column are in V \ {0} spans a three-dimensional linear space.
Proof. Let V be spanned by a = (1, a2, . . . , an) and b = (1, b2, . . . , bn) and, if
x+ y 6= 0, we denote by Mx,y the rank-one matrix whose first row and column are
equal to xa+yb. We haveMx,y(i|j) = (xai+ybi)(xaj+ybj)/(x+y), and it remains
to check that (x+ y)Mx,y = (x
2 − xy)M1,0 + (y
2 − xy)M0,1 + 2xyM1,1. 
Lemma 20. For any b ∈ Ω12, there are τ1, τ2, τ3 ∈ {1, . . . , 3d + 3} and simple
tensors Φχb with bth χ-slices equivalent to b such that Ψτ1+Ψτ2+Ψτ3 = Φ
1
b+Φ
2
b+Φ
3
b.
Proof. In the proof of Lemma 18 we noticed that the 1-slices of the tensors Ψ1τ are
symmetric, so we can apply Lemma 19 to the 1-slices of tensors Ψ1
t1(b)
, Ψ1
t2(b)
as in
Lemma 18. We see that (at most) three tensors among (Ψτ ) can have a non-zero
(b|b|b) entry, and the sum of these tensors has the same bth slices as S. 
The considerations of Lemmas 16–20 can be repeated for B13 and B23 instead of
B12, which leads us to the following.
Lemma 21. There are linearly independent subsets Ω12 ⊂ D12, Ω13 ⊂ D13, Ω23 ⊂
D23 of cardinality 59 each such that, for any b ∈ Ω12∪Ω13∪Ω23, there are τ1, τ2, τ3 ∈
{1, . . . , 3d + 3} and simple tensors Φχb with χ-slices collinear to b such that Ψτ1 +
Ψτ2 +Ψτ3 = Φ
1
b +Φ
2
b +Φ
3
b .
Let β12 ∈ D12, β13 ∈ D13, β23 ∈ D23 be matrices such that Ω12 ∪ {β12} is a
basis of L12, Ω13 ∪ {β13} is a basis of L13, Ω23 ∪ {β23} is a basis of L23. We write
B′ = B45 ∪ B1234 ∪ {β12, β13, β23} and
Φ =
∑
b∈Ω12∪Ω13∪Ω23
(Φ1b +Φ
2
b +Φ
3
b).
Applying the 1-, 2-, 3-transformations as those in the beginning of this section but
with S − Φ, B′ instead of S, B, we get a decomposition
(5.6) S − Φ = Ξ1 + Ξ2 + Ξ3 +
∑
b∈B′
(Ξ1b + Ξ
2
b + Ξ
3
b),
with Ξχb having χ-slices collinear to b. Let N be the last summand of (5.6).
Lemma 22. If i, j, k ∈ {1, 2, 5}, then there are c1, c2, c3 ∈ Σ such that N (π) = 0
for any permutation π of the family (i, c1|j, c2|k, c3).
Proof. We note that L(1, a|5, b) = L(2, a|5, b) = L(i, a|i, b) = 0 for all L ∈ L and
all a, b that are far apart. Therefore, we can take (c1, c2, c3) to be arbitrary indexes
that are pairwise far apart and get the desired result immediately for (i, j, k) equal
to (i, i, i), (i, i, 5), (i, 5, 5) or any permutation of these.
Further, we denote by C1, C2 ⊂ Σ the sets for which {1} × C1 ∪ {2} × C2 is the
support of β12. Since neither C1 nor C2 equals Σ, we can find two families of pairwise
far apart indexes (c1, c2, c3), (c4, c5, c6) such that c1 /∈ C1 and c6 /∈ C2. Then the
entries (1, c1|2, c2|2, c3), (1, c1|2, c2|5, c3), (1, c4|1, c5|2, c6), and their permutations
are zero in N . 
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Now we apply Lemma 14 with E equal to the restriction of the tensor Ξ1+Ξ2+Ξ3
as in (5.6) to I, and we are going to discuss the corresponding tensor F . For all
i, j, k ∈ {1, 2, 5}, the value F (i|j|k) is equal to the (i, c1|j, c2|k, c3) entry of S−Φ−N .
According to Lemma 22, and since S − Φ is a symmetric tensor, we can choose
c1, c2, c3 such that E(π) is the same for any permutation π of (i, c1|j, c2|k, c3).
Therefore, F (1, 2, 5|1, 2, 5|1, 2, 5) is a symmetric tensor as well.
Finally, we note that Lemma 22 can be proved with {1, 3, 5} and {2, 3, 5} instead
of {1, 2, 5}. So we see that F (1, 3, 5|1, 3, 5|1, 3, 5) and F (2, 3, 5|2, 3, 5|2, 3, 5) are also
symmetric tensors, which gives a contradiction with Lemma 15.
6. Further work
Several problems related to Conjecture 1 remain open. In particular, we can
define the symmetric rank of a tensor T with respect to any field F as the smallest
integer r for which T is an F-linear combination of r symmetric simple tensors with
coefficients in F.
Problem 23. Does there exist a field over which the rank and symmetric rank of
any symmetric tensor agree?
Problem 23 has been considered over R in [8] but remains open. Joint efforts of
the author and Mateusz Micha lek did not allow to construct a real decomposition of
S of rank 903, which suggests that the counterexample provided in this paper cannot
disprove the real version of Comon’s conjecture. However, the technique presented
in this paper allows the author to expect a negative answer to Problem 23.
Another interesting question is the partially symmetric version of Comon’s con-
jecture. A 3-dimensional tensor is called partially symmetric if its 3-slices are
symmetric, and the notion of partially symmetric rank arises in the same way as
rank but simple tensors in decompositions are required to be partially symmetric.
Problem 24. (See [4].) Does there exist a partially symmetric tensor with different
rank and partially symmetric rank?
This statement seems to be closer than Comon’s conjecture to the theorem on the
equality of rank and symmetric rank of matrices, and it may be harder to disprove.
The author does not know if the present technique is applicable to Problem 24, but
he thinks he managed to construct quite a complicated counterexample showing
that the solution of Problem 24 is negative. The author hopes to revisit the real
and partially symmetric versions of Comon’s conjecture in future work.
Finally, let us mention the analogue of Comon’s conjecture for border ranks of
tensors, see [3]. Recall that the (symmetric) border rank of a real or complex tensor
T is the smallest r such that T is the limit of a sequence of (symmetric) tensors
with (symmetric) rank at most r.
Problem 25. (See [3].) Does there exist a symmetric tensor with different border
rank and symmetric border rank?
The author did not manage to make any progress on Problem 25. While prepar-
ing the first draft of this paper, he was hoping that the border rank analogues of
Lemma 5 and Conjecture 6 could be helpful for the study of this problem. The
author would like to thank Mateusz Micha lek and Emanuele Ventura for explaining
to him why do the analogues of these statements fail for border rank.
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