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Abstract
Beta ensembles on the real line with three classical weights (Gaussian, La-
guerre and Jacobi) are now realized as the eigenvalues of certain tridiagonal
random matrices. The paper deals with beta Jacobi ensembles, the type with
the Jacobi weight. Making use of the random matrix model, we show that in
the regime where βN → const ∈ [0,∞), with N the system size, the empirical
distribution of the eigenvalues converges weakly to a limiting measure which be-
longs to a new class of probability measures of associated Jacobi polynomials.
This is analogous to the existing results for the other two classical weights. We
also study the limiting behavior of the empirical measure process of beta Jacobi
processes in the same regime and obtain a dynamic version of the above.
Keywords: beta Jacobi ensembles ; associated Jacobi polynomials ; beta Jacobi
processes
AMS Subject Classification: Primary 60F05; Secondary 60B20, 60K35
1 Introduction
Real beta ensembles are ensembles of real particles distributed according to the fol-
lowing joint probability density function
Z ·
∏
i<j
|λj − λi|β
N∏
l=1
w(λl), (β > 0), (1)
where w(λ) ≥ 0 is a weight function and Z is the normalizing constant. They play
important roles in many areas such as mathematical physics, statistical mechanics,
randommatrix theory, multivariate statistical theory and representation theory. With
three classical weights
w(λ) =


e−λ
2/2, λ ∈ (−∞,∞), Gaussian,
λαe−λ, λ ∈ (0,∞), (α > −1), Laguerre,
λa(1− λ)b, λ ∈ (0, 1), (a > −1, b > −1), Jacobi,
(2)
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the ensembles are called Gaussian beta ensembles, beta Laguerre ensembles and beta
Jacobi ensembles, respectively. The three classical beta ensembles with specific values
of β were originally known as the eigenvalues of random matrices: Gaussian orthog-
onal/unitary/symplectic ensembles (Gaussian weight, β = 1, 2, 4), Wishart/Laguerre
matrices (Laguerre weight, β = 1, 2), and ‘double Wishart’ matrices (Jacobi weight,
β = 1). However, they are now realized as the eigenvalues of certain tridiagonal
random matrices [5, 14] for any β > 0.
Study the limiting behavior of the empirical distribution of the eigenvalues is a
very first problem in random matrix theory. Under some mild conditions on the
weight w, the empirical distribution converges weakly to a limiting probability mea-
sure µw (called the equilibrium of the system), almost surely. The convergence to
the equilibrium µw holds even when the parameter β varies but satisfies βN → ∞.
What happens when βN stays bounded? It turns out that the empirical distribution
converges to a different limit µc in the regime where βN → 2c ∈ [0,∞) [10, 15, 17].
Note that all those results have been proved by analyzing the joint density of the beta
ensembles.
For Gaussian beta ensembles and beta Laguerre ensembles, based on their tridi-
agonal random matrix model and a duality relation between β and 4/β, the limiting
measure µc in the regime βN → 2c can be calculated explicitly. It was shown in
[8, 20] that in the Gaussian case (resp. Laguerre case) the limit µc belongs to a family
of probability measures of associated Hermite polynomials (resp. associated Laguerre
polynomials). Here Hermite polynomials (resp. Laguerre polynomials) are known to
be orthogonal polynomials with respect to the Gaussian weight (resp. the Laguerre
weight). Their associated orthogonal polynomials obtained by shifting the coefficients
in the three term recurrence relation were studied in 1980s in [1, 12]. These motivate
this study to see if an analogous phenomenon happens for beta Jacobi ensembles. We
find out that the limiting measure µc in the Jacobi case belongs to a new family of
associated Jacobi polynomials which is slightly different from the two existing ones
[13].
Let us introduce some preliminaries before stating our main result. Let µ be a
nontrivial (µ is not supported on finite points) probability measure on R with all
finite moments. Then the set {1, x, x2, . . . } is linearly independent in L2(R, µ). Let
Pn = x
n + lower orders, P0 = 1 be the orthogonal polynomials resulting from the
Gram Schmidt orthogonalization process applying to that set. Then the polynomials
{Pn} satisfy a three term recurrence relation
xPn = Pn+1 + an+1Pn + b
2
nPn−1, n ≥ 0, (3)
for coefficients an ∈ R, bn > 0, n ≥ 1, (b0 := 0). Moreover, {pn = (b1 · · · bn)−1Pn}n≥0
become an orthogonal system and the linear transformation of multiplication by x in
L2(R, µ) has the following transition matrix
J =


a1 b1
b1 a2 b2
. . .
. . .
. . .

 , (4)
namely, J~p = x~p, where ~p = (p0, p1, . . . )
t. The matrix J is called the Jacobi matrix
of the probability measure µ.
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The inverse problem is to find a probability measure which orthogonalizes poly-
nomials {Pn} satisfying a three term recurrence relation (3) for given {an ∈ R, bn >
0}n≥1, or equivalently, for given infinite Jacobi matrix J . This is a classical problem
related to the Hamburger moment problem. Any probability measure µ satisfying∫
xkdµ(x) = Jk(1, 1), k = 0, 1, . . . , (5)
is a solution. As a measure µ satisfying the moments condition (5) always exists, it is,
in general, not unique. The uniqueness of the moment problem which is equivalent to
the essential self-adjointness of the operator J on ℓ2(N) holds under a useful sufficient
condition
∑
b−1n = ∞ [19, Corollary 3.8.9]. The measure µ is called the spectral
measure of J , or the probability measure of the polynomials {Pn} in case of unicity.
Jacobi polynomials are orthogonal polynomials with respect to the Jacobi weight
xa(1 − x)bdx, 0 < x < 1. From the three term recurrence relation of Jacobi polyno-
mials, we deduce that the Jacobi matrix of Jacobi polynomials is given by
JJa =


√
λ0√
µ1
√
λ1
. . .
. . .




√
λ0
√
µ1√
λ1
√
µ2
. . .
. . .

 ,
{
λn =
n+a+1
2n+a+b+2
n+a+b+1
2n+a+b+1 , n ≥ 0,
µn =
n
2n+a+b+1
n+b
2n+a+b , n ≥ 1.
Our main result is as follows.
Theorem 1.1. Let LN = N
−1
∑N
i=1 δλi be the empirical distribution of the beta
Jacobi ensemble
Z ·
∏
i<j
|λj − λi|β
N∏
l=1
λal (1− λl)b, λi ∈ (0, 1).
Here δλ denotes the Dirac measure at λ. Let a, b > −1 be fixed. Then in the regime
where βN → 2c ∈ [0,∞), the empirical distribution LN converges weakly to a limiting
measure νa,b,c, almost surely. Here νa,b,c is the spectral measure of the following Jacobi
matrix
Jc =


√
λˆ0(c)√
µ1(c)
√
λ1(c)
. . .
. . .




√
λˆ0(c)
√
µ1(c)√
λ1(c)
√
µ2(c)
. . .
. . .

 ,


λˆ0(c) =
c+a+1
2c+a+b+2 ,
λn(c) =
n+c+a+1
2n+2c+a+b+2
n+c+a+b+1
2n+2c+a+b+1 ,
µn(c) =
n+c
2n+2c+a+b+1
n+c+b
2n+2c+a+b , n ≥ 1.
To show this result, we will make use of the tridiagonal random matrix model
together with some ideas already used in the study of Gaussian beta ensembles and
Laguerre beta ensembles. Note that when c = 0, the Jacobi matrix Jc coincides with
JJa. For c = 1, 2, . . . , except the first λˆ0, the parameters in Jc are shifted from those
in JJa, that is, λn(c) = λn+c, µn(c) = µn+c. Thus, we called the model with matrix
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Jc associated Jacobi polynomials. This new model is slightly different from the two
existing ones of associated Jacobi polynomials. See Appendix A for more details.
The paper also establishes a dynamic version of that result. Consider the so-called
beta Jacobi processes which are defined to be processes {λi(t)}i=1,...,N in
W :=
{
{xi} ∈ RN : 0 ≤ x1 ≤ x2 ≤ · · · ≤ xN ≤ 1
}
satisfying the following system of stochastic differential equations
dλi =
√
2λi(1− λi)dbi +

a+ 1− (a+ b+ 2)λi + β
2
∑
j:j 6=i
2λi(1− λi)
λi − λj

 dt, (6)
with initial condition {λ(N,i)0 } ∈ W , where a > −1, b > −1, and β > 0. For β = 1,
they are introduced in [4] as the eigenvalue process of the real Jacobi matrix process.
The case for general β > 0 was then introduced in [3] in a relation with radial Dunkl
processes. When β ≥ 1, the beta Jacobi processes never collide [11]. They do collide
when 0 < β < 1, but the set of t such that λi(t) = λj(t), for some i 6= j, has Lebesgue
measure zero, almost surely. These processes are a dynamic version of beta Jacobi
ensembles in the sense that the following beta Jacobi ensemble restricted in W ,
const ·
∏
i<j
|λj − λi|β
N∏
l=1
λal (1− λl)b, 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λN ≤ 1,
is their stationary distribution. Here is our result on beta Jacobi processes.
Theorem 1.2. Let µ
(N)
t be the empirical measure process
µ
(N)
t =
1
N
N∑
i=1
δλi(t).
Let a, b > −1 be fixed. Assume that the initial measure µ(N)0 = N−1
∑N
i=1 δλ(N,i)0
con-
verges weakly to a probability measure µ0. Then for any T > 0, in the regime where
βN → 2c ∈ [0,∞), the sequence µ(N)t , as random elements on C([0, T ],P([0, 1])), con-
verges in probability to a deterministic limit µt. Moreover, the continuous probability
measure-valued process µt converges weakly to νa,b,c as t→∞. Here C([0, T ],P([0, 1]))
is the space of continuous maps from [0, T ] to the space P([0, 1]) of probability mea-
sures on [0, 1] endowed with the uniform topology.
For the proof of this dynamic version, we will use the moment method which has
been recently developed in [21] to study beta Laguerre processes.
The paper is organized as follows. In Sect. 2, we introduce the tridiagonal random
matrix model for beta Jacobi ensembles and then prove Theorem 1.1. Section 3 show
the result on the dynamic version. Finally, Appendix A is devoted to introduce
associated Jacobi polynomials.
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2 Beta Jacobi ensembles
A tridiagonal random matrix model for beta Jacobi ensembles was introduced in [14]
as follows. Denote by Beta(a, b) the beta distribution with parameter a, b > 0. Let
p1, . . . , pN and q1, . . . , qN−1 be independent random variables with
pn ∼ Beta((N − n)κ+ a+ 1, (N − n)κ+ b+ 1),
qn ∼ Beta((N − n)κ, (N − n− 1)κ+ a+ b+ 2),
where a, b > −1 and κ = β/2. Let
sn =
√
pn(1− qn−1), n = 1, . . . , N, (q0 = 0),
tn =
√
qn(1− pn), n = 1, . . . , N − 1.
Then a tridiagonal random matrix
JN,β(a, b) =


s1
t1 s2
. . .
. . .
tN−1 sN




s1 t1
s2 t2
. . .
. . .
sN

 .
has the eigenvalues (λ1, . . . , λN ) distributed as the beta Jacobi ensemble
Z ×
∏
i<j
|λj − λi|β
N∏
l=1
λal (1− λl)b, λi ∈ [0, 1],
with Z being the normalizing constant. Note that for β = 1, the ensembles are the
eigenvalues of double Wishart matrices [16, Theorem 3.3.4]. Based on this random
matrix model, the limiting behavior of the empirical distribution, for fixed β, was
studied in [6].
Denote by LN the empirical distribution of the eigenvalues {λi},
LN =
1
N
N∑
i=1
δλi .
Let mk(N,κ, a, b) be the expected value of the kth moment of the empirical distribu-
tion LN , that is,
mk(N,κ, a, b) = E[〈LN , xk〉] = E
[
1
N
trace(JN,β(a, b)
k)
]
.
Here we denote 〈µ, f〉 = ∫ fdµ for an integrable function f with respect to a measure
µ. It turns out that mk(N,κ, a, b) can also be expressed as
mk(N,κ, a, b) = E[JN,β(a, b)
k(1, 1)].
(This property holds for Gaussian beta ensembles, beta Laguerre ensembles as well
(see [7], for example).) Then from formulas for moments of the beta distribution, we
see that mp can be defined for any N,κ, a and b. Our next arguments are based on
the following duality relation which is a consequence of a result in [6, Appendix A]
(see also [9, Eq. (4.15)]).
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Lemma 2.1. The following relation holds
mk(N,κ, a, b) = mk(−κN, 1/κ,−a/κ,−b/κ).
The duality relation suggests that the regime where κN → c with fixed a, b can
be studied by considering the regime where N is fixed, κ→∞, and a = Aκ, b = Bκ,
for fixed A,B > 0. In a new regime, since
pn ∼ Beta((N − n)κ+Aκ+ 1, (N − n)κ+Bκ+ 1), n = 1, 2, . . . , N,
qn ∼ Beta((N − n)κ, (N − n− 1)κ +Aκ+Bκ+ 2), n = 1, 2, . . . , N − 1,
it follows immediately from the limiting behavior of the beta distribution that as
κ→∞,
pn → n−N −A
2n− 2N −A−B, n = 1, 2, . . . , N,
qn → n−N
2n− 2N −A−B + 1 , n = 1, 2, . . . , N − 1,
and thus
s21 = p1 →
1−N −A
2− 2N −A−B , (7)
s2n = pn(1− qn−1)→
n−N −A
2n − 2N −A−B
n−N −A−B
2n− 2N −A−B − 1 , n ≥ 2 (8)
t2n = qn(1− pn)→
n−N
2n− 2N −A−B + 1
n−N −B
2n− 2N −A−B , n ≥ 1. (9)
Next, we define
λˆ0(c) =
c+ a+ 1
2c+ a+ b+ 2
,
λn(c) =
n+ c+ a+ 1
2n+ 2c+ a+ b+ 2
n+ c+ a+ b+ 1
2n+ 2c+ a+ b+ 1
, n ≥ 1,
µn(c) =
n+ c
2n+ 2c+ a+ b+ 1
n+ c+ b
2n+ 2c+ a+ b
, n ≥ 1,
by exchanging N ↔ −c,A ↔ −a,B ↔ −b in the limits (7), (8) and (9) and then
form an infinite Jacobi matrix JIII
JIII =


√
λˆ0√
µ1
√
λ1
. . .
. . .




√
λˆ0
√
µ1√
λ1
√
µ2
. . .
. . .


=


λˆ0
√
λˆ0µ1√
λˆ0µ1 λ1 + µ1
√
λ1µ2
. . .
. . .
. . .

 .
Here for simplicity, we have removed the dependence on c in formulas. Then the
duality relation implies the following result.
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Lemma 2.2. For fixed a, b > −1, as κN → c ∈ [0,∞),
mk(N,κ, a, b) → (JIII)k(1, 1).
The convergence of the expected values, together with the tridiagonal random
matrix model, implies the almost sure convergence of moments of the empirical dis-
tribution LN . The reason is that
〈LN , xk〉 = 1
N
trace(JN,β(a, b)
k) =
1
N
N∑
i=1
(JN,β(a, b)
k)(i, i)
is a sum whose summands (JN,β(a, b)
k)(i, i) and (JN,β(a, b)
k)(j, j) are independent,
if |i − j| is large enough. A detail is omitted because it is similar to arguments used
in case of Gaussian beta ensembles [22] and of beta Laguerre ensembles [20].
Let νa,b,c be the spectral measure of the Jacobi matrix JIII , that is, a unique
measure satisfying ∫
xkdνa,b,c = (JIII)
k(1, 1), k = 0, 1, 2, . . . .
The measure is unique because entries in JIII are bounded. We rewrite what has
been argued as follows. For any k = 1, 2, . . . , as βN → 2c,
〈LN , xk〉 → 〈νa,b,c, xk〉 almost surely.
That is to say, in the considering regime, each moment of LN converges to the corre-
sponding moment of νa,b,c. This implies the weak convergence of probability measure
because the limit measure is determined by moments (see [7] for example). Therefore,
we have just proved the following.
Theorem 2.3. Let a, b > −1 and c ≥ 0 be fixed. Then in the regime where βN → 2c,
the sequence of the empirical distribution LN converges weakly to νa,b,c, almost surely.
3 Beta Jacobi processes
In this section, we establish a dynamic version of Theorem 2.3. Recall that beta
Jacobi processes are processes in W which satisfy the following system of stochastic
differential equations (SDE)
dλi =
√
2λi(1− λi)dbi +

a+ 1− (a+ b+ 2)λi + β
2
∑
j:j 6=i
2λi(1− λi)
λi − λj

 dt, (10)
with initial condition {λ(N,i)0 } ∈W , where a > −1, b > −1, and β > 0. Here
W :=
{
{xi} ∈ RN : 0 ≤ x1 ≤ x2 ≤ · · · ≤ xN ≤ 1
}
.
Recall also that the beta Jacobi ensemble restricted in W ,
const ·
∏
i<j
|λj − λi|β
N∏
l=1
λal (1− λl)b, 0 ≤ λ1 ≤ λ2 ≤ · · · ≤ λN ≤ 1, (11)
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is their stationary distribution. Note that by the symmetry of {λi} in the joint density,
the empirical distribution of the non-restricted case and that of the restricted case
have the same distribution.
We now study the limiting behavior of the empirical measure process µ
(N)
t ,
µ
(N)
t =
1
N
N∑
i=1
δλi(t),
in the regime where βN → 2c ∈ [0,∞). For simplicity, let c be fixed and β = 2c/N .
(We cannot do it when c = 0, but the argument is the same.) For f ∈ C2([0, 1]), by
Itoˆ’s formula, we deduce that
d〈µ(N)t , f〉 =
1
N
N∑
i=1
√
2λi(1− λi)f ′(λi)dbi
+
1
N
∑
i
f ′(λi)

a+ 1− (a+ b+ 2)λi + c
N
∑
j:j 6=i
2λi(1− λi)
λi − λj

 dt
+
1
N
N∑
i=1
λi(1− λi)f ′′(λi)dt,
which can be rewritten as
d〈µ(N)t , f〉 = dM (N)t + 〈µ(N)t , (a+ 1)f ′ − (a+ b+ 2)xf ′ + x(1− x)f ′′(x)〉dt
+ c
∫∫
x(1− x)f ′(x)− y(1− y)f ′(y)
x− y dµ
(N)
t (x)dµ
(N)
t (y)dt
− c
N
〈µ(N)t , [x(1 − x)f ′(x)]′〉dt, (12)
where M
(N)
t is a martingale with the quadratic variation
[M (N)]t =
1
N
∫ t
0
〈µ(N)s , 2x(1 − x)f ′(x)2〉ds.
To be more precise, the above identity is true when {λi(t)} are distinct, which holds
for almost every t.
The moment method has been used in [21] to study the limiting behavior of the
empirical measure process for beta Laguerre processes. We observe that the approach
is applicable for our model without any difficulty. Therefore, rather than providing
detailed proof, we will only sketch some main ideas. For k = 1,2, . . . , let
S
(N)
k (t) = 〈µ(N)t , xk〉 =
1
N
N∑
i=1
λi(t)
k
be the kth moment process of µ
(N)
t . Then equation (12) with f = x
k can be expressed
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in the integral form as follows
S
(N)
k (t) = 〈µ(N)0 , xk〉+M (N)k (t)− k(2c+ a+ b+ k + 1)
∫ t
0
S
(N)
k (s)ds
+ k(a+ k)
∫ t
0
S
(N)
k−1(s)ds
+ ck
∫ t
0
k−1∑
i=0
S
(N)
i (s)S
(N)
k−1−i(s)ds− ck
∫ t
0
k−1∑
j=1
S
(N)
j (s)S
(N)
k−j(s)ds
− c
N
∫ t
0
(k2S
(N)
k−1(s)− k(k + 1)S(N)k (s))ds. (13)
Here M
(N)
k denotes the corresponding martingale part. Given that {S(N)l (t)}0≤l≤k−1
and M
(N)
k are known, the equation (13) becomes an initial value ordinary differential
equation (ODE) of
∫ t
0 S
(N)
k (s)ds, and thus, an explicit formula for S
(N)
k (t) can be
derived. For fixed T > 0, let X be the space C([0, T ],R) of continuous functions on
[0, T ] endowed with the uniform norm. Then S
(N)
k and M
(N)
k are random elements
on X. By Doobs martingale inequality, the martingale part M
(N)
k is easily shown to
converge in probability to zero in X. Then imitate arguments used in [21], we arrive
at the following.
Theorem 3.1. Assume that the initial measure µ
(N)
0 = N
−1
∑N
i=1 δλ(N,i)0
converges
weakly to a probability measure µ0. Then the following hold.
(i) For each k = 1, 2, . . . , the sequence of S
(N)
k , as random elements on X, converges in
probability to a deterministic limit mk(t), which is defined inductively as the solution
of the following initial value ODE
m′k(t) = −k(2c+ a+ b+ k + 1)mk(t) + k(a+ k)mk−1(t)
+ ck
k−1∑
i=0
mi(t)mk−1−i(t)− ck
k−1∑
j=1
mj(t)mk−j(t),
mk(0) = ak = lim
N→∞
〈µ(N)0 , xk〉. (14)
Here m0(t) ≡ 1.
(ii) Let {uk} be a sequence defined as u0 = 1,
uk =
1
2c+ a+ b+ k − 1
(
(a+ k − 1)uk−1 + c
k−1∑
i=0
uiuk−1−i − c
k−1∑
j=1
ujuk−j
)
, (15)
for k = 1, 2, . . . . Then limt→∞mk(t) = uk.
(iii) Let µt be the unique measure with moments {mk(t)}. Then the sequence of the
empirical measure process µ
(N)
t converges in probability to µt as random elements on
the space C([0, T ],P([0, 1])).
We omit the proof but give some comments.
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(i) For our model, since all probability measures involved here are supported in
[0, 1], it follows that the weak convergence of probability measures is equivalent
to the convergence of moments.
(ii) We have assumed that the initial state {λ(N,i)0 } ∈ W is non-random, but
the theorem still holds when the initial state is random. In particular, when
{λ(N,i)0 } ∈ W is distributed as the beta Jacobi ensemble (11), which is the sta-
tionary distribution of the system of SDEs (10), the assumption on the initial
measure in the theorem is still fulfilled. This implies that the sequence {uk}
coincides with the moments of the limiting measure νa,b,c. Therefore, the mea-
sure µt converges weakly to νa,b,c as t →∞. This proves the last statement in
Theorem 1.2.
A Associated Jacobi polynomials
In this section, we introduce the classical theory of associated Jacobi polynomials
and derive some properties of the limiting measure νa,b,c. Let us recall from the
introduction the relation between orthogonal polynomials and Jacobi matrices. Let
{Pn = xn + lower powers}n≥0 be a sequence of monic polynomials satisfying the
following three term recurrence relation
xPn = Pn+1 + an+1Pn + b
2
nPn−1, n ≥ 0,
where b0 = 0, bn > 0, an ∈ R, n = 1, 2, . . . . We form an infinite symmetric tridiagonal
matrix J , called a Jacobi matrix
J =


a1 b1
b1 a2 b2
. . .
. . .
. . .

 .
Then there is a probability measure µ on R such that∫
xkdµ = Jk(1, 1), k = 0, 1, . . . . (16)
Moreover, the polynomials {Pn} are orthogonal with respect to µ,
∫
R
Pm(x)Pn(x)dµ(x) =
{
0, m 6= n,
b21 · · · b2n, m = n.
In case the measure µ satisfying the moments condition (16) is unique, or the
measure µ is determined by moments, it is called the spectral measure of the Jacobi
matrix J . We also call it the probability measure of orthogonal polynomials {Pn}.
The matrix J is referred to as the Jacobi matrix of {Pn} as well. When the parameters
{an} and {bn} are bounded, then clearly the measure µ is unique and has compact
support. Assume from now that the measure µ is unique. Then the polynomials are
dense in L2(R, µ), and thus the normalization pn = Pn/(b1 · · · bn), n ≥ 1; p0 = 1 which
satisfies
xpn = bn+1pn+1 + an+1pn + bnpn−1, n ≥ 0, (b0 := 0)
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becomes an orthonormal basis in L2(R, µ). The matrix J is then a transition matrix
of the operator f 7→ xf(x) on L2(R, µ) with respect to the basis {pn}.
Let Sµ(z), or SJ(z) be the Stieltjes transform of µ,
Sµ(z) =
∫
dµ(x)
x− z = (J − z)
−1(1, 1), z ∈ C \ R.
It coincides with the m-function in the theory of Jacobi matrices. Let J+ be the
Jacobi matrix obtained from J by removing the first row and the first column. Assume
further that the spectral measure of J+ is also unique. Then the following relation
holds
− 1
SJ(z)
= z − a1 + b21SJ+(z). (17)
The proof of all statements above can be found in [2, 19].
Back to our topic, Jacobi polynomials are known to be orthogonal polynomials
on [−1, 1] with respect to the measure (1− x)a˜(1− x)b˜dx. However, in this work, we
consider their variants which are orthogonal on [0, 1] with respect to xa(1 − x)bdx.
From the three term recurrence formula for Jacobi polynomials, it turns out that
their Jacobi matrix is given by
J =


λ0 + µ0
√
λ0µ1√
λ0µ1 λ1 + µ1
√
λ1µ2
. . .
. . .
. . .

 , with c = 0.
Here for convenience, we recall the notations
λˆ0 =
c+ a+ 1
2c+ a+ b+ 2
,
λn =
n+ c+ a+ 1
2n+ 2c+ a+ b+ 2
n+ c+ a+ b+ 1
2n+ 2c+ a+ b+ 1
, n ≥ 0,
µn =
n+ c
2n+ 2c+ a+ b+ 1
n+ c+ b
2n+ 2c+ a+ b
, n ≥ 0.
Associated Jacobi polynomials: Model I. Orthogonal polynomials related to the
following (Jacobi) matrix was considered in [23]
JI =


λ0 + µ0
√
λ0µ1√
λ0µ1 λ1 + µ1
√
λ1µ2
. . .
. . .
. . .

 .
Here the requirement is that c ≥ 0, c + a > 0, c + b > 0. Note that for c ∈ N,
{λn(c), µn(c)} = {λn+c(0), µn+c(0)} are shifted from the parameters of Jacobi poly-
nomials, and hence the name. Explicit representations for orthogonal polynomials
and for the spectral measure were derived.
Associated Jacobi polynomials: Model II. With a slightly modification of the first
entry, another model of associated Jacobi polynomials was studied in [13]. In the
terminology here, this model is related to the following matrix
JII =


λ0
√
λ0µ1√
λ0µ1 λ1 + µ1
√
λ1µ2
. . .
. . .
. . .

 .
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The model was motivated from the study of birth and death processes in which µ0
representing the death rate at 0 is naturally assumed to be zero.
Associated Jacobi polynomials: Model III. In this paper, we encounter with a new
type of associated Jacobi polynomials, which is different from Model II by replacing
λ0 with λˆ0
JIII =


λˆ0
√
λˆ0µ1√
λˆ0µ1 λ1 + µ1
√
λ1µ2
. . .
. . .
. . .

 .
Here recall that c ≥ 0 and a, b > −1. However, for the meaning of this model, we
only need c+1 > 0, c+ a+1 > 0, c+ b+1 > 0. Observe that when the first row and
the first column of JIII are removed, we get Model I (with parameter c + 1). Thus,
by using the relation (17), we see that
SIII(z) = − 1
z − λˆ0 + λˆ0µ1SI(z; c+ 1)
,
where SIII(z) is the Stieltjes transform of the spectral measure of JIII , and SI(z; c)
denotes the Stieltjes transform of the spectral measure in Model I. It was shown in
[23] that
SI(z; c) = −2F1(c+ 1, c+ a+ 1; 2c+ a+ b+ 2; 1/z)
z 2F1(c, c+ a; 2c + a+ b; 1/z)
.
Here 2F1 denotes the hypergeometric function. Then after some simplifications, we
deduce that
SIII(z) = −2F1(c+ 1, c+ a+ 1; 2c + a+ b+ 2; 1/z)
z 2F1(c, c + a+ 1; 2c + a+ b+ 2; 1/z)
.
From which, an explicit formula for νIII can be derived.
For the sake of the completeness, we include here the formula of the Stieltjes
transform in all three models.
Theorem A.1. Let Si, i ∈ {I, II, III} be the Stieltjes transforms of the probability
measures of associated Jacobi polynomials in Model i. Then the following hold
SI(z) = −2F1(c+ 1, c+ a+ 1; 2c + a+ b+ 2; 1/z)
z 2F1(c, c+ a; 2c + a+ b; 1/z)
;
SII(z) = −2F1(c+ 1, c+ a+ 1; 2c + a+ b+ 2; 1/z)
z 2F1(c, c + a+ 1; 2c + a+ b+ 1; 1/z)
;
SIII(z) = −2F1(c+ 1, c+ a+ 1; 2c + a+ b+ 2; 1/z)
z 2F1(c, c + a+ 1; 2c + a+ b+ 2; 1/z)
.
Next, we imitate the method in [13] to derive an explicit density for the spectral
measure in Model III. The approach requires a is not an integer number.
Step 1. Let {Rn = Ra,bn (x; c)} be defined as
n+ c+ 1
n+ c+ a+ 1
λnRn+1 = (x− λn − µn)Rn − n+ c+ a
n+ c
µnRn−1, n ≥ 0,
with initial conditions
R−1 = 0, R0 = 1.
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Note that {Rˆn := Ra,bn−1(x; c + 1)} satisfies the same recurrence relation with {Rn}
but with different initial conditions
Rˆ0 = 0, Rˆ1 = 1.
The following formula for Rn was known [23] (Eq. (28))
Rn = R
(a,b)
n (x; c)
=
(−1)nΓ(c+ 1)Γ(γ + c)
aΓ(a+ c)(γ + 2c− 1)Γ(γ + c− a− 1)
×
{
Γ(γ + c− a− 1)Γ(n + a+ c+ 1)
Γ(γ + c− 1)Γ(n + c+ 1)
× 2F1(c, 2 − γ − c; 1− a;x) 2F1(−n− c, n + γ + c; a+ 1;x)
− Γ(a+ c)Γ(n+ γ + c− a)
Γ(c)Γ(n+ c+ γ)
× 2F1(1− c, γ + c− 1; a+ 1;x) 2F1(n+ c+ 1, 1 − n− γ − c; 1− a;x)
}
,
with γ = a+ b+ 1.
We consider the following sequence of orthogonal polynomials {Pn}
P0 = 1,
c+ 1
c+ a+ 1
λˆ0P1 = (x− λˆ0)P0,
n+ c+ 1
n+ c+ a+ 1
λnPn+1 = (x− λn − µn)Pn − n+ c+ a
n+ c
µnPn−1, n ≥ 1.
Since {Pn}, {Rn} and {Rˆn} satisfy the same recurrence relation and since {Rn} and
{Rˆn} are linearly independent, the sequence {Pn} can be expressed as
Pn = ARn +BRˆn,
where A and B are constants not depending on n, which can be solved from the initial
conditions. As the result, we get the following expression for {Pn}
Pn = R
a,b
n (x; c) +
{
c(c+ b)(2c + γ + 1)
(c+ 1)(2c + γ − 1)(c + γ) −
c(2c+ γ + 1)
(c+ 1)(c+ γ)
x
}
Ra,bn−1(x; c+ 1).
Lemma A.2. The polynomial Pn has the following expression
(−1)nPn = Γ(c+ 1)Γ(n + c+ a+ 1)
Γ(n+ c+ 1)Γ(c+ a+ 1)
2F1(c,−c − γ;−a;x)
× 2F1(−c− n, c+ n+ γ; 1 + a;x)
− cΓ(γ + c+ 1)Γ(n + c+ b+ 1)
a(a+ 1)Γ(γ + n+ c)Γ(c + b+ 1)
x(1− x) 2F1(1− c, 1 + c+ γ; 2 + a;x)
× 2F1(1 + c+ n,−c− n− a− b; 1− a;x).
Step 2. It follows from the definition of {Pn} that Pn is a polynomial of degree
n with the highest coefficient(
λˆ0λ1 · · ·λn−1 (c+ 1)n
(c+ a+ 1)n
)−1
.
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Here (q)n is the Pochhammer symbol defined by
(q)n =
{
1, n = 0,
q(q + 1) · · · (q + n− 1), n ≥ 1.
Let ν = νa,b,c be the spectral measure of JIII. Then the sequence {pn = Pn/ζn}
becomes an orthonormal system in L2(R, ν), where
ζn =
(
µ1µ2 · · ·µn
λˆ0λ1 · · ·λn−1
)1/2 (c+ a+ 1)n
(c+ 1)n
.
By using the following asymptotic of gamma functions
Γ(a+ n)
Γ(b+ n)
≈ na−b as n→∞,
we obtain the asymptotic of ζn as
ζn ≈ 1√
2n
(
Γ(c+ 1)Γ(c + a+ b+ 2)
Γ(c+ a+ 1)Γ(c + b+ 1)
)1/2
.
Here f(n) ≈ g(n) as n → ∞ means that f(n)/g(n) → 1 as n → ∞. In addition, by
using the asymptotic of the hypergeometric function 2F1
2F1(a+ n, b− n; c; sin2 θ)
≈ Γ(c)n
−c+1/2(cos θ)c−a−b−1/2√
π(sin θ)c−1/2
cos
[
2nθ + (a− b)θ + π
2
(1
2
− c
)]
as n→∞, θ ∈ (0, π/2), we can derive the asymptotic of pn(x) for x ∈ (0, 1) as
lim sup
n→∞
p2n(x) =
2
π
Γ(c+ a+ 1)Γ(c + b+ 1)
Γ(c+ 1)Γ(c + a+ b+ 2)
(1− x)−b−1/2x−a−1/2|U(x) + eipibV (x)|2,
where
U(x) =
Γ(c+ 1)Γ(a+ 1)
Γ(1 + c+ a)
2F1(c,−c− a− b− 1;−a;x) (18)
V (x) =
−πcΓ(c+ a+ b+ 2)
sin(πa)Γ(1 + c+ b)Γ(2 + a)
(1− x)1+bx1+a 2F1(1− c, 2 + c+ a+ b, 2 + a, x).
(19)
Step 3. We now use the following result to derive the density of ν.
Lemma A.3 ([18, pp. 141–143]). Let J be a Jacobi matrix
J =


a1 b1
b1 a2 b2
. . .
. . .
. . .

 , an ∈ R, bn > 0
with bounded parameters and let ν be its spectral measure. Let {pn(x)} be its or-
thonormal polynomials. Assume that
∞∑
n=1
(|an − a|+ |bn − b|) <∞,
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where a ∈ R and b > 0 are constants. Then for almost everywhere x ∈ (a−2b, a+2b),
lim sup
n→∞
√
(x− a+ 2b)(a + 2b− x)p2n(x)νac(x) =
2
π
.
Here νac(x) is the density of the absolutely continuous part of ν. Moreover, supp(νac) =
[a− 2b, a+ 2b] and the singular part is supported outside (a− 2b, a+ 2b).
Using the lemma, we conclude that the density of the absolutely continuous part
of the spectral measure ν is given by
νac(dx) =
Γ(c+ 1)Γ(c+ a+ b+ 2)
Γ(c+ a+ 1)Γ(c+ b+ 1)
xa(1− x)b
|U(x) + eipibV (x)|2 , 0 < x < 1.
The singular part is actually zero, which can be proof in a similar way as in Model
II [13]. In conclusion, we obtain the following explicit formula for the density of the
spectral measure νa,b,c in Model III.
Theorem A.4. Assume that c ≥ 0, c + a > 0 and c+ b > 0 and a is not an integer
number. Then the spectral measure ν = νa,b,c in Model III is absolutely continuous
with density
ν(dx) =
Γ(c+ 1)Γ(c + a+ b+ 2)
Γ(c+ a+ 1)Γ(c+ b+ 1)
xa(1− x)b
|U(x) + eipibV (x)|2 , 0 < x < 1.
with U and V given in (18) and (19).
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