Abstract. We present a short analytic proof of the equality between the analytic and combinatorial torsion. We use the same approach as in the proof given by Burghelea, Friedlander and Kappeler, but avoid using the difficult Mayer-Vietoris type formula for the determinants of elliptic operators. Instead, we provide a direct way of analyzing the behaviour of the determinant of the Witten deformation of the Laplacian. In particular, we show that this determinant can be written as a sum of two terms, one of which has an asymptotic expansion with computable coefficients and the other is very simple (no zeta-function regularization is involved in its definition).
For the case when the metric g F is flat, the theorem was conjectured by Ray and Singer [RS] . The Ray-Singer conjecture was proven independently by Cheeger [Ch] and Müller [Mü1] . Later Müller [Mü2] extended the result to the case when g F is not necessarily flat, but the induced metric on det F is flat. The methods of Cheeger and Müller are both based on a combination of the topological and analytical methods. Bismut and Zhang [BZ1] suggested a purely analytical proof of the Ray-Singer conjecture and generalized it to the case, when the dimension of M is not necessarily odd and the induced metric on det F is not flat.
Another purely analytical proof of Theorem 1.2 was suggested by Burghelea, Friedlander and Kappeler [BFK2] . Their method was based on application of the highly non-trivial Mayer-Vietoristype formula for the determinant of an elliptic operator [BFK1] .
In this paper we suggest a new proof of Theorem 1.2, which essentially follows the lines of [BFK2] but is considerably simpler in several steps. In particular, we avoid the use of MayerVietoris-type formula from [BFK1] . [Wi] that, when t → ∞, finitely many eigenvalues of ∆ f,t tend to zero (these are, so called "small" eigenvalues), while the rest of the eigenvalues tend to infinity (these are "large" eigenvalues). The Ray-Singer metric can be expressed, roughly speaking, as the product of the contribution of the "small" eigenvalues and the contribution of the "large" eigenvalues, cf. Subsection 4.5. The proof is naturally divided into the study of those two contributions.
The contribution of the "small" eigenvalues is summarized in Theorem 4.6, which was proven by Bismut and Zhang [BZ1] . The original proof was based on difficult results of Helffer and Sjöstrand [HS] . Later Bismut and Zhang [BZ2, §6] found a short and very elegant proof of this result (see also [BFKM] ).
It remains to study the contribution of the "large" eigenvalues, which we denote by ρ RS la (f, t), cf. Subsection 4.5. Let P la,t denote the orthogonal projection on the span of the eigenforms corresponding to the "large" eigenvalues of ∆ f,t . The contribution ρ RS la (f, t) of the "large" eigenvalues is defined in terms of log det ′ [∆ f,t P la,t ], where det ′ denotes the regularized determinant, cf.
Subsection 3.2. Our method is based on the following simple formula, cf. Proposition 5.7,
Here we choose k > n/2, so that the operator (∆ k f,t P la,t + τ t 2k ) −1 is of trace class. The second summand in the right hand side of (1.1) is the logarithm of the determinant of an operator elliptic with parameter, cf. [Sh2, BFK1] . It is shown in the Appendix to [BFK1] that it has a nice asymptotic expansion with computable coefficients. The first summand, though does not have an asymptotic expansion, is very simple since no ζ-function regularization is needed to define it. It is not difficult now to prove the following result (cf. Theorem 5.4): Let M be another Riemannian manifold and F → M be a flat vector bundle over M such that dim F = dim F . Let f : M → R be a Morse function. Assume that the functions f and f have the same critical points structure, cf. Definition 5.2. Then log ρ RS la (f, t) − log ρ RS la ( f , t) has a nice asymptotic expansion with computable coefficients. This result was central in the Burghelea-Friedlander-Kappeler proof, cf. Theorem B of [BFK2] . Set
By [Mi2, Th. 9.3], the Milnor metric, and, hence, R(M, F, f ) is independent of f . It is, however, convenient to keep f in the notation.
In Section 6, we show, that, if f and f have the same critical points structure, then R(M, F, f ) = R( M , F , f ). It follows from [Mi1] that there exist Morse functions f 1 , f 2 satisfying the ThomSmale condition on M × S 2 and M × S 1 × S 1 respectively, which have the same critical points structure. Let F 1 , F 2 denote the lifts of F to M × S 2 and M × S 1 × S 1 respectively. Then
Theorem 2.5 of [RS] expresses the Ray-Singer torsion of the product M × N (here N is a compact Riemannian manifold) in terms of the Ray-Singer torsion of M . In Section 6, we use this result to show that
Combining (1.3) and (1.4) we obtain R(M, F, f ) = 0.
1.4. The results used in the proof. For convenience of the reader, we list all the results which we use but don't prove in this paper.
• [BFKM] ).
• The asymptotic expansion of the trace and the determinant of an operator elliptic with parameter obtained in the Appendix to [BFK1] .
• The expression for Ray-Singer torsion on the product of 2 manifolds, cf. [RS, Th. 2.5].
Apart from these results the paper is completely independent.
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The Milnor metric and the Milnor torsion
2.1. The determinant line of a finite dimensional complex. If λ is a real line, let λ −1 be the dual line. If E is a finite dimensional vector space, set det
Then, by [KM] , there is a canonical isomorphism of real lines
2.2. Two metrics on the determinant line. The Euclidean structure on V • defines a metric on det V • . Let · det H • (V ) be the metric on the line det H • (V ) corresponding to this metric via the canonical isomorphism (2.1). Let ∂ * be the adjoint of ∂ with respect to the Euclidean structure on C • (W u , F ). Using the finite dimensional Hodge theory, we have the canonical identification
As a vector subspace of V i , the vector space in the right-hand side of (2.2) inherits the Euclidean metric. We denote by
do not coincide in general. We shall describe the discrepancy.
Set ∆ = ∂∂ * + ∂ * ∂ and let ∆ i denote the restriction of ∆ to V i . Let det ′ ∆ i denote the product of the non-zero eigenvalues of ∆ i .
) is the number defined by the formula
The following result is proved, e.g., in [BGS, Prop. 1.5]
2.4. The Thom-Smale complex. Let f : M → R be a Morse function satisfying the Smale transversality conditions [Sm1, Sm2] (for any two critical points x and y of f the stable manifold W s (x) and the unstable manifold W u (y), with respect to ∇f , intersect transversely). Let B be the set of critical points of f . If x ∈ B, let F x denote the fiber of F over x and let [W u (x)] denote the real line generated by W u (x). For 0 ≤ i ≤ n, set
By a basic result of Thom ([Th1] ) and Smale ([Sm2] ) (see also [BZ1, pp. 28-30]), there are well defined linear operators
such that the pair (C • (W u , F ), ∂) is a complex and there is a canonical identification of Z-graded vector spaces
2.5. The Milnor metric. By (2.1) and (2.3), we know that
The metric g F on F determines the structure of an Euclidean vector space on C • (W u , F ). This structure induces a metric on det
is the metric corresponding to the above metric on det C • (W u , F ) via the canonical isomorphism Let * be the Hodge operator associated to the metric g T M . We equip Ω • (M, F ) with the inner product
By Hodge theory, we can identify H • (M, F ) with the space of harmonic forms in Ω • (M, F ). This space inherits the Euclidean product (3.1). The
To define the torsion of the complex (Ω • (M, F ), d F ) one needs to make sense of the notion of determinant of the Laplacian. This is done using the zeta-function regularization as follows.
For
. By a result of Seeley [Se] , ζ RS i (s) extends to a meromorphic function of s ∈ C, which is holomorphic at s = 0. Define the determinant det ′ ∆ i by the formula log det 
Ray 
and the metric g T M is Euclidean in these coordinates.
Since both the Milnor and the Ray-Singer metrics are independent of the choice of f and g T M , it is enough to prove Theorem 1.2 for the case when (g T M , f ) is a generalized triangulation, which we will henceforth assume.
The Witten deformation of the Laplacian
is the formal adjoint of d F t with respect to the scalar product (3.1). The Witten Laplacian is the operator
We denote by ∆ i f,t the restriction of ∆ f,t to Ω i (M, F ). Let ρ RS (f, t) be the torsion defined as in Subsection 3.2, but with replacing everywhere ∆ by ∆ f,t .
The following theorem is well known, cf. [Wi] Theorem 4.4. Suppose that the pair (g T M , f ) is a generalized triangulation.
1. There exists positive constants C ′ , C ′′ , and t 0 > 1/C ′′ , so that for |t| ≥ t 0 , we have
denote the span of the eigenvectors of ∆ f,t with eigenvalues less than e −tC ′ . Then dim E i sm,t = m i rk(F ), i = 1, . . . , n, where m i is the number of the critical points of f with index i.
Clearly, E • sm,t is a subcomplex of the complex (Ω • (M, F ), d F t ). Let ρ RS sm (f, t) be the torsion of this subcomplex. Let P i sm,t : Ω i (M, F ) → E i sm,t be the orthogonal projection and let P i la,t = 1 − P i sm,t . Set ζ RS la,i (s) = − Tr (∆ i f,t ) −s P i la,t and log det
(4.1)
Clearly,
4.5. The Witten Laplacian and the Ray-Singer metric. For each t ∈ R, consider the metric g F t = e −2tf g F . Let | · | RS det H • (M, F ),f,t be the L 2 -metric on det H • (M, F ) associated to the metrics g F t and g T M . The Laplacian ∆ f,t associated to the metrics g F t and g T M is conjugate to ∆ f,t . More precisely, we have, ∆ f,t = e tf ∆ f,t e −tf , cf. [BZ1, Prop. 5.4]. Hence, ρ RS (f, t) equals the Ray-Singer torsion associated to the metrics g F t and g T M . Since the Ray-Singer metric is a topological invariant of F , it follows that
Theorem 4.6. Suppose that the pair (g T M , f ) is a generalized triangulation, cf. Definition 4.2. Then, as t → +∞, we have
where Tr
ind(x). The theorem was first proven in [BZ1, Th. 7.6] using the difficult results of Helffer and Sjöstrand [HS] . A short and very elegant proof was found by Bismut and Zhang [BZ2, §6] (see also [BFKM] ).
Recall that the number R(M, F, f ) was defined in (1.2). Using (4.2) and (4.3), we obtain the following corollary of Theorem 4.6:
R is independent of f and Theorem 1.2 is equivalent to the equality R = 0.
Thus the proof of Theorem 1.2 is reduced to the study of the asymptotic expansion of ρ RS la (f, t) as t → ∞.
The comparison theorem
5.1. Let M, M be Riemannian manifolds of the same odd dimension n. Let F, F be flat vector bundles over M and M respectively, equipped with Hermitian metrics, such that the induced metrics on det F and det F are flat. We assume that dim F = dim F . Definition 5.3. We say that a function l(t) has a nice asymptotic expansion as t → ±∞ if
and the coefficient a 0 (the free term) satisfy the equality a 0 (1) + a 0 (−1) = 0.
The main result of this section is the following Theorem 5.4. Let f : M → R, f : M → R be Morse functions with the same critical points structure and let U, U be as in Definition 5.2. Then the difference log ρ RS la (f, t) − log ρ RS la ( f , t) has a nice asymptotic expansion.
The rest of this section is devoted to the proof of Theorem 5.4. 5.5. Determinant of an operator almost elliptic with parameter. It is more convenient to work in a slightly more general situation. Suppose E is a Hermitian vector bundle over a compact Riemannian manifold M of dimensions n. Consider the operator
where A :
is a second order self-adjoint elliptic differential operator with positive definite leading symbol, B = B(x), V = V (x) : E → E are self-adjoint bundle maps and V (x) ≥ 0 for all x ∈ M . Assume in addition that there exist constants t 0 , C > 0 and a function γ(t) such that lim t→∞ γ(t) = 0 and for all |t| > t 0 , there are finitely many eigenvalues of H t , which are smaller than γ(t), while all the other eigenvalues of H t are larger than C. Let P t denote the orthogonal projection onto the span of eigensections of H t with eigenvalues greater than C. Note that rk(Id −P t ) is equal to the number of eigenvalues of H t (counting multiplicities) which are smaller than C. Hence, the function t → rk(Id −P t ) is locally constant for |t| > t 0 . Set
We are interested in the behaviour of the function l(t) = log det ′ H t P t , as t → ±∞. Note that, if V (x) > 0 for all x ∈ M , then H t is an elliptic operator with parameter, cf. [Sh1, Ch. 1], [BFK1, Appendix] . Then l(t) has a nice asymptotic expansion as t → ∞ with computable coefficients, cf. [BFK1, Appendix] . If V (x) is not strictly positive for some x ∈ M , this asymptotic expansion does not hold any more. However, the following result is true: Let E be a Hermitian vector bundle over another compact Riemannian manifold M . Let
be as above. Then C is not an eigenvalue of H t for all t ≫ 0. Let P t be the orthogonal projector onto the span of eigensections of H t with eigenvalues greater than C.
Theorem 5.6. Suppose there exist open sets U ⊂ M and U ⊂ M such that V (x) > 0 for all x ∈ M \U and V (x) > 0 for all x ∈ M \ U . Assume that φ : U → U is an isometry, which identify the restrictions of H t to U and of H t to U . Then the function log det ′ H t P t − log det ′ H t P t has a nice asymptotic expansion.
Clearly, Theorem 5.4 is an immediate consequence of Theorem 5.6. We pass now to the proof of Theorem 5.6. First we establish the following Proposition 5.7. For every k > n/2, the following equality holds
Proof. For k > n/2 the operator (H k t + τ t 2k )P t −1 is of trace class. Hence
Integrating this equality, we obtain (5.3).
Recall that the number m ± were defined in (5.2). Clearly
It is shown in the Appendix to [BFK2] that log det ′ (H k t + t 2k ) has a nice asymptotic expansion. Hence, Theorem 5.6 follows from (5.3), (5.4) and the following Proposition 5.8. Under the assumptions of Theorem 5.6 the function
has a nice asymptotic expansion.
The proof of the proposition will be based on the following Lemma 5.9. For each τ > 0, N ∈ N, the function T τ (t) := Tr(H k t + τ t 2k ) −1 P t has an asymptotic expansion
whose coefficients have the form a j (τ, ±1) = M α j (τ, ±1, x), where α j (τ, x) are differential forms on M , depending on the full symbol of H t and a finite number of its derivatives. If j = 2i is even, then α j (τ, 1, x) + α j (τ, −1, x) = 0. Furthermore, for all x ∈ M such that V (x) > 0, the map τ → α j (τ, ±1, x) extends continuously to τ = 0.
The lemma is a consequence of the standard construction of the parametrix of an operator elliptic with parameter. It follows immediately, for example, from Lemma A.8 in [BFK1] .
Unfortunately, near the points x, where V (x) is not strictly positive, the forms a j (τ, ±1, x) can blowup as τ → 0. Thus we can not directly use Lemma 5.9 to obtain an asymptotic expansion of 1 0 Tr(H k t + τ t 2k ) −1 P t dτ . 5.10. Proof of Proposition 5.8. Let a j , α j be as in Lemma 5.9 and let a j , α j be the objects defined the same way but using the operator H t instead of H t . Set
(5.7)
Let U, U and φ : U → U be as in Theorem 5.6. Since the forms α j , α j depend only on the symbols of H t and H t , we have φ * α j | U = α j | U . Hence,
It follows now from Lemma 5.9 that, for each j, there exists C j > 0 such that |b j (τ, ±1)| < C j for all τ ∈ (0, 1]. From (5.6) and (5.7), we obtain
where lim t→±∞ φ(τ, t) = 0 for all τ > 0. The left hand side and the first summand in the right hand side of (5.8) are bounded as functions of t ∈ R, τ ∈ (0, 1]. Hence, so is the function φ(τ, t). By the dominant convergence theorem, we have
Integrating both sides of (5.8) we obtain a nice asymptotic expansion for (5.5).
Proof of Cheeger-Müller theorem
Recall from Corollary 4.7, that to prove Theorem 1.2 it is enough to show that R(M, F, f ) = 0. We will use the notation of Section 4. Clearly ∆ f,t = ∆ −f,−t . Hence, The proof is a verbatim repetition of the proof of Theorem 2.5 in [RS] and will be omitted (In [RS] , the equality (6.3) is proven with ρ RS la replaced by the "full" Ray-Singer torsion ρ RS ). Using Corollary 4.7 and Lemma 6.1, we obtain R(M × N, F , f ) = χ(N ) R(M, F, f ). From (6.5), (6.6) and the fact that R is independent of the choice of the Morse function, we obtain R(M, F, f ) = 0.
