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Purpose: Radiation therapy (RT) is a common treatment option for head and neck (HaN) cancer.
An important step involved in RT planning is the delineation of organs-at-risks (OARs) based on
HaN computed tomography (CT). However, manually delineating OARs is time-consuming as each
slice of CT images needs to be individually examined and a typical CT consists of hundreds of slices.
Automating OARs segmentation has the benefit of both reducing the time and improving the quality
of RT planning. Existing anatomy auto-segmentation algorithms use primarily atlas-based methods,
which require sophisticated atlas creation and cannot adequately account for anatomy variations
among patients. In this work, we propose an end-to-end, atlas-free 3D convolutional deep learning
framework for fast and fully automated whole-volume HaN anatomy segmentation.
Methods: Our deep learning model, called AnatomyNet, segments OARs from head and neck CT
images in an end-to-end fashion, receiving whole-volume HaN CT images as input and generating
masks of all OARs of interest in one shot. AnatomyNet is built upon the popular 3D U-net architec-
ture, but extends it in three important ways: 1) a new encoding scheme to allow auto-segmentation
on whole-volume CT images instead of local patches or subsets of slices, 2) incorporating 3D squeeze-
and-excitation residual blocks in encoding layers for better feature representation, and 3) a new loss
function combining Dice scores and focal loss to facilitate the training of the neural model. These
features are designed to address two main challenges in deep-learning-based HaN segmentation:
a) segmenting small anatomies (i.e., optic chiasm and optic nerves) occupying only a few slices,
and b) training with inconsistent data annotations with missing ground truth for some anatomical
structures.
Results: We collected 261 HaN CT images to train AnatomyNet, and used MICCAI Head and
Neck Auto Segmentation Challenge 2015 as a benchmark dataset to evaluate the performance of
AnatomyNet. The objective is to segment nine anatomies: brain stem, chiasm, mandible, optic
nerve left, optic nerve right, parotid gland left, parotid gland right, submandibular gland left, and
submandibular gland right. Compared to previous state-of-the-art results from the MICCAI 2015
competition, AnatomyNet increases Dice similarity coefficient by 3.3% on average. AnatomyNet
takes about 0.12 seconds to fully segment a head and neck CT image of dimension 178× 302× 225,
significantly faster than previous methods. In addition, the model is able to process whole-volume
CT images and delineate all OARs in one pass, requiring little pre- or post-processing.
Conclusion: Deep learning models offer a feasible solution to the problem of delineating OARs
from CT images. We demonstrate that our proposed model can improve segmentation accuracy and
simplify the auto-segmentation pipeline. With this method, it is possible to delineate OARs of a
head and neck CT within a fraction of a second.
Key words: automated anatomy segmentation, U-Net, radiation therapy, head and neck cancer,
deep learning
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2I. INTRODUCTION
Head and neck cancer is one of the most common can-
cers around the world [1]. Radiation therapy is the pri-
mary method for treating patients with head and neck
cancers. The planning of the radiation therapy relies on
accurate organs-at-risks (OARs) segmentation [2], which
is usually undertaken by radiation therapists with labo-
rious manual delineation. Computational tools that au-
tomatically segment the anatomical regions can greatly
alleviate doctors’ manual efforts if these tools can de-
lineate anatomical regions accurately with a reasonable
amount of time [3].
There is a vast body of literature on automatically seg-
menting anatomical structures from CT or MRI images.
Here we focus on reviewing literature related to head
and neck (HaN) CT anatomy segmentation. Traditional
anatomical segmentation methods use primarily atlas-
based methods, producing segmentations by aligning new
images to a fixed set of manually labelled exemplars [4].
Atlas-based segmentation methods typically undergo a
few steps, including preprocessing, atlas creation, image
registration, and label fusion. As a consequence, their
performances can be affected by various factors involved
in each of these steps, such as methods for creating atlas
[2, 5–12], methods for label fusion [13, 14], and meth-
ods for registration [2, 7, 10, 12, 13, 15–18]. Although
atlas-based methods are still very popular and by far
the most widely used methods in anatomy segmentation,
their main limitation is the difficulty to handle anatomy
variations among patients because they use a fixed set
of atlas. In addition, it is computationally intensive and
can take many minutes to complete one registration task
even with most efficient implementations [19].
Instead of aligning images to a fixed set of exem-
plars, learning-based methods trained to directly segment
OARs without resorting to reference exemplars have also
been tried [20–24]. However, most of the learning-based
methods require laborious preprocessing steps, and/or
hand-crafted image features. As a result, their perfor-
mances tend to be less robust than registration-based
methods.
Recently, deep convolutional models have shown great
success for biomedical image segmentation [25], and have
been introduced to the field of HaN anatomy segmenta-
tion [26–29]. However, the existing HaN-related deep-
learning-based methods either use sliding windows work-
ing on patches that cannot capture global features, or
rely on atlas registration to obtain highly accurate small
regions of interest in the preprocessing. What is more
appealing are models that receive the whole-volume im-
age as input without heavy-duty preprocessing, and
then directly output the segmentations of all interested
anatomies.
In this work, we study the feasibility and performance
of constructing and training a deep neural net model that
jointly segment all OARs in a fully end-to-end fashion,
receiving raw whole-volume HaN CT images as input and
generating the masks of all OARs in one shot. The suc-
cess of such a system can improve the current perfor-
mance of automated anatomy segmentation by simplify-
ing the entire computational pipeline, cutting computa-
tional cost and improving segmentation accuracy.
There are, however, a number of obstacles that need
to overcome in order to make such a deep convolutional
neural net based system successful. First, in designing
network architectures, we ought to keep the maximum
capacity of GPU memories in mind. Since whole-volume
images are used as input, each image feature map will
be 3D, limiting the size and number of feature maps at
each layer of the neural net due to memory constraints.
Second, OARs contain organs/regions of variable sizes,
including some OARs with very small sizes. Accurately
segmenting these small-volumed structures is always a
challenge. Third, existing datasets of HaN CT images
contain data collected from various sources with non-
standardized annotations. In particular, many images
in the training data contain annotations of only a subset
of OARs. How to effectively handle missing annotations
needs to be addressed in the design of the training algo-
rithms.
Here we propose a deep learning based framework,
called AnatomyNet, to segment OARs using a single net-
work, trained end-to-end. The network receives whole-
volume CT images as input, and outputs the segmented
masks of all OARs. Our method requires minimal pre-
and post-processing, and utilizes features from all slices
to segment anatomical regions. We overcome the three
major obstacles outlined above through designing a novel
network architecture and utilizing novel loss functions for
training the network.
More specifically, our major contributions include the
following. First, we extend the standard U-Net model
for 3D HaN image segmentation by incorporating a new
feature extraction component, based on squeeze-and-
excitation (SE) residual blocks [30]. Second, we propose
a new loss function for better segmenting small-volumed
structures. Small volume segmentation suffers from the
imbalanced data problem, where the number of voxels
inside the small region is much smaller than those out-
side, leading to the difficulty of training. New classes of
loss functions have been proposed to address this issue,
including Tversky loss [31], generalized Dice coefficients
[32, 33], focal loss [34], sparsity label assignment deep
multi-instance learning [35], and exponential logarithm
loss. However, we found none of these solutions alone was
adequate to solve the extremely data imbalanced problem
(1/100,000) we face in segmenting small OARs, such as
optic nerves and chiasm, from HaN images. We propose
a new loss based on the combination of Dice scores and
focal losses, and empirically show that it leads to better
results than other losses. Finally, to tackle the miss-
ing annotation problem, we train the AnatomyNet with
masked and weighted loss function to account for miss-
ing data and to balance the contributions of the losses
originating from different OARs.
3To train and evaluate the performance of AnatomyNet,
we curated a dataset of 261 head and neck CT images
from a number of publicly available sources. We carried
out systematic experimental analyses on various compo-
nents of the network, and demonstrated their effective-
ness by comparing with other published methods. When
benchmarked on the test dataset from the MICCAI 2015
competition on HaN segmentation, the AnatomyNet out-
performed the state-of-the-art method by 3.3% in terms
of Dice coefficient (DSC), averaged over nine anatomical
structures.
The rest of the paper is organized as follows. Sec-
tion II B describes the network structure and SE residual
block of AnatomyNet. The designing of the loss function
for AnatomyNet is present in Section II C. How to handle
missing annotations is addressed in Section II D. Section
III validates the effectiveness of the proposed networks
and components. Discussions and limitations are in Sec-
tion IV. We conclude the work in Section V.
II. MATERIALS AND METHODS
Next we describe our deep learning model to delin-
eate OARs from head and neck CT images. Our model
receives whole-volume HaN CT images of a patient as
input and outputs the 3D binary masks of all OARs at
once. The dimension of a typical HaN CT is around
178 × 512 × 512, but the sizes can vary across differ-
ent patients because of image cropping and different set-
tings. In this work, we focus on segmenting nine OARs
most relevant to head and neck cancer radiation therapy
- brain stem, chiasm, mandible, optic nerve left, optic
nerve right, parotid gland left, parotid gland right, sub-
mandibular gland left, and submandibular gland right.
Therefore, our model will produce nine 3D binary masks
for each whole volume CT.
A. Data
Before we introduce our model, we first describe the cu-
ration of training and testing data. Our data consists of
whole-volume CT images together with manually gener-
ated binary masks of the nine anatomies described above.
There were collected from four publicly available sources:
1) DATASET 1 (38 samples) consists of the training set
from the MICCAI Head and Neck Auto Segmentation
Challenge 2015 [4]. 2) DATASET 2 (46 samples) consists
of CT images from the Head-Neck Cetuximab collection,
downloaded from The Cancer Imaging Archive (TCIA)1
[36]. 3) DATASET 3 (177 samples) consists of CT im-
ages from four different institutions in Que´bec, Canada
[37], also downloaded from TCIA [36]. 4) DATATSET
4 (10 samples) consists of the test set from the MICCAI
1 https://wiki.cancerimagingarchive.net/
HaN Segmentation Challenge 2015. We combined the
first three datasets and used the aggregated data as our
training data, altogether yielding 261 training samples.
DATASET 4 was used as our final evaluation/test dataset
so that we can benchmark our performance against pub-
lished results evaluated on the same dataset. Each of
the training and test samples contains both head and
neck images and the corresponding manually delineated
OARs.
In generating these datasets, We carried out several
data cleaning steps, including 1) mapping annotation
names named by different doctors in different hospi-
tals into unified annotation names, 2) finding correspon-
dences between the annotations and the CT images, 3)
converting annotations in the radiation therapy format
into usable ground truth label mask, and 4) remov-
ing chest from CT images to focus on head and neck
anatomies. We have taken care to make sure that the four
datasets described above are non-overlapping to avoid
any potential pitfall of inflating testing or validation per-
formance.
B. Network architecture
We take advantage of the robust feature learning mech-
anisms obtained from squeeze-and-excitation (SE) resid-
ual blocks [30], and incorporate them into a modified
U-Net architecture for medical image segmentation. We
propose a novel three dimensional U-Net with squeeze-
and-excitation (SE) residual blocks and hybrid focal and
dice loss for anatomical segmentation as illustrated in
Fig. 1.
The AnatomyNet is a variant of 3D U-Net [25, 38, 39],
one of the most commonly used neural net architectures
in biomedical image segmentation. The standard U-Net
contains multiple down-sampling layers via max-pooling
or convolutions with strides over two. Although they
are beneficial to learn high-level features for segment-
ing complex, large anatomies, these down-sampling lay-
ers can hurt the segmentation of small anatomies such
as optic chiasm, which occupy only a few slices in HaN
CT images. We design the AnatomyNet with only one
down-sampling layer to account for the trade-off between
GPU memory usage and network learning capacity. The
down-sampling layer is used in the first encoding block
so that the feature maps and gradients in the follow-
ing layers occupy less GPU memory than other network
structures. Inspired by the effectiveness of squeeze-and-
excitation residual features on image object classifica-
tion, we design 3D squeeze-and-excitation (SE) residual
blocks in the AnatomyNet for OARs segmentation. The
SE residual block adaptively calibrates residual feature
maps within each feature channel. The 3D SE Residual
learning extracts 3D features from CT image directly by
extending two-dimensional squeeze, excitation, scale and
convolutional functions to three-dimensional functions.
4It can be formulated as
Xr = F (X) ,
zk = Fsq(X
r
k) =
1
S ×H ×W
S∑
s=1
H∑
h=1
W∑
w=1
xrk(s, h, w) ,
z = [z1, z2, · · · , zk, · · · , zK ] ,
s = Fex(z,W ) = σ(W2G(W1z)) ,
X˜k = Fscale(X
r
k, sk) = skX
r
k ,
X˜ = [X˜1, X˜2, · · · , X˜k, · · · , X˜K ] ,
Y = G(X˜ +X) ,
(1)
where Xrk ∈ R3 denotes the feature map of one channel
from the residual featureXr. Fsq is the squeeze function,
which is global average pooling here. S,H,W are the
number of slices, height, and width of Xr respectively.
Fex is the excitation function, which is parameterized
by two layer fully connected neural networks here with
activation functions G and σ, and weights W1 and W2.
The σ is the sigmoid function. TheG is typically a ReLU
function, but we use LeakyReLU in the AnatomyNet [40].
We use the learned scale value sk to calibrate the residual
feature channel Xrk, and obtain the calibrated residual
feature X˜ . The SE block is illustrated in the upper right
corner in Fig. 1.
The AnatomyNet replaces the standard convolutional
layers in the U-Net with SE residual blocks to learn ef-
fective features. The input of AnatomyNet is a cropped
whole-volume head and neck CT image. We remove the
down-sampling layers in the second, third, and fourth en-
coder blocks to improve the performance of segmenting
small anatomies. In the output block, we concatenate
the input with the transposed convolution feature maps
obtained from the second last block. After that, a convo-
lutional layer with 16 3× 3× 3 kernels and LeakyReLU
activation function is employed. In the last layer, we
use a convolutional layer with 10 3 × 3 × 3 kernels and
soft-max activation function to generate the segmenta-
tion probability maps for nine OARs plus background.
C. Loss function
Small object segmentation is always a challenge in se-
mantic segmentation. From the learning perspective, the
challenge is caused by imbalanced data distribution, be-
cause image semantic segmentation requires pixel-wise
labeling and small-volumed organs contribute less to the
loss. In our case, the small-volumed organs, such as optic
chiasm, only take about 1/100,000 of the whole-volume
CT images from Fig. 2. The dice loss, the minus of dice
coefficient (DSC), can be employed to partly address the
problem by turning pixel-wise labeling problem into min-
imizing class-level distribution distance [31].
Several methods have been proposed to alleviate the
small-volumed organ segmentation problem. The gener-
alized dice loss uses squared volume weights. However,
it makes the optimization unstable in the extremely un-
balanced segmentation [33]. The exponential logarith-
mic loss is inspired by the focal loss for class-level loss
as E[(− ln(D))γ ], where D is the dice coefficient (DSC)
for the interested class, γ can be set as 0.3, and E is the
expectation over classes and whole-volume CT images.
The gradient of exponential logarithmic loss w.r.t. DSC
D is − 0.3
Dln(D)0.7
. The absolute value of gradient is getting
bigger for well-segmented class (D close to 1). Therefore,
the exponential logarithmic loss still places more weights
on well-segmented class, and is not effective in learning
to improve on not-well-segmented class.
In the AnatomyNet, we employ a hybrid loss consisting
of contributions from both dice loss and focal loss [34].
The dice loss learns the class distribution alleviating the
imbalanced voxel problem, where as the focal loss forces
the model to learn poorly classified voxels better. The
total loss can be formulated as
TP p(c) =
N∑
n=1
pn(c)gn(c)
FNp(c) =
N∑
n=1
(1− pn(c))gn(c)
FP p(c) =
N∑
n=1
pn(c)(1− gn(c))
L =LDice + λLFocal
=C −
C−1∑
c=0
TP p(c)
TP p(c) + αFNp(c) + βFP p(c)
− λ 1
N
C−1∑
c=0
N∑
n=1
gn(c)(1− pn(c))2 log(pn(c)) ,
(2)
where TP p(c), FNp(c) and FP p(c) are the true posi-
tives, false negatives and false positives for class c cal-
culated by prediction probabilities respectively, pn(c) is
the predicted probability for voxel n being class c, gn(c)
is the ground truth for voxel n being class c, C is the to-
tal number of anatomies plus one (background), λ is the
trade-off between dice loss LDice and focal loss LFocal,
α and β are the trade-offs of penalties for false negatives
and false positives which are set as 0.5 here, N is the total
number of voxels in the CT images. λ is set to be 0.1, 0.5
or 1 based on the performance on the validation set. Be-
cause of size differences for different HaN whole-volume
CT images, we set the batch size to be 1.
D. Handling missing annotations
Another challenge in anatomical segmentation is due
to missing annotations common in the training datasets,
because annotators often include different anatomies in
their annotations. For example, we collect 261 head and
neck CT images with anatomical segmentation ground
truths from 5 hospitals, and the numbers of nine an-
5FIG. 1. The AnatomyNet is a variant of U-Net with only one down-sampling and squeeze-and-excitation (SE) residual building
blocks. The number before symbol @ denotes the number of output channels, while the number after the symbol denotes the
size of feature map relative to the input. In the decoder, we use concatenated features. Hybrid loss with dice loss and focal
loss is employed to force the model to learn not-well-classified voxels. Masked and weighted loss function is used for ground
truth with missing annotations and balanced gradient descent respectively. The decoder layers are symmetric with the encoder
layers. The SE residual block is illustrated in the upper right corner.
FIG. 2. The frequency of voxels for each class on MICCAI
2015 challenge dataset. Background takes up 98.18% of all
the voxels. Chiasm takes only 0.35% of the foreground which
means it only takes about 1/100,000 of the whole-volume CT
image. The huge imbalance of voxels in small-volumed organs
causes difficulty for small-volumed organ segmentation.
notated anatomies are very different as shown in Ta-
ble I. To handle this challenge, we mask out the back-
ground (denoted as class 0) and the missed anatomy. Let
c ∈ {1, 2, 3, 4, 5, 6, 7, 8, 9} denote the index of anatomies.
We employ a mask vector mi for the ith CT image, and
denote background as label 0. That is mi(c) = 1 if
anatomy c is annotated, and 0 otherwise. For the back-
ground, the mask is mi(0) = 1 if all anatomies are anno-
tated, and 0 otherwise. The missing annotations for some
TABLE I. The numbers of the nine annotated anatomies from
261 head and neck training CT images.
Anatomy names #Annotations
Brain Stem 196
Chiasm 129
Mandible 227
Opt Ner L 133
Opt Ner R 133
Parotid L 257
Parotid R 256
Submand. L 135
Submand. R 130
anatomical structures cause imbalanced class-level anno-
tations. To address this problem, we employ weighted
loss function for balanced weights updating of different
anatomies. The weights w are set as the inverse of the
number of annotations for class c, w(c) = 1/
∑
imi(c),
so that the weights in deep networks are updated equally
with different anatomies. The dice loss for ith CT image
in equation 2 can be written as
L˜Dice = C−
C−1∑
c=0
mi(c)w(c)
TP p(c)
TP p(c) + αFNp(c) + βFP p(c)
.
(3)
6The focal loss for missing annotations in the ith CT im-
age can be written as
L˜Focal = − 1
N
C−1∑
c=0
mi(c)w(c)
N∑
n=1
gn(c)(1− pn(c))2 log(pn(c)) .
(4)
We use loss L˜Dice + λL˜Focal in the AnatomyNet.
E. Implementation details and performance
evaluation
We implemented AnatomyNet in PyTorch, and trained
it on NVIDIA Tesla P40. Batch size was set to be 1 be-
cause of different sizes of whole-volume CT images. We
first used RMSprop optimizer [41] with learning rate be-
ing 0.002 and the number of epochs being 150. Then we
used stochastic gradient descend with momentum 0.9,
learning rate 0.001 and the number of epochs 50. Dur-
ing training, we used affine transformation and elastic
deformation for data augmentation, implemented on the
fly.
We use Dice coefficient (DSC) as the final evaluation
metric, defined to be 2TP/(2TP + FN + FP ), where
TP , FN , and FP are true positives, false negatives, false
positives, respectively.
III. RESULTS
We trained our deep learning model, AnatomyNet, on
261 training samples, and evaluated its performance on
the MICCAI head and neck segmentation challenge 2015
test data (10 samples, DATASET 4) and compared it to
the performances of previous methods benchmarked on
the same test dataset. Before we present the final results,
we first describe the rationale behind several designing
choices under AnatomyNet, including architectural de-
signs and model training.
A. Determining down-sampling scheme
The standard U-Net model has multiple down-
sampling layers, which help the model learn high-level
image features. However, down-sampling also reduces
image resolution and makes it harder to segment small
OARs such as optic nerves and chiasm. To evaluate the
effect of the number of down-sampling layers on the seg-
mentation performance, we experimented with four dif-
ferent down-sampling schemes shown in Table II. Pool
1 uses only one down-sampling step, while Pool 2, 3,
and 4 use 2, 3 and 4 down-sampling steps, respectively,
distributed over consecutive blocks. With each down-
sampling, the feature map size is reduced by half. We in-
corporated each of the four down-sampling schemes into
the standard U-Net model, which was then trained on
the training set and evaluated on the test set. For fair
comparisons, we used the same number of filters in each
layer. The decoder layers of each model are set to be
symmetric with the encoder layers.
TABLE II. Sizes of encoder blocks in U-Nets with different
numbers of down-samplings. The number before symbol @
denotes the number of output channels, while the number
after the symbol denotes the size of feature map relative to
the input.
Nets 1st block 2nd block 3rd block 4th block
Pool 1 32@(1/2)3 40@(1/2)3 48@(1/2)3 56@(1/2)3
Pool 2 32@(1/2)3 40@(1/4)3 48@(1/4)3 56@(1/4)3
Pool 3 32@(1/2)3 40@(1/4)3 48@(1/8)3 56@(1/8)3
Pool 4 32@(1/2)3 40@(1/4)3 48@(1/8)3 56@(1/16)3
The DSC scores of the four down-sampling schemes
are shown in Table III. On average, one down-sampling
block (Pool 1) yields the best average performance, beat-
ing other down-sampling schemes in 6 out of 9 anatomies.
The performance gaps are most prominent on three
small-volumed OARs - optic nerve left, optic nerve right
and optic chiasm, which demonstrates that the U-Net
with one down-sampling layer works better on small or-
gan segmentation than the standard U-Net. The proba-
ble reason is that small organs reside in only a few slices
and more down-sampling layers are more likely to miss
features for the small organs in the deeper layers. Based
on these results, we decide to use only one down-sampling
layer in AnatomyNet (Fig. 1).
TABLE III. Performances of U-Net models with different
numbers of down-sampling layers, measured with Dice coeffi-
cients.
Anatomy Pool 1 Pool 2 Pool 3 Pool 4
Brain Stem 85.1 85.3 84.3 84.9
Chiasm 50.1 48.7 47.0 45.3
Mand. 91.5 89.9 90.6 90.1
Optic Ner L 69.1 65.7 67.2 67.9
Optic Ner R 66.9 65.0 66.2 63.7
Paro. L 86.6 86.6 85.9 86.6
Paro. R 85.6 85.3 84.8 85.9
Subm. L 78.5 77.9 77.9 77.3
Subm. R 77.7 78.4 76.6 77.8
Average 76.8 75.9 75.6 75.5
B. Choosing network structures
In addition to down-sample schemes, we also tested
several other architecture designing choices. The first
one is on how to combine features from horizontal layers
within U-Net. Traditional U-Net uses concatenation to
combine features from horizontal layers in the decoder,
as illustrated with dash lines in Fig. 1. However, recent
feature pyramid network (FPN) recommends summation
to combine horizontal features [42]. Another designing
7choice is on choosing local feature learning blocks with
each layer. The traditional U-Net uses simple 2D con-
volution, extended to 3D convolution in our case. To
learn more effective features, we tried two other feature
learning blocks: a) residual learning, and b) squeeze-and-
excitation residual learning. Altogether, we investigated
the performances of the following six architectural de-
signing choices:
1. 3D SE Res UNet, the architecture imple-
mented in AnatomyNet (Fig. 1) with both squeeze-
excitation residual learning and concatenated hor-
izontal features.
2. 3D Res UNet, replacing the SE Residual blocks
in 3D SE Res UNet with residual blocks.
3. Vanilla U-Net, replacing the SE Residual blocks
in 3D SE Res UNet with 3D convolutional layers.
4. 3D SE Res UNet (sum), replacing concatena-
tions in 3D SE Res UNet with summations. When
the numbers of channels are different, one addi-
tional 1 × 1 × 1 3D convolutional layer is used to
map the encoder to the same size as the decoder.
5. 3D Res UNet (sum), replacing the SE Resid-
ual blocks in 3D SE Res UNet (sum) with residual
blocks.
6. Vanilla U-Net (sum), replacing the SE Residual
blocks in 3D SE Res UNet (sum) with 3D convolu-
tional layers.
The six models were trained on the same training
dataset with identical training procedures. The perfor-
mances measured by DSC on the test dataset are sum-
marized in Table IV. We notice a few observations from
this study. First, feature concatenation shows consis-
tently better performance than feature summation. It
seems feature concatenation provides more flexibility in
feature learning than the fixed operation through feature
summation. Second, 3D SE residual U-Net with concate-
nation yields the best performance. It demonstrates the
power of SE features on 3D semantic segmentation, be-
cause the SE scheme learns the channel-wise calibration
and helps alleviate the dependencies among channel-wise
features as discussed in Section II B.
The SE residual block learning incorporated in Anato-
myNet results in 2-3% improvements in DSC over the
traditional U-Net model, outperforming U-Net in 6 out
of 9 anatomies.
C. Choosing loss functions
We also validated the effects of different loss functions
on training and model performance. To differentiate the
effects of loss functions from network design choices, we
used only the vanilla U-Net and trained it with differ-
ent loss functions. This way, we can focus on studying
the impact of loss functions on model performances. We
tried four loss functions, including Dice loss, exponen-
tial logarithmic loss, hybrid loss between Dice loss and
focal loss, and hybrid loss between Dice loss and cross
entropy. The trade-off parameter in hybrid losses (λ in
TABLE IV. Performance comparison on different network
structures
Anatomy
Vanilla
UNet
3D Res
UNet
3D SE Res
UNet
Vanilla
UNet (sum)
3D Res
UNet (sum)
3D SE Res
UNet (sum)
Brain
Stem
85.1 85.9 86.4 85.0 85.8 86.0
Chiasm 50.1 53.3 53.2 50.8 49.8 53.5
Mand. 91.5 90.6 92.3 90.2 90.9 91.3
Optic
Ner L
69.1 69.8 72.0 66.5 70.4 68.9
Optic
Ner R
66.9 67.5 69.1 66.1 67.4 45.6
Paro. L 86.6 87.8 87.8 86.8 87.5 87.4
Paro. R 85.6 86.2 86.8 86.0 86.7 86.9
Subm. L 78.5 79.9 81.1 79.3 79.1 82.4
Subm. R 77.7 80.2 80.8 77.6 78.4 80.5
Average 76.8 77.9 78.8 76.5 77.3 75.8
Eq. 2) was chosen from either 0.1, 0.5 or 1, based on the
performance on a validation set. For hybrid loss between
Dice loss and focal loss, the best λ was found to be 0.5.
For hybrid loss between Dice loss and cross entropy, the
best λ was 0.1.
TABLE V. Comparisons of test performances of models
trained with different loss functions, evaluated with Dice co-
efficients.
Anatomy
Dice
loss
Exp. Log.
Dice
Dice +
focal
Dice + cross
entropy
Brain Stem 85.1 85.0 86.1 85.2
Chiasm 50.1 50.0 52.2 48.8
Mand. 91.5 89.9 90.0 91.0
Optic Ner L 69.1 67.9 68.4 69.6
Optic Ner R 66.9 65.9 69.1 67.4
Paro. L 86.6 86.4 87.4 88.0
Paro. R 85.6 84.8 86.3 86.9
Subm. L 78.5 76.3 79.6 77.8
Subm. R 77.7 78.2 79.8 78.4
Average 76.8 76.0 77.7 77.0
The performances of the model trained with the four
loss functions described above are shown in Table V. The
performances are measured in terms of the average DSC
on the test dataset. We notice a few observations from
this experiment. First, the two hybrid loss functions
consistently outperform simple Dice or exponential log-
arithmic loss, beating the other two losses in 8 out of 9
anatomies. This suggests that taking the voxel-level loss
into account can improve performance. Second, between
the two hybrid losses, Dice combined with focal loss has
better performances. In particular, it leads to significant
improvements (2-3%) on segmenting two small anatomies
- optic nerve R and optic chiasm, consistent with our mo-
tivation discussed in the Section II C.
Based on the above observations, the hybrid loss with
8Dice combined with focal loss was used to train Anato-
myNet, and benchmark its performance against previous
methods.
D. Comparing to state-of-the-art methods
After having determined the structure of AnatomyNet
and the loss function for training it, we set out to compare
its performance with previous state-of-the-art methods.
For consistency purpose, all models were evaluated on the
MICCAI head and neck challenge 2015 test set. The av-
erage DSC of different methods are summarized in Table
VI. The best result for each anatomy from the MICCAI
2015 challenge is denoted as MICCAI 2015 [4], which
may come from different teams with different methods.
TABLE VI. Performance comparisons with state-of-the-art
methods, showing the average DSC on the test set.
Anatomy
MICCAI
2015 [4]
Fritscher et al.
2016 [26]
Ren et al.
2018 [28]
Wang et al.
2018 [24]
AnatomyNet
Brain
Stem
88 N/A N/A 90±4 86.65±2
Chiasm 55 49±9 58±17 N/A 53.22±15
Mand. 93 N/A N/A 94±1 92.51±2
Optic
Ner L
62 N/A 72±8 N/A 72.10±6
Optic
Ner R
62 N/A 70±9 N/A 70.64±10
Paro. L 84 81±4 N/A 83±6 88.07±2
Paro. R 84 81±4 N/A 83±6 87.35±4
Subm. L 78 65±8 N/A N/A 81.37±4
Subm. R 78 65±8 N/A N/A 81.30±4
Average 76 N/A N/A N/A 79.25
MICCAI 2015 competition merged left and right paired
organs into one target, while we treat them as two sep-
arate anatomies. As a result, MICCAI 2015 competi-
tion is a seven (6 organs + background) class segmenta-
tion and ours is a ten-class segmentation, which makes
the segmentation task more challenging. Nonetheless,
the AnatomyNet achieves an average Dice coefficient of
79.25, which is 3.3% better than the best result from
MICCAI 2015 Challenge (Table VI). In particular, the
improvements on optic nerves are about 9-10%, suggest-
ing that deep learning models are better equipped to han-
dle small anatomies with large variations among patients.
The AnatomyNet also outperforms the atlas based Con-
vNets in [26] on all classes, which is likely contributed
by the fact that the end-to-end structure in AnatomyNet
for whole-volume HaN CT image captures global infor-
mation for relative spatial locations among anatomies.
Compared to the interleaved ConvNets in [28] on small-
volumed organs, such as chiasm, optic nerve left and
optic nerve right, AnatomyNet is better on 2 out of 3
cases. The interleaved ConvNets achieved higher perfor-
mance on chiasm, which is likely contributed by the fact
that its prediction was operated on small region of inter-
est (ROI), obtained first through atlas registration, while
AnatomyNet operates directly on whole-volume slices.
Aside from the improvement on segmentation accu-
racy, another advantage of AnatomyNet is that it is
orders of magnitude faster than traditional atlas-based
methods using in the MICCAI 2015 challenge. Anato-
myNet takes about 0.12 seconds to fully segment a head
and neck CT image of dimension 178×302×225. By con-
trast, the atlas-based methods can take a dozen minutes
to complete one segmentation depending on implemen-
tation details and the choices on the number of atlases.
E. Visualizations on MICCAI 2015 test
In Fig. 3 and Fig. 4, we visualize the segmentation
results by AnatomyNet on four cases from the test dat-
set. Each row represents one (left and right) anatomy
or 3D reconstructed anatomy. Each column denotes one
sample. The last two columns show cases where Anato-
myNet did not perform well. The discussions of these
cases are presented in Section IV B. Green denotes the
ground truth. Red represents predicted segmentation re-
sults. Yellow denotes the overlap between ground truth
and prediction. We visualize the slices containing the
largest area of each related organ. For small OARs such
as optic nerves and chiasm (shown in Fig. 4), only cross-
sectional slices are shown.
F. Visualizations on independent samples
To check the generalization ability of the trained
model, we also visualize the segmentation results of the
trained model on a small internal dataset in Fig. 5 and
Fig. 6. Visual inspection suggests that the trained model
performed well on this independent test set. In gen-
eral, the performances on larger anatomies are better
than small ones (such as optic chiasm), which can be at-
tributed by both manual annotation inconsistencies and
algorithmic challenges in segmenting these small regions.
IV. DISCUSSION
A. Impacts of training datasets
The training datasets we collected come from vari-
ous sources with annotations done by different groups
of physicians with different guiding criteria. It is unclear
how the different datasets might contribute the model
performance. For this purpose, we carried out an ex-
periment to test the model performance trained with
two different datasets: a) using only the training data
provided in the MICCAI head and neck segmentation
challenge 2015 (DATASET 1, 38 samples), and b) the
combined training data with 216 samples (DATASET 1-
3 combined). In terms of annotations, the first dataset is
more consistent with the test dataset, therefore less likely
to suffer from annotational inconsistencies. However, on
the other hand, the size of the dataset is much smaller,
posing challenges to training deep learning models.
Table VII shows the test performances of a 3D Res
U-Net model trained with the above-mentioned two
datasets after applying the same training procedure of
minimizing Dice loss. We notice a few observations.
9FIG. 3. Visualizations on four test CT images. Rows from
top to bottom represent brain stem, brain stem 3D, mandibu-
lar, mandibular 3D, parotid left and right, and parotid left
and right 3D. Each column represents one CT image. Green
represents ground truths, and red denotes predictions. Yellow
is the overlap.
First, overall the model trained with the larger dataset
(DATATSET 1-3) achieves better performance with a
2.5% improvement over the smaller dataset, suggest-
ing that the larger sample size does lead to a better
performance. Second, although the larger dataset im-
proves performances on average, there are some OARs
on which the smaller dataset actually does better, most
noticeably, on mandible and optic nerves. This suggests
that there are indeed significant data annotation incon-
FIG. 4. Visualizations on four test CT images. Rows from
top to bottom represent submandibular left and right, sub-
mandibular left and right 3D, optic nerve left and right, and
chiasm. Each column represents one CT image. Green rep-
resents ground truths, and red denotes predictions. Yellow
is the overlap. The AnatomyNet performs well on small-
volumed anatomies.
sistencies between different datasets, whose impact on
model performance cannot be neglected. Third, to fur-
ther check the generalization ability of the model trained
with DATASET 1 only, we checked its performance on
DATASETS 2-3 and found its performance was generally
poor. Altogether, this suggests both annotation qual-
ity and data size are important for training deep learn-
ing models. How to address inconsistencies in existing
datasets is an interesting open question to be addressed
in the future.
B. Limitations
There are a couple of limitations in the current im-
plementation of AnatomyNet. First, AnatomyNet treats
voxels equally in the loss function and network struc-
ture. As a result, it cannot model the shape prior and
connectivity patterns effectively. The translation and ro-
tation invariance of convolution are great for learning
appearance features, but suffer from the loss of spatial
information. For example, the AnatomyNet sometimes
misclassifies a small background region into OARs (Fig.
3,4). The mis-classification results in a partial anatomi-
10
FIG. 5. Visualizations for the first four anatomy on the
first four holdout CT images. There is no ground truth for
mandible and submandibular glands. Because this is a differ-
ent source from MICCAI 2015, the annotations of brain stem
and chiasm are inconsistent with those from MICCAI 2015.
The AnatomyNet generalizes well for hold out test set.
cal structures, which can be easily excluded if the overall
shape information can also be learned. A network with
multi-resolution outputs from different levels of decoders,
or deeper layers with bigger local receptive fields should
help alleviate this issue.
Second, our evaluation of the segmentation perfor-
mance is primarily based on the Dice coefficient. Al-
though it is a common metric used in image segmenta-
tion, it may not be the most relevant one for clinical ap-
FIG. 6. Visualizations for the rest five anatomies on the first
four holdout CT images.
TABLE VII. Performance comparisons of models trained with
different datasets.
Datasets DATASET 1 DATASET 1,2,3
Brain Stem 58.60 85.91
Chiasm 39.93 53.26
Mandible 94.16 90.59
Opt Ner L 74.62 69.80
Opt Ner R 73.77 67.50
Parotid L 88.83 87.84
Parotid R 87.24 86.15
Submand. L 78.56 79.91
Submand. R 81.83 80.24
Average 75.28 77.91
plications. Identifying a new metric in consultation with
the physicians practicing in the field would be an im-
portant next step in order for real clinical applications of
the method. Along this direction, we quantitatively eval-
uated the geometric surface distance by calculating the
average 95th percentile Hausdorff distance (unit: mm,
detailed formulation in [4]) (Table VIII). We should note
that this metric imposes more challenges to AnatomyNet
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TABLE VIII. Average 95th percentile Hausdorff distance
(unit: mm) comparisons with state-of-the-art methods
Anatomy
MICCAI 2015
Range [4]
Ren et al. 2018 [28] AnatomyNet
Brain Stem 4-6 N/A 6.42±2.38
Chiasm 3-4 2.81±1.56 5.76±2.49
Mand. 2-13 N/A 6.28±2.21
Optic Ner L 3-8 2.33±0.84 4.85±2.32
Optic Ner R 3-8 2.13±0.96 4.77±4.27
Paro. L 5-8 N/A 9.31±3.32
Paro. R 5-8 N/A 10.08±5.09
Subm. L 4-9 N/A 7.01±4.44
Subm. R 4-9 N/A 6.02±1.78
than other methods operating on local patches (such as
the method by Ren et al. [28]), because AnatomyNet op-
erates on whole-volume slices and a small outlier predic-
tion outside the normal range of OARs can lead to dras-
tically bigger Hausdorff distance. Nonetheless, Anato-
myNet is roughly within the range of the best MICCAI
2015 challenge results on six out of nine anatomies [4]. Its
performance on this metric can be improved by consider-
ing surface and shape priors into the model as discussed
above [43, 44].
V. CONCLUSION
In summary, we have proposed an end-to-end atlas-free
and fully automated deep learning model for anatomy
segmentation from head and neck CT images. We pro-
pose a number of techniques to improve model perfor-
mance and facilitate model training. To alleviate highly
imbalanced challenge for small-volumed organ segmen-
tation, a hybrid loss with class-level loss (dice loss) and
focal loss (forcing model to learn not-well-predicted vox-
els better) is employed to train the network, and one
single down-sampling layer is used in the encoder. To
handle missing annotations, masked and weighted loss is
implemented for accurate and balanced weights updat-
ing. The 3D SE block is designed in the U-Net to learn
effective features. Our experiments demonstrate that our
model provides new state-of-the-art results on head and
neck OARs segmentation, outperforming previous mod-
els by 3.3%. It is significantly faster, requiring only a
fraction of a second to segment nine anatomies from a
head and neck CT. In addition, the model is able to pro-
cess a whole-volume CT and delineate all OARs in one
pass. All together, our work suggests that deep learning
offers a flexible and efficient framework for delineating
OARs from CT images. With additional training data
and improved annotations, it would be possible to fur-
ther improve the quality of auto-segmentation, bringing
it closer to real clinical practice.
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