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Abstract
The aim of the presented research is to give a rigorous mathematical
approach to Feynman path integrals based on strong (pathwise) approxi-
mations based on simple random walks.
1 Introduction
The Schro¨dinger equation describing the non-relativistic motion of a single par-
ticle with mass m = 1 (and ~ = 1) is
1
i
∂ψ
∂t
=
1
2
∆ψ − V (x)ψ, ψ(0, x) = g(x), (1)
where x ∈ Rd, t ≥ 0, and ψ(t, ·) ∈ L2(Rd) is the complex probability amplitude
of the particle. The probability density of finding the particle at the point x
at time t is the squared modulus of the complex amplitude, |ψ(t, x)|2. The
potential V and the initial condition g should fulfill suitable assumptions for
the existence and uniqueness of a solution.
Based on physics intuitions, Richard Feynman [9] suggested that the solution
of this equation can be given in the form of a path integral :
ψ(t, x) =
1
Z
∫
Ωx[0,t]
exp
{
i
∫ t
0
(
1
2
(
dω
dt
)2
− V (ω(s))
)
ds
}
g(ω(t)) dω, (2)
where Ωx[0, t] is the set of all possible trajectories ω of the particle, starting from
ω(0) = x, over the time interval [0, t]. The expression after the second integral
is the Lagrangian: the kinetic energy minus the potential energy of the particle;
its integral is the action integral, which should be extremal along the path of a
particle in classical physics. The symbol dω is a mathematically non-existing
Lebesgue-type product measure
∏
0≤s≤t dω(s) over the infinite dimensional vec-
tor space of trajectories. The normalizing constant Z cannot have a well-defined
finite value either. However, the starting point of Feynman’s seminal paper [9]
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is a discrete time approximation that makes perfect sense. This paper tries to
follow a similar approach.
Mark Kac [12, 13] realized that one can give Feynman’s idea a rigorous
mathematical meaning for the Schro¨dinger-type real-valued differential equation
∂ψ
∂t
=
1
2
∆ψ − V (x)ψ, ψ(0, x) = g(x), (3)
when the unknown function ψ is real valued. From the physics point of view,
here ψ can be thought of as a function of an imaginary time it. In the path
integral the exponential of the kinetic energy exp(− 12 (dω/dt)2) can be moved
into the measure that would become the Wiener measure Px over the space of
continuous trajectories C[0, t] starting from the point x. This way one arrives
at a rigorous path integral, the celebrated Feynman–Kac formula,
ψ(t, x) =
∫
C[0,t]
exp
(
−
∫ t
0
V (ω(s)) ds
)
g(ω(t)) dPx(ω), (4)
which then really gives the unique solution of equation (3) when, for example,
V is bounded below, piecewise continuous, and g is integrable.
There exists a huge literature that intend to give solid mathematical foun-
dation to Feynman’s original path integral (2); here is a sample of some very
significant ones: [10, 11, 2, 18, 3, 1, 16]. A good description of different rigorous
approaches can be found in [16].
The aim of the present paper is to give a rigorous approach to complex-valued
path integrals based on a strong (pathwise) approximation by simple, symmetric
random walks. In the real-valued case, weakly convergent (that is, convergent
in distribution) approximations based on simple, symmetric random walks were
given, for example, in [12, 5, 19]. For simplicity, the paper is restricted to one
spatial dimension, d = 1, but could be extended to any finite dimension d.
The present work was helped by many numerical experiments and compu-
tations, using Wolfram Mathematica and Maple.
2 Complex measure walk
Our first intention is to find a nearest neighbor, symmetric random walk ap-
proximation to the complex-valued case (1) and (2). Fix a positive integer n and
take the measurable space (Rn,Bn), where Bn denotes the Borel σ-field in Rn.
Take a sequence (Xr)
n
r=1, the steps of a symmetric nearest neighbor random
walk; each Xr has the set of possible values {−1, 0, 1}. Define partial sums by
Sx0 = x ∈ Z, Sxk = x+
k∑
r=1
Xr (1 ≤ k ≤ n).
When x = 0, we simply write Sn. Now the distribution of a stepXr on {−1, 0, 1}
will be given by a complex measure µ concentrated on {−1, 0, 1}:
µ(Xr = 1) = µ(Xr = −1) = p ∈ C, µ(Xr = 0) = q ∈ C. (5)
Presently, p and q are unknowns that we intend to determine below.
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Since we want to have independent and identically distributed steps, the
complex measure on (Rn,Bn) corresponding to the sequence (X1, . . . , Xn) will
be the nth power µn. If it causes no ambiguity, this product measure will also
be denoted by µ.
Then (Sxk )
n
k=0 will be called a complex measure walk. Notice that the ex-
istence of an infinite product measure is not claimed; consequently, our com-
plex measure walks will have finite lengths. If f : Rn → R is an arbitrary
Borel-measurable function, then the complex distribution of the random vari-
able Y = f(X1, . . . , Xn) is determined by the standard rule
µ(Y ∈ A) := µn{(x1, . . . , xn) ∈ Rn : f(x1, . . . , xn) ∈ A} = µn(f−1(A)).
for any Borel set A ∈ B. This rule determines the complex distribution of the
random walk Sxk as well.
Denote expectations with respect to µ by Eµ. For example,
EµY :=
∫
Rn
f(x1, . . . , xn) dµ, (6)
if Y = f(X1, . . . , Xn) as above.
Now take two arbitrary Z → R functions V and g. Then the complex
difference equation corresponding to (1) is going to be
1
i
(ψ(k + 1, x)− ψ(k, x))
=
1
2
e−iV (x) (ψ(k, x+ 1)− 2ψ(k, x) + ψ(k, x− 1))
+
1
i
(
e−iV (x) − 1
)
ψ(k, x). (7)
The tentative solution of this difference equation is obtained by using the idea of
Mark Kac to move the exponential of the kinetic energy factor exp(i 12 (dω/dt)
2)
(or its discrete time approximation) into the complex measure µ:
ψ(k, x) = Eµ
{
exp
(
−i
k−1∑
r=0
V (Sxr )
)
g(Sxk )
}
(0 ≤ k ≤ n, x ∈ Z). (8)
Lemma 1. Under the previous conditions, (8) is a solution of the difference
equation (7) if and only if p = i/2 and q = 1− i.
Then (8) is the unique solution of the above difference equation under the
initial condition ψ(0, x) = g(x) (x ∈ Z) .
Proof. Let us separate the first step of the complex measure walk:
ψ(k + 1, x) = Eµ
{
exp
(
−i
k∑
r=0
V (Sxr )
)
g(Sxk+1)
}
= e−iV (x)
∑
j∈{−1,0,1}
Eµ
{
exp
(
−i
k−1∑
r=0
V (Sx+jr )
)
g(Sx+jk )
}
µ(X1 = j)
= e−iV (x) {ψ(k, x− 1)p+ ψ(k, x)q + ψ(k, x+ 1)p} . (9)
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That is,
1
i
(ψ(k + 1, x)− ψ(k, x)) = p
i
e−iV (x) {ψ(k, x+ 1)− 2ψ(k, x) + ψ(k, x− 1)}
+
1
i
ψ(k, x)
(
(2p+ q)e−iV (x) − 1
)
,
which is identical with (7) if and only if p = i/2 and q = 1− i.
The uniqueness of this solution under the initial condition follows by induc-
tion over k using the recursion (9) and starting with the initial condition.
While this deduction of the complex distribution of the steps of the walk has
been very simple, still its result has a huge impact on everything that follows
afterwards. From now on, we always assume that p = i/2 and q = 1−i. Observe
the interesting fact that while the total variation of the complex measure µ for
a single step is 1 +
√
2 > 1 and so the total variation for the product measure
with n steps goes to ∞ as n→∞, still we have
µ(Rn) = µ({−1, 0, 1}n) = 1 for any n ≥ 1.
The latter follows from the fact that µ(R) = µ({−1, 0, 1}) = 1 for a single step
and µ was defined as its nth power for n ≥ 1 steps.
Now let us determine the resulting complex law of the partial sums (Sℓ)
n
ℓ=0,
n ≥ 1, when the initial point is S0 = 0. This deduction is based on the standard
observation that a path from the origin to a point j ∈ Z in ℓ ≥ 0 steps is the
result of a number (say, r) horizontal steps, and the difference of the remaining
up and down steps must be j (|j| ≤ ℓ):
µ(Sℓ = j) =
ℓ−|j|∑
r=0
(
ℓ
r
)(
ℓ− r
ℓ−r+j
2
)(
i
2
)ℓ−r
(1 − i)r
= iℓ2−ℓℓ!
ℓ−|j|∑
r=0
(−1)r2r(1 + i)r
r! ℓ−r−j2 !
ℓ−r+j
2 !
. (10)
Here we used the convention that a term is 0 whenever ℓ−r+j2 is not an integer.
It follows from the above argument about the product measure that
ℓ∑
j=−ℓ
µ(Sℓ = j) = 1. (11)
Not surprisingly, formula (10) for µ(Sℓ = j) can be expressed in terms of
(terminating) hypergeometric functions as well. Recall (see e.g. [6]) that a
hypergeometric function is defined by a series
2F1(a, b; c; z) =
∞∑
r=0
(a)r(b)r
(c)r
zr
r!
, (12)
where we used the Pochhammer symbol (x)r := x(x+1) · · · (x+ r− 1) if r > 0;
(x)r := 1 if r = 0.
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Lemma 2. For n ≥ 0 and |m| ≤ n we have
µ(S2n = 2m) = (−1)n
(
2n
n+m
)
2−2n 2F1(−n−m,−n+m; 1
2
; 2i),
µ(S2n = 2m+ 1)
= (−1)n(−2− 2i)(n−m)
(
2n
n+m
)
2−2n 2F1(−n−m,−n+m+ 1; 3
2
; 2i),
µ(S2n+1 = 2m)
= i(−1)n(−2−2i)(n−m+1)
(
2n+ 1
n+m
)
2−2n−1 2F1(−n−m,−n+m+1; 3
2
; 2i);
and for −n− 1 ≤ m ≤ n,
µ(S2n+1 = 2m+ 1)
= i(−1)n
(
2n+ 1
n+m+ 1
)
2−2n−1 2F1(−n−m− 1,−n+m; 1
2
; 2i).
Proof. The proof is a simple algebraic computation with finite sums, so omitted.
We have already seen that these complex measures are related to binomial
probabilities. Next we want to find recursive formulas for µ(Sℓ = j). The
method called Zeilberger’s algorithm, see [20, Chapter 6], can do exactly that
for hypergeometric series with proper hypergeometric terms, like the one we
have in formula (10). The second order linear recursions obtained with the
Maple program EKHAD, included in the above book, are given next.
Lemma 3. For n ≥ 0, with |j| ≤ 2n fixed, we have the recursion
µ(S2n+4 = j)
= (3 + 4i)
(n+ 1)(n+ 2)(n+ 12 )(n+
3
2 )(n+
7
4 )
(n− j2 + 2)(n+ j2 + 2)(n− j2 + 32 )(n+ j2 + 32 )(n+ 34 )
µ(S2n = j)
− (2 + 4i) (n+ 2)(n+
3
2 )(n+
5
4 )
(
n2 + 320j
2 + 52n+
51
40 + i(
4
20j
2 − 120 )
)
(n− j2 + 2)(n+ j2 + 2)(n− j2 + 32 )(n+ j2 + 32 )(n+ 34 )
× µ(S2n+2 = j). (13)
Similarly, for n ≥ 0, with |j| ≤ 2n+ 1 fixed, we have the recursion
µ(S2n+5 = j)
= (3 + 4i)
(n+ 1)(n+ 2)(n+ 32 )(n+
5
2 )(n+
9
4 )
(n− j2 + 2)(n+ j2 + 2)(n− j2 + 52 )(n+ j2 + 52 )(n+ 54 )
× µ(S2n+1 = j)
− (2 + 4i) (n+ 2)(n+
5
2 )(n+
7
4 )
(
n2 + 320j
2 + 72n+
111
40 + i(
4
20j
2 − 120 )
)
(n− j2 + 2)(n+ j2 + 2)(n− j2 + 52 )(n+ j2 + 52 )(n+ 54 )
× µ(S2n+3 = j). (14)
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Since µ(Sk = j) = µ(Sk = −j), it is enough to consider the cases when
j ≥ 0. For any j ≥ 0 fixed, the above recursion formulas give the value of
µ(Sk = j) for any k if we start, depending on parities, with µ(Sj = j) and
µ(Sj+2 = j) or µ(Sj+1 = j) and µ(Sj+3 = j), respectively. In turn, the latter
values can be determined by formula (10):
µ(Sj = j) =
(
i
2
)j
, (15)
µ(Sj+1 = j) = (1− i)(j + 1)
(
i
2
)j
,
µ(Sj+2 = j) = (j + 2)
(
−1
4
− (j + 1)i
)(
i
2
)j
,
µ(Sj+3 = j) = (1− i)(j + 2)(j + 3)
(
−1
4
− j + 1
3
i
)(
i
2
)j
.
Numerical simulations showed the important conjecture that for any n ≥ 0,
|µ(S2n = j)|2∑2n
r=−2n |µ(S2n = r)|2
≈
(
2n
n+ j
)
2−2n = P(S∗2n = 2j) (|j| ≤ n), (16)
where (S∗n)
∞
n=0 is an ordinary simple, symmetric random walk. Interestingly,
the approximation is good even for small values of n, see Table 4.1 below. Also,
the left hand side of (16) is very close to 0 when n < |j| ≤ 2n. There is
a similar fit between the normalized |µ(S2n+1 = j)|2 and P(S∗2n+1 = 2j − 1)
(−n ≤ j ≤ n+ 1). Thus we define the non-negative quantities
P(Sℓ = j) :=
|µ(Sℓ = j)|2
Zℓ
(|j| ≤ ℓ) (17)
as the coupled probabilities of the complex measure walk (Sℓ)ℓ≥0, where
Zℓ :=
ℓ∑
j=−ℓ
|µ(Sℓ = j)|2 (18)
is the normalizing factor. It is clear that (17) defines a probability distribution
for any ℓ ≥ 0.
Obviously, the magnitude of the normalizing factor Zℓ plays an important
role in the following. To have an idea about it, let us consider the middle term
µ(S2n = 0), or, rather, the approximate recursion for an ≈ µ(S2n = 0) obtained
from (13) when j = 0 and n is very large:
an+2 = (3 + 4i)an − (2 + 4i)an+1. (19)
This is a second order linear difference equation with constant coefficients. By a
standard method, one can search for the solution in the form an = cq
n; c, q ∈ C.
Then one gets the characteristic equation q2 + (2 + 4i)q − (3 + 4i) = 0 and the
characteristic roots q1 = 1 and q2 = −3− 4i. Thus the general solution of (19)
is
an = c1 + c2(−3− 4i)n (c1, c2 ∈ C).
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The next section gives a more precise result.
We will need a recursion of the complex amplitudes µ(Sℓ = j) in the variable
j as well. For simplicity, we restrict ourselves to the case ℓ = 2n (n ≥ 1) fixed
and j = 2m (m ≥ 0, integer). The other cases are similar. Define an,m :=
µ(S2n = 2m).
Lemma 4. If n ≥ 1 fixed and m goes from n − 1 to 0, one gets the reverse
recursion
an,m =
(
2 + 1
m+ 12
) [(
1− m+ 12n
)(
1 +
m+ 32
n
)
− 12n
]
+ i8m+1n
m+ 32
n(
1 + 1
m+ 12
) (
1− mn
) (
1− m+ 12n
) an,m+1
−
(
1 +
m+ 32
n
) (
1 + m+2n
)(
1 + 1
m+ 12
) (
1− mn
) (
1− m+ 12n
) an,m+2,
with the initial condition
an,n = (−1)n2−2n, an,n+1 = 0.
Proof. By Lemma 2,
an,m = (−1)n
(
2n
n+m
)
2−2n 2F1(−n−m,−n+m; 1
2
; 2i).
Then, first, (
2n
n+m+1
)(
2n
n+m
) = 1− mn
1 + m+1n
.
Next, a second order linear recursion can be obtained for 2F1(−n − m,−n +
m; 12 ; 2i) in the variable m by Gauss’ contiguous relations. After simplification,
we obtain the second order linear reverse recursion for an,m in the variable
m ≥ 0, as stated in the lemma.
The second order recursion of Lemma 4 can be reduced to a first order
recursion by introducing the ratio ρn,m := an,m+1/an,m when m goes from
n− 1 to 0:
ρn,m =
(
1 + 1
m+ 12
) (
1− mn
) (
1− m+ 12n
)
µn,m −
(
1 +
m+ 32
n
) (
1 + m+2n
)
ρn,m+1
,
µn,m :=
(
2 +
1
m+ 12
){(
1− m+
1
2
n
)(
1 +
m+ 32
n
)
− 1
2n
}
+ i8
m+ 1
n
m+ 32
n
, (20)
with the initial condition ρn,n = 0.
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3 An asymptotic solution of the recursion
Now we would like to find de Moivre–Laplace-type approximations to the “bi-
nomial formula” (10) of µ(Sℓ = j) when ℓ → ∞. If we try to use the standard
technique based on Stirling’s formula, we run into serious difficulties. The reason
is that here the complex terms are wildly oscillating as ℓ → ∞. Consequently,
there are cancellations of bigger terms, and it is necessary to precisely handle
essentially the whole range of terms |j| ≤ ℓ and not just the terms around the
center, say |j| ≤ ℓ 23 . That is why instead of the standard approach now we
want to find an asymptotic solution of the recursions obtained in the previous
section.
Theorem 1. An asymptotic solution of the second order linear recursions (13),
(14) with initial conditions (15) is
µ(Sℓ = j) =
√
2
ℓ
(
c˜1,je
i j
2
2ℓ + c2e
iπj−(2+i) j22ℓ (−3− 4i) ℓ2
)
+ ǫ˜ℓ,j, (21)
where c˜1,j , c2 ∈ C are suitable constants (ℓ ≥ 1, |j| ≤ ℓ). For the error term ǫ˜ℓ,j,
we have
ǫ˜ℓ,j = c2
√
2
ℓ
eiπj−(2+i)
j2
2ℓ (−3− 4i) ℓ2
(
z0
j4
2ℓ3
+ z1
2
ℓ
+ h˜ℓ,j
)
, (22)
where |c˜1,j | ≤ k˜1, |h˜ℓ,j | ≤ k˜2ℓ−2/3 for any |j| ≤ 13ℓ
2
3 and ℓ ≥ 1, with suitable
constants z0, z1 ∈ C and k˜1, k˜2 ∈ (0,∞).
Proof. The proof is long, but elementary. We concentrate on the case of (13),
where ℓ = 2n, even; but at some essential points we show to the differences that
the case ℓ = 2n+ 1, (14) causes.
Define an,m := µ(S2n = 2m), m :=
j
2 ∈ 12Z, ǫn,m := ǫ˜2n,2m, c1,m := c˜1,2m
and hn,m := h˜2n,2m. Since an,m is an even function ofm, it is enough to consider
the case 0 ≤ m ≤ 13n
2
3 , that we assume from now on.
Dividing the numerators and denominators of (13) by n5 when n ≥ 1, we
get
an+2,m = (3 + 4i)βn,m an,m − (2 + 4i)γn,m an+1,m
:= (3 + 4i)
(
1 + 1n
) (
1 + 2n
) (
1 + 12n
) (
1 + 32n
) (
1 + 74n
)(
1 + 2+mn
) (
1 + 2−mn
) (
1 +
3
2+m
n
)(
1 +
3
2−m
n
) (
1 + 34n
)an,m
− (2 + 4i)
(
1 + 2n
) (
1 + 32n
) (
1 + 54n
) (
1 + 3m
2
5n2 +
5
2n +
51
40n2 + i
(
4m2
5n2 − 120n2
))
(
1 + 2+mn
) (
1 + 2−mn
) (
1 +
3
2+m
n
)(
1 +
3
2−m
n
) (
1 + 34n
)
× an+1,m. (23)
A tentative asymptotic general solution of this second order linear recursion
according to (21) is
a′n,m :=
1√
n
(
c1,me
im
2
n + c2e
i2πm−(2+i)m2n (−3− 4i)n
)
(c1,m, c2 ∈ C).
(24)
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By (22) it is enough to show that
ǫn,m = an,m−a′n,m =
c2√
n
ei2πm−(2+i)
m2
n (−3−4i)n
(
z0
m4
n3
+
z1
n
+ hn,m
)
, (25)
where |c1,m| ≤ k1 and |hn,m| ≤ k2n− 23 for any 0 ≤ m ≤ 13n
2
3 and n ≥ 3.
If we define a¯n,m := µ(S2n+1 = 2m), m :=
j
2 ∈ 12Z, then by (14) we similarly
obtain
a¯n+2,m = (3 + 4i)β¯n,m a¯n,m − (2 + 4i)γ¯n,m a¯n+1,m
:= (3 + 4i)
(
1 + 1n
) (
1 + 2n
) (
1 + 32n
) (
1 + 52n
) (
1 + 94n
)(
1 + 2+mn
) (
1 + 2−mn
) (
1 +
5
2+m
n
)(
1 +
5
2−m
n
) (
1 + 54n
) a¯n,m
− (2 + 4i)
(
1 + 2n
) (
1 + 52n
) (
1 + 74n
) (
1 + 3m
2
5n2 +
7
2n +
111
40n2 + i
(
4m2
5n2 − 120n2
))
(
1 + 2+mn
) (
1 + 2−mn
)(
1 +
5
2+m
n
)(
1 +
5
2−m
n
) (
1 + 54n
)
× a¯n+1,m. (26)
In this case too, a tentative asymptotic general solution of this second order
linear recursion by (21) is
a¯′n,m :=
1√
n+ 12
(
c1,me
i m
2
n+1
2 + c2e
i2πm−(2+i) m2
n+1
2 (−3− 4i)n+ 12
)
. (27)
With r = 2 and 32 , use a Taylor expansion for the first four factors in the
denominator of (23) when n ≥ 3:(
1 +
r ±m
n
)−1
=
∞∑
k=0
(−1)k
(
r ±m
n
)k
.
Then after simplification, the product of the first four factors of the denominator
is
((
1 +
2 +m
n
)(
1 +
2−m
n
)(
1 +
3
2 +m
n
)(
1 +
3
2 −m
n
))−1
= 1− 7
n
+ 2
m2
n2
+ 3
m4
n4
− 21m
2
n3
+
123
4
1
n2
− 217
2
1
n3
+O
(
m6
n6
)
+O
(
1
n4
)
.
Expanding the product of the numerator of βn,m and (1+3/(4n))
−1 in (23)
and then simplifying, the result is
1 + 6n−1 + 13n−2 +
189
16
n−3 +O(n−4).
Consequently,
βn,m = 1− 1
n
+2
m2
n2
+3
m4
n4
− 9m
2
n3
+
7
4n2
− 51
16n3
+O
(
m6
n6
)
+O
(
1
n4
)
. (28)
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Similarly, the product of the numerator of γn,m and (1 + 3/(4n))
−1 in (23)
is
1 +
13
2n
+
(
3
5
+ i
4
5
)
m2
n2
+
(
12
5
+ i
16
5
)
m2
n3
+
(
313
20
− i 1
20
)
1
n2
+
(
2641
160
− i1
5
)
1
n3
+O
(
m6
n6
)
+ O
(
1
n4
)
,
so we obtain
γn,m = 1− 1
2n
+
(
13
5
+ i
4
5
)
m2
n2
+
(
21
5
+ i
8
5
)
m4
n4
−
(
49
5
+ i
12
5
)
m2
n3
+
(
9
10
− i 1
20
)
1
n2
+
(
−107
160
+ i
23
20
)
1
n3
+O
(
m6
n6
)
+O
(
1
n4
)
. (29)
(Here the error terms O(·) are complex valued. Then the O(·) notation refers
to both the real and imaginary parts.)
Combining (23), (28) and (29), the result is
an+2,m = (3+4i)
(
β′n,m +∆βn,m
)
an,m− (2+4i)
(
γ′n,m +∆γn,m
)
an+1,m, (30)
where
β′n,m := 1−
1
n
+ 2
m2
n2
, γ′n,m := 1−
1
2n
+
(
13
5
+ i
4
5
)
m2
n2
, (31)
and for 0 ≤ m ≤ 13n
2
3 and n ≥ 3,
∆βn,m = 3
m4
n4
− 9m
2
n3
+
7
4n2
− 51
16n3
+O
(
m6
n6
)
+O
(
1
n4
)
(32)
and
∆γn,m =
(
21
5
+ i
8
5
)
m4
n4
−
(
49
5
+ i
12
5
)
m2
n3
+
(
9
10
− i 1
20
)
1
n2
+
(
−107
160
+ i
23
20
)
1
n3
+O
(
m6
n6
)
+O
(
1
n4
)
. (33)
When ℓ = 2n+1, from (27), one obtains exactly the same β¯′n,m = β
′
n,m and
γ¯′n,m = γ
′
n,m as above in the case of ℓ = 2n. Then
a¯n+2,m = (3+4i)
(
β¯′n,m +∆β¯n,m
)
a¯n,m− (2+4i)
(
γ¯′n,m +∆γ¯n,m
)
a¯n+1,m. (34)
On the other hand, slightly differently,
∆β¯n,m = 3
m4
n4
− 11m
2
n3
+
9
4n2
− 83
16n3
+O
(
m6
n6
)
+O
(
1
n4
)
(35)
and
∆γ¯n,m =
(
21
5
+ i
8
5
)
m4
n4
−
(
62
5
+ i
16
5
)
m2
n3
+
(
23
20
− i 1
20
)
1
n2
+
(
−431
160
+ i
1
5
)
1
n3
+O
(
m6
n6
)
+O
(
1
n4
)
. (36)
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Since these basic approximations are almost the same when ℓ = 2n or ℓ =
2n+ 1, from now on, we deal exclusively with the even case ℓ = 2n.
Using Taylor expansion again with r = 1 and 2, we have
δn,r :=
1√
n+ r
− 1√
n
(
1− r
2n
)
=
1√
n
{
3r2
8n2
− 5r
3
16n3
+
∞∑
k=4
(− 12
k
)( r
n
)k}
=
1√
n
(
3r2
8n2
− 5r
3
16n3
+O(n−4)
)
. (37)
Also, with α = 2 + i or −i,
e−α
m2
n+r = e−α
m2
n (1+
r
n)
−1
= e−α
m2
n
(
1 + αr
m2
n2
)
+ ηn,m,r(α), (38)
where
ηn,m,r(α) := e
−αm2n
{
e−αm
2( 1n+r− 1n ) −
(
1 + αr
m2
n2
)}
= e−α
m2
n
{
αr
m2
n2
((
1 +
r
n
)−1
− 1
)
+
α2r2
2
m4
n4
(
1 +
r
n
)−2
+
∞∑
k=3
1
k!
(
αr
m2
n2
)k (
1 +
r
n
)−k}
= e−α
m2
n
{
−αr2m
2
n3
+
α2r2
2
m4
n4
+O
(
m6
n6
)}
. (39)
Using these, for any value of n and m, we further approximate a′n+1,m and
a′n+2,m by
a(1)n,m :=
1√
n
(
1− 1
2n
){
c1,me
im
2
n
(
1− im
2
n2
)
+c2e
i2πm−(2+i)m2n
(
1 + (2 + i)
m2
n2
)
(−3− 4i)n+1
}
, (40)
a(2)n,m :=
1√
n
(
1− 1
n
){
c1,me
im
2
n
(
1− 2im
2
n2
)
+c2e
i2πm−(2+i)m2n
(
1 + 2(2 + i)
m2
n2
)
(−3− 4i)n+2
}
, (41)
respectively. Then it is easy to check that for any n, m, c1,m, and c2, we have
the exact equality
a(2)n,m = (3 + 4i)β
′
n,m a
′
n,m − (2 + 4i)γ′n,m a(1)n,m. (42)
This indicates that a′n,m, defined by (24), may really be an asymptotic solution
of the recursion (23).
We want to show (25), that is, we have to show that
|hn,m| ≤ k2 n− 23 (n ≥ 3, |m| ≤ 1
3
n
2
3 ) (43)
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holds with suitable constants z0, z1 ∈ C and k2 ∈ (0,∞).
Consequently, by (37)–(39) and a Taylor expansion of (1 + 1/n)k (k =
−3,−1) we should have
ǫn+1,m =
c2√
n
ei2πm−(2+i)
m2
n (−3−4i)n+1
(
1− 1
2n
+
3
8n2
− 5
16n3
+O
(
1
n4
))
×
(
1 + (2 + i)
m2
n2
+
3 + 4i
2
m4
n4
− (2 + i)m
2
n3
+O
(
m6
n6
))
×
{
z0
m4
n3
(
1− 3
n
+O
(
1
n2
))
+
z1
n
(
1− 1
n
+
1
n2
+O
(
1
n3
))
+ hn+1,m
}
,
(44)
where
|hn+1,m| ≤ k2 (n+ 1)− 23 , (45)
with the above constants z0, z1 ∈ C and k2 > 0.
Similarly, we should have
ǫn+2,m =
c2√
n
ei2πm−(2+i)
m2
n (−3− 4i)n+2
(
1− 1
n
+
3
2n2
− 5
2n3
+O
(
1
n4
))
×
(
1 + 2(2 + i)
m2
n2
+ 2(3 + 4i)
m4
n4
− 4(2 + i)m
2
n3
+O
(
m6
n6
))
×
{
z0
m4
n3
(
1− 6
n
+O
(
1
n2
))
+
z1
n
(
1− 2
n
+
4
n2
+O
(
1
n3
))
+ hn+2,m
}
,
(46)
where
|hn+2,m| ≤ k2 (n+ 2)− 23 , (47)
with the above constants z0, z1 ∈ C and k2 > 0.
On the other hand, by definition,
ǫn+2,m := an+2,m − a′n+2,m = (an+2,m − a(2)n,m)− (a′n+2,m − a(2)n,m). (48)
Let us compute the terms here. First, by (24)–(39) and (41),
a′n+2,m − a(2)n,m =
c2√
n
ei2πm−(2+i)
m2
n (−3− 4i)n+2
×
{
(6 + 8i)
m4
n4
− (8 + 4i)m
2
n3
+
3
2n2
− 5
2n3
+O
(
m6
n6
)
+O
(
1
n4
)}
. (49)
Similarly,
a′n+1,m − a(1)n,m =
c2√
n
ei2πm−(2+i)
m2
n (−3− 4i)n+1
×
{(
3
2
+ 2i
)
m4
n4
− (2 + i)m
2
n3
+
3
8n2
− 5
16n3
+O
(
m6
n6
)
+O
(
1
n3
)}
. (50)
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Next, by (30) and (42),
an+2,m − a(2)n,m
= (3 + 4i)(βn,man,m − β′n,ma′n,m)− (2 + 4i)(γn,man+1,m − γ′n,ma(1)n,m)
= (3 + 4i)
(
∆βn,m a
′
n,m + βn,mǫn,m
)
− (2 + 4i)
{
∆γn,m a
(1)
n,m + γn,m
(
ǫn+1,m + (a
′
n+1,m − a(1)n,m)
)}
(51)
Thus, by (30)–(33), (25), (44) and (48)–(51), after simplification we obtain that
ǫn+2,m =
c2√
n
ei2πm−(2+i)
m2
n (−3− 4i)n
×
{
z0
(
(−7 + 24i)m
4
n3
+ (76− 82i)m
6
n5
+ (37− 84i)m
4
n4
− (248− 136i)m
8
n7
)
+z1
(
(−7 + 24i) 1
n
+ (17− 44i) 1
n2
+ (−29 + 78i) 1
n3
+ (−76 + 82i)m
2
n3
)
+hn,m
(
(3 + 4i)− (3 + 4i) 1
n
+
(
21
4
+ 7i
)
1
n2
−
(
153
16
+
51
4
i
)
1
n3
+(6 + 8i)
m2
n2
+ (9 + 12i)
m4
n4
− (27 + 36i)m
2
n3
)
+hn+1,m
(
(−10 + 20i) + (10− 20i) 1
n
−
(
57
4
− 31i
)
1
n2
−
(
117
16
+
353
8
i
)
1
n3
−(82− 74i)m
2
n2
− (257− 124i)m
4
n4
+ (247− 254i)m
2
n3
)
+(4− 3i) 1
n2
−
(
275
8
− 25
8
i
)
1
n3
+ (114 + 2i)
m4
n4
+ (7 − 74i)m
2
n3
+O
(
m6
n6
)
+O
(
1
n4
)}
. (52)
Compare the m4/n4 and the 1/n2 terms, respectively, in (46) and (52). We
have equality if and only if
z0 =
1 + 8i
6
, z1 =
1 + i
8
. (53)
Then express hn+2,m by comparing (46) and (52) again:
hn+2,m
=
1
3 + 4i
1− 1n + 74n2 + 2m
2
n2 − 5116n3 + 3m
4
n4 − 9m
2
n3
1− 1n + 32n2 + (4 + 2i)m
2
n2 − 52n3 + (6 + 8i)m
4
n4 − (12 + 6i)m
2
n3
hn,m
+
2 + 4i
3 + 4i
1− 1n + 61−2i40n2 + 23+9i5 m
2
n2 − 259−188i160n3 + 101+78i10 m
4
n4 − 151+48i10 m
2
n3
1− 1n + 32n2 + (4 + 2i)m
2
n2 − 52n3 + (6 + 8i)m
4
n4 − (12 + 6i)m
2
n3
hn+1,m
+
−19+317i
400n3 − 73−14i25 m
2
n3 +
1+8i
3
m8
n7 +O
(
m6
n6
)
+O
(
1
n4
)
1− 1n + 32n2 + (4 + 2i)m
2
n2 − 52n3 + (6 + 8i)m
4
n4 − (12 + 6i)m
2
n3
.
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Simplifying this, we obtain that
hn+2,m =
1
3 + 4i
(
1 +
1
4n2
− (2 + 2i)m
2
n2
+O
(
m4
n4
)
+ O
(
1
n3
))
hn,m
+
2 + 4i
3 + 4i
(
1 +
1− 2i
40n2
− 3− i
5
m2
n2
+O
(
m4
n4
)
+O
(
1
n3
))
hn+1,m
+
−19 + 317i
400n3
− 73− 14i
25
m2
n3
+
1 + 8i
3
m8
n7
+O
(
m6
n6
)
+O
(
1
n4
)
. (54)
Ignoring lower order error terms, now we want to find an asymptotic solution
of the inhomogeneous linear difference equation
h′n+2,m = µn,mh
′
n,m + νn,mh
′
n+1,m + gn,m, (55)
where
µn,m :=
1
3 + 4i
(
1 +
1
4n2
− (2 + 2i)m
2
n2
)
,
νn,m :=
2 + 4i
3 + 4i
(
1 +
1− 2i
40n2
− 3− i
5
m2
n2
)
,
gn,m :=
−19 + 317i
400n3
− 73− 14i
25
m2
n3
+
1 + 8i
3
m8
n7
. (56)
Similarly as in (24), we can conclude that an asymptotic general solution (ig-
noring lower order error terms again) of the corresponding homogeneous linear
difference equation is
hhomn,m := d1,mu1,m(n) + d2,mu2,m(n),
u1,m(n) = e
− 1n (α1m2+β1), u2,m(n) = e−
1
n (α2m
2+β2)(−3− 4i)−n,
where d1,m, d2,m ∈ C. Comparing with (56), it follows that
hhomn,m = d1,me
−1+i
16n + d2,me
(2+2i)m
2
n − 3+i16n (−3− 4i)−n. (57)
Then we are going to find an (asymptotic) particular solution of the inho-
mogeneous difference equation (55). By variation of parameters, see e.g. [14,
Section 3.2], we seek a solution as
hinhn,m = f1,m(n)u1,m(n) + f2,mu2,m(n),
where fj,m(n) (j = 1, 2) are unknown functions. Then one obtains a linear
system of equations for the differences ∆fj,m(n) := fj,m(n+ 1)− fj,m(n):
∆f1,m(n)u1,m(n+ 1) + ∆f2,m(n)u2,m(n+ 1) = 0
∆f1,m(n)u1,m(n+ 2) + ∆f2,m(n)u2,m(n+ 2) = gn,m.
Thus a particular solution is
hinhn,m =
n∑
k=1
gk,m
e
1−i
16 (
1
k+2
− 1
n)
1 + (3 + 4i)−1e−
(2+2i)(m2− 116 )
(k+1)(k+2)
+
n∑
k=1
gk,m
e(−(2+2i)m
2+ 3+i16 )(
1
k+2− 1n )(−3− 4i)k−n+2
1 + (3 + 4i)e
(2+2i)(m2− 116 )
(k+1)(k+2)
. (58)
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Lemma 5 below shows that hinhn,m uniformly converges to a finite complex
limit for any |m| ≤ 13n
2
3 as n→∞:
hinh∞,m := limn→∞h
inh
n,m =
∞∑
k=1
gk,m
e
1−i
16(k+2)
1 + (3 + 4i)−1e−
(2+2i)(m2− 116 )
(k+1)(k+2)
. (59)
For example, hinh∞,0 ≈ −0.156498+ 0.849953i.
Thus an asymptotic solution of the difference equation (55) is
h′′n,m := h
hom
n,m + h
inh
n,m, (60)
as defined by (57) and (58). Let us replace hn,m by h
′′
n,m in (25), since this way
we can explicitly compute approximate values of coefficients.
For 1 ≤ m ≤ 13n
2
3 , we choose the coefficient c1,m so that a
′
m,m = am,m =
(−1)m2−2m. (So then the error term be zero.) It implies that
c1,m = (−1)m2−2m
√
me−im − c2e−(2+2i)m(−3− 4i)m.
When m = 0, we have to modify this, since a′0,0 is not defined. Then we demand
that a′1,0 = a1,0 = − 12 − 2i. It gives
c1,0 = −1
2
− 2i+ (3 + 4i)c2.
From these it follows that there is a positive constant k1 such that |c1,m| ≤ k1
for any 0 ≤ m ≤ 13n
2
3 , as was claimed.
To find the coefficients d1,m and d2,m in (57) we demand two boundary
conditions. First, we want that the (approximate) error term
ǫ′′n,m :=
c2√
n
e−(2+i)
m2
n (−3− 4i)n
×
(
z0
m4
n3
+
z1
n
+ d1,me
−1+i
16n + d2,me
(2+2i)m
2
n − 3+i16n (−3− 4i)−n + hinhn,m
)
(61)
be 0 when n = m (m ≥ 1) and n = 1 (m = 0). Second, we demand that the
factor in parentheses above tend to 0 as n→ ∞. From the second condition it
follows that
d1,m = −hinh∞,m
(
0 ≤ m ≤ 1
3
n
2
3
)
. (62)
From the first condition it follows that
d2,m = −
(
z0m+
z1
m
+ d1,me
−1+i
16m + hinhm,m
)
(−3− 4i)me−(2+2i)m+ 3+i16m (63)
(1 ≤ m ≤ 13n
2
3 ) and
d2,0 =
(
z1 + d1,0e
−1+i
16 + hinh1,0
)
(3 + 4i)e
3+i
16 (m = 0). (64)
(62) and Lemma 5 below show that
|d1,m| ≤ κ7(1 +m8) (m ∈ Z).
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Hence (63), (64) and Lemma 5 imply that |d2,m| → 0 as m→∞. Consequently,
there exists a positive constant k4 such that |d2,m| ≤ k4 for any m ∈ Z.
Since the error term hn,m is asymptotically equal to h
′′
n,m, by these and
Lemma 5 we conclude that
|hn,m| ∼ |h′′n,m| =
∣∣∣−hinh∞,me 1−i16n + d2,me(2+2i)m2n − 3+i16n (−3− 4i)−n + hinhn,m∣∣∣
≤ κ8n− 23 + k4 e 29n1/35−n ≤ k2 n− 23
for any |m| ≤ 13n
2
3 , with some positive constant k2. This completes the proof
of the theorem.
Lemma 5. If hinhn,m is defined by (58) and h
inh
∞,m is defined by (59), then
|hinh∞,m| < κ7(1 +m8) (m ∈ Z),
|hinh∞,m − hinhn,m| ≤ κ8 n−
2
3 (|m| ≤ 1
3
n
2
3 , n ≥ 1),
which converges to 0, uniformly in m, as n→∞. Finally,
|hinh∞,m − hinhm,m| ≤ κ9(1 +m2) (m ∈ Z).
Here and in the proof, each κr is a finite, positive constant.
Proof. Let us begin with the second sum in (58). We are going to show that
the limit of the second sum is 0 when |m| ≤ 13n
2
3 :
n∑
k=1
∣∣∣∣∣∣∣gk,m
e(−(2+2i)m
2+ 3+i16 )(
1
k+2− 1n )(−3− 4i)k−n+2
1 + (3 + 4i)e
(2+2i)(m2− 116 )
(k+1)(k+2)
∣∣∣∣∣∣∣
≤ κ1
n∑
k=1
(
1 +m2
k3
+
m8
k7
)
e(−2m
2+ 316 )
n−2−k
n(k+2) (−3− 4i)k−n
≤ κ1e 116+n
− 2
3
n∑
k=1
(
1 +m2
k3
+
m8
k7
)
(−3− 4i)k−n
≤ κ2(−3− 4i)−n2
⌊n2 ⌋∑
k=1
(
1 +m2
k3
+
m8
k7
)
+ κ2
n∑
k=⌊n2 ⌋+1
(
1 +m2
k3
+
m8
k7
)
≤ κ3 n 163 (−3− 4i)−n2 + κ4
(
n
4
3
n2
+
n
16
3
n6
)
≤ κ5 n− 23 ,
which converges to 0, uniformly in m, as n → ∞. In the first inequality above
we used that the modulus of the denominator is clearly bigger than 5 for any
m and k. In the second inequality we separately considered the exponent when
k ≤ n− 2 and when k = n− 1, n. In the last inequality we used the assumption
|m| ≤ 13n
2
3 .
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It is easy to see that the limit hinh∞,m is finite:
n∑
k=1
∣∣∣∣∣∣∣gk,m
e
1−i
16 (
1
k+2− 1n)
1 + (3 + 4i)−1e−
(2+2i)(m2− 116 )
(k+1)(k+2)
∣∣∣∣∣∣∣
≤ κ6
∞∑
k=1
(
1 +m2
k3
+
m8
k7
)
≤ κ7(1 +m8) <∞
for anym ∈ Z and n ≥ 1. In the first inequality above we used that the modulus
of the denominator is clearly bigger than 4/5 for any m and k.
It follows from the above estimates that when |m| ≤ 13n
2
3 ,
|hinh∞,m − hinhn,m| ≤ κ5n−
2
3 + κ6
∞∑
k=n+1
(
1 +m2
k3
+
m8
k7
)
≤ κ8n− 23 ,
which converges to 0, uniformly in m, as n→∞.
Finally, using the above estimates again, we obtain
|hinh∞,m − hinhm,m| ≤ κ2(−3− 4i)−
m
2
⌊m2 ⌋∑
k=1
(
1 +m2
k3
+
m8
k7
)
+ κ2
m∑
k=⌊m2 ⌋+1
(
1 +m2
k3
+
m8
k7
)
+ κ6
∞∑
k=m+1
(
1 +m2
k3
+
m8
k7
)
≤ κ9(1 +m2).
This completes the proof of the lemma.
Remark 1. By Theorem 1 it follows that
c2 = lim
n→∞
an,0
√
n
(−3− 4i)n .
It is conjectured that
c2 =
√
(2 + i)π
40
≈ 0.40786 + i 0.0962827.
Taking e.g. n = 1000, one obtains the approximation
c2 ≈ an,0
√
n
(−3− 4i)n ≈ 0.410514+ i 0.0969363,
which is relatively close to our conjecture.
Corollary 1. Theorem 1 implies that there exists a constant C′ > 0 such that
µ(Sℓ = j)√
2
ℓ c2e
iπj−(2+i) j22ℓ (−3− 4i) ℓ2
= 1 + δℓ,j ,
where |δℓ,j| ≤ C′ℓ− 13 for any ℓ ≥ 1 and |j| ≤ 13ℓ
2
3 . Then also
1− C′ℓ− 13 ≤ |µ(Sℓ = j)|√
2
ℓ |c2|e−
j2
ℓ 5
ℓ
2
≤ 1 + C′ℓ− 13 . (65)
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The error term (22) is really negligible compared to the main term for any
ℓ ≥ 1 and |j| ≤ 13ℓ
2
3 :
|ǫ˜ℓ,j |√
2
ℓ |c2|e−
j2
ℓ 5
ℓ
2
≤ C′ℓ− 13 .
4 Coupled probability distributions
4.1 One-dimensional distributions
Theorem 2. If ℓ ≥ ℓ0, with definition (17) we have
P(Sℓ = j + 2)
P(Sℓ = j)
≤ e−2 jℓ ≤ 1 (0 ≤ j ≤ ℓ− 2).
Proof. (Sketch.)
We restrict ourselves to the case where ℓ = 2n and j = 2m, even. The cases
with other parities can be treated similarly. Define an,m := µ(S2n = 2m). The
starting point is the reverse recursion (20) for ρn,m = an,m+1/an,m. We have to
show that
|ρn,m| ≤ e−2mn (n− 1 ≥ m ≥ 0). (66)
By Theorem 1 and Corollary 1, when n is large enough and 0 ≤ m ≤ 13n
2
3 ,
we have |ρn,m| ≤ e−2mn . So from now it is enough to consider the case 13n
2
3 <
m ≤ n− 1. If n is large enough, the recursion (20) can be approximated by
ρn,m ≈ (1− x)
2
2(1− x2) + i8x2 − (1 + x)2ρn,m+1 , (67)
where x := m/n ∈ [0, 1]. Equivalently,
− log(ρn,m) ≈ 4 tanh−1 x+ log
(
2(1− x2) + i8x2
(1 + x)2
− ρn,m+1
)
. (68)
An approximate solution of (68) is
− log(ρn,m) ≈ 4 tanh−1 x+ i tan−1
(
4x2
1− x2
)
. (69)
Really, substituting this for ρn,m+1 ≈ ρn,m in (68), the error is negligible com-
pared to (69) for any x ∈ [0, 1].
Then (69) shows that (66) holds true.
Simulations with Wolfram Mathematica lead to the conjecture that Theorem
2 holds for any ℓ ≥ 1, that is, ℓ0 = 1.
Theorem 3. For the normalizing factor (18) there exists a constant C1 > 0
such that for any ℓ ≥ 1,
1− C1ℓ− 13 ≤ Zℓ√
2π
ℓ |c2|25ℓ
≤ 1 + C1ℓ− 13 . (70)
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For the coupled probability (17) we have a constant C2 > 0 such that
1− C2ℓ− 13 ≤ P(Sℓ = j)√
2
πℓe
− 2j2ℓ
≤ 1 + C2ℓ− 13 , (71)
for any ℓ ≥ 1 and |j| ≤ 13ℓ
2
3 .
There exists a constant C3 > 0 such that
1− C3n− 13 ≤ P(S2n = m)
P∗(S∗2n = 2m)
≤ 1 + C3n− 13 (72)
and
1− C3n− 13 ≤ P(S2n−1 = m)
P∗(S∗2n−1 = 2m− 1)
≤ 1 + C3n− 13 , (73)
for any n ≥ 1 and |m| ≤ 13n
2
3 , where (S∗ℓ )ℓ≥0 is an ordinary simple, symmetric
random walk w.r.t. the probability P∗,
P∗(S∗ℓ = j) =
(
ℓ
ℓ+j
2
)
2−ℓ (|j| ≤ ℓ).
(The binomial coefficient is defined to be 0 if ℓ+ j is odd.)
The sum of the tail terms is asymptotically negligible:∑
|j|> 13 ℓ
2
3
P(Sℓ = j) ≤ (1 + C4ℓ− 13 )4
√
ℓ
2π
e−
2
9 ℓ
1
3 (74)
for any ℓ ≥ 1, where C4 > 0 is a constant.
Finally, we have symmetry
P(Sℓ = j) = P(Sℓ = −j) (ℓ ≥ 1, |j| ≤ ℓ). (75)
Proof. By Corollary 1 it follows that∑
|j|≤ 13 ℓ
2
3
|µ(Sℓ = j)|2 = 2|c2|
25ℓ
ℓ
∑
|j|≤ 13 ℓ
2
3
e−
2j2
ℓ |1 + δℓ,j|2,
where |δℓ,j| ≤ C′ℓ− 13 for any ℓ ≥ 1. Setting h := 2/
√
ℓ one gets that
1− 2
[
1− Φ
(
h
(
1
3
ℓ
2
3 − 2
))]
≤ 1√
2π
∑
|j|≤ 13 ℓ
2
3
h e−
1
2 (jh)
2 ≤ 1 + 2
√
2
πℓ
,
where Φ(x) :=
∫ x
−∞ φ(t) dt, φ(x) := (2π)
− 12 e−x
2/2. Using the well-known in-
equality, cf. [17, Lemma 12.9],
x
x2 + 1
φ(x) < 1− Φ(x) < 1
x
φ(x) (x > 0), (76)
one then obtains
1− C′′ℓ− 13 ≤
∑
|j|≤ 13 ℓ
2
3
|µ(Sℓ = j)|2√
2π
ℓ |c2|25ℓ
≤ 1 + C′′ℓ− 13 , (77)
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for any ℓ ≥ 1 with some constant C′′ > 0.
On the other hand, by Theorem 2 and Corollary 1, for ℓ ≥ ℓ0,
∑
|j|> 13 ℓ
2
3
|µ(Sℓ = j)|2 = Zℓ
∑
|j|> 13 ℓ
2
3
P(Sℓ = j) ≤ 2ℓZℓ P
(
Sℓ =
⌊
1
3
ℓ
2
3
⌋)
≤ 4|c2|25ℓ(1 + C′ℓ− 13 )2 exp
(
−2
ℓ
⌊
1
3
ℓ
2
3
⌋2)
. (78)
This together with (77) prove (70). In turn, (70) and Corollary 1 imply (71).
Using the ordinary de Moivre–Laplace theorem, cf. e.g. [24], we see that
there exists a constant C′′′ > 0 such that
1− C′′′n− 13 ≤ P
∗(S∗2n = 2m)
1√
πn
e−
m2
n
≤ 1 + C′′′n− 13
and
1− C′′′n− 13 ≤ P
∗(S∗2n−1 = 2m− 1)
1√
π(n− 12 )
e
− m2
n− 1
2
≤ 1 + C′′′n− 13
for any n ≥ 1 and |m| ≤ n 23 . These and (17) imply (72) and (73).
(78) and (70) imply that
∑
|j|> 13 ℓ
2
3
P(Sℓ = j) ≤
4(1 + C′ℓ−
1
3 )2 exp
(
− 2ℓ
⌊
1
3ℓ
2
3
⌋2)
(1− C1ℓ− 13 )
√
2π
ℓ
≤ (1 + C4ℓ− 13 )4
√
ℓ
2π
e−
2
9 ℓ
1
3
and this shows (74).
Finally, (75) follows by definition (17). This ends the proof of the theorem.
It is interesting that the random walk approximation described in Theorem
3 is rather good even for small values of n:
Table 1: P(S2n = m)/P
∗(S∗2n = 2m) rounded to 4 decimal places
n m = 0 m = ±1 m = ±2 m = ±3 m = ±4
1 .5075/.5 .2388/.25 .0075/0 0/0 0/0
2 .3478/.375 .2584/.25 .0642/.0625 .0035/0 .0000/0
3 .3117/.3125 .2289/.2344 .0959/.0938 .0012/.0156 .0000/0
4 .2718/.2734 .2169/.2188 .1085/.1094 .0330/.0313 .0053/.0039
5 .2450/.2461 .2038/.2051 .1163/.1172 .0446/.0439 .0110/.0098
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4.2 A Markov chain model and multidimensional distri-
butions
Let us consider now the probability distributions at times 2n and 2n+ 2. Our
goal is to find an asymptotically nearest neighbor Markov chain describing the
transition from time 2n to time 2n+ 2, if there exists such a model at all. The
assumptions we are going to use are based on the properties of the underlying
complex measure walk and on the one-dimensional distributions obtained in the
previous subsection.
Define
pn,j := P(S2n+2 = j + 1 | S2n = j), qn,j := P(S2n+2 = j − 1 | S2n = j).
We are going to use the following assumptions for n ≥ 1:
(i) P(|S2n+2 − j| ≥ 3 | S2n = j) = 0 if |j| ≤ 2n,
(ii) P(|S2n+2 − j| = 2 | S2n = j) ≤ C5n− 13 if |j| ≤ 13n
2
3 , where C5 > 0 is a
constant,
(iii) the Markov chain is symmetric w.r.t. reflection about the state 0, that is,
pn,−j = qn,j if |j| ≤ 2n.
Assumptions (i) and (ii) imply for n ≥ 1 and |j| ≤ 13n
2
3 that
|P(S2n+2 = j | S2n = j)− (1− pn,j − qn,j)| ≤ C5n− 13 .
We want to find transition probabilities pn,j ∈ [0, 1] and qn,j ∈ [0, 1] that
satisfy the above assumptions. Because of assumption (iii), it is enough to
consider the cases when j ≥ 0. Then we are led to the following Markovian
inequality:
|P(S2n+2 = j)− qn,j+1P(S2n = j + 1)− pn,j−1P(S2n = j − 1)
−(1− pn,j − qn,j)P(S2n = j)| ≤ (P(S2n = j) + P(|S2n − j| = 2))C5n− 13 , (79)
if n ≥ 1 and 0 ≤ j ≤ 13n
2
3 .
The next theorem shows that there exists a suitable solution to this inequal-
ity.
Theorem 4. There exist transition probabilities pn,j and qn,j giving an asymp-
totically nearest neighbor Markovian solution satisfying assumptions (i) – (iii)
such that∣∣∣∣pn,j − 14
∣∣∣∣ ≤ C6n− 13 , ∣∣∣∣qn,j − 14
∣∣∣∣ ≤ C6n− 13 (n ≥ n0, |j| ≤ 13n 23 ),
with a constant C6 > 0 and a positive integer n0.
Proof. Denote the left hand side and the right hand side of (79) by Ln,j and
Rn,j , respectively. By (72), for we obtain that
Ln,j ≤
∣∣∣∣(1 + C3(n+ 1)− 13)( 2n+ 2n+ 1 + j
)
2−2n−2 −
(
1− C3n− 13
)
2−2n
×
[
qn,j+1
(
2n
n+ j + 1
)
+ pn,j−1
(
2n
n+ j − 1
)
+ (1 − qn,j − pn,j)
(
2n
n+ j
)]∣∣∣∣ .
22 T. Szabados
Then
L∗n,j :=
(n+ 1 + j)!(n+ 1− j)!22n
(2n)!
Ln,j ≤ |Un,j + C3n− 13 Vn,j |, (80)
where p∗n,j := pn,j − 14 , q∗n,j := qn,j − 14 ,
Un,j := n
2
(
q∗n,j + p
∗
n,j − p∗n,j−1 − q∗n,j+1
)
+ n
(
2(q∗n,j + p
∗
n,j)− (2j + 1)p∗n,j−1 + (2j − 1)q∗n,j+1
)
− (j2 − 1)(q∗n,j + p∗n,j)− (j2 + j)p∗n,j−1 + (j2 − j)q∗n,j+1, (81)
and
Vn,j := 2n
2 + 3n+
j2
2
+
1
2
− Un,j. (82)
Suppose that |p∗n,j | ≤ C6n−
1
3 and |q∗n,j| ≤ C6n−
1
3 for all n ≥ 1 and |j| ≤ 13n
2
3 ,
with some constant C6 > 0. Then it follows that
L∗n,j ≤ C6n−
1
3 (1 + C3n
− 13 )(4n2 + 4jn+ 4n+ 4j2 + 2j + 1)
+ C3n
− 13
(
2n2 + 3n+
j2
2
+
1
2
)
. (83)
Consider now the right hand side of (79), using (72):
Rn,j ≥ C5n− 13 (1− C3n− 13 )2−2n
[(
2n
n+ j
)
+
(
2n
n+ j + 2
)
+
(
2n
n+ j − 2
)]
,
where we suppose that n ≥ n0 ≥ 1 and C3n−
1
3
0 ≤ 12 . Then
R∗n,j :=
(n+ 1 + j)!(n+ 1− j)!22n
(2n)!
Rn,j ≥ C5
2
n−
1
3
{
(n+ 1 + j)(n+ 1− j)
+
(n+ 1− j)(n− j)(n− 1− j)
n+ 2 + j
+
(n+ 1 + j)(n+ j)(n− 1 + j)
n+ 2− j
}
≥ C5
2
n−
1
3
(
11
5
n2 +
8
5
jn+
9
5
n+
1
5
j2 +
1
5
j
)
, (84)
if |j| ≤ 13n
2
3 .
We may suppose w.l.o.g. that C5 ≥ 6C3. Then comparing (83) and (84), we
see that L∗n,j ≤ R∗n,j for any n ≥ n0 and |j| ≤ 13n
2
3 if C6 ≤ C3/60, say.
Starting with j = 0 in the inequality L∗n,j ≤ R∗n,j in the above proof and
going on with values j = 1, 2, . . . by induction, it turns out that essentially there
are no other solutions satisfying assumptions (i) – (iii) beside the one claimed
in Theorem 4if n is large enough. The transition probabilities for |j| > 13n
2
3 are
unimportant because the tail is negligible by (78) when n is large enough.
Thus Theorems 3 and 4 essentially determine the multidimensional proba-
bility distributions of the coupled process of the complex measure walk on even
integer time instants for large enough n. Let us denote the set
{2n0 . . . 2n} := {2n0, 2n0 + 2, 2n0 + 4, . . . , 2n}
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with some positive integers n > n0. Take the sample space R
{2n0...2n} and
the corresponding Borel σ-field B{2n0...2n}. The coupled probability distribu-
tion on the measurable space (R{2n0...2n},B{2n0...2n}), essentially determined by
Theorems 3 and 4, will be denoted by P{2n0...2n}.
The probability distribution for n ≤ n0 is not really essential for the limiting
behaviour, our main interest. However, one can find a solution of assumptions
(i) – (iii) for P{0...2n0} on (R
{0...2n0},B{0...2n0}), similarly as above. Choose the
solution pn,j =
1
4 and qn,j =
1
4 for any 0 ≤ n ≤ n0. Then for 1 ≤ n ≤ n0 and
|j| ≤ 13n
2
3 by (80) – (82) one obtains that
Ln,j ≤ C3n− 13
2n2 + 3n+ j
2
2 +
1
2
(n+ 1 + j)(n+ 1− j)
(
2n
n+ j
)
2−2n ≤ 2C3n− 13 .
Define
Pmin(n0) := min{P(S2n = j) : 1 ≤ n ≤ n0, |j| ≤ 1
3
n
2
3 }.
By (79),
Rn,j ≥ 3Pmin(n0)C5n− 13 .
Comparing these estimates for Ln,j and Rn,j, it follows that the Markovian
inequality (79) holds for any 1 ≤ n ≤ n0 and |j| ≤ 13n
2
3 , supposing C5 ≥
2
3C3/Pmin(n0). The cases when |j| > 13n
2
3 are again unimportant: if n is large,
(78) shows that the tail is negligible; when n is small, the tails can be checked
by computer, see Table 4.1.
Theorems 3 and 4 also imply that asymptotically, as n → ∞, the coupled
process on even integer time instants tends to a lazy random walk :
pn,j = qn,j =
1
4
, P(|S2n+2 − j| ≥ 2 | S2n = j) = 0,
P(S2n+2 = j | S2n = j) = 1− pn,j − qn,j = 1
2
(|j| ≤ 2n).
On the other hand, somewhat surprisingly, if one tries to determine asymp-
totically nearest neighbor transition probabilities moving from a time instant
2n to 2n + 1 using the same method, then it turns out that there is no such
classical Markov chain model. For example, one gets
P(S2n+1 = 2 | S2n = 1) = − 1
12
+O(n−
1
3 ).
5 A strong approximation of Brownian motion
based on lazy random walks
The strong approximation that will be discussed in this section is very similar
to the “twist and shrink” construction of Brownian motion based on simple,
symmetric random walks, see [22] and [23]. In turn, the twist and shrink method
was based on Re´ve´sz’s approach [21] to Knight’s construction [15].
24 T. Szabados
5.1 Lazy random walks
First we define a probability space that we are going to use in this subsection.
Let N := {0, 1, 2, . . .} be the set of natural numbers. Take the sample space
RN and the countable product σ-field BN of the Borel sets in R. Let qN be the
countable power of the probability measure
q({−1}) = q({1}) = 1
4
, q({0}) = 1
2
. (85)
Let (Y (k))∞k=1 be the steps of a lazy random walk, each step with the probability
distribution q. In other words, Y (k) = πk, where πk : R
N → R is the kth
coordinate projection.
The probability measure Q is defined on (RN,BN) as follows. For any n ≥ 1
and Borel measurable function f : Rn → R, the distribution of the random
variable Z = f(Y (1), . . . , Y (n)) is
Q(Z ∈ A) := qn(f−1(A)).
Using a standard diagonal procedure, over the probability space (Ω,F ,Q),
the coordinate projections define an infinite matrix of independent and identi-
cally distributed random variables (Ym(k))m≥0,k≥1, each with the distribution q.
That is, take Y0(1), Y0(2), Y1(1), Y0(3), Y1(2), Y2(1), Y0(4), Y1(3), Y2(2), Y3(1), . . .
in this order. More exactly,
Ym(n) = πm+1+(m+n)(m+n−1)/2.
For each m ≥ 0 define a lazy random walk by
Lm(0) = 0, Lm(n) =
n∑
k=1
Ym(k). (86)
It is clear that ELm(n) = 0 and Var(Lm(n)) = n/2. (In this subsection E and
Var are always understood w.r.t. the measure Q.)
Fortunately, each Ym(n) has the same distribution as S
∗
2/2, where (S
∗
n)n≥0
is a simple, symmetric random walk started from the origin. (S∗n)n≥1 can be
obtained as partial sums of the coordinate projections on (RN,BN,Q∗), where
Q∗ is the probability measure obtained from q∗N, where q∗(1) = q∗(−1) = 12 .
Consequently,
Q(Lm(n) = j) =
n−|j|∑
r=0
(
n
r
)(
n− r
n−r+j
2
)(
1
4
)n−r (
1
2
)r
=
(
2n
n+ j
)
2−2n = Q∗(S∗2n = 2j), (87)
for n ≥ 0 and |j| ≤ n. Clearly, Lm is strong Markovian.
For m ≥ 0 we define stopping times T ∗m(0) := 0,
T ∗m(k + 1) := inf{n : n > T ∗m(k), |Lm(n)− Lm(T ∗m(k))| = 1} (k ≥ 0). (88)
Then the random variables (T ∗m(k + 1)− T ∗m(k))k≥0 are independent and iden-
tically distributed,
Q(T ∗m(1) = j) = 2
−j (j ≥ 1),
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a geometric distribution with parameter 12 . Then it follows that
E(T ∗m(1)) = 2, Var(T
∗
m(1)) = 2. (89)
The moment generating function of T ∗m(1) is
E(euT
∗
m(1)) =
eu
2− eu ,
and of its standardized version is
E
(
eu(T
∗
m(1)−2)/
√
2
)
=
e−u/
√
2
2− eu/√2 , (90)
finite if u <
√
2 log 2 ≈ 0.980258.
It also follows that T ∗m(k) has negative binomial distribution:
Q(T ∗m(k) = j) =
(
j − 1
k − 1
)
2−j (j ≥ k ≥ 1)
and
E(T ∗m(k)) = 2k, Var(T
∗
m(k)) = 2k.
5.2 A construction of Brownian motion
A key tool in the construction is a large deviation lemma, cf. Lemma 2 and the
remarks after it in [22].
Lemma 6. Suppose that (Yj)j≥1 is a sequence of independent and identi-
cally distributed random variables on a probability space (Ω,F ,Q); E(Yj) = 0,
E(Y 2j ) = 1, and the moment generating function E(e
uYj ) < ∞ in an interval
|u| ≤ u0, where u0 > 0. Let Z0 = 0 and Zn =
∑n
j=1 Yj (n ≥ 1) be the partial
sums. Then for any C > 1 there exists a positive N0(C) (possibly depending on
the distribution of Yj as well) such that for any N ≥ N0(C) we have
Q
(
max
0≤n≤N
|Zn| ≥ (2CN logN) 12
)
≤ N1−C .
Proof.
Q
(
max
0≤n≤N
|Zn| ≥ (2CN logN) 12
)
≤
N∑
n=0
Q
(
|Zn| ≥ (2CN logN) 12
)
≤
∑
0≤n<(logN)4
Q
(
|Zn| ≥ (2CN logN) 12
)
+
∑
(logN)4≤n≤N
Q
( |Zn|√
n
≥ (2C logN) 12
)
(91)
Let us estimate the first sum in (91) using an exponential Chebyshev’s in-
equality:∑
0≤n<(logN)4
Q
(
|Zn| ≥ (2CN logN) 12
)
≤
∑
1≤n<(logN)4
{(
E(eu0Yj )
)n
+
(
E(e−u0Yj )
)n}
e−u0(2CN logN)
1
2 .
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We want to show that this is not larger than 12N
1−C if N is large enough. Define
cY := max
(
E(eu0Yj ),E(e−u0Yj )
)
and take logarithm; then we have to show
4 log logN+log 2+(logN)4 log cY −u0(2CN logN) 12 +log 2+(C−1) logN ≤ 0.
Upon dividing by N
1
2 , we see that it really holds if N is large enough.
To estimate the second sum of (91) under the assumptions of the lemma, we
may use the large deviation theorem in [8, Section XVI.6]:
lim
n→∞
Q(Zn/
√
n ≥ xn)
1− Φ(xn) = 1, Φ(x) :=
∫ x
−∞
1√
2π
e−
t2
2 dt,
supposing xn → ∞ and xn = o(n 16 ). Since now xn = (2C logN) 12 , where
(logN)4 ≤ n ≤ N , these assumptions hold. Using inequality (76),
∑
(logN)4≤n≤N
Q
( |Zn|√
n
≥ (2C logN) 12
)
≤ N2(1 + ǫ)(1− Φ((2C logN) 12 )) ≤ 1
2
Ne−C logN =
1
2
N1−C ,
if N is large enough. This completes the proof of the lemma.
Note that in the above lemma N and N0(C) can be positive real numbers.
Hoeffding’s lemma is a useful addition to the previous lemma in the special
case of bounded random variables (Yj)j≥1. Suppose that (Yj)j≥1 is a sequence
of independent and identically distributed random variables and bj ≤ Yj ≤ aj .
Let Z0 = 0 and Zn =
∑n
j=1 Yj (n ≥ 1) be the partial sums. Then for any x > 0,
Q
|Zn − E(Zn)| ≥ x
1
4
n∑
j=1
(aj − bj)2

1
2
 ≤ 2e−x22 . (92)
Here we are going to modify the “twist and shrink” construction of Brownian
motion (Wiener process) discussed in [22]. Here we use a sequence of lazy
random walks (Lm(n))n≥0, (m ≥ 0), instead of simple, symmetric random walks
applied in [22]. The sample functions of the approximations will be continuous
broken lines over the half line R+ = [0,∞) (the time axis). So we take the
sample space Ω := C(R+) with the topology of uniform convergence on compact
sets, and the corresponding Borel σ-field F , the smallest σ-field containing all
open sets in Ω. Since the continuous sample functions will be functions of the
elements of infinite matrix of lazy random walk steps (Ym(k))m≥0,k≥1 defined
in Subsection 5.1, the probability measure can be extended to (Ω,F) and will
also be denoted by Q.
The first approximation (B0(t))t≥0 is based on (L0(n))n≥0. At the integer
time instants n ∈ Z+, B0(n) := L0(n). For any real t ∈ (n, n+1) we interpolate:
B0(t) := B0(n) + {B0(n+ 1)−B0(n)}(t− n).
Before we define the second approximation based on (L1(n))n≥0 we need an
important procedure of the construction called “twisting”. Its aim is to make
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the second approximation to be a refinement of the first one after shrinking.
For twisting we use the stopping times given by (88). A part of L1 between
two consecutive stopping times T ∗1 (k) and T
∗
1 (k + 1) will be called a bridge of
L1. Remember that L1(T
∗
1 (k + 1)) − L1(T ∗1 (k)) = ±1. Two bridges of L1 is
going to correspond to one step of L0. A horizontal step of L0 is mimicked by
a combination of a consecutive up and down (or down and up) bridges of L1.
An up (respectively, a down) step of L0 will correspond to two consecutive up
(respectively, two consecutive down) bridges of L1. If a bridge of L1 does not
fulfils these rules, then we reflect the bridge.
More exactly, let us see the details.
(1) Twisting. L0 is not twisted, L˜0(n) = L0(n) for each n ≥ 0. By
induction, suppose that L˜j is already defined. The next twisted walk will be
defined in terms of Lj+1 and L˜j.
For k ≥ 1 take Y˜j(k) := L˜j(k)− L˜j(k − 1).
(a) If Y˜j(k) = 0 and
ǫk := {L1(T ∗1 (2k− 1))− L1(T ∗1 (2k − 2))}{L1(T ∗1 (2k))−L1(T ∗1 (2k − 1))} = ±1,
then we set
Y˜j+1(n) :=
{
Yj+1(n) if T
∗
j+1(2k − 2) < n ≤ T ∗j+1(2k − 1),
−ǫYj+1(n) if T ∗j+1(2k − 1) < n ≤ T ∗j+1(2k).
(b) if Y˜j(k) = ±1, then
ǫk,1 := Y˜j(k){Lj+1(T ∗j+1(2k − 1))− Lj+1(T ∗j+1(2k − 2))} = ±1,
Y˜j+1(n) := ǫk,1Yj+1(n) if T
∗
j+1(2k − 2) < n ≤ T ∗j+1(2k − 1);
ǫk,2 := Y˜j(k){Lj+1(T ∗j+1(2k))− Lj+1(T ∗j+1(2k − 1))} = ±1,
Y˜j+1(n) := ǫk,2Yj+1(n) if T
∗
j+1(2k − 1) < n ≤ T ∗j+1(2k).
Finally, we put
L˜j+1(0) := 0, L˜j+1(n) :=
n∑
r=1
Y˜j+1(r) (n ≥ 1).
It is important that a twisted lazy random walk (L˜j(n))n≥0 is still a lazy
random walk, because as a stochastic process it is not affected by the applied
reflections, compare with [22, Lemma 1].
(2) Shrinking. Now the sample functions of the mth approximation make
steps of length 2−m in times 2−2m. Thus
Bm(n2
−2m) := 2−mL˜m(n) (n ∈ Z+) (93)
and for any real t ∈ (n2−2m, (n+ 1)2−2m),
Bm(t) := Bm(n2
−2m) + 22m{Bm((n+ 1)2−2m)−Bm(n2−2m)}(t− n2−2m).
The refinement property of the approximation is
Bm+1(T
∗
m+1(2k)2
−2(m+1)) = Bm(k2−2m) (k ≥ 0,m ≥ 0). (94)
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Its meaning is that Bm+1 takes the same values as Bm, in the same order, at
stopping times T ∗m+1(2k)2
−2(m+1) that correspond to the times k2−2m. There
is a time lag in general, but these lags a.s. uniformly converge to 0 on any
finite time interval as m → ∞, as easily follows from the next lemma by the
Borel–Cantelli lemma.
Lemma 7. Let the stopping times T ∗m(k) be defined by (88). For any C > 1
there exists a positive N0(C) such that for any T > 0, m ≥ 1, T 22m ≥ N0(C)
we have
Q
{
sup
k2−2m∈[0,T ]
|T ∗m+1(2k)2−2(m+1) − k2−2m| ≥ (αCm2−2mT log∗ T )
1
2
}
≤ (T 22m)1−C ,
where α = 12 + log 2 and log∗ T := max(1, logT ).
Proof. We are going to use Lemma 6 for the i.i.d. terms
Yj = (T
∗
m+1(2j)− T ∗m+1(2j − 2)− 4)/2 (j ≥ 1).
By (89) and (90), these terms are standardized and have a finite moment gen-
erating function in a neighborhood of the origin. Take N = T 22m, with m ≥ 1
fixed. Then
2CN logN ≤ 2(1 + log 4)Cm22mT log∗ T,
and
Q
{
sup
k2−2m∈[0,T ]
|T ∗m+1(2k)− 4k|/2 ≥ (2(1 + log 4)Cm22mT log∗ T )
1
2
}
≤ (T 22m)1−C ,
which is equivalent to the statement of the lemma.
A consequence of the next lemma is that the sequence (Bm)m≥0 a.s. uni-
formly converges on any finite interval as m→∞.
Lemma 8. Let the sequence of approximations (Bm)m≥0 be defined by (93).
For any C > 1 there exists a positive N1(C) such that for any T > 0, m ≥ 1,
T 22m ≥ N1(C) we have
Q
{
sup
j≥1
sup
t∈[0,T ]
|Bm+j(t)−Bm(t)| ≥ 39 · Cm 34 2−m2 T
1
4∗ (log∗ T )
3
4
}
≤ 5
1− 41−C (T 2
2m)1−C ,
where T∗ := max(1, T ) and log∗ T := max(1, logT ).
Proof. Step 1. Fix m and consider the difference of the mth and (m + 1)th
approximations at the time instants tk := k2
−2m ∈ [0, T ]:
Bm+1(tk)−Bm(tk) = Bm+1(4k2−2(m+1))−Bm+1(T ∗m+1(2k)2−2(m+1))
= 2−m−1(L˜m+1(4k)− L˜m+1(T ∗m+1(2k))).
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Let DT,m := Cm
3
4 2−
m
2 T
1
4 (log∗ T )
3
4 . Then
Q
{
sup
tk∈[0,T ]
|Bm+1(tk)−Bm(tk)| ≥ β DT,m
}
≤ Q(AT,m)
+
∑
1≤k≤T22m
Q
{
sup
{j:|j−4k|≤N ′}
|L˜m+1(j)− L˜m+1(4k)| ≥ β2m+1DT,m
}
, (95)
where
AT,m :=
{
sup
tk∈[0,T ]
|T ∗m+1(2k)− 4k| ≥ N ′
}
, N ′ := 4(αCm22mT log∗ T )
1
2 ,
α = 12 + log 2, and β will be chosen below. Now we can apply Lemma 7 to the
first term on the right hand side of (95) and Hoeffding’s inequality (92) to the
second. We apply Hoeffding’s inequality to the partial sums Zn = L˜m(n), so
E(Zn) = 0, aj = −bj = 1, and for |j − 4k| ≤ N ′ we have
Q
{
|L˜m+1(j)− L˜m+1(4k)| ≥ x
√
N ′
}
≤ Q
{
|L˜m+1(j)− L˜m+1(4k)| ≥ x
√
|j − 4k|
}
≤ 2e−x
2
2 .
Suppose T > 0, m ≥ 1, T 22m ≥ N0(C). Then Lemma 7 and (95) imply that
Q
{
sup
tk∈[0,T ]
|Bm+1(tk)−Bm(tk)| ≥ β DT,m
}
≤ (T 22m)1−C + T 22m2N ′2e−x
2
2 , (96)
where x is chosen so that x
√
N ′ = β2m+1DT,m. It follows that
x =
β2m+1Cm
3
4 2−
m
2 T
1
4 (log∗ T )
3
4
2(αCm22mT log∗ T )
1
4
=
β
α
1
4
C
3
4m
1
2 (log∗ T )
1
2 . (97)
On the other hand, we demand that e−
x2
2 ≤ (N ′)−C′ , and C′ > 1 is chosen
so that (N ′)1−C
′ ≤ (T 22m)(1−C′)/2 ≤ (T 22m)−C . This implies C′ ≥ 2C + 1, so
C′ = 3C is a suitable choice. There exists a positive N1(C) ≥ N0(C) such that
(2C′ logN ′)
1
2 ≤ (2C′ log(T 22m)) 12 ≤ (6(1 + log 4)Cm log∗ T )
1
2
if T 22m ≥ N1(C). Thus
x ≥ (12αCm log∗ T )
1
2 (98)
satisfies our demand. Comparing (97) and (98) implies β ≥ 2√3α 34 , e.g. β = 4
is good.
Thus (96) gives the result of Step 1:
Q
{
sup
tk∈[0,T ]
|Bm+1(tk)−Bm(tk)| ≥ 4DT,m
}
≤ 5(T 22m)1−C . (99)
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Step 2. Let D∗T,m = Cm
3
4 2−
m
2 T
1
4∗ (log∗ T )
3
4 ≥ DT,m. By (99), |Bm+1(tk)−
Bm(tk)| < 4D∗T,m on an event AT,m such that Q(AT,m) ≥ 1 − 5(T 22m)1−C .
With m fixed, consider an interval [tk, tk+1]. First, |Bm(tk+1) − Bm(tk)| ≤
2−m ≤ 2− 12D∗T,m. Second, Bm+1 makes 4 steps of magnitude ≤ 2−m−1 on this
interval. On the event AT,m, using simple geometry, the maximum deviation
between Bm+1 and Bm at the instant tk+ 14 (and similarly, at tk+
3
4
) cannot
exceed 4D∗T,m + 2
−m−1 + 14 · 2−m ≤ (4 + 34 · 2−
1
2 )D∗T,m. Similarly, at time tk+ 12
the deviation cannot be larger than 4D∗T,m+2 ·2−m−1 ≤ (4+2−
1
2 )D∗T,m. Hence
Q
{
sup
t∈[0,T ]
|Bm+1(t)−Bm(t)| ≥
(
4 + 2−
1
2
)
D∗T,m
}
≤ 5(T 22m)1−C .
Let us use the fact (obtained by Wolfram Mathematica) that for any m ≥ 1,
∞∑
j=0
(m+ j)
3
4 2−
m+j
2 ≤ m 34 2−m2
∞∑
j=0
(1 + j)
3
4 2−
j
2 <
65
8
m
3
4 2−
m
2 .
Then
Q
{
sup
j≥1
sup
t∈[0,T ]
|Bm+j(t)−Bm(t)| ≥ 65
8
(
4 + 2−
1
2
)
D∗T,m
}
≤
∞∑
j=0
Q
{
sup
t∈[0,T ]
|Bm+j+1(t)−Bm+j(t)| ≥
(
4 + 2−
1
2
)
D∗T,m+j
}
≤
∞∑
j=0
5(T 22(m+j))1−C =
5
1− 41−C (T 2
2m)1−C .
This proves the lemma.
We only sketch the proof of the next theorem, because it is pretty standard;
moreover, it is essentially the same as the proof of [22, Theorem 3].
Theorem 5. As m→∞, the approximations (Bm(t))t≥0 a.s. converge to Brow-
nian motion (B(t))t≥0. (The variance of an increment B(t)−B(s) is (t−s)/2.)
Moreover,
Q
{
sup
t∈[0,T ]
|B(t) −Bm(t)| ≥ 39 · Cm 34 2−m2 T
1
4∗ (log∗ T )
3
4
}
≤ 5
1− 41−C (T 2
2m)1−C , (100)
Proof. (Sketch.)
The a.s. convergence follows from Lemma 8 by the Borel–Cantelli lemma.
(100) also follows from Lemma 8.
For any 0 ≤ s < t, as m→∞,
B(t)−B(s) ∼ Bm(t)−Bm(s) ∼ 2−m
(
L˜m(⌊t22m⌋)− L˜m(⌊s22m⌋)
)
=
(
t− s
2
) 1
2 L˜m(⌊t22m⌋)− L˜m(⌊s22m⌋)(
(t−s)22m
2
) 1
2
∼ N
(
0,
t− s
2
)
,
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where N (µ, σ2) denotes a Gaussian random variable with expectation µ and
variance σ2.
Finally, for any 0 ≤ s < t ≤ u < v, the increments B(v) −B(u) and B(t)−
B(s) are independent, because for any m ≥ 1, the approximating increments
2−m
(
L˜m(⌊v22m⌋)− L˜m(⌊u22m⌋)
)
and 2−m
(
L˜m(⌊t22m⌋)− L˜m(⌊s22m⌋)
)
are independent.
6 A strong approximation of Brownian motion
based on coupled random walks
Take the measurable space (Ω,F) as in Subsection 5.2. Fix a positive integer T .
The value of the positive integer m should be large enough, as specified later.
We also need an infinite matrix of independent, simple, symmetric random walk
steps (Zj(k))j≥0,k≥1, similarly defined as the matrix of lazy random walk steps
in Subsection 5.1:
Q∗
(
Zj(k) =
1
2
)
= Q∗
(
Zj(k) = −1
2
)
=
1
2
.
First, take complex measure walk steps Xr (1 ≤ r ≤ 2T ) on the set
{1, 2, . . . , 2T }, see Section 2. Augment this with simple, symmetric random
walk steps (Z0(k))k≥0 on the set {2T + 1, 2T + 2, 2T + 3, . . . } and denote the
so obtained infinite walk by (S0(n))n≥0: S0(0) = 0,
S0(n) =
n∑
r=1
Xr (1 ≤ n ≤ 2T ), S0(2T + k) = S0(2T ) +
k∑
r=1
Z0(r) (k ≥ 1).
Second, take complex measure walk steps Xr (2T + 1 ≤ r ≤ 2T + 24T )
on {1, 2, 3, . . . , 24T }. Augment this with simple, symmetric random walk steps
(Z1(k))k≥0 on the set {24T+1, 24T+2, 24T+3, . . .}, and denote the so obtained
infinite walk by (S1(n))n≥0: S1(0) = 0,
S1(n) =
2T+n∑
r=2T+1
Xr (1 ≤ n ≤ 24T ),
S1(2
4T + k) = S1(2
4T ) +
k∑
r=1
Z1(r) (k ≥ 1).
And so on, at the mth walk, take complex measure walk steps Xr (1+2T +
24T + 27T + · · · + 23m−2T ≤ r ≤ 2T + 24T + 27T + · · · + 23m+1T ) on the set
{1, 2, . . . , 23m+1T }. Augment this with simple, symmetric random walk steps
(Zm(k))k≥0 on the set {23m+1T + 1, 23m+1T + 2, 23m+1T + 3, . . . }, and denote
the so obtained infinite walk by (Sm(n))n≥0: Sm(0) = 0,
Sm(n) =
23m−2T+n∑
r=23m−2T+1
Xr (1 ≤ n ≤ 23m+1T ),
Sm(2
3m+1T + k) = Sm(2
3m+1T ) +
k∑
r=1
Zm(r) (k ≥ 1).
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After the mth walk, each walk will be simple, symmetric random walk. If
j > m, Sj(0) = 0,
Sj(k) =
k∑
r=1
Zj(r) (k ≥ 1).
In sum, we needed N = 27 (8
m+1 − 1)T complex measure walk steps Xr.
For the coupled random walks we are going to use only every second steps.
As we saw in Subsection 4.2, there exists a corresponding coupled probability
distribution P{0...2N} on (R{0...2N},B{0...2N}), on the even non-negative integers,
for the finite triangular matrix (Sj(2k)) (0 ≤ j ≤ m, 0 ≤ k ≤ 23j+1T ) of random
walks defined above. Each row of this matrix was augmented by infinitely
many simple symmetric random walk steps Zm(r). This way, we are given the
probability measure P{0...2N} × Q∗ on the set of even positive integers, that is,
on (R2N,B2N). Since the continuous sample functions will be functions of the
elements of infinite matrix of the steps defined above, the probability measure
can be extended to (Ω,B) and will be denoted by P.
Because of the symmetry (75) of Sj(2k) about 0, ESj(2k) = 0 for any j ≥ 0
and k ≥ 0. By (72) and (74), there exists a constant C7 > 0 such that
(1 − C7k− 13 )k
2
≤ Var(Sj(2k)) ≤ (1 + C7k− 13 )k
2
for any j ≥ 0 and k ≥ 1. By assumption (i) in Subsection 4.2, Sj has bounded
increments, |Sj(2k + 2)− Sj(2k)| ≤ 2.
Now we are going to define stopping times, similarly to (88). Take j ≥ 1.
Define Tj(0) := 0, and for any k ≥ 0,
Tj(k + 1) := inf{2n : 2n > Tj(k), |Sj(2n)− Sj(Tj(k))| ≥ 1}. (101)
To determine the distribution and moments of these stopping times, at least
when they are large enough, consider an integer n ≥ n0, where n0 is defined in
Theorem 4. Put
τn := inf{ℓ ≥ 1 : |S1(2n+ 2ℓ)− S1(2n)| ≥ 1}.
Below it is supposed that n is sufficiently large. Then
P(τn = 1) = P
(
|S1(2n)| ≤ 1
3
n
2
3
)
P(|S1(2n+ 2)− S1(2n)| ≥ 1)
+ P
(
|S1(2n)| > 1
3
n
2
3
)
P(|S1(2n+ 2)− S1(2n)| ≥ 1)
So by Theorems 3, 4 and assumption (ii) in Subsection 4.2, we obtain that
P(τn = 1) ≤ 1
2
+2C6n
− 13 +C5n−
1
3 +(1+C4(2n)
− 13 )4
√
n
π
e−
2
9 (2n)
1
3 ≤ 1
2
+C8n
− 13 ,
where C8 > 0 is a suitable constant. Similarly,
P(τn = 1) ≥
(
1
2
− 2C6n− 13
)(
1− (1 + C4(2n)− 13 )4
√
n
π
e−
2
9 (2n)
1
3
)
≥ 1
2
− C8n− 13 .
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These imply that for any k ≥ 1,(
1
2
− C8n− 13
)k
≤ P(τn = k) ≤
(
1
2
+ C8n
− 13
)k
.
(Compare with Subsection 5.1.) So for the first two moments we get
2
1− 2C8n− 13(
1 + 2C8n−
1
3
)2 ≤ Eτn ≤ 2 1 + 2C8n− 13(
1− 2C8n− 13
)2 ,
6
(1− 2C8n− 13 )(1− 23C8n−
1
3 )(
1 + 2C8n−
1
3
)3 ≤ Eτ2n ≤ 6(1 + 2C8n− 13 )(1 + 23C8n− 13 )(
1− 2C8n− 13
)3 .
That is, there exists a constant C9 > 0 such that
2(1− C9n− 13 ) ≤ Eτn ≤ 2(1 + C9n− 13 ), (102)
2(1− C9n− 13 ) ≤ Var(τn) ≤ 2(1 + C9n− 13 ). (103)
Also,
eu(1− 2C8n− 13 )
2− eu(1 − 2C8n− 13 )
≤ Eeuτn ≤ e
u(1 + 2C8n
− 13 )
2− eu(1 + 2C8n− 13 )
,
e
− u√
2
(1+C10n
− 1
3 )
(1− C10n− 13 )
2− e u√2 (1−C10n−
1
3 )
(1− C10n− 13 )
≤ Eeuτ∗n ≤ e
− u√
2
(1−C10n−
1
3 )
(1 + C10n
− 13 )
2− e u√2 (1+C10n−
1
3 )
(1 + C10n−
1
3 )
,
where τ∗n := (τn − Eτn)(Var(τn))−
1
2 and C10 > 0 is a suitable constant. It
follows that the moment generating function Eeuτ
∗
n is finite in a neighborhood
|u| ≤ u0, u0 > 0, if n ≥ n1 = n1(C10) ≥ n0.
At this point it is natural trying to generalize Lemma 6 to the current sit-
uation. The random variables we have to consider are (τ∗j (k))k≥k1 (j ≥ j1),
where
τj(k) := Tj(k)− Tj(k − 1), τ∗j (k) := (τj(k)− Eτj(k))(Var(τj(k)))−
1
2 ,
and the positive integers k1 and j1 are chosen so that
Tj(k − 1) ≥ n1 P - a.s. for any k ≥ k1 and j ≥ j1. (104)
We suppose that m ≥ j1. By the previous computations, the random variables
τ∗j (k) are asymptotically independent and identically distributed w.r.t. P, and
otherwise satisfy all the other conditions of Lemma 6. We suppose now that the
statement of the lemma is valid to this case as well.
Now we are ready to begin a ”twist and shrink” construction of Brownian
motion, based on the the random walks (Sj(2k))k≥0 (j ≥ 0). It is going to be
a slight modification of the one discussed in Subsection 5.2.
(1) Twisting. The first approximation is based on (S0(n))n≥0. It is not
twisted: S˜0(n) = S0(n) for all n ≥ 0. By induction, suppose that the jth twisted
random walk (S˜j(n))n≥0 is already defined where j ≥ 0. The next twisted walk
will be based on Sj+1 and S˜j . Note that reflections will be based only on even
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time instants, although a bridge reflected will contain the included odd time
instants as well.
For k ≥ 1 define Y˜j(k) := S˜j(2k)− S˜j(2k − 2).
(a) If Y˜j(k) = 0 and
ǫk := {Sj+1(Tj+1(2k − 1))− Sj+1(Tj+1(2k − 2))}
× {Sj+1(Tj+1(2k))− Sj+1(Tj+1(2k − 1))} = ±1,
then we set
X˜j+1(n) :=
{
Sj+1(n)− Sj+1(n− 1) if Tj+1(2k − 2) < n ≤ Tj+1(2k − 1),
−ǫk(Sj+1(n)− Sj+1(n− 1)) if Tj+1(2k − 1) < n ≤ Tj+1(2k).
(b) If Y˜j(k) = ±1, let
ǫk,1 := Y˜j(k){Sj+1(Tj+1(2k − 1))− Sj+1(Tj+1(2k − 2))} = ±1,
X˜j+1(n) := ǫk,1Y˜j+1(n) if Tj+1(2k − 2) < n ≤ Tj+1(2k − 1);
ǫk,2 := Y˜j(k){Sj+1(Tj+1(2k))− Sj+1(Tj+1(2k − 1))} = ±1,
X˜j+1(n) := ǫk,2Y˜j+1(n) if Tj+1(2k − 1) < n ≤ Tj+1(2k).
Finally,
S˜j+1(0) := 0, S˜j+1(n) :=
n∑
r=1
X˜j+1(r) (n ≥ 1).
It is important that a complex measure walk and also, a simple, symmetric
random walk preserve their basic properties, because as stochastic processes
they are not affected by the applied reflections.
(2) Shrinking. The sample functions of the jth approximation make steps
of length 2−j in time-steps 2−2j. Thus
Bj(n2
−2j) := 2−jS˜j(n) (n ≥ 0) (105)
and for any real t ∈ (n2−2j , (n+ 1)2−2j),
Bj(t) := Bj(n2
−2j) + 22j{Bj((n+ 1)2−2j)−Bj(n2−2j)}(t− n2−2j).
The refinement property of the approximation is
Bj+1(Tj+1(2k)2
−2(j+1)) = Bj(2k2−2j) (k, j ≥ 0). (106)
Its meaning is that Bj+1 takes the same values as Bj , in the same order, at
stopping times Tj+1(2k)2
−2(j+1) that correspond to the times 2k2−2j. There is
a time lag in general, but these lags a.s. uniformly converge to 0 on any finite
time interval as j → ∞, as easily follows from the next lemma by the Borel–
Cantelli lemma. The next lemma is a slight modification of Lemma 7, thus its
proof is omitted.
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Lemma 9. Let the stopping times Tj(k) be defined by (101). For any C > 1
there exists a positive N0(C) such that for any T > 0, j ≥ j1, T 22j ≥ N0(C)
we have
P
{
sup
2k2−2j∈[t1,T ]
|Tj+1(2k)2−2(j+1) − 2k2−2j| ≥ (α0Cj2−2jT log∗ T )
1
2
}
≤ (T 22j)1−C ,
where t1 := k12
−2j, α0 > 0 is a suitable constant, and log∗ T := max(1, logT ).
By (72) and the first part of the present section, the increments Sj(2k) −
Sj(2k − 2) are asymptotically independent and identically distributed random
variables w.r.t. P, with zero expectation, and are bounded by 2, at least when
k is large enough, k ≥ k1. (Suppose that k1 was chossen so.) Assuming that
Hoeffding’s inequality (92) can be generalized to this case as well, we can state
the following slight modification of Lemma 8 whose proof is therefore omitted.
Lemma 10. Let the sequence of approximations (Bj)j≥0 be defined by (105).
For any C > 1 there exists a positive N1(C) such that for any T > 0, j ≥ j1,
T 22j ≥ N1(C) we have
P
{
sup
k≥1
sup
t∈[t1,T ]
|Bj+k(t)−Bj(t)| ≥ β0Cj 34 2−
j
2 T
1
4∗ (log∗ T )
3
4
}
≤ 5
1− 41−C (T 2
2j)1−C ,
where t1 = k12
−2j, β0 > 0 is a suitable constant, T∗ := max(1, T ) and log∗ T :=
max(1, logT ).
As in the case of Theorem 5, this lemma implies the following theorem,
whose proof is again omitted.
Theorem 6. As j → ∞, the approximations (Bj(t))t≥0 P-a.s. converge to
Brownian motion (B(t))t≥0. (The variance of an increment B(t) − B(s) is
(t− s)/4.) Moreover,
P
{
sup
t∈[k12−2m,T ]
|B(t)−Bm(t)| ≥ β0 · Cm 34 2−m2 T
1
4∗ (log∗ T )
3
4
}
≤ 5
1− 41−C (T 2
2m)1−C , (107)
where k1 is defined by (104 and the other constants are the same as in Lemma
10.
The really important consequence of this theorem is that the random walk
(Bm(t))t1≤t≤T coupled to a complex measure walk is arbitrarily close to a Brow-
nian motion a.s. if m is large enough.
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7 Convergence and the Schro¨dinger equation
Temporarily fix an integer m ≥ j1, where j1 is defined by (104). Introduce the
notations ∆x := 2−m, ∆t := 2−2m, and tr := r2−2m, where r ≥ 0 is an integer.
Now we extend the discrete path integral (8) to the twisted and shrunken ran-
dom walks Bxm(tr) := x+Bm(tr) (x ∈ R). It means that if xj := j2−m (j ∈ Z)
and Bm(tr) = xj , then Bm(tr+1) is concentrated on {xj−1, xj , xj+1} and
µ(Bm(tr+1) = xj+1) = µ(Bm(tr+1) = xj−1) =
i
2
, µ(Bm(tr+1) = xj) = 1− i.
Take functions V, g : R→ R and define
ψm(tk, x) := Eµ
{
exp
(
−i
k−1∑
r=0
V (Bxm(tr))∆t
)
g(Bxm(tk))
}
. (108)
By the argument of Lemma 1, this discrete path integral is the unique solution
of the discrete Schro¨dinger equation
1
i
ψm(tk+1, x)− ψm(tk, x)
∆t
=
1
2
e−iV (x)∆t
ψm(tk, x+∆x)− 2ψm(tk, x) + ψm(tk, x−∆x)
(∆x)2
+
1
i
e−iV (x)∆t − 1
∆t
ψm(tk, x), ψm(0, x) = g(x). (109)
Theorem 7. Suppose that V, g ∈ C2 and V, V ′, V ′′, g, g′, g′′ are bounded. Then
there exists a function ψ ∈ C1,2(R+ ×R→ C) that solves Schro¨dinger equation
(1) for (t, x) ∈ [0, T ]× R and for any ǫ > 0 there exists an m0 such that
sup
(t,x)∈[0,T ]×R
|ψm(t(m), x)− ψ(t, x)| < ǫ if m ≥ m0,
where t(m) := ⌊t22m⌋2−2m.
Proof. Define the complex valued random variables
Ym(tk, x) := exp
(
−i
k−1∑
r=0
V (Bxm(tr))∆t
)
g(Bxm(tk)),
Y (t, x) := exp
(
−i
∫ t
0
V (Bx(s))ds
)
g(Bx(t)) ((t, x) ∈ R+ × R),
where Bx(t) := x+B(t) and B is defined in Theorem 6. Then by our assump-
tions it follows that for any ǫ > 0 there exists an m0 such that
sup
(t,x)∈[0,T ]×R
|Ym(t(m), x)− Y (t, x)| < ǫ P-a.s. if m ≥ m0,
sup
(t,x)∈R+×R
|Ym1(t(m1), x)− Ym2(t(m2), x)| < ǫ P-a.s. if m1,m2 ≥ m0.
Hence
sup
(t,x)∈[0,T ]×R
|ψm1(t(m1), x)− ψm2(t(m2), x)| < ǫ if m1,m2 ≥ m0. (110)
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(The value of m0 could be different from line to line.)
Since
(∂xxψm)(tk, x)
= Eµ
{
exp
(
−i
k−1∑
r=0
V (Bxm(tr))∆t
)[(
−i
k−1∑
r=0
V ′(Bxm(tr))∆t
)
×
(
−i
k−1∑
r=0
V ′(Bxm(tr))∆t g(B
x
m(tk))
)
− i
k−1∑
r=0
V ′′(Bxm(tr))∆t g(B
x
m(tk))
−i
k−1∑
r=0
V ′(Bxm(tr))∆t g
′(Bxm(tk)) + g
′′(Bxm(tk))
]}
,
by our assumptions we similarly obtain that
sup
(t,x)∈[0,T ]×R
|(∂xxψm1)(t(m1), x)− (∂xxψm2)(t(m2), x)| < ǫ if m1,m2 ≥ m0.
(111)
(110) and (111) imply that there exists a function ψ ∈ C1,2(R+ × R → C)
such that
sup
(t,x)∈[0,T ]×R
|ψm(t(m), x)− ψ(t, x)| < ǫ,
sup
(t,x)∈[0,T ]×R
|(∂xxψm)(t(m), x) − (∂xxψ)(t, x)| < ǫ, if m ≥ m0.
Thus
sup
(t,x)∈[0,T ]×R
∣∣∣∣12e−iV (x)∆t ψm(tk, x+∆x) − 2ψm(tk, x) + ψm(tk, x−∆x)(∆x)2
+
1
i
e−iV (x)∆t − 1
∆t
ψm(tk, x)− 1
2
(∂xxψ)(t, x) + V (x)ψ(t, x)
∣∣∣∣ < ǫ
if m ≥ m0. By (109) this implies that ψ is differentiable w.r.t. t and ψ solves
Schro¨dinger equation (1) for (t, x) ∈ [0, T ]× R.
Finally, let us see the convergence of a normalized complex measure describ-
ing the motion of the twisted and shrunken random walk Bm. By Corollary
1,
µ(Sℓ = j) ∼
√
2
ℓ
c2e
iπj−(2+i) j22ℓ (−3− 4i) ℓ2 ,
where ∼ denotes asymptotic equality as ℓ→∞. It means that
µ(Bm(tk) = xj) ∼
√
2
tk
c2 exp
(
iπxj2
m − (2 + i) x
2
j
2tk
)
(−3− 4i)tk22m−12−m.
Using the independence of increments of Bm with the complex measure, it
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follows that for 0 = tk0 < tk1 < tk2 < · · · < tkd,
µ(Bm(tk1) = xj1, Bm(tt2) = xj2, . . . , Bm(tkd) = xjd)
∼ 2
d
2 cd2∏d
r=1(tkr − tk(r−1))
exp
(
iπxd2
m − (2 + i)
d∑
r=1
(xjr − xj(r−1))2
2(tkr − tk(r−1))
)
× (−3− 4i)tkd22m−12−md.
Here we introduce a complex normalizing factor, which is somewhat similar to
the square root of Zℓ in (70) and which will divide the measure µ:
Z∗td :=
√
4π
2 + i
c25
td2
2m−1
.
Moreover, we consider only those time instants td for which(
1 +
1
π
arctan
4
3
)
td2
2m−1
is an even positive integer, and only those points xd for which xd2
2m is an even
integer. These points are dense on the t and x axis, respectively, as m → ∞.
This way we arrive at the time homogeneous and spatially homogeneous complex
transition function
νt(x, dy) :=
√
2 + i
2πt
e−(2+i)
(y−x)2
2t dy.
The following argument is taken from [16]. This ν satisfies the Chapman-
Kolmogorov equation and∫
R
νt(x, dy) = 1, ‖νt(x, ·)‖ = 5
1
4
2
1
2
.
Thus ν generates a strongly continuous, regular semigroup over C0(R) (contin-
uous functions vanishing at infinity) by the formula
(Ttf)(x) :=
∫
R
f(y)νt(x, dy).
Then we introduce the one-point compactification R˙ and for 0 ≤ s < t the path
space R˙[s,t] (infinite product of [s, t] copies). Then ν defines a family of linear
functionals on cylindric functions Cyl[s,t] on the path space by the formula
νxs,t(φ
f
t0,...,tk+1)
:=
∫
Rk
f(x, y1, . . . , yk+1)νt1−t0(x, dy1)νt2−t1(y1, dy2) . . . νtk+1−tk(yk, dyk+1),
where k ≥ 0, s = t0 < t1 < · · · < tk < tk+1 = t, x ∈ R, f : R˙k+2 → C is a
bounded Borel function, and
φft0,...,tk+1(y(·)) := f(y(t0), . . . , y(tk+1)).
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Then by continuity, νxs,t can be extended to a unique bounded linear functional
on C(R˙[s,t]), and consequently there exists a Borel measure µxs,t on the path
space R˙[s,t] such that
νxs,t(F ) =
∫
F (y(·))µxs,t(dy(·)) (F ∈ C(R˙[s,t])),
(Ttf)(x) =
∫
f(y(t)))µxs,t(dy(·)).
It is an open question whether the function ψ(t, x) of Theorem 7 can be
obtained by this Borel measure µxs,t from the complex random variables Y (t, x)
or not.
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