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EQUIVALENCE NOTIONS FOR DISCRETE–TIME
STOCHASTIC LINEAR CONTROL SYSTEMS
GIORDANO POLA, COSTANZO MANES, ARJAN J. VAN DER SCHAFT AND MARIA DOMENICA DI BENEDETTO
Abstract. In this paper we propose definitions of equivalence via stochastic bisimulation and of equivalence
of stochastic external behavior for the class of discrete–time stochastic linear control systems with possibly
degenerate normally distributed disturbances. The first notion is inspired by the notion of probabilistic
bisimulation for probabilistic chains while the second one by the notion of equivalence of external behavior for
(nonstochastic) behavioral systems. Geometric necessary and sufficient conditions for checking these notions
are derived. Model reduction via Kalman–like decomposition is also proposed. Connections with stochastic
linear realization theory and stochastic reachability are established.
1. Introduction
A theme widely studied in the community of computer science is the characterization of equivalent models of
computation. Several equivalence notions have been proposed in the literature, see e.g. [43] and the references
therein. Among these notions, bisimulation [25, 27] and trace equivalences play a prominent role. As discussed
in [43], trace equivalence is the weakest equivalence notion, while bisimulation equivalence is the strongest
one, apart from the notion of equivalence via isomorphism. Bisimulation equivalence is extensively used in the
community of computer science as an effective tool to mitigate software verification. In the last thirty years,
many researchers in the control systems and computer science communities were attracted by this research
topic with the aim of reducing the complexity of real–world complex systems for formal verification/analysis
and control design purposes. The research in this field is very broad and can be roughly categorized along the
following directions:
• (D) Type of dynamics considered: deterministic/non–deterministic (D1), versus, stochastic (D2);
• (R) Type of reduction obtained: reduction of a finite states model to a smaller finite states model
(R1), versus, reduction of a continuous/hybrid (infinite states) model to a finite states model (R2),
versus, reduction of a continuous/hybrid (infinite states) model to a smaller (with lower dimensional
state space) continuous/hybrid (infinite states) model (R3);
• (E) Type of equivalence notions employed: exact simulation/bisimulation/trace equivalence notions
(E1), versus, approximate simulation/bisimulation/trace equivalence notions (E2).
A (non–exhaustive) list of literature relevant in this research topic is reported in Table 1. The present paper
is along the research line (D2)–(R3)–(E1) and aims at extending the theory of bisimulation and external
behavior equivalences given for non–deterministic control systems in [41] to a stochastic setting. As discussed
later on in the paper, the proposed notions have been inspired by the corresponding notions given in the
finite systems domain (D2)–(R1)–(E1) and for behavioral systems [35]. We briefly recall that within (D2)–
(R1)–(E1), bisimulation equivalence for probabilistic chains has been introduced in [23]; a generalization of
this notion to Labelled Markov Processes has been studied in [12], and to Interactive Markov Chains, mixing
transitions due to interaction with spontaneous probabilistic transitions, in [18]. Within the research line
(D2)–(R3)–(E1) where the present paper is placed, a notion of bisimulation for general stochastic hybrid
systems (with no inputs and outputs) has been proposed in [7] and for communicating piecewise deterministic
markov processes in [38, 39]. However, given the generality of the models considered in [7, 38, 39], checkable
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(D1) (D2)
(R1)–(E1) [9] [23, 18]
(R1)–(E2) [8, 28, 10] [12, 5]
(R2)–(E1) [40, 3, 26, 45, 46, 20, 36] [24, 37]
(R2)–(E2) [40, 16, 13, 29] [47, 48, 1]
(R3)–(E1) [41, 17, 34] [7, 38, 39, 4]
(R3)–(E2) [15] [19]
Table 1. Related literature on equivalences based reduction of discrete/continuous/hybrid
deterministic/non–deterministic/stochastic systems.
conditions for verifying bisimulation equivalence are difficult to find. For this reason in this paper we consider
a simpler class of stochastic control systems and propose equivalence notions that can be effectively checked.
We consider the class of discrete–time stochastic linear control systems with possibly degenerate normally
distributed disturbances and propose the notions of equivalence via stochastic bisimulation and equivalence of
stochastic external behavior. Comparisons of the first notion with the ones proposed in [23, 12, 7, 38, 39] are
discussed in the paper. The first notion is formally proven to imply the latter, while the converse implication
is shown to be not true by means of a counterexample. Necessary and sufficient conditions to check this
notion in terms of geometric control theory are derived and model reduction discussed. The concept of
stochastic reachability, see e.g. [6, 2, 30], is related to the notion of stochastic bisimulation. The proposed
notion of equivalence via stochastic bisimulation preserves stochastic reachability properties of the systems
involved. This is important because, as outlined in the paper, control strategies designed to solve some
stochastic reachability–based specifications can be readily transferred between systems that are equivalent via
stochastic bisimulation. This result extends well known facts for (finite states) concurrent processes, see e.g.
[9], to stochastic systems with infinite number of states. Connections with stochastic realization theory, see
[22, 14] and also [42], are also established. A preliminary version of this paper appeared in the conference
publication [33]. The present paper extends the work [33] by introducing novel results on model reduction
and on connections with stochastic realization theory. Finally, it also includes proofs of all the results. The
problem addressed in this paper has been recently investigated in the continuous–time domain in [31, 32].
The paper is organized as follows. In Section 2 we introduce the notation employed and recall preliminary
definitions. In Section 3 we present the notions of equivalence via stochastic bisimulation and of equivalence
of stochastic external behavior; connections with stochastic reachability are also discussed. In Section 4 we
provide geometric conditions for checking the proposed notions. Model reduction is discussed in Section 5.
In Section 6 we discuss connections with notions of bisimulation for probabilistic chains and labelled Markov
processes and with stochastic linear realization theory. Finally, Section 7 offers some concluding remarks and
outlook.
2. Notation and preliminary definitions
Given a pair of sets S1 and S2 and a relation R ⊆ S1 × S2, we define for any sets X1 ⊆ S1 and X2 ⊆ S2,
R(X1) = {x2 ∈ S2|∃x1 ∈ X1 s.t. (x1, x2) ∈ R} and R−1(X2) = {x1 ∈ S1|∃x2 ∈ X2 s.t. (x1, x2) ∈ R}.
Relation R is total if R(S1) = S2 and R−1(S2) = S1. The standard symbols N, R and R+ denote the sets
of nonnegative integer, real, and positive real numbers, respectively. Given a vector x ∈ Rn, the symbol
x[i] denotes the i–th component of x. Given a matrix M ∈ Rm×n, the symbols MT , rank(M), Im(M) and
ker(M) denote the transpose, the rank, the image and the kernel of M , respectively. If M is square, det(M)
denotes the determinant of M . Given a subset X of Rn we denote by MX the image of X through M , i.e.
the set {y ∈ Rm|∃x ∈ X s.t. y = Mx}. The symbols In and 0n×m denote the (n, n)–identity matrix and the
(n,m)–null matrix, respectively; the symbol 0n denotes the null vector in Rn. Given a collection of square
matrices M1,M2, ...,MN , we denote by diag(M1,M2, ...,MN ) the block–diagonal matrix with block–entries
Mi. The symbol ⊕ denotes the direct sum operator between subspaces. Given fi : N→ Rn, i = 1, 2, we write
EQUIVALENCE NOTIONS FOR DISCRETE–TIME STOCHASTIC LINEAR CONTROL SYSTEMS 3
f1 = f2 instead of f1(t) = f2(t) for all t ∈ N and also f = 0 instead of f(t) = 0 for all t ∈ N.
Consider a probability space (Ω,F ,P). P(S1|S2) denotes the conditional probability of event S1 given event
S2. Given a random variable x : Ω→ Rn and a measurable set X ⊆ Rn, we use standard shorthand notation
P(x ∈ X) instead of P({ω ∈ Ω : x(ω) ∈ X}); we denote by supp(x) the support of x; we recall that:
supp(x) = {z ∈ Rn|P(x ∈ Bρ(z)) > 0, for any ρ ∈ R+},
where Bρ(z) = {z ∈ Rn|‖z‖ < ρ}. In this paper we consider random variables whose support is a manifold.
Random variable x is degenerate if dim(supp(x)) < n and non–degenerate, otherwise. Of course
(2.1) P(x ∈ X) = P(x ∈ X ∩ supp(x)).
In general, the random variables considered in this paper are degenerate, and therefore do not admit a prob-
ability density function. E(x) denotes the expected value of the r.v. x, and cov(x,y) denotes the covariance
between two random vectors x and y, i.e. cov(x,y) = E
[(
x− E(x))(y − E(y))T ].
The following standard definition will be used in this paper:
Definition 2.1. Two stochastic processes x1 : N × Ω → Rn and x2 : N × Ω → Rn are stochastically
equivalent, denoted x1 ∼ x2, if the probability distribution of the two vectors (x1(t1),x1(t2), ...,x1(tk)) and
(x2(t1),x2(t2), ...,x2(tk)) is equal for all choices of times t1, t2, ..., tk ∈ N.
The standard notation x ∼ N (µ,Ψ) indicates that x is a random variable with normal distribution with
mean vector µ and covariance matrix Ψ; we recall that Ψ is symmetric and positive semi-definite, supp(x) =
µ + Im(Ψ) and x is degenerate if det(Ψ) = 0 and non–degenerate, otherwise. Moreover, we recall that if
x ∼ N (µ,Ψ) then y = αx+ β ∼ N (β + αµ, αΨαT ).
3. Equivalence notions
In this section we propose the notions of equivalence of stochastic external behavior and equivalence via
stochastic bisimulation for a pair of discrete–time stochastic linear control systems Σ1 and Σ2 described, for
t ∈ N, by:
(3.1) Σi :

xi(t+ 1) = Aixi(t) +Biui(t) +Giwi(t),
yi(t) = Cixi(t) + νi(t),
xi ∈Rni , ui ∈ Rm, wi ∈ Rli , yi, νi ∈ Rp,
where xi is the state, ui is the control input, yi is the output, and wi and νi are random disturbances. We
assume that νi(t) ∼ N (0,Ψi), with Ψi ∈ Rp×p, and wi(t) ∼ N (µi,Wi) with µi ∈ Rli and Wi ∈ Rli×li . We also
assume that both sequences wi(t) and νi(t) are white and mutually independent. Without loss of generality we
assume in the sequel that Wi = Ili , so that the resulting random vector vi = Giwi is vi(t) ∼ N (Giµi, GiGTi ).
Note that vi(t) is degenerate if and only if rank(Gi) < ni. In the following, the boldface symbols ui, wi and
νi will be used to denote the whole sequences of deterministic inputs ui(t) and random noises wi(t) and νi(t),
t ≥ 0, i.e. ui : N→ Rm, wi : N× Ω→ Rli , and νi : N× Ω→ Rp. The state and output values of the system
Σi at times t ∈ N are computed as
xi(t, x
0
i ,ui,wi) = A
t
ix
0
i +
t−1∑
τ=0
At−1−τi (Biui(τ) +Giwi(τ)),(3.2)
yi(t, x
0
i ,ui,wi,νi) = Cixi(t, x
0
i ,ui,wi) + νi(t)
= CiA
t
ix
0
i +
t−1∑
τ=0
CiA
t−1−τ
i (Biui(τ) +Giwi(τ)) + νi(t).(3.3)
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For a given initial condition x0i ∈ Rni and deterministic input ui let us denote by xi|x0i ,ui : N×Ω→ Rni and
yi|x0i ,ui : N × Ω → Rp the state and output stochastic processes generated by the system Σi driven by the
stochastic sequences wi and νi, i.e.
xi|x0i ,ui(t) = xi(t, x0i ,ui,wi),(3.4)
yi|x0i ,ui(t) = yi(t, x0i ,ui,wi,νi).(3.5)
For later purposes let us define the sequences µi = E(wi) of expected values of the random sequences wi,
i = 1, 2, and the sequence w˜i = wi − µi, that is the centered (i.e. zero mean) version of the disturbance wi.
Then, by linearity
xi(t, x
0
i ,ui,wi) = xi(t, x
0
i ,ui,µi) + xi(t, 0,0, w˜i)(3.6)
yi(t, x
0
i ,ui,wi,νi) = yi(t, x
0
i ,ui,µi,0) + yi(t, 0,0, w˜i,νi)(3.7)
Defining for any time t ∈ N and i = 1, 2 the zero mean vectors
(3.8) w˜i|0:t−1 =

wi(t− 1)− µi
...
wi(1)− µi
wi(0)− µi

and the matrices
Reacht(Ai, Gi) =
[
Gi AiGi ... A
t−1
i Gi
]
,(3.9)
Obst(Ai, Ci) =
(
Reacht(A
T
i , C
T
i )
)T
,(3.10)
we can rewrite (3.6) and (3.7) as
xi|x0i ,ui(t) =xi(t, x0i ,ui,µi)
+ Reacht(Ai, Gi)w˜i|0:t−1,
(3.11)
yi|x0i ,ui(t) =yi(t, x0i ,ui,µi,νi)
+ CiReacht(Ai, Gi)w˜i|0:t−1 + νi(t).
(3.12)
Note that CiReacht(Ai, Gi) = Obst(Ai, Ci)Gi.
If the initial state x0i in Σi is considered as deterministic, then the first terms of the right hand sides of
equations (3.11) and (3.12) (or (3.6) and (3.7)) are the expected values of the state and output processes at
time t. However, for the sake of generality, we look at these terms as expectations conditional to x0i , considered
as a random variable independent of both wi and νi. Explicit expressions of the these terms are:
xi(t, x
0
i ,ui,µi) = E{xi|x0i ,ui(t)|x0i }
= Atix
0
i +
t−1∑
τ=0
At−1−τi (Biui(τ) +Giµi),(3.13)
yi(t, x
0
i ,ui,µi,0) = E{yi|x0i ,ui(t)|x0i } = Cixi(t, x0i ,ui, µi)
= CiA
t
ix
0
i +
t−1∑
τ=0
CiA
t−1−τ
i (Biui(τ) +Giµi).(3.14)
It is clear that random variables xi|x0i ,ui(t) and yi|x0i ,ui(t) can be degenerate or not, depending on the rank
of matrices Reacht(Ai, Gi), CiReacht(Ai, Gi), and Ψi. We set Reach(Ai, Gi) = Reachni(Ai, Gi) (by Cayley-
Hamilton theorem, Im(Reacht(Ai, Gi)) = Im(Reach(Ai, Gi)) for any time t ≥ ni). Formulas (3.11) and (3.12)
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allow to compute the conditional covariances
cov
(
xi|x0i ,ui(t),xi|x0i ,ui(τ)
)
=
τ−1∑
h=0
At−τ+hi GiG
T
i (A
h
i )
T ,(3.15)
cov
(
yi|x0i ,ui(t),yi|x0i ,ui(τ)
)
=
Ψi +
τ−1∑
h=0
CiA
t−τ+h
i GiG
T
i (A
h
i )
TCTi .(3.16)
where t ≥ τ . We also need to recall the notion of linear equivalence of stochastic linear control systems:
Definition 3.1. Two stochastic linear control systems Σ1 and Σ2 as in (3.1) are linearly equivalent, denoted
Σ1 ∼=l Σ2,
if Ψ1 = Ψ2, n1 = n2, and there exists an invertible matrix T ∈ Rn1×n1 , called transformation matrix, such
that:
(3.17)
A2 = TA1T−1, B2 = TB1, C2 = C1T−1,
G2 = TG1, G2µ2 = TG1µ1.
The notion of linear equivalence is an equivalence relation on the class of linear systems. We can now introduce
the notion of equivalence of stochastic external behavior.
Definition 3.2. Consider two stochastic control systems Σ1 and Σ2 as in (3.1), and a relation R ⊆ Rn1×Rn2
that is a subspace.
Σ1 and Σ2 are said to have equivalent stochastic external behavior with respect to R if for any (x01, x02) ∈ R
and for any input u
(3.18) y1|x01,u ∼ y2|x02,u.
Σ1 and Σ2 are said to have equivalent stochastic external behavior, denoted
Σ1 ∼=e Σ2,
if there exists a subspace total relation R such that Σ1 and Σ2 have equivalent stochastic external behavior
with respect to R.
The above notion has been obtained by reinterpreting the notion of equivalence of external behavior given for
behavioral systems, see e.g. [41, 35], in a stochastic setting. The notion of equivalence of stochastic external
behavior is an equivalence relation on the class of stochastic linear control systems. We now proceed with a
further step and propose a notion of stochastic bisimulation equivalence. We start by considering the case of
linear systems with non-degenerate disturbances.
Definition 3.3. Given a pair of stochastic control systems Σ1 and Σ2, as in (3.1) with rank(Gi) = ni, a
subspace R ⊆ Rn1 × Rn2 is a stochastic bisimulation relation between Σ1 and Σ2 if for any pair (x01, x02) ∈ R
and any input u the following conditions hold for all times t ∈ N
(i) For any measurable set X1 ⊆ R−1(Rn2)
P
(
x1|x01,u(t) ∈ X1
∣∣x01)= P(x2|x02,u(t) ∈ R(X1)∣∣x02) ;
(ii) For any measurable set X2 ⊆ R(Rn1)
P
(
x2|x02,u(t) ∈ X2
∣∣x02)= P(x1|x01,u(t) ∈ R−1(X2)∣∣x01) ;
(iii) y1|x01,u ∼ y2|x02,u.
Systems Σ1 and Σ2 are equivalent via stochastic bisimulation, if there exists a total stochastic bisimulation
relation between them.
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Note that in conditions (i) and (ii) of Definition 3.3 we consider measurable sets X1 ⊆ R−1(Rn2) and X2 ⊆
R(Rn1) rather than all measurable sets X1 ⊆ Rn1 and X2 ⊆ Rn2 . This choice is motivated by the fact that
since relation R may be not total, sets R(X1) and R−1(X2) may be not defined for some sets X1 ⊆ Rn1
and X2 ⊆ Rn2 while they are defined for all sets X1 ⊆ R−1(Rn2) and X2 ⊆ R(Rn1). When R is total, all
measurable sets X1 ⊆ Rn1 and X2 ⊆ Rn2 are clearly considered. Definition 3.3 has been inspired by analogue
notions given for probabilistic chains and Markov processes, see e.g. [23, 18, 12]. A detailed discussion in this
regard is reported in Section 6.
Remark 3.4. As stressed in the introduction, this paper is within the research line (D2)–(R3)–(E1), where
notions of stochastic bisimulation have been also proposed for General Stochastic Hybrid Systems (GSHS) with
no inputs and outputs in [7] and, for Communicating Piecewise Deterministic Markov Processes (CPDMP) in
[38, 39]. A comparison of the proposed Definition 3.3 with the ones given in [7] and [38, 39] follows. Although
the mathematical tools employed in [7] are based on Category Theory and hence, different from the ones
utilized in the present paper, the notion proposed in [7] in fact generalizes the one of stochastic bisimulation
given for Labelled Markov Processes with countable sets of states in [4] to GSHS. Since the definition given in
[4] generalizes the one given in [23] for probabilistic chains, then both Definition 3.3 and the one given in [7], are
in fact based on the same ideas given in the seminal work [23]. Regarding the comparison with the definitions
of stochastic bisimulation given in [38, 39] for CPDMP, we recall that the semantic of CPDMP is characterized
by no stochasticity in the continuous–state flow; stochasticity only appears in the discrete–state dynamics,
via spontaneous Poisson–type transitions and in the reset of both continuous and discrete variables. Since
the systems in (3.1) present stochasticity in the continuous–state flow and have no discrete–state dynamics,
Definition 3.3 and the one given in [38, 39] are not comparable. However, we mention that the definitions
proposed in [38, 39] are inspired by the one given in [18] for Interactive Markov Chains which combines the
classical definition of bisimulation for concurrent (non–stochastic) processes (see e.g. [25, 27]) with the one
given in [23] for probabilistic chains. Hence, also in this case, the seminal work [23] is a common denominator
in inspiring Definition 3.3 and the one given in [38, 39].
As stressed at the beginning of this section, in this paper we consider linear systems with possibly degenerate
disturbance distribution. The following example shows that Definition 3.3 is not appropriate to deal with
linear systems with disturbances with degenerate distributions.
Example 3.5. Consider a pair of stochastic control systems Σ1 and Σ2 as in (3.1) where:
A1 =
[
1 0
0 2
]
, B1 = G1 =
[
1
0
]
, C1 =
[
1 0
]
A2 = B2 = G2 = C2 = 1 and wi(t) ∼ N (0, 1), without output noise νi. The dynamics of Σ1 and Σ2 suggest
that Σ1 ∼=b Σ2 with stochastic bisimulation relation R defined by (x01, x02) ∈ R if and only if x01[1] = x02;
indeed, the dynamics of x2 coincide with the dynamics of x1[1], y2(t) = x2(t) and y1(t) = x1[1](t). We now
apply Definition 3.3 only at time t = 1. We consider (x01, x
0
2) = (0, 0) ∈ R, u = 0 and the two measurable sets
X ′1, X
′′
1 ⊆ Rn1 depicted in Fig. 1. We first note that R(X ′1) = R(X ′′1 ) = X ′2, with X ′2 ⊆ Rn2 as depicted in
Fig. 1. Hence, according to condition (i) of Definition 3.3, a necessary condition for Σ1 ∼=b Σ2 is that
(3.19) P(x1|0,0(1) ∈ X ′1|0) = P(x1|0,0(1) ∈ X ′′1 |0).
However, since supp(x1|0,0(1)) = supp(G1w1(0)) = Im(G1), by (2.1) we get P(x1|0,0(1) ∈ X ′1|0) = 0 and
P(x1|0,0(1) ∈ X ′′1 |0) 6= 0, thus contradicting (3.19). Hence, Σ1 and Σ2 are not equivalent via stochastic
bisimulation according to Definition 3.3.
The above example motivates us to extend Definition 3.3 to linear systems with possibly degenerate distur-
bances, as follows:
Definition 3.6. Given a pair of stochastic control systems Σ1 and Σ2, as in (3.1), a subspace R ⊆ Rn1 ×Rn2
is a stochastic bisimulation relation between Σ1 and Σ2 if for any pair (x
0
1, x
0
2) ∈ R and any input u the
following conditions hold for all times t ∈ N
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Figure 1. Illustration of the sets involved in Example 3.5.
(i) For any measurable set X1 ⊆ R−1(Rn2)
(3.20)
P
(
x1|x01,u(t) ∈ X1
∣∣x01) =
P
(
x2|x02,u(t) ∈ R
(
X1∩ supp(x1|x01,u(t))
)∣∣x02) ;
(ii) For any measurable set X2 ⊆ R(Rn1)
(3.21)
P
(
x2|x02,u(t) ∈ X2
∣∣x02) =
P
(
x1|x01,u(t) ∈ R−1
(
X2∩ supp(x2|x02,u(t))
)∣∣x01) ;
(iii) y1|x01,u ∼ y2|x02,u.
Systems Σ1 and Σ2 are equivalent via stochastic bisimulation, denoted
Σ1 ∼=b Σ2,
if there exists a total stochastic bisimulation relation between them.
Note that by property (iii), if Σ1 and Σ2 are equivalent via stochastic bisimulation then they have equivalent
stochastic external behavior. In the sequel, if not stated explicitly, when referring to equivalence via stochastic
bisimulation we consider Definition 3.6.
Example 3.5: (Continued) When conditions (i) and (ii) of Definition 3.3 are replaced by conditions (i) and
(ii) of Definition 3.6, one gets R(X ′1 ∩ supp(x1(1))) = R(∅) = ∅ and R(X ′′1 ∩ supp(x1(1))) = X ′′2 6= ∅.
Therefore, condition (i) of Definition 3.6 correctly distinguishes between sets X ′1 and X
′′
1 , whereas condition
(i) of Definition 3.3 does not. A straightforward computation reveals indeed that systems Σ1 and Σ2 are
equivalent via stochastic bisimulation according to Definition 3.6, while we showed they are not according to
Definition 3.3.
The notion of equivalence via stochastic bisimulation is an equivalence relation on the class of linear systems.
Classical notions of bisimulation equivalences given for deterministic, non–deterministic and stochastic discrete
(concurrent) processes preserve reachability properties of equivalent states, together with e.g. linear temporal
logic properties, see e.g. [9, 18]. These notions only involve next states of equivalent states, rather than
all states involved in runs originating from equivalent states. Definition 3.6 clearly preserves reachability
properties of states related by relation R. In contrast to the case of discrete processes, however, it requires
properties (i)–(iii) to hold for all times t ∈ N, rather than only for time t = 1. We now show by a simple
example that if the notion of stochastic bisimulation equivalence is defined in one step (i.e., only for t = 1),
stochastic reachability properties of states related by R may be not preserved.
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Example 3.7. Consider a pair of stochastic control systems Σ1 and Σ2 as in (3.1) where:
A1 =
[
b 1
0 a
]
, B1 = 02×1, G1 =
[
0
σ
]
, C1 =
[
0 1
]
,
A2 =
[
b 0
0 a
]
, B2 = 02×1, G2 =
[
0
σ
]
, C2 =
[
0 1
]
,
without output noise νi, with a, b, σ 6= 0. We first show that properties (i)–(iii) of Definition 3.6 are satisfied
for time t = 1, that is to say that systems Σ1 and Σ2 are equivalent via stochastic bisimulation ”in one
step”, as typically required for discrete processes. Consider the relation R defined by (x01, x02) ∈ R if and only
if x01[2] = x
0
2[2] (recall that the argument within square brackets denotes the component of a vector). We
start with condition (i). Consider any (x01, x
0
2) ∈ R, any input u, any measurable set X1 ⊆ Rn1 and define
X1,2 = {x1[2] ∈ R|∃x1[1] ∈ R s.t. x1 ∈ X1 ∩ supp(x1|x01,u(1))}. Then, one gets:
P
(
x1|x01,u(1)) ∈ X1|x01
)
= P
(
ax01[2] + σw1(0) ∈ X1,2
)
= P
(
ax02[2] + σw2(0) ∈ X1,2
)
= P
(
x2|x02,u(1) ∈ R(X1 ∩ supp(x1|x01,u(1)))|x02
)
,
which is condition (i) of Definition 3.6 for t = 1. Condition (ii) can be shown similarly and condition (iii)
is trivially satisfied because Cixi|x0i ,ui(1) = ax0i [2] + σwi(0) in this example. We now show that R does not
satisfy those conditions for time t = 2. We consider (x0i ,ui) = (0,0) and obtain:
x1|0,0(2) =
[
0 σ
σ aσ
] [
w1(1)
w1(0)
]
x2|0,0(2) =
[
0 0
σ aσ
] [
w2(1)
w2(0)
]
Since x1|0,0(2) is non–degenerate, there exists a pair of sets in form of X1 = Z1 × Z2 and X ′1 = Z ′1 × Z2 with
Z1 ⊂ Z ′1 such that:
(3.22) P(x1|0,0(2) ∈ X1|0) < P(x1|0,0(2) ∈ X ′1|0).
Considering that supp(x1|0,0(2)) = R2, condition (i) of Definition 3.6 for set X1 rewrites as:
P(x1|0,0(2) ∈ Z1 × Z2|0) = P(x2|0,0(2) ∈ R(Z1 × Z2)|0)
Note that R(Z1 × Z2) = R× Z2, because (x1, x2) ∈ R if x1[2] = x2[2]. Thus
P(x1|0,0(2) ∈ Z1 × Z2|0) = P(x2|0,0(2) ∈ R× Z2|0)
Analogously, condition (i) of Definition 3.6 for set X ′1 = Z
′
1 × Z2 rewrites as:
P(x1|0,0(2) ∈ Z ′1 × Z2|0) = P(x2|0,0(2) ∈ R× Z2|0)
From these it follows
P(x1|0,0(2) ∈ Z1 × Z2|0) = P(x1|0,0(2) ∈ Z ′1 × Z2|0)
which contradicts the inequality in (3.22). Hence, condition (i) of Definition 3.6 is not satisfied for time t = 2,
although it is satisfied at t = 1.
The above example motivated us to propose a definition of stochastic bisimulation equivalence in t steps rather
than in one step, as instead commonly done for discrete processes.
Connections between the notions introduced are now discussed. By comparing Definitions 3.1, 3.2 and 3.6, it
is readily seen that:
Proposition 3.8.
• If Σ1 ∼=l Σ2 then Σ1 ∼=b Σ2;
• If Σ1 ∼=b Σ2 then Σ1 ∼=e Σ2.
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The converse implication of the first statement is not true in general, see e.g. Example 3.5 (Continued). The
converse implication of the second statement is also not true in general, as shown in the following example.
Example 3.9. Consider a pair of stochastic control systems Σ1 and Σ2 as in (3.1) with
A1 =
[
1 0
0 2
]
, B1 =
[
1
0
]
,
G1 = I2,
C1 =
[
1 0
]
,
A2 = B2 = G2 = C2 = 1, w1(t) ∼ N (02, I2), w2(t) ∼ N (0, 1), and without output noises ν1, ν2. We have
y1(t, x
0
1,u1,w1) = x
0
1[1] +
t−1∑
τ=0
(u1(τ) + w1[1](τ))
y2(t, x
0
2,u2,w2) = x
0
2 +
t−1∑
τ=0
(u2(τ) + w2(τ)).
Define the total relation R ⊆ R2×R by (x1, x2) ∈ R if and only if x1[1] = x2. Then, for any (x01, x02) ∈ R and
input u:
y1|x01,u ∼ y2|x02,u
and therefore Σ1 and Σ2 have equivalent stochastic external behavior (Σ1 ∼=e Σ2). We now show that Σ1 and
Σ2 are not equivalent via stochastic bisimulation. Suppose by contradiction that a total stochastic bisimulation
relation R exists between Σ1 and Σ2. Since R is a subspace, it is always possible to find an invertible matrix
T ∈ R2×2 such that (x1, x2) ∈ R if and only if x2 = z1[1] where z1 = Tx1. Consider (x01, x02) = (0, 0) ∈ R
and select u = 0. Consider the sets X1,1 = T
−1([0, 1] × [0, 1]) and X1,2 = T−1([0, 1] × [0, 2]). Note that by
construction X1,1 ⊂ X1,2 and R(X1,1) = R(X1,2). Moreover, since supp
(
x1|x01,u1(1)
)
= Im(G1) = R2 we have
also:
(3.23) R(X1,1 ∩ supp(x1|x01,u1(1))) = R(X1,2 ∩ supp(x1|x01,u1(1))).
From this, it easily follows that in order for condition (i) in Definition 3.6 to be satisfied it is necessary that
(3.24) P(x1|x01,u1(1) ∈ X1,1|x01) = P(x1|x01,u1(1) ∈ X1,2|x01).
However, we can show that with the given choice of X1,1 and X1,2, and (x
0
1, x
0
2) = (0, 0) and u = 0, we have
(3.25) P(x1|0,0(1) ∈ X1,1|0) < P(x1|0,0(1) ∈ X1,2|0).
thus contradicting (3.24), and hence condition (i). To prove inequality (3.25) note that for x01 = 0 and u = 0
we have x1|0,0(1) = w1(0). Defining the nondegenerate random vector v1 = Tw1(0), we get
P(x1|0,0(1) ∈ X1,1|x01) = P(w1(0) ∈ X1,1)
= P(Tw1(0) ∈ TX1,1)
= P(v1 ∈ [0, 1]× [0, 1])
< P(v1 ∈ [0, 1]× [0, 2])
= P(Tw1(0) ∈ TX1,2)
= P(w1(0) ∈ X1,2)
= P(x1|0,0(1) ∈ X1,2|x01).
Thus, condition (i) in Definition 3.6 cannot be satisfied for any total relation R, and Σ1 and Σ2 are not
equivalent via stochastic bisimulation.
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4. Geometric conditions
In this section we derive geometric conditions characterizing the equivalence notions in Definitions 3.2 and
3.6. Without loss of generality, we consider subspaces R in Definitions 3.2 and 3.6 in the form of
(4.1) R = ker([R1 −R2]) ⊆ Rn1 × Rn2 ,
where Ri ∈ Rr×ni , i = 1, 2, so that
(4.2) (x1, x2) ∈ R ⇐⇒ R1x1 = R2x2.
4.1. Some Technical Lemmas. This subsection collects some technical results needed to prove the main
results of the section. For any subsets X1 ⊆ Rn1 and X2 ⊆ Rn2 we have
(4.3) R(X1) = R−12 (R1X1), R−1(X2) = R−11 (R2X2),
as it easily follows from the identities below
(4.4)
R(X1) = {x2 ∈ Rn2 | ∃x1 ∈ X1 s.t. R1x1 = R2x2}
= {x2 ∈ Rn2 | ∃y ∈ R1X1 s.t. y = R2x2}
= R−12 (R1X1),
and similarly for R−1(X2). Note that for some nonempty X1 ⊆ Rn1 (or X2 ⊆ Rn2) the set R(X1) (or
R−1(X2)) can be empty, unless R is a total relation.
Proposition 4.1. Relation R as in (4.1) is total if and only if Im(R1) = Im(R2) or, equivalently,
(4.5) rank(R1) = rank(R2) = rank(
[
R1 −R2
]
).
Lemma 4.2. Let R be a relation as in (4.1) and consider any sets Xi ⊆ Rni , i = 1, 2. Then:
(i) If R is total then R1X1 = R2R(X1);
(ii) If R is total then R1R−1(X2) = R2X2;
(iii) R(X1) = R(X1) + ker(R2);
(iv) R−1(X2) = R−1(X2) + ker(R1).
Proof. Proof of (i). We first show R1X1 ⊆ R2R(X1). Consider any y ∈ R1X1. Then, there exists x1 ∈ X1
such that y = R1x1. Since R is total then there exists x2 ∈ Rn2 such that (x1, x2) ∈ R. Note that
x2 ∈ R(X1). Since (x1, x2) ∈ R then, by (4.1), R1x1 = R2x2 which in turn, implies y = R2x2. Since
R2x2 ∈ R2R(X1) we get y ∈ R2R(X1). We now show R2R(X1) ⊆ R1X1. Pick any y ∈ R2R(X1). Then there
exists x2 ∈ R(X1) such that y = R2x2. Since x2 ∈ R(X1) there exists x1 ∈ X1 such that (x1, x2) ∈ R which
implies y = R2x2 = R1x1 ∈ R1X1.
Proof of (ii). This proof follows the same steps as those in the proof of (i).
Proof of (iii). SinceR(X1) ⊆ R(X1)+ker(R2), we only need to showR(X1)+ker(R2) ⊆ R(X1) or equivalently:
(4.6) x2 + z2 ⊆ R(X1),∀x2 ∈ R(X1),∀z2 ∈ ker(R2).
Consider any x2 ∈ R(X1) and z2 ∈ ker(R2). There exists x1 ∈ X1 such that (x1, x2) ∈ R or equivalently,
R1x1 = R2x2. Since R1x1 = R2x2 and R2z2 = 0 then R1x1 = R2x2 + R2z2 = R2(x2 + z2), or equivalently
(x1, x2 + z2) ∈ R from which, x2 + z2 ∈ R(X1).
Proof of (iv). This proof follows the same steps as those in the proof of (iii). 
For later purposes, we need to point out that Rixi|x01,u1 , for i = 1, 2, are Gaussian processes whose conditional
means at time t ∈ N are:
(4.7)
E
(
Rixi|x0i ,ui(t)
∣∣x0i) = Rixi(t, x0i ,ui,µi)
= RiA
t
ix
0
i +
t−1∑
h=0
RiA
t−1−h
i (Biui(h) +Giµi)
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and conditional covariances, for t ≥ τ ,
(4.8)
cov
(
Rixi|x0i ,ui(t), Rixi|x0i ,ui(τ)
)
=
τ−1∑
h=0
RiA
t−τ+h
i GiG
T
i (A
h
i )
TRTi .
Lemma 4.3. Let R = ker([R1 −R2]) ⊂ Rn1+n2 be a total stochastic bisimulation relation for two stochastic
control systems Σ1 and Σ2 as in (3.1). Then, ∀(x01, x02) ∈ R, and for any input u we have
(4.9) R1x1
∣∣
x01,u
(t) ∼ R2x2
∣∣
x02,u
(t), ∀t ≥ 0.
Proof. Let r denote the number of rows of matrices Ri. Condition (4.9) is equivalent to claim that for any
measurable S ⊂ Rr it is P (R1x1|x01,u(t) ∈ S) = P (R2x2|x02,u(t) ∈ S) for any (x01, x02) ∈ R, input u, and
t ≥ 0. The necessity of (4.9) is proven by contradiction, by showing that if R is a stochastic bisimulation
relation, if for some (x01, x
0
2) ∈ R, input u, and t ≥ 0, there exists a subset Q ⊂ Rr such that P (R1x1|x01,u(t) ∈
Q) 6= P (R2x2|x02,u(t) ∈ Q), then we arrive at a contradiction. In particular, using the shorthand notation
vi = xi|x0i ,u, i = 1, 2, we will consider the case
(4.10) P
(
R1v1 ∈ Q
)
> P
(
R2v2 ∈ Q
)
(the case where the inequality is reversed can be handled with a symmetric reasoning). Of course P
(
Rivi ∈
Q
)
= P
(
vi ∈ R−1i Q
)
. Then, by property (i) in Definition 3.6 of stochastic bisimulation relation we have
(4.11)
P
(
R1v1 ∈ Q
)
= P
(
v1 ∈ R−11 Q
)
= P
(
v2 ∈ R((R−11 Q) ∩ supp(v1))
)
ObviouslyR((R−11 Q)∩supp(v1)) ⊆ R(R−11 Q), and by eq. (4.3) we haveR(R−11 Q) = R−12 (R1(R−11 Q)) = R−12 Q
then
(4.12) P
(
v2 ∈ R((R−11 Q) ∩ supp(v1))
) ≤ P (v2 ∈ R−12 Q).
Form (4.11), (4.12) and P
(
v2 ∈ R−12 Q
)
= P
(
R2v2 ∈ Q
)
, we get
(4.13) P
(
R1v1 ∈ Q
) ≤ P (R2v2 ∈ Q),
contradicting the assumption P
(
R1v1 ∈ Q
)
> P
(
R2v2 ∈ Q
)
. This proves the Lemma. 
Recalling eq. (3.11), it is useful to define the following zero mean processes, for i = 1, 2,
(4.14)
ξi(t) = xi|x0i ,ui(t)− xi(t, x0i ,ui,µi)
= Reacht(Ai, Gi)w˜i|0:t−1
which has the same covariances of x1|x01,u1 reported in (3.15) i.e., for t ≥ τ
(4.15) cov
(
ξi(t), ξi(τ)
)
=
τ−1∑
h=0
At−τ+hi GiG
T
i (A
h
i )
T .
We also have, for any x0i ∈ Rn1 , u and t ≥ 0,
(4.16)
supp(ξi(t)) = Im(Reacht(Ai, Gi)),
supp
(
xi|x0i ,ui(t)
)
= xi(t, x
0
i ,ui,µi) + Im(Reacht(Ai, Gi)).
Lemma 4.4. Consider a stochastic linear control system Σi as in (3.1) and a matrix Ri ∈ Rr×ni . Let
Ai, Gi, Ri be such that
(4.17) Im(Reach(Ai, Gi)) ∩ ker(Ri) = {0}.
Then,
P(Rixi|x0i ,ui(t) ∈ RiXi|x0i ) = P(xi|x0i ,ui(t) ∈ Xi|x0i ),
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for any time t ∈ N, initial condition x0i ∈ Rni , control input sequence ui, and any measurable set
(4.18) Xi ⊆ supp
(
xi|x0i ,ui(t)
)
.
Proof. Pick any set Xi ⊂ Rni satisfying (4.18). and define the shifted set Hi = Xi − xi(t, x0i ,ui,µi). By
(4.16) Hi ⊆ Im(Reacht(Ai, Gi)) ⊆ Im(Reach(Ai, Gi)), so that xi|x0i ,ui(t) ∈ Xi if and only if ξi(t) ∈ Hi
and P(xi|x0i ,ui(t) ∈ Xi|x0i ) = P(ξi(t) ∈ Hi). The thesis is proven if we show that P(Riξi(t) ∈ RiHi) =
P(ξi(t) ∈ Hi). This is straightforward because Riξi(t) ∈ RiHi implies ξi(t) ∈ (Hi + ker(Ri)); by construction
ξi(t) ∈ Im(Reacht(Ai, Gi)) ⊆ Im(Reach(Ai, Gi)) and therefore by (4.17), ξi(t) 6∈ ker(Ri)\{0}. Thus, ξi(t) ∈
(Hi + ker(Ri)) implies ξi(t) ∈ Hi, which concludes the proof. 
4.2. Geometric conditions for stochastic external behavior equivalence. This section collects some
algebraic and geometric conditions that characterize stochastic external equivalence relations.
Proposition 4.5. If two stochastic systems Σ1 and Σ2, as in (3.1) have equivalent stochastic external behavior
with respect to some subspace relation R ⊆ Rn1+n2 , then
p0) Ψ1 = Ψ2,
p1) C1A
t
1B1 = C2A
t
2B2, ∀t ≥ 0,
p2) C1A
t
1G1µ1 = C2A
t
2G2µ2, ∀t ≥ 0,
p3) C1A
k
1G1G
T
1(A
h
1 )
TCT1 =C2A
k
2G2G
T
2(A
h
2 )
TCT2 , ∀h, k ≥ 0.
Proof. All the listed conditions are a straightforward consequence of the formula (3.14) of expected values of
the output processes yi
∣∣
x0i ,ui
for any (x0i ,ui), used with x
0
i = 0, and of the formula (3.16) of covariances. 
In order to derive equivalent geometric conditions we find it useful to define the following extended system Σ˜
of dimension n˜ = n1 + n2
(4.19)
A˜=diag(A1, A2)=
[
A1 0
0 A2
]
, B˜ = col(B1, B2) =
[
B1
B2
]
,
C˜=row(C1,−C2) =
[
C1 −C2
]
.
and the following matrices:
Qi,k = Obsk(Ai, Ci), Pi,k = Reachk(Ai, Bi), i = 1, 2.
Now we can state the following geometric conditions:
Proposition 4.6. Consider two stochastic systems Σ1 and Σ2, as in (3.1). The following conditions:
p′1) Im
[
B1
B2
]
⊆ ker [Q1,n˜ −Q2,n˜]
p′2) Im
[
G1µ1
G2µ2
]
⊆ ker [Q1,n˜ −Q2,n˜]
p′3) ∃H ∈ Rl1×l2 : Im
[
G1H
G2
]
⊆ ker [Q1,n˜ −Q2,n˜]
are necessary for the stochastic external behavior equivalence of systems Σ1 and Σ2 with respect to some
relation R.
Proof. The proof is based on the observability analysis of the extended systems (4.19), and is obtained by
showing that each condition (p′i), i = 1, 2, 3, is equivalent to the corresponding condition (pi) of Proposition
4.5. By observing that: [
Q1,n˜ −Q2,n˜
]
=Obsn˜(A˜, C˜),
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condition (p′1) can be written as Im(B˜) ⊆ Obsn˜(A˜, C˜), and this implies that C˜A˜tB˜ = 0,∀t ≥ 0, that is
equivalent to (p1) of Proposition 4.5 thanks to the block diagonal structure of system Σ˜ (4.19). A similar
reasoning proves that (p′2) is equivalent to (p2). Equivalence of (p
′
3) to (p3) is proved by observing that (p3)
is equivalent to
Q1,n˜G1G
T
1 Q
T
1,n˜ = Q2,n˜G2G
T
2 Q
T
2,n˜,
which is equivalent to Im(Q1,n˜G1) = Im(Q2,n˜G2), and this in turn is equivalent to Q1,n˜G1H = Q2,n˜G2 for
some matrix H. From this, equivalence of (p3) and (p
′
3) easily follows. 
Note that the algebraic conditions (p0)–(p3) of Proposition 4.5 and the geometric conditions (p
′
1)–(p
′
3) of
Proposition 4.6 do not depend on the choice of the relation R. The following results provide necessary and
sufficient conditions on the subspace relation R ⊆ Rn1+n2 that ensure stochastic external equivalence of two
systems Σ1 and Σ2.
Theorem 4.7. Stochastic control systems Σ1 and Σ2 have equivalent stochastic external behavior with respect
to R if and only if they satisfy conditions (p0)–(p3) of Proposition 4.5 (or the equivalent ones in Proposition
4.6) and R satisfies the following one:
(4.20) p4) R ⊆ ker(
[
Q1,n˜ −Q2,n˜
]
).
Moreover, there always exists a diag(A1, A2)-invariant subspace relation R′ ⊇ R such that Σ1 and Σ2 have
equivalent stochastic external behavior with respect to R′.
Proof. The first assertion is proved by noting that condition (4.20) is equivalent to
(4.21) C1A
t
2x
0
1 = C2A
t
2x
0
2, ∀t ≥ 0, ∀(x01, x02) ∈ R,
which is clearly necessary and sufficient, together with (p1) and (p2) of Proposition 4.5, to guarantee that the
processes y1|x01,u1 and y2|x02,u2 have the same expected values (see equation (3.14)). The second assertion is
easily proved by observing that it is trivially verified by choosing R′ = ker([Q1,n˜ −Q2,n˜]), which is clearly
diag(A1, A2)-invariant. 
Corollary 4.8. If Σ1 and Σ2 satisfy all conditions (p0)–(p3) of Proposition 4.5, the largest relation in Rn1+n2
that ensures equivalent stochastic external behavior is
(4.22) ker(
[
Q1,n˜ −Q2,n˜
]
).
Remark 4.9. Theorem 4.7 implies that if Σ1 and Σ2 have equivalent stochastic external behavior with respect
to a relation R, either R is diag(A1, A2)-invariant or is contained in a larger relation R′ which is diag(A1, A2)-
invariant. Corollary 4.8 states that the maximal relation that ensures stochastic external equivalence is
ker(Obsn˜(A˜, C˜)).
The following result then easily follows:
Corollary 4.10. Linear systems Σ1 and Σ2 have equivalent stochastic external behavior if and only if condi-
tions (p0)–(p3) hold and relation (4.22) is total.
4.3. Geometric conditions for stochastic bisimulation equivalence. The following result provides geo-
metric conditions for characterizing stochastic bisimulation relations.
Theorem 4.11. Consider two stochastic systems Σ1 and Σ2, as in (3.1), such that Ψ1 = Ψ2 and a subspace
total relation R as in (4.1) enjoying the following (A1, A2)–invariance condition
(4.23) h0) diag(A1, A2)R ⊆ R.
Then, R is a stochastic bisimulation relation between Σ1 and Σ2 if and only if the following conditions are
satisfied:
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(4.24)
h1) Im
(
col(B1, B2)
) ⊆ R (i.e. R1B1 = R2B2),
h2) Im
(
col(G1µ1, G2µ2)
) ⊆ R (i.e. R1G1µ1 =R2G2µ2),
h3) R1G1G
T
1 R
T
1 = R2G2G
T
2 R
T
2 ,
h4) R ⊆ ker(
[
C1 −C2
]
),
h5) Im(Reach(Ai, Gi)) ∩ ker(Ri) = {0}, i = 1, 2.
Proof. (Sufficiency) First of all note that the properties (h0), (h1) and (h2) imply the following
(4.25)
h′0) R1A
t
1x
0
1 = R2A
t
2x
0
2, ∀t ∈ N, ∀(x01, x02) ∈ R,
h′1) R1A
t
1B1 = R2A
t
2B2, ∀t ∈ N
h′2) R1A
t
1G1µ1 = R2A
t
2G2µ2. ∀t ∈ N
Property (h3) is equivalent to the existence of a matrix H such that R1G1H = R2G2. Then, by the invariance
property (h0) it follows that R1A
t
1G1H = R2A
t
2G2, for any t ∈ N and therefore for all k, h ∈ N
(4.26) h′3) R1A
k
1G1G
T
1 (A
h
1 )
TRT1 = R2A
k
2G2G
T
2 (A
h
2 )
TRT2 .
From (h′0)–(h
′
3) it easily follows that the Gaussian processes R1x1|x01,u1 and R2x2|x02,u1 , when (x01, x02) ∈ R
and u1 = u2, have the same means (4.7) and covariances (4.8), and therefore
(4.27) R1x1|x01,u ∼ R2x2|x02,u, ∀(x01, x02) ∈ R.
For any measurable set X1 ⊆ Rn1 and any t ∈ N define
(4.28)
X1 = X1 ∩ supp(x1|x01,u1(t)),
X2 = R(X1).
By definition of sets X1 and X1 and by (2.1) we get for all t ∈ N:
(4.29) P
(
x1|x01,u1(t) ∈ X1|x01
)
= P
(
x1|x01,u1(t) ∈ X1|x01
)
.
Since by construction, set X1 satisfies condition (4.18), by condition (h5) in the statement and Lemma 4.4,
we get for all t ∈ N:
(4.30) P
(
x1|x01,u1(t) ∈ X1|x01
)
= P
(
R1x1|x01,u1(t) ∈ R1X1|x01
)
.
Since R is total, by Lemma 4.2 (i), we get:
(4.31) R1X1 = R2X2.
By combining (4.27) and (4.31) we get for all t ∈ N:
(4.32) P(R1x1|x01,u1(t) ∈ R1X1|x01) = P(R2x2|x02,u2(t) ∈ R2X2|x02).
By definition of set X2 and by Lemma 4.2 (iii), we get for all t ∈ N:
(4.33)
P
(
R2x2|x02,u2(t) ∈ R2X2|x02
)
= P
(
x2|x02,u2(t) ∈
(
X2 + ker(R2)
)∣∣x02)
= P
(
x2|x02,u2(t) ∈ X2|x02
)
.
By combining the equalities in (4.29), (4.30), (4.32) and (4.33), we get condition (i) of Definition 3.6. Condition
(ii) of Definition 3.6 can be shown by using a symmetric reasoning. In particular, while the proof of condition
(i) makes use of Lemma 4.4, Lemma 4.2 (i) and Lemma 4.2 (iii), the proof of condition (ii) makes use of Lemma
4.4, Lemma 4.2 (ii) and Lemma 4.2 (iv). Regarding condition (iii) of Definition 3.6, note that condition (h4)
implies existence of a matrix S such that S[R1 −R2] = [C1 −C2], i.e. SR1 = C1 and SR2 = C2. Thus, from
condition (4.27), considering that Ψ1 = Ψ2 implies ν1 ∼ ν2, by the independence of xi and νi we have, for
any (x01, x
0
2) ∈ R and input u,
SR1x1|x01,u + ν1 ∼ SR2x2|x02,u + ν2.
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Since yi|x0i ,ui = SRix1|x0i ,ui + νi, condition (iii) of Definition 3.6 is satisfied.
(Necessity) By Lemma 4.3, if R is a stochastic bisimulation relation, then for any (x01, x02) ∈ R, and input u we
have R1x1
∣∣
x01,u
(t) ∼ R2x2
∣∣
x02,u
(t), ∀t ≥ 0. Then, necessarily E(R1x1
∣∣
x01,u
(1)|x01) = E(R2x2
∣∣
x02,u
(1)|x02), that
meansR1A1x
0
1+R1B1u1(0)+R1G1µ1 = R2A2x
0
2+R2B2u2(0)+R2G2µ2 for any (x
0
1, x
0
2) ∈ R, and input u. This
easily implies conditions (h1) and (h2). Moreover, equating the covariances of R1x1
∣∣
x01,u
(1) and R2x2
∣∣
x02,u
(1)
the condition (h3) follows. Moreover, if R is a stochastic bisimulation relation, then Σ1 and Σ2 have equivalent
stochastic external behavior with respect to R (Proposition 3.8) then necessarily the inclusion (4.20) holds
true, which in turn implies condition (h4). It remains to show that if R is a total stochastic bisimulation
relation between Σ1 and Σ2 then necessarily (h5) is verified. The proof is obtained by contradiction. Let
R = ker([R1 −R2]) be a total stochastic bisimulation relation between Σ1 and Σ2. We will prove that for any
pair (x01, x
0
2) ∈ R, i.e. such that R1x01 = R2x02, if Im(Reach(Ai, Gi))∩ker(Ri) 6= {0} for i = 1 or i = 2 then the
properties (i) or (ii) of Definition 3.6 are not verified for some set X1 such that R1X1 = R2R(X1), or X2 such
that R2X2 = R1R−1(X2), and hence R is not a stochastic bisimulation relation. We only give the proof for
i = 1 since the case i = 2 follows a symmetric reasoning. Note first that if Im(Reach(A1, G1))∩ker(R1) 6= {0}
then there exists v ∈ Rn1 , with v 6= 0n1 such that v ∈ Im(Reacht(A1, G1)) and v ∈ ker(R1). Consider now the
random vector ξ1(t) defined in (4.14) with i = 1, and consider any time t ≥ n1. We can always take a pair of
sets H1 ⊂ Im(Reach(A1, G1)) and V1 ⊆ Im(v) (so that V1 ⊆ Im(Reach(A1, G1)) ∩ ker(R1)) such that
(4.34) P(ξ1(t) ∈ H1) < P
(
ξ1(t) ∈ (H1 + V1)
)
.
By defining the set X1 = H1 + x1(t, x
0
1,u1,µ1) we have
(4.35)
P
(
x1|x01,u1(t) ∈ X1|x01
)
= P
(
ξ1(t) ∈ H1
)
,
P
(
x1|x01,u1(t) ∈ (X1 + V1)|x01
)
= P
(
ξ1(t) ∈ (H1 + V1)
)
,
so that from (4.34)
(4.36) P
(
x1|x01,u1(t) ∈ X1|x01
)
< P
(
x1|x01,u1(t) ∈ (X1 + V1)|x01
)
Since both H1 and V1 belong to Im(Reach(A1, G1)) we have
(4.37)
X1 ⊂ supp
(
x1|x01,u1(t)
)
,
X1 + V1 ⊂ supp
(
x1|x01,u1(t)
)
,
so that
(4.38)
R(X1 ∩ supp(x1|x01,u1(t))) = R(X1),
R((X1 + V1) ∩ supp(x1|x01,u1(t))) = R(X1 + V1),
By assumption the pair (x01, x
0
2) belongs to the total relation R = ker([R1 − R2]), so that by property (i) of
Definition 3.6 and by (4.38) we have
(4.39)
P
(
x1|x01,u1(t) ∈ X1|x01
)
= P
(
x2|x02,u2(t) ∈ R(X1)|x02
)
,
P
(
x1|x01,u1(t) ∈ X1 + V1|x01
)
= P
(
x2|x02,u2(t) ∈ R(X1 + V1)|x02
)
,
Since, by construction, V1 ⊆ ker(Ri), i.e. R1V1 = 0, it follows that R1X1 = R1(X1 + V1), and from this
R(X1) = R(X1 + V1). Thus, from (4.39) we get:
(4.40) P
(
x1|x01,u1(t) ∈ X1|x01
)
= P
(
x1|x01,u1(t) ∈ X1 + V1|x01
)
.
which contradicts the inequality (4.36). Hence, condition (h5) must necessarily be satisfied, and the Theorem
is proved. 
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Remark 4.12. Conditions (h1)–(h5) in the above result are necessary and sufficient in the special case when
relation R is (A1, A2)–invariant. Condition (h0) is indeed not necessary. In fact, it is not difficult to construct
a pair of systems Σ1 and Σ2 for which there exists a total relation R satisfying conditions (h1)–(h4) and
admitting a proper total relation subspace (which is then still a total stochastic bisimulation relation between
Σ1 and Σ2) that is not (A1, A2)–invariant. However, as discussed in Section 5, when performing model
reduction via stochastic bisimulation equivalence, stochastic bisimulation relations R involved satisfy indeed
condition (h0). Hence, in this respect, condition (h0) is not limiting.
We conclude this section with a specialization of Theorem 4.11 to the non–degenerate case:
Corollary 4.13. Consider systems Σ1 and Σ2 as in (3.1), and suppose that rank(Reach(Ai, Gi)) = ni, i = 1, 2
(i.e., the probability measure on both the state spaces is non-degenerate after ni steps). Then Σ1 and Σ2 are
equivalent via stochastic bisimulation if and only if they are linearly equivalent.
Proof. The sufficiency comes from Proposition 3.8. As far as the necessity, since rank(Reach(Ai, Gi)) = ni
then condition (h5) of Theorem 4.11 boils down to rank(Ri) = ni. Then, necessarily ni ≤ r where r is
the number of rows of R1 and R2. Moreover, by assumption rank(R1) = rank(R2) because R is total, and
therefore necessarily Σ1 and Σ2 have the same dimension (n1 = n2). Hence, the result follows by defining
the nonsingular transformation matrix T = R+2 R1, where R
+
2 = (R
T
2 R2)
−1RT2 is the Moore–Penrose pseudo
inverse matrix of R2, and verifying that (x1, x2) ∈ R ⇔ x2 = Tx1. 
5. Model Reduction
In this section we consider a linear system
(5.1) Σ :

x(t+ 1) = Ax(t) +Bu(t) +Gw(t),
y(t) = Cx(t) + ν(t),
x ∈ Rn, u ∈ Rm, w ∈ Rl, y, ν ∈ Rp,
with w ∼ N (µ, Il), and we investigate the construction of a pair of linear systems of smaller, possibly minimal,
dimension in the state space which have the same stochastic external behavior of, and respectively, is equivalent
via stochastic bisimulation to Σ. In the sequel we follow standard practice, see e.g. [9] for concurrent processes,
[41] for control systems and [34] for switching control systems, and consider relations involved in Definitions
3.2 and 3.6 that are also equivalence relations on the set of states of Σ, so that it is possible to define the
quotient of system Σ induced by these equivalence relations. To this purpose the following result is useful.
Proposition 5.1. A total relation R = ker([R1 −R2]) is an equivalence relation on Rn if and only if
R1 = R2.
Proof. (Sufficiency) If R1 = R2 then the reflexivity, symmetry and transitivity properties are trivially verified.
(Necessity) It is straightforward that if R1 6= R2, then the reflexivity property does not hold. 
The following results specialize the geometric conditions derived in the previous section to equivalence relations.
Proposition 5.2. A total equivalence relation
(5.2) Rb = ker(
[
Rb −Rb
]
)
satisfies conditions of Definition 3.6 (i.e., is a stochastic bisimulation with Σ1 = Σ2 = Σ and R1 = R2 = Rb)
if and only if
A ker(Rb) ⊆ ker(Rb) ⊆ ker(C);(5.3)
ker(Rb) ∩ Reach(A,G) = {0}.(5.4)
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Proof. Obviously, when Σi = Σ and Ri = Rb, i = 1, 2, the conditions (h1)–(h3) of Theorem 4.11 are always
verified. Thus, the sufficiency is proved by showing that (5.3) implies conditions (h0) and (h4), while (5.4)
implies (h5) of Theorem 4.11. The implication of property (h0), i.e. diag(A,A)-invariance of R, easily follows
by considering that
(5.5) Rb = Im
([
U 0 U
0 U U
])
,
where U ∈ Rn×(n−nb) and U ∈ Rn×nb , with nb = rank(Rb), are matrices such that Im(U) = ker(Rb) and
rank([U U ]) = n. From (5.5) and the assumption A ker(Rb) ⊆ ker(Rb) it easily follows that diag(A,A)Rb ⊆
Rb, i.e. assumption (h0). The implication of (h5) is trivial.
As far as for the necessity, note that from (5.5) it follows
(5.6) Im
([
U
0
])
⊆ Rb
and from assumption (h0) (diag(A,A)-invariance of Rb), for any χ ∈ R(n−nb) we have
(5.7)
[
A 0
0 A
] [
U
0
]
χ =
[
U 0 U
0 U U
]ζ1ζ2
ζ3
 ⊂ Rb
for some ζ1, ζ2 ∈ R(n−nb) and ζ3 ∈ Rnb . This implies
(5.8)
AU χ = Uζ1 + Uζ3,
0 = Uζ2 + Uζ3.
Since by assumption [U U ] is nonsingular, it follows that necessarily ζ2 = 0 and ζ3 = 0, and therefore AU χ =
Uζ1, which means A ker(Rb) ⊆ Rb. Moreover, condition (h4) of Theorem 4.11 easily imply ker(Rb) ⊆ ker(C).
Hence, condition (5.3) is true. Condition (5.4) comes from condition (h5) of Theorem 4.11. 
Proposition 5.3. A total equivalence relation
(5.9) Re = ker
([
Re −Re
])
satisfies conditions of Definition 3.2 with Σ1 = Σ2 = Σ and R1 = R2 = Re if and only if
(5.10) A ker(Re) ⊆ ker(Re) ⊆ ker(C).
The proof follows the same reasoning as used in the proof of Proposition 5.2 and is therefore omitted.
Consider any total equivalence relation Re as in (5.9) with rank(Re) = ne and satisfying (5.10) and consider
any invertible square matrix Te = [T1e T2e ] ∈ Rn×n such that Im(T2e) = ker(Re) By (5.10), a change of
coordinates of Σ by means of Te gives back system matrices with the following structure
(5.11)
T−1e ATe =
[
A11e 0
0 A22e
]
, TeB =
[
B1e
B2e
]
,
C Te =
[
C1e 0
]
, TeG =
[
G1e
G2e
]
.
Similarly, consider any total equivalence relation Rb as in (5.2) with rank(Rb) = nb and satisfying (5.3)
and (5.4) and consider any invertible square matrix [T1b T2b] ∈ Rn×n such that Im(T2b) = ker(Rb) and
Im(Reach(A,G)) ⊆ Im(T1b). By (5.3) and (5.4) we get the following structure for the system matrices
(5.12)
T−1b ATb =
[
A11b 0
0 A22b
]
, TbB =
[
B1b
B2b
]
,
C Tb =
[
C1b 0
]
, TbG =
[
G1b
0
]
.
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We now have all the ingredients to define the quotients Σ/Re and Σ/Rb induced by relations Re and Rb as
follows:
Σ/Re :

xe(t+ 1) = A
11
e xe(t) +B
1
eu(t) +G
1
ew(t),
y(t) = C1exe(t) + ν(t),
xe ∈Rne , u ∈ Rm, w ∈ Rl, y, ν ∈ Rp,
(5.13)
Σ/Rb :

xb(t+ 1) = A
11
b xb(t) +B
1
bu(t) +G
1
bw(t),
y(t) = C1bxb(t) + ν(t),
xb ∈Rnb , u ∈ Rm, w ∈ Rl, y, ν ∈ Rp,
(5.14)
with w ∼ N (µ, Il) and ν ∼ N (0,Ψ). The following results then hold.
Theorem 5.4. Σ/Re ∼=e Σ.
Proof. The proof easily follows by picking a relation R in the form of (4.1) with R1 = Ine and R2 =[
Ine 0(n−ne)×ne
]
T−1e and verifying by direct computation all conditions of Corollary 4.10. 
Theorem 5.5. Σ/Rb ∼=b Σ.
Proof. The proof easily follows by picking a relation R in the form of (4.1) with R1 = Inb and R2 =[
Inb 0(n−nb)×nb
]
T−1b and verifying by direct computation all conditions (h0)–(h5) of Theorem 4.11. 
We now proceed with a further step by discussing minimal model reduction. Given Σ we denote by Σe and
Σb a pair of linear systems of minimal dimension in the state space such that Σe ∼=e Σ and Σb ∼=b Σ. It is
readily seen that systems Σe and Σb are unique up to linear transformations. In the sequel we characterize
Σe and Σb. Let
(5.15) R∗e = ker(
[
R∗e,1 −R∗e,2
]
), R∗b = ker(
[
R∗b,1 −R∗b,2
]
)
be total relations such that R∗e satisfies conditions (h0)–(h4) (with Σi = Σ and Ri = R∗e,1, i = 1, 2) and has
maximal dimension, while R∗b satisfies also condition (h5) of Theorem 4.11 and is of maximal dimension. It is
worth mentioning that such relations are not unique in general, as shown in the following simple example.
Example 5.6. Consider system Σ as in (5.1) with A = G = C = I2 and any matrix B of compatible
dimensions. Then, the two relations in the form of (4.1)
ker
([
1 0 −1 0
0 1 0 −1
])
, ker
([
1 0 0 −1
0 1 −1 0
])
,
are both total and of maximal dimension. Moreover, they both satisfy conditions of Theorems 4.7 and 4.11
with Σ1 = Σ2 = Σ.
The above example also shows that in general, R∗e,1 6= R∗e,2 and R∗b,1 6= R∗b,1. In this case, by Proposition
5.1, R∗e and R∗b are not equivalence relations. However, it is readily seen that relations ker([R∗e,i − R∗e,i])
and ker([R∗b,i − R∗b,i]) with i = 1, 2 still satisfy conditions of Theorems 4.7 and 4.11, respectively (with
Σ1 = Σ2 = Σ) and by (4.5) they have the same dimensions of R∗e and R∗b, respectively (and therefore they
are still of maximal dimension).
Moreover, they are equivalence relations on the set of states of Σ. Hence, without loss of generality we consider
in the sequel total relations R∗e and R∗b that are also equivalence relations, i.e. in the form of
(5.16) R∗e = ker(
[
R∗e −R∗e
]
), R∗b = ker(
[
R∗b −R∗b
]
).
We now have all the ingredients to present the main results of this section.
Theorem 5.7. Σe ∼=l Σ/R∗e .
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Proof. We first note that Σ/R∗e
∼=e Σ as an application of Proposition 5.4 withRe = R∗e . Regarding minimality,
suppose by contradiction that Σ/R∗e is not of minimal dimension. Let n
′
e and n
∗
e be the dimensions of the state
spaces of Σe and Σ/R∗e , respectively. Hence, by the contradiction assumption we have n
′
e < n
∗
e . By definition
of Σ/R∗e we get that dim(R∗e) = 2n− n∗e . Let R′ = ker([R′1 −R′2]) be a total relation satisfying conditions of
Definition 3.2 with Σ1 = Σe and Σ2 = Σ for some matrices R
′
1 ∈ Rr×n
′
e and R′2 ∈ Rr×n. Being R′ total, by
(4.5) necessarily rank(R′1) = rank(R
′
2) = n
′
e, and without loss of generality we can assume r = n
′
e, so that
(5.17) rank(R′2) = r = n
′
e.
Consider now the relation R′′ = ker([R′2 − R′2]). It is easy to see that it satisfies conditions of Definition
3.2 with Σ1 = Σ2 = Σ and from (5.17) and (4.5) we get that dim(R′′) = 2n − n′e. Since n′e < n∗e then
dim(R′′) = 2n − n′e > 2n − n∗e = dim(R∗e) which contradicts the definition of R∗e (relation of maximal
dimension). 
Theorem 5.8. Σb ∼=l Σ/R∗b .
Proof. We first note that Σ/R∗b
∼=b Σ as an application of Proposition 5.5 with Rb = R∗b. The proof of
minimality follows the same steps as in the proof of Theorem 5.7 and is therefore omitted. 
Provided that one can compute relations R∗e and R∗b, by using the above results, systems Σe and Σb are
completely specified. The following result fully characterizes R∗e .
Theorem 5.9. A total relation R∗e as in (5.16) is obtained with R∗e = Obs(A,C).
Proof. The results in Theorem 4.7 and 4.8 state that any relation that ensures stochastic external equivalence
between two system Σ1 and Σ2 is necessarily a subspace of ker([Obs(A1, C1) − Obs(A2, C2)]), and therefore
the maximal of such relations coincides with ker([Obs(A1, C1) −Obs(A2, C2)]) (see also Remark 4.9). These
results, particularized for Σi = Σ, i = 1, 2, prove that the maximal relation that ensures the stochastic external
equivalence of a system with itself is ker([Obs(A,C) −Obs(A,C)]), which is the thesis. 
By combining Theorems 5.7 and 5.9 we get that Σe can be chosen as the observable sub–system of Σ and it can
be easily computed via the Kalman decomposition [21], by choosing a nonsingular matrix Te = [T1e T2e ] ∈ Rn×n
such that Im(T2e) = ker(Obs(A,C)). A system Σe of smallest dimension which has equivalent stochastic
external behavior of Σ is Σ/Re given by (5.13), whose dimension is n− rank
(
ker(Obs(A,C))
)
.
We now discuss the computation of R∗b. The computation of the maximal bisimulation relation is generally
done through fixed–points operators, see e.g. [9, 41]. In particular, in [41] an algorithm is proposed which
converges in finite steps to the desired maximal bisimulation relation. Crucial in this approach is the property
of closeness of bisimulation relations with respect to sum of subspaces. Unfortunately, this approach cannot
be used here because similar closeness properties do not hold. The following example clarifies this issue.
Example 5.10. Consider a linear system Σ as in (5.1), where:
A =
 α 0 00 α 0
0 0 β
 , G =
 10
0
 , C = [ 0 0 1 ] ,
with α, β ∈ R and matrix B of compatible dimensions. By applying Theorem 4.11 with Σ1 = Σ2 = Σ it is
possible to show that the equivalence relations
Rb = ker
([
0 0 1 0 0 −1
1 −1 0 −1 1 0
])
,
R′b = ker
([
1 0 0 −1 0 0
0 0 1 0 0 −1
])
are total stochastic bisimulation relations between Σ and itself. By a straightforward computation we get
Rb +R′b = ker
([
0 0 1 0 0 −1])
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which is not a stochastic bisimulation relation between Σ and itself because condition (h5) of Theorem 4.11
(with Σ1 = Σ2 = Σ) is violated.
Non closeness of stochastic bisimulation relations with respect to sum of subspaces poses serious limitations
to the use of fixed–point approaches to compute R∗b in the general case. However, Proposition 5.2 provides
a characterization of R∗b that can be helpful for its computation and for the consequent computation of
Σ/R∗b
∼=b Σb. Indeed, by Theorem 5.5 a systems Σb of minimal dimension that is equivalent via stochastic
bisimulation to Σ can be computed by finding a total relation R∗b of maximal dimension, and this can be
computed by finding an A-invariant subspace U ⊆ Rn of maximal dimension such that
U ⊆ ker (Obs(A,C)), and U ∩ Im(Reach(A,G)) = {0}.
(see Proposition 5.2).
Under few additional assumptions we can provide an explicit expression for a relationR∗b of maximal dimension,
and therefore of a system Σb of minimal dimension that is equivalent via stochastic bisimulation to Σ. Let
G = Im(Reach(A,G)), Q = ker(Obs(A,C)). Let λk ∈ C, k ∈ {1, . . . , δ}, δ ≤ n, denote the eigenvalues of
A, and let Sk ⊆ Rn denote the generalized real eigenspaces associated to λk (subspaces Sk are A-invariant).
Eigenspace Sk is said to be:
• totally reachable (from the noise), if Sk ⊆ G;
• totally unreachable (from the noise), if Sk ∩ G = {0};
• totally observable, if Sk ∩Q = {0};
• totally unobservable, if Sk ⊆ Q.
Theorem 5.11. Suppose that any generalized eigenspace Sk of matrix A is either totally reachable or totally
unreachable, and it is either totally unobservable or totally observable, i.e.
(5.18) [[Sk ⊆ G] ∨ [Sk ∩ G = {0}]] ∧ [[Sk ⊆ Q] ∨ [Sk ∩Q = {0}]] .
Let I = {k1, . . . , kδ¯} ⊂ {1, . . . , δ} be a subset of indexes such that the eigenspaces Ski , ki ∈ I, are totally
unreachable and totally unobservable (i.e, Ski ⊆ Q and Ski ∩G = {0}), and define SΣ = Sk1 ⊕Sk2 ⊕ ...⊕Skδ¯ ⊆
Rn. Then, a total relation R∗b of maximal dimension takes the form (5.16) where the (non unique) matrix R∗b
is chosen such that SΣ = ker(R∗b).
Proof. Subspace SΣ, given as the sum of A–invariant subspaces is itself A–invariant. Moreover, Ski ⊆ Q and
Ski ∩ G = {0} ∀ki ∈ I implies that SΣ ⊆ Q and SΣ ∩ G = {0}. Hence, SΣ satisfies (5.3) and (5.4). Moreover,
by its definition, SΣ is of maximal dimension. A straightforward consequence of Proposition 5.2 is that a total
stochastic bisimulation and equivalence relation Rb as in (5.2) between Σ and itself is of maximal dimension
if and only if ker(Rb) satisfies (5.3) and (5.4) and is of maximal dimension. Hence, the result follows. 
By combining Theorems 5.8 and 5.11 we get that if eigenspaces Sk of matrix A in Σ satisfy (5.18) then Σb
can be chosen as the sub–system of Σ with all and only modes of Σ that are either reachable from the noise or
observable. Such sub–system can be easily computed via the Kalman decomposition [21] with the additional
requirement of choosing a complementary space to G ∩ Q in Q that is A–invariant. For the computation
of Σb it is sufficient to choose an invertible matrix Tb = [T1b T2b] ∈ Rn×n such that Im(T2b) = SΣ and
Im(T1b) = Sh1 ⊕ Sh2 ⊕ ...⊕ Shδ−δ¯ , where {h1, . . . , hδ−δ¯} = {1, . . . , δ} \ I, and to use matrix Tb to change the
coordinates to Σ as in (5.12), and select the subsystem (5.14).
Although the assumption of Theorem 5.11 is not demanding (for instance, it is trivially fulfilled for all systems
Σ such that the matrix A has distinct eigenvalues), it can be weakened as follows:
Theorem 5.12. Suppose that any generalized eigenspace Sk of matrix A can be decomposed as Sk = S1k ⊕S2k
with both S1k and S
2
k A-invariant and S1k such that
(5.19) S1k ⊆ Q, S1k ∩ G = {0}
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(note that S1k or S
2
k can vanish for some k).
Define
(5.20) S1Σ = S11 ⊕ S12 ⊕ · · · ⊕ S1δ .
Then, a total relation R∗b of maximal dimension takes the form (5.16) where the (non unique) matrix R∗b is
chosen such that S1Σ = ker(R∗b).
Proof. As in the proof of Theorem 5.11, S1Σ, is a sum of A-invariant subspaces satisfying (5.19), and therefore
is itself A–invariant, and satisfies (5.19), i.e. SΣ ⊆ Q and S1Σ ∩G = {0}, and hence satisfies (5.3) and (5.4) and
is of maximal dimension. The same discussion made in the proof of Theorem 5.11 leads to the thesis. 
Note that the assumption of Theorem 5.12 is weaker than that of Theorem 5.11, in that the assumption (5.18)
coincides with the assumption made in Theorem 5.12 with the additional condition that for each k ∈ I either
S1k = {0} or S2k = {0} (for ki ∈ I we have S1ki = Ski and S2ki = {0}).
6. Connection with Related Literature
In this section we establish connections with the notions of bisimulation equivalence given for probabilistic
chains and Markov processes and with stochastic linear realization theory.
Bisimulation equivalence for probabilistic chains and Markov processes. Definition 3.3 has been inspired by
the notion of probabilistic bisimulation given for probabilistic chains in [23]. The notion of [23] (corresponding
to Definition 3.5.3 of [18]) has been extended in Definition 2.5 of [12] (see also Definition 2.6 of [11]) to labelled
Markov processes featuring continuous state space. Definition 2.5 of [12] coincides with Definition 3.5.3 of [18]
except for the fact that it applies not to equivalence classes but to measurable R–closed sets; we recall that a
set X isR–closed ifR(X) ⊆ X; ifR is reflexive, this becomesR(X) = X. As also pointed out in [11], ifR is an
equivalence relation, a set is R–closed if only if it is a union of equivalence classes. The key difference between
Definition 2.5 of [12] and Definition 3.3 is that while the former considers only R–closed sets measurable sets,
the latter considers any measurable set. By Corollary 4.13, linear systems with non–degenerate disturbances
cannot be reduced no smaller ones while preserving equivalence via stochastic bisimulation. Reduction is
possible in the case of linear systems with degenerate disturbances, as shown in Theorem 5.8. Definition 2.5 in
[12] of bisimulation for labelled Markov processes, instead, allows finding equivalent states even in the case of
non–degenerate disturbances. This is a consequence of the fact that conditions in Definition 3.3 are required
to hold for all measurable sets and not only for R–closed sets as in [12]. On the other hand, when Definition
2.5 in [12] is used for reduction purposes, one gets that the original labelled Markov process and the labelled
Markov process obtained by aggregating equivalent states are not bisimilar (in the sense of Definition 2.5 in
[12]), whereas in our framework linear Σ and its reduced one Σ/R are equivalent via stochastic bisimulation,
as formally shown in Theorem 5.5. When relaxing conditions in Definitions 3.3 and 3.6 to hold not for all
measurable sets but only for R–closed sets (as in Definition 2.5 of [12]), meaning in our framework that
conditions in (i) and (ii) are requested to hold only for measurable sets X1 and X2 satisfying
R−1(R(X1)) = X1, R(R−1(X2)) = X2,
Definitions 3.3 and 3.6 coincide. Consequently, geometric conditions in Theorem 4.11 change. More specifically,
conditions (h0)–(h4) are still needed while condition (h5) is not. In fact, if X1 is R–closed, equality in (4.30)
would be true independently from condition (h5) (and Lemma 4.4). As a consequence, conditions in Theorems
4.7 and 4.11 would coincide, meaning that Definitions 3.2, 3.3 and 3.6 would coincide, as well.
Stochastic linear realization theory. Stochastic linear realization problems deal with realizing a stationary
zero mean Gaussian stochastic process through a stochastic linear system Σ in the form of (3.1) with no
control inputs, see e.g. [22, 14] and also [42]. For the output process y(t, x0,u,w,ν) generated by Σ with
u = 0 to be stochastically equivalent to the given zero-mean process, the disturbances w and ν must have
zero mean. Moreover, stationarity of the process implies that it can be realized with an asymptotically stable
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system, where the initial condition x0 is a zero mean random vector with covariance Ψx satisfying the steady
state condition
(6.1) Ψx = AΨxA
T +GGT .
A matrix Ψx satisfying (6.1) can be computed as
(6.2) Ψx =
∞∑
k=0
AkGGT (AT )k,
and is the unique solution if the pair (A,G) is reachable. For the sake of generality, we point out that an
unstable system can realize a stationary stochastic process if the observable subsystem is stable or if the
unstable observable subsystem is not reached by the noise and not excited by the initial condition. By
restricting our attention to stable systems we can state the following:
Proposition 6.1. Two stable linear systems Σ1 and Σ2 as in (3.1) with ui = 0 and µi = 0, i = 1, 2,
realize the same zero mean Gaussian stochastic process if and only if they satisfy conditions (p0) and (p3) of
Proposition 4.5.
As a consequence, if Σ1 and Σ2 with µi = 0, i = 1, 2, and Ψ1 = Ψ2, are such that Σ1 ∼=e Σ2, then they realize
the same zero mean Gaussian stochastic process, while it is readily seen that the converse implication is not
true.
7. Conclusions and outlook
In this paper we proposed novel definitions of equivalence via stochastic bisimulation and of equivalence
of stochastic external behavior for the class of discrete–time stochastic linear control systems with possibly
degenerate disturbance distributions. Necessary and sufficient conditions based on geometric control theory
to check these notions were derived and model reduction addressed. Connections with stochastic reachability
and stochastic linear realization theory were also discussed.
In many real world applications, complex systems are given as the composition of several sub–systems. In our
future work we plant to extend the results presented in this paper to compositional stochastic systems. Useful
insights in this regard are reported in the last paper by J.C. Willems [44].
References
[1] A. Abate, A. D’Innocenzo, and M.D. Di Benedetto. Approximate abstractions of stochastic hybrid systems. IEEE Transac-
tions of Automatic Control, 56(11):2688 – 2694, 2011.
[2] A. Abate, M. Prandini, J. Lygeros, and S. Sastry. Probabilistic reachability and safety for controlled discrete time stochastic
hybrid systems. Automatica, 44(11):2724 – 2734, 2008.
[3] R. Alur, T.A. Henzinger, G. Lafferriere, and G.J. Pappas. Discrete abstractions of hybrid systems. Proceedings of the IEEE,
88:971–984, 2000.
[4] R. Blute, J. Desharnais, A. Edalat, and R. Panangaden. Bisimulation for labelled markov processes. In 12th Annual IEEE
Symposium on Logic in Computer Science, 1997, (LICS ’97), pages 149–158, 1997.
[5] F. Van Breugel, M. Mislove, J. Ouaknine, and J. Worrell. An intrinsic characterization of approximate probabilistic bisimi-
larity. In In Proceedings of FOSSACS 03, LNCS, volume 2620, pages 200–215. Springer, 2003.
[6] M.L. Bujorianu and J. Lygeros. Reachability questions in piecewise deterministic markov processes. In O. Maler and A. Pnueli,
editors, Hybrid Systems: Computation and Control, volume 2623 of Lecture Notes on Control and Information Sciences,
pages 126–140. Springer Verlag, Berlin, 2003.
[7] M.L. Bujorianu, J. Lygeros, and M.C. Bujorianu. Bisimulation for general stochastic hybrid systems. In M. Morari and
L. Thiele, editors, Hybrid Systems: Computation and Control, volume 3414 of Lecture Notes in Computer Science, pages
198–214. Springer Verlag, Berlin, 2005.
[8] P. Caspi and A. Benveniste. Toward an approximation theory for computerized control. In Embedded Software, LNCS, volume
2491, pages 294–304, New York, 2002. Springer.
[9] E.M. Clarke, O. Grumberg, and D. Peled. Model Checking. MIT Press, 1999.
[10] L. de Alfaro, M. Faella, and M. Stoelinga. Linear and branching metrics for quantitative transition systems. In International
colloquium on automata languages and programming, LNCS, volume 3142, pages 97–109. Springer, 2004.
EQUIVALENCE NOTIONS FOR DISCRETE–TIME STOCHASTIC LINEAR CONTROL SYSTEMS 23
[11] J. Desharnais, V. Gupta, R. Jagadeesan, and P. Panangaden. Approximating labeled markov proc. In 15th Annual IEEE
Symposium on Logic in Computer Science, pages 95–106, Osaka, Japan, June 2000.
[12] J. Desharnais, V. Gupta, R. Jagadeesan, and P. Panangaden. Metrics for labelled markov processes. Theoretical Computer
Science, 318(3):323–354, June 2004.
[13] M.D. Di Benedetto and G. Pola. Networked embedded control systems: from modelling to implementation. In G. Pola
L. Bortolussi, M.L. Bujorianu, editor, Electronic Proceedings in Theoretical Computer Science (EPTCS), Proceedings of the
Third Workshop on Hybrid Autonomous Systems, volume 124, pages 9–13, 2014.
[14] P. Faurre. Realisations markoviennes de processus stationaires. Report IRIA, (13), 1973.
[15] A. Girard and G.J. Pappas. Approximation metrics for discrete and continuous systems. IEEE Transactions on Automatic
Control, 52(5):782–798, 2007.
[16] A. Girard and G.J. Pappas. Approximate bisimulation: a bridge between computer science and control theory. European
Journal of Control, 17(5–6):568–578, 2011.
[17] E. Haghverdi, P. Tabuada, and G. Pappas. Bisimulation relations for dynamical and control systems. In Rick Blute and
Peter Selinger, editors, Electronic Notes in Theoretical Computer Science, volume 69. Elsevier, 2003.
[18] H. Hermanns. Interactive Markov chains: and the quest for quantified quality. Springer-Verlag, Berlin, 2002.
[19] A.A. Julius and G.J. Pappas. Approximations of stochastic hybrid systems. IEEE Transactions of Automatic Control,
54(6):1193–1203, 2009.
[20] O. Junge. A set oriented approach to global optimal control. ESAIM: Control, optimisation and calculus of variations,
10(2):259–270, 2004.
[21] T. Kailath. Linear systems. Prentice-Hall, Englewood Cliffs, N.J, 1980.
[22] R.E. Kalman. Linear stochastic filtering theory - reappraisal and outlook. In Proc. Brooklyn Polytechnic Symposium on
System Theory, pages 197–205, 1965.
[23] K. G. Larsen and A. Skou. Bisimulation through probabilistic testing. Information and Computation, 94(1):1–28, September
1991.
[24] J. Lunze and B. Nixdorf. Representation of hybrid systems by means of stochastic automata. Mathematical and Computer
Modelling of Dynamical Systems, 7(4):383–422, 2001.
[25] R. Milner. Communication and Concurrency. Prentice Hall, 1989.
[26] S. Mirzazad-Barijough and J.-W. Lee. Stability and transient performance of discrete–time piecewise affine systems. IEEE
Transactions of Automatic Control, 57(4):936–949, 2012.
[27] D.M.R. Park. Concurrency and automata on infinite sequences. volume 104 of Lecture Notes in Computer Science, pages
167–183, 1981.
[28] A. Di Pierro, C. Hankin, and H. Wiklicky. Quantitative relations and approximate process equivalences. In Conference on
Concurrency Theory, LNCS, volume 2761, pages 508–522. Springer, 2003.
[29] G. Pola and M.D. Di Benedetto. Symbolic models and control of discrete-time piecewise affine systems: An approximate
simulation approach. IEEE Transactions of Automatic Control, 59(1):175–180, January 2014.
[30] G. Pola, J. Lygeros, and M.D. Di Benedetto. Symbolic model invariance in stochastic dynamical systems. In 17th International
symposium on Mathematical Theory of Network and Systems, Kyoto, Japan, July 2006.
[31] G. Pola, C. Manes, and M.D. Di Benedetto. On external behavior equivalence of continuous–time stochastic linear control
systems. In 55th IEEE Conference on Decision and Control, Las Vegas, USA, December 2016. Submitted.
[32] G. Pola, C. Manes, A.J. van der Schaft, and M.D. Di Benedetto. Model reduction of continuous–time stochastic linear control
systems via bisimulation equivalence. In 55th IEEE Conference on Decision and Control, Las Vegas, USA, December 2016.
Submitted.
[33] G. Pola, C. Manes, A.J. van der Schaft, and M.D. Di Benedetto. On equivalence notions for discrete–time stochastic control
systems. In 54th IEEE Conference on Decision and Control, pages 1180–1185, Osaka, Japan, December 2015.
[34] G. Pola, A.J. van der Schaft, and M.D. Di Benedetto. Equivalence of switching linear systems by bisimulation. International
Journal of Control, 79:74–92, January 2006.
[35] J. W. Polderman and J.C. Willems. Introduction to Mathematical Systems Theory: A Behavioral Approach. Springer-Verlag,
New York, 1997.
[36] G. Reißig. Computation of discrete abstractions of arbitrary memory span for nonlinear sampled systems. in Proc. of 12th
Int. Conf. Hybrid Systems: Computation and Control (HSCC), 5469:306–320, April 2009.
[37] J. Schroder. Modelling, State Observation and Diagnosis of Quantised Systems. Number 282 in Lecture Notes in Control
and Information Sciences. Springer, 2003.
[38] S. Strubbe and A.J. van der Schaft. Bisimulation for communicating piecewise deterministic markov processes (CPDPs). In
M. Morari and L. Thiele, editors, Hybrid Systems: Computation and Control, volume 3414 of Lecture Notes in Computer
Science, pages 623–639. Springer Verlag, Berlin, 2005.
[39] S. Strubbe and A.J. van der Schaft. Communicating piecewise deterministic markov processes. In H.A.P. Blom and J. Lygeros,
editors, Stochastic Hybrid Systems: Theory and Safety Critical Applications, volume 337 of Lecture Notes on Control and
Information Sciences, pages 65–104. Springer Verlag, Berlin, 2006.
[40] P. Tabuada. Verification and Control of Hybrid Systems: A Symbolic Approach. Springer, 2009.
[41] A.J. van der Schaft. Equivalence of dynamical systems by bisimulation. IEEE Transactions on Automatic Control,
49(12):2160–2172, 2004.
24 GIORDANO POLA, COSTANZO MANES, ARJAN J. VAN DER SCHAFT AND MARIA DOMENICA DI BENEDETTO
[42] A.J. van der Schaft and J.C. Willems. A new procedure for stochastic realization of spectral density matrices. SIAM Journal
on Control and Optimization, 22(6):845–855, November 1984.
[43] R.J. van Glabbeek. The linear time–branching time spectrum. In CONCUR ’90 Theories of Concurrency: Unification and
Extension, volume 458 of Lecture Notes in Computer Science, pages 278–297. Springer Verlag, 1990.
[44] J.C. Willems. Open stochastic systems. IEEE Transactions of Automatic Control, 58(2):406–421, February 2013.
[45] B. Yordanov and C. Belta. Formal analysis of discrete-time piecewise affine systems. IEEE Transactions of Automatic
Control, 55(12):2834–2840, 2010.
[46] B. Yordanov, J. Tumova, I. Cerna, J. Barnat, and C. Belta. Temporal logic control of discrete-time piecewise affine systems.
IEEE Transactions of Automatic Control, 57(6):1491–1504, 2012.
[47] M. Zamani and A. Abate. Approximately bisimilar symbolic models for randomly switched stochastic systems. Systems &
Control Letters, 59(12):3135–3150, 2014.
[48] M. Zamani, P.M. Esfahani, R. Majumdar, A. Abate, and J. Lygeros. Symbolic control of stochastic systems via approximately
bisimilar finite abstractions. IEEE Transactions of Automatic Control, 59(12):3135–3150, November 2014. Special Issue on
Control of Cyber-Physical Systems.
1Department of Information Engineering, Computer Science and Mathematics, Center of Excellence DEWS, Uni-
versity of L’Aquila, 67100 L’Aquila, Italy
E-mail address: {giordano.pola,costanzo.manes,mariadomenica.dibenedetto}@univaq.it
2Johann Bernoulli Institute for Mathematics and Computer Science, University of Groningen, P.O. Box 407, 9700
AK Groningen, The Netherlands
E-mail address: a.j.van.der.schaft@rug.nl.
