Abstract. In this study, we suggest an efficient and useful method by using Chebyshev polynomials to approximate eigenvalues of a non-singular sixth-order Sturm-Liouville equation. This method uses Chebyshev polynomials and integration operation matrix for approximating of function and its derivatives. We convert the original problem for finding the eigenvalues of Sturm-Liouville problem to a problem of finding the eigenvalues matrix. The obtained results demonstrate appropriate reliability and efficiency of the proposed method.
INTRODUCTION
In recent years numerical methods for solving of eigenvalue problems have been considered by researchers because these problems have numerous applications in physics and engineering scope, such as pendulums, rotating and vibrating shaft, viscous flow between rotating cylinders, thermal instability of fluid spheres and spherical shells, earthquake behavior and ring structures (see [6, 7, 8] ). In this paper, we present a numerical method to approximate eigenvalues of sixth-order Sturm-Liouville problem.
p(x)y (x) = (s(x)y (x)) − (r(x)y (x)) − λ(w(x) − q(x))y(x), a x b,
with boundary condition:
where p, s, r, w and q are piecewise continuous functions with p(x) > 0, and w(x) > 0 for all a < x < b, and α j , β j are constant. Eq. (1) is often referred to the circular ring structure with parabolic variable thickness as constraints, [6] . Note that eigenvalues as studied in [2, 3] , for Eq. (1) and boundary condition (2) form a non-decreasing sequence
and maximal degree of each eigenvalue is 3. The solution of these problems always has real form and often analytical answers are not accessible. Therefore developing and implementing of a new method to obtain an approximate solution has received considerable interest of researchers in recent years. For instance, Lesnic and Attily [8] used the ADM method, Greenberg and Marletta [4, 5] used Theta Matrix (SLEUTH). Recently, Siyyam and Syam [13] implemented iterated variation method and [1] used conjugating the Chebyshev collocation-path following method. The present work is motivated by desire to approximate eigenvalues and eigenfunctions of Eqs.
(1) and (2) using an efficient and useful numerical algorithm based on integration of truncated Chebyshev polynomials series. Also we divided original interval, [a, b] to some subintervals. The results obtained are good and satisfactory. We demonstrate the reliability and efficiency of our method by two numerical examples.
This paper is organized as follow: A brief description of Chebyshev polynomials properties and also integration operation matrix of discrete Chebyshev polynomials series is presented in Section 2. A description of used method for discrete Sturm-Liouville problem (1) with boundary condition (2) and also the numerical method of finding eigenvalues using special technique are considered in Section 3. Finally, numerical examples with their results and comparison with other similar articles are discussed in Section 4.
SOME PROPERTIES OF CHEBYSHEV POLYNOMIALS
Now, we mention some important properties of Chebyshev polynomials applied in this research [14] : a) Chebyshev polynomials with general term are
and with recursive terms 
c) Chebyshev discretized polynomials series is
in which T r is r-th polynomials with degree r and
in which
where
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and the integral operation matrix is
METHOD OF SOLUTION
We simplify Eq. (1) and rewrite it like
where y (k) (x), k-th is derivative y(x). The approximation of y (6) (x) with the truncated Chebyshev polynomials series is
with initial condition
However,
Similarly,
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where matrix M, is mentioned as (3). The substituting {y (k) (x)} 6 k=0 in Eq.(6) implies
Considering collocation Chebyshev-Gauss-points on the interval [a, b] we have
Using them in Eq. (7), we have
with boundary condition
Eq. (8) in the matrix form is
. . .
By using {Y
in Eq. (10) we obtain
Boundary conditions (9) will be
Now Eqs. (11) and (12) offer the system S A = λGA (13) where
Since the eigenvalues of Eq. (1) are non-trivial, the matrix U is non-singular. Therefore eigenvalues of Eq. (1), are roots of equation R(λ) = det(U(λ)). Since R(λ) is a high degree and unstable polynomial, we use for solving the method purposed in [12] . For this proposal
Here a, b are random vectors with entries in interval [−c, c] . Theorems presented in [12] , show that Eqs. (14) and R(λ) = det(U(λ)) = 0, are equivalent. Thus, the eigenvalues of Eq. (14), are equal to the roots of R(λ).
NUMERICAL RESULTS
In this section, two examples which demonstrate the application of the present method with N = 18 and considering 14 digits are given and results are compared with the methods [5, 8, 13] . The obtained results show the effectiveness and superiority of the present method. Example 1: Consider following ordinary differential equation of sixth order
1/6 π = k then the analytical eigenvalues for in this equation are k = 1, 2, . . . , 6. We find six initial values for the eigenvalue and compare with the method in [13] . The results are illustrated in Table 1 .
Example 2: Consider following ordinary differential equation of sixth order
The analytical eigenvalues of this equation are λ k = 1 6 , 2 6 , . . . , 7 6 , . . .. [5, 8] . The results are illustrated in Table 2 .
Example 3: Consider following ordinary differential of sixth order
with boundary conditions
where a, b, c are constant values and v is a non-linear parameter. Corresponding to Eq. (15) eigenvalue problem is
where {λ k } ∞ k=0 are functions of v, and v that include eigenvalues as follow
We obtain {λ k } 1 k=0 by our contributed method and compare with the results presented in [5, 8] . The results are in Table  3 , for λ 0 and in Table 4 -for λ 1 . 
CONCLUSION
In this paper, we have contributed a numerical method for computing of the approximate eigenvalues of non-singular sixth-order Sturm-Liouville problem. The offered method uses Chebyshev polynomials and integration operation matrix to approximate the eigenvalues. Other methods have used a function and its derivatives in order to reduce equations. But in our method by using integral operation matrix technique and generating new polynomials we finally attain a linear system. Certainly the numerical results of the considered examples demonstrate the efficiency and accuracy of the presented method and significant outmatching the other methods.
