Abstract. We consider a nonlinear Dirichlet problem driven by the p(·)-Laplacian. Using variational methods based on the critical point theory, together with suitable truncation techniques and the use of upper-lower solutions and of critical groups, we show that the problem has at least three nontrivial solutions, two of which have constant sign (one positive, the other negative). The hypotheses on the nonlinearity incorporates in our framework of analysis, both coercive and noncoercive problems.
Introduction. Let Z ⊆ ‫ޒ‬
N be a bounded domain with a C 2 -boundary ∂Z. In this paper, we study the existence of multiple nontrivial solutions for the Dirichlet problem 
In problem (1), we assume that p ∈ C 1 (Z) (i.e., it is continuously differentiable), 1 < r < p − = minZ p and f is a Carathéodory function (i.e., it is measurable in z ∈ Z and continuous in x ∈ X). The differential operator − p(z) x = − div ||Dx|| p(z)−2 Dx) , is called the p(·)-Laplacian. When p(z) ≡ p (a constant), it becomes the usual p-Laplacian differential operator. The goal of this paper, is to prove a "three nontrivial solutions theorem" for problem (1) .
Recently there have been some three solutions theorems for problems driven by the regular p-Laplacian. We mention the works of Bartsch-Liu [3] , Carl-Perera [4] , Guo-Liu [11] , Liu [14] , Liu-Liu [15] , Papageorgiou-Papageorgiou [18] , Zhang-ChenLi [21] , and Zhang-Liu [22] . In all these works, the Euler functional of the problem is coercive. Here, the hypotheses on the nonlinearity f (z, x), can incorporate in our framework of analysis problems with a noncoercive Euler functional. Our method of proof is variational, based on critical point theory, coupled with the use of ordered pairs of upper-lower solutions and with suitable truncation techniques. We also use critical groups to distinguish between critical points.
Multiplicity results for problems driven by variable p(·)-Laplacian, were obtained recently by Fan-Zhang [8] and Zang [20] , but under symmetry conditions on the nonlinearity f (z, ·) (namely, they assumed that x → f (z, x) is an odd function). We should also mention the work of Mihailescu [17] , where the author considers a specific right hand side nonlinearity of the form g(z, x) = A|x| α−2 x + B|x| β−2 x with
N−p − } and A, B > 0, and proves the existence of a λ * > 0 such that the problem has at least two distinct nontrivial weak solutions when A, B ∈ (0, λ * ). Our multiplicity result here extends that of Mihailescu [17] .
Differential equations and variational problems with p(·)-growth conditions arise naturally in nonlinear elasticity theory and in the theory of electrorheological fluids. For details, we refer to Acerbi-Mingione [1] and Ruzička [19] .
The paper is organized as follows. In Section 2, we present some background material concerning variable exponent Lebesgue and Sobolev spaces. In Section 3, we state our hypotheses on the data of problem (1) and we formulate the main multiplicity result of this paper (the three nontrivial solutions theorem). In Section 4, we establish the existence of two nontrivial smooth solutions of constant sign. Finally, in Section 5, we prove the full multiplicity theorem.
Mathematical Background. Let
By L 0 (Z) we denote the space of all Lebesgue measurable ‫-ޒ‬valued functions defined on Z. Recall that two functions in L 0 (Z) are considered to be the same element if an only if they are equal almost everywhere on Z. For p ∈ K + (Z), we define the variable exponent Lebesgue space
This space is equipped with the so-called "Luxemburg norm", defined by
These spaces extend classical Lebesgue spaces and share many of their basic properties. So, they are reflexive, separable and uniformly convex Banach spaces (recall, we assume p(z) > 1 for all z ∈Z) and the space
Moreover, we have the usual inclusion between Lebesgue spaces, namely 
This space is equipped with the norm
for all x ∈ W 1,p(·) (Z). We denote by W 
is continuous and bounded. For further details on variable exponent Lebesgue and Sobolev spaces, we refer to Fan-Zhao citeR9 and Kováčik-Rákosník [13] . Let p ∈ K + (Z) and consider the functional ψ :
(Z)) and the p(·)-Laplacian is the derivative of ψ. So, if A = ψ and by ·, · we denote the duality brackets for the pair (W
for all x, y ∈ W 1,p(·) 0 (Z). We know that A is continuous, bounded, strictly monotone (hence maximal monotone) and of type (S) + , (i.e., if 
(Z)). For details, see Fan-Zhang [8] .
In our analysis of problem (1), we will also use the space
This is an ordered Banach space, with positive (order) cone
This cone has a nonempty interior, given by
Here by n(·) we denote the outward unit normal on ∂Z.
Let Y be a Hausdorff topological space and V a subspace of it. For every integer n ≥ 0, by H n (Y, V ) we denote the n th -singular relative homology group with integer coefficients. Let X be a Banach space and ϕ ∈ C 1 (X) a functional satisfying the PScondition. The critical groups of ϕ at an isolated critical point x 0 ∈ X with ϕ(x 0 ) = c, are defined by
. From the excision property of singular homology theory, we see that the above definition of critical groups is independent of U (see Chang [5] and Mawhin-Willem [16] ).
Hypotheses and the Main Result. As we already mentioned in the Introduction, Z ⊆ ‫ޒ‬
N is a bounded domain with a C 2 -boundary ∂Z. We consider an exponent p(·) which belongs in C 1 (Z) (i.e., it is continuously differentiable onZ). We set p − = minZ p, p + = maxZ p and we assume that 1 ≤ r < p − (see (1)). We also make the following hypotheses concerning the weight function m and the nonlinearity f :
is continuous; (iii) for almost all z ∈ Z and all x ∈ ‫,ޒ‬ we have
The main result of this paper, asserts that problem (1) has at least three nontrivial solutions. More precisely, we have the following result.
THEOREM 1. If hypotheses H(m) and H(f ) hold, then there exists λ *
0 > 0 such that for 0 < ||m|| ∞ < λ * 0 , problem 1 has at least three distinct nontrivial solutions
REMARK. Our result improves considerably the multiplicity theorem of Mihailescu [17] .
N−p − } and the author proves the existence of only two nontrivial weak solutions. He obtains weak solutions, because he requires that p ∈ K + (Z). Here by strengthening the requirement on the exponent (we assume p ∈ C 1 (Z)), we are able to guarantee that the solutions we obtain are smooth.
Two Solutions for the Main Problem.
In this Section, using the method of upper-lower solutions, together with suitable truncation techniques and variational arguments, we produce two smooth solutions of constant sign.
To this end, we consider the truncation functions τ ± : ‫ޒ‬ → ‫ޒ‬ defined by
We set f ± (z, x) = f (z, τ ± (x)). Evidently, both are Carathéodory functions. Set s) ds, the primitives of f ± . We consider the functionals (Z)). We consider the following auxiliary Dirichlet problem:
We will produce a positive strict upper solution x ∈ W 1,p(·) 0 (Z) for problem (4) . Recall that x ∈ W 1,p(·) 0 (Z) is an upper solution of problem (4), if x| ∂Z ≥ 0 and
We say that x is a strict upper solution for problem (4), if it is an upper solution for problem (4) but not a solution for problem (4). 
for a.a. z ∈ Z and all x ∈ ‫ޒ‬ and some c 1 > 0, s > 1. Consider the following Dirichlet problem − p(z) e(z) = 1 a.e. on Z, and e| ∂Z = 0.
CLAIM 1. Problem (6) has a unique solution e ∈ int C + .
Recall that the operator
A : W 1,p(·) 0 (Z) → W −1,p (·) (Z) defined
by (3), corresponding to the p(·)-Laplacian, is maximal monotone and it satisfies
Therefore, A is coercive too. But a maximal monotone coercive operator is surjective. Hence problem (6) , we have e ∈ L ∞ (Z). Then, we can apply Theorem 1.1 of Fan [7] and conclude that e ∈ C + . Note that
Hence, by virtue of Proposition 3.1 of Fan [6] (the nonlinear strong maximum principle for variable exponents), we obtain that e ∈ int C + . This proves Claim 1.
CLAIM 2. There exists λ
We argue by contradiction. So, suppose that we can not find η 1 > 0 for which (7) holds. This means that there exists a sequence {m n } n≥1 ⊂ L ∞ (Z) + such that ||m n || ∞ → 0 and, for all η 1 > 0,η
Recall that q > p + ≥ p − . Hence, if in (8) we let η 1 ↓ 0, we reach a contradiction. This proves Claim 2.
We set x = η 1 e ∈ int C + . Then for all u ∈ W 1,p(·) 0 (Z), u ≥ 0, and integrating by parts, we have
(see (5) and recall x = η 1 e). Since u ∈ C ∞ c (Z) + is arbitrary, from (10) we infer that x ∈ int C + is a strict upper solution for problem (1) .
Similarly, if we consider the auxiliary problem
then we produce a strict lower solution x ∈ −int C + for problem (11) . In fact, arguing as in the proof of Proposition 2 withη 1 = max{η
}, we obtain the following result.
PROPOSITION 3. If hypotheses H(f ) and H(m) hold, then we can find λ *
− > 0 such that for 0 < ||m|| ∞ < λ * − , problem (11) has a strict lower solution x ∈ −int C + . Using x ∈ int C + and x ∈ −int C + produced in Propositions 2 and 3 respectively, we will generate two smooth solutions of constant sign. For this purpose, we introduce some additional truncations of the identity and of the nonlinearity f . So, we define
Clearly, both τ + andf + are Carathéodory functions. We set for all x ∈ W 1,p(·) 0 (Z), andF
(Z) (see, for example, Gasinski-Papageorgiou [10] ). Also, we introduce the functionalφ + : W 1,p(·) 0 (Z) → ‫ޒ‬ defined byφ (Z) such that
where
(Z). Recall that x ∈ int C + is a strict upper solution for problem (4) . So, we have
From (12) and (13), it follows that
in W −1,p (·) (Z). Hence, if on (14) we act with the test function (
(Z) + , and since 
Due to the strict monotonicity of the operator A, from (15) 
This means that (12) becomes
from which follows that
x 0 ≥ 0, we have
<η 1 (see (7)) ≤ − p(z) x(z) a.e. on Z.
Since x 0 , x ∈ int C + , invoking Theorem 3.2 of Fan [6] , we infer that
This, together with the fact that x 0 ∈ int C + , imply that we can find r > 0 small such thatφ We conduct a similar analysis on the negative semiaxis. So, we define
Both are Carathéodory functions. Also, we set
(Z). Then, reasoning as in the proof of Proposition 4, we obtain the following result. for all x ∈ W 1,p(·) 0 (Z). Finally we consider the following order intervals We do the proof forφ 0 , the proofs forφ 
On (18), we act with the test function
(Z). Then, from the definition ofτ 0 and N 0 , we have
where the last equality is a result of the fact that x 0 ∈ int C + is a solution of problem (1). Hence,
This, by virtue of the strict monotonicity of A, implies that x ≤ x 0 . Similarly, we show that v 0 ≤ x. Therefore, x ∈ T 0 . Similarly forφ 
Comparing (21) and (24), we conclude that y 0 = 0, since R < p − . Moreover, as before, using the regularity theorem of [7] , we have y 0 ∈ C 1 0 (Z) and since y 0 ∈ T 0 , it is a solution of problem (1) .
