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We show that when a molecular junction is under an external bias, its properties can not be
uniquely determined by the total electron density in the same manner as the density functional
theory (DFT) for ground state (GS) properties. In order to correctly incorporate bias-induced
nonequilibrium effects, we present a dual mean field (DMF) approach. The key idea is that the total
electron density together with the density of current-carrying electrons are sufficient to determine
the properties of the system. Two mean fields, one for current-carrying electrons and the other
one for equilibrium electrons can then be derived. Calculations for a graphene nanoribbon (GNR)
junction show that compared with the commonly used ab initio transport theory, the DMF approach
could significantly reduce the electric current at low biases due to the non-equilibrium corrections
to the mean field potential in the scattering region.
Since the pioneering work of Aviram and Ratner1,
molecular electronics has attracted a great deal of in-
terests due to its promise for future electronics technol-
ogy. The central topic in theoretical research of molecular
electronics is to understand the quantum electron trans-
port at the molecular level by relating the electric cur-
rent passing through the molecular junction to its intrin-
sic electronic properties. The commonly used ab initio
approach combines the quantum transport theory based
on non-equilibrium Green’s function (NEGF) techniques
and the computational method based on density func-
tional theory (DFT).2,3 The approach has been applied to
describe the quantum electron transport through various
types of molecular junctions.4–8, and great success has
been achieved in understanding quantum electron trans-
port and also inspiring novel applications in molecular
electronics.
Despite its great success, there are still two problems
in the current approach: 1) whether or not the DFT is
good enough for molecular junctions under a finite bias is
questionable, and 2) when quantitatively compared with
experiments, in most cases, theoretically calculated elec-
tric current is significantly higher. For some molecular
junctions, there might be orders of magnitude differences
between experiment and theory. 4,5,9 In this paper, we
examine in details the bias-induced noneqiulibrium ef-
fects in molecular junctions that are neglected in the
current approach and propose a new ab initio method
to incorporate these nonequilibrium effects.
Molecular junctions connected with two reservoirs can
be modeled as open systems with the general structure
shown in Fig. 1. The system is divided into three re-
gions: left, right reservoirs, and the molecular-scale scat-
tering region in the middle. Electrons in two reservoirs
are assumed to be in their local equilibrium and can be
described by single-electron or mean-field Hamiltonians
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FIG. 1: A molecular scale junction consists of an interact-
ing scattering region and two non-interacting reservoirs. At
t = −∞, an infinitely high single-electron barrier potential
(the gray line) is applied at the left contact so that no elec-
tric current is flowing through. The barrier potential slowly
decreases to zero from t = −∞ to t = 0. The system reaches
the desired non-equilibrium steady state at t = 0.
(HL and HR for left and right reservoirs respectively) so
that two constant chemical potentials µl and µr can be
defined in left and right reservoirs respectively. The bias
voltage across the system can then be defined by the dif-
ference between chemical potentials in two reservoirs as
Vb = (µl − µr)/e. Electrons in the scattering region are
described by an interacting Hamiltonian HS . The total
Hamiltonian for such an open system can be written as
H = HL + HR + HS + HT where HT is the tunneling
term. The goal of the transport theory is to relate the
electronic and transport properties of the steady state
of the system to the Hamiltonian and the voltage bias,
which is extremely difficult (if not impossible) with the
presence of the complicated interaction term HS in the
scattering region.
For simplicity, we set the temperature to be zero
throughout the paper. When µl equals µr, the whole sys-
tem is in equilibrium; the DFT is applicable, and then
the interaction term HS can be replaced by the mean-
field DFT Hamiltonian. Using NEGF techniques, the
mean-field Schro¨dinger equation together with the open-
system boundary conditions can be solved,10,11 and in
2turn the electronic properties can be worked out. In
practice, due to the problems of existing DFT function-
als and also the fact that the conductance calculations
rely on single-electron orbital, calculations may not be
accurate.12–19 When µl is not the same as µr, the sit-
uation however is different. In this case, the scattering
region is driven out of equilibrium, and whether or not
its electronic structures in principle can be described by
DFT needs to be carefully examined.
Theoretically, the non-equilibrium steady state of the
junction can be achieved by the following adiabatic time-
dependent process. At beginning t = −∞, an infinitely
high single-electron barrier potential is applied at the left
contact as shown in Fig. 1 so that there is no electric cur-
rent flowing through the system. The two parts separated
by the barrier can be denoted as LB (the part on the left
of the barrier) and RB (the part on the right of the bar-
rier). The coupling between LB and RB is then gradually
turned on by slowly decreasing the barrier potential to
zero from t = −∞ to t = 0. The final state at t = 0 is the
non-equilibrium steady state we desire. For such a time-
dependent system, the Runge-Gross (RG) theorem, the
foundation of time-dependent DFT,20 claims that the ex-
ternal potential at time t, vext(r, t), can be uniquely de-
termined by the time-dependent electron density ρ(r, t)
together with the initial state ψ(t = −∞) up to a triv-
ial additive time-dependent function c(t). If initially the
system is in a stationary ground state, the initial state
ψ(t = −∞) itself is a functional of initial electron den-
sity ρ(r, t = −∞) according to the first Hohenberg-Kohn
(HK) theorem21, and then the initial-state dependence
of the external potential in RG theorem can be elimi-
nated. As a result, at t = 0, the external potential and
in turn the Hamiltonian can be uniquely determined by
ρ(r, t = 0), justifying the commonly used ab initio trans-
port theory that combines DFT and NEGF.
Unfortunately, when the external bias Vb is not zero,
initially (t = −∞), the system is in a non-equilibrium
state instead of a stationary ground state. The non-
equilibrium initial state consists of two separated parts,
LB and RB, each of which is in its own equilibrium.
From the first HK theorem, we know that the exter-
nal potential of each part at t = −∞ can be deter-
mined by its electron density up to an arbitrary con-
stant. Combining two parts together, the external po-
tential of the whole system at t = −∞ is determined by
ρ(r, t = −∞) in whole space up to two independent ar-
bitrary constants cl (from LB) and cr (from RB), which
can be expressed as vext(r, t = −∞) ≡ v˜ext[ρ(r, t =
−∞)] + cl|r∈LB + cr|r∈RB . Two constants, cl and cr,
shift the Hamiltonian and chemical potentials in LB and
RB, respectively. Only knowing the electron density, cl
and cr are not determined, then the Hamiltonian of the
whole system and also the bias voltage Vb cannot be
determined, resulting in a fact that the initial Hamil-
tonian and in turn the initial state in general can not
be uniquely determined by the electron density alone.
With given v˜ext[ρ(r, t = −∞)], cl and cr simply shift µl
and µr respectively. Without losing generality, the exter-
nal potential can also be written as vext(r, t = −∞) ≡˜˜vext[ρ(r, t = −∞)] + µl|r∈LB + µr|r∈RB. According to
the definition of the bias voltage Vb, we have vext(r, t =
−∞) ≡ ˜˜vext[ρ(r, t = −∞)] + eVb|r∈LB + µr|r∈(LB+RB).
We see immediately that the initial external potential
and in turn the initial state is determined by the ini-
tial electron density together with the bias voltage Vb
up to a trivial additive constant for the whole system
µr. Consequently, the initial-state dependence at t = 0
in RG theorem can be replaced by the voltage depen-
dence, leading to an important theorem that forms the
basis of the ab initio transport theory: When the system
reaches the steady state (t = 0), its external potential,
Vext(r, t = 0), is uniquely determined by the steady-state
electron density together with the bias voltage Vb up to
a trivial additive constant. As a direct consequence, the
energy of the steady state can be written as a voltage-
dependent density functional E[ρ(r), Vb]. When Vb = 0,
the functional goes to the commonly used DFT one.
Next, we show that the external parameter Vb can be
determined by intrinsic properties of the system. For
this purpose, as shown in Eq. 1, we divide the total
electron density of the steady state ρt into two parts and
name these two parts the equilibrium density ρe and non-
equilibrium density ρn, respectively.
ρt(r) = −i
∫ µl
−∞
G<(r, ǫ)dǫ = ρe + ρn
ρe(r) = −i
∫ µr
−∞
G<(r, ǫ)dǫ
ρn(r) = −i
∫ µl
µr
G<(r, ǫ)dǫ (1)
Here we assume µr < µl. All physical quantities in
Eq. 1 are defined for the steady state at t = 0. The
term G< is the non-equilibrium lesser Green’s function
that includes effects of both non-equilibrium distribution
and many-body interactions.2,3,10,11 The non-equilibrium
density ρn as defined has a physical meaning of the den-
sity of current-carrying electrons. Note that according
to the definition, ρn can also be computed in reservoirs
although reservoirs are assumed to be in equilibrium.
With the assumption of the mean-field reservoirs and
also the lesser Green’s function in non-interacting sys-
tems2,3,22, it is straitforward to show that given ρe and
ρn, the total electron density ρt and the voltage bias Vb
are determined. Considering the fact that ρe and ρn can
also be determined by ρt and Vb, we therefore proved
the one-to-one correspondence between these two sets of
variables. Now we have one of the major results of the
paper, the foundation of the proposed ab initio approach:
For molecular junctions under a finite bias, the steady-
state properties of the system are uniquely determined
by the equilibrium and non-equilibrium electron densi-
ties, ρe and ρn, as defined in Eq. 1. The aforementioned
voltage dependent energy functional can then be written
as E[ρe, ρn].
3We now try to generalize the existing DFT-based
ab initio transport theory2,3 to include bias-induced
nonequilibrium effects. For this purpose, we assume a
stationary principle for the non-equilibrium steady state:
The variation of the the steady-state energy functional
is zero, δE|δρe,δρn = 0. By taking the variations of the
energy functional with respect to ρe and ρn in the scatter-
ing region, we obtained two effective mean field equations
(Eq. 2),(
−
1
2
∇
2 + vext + VH +
∂exc
∂ρe
)
φej = λ
e
jφ
e
j ,(
−
1
2
∇
2 + vext + VH +
∂exc
∂ρn
)
φnj = λ
n
j φ
n
j , (2)
where φe and φn are single-electron orbitals that con-
tribute to ρe and ρn respectively. In the derivation of
above equations, the generalized local density approxi-
mation, Exc =
∫
exc[ρe, ρn](r)dr, is used where exc is
the exchange-correlation energy density of the uniform
electron gas. The Hartree potential VH in the scattering
region can be obtained by solving the Poisson equation
with correct boundary conditions.10,11 Two coefficients,
λe and λn, are energies of corresponding orbitals. These
two equations have to be solved self-consistently together
with the correct open-system boundary conditions, and
NEGF techniques are powerful in matching the required
boundary conditions. Defining two mean-field exchange-
correlation potentials as V exc =
∂exc
∂ρe
and V nxc =
∂exc
∂ρn
, Eq.
2 suggests that the non-equilibrium electrons or current-
carrying electrons experience a different mean-field ef-
fective potential from the equilibrium electrons do. We
therefore name the proposed method the dual-mean-field
(DMF) approach. The DMF equations (Eq. 2) are key
results of the paper, which provide the theoretical basis
for the investigation of electronic properties of molecular
junctions under a finite bias.
In general, the exchange-correlation energy density exc
can be written as the summation of the exchange part
and the correlation part, exc = ex + ec. The DMF ex-
change energy density can be worked out by general-
izing the Thomas-Fermi-Dirac (TFD) model23 to non-
equilibrium cases by applying an external bias voltage to
the uniform electron gas. By placing the uniform elec-
tron gas between two non-interacting reservoirs with dif-
ferent chemical potentials, the exchange energy density
(Eq. 3) can be analytically derived (The derivation can
be found in supporting information), and then two DMF
exchange potentials defined as V ex =
∂ex
∂ρe
and V nx =
∂ex
∂ρn
can be computed,
ex(ρt, η) =
1
4
(1 + η)
4/3
[
−
(
1− η˜2
)2
ln (1 + η˜)
+η˜4ln (η˜) + η˜4 + η˜3 −
1
2
η˜2 + η˜ +
3
2
]
eTFDx (ρt), (3)
where η(r) = ρn(r)/ρt(r) which is called the non-
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FIG. 2: I-V curves for a GNR junction calculated from
both DMF approach and the commonly used ab initio
transport theory via the software TranSIESTA. Inset: The
atomic structure of the GNR junction and the iso-surface
of the difference between the exchange energy potentials of
current-carrying electrons calculated from DMF approach and
TranSIESTA,δV = V nx −V
TranSIESTA
x . The exchange poten-
tials were calculated under 0.2 V. The iso-surface value is 15
meV .
equilibrium index in this paper, and η˜ =
(
1−η
1+η
)1/3
. Ac-
cording to the definition, η takes the value between 0
and 1, which measures the extent of the nonequilibrium.
When η = 0, the exchange density reduces to the equilib-
rium TFD one eTFDx (ρt) = −
1
4pi3
(
3π2ρt
)4/3
. The DMF
correlation energy density is however challenging. In this
paper, we set the correlation functional to be the same
as the DFT one, which may not be a bad approximation
for weakly correlated systems under low biases.
We now are ready to apply the DMF approach to real
molecular scale junctions. As a case study, we choose
a junction made of two zigzag graphene nanoribbons
(Z-GNRs) with different widths as shown in the inset
of Fig. 2. The GNRs have been regarded as one of
the most promising building blocks for graphene-based
electronic devices.24 Since the long-range magnetic order
may not be stable under a finite temperature for such a
one-dimensional system, we follow previous studies to set
the total spin of the system zero.25,26 For Z-GNR based
junctions under low biases, It has been well known that
the current flows through edge states. We have imple-
mented the DMF approach into the SIESTA computa-
tional package.27 For comparison, we performed calcu-
lations with both the DMF approach and the commonly
used DFT based transport method via the function Tran-
SIESTA built in SIESTA11 (More computational details
can be found in supporting information).
In Fig. 2, I-V curves from DMF and TranSIESTA
calculations for the GNR junction are presented. When
bias is small (< 0.1 V), the DMF approach essentially
4η=0
0.1
FIG. 3: Non-equilibrium index η(r) in the scattering region
of the GNR junction. The color map was plotted in the plane
2.2 A˚ above the GNR. The system goes from local equilibrium
to non-equilibrium when the color changes from red to blue.
reproduces the TranSIESTA results. Starting from 0.1
V, significant deviations between two approaches occur,
and the current from DMF calculation is always lower
than that calculated from TranSIESTA. To understand
this, we plot in the inset of Fig. 2 the iso-surface of the
difference between the DMF non-equilibrium exchange
potential (V nx ) and the DFT exchange potential calcu-
lated from TranSIESTA. The potentials were calculated
for the bias voltage 0.2 V. We see that the exchange po-
tential increases significantly at edges which are places
the electric current flows through. For other parts of the
system, the non-equilibrium correction to the potential is
not that important. The increase of the exchange poten-
tial leads to a higher scattering barrier in the scattering
region, and in turn, decreases the current as we see in
Fig. 2.
The non-equilibrium index in the DMF approach,
η(r), provides detailed spacial information for the non-
equilibrium steady state of the system. To demonstrate
this, in Fig. 3, we plot the color contour map of η(r) in
the scattering region of the GNR junction under 0.2 V.
From the figure, we can see that in the scattering region,
the extent of the non-equilibrium at different places are
quite different: Edges are far away from equilibrium while
electrons in the center of ribbons are still approximately
in local equilibrium.
In conclusion, we propose a DMF approach to de-
scribe electronic and transport properties of molecular-
scale junctions under a finite bias. We show that two elec-
tron densities, ρe and ρn, are needed to uniquely deter-
mine the properties of the steady state of non-equilibrium
molecular junctions. Subsequently, two mean fields, one
for current-carrying electrons and the other one for equi-
librium electrons, can be derived. The transport prop-
erties can then be calculated from the mean-field poten-
tial that the current-carrying electrons experience. The
case study for a GNR junction shows that the DMF ap-
proach could lead to significantly lower electric current
than the commonly used transport theory. For molec-
ular junctions that have localized molecular orbitals in
the scattering region, the non-equilibrium corrections to
the mean-field potential in the DMF approach will cause
significant variations of these localized orbitals and lead
to more profound changes in transport properties, which
will be discussed in our future studies.
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