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ABSTRACT
This research improves the understanding and utility of power electronic controlled grid-connected
wind turbines by studying their physical capabilities. The primary topic is of inertia and capability
for frequency response. Frequency response characteristics of these turbines are not well understood
and there is opportunity to improve the art of generator control to make better use of the resource.
More specically, it is hypothesized that physical inertia of the massive power electronic-coupled
rotor hub assembly can provide a naturally stable fast frequency response. This is contrary to pop-
ular belief that wind turbines can only provide emulated inertia with methods like frequency-power
droop control. This work rst derives the estimated potential for load transient response considering
the rotor mass and without control inuence. A new low-inertia approach, in which the grid fre-
quency is assumed to be non-constant, proves that sucient inertia and response capability exists.
It shows that even though a wind turbine rotor is indirectly coupled to the grid via power electron-
ics, there is still an inherent frequency response provided by nature of the system dynamics, even
if not intended. Wind turbine controllers in use today work to emulate the eects of synchronous
inertia on frequency response, but they do not use the capability in a natural and fullling way.
In fact, today's state-of-the art controllers are already understood to be insucient for a 100%
wind-powered system, by way of practice and observation. What is lacking is an ability to pro-
vide adequate fast frequency response for regulation during transient. To that point, it is shown
here that double-fed induction generator wind turbines without well-designed frequency control can
actually have a temporary load-rejecting response. Here, the connection of physical inertia and con-
trol design to frequency response is quantied with transfer functions derived for the wind turbine
electromechanical and electromagnetic systems.
Using the non-constant frequency assumption, this work then proposes a generator PE controller
to correct and prescribe the frequency response; voltage response is designed in a similar way. It
xi
modies the dynamic properties and aords the ability to provide adequate frequency response from
physical inertia. The controller adds frequency- and voltage-responsive transient-only components
to the already-existing generator qd current commands of steady-state torque and reactive power
controllers, respectively. Control parameters are designed using the DFIG dynamic model to place
poles and zeros of the respective transfer functions. In this way, response is predened and stability
is assured with a prescribed control action. The eect is faster frequency regulation (approximately
1.5x faster) with higher nadir and arrested frequency when compared to the current art of droop
control. Additionally, the duration of load-support response is limited only by the stored energy
capacity of the rotating mass. With the proposed controller, wind turbine inertia is proven here
to be capable of providing all of the necessary transient frequency response, even during severe
load change and temporary generator overload for a duration of more than 500 ms and small load-
change for beyond 15 seconds. This type of performance has not previously been achieved. The added
transient response from wind turbines can relieve burden currently placed on other generators and
auxiliary frequency-support devices. Tunable control design aords utility of wind turbine inertia
for a variety of needs and conditions. Power system operation and planning can be impacted by
use of the new inertia resource, potentially reducing the amount of other inertial capacity that is
currently required to maintain reliability.
A secondary topic is of reactive power and capability for voltage support. DFIGs have historically
been used with grid-connected stator windings. A new method using grid-connected rotor windings
shows potential for improved eciency, and thus suggests an ability for dierent reactive power
capability too. In this dissertation, the capability for reactive power support considering generator
and converter nameplate ratings and electrical parameters is modeled. It nds that some generators
benet from the new conguration by having increased reactive power generation capability due
to reduced var loss in the generator windings. Nameplate current ratings can also be used more
completely and this also increase var capability. Reduced var loss in the DFIG can enable other
generators to reduce their reactive output. Equations are derived to estimate the reactive power
capabilities in the new conguration and experiments prove the potential. Added reactive power
from wind turbines can mean a reduced need for auxiliary voltage support components like static var
xii
compensators. Together, added frequency and voltage support capability can improve the value of
wind turbines. The enhancements to wind turbine utility services can help support a more complete
transition to renewable-fueled electric power systems.
1
CHAPTER 1. OVERVIEW
1.1 Introduction  Wind turbine generator power systems
Electrical power is generated and consumed following laws of electromagnetics. Power systems
require balance of power generation and load consumption in order to maintain stable operation.
This is ensured through continuous regulation of generator voltage and frequency; i.e. electro-
magnetic eld strength and speed. Conventional synchronous generators have inherent regulation
capability due to their physical nature. Specically, they have direct coupling of stator windings
to the load, a rotor that has a dc magnetic eld, and a governed rotor speed. Wind turbines, on
the other hand, are asynchronous generators and have dissimilar properties. As they and other
non-synchronous power electronic (PE)-coupled generators replace conventional units, the power
system characteristics change and it becomes necessary for these new resources to provide the es-
sential reliability services lost by synchronous generator retirement. Auxiliary components normally
compensate for lack of service capability. For example, synchronous condensers batteries and fast-
ramping synchronous generators can be used to supplement. Better use of the wind turbine resource
is proposed to meet this need.
Type-3 wind turbines use a wound rotor induction machine (WRIM) with one set of windings
directly connected to the grid and the other set connected through a back-to-back (B2B) power
converter that is rated 1/3 of the total turbine power. This conguration is the double-fed induction
generator (DFIG). DFIG wind turbines have a massive rotor and have a PE-controlled intercon-
nection to the bulk power system. Their steady-state and transient performance depends on their
designed control action and they play a critical role in power system stability. Power systems are
evolving toward a future with many dispersed PE generators and loads. The inherent exibility of
PE systems makes them particularly useful in roles of active and reactive power management and
added services can make a more complete use of wind-fueled generators.
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This dissertation seeks to better understand the role of wind turbine generators in providing
frequency and voltage support. The art of PE generator control is explored and gaps are identied.
The natural capabilities of Type-3 generators are studied and analytic methods to predict the
outcomes are developed. A new control technique is theorized and shown to increase the role of
wind turbines in providing frequency and voltage response. A new type-3 DFIG connection strategy
is also theorized to increase the capability for reactive power support. This work addresses challenges
of today and develops methods applicable to current and future power systems. The products of
this work can be applied to aid transition to wind-powered electricity.
1.2 Problem statement
Wind turbines that use power electronic (PE) converters are increasingly common. They have
the ability to control real and reactive power independently, yet question remains whether they
are a reliable source of adequate voltage and frequency support. Their capabilities and impacts
are not completely understood and these generators can be used in a more fullling way. Their
eect on frequency response is not clear and there is timely concern of their ability to ride through
and impact load transients. The abilities of renewable energy resources ought to be used in a
way that makes good use of transient-support capability. It is possible to expand the use of PE-
connected wind turbine rotor inertia to improve power system regulation. It is necessary to improve
the understanding of turbine-load interactions and improve generator resiliency and resource utility.
Specically, there are two motivations:
• degrading load-transient response is observed in wind-powered systems,
• untapped capability for wind turbine generator frequency response and reactive power support.
There are three problems to consider:
1. The capability of wind turbines to use inertia in frequency response is unclear.
Power electronic coupling is not always similar to direct coupling of frequency and voltage
response with generator components. Problems arise from misapplication of oversimplied
3
modeling (constant frequency and/or an innite bus). It is necessary to investigate the re-
sponse mechanisms of electromagnetic coupling between the grid and the generator rotor
mass. It is important to rst consider the inherent DFIG capability by removing inuence of
the controller and evaluating the transient response under assumptions of a low-inertia power
system (DFIG-only self-supporting island). It can be useful for generators to respond to a
load change in a stable manner and with rotor torque that immediately draws upon stored
rotational energy potential while the mechanical rotor and electrical frequency undergo dy-
namics. Understanding the dynamics of a DFIG-only system is necessary to give a baseline for
developing a physics-based frequency and voltage response control law in an eort to provide
a level of inherent stability not previously attained. Linearized transfer functions of the DFIG
load transient show a useful capability for frequency response from the rotating mass.
2. Wind turbine generator controllers today are not well-suited for transition to
low-inertia power systems. Evidence shows that power system frequency response from
wind turbines is improving, although there is room to improve controllers and make better
use of their physical inertia. Torque and reactive power control and droop-type methods are
insucient for ensuring stable operation in low-inertia systems. In fact, it's shown in this
dissertation that torque and reactive power control, even with addition of droop control, can
actually have negative impact on frequency response. The art of wind turbine control can
be advanced with techniques that make good use of inertia and control of PEs. Response
time and ride-through capability can be improved. Existing control methods that rely on
communication for coordinating the turbine's response lack resiliency and reliability; outages
have occurred from broken communication. Methods that use arbitrary settings or simulation-
based design do not make full use of the resources natural ability. Generators that do not
provide self-stable operation place undue burden on response from other equipment. What
is needed is a DFIG controller that provides a fast frequency response component and that
makes full use of available capability to support load-change. Generator output must adapt
to changing load condition in magnitude and time without need for communication. The
controller should be derived from a physics-based model to provide inherent stability, with
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response characteristics eected by design choice and with capability limited by parameters
of the turbine and generator. Tests must be performed on a real generator to illustrate the
phenomena and identify problems and capabilities of load-transient frequency response.
3. Reactive power capability from DFIG wind turbines is unclear and voltage sup-
port capability is under-utilized. Misunderstandings are evident today. For example, dis-
crepancy exists between claimed and measured DFIG reactive power capability, impacting
performance and planning of certain power systems. The regional transmission operator re-
quires that generators be able to provide reactive power capacity amounting to 1/3 of the
nominal real power rating. It is not clear whether some generators can provide this, warrant-
ing investigation. For DFIG wind turbines, reactive power is normally generated/consumed by
the machine-side converter of a back-to-back converter system to create the desired reactive
power at the grid-connected DFIG terminal. Capability depends on converter ratings, param-
eters of the interconnecting components, and the methods of control and operation. Filter
inductors and generator windings consume some reactive power and can reduce the amount
available at the grid-connected terminal. To better understand the capability, this work pro-
vides a derivation that considers generator electrical parameters and provides case studies to
illustrate and identify limitations. It hypothesizes an improvement of the DFIG capability
using an alternative terminal connection strategy; i.e. grid-connected rotor windings instead
of grid-connected stator windings. It derives the theoretical capability and experiments prove
reduced reactive power consumption and extended generation for some machines. The ability
to provide reactive power service is useful to voltage regulation. These new capabilities can
increase utility of wind.
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1.3 Hypotheses
Problems faced with increasing penetration of PE-connected wind turbines are addressed with
the hypotheses of this section.
1.3.1 On inertia for frequency response  treating weak grids
One hypothesis of this dissertation is:
Reliable fast frequency response can be provided with wind turbine inertia.
Elements that turn this hypothesis into theory:
• Prove existence and adequacy of the impact that inertia has on generator frequency response.
• Study the eect of inertia and control design on the nature of frequency response.
• Design a generator controller for gainful use of physical inertia.
• Perform experiments to prove the capability of inertia in frequency regulation.
1.3.2 On reactive power capability  an alternative conguration
A second hypothesis of this dissertation is:
Reactive power generation of DFIGs can be increased using a new type-III conguration.
Elements that turn this hypothesis into theory:
• Derive limitations of the new conguration and compare to the existing capability.
• Analyze potential for increased reactive power generation using case-study examples.
• Perform experiments under the new conguration to validate increased reactive generation.
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1.4 Research objective  derive, design, deploy
The objective is to expand the use of DFIG wind turbines for their natural capabilities of fre-
quency response and voltage support. This research claries the theory of steady-state and transient
behavior by using equations. It provides derivation of the theoretical capabilities using generator
dynamic models and controller models too. Stability of generator load-transient is studied and then
improved using a proposed novel control architecture and design method. A new option for the
terminal conguration gives exibility to how reactive power is deployed. Theoretic capability is
validated with experiments. Goals include:
• Derive the capability for DFIG frequency response to determine if it is possible to rely on
their inertia for stable and adequate frequency response.
• Model the characteristics of PE-connected wind turbines to provide continuous active and
reactive power during load change.
• Design and implement a load-responsive controller to compensate for dynamics that otherwise
contribute to instability.
• Derive the reactive power capability of a new DFIG terminal connection strategy that avails
on physical characteristics to shift the reactive power to the safe operating region.
• Perform experiments using a controllable lab-scale wind turbine and power system to evaluate
transient capability for frequency response and reactive power capability for voltage support.
1.5 Research contribution
1.5.1 Technical contributions
Two contributions are made that address problems of making more complete use of DFIGs while
improving frequency and voltage response. Contributions are disseminated in the listed publications.
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1. A novel control scheme was developed to improve the use of PE-coupled rotor inertia for
support of transients. Benet is evidenced by merits of frequency response that include higher
nadir and settled frequency. Improvement is made with a better contribution of inertia to
quickly stabilize the frequency response, and this eases the frequency response provided by
other generators. Capability for reliable fault ride-through using only DFIG wind turbines
is proven. This contribution solves the problem of inadequate frequency response in 100%
wind-powered systems by improving the utility of wind turbines.
• Frequency response stability, without control: Derived the linearized frequency
response transfer functions of DFIG wind turbine capability by neglecting some controller
inuences and imposing a non-constant frequency assumption to its dynamic equations.
The new way of thinking about PE-driven grid dynamics provides modern evidence to
the question of how wind turbines aect frequency response. A DFIG was tested with
laboratory hardware to verify the existence of a stable response under extreme load
change and temporary islanding conditions. Results exhibit minimal frequency change
and good participation of rotor inertia.
[1] N. David, Z. Wang. Physical rotor inertia of DFIG wind turbines for short-term frequency regu-
lation in low-inertia grids, 2017 IEEE Power and Energy Society General Meeting, Chicago, IL,
2017.
• Conventional controls, marginally stable: The closed-loop frequency stability anal-
ysis of the DFIG self-powered system was derived using a popular conventional control
law. The transfer function that describes the frequency response exhibits marginally-
stable characteristics. The new model helps explain the mechanisms of fast frequency
response and oers reason to observation.
[2] N. David, T. Prevost, F. Xavier, Z. Wang, Model-based control addition to prescribe DFIG wind
turbine fast frequency response, Wind Energy, Wiley, July, 2019.
• New control, stable: A state-of-the-art DFIG controller was designed to improve the
use of inertia and add frequency response capability to DFIG wind turbines. The new
method provides a stable and tunable response that works independently and with pre-
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scribed eect. The proposed control relieves undue burden of transient response from
other power system generators and components, evidenced by merits of their contribu-
tion to response. Improvement is made in the PE converter behavior, stabilizing the link
between frequency response and rotor inertia. Hardware tests demonstrate signicant
durations of added load support, exceeding more than ve seconds without further pri-
mary frequency response or secondary frequency regulation. Experiments using a range
of pole, zero, and lter design options validates theorized eects and proves capability
for aiding transition to fully wind-powered systems.
[2] N. David, T. Prevost, F. Xavier, Z. Wang, Model-based control addition to prescribe DFIG wind
turbine fast frequency response, Wind Energy, Wiley, July, 2019.
[3] N. David and Z. Wang. (2018). Functional Assessment of DFIG and PMSG-based Wind Tur-
bines for Grid Support Applications, nal report (18-08). Tempe, AZ: Power Systems Engineering
Research Center.
• Aggregating inertia to stabilize power systems: The frequency response of wind
farms is derived when its individual DFIGs are under the proposed control, describing
for the rst time how wind turbine inertia of a groups of machines can be used in
aggregate to stabilize the interconnection frequency response. Simulation of a 9-bus power
system demonstrates widespread positive impact by enhanced DFIG capabilities and
oers example of a 100% wind powered system. New technologies are enabled by the
more reliable DFIGs, like autonomous islanding and asynchronous grid propogation.
2. A novel connection scheme can be used to increase the DFIG reactive power generation range.
The new conguration reduces reactive power loss of the generator core and more of the avail-
able nameplate current capacity can be used to generate reactive power also. For a surveyed set
of machines, some show only small improvement, some have improvement in only parts of the
speed range, and some have signicant improvement with twice as much reactive generation.
• Increased bounds: Equations were derived to predict the reactive power limits and
determine a preference of deploying a wind turbine for either reactive power generation or
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consumption. Limits of reactive power capability are formulated in the new conguration
and are compared with convention.
[3] N. David and Z. Wang. (2018). Functional Assessment of DFIG and PMSG-based Wind Tur-
bines for Grid Support Applications, nal report (18-08). Tempe, AZ: Power Systems Engineering
Research Center.
[4] N. David, Z. Wang. Rotor-tied conguration of DFIG wind turbines for improving reactive power
support capability, 2018 IEEE Power and Energy Society General Meeting, Portland, OR, 2018.
• Experiments: Tests were performed at dierent speed and power conditions and the
results validate the theory of increased reactive power generation capability in the new
rotor-tied conguration. Data comparing the safe operating regions are used to quantify
the benets.
1.5.2 Outcomes  new utility of wind turbines for service options
This dissertation improves understanding of the limitations and capabilities of wind turbines
and it proposes new techniques to enhance their functionality and add service utility. It advances
the art of wind turbine generator control, rethinking how DFIGs PEs and power systems interact.
Linearized dynamic equations describe the eect that dierent PE controllers have on wind turbine
fast frequency response. An inherently dierent DFIG control architecture and design procedure
is proposed that can specify wind turbine frequency response in a way that complements existing
controls and which makes complete use of its capability. A new DFIG conguration is also proposed
that can generate more reactive power. Performance is unmatched in the prior art. Experiments
provide evidence that the new controller fault recovery time can be increased by a factor of ve and
the new conguration reactive power generation capability can be doubled. Tangible outcomes are
as follows:
• Equations were derived to estimate the capability of wind turbine inertia to stabilize frequency
response.
• A technique of generator control was developed to contribute inertia for an inherent and
prescribed service of fast frequency response.
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• Data was produced from experiments, proving the capability of DFIG inertia for reliable
frequency response during grid-connected and islanded perturbations.
• Equations were derived that describe the reactive power limits when in the new terminal
connection conguration.
• The reactive power generating range of DFIG wind turbines was increased.
• The frequency response of DFIG wind turbines was made more stable.
Results enhance the fundamental features of DFIGs and it motivates and enables future studies;
e.g. grid stability, optimized energy management, and long-term load following frequency regulation.
Hardware of the laboratory wind turbine emulator, that was built in the course of this work, can be
used to investigate other grid-integration issues, like the impact of control and stability improvement
on protection relays. The test stand may serve as part of a hardware-in-loop experiment and parts
like the B2B converter could be applied to other PE resources.
1.5.3 Impacts  reliability from stability
This work has a technical impact of changing the way in which wind turbines participate in
frequency and voltage response. Increased reactive power generation capability means wind turbines
may be installed dierently, to achieve a desired eect on voltage support, potentially reducing need
for other var compensators. Faster and more eective frequency response means that the DFIG and
other generators experience some relief. It also means that DFIGs can support island and overload
conditions for longer than previously possible. Tests in this dissertation demonstrate ability to
achieve reliable transient frequency response with 100% wind penetration, a feat not previously
accomplished.
This dissertation changes the current notion of how DFIGs contribute inertia to power systems[4,
5]. It asserts that DFIG inertia is ever-present and that PE control is critical for reliable transient
security. New functionality has the potential to change the outcomes of recommendations from large-
scale power system studies, like those in [6, 7, 8, 9, 10] where is generally found that synchronous
generators are required for their inertia. Wind turbines can now drive power systems with higher
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reliability than they previously could. In the future, wind turbine rotor inertia and reactive power
might replace auxiliary components like static-var compensators, synchronous condensers, and y-
wheels. These contributions will evolve power system operating schemes and planning decisions.
1.6 Organization of the dissertation
Chapter 1 has hypothesized that new wind turbine generator capabilities exist. It has summa-
rized problems that exist today and proposed research objectives that explain the observations and
improve the utility of wind turbines. Chapter 2 reviews the current literature and summarizes the
state of art. It examines gaps in the art of generator interconnection and control and identies
a need for faster and more precise frequency regulation capability and also added reactive power
generation capability. Chapter 3 explains the principles of DFIG wind turbine inertia and frequency
response using dynamic equations that are rooted in physics. The response transfer functions are de-
rived to evaluate the short-term capability and proposes an inherently dierent design strategy that
is intended for application in high penetration renewable energy systems, hence its name, HiPRE
(pronounced hai·pr). It makes better use of the inertia to stabilize the response by providing fast
frequency and voltage control action. Experiments of grid-forming and grid-following operations
prove the response capability that inertia aords. Chapter 4 adopts the HiPRE control and extends
it to consider groups of wind turbines and their application in multi-bus power systems. Transfer
functions of the aggregated frequency response are derived and they describe a summation of in-
ertia. Transient simulations prove the concept with increasing wind penetration up to 100% wind
power. Chapter 5 explains the reactive power benets of the DFIG when it has grid-connected rotor
windings. Data from experiments perfomred in the laboratory are presented and the outcomes of
a a surveyed set of generators is also predicted. Chapter 6 summarizes the insights and proposes
future possibility.
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CHAPTER 2. LITERATURE REVIEW
2.1 Frequency problems in low-inertia systems
Decreasing inertia is one of the major obstacles to enabling very high penetration of renewable
energy sources in future power systems [11]. The diculty is that sucient physical inertia must exist
to maintain frequency during the sensing, detecting, activating, and start of primary response; on the
scale of tens to hundreds of milliseconds. The eects of power electronic (PE) controlled generators
on power system frequency response are not widely understood. Renewable energy resources with
PE interconnection are reducing the power system inertia and increasing susceptibility to transient-
induced malfunction [12, 9].
Illustrated in Figure 2.1, there are four time periods in which to consider response. Each cate-
gory has requirements that can be met by dierent resources and with methods that include inertia,
governors, automatic generation control (AGC), and power dispatch and load control [13, 14, 15].
Response characteristics that are inertial, immediate, bi-directional, continuous, and sus-
tained are valuable and essential and are sought after [16]. The double-fed induction generator
(DFIG) controller proposed in chapter 3 of this dissertation exhibits these qualities. It acts contin-
uously in the inertial period indicated by the dashed line. Improvements made in this period aect
all of the slower control periods and is the focus of this dissertation.











Figure 2.1: Relative power system frequency response periods. The proposed PE-controlled response
is drawn with a dashed line.
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Upon the onset of a load transition, the rst and fastest DFIG response is that of the control
system and it includes aect from the wind turbine inertia. The next level of response is of the wind
turbine controller to regulate real and reactive power according to plant-level supervisory control
and data aquisition (SCADA) settings. Set-points of power are dispatched from the generator plant
(e.g. a wind farm) and primary controllers (e.g. blade pitch systems) regulate the mechanical input
power and the rotor speed of each turbine. Voltage and frequency ride-through control is applied
at each generator, but the plant SCADA system can accept changes from AGC to help regulate
dynamics that occur over longer periods of time. AGC commands are normally updated at rates of
one per 2-5 seconds. The slow response of AGC can cause interference with protection and other
generator controls, but those problems can be mitigated in design. PE-connected resources show
promise as power system stabilizers [17, 18, 19, 20, 21].
Rotor inertia is a source of spinning reserve that can be drawn on to stabilize the frequency
and support load change while primary and secondary resources, like governors and AGC, activate
to provide longer-term support. Synchronous generators are a conventional source of inertia used
to meet frequency response obligation (FRO). But experience tells that at high wind penetration
a lack of fast frequency response (FFR) service causes instability and oscillation. In fact, one way
to deal with that is to add conventional generation along with wind power for sake of the stability
that synchronous inertia provides.
The Electric Reliability Council of Texas (ERCOT) in the U.S.A. is a good example of a low-
inertia power system. It has experienced consistent increase in wind and solar penetration, reaching
instantaneous penetration of 75% non-synchronous generation in 2017, and 57% wind penetration
in 2020 [22, 1]. With such high wind penetration, ERCOT was early to implement power-frequency
droop on DFIG wind turbines. There, a request for the provision of fast ancillary services (FAS),
including FFR, was issued to provide designated levels of response within fractions of a second and
there are reports showing substantial value of this service [23, 24, 25]. In the U.S.A., DFIG wind
turbines are now required to provide a 5% power-frequency droop for active primary frequency
response (PFR). Although improvement was made in the ERCOT settled frequency, that system
has also experienced earlier and deeper frequency nadir [26]. A primary factor in causing this
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Figure 2.2: ERCOT has experienced an increased ROCOF caused by high wind penetration and
low synchronous inertia [1].
characteristic is a lack inertial damping, evidenced by measurement of the power system rate of
change of frequency (ROCOF). The trend of ROCOF in ERCOT is plotted in Fig. 2.2, illustrating
the response to a 2750 MW generator loss, plotted with the corresponding year and MW capacity
of nonsynchronous generation [1]. In 2010, the system had ROCOF=0.5 Hz/s. In 2016 and 2017,
ERCOTmeasured ROCOF > 1.0 Hz/s. Large ROCOF can cause unintentional under-frequency load
shedding (UFLS) and generator tripping [12, 27]. It was recently found that in order for ERCOT to
reach 24 GW of wind by 2020, the net-load of 10.5 GW that this creates would require an additional
3 GW of conventional gas-red synchronous generation added for transient reliability [12].
Small and isolated power systems around the world face challenges in providing reliable ser-
vice with high penetration of non-synchronous renewable resources. A study of the power system
in Ireland found that droop-type inertia emulation can be eective for up to 95% wind turbine
penetration; the last 5% being synchronous generation for inertia [28]. In the Portugese islands,
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each island power system has dierent characteristcis and dierent solutions have been proposed
to solve problems associated with low inertia [29]. A ywheel energy storage system was proposed
to avoid stability problems on the island of Porto Santo, which is currently based on thermal syn-
chronous generators but at times experiences high wind and photovoltaic (PV) penetration and
low net load. Madeira Island is also based on thermal generators as well as pumped hydro, but
to increase the penetration of renewables it is necessary to install fast frequency control to the
pumped hydro resource for added primary frequency regulation. On Flores Island, low load creates
times where a small number of synchronous generators are dispatched and this creates frequency
stability problems. There, electric vehicles may be able to provide the needed frequency response
using a power-frequency droop at their grid-coupling inverter. In South Australia, where wind pen-
etration levels have reached 120%, synchronous condensors coupled with high-inertia ywheels were
determined to be the least costly way of increasing its system strength [30].
It produces unnecessary waste to keep extra machines online for their transient support. A better
way to deal with the problem is to improve the role of wind turbine inertia in the power system
frequency response.
2.1.1 Merits of frequency response
Frequency response is one of the essential reliability services and its purpose and measurement
are dened by the North American Electric Reliability Corporation (NERC) [16, 31]. NERC Stan-
dard BAL-001-2 aims to keep transmission interconnection frequency within dened limits and
BAL-003-2 is to ensure that sucient response be provided by a balancing authority (BA) [32, 33].
They also provide for methods to measure frequency response from historic data analysis. Large-scale
simulations are normally performed by NERC, transmission operators, and reliability organizations
(RO) to identify and determine frequency response obligation of BAs and to guide the understanding
and coordinated setting of generator frequency response parameters. Iteration of the transient fre-
quency response analysis, determination of FRO, and prescription of generator frequency response
settings is an ongoing task in power system evolution. Example of a frequency transient and the
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quantitative attributes and control periods is sketched in Figure 2.3. The controller proposed in this
dissertation improves response during the arresting and rebounding periods.
Figure 2.3: Example frequency plot and quantitative characteristics of the transient response [2].
There are several gures of merit to consider about the frequency response. They are i) the
generator fault current capability and thus fault-cleared power, ii) the time and magnitude of the
elerctrical frequency nadir (point C) and mechanical rotor speed nadir, iii) the recovery time after
fault-clearing (A to B), and iv) the settled frequency (average during B to D). The manner in which
DFIG inertia dampens the transient helps determine the value of point C and B. PFR has limited
impact during arrest and rebound, but it does contribute to raise C and B while correcting frequency
during B  D. To focus on the mechanisms of inertia in frequency response, PFR is neglected here.
To reduce the simulation time when comparing dierent DFIG frequency controllers, instead of
averaging the value from B  D, the frequency at B is suitable to see benet. Correction beyond
this time is a matter for PFR design. The ROCOF during A to C is an important characteristic
of the response and the acceleration of frequency is at a rate governed by inertia as PFR initiates.
Calculation of ROCOF is dened by the dierence in the frequency at point A, fA, and at 0.5 s
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The ROCOF eects the interconnection frequency response measurement, FR, which measures the
fraction of arrested frequency drift due to a power change. The calculation of FR is based on the





where ∆P is the amount of lost power generation. Frequency during power imbalance changes
proportionally with inertia and time. FR is an artifact of the settled frequency and therefore inertia;
it has units of MW/(0.1 Hz). [34]. Frequency and ROCOF are system-wide merits of a power system
that depend on the characteristics of its member generators. The fault current and fault-cleared
power are the electrical mechanisms that work to arrest frequency deviation and they are merits
of an individual generator. Temporary power excursion beyond the rated power, Prated, can occur
during transient. Interestingly, FR has units of MW·s, the same that results from multiplication of
Prated ·H, where H is the per-unit generator inertia; it is a measure of energy.
All of the BAs within an interconnection share the burden of frequency response. Part of their
contribution to the response depends on the fault location within the broader transmission network,
and another part depends on the character of generator control within the BA. BAs contain many
generators, each one contributing to the total response and aecting the values of fC , fB, and
fBD. Whether a BA imports or exports power during a frequency transient depends on how the
individual generators within its service area respond and whether or not the change occurs within
its area. Deviation from the scheduled export is the BAs area control error (ACE). The momentary
contribution of a generator to frequency response can be measured by combining the concept of
ACE with the respective frequency change, ∆f , as
ACE∆f = (Psched − Pact)(fe, act − fe, sched). (2.3)
Here the scheduled power, Psched, is the steady-state pre-disturbance dispatched generator power
command. The actual generator power, Pact, is the generator output during transient. Deviation of
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the actual frequency, fe, act, is caused by electrical and mechanical swing that occurs due to power
imbalance. The scheduled frequency, fe, sched, is the steady-state pre-disturbance value. Providing
ACE∆f < 0 W/s means the generator (or BA) is correcting its own ACE in a way that contributes
to correction of the larger interconnection [35]. Evidence from experiments performed in this dis-
sertation show that using the DFIG control proposed here slows the ROCOF, raises fC and fBD,
and improves the ACE∆f of an area consisting of DFIG and load.
2.1.2 DFIG wind turbine control for frequency response
A critical challenge is that PE controls, as they are today, require time to measure signals
and process data before reacting to system change. This leads to a response delayed by tens to
hundreds of milliseconds. As of today, synthetic inertia schemes use frequency measurement to react
to system change and the eect is not immediate. A recent study suggests wind turbines with droop-
type inertia emulation can be eective for up to 95% penetration; the last 5% being synchronous
generation for inertia [28]. Although physical capability exists, today's controllers are insucient for
100% DFIG wind power. The eect is observed in the ERCOT power system, where wind is required
to provide 5% frequency droop if able. Response there has improved arrested stable frequency, B
value, but a lower nadir, C value; reduced inertia is a suspected cause [26]. Increased wind and PE
penetration is changing the characteristics of power systems and adding a need for frequency control
requirements to maintain reliability [36]. Assessment of frequency response measures conclude that
FFR is an essential service required to reach 100% wind power, as synchronous inertia is reduced
and the penetration of PE-connected renewables increases [1, 12, 37, 38].
DFIG wind turbines are dierent because of their PE coupling, and without proper control they
can have adverse eect on frequency stability. They use a PE back-to-back (B2B) converter and
have a exible frequency and rotor speed. The power system is coupled to the rotor hub assembly
by two sets of electromagnetic windings. Normally, the stator windings are directly connected to the
grid and the rotor windings are grid-connected via the B2B converter. Wind turbines with DFIGs
are a popular resource and may become the only source of electromechanical coupling between the
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power system and rotating mass. Their physical characteristics and control dynamics both inuence
frequency response and their characteristics are critical to stability.
Characteristics of the frequency response provided by DFIG inertia is a matter of the physical
design and, more importantly, the PE-control design. During periods of mismatch in power genera-
tion and load, the electrical frequency and rotor speed should accelerate in the same direction and
in proportion to each other and the inertia that couples them. DFIG response is the result of PE
control and it should be immediate and without power cessation. To operate with very high wind
penetration, it is a feasible and attractive solution that DFIGs provide a control service of FFR to
arrest and rebound frequency change.
Frequency measurement is fundamental to controlling response. The method of frequency mea-
surement is dierent for DFIGs than it is for synchronous generators. For synchronous generators
and the power systems they form, frequency is measured using the speed of their rotor and its
value remains nearly constant during fault conditions because of their large inertia. Their governors
respond to a speed feedback signal and adjust the mechanical power applied to the shaft in order
to correct the frequency. DFIGs, however, do not have access to that measurement and, because of
their variable speed nature, they cannot directly measure frequency using their rotor speed. Instead,
they use a phase-locked loop (PLL) to measure the three-phase abc voltage by transforming it to
orthogonal qd variables that are synchronized with the ac voltage vector. The PLL measurement is
not a direct observation of the electrical frequency, but rather, relies on its own feedback control to
track the change of the voltage vector angle at a frequency fe = dθ/dt. This frequency measurement
provides the feedback signal used in the DFIG controllers. This means that when there is a load
change in the power system, a step change of the voltage vector presents at the DFIG terminals.
Then, because dθ/dt = ∞, an impulse is observed in the measured frequency and a step change
observed in the measured currents and thus torque and reactive power too. It is these eects that
DFIG controllers respond to and that can induce instability. For protection, control, and perfor-
mance merits, the DFIGs PLL-based measurement can be low-pass ltered to minimize eect of
the impulse on the desired function. The PLL operates much faster than other DFIG controls and
its nonideal traits are negligible. Modern protection relays use PLLs and can normally clear faults
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within several cycles [39, 40]. In the power system simulations of this dissertation, generator re-
sponse to a short-circuit fault duration of eight cycles is tested along with load increases from 10%
to 240% and complete load loss as well. Fault ride-through is achieved and temporary overload is
supported at up to 100% wind penetration.
The art of DFIG control has yet to achieve a means of inertial FFR. A gap exists in knowledge
of response capability and opportunities exist to add eects of inertia to response via novel control
techniques. DFIG wind turbine steady state, primary, and secondary controls are available in litera-
ture and they range in complexity and performance [41, 42, 43, 44, 45, 46, 47]. A selection of these
and other DFIG wind turbine controllers proposed for inertial frequency response are summarized
for their general qualities and performance capability in Table 2.1. The conventional droop-type
method has numerous variations on how to obtain and adapt the proportional gain. Other con-
trollers operate on torque or power commands with slow cascaded control and may have operating
power headroom requirements [48, 49, 50, 45, 51, 52, 53, 54]. A direct voltage and frequency control
that adjusts the PE converter voltage commands can provide fast response but the current harmonic
distortion can increase [55]. A controller using trajectory generation to replace vector control has
also been proposed but requires communication with other sources [54].
A simulation of the Western Interconnection, WECC, in the U.S.A. compared the eectiveness
of wind turbine controls during large generator loss [3]. Those simulations tested stability of the
power system and compared the frequency response when having wind turbines deployed in various
penetration levels. They tested response with state-of-art droop control for primary frequency re-
sponse (PFR) and inertia emulation control also [58]. Energy reserve is required for PFR, meaning
curtailment is required and headroom is reserved in the available wind power. The inertia-only case
has inertia emulation and works by changing the power output with a 4% frequency droop and
keeping 5% of rated power in reserve for use in mimicing the inertia of a synchronous generator.
It was found that the system can work to as high as 80% wind penetration, for which the fre-
quency response is shown in Fig. 2.4 when using a combination of the DFIG controls. The base
case includes 15% wind penetration with inertia emulation control and PFR. The result shows that
inertia emulation is able to arrest and rebound the frequency change and PFR corrects it toward
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[56] Virtual rotor angle from proportionally controlled frequency with
constant command f∗
Y θe − θr Form
[57] Direct stator voltage control, virtual converter angle with constant
f∗, no PLL
Y v∗c Form
[52] Alters converter frequency, standalone with constant reference f∗,
current i∗ from rotor speed control
Y ωe − ωr Form
[53] Applies droop, ROCOF, sub-optimal MPPT, and speed control to
one torque command
N T ∗e Follow
[58] GE's WindINERTIA; cascaded and uses droop gain based on avail-
able power, includes washout lter
N P ∗ Follow
[43] Wind linked by HVDC with VSC, frequency response linked to
physical J via B2B converter, adds integral control of frequency
N P ∗ Follow
[59] Uses 2 PLLs  one fast for inertial response, multiplies i∗MPPT with
an I-f droop
Y i∗ Follow
[60] Oshore wind with DC-link and VSC, links fe to physical J via
B2B, GSC alters vdc and MSC translates vdc to additional P ∗
N v∗dc, P
∗ Follow
[61] Oshore wind with HVDC and VSC, links fe to physical J via
B2B, I-f droop acts directly on v∗c added through a LPF with con-
stant f∗
Y v∗c Form
NEW Follows low-frequency grid dynamics, PI controller adds to i∗MPPT,
control easily designed seperately from and to be faster than TQ
control, washout lter limits impact, simple PLL
Y i∗ `Drive'
the pre-transient value. Although the nadir and settled value are raised, there is limited eect on
the initial ROCOF and the slow actuation of torque adjustment results in nadir that is deeper than
expected at high penetration.
Another study of the WECC sought ways to improve the FFR and found that grid-forming
battery energy storage systems (BESS) are a good solution [62]. Islanding and fault tests per-
formed there analyzed the short-circuit current capability and the transient response characteristics
and voltage-reactive power capability too, including primary and secondary control. Findings there
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ROCOF unchanged
Figure 2.4: Example of the simulated frequency response during a generator loss in WECC when
operating with 80% wind penetration. Inertia emulation and PFR correct the nadir and settled
value, but have little eect on the initial ROCOF [3].
conclude that there is great potential for increased utility of PE-connected resources, and that im-
provement to inverter controls can have substantial benet to power system performance. Similar
assessments are performed in this dissertation, comparing the impact of droop vs a new controller
that is derived here.
In this dissertation, the mechanisms that are suspected of limiting the eectiveness of DFIG
inertia are explored. It goes beyond simulation and derives equations that explain the physics of
the problem. A new DFIG controller is developed from the gained insight. The approach taken
is to identify and remove the problematic mechanism of the FFR. The DFIG control proposed in
chapter 3 is designed for use in high penetration renewable energy (HiPRE) systems. The so-called
HiPRE control proposes a fundamentally dierent way of providing FFR. A key assumption is
that the stator frequency is not constant. Compared to the results in [62], faster frequency response
can increases the eectiveness of wind turbine inertia to stabilize transient and this has potential
to reduce future dependence on BESS for FFR.
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Dierences in the droop and HiPRE methods are sketched in the block diagrams of Fig. 2.5.
Instead of cascading the torque and frequency control objectives like droop does, the idea is to
add the frequency and torque objectives and to use a high-pass lter to separate the response and
achieve dierent eect on high and low frequency perturbation. There are two features of HiPRE
that make it enable 100% penetration. First, unlike droop that operates on the torque command
with a change ∆T ∗e , HiPRE operates on the current command with a change ∆i
′e∗
qr . This forgoes
the time delay associated with actuating an outer control loop. The second dierence is in the
concept of using a high-pass lter (HPF) to add the transient-only frequency-responsive component
to the existing steady state component, rather than adjusting the steady state objective in order to
provide the transient response. In the frequency domain transfer function model, this means adding
a pole and zero instead of making a magnitude shift of the entire frequency response spectrum,
inferred by (3.116) vs. (3.151). Droop does not stabilize the response by locating a pole, but rather,
it dampens the response by scaling the entire spectrum and this only provides marginal stability.
HiPRE is dierent in that it dampens the response by placing each of the poles and zeros in the
frequency response transfer function in order to achieve full stability. Because HiPRE provides fast
current injection for correcting the voltage and frequency with a stable and cooperative eort that
decays its response with time to follow slower response, it can be thought of as driving the grid. In
transient, it works to automatically form or follow the grid as the condition requires. Experiments in
this dissertation show that it gives power systems an ability to support load transient when powered
only by DFIGs.
Transfer functions of the control models provide a unique and consistent way of describing the
eect that generator physical parameters and the control designs have on the frequency response.
They describe the magnitude and phase of response, representing how it sustains over time. The
resulting pole and zero locations may be a useful way to categorize future FFR capability when plan-
ning for primary and secondary frequency response with other resources [63]. Future classiciation
of DFIG controllers could be described as having FV controls with actuating variable T ∗, P ∗, Q∗,
i∗, v∗, or θ∗, and having proportional or band-limited time-integral gain. Further breakdown may
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Figure 2.5: Block diagrams that illustrate fundamental dierences between (a) droop control and
(b) HiPRE control.
Droop control uses full-spectrum proportional gain with adjustment of T ∗, whereas HiPRE uses
band-limited time-integral gain and adjustment of i∗. It is found in this dissertation that the FFR
transfer function of droop has one pole at the origin, and HiPRE has all stable poles.
2.1.3 Utilizing inertia in power systems
Power systems are regulated at multiple levels and by dierent resources and authorities [64, 65,
66]. All are responsible for ensuring reliability, keeping sucient energy in reserve at dierent time
scales. Individual generators that have inertia and governor controls are rst to respond, followed by
power plants with supervisory control and data acquisition (SCADA). Balancing authorities (BA)
have member utilities that operate multiple power plants and use automatic generation control
(AGC) and load-ow dispatch to change generator power settings. Regionally, within an intercon-
nection, reliability organizations (RO) plan reliability assurance based on the characteristics of their
collection of generators and loads. Transmission operators (TO) interconnect BAs and ensure supply
and demand through energy and regulation markets. Finally, regulatory bodies like NERC create
and enforce reliability standards like BAL-003-2 Frequency response and frequency bias setting,
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which requires BAs to provide ability to arrest and support frequency deviations, and PRC-006-
NPCC-2 Automatic underfrequency load shedding [67, 36] to specify limits of the operating range.
There, underfrequency is 58 Hz for 2 s, sloping to 59.3 Hz after 60 s, and overfrequency is 61.8 Hz
for 2 s, sloping to 60.7 Hz after 30 s. NERC Standard PRC-024-2 Generator frequency and voltage
protective relay settings requires that generator protection relays ensure operation within dened
frequency and voltage limits [68]; limits vary among the interconnections. Generation, transmission,
and load may be used to satisfy frequency response obligation (FRO) [69]. Industry group technical
standards like IEEE 1547 also evolve with grid technologies and regulatory guidelines help to dis-
tribute key practices and information to ensure reliability [70]. Improvement in response capability
made at the generator level by modied software controls can have a low-cost high-impact factor in
the operation and concern of higher authority.
Generators may be congured as grid-forming units that can spill resource or as grid-following
units that maximize energy production. Grid-forming units have constant frequency command and
the grid-following units use a low-pass lter (LPF) to follow the system frequency. Synchronous
generators normally operate as grid-forming resources by nature of their dc rotor eld and constant
rotor speed. The relative dierence between their internal rotor voltage angle and their intercon-
nection bus voltage angle dictates the amount of power each generates. That is called the load
angle, δ, and for stable operation must ensure δ < 90◦ according to the equal area criterion [71]. In
DFIGs, there are dierent ways to instill grid-following/forming operation. They normally operate
as a voltage or current source with constant or varied commands, and the angle of the control refer-
ence frame can also be manipulated. In high penetrations, PE-connected resources can create grid
conditions that may actually be a problem [72, 73]. And because PEs normally rely on a PLL to
measure the terminal voltage, instability is possible but can be avoided in design [74, 75]. To provide
reliability during transients, such highly wind-penetrated systems may use synchronous generators,
ywheels, or fast-acting PEs to provide the necessary FFR service [76]. HiPRE is dierent in that
it is designed with a non-constant frequency assumption and works continuously to automatically
change how it follows or forms the grid as it works to stabilize the frequency and voltage.
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In the 9-bus simulations in chapter 4, all wind turbines are congured as grid-following re-
sources; i.e. the frequency and voltage (FV) commands are derived from low-pass ltered PLL
measurement of the terminal voltage, thus following response of primary and secondary control. A
purely grid-forming mode (constant FV commands) can also be applied, even when interconnected
with other generators as done in the tests of section 4.4. In practice, whether they form or follow
the grid, all generators contribute to the frequency response, some more aggressively than others,
and the amount of regulation oered across the frequency spectrum is unique and varies with their
design and operating condition.
As the mix of generation resources change from being driven by synchronous generators to
asynchronous generators, e.g. DFIGs, power systems display more dynamic frequency transient
events [23, 77, 12]. Symptoms of more frequency swing are caused by slow PE controls and sometimes
digitized events like DER fault response and temporary power cessation [78, 20]. In low-inertia grids
it is especially important for generators to be stable and have the ability to ride through faults with
an acceptable recovery period [79].
The stability of DFIGs is dierent from synchronous generators. Synchronous generators have
per-unit inertia constant, H = {2.4, 5.3} s, and low inductance, and their direct coupling of the
voltage and frequency to the rotor dc magnetic eld and rotating mass makes the bus voltage sti;
they are naturally resilient to change. Also, their dc rotor magnetic eld provides larger fault cur-
rent capacity than DFIGs [80]. They create grids that have relatively large FR, equated by 2.2,
resulting in small frequency deviation per load change [76]. DFIGs are reported to have H = 0 s,
and the total system inertia reduces at high penetration [12]. It is thought that they do not pro-
vide their inertia to FFR without proper control [81]. This is counter-intuitive, because DFIGs and
wind turbine hub assemblies have rotor mass and their PE converters maintain a continuous and
dynamic magnetic eld in their rotor air gap. In DFIGs and power systems with high wind pene-
tration, the interconnection bus voltage and frequency can change quickly and accurately because
the DFIG internal voltage is dynamic and controlled. Therefore, it is suspected in this dissertation
that independent of the type of control they use, they do have an eect on stability of the FFR. In
fact, analysis here nds that droop control marginalizes the stability of low-inertia power systems.
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To improve response, a PE control is derived that is capable of stabilizing transient and damping
the response with eect of H > 0. The equations and simulations in this dissertation explain a
capability for DFIG wind turbine inertia to stabilize the transient frequency response.
NERC and others conclude that transient phenomena related to PE-connected generation are
not fully understood and improved control methods are actively sought [26, 82, 83, 84]. What is
desired are resources that i) do not produce conditions outside of acceptable operating limits, ii)
ride through transient events that are outside of the acceptable limit, and iii) provide benecial
response if able to do so [24, 70, 36]. The solution proposed in this dissertation results from a new
understanding of the transient phenomena and it provides the desired functions that improve the
response merits.
2.2 Reactive power support and DFIG interconnection
Variable speed wind turbines use a wound rotor induction machine (WRIM) that has one electro-
magnetic winding that is connected directlyto the grid and the other connected to it through a PE
power converter. This partial PE-coupled grid connection creates the double-fed induction generator
(DFIG). WRIMs are common machines and have designs guided by application of electromagnet-
ics [85, 86]. In DFIG wind turbines, conventionally the grid is applied to the stator windings and
the machine-side converter (MSC) of a back-to-back (B2B) power converter applied to the rotor
windings. The MSC normally controls the generator electromagnetic torque and the stator reactive
power. The grid-side converter (GSC) controls the dc-link voltage of the B2B power converter as
well as the reactive power at the grid-to-converter terminal (GCT) [42].
There has been recent interest to operate DFIGs with a conguration that is inverse to con-
vention. In the new method, the rotor windings are connected to the grid and the PE converter is
connected to the stator. An alternative design method of the generator magnetic core, specic to
this new conguration, was made that results in WRIMs of lesser volume, using the core material
more eectively [87, 88, 89]. It was also proposed for application to wind turbine energy conversion
systems with improved eciency due to reduced hysteresis loss in the generator core [90, 91, 92].
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This dissertation proposes the DFIG applied in the rotor-tied conguration (RTC) to increase the
reactive power generation capability.
Voltage response is a feature of load transient that must be ensured to maintain reliability
[93]. Unlike frequency response that is a system-wide concern, voltage response is localized because
reactive power transfer is limited by the voltage increase that occurs with greater reactive current
through the series inductance of transmission lines. Reactive power is consumed by inductive loads,
and generated by capacitive loads. Static var compensators (SVC) are inductors or capacitors that
are used at a point of load to compensate for the reactive power need of other power system elements.
The problem is that they have limited control capability so they are not exible to provide transient
support. In systems with high penetration of wind power, like the West Texas Panhandle region of
ERCOT, the weak grid of wind turbines that are highly compensated by SVCs have contributed to
static voltage collapse [76]. Also, aggressive and uncoordinated voltage support strategies, including
droop-type voltage control, can cause oscillation among resources and can cause unnecessary control
action.
In synchronous generators, reactive power is generated by supplying an excessive excitation
voltage to the dc rotor winding. The constant voltage and current creates a constant magnetic eld
that, when combined with the constant speed provided by inertia, makes the voltage at the point of
interconnection stable and resilient to change. Excitation systems are voltage control mechanisms
that alter the rotor eld current in eort to control the terminal voltage [94]. The real power
capability of synchronous generators has some dependence on the excitation voltage too, but real
power is controlled via a speed governor for PFR. In DFIGs, reactive power is also generated by
exciting the rotor winding, but with an ac voltage space vector that is positioned relative to the
voltage at the point of interconnection. By controlling the magnitude and angle of the voltage vector
via the qd components of the synchronous reference frame model, the DFIG reactive power can be
adjusted to correct the voltage during transient. To compare the benet of HiPRE vs droop control,
and to observe resulting benets on synchronous generators, the response of synchronous generator
exciters is neglected here. The result in this dissertation is a reduced speed and voltage deviation
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during transient and this benets the down-stream controllers like exciters and speed governors by
subjecting them to less initial deviation and corrective action.
A primary challenge of renewable energy based power systems is in the provision of voltage and
frequency ancillary services [31, 25]. Wind turbines with squirrel-cage induction generators oer no
control and actually consume reactive power. To support high penetration of wind resources, it is
desirable to have additional reactive power generation from DFIG wind turbines, but without adding
power factor correction (PFC) capacitors. DFIG control oers more exibility than a switchable
capacitor bank. DFIGs today are equiped with low-voltage ride through (LVRT) control that uses
droop-type methods to adjust the DFIG reactive power in response to voltage drop. This method has
limited eect and tests in this dissertation show that it does not provide response that is fast enough
to restore the voltage following fault conditions in power systems with very high wind penetration.
The HiPRE control that is proposed to correct the frequency response is also applied to the voltage
control scheme. By controlling both the voltage and frequency in this way, the entire magnetic eld
is controlled with one objective: keep near and remain stable.
The limits of DFIG reactive power generation depend on the voltage and current rating of the
rotor and stator windings. As reactive power is generated in the PE converter, it passes through the
DFIG where some is consumed by the iron core of the machine before the rest is passed to the grid.
In the process, the current of the rotor and stator windings increase in proportion to their number
of turns. The amount of current in the DFIG at any given time depends on both the real and
reactive power. When the rotor or stator current rating is reached, that side of the machine reaches
its maximum ux density and the limit of reactive power generation is reached. The opposite limit
is reached for reactive power consumption by the PE converter. Any leftover available nameplate
current capacity on the non-current-limited terminal is left unused.
The bounds of reactive power capability, in the conventional STC, are well known [107]. While
developing the work in [92], it was noticed that more reactive power could be generated in the RTC
than in the STC. However, the capability curve of the RTC is unclear and the potential to more
fully utilize available capacity requires its investigation. From the power system perspective, this
means there is opportunity to increase the amount of reactive power generated by wind turbines.
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In this disseration, the RTC of the DFIG is proposed to maximize utility of available current
capacity and the result is that, for some DFIGs, an increased reactive power generating range is
obtained. Limits of the reactive power capability are derived and experiments are performed that
validate the theory. The proposed conguration is interesting because it oers a solution to improve
the reactive power range without need for added hardware or communication. The added reactive
power capability might improve low-voltage transient response [95]. It has the potential to add value
to existing wind turbine infrastructure and reduce the need for var compensators and it can enable
higher penetration of wind power.
2.3 Summary of the existing art and knowledge gaps
Power systems are facing challenges in meeting reliability requirements with high wind turbine
penetration. There is evidence of a need to improve the role of wind turbines in frequency response.
There are gaps in knowledge and understanding of the impact that wind turbines have on frequency
response and their capability for voltage support. There is opportunity to make better use of wind
turbine physical inertia. Frequency response by rotor inertia can be made faster and power systems
made more stable. The new RTC creates opportunities to incease the available reactive power.
The work of this dissertation is unique and dierent from existing literature. It adds an advanced
understanding of the natural capabilities that PE-connected wind turbines have in delivering power.
The physical link between rotor inertia and electrical load is modeled with dynamic equations and
given special consideration of a low inertia power system. The objective is then to maintain an
adequate level of frequency response for such system. Conributions to the science and art of power
system generator control go beyond simulation-based or arbitrary control design. The theorized
controller is based on DFIG physics and uses the dynamic equations to design the response. Linear
time-invariant (LTI) systems are formed that dene the frequency and voltage response character-
istic. It also extends knowledge of the new RTC and derives the reactive power operating limits
to compare capability with the conventional STC. Experiments are performed that validate the
theories.
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Power systems with low inertia are more susceptible to frequency deviation, and there is question
as to whether DFIG wind turbines contribute their physical inertia to transient frequency response.
A primary challenge of low-inertia power systems is frequency response and the increased burden on
voltage and frequency controllers [96, 97, 98]. Inertia of the double-fed induction generator (DFIG)
wind turbine rotor provides a mechanism for energy storage and transient frequency response via
partial coupling of the rotor mass and stator magnetic eld. Wind turbines using DFIG technology
drivetrain assemblies have considerably less inertia than those of a steam turbine [99]. And, they are
becoming a large portion of generation portfolios with opportunity for market growth [100, 101, 102].
DFIG real and reactive power control can provide regulation in under 100 ms, and wind turbine
blade pitch can regulate speed within 10 s [103]. Inertia emulation with droop control is found useful
in and beyond this range, with limited penetration [9, 104]. The period before control mechanisms
activate is most critical, but constant-frequency assumptions are invalid at high penetration and
this marginalizes frequency stability. The utility of DFIG physical inertia in frequency response is
not fully understood and it may be possible to extend their capability.
This chapter investigates the physical capability of DFIG wind turbine rotor inertia to support
generator load with transient frequency response. Grid-connected and self-supporting power systems
are tested to identify the short-term impact of electrical load change on DFIG stator frequency us-
This chapter contains work published in N. David and Z. Wang Physical rotor inertia of DFIG wind turbines
for short-term frequency regulation in low-inertia grids, 2017 IEEE Power and Energy Society General Meeting,
Chicago, IL, 2017, and N. David, T. Prevost, F. Xavier, and Z. Wang,Model-based control addition to prescribe
DFIG wind turbine fast frequency response, Wind Energy, Wiley, July, 2019.
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ing a 7.5 kW laboratory machine. Linearization is used to estimate torque, speed, and frequency
deviation moments after transient onset. Evidence in this dissertation shows that the DFIG and
wind turbine hub assembly can provide physical inertia for short-term frequency response. Transfer
functions are derived from DFIG electromechanical and generator controller dynamic models to
conduct stability analysis in the low-inertia systems. A marginally-stable eect on FFR is demon-
strated with torque and reactive power (TQ) and frequency and voltage (FV) droop controls. This
lack of disturbance attenuation is a root cause of high ROCOF and undamped oscillation.
To improve the response, this chapter proposes a synchronous reference frame DFIG controller
that acts by following low-frequency grid dynamics and adds a high-pass-ltered PI-controlled load-
responsive frequency and voltage (FV) control component to the existing qd current commands.
It draws on elements of the existing art of control, operating on current commands to maintain
harmonic integrity and using a washout lter to limit the low-frequency response. It uses only lo-
cal measurements and does not require communication. It is dierent from other DFIG controllers
in that it provides a temporary fast-acting and continuous time-varying response to a system load
change. Furthermore, the FV control is derived in a straightforward manner and is designed indepen-
dent of the TQ controllers using only the DFIG dynamic model. The TQ and new FV controllers are
made to complement each other and there is an ability to tune the poles and zeros of the frequency
response transfer function. Capability of sustained support is limited by the physical inertia.
Laboratory experiments using a micro-scale DFIG wind turbine with hub-emulating ywheel
prove better transient frequency response even under extreme load change. The result is a DFIG
controller that acts to move a pole away from the origin and reduces the inertia-dependent natural
frequency, damping and stabilizing the FFR transfer function. Value is achieved in providing inertia
for immediate and continuous response to support load change. The proposed frequency response
can increase the contribution of existing physical inertia from wind turbines and raise the frequency
nadir.
The specic objectives of this chapter are to
1. Model the potential capability of DFIG wind turbine physical inertia to stabilize and correct
stator frequency immediately following onset of a load transient in low-inertia power systems.
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2. Evaluate the frequency deviation due to small load change using a linearized wind turbine
model and large change using simulated high-order dynamic models.
3. Derive FFR transfer functions to describe how DFIG controllers inuence frequency stability.
4. Propose a FV DFIG controller to complement existing TQ controllers and improve the utility
of wind turbine inertia.
5. Experimentally demonstrate the benecial nature of DFIG response during extreme transients.
Section 3.3 establishes operating conditions and explains principles of DFIG wind turbine-based
power systems. Section 3.4 models the DFIG to estimate the potential capability of inertia in fre-
quency response. It provides linearization of DFIG dynamic equations to estimate stator frequency
deviation following load change. In section 3.5 DFIG and control dynamics are modeled and the
problem of frequency stability is evaluated. Transfer functions of frequency response to load change
are derived to evaluate the natural response. Section 3.6 proposes a novel controller that corrects and
prescribes the frequency response in a way that makes use of physical inertia and that adapts to load
change. Experiments in Section 3.6.2 demonstrate the proposed wind turbine inertial capability and
prove eective utility-integrated and islanding response. Conclusions regarding DFIG wind turbine
capability and contribution to frequency response are provided in Section 3.7. The contributions of
this chapter improve the understanding of low-inertia power systems and DFIG dynamics. Subse-
quently, they improve how DFIGs operate in low-inertia power systems. The developments gained
in this chapter are then applied in chapter 4, where the new stabilizing characteristic of DFIGs is




∗ Control set-point command.
e In synchronous reference frame.
′ Referred to stator using turns ratio.
Ps, sch, Ps, act Scheduled, actual generator power at stator.
fe, sch, fe, act Scheduled, actual electrical frequency.
Te, Tm Electromagnetic, mechanical torque.
Ps, Pr Stator, rotor terminal power.
Ps, MPPT Stator power corresponding to MPPT.
Qs Stator terminal reactive power.
θe, θr Stator voltage, rotor electrical angle.
ωr, ωrm Rotor electrical, mechanical speed.
ωe, S Stator electrical frequency, generator slip.
vabcs Three phase stator voltage.
iabcs, iabcr Three phase stator, rotor current.
veqs, v
′e
qr Stator, rotor q-axis voltage.
veds, v
′e
dr Stator, rotor d -axis voltage.
ieqs, i
′e
qr Stator, rotor q-axis current.
ieds, i
′e




qr Stator, rotor q-axis ux.
λeds, λ
′e
dr Stator, rotor d -axis ux.
T ∗e , Q
∗
s Torque, reactive power set-point.
ω∗e , v
e∗
qs Frequency, voltage set-point.
i′e∗qr, T, i
′e∗
dr, Q Set-point by torque, reactive power control.
i′e∗qr, F, i
′e∗
dr, V Set-point by frequency, voltage control.
Parameters
P Number of generator poles.
J , H Physical, per-unit inertia.
Srated Rated value of apparent power.
rs, r′r Stator, rotor winding resistance.
Lls, L′lr Stator, rotor winding leakage inductance.
LM Stator and rotor mutual inductance.
Ls Stator self inductance, Ls = Lls + LM .




lr + LM .
spT,Q Poles of torque, reactive controllers.
szT,Q Zeros of torque, reactive controllers.
spF,V Poles of frequency, voltage controllers.
szF,V Zeros of frequency, voltage controllers.
Ki Proportional gain of current control.
36
τi Time constant of current control.
KT Proportional gain of torque control.
τT Time constant of torque control.
KQ Proportional gain of reactive power control.
τQ Time constant of reactive power control.
KF Proportional gain of frequency control.
τF Time constant of frequency control.
KV Proportional gain of voltage control.
τV Time constant of voltage control.
τ1 Current control lter time constant.
τ2 TQ control lter time constant.
τ3 FV control lter time constant.
τ4 FV command lter time constant.
τ5 MPPT command lter time constant.
τ6 FV washout lter time constant.
3.3 Principles of DFIG frequency response
A realistic power system to evaluate DFIG wind turbine response is illustrated in Figure 3.1.
The hub and gearbox rotating mass are emulated in the laboratory by a rotor ywheel and driven
by a dynamometer. Resistive loads are connected at the stator-side of circuit breaker CB1 via CB2
and CB3. The DFIG is controlled by a machine-side converter (MSC) while a grid-side converter
(GSC) regulates the dc-link voltage and the reactive power at the GSC terminals. CB4 and CB5
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allow GSC inuence to be either neglected or considered in the tested response. Generator control
relies on voltage and current sensing at the machine-grid terminal (MGT) and current sensing at
the machine-converter terminal (MCT), thus always measuring frequency at the local load. Current
is dened positive into the machine. It is assumed that utility generation is composed of additional
sources providing inertial, primary, and secondary response, such as synchronous generators, PE-
connected PV, and other wind turbines. Opening CB1 with CB4 open and CB5 closed makes the






















Load 1: 3-ph Y
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Tm, v, i, θrm
From sensors
T ∗m
To dyno hub emulator
Figure 3.1: High-level schematic of a DFIG-based local power system for laboratory testing.






= Te + Tm −Dωr, (3.1)
whereD is mechanical damping and Tm is the mechanical torque applied by the wind. Here, Te,m > 0
causes positive acceleration, dωrdt > 0. In steady state, Te = −Tm. It is assumed that Tm corresponds
to electrical rotor speed, ωr, for maximum power point tracking (MPPT) [42], as











where ρ is air density, Cp is the performance coecient, r is the swept area radius, g is the gear
ratio, λ is the tip-speed ratio, and P is the number of poles. Electrical dynamics and MSC control
both inuence electromagnetic torque Te.
Per-unit inertia, H, has units of seconds and physical inertia, J , has units of kg ·m2. They are






where Sb is the generator per-unit power base (Srated) and ωb is the power system angular frequency
base (ωb = 2π60 rad/s), and P is the number of generator poles. When H is given on a machine
base, a steam-driven synchronous generator system may have H ≈ 612 s whereas wind turbines
have H ≈ 23 s [99]. Solar photovoltaics (PV) have H = 0 s. In systems with low inertia ωe is more
inclined to accelerate; it cannot be considered constant.
Stator and rotor terminal power are related to mechanical shaft power and speed by
Ps =
−Pm
1− S , (3.4)
Pr = −SPs, (3.5)





and ωe is the power system angular frequency, which varies during disturbance. Te < 0, Ps < 0, and
























The DFIG electromagnetic dynamic model has been derived for the synchronous reference frame
(SRF) [85]. It is normally applied under the assumption of a constant stator frequency. In this
chapter, that assumption is relaxed so that dωe/dt = dωr/dt, meaning the DFIG operates with
constant slip. This assumption is what underlies the ability to achieve 100% wind power for transient
frequency response.
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3.4 Estimating potential for frequency response  control action neglected
Frequency response of the DFIG varies with PE control action. To understand the capability of
the DFIG, it is important to rst understand how it responds to a disturbance without the eects
of control included. This section predicts and tests the frequency response in a condition where the
actuation of the MSC voltage is neglected. The next section derives the impact that conventional
control action has, and the section after that derives a new controller to correct the response.
3.4.1 Analytic development
Rotor speed and stator frequency deviation at t = Tdur are estimated by the linearization of
(3.1) about the operating point. Dynamic equations of the DFIG describe how Te changes and are




















dr − (ωe − ωr)λ′eqr + pλ′edr (3.12)
where p is the derivative operator, ddt , and
λeqs = Lsi
e



















dr + LM i
e
ds. (3.16)














Consider a resistive load connected at the stator, then ieqs = −veqs/RL and ieds = −veds/RL.
Load change creates a change of ux, thereby changing torque, rotor speed, and stator frequency.
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Frequency stability and response capability are assessed by estimating the frequency deviation a
short time, tT, after changing RL. Pre-transient conditions are denoted by subscript 0, and post-































When evaluating the dynamic voltage equations with inclusion of RL, it is mathematically
convenient to dene a = rs/RL. Rearranging (3.15) and (3.16) for i′eqr and i
′e
dr, respectively, the













































































Change of torque, ∆Te, is computed by nding the change of ux due to stator load change;
∆λ(a) = λ′(a0)∆a, where λ′(a0) is the partial derivative of λ with respect to a and evaluated at the
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initial condition. This allows for linearization to estimate ∆Te. First, (3.21)  (3.24) are arranged
for ux in terms of veqs, ωe, ωr, a, and inductance. For example, (3.21) is arranged for λ
e
ds, in























































































































































dr − λ′eqr0∆λeds − λeds0∆λ′eqr
)
. (3.38)











At t = Tdur, the electrical rotor speed and stator frequency are
ωrT = ωr0 + ∆ωr (3.41)
ωeT = ωe0 + ∆ωe. (3.42)
Stability of the DFIG alone can be evaluated using a transfer function of the frequency response.
To eliminate the inuence of control action, consider v′eqr and v
′e
dr constant. Linearizing (3.1) about the








Therefore, the linearized swing equation in the Laplace domain is
2J
P
s∆ωe = −D(1− S)∆ωe + ∆T ∗e (3.45)








The system is stable and the pole is located by parameter J . This suggests that the DFIG itself is
not problematic. Response with control action is analyzed in the next section.
Herein, the machine under test is representative of a DFIG wind turbine operating with MPPT
andQs = 0 var. The grid-side converter (GSC) has an ideal response, such that its output impedance
does not inuence stator ux. Rated power of the DFIG is 7.5 kW at 1800 rpm, with a back-to-back
converter rated 2.5 kW. Generator electrical parameters are listed under machine 2 in Table 5.1.
The generator rotor has inertia Jgen = 0.15 kg ·m2. Assuming a wind turbine inertia of H = 2.6 s,
the corresponding hub inertia is Jhub = 2.5 kg ·m2. With radius of swept area, r = 2.25 m, gear
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Figure 3.2: Linearized DFIG wind turbine stator frequency deviation for 200 ms after a ±1% (x/·),
±5% (?/◦), and ±10% (/+) load change when having (a) J = 2.65 kg ·m2 and (b) J = 0.15 kg ·m2.
ratio g = 4.4, performance coecient Cp = 0.45, constant tip-speed ratio λ = 8, and air density
ρ = 1.25 kg/m3, the wind speed range of vw = [4, 12] m/s corresponds to slip range S = [0.5,−0.5].
Frequency deviation for load steps of ±1%, ±5%, and ±10% of nominal MPPT across the wind
speed range are calculated. Results for Tdur = 200 ms are plotted in Fig. 3.2.
With inclusion of equivalent hub inertia, the stator frequency deviation is less than 2 mHz, as
predicted in Fig. 3.2 (a). As hub inertia is reduced to zero, inertia in the system is only that of the
generator rotor. Even considering only this very small amount of inertia, the frequency still deviates
by less than 40 mHz, as predicted in Fig. 3.2 (b).
3.4.2 Experimental low-inertia dynamics evaluation
The power system dynamic model includes the DFIG, a MSC, LCR sine-wave lter between
the MSC and DFIG, and switchable stator load. The equivalent qd circuit in the synchronous
reference frame is shown in the schematic of Fig. 3.3. The converter qd output voltage commands and
measured stator frequency are latched to the pre-transient value and the converter transformation
angle is allowed to continue variation with rotor angle and integration of the latched PLL-measured
stator voltage frequency, thereby eliminating inuence of control systems.
Simulated response for 10% load increase at rated speed and power is pictured in Fig. 3.4. Stator
load is switched at t = 0.01 s. High-order harmonics and PLL measurement give rise to a sudden
drop of 0.4 Hz in the rst 20 ms. A slow drop starting at t = 0.025 s is present and correlated with
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Figure 3.3: Schematic diagram of a DFIG-only system, modeled in the synchronous qd reference
frame and including an LCR sine-wave lter and switched stator load.
and the load is balanced via stored energy in the rotor. DFIG physical inertia appears sucient for
frequency regulation during small load change.
The experimental system consists of a dynamometer driving a 7.5 kW DFIG with 2.5 kW back-
to-back, 3-ph, H-bridge converter. A high-level diagram of the test system is depicted in Fig. 3.5.
The laboratory setup is shown in Fig. 3.6. The dynamometer, machine-side-converter (MSC), and
stator load conguration are controlled by a dSPACE ds1103. The system is initially brought to
steady-state speed and power using a dynamometer and a DFIG utility connection with normal
converter operation. After switching the dynamometer to torque control mode with constant value
Tm, a stator load transient is induced by operating circuit breakers. The rotor accelerates with
imbalance of generation and load torque.
Without a hub-emulating ywheel attached to the rotor, an extreme case of load loss with only
generator rotor inertia, Jgen, is evaluated. At rated speed and power (1800 rpm, 7.5 kW and 0 var),
disconnecting the stator causes the electrical load to drop by 2/3 and the stator reactive power to be
unchanged; the MSC is still extracting 2.5 kW during this time. Stator voltage and PLL-measured
frequency deviation are observed in the oscillogram of Fig. 3.7. The load step-change creates an
impulse in measured frequency and Te immediately changes to meet the new load demand. Decayed
oscillation is observed in the rst few cycles with settled frequency change of less than 0.1 Hz, which
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Figure 3.4: Simulated DFIG rotor speed, stator frequency, and electromagnetic torque during a
10% load increase, starting from rated speed and power.
agrees with the approximation. Frequency deviation at the stator terminals consists of a nearly
indiscernible amount correlated with rotor speed, and a damped oscillation due to higher order
dynamics. Peak frequency deviation is nearly 3 Hz in this non-controlled transient. This test shows
that when inuence of PE control is removed, inertia is able to limit the frequency response during
PLL-based grid-following operation. Control action has aects that alter this response.
3.5 Eect of conventional controls on frequency stability
There is a problem with DFIG torque control: it is made to have constant torque, while this
is not what is needed in a low-inertia grid. In grids with high inertia, the frequency is resilient to
change and DFIG torque control is not a problem for FFR stability. In low-inertia grids, frequency
control that adjusts the torque command, by nature of cascaded control loops, is not able to respond























Figure 3.5: DFIG wind turbine power system test diagram, including a programmable load, grid con-
nection, circuit breakers, system controller, MSC, sine-wave lter, and programmable dynamometer.
User Interface dSPACE,x2 MSC & GSC LCR filter Dyno drive
Prog. loadsCircuit breakersDynamometerDFIGBreaker controlDyno control
Figure 3.6: 7.5 kW DFIG test stand, including dynamometer, DFIG, lters, sensors, and controller.
torque control scheme results in marginal stability and produces an unacceptable result. Following
that is a control law proposed to counteract those eects and stabilize the response.
The TQ control laws are normally derived using the DFIG dynamic equations, oriented in the
SRF. The torque controller is derived starting from (3.17), but arranged with λ′edr in terms of i
′e
dr

















Generating torque, Te < 0, is made with i′eqr > 0. Rearranging (3.47) for i
′e












The q-axis rotor current command is dened to contain a feed-forward component to accomodate
the non-torque-dependent term and a PI-adjustment that operates with the torque-dependent term,
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> 3 Hz ∆fe vabcs, LL
Figure 3.7: DFIG wind turbine stator voltage and frequency deviation during stator load loss;














When Te is measured to be larger (more negative) than commanded, i′eqr is reduced in eort to
reduce the generating torque. The controller works to make the actual current equal the desired














































































































































































































































ds = −4LsspτT (3.69)
KT3PLMλ
e
ds (spτT + 1) = −4LsspτT (3.70)
KT =
−4LsspτT



























where it is chosen that both sp < 0 and sz < 0 for stability, and λeds is evaluated from (3.21) in
steady state λeds ≈
veqs
ωe
. To ensure KT > 0, it is necessary to place the poles and zeros such that(
1− spsz
)
> 0, |sp| < |sz|; the zero should be more negative than the pole.
The reactive power controller is designed in a similar way to control voltage. Substituting (3.16)














































































































The d -axis rotor current command is composed of a feed-forward term that is independent of Qs,
plus a PI-controlled term that is dependent on Qs. Assuming positive gain parameters KQ and τQ,
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Figure 3.8: Vector diagram of the qde axes and the relative voltage and current measurements.
Power system load increase is represented by a voltage angle step at the DFIG stator terminals;
here δ = −8◦ and vectors are enlarged for eect but generally reside in the quadrant shown.
The value of KQ can be determined by placing the pole at a specic location.
2LsspτQ
3veqsLMKQ


















Both the zero and the pole are placed in the left half plane. To ensure KQ > 0 it is necessary that
|sz| > |sp|. (3.97)
The zero must be at a location more negative than the pole.
Action of the torque controller is what marginalizes the frequency stability. The problem is
illustrated by the space vector diagram in Fig. 3.8. Consider a load increase that appears as a
voltage angle step, δ < 0. The synchronous reference frame phase-locked loop (SRF-PLL) tracks
the angle change, thus the transient appears in measurement of the reference frame frequency,
theqd currents, and the resulting calculation of electromagnetic torque. Current and torque exhibit
an apparent step-change and frequency exhibits an impulse.
The qd currents initially appear at point 1© in Fig. 3.8. A load increase causes the PLL angle
to change in a way that makes the qde currents appear larger, thus so does Te. Measurement that
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results in ∆Te can be modeled by an equivalent −∆T ∗e , then stability with respect to the DFIG
controllers can be evaluated. When a load increase creates a voltage phase shift, δ, at the stator
terminals, the current then appears to have value at point 2© and quantities in (3.1) and (3.6) 
(5.8) change accordingly. When the reference frame shifts from qde1 to qd
e
2, the MSC voltage moves
from v′er1 to v
′e
r2, as the reference frame follows the phase shift. The current controller responds
relatively fast and the torque controller responds more slowly. Although current control may correct
the current from point 2© to 3©, the TQ control also immediately accelerates the current command
in eort to correct the TQ measurements, by action of (3.49) and (3.82), but does so more slowly
and without consideration of the stator voltage and frequency. This actually causes reduction of
Te in response to the load increase, opposite of the desired eect. In low-inertia grids, this further
acceleration is too rapid for reliable operation.
To link eects of physical inertia and controller inuences, (3.1) is used with Te written in terms




































+ Tm −D(1− S)ωe. (3.98)
Including the TQ-controller inuence of (3.49) and (3.82), and assuming that λeds ≈ veqs/ωe,

























+ Tm −D(1− S)ωe.
(3.99)
Equation (3.99) means the control parameters KT and τT inuence the frequency response. It
aords building the transfer function to study frequency response due to apparent change of torque
command, H(s) = ∆ωe(s)/∆T ∗e (s).
Linearizing (3.99) about the operating point, the partial derivatives df(ωe, T ∗e ) = (∂f/∂ωe)dωe+
(∂f/∂T ∗e )dT
∗
e , considering that in steady-state (Te − T ∗e ) = 0, are
∂f
∂ωe













Therefore, the linearized swing equation in the Laplace domain is
2J
P






















with veqs, ωe, and S evaluated at the initial operation condition. The system has one zero at
sz, T = −1/τT, one pole at sp1, T = 0, and a second pole at sp2, T = −D(1 − S)/(2J). The
system is marginally stable with J , KT, and τT contributing to the magnitude and phase of re-
sponse. D is usually small and a matter of physical design (e.g., the laboratory DFIG system has
D = 2.74 × 10−4kg · m2rad−1s−1) making sp2, T also close to the origin. Slowing the torque con-
troller via increasing τT can improve response by moving the zero, but the torque controller cannot
practically be made slow enough without also impacting pitch and primary response.
Droop control is a method of improving the frequency response in high-inertia grids; it is used
for voltage response too. The frequency- and voltage-droop control laws are dened as
T ∗e, D =
1
ωrm
KD, F (ωe − ω∗e) (3.104)
















The gain KD sets how the power is changed in proportion to the deviation. A frequency droop of
3-7%, and voltage droop of 0-10% is recommended [37]. A 5% droop is used for both in the
simulations of this dissertation. In a 60 Hz power system, a 3 Hz change leads to a power change in
the amount of Prated; operating on torque requires division by ωrm. And for a 575 V connection, a










For a decline in frequency, the torque is made more negative, generating more power. For a decline
in voltage, the stator reactive power is made more negative. Characteristics of the voltage response
are not considered in this dissertation.
The linearized frequency response with inclusion of droop control shows that it has limited aect
toward stabilization. In a way that is similar to how the response with inertia was developed for
TQ-only control, the linearized frequency response due to apparent torque and frequency change is












T ∗e, MPPT +
1
ωrm













































+ Tm − γωe.
(3.109)
The system of (3.109) is non-linear in ωe. It is linearized by taking the partial derivatives with
respect to each input and neglecting higher order terms. When linearizing about the operating
point, S, veqs, and ωrm are valued at the initial condition. The partial derivatives, neglecting the
high order terms, are
∂f
∂ωe








































































Notice in (3.114) that the ∆ωe caused by ∆T ∗e,MPPT is oset by the ∆ω
∗
e which is also scaled by
KD/ωrm. Stability is evaluated with respect to each input. The transfer function of output ∆ωe to
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Notice the similarity of the FFR via torque response (3.115) to the FFR of TQ-only (3.103); they are
the same. The response to frequency, (3.116), does negate the magnitude of destabilizing response
created by the torque control, but it does not aect the zero location nor does it impact either pole;
a marginally-stable response is retained.
The time-domain response is evaluated by simulating an islanding operation with a local stator-
connected resistive load in a conguration similar to that of Figure 3.1. Consider the utility-
connected wind turbine near rated MPPT power with Qs = 0 var and local resistive load con-
suming 10% more power than being produced at the stator. When the utility connection (e.g. CB1)
is opened the turbine stator is then 10% overloaded and frequency response at the load is entirely
dependent on the DFIG. Simulated inertial response in Figure 3.9 illustrates the degrading eect
of TQ control designs listed in Table 3.1. Provision of load-supporting inertial frequency response
will coincide with observation of more negative Te and ∆ωrm < 0.
Table 3.1: Simulated TQ control designs and their frequency response.
Control designs Frequency response results
Set τ2 (ms) spT,Q (rad/s) szT,Q (rad/s) fe, nadir (Hz) tnadir (ms) fe, t=0.2 s (Hz)
A Fast 22.7 -60, -20 -30, -40 54.53 24.9 215.6
B Slow 22.7 -6, -2 -3, -4 53.81 30.9 87.67
C Slower 22.7 -0.6, -0.2 -0.3, -0.4 53.72 31.9 76.87
D Damped 22.7 -5.1, -2 -0.6, -20 52.01 40.5 58.65
E Filtered 227 -1, -2 -0.5, -4 36.31 377.4 41.22
F Drooped 22.7 Case E + 5% droop 54.2 20.9 57.7
Cases AD have ∆ωrm > 0 rpm, which means they actually respond with inertial load rejection
instead of load support. The frequency impulse creates an apparent torque increase that initiates
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Figure 3.9: Response to a 10% load increase with 100% reliance on DFIG inertia. Plotted are TQ-
only control designs made fast (A, solid), slow (B, dashed), slower (C, dot-dashed), slow with high
damping (D, dotted), slow with lower lter (E, thin dashed), and with 5% droop (F, oscillating
solid).
controller response and leads to instability. Control speed (pole placement) of the TQ controllers
eects the duration and intensity of frequency response. Case F applies a 5% frequency droop
control. Some inertial contribution is observed in ∆ωrm but with unacceptable oscillations in fe. A
controller is proposed in the next section to correct the frequency response and link it to inertial
reserve.
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3.6 Proposed control design to stabilize dynamics
3.6.1 Analytic development
The proposed control solution counteracts the destabilizing eects of TQ control. It adds a
transient-only component of current command to provide prescribed grid-following frequency and
voltage regulation. The proposed control addition easily integrates with the existing TQ controller
and links load transients to rotor speed deviation. A schematic of the control addition is drawn
inside the dashed lines in Figure 3.10. No change to the existing TQ controller is necessary.
Proposed is a second set of PI-controlled current commands added to those of (3.49) and (3.82).
The FV control design is based only on generator parameters and can be tuned for desired response.
A high pass lter (HPF) limits bandwidth of the FV response, allowing only temporary excursion
from normal TQ operation to support load change. Commands f∗e and v
e∗
qs are obtained from LPF
stator measurement so the DFIG follows slower grid dynamics. Commands f∗e and v
e∗
qs may also be
constant. The proposed controller does not provide a targeted value of apparent inertia, but rather
acts to regulate frequency via energy exchange with the rotor mass. It provides a tunable response
in mechanical and electrical dynamics.
The proposed control laws are derived using the DFIG dynamic equations, (3.9)  (3.12). The

















































Current command i′e∗qr, F is dened to cancel the non-frequency-dependent terms in (3.119) using











































































Figure 3.10: Proposed transient-only FV control addition (dashed outline) to complement existing
steady-state controllers.
It is dened as
















































































where sp,zF < 0 and spF/szF < 1 is required for stability.
Voltage control is derived in a way that is similar to how frequency control was. Again, the voltage












This is arranged for i′edr as
i′edr =
veqs − rsieqs − ωeLsieds
ωeLM
. (3.127)
Current command i′e∗dr, V is dened to cancel the non-voltage dependent terms in (3.127) using feed-























































































where sp,zV < 0 and spV/szV < 1 is required for stability.
Since both TQ and FV controls operate on the same current command, but with dierent
objective, it can be possible for them to interfere in the production of Te and cause undesirable swing
in ωr and ωe. However, their respective individual controller transfer functions can be designed to
mitigate interference. In fact, the FV response can be made fast enough to provide reliable stability
while the low-frequency FV response is washed out in order to follow slower dynamics with TQ
response.
The transfer function of (3.123) describes the ideal outcome of the controlled electrical frequency
dynamics, but it does not consider how the rotor inertia impacts the frequency response. For that,
the swing equation must be used with treatment of Te using the new control law. The eect of
combined TQ and FV control can be derived in a way similar to (3.103), (3.115) and (3.116).
Transfer functions of the system prove the stabilizing properties of the proposed control addition.









wherei′e∗qr, T is obtained from (3.49) and i
′e∗
qr, F is obtained from (3.120). A high-pass lter separates
















































+ Tm −D(1− S)ωe. (3.135)






































































+ Tm − γωe. (3.137)
















































+ Tm − γωe. (3.138)
Equation (3.138) is non-linear in ωe. Stability of the frequency response is evaluated with respect
to each control variable, T ∗e and ω
∗
e . The swing equation is linearized about the operating point by
rst taking the partial derivatives df(ωe, ω∗e , T
∗









and then evaluating at the initial condition. Neglecting higher than rst-order terms, the partial
derivatives of (3.138) are
∂f
∂ωe




























The swing equation is then written in form of a dierence equation as
2J
P
























Following principles of superposition, the stability with respect to each input is evaluated. The








































P s+D (1− S)
) . (3.145)
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This response is similar to that of TQ-only, (3.103), and TQ with droop, (3.115).


































































































and it is positively dampened.
The aect of frequency control counteracts the aect of torque control and the response with
respect to ∆ω∗e is stabilized. There is one zero that is placed by τF and two poles, one of which is
placed by τ6 and the other by J . Magnitude of the response is scaled by KF. Also, the torque control
parameters KT and τT do not appear in ∆ωe∆ω∗e , instead they only appear in
∆ωe
∆T ∗e
. Compared to droop
(3.116), the new transfer function of HiPRE (3.151) has better damping. The FFR is made stable.
3.6.2 Experiments with the proposed response
Experiments of utility-connected and islanding operation are performed under several pro-
posed control designs and load-transient conditions. The low-inertia DFIG test system is shown
in Figure 3.11 and with components and connections as in Figure 3.1. It consists of an 1800 rpm
7.5 kW DFIG with an 86 kg steel ywheel attached to the rotor shaft, achieving J = 2.5 kg·m2.
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Generator electrical parameters are listed under machine 2 in Table 5.1. The generator is driven by
a dynamometer using a torque-control mode with constant torque Tm for the duration of study;
variation of aerodynamic torque with ωr is neglected. The GSC and MSC are controlled by dSPACE
ds1103 microcontrollers.
Tests are performed in this section to evaluate response capability for i) utility-connected support
without inuence of the GSC, and ii) island support with the GSC. More negative Te and ∆ωrm < 0
is evidence of the inertial response to load increase. Rotor kinetic energy is provided to support the
electrical load.
User interface dSPACE MSC & dc-link RL filter Dyno drive
Dyno control DFIG Flywheel CB1 DynamometerCB2 Local loads
Figure 3.11: Low-inertia power system test stand with a 7.5 kW DFIG and hub-emulating ywheel,
dynamometer, PE converters, and local loads.
3.6.2.1 Utility-connected local load support
Consider the power system drawn in Fig. 3.1 and pictured in Fig. 3.11, where a DFIG wind
turbine and local load are connected to a bulk power system via interconnection with the local utility.
The DFIG and Load1 can be treated as a balancing area, where the DFIG is responsible for powering
it, but the utility can provide support for new load if needed. Ps, Qs, Pr, and Qr are measured
at the MGT and the MCT. When CB1 is closed, local load is well supported by the high-inertia
64



























































































τ6 = 10 s
τ6 = 5 s
τ6 = 2 s
TQ-only: Te reduction
Powering less than Load1
Powering more than Load1
Figure 3.12: Utility-connected DFIG fast frequency response to a local 6.1 kW load increase, for
control cases listed in Table 3.2.
utility connection provided at the laboratory. GSC inuence is ignored by having CB4 closed and
CB5 open. Initially, Load1 is connected and the DFIG has ωrm = 1630 rpm (Ps, MPPT = 4.3 kW).
Transient is induced when Load2 is connected.
Pictured in Fig. 3.12 is the rst second of the utility-connected response to the local 6.1 kW
resistive load increase, for the control sets summarized in Table 3.2. Case A is TQ control alone,
and BD are TQ plus FV (HiPRE) control. HiPRE raises the nadir of ∆fe. The same TQ control
design is used for each case; the poles and zeros of the closed-loop transfer functions (3.62) and (3.90)
have poles spT,Q = −0.5,−0.5 rad/s and zeros szT,Q = −1,−1 rad/s with LPFs of τ2 = 0.16 s. The
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poles and zeros of the FV control closed-loop transfer funtions (3.123) and (3.131) are placed so
that spF,V = −10 rad/s and szF,V = −20 rad/s with LPFs of τ3 = 0.08 s. The FV controllers follow
the grid with τ4 = 15 s. For this test, FV response is made faster than TQ response and (3.148) is
stabilized. Larger τ6 moves a pole relative to the zero and makes the FV control act on slower grid
dynamics; if it is too slow interference with other utility primary response can occur, evidenced by
periods of ACE∆fe > 0, where ACE = Ps, actual −Ps, MPPT and ∆fe = fe, actual − fe, prior. Case D
has good response; it has smaller τ6 and shows mostly ACE∆fe < 0, meaning the DFIG supports
the new load. Cases B and C do have initial periods of 200 ms and 500 ms, respectively, in which the
ACE∆fe < 0, meaning the DFIG provides immediate arresting response before relaxing. That rst
swing is followed by a time when ACE∆fe > 0 as more power is provided by the utility. This is the
result of the controlled damping in the transient-induced swing, as a matter of the HiPRE design.
Case A is droop control and the ACE∆fe ≈ 0 indicates a benign reaction to the load increase, and
actually, Te shows a small amount of load rejection. The rotor speed immediately drops when using
HiPRE but not when using droop. This means that, when using HiPRE, the sudden load increase
is balanced by the DFIG stored rotational energy.
Table 3.2: Tested FV control designs and their grid-connected frequency response.
Designs A (TQ-only) B (TQ+FV slow) C (TQ+FV med) D (TQ+FV, fast)
τ6 (s) NA 10 5 2
∆fe, nadir (mHz) -7.4 -2.8 -4.1 -3.5
t at fe,nadir (s) 0.120 0.135 0.099 0.079
∆ωrm, nadir (rpm) NA -102 -72 -65
t at ωrm,nadir (s) NA 6.9 4.5 3.9
Comment: Benign grid support Little export, more import More export, less import Mostly export
Cases of Figure 3.12 are shown for an extended duration in Figure 3.13. As the DFIG transient
support settles, it returns to MPPT conditions and the interconnect powers the new load. HiPRE
control make the DFIG immediately add more power to support the new load, and the increase
changes with time and depends on τ6 (the corner frequency of the HPF that separates torque and
frequency control response), evidenced in ∆ωrm and ACE∆fe. Case D has the smallest τ6, making
the balance of frequency and torque control response shifted to the higher end of the frequency
spectrum, reducing the bandwidth of the frequency controller. Case B has the largest τ6, shifting the
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Figure 3.13: Long-term utility-connected response to the local 6.1 kW load increase.
corner frequency of the HPF to the lower end of the frequency spectrum and making the frequency
controller active at lower frequencies. Larger τ6 results in the rotor speed dropping more and being
slower to return as the DFIG tries to power more of the new load for a longer duration. Smaller
τ6 results in less ∆ωrm. In this grid-connected condition, the ACE∆fe of the DFIG is impacted
primarily by the power change and less by the frequency change. Rotor speed and Te, MPPT are
restored upon decay of transient response and return to scheduled frequency. Response is temporary
and distributed between electrical and mechanical systems.
3.6.2.2 Island local load support
Earlier sections have shown capability for inertial response and proposed a control law to link
rotor kinetic energy to the electrical frequency response. To study the full DFIG capability as
commonly congured today, tests are performed with the GSC controlling the dc-link and connected
to the stator by CB5, with CB4 open. During islanding tests, energy cannot be sourced from
anywhere except the physical rotor. During operation at sub-synchronous rotor speeds (tested here
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at 1100 rpm, case X) power is injected into the rotor terminals by the MSC. During operation at
super-synchronous speeds (tested here at 1400 rpm, cases Y and Z) the MSC extracts real power
from the MCT. Since the GSC handles only up to one-third of the total power in steady-state, and
because it is designed to follow applied voltage, it's inuence is not expected to be great. In case X,
Load1 is connected drawing 2.4PMPPT. In case Y, Load1 is conneceted drawing 1.17PMPPT. In case
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Figure 3.14: Frequency response during islanding with the GSC connected at the stator terminals.
Shown is response when ωrm < ωsync (case X) and also at ωrm > ωsync (cases Y and Z).
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Cases X, Y, and Z in Fig.3.14 have the same FV and TQ controller design. The transfer functions
(3.123) and (3.131) are designed so that spF,V = −20 rad/s and szF,V = −40 rad/s with the HPF
corner frequency has τ6 = 2 s. LPFs of the FV control have τ3 = 0.08 s. Response of the TQ
controllers are designed with the same parameters as used in the tests of section 3.6.2.1, which
are relatively slow compared to the FV control. For all three, the frequency response has similar
appearance; i.e. they have the same FV control transfer function design. As time goes on without
primary response from other generators, the frequency command, ω∗e , continues to decline and
torque is further increased until the DFIG faults due to rotor over-current. During the gradual
decline of fe, other sources should provide primary response to meet the new load requirement.
Inertial response with the new FV control maintains the stator voltage with good quality; transient
is nearly indiscernible in vabcs.
The eects from droop control are not included in the plots of Fig.3.14. Instead, the islanding
response of a 5% droop is compared to the response of HiPRE, with the fore-mentioned control
design, in the photographs of Fig. 3.15. These are photographs of one of the rst times in which
HiPRE was made to work with the experiment test stand. Shown there is an oscilloscope capture of
the abc terminal voltage (bottom traces) and the PLL-measured frequency (top green trace). The
droop control case of Fig. 3.15 (a) is zoomed to a total duration of 800 ms, and HiPRE control case
of Fig. 3.15 (b) is zoomed to a total duration of 400 ms. In this case, the rotor speed is 600 rpm
(cut-in speed) and load1 is connected.
The result in Fig. 3.15 (a) shows oscillation of the terminal voltage when using droop control.
When the transient of islanding occurs, the local load requires the DFIG generate more power. The
frequency drops more than 1 Hz and oscillates with action of the droop control. Compare this to the
smooth transition in Fig. 3.15 (b) that is aorded by the HiPRE control. Upon transint, deviation is
quickly arrested and the frequency stabilized to a deviation of only 0.2 Hz. Even before the transient
occurs, dierence in the trace of fe is observed, where less noise is present in the signal caused by
HiPRE. The oscillating result of droop control agrees with the simulated islanding response shown
in Fig. 3.9. Compared to droop control, HiPRE control can provide better FFR service.
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(a) (b)
Figure 3.15: Photograph of oscilloscope traces comparing the islanding response of the abc stator
voltage and PLL-measured fe when using (a) droop control and (b) HiPRE control.
3.7 Conclusions of potential for PE-coupled inertia in frequency response
DFIG wind turbines could contribute to the inertia of power systems, but present controls do
not make use of this property. The key to improvement is understanding that fe must be considered
non-constant in low-inertia power systems. The DFIG controller proposed and tested in this chapter
showed how it is possible to make a better use of the available inertia. It requires no headroom,
additional hardware, or communication and is easy to design. Some turbines are presently able to
provide synthetic inerti which consists of a boost of power in case of frequency decrease. Contrary
to synthetic inertia, the method of this chapter contributes rotor kinetic energy to support load
change, not simply frequency change. Equations and experiments using the new controller have
shown evidence of reliable support from DFIG inertia for frequency response in grid-connected
and islanded conditions. Compared to the existing state of art, stability can be improved and the
contribution of DFIGs to the provision of frequency response can be increased.
Future variations from this control may include saturation of the grid-following FV commands.
The turbine would then act to follow the grid with inertial support in normal operation and regulate
power and rotor speed to form the grid with constant frequency regulation at the command-value
boundaries. Smooth transition from islanded to grid-connected topology could also be supported
and is studied in chapter 4. With the new inertial capability, the DFIG could be thought of in a
dierent way when planning for economically attractive provision of energy and reliability. Wind
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turbines could be distributed as system-healing resources that provide response to local transients.
Additionally, the concept of transient-only control additions could be made in other PE generators
too, making use of capacitive or chemical energy storage in transient response as well.
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CHAPTER 4. DYNAMIC SECURITY OF DFIG WIND-POWERED
SYSTEMS  THE ROLE OF INERTIA
This chapter aims to explain mechanisms behind today's observations and to ll gaps in the
knowledge and practice of power system control. It models DFIG dynamics in aggregated groups to
evaluate wind farm capability in multi-bus power systems and strives to develop future systems that
are powered solely by wind power. It builds on the DFIG transient frequency and voltage controller
developed in Chapter 3 and applies it and the new low-inertia non-constant frequency assumption
to derive the frequency response transfer function for a group of wind turbines. Using MATLAB
Simulink to run time-domain simulations, it projects the new nding of enhanced stability and
demonstrates the DFIG traits and its impact to other generators in the power system. With the
modied control software, power system transients are dampened by the sum of the collective wind
farm inertia. This improvement to the art does not require hardware change. Eects are rooted in
math and physics and the result is a continuous-time description of its stable character.
4.1 Introduction
Wind turbine inertia is inherently linked to power system frequency response and its eect
is governed by the physics of electromagnetic and generator control laws. Chapter 3 proved that
the current state-of-art in wind turbine DFIG control, "droop", does not bring reliable operation of
power systems when at 100% wind power penetration. Reliability with the current art, droop control,
requires use of synchronous generators for sake of their inertia [12]. But, in fact, wind turbines can
be controlled in a way to make their inertia more eective in providing the necessary fast frequency
This chapter contains material published in N. David and Z. Wang, Functional assessment of DFIG and PMSG-
based wind turbines for grid support applications, nal report (18-08). Tempe, AZ: Power Systems Engineering
Research Center, 2018.
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response (FFR). New technologies can make DFIGs play a more useful role in regulating fault and
overload conditions and may be able to participate in frequency regulation markets [25, 105].
The DFIG frequency and voltage (FV) controller proposed in Chapter 3, HiPRE, was shown to
have good characteristics in the link of inertia to FFR. Those control laws resulted in the propor-
tional and integral (PI) gains of the frequency and voltage (FV) control, shaping the FFR transfer
function of the DFIG. In this chapter, HiPRE is applied to a multi-bus power system in order to
understand what the broader benets are that wind turbine inertia can bring to other generators
and the system as a whole. Equations that describe an aggregated frequency response for a network
of DFIGs are derived in a way similar to those of a single DFIG, as done in Chapter 3.
DFIG traits and the merits of power system performance are evaluated and comparison is
made between HiPRE and the state-of-art droop method. These simulations are similar to those
in Chapters 2 and 3 of [71]. There, the response of synchronous generators to a fault in a 9-bus
system is studied, as well as stability of a two-area system. Here, the extreme response to a 3-
ph line-to-ground fault is studied with DFIG wind turbines in increasing penetration. The DFIG,
unlike the synchronous generator, has an internal voltage made by a PE converter and it depends
on the fault condition and nature of the feed-back control system. With HiPRE, the DFIG is
made to have a stable frequency response transfer function, unlike the marginal stability made by
droop. This means that disturbances appearing at the DFIG terminals, including oscillations, are
dampened throughout the frequency spectrum. Simulations in this chapter nd that DFIGs with
HiPRE control can provide increased short-circuit current and faster more stable fault recovery than
those with droop. Operation of fault-tolerant 100% wind-powered systems is demonstrated.
This chapter addresses two main questions that arise in the quest toward 100% wind power,
regarding fault ride-through capability, transient stability, and the eect of DFIG control on other
generators:
1) Can HiPRE control be deployed to many DFIGs without harmful interactions?
2) Can dynamic security be provided by only the inertia of wind turbines, i.e. without syn-
chronous inertia?
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Results of this chapter explain a mechanism and deciency of DFIG control today and theorizes
about the possibilities of tomorrow. They conrm the hypothesis that DFIG wind farms can pro-
vide inertia to support power system transients. The art of generator and power system control is
advanced with outcomes of:
1. an equation that shows how the summation of inertia, with inuence of control gains, locate
the poles and zeros of the linearized frequency response of a group of wind turbines.
2. added functionality of DFIG inertia from modied software control, demonstrating fault ride-
through with more than 5x the fault-current capability and 1.4x faster post-fault recovery.
3. stabilizing eect with relief to the frequency response of connected synchronous generators.
Results of this chapter suggest a new thinking that inertia aects the frequency response no
matter the type of control. It is shown that with a low-inertia assumption of non-constant frequency
the conventional torque and frequency-power droop methods have marginal stability. This limits
the utility of DFIG inertia and prevents transient-sure operation at very high penetration of wind
power. Power electronics control the time-continuous current that is linked to the magnetic eld
which is common to both stator and rotor, meaning inertia is linked to electrical frequency via
the magnetic eld. The proposed controller takes advantage of fast current-command adjustment
and injects a transient control objective upon the steady-state objective in order to stabilize the
frequency response. The increased utility of DFIG inertia may displace today's need for synchronous
generators being installed in combination with DFIG wind turbines [12]. These advances enable the
very high penetration of wind power in electrical energy systems.
4.2 Aggregating DFIGs  summed inertia.
The eect of many machines applied at a single point of connection is interesting to understand
the eects of scaling and dispersion of wind power plants. Conclusions of stability for a group
of turbines are a matter of evaluating the poles and zeros of their collective linearized frequency
response. The voltage response can be derived in a similar way considering d -axis currents, and
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although voltage response is not derived here, time-domain simulation provides useful insight to
that result.
The inertial transient period (approximately 0500 ms) is most interesting to evaluate stability
of the frequency response. Here, a transfer function of the impulse response is derived in a way
similar to how it was for the single-DFIG system considered in chapter 3, which resulted in (3.145)
and (3.151). That result indicates that the frequency response due to the apparent change of T ∗e is
made stable by use of HiPRE control, and that the frequency response due to the apparent change
of ω∗e is stable and dened by the HiPRE control law and with a dominant pole located by J . It is
dierent than droop control (which has no integral gain) where the result is only marginal stability,
described by (3.115) and (3.116). Similar eect is created when grouping the DFIGs.
Consider a system of two DFIGs similar to that sketched in Fig. 4.1. Power collection is con-
sidered ideal. Both contribute to the frequency and voltage regulation at their point of common
coupling (PCC). Collector lines and grid-coupling transformers are considered ideal. Each genera-
tor behaves according to its own measurements and control parameters. Their combined eect on
the fast frequency response is derived here and the result indicates that the closed-loop system is
made stable by using HiPRE control. The pole and zero locations are prescribed by denition of
the HiPRE parameters and the summation of the turbines' inertia. The concept can be applied to
many machines aggregated in parallel, e.g. as a wind farm. Such a collection of wind turbines is
modeled and applied to a 9-bus system in section 4.3.
Each DFIG measures the electrical radial frequency at its point of interconnection using its own
PLL. Each makes its own observation of the power system frequency as dierent variables, e.g. ωe1
and ωe2, but they are indeed measuring the same thing  change of the power system voltage angle
at the point of interconnection. During a step-change of the voltage angle, an impulse is observed
in the measured frequency and this initiates a response in each controller. Each DFIG machine-side
converter operates as a current source and all DFIGs contribute to the frequency response at the
interconnecting node.
Beginning with the swing equation for each DFIG, (3.1), and again assuming a low-inertia grid



















































Figure 4.1: DFIG wind turbines arranged in parallel with ideal power collection to a point of
common coupling.









= Te1 + Te2 + Tm1 + Tm2 − (D1(1− S1) +D2(1− S2))ωe, (4.1)
where Tm1,2 is considered constant in the duration of interest, and S1,2 is valued according to the
initial condition. Te1,2 is related to i′e∗qr1,2 as it is in (3.98), and i
′e∗
qr1,2 is dened by the sum of current
commands by HiPRE frequency control (3.120) and torque control (3.49). Adding the torque of

























+ TM1 + TM2 − (D1 (1− S1) +D2 (1− S2))ωe. (4.2)
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+TM1 + TM2 − (D1 (1− S1) +D2 (1− S2))ωe. (4.3)
Upon further expansion the system can be linearized. Neglecting high orders, the partial dierential
equations for the frequency response are
∂f
∂ωe
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e = D1 (1− S1) +D2 (1− S2) (4.12)
f = τ61τ62 (4.13)
g = τ62 + τ61. (4.14)
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Equation (4.6) indicates that the collection of DFIG inertia resists frequency change and damp-
ens disturbances in the power system as they present at the point of interconnection. It is a char-
acteristic equation, meaning the pole and zero locations describe the time domain response (e.g.
natural frequency, damping, overshoot, and settling time). There are six control parameters free to
place three poles and two zeros, and the set of zeros and a pole-pair are linked by τ6 of the HPF.
The dc gain κ, in (4.7), is proportional to the steady-state of λeds, in (3.21), and is scaled by τF1,2.
The denominator of (4.6) has one pole located by the summation of J1,2 and D1,2. The other two
poles are a stable pair placed by the high-pass lter time constants τ61,2. The numerator has a pair
of zeros placed by KF1,2 and also τ61,2 and τF1,2. Design exibility is aorded in the magnitude and
phase of the spectrum using the HPFs.
The system (4.6) is similar to (3.151) which describes the response of a single generator. The
single-generator system has one pole placed by J , and a second pole placed by the HPF. Here, in
the two-generator system, the result is again one pole located with J and the others by the HPFs.
The zeros are placed relative to the pole containing J . This result means that the HiPRE DFIG
acts with an eect of active damping and with varied attenuation across the frequency spectrum.
The new non-constant frequency assumption necessary for analysis and design of low-inertia
power electronic based power systems lead to the HiPRE control design, and now DFIG wind
turbines could be used to stabilize the grid in a way that has not been done before. The new
transfer functions describe the fast frequency response capability of DFIG wind turbines. Transfer
function descriptions can be useful in classifying the capability of response  one rooted in the
frequency spectrum and described by bandwidth and damping traits. Since each generator can have
a dierent and unique characteristic based on its priority of control objectives, an over-arching
planning goal may be to ensure adequate damping across the spectrum.
The new HiPRE control can work on one DFIG, and when it is combined with a second DFIG
also having the same HiPRE control law, but with the second turbine's own unique pole and zero
placements, that both turbines act in concert to improve the frequency response. In other words,
this control law creates the eect of moving a pole o of the origin by adding inertia and a second
pole/zero pair. This can be repeated with additional turbines, each turbine with its own HiPRE
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control parameters and inertia. In this sequential design approach, as long as the frequency controller
of each is designed for a stable closed-loop response, then its application with others will be one
that adds to the stability of the broader network. In the next section, many DFIGs are arranged at
various points in a multi-bus power system.
4.3 Benets of wind in multi-bus power systems
Wind power plants using HiPRE control can help stabilize power systems, as suggested by (4.6).
The key is in adding the output of frequency control to the output of torque control, instead of
the input of torque control. This makes the commanded current, and thus DFIG excitation, swing
faster and with greater magnitude. To illustrate eects and evaluate impact, a 9-bus power system
is tested for its transient response to a 3-ph line-to-ground fault simulated with MATLAB. The
simulations are adapted from [106]. Impact of DFIG operation is measured at other generators
operating in and across the system. Comparison between HiPRE and droop control is made and
deciency is observed in droop and benet in HiPRE.
The 9-bus power system in Fig. 4.2 contains DFIG wind turbines, synchronous generators, and
constant PQ loads. Synchronous generators are modeled with a sixth-order dynamic model but are
illustrated in Fig. 4.2 as a voltage-behind-reactance representation. They are driven with constant
power and constant excitation voltage. Neglecting governor and exciter dynamics allows a more
pure observation of the impact that DFIGs have. Benet from further stabilization and correction-
to-nominal from governors and exciters is in addition to the benet oered by the DFIG and its
controller. The transmission system and the synchronous generators are similar to those in [71].
DFIG wind turbines are modeled with their back-to-back power converter to the level of ideal
switches within the MSC and GSC and include 10 kHz pulse-width-modulation (PWM). To reduce
computation burden and simulation time, the total load is scaled to 35 MW + 20 MVAR, reducing
the total number of DFIGs needed in the simulation. To replace the synchronous generators with
wind turbines, each DFIG is made to operate near rated power and enough DFIGs are added in
parallel to achieve the necessary bus power. The system is initialized so that the wind turbines




































Figure 4.2: The 9-bus power system. Synchronous generators are a voltage-behind-reactance and
DFIG wind turbines have full converter models and a dashed outline.
turbines, similar to a static var compensators. For the 100% wind-powered case, the system is
powered by a total of 30 DFIGs. In these light-load scenarios, the amount of inertia added by the
DFIGs is small compared to the inertia of the high power synchronous generators. Yet, testing
reveals that benet is observed with as little as one DFIG added to the synchronous generators,
and especially when at 100% wind power with no synchronous generators.
Parameters and initial conditions of the system are listed in appendix ??. The DFIG parameters
are equivalent to a common 1.5 MW wind turbine, listed as machine number 4 in Table 5.1 and
available in [103]. Each generator operates with constant mechanical power input and the DFIG
T ∗e is for MPPT (3.2), meaning there is no headroom. Speed control is not modeled for any of
the generators, including DFIG blade pitch. The synchronous generators do not have AGC enabled
but do have exciters with voltage regulation. The DFIGs all share the same TQ and FV control
designs, but react to transients according to measurement at their own terminals. Droop control is
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Table 4.1: Transient response assessments of the 9-bus power system
Section Relative wind penetration Interests Outcomes
I 5.3.1 Very low 1 DFIG next to G3 DFIG traits
Short-circuit current
Fault-cleared torque
5x more short circuit current




Low 14 DFIGs next to G1 Impact on neighbors
Power and rotor speed swing
Lower initial ROCOF
Faster & raised fe nadir
III Higher 14 DFIGs replace G1
8 DFIGs replace G3
Impact on neighbors
Load angle swing
Nadir & settled value
Faster transient arrest
Less ∆ωrm and ∆fe
IV 5.3.3 100% 14 DFIGs replace G1
8 DFIGs replace G3





Damped change of fe and veqs
consistent throughout the tests and has gain dened by (3.106) and (3.107). TQ control gains in
(3.49) and (3.82) are consistent throughout the tests and have value KT = 0.1902, τT = 71.4 s,
KQ = 0.015, τQ = 25 s; the closed-loop TQ pole resides at sp T,Q = −0.007,−0.02 rad/s and zero
at sz T,Q = −0.014,−0.04 rad/s. It is made this way in order to make the TQ response much slower
than the FV response, as described in Chapter 3. FV HiPRE parameters, KF,V and τF,V and τ6 in
(3.120) and (3.128), are varied within each assessment. In the 9-bus assessments, all wind turbines
are congured for a grid-following mode of operation, in which the frequency and voltage control
commands are derived from low-pass ltered PLL measurement of their respective terminal voltage.
Constant-value FV commands create a strictly grid-forming mode of operation.
Impacts are observed in dierent time ranges and relative penetration levels. Table 4.1 summa-
rizes several assessments conducted with the 9-bus system. Case-specic objectives and outcomes,
and the section they are in, are listed there. They highlight i) DFIG traits in application, ii) impact
to neighbors within the system, and iii) the capability to support transient with 100% wind power.
4.3.1 Increased short-circuit current and more fault-cleared torque
Benets of HiPRE controlled DFIG wind turbines can be seen with even just one wind turbine
in the system. Consider assessment I in Table 4.1, where one DFIG is placed in parallel with G3 and
with a load added to the DFIG bus in order to have a net zero-power injection from the DFIG in
steady-state. Transient is induced at bus 9 by a 3-ph short circuit-to-ground fault that has line-to-line
fault impedance of 1 Ω and a ground impedance of 1 Ω, lasting from t = 5.05 s to t = 5.135 s. This
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8-cycle fault duration is chosen because it spans beyond the typical operation period of protection
relays and a non-zero fault impedance is required to prevent near-innite solutions in the MATLAB
solver.
Evidence is shown in Fig. 4.3 and Fig. 4.4 that, compared to droop control, the short-circuit
current ratio (SCR) of the DFIG can be increased when using HiPRE control. In Fig. 4.3, the FV
HiPRE control has feedback LPFs with τ3 = 0.01 s, HPF with τ6 = 0.5 s, and FV control poles and
zeros in (3.123) and (3.131) at sp, FV = −1 rad/s and with sp/sz = 0.5. Droop control uses the
same feedback LPFs. Fig. 4.4 diers in that the LPFs have τ3 = 0.1 s, widening the bandwidth of
response and creating a current impulse with faster change and thus larger fault-on magnitude.







































     
     
     

























Figure 4.3: DFIG abc current through CB1 and its q-axis current command during the short-circuit
fault when using (a) Droop control, and (b) HiPRE control.
The primary mechanism driving the DFIG response is i′e∗qr , appearing as a sort of fault-induced
impulse. With droop control, it is the result of torque control oset by the result of droop control.
With HiPRE control, it is the result of torque control plus and a fast-acting temporary shift which is
added to the current command that results from the torque control. Instead of droop control making
a gradual rise and fall of the current command in opposition to the torque command generated by
speed deviation and MPPT objective, HiPRE control makes it so that a frequency impulse injects a
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decaying current step, upon initiation of the fault, which is large enough to overcome and compensate
for the change of current command caused by the torque controller's response to the impulse and
to the speed change.
The result is that droop injects relatively little fault current. Its current command continues
to rise upon clearing the fault because of the characteristically slow response of cascaded control.
HiPRE control increases the DFIG current more during the fault than droop does. Its current
command rises as time goes on and quickly begins return toward normal conditions upon fault-
clearing. This gives the DFIG a characteristic that demonstrates ability to drive extra fault current
in eort to maintain the terminal voltage and frequency. Further enhancement is in HiPRE's ability
to adjust response to the faulted condition in a stable manner. Notice in Fig. 4.3(b) that there is
no oscillation in i′e∗qr during and immediately following the fault, as there is in Fig. 4.3(a).
The fast and stable nature of the current controller means that the current can be regulated
throughout the fault. The exible nature of the proposed HiPRE control means it is possible to dic-
tate the maximum short-circuit current. With feedback LPFs that allow response to higher frequen-
cies, the fault-on current can rise to large value with saturated limit, as pictured in Fig. 4.4. Now,
































     
     
     




























Figure 4.4: The DFIG abc current through CB1 and its q-axis command during the short-circuit
fault when using (a) fast-ltered droop control, and (b) fast-ltered HiPRE control.
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droop results in a more noticeable drop in the current during the fault. Compared to Fig. 4.3(a),
there is also more oscillation in i′e∗qr . The drop is due to the initial operation of torque control as it
drives down i′e∗qr,T in response to the initial current increase and apparently high Te upon faulting.
Droop control raises the torque command enough to increase the current beginning only around
5.08 s, about mid-fault. By that time, HiPRE control is able to make i′e∗qr reach a specied peak
value, shown in Fig. 4.4(b) saturated at 7 kA. The increase of i′e∗qr is sustained after clearing the
fault because of the integral gain; it later returns as response fades over time due to action of the
HPF. HiPRE results in larger fault-on current, and this increases Te. Pictured in Fig. 4.5 is the
response of torque and speed during the fault and for two seconds after.


























































































Figure 4.5: DFIG torque, rotor speed, and q-axis current command as a result of assessment I,
using (a) droop control and (b) HiPRE control.
Droop control, in Fig. 4.5(a), provides little current gain during the fault, going from 1500 A
to only about 1700 A. When the fault is cleared and the voltage is restored, the result is that the
feedback measurement of Te is actually lower than the pre-fault value and it is slow to return to
normal condition because of the slow nature of cascaded droop control. Also evident in the plot of
Te is a vibration in the rotor shaft that occurs during the fault. With synchronous generators in the
system, droop does result in inertia contributing to the FFR, evidenced by the immediate increase of
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ωrm during the fault and its decrease upon clearing. However, theoretically, the proportional nature
of droop control has inherent steady-state error, preventing restoration to the MPPT condition,
and it is only marginally stable. In contrast, HiPRE, in Fig. 4.5(b), is stable and vacant of high-
frequency ripple in Te and it nearly doubles i′e∗qr during the fault. When voltage is restored, Te is
increased and the rotor speed changes, dropping by 150 rpm in 0.5 s before later returning to the
pre-fault MPPT condition.
Stability during recovery of the power system upon fault-clearing is inuenced by the response
of the DFIG. Droop control, due to its marginally-stable frequency response and lack of fast cur-
rent acceleration, is unable to immediately correct the torque imbalance upon transient onset, as
assessment I has illustrated. HiPRE control is able to respond faster and improve the DFIG traits
because it operates continuously on the current command.
4.3.2 Relief to power system neighbors
Equations in section 4.2 showed that, with HiPRE, the eects of inertia in frequency response
accumulate as wind turbines are added. Each generator contributes to response in its own unique
and inherent way and without knowledge of neighboring generators' intended response. The impact
of DFIG control on other generators in the system becomes more pronounced and easily observable
at increasing penetrations.
Assessment II in Table 4.1, where SYNC1 has 14 DFIG wind turbines in parallel with it, illus-
trates the impact on frequency nadir and settled value. The control sets of Table 4.2 are tested. Set
A corresponds to droop control, and B-F are HiPRE of varied parameters. Response of the DFIG
power and speed is plotted in Fig. 4.6, along with ∆ωrm of neighboring SYNC1, expressed as stator
electrical frequency in units of Hertz. For reference, the frequency change in a no-wind case is tested
too, plotted with the thin dotted line. When wind turbines are added there is less frequency change,
and HiPRE can correct deviation better than droop.
Fig. 4.6 shows evidence that when the fault occurs at the DFIG power is increased during the
fault and sustained afterward according to the HiPRE design. Summary of the response is listed in
Table 4.2 where the metrics with improvement via HiPRE are displayed in bold font. Control set A
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Stable swing Return to MPPT
Fast reversal
More/less like droop
Small spF & larger τ6, longer settling
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Figure 4.6: Result of assessment II, the DFIG power and rotor speed and the rotor speed of neighbor
SYNC1 converted to electrical frequency and in units of Hz. Plotted are the control sets of droop
(A) and HiPRE (B  F) as summarized in Table 4.2.
is 5% frequency-power droop control, and B  F are variations of HiPRE. A longer-sustaining power
deviation in response to the frequency impulse means that the DFIG rotor speed changes more and
this makes the synchronous generator speed deviate less, evidenced by the result of control set C.
HiPRE makes the DFIG change power more rapidly to arrest frequency deviation than droop does.
Compared to droop, HiPRE can make the frequency nadir occur earlier and at higher value. The
case of set B makes the DFIG and the power system respond in a way that has similar SYNC1 ∆fe
as what droop causes. Sets D and E have faster FV pole-placements but with smaller tau6 than set
B, and the result is that the DFIG power is quickly restored and its rotor speed is nearly unchanged
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Table 4.2: Results of assessment II and the tested DFIG controls.
Design set:
A B C D E F
Black, solid Blue, dash-dot Cyan, solid Black, dot Red, dash Red, solid thin
τ6 (s) NA 0.5 5 0.1 0.1 0.5
spF NA -10 -0.1 -20 -10 -2
szF NA -20 -0.2 -40 -20 -4
∆fe, nadir (mHz) -46.46 -42.5 -40.8 -47.05 -47.32 -44.96
tfe, nadir (s) 5.485 5.485 5.47 5.501 5.501 5.521
DFIG1 Pe, cleared (MW) 2.81 3.49 3.44 3.23 3.20 3.38
t∆fe, return to 0 (s) 6.72 6.76 6.51 7.66 8.37 
∆fe, t=T+0.5 (mHz) -38.84 -35.19 -32.11 -40.85 -41.26 -42.13
ROCOFTT+0.5 (Hz/s) -0.777 -0.704 -0.642 -0.817 -0.825 -0.843
while the synchronous generator rotor speed is made to recover more slowly, reecting the trait of
more inertia post-fault. With sets D and E, the DFIG experiences a power-change that is closer to
an impulse and more closely matches the electrical load during and around the short-circuit. To the
contrary, the slow FV control with a larger τ6, set C, sustains the DFIG power increase and this
makes the rotor take on more speed change while the electrical frequency, measured in the SYNC1
rotor speed, experiences faster recovery with some overshoot that later settles. Frequency nadir
occurs 15 ms earlier and with 5.66 mHz less deviation. Case F is unique in that the DFIG is made
to have FV poles that are faster than set C but slower than B, D, and E, and the same τ6 as set
B. That results in the DFIG being under-damped, having some overshoot and decayed oscillation
in Pe, and that forces the SYNC1 ∆fe to have an extra swing that makes it deviate further and
later. With HiPRE, the frequency response can exhibit more inertia, evidenced by ROCOF = -0.64
Hz/s compared to -0.78 Hz/s with droop. A range of frequency response characteristics is possible,
and compared to droop, HiPRE control can arrest the deviation faster and relax the response of
neighboring synchronous generators.
Assessment III tests higher wind penetration, where SYNC1 and SYNC3 are both replaced by
groups of wind turbines. The remaining synchronous generator, SYNC2, has the lowest inertia of the
three synchronous generators. The impact that DFIGs have on the load angle, δ, of SYNC2 is that
deviation can be arrested more quickly when using HiPRE, evidenced by earlier nadir in Fig. 4.7.
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Figure 4.7: Result of assessment III, showing the DFIGs' impact to the SYNC2 load angle and rotor
speed using the control sets of Table 4.3.
The tested HiPRE design sets and their results are summarized in Table 4.3 where improvements
with HiPRE are displayed in bold font.
HiPRE can be tuned to create a more benign SYNC2 response, like sets D and E, or a more
dynamic response like sets B, C, and F. In this assessment, control set D may be considered most
desirable as it hastens nadir of SYNC2 ∆δ and produces less initial and overall speed change in all
three generators, so the mean of the FFR appears to have high inertia initially. The controls that
result in greater power swing means that they make it appear like there is less inertia initially, but
the time of nadir in the rst swing is made later. The initial rate of each ∆ωrm (∆fe of SYNC2)
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More or less swing Sync-gen across system
Consistent recovery
Fault nearest this gen
Figure 4.8: Result of assessment III, showing how generators share the burden of response through
their power exchange.
can be made larger or smaller as a result of the fault-cleared power, which is plotted in Fig. 4.8.
Compared to sets B and F, set C has slower sp, F, and larger τ6, thus the system exhibits a lower
natural frequency, evidenced by post-fault nadirs in ∆δ, ∆ωrm, and ∆fe that occur later and with
larger deviation in their rst swing. Sets D and E have faster FV pole-placements and slower τ6, and
they result in fast and precise power change and minimal rotor speed and frequency deviation; their
response is fast and well-damped. The result is that ROCOF can be made closer to zero because
inertia from HiPRE dampens the acceleration after the frequency impulse initiates response. Droop,
set A, has ROCOF = -0.0274 Hz/s. It has negative polarity because Pe increases more slowly after
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Table 4.3: Control designs and system-wide response for assessment III.
Design set:
A B C D E F
Black, solid Blue, dash-dot Cyan, solid Black, dot Red, dash Red, thin solid
τ6 (s) NA 0.5 5 0.1 0.1 0.5
spF , rad/s NA -10 -0.1 -20 -10 -2
szF , rad/s NA -20 -0.2 -40 -20 -4
∆δSYNC2, nadir , deg -1.22 -2.753 -5.367 -1.247 -1.247 -2.877
tδSYNC2, nadir, s 5.848 5.597 6.067 5.547 5.547 5.614
∆fe,SYNC2 nadir , mHz -76.7 -66.7 -64.2 -70.0 -70.64 -66.1
tfe, nadir , s 5.147 5.148 5.148 5.148 5.148 5.147
ROCOF, Hz/s -0.0274 0.1106 0.3452 0.0225 0.0178 0.2114
the fault is cleared thus extending the duration of torque imbalance and accelerating the frequency,
not rebounding its value as quickly. HiPRE can provide more power after the fault is cleared and
the response can be sustained and damped by just the right amount to minimize overshoot, like
set E which has ROCOF = 0.0178 Hz/s. This set has ROCOF of lower magnitude because HiPRE
dampens the transient more quickly.
All sets result in similar response from DFIG3 Pe because it is nearest to the fault. Although
DFIG1 and DFIG3 have similar ∆ωrm, DFIG1 responds dierently in Pe because it is located across
the transmission system from where the fault is. DFIG3 is at the faulted bus and experiences the
biggest ∆Pe and ∆ωrm. DFIG1 Pe appears to swing in opposition to SYNC2, but actually, it is
working in concert with SYNC2 and both swing to aid recovery at G3. In this case of higher wind
penetration, the nadir can be made to occur earlier and with higher value as the HiPRE control
arrests change faster. After transient settles, the DFIGs return to the MPPT condition.
Compared to the result of droop, HiPRE makes the DFIG electrical power change faster and the
frequency deviate less. This is the result of the HiPRE control architecture in which the frequency
control disrupts the current command instead of the torque command. Although these simulations
compare a range of HiPRE designs to a single droop design, the fundamental dierence remains.
The objective of HiPRE is not to target a specied power-per-frequency change or apparent inertia
over all time. Instead, HIRPE works to move a pole away from the origin and regulate the terminals
to achieve a desired time-domain response according to the pole/zero locations of the frequency
response transfer function. Droop can be designed to dampen a particular disturbance, but HiPRE
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is adaptive to all disturbances by nature of its integral gain and bandwidth-limiting HPF. Flexibility
of the HiPRE control design oers a DFIG frequency response that can vary from high-gain and long-
sustaining to low-gain and quickly-fading. Eective control from each generator results in sharing
the burden of stabilization and regulation during and after transient. With HiPRE control, deviation
of synchronous generators can be more relaxed. However, some HiPRE designs can sustain DFIG
power and also cause the synchronous generators to accelerate more during post-fault recovery.
Power system characteristics change with wind penetration, and the optimal HiPRE control may
also vary according to penetration level. DFIG controls that operate without the ancillary support
of other generators are important and necessary for transient-security at very high penetration.
These limitations are overcome with HiPRE control and are best illustrated in scenarios of 100%
DFIG wind power. The next two sections illustrate that impact.
4.3.3 Resilient operation with 100% wind penetration
Deciency of droop is most prevalent at 100% wind power. This section compares the short-
circuit performance of HiPRE and Droop in such condition, according to assessment IV in Table 4.1.
A most interesting and important result is plotted in Fig. 4.9, showing a comparison of the
line-to-neutral abc voltage at Bus 9 when using droop control (top) and HiPRE control (bottom). It
compares the result of control sets A and B of Table 4.4. Set A uses droop and B is a set of HiPRE;
the parameters of B are such that τF = τ6 as assessed in (3.148). Observe that voltage recovery
is slow with A because it takes more time for the torque to recover; it takes 125 ms for all three
phases to reach 90% of the pre-fault value and there is more than 40% overshoot. HiPRE control
injects an impulse of current as the control adjustment, instead of throttling T ∗e . It achieves 90% of
the nominal value in 90 ms after clearing and without overshoot.
The other sets of HiPRE control listed in Table 4.4 are not as fast and without overshoot, except
C which has result similar to B. The technique of placing transfer function poles and zeros is an
easy design method and it allows trade o in performance merits according to the desired time-
domain result. The way in which the generators work together in providing frequency response is
illustrated by their respective bus power in Fig. 4.10 and their rotor speeds in Fig. 4.11. Here,
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Droop: 125 ms recovery, 41% overshoot
Unbalance
HiPRE: 90 ms recovery, no overshoot
Figure 4.9: Bus 9 line-to-neutral voltage with (top) droop and (bottom) HiPRE set B in Table 4.4,
as result of assessment IV.
Pe > 0 in steady state and it approaches 0 during the fault. The generators work together to
share the burden of regulation. The DFIGs all have the same control parameters, yet each responds
dierently depending on its location and measurement of the fault. In Fig. 4.10 is their electrical
power. Upon faulting, each DFIG reduces power and when the fault is cleared power is restored.
DFIG1 and DFIG2 are far from the fault and when using droop they recover with large ∆Pe. With
HiPRE, their recovery is well damped.
Compared to sets B, C and D, sets A, E and F experience longer power cessation. As a result,
they experience larger ∆ωrm, as plotted in Fig. 4.11. Set E is so fast it creates a noisy output for
the rst second, which is not good. Set D has the same value of τ6 as set C, yet the faster pole,
sp, F , makes the rotor speed change more for all three DFIGs. Set F results in such high current
change that the time to recover its value upon clearing the fault takes long enough to appear as
a long power cessation with delayed frequency recovery. Sets B and C create a power pulse that
more closely matches the time and magnitude of the disturbance, and thus they have small ∆ωrm.
DFIG3 is nearest the fault and with droop it undergoes greater ∆ωrm than it does with HiPRE.
The dierence is that HiPRE injects a current impulse and droop is slow to recover the torque.
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Droop: overshoots on recovery
Droop: overshoots on recovery
Droop: delayed recovery
HiPRE: fast well-damped power pulse




Figure 4.10: Variation of DFIG power by each generator as result of assessment IV.
Droop takes approximately 0.4 s for the frequency to recover and it never fully recovers Pe. HiPRE
set B has takes approximately 150 ms to recovery the frequency, (2.6x faster than droop) and it
recovers Pe too.
Results of this 100% wind case are summarized in Table 4.4. DFIG3 experiences the biggest
speed change because it is the generator which is located nearest to the faulted bus. All of the
DFIGs provide a fast power change to quickly match the needed load, but have variation due to
their observation of the induced impulse that occurs across the transmission grid. Notice that ∆ωrm
of droop, set A, has opposite polarity of most HiPRE designs. This dierence is because, upon
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Droop: delayed power recovery makes large speed change
HiPRE: clears fault with added torque
“Just-right” HiPRE, set C
DFIG nearest fault
Figure 4.11: Variation of the generators' rotor speed as result of assessment IV. Shown are control
sets listed in Table 4.4.
fualt-clearing, droop is unable to correct the DFIG power fast enough, so the extra power that is
delivered during the fault sustains upon clearing and the brief power imbalance causes greater speed
decline. With droop, rotor acceleration is greater than it is with HiPRE, evidenced by the plots of
ωrm in 4.11. HiPRE more-quickly accommodates the fault-induced power changes. During the fault,
the rotor begins to accelerate due to power imbalance, and that acceleration is slow to change upon
fault clearing because of the enhanced link to inertia. The optimal response may be considered one
with little power and speed deviation, and may mirror the impulse of perturbation. Although not
displayed here, a combination of droop and HiPRE was tested but the droop still caused power
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cessation and delayed recovery. HiPRE makes the DFIG respond to load-change in a faster, more
stable, and predictable way.








     
     
     













































Figure 4.12: Short-circuit current from each DFIG in assessment IV. Time is zoomed to the fault
duration plus 150 ms post-clearing. Shown is case B in Table 4.4
.
The results of section 4.3.1 indicated greater short-circuit current capability, but the DFIG does
not necessarily always produce or need that. Figure 4.12 shows how the short-circuit current varies
around the system when at 100% DFIG penetration. Each phase has some dc oset around the
ground fault and each DFIG injects an unknown frequency during the fault. No matter the fault-
on response, when cleared, each DFIG works to stabilize and correct its own terminals and none
experience excessively large current before the transient settles less than 100 ms after clearing.
95
Table 4.4: Control designs and response for assessment IV
.
Design set: A B C D E F
τ6 (s) NA 5 2 2 0.1 0.5
sp,F (rad/s) NA -0.1 -0.1 -1 -10 -2
sz,F (rad/s) NA -0.2 -0.2 -2 -20 -4
DFIG1 ∆ωrm, nadir (rpm) -131 143 128 792 657 1321
DFIG1 t at ∆ωrm, nadir (s) 5.95 6.38 6.02 10.44 7.09 9.29
DFIG2 ∆ωrm, nadir (rpm) -116 92 91 636 1649 935
DFIG2 t at ∆ωrm, nadir (s) 6.11 5.23 5.23 12.3 8.11 9.8
DFIG3 ∆ωrm, nadir (rpm) 1055 -317 -247 -611 313 -400
DFIG3 t at ∆ωrm, nadir (s) 5.99 6.23 5.93 8.06 5.78 6.87
4.4 Islanding and asynchronous interconnection  system propagation
A milestone goal of DFIG wind turbine operation is autonomous independent operation with
continuous control over the terminal condition, for use in mixed and varying interconnect conditions.
It is desired to smoothly and seamlessly transition between grid-following and grid-forming
modes of operation. The proposed HiPRE control is shown here to provide reliable service during
(dis)connection with an auxiliary power system with ability to drive brief overload conditions using
stored rotor energy. The transient response of a two-area system is considered, as sketched in
Fig. 4.13. Here, the DFIG has its frequency and voltage commands obtained from LPF measurement
of the terminal voltage. Benet of reduced reduced rate-of-change of frequency (ROCOF) is observed
in the simulation results.
DFIG
t = 5 s VGrid1
60.0 Hz
t ≈ 40 s VGrid2
60.1 Hz
t = 30 s
P2
t = 20 s
P1
P0
Figure 4.13: A two-area system consisting of a DFIG wind turbine with local loads and two ideal
bulk power system options.
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In this test, the DFIG and matched local load, P0, become separated from the bulk power
system, then extra load is added, twice, and they later rejoin a bulk power system that has a
dierent frequency. Here, the DFIG has control parameters and results listed in Table 4.5. After
islanding at t = 5 s, 0.1Prated more load is added, once at t = 20 s and a second time at t = 30 s. After
some time of declining frequency, caused by the load addition, restoration to the MPPT condition
is accomplished by assistance from a more well-energized system having constant fe higher than
that of the DFIG island; Grid2 is modeled as a constant voltage source. Additionally, that rescue
occurs when the angle of the DFIG stator voltage vector and the bulk power system voltage vector
are mis-aligned. Successful operation is tested here with separation near 180◦ and more than 1 Hz
dierence at the time of rescue. Specically, the test sequence is to
1) at t = 0, start connected to an ideal grid source
2) at t = 5, separate and form an island
3) at t = 20, add 0.1Prated more load
4) at t = 30, add another 0.1Prated more load
5) at t ≈ 40, assist the island by asynchronous connection to a second ideal grid source.
Simulated response of the DFIG power, rotor speed, and bus frequency are plotted in Fig. 4.14.
During the overloads, the ROCOF (dωedt , more specically) varies according to the controller
design. Other than set F, for each design set the ROCOF that is measured at 0.5 s after the rst
islanded overload indicates some eect on frequency change that is linked to the rotor speed change,
exhibiting ROCOF < 0. However, set A, droop, actually results in dωedt > 0 shortly after the transient
begins, although that is not desired. HiPRE, instead, creates dωedt < 0, as expected; the change of
ωrm and fe are linked by inertia and the MSC control. This agrees with (3.151) and (4.6) which
suggest that parameters of the HiPRE control amplify the aects of J. The time rate of change
of frequency that is measured from 1 s to 1.5 s after load additions is listed in Table 4.5. It is
interesting that, in response to the island overloads, ωrm does not vary much between the designs,
yet the variation of fe does. During the frequency-rescue event at t ≈ 40 s, ωrm swings as the DFIG
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HiPRE returns to MPPT
Excessive HiPRE
Slow power recovery makes droop accelerate more
DFIG supports
load and rescue
Droop: dωedt >0, wrong direction
HiPRE: dωedt <0, linked to rotor
f∗e 6= fe, Grid2
Figure 4.14: DFIG power, speed, and frequency while rst grid-connected, then islanded and over-
loaded by 10% and 20%, and nally rescued by a more well-energized grid.
load is reduced. With droop, it swings more and the MPPT condition is not restored. With HiPRE,
it swings less and the rotor speed returns to the MPPT condition.
Pictured in Fig. 4.15 are the DFIG stator and MSC rotor voltage and current. In the top plot,
zoomed to 100 ms around the time of rescue, the step-change of the MSC voltage vector is apparent.
HiPRE control is able to arrest the current surge by swinging the MSC voltage as the FV controllers
swing the current commands in reaction to the frequency and voltage change.
The key to success of HiPRE is the fact that the DFIG current is rapidly controlled and the
magnitude is of a commanded value driven by the FV control in the MSC. Asynchronous connection
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Bus current actually drops
(a)






     
     
     





















































Fast MSC voltage swing
More current swing
(b)
Figure 4.15: Bus voltage and current (top) driven by swing of the MSC rotor voltage and current
(bottom), using (a) droop control and (b) HiPRE control set C of Table 4.5.
of synchronous generators is normally dangerous because the current is uncontrolled and driven by
the electromagnetic eld that is enforced by dc current in the massive rotor. DFIGs, though, have
their rotor eld driven by a four-quadrant PE converter. This makes it so that the 'internal voltage'
of the DFIG swings to whatever angle results from swinging v′eqd,r in eort to control current while
regulating frequency and voltage. The voltage angle of the DFIG power converter can swing 360◦
and have fast torque change. Fast and stable MSC voltage swing actually reduces the maximum
value of iabc,r. Stability of the synchronous generator is a matter of its physics, as torque increases
as the load angle opens toward 90◦; instability occurs beyond that. The DFIG is dierent because
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Table 4.5: DFIG control designs and the island+overload response in the two-area power system.
Designs A B C D E F
τ6 (s) NA 2 5 2 2 2
sp,F (s) NA -0.1 -0.1 -0.2 -0.5 -2
sz,F (s) NA -0.2 -0.2 -0.4 -1.0 -4
ROCOF at t=2.05 s -0.1259 -0.5437 -0.3003 -0.4712 -0.3207 0.1478
dωe
dt 10%
(Hz/s) 0.0037 -0.0843 -0.0198 -0.0566 -0.0444 -0.0559
dωe
dt 20%
(Hz/s) 0.0076 -0.1202 -0.0453 -0.0760 -0.0258 -0.0798
its stability is a matter of MSC control, so the torque and reactive power can be regulated no matter
how far the MSC voltage angle swings during transient.
The system works because the DFIG is always driving the grid, with the bulk power source
too, and keeping a target of its unique set-point but always compromising the steady-state. With
HIPRE control, the DFIG stabilizes propagation of power systems. It automatically balances load
and generation in the near-term time frame.
4.5 Conclusions about the utility of DFIG inertia in power systems
Wind turbine inertia can provide stable FFR in low-inertia multi-machine power systems. The
key to understanding the response, and thus designing DFIGs for it, is a new assumption of non-
constant frequency. A new DFIG controller, HiPRE, was proposed that augments the current com-
mand instead of the torque command, and that uses an integral gain and a HPF in addition to
just a proportional gain like droop does. In fact, it was shown here that the frequency response
transfer functions of DFIG wind turbines, including in aggregated groups, that use HiPRE control
provide a more stable pole and zero arrangement than droop control does. Flexibility in the pole
and zero relationships is provided via the HPF design choice. The result is that DFIGs now dampen
all transients that appear at the terminal, evidenced by higher and earlier frequency nadir. This
means they can contribute more energy to providing frequency response, evidenced in their ACE∆f
and the resulting system frequency nadir. Aggregation of multiple wind turbines lead to a transfer
function that shows how inertia of each DFIG adds to the total and how it locates a pole of the FFR
transfer function. Experiments in the laboratory provided evidence of suspected response capability
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and its improvement. Equations, simulations, and experiments compared the eect of conventional
droop control to the proposed HiPRE control.
Simulations of the short-circuit fault response in a 9-bus power system provided evidence of the
DFIG traits, including short-circuit current and fault-clearing torque, as well as evidence of the
impact it has on other generators in the system. It showed that HiPRE can increase the amount
of current injected to a fault, here increased by 5x. It also showed system-wide improvement with
higher frequency nadir and higher settled value when HiPRE control was active on the wind turbines.
Synchronous generators can benet from reduced speed deviation by the inclusion of wind turbines
equipped with HiPRE control, evidenced by reduced change of their load angle, less rotor speed
change, and lower ROCOF. When operating at 100% wind power, the HiPRE-controlled power
system is able to recover from the fault in less than 100 ms; 1.4x faster than it can when controlled
with droop.
Simulation of a two-area system proved that the DFIG inertia can support islanding and overload
conditions as well as asynchronous interconnection. When islanded, the load has 100% reliance on the
DFIG. That result showed how HiPRE corrects the polarity of dωedt and how it changes the ROCOF
in proportion to the amount of load increase and in variation with the HiPRE design. That is unlike
droop which showed its marginally-stable characteristic by resulting in dωedt > 0 during overload
condition, opposite of what is expected. This result proves a capability for DFIG wind turbines
to stabilize the grid at their point of interconnection and to perform seamless and uncoordinated
bulk power system interconnection. During the event of joining the bulk power system, the fast
current adjustment by HiPRE makes the MSC voltage swing while also regulating the current and
limiting its maximum value. Dierence in the frequency set-point and the actual frequency of the
adjoining grid is accommodated by the HPF limiting the long-term response. Even during extreme
conditions, tested here with 180◦ voltage angle separation and 0.1 Hz dierence between f∗e and
fe, Grid2, like in Fig. 4.14, the converter is able to prevent over-current and quickly shift balance of
power. Grid-propagation without communication might be possible.
With HiPRE, the MSC voltage swings more and faster as it quickly dampens transient. Because
the DFIG arrests change faster and more eectively, there is less deviation overall in the mechanical
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components. Response is easily designed with transfer functions so the FFR can be more specically
prescribed and adjusted to suit the needs of a specic situation. A plant with unstable characteristics
could benet from the added damping that a HiPRE controlled DFIG can aord. The structure of
HiPRE neatly separates the fast (transient) and slow (steady-state) dynamics, according to relative
pole locations.
A unique benet of HiPRE control is that each DFIG is made to stabilize the system based only
on observation at its own terminals, without knowledge of the power system impedance matrix or
of neighboring generator conditions or settings. Working together, wind farms can enhance system-
wide stability with their FFR service. The eect had on regulation is a matter of control design
and design exibility provides opportunity for competitive provision of FFR. With this newfound
utility of existing inertia, DFIGs can support inertia-lacking resources and dampen eects of large
load change. They can relieve response eort provided by synchronous generators and aid power
balancing objectives. Future optimizations can be made at the DFIG level and at the system level
too, having dierent pole placements within and among wind farms and across the power system
too.
Beyond DFIGs, the non-constant frequency assumption and the architecture of HIPRE control
might be applied to other PE systems, e.g. batteries and solar inverters. In addition to frequency
and voltage control, more current components could be added to the qd current commands, adding
other control objectives over unique frequency bands. Mobile energy islands with plug-and-play
connectivity for instant scale-up at resource location may be possible. Power grids may operate
with exible boarders and with regions and times of raised or deated frequency based on richness
of energy supply. Stabilizing the nature of DFIG FFR creates further opportunity for advancing the
art of power system operation.
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CHAPTER 5. DFIG WITH GRID-CONNECTED ROTOR WINDINGS
FOR EXTENDED REACTIVE POWER GENERATION
5.1 Introduction
An alternative type III wind turbine conguration is proposed in this chapter to extend the
reactive power generation range of double-fed induction generators (DFIGs). Inverse to convention,
a grid-connected rotor and converter-connected stator is proposed to shift the generator reactive
power capability. The new conguration can take advantage of generator nameplate ratings to use
the available apparent power range more eectively. Improvement of reactive power generation
is theoretically derived using a steady-state per-phase equivalent circuit model. It is analytically
evaluated for a range of surveyed machines with increased generation capability observed. The
proposed conguration adds value to the renewable energy resource, showing potential for improved
ancillary service of reactive power support. Added reactive power generation from DFIGs supports
higher penetration of reactive consuming loads and renewable energy resources.
The proposed generator conguration has a grid-connected rotor and the MSC applied to the
stator, using identical GSC and MSC, as illustrated in Fig. 5.1. Connection of the machine grid-
side terminal (GST) is made at nameplate rated voltage of the grid-connected winding, and the
converter-side terminal (CST) is connected to the MSC through a three-phase lter reactor. When
relative ratings allow, the MSC and GSC can be made identical in both congurations, making the
choice of operating in the RTC or STC one based on desired reactive power capability.
It is shown in this chapter that the reactive power range is shifted due to change of rated-
value conditions and shift of frequencies in the generator core. It is observed that operating in
This chapter contains material published in N. David and Z. Wang, Rotor-Tied Conguration of DFIG Wind
Turbines for Improving Reactive Power Support Capability, 2018 IEEE Power & Energy Society General Meeting







































Figure 5.1: The proposed RTC (a), having identical B2B converter components as in the STC (b).
the RTC oers additional reactive power injection to the grid before reaching either CST or GST
current limits. This chaper develops the analytic relationships to those reactive power limits and
demonstrates the ability for increased reactive power generation in the RTC. Analysis of steady-state
operation illustrates extension of the reactive power range. Evidence suggests that wind turbines
with a RTC can oer useful advantage. Specic objectives of this chapter are to
1. Propose the rotor-tied conguration for increased reactive power generation.
2. Quantify the impact of proposed improvements on a surveyed range of wind turbine generators.
3. Demonstrate extended reactive power generation capability.
Section 5.2 studies the reactive power range in the RTC, formulating boundaries of the reactive
power operating region based on machine parameters and nameplate terminal limits. Section 5.3
applies the proposed RTC to a range of fractional-scale to MW-scale DFIGs to show potential
improvement. Conclusions regarding benets of the RTC for extended reactive power generation
are provided in section 5.4.
5.2 Theory of proposed reactive power improvement
Operation in the RTC requires positive-sequence connection of the utility voltage to the GST
made so that the generator spins with mechanical rotor speed ωrm < 0 [90]. When the rotor circuit
has grid frequency fgrid applied, the stator circuit has slip frequency according to ωe = ωr + 2πfgrid.
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The DFIG has mechanical shaft power, Pm, split between the CST and GST according to (3.4) and
(3.5) For generator action, Pm = Tmωrm > 0, where Tm is shaft torque due to wind (3.2). The real-
power condition of each terminal follows a torque vs. speed characteristic made for wind turbine
maximum power point tracking (MPPT)
Pm = −0.5ρCpAv3wind, (5.1)
where Cp is the performance coecient, ρ is air density, A is swept area, and vwind is the upstream
wind velocity. Power at the stator and rotor terminals is estimated by slip using (3.4) and (3.5).
To limit converter power rating to one third of the total, the P -pole generator has electrical rotor
speed, ωr = P/2ωrm rened to ωr = [−3πfgrid,−πfgrid]. The resulting slip encountered in the RTC
is then |S| > 2 as delineated in Fig. 5.2; at synchronous speed |S| =∞. Rotor and stator electrical
frequencies are related by fr = Sfs, and fr = fgrid. In the system tested here, fgrid = 60 Hz and
the resulting frequency in the stator circuit is in the range ωe = [−30, 30] Hz, which corresponds to
wind speeds vw = [4, 12] m/s .






















Figure 5.2: Slip curve for the RTC of the DFIG wind turbine; normal operation is between the
vertical dashed lines.
The shift of frequencies in the machine is important to reactive power considerations. Firstly,
reduced core loss implies additional current available for reactive power generation. Additionally,
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machines with larger stator current rating than rotor current rating may experience added benet.
It's shown here that the converter current limit is the bounding factor for GST reactive power
generation in both STC and RTC.
Consider the physics-based wound rotor induction machine (WRIM) model in [85] with a stator-
referred per-phase equivalent circuit model shown in Fig. 5.3. Currents are dened positive for mo-
toring operation. Circuit parameters for machines surveyed here are provided in Table 5.1. Hysteresis
core loss is considerable and accounted for with an iterative circuit solution to satisfy conservation
of power using the method in [90]. Circuit parameters are unchanged between STC and RTC.
Rotor-connected quantities are referred to the stator using the turns ratio Ns/Nr denoted by prime
















Figure 5.3: Stator-referred per-phase equivalent circuit of the DFIG.
slip approaches innite at synchronous speed; this is analogous to the rotor voltage approaching
zero as slip approaches zero in the STC. At synchronous speed in the RTC, the MSC at the stator
terminals is responsible for magnetizing the generator core. The amount of reactive power required
to magnetize the core, such that rated GST voltage is attained, varies between the STC and RTC.
The reason for such observation is studied here.
The DFIG core can be magnetized by either the stator or rotor windings, via the grid or the
MSC. When the MSC operates at unity power factor, the grid supplies all of the current required
to magnetize the DFIG core, via the GST. When the GST is open-circuited, the MSC supplies all
of the current to magnetize the core. Whether in the RTC or the STC, the rotating magnetic eld
established by the MSC induces voltage in the GST. The dierence between the two congurations
is the leakage inductance of their respective windings.
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Considering voltage at the GST, and neglecting voltage drop due to winding resistance, the

















where Ls = Lm+Lls and L′r = Lm+L
′
lr. Leakage inductance in the rotor and stator cores is generally
L′lr < Lls due to the rotor core having lower volume and less slot and tooth area. According to (5.2)
and (5.3), this means that the amount of reactive power consumed by the core, supplied from the
GST when the grid is connected and magnetizing it, is larger when operating in the RTC. At rst,
this does not seem benecial when operating in the RTC with unity power factor at the GST. But
actually, when in the RTC, the frequency in the stator-referred model is the slip frequency, fr = Sfs,
which normally varies between ±30 Hz. This means that for the same MSC current, the reactive
loss on the converter-side of the machine is lower when in the RTC. This implies that, although Lls
is larger, more of the reactive power generated by the MSC is available to magnetize the core and
establish voltage on the GST of the machine.
In addition to the dierence of leakage inductance, the amount of current available to deliver
through the machine also varies with the conguration. Limits of the reactive power capability curve
are set by the stator and rotor terminal current ratings. It is proposed that the reduced core loss
and the dierence between Ls and L′r leads to additional capability for reactive power generation
in the RTC. In fact, the split of reactive power through the CST and the GST is also inuenced by
Lm. From analysis of the steady-state circuit, the stator and rotor voltages in terms of current are
Ṽs = Ĩsrs + jωeLsĨs + jωeLmĨ
′
r (5.4)








r + jSωeLmĨs. (5.5)
Apparent power at a terminal is 3Ṽ Ĩ∗, so
Qs = 3Im{rsI2s + jωeLsI2s + jωeLmĨ ′r Ĩ∗s } (5.6)
Qr = 3Im{r′rI ′2r + jSωeL′rI ′2r + jSωeLmĨsĨ ′∗r }. (5.7)
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The rst term is purely real, so this becomes
Qs = 3ωeLsI
2





r − S3Im{jωeLmĨ∗s Ĩ ′r}. (5.9)
Equating the last terms of (5.8) and (5.9) shows how reactive power at the terminals is amplied
by slip and eected by current magnitude too.
Qr
S
≈ 3ωeLm(I ′2r + I2s )−Qs. (5.10)
Reactive power is amplied by rotation of the machine, according to slip. In either STC or RTC,
reactive power originates from the MSC, some is consumed by the machine, and the rest is available
for grid injection. Amplication with slip is similar in both cases (e.g. |Qr| ≈ 0.5|Qs| in STC and
|Qs| = 0.5|Qr| in RTC).
Although (5.2)  (5.3) provide a rough estimate, the true extent of the reactive power range
for either terminal is dependent on the real power conditions too, for which the current eects the
voltage across the series elements considerably. Reactive power range boundaries in the CST and
GST can be equated considering machine parameters and operation to limits of nameplate stator
or rotor current ratings.
In the RTC, interest is in the limitation of Qr while following MPPT. Nameplate current limits
create arcs that bound the operating region. The bound created by the rotor current limit is found
by starting from the GST apparent power, Sr, as





where Ṽ ′r is the grid voltage referred to the stator, and its phase angle is taken as reference. Real
power, Pr, is related to the mechanical power via the slip. Also, Pr and Qr are related to the real
and imaginary parts of the rotor current, so
SPm
(1− S) + jQr = 3V
′
rRe{Ĩ ′r} − j3V ′gridIm{Ĩ ′r}. (5.11)
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The value of Qr that corresponds to the maximum current
I ′r,rated =
√
(Re{Ĩ ′r})2 + (Im{Ĩ ′r}max)2
is found by substituting (5.12) and (5.13) and rearranging to yield






Equation (5.14) is a circle and can be easily plotted with wind speed.
The bound created by the stator current limit in the RTC is found by arranging Qr in terms of

















V ′rIs,rated sin(θ), (5.15)
where θ is the angle between the rotor voltage and the stator current. Angle θ is related to power
and slip, so using (3.4) and (3.5) it is found as
Pm
(1− S) = 3
Lm
SL′r









A similar process is already used to develop the GST reactive power boundaries in the STC























Reactive power can be pushed through the DFIG in either direction until one of these current limits
is reached.
5.3 Case studies
Illustrating proposed reactive power range improvement due to eect of slip on Lm and rated
conditions, the machines in Table 5.1 are analyzed using their equivalent circuit parameters and
known information about their nameplate ratings. Note that machines 3  8 have assumed equal
turns ratio and rotor and stator current limits; benet in those is shown due to core loss improvement
alone. Machines 1 and 2 reside in the laboratory and have been tested for parameter identication.
Machine 2 has qualities that show a noticeable dierence between congurations and it is useful
to illustrate eects. Boundaries of (5.14)  (5.19) are plotted in Fig. 5.4 for machine 2. Notice that
the safe operating region is shifted between congurations. Also, notice that the limiting bound
for -Qs,r max (generating reactive power) is the CST current limit. This means that for machine 2,
the available nameplate current is more completely used when in the RTC, allowing greater reactive
power injection from the MSC.
The shift is due primarily to the dierence in terminal rated current values, although core loss
improvement is also a prominent factor. For the machine under test, the stator is rated 31 A while
the rotor is rated 26 A; the back-to-back power electronic converter is designed with a current rating
of 32 A. The additional ve amps of current available in the RTC is enough to double the amount
of GST reactive power available for generation, as observed in Fig. 5.5. By applying the MSC to
the stator, which for machine 2 has the larger current-rating limit, the available current used to
magnetize the core of the machine is increased, which in turn means that additional reactive power
can be made available across the wind speed range.
The corresponding limits of Qs and Qr are plotted in Fig. 5.6, in (a) according to the predictions
of (5.14)  (5.19) and in (b) by experimental testing. The safe operating region is shifted and able
110






















Figure 5.4: Machine 2 GST reactive power range improvement. Shown are boundaries due to the
current rating of each terminal; RTC bounds are dashed and STC bounds are solid.
to achieve more reactive power generation before hitting the CST current limit. In both RTC and
STC, the MSC voltage reaches dc at synchronous speed, here at vw = 8 m/s and ωrm = 1200 rpm.
The RTC can also oer eciency improvement throughout the operating region, even with added
reactive power generation at the grid-connected rotor terminals. Eciency gains for machine 2 are
plotted with variation of wind speed and GST reactive power in Fig. 5.7. The projection of this
surface has the bounds plotted in Fig. 5.6 (a). At low wind speed this DFIG is not ecient, but
improvement is seen throughout the entire operating region when in the RTC, plotted as the red
surface.
Not all machines experience the same benet. For instance, machine 1 has a more complicated
operating surface. A plot of the GST reactive power range vs wind speed and CST current is pictured
in Fig. 5.8. The RTC (red surface) oers more GST var generation at low and high wind speed, i.e.
at higher MSC frequency. Near synchronous speed, the STC oers more. In the future, the option
of DFIG conguration may be chosen in coordination with expected wind speed and load regime.
Of the machines studied and summarized in Table 5.1, all experience reactive power generation
benet for at least some portion, if not all of the operating region. Nameplate voltage and current
ratings of machines 3  7 are unavailable and so have assumed equal stator and voltage ratings.















Figure 5.5: Machine 2 has improved use of available current for reactive power generation at the
GST when in the RTC.
Machines with dierent rotor and stator terminal voltage ratings and relatively large Lm are more
sensitive to reactive power capability. Large improvement is observed in the small 150 W DFIG,
increasing ability by 400% at cut-in speed, but not at synchronous. Machine 6 is inverse to that,
having more capability near synchronous speed and less at cut-in and cut-out. Machine 2 is the
7.5 kW laboratory machine and that also has great improvement; double the generation capability
at cut-in and cut-out wind speeds, and still 50% more at synchronous speed.
5.4 Conclusions of reactive power generating range improvement
By operating the DFIG wind turbine in the new RTC, additional reactive power is proposed
to be made available. The improvement observed in this paper suggests the ability of the DFIG
wind turbine to provide additional reactive power which could enable higher penetration of energy
resources which are either reactive power neutral or even may rely on the reactive support oered
by the DFIG. It may also enhance the ability for ancillary voltage support service at low and high
wind speeds. In addition to the eciency and core volume improvements observed by others, the
RTC DFIG can also add valuable reactive power benets.
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Figure 5.6: Machine 2 CST reactive power range improvement, by (a) prediction and (b) hardware
experiment. Shown are boundaries due the current rating of each terminal, and correlated by letter;















































Figure 5.8: Machine 1 GST reactive power range shift due mostly to core loss reduction and greater
use of terminal ratings in the RTC. This machine has improvements observed at both high and low
wind speed.
Table 5.1: Reactive power generation increase for surveyed DFIGs
Machine 1 [108] 2 [91] 3 [109] 4[103] 5 [110, 111] 6 [112] 7 [113] 8 [113]
Prated (kW) 0.15 7.5 1700 1500 2000 2000 1500 1000
Vs,rated (V) 120 208 690 575 690 690 690 575
Vr,rated (V) 60 195 690 575 690 690 690 575
Is,rated (V) 1.5 31 1600 1600 1600 1600 1600 1600
Ir,rated (V) 2 26 1600 1600 1600 1600 1600 1600
frated (Hz) 60 60 50 60 50 50 50 60
P 4 6 4 6 4 4 4 4
Rs (mΩ) 12182.67 143.4 1.615 1.565 2.199 1.164 2.650 3.654
Lls (mH) 55.893 2.137 0.09177 0.1002 0.12003 0.07003 0.1687 0.1304
R′r (mΩ) 13105.3 95.57 2.369 1.102 1.799 1.310 2.630 3.569
L′lr (mH) 55.893 1.748 0.08203 0.0914 0.0500 0.0754 0.1337 0.1198
Lm (mH) 404.45 17.929 2.5076 1.696 2.9000 2.995 5.4749 4.12
ra (m) 0.055 0.055 0.55 0.50 0.60 0.60 0.50 0.35
l (m) 0.08 0.26 1.55 1.50 1.60 1.60 1.50 1.35
∆QGST gen, cut-in (%) 400 105.3 0 0 2.26 -0.73 0.63 0.75
∆QGST gen, sync (%) -67.8 50.0 5.88 6.32 9.68 6.25 3.92 2.29
∆QGST gen, cut-out (%) 350 94.7 1.14 0 6.41 -1.20 0.77 0
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CHAPTER 6. SUMMARY AND DISCUSSION
6.0.1 Summary of ndings  enhanced utility of an existing resource
The hypotheses in chapter 1 arose while running the DFIG in a laboratory and from observations
made that were counter to prior belief. This dissertation conrms those hypotheses and forms the
following two theories:
1. With certain control, DFIG wind turbine inertia can function to provide reliable and stabilizing
fast frequency response.
2. DFIG wind turbines can have an alternative reactive power generation capability curve when
congured with grid-connected rotor windings.
These new theories were proven by analytic derivations and quantitative experiments, including
hardware tests of a single DFIG and simulations of many wind turbines. The work of this dissertation
explains the observation of DFIG phenomena.
The dissertation proved the existence and adequacy of additional frequency and voltage support
capability not already available today. In chapters 3 and 4, dynamic equations of the DFIG were
used to derive the FFR when under a low-inertia assumption, meaning that frequency is treated as
a non-constant variable. This new thinking reshapes the way in which FFR presents. It was found
that PE controllers used today have an inuence on the FFR that is not expected, but that DFIGs
do have a capability to regulate the frequency and voltage at their terminals with an eect from
inertia observed. Chapter 3 tested the hypothesis on a single DFIG, and chapter 4 applied it to
many DFIGs in a system of generators. In chapter 5, a new so-called rotor-tied conguration of the
DFIG was proposed to oer an alternative reactive power capability curve. It is inverse to today's
practice, by connecting the grid to the rotor windings and PE converter to the stator windings.
Doing so can provide added reactive power generation support. Chapter 3 proposed new DFIG
frequency and voltage control laws, called HiPRE control, that provide the essential reliability
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service of FFR. Hardware tests validated the frequency response of a single DFIG there and groups
of many DFIGs were simulated in chapter 4 where the capability for reliable operation with 100%
wind power penetration was demonstrated. Performance metrics of ACE∆f and nadir were used
in the tests of chapter 3 to prove the useful contribution to response. Nadir, settled values, and
ROCOF were used in the simulations of chapter 4 to demonstrate improved fault ride-through and
load regulation capability.
This dissertation answers the questions:
• Do wind turbines have capability to provide fast frequency response using their inertia?
• Can additional VAR capacity be made available from PE-coupled wind turbines?
Yes, new frequency and voltage response capabilities can be acquired with modication of today's
technology. And Yes, reactive power capacity supports steady-state voltage response, and it can
be improved by using the new alternative rotor-tied connection scheme. Chapter 5 showed that
for some DFIGs, the reactive power capability curve can be shifted to have more var generation.
The machine tested in hardware demonstrated 2x more var generation. This additional resource
may reduce the need for var compensators where added capacitance is required. Utility of inertia
can improve the FFR capability and requires only a software change and no communication to
implement. Designs that make use of the DFIG capability can be based on individual generator
parameters and applied in groups. In fact, the experiments and simulations of this dissertation
suggest that wind turbines have the capability to regulate power system transients to 100% wind
power penetration. Chapter 3 showed that DFIGs can be designed to have a stable FFR and chapter
4 showed that DFIGs can be cascaded in parallel with eective addition of inertia. Equations and
experiments in Chapter 3 showed how droop control induces oscillation, whereas HiPRE dampens
oscillation. Because HiPRE acts on the current command instead of the torque command, the short-
circuit fault current capability was increased by more than 6x while also reducing the reaction time
of the response. The aggregation of DFIGs and their stabilizing eect results in improved system-
wide performance, evidenced by having a raised and faster frequency and rotor speed nadir and
more-nominal settled values; benets experienced by synchronous generators too. A simulation of
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the 9-bus power system showed that it can recover from a short-circuit fault with no post-fault
overshoot and can do so in less than 100 ms after fault-clearing. This is 1.4x faster than the current
art, frequency-power droop, which experiences slow recovery due to its architecture.
Considering the change of reactive power capability when using the RTC, the case studies in
chapter 4 indicate that var-generation may not be experienced the same way by all DFIGs. However,
for the generator under test in chapter 5, no change was required to the MSC and only a slight
change was made to the interconnection transformer voltage needed to meet the DFIG nameplate
rating. The var capability curve depends on the unique DFIG electrical parameters and nameplate
capacities, and some generators actually show less generation capability when in the RTC. The new
alternative conguration provides a new option in how the reactive power capability is applied. If
the DFIG is applied in a scenario where more var capacity for generation/ consumption is required,
it can be deployed with such intent. Non-unity stator/rotor turns-ratio could make some RTC
applications require modication to existing MSC specications, such as the dc-link voltage and
terminal current capability. Yet, with proper MSC sizing, it may be possible for DFIGs to change,
as needed, between STC and RTC.
Considering the change of inertia's role in FFR, side eects appear in both the electrical and
mechanical quantities, but actually they are not severe. Evidence of the islanding tests in chapter 3
and 4, and compared to droop, HiPRE makes the DFIG bear more burden of response and relieving
response of other generators. The DFIG can inject more fault power and sometimes experience
more rotor speed change as necessary to regulate its own terminal. However, because HiPRE is
much faster than droop, the DFIG rotor eectively arrests the transient faster and can actually
result in less fault current and less rotor speed and frequency change. The evidence of chapter 4
indicates that the MSC may experience larger and faster voltage change and current too. Although
the impulse of increased voltage and current only lasts approximately one cycle, when compared to
droop, the added PE transient could impact the electromagnetic emissions and cause added stress
on the semiconductor switches. The 100% wind-powered 9-bus system tests in chapter 4 indicate
that the faster transient arrest makes the DFIG electrical power change less than it does with droop,
reducing impact on the DFIG shaft. However, experiments did indicate that driving HiPRE with
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poles placed too fast can create torque reversal; for other reasons, such fast designs may not be
normally needed. Ability to specify a maximum short-circuit current further protects the DFIG,
but at 100% wind, high short-circuit current may not be needed  the DFIG more quickly matches
the electrical load demand. Stable operation also means there could be less erroneous trip events
and this could reduce breaker wear.
An unexpected nding is in the relationship of rotor speed change to frequency change. At rst,
it seemed reasonable that tighter frequency regulation would result in greater rotor speed change,
given the same electrical transient. But actually, faster response means that transients are arrested
more quickly and less deviation is experienced overall, in both quantities. That means inertia is
made to be more eective by character of the control law.
6.0.2 Recommendations  new options toward renewable power systems
This dissertation asserts three recommendations:
1. Deploy DFIGs in the conguration, STC or RTC, that most-closely matches the reactive power
needs of the power system.
2. Transition DFIG controls from the marginally-stable droop method to the fully-stable HiPRE
method, to improve the stabilizing eect of their inertia in FFR.
3. Use wind turbines to relieve the burden of responsibility on other resources and improve power
system reliability through enhanced transient security.
Considering the conguration of DFIG deployment, the case studies of chapter 5 indicate that
some DFIGs oer greater var generation capability when applied in the RTC. Furthermore, prior
study also indicated improved eciency is also possible in the RTC. It is recommended to study
DFIG capabilities in both the STC and RTC options in order to match the power system design
needs. Considering DFIG control, HiPRE is recommended over droop because of the stable FFR
transfer function characteristics. In the 100% wind power tests of chapter 4, droop created dωedt > 0,
meaning the inertia is eectively negative in value, opposite to desired. This inability for droop to
provide a stable response is a cause for today's need to use synchronous generators in combination
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with DFIG wind turbines, for the stability oered by their inertia. With the new HiPRE control,
dωe
dt < 0 is achieved, meaning that inertia positively links the rotor speed and electrical frequency
change, which is desired. With HiPRE, inertia resists frequency change, unlike droop which only
acts to rebound the frequency. Updating the DFIG control can be done without hardware change
and exibility in pole/zero placement gives opportunity for targeted design options.
6.0.3 Foresight and further study  rethinking with new technologies
The contribution of this dissertation opens numerous opportunities in the study of electric power
systems. Some of those, and other foresight, include:
• Incorporate DFIG FFR transfer functions with eigenvalue-based stability studies.
Wind turbines could be strategically placed and with specic design to stabilize a particular
bus or region of the power system.
• Scale simulations to many thousands of machines. Simulations here were detailed to
individual switching elements and ne time resolution. For some analyses, this might be sim-
plied by modeling DFIGs as a transfer function and by using an average-value PE converter.
• Optimize the choice of conguration and HiPRE parameters to meet a need.
Benet might still be had by combining notions and using HiPRE control in the RTC. Also,
low voltage ride-through was not a focus of this dissertation, but is eected by virtue of HiPRE.
Pole-placement designs may vary within wind farms and throughout the power system.
• New paradigms still exist within the HiPRE architecture. Here, FV commands were
generated with a grid-measuring low-pass lter for some tests, and for others they were con-
stant nominal values; for both, the command value was not exactly followed. An alternative
might be to use faster FV controls to more exactly follow the command, and use LPFs to
determine the ROCOF during transient. Also, saturation of the low-pass ltered FV com-
mands could set discrete limits at which the turbine forms or follows the grid. Similarly,
frequency measurement could be used to decide when to form an island, during times of rich
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local resource, and when to rejoin a bulk system. Further, multiple current additions could be
made for added bandwidth-limited objectives.
• Apply HiPRE to other PE resources. The HiPRE model acts on the current command,
which is similar to how REEC_A and REEC_B operate; control models currently recom-
mended for use with solar and wind distributed energy resources, respectively. Whereas those
operate with a conditional and nite duration of FV control, HiPRE operates continuously
(no discrete action) and uses PI control and lters to stabilize the FFR while simultaneously
following steady-state real and reactive power objectives. It could be used to prescribe the
FFR of other PEs including solar photovoltaics, batteries, and loads, taking advantage of the
limited storage capability each resource oers.
• Design FFR service for system-wide stability A state-space representation of the power
system, including transmission system dynamics, can be made to describe the system dynamics
in terms of eigenvalues. Then the poles and zeros of the DFIG FFR can be designed to
compensate any poles that may reside in the right-half plane. DFIGs may be used as power
system stabilizers.
• Design service for market value. Quantify the benet of enhanced capabilities, by an-
alyzing frequency response markets and also equipment costs and lifetime impacts. Costs
might be reduced by enhanced reactive power generation relieving need for static var com-
pensators and frequency response service could be protable. Market and reliability needs
might be planned with classication of response capability accomplished using FFR transfer
function characteristics. Then, reliability of transient response can be ensured throughout the
frequency spectrum. Flexibility of the HiPRE control design and options of STC vs. RTC
give opportunity for competitive design.
The future of power systems may be fueled by renewable energies and consist of networks with
morphing boundaries and edges that heal by the cooperative eort of stabilizing resources, creating
a sort of living (ever-changing) structure(s), as wind turbines island automatically around resource
availability. New understanding and functionality may reshape our understanding of power system
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dynamics and impact the outcome of other system-level studies and optimizations (e.g. contingency
analysis and power dispatch). The new technology can be brought to market quickly and enhance
future reliability, redening the role of wind turbines.
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APPENDIX 9-BUS POWER SYSTEM PARAMETERS
The power system studied in chapter 4 of this dissertation is similar to that studied in [71]. Pa-
rameters of the 60 Hz 9-bus power system are listed in the tables of this appendix. The transformers
are idealized and the loads are P5 = 10 + j6 MVA, P6 = 10 + j6 MVA, P8 = 15 + j8 MVA. Trans-
mission lines are modeled with distributed capacitance 
The line impedances are listed in Table A.1.
The synchronous generators are modeled with 6th-order dynamic equations [85]. The synchronous
generator parameters are given in terms of reactance and time-constants and are listed in Table A.2.
Excitation and governor controls are neglected here. The contribution of this dissertation changes
the underlying dynamics that exciters and governors respond to.
Table A.1: Line impedances of the 9-bus power system.
Line: 4-5 4-6 5-7 6-9 7-8 8-9
Resistance, mΩ/km: 63.95 63.95 169.28 206.31 62.95 62.95
Inductance, mH/km: 1.414 1.414 2.259 2.38 1.414 1.414
Capacitance, nF/km: 10.47 10.47 15.35 17.95 10.47 10.47
Length, km: 100 100 100 100 100 100
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Table A.2: Synchronous generator parameters in the 9-bus power system.
Generator: SYNC1 SYNC2 SYNC3
Prated, MW: 247.5 192 128
Rotor type: Salient-pole Round Round
Pole-pairs, PP : 20 1 1
ωrm, rated, rpm: 180 3600 3600
Vrated kV: 16.5 18 13.8
H, s: 9.55 3.3 2.35
Xq, pu: 0.2398 1.65 1.61
X ′′q , pu: 0.099 0.1728 0.19
Xd, pu: 0.361 1.72 1.68
X ′d, pu: 0.1504 0.23 0.23206
X ′′d , pu: 0.099 0.1728 0.19
Rs, pu: 1e-7 1e-7 1e-7
Xl, pu: 0.062 0.4224 0.314
τ ′do, pu: 8.96 6 5.89
τ ′′do, pu: 0.001 0.001 0.001
τ ′qo, pu: NA 0.53 0.6
τ ′′qo, pu: 0.001 0.001 0.001
Table A.3: Initial generator bus voltage and real and reactive power in the 9-bus system.
Bus: 1 2 3
Vnominal kV: 16.5 18.3 13.8
P + jQ, MVA 18.47 - j48.37 10 - j35 10 - j55
V ∠θ, pu: 1.0∠0◦ 1.01∠−0.554◦ 0.9935∠−0.484◦
