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THE LIFESPAN FOR 3-DIMENSIONAL QUASILINEAR WAVE
EQUATIONS IN EXTERIOR DOMAINS
JOHN HELMS AND JASON METCALFE
Abstract. This article focuses on long-time existence for quasilinear wave equations
with small initial data in exterior domains. The nonlinearity is permitted to fully
depend on the solution at the quadratic level, rather than just the first and second
derivatives of the solution. The corresponding lifespan bound in the boundaryless case
is due to Lindblad, and Du and Zhou first proved such long-time existence exterior to
star-shaped obstacles. Here we relax the hypothesis on the geometry and only require
that there is a sufficiently rapid decay of local energy for the linear homogeneous wave
equation, which permits some domains that contain trapped rays. The key step is to
prove useful energy estimates involving the scaling vector field for which the approach
of the second author and Sogge provides guidance.
1. Introduction. In this article, a lower bound of c/ε2, where ε denotes the size of
the Cauchy data, is established for the lifespan of solutions to quasilinear wave equations
in exterior domains with Dirichlet boundary conditions. Here we examine nonlinearities
which vanish to second order and may depend on the solution u, rather than just its
derivatives, at the quadratic level. The lifespan bound that is established is an analog of
that which was obtained in [23] in the absence of a boundary. Similar lifespan bounds
appeared in [6] (and could also be obtained via the methods of [5]) exterior to star-
shaped obstacles. We permit much more general geometries and only require that there
is a sufficiently rapid decay of local energy, with a possible loss of regularity. Due, e.g.,
to the seminal results [11, 12], this includes some domains which contain trapped rays.
Let us more specifically introduce the problem. Let K ⊂ R3 be a bounded domain
with smooth boundary. Note that we shall not assume that K is connected. We then
examine the following quasilinear wave equation exterior to K
(1.1)


✷u(t, x) = Q(u, u′, u′′), (t, x) ∈ R+ × R
3\K,
u(t, · )|∂K = 0,
u(0, · ) = f, ∂tu(0, · ) = g.
Here ✷ = ∂2t −∆ is the d’Alembertian, and u
′ = ∂u = (∂tu,∇xu) denotes the space-time
gradient. The nonlinear term vanishes quadratically at the origin and is affine linear
in u′′, thus yielding a quasilinear equation. Without loss of generality, we may take
0 ∈ K ⊂ {|x| < 1}, and we shall do this throughout. While we shall state the lifespan
bound for the scalar equation (1.1), the methods shall fully permit, even multiple speed,
systems.
The authors were supported in part by NSF grant DMS-1054289. The second author was additionally
supported by NSF grant DMS-0800678.
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The nonlinearity Q can be expanded as
Q(u, u′, u′′) = A(u, u′) +Bαβ(u, u′)∂α∂βu
where A(u, u′) vanishes to second order at the origin and Bαβ are functions which are
symmetric in α, β and vanish to the first order at (0, 0). Here we are using the summation
convention where repeated indices are implicitly summed from 0 to 3, where x0 = t and
∂0 = ∂t.
For simplicity of exposition, we shall truncate at the quadratic level. As we are ex-
amining a small amplitude problem, it is clear that this shall not affect the long-time
behavior. Upon doing so, we may write
Q(u, u′, u′′) = A(u, u′) + bαβu∂α∂βu+ b
αβ
γ ∂γu∂α∂βu
where bαβ and bαβγ are constants which are symmetric in α, β and A(u, u
′) is a quadratic
form.
In order to solve (1.1), the Cauchy data are required to satisfy certain compatibility
conditions. Letting Jku = {∂
α
xu : 0 ≤ |α| ≤ k}, for a formal H
m solution u of (1.1), we
can write ∂kt u(0, · ) = ψk(Jkf, Jk−1g), 0 ≤ k ≤ m. The functions ψk, which depend on Q,
are called compatibility functions. The compatibility condition for (f, g) ∈ Hm ×Hm−1
simply requires that ψk vanishes on ∂K for all 0 ≤ k ≤ m − 1. For smooth data, the
compatibility conditions are said to hold to infinite order if this condition holds for all
m. A more detailed exposition on compatibility can be found in, e.g., [17].
Our only assumption on the geometry of K is that the associated local energy for
solutions to the linear homogeneous wave equation decays sufficiently rapidly. For a
clearer exposition, we shall assume that there is an exponential decay of local energy
with a loss of a single degree of regularity, though it will be clear from the proof that a
sufficiently rapid polynomial decay with a fixed finite loss of regularity will suffice.1 More
specifically, we shall assume that if ✷u = 0 and if supp u(0, · ), ∂tu(0, · ) ⊂ {|x| < 10},
then
(1.2) ‖u′(t, · )‖L2(R3\K∩{|x|<10}) . e
−at
∑
|α|≤1
‖∂αx u
′(0, · )‖2
for some a > 0. The notation A . B indicates that there is a positive unspecified
constant C (which may change from line to line) so that A ≤ CB. Moreover, this C will
implicitly be independent of any parameters in our problem.
Local energy decay estimates such as (1.2) have a long history, which we shall only
tersely describe. For nontrapping domains, one need not have the loss of regularity which
appears in the right. See [22] for star-shaped obstacles and [34] for nontrapping domains.
When there are trapped rays, it is known [36] that an estimate such as (1.2) cannot
hold unless such a loss of regularity is permitted. Results in the positive direction in
the presence of trapped rays begin with [11, 12] where such estimates are proved when
K consists of multiple convex obstacles subject to certain size/spacing conditions. More
recent results include [1], [2], [4], [35], [41].
1To date, the authors are not aware of examples of three dimensional domains for which there is
polynomial decay but not exponential decay, though the recent article [3] provides the most compelling
evidence to date that such domains can be constructed.
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We may now state our main theorem, which shows that for Cauchy data of size ε
solutions to (1.1) must exist up to a lifespan of Tε = c/ε
2 for some small constant c.
Theorem 1.1. Let K be a smooth, bounded set for which the exponential decay of local
energy (1.2) holds, and let Q be as above. Suppose that the Cauchy data f, g ∈ C∞(R3\K)
are compactly supported and satisfy the compatibility conditions to infinite order. Then
there exist constants N and c so that if ε is sufficiently small and
(1.3)
∑
|µ|≤N
‖∂µxf‖2 +
∑
|µ|≤N−1
‖∂µxg‖2 ≤ ε,
then (1.1) has a unique solution u ∈ C∞([0, Tε]× R
3\K) where
(1.4) Tε = c/ε
2.
For simplicity of exposition, we are assuming here that the Cauchy data are compactly
supported. It is likely that it would suffice to take the data to be small in certain weighted
Sobolev norms.
On R+ × R
3, this lifespan was first proved in [23]. The dependence on the solution
u rather than just its first and second derivatives inhibits the energy methods which are
typically employed to show such long time existence. Indeed, when the nonlinearity does
not depend on u at the quadratic level, solutions are known to exist almost globally, i.e.
with a lifespan of Tε ≈ exp(c/ε). See [13].
The previous results [15, 16, 17, 18], [26, 27, 28], [24], [14] have focused on proving
long-time existence for three dimensional wave equations in exterior domains when there
is no dependence on u, and [25] examines the case that there is dependence at the cubic
level and beyond. Of particular note is the paper [26] where long-time existence results
were first established only assuming (1.2), and in particular, in domains which have
trapped rays.
The current direction of research was initiated with the paper [6] where the same
lower bound on the lifespan was shown exterior to star-shaped obstacles. A similar
four dimensional problem was addressed in [5], and the techniques therein could also be
applied to the exterior of three dimensional star-shaped obstacles. The current article
extends these results to much more general geometries.
The method of proof shall utilize Klainerman’s method of invariant vector fields [21].
This has been adapted to the exterior domain setting with particularly notable contri-
butions coming in [16, 18] and [26]. To this end, we set
Z = {∂α,Ωij = xi∂j − xj∂i : 0 ≤ α ≤ 3, 1 ≤ i < j ≤ 3}
to be the generators of space-time translations and spatial rotations. We shall also denote
L = t∂t + r∂r, which is the scaling vector field. A key fact is that
[✷, Z] = 0, [✷, L] = 2✷.
These vector fields thus preserve ✷u = 0, in the sense that if u solves such an equation
then ✷Zu = 0 and ✷Lu = 0. The Lorentz boosts Ω0k = t∂k + xk∂t have not yet been
mentioned despite playing a key role when the method is applied on R+×R
3. Though all
of these vector fields have nice commutation properties with ✷, only ∂t is guaranteed to
preserve the Dirichlet boundary conditions. While the other members of Z do not preserve
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the boundary conditions, their coefficients are bounded on the compact obstacle, and thus,
approximately do. Indeed, these can be handled using elliptic regularity arguments and
localized energy estimates as was initiated in [16]. On the other hand, the Lorentz boosts
have unbounded normal component on ∂K and seem inadmissible for such boundary value
problems. It is also worth noting that the Lorentz boosts have an associated speed, and
they only commute with the d’Alembertian of the same speed, which renders them also
difficult to use for multiple speed systems. While the scaling vector field has a bounded
normal component on ∂K, for long-time problems, its coefficients can be large in any
neighborhood of the boundary. For this reason, we shall be required to use relatively few
L compared to the vector fields Z. This is an idea which originated in [18] and is further
displayed in [26], [24, 25].
The star-shaped assumption on the geometry of K arises in [6] in order to prove energy
estimates involving the scaling vector field L. Indeed, using ideas akin to those from [18]
which is in turn reminiscent of [32], it is shown that the worst boundary term (in terms
of t dependence) which arises when proving an energy inequality for Lu has a beneficial
sign. Developing an alternative method for handling these boundary terms was one of
the major innovations of [26], and this article largely represents a combination of ideas
from [6] and [26].
The star-shaped assumption arises in [5] in a related, though different, way. Long-time
existence is shown there using only the vector fields Z. This is accomplished by employing
a class of localized energy estimates which are known to hold for small perturbations of
the d’Alembertian exterior to star-shaped obstacles [27], [31] and iterating in a fashion
which is akin to [16] and [27]. See also [28] for a further example of how a star-shaped
assumption and the broader class of available localized energy estimates can simplify
arguments.
The remainder of the article is organized as follows. In Section 2, we gather our
main energy and localized energy estimates. These largely represent a combination of
the main estimates used in [6] as well as the techniques developed in [26] to permit the
use of the scaling vector field when the obstacle is not star-shaped. In Section 3, we
establish the main decay estimates which we shall utilize. The principal piece here is a
L1−L∞ estimate which is akin to those of Ho¨rmander [10] as was adapted to remove the
dependence on the Lorentz boosts by [18]. In Section 4, we prove the long time existence
given by Theorem 1.1.
2. Energy estimates. In this section, we shall gather the main L2 estimates which we
shall require. These will primarily be energy estimates as well as weighted L2tL
2
x localized
energy estimates for the solution and vector fields applied to the solution. That is, these
will be variants of the energy estimate and the localized energy estimate
(2.1) sup
t∈[0,T ]
‖u′(t, · )‖2 + sup
R≥1
R−1/2‖u′‖L2t,x([0,T ]×{|x|<R}) . ‖u
′(0, · )‖2
+ inf
✷u=f+g
(∫ T
0
‖f(s, · )‖2 ds+
∑
j≥0
‖〈x〉
1/2
g‖L2t,x([0,T ]×{〈x〉≈2j})
)
which are known to hold on R+×R
3. Estimates of this latter form originated in [33] and
have subsequently appeared in, e.g., [7], [16, 18], [19], [37], [39], [40]. Their particular
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utility for proving long-time existence in exterior domains was first recognized in [16],
and they have played a primary role in nearly every such proof since. Also, see, e.g.,
[27, 28] and [30, 31].
2.1. Estimates for ‖u‖L2x on R+×R
3. Here we shall gather the boundaryless L2 estimates
on u, rather than on u′, which we shall utilize in the sequel. We shall only require these
in the boundaryless case as the Dirichlet boundary conditions permit the control
(2.2) ‖u‖L2x({x∈R3\K : |x|<2}) . ‖u
′‖L2x({x∈R3\K : |x|<2})
and when a cutoff which vanishes on {|x| < 1} is applied to u, then it suffices to examine
a boundaryless equation. The majority of these estimates were also utilized in [6]. In the
sequel, we shall abbreviate L2x({x ∈ R
3\K : |x| < 2}) as L2x(|x| < 2).
We first state the variant of the localized energy estimates which we shall employ.
Lemma 2.1. Let u be a smooth function which vanishes for large |x| at each time t.
Then for T ≥ 1
(2.3) ‖〈x〉−3/4u′‖L2t,x([0,T ]×R3) + T
−1/4‖〈x〉−1/4u′‖L2t,x([0,T ]×R3)
. ‖u′(0, · )‖2 + inf
✷u=f+g
(∫ T
0
‖f(s, · )‖2 ds+
∑
j≥0
‖〈x〉
1/2
g‖L2t,x([0,T ]×{〈x〉≈2j})
)
.
To obtain (2.3), we first note that over |x| > T it follows trivially from the energy
inequality. To finish the proof, one need only dyadically decompose |x| < T and apply
(2.1). The interested reader can find an alternate proof in [6].
We shall then use the following weighted Sobolev-type estimate from [6], [5].
Lemma 2.2. For n ≥ 3 and h ∈ C∞0 (R
n),
‖h‖H˙−1(Rn) . ‖h‖L
2n
n+2 (|x|<1)
+ ‖|x|−
n−2
2 h‖L1rL2ω(|x|>1).
Here and throughout, the mixed norm represents
‖f‖LprLqω(Rn) =
(∫ ∞
0
[ ∫
Sn−1
|f(rω)|q dω
]p/q
rn−1 dr
)1/p
.
By applying the energy inequality and (2.3) to the Riesz transforms of the solution
and subsequently applying the preceding lemma, we obtain:
Proposition 2.3. Let u be a smooth function which vanishes for large |x| at each time
t. Then for T ≥ 1
(2.4) ‖u‖L∞t L2x([0,T ]×R3) + T
−1/4‖〈x〉
−1/4
u‖L2t,x([0,T ]×R3) . ‖u(0, · )‖2 + ‖∂tu(0, · )‖H˙−1
+
∫ T
0
‖|x|−1/2✷u(s, · )‖L1rL2ω(|x|>1) ds+
∫ T
0
‖✷u(s, · )‖L6/5(|x|<1) ds.
Further details of the proof can again be found in [6] and [5].
The following proposition will be used to control commutator terms when the solution
in the exterior domain is cutoff away from the obstacle. It appears implicitly in [6,
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Section 4] and utilizes arguments akin to those which appeared in [37], [16] which rely
on Huygens’ principle. In higher dimensions, an alternate proof which does not rely on
Huygens’ principle appeared in [5].
Proposition 2.4. Let u be a smooth solution to ✷u = G, u = 0 for t ≤ 0. Suppose
further that G(s, x) = 0 unless |x| < 3. Then,
(2.5) ‖u‖L∞t L2x([0,T ]×R3) + T
−1/4‖〈x〉−1/4u‖L2t,x([0,T ]×R3) . ‖G‖L2t,x([0,T ]×R3).
In one case, we shall need an improvement on the estimate (2.4) when the forcing
term is in divergence form. This follows easily from ideas of [8], [23]. See also [29] for an
application in a context similar to the current study.
Proposition 2.5. Let v be a smooth solution to{
✷v =
∑3
0 aj∂jG, (t, x) ∈ R+ × R
3,
v(0, · ) = ∂tv(0, · ) = 0.
Then,
(2.6)
sup
t∈[0,T ]
‖v(t, · )‖2 + 〈T 〉
−1/4
‖〈x〉
−1/4
v‖L2t,x([0,T ]×R3) . ‖G(0, · )‖H˙−1 +
∫ T
0
‖G(s, · )‖2 ds.
2.2. Energy estimates on R+ × R
3\K. In this section, we examine the fixed time, L2
energy estimates which will be used in the sequel. As we are proving long-time existence
for quasilinear equations, we shall require such estimates for small perturbations of the
d’Alembertian. Such an estimate is well-known for solutions satisfying Dirichlet boundary
conditions. When vector fields are, however, applied to the solution and these boundary
terms no longer vanish, some extra care is required, particularly when the time dependent
vector field L occurs. In the remainder of this section, we are merely gathering results
from [26, Section 2], and the interested reader is referred therein for detailed proofs.
In particular, we shall be studying smooth solutions u to
(2.7)


✷γu = F, (t, x) ∈ R+ × R
3\K,
u|∂K(t, · ) = 0,
u(0, · ) = f, ∂tu(0, · ) = g
where
✷γu = (∂
2
t −∆)u + γ
αβ(t, x)∂α∂βu.
The perturbation is taken to satisfy γαβ = γβα as well as
(2.8) ‖γαβ(t, · )‖∞ ≤
δ
1 + t
, 0 < δ ≪ 1.
We set e0(u) to be the energy form
e0(u) = |u
′|2 + 2γ0α∂tu∂αu− γ
αβ∂αu∂βu.
Our first estimate concerns
EM (t) = EM (u)(t) =
∫
R3\K
M∑
j=0
e0(∂
j
t u)(t, x) dx.
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As ∂jt preserves the Dirichlet boundary conditions, standard energy methods yield
Lemma 2.6. Fix M = 0, 1, 2, . . . and assume that the γαβ are as above. Suppose that
u ∈ C∞ solves (2.7) and vanishes for large |x| for every t. Then
(2.9) ∂tE
1/2
M (t) .
M∑
j=0
‖✷γ∂
j
t u(t, · )‖2 + ‖γ
′(t, · )‖∞E
1/2
M (t).
Here, we have used the notation
‖γ′(t, · )‖∞ =
3∑
α,β,µ=0
‖∂µγ
αβ(t, · )‖∞.
In the sequel, we shall frequently use the fact that∫
R3\K
e0(v)(t, x) dx ≈ ‖v
′(t, · )‖22
if (2.8) holds with δ sufficiently small.
From these L2 estimates for ∂t applied to the solution u, estimates for ∂
µ
xu shall be
obtained via elliptic regularity. The key lemma is
Lemma 2.7. For j,N = 0, 1, 2, . . . fixed and for u ∈ C∞(R+ ×R
3\K) solving (2.7) and
vanishing for large |x| for each t, we have
(2.10)
∑
|µ|≤N
‖Lj∂µu′(t, · )‖2 .
∑
k+l≤j+N
l≤j
‖Ll∂kt u
′(t, · )‖2 +
∑
|µ|+l≤N+j−1
l≤j
‖Ll∂µ✷u(t, · )‖2.
In order to prove estimates involving L, we set L˜ = η(x)r∂r + t∂t where η ∈ C
∞(R3)
with η(x) = 0 for x ∈ K and η(x) = 1 for |x| > 1. We note that L˜ now preserves
the Dirichlet boundary conditions. It, however, no longer commutes with ✷. The com-
mutators will be controlled using a combination of (1.2) and Huygens’ principle for the
associated boundaryless d’Alembertian, which will be stated later. We set
Xk,j =
∫
e0(L˜
k∂jt u)(t, x) dx.
Associated to this energy, we have the following estimate.
Proposition 2.8. Let u ∈ C∞ solve (2.7) with γαβ as above and vanish for large |x| for
each t. Then,
(2.11) ∂tX
1/2
k,j . ‖γ
′(t, · )‖∞X
1/2
k,j + ‖L˜
k∂jt✷γu(t, · )‖2 + ‖[L˜
k∂jt , γ
αβ∂α∂β]u(t, · )‖2
+
∑
l≤k−1
‖Ll∂jt✷u(t, · )‖2 +
∑
l+|µ|≤j+k
l≤k−1
‖Ll∂µu′(t, · )‖L2(|x|<1).
In the sequel, we shall be choosing γ so that
(2.12) ‖γ′(t, · )‖∞ ≤
δ
1 + t
.
By doing so, it will be easy to bootstrap the term involving ‖γ′‖∞ upon integration over
[0, T ] when T is appropriately bounded in terms of δ.
8 JOHN HELMS AND JASON METCALFE
We finally state an energy estimate involving the full set of vector fields. Here, the
associated boundary terms involve a loss of regularity, but they no longer involve the
rotations. These boundary terms will be controlled using localized energy estimates
which follow.
Proposition 2.9. For fixed N0 and m0, set
YN0,m0(t) =
∑
|µ|+k≤N0+m0
k≤m0
|ν|=1
∫
e0(L
kZµ∂νu)(t, x) dx.
Suppose that (2.8) and (2.12) hold for δ sufficiently small. Then
(2.13) ∂tYN0,m0 . Y
1/2
N0,m0
∑
|µ|+k≤N0+m0
k≤m0
|ν|=1
‖✷γL
kZµ∂νu(t, · )‖2
+ ‖γ′(t, · )‖∞YN0,m0 +
∑
|µ|+k≤N0+m0+2
k≤m0
‖Lk∂µu′(t, · )‖2L2(|x|<1).
The above proposition contains a slight modification of what appeared previously
in [26]. There one did not need to distinguish between the vector fields Z and the one
derivative ∂ in the definition of YN0,m0 . Here we need this slight bit of additional precision.
The proof follows the same argument. One needs to only apply standard energy methods
to the principle terms and a trace theorem to the boundary terms which result upon
doing such integrations by parts.
2.3. Localized energy estimates and boundary term estimates on R+ × R
3\K. In this
section, we collect two additional results from [26]. The reader is referred there for
proofs. Both estimates will concern solutions to the Dirichlet-wave equation
(2.14)


✷w = G(t, x), (t, x) ∈ R+ × R
3\K,
w|∂K(t, · ) = 0,
w(t, x) = 0, t ≤ 0.
When the estimates of Section 2.1 are applied away from the obstacle, the following,
which strongly depends on (1.2), is used to handle the behavior near the boundary.
This is also used to control the boundary term that appears in (2.13). For notational
convenience, we set ST = [0, T ]× R
3\K.
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Proposition 2.10. Suppose that K ⊂ {|x| < 1} satisfies (1.2), and suppose that w ∈ C∞
solves (2.14). Then, for fixed N0 and m0, if w vanishes for large |x| for every fixed t,
(2.15) ∑
|µ|+j≤N0+m0
j≤m0
‖Lj∂µw′‖L2t,x(ST∩{|x|<10}) .
∫ T
0
∑
|µ|+j≤N0+m0+1
j≤m0
‖✷Lj∂µw(s, · )‖2 ds
+
∑
|µ|+j≤N0+m0−1
j≤m0
‖✷Lj∂µw‖L2t,x(ST ).
The second estimate shall be used to control the boundary term which arises in (2.11).
The contributions from behavior near the obstacle are controlled using (1.2) and that
away from the boundary follows from sharp Huygens’ principle after passing to a properly
related boundaryless equation. See [26].
Proposition 2.11. Let K ⊂ {|x| < 1} satisfy (1.2), and suppose that w ∈ C∞ solves
(2.14). Then for fixed N0 and m0 and t > 2,
(2.16)
∑
|µ|+j≤N0+m0
j≤m0
∫ t
0
‖Lj∂µw′(s, · )‖L2(|x|<2) ds
.
∑
|µ|+j≤N0+m0+1
j≤m0
∫ t
0
(∫ s
0
‖Lj∂µ✷w(τ, · )‖L2(||x|−(s−τ)|<10) dτ
)
ds.
3. Pointwise decay estimates. In this section, we gather the main decay estimates
which will permit the necessary integrability to gain long-time existence. The first is a
variant on standard weighted L1-L∞ estimates (see, e.g., [9], [38]).
Proposition 3.1. Suppose that w is a solution to the scalar inhomogeneous wave equa-
tion (2.14), and suppose that K ⊂ {|x| < 1} is so that the decay of local energy (1.2)
holds. Then
(3.1) (1 + t+ |x|)|Zµw(t, x)| .
∫ t
0
∫
R3\K
∑
|ν|+k≤|µ|+7
k≤1
|LkZνG(s, y)|
dy ds
|y|
+
∫ t
0
∑
|ν|+k≤|µ|+4
k≤1
‖Lk∂νG(s, · )‖L2(|x|<2) ds.
This is essentially [18, Theorem 4.1], though there solutions are studied exterior to
star-shaped obstacles. For such domains, the associated version of (1.2) does not require
a loss of regularity. In the current setting, as we allow for the possibility of trapped rays
in our exterior domain and as such (1.2) has an associated loss of regularity, the right
hand side of (3.1) reflects an additional vector field. See, also, [26, Theorem 3.1].
The second decay estimate is a weighted Sobolev lemma. See [20].
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Lemma 3.2. Suppose that h ∈ C∞(R3). Then for R ≥ 1,
(3.2) ‖h‖L∞(R/2<|x|<R) . R
−1
∑
|α|≤2
‖Zαh‖L2(R/4<|x|<2R),
and
(3.3) ‖h‖L∞(R<|x|<R+1) . R
−1
∑
|α|≤2
‖Zαh‖L2(R−1<|x|<R+2).
After localizing to the annulus, these estimates follow simply by applying Sobolev
embedding on R× S2 and then adjusting the volume element to match that of R3.
4. Proof of Theorem 1.1. Here we prove Theorem 1.1 via iteration. We shall first
use local existence theory to reduce to the case of vanishing initial data.
Indeed by invoking, e.g., the local existence theory established in [17], if ε in (1.3) is
sufficiently small and N is sufficiently large, then the existence of a smooth solution for
t ∈ [0, 2] satisfying
(4.1) sup
0≤t≤2
∑
|µ|≤102
‖∂µu(t, · )‖2 ≤ Cε
is guaranteed.
We shall use this local solution to reduce to the case of vanishing initial data. To this
end, let η ∈ C∞(R) with η(t) ≡ 1 for t ≤ 1/2 and η(t) ≡ 0 for t > 1. Then u0 = ηu
solves
✷u0 = ηQ(u, u
′, u′′) + [✷, η]u.
And solving (1.1) is then equivalent to showing that w = u− u0 solves
(4.2)


✷w = (1− η)Q(u0 + w, (u0 + w)
′, (u0 + w)
′′)− [✷, η](u0 + w),
w|∂K = 0,
w(0, x) = ∂tw(0, x) = 0.
We solve (4.2) via iteration. In particular, we let w0 ≡ 0, and recursively define wm
to solve


✷wm = (1− η)Q(u0 + wm−1, (u0 + wm−1)
′, (u0 + wm)
′′)− [✷, η]u,
wm|∂K = 0,
wm(0, x) = ∂twm(0, x) = 0.
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Our first goal is to show a form of boundedness. We set
(4.3) Mm(T ) = sup
t∈[0,T ]
∑
|µ|≤100
‖∂µw′m(t, · )‖2 +
∑
|µ|≤95
‖〈x〉
−3/4
∂µw′m‖L2t,x(ST )
+ sup
t∈[0,T ]
∑
|µ|≤90
|ν|≤2
‖Zµ∂νwm(t, · )‖2 +
∑
|µ|≤90
|ν|≤1
〈T 〉−1/4‖〈x〉−1/4Zµ∂νwm‖L2t,x(ST )
+ sup
0≤t≤T
∑
|µ|≤80
‖L∂µw′m(t, · )‖2 +
∑
|µ|≤75
‖〈x〉−3/4L∂µw′m‖L2t,x(ST )
+ sup
0≤t≤T
∑
|µ|≤70
|ν|≤2
‖LZµ∂νwm(t, · )‖2 + 〈T 〉
−1/4
∑
|µ|≤70
|ν|≤1
‖〈x〉
−1/4
LZµ∂νwm‖L2t,x(ST )
+ sup
0≤t≤T
(1 + t)
∑
|µ|≤60
‖Zµwm(t, · )‖∞.
If M0(T ) denotes the above quantity with wm replaced by u0, then (4.1) and finite
propagation speed guarantees the existence of a constant C0 so that
(4.4) M0(T ) ≤ C0ε.
We wish to inductively show that there is a uniform constant C1 so that
(4.5) Mm(T ) ≤ C1ε.
We label the terms of Mm(T ) by I, II, . . . , IX .
Bound for I: Here we shall apply (2.9) and (2.10) (j = 0) with
(4.6) γαβ = −(1− η)
[
bαβ(u0 + wm−1) + b
αβ
σ ∂σ(u0 + wm−1)
]
.
By the inductive hypothesis as well as (4.1), we have (2.8) and (2.12) with δ = C1ε.
Upon integrating (2.9), applying (1.4), bootstrapping, and utilizing (2.10), it suffices to
bound ∑
j≤100
∫ T
0
‖✷γ∂
j
twm(t, · )‖2 dt+ sup
t∈[0,T ]
∑
|µ|≤99
‖∂µ✷wm(t, · )‖2.
Here we note that
∑
j≤100
|✷γ∂
j
twm| .
∑
|ν|≤50
|∂ν(u0 + wm−1)|
[ ∑
|µ|≤100
|∂µ(u0 + wm)
′|+
∑
|µ|≤102
|∂µu0|
]
+
∑
|ν|≤51
|∂ν(u0+wm)
′|
∑
|µ|≤100
|∂µ(u0+wm−1)
′|+
∑
|ν|≤51
|∂ν(u0+wm−1)|
∑
|µ|≤100
|∂µ(u0+wm−1)
′|
+ |u0 + wm−1|
2 +
∑
|µ|≤100
|∂µ[✷, η]u|.
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By using term I, III, and IX of (4.3) as well as (4.1), we have
∑
j≤100
∫ T
0
‖✷γ∂
j
twm(t, · )‖2 dt . (M0(T )+Mm−1(T ))(M0(T )+Mm(T ))
∫ T
0
(1+ t)−1 dt
+ (M0(T ) +Mm−1(T ))
2
∫ T
0
(1 + t)−1 dt+ ε.
We can argue similarly to control
sup
t∈[0,T ]
∑
|µ|≤99
‖∂µ✷wm(t, · )‖2.
By doing so, it follows that
I ≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T )) log(2 + T ) + C2ε
provided that C2 is a constant which is chosen sufficiently large relative to the constant
in (4.1). At this point, we shall permit C2 to change from line to line but note that C2
is completely independent of important parameters such as m, C1, ε, and T .
Bound for II: Here we fix a smooth cutoff β which is identically 1 on |x| < 2 and
vanishes for |x| > 3. For the multi-index µ fixed, we first examine (1 − β)∂µwm, which
solves the boundaryless wave equation
✷(1 − β)∂µwm = (1− β)∂
µ
✷wm − [✷, β]∂
µwm
with vanishing initial data. To this, we apply (2.3). Thus, in order to control II, we see
that it suffices to bound
∑
|µ|≤95
∫ T
0
‖∂µ✷wm(s, · )‖2 ds+
∑
|µ|≤95
‖∂µw′m‖L2t,x(ST∩{|x|<3}).
Here we have applied (2.2) to the lower order piece of the commutator. To control the
latter term, we utilize (2.15), which reduces the bound for II to controlling
(4.7)
∑
|µ|≤96
∫ T
0
‖∂µ✷wm(s, · )‖2 ds+
∑
|µ|≤94
‖∂µ✷wm‖L2t,x(ST ).
As
(4.8)
∑
|µ|≤96
|∂µ✷wm| .
∑
|ν|≤49
|∂ν(u0 + wm−1)|
∑
|µ|≤97
|∂µ(u0 + wm)
′|
+
∑
|ν|≤49
|∂ν(u0+wm)
′|
∑
|µ|≤96
|∂µ(u0+wm−1)
′|+
∑
|ν|≤49
|∂ν(u0+wm−1)|
∑
|µ|≤96
|∂µ(u0+wm−1)
′|
+ |u0 + wm−1|
2 +
∑
|µ|≤96
|∂µ[✷, η]u|,
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it follows from (4.3) (I, III, and IX) and (4.1) that
∑
|µ|≤97
∫ T
0
‖∂µ✷wm(s, · )‖2 ds . (M0(T ) +Mm−1(T ))(M0(T ) +Mm(T ))
∫ T
0
s−1 ds
+ (M0(T ) +Mm−1(T ))
2
∫ T
0
s−1 ds+ ε.
The second term in (4.7) is simpler and can be controlled similarly. It follows that
II ≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T )) log(2 + T ) + C2ε.
Bounds for III and IV , |ν| = 0: The primary estimate which shall be utilized is
(2.4). This meshes well with every nonlinear term with the exception of those involving
second derivatives, which is more difficult as we cannot properly control the second
derivatives in the weighted L2t,x spaces. To get around this, we write the worst terms in
divergence form and utilize (2.6).
To do so, we fix β as above. Over |x| < 3, due to the Dirichlet boundary conditions,
we have that ‖wm(s, · )‖L2(|x|<3) . ‖w
′
m(s, · )‖L2(|x|<3). Moreover, on such a compact
set, the coefficients of Z are bounded, and ‖Zwm(s, · )‖L2(|x|<3) . ‖w
′
m(s, · )‖L2(|x|<3).
Such terms are subject to the bound established for II above. Thus, it will suffice to
control (1− β)Zµwm in the appropriate norms.
We note that for µ fixed, (1− β)Zµwm solves the boundaryless equation
✷(1− β)Zµwm = (1− β)Z
µ
✷wm − [✷, β]Z
µwm
and that the latter term is supported in {|x| < 3}. We must further decompose the first
term in the right. We write
(1− β)Zµ✷wm = ∂α
[
(1 − η)(1− β)
(
bαβ(u0 + wm−1)∂βZ
µ(u0 + wm)
+ bαβγ ∂γ(u0 + wm−1)∂βZ
µ(u0 + wm)
)]
+Gm(t, x).
The key here is that the former term falls into the context of Proposition 2.5 while the
latter term does not contain the case where the full number of vector fields lands on the
term containing second derivatives.
By applying (2.6), (2.4) and (2.5), as well as the comments in the preceding paragraph,
we obtain
(4.9) sup
t∈[0,T ]
∑
|µ|≤90
‖(1− β)Zµwm(t, · )‖2 +
∑
|µ|≤90
〈T 〉
−1/4
‖〈x〉
−1/4
(1− β)Zµwm‖L2t,x(ST )
.
∫ T
0
‖〈x〉−1/2Gm(s, · )‖L1rL2ω ds+
∑
|µ|≤90
∑
|θ|≤1
∫ T
0
‖|∂θ(u0 + wm−1)||Z
µ(u0 + wm)
′|‖2 ds
+
∑
|µ|≤90
‖∂µw′m‖L2t,x([0,T ]×{|x|<3}).
The last term is controlled by II, which was appropriately bounded in the previous
section.
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We first examine the first term in the right. Analogous to (4.8), we have
(4.10) |Gm| .
∑
|ν|≤46
|Zν(u0 + wm−1)|
∑
|µ|≤90
|Zµ(u0 + wm)
′|
+
∑
|ν|≤46
|Zν(u0 + wm)
′|
∑
|µ|≤90
|θ|≤1
|Zµ∂θ(u0 + wm−1)|
+
∑
|ν|≤46
|Zν(u0 + wm−1)|
∑
|µ|≤90
|θ|≤1
|Zµ∂θ(u0 + wm−1)|+
∑
|µ|≤90
|Zµ[✷, η]u|.
For the first term in the right side of (4.9), we can apply Sobolev embedding on S2 and
the Schwarz inequality to obtain
∑
|µ|≤90
∫ T
0
‖〈x〉
−1/2
Gm‖L1rL2ω ds . ε
+
∑
|ν|≤48
‖〈x〉
−1/4
Zν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤90
‖〈x〉
−1/4
Zµ(u0 + wm)
′‖L2t,x(ST )
+
∑
|ν|≤48
‖〈x〉
−1/4
Zν(u0 + wm)
′‖L2t,x(ST )
∑
|µ|≤90
|θ|≤1
‖〈x〉
−1/4
Zµ∂θ(u0 + wm−1)‖L2t,x(ST )
+
∑
|ν|≤48
‖〈x〉
−1/4
Zν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤90
|θ|≤1
‖〈x〉
−1/4
Zµ∂θ(u0 + wm−1)‖L2t,x(ST ).
Here we have also applied (4.1). The above is, in turn,
〈T 〉
1/2
(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T )) + C2ε.
The second term in the right side of (4.9) is better behaved. Indeed, using IX , it
follows immediately that this is
. (log(2 + T ))(M0(T ) +Mm−1(T ))(M0(T ) +Mm(T )).
Combining the above, we have established
III
∣∣∣
|ν|=0
+IV
∣∣∣
|ν|=0
≤ C(M0(T )+Mm−1(T ))(M0(T )+Mm−1(T )+Mm(T ))〈T 〉
1/2
+C2ε.
Bounds for III and IV , |ν| = 1: We, again, fix β as above and seek to control the
contribution away from the boundary as the coefficients of Z are O(1) on the support
of β and the corresponding terms near the boundary are controlled by II. Indeed, we
apply (2.1) and (2.3) to (1− β)Zµwm, which solves the boundaryless equation shown in
the previous subsection. This yields
(4.11) sup
t∈[0,T ]
∑
|µ|≤90
‖Zµw′m(t, · )‖2 +
∑
|µ|≤90
〈T 〉
−1/4
‖〈x〉
−1/4
Zµw′m‖L2t,x(ST )
.
∑
|µ|≤90
∫ T
0
‖Zµ✷wm(s, · )‖2 ds+
∑
|µ|≤91
‖∂µwm‖L2t,x([0,T ]×{|x|<3}).
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The last term in the above equation is subject to the bounds previously established for
II.
Mimicking the arguments above, we obtain to following bound for the first term in the
right side of (4.11):
∫ T
0
∑
|ν|≤46
‖Zν(u0 + wm−1)(s, · )‖∞
∑
|µ|≤90
‖Zµ∂2(u0 + wm)(s, · )‖2 ds
+
∫ T
0
∑
|ν|≤46
‖Zν∂(u0 + wm)(s, · )‖∞
∑
|µ|≤90
|ν|≤1
‖Zµ∂ν(u0 + wm−1)(s, · )‖2 ds
+
∫ T
0
∑
|ν|≤46
‖Zν(u0 + wm−1)(s, · )‖∞
∑
|µ|≤90
|ν|≤1
‖Zµ∂ν(u0 + wm−1)(s, · )‖2 ds
+
∫ T
0
∑
|µ|≤90
‖Zµ[✷, η]u(s, · )‖2 ds.
The key thing to note here is that as we are not utilizing estimates for time-dependent
perturbations of ✷, we must face a term of the form
∑
|µ|≤90 ‖Z
µw′′m‖2, which shall be
bounded in the following section. Utilizing terms III and IX of (4.3) as well as (4.1), it
follows that this piece satisfies
III
∣∣∣
|ν|=1
+IV
∣∣∣
|ν|=1
≤ C(M0(T )+Mm−1(T ))(M0(T )+Mm−1(T )+Mm(T )) log(2+T )+C2ε.
Bounds for III, |ν| = 2: With γ chosen as when bounding I, we have (2.8) and
(2.12) with δ = C1ε. We may, thus, apply (2.13). Upon integrating (2.13) in t, applying
(2.12) and (1.4), and bootstrapping, we need to control
(4.12)
∫ T
0
∑
|µ|≤90
|ν|=1
‖✷γZ
µ∂νwm(t, · )‖2 dt+
∑
|µ|≤92
‖∂µw′m‖L2t,x([0,T ]×{|x|<1}).
As above, the bound established for II applies to the latter term, and we need only
control the former term.
Using the product rule, it follows that
∑
|µ|≤90
|ν|=1
|✷γZ
µ∂νwm| .
∑
|ν|≤47
|Zν(u0 + wm−1)|
[ ∑
|µ|≤90
|ν|≤1
|Zµ∂ν(u0 + wm)
′|+
∑
|µ|≤93
|Zµu0|
]
+
∑
|ν|≤47
|Zν(u0 + wm)
′|
∑
|µ|≤90
|ν|≤2
|Zµ∂ν(u0 + wm−1)|
+
∑
|ν|≤47
|Zν(u0 + wm−1)|
∑
|µ|≤90
|ν|≤2
|Zµ∂ν(u0 + wm−1)|+
∑
|µ|≤91
|Zµ[✷, η]u|.
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And hence, using (4.1),
∫ T
0
∑
|µ|≤90
|ν|=1
‖✷γZ
µ∂νwm(t, · )‖2 dt . ε
+
∫ T
0
∑
|ν|≤47
‖Zν(u0+wm−1)(t, · )‖∞
[ ∑
|µ|≤90
|ν|≤1
‖Zµ∂ν(u0+wm)
′(t, · )‖2+
∑
|µ|≤93
‖Zµu0(t, · )‖
]
dt
+
∫ T
0
∑
|ν|≤47
‖Zν(u0 + wm)
′(t, · )‖∞
∑
|µ|≤90
|ν|≤2
‖Zµ∂ν(u0 + wm−1)(t, · )‖2 dt
+
∫ T
0
∑
|ν|≤47
‖Zν(u0 + wm−1)(t, · )‖∞
∑
|µ|≤90
|ν|≤2
‖Zµ∂ν(u0 + wm−1)(t, · )‖2 dt.
We now use terms III and IX of (4.3). This immediately yields
III
∣∣∣
|ν|=2
≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T )) log(2 + T ) + C2ε.
Bound for V : It is here where our approach most differs from that of [6]. When
proving energy estimate involving L, [6] utilized the star-shapedness, as in [18], to show
that the worst contribution on the boundary had a favorable sign. Our approach instead
follows that of [26], which relies instead on (2.16).
We first note that by (2.10), it suffices to estimate
∑
j+k≤81
k≤1
‖Lk∂jtw
′
m(t, · )‖2 +
∑
|µ|+k≤80
k≤1
‖Lk∂µ✷wm(t, · )‖2.
We further note that
∑
j+k≤81
k≤1
‖Lk∂jtw
′
m(t, · )‖2 ≤
∑
k≤80
‖L˜∂jtw
′
m(t, · )‖2 +
∑
|µ|≤81
‖∂µw′m(t, · )‖2.
As the latter term is subject to the previously established bounds for I, it suffices to
control
∑
j≤80
‖L˜∂jtw
′
m(t, · )‖2 +
∑
|µ|+k≤80
k≤1
‖Lk∂µ✷wm(t, · )‖2.
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For the former term, we shall employ (2.11) with γ as in the argument for term I. After
integrating (2.11), applying (2.12) and (1.4), and bootstrapping, it remains to bound
(4.13)
∫ T
0
∑
j+k≤81
k≤1
(
‖L˜k∂jt✷γwm(t, · )‖2 + ‖[L˜
k∂jt , γ
αβ∂α∂β ]wm(t, · )‖2
)
dt
+
∫ T
0
∑
j≤80
‖∂jt✷wm(t, · )‖2 dt+
∑
|µ|≤80
∫ T
0
‖∂µw′m(t, · )‖L2(|x|<1) dt
+ sup
t∈[0,T ]
∑
|µ|+k≤80
k≤1
‖Lk∂µ✷wm(t, · )‖2.
We note that
(4.14)∑
j+k≤81
k≤1
(
|L˜k∂jt✷γwm|+ |[L˜
k∂jt ,✷−✷γ ]wm|
)
.
∑
|ν|≤41
|∂ν(u0 + wm−1)|
∑
|µ|≤80
|L∂µw′m|
+
( ∑
|µ|≤41
(|∂µ(wm−1 + u0)|+ |∂
µ(wm + u0)
′|)
) ∑
|µ|≤80
|L∂µ(wm−1 + u0)
′|
+
∑
j+|µ|≤41
j≤1
|Lj∂µ(wm−1 + u0)|
( ∑
|ν|≤81
(|∂ν(wm + u0)
′|+ |∂ν(wm−1 + u0)
′|+ |∂νu0|)
)
+
∑
j+|µ|≤41
j≤1
|Lj∂µ(wm + u0)
′|
∑
|ν|≤81
|∂ν(wm−1 + u0)
′|
+ |wm−1 + u0|
2 +
∑
|µ|≤81
|∂µ[✷, η]u|.
For the last term, we are using the assumption that the Cauchy data are compactly
supported and finite propagation speed in order to guarantee that the coefficients of L
are O(1) on the support of [✷, η]u.
For the terms on the third and fourth lines, we shall apply (3.2) on dyadic intervals
and then sum over those dyadic intervals. See [16] for a more detailed computation.
Upon doing so, we see that the L2 norm of the terms on the third and fourth lines above
is bounded by∑
j+|µ|≤43
j≤1
‖〈x〉
−1/4
LjZµ(wm−1 + u0)‖2
×
( ∑
|ν|≤81
(‖〈x〉−3/4∂ν(wm + u0)
′‖2 + ‖〈x〉
−3/4∂ν(wm−1 + u0)
′‖2 + ‖〈x〉
−3/4∂νu0‖2)
)
+
∑
j+|µ|≤41
j≤1
‖〈x〉
−1/4
LjZµ(wm + u0)
′‖2
∑
|ν|≤81
‖〈x〉
−3/4
∂ν(wm−1 + u0)
′‖2.
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When integrated in t, we apply the Schwarz inequality and utilize terms II and XIII of
(4.3) to establish control.
For the terms in the right side of (4.14) which are on the first and second lines, we
apply IX and V of (4.3). And control for the second to last term in (4.14) follows from
terms IX and III of (4.3).
Arguing as such yields the bound
∫ T
0
∑
j+k≤81
k≤1
(
‖L˜k∂jt✷γwm(t, · )‖2 + ‖[L˜
k∂jt , γ
αβ∂α∂β ]wm(t, · )‖2
)
dt
≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/4
+ C2ε.
The integrand of last term in (4.13) is also controlled by the right side of (4.14). As there
is no time integral, it can be bounded much more easily just using Sobolev embedding
and terms I and V of (4.3). No loss of 〈T 〉1/4 is necessitated here. The third term in
(4.13) was previously controlled while establishing the bound for, say, II. For this term,
as we saw previously, logarithmic losses would suffice.
It only remains to establish control for
∑
|µ|≤80
∫ T
0
‖∂µw′m(t, · )‖L2(|x|<1) dt.
We apply (2.16) and see that it suffices to bound
∑
|µ|≤81
∫ T
0
∫ s
0
‖∂µ✷wm(τ, · )‖L2(||x|−(s−τ)|<10) dτ ds.
Similar to (4.8), we have
∑
|µ|≤81
|∂µ✷wm| .
∑
|ν|≤41
|∂ν(u0 + wm−1)|
∑
|µ|≤82
|∂µ(u0 + wm)
′|
+
∑
|ν|≤41
|∂ν(u0+wm)
′|
∑
|µ|≤81
|∂µ(u0+wm−1)
′|+
∑
|ν|≤41
|∂ν(u0+wm−1)|
∑
|µ|≤81
|∂µ(u0+wm−1)
′|
+ |u0 + wm−1|
2 +
∑
|µ|≤81
|∂µ[✷, η]u|.
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With the exception of the last term above, for which we instead use (4.1), we apply (3.3)
to see that∑
|µ|≤81
‖∂µ✷wm‖L2(||x|−(s−τ)|<10)
.
∑
|ν|≤43
‖〈x〉
−1/4
Zν(u0+wm−1)‖L2(||x|−(s−τ)|<20)
∑
|µ|≤82
‖〈x〉
−3/4
∂µ(u0+wm)
′‖L2(||x|−(s−τ)|<20)
+
∑
|ν|≤43
‖〈x〉
−1/4
Zν(u0+wm)
′‖L2(||x|−(s−τ)|<20)
∑
|µ|≤81
‖〈x〉
−3/4
∂µ(u0+wm−1)
′‖L2(||x|−(s−τ)|<20)
+
∑
|ν|≤43
‖〈x〉−1/4Zν(u0+wm−1)‖L2(||x|−(s−τ)|<20)
∑
|µ|≤81
‖〈x〉−3/4∂µ(u0+wm−1)
′‖L2(||x|−(s−τ)|<20)
+
∑
|ν|≤2
‖〈x〉
−1/4
Zν(u0 +wm−1)‖
2
L2(||x|−(s−τ)|<20) +
∑
|µ|≤81
‖∂µ[✷, η]u‖L2(||x|−(s−τ)|<10).
Since the sets {||x| − (j − τ)| < 20} have finite overlap as j ranges over the nonnegative
integers, it follows that upon integrating in τ and s that
∑
|µ|≤81
∫ T
0
∫ s
0
‖∂µ✷wm‖L2(||x|−(s−τ)|<10) dτ ds
.
∑
|ν|≤43
‖〈x〉
−1/4
Zν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤82
‖〈x〉
−3/4
∂µ(u0 + wm)
′‖L2t,x(ST )
+
∑
|ν|≤43
‖〈x〉−1/4Zν(u0 + wm)
′‖L2t,x(ST )
∑
|µ|≤81
‖〈x〉−3/4∂µ(u0 + wm−1)
′‖L2t,x(ST )
+
∑
|ν|≤43
‖〈x〉
−1/4
Zν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤81
‖〈x〉
−3/4
∂µ(u0 + wm−1)
′‖L2t,x(ST )
+
∑
|ν|≤2
‖〈x〉
−1/4
Zν(u0 + wm−1)‖
2
L2t,x(ST )
+ ε.
Here we have also employed (4.1). And thus, we see that this boundary term is
≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/2 + C2ε,
and hence, when combined with the above
V ≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/2
+ C2ε.
Bound for V I: The arguments to bound terms V I, V II, and V III follow those of
the corresponding terms with no L quite closely. Indeed, for V I, we, as in the bound
for II, apply (2.3) to L∂µwm cutoff away from the boundary and (2.15) to both the
remaining portion as well as the compactly supported commutator which results from
cutting off above. It remains then to control
(4.15)
∑
j+|µ|≤77
j≤1
∫ T
0
‖Lj∂µ✷wm(s, · )‖2 ds+
∑
j+|µ|≤75
j≤1
‖Lj∂µ✷wm‖L2t,x(ST ).
By Sobolev embeddings, it suffices to control the first term.
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We must now take a little care with the location of the scaling vector field. Playing
the role of (4.8), we have
∑
j+|µ|≤77
j≤1
|Lj∂µ✷wm| .
∑
|ν|≤40
|∂ν(u0 + wm−1)|
∑
j+|µ|≤78
j≤1
|Lj∂µ(u0 + wm)
′|
∑
j+|ν|≤40
j≤1
|Lj∂ν(u0 + wm−1)|
∑
|µ|≤78
|∂µ(u0 + wm)
′|
+
∑
|ν|≤41
|∂ν(u0 + wm)
′|
∑
j+|µ|≤77
j≤1
|Lj∂µ(u0 + wm−1)
′|
+
∑
j+|ν|≤41
j≤1
|Lj∂ν(u0 + wm)
′|
∑
|µ|≤77
|∂µ(u0 + wm−1)
′|
+
∑
|ν|≤40
|∂ν(u0 + wm−1)|
∑
j+|µ|≤77
j≤1
|Lj∂µ(u0 + wm−1)
′|
+
∑
j+|ν|≤40
j≤1
|Lj∂ν(u0 + wm−1)|
∑
|µ|≤77
|∂µ(u0 + wm−1)
′|
+ |u0 + wm−1|
∑
j≤1
|Lj(u0 + wm−1)|+
∑
j+|µ|≤78
j≤1
|Lj∂µ[✷, η]u|.
When the scaling vector field is on the higher order term, we shall generally utilize terms
V and IX of (4.3). Alternatively, when the scaling vector field is on the lower order term,
we utilize (3.2). More specifically, we decompose dyadically in x, apply (3.2), and apply
the Schwarz inequality in both the dyadic summation variable and in t as above. Upon
doing so, we can bound utilizing II, IV and V II instead. For the second to last term,
V II and IX are employed. And finally, (4.1) provides the bound for the final term.
We illustrate arguing in this fashion by examining the L1([0, T ];L2(R3\K))-norm of
the first two terms in the right. Indeed, the norm of these terms is bounded by
∫ T
0
∑
|ν|≤40
‖∂ν(u0 + wm−1)(s, · )‖∞
∑
j+|µ|≤78
j≤1
‖Lj∂µ(u0 + wm)
′(s · )‖2 ds
∑
j+|ν|≤42
j≤1
‖〈x〉
−1/4
LjZν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤78
‖〈x〉
−3/4
∂µ(u0 + wm)
′‖L2t,x(ST ).
And using XI, V , V III, and II, this is
. (M0(T ) +Mm−1(T ))(M0(T ) +Mm(T ))〈T 〉
1/4
.
The remaining terms above are handled in a directly analogous way, which yields
V I ≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/4
+ C2ε.
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Bound for V II and V III with |ν| = 0: We fix β as above. It suffices to bound (1−
β)LZµwm as the Dirichlet boundary conditions and the boundedness of the coefficients
of Z on the support of β allow us to control βLZµwm using term V I. For µ fixed, we
decompose
(1− β)LZµ✷wm
= ∂α[(1−η)(1−β)(b
αβ(u0+wm−1)LZ
µ∂β(u0+wm)+b
αβ
γ ∂γ(u0+wm−1)LZ
µ∂β(u0+wm))]
+ G˜m(t, x).
We apply (2.6), (2.4), and (2.5). The latter is used for [✷, β]LZµwm. This yields
(4.16)
sup
t∈[0,T ]
∑
|µ|≤70
‖(1− β)LZµwm(t, · )‖2 +
∑
|µ|≤70
〈T 〉
−1/4
‖〈x〉
−1/4
(1− β)LZµwm‖L2t,x(ST )
.
∫ T
0
‖〈x〉
−1/2
G˜m(s, · )‖L1rL2ω ds+
∑
|µ|≤70
∑
|θ|≤1
∫ T
0
‖|∂θ(u0+wm−1)||LZ
µ(u0+wm)
′|‖2 ds
+
∑
|µ|≤70
‖L∂µw′m‖L2t,x([0,T ]×{|x|<3}).
The last term is controlled by V I, and the bound previously established for V I shall
simply be cited to control this piece.
To control the first term in the right of (4.16), we need not be as precise with the
location of the scaling vector fields, and indeed, we can crudely utilize the obvious analog
of (4.10) where every term on the right is permitted at most one occurrence of L. Upon
doing so and using Sobolev embedding on S2 as well as (4.1), we obtain
∑
|µ|≤70
∫ T
0
‖〈x〉
−1/2
G˜m‖L1rL2ω ds . ε
+
∑
|ν|≤38
j≤1
‖〈x〉
−1/4
LjZν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤70
k≤1
‖〈x〉
−1/4
LkZµ(u0 + wm)
′‖L2t,x(ST )
+
∑
|ν|≤38
j≤1
‖〈x〉
−1/4
LjZν(u0 + wm)
′‖L2t,x(ST )
∑
|µ|≤70
k≤1
|θ|≤1
‖〈x〉
−1/4
LkZµ∂θ(u0 + wm−1)‖L2t,x(ST )
+
∑
|ν|≤38
j≤1
‖〈x〉
−1/4
LjZν(u0+wm−1)‖L2t,x(ST )
∑
|µ|≤70
k≤1
|θ|≤1
‖〈x〉
−1/4
LkZµ∂θ(u0+wm−1)‖L2t,x(ST ).
Each of these individual factors is controlled either by 〈T 〉
1/4
IV or 〈T 〉
1/4
V III. Thus,
the first term in the right of (4.16) is
≤ C〈T 〉
1/2
(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T )) + C2ε.
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For the second term in the right side of (4.16), we may simply use IX and V II to
immediately see that it is
≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm(T )) log(2 + T ).
And thus, by combining the above bounds, we see that
V II
∣∣∣
|ν|=0
+V III
∣∣∣
|ν|=0
≤ C〈T 〉
1/2
(M0(T )+Mm−1(T ))(M0(T )+Mm−1(T )+Mm(T ))+C2ε.
Bound for V II and V III with |ν| = 1: Here, again, it suffices to control the given
norm when wm is replaced by (1−β)wm. As the coefficients of Z are O(1) on the support
of β, the corresponding βwm terms are subject to the bounds previously established for
V and V I.
Applying (2.1) and (2.3) to (1− β)LZµwm, one obtains
sup
t∈[0,T ]
∑
|µ|≤70
‖LZµw′m(t, · )‖2 +
∑
|µ|≤70
〈T 〉
−1/4
‖〈x〉
−1/4
LZµw′m‖L2t,x(ST )
.
∑
|µ|≤70
j≤1
∫ T
0
‖LjZµ✷wm(s, · )‖2 ds+
∑
|µ|≤71
‖L∂µwm‖L2t,x([0,T ]×{|x|<3}).
The bound for term V I applies to the latter term on the right side.
Here we need to pay attention to the location of L for terms involving ∂2wm, but for
the other terms we may be more crude and simply permit up to one occurrence of L
on each factor. For everything except for the case that all of the vector fields land on
∂2wm, we dyadically decompose, apply (3.2), and use the Cauchy-Schwarz inequality in
the dyadic variable as well as t. Upon doing so, we obtain that first term in the right
side of the preceding equation is controlled by∫ T
0
∑
|ν|≤36
‖Zν(u0 + wm−1)(s, · )‖∞
∑
|µ|≤70
‖LZµ∂2(u0 + wm)(s, · )‖2 ds
+
∑
|ν|≤38
j≤1
‖〈x〉−1/2LjZν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤71
‖〈x〉−1/2Zµ∂(u0 + wm)‖L2t,x(ST )
+
∑
|ν|≤38
j≤1
‖〈x〉−1/2LjZν∂(u0 + wm)‖L2t,x(ST )
∑
|µ|≤70
k≤1
|ν|≤1
‖〈x〉−1/2LkZµ∂ν(u0 + wm−1)‖L2t,x(ST )
+
∑
|ν|≤38
j≤1
‖〈x〉
−1/2
LjZν(u0 + wm−1)‖L2t,x(ST )
∑
|µ|≤70
k≤1
|ν|≤1
‖〈x〉
−1/2
LkZµ∂ν(u0 + wm−1)‖L2t,x(ST )
+
∫ T
0
∑
|µ|≤70
j≤1
‖LjZµ[✷, η]u(s, · )‖2 ds.
The first term is bounded using V II and IX , while for the next three, term V III is
primarily used. The only exception is the second factor in the second term where IV is
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applied. The estimate (4.1) is used to control the last term. This shows that the above
yields
V II
∣∣∣
|ν|=1
+V III
∣∣∣
|ν|=1
≤ C(M0(T )+Mm−1(T ))(M0(T )+Mm−1(T )+Mm(T ))〈T 〉
1/2+C2ε.
Because the weights that appear in the L2t,x norms are 〈x〉
−1/2
rather than 〈x〉
−1/4
, it
would be rather easy to replace 〈T 〉
1/2
in this bound by log(2 + T ). As this will not
improve the final lifespan, we choose to not lengthen the argument in order to show this.
Bound for V II with |ν| = 2: With γ chosen as in (4.6), which satisfies (2.8) and
(2.12) with δ = C1ε, we employ (2.13). After integrating, applying (2.12), using that
T ≤ Tε and bootstrapping, it suffices to bound∫ T
0
∑
|µ|≤70
|ν|=1
‖✷γLZ
µ∂νwm(t, · )‖2 dt+
∑
|µ|≤72
k≤1
‖Lk∂µw′m‖L2t,x([0,T ]×{|x|<1}).
The latter term is controlled by V I of (4.3), and the bound proved previously for that
term suffices.
Here, we have∑
|µ|≤70
|ν|=1
|✷γLZ
µ∂νwm| .
∑
|ν|≤37
|Zν(u0+wm−1)|
[ ∑
|µ|≤70
|ν|≤1
j≤1
|LjZµ∂ν(u0+wm)
′|+
∑
|µ|≤73
|∂µu0|
]
+
∑
|ν|≤37
j≤1
|LjZν(u0 + wm−1)|
[ ∑
|µ|≤71
|Zµ(u0 + wm)
′|+
∑
|µ|≤73
|∂µu0|
]
+
∑
|ν|≤37
|Zν(u0 + wm)
′|
∑
|µ≤70
|ν|≤2
j≤1
|LjZµ∂ν(u0 + wm−1)|
+
∑
|ν|≤37
j≤1
|LjZν(u0 + wm)
′|
∑
|µ≤72
|Zµ(u0 + wm−1)|
+
∑
|ν|≤37
|Zν(u0 + wm−1)|
∑
|µ≤70
|ν|≤2
j≤1
|LjZµ∂ν(u0 + wm−1)|
+
∑
|ν|≤37
j≤1
|LjZν(u0 + wm−1)|
∑
|µ≤72
|Zµ(u0 + wm−1)|+
∑
|µ|≤72
|∂µ[✷, η]u|.
Here we have used the assumption that the Cauchy data are compactly supported and
finite propagation speed guarantees that the coefficients of L and Z are O(1) on the
supports of u0 and [✷, η]u.
The method of bounding the above terms in L1t ([0, T ];L
2
x) depends on the location of
the scaling vector field. We will illustrate the method on the terms in the third and fourth
lines above. The remaining pieces are controlled in a directly analogous manner. When
the scaling vector field is on the higher order factor, we shall use IX and V II (and III
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in the case that no L appears). When L lands on the lower order piece, we shall instead
apply (3.2) as above. Doing so gives the following upper bound on the L1t ([0, T ];L
2
x)
norm of the terms in the third and fourth lines above:∫ T
0
∑
|ν|≤37
‖Zν(u0 + wm)
′(t, · )‖∞
∑
|µ≤70
|ν|≤2
j≤1
‖LjZµ∂ν(u0 + wm−1)(t, · )‖2 dt
+
∑
|ν|≤39
j≤1
‖〈x〉−1/2LjZν(u0 + wm)
′‖L2t,x(ST )
∑
|µ≤72
‖〈x〉−1/2Zµ(u0 + wm−1)‖L2t,x(ST ).
By now citing IX , V II, and V III of (4.3) and arguing similarly for the remaining
nonlinear terms, we see that
V II
∣∣∣
|ν|=2
≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/2 + C2ε.
Bound for IX: Here, we apply (3.1), and we are left with bounding
(4.17)∫ T
0
∫ ∑
|µ|+j≤67
j≤1
|LjZµ✷wm(s, y)|
dy ds
|y|
+
∫ T
0
∑
|µ|+j≤64
j≤1
‖Lj∂µ✷wm(s, · )‖L2(|x|<2) ds.
For the first term, we use an analog of (4.8) for the given vector fields and apply the
Schwarz inequality. Upon doing so, we have∑
|µ|+j≤69
j≤1
‖〈x〉−1/2LjZµ(u0 + wm)‖L2t,x(ST )
∑
|µ|+j≤68
j≤1
‖〈x〉−1/2LjZµ(u0 + wm−1)‖L2t,x(ST )
+
( ∑
|µ|+j≤68
j≤1
‖〈x〉−1/2LjZµ(u0 + wm−1)‖L2t,x(ST )
)2
+ C2ε.
Control for this term follows from IV and V III of (4.3). And the second term of (4.17)
was previously controlled in the process of bounding term V I of (4.3). It follows that
IX ≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/2
+ C2ε.
Boundedness of Mm(T ): If we combine the estimates for terms I, . . . , IX just
established, it follows that
Mm(T ) ≤ C(M0(T ) +Mm−1(T ))(M0(T ) +Mm−1(T ) +Mm(T ))〈T 〉
1/2
+ C2ε
where C2 is now a fixed constant which is independent of m, ε, and T . If C1 is chosen so
that C1 > 2C2 and if we apply (4.4) as well as the inductive hypothesis, it follows that
Mm(T ) ≤ Cε(ε+Mm(T ))〈T 〉
1/2 +
C1
2
ε.
If we use (1.4), then if c in (1.4) is sufficiently small we may bootstrap in such a way that
we obtain (4.5) if ε is small enough, as desired.
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Convergence of the sequence {wm}: We now complete the proof of Theorem 1.1
by showing that the sequence {wm} is Cauchy. Standard results show that the limiting
function solves (4.2), which is equivalent to the existence promised in Theorem 1.1.
Indeed, if we set
Am(T ) = sup
t∈[0,T ]
∑
|µ|≤90
‖∂µ(wm − wm−1)(t, · )‖2,
we may argue quite similarly to the above. Upon doing so and using (4.5), it can be
shown that
Am(T ) ≤
1
2
Am−1(T )
for T ≤ Tε, which completes the proof.
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