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, .. 1 
A 
ESPERANÇAS DOS QUADRADOS MÉDIOS NA ANÁLISE DE VARIANCIA 
EM MODELOS COM POPULACÕES FINIT~ 
. . 
l • I NTRODVÇÃO 
Os e~limadores dos componentes de variãncia obtidos 
pelo mél.odo da Análise de Variãncia, conhecido como Método 1 de 
Henderson, que consist..e em igualar os quadrados médios observados 
CQM) com seus valores esperados ECQ}D. não rarame-nte nos leva a 
' estimat.ivas negativas. Isto pode ocorrer em qualquer modelo Cm!sto 
ou aleatório), e em qualquer classificação C hierárquica ou cruza-
da), o que é um !'alo por demais desagradável. 
SEARLE (1971) enumera vários procedimentos alterna-
ti vos quando encontramos uma eslimali va nega li va de um componente 
de variãncia, dentre eles: 
C i) Acei lar a est.i mal i va negat.i va, admi lindo que o verdaC:Ieiro 
valor do componente de variãncia é zero CO), Embora possa 
parac:er lógico, islo afela as proprieOades dos estimadores. 
lendo e1n vista que a estimação foi lrunc:ada. 
, 
(ii) Eliminar o parâmel1·o correspondente no modelo e reestrulu-
•·ar a análise de variãnc:ia, obtendo uma ponderação dos qua-
d1·ados médios reslanles. e. com isso, obter novas eslimat.i-
vas dos componentes de variância'r-.eslanl6s. 
Ciii) Considera•· a obt..enção de est.imat.i va~ negativas como uma in-
dicação da uli!izaç~o de um modelo erróneo. 
' 
Na t..ent..at.i va de contornar esse problema, surgiu o 
trabalho de HERBACH (1959), que usa est..imadores de máxima verossi-
milhança que :são nlro negativos, mas apresentam a desvantagem de 
serem t..runcados e viciados. 
THOMPSON C1962) desenvolveu um algoritmo que resulta 
da maximização da f'unção de verossimilhança dos quadrados .médios, 
sujeita a um conjunto de restrições, que recebe a denominação de 
Principio da Máxima Verossimilhança Restritivo. Esse procedimento 
também provoca um truncamentc, e o estímador resultante é viciado. 
RAO C 1972) est.endeu um novo método de est..i mação 
denominado MIN:lUE C Hinim.un Norm. Oua.cirat i c Unbiased Est ím.at íon) ao 
problema da estimação de componentes de variância e de 
cavar i ânci a. As es(i mal i vas obtidas, após uma modif'icação 
introduzida pelo autor, são não negat.ivas. 
LA MOTTE C 1 973) desenvolveu. dent.ro da c! asse dos 
estimadores quadráticos não viciados, as condiçESes para obtermos 
estimativas não negativas de combinaçBes lineares dos componentes 
de variância. 
Através de HILL C1965) e TIAO e TA]\/ C1965) surgiram 
os primeiros trabalhos utilizando a inferência bayesiana para ob-
tenção dos componentes de variância. num modelo aleatório simples. 
em dados balanceados e não balanceados. Também BEZERRA C1976) es-
tudou o problerna da estimação dos componen~es de variância den~ro 
do contexto bayesiano. tendo por base o modelo alea~ório em 
Glassifícaç~o simples balanceada. A grande van~agem prática do uso 
tios tnét.edos bayasianos, é que as est.i mal. i :vas dos component.es de 
variAneia s~o ~ompre n~o nega~ivas. 
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PEREIRA (1983) apresentou novas estimativas dos 
componentes de variância através do método dos momentos, quando 
determinamos uma estimativa negativa dos componentes de variância 
em modelos aleatórios, mistos 
" 
f'ixos de classif'icação 
hierárquica, bem como a expressão da estimativa da corre!açâo 
negat.i va entre as variáveis, já que a presença de correlaç~o 
negativa entre os elementos de uma mesma parcela Ccorrelação 
inlra-classe) pode ocasionar estimativas negativas de componentes 
de variãncia. 
No aspecto da reconsideração do modelo, SEARLE e 
FAWCETT (1970) discutem o procedimento de adotar o modelo em 
lermos de popul açeies f' i ni las, em vez de popul açei:es i nfi ni t.as, o 
que nos leva a encontrar estimativas não negat..ivas 
anLeriormenLe, sob a suposição de populações in~iniLas, 
nega Li vas. 
onde, 
eram 
Em modelos de component.es de variãncia, os efai Los 
aleaLórios são usualment..a assumidos como provanient..as da uma 
população inf'init..a. Populações ~initas t.êm t..ambám sido 
consideradas: BENNETT e FRANKLIN C1954), CORNFIELD e TUKEY C1956) 
e WILK e KEl.fPTIIORNE (1956), discuLem vários casos para dados 
balanceados. Ent.rat.ant.o, para dados nã:o balanceados, a não ser o 
Lrat.ament.o dado por Tukey para classi~icação simples, a única 
discussão sobre modelos de população f'init..a surgiu com GAYLOR a 
HARTWELL (1969), que 1 apresent..aram com det..alhes soment..e a 
classificação hi·erárquica t..r.!plice. 
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, .. 
A razão da utilização do "'inodelo para população 
fini la or lgina·-se na seguinte situação enV~"ol vida no delineamento: 
Quando trabalhamos com uma classiricação hierárquica com dois 
raLares A ~ B, o modelo 
onde: 
é a observação da variável aleatória (L = 1 • 
classes com j = 1 , , , . , nb obser vaçõas por classe) ; 
~ é a média populacional~ 
a. é o ·arei to Caleatório) do fator A; 
' 
~ á o eleito Caleatório) do fator B dentro de A, ~ j 
e supondo que: 
'"t tem média zero, 
{3ij lem média zero, 
2 
variãncia a e são independent.es ~ 
a 
variância oz e s~o independentes; b . 
DI i e olj são muluamenle i ndependent.es; 
t.rala-se de um "modelo ·tnfini lo". 
. . n 
a 
Neste modelo, temos dois e~ágios de amostragem 
en vol vi dos : o primeiro, correspondente ao fator A, onde uma 
, 
amostra aleatória de tamanho n Ci. = 1, .... n ) 
a 
á considerada; o 
segundo, correspondente ao fator B. onde uma amost.ra a!eat.ória de 
t.amanho nb C j = 1 , ... , nb) é assoei ada a cada i.. 
E: claro que a indapendên._cia est.at.ist.ica ent.re as 
variáveis aleatórias est.á baseada numa suposição da população 
inf'ini la. Enlret.anto, se de f'at.o, a amostragem est.á sendo 
6 
realizada sob um universo existente, então a população 
necessariamnte f'init.a.Como, na prática. a amostragem é sem 
reposição, surge numa dependência estatist.ica de c:\ e /Ji.f 
Me HUGH C1968) mostra que a estimativa de um 
component.e da variãncia negativo ocorre em sit.uaçeíes em que a 
suposição de independência estat.ist.ica entre as variáveis é f'alsa, 
ou seja, não podemos considerar que as populações são inf'initas. 
SEARLE e FAWCETT C1970) apresent.am uma regra para 
convertãr as esperanças dos quadrados médios na análise de 
variãncia dos modelos inf'ini tos, em esperanças para modelos 
finitos, que se aplica a dados balanceados e não balanceados, em 
classif'icação hierárquica· e cruzada, bem como na mistura delas. 
Desde que as esperanças dos quadrados médios sob populações 
infinitas encontram-se disponiveis na literatura, a regra aqui 
desenvolvi da permite a substituição de modelos de população 
infinita para finita. 
2. MODELO GERAL 
Consideremos um modelo com os fatores A. B, .... K, 
representando Ne o tamanho da população do e-ésimo fator. Os 
ef'ei tos são e. 
' 
para i = 1, ... , N6 , com e tomando os valores A, 
8, . . . . K. Como é costume CGAYLOR e HARTWELL, 1969). assume-se que 
a média de cada população é zero CO), ass·im: 
6 
Ne 
Ne E e• 
' o 
z "= 1 E e. = e "'e = 
' Ne 1 i.= 1 
[ ll 
é de~inida como variância populacional. 
ist..o é, 
Consequen~emen~e. 
r~e eJ Ne = E ez + 
' 1.=1 i.= i 
Ne Ne 
E E eiev 
" ' 
' . 
Ne Ne 
E ·r; ei.ei., 
i. ;..: i. • 
Ne Ne 
E E e i. e v = 
' " 
v 
Ne 
= E e• 
' i.= 1 
= - CN - 1) e 
o 
z 
"'e 12] 
Ao se obterem dados amost.rai s, adm.i t.e-se que os 
ef'ei t.os das populações f' i ni tas C e erros) do modelo são obt.i dos 
aleat..oriament..e e sem reposição. Dest..a forma, a suposição de 
independência est.at.ist.ica ent..re os ef'eit..os ei. e ev• i;o!i •, fica 
prejudicada. 
[ 1 i ' 
Si@. e é um valor amost..ral do ef'ei to e, ent.ão, por 
' 
Ne 
E e. 
i.= .1 ' Média c e) = EC e) = = o 
' ' N 
e 
V ar c e) = ECE/) = 
r r 
Ne 
z 
E e 
' i= 1 
= 
Ne 
Var C e) = 
r 
1 CN -1) 
Ne 
e 
C1 -
e, para dois valores amos~rais, e e e : 
r • 
cov C e . e) = 
r • 
EC e e) = 
r • 
= 
1 
1 
cov c e , e) = 
r • 
7 
[1 ~j z z "e = "e 
( 31 
Ne Ne 
E E ai. e v 
' "' 
' . 
( 41 
Desde que os valores correspondent.es a 131 e a [41 
para populaçtíes inf'init..as são z 
"e e o. respect.i vament..e, as 
esperanças dos quadrados médios em modelos de população f'init..a não 
são as mesmas que as de população inf'init.a. 
Em cada caso, os valores esperados são !'unções 
lineares dos component..es de variãncia, cujos coef'icient..es dos 
component-es são det.ermi nados para modelos de populações f' i ni t.as, 
de acordo com {3] e 141. 
El 
Suponha que y represen~a o vetor da observações, com 
vetor de médias u e matriz de covariâncias V. Então, qualquer soma 
de quadrados é uma forma quadrática em y, ou seja, y•Qy, e seu va-
lor esperado é 
[51 
Assim, os quadrados médios da análise da variãncia 
com dados balanceados e seus análogos par a dados dasbal anceados 
são formas quadráticas das observações. Além disso, a soma das 
linhas de Q é zero, isto é, Q1 = O, onde 1 é o vet.or de uns; em 
modelos aleatórios, 1-J = J..J•l e, também, em [51 1-J'~ = J..J'Q1J..J = O. 
Portanto, se considerarmos somente a expressão original, denotando 
por M, [51 pode ser escrita como: 
ECM) = ECy'Qy) = ~rCQV). 
Este resultado independa se o modelo é de população 
finita ou infinita. Aplica-se a ambos e podemos escrever 
E C}.D = trCQV ) 
co 00 
e E CM) = ~rCQV ) 
F" ,.. !61 
para modelos população infini~a e fini~a. respec~ivamen~e. Como Q 
& a mesma Gm ambos os casos, a única diferença entre as duas 
esperanças dos quadrados médios é o uso de V em lugar de V . F co A 
nat.ureza exat.a dessa diferença pode ser verificada ao olhar o modo 
como V será alt.erado para V quando se t.rocar população inf'init.a CO F 
par a finita. A al t.eração depende dos resul t.ados [ 3] e [ 41. 
Quaisquer que sejam eles, é indiferent-e para [ 61 se Q é 
proveniente de dados balanceados ou desbalanceados. Em cada caso, 
161 permanece, e assim a ~roca a ser rei~a para derivar V F 
9 
da V 
"' 
produzirá ECM:l 
F 
de E CM:>, 
"' 
t.ant.o para dados balanceados como 
da-sbala.nc&ados. A discussiro 9 os resul t.ados a seguir, portanto, 
aplicam-se igualmente para ambos os t.ipos de dados. 
3. MODELOS HI ERARQUI COS 
t: oportuno, no desenvol virnent.o do resul t.ado geral, 
considerar tr~s casos separadamente: modelos hierárquicos Cconsis-
lindo unicamente de classiricação hierárquica); modelos de classi-
ficação cruzada Csem classificação hierárquica); e modelos envol-
vendo combinações de classificação hierárquica e cruzada. 
Para discutirmos modelos hierárquicos, considerare-
mos inicialmente um modelo hierárquico duplo com os fatores A e B 
dentro de A: 
"' 1-l + o:. + {3.. + e;J·k 
L J{L) ~ 
A obLenção de V a partir de V leva em consideraç~o 
F 00 
o efeiLo de {3) e [4) nos vários elementos de V . 
"' 
Os elemenLos diagonais de V
00 
s~o: 
z 
• o 
D 
z 
• o 
e 
e por [31 passam a ser elementos diagonais em V : 
F 
(1 z a + Cl 
A 
z 
O' + Cl 
D 
onde N é o Lamanho da população de erros. 
e 
z 
c 
e 
!71 
181 
São também elementos de V : 
"' 
COV Cyijk 
z z 
O' + O' 
A B 
10 
(91 
que é a cavar i ânci a ent..re obsar vaçeies que estão na mesma 
sub-casela dos dados, mas têm di~erent..es termos de erro. No caso· 
da população ~inita, esses erros terão covariãncia z -(ç/N), de 
• • 
acordo com 141. Então, na correspondência de (91 para um modelo de 
popul açl!o f' i ni t..a, z as o podem ser 
• 
trocadas exat.ament.a como foi 
feito em 171 e [81, mas surgirá ainda o termo Port.ant.o, 
[91 f'icará em V : 
.. 
C1 z o + Cl 
A 
Similarmente, em V a 
"' 
COV Cyijk z 
" A 
z 
O' 
• 
N 
e 
[ 101 
(111 
é- a covariância entre observações que est.ão no mesmo nivel de A, 
mas em dif'erent.es niveis de B. Port.ant.o, no caso de populaçE':íes 
fini t.as, essas covariâncias envolvem 
em V [111 fica: 
.. 
C1 z 
" A 
z 
-(o./N), 
B B 
como em ( 41. Logo, 
1121 
Também, pela mesma razão, os elemen~os de V que são 
"' 
zero. ist.o é. 
COV Cyijk ( 13l 
i ;é' i •. tornam-se, em V : 
r 
Em [ 81 • [ 101. 
z 
O' 
A 
1121 e I14], 
11 
[ 141 
podemos ver que V t~m y 
z 
O' 
A 
em cada elemento. Portant..o, V pode ser expressa por y 
v 
F 
= c- 11. 
Como já i'oi discut.ido, Q1 
• v* 
F 
= Oo então, 
( 151 
QV = QV*. 
F F 
Assim, (6) torna-se 
Por [ 151 ~ v• é obt.ida 
F 
elemento de V . Portanto, os elementos de y* são: 
COV Cyi.jk 
y F 
(O' z 
A 
C O'z 
A 
z 
O' 
~) 
N 
B 
z 
O' 
~) 
N 
• 
z~ro, 
+ Co z 
• 
2 
o 
---'!) 
N 
• 
L= i. ' • 
z 
O' 
---'!) 
N 
• 
z 
• O' 
• 
i= j ' ' k=k· 
i.=L'. j=j· 
( 161 
cada 
[171 
1181 
1191 
I Z01 
Os elementos correspondentes para V são dados 
"' 
12 
em 
!71, [9], [11] e [131. Comparando os dois conjuntos de elementos, 
observa-se que 
2 
"' A 
.. V pode 
y 
ser obtida de V se 
"' 
2 de v f'or subst.it.uido por 
"' "' • 
2 
"' • 
Portanto, como ECKl 
"' 
= trCQV ) 
"' 
z 
"' 2 • 
"' ----;;/ .. 
• 
2 
"' z • 
"' ----;;/ • 
• 
2 
"' • 
e E OCl y 
I 21 l 
= 
como em [6] e [161, respect.ivamant.e, substituindo-se 121) em E CHD 
"' 
obt.ém-sa E CIO· F • isto é, colocando a subst.i t.ui ção de [ 21] nas 
esperanças dos quadrados médios num modelo de população in~init.a. 
produziremos as correspondentes esperanças dos quadrados médios de 
um modelo de população rinit.a. 
Essa discussão, em t.ermos de c!assif'icação hierár-
quica dupla, se est.ende a qualquer modelo hierárquico. Em geral, 
cada elemento diagonal 
variãncia do modelo 
e, por [31 ~ofna-se 
de V é a sorna de todos os componentes da 
"' 
K 
E 
e= A 
13 
em v · 171 e 181 ilustram isso. Similarmente, em cada elemento 
y' 
di!'erent..e de zero da diagonal de v está a soma de cert..as o-z•s e 
"' 
do modelo, que por [ 31 torna-se C1-N-1)uz em v. Também os e e .. 
elementos que em v t.>m 
"' 
cóvariância zero, por [ 41 são dif'erent.es 
de zero em v 
F 
sob a f' erma -Co2 /N ) . chamada de covariância entre 
r r 
os dois niveis do f'at.or hierarquizado dentro de cada sub-f'at..or, 
cujas variâncias são os elementos de V . Exemplos disso são vistos 
. "' 
nas equações l 101 e [ 121. Finalmente, os elementos zero de V são 
"' 
cevar i ·a.nci as entre observações de dif'erent.es ni vais dO f'at.or A e 
assim, em v y' devido a dependência, essas covariâncias são 
z ) . exemplificado 1131 [ 141. t: claro -Co /N como em e que 
A A 
observações em di f'erent..es niveis do f'at.or A estão também em 
di f'erent.es ni veis de t..odos os out.ros :fatores, mas desde que as 
populações são definidas soment.e dent.ro de f'at.ores dent.ro dos 
quais são hierárquicos C e em part.icular dentro de A:J. somente 
z 
-Co /N ) entra nessa covariância. Esta t.ambém é a razão pela qual 
A A 
o t.ermo 
z 
-Co /N ) surge em cada um dos out.ros element.os de V . 
r r F 
A substituição indicada em [211 para classif'icação 
dupla hierárquica est.ende-se pront.ament.e a cada classif'icação 
hierárquica de ordem k. Além disso. como vist.o, na subst.it.uição de 
em [211 • B é o f' ator hierárquico dent.ro de A. Similarmenl.e, na 
subst..ituição de 
z 
a por 
• 
z 
O' 
z • 
O' -
• Ir 
• 
14 
onda a 2 é a variãncia do arr_o. o termo erro pode ser pensado como 
• 
um "fator'' hierárquico dentro de 8, a sub-classif'icação máxima do 
modelo. Desta maneira, a troca (211 pode ser generalizada. 
Seja y:e denotando o f'at..or r i medi at.ament.e 
hierárquico dent.ro de e, e seja N o tamanho da população y dentro 
r 
da cada ni vel do f' ator e C para cada ni val, o mesmo tamanho 
populacional). Por exemplo: numa classif'icação hierárquica dupla. 
onde 8 é hierárquico dentro de A e o "f'at.or" erro é hierárquico 
dentro de 8; o t:at.or hierár.quico imediat.amemt.e dentro de A é B 
Cisto é, para y:A. o f'at.or y é B e não o f'at.or erro). Então temos 
a seguinte regra. 
Regra: As esperanças dos quadrados médios em modelos de 
classif'icação hierárquica são obtidas a part.ir dos valores das 
populaç~es in~initas pQla substituiç~o de 
2 
"'e 
2 
o 
r )'/ 
r 
2 
a 6 por 
[221 
2 
onde o é o component.e de variância do rat.or y:e Cy irnediat.arnent.e 
r 
hierárquico dent.ro de e). 
Três exemplos da regra [221 estão mostrados na 
Tabela 1. 
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Tabela 1 Classiricação hierárquica: substituições necessárias 
z 
O' 
.. 
para obtenção das esperanças dos quadrados médios em 
modelos com populações finitas. a partir de populações 
infinitas. 
SIMPLES 
A 
DUPLA 
B dentro d6' A 
TR1PLICE 
B dentro de A, 
C dentro de B 
z z z 
O' O' O' 
z • z z • z z • por O' 
...,.--- O' por O' ...,.--- O' por O' ...,.---.. A A .. A 
• • • 
z z 
O' O' 
z z • z z c O' por o 
...,.--- O' por o ...,.---
• • • • 
• c 
z 
o 
z z • O' por O' 
...,.---c c 
• 
Para ilustrar seu uso, apresentamos, na Tabela 2, o 
quadro da .análise de variância usual de uma classif'icação simples 
para modelos de população inf'ini ta, e os seus correspondentes 
resultados para população ~init.a. 
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Tabela 2 - Análise de variância. 
Modelo: Y .. = 1.1 +a .. e ..• i.= 1, ... ,a; j = 1, ... ,n. 
~ J ~ t. J 
ECQM) 
c. v. G. L. QM POPULAÇÃO POPULAÇÃO 
INFINITA FINITA 
2 2 2 
+ +:- ::] A a-1 QMA o + no o • A • 
2 2 Erro n-a QME o o 
• • 
Es~e caso de classi~icação simples nos LransporLa à 
discussão para modelos de população f'init..a como alt..ernativa de 
modelos de população inf'init..a enf'ocada por Me HUGH e MILKE (1968). 
No caso de população i nf'i ni ta, o est.imador não 
viGsado usual para componentes de variãncia entre classes á o 
f'amiliar 
~2 
o = CQMA - QME)/n 
A;oo [ 231 
onde QMA e QME são os quadrados médios entre e dentro das classes. 
respectivamente, com n observaçBes em cada classe. Para populaçBes 
finitas, esses quadrados médios t~m esperanças 
e então: 
2 
o 
• 
e E CQMEJ 
. F 
2 
= o 
e 
!241 
17 
E,( 
~. ] EF [ QHA QME] 1 E CQMA) 1 E CQME) o = = A;OO n n F n F 
z 
1 z z 
o 1 • z 
• [ o + n ( o -N-- ] ] - o = n • A; co n • 
• 
z z 
o 1 o 1 z z • z z • 
= o + o 1'1 o = o 1'1 n • A n • A;F 
• • 
onde z o é o componente de variãncia entre classes para população A;r 
finita~ e, portanto, E ( ;;z ) pode ser nega li va. F A;oo Além disso, se 
~. 
o é negativa, o estimador não viciado sugerido por [231 para o 
A;OO 
caso de população ~inila é: 
~. 
o 
A;F 
[251 
e será positivo se N < n/(1-F), com 1-P sendo positivo pois F< 1 
• 
quando 'z o de 
A;OO 
[ 231 é nega li vo. Assim, quando um est.i mador para 
população infinita é negativo, o eslimador para população finita 
será posit.ivo desde que consideremos que a população é finita 
quando N < 
• 
n 
1-F· Como n/( 1 -F) é próximo de n quando F ((1) é 
próximo de zero, usando em lugar de 
~. 
o é pouco provável 
A;CO 
que 
se tenha muito ganho sempre que F está próximo de zero, 
especialmente se n é pequeno. Por outro lado, quando F é 
ligeiramente menor do que 1, n/(1-F) é então apreciavelmente maior 
16 
do quG n, e a postulação sobre popula.ç~o f'init.a para o termo 
aleatório precisa ser consid~rada a f'im de se obter uma estimativa 
posi t..i va para o componente 
negativa 
~2 
Nes.t..e sent.ido, o . 
A;OO 
N .QME-
• 
N 
• 
QMA QME QME 
= --. 
""""FI n n 
• 
~2 QME 
= 
" 
• A:oo N 
• 
de variãncia 
~2 
o em A;T 
podemos notar por [ 23] 
= [QMA [ N -n • -N--
• 
vez de 
e [ 25] 
n.QME] N .QME- n.QME 
/n = • 
n.N n 
• 
[QMA QME) QME = • """"FI = n 
• 
usar a 
que: 
= 
A importância de [221 é que ela se aplica tanto a 
dados balanceados como a dados não balanceados. Por exemplo, numa 
classit:icação hierárquica com três niveis para dados 
desbal anceados, as esperanças dos quadrados médios são 
apresentadas por GAYLOR e HARTWELL C1969) e aqui reproduzidas na 
Tabela 3. Consideremos a população const.it.uida por A classes, B 
sub-classes dentro de cada classe A, e C sub-sub-classes dentro de 
cada sub-classe B. O modelo é: 
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com, 
i. = 1, . • • • o.; j = .1, • , ,b_; k = 1, . •• , c_ . . ,, 
e 
l = l, n~jk ou 00 
e 
A B c 
E Q = E f' . = E r k ( i. i' = o. i J ( ~ ) 
i.=1 J = 1 k =1 
NoLe que B e C aparecem nas esperanças dos quadrados 
médios e ~an~o podem ser ~initos como inrinitos. No último caso. a 
tabela se reduz aos resultados apresentados por ANDERSON e 
BANCROFT (1952). Ainda, se os dados f'orem balanceados, isto é, 
b 
i 
= b, c .. = ,, c e = n, 
BENNETT e FRANKLIN (1954). 
obtemos os resultados Iornecidos por 
Tabela 3 - Esperança dos quadrados médios para modelos 
cos com dados desbalanceados em populações 
hierárqui-
i nf'ini t..as. 
c. v. G. L. 
A 
B d .. nt.ro E b. -1 
d• A • 
c d•nt.ro E~ c, J - ~b;. do B 
. ' 
Erro o - E E c::.-
i. j 'J 
f'init.as ou 
COEFICIENTES . DClS C(':IHf'ONENTES DE VARIANCIAS NAS 
• u 
' 
' 
1 
.. 
• • EE 
• 
• 
EE 
• 
• 
EE 
' 
j 
• u 
o 
o 
'l o' J 'J. r ; n,.il<- v· 
o" [, o:,]' ~ n,.il<- c .. C ;. j 
" 
o. 
" E 
, 
r;. ik 
> 
~'\p 
. ··r EE nz __ 
• j • J. 
• 
EE 
' ' 
o' J ' • . f' ~· • 
• 
• o 
• 
E o < 
••• i. 
onde: 
f .. = ,, 
[_1 __ 1) n.. n ~ J. L • • • 
ao 
f' \.jk = 
(n~ jk- n:j. J 
Em geral, a regra ( 221 se aplica a qualquer 
classificação hierárquica com dados bal anceados ou não. Na 
prát.ica, o 2 é conservado e em modelos nos quais soment.e algumas 
• 
populaçeies são f" i ni t.as, t.em in!'ini tos N's para as out.ras 
populaçeies. 
4. MODELO DE CL~FICAÇÃO CRUZADA 
4.1. Classificação Cruzada Dupla 
Na classi!'icação cruzada dupla com f'at.ores A e B, os 
valores amost.rados das populações dos dois ef'ei t.os principais, AL 
e B .• t.erão ambos propriedades similares e [3) e [41. Além disso, 
J 
definindo os efeit.os da int.eração das populaçBes de modo que: 
NA 
E 
i.=1 
CAB) .. = O, para t.odo j ,, 
nos l_eva a de:finir: 
z 
a 
AB 
NA NB 
= E E 
i.=:l j=J. 
NB 
e E 
j=:l 
CAB)i.j = O,para t.odo i; 
CAB) 2 /CN -1) CN -1) 
• 
[ 26] 
i.j A 
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Deste modo. através da est.ens~o dos procedimentos 
(31 e [4), obtemos: 
[ CN -DCN -1)/N N ] A b A B 
z 
O' 
AB 
para i.=i'ej=j' 
E[CAB) .. CAB)., .• ] = 
l.J I. J 
[ -CN -1)/N N ] A A D 
z 
O' 
AB 
para l=i.' 
[ -CN - 1)/N D A N ] ,.z • B AB para i. ;>f! i.' e j=j' 
N ) 
• 
2 
O' 
AB 
para L~i.' 
onde C AB).. e C AS).. .• são dois valores amostrais do ef'ei t..o da 
interação. 
com ECy .. ,) 
') 
~J l J 
Agora, o modelo é: 
y = 1..1 + A. + B + CAED i.jk L j i j + ei.jk 
e A. • 
' 
B 
' 
e 
ei.jk sendo amost..r as 
finitas com propriedades similares a [3] e [41; 
propriedades indicadas em (271. 
de popul açê:íes 
e CAB) .. com as 
C) 
Para obter V de V • consideremos inicialmente os 
y 00 
el ement.os de V : 
00 
COVCyijk yi'j'k') = 
z 
• o 
• 
z 
•o 
4B 
z 
+ o = V ar C y ) = 
.,. i.jk 
para . . . \. =\. ' e k=k· 
z 
o 
A 
z 
o 
A 
z 
• O" 
• 
z 
o 
• 
2 
+O' =v. 
AD 2 
para k 11"! 1<' 
= v a' 
para j<.:! j 
~;o:! i ' = v 
' 
para 
• 
22 
v, . 
!281 
o = v~, para i. ;o! i • j ;o:! j • 
' 
Sob as condições de populações f'initas, não é 
dif'icil mostrar que os elementos de V correspondentes a V podem 
F ro 
ser escritos como: 
• r" 2 2 2 2 2 2 2 r = r + r com = Co -o /N ) + Co -o- /N ) + Co- -O" /N ) + o • 1 ~ 1 1 A AD • B AD 4 AD • • • 
• r" 2 2 ) Co2 2 /N ) 2 2 r = r + r com = Co- -o /N + -o + Co -o /N ), 2 , 2 2 A AD • • AD A AB e e 
• • Co2 2 r = r + r com r = -o /N ) . a , 3 a A AD B 
• r" 2 2 r = f' + f' com = Co -o- /N ), 
• ~ • • • AD 4 
• • r = f' + r com r = o [291 ~ ~ ~ ~ 
onde: 
r 2 N-1 z N-1 2 N-1 N-1 = o o + o 
" 
A A • B 4B A B 
Como r participa de cada element..o de v y' este pode ~ 
v• • ser escrito como v = r 11. + onde os r • s são os elementos de F ~ F 
23 
• v•. 
F 
Port.ant..o, como E CM:>=lrCQY ) F >'" com Q1 o, Lemos E CM:>=lrCQV ) , ,.. ,.. 
exatamente como em modelos hierárquicos. 
Além disso, comparando 129] com 1291 & evident.e que 
• os ~ 's são os v's com 
z 
O' 
A 
z 
O' 
• 
2 
O' 
AB 
2 
O' 
• 
subslit..uido por 
substitui do por 
subst.iluido por 
" 
subst..i t.. ui do por 
2 
O' 
A 
2 
O' 
• 
2 
O' 
AB 
z 
O' • 
• 
2 /N O' 
•• AB 
2 /N O' 
AB • 
az/N 
• 
• • 
Esses resultados estão mostrados na Tabela 4. 
Tabela 4 - Classif'icação Cruzada: Subslit.uiçees necessárias 
[ 301 
para 
obtenção das Esperanças dos ~adrados Médios em modelos 
com populaçeses f' i ni tas 
inf'ini las. 
SIMPLES 
A 
DUPL.A 
A • B 
••'• por .::."' -<Tz /N 
•• • • 
" 
• 
• 
•• 
• 
• 
•c 
• 
• 
•c 
• 
• 
••c 
partir de 
poc 
poc 
poc 
poc 
• • 
•• 
• • AC 
• 
• o c 
• 
• 
TRIPLA 
A, 8 • c 
• 
"' -· 
..c c 
• 
"' -· .. c • 
• 
"' -· ••c • 
_.,.z /N 
.. c • • 
populações 
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4.2. Classificação Cruzada Geral 
O modelo de classificação cruzado tripla é obtido 
por uma natural extensão dos métodos usados nas equaç~es 1271-(301 
para o caso de c!assi~lcação dupla. Os resultados estão mostrados 
na Tabela 4. Para obt.ê-los, t.odas t.rês int.eraçBas duplas dos 
f' atores no modelo se comport.am como [ 2Bl e o comport.ament.o da 
interação t.ripla é seme!hant.e, embora existam oi t.o diferentes 
t.errnos nas part..es de [ 271 e não apenas quatro como mostrou-se 
aqui. 1:: claro que a compl ex.i dade algébrica dos passos é maior do 
que o caso de classif'icação dupla. Apresentamos o resultado geral. 
E; simples: numa classif'icação cruzada, de ordem r. com ef'eit..os 
principais A, B, .... R, subst..i l.ui -se o componente erro por ele 
mesmo. como na classif'icação hierárquica; para o component.e de 
int.eraç~o de ordem mais elevada subst.it.ui-$&: 
z 
o 
AB •.. R 
por z o 
AB ... R 
z 
O' 
• 
-N-
• 
1311 
e para qualquer out.ra int.eração ou component.e de ef'eit.o principal 
z 
onde DE ... L é subconjunt.o cada 1 • 2, o • um para . ... r-1 DE •• . L 
1et.ras para A. B, • R, subst.i t.ui -se 
z z n (1 ge) o por o - I 321 DE . . . L DE. •. L 
onde e pert.ence a t.odo ef'eit.o principal ,que cruza DE ... L e g 9 é 
uma !'unção operacional t.al que mult.iplica u 2 por g 9 acrescent.ando 
z 
e como subscrit.o de o e divide o result.ado por N6 . Por exemplo. 
Além disso. 
2 
O' 
.. 
a multiplicação 
N 
c 
e 
" 
por 
2 
O' 
A 
2 
"' ... 
g é 
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simbólica Cisto é, 
= oz /N• Nc ND. ADCD 
Com ge usado desta maneira, exemplos de (321 podem ser vistos na 
Tabela 4· 
• 
ist..o é, tripla cruzada. 
subst..it.uido por: 
2 
= o Cl-g ) Cl-g) 
A B C 
2 2 
= Co - o g ) Cl-g ) = 
A A B C 
2 2 2 2 
= O' 
"' 
gB - O' gc + O' gB gc = A A A A 
2 2 /N 2 /N 2 /N N = a O' O' + O' A AB B AC c ABC B c 
simultaneamente 2 O' 
AB 
é subst..it..uido por 
2 
O' (1-g ) = 
AB C 
2 
O' 
AB 
2 
"' AB 
2 
= O' AB 
2 
O' 
A 
é 
Os resultados da tabela 4 são para modelos que t.êm 
todas as interações possiveis entre eles. ~ando um modelo não tem 
t.odas as i nt.er aç'ões que poderiam ser inclui das as esperanças dos 
quadr:-ados médios para população f" i ni t.a são obtidos inicial mente 
encont..rando seus valores em populações in:finit.as com t.odas as 
interações incluidas, depois fazendo as substituições acima e 
colocando as variâncias das int..eraçõs identicamente igual a zero. 
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5. COMBINAÇÃO DE CLASSIFICAÇÕES HIERkRQUICA E CRUZADA 
Agora est..enderemos o resul t..ado [321 de classifica-
ç~es cruzadas para modelos consistindo qualquer combinação de 
classificação hierárquica e cruzada. As regras [221 e [321 .• 
respsct.ivamant.e, para classificações purament..e hierárquica e 
cruzada, serão casos especiais para regras mais gerais. 
Tomaremos como pont..O inicial a classificação 
hierárquica. 
Para r hierárquico dentro de e, seja h uma função y:e 
operacional, semel hant.e a nat..ureza de g 6 [ 321. 
multiplica soment.e 
Operaciona!rne~te, 
z 
"'e 
o et'ei to 
z 
"'e 
de 
acrescent.ar y: e ao subscr i t.o de 
mul t.i pl i c ar 
z 
"'e e ent.ão 
mas t..al 
por 
"cancelar•• 
que h y:e 
[ 331 
h 
r:e 
os 
é 
z porque e ocorre à direi t.a dos "dois pontos" em h e t.ambém em o ; o 
resu! t.ado, a 2 , é dividido por N, y y como em [331. A vantagem dest.a 
noLação, h , será evidenLe na aplicação geral. 
r:e 
Para classificação hierárquica, a regra [22] pode 
ser escriLa como a subsLiLuição de 
z 
"'e 
por [ 341 
onde y é o f'aLor imediat.amant.e hierárquico dent.ro de e. Ist.o 
z 
a regra de trocar cr por ele mesmo porque h = o. 
e y:e também inclui 
desde que não existe f'at.or hierárquico dentro do fator erro. 
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Para classif'icaç~o cruzada. a regra 1341 para a 
int.eração de ordem mais elevada é subsLiLuir: 
2 
o por 
AB., .R 
o 2 (1-h ) 
AD ••• R o:AB ••• R 
2 
= O' 
AD •• ,R 
2 
O' 
• 
-N-
• 
[ 35) 
que é a 1311. A pari:. i r dai • 2 o vem da def'inição (331 na qual. é 
• 
claro. e não é necessariament.e o ef'eit.o principal mas pode ser, 
como aqui. uma interação. 
Fi na! ment.e. o result.ado geral [ 32) pode ser 
melhorado ao f'azer o cálculo para c!assif'icação hierárquica 
e:fet.uando sua mull.i pli cação pela expressão 1 hy:e para 
DE., .L 
qualquer fat.or r que é o f'at.or imediat.ament.e hierárquico dent..ro de 
e , onde e é qual quer e f e i l.o pr i nci pal D • E. 
DE ... L DE ... L ou L 
ou qualquer f'at.or int.eração desses efeit.os principais. Assim. para 
englobar todas as combinações das c!assificaç~es hierár-quicas ou 
cruzadas, incluindo o "fat.or'' erro, generalizamos a regra 
seguint.e. 
Regra: Num modelo com ~at.ores A, B, . , R que t.ant.o pode ser 
hierárquico quant.o cruzado, subst.it.ui-se: 
o
2 por o 2 nc1-g) n(l-h ) 
DE .•• L DE ••• L e y y:e 
DE ••• L 
136) 
onde e pert..ence a t..odo efei t.o principal que cruza DE ... L e y é o 
f'at..or hierárquico dent..ro de e . 
· DE ••• L 
Ao usar e no subscrit.o de h, [361 est.ipula o 
DE .•. L 
t..ermo erro como um fat..or hierárquico, como ilust..rad.o em [351, e da 
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mesma forma ~ambém prevê si~uaç~es nas quais um ra~or precisa ser 
hierárquico den~ro da in~eração de dois Cou mais) ou~ros fa~ores. 
De qualquer modo, fa~ores hierárquicos são usualmen~e hierárquicos 
just.ament.e dent.ro de fatores únicos e não int.eraçeies deles, em 
cujo caso. com gxceç~o d9 [311. o r9sult.ado geral [361 t.orna-se, 
subst.i t.ui r: 
o-• 
DE ..• L 
por • 
"' DE ... L 
L 
n c1.:....h ) 
e=o y:e 
onde e pert.ence a t.odo ef'eit.o principal que cruza DE ... L. 
[ 371 
Exemplos de [371 est.ão mosl.rados na t.abela 5, nas 
t.rês primeiras ent.radas. Assim: 
• c é subst.it.uido por: 
A 
• O' (1-g )•(1-h ) 
A B P:A 
z 
a é subst.it.uido por: 
• 
z z 
o Cl-g ) = o 
D A D 
z 
o é subst..it.uido por: 
AD 
o-
2 (1-h ) 
AD P:A 
e 
2 
= a AD 
z 
"' g ) A D 
"'2 /N 
AD D 
"'2 /N 
AD A 
Cl-h ) = 
P:A 
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Tabela 6 - Combinação de Classificaçees cruzadas e hierárquicas: 
A e 
z 
o A 
2 
o B 
z 
"•• 
z 
o Q 
2 
o AQ 
z 
o PQ 
substituições necessárias para obtenção das esperanças 
dos quadrados médios em modelos com populações 
a partir de populações infinitas. 
2 CRUZADOS E 1 HI ERÃRQUI CO 
A e B CRUZADOS. e P HIERÁRQUICO DENTRO DE A 
z z z /N o-z/N z /N N o por o o + o A A AB B p p PB p B 
z z z /N o por o o B B AB A 
z z z /N o por o - o AB AB PB p 
z z z /N o por o o p p PB B 
z z oz/N o por o PB PB • • 
2 CRUZADOS E 2 HIERÁRQUICO 
f' i ni t.as 
B CRUZADOS. e P DENTRO A e B CRUZADOS. e p DENTRO 
DE A e Q DENTRo DE B 
z 2 /N -oz/N z /N PNB por o -o +O A AB • p p PB 
z 2 /N -oz/N 2 /N N por o -o +O B AB A Q Q AQ A Q 
por 2 2 z 2 O' -o /N -o /N +O /N N 
AB AO Q PB P PQ P Q 
por 2 z O' -o- ./N 
P PB B 
z z /N por o -o PB PQ Q 
2 2 /N por o -o Q AQ A 
z z /N por 
" 
-o AQ PQ p 
z 
-u
2 /N por o PQ • • 
2 
o A 
z 
o 
p 
por 
por 
DE Q DENTRO DE p 
2 z /N 2 z o -o -o /N +O /N N A AB B p p PB p B 
z z 2 /N o por o -o B B AB A 
por 
2 2 2 2 
o -o /N -0' /N +o /N N 
P PB B Q Q QB Q B 
2 2 2 
" 
por o -ç /N PB PB QB Q 
z 2 2 /N o por o -o Q Q QB • 
2 z z 
o por o -o- /N QB QB • • 
• 
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A d$duçao dos outros resul lados da tabela 5. segue 
de modo semelhante. ~ claro que quando não existem ~atores 
hierárquicos, os termos h são zero e (361 e {371 se reduzem a [321 
para modelos de classilicação cruzada. Da mesma forma, quando não 
existem Iat..ores cruzados. os termos g são zero e [361 e C37J se 
reduzem a ( 341 e consequentemente a [221 para modelos 
hierárquicos. Desta Iorma, !361 - e sua forma simplificada [371 
aplica-se a todos os modelos. 
6. MODELOS MISTOS 
A discussão precedente relere-se a modelos com 
eleitos aleatórios e às esperanças dos quadrados médios na análise 
de variância para dados balanceados e aos "quadrados médios" 
usados em análises de variância análogas para dados desbalanceados 
CHENDERSON'S (1953) Melhod 1). como disculido em SEARLE C1968). 
Nesses casos. não exislem termos em ~ nos quadrados médios. 
Similarmenle, para modelos mistos o procedimento lambém se aplica 
ao quadrado médio que não contém termos de eleitos Iixos. 
Com dados balanceados. é suiiciente que isto ocorra 
sempre em análise de variância para est.imar componenles de 
variância, e assim essa regra para troca da esperança do quadrado 
médio de população iniinila para populaçã.o finit.a se aplica. 
Com dados desbal anceados. a mesma si t.uação aparece 
no Método das Constantes Ajusladas CHENDERSON"S [1953J Method 3). 
denominação motivada pelo lato de que algumas vezes os ef'eit.os 
31 
fixos em modelos de efeitos fixos s~o chamados de constantes. Este 
método não usa soma de quadrados da ANOVA, mas reduçees nas somas 
de quadrados, devido ao ajustamento de constantes e os componentes 
de variância são estimados através do ato de igualar cada redução 
c a! cul a da ao seu valor as per ado sob o modelo compl etc. SEARLE 
(1968) mostra que, neste método, sempre exist..em diferenças entre 
certos residuos que não contém os efeitos fixos e assim são usados 
para estimar as variãncias não tendenciosamente. Para essas 
diferenças [351 também se aplica. 
O procedimento geral [351 tem, portanto, aplicação 
ampla. Pode ser utilizado para dados balanceados e desbalanceados 
em modelos aleatórios ou mistos. 
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