It is shown that given a set of n line segments, their connected components can be computed in time O(n 4=3 log 3 n). A bound of o(n 4=3 ) for this problem would imply a similar bound for detecting, for a given set of n points and n lines, whether some point lies on some of the lines. This problem, known as Hopcroft's problem, is believed to have a lower bound of (n 4=3 ). For the special case when the endpoints of each segment fall inside the same face of the arrangement induced by the set of segments, we give a faster algorithm that runs in O(n log 3 n) time.
Introduction
The connected component problem arises during the fabrication phase of VLSI circuits. Two segments s and t are connected if and only if there exist segments s = s 1 ; s 2 ; :::; s k = t, k 2, such that, for 1 i < k, s i intersects s i+1 . The connectedness relation is an equivalence relation and the equivalence classes are called the connected components. For example, Figure 1 illustrates a set of 17 segments with 5 connected components.
The connected components correspond to the nets of a VLSI circuit. As net extraction is often performed on many line segments in practice, the computational complexity of nding connected components plays a central role in the implementation of VLSI circuits.
In their paper on computing intersections between two sets of line segments MS88], Mairson and Stol consider the connected component problem as an interesting open problem. They further conjecture that it should be possible to nd connected components without computing all intersections. In addition, they provide a reference to a manuscript by Guibas and Sharir GS87] that contains an O(n log 2 n) algorithm for computing the connected components of two sets S and T of line segments in the plane, where no two segments in S (similarly, T) intersect. The special case of computing connected components when the objects are orthogonal has been shown to be solvable with O(n) space in O(n log n) time, where n is the size of the input ELOW84, GS83] . When the number of orientations of the input segments is c, it is known that the connected components can be found in O(cn log n) time with O(n) space LJS91] . The number orientations can be arbitrary in today's technology, and hence many practical net extraction algorithms compute all intersections NS88]. This approach can be rather expensive computationally as there can be (n 2 ) intersections for a set of n objects. The main result of this paper is an algorithm to compute connected components in O(n 4=3 log 3 n) time with O(n 4=3 ) space. Computing connected components is intimately related to Hopcroft's problem | given n lines and n points in the plane, deciding whether some point lies on some of the lines. It is believed that this problem has a lower bound of (n 4=3 ). We quote from a recent paper of Matou sek Ma92], in which an algorithm with a time bound of n 4=3 2 O(log n) is given for Hopcroft's problem: \Understanding this problem seems to be one of the major challenges in computational geometry : : : It is suspected that n 4=3 might be the true computational complexity of this problem, although nothing even approaching a proof is known."
Hopcroft's problem can be easily reduced to the connected component problem: nd a rectangle R that intersects every input line and whose interior contains all the points, clip the lines using R and discard the portions that lie outside R, and add the sides of R to the input (thus making one connected component out of all line segments). For this input, if the number of connected components is less than (1 + n), then it can be concluded that there exists a line that goes through a point. Therefore, improving our time bound beyond log factors will have a profound impact and is probably very hard, if at all possible.
We also show how the connected components can be computed in only O(n log 3 n) time when both endpoints of each segment fall inside the same face; this implies that any proof establishing an n 4=3 lower bound would have to take into account the way endpoints are distributed among regions. Our algorithm for this special case produces the correct result provided the input is valid. Note that checking the validity of the input is at least as hard as Hopcroft's problem, as the latter problem reduces to the former.
The rest of this paper is organized as follows. The next section gives the necessary background and outlines the algorithm at a high level. Section 3 includes an algorithm for connected components for the special case when the endpoints of the segments lie on two vertical lines. An algorithm that extends the restricted case to the general case is presented in Section 4. Finally, in Section 5 we establish the time complexity and correctness.
Preliminaries
The input is assumed to be a set S = fs 1 ; : : :; s n g of line segments. Each segment is described by a pair of (x; y) coordinates denoting its endpoints.
The output of our algorithm is a label for each segment such that two segments get the same label if and only if they are in the same connected component. For example, in Figure 1 The key data structure in our algorithm is the segment tree. For the sake of completeness, we include its de nition (taken from PS88]) in the following.
The segment tree is a rooted binary tree designed to store intervals on the real line whose extremes belong to a xed set of N abscissae. The abscissae can be normalized by replacing each of them by its rank in their left-to-right order, i.e., the abscissae can be considered to be the integers in the range 1; N]. For a given pair of integers l and r, l < r, the segment tree T(l; r) is recursively built as follows: It is easy to show that T(l; r) is balanced and has depth dlog 2 (r ? l)e. This data structure is designed to store intervals whose extremes belong to the set fl; l+ 1; :::; rg. It is straightforward to show that for r ? l > 3, an arbitrary interval b; e], with integers b < e, can be partitioned into a collection of at most dlog 2 (r ? l)e + blog 2 (r ? l)c ? 2 intervals of T(l; r). Basically We now outline our strategy:
1. Build a segment tree T on the 2n x-coordinates of the input endpoints. Partition the input segments using their projections onto the x-axis and store the resulting pieces in T.
2. Compute the connected components of line segments associated with each node of the segment tree.
3. Starting at the level one above the leaves and nishing at the root, for each node v at that level, merge the connected components resulting from the descendants of v with the connected components at v.
We represent the partially computed connected components using the union-nd data structure Notice that the segment tree partitions each input segment into O(log n) pieces. From the original input of size n, it can be assumed that we construct another input which is a set of O(n log n) segments. Initially, all pieces of a segment are placed in the same partial component.
Henceforth, a segment refers to a piece resulting at the time when we construct the new input.
It might help to visualize each node v of T as being \responsible" for the segments stored at either v or one of the descendants of v. At the end, the root node contains the required output.
The main di culty posed by this problem is Step 3 of the outline above.
The case when endpoints lie on an interval
We now present an e cient algorithm to compute the connected components of a set of segments each of whose endpoints lie one on each of two lines L and R parallel to the y-axis. Refer to Figure 3 for an example.
Algorithm CC on an interval 1. Sort the segments in non-decreasing order by the y-coordinate of the endpoints on line L.
Let the sorted y-coordinates on L be l 1 ; l 2 ; :::; l k . Also, let the corresponding y-coordinates on line R be r 1 ; r 2 ; :::; r k . Break ties l i = l j by forcing i < j if r i > r j . Our merging algorithm partitions the set of segments originating from the descendants depending on whether a segment is completely contained within the boundaries of a connected component at v or not, and then merges each segment separately with the components found at v. We now formalize our strategy. are exactly two unbounded faces enclosed between L and R. We denote by UF (resp. LF) the face unbounded in the upward (resp. downward) direction, and refer to its edges as the upper (resp. lower) contour of C. See Figure 3 for an example.
All faces in an arrangement, particularly UF and LF, are convex EGS90]. Now consider the upper and lower contours of a set of connected components at node v. Observe that these contours can be totally ordered by considering, for each contour, the y-coordinate of its vertex on L. See 
Classify segments into locals and globals
This section describes the classi cation of segments as well as an algorithm for computing the contours of a connected component consisting of k segments. We only include the description for nding the lower contour; a similar algorithm can easily be derived for the upper contour. Note that each segment can contribute at most one edge in a contour. The output of the algorithm is the list of vertices of the lower contour stored in a stack LC of size at most k (from LC 1] to LC top]) in increasing order of x-coordinate. Segments are processed in ascending order by intersection with L. An invariant of the algorithm is that LC always contains the lower contour of the segments processed so far. A new segment is either entirely above the current contour or it cuts across it. ) segment endpoints. We say that a segment is short with respect to a triangle if it has at least one endpoint inside the triangle. Otherwise, a segment that intersects the triangle is said to be long.
2. Process red-blue intersections within each triangle as follows: Proof: We only analyze the time complexity as the correctness is obvious.
Step 1 can be implemented while classifying segments into local or global (see Lemma 2). For each global segment s with endpoints p and q such that the y-coordinate of p smaller than that of q, we perform point location for p and q. If p (resp., q) belongs to a region R that is the interior of a connected component C k (resp., C l ), then the rst (resp., second) component of the interval associated with s is k (resp., l); otherwise, the rst (resp., second) component of the interval associated with s is C k (resp., C l ) where the interior of C k (resp., C l ) is the region immediately above (resp., below) R. Modifying the data structure of EGS86] to keep the neighboring regions is trivial. Therefore,
Step 1 takes O(d v log n v ) time.
Step 2 can be implemented by rst sorting the interval endpoints and then scanning them in the increasing order. This requires at most O(n v log n v ) operations.
Step 3 requires at most n v union-nd operations. 
Segments whose endpoints belong to the same face
The set S of segments induces a partition of the plane into a number of faces (an arrangement).
The case where both endpoints of each segment fall strictly inside the same face (see Figure 1 for an example) can be solved in O(n log 3 n). Most of the algorithm remains the same, except for the merging of locals which is now simpli ed. Let C be a connected component with k segments at some node v. Consider the zone of L, i.e., the the faces of C containing an edge whose supporting line is L. This zone contains O(k) edges AMS91] and can be computed in O(k log
