Abstract. Constraint-logic object-oriented programming, for example using Muli, facilitates the integrated development of business software that occasionally involves finding solutions to constraint-logic problems. So far, Muli covers the application of constraints to (logic) variables that are of primitive types. Our work generalises this in order to facilitate (constraint) logic programming involving free objects, i. e. for reference type variables. This includes invocations on free objects and constraints over object types, while taking arbitrary class hierarchies of a Java-based language into account. This work discusses interactions between a constraint-logic object-oriented language and reference type logic variables, particularly invocations on and access to logic variables, typecasts, and equality, and proposes approaches as to how these interactions can be handled.
Motivation
Constraint-logic object-oriented programming can be used to develop business software that involves finding solutions to constraint-logic problems in an integrated way, particularly for applications that add constraints dynamically during runtime. The mixed paradigm leverages benefits of well-known object-oriented programming languages as well as of constraint-logic programming. For example, the constraint-logic object-oriented programming language Muli augments Java with logic variables, symbolic execution, constraints, and encapsulated search using a customised symbolic Java virtual machine (SJVM) [3] .
So far, symbolic expressions in Muli can involve logic variables of any type, but constraints can only be defined over (logic) variables of primitive types [2] . While those variables may be fields of objects, thus proving useful in an imperative context as well as in an object-oriented one, such constraints are not applicable to entire objects. Similarly, the semantics of further interactions (particularly invocations and field accesses) with unbound reference type logic variables is not defined yet. After all, objects in object-oriented languages usually do not just encapsulate data, but behaviour as well. As a result, such interactions lead to interesting behaviour, e. g., when methods are invoked on unbound logic variables or objects are compared for equality. In order to realise the benefits of an integrated programming language, the expected behaviour of such interactions needs to be defined and implemented.
Consider the following case that will be our running example. We have an object-oriented representation of shapes, namely Rectangle and Square that both implement an interface Shape ( Figure 1) ; assuming integer edge lengths in millimetres. Implementations of Shape provide a method getArea() that calculates the area from an object's fields and a method toString() that outputs an object's fields' values in a human-readable form. As a simple example, Listing 1 formulates a constraint to search for arbitrary shapes that have an area of 16 square millimetres. The execution environment has to consider that multiple implementations of getArea() are applicable. Shape s free; if (s.getArea() == 16) { System.out.println(s.toString()); } else { Muli.fail(); } Listing 1. Example constraint-logic object-oriented program that involves a free object.
Our paper contributes a discussion of how constraint-logic object-oriented programs interact with reference type logic variables, based on the example of Muli. This includes peculiarities of comparing equality of Java objects. For each possible interaction, this paper defines the expected behaviour and outlines approaches for handling it in the context of arbitrary object graphs. These approaches account for varying positions of objects' types in the class hierarchy that results from inheritance and implementation relations between classes.
This paper presents the contribution as follows. Section 2 provides a brief introduction to the constraint-logic object-oriented programming language Muli. In Section 3 we discuss interactions that are of particular relevance and explain how they can be handled. Furthermore, that section introduces constraints that are necessary to achieve these interactions. As this is a report on research in progress, Section 4 presents an initial implementation idea for a prototype that is going to be used for evaluation. Section 5 outlines related research. Finally, the contribution is summarised in Section 6, providing an outlook on future perspectives.
2 Constraint-logic Object-oriented Programming with Muli
As a constraint-logic object-oriented language, Muli allows developers to use programming styles of object-oriented programming, while facilitating the specification of constraint-logic problems and finding solutions to them in the same language [3] . Muli syntax is based on Java 8. The corresponding execution environment is a custom modified Java virtual machine, the symbolic Java virtual machine (SJVM). It supports logic variables by means of symbolic execution and leverages a constraint solver to solve constraint-logic problems. Compared to Java, the syntax extension is minimal and limited to the free keyword. It occurs in declaration statements to indicate an unbound ("free") variable:
At runtime, free variables of primitive types are treated as logic variables to be used as part of symbolic expressions. Similarly, free objects can be defined, but their semantics is undefined and the execution environment does not provide an implementation for treating such variables. Therefore, the following code compiles but invoking the method in the second line will fail:
Object o free; o.toString();
All variables, including unbound ones, can be used in boolean or arithmetic expressions in the same way as in Java. However, if an expression contains unbound variables, they cannot evaluate to a specific value. Therefore, the execution environment treats those variables symbolically and creates a symbolic expression [2] . For instance, after executing Listing 2, y holds the constant value 5 (as expected in Java), whereas z holds the symbolic expression x + 5. int x free; int i = 2, j = 3; int y = i + j; // y == 5. int z = x + y; // z == x + 5. Ultimately, symbolic arithmetic expressions can evaluate to numeric constants (e. g., after labelling symbolic variables they contain). Therefore, an arithmetic expression that contains only int (logic) variables and int constants can be used anywhere where an int expression is expected.
The behaviour described so far is deterministic. However, as soon as a symbolic expression is used as part of a condition that leads to branching (e. g., in an if statement), it is possible that the execution environment cannot decide on a unique outcome, e. g. whether a condition evaluates to true or false. When there is more than one choice, non-determinism is introduced, i.,e. execution may continue with all possible branches [2] . The execution environment makes a choice by selecting a branch, thus asserting a particular outcome (e. g., the condition shall be false). That assertion is maintained by imposing a corresponding constraint on the constraint store. After executing that branch, the execution environment backtracks state (constraint store, operand and frame stacks, program counter, and heap values) to the point where a choice was made, and then proceeds with the next choice. In Muli, this behaviour is referred to as search.
In order to limit the effects of non-deterministic execution, non-deterministic branching has to be encapsulated in the program. To that end, Muli offers encapsulation methods such as getAllSolutions() or getOneSolution() that take lambda expression or a method reference as a parameter which is then executed non-deterministically. The result of non-deterministic branching is a symbolic execution tree [7] . Solutions to a constraint-logic problem correspond to the leaves of that tree, i. e. where execution ends, such as by throwing an exception or returning a value or expression. The encapsulation method collects the required solutions and returns them to the calling, deterministic program.
Reference Type Logic Variables (or Free Objects)
As Muli is based on Java, Muli distinguishes four kinds of reference types: class types, interface types, array types, and type variables, same as Java [5, § 4.3] . Type variables are fundamentally different from the other kinds. They assume concrete values that are reference types, whereas the other kinds of reference types assume concrete reference values, i. e. data on the heap. For this reason we exclude type variables from further considerations of reference types, resulting in a definition that is congruent to that of C# [10] . Class and interface types exhibit an identical structure [5] , whereas array types are interpreted differently. Even though array types are interesting as well, for now this work focuses on class and interface types, which in the following are subsumed as reference types for improved legibility.
Due to the nature of Java (and, therefore, Muli), the reference types that this work focuses on are not limited to encapsulating data. They also encapsulate behaviour (via methods) that may change along the implementation hierarchy (by overriding). Therefore, when a variable that is declared Object o is of type Object, o may hold an instance of Object or of its subclasses. This affects the typecasts that can (validly) be performed on o at runtime, as well as the behaviour that is expected from invoking methods on the object. This implies that interactions with a reference type logic variable declared Object o free need to consider that o may represent instances of subclasses of Object as well.
Consequently, we first need to define at which point exactly non-determinism may be introduced when interacting with reference type logic variables. Options are either during declaration/initialisation of a reference type logic variable (i. e. at Object o free), or when a feature of a variable that is not sufficiently specified is required later during runtime (e. g., on invoking o.toString() or access to a field such as square.width). Similar to the considerations regarding the Label rule in [2] , introducing non-determinism already at declaration/initialisation would introduce many branches that are potentially irrelevant, because the SJVM cannot determine how many choices will be required. Aiming to reduce the state space, Muli creates choices only when discriminating behaviour is expected, e.,g., where control flow branches. For reference type logic variables, discriminating behaviour is not expected at declaration of a logic variable (which can be done deterministically) but can be expected when one of its fields is accessed or its methods are invoked. Hence, we propose that non-determinism is incurred when a feature of a logic variable is required and that variable is not sufficiently specified to be handled deterministically. As a result, this allows search to focus on branches relevant to the respective access, thus effectively reducing the state space.
With this in mind, there are six different kinds of interactions between a program and a reference type logic variable that need to be examined in the following as they potentially result in non-determinism. First, accesses to fields of an object by a program, followed by invocations of methods. Moreover, the program can compare equality, which occurs in two forms in Java (and therefore in Muli), i.e. comparing reference equality or value equality, which are the third and fourth kind, respectively. Fifth, a program may require typecasting an object. Last but not least, as a novel kind of interaction programmers may expect to be able to compare objects for structural equality, i. e. for equality of their fields. This is similar to unification of constructor terms in logic programming but not common in object-oriented programming languages.
Accessing a field of a free object
In Muli and Java, fields are accessed by dot notation, e. g., square.width. In contrast to methods, fields of a Java class cannot be overridden by subclasses. Although subclasses can declare fields with names identical to those in superclasses, this merely results in the original field being hidden from the overriding class, but not from the original one. Consider an artificial Java example in Listing 3. Accesses to i in both cases a.i and b.i result in the same value because a and b are stored as A. Of course, if b were stored as B, that would not be the case. Muli shares this semantics with Java. As a result, accesses to fields of free objects do not need to consider the class hierarchy of the object's type, but only the type of the reference type logic variable through which access takes place (here, A). Since a free object is uninitialised, its initial state all its fields are to be treated as logic variables as well. Therefore, accessing a field of a free object is a deterministic operation. Its result is the logic variable that is the field of the object. For instance, in the running example accessing square.width yields the logic variable of type int that is stored at that field.
Invoking a method on a free object
For a variable Shape s free, consider the statement s.getArea(). As s is declared free, this causes execution to evaluate the method getArea(). Shape is merely an abstract supertype, so all the subtypes need to be taken into consideration, as they provide implementations for getArea(). Similarly, even in the deterministic nature of Java, the method that is actually invoked depends on the type of the referenced instance, not on that of the variable. Consequently, in order to determine which actual implementation can be invoked, the statement s.getArea() causes the SJVM to discover the set of all non-abstract subtypes S that extend Shape. If the supertype can be instantiated as well, the set of relevant types then is S ′ = S ∪ {X} for a non-abstract supertype X. Otherwise, the set of relevant types is just S ′ = S. The set of relevant subtypes can be restricted further, thus reducing the number of non-deterministic branches that the SJVM needs to execute. After all, we are only interested in those branches that potentially exhibit distinct behaviour. Therefore, the SJVM needs to discover S ′′ ⊆ S ′ , comprising only those classes that provide their own implementation of toString(), thus omitting all types that merely inherit an implementation from their supertype. Afterwards, the SJVM only needs to evaluate one branch per element of S ′′ . If S ′′ holds exactly one type, execution continues deterministically by invoking that type's implementation on s. Otherwise, evaluation creates a choice point in order to execute all ((t)s).getArea(), where t ∈ S ′′ . The possible choices of that choice point depend on the cardinality of S ′′ . As a different example with a more detailed implementation hierarchy, consider the classes depicted in Figure 2 . For a logic variable A a free, invoking a.m() results in discovering the set S ′′ = {A, B, D}, i. e. the applicable instance types that provide distinct implementations for m().
After making a choice for a type t ∈ S ′′ whose method implementation is used, the actual type of the instance that the method is invoked on can be an arbitrary one from a set of types, namely either the determined type or any of its subtypes. However, the set of allowed types is restricted further, as it may not contain subtypes that provide their own implementation (as their implementation would need to be invoked otherwise). This is illustrated in Figure 2 , where the set of types is constrained only to B and C. Even though D is a subtype, it provides an own implementation of m() and would therefore conflict with having chosen B's implementation.
As a result of choosing an implementation, the SJVM needs to add a constraint to its constraint store that restricts the type of s according to the above description. This ensures that later interactions with that object do not make conflicting assumptions regarding the type of s, i. e. to avoid assuming s to be of a type that is not in the reduced set of applicable types. Similarly, a type t cannot be assumed for s if that would violate a previously imposed constraint, so the corresponding branch must not be evaluated. Consequently, the constraint that restricts an instance's type is a set-based constraint. This type of constraint is novel to Muli, as existing constraints are only of arithmetic nature.
Comparing reference equality of reference type logic variables
In Muli and Java, objects are typically compared by one of two means, either reference equality or value equality. First, let us focus on the former. As o and q are declared free, it needs to be discussed whether the constraint created by such a comparison should result in the SJVM unifying their references upon evaluation of the condition, i. e. result in o pointing to the instance referenced by p, or to the same reference as the other logic variable q, respectively. Arguably, this should not be the case. Listing 4 expressly declares the three variables to be three different instances, unlike e. g. Object w = p which would explicitly make w assume the same reference as p.
Therefore, the evaluation of a condition comparing reference equality is a deterministic operation even for reference type logic variables that yields true iff two variables reference the same free object, which is consistent with the Java semantics of comparing reference equality. No implicit unification is performed.
Comparing value equality of reference type logic variables
More frequently, Java code will compare objects in terms of value equality, e. g., in if (o.equals(p)) or if (p.equals(o)) (cf. Listing 4). For Muli, this presents another opportunity for unifying objects if free objects are involved. Note that equals() is not commutative. As equals() is a method that every class can implement individually, the interpretations of these two examples are fundamentally different.
In p.equals(o), p is a concrete instance of Object, so Object's default implementation is invoked deterministically, effectively comparing reference equality. Other implementations might compare instances by accessing fields of the free object o, thus resorting to the case described in Section 3.1. In contrast, o.equals(p) is an invocation of equals() on the logic variable o. As a result, this case reduces to the invocation of methods as described in Section 3.2, resorting to specific implementations of equals(), e. g., of Square and Rectangle.
Consequently, Muli does not need to handle value equality comparisons in a specific way, as they are implicitly covered by other considerations regarding reference type logic variables.
Typecasting a free object
The (super-) type of a logic variable is determined by its declaration, but initially the corresponding instance may be of that type or of any of its subtypes (cf. the definition of S in Section 3.2). However, the set of allowed types for the instance is reduced by (successful or failed) typecasts. Considering Listing 4, a program might try to cast a reference type logic variable to a subtype, e. g., (Square)o. In that case the actual type of o can be Square or any of its subtypes.
Performing a valid typecast results in two choices as to how execution can continue. Either the cast is possible (unless a contradictory constraint exists in the constraint store at runtime), so a new constraint can be imposed narrowing the logic variable's type; or the cast is not possible. In regular Java, the latter case is not caught by a compiler and results in a runtime exception (ClassCastException). Similarly, Muli can handle this case by imposing a corresponding constraint. Therefore, a valid typecast of a reference type logic variable results in a choice point with at most two options, depending on existing constraints in the constraint store.
In contrast, invalid typecasts are those that violate the class hierarchy, such as casting an object of type Square to Rectangle. This deterministically yields a ClassCastException and therefore does not result in a choice point.
To support non-deterministic branching, a constraint is needed that is imposed when a choice for a branch is made upon a typecast. This constraint reduces the set of possible instance types. The set-based constraint from Section 3.2 can be re-used, but the sets are computed differently: Given that S describes the set of applicable types prior to imposing a constraint and U describes the set of types comprising the cast target types and all of its subtypes, on a successful cast, the set of applicable types is narrowed to the intersection V = S ∩ U , whereas for a failed typecast all remaining types are applicable, i. e. the type is constrained to the set difference V ′ = S \ U . The resulting sets of types are used to impose the corresponding constraints, i. e. V for the constraint that is added to the constraint store when making the choice that the typecast is successful, and V ′ for the other choice.
Imposing a constraint for structural equality between two objects
The cases discussed so far refer to the interpretation of object-oriented concepts against the background of a constraint-logic object-oriented language. In addition to that, Muli creates a novel opportunity regarding unification of objects that cannot exist in plain object-oriented languages without symbolic execution, namely comparing (free) objects for structural equality (in combination with constraints that enforce it). With the term structural equality we refer to a situation in which fields of two (free) objects of the same type also share identical values (or logic variables) for their fields, i. e.
is an instance o's type and f ields(o) is the set of its fields. For example, given two free objects Rectangle r1 free, r2 free, imposing structural equality r1 ⊙ r2 implies that r1.source == r2.source and r1.sink == r2.sink. Similarly, if r2 were an initialised object of type Rectangle, r1's field values are unified with those of fields of r2. As a result, r1 ⊙ r2 ⇔ r2 ⊙ r1, i. e. structural equality is commutative.
A new operator is needed to denote the structural equality constraint ⊙ in source code. We propose using the symbol #= as a boolean, binary operator that can be used in condition expressions in order to add this constraint to the constraint store at runtime. It evaluates to true if fields of two objects are unifiable as described above, and to false if they are not; both while adding a corresponding constraint to the constraint store that maintains this equality.
Implementation
The considerations in Section 3 require modifications to the Muli SJVM in terms of additional constraints and choice point types. This results in changes in the SJVM's solver component and its choice point generator (cf. [3] ).
The applicable type constraint is a set-based constraint that restricts possible types for a free object. It maintains a reference to the free object that it affects, and a set of fully qualified names of types that the object may assert. This set is defined prior to instantiation of that constraint. In the solver manager, a constraint is imposed in conjunction with all other constraints in the constraint store. Therefore, the solver manager can verify consistency of a constraint store by collecting all imposed applicable type constraints involving a free object and checking that the intersection of the sets of types is non-empty for each object, i. e. there is at least one type that any object can assume; in addition to verifying consistency of the remaining constraints.
Additionally, the structural equality constraint translates into a conjunction of arithmetic equality and type equality constraints as specified in Section 3.6, hence it does not need to be represented on its own. The type equality constraint references two involved objects that need to be of the same type. A constraint store comprising a type equality constraint is consistent if both objects are trivially of the same type (such as for regular objects) or if there is a type that is among the applicable types of both objects.
At runtime, evaluations of bytecode instructions that incur non-determinism result in the creation of choice points. These are responsible for controlling search and, hence, for imposing constraints and removing them afterwards [3] . Therefore, the support for typecasts of logic reference type variables requires a corresponding choice point. It offers choices according to the description in Section 3.5 and imposes an appropriate instance of the applicable type constraint for each choice. Similarly, a choice point for invoking a method according to Section 3.2 is required. Both choice point implementations require the implementation of new helper methods that discover sets of available types. The method Type[] getSubtypes(Type) discovers, for a given type, all of its subtypes from the loaded classpath. A further method Type[] getImplementations (Type[], Method) is required that filters a list of types such that it returns only those types that can be instantiated and that provide an own implementation of a particular method, thus supporting the case from Section 3.2.
Last but not least, another choice point is generated if free objects are compared for structural equality as specified in Section 3.6. It comprises two choices. One choice represents that equality is maintained, resulting in the corresponding constraint being imposed The other one corresponds to imposing the negation of that constraint.
Related Work
Several approaches intend to integrate elements from object-oriented programming into declarative languages, mostly based on Prolog. For example, tuProlog provides a Prolog engine implemented in Java, offering access to Java features from Prolog [4] . However, referring to Java types is done rather artificially by means of string literals which cannot be checked by a compiler, and free objects and accessing their fields are not considered. As a non-Prolog-based example, Oz is a constraint language that offers OO features, but does not seem to support constraints involving logic objects [15] . Despite their integration, the mentioned programming languages follow a declarative style, which might not be as accessible for developers who are used to imperative languages.
CAPJa intends to seamlessly integrate Prolog search into Java programs, e. g. by providing a Java-based abstraction layer from Prolog [12] . The integration supports a mapping of data structures from Java to Prolog and vice-versa, but focuses on logic objects used for encapsulating data. It does not consider free (unbound) objects in terms of method invocations and field accesses, which become relevant if we consider that objects also encapsulate behaviour, which is expected in object-oriented programming. As another example, the library heya-unify facilitates unification of data structures in JavaScript [8] , particularly in order to compare object contents or to perform pattern matching on them. However, it does not support defining entire objects as logic variables and is limited to comparing structural equality on weakly typed objects and arrays.
The type unification algorithm presented by [13] can be used for Java type inference. Although their work emanates from a different standpoint, the type unification could be re-used for formulating the subtype relations for the constraints in this work.
Other work demonstrates that the use of languages integrating multiple paradigms is beneficial, most notably the Java Stream API [14] and Scala [11] , which integrate object-oriented programming with functional programming on the JVM. LINQ offers a similar integration, but for languages on the .NET CLR [9] . A very relevant integration of logic and functional programming is Curry [6] , which incorporates logic programming into a language with Haskell syntax. Muli lends and adapts some ideas from Curry, such as encapsulated search and constraint definition via boolean equalities [1] . However, the adaptation of these concepts to constraint-logic object-oriented programming results in fundamentally different considerations and implementations.
Concluding Remarks
Interactions of a constraint-logic object-oriented language with reference type logic variables involve invocations on free objects and accesses to their fields, comparisons of reference and value equality, and novel constraints for object types and structural equality. For each kind of interaction, this work describes approaches to handle them. These approaches efficiently introduce non-determinism where it is specifically required, while taking objects' class hierarchies into account. As a result, this requires a novel constraint that restricts types of free objects to support the interactions. Since the constraints previously supported by Muli were purely arithmetic, this work adds a set-based constraint that restricts possible types of free objects.
The contribution is helpful not just for Muli but for constraint-logic objectoriented programming in general, because it allows non-deterministic search to extend beyond logic variables of primitive types. For example, a constraint-logic object-oriented language based on C# could also make use of these approaches. Furthermore, it facilitates the usage of object-oriented features in combination with free objects.
Subsequently, the implementation of this approach in the Muli SJVM will be completed in order to evaluate its benefits. The resulting virtual machine implementation will be part of the open source distribution of Muli provided via GitHub. 2 We also plan to provide an augmented formal semantics, incorporating the aspects discussed in this paper, thus yielding an integrated semantics for a constraint-logic object-oriented language. Future work will tackle the extension of our considerations towards further reference types, particularly array types.
