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Finnian Kelly , Andrea Fröhlich , Volker Dellwo , Oscar Forth ,




To appear in: Speech Communication
Received date: 14 January 2019
Revised date: 22 May 2019
Accepted date: 26 June 2019
Please cite this article as: Finnian Kelly , Andrea Fröhlich , Volker Dellwo , Oscar Forth ,
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This paper presents an evaluation of the commercial forensic automatic speaker recognition 
system, VOCALISE (Voice Comparison and Analysis of the Likelihood of Speech Evidence) 
(Alexander et al. 2016), under conditions reflecting those of a real forensic case: 
forensic_eval_01. Full details of the evaluation rules, along with a description of the training 
data, testing data, and performance metrics, can be found in (Morrison and Enzinger 2016). 
VOCALISE is built with an ‗open-box‘ architecture, offering the user choice between various 
feature extraction and speaker modelling approaches, and allowing the user to introduce their 
own development data at various points in the speaker modelling and comparison pipeline. 
This evaluation explores several ways in which the VOCALISE architecture can be applied 
to a realistic forensic comparison case. 
 
2. Description and use of VOCALISE 
 
VOCALISE is a forensic automatic speaker recognition system that allows a forensic 
practitioner to perform a speaker recognition comparison of two or more speech recordings to 
obtain a likelihood ratio. The processes available to the practitioner include the extraction of 
speaker-specific features from recordings of speech, the calculation of scores for pairwise 
comparisons of speech recordings, and the evaluation of likelihood ratios from the score 
distributions of same-speaker and different-speaker comparisons.  
 
For this evaluation, VOCALISE is used to extract i-vector (Dehak et al. 2011) and x-vector 
(Snyder et al., 2018) speaker representations based on MFCC (Mel-frequency cepstral 
coefficient) features (Davis and Mermelstein 1980), and  to compare these speaker 
representations using PLDA (probabilistic linear discriminant analysis) scoring (Prince and 
Elder 2007). Conversion of comparison scores to likelihood ratios using logistic regression 
calibration (Pigeon et al. 2000) is provided by Bio-Metrics, a software tool accompanying 
VOCALISE. 
 
The VOCALISE ‗front-end‘, which converts an audio recording into a set of MFCC features, 
and ‗back-end‘, which compares vector representations of two recordings, is shared across 



















method of extracting a speaker representative vector, given a set of MFCC features. The 
i-vector approach relies on a factorisation of a GMM-MAP (Gaussian mixture modelling - 
maximum a posteriori), (Reynolds et al. 2000) speaker space, while the x-vector approach 
uses a DNN (deep neural network) ‗embedding‘ to obtain a speaker representation. 
 
Section 2.1 provides a general introduction to the relevant VOCALISE components. Specific 
information relating to feature and modelling parameters for this evaluation are provided in 
Sections 2.2—2.4. 
 
2.1 Overview of VOCALISE components 
 
2.1.1 System front-end: audio to features 
 
The purpose of the system front-end is to extract information from the audio recording that is 
effective for speaker discrimination (Kinnunen and Li 2010). This process is referred to as 
feature extraction, and typically involves measuring the frequency characteristics of short 
segments across the file. MFCCs are a commonly employed feature, providing a 
representation of the short-term power spectrum of speech, weighted according to a 
perceptual scale of human hearing (Davis and Mermelstein 1980). MFCCs can be appended 
with their first and second derivatives, calculated over several frames (referred to as delta and 
delta-delta coefficients), as a means of incorporating temporal information (Furui 1986). To 
suppress the effects of non-speech variability, i.e., noise, normalisation is generally applied to 
the features. Cepstral Mean Subtraction (CMS) (Furui 1981) is way of removing 
convolutional noise, such as the effect of channel.  Prior to speaker modelling, features 
corresponding to non-speech portions of the sample are discarded, and only those 
corresponding to speech are retained. This process, referred to as voice activity detection 
(VAD), typically discriminates between speech and non-speech based on the relative energy 
over short windows of the original speech sample (Kinnunen and Li 2010). 
 
2.1.2 Speaker vector representation: i-vectors 
 
The i-vector extraction process converts a set of MFCCs from an audio recording of arbitrary 
duration into a compact, fixed-length vector, in which most of the speaker variability is 
retained (Dehak et al. 2011), This process requires an i-vector extractor that has been trained 
with MFCCs from a large, independent set of training recordings.  
 
To train the i-vector extractor, MFCCs from the training set are pooled to estimate the 
parameters of a GMM with a large number of components – a Universal Background Model 
(UBM). The UBM is then MAP-adapted (Reynolds et al. 2000) toward each of the training 
recordings given the relevant MFCCs. The resulting GMM-MAP speaker models are each 
converted into a supervector representation by stacking their mean components into a vector. 
The collected training supervectors are then factorised into largely speaker-dependent and -
independent components; this is the key to obtaining a low-dimensional speaker 
representation, i.e. the i-vector. The speaker-independent component (represented by the 
UBM supervector), is first subtracted from the training supervectors, and the remaining 
speaker-dependent component is factorised into a low-rank Total Variability (TV) matrix and 
a set of total factors. These total factors, or i-vectors, can be viewed as low-dimensional 
representations of GMM-MAP supervectors that capture most of the important speaker 
variability. An i-vector can then be extracted for a new recording given a set of MFCCs, a 



















typically, tens of thousands of recordings from thousands of speakers are used for training a 
UBM and TV matrix. 
2.1.3 Speaker vector representation: x-vectors 
 
The x-vector extraction process converts a set of MFCCs into a compact, fixed-length vector, 
in which most of the speaker variability is retained (Snyder et al., 2018). This process 
requires an x-vector extractor that has been trained with MFCCs from an independent set of 
training speakers.  
 
The x-vector extractor is a feed-forward DNN architecture that consists of five frame-level 
layers that operate over varying time contexts, a statistics pooling layer, two recording-
segment-level layers, and a softmax output layer (Snyder et al., 2018). The DNN is trained to 
classify a set of training speakers using short utterances (≈ 3 seconds) and speaker labels as 
input. 
 
The first five layers model both static and temporal characteristics of the MFCCs; the first 
layer takes the MFCC frame at time t as input, along with a small temporal context (i.e., 
several additional MFCC frames centred on the current frame t). The second layer takes the 
output of the first layer as its input, and again includes a small temporal context, relative to 
the first layer. This process repeats through the five frame-level layers. The output of the fifth 
layer is passed to the statistics pooling layer, which produces an utterance-level 
representation by calculating the mean and standard deviation over all input MFCC frames 
from the current utterance. These statistics are passed through the two final, low-dimensional 
layers, and then the softmax output layer (which has the same dimensionality as the number 
of training speakers). Since the goal of the network is to provide representations for speakers 
not present in the training set, and to do so based on whole recordings, either of the two final 
utterance-level layers are suitable. Generally, the first of these two final layers (of dimension 
512), is taken as the speaker embedding, i.e. the x-vector. 
 
Training the x-vector extractor is a data-hungry process, requiring tens of thousands of 
recordings from thousands of speakers. It has been found that ‗augmenting‘ the training set 
by including noised copies of the training recordings is beneficial (Snyder et al., 2018, 
McLaren et al., 2018). An established strategy is three-fold augmentation, which supplements 
each original recording in the training set with two noised copies. 
 
2.1.4 System back-end: comparing vectors 
 
Since x-vectors and i-vectors are fixed-length speaker representations, they could be directly 
compared using a simple distance metric, such as Cosine distance, for example. However, it 
is beneficial both to post-process the vectors to enhance their separability, and to utilise a 
model-based comparison metric, namely PLDA (probabilistic linear discriminant analysis) 
(Prince and Elder 2007). 
 
Linear Discriminant Analysis (LDA) (McGlachan, 1992) is applied to the speaker vectors to 
enhance speaker separability while reducing the vector dimensionality. LDA uses a set of 
labelled training vectors to find a subspace in which the between-speaker variability is 
maximised and the within-speaker variability is minimised. The trained LDA transformation 




















PLDA exploits knowledge of the most discriminative parts of an i-vector or x-vector to 
compare two vectors. With the Gaussian variant of PLDA, vectors are first length-
normalised, and then factorised into largely speaker-dependent and –independent components 
(Garcia-Romero and Espy-Wilson, 2011). A set of labelled training vectors are used to learn 
the speaker-dependent vector subspace, which is subsequently used to compare new vectors. 
 
2.1.5 VOCALISE systems 
 
In VOCALISE, trained models and their associated parameters are stored as ‗sessions‘ 
(Alexander et al. 2016). The session file for a system contains the front-end parameters, the 
UBM and TV matrix (in the case of an i-vector system), the trained DNN parameters (in the 
case of an x-vector system), and the back-end models for LDA and PLDA. Once a session is 
selected within the VOCALISE interface, the models and parameters associated with that 
session are used to compare test data. 
 
Oxford Wave Research supplies pre-trained and optimised models with VOCALISE in the 
form of ‗built-in‘ sessions that have been trained with tens of thousands of recordings from 
many speakers in different conditions. The user can also create custom sessions, either by 
adapting an existing session with supplementary data, or ‗from-scratch‘, using exclusively 
their own data.  
 
The following sections report the use of several different MFCC-based i-vector and x-vector 
VOCALISE configurations1 on forensic_eval_01: built-in, condition-adapted, and from-
scratch. 
 
2.2 Built-in sessions 
 
This section reports the use of built-in VOCALISE i-vector and x-vector sessions. 
 
2.2.1 i-vector session 
 
The built-in i-vector session ‗2017B-adaptable‘ was evaluated on forensic_eval_01. In this 
session, 15-dimensional MFCCs are extracted over 32 ms Hamming windows with 50% 
overlap. 24 Mel filterbanks in the range 1 Hz – 4,000 Hz are used for MFCC extraction. 
Features are appended with delta and delta-delta coefficients, CMS is applied globally, and 
silence frames are dropped according to instantaneous-SNR-based VAD. 
 
The session training data consists of recordings of telephone and microphone speech from 
several thousand speakers, with an average recording duration of approximately three 
minutes. The full session training data set was used for training a UBM of 1024 components, 
a TV matrix of 400 dimensions, and LDA and PLDA models of 200 dimensions. No 
forensic_eval_01 data was used in training the session. 
 
Using this built-in session, a score was calculated for each test data comparison in the 
forensic_eval_01 evaluation protocol. The test data consists of a total of 223 recordings from 
                                                        
1 VOCALISE 2017B was used for all i-vector comparisons. VOCALISE 2019A-Beta-RC1 




















61 speakers, resulting in 111 same-speaker comparison scores and 9720 different-speaker 
comparison scores. 
 
Score normalisation was applied to each score using a symmetric normalisation (S-norm) 
procedure (Shum et al. 2010). To apply S-norm, each test file was first compared with every 
forensic_eval_01 training file (a total of 423 recordings from 105 speakers), resulting in a set 
of normalisation scores for each test file. The mean and standard deviation of each set of 
normalisation scores was calculated, resulting in a set of normalisation statistics for each test 
file. Then, given a score resulting from the comparison of two test files, two normalised 
scores were generated by independently applying the normalisation statistics for each test file 
to the score (normalisation was applied by subtracting the mean and dividing by the standard 
deviation). The symmetrically-normalised score was then given by the sum of the two 
normalised scores. 
 
To transform the VOCALISE scores into log-likelihood ratios, logistic regression calibration 
(Pigeon et al. 2000) was applied with a leave-one-out cross-validation approach using Bio-
Metrics 1.6 performance metrics software2 (packaged with VOCALISE). In our approach, all 
of the scores originating from a particular speaker are transformed with calibration 
parameters estimated from all of the scores originating from the other speakers in the 
forensic_eval_01 test set. This satisfies the evaluation requirement in (Morrison and Enzinger 
2016) that, ―cross validation must leave out all recordings from the speaker or speakers being 
tested (the one speaker for a same-speaker comparison or the two speakers for a different-
speaker comparison), not just the two recordings actually being compared‖. 
 
2.2.2 x-vector session 
 
A built-in x-vector session was evaluated on forensic_eval_01. In this session, 20-
dimensional MFCCs are extracted over 32 ms Hamming windows with 50% overlap. 24 Mel 
filterbanks in the range 1 Hz – 4,000 Hz are used for MFCC extraction. CMS is applied 
globally, and silence frames are dropped according to instantaneous-SNR-based VAD. 
 
The session training data consists of telephone and microphone speech from several thousand 
speakers. Three-fold augmentation (Snyder at al., 2018) was applied to the training set: for 
each recording, two augmentations were randomly selected from a choice of babble, music, 
noise, and reverberation, resulting in three ‗versions‘ of each original training recording. 
Random selections of babble, music, and noise were added to the original audio signals at an 
SNR of 5 dB, based on recommendations in McLaren et al., 2018. To add reverb, the original 
training recordings were convolved with random selections of simulated room impulses 
(Snyder et al., 2015). No forensic_eval_01 data was used in training this session. 
 
The DNN architecture is the same as Synder et al., 2018. The first utterance-level layer 
(following the statistics pooling layer) of 512 dimensions is taken as the speaker embedding. 
LDA and PLDA models of 150 dimensions are trained using x-vectors obtained from the 
trained network embedding layer. The full session training data set was used for training the 
DNN, LDA and PLDA models. 
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Using this built-in session, a score was calculated for each test data comparison in the 
forensic_eval_01 evaluation protocol, and symmetric score normalisation and leave-one-out 
cross-validation calibration were applied, all in the same manner as Section 2.2.1 
 
 
2.3 Condition-adapted sessions 
 
As the recording conditions encountered in forensic cases vary widely, it is not conceivable 
that a commercial forensic automatic speaker recognition system will have had sight of all 
possible conditions. Therefore, the system may not perform optimally in the specific 
conditions of the case. VOCALISE provides the capability to adapt the underlying built-in 
models to the conditions of the case, while also taking into account that the quantity of case-
specific data available is usually relatively small compared to the quantity of data used to 
train the i-vector or x-vector system from scratch. 
 
This section reports the use of the VOCALISE built-in i-vector (‗2017B-adaptable‘) and x-
vector sessions, both adapted using the forensic_eval_01 training set.  
 
Condition-adaptation in VOCALISE allows an existing (e.g., built-in) session to be adapted 
to a new condition using new, supplementary data. The recordings provided for condition-
adaptation are used to update the LDA and PLDA models in the existing session. Thus, the 
adaptation can be applied to both i-vector and x-vector systems as follows: first, vectors are 
extracted for the new data. A weighted interpolation of the new vector and existing vector 
statistics is then used to update the LDA transformation matrix. All (new and existing) 
vectors are transformed with the updated LDA model and are then used to re-estimate the 
PLDA model.  
 
For this evaluation, an augmented forensic_eval_01 training set was used for condition-
adaptation. Augmented training recordings were generated by applying each of the four 
augmentations detailed in Section 2.2.2 (babble, music, noise, and reverberation) to each of 
the original training recordings. The combined set of 423 original training recordings and 
1692 augmented training recordings was then used for condition-adaptation. 
 
After condition-adaptation, the adapted i-vector and x-vector sessions differ from the built-in 
sessions (described in Section 2.2) only in terms of their LDA and PLDA models. Using the 
adapted sessions, a score was calculated for each test data comparison in the 
forensic_eval_01 evaluation protocol. As the forensic_eval_01 training set was used for 
condition-adaptation, score normalisation was not applied. In our experience, condition-
adaptation continues to improve performance as the size of the training set increases – we 
therefore decided against dividing up the training data to apply both condition-adaptation and 
score normalisation. Cross-validation calibration was applied as in Section 2.2.1. 
 
2.4 From-scratch forensic_eval_01 sessions 
 
In VOCALISE, full i-vector and x-vector pipelines can be trained from-scratch with 



















trained using the forensic_eval_01 training set exclusively3. The forensic_eval_01 training set 
contains 423 recordings from 105 speakers, whereas the built-in training sets (Section 2.2) 
contain thousands of speakers.  This reduction in the number of training speakers necessitated 
the use of smaller modelling and back-end parameters for the from-scratch systems than for 
the built-in systems.  
 
In da Silva and Medina 2017, a from-scratch i-vector system trained with the 
forensic_eval_01 training set was evaluated and shown to perform well. Therefore, a decision 
was made to select from-scratch i-vector session parameters that aligned closely with that 
system. They are as follows: 14-dimensional MFCCs are extracted over 32 ms Hamming 
windows with 50% overlap. 24 Mel filterbanks in the range 300–3,300 Hz are used for 
MFCC extraction. Features are appended with delta coefficients. CMS is applied globally, 
and silence frames are dropped according to instantaneous-SNR-based VAD. All 
forensic_eval_01 training recordings were used for training a UBM (1024 components), a TV 
matrix (200 dimensions), and LDA and PLDA models (both 50-dimensional).  
 
An x-vector session was trained using an augmented forensic_eval_01 training set. 
Augmented training recordings were generated by applying each of the four augmentations 
detailed in Section 2.2.2 (babble, music, noise, and reverberation) to each of the original 
training recordings. The combined set of 423 original training recordings and 1692 
augmented training recordings was used for training the session. The front-end features are 
consistent with the built-in x-vector session in Section 2.2.2: 20-dimensional MFCCs are 
extracted over 32 ms Hamming windows with 50% overlap. 24 Mel filterbanks in the range 1 
Hz – 4,000 Hz are used for MFCC extraction. CMS is applied globally, and silence frames 
are dropped according to instantaneous-SNR-based VAD. The DNN architecture is again the 
same as Synder et al., 2018. Given the smaller quantity of data, the size of the embedding 
layer is reduced to 256, followed by 50-dimensional LDA and PLDA models. 
 
Using the from-scratch forensic_eval_01 sessions, a score was calculated for each test data 
comparison in the forensic_eval_01 evaluation protocol. As the forensic_eval_01 training set 
was used for session training, score normalisation was not applied. Cross-validation 




The evaluation results for each of the six systems (built-in, condition-adapted, and 
















r built-in 0.462 0.447 0.530 0.416 0.046 0.115 
adapted 0.267 0.230 1.178 0.239 0.029 0.070 
from-scratch 0.462 0.426 0.965 0.393 0.069 0.110 
x - built-in 0.303 0.275 0.775 0.247 0.056 0.079 
                                                        
3
 In our experience, the quantity of data in the forensic_eval_01 training set is not sufficient 
to train an effective x-vector system; augmentation was therefore applied to the training set, 



















adapted 0.246 0.213 1.040 0.189 0.057 0.053 
from-scratch 0.447 0.379 0.836 0.419 0.028 0.135 
 
Table 1. Exact values of the accuracy and precision metrics. 
 
Figure 1 provides a graphical representation of the Cllr metrics in Table 1. For each of the six 
systems, Figures 2—5 provide Tippett plots, Detection Error Trade-Off (DET) curves, and 


















Figure 1. Plot showing Cllr
mean versus 95% CI (left panel) and Cllr















































Figure 2. Tippett plots (no precision) of the results of the tested systems. Left panels show tests using 
i-vectors, right panels those using x-vectors. The first row shows built-in sessions, the second shows 




























Figure 3. Tippett plots (with precision) of the results of the tested systems. Left panels show tests 
using i-vectors, right panels those using x-vectors. The first row shows built-in sessions, the second 








































































































Figure 5. Empirical Cross Entropy (ECE) plots of the results of the tested systems. Left panels show 
tests using i-vectors, right panels those using x-vectors. The first row shows built-in sessions, the 
second shows condition-adapted sessions, and the third shows from-scratch sessions. 
4 Discussion and conclusion 
 
This study evaluated VOCALISE i-vector and x-vector speaker recognition systems under 
conditions reflective of a real forensic case. Three variants of each system were considered, 
evaluating different ways in which case-relevant user-provided data can be used within 
VOCALISE.  
 
Comparing i-vector and x-vector systems in terms of pure discrimination (measured by Cllr
min 




(van Leeuwen and Brümmer, 2007), it can be seen that the x-vector system outperforms the 
i-vector system for both the built-in and condition-adapted variants. While the from-scratch 
i-vector system outperforms the from-scratch x-vector system, we expect that this is due to 
training data insufficiency. The best overall performance is achieved by the 
condition-adapted x-vector system. 
 
The built-in and condition-adapted variants of the i-vector and x-vector systems demonstrate 
how case-relevant data can be used with a pre-trained system (i.e. a VOCALISE session); in 
the built-in case, case-relevant data is used for score-normalisation, and in the condition- 
adapted case, for LDA/PLDA adaptation. For both i-vector and x-vector systems, the 
condition-adapted variant achieves better performance, indicating that this is the more 
effective use of the case-relevant data. The from-scratch variant of the i-vector system 
achieves similar performance to the i-vector built-in variant, and outperforms the from-
scratch x-vector variant. We note that a from-scratch system will not typically be a feasible 
option for a forensic practitioner in a real case, as the quantity of case-relevant data available 
is unlikely to match (or exceed) the size of the forensic_eval_01 training set. In this scenario, 
score-normalisation and condition-adaptation provide an effective way to adapt a pre-trained 
system to the conditions of the case. 
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