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Let n ∈ N. We describe a listGn of graphs such that if the nth powerGn of a graphG contains
a claw then some graph in Gn appears as an induced subgraph of G. We show that our
set Gn is the smallest set of graphs with this property. If T is a tree, this gives a precise
characterization of the claw-free powers of T .
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
We recall that a graphG is said to be claw-free if the complete bipartite graph K1,3 does not appear as an induced subgraph
of G. Clawfreeness relates to many other properties of a graph. Among the less technical examples are the following:
• the independence polynomial of a claw-free graph is logarithmically concave and thus unimodal (see [7,8]),
• 4-connected claw-free graphs are hamiltonian (see [10]), and
• 2-connected, k-regular claw-free graphs of order at most 4k+ 1 are hamiltonian as well (see [9]).
See [3] for a thorough survey of claw-free graphs’ desirable properties.
Many graph problems, particularly those regarding vertex colorings subject to distance constraints, involve powers of a
given graph. For recent results, see [6] and several of the references these authors provide, including [1,2,4,5,11].
For any n ∈ N, the nth power of a graphG = (V , E), denoted asGn, is the graphwith vertex set V and an edge uvwhenever
ρ(u, v) ≤ n, where ρ is the ordinary path metric on G. Note that G1 = G, as expected.
Throughout this note we let T (k1, k2, k3) denote the tripod with legs of lengths ki ∈ N (i = 1, 2, 3). Similarly, we let
C(k1, k2, k3) denote the graph consisting of a 3-cycle {v1, v2, v3}with paths of length ki pendant from each vi. Without loss
of generality in both cases we may assume k1 ≤ k2 ≤ k3. T (1, 2, 3) and C(1, 2, 3) are shown in Fig. 1.
If G1 is an induced subgraph of G2, we write G1 ≤ G2. We also write (k1, k2, k3) ≤ (k′1, k′2, k′3) if and only if all of k1 ≤ k′1,
k2 ≤ k′2, and k3 ≤ k′3 hold. The following proposition is easy to prove.
Proposition 1.1. Let k1 ≤ k2 ≤ k3 and k′1 ≤ k′2 ≤ k′3. Then
(1) T (k1, k2, k3) ≰ C(k′1, k′2, k′3),
(2) T (k1, k2, k3) ≤ T (k′1, k′2, k′3) if and only if (k1, k2, k3) ≤ (k′1, k′2, k′3), and
(3) C(k1, k2, k3) ≤ C(k′1, k′2, k′3) if and only if (k1, k2, k3) ≤ (k′1, k′2, k′3).
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Fig. 1. The graphs T (1, 2, 3) and C(1, 2, 3).
We can now state our main result.
Theorem 1.2. Let Gn = Tn ∪ Cn, where
Tn =

T (k, n− k+ 1, n− k+ 1) : 1 ≤ k ≤

n+ 1
2

and
Cn =


C(k, n− k− 1, n− k) : 1 ≤ k ≤ n− 1
2

for n odd,
C(k, n− k− 1, n− k) : 1 ≤ k ≤ n
2
− 1

∪ {C(n/2, n/2, n/2)} for n even.
Then
(1) H1 ≰ H2 for any H1,H2 ∈ Gn, H1 ≠ H2, and
(2) if Gn contains a claw then H ≤ G for some H ∈ Gn.
Theorem 1.2(1) (which follows immediately from Proposition 1.1 and the definition of Gn) guarantees that Gn gives a
minimal list of incomparable induced subgraphs which determine claws in Gn. That is, no smaller collection of graphs will
satisfy Theorem 1.2(2) for every G. We note that |Gn| = n.
It is difficult to make Theorem 1.2(2) into a biconditional claim for arbitrary graphs G. While (2) implies that if H ≰ G for
all H ∈ Gn then Gn must be claw-free, it is easy to see that Gn may still be claw-free even when H ≤ G for some H ∈ Gn.
However, if we know that our graph is a tree, we can say a bit more:
Corollary 1.3. Let T be a tree and let Tn be defined as in Theorem 1.2. Then T n is claw-free if and only if H ≰ T for every H ∈ Tn.
Proof. If T n has a claw, then Theorem 1.2 gives us an induced subgraph isomorphic to some H ∈ Tn, since T is acyclic. Now
suppose that H ≤ T for some H ∈ Tn, with extremal vertices vi. Only the presence of a shorter path between two vertices vi
would prevent H from inducing a claw in T n; since T contains no such path, this cannot be. 
It is therefore not hard to determine when powers of a tree are claw-free:
Corollary 1.4. Let T be a tree whose set of leaves is given by L, |L| ≥ 3. Define c = c(T ) to be the maximum, over all triples
{v1, v2, v3} of leaves of T , of the minimal distance ρ(vi, vj). Then T n is claw-free if and only if n ≥ c.
Proof. If c(T ) > n then, by definition of c(T ), L contains vertices {v1, v2, v3} such that the subtree determined by {v1, v2, v3}
contains a subtree isomorphic to someH ∈ Tn. By Corollary 1.3, T n has a claw. On the other hand, if c(T ) ≤ n, then noH ∈ Tn
can be a subgraph of T , for all such H require the existence of a triple of vertices lying n+ 1 from one another. Therefore, by
Theorem 1.2, T n must be claw-free. 
As a consequence, for a tree T the set of integers for which T n is claw-free is an interval. This is not always the case, as
the graph in Fig. 2 shows: for this graph G, Gn is claw-free if and only if n = 2 or n ≥ 4.
By appropriately lengthening both the horizontal path and the ‘‘shortcut’’ beneath it in the graph above, it is not hard
to construct a family of graphs {Gk} such that Gnk is claw-free if and only if n = k or n ≥ k + 2. For an arbitrary G it seems
a nontrivial problem to determine how many intervals the set {n ∈ N | Gnis claw-free} comprises, or whether there is a
universal upper bound on the number of such intervals, or for that matter, on the length of any finite such interval.
It remains for us to prove the second part of Theorem 1.2; it is to this we now turn. Before doing so, we would like to
express our gratitude to this note’s referees, both of whom caught a few errors which appeared in the original manuscript.
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Fig. 2. A graph G such that Gn is claw-free if and only if n = 2 or n ≥ 4.
2. Proof of the main theorem
Let Gn be defined as in Theorem 1.2. Suppose that Gn contains a claw, determined by vertices {v, v1, v2, v3}, where v is
the center of the claw. For each i = 1, 2, 3, let pi be a shortest (v, vi)-path in G, and let ℓi denote the length of pi. Without
loss of generality we let ℓ1 ≤ ℓ2 ≤ ℓ3, where 1 ≤ ℓ1 and ℓ3 ≤ n. Let T denote the graph induced by the edges of these three
paths. Finally, we assume that we have selected T such that |E(T )| is minimal.
Claim 2.1. We may assume that T is a tree.
Proof. Clearly T is connected. Suppose T contained a cycle. Such a cycle would be formed by subpaths p′i and p
′
j of pi and pj,
respectively, lying between endpoints u1 and u2 common to pi and pj. To avoid contradicting the assumption that pi and pj
are geodesic, p′i and p
′
j must have the same length; then simply removing either one removes the cycle that they form. 
We can say more about the tree T :
Claim 2.2. We may assume that there is no initial subpath common to all three paths pi.
Proof. Suppose pwere an initial subpath common to all three,with terminal vertex v′. Then {v′, v1, v2, v3}would determine
a claw in Gn, witnessed by a tree T ′ with |E(T ′)| = |E(T )| − 3ρ(v, v′) < |E(T )|, contradicting our choice of T . 
Until further notice we assume that there is no initial subpath common to any two of the paths pi; we will return to
considering the case where there is such a subpath at the end of our proof.
Claim 2.3. We may assume that T ≰ G.
Proof. Suppose T ≤ G, and suppose to start with that ℓ1 ≤ ⌊ n+12 ⌋. Since n < ℓ1 + ℓi, we have n− ℓ1 + 1 ≤ ℓi, for i = 2, 3.
Therefore (ℓ1, n− ℓ1 + 1, n− ℓ1 + 1) ≤ (ℓ1, ℓ2, ℓ3), and thus
T (ℓ1, n− ℓ1 + 1, n− ℓ1 + 1) ≤ T ≤ G,
so we would be done.
Now suppose that ⌊ n+12 ⌋ < ℓ1. In this case ⌈ n+12 ⌉ ≤ ℓ1 ≤ ℓ2 ≤ ℓ3, so (⌊ n+12 ⌋, ⌈ n+12 ⌉, ⌈ n+12 ⌉) ≤ (ℓ1, ℓ2, ℓ3), and thus
T (⌊ n+12 ⌋, ⌈ n+12 ⌉, ⌈ n+12 ⌉) ≤ T ≤ G, so we would again be done. 
Thus we may assume that T ≰ G. Let H ≠ T be the subgraph of G induced by T . Note that there can be no edges uvi for
u ∈ V (H), u ≠ v. If there were such an edge for u ∈ pj, the edge uvi concatenated with the path from u to vj would witness
ρ(vi, vj) ≤ n, and thus {v, v1, v2, v3}would not determine a claw in Gn, yielding a contradiction.
Claim 2.4. We may assume that H does not contain an edge uiuj, where ui ∈ pi, uj ∈ pj, and ρ(v, ui) ≥ 2.
Proof. SupposeH were to contain such an edge, uiuj. Denote by p′i the subpath of pi from v to ui. Let T ′ be the new tree formed
from T by removing the edges of p′i and adding the edge uiuj. The resulting tree T ′ witnesses the fact that {v, v1, v2, v3}
determines a claw in Gn. Moreover, |E(T ′)| = |E(T )| − ρ(v, ui)+ 1 < |E(T )|, contradicting our choice of T . 
By now, then, wemay assume that the only edges in E(H)\E(T ) are of the form uiuj for ui ∈ pi, uj ∈ pj, and ui, uj ∈ N(v),
the neighborhood of v.
Claim 2.5. We may assume that H contains only one edge uiuj, where ui ∈ pi, uj ∈ pj, and ui, uj ∈ N(v).
Proof. Suppose, without loss of generality, that {u1u2, u2u3} ⊆ E(H) \ E(T ). Then {u2, v1, v2, v3} would determine a claw
in Gn, witnessed by the tree T ′ formed from T by removing the edges {vui | i = 1, 2, 3} and adding the edges {u1u2, u2u3}.
Moreover, |E(T ′)| = |E(T )| − 1 < |E(T )|, contradicting our choice of T . 
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Therefore precisely one edge uiuj such that ui, uj ∈ N(v) appears in H . First assume u1u2 ∈ E(H), and let ℓ1 ≤ ⌊ n+12 ⌋ to
start. Thenρ(u1, v1) = ℓ1−1,ρ(u2, v2) = ℓ2−1 ≥ n−ℓ1, andρ(v, v3) = ℓ3 ≥ n−ℓ1+1. Thus C(ℓ1−1, n−ℓ1, n−ℓ1+1) ≤
H ≤ G. If ⌊ n+12 ⌋ < ℓ1 we may argue as in the corresponding part of the proof of Claim 2.3 that
C

n− 1
2

, n−

n− 1
2

− 1, n−

n− 1
2

≤ G.
An analogous argument shows gives us C(k1, k2, k3) ≤ G (for some C(k1, k2, k3) ∈ Cn) when u1u3 ∈ E(H).
Finally, if u2u3 ∈ E(H), similar arguments show that C(ℓ1, n− ℓ1 − 1, n− ℓ1) ≤ Gwhen ℓ1 ≤
 n−1
2

and either
C

n− 1
2
,
n− 1
2
,
n+ 1
2

≤ G or C
n
2
,
n
2
,
n
2

≤ G
when
 n+1
2
 ≤ ℓ1, depending on whether n is odd or even, respectively.
Now we suppose that two of our paths, say, pi and pj, share a nontrivial common subpath p. Let u be T ’s branch point, so
that p is a path from v to u. Denote by p−1 the path obtained by traversing p in the opposite direction, and let p′i and p
′
j be
the terminal subpaths of pi and pj which these paths do not share. Let ℓ, ℓ′i , and ℓ
′
j be the lengths of p, p
′
i , and p
′
j , respectively.
Without loss of generality we let ℓ′i ≤ ℓ′j . Note that we may assume ℓ + ℓk ≥ n + 1, as otherwise we might as well have
replaced the center v of our claw with u, obtaining a new claw witnessed by T in which there is no overlap between the
paths pi, pj, and pk.
Define the vertices ui, uj, and uk in the following fashion. Let uj = vj. Let ui be the vertex on the path pi such that
ρ(u, ui) = n+1− ℓ′j; this choice is possible because ℓ′i+ ℓ′j ≥ n+1. Finally, let uk be the vertex on the concatenation p−1pk
such that ρ(u, vk) = ℓ′j; this choice is possible because we assume ℓ+ ℓk ≥ n+ 1 > ℓ′j .
It is easy to see that the vertices {u, u1, u2, u3} determine a subgraph, T ′, of T isomorphic to T (n+ 1− ℓ′j, ℓ′j, ℓ′j), one of
the trees in Tn. Therefore, if T ′ ≤ G, we are done. However, if T ′ ≰ Gwe may argue precisely as we did above, avoiding one
contradiction after another en route to the desired induced subgraph.
Theorem 1.2.(2) is now proven.
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