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ABSTRACT
Collision-induced absorption (CIA) from molecular hydrogen is a dominant opacity source in the
atmosphere of cool white dwarfs. It results in a significant flux depletion in the near-IR and IR parts
of their spectra. Because of the extreme conditions of helium-rich atmospheres (where the density
can be as high as a few g/cm3), this opacity source is expected to undergo strong pressure distortion
and the currently used opacities have not been validated at such extreme conditions. To check the
distortion of the CIA opacity we applied state-of-the-art ab initio methods of computational quantum
chemistry to simulate the CIA opacity at high densities. The results show that the CIA profiles
are significantly distorted above densities of 0.1 g/cm3 in a way that is not captured by the existing
models. The roto-translational band is enhanced and shifted to higher frequencies as an effect of the
decrease of the interatomic separation of the H2 molecule. The vibrational band is blueward shifted
and split into QR and QP branches, separated by a pronounced interference dip. Its intensity is also
substantially reduced. The distortions result in a shift of the maximum of the absorption from 2.3µm
to 3− 7µm, which could potentially explain the spectra of some very cool, helium-rich white dwarfs.
Subject headings: dense matter — opacity — stars: atmospheres — white dwarfs
1. INTRODUCTION
White dwarf stars represent the last stage in the evo-
lution of most stars. Deprived of any internal en-
ergy source, they slowly cool down during billions of
years. Since their cooling rate and cooling time can
be accurately calculated, these stars are excellent cos-
mochronometers (Fontaine et al. 2001; Winget et al.
1987). The analysis of a large sample of white dwarf
stars can reveal the age and the historical stellar forma-
tion rate of various stellar populations (Bergeron et al.
1997, 2001; Hansen et al. 2002; Tremblay et al. 2014;
Winget et al. 1987).
To extract the cooling time of a white dwarf star from
its spectrum, it is necessary to accurately estimate its at-
mospheric parameters, namely the effective temperature
Teff , the surface gravity log g and the chemical composi-
tion. To do so, detailed atmosphere models are used to
fit the observed spectral energy distribution (SED) (e.g.,
Bergeron et al. 1997, 2001). While current atmosphere
models are able to successfully reproduce the spectra of
most white dwarf stars, cool (Teff < 6000K) helium-
rich objects represent a challenge. This is because at
low temperatures helium becomes increasingly transpar-
ent, allowing the photosphere of cool helium-rich white
dwarfs to reach fluid-like densities (up to a few g/cm3,
Bergeron et al. 1995; Kowalski 2010). Under such con-
ditions, the average interatomic distance is very short
(∼ 2Å) and the collective interactions between particles
are strong, affecting the chemistry and physics. Vari-
ous studies have proposed non-ideal corrections to the
equation of state (Bergeron et al. 1995; Fontaine et al.
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1977; Saumon & Jacobson 1998), the chemical abun-
dances of species (Kowalski 2006; Kowalski et al. 2007),
the opacities (Iglesias et al. 2002; Kowalski & Saumon
2006; Kowalski 2014), and the radiative transfer (Kowal-
ski & Saumon 2004) in dense helium-rich media. Despite
these improvements, atmosphere models have problems
to correctly reproduce the spectra of cool, helium-rich
stars, and thus fail to deliver reliable atmospheric param-
eters for many of them. The reproduction of the near-
IR and IR parts of the spectra is especially problematic
(Bergeron & Leggett 2002; Gianninas et al. 2015). This
points to a problem with the current description of the
CIA opacity from molecular hydrogen as a trace species
in a dense helium-rich medium (see the case of LHS 3250,
Kilic et al. 2009; Kowalski et al. 2013).
The importance of CIA opacity from molecular hydro-
gen in the atmospheres of cool white dwarfs was discussed
for the first time by Mould & Liebert (1978). This ab-
sorption results from collisions of H2, which alone is IR
inactive, with other particles (H, H2, He, Frommhold
1993), leading to the induction of an electric dipole mo-
ment through the formation of a super-molecular com-
plex (e.g., H2He, Lenzuni et al. 1991). This absorption
mechanism has been observed experimentally (Birnbaum
1978; Birnbaum et al. 1987; Bouanich et al. 1990; Brod-
beck et al. 1995; Chisholm et al. 1952; Chisholm & Welsh
1954; Crawford et al. 1950; Hare &Welsh 1958) and com-
puted by various authors (Abel & Frommhold 2013; Abel
et al. 2012; Borysow 1992, 2002; Borysow & Frommhold
1989; Borysow et al. 1985, 1989, 1997, 2001; Frommhold
1993; Gustafsson & Frommhold 2001; Jørgensen et al.
2000; Lenzuni et al. 1991). Its importance in the mod-
eling of stellar atmospheres, including white dwarfs, was
highlighted by Lenzuni et al. (1991) and its implemen-
tation in the context of white dwarf atmosphere mod-
eling was discussed in follow-up studies (e.g., Bergeron
et al. 1995; Saumon & Jacobson 1998). We note how-
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ever that most of these studies focus on modeling binary
H2-perturber collisions. The density correction that ac-
counts for the three-body collisions is applied on top of
these calculations (e.g., Lenzuni et al. 1991; Saumon &
Jacobson 1998) and comes from the experimental mea-
surements of Hare & Welsh (1958). Because of the lim-
itations of these static-like calculations, the pressure-
induced distortion of the roto-translational and vibra-
tional bands, which arises from the kinetics of the colli-
sion, have not been considered.
In this study we applied a state-of-the-art ab initio
molecular dynamics method to directly simulate the H2-
He CIA absorption in a density regime where many-body
collisions are important (ρ > 0.1 g/cm3, T > 1000 K).
This allows us for the first time to observe the pres-
sure distortion of the absorption profiles at such extreme
and previously unexplored conditions. Moreover, we con-
structed a model for this distortion, which can be easily
implemented in existing white dwarf atmosphere codes.
In Section 2, we provide a brief description of the
physics of CIA and the details of our simulation strategy.
The discussion of the results of our virtual experiments
are presented in Section 3, where we compare the ob-
tained data with previous calculations and the available
experimental data. Here we also provide a detailed anal-
ysis of the simulated H2-He CIA distortion that arises at
densities above 0.1 g/cm3 and an analytical model of the
distortion is given in Section 4. In Section 5, we discuss
the resulting atmosphere models and their implications
for our understanding of white dwarf spectra. Our con-
clusions and future directions are provided in Section 6.
2. THEORETICAL FRAMEWORK
2.1. Collision-induced absorption
Due to symmetry, an isolated H2 molecule in its
electronic ground state has no electric dipole moment.
Hence, it can only absorb photons through less probable
electric quadrupole transitions, which makes it effectively
IR inactive. However, in a dense medium, the interac-
tion of H2 molecule with surrounding particles (binary
collisions at low densities) leads to a distortion of its
charge distribution and induction of a (small) electric
dipole moment. This induced dipole allows the absorp-
tion of photons via electric dipole transitions, which are
more probable than the aforementioned quadrupole tran-
sitions. This phenomenon is known as collision-induced
absorption (Frommhold 1993).
The CIA spectrum of a molecule can be viewed as the
sum of two contributions: one from the collisional com-
plex and one from the unperturbed molecule (Frommhold
1993). As shown in Figure 1, for the H2-He CIA spec-
trum, the dominant contribution to the spectrum comes
from the rovibrational transitions of the unperturbed H2
molecule (which are dipole-forbidden for an isolated H2
molecule). The energy of an absorbed photon, ~ω, satis-
fies the relationship (Abel & Frommhold 2013),
Eν,J + Er + ~ω = Eν′,J′ + E′r, (1)
where Eν,J and Eν′,J′ are the rovibrational energies of
the H2 molecule (ν and J are the vibrational and rota-
tional quantum numbers, respectively) and Er and E′r
are the energies of relative motion before and after the
interaction. Figure 1 also shows that the bands aris-
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Fig. 1.— H2-He CIA spectra for different temperatures, as com-
puted by Abel et al. (2012). All spectra are divided by the number
density of H2 and He.
ing from rovibrational transitions are broadened at high
temperature. This is a consequence of faster collisions
(shorter interaction times) at higher temperatures (Abel
& Frommhold 2013; Lenzuni et al. 1991).
To compute CIA spectra, previous investigators (e.g.,
Abel et al. 2012; Birnbaum et al. 1984; Borysow 1992;
Hammer et al. 1999; Meyer & Frommhold 1986) have re-
lied on an approach combining quantum chemical com-
putations with molecular scattering theory. In such cal-
culations ab initio methods (e.g., Møller-Plesset calcula-
tions, coupled-cluster calculations) are used to obtain ac-
curate potential energy (PES) and induced dipole (IDS)
surfaces for the H2-perturber super-molecular complex
in the infinite-dilution limit. Then, the PES and IDS
are used as inputs in the molecular scattering theory to
compute the resulting spectrum. This approach has been
very successful in predicting the measured H2-H2 (Bo-
rysow 1992; Borysow et al. 2000) and H2-He (Borysow
et al. 1988; Borysow 1992) CIA in the dilute limit.
The three-body collision effects at higher densities are
modeled with a 1 + βρ scaling factor (assuming that bi-
nary collisions are proportional to ρ2 and triple collisions
to ρ3). We note that this approach has not been val-
idated for densities larger than ρ = 0.26 g/cm3 – the
highest density measured by Hare & Welsh (1958) – and
temperatures higher than room temperature. It is also
expected to break down for the much higher, fluid-like
densities encountered at the photosphere of cool white
dwarf stars with helium-rich atmospheres. This is be-
cause PES and IDS obtained in the infinite-dilution limit
are not expected to correctly capture the distortion of the
charge distribution resulting from simultaneous, multi-
atomic interactions. In order to check how these inter-
actions affect the CIA spectrum, here we applied the ab
initio molecular dynamics method to simulate the H2-He
CIA at these extreme helium densities. These simula-
tions can be seen as a virtual experiment that intrinsi-
cally accounts for all the many-body effects.
2.2. Ab initio molecular dynamics simulations
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We simulated the interactions between H2 and He
atoms and the resulting IR absorption spectrum using
the same procedure and computational setup as Kowal-
ski (2014) in his simulations of He-He-He CIA. We used
ab initio Born-Oppenheimer molecular dynamics (MD)
method with density functional theory (DFT) to calcu-
late the structure of the H2-He atomic fluid. In this sim-
ulation framework, the electronic charge density is re-
computed at each simulated time point applying DFT,
and the atomic dynamics is driven by the resulting forces
and classical dynamics. Hence, contrarily to the static
molecular scattering approach, PES and IDS are com-
puted on the fly for the atomic configurations represent-
ing real atomic arrangements and dynamics in a dense
fluid. This is what makes this approach very suitable
for the high-density regime, where multi-particles inter-
actions become important.
Simulations were performed using the CPMD3 plane-
wave DFT code (Marx & Hutter 2000) with the PBE
exchange-correlation functional (Perdew et al. 1996) and
ultrasoft pseudopotentials (Vanderbilt 1990). To assure
the convergence of the electronic charge density we ap-
plied a plane-wave energy cut-off of 340 eV. In each simu-
lation, the cubic supercell that represents the simulation
box contained one H2 molecule and either 31, 63 or 127
He atoms. The simulation box length was adjusted to
obtain the desired density. Numerous simulations were
performed for different (T, ρ) conditions.
At each simulation time step, with a time interval of
0.5 fs, the total dipole moment M of the simulation su-
percell (i.e., the dipole moment resulting from the total
electronic charge density and the distribution of all nuclei
in the simulation supercell) was computed using the lo-
calized Wannier function approach (Berghold et al. 2000;
Silvestrelli et al. 1998). The IR absorption coefficient
α(ω) was then obtained through the Fourier transform
of the dipole moment time autocorrelation function as
(Silvestrelli et al. 1997),
α(ω) =
2piω2
3ckBTV
∫ ∞
−∞
dt exp(−iωt)〈M(t) ·M(0)〉, (2)
where ω is the wavenumber, c is the speed of light
in the fluid, kB is the Boltzmann constant, T is the
temperature, V is the supercell volume and the angle
brackets denote the time-autocorrelation function, i.e.
〈M(τ) ·M(0)〉 = 1tsim
∫ tsim
0
M(t) ·M(t + τ)dt, with tsim
being the total simulation time. For the physical condi-
tions considered in this work, the dipole moment induced
on the hydrogen molecule is larger by a factor of ≈ 100
than the total dipole moment induced on helium atoms.
Therefore, the interactions between helium atoms have
a negligible contribution to the simulated infrared ab-
sorption spectrum (it is about four orders of magnitude
smaller than H2-He CIA, see Kowalski 2014). Since in
cool, helium-rich white dwarf stars the index of refrac-
tion n(ω) departs significantly from unity (Kowalski &
Saumon 2004), the actual absorption coefficient that has
to be implemented in atmosphere codes is not α(ω), but
α(ω)/n(ω). For helium in the atmosphere of white dwarf
stars, n(ω) can be approximated using for instance the
semiempirical virial expansion given by Kowalski et al.
3 http://cpmd.org
(2007), which accounts for binary and triple interatomic
collisions and is consistent with quantum molecular dy-
namics data for helium densities up to 2 g/cm3. How-
ever, we note that its applicability at higher densities
may be inappropriate due to the expected contributions
from quadruple and higher-order collisions.
The outlined procedure for the simulation of IR ab-
sorption spectra using a molecular dynamics approach
and the time evolution of the dipole moment is a well-
established method that has been successfully applied in
various previous studies. For instance, this technique was
used to simulate the IR spectrum of water (Guillot 1991;
Iftimie & Tuckerman 2005; Silvestrelli et al. 1997), the
absorption spectra of minerals (Pagliai et al. 2008, 2011)
and the He-He-He CIA in dense helium for the conditions
of white dwarf atmospheres (Kowalski 2014).
2.3. Quality of the computed dipole moments
It is well known that due to intrinsic approximations,
DFT methods do not result in precise values of dipole
moments. Since accurate dipole moments are essential
to a correct determination of CIA opacities, we validated
the dipole moments of the H2-He super-molecular com-
plex computed with our DFT approach against those
computed by Li et al. (2012). The latter study was per-
formed using the couple-cluster method with large basis
sets and thus represents the most accurate estimate of
dipole moments for this complex. As shown in Figure
2, the agreement between both calculations is satisfac-
tory, as the relative difference is not larger than 15%.
Figure 2 also indicates that the DFT dipole moments
are systematically slightly overestimated. Interestingly,
previous studies obtained similar trends for liquid water.
Using DFT and maximally-localized Wannier functions
to compute the dipole moment per molecule in liquid
water, Silvestrelli & Parrinello (1999) found an average
value of 3.0D (1.2 a.u.), which is slightly larger than the
coupled-cluster result (≈ 2.7D, Kongsted et al. 2002).
Nevertheless, the reasonably good match of the results
of our simulations of H2-He CIA in the dilute limit to
those obtained by more accurate techniques (as will be
discussed in Section 3) shows that these differences do
not significantly affect the results of our study.
2.4. Simulation box size effect
As our simulations employ periodic boundary condi-
tions to mimic the continuity of the fluid, the simulation
box must be large enough to eliminate any side effects
resulting from artificial periodicity. Thus, for a given
helium density we performed simulations with different
numbers of helium atoms per simulation box and differ-
ent box sizes. We then compared the resulting spectra
and found that as long as the cubic simulation box has
a dimension of at least a = 10 a.u. (5.3Å) and contains
at least N = 32 atoms, the resulting spectra are virtu-
ally identical. All the results reported here are therefore
obtained from simulations that satisfy these criteria.
2.5. Simulation convergence
To test the convergence of our simulations in regard to
the molecular dynamics simulation time, we computed
IR spectra for different trajectory lengths. We found that
a 64 ps trajectory is long enough to attain a satisfactorily
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Fig. 2.— Colors indicate the relative difference between the
dipole moments of the H2-He complex computed using DFT and
those reported by Li et al. (2012) and contour lines show the am-
plitude of the dipole moment in atomic units. As shown in the
upper-right corner, θ is the angle between the H2 bond and the
line connecting the center of the H2 molecule to the He atom (the
length of this line being r). The separation between the two H
atoms is fixed at 1.449 a.u. to allow comparison with the data
provided in Li et al. (2012).
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Fig. 3.— H2-He CIA spectra computed with our DFT-MD sim-
ulations for T = 5000K and ρ = 0.13 g/cm3. The spectra shown
here were obtained using various trajectory lengths, as indicated
in the upper-right corner.
good convergence. This is shown in Figure 3, where it
can be seen that the 64 ps and 128 ps trajectories yield
almost identical spectra. Therefore, for all simulations
reported here, we use a simulation time of 64 ps.
2.6. Quantum effects on the motion of nuclei
Ions in ab initio Born-Oppenheimer molecular dynam-
ics simulations obey the classical laws of motion. Hence,
the simulated time evolution of dipole moments follows
the classical motion of nuclei. A priori, this is a prob-
lematic situation. Our simulations include light atoms,
and for ω & kT/~, quantum effects are expected to be-
come important. Contrarily to what is done in classi-
cal molecular dynamics, one should ideally treat nuclei
quantum-mechanically (for instance by applying path in-
tegral molecular dynamics). However, when combined
with ab initio force determination, this approach be-
comes computationally very costly. As an alternative,
quantum correction factors are applied a posteriori to the
simulated "classical" IR spectrum, αcl. Several different
quantum correction factors are discussed in the litera-
ture. Ramírez et al. (2004) compared many of them and
found that the harmonic approximation,
αcorr = αcl · β~ω
1− exp(−β~ω) , (3)
performs generally better than the other corrections.
Hence, we use this approach to correct our IR spectra
for quantum effects. This correction factor is already
included in Equation 2.
3. RESULTS AND DISCUSSION
3.1. H2-He CIA at low density: comparison to
previous studies
As a first step, we discuss the simulation results at low-
density (ρ = 0.13 g/cm3) to check if they are consistent
with previous calculations. We note that ρ = 0.13 g/cm3
is the lowest density we consider, since simulations at
ρ  0.1 g/cm3 require much larger simulation cells that
are prohibitively computationally intensive. In Figure 4
we compare the simulated H2-He CIA opacity with the
absorption profiles computed for T = 5000 K by Abel
et al. (2012) and Jørgensen et al. (2000), and commonly
used in white dwarf atmosphere codes (see respectively
Kowalski 2014; Bergeron & Leggett 2002). We consider
the most recent calculations of Abel et al. (2012) as the
best reference, since these calculations rely on PES and
IDS that are more accurate than the ones used by Jør-
gensen et al. 2000 (the latter study used a smaller basis
set for their first-principles calculations). We also note
that the absorption profiles of Abel et al. (2012) are in ex-
cellent agreement with room-temperature measurements
(Birnbaum 1978; Birnbaum et al. 1987; Brodbeck et al.
1995).
The direct comparison indicates that our simulations
overestimate the CIA absorption by ≈ 30%. However,
at 0.13 g/cm3, many-body interactions are already im-
portant and the three-body interaction correction (i.e.,
the ρ3 term) should be taken into account (van Kranen-
donk 1957; Lenzuni & Saumon 1992). In other words,
the absorption profiles of Abel et al. (2012) and Jør-
gensen et al. (2000) should be scaled by (1 + βρ), where
β = 2.79 cm3/g is a coefficient fitted to the experimental
data of Hare & Welsh (1958). As indicated in Figure
4 our simulation profile matches the rescaled profiles of
Abel et al. (2012) and Jørgensen et al. (2000). Some
small differences can be noticed in the region between
the roto-translational and the fundamental band, and
at frequencies above 5000 cm−1. This could reflect the
uncertainty level caused by the application of the DFT
method (see discussion in Section 2.3). However, these
effects are of minor importance and there is an overall
satisfactorily good agreement between the simulated and
the previously computed CIA profiles, which validates
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et al. (2012) and Jørgensen et al. (2000). For these two references,
the spectra are shown without a three-body correction (dashed
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our simulation approach.
We note that Lenzuni et al. (1991) suggested that the
strength of the three-body correction can be estimated by
scaling the CIA spectrum as ρP instead of ρ2. Using the
tabulated equation of state of Becker et al. (2014) to get
the pressure as a function of density and temperature, we
found that the pressure was 33% higher than the pressure
predicted by the ideal gas law for T = 5000K and ρ =
0.13 g/cm3, which results in β = 3.30 cm3/g. This value
is similar to the β = 2.79 cm3/g value measured by Hare
& Welsh (1958).
3.2. H2-He CIA at high density
After demonstrating that our computational approach
satisfactorily reproduces the low-density absorption pro-
files of Abel et al. (2012), we used it to explore how the
H2-He CIA profiles behave at higher densities. Figure 5
shows a density sequence of the simulated CIA profiles
and the profiles of Abel et al. (2012) rescaled for three-
body collisions (Section 3.1). When we compare the two
sets of profiles, it is clear that for densities exceeding
0.1 g/cm3, the spectrum becomes significantly distorted.
Three main effects are visible:
(a) The roto-translational band becomes stronger.
(b) The absorption is shifted towards higher frequen-
cies.
(c) The fundamental vibrational band is gradually
split into two branches with a pronounced, inter-
mediate dip.
Below we discuss these effects in details and try to iden-
tify the physical phenomena that cause these distortions.
3.2.1. (a) Many-body collisions
As already discussed, many-body collisions become in-
creasingly important (compared to binary interactions)
under high-density conditions (Hare & Welsh 1958;
Lenzuni & Saumon 1992). This leads to a perturber
density-induced scaling of the integrated CIA spectrum,∫
αdω = κ2nHenH2 + κ3n
2
HenH2 + . . . , (4)
and the related rescaling of the dilute-limit profiles
(1 +βρ, Section 3.1). As shown in Figure 5, the rescaled
profiles of Abel et al. (2012) match nicely the strength of
the simulated roto-translational band up to a density of
0.4 g/cm3. Therefore, we can confidently conclude that
the increase of the roto-translational band occurs as a
consequence of three-body collisions. Moreover, our sim-
ulation results validate the 1 + βρ correction of Hare &
Welsh (1958) and its implementation in white dwarf at-
mosphere codes (Lenzuni & Saumon 1992) for densities
up to 0.4 g/cm3.
Figure 6 shows how the integrated absorption spec-
trum changes as a function of density and temperature.
It can be seen that the relation between the integrated
profile and density is linear up to a density of≈ 0.5 g/cm3
and thus that it follows Equation 4. These results
are consistent with the measurements of Hare & Welsh
(1958), who found a linear relation up to ρ = 0.26 g/cm3.
3.2.2. (b) Frequency shift
The density sequence illustrated in Figure 5 indicates a
systematic shift of the absorption profile towards higher
frequencies. This includes the shift of the position of the
roto-translational band from ≈ 1000 cm−1 in the dilute
limit to > 2000 cm−1 at ρ = 2.8 g/cm3. In the case of
rotational transitions, the absorption frequencies (ener-
gies) are determined by the rotational constant B, which
for a H2 molecule is given by,
B =
h
8pi2cI
=
h
4pi2cmHd2H2
, (5)
where h is the Planck constant, mH is the mass of the hy-
drogen atom, dH2 is the distance between the hydrogen
atoms in H2 and I = 0.5mHd2H2 is the moment of iner-
tia of H2. In Figure 7 we show the average dH2 values
measured along the simulation trajectories at different
densities. We note that the average separation plotted in
Figure 7 is not equivalent to the equilibrium separation.
This is because at high temperatures, the anharmonicity
of the H − H potential, which is softer for longer inter-
atomic distances, results in an average separation that
is larger than the equilibrium bond length (Kittel 1996).
The equilibrium dH2 computed using our DFT setup is
0.74Å and equals the experimental value (0.74Å, Huber
& Herzberg 1979). At ρ = 1.4 g/cm3, dH2 decreases by≈ 10% with respect to the low-density values, which, ac-
cording to Equation 5, should lead to the increase of the
absorption frequency by ≈ 1.23. This is consistent with
the shift of the roto-translational band observed in the
simulated profiles. We thus attribute the observed fre-
quency shift of the absorption profiles to the decrease of
the H − H bond length induced by dense helium. The
frequency shift of the fundamental vibrational band re-
quires a more detailed discussion because of the more
complex distortion pattern.
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Circles show the results extracted from our ab initio simulations
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culations of Abel et al. (2012).
3.2.3. (c) Distortion of the fundamental band
The simulated profiles show a splitting of the funda-
mental vibrational band and appearance of an interme-
diate dip. Theses effects have not been considered in
previous calculations, but such a density-induced split
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Fig. 7.— Average separation between the two hydrogen atoms
for simulations performed at different densities and at T = 5000K.
of the vibrational peak into QP and QR branches has
been experimentally observed by Bouanich et al. (1990);
Chisholm & Welsh (1954); Crawford et al. (1950); Hare
& Welsh (1958). It is interpreted as an intercollisional
interference effect resulting from a time correlation in the
intermolecular forces (Lewis 1976). The negative corre-
H2-He CIA in cool white dwarfs atmospheres 7
0.00 0.25 0.50 0.75 1.00 1.25 1.50 1.75
ρ (g/cm3)
3500
4000
4500
5000
5500
6000
6500
ω
(c
m
−1
)
T = 5000K
QP
dip
QR
Fig. 8.— Position of the fundamental band interference dip
(crosses), QP branch (open circles) and QR branch (full circles)
for various helium densities, at T = 5000K. The data points were
extracted from our simulation results and the lines are linear fits.
lation resulting in the destructive interference and ap-
pearance of the dip results from the opposite direction of
dipole moments induced in two successive collisions (van
Kranendonk 1968, 1980). Moreover, there are experi-
mental indications of a density-induced shift of the dip
position, which is estimated at 37ρ (g/cm3) cm−1 (Lewis
1976).
The density dependence of the position of QP and QR
branches and the dip are given in Figure 8. The positions
of the QR branch and the dip show a linear dependence
on density, while the QP component is almost fixed. We
note that the shift of the QR branch is about twice as big
as the shift of the dip. This is an interesting observation
that requires further analysis.
We first discuss the size of the splitting into the QP
and QR branches. Assuming that the splitting is caused
by the interference effect, we compared the separation
observed in our simulated spectra (measured as the dis-
tance between the peaks on either side of the dip) to
the values reported in experimental studies (Chisholm
& Welsh 1954; Hare & Welsh 1958). The comparison
is shown in Figure 9. We observe that the separation
increases with density (both for the simulated and ex-
perimental data) and that at a given density simulations
yield a significantly higher peak separation.
The increase of the separation between the QP and
QR peaks can be understood from previous theoretical
considerations. Indeed, van Kranendonk (1968) demon-
strated that the peak separation should be proportional
to the frequency of H2-He collisions, which increases with
density. Moreover, this collision frequency dependence
might explain the mismatch between the experimental
and simulated data as both sets of results were produced
at significantly different temperature regimes. In the ki-
netic theory, the collision frequency is proportional to the
mean particle speed v¯, which depends on the tempera-
ture as,
v¯ =
√
8kBT
pim
. (6)
Since the discussed simulations were performed at 5000K
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Fig. 9.— Separation between the peaks on either sides of the
fundamental band intercollisional dip (distance between the QP
and QR branches). Full circles show the results of our simulations
at 5000K, open circles are our results results rescaled to 300K
(divided by a
√
5000/300 factor to account for the temperature
difference between simulations and experiments), and crosses indi-
cate the measurements of Chisholm & Welsh (1954) and Hare &
Welsh (1958), performed at room temperature.
and the experimental data was collected at ambient con-
ditions (T = 300K), the collision frequency in the simu-
lations is expected to be (5000/300)1/2 ≈ 4 times higher
than in the experiments. When we rescaled the simula-
tion results by this factor, we found a good agreement
with the experimental data, as shown by the open cir-
cles in Figure 9. This match with the experimental data
further validates our simulation results.
We note that for a more straightforward comparison
with the experimental data we should perform simula-
tions assuming room temperature. Unfortunately, such
low-temperature simulations are problematic because of
slower dynamics and of the quantum effects on atomic
motions that become more pronounced. As discussed
in Section 2.6, these quantum effects are only approxi-
mately accounted by our simulation technique. Eventu-
ally, a more sophisticated simulation approach such as
path integral molecular dynamics would give reliable re-
sults, but theses simulations are currently computation-
ally too intensive.
Figure 8 indicates that the dip position is shifted lin-
early. Previous experimental studies have also found
such a linear shift in density (Bouanich et al. 1990; Mac-
taggart 1971; McKellar et al. 1975), but the experimental
estimate of the shift (37ρ (g/cm3) cm−1, Lewis 1976) is
smaller than the simulated value by a factor of 10. As
in the case of the separation between the QR and QP
branches, this could be the effect of the much higher
simulated temperatures. The current theoretical expla-
nation for this shift is that the H2 dipole moment shifts
during collisions (Lewis 1976, 1980). These intracolli-
sional shifts are produced in such a way that the de-
structive interference is maximal at a frequency that is
a function of the perturber density. This also implies
an asymmetry between the low-frequency and the high-
frequency wings of the dip (Lewis 1985). This asymme-
try is possibly visible in our simulations (Figure 5) and
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in experimental measurements (Kelley & Bragg 1984).
We notice that for ρ < 0.4 g/cm3 the shift of the
dip visible in the simulated spectra is barely detectable.
Therefore, we cannot exclude the possibility that up to
these densities it is much smaller than at higher densi-
ties. Interestingly, the progress of the shift of the dip
as a function of density resembles the shift of the roto-
translational band. Since we explained the latter by the
shortening of the separation of hydrogen atoms in H2,
it is likely that the change in the rotation of the H2
molecule contributes to the shift of the dip. This is plau-
sible since at large densities (ρ > 0.4 g/cm3) the colli-
sional frequency becomes comparable to the rotational
frequency. The interplay of these high-density effects il-
lustrates the complexity of the behavior of matter under
fluid-like densities.
Both, theoretical studies (van Kranendonk 1968) and
room-temperature experiments (Hare & Welsh 1958)
show that the fundamental band dip extends all the way
down to α(ωdip) = 0. This is clearly not the case for our
simulated spectra (see Figure 5). However, since previ-
ous studies were focusing on ambient or low-temperature
conditions, little is known about the formation of in-
tercollisional interference at high temperatures. It is
highly probable that the simulated dip is shallower be-
cause of the important broadening arising under high-
temperature conditions.
We note that the intercollisional interference could also
explain the density-induced flux suppression of the roto-
translational band at ω ≈ 0 cm−1 observed in Figure
5. Theoretical arguments (van Kranendonk 1968) sug-
gest the presence of another intercollisional dip at ω = 0.
Just like the dip of the fundamental band, this dip should
become wider with increasing density and gradually shift
the maximum of the roto-translational band towards
higher frequencies. This feature has been experimentally
observed by Cunsolo & Gush (1972), who measured a
10 cm−1 wide dip for a pure H2 gas at ρ = 0.01 g/cm
3
and T = 300K. The simulated H2-He CIA profiles indi-
cate a ≈ 1000 cm−1 dip at ρ ≈ 1 g/cm3, which is thus
consistent with the measurements for the H2 gas. We
note that very few measurements exist because of the
experimental challenges associated with the low frequen-
cies involved (Buontempo et al. 1975).
To conclude, the distortion of the fundamental band
observed in the simulated absorption profiles is consis-
tent with previous measurements and theoretical consid-
erations. With this analysis of the three main distortion
effects, we are able to proceed with the formulation of
a general distortion model (Section 4). Before that, we
briefly discuss the temperature dependence of the simu-
lated absorption profiles.
3.3. Temperature dependence
So far, our analysis of the distortion effects was lim-
ited to the fixed temperature of T = 5000K. To correctly
set up the model of high-density distortion of CIA, we
checked if the simulations correctly capture the temper-
ature dependence of the absorption profiles. Figure 10
shows the temperature dependence of our simulated pro-
files for two different helium densities. It is clear that the
simulated CIA becomes stronger with increasing temper-
ature and the roto-translational and fundamental bands
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Fig. 10.— DFT-MD H2-He CIA profiles for 5 different temper-
atures (see legend) and for a density of 0.42 g/cm3 (top panel) and
1.41 g/cm3 (bottom panel).
are more broadened. These two observations are consis-
tent with previous studies (e.g., the same behavior can
also be observed in Abel et al. 2012, see Figure 1). In
addition to these two well-known effects, Figure 10 shows
that the separation of the QP and QR branches also in-
creases with temperature, which is also expected from
the mechanism driving the intercollisional interference
(see discussion in Section 3.2.3). We also note that at
the highest reported temperatures the maximum of the
roto-translational band is shifted towards higher frequen-
cies, which is also visible in the results of Abel et al. 2012
(Figure 1). We took all these effects into account in the
construction of the distortion model that is discussed in
the next section.
4. MODEL OF THE HIGH-DENSITY DISTORTION
OF H2-He CIA
Using our results, we designed an analytical model of
the high-density distortion of the CIA profiles. The idea
is that this model can be applied on top of the more ac-
curate dilute-limit (ρ → 0) calculations, and thus easily
implemented in existing white dwarf atmosphere codes.
Given a low-density limit absorption coefficient α(ω, T )
in cm−1amagat−2 (e.g., Abel et al. 2012), ρ in g/cm3 and
T in K, we model a distorted profile α′(ω, T, ρ) as,
α′(ω, T, ρ) = [α(ω′, T ) rot(ω′, T, ρ) + fun(ω′, T, ρ)]
× dip(ω′, T, ρ). (7)
The shifted frequency, ω′, reproduces the shift of absorp-
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tion profiles towards higher frequencies,
ω′ = (1 + 0.23ρ)ω. (8)
The linear fit found in Figure 8 was used to implement
the density dependence of ω′. The function rot(ω, T, ρ)
accounts for the enhancement of the roto-translational
band with increasing density,
rot(ω, T, ρ) =1 + 3.15T3ρg(ω, 1500, 800), (9)
where T3 = T/3000K and g(ω, µ, σ) is the Gaussian func-
tion,
g(ω, µ, σ) = exp
[
− (ω − µ)
2
2σ2
]
. (10)
The density and temperature dependences of rot(ω, T, ρ)
were fitted to obtain the right intensity of the roto-
translational band. The function dip(ω, T, ρ) mimics the
splitting of the fundamental band,
dip(ω, T, ρ) = 1− ρe−ρg(ω, 4100− 50T3, 800ρ). (11)
The temperature dependence of the center of the Gaus-
sian function in Equation 11 takes into account the slight
shift of the fundamental vibrational band intercollisional
dip with respect to temperature (see lower panel of Fig-
ure 10). The density dependence of the width of the
Gaussian function accounts for the increased peak sep-
aration at higher density (see Figure 9). Finally, the
fun(ω, T, ρ) function accounts for the shift of the funda-
mental band and the gradual disappearance of the min-
imum between the roto-translational and fundamental
bands,
fun(ω, T, ρ) = 5T 0.53 g(ω, 4000− 200ρT3, 400T 0.53 )×
10−5ρe−1.2ρ + 2T3g(ω, 2800, 500)× 10−5ρe−2ρ.
(12)
Equation 12 was found by visually fitting the simulated
spectra for all (T, ρ) conditions considered in this work.
Figure 11 compares the simulated CIA profiles, the spec-
tra of Abel et al. 2012 (scaled to account for three-body
interactions, as discussed in Section 3.1) and the spectra
given by our analytical model. Overall, the model repro-
duces well the main distortion effects described in the
previous sections. We note that some arbitrary choices
were made in the design of the distortion model, but our
goal was to derive an analytical model that reproduces
our simulated profiles and which can be applied on top of
the H2-He CIA profiles used in white dwarf atmosphere
codes. Certainly, a better understanding of the distortion
– obtained either through future experimental studies or
more accurate simulations – may result in a simpler and
more physically grounded model.
5. IMPLICATIONS FOR THE MODELING OF THE
ATMOSPHERE OF COOL WHITE DWARF
STARS
Our simulations have revealed important high-density
distortions of the strength and the shape of H2-He CIA
profiles. Using the model described in Section 4, we im-
plemented these distortions in our atmosphere code to
investigate how they affect the synthetic spectra of cool,
helium-rich white dwarf stars.
5.1. Description of the atmosphere code
The local thermodynamic equilibrium (LTE) atmo-
sphere model code we use is based on the one described
in Bergeron et al. (1995), with the improvements dis-
cussed in Tremblay & Bergeron (2009) and Bergeron
et al. (2011). It was further modified to include sev-
eral non-ideal effects required to properly describe the
dense atmosphere of cool helium-rich white dwarf stars.
In particular, it includes the non-ideal H2 dissociation
equilibrium described by Kowalski (2006), the non-ideal
chemical potentials of helium reported by Kowalski et al.
(2007), the He-He-He CIA opacities found by Kowalski
(2014), and high-density corrections to the free-free ab-
sorption of He− and to Rayleigh scattering (Iglesias et al.
2002). Moreover, the energy density and the total num-
ber density of each atmospheric layer are computed us-
ing the H-REOS.3 and He-REOS.3 ab initio equations
of state for hydrogen and helium (Becker et al. 2014).
For mixed H/He compositions, we use the additive vol-
ume rule to compute the mass density ρ(P, T ) and the
internal energy density u(P, T ),
1
ρmix(P, T )
=
X
ρH(P, T )
+
Y
ρHe(P, T )
, (13)
umix(P, T ) =XuH(P, T ) + Y uHe(P, T ), (14)
where X and Y are respectively the mass fractions of
hydrogen and helium. Although it does not represent an
exact treatment of H/He mixtures, Becker et al. (2014)
showed that using Equations 13 and 14 yields values that
are in good agreement with the real mixture results of
Militzer & Hubbard (2013), obtained through DFT-MD
calculations.
5.2. Synthetic spectra
Figure 12 compares the synthetic spectra computed
with the new H2-He CIA profiles to those computed with
the spectra of Abel et al. (2012), for various Teff and
hydrogen abundances. Accounting for high-density ef-
fects in the H2-He CIA results in two important changes.
First, a flux depletion redward of 2µm is observed. This
effect is a direct consequence of the many-body collisions
that arise at high density and cause an important CIA
intensity gain. Secondly, we notice a slight distortion of
the absorption band at 2.3µm. This distortion is the re-
sult of the fundamental H2-He CIA band splitting and
shifting. As the absorption bands observed in the syn-
thetic spectra are the result of the sum of the contribu-
tions of different atmospheric layers (which have different
temperatures and densities), the splitting of the funda-
mental band is not directly visible.
Figure 12 shows that high-pressure CIA distortion ef-
fects are more important in the cooler atmospheres. This
trend is a direct consequence of the higher photospheric
density of low-Teff models. When the temperature is low,
there are fewer electrons, which results in a reduction of
He− free-free absorption and an increased transparency
of the atmosphere. This raises the density at the pho-
tosphere of the star (see Figure 13), which leads to a
stronger distortion of CIA.
Figure 12 also shows that the discrepancies between
the new and old synthetic spectra are mostly im-
portant at intermediate hydrogen abundances (around
log H/He = −3). This is the result of the competition
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between two mechanisms. On one hand, a high hydrogen
abundance results in stronger H2-He CIA features, since
there is more H2 in the atmosphere. On the other hand,
if the atmosphere contains too much molecular hydro-
gen, it is more opaque and the photosphere is less dense
(see Figure 13). This explains why the distortion of CIA
is stronger at log H/He = −3 than at log H/He = −1
(where the density is too low to produce significant dis-
tortion effects) or log H/He = −5 (where there is too
little H2 to produce significant H2-He CIA features).
In general, the density-distorted CIA profiles can con-
tribute to our understanding of the SED of some puzzling
cool, helium-rich white dwarf stars. In particular, they
might help explain the flux minimum observed in the
3 − 7µm region of the spectrum of LHS 3250, as oppo-
site to the minimum at 2.3µm predicted by the models
(see the comparisons between Spitzer photometry and
atmosphere models in Kilic et al. 2009; Kowalski et al.
2013). In fact, our new CIA profiles at high densities
lead to a significant decrease of the absorption at the
position of the fundamental band and an enhancement
of the roto-translational band (3 − 10µm). This could
explain the spectrum of LHS 3250 if the photospheric
density for this star is sufficiently high (ρ > 1.5 g/cm3).
The spectra shown in Figure 12 indicate that the dis-
tortion effects are not strong enough (or the photospheric
density is too low) to improve the fit of this particular
star. However, we note that this discrepancy may be
caused by a too strong pressure-induced ionization of he-
lium by the chemical equilibrium model implemented in
the code. Namely, a slightly reduced ionization would
produce less free electrons and thus potentially increase
the photospheric density so the CIA distortion could bet-
ter match the observed spectra of cool, helium-rich stars.
Indeed, when computing a model with Teff = 4000 K,
log H/He = −3 and log g = 8 using the non-ideal he-
lium ionization equilibrium of Kowalski et al. (2007), we
find a photospheric density of 0.7 g/cm3. For the same
atmospheric parameters, if we use the ideal Saha equa-
tion to compute the helium ionization equilibrium, the
density at the photosphere reaches 1.5 g/cm3. Since the
density at the photosphere depends strongly on helium
ionization equilibrium, a slight change in it might result
in major changes to the signature of H2-He CIA in the
synthetic spectra.
Furthermore, the ionization equilibrium of helium also
depends on the applied EOS (Bergeron et al. 1995). This
indicates that all problems related to the modeling of
these extreme atmospheres must be solved to obtain
a satisfactory and final fit to the entire SED of cool,
helium-rich stars.
6. CONCLUSION
We applied the ab initio molecular dynamics method
to simulate the distortion of H2-He CIA at high densi-
ties and temperatures that resemble the physical con-
ditions found at the photospheres of cool, helium-rich
white dwarf stars. At low densities the obtained absorp-
tion profiles are consistent with previous calculations and
experimental data. However, under high-density condi-
tions (ρ > 0.1 g/cm3), we found that the H2-He CIA
absorption becomes significantly distorted in a way that
is not accounted by current models, but that is consis-
tent with experimental findings. For densities beyond
0.1 g/cm
3, the integrated absorption profile increases be-
cause of multi-atomic collisions, the absorption is shifted
towards higher frequencies and the fundamental vibra-
tional band is split. We provided a detailed analysis of
these phenomena and constructed an analytical model of
the distortion that can be easily applied on top of any
low-density H2-He CIA absorption profiles used in cur-
rent white dwarfs atmosphere codes.
The density-driven evolution of the distortion of H2-
He CIA changes the maximum of the absorption from
2.3µm to 3−7µm, through the enhancement of the roto-
transitional absorption peak and the depletion of the vi-
brational band. This behavior seems to be consistent
with the spectra of some cool, helium rich stars, including
LHS 3250. The simulations of the representative white
dwarf spectra indicate that these distortion effects can
significantly affect their mid-IR spectra. They are par-
ticularly important for objects cooler than Teff = 4000 K
with mixed H/He atmospheres. However, the strength
of the distortion depends on the photospheric density,
which is governed by the still highly uncertain ionization
equilibrium of helium.
While the new high-density H2-He CIA distorted spec-
tra might be part of the solution to explain the peculiar
SED of some cool white dwarf stars, further effort on
the constitutive physics of cool, helium-rich white dwarf
atmospheres is needed before we can obtain reliable spec-
tral fits for these objects. In particular, the helium ion-
ization equilibrium, which determines the photospheric
density and thus the strength of the CIA profile distor-
tion, must be revisited.
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