Abstract
Introduction
Multistage Interconnection Networks (MINs) have been well researched as an interconnection mechanism between processors and memory modules of parallel machines [l] . Most of them are blocking networks as like banyan networks [2, 31. In the blocking networks, packets may collide with each other in the network even if their destinations are different. Resource contentions arise if more than one cell needs to access the same link or the same internal buffer location. Although these networks have simple structure, the internal packet conflicts degrade the performance in the network as the dimension of the network becomes larger. In the nonblocking networks as like the crossbar [4] or Clos [5] , packets with distinct destination addresses can be forwarded to the destinations without any contention in the network. Although internal blocking dose not occur in nonblocking networks, blocking can occur if more than one packet is destined to the same destination.
Nonblocking networks are divided into two categories according to the position of the buffers: input queueing networks with buffers at the sources of the "This work was partially supported by Center for Artificial Intellagence Researchof KAIST and Electronics and Telecommunications Research Institute. network and output queueing networks with buffers at the destinations of the network. In the nonblocking network with input queueing, the throughput performance is approximately 58 percent under uniform traffic [5] . This degradation is due to packet blocking in the head of line buffers at the inputs. To cope with this problem, networks with larger bandwidth are required. In recent years, there have been many proposals for switching networks which take advantage of multiple paths available in the networks to improve the performance. Multiple path networks can support higher bandwidth than those of nonblocking networks by passing multiple packets to the same destination simultaneously, and these packets are buffered at the output buffer. Examples of multiple path networks based on MINs are the replicated or dilated banyan network [6] , the tandem banyan network [7] , the multistage shuffle network [8] , and the Fly network [9] .
In the multiple path networks, the performance of the output buffer such as the mean delay and the packet loss probability affects the whole system performance, and is determined by two factors: the number of output links destined to an output and the output trafic distribution which means the packet arrival rate at each output link. Generally, the output traffic distribution is independent of the input traffic pattern offered to the switching network, but is dependent upon the particular network architecture. For example, even if the input traffic pattern is random and uniform, many switching networks produce the nonuniform output traffic distribution and the degree of the nonuniformity varies also with the different network architectures.
While there have been many isolated studies of the network performance and the output buffer performance for individual network architecture, studies of the output traffic distribution which is tightly coupled with the performance of the output buffer have been relatively few. In this paper, we investigate the performance of the output buffers according to our proposed analysis model for several multiple path networks as like the tandem banyan network [7] , the multistage shuffle network [lo] , the Fly network 191 and the multiple path crossbar.
The remainder of this paper is organized as follows. Section 2 illustrates several multiple path networks. 
A. Tandem Banyan Network
The tandem banyan network consists of multiple banyan networks placed in series (see Figure 1 ), such that each output of every banyan network is connected to both corresponding input of the following network and the corresponding memory module [7] . Upon a conflict between two packets at a switching element, one of the two packets is properly routed, while the other is routed to the wrong way. The packet which gets misrouted is marked and at the end of a banyan network it is fed into the following banyan network for further processing. 
B. Multistage Shufie Network
The multistage shuffle network [lo] [8] is constructed using H ( > n = logaN) stages, each with N/2 unbuffered switching elements. Successive stages are interconnected through the perfect shuffle pattern. At the stages after the logzNth stage, all packets which have succeeded in reaching their desired destination proceed to the memory modules. 
C. Multiple Path Crossbar
The multiple path crossbar (Figure 3 ) provides L disjoint paths between each input line and memory module. Hence, at most L packets for the same output module can reach their destinations simultaneously.
Assuming that the left most output link for a given memory module has higher priority to contain the packet when more than one packet is destined to the same memory module, the multiple path crossbar produces the most nonuniform output traffic distribution such that a multiple path network can achieve.
The multiple path crossbar requires very high network complexity of N 2 L crosspoints. We consider, in this paper, the multiple path crossbar as an ideal multiple path network. 
D. Fly Network
The Fly network [9] is a self-routing and nonblocking network architecture based on the fundamental property that a k by k + 1 switching element is nonblocking. The Fly network consists of multiple banyan networks connected in three dimensional direction. Each switching element consists of three inlets and four outlets, in which two inlets and two outlets are used for the horizontal connections within a banyan switching plane and remaining one inlet and two outlets are used for the vertical inter-layer connections. Figure 4 shows an 8 x 8 4-layered Fly network and the routing example. The thick links in that figure illustrate four disjoint routing paths for the four packets arrived in the 2nd, the 3rd, the 6th, and the 7th input line respectively, all of which are destined to the 7th memory module simultaneously.
Analysis of Output Traffic Distribut ions
We investigate output traffic distributions of each networks illustrated in the last section. Let us define several parameters related t o the the output traffic distribution :
C : The number of output links destined t o a memory module. : The packet arrival rate on the ith output link, for 1 5 i 5 C.
I(i)

~( i )
: The probability of having i packet arrivals a t a time slot all destined for a given memory module, for 0 5 i 5 C.
Then, the total throughput on the switching network is represented by 'T(2).
Output Traffic Distributions
At first, we compute 7 ( i ) of each network. Our analysis assumes that the offered input traffic to the switching network is uniform.
A. Tandem Banyan Network
For an n-stage banyan network built of k by k unbuffered switching elements, the probability p , that there is a packet on any particular input a t the mth stage of the network is approximated by [ll] 
where p is the input load. Assuming that the traffic of each banyan network in the tandem banyan switch is uniform, we can apply the above equation to a banyan network of the tandem banyan switch. The input load for the ith banyan network is defined as the remained packets which get misrouted in the preceding banyan networks. Thus, the throughput a t the ith banyan network in the tandem banyan network with m = log2N stages and k = 2 is obtained by
B. Multistage Shufle Network
The analysis of the multistage shuffle network is based on Awdeh's work 81. In the multistage shuffle network (see Figure 2 I , packets are delivered to the addressed output out of the stages n (= log2N) t o H . A packet in the switching network has own counter field C , which represents the number of remained stages t o the correct output. Thus, a packet can be in any of n + l states, ranging from C = n (which corresponds t o a packet n stages far from its destination), t o C = 0 (which corresponds to a packet that has reached its destination, or there is no packet). The corresponding state transition diagram is shown in Figure 5 
C. Multiple Path Crossbar
The output traffic distribution of the multiple path crossbar can be obtained by the probabilistic model used in the analysis of the Knockout switch [12] . For instance, considering the first output link between C output links, we can assume that if there is a t least one packet destined t o the memory module, the first output link always delivers the packet. Accordingly, the second output link can deliver a packet when there are at least two packets destined to the memory module. Then, assuming that the input pattern is uniform, each output traffic on the ith output link is obtained by
where p is the offered input load.
D. Fly Network
Considering a 3 by 4 switching element of the Fly network, the probability that there is a packet a t each four outlets in a switching element is obtained by
Applying the above equations to the whole switching network recurrently, we can obtain I(2). 
Analysis Results
In the first place, we might decide the appropriate number of output links for each network, because the number of output links provided by a multiple path network is tightly coupled with the throughput of the switching network which is then identical to the traffic load at the output buffer. As shown in Figure 6 representing the number of output links versius the probability of packet loss, if we consider the probability of packet loss less than with 100 percent load or lov9 with 80 percent load, the corresponding number of output links for each network is 8 for the tandem banyan network, 45 for the multistage shuflie network, 11 for the multiple path crossbar, and 13 for the Fly network. These are used for the fair comparison of the performance of the output buffer in the following part. Figure 7 shows the output traffic distributions of four networks. The output link is just an index which is extraneous to the particular position, and the throughput is obtained by I(2) for each network. In the figures, if we regard the degree of the nonuniformity as the concentration or deviation of the curve, it can be respected that the curve of the multiple path crossbar is most nonuniform, and that of the Fly network follows. We also notice that the patterns of the output traffic distribution are consistent for the various loads and the network dimensions as shown in the figures.
Performance of Output Buffers
The performance of the output buffer can be regarded as a function of the number of output links and the output traffic distribution at the output links. In this section, we propose an analytical model for the output buffer analysis, which is not dependent upon a particular network architecture but applicable to the general multiple path networks.
Output Buffer Analysis
Input arguments for the analysis of the output buffer are C and 'T(2). We model the output buffer bution, i.e., if all of 'T(2) are identical, a(2) has the binomial probabilities and is obtained by [12] where p is the offered input load. We obtain the steady-state buffer size probabilities directly by the transition matrix for the Markov chain from the 4;. The normalized throughput p is then [13]
and the probability of the packet loss in the output buffer is
The mean waiting time in the output buffer is obtained by . m Figure 9 shows the packet loss probability versus the output buffer size curves. These curves are obtained by Equation (12) with the following input parameters; C is ll, 45, 8, and 13 for the multiple path crossbar, the multistage shuffle network, the tandem banyan network, and the Fly network, respectively. In that figure, to achieve packet loss probability less than lo-' for 1024 x 1024 networks with the 80 percent load, the Fly network requires 32 packet buffers, while the tandem banyan network and the multistage shuffle network require 33 and 39 packet buffers respectively. However, those of the multiple path crossbar are 23, which is the ideal performance as a multiple path network can achieve. Such results are analogous to the analysis results of the output traffic distribution consistently, therefore, we can assert that the performance of the output buffer increases as the nonuniformity of the output traffic distribution becomes higher. Figure 10 shows the load versus delay curve (obtained by Equation (13)) of the networks with the buffer size 40. The figure shows that all of the networks have small delay up to load 0.9 and the delay variance among the networks is very small. 
Performance Results
Conclusions
This paper has proposed an analytical model for the output buffer analysis in multiple path networks with respect to the nonuniform output traffic distribution, and has shown that the performance of the output buffer increases as the nonuniformity of the output traffic distribution becomes higher. To demonstrate our proposed performance model, we investigated the nonuniformity of the output traffic distribution for the representative multiple path networks: the multistage shuffle network, the tandem banyan network, the multiple path network, and the Fly network. The Fly network has the best throughput and delay performance of the output buffer by providing a high degree of nonuniform output traffic distribution, except the multiple path crossbar which shows an ideal output buffer performance such that a multiple path network can achieve. Although not considered in this paper, it is also applicable under nonuniform input loads such as a hot spot traffic or a bursty traffic. We may expect better output buffer performance under the nonuniform input traffic pattern rather than under the uniform one. 
