Rescuing executive functions in people with neurological and neuropsychiatric disorders has been a major goal of psychology and neuroscience for decades. Innovative computer-training regimes for executive functions have made tremendous inroads, yet the positive effects of training have not always translated into improved cognitive functioning and often take many days to emerge. In the present study, we asked whether it was possible to immediately change components of executive function by directly manipulating neural activity using a stimulation technology called high-definition transcranial alternating current stimulation (HDtACS). Twenty minutes of inphase stimulation over medial frontal cortex (MFC) and right lateral prefrontal cortex (lPFC) synchronized theta (∼6 Hz) rhythms between these regions in a frequency and spatially specific manner and rapidly improved adaptive behavior with effects lasting longer than 40 min. In contrast, antiphase stimulation in the same individuals desynchronized MFC-lPFC theta phase coupling and impaired adaptive behavior. Surprisingly, the exogenously driven impairments in performance could be instantly rescued by reversing the phase angle of alternating current. The results suggest executive functions can be rapidly upor down-regulated by modulating theta phase coupling of distant frontal cortical areas and can contribute to the development of tools for potentially normalizing executive dysfunction in patient populations.
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high-definition transcranial alternating current stimulation | adaptive control | phase synchronization | medial frontal cortex | lateral prefrontal cortex A daptive control refers to the dynamic processing that coordinates goal pursuit, allowing us to adjust our actions to changing situations and improve performance after events such as negative feedback from the environment (1, 2). Impaired adaptive control is observed in many neurological and neuropsychiatric disorders such as schizophrenia, autism, Alzheimer's disease, attention-deficit/hyperactivity disorder, obsessivecompulsive disorder, Parkinson's disease, and epilepsy (3) (4) (5) (6) (7) (8) (9) . Thus, it is not surprising that efforts to improve adaptive control have long characterized the fields of psychology and neuroscience.
Computerized training has proven to be effective in the domains of language, motor function, and vision (10, 11) . However, in other cognitive domains such as attention, working memory, and adaptive control, the effects of computer training interventions have been contradictory and less clear (12) (13) (14) . One significant drawback to cognitive training is the duration of task practice required, often on the order of days and weeks, before desired results are achieved. Here, we asked whether it was possible to use brain stimulation technology to induce immediate and lasting neuroplastic changes in the functional connectivity hypothesized to underlie the adaptive control of behavior and learning in humans.
We targeted the phase coupling or synchronization of electroencephalographic (EEG) rhythms in the theta frequency band (∼6 Hz) between medial frontal cortex (MFC) and lateral prefrontal cortex (lPFC) because correlative studies have suggested that functional cortical circuits for adaptive control may emerge by theta phase coupling between these regions, specifically following control-related prompts such as motor errors, conflict, or negative performance feedback (15, 16) . We sought to isolate and alter the spectral and spatial properties of connectivity, using nine-channel high-definition transcranial alternating current stimulation (or HD-tACS), which promises an unprecedented degree of anatomical precision and the capability to conduct multifocal modifications of neural activity in a frequency-specific and bidirectional manner. The stimulation protocols delivered 6-Hz HD-tACS simultaneously to MFC and lPFC with a relative 0°(inphase) or 180°(antiphase) phase difference between targeted areas (Fig. 1A ). We predicted that the different stimulation protocols (i.e., inphase/antiphase) might bias error feedback-related network synchronization in opposite directions, and thus facilitate or impede the neural integration of MFC and lPFC. Second, if MFC-lPFC theta coupling elicited by error feedback represents a causal mechanism underlying flexible behavior, then a bidirectional manipulation of this connectivity should cause bidirectional changes (i.e., improvements and impairments) in performance related to adaptive control and learning.
Results
In Experiment 1, each subject participated in three different stimulation conditions (i.e., 6-Hz inphase, 6-Hz antiphase, and sham) on different days with stimulation order counterbalanced across subjects. Inphase/antiphase stimulation allowed us the unique opportunity to gain bidirectional control over the nature of the theta interaction between MFC and lPFC. We targeted right lPFC in Experiment 1. During and after the delivery of HDtACS, on each day, subjects performed a modified version of a
Significance
We show that the timing of alternating-current stimulation can couple or decouple low-frequency brain rhythms between segregated frontal cortical areas in a highly selective fashion without changing other neural frequencies, synchronization across the opposite cerebral hemisphere, or local neural activity. The up-and down-regulation of interareal neural coupling caused bidirectional changes in adaptive control and learning measured behaviorally. It was even possible to induce behavioral deficits and then immediately rescue this behavior in the same individuals in a matter of minutes. The findings suggest it is possible to intervene in the neural integration between frontal cortical structures that govern complex human behavior. The development of drug-free interventions for addressing disorders of excessive and deficient cortical connectivity is implicated. classic time-estimation task (17) while we recorded their EEG brain rhythms (Fig. 1B) . Since the original discovery of human feedback-related electrophysiological activity, this task has been rigorously used to study feedback-guided learning, and thus is a model task for examining interareal neural communication during adaptive behavior and learning.
In the task, participants were instructed to respond when they had estimated a time-lapse of 1.7 s. Feedback at the end of the trial indicated whether the estimation was "too fast," "too slow," or "correct." A response ±200 ms around target time was considered correct. Six blocks of 80 trials each with valid feedback were interleaved with six blocks of 20 trials each without valid feedback (Fig. 1C , see SI Appendix, SI Materials and Methods for details). This manipulation allowed us to examine adaptive behavior and learning using performance measures in nonfeedback blocks that would reflect the maintenance of the internal representation of the time interval learned during preceding feedback trials, as no external feedback was available to guide later adjustment. We used established measures of learning (i.e., error magnitude and response variability) (18) and adaptive control (i.e., adjustment efficiency) (19) to evaluate the effects of stimulation on behavior. Experiment 1. Shifting the phase of the alternating current applied simultaneously to MFC and right lPFC, switched the direction of the causal effects on learning and adaptive behavior. As shown in Fig. 2A , antiphase stimulation increased error magnitude [F (1, 29) = 6.833; P = 0.014] and response variability [F (1, 29) = 4.871; P = 0.035] and decreased adjustment efficiency [F (1, 29) = 13.149; P < 0.01] relative to sham. By stimulating subjects during their performance of the task, we could observe the emergence of the behavioral deficits that occurred roughly after the third initial block (i.e., ∼18 min) and outlasted the 40-min poststimulation period. The consistency in behavioral deficits over time prevented subjects from learning from feedback in the antiphase condition [feedback × time interactions, Fs (5, 145) < 2.039; Ps > 0.142], unlike during the sham baseline, when the same subjects showed evidence of learning and adaptive efficiency [feedback × time interactions, Fs (5, 145) > 2.716; Ps < 0.042].
In contrast, inphase stimulation caused the opposite pattern of results: decreasing error magnitude [F (1, 29) = 61.058; P < 0.01] and response variability [F (1, 29) = 51.746; P < 0.01], and increasing adjustment efficiency [F (1, 29) = 43.625; P < 0.01], relative to sham. These behavioral benefits began roughly after the second initial block (i.e., ∼10 min) and continued through the full recording session. The learning improvements after inphase stimulation were so dramatic that subjects appeared to immediately reach peak levels of performance, no longer requiring explicit feedback to perform the task at high proficiency ( Fig. 2A , blue lines, blocks [5] [6] [7] [8] [9] [10] [11] [12] . This observation was supported by stimulation × feedback interactions for error magnitude [F (1, 29) = 4.527; P = 0.042] and response variability [F (1, 29) = 5.368; P = 0.028] during the poststimulation period. To rule out artifacts related to the 6-Hz stimulation protocol, we administered the same inphase HD-tACS protocol except using 35-Hz alternating current. We observed no significant effects of the 35-Hz stimulation on behavior [Fs (1, 20) < 1.117; Ps > 0.303], suggesting a degree of frequency specificity in the frontal mechanism augmented by the 6-Hz stimulation driving changes in adaptive behavior (see Fig. 1C and SI Appendix, SI Results for details). Thus, by reversing the relative phase difference of the alternating current applied over medial and right lateral frontal cortices, we could rapidly and bidirectionally control components of adaptive efficiency and learning.
To test the hypothesis that the behavioral impairments/ improvements caused by 6-Hz stimulation were a result of phase desynchronization/synchronization of theta rhythms between MFC and right lPFC, we examined feedback-related interareal phase coupling on valid feedback trials immediately The right-lateralized eight-channel 6-Hz inphase (Top) and antiphase (Bottom) HD-tACS protocols and current-flow models are shown on 3D reconstructions of the cortical surface. The location and current intensity value of each stimulating electrode are shown. Target regions were the medial frontal cortex (MFC) and right lateral prefrontal cortex (lPFC). Each stimulation site used four electrodes in a center-surround, source-sink pattern to achieve focality. (B) The sequence of events on feedback and nonfeedback trials in the time-estimation task. (C) Schematic illustration of the experimental design. Each subject underwent three separate test days (inphase, antiphase, and sham). On each day, EEG was recorded for 60 min while subjects performed the time-estimation task. The first 20 min consisted of inphase (blue), antiphase (red), or sham (black) HD-tACS, depending on the test day, and was followed by 40 min in which no stimulation was applied. The task alternated between blocks of feedback (FB, gray) and nonfeedback (NFB, white) trials. Critically, EEG data were analyzed only after the HD-tACS during the poststimulation period to avoid stimulation-related artifacts.
after the 20-min stimulation period (i.e., blocks [5] [6] [7] [8] [9] [10] [11] [12] . Critically, we focused only on data collected after the stimulation period (i.e., after blocks 1-4) to avoid any confounding effects of stimulation-induced artifacts (20). We calculated interelectrode phase coupling, a measure of the consistency of phase angles between two regions averaged over trials (unweighted by magnitude information) (6, 21) , focusing on electrodes overlaying the MFC (i.e., FCz) and right lPFC (i.e., F6). The surface Laplacian was used to improve spatial precision and filter out distant effects resulting from volume conduction (see SI Appendix, SI Materials and Methods for methodological details and additional analyses controlling for volume conduction) (6, 22) .
We found evidence to support the hypothesis that the precise timing of MFC-right-lPFC theta phase coupling governs the flexible control of behavior. The bidirectional behavioral effects of stimulation closely mirrored the bidirectional changes in theta phase synchronization (Fig. 2 B and C) . Relative to sham, 6-Hz antiphase stimulation reduced theta phase coupling over MFC and right lPFC on error versus correct feedback trials [F (1, 29) = 7.597; P = 0.01]. In contrast, inphase stimulation in the same subjects more tightly aligned the phases of the theta rhythms between these regions [F (1, 29) = 25.446; P < 0.01]. The phasedependent stimulation effects on theta coupling showed a high degree of frequency and hemispheric (or spatial) specificity. First, no between-stimulation condition differences in phase coupling on error minus correct feedback trials were observed at other frequency bands over the right [FCz-F6, Fs lPFC [F5, F (2, 58) = 0.666; P = 0.508] (Fig. 2D) . In sum, antiphase stimulation applied concurrently to medial and right lateral frontal cortices appeared to disrupt theta connectivity in a selective fashion, causing behavioral impairments in adaptive efficiency and learning. However, by reversing the phase angle of alternating current, we could completely flip the results, causing a preferential boost to right-lateralized theta connectivity and improvements in measures of adaptive behavior (see SI Appendix, SI Discussion for details).
The results in Fig. 2 A-D support the view that theta phase coupling mediates an MFC-right-lPFC interaction critical to components of adaptive control and learning. However, to provide a more rigorous quantification of the long-range theta dynamics underlying adaptive behavior, we performed single-trial regression analyses. As illustrated in Fig. 2E , at baseline, onesample t tests of the individual standardized β-weights revealed that peak theta phase coupling between MFC (i.e., FCz) and right lPFC (i.e., F6) after error feedback predicted greater posterror accuracy (i.e., smaller error magnitude on the trial after error feedback; t 29 = 3.277; P < 0.01). The effect was right lateralized. Theta phase coupling across the left hemisphere (i.e., from FCz to F5) did not predict single-trial fluctuations in posterror accuracy (t 29 = 0.782; P = 0.441). Critically, antiphase/ inphase stimulation weakened/strengthened, respectively, the single-trial relationships between right-lateralized theta phase coupling and posterror accuracy, while having no effect on connectivity-behavior relationships involving the left hemisphere [stimulation × hemisphere interaction, F (2, 58) = 6.953; P < 0.01]. Parsing this interaction revealed that after antiphase stimulation, β-weights related to FCz-F6 connectivity-behavior correlations were no longer significant (t 29 = 1.259; P = 0.218) and significantly reduced relative to sham (t 29 = 2.203; P = 0.036), whereas after inphase stimulation, β-weights were highly significant (t 29 = 6.237; P < 0.01) and enhanced relative to sham (t 29 = 2.824; P < 0.01). Thus, by applying multifocal alternating current to MFC and right lPFC, it appeared we could causally manipulate the connectivity underlying aspects of adaptive behavioral control in a bidirectional and selective manner at the single-trial level.
Experiment 2. The results from Experiment 1 offer a striking demonstration for how high-resolution neuromodulation can be used to isolate and augment right-lateralized MFC-lPFC theta connectivity, with bidirectional effects on adaptive behavior based on the phase angle of the alternating current used. Next, we asked whether the same was true for left-hemisphere theta connectivity. Based on the lateralized nature of the single-trial brain-behavior correlations observed at baseline (Fig. 2E) , and previous reports of right-lateralized feedback-related theta rhythms during reward processing, feedback learning, and action adjustments (23-26), we hypothesized that MFC-right-lPFC connectivity would be preferentially used in the causal implementation of flexible learning behavior, whereas MFC-left-lPFC connectivity would not directly influence cognitive performance. Of note, little is known about the nature of the theta dynamics that link MFC to different hemispheres of the lPFC and whether these different spatial streams of theta connectivity across the cerebral hemispheres serve different functions necessary for adaptive behavior and learning. In brief, we found that we could synchronize or desynchronize the theta rhythms over MFC and left lPFC according to the timing of the alternating current applied over these regions, paralleling the electrophysiological results from Experiment 1, using right-lateralized stimulation. However, surprisingly, this causal manipulation had no effect on behavior (see SI Appendix, SI Results and Fig. S1 for details). The findings across Experiments 1 and 2 suggest a functional asymmetry in frontal cortex, whereby left-lateralized theta connectivity, although potentially involved in the communication of the adjusted action plan, does not appear to function like rightlateralized connectivity in bringing about the actual implementation of the flexible behavior. These results are consistent with neuroimaging studies suggesting a dominant role for right lPFC in cognitive action control (27, 28) , but future work is needed to clarify the functional relevance of left-lateralized theta connectivity, which may be revealed using tasks that elicit greater left-hemisphere synchronization, such as those involving positive affect or linguistic processing (see SI Appendix, SI Discussion for additional information).
Experiment 3. In Experiment 3, we sought a more rigorous demonstration of causal control over adaptive human behavior with greater potential real-world and clinical applicability. We asked whether it was possible to pit the opposing causal effects of the stimulation protocols we developed in Experiment 1 against each other. Specifically, could we use antiphase HD-tACS to induce performance deficits, and then immediately rescue behavior using inphase stimulation? Various forms of frontal cortical dysconnectivity and maladaptive control are consistently observed in neurological and neuropsychiatric disorders (9, 29, 30) , and thus efforts to build novel drug-free tools for restoring neurocognitive function and behavior have important implications for human health and disease.
In Experiment 3, all subjects underwent two different test days, each with three consecutive stimulation sessions administered while subjects performed the time-estimation task ( Fig.  3A) . On one test day, subjects received a sequence of sham, antiphase, and inphase stimulation, whereas on another day, the same subjects received three consecutive sham stimulation sessions. The order of active and sham test days were counterbalanced across subjects (see SI Appendix, SI Materials and Methods for details).
The results from Experiment 3 showed that we could not only replicate the behavioral results from Experiment 1, using antiphase stimulation, but that the inphase protocol could correct all antiphase induced behavioral deficits and instantly return subjects' performance to baseline levels in less than 20 min. Consistent with Experiment 1 ( To test whether the behavioral effects of Experiment 3 could be a result of fluctuations in baseline behavior across days, creating a potential confound in the results related to the electrical brain stimulation, we performed test-retest reliability analyses by comparing data during the first sham sessions across days. For this analysis, we compared error magnitude, response variability, and adjustment efficiency data collected during the first session of each test day in which sham stimulation was administered ( In Experiment 3, we found that inphase stimulation could recover adaptive behavior that was artificially impaired, using antiphase stimulation. We based this interpretation on the observation that subjects' measures of adaptive control and learning improved after inphase stimulation, eventually returning to baseline sham levels of performance. However, it is also possible that inphase stimulation had no effect and the behavioral measures simply improved on their own as a function of time and further practice on the task, as the deleterious effects of antiphase stimulation gradually wore off. To test this alternative hypothesis, we invited back all 30 participants from Experiment 3 to participate in an additional test day in which we applied the sequence of sham, antiphase, and sham stimulation. On the basis of data from the 19 subjects who returned, we found that the impairments induced by antiphase stimulation were not naturally resolved with time and further practice, but continued throughout the full sham session after antiphase stimulation ( (Fig. 3B , third session, solid black lines), relative to the sham session after a sham session (Fig. 3B , third session, dashed black lines). These results are consistent with the enduring impairments we observed in Experiment 1 after antiphase stimulation ( Fig. 2A) and support the interpretation that by reversing the relative phase difference of HD-tACS applied over MFC and right lPFC, we could effectively rescue impaired adaptive control in healthy individuals.
Discussion
Here, we provide evidence for a causal relation between interareal theta phase synchronization in frontal cortex and multiple components of adaptive human behavior. The results support the idea that the precise timing of rhythmic population activity spatially distributed in frontal cortex conveys information to direct behavior (31) (32) (33) (34) (35) . Given previous work showing that phase synchronization can change spike time-dependent plasticity (35) (36) (37) , together with our findings showing stimulation effects on neural activity and behavior can outlast a 20-min period of electrical stimulation ( Fig. 2A) , it is reasonable to suppose that the externally modulated interareal coupling changed behavior by causing neuroplastic modifications in functional connectivity. That is, the results suggest the striking conclusion that we may be able to noninvasively intervene in the temporal coupling of distant rhythmic activity in the human brain to optimize (or impede) the postsynaptic effect of spikes from one area on the other, improving (or impairing) the cross-area communication necessary for cognitive action control and learning (see SI Appendix, SI Discussion for additional theorizing). Moreover, these neuroplastic alterations in functional connectivity were induced with a 0°phase, suggesting that inducing synchronization does not require a meticulous accounting of the communication delay between regions such as MFC and lPFC to effectively modify behavior and learning. This finding conforms to empirical and modeling work showing that despite long axonal conduction delays between distant brain areas, theta phase synchronizations at 0°phase lag can occur between these regions and underlie meaningful functions of cognition and action (35, 38, 39) . It is also possible that a third subcortical or posterior region with a nonzero time lag interacted with these two frontal areas to drive changes in goal-directed behavior.
Finally, the results showing that patterns of synchronization in frontal cortex can be exogenously isolated and enhanced are potentially relevant to the understanding and treatment of brain disorders associated with cortical hypoconnectivity, such as Alzheimer's disease, autism, and schizophrenia (8, 9) , whereas the results showing that synchronization can be effectively reduced might be useful in addressing the hyperconnectivity impairments observed in disorders such as epilepsy and Parkinson's disease (9) . Future work is needed in basic and clinical science to determine the true applicability of the HD-tACS protocols as potential therapeutic tools. This includes more fully investigating the effects of stimulation on other components of executive function, tracking the full time course of the neural and behavioral gains and losses associated with each protocol, and determining whether the effects can be prolonged and made more potent by modifying stimulation parameters, such as stimulation duration and intensity, repeated stimulation sessions, and the pairing of stimulation with cognitive training. The potential seems high for capitalizing on the experience-dependent plasticity underlying training-and stimulation-induced cognitive enhancement and for maximizing intervention strategies to rescue cognitive functions in patient populations.
Materials and Methods
Materials and methods used in this study are discussed in SI Appendix, SI Materials and Methods. Briefly, all participants gave written informed consent approved by the Boston University Institutional Review Board and were paid. All experiments were within-subjects, sham-controlled, and double blind, in which subjects received 20 min of HD-tACS while performing a time estimation task (Fig. 1B) . Subjects' EEG was continuously recorded (2,048-Hz sampling rate, 0.05-200-Hz bandpass filter) while they performed this task. The electrophysiological and behavioral data were analyzed offline. Debriefing questions confirmed that subjects were blind to the nature of the stimulation conditions. 
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Subjects. 97 subjects gave written consent to procedures approved by the Boston University Institutional Review Board and participated in the study for financial compensation. Four subjects were excluded due to excessive eye movements and three subjects voluntarily withdrew before completing Experiment 3. Data on the remaining 90 subjects were analyzed (Experiment 1, N = 30, mean age 26, 14 were female; Experiment 2, N = 30, mean age 27, 16 were female; Experiment 3, N = 30, mean age 26, 15 were female). All subjects reported no metal implants in head, no implanted electronic devices, no history of neurological problems or head injury, no skin sensitivity, no claustrophobia, nonpregnant, no current use of psychoactive medication, normal color vision, and normal or corrected-to-normal visual acuity.
Stimuli and Procedures.
Overview. Experiments 1 and 2 were within-subjects, three-day, high definition transcranial alternating current stimulation (HD-tACS) electroencephalographic (EEG) experiments. Experiment 1 used a HD-tACS protocol that simultaneously targeted medial frontal cortex (MFC) and right lateral prefrontal cortex (lPFC) (Fig. 1A) , whereas Experiment 2 used a protocol targeting MFC and left lPFC (Fig. S1A) . As illustrated in Figure 1C , the subjects in Experiments 1 and 2 all received inphase, antiphase, and sham stimulation across three different days, with the order of stimulation counterbalanced across subjects. Subjects received the stimulation for 20 minutes while they performed a time-estimation task and their EEG was recorded. After the 20 minutes of stimulation, which occupied 4 blocks of the task, subjects continued performing the task while their EEG was collected for another 40 minutes (i.e., 8 blocks) before the experiment ended. Experiment 3 was a within-subjects, two-day, HD-tACS behavioral experiment using the MFC-right-lPFC protocol from Experiment 1 (Fig. 1A) . As illustrated in Figure 4A , on each test day, subjects received three 20-minute (i.e., 4 block-long) stimulation sessions, each followed by 20 minutes (or 4 blocks) of additional testing. On one day, the stimulation sessions followed the chronological order of sham, antiphase, and inphase stimulation, whereas on a different day the same subjects received three consecutive sham stimulation sessions. The order of the test day was counterbalanced across subjects. During and after each stimulation session, subjects performed a timeestimation task while their behavior was recorded. Task. In each experiment, subjects performed a modified time-estimation task (Fig. 1B) (1, 2), in which they had to learn to estimate a 1.7 second lapse. Each trial began with a central fixation cross (0.4° x 0.4°, <0.01 cd/m 2 , 300-900 ms), followed by a central cue (square subtending 1° x 1°, 10 cd/m 2 ) indicating that a button press was required with the right thumb after 1.7 seconds had passed. Visual feedback (1000 ms) was presented 600 ms after the response and informed subjects whether their response was "too fast," "too slow," or "correct." Initially, a correct response was defined as one falling within 200 ms around target time (1500 to 1900 ms). However, after each correct response this time window shrunk by ± 20 ms. Conversely, after each incorrect response each side of the time window was increased by 20 ms. This adaptive procedure ensured a similar number of trials across the feedback conditions. To examine learning, we included blocks of trials without valid feedback, in which the word "OK" was presented for 1000 ms. As shown in Figure 1C , the task was composed of blocks of trials with valid feedback (80 trials each) interleaved with blocks of trials without valid feedback (20 trials each). Performance on nonfeedback trials allowed us to examine the maintenance of the internal representation of the time interval learned during the preceding valid feedback trials, and determine whether the learned representation could be improved or impaired by modifying the timing of segregated theta coupling in frontal cortex with alternating current. In Experiments 1 and 2, there were six blocks (or 480 trials) with valid feedback and six blocks (or 120 trials) without valid feedback, lasting approximately 1 hour in total of recording time on each of the three test days in these experiments. The electrical stimulation session in Experiments 1 and 2 lasted 20 minutes and occupied the first four blocks of the task (see Fig. 1C ). In Experiment 3, there were 12 blocks (or 960 trials) with valid feedback interleaved with 12 blocks (or 240 trials) without valid feedback, lasting approximately 2 hours in total. The additional number of blocks in Experiment 3 allowed us time to administer three separate stimulation sessions, each followed by sufficient time for data collection (~20 minutes) to assess the immediate effects of the stimulation on behavioral measures. As illustrated in Figure 4A , three 20-minute (or 4 block-long) sessions of electrical stimulation (i.e., sham, antiphase, inphase on one day, and sham, sham, sham on another day) were administered with each stimulation session followed by approximately 20 minutes (or 4 blocks) of the task in which no stimulation was received.
Electroencephalography (EEG).
In Experiments 1 and 2, we recorded EEG and behavior from all subjects, whereas in Experiment 3 we collected only behavior. All experiments were conducted with subjects seated comfortably in a dimly lit, electrically shielded chamber to avoid line noise interference and reduce the possibility of subjectexperimenter interaction during testing. EEG and HD-tACS Ag/AgCl electrodes were mounted in a custom Biosemi elastic cap for 256 electrodes prepared with Signal Gel (Cortech Solutions, Wilmington, NC). EEG was collected from 64 electrodes arrayed according to the international 10-20 system using a Biosemi ActiveTwo amplifier sampling at 2048 Hz and bandpass filtered between 0.05 to 200 Hz. A common mode sense / driven right leg feedback electrode loop served as online ground and reference. Horizontal eye position was monitored by recording the electrooculogram from bipolar electrodes placed at the out canthi of each eye, and vertical eye position and blinks were monitored with bipolar electrodes placed above and below the left orbit. All EEG processing and analysis were conducted using custom Matlab scripts calling on EEGLAB (3) and Fieldtrip toolboxes (4) . High definition transcranial alternating current stimulation (HD-tACS) . The alternating-current stimulation was administered noninvasively using an M x N 9-channel high definition transcranial electrical current stimulator from Soterix Medical (New York, NY). Eight sintered Ag/AgCl electrodes were attached to high-definition plastic holders, filled with conductive gel, and embedded in the Biosemi EEG cap. HDtACS electrode placement was guided by current-flow modeling using HD-Explore and HD-Targets (Soterix Medical), with the goal of targeting the MFC and lPFC to facilitate the synchronization of neural activity between these regions (the inphase protocol) or disrupt the signals being conveyed between the MFC and lPFC (the antiphase protocol). Figures 1A and S1A show the exact locations and current intensity values of each stimulating electrode associated with the in-and antiphase HD-tACS protocols used in Experiments 1-3. A bipolar sinusoidal alternating current was applied at 6 Hz at 1-mA intensity (peak to peak) for 20 minutes. The inphase condition delivered the 6-Hz stimulation with 0° relative phase difference across MFC and lPFC locations, whereas the antiphase condition delivered stimulation with a 180° relative phase difference. Induction of peripheral flicker perception is typically only reported when using higher frequency tACS (5-7). We used post-experiment questionnaires to confirm that our protocols did not induce peripheral flicker perception. All subjects confirmed that stimulation was acceptable and did not induce painful skin sensations or phosphenes.
All experiments were within-subjects, double blind, and sham-controlled. The sham stimulation condition followed the same procedure as the active condition (i.e., inphase or antiphase), but stimulation only lasted 30 seconds, ramping up and down at the beginning and end of the 20-minute period, simulating the tingling sensation that subjects typically experience and then quickly habituate to during active stimulation sessions (8) . We took measures to ensure that information about the experiments did not lead to biasing of the results, using procedures the author has implemented previously (8) (9) (10) (11) (12) (13) . First, we conducted recordings in a sound-attenuated, electrically shielded chamber to eliminate subject-experimenter interaction, which could have at least implicitly biased the subjects. Second, we confirmed that subjects were blind to the presence of the stimulation. After each test day, we administered a safety questionnaire (14) and visual analog scale (15) , which includes questions regarding attention, concentration, mood, vision, headache, fatigue, and skin sensations under the stimulating electrodes. Scores on these ratings did not significantly differ by stimulation condition (Experiment 1, Fs (2, 58) < 0.636, Ps > 0.524; Experiment 2, Fs (2, 58) < 0.764, Ps > 0.467; Experiment 3, Fs (1, 29) < 0.140, Ps > 0.711). In addition, all subjects were asked at the end of the experiment whether they could guess the presence and polarity of stimulation, and were at chance levels (37.7% for Experiments 1, 39.9% for Experiment 2, 56.6% for Experiment 3) at detecting stimulation presence and polarity. Third, we used a double-blind method in which a second experimenter set the mode (e.g., active or sham) on the stimulator, and otherwise did not interact with the subject or the experimenter who performs the data collection.
Data Analysis.
Behavioral Preprocessing. We calculated two learning metrics: error magnitude and response variability. Error magnitude was measured as the mean of the absolute difference between the subject's estimations and the target time interval. Response variability was measured as the standard deviation of the error (i.e., the difference between subject's estimation and the target) in each block. Both metrics are critical indices of learning performance (16) . In addition, we used a performance measure of adaptive control called adjustment efficiency (AE) to examine how efficiently the subjects adjusted their estimations based on the feedback. Adjustment efficiency was calculated using the following equation:
where is the absolute error in the current ( ) or preceding ( -1) trials. Adjustment efficiency provides information on how well the adjustments were made, on average, across the electrical stimulation conditions in each experiment during the feedback and nonfeedback blocks. Adjustment efficiency was computed for each trial and averaged for each block. EEG Preprocessing. EEG data were down-sampled to 512 Hz, and re-referenced to the average of the left and right mastoids. Segments were cut -1000 to 2000 ms around feedback onset on valid feedback trials using large windows to eliminate edge artifacts induced by wavelet convolution from the critical middle of this window. Visual inspection was initially used to remove large muscle artifacts, followed by an independent component analysis to remove blink and noise artifacts (3) . No significant differences were observed in the number of trials between error feedback conditions (i.e., too fast versus too slow) within the stimulation conditions (inphase, antiphase, or sham) of Experiments 1 or 2 (Fs (1, 29) < 0.809, Ps > 0.379). Thus, data from both too fast and too slow feedback trials were merged into one "error feedback" category. The resulting data were converted to current source density (CSD) (17) to increase spatial specificity and minimize volume conduction. CSD acts as a spatial high-pass filter, significantly improves topographical localization of surface EEG (18) , and can more accurately characterize local activity during the calculation of inter-electrode phase synchronization (12, 19) . Time-frequency Analysis. Intra-electrode total power was calculated by convolving the CSD-EEG time series in each segment with a set of complex Morlet wavelets, defined with a Gaussian envelop using a constant ratio and a wavelet duration , where is the center frequency and . Frequencies ranged from 1 to 30 in 1
Hz steps. Following single-trial EEG spectral decomposition, we extracted, squared, and averaged the magnitude length of the complex number vectors, yielding a measure of inter-trial total power for a given frequency, time point, and electrode. Segments were cut in length from -300 to 1200 ms peri-feedback onset. Power was decibel (dB) normalized, where for each electrode and frequency, the average power during an interval of -300 to -100 ms before feedback onset served as baseline activity. The decibel (dB) scale allows for direct comparison of effects across frequency bands.
Next, we calculated inter-electrode phase coupling, a measure of the consistency of phase angles between two electrodes averaged over trials. Inter-electrode phase coupling is defined as | |
where n is the number of trials, and are the phase angles of electrodes j and k. This measure varies between 0 (absence of phase coupling) and 1 (perfect phase alignment between electrodes) for each frequency and time point. If phase angles from two electrodes fluctuate in a synchronous fashion over time, their difference will be constant or nonuniformly distributed resulting in an inter-electrode phase coupling value close to 1. All phase coupling values were calculated as the percentage change from the pre-feedback baseline (-300 to -100 ms). For single-trial analyses, the interelectrode phase coupling was calculated at each trial over time points.
The parameters in our analyses were chosen a priori based on previously established methods. The delta (1 -3 Hz), theta (4 -8 Hz), alpha (9 -12 Hz), and beta (13 -30) bands were defined in standard fashion. The FCz electrode was chosen for measuring theta rhythms from MFC, the F5/6 electrodes were chosen for measuring theta rhythms from left and right lPFC regions, respectively, and the FCz -F5/F6 electrode pairs were used to measure inter-electrode phase coupling between the MFC and lPFC regions, consistent with prior work (19, 20) . We used a broad, conservative measurement window from 200 to 600 ms post-feedback to quantify the theta-band activities for intra-and inter-electrode analyses (20).
Both the surface Laplacian and inter-electrode phase coupling have been shown to reduce the effects of volume conduction and provide greater spatial precision (18, 19, 21, 22) . However, to further rule out any potential effects due to volume conduction, we calculated inter-electrode phase coupling between FCz-CP3 and FCz-CP4. These electrode pairs were chosen because they are of a similar Euclidean distance compared to the FCz-F5/6 pairs, but no theories propose a role for these posterior regions in the type of adaptive control and learning under study here. We found no significant stimulation-induced modulations relative to sham in the error feedback-related theta phase coupling between FCz and CP3/4 in Experiments 1 or 2 (Fs (1, 29) < 0.551, Ps > 0.464). Source Reconstruction. Source estimation was performed using CURRY 8 (Compumedics Neuroscan, Charlotte, NC). A volume conduction model was derived from the Montreal Neurological Institute template data, resulting in an interpolated boundary element model (23) consisting of 9,300 triangular meshes overall, or 4,656 nodes, which describe the smoothed inner skull (2,286 nodes), the outer skull (1,305 nodes), and the outside of the skin (1,065 nodes). The mean triangle edge lengths (node distances) were 9 mm (skin), 6.8 mm (skull), and 5.1 mm (brain compartment). Standard conductivity values for the three compartments were set as follows: skin = 0.33 S/m, skull = 0.0042 S/m, and brain = 0.33 S/m. The standardized low-resolution
electromagnetic tomography (sLORETA)-weighted accurate minimum norm method (SWARM) was estimated using electrode locations based on the international 10-20 system and projected onto the T1-weighted MRI of the CURRY 8 individual reference brain. SWARM uses the methods of diagonally weighted minimum norm least squares (24) and sLORETA (25) to compute a current density vector field (26) . SWARM has been shown to estimate neural source points with relatively low error for EEG dipole simulations at different cortical depths. However, the source estimate solutions are not intended as strong claims about the exact locations of neuronal generation.
Statistical Analysis. For Experiments 1 and 2, behavioral analyses used separate repeated measures analyses of variance (ANOVAs) with within-subjects factors of feedback (valid vs. invalid), time (block 1 vs. block 2 vs. block 3 vs. block 4 vs. block 5 vs. block 6), and stimulation (inphase vs. antiphase vs. sham) for each dependent measure (i.e., error magnitude, response variability, and adjustment efficiency). The feedback-related electrophysiological analyses obtained from valid feedback blocks after the stimulation session used the within-subjects factors of feedback valence (error vs. correct), time (block 3 vs. block 4 vs. block 5 vs. block 6), and stimulation (inphase vs. antiphase vs. sham) for each dependent measure (i.e., intra-electrode total power and inter-electrode phase coupling). For Experiment 3, behavioral analyses used separate repeated measures ANOVAs with within-subjects factors of feedback (valid vs. invalid), time (block 1 vs. block 2 vs. block 3 vs. block 4), and stimulation (inphase vs. sham or ani-phase vs. sham). For test-retest reliability analysis, the additional withinsubjects factor of day (active vs. sham) was included. Where appropriate, follow-up ANOVAs were conducted to test specific preplanned hypotheses. For single-trial analyses, individualized standardized β-weights were taken from bivariate regressions between a priori determined measures of feedback-related, inter-electrode phase coupling and error magnitude. We adjusted p-values using the Greenhouse-Geisser epsilon correction for nonsphericity when the sphericity assumption was violated (27) .
SI Results
35-Hz Behavioral Experiment.
We asked whether the 6-Hz frequency of the alternating current in Experiment 1 was responsible for the exogenously driven effects of adaptive behavior and learning we observed ( Fig. 2A) , or whether a different stimulation frequency could cause similar modulations in behavior. To address this question, we invited back all 30 subjects who participated in Experiment 1 for a followup test, where we administered the inphase HD-tACS protocol following the identical procedures of Experiment 1 (Fig. 1C) with the exception that 35-Hz alternating current was used instead of 6-Hz stimulation, and only behavior was collected. We chose 35 Hz as a stimulation frequency because this low-gamma range has been shown to be free of confounds related to tACS-induced perceptual flickers (5) (6) (7) . No subject reported perception of flickering lights or phosphenes during or after stimulation. Fs (1, 20) > 15.894, Ps < 0.01) conditions relative to sham from Experiment 1, consistent with the primary findings from the full subject sample. The results suggest that the mere presence of inphase stimulation over MFC and right lPFC is not sufficient to induce the potent behavioral effects we observed using the 6-Hz protocol, and that the underlying causal mechanism of adaptive control may operate exclusively within the theta frequency band, although further investigations are needed to examine the full scope of spectral parameters of this rhythmic mechanism in frontal cortex.
Experiment 2.
In Experiment 2, we sought to selectively manipulate left-lateralized MFC-lPFC theta connectivity to test the causal role of left-hemisphere network synchronization in the functioning of adaptive behavior and learning, independent of right-hemisphere connectivity. The design of Experiment 2 was identical to Experiment 1 with the exception of the stimulation protocol used (see Fig. S1A for protocol and current-flow model).
We found that reversing the alternating current applied over MFC and left lPFC could effectively reverse the causal effects on the segregated theta phase coupling between these regions. However, up-and down-regulating this stream of network synchronization over the left hemisphere of frontal cortex had no significant impact on performance measures of adaptive behavior and learning.
As shown in Figure S1B , relative to sham, 6-Hz antiphase stimulation reduced theta phase coupling over MFC and left lPFC (i.e., FCz-F5) on error versus correct feedback trials (F (1, 29) = 12.676, P < 0.01), whereas inphase stimulation strengthened this same connectivity (F (1, 29) = 17.778, P < 0.01). As in Experiment 1, we observed a high degree of spatiospectral specificity in the influence of the alternating current on subjects' error feedback brain activity. This was evidenced by the absence of stimulation effects on frequencies outside the theta band over the right (Fig. S1B, FCz-F6 , Fs (2, 58) < 1.818, Ps > 0.174) and left hemisphere (FCz-F5, Fs (2, 58) < 0.752, Ps > 0.472). Second, there was no modulation of feedback-related phase coupling over the non-stimulated right hemisphere (Fig. S1B, FCz-F6 , F (2, 58) = 1.334, P = 0.261). Further, there were no modulations of local intra-electrode total power at FCz (F (2, 58) = 0.416, P = 0.645), F5 (F (2, 58) = 0.433, P = 0.622), or F6 electrodes (F (2, 58) = 1.043, P = 0.358) (Fig. S1C) . Critically, despite the bidirectional stimulation effects on neural connectivity, neither error magnitude (F (2, 58) = 0.779, P = 0.461), nor response variability (F (2, 58) = 1.028, P = 0.361), nor adjustment efficiency (F (2, 58) = 0.753, P = 0.474) significantly changed as a function of stimulation condition (Fig. S1D) . Consistent with the absence of stimulationinduced behavioral effects, the stimulation had no significant impact on the single-trial relationships between feedback-related theta phase coupling and next-trial error magnitude (stimulation x hemisphere interaction, F (2, 58) = 1.019, P = 0.361) (Fig. S1E) . In sum, the results from Experiment 2 demonstrate that while HD-tACS to MFC and left lPFC can induce polarity-specific changes to left-lateralized theta phase coupling, these causal manipulations of brain connectivity do not appear to influence components of behavioral adaptation and learning (see SI Discussion for additional information).
To assess the between-subject stability of the primary neural and behavioral outcome measures (i.e., error magnitude, response variability, adjustment efficiency, and error feedback inter-electrode theta phase coupling), and ensure that the absence of behavioral findings from Experiment 2 could not be accounted for by differences in baseline sham data between the subject groups of Experiments 1 and 2, we compared all neural and behavioral measures from the sham conditions across Experiments 1 and 2. We observed no significant differences in the sham results across experiments (Fs (1, 29) < 1.580, Ps > 0.219). These findings strengthen confidence in the reliability of the measures themselves and the robustness of the results obtained across experiments.
SI Discussion
Mechanisms of Enhanced Theta Synchronization. The findings of the present study generate a number of empirical questions for future investigations to address. For example, the improvements in theta synchronization following inphase HD-tACS suggest that the amount of synchrony the medial-lateral circuit produces naturalistically (i.e., without stimulation) may be suboptimal? If this assumption is accurate, we can then ask: what computational and physiological limitations were overcome by the external stimulation to achieve greater processing power by the brain? Empirical research into the limitations that may have been overcome by the stimulation will undoubtedly vary based on the theoretical perspective adopted. For example, according to longstanding cognitive theories, the information conveyed between MFC and lPFC after an event, such as negative performance feedback, reflects the need for control and the updating of goal representations (19, 21, 28, 29) . However, the continuous and rapid mobilization of control signals, and the reactivation or retrieval of goal representations is computationally expensive, imposing a sharp constraint on the functioning of the system. This is especially the case if the triggering event is insufficiently salient or discriminative. Accordingly, it is possible that the stimulationinduced improvements in adaptive control were caused by the stimulation having overcome this constraint by boosting reactivation strength of goal representations following negative performance feedback.
Alternatively, theories that frame medial-lateral function in terms of economic decision-making (30, 31) will generate different hypotheses for how stimulation may have improved neural synchrony and behavior. It is proposed that the intensity of the implementation of task sets is regulated by the expected value of the goals to which the task sets correspond, meaning that when the expected value of the goal is high, control resources are increased and control is enacted more intensely, whereas if the expected value of the goal decreases because goal attainment becomes unlikely or too costly, control is implemented less strongly. On this view, control resources are limited and conserved by the system via a cost-benefit operation, which involves variables such as the value of the goal and the costs related to task set maintenance. Thus, it is possible that stimulation improvements in medial-lateral processing in the present study were due to modifications of the expected value of control, such as reducing baseline opportunity costs of control resource allocation. Future investigations evaluating these hypotheses and others from competing models of medial-lateral circuit function (32) (33) (34) (35) (36) may help clarify the processes underlying the synchronization and performance improvements caused by the HD-tACS. This should also include metabolic models, given that metabolic demands of blood glucose (37) (38) (39) and cortical spiking (40) have been associated with the use of control during the engagement of demanding cognitive tasks (but see 41) .
To increase understanding of the mechanisms underlying the positive effects of inphase HD-tACS, it is helpful to determine how the present findings might relate to other interventions designed to improve executive functions, including computerized cognitive training (42) , diverse physical activities (43) (44) (45) and pedagogical practices (46, 47) , some of which have been shown to sculpt brain structure and function (48) , and offer promising opportunities to boost control and remediate cognitive deficits. For example, integrative body-mind training, a form of mindfulness meditation, has been shown to increase theta rhythms over MFC (49, 50) , alter white matter pathways connecting to the anterior cingulate cortex (ACC) (44, 51) , stimulate the activity of oligodendrocytes and improve myelin (52) , and reduce anxiety-related behavior (53) . It would be intriguing to discover whether the inphase stimulation used in the present study to improve synchronization and adaptive behavior might alter underlying mechanisms and clinical symptoms in a manner analogous to that of integrative bodymind training, given that both interventions impact theta rhythms of frontal cortex, the putative signature of mid dorsal ACC and supplementary motor area (SMA) activation (54) (55) (56) (57) . One possibility is that theta activity acts as a temporal template organizing higher frequency spiking activity in the brain (58) (59) (60) (61) , since bursts of high-frequency spikes locked to the theta rhythm have been shown to activate the calcium-dependent protease calpain (62, 63) , which is hypothesized to play an important role in the induction of long-term potentiation (64), the cellular mechanism widely considered to underlie learning (65) and the effects of transcranial electrical stimulation (8, 66) .
Multiple Streams of Medial-frontal Interareal Synchronization. In the present study, we focus on streams of interareal synchronization linking MFC to different hemispheres of the lPFC (19, 21) . However, the MFC is likely making adjustments to (or reciprocally interacting with) several other processes within regions such as motor (67, 68) and sensory (21, 69) cortex, presumably to alter motor threshold and boost sensory gain, respectively, and the entrainment of these processes may be dictated by the phase of the theta rhythm (54) . Indeed, theories of control and goal-directed behavior have long suggested that activity patterns in frontal cortex selectively bias activity in distant cortical and subcortical areas and coordinate the flow of information within large brain-wide networks (70) . The communication-through-coherence (CTC) hypothesis, proposing that neuronal communication is achieved via the temporal coordination of electrophysiological rhythms, has been highly influential in explaining how the brain might establish functional networks for cognition and complex behavior (71, 72) . The present findings support the CTC hypothesis and join a growing body of work showing how phase coherent MFC theta rhythms entrain the activity of other spatially segregated cortical regions following events that indicate a need for control and future action adjustment (19, 21, (67) (68) (69) . However, much remains for future research to clarify, including (a) the causal relations among the various streams of medial-frontal interareal synchronization and cognitive function (b) the directionality of these streams of longrange synchronous cortical activity (73) , and (c) the extent to which different operations are carried out across different spatiotemporal scales to enable flexible information processing and behavior (70, 74, 75 ).
An Attention-for-learning Account of the Stimulation Effects. We have interpreted the current stimulation effects with respect to theories of control and learning that propose the MFC is responsible for monitoring current demands for control and specifying the optimal control signal, whereas lPFC is responsible for implementing the changes in processing required to perform a given task (28, 30, 76) . Based on this functional mapping, the stimulation effects on MFC-lPFC synchronization may have modulated the transmission of control signals across the medial-lateral circuit, influencing a critical step in the process for achieving flexible, adaptive behavior.
However, the stimulation effects can also be understood as having modulated attention, changing how internal focus is exerted or the degree of distractibility of external events. This view is supported by studies showing that (a) dorsal ACC neurons play a role in sustaining selective attention and controlling interference from distractors (77-79), (b) lPFC neurons contribute to the initiation of attentional shifts (78), consistent with top-down attentional biasing signals (80, 81) , and (c) MFC-lPFC synchronization of local field potentials underlies the use of attention (82) . Accordingly, it is plausible that the exogenous modulation of medial-lateral synchronization in the present study altered attentional processing, that in turn facilitated or impeded learning and next-trial adjustments. Such an attention-for-learning account is compatible with control theories of MFC-lPFC function to the extent the sources directing attention and learning are conceived as control signals.
Medial-lateral Hemispheric Asymmetry in Theta Synchronization. In Experiments 1 and 2, we found that the HD-tACS could effectively modulate both left-and righthemispheric streams of MFC-lPFC theta synchronization in a causal and bidirectional manner, yet only the right-lateralized manipulation significantly changed measures of performance and learning (Figs 2A, S1D ). This functional hemispheric asymmetry is consistent with (a) psychophysical evidence on hemisphere-specific mechanisms of control (83, 84) , (b) neurophysiological evidence of right-hemisphere dominance in response monitoring and inhibitory control (76, (85) (86) (87) (88) (89) (90) (91) (92) , (c) electrophysiological evidence of right-hemisphere bias in EEG synchronization over medial-lateral regions during feedback processing and learning (20, [93] [94] [95] , and (d) neuropsychological evidence of right-hemisphere dysfunction in patients with disorders of disinhibition (96) (97) (98) . Despite intensive efforts, the functional and causal nature of the putative hemisphere-specific mechanisms of control remains poorly understood. One hypothesis is that the right hemisphere of the medial-lateral circuit is specialized for response-level control processes, whereas the left hemisphere is involved in control at non-response levels (99) (100) (101) (102) (103) . If the nature of the control signal determines the hemisphere-specific mechanisms engaged by the brain, future studies may be able to use tasks such as those with language-processing demands (99, 103) to elicit separate streams of connectivity from subjects, and deliver the left-and right-hemisphere HD-tACS to establish causal relations between different response levels of control and hemispheric streams of neural synchronization.
Reward and Punishment Electrophysiology. Our findings allow us to weigh in on an important controversy in the field regarding the functional significance of neural activity elicited by feedback stimuli. Since the initial discovery of human error-and feedbackrelated electrophysiology over 20 years ago (1, 104, 105) , there has been intense debate about the functional relevance and neural generators of these mid-frontal signals, and their relationships to behavior and other brain activity (106) . For example, in the time-voltage, trial-averaged domain of event-related potentials (ERPs), the feedback-related negativity (or FRN) has recently been conceptualized as a reward positivity that is absent or suppressed on nonreward trials (94, (107) (108) (109) (110) . The nature of the FRN has been further clarified by the analysis of its underlying frequency content, namely, the positive-related reward activity and negative-related loss activity used in the calculation of the FRN. Specifically, some evidence suggests that feedback valence (i.e., reward and punishment) may be segregated in brain-frequency space, in which the delta band represents reward-related activity with potential generators in the basal ganglia, and the theta band represents punishment-related activity with generators in ACC (94, (111) (112) (113) . Consistent with this distinction, we observed greater theta synchronization on error-compared to correct-feedback trials, and greater delta synchronization on correct-compared to error-feedback trials (Fig. 2C, left panel) . Interestingly, 6-Hz HD-tACS significantly modulated error-feedback theta synchronization without changing correct-feedback activity. These results support the view that negative feedback processing occurs along the theta frequency channel, and argue against correct-feedback reward activity as being the source of the feedback effect on tasks such as time estimation learning. Further, although modulation of correct-related delta synchronization by the alternating current did not reach significance, slight changes can be observed in the anticipated direction of antiphase induced reduction and inphase induced enhancement (Fig. 2C, left panel) . Future stimulation studies using alternating current in the delta band may be able to selectively augment this putative reward-related signal, independent of the loss-related activity manipulated in the present work. Together, these findings could demonstrate a powerful double dissociation between feedback valence and the frequency channels of neural communication across the medial-lateral circuit, and contribute to a reconciliation of research on reward and punishment electrophysiology.
