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Abstract—This paper derives new outer bounds on the ca-
pacities of networks comprised of broadcast and point-to-point
channels. The results are tight in some cases, and methods
for bounding their error in general are discussed. The results
given demonstrate the simplicity of generalizing network coding
results to networks of noisy channels using the family of network
equivalence tools. The approach taken is not inherently a cut-
set approach and frequently yields tighter bounds than those
achieved by traditional cut-sets.
I. INTRODUCTION
To date, the family of tools available for finding outer
bounds on capacity regions of general networks under general
demands is quite limited. Central among these tools are the
cut-set bounds of [1, Theorem 15.10.1], which bound the rate
that can flow from the nodes in any set S to all other nodes Sc
in the network by the capacity that would be obtained if S and
Sc could each act as a single supernode. More analytical tools
(see, for example, [2], [3], [4], [5]) and computational tools
(for example, [6], [4]) are available for finding general capacity
outer bounds in networks of point-to-point noiseless links.
While some of these tools also extend to point-to-point noisy
channels [7], [8], [5], the wireline network coding literature
focuses primarily on networks of noiseless links.
Until recently, only the cut-set bounds of [1, Theo-
rem 15.10.1] applied for upper bounding the capacities of
wireless networks. Cut-set bounds are known to be tight for a
small number of wireless network models (e.g., networks of
deterministic broadcast channels under multicast demands [9]).
The gap between cut-set rates and capacities is non-zero even
for many three-node networks [1, Section 15.10] and can
be arbitrarily large in networks of noiseless links [3]. More
recently, some of the more sophisticated generalizations on
cut-set bounds have been generalized to a family of wireless
network models with broadcast transmissions, interference
receptions, and independent vertex noise [10].
In [11], [12], [13], the author and her collaborators bound
the capacity of arbitrary networks of noisy point-to-point,
broadcast, multiple access, and interference channels by the
capacities of corresponding networks of noiseless, point-to-
point bit pipes. The central result for point-to-point chan-
nels [11, Theorem 3] proves the optimality of the separation of
channel and network coding in wireline networks. Precisely,
it proves that the capacity of a network N of noisy point-
to-point channels equals the capacity of a network Nˆ of
noiseless bit pipes, where each noisy channel in N is replaced
in Nˆ by a bit pipe of the corresponding capacity. While
achievability follows from the channel capacity, the converse
does not since obtaining the optimal network performance
sometimes requires operating individual channels above their
capacities [11]. The separation result in [11] generalizes [7],
[8] from multicast to general demands.
Applying network equivalence techniques to a network N
of noisy broadcast, multiple access, and interference channels
gives outer bounds on the capacity of N in terms of the
capacity of a (family) of networks {N (p)}p of noiseless,
point-to-point bit pipes [12]. The resulting bounds are not
always achievable, so the use of noiseless bit pipes does not
imply separation. In fact, separation is known not to hold for
networks of noisy broadcast channels [14] or even networks of
noiseless broadcast channels [9] in which each channel output
is a deterministic function of the channel input.
This work demonstrates the simplicity of deriving capacity
outer bounds for wireless networks under general demands
using the equivalence tools of [11, Theorem 3] and [12,
Theorem 4]. Like previous works (e.g., [15], [9], [16]), the
model given focuses on the broadcast nature of wireless chan-
nels assuming no interference. This choice is made only for
simplicity since the multiple access and interference channel
models of [12] are easy to apply. (Their evaluation may be
more difficult since they rely on auxiliary random variables.)
Results for a variety of multicast and non-multicast demand
problems are included. These results are tight in some cases
(including networks where separation is known not to be op-
timal). Bounds on their accuracy are discussed for others. The
bounds given differ fundamentally from cut-set bounds even
for problems like multicast demands where cut-set bounds on
the corresponding noiseless network would be tight.
Section II gives the problem set-up and background. Sec-
tion III includes results and examples.
II. PRELIMINARIES
Consider an m-node network N . At each time t, node v
transmits a random variable X(v)t and receives a random vari-
able Y (v)t . The network is memoryless, so it is characterized
by a conditional probability distribution
p(y|x) = p(y(1), . . . , y(m)|x(1), . . . , x(m)).
The network structure is described by a hypergraph with node
set V = {1, . . . ,m} and hyperedge set E = {e1, . . . , ek}.
Each hyperedge e = [V1, V2] has a collection of input nodes
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V1 ⊂ V and a set of output nodes V2 ⊆ V \ V1. This work
focuses on networks of point-to-point (|V1| = |V2| = 1) and
two-receiver broadcast channels (|V1| = 1, |V2| = 2), though
Theorems 2.1 and 2.2 apply using the general definition. The
indegree and outdegree of node v are
din(v)
def
= |{[V1, V2] ∈ E|v ∈ V2}|
dout(v)
def
= |{[V1, V2] ∈ E|v ∈ V1}|.
When dout(v) and din(v) exceed 1, X (v) =
∏dout(v)
d=1 X
(v,d),
Y(v) =
∏din(v)
d=1 Y
(v,d), X(v)t = (X
(v,1)
t , . . . , X
(v,dout(v))
t ),
and Y (v)t = (Y
(v,1)
t , . . . , Y
(v,din(i))
t ), where the outputs and
inputs of v are described in the (fixed but arbitrary) order
imposed by the hyperedge indices. Let V1(e) and V2(e)
denote the input and output ports of edge e. For example,
if channel e = [{u}, {v1, v2}] has input port (u, s) for some
s ∈ {1, . . . , dout(u)} and output ports (v1, r1) and (v2, r2) for
some ri ∈ {1, . . . , dout(vi)}, i ∈ {1, 2}, then V1(e) = {(u, s)}
and V2(e) = {(v1, r1), (v2, r2)}. The channels described by
the elements of E are independent, so
p(y|x) =
∏
e∈E
p(yV2(e)|xV1(e)),
where for any set S ⊆ S, XS
def
= (X(v) : v ∈ S) and
Y S
def
= (Y (v) : v ∈ S) are the vectors of channel inputs
and outputs, respectively, corresponding to S and xS and yS
are particular instances of those random variables. (When S is
empty, XS and Y S are treated as fixed but arbitrary constants.)
A blocklength-n code operates the network over n time
steps with the goal of communicating message W (v→v
′) ∈
W(v→v
′)def= {1, . . . , 2nR
(v→v′)
} from node v to node v′. (Since
nodes need not send messages to themselves, R(v→v) ≡ 0 for
all v ∈ V .) The vector of rates R(v→v
′) is denoted byR. While
the given notation suggests multiple unicast demands, the
results apply to general demands using the argument from [17].
(While [17] treats networks of noiseless links, the argument
applies immediately here as well.)
Using the given definitions, a network is written as a triple
(
m∏
v=1
X (m),
∏
e∈E
p(yV2(e)|xV1(e)),
m∏
v=1
Y(v)
)
with the added constraint that X(v)t is a function of
{Y
(v)
1 , . . . , Y
(v)
t−1,W
(v→1), . . . ,W (v→m)} alone.
Remark 1: Including a “no transmission” symbol in the
input and output alphabets of each channel allows arbitrary
scheduling within this time-step model.
Definition 1: Let a network
N
def
=
(
m∏
v=1
X (v),
∏
e∈E
p(yV2(e)|xV1(e)),
m∏
v=1
Y(v)
)
be given corresponding to a graph G = (V,E). A blocklength-
n solution S(N ) to this network is a set of encoding and
decoding functions:
X
(v)
t : (Y
(v))
t−1
×
∏m
v′′=1W
(v→v′′) → X (v)
Wˆ (v
′→v) : (Y(v))
n
×
∏m
v′′=1W
(v→v′′) →W(v
′→v)
mapping (Y (v)1 , . . . , Y
(v)
t−1,W
(v→1), . . . ,W (v→m)) to X(v)t
and (Y (v)1 , . . . , Y
(v)
n ,W (v→1), . . . ,W (v→m)) to Wˆ (v
′→v). So-
lution S(N ) is called a (λ,R)-solution, denoted (λ,R) −
S(N ), if the encoding and decoding functions imply
Pr(W (v→v
′) = Wˆ (v→v
′)) < λ for all v, v′.
Definition 2: The rate region R(N ) ⊂ Rm
2
+ of a network
N is the closure of the set of rate vectors R such that for any
λ > 0 a (λ,R)−S(N ) solution exists for all blocklengths n
sufficiently large.
Theorem 2.1 ([11, Theorem 3]): Consider networks
N =
(
X (1,1) × · · · × X (u,s) × · · · × X (m,dout(m)),
p(y(v,r)|x(u,s))
∏
e∈E\{e¯}
p(yV2(e)|xV1(e)),
Y(1,1) × · · · × Y(v,r) × · · · × Y(m,din(m))
)
Nˆ =
(
X (1,1) × · · · × Xˆ (u,s) × · · · × X (m,dout(m)),
δ(xˆ(u,s) − yˆ(v,r))
∏
e∈E\{e¯}
p(yV2(e)|xV1(e)),
Y(1,1) × · · · × Yˆ(v,r) × · · · × Y(m,din(m))
)
,
where (Xˆ (u,s), δ(xˆ(u,s) − yˆ(v,r)), Yˆ(v,r)) is a bit pipe that
noiselessly maps maxp(xu,s) I(X(u,s);Y (v,r)) bits from its
input to its output at each time step. Then
R(N ) = R(Nˆ ).
Theorem 2.2 ([12, Theorem 4]): Given a network
N =
(
X (1,1) × · · · × X (u,s) × · · · × X (m,dout(m)),
p(y(v1,r1), y(v2,r2)|x(u,s))
∏
e∈E\{e¯}
p(yV2(e)|xV1(e)),
Y(1,1) × · · · × Y(v1,r1) × · · · × Y(v2,r2) × · · ·
×Y(m,din(m))
)
,
let du = dout(u)+1, d1 = dout(v1)+1, and d2 = din(v2)+1.
For each marginal p = {p(x(u,s))}x(u,s) , define network Nˆ (p)
Nˆ (p) =
(
X (1,1) × · · · × Xˆ (u,s) × · · · × Xˆ (u,du) × · · ·
×Xˆ (v1,d1) × · · · × X (m,dout(m)),
δ(xˆ(u,s) − yˆ(v1,r1))δ(xˆ(u,du) − yˆ(v2,r2))
·δ(xˆ(v1,d1) − yˆ(v2,d2))
∏
e∈E\{e¯}
p(yV2(e)|xV1(e)),
Y(1,1) × · · · × Yˆ(v1,r1) × · · · × Yˆ(v2,r2) × · · ·
×Yˆ(v2,d2) × · · · × Y(m,dˆin(m))
)
,
where (Xˆ (u,s), δ(xˆ(u,s) − yˆ(v1,r1)), Yˆ(v1,r1))
(Xˆ (v1,d1), δ(xˆ(v1,d1) − yˆ(v2,d2)), Yˆ(v2,d2))
(Xˆ (u,du), δ(xˆ(u,du) − yˆ(v2,r2)), Yˆ(v2,r2))
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Fig. 1. Two deterministic broadcast channel models from [12].
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Fig. 2. An alternative formulation of the models from Fig. 1.
are noiseless bit pipes of capacities I(X(u,s);Y (v1,r1)),
I(X(u,s);Y (v1,r1)), and I(X(u,s);Y (v2,r2)|Y (v1,r1)) for dis-
tribution p(x(u,s))p(y(v1,r1), y(v2,r2)|x(u,s)). Then
R(N ) ⊆
⋃
p
R(Nˆ (p)).
Theorem 2.1 shows that the capacity of any network N con-
taining noisy channel (X (u,s), p(y(v,r)|x(u,s)),Y(v,r)) from
node u to node v equals the capacity of a distinct network Nˆ
that is identical to N except that the channel described above
is replaced by a rate-(maxp(x) I(X(u,s);Y (v,r))) noiseless bit
pipe (Xˆ (u,s), δ(x(u,s) − y(v,r)), Yˆ(v,r)). Theorem 2.2 bounds
the capacity of any network N containing a noisy broadcast
channel (X (u,s), p(y(v1,r1), y(v2,r2)|x(u,s)),Y(v1,r1)×Y(v2,r2))
from node u to nodes v1 and v2 by the capacity of a distinct
network Nˆ that is identical to N except that the given
broadcast channel is replaced by three noiseless bit pipes. The
given model is asymmetrical in broadcast receivers v1 and v2.
Since the labeling is arbitrary, this result effectively offers two
models for each broadcast channel – both of which guarantee
outer bounds on the capacity region of the original network.
An illustration of both models appears in Figure 1. The same
results apply immediately to the models in Figure 2.
III. RESULTS
Repeated application of Theorems 2.1 and 2.2 allows us to
bound the capacity of any network of memoryless point-to-
point and broadcast channels by the capacity of a network of
noiseless, point-to-point bit pipes. Since the broadcast channel
model is asymmetrical in receivers 1 and 2 and the index
labeling is arbitrary, for each network containing k broadcast
channels, the given results provide 2k possible network models
– each of which gives a (possibly distinct) outer bound on the
network capacity region.
Theorem 3.1 derives general bounds for noisy broadcast
networks. The results illustrate the power of Theorems 2.1
and 2.2 by showing the simplicity of deriving new results for
networks of noisy wireless and wireline channels using prior
results from the traditional network coding literature.
For any sets A, T ⊂ V with A ∩ T = ∅,
SA,T
def
= {S ⊂ V : A ⊆ S ∧ T \ S = ∅}.
Let Sa,T = SA,T when A = {a}.
Theorem 3.1: Consider a network
N
def
=
(
m∏
v=1
X (v),
∏
e∈E
p(yV2(e)|xV1(e)),
m∏
v=1
Y(v)
)
defined on graph G = (V,E) with |V1(e)| = 1 and |V2(e)| ≤ 2
for all e ∈ E.
1) The capacity C for the multicast problem with source s ∈ V
and terminals T ⊂ V \ {s} is bounded as
C ≤ max
{p(xV1(e)):e∈E}
min
S∈Ss,T
∑
e:V1(e)⊆S
I(XV1(e);Y V2(e)\S)
2) Given a multi-source multicast problem with source nodes
{s1, . . . , sk} and demand nodes T ⊂ V \ {s} such that each
node v ∈ T requires rate Ri from source node si for all
i ∈ {1, . . . , k}, then∑
i∈A
Ri ≤ max
{p(xV1(e))}
min
S∈SA,T
∑
e:V1(e)⊆S
I(XV1(e);Y V2(e)\S)
∀A ⊆ {1, . . . , k}.
3) Let s ∈ V be a single source node, and let T =
{t1, . . . , tk} ⊂ V \ {s} be a collection of terminal nodes;
node ti wishes to collect message W (s,i) from s at rate Ri.
Messages {W (s,i) : i ∈ {1, . . . , k}} are independent. Then∑
i∈A
Ri ≤ max
{p(xV1(e))}
min
S⊂V \A:
s∈S
∑
e:V1(e)⊆S
I(XV1(e);Y V2(e)\S)
∀A ⊆ {1, . . . , k}.
4) Let s ∈ V be a single source node, and let T1 =
{t1, . . . , tk} ⊂ V \ {s} be a collection of terminal nodes;
ti wishes to collect message W (s,i) from s at rate Ri. Let
T2 ⊆ V \ ({s} ∪ T1) be a distinct set of terminal nodes for
which each node t ∈ T2 demands all k messages. Messages
{W (s,i) : i ∈ {1, . . . , k}} are independent. Then
k∑
i=1
Ri ≤ max
{p(xV1(e))}
min
S∈Ss,T2
∑
e:V1(e)⊆S
I(XV1(e);Y V2(e)\S)
∑
i∈A
Ri ≤ max
{p(xV1(e))}
min
S⊂V \A:
s∈S
∑
e:V1(e)⊆S
I(XV1(e);Y V2(e)\S)
∀A ⊆ {1, . . . , k}.
Proof. 1) Let Nˆp, denote the network model associated with
a given choice of input distributions p = {p(xV1(e)) : e ∈ E}
and model choices  = {e : e ∈ E}, where e : V2(e) →
{1, . . . , |V2(e)|} specifies which receiver of each broadcast
channel serves as receiver 1. (The model choice (e) for a
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point-to-point link e is unique since in that case |V2(e)| = 1
and the channel model is tight.) If the optimal multicast coding
strategy on N , and therefore its optimal collection of input
distributions p = {p(xV1(e)) : e ∈ E}, were known, then
the proofs of Theorems 2.1 and 2.2 show that the multicast
capacity ofN is no greater than the multicast capacity of every
network Np,. For any fixed Np,, the multicast capacity of
Np, equals the network’s min-cut by [2]. Thus
C ≤ min

mincut(Np,) ≤ max
p
min

mincut(Np,).
For any cut S, hyperedge e, and model choice (e) for e, let
V(S, e, (e)) denote the total capacity of all edges of the model
for channel e corresponding to model choice (e) passing from
nodes in S to nodes in Sc. Then
min

mincut(Np,) = min

min
S∈Ss,T
∑
e∈E
V(S, e, (e))
= min
S∈Ss,T
∑
e∈E
min
(e)
V(S, e, (e))
The following analysis finds min(e) V(S, e, (e)) for each S,
e, and (e). For any cut S and hyperedge e such that V1(e) ⊆
S, there exists a model choice (e) for which V(S, e, (e)) =
0. For any cut S and hyperedge e for which V1(e) ⊆ S
and |V2(e) \ S| = 1, V(S, e, (e)) equals I(XV1(e);Y V2(e)\S)
for one model of e and I(XV1(e);Y V2(e)) for the other;
thus min(e) V(S, e, (e)) = I(XV1(e);Y V2(e)\S). Finally, for
any cut S and hyperedge e for which V1(e) ⊆ S and
|V2(e) \ S| = 2, V(S, e, (e)) equals I(XV1(e);Y V2(e)) =
I(XV1(e);Y V2(e)\S) for both choices of (e). Thus
min
(e)
V(S, e, (e)) =
{
I(XV1(e);Y V2(e)\S) if V1(e) ⊆ S
0 otherwise,
which gives the desired result.
The proofs for 2, 3, and 4 apply [18, Theorems 8, 9,and 10]
in arguments similar to those used for 1.
Theorem 3.1 applies network coding results for demand
types where cut-set bounds are tight in networks of noiseless,
point-to-point links. This does not, however, imply tightness
for the noisy networks. Theorem 3.1 is tight for multicast
across deterministic broadcast channels by [9]. It also matches
the multicast capacity bounds of [15], [16]; these bounds may
or may not be tight since existing achievability results employ
side information about the erasure locations. We can bound
the tightness of Theorem 3.1 in general by comparing the
given upper bounds with the corresponding capacities of the
network of lower bounding models from [12]. For example,
when N is a network of memoryless Gaussian channels with
independent noise at the receivers, Theorem 3.1 bounds the
rate region of N using a family of bounds of the form∑
i Ri ≤ maxp minS
∑
e I(X
V1(e);Y V2(e)\S). For each such
upper bound, the following lower bound also applies∑
i
Ri ≥ max
p
min
S
∑
e
[I(XV1(e);Y V2(e)\S)− E(p, S, e)]
by [19, Theorem 4.2], where E(p, S, e) = 0 if V2(e) \ S = ∅
or |V2(e)| = 1 and 1/2 otherwise. (The same theorem gives
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Fig. 3. The multiple unicast network evaluated in Lemma 3.2.
corresponding bounds for networks containing multiple access
channels and broadcast channels with dependent noise at their
receivers.) Thus for Gaussian channels with independent noise,
each bound in Theorem 3.1 differs from the true capacity by
at most ko/2, where ko ≤ |E| is the number of broadcast
channels contributing to each worst-case cut.
Note that application of cut-set bounds directly to the noisy
network generally gives looser bounds than those found in
Theorem 3.1. Given a cut S, the looseness in the cut-set
bound for S on N arises in part from the potential dependence
between the inputs to distinct channels traversing from S to
Sc. This dependence may result from statistical dependence
in the noise between distinct receivers of a broadcast channel
or from shared information received from other nodes.
A variety of techniques are available for bounding capacities
of networks of noiseless links when cut-set bounds are not
tight (e.g., [3], [5]). Since the bounds are complex, Lemma 3.2
bounds capacity for a specific multiple unicast problem rather
than giving a general form bound. The given example, which
modifies an example from [3] from a network of noiseless,
point-to-point links to a network of broadcast channels with
dependent receiver noise, shows that the difference between
the resulting bounds and the traditional cut-set bounds can be
arbitrarily large. We here employ the noiseless bit-pipe models
of Theorems 2.1 and 2.2 and then bound the capacities of the
underlying network using an argument like that in [3].1 For
the sake of concreteness, we pose the problem as a network
of Gaussian broadcast channels. We note, however, that the
technique applies equally well to other symmetric broadcast
channels and does not rely on the specific channel model.
Lemma 3.2: Consider the network of noisy broadcast chan-
nels with V = {1, . . . , 3n+1} and E = {e1, . . . , e2n} shown
in Figure 3. Each hyperedge e ∈ E is a two-receiver Gaus-
sian broadcast channel with power constraint P . The noise
observed at the two receivers has variance N1 = N2 = N
and correlation coefficient ρ = 0. If each node u ∈ {1, . . . , n}
transmits an independent unicast to its terminal v = 2n+u at
1A bounding tool similar to that of [3] that applies to some networks
with broadcast transmissions, interference receptions, and independent vertex
noise appears in [10]. Lemma 3.2 violates that paper’s independent vertex
noise assumption. Nonetheless, in his (explicitly self-identifying) review of
this paper, the first author of [5] claims that the method of [5] can also be
used to derive the upper bound in Lemma 3.2. The author has not verified
that claim.
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Fig. 4. A model for the network in Figure 3.
rate R, then the optimal achievable rate satisfies
R = C/n,
where C = (1/2) log(1+P/N). Applying the cut-set approach
of [1] on network N gives minimal outer bound R ≤ C/2.
Proof. Consider the model shown in Figure 4. Channel en is
replaced by a model from Figure 2 while all other channels are
replaced by models from Figure 1. The model for channel en
introduces an extra node to the network, here labeled 3n + 2.
Fix the network size parameter n. For any achievable rate R,
there exists a multiple unicast code for the given network that
reconstructs each message W (i,2n+i) with error probability
that can be made arbitrarily small for code blocklength suffi-
ciently large. Fix such a code. Let Ue specify the information
traversing edge e using this code, and let U
def
=U[3n+2,n+1]. We
first show that for every edge e in the bounding network, we
can reconstruct Ue from U with probability approaching 1.
We visit nodes n+i, 2n+i, and 3n+i for i increasing from
1 to n, sequentially showing that the inputs – and therefore
the outputs – of each node can be reconstructed from U with
probability approaching 1. The only input to node n+1 is U ,
thus U[n+1,n+2] and U[n+1,2n+1] are deterministic functions
of U . Node 2n + 1 has only one input, thus Wˆ (1,2n+1) and
U[2n+1,n+2] are deterministic functions of U[n+1,2n+1] and
therefore of U . At node 1, U[1,2] and U[1,n+2] are determin-
istic functions of W (1,2n+1), which equals Wˆ (1,2n+1) with
probability approaching 1; thus we can reconstruct U[1,2] and
U[1,n+2] from U with probability approaching 1. Continuing
this argument for nodes n+ i, 2n+ i, i, for each subsequent i
shows that all n messages W (i,2n+i) can be reconstructed with
probability approaching 1 using only U . Thus nR is bounded
by the capacity of edge [3n + 3, n + 1], which is at most
C = (1/2) log(1+P/N) by Theorem 2.2. Operating broadcast
channels e1, . . . , en at rate point (C, 0) and en+1, . . . , e2n at
rate point (n−1
n
C, 1
n
C) (which is achievable by a time-sharing
argument) and routing over the resulting asymptotically loss-
less network achieves the desired bound.
For the cut-set bound, fix any cut S and k ≥ 2. Let 1 ≤
v1 < v2 < · · · < vk ≤ n be the sources separated from their
sinks by S (i.e., (vi, 2n + vi) ∈ S × Sc). For each i < k,
the path (vi, n + vi + 1, n + vi + 2, . . . , n + vi+1, 2n + vi+1)
must cross at least once from S to Sc. Since these paths are
disjoint, the cut across S bounds kR by a value no less than
(k − 1)C. The resulting bound is minimized when k = 2.
IV. CONCLUSION
This work derives a collection of network capacity bounds
using point-to-point noiseless models derived in prior work.
The results demonstrate the usefulness of equivalence tools,
which facilitate bound derivation for noisy networks. The
results are tight for some examples. Methods for quantifying
bound accuracy are available for others. Finding the precise
error in general may be difficult since even the capacity of a
single broadcast channel remains unsolved. When the bounds
are not known to be tight, bounds on their accuracy can be
derived.
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