Methods based on hypothesis tests (HTs) in the Haar domain are widely used to denoise Poisson count data. However, facing large datasets or real-time applications, Haar-based denoisers have to use the decimated transform to meet limited-memory or computation-time constraints. Unfortunately, for regular underlying intensities, decimation yields discontinuous estimates and strong "staircase" artifacts. In this paper, we propose to combine the HT framework with the decimated biorthogonal Haar (Bi-Haar) transform instead of classical Haar. It is shown that the Bi-Haar coefficients converge asymptotically to Haar coefficients in distribution as the transform scale increases. The convergence rate also increases with the data dimension. Thus, we are allowed to directly apply the Haar-based HTs to Bi-Haar coefficients, especially when processing high-dimensional large datasets. By doing so, we benefit from the regular Bi-Haar filter bank to gain a smooth estimate while always maintaining a low computational complexity. The efficiency of this method is also illustrated on an example of hyperspectral-source-flux estimation.
Introduction
Astronomical data analysis often requires Poisson noise removal [1] . This problem can be formulated as follows: we observe a discrete dataset of counts v = (v i ) i∈Z q where v i follows a Poisson distribution of intensity λ i , i.e. v i ∼ P(λ i ). Here we suppose that v i 's are mutually independent. The denoising aims at estimating the underlying intensity profile Λ = (λ i ) i∈Z q from v.
A host of estimation methods have been proposed in the literature (see the reviews [2] [3] and their citations), among which an important family of approaches based on hypothesis tests (HTs) is widely used in astronomy [4, 5] [6] . These methods rely on Haar transform and the HTs are applied on the Haar coefficients to control a user-specified false positive rate (FPR). When working with large datasets or real-time applications, the decimated Haar transform is generally required to meet limited-memory or computationtime constraints. This is even more true when processing astronomical hyperspectral data, which are usually very large in practice. Unfortunately, for regular underlying intensities, decimation yields discontinuous estimates with strong "staircase" artifacts, thus significantly degrading the denoising performance. Although [7] and [8] attempted to generalize the HTs for wavelets other than Haar, [7] is more computationally complex than Haar-based methods, and [8] adopts an asymptotic approximation which may not allow reasonable solutions in low-count situations.
In this paper, we propose to combine the HT framework with the decimated biorthogonal Haar (Bi-Haar) transform. It will be shown that the Bi-Haar coefficients converge asymptotically to Haar coefficients in distribution as the transform scale increases. We will also see that the convergence rate increases with the data dimension q. This implies that we are allowed to directly apply the Haar-based HTs to Bi-Haar coefficients, especially when processing high-dimensional large datasets. By doing so, we benefit from the regular Bi-Haar filter bank to gain a smooth estimate. This approach even exhibits a performance comparable to the more time/space-consuming translationinvariant Haar (TI Haar or undecimated Haar) denoising in some of our experiments. Our method is also applied to source-flux estimation in astronomical hyperspectral data.
The paper is organized as follows. We begin with the review of the wavelet individual and multiple HTs in Section 2, and then Bi-Haar domain HT is presented in Section 2.3. Section 2.4 details some thresholding operators implementing individual tests. The final denoising algorithm is summarized in Section 2.5, and the numerical results are shown in Section 3. We conclude in Section 4, and the mathematical details are deferred to the appendices.
Hypothesis testing in the wavelet domain
Wavelet domain denoising can be achieved by zeroing insignificant coefficients while preserving significant ones. We detect significant coefficients by applying a binary HT on each wavelet coefficient d:
Note that since any wavelet has a zero mean, if d comes from a signal of constant intensity within the wavelet support, then d ∈ H 0 .
Individual and multiple hypothesis testing
Individual HTs are carried out in a coefficient-by-coefficient manner. First, the user pre-specifies a FPR in the wavelet domain, say α. Then the p-value of each coefficient p i is calculated under the null hypothesis H 0 . Finally, all the coefficients with p i > α will be zeroed.
If we desire to control global statistical error rates, multiple HTs should be used. For example, the Bonferroni overconservative correction controls the probability of erroneously rejecting even one of the true null hypothesis, i.e., Family-Wise Error Rate (FWER). To upper bound FWER by α, the same individual-testing procedure is performed as above but with FPR set to α/N , where N is the number of wavelet coefficients. Alternatively, one can carry out the Benjamini and Hochberg procedure [9] to control the false discovery rate (FDR), i.e., the average fraction of false detections over the total number of detections. The control of FDR has the following advantages over that of FWER: 1) it usually has a greater detection power; 2) it can easily handle correlated data [10] . The latter point allows the FDR control in non-orthogonal wavelet domains. Minimaxity of FDR has also been studied in various cases (see [11] [12] for details).
p-value of wavelet coefficients under H 0
Both individual and multiple tests need to compute the p-value of each wavelet coefficient under H 0 . Although the probability density function (pdf ) of a H 0 -coefficient is derived [7] , this pdf has no closed form for a general wavelet. Thus the p-value evaluation in practice is computationally complex.
To obtain distributions of manageable forms, simple wavelets are preferred, such as Haar. To the best of our knowledge, Haar is the only wavelet yielding a closed-form pdf, which is given by [13] (n ≥ 0): Pr(d = n; λ) = e −2λ I n (2λ), where d = X 1 − X 2 , X 1 , X 2 ∼ P(λ), and I n is the n-th order modified Bessel function of the first kind. For negative n, the probability can be obtained by symmetry. The tail probability (p-value) is given by [14] :
where χ 2 (f ) (∆) is the non-central chi-square distribution with f degrees of freedom and ∆ as non-centrality parameter.
Bi-Haar domain testing
Haar wavelet provides us with a manageable distribution under H 0 . But due to the lack of continuity of Haar filters, its estimate can be highly irregular with strong "staircase" artifacts when decimation is involved.
To solve this dilemma between distribution manageability and reconstruction regularity, we propose to use the Bi-Haar wavelet. The implementation filter bank (with a normalizing parameter c) is [1] :
where (h, g) and (h,g) are respectively the analysis and synthesis filter banks. For comparison, the Haar filter bank is
It follows that the synthesis Haar scaling function is discontinuous while that of Bi-Haar is almost Lipschitz [15] [16] . Hence, the Bi-Haar reconstruction will be smoother. Furthermore, the following theorem shows that Bi-Haar coefficients converge asymptotically to Haar coefficients. Theorem 1 Let d bh j and d h j denote respectively the Bi-Haar and Haar coefficients at scale j. For any dimensional data, if c > 1 then:
In the one-dimensional (1D) case, Proposition 2 provides an upper-bound for the convergence rate of (2) in terms of the deviation on the cumulative distribution functions (cdf ). We note the cdf of D j (by (A.1) and (1)):
-(Asymptotic uniform bound) If c > 1, then (4) holds with α k = O j→+∞ (j) in (5) .
The proof of Theorem 1 in Appendix A also implies that the convergence rate increases as q becomes higher. Theorem 1 and Proposition 2 justify that for c > 1, the p-value of Bi-Haar coefficients can be approximated by that of Haar, i.e., by (1).
Thresholds for individual tests
For individual tests controlling the FPR, the HTs can be implemented by thresholding operators. In other words, one can find t j such that Pr(|d bh j | ≥ t j |H 0 ) = α where α represents the controlled FPR. Owing to the results in Section 2.3, we can now consider the Haar case and the derived t j will be directly applicable for Bi-Haar coefficients. We point out that to simplify the presentation, t j is supposed to be scale-dependent only, but scale and location-dependent thresholds can be derived using the same procedure presented below.
2.4.1. CLTB threshold [4, 8, 5, 6] The Haar coefficient can be written as d h j = 2 −cjq (X 1 − X 2 ) where X 1 , X 2 ∼ P(λ j /2) are independent. It follows from (1) that:
where
is a central chi-square variable and Z ∼ N (0, 1). Here, two stages of approximation are used: 1) the non-central chi-square distribution is first approximated by a central one (6) [17]; 2) the central chi-square variable is then approximated by a normal one (7) using the central limit theorem (CLT). t j is thus called the CLT-based (CLTB) threshold. Consequently, it remains to solve the equation (7) = α/2, and the solution is given by:
where z α/2 = Φ −1 (1 − α/2), and Φ is the standard normal cdf. Universal threshold can also be obtained by setting z α/2 = 2 ln N j in (8) where N j is the total number of coefficients in one band at scale j.
FAB threshold
An improvement of CLTB threshold can be achieved by replacing (7) with an approximation of faster convergence, e.g., the following one proposed by Fisher [18] :
Therefore, (7) is changed to:
Let us denote:
It remains to solve G(m j ) = z α/2 , which leads to a quartic equation in m j :
The final Fisher-approximation-based (FAB) threshold t j is obtained from m * j , the solution of (12) . Owing to the following results, we do not need to write out the explicit expression of m * j , which could be rather complex: Proposition 3 The feasible condition for m j is given by (13) , and the feasible solution m * j exists and is unique.
Proposition 3 implies that we can use any numerical quartic-equation solver, e.g. Hacke's method [19] , to find the four solutions of (12) . One and only one of the solutions will satisfy (13) , which is m * j . The universal threshold can also be derived in the same way as in the CLTB case.
Summary of the denoising algorithm
Note that the thresholds t j (more generally the p-value of d h j ) depend on the background rate at scale j (i.e. λ j ). Without any prior knowledge, it can be estimated by the values of the approximation coefficients at scale j + 1 (i.e. a j+1 ). Here, the wavelet denoising should be carried out in a coarse-to-fine manner, outlined as follows: Reconstruct a j−1 by inverse Bi-Haar transform 6: end for 7: Positivity projection:Λ = max(a 0 , 0)
Results

Haar vs. Bi-Haar denoising for regular intensities
To compare Haar and Bi-Haar denoising for regular intensities, we generate noisy signals from the "Smooth" function [2] (see Fig.1(a) ) and measure the Normalized Mean Integrated Square Error (NMISE) per bin from the denoised signals. The NMISE is defined as:
Note that the denominator λ i plays the role of variance stabilization in the error measure. Fig.1(a) shows the denoising examples given by Haar, Bi-Haar and TI Haar estimations, where FDR tests are applied. The original intensity function is scaled to cover a wide range of intensities, and Fig.1(b) compares the NMISEs (measured from 100 replications) of the three estimators as functions of the underlying peak intensity.
It can be seen that the Bi-Haar estimate is much more regular than the Haar one, and is even almost as good as TI Haar at every intensity level under the NMISE criterion.
This surprising performance is gained with the same complexity as in the Haar denoising, i.e., O(N ) only, as opposed to O(N log N ) in the TI Haar case. 
Source-flux estimation in astronomical hyperspectral data
We apply our method to source-flux estimation in astronomical hyperspectral images. A hyperspectral image v(x, y, ν) is a "2D+1D" volume, where x and y define the spatial coordinates and ν indexes the spectral band. Each bin records the detected number of photons. As the three axes of our data have different physical meanings, we are motivated to apply a "2D+1D" wavelet transform instead of using the classical 3D transform. That is, we first carry out a complete 2D wavelet transform for spatial planes, and then a 1D transform along the spectral direction. We use j xy and j ν to denote the j-th spatial scale and the j-th spectral scale, respectively. It can be shown that the convergence result (2) still holds as j xy and j ν increase. Hyperspectral data in practice can be very large, implying that fast denoising is only possible with decimated transforms (the execution time of the example below on a P4 2.8GHz PC is 13s for our Bi-Haar denoising, i.e., more than 50 times faster than the TI Haar denoising (688s)). Let alone the memory space required by the TI transform.
Our simulated data contain a source having a Gaussian profile. The source amplitude A ν decreases from 2 to 10 −4 as ν increases. One example band is shown in Fig.2(a) . The observed counts is presented in Fig.2(d) . The denoising results using Haar and Bi-Haar transforms are respectively shown in Fig.2(b) and (e). Here, the FAB thresholding is applied. Fig.2(c) illustrates the estimation smoothness gained by Bi-Haar by comparing a line profile of the estimated source from different methods. In hyperspectral imaging, the source flux S(ν) is an important quantity, which equals to the integral of the source intensity over its spatial support at band ν. 
Conclusion
In this paper, we proposed to combine the HT framework with the decimated Bi-Haar transform instead of the classical Haar for denoising large datasets of Poisson counts. We showed that the Haar-based HTs can be directly applied to Bi-Haar coefficients. By doing so, we benefit from the regular Bi-Haar filter bank to gain a smooth estimate with no "staircase" artifacts, while always maintaining a low computational complexity. This approach could be extended in the future to fast deconvolution of Poisson data.
Appendix A. Proof of Theorem 1
The following lemma is needed, which can be proven using Lévy's continuity theorem.
Lemma 4 κ n,p and κ 0,p denote the p-th cumulant of (X n ) n≥1 and of X 0 respectively.
If sup p≥1 |κ n,p − κ 0,p | → 0 as n → ∞, then X n D → X 0 . We will now prove Theorem 1.
Appendix C. Proof of Proposition 3 PROOF. The facts that G(m j ) = z α/2 , z α/2 > 0, 2f − 1 ≥ 0, m j > 0 and λ j ≥ 0 show (13) .
Next, when the equality in (13) holds, we have:
The existence and uniqueness of the feasible solution follow from the fact that G is a strictly increasing function under (13) , and that G(m j ) → +∞ as m j → +∞.
