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Abstract 
This technical report is concerned with one aspect of environmental monitoring—the 
detection and analysis of acoustic events in sound recordings of the environment. 
Sound recordings offer ecologists the potential advantages of cheaper and increased 
sampling. An acoustic event detection algorithm is introduced that outputs a compact 
rectangular marquee description of each event. It can disentangle superimposed 
events, which are a common occurrence during morning and evening choruses. Next, 
three uses to which acoustic event detection can be put are illustrated. These tasks 
have been selected because they illustrate quite different modes of analysis: (1) the 
detection of diffuse events caused by wind and rain, which are a frequent contaminant 
of recordings of the terrestrial environment; (2) the detection of bird calls using the 
spatial distribution of their component events; and (3) the preparation of acoustic 
maps for whole ecosystem analysis. This last task utilises the temporal distribution of 
events over a daily, monthly or yearly cycle. 
. 
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I. INTRODUCTION 
The work described in this technical report is part of an ongoing project to provide 
helpful web tools for ecologists—tools that apply information and computational 
technologies to all aspects of the acoustic environment. The goal is to provide both 
simple tools (access to recordings and sonograms) as well as higher level tools (the 
detection of acoustic events, or vocalisations using predefined templates). Higher 
level analysis is required because listening to hundreds of hours of recording becomes 
a physical impossibility. Our website and its tools are located at 
<http://www.mquter.qut.edu.au/Sensor/> (date last viewed 23/11/2009) and have been 
described in Mason et al. (2008a, 2008b). 
 
A common approach to acoustic analysis is to segment a recording into temporal 
signal and background noise using an appropriate noise model (Rickwood, 2008). In 
our work, the recording is first converted to a sonogram using short-time FFTs, and 
then the sonogram is segmented into 2D acoustic events. We define an acoustic event 
as a localised region of high intensity in a sonogram. An acoustic event should map to 
a single generating source but typically one source (e.g., a bird call) maps to multiple 
events, either contemporaneous harmonics or sequential syllables or both. Note that 
our definition differs from those in Temko et al. (2006) and Zhuang et al. (2008), for 
whom an acoustic event is defined in terms of its source. 
 
In this technical report, we demonstrate three uses to which Acoustic Event Detection 
(AED) can be put. These tasks have been selected because they illustrate three quite 
different modes of analysis. (1) The detection of diffuse events caused by wind and 
rain, a frequent contaminant of recordings of the terrestrial environment. This task 
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depends on extracting features which describe the acoustic content of events. (2) The 
detection of bird calls using recognition of event patterns. This task utilises only the 
spatial relationships between nearby events and not the content of those events. (3) 
The preparation of acoustic maps for whole ecosystem analysis. This task utilises the 
temporal distribution of events over a daily, monthly or yearly cycle. 
 
II. METHODS 
In this study, the acquisition and analysis of environmental acoustics broadly consists 
of three steps: (1) the deployment and management of sensors; (2) the acquisition of 
signals and their transfer to a central server; and (3) signal analysis to determine the 
distribution of the acoustic content. The detail of the first two steps has previously 
been described in (Mason, 2008b), so we present only a summary here. This report is 
primarily concerned with the third step. Our public website, 
<http://www.mquter.qut.edu.au/Sensor/>, is available to facilitate the listening to and 
tagging of recordings and to view sonograms.  
 
A. The environmental sensors 
The sensors used in this study consist of mobile smartphones placed in waterproof 
containers. A microphone cable, attached to each phone, extends from its container. 
Smartphones have a number of advantages as sensors. They are powerful enough to 
record, compress and store audio data and to drive a 3G radio. They are 
programmable and remotely controllable, so that problems can be corrected from the 
laboratory. Yet they are also cheap enough for potential large scale deployment. We 
deploy the phones in two modes. In the first mode, where the sensor is intended to be 
kept in the field unattended for extended periods, the phone batteries are recharged by 
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an accompanying solar panel and the phones are programmed to send their 
accumulated recordings back to a central server using the 3G network, where this is 
available. By this means, we have been able to maintain a sensor in the field 
unattended for up to six months. This mode of deployment has some disadvantages 
however. It is not useful under dense cloud or vegetation where shade prevents solar 
recharge. Secondly the solar panel is conspicuous, giving rise to security issues and 
thirdly, remote parts of Australia do not have 3G coverage. Therefore we have found 
it useful to implement a second mode of deployment where the phones are essentially 
treated as data-loggers. The phone batteries are supplemented by larger external 
batteries and recordings are stored in the phone until it is retrieved. In this mode, the 
sensor boxes are small and therefore easily concealed. Depending on the recording 
protocol, they are good for two to three weeks of recording before they need to be 
retrieved. Although several different phone models were used for this work, the 
acoustic sensitivity of the sensors was not calibrated because background noise 
removal (to be described below) normalised the data sufficiently for the comparisons 
made. 
 
B. The Recording Sites 
Recordings were obtained from five sites, selected so as to offer different degrees of 
‘naturalness’ versus urban development: (1) a Brisbane city location where the 
microphone was suspended some 10 meters above the pavement of a busy CBD 
street; (2) an edge of city nature reserve located about one kilometre from a major 
motorway and two kilometres from an international airport; (3) the Samford 
Ecological Research Facility (SERF) located 20 kilometres north-west of Brisbane 
CBD; (4) a nature reserve 100km north of Brisbane; and (5) a national park located on 
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St Bees Island off the east coast of Australia. This last deployment was part of a koala 
research program (FitzGibbon, 2009). 
 
C. Signal Acquisition and Processing 
All recordings were sampled at 22,050 Hz and a bit rate of 16. They were stored in 
wav format. In order to generate a sonogram, the audio signal was divided into frames 
of 512 samples (23.2ms), overlapping by 50% (11.6ms). A Hamming window 
function was applied to each frame prior to performing a Fast Fourier Transform 
(FFT), which yielded amplitude values for 256 frequency bins, each spanning 43.07 
Hz. The spectrum was smoothed with a moving average window of width three. The 
amplitude values (A) were converted to decibels (dB) using dB = 20.log10(A). Note 
that at this stage in the analysis, the dB values are with respect to a hypothetical signal 
having unit amplitude in each frequency bin. 
 
D. Acoustic Event Detection  
The AED algorithm consists of seven image processing steps applied to the sonogram 
( 
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Figure 1). The first consideration for acoustic event detection in environmental 
recordings must be the treatment of background noise. The problem is not trivial 
because there is a great variety of noise and because the term itself is ambiguous. 
Noise might be defined, by analogy to weeds, as sounds present where they are not 
wanted! Here we assume only continuous background noise, such as might come 
from the rustling of leaves or distant traffic. It should be re-emphasised that we 
performed noise reduction on the two dimensional sonogram and not on the audio 
recording.  
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1. Wiener Filtering 
In the first step, we applied a Wiener filter (Matlab wiener2.m (Lim, 1990)) to the 
sonogram image. A 5 x 5 pixel window was found to offer a satisfactory compromise 
between removal of background graininess and blurring of acoustic events. Wiener 
filtering helped to reduce the number of very small randomly distributed acoustic 
events appearing in the final output. 
 
2. Noise Reduction 
The power of environmental noise typically declines with increasing frequency. 
Rather than assuming a standard pink noise model, we estimated the modal noise 
power in each of the 256 frequency bins for each recording, using a modified version 
of the adaptive level equalisation algorithm originally used for end-point detection in 
speech recordings (Lamel, 1981). For each frequency bin (row of sonogram pixels):  
1. Compute a histogram of the decibel intensity values. The histogram bin width 
equals one decibel, so the number of histogram bins is data dependent. 
2. Smooth the histogram. (N-point averaging, N = 11). 
3. The modal noise intensity is located at the maximum bin in the lower half of the 
histogram. This is the point of modification of Lamel et al.’s original algorithm. 
They limit the histogram range to 10 dB above the minimum intensity value, 
which is possible in the context of their noise controlled environment. In our 
case, noise varies between recordings, sensors and sites, so we are obliged to use 
a data dependent upper limit. 
4. Subtract the modal noise intensity from all values in the frequency bin. Negative 
decibel values are preserved. 
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Adaptive level equalisation has the effect that during silence, the power in a frequency 
bin fluctuates around 0 dB but during an acoustic event it is considerably higher. Thus 
it becomes possible to define a single absolute threshold (in dB) for the detection of 
an acoustic event that spans any number of frequency bins.  
 
Our approach assumes that in a 30–60 second recording interval, each frequency bin 
contains sufficient frames without signal in order to estimate the modal noise intensity 
for that bin. This condition cannot be defined more precisely since the required 
sufficiency of noise pixels depends on the distribution of signal intensity pixels. In 
practice we found that most bio-acoustic recordings permit accurate estimates of the 
modal background noise, except in frequency bins where an insect calls continually, 
such as sometimes happens during a morning or evening chorus.  
 
A typical background noise profile is shown in  
Figure 2. The peak at 8 kHz is due to a chorus of crickets. Smoothing the profile is 
essential in order to eliminate unwanted banding in the noise reduced sonograms. The 
power drop-off above 8-9 kHz is a result of filtering in the mobile phone used as the 
sensor. The drop-off is not a problem in this study because there is little biological 
activity above this level that is essential to capture, crickets at 9 kHz being the highest 
narrow band calls encountered. Furthermore, identification of bird calls can be 
achieved without capturing the highest harmonics, which in any case tend to drop out 
at a distance. 
 
3. Conversion to binary spectrogram 
Detection of acoustic events is achieved by application of a single intensity threshold 
to the entire noise reduced sonogram. Black pixels are used to represent events and 
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white to represent no activity. The intensity threshold is a user defined parameter and 
typically ranges from 7-9 dB, which is consistent with values quoted in the literature 
(Brandes, 2008).  
 
4. Rejoining broken events 
A single threshold may break up low intensity acoustic events. We address this 
problem by joining event pixels that are separated from each other by N or fewer 
pixels in the vertical or horizontal directions. By default, N = 1. 
 
5. Identifying acoustic events 
This step places a rectangular marquee around the outer limit of each acoustic event, 
where an event is defined as any group of contiguous black pixels in a white 
background. We use the Matlab function, bwboundaries.m.  
Figure 3(b) illustrates the output. 
 
6. Separating incorrectly joined events 
The previous steps will incorrectly join acoustic events that overlap, but which, to 
both ear and eye, are due to separate sources. A typical example is illustrated in  
Figure 4. We detect overlapping events by assuming that their pixel area will be 
unusually large, i.e., exceed some ‘large-event’ threshold, Alarge, which is determined 
independently for each sonogram by calculating a histogram of acoustic event areas 
(bin width = 1000 pixels). Alarge was taken as the first local minimum from the right-
hand-side of the histogram, subject to the constraint Alarge ≥ 3000 pixels because, for 
the signal framing parameters used in this study, smaller events could generally be 
attributed to a single source. 
 
For each parent event satisfying the above constraint (e.g.  
Figure 4(a)), we searched first for the presence of a horizontal (rectangular) event and 
then for a vertical (rectangular) event. Each frequency bin of a parent event was said 
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to be part of a horizontal event if its fraction of black pixels exceeded a threshold 
(default value Ehorizontal = 0.2, found to be appropriate by trial and error). The top 
portion of the parent event in  
Figure 4(a) satisfies this criterion but the right-most portion does not. All accepted 
horizontal events ( 
Figure 4(b)) are stored and then removed from the image. The remaining black pixels 
( 
Figure 4(c)) are assigned to vertical events if the fraction of black pixels in any time 
frame exceeds a threshold value (default value Evertical = 0.33). All shorter vertical 
events are discarded. The event in  
Figure 4(c) satisfies this criterion and the two marqueed events are shown in  
Figure 4(d).  
 
This algorithm works well where two or more acoustic events partially overlap. It 
does not work well for events that are highly overlapped or for overlapped diagonal 
events (i.e., frequency modulated events). The advantage of our algorithm is that it 
requires minimal prior knowledge of the events to be disentangled, assuming only that 
the events can be adequately summarised by a rectangular marquee. It becomes much 
more difficult to disentangle significantly overlapped events without additional prior 
knowledge of the properties of those events. 
 
7. Removal of small events 
The final stage of acoustic event detection is to cull small area events. These are 
interpreted as random and unexplained events that probably escaped the Wiener filter 
and noise reduction steps. Once again we employed the image dependent threshold 
approach. We constructed a ten-bin histogram of all event areas smaller than a user 
defined limit, PSmall-Limit. The default limit (appropriate for the signal framing 
parameters used in this study) was PSmall-Limit = 200 pixels because visual inspection 
showed that larger events could usually be given a meaningful interpretation. The 
small area threshold was determined as the first minimum from the left-hand-side of 
the histogram. All events with a smaller area were culled.  
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Parameters 
The AED algorithm requires the user to set a number of tuning parameters for optimal 
results. Obviously the algorithm’s utility depends on its output not being overly 
sensitive to small variations in parameter values. For this reason, the more important 
thresholds were derived from data dependent histograms. In our experience (with 
sonograms derived using the framing parameters described in Section II.C.), the 
default values described above produce satisfactory results. Two parameters however 
must remain under user control; the intensity threshold applied at step 3 and PsmallLimit 
applied at step 7. The intensity threshold determines the minimal intensity of detected 
events - the lower the threshold, the more events are detected. A suitable range is 3–9 
dB, the lower end being close to the minimum detectible event above background 
noise. As the intensity threshold increases, events become smaller and fewer in 
number. Conversely as the intensity threshold decreases spurious events will be 
detected arising from background noise. Therefore a compensating ‘small event’ 
parameter is required to remove small area events. A default value of PsmallLimit = 200 
pixels was mostly satisfactory for our purposes but for the Ground Parrot detection 
task, described below, it was necessary to set PsmallLimit = 100 pixels. 
 
III. WIND AND RAIN DETECTION 
Wind and rain are frequent ‘contaminants’ of environmental acoustics. There are two 
reasons why automated detection of these might be useful. Firstly, in most cases the 
user will want to recognise and discard these events in order to reduce subsequent 
storage and computation. Secondly, although wind and rain can be detected using 
meteorological instruments, hardware security is a problem in many locations—
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indirect evidence of wind and rain could help to interpret other features of a 
recording. 
 
We approached wind and rain detection as classification tasks, whose solution 
requires finding a suitable set of features and an appropriate classifier. Sonograms 
were subjected to the first two image processing steps (see  
 
 
Figure 1) in order to remove noise. Portions of each sonogram, corresponding to 
previously determined acoustic events, were then extracted. 
 
A. Detection of Wind Events 
Wind events (e.g.,  
Figure 5(a)) are found in the low frequency range. For training and test data we 
extracted all events whose minimum and maximum frequencies were <500 Hz and <2 
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kHz respectively. Events had to be longer than one second for reliable tagging but the 
extracted features are independent of event duration and therefore it is possible to use 
the trained classifier to label events shorter than one second. We explored a range of 
event features and adopted four; two describing the distribution of acoustic intensity 
and two describing acoustic entropy.  
 
Feature 1: The mean pixel intensity is calculated for each frequency bin in the event. 
Feature 1 is the difference, in decibels, between two mean intensity values—the 
maximum intensity value for any frequency bin located below 500Hz and the 
minimum intensity value for any frequency bin located above the location of the 
maximum (see  
Figure 5(b)). The difference between these two intensities is greater for wind events 
than for non-wind events. 
 
Feature 2: Is the difference, in Hertz, between two frequency values—the frequency 
at which the maximum mean intensity is located and the frequency at which the 
minimum mean intensity is located ( 
Figure 5(b)). The frequency difference is greater for wind events. 
 
Feature 3: An entropy value, derived from pixel intensity values, is calculated for 
each frequency bin. Feature 3 is the difference between two entropy values—the 
minimum entropy value for any frequency bin located below 500Hz and the 
maximum entropy value for any bin above the location of the minimum (see  
Figure 5(c)). The difference between these two entropy values is greater for wind 
events than for non-wind events. 
 
Feature 4: Is the difference, in Hertz, between two frequency values—the frequency 
at which the maximum entropy is located and the frequency at which the minimum 
entropy is located ( 
Figure 5(c)). The frequency difference is greater for wind events. 
A classifier was trained with 142 ‘wind’ and 142 ‘not-wind’ events using Matlab’s 
classify.m class. ‘Not-wind’ events included low frequency rumbling due to 
traffic and aircraft. Best results on a test set of 383 ‘wind’ events and 243 ‘not-wind’ 
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events were obtained with a linear classifier. The error rate (defined as false positive 
rate plus false negative rate) was 13.6% (Table I). 
 
B. Detection of Rain Events 
The selected rain events consisted of heavy canopy rain. In particular, they excluded 
light rain and drizzle. During canopy rain, broadband percussive effects arise from the 
striking of large rain drops on surfaces near the microphone (e.g.,  
Figure 6(a)). For training and test data we extracted all events whose minimum and 
maximum frequencies were >1 kHz and >8.5 kHz respectively and whose band width 
was greater than 2 kHz. Reliable tagging required events of duration longer than three 
seconds but once again, the extracted features are independent of event duration (for 
events longer than approximately 0.5 seconds) and therefore it is possible to use the 
trained classifier to label events shorter than three seconds. The following three 
features were found to offer reasonable detection accuracy. Two describe acoustic 
intensity and the third describes acoustic entropy.  
 
Feature 1: The selected canopy rain events included discernible raindrops which left 
a trace of about ten intensity peaks per second ( 
Figure 6(b)). Feature 1 was the mean interval in seconds between the intensity peaks. 
 
Feature 2: The difference between the minimum and maximum raindrop interval  
Figure 6(b). The difference is less for canopy rain events. 
 
Feature 3: Observation revealed that canopy rain events have higher entropy values 
in the 8.5-10.5 kHz frequency bins than do non-rain events. Therefore feature 3 was 
the mean entropy value of frequency bins in the range 8.5–10.5 kHz ( 
Figure 6(c)). 
 
Canopy rain events were extracted from recordings taken at five different locations in 
Queensland, Australia. To prepare training and test data we selected all events which 
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satisfied the above constraints. A user listened to the events and classified each as 
‘rain’, ‘not-rain’ or ‘not-sure’; events needed to be longer than 3 seconds to make 
human classification reliable and even so, many events were classed as ‘not-sure’, 
particularly when other sounds intruded, such as traffic. Consequently there was less 
data for training and testing purposes than for the wind classifier. Non-rain events 
primarily consisted of percussive sounds resulting from construction and human 
activity. A classifier was trained with 54 ‘rain’ and 52 ‘not-rain’ events using 
Matlab’s classify.m function and was tested on 19 ‘rain’ and 14 ‘not-rain’ events. 
The Linear classifier provided the best results in terms of both training and test error 
rates (Table I). 
 
Successful classification often depends more on finding the appropriate features for a 
task than on the sophistication of the classifier. Given a set of appropriate features, a 
linear classifier is often good enough. Such is the case in these two tasks where a 
linear classifier was the best (of those offered in the Matlab function) at separating the 
two classes. Clearly the rain event task is the more difficult of the two, both for 
humans and for the machine classifier. Indeed, the poorer performance of the rain 
classifier was probably in part due to the prior inaccurate tagging of events. 
C. Use of Acoustic Events for Call Detection 
It is known that the performance of MFCC features is degraded in the presence of 
noise and simultaneous acoustic events. An alternative approach is available where 
the calls to be recognised consist of a sequence of distinct and separated syllables. In 
such cases, a vocalisation can be modelled as a 2D pattern of events which can be 
recognised even when other events contaminate the acoustic environment. We 
illustrate the approach with Ground Parrot (Pezoporus wallicus) vocalisations. 
 17 
 
In fact the motivation for this approach involves more than the difficulties posed by 
noise. The usual MFCC-HMM approach could not work for this particular task for a 
number of reasons. (1) HMMs require more training and testing instances than were 
available. In this example we used a single call instance to derive a template. (2) 
Ground parrots tend to call in pairs resulting in overlapped calls. This reduces the 
availability of training data and the suitability of MFCC features. (3) The Ground 
Parrot calls to be recognised were not located in exactly the same frequency band, 
once again reducing the suitability of MFCC features. 
 
The recognition algorithm described here has the following advantages. (1) It is quite 
general for calls that display a consistent and characteristic pattern of events. The 
distribution of energy inside the events is not required. At least for this problem, the 
description of events by their four bounds reduces model dimensionality and therefore 
the probability of over-fitting due to the single training example. No doubt in other 
applications, additional features derived from event content would be helpful. (2) The 
method is robust to noise and the presence of interfering events. (3) The call can be 
located in any frequency band as long as the pattern of events is preserved. Obviously 
this approach will not work for calls consisting of a single acoustic event. 
 
In the following description of the method, it is assumed that the acoustic events have 
been recognised in all relevant recordings. For this work, a low event threshold of 3 
dB (above background noise) was employed because many of the calls were faint.  
1. Marquee the call (consisting of multiple events) that is to be used as a template. 
Due to the structure of the Ground Parrot call (see Figure 7(a)), the marquee was 
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placed so that its bounds coincided with the outer bounds of the first and last 
acoustic events in the call. Ideally it would be better to derive the template from 
an average of multiple calls, but, as demonstrated here, the technique can work 
well with just one representative call. In the example described here, the template 
consisted of 13 short whistles, ascending in frequency (Figure 7(a)). 
2. The template was placed over each acoustic event in the recordings to be scanned 
(hereafter referred to as the ‘test’ events). To limit unnecessary computation, only 
events whose centroid lay within the 3.5-4.5 kHz band were considered. For each 
location, the bottom-left vertex of the template was made to coincide with the 
bottom-left vertex of the selected ‘test’ event. 
3. A score was calculated for the location and assigned to the selected ‘test’ event. 
The score was a measure of the overlap between all the template events and those 
‘test’ events whose centroids fell within the bounds of the template.  
4. For each template event, its fractional overlap with the closest ‘test’ event was 
calculated as: 
Overlap = ½(x/T + x/E) 
where x= the overlapped area (in pixel units), T = the area of the template event 
and E = the area of the ‘test’ event. The overlap fraction lies between 0.0 (no 
overlap) and 1.0 (exact coincidence).  
5. The average overlap of all the events in the template gives rise to a score between 
0.0 (complete mismatch of all events—actually not possible because at least the 
first template event must find some overlap)—and 1.0 (complete coincidence of 
‘test’ and template events). The recall/sensitivity trade-off can be adjusted using a 
threshold in the range [0, 1]. The optimum value for this threshold should be 
derived from an ROC curve and strictly speaking the data required to obtain the 
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ROC curve has the status of training data. The precision and recall rates cited 
below were in fact derived from the ROC curve at a threshold of 0.27—in other 
words, a hit required the template to exceed an average overlap of 27%. 
The template was passed over 6 hours and 45 minutes of recordings which had been 
processed to identify all acoustic events whose content exceeded 3 dB. The recordings 
contained 48 Ground Parrot calls, of which four were excluded from further 
consideration because their intensity was mostly below the 3 dB threshold and barely 
audible above background noise. It should be noted that 1-2 dB is the minimum 
perceptible audible difference (Lüscher, 1951). Precision and recall for the remaining 
44 parrot calls were 86% and 84% respectively. Five of the seven false negatives were 
faint calls where fewer than half the constituent syllables exceeded the 3 dB threshold. 
Five of the six false positives occurred during times of intense acoustic activity due 
either to heavy falling rain or a morning chorus. Figure 7(b) illustrates a portion of 
sonogram containing many acoustic events obscuring a Ground Parrot call which was 
nevertheless correctly identified. Figure 7(c) illustrates a common occurrence of two 
overlapped calls, one bird answering the other.  
The rate of false negatives could be reduced by using microphones with better SNR 
characteristics, for example parabolic microphones, but note that the data obtained for 
this study depended on hiding the recorders in scrub for security reasons. The rate of 
false positives could easily have been reduced by excluding hits found in periods of 
heavy rain, so increasing precision to 97%. This demonstrates the usefulness of 
performing a prior search for rain events. 
 
A criticism we may make of many reports on the accuracy of bird call recognition 
algorithms is that they are derived from artificial machine learning tasks where a fixed 
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number of species is to be distinguished, one from the other. The task involves 
classifying short recordings, a few second long. By contrast, the real world task is to 
scan many hours of recording and to be faced with all kinds of acoustic phenomena, 
biological and non-biological, none of it previously seen by the classifier(s). Another 
feature of the real-world bio-acoustic task is scarcity of training data. Ecologists are 
likely to be most interested in automated detection where there is low probability of 
manual detection using standard techniques. These are exactly the situations where 
training data is likely to be less abundant. The Ground Parrot recogniser described 
above is a response to a real world situation – training data is scarce and many hours 
of recording must be processed. 
 
D. Interpreting the Acoustic Landscape 
There is growing interest in summary indices of environmental health, as for example, 
those determined using the Habitat Hectares methodology (Parkes, 2003) and its 
equivalents, BioCondition (Eyre, 2006) and BioMetric (Gibbons, 2005), all of which 
have statutory support in Australia. These indices are typically concerned with soil 
and vegetation because it more difficult to obtain summary information about fauna. 
The character and distribution of acoustic events at a given location could provide an 
acoustic signature to complement the vegetative indices currently obtained. They 
could for example provide a measure of the acoustic complexity or richness of an 
environment. Joo et al. (2008) have derived an index of environmental health which 
depends on assigning acoustic activity below 2 kHz to technophony and activity 
above this boundary to biophony. The difficulty with such an approach is that the 2 
kHz boundary is arbitrary—much biophony extends below the boundary, just as much 
technophony extends above it.  
 21 
 
Our work adopts a different approach to acoustic indices. A useful model for 
interpreting the acoustic environment is to view it as consisting of a background 
acoustic topography superimposed with acoustic events. The concept is illustrated in 
 
Figure 8, showing a variety of acoustic events in a two minute recording 
superimposed on a stable acoustic background. Acoustic comparisons between 
environments should take both aspects of the acoustic environment into account. Note 
that this approach is not a simple signal-to-noise ratio interpretation because in 
environmental recordings much of the ‘background’ noise can be given a meaningful 
biological interpretation. For example, the ‘background’ noise profile in  
Figure 2 has a strong cricket chorus at 8 kHz. In other words, the background contains 
biological signal. 
 
To illustrate the potential of this approach, Figure 9 displays three acoustic maps 
derived from recordings taken at a nature reserve on the edge of Brisbane City, one 
kilometre from an arterial motorway and two kilometres from an international airport. 
All the recordings are of one minute duration, taken at 30 minute intervals over a two 
week period in springtime, October 2007. Each map illustrates a parameter of the 
acoustic environment over the 24 hour cycle. The x-axis resolution is 30 minute 
intervals and the y-axis resolution is 256 frequency bins spanning 0 to 11 kHz. The 
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value in each time/frequency position is an average intensity of those obtained from 
approximately 10-14 recordings. 
 
The dominant feature in the acoustic intensity map (Figure 9 (top)) is the chirping of 
crickets (8 kHz band) through daylight and evening hours, dying away only in the 
early morning hours. The rise and fall of the chirp frequency in line with diurnal 
temperature fluctuation is a known phenomenon for crickets that live above ground 
and whose chirp apparatus is therefore exposed to the effects of ambient temperature. 
It may seem strange that the dominant acoustic intensity at a site located just one 
kilometre from major urban noise sources should come from such a small creature. 
However crickets at this site are numerous, distributed throughout the landscape and 
many are close to the microphone. There is also a high intensity event at 2 kHz 
around 6:00pm each evening due to a single cicada calling next to the microphone. 
All of this illustrates a difficulty in the interpretation of acoustic intensity data – small 
sources have apparently large effects if located close to the microphone.  
 
Two features dominate the acoustic topography (background noise) map in Figure 9 
(centre)—the cricket chirps around 8 kHz and the low frequency roar of distant 
motorway and airport traffic. Also apparent is a rise in broadband background noise 
during the morning and evening chorus, but apart from these two periods there is a 
conspicuous lack of background noise in the 2-5 kHz band through most of the 24 
hour cycle. 
 
The events map (Figure 9 (bottom)), which displays the average number of events 
detected per minute (using a 9 dB threshold at step 3 in  
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Figure 1), provides a very different picture of the acoustic environment at this site. 
The morning and evening choruses, around 4:30am and 6:00pm respectively, 
dominate the map and there is also a clear distinction between the considerable event 
activity in daylight hours and the lack of it at night. Much of the activity is due to bird 
calls located in the 2-5 kHz band that is otherwise devoid of background activity. 
Acoustic event analysis is useful in detecting animal activity which does not have a 
high intensity impact due to distance of the animals from the microphone. The 
difference between the three maps illustrates the importance of having multiple views 
over the acoustic environment. We have obtained similar acoustic maps for other sites 
in Queensland and they illustrate different distributions of acoustic energy and events 
and thus the possibility of characterising a site by its acoustic signature. Future work 
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will determine how the richness and the distribution of events at a particular site 
correlate with species richness.  
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Table I 
Classification results for wind and rain events. 
 Wind Event Classifier Rain Event Classifier 
Matlab classifier type Diagonal linear Linear 
Training Error   9.9% 12.96 % 
True Positives 57.4% 30.30 % 
True Negatives 29.1% 42.42 % 
False Negatives   3.8% 27.27 % 
False Positives   9.7% 0.0% 
Error = FN+FP 13.6% 27.27 % 
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FIGURE CAPTIONS 
 
 
 
Figure 1. Seven steps of the AED algorithm. 
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Figure 2. Noise intensity versus frequency for a typical sonogram; original and 
smoothed values shown. 
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Figure 3. (a) Original sonogram; and (b) binary image with marquees around detected 
events. 
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Figure 4. Separating large acoustic events into smaller, overlapping events. 
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Figure 5. (a) Sonogram of wind event; (b) intensity features; and (c) entropy features. 
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Figure 6. (a) Sonogram of rain event; (b) intensity features; and (c) entropy features. 
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Figure 7. (a) A single Ground Parrot call with its component whistles marqueed as 
events. Note that the second and third whistles have been inaccurately marqueed as a 
single event. The scoring technique is tolerant of such inaccuracies. (b) A correctly 
identified Ground Parrot call embedded in much other acoustic activity. The first 
whistle of the call has achieved an above threshold score. (c) Two Ground Parrots 
whose calls overlap—not an uncommon occurrence. The template has detected both 
calls. The time duration of each image is approximately five seconds and the 
frequency band of each is approximately 3-6 kHz. 
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Figure 8. A two minute recording represented as stacked spectra. The broadband 
event at 20 seconds is an electronic artefact due to mobile phone communications. 
The low frequency event from 80-100 seconds is a koala bellow. 
 
 
 
Figure 9. Acoustic energy, background noise and events over a 24 hour cycle. 
