In this paper, we give a lower bound for the maximum size of a k-colored sum-free set in Z n m , where k ≥ 3 and m ≥ 2 are fixed and n tends to infinity. If m is a prime power, this lower bound matches (up to lower order terms) the previously known upper bound for the maximum size of a k-colored sum-free set in Z n m . This generalizes a result of Kleinberg-Sawin-Speyer for the case k = 3 and as part of our proof we also generalize a result by Pebody that was used in the work of Kleinberg-Sawin-Speyer. Both of these generalizations require several key new ideas.
for integers m ≥ 2 and k ≥ 3. Note that Γ m,k < m (since at γ = 1 the function has value m and positive derivative). Furthermore, the function tends to infinity when γ → 0, hence the minimum value Γ m,k is indeed attained for some 0 < γ m,k < 1 (one can show that there is a unique 0 < γ m,k < 1 where the minimum is attained, but this is not necessary for our purposes). Tao's slice rank method [24] , together with the arguments from Blasiak et al. [7] , gives the following upper bound for the size of k-colored sum-free sets in Z n m for prime powers m. For the reader's convenience, we give a proof of Theorem 1.2 in Section 9 (see also [19, Theorem 4] , which is a very similar theorem). Theorem 1.2. For every prime power m and every integer k ≥ 3, the size of any k-colored sum-free set in Z n m is at most (Γ m,k ) n .
Our main result is the following lower bound for the maximum size of a k-colored sum-free set in Z n m , where k ≥ 3 and m ≥ 2 are fixed and n tends to infinity. If m is a prime power, this lower bound matches (up to lower order terms) the upper bound in Theorem 1.2. Thus, we essentially determine the maximum size of a k-colored sum-free set in Z n m , if m is a fixed prime power and n tends to infinity. Note that in Theorem 1.3, the constant factor of the O( √ n)-term does depend on m and k. The case (k, m) = (3, 2) in Theorem 1.3 was proved by Fu and Kleinberg [14] , building on work of Coppersmith and Winograd [8] in the context of fast matrix multiplication algorithms. After Blasiak et al. [7] established the upper bound, Kleinberg, Sawin, and Speyer [18] proved Theorem 1.3 for k = 3 and any m ≥ 2. Their proof uses a statement that had been formulated as a conjecture in an earlier version of their paper and was then proved by Pebody [23] . In order to make the statement precise, we need some more notation. For integers r ≥ 0 and ≥ 2, set T r, = {(a 1 , a 2 , ..., a ) ∈ Z | a 1 + · · · + a = r, a 1 , . . . , a ≥ 0}.
Given a probability distribution τ on T r, , one obtains probability distributions on the set {0, . . . , r} by taking the projections to the different coordinates. For an -tuple (a 1 , . . . , a ) and a permutation σ ∈ S , let (a 1 , . . . , a ) σ = (a σ(1) , . . . , a σ( ) ) be the -tuple obtained from (a 1 , . . . , a ) by permuting the coordinates according to σ. A probability distribution τ on T r, is called S -symmetric if τ (a 1 , . . . , a ) = τ ((a 1 , . . . , a ) σ ) for all (a 1 , . . . , a ) ∈ T r, and all σ ∈ S . For an S -symmetric probability distribution τ on T r, , the projections to the individual coordinates all give the same probability distribution µ(τ ) on {0, . . . , r} and this distribution is called the marginal of τ . For every a ∈ {0, . . . , r}, the distribution µ(τ ) satisfies µ(τ )(a) = a2,...,a ∈{0,...,r} a+a2+···+a =r τ (a, a 2 , . . . , a ).
For integers m ≥ 2 and k ≥ 3, let ν m,k be the probability distribution on {0, . . . , m − 1} given by The probability distribution ν m,k has expectation (m − 1)/k and entropy log Γ m,k (see Lemma 3.2) . One can also show that among all probability distributions on {0, . . . , m − 1} with expectation (m − 1)/k, the distribution ν m,k has the maximum entropy, which gives some motivation for considering this particular distribution.
The conjecture in the first version of the paper [18] of Kleinberg, Sawin, and Speyer stated that for every m ≥ 2 the probability distribution ν m,3 occurs as the marginal of an S 3 -symmetric probability distribution on T m−1,3 . As mentioned above, this was proved by Pebody [23] . Norin [21] also proposed a proof. In order to prove Theorem 1.3, we need a generalization of the result of Pebody to k > 3. The following theorem generalizes a slightly stronger version of the statement to k > 3.
Theorem 1.4. For all integers m ≥ 2 and k ≥ 3, the probability distribution ν m,k occurs as the marginal of an S k -symmetric probability distribution τ m,k on T m−1,k with τ m,k (t) > 0 for every t ∈ T m−1,k .
Our proof of Theorem 1.4 was inspired by the first version of Pebody's proof [22] of the conjecture of Kleinberg, Sawin, and Speyer. However, our proof is not a direct generalization of Pebody's work and if one restricts to k = 3 in our proof, one obtains a significantly different proof. In particular, we avoid the large case analysis in [22] , which would become even larger when trying to generalize it to k > 3. Pebody later replaced the first version of his proof by yet another, much shorter proof [23] . However, it seems to be difficult to find an equally short and clean argument for the case k > 3.
Using the upper bound on the size of 3-colored sum-free sets in F n p , Fox and the first author [12] proved a polynomial bound for the arithmetic triangle removal lemma in F n p . The result of Kleinberg, Sawin, and Speyer [18] then implies that the exponent in the bound is sharp. In the case of k > 3, polynomial bounds for the arithmetic k-cycle removal lemma in F n p were given by Fox and both authors [13] . Similarly as in the triangle case, Theorem 1.3 implies lower bounds on the possible exponents in the arithmetic k-cycle removal lemma in F n p , but they do not match the exponents that Fox and the authors obtained in [13] . It would be interesting to close this gap and determine the optimal exponent for the arithmetic k-cycle removal lemma in F n p . Arithmetic removal lemmas were introduced by Green in 2005 [15] , and since then the problem of improving the bounds in arithmetic removal lemmas has been widely studied [5, 6, 11, 12, 14, 17] . This is in part due to the close connection to property testing. Indeed, the construction of Fu and Kleinberg [14] establishing Theorem 1.3 in the case (k, m) = (3, 2), as well as earlier work of Bhattacharya and Xie [6] in this direction, were presented as proving limits on the possible efficiency of randomized algorithms that test triangle freeness in F n 2 . Theorem 1.3 gives a limit on the possible efficiency of testing k-cycle-freeness in F n p . For more details see [6] , [14] . It is worth noting that the proof of Theorem 1.3 is not a straightforward generalization of the work of Kleinberg, Sawin, and Speyer [18] for the case k = 3. Their argument uses a random sampling process to find a large 3-colored sum-free set within a certain collection of 3-tuples. Although our approach for proving Theorem 1.3 is the same as in [18] , serious challenges arise with the probabilistic sampling argument. The main difficulty in generalizing the work in [18] arises in proving Proposition 3.10, which states that there cannot be too many special pairs of k-tuples with increased conditional probabilities in the sampling process. This fact makes the probabilistic sampling argument work. The proposition has a much simpler proof in the case k = 3 than in the case k > 3. The most crucial tool for the proof of the proposition for k > 3 is an entropy inequality that we will introduce in Section 4. Furthermore, in the case of k = 3, one also only needs a much weaker version of Proposition 3.3 and the corresponding argument is just a single paragraph in [18] . This paper is organized as follows. The first part of the paper is devoted to proving Theorem 1.3 assuming Theorem 1.4. We start with some preliminaries about entropy in Section 2. Afterwards, we give the proof of Theorem 1.3 in Section 3, but we postpone several lemmas and propositions to Sections 4 and 5. In particular, the proof of Propostion 3.10 is the main difficulty in the first part of this paper and takes up all of Section 4. In the second part of the paper, starting from Section 6, we prove Theorem 1.4. Finally, in Section 9 we give a proof of Theorem 1.2 for the reader's convenience. Notation. All logarithms are base e. The set of non-negative real numbers is denoted by R ≥0 , and 1 n denotes the all-ones vector with n entries. For any integer a, let 1 a denote the indicator function of a. That is, 1 a (x) = 1 if x = a and 1 a (x) = 0 otherwise.
Preliminaries on Entropy
This section covers some preliminaries about entropy. Some facts are stated without proof, their proofs can be found, for example, in [3, chapter 15.7] . All random variables in this section are assumed to be random variables defined on a finite ground set. Given a probability distribution ω on a finite set S, the entropy of ω is defined as H(ω) = s∈S −ω(s) log ω(s).
Note that H(ω) ≥ 0. With a slight abuse of notation, we will also write H(X) instead of H(ω), if X is a random variable on S with distribution ω. Given several random variables X 1 , X 2 , . . . , X k , we will write H(X 1 , X 2 , . . . , X k ) for the entropy of the joint distribution of the variables X 1 , X 2 , . . . , X k (which is a distribution on S k ).
Given a finite set S, the uniform distribution on S is the (unique) distribution ω on S with maximum entropy. So for every probability distribution ω on S we have H(ω) ≤ log(|S|). For a given finite set S, entropy is a concave function on probability distributions on S. In other words, for any two probability distributions ω 0 and ω 1 on S and any real number 0 ≤ t ≤ 1 we have H(tω 1 + (1 − t)ω 0 ) ≥ t H(ω 1 ) + (1 − t) H(ω 0 ).
Suppose that Y is a random variable on a finite set S, and X is a random variable on any finite set. Then the conditional entropy H(X | Y ) is defined as
Here, H(X | Y = s) denotes the entropy of the conditional distribution of (X|Y = s). One can show that
and therefore
Given a sequence of random variables X 1 , X 2 , ..., X m , repeatedly applying (2.1) yields
For any random variables X, Y, Z, we have
If X and Y are random variables such that Y is completely determined by X, we have
If τ is an S -symmetric probability distribution on T r, for some r ≥ 0 and ≥ 2, then the marginal µ(τ ) is the projection of τ to the first coordinate. So by (2.2) we have
The following lemma is a well-known approximation of multinomial coefficients, see, e.g., [18, Lemma 3] .
Lemma 2.1. Let ω be a probability distribution on a finite set S, and let n be a positive integer. Assume that for every s ∈ S the probability ω(s) is an integer multiple of 1/n. Let M be the number of sequences s 1 , . . . , s n of elements of S in which each element s ∈ S occurs exactly ω(s)n times (this means, sampling a random element from the sequence s 1 , . . . , s n recovers the probability distribution ω on S). Then M satisfies
Proof. We can assume that ω(s) > 0 for every s ∈ S, because we can delete all elements s ∈ S with ω(s) = 0. First, note that M can be described as a multinomial coefficient:
For the lower bound, we use the simple Stirling approximation bounds, namely
for any positive integer . Now
For the upper bound, note that we have by the multinomial sum theorem
Here we only considered those terms in the expansion of ( s∈S ω(s)) n that contain each term ω(s) precisely ω(s)n times. Now, rearranging yields
The next lemma is also about counting sequences of elements of a set S, but under more restrictive conditions. Lemma 2.2. Let f : S → S be any function between finite sets S and S . Furthermore, let ω be a probability distribution on S and let z be a random variable on S with distribution ω. Let n be a positive integer and let us fix s 1 , . . . , s n ∈ S . Now let M be the number of sequences s 1 , . . . , s n of elements of S in which each element s ∈ S occurs exactly ω(s)n times and such that f (s j ) = s j for 1 ≤ j ≤ n. Then M satisfies
Proof. For every s ∈ S , set J s = {j ∈ {1, . . . , n} | s j = s }.
If M = 0, the statement is trivially true. Hence we may assume that there exists at least one sequence s 1 , . . . , s n ∈ S with the desired properties. Then in particular all the numbers ω(s)n for s ∈ S are integers. We claim that |J s | = s∈f −1 (s ) ω(s)n for every s ∈ S . To see this, let us temporarily fix a sequence s 1 , . . . , s n ∈ S satisfying all of the conditions in the lemma and let s ∈ S. Since each s ∈ f −1 (s ) occurs exactly ω(s)n times in the sequence s 1 , . . . , s n , there are exactly s∈f −1 (s ) ω(s)n choices for j ∈ {1, . . . , n} such that s j = f (s j ) equals s . Thus |J s | = s∈f −1 (s ) ω(s)n as desired.
In order to form a sequence s 1 , . . . , s n with the desired conditions, for each s ∈ S we must distribute the elements of f −1 (s ) with the desired multiplicities among the index set J s . So it is not hard to see that
.
Note that for each s ∈ S we have ω(s) = P(z = s) and therefore
In particular, P(z = s | f (z) = s ) is an integer multiple of 1/|J s |. Now, we obtain
For each s ∈ S , we can apply the upper bound in Lemma 2.1 to the distribution of z conditioned on f (z) = s and obtain
Thus,
Finally, we need one more lemma. Basically, this lemma states that perturbing a probability distribution slightly does not change the entropy very much.
Lemma 2.3. Let ω 0 and ω 1 be two distributions on a finite set S, and suppose that c > 0 satisfies ω 0 (s) ≥ c and ω 1 (s) ≥ c for every s ∈ S. Then
Proof. For any real number 0 ≤ t ≤ 1, let ω t = tω 1 + (1 − t)ω 0 (note that for t = 0 and t = 1 we indeed recover ω 0 and ω 1 ). Then for each 0 ≤ t ≤ 1 and each s ∈ S we have
It is easy to check that f is a continuous function on the interval [0, 1] and it is differentiable on the open interval (0, 1). For each t ∈ (0, 1) we have (using that s ω 0 (s) = s ω 1 (s) = 1)
Hence
By the mean value theorem, we now obtain
as desired.
Proof of Theorem 1.3
The goal of this section is to prove Theorem 1.3, that means to show that there is a sufficiently large k-colored sum-free set in Z n m . We will often use the bound |T m−1,k | ≤ m k , which follows from the fact that
k . The following proposition states that there is a large collection of k-tuples in Z n with certain conditions, the first of which is very similar to the condition for a k-colored sum-free set.
Proposition 3.1. Let m ≥ 2 and k ≥ 3 be fixed, and let n be divisible by k and tending to infinity. Then there exists a collection of k-tuples (
such that
• for all j 1 , . . . , j k ∈ {1, . . . , L}
• all coordinates of all x i,j are in the set {0, 1, . . . , m − 1}, and
• for each x i,j the sum of its n coordinates equals (m − 1)n/k.
Let us now prove that Proposition 3.1 implies Theorem 1.3. Afterwards, we will prove Proposition 3.1.
Proof of Theorem 1.3 assuming Proposition 3.1. Let m ≥ 2 and k ≥ 3 be fixed. Assume for now that n is divisible by k. Let us consider a collection of k-tuples (
. Using this collection, we will construct a k-colored sum-free set (
, and for any j, let y i,j be the projection of
. By the choice of the y i,j , each of the n coordinates of the vector
is divisible by m. Thus, every coordinate of x 1,j1 + x 2,j2 + · · · + x k,j k ∈ Z n has remainder m − 1 upon division by m. Since each coordinate is non-negative, this implies in particular that each coordinate of x 1,j1 + x 2,j2 + · · · + x k,j k is at least m − 1. On the other hand, the sum of the coordinates of each x i,ji equals (m − 1)n/k, so the sum of the coordinates of x 1,j1 + x 2,j2 + · · · + x k,j k equals (m − 1)n. Since each is at least m − 1, this implies that all the coordinates of x 1,j1 + x 2,j2 + · · · + x k,j k are equal to m − 1. Hence
So by the first property listed in Proposition 3.1 we must have j 1 = j 2 = ... = j k . For the converse, assume that j 1 = j 2 = ... = j k . Then
if n is divisible by k. Note that by embedding Z n m into Z n m for n > n, any k-colored sum-free set in Z n m gives rise to a k-colored sum-free set in Z n m of the same size. Thus, for all n we obtain a k-colored sum-free set in Z n m of size at least (Γ m,k )
The rest of this section will be devoted to proving Proposition 3.1. However, in some sense this section covers only the general steps for the proof, the major difficulty lies in the proofs of several lemmas and propositions that are postponed to the next two sections.
Proof of Proposition 3.1. Let m ≥ 2 and k ≥ 3 be fixed and let n be divisible by k and sufficiently large (in terms of m and k). Our goal is to find a sufficiently large collection of k-tuples with the properties listed in Proposition 3.1. Recall that in the introduction we defined a specific probability distribution ν m,k on {0, . . . , m − 1}.
Lemma 3.2. The probability distribution ν m,k has expectation E(ν m,k ) = (m − 1)/k, and its entropy is H(ν m,k ) = log Γ m,k .
We will prove Lemma 3.2 in Section 5. In fact, one can also prove that ν m,k has the highest entropy among all probability distributions on {0, . . . , m − 1} with expectation (m − 1)/k. Although we will not need this fact for our argument, it still provides motivation as to why the distribution ν m,k is relevant. In order to use ν m,k for constructing the desired collection of k-tuples in Z n , we first need to round the probabilities in ν m,k to rational numbers with denominator n. The following proposition basically states that a suitable rounding of ν m,k exists. Proposition 3.3. Let m ≥ 2, k ≥ 3 and let n be divisible by k and sufficiently large (in terms of m and k). Then there exist probability distributions ν on {0, . . . , m − 1} and τ on T m−1,k with the following conditions:
• Each probability ν(i) for i ∈ {0, . . . , m − 1} is an integer multiple of 1/n.
• ν has expectation E(ν) = (m − 1)/k.
• Each probability τ (t) for t ∈ T m−1,k is an integer multiple of 1/n.
• τ is S k -symmetric and has marginal ν.
• We have H(τ ) ≤ H(τ ) + (D m,k log n)/n for every probability distribution τ on T m−1,k with the property that all of the k coordinate projections of τ are equal to ν.
Here C m,k > 0 and D m,k > 0 are constants only depending on m and k.
The key ingredients for the proof of Proposition 3.3 are Theorem 1.4 and Lemma 3.2. Starting from there, one needs to perform several rounding steps in order to obtain Proposition 3.3. We will postpone the technical details of these rounding steps to Section 5. The proof of Theorem 1.4 will be given in the second part of this paper, starting from Section 6. Let us fix ν and τ as in Proposition 3.3. Now, let X 0 ⊆ {0, . . . , m − 1} n consist of those vectors x ∈ {0, . . . , m − 1} n that have exactly ν(i)n coordinates equal to i for every i = 0, . . . , m − 1 (i.e. that contain exactly ν(0)n zeros, exactly ν(1)n ones and so on). Then for any x ∈ X 0 , choosing one of the coordinates of x uniformly at random recovers the probability distribution ν on {0, . . . , m − 1}. Note that for each x ∈ X 0 all of its n coordinates are in the set {0, . . . , m − 1} and their sum is equal to 0 · ν(0)n + · · · + (m − 1) · ν(m − 1)n = E(ν)n = n(m − 1)/k. So if we choose our desired collection of k-tuples in such a way that x i,j ∈ X 0 for all i and j, then the second and third condition in Proposition 3.1 will automatically be satisfied. In order to obtain the desired collection of k-tuples, we will use a probabilistic sampling argument. To describe this sampling, let us first (using Bertrand's Postulate) choose a prime number P with
By (2.4), we have H(τ ) ≥ H(µ(τ )) = H(ν). Hence, as long as n is large enough, we have
On the other hand H(τ ) ≤ log(|T m−1,k |) ≤ log(m k ) = k log m. Therefore, as long as n is sufficiently large, we have P ≤ exp(2k(log m)n), so log P ≤ 2k(log m)n. We now define functionsg 1 , . . . ,g k :
In other words, for 1 ≤ i ≤ k − 1, the vectorg i (x) can be obtained from x by attaching the i-th standard basis vector in Z k−1 at the end.
Note that for each 1 ≤ i ≤ k and each x ∈ X 0 ⊆ {0, . . . , m − 1} n , all the coordinates ofg i (x) have absolute value at most m−1. Let us also define functions g 1 , . . . , g k : X 0 → F n+k−1 P by taking g i (x) to be the projection ofg i (x) to F n+k−1 P for every 1 ≤ i ≤ k and every x ∈ X 0 . Given
are linearly independent over F P (because their last k − 1 coordinates form the standard basis vectors in F k−1 P ).
For our probabilistic sampling argument, we will use a large k-colored sum-free set in F P . The following lemma ensures the existence of such a large k-colored sum-free set. The proof relies on a lemma by Alon [1, Lemma 3.1], which he proved using a modification of Behrend's construction [4] .
Proof. Recall that P ≥ k ≥ 3. By [1, Lemma 3.1], there exists a subset Y ⊆ {1, . . . , P/k } of size at least
· exp(−10 log P log k) ≥ P · exp(−12 log P log k)
such that the only solutions in Y to the integer equation 
Let (y 1,j , y 2,j , . . . , y k,j ) R j=1 be a k-colored sum-free set in F P as in the lemma. For i = 1, . . . , k set
Since for a fixed i, the vectors y i,j for 1 ≤ j ≤ R are all distinct, we have |Y i | = R. Furthermore, by the definition of k-colored sum-free set, any k-tuple in Y 1 × · · · × Y k summing to zero needs to be of the form (y 1,j , y 2,j , . . . , y k,j ) for some j.
In order to perform the desired sampling, let us now choose a random linear map f : F n+k−1 P → F P . More precisely, we choose f uniformly at random among all linear maps F n+k−1 P → F P . . Note that we can model the random choice of f by mapping each v i to a random element of F P (uniformly, and independently for all 1 ≤ i ≤ n + k − 1). By this description of the random experiment, the claim is clearly true.
We now define, for 1
be the collection of all isolated candidate k-tuples, where L is the total number of isolated candidate k-tuples. Note that since the sets X i depend on the choice of the random map f , the notions in Definition 3.6 also depend on this choice. In particular, L is a random variable that depends on the random map f . We claim that the collection (x 1,j , x 2,j , . . . , x k,j ) L j=1 will always satisfy the first condition in Proposition 3.1. For each j ∈ {1, . . . , L}, we have
n by the first part of Definition 3.6. Also note that x i,j = x i,j whenever j = j , since all the (x 1,j , x 2,j , . . . , x k,j ) are isolated. Now suppose that we have j 1 , . . . , j k ∈ {1, . . . , L} with
in the collection are isolated, (x 1,j1 , x 2,j2 , . . . , x k,j k ) must be one of the k-tuples in the collection. Hence j 1 = · · · = j k . So the isolated candidate k-tuples indeed form a collection satisfying the first condition in Proposition 3.1. Each of the vectors x i,j in the k-tuples in the collection satisfies x i,j ∈ X i ⊆ X 0 . As we have already seen above, this implies that the n coordinates of x i,j are all in the set {0, . . . , m − 1} and their sum is equal to n(m − 1)/k. Thus, the second and third condition in Proposition 3.1 are satisfied for the collection of isolated candidate k-tuples. So it only remains to prove that for at least one choice of the random map f , the number L of isolated candidate k-tuples is sufficiently large. In particular, it suffices to show that the expected value of L is sufficiently large. The following proposition states that certain k-tuples have a good probability of being isolated candidate k-tuples. Note that if x 1 , . . . , x k ∈ {0, . . . , m − 1}
n with
the j-th coordinates of these vectors satisfy x
. . , x k ∈ X 0 and furthermore the probability that (x 1 , . . . , x k ) is an isolated candidate k-tuple is at least
We postpone the proof of this proposition for a little while, in order to first finish the proof of Proposition 3.1.
Claim 3.8. The number of k-tuples (x 1 , . . . , x k ) satisfying the assumptions of Proposition 3.7 is at least
coordinate by choosing some t j ∈ T m−1,k for each 1 ≤ j ≤ n and then setting (x
So in order for (x 1 , . . . , x k ) to satisfy the assumptions of Proposition 3.7, we just need to make sure that for each t ∈ T m−1,k the number of j ∈ {1, . . . , n} with t j = t is exactly τ (t)n. So it suffices to prove that there are at least e H(τ )n− √ n sequences t 1 , . . . , t n of elements of T m−1,k in which each element t ∈ T m−1,k occurs exactly τ (t)n times. By Lemma 2.1 (recall from Proposition 3.3 that each probability in τ is an integer multiple of 1/n), the number of such sequences is indeed at least e
Combining Claim 3.8 and Proposition 3.7, we obtain that the expected value of the number L of isolated candidate k-tuples is at least
Here, we used H(ν) ≥ log Γ m,k − C m,k /n. This finishes the proof of Proposition 3.1.
We will now prove Proposition 3.7, apart from postponing the proofs of Lemma 3.9 and Proposition 3.10 to the next two sections. While Lemma 3.9 is a relatively easy linear algebra statement, proving Proposition 3.10 is the main difficulty in the first part of this paper. The proof will take up all of Section 4.
Proof of Proposition 3.7. Let us fix x 1 , . . . , x k ∈ {0, . . . , m − 1} n with x 1 + · · · + x k = (m − 1) · 1 n and such that for every t ∈ T m−1,k the number of j ∈ {1, . . . , n} with (x
k ) = t is precisely τ (t)n. First, we need to prove that x i ∈ X 0 for 1 ≤ i ≤ k. Let us assume that i = 1, the other cases are analogous. In order to show x 1 ∈ X 0 , we need to check that for every a = 0, . . . , m − 1 the vector x 1 has exactly ν(a)n coordinates equal to a. Recall that for each (a 1 , . . . , a k ) ∈ T m−1,k the number of j ∈ {1, . . . , n} with (x
Hence the number of j ∈ {1, . . . , n} with x
Here we used that ν is the marginal of τ (see Proposition 3.3). So the vector x 1 has indeed exactly ν(a)n coordinates equal to a. Thus, x 1 ∈ X 0 , and analogously x 2 , . . . , x k ∈ X 0 . Now we need to prove the desired lower bound for the probability that (x 1 , . . . , x k ) is an isolated candidate k-tuple. Since we already assumed
where the sum is over all (
Let us first determine the first term, namely the probability that x i ∈ X i for i = 1, . . . , k. Recall that by the definition of X i , we have
are linearly independent over F P . Hence by Claim 3.5 the images f (g 1 (x 1 )), . . . , f (g k−1 (x k−1 )) are probabilistically independent and uniformly distributed over F P . Recall that
needs to be one of the k-tuples in the multi-colored sum-free set (y 1,j , y 2,j , . . . , y k,j ) R j=1 . There are R choices for j ∈ {1, . . . , R}, and for each of these choices the probability of (f (
. . , k − 1 the probability of f (g i (x i )) = y i,j is 1/P and these events are all independent. If they all happen, then due to f (g 1 (
Now, for the second term, let (
, since x i − x i = 0 for some i (but not for all i), and i (x i − x i ) = 0. By the following lemma, the dimension of the span of
We remark that this lemma uses the fact that P is large (in terms of m and k).
We postpone the proof of this lemma to Section 5. By the lemma, we can choose
. By Claim 3.5 the images under f of these k − 1 + d linearly independent vectors will be independently uniformly distributed in F P .
We need to find an upper bound for the probability
. Since x i = x i for some i, we also have f (g i (x i )) = f (g i (x i )). Therefore, as no two k-tuples in the collection (y 1,j , y 2,j , . . . , y k,j ) R j=1 share the same i-th vector, we must have
for some j ∈ {1, . . . , R}. For each of the R choices of j, the probability of satisfying the equation above is at
, and each of them has probability 1/P to have the desired image under the map f )
2 . Hence
The following proposition gives an upper bound for the number of different choices of (
that we need to consider for each value of 1
We postpone the proof of Proposition 3.10 to Section 4. This proof is the major part of the work of deriving Theorem 1.3 from Theorem 1.4.
, and x i = x i for some i.
Hence by Proposition 3.10 and (3.6) the big sum in (3.4) is at most
Recalling (3.5), (3.3), (3.1), and (3.2), we obtain that the probability that (x 1 , . . . , x k ) is an isolated candidate k-tuple is at least
where in the last step we used that n is sufficiently large in terms of m and k. This finishes the proof of Proposition 3.7.
Proof of Proposition 3.10
In this section, we will prove Proposition 3.10. The first two subsections contain preparations for the proof, and in the third subsection we will actually prove Proposition 3.10.
An entropy inequality
In this subsection, we will establish an inequality between entropies which will be relevant in the process of proving Proposition 3.10. For any ≥ 2, let V ⊆ Q denote the subspace consisting of those vectors v = (v 1 , . . . , v ) with v 1 +· · ·+v = 0. Note that V is a hyperplane in Q , so it has dimension − 1. To any v = (v 1 , . . . , v ) ∈ V we can associate a mapṽ : T r, → Q by settingṽ(a 1 , . . . , a ) = v 1 a 1 + · · · + v a for every (a 1 , . . . , a ) ∈ T r, (here, r ≥ 0 is a non-negative integer). Note that for fixed r ≥ 0 and ≥ 2, any (a 1 , . . . , a ) ∈ T r, is uniquely determined by its valuesṽ(a 1 , . . . , a ) for all v ∈ V . Indeed, if we are givenṽ(a 1 , . . . , a ) for all v ∈ V , we in particular know the values a j − a 1 for j = 2, . . . , . Using a 1 + · · · + a = r, this determines (a 1 , . . . , a ).
Lemma 4.1. Given any non-zero vector v ∈ V , the vectors v σ for σ ∈ S span the entire space V .
Proof. Let v = (v 1 , . . . , v ) and note that v = 0 and v 1 + · · · + v = 0 implies that the coordinates v 1 , . . . , v are not all equal. So we may assume without loss of generality that v 1 = v 2 . Let V be the subspace of V spanned by the vectors v σ for σ ∈ S . By definition, the subspace V is stable under permutations of the coordinates. We need to show that V = V . Considering the transposition σ = (1, 2) ∈ S , we have
So all permutations of the vector (1, −1, 0, . . . , 0) are contained in V as well. It is easy to see that all the permutations of (1, −1, 0, . . . , 0) generate V , hence V = V as desired.
Lemma 4.2. Let r ≥ 0 and ≥ 2. Suppose that π is an S -symmetric distribution on T r, and that z is a random variable on T r, with distribution π. Then for any subspace W ⊆ V , we have
Proof. We prove the lemma by strong induction on dim W . The case dim W = 0 is trivial. Suppose therefore that dim W > 0 and that we have already proved the lemma for every subspace of V with smaller dimension. For every σ ∈ S , we obtain a subspace W σ = {w σ | w ∈ W } ⊆ V from W by permuting all vectors w ∈ W according to σ. Clearly, dim W σ = dim W . Given w ∈ W and σ ∈ S , we havew σ (t) =w(t σ −1 ) for every t ∈ T r, . Therefore, as π is S -symmetric, we can conclude that (w σ (z)) w∈W and (w(z)) w∈W have the same distribution. Hence
for every σ ∈ S . As dim W > 0, the subspace W ⊆ V contains a non-zero vector v. By Lemma 4.1, the vectors v σ for σ ∈ S span the entire space V . In particular, we have
Let σ 1 , σ 2 , ..., σ q ∈ S be a sequence of permutations with W σ1 + · · · + W σq = V and such that there is no shorter sequence of permutations with that property. In particular, for every j = 1, . . . , q we have W σj W σ1 + · · · + W σj−1 , because otherwise σ j could be omitted from the sequence. Since ≥ 2, we have V = 0, and hence q ≥ 1. For j = 1, . . . , q set
In particular dim U j < dim W , so by the inductive assumption we have
Recall that any t ∈ T r, is uniquely determined by its imagesṽ(t) for all v ∈ V . Hence the random variable z is determined by (w(z)) w∈Wq (recall that W q = V ). Conversely, (w(z)) w∈Wq is clearly also detemined by z. Therefore we have H(π) = H(z) = H((w(z)) w∈Wq ). Also note that if w = 0, then H(w(z)) = 0, hence
Hence, (w(z)) w∈Wj is completely determined by (w(z)) w∈Wj−1 and (w(z)) w∈W σ j . So H((w(z)) w∈Wj ) = H((w(z)) w∈Wj−1 , (w(z)) w∈W σ j ) and we obtain
Now, using U j ⊆ W σj , (4.1) and (4.2), we obtain
Recall that dim W 0 = 0 and dim
and we obtain
Since q > 0, this proves the lemma.
We can deduce the following corollary from Lemma 4.2. Here, ν and τ are the distributions on {0, . . . , m − 1} and T m−1,k , respectively, that we fixed earlier using Proposition 3.3. Also recall that k ≥ 3.
Corollary 4.3. Let z τ be a random variable on T m−1,k with distribution τ . Then for any subspace
Then W is a subspace of W and dim W = dim W − 1. Note that W and v together span the entire space W . Hence (w(z τ )) w∈W is completely determined by (w(z τ )) w∈W andṽ(z τ ), so
Furthermore, note that when writing (z
τ ) for the coordinates of z τ , we havẽ
So the valueṽ(z τ ) is in one-to-one correspondence with the last coordinate z
Using the one-to-one correspondence between the valuesṽ(z τ ) and z (k) τ , the right-hand side can be rewritten in terms of z
For each a ∈ {0, . . . , m−1}, the probability distribution of z τ conditioned on z (k) τ = a gives an S k−1 -symmetric probability distribution on T m−1−a,k−1 (by omitting the last coordinate z (k) τ = a). Note that k − 1 ≥ 2 and that for all w ∈ W the last coordinate is zero. By omitting this last coordinate zero, we can interpret W as a subspace of V k−1 ⊆ Q k−1 . Note that for w ∈ W the value ofw(z τ ) remains the same when we omit the last coordinate of both w and z τ . Hence Lemma 4.2 applied to the probability distribution of ((z
for every a ∈ {0, . . . , m − 1}. Thus,
where we again used H(z
. Now rearranging gives the desired inequality.
More preparations for the proof of Proposition 3.10
This subsection establishes the key ingredient for the proof of Proposition 3.10, namely Lemma 4.7. We will state and prove this lemma at the end of this subsection, building on the first lemma of this subsection and on the results of the previous subsection. The actual proof of Proposition 3.10 in the next subsection will only use Lemma 4.7, but the other results from this subsection and the previous subsection are needed in order to prove Lemma 4.7.
During this entire subsection, we will operate under the following assumption, which reflects the assumption of Proposition 3.10. k ) = t is exactly τ (t)n. Furthermore, let z τ be a random variable on T m−1,k with distribution τ .
As in the last subsection, to any vector w = (w 1 , . . . , w k ) ∈ Q k we can associate a mapw :
Lemma 4.5. Fix a subspace W ⊆ Q k and a probability distribution π on T m−1,k . Then there are at most
for all w = (w 1 , . . . , w k ) ∈ W and such that for every t ∈ T m−1,k the number of j ∈ {1, . . . , n} with (x
Proof. Let M be the number of k-tuples (x 1 , . . . , x k ) with the properties listed in the lemma. We need to prove that M ≤ exp(H(π)n − H((w(z τ )) w∈W )n). If M = 0, this is trivially true, so we can assume that there is at least one k-tuple (x 1 , . . . , x k ) with the properties listed in the lemma. Let z π be a random variable on T m−1,k with distribution π.
Proof. We assumed that there is at least one k-tuple (x 1 , . . . , x k ) with the properties listed in the lemma, so let (x 1 , . . . , x k ) be such a k-tuple. Then for each j ∈ {1, . . . , n} we have w 1 x (j) 1
for all w = (w 1 , . . . , w k ) ∈ W . In other words, for every j ∈ {1, . . . , n} we havẽ
k ) for all w ∈ W . Note that if we choose j ∈ {1, . . . , n} uniformly at random, then (x
k ) ∈ T m−1,k will be distributed according to τ . Hence the distributions of (w(z π )) w∈W and of (w(z τ )) w∈W must agree, and in particular they must have the same entropy. Thus, H((w(z π )) w∈W ) = H((w(z τ )) w∈W ).
Note that specifying a k-tuple (x 1 , . . . , x k ) with x 1 , . . . , x k ∈ {0, . . . , m − 1} n and
is the same as specifying t 1 , . . . , t n ∈ T m−1,k and setting (x
As we saw in the proof of the last claim, having
k ) for all w ∈ W and j = 1, . . . , n. Hence the sequence t 1 , . . . , t n ∈ T m−1,k must satisfyw(t j ) =w(x
k ) for all w ∈ W and j = 1, . . . , n. Therefore, the number of k-tuples (x 1 , . . . , x k ) with the conditions in Lemma 4.5 equals the number of sequences t 1 , . . . , t n of elements of T m−1,k in which each element t ∈ T m−1,k occurs exactly π(t)n times and such thatw(t j ) =w(x
k ) for all w ∈ W and 1 ≤ j ≤ n. By Lemma 2.2 applied to the map f : T m−1,k → Q |W | given by f (t) = (w(t)) w∈W , this number is at most
Here we used Claim 4.6. This finishes the proof of Lemma 4.5. Now, we can finally prove Lemma 4.7, which will be the key ingredient for the proof of Proposition 3.10.
Lemma 4.7. Let (x 1 , . . . , x k ) ∈ X k 0 be fixed as in Assumption 4.4, and furthermore let W ⊆ V k be a fixed subspace with (1, . . . , 1, −(k − 1)) ∈ W ⊆ Q k . Then there are at most
Proof. Note that by Corollary 4.3 we have
k ) ∈ T m−1,k for every j ∈ {1, . . . , n}. So for every k-tuple (x 1 , . . . , x k ) ∈ X k 0 with the conditions in the lemma, we can define a probability distribution π on T m−1,k by considering (x
k ) ∈ T m−1,k where j ∈ {1, . . . , n} is chosen uniformly at random. Note that then for every t ∈ T m−1,k the number of j ∈ {1, . . . , n} with (x
The projection of the probability distribution π on T m−1,k to the first coordinate can be described by considering x (j) 1 where j ∈ {1, . . . , n} is chosen uniformly at random. Since x 1 ∈ X 0 , choosing a coordinate x (j) 1 of x 1 uniformly at random gives the probability distribution ν on {0, . . . , m − 1}. Hence the projection of the probability distribution π to the first coordinate is equal to ν. Analogously, we can see that all the other coordinate projections of π are equal to ν as well. Hence, by the last condition in Proposition 3.3, we must have H(π) ≤ H(τ ) + (D m,k log n)/n.
Clearly, every probability in π is an integer multiple of 1/n. Hence the number of possibilities for the probability distribution π on T m−1,k is at most n
If we fix one of these probability distributions π, then by Lemma 4.5 there are at most
0 with the conditions in Lemma 4.7 that give rise to this particular probability distribution π on T m−1,k . Thus, all in all the number of k-tuples (x 1 , . . . , x k ) ∈ X k 0 with the conditions in Lemma 4.7 is at most
This finishes the proof of Lemma 4.7.
Proof of Proposition 3.10
Proof of Proposition 3.10. Recall that (x 1 , . . . , x k ) ∈ X k 0 with x 1 +· · ·+x k = (m−1)·1 n is fixed such that for every t ∈ T m−1,k the number of j ∈ {1, . . . , n} with (x
We claim that there are at most
Let us focus on those (x 1 , x 2 , ..., x k ) ∈ X k 0 with x k = x k . We will show that there are at most
assumption (1, . . . , 1, −(k − 1)) ∈ W , but they can be proved analogously if one replaces (1, . . . , 1, −(k − 1)) by one of its permutations). By a union bound, this proves the claim above, and thus Proposition 3.10. In order to simplify notation, let us call a k-tuple (
, and x k = x k . Our goal is to prove that there are at most
Proof. Note that W * is the null-space of the (n × k)-matrix with columns Proof. Recall that every possible W * occurs as the null-space of an (n × k)-matrix A with columns x 1 − x 1 , . . . , x k − x k for some relevant k-tuple (x 1 , . . . , x k ). Each row of this matrix is of the form
k ) ∈ T m−1,k , so each row of A is a vector from the set {t − t | t, t ∈ T m−1,k }. Furthermore, since
we can select d linearly independent rows of the matrix A and the matrix A formed by these d rows has the same null-space as A. Hence W * occurs as the null-space of a (d × k)-matrix A such that each row of A is from the set {t − t | t, t ∈ T m−1,k }. Since this set has size at most Recall that we defined the hyperplane
Clearly, W ⊆ V k . By Claim 4.9 there are at most m Proof. Note that we have
For any relevant k-tuple (x 1 , . . . , x k ) we have x k − x k = 0 and therefore
Hence (1, . . . , 1, −(k − 1)) ∈ W * , and by (1, . . . , 1,
0 is a relevant k-tuple giving rise to the subspace W ⊆ V k , then for every (w 1 , . . . , w k ) ∈ W we have w 1 · (x 1 − x 1 ) + · · · + w k · (x k − x k ) = 0 and therefore
Hence Lemma 4.7 implies that for every possible W ⊆ V k , there can be at most
0 giving rise to this subspace W . We also saw above that in total there are at most m 2k 2 possibilities for W . Hence all in all, the number of relevant k-tuples (x 1 , . . . ,
as desired. This completes the proof of Proposition 3.10.
5 Proof of Proposition 3.3 and of Lemmas 3.2 and 3.9
Proof of Lemma 3.2
Proof of Lemma 3.2. Recall that 0 < γ m,k < 1 was chosen to minimize
Hence the derivative of this function must be zero at the point γ = γ m,k , so Now, recall that we defined the probability distribution ν m,k on {0, . . . , m − 1} by
Hence by (5.1) we obtain
as desired. Using this, we get
also as desired.
Proof of Proposition 3.3
Before going into the proof of Proposition 3.3, we will first prove two easy lemmas.
Proof. Let z τ be a random variable on T m−1,k with distribution τ . Note that the each of the k individual coordinates of z τ has distribution µ(τ ). Hence each coordinate has expectation E(µ(τ )), so the sum of the k coordinates of z τ has expectation k E(µ(τ )). On the other hand, the sum of the coordinates of z τ is always equal to m − 1, hence k E(µ(τ )) = m − 1, which means that E(µ(τ )) = (m − 1)/k.
Let U be the vector space formed by all functions u : T m−1,k → R satisfying u(t) = u(t σ ) for all t ∈ T m−1,k and σ ∈ S k (i.e. u is S k -symmetric), t∈T m−1,k u(t) = 0 as well as a2,...,a k ∈{0,...,m−1}
for every a ∈ {0, . . . , m−1}. Note that U can be interpreted as a subspace of R |T m−1,k | and that U ⊆ R |T m−1,k | has a basis consisting of points with integer coordinates. Hence there exists some d m,k > 0 such that for each u ∈ U we can find u ∈ U such that u has integer coordinates and u − u 1 ≤ d m,k . Basically, d m,k is the maximum distance of any point in U from its closest integer lattice point in U . Note that d m,k > 0 is a constant that only depends on U and its integer lattice, hence it ultimately only depends on m and k (and not on n).
Lemma 5.2. For every integer n and every u ∈ U , we can find u ∈ U such that u − u 1 ≤ d m,k /n and all coordinates of u ∈ U ⊆ R |T m−1,k | are integer multiples of 1/n.
Proof. Let us apply the definition of d m,k to the point n · u ∈ U . There exists a pointũ ∈ U with integer coordinates and n · u −ũ 1 ≤ d m,k . Now set u =ũ/n ∈ U . Then all coordinates of u are integer multiples of 1/n and furthermore
as desired. Now, we are ready for the proof of Proposition 3.3.
Proof of Proposition 3.3. Recall that ν m,k is a probability distribution on {0, . . . , m − 1} and by Lemma 3.2 we have E(ν m,k ) = (m − 1)/k and H(ν m,k ) = log Γ m,k . Furthermore, by Theorem 1.4, we can fix an S k -symmetric probability distribution τ m,k on T m−1,k with marginal µ(τ m,k ) = ν m,k and with τ m,k (t) > 0 for every t ∈ T m−1,k . Set 0 < c m,k < 1 to be the minimum of the finitely many values τ m,k (t) > 0 for t ∈ T m−1,k . Note that c m,k only depends on m and k (but not on n). Our goal is to find a rounded version ν of ν m,k (and an appropriate τ ) with the properties in Proposition 3.3. Recall that n is sufficiently large and furthermore divisible by k. First, let us form a rounded versionτ of the probability distribution τ m,k on T m−1,k .
Claim 5.3.
There is an S k -symmetric probability distributionτ on T m−1,k such that for every t ∈ T m−1,k the probabilityτ (t) is an integer multiple of 1/n and furthermore |τ (t) − τ m,k (t)| ≤ m k /n for every t ∈ T m−1,k .
Proof. For this proof only, let T m−1,k denote the set of those t ∈ T m−1,k that are not permutations of (m − 1, 0, . . . , 0). Then the set T m−1,k \ T m−1,k consists precisely of the k permutations of (m − 1, 0, . . . , 0). We can now defineτ as follows: For every t ∈ T m−1,k let us round the value τ m,k (t) down to the next integer multiple of k/n to obtainτ (t). It remains to defineτ (t) for t ∈ T m−1,k \ T m−1,k (that means t is one of the k permutations of (m − 1, 0, . . . , 0)). For those t, set
Then we have
and furthermoreτ (t) ≥ 0 for every t ∈ T m−1,k . Thus,τ is indeed a probability distribution on T m−1,k . It is easy to see thatτ is S k -symmetric. Furthermore, for every t ∈ T m−1,k , the probabilityτ (t) is an integer multiple of k/n, and so in particular of 1/n. Since n is divisible by k, we obtain that 1 − t ∈T m−1,kτ (t ) is an integer multiple of k/n. Henceτ (t) is also an integer multiple of 1/n if t ∈ T m−1,k \ T m−1,k .
Finally, for every t ∈ T m−1,k we have |τ
All in all we obtain |τ (t) − τ m,k (t)| ≤ m k /n for every t ∈ T m−1,k . Now, let ν be the marginal ofτ . Then each probability ν(a) for a ∈ {0, . . . , m − 1} satisfies
(a, a 2 , . . . , a k ).
So ν(a) is the sum of several probabilitiesτ (t) for certain t ∈ T m−1,k and is therefore an integer multiple of 1/n. Furthermore, by Lemma 5.1 we have E(ν) = E(µ(τ )) = (m − 1)/k. Thus, ν satisfies the first two properties listed in Proposition 3.3.
Since ν m,k is the marginal of τ m,k , we also have
Hence for every a ∈ {0, . . . , m − 1},
Thus, we obtain
Note that for every a ∈ {0, . . . , m − 1} we have (recall 0 < γ m,k < 1)
Thus, as long as n is sufficiently large, we obtain for every a ∈ {0, . . . , m − 1}
Now Lemma 2.3 yields
So if we set C m,k = m 2k log(2m/γ m−1 m,k ), we obtain using Lemma 3.2
Thus, ν satisfies the third property in Proposition 3.3.
We now need to find a probability distribution τ on T m−1,k that satisfies the last three properties listed in Proposition 3.3. We will define τ in several steps. Note that as long as n is large enough, we have c m,k − m k /n > c m,k /2 and thereforẽ
Recall that ν is the marginal ofτ , so the k coordinate projections ofτ are all equal to ν. Now, let τ 0 be a probability distribution on T m−1,k with maximal entropy under the condition that all of the k coordinate projections of τ 0 are equal to ν. For every σ ∈ S k , let τ σ 0 be the probability distribution on T m−1,k given by permuting τ 0 according to σ, that is τ σ 0 (t) = τ 0 (t σ ) for every t ∈ T m−1,k . Then the k coordinate projections of τ σ 0 are permutations of the k coordinate projections of τ and therefore also all equal to ν. Furthermore, by symmetry, we have H(τ σ 0 ) = H(τ 0 ) for each σ ∈ S k . Now set
Then τ 1 is an S k -symmetric probability distribution on T m−1,k and each of its k coordinate projections equals ν, so τ 1 has marginal ν. Furthermore, by concavity of the entropy function, we have
By the choice of τ 0 this actually implies H(τ 1 ) = H(τ 0 ), although this is not relevant for our argument.
Since we assumed that n is sufficiently large, we may assume n > 2(d m,k + 1)/c m,k and set
Then τ 2 is also an S k -symmetric probability distribution on T m−1,k with marginal ν (since bothτ and τ 1 have these properties). Furthermore, by concavity of the entropy function, we have
where we used that H(
Recall that for sufficiently large n we haveτ (t) ≥ c m,k /2 for all t ∈ T m−1,k and hence
for each t ∈ T m−1,k . Since both τ 2 andτ are S k -symmetric probability distributions on T m−1,k with marginal ν, their difference τ 2 −τ : T m−1,k → R lies in the space U defined above. So by Lemma 5.2 we can find some
is an integer multiple of 1/n for each t ∈ T m−1,k . Now define τ : T m−1,k → R by τ =τ + u.
For each t ∈ T m−1,k , bothτ (t) and u(t) are integer multiples of 1/n, and hence so is τ (t). We also have that
In particular, for every t ∈ T m−1,k we have |τ (t) − τ 2 (t)| ≤ d m,k /n and therefore
In particular, all values of τ are positive. Furthermore t∈T m−1,kτ (t) = 1 and t∈T m−1,k u(t) = 0, hence t∈T m−1,k τ (t) = 1, so τ is a probability distribution on T m−1,k . Since bothτ and u are S k -symmetric, the probability distribution τ is also S k -symmetric. Finally, the marginal of τ is ν, because for every a ∈ {0, . . . , m − 1} we have, using (5.2), ν(a) = a2,...,a ∈{0,...,r} a+a2+···+a =rτ (a, a 2 , . . . , a ) = a2,...,a ∈{0,...,r} a+a2+···+a =r τ (a, a 2 , . . . , a ).
Note that Lemma 2.3 yields
It remains to check the last condition in Proposition 3.3. Let τ be a probability distribution on T m−1,k such that each of the k coordinate projections on τ equals ν. By the choice of τ 0 , we have H(τ ) ≤ H(τ 0 ) . Hence from (5.3), (5.4) and (5.5) we obtain
If n is sufficiently large, this yields H(τ ) ≤ H(τ ) + (D m,k log n)/n with D m,k = 2d m,k .
Proof of Lemma 3.9. Let us examine the span of (g 1 (
Let us examine the last k − 1 coordinates of the vectors on the right-hand side. Each u i =g i (x i ) for 1 ≤ i ≤ k − 1 is the i-th standard basis vectors when restricted to the last k − 1 coordinates. On the other hand, each u i − u i =g i (x i ) −g i (x i ) has only zeros in the last k − 1 coordinates. Hence all linear relations between the vectors on the right-hand side above are between
By the definition ofg i we actually know that for 1
is the same as x i − x i ∈ Z n with k − 1 zeros attached at the end. So
where in the last step we used that (
It remains to show that
Recall that by definition the vectors on the left-hand side are just the projections of the vectors on the right-hand side from Z n+k−1 to F n+k−1 P
. Hence the dimension on the left-hand side is at most as large as the dimension on the right-hand side. However, if the dimension on the right-hand side is , we can take independent vectors from the setg 1 (x 1 ), . . . ,g k (x k ),g 1 (x 1 ), . . . ,g k (x k ). Consider the ( × (n + k − 1))-matrix (with entries in Z) whose rows are the chosen vectors. As the rank of that matrix over Q is , there exists an ( × )-submatrix whose determinant is a nonzero integer. Since this determinant has absolute value at most !(m − 1) ≤ (2k)!(m − 1) 2k < P , this implies that the determinant must be nonzero over F P . So the chosen vectors are also independent over F P and the dimension on the right-hand side is at least . This proves the desired equality of the two dimensions.
Proof of Theorem 1.4
The next three sections are devoted to proving Theorem 1.4. From now on, we consider k ≥ 3 to be fixed.
A generalization of Theorem 1.4
Instead of proving Theorem 1.4 directly, we will prove the following more general statement that applies to a certain class of probability distributions on {0, . . . , n} with expectation n/k. Here n ≥ 0 is any non-negative integer. We will take n = m − 1 and use the fact that ν m,k has expectation (m − 1)/k to obtain Theorem 1.4. Theorem 6.1. Let n ≥ 0 be an integer and let ψ be a probability distribution on {0, . . . , n} with expectation n/k that satisfies ψ(0) > ψ(1) > · · · > ψ(n) > 0. If n ≥ k, let us also assume that 2ψ( n/k ) < ψ( n/k − 1) + ψ( n/k ). Then ψ occurs as the marginal of an S k -symmetric probability distribution τ on T n,k with τ (t) > 0 for every t ∈ T n,k .
Proof of Theorem 1.4 assuming Theorem 6.1. Let n = m − 1 and recall that ν m,k is a probability distribution on {0, . . . , m − 1} with expectation (m − 1)/k (see Lemma 3.2). Since
So in order to be able to apply Theorem 6.1, we just need to check that 
This is indeed true, since 2γ m,k < γ
m,k . Thus, ν m,k satisfies the assumptions of Theorem 6.1 with n = m − 1 and therefore occurs as the marginal of an S k -symmetric probability distribution τ m,k on T m−1,k with τ m,k (t) > 0 for every t ∈ T m−1,k
In the next subsection, we will introduce scaled distributions, following Pebody [22, Section 2]. They provide a useful framework for the proof of Theorem 6.1. In the third subsection we will state Proposition 6.5, the main proposition for the proof of Theorem 6.1, as well as the key lemmas for the proof of this proposition. All of this will be formulated in the framework of scaled distributions introduced in the next subsection. In the fourth subsection we will finally see how Theorem 6.1 follows from Proposition 6.5. Section 7 will be devoted to proving Proposition 6.5 and Section 8 to proving the key lemmas stated in Subsection 6.3. This will then complete the proof of Theorem 6.1 and thereby establish Theorem 1.4.
Scaled distributions
Here, we will introduce scaled distributions, the framework in which the proof of Theorem 6.1 will operate. Everything in this subsection follows the first half of Section 2 of Pebody's paper [22] . Throughout this subsection, n is an arbitrary non-negative integer.
If ψ is a scaled distribution that can be written as a linear combination of scaled distributions ψ 1 and ψ 2 , and if ψ 1 and ψ 2 both have mean n/k, then ψ also has mean n/k. Note that any probability distribution ψ on {0, . . . , n} can be interpreted as a scaled distribution. Furthermore, to any non-zero scaled distribution ψ on {0, . . . , n} we can associate an actual probability distribution ψ by setting
Note that ψ has mean n/k (according to the definition above) if and only if ψ has expectation n/k (according to the usual definition in probability theory). Following Pebody [22] , let a scaled distribution on {0, . . . , n} be called n-simple if it is of the form 1 a1 + 1 a2 + · · · + 1 a k for some (a 1 , a 2 , . . . , a k ) ∈ T n,k (that means a 1 , a 2 , . . . , a k ∈ {0, . . . , n} with a 1 + a 2 + · · · + a k = n).
Note that any n-simple scaled distribution has mean n/k.
The following lemma is a variation of Lemma 4 in [22] . Although Lemma 4 in [22] is only for the case k = 3 and has a slightly different statement, basically the same proof works here.
Lemma 6.3 (see Lemma 4 in [22] ). Let ψ be a non-zero scaled distribution on {0, . . . , n}, and let ψ be the associated probability distribution as defined above. Then the following two statements are equivalent.
(1) The scaled distribution ψ can be written as a positive linear combination of all the n-simple scaled distributions
(2) The probability distribution ψ occurs as the marginal of an S k -symmetric probability distribution τ on T n,k with τ (t) > 0 for every t ∈ T n,k .
Proof. Note that for any S k -symmetric symmetric probability distribution τ on T n,k , its marginal µ(τ ) is given by
First let us assume (1), so
Now consider the probability distribution τ on T n,k given by
Clearly, τ is S k -symmetric and τ (t) > 0 for every t ∈ T n,k . Furthermore its marginal µ(τ ) is given by
Thus ψ is the marginal of the S k -symmetric probability distribution τ on T n,k .
For the converse, assume that ψ is the marginal of some S k -symmetric probability distribution τ on T n,k with τ (t) > 0 for every t ∈ T n,k . Then
Thus, ψ is a positive linear combination of all the n-simple scaled distributions. Now, by rescaling we can see that ψ is also a positive linear combination of all the n-simple scaled distributions.
Proof Overview
In this subsection, we will state the key ingredients for the proof of Theorem 6.1. First, we make the following definition that will be at the heart of the proof.
Definition 6.4. Let n ≥ 0 be an integer. A scaled distribution ψ on {0, . . . , n} is called n-tame if the following four statements hold.
In other words, if n = 0, then ψ only needs to satisfy condition (i). If 1 ≤ n < k, the ψ needs to satisfy (i) and the inequality in (ii). If k ≤ n < 2k, then in addition ψ also needs to satisfy the inequality in (iii). And if n ≥ 2k, then ψ needs to satisfy (i) and all the three inequalities in (ii), (iii) and (iv). Note that if n is divisible by k, then condition (iv) is already implied by condition (ii), since n/k = n/k . We are now ready to state the main proposition for the proof of Theorem 6.1: Proposition 6.5. Every n-tame scaled distribution is a non-negative linear combination of n-simple scaled distributions.
The proof of Proposition 6.5 will be by strong induction on n with base cases 0 ≤ n ≤ k, and reducing from n to n − k in each step. We will prove Proposition 6.5 in Section 7. Here, we just state the key lemmas for the proof of Proposition 6.5. These lemmas will be proved in Section 8.
Lemma 6.6. Let n ≥ 1 and let j ∈ {1, . . . , n} with j + 1 ≥ 2n/k. Then there exists a scaled distribution α j on {0, . . . , n} satisfying the following six properties.
(a) α j is a non-negative linear combination of n-simple scaled distributions.
Lemma 6.7. Let n ≥ k be an integer and let ψ be an n-tame scaled distribution on {0, . . . , n}. Then there exists an n-tame scaled distribution ϕ with
(this means that ϕ has equality in condition (iii) Definition 6.4) and such that ψ − ϕ is a non-negative linear combination of n-simple scaled distributions.
Lemma 6.8. Let n ≥ 2k be an integer and let ϕ be an n-tame scaled distribution on {0, . . . , n} with
Remark 6.9. Recall that Proposition 6.5 states that every n-tame scaled distribution ψ is a non-negative linear combination of n-simple scaled distributions. It is not hard to see that conditions (i) and (iii) in Definition 6.4 are necessary in order for ψ to be a non-negative linear combination of n-simple scaled distributions. Conditions (ii) and (iv) on the other hand were chosen because they make the inductive proof of Proposition 6.5 work. Condition (iv) seems very unnatural and is in fact only needed to make Lemma 6.8 true. The inequality there can fail by just a slight amount if one does not have this condition (and if n is not divisible by k). One can probably replace (iv) by a different condition to ensure the inequality in Lemma 6.8 (this particular condition was chosen because it is easy to check for the probability distribution ν m,k ). However, omitting condition (iv) entirely would make Proposition 6.5 false.
6.4 Deriving Theorem 6.1 from Proposition 6.5
First, let us prove the following corollary of Lemma 6.8.
Corollary 6.10. Let n ≥ 0 be an integer and let ψ be a scaled distribution on {0, . . . , n} with mean n/k that satisfies
Then ψ is n-tame.
Proof. We just need to show that condition (iii) in Definition 6.4 is satisfied, all the other conditions are clear from the assumptions of the corollary. So let us assume that n ≥ k (otherwise (iii) is vacuous). Let us define a scaled distribution ϕ on {0, . . . , n + k} by taking ϕ(0) = 0 and ϕ(n + 2) = ϕ(n + 3) = · · · = ϕ(n + k) = 0 and ϕ(i) = ψ(i − 1) for i = 1, . . . , n + 1. We claim that ϕ is (n + k)-tame:
Here we used that ψ has mean n/k.
(ii) From ψ(0) ≥ ψ(1) ≥ · · · ≥ ψ(n) we obtain ϕ(1) ≥ ϕ(2) ≥ · · · ≥ ϕ(n + 1), and together with
because all these terms are zero by the definition of ϕ.
(iv) Recall that we assumed n ≥ k. So by the assumptions on ψ we have 2ψ( n/k ) ≤ ψ( n/k −1)+ψ( n/k ) and therefore
So ϕ is indeed (n + k)-tame. Note that n + k ≥ 2k, since we assumed n ≥ k. So by (6.2), we can apply Lemma 6.8 and obtain
When plugging in the definition of ϕ, we get ψ(0)
. Thus, ψ indeed satisfies condition (iii) in Definition 6.4. Now, we are ready to derive Theorem 6.1 from Proposition 6.5.
Proof of Theorem 6.1. Let ψ be a probability distribution on {0, . . . , n} with expectation n/k and ψ(0) > ψ(1) > · · · > ψ(n) > 0. If n ≥ k, we also assume that 2ψ( n/k ) < ψ( n/k − 1) + ψ( n/k ). We need to prove that ψ occurs as the marginal of an S k -symmetric probability distribution τ on T n,k with τ (t) > 0 for every t ∈ T n,k . By Lemma 6.3, it is enough to show that ψ, interpreted as a scaled distribution, can be written as a positive linear combination of all the n-simple scaled distributions
So let us interpret ψ as a scaled distribution and let us take some small x > 0 such that
Note that ψ has mean n/k, since both ψ and all the n-simple scaled distributions 1 a1 + · · · + 1 a k have mean n/k. So by Corollary 6.10, the scaled distribution ψ is n-tame. Hence, by Proposition 6.5, ψ is a non-negative linear combination on n-simple scaled distributions. Now, using x > 0 and
this gives a way to express ψ as a positive linear combination of all the n-simple scaled distributions
This finishes the proof of Theorem 6.1.
The next section will be devoted to proving Proposition 6.5, assuming the lemmas stated in Subsection 6.3. These lemmas will be proved in Section 8.
7 Proof of Proposition 6.5
We will prove Proposition 6.5 by strong induction on n, in each step reducing any instance of the statement for n to an instance of the statement for n − k. The base cases n = 0, . . . , k will be treated in the first subsection. The induction step will be performed in the second subsection.
The base cases of the induction
Here we will treat the cases n = 0, . . . , k of Proposition 6.5.
If n = 0, then we have as desired
Now assume that 1 ≤ n ≤ k and keep n fixed. Then Proposition 6.5 is true by the following claim.
Claim 7.1. Let 1 ≤ n ≤ k. Any scaled distribution ψ on {0, . . . , n} satisfying both (i) ψ has mean n/k and
can be written as a non-negative linear combination of n-simple scaled distributions.
Proof. Suppose that there are counterexamples to the claim for some fixed 1 ≤ n ≤ k. Then we can find a scaled distribution ψ satisfying (i) and (ii) such that ψ is not a non-negative linear combination of n-simple scaled distributions. Clearly, such a ψ is not identically zero. For any such ψ, let j ∈ {0, . . . , n} be chosen maximal with ψ(j) > 0. Among all possible scaled distributions ψ that contradict the claim, let us choose one where this j is minimal. Thus, ψ is a scaled distribution on {0, . . . , n} satisfying (i) and (ii), but ψ cannot be written as a non-negative linear combination of n-simple scaled distributions. Furthermore, we have ψ(j + 1) = · · · = ψ(n) = 0, but ψ(j) > 0. Finally, by the choice of ψ, any scaled distribution ϕ satisfying (i) and (ii) and ϕ(j) = ϕ(j + 1) = · · · = ϕ(n) = 0 can be written as a non-negative linear combination of n-simple scaled distributions.
Note that j = 0, because otherwise ψ is supported just on zero and can therefore not have mean n/k. Thus, j ∈ {1, . . . , n} and in particular j + 1 ≥ 2 ≥ 2n/k. Thus, Lemma 6.6 gives a scaled distribution α j satisfying the conditions (a) to (f). Now choose x ∈ R ≥0 maximal such that both ψ(0) − xα j (0) ≥ 0 and ψ(j) − xα j (j) ≥ 0 (such a maximal x exists since x = 0 satisfies the conditions, but due to α j (j) > 0 by (e) there is an upper bound for x). Note that for this maximal x we have ψ(0) − xα j (0) = 0 or ψ(j) − xα j (j) = 0. Now set ϕ = ψ − xα j . We claim that ϕ is a scaled distribution satisfying (i) and (ii). Note that we have
Furthermore by (ii) and (c) we have
From ψ(j + 1) = · · · = ψ(n) = 0 and (d) we can deduce that ϕ(j + 1) = · · · = ϕ(n) = 0. In particular, we have established that ϕ has non-negative values, so it is a scaled distribution. We also have
so ϕ satisfies (ii). Finally ϕ = ψ − xα j has mean n/k because both ψ and α j have mean n/k (see (i) and (b)). Thus, ϕ also satisfies (i).
We claim that ϕ is a non-negative linear combination of n-simple scaled distributions. Recall that by the choice of x we have ψ(0) − xα j (0) = 0 or ψ(j) − xα j (j) = 0. This means ϕ(0) = 0 or ϕ(j) = 0. If ϕ(j) = 0, then ϕ is a scaled distribution satisfying (i) and (ii) and ϕ(j) = ϕ(j + 1) = · · · = ϕ(n) = 0. We saw above that by the choice of ψ this indeed implies that ϕ is a non-negative linear combination of n-simple scaled distributions.
So suppose now that ϕ(0) = 0. Then ϕ is supported on a subset of {1, . . . n}, but has mean n/k ≤ 1. This is only possible if n = k and ϕ is supported on {1}. But then
and therefore ϕ is a non-negative linear combination of n-simple scaled distributions.
So we have shown in any case that ϕ is a non-negative linear combination of n-simple scaled distributions. But now, using (a), we see that ψ = ϕ + xα j is also a non-negative linear combination of n-simple scaled distributions. This contradicts our choice of ψ. Hence there cannot be any counterexamples to the claim, so the claim is true.
The induction step
We will now perform the induction step for proving Proposition 6.5. Let us assume that n ≥ k + 1 and that we have already proved Proposition 6.5 for all smaller values of n. Let ψ be an n-tame scaled distribution on {0, . . . , n}. We need to show that ψ can be written as a non-negative linear combination of n-simple scaled distributions.
First, we apply Lemma 6.7 to obtain an n-tame scaled distribution ϕ satisfying (6.1) and such that ψ − ϕ is a non-negative linear combination of n-simple scaled distributions. If we can write ϕ as a non-negative linear combination of n-simple scaled distributions, then ψ = ϕ + (ψ − ϕ) will also be a non-negative linear combination of n-simple scaled distributions. Hence it suffices to show that ϕ is a non-negative linear combination of n-simple scaled distributions.
If n ≥ 2k, then we can apply Lemma 6.8 and obtain
Let us now define a new scaled distribution ϑ on {0, . . . , n} by
Note that ϑ satisfies
since ϑ is a linear combination of ϕ and certain n-simple scaled distributions, all of which have mean n/k. Let us show that ϑ indeed has non-negative values. For ϑ(0), we have
where for the second equality sign we used (6.1). We also have that
Finally, ϑ(i) = ϕ(i) ≥ 0 for 2 ≤ i ≤ n − k + 1. Therefore, ϑ(i) ≥ 0 for i = 0 and for 2 ≤ i ≤ n. Let us now check that ϑ(1) ≥ 0 as well. If k + 1 ≤ n < 2k, using (7.2) and ϑ(0) = 0, we have
Since the left-hand side is non-negative, the right-hand side must also be non-negative and therefore ϑ(1) ≥ 0. If n ≥ 2k, then (7.1) implies
and in particular ϑ(1) ≥ 0. This proves that ϑ has non-negative values and is therefore a scaled distribution. We have already seen that it suffices to prove that ϕ is a non-negative linear combination of n-simple scaled distributions. Given that
it is therefore sufficient to show that ϑ is a non-negative linear combination of n-simple scaled distributions. Using property (ii) of ϕ together with ϑ(i) = ϕ(i) for 2 ≤ i ≤ n − k + 1, we obtain
Also, if n ≥ 3k, then 2 ≤ n/k − 1 < n/k ≤ n/k ≤ n − k + 1 and therefore property (iv) of ϕ implies
Now, let us define a scaled distribution η on {0, . . . , n − k} by η(i) = ϑ(i + 1) for i = 0, . . . , n − k. We will prove that η is an (n − k)-tame scaled distribution and then use the induction assumption. So let us check that η satisfies conditions (i) to (iv) for an (n − k)-tame scaled distribution (see Definition 6.4):
(i) Recall that ϑ(0) = 0 and ϑ(n) = ϑ(n − 1) = · · · = ϑ(n − k + 2) = 0. Now, using (7.2), we obtain
(iii) Assume that n − k ≥ k, which means n ≥ 2k. Then (7.3) implies
(iv) Assume that n − k ≥ 2k, which means n ≥ 3k. Recall that we have 2ϑ( n/k ) ≤ ϑ( n/k − 1) + ϑ( n/k ) in this case. Thus,
Hence, η is indeed an (n − k)-tame scaled distribution. By the induction assumption for n − k, we can conclude that η can be written as a non-negative linear combination of (n − k)-simple scaled distributions.
Note that for every (a 1 , . . . , a k ) ∈ T n−k,k we have (a 1 + 1, . . . , a k + 1) ∈ T n,k . Thus, for every (a 1 , . . . , a k ) ∈ T n−k,k the scaled distribution 1 a1+1 + · · · + 1 a k +1 is n-simple. So the above equation establishes that ϑ is a non-negative linear combination of n-simple scaled distributions. This finishes the proof of Proposition 6.5.
8 Proof of Lemmas 6.6, 6.7 and 6.8
Proof of Lemma 6.6
We will prove Lemma 6.6 by constructing the scaled distributions α j explicitly (distinguishing several cases).
Proof of Lemma 6.6. Recall that n ≥ 1 and j ∈ {1, . . . , n} with j + 1 ≥ 2n/k. First, let us check that j ≥ n/k. If n ≥ k, this follows from
If n < k, then j ≥ 1 ≥ n/k. So we indeed have j ≥ n/k in either case. Now let n = j + r for integers and r with 0 ≤ r ≤ j − 1 (so r is the remainder of n upon division by j). As n/k ≤ j ≤ n, we have 1 ≤ ≤ k. If = k, then from j ≥ n/k we get that actually j = n/k and we can just take
It is easy to check that this α j satisfies the conditions (a) to (f) in Lemma 6.6. So from now on let us assume that 1 ≤ ≤ k − 1. We will distinguish several cases. In each case, we will give an explicit definition of α j and then check the conditions (a) to (f) in Lemma 6.6. Case 1: r = n/k or n < 2k. In this case, set
).
Evaluating this gives
if r ≥ 1 and
if r = 0. By definition, α j satisfies (a) and therefore automatically also (b). By looking at the evaluations above, it is easy to see that α j satisfies (c), (d) and (e). It remains to check (f). If n < 2k, then (f) is vacuously true, so let us assume n ≥ 2k. Then
, 2}, and α j (i) = 2 if and only if i ≥ r. We need to show
Recall that we assumed r = n/k for this case. If r > n/k , then each of the values α j ( n/k ), α j ( n/k − 1) and α j ( n/k ) is zero, hence (8.1) is satisfied. If r < n/k , then r ≤ n/k and so α j ( n/k ) = 2. Thus
and (8.1) is satisfied as well. Case 2: r = n/k , n ≥ 2k, and ≤ k − 2. In this case, set
Evaluating this gives
Recall that j − 1 − r ≥ 0 and ≥ 1. Also, recall that r = n/k ≥ 2. By definition, α j satisfies (a) and therefore also (b) . By looking at the evaluation above, it is easy to see that α j satisfies (c), (d) and (e). In order to check (f), note that 1
r+1 and so (f) is satisfied as well. Case 3: r = n/k , n ≥ 2k, and = k − 1. In this case, we have (k − 1)j + r = n, thus kj = n + (j − r). Hence
So j − r ≥ k ≥ 3 and therefore j − 1 − r ≥ 2. Now set
Recall that j − 1 − r ≥ 2 and k ≥ 3. Hence (k − 2)(j − 1 − r) ≥ 2. Also recall that r = n/k . By definition, α j satisfies (a) and therefore automatically also (b). By looking at the evaluation above, it is easy to see that α j satisfies (c), (d) and (e). In order to check (f), note that n/k − 1 ≤ n/k ≤ n/k = r. Hence we have α j ( n/k ) = α j ( n/k − 1) = α j ( n/k ) = 0 and so (f) is satisfied as well. This finishes the proof of Lemma 6.6.
Proof of Lemma 6.7
Here, we will derive Lemma 6.7 from Lemma 6.6. However, we first need another lemma:
Lemma 8.1. Let n ≥ 1 and let ψ be an n-tame scaled distribution on {0, . . . , n} that is not identically zero. Let j ∈ {0, . . . , n} be chosen maximal with ψ(j) > 0. Then j + 1 ≥ 2n/k.
Proof. By property (ii) in Definition 6.4 we have ψ(i) ≥ ψ(j + 1 − i) for 1 ≤ i ≤ (j + 1)/2. Hence,
for 1 ≤ i ≤ (j + 1)/2. Thus, by symmetry between i and j + 1 − i we actually obtain
Note that by the choice of j we have ψ(i) = 0 for all i > j. So using (8.2) and property (i) in Definition 6.4, we obtain
As n i=0 ψ(i) > 0, this yields j + 1 ≥ 2n/k as desired.
Now we are ready for the proof of Lemma 6.7.
Proof of Lemma 6.7. Recall that n ≥ k. Suppose there is a counterexample to Lemma 6.7. That means, one can find an n-tame scaled distribution ψ for which there exists no n-tame scaled distribution ϕ with the desired conditions. Clearly, such a ψ is not identically zero (because then we could just take ϕ to be identically zero as well). So for any such ψ, let j ∈ {0, . . . , n} be chosen maximal with ψ(j) > 0. Among all possible scaled distributions ψ that contradict Lemma 6.7, let us choose one where this j is minimal. Thus, ψ is an n-tame scaled distribution on {0, . . . , n}, but there exists no ϕ with the desired properties. And j ∈ {0, . . . , n} is maximal with ψ(j) > 0. This means ψ(j + 1) = · · · = ψ(n) = 0, but ψ(j) > 0. Now, by the choice of ψ, for any n-tame scaled distribution ψ with ψ (j) = ψ (j + 1) = · · · = ψ (n) = 0 we can find an n-tame scaled distribution ϕ satisfying (6.1) such that ψ − ϕ is a non-negative linear combination of n-simple scaled distributions.
Note that by Lemma 8.1 we have j + 1 ≥ 2n/k and in particular j ≥ (2n/k) − 1 ≥ 1. Thus, Lemma 6.6 gives a scaled distribution α j satisfying conditions (a) to (f). For each x ∈ R ≥0 define a map ψ x : {0, . . . , n} → R by ψ x = ψ − xα j . Now, choose the maximum x ∈ R ≥0 such that
Such a maximum x exists since x = 0 satisfies the conditions (for the second condition see property (iii) of ψ), but due to α j (j) > 0 by (e) there is an upper bound for x. Note that for this maximum x we have ψ x (j) = 0 or ψ
We claim that ψ x is an n-tame scaled distribution. Recall that ψ x (j) ≥ 0. By (ii) for ψ and (c) we have
From ψ(j + 1) = · · · = ψ(n) = 0 and (d) we can deduce that
In particular, ψ x (i) ≥ 0 for 1 ≤ i ≤ n. Now recall that n ≥ k and
hence ψ x (0) ≥ 0 as well. So we have established that ψ x has non-negative values, so it is a scaled distribution. We also have
so ψ x satisfies (ii). Furthermore ψ x = ψ − xα j has mean n/k because both ψ and α j have mean n/k (see (i) for ψ and (b)). Thus, ψ x also satisfies (i). Note that (iii) is satisfied since we chose x such that
It remains to check (iv). If n < 2k, then (iv) is vacuous, so assume n ≥ 2k. Then by (iv) for ψ and (f) we have 2ψ( n/k ) ≤ ψ( n/k − 1) + ψ( n/k ) and 2α
So ψ x is indeed an n-tame scaled distribution. Recall that by the choice of x we have ψ x (j) = 0 or
Suppose the latter, then ψ x would be an n-tame scaled distribution satisfying (6.1) and ψ − ψ x = xα j would be a non-negative linear combination of n-tame scaled distributions (see (a)). This contradicts our assumption of ψ being a counterexample to Lemma 6.7.
Hence we must have ψ x (j) = 0. Thus, together with (8.3) we obtain ψ x (j) = ψ x (j + 1) = · · · = ψ x (n) = 0. So ψ x is an n-tame scaled distribution with ψ x (j) = ψ x (j + 1) = · · · = ψ x (n) = 0. We saw above that by the choice of ψ this implies that for ψ x we can find an n-tame scaled distribution ϕ satisfying (6.1) such that ψ x − ϕ is a non-negative linear combination of n-simple scaled distributions. But then, using (a), we obtain that ψ − ϕ = (ψ x − ϕ) + xα j is also a non-negative linear combination of n-simple scaled distributions. This contradicts our choice of ψ. Hence there cannot be any counterexamples to Lemma 6.7, so Lemma 6.7 is true.
Proof of Lemma 6.8
The goal of this subsection is to prove Lemma 6.8. So assume n ≥ 2k and let ϕ be an n-tame scaled distribution on {0, . . . , n} satisfying In other words, ϕ(1) > ϕ(n − 1) + 2ϕ(n − 2) + · · · + (k − 2)ϕ(n − k + 2) + (k − 1)ϕ(n − k + 1) + (k − 2)ϕ(n − k) + · · · + ϕ(n − 2k + 3), so the claim of Lemma 6.8 is true. This is a contradiction to our assumption (recall that we assumed that the lemma is false), which finishes the proof of the lemma.
hence the same identity holds over F p for z 1 , . . . , z k ∈ Z m . Now, for all z 1 , . . . , z k ∈ Z m we obtain Let us now prove Theorem 1.2 using Tao's slice rank method [24] .
Proof of Theorem 1.2. Let (x 1,j , x 2,j , . . . , x k,j ) L j=1 be a k-colored sum-free set in Z n m . We need to prove that L ≤ (Γ m,k ) n . We will first prove that L ≤ k · (Γ m,k ) n , and the additional factor k will then be removed using a power trick. On the other hand, by multiplying (9.1) out, we can write G(j 1 , . . . , j k ) as a linear combination of terms of the form x (a s,1 + · · · + a s,n ) ≤ n(m − 1), so for each of these terms in the linear combination we can choose some s ∈ {1, . . . , k} with a s,1 + · · · + a s,n ≤ n(m − 1)/k. Let us now sort the terms into groups depending on the chosen index s ∈ {1, . . . , k} and on the n-tuple (a s,1 , . . . , a s,n ). Then each group gives a term of the form for some function G depending only on j 1 , . . . , j s−1 , j s+1 , . . . , j n and not on j s . In other words, we obtain a slice rank decomposition of G with one slice for each group given by s ∈ {1, . . . , k} and an n-tuple (a s,1 , . . . , a s,n ). Since G has slice rank L, the number of groups must be at least L, so L ≤ k · |{(a 1 , . . . , a n ) ∈ {0, . . . , m − 1} n | a 1 + · · · + a n ≤ n(m − 1)/k}|.
The following lemma gives an upper bound for the quantity on the right-hand side.
Lemma 9.2. |{(a 1 , . . . , a n ) ∈ {0, . . . , m − 1} n | a 1 + · · · + a n ≤ n(m − 1)/k}| ≤ (Γ m,k ) n .
We postpone the proof of this lemma for a moment, in order to first finish the proof of 1.2. Applying Lemma 9.2, we obtain L ≤ k · (Γ m,k ) n for every k-colored sum-free set (x 1,j , x 2,j , . . . , x k,j ) 1,j1 , x 1,j2 , . . . , x 1,j ), . . . , (x k,j1 , x k,j2 , . . . , x k,j ) (j1,...,j )∈{1,. ..,L} .
Thus, L ≤ k · (Γ m,k ) n , and we can conclude L ≤ (Γ m,k ) n by taking → ∞.
Lemma 9.2 has a standard proof, it was given for example in [7, Proposition 4.12] , see also [19, Lemma 5] . For the reader's convenience, we repeat the proof here:
Proof of Lemma 9.2. Let Z 1 , . . . , Z n be independent random variables, uniformly distributed on {0, . . . , m−1}.
Then the desired number of n-tuples (a 1 , . . . , a n ) ∈ {0, . . . , m − 1} n with a 1 + · · · + a n ≤ n(m − 1)/k equals m n P(Z 1 + · · · + Z n ≤ n(m − 1)/k). So we need to prove P Z 1 + · · · + Z n ≤ n(m − 1)/k ≤ m −n (Γ m,k ) n .
For every 0 < γ < 1 we have by Markov's inequality Taking γ = γ m,k , this gives P Z 1 + · · · + Z n ≤ n(m − 1)/k ≤ m −n (Γ m,k ) n , as desired.
