In a nonlinear dynamic model, the consistency and asymptotic normality of the Nonlinear Least-Absolute Deviations (NLAD) estimator were proved by Weiss (1991), even though they are difficult to compute in practice. Overcoming this difficulty will be critical if the NLAD estimator is to become practical. We propose an approximated NLAD estimator with the same asymptotic properties as the original with the exception that ours is easier to use.
Introduction
In parametric regression models, the Least-Squares (LS) estimator is usually used for parameter estimates. If the error term is distributed as normal, then the LS estimator is a Maximum Likelihood Estimator (MLE) and attains minimum variance within unbiased estimators. At the same time, however, it is well known that only one outlier may cause a large error in an LS estimator. This occurs in the case of fatter tail distributions of the error term. In such a case, more robust estimators are desirable. One is the Least-Absolute Deviations (LAD) estimator.
In a linear regression model, a linear programming method is available as a calculation method for the LAD estimator. On the other hand, in the nonlinear dynamic model, no computational method is proposed, although it has been shown theoretically by Weiss (1991) that a Nonlinear LAD (NLAD) estimator is consistent and asymptotically normal.
Therefore, we seek an approximate estimator of the NLAD estimator that is practically computable. In a linear case, Hitomi (1997) proposed an estimator of this kind called the Smoothed LAD (SLAD).
1 In order to obtain an SLAD estimator, he approximated the non-differentiable original objective function by the smoothed function which is differentiable. That is, he replaced |x| with √ x 2 + d 2 where d > 0 is the distance from the origin (see Figure 1 ). Then the distance between the original and smoothed objective functions is equal to or smaller than d for all x. Hitomi (1997) controlled the parameter d connected with the sample size so that the SLAD estimator has the same asymptotic properties as the original LAD estimator. In this article, we extend this method to the nonlinear dynamic model. In conclusion, we obtained the general calculation method of the NLAD estimator. We call it the Nonlinear SLAD (NSLAD) estimator.
We introduce a nonlinear dynamic model in Section 2, which was investigated by Weiss (1991) . In Section 3, we prove that the NSLAD estimator has the same asymptotic properties as the original NLAD estimator under the nonlinear dynamic model and Section 4 presents the results of the Monte Carlo study. Concluding remarks are given in Section 5. Finally, our assumptions are described in Appendix A and the sketch of proof that our model in Section 4 meets assumptions is given in Appendix B.
Model
Weiss (1991) considered the following nonlinear dynamic model.
vector of exogenous variables β 0 : (k × 1) vector of unknown parameter u t : unobserved error term which satisfies Median(u t | I t ) = 0 I t : σ-algebra (information set at period t) generated by
Then the NLAD estimator is defined as the solution of the following problem:
In these basic settings, Weiss (1991) proved that the NLAD estimatorβ was consistent and asymptotically normal under the set of assumptions in Appendix A.
Theorem (Weiss(1991) ) Under the assumptions described in Appendix A,β
where
However, no computational method was proposed by Weiss (1991) . This is critical, and we solved this problem.
Following Hitomi (1997) 
The NSLAD estimator is defined as the solution of the following problem which minimizes the smoothed objective function:
First and second derivatives are (where
and
Asymptotic properties 3.1. Consistency
The difference between the original and smoothed objective functions defined in (2.2) and (2.6), respectively, is
2In appropriate conditions, Q T converges in probability to a smooth function as T → ∞ to which Q s T also converges in probability if d → 0 as T → ∞. Therefore it is understandable that the original NLAD and NSLAD estimator have the same asymptotic properties.
This implies the following theorem.
Theorem 1. Assume the original objective function Q T (β) converges in probability uniformly in β to a function that is uniquely minimized at
β 0 . 3 If d → 0 as T → ∞, then the NSLAD estimator is consistent.
Asymptotic normality
The asymptotic normality of the NLAD estimatorβ is mainly based on the following asymptotic first order condition:
Thus, if the NSLAD estimator also satisfies (3.3), it is asymptotically normal with the same asymptotic covariance matrix of the original NLAD, according to Weiss'(1991) results. Therefore, we have proved that the NSLAD estimatorβ s satisfies the condition (3.3) in the followings. Now, note the NSLAD estimatorβ s satisfies the first order condition:
Then, all we have to do is show that the following equation is satisfied:
Let δ T be a positive number. Divide the data set into two groups such that
3Weiss (1991) demonstrated this fact in his nonlinear dynamic model described in Appendix A.
First, we focus on the term A 1 . By the Taylor expansion, it follows that
Next, consider the term A 2 , which we regard as a function of β,
and 1(·) represents the indicator function. Here, assume that the conditional density function of u t on I t is bounded from above, 3.12) and the next condition is satisfied in an open neighborhood B 0 of β 0 ,
for some real values 0 < M 1 , M 2 < ∞. Then, for ∀β ∈ B 0 , we get
Thus, by the Markov inequality, 
and (3.10), (3.12) and (3.13) are satisfied. 
Furthermore, assume the conditions described in Appendix A, then
Proof. By Weiss'(1991) proof method of the asymptotic normality of the NLAD estimator, 4 we can see that all we have to do is show (3.3) for the NSLAD estimator because the other conditions are implied by nonlinear dynamic model described in Appendix A. Hence, we have already completed our proof in the above discussions.
Monte Carlo experiments
In this section, we present some examples of the NSLAD estimator and compare the performance of the NSLAD and nonlinear least-squares (NLS) estimators. These experiments are conducted in the following nonlinear dynamic model, which satisfies the assumptions given in Appendix A. 5 We set β 1 = β 2 = 1, λ = φ = 0.5 and y 0 = 0.
We generated u t from two distributions. One is the standard normal distribution, where the NLS estimator becomes MLE, and the other is the Laplace distribution, where the NLAD estimator is MLE. The density of the Laplace distribution, whose variance is adjusted to 1, is f u (u) = exp(− √ 2|u|)/ √ 2. Median(u) = 0, V (u) = 1, where V (·) indicates a variance. Next, let z be distributed as a uniform distribution: z ∼ U (0, 9/2). Note: this makes V ((z The results are reported in the following tables. Each table is reported in the same format. The upper block of this table shows a case with an error term distribution that is standard normal, and the lower block shows a case with the Laplace distribution. In each block, for the NLS and NSLAD estimators, the sample mean, standard deviation, median, and 1st and 3rd quartiles are reported.
The bias becomes negligible as the sample size increases, and there are no differences between the NSLAD and NLS estimators if attention is focused exclusively on this point. In terms of standard deviations, the NLS estimator has a smaller standard deviation when the error term's distribution is standard normal, and the NSLAD estimator has a smaller standard deviation when the error term's distribution is the Laplace distribution. When the error term is distributed as standard normal, standard deviations of the NSLAD estimators are about 20% larger than those of the NLS estimators and at most 28.3% larger in the estimate of λ as T = 200. When Table 3 . the error term is distributed as the Laplace distribution, standard deviations of the NLS estimators are 10% − 30% larger than those of the NSLAD estimators, and the largest difference is 65.7% larger in the estimate of λ as T = 50. The second largest is 29.8% larger in the estimate of β 1 as T = 500. With respect to median and quartiles, there are no differences between the NLS and NSLAD estimators regarding their performances. Finally, we compare the computing time of the NLS and NSLAD estimators. The average computing time of the NLS and NSLAD estimators is 0.35 and 0.47 seconds, respectively, when T = 500 with the standard normal error, and also 0.35 and 0.42 seconds when T = 500 with the Laplace error. In the same manner, the average computing time of the NLS and NSLAD estimators is 0.28 and 0.37 seconds, respectively, when T = 200 with standard normal, and also 0.28 and 0.33 seconds when T = 200 with the Laplace distribution. Similarly, when T = 100 and 50, the NSLAD estimate takes about 30% as much time as the NLS estimate with standard normal, and takes about 20% as much time as the NLS estimate with the Laplace distribution. We use GAUSS for Windows (32 bit), Version 3.2.38., and GAUSS Table 4 . Applications Optimization to conduct these experiments in an environment with a CPU that has a PentiumII, 400MHz, and 64MB memory. From these results, we can conclude that the NSLAD estimator performed very well and equal to the NLS estimator.
Concluding remarks
The aim of this article is on the actual usage of the NLAD estimator, which has attractive properties such as robustness. The problem lies in computational difficulty. Therefore, we proposed an NSLAD estimator, a generalization of Hitomi's(1997) SLAD estimator, which is practically computable and has the same asymptotic properties as the NLAD estimator in Weiss'(1991) nonlinear dynamic model. The Monte Carlo experiment implies a good performance of the NSLAD estimator, at least equal to the NLS estimator.
Consequently we obtained a computable approximate to the NLAD estimator, which we called the NSLAD estimator, and the NLAD and NSLAD estimators have the same asymptotic properties.
First, we begin with Assumption 2. We set −1 + c ≤ φ ≤ 1 − c, c ≤ λ ≤ 1 − c (0 < c < 1) and −C ≤ β 1 , β 2 ≤ C (0 < C < ∞). Note that the parameter space and the support of z are bounded. For Assumption 3, we use the Taylor expansions, and for Assumption 4, we can show |f (u 2 ) − f (u 1 )| < |u 2 − u 1 | and f (u) > h is trivial. As to Assumption 6, we transformed our model as follows: y 
