Since version 1.5, generics (parametric polymorphism) are part of the Java language. Experience with implementations of the Java Language Specification such as EJC and JAVAC has shown that the type error messages provided by these tools leave more than a little to be desired. Type error messages are often uninformative and sometimes show artifacts of the type checking process in the messages. Apparently, providing good type error messages for a language as large and complex as Java currently is, is not easy.
Introduction
Since the introduction of generics in Java, many programmers have discovered that the "standard" compilers Eclipse's EJC and Sun's JAVAC do not always explain why a given generic method invocation fails to type check. For example, in Figure 1 , neither compiler explains why the method invocation can't possibly address the method provided by the programmer, and also does not suggest how the problem might be fixed. It is up to the programmer to find out that out for himself. This is not a mistake on the part of Java Language Specification (JLS) [5] . Its duty is to specify which programs are type correct and which are not. It is up to compiler builders to ensure that additional information such as the locations that play a role in the type inconsistency, or the reason why a particular invocation fails to type check, are provided to the programmer.
It seems, though, that the JLS is at least part of the problem. Indeed, it has raised more than a few eyebrows, both in the academic world [13] as well as programming forums around the world. Indeed, the fact that industry strength compilers such as JAVAC and EJC fail to implement (the generic part of) the JLS consistently is a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. 
ejc:
The method foo(Map<T, ? super T) in the type Test1 is not applicable for the arguments (Map<Number,Integer>) Figure 1 . Some not so informative type error messages further indication that something is amiss (see [3] for some examples). This, however, is not a paper that aims to address the shortcomings of the JLS. It intends to address the potential shortcomings in the compilers that implement it, and in doing that, to help mitigate some of the complications that the JLS may have caused.
A first step to improve type error messages for Java was the subject of an earlier paper of ours [3] , where we extended the standard java type checking process with an additional phase that was concerned solely with coming up with a good error message. This paper describes a number of heuristics that have been implemented on top of that extension. The heuristics either help reduce the bias that seems to be the rule in implementations of type systems, or to detect the presence of mistakes often made by (novice) programmers.
The concrete effect of using heuristics is that they may attach a suggestion to the type error message on how to repair the type error. For example, with the help of the heuristic we describe in Section 5.2, our implementation generates the following type error message for the source code fragment in Figure 1 1 cxt_heuristic/Test1.java:6 Method <T>foo(Map<T, ? super T>) of type Test1 is not applicable for the argument of type (Map<Number, Integer>), because:
[*] The type Integer in Map<Number, Integer> on 5:9(5:21) is not a supertype of the inferred type for T: Number. However, replacing Number on 5:13 with Integer may solve the type conflict.
The heuristic exploits the additional information that the result of the call to foo will be stored in a variable of type List<Integer>, which is why it suggests to replace Number with Integer and not the other way around. Note that Eclipse also suggests fixes for the program, but they are restricted to changing the formal parameters to exactly the type of m, to change the type of m to exactly the formal parameters of foo, or to simply introduce a foo with exactly that type. None of these fixes actually take the invocation or its context into account. Our contributions are:
• to show how heuristics can be used to improve type error messages, in particular, to render type error messages less sensitive to the bias that results from operational choices made in the type checking process and its implementation, to detect certain well-known types of mistakes programmers make, and to provide hints to suggest corrections to these mistakes, • an implementation in a real Java compiler, the JastAdd Extensible Java Compiler, and • anecdotal evidence that it works, in the form of over a hundred (stripped-down) examples as part of our implementation.
The paper is structured as follows. We start by establishing some notation and terminology in Section 2. In Section 3 we provide a few examples of type error messages constructed by our extension, together with the messages provided by EJC and JAVAC. In Section 4 we shortly describe the architecture of our implementation and where it may be obtained. Section 5 forms the bulk of the paper, by describing and illustrating a total of seven heuristics, some with variations. Section 6 reflects and discusses related work; Section 7 concludes and gives directions for future work.
Notation and terminology
We shortly introduce some notation used throughout the paper, linking these to the pertinent paragraphs of the JLS [5] , to which, for reasons of space, we refer for more details.
Since we deal exclusively with method invocations in this paper, and focus on generic classes and interfaces, the basic operation is that of method invocation conversion ( §5.3). It specifies when actual arguments are compatible with formal parameters. In our case, the main conversion operation is widening reference conversion ( §5.1.5), which basically specifies that compatibility is governed by the subtype relation ( §4.10): T <: S if T is a subtype of S. We write T ≮: S if T is not a subtype of S, and may write S :> T for T <: S. The relation :> is defined as the reflexive and transitive closure of the direct supertype relation >1, which contains the extends relationship between classes and interfaces: if A extends B then B :> A. As §4.10.2 of the JLS makes clear, the subtyping relation among (generic) classes and interfaces is quite complicated. For the purposes of the examples in this paper, we need not consider these definitions full detail. Instead, we prefer to give a restricted version of the definition 2 :
C<S1, . . . ,Sn> <: D<T1, . . . ,Tn> if and only if C <: D and for all 1 ≤ i ≤ n: Si ≤: Ti (pronounced Si contains Ti) where
• T ≤: ? extends T, Intersection types are written T1&...&Tn, n > 0, where the Ti are type expressions ( §4.9). At most one of these types may specify a class type, since Java does not support multiple inheritance.
The least upper bound (lub) of a collection of classes and interfaces S is the most specific type that is a supertype of each S ∈ S. Note that typically, the lub is not simply a class name, but also specifies a number of interfaces. For example, lub({Integer, Number}) equals
Dually, the greatest lower bound (glb) of S is the most general type in the hierarchy that extends each S ∈ S. Note that in the glb is sometimes undefined, e.g., glb({String, Number}) is.
Examples
Before we go on to the technical details, we first give some example type error messages generated by the standard compilers for Java, EJC (version 3.4.1) and JAVAC (version 1.5.0 16), and our own implementation as part of the JASTADD EJC 4. The number of examples is relatively small, but Section 4 describes where to obtain programs to generate many more examples of the messages we can provide, as part of the test set for our implementation. In a later section, we do illustrate our heuristics with output of our own implementation, but will not give the type error messages EJC or JAVAC provide.
For reasons of space, we silently omit uninteresting parts of the code and rewrite some of the output to make it fit the width of a column. For example, we abbreviate fully qualified class names such as java.lang.Number to Number.
In the introduction we gave an example to show that type error messages can be quite uninformative for EJC and JAVAC. In Figure 2 we give another example. In fact, the messages given by both JAVAC and EJC are typical: they show the signature of the method against which the invocation was compared, give the types of the arguments in the invocation, and tell the programmer they do not match. Our implementation also explains why the invocation does not match, and suggests how to fix the problem.
As our second and last example, consider Figure 3 . The constraints generated for both method calls are the same according to the JLS: T <: Number and T <: String, but the type error diagnosis for these very similar programs by EJC is quite different. This is due to how EJC resolves subtype constraints. Our implementation is less sensitive to the bias inherent in the very operational JLS specification. Therefore, our implementation provides identical messages for the two invocations, and, moreover, suggests how to fix the problem. The reason that our two error messages refer to two distinct file names is that our implementation can only provide a single error message for any source file.
Implementation
We have implemented our work as an extension to the JastAdd Extensible Java Compiler (JASTADD EJC) [1] , which in turn was built on top of JastAdd [7] . The latter is an attribute grammar compiler that allows to specify compiler semantics in an aspectoriented way by means of declarative attributes and semantic rules using ordinary Java code. We have contributed some of our code to the maintainers of JASTADD EJC, who have added it to the repository.
The architecture of the part of the compiler we worked on is depicted in Figure 4 : the type checker sends a method invocation which fails to type check to our weak method resolution subprocess which differs from the usual method resolution process in that in its quest for potential methods it ignores all generic type information [3] . The type checker then generates a set of type constraints that relates the types in the invocation to the type variables and types in the method signature.
The type checker passes these constraints to the constraint solver together with the return type of the method declaration and the type of the lvalue if the invocation appears in an assignment context. The constraint solver will attempt to solve the constraints and returns an error message to the type checker if the constraints are unsatisfiable. The error messages returned by the constraint solver are maintained and collected by a separate error manager. If a set of constraints is not satisfiable, then the heuristics, to be described shortly, may apply themselves, and they each may suggest a program fix by communicating their suggestion to the error manager.
Some heuristics are triggered by the presence of constraints of a given form. For example, it makes little sense to execute a heuristic that deals with equality constraints in the absence of such constraints. Each heuristic decides for itself, again by communicating with the error manager, whether it makes sense to execute itself for a given incorrect method invocation.
If multiple heuristics extend the type error message with a suggestion, then the error manager decides which of these will end up in the returned error message. At most one suggestion will be . Architecture of our extension to the JastAdd EJC allowed for each error message, but this can be easily changed. For example, an IDE might offer all the suggestions ordered by priority, and update the priorities dynamically based on indications by the programmer. Currently, the error manager assigns static priorities to each of the heuristics. Further experimentation is needed to establish the right priorities, if they are to be kept static. It is more likely, however, that we shall follow the route taken in Hage and Heeren [6] to have the heuristics give an indication of their "belief" that the suggestion they provide indeed reflects the mistake that was made.
Although we only discuss method invocations in this paper, our extension already gives some limited support for constructor invocations.
To use the system you need Ant (http://ant.apache.org) and subversion (http://subversion.tigris.org/). Once you have these installed on your system, checkout the repository staff.jur.javagenerics/project on the subversion server located at https://subversion.cs.uu.nl/ (click on info to get the exact location for the checkout). The README explains how to proceed. The subdirectory testing contains a large number of example programs on which to try out the compiler. Most programs also contain some further explanations.
The heuristics
Before we go on to describe the heuristics and their effect on the error message in detail, we first give some more general information about the heuristics and how they are used.
Except for a single heuristic that generates warnings (see Section 5.5), all the other heuristics that we present are program correcting heuristics: they explain to the programmer how to modify the source code to resolve the type error. Most heuristics operate directly on the generated type constraints for a method invocation, and all of the heuristics are triggered by type conflicts.
But what exactly does it mean for a heuristic to be "program correcting"? Type conflicts arise from different parts in the program generating conflicting constraints. Often, it boils down to certain parts of the program pointing to one thing, e.g., T should be instantiated to Number, and other parts pointing to a different conclusion, e.g., T should be instantiated to Integer. If, for whatever reason, we have more confidence that the latter is the correct reading, and not the former, the type error may explain to the programmer how the program should be modified in order to make sure that the constraints that imply that T should be Number will not be generated anymore. This ensures that, with all other things equal, the inconsistency will not arise during the next compilation. It is the task of each heuristic to decide, for a particular type error, whether there is an observed, substantial difference in confidence, and what the suggested modification should be.
In our architecture, several heuristics can be triggered by the same type conflict. To avoid multiple repair suggestions, which can easily confuse the programmer, we have implemented a simple prioritization of the heuristics. If multiple heuristics have a suggestion how to fix the problem only the fix suggested by the heuristic with highest priority is included (see Section 4).
The majority heuristic for equality constraints
This heuristic goes back to the work of Johnson and Walz [14] , and encapsulates a simple but important idea: if two parts of the program are in type conflict, blame that part for which you have the least evidence that it is correct. Blame, in our case, means that a repair suggestion will indicate how the parts in which we have least confidence ought to be changed to get rid of the inconsistency. In this section, we start with a simple way of weighing evidence, and progressively make refinements.
The majority heuristic for equivalence constraints is used to correct type equality conflicts by choosing a type based on the equality constraints that satisfies as many type constraints as possible. Consider the code in Figure 5 . The method invocation leads to the constraints: {T = Integer, T = Number, Number <: T} .
The type variable T gives rise to a type equality conflict because Integer is not equal to Number. This conflict can be resolved in two ways; we can choose T to be Integer or we can choose T to be Number. Since the former gives rise to a new conflict with the third constraint Number ≮: T, the error message generated for the method invocation ( Figure 5 ) is extended with a repair hint that describes how to make sure T will be instantiated to Number.
Sometimes an equality conflict can be resolved in multiple ways. The code fragment in Figure 6 shows two instances of such a situation. The invocations have exactly the same constraints {T = Number, T = Integer}, thus we can decide to replace Integer with Number or the other way around. In such situation, we can either extend the error messages generated with an arbitrary chosen possible repair, or not to extend the error messages at all, because none of the solutions is better than the other. To solve this problem of choice, we can define a function that can assess the quality of solutions, and help us to find the best solution. For this heuristic we choose to use the minimal number of edits or modifications required to implement the suggested repair(s). The notion of an edit here, is the act of adding or removing a type or a type constructor. A parametrized type is naturally described as a tree, which we subsequently flatten into a list of types and type constructors, e. ber of minimum number of additions and deletions of types and type constructors to map the former into the latter. In the example, Map and Integer must be deleted, and List must be added: a total of three edits.
Applying this recipe to the first invocation in Figure 6 , we can propose to change the type Number with Integer, because the programmer needs only to change the type of the parameter src. Proposing to change Integer to Number would mean that the user has to perform more edits, because both types of the parameters small and big have to be modified. For the second invocation we do not propose a repair because both solutions require the same number of modifications.
The minimal number of edits is a reasonable assessment function, but it is not the only criterion that can be used determine the best solution. Consider for example the code in Figure 7 , where the number of edit operations required to change the type Integer to Number or vice-versa is exactly the same. In this case the heuristic can not determine the best solution based on the number of edits. However, the heuristic also tends to favor localized changes. Often it is easier for the user to change the types in one place instead of multiple places or files. Therefore, we generate the error message in Figure 7 .
Localized changes, however, are not always desired. For example, the user may have compiled the code in the middle of an unfinished refactoring. To change the default behaviour of the system, the user can use the command line option -distinct to prevent the system from suggesting a repair for the invocation in Figure 7 .
Until now, the presented examples only featured a single type variable. We now continue with some examples in which multiple type variables play a role. Consider the code in Figure 8 , where the heuristic must take the type variable S into consideration when trying to solve the equality conflict of T.
The problem of finding a solution for the equality conflict of T is a constraint satisfaction problem (CSP). The variables in the CSP are the type variables {T, S}, the domains of the variables are 
To speed up the process of finding a solution for a type variable group, we make use of two search heuristics: the degree heuristic and forward checking [12] . The degree heuristic tries to minimize the number of branches when looking for solutions by selecting the most constrained variable and assign a type to it. For example, consider the following type variable declaration:
< T, S extends T, R, U extends Map<R, S>, V extends Map<U, T> > From these constraints, the dependency graph given in Figure 9 can be constructed as follows: each of the type variables becomes a vertex in the graph, and there is a solid edge from S to T if T occurs in a bound for S, in other words the type for S depends on the concrete choice for T . The dashed edges in the graph denote the transitive edges. The vertex in the graph with the most incoming edges is the most constrained variable, in the sense that the highest number of type variables depends on it.
Forward checking is used to ensure that when instantiating a type variable X, the type variables directly depending on X continue to have at least one type in their domain that is within their bounds. For example, when instantiating the type variable T to some concrete type C, the domains of the type variables S and V are checked to verify that S can be instantiated so that S <: C and V can be instantiated so that V <: Map<D,C> for some D in the domain of U. Figure 10 provides an example of what kind of errors this heuristic can repair. Note that every type variable has an equality conflict. Since S depends on T, and R depends on S and indirectly on T, the heuristic processes all type variables as a single type variable group.
Grouping type variables based on their bound dependencies when solving equality conflicts is better than solving the conflicts for each type variable separately, because we can prevent proposing repairs that cause conflicts with the constraints on the bounds. However, sometimes grouping type variables only on the basis of their bound dependencies does not suffice.
Consider the code in Figure 11 , where the type variables in the first method declaration form one type group, and in the second declaration they form two separate groups: the suggested repair for the type variable T in the first invocation will solve the equality conflict, but it will also create a new conflict. The conflict arises when checking the non-atomic constraints, because Map<Integer, ? extends Double> ≮: Map<S, ? extends T>, where S and T are substituted by Integer and Number, respectively. In the second invocation the type variable groups {T, S} and {R} are solved separately, which causes the heuristic to propose For the type variable R, no repair was suggested because both types Object and Number are equivalent solutions. Note that the repair for the first invocation will lead to a type conflict when checking the non-atomic constraints. To help the heuristic find a solution that will satisfy all the constraints, the user can use the commandline option -strict. This flag will force the heuristic to combine the solutions of all type variable groups whose members are involved in non-atomic constraints, e.g. {T, S} and {R} will become {T, S, R}, and then filter out all the solutions that do not satisfy all the non-atomic constraints involving type variables from the joined type variable groups. The generated error messages when using the -strict flag are the same as the ones given earlier, except that the line However, replacing String on 22:13 with Number may solve the type conflict.
<T, S extends T, R extends
is omitted from the first message (Test9.java:23), and the line However, replacing Number on 37:21 with Object may solve the type conflict.
is added to the second (Test9.java:38).
Observe that the system retracted the repair it suggested before, because now it knows that the repair is not a complete solution. In the second message we see that system proposed an additional repair, because now it has the necessary criteria to judge whether Number should be replaced by Object or the other way around.
One may wonder why we do not always run this heuristic in its strict mode since it will provide safer solutions. The reason is that non-atomic constraints themselves can be a source of conflicts. To illustrate, consider the code in Figure 12 . Running the heuristic in strict mode will not propose a repair of the invocation, because the type variable T is overconstrained with the (unsatisfiable) nonatomic constraints. If, on the other hand, the heuristic is run in non-strict mode instead, then the error message will suggest to replace Number in the type of the parameter m with Integer. If the programmer applies the suggested repair and compiles for the second time, then he will be presented with another error. However, the system will present a repair for this second error too, which is suggested by the opposite wildcards heuristic discussed in Section 5.3.2.
Context type invariance
In this section we present a heuristic that relies on information from the context to correct type conflicts. The heuristic exploits the fact that if the return value of a method has a parameterized type, e.g., List<T>, and we assign the result for a particular invocation to a variable of type List<X> for some concrete X, then context type invariance provides additional evidence that T should be X.
The heuristic can only be applied in a situation where all the following conditions are met:
• The method has a parameterized return type, that contains type variables.
• The method invocation appears in an assignment context.
• If S is the type of the lvalue and R the return type of the method, then R <: S should give rise to an equality constraint.
Consider the code and corresponding type error message in Figure 13 . Here the type variable T has a subtype conflict, because T is instantiated to Number, but Number is not a subtype of Integer. Because the result of the invocation is assigned to a local variable, we can conclude that whatever type T is instantiated to, List<T> must be a subtype of List<Integer>. Due to type invariance we can immediately conclude that T can only be instantiated to Integer. Thus, the heuristic substitutes the type inferred for T with Integer and verifies that all constraints are satisfied. This heuristic runs in strict mode by default, meaning that it considers all the constraints when verifying whether the type deduced from the context can solve the type conflicts. Thus, bound and non-atomic constraints are also checked. Therefore, the heuristic does not propose any repairs for the invocations in Figure 14 and 15. In the former, the heuristic solves the subtype conflict (Object ≮: Number) of T by inferring from the context that T must be Integer. However, substituting T with Integer in the bound of S causes a bound conflict, because Map<Number, String> is not a subtype of Map<Number, Integer>. In Figure 15 the heuristic solves the equality conflict of T by inferring from the context that T must be Integer. Substituting T with Integer, however, will not satisfy the non-atomic constraint:
List <? super Number> <: List <? extends T> .
Note that even in strict mode, this heuristic may still suggest modifications that do not make the invocation type correct, although it may still bring the programmer closer to resolving the mistake. If the programmer wants to disable printing such "partial" repairs, he can again supply a command-line option, -verystrict. More details can be found in the master thesis of the first author [2, Section 6.3.3.2].
Note that the heuristic not only resolves type conflicts of the type variables that occur in the return type of a method, but also bound conflicts and non-atomic conflicts between other type variables. Conflicts of other type variables, however, are only resolved under the condition that these conflicts involve at least one type variable from the return type. For example, consider the code in Figure 16 . The type variables T and R have no conflicts at all, but S has a bound conflict that involves both. Therefore, the heuristic suggests to change the types that T and R were instantiated to.
Wildcards
In this section we present a number of heuristics that specialize in correcting type conflicts caused by wildcards.
Bounded lower bound wildcard
This heuristic targets only bound conflicts caused when a bounded type variable was instantiated with a lower bound wildcard. Consider, for example, the code in Figure 17 . The type variable T is involved in a single equality type constraint: {T = capture(? super Integer)}; for details of capture conversion consult the JLS, [5, §5.1.10]. Therefore, the constraint solver instantiates T to ω1, which is obtained by performing capture conversion on ? super Integer. Since it is not guaranteed that ω1 will be a subtype of Number, the bound of T, a bound conflict arises. We know that the bound conflict will arise no matter what the lower bound is in the wildcard. So maybe the programmer intended to use an upper bound (extends) instead of a lower bound (super). Therefore, the heuristic changes the type List<? super Integer> to List<? extends Integer> and verifies whether all constraints can be satisfied simultaneously. Changing the lower bound to an upper bound in Figure 17 will cause the constraints to change to {T = capture(? extends Integer)}. The type variable will be instantiated to a capture of ? extends Integer, say ω2. Since ω2 is a subtype of Integer, ω2 will also be a subtype of Number. The heuristic therefore informs the programmer that a bound change in the wildcard may solve the conflict. Consider the code in Figure 18 . The heuristic will not suggest a repair for this invocation. Converting List<? super Integer> to List<? extends Integer> gives the constraints: {T = capture(? extends Integer)} and {List<? extends Integer> <: List<? super T>} Because T is involved in just one type equality constraint, it will be instantiated to ω3, where ω3 is the capture of ? extends Integer. However, substituting T with ω3 in List<? super T> will not resolve the non-atomic constraints, because ? super ω3 does not contain ? super Integer.
Opposite wildcards
This heuristic is a variation of the previous heuristic, because it addresses type conflicts caused by incompatible wildcards.
Consider the code in Figure 19 . 
Super Object
Consider the type List<? super Object>. We can add an element of any type to this list, because every possible type in Java is a subtype of Object, and hence it is also a subtype of ? super Object. Furthermore, this list can only refer to a list instantiated with a type that can contain ? super Object. The only type in Java that can do this, is Object itself. Since we can only read elements of type Object from this list, we can say that this list behaves almost exactly the same as a list of type List<Object>. Therefore, it will be a good idea to check whether type conflicts caused by the wildcard ? super Object can be resolved by using Object instead. Consider the code in Figure 20 , where a type conflict is caused by the use of the wildcards ? super Object. Two different captures of a wildcard are never equivalent even if the wildcards and their bounds are identical. Replacing the wildcards and their bounds with just Object resolves this type error; therefore the heuristic hints at this repair in the error message.
Besides equality conflicts, this heuristic can also resolve type conflicts in the non-atomic constraints. We have also implemented a similar heuristic for dealing with extends when applied to final classes. We also note that wildcards may not only cause type equality conflicts, but also supertype conflicts. Because some programmers use upper bound wildcards on purpose to disallow write operations, our implementation allows this heuristic to be turned off. For further details and examples, we refer to the master thesis of the first author [ 
The majority heuristic for subtype conflicts
This heuristic corrects subtype errors in a way similar to how the majority heuristic of Section 5.1 corrects equality constraint conflicts. The heuristic attempts to correct subtype conflicts by finding a type, or set of types, that satisfies as many constraints as possible. The constraints generated for the invocation in Figure 21 are {Integer <: T, Number <: T, T <: Double, T <: Number} .
If we ignore the order in which constraints are processed, then we could say that T will either be lub({Integer, Number}) = Number or glb({Double, Number}) = Double. If we choose T to be Number, then we have the following conflict: Number ≮: Double. But if we set T to Double, then we have two conflicts: Integer ≮: Double and Number ≮: Double. Thus, instantiating T with Number will satisfy more constraints than instantiating T with Double will. Hence the error message.
However, the glb is not always well-defined, so this comparison can sometimes not be made. In that case, the heuristic determines the closest glb, and then applies the above process. An extensive example can be found in [2, Section 6.4].
In case the best possible glb causes the same number of conflicts as lub, the heuristic tries to compute the best possible lub that does not necessarily include all the types in the supertype constraints, but does satisfy more subtype constraints than the original lub. If after comparing the best possible glb and lub, it was determined Figure 22 . Hidden error that they both cause the same number of conflicts, then the heuristic resorts to comparing all the types in the constraints separately. If the heuristic still cannot find a type with a minimal number of conflicts, then the heuristic just chooses the type that is used the most, if possible.
Equality warnings
Since the type constraints in Java are solved in a fixed order, there are certain errors that can remain undetected, because the constraint solver abruptly halts. Consider, for example, the code in Figure 22 . The constraint solver stops while solving the equality constraints and does not check the supertype constraints because no type can be assigned to T. Thus, the user receives only a complaint about the type Integer and Double not being equal. The programmer might be completely unaware of the fact that even if he/she substitutes one of the types in the equality constraints with the other, the invocation will still not type check, because neither Integer nor Double are supertypes of String. Thus, in order to compensate for the fact that our type checking algorithm does not report all the reasons why the invocation does not type check, we have developed this heuristic that warns the programmer that the types in the equality are not only in conflict with eachother, but also with the supertype and/or subtype constraints. For the invocation in 22, the heuristic indeed generates an additional warning.
The purpose of the warning is to avoid the situation that the programmer repairs the equality conflict without verifying that all constraints will be satisfied. The heuristic, in general, generates a warning with a minimal set of types that will cause conflicts. Consider, for example, the following set of constraints:
The heuristic will report that only String is in conflict with Integer and Number, even though Comparable<Number> will also cause a conflict if the programmer decides to replace Integer with Number. The reason why we do not report the type Comparable<Number>, is because we suspect that String is the type that does not belong in the type constraints. Note that this heuristic will normally not report a warning if the maximal equality heuristic of Section 5.1 suggested a repair for the equality conflict.
Reflection and related work
We want to start out by highlighting three design principles that served us really well during our work. The first is to leave the (very complicated) type checking process intact. This avoids proving that the type system is not (inadvertently) changed by the modifications, and the separation of concerns will make it both easier to engineer and easier to add to an existing compiler. The second is to ignore, at first, what is likely to be wrong: a major hurdle to obtain good type error messages when following the JLS, is that potential methods may be disqualified at an early stage, due to a programmer mistake in the generic parts of a type. By ignoring the generic type information at that stage, more methods will be considered, and for each of these a more precise type error message may be obtained. The third principle is to not to discard information easily. Simplifying constraints early may simplify the solver, but it complicates generating good feedback. For example, the type checking process has a set of constraints to simplify and reduce, while a copy of that set is retained in case an error is encountered so that heuristics can work on the original set of constraints.
To guide the development of (new) heuristics it would be really helpful to know what kind of mistakes programmers actually make. Program logging systems like BLUEJ might be able to help us there [9] . In fact, we have asked Matthew Jadud, the author of [9] whether there were any type incorrect programs involving generics collected during his investigation. Unfortunately, his work focused on parse errors made by novice Java programmers, and there were hardly, if any, generics involved. One promising idea, suggested by Pierre-Evariste Dagand in private communication, is to offer our system as a webbased service for Java programmers, and, as part of the service, ask them to rate the output of our system and that of the standard compilers. As a bonus, we obtain a collection of programs that we can use to validate or improve on our work.
In terms of related work on type errors in Java, we are aware of only our own work. Somewhat related is the work of Matthew Jadud and his colleagues on analysis of parse errors, using BlueJ [9] . They have never considered type errors, or Java generics.
Our ideas are an adaptation of work by the second author and his colleagues on improving type error messages for functional languages. The PhD thesis of Bastiaan Heeren provides a comprehensive overview of the work in this field up to 2005 [8, Chapter 3] . Since then the field has not been so active. We would, however, like to mention work by Lerner et al [10] . In their work they take the separation between error diagnostics and the type checking process to the extreme, by having a wrapper program consider possible and probable program fixes for a type incorrect program, and executing the compiler to determine type correctness of the variations.
Conclusion and future work
We have described how to add heuristics to an extension of the type checking process of Generic Java. The heuristics were developed in order to counter the bias that may be introduced by following the JLS, and to capture knowledge about mistakes often made in generic method invocations. The heuristics advise the programmer on what might be the cause of the inconsistencies, and suggest how they may be resolved. We have illustrated our work by a number of examples and have made a download available in which our work is implemented as an extension to the JASTADD EJC. There are three important directions for future work: to empirically validate our work, to devise new heuristics, and to extend our work beyond method (and constructor) invocations. We have already indicated how we might go about the former in Section 6. Regarding new heuristics, we can devise more heuristics for generic method invocations, or devise heuristics for dealing with other issues, e.g., accessibility and visibility of identifiers. A particularly interesting and, we believe, useful extension would be to extend the heuristics to consider more than one method invocation at the time. This may provide additional information to detect the source of an error, and it may provide evidence that the programmer does not understand this part of the language well. A particularly interesting language construct beyond method invocations, is that of inner classes. In that case, we shall have the additional problem of dealing with the scope of type variables, and all the mistakes programmers can make in these situations.
We note that our work takes the JLS as a starting point, and we have yet to consider alternative approaches to combining generics with subtyping, as part of, e.g., Scala [4] and Timber [11] . As part of our longer term agenda, we have established a first contact with the developers of Timber to do exactly this.
