In this paper, we consider the nonlinear doubly singular boundary value problems (p(x)y ′ (x)) ′ + q(x)f (x, y(x)) = 0, 0 < x < 1 with Dirichlet/Neumann boundary conditions at x = 0 and Robin type boundary conditions at x = 1. Due to the presence of singularity at x = 0 as well as discontinuity of q(x) at x = 0, these problems pose difficulties in obtaining their solutions. In this paper, a new formulation of the singular boundary value problems is presented. To overcome the singular behavior at the origin, with the help of Green's function theory the problem is transformed into an equivalent Fredholm integral equation. Then the optimal homotopy analysis method is applied to solve integral form of problem. The optimal control-convergence parameter involved in the components of the series solution is obtained by minimizing the squared residual error equation. For speed up the calculations, the discrete averaged residual error is used to obtain optimal value of the adjustable parameter c 0 to control the convergence of solution. The proposed method (a) avoids solving a sequence of transcendental equations for the undetermined coefficients (b) it is a general method (c) contains a parameter c 0 to control the convergence of solution. Convergence analysis and error estimate of the proposed method are discussed. Accuracy, applicability and generality of the present method is examined by solving five singular problems.
Introduction
We consider the nonlinear doubly singular boundary value problems (DSBVPs) [1] [2] [3] −(p(x)y ′ (x)) ′ = q(x)f (x, y(x)), 0 < x < 1, ( 
3) where δ 1 , α i , β i and γ i i = 1, 2 are any real constants. Here, p(0) = 0 and q(x) may be discontinuous at x = 0. Throughout this paper, the following conditions are assumed on p(x), q(x) and f (x, y):
∈ L 1 (0, 1] and [4, 5] . The Lane-Emden is a special case of (1.1) with p(x) = q(x) = x α which has been used to model several phenomena in mathematical physics and astrophysics such as the theory of stellar structure, the thermal behavior of a spherical cloud of gas, isothermal gas spheres and the theory of thermionic currents [6] . The Lane-Emden equation is a basic equation in the theory of stellar structure for a shape factor of α = 2, i.e., signifying spherical bodies. Equation (1.1) with p(x) = q(x) = x 2 arises in oxygen diffusion in a spherical cell [7, 8] with f = ny /y+k, n > 0, k > 0, and in modelling of heat conduction in human head [9] [10] [11] with f = δe −θy , θ > 0, δ > 0. Existence and uniqueness of doubly singular boundary value problems (1.1) with BCs. (1.2) and (1.3) can be found in [1, [12] [13] [14] . In general, such singular problems are difficult to solve due its singular behavior at x = 0. There are several techniques to solve doubly singular boundary value problems (1.1) with BCs. (1.3) where p(x) = q(x) = x α for α > 0. The numerical study of doubly singular boundary value problems has been carried out for past couple of decades and still it is an active area of research to develop some better numerical schemes. So far various numerical methods such as the collocation methods [15, 16] , tangent chord method [11] , finite difference methods [17] [18] [19] , spline finite difference methods [20] , BSpline method [21] , spline method [22] , Chebyshev economization method [23] , Cubic spline method [24] [25] [26] , Adomian decomposition method (ADM) and modified ADM [27] [28] [29] [30] [31] , ADM with Green's function [32] [33] [34] , variational iteration method (VIM) [35] [36] [37] , the optimal modified VIM [38] , homotopy analysis method [39] and homotopy perturbation method [40] and the references cited therein. Solving (1.1) using ADM or HAM is always a computationally involved task as it requires computation of unknown coefficients. In [32] [33] [34] , the ADMGF was proposed to overcome the difficulties occurred in the ADM for (1.1). However, this method does not provide a mechanism to adjust and control the convergence region and rate of the series solutions.
In this paper, we use the OHAM to obtain approximate solutions of doubly singular problems (1.1). To overcome the singular behavior at the origin, the singular equation is transformed into an equivalent Fredholm integral equation and then the OHAM is applied to get approximate solutions. The most significant feature of the OHAM is the optimal control of the convergence of solutions by a convergence-control parameter which ensures a very fast convergence. In summary, the OHAM has the following advantages:
• Unlike HAM, the present approach does not require any additional computational work for unknown constants;
• Independent of small or large physical parameters;
• Guarantee of convergence;
• Flexibility on choice of base function and initial guess of solution;
• Useful analytic tool to investigate highly nonlinear problems with multiple solutions, singularity and perturbed.
2 Description of the method 2.1 The equivalent integral form of (1.1) and (1.2)
Let us consider the homogeneous version of the problem (1.1) with (1.2) as
Its solution is given by
where
.
Integrating (1.1) twice w.r.t x first from x to 1 and then from 0 to x and changing the order of integration, and applying the BCs y(0) = 0, α 1 y(1) + β 1 y ′ (1) = 0, we obtain
Splitting the first integral into two parts from 0 to x and x to 1, we get
Combining the first and last, and second and third integrals, we obtain
Combining (2.2) and (2.3), we get Fredholm integral form of doubly singular boundary value problems (1.1) and (1.2) as
where g(x) and G(x, s) are given by
2.2 The equivalent integral form of (1.1) and (1.3)
We again consider the homogeneous version of the problem (1.1) and (1.3) as
The unique solution of (2.7) is given by
Integrating (1.1) w.r.to x first from 0 to x and then from x to 1, then changing the order of integration, and applying the BCs lim x→0+ p(x)y ′ (x) = 0, α 2 y(1) + β 2 y ′ (1) = 0, we get
Splitting the first and second integrals into two parts from 0 to x and x to 1, we get
By combining the integrals of same limits, we obtain
Combining (2.8) and (3.11), we get Fredholm integral form of doubly singular boundary value problem (1.1) and (1.3) as
(2.13)
Analytical method based on homotopy analysis
The integral equations (2.4) or (3.12) may be written in the operator equation form 14) where g(x) and G(x, s) are given by (2.5) or (3.13), respectively. Basic idea of homotopy analysis method for solving different scientific models can be found in [41] [42] [43] [44] [45] [46] and optimal homotopy asymptotic method in [47] [48] [49] . According to homotopy analysis method, using r ∈ [0, 1] as an embedding parameter, the general zero-order deformation equation is constructed as
where y 0 (x) denotes an initial guess for the exact solution y(x), c 0 = 0 is convergencecontroller parameter, φ(x; r) is an unknown function and N [φ(x; r)] is given by
When r = 0, the zero-order deformation (2.15) becomes φ(x; 0) = y 0 (x), and when r = 1, it leads to T [φ(x; 1)] = 0, which is exactly the same as the original problem (2.14) provided that φ(x; 1) = y(x). Expanding the function φ(x; r) in a Taylor series with respect to the parameter r, we obtain
where y k (x) is given by
If the convergence controller parameter c 0 = 0 is chosen properly, the series (2.17) converges for r = 1 and it becomes
which will be one of solutions of the problem (2.14).
Defining the vector − → y k = {y 0 (x), y 1 (x), . . . , y k (x)} and differentiating (2.15), k times with respect to the parameter r, dividing it by k!, setting subsequently r = 0, we obtain the kth-order deformation equation as 20) where χ k is given by
and
is the (k − 1)th-order homotopy-derivative operator [50] given by
Using (2.20) and (2.22), the kth-order deformation equation is simplified as
Using (2.24) with an initial guess y 0 (x) = g(x), the solution components y k (x) are obtained as
. . .
The Mth-order approximate solution of the problem (2.14) is defined as
Appropriate selection of the convergence control parameter c 0 has a big influence on the convergence region of series (2.19) and on the convergence rate as well [50, 51] . One of the methods for selecting the value of convergence control parameter is the so-called c 0 -curve and the horizontal line may be considered as the valid interval for c 0 [42, 52] . This method enables to determine the effective region of the convergence control parameter, however it does not give the possibility to determine the value ensuring the fastest convergence [50] . Another way to find the optimal value of the convergence-control parameter c 0 is obtained by minimizing the squared residual of governing equation
The squared residual error defined by (2.27) is a kind of measurement of the accuracy of the Mth-order approximation. However, the exact squared residual error is expensive to calculate when M is large. For speed up the calculations Liao [50, 53] suggested to replace the integral in formula (2.27) by its approximate value obtained by applying the quadrature rules. So, we approximate E M by the discrete averaged residual error defined by
where 0 = x 1 < x 2 < . . . x j−1 < x j < . . . < x n = 1 with nodal points
Since E M (c 0 ) dependent upon c 0 , the optimal value is obtained by solving dE M /dc 0 = 0, the effective region of the convergence control parameter is usually defined as R c 0 = {c 0 : lim M →∞ E M (c 0 ) = 0} and optimal value will satisfy E M (ĉ 0 ) < E M (c 0 ). Having computed the optimal valueĉ 0 and substituting in (2.26), the approximate solution will be obtained.
Convergence analysis
In this section, we establish the convergence of method defined in (2.25) the solution of equivalent integral form (2.14) of doubly singular boundary value problems (1.
Theorem 3.1. Let 0 < δ < 1 and the solution components y 0 (x), y 1 (x), y 2 (x), . . . obtained by (2.25) satisfy the following condition:
then the series solution
and we show that is a Cauchy sequence in the Banach space X. For this purpose, consider
For every n, m ∈ N, n ≥ m > k 0 , we have
and since 0 < δ < 1 so it follows that lim n,m→∞
is a Cauchy sequence in the Banach space X and it implies that the series solution defined in (2.26) converges. This completes the proof of Theorem 3.1. 
Proof. From Theorem 3.1, following inequality (3.3), we have
for n ≥ M. Now, as n → ∞ then φ n → y and δ n−M → 0. So,
Theorems 3.1 and 3.2 together confirm that the convergence of series solution (2.26). Now, we discuss about the uniqueness of the solution of problem (2.14). The operator equation form of (2.14) is written as
Theorem 3.3. Let 0 < δ < 1 and suppose there exists a constant l > 0 such that
Then there exists one, and only one, solution y(x) of equation (3.7) in X.
Proof. Let us assume that there are two solutions z 1 (x), z 1 (x) ∈ X of the problem (3.7)
|G(x, s)q(s)ds| using (3.8), the above inequality reduce to
|G(x, s)q(s)ds|, we obtain
since 0 < δ < 1, the equality z 1 = z 2 must hold. This means equation (3.7) has a unique solution in X.
In the following theorem we show that the series defined in (2.26) is convergent, where the solution components y k (x) are obtained from (2.25), then it must be a solution of the integral of (3.7).
Theorem 3.4. Assume that the series solution
∞ k=0 y k (x) defined in (2.
26) , is convergent to the solution y(x) then it must be a solution of the integral of (3.7).
Proof. Since By summing up the left hand-side of (2.20), we get
Letting n → ∞ and using (3.9), equation (2.8) reduces to
Using (3.11) and right hand-side of the relation (2.20), we obtain
Since c 0 = 0, then equation (3.12) reduces to
Using (3.13) and (2.22), we have
Hence, y(x) is the exact solution of integral equation (3.7).

Numerical results
To examine the accuracy and applicability of the OHAM, we consider five examples of singular boundary value problem. All of the computations have been performed using MATHEMATICA. Here, y(x), φ M (x) and ψ M (x) = φ M (x, −1) denote the exact, OHAM, and ADMGF solutions, respectively. [32, 34] Consider nonlinear doubly singular boundary value problems
Problem 4.1. Doubly Singular Boundary Value Problem
2y − e y (α + β − 1) ] with δ 1 = ln 1 4 , α 1 = 1, β 1 = 0 and γ 1 = ln 1 5 . Its exact solution is y(x) = ln 1 4+x β . Applying OHAM (2.24) with an initial guess y 0 (x) = ln 1 4 , we get the approximate solution φ M (x, c 0 ). Using the formula (2.28), we obtain optimal values,ĉ 0 = [−0.970001; −0.970011] (for α = 0.5, β = 1) with M = 5, 10, respectively. We define absolute error as
The numerical results of absolute errors and approximate solutions are shown in Table  1 . One can see that OHAM method provides better results compared with ADMGF method. [39, 55] Consider nonlinear singular boundary value problems 
The numerical results of the absolute residual errors and the approximate solutions are shown in Tables 2, 3 and 4. One can observe that the residual error not converging to zero with the increase in σ and n by ADMGF technique whereas the proposed method OHAM gives stable solution and converges to exact solution.
Problem 4.3. Distribution of Heat Sources in the Human Head [9-11]
Consider singular boundary value problems [33] −(
Here, p(x) = q(x) = x 2 , f (x, y) = δ e −y(x) and δ = 1. Applying the OHAM (2.24) with an initial guess y 0 (x) = 0, we get the approximate solution φ M (x, c 0 ). Using the formula and M = 10, respectively. Since exact solution is not known so we define the absolute residual errors as
The numerical results are given in Tables 5 and 6 . We observe that that the residual error not converging to zero by ADMGF method whereas the OHAM gives stable solution and converges to exact solution. [7, 8, 56] Consider the following nonlinear singular boundary value problem:
with n = 0.76129, k = 0.03119, α 2 = γ 2 = 5 and β 2 = 1 as in [33, 36] . Applying the OHAM (2.24) with an initial guess u 0 (x) = 1, we get the approximation to solution φ M (x, c 0 ). Using the formula (2.28), we obtain optimal valuesĉ 0 = [−1.045949; −1.010201] with M = 5, 10, respectively. Since exact solution is not known so we define the absolute residual error as
The numerical results ate presented in Table 7 . From the numerical results we observe that OHAM give slightly better results compared to ADMGF method. Consider the following perturbed singular boundary value problem:
with α 2 = 2, β 2 = 1 and γ 2 = 0 as in [38] . Applying the OHAM (2.24) with an initial guess u 0 (x) = 0 , we get the approximation φ M (x, c 0 ). Using the formula defined by (2. 
In Tables 8 and 9 , we consider the influence of ǫ on the residual error for (ǫ = 5, 10, 15) with α = 2 and M = 10. In each cases, we observe that the residual error not converging to zero with an increases in ǫ by ADMGF technique whereas the OHAM gives stable solution and converges to exact solution. 
Conclusions
In this paper, we have examined the doubly singular boundary value problems with Dirichlet/Neumann boundary conditions at x = 0 and Robin type boundary conditions at x = 1, arising in the reaction-diffusion process in a porous spherical catalyst [55] , oxygen diffusion in a spherical cell [7] , heat sources in the human head [11] and the perturbed second kind Lane-Emden equation is used in modelling a thermal explosion [57] . Due to the presence of singularity at x = 0 as well as discontinuity of q(x) at x = 0, these problems pose difficulties in obtaining their solutions. In this paper, a new formulation of the singular boundary value problems has been presented. To overcome the singular behavior at the origin, with the help of Green's function theory the problem has been transformed into an equivalent Fredholm integral equation. Then the optimal homotopy analysis method is applied to solve integral form of problem. The optimal control-convergence parameter involved in the components of the series solution has been obtained by minimizing the squared residual error equation. For speed up the calculations, the discrete averaged residual error has been used to obtain optimal value of the adjustable parameter c 0 to control the convergence of solution. Numerical results obtained by OHAM are better than the results obtained by the ADMGF [33] and are in good agreement with exact solutions, as shown in Tables 1-9 . Unlike ADMGF [33] , the OHAM always gives fast convergent series solution as shown in Tables. Convergence analysis and error estimate of the proposed method have been discussed. The proposed method has successfully applied to the perturbed second kind Lane-Emden Equation [57] whereas other method fails to give covergenct series solution as shown in Tables 8 and 9 .
