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MAGNETIC VORTICES FOR A GINZBURG-LANDAU TYPE
ENERGY WITH DISCONTINUOUS CONSTRAINT. II
HASSEN AYDI AND AYMAN KACHMAR
Abstrat. We study vortex nuleation for minimizers of a Ginzburg-Landau
energy with disontinuous onstraint. For applied magneti elds omparable
with the rst ritial eld of vortex nuleation, we determine the limiting
vortiities.
1. Introdution and main results
In the framework of the Ginzburg-Landau theory, it is proposed to model the
energy of an inhomogeneous superonduting sample by means of the following
funtional (see [3, 10℄)
(1.1) Gε,H(ψ,A) =
∫
Ω
(
|(∇− iA)ψ|2 + 1
2ε2
(p(x) − |ψ|2)2 + |curlA−H |2
)
dx.
Here, Ω ⊂ R2 is the 2-D ross setion of the superonduting sample, assumed to
oupy a ylinder of innite height. The omplex-valued funtion ψ ∈ H1(Ω;C)
is alled the `order parameter', whose modulus |ψ|2 measures the density of the
superonduting eletron Cooper pairs (hene ψ ≡ 0 orresponds to a normal state),
and the real vetor eld A = (A1, A2) is alled the `magneti potential', suh that
the indued magneti eld in the sample orresponds to curlA.
The funtional (1.1) depends on many parameters:
1
ε = κ is a harateristi of
the superonduting sample (a temperature independent quantity), H ≥ 0 is the
intensity of the applied magneti eld (assumed onstant and parallel to the axis
of the superonduting sample), p(x) is a positive funtion modeling the impurities
in the sample, whose values are temperature dependent. The positive sign of the
funtion p means that the temperature remains below the ritial temperature of
the superonduting sample.
In this paper, the funtion p is a step funtion. We take S1 an open smooth set
suh that S1 ⊂ Ω, S2 = Ω \ S1, and
(1.2) p(x) =
{
1 if x ∈ S1 ,
a if x ∈ S2 ,
where a ∈ R+ \ {1} is a given onstant.
The above hoie of p has two physial interpretations (see [6, 10℄):
• S1 and S2 orrespond to two superonduting samples with dierent ritial
temperatures;
• The superonduting sample Ω is subjet to two dierent temperatures in
the regions S1 and S2, whih may happen by old or heat working S2.
Minimization of the funtional (1.1) will take plae in the spae
H = H1(Ω;C)×H1(Ω;R2) .
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That is we do not assume a priori boundary onditions for admissible ongura-
tions, but minimizers satisfy natural boundary onditions. We study nuleation of
vorties as the applied magneti eld varies in suh a manner that,
lim
ε→0
H
| ln ε| = λ , λ ∈ R+ ,
and we obtain that their behavior is strongly dependent on the parameter a, see
Theorems 1.1 and 1.2 below.
The singularity of the potential p auses a singularity in the energy as ε→ 0 of the
order of ε−1, whereas the energy due to the presene of n vorties typially diverges
like n ln ε. In order to separate the dierent singularities of the energy, we let uε be
the (unique) positive minimizer of (1.1) when H = 0 (see Theorem 2.1), the energy
of uε being of the order ε
−1
. Then, if (ψ,A) is a minimizing onguration of (1.1),
it holds that (see Lemma 2.3),
Gε,H(ψ,H) = Gε,0(uε, 0) + Fε,H
(
ψ
uε
, A
)
,
and the onguration
(
ψ
uε
, A
)
minimizes the funtional Fε,H introdued below,
(1.3) Fε,H(ϕ,A) =
∫
Ω
(
u2ε|(∇− iA)ϕ|2 +
u4ε
2ε2
(1− |ϕ|2)2 + |curlA−H |2
)
dx .
The leading order term of the minimizing energy of (1.3) will be desribed by means
of an auxiliary energy introdued in (1.5) below. LetM(Ω) be the spae of bounded
Radon measures on Ω, i.e. the topologial dual of C00 (Ω). A measure µ ∈ M(Ω) an
be represented anonially as a dierene of two positive measures, µ = µ+ − µ−.
The total variation and the norm of µ, denoted respetively by |µ| and ‖µ‖, are by
denition |µ| = µ+ + µ− and ‖µ‖ = |µ|(Ω).
Given λ > 0, we introdue an energy Eλ dened on M(Ω) ∩ H−1(Ω) as follows.
For µ ∈M(Ω) ∩H−1(Ω), let hµ ∈ H1(Ω) be the solution of
(1.4)
{
−div
(
1
p(x)∇hµ
)
+ hµ = µ in Ω ,
hµ = 1 on ∂Ω ,
where p is introdued in (1.2). Now Eλ(µ) is by denition
(1.5) Eλ(µ) =
1
λ
∫
Ω
p(x)|µ| dx +
∫
Ω
(
1
p(x)
|∇hµ|2 + |hµ − 1|2
)
dx .
Theorem 1.1. Given λ > 0, assume that
lim
ε→0
H
| ln ε| = λ ,
then
Fε,H
H2
→ Eλ
in the sense of Γ-onvergene. Here the funtional Fε,H is dened in (1.3) above.
The onvergene in Theorem 1.1 is preisely desribed in Propositions 3.1 and
4.1 below.
Minimizers of (1.5) an be haraterized by means of minimizers of the following
problem,
(1.6)
min
h∈H10 (Ω)
−div( 1p(x)∇h)+h∈M(Ω)
∫
Ω
(
p(x)
λ
∣∣∣∣−div( 1p(x)∇h
)
+ h+ 1
∣∣∣∣+ |∇h|2p(x) + |h|2
)
dx .
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The above funtional being stritly onvex and ontinuous, it admits a unique
minimizer, and so the funtional Eλ.
Therefore, as a orollary of Theorem 1.1, we may desribe the limiting vortiity
measure in terms of the minimizer of the limiting energy Eλ.
Theorem 1.2. Under the hypothesis of Theorem 1.1, if (ϕε, Aε) is a minimizer of
(1.3), then, denoting by
hε = curlAε , µε = hε + curl(iϕε , (∇− iAε)ϕε) ,
the `indued magneti eld' and `vortiity measure' respetively, the following on-
vergene hold,
µε
H
→ µ∗ in
(
C0,γ(Ω)
)∗
for all γ ∈ (0, 1) ,(1.7)
hε
H
→ hµ∗ weakly in H11 (Ω) and strongly in W 1,p(Ω) , ∀ p < 2 .(1.8)
Here µ∗ is the unique minimizer of Eλ.
Sketh of Proof.
Let us briey desribe the main points of the proofs of Theorems 1.1 and 1.2, and
thus explain what stands behind their statements.
The starting point is the analysis of minimizers of (1.1) when H = 0. In this ase,
(1.1) has, up to a gauge transformation, a unique minimizer (uε, 0) where uε is a
positive real-valued funtion. The asymptoti deay of uε as ε → 0 is obtained in
Lemma 2.2.
When H > 0, let (ψ,A) be a minimizer of (1.1). Inspired by Lassoued-Mironesu
[9℄, we introdue a normalized density
1
ϕ =
ψ
uε
.
Then |ϕ| ≤ 1 and we are led to the analysis of the funtional Fε,H(ϕ,A). The
main diulty stems from the boundary layer behavior of the weight uε, whih has
rapid osillations omparable to ε−1 near the boundary of S1. The hallenge is
then to onstrut a test onguration with vorties loalized near ∂S1 and having
the right amount of energy. Tehnially, one does that via a Green's potential Gε
whih we were not able to give a good ontrol of it, see Lemma 3.2. To overome
this diulty, we onstrut vorties situated at a distane
ln | ln ε|
| ln ε| away from ∂S1.
Those vorties being expeted to lie on a union γ of losed urves, a nie L1 bound
an be shown to hold for Gε(x, x) on γ. Then, using a result of [6℄, realled in
Lemma 3.4, this L1 bound provides us with a family of well separated points serv-
ing as the enters of vorties for the test ongurations, see Proposition 3.5. We
use then suitable methods to estimate from above the energy of the onstruted
onguration, yielding in Proposition 3.1 the rst part of Theorem 1.1. This rough
analysis will be arried out through Setion 3.
In Setion 4, we establish a lower bound of the energy, see Proposition 4.1. This
yields the seond part of Theorem 1.1.
The proof of Theorem 1.2 is a by-produt of the proofs of Propositions 3.1 and
4.1, see Remark 4.3. Finally, we lose the paper with a disussion onerning the
minimization of the energy (1.5).
Remarks on the notation.
• The letters C, C˜,M, et. will denote positive onstants independent of ε.
• For n ∈ N and X ⊂ Rn, |X | denotes the Lebesgue measure of X . B(x, r)
denotes the open ball in Rn of radius r and enter x.
1
Notie that ϕ and ψ have the same vorties.
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• (·, ·) denotes the salar produt in C when identied with R2.
• Fε,H(ϕ,A,U) means that the energy density of (ϕ,A) is integrated only on
U ⊂ Ω.
• For α ∈ (0, 1) suiently small, Sα1 = {x ∈ S1 : dist(x, ∂S1) ≥ α} and
Sα2 = {x ∈ S2 : dist(x, ∂S1) ≥ α}.
• For two positive funtions a(ε) and b(ε), we write a(ε)≪ b(ε) as ε→ 0 to
mean that lim
ε→0
a(ε)
b(ε)
= 0.
2. Preliminary analysis of minimizers
2.1. The ase without applied magneti eld. This setion is devoted to an
analysis for minimizers of (1.1) when the applied magneti eld H = 0. We follow
losely similar results obtained in [7℄.
We keep the notation introdued in Setion 1. Upon taking A = 0 and H = 0 in
(1.1), one is led to introdue the funtional
(2.1) Gε(u) :=
∫
Ω
(
|∇u|2 + 1
2ε2
(p(x)− u2)2
)
dx ,
dened for funtions in H1(Ω;R).
We introdue
(2.2) C0(ε) = inf
u∈H1(Ω;R)
Gε(u) .
The next theorem is an analogue of Theorem 1.1 in [7℄.
Theorem 2.1. Given a ∈ R+ \ {1}, there exists ε0 suh that for all ε ∈]0, ε0[, the
funtional (2.1) admits in H1(Ω;R) a minimizer uε ∈ C2(S1) ∪ C2(S2) suh that
min(1,
√
a ) < uε < max(1,
√
a ) in Ω.
If H = 0, minimizers of (1.1) are gauge equivalent to the state (uε, 0).
We state also some estimates, taken from [7, Proposition 5.1℄, that desribe the
deay of uε away from the boundary of S1.
Lemma 2.2. Let k ∈ N. There exist positive onstants ε0, δ and C suh that, for
all ε ∈]0, ε0],
(2.3)∥∥∥∥(1− uε) exp(δdist(x, ∂S1)ε
)∥∥∥∥
Hk(S1)
+
∥∥∥∥(√a− uε) exp(δdist(x, ∂S1)|ε
)∥∥∥∥
Hk(S2)
≤ C
εk
.
Finally, we mention without proof that the energy C0(ε) (f. (2.2)) has the order
of ε−1, and we refer to the methods in [7, Setion 6℄ whih permit to obtain the
leading order asymptoti expansion
C0(ε) =
c1(a)
ε
+ c2(a) + o(1), (ε→ 0),
where c1(a) and c2(a) are positive expliit onstants.
2.2. The ase with magneti eld. This setion is devoted to a preliminary
analysis of the minimizers of (1.1) when H 6= 0. The main point that we shall show
is how to extrat the singular term C0(ε) (f. (2.2)) from the energy of a minimizer.
Notie that the existene of minimizers is standard starting from a minimizing
sequene (f. e.g. [4℄). A standard hoie of gauge permits one to assume that the
magneti potential satises
(2.4) divA = 0 in Ω, n ·A = 0 on ∂Ω,
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where n is the outward unit normal vetor of ∂Ω.
With this hoie of gauge, one is able to prove (sine the boundaries of Ω and S1
are smooth) that a minimizer (ψ,A) is in C1(Ω;C)× C1(Ω;R2). One has also the
following regularity (f. [7, Appendix A℄),
ψ ∈ C2(S1;C) ∪ C2(S2;C), A ∈ C2(S1;R2) ∪ C2(S2;R2).
The next lemma is inspired from the work of Lassoued-Mironesu (f. [9℄).
Lemma 2.3. Let (ψ,A) be a minimizer of (1.1). Then 0 ≤ |ψ| ≤ uε in Ω, where
uε is the positive minimizer of (2.1).
Moreover, putting ϕ = ψuε , then the energy funtional (1.1) splits in the form :
(2.5) Gε,H(ψ,A) = C0(ε) + Fε,H(ϕ,A),
where C0(ε) has been introdued in (2.2) and the new funtional Fε,H is dened
by :
Fε,H(ϕ,A) =
∫
Ω
(
u2ε|(∇− iA)ϕ|2 +
1
2ε2
u4ε(1− |ϕ|2)2 + |curlA−H |2
)
dx.
3. Upper bound of the energy
3.1. Main result. The objetive of this setion is to establish the following upper
bound.
Proposition 3.1. Assume that lim
ε→0
H
| ln ε| = λ with λ > 0. Given µ ∈ M(Ω) ∩
H−1(Ω), there exists a family of ongurations {(ϕε, Aε)}ε in H1(Ω;C)×H1(Ω;R2)
suh that ‖ϕε‖L∞(Ω) ≤ 1,
(3.1)
µ(ϕε, Aε)
H
⇀ µ in
(
C0,γ0 (Ω)
)∗
∀ γ ∈ (0, 1),
and
lim sup
ε→0
Fε,H(ϕε, Aε) ≤ 1
λ
∫
Ω
p(x)|µ| dx +
∫
Ω
(
1
p(x)
|∇hµ|2 + |hµ − 1|2
)
dx .
3.2. Analysis of a Green's potential. This setion is devoted to an analy-
sis of a Green's kernel, i.e. a fundamental solution of the dierential operator
−div
(
1
u2ε(x)
∇
)
+1. The existene and the properties of this funtion, taken from
[1, 13℄, are given in the next lemma.
Lemma 3.2. For every y ∈ Ω and ε ∈]0, 1], there exists a unique symmetri
funtion Ω× Ω ∋ (x, y) 7→ Gε(x, y) ∈ R+ suh that :
(3.2)
 −div
(
1
u2ε(x)
∇xGε(x, y)
)
+Gε(x, y) = δy(x) in D′(Ω),
Gε(x, y)
∣∣
x∈∂Ω
= 0.
Moreover, Gε satises the following properties:
(1) There exists a onstant C > 0 suh that
Gε(x, y) ≤ C (| ln |x− y| |+ 1) , ∀ (x, y) ∈ Ω× Ω \∆ , ∀ ε ∈]0, 1] ,
where ∆ denotes the diagonal in R2.
(2) The funtion vε : Ω×Ω ∋ (x, y) 7→ Gε(x, y)+ u
2
ε(x)
2π
ln |x−y| is in the lass
C1(Ω× Ω ;R) .
(3) Given q ∈ [1, 2[, there exists a onstant C > 0 suh that
‖vε(·, y)‖W 1,q(Ω) ≤ C, ∀ y ∈ Ω, ∀ ε ∈]0, 1] .
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One feature of the funtion Gε is that we know its homogenized limit G0.
Lemma 3.3. Let 1 < q < 2. The funtion Gε onverges weakly in W
1,q(Ω×Ω) to
G0 the solution of
(3.3)
 −div
(
1
p(x)
∇xG0(x, y)
)
+G0(x, y) = δy(x) in D′(Ω),
G0(x, y)
∣∣
x∈∂Ω
= 0.
Moreover, Gε onverges loally uniformly to G0 in Ω×Ω\∆ where ∆ is the diagonal
of R2.
Proof. Sine Gε and G0 are symmetri, it is suient to establish weak onvergene
of Gε(·, y) for y ∈ Ω arbitrarly xed.
Lemma 3.2 assures that Gε(·, y) is bounded in W 1,q(Ω) uniformly with respet to
y and ε. Hene, Gε(·, y) onverges weakly to a funtion G0(·, y) in W 1,q(Ω). Let
us prove that G0 solves (3.3).
Let ϕ ∈ C∞0 (Ω). It is suient to prove that as ε→ 0,∫
Ω
1
u2ε(x)
∇xGε(x, y) · ∇xϕ(x) dx→
∫
Ω
1
p(x)
∇xG0(x, y) · ∇xϕ(x) dx∫
Ω
Gε(x, y)ϕ(x) dx →
∫
Ω
G0(x, y)ϕ(x) dx .
The seond onvergene is atually immediate sine W 1,q(Ω) omaptly embedds
in Lq(Ω) and Gε(·, y) onverges weakly to G0(·, y) in W 1,q(Ω). In order to prove
the rst onvergene we notie that,∫
Ω
1
u2ε(x)
∇xGε(x, y) · ∇xϕ(x) dx −
∫
Ω
1
p(x)
∇xG0(x, y) · ∇xϕ(x) dx
=
∫
Ω
(
1
u2ε(x)
− 1
p(x)
)
∇xGε(x, y) · ∇xϕ(x) dx
+
∫
Ω
1
p(x)
∇x (Gε(x, y)−G0(x, y)) · ∇xϕ(x) dx ,
so it sues to prove that∫
Ω
(
1
u2ε(x)
− 1
p(x)
)
∇xGε(x, y) · ∇xϕ(x) dx→ 0 as ε→ 0 .
Using the uniform bound on Gε(·, y) in W 1,q, we write,∫
Ω
∣∣∣∣( 1u2ε(x) − 1p(x)
)
∇xGε(x, y) · ∇xϕ(x)
∣∣∣∣ dx
≤
(∫
Ω
(
1
u2ε(x)
− 1
p(x)
)p
|∇ϕ|p dx
)1/p (∫
Ω
|∇xGε(x, y)|q dx
)1/q
≤ C
(∫
Ω
(
1
u2ε(x)
− 1
p(x)
)p
|∇ϕ|p dx
)1/p
,
1
p
+
1
q
= 1 .
Now, we use the asymptoti behavior of u2ε, whih onverges pointwise to p(x) and
remains uniformly bounded from above and below. Therefore, Lebesgue onver-
gene theorem yields the desired onvergene.
To omplete the proof, we refer to [1, Lemma 3.1℄ to nd the uniform onvergene
of Gε to G0. 
Next we ite a result from [6, Lemma 5.5℄.
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Lemma 3.4. Let (fε)ε∈]0,1] ⊂ C([0, 1],R+) be a family of ontinuous funtions.
Assume that there exists a onstant C > 0 suh that
‖fε‖L1([0,1]) ≤ C ln | ln ε| , ∀ ε ∈]0, 1] .
There exist onstants K > 0 and c0 ∈]0, 1[ suh that, given a family (N(ε)) ⊂ N
satisfying N(ε)≫ 1, there exists a family (δ(ε)) ⊂]0, 1[ and a sequene (tεm)m∈N ⊂
]0, 1[ and
|fε(tεi )| ≤ K ln | ln ε| ,
c0
N(ε)
≤ ∣∣tεi+1 − tεi ∣∣ ≤ δ(ε) + c0N(ε) ,
∀ i ∈ {1, 2, · · · , N(ε)} , ∀ ε ∈]0, 1] .
The next proposition provides us with points enjoying useful properties. These
points will serve to be the enters of the vorties of the test onguration that we
shall onstrut in the next setion.
Proposition 3.5. Let µ ∈ C00 (Ω) be ontinuous and ompatly supported in Ω.
Assume that (n(ε))ε∈(0,1] ⊂ N is a family of integers suh that c1| ln ε| ≤ n(ε) ≤
c2ε
−2
for onstants c1 and c2 independent of ε ∈ (0, 1].
If the restrition µ˜ of µ to S1 (respetively S2) is dierent from 0, then there exist
onstants c > 0, C > 0, a family of integers N(ε) ∈ N, points aεi in S1 (respetively
S2) and degrees d
ε
i = ±1 suh that:
(1) N(ε) = n(ε)(1 + o(1)) as ε→ 0 ;
(2) |aεi − aεj | ≥
C√
n(ε)
≥ cε for all i 6= j ;
(3) dist (aεi , ∂S1) ≥
ln | ln ε|
| ln ε| and dist(a
ε
i , ∂Ω) > c for all i ;
(4) |vε(aεi , aεi )| ≪ | ln ε| for all i ;
(5)
1
N(ε)
N(ε)∑
i=1
µεi ⇀ 2π
µ˜
‖µ˜‖ in the weak sense of measures, for µ
ε
i any measure
supported in B(aεi , cε), of onstant sign, and suh that µ
ε
i (Ω) = 2πd
ε
i .
Proof. For i = 1, 2, we denote by Sεi = {x ∈ Si : dist(x, ∂S1) ≥ ln | ln ε|| ln ε| }. We only
present the onstrution in Sε1 as it holds exatly in S
ε
2 .
We partition Sε1 into squares K of side-length ℓ(ε) where ℓ(ε) is hosen suh that,
1√
n(ε)
≪ ℓ(ε)≪ 1 as ε→ 0 .
We denote by K(ε) the family of suh squares that lie entirely inside Sε1 .
For K ∈ K(ε), we set
λK = n(ε)
|µ(K)|
Mε
,
where
Mε =
∑
K∈K(ε)
|µ(K)| .
Sine µ is ontinuous with ompat support in Ω, and ℓ(ε) tends to 0 as ε→ 0, we
get that Mε → ‖µ˜‖ as ε→ 0.
Now
∑
K∈K(ε)
λK = n, hene Lemma 7.4 of [11℄ provides us with nonnegative integers
mε(K) suh that
(3.4)
∑
K∈K(ε)
mε(K) = n(ε) ,
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and
(3.5)
∣∣∣∣mε(K)− n |µ(K)|Mε
∣∣∣∣ < 1 .
Sine µ is bounded, we may ndM > 0 suh that |µ|(K) ≤Mℓ(ε)2 for allK ∈ K(ε).
Consequently, we infer from (3.5) that
mε(K) ≤ 1 + nMℓ2 = O(nMℓ2) ,
(reall that
1
n ≪ ℓ≪ 1 as ε→ 0).
Now we deompose K(ε) = K1(ε) ∪ K2(ε), where K ∈ K2(ε) if and only if
dist(∂K, ∂S1) ≥ R2 where R > 0 is piked small enough so that eah onneted
omponent of S1 ontains a dis of radius R.
Now assume that K ∈ K1(ε). Let pε(K) be the least integer less than
√
mε(K).
Then we may pik pε(K) points b
ε
i lying on one side L of K and suh that
(3.6) |bεi − bεj | ≥
Cℓ(ε)√
pε(K)
≥ C√
n(ε)
.
Next, we an onstrut pε(K) segments L
ε
i in K, eah passing by b
ε
i and perpen-
diular to the side L (hene eah Li has length ℓ(ε)).
Sine K ∈ K1(ε), we may nd losed smooth urves γi ⊃ Li in Ω suh that eah
γi is the boundary of a simply onneted set Ui ⊂ Ω and 2πR ≤ |γi| ≤ |∂S1|. By
this way, referring to [6, Proof of (5.4)℄, we may get a onstant C′ > 0 independent
from ε and suh that, for all i,∫
γi
|vε(x, x)| dx ≤ C′ ln | ln ε| .
In partiular, it holds that∫
Li
|vε(x, x)| dx ≤ C′ ln | ln ε| .
Let us parameterize Li by (0, ℓ(ε)] ∋ s 7→ x(s) ∈ Li, and let us dene the resaled
ontinuous funtion
(0, 1] ∋ t 7→ fε(t) = vε (x(ℓ(ε)t), x(ℓ(ε)t)) ,
so that ‖fε‖L1(0,1) ≤ C′′(ℓ(ε))−1 ln | ln ε|. Invoking the result of Lemma 3.4, we
may pik pε(K) points (b
ε
i,j) ⊂ Li suh that 2
|vε(bεi,j , bεi,j)| ≤ K ′
ln | ln ε|
ℓ(ε)
and
|bεi,j − bεi,k| ≥
c0
ℓ(ε)
√
n(ε)
≥ c0√
n(ε)
.
Denoting by (aεk) the family of the onstruted points in all the segments Li, we
have atually onstruted [pε(K)]
2
points (aεk) ⊂ K suh that
|vε(aεk, aεk)| ≤ K ′
ln | ln ε|
ℓ(ε)
, |aεk − aεj | ≥
C√
n(ε)
.
Realling the assumptions on n(ε) and ℓ(ε), we get atually the two desired prop-
erties (2) and (3) stated in Proposition 3.5 above, with the onstant c > 0 hosen
suiently small that c < dist(suppµ , ∂Ω).
It remains now to ontinue the onstrution of the points (aεi ) lling the squares
K ∈ K2(ε). Notie that Corollary 5.3 of [6℄ (more preisely an adjustment of its
2
We apply the lemma with N(ε) =
p
n(ε) so that we get
p
n(ε) ≥ pε(K) points.
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proof) provides us with a onstant C > 0 suh that, for allK ∈ K2(ε) and ε ∈ (0, 1),
we have,
‖vε(x, x)‖L∞(K) ≤ C .
Hene, it is suient to onstrut any well separated mε(K) points in this ase.
This is exatly the ase of [11, p. 144℄. Now, the integer N(ε) is dened as
N(ε) =
∑
K∈K1(ε)
(pε(K))
2
+
∑
K∈K2(ε)
mε(K) .
That N(ε) = n(ε)(1+ o(1)) is due to the assumption we made on ℓ(ε),
√
n(ε)
−1 ≪
ℓ(ε)≪ 1 as ε→ 0.
Now, having onstruted the family of points (aεi ), we see that property (3) stated
in Proposition 3.5 is just due to our onstrution of the points being in S1ε , and our
hoie of the onstant c being so small that dist(suppµ , ∂Ω) > c.
Now we dene the family (di). If µ(K) ≥ 0, we assign the degree di = 1 to eah
ai ∈ K, otherwise we assoiate the degree di = −1. The proof of the last property
(5) in Proposition 3.5 is exatly as that given in [11, p. 145℄. 
Proposition 3.5 will be used in the following ontext. Let µ ∈ C00 (Ω) be ontin-
uous and ompatly supported in Ω. Take positive integers n1(ε) and n2(ε) suh
that
c1| ln ε| ≤ n1(ε) + n2(ε) ≤ c2ε−2 ,
for positive onstants c1 and c2 independent from ε.
If the restritions µˇ and µˆ of µ to S1 and S2 respetively are both dierent from 0,
then we get N1(ε) ∼ n1(ε) points (aεi ) in S1 and N2(ε) ∼ n2(ε) points (bεi ) in S2
satisfying properties (1)-(5) of Proposition 3.5. In partiular, we set
xεi =
{
aεi ∀ i ∈ {1, 2, · · · , n1(ε)} ,
bεi ∀ i ∈ {n1(ε) + 1, n2(ε) + 2, · · · , n1(ε) + n2(ε)} ,
and we dene the measures µεi by
(3.7) µεi (x) =
{
2di
c2ε2
if x ∈ B(xεi , cε)
0 otherwise .
If µˇ (respetively µˆ) is zero, we may still hoose the points aεi (respetively b
ε
i )
arbitrarily so that properties (1)-(4) of Proposition 3.5 are valid, and we dene the
orresponding measures µεi to be zero by pure onvention.
With these notations, we get as an immediate onsequene that
(3.8) µε :=
1
n(ε)
N1(ε)+N2(ε)∑
i=1
µεi ⇀ 2π
µ
‖µ‖ in (C
0,γ
0 (Ω))
∗ ,
where
(3.9) n(ε) =

N1(ε) if suppµ ⊂ S1 ,
N2(ε) if suppµ ⊂ S2 ,
N1(ε) +N2(ε) otherwise.
Lemma 3.6. Under the hypotheses and notations above, one has
(3.10)
lim sup
ε→0
(
1
n(ε)
)2∑
i6=j
∫
Bi×Bj
Gε(x, y)dµ
ε
i (x)dµ
ε
j(y) ≤
4π2
‖µ‖2
∫
Ω×Ω
G0(x, y)dµ(x)dµ(y) .
Here, for all i, Bi denotes the ball B(x
ε
i , c ε).
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Proof. Given α > 0, let ∆α = {(x, y), |x − y| < α}. We have the following
deomposition,
(3.11)
1
n2
∑
i6=j
∫
Bi×Bj
Gε dµ
ε
idµ
ε
j =
∫
Ω×Ω\∆α
Gεdµεdµε +
1
n2
∑
i6=j
∫
∆α
Gε dµ
ε
idµ
ε
j .
Knowing from Lemma 3.3 that Gε onverges uniformly to G0 in Ω × Ω\∆α, we
write using (3.8),
(3.12) lim
ε→0
∫
Ω×Ω\∆α
Gεdµεdµε =
4π2
‖µ‖2
∫
Ω×Ω\∆α
G0dµ dµ .
Let us estimate now the last term on the right hand side of (3.11). Sine the
supports of µεi and µ
ε
j are disjoint for i 6= j, we may write by Lemma 3.2,∣∣∣∣∣∣ 1n2
∑
i6=j
∫
∆α
Gεdµ
ε
idµ
ε
j
∣∣∣∣∣∣ ≤ Cn2
∑
i6=j
∫
∆α
| ln |x− y| | |µεi |(x) |µεj |(y) dxdy ,
where C > 0 is a onstant independent from α and ε.
Proposition 3.5 provides us that the points aεi are well separated, i.e. |aεi−aεj | ≥
C√
n
.
This atually permits us to write (see [11, p. 147℄ for details),
(3.13)
∣∣∣∣∣∣ 1n2
∑
i6=j
∫
∆α
Gεdµ
ε
idµ
ε
j
∣∣∣∣∣∣ ≤ C
∫
∆α
(| ln |x− y| |+ 1)dxdy .
Substituting (3.12) and (3.13) in (3.11), we dedue that,
lim sup
ε→0
1
n2
∑
i6=j
∫
Bi×Bj
Gεdµ
ε
i (x)dµ
ε
j(y) ≤
4π2
‖µ‖2
∫
Ω×Ω\∆α
G0dµ dµ
+C
∫
∆α
(| ln |x− y| |+ 1)dxdy ,
with α being arbitrary in the interval (0, 1). Making α→ 0 (reall that ln |x− y| is
in L1), we obtain the desired bound of the lemma. 
Denition 3.7. A family of points (ai) ⊂ Ω satisfying Properties (2)-(4) stated in
Proposition 3.5 is said to be a well-distributed family.
Now, let hε : Ω −→]0, 1[ be the solution of the equation:
(3.14) − div
(
1
u2ε
∇hε
)
+ hε = 0 in Ω , hε = 1 on ∂Ω ,
where uε is introdued in Theorem 2.1. We dene also,
(3.15) J0(ε) =
∫
Ω
(
1
u2ε
|∇hε|2 + |hε − 1|2
)
dx .
Next, we state a remarkable energy-splitting due to Bethuel-Rivière [2℄. We nd
it in [6, Lemma 5.7℄.
Lemma 3.8. Consider (ϕ,A) ∈ H1(Ω;C)×H1(Ω;R2) and dene
A′ = A− H
u2ε
∇⊥hε.
Then we have the deomposition of the energy,
(3.16) Fε,H(ϕ,A) = H2J0(ε) + Lε,H(ϕ,A′) +R0 + 2H
∫
Ω
(hε − 1)µ(ϕ,A′),
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where
(3.17) R0 = H2
∫
Ω
1
u2ε
(|ϕ|2 − 1)|∇hε|2, µ(ϕ,A′) = h′ + curl(iϕ , (∇− iA′)ϕ).
Here, the funtional Lε,H is
(3.18) Lε,H(ϕ,A′) =
∫
Ω
u2ε|(∇− iA′)ϕ|2 + |curlA′|2 +
1
2ε2
u4ε(1− |ϕ|2)2.
Lemma 3.9. Given ε ∈ (0, 1), a well-distributed family 3 of n = n1 + n2 points
(ai) ⊂ Ω (ni points in Siε) together with degrees (di) ⊂ {−1, 1}, there exists a
onguration (ϕ,A) suh that, µεi being the uniform measure on ∂Bi = ∂B(ai, cε)
of mass 2πdi, and letting
µε =
n∑
i=1
µεi ,
we have for some α ∈ [0, 1[,
Lε,H(ϕ,A′) ≤ cεαn| ln ε|2 + c′n o(| ln ε|) + 2π| ln ε|
n∑
i=1
p(ai)
+
∑
i6=j
∫ ∫
Gε(x, y)dµ
ε
i (x)dµ
ε
j(y) +O(n),
(3.19)
Fε,H(ϕ,A) = Lε,H(ϕ,A′) +H2J0(ε) + 2H
∫
Ω
(hε − 1)dµ(x)
+O
(
nεH + nε2H2 + (n
1
2 εH + εH2)
√
Lε,H(ϕ,A′)
)
.
(3.20)
Moreover, for any 0 < γ ≤ 1, it holds that,
(3.21)
1
n
‖µ(ϕ,A) − µ‖C0,γ(Ω) ≤ Cεγ
(
1 + εH +
√
Fε,H(ϕ,A′)
n
)
.
Proof. We onstrut a test onguration (ϕ,A). We dene a funtion h in Ω by
h = h′ +Hhε where hε has been introdued in (3.14) and h
′
is the solution of
(3.22)
 −div
(
1
u2ε
∇h′
)
+ h′ = µε in Ω,
h′ = 0 on ∂Ω.
Note that h′(x) =
∫
ΩGε(x, y)dµ
ε(y). As a onsequene, we have
(3.23)
∫
Ω
( |∇h′|2
u2ε
+ |h′|2
)
dx =
∫
Ω
∫
Ω
Gε(x, y)dµ(x)dµ(y).
Now we dene an indued magneti potential A = A′ + Hu2ε
∇⊥hε by taking simply
curlA′ = h′.
This hoie is always possible as one an take A′ = ∇⊥g with g ∈ H2(Ω) suh that
∆g = h′. We turn now to dene an order parameter ϕ whih we take in the form
(3.24) ϕ = ρ eiφ,
where ρ is dened by
(3.25) ρ(x) =

0 if x ∈ ∪iB(ai, cε),
1 if x 6∈ ∪iB(ai, 2cε),
|x− ai|
ε
− 1 if ∃ i s.t. x ∈ B(ai, 2cε) \B(ai, cε).
3
See Denition 3.7 above.
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The phase φ is dened (modulo 2π) by the relation:
(3.26) ∇φ−A′ = − 1
u2ε
∇⊥h′ in Ω \ ∪iB(ai, cε),
and we emphasize here that we do not need to dene φ in regions where ρ vanishes.
Having dened (ϕ,A) as above, we estimate Lε,H(ϕ,A′). Reall that
(3.27) Lε,H(ϕ,A′) =
∫
Ω
(
u2ε|∇ρ|2 + ρ2u2ε|∇φ −A′|2 + |h′|2 +
u4ε
2ε2
(1 − ρ2)2
)
dx.
From (3.25) and using the uniform upper bound of uε, it follows easily that,
(3.28)
∫
Ω
(
u2ε|∇ρ|2 +
u4ε
2ε2
(1− ρ2)2
)
dx ≤ Cn.
Thanks to (3.25), (3.26) and the denition of h = h′ +Hhε, we have,
u2ερ
2|∇φ−A′|2 ≤ u2ε|∇ϕ−A′|2 =
|∇(h−Hhε)|2
u2ε
in Ω \ ∪iB(ai, cε). ,
Replaing this in (3.27) and invoking (3.28), we nd,
(3.29) Lε,H(ϕ,A′) ≤
∫
Ω
( |∇(h−Hhε)|2
u2ε
+ |h−Hhε|2
)
dx+O(n).
Thanks to (3.23), we dedue the upper bound,
(3.30) Lε,H(ϕ,A′) ≤
∫
Ω×Ω
Gεdµ(x)dµ(y) +O(n) .
We now deompose the double integral in two,
(3.31)∫
Ω×Ω
Gεdµ
ε(x)dµε(y) =
n∑
i=1
∫
Bi×Bi
Gεdµ
ε
i (x)dµ
ε
i (y)+
∑
i6=j
∫
Bi×Bj
Gεdµ
ε
i (x)dµ
ε
j(y).
Let us estimate the rst term in the right hand side. Writing Gε = vε− u
2
ε
2pi ln |x−y|,
we have
(3.32)∫
Bi×Bi
Gε(x, y)dµ
ε
i (x)dµ
ε
i (y) =
∫
Bi×Bi
(
vε(x, y)− u
2
ε(x)
2π
ln |x− y|
)
dµεi (x)dµ
ε
i (y),
Assuming (x, y) ∈ suppµi × suppµi, we get∫
Bi×Bi
u2ε(x) ln |x− y|dµεi (x)dµεi (y)
=
∫ 2pi
0
∫ 2pi
0
u2ε(ai + cεe
iθ1) ln |cεeiθ1 − cεeiθ2 |dθ1dθ2
= cε + 2π ln ε
∫ 2pi
0
u2ε(ai + cεe
iθ1)dθ1 .
Here and in the sequel, cε or Cε denote onstants bounded (uniformly in ε) from
below and above, and that may hange from one line to another.
The points ai being away from the boundary of S1, Lemma 2.2 gives that
u2ε(ai + cεe
iθ1) is exponentially lose to p(ai). Thus, we may write, upon on-
sidering the summation,
(3.33)
n∑
i=1
∫
Bi×Bi
u2ε(x)
2π
ln |x− y|dµεi (x)dµεi (y) = Cεn+ ln ε
n∑
i=1
p(ai) .
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Let us now estimate
∑n
i=1
∫
Bi×Bi
|vε(x, y)|dµεi (x)dµεi (y). Referring to Corollary 5.3
in [6℄, we know that for some α ∈ (0, 1) and all η ∈ (0, 1),
‖vε(·, y)‖C0,α({x∈Ω : dist(x,∂S1)≥η} ≤
Cα
η2
.
Consequently, the following estimate holds,
n∑
i=1
∫
Bi×Bi
|vε(x, y)|dµεi (x)dµεi (y) ≤
n∑
i=1
∫
Bi×Bi
(
|vε(ai, ai)|+ C ε
α
η2
)
dµεi (x)dµ
ε
i (y)
= 4π2Cn
εα
η2
+ 4π2n|vε(ai, ai)|,
(3.34)
with η = 2 ln | ln ε|| ln ε| .
By our hypotheses, we know that |vε(ai, ai)| ≪ | ln ε|. Thus,
(3.35)
n∑
i=1
∫
Bi×Bi
|vε(x, y)|dµεi (x)dµεi (y) ≤ cεαn| ln ε|2 + c′n o(| ln ε|).
Combining (3.33) together with (3.35), we get (3.19).
The proof of the properties (3.20)- (3.21) are exatly as that given in [11, p. 140-
142℄. 
3.3. Proof of proposition 3.1, ompleted. We rst assume µ 6= 0 is a ontinu-
ous and ompatly supported funtion. Let n1 = [
H
2pi |µ|(S1)] and n2 = [ H2pi |µ|(S2)]
where [·] denotes the integer part. We take n = n1 + n2. Sine S1 and S2 are
disjoint and over Ω, we have ‖µ‖ = |µ|(Ω) = |µ|(S1) + |µ|(S2) and onsequently,
(3.36)
n
H
∽
‖µ‖
2π
.
Proposition 3.5 provides us with a well-distributed family of points that serves as an
input in Lemma 3.9. Thus, we get ongurations (ϕε, Aε) and assoiated measures
µεi suh that
µε :=
1
H
n1+n2∑
i=1
µεi ⇀ µ , weakly in
(
C0,γ0
)∗
,
and the estimates (3.10), (3.19)-(3.20) and (3.21) being all valid.
Sine H has the order of | ln ε|, Lemma 3.6 and estimates (3.19)-(3.36) yield,
Lε,H(ϕ,A′) ≤ 2π| ln ε|
n∑
i=1
p(ai) + 4π
2 n
2
‖µ‖2
∫
Ω
∫
Ω
G0(x, y)dµ(x)dµ(y) + o(H
2),
Inserting the partiular hoies of n1, n2, n = n1 + n2 and using the denition of p
being pieewise onstant,we get,
(3.37)
Lε,H(ϕ,A′) ≤ H | ln ε|
∫
Ω
p(x)|µ|(x)dx +H2
∫
Ω
∫
Ω
G0(x, y)dµ(x)dµ(y) + o(H
2).
Again the hypothesis on H = O(| ln ε|) gives that the remainder terms in (3.20) are
o(1), leading thus to
Fε,H(ϕ,A) ≤ H2J0(ε) +H | ln ε|
∫
Ω
p(x)|µ|(x)dx
+2H2
∫
Ω
(hε − 1)dµε +H2
∫
Ω
∫
Ω
G0(x, y)dµ(x)dµ(y) + o(H
2).
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Using (3.15), we rewrite the preeding formula in the following expliit form,
Fε,H(ϕ,A) ≤ H2
∫
Ω
( |∇hε|2
u2ε
+ |hε − 1|2
)
dx+H | ln ε|
∫
Ω
p(x)|µ|(x)dx
+ 2H2
∫
Ω
(hε − 1)dµ+H2
∫
Ω×Ω
Gε(x, y)dµ(x)dµ(y)
+ 2H2
∫
Ω
(hε − 1)(dµε − dµ) +H2
∫
Ω×Ω
(G0 −Gε)dµdµ+ o(H2).
(3.38)
Let us dene the funtions Uµ,ε and hµ,ε by
(3.39)
 −div
(
1
u2ε
∇Uµ,ε
)
+ Uµ,ε = µ in Ω,
Uµ,ε = 0 on ∂Ω.
(3.40)
 −div
(
1
u2ε
∇hµ,ε
)
+ hµ,ε = µ in Ω,
hµ,ε = 1 on ∂Ω.
Remarking that Uµ,ε(x) =
∫
Ω
Gε(x, y)dµ(y), we get as a onsequene
(3.41)
∫
Ω
( |∇Uµ,ε|2
u2ε
+ |Uµ,ε|2
)
dx =
∫
Ω
∫
Ω
Gε(x, y)dµ(x)dµ(y) .
Writing hµ,ε − 1 = Uµ,ε + hε − 1 and replaing (3.41) in in (3.38) leads, after some
alulations to
Fε,H(ϕ,A)
H2
≤
∫
Ω
( |∇hµ,ε|2
u2ε
+ |hµ,ε − 1|2
)
dx+
| ln ε|
H
∫
Ω
p(x) |µ|(x)dx
+ 2
∫
Ω
(hε − 1)(dµε − dµ) +
∫
Ω×Ω
(G0 −Gε)dµdµ+ o(1).
(3.42)
We dene hµ by
(3.43)
 −div
(
1
p(x)
∇hµ
)
+ hµ = µ in Ω,
hµ = 1 on ∂Ω.
By a standard ompatness argument similar to that given to Lemma 3.3, we hek
that,
(3.44) lim
ε−→0
∫
Ω
( |∇hµ,ε|2
u2ε
+ |hµ,ε − 1|2
)
dx =
∫
Ω
( |∇hµ|2
p(x)
+ |hµ − 1|2
)
dx.
Using a Cauhy-Shwarz inequality, it follows from Lemma 3.3 and the boundedness
of µ that
(3.45) lim
ε−→0
∫
Ω×Ω
(G0 −Gε)dµdµ = 0.
Next, notiing that ‖hε− 1‖C00(Ω) ≤ 1, it follows immediately from the onvergene
of µε to µ in (C
0
0 (Ω))
∗
,
(3.46) lim
ε−→0
∫
Ω
(hε − 1)(dµε − dµ) = 0 .
Replaing (3.44)-(3.46) in (3.42) then using lim
ε→0
H
| ln ε| = λ, we get nally,
lim sup
ε−→0
Fε,H(ϕ,A)
H2
≤ 1
λ
∫
Ω
p(x)|µ|(x) dx +
∫
Ω
(
1
p(x)
|∇hµ|2 + |hµ − 1|2
)
dx.
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Moreover, sine (3.21) holds and Lε,H(ϕ,A′) ≤ C| ln ε|2, we have
1
H
‖µ(ϕ,A)− µε‖(C0,γ0 (Ω))∗ ≤ Cε
γ
(
1 +
√
Lε,H(ϕ,A′)
n
)
≤ o(1).
We onlude that (3.1) holds, whih nishes the proof in the ase where µ is a
ontinuous and ompatly supported funtion. The general ase where µ ∈ M(Ω)∩
H−1(Ω) follows by a standard approximation argument, see [11, p. 149℄ for details.
4. Lower Bound
4.1. Main result. The objetive of this setion is to prove the lower bound stated
in Proposition 4.1 below.
Given a family of ongurations {(ϕε, Aε)}, we denote by
(4.1) jε = (iϕε, (∇− iAε)ϕε) , hε = curlAε .
Proposition 4.1. Assume that lim
ε→0
H
| ln ε| = λ with λ > 0. Let {(ϕε, Aε)}n be a
family of ongurations satisfying Fε,H(ϕε, Aε) ≤ CH2 and ‖ϕε‖L∞(Ω) ≤ 1 for a
given onstant C > 0.
Then, up to the extration of a subsequene εn onverging to 0, one has,
∀ γ ∈ (0, 1) µ(ϕεn , Aεn)
H
→ µ in (C0,γ(Ω))∗ ,
jεn
H
⇀ j ,
hεn
H
⇀ h weakly in L2(Ω) .
Moreover, µ = curl j + h and
(4.2)
lim inf
ε→0
Fε,H(ϕε, Aε)
H2
≥ Eλ(µ) +
∫
Ω
(
p(x)
∣∣∣∣j + 1p(x)∇⊥hµ
∣∣∣∣2 + |h− hµ|2
)
dx .
Here, the energy Eλ and the funtion hµ are introdued in (1.5) and (1.4) respe-
tively.
4.2. Vortex-balls. In this setion we onstrut suitable `vortex-balls' providing a
lower bound of the energy of minimizers of (1.1). Reall the deomposition of the
energy in Lemma 2.3, whih permits us to work with the `redued energy funtional'
Fε,H .
Notie that, by using (uε, 0) as a test onguration for the funtion (1.1), we dedue
an upper bound of the form :
(4.3) Fε,H(ϕ,A) ≤ CH2 ,
where ϕ = ψ/uε, (ψ,A) a minimizer of (1.1), and C > 0 a positive onstant.
We reall the hypothesis that there exists a positive onstant C > 0 suh that the
applied magneti eld H satises
(4.4) H ≤ C| ln ε| .
The upper bound (4.3) provides us, as in [11℄, with the onstrution of suitable
`vortex-balls'.
Proposition 4.2. Assume the hypotheses (4.4). Given an open set U ⊂ Ω and a
number p ∈]1, 2[, there exists a onstant C > 0 and a nite family of disjoint balls
{B((ai, ri)}i∈I suh that, (ϕ,A) being a onguration satisfying the bound (4.3),
the following properties hold:
(1) B(ai, ri) ⊂ U for all i ;
(2) w = {x ∈ U : |ϕ(x)| ≤ 1− | ln ε|−4} ⊂
⋃
i∈I
B(ai, ri).
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(3)
∑
i∈I
ri ≤ C | ln ε|−10.
(4) Letting di be the degree of the funtion ϕ/|ϕ| restrited to ∂B(ai, ri) if
B(ai, ri) ⊂ Ω and di = 0 otherwise, then we have:∫
B(ai,ri)\ω
u2ε|(∇− iA)ϕ|2 dx+
∫
B(ai,ri)
|curlA−H |2 dx ≥(4.5)
2π|di|
(
min
B(ai,ri)
u2ε
)
(| ln ε| − C ln | ln ε|) .
(5)
∥∥∥∥∥2π∑
i∈I
diδai − curl
(
A+ (iϕ,∇Aϕ)
)∥∥∥∥∥
W−1,p0 (U)
≤ C| ln ε|−4.
We follow the usual terminology and all the balls onstruted in Proposition 4.2
`vortex-balls'. The proof of Proposition 4.2 is atually a simple onsequene of the
analysis of [11℄.
4.3. Proof of Proposition 4.1. Let us onsider smooth and open sets U1 ⊂ S1
and U2 ⊂ S2, and let us denote by U their union.
Applying Proposition 4.2 in U1 and U2 respetively, we get families of balls B(ai, ri)
and degrees di suh that,
Fε,H(ϕε, Aε, Vε)
H2
≥ 2π | ln ε|
H
∑
i
(
min
B(ai,ri)
u2ε
)
|di|
H
+ o(1) ,
where Vε = ∪iB(ai, ri).
Reall that u2ε onverges uniformly to the funtion p in U . Thus, we may rewrite
the above lower bound in the following form,
(4.6)
Fε,H(ϕε, Aε, Vε)
H2
≥ 2π | ln ε|
H
(∑
ai∈U1
|di|
H
+ a
∑
ai∈U2
|di|
H
)
+ o(1) .
Using the bound ‖ϕε‖L∞(Ω) ≤ 1, we write |(∇−iAε)ϕε|2 ≥ |ϕε|2|(∇−iAε)|2 ≥ |jε|2.
Consequently, we have,
(4.7)
Fε,H(ϕε, Aε, U \ Vε)
H2
≥
∫
U\Vε
(
u2ε
∣∣∣∣ jεH
∣∣∣∣2 + ∣∣∣∣hεH − 1
∣∣∣∣2
)
dx .
With U = Ω, we infer from the bound Fε,H(ϕε, Aε) ≤ CH2 that up to the extra-
tion of a subsequene,
jε
H
and
hε
H
respetively onverge weakly to j and h in L2(Ω).
Thanks again to the bound (4.3), we dedue that
∑
ai∈U1
|di|
H
and
∑
ai∈U2
|di|
H
are
bounded. Hene the measures
∑
ai∈U1
diδai
H
and
∑
ai∈U2
diδai
H
are weakly ompat
in the sense of measures, and thus, up to extration of subsequenes, they respe-
tively onverge to measures µ1 and µ2 in (C
0
0 (U1))
∗
and (C00 (U2))
∗
. Thanks to the
last property of Proposition 4.2, we get upon setting µ = curl j + h,
µ1 = µ|U1 , µ2 = µ|U2 .
Therefore, ombining (4.6)-(4.7) and using the uniform onvergene of u2ε to p in
U , we dedue that,
Fε,H(ϕε, Aε, U)
H2
≥ Fε,H(ϕε, Aε, Vε)
H2
+
Fε,H(ϕε, Aε, U \ Vε)
H2
≥ 1
λ
(|µ|(U1) + a|µ|(U2)) +
∫
U
(
p(x)|j|2 + |h− 1|2) dx+ o(1).
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Invoking Fε,H(ϕε, Aε,Ω) ≥ Fε,H(ϕε, Aε, U), we dedue that,
(4.8)
lim inf
ε→0
Fε,H(ϕε, Aε,Ω)
H2
≥ 1
λ
(|µ|(U1) + a|µ|(U2)) +
∫
U
(
p(x)|j|2 + |h− 1|2) dx .
The left hand side of (4.8) being independent from U , and U1, U2 being arbitrary
subsets of S1 and S2, we onlude that
(4.9) lim inf
ε→0
Fε,H(ϕε, Aε,Ω)
H2
≥ 1
λ
∫
Ω
p(x)d|µ| +
∫
Ω
(
p(x)|j|2 + |h− 1|2) dx .
Now to onlude, we write
j = − 1
p(x)
∇⊥hµ +
(
j +
1
p(x)
∇⊥hµ
)
, h = hµ + (h− hµ) .
Upon substitution in the right hand side of (4.9) and using in partiular the re-
markable identities
curl
(
j +
1
p(x)
∇⊥hµ
)
+ h− hµ = 0 in Ω , hµ − 1 = 0 on ∂Ω ,
we get the desired onlusion (4.2).
Remark 4.3. Combining the upper and lower bounds of Propositions 3.1 and
Proposition 4.1, then by uniqueness of the minimizer µ∗ of Eλ (see Setion 5 below),
it is evident that µ∗ = µ and h = hµ∗ . Here µ and h are given in Proposition 4.1
above.
5. Minimization of the limiting energy
As we explained in the introdution, by onvexity and lower semi-ontinuity, the
limiting energy (1.5) admits a unique minimizer µ∗ whih is expressed by means of
the unique minimizer h∗ of (1.6) as follows,
(5.1) µ∗ = −div
(
1
p(x)
∇h∗
)
+ h∗ .
Proeeding as in [12, 11℄, we may get an equivalent haraterization of h∗. We
write H11 (Ω) for the spae of Sobolev funtions u suh that u− 1 ∈ H10 (Ω).
Proposition 5.1. The minimizer u∗ of
min
u∈H10 (Ω)
−div( 1
p(x)
∇u)+u∈M(Ω)
∫
Ω
(
p(x)
λ
∣∣∣∣−div( 1p(x)∇u
)
+ u+ 1
∣∣∣∣+ |∇u|2p(x) + |u|2
)
dx ,
is also the unique minimizer of the dual problem
min
v∈H10 (Ω)
|v|≤ p2λ
∫
Ω
( |∇v|2
p(x)
+ |v|2 + 2v
)
dx .
For instane, h∗ = u∗ + 1 minimizes the energy,
min
f∈H11 (Ω)
(f−1)≥− p2λ
(∫
Ω
|∇f |2
p(x)
+ |f |2
)
,
and satises −div
(
1
p(x)∇h∗
)
+ h∗ ≥ 0.
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Proof. Let us dene the lower semi-ontinuous and onvex funtional
Φ(u) =
∫
Ω
p(x)
2λ
∣∣∣∣−div( 1p(x)∇u
)
+ u+ 1
∣∣∣∣ dx
in the Hilbert spae H = H10 (Ω) endowed with the salar produt 〈f, g〉H =∫
Ω
1
p(x)∇f · ∇g + fg. Let us ompute its onjugate Φ∗, i.e.
Φ∗(f) = sup
{g : Φ(g)<∞}
〈f, g〉 − Φ(g) .
Indeed, we have,
Φ∗(f) ≥ sup
η∈L2
∫
Ω
fη dx− 1
2λ
∫
Ω
p(x)|η| dx −
∫
Ω
f dx ,
from whih we dedue that
Φ∗(f) =
 −
∫
Ω
f dx if |f | ≤ p2λ ,
+∞ otherwise.
By onvex duality (see [11, Lemma 7.2℄),
min
u∈H
(‖u‖2H + 2Φ(u)) = −min
f∈H
(‖f‖2H + 2Φ∗(−f)) ,
and minimizers oinide. That the measure µ∗ = −div
(
1
p(x)∇h∗
)
+ h∗ is positive
is atually a onsequene of the weak maximum priniple, see [8, p. 131℄. One may
also follow step by step the proof given in [12℄. 
Therefore, the limiting vortiity measure µ∗ is positive, and following [12℄, it an
be expressed by means of the oinidene set wλ = w
1
λ ∪ w2λ,
(5.2) w1λ = {x ∈ S1 : 1− h∗(x) =
1
2λ
} , w2λ = {x ∈ S2 :
1− h∗(x)
a
=
1
2λ
} ,
as follows,
(5.3) µ∗ =
(
1− p(x)
2λ
)
1wλdx ,
where 1wλdx denotes the Lebesgue measure restrited to wλ. Furthermore, h∗ (the
minimizer of (1.6)) solves,
(5.4)

−div
(
1
p(x)∇h∗
)
+ h∗ = 0 in Ω \ wλ
h∗ = 1− p2λ in wλ
h∗ = 1 on ∂Ω ,
and the regularity of h∗ is ompliated, as wλ may interset the interior boundary
∂S1 where h∗ has gradient singularities (it is expeted to satisfy a transmission
ondition, see the radial ase below). But, we know that in the interior of S1
and S2, h∗ is loally C
1,α
for some exponent α ∈ (0, 1). Remark for instane
that the measure µ∗ is no more uniform and may be disontinuous in light of
µ∗ =
(
1− 12λ
)
dx in w1λ and µ∗ =
(
1− a2λ
)
dx in w2λ.
For the sake of a better understanding of the sets wλ, w
1
λ and w
2
λ, we introdue
the following ritial onstants (we emphasize their dependene on the material
parameter a),
(5.5) λi(a) =
1
2max
x∈Si
(
1− h0(x)
p(x)
) , ∀ i ∈ {1, 2} , λ0(a) = min(λ1(a), λ2(a)) .
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Here we reall that h0 is the solution of −div
(
1
p(x)∇h0
)
+ h0 = 0 in Ω and h0 = 1
on ∂Ω. The maximum priniple gives that 0 < h0 < 1 in Ω. We denote also by
w0 = w
1
0 ∪w20 the set wλ0(a) = w1λ0(a) ∪ w2λ0(a) introdued in (5.2).
The following proposition follows from a weak maximum priniple [8, p. 131℄, see
[12℄ for a detailed proof (modulo neessary adjustments).
Proposition 5.2. (1) wλ is inreasing with respet to λ and ∪λ>0wλ = Ω ;
(2) w1λ and w
2
λ are disjoint ;
(3) If λ < λ0(a) then h∗ = h0, µ∗ = 0 and wλ = ∅ ;
(4) If λ = λ0(a) then h∗ = h0, µ∗ = 0 and wλ = w0 ;
(5) If λ > λ0(a) then µ∗ 6= 0 ;
(6) If λ < λi(a) for some i ∈ {1, 2}, then wiλ = ∅.
Next for the sake of illustrating the above results, we give a detailed analysis of
h0 in the radial ase. Let us take Ω = D(0, 1) the unit dis in R
2
, S1 = D(0, R)
and S2 = D(0, 1) \D(0, R) where 0 < R < 1. In this ase h0 is radially symmetri,
h0(x) = h0(|x|), and so it solves the following ODE,
(5.6)

−h′′(r)− r−1h′(r) + h0(r) = 0 if 0 < r < R ,
−h′′(r)− r−1h′(r) + ah0(r) = 0 if R < r < 1 ,
h0(R−) = h0(R+) , h
′
0(R−) =
1
ah
′
0(R+) ,
h′0(0) = 0 h0(1) = 1 .
We look for a power series solution in the form,
h0(r) =
∞∑
n=0
anr
n if 0 < r < R , h0(r) =
n∑
n=0
bn(r −R)n if R < r < 1 .
The sequenes (an) and (bn) depend on a and R and all the terms are expressed as
funtions of the term a0, the two onstants
α = 1 +
∞∑
k=1
R2k
2k((k + 1)!)2
, β =
∞∑
k=0
(2k + 2)
R2k+1
2k((k + 1)!)2
,
and the sequene (γn(a)) dened reursively by,
γ−3(a) = 1 , γ−2(a) = − 1
R
, γn+1(a) = − 1
R
γn(a) + aγn−1(a) , ∀ n ≥ −1 .
Atually, we may verify that,
a2n+1 = 0 , a2n+2 =
a0
2n((n+ 1)!)2
∀ n ∈ N ,
b0 = a0α , b1 = a a0β , bn+2 =
1
(n+ 2)!
(γn−2(a)b1 + aγn−3(a)b0) ∀ n ≥ 2 ,
and the term a0 is expressed expliitly by,
a0 =
[
α+ a
(
β(1−R) +
∞∑
n=0
1
(n+ 2)!
(αγn−2(a) + βγn−3(a)) (1−R)n
)]−1
,
provided that the sum in the r.h.s. is nite. For instane, this is the ase when
1
2 < R < 1 and a→ 0+. Atually, in the limit a→ 0+, it holds that,
a0 → α−1 , 1− b0
a
→ α−1
(
β(1−R) + β − α
R
∞∑
n=0
(−1)n
(n+ 2)!
(
1
R
− 1
)n)
=: c0 .
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For R ∈ (12 , 1) hosen onveniently (lose to 12 ), it is easy to verify that c0 > 1−α−1.
Therefore, there exists a0 ∈ (0, 1) suiently small (depending on R ∈ (12 , 1)) suh
that, for all a ∈ (0, a0), we have,
λ2(a) < λ1(a) ,
where λ1(a) and λ2(a) are the ritial onstants introdued in (5.5). Coming bak
to the problem of vortex nuleation for the G-L energy (1.3), we get in light of
Theorem 1.2 and Proposition 5.2, that for a wide range of applied magneti elds,
H = λ| ln ε|(1 + o(1)) (ε→ 0) , λ ∈ (λ2(a), λ1(a)) ,
vorties exist and are pinned in S2. This result is in aordane with that obtained
by the seond author in [5, 6℄, where nuleation of vorties near the ritial magneti
eld (in the ase of the dis) is studied in details.
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