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Abstract
Graph Isomorphism is the prime example of a computational problem with a wide
difference between the best known lower and upper bounds on its complexity. We bridge
this gap for a natural and important special case, planar graph isomorphism, by presenting
an upper bound that matches the known logspace hardness [Lin92]. In fact, we show the
formally stronger result that planar graph canonization is in logspace. This improves the
previously known upper bound of AC1 [MR91].
Our algorithm first constructs the biconnected component tree of a connected pla-
nar graph and then refines each biconnected component into a triconnected component
tree. The next step is to logspace reduce the biconnected planar graph isomorphism and
canonization problems to those for 3-connected planar graphs, which are known to be in
logspace by [DLN08]. This is achieved by using the above decomposition, and by making
significant modifications to Lindell’s algorithm for tree canonization, along with changes
in the space complexity analysis.
The reduction from the connected case to the biconnected case requires further new
ideas, including a non-trivial case analysis and a group theoretic lemma to bound the
number of automorphisms of a colored 3-connected planar graph. This lemma is crucial
for the reduction to work in logspace.
1 Introduction
The graph isomorphism problem GI consists of deciding whether there is a bijection between
the nodes of two graphs, which preserves edges. The wide gap between the known lower and
∗A preliminary version of the paper appeared at arXiv:0809.2319v1.
†Supported by DFG grants Scho 302/7-2 and TO 200/2-2.
‡Supported by DFG grants Scho 302/7-2 and TO 200/2-2.
1
upper bounds has kept alive the research interest in GI.
The problem is clearly in NP, and, by a group theoretic proof, also in SPP [AK06]. This
is the current frontier of our knowledge as far as upper bounds go. The inability to give
efficient algorithms for the problem would lead one to believe that the problem is provably
hard. NP-hardness is precluded by a result that states if GI is NP-hard then the polynomial
time hierarchy collapses to the second level [BHZ87, Sch88]. What is more surprising is
that not even P-hardness is known for the problem. The best we know is that GI is hard for
DET [Tor04], the class of problemsNC1-reducible to the determinant, defined by Cook [Coo85].
While this enormous gap has motivated a study of isomorphism in general graphs, it has
also induced research in isomorphism restricted to special cases of graphs, where this gap can
be reduced. Tournaments are an example of directed graphs where the DET lower bound is
preserved [Wag07], while there is a quasi-polynomial time upper bound [BL83].
Trees are an example of graphs where the lower and upper bounds match and are L [Lin92].
Note that for trees, the problem’s complexity crucially depends on the input encoding: if
the trees are presented as strings then the lower and upper bound are NC1 [JT98, Bus97]).
Lindell’s log-space result has been extended to partial 2-trees, also known as generalized
series-parallel graphs [ADK08].
In this paper we consider planar graph isomorphism and settle its complexity. Note that
trees and partial 2-trees are a special cases of planar graphs. Planar Graph Isomorphism
has been studied in its own right since the early days of computer science. Weinberg [Wei66]
presented an O(n2) algorithm for testing isomorphism of 3-connected planar graphs. Hopcroft
and Tarjan [HT74] extended this to general planar graphs, improving the time complexity
to O(n log n). Hopcroft and Wong [HW74] further improved it to O(n). Recently Kukluk,
Holder, and Cook [KHC04] gave an O(n2) algorithm for planar graph isomorphism, which is
suitable for practical applications.
The parallel complexity of Planar Graph Isomorphism was first considered by Miller and
Reif [MR91] and Ramachandran and Reif [RR90]. They showed that the upper bound is AC1,
see also [Ver07].
Recent work has dealt with a further special case viz. 3-connected planar graphs. Thierauf
and Wagner [TW08] presented a new upper bound of UL ∩ coUL, making use of the machinery
developed for the reachability problem [RA97] and specifically for planar reachability [ADR05,
BTV07]. They also show that the problem is L-hard. Further progress, in the form of a log-
space algorithm is made by Datta, Limaye, and Nimbhorkar [DLN08], where the 3-connected
planar case is settled, by building on ideas from [TW08] and using Reingold’s construction of
universal exploration sequences [Rei05].
The current work is a natural culmination of this series where we settle the complexity
question for planar graph isomorphism by presenting the first log-space algorithm for the
problem. In fact, we give a log-space algorithm for the graph canonization problem, to which
graph isomorphism reduces. The canonization involves assigning to each graph an isomor-
phism invariant, polynomial length string. Our algorithm consists of the following steps.
1. Decompose the planar graph into its biconnected components and construct a bicon-
nected component tree in log-space [ADK08] (Section 5).
2. Decompose biconnected planar components into their triconnected components to ob-
tain a triconnected component tree in log-space. This is essentially a parallel implemen-
tation of the sequential algorithm of [HT73] (Section 3).
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3. Invoke the algorithm of Datta, Limaye, and Nimbhorkar [DLN08] to canonize the tri-
connected components of the graph.
4. Canonize biconnected planar graphs by applying tree canonization ideas from [Lin92]
to their triconnected component trees. Note that, pairwise isomorphism of two trees
labelled with the canons of their components does not imply isomorphism of the corre-
sponding graphs. Lindell’s algorithm and complexity analysis had to be modified in a
non-trivial way for this step to work in log-space (Section 4).
5. Canonize planar graphs using their biconnected component trees, and for biconnected
components their triconnected component trees. For the canonization again, we use the
basic structure of Lindell’s algorithm. The new ingredients here are, an intricate case
analysis, and a group theoretic lemma (Lemma 5.3) to bound the number of automor-
phisms of a coloured 3-connected planar graph (Section 5). It also requires a detailed
analysis of the interferences of both tree structures.
Our algorithm works recursively at various places. The major challenge when developping
a recursive log-space algorithm is that very little can be stored at each level of the recursion.
But we must anyway be able to continue a computation at the point where we made the
recursive call, when we return from the recursion. We solve these problems by identifying in
each case appropriate graph properties that have a short description and which can be used
to recompute the point where we started from.
2 Preliminaries
In this section, we recall some basic graph theoretic notions.
A graph G = (V,E) is connected if there is a path between any two vertices in G. For
U ⊆ V let G(U) be the induced subgraph of G on U . A vertex v ∈ V is an articulation point
if G(V \{v}) is not connected. A pair of vertices u, v ∈ V is a separating pair if G(V \{u, v})
is not connected. A biconnected graph contains no articulation points. A 3-connected graph
contains no separating pairs. A triconnected graph is either a 3-connected graph or a cycle or
a 3-bond. A k-bond is a graph consisting of two vertices joined by k edges. A pair of vertices
(a, b) is said to be 3-connected if there are three or more vertex-disjoint paths between them.
For a node v let d(v) be the maximal distance that v has to any of the other nodes of G.
Let C be the set of nodes v of G that have minimal value d(v). The set C is called the
center of G. In other words, vertices in the center minimize the maximal distance from other
vertices in the graph. Note that if G is a tree such that every path from a leave to a leave
has even length, then the center consists of only one node, namely the midpoint of a longest
path in the tree.
Let Ev be the set of edges incident to v. A permuatation ρv on Ev that has only one cycle
is called a rotation. A rotation scheme for a graph G is a set ρ of rotations,
ρ = {ρv | v ∈ V and ρv is a rotation on Ev}.
Let ρ−1 be the set of inverse rotations, ρ−1 = {ρ−1v | v ∈ V }. A rotation scheme ρ describes
an embedding of graph G in the plane. If the embedding is planar, we call ρ a planar
rotation scheme. Note that in this case ρ−1 is a planar rotation scheme as well. Allender and
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Mahajan [AM00] showed that a planar rotation scheme for a planar graph can be computed
in log-space.
Two graphs G1 = (V1, E1) and G2 = (V2, E2) are said to be isomorphic (G1 ∼= G2) if
there is a bijection φ : V1 → V2 such that (u, v) ∈ E1 if and only if (φ(u), φ(v)) ∈ E2. Graph
isomorphism (GI) is the problem of deciding whether two given graphs are isomorphic.
A planar graph G, along with its planar embedding (given by ρ) is called a plane graph
Ĝ = (G, ρ). A plane graph divides the plane into regions. Each such region is called a face.
Let Planar-GI be the special case of GI when the given graphs are planar. The biconnected
(respectively, 3-connected) planar GI is a special case of Planar-GI when the graphs are
biconnected (3-connected) planar graphs.
Let G be a class of graphs. Let f : G → {0, 1}∗ be a function such that for all G,H ∈ G we
have G ∼= H ⇔ f(G) = f(H). Then f computes a complete invariant for G. If f computes
for G a graph f(G) such that G ∼= f(G) then we call f(G) the canon for G.
By L we denote the languages computable by a log-space bounded Turing machine.
3 Decomposition of Biconnected Planar Graphs
In this section, we prove the following theorem.
Theorem 3.1 The decomposition of biconnected planar graphs into triconnected components
is in log-space.
Hopcroft and Tarjan [HT73] presented a sequential algorithm for the decomposition of
a biconnected planar graph into its triconnected components. Their algorithm recursively
removes separating pairs from the graph and puts a copy of the separating pair in each of
the components so formed. The nodes in the separating pair are connected by a virtual
edge. If simple cycles are split at any intermediate steps then they are combined later. This
gives a decomposition which is unique [Mac37]. We describe a log-space algorithm for such a
decomposition of a biconnected planar graph. We start with definitions and then prove some
properties of separating pairs.
Definition 3.2 In a plane graph Ĝ, a separating pair {a, b} is said to span a face f if both
its endpoints a, b lie on the boundary of f . Let v0, v1, . . . , vk be a face boundary. Two sepa-
rating pairs {vi, vj}, {vi′ , vj′} are called intersecting if i < i
′ < j < j′, and non-intersecting
otherwise.
Lemma 3.3 Every separating pair spans some face.
To see this, note that in a plane graph Ĝ, a split component of a separating pair is
embedded in some face. This can be considered as the spanned face. A separating pair {a, b}
that spans a face f is called 3-connected if there are at least three vertex-disjoint paths between
a, b i.e. there is a path between a, b in Ĝ which is vertex-disjoint from the boundary of f . The
following lemma enables us to remove all the 3-connected separating pairs simultaneously.
Lemma 3.4 In a plane graph Ĝ, 3-connected separating pairs which span the same face are
non-intersecting.
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Proof. Suppose {a, c} and {b, d} are two 3-connected intersecting separating pairs on face f
in Ĝ and let P be a path outside f from b to d. In particular, P does not pass through a or c.
As the pair b, d is 3-connected, it cannot be separated from the rest of the graph by any
other separating pair. Let v be a vertex that gets separated from b and d when a and c are
removed from the graph. Since v lies outside f , there is a path outside f from a via v to c.
Since the graph is planar, this path must intersect P . Thus there is a path from v to b and d
that does not pass through a or c. This contradicts the assumption that removal of a and c
separated v from b and d. 
Definition 3.5 Call a set of vertices V ′ ⊆ V (Ĝ) separable if there exists a 3-connected sep-
arating pair {a, b} in V (Ĝ) such that the removal of {a, b} divides V ′ into different connected
components. Otherwise V ′ is called inseparable. Given an inseparable triple τ = {u, v, w},
define Cτ = {x | {u, v, w, x} is inseparable}.
Note that the nodes of a simple cycle are trivially inseparable because there are no 3-
connected separating pairs. The following lemma states that except for cycles, all biconnected
graphs have 3-connected separating pairs and hence the sets Cτ defined above are the 3-
connected components of such a graph.
Lemma 3.6 Let G be a biconnected planar graph. If G is not 3-connected and not a cycle
then G has a 3-connected separating pair.
Proof. Let G be neither 3-connected nor a cycle and let a, b be a separating pair of G. If a
and b are 3-connected then we are done. So assume that a and b are not 3-connected.
Let f be a face spanned by a and b. Then a and b are connected by two vertex-disjoint
paths, say P1 and P2, which form the boundary of f , and the removal of (a, b) separates
these two paths. Since G is not a single cycle, it has more faces apart from f . Therefore f
shares some of its edges with another face, say f ′. Consider the common boundary between f
and f ′. The endpoints of this boundary, say (u, v) have three vertex-disjoint paths between
them, and hence are 3-connected.
Both u and v lie on P1 or both lie on P2, since otherwise P1 and P2 will not be separated
on the removal of (a, b). Without loss of generality, assume that u, v ∈ P1. Let P1 = {a =
v1, v2, . . . , vk = b} and consider all 3-connected pairs (vi, vj) of vertices that lie on P1. Pick a
pair, say (vi, vj), that is maximally apart on P1. We claim that (vi, vj) is a separating pair:
if not, there exists a path outside f from vi′ to vj for some i
′ < i, or from vj′ to vi for some
j′ > j. In the first case, (vi′ , vj) is a 3-connected pair that is further apart than (vi, vj), in
the second case the same holds for (vi, vj′). But this contradicts the choice of (vi, vj). 
Hence, with inseparable triples we can compute triconnected components. If a triple of
vertices is inseparable, then it is part of the same triconnected component. For distinct τ1, τ2,
the sets Cτ1 and Cτ2 are either disjoint or identical. This allows us to identify any such Cτ
with the lexicographical smallest τ0 (considering the labels of vertices in τ lexicographically
sorted) such that Cτ = Cτ0 . This is the approach of Algorithm 1 below.
First, the algorithm computes all 3-connected separating pairs in the set S. From these,
we get all the 3-bonds. The for-loop from line 8 on computes the 3-connected components
Cτ : In line 9, we search for the first inseparable triple τ /∈ {Cτh | 1 ≤ h < i} that can be
separated from all previous ones. In lines 11 and 12, we search for all τj ⊆ Cτi . By Lemma 3.6,
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Algorithm 1 Algorithm to decompose a graph into triconnected components.
Input: Biconnected planar graph G = (V,E).
Output: The triconnected components of G.
1: fix a planar embedding Ĝ of G.
2: for all faces f of Ĝ do
3: Sf ← {(u, v)|(u, v) is a 3-connected separating pair that spans f}
4: S ← ∪
f∈ bG
Sf the set of 3-connected separating pairs
5: for all (u, v) ∈ S do
6: if (u, v) ∈ E then output a 3-bond for (u, v)
7: compute the set of all inseparable triples τ1, . . . , τk
8: for i← 1 to k do {compute 3-connected components}
9: if ∀h < i τi ∪ τh is a separable set then
10: Ci ← τi {create new 3-connected component using inseparable triple τi }
11: for j ← i+ 1 to k do
12: if τi ∪ τj is an inseparable set then Ci ← Ci ∪ τj
13: output the induced subgraph on Ci without edges corresponding to 3-bonds,
including virtual edges {s ∈ S | s ⊆ Ci}
it suffices to consider the pairs in S to check whether a set is separable or not. The set Ci
finally equals Cτi . In line 13 we compute the triconnected component induced by Cτi . An
example of a decomposition is provided in Figure 1.
Each step in the algorithm can be implemented in log-space. For instance, a combina-
torial embedding for planar graphs can be computed in log-space [AM00]. Separating pairs,
inseparable triples and the triconnected components can be computed in log-space, making
oracle queries to undirected reachability [Rei05].
f b e
c
d
d
b
a
a
c
G1
bfa
d
G2
G4
b
c
d
a e
c
d
G4G2G3Ĝ
G1 T
G3
c
Figure 1: The decomposition of a biconnected planar graph Ĝ. Its triconnected components
are G1, . . . , G4 and the corresponding triconnected component tree is T . In Ĝ, the pairs (a, b)
and (c, d) are 3-connected separating pairs. The inseparable triples are {a, b, c}, {b, c, d},
{a, c, d}, {a, b, d}, {a, b, f}, and {c, d, e}. Hence the triconnected components are the induced
graphs G1 on {a, b, f}, G2 on {a, b, c, d}, and G4 on {c, d, e}. Since the 3-connected separating
pair (c, d) is connected by an edge in Ĝ, we also get {c, d} as triple-bond G3. The virtual
edges corresponding to the 3-connected separating pairs are drawn with dashed lines.
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The triconnected component tree. Construct a graph T such that its nodes correspond
to triconnected components and separating pairs, see Figure 1. There is an edge between
a triconnected component node and a separating pair node if the vertices of the separating
pair are contained in the triconnected component. Two triconnected component nodes or
separating pair nodes do not share an edge.
It is easy to see that T is a tree, referred to as the triconnected component tree of G.
Conversely, given T , we define graph(T ) = G, the graph which has the triconnected component
tree T . We list some properties of T .
Lemma 3.7 The graph T defined above has the following properties:
1. T is a tree and all the leaves of T are triconnected components.
2. Each path in T is an alternating path of separating pairs and triconnected components.
Hence, a path between two leaves always contains an odd number of nodes and therefore
T has a unique center node.
3. With an arbitrary separating pair node as root, T has odd depth.
4. A 3-bond is introduced as a child of a separating pair only as an indicator that the
vertices of the separating pair have an edge between them in G. Hence a 3-bond is
always a leaf node. In [HT73] it is a k-bond, where k is the number of components
formed by the removal of the separating pair. Observe, k is the number of children of
its parent separating pair and can be computed easily.
Proof. We only show the first claim. Suppose T has a cycle C. By definition, C is an alter-
nating cycle of separating pairs and triconnected components, C = (p1, c1, p2, c2 . . . , pr, cr, p1).
Remove any separating pair pi from C. Then the triconnected components ci−1 and ci re-
main connected through the other elements of the cycle, contradicting the assumption that
pi separates them. 
4 Canonization of Biconnected Planar Graphs
In this section, we give a log-space algorithm to canonize biconnected planar graphs. For this,
we define an isomorphism ordering on triconnected component trees which is similar to that
of Lindell’s tree isomorphism ordering. We first give a brief overview of Lindell’s algorithm
and then describe our canonization procedure.
4.1 Overview of Lindell’s Algorithm
Lindell [Lin92] gave a log-space algorithm for tree canonization. The algorithm is based on an
order relation ≤ on trees defined below. The order relation has the property that two trees S
and T are isomorphic if and only if S = T . Because of this property it is called a canonical
order . Clearly, an algorithm that decides the order can be used as an isomorphism test.
Lindell showed how to extend such an algorithm to compute a canon for a tree in log-space.
Let S and T be two trees with root s and t, respectively. The canonical order is defined as
follows. S < T if
1. |S| < |T |, or
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2. |S| = |T | but #s < #t, where #s and #t are the number of children of s and t,
respectively, or
3. |S| = |T | and #s = #t = k, but (S1, . . . , Sk) < (T1, . . . , Tk) lexicographically, where it
is inductively assumed that S1 ≤ . . . ≤ Sk and T1 ≤ . . . ≤ Tk are the ordered subtrees
of S and T rooted at the k children of s and t, respectively.
The comparisons in steps 1 and 2 can be made in log-space. Lindell proved that even
the third step can be performed in log-space using two-pronged depth-first search, and cross-
comparing only a child of S with a child of T . This is briefly described below:
• Find the number of minimal sized children of s and t. If these numbers are different
then the tree with a larger number of minimal children is declared to be smaller. If
equality is found then remember the minimal size and check for the next size. This
process is continued till an inequality in the sizes is detected or all the children of s
and t are exhausted.
• If s and t have the same number of children of each size then assume that the children
of s and t are partitioned into size-classes (referred to as blocks in [Lin92]) in the
increasing order of the the sizes of the subtrees rooted at them. That is, the k children
of s and t are partitioned into groups, such that the i-th group is of cardinality ki and
the subtrees in the i-th group all have size Ni, where N1 < N2 < · · · . It follows that∑
i ki = k and
∑
i kiNi = n−1. Then compare the children in each size-class recursively
as follows:
Case 1, k = 0. Hence s and t have no children. They are isomorphic as all one-node
trees are isomorphic. We conclude that S = T .
Case 2, k = 1. Recursively consider the grand-children of s and t. No space is needed
for the recursive call.
Case 3, k ≥ 2. For each of the subtrees Sj compute its order profile. The order
profile consists of three counters, c<, c> and c=. These counters indicate the number of
subtrees in the size-class of Sj that are respectively smaller than, greater than, or equal
to Sj . The counters are computed by making cross-comparisons.
Note, that isomorphic subtrees in the same size-class have the same order profile. There-
fore, it suffices to check that each such order profile occurs the same number of times in
each size-class in S and T . To perform this check, compare the different order profiles
of every size class in lexicographic order. The subtrees in the size-class i of S and T ,
which is currently being considered, with a count c< = 0 form the first isomorphism
class. The size of this isomorphism class is compared across the trees by comparing
the values of the c= variables. If these values match then both trees have the same
number of minimal children. Note that the lexicographical next larger order profile has
the current value of c< + c= as its value for the c<-counter.
This way, one can loop through all the order profiles. If a difference in the order profiles
of the subtrees of S and T is found then the lexicographical smaller order profile defines
the smaller tree.
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The last order profile considered is the one with c<+ c= = k for the current counters. If
this point is passed without uncovering an inequality then the trees must be isomorphic
and it follows that S = T .
Since
∑
i kiNi ≤ n, the following recursion equation for the space complexity holds. For
each new size class, the work-tape allocated for the former computations can be reused.
S(n) = max
i
{S(Ni) +O(log ki)} ≤ max
i
{ S
(
n
ki
)
+O(log ki)},
where ki ≥ 2 for all i. It is not hard to see that S(n) = O(log n).
4.2 Isomorphism Order of Triconnected Component Trees
We now describe an isomorphism order procedure for two triconnected component trees S
and T , corresponding to two biconnected planar graphs G and H, respectively. Both, S and
T are rooted at separating pair nodes, as described in Section 3, say s = (a, b) and t = (a′, b′).
Therefore we also write S(a,b) and T(a′,b′). They have separating pair nodes at odd levels
and triconnected component nodes at even levels. Figure 2 shows two trees to be compared.
Our canonical order procedure is more complex than Lindell’s algorithm, because each node
of the tree is a separating pair or a triconnected component. Thus in particular, unlike in
the case of Lindell’s algorithm, two leaves in a triconnected component tree are not always
isomorphic. In the easiest case the components to these leaves are not of the same size. We
start by defining the size of a triconnected component tree.
ba
s
G1
. . .
. . .. . .
. . .
Gk
s1
. . . . . .
. . .. . .
. . .
. . .
t
a′ b′
HkH1
t1slk tlksl1 tl1
S(a,b) T(a′,b′)
S1 Slk T1 Tlk
SG1 SGk THkTH1
Figure 2: Triconnected component trees.
Definition 4.1 For a triconnected component tree T , the size of an individual component
node C of T is the number nC of nodes in C. Note that the separating pair nodes are counted
in in every component where they occur. The size of the tree T , denoted by |T |, is the sum
of the sizes of its component nodes.
Note that the size of T is at least as large as the number of vertices in graph(T ), the graph
corresponding to the triconnected component tree T .
9
We define the isomorphism order <T for S(a,b) and T(a′,b′) by first comparing their sizes,
then the number of children of s and t. These two steps are exactly the same as in Lindell’s
algorithm. If equality is found in these two steps, then in the third step we make recursive
comparisons of the subtrees of S(a,b) and T(a′,b′). However, here it does not suffice to compare
the order profiles of the subtrees in the different size classes as in Lindell’s algorithm explained
above. We need a further comparison step to ensure that G and H are indeed isomorphic.
To see this assume that s and t have two children each, G1, G2 and H1, H2 such that G1 ∼=
H1 and G2 ∼= H2. Still we cannot conclude that G and H are isomorphic because it is possible
that the isomorphism between G1 and H1 maps a to a
′ and b to b′, but the isomorphism
between G2 and H2 maps a to b
′ and b to a′. Then these two isomorphisms cannot be
extended to an isomorphism between G and H. For an example see Figure 3 on page 12.
To handle this, we introduce the notion of an orientation of a separating pair . A separating
pair gets an orientation from subtrees rooted at its children. Also, every subtree rooted at
a triconnected component node gives an orientation to the parent separating pair. If the
orientation is consistent, then we define S(a,b) =T T(a′,b′) and we will show that G and H are
isomorphic in this case.
Isomorphism order of two subtrees rooted at triconnected components. We con-
sider the isomorphism order of two subtrees SGi and THj rooted at triconnected component
nodes Gi and Hj, respectively. We distinguish the following cases.
Case 1, Gi and Hj are of different types. Gi and Hj can be either 3-bonds or cycles or
3-connected components. If the types of Gi and Hj are different, we immediately detect an
inequality, as it suffices to check whether each of them is a cycle or a 3-bond or neither of
them. We define a canonical order among subtrees rooted at triconnected components in this
ascending order: 3-bond, cycle, 3-connected component, such that e.g. SGi <T THj if Gi is a
3-bond and Hj is a cycle.
Case 2, Gi and Hj are 3-bonds. In this case, SGi and THj are leaves, immediately define
SGi =T THj . Clearly, Gi
∼= Hj as all 3-bonds are isomorphic.
Case 3, Gi and Hj are cycles or 3-connected components. We construct the canons of Gi
and Hj and compare them bit-by-bit. To canonize a cycle, we traverse it starting from the
virtual edge that corresponds to its parent, and then traversing the entire cycle along the
edges encountered. There are two possible traversals depending on which direction of the
starting edge is chosen. Thus, a cycle has two possible canons.
To canonize a 3-connected component Gi, we use the log-space algorithm from Datta, Li-
maye, and Nimbhorkar [DLN08]. Besides Gi, the algorithm gets as input a starting edge and a
combinatorial embedding ρ of Gi. We always take the virtual edge (a, b) corresponding to Gi’s
parent as the starting edge. Then there are two choices for the direction of this edge, (a, b)
or (b, a). Further, a 3-connected graph has two planar combinatorial embeddings [Whi33].
Hence, there are four possible ways to canonize Gi.
We start the canonization of Gi and Hj in all the possible ways (two if they are cycles
and four if they are 3-connected components), and compare these canons bit-by-bit. Let Cg
and Ch be two canons to be compared. The base case is that Gi and Hj are leaf nodes
and therefore contain no further virtual edges. In this case we use the lexicographic order
between Cg and Ch. If Gi and Hj contain further virtual edges then these edges are specially
treated in the bitwise comparison of Cg and Ch:
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1. If a virtual edge is traversed in the construction of one of the canons Cg or Ch but not
in the other, then we define the one without the virtual edge to be the smaller canon.
2. If Cg and Ch encounter virtual edges (u, v) and (u
′, v′) corresponding to a child of Gi
and Hj, respectively, we need to recursively compare the subtrees rooted at (u, v) and
(u′, v′). If we find in the recursion that one of the subtrees is smaller than the other,
then the canon with the smaller subtree is defined to be the smaller canon.
3. If we find that the subtrees rooted at (u, v) and (u′, v′) are equal then we look at the
orientations given to (u, v) and (u′, v′) by their children. This orientation, called the
reference orientation, is defined below. If one of the canons traverses the virtual edge
in the direction of its reference orientation but the other one not, then the one with the
same direction is defined to be the smaller canon.
We eliminate the canons which were found to be the larger canons in at least one of the
comparisons. In the end, the canons that are not eliminated are the minimum canons. If
we have minimum canons for both Gi and Hj then we define SGi =T THj . The construction
of the canons also defines an isomorphism between the subgraphs described by SGi and THj ,
i.e. graph(SGi)
∼= graph(THj ). For a single triconnected component this follows from Datta,
Limaye, and Nimbhorkar [DLN08]. If the trees contain several components, then our definition
of SGi =T THj guarantees that we can combine the isomorphisms of the components to an
isomorphism between graph(SGi) and graph(THj ).
Finally, we define the orientation given to the parent separating pair of Gi and Hj as
the direction in which the minimum canon traverses this edge. If the minimum canons are
obtained for both choices of directions of the edge, we say that SGi and THj are symmetric
about their parent separating pair , and thus do not give an orientation. This finishes the
description of the order for the case of subtrees rooted at triconnected components.
Observe, that we do not need to compare the sizes and the degree of the root nodes of SGi
and THj in an intermediate step, as it is done in Lindell’s algorithm for subtrees. That is,
because the degree of the root node Gi is encoded as the number of virtual edges in Gi. The
size of SGi is checked by the length of the minimal canons for Gi and when we compare the
sizes of the children of the root node Gi with those of Hj.
Isomorphism order of two subtrees rooted at separating pairs. The first three steps
of the isomorphism ordering are performed similar to that of [Lin92] maintaining the order
profiles. Now we assume that the subtrees are partitioned into isomorphism classes. The
additional step involves comparison of orientations given by the corresponding isomorphism
classes defined as follows:
Let (G1, . . . , Gk) be the children of the root (a, b) of S(a,b), and (SG1 , . . . , SGk) be the
subtrees rooted at (G1, . . . , Gk). Similarly let (H1, . . . ,Hk) be the children of the root (a
′, b′)
of T(a′,b′) and (TH1 , . . . , THk) be the subtrees rooted at (H1, . . . ,Hk). We first order the
subtrees, say SG1 ≤T · · · ≤T SGk and TH1 ≤T · · · ≤T THk , and verify that SGi =T THi for all i.
If we find an inequality then the one with the smallest index i defines the order between S(a,b)
and T(a′,b′). Now assume that SGi =T THi for all i. Inductively, the corresponding split
components are isomorphic, i.e. graph(SGi)
∼= graph(THi) for all i.
The next comparison concerns the orientation of (a, b) and (a′, b′). We already explained
above the orientation given by each of the SGi ’s to (a, b). We define a reference orientation
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for the root nodes (a, b) and (a′, b′) which is given by their children. This is done as follows.
We partition (SG1 , . . . , SGk) into classes of isomorphic subtrees, say I1 <T . . . <T Ip for some
p ≤ k, and similar (TH1 , . . . , THk) into I
′
1 <T . . . <T I
′
p. It follows that Ij and I
′
j contain the
same number of subtrees for every j.
• Consider the orientation given to (a, b) by an isomorphism class Ij : For each isomor-
phism class Ij we compute an orientation counter , which is a pair Oj = (c
→
j , c
←
j ), where
c→j is the number of subtrees of Ij which give one orientation, say (a, b), and c
←
j is the
number of subtrees from Ij which give the other orientation, (b, a). The larger number
decides the orientation given to (a, b). If these numbers are equal, or if each component
in this class is symmetric about (a, b) then no orientation is given to (a, b) by this class,
and the class is said to be symmetric about (a, b). Note that in an isomorphism class,
either all or none of the components are symmetric about the parent.
• The reference orientation of (a, b) is defined as the orientation given to (a, b) by the
smallest non-symmetric isomorphism class. If all isomorphism classes are symmetric
about (a, b), then we say that (a, b) has no reference orientation.
We order all the orientation counters Oj = (c
→
j , c
←
j ) such that the first component c
→
j
is the counter for the reference orientation of (a, b).
Let O′j = (d
→
j , d
←
j ) be the corresponding orientation counters for the isomorphism
classes I ′j. Now we compare the orientation counters Oj and O
′
j for j = 1, . . . , p. If they are
all pairwise equal, then the graphs G and H are isomorphic and we define S(a,b) =T T(a′,b′).
Otherwise, let j be the smallest index such that Oj 6= O
′
j . Then we define S(a,b) <T T(a′,b′)
if Oj is lexicographically smaller than O
′
j , and T(a′,b′) <T S(a,b) otherwise. This finishes the
definition of the order. For an example, see Figure 3.
b′
a b
G
b′a′
H
a b
b
b′
a′
a′
a
b′ b′
a b
a′ a′
a
G1 G2
H1 H2
b
H0
G0
S(a,b)
T(a′,b′)
Figure 3: The graphs G and H have the same triconnected component trees but are
not isomorphic. In S(a,b), the 3-bonds form one isomorphism class I1 and the other two
components form the second isomorphism class I2, as they all are pairwise isomorphic. The
non-isomorphism is detected by comparing the directions given to the parent separating pair.
We have p = 2 isomorphism classes and for the orientation counters we have O1 = O
′
1 = (0, 0),
whereas O2 = (2, 0) and O
′
2 = (1, 1) and hence O
′
2 is lexicographically smaller than O2.
Therefore we have T(a′,b′) <T S(a,b).
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Summary of the steps in the isomorphism order. The isomorphism order of two
triconnected component trees S and T rooted at separating pairs s = (a, b) and t = (a′, b′) is
defined S(a,b) <T T(a′,b′) if:
1. |S(a,b)| < |T(a′,b′)| or
2. |S(a,b)| = |T(a′,b′)| but #s < #t or
3. |S(a,b)| = |T(a′,b′)|, #s = #t = k, but (SG1 , . . . , SGk) <T (TH1 , . . . , THk) lexicograph-
ically, where we assume that SG1 ≤T . . . ≤T SGk and TH1 ≤T . . . ≤T THk are the
ordered subtrees of S(a,b) and T(a′,b′), respectively. To compute the order between the
subtrees SGi and THi we compare lexicographically the canons of Gi and Hi and recur-
sively the subtrees rooted at the children of Gi and Hi. Note, that these children are
again separating pair nodes.
4. |S(a,b)| = |T(a′,b′)|, #s = #t = k, (SG1 ≤T . . . ≤T SGk) =T (TH1 ≤T . . . ≤T THk),
but (O1, . . . , Op) < (O
′
1, . . . , O
′
p) lexicographically, where Oj and O
′
j are the orientation
counters of the jth isomorphism classes Ij and I
′
j of all the SGi ’s and the THi ’s.
We say that two triconnected component trees Se and Te′ are equal according to the isomor-
phism order , denoted by Se =T Te′ , if neither Se <T Te′ nor Te′ <T Se holds. The following
theorem states that two trees are =T-equal, precisely when the underlying graphs are isomor-
phic.
Theorem 4.2 The biconnected planar graphs G and H are isomorphic if and only if there
is a choice of separating pairs e, e′ in G and H such that Se =T Te′ when rooted at e and e
′,
respectively.
Proof. Assume that Se =T Te′ . The argument is an induction on the depth of the trees that
follows the inductive definition of the isomorphism order. The induction goes from depth d
to d+2. If the grandchildren of separating pairs, say s and t, are =T-equal up to step 4, then
we compare the children of s and t. If they are equal then we can extend the =T-equality to
the separating pairs s and t.
When subtrees are rooted at separating pair nodes, the comparison describes an order
on the subtrees which correspond to split components of the separating pairs. The order
describes an isomorphism among the split components.
When subtrees are rooted at triconnected component nodes, say Gi and Hj, the com-
parison states equality if the components have the same canon, i.e. are isomorphic. By the
induction hypothesis we know that the children rooted at virtual edges of Gi and Hj are
isomorphic. The equality in the comparisons inductively describes an isomorphism between
the vertices in the children of the root nodes.
Hence, the isomorphism between the children at any level can be extended to an isomor-
phism between the corresponding subgraphs in G and H and therefore to G and H itself.
The reverse direction holds obviously as well. Namely, if G and H are isomorphic and
there is an isomorphism that maps the separating pair (a, b) of G to the separating pair (a′, b′)
of H, then the triconnected component trees S(a,b) of G and T(a′,b′) of H rooted respectively
at (a, b) and (a′, b′) will clearly be equal. Hence, such an isomorphism mapps separating
pairs of G onto separating pairs of H. This isomorphism describes a permutation on the
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split components of separating pairs, which means we have a permutation on triconnected
components, the children of the separating pairs. By induction hypothesis, the children (at
depth d+2) of two such triconnected components are isomorphic and equal according to =T.
More formally, one can argue inductively on the depth of S(a,b) and T(a′,b′). 
4.3 Complexity of the Isomorphism Order Algorithm
We analyse the space complexity of the isomorphism order algorithm. The first two steps
of the isomorphism order algorithm can be computed in log-space as in Lindell’s algo-
rithm [Lin92]. We show that steps 3 and 4 can also be performed in log-space. We use
the algorithm of Datta, Limaye, and Nimbhorkar [DLN08] to canonize a triconnected com-
ponent Gi of size nGi in space O(log nGi).
Comparing two subtrees rooted at triconnected components. For this, we consider
two subtrees SGi and THj with |SGi | = |THj | = N rooted at triconnected component nodes Gi
and Hj, respectively. The cases that Gi and Hj are of different types or are both 3-bonds
are easy to handle. Assume now that both are cycles or 3-connected components. Then
we start constructing and comparing all the possible canons of Gi and Hj. We eliminate
the larger ones and make recursive comparisons whenever the canons encounter virtual edges
simultaneously. We can keep track of the canons, which are not eliminated, in constant space.
Suppose we construct and compare two canons Cg and Ch and consider the moment when
we encounter virtual edges (a, b) and (a′, b′) in Cg and Ch, respectively. Now we recursively
compare the subtrees rooted at the separating pair nodes (a, b) and (a′, b′). Note, that we
cannot afford to store the entire work-tape content. It suffices to store the information of
• the canons which are not eliminated,
• which canons encountered the virtual edges corresponding to (a, b) and (a′, b′), and
• the direction in which the virtual edges (a, b) and (a′, b′) were encountered.
This takes altogether O(1) space.
When a recursive call is completed, we look at the work-tape and compute the canons CG
and Ch. Therefore, recompute the parent separating pair of the component, where the virtual
edge (a, b) is contained. With a look on the bits stored on the work-tape, we can recompute
the canons Cg and Ch. Recompute for them, where (a, b) and (a
′, b′) are encountered in the
correct direction of the edges and resume the computation from that point.
Although we only need O(1) space per recursion level, we cannot guarantee yet, that the
implementation of the algorithm described so far works in log-space. The problem is, that
the subtrees where we go into recursion might be of size > N/2 and in this case the recursion
depth can get too large. To get around this problem, we check whether Gi and Hj have a
large child, before starting the construction and comparison of their canons. A large child is
a child which has size > N/2. If we find a large child of Gi and Hj then we compare them
a priori and store the result of their recursive comparison. Because Gi and Hj can have at
most one large child each, this needs only O(1) additional bits. Now, whenever the virtual
edges corresponding to the large children from SGi and THj are encountered simultaneously
in a canon of Gi and Hj, the stored result can be used, thus avoiding a recursive call.
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Comparing two subtrees rooted at separating pairs. Consider two subtrees S(a,b)
and T(a′,b′) of size N , rooted at separating pair nodes (a, b) and (a
′, b′), respectively. We start
comparing all the subtrees SGi and THj of S(a,b) and T(a′,b′), respectively. These subtrees
are rooted at triconnected components and we can use the implementation described above.
Therefore, we store on the work-tape the counters c<, c=, c>. If they turn out to be pairwise
equal, we compute the orientation counters Oj and O
′
j of the isomorphism classes Ij and I
′
j ,
for all j. The isomorphism classes are computed via the order profiles of the subtrees, as in
Lindell’s algorithm.
When we return from recursion, it is an easy task to find (a, b) and (a′, b′) again, since a
triconnected component has a unique parent, which always is a separating pair node. Since
we have the counters c<, c=, c> and the orientation counters on the work-tape, we can proceed
with the next comparison.
Let kj be the number of subtrees in Ij . The counters c<, c=, c> and the orientation
counters need altogether at most O(log kj) space. From the orientation counters we also get
the reference orientation of (a, b). Let Nj be the size of the subtrees in Ij. Then we have
Nj ≤ N/kj . This would lead to a log-space implementation as in Lindell’s algorithm except
for the case that Nj is large, i.e. Nj > N/2.
We handle the case of large children as above: we recurse on large children a priori and
store the result in O(1) bits. Then we process the other subtrees of S(a,b) and T(a′,b′). When
we reach the size-class of the large child, we know the reference orientation, if any. Now we
use the stored result to compare the orientations given by the large children to their respective
parent, and return the result accordingly.
As seen above, while comparing two trees of size N , the algorithm uses no space for
making a recursive call for a subtree of size larger than N/2, and it uses O(log kj) space if
the subtrees are of size at most N/kj , where kj ≥ 2. Hence we get the same recurrence for
the space S(N) as Lindell:
S(N) ≤ max
j
S
(
N
kj
)
+O(log kj),
where kj ≥ 2 for all j. Thus S(N) = O(logN). Note that the number n of nodes of G is
in general smaller than N , because the separating pair nodes occur in all components split
off by this pair. But we certainly have n < N ≤ O(n2) [HT73]. This proves the following
theorem.
Theorem 4.3 The isomorphism order between two triconnected component trees of bicon-
nected planar graphs can be computed in log-space.
4.4 The Canon of a Biconnected Planar Graph
Once we know the ordering among the subtrees, it is straight forward to output the canon of
the triconnected component tree T . We traverse T in the tree isomorphism order as in Lindell
[Lin92], outputting the canon of each of the nodes along with virtual edges and delimiters.
That is, we output a ‘[’ while going down a subtree, and ‘]’ while going up a subtree.
We need to choose a separating pair as root for the tree. Since there is no distinguished
separating pair, we simply cycle through all of them. Since there are less than n2 many
separating pairs, a log-space transducer can cycle through all of them and can determine the
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separating pair which, when chosen as the root, leads to the lexicographically minimum canon
of S. We describe the canonization procedure for a fixed root, say (a, b).
The canonization procedure has two steps. In the first step we compute what we call a
canonical list for S(a,b). This is a list of the edges of G, also including virtual edges. In the
second step we compute the final canon from the canonical list.
Canonical list of a subtree rooted at a separating pair. Consider a subtree S(a,b)
rooted at the separating pair node (a, b). We start with computing the reference orientation
of (a, b) and output the edge in this direction. This can be done by comparing the children
of the separating pair node (a, b) according to their isomorphism order with the help of the
oracle. Then we recursively output the canonical lists of the subtrees of (a, b) according to
the increasing isomorphism order. Among isomorphic siblings, those which give the reference
orientation to the parent are considered before those which give the reverse orientation. We
denote this canonical list of edges l(S, a, b). If the subtree rooted at (a, b) does not give any
orientation to (a, b), then take that orientation for (a, b), in which it is encountered during
the construction of the above canon of its parent.
Assume now, the parent of S(a,b) is a triconnected component. In the symmetric case,
S(a,b) does not give an orientation (a, b) to its parent. Then take the reference orientation
which is given to the parent of all siblings.
Canonical list of a subtree rooted at a triconnected component. Consider the
subtree SGi rooted at the triconnected component node Gi. Let (a, b) be the parent separating
pair of SGi with reference orientation (a, b). If Gi is a 3-bond then output its canonical list
l(Gi, a, b) as (a, b). If Gi is a cycle then it has a unique canonical list with respect to the
orientation (a, b), that is l(Gi, a, b).
Now we consider the case that Gi is a 3-connected component. Then Gi has two possible
canons with respect to the orientation (a, b), one for each of the two embeddings. Query the
oracle for the embedding that leads to the lexicographically smaller canonical list and output
it as l(Gi, a, b). If we encounter a virtual edge (c, d) during the construction, we determine its
reference orientation with the help of the oracle and output it in this direction. If the children
of the virtual edge do not give an orientation, we output (c, d) in the direction in which it
is encountered during the construction of the canon for Gi. Finally, the children rooted at
separating pair node (c, d) are ordered with the canonical order procedure.
We give now an example. Consider the canonical list l(S, a, b) of edges for the tree S(a,b)
of Figure 2. Let si be the edge connecting the vertices ai with bi. We also write for short
l′(Si, si) which is one of l(Si, ai, bi) or l(Si, bi, ai). The direction of si is as described above.
l(S, a, b) = [ (a, b) l(SG1 , a, b) . . . l(SGk , a, b) ], where
l(SG1 , a, b) = [ l(G1, a, b) [l
′(S1, s1)] . . . [l
′(Sl1 , sl1)] ]
...
l(SGk , a, b) = [ l(Gk, a, b) [l
′(Slk , slk)] ]
Canon for the biconnected planar graph. This list is now almost the canon, except
that the names of the nodes are still the ones they have in G. Clearly, a canon must be
independent of the original names of the nodes. The final canon for S(a,b) can be obtained by
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a log-space transducer which relabels the vertices in the order of their first occurrence in this
canonical list and outputs the list using these new labels.
Note that the canonical list of edges contains virtual edges as well, which are not a part
of G. However, this is not a problem as the virtual edges can be distinguished from real edges
because of the presence of 3-bonds. To get the canon for G, remove these virtual edges and
the delimiters ‘[’ and ‘]’ in the canon for S(a,b). This is sufficient, because we describe here
a bijective function f which transforms an automorphism φ of S(a,b) into an automorphism
f(φ) for G with (a, b) fixed. We get the following result.
Theorem 4.4 A biconnected planar graph can be canonized in log-space.
5 Canonization of Planar Graphs
In this section, we give a log-space algorithm for the canonization of planar graphs. The
main part is to show how to canonize connected planar graphs. Then, if a given graph
is not connected, we compute its connected components in log-space and canonize each of
these components. The canons of the connected components are output in lexicographical
increasing order. Hence, from now on we assume that the given planar graph is connected.
We decompose a planar graph into its biconnected components and then construct a
tree on these biconnected components and articulation points. We refer to this tree as the
biconnected component tree. We also refer to the components as biconnected component nodes
and articulation point nodes. This tree is unique and can be constructed in log-space [ADK08].
Similar to triconnected component trees, we put a copy of an articulation point a into
each of the components formed by the removal of a. An articulation point a has a copy in
each of the biconnected components obtained by its removal. In the discussion below, we
refer to a copy of an articulation point in a biconnected component B as an articulation
point in B. Although an articulation point has at most one copy in each of the biconnected
components, the corresponding triconnected component trees can have many copies of the
same articulation point, if it belongs to a separating pair in the biconnected component.
Given a planar graph G, we root its biconnected component tree at an articulation point.
During the isomorphism ordering of two such trees S and T , we can fix the root of S arbitrarily
and make an equality test for all choices of roots for T . As there are ≤ n articulation points,
a log-space transducer can cycle through all of them for the choice of the root for T . We state
some properties of articulation points.
Lemma 5.1 Let B be a biconnected component in S and T(B) be its triconnected component
tree. Then the following holds.
1. S has a unique center, similar to a triconnected component tree.
2. If an articulation point a of S appears in a separating pair node s in T(B), then it
appears in all the triconnected component nodes which are adjacent to s in T(B).
3. If an articulation point a appears in two nodes C and D in T(B), it appears in all
the nodes that lie on the path between C and D in T(B). Hence, there is a unique
node A in T(B) that contains a which is nearest to the center of T(B). We call A
the triconnected component associated with a. Thus we can uniquely associate each
articulation point contained in B with a triconnected component in T(B).
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5.1 Isomorphism Order for Biconnected Component Trees
The isomorphism order for biconnected component trees rooted at articulation points is de-
fined in three steps that correspond to the first three steps of the isomorphism order for
triconnected component trees in Section 4.2 on page 13. We mention the main differences in
the isomorphism ordering for biconnected component trees from that of triconnected compo-
nent trees.
1. The biconnected component nodes are connected by articulation point nodes. The
resulting graph is a tree similar to the tree of triconnected component nodes and sep-
arating pair nodes. For articulation points, we do not need the notion of orientation.
Instead, we color the copy of the parent articulation point in a biconnected component
with a distinct color and then the pairwise isomorphism among the subtrees of S and T
can be extended to the isomorphism between the corresponding planar graphs G and H
in a straight forward way.
2. In the triconnected component trees we have a separating pair as root, i.e. an edge.
Now, we only have an articulation point, i.e., one vertex. Hence, when we compare
biconnected components B and B′, then we do not have an obvious, uniquely defined
edge as root for the corresponding component trees T(B) and T(B′). The naive approach
would be to cycle through all separating pairs and finally define the one as root that
leads to a minimal canon. However, that way we cannot guarantee that the algorithm
works in log-space. Let nB be the size of B. Note that there can be upto O(nB)
separating pairs. When we go into a recursion at some point, we need to store the edge
that is currently the root. That is, we need O(log nB) space at one level of recursion
and this is too much for an overall log-space bound. Hence our major task will be to
limit the number of possible choices of roots appropriately so that the algorithm runs
in log-space.
3. There are some more nontrivial tasks, to guarantee the log-space bound. It is not
obvious, what to store on the work-tape when we go into recursion at some node in S
or some node in T(B) and, what can be recomputed. We also need a new definition
of the size of a subtree, to correctly descide, which child is a large child and must be
considered a priori by the comparison algorithm.
The size of a triconnected component tree is defined in Definition 4.1 on page 9. Here we
extend the definition to biconnected component trees.
Definition 5.2 Let B be a biconnected component node in a biconnected component tree S,
and let T(B) be the triconnected component tree of B. The size of B is defined as |T(B)| as
in Definition 4.1. The size of an articulation point node in S is defined as 1. Note that the
articulation points maybe counted several times, namely in every component they occur. The
size of S, denoted by |S|, is the sum of the sizes of its components.
We define the isomorphism order for two biconnected component trees Sa and Ta′ rooted
at nodes s and t corresponding to articulation points a and a′, respectively (see Figure 4).
Define Sa <B Ta′ if
1. |Sa| < |Ta′ | or
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2. |Sa| = |Ta′ | but #s < #t or
3. |Sa| = |Ta′ |, #s = #t = k, but (SB1 , . . . , SBk) <B (TB′1 , . . . , TB′k) lexicographically,
where we assume that SB1 ≤B · · · ≤B SBk and TB′1 ≤B · · · ≤B TB′k are the ordered
subtrees of Sa and Ta′ , respectively. To compare the order between the subtrees SBi
and TB′j we compare the triconnected component trees T(Bi) of Bi and T(B
′
j) of B
′
j .
When we reach the first occurences of some articulation points in T(Bi) and T(Bj′) (i.e.
the reference copies of these articulation points as described later) then we compare
recursively the corresponding subtrees rooted at the children of Bi and B
′
j . Note, that
these children are again articulation point nodes.
. . .
. . .
. . .
. . . . . .
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. . .
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Figure 4: Biconnected component trees.
We say that two biconnected component trees are equal , denoted by Sa =B Ta′ , if neither
of Sa <B Ta′ and Ta′ <B Sa holds. The inductive ordering of the subtrees of Sa and Ta′ proceeds
exactly as in Lindell’s algorithm, by partitioning them into size-classes and comparing the
children in the same size-class recursively. The book-keeping required (e.g. the order profile
of a node, the number of nodes in a size-class that have been compared so far) is similar to
that in Lindell’s algorithm. We discuss how to compare two such subtrees SB and TB′ , rooted
at biconnected component nodes B and B′, respectively.
Isomorphism order of two subtrees rooted at biconnected components. We con-
sider the isomorphism order of two subtrees SBi and TB′j rooted at biconnected component
nodes Bi and B
′
j, and let a and a
′ be their parent articulation points, respectively. We start
by constructing and comparing the canons of the triconnected component trees of Bi and B
′
j .
To do so, we choose a separating pair as root for each of them. As explained above, we cannot
afford to simply try all possible choices as root. We will show below that we can compute in
log-space a sufficiently small number of separating pairs as roots for Bi and B
′
j which suffices
for our purpose. That is, we make pairwise cross-comparisons of the canons obtained for
these separating pairs as roots and determine the minimum canons.
The base case is that Bi and B
′
j are leaf nodes and therefore contain no articulation points
other than the parent articulation point. In this case, we can cycle through all the edges as
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roots and find the lexicographically smallest canon.
If Bi and B
′
j contain articulation points, we go into recursion. Note that if an articulation
point is part of a separating pair, it can occur several times in the triconnected component
tree. To avoid recursion on the same pair of articulation points multiple times, we need to
additionally keep track of whether a pair of articulation points is encountered for the first
time in the comparison.
Also, while canonizing the triconnected component trees of Bi and B
′
j, we give a separate
color to the copy of a and a′ in these trees, to ensure that the parent articulation points are
always mapped to each other.
Limiting the number of possible choices for the root. Let Sa be a biconnected com-
ponent tree rooted at articulation point a. Let B be a child of a in Sa and T(B) be the
triconnected component tree of the biconnected component B. We show how to limit the
number of potential root nodes for T(B).
Besides the parent a, let B have articulation points a1, . . . , al for some integer l ≥ 0,
such that aj is the root node of the subtree Saj of Sa (see Figure 4). We partition the
subtrees Sa1 , . . . , Sal into classes E1, . . . , Ep of equal size subtrees (i.e. size according to Def-
inition 5.2). Let kj be the number of subtrees in Ej. Let the order of the size classes be
such that k1 ≤ k2 ≤ · · · ≤ kp. All articulation points with their subtrees in size class Ej are
colored with color j.
To limit the number of potential root nodes for T(B), we distinguish several cases below.
The center of T(B), denoted by C, will play an important role thereby. In some of the cases
we will show that the number of automorphisms of the center C is small. This already suffices
for our purpose: in this case, we canonize the component C separately for all edges in C as
starting edge and with colored articulation points. We determine the edges that lead to the
minimum canon. The number of such edges is linear in the number of automorphisms of C,
and hence this number is small, too. Now, if C contains no separating pairs, we directly take
these edges as roots for Ti. Otherwise we take the separating pairs that occur first in the
canons that start with these edges. Hence, in either case the number of potential root nodes
for T(B) is small.
We start our case analysis by considering properties of the center C of T(B).
• The center C of T(B) is a separating pair: We choose this separating pair as the
root of T(B). Thus we have only one choice for the root, and the subtree rooted at B
can be canonized in a unique way.
• C is a triconnected component and a is not associated with C: Let a be
associated with a triconnected component R. We find the path from R to C in T(B)
and find the separating pair closest to C on this path. This serves as the unique choice
for the root of T(B).
• a is associated with C and C is a cycle: We canonize C for the two edges incident
on a as starting edges, and a as the starting vertex. We construct these canons till
a virtual edge is encountered in one or both of them. We choose the separating pairs
corresponding to the first virtual edges encountered in these canons as the roots of T(B).
Thus we get at most two choices for the root of T(B).
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For the following cases, we assume that the center C is a 3-connected component and a is
associated with C. We proceed with the case analysis according to the number l of articulation
points in B besides a.
Case I: l = 0. B is a leaf node in Sa, it contains no articulation points besides a. We color a
with a distinct color. In this case we can cycle through all edges as root for T(B).
Case II: l = 1. If B has exactly one articulation point besides a, then we process this child
a priori and store the result. We color a and a1 with distinct colors and proceed with B as it
would be a leaf node.
Case III: l ≥ 2. We distinguish two subcases.
1. Some articulation point aj in E1 is not associated with C. Let aj be associated
with a triconnected component D 6= C. Find the path from D to C in T(B) and select
the separating pair node closest to C on this path. Thus aj uniquely defines a separating
pair. In the worst case, every component in E1 contains an articulation point that is
not associated with C. Therefore, we get up to k1 separating pairs as candidates for
the root.
2. All articulation points in E1 are associated with C. We distinguish three further
subcases.
(a) k1 = k2 = 1. C has at least three vertices that are fixed by all its automorphisms
(i.e. a and the articulation point with its subtree in E1 and that in E2). We will
show in Corollary 5.7 below that C has at most one non-trivial automorphism in
this case. Thus, we have at most two ways of choosing the root of T(B).
(b) k1 = 1 and k2 ≥ 2. We process the child in E1 a priori and store the result. We
prove in Lemma 5.3 below that C can have at most 4k2 automorphisms in this
case. Thus, we have at most 4k2 ways of choosing the root of T(B).
(c) k1 ≥ 2. Again by Lemma 5.3 below, C can have at most 4k1 automorphisms.
Thus, we have at most 4k1 ways of choosing the root of T(B).
Let N = |SB |. The subtrees in the size class Em clearly have size ≤ N/km. Since the size
classes are ordered according to increasing kj ’s, the subtrees in Ej also have size ≤ N/km for
all j ≥ m. Therefore we have: in the subcases 1) and 2c) of case III above we use O(log k1)
space to keep track of which of the potential root edges we are currently using, and all subtrees
are of size ≤ N/k1. The same holds with respect to k2 in subcase 2b). This will suffice to
bound the total space used for the subtree rooted at B by O(logN).
The following lemma gives a relation between the size of the smallest color class and the
number of automorphisms for a 3-connected graph, which has one distinctly colored vertex.
Lemma 5.3 Let G be a 3-connected planar graph with colors on its vertices such that one
vertex a is colored distinctly, and let k ≥ 2 be the size of the smallest color class apart from
the one which contains a. G has ≤ 4k automorphisms.
To prove Lemma 5.3, we refer to the following results.
Lemma 5.4 [Bab95](P. Mani) Every triconnected planar graph G can be embedded on the 2-
sphere as a convex polytope P such that the automorphism group of G coincides with the
automorphism group of the convex polytope P formed by the embedding.
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Lemma 5.5 [AD04, Bab95, Art96] For any convex polytope other than tetrahedron, octahe-
dron, cube, icosahedron, dodecahedron, the automorphism group is the product of its rotation
group and (1, τ), where τ is a reflection. The rotation group is either Ck or Dk, where Ck is
the cyclic group of order k and Dk is the dihedral group of order 2k.
Proof of Lemma 5.3. Let H be the subgroup of the rotation group, which permutes the
vertices of the smallest color class among themselves. Then H is cyclic since the rotation
group is cyclic. Let H be generated by a permutation pi.
Notice that a non-trivial rotation of the sphere fixes exactly two points of the sphere viz.
the end-points of the axis of rotation. Then, the following claim holds.
Claim 5.6 In the cycle decomposition of pi each non-trivial cycle has the same length.
Proof of Claim 5.6. Suppose pi1, pi2 are two non-trivial cycles of lengths p1 < p2 respectively
in the cycle decomposition of pi. Then pip1 fixes all elements of pi1 but not all elements of pi2.
Thus pip1 ∈ H cannot be a rotation of the sphere which contradicts the definition of H. 
As a consequence, the order of H is bounded by k, since the length of any cycle containing
one of the k colored points is at most k. 
This leads to the following corollary, which justifies subcase 2a) of case III.
Corollary 5.7 Let G be a 3-connected planar graph with at least 3 colored vertices, each
having a distinct color. Then G has at most one non-trivial automorphism.
Proof. An automorphism of G has to fix all the colored vertices. Consider the embedding
of G on a 2-sphere. The only possible symmetry is a reflection about the plane containing
the colored vertices, which leads to exactly one non-trivial automorphism. 
Note, if the triconnected component C is one of the exceptions stated in Lemma 5.5, it
implies that C has O(1) size. Thus, we do not have to limit its number of possible minimum
canons. The preceding discussion implies that if two biconnected component trees are equal
for the isomorphism order for some choice of the root, then the corresponding graphs are
isomorphic. The reverse direction clearly holds as well.
Theorem 5.8 Given two connected planar graphs G and H, and their biconnected component
trees S and T , then G ∼= H if and only if there is a choice of articulation points a, a′ in G
and H such that Sa =B Ta′ .
Proof. Assume that Sa =B Ta′ . The argument is an induction on the depth of the trees that
follows the inductive definition of the isomorphism order. The induction goes from depth d
to d + 2. If the grandchildren of articulation points, say s and t, are =B-equal up to step 3,
then we compare the children of s and t. If they are equal, we can extend the =B-equality to
the articulation points s and t.
When subtrees are rooted at articulation point nodes, the comparison describes an order
on the subgraphs which correspond to split components of the articulation points. The order
describes an isomorphism among the split components.
When subtrees are rooted at biconnected component nodes, say Bi and B
′
j, the comparison
states equality if the components have the same canon, i.e. are isomorphic (cf. Theorem 4.2)
and by induction hypothesis we know that the children rooted at articulation points of Bi
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and B′j are isomorphic. The equality in the comparisons inductively describes an isomorphism
between the vertices in the children of the root nodes.
Hence, the isomorphism between the children at any level can be extended to an isomor-
phism between the corresponding subgraphs in G and H and therefore to G and H itself.
The reverse direction holds obviously as well. Namely, if G and H are isomorphic and
there is an isomorphism between G and H that maps the articulation point a of G to the
articulation point a′ of H, then the biconnected component trees Sa of G and Ta′ of H rooted
respectively at a and a′ will clearly be equal. Hence, such an isomorphism maps articulation
points of G to articulation points of H. This isomorphism describes a permutation of the split
components of the articulation points. By induction hypothesis, the children at depth d+2 of
two such biconnected components are isomorphic and equal according to =B. More formally,
one can argue inductively on the depth of Sa and Ta′ . 
5.2 Complexity of the Isomorphism Order Algorithm
The space analysis of the isomorphism order algorithm is similar to that of Lindell’s algorithm.
We highlight the differences needed in the analysis first.
When we compare biconnected components B and B′ in the biconnected component tree
then a typical query is of the form (s, r), where s is the chosen root of the triconnected
component tree and r is the index of the edge in the canon, which is to be retrieved. If
there are k choices for the root for the triconnected component trees of B and B′, the base
machine cycles through all of them one by one, keeping track of the minimum canon. This
takes O(log k) space. From the discussion above, we know that the possible choices for
the root can be restricted to O(k), and that the subtrees rooted at the children of B have
size ≤ |SB |/k, when k ≥ 2. Hence the comparison of B and B
′ can be done in log-space in
this case.
We compare the triconnected component trees T(B) and T(B′) according to B and B′.
When we compare triconnected components in T(B) and T(B′) then the algorithm asks oracle
queries to the triconnected planar graph canonization algorithm. The base machine retrieves
edges in these canons one by one from the oracle and compares them. Two edges (a, b)
and (a′, b′) are compared by first comparing a and a′. If both are articulation points, we
check whether we reach them for the first time. In this case, we compare the biconnected
subtrees Sa and Sa′ rooted at a and a
′. If these are equal then we look, whether (a, b)
and (a′, b′) are separating pairs. If so, then we compare their triconnected subtrees. If these
are equal then we proceed with the next edge, e.g. (b, c), and continue in the same way.
We now describe in detail, how to find out whether articulation points a and a′ occur for
the first time in our traversal, and what is stored on the work-tape when we go into recursion.
Limiting the number of recursive calls for articulation points. When we compare
the triconnected component trees T(B) and T(B′), respectively (see Figure 5), then we might
find several copies of articulation points a and a′. That is, a may occur in several components
in T(B), because a can be part of a separating pair. We want to go into recursion on a to the
subtree Sa only once. This will be either directly when we reach T(B), in the case that Sa
is a large child of B, or at a uniquely defined point in T (B). The first case will be described
in detail below on page 26. Otherwise we will define a unique component node A of T(B)
that contains a, and we go into recursion on a only in this component. Note that a can occur
23
several times in the canon of the triconnected component A, once for every edge connected
to a. We go into recursion at the first edge where a occurs, when we examine A. We call
this occurance of a the reference copy of a, and similar for a′ in A′ which is a node in T(B′).
Note, that the reference copy of a depends on the chosen root for T(B). We will show that
the position of the reference copy (i.e. the component A and the position in the canon for A)
can be found again after recursion without storing any extra information on the work-tape.
a
SB
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u v
u
wu
u w
vu v
b
b b
ba w
A
s
a a
Sa
T(B)
Figure 5: A biconnected component tree SB rooted at biconnected component B which has
an articulation point a as child, which occurs in the triconnected component tree T(B) of B.
In A and the other triconnected components the dashed edges are separating pairs.
Lemma 5.9 The reference copy of an articulation point a in T(B) and a′ in T(B′) for the
comparison of triconnected component trees T(B) with T(B′) can be found in log-space.
Proof. To prove the lemma, we distinguish three cases for a in T(B). Assume, that we have
the same situation for a′ in T(B′). If not, then we found an inequality. We define now a
unique component A, where a is contained. We distinguish the following cases.
• Articulation point a occurs in the root separating pair of T(B). That is, a occurs already
at the beginning of the comparisons for T(B). Then we define A as the root separating
pair.
• Articulation point a occurs in separating pairs other than the root of T(B). Then a
occurs in all the component nodes, which contain such a separating pair. By Lemma 3.7
these nodes form a connected subtree of T(B). Hence, one of these component nodes
is the closest to the root of T(B). This component is always a triconnected component
node. Let A be this component. Note, that the comparison first compares a with a′
before comparing the biconnected or triconnected subtrees, so we reach these copies
first in the comparison.
• Articulation point a does not occur in a separating pair. Then, a occurs in only one
triconnected component node in T(B). Let A be this component.
In all except the first case, we find a in a triconnected component node A first. Let a′ be
found first in component node A′, accordingly. Assume, we start the comparison of A and A′.
More precisely, we start to compare the canons C of A and C ′ of A′ bit for bit. We go into
recursion if and only if we reach the first edge in the canons which contain a and a′. Note,
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that C can contain more than one edge with endpoint a. On all the other edges in C and C ′
we do not go again into recursion. It is easy to see, that we can recompute the first occurence
of A and A′. 
Comparing two subtrees rooted at separating pairs or triconnected components.
We go into recursion at separating pairs and triconnected components in T(B) and T(B′).
When we reach a reference copy of an articulation point in both trees, then we interrupt
the comparison of B with B′ and go into recurison as described before, i.e. we compare the
corresponding articulation point nodes, the children of B and B′. When we return from
recursion, we proceed with the comparison of T(B) and T(B′).
In this part we concentrate on the comparison of T(B) and T(B′). We give an overview of
what is stored on the work-tape when we go into recursion at separating pairs and triconnected
components. Basically, the comparison is similar to that in Section 4.3. We summarize the
changes.
• We use the size function according to Definition 5.2. That is, the size of a triconnected
subtree rooted at a node C in T(B) also includes the sizes of the biconnected subtrees
rooted at the reference articulation points which appear in the subtree of T(B) rooted
at C.
• For a root separating pair node, we store at most O(log k) bits on the work-tape,
when we have k candidates as root separating pairs for T(B). Hence, whenever we
make recomputations in T(B), we have to find the root separating pair node first.
For this, we compute T(B) in log-space and with the rules described above, we find
the candidate edges in log-space. With the bits on the work-tape, we know which of
these candidate edges is the current root separating pair. We proceed as in the case of
non-root separating pair nodes described next.
• For a non-root separating pair node and triconnected component nodes, we store the
same on the work-tape as described in Section 4.3, i.e. the counters c<, c=, c>, orien-
tation counters for separating pair nodes, and the information of the current canon for
triconnected component nodes. First, recompute the root separating pair node, then
we can determine the parent component node. With the information on the work-tape,
we can proceed with the computations as described in Section 4.3.
For the triconnected component trees T(B) and T(B′), we get the same space-bounds
as in the previous section on page 15. That is, for the cross-comparison of the children of
separating pair nodes s of T(B) and t of T(B′) we use O(log kj) space when we go into
recursion on subtrees of size ≤ N/kj , where N is the size of the subtree rooted at s and kj is
the cardinality of the j-th isomorphism class. For each such child (a triconnected component
node), we use O(1) bits, when we go into recursion. In the case we have large children (of
size ≥ N/2), we treat them a priori. We will discuss this below.
Comparing two subtrees rooted at articulation points. When we consider the
trees Sa and Sa′ rooted at articulation points a and a
′ then we have for the cross com-
parison of their children, say B1, . . . , Bk and B
′
1, . . . , B
′
k respectively, a similar space analysis
as in the case of separating pair nodes. That is, we use O(log kj) space when we go into
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recursion on subtrees of size ≤ N/kj , where N = |Sa| and kj is the cardinality of the j-th
isomorphism class. Large children (of size ≥ N/2) are treated a priori. We will discuss this
below.
When we compare biconnected components Bi and B
′
i, then we compute T(Bi) and T(B
′
i).
We have a set of separating pairs as candidates for the root of T(Bi). Recall, that for Bi, its
children are partitioned into size classes. Let ki be the number of elements of the smallest
size class with ki ≥ 2, there are O(ki) separating pairs as roots for T(Bi). Except for the
trivial cases, the algorithm uses O(log ki) space when it starts to compare the trees T(Bi)
and T(B′i).
Assume now that we compare T(Bi) and T(B
′
i). In particular, assume we compare tricon-
nected components A and A′ of these trees. We follow the canons of A and A′ as described
above, until we reach articulation points, say a and a′. First, we recompute whether a and a′
already occured in the parent node. If not, then we recompute the canons of A and A′ and
check, whether a and a′ occur for the first time. If so, then we store nothing and go into
recursion.
When we return from recursion, we recompute the components A and A′ in T(B)
and T(B′). On the stack there is information about which are the current and the unerased
canons. We run through the current canons and find the first occurence of a and a′.
Large children. As in the case of biconnected graphs in Section 4, we deviate from the
algorithm described so far in the case that the recursion would lead to a large child. Large
subtrees are again treated a priori.
However, the notion of a large child is somewhat subtle here. We already defined the
size of biconnected component trees Sa and SB with an articulation point a or a biconnected
component B as root. A large child of such a tree of size N is a child of size ≥ N/2.
Now consider T(B), the triconnected component tree of B. Let A be a triconnected
component and (u, v) be a separating pair in T(B). We have not yet defined the subtrees SA
and S(u,v) rooted at A and (u, v), respectively, and this has to be done quite carefully.
We already described above that an articulation point a may occur in several components
of a triconnected component tree. We said that we go into recursion to the biconnected com-
ponent tree Sa only once, namely either when we reach the reference copy of a (as defined on
page 24) or even before in the following case: let a be an articulation point in the biconnected
component B. Let T(B) be the trinconnected component tree of B, and let C be the node
in T(B) that contains the reference copy of a. Then it might be the case that Sa is a large
child of SB and of SC . In this case we visit Sa when we reach B, i.e. before we start to
compute the root for T(B). Then, when we reach the reference copy of a in C, we first check
whether we already visited Sa. In this case the comparison result (with some large child Sa′
of B′) is already stored on the work-tape and we don not visit Sa a second time. Note, if we
would go into recursion at the reference copy a second time then we cannot guarantee the
log-space bound of the transducer, because we already have written bits on the work-tape for
B when we traverse the child, the biconnected subtree Sa for the second time. Otherwise, we
visit Sa at the reference copy of a.
Consequently, we consider Sa as a subtree only at the place where we go into recursion
to Sa. Recall, that this is not a static property, because for example the position of the
reference copy depends on the chosen root of the tree, and we try several possibilities for the
root. Figure 6 shows an example.
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Figure 6: The triconnected component tree T(B) of the biconnected component B. The
triconnected component A contains the reference copy of articulation point a. If Sa is not a
large child of B, then the subtree SA consists of the subtree of T (B) rooted at A and the
subtree Sa. In contrast, Sa is not part of the subtree S(a,b) because it does not contain the
reference copy of a.
Definition 5.10 Let B be a biconnected component and T(B) its triconnected component
tree. Let C be a node in T(B), i.e. a triconnected component node or a separating pair node.
The tree SC rooted at C consists of the subtree of T(B) rooted at C (with respect to the root
of T(B)) and of the subtrees Sa for all articulation points a that have a reference copy in the
subtree of T(B) rooted at C, with exception of those Sa that are a large child of SB. The size
of SC is the sum of the sizes of its components.
Let N be the size of SC . A large child of SC is a subtree of the root of SC of size ≥ N/2.
Whenever the algorithm reaches a component a, B or C as above, it first checks whether
the corresponding tree Sa, SB , or SC has a large child and treats it a priori. The result is
stored with O(1) bits. In the case of triconnected components, we also store the orientation.
We distinguish large children as follows.
• Large children with respect to the biconnected component tree. These are children of
node a in Sa or B in SB. These children are biconnected component nodes or articulation
point nodes. When comparing SB with SB′ , then we go for large children into recursion
before computing the trees T(B) and T(B′).
• Large children with respect to the triconnected component tree. These are children of
node C in SC . These children are separating pair nodes, triconnected component nodes
or reference copies of articulation point nodes in C.
Analysis of the space requirement. We analyze the comparison algorithm when it com-
pares subtrees rooted at separating pairs and subtrees rooted at articulation points. For the
analysis, the recursion goes here from depth d to d+ 2 of the trees. Observe, that large chil-
dren are handled a priori at any level of the trees. We set up the following recursion equation
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for the space requirement of our algorithm.
S(N) = max
j
S
(
N
kj
)
+O(log kj),
where kj ≥ 2 (for all j) are the values mentioned above in the corresponding cases.
Hence, S(N) = O(logN).
For the explanation of the recursion equation it is helpful to imagine that we have two
work-tapes. We use the first work-tape when we go into recursion at articulation point nodes,
and the second work-tape when we go into recursion at separating pair nodes. The total
space needed is the sum of the space of the two work-tapes.
• At an articulation point node, the value kj is the number of elements in the j-th size
class among the children B1, . . . , Bk of the articulation point node. We store O(log kj)
bits and recursively consider subtrees of size ≤ N/kj .
• At a separating pair node the value kj is the number of elements in the j-th isomorphism
class among the children G1, . . . , Gk of the separating pair node. We store O(log kj)
bits and recursively consider subtrees of size ≤ N/kj .
This finishes the complexity analysis. We get the following theorem.
Theorem 5.11 The isomorphism order between two planar graphs can be computed in log-
space.
5.3 The Canon of a Planar Graph
From Theorem 5.11, we know that the isomorphism order of biconnected component trees
can be computed in log-space. Using this algorithm, we show that the canon of a planar
graph can be output in log-space.
The canonization of planar graphs proceeds exactly as in the case of biconnected planar
graphs. A log-space procedure traverses the biconnected component tree and makes oracle
queries to the isomorphism order algorithm and outputs a canonical list of edges, along with
delimiters to separate the lists for siblings.
For an example, consider the canonical list l(S, a) of edges for the tree Sa of Figure 4. Let
l(Bi, a) be the canonical list edges of the biconnected component Bi (i.e. the canonical list
of T(Bi) with a the parent articulation point). Let a1, . . . , al1 be the order of the reference
copies of articulation points as they occur in the canon of T(Bi). Then we get the following
canonical list for Sa.
l(S, a) = [ (a) l(SB1 , a) . . . l(SBk , a) ], where
l(SB1 , a) = [ l(B1, a) [l(Sa1 , a1)] . . . [l(Sal1 , al1)] ]
...
l(SBk , a) = [ l(Bk, a) [l(Salk , alk)] ]
A log-space transducer then renames the vertices according to their first occurrence in
this list, to get the final canon for the biconnected component tree. This canon depends upon
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the choice of the root of the biconnected component tree. Further log-space transducers cycle
through all the articulation points as roots to find the minimum canon among them, then
rename the vertices according to their first occurrence in the canon and finally, remove the
virtual edges and delimiters to obtain a canon for the planar graph. This proves the main
theorem.
Theorem 5.12 A planar graph can be canonized in log-space.
6 Conclusion
In this paper, we improve the known upper bound for isomorphism and canonization of
planar graphs from AC1 to L. This implies L-completeness for this problem, thereby settling
its complexity. An interesting question is to extend it to other important classes of graphs.
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