Abstract. The character formula of any finite dimensional irreducible module for Lie superalgebra osp(3|2m) is obtained in terms of characters of generalized Verma modules.
1. Introduction 1.1. It was already clear from the foundation papers [6, 7, 8] by Kac that finding the character formulae of the so-called atypical irreducible modules is one of the most challenging problems in the theory of Lie superalgebras.
The finite-dimensional irreducible modules of the Lie superalgebras D(2, 1; α) and C(n) were understood by van der Jeugt in [15, 16] long ago. In the case of gl(m|n), the problem was first solved by Serganova in [11] , where a Kazhdan-Lusztig theory was developed. Later on, Brundan [1] discovered a remarkable connection between the general linear superalgebra and the quantum group of gl ∞ , by which the Kazhdan-Lusztig polynomials were computed quite directly. This approach was further developed in [13, 3] .
Very recently, Gruson and Serganova [5] , and, Cheng, Lam and Wang [2] provided two independent and different approaches to the finite-dimensional irreducible ospcharacters.
1.2. At the same time, the study of generalized Verma modules for ortho-symplectic Lie superalgebra osp(n|2) has recently enjoyed considerable attention in [9] by Luo and in [14] by Su and Zhang. This effort is not only possibly useful to describe the finite-dimensional irreducible osp-characters by another approach completely different from [5, 2] but also a first step toward studying category O.
Choose the distinguished Borel subalgebra for a basic classical Lie superalgebra and consider the maximal parabolic subalgebra obtained by removing the unique odd simple root. The generalized Verma modules are those induced from finite dimensional irreducible Verma modules over the parabolic subalgebra. In the case of types A and C, these modules coincide the Kac modules, which can be interpreted as cohomology groups of bundles over the flag supermanifold. However, in the case of types B and D, the Kac modules are not the generalized Verma modules but their maximal finite-dimensional quotients. This present paper, as well as the papers [9, 14] , implies that the generalized Verma modules also play important roles in the representation theory for Lie superalgebras.
1.3. Influenced by the work [9] , here we shall also study any finite-dimensional irreducible module L λ from L µ ⊗ C 3|2m where C 3|2m is the natural representation and L µ is another irreducible module known by induction. We point out that the module L µ ⊗ C 3|2m may not be completely reducible. Thus we should give a more detailed argument for the blocks of modules appearing in L µ ⊗ C 3|2m . Another key point of this work is how to express the trivial character ch L 0 = 1 in terms of characters of generalized Verma modules, for which a nontrivial combinatorial identity is proved. This combinatorial identity is formulated by a certain subset of Weyl group.
1.4. The purpose of the present paper is to express the character formulae for all finite dimensional irreducible modules of osp(3|2m) in terms of characters of generalized Verma modules, which are known clearly. Our main results are Theorem 3.1 and Theorem 5.2.
The paper is organized as follows. In Section 2, we present some background material on osp(3|2m). In Section 3, the character formulae for tail atypical weights are obtained. Section 4 is devoted to study the information of tensor modules. The result for non-tail atypical weight is given in Section 5.
Preliminaries
We shall simplify osp(3|2m) to g and work over the field C of complex numbers throughout the paper.
2.1. Distinguished simple roots system. Choose the distinguished Borel subalgebra [6] for g. Then the set of simple roots is
The set of positive even roots and odd roots are
respectively. The distinguished Dynkin diagram is given as follows:
The bilinear form (·, ·) on h * is defined by
2.2. Z-grading and parabolic subalgebras. The Lie superalgebra g admits a Z 2 -consistent Z-grading
where g 0 ∼ = gl(m) ⊕ sl(2) is spanned by h, g ±ǫ and g ±(δi−δj ) (1 ≤ i < j ≤ m); g ±1 is spanned by g ±α (α ∈ ∆ + 1 ); and g ±2 is spanned by g ±(δi+δj ) (1 ≤ i ≤ j ≤ m). There are two parabolic subalgebras (2.6) u = g 1 ⊕ g 2 with u0 = g 2 and u1 = g 1 and (2.7)
2.3. Dominant integral weights. An element in h * is called a weight. A weight λ ∈ h * will be written in terms of the δǫ-basis as
and call it the height of λ.
For any weight λ ∈ h * , there exists an irreducible module L λ with highest weight λ. 
Denote (2.11) P = {λ ∈ h * | λ is integral and satisfies the conditions in Theorem 2.1}.
The weights in P are called dominant integral.
Generalized Verma modules.
For any λ ∈ h * , we denote by L
λ the irreducible g 0 -module with highest weight λ. Denote (2.12)
λ to a g 0 ⊕ u-module by putting uL (0) λ = 0. Then the generalized Verma module M λ is defined as the induced module (2.13)
λ . It is clear that L λ is the unique irreducible quotient module of M λ . 2.5. Atypical weights. Let ρ 0 (resp. ρ 1 ) be half the sum of positive even (resp. odd) roots, and let ρ = ρ 0 − ρ 1 . Then (2.14)
A weight λ ∈ h * is called atypical if there is a positive odd root α ∈∆ + 1 such that (2.15) (λ + ρ, α) = 0.
Sometimes we also call it α-atypical to emphasize the odd root α. Otherwise, we call λ typical. Note that if λ ∈ P is (δ t − ǫ)-atypical for some 1 ≤ t ≤ m, then it must be that t = m and λ 1 ≥ λ 2 ≥ · · · ≥ λ m−1 ≥ λ m = λ 0 = 0. Such a weight λ is called a tail atypical weight. A weight λ ∈ P which is not a tail atypical weight, is called a non-tail atypical weight.
For convenience, sometimes we use the ρ-translated notation λ of a weight λ, which is defined by
which is called the atypical type of λ.
2.6. Weyl group. Let W be the Weyl group of g (i.e. the Weyl group of Lie algebra g0) and ℓ : W → N be the length function. Let S k ⋉ Z k 2 ⊂ W be the Weyl group of type C k (1 ≤ k ≤ m). That is, elements in S k permute the coefficients of δ 1 , . . . , δ k and elements in Z k 2 show how to change the signs of the coefficients of
Remark 2.2. Note that σ = ω · ε ∈ Γ m−1 is determined by ε uniquely, where ω ∈ S m−1 and ε ∈ Z m−1 2
. Hence there is a 1-1 correspondence between the elements in Γ m−1 and the self-conjugate partitions with length smaller than m via
2.7. Central characters and blocks. Denote by Z(g) the central of the universal enveloping algebra U (g). Recall that a central character defined by λ ∈ h * is a homomorphism χ λ : Z(g) → C such that each element z ∈ Z(g) acts on L λ as the scaler χ λ (z).
are both atypical or that there exists w ∈ W such that λ = w( µ) if λ, µ are both typical.
Suppose λ ∈ P is typical, then for any µ ∈ P, χ λ = χ µ if and only if λ = µ. For any atypical weight λ ∈ P, we denote by λ T the unique tail atypical weight with χ λ = χ λ T . It is obvious that λ = λ T if λ is a tail atypical weight. For a non-tail atypical weight λ ∈ P, one can check that
For any tail atypical weight λ, denote
Clearly,
Take any non-tail (δ k + ǫ)-atypical weight λ (1 ≤ k ≤ m) and assume that t is the maximal number with λ t = λ k . Define
It is obvious that ϕ : P \ {tail atypical weights} → P is injective. Moreover, one can check that ϕ(µ) ∈ B λ for any tail typical weight λ and any µ ∈ B λ . 2.8. Characters for typical weights. Theorem 2.4. (Kac [7] ) A weight λ ∈ P is typical if and only if
We rewrite this theorem as the following lemma.
Lemma 2.5. A weight λ ∈ P is typical if and only if
Proof. By Theorem 2.4, one has that λ ∈ P is typical if and only if 
2.9. Cohomology and character. The space of q-dimensional cochains of the Lie superalgebra u = u0 ⊗ u1 with coefficients in the module L λ is given by
The cohomology of u with coefficients in the module L λ is the cohomology group of the complex C = ({C q (u; L λ )}, d), and it is denoted by H q (u, L λ ). Imitating the argument in [9] , one can obtain
where ν ≺ λ means that χ λ = χ ν and ν < λ (i.e. λ − µ is a Z ≥0 -linear sum of positive roots), and
ν in the cohomology group regarded as a g 0 -module. Remark 2.6. In the above expression, any coefficient of ch M ν is an integral number. In particular, the coefficient of ch M λ is 1.
3.
Character formulae for tail atypical weights
and that the set of weights of L δ1 is {0, ±δ 1 , . . . , ±δ m , ±ǫ}. Moreover, as a g 0 -module,
3.2.
Weights set P λ and P
λ . For any λ ∈ P, denote (3.2)
Let P (0) take the place of P above, then there come the definitions of P (0)
The following statement is standard in the theory of the classical finite-dimensional semisimple Lie algebras: for any λ ∈ P (0) ,
Thanks to (3.1) and (3.5), we have that for any λ ∈ P (0) , as a g 0 -module,
3.4. Convention. From here on, we will always simplify the character ch V to V . It cannot confuse us by context.
3.5.
Character formulae. Firstly, we will recall some notations and facts about symmetric functions. One can find more material in [10] .
Note that λ is not necessary a partition, and if so then we will get back to the traditional definition of Schur function S λ . Thus S λ = 0 if and only if there exists w ∈ S m satisfying λ σ(1) −σ(1)+1 ≥ · · · ≥ λ σ(m) −σ(m)+m. Equivalently, S λ = 0 if and only if there exist i, j ∈ {1, . . . , m} satisfying that
A direct calculation shows that S λ = det(h λi+l−i+j )/e l m , where l ∈ Z ≥0 is any nonnegative integer such that λ i + l − i + m ≥ 0 for all i ∈ {1, . . . , m}. Here h l = h l (x 1 , . . . , x m ) is the l-th complete symmetric polynomials (i.e. the sum of all monomials of total degree l in the variables x 1 , . . . , x m ), and e l = e l (x 1 , . . . , x m ) is the l-th elementary symmetric polynomials in the variables x 1 , . . . , x m . We set h l = e l = 0 if l < 0 for convenience.
For each σ ∈ Γ m−1 (cf. (2.18)), define (3.8)
Theorem 3.1. i). If λ is a tail atypical dominant integral weight, then
where L λ T has been got by i).
We will give several lemmas first. Denote F λ the right side of (3.10) or (3.11). If λ is a (δ m − ǫ)-atypical integral dominant weight of g, we define (3.12) 
where the definitions of µ and T (µ) are as the same as in (3.12).
Lemma 3.2. C λ = F λ if one sets x i = e −δi and y = e ǫ .
Proof. For convenience, we denote λ c = λ m δ 1 + · · · + λ 1 δ m and ρ c = −
One easily shows that
Since there is a 1-1 correspondence between the elements in Γ m−1 and the strict increasing p−tuples (j 1 , . . . , j p ) ∈ {1, . . . , m − 1} p (see Remak 2.2), where p runs over the set {1, . . . , m − 1}, we get that , λ) , . . . , m} in (3.10). These complete the proof. 
where µ runs over all self-conjugate partitions µ = (α 1 , . . . , α p |α 1 , . . . , α p ) with
Proof. One shows that
e k+j e j )y −k , where e j = e j (x 1 , . . . , x m ). We denote
On the other hand, we can write A j = m−1 s=0 a s h j+s by the definition of S λ , where a s are certain polynomials in variables x 1 , . . . , x m , and h j = h j (x 1 , . . . , x m ). We write Now we consider the coefficients of y l . Since the coefficient of y l is the same as of y −l , we only need to check the case l ≥ 0. In fact, we want to show these coefficients are 0 if l > 0, and is By induction, one shows that the equality(3.23) is equal to
Note that [10] (3.36)
where µ = (α 1 , . . . , α p |α 1 , . . . , α p ) and
where µ = (α 1 , . . . , α p |α 1 , . . . , α p ) and It is clearly that S (j,(α1,...,αp|α1,...,αp)) = 0 if and only if α s ∈ {0, . . . , m − 2}\{j} for 0 ≤ j ≤ m − 2, where s ∈ {1, . . . , p}. In this case, there exists s s.t. α s+1 < j and α s > j for s ∈ {1, . . . , p}. Hence (3.41) α s+1 + 2 ≤ j + 1, α s ≥ j + 1.
p+α1+···+αp+j+1 S (−(j+1),(α1,...,αs,j,αs+1,...,αp|α1,...,αs,j,αs+1,...,αp)) .
We see that S (−(j+1),(α1,...,αp|α1,...,αp)) = 0 if and only if there exist s ∈ {α 1 , . . . , α p } s.t. α s = j by (3.41), which implies that A j = A −(j+1) for j = 0, 1, . . . , m − 2. These complete the proof.
In fact, Lemma 3.3 gives the character of the trivial module L 0 in form of an infinite sum of characters of generalized Verma modules.
Lemma 3.4. For λ ∈ P and λ m = λ 0 = 0, we have
Proof. Denote T = S (1) + S (0,...,0,−1) + y + 1 + y −1 . We want to show that
Since C 0 = 1 by Lemma 3.3, we get that T = C δ1 . For convenience, we will write
.
Thus (3.46)
One can easily show that
Using (3.19), we get that
We say that λ c ∈ P Then σ ′ = wσ(note that σ ′ ∈ Γ m−1 ), and
, thus we know that . These imply that (3.51)
One shows that µ (−1)
Proof of Theorem 3.1: We will prove the case λ 0 = 0 in this theorem by induction on the height of weight λ. Firstly, if htλ = 0 (i.e. λ = 0), one easily shows that the statement holds by Lemma 3.2 and Lemma 3.3. Moreover, the statement holds for λ = δ 1 by Lemma 3.2. Now by induction,
In this case, λ is a tail atypical integral dominant weight. Since the weights in P λ are in different blocks and τ i σ(λ + ρ) − ρ − jδ i < λ, then we have L µ = C µ if µ ∈ P λ and if µ is also a tail atypical integral dominant weight by Remark 2.5. Now if λ m−1 > 0, we consider L λ+δm . By (3.52) and above discussion, we can assume that
where x is a nonnegative integer. One compares the coefficients of e λ of the two sides of (3.53) then gets that x < 2. But if
It contradicts to Lemma 2.5. These prove the statement of the case λ 0 = 0. Now we show ii) of the theorem with the case λ 0 > 0 (i.e. k < m in (3.11) ).
This claim can be show by induction on k.
The elements in P (0)
Thus the claim is hold. Now we show L λ = F λ by induction on m − k. By (3.54), one has (3.57)
One can tensor L δ1 on both sides of (3.57) to show that x ≤ 1. Lemma 2.5 says that x = 0.
For
Note that by induction,
One substitutes (3.59) into (3.58) to show that y = −x = 0. These complete the proof. 2
Lemma 4.1. For any µ ∈ P λ + , it should be that
Proof. If λ is a tail atypical weight, the statement has been shown in the proof of Theorem 3.1. Now assume λ is either typical or (
Hence for any ν ≺ λ (i.e. χ ν = χ λ and ν < λ), it should be that
Therefore if we multiply L δ1 on the both sides of (2.31) and calculate the right side by (3.6), then we can obtain that the coefficient of M µ (µ ∈ P λ + ) is exactly 1. Thanks to Remark 2.6, we get
Proof. If λ is a tail atypical weight, then one can check that the statement hold by Theorem 3.1. Now suppose that λ is either typical or (δ t + ǫ)-atypical (1 ≤ t ≤ m). Thus for any ν ≺ λ, there is no weight µ ∈ P 0 ν such that ht µ > ht λ. Hence if we multiply L δ1 on the right side of (2.31), then the coefficient of M µ , where µ satisfies ht µ > ht λ, is nonzero if and only if µ ∈ P λ + . So by Remark 2.6, we have (4.4) [L λ ⊗ L δ1 : L µ ] = 0 for any µ ∈ P \ P λ with ht µ > ht λ.
Suppose ht µ > ht λ. It must be that µ ∈ P λ because of (4.4). Suppose ht µ < ht λ. Since
it should be that L λ is an irreducible submodule or quotient module of L µ ⊗ L δ1 . Thus also by (4.4), we have λ ∈ P µ , which implies that µ ∈ P λ . Suppose ht µ = ht λ. There can not be a weight ν ≻ µ (note that ht
Thus there should be a weight vector with highest weight µ. So if we multiply L δ1 on the both sides of (2.31), then on the right side the coefficient of M µ is nonzero. But it is clear by (3.6) that, for any ν ≺ λ (note that ht ν ≤ ht λ − 2), the coefficient of
Lemma 4.3. Suppose λ ∈ P is an atypical weight. For any µ, ν ∈ P λ with µ = ν, it must be that χ µ = χ ν .
Proof. Take any λ ∈ P. If λ m−1 = 0 (which also implies λ m = λ 0 = 0 by Theorem 2.1), one can check easily that the statement holds. Now suppose that λ m−1 = 0, then | λ 1 |, . . . , | λ m | are pairwise distinguished.
If there exist µ = ν ∈ P λ such that χ µ = χ ν . By Lemma 2.3, we only need to consider the case that µ and ν are both atypical. It is obvious by Lemma 2.3 that λ − µ, λ − ν ∈ {±ǫ, 0}. Hence
Proof. Just combine Lemmas 4.1, 4.2 and 4.3.
Remark 4.5. Lemma 4.3 and Corollary 4.4 indicate that for any two atypical weights λ, µ ∈ P, if there exist atypical weights
, then one can use (3.7) iteratively to get ch L µ from ch L λ by a straightforward calculation:
Such an algorithm will be used in the next section.
Remark 4.6. All of the results stated in this section are also valid for osp(n|2) (cf.
[9]).
5.
Character formulae for non-tail atypical weights 5.1. When ϕ(λ) = λ T . We have dealt with this case in Theorem 3.1 ii).
5.2.
When ϕ(λ) = λ T .
5.2.1.
In case that λ is (δ m + ǫ)-atypical. In this case, λ m = λ 0 + 1 > 1 and
It is obvious that µ ∈ P is typical. So by Lemma 2.5, we have
Note that x 0 = 1 by Lemma 4.1. Multiply L δ1 on the both sides of the above formula. By (3.7), we can calculate that the right side becomes to
Select in (5.3) the modules M ν with χ ν = χ λ . Then we have (5.4)
By Lemma 4.1, we have that
Furthermore, since µ is typical, we can get from Lemma 4.2 that
s).
On the other hand, also thanks to that µ is typical, it is not difficult to calculate that
Combining (5.4)-(5.7), we get that
Moreover, since
it should be that x 1 > 0. Below we shall use induction on s to obtain L λ . 1). For s=1. Then by Theorem 3.1 ii), one can rewrite (5.4) as (5.10)
That is,
Multiply L δ1 on the both sides of the above equation and select the terms L ν and M ν with χ ν = χ λ , then we get
Comparing (5.11) with (5.12) shows us that (5.13)
Inequalities (5.8) and (5.13) induce that x 1 = 2 and y = 0. Thus (5.14)
As a co-product,
2). For s=2. Now using (5.14), equation (5.4) can be rewritten as
Notice that λ − δ m − 2ǫ is a typical weight, hence
by (5.15), and
by Lemma 4.1. Therefore (5.17)-(5.21) imply that x 2 = 1. Multiply L δ on the both sides of (5.17) and select the terms L ν and M ν with χ ν = χ λ , then we have Now it is easy to get from the above equation that
3). For any s ≥ 2. We shall use induction on s to show that (5.25) and (5.26) hold for any s ≥ 2. By induction assumption, we can get from (5.4) that (5.27)
x i L λ−iδm−iǫ −yL λ−(s+1)δm−sǫ .
Multiply L δ1 on both sides of the above formula. Then if we choose the terms M ν and L ν with χ ν = χ λ−iδm−(i+1)ǫ (1 ≤ i < s), there comes that x 2 = 1, x 3 = · · · = x s = 0. Moreover, if we choose the terms M ν and L ν with χ ν = χ λ , there comes that y = x s = 0. Thus 
For any atypical weight λ ∈ P, denote by θ λ the unique number such that ϕ θ λ +1 (λ) = λ T . 
