We present the results of 50 simulations of the geodynamo using a gravitational dynamo model driven by compositional convection in an electrically conducting 3-D fluid shell. By varying the relative strengths of buoyancy and rotation these simulations span a range of dynamo behaviour from strongly dipolar, non-reversing to multipolar and frequently reversing. The polarity reversal frequency is increased with increasing Rayleigh number and Ekman number. Model behaviour also varies in terms of dipolarity, variability of the dipole, and core-mantle boundary field spectra. A transition region is found where the models have dipolar fields and moderate (Earth-like) reversal frequencies of approximately 4 per Myr. Dynamo scaling laws are used to compare model dipole intensities to the geodynamo. If the geodynamo lies in a similar transition region then secular evolution of the buoyancy flux in the outer core due to the growth of the inner core and the decrease in the Earth's rotation rate due to tidal dissipation can account for some of the secular changes in the reversal frequency and other geomagnetic field properties over the past 100 Myr.
I N T RO D U C T I O N
Palaeomagnetic records show that the geomagnetic field has undergone nearly 300 polarity reversals over the last 160 Myr (Constable 2003) and perhaps as many as a thousand polarity reversals over the last 500 Myr (Pavlov & Gallet 2005) . It is challenging to resolve the intensity and structure of the geomagnetic field during reversals because these events last on the order of a few thousand years, only a snapshot in most sedimentary records and too long to record in most volcanic events. However, the consensus view is that polarity reversals occur when the geomagnetic dipole field intensity is anomalously low (Valet & Meynadier 1993) . The palaeomagnetic record also shows a number of excursions, some of which may be failed reversals (Valet et al. 2008) , when the dipole axis wanders substantially from the pole but recovers to its original orientation. Generally a period of strong dipole intensity follows such an excursion or reversal. Overall the geomagnetic field shows no polarity bias, that is there is no preference for dipole axis alignment parallel or antiparallel to the Earth's rotation axis (Merrill et al. 1996) . It is expected theoretically that there is no preference for one polarity over the other from the induction equation where every term is linear in the magnetic field B, the Navier-Stokes equation where the only magnetic term is the Lorentz force which is quadratic in B, and the homogeneous magnetic boundary conditions (Gubbins & Zhang 1993) .
Although polarity reversals seem to occur chaotically throughout the palaeomagnetic record there is striking evidence of very long timescale trends in the mean reversal frequency, including long periods of no recorded reversals, the magnetic superchrons. Compilations of geomagnetic polarity that go back as far as 500 Ma (Pavlov & Gallet 2005 ) have revealed a long-period oscillation in reversal frequency. They also show a decrease over the last 83 Myr from the current reversal frequency of R ≈ 4 Myr −1 going back to the most recent Cretaceous Normal superchron (CNS), where there are no recorded reversals for a period of 40 Myr. Prior to the CNS there is a steady increase in reversal frequency going back in time with a maximum of R ≈ 5 Myr −1 around 170 Ma. The pattern repeats as this maximum is preceded by a steady decrease in the reversal rate going back to the Kiaman superchron, which ended around 260 Ma. Prior to the Kiaman superchron the record is very incomplete, although evidence has been found for a third major Moyero superchron around 450-500 Ma (Gallet & Pavlov 1996) . This oscillation in reversal frequency over the past 500 Myr, with a periodicity of approximately 200 Myr between superchrons, is the primary evidence for an ultra-low frequency oscillation in the geodynamo.
The causes of geomagnetic polarity reversals are obscure, partly due to the sparsity of the palaeomagnetic record and the fact that the source of the geomagnetic field, inside the outer core, is inaccessible to direct magnetic measurement. Many mechanisms have been proposed to explain magnetic field reversals (e.g. Constable 2003; Glatzmaier & Coe 2007) . One of the fundamental questions regarding polarity transitions according to Merrill & McFadden (1999) is whether reversals are initiated by processes intrinsic or extrinsic to the geodynamo. Extrinsic influences that have been considered include heterogeneities on the core-mantle boundary (CMB, Glatzmaier et al. 1999; Christensen & Olson 2003; Kutzner & Christensen 2004) , the rate at which heat is extracted from the core into the mantle (McFadden & Merrill 1984; Courtillot & Besse 1987; Courtillot & Olson 2007) , and the effects of the conducting inner core (Hollerbach & Jones 1995; Gubbins 1999; Wicht 2002) . Possible intrinsic reversal mechanisms include advection of reversed magnetic flux from the interior of the core to high latitudes by meridional upwellings (Sarson & Jones 1999; Wicht & Olson 2004; Takahashi et al. 2007; Aubert et al. 2008) , a switch from an equatorially antisymmetric to a symmetric magnetic field state (Nishikawa & Kusano 2008) , and mixing of axial magnetic flux bundles of opposite polarity ). In addition to physical causes, statistical models have been developed to account for the reversal timescales (Hulot & Gallet 2003; Jonkers 2003; Ryan & Sarson 2007 ), but do not address the long-timescale trends in reversal frequency. There are so many factors that could effect the geodynamo reversal mechanism that it is beyond of the scope of this study to consider them all. Instead, we focus on the sensitivity of the dipole field reversal frequency to changes in buoyancy and rotation in one class of numerical dynamos.
In this study we use a numerical magnetohydrodynamic (MHD) dynamo model to investigate how reversal frequency varies as a function of the input parameters, specifically buoyancy flux and rotation rate. We compute dynamos with fixed input parameters and infer changes in the geodynamo reversal frequency from the thermochemical evolution of the core through this region of parameter space. investigate dynamos with evolving input parameters and refer to the type of evolution applied here as staged evolution because the dynamo models represent discrete stages in the evolution of the core. The main goals of this paper are: (i) to systematically explore dynamo polarity reversals over a range of parameter space, keeping the diffusive parameters constant while varying the buoyancy and rotation, (ii) to compare dynamo behaviour with previous results using scaling laws, and (iii) to compare the dynamo model reversal frequencies with that of the geodynamo. In Section 2, we introduce the governing equations of the dynamo model and the form of the relevant non-dimensional control parameters. In Section 3, we present our dynamo models in terms of dipole strength, dipole variability, reversal frequency, magnetic field spectra at the CMB, and apply dynamo scaling laws. In Section 4 we use scaling laws to compare these dynamos to the geodynamo and discuss the implications of these results on the changes in geodynamo reversal frequency over the last 100 Ma. Section 5 contains a summary, conclusions, and avenues for future work.
DY N A M O M O D E L
The precise thermal and chemical state of the core is highly uncertain, however it is generally accepted that convection in the core is driven by a combination of both thermal and compositional sources of buoyancy. Dynamo models have demonstrated the ability to reproduce a generally Earth-like magnetic field structure using a variety of sources of buoyancy and boundary conditions (Dormy et al. 2000; Kutzner & Christensen 2000) . We use a gravitationally driven dynamo, in which the buoyancy is produced by compositional instead of thermal gradients. The large adiabatic thermal gradient in the core requires that a substantial amount of heat is lost to the mantle. This loss of heat from the core subsequently causes the crystallization and growth of the inner core which is responsible for driving compositional convection in the outer core.
The outer core contains approximately 6-10 per cent light element (denoted here by Le) mixture by mass, the remaining mass being iron and nickel (denoted here by Fe). The Le constituents are unknown but are most likely some combination of S, O and Si, based on their density when mixed with Fe at high temperatures and pressures (Alfe et al. 2000) . The radius of the inner core is determined by the intersection of the geotherm with the melting curve for an Fe-Le mixture. As the core cools and the temperature decreases, the intersection of the geotherm and the melting curve moves to larger radii, hence the inner core grows. The drop in density across the inner core boundary (ICB) of 4.5 per cent is greater than the predicted drop of 1.8 per cent by just melt alone (Alfe et al. 2000) and can be explained by the way the inner core grows: it preferentially rejects Le during the crystallization process providing an enrichment of Le on the outer core side of the ICB. The fluid enriched in Le, being positively buoyant compared to the average outer core Le concentration, is a source of convection and gravitational energy for the dynamo. There is also a contribution due to latent heat release during crystallization of the inner core (Fearn 1998) but is not included in the model. Our restriction to model only compositional convection in this study is justified as an approximation because compositional convection is a more efficient way to drive the dynamo and because even if the CMB heat flow is subadiabatic compositional convection can still sustain a dynamo (Nimmo 2007b ). An entropy balance in the core shows that the thermodynamic efficiency of individual sources of buoyancy are proportional to the temperature at which they operate ∝ (1 − T o /T ), where T o is the temperature at the CMB (Braginsky & Roberts 1995; Labrosse & Macouin 2003; Nimmo 2007a) . Therefore, sources of buoyancy that are spread throughout the core will have a lower efficiency than sources near the ICB. Roberts et al. (2001) estimates the efficiency of a purely thermal dynamo with no inner core to be ≈ 3 per cent, whereas the efficiency of a thermochemical dynamo is larger ≈ 18 per cent. Intuitively this makes sense because most of the gravitational energy released at the ICB is available for magnetic field generation, whereas thermal convection requires that a large portion of the heat is conducted down the core adiabat.
The governing equations of the gravitational dynamo model include the Boussinesq conservation of momentum, conservation of mass and continuity of magnetic field, buoyancy transport, and magnetic induction. They are, in dimensionless form (Olson 2007 )
where u is the fluid velocity,ẑ is the direction along the rotation axis, P is a pressure perturbation, r is the radial coordinate, r o is the radius of the outer boundary, χ is the perturbation in Le mass concentration, B is magnetic field and t is dimensionless time. The dimensionless parameters used to scale these equations include the Ekman E, Rayleigh Ra, Prandlt Pr and magnetic Prandtl Pm numbers, defined as follows:
where Boundary conditions, initial conditions, and resolution are the same for all cases. Boundary conditions are no slip and electrically insulating at both boundaries, isochemical at the inner boundary,
where χ i is a constant, and no flux at the outer boundary,
We use an initial buoyancy perturbation (l, m = 3) of magnitude 0.1 and initial dipole field of magnitude 5, both in non-dimensional units. Due to the large number of dynamo models and relatively long simulation times it is necessary to use a relatively sparse grid and large time steps. We use the same numerical grid for all the calculations with N r = 25 radial, N θ = 48 latitudinal and N φ = 96 longitudinal grid points, and spherical harmonic truncation at l max = 32. This restricts us to relatively large Ekman numbers, ∼10 −3 . The advantages and disadvantages of large Ekman numbers in modelling the geodynamo are described by Wicht (2005) , Christensen & Wicht (2007) , Aubert et al. (2008) and Olson et al. (2009) . The current threshold Ekman number in geodynamo modelling is around 10 −6 -10 −7 (Kageyama et al. 2008; Takahashi et al. 2008 ) and polarity reversals have been found in low E dynamos (Glatzmaier & Coe 2007; Takahashi et al. 2007; Rotvig 2009 ). However, these models require too much spatial and temporal resolution to allow for a large number of long simulations.
R E S U LT S
All 50 dynamo models have input parameters Pr = 1, Pm = 20, and span a range of E from 2 × 10 −3 to 10 × 10 −3 and Ra from 1 × 10 4 to 4.5 × 10 4 . All dynamos are run (in dipole decay times) for a minimum of t run = 22 (440 kyr), with an average run time of 68 (1.3 Myr), and a maximum of 845 (17 Myr). We calculate the critical values of Ra for the onset of convection and dynamo action at three values of E. For E = 2 × 10 −3 , 6 × 10 −3 and 10 × 10 −3 we find the onset of convection at Ra crit = 2.4 × 10 4 , 1.1 × 10 4 and 0.7 × 10 4 , respectively. For the same E values we find the onset of dynamo action at Ra dyn = 2.9 × 10 4 , 1.1 × 10 4 and 0.7 × 10 4 , respectively. We find an approximate dependence of the critical Ra values on E of
A theoretical prediction for the onset of convection in a rotating sphere gives a −4/3 exponential dependence of Ra crit on E, and for the onset of dynamo action predicts a −1/2 exponential dependence on E (Jones 2007) . The discrepancy between the theoretical predictions and our results is probably due to the limited range of our relatively large E number models. Plotted in Fig. 1 are the models at the onset of convection (triangles), at the onset of dynamo action (plus symbols), and the relations (11) and (12) (solid lines). Table 1 gives a summary of the parameters from all 50 dynamo models, and Fig. 1 is a regime plot of Ra versus E. Fully developed chaotic strong field dynamos are shown as circles, and one oscillating dynamo (at Ra = 3.3 × 10 4 and E = 2 × 10 −3 ) is shown as Results of 50 chaotic dynamo models listed in order of lowest reversal frequency R to highest. t run is the length of each run in dipole decay times, R is the average reversal rate, d is dipolarity, s is variability of the dipole, f d is the dipole fraction, E m and E k are the volume averaged magnetic and kinetic energies, Lo d is the modified Lorentz number and γ is defined in (15). 
Dynamo regimes
Like geomagnetic reversals, there is no universally accepted method of defining a dynamo model reversal. According to Constable (2003) , only in hindsight can it be certain that a geomagnetic reversal has taken place. Alternatively, Merrill et al. (1996) define a geomagnetic reversal as a globally observed 180
• change in the dipole field direction lasting more than a few thousand years, with the new polarity exhibiting some overall stability. Following Cande & Kent (1992) , we define a dipole polarity reversal as an event in which the dipole axis crosses the equator at least once and spends at least one dipole decay time t d in both the normal and reverse polarity, before and after the reversal event, without crossing the equator. In this definition, we attempt to count only those events that involve the transition from one stable dipole orientation to another, and exclude isolated short-term dipole tilt reversals or cryptochrons. However, it is common for the dipole axis to cross the equator several times during a single complex reversal event in these simulations.
In general, we find that reversal frequency is increased by separately increasing the Rayleigh number or the Ekman number, or by increasing both simultaneously. In Fig. 1 there is a transition zone where the dynamos go from a non-reversing to a reversing regime, which we will refer to as the reversal regime boundary. For dynamos near this boundary the reversal statistics are probably not well resolved because of the long timescales between reversals. As a consequence, if the non-reversing dynamos near the boundary were run much longer they would likely reverse, perhaps very infrequently, and the regime boundary would be pushed to smaller Ra and E values. However, it is clear from Fig. 1 that there exists a reversal regime boundary in Ra-E space, analogous to the various kinds of dynamo regime boundaries in Zhang & Busse (1988) , Kutzner & Christensen (2002) and Simitev & Busse (2005) .
Here it is convenient to introduce a hybrid parameter Ra Q that is better for scaling convection-driven dynamos. Ra Q is a buoyancy flux-based Rayleigh number defined by Christensen & Aubert (2006) , modified here to account for the buoyancy flux of the gravitational dynamo (e.g. Loper 2007 )
where r * = r o /r i and Ra crit is calculated from (11). This hybrid parameter allows us to plot dynamo output variables versus a single control parameter that is a function of both buoyancy flux and rotation rate. The typical value of Ra Q = 10 −2 for these models is larger than those of the models considered by Christensen & Aubert (2006) .
The Rossby number Ro, a measure of the balance of interial and Coriolis forces, can be used to characterize the influence of rotation on the dynamo flow. It has been shown for numerical dynamos that a local Rossby number, Ro l = Ro(l u /π ) where l u is the characteristic length scale of the flow, is better for scaling dynamos at various Ekman numbers (Christensen & Aubert 2006; Olson & Christensen 2006) . Fig. 2 confirms that for these dynamo models Ro l is strongly correlated with Ra Q , with the exception of two outlying reversing cases both at high Ekman number (E ≥ 7 × 10 −3 ). Therefore, as the buoyancy flux is increased the flow velocity increases and the characteristic length scale of the flow decreases. Although we choose to plot dynamo properties versus Ra Q instead of Ro l , because Ra Q contains only input parameters, they can be interchanged in much of the following discussion.
Our main focus is describing the reversal behaviour of the dynamo models in terms of dimensionless variables and determining whether simple reversal regime boundaries can be identified. Fig. 3(a) shows that reversals are found above Ra Q = 10 −2 and increase with Ra Q . At higher Ra Q (>3 × 10 −2 ) there is increased scatter in reversal frequency, due to the fact that these dynamos are less dipolar with frequent excursions that become increasingly difficult to distinguish from short reversals and are run for a shorter period of time. The model reversal frequencies span the range of geodynamo reversal frequencies over the last 83 Myr, including superchron-like states with R = 0 and modern Earth-like behaviour (Fig. 2) . Takahashi et al. (2008) find a similar trend, that the length scale of the kinetic and magnetic energy decreases with increasing Ra.
Non-reversing thermal convection dynamos sometimes have even higher dipolarities of 0.8-0.9 but they exhibit a sharp transition down to d ≈ 0.3 at the onset of reversals (Christensen & Aubert 2006) . However, with compositional convection we find a smaller and smoother decrease in dipolarity at the onset of reversals (Fig. 3b) consistent with the compositional convection dynamos of Kutzner & Christensen (2002) . This smooth transition in dipolarity can be attributed somewhat to the preference for more dipolar fields when convection is driven by buoyancy at the inner boundary (Kutzner & Christensen 2000) . Convection in the core is thought to be some combination of thermal and chemical convection so the transition from strong to weak dipolarities may be relatively smooth. Fig. 3(c) shows the normalized standard deviation of the dipole s = |B d |/|B d | at the CMB, where the prime denotes deviations from the time average. There is an increase in dipole variability with Ra Q , and a threshold value of s = 0.3 that separates the reversing (s > 0.3) and non-reversing (s < 0.3) regimes. The dynamos above s = 0.3 that do not reverse are marked in Fig. 1 with an inner black circle to indicate that they contain enough variability to reverse, and may if run longer. The estimated geomagnetic variability of s = 0.4 over the last 160 Myr is shown for reference (Constable 2003) . The correlation between dipole variability and reversal frequency found here is also evident for the geodynamo, for example during the Oligocene (23-34 Ma) when the reversal frequency is nearly 3 Myr −1 the dipole variability is high with s ≈ 0.5, and during the CNS the variability is much lower with s ≈ 0.28 (Constable 2003) . In order to compare these results with models in different regions of parameter space and with the geodynamo we require scaling laws that relate the relevant physical parameters. For magnetic field scaling we use the modified Lorentz number, a non-dimensional dipole field strength defined by Olson & Christensen (2006) as,
where 
where γ is a proportionality coefficient. Fig. 3(d) shows Lo d versus Ra Q compared to contours of (15) with γ = 0.025, 0.05, 0.1 and 0.2. The reversal regime boundary between non-reversing and reversing dynamos identified in Fig. 1 is well described in Fig. 3(d) by the contour of γ = 0.05, demonstrating the validity of (15) for these dynamos. The dipolar models have 0.05 < γ < 0.2, which is consistent with the non-reversing, dipolar dominant thermal convection dynamos scaled by Olson & Christensen (2006) . We infer that γ 0.05 and s 0.3 characterize the transition from non-reversing to reversing dynamos for both thermal and compositional convection models. Dipolarity may also be used to characterize this transition in compositional convection models but as noted above d exhibits a much sharper transition for thermally driven dynamos. We can use Fig. 3 to categorize these dynamos into three regimes. Regime (i) contains the non-reversing (R = 0) dynamos characterized by strong dipole field intensity (γ > 0.05) and dipolarity (d > 0.5), and relatively little variability (s < 0.3). Regime (ii) contains the reversing (0 < R < 5 Myr −1 ) dynamos where the dipole intensity (0.025 < γ < 0.05) and dipolarity (0.4 < d < 0.5) are moderately strong and the variability (0.3 < s < 0.6) is high enough for the occasional reversal. Regime (iii) contains the frequently reversing (R > 5 Myr −1 ) dynamos where the dipole intensity (γ < 0.025) and dipolarity (d < 0.4) are weak, and highly variable (s > 0.6). It is the reversing regime (ii) that contains the long stable polarity chrons with widely spaced reversals, similar to those of the geodynamo over the last 83 Myr. Three of the statistics R, s and γ used to characterize these regimes may be quite general, and therefore useful in characterizing dynamo regimes in other regions of parameter space and for different modes of convection. Fig. 4 shows the time averaged magnetic field power spectra at the CMB for several models from each dynamo regime, and an average of the geomagnetic power spectrum over the years 1840-2000 (Jackson et al. 2000) . The model spectra are scaled from dimensionless units to nT by equating (15) and (14), solving for B d , and using γ from Table 1. Among the four non-reversing models in Fig. 4(a) , all chosen from regime (i), they display a very similar power spectrum up to degree l = 7: they are dipole dominant and also odd degree dominant. The odd degree dominance reflects the strength of the axial terms in the dipole family and is to be expected from the relatively simple flow in these dynamos. The factor of 10-100 between the l = 1 and 2 terms indicates that these dynamos are strongly dipolar and stable, with very rare dipole collapse events or dipole excursions. Compared to the geomagnetic spectrum these models display a similar scaled dipole intensity and dipolarity, but a stronger odd degree dominance.
Magnetic field spectra
The spectra of four dipolar reversing dynamos in Fig. 4(b) , all chosen from regime (ii), also display an odd degree dominance, but have smaller scaled dipole intensity. In contrast to the regime (i) dynamos in Fig. 4(a) , these dynamos have only a factor of 5-10 between the l = 1 and 2 terms, which explains why they have a weaker dipolarity, substantial dipole variability, and the occasional dipole field polarity reversal. The models in Fig. 4(b) scale the closest to the geomagnetic spectrum over all the degrees shown.
Power spectra of four frequently reversing dynamos in Fig. 4 (c), all chosen from regime (iii), display no obvious odd or even degree dominance and are relatively flat out to l = 9 due to the increased vigor of convection. When the dipole intensity is close in magnitude to the quadrupole, as it is for these dynamos, the dipole field is no longer dominant and the dipole tilt can fluctuate rapidly with frequent excursions and reversals. The geomagnetic spectrum is substantially more dipolar than these models, but is qualitatively similar from l = 2 to 9 where these spectra are all relatively flat.
A reversing dynamo in detail
Time-series of B d , dipole tilt, kinetic energy E k and magnetic energy E m from a strongly dipolar, reversing dynamo with Ra = 3.95 × 10 4 and E = 5.5 × 10 −3 are shown in Fig. 5 . There is a reversal in this model at t d = 55 that we examine at three times labelled t 1 before, t 2 during and t 3 after the reversal. The reversal process begins with a substantial decrease in B d of about an order of magnitude relative to the average, and B d remains low for about one t d . While the dipole amplitude is weak its axis crosses the equator three times before stabilizing in the reversed polarity at time t 3 . During the reversal process, not only is the dipolar portion of the field weak but the magnetic energy of the system reaches a local minimum, while the kinetic energy reaches a local maximum. Following t 3 the reversed polarity dipole field and energies recover in magnitude, approaching their time average values. This tradeoff between magnetic and kinetic energies is described in detail by Olson (2007) as an effect of the Lorentz force. Although reversal events differ in detail (see Fig. 7 ), many of them follow a similar pattern: during stable polarity chrons the magnetic field is strong and the Lorentz force decreases the average fluid velocity. During dipole collapses the magnetic field is weak and the reduced Lorentz force increases the average fluid velocity and kinetic energy, which in turn promotes induction and allows the dynamo to recover.
Not every dipole collapse results in a reversal, or even a dipole axis excursion. For example, there is a major dipole collapse event in Fig. 5 near t d = 10 that produces a temporary minimum in B d and magnetic energy, and a temporary maximum in kinetic energy, but does not result in much change in the tilt of the dipole axis. The flow during this time does not change the large-scale structure of the field and the dipole tilt is relatively stable. However, an earlier dipole collapse near t d = 5 does produce a dipole tilt excursion that briefly crosses the equator, but is not followed by a full reversal. Fig. 6 shows maps of B r at the CMB, and B z and z-component of vorticity ω z in the equatorial plane at the times t 1 before, t 2 during and t 3 after the reversal. Before the reversal B r is predominantly negative in the northern hemisphere and positive in the southern hemisphere, that is, normal dipole polarity. B z also shows a predominantly southward orientation in the equatorial plane before the reversal. During the reversal B r loses its normal dipole polarity and B z in the equatorial plane is concentrated in two flux bundles with opposing polarity. The reversal involves a mixing of these flux bundles until eventually the positive flux bundle supercedes the negative one and establishes the new reversed polarity. Note that even though the dominant magnetic field in the equatorial plane changes sign after the reversal, the gross direction and pattern of the flow does not change, i.e. the sign of ω z for the two main equatorial vortices is consistently negative before, during, and after the reversal process.
In numerical dynamos it has been found that the stability of the dipole field is correlated with the overall equatorial symmetry of the velocity field and with the antisymmetry of the magnetic field (Coe & Glatzmaier 2006; Takahashi et al. 2007; Olson et al. 2009 ). For the reversal at the end of the time-series in Fig. 5 , we compute that the volume averaged ratio of the kinetic energy of the equatorially symmetric velocities to the sum of the symmetric plus antisymmetric velocities is 0.82 before, 0.75 during and 0.78 after the reversal event. The volume averaged ratio of the magnetic energy of the equatorial antisymmetric magnetic field to the symmetric plus antisymmetric magnetic field is 0.62 before, 0.45 during and 0.61 after the reversal event. As expected, during the reversal when the dipole is low the magnetic field is less equatorially antisymmetric. Also during the reversal, the flow is less structured and less equatorially symmetric.
Comparison of reversals
A simplified description of the field reversal process can be constructed by considering the dipole field strength and its time variability. We have shown that if the average dipole strength is not too high and there is enough variability in time then occasionally there will be a random and large decrease in the dipole, a dipole collapse event. Often during dipole collapses the dipole axis wanders substantially from the rotation axis, resulting in a tilt excursion. However, not all dipole collapses lead to reversals. This is because when the dipole axis wanders near the equator during the collapse the dipole has a chance of recovering in a state of reversed or normal polarity. There may be identifiable precursors in the dipole collapse phase that distinguish reversals from excursions (e.g. Valet et al. 2008; Olson et al. 2009 ).
In Fig. 7(a) , we compare the intensity of the axial dipole |B a | for many of the regime (ii) dynamos during polarity reversals, shifted in time to the first equator crossing of the dipole axis. For each case |B a | is generally symmetric about the time of the reversal, that is, the behaviour of |B a | before and after the reversal is the same, although there may be a short recovery phase around t d = 0.1 − 0.3 where |B a | remains unchanged. The peak intensity occurs near t d = ±0.6 on either side of the reversal, and the initial amplitude is recovered in most cases. There are two exceptional cases where |B a | stays near zero after the reversal and there are brief secondary polarity reversals around t d = 0.5. Although most of these reversals look grossly symmetric they clearly are not identical. A wide range of axial dipole behaviour characterizes this set of reversals, qualitatively similar to those of Coe et al. (2000) , and unlike the almost identical series of reversals found in the VKS dynamo experiment (Berhanu et al. 2007) . Valet et al. (2005) show a similar superposition of virtual axial dipole moment (VADM) variations during several geomagnetic reversal events over the last 2 Myr. Among the 5 reversals they analyze there is variability between each sequence (i.e. they are not Figure 6 . B r at the CMB and B z and ω z in the equatorial plane from the reversing model shown in Fig. 5 . The top row shows time t 1 before, the middle row time t 2 during and the bottom row time t 3 after the reversal. identical), similar to the variability in Fig. 7(a) . However, one significant difference is that the VADM sequences are generally less symmetric about each polarity reversal and undergo a prolonged dipole collapse phase followed by a rapid recovery of the dipole intensity, whereas many of the reversals shown in Fig. 7(a) exhibit a precipitous dipole collapse followed by a similarly quick recovery phase.
The discrepancy between the model versus palaeomagnetic reversal sequences may be due in part to the limited number of samples available to construct the VADM sequences. The data is compiled from a number of palaeomagnetic measurements of the local magnetic field at specific sites, which are then transformed to produce a global field intensity (e.g. Constable & Korte 2006 ). The global intensity is then referred to as only the 'virtual' axial dipole moment because the data may include non-dipole components. Wicht (2005) and Wicht et al. (2009) , who compare the true dipole intensity and tilt time-series to site specific observations of the same quantities in a reversing numerical dynamo model, find that VADM sequences during reversals can appear to be shifted forward or backward in time depending on the site. Therefore, better global coverage of the reversal sequences may be significant and, although the VADM sequences during reversals are extremely difficult to obtain, analysis of more reversals and excursions going back further than 2 Ma are needed to confirm whether this is a robust feature. Reversal sequences from dynamo models with more realistic parameters should also be investigated.
Another useful diagnostic for comparing reversals are histograms (pdfs) of B a , shown as insets Figs 7(b) and (c). An example of a simple reversal is shown in Fig. 7(b) where B a spends little time near zero and the reversal occurs quickly. The stable polarities are clearly identifiable in the bimodal pdf with peaks around B a = ±0.7 and nearly zero probability at B a = 0. A contrasting example, shown in Fig. 7(c) , is of a complex reversal where the pdf is trimodal with a clear local probability peak near B a = 0. Peaks near B a = 0 are attributable to multipolar fields, and may correspond to the quasi-stable reversing dynamo state identified by Nishikawa & Kusano (2008) that is occupied briefly during a reversal where |B a | < 10 −2 .
I M P L I C AT I O N S F O R T H E G E O DY N A M O

Scaling the dynamo models to the geodynamo
It is computationally unfeasible to resolve dynamo models with realistic core parameters so we must rely on scaling laws to extrapolate the dynamics of the available parameter space to Earth-like values. There is no unique recipe for choosing which parameters to scale or how to scale them, although a number of scaling laws have been proposed (e.g. Jones 2000; Christensen & Aubert 2006; Olson & Christensen 2006) . Even though the model parameters are often far from realistic, many numerical dynamos have been found that are qualitatively Earth-like in their field structure, time variability, and occasional polarity reversals (Dormy et al. 2000; Glatzmaier 2002 ).
We have shown that our dipolar reversing models are consistent with the scaling law in (15) for γ 0.05 (Fig. 3d) . In order to apply this law to the geodynamo we consider compositional buoyancy introduced at the inner core boundary due to the rejection of light elements from the inner core as it grows. For this mechanism, we rewrite Ra as defined by (6) in terms of the inner core radius growth rateṙ i as follows. Conservation of mass of light elements in the outer core can be written as (17) giveṡ
We can writeV o /V o in terms of the change in inner core radiusṙ i , assuming thatṙ o = 0, aṡ
Using (18) and (19) in (6) gives
To scale the dipole field strength we write Lo d from (14) using (5) and (8) giving
where B d is now in Tesla.
To estimate Ra Q and Lo d for the core we assume an outer core light element concentration χ o = 0.1, and assuming this represents a mixture of Fe with FeO as the light element constituents we have β = 1 and κ = 10 −8 m 2 s −1 . We assume a magnetic diffusivity of η = 2 m 2 s −1 (Jones 2007) . We use an inner core radius of r i = 1221 km and an outer core radius of r o = 3480 km giving a shell thickness D = 2259 km, rotation rate = 7.292 × 10 −5 s −1 , and at the CMB g o = 10.68 m s −2 and B d = 0.26 mT (IGRF-10 epoch 2005) . For the present-day rate of inner core growth we usė r i = 814 km Gyr −1 (see Section 4.2). The viscosity of the outer core is assumed to be ν = 1.26 × 10 −6 m 2 s −1 (Terasaki et al. 2006) . Using these values in (20) and (5) give Ra = 1 × 10 34 and E = 3 × 10 −15 for the present-day core. Applying the scaling laws in (13) and (21) to the core, using Ra crit = Ra/2, gives Ra Q = 5.5 × 10 −12 and Lo d = 1.3 × 10 −5 . Substituting these into (15) we find γ core = 0.07, which places the present-day geodynamo near the reversal regime boundary in Fig. 3(d) and among the reversing dynamos in Table 1 . A contour of γ core = 0.07 is shown in Fig. 1 (dashed line), calculated from a planar fit to the model γ values.
Geodynamo evolution
What changes in the geodynamo reversal frequency are expected as a consequence of the secular evolution of the core, in particular the secular evolution of the buoyancy flux due to inner core growth and secular changes in the planetary rotation rate? An answer to this question can be found in the context of this study if the geodynamo evolves along a trajectory in parameter space that includes the regime boundary between non-reversing, superchron-like dynamos and reversing dynamos. Here we assume the core resides in a transition region, for example near the reversal regime boundary in Fig. 1 that separates regime (i) from regime (ii). We can then estimate the evolution vector of the core by calculating the fractional change in buoyancy flux Ra/Ra and rotation E/E over the past 100 Myr.
We choose to project back 100 Myr because by this time the inner core had likely grown to near its present size and we can avoid any complications associated with the possible jump in buoyancy production at the time of inner core nucleation. Also, at 100 Ma the geodynamo was in the middle of the CNS and since that time the reversal frequency has increased rather steadily, allowing us to determine if it is possible to explain the observed increase in reversal frequency since the last superchron solely in terms of the secular change in buoyancy flux and rotation rate.
To calculate changes in Ra and E, we assume simple linear evolutionary behaviour ),
where refers to the change of a quantity over an interval of time t, and the subscript s denotes the value at the time of the start of the model t s . In evaluating the time derivatives of (20) and (5) we consider the only time dependent quantities to be r i ,ṙ i , and , where D = r o − r i is used. Using r * = r o /r i this gives,
where all time-dependent quantities in (24) and (25) are evaluated at the present-day. We use a power-law representation of the growth history of the inner core, that is, a simplified analytical formula that gives r i as a function of (dimensional) time since nucleation,
where a and b are suitably chosen constants. This approximates the inner core growth history predicted by thermodynamically based evolution models (e.g. Labrosse et al. 2001; Nimmo et al. 2004) . Subject to the initial r i (t = 0) = 0 and final r i (t = τ ) = 1221 km conditions, where τ = 1 Gyr is the assumed age of the inner core, we find a coefficient of a = r i (τ )/τ b and a best-fitting exponent of b = 2/3. Evaluating (26) and its derivatives today at t = τ giveṡ r i (τ ) = 814 km Gyr −1 andr i (τ ) = −271 km Gyr −2 . Evaluating (26) at t s = 0.9 Gyr gives r i (t s ) = 1138 km,ṙ i (t s ) = 843 km Gyr andr i (t s ) = −312 km Gyr −2 . To estimate changes in Earth's rotation rate over the past 100 Myr we use the length of day measurements from Phanerozoic marine invertebrates compiled by Zharkov et al. (1996) and Zhenyu et al. (2007) . The length of day has increased over geological time due to tidal friction, a consequence of the torque exerted by the Moon and Sun on the Earth's tidal bulge (Lambeck 1980) . A linear fit to the data in Zharkov et al. (1996) Lambeck (1980) . The fractional changes in Ra and E over the past 100 Myr, using (24) and (25), are
As expected, Ra tends to decrease with time because the growth rate of the inner core has decreased over the past 100 Myr, and E tends to increase with time due to the decrease in rotation rate and increase in inner core radius.
Interpretation of changes in the geodynamo reversal frequency
Consider the simple core evolution described in Section 4.2 as an evolutionary vector in Ra-E space. We apply this evolution to the region of parameter space in Fig. 1 that contains the transition from non-reversing to reversing dynamos. In Fig. 8(a) , a magnified portion of Fig. 1 , the evolutionary vector has been scaled in the Ra direction by (27) and in the E direction by (28), and placed within the diagram so that the tail corresponds to a non-reversing, superchron-like state (representing conditions 100 Ma), while the head corresponds to a reversing state (representing the present-day). The detailed shape of the reversal regime boundary is challenging to map out using numerical dynamos due to the fact that these models are chaotic in time and are therefore sensitive to the initial conditions and small changes in parameter values. We have also found that these simulations often contain extremely long time constants so that cases near the regime boundary need to be run a very long time in order to obtain reliable reversal statistics.
Despite these difficulties, we propose two scenarios that can explain the seafloor palaeomagnetic record of geodynamo reversal frequency, going from a non-reversing (superchron) state to a reversing state. Scenario (i), depicted in Fig. 8(b) , assumes that the regime boundary is complex and contains some non-linear structure, and that the core has evolved regularly (monotonically), as described in Section 4.2. In this scenario the geodynamo can evolve from a superchron state to a reversing state and back to a superchron state, etc., simply based on the shape of the regime boundary itself. Assuming that the geodynamo resides near such a regime boundary in parameter space, the evolution depicted by the vector in Fig. 8(a) suggests a possible explanation for the change in reversal frequency over the last 100 Myr solely by the secular evolution of the core across an irregular regime boundary. Scenario (ii), depicted in Fig. 8(c) , assumes that the regime boundary is simple and that the core has evolved in a complex way, with at least one of the parameters, buoyancy rate and/or rotation, varying in time. For example, this variable evolution could involve a constant decrease in rotation rate but a sinusoidal variation in buoyancy flux, which could be caused by ultralow frequency fluctuations in mantle heat flow (Nakagawa & Tackley 2004; Butler et al. 2005; Courtillot & Olson 2007 ) among other possibilities.
An important constraint on the evolution of the geodynamo is that despite oscillating from a superchron to a reversing state it has maintained a rather steady dipole intensity over the last several hundred million years (Tauxe & Yamazaki 2007) . Therefore, since we have no evidence that the geodynamo has shut down over that time we can infer that dynamo evolution over the last several hundred millions years must not include a trajectory that crosses beneath the boundary of dynamo onset. In particular, we can rule out dynamo evolution that includes a large enough decrease in Ra, that is, anomalously low buoyancy flux, that would shut down the dynamo. Note that shutting down the dynamo by evolving from a dipolar reversing state to the dynamo onset boundary would require a large decrease in Ra only, because a decrease in E over time would require either an increase in or a decrease in r i , both of which are unphysical. We can estimate what change in Ra would correspond to dynamo shut down by extrapolating from an Earth-like model to the dynamo onset boundary using the evolutionary model described above. Consider, for example, starting with a dipolar reversing dynamo at Ra = 3.95 × 10 4 and E = 5 × 10 −3 , then eq. (12) predicts the onset of dynamo action at Ra dyn = 1.3 × 10 4 . Therefore, in order to shut down this dynamo an instantaneous change of Ra/Ra = −0.675 is required, corresponding to an instantaneous decrease inṙ i from 814 to 264 km Gyr −1 . This is an upper limit on the instantaneous change required to kill the dynamo because it only includes the rate of inner core growth, while the effects of thermal stratification are not included and would certainly act to kill the dynamo earlier. Also, this calculation assumes that the dynamo regimes in our region of parameter space can be extrapolated to Earth-like parameter values, which is entirely uncertain. Nevertheless, we can conclude that such a drastic change in core evolution is not expected, and that the dynamo fluctuations we consider to explain the seafloor reversal record are not enough to accidentally shut down the dynamo.
C O N C L U S I O N S
We have systematized the behaviour of gravitational dynamos driven by compositional convection in a relatively small portion of Ra-E space, finding dynamos that exhibit a wide range of reversal frequencies, dipolarities, and magnetic field structures at the outer boundary. A transition zone, or regime boundary, is identified in the Ra-E plane that separates non-reversing from reversing dipolar dynamos. We find that a simple scaling law (15) connects the present-day geodynamo to the numerical dynamos in the reversing, dipolar regime.
The existence of a reversal regime boundary in the Ra-E plane is likely to be a robust feature of convectively driven dynamos. However, due to the large number and typical range of dynamo parameters, the details of the reversal regime boundary may vary from one model to the next. Accordingly, a more critical question is whether reversing dynamos remain dipolar. Kutzner & Christensen (2002) found that for most types of convection the boundary between non-reversing and reversing behaviour was close to the boundary between dipolar and multipolar dynamos, but in many cases, the multipolar transition occurs first. The models presented in this paper have the distinct property that the reversal transition occurs before the transition to multipolar dynamos, so there exists a regime with reversals separated by long, stable dipolar polarity chrons.
This behaviour may be due to the fortuitous combination of parameters used in this study: large magnetic Prandtl number, large Ekman number, plus compositional convection and an insulating inner core. Some of these choices might have favourably biased our results. For example, it has been observed in numerical studies that including a conducting inner core provides some degree of magnetic polarity stability (Hollerbach & Jones 1995) , which could be critical for the spacing of geomagnetic reversals (Gubbins 1999) . However, Wicht (2002) finds this stabilizing effect to be significant only in frequently reversing models, with typical chron lengths of 10 kyr or less. Also, an investigation of the effects of various styles of convection by Kutzner & Christensen (2000) showed that dynamo models with buoyancy sources concentrated at the inner boundary tend to produce more stable dipolar magnetic fields than models with buoyancy spread throughout the core. In this sense our gravitational dynamo models may be biased towards more stable dipolar fields.
For the geodynamo, it is likely that slowly evolving, nonhomogeneous thermal and topographic conditions on the CMB influence geomagnetic reversal behaviour (Glatzmaier et al. 1999) , and it is also likely that some of the change in reversal behaviour over time is purely stochastic (Ryan & Sarson 2007) . However, our dynamos demonstrate that it is possible that the evolving mean state of the core is responsible for the systematic change in geomagnetic reversal frequency. Secular change in the buoyancy flux, due to the growth of the inner core, and changes in rotation rate, due to tidal dissipation, over the past 100 Myr are large enough to evolve the geodynamo from a non-reversing state to a reversing one, provided the geodynamo lies close to such a regime boundary.
A natural extension of this study would be to include secular evolution in the model, which will introduce additional parameters such as the rate of the evolution of Ra and E. employ a step-wise evolution of Ra and E similar to the evolution described in (27) and (28), and find that dynamos with simultaneous evolution in Ra and E are statistically similar to non-evolving fixed parameter dynamos. They also demonstrate that a non-reversing dynamo can evolve into a reversing regime with a steady increase in Ra. An issue not addressed here is how a time dependent inner core size might affect dynamo evolution (e.g. Heimpel et al. 2005) . Whether or not the model behaviour found in this study can be generalized to more Earth-like dynamo models is a topic for future study with more sophisticated models.
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