Abstract-Despite the popularity of wireless sensor networks (WSNs) in a wide range of applications, security problems associated with them have not been completely resolved. Middleware is generally introduced as an intermediate layer between WSNs and the end user to resolve some limitations, but most of the existing middleware is unable to protect data from malicious and unknown attacks during transmission. This paper introduces an intelligent middleware based on an unsupervised learning technique called Generative Adversarial Networks (GANs) algorithm. GANs contain two networks: a generator (G) network and a detector (D) network. The G creates fake data similar to the real samples and combines it with real data from the sensors to confuse the attacker. The D contains multi-layers that have the ability to differentiate between real and fake data. The output intended for this algorithm shows an actual interpretation of the data that is securely communicated through the WSN. The framework is implemented in Python with experiments performed using Keras. Results illustrate that the suggested algorithm not only improves the accuracy of the data but also enhances its security by protecting data from adversaries. Data transmission from the WSN to the end user then becomes much more secure and accurate compared to conventional techniques.
I. INTRODUCTION
The rapid increase in the use of wireless sensor networks (WSNs) in a variety of scientific and industrial applications has pushed the research envelope in the field of computer and systems engineering [1] . The countless sensor nodes installed within WSNs enable wireless communication between nodes and devices. Distributed systems can be designed for data collection and processing using resource-constrained sensor nodes. Some of the tasks that WSNs perform are signal processing, data aggregation, quality of service, and wireless communication. Secure communication between WSNs has been a challenge in recent years [2] . WSNs produce massive data through their low-capacity sensors, which results in the loss of important information during transmission. In addition, sensor nodes have several limitations such as security, data aggregation, middleware requirements, power consumption, and the heterogeneity of the sensors' networks.
Previous research has shown that using middleware as an intermediate layer between WSNs and the end user provides a solution to the previously mentioned limitations. The middleware provides a bridging platform between the applications and the hardware components of WSNs. The middleware controls the sensor data nodes while providing them temporary storage [3] . The ability to synchronize newer nodes with the existing nodes allows the middleware to be more efficient while providing support to various resources. This allows minimum or no disturbance in the network's performance if changes occur to the network [4] . Since the data sent over the wireless networks is sensitive, it is prone to unwanted intrusions. Security parameters, such as resource distribution and resource management, enable secure communication within WSNs. End-to-end security auditing can also be enabled to achieve secure communication between nodes [5] .
The loss of data during transmission to and from the middleware is still prone to attacks. Alshinina and Elleithy [4] showed a comprehensive, systematic study of the most recent research on WSNs' middleware and compared existing efficient system designs, addressed most significant challenges, made several distinguished contributions including security, data aggregation, message exchange, and quality of service. The authors concluded that the middleware has to be both scalable to dynamic resources and secure at the same time. It was also hypothesized that synchronizing newer nodes with the existing nodes would allow the middleware to perform more efficiently while providing support to various resources.
II. RELATED WORK
In the last decade, wireless sensor networks (WSNs) have been applied in monitoring systems that are capable of controlling and monitoring various indoor premises, agricultural lands, and forest monitoring applications [6] . Foremost issues associated with WSNs are related to network security due to an increase in the usage of these devices. Traditional security algorithms in WSNs have achieved security goals such as base station protection [7] , cryptography [8] , attack detections [9] , and security location and routing [10] [11] [12] . Many researchers have developed significant solutions to address WSNs' security challenges. These sensors introduce massive data for processing and transmission to the base station. Standard security algorithms are not suitable for WSNs due to limitations in power consumption, low memory (storage capacity), communication capabilities and resource constraints in sensors [13, 14] .
The communication and exchange of information between sensors is a critical challenge due to energy consumption in network. This information must be protected against various threats [15, 16] . The networks should be secured by support security properties such as confidentiality, authenticity, availability, and integrity. Most of these sensors lack physical protection, which leads to compromised nodes. Compromising one or more nodes in a network allows the adversary to launch different attacks to disrupt inter-network communication [17] . There are various attacks such as adversary, compromised node(s), eavesdropper, etc. [18] . These attacks are capable of dropping packets or modify them, resulting in an impact in the performance of WSNs. Source location privacy (SLPs) are mechanisms that protect sensor data from attacks by generating fake nodes. The fake node and packets (dummy message) create fake identity and packets without mentioning the source and destination identity. The drawback of this technique is that it requires more energy and overhead [17, 18] .
Recently, middleware has been integrated with WSNs to address some of the aforementioned challenges. In [4] , the authors reviewed and discussed various middleware approaches such as SOMM, USEME, ESOA, and MiSense. Most middleware approaches lack the security mechanism to secure the network and sensitive data from malicious attacks. Middleware systems have also been introduced to apply machine learning (ML) algorithms. The work presented in [19] applied an unsupervised learning technique called selforganizing map (SOM) into WSN. The authors in [20] introduced SOM to address the problem of detecting network attacks in ad hoc networks. The limitation of SOM is that it is not suitable to detect attacks in complex and enormous dataset that are typically used in WSNs. Machine learning middleware (MaML) tackled the problem of ontology heterogeneity. However, the potential problem in MaML is the overhead. The dynamic behavior of a WSN has been continuously optimized due to system design requirements. In order to eliminate the need for an unnecessary redesign of the network, machine learning (ML) techniques are adopted in WSNs [21] . The designers of sensor networks describe Machine Learning as an algorithm and a collection tool that is used to create prediction models. ML improves resource allocation, utilization, and delegation in an effort to prolong the life of the network. ML uses mathematical models that are based on statistical methods for artificial intelligent data sampling. It learns and adapts to a constantly changing environment [22] . Interfacing techniques in ML play an important role in WSN applications. ML interfacing is carried out in three steps: the processing of data, data aggregation, and interfacing [23] . These steps are used for monitoring and modeling the dynamic environments associated with WSNs.
Machine learning is used to create prediction models, and these algorithms are categorized into supervised, unsupervised, and reinforcement learning [27] . Supervised learning takes place when the data sample (or the training set) is labeled. Machine learning algorithms such as support vector machine (SVM), decision tree (DT), and K-nearest neighbor (K-NN) have successfully addressed several challenges of WSNs such as data aggregation, localization, clustering, energy aware, detection and real-time routing. Literature [24] [25] [26] [27] presents a number of machine learning algorithms that address the security problems in WSNs. Janakiram et. al [24] showed the detection of outliers using Bayesian belief networks (BBNs). The authors correlated both temporal and spatial data points to identify similar readings in neighboring nodes. These readings are approximated and matched with one another to find possible outliers in the data obtained from sensor nodes. Conditional relationships are built to not only identify outlying data points, but also to fill in the missing data [24] . Similar to the investigation of k-nearest neighbor presented in [28] , Branch et. al [25] developed an outlier detection method within the network using k-nearest neighbor. A major disadvantage, however, of using the k-nearest method is that it requires a large memory space to store data.
III. MOTIVATIONS AND RESEARCH PROBLEM
Due to the widespread growth of wireless sensor networks in industrial, healthcare, and military applications, the need for secure data transmission has increased tremendously. Recent literature reports the significance of middleware in WSNs. Unfortunately, many of these approaches do not address the security problem, which leads to insecure communication and data transmission. Such data is generally sensitive and needs protection against attacks and possible risks of exposure. This paper is motivated by the limitations of the existing WSNs' middleware and is based on the following reasons to improve the performance of WSNs middleware:
The propose techniques provide a unique WSN middleware which can control and monitor sensor data by using intelligent, unsupervised machine learning to secure the data. The power consumption and overhead can be increased by updating and filtering unnecessary information from the sensors. This problem is addressed through the proposed unsupervised learning for middleware.
The propose an unsupervised learning algorithm that provides a comprehensive security algorithm that can handle large scale WSNs. The GANs algorithm is powerful and contains intelligent generator and detector networks using the laws of game theory. The benefits of the powerful generator model (G) are realized in this research.
From the given samples, the generator network creates fake data very similar to the real data. This fake data is combined with the real data (from sensors) so that the attackers cannot differentiate between them. In this case, there is no need to generate fake packets or data to confuse the attackers, which significantly decreases power consumption.
The remaining parts of this paper are organized as follows: The proposed unsupervised learning for WSNs' middleware methodology is illustrated in Section IV. Section V provides experimental results and discussion. Finally, Section VI shows significant conclusions from the research.
IV. THE PROPOSED WSN MIDDLEWARE
The Generative Adversarial Networks (GANs), introduced in 2014 by Ian Goodfellow [29] [30] [31] , are a class of artificial intelligence and are used in unsupervised ML. The GANs contain two networks: the generator (G) network and the detector (D) network. The generator network creates fake data close to the real samples, and the fake data passes through the detector network (D) with data from the real distribution as inputs. The G aims to learn the distribution of the real data and the D aims to distinguish whether the input data is real or coming from the G. During the training sets, the G tries to maximize the probability of the D in accepting G data as real data.
This paper introduce a secure WSN middleware based on GANs. The proposed algorithm is capable of filtering and passing the real data only. Additionally, in this contribution, WSNs' middleware applies a GAN that is capable of filtering and detecting anomalies in the data. The proposed framework procedure is described in Algorithm 1. To the best of our knowledge, it is the first time that a GAN based algorithm is used for solving the security problem in WSNs' middleware.
A. GENERATOR NETWORK
The proposed generator network (G) is used to create various attacks data (fake) from one sample (that is acquired from the NSL-KDD dataset). The generator has no any direct access to the real data (dataset) and the way G learns is only through its interactions with output of D from error backpropagation result. The G used it to retraining again the generator and leading it towards being able to produce fake data of better quality. then turns these into multilayer feed forward neural networks, where g trainable parameter of generator that is updated gradient is error of back propagated from D. during optimizing G improve its ability to generate realistic fake data. The output of this network range (0, 1) contains X neurons, where the activation function applied in the last layer of this network is Sigmoid. The first layer of the G, the noise input, is fully connected, and this layer is reshaped into a size of (8×5) and then fed into convolution layers. G's architecture is comprised of a fully connected layer and two convolution layers. This network architecture is illustrated in Figure 1 .
Algorithm 1. The Proposed Framework
1: Inputs: Ng: number of training sample to learn the Generator (G), MF: number of fake data will be generated from the G once the training is completed, n: mini-batch size, Tts is testing set 2: Outputs: MF samples generated from the G, Accuracy 3: Select Ng samples (x) randomly from original data 4: For i=1 to training iterations do 5:
For k steps do 6:
Sample of n noise samples Update the Discriminator by descending its stochastic gradient
End for 11:
Sample of n noise samples 1 2 , ,... n z z z z from noise ( ) g p z
12:
Update the Generator by descending its stochastic gradient 
B. DISCRIMINATOR NETWORK
The discriminator (D) contains multi-layers that feedforward the neural network with weight of d ,where d is a trainable parameter of discriminator that is updated alternatively with adversarial status between D and G. The input is a feature vector x. The discriminator training data is comprised of real data and fake data (attack) data generated by the generator as input. The output shows a true interpretation of whether the data is normal or abnormal (fake). Figure 2 shows the visualization of the detector network's architecture. The first layer of D is the input, the real and fake data from G. The last convolutional layer of D is flattened and then fed into a Sigmoid function, giving an output in the range of 0 to 1. Batch normalization is used as the input of D and G, shifting inputs to zero-mean and unit variance. This method helps deal with training issues from poor initialization and supports the gradient flow in deeper models.
V. EXPERIMENTAL RESULTS AND DISCUSSION
In this architecture, the publicly available NSL-KDD dataset [32] is used, a refined version of KDDcup99 [33] . This platform is used for training and testing and is comprised of normal and attack data. This dataset, shown in Table 1 , is made up of 125,973 data samples in the training set and 22,544 samples in the testing set. The testing set is also comprised of additional attacks that are not in the training dataset. This dataset has 41 different features to define each threat as shown in Table 1 . The NSL-KDD dataset should be converted to binary, since the neural networks can only process such types of data. Once converted, the dataset can feed into the neural network model as an input layer. Preprocessing this dataset is done by hand, similar to various techniques such as the flag, service, and protocol types, and is converted as a number from 1 to 100. For example, the flag pre-processing technique uses OTH=76 and REJ=77 [34, 35] . 
A. EXPERIMENTAL SETTING
The proposed framework is implemented in Python and all experiments are performed in the Keras library [36] . Keras is a high-level neural network API and self-contained framework for deep learning. It supports scikit-learn features such as grid search, cross validation, etc. The framework was evaluated on the NSL-KDD datasets.
Generator Network Setting:
The G is designed with a fully connected layer with 40 neurons, then reshape the output of the fully connected layer into a size of (8×5) before feeding it into two convolutional layers. The two layers are fully connected layers as shown in Figure 2 . Employ batch normalization [37] in some layers to normalize the inputs into zero-mean and unit variance to make the learning faster. The G model trains using the stochastic gradient descent (SGD) optimization algorithm with a mini-batch size of 128. The learning rate is set to 0.01 and momentum at 0.9 for 150 epochs. The Hyperbolic tangent (Tanh) activation function applies for all layers. L2 norm regularizer uses to prevent overfitting with a weight decay of 0.001.
Discriminator setting: The D model trains by using Adam
Optimizer with a learning rate of 0.001 with momentum. Minibatch=128, β 2= 0.5 and β2= 0.99, which helps stabilize the training. Adam optimizer has shown faster convergence than SGD. The dropout employs with a rate of 0.5 for fully connected layers to combat overfitting. The Sigmoid output is a scalar value of the probability of whether data is real or an attack. For the real data, the scalar output is more than 0.5, and for attacks, the output is less than 0.5.
The weights of all of the layers in the G and D are initialized according to the Xavier initialization [38] technique and biases are set to zero. The input features of each vector is normalized between -1 and 1.
B. CONFUSION MATRIX
The confusion matrix is applied to evaluate the performance and effectiveness of the proposed G network and the original dataset, NSL-KDD. For this purpose, the Accuracy Rate (AR), False Positive Rate (FPR), True Positive Rate (TPR/Recall), and F-measure (F 1) are applied and computed by equations 1, 2, 3, and 4 respectively. In the equations, TP, TN, FP, and FN denote number of true positive, true negative, false positive, and false negative cases respectively. Figure 3 shows the confusion matrix between the testing target output and the predicted output for the generated data from the G. The G network achieved a better binary distribution while improving the accuracy and decreasing the classification error. In addition, TN and FP are two main criteria for evaluating the performance of the G network data compared to the NSL-KDD dataset results. The results show that FP is reduced from 14.3% to 10.9% and the FPR is minimum compared to the original dataset and existing algorithms. The original dataset produced a low accuracy 81.1% with a high FPR 27.1% and FP 14.3 %, as shown in The aim is to provide a high level of adversarial system on our generator model, one that is much better than the attack samples through an increase in accuracy and a decrease in the error rate. FPR occurs when the results are incorrectly predicted positive when it is indeed negative, an outcome which is reduced in the proposed model, obtained in equation 2. Our experimental results show that the proposed generator network gives significantly better accuracy and a robust representation of data with the ability to reduce the error rate from 17.4% to 10.9%. The analysis of the confusion matrix showed that the performance quality of our proposed model improved the accuracy and minimized the FPR in comparison to the original dataset, as shown in Figures 3 and 4 .
The Error Rate (ER) can be calculated from the accuracy. The accuracy is the number of correct classifications divided by the total number of classifications. The ER will be obtained by equation 6 . The results obtained from the proposed G network were evaluated based on the error rate, FPR and F 1, and compared with the NSL-KDD dataset and Artificial Neural Network (ANN) [39] approach. Table 2 shows the limitations of the dataset and the ANN technique due to a high error rate in FPR and low accuracy. We compared the performance of our approach alongside existing methods that use the NSL-KDD dataset with 41 features. As shown in Table 3 , the proposed model achieves significantly better accuracy with a lower error rate. The performance of ML techniques optimized accuracy over the NSL-KDD dataset. For example, the accuracy of support vector machine (SVM) and decision tree are much lower compared to other ML techniques [40] . In [41] , the authors introduced Discriminative Multinomial parameter learning using Naïve Bayes (DMNB) with a supervised filter called Random Projection at the second level. The authors achieved 81.47% accuracy in their system. In [42] , the authors implemented self-organizing map (SOM) with a very low accuracy rate. The ANN [39] reported that the accuracy of their model was similar to other ML techniques. C. DATA VISUALIZATION The t-distribution stochastic neighbor embedding (t-SNE) is a machine learning algorithm used to visualize the structure of very large data [43] . The visualization produced by this algorithm is significantly better on almost all datasets. We used t-SNE to visualize the output data of our model's results and compared it with the original dataset. The aim is to take a set of points in high-dimensional space and find the correct representation of those points in a lower-dimensional space (2D). The t-SNE builds a probability distribution over pairs of high-dimensional data in such a way that similar data have high probability of being selected, while dissimilar have small probability of being selected. It minimizes the divergence between the two distributions. Suppose a given dataset of objects 
The similarity measure ij q of two points i y and j y is defined in equation 8. The t-distribution can withstand outliers and is faster in evaluating data. The original dataset and the data generated from our model contained a high number of dimensions along which the data is distributed. The original NSL-KDD dataset, shown in Figure 5a , reveals poor visualization in comparison to the data generated through the proposed model, as evident from Figure 5b . The experiment shows the G network has produced accurate data and achieved diversity with more coverage of the data distribution. The original dataset has poor diversity and less coverage of the data distribution. 
VI. CONCLUSION
Wireless sensor networks (WSNs) are an essential medium for the transmission of data for numerous applications. In order to address power consumption, communication, and security challenges, middleware bridges the gap between applications and WSNs. Most existing middleware do not completely address the issues that significantly impact WSNs' performance. Thus, our paper proposes unsupervised learning for the development of WSNs middleware to provide end-toend secure system. The proposed algorithm consists of a generator (G) and a discriminator (D). The G is capable of creating fake data that very similar to the real data so that the attackers cannot differentiate between them. In this case, there is no need to generate fake packets or data to confuse the attackers, which significantly decreases power consumption. We render the D to be a powerful network by using Adam optimizer that can easily distinguish between two datasets, even if the fake data is very close to real samples. Extensive testing on the NSL-KDD dataset with different supervised learning techniques and comparisons with our G network data shows that our generator model provides significantly better accuracy of 86.5% with a lower FPR 21.3%, compared to ANN approach with accuracy 81.2% and higher FPR 31%. Additionally, data visualization comparison of the t-SNE algorithm showed that the proposed generator model outperforms the original, conventional dataset NSL-KDD by a considerable margin. In the future work, other experiments will be considered to address imbalanced dataset through generator network instead of using data augmentation to balance the proportion of classes, normal data, and the attack data. In addition, a modified architecture of the D network will be implemented to achieve even better performance.
