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We are concerned with determining values of r, for which there exist nodal solutions of
the boundary value problems of the Euler–Bernoulli equation
(
p(x)u′′
)′′ − (q(x)u′)′ − r f (x,u)u = 0, x ∈ (0, l),
u′(0) cosα − (pu′′)(0) sinα = 0,
u(0) = 0,
u′(l) cosγ − (pu′′)(l) sinγ = 0,
u(l) = 0,
where 0 α,γ  π/2, p ∈ C2[0, l] and q ∈ C1[0, l]. The proof of our main result is based
upon bifurcation techniques.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The vibrating motion of an elastically constrained beam is described by the boundary value problem determined by the
following linear differential equation(
p(x)u′′
)′′ − (q(x)u′)′ − rρ(x)u = 0, x ∈ (0, l), (1.1)
and the boundary conditions
u′(0) cosα − (pu′′)(0) sinα = 0, (1.2a)
u(0) cosβ + T u(0) sinβ = 0, (1.2b)
u′(l) cosγ − (pu′′)(l) sinγ = 0, (1.2c)
u(l) cos δ + T u(l) sin δ = 0, (1.2d)
where Tu ≡ (pu′′)′ − qu′ , p,q,ρ satisfy the assumptions:
(A0) 0 α,β,γ , δ  π ;
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(A2) the axial force distribution q ∈ C1[0, l] with q(t) > 0 in [0, l];
(A3) the density ρ ∈ C[0, l] with ρ(t) > 0 in [0, l].
See [1–4] for the details.
Linear fourth-order equation (1.1) and its special cases have been investigated by several authors. Let us refer the reader
to Leighton and Nehari [5], Banks and Kurowski [6,7], Elias [8,9] (for nth-order problem), Amara [10,11], Papanicolaou and
Kravvaritis [12–14] for the periodic Euler–Bernoulli equation.
A typical spectrum result is the following
Theorem A. (See [7, Property 4 and Theorem 5.7].) Let (A1)–(A3) hold, and let
(H0) 0 α,β,γ , δ  π/2.
Then:
(i) The eigenvalue of (1.1), (1.2) is simple;
(ii) The nth eigenfunction un of (1.1), (1.2) has exactly n − 1 zeros ηn in (0, l) and Tun has exactly n zeros ξn in [0, l]. Moreover,
0 ξ0 < η0 < ξ1 < η1 < · · · < ηn−2 < ξn−1  l.
Of course, the natural question is what would happen if ρ(x) is replaced by f (x,u) under the assumption
(A4) f ∈ C([0, l] ×R, (0,∞)) and there exist two functions ρ1,ρ2 ∈ C([0, l], (0,∞)), such that
lim
u→0 f (x,u) = ρ1(x), limu→∞ f (x,u) = ρ2(x).
It is the purpose of this paper to show the existence of nodal solutions of the problem(
p(x)u′′
)′′ − (q(x)u′)′ − r f (x,u)u = 0, x ∈ (0, l), (1.3)
u′(0) cosα − (pu′′)(0) sinα = 0, (1.4a)
u(0) = 0, (1.4b)
u′(l) cosγ − (pu′′)(l) sinγ = 0, (1.4c)
u(l) = 0. (1.4d)
Obviously, (1.4) is a special case of (1.2) when β = δ = 0. The reason of using (1.4) (rather than more general (1.2)) will
be clariﬁed in Section 2.
Finally, it is worth remarking that the existence and multiplicity of positive solutions and nodal solutions of fourth-order
boundary value problems have been extensively studied, see [15–26] and references therein.
2. Some preliminary results
Let pk(·) (k = 1, . . . ,n) be continuous on the interval I , and let∣∣pk(t)∣∣ Mk, t ∈ [0, l].
Deﬁnition 2.1. (See [27, Deﬁnition 1 in Chapter 1].) A linear differential equation of nth-order
y(n) + p1(t)y(n−1) + · · · + pn(t)y = 0 (2.1)
is said to be disconjugate on an interval [0, l] if every nontrivial solution has less than n zeros on [0, l], multiple zeros being
counted according to their multiplicity.
Deﬁnition 2.2. (See [27, Chapter 3].) The functions y1, . . . , yn ∈ Cn(I) are said to form a Markov system if the n Wronskians
W (y1, . . . , yk) =
∣∣∣∣∣∣
y1 · · · yk
· · · · · · · · ·
y(k−1)1 · · · y(k−1)k
∣∣∣∣∣∣ , k = 1, . . .n
are positive on I .
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(1) (2.1) is disconjugate on I;
(2) (2.1) has a Markov fundamental system of solutions;
(3) y(n) + p1(t)y(n−1) + · · · + pn(t)y has a representation
v1v2 · · · vnD 1
vn
D · · · D 1
v2
D
1
v1
y
where D = d/dt, vk > 0 and vk ∈ Cn−k+1 (k = 1, . . . ,n).
Proof. It is an immediate consequence of [27, Theorem 2 and Theorem 3 in Chapter 3]. 
Lemma 2.2. Let (A1)–(A2) hold. Then the equation(
pu′′
)′′ − (qu′)′ = 0 (2.2)
is disconjugate on the interval [0, l].
Proof. Let
XD =
{
u ∈ C2[0, l] ∣∣ u′′′ exists and is piecewise continuous, u(0) = u(l) = u′(0) = u′(l) = 0}.
Deﬁne an operator L : XD ∩ W 4,2[0, l] → L2(0, l) by
Lu := (pu′′)′′ − (qu′)′.
From (A1) and (A2), it follows that
〈Lu,u〉 =
l∫
0
[
p(t)
(
u′′(t)
)2 + q(t)(u′(t))2]dt > 0, u ∈ XD .
Combining this with the fact that L is formally self-adjoint and using [27, Theorem 18 in Chapter 2], we conclude that L is
disconjugate on [0, l]. 
According to Lemma 2.1, Lemma 2.2, the linear operator L can be factored into a product of operators of ﬁrst order:
L0 y = h0 y,
Li y = hi(hi−1 y)′, i = 1, . . . ,4,
Ly = L4 y. (2.3)
Here h j > 0 and h j ∈ C4− j[a,b], j = 0,1,2,3,4.
Let ν(a) 1, ν(b) 1, ν(a)+ν(b) = 4, and {i1, . . . , iν(a)}, { j1, . . . , jν(b)} be two arbitrary sets of integers from {0,1,2,3}.
According to the main results in Elias [9], the linear eigenvalue problem
(
pu′′
)′′ − (qu′)′ + λp(x)u = 0, (2.4)
(Lt)(a) = 0, t ∈ {i1, . . . , iν(a)}, (2.5)
(Lt)(b) = 0, t ∈ { j1, . . . , jν(b)}, (2.6)
has inﬁnity many simple real eigenvalues
0 < λ1(p) < λ2(p) < · · · < λn(p) < · · · → ∞ as n → ∞, (2.7)
and no other eigenvalues. The eigenfunction ϕn(x) corresponding to λn has exactly n − 1 zeros in (0, l).
Unfortunately, the above spectrum results generally give no information about the linear eigenvalue problem
(
pu′′
)′′ − (qu′)′ + λp(x)u = 0, (2.8)
u(0) = u′′(0) = u(l) = u′′(l) = 0. (2.9)
The reason is that the boundary conditions (2.5), (2.6) (which is given by quasi-derivatives related to certain factoriza-
tion) are not equivalent to the boundary conditions (2.9). So, we have to use Banks and Kurowski’s spectrum theory, see
Theorem A or [7, Property 4 and Theorem 5.7].
Finally, though Elias spectrum theory does not cover the one of Banks and Kurowski. However, the following property
obtained in Elias [9] is essential in study of the nonlinear problem corresponding to (1.3)–(1.4).
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gn(x) → ∞, n → ∞
uniformly for x ∈ I . If un ∈ C4[0, l] is such that[
p(x)u′′n
]′′ − [q(x)u′n]′ − gn(x)un = 0, x ∈ [0, l], (2.10)
un(0) = un(l) = 0, (2.11)
then un must change its sign in I as n is large enough.
Proof. From Lemma 2.2, the equation (pu′′)′′ − (qu′)′ = 0 is disconjugate on the interval [0, l]. So, the operator L can be
factored into a product of operators of ﬁrst order:
L0u = h0u,
Liu = hi(hi−1u)′, i = 1, . . . ,4,
Lu = L4u
(here h j > 0 and h j ∈ C4− j[a,b]), which is a key condition in Elias [9]. Also, (2.11) guarantees that un have the property P.
(For the deﬁnition of property P, see [9, p. 36].) Now, from the proof of [9, Lemma 4] (see also the remarks in the ﬁnal
paragraph in [9, p. 43]), it follows that, for all n suﬃciently large, un must change sign on I . 
3. Existence of nodal solutions
Theorem 3.1. Suppose that (H0), (A1), (A2) and (A4) hold. Assume that for some k ∈ N, either
λk(ρ2) < r < λk(ρ1)
or
λk(ρ1) < r < λk(ρ2).
Then problem (1.3), (1.4) has two solutions u+k and u
−
k , u
+
k has exactly k − 1 zeros in (0, l) and is positive near x = 0, u−k has exactly
k − 1 zeros in (0, l) and is negative near x = 0.
Let Y = C[0, l] with the norm ‖u‖∞ = maxx∈[0,l] |u(x)|.
Let X = {u ∈ C2[0, l] | u satisﬁes (1.4)} with the norm ‖u‖ = max{‖u‖∞, ‖u′‖∞, ‖u′′‖∞}.
Deﬁne the operator L : D(L) → Y by
Lu := (p(x)u′′)′′ − (q(x)u′)′, u ∈ D(L),
where D(L) = {u ∈ C4[0, l] | u satisﬁes (1.4)}.
Let ζ, ξ ∈ C([0, l] ×R,R) be such that
f (x,u)u = ρ1(x)u + ζ(x,u), f (x,u)u = ρ2(x)u + ξ(x,u).
Clearly
lim|u|→0
ζ(x,u)
u
= 0, lim|u|→∞
ξ(x,u)
u
= 0. (3.1)
Let
ξ˜ (x,u) = max
0|s|u
∣∣ξ(x, s)∣∣.
Then ξ˜ is nondecreasing with respect to u and
lim|u|→∞
ξ˜ (x,u)
u
= 0. (3.2)
Let us consider
Lu − λrρ1(x)u − λrζ(x,u) = 0, (3.3)
as a bifurcation problem from the trivial solution u ≡ 0.
Eq. (3.3) can be converted to the equivalent equation
u(t) = λL−1[rρ1(x)u(·) + rζ (·,u(·))](t). (3.4)
Further we note that ‖L−1[ζ(·,u(·))]‖ = o(‖u‖X ) for u near 0 in X .
1164 R. Ma, C. Gao / J. Math. Anal. Appl. 387 (2012) 1160–1166In what follows, we use the terminology of Rabinowitz [28,29]. Let E =R× Y under the product topology. Let S+k denote
the set of functions u ∈ X such that: (i) u has only simple zeros in (0, l); (ii) u has exactly k − 1 zeros in (0, l); (iii) u > 0
near x = 0. Set S−k = −S+k , Sk = S+k ∪ S−k . They are disjoint and open in X . Finally, let Ψ ±k = R× S±k and Ψk =R× Sk .
Now the results of Rabinowitz [28,29] for (3.3) can be stated as follows: for each k  1, ν ∈ {+,−}, there exists a
continuum Cνk of solutions to (3.3) joining
( λk(ρ1)
r ,0
)
to inﬁnity in Ψ νk . Moreover, Cνk \
{( λk(ρ1)
r ,0
)}⊂ Ψ νk .
Proof of Theorem 3.1. It is obvious that any solution to (3.3) of the form (1,u) yields a solution u to (1.3), (1.4). We will
show that Cνk crosses the hyperplane {1} × X in R × X . To achieve this goal, it will be enough to show that Cνk joins( λk(ρ1)
r ,0
)
to
( λk(ρ2)
r ,∞
)
. Let (μn, yn) ∈ Cνk satisfy
μn + ‖yn‖X → ∞.
We note that μn > 0 for all n ∈N since (0,0) is the only solution of (3.3) for λ = 0 and Cνk ∩ ({0} × X) = ∅.
Case 1. λk(ρ2)r < 1 <
λk(ρ1)
r .
In this case, we show that(
λk(ρ2)
r
,
λk(ρ1)
r
)
⊆ {λ ∈R ∣∣ ∃(λ,u) ∈ Cνk }.
We divide the proof into two steps.
Step 1. We show that if there exists a constant number M > 0 such that
μn ∈ (0,M], (3.5)
then Cνk joins
( λk(ρ1)
r ,0
)
to
( λk(ρ2)
r ,∞
)
.
In this case it follows that
‖yn‖X → ∞. (3.6)
We divide the equation
Lyn − μnrρ2(t)yn(t) − μnrξ
(
t, yn(t)
)= 0 (3.7)
by ‖yn‖X and set y¯n = yn‖yn‖X . Since y¯n is bounded in X , after taking a subsequence if necessary, we have that y¯n → y¯ for
some y¯ ∈ X with ‖ y¯‖X = 1. Moreover, from (3.2) and the fact that ξ˜ is nondecreasing, we have that
lim
n→∞
|ξ(x, yn(x))|
‖yn‖X = 0, (3.8)
since |ξ(x,yn(x))|‖yn‖X 
ξ˜ (x,|yn(x)|)
‖yn‖X 
ξ˜ (x,‖yn‖X )‖yn‖X . Thus,
y¯(t) = rμ¯L−1[ρ2(·) y¯(·)],
where μ¯ = limn→∞ μn , again choosing a subsequence and relabeling if necessary. Thus
L y¯ − μ¯rρ2 y¯ = 0. (3.9)
We claim that
y¯ ∈ Cνk .
Suppose on the contrary that y¯ /∈ Cνk . Since y¯ = 0 is a solution to (3.9) and all zeros of y¯ in [0, l] are non-degenerate if
follows that y¯ ∈ Clh = Cνk for some h ∈ N and l ∈ {+,−}.
By the openness of X \ Cνk , we know that there exists a neighborhood U ( y¯,ρ0) such that U ( y¯,ρ0) ⊂ X \ Cνk , which
contradicts the facts that y¯n → y¯ in X and y¯n ∈ Cνk . Therefore y¯ ∈ Cνk . Moreover, by Theorem A or [7, Property 4 and
Theorem 5.7], μ¯r = λk(ρ2), so that
μ¯ = λk(ρ2)
r
.
Therefore Cνk joins
( λk(ρ1)
r ,0
)
to
( λk(ρ2)
r ,∞
)
.
Step 2. We show that there exists a constant M > 0 such that μn ∈ (0,M] for all n.
Suppose that there is no such M , choosing a subsequence and relabeling if necessary, it follows that
lim
n→∞μn = ∞. (3.10)
Let
0 = τ (0,n) < τ(1,n) < · · · < τ(k,n) = l
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lim
n→∞τ ( j,n) := τ ( j,∞), j ∈ {0,1, . . . ,k}. (3.11)
We claim that for all j ∈ {0,1, . . . ,k − 1}
τ ( j + 1,∞) − τ ( j,∞) = 0. (3.12)
Suppose on the contrary that there exists j0 ∈ {0,1, . . . ,k − 1} such that
τ ( j0,∞) < τ( j0 + 1,∞). (3.13)
Deﬁne a function p : [0, l] × [0,∞) → [0,∞) by
p(x,u) :=
{
r f (x,u), for u = 0,
rρ1(x), for u = 0.
Then by (A4) and the fact that ρ1(x) > 0 for x ∈ [0, l], there exist k1,k2 : [0, l] → (0,∞) such that
k1(x) p(x,u) k2(x), x ∈ [0, l], u = 0. (3.14)
Now we choose a closed interval I ⊂ (τ ( j0,∞), τ ( j0 + 1,∞)) with positive length, then we know from Lemma 2.3 that yn
(after taking a subsequence if necessary) must change sign on I . However, this contradicts the fact that for all n suﬃciently
large, we have I ⊂ (τ ( j0,n), τ ( j0,n + 1)) and
(−1) j0ν yn(x) > 0, x ∈
(
τ ( j0,n), τ ( j0,n + 1)
)
.
Therefore, (3.12) holds.
On the other hand, it follows from
1 = τ (k,n) − τ (0,n) =
k−1∑
j=0
(
τ ( j + 1,n) − τ ( j,n))
that
1 =
k−1∑
j=0
(
τ ( j + 1,∞) − τ ( j,∞))
which contradicts (3.12).
Therefore
|μn| M
for some constant M > 0, independent of n ∈ N.
Case 2. λk(ρ1)r < 1 <
λk(ρ2)
r . This proof is similar to Case 1, so we omit it. 
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