The aim of this paper is to explore whether the generalized polynomial chaos (gPC) and random Fröbenius methods preserve the first three statistical moments of random differential equations. There exist exact solutions only for a few cases, so there is a need to use other techniques for validating the aforementioned methods in regards to their accuracy and convergence. Here we present a technique for indirectly study both methods. In order to highlight similarities and possible differences between both approaches, the study is performed by means of a simple but still illustrative test-example involving a random differential equation whose solution is highly oscillatory. This comparative study shows that the solutions of both methods agree very well when the gPC method is developed in terms of the optimal orthogonal polynomial basis selected according to the statistical distribution of the random input. Otherwise, we show that results provided by the gPC method deteriorate severely. A study of the convergence rates of both methods is also included.
not with the solution s.p. but with the r.d.e. itself. To conduct our study, we have chosen the Airy r.d.e. [1] 13ẍ (t) + tξx(t) = 0,
because exact expressions for its first statistical moments are not available except by infinite series, therefore the 14 previous observations are completely applicable. In addition, it is well-known that the solutions of the deterministic numerical solutions need to be calculated accurately so that differences, if any, between the gPC and Fröbenius 17 methods are highlighted. To carry out the current study a key idea is to rewrite the r.d.e. (1) in the equivalent form
18
−tξ =ẍ (t) x(t)
.
The quality of the numerical approximations of the gPC and Fröbenius methods can be better assessed using r.d.e.
19
(2) rather than (1) . In fact, we will compare the statistical moments of order n of the left-hand side, which are exact,
20
against the corresponding values of the right-hand side, which will be approximated:
where E [·] denotes the expectation operator and x PC Q (t) and x F M (t) are the approximations to the solution x(t) using the gPC method of order Q and the Fröbenius method of order M, respectively. This study will be performed by 23 comparing the time intervals over which the approximations given by the right-hand side of (3) are acceptable for 
where D denotes a differential operator;
determines the so-called order of the chaos; f (t, ξ(ω)) is a forcing term and x = x(t, ξ(ω)) is the solution s.p. to be 40 determined. For the sake of clarity in the presentation and, in accordance with model (1), throughout this paper we 41 will focus on the simplest case where the order of the chaos is one, i.e., we will assume that there only is one single one represents both, the input r.v. ξ and the unknown x = x(t, ξ), as follows
Notice that in accordance with (4), the solution s. 
In order to compute the solution s.p. x(t) of r.d.e. (4), the coefficients x i (t), usually referred to as the modes of the 53 solution, need to be calculated. To carry out this in practice, three main steps are followed. First, to be computationally 54 feasible, one considers a truncation of order, say Q, of the infinite series (5)
The total number of expansion terms, i.e., Q + 1 is determined by Q = P being P the highest degree of the 56 orthogonal polynomials {Φ i } (see [3] for further details). Once a truncation order Q is fixed, to construct the best
, a selection of the optimal basis {Φ i (ζ)} has to be made according to the type of random input 58 ξ (see [3] ). In the second step one substitutes representations (6) into (4)
then one multiplies successively this equation by the different orthogonal polynomials Φ j and one takes the statistical 60 average operator in order to simplify computations by taking advantage of orthogonality
In this manner a set of Q+1 coupled (deterministic) ordinary differential equations (o.d.e.'s) preserving the linearity/non-62 linearity of the original operator D is set.
63
The last step consists of solving this system whose unknowns are x i (t). Therefore the method relies on the ability 
Besides the gPC method, other useful techniques have been developed to solve r. 
In contrast with the gPC method, we notice that these representations depend directly on the input r.v. ξ rather than 74 an auxiliary r.v. ζ. Next, these representations are substituted into the r.d.e. (4) 
where
Every average appearing in (7)- (8) also have some shortcomings [10, 11] . In this section we deal with this issue by comparing both techniques following 
On one hand, since ξ ∼ Un([0, 1]), then, in accordance with the gPC method, in the following computations of 95 g PC (t, Q; n), we will take as the (optimal) trial basis {Φ i (ζ)} the Legendre polynomials where ζ ∼ Un([−1, 1]) (see
96
[3]). It will also be shown that if some other basis is chosen, the numerical results deteriorate. This will be illustrated 97 by taking {Φ i (ζ)} the Hermite polynomials where ζ ∼ N(0; 1), i.e., ζ is a standard Gaussian r.v. In the following, we 98 introduce the notation g PC−L (t, Q; n) and g PC−H (t, Q; n) to distinguish in (9) between both computations. On the other 99 hand, notice that in this case
In order to carry out this comparative study and, taking into account (9), we define the following relative errors
101
(with respect to the exact moment of order n given by h(t; n)) that correspond to the gPC method (using Legendre 102 polynomials) and Fröbenius methods, respectively
Similarly, we will denote by e PC−H (t, Q; n) the corresponding relative error of the gPC method using Hermite polyno-104 mials. and M, in Table 1 we have collected the values of T * such that the error e F (t, M; n) is less than 5% for each t ∈ [0, T * ].
112
As can be seen, the numerical values show that both, the gPC and Fröbenius methods, provide similar results only 113 when the gPC method is expanded with respect to Legendre polynomials, which corresponds to the optimal basis.
114
Otherwise, they deteriorate severely. Notice that the values shown in Table 1 are congruent: fixed n, the value of T * 115 increases as Q (or M) does, whereas, fixed Q (or M), the value of T * decreases as n increases from n = 1 to n = 3. Table 2 , for each n we 119 have fixed T * in such a way that for all Q, e PC−L (T * , Q; n) < 0.05 holds. Notice that it is fulfilled whether Q = 4. In 120   Table 3 , an analogous analysis has been performed for Fröbenius method: for each n, T * has been chosen so that for 121 all M, the condition e F (T * , M; n) < 0.05 is satisfied. In this case, it is true for M = 20. The results collected in Tables   122   2 and 3 show, through the errors e PC−L (T * , Q; n) and e F (T * , M; n), the convergence of PC-L and Fröbenius methods, 123 respectively. From Table 2 , we see that the convergence rate is at least linear in Q. Whereas in Table 3 , it is roughly 2.30691 × 10 −12 Table 3 : Relative errors, e F (T * , M; n), with a fixed T * for each moment of order n and different values of M.
As was stated, to strengthen the conclusions drawn in the previous study, we present in Table 4 Table 4 ). Otherwise, they deteriorate. convergence. Our study shows that both approaches agree very well whenever the gPC method is developed in terms
137
of a suitable polynomial orthogonal basis in accordance with the type of statistical distribution of the random input.
138
This contribution also reveals the great importance of developing the gPC method using the adequate orthogonal 139 polynomial basis according to the type of probability distribution of the input r.v. ξ in order to obtain reliable results. 
