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We extend, to a certain class of differentiation bases, some results on the vari-
ational measure and the δ-variation obtained earlier for the full interval basis. In
particular the theorem stating that the variational measure generated by an inter-
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1. INTRODUCTION
We proved in [3] that the variational measure generated by an additive
function and associated with the full basis of intervals is σ-ﬁnite when-
ever it is absolutely continuous with respect to the Lebesgue measure. This
provided a new descriptive characterization of the Denjoy–Perron integral
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(which is equivalent to the Henstock integral deﬁned with respect to the
full basis of intervals). The result was extended to the multidimensional
case in [1, 7, 9]. It was noticed later that the condition of absolute conti-
nuity in the above theorem can be weakened, and that in fact the property
that the variational measure is ﬁnite [20, 21] or at least σ-ﬁnite [25] on
the sets of zero Lebesgue measure is already enough to deduce that it is
σ-ﬁnite globally.
In this paper (Section 3) we study a possibility to extend our result and
its generalization in the version suggested by B.S. Thomson in [25] to wider
classes of interval bases. In particular we consider Busemann–Feller bases
(see [8]) and some class of bases which includes translation invariant bases.
In Section 4 we apply our results to obtain descriptive characterizations
of Henstock-type integrals associated with such kind of bases.
In Section 5 we investigate a generality of our result in [4] on continuity
of δ-variation. This variation is used to construct continuous Perron major
and minor functions with respect to different bases.
Although most of our results have n-dimensional analogues, here for
simplicity we restrict ourselves to the one-dimensional case.
2. PRELIMINARIES
We introduce some notations. If E ⊂ R then E denotes the Lebesgue
measure of E. The terms “almost everywhere” (abbreviated a.e.) and “mea-
surable” are always used in the sense of the Lebesgue measure. If E = 0
then the set E is called negligible. The symmetric difference of two sets E
and G is denoted by EG. An interval is always a compact nondegenerate
subinterval of R. A collection of intervals is called nonoverlapping whenever
their interiors are disjoint. In this paper a b is a ﬁxed interval of R and
 the family of all subintervals of a b.
A differentiation basis (or simply a basis) on a b is, by deﬁnition, any
subset  of  × a b such that I x	 ∈  implies x ∈ I.
Given a basis , an interval I is called a -interval if I x	 ∈ , for some
x ∈ I. We assume that a b is a -interval.
For a set E ⊂ a b we write
E	 = I x	 ∈   I ⊂ E and E = I x	 ∈   x ∈ E (1)
A positive function δ on E ⊂ a b is called a gage on E. For a given
gage δ, we denote
δ = I x	 ∈   I ⊂ x− δx	 x+ δx		 (2)
Note that δ is also a basis on a b. So the meaning of δE	 and
δE is clear from 1	 and 2	.
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We say that a basis  is a Vitali basis if for any x and for any gage δ the
set δx is nonempty. Throughout this paper we shall assume that each
basis , if not explicitly speciﬁed, is a Vitali basis.
We say that a basis  is a BF-basis (Busemann–Feller basis; in [4] we
used the term “free point basis” for this notion) if for any -interval I and
for any x ∈ I we have I x	 ∈ .
The set of all elements I x	 ∈  × a b such that x ∈ I is called the
full basis on a b and it is denoted by  (in [23] the term “full covering
relation” is used for a similar notion).
Clearly the full basis  is a Vitali BF-basis. Note that in our notation
any interval I ∈  is an  -interval.
Deﬁnition 2.1. We say that a basis  is locally stable if for any element
I x	 ∈  and for any η > 0 there exists γ > 0 such that the condition
y − x < γ implies the existence of J y	 ∈  for which I J < η
A ﬁnite subset π of E is called a -partition on E if for distinct ele-
ments I ′ x′	 and I ′′ x′′	 in π, the intervals I ′ and I ′′ are nonoverlapping.
If ∪I x	∈πI = a b, for π ∈ , then we say that π is a -partition of a b.
We shall often say that a partition is δ-ﬁne on E if π ⊂ δE.
We say that a basis  has the partitioning property (p-property) if given
-intervals I0 I1     In with I1     In ⊂ I0, the difference I0 \ ∪ni=1Ii can
be represented as a ﬁnite union of nonoverlapping -intervals and if for
every gage δ and for any -interval I there exists a δ-ﬁne -partition of I.
An interval function deﬁned on all -intervals is called a -interval
function.
In the following deﬁnitions τ is a -interval function.
We say that τ is -continuous (or continuous with respect to basis ) at
a point x if for any ε > 0 there exists η > 0 such that τI	 < ε whenever
I x	 ∈ ηx. If τ is -continuous at each point of a b we say that τ
is -continuous on a b.
Note that continuity with respect to the full basis  is the usual
continuity.
We shall use also the following deﬁnition of continuity of a -interval
function at an element of :
Deﬁnition 2.2. We say that τ is -continuous at an element I x	 ∈ 
if for any ε > 0 there exists η > 0 such that τI	 − τJ	 < ε whenever
J y	 ∈  satisﬁes the condition I J < η.
Given a -interval function τ, a gage δ, and a set E ⊂ a b, we denote
Varδ τ E	 = sup
∑
I x	∈π
τI	 (3)
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where “sup” is taken over all π ⊂ δE, and we call it the δ-variation of τ
on the set E. Then we deﬁne
VτE	 = inf Varδ τ E	 (4)
where “inf” is taken over all gages δ deﬁned on E. We call Vτ the variational
measure generated by τ with respect to the basis . Note that Vτ is a metric
outer measure on a b (see [23]) and so its restriction to the Borel sets is
a measure.
Deﬁnition 2.3. A variational measure Vτ is called absolutely continu-
ous (with respect to the Lebesgue measure) on a set E ⊂ a b if N = 0
implies VτN	 = 0 for any set N ⊂ E.
The upper derivative of a -interval function τ at a point x with respect
to the basis  is deﬁned as
Dτx	 = inf
δ
sup
{
τI	
I  I x	 ∈ δx
}

Similarly, the lower derivative is deﬁned as
Dτx	 = sup
δ
inf
{
τI	
I  I x	 ∈ δx
}

If Dτx	 = Dτx	 = ±∞, we say that τ is -differentiable at x and
the derivative is denoted by Dτx	.
We say that basis  has the Ward property whenever for any additive -
interval function F and for any measurable set E the following condition is
satisﬁed: if DFx	 <∞ on E then F is differentiable a.e. on E.
3. σ-FINITENESS OF VARIATIONAL MEASURES
The main result of this section is the following extension of our
Theorem 1 of [3] and of its modiﬁcation in [25].
Theorem 3.1. Let τ be a -interval function on a b, where  is a basis
satisfying at least one of the following condition:
α	  is a BF-basis;
β	  is locally stable and τ is -continuous at each element of  (see
Deﬁnitions 2.1 and 2.2).
Let E ⊂ a b be a closed set. If the variational measure Vτ is σ-ﬁnite on all
negligible Borel subsets of E then it is σ-ﬁnite on E.
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Proof. Suppose that Vτ is not σ-ﬁnite on E. Let Q ⊂ E be the set of
all points x ∈ E for which Vτ is not σ-ﬁnite on E ∩ c d	 for every interval
c d	 containing x. It is clear that Q is perfect. If Q = 0 we are done.
Indeed, let Ij be the sequence of intervals complementary to Q in a b.
By the compactness argument we get that Vτ is σ-ﬁnite on E ∩ I for each
closed interval I ⊂ Ij , for some j, and therefore on E ∩ Ij for each j. As Vτ
is also σ-ﬁnite on Q then it is σ-ﬁnite on E and this gives us the desired
contradiction.
So we can consider Q to be of a positive Lebesgue measure. We shall
come to a contradiction using a specially constructed negligible set N ⊂ E.
Let P be the set of all density points of Q. We show now that, under our
hypothesis, for each x ∈ P the measure Vτ is not σ-ﬁnite on P ∩ c d	 for
every interval c d	 containing x. Indeed if this time the Ij j = 1 2   ,
denote the intervals complementary to Q in c d	 then, having in mind that
Q \ P is a Borel set and that Vτ is additive on Borel sets, we get
VτE ∩ c d		 = VτP ∩ c d		 + VτQ \ P	 ∩ c d		 + VτE ∩ ∪jIj		
The set Q \P is Borel and Q \P = 0. Hence by assumption of the theorem
Vτ is σ-ﬁnite on Q \P	 ∩ c d	. As we have already noted it is also σ-ﬁnite
on E ∩ ∪jIj	. Then if it were σ-ﬁnite on P ∩ c d	, it would be σ-ﬁnite on
E ∩ c d	 and that would contradict our deﬁnition of Q (remember that
x ∈ P ∩ c d	 ⊂ Q ∩ c d		.
Note that by taking P to be the set of density points of Q (and also of P ,
since Q \ P = 0) we have achieved that if P has nonvoid intersection with
a closed interval I, then it is also intersecting the interior of I.
Starting the construction of the null set N and continuing to assume that
Vτ is not σ-ﬁnite on P , we choose a partition
{(
I
1	
j  x
1	
j
)}
on P such that∑
j
∣∣τI1	j ∣∣ > 2. We can do this because VτP	 = ∞ implies Varδ τ P	 =
∞, for any gage δ. We can suppose that the partition contains more than
one element and that
∑
j I1	j  < 2−1. Note that P ∩ I1	j =  for each j.
We proceed by induction, using at each stage the same argument we
have used at the ﬁrst step. Having constructed, for k > 1, a partition{(
I
k−1	
i  x
k−1	
i
)}
on P with P ∩ Ik−1	i =  for each i, we can construct
a new ﬁnite partition
{(
I
k	
j  x
k	
j
)}
on P such that:
(i) P ∩ Ik	j = ;
(ii) each Ik	j is contained in some I
k−1	
i ;
(iii) each Ik−1	i contains at least two intervals I
k	
j ;
(iv)
∑
j Ik	j  < 2−k;
538 bongiorno, di piazza, and skvortsov
(v) each point xs	i , for s ≤ k− 1, belongs to Ik	j for some j;
(vi)
∑
jIk	j ⊂Ik−1	i τI
k	
j 	 > 2k for each i.
Now we put N = ∩k ∪j Ik	j  Because of (i)–(iv) the set N is perfect, N ⊂
E, and N = 0. Because of (v) the points xk	j are in N for all k = 1 2   
and all j. Since N is a negligible Borel subset of E, then the measure Vτ
must be, by hypothesis, σ-ﬁnite on N . Let Np, p = 1 2   , be disjoint
Borel subsets of N on each of which Vτ is ﬁnite and whose union is all of
N . Choose a gage δ so that
Varδ τNp	 <∞ (5)
for each p = 1 2    . Let
Lm = x ∈ N  δx	 > 1/m
for each m = 1 2    . The sets Lm ∩ Np, for m = 1 2    and p =
1 2   , form a countable cover of N .
By Baire category theorem, for some m and p, the set Lm ∩Np is dense
in a nonempty portion of N deﬁned by some interval J. By passing to a
subinterval, if necessary, we can assume that
J < 1/m (6)
Note that from (5) we get the following estimate from above
Varδ τLm ∩Np	 ≤ Varδ τNp	 <∞ (7)
Now we shall obtain the estimate of Varδ τLm ∩Np	 from below which
will contradict (7).
Since J contains points of N there must be for all sufﬁciently large k
some i so that Ik−1	i ⊂ J. Each interval Ik	j ⊂ Ik−1	i must contain a point
of N . Since Lm ∩Np is dense in the portion N ∩ J each such interval also
contains a point tj ∈ Lm ∩Np.
Now we can consider separately each of two of our assumptions: α	
and β	. If we assume α	, that is, if  is a BF-basis, then {(Ik	j  tj)} with
I
k	
j ⊂ Ik−1	i is a partition on Lm ∩ Np which is δ-ﬁne in view of (6) and
the deﬁnition of Lm. By (vi) we get
2k <
∑
jIk	j ⊂Ik−1	i
∣∣τIk	j 	∣∣ < Varδ τLm ∩Np	
As this is valid for all sufﬁciently large k, it contradicts condition (7) and
we are done under the assumption α	.
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Let now β	 be fulﬁlled. We notice that the points xk	i related to the par-
tition
{(
I
k	
j  x
k	
j
)}
with Ik	j ⊂ Ik−1	i belong to N ∩ J and hence the points
tj ∈ Lm ∩Np can be chosen sufﬁciently close to xk	j . Using properties of
the basis  and of the function τ assumed in β	, we ﬁnd a new δ-ﬁne par-
tition
{(
I˜
k	
j  tj
)}
on Lm ∩Np for which 2k <
∑
j
∣∣τ(I˜k	j )∣∣. By this we ﬁnish
the proof as in the case α	.
Corollary 3.1. Let τ be a -interval function on a b, where  is a
basis satisfying α	 or β	 of Theorem 3.1. Let E ⊂ a b be a closed set. If
the variational measure Vτ is absolutely continuous on E, then it is σ-ﬁnite.
4. APPLICATION TO DESCRIPTIVE CHARACTERIZATION
OF HENSTOCK-TYPE INTEGRALS
We use now the above results for getting a descriptive characterization
of Henstock-type integrals deﬁned in terms of the bases considered here.
We need the following result.
Proposition 4.1. Let τ be a -interval function on a b and let E ⊂
a b be a Borel subset of a b. If the variational measure Vτ is σ-ﬁnite on
E, then the upper derivative Dτ is ﬁnite almost everywhere on E.
Proof. It is the same as for the full basis of intervals (see, for example,
[2, p. 6, 25, p. 850]).
Corollary 4.1. Let τ be a -interval function on a b, where  is a
basis satisfying α	 or β	 of Theorem 3.1. Let E ⊂ a b be a measurable set.
If the variational measure Vτ is σ-ﬁnite on all negligible Borel subsets of E,
then the upper derivative Dτ is ﬁnite almost everywhere on E.
Proof. Let E∞ = x ∈ E Dτx	 = ∞. It is easy to check that E∞
is measurable. So it is enough to prove that every closed set K ⊂ E∞ is
negligible. By Theorem 3.1 and our assumptions, Vτ is σ-ﬁnite on K. Then
by Proposition 4.1 we have K = 0.
We recall the deﬁnition of a Henstock-type integral with respect to a basis
 (see [12]). In this deﬁnition and the next statements (up to Theorem 4.2)
we shall always assume that  has the p-property.
Deﬁnition 4.1. A function f deﬁned on a b is said to be H-
integrable, with integral A, on a b if for every ε > 0 there exists a gage δ
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such that ∣∣∣∣∣ ∑I x	∈π f x	I −A
∣∣∣∣∣ < ε
for any δ-partition π of a b. We write A = H	
∫ b
a f .
It is easy to check that if a function f is H-integrable on a b, then it is
also H-integrable on each -interval. Therefore the H-indeﬁnite integral
FI	 is deﬁned as the additive interval function at least on the family of all
-intervals.
The following assertion is known as the Saks–Henstock lemma for the
H-integral.
Proposition 4.2. If a function f is H-integrable on a b and F is its
indeﬁnite H-integral, then for any ε > 0 there exists a gage δ such that for
any δ-partition π on a b we have∑
I x	∈π
f x	I − FI	 < ε
Note that from this proposition and from the Vitali covering theorem it
follows, by standard argument, that the derivative DF exists a.e. on a b.
From the same Proposition 4.2 we also get
Corollary 4.2. Let a function f be H-integrable on a b with the
indeﬁnite integral F and let f x	 = 0 if x ∈ T for some set T ⊂ a b. Then
for any ε > 0 there exists a gage δ such that
Varδ F T 	 < ε
Theorem 4.1. Let F be the indeﬁnite H-integral of some integrable func-
tion f . Then the variational measure VF is absolutely continuous.
Proof. Take any negligible set E. It is easy to check that the H-integral
does not depend on the value of the function f on E. So we can assume
f x	 = 0 if x ∈ E. Now the theorem follows from (4), Corollary 4.2, and
Deﬁnition 2.3.
Theorem 4.2. Let  be a BF-basis having the Ward property. An additive
-interval function F is the indeﬁnite H-integral of some integrable function
if and only if F generates an absolutely continuous variational measure VF .
Proof. The “only if” part is Theorem 4.1. In the opposite direction
assume that VF is absolutely continuous. Then Corollary 4.1 and the Ward
property of the basis  imply that the ﬁnite derivative DF exists a.e. on
a b. Then the integrability of DF , with the integral F , follows by stan-
dard arguments (see, for example, [5, Theorem 4.4, 16]).
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As an important particular case of a basis satisfying the hypothesis of
Theorem 4.2, we consider the dyadic basis d.
The basis d consists of all pairs I x	, where x ∈ I and I = j/2k j +
1	/2k, for some j and k. The dyadic Henstock integral Hd was studied
in many papers, in particular in connection with some problem in dyadic
harmonic analysis (see [10, 13, 18, 19]). Theorem 4.2 is applicable to the
dyadic basis d since it has the Ward property (see [17, p. 192]) and is
obviously a BF-basis having the p-property.
Corollary 4.3. An additive d-interval function F is the indeﬁnite Hd-
integral of some function deﬁned on 0 1 if and only if F generates an
absolutely continuous variational measure VF .
As for the β	-case of Theorem 3.1, where locally stable bases are con-
sidered, the most interesting applications we know are related to the basis
not having the p-property. For those bases Deﬁnition 4.1 cannot be applied
directly. So, as an example, we consider the symmetric basis for which some
weak form of the partitioning property is known and some modiﬁcation of
Henstock theory is developed (see [24]).
The symmetric basis sym consists of all pairs I x	, where I =
x − h x + h for any positive h. Basis sym is translation invariant
and hence locally stable. Together with continuity of F this gives condition
β	 of Theorem 3.1, Corollary 3.1, and Corollary 4.1. The Ward property
is supplied by Khintchine’s theorem (see [24, Corollary 7.8]). We shall not
recall here all the details of the theory of the symmetric Henstock integral
developed in [24]. We simply take as a deﬁnition of this integral (which
is called R1s 	 in [24]) the following descriptive characterization given by
Theorem 9.34 of [24].
Theorem A. A function f is
(
R1s
)
-integrable on a b if and only if there
exists a function F that is deﬁned on all a b	, except possibly some countable
set N , such that
(i) lim
h→0 a+h∈Nb−h∈N
Fb− h	 − Fa+ h	 exists,
(ii) VF is σ-ﬁnite,
(iii) VF is absolutely continuous with respect to the Lebesgue measure,
(iv) F ′ = f a.e.
In that case ∫ b
a
f x	dx = lim
h→0
a+h∈Nb−h∈N
Fb− h	 − Fa+ h	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(By VF we understand here the variational measure generated by the
interval function associated to the point-function F .)
Applying Corollary 3.1 and Corollary 4.1 (with condition (β)) to the basis
sym and using Theorem A we can give the following characterization of
continuous R1s 	-primitives.
Corollary 4.4. A continuous additive interval function F is the indeﬁnite
R1s 	-integral of some integrable function on a b if and only if F generates
an absolutely continuous variational measure VF .
Of course Theorem 3.1 leaves open the question of whether, for the basis
sym, the absolute continuity of VF implies its σ-ﬁniteness in the general
case (without the continuity assumption). The same refers to Corollary 4.4.
5. CONTINUITY OF δ-VARIATION
AND APPLICATION
TO THE PERRON INTEGRAL
It is known (see, for example, [15]) that, under some natural assumption,
for any differentiation basis with the partitioning property the Henstock-
type integral is equivalent to the Perron integral deﬁned in terms of the
same basis. But this equivalence is related to the deﬁnition of the Perron
integral in which major and minor functions are not supposed to be contin-
uous. In [4] we have used the continuity of δ-variation to construct contin-
uous Perron major and minor functions and to prove in this way that the
n-dimensional Perron integral with respect to the full interval basis deﬁned
by continuous major and minor functions is equivalent to the one deﬁned
by major and minor functions which are not supposed to be continuous.
In this section we are extending this result (in the one-dimensional case)
to some more general bases including BF-bases. At the same time for some
classical bases such as the symmetric basis or the approximate basis we get
only partial results assuming the continuity of the indeﬁnite integrals. So the
question of whether we get an equivalent deﬁnition of the Perron integral
by taking into account only continuous (with respect to the basis) major
and minor functions is still open in the general case (see [6, p. 202]) and in
the case of those particular bases (see [11, p. 267]).
We need the following modiﬁcation of the deﬁnition of δ-variation. Given
a -interval function τ, a set E ⊂ a b, and a gage δ, we can consider the
δ-variation deﬁned by (3) as an interval function if for any interval I ∈ 
we put
V δI	 = Varδ τ E I	 = sup
{ ∑
J x	∈π
τJ	  π ⊂ δE ∩δI	
}
 (8)
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Whenever E ∩ I = , we deﬁne V δI	 = 0. Clearly, for each ﬁxed E, the
interval function V δI	 is non-negative and superadditive.
Theorem 5.1. Let for a basis  and an interval function τ at least one
of the following conditions be satisﬁed:
φ	  is a BF-basis and τ is -continuous at a point x ∈ a b;
ψ	 τ is  -continuous at a point x ∈ a b.
Then for a ﬁxed set E ⊂ a b and a ﬁxed gage δ the interval function V δI	
is  -continuous at the point x whenever it is ﬁnite in some neighbourhood of
this point.
Proof. The case φ	 was considered in [4]. We repeat the proof adjusting
it to the case ψ	. Let ε > 0. We have to prove that there exists η > 0 such
that V δA	 < ε for each A under condition Ax	 ∈ ηx
Since τ is  -continuous at x we can choose η1 > 0 such that
τJ	 < ε
4
for any J x	 ∈ η1x (9)
Let η2, 0 < η2 < η1, be chosen so that V δ is ﬁnite on K = x−η2 x+η2.
Consider a partition
π = I y	 ⊂ δE ∩δK	
such that ∑
π
τI	 > V δK	 − ε
4
 (10)
Then there can be no more than two intervals from π which contain x. Let
Ji i = 1 2, be such intervals. Now we can take η > 0 such that η ≤ η2
and the interval x− η x+ η	 does not intersect any other intervals of π
beside Ji.
Since x ∈ Ji and Ji ⊂ K ⊂ x− η1 x+ η1	, we have Ji x	 ∈ η1x.
Then by (9)
τJi	 <
ε
4
 i = 1 2 (11)
Let π1 = π \
⋃2
i=1Ji x	. By (11)∑
π1
τI	 >∑
π
τI	 − ε
2
 (12)
Now let Ax	 ∈ ηx. We claim that V δA	 < ε. Indeed the condition
V δA	 ≥ ε for some A implies the existence of a partition π2 ⊂ δE ∩
δA	 such that ∑
π2
τI	 > V δA	 − ε
4
≥ 3ε
4
 (13)
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Note that π1 ∪ π2 ⊂ δE ∩δK	. Then, using (10), (12), and (13), we
get the contradiction
V δK	 ≥∑
π1
τI	 +∑
π2
τI	 > V δK	 − ε
4
− ε
2
+ 3ε
4
= V δK	
To apply this result to constructing continuous Perron major and minor
functions we recall the deﬁnition of the Perron integral with respect to a
basis  (see [15]).
Let f be a point function on a b. Suppose that a basis  has the
p-property. An interval function M (resp. m) is called a -major (resp. -
minor) function of f on a b if it is superadditive (resp. subadditive) and
the lower (resp. upper) derivative with respect to  satisﬁes the inequality
DMx	 ≥ f x	 resp Dmx	 ≤ f x		 for all x ∈ a b
A function f is said to be P-integrable (resp. P
c
-integrable) on a b
with respect to basis  if
−∞ < inf
M
Ma b	 = sup
m
ma b	 <∞
where “inf” is taken over all -major functions (resp. -continuous -
major functions) M and “sup” is taken over all -minor functions (resp.
-continuous -minor functions) m. The common value is denoted by
P	
∫
a b
f
(
resp Pc	
∫
a b
f
)
and is called the P-integral (resp. P
c
-integral) of f over a b. Since f is
also integrable on each -interval I ⊂ a b we can deﬁne FI	 = P	
∫
I f
(resp. = Pc	
∫
I f ) to be the indeﬁnite integral of f .
The indeﬁnite P-integral (and also the P
c
-integral) is an additive -
interval function which is -continuous at each point of a b.
It is easy to check that for bases with the p-property the H-integral is
equivalent to the P-integral (see [15]). We use Theorem 5.1 to show that
for any BF-basis the H-integral is equivalent also to the P
c
-integral.
Theorem 5.2. Let  be a BF-basis on a b having the p-property. Then
H-, P-, and P
c
-integrals are equivalent.
Proof. It is enough to prove that H-integrability implies P
c
-integrabi-
lity. Let F be the indeﬁnite H-integral and let E be the set of all points
at which DFx	 does not exist. The set E is negligible. Fix arbitrary ε > 0
and take a gage δ for which Varδ FE	 < ε (it follows from the absolute
continuity of VF ensured by Theorem 4.1). Consider V δ deﬁned by (8)
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with F instead of τ. We show that M = F + V δ and m = F − V δ are
-continuous -major and -minor functions for the function
f x	 =
{
DFx	 if x ∈ a b \ E,
0 if x ∈ E.
Superadditivity of V δ and additivity of F imply that M is superadditive and
m is subadditive. M and m are -continuous, because F is -continuous
at each point and because condition (φ) of Theorem 5.1 is fulﬁlled for F .
For I x	 ∈  we obviously have V δI	 ≥ FI	 and hence DMx		 ≥
0 = f x	 and Dmx		 ≤ 0 = f x	 if x ∈ E. Besides V δI	 ≥ 0 for all I.
Hence DMx		 ≥ DFx	 = f x	 and Dmx		 ≤ DFx	 = f x	 if
x ∈ a b \E. Therefore M and m are a pair of -continuous -major/-
minor functions for which
Ma b	 −ma b	 = 2V δa b	 < 2ε
As ε is arbitrary, we infer that f is Pc-integrable on a b and F is its
indeﬁnite Pc-integral.
The dyadic basis can be taken as a particular example of a basis for which
Theorem 5.2 holds.
Now we give some examples of application of the case ψ	 of
Theorem 5.1. We consider ﬁrst the Approximate Integral. The usual
Approximate Perron Integral (AP-integral) and the equivalent Approxi-
mate Henstock Integral (AH-integral) (see [11]) are not, strictly speaking,
integrals with respect to a basis (see deﬁnitions above). But we can use
here the following equivalent deﬁnition given by Gordon in [10] which
suits our purposes.
Let  = Sxx∈ab be a collection of measurable sets in a b such that
x ∈ Sx and x is a point of density of Sx. The collection  deﬁnes a basis
 consisting of all pairs c d x	 such that c d ∈ Sx and x ∈ c d. For
this basis we can deﬁne, as above, the H - and the P -integral.
Proposition 5.1. If a function f is P -integrable with a  -continuous
indeﬁnite P -integral, then for any ε > 0 there exists a pair Mm of
 -continuous  -major/ -minor functions of f such that Ma b	 −
ma b	 < ε.
Proof. We can follow the lines of the proof of Theorem 5.2. Theorem 4.1
can be applied and the other properties of the indeﬁnite H -integral that
we need, the p-property of  included, can be found in [10]. While apply-
ing Theorem 5.1 we are to replace condition φ	 by condition ψ	.
An analogous proposition can also be stated for the AP-integral if we
deﬁne it in terms of superadditive major functions and subadditive minor
functions (we will see below that in such a way we get an equivalent
deﬁnition).
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Proposition 5.2. If a function f is AP-integrable with an  -continuous
indeﬁnite AP-integral, then for any ε > 0 there exists an  -continuous super-
additive AP-major function and an  -continuous subadditive AP-minor
function such that Ma b	 −ma b	 < ε.
Proof. Denote for the moment the approximate Perron integral deﬁned
in terms of superadditive (subadditive) major (minor) functions by the A˜P-
integral. It is clear that A˜P ⊃ AP . It can be shown in a standard way (see
[15]) that the A˜P-integral is included in the AH-integral which is known
to be equivalent to the AP-integral (see [11]). So we have
A˜P ⊃ AP = AH ⊃ A˜P
and hence A˜P = AP = AH. It is proved in [14] that the AH-integral and
the H -integral are equivalent. So we have
A˜P = AP = AH = H = P 
Now notice that for the approximate upper derivative Dap and lower deriva-
tive Dap adjusted to the case of an interval function F we obviously have
DapFx	 ≤ D Fx	 and DapFx	 ≥ D Fx	 (14)
If f is AP-integrable then it is also P -integrable. Hence by the previ-
ous proposition, we can construct for it the pair Mm of  -continuous
 -major/ -minor functions such that Ma b	 −ma b	 < ε. Then
applying the inequalities (14) to m and toM , respectively, we get thatMm
is the required pair.
The symmetric basis sym which gives another example of an application
of the case ψ	 of the Theorem 5.1 was in fact already considered in [22],
where a version of Theorem 5.1 was proved for this particular basis and a
construction of continuous major and minor functions was given.
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