The emergence of smart meters has fostered the collection of massive data that support a better understanding of consumer behaviors and better management of water resources and networks. The main focus of this article is to analyze consumption behavior over time; thus, we first identify the main weekly consumption patterns. This approach allows each meter to be represented by a categorical series, where each category corresponds to a weekly consumption behavior. By considering the resulting consumption behavior sequences, we propose a new methodology based on a mixture of nonhomogeneous Markov models to cluster these categorical time series. Using this method, the meters are described by the Markovian dynamics of their cluster. The latent variable that controls cluster membership is estimated alongside the parameters of the Markov model using a novel classification expectation maximization algorithm. A specific entropy measure is formulated to evaluate the quality of the estimated partition by considering the joint Markovian dynamics. The proposed clustering model can also be used to predict future consumption behaviors within each cluster. Numerical experiments using real water consumption data provided by a water utility in France and gathered over 19 months are conducted to evaluate the performance of the proposed approach in terms of both clustering and prediction. The results demonstrate the effectiveness of the proposed method.
RELATED WORK
Analyzing user behavior using Markov models has been widely studied in application domains such as energy, transport, and Web traffic analysis. In Cadez et al. [9] , the authors analyzed the navigation patterns of Web site users. The proposed approach partitioned users into clusters in which the users shared similar navigation paths through the site. To consider dynamic user behavior, the authors used a mixture of first-order Markov models. Each state of the Markov model corresponded to a page category that a user could visit. The authors showed that some higherorder dependencies can also be captured using the mixture mechanism. Finally, the visualization results confirm the appropriateness of using Markov mixture models to cluster categorical time series. In contrast to this model, our proposed approach assumes the model to be input dependent.
The consumption behavior of energy consumers has been analyzed in several different research works [22, 33] . In Wang et al. [33] , symbolic aggregate approximation was used in conjunction with the Markov models to reduce the scale of the data and to model the dynamic behavior of consumers using transition matrices. To partition consumers in different groups, a density-based clustering technique (CFSFDP) was used that takes as input the dissimilarity matrix obtained by the Kullback-Liebler distance between each pair of transition matrices. The consumption behavior of an adjacent time period is analyzed for different groups throughout an entropy measure. However, this work did not study the influence of exogenous factors on consumption behaviors. A methodology based on an encoding system with a preprocessed load shape dictionary was proposed in Kwac et al. [22] . The load shape information of energy consumers was used to classify households with regard to extracted features such as an "entropy of shape" code that measures consumption variability. This study derived five sample programs and policy-relevant energy lifestyle segmentation strategies.
To analyze the behavior of public transport users and predict their future trajectories, the authors of Yang et al. [35] proposed clustering users into three categories (regular, variable, and irregular) based on a spatiotemporal entropy measure and the k-means algorithm. They investigated Markov models and their hidden extensions to predict individuals' future movements within different predefined time periods throughout a day (morning, afternoon, evening, and night). The latency time (the amount of time spent at a place after exiting a metro station) and users' current locations were considered as inputs to the model. The results of a comparison indicated that the hidden Markov models were able to achieve better prediction accuracy. This model differs from ours because we used a model-based algorithm for clustering that considers the temporal dynamics of consumption behaviors. In this way, context-based clusters can be identified rather than performing grouping based on a regularity measure.
As discussed earlier, few works have studied user behavior while considering the joint Markovian dynamics. In most of the developed methods consumption patterns are clustered regardless of exogenous factors. Furthermore, to capture the consumption behavior dynamics, clustering and modeling are typically performed in two separate stages. To fill these gaps, this article presents an integrated methodology based on a mixture of nonhomogeneous Markov models that merges clustering and modeling into a single uniform platform. In this platform, each transition between an adjacent pair of consumption behaviors (called states) is assumed to be dependent on some exogenous variables.
The contributions of this study can be summarized as follows:
• The categorical water consumption series extracted from a real-world dataset are classified using a clustering approach based on a mixture of nonhomogeneous Markov models. • The consumption behavior dynamics related to each identified cluster are visualized using appropriate graphical representations and a quantitative metric. • Future consumption behaviors are predicted for each cluster. 
METHODOLOGY
The proposed methodology for clustering and forecasting the consumption behaviors consists of the different phases shown in Figure 1 . The consumption profiles are normalized in a preprocessing step. The typical consumption patterns are extracted from the normalized consumption profiles, and the sequences of these patterns are used to construct a new categorical database. In this way, each meter in this categorical dataset is represented by the evolution of its users' consumption behaviors (categorical states). Next, the consumption behavior dynamics are modeled using a mixture of nonhomogeneous Markov models, leading to the estimation of a latent variable that encodes the class membership. Finally, future consumption behaviors are predicted within each cluster. These phases are described in the following sections.
Data and Preprocessing
The dataset analyzed in this article stems from 2,000 meters located in suburban areas of Paris, France. The dataset covers a 19-month consumption period: from January 26, 2015, to July 24, 2016. Data collection is performed hourly using automatic meter reading (AMR) [26] , and the meters mainly reflect both individual and collective housing. The data collected from the smart meters exhibit a significant number of missing values due to meter malfunctions or erroneous readings. A pretreatment stage is applied to address these missing consumption values. However, because this article focuses on clustering and prediction of water consumption time series, we do not discuss the specific details of the preprocessing stage.
Depending on the desired forecasting time horizon (short term, medium term, or long term), either daily or weekly profiles can be investigated. In this article, we investigate weekly profiles, as the aim is to be able to forecast the medium-term consumption behaviors (weekly behaviors); however, the proposed approach could also be performed by considering daily profiles. In a similar work [24] , we have used the daily profiles to forecast the short-term consumption behaviors. To analyze the evolution of consumption behaviors of consumers over time, the weekly demand profiles are log normalized. Subsequently, all of the profiles are centered and reduced. The normalization has two main purposes: it scales down the consumption data for all consumers so they present less variability, and it causes them to approach a normal distribution. These normalized data are used as inputs for the next stage.
Apart from the consumption data, this study also considers different exogenous variables such as climatic factors and calendar events. The climatic variables are the temperature and precipitation levels, whereas the calendar variables are public and school holidays.
Data Discretization
To be able to analyze the massive data collected using smart meters, one solution is to reduce the data size. To accomplish this, the normalized weekly consumption curves are discretized using a functional clustering algorithm [31] . The Bayesian information criterion (BIC) [32] is used to select the number of states. As the result of clustering, we identified eight main weekly consumption behaviors or states (K = 8), as shown in Figure 2 , where each cluster center (the solid lines) is visualized with its standard deviation (brighter colors) on the left side, and the corresponding superimposed daily patterns are shown on the right.
Looking at the superimposed daily patterns, the differences between consumption behaviors on weekdays (solid lines) and weekends (dashed lines) can clearly be observed. Note that for states 1 through 5, the morning peaks occur later in time on weekends. State 6 is characterized by a symmetrical consumption behavior on Monday and Friday with respect to Saturday and Sunday. A single peak during weekdays followed by a more consistent consumption during weekends characterizes the state 7, which can be associated with consumption behavior in a commercial activity zone. Finally, state 8 shows higher morning peaks during weekends and probably represents a consumption behavior related to holidays.
The resulted categorical dataset encoding the weekly consumption curves of each residence is shown in Figure 3 . In this figure, each of the identified states (main weekly consumption behaviors) is shown by the corresponding color for each sequence. . . , s i , . . . , s n }, where s i is measured over T different weeks (s i = {s i1 , . . . , s iT }), the proposed model assumes that each series s i is issued from one of G groups. A clustering random variable w = (w 1 , . . . ,w n ) is associated with s where each realization of this random variable w i takes a value in д ∈ {1, . . . ,G}. In each group д, the time series are modeled by a first-order nonhomogeneous Markov model from the input data or entries e [3, 4, 24] . This model has the following property:
NOTATIONS
(
The current state s it depends only on the previous state s it −1 and the input vector e it . A corresponding graphical representation of the proposed mixture model is shown in Figure 4 . In this setting, we have considered that each state s it corresponds to one of the eight identified main weekly consumption behaviors. This model is specified by the following conditional mixture density: 
where p д is the proportion of the cluster д that satisfies G д=1 p д = 1, f д (.) is the distribution associated to the group д, and ϕ д is its set of parameters. The distribution of a time series s i from a group д is given by
with
where the π д s designate the initial input-dependent probabilities whose parameter vector is α д = (α д ) =1, ...,K , and the π д k s designate the input-dependent transition probabilities of partition д whose set of parameters are β д = (β д k ) =1, ...,K . In the following, we call the proposed mixture of joint nonhomogeneous Markov models MixJNMM.
Parameter
Estimation. The optimal parameters are generally obtained by maximizing the log-likelihood
The values of P(s i1 | w i = д, e i1 ; ϕ д ) and P(s it | s it −1 , w i = д, e it ; ϕ д ) are given by Equations (4) and (5), respectively. This criterion cannot be maximized directly. However, one can use the expectation maxi-mization (EM) algorithm [12] to maximize it. Considering the large global data size, we adopted the classification EM (CEM) algorithm [11] for this study because it converges faster than the EM algorithm. Using CEM, both the latent random variable w and the other parameters of the model are estimated by maximizing the following complete data likelihood:
Developing 7, we get the following complete log-likelihood:
for which we have used the following indicator variables to specify the cluster memberships and designate the transitions of the Markov model:
To promote the robustness of the parameter estimation, we add a regularization term to the likelihood function of Equation (8), which leads to the following optimization problem:
where . 2 is the L 2 norm and ξ is a hyperparameter that controls the importance of the regularization term. In the following section, we introduce the proposed CEM algorithm to estimate the parameters of the mixture model.
Proposed CEM algorithm. The CEM algorithm [11] used here is a variant of EM that incorporates a classification step between the E-and M-steps of the EM algorithm. Starting from an initial partition w (0) , the q-th iteration of CEM for the proposed mixture approach is defined as follows:
-E-step. For i = 1, . . . , n and д = 1, . . . ,G, compute the current posterior probabilities τ (q) д (s i ) that s i belongs to cluster д as follows:
given the current parameter estimates ϕ (q) . -C-step. The partition w (q+1) is defined by assigning each observation s i to the cluster that provides the maximum current posterior probability τ ), which leads to
Furthermore, the parameters of the model (α
) can be computed by maximizing the quantity:
where
and
Consequently, the problem (9) can be solved by the following G × (K + 1) separate maximization problems:
In this article, we opted for the Newton algorithm [30] , known in this situation as the iteratively reweighted least squares (IRLS) algorithm [16] . It converges to the optimal solution at a sufficient speed.
Model selection. In the proposed method, the best model is defined as the model with the optimal value of the number of time series clusters G. To select the best model, we use the following integrated classification likelihood (ICL) criterion [6] , which is essentially the ordinary BIC [32] penalized by the entropy
whereφ is the maximum likelihood estimate of the parameter vector ϕ, and ϑ (G) is the number of free parameters in the model, which is given by
where G is the number of clusters, K is the number of states of the variables s it , and m is the dimension of the input vector e it . The ICL values are computed for different numbers of parameters G. Finally, the model with the minimum ICL value is selected.
Forecasting.
After the parameters have been estimated from the training sequence (s 1 , . . . , s T ), the following one-step-ahead forecast permits future state prediction within each group д:
The pseudocode in Algorithm 1 summarizes the proposed MixJNMM approach.
ALGORITHM 1: MixJNMM
Data: (s 1 , . . . , s n ), (e 1 , . . . , e n ). Result: Parameters ϕ; Partition variable w. initialization: G;
using Equation (11) 
д ) and w = w (q ) . end
EXPERIMENTAL RESULTS
We applied the proposed methodology to the previously discussed categorical dataset with the objectives of learning the heterogeneous structure of the consumption behaviors time series and predicting future consumption behaviors with respect to the identified structure. To this end, we used two thirds of the consumption period (12 months of consumption during 2015) and all available exogenous covariates to learn the mixture parameters, including the meter clustering. Then we used the remaining data (corresponding to 7 months of consumption during 2016) to test the forecasting capabilities of the proposed method.
The exogenous variables used are the following climatic factors and calendar events (school holidays or summer vacations):
• T t −1 is the temperature (°C) at the previous timestep, • P t −1 is the precipitation (in mm) at the previous timestep, • C comprises the calendar events (school holidays or summer vacations) encoded using a binary variable at the current timestep, • Y t −1 is the hourly consumption level at the previous timestep.
Although other demographic and socioeconomic information could improve the richness of the analysis, such data were not available at the time of writing. For clustering purposes, all introduced exogenous variables are used as model inputs. However, to examine the influences of these factors on the forecasting capability of the proposed method, the input vector e can contain one or more of these variables. The following two sections describe the results of these stages.
Learning and Clustering
The graphical representation of the proposed method (see Figure 4 ) shows that each meter issues from a conditional mixture density function. To be able to compute this density function for the meters in Figure 5 (a), the number of mixture components should be known beforehand. After this parameter is estimated, the learning procedure can be initiated, and the consumption behavior dynamics can be captured by considering the exogenous factors. Note that we set the hyperparameter ξ to 10 −8 . The following sections examine these steps in more detail by providing the corresponding results.
Number of Components.
The number of components G of the mixture must be set beforehand, as is the case for most unsupervised clustering algorithms. To estimate G for the proposed model, we computed the ICL criterion introduced earlier in the modeling section for a varying number of components G ∈ {1, . . . , 30}. The corresponding results are shown in Figure 6 . A better model is obtained when the associated ICL value is minimum. In Figure 6 , the minimum value of the ICL criterion is highlighted in red and corresponds to G = 13.
Clustering Result.
Running the proposed mixture model with G = 13 allows the identification of the clusters shown in Figure 5 (b). In this figure, the meters (rows) are reorganized to reflect their cluster membership. The identified clusters are separated using horizontal red lines. Note that some clusters are made up of meters with more homogeneous consumption behaviors (e.g., clusters 5 and 8). To analyze the obtained clusters in more depth, the next section introduces some graphical tools and quantitative criteria. 
Clustering Sensitivity with Respect to the Number of States.
In this section, we have conducted a sensitivity analysis of the model quality with respect to the number of states. This analysis is performed using simulated data that are constituted from three main Markovian dynamics (G = 3) and eight states (K = 8). We retrospectively varied the number of states from 2 to 20 increased by steps of 2, an operation that leads to the creation of 10 categorical datasets. Thereafter, using the proposed method (MixJNMM), we have classified the sequences in each of these datasets by fixing G to 3. Finally, we have computed the accuracy between the clustering results obtained on each dataset and the ground truth clusters of the simulated data (Figure 7) . In our case, the accuracy is estimated through the rate of the correctly classified sequences. As can be seen in Figure 7 , the performances do not fluctuate significantly from K = 8. This can be explained by the fact that increasing the number of states (more than eight) may result to the emergence of redundant states, which does not improve the clustering result.
Analysis of the Clustering Results.
One way to represent the obtained clusters is to plot the proportion of states per cluster during the consumption time period and look for significant changes in consumption behavior. In Figure 8 , the state proportions are illustrated for each cluster along with the school holidays and summer vacations, which are surrounded with red and cyan dashed rectangles, respectively. The distinctions between the proportions of the consumption behaviors at different time periods is immediately apparent.
As shown in Figure 8 , the state proportions change significantly during summer vacations for clusters C 1 and C 2 . This change is highlighted by a significant emergence of the eighth state, which has a later morning peak compared to states 1 and 2 (both of which are prevalent in these clusters).
Taking a different case, the meters of cluster C 4 exhibit a double behavior over time-the significant emergence of state 6 after the month of June 2015. Then this state persists until the next summer. The symmetrical behavior of state 6 could be induced by some scheduled task (e.g., a scheduled maintenance operation) undertaken starting from this date.
The more homogeneous clusters (i.e., C 5 and C 8 ) exhibit a stable consumption behavior over time that does not change significantly. Cluster 8 consists mainly of the state 7, which is characterized by a one-peak pattern during weekdays and more constant consumption during weekends. The meters in this cluster may be associated with a commercial activity zone.
To summarize global cluster behavior, we used the estimated Markov model transition matrices. Figure 9 represents the transition matrices associated with 3 of the 13 identified clusters. These are averaged transition matrices over time. As in the case of the time-variant Markov model, the transition probabilities between states belonging to any pair of consecutive timestamps are held in a unique transition matrix. In these matrices, the transition probabilities are encoded using a range of [0, 1]-from white (the lowest probability) to black (the highest probability)-by K =1 π д k = 1. The rows of these matrices indicate the states at time t − 1, whereas the columns indicate the states at time t. In each matrix, the predominant states are surrounded by orange boxes.
By observing the general behaviors of these matrices, we can immediately perceive the difference between homogeneous and less-homogeneous clusters. In homogeneous clusters, the transition probabilities accumulate in a specific zone (e.g., cluster 8), whereas in the less-homogeneous clusters, the transition probabilities are shared between a higher number of states (e.g., clusters 2 and 9).
Considering the transition matrix of cluster 2 (Figure 9(a) ), we can see that there is a high transition probability from all of the states toward state 1, which is one of the predominant states in this cluster. State 8, which is another predominant state in cluster 2 during summer vacations, exhibits a high probability of staying in the same state. To summarize, most of the consumers associated with this cluster change their consumption behavior at the onset of summer vacations and then maintain that same behavior until the summer vacation ends.
Considering the more homogeneous cluster 8 (Figure 9(b) ), most of the transitions are toward state 7, which is the only predominant state in this cluster. The meters associated with this cluster tend not to change their consumption behavior over time, which acts as a confirmation that they belong to a spatial zone with commercial activity.
In addition to graphical representations, using a quantitative metric that measures the variability within clusters can also be helpful. For this purpose, we propose an entropy measure based on Markovian dynamics. For each observation i belonging to a cluster д, the entropy is determined as follows:
where P (д) k (e it ) indicates an input-dependent transition probability from state k to state for meter i belonging to group д. To compute the entropy at the cluster level, the mean entropy over the meters belonging to each cluster are computed as follows: where n д is the number of meters in cluster д. As a result, the entropy measure is independent of the cluster size. Higher entropy values for a cluster д correspond to higher variability in the consumer consumption behaviors associated with that cluster. The entropy distribution of the meters with respect to the clusters of Figure 5 (b) is shown in Figure 10 through boxplots. In addition, the water consumption (in cubic meters) associated with the identified clusters is superimposed over the boxplots and visualized with respect to the right vertical axis. To facilitate the interpretation, we divide the entropy distribution values into the following three regions: (i) low variability (entropy < 2), (ii) medium variability (2 ≤ entropy ≤ 5), and (iii) high variability (entropy > 5).
Looking at the entropy distribution in Figure 10 , clusters 1 and 2 are characterized by medium variability in their consumption behaviors, and their water consumption is much more than that of the other clusters. This confirms the fact that residential housing accounts for a large amounts of water consumption and their behaviors do not change much. In contrast, cluster 4, which encompasses only a few meters, exhibits medium-to-high variability in consumption behavior and has the lowest consumption volume. This follows the interpretation given previously when discussing Figure 8 . We can observe that a very low entropy distribution exists for the homogeneous clusters 5 and 8, which consist mainly of one state; however, cluster 8 includes a higher number of meters and, consequently, a higher consumption volume.
Another interesting pattern that can be observed regarding the entropy is the relationship between cluster size, water consumption volume per cluster, and the variability inside the clusters. In most cases, high variability is associated with the clusters that include fewer meters yet at the same time present a lower consumption volume. These clusters present irregular behaviors over time and can be the subject of further analysis.
Analysis of the Influence of the Context Variables.
To conduct this analysis, we relied on the estimated coefficients of the model to provide more details concerning the influence of the exogenous factors on consumption behaviors. To this end, we have extracted the estimated coefficients β corresponding to climatic variables (i.e., temperature and precipitation) for the most significant transitions of two different clusters (i.e., C 2 and C 9 ). First, let us recall that within a cluster д, the transition probability from a state to a state k is defined by 
.
The coefficients mentioned previously for clusters 2 and 9 respectively are shown in Tables 1  and 2 . In these tables, each value corresponds to the coefficient of the preceding logistic regression model, for a climatic variable, given transitions from the states located in the rows to the states located in the columns. The most significant values are highlighted in bold in these tables. Cluster 2 is dominated by state 8 during the summer period and by state 1 during the remaining period (see Figure 5 (b)). Regarding cluster 9, it is constituted mainly by states 1, 5, and 8.
Looking at Table 1 (a), we can notice a high positive coefficient value for the transitions from state 1 to states 5 and 8. An increase in temperature therefore results in an increase of such transitions (occurring mainly when entering the summer period). Looking at Table 1(b), regarding the precipitation variable coefficients, we can notice a high positive value for the transition from state 8 to state 1, following which an increase in rainfall may lead to an increase of such transitions (occurring mainly when entering the autumn period). Additionally, we can notice the high negative values for transitions from states 1 and 8 to state 2, according to which a low precipitation rate may lead to an increase in such transitions. Table 2 represents the transition coefficients of cluster 9 corresponding to the climatic variables mentioned previously. Looking at Table 2(a), we can notice a high positive value for the transition from state 8 to itself and a high negative value for the transition from state 5 to state 1. This would signify that high temperatures lead to an increasing number of transitions from state 8 to itself and low temperatures lead to an increasing number of transitions from state 5 to state 1. Looking at Table 2(b), we can notice a high positive coefficient value for the transition from state 8 to state 5. It means that a high precipitation rate leads to an increasing number of such transitions for this cluster.
Forecasting
Using the mixture parameters and the input-dependent Markov model transition matrices estimated during the learning process, future consumption behaviors can be predicted within each cluster. As mentioned earlier, we used the first 7 months of data from 2016 to test the performance of the proposed method. Here we provide the details of the experimental setup used to evaluate the performance of the proposed method in terms of the prediction error.
Evaluated
Methods. The performance of the proposed method in terms of forecasting accuracy is evaluated with respect to four other methods:
• The homogeneous Markov model (MM) is a time-independent model and assumes that a single transition matrix summarizes the evolution of consumption behavior dynamics for all the categorical sequences. 
Evaluation Criteria.
To compare the forecasting results, we compute different criteria for each configuration as follows:
• The adjusted Rand index (ARI) [19] is a measure of agreement between two clustering results and is a multiclass criterion. • Accuracy is the percentage of correctly predicted daily consumption behaviors.
• Precision is defined for each category by the rate of correctly predicted instances among the instances affected by this category. • Recall is defined for each category by the rate of correctly predicted instances among the instances of that category. • The F-measure represents the harmonic mean of precision and recall. Table 3 summarizes the comparison results between the aforementioned methods when using different combinations of input variables. Note that no input variable exists for the methods based on the homogeneous Markov model (i.e., MM and MixMM) because it is inherently time invariant. The evaluation results obtained by each criterion appear as bars inside each associated table cell. All of the evaluated criteria can take values within [0, 1], where 1 indicates the best performance. The bar lengths are designed to be proportional to the values of the metrics and to facilitate the interpretation of the results. The best performances are highlighted with red bars.
Comparisons.
By looking at this table, we can see that the methods depending on the homogeneous Markov chains (MM and MixMM) achieve low forecasting precision levels. In contrast, the models that take exogenous factors as input (JNMM, K-means+JNMM, and MixJNMM) obtain their best results when the input vector e includes all available covariates (temperature, precipitation, calendar events, and consumption level). Figure 8 illustrated how calendar events can affect consumer consumption behavior over time.
The proposed MixJNMM method obtains the best prediction results. The proposed method may give better results due to the presence of heterogeneous latent structure among the different categorical time series. The mixture property of the proposed method allows for the proper identi- fication of this structure. Its Markovian property provides us with the ability to capture the joint dynamics (state-state and state-input) of the consumption behaviors. Figure 11 provides greater detail concerning the forecasting results when using the proposed method. In this figure, the prediction errors are measured for each identified cluster and are expressed as percentages. We can see that the prediction error changes significantly between clusters. For the clusters that exhibit homogeneous consumption behaviors over time (i.e., clusters 5 and 8), the prediction error remains very low. In contrast, as the consumption behavior variability increases inside the clusters, the prediction error also increases.
DISCUSSION AND CONCLUSION
In this article, we propose a novel methodology based on a mixture of Markov models for analyzing consumer behavior. Using the methodology proposed in this study, categorical time series representing sequences of consumption behaviors were classified into homogeneous groups while considering the joint Markovian dynamics. Subsequently, we predicted the future consumption behaviors of each identified cluster using a set of input variables and cluster-specific estimated parameters. The numerical and graphical evaluations on a real-world dataset demonstrated the effectiveness of the proposed methodology for clustering and forecasting of water consumption time series. In this article, we have analyzed weekly consumption behaviors; however, the proposed method could potentially be extended to treat daily behaviors and can also be applied to other application domains involving categorical time series.
The proposed method allows clustering of water consumers and forecasting of their future consumption habits. This method can help water utilities in different ways to better manage the water network. By clustering the consumers in different groups, inside which they share similar Fig. 11 . Prediction error with respect to the clusters using the proposed MixJNMM and the following inputs: temperature, precipitation, and calendar events. consumption habits, it can accelerate the decision-making process and forecasting the future consumption habits could be necessary in some critical conditions such as a drought period for better distribution of this valuable resource. It also provides water utilities with the ability of targeting a group of consumers based on their consumption behavior dynamics.
As an insight for future works, to improve the forecasting accuracy of the proposed method, the transition dynamics can be learned on a set of homogeneous segments in each cluster. It requires the model modification, following which each segment should be composed of adjacent time instants to respect the time dependence constraint of the proposed method. Additionally, spatial localization of smart meters may be used in future works to expand the analysis of consumption behaviors and to assign spatial implications to clusters. The proposed method may also be adapted to detect consumption behavior changes and conduct change analyses.
