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1 Introduction
In [Bou85], Bourgain proved the following theorem:
Theorem 1.1. [Bou85][proof of Proposition 2] Let (V,E) = G ∼ G(N, p),
where G(N, p) is the Erdo˝s-Re´nyi random graph on N vertices. There are con-
stants C,K such that if p = C ln(N)
N
, then with high probability (i.e., the proba-
bility approaches 1 as N goes to ∞), for every map g : V → H, where H is a
Hilbert space, the following holds:(
max
u,v∈V
‖g(u)− g(v)‖
d(u, v)
)(
max
u,v∈V
d(u, v)
‖g(u)− g(v)‖
)
≥ K ln(N)
ln(ln(N))
,
where ‖.‖ denotes the norm in the Hilbert space and d the graph metric in G.
The left hand side of the inequality in the above theorem is sometimes called
the metric distortion of g. It is natural to ask is there a high dimensional ana-
logue of the above theorem regarding high dimensional distortion of simplicial
complexes. To answer this question, one must first define what is high dimen-
sional distortion. In [Dot14], Dotterrer suggested a possible definition of high
dimensional distortion in simplicial complexes. In this paper, we suggest a dif-
ferent definition, which is inspired by the work of Dotterrer, yet very different
in nature. We use this definition to prove an analogue of Bourgain’s theorem
which is stated below, after some necessary definitions.
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Definition 1.2. Fix k ≥ 0. Let X be a simplicial complex complete k-skeleton
(i.e., any k + 1 vertices of X form a k-simplex).
1. A (k + 1)-gallery in X is a sequence of (k + 1)-dimensional simplices in
X, σ1, ..., σl such that for every 1 ≤ i ≤ l− 1, |σi ∩ σi+1|= k + 1.
2. Given η0 = {u0, ..., uk}, eta1 = {v0, ..., vk}, we shall say that a (k + 1)-
gallery σ1, ..., σl connects η0 and η1 if η0 ⊂ σ0, η1 ⊂ σl, i.e., η0 is a face
of σ0 and η1 is a face of σl. X will be called (k + 1)-gallery connected, if
for every two simplices {u0, ..., uk}, {v0, ..., vk} are connected by a (k+1)-
gallery.
3. For any set of vertices S = {u0, ..., uk+1}, we will say that a set F of
(k + 1)-simplices is (k + 1)-gallery filling of S if every subsets
{u0, ..., ûi, ..., uk+1}, {u0, ..., ûj, ..., uk+1}
are connected by a (k + 1)-gallery of simplices of F . Define the (k + 1)-
gallery filling number of S as
Fillk+1(S) = min{|F |: F ⊆ X(k+1), F is (k+1)-gallery filling of A}.
To make sense of the above definitions, the reader should consider the case
where k = 0 (i.e., where X is a graph). In this case a 1-gallery is just a path in
the graph and for every two vertices u, v,
Fill1({u, v}) = d(u, v).
Using the above definitions we show the following:
Theorem 1.3. Let X ∼ Xk+1(N, p), where Xk+1(N, p) is the Linial-Meshulam
random complex. There are constants C,K such that if p = C ln(N)
N
, then with
high probability (i.e., the probability approaches 1 as N goes to ∞), for every
map g : X(0) → H, where H is a Hilbert space and X(0) are the vertices of X,
the following holds:(
sup
1≤j0<...<jk+1≤N
Fillk+1(vj0 , ..., vjk+1)
V olk+1(conv(g(vj0 ), ..., g(vjk+1)))
)
·(
sup
1≤j0<...<jk+1≤N
V olk+1(conv(g(vj0 ), ..., g(vjk+1))
Fillk+1(vj0 , ..., vjk+1))
)
≥ K ln(N)
ln(ln(N))
,
where V olk+1(conv(g(vj0 ), ..., g(vjk+1))) denotes the (k+1)-volume of the convex
hull of g(vj0), ..., g(vjk+1).
The reader should note that when k = 0, X1(N, p) is the Erdo˝s-Re´nyi ran-
dom graph and we reproduce the theorem of Bourgain stated above.
Remark 1.4. We note that theorem 1.3 is a ”watered-down” version of the
more general (but harder to state) theorem 6.3 proven below. In fact, this paper
tries to quantizes a distortion phenomenon which does not occur for graphs - we
try to measure the distortion of k-spheres in X when they are mapped smoothly
(but not necessarily affinely) into H. The definition of distortion becomes non-
trivial, because one should consider how much a sphere is twisted by the map.
Hopefully, this remark will become clearer to the reader after reading section 2
below.
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The structure of this paper. Section 2 introduces our definition of higher
dimensional distortion. We tried our best to break it down to its components
in order to make it easy for the reader. Section 3 and section 4 both contain
background material needed for the proof of our main technical result: section
3 introduces high dimensional Laplacians and section 4 deals with polytope
boundaries and Stokes’ theorem. Section 5 contains our main technical result
which is a method to give a lower bound on the distortion. In section 6, we
apply our technical result to obtain a lower bound on the distortion of Linial-
Meshulam random complexes.
2 High dimensional distortion - suggested defi-
nition
Let us start by describing a general scheme for the definition of k-distortion.
Basically, the idea is to compare two notions of filling and compare them. We’ll
start with the following definition:
Definition 2.1. An abstract k-dimensional simplicial complex S will be called a
k-dimensional polytope boundary, if there is a convex (k + 1)-dimensional poly-
tope PS in R
k+1 such that the boundary of PS (when considered as an abstract
simplicial complex) is isomorphic to S.
Next, we’ll compare the filling of k-dimensional polytope boundaries:
1. Let X be a simplicial complex X of dimension n1 , let 0 ≤ k < n and let
S be a k-dimensional polytope boundary in X . The (k + 1)-filling of S
inside X , denoted Fillk+1(S) should be defined such that:
• 0 ≤ Fillk(S).
• In the k = 0, where S = {v0, v1} (where v0, v1 are vertices of X) the
definition of Fill0(S) should be the distance in the 1-skeleton of X
between v0 and v1.
2. Let 0 ≤ k be an integer, H be a Hilbert space. First, one should de-
fine a class of admissible maps f : S → H where S is a k-dimensional
polytope boundary. Next, for a k-dimensional polytope boundary S and
an admissible map f : S → H , the (k + 1)-filling of f(S) in H , denoted
Fillk+1,H(f(S)), should be defined such that:
• 0 ≤ Fillk+1,H(f(S)).
• In the k = 0, where S = {x0, x1} and f(S) = {f(x0), f(x1)} is a
set of two points in H , the definition of Fill0,H(f(S)) should be the
Euclidean distance between f(x0) and f(x1).
3. Let X be a simplicial complex of dimension n, 0 ≤ k < n and H be a
Hilbert space. Fix a set S of k-dimensional polytope boundaries in X . A
map f : X → H will be call admissible with respect to S, if the restriction
of f on every k-dimensional simplicial sphere S ∈ S is admissible. For
1
X should fulfil some conditions to be specified later.
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a map f : X → H that is admissible with respect to S, define the k-
distortion of f with respect to S as
distork,S(f) = sup
S∈S
Fillk+1,H(f(S))
Fillk+1(S)
sup
S∈S
Fillk+1(S)
Fillk+1,H(f(S))
.
The scheme for defining distork,S(f) stated above is of course very broad,
since one can choose Fillk+1, F illk+1,H to be almost anything when k ≥ 1 (most
the choices wouldn’t be interesting). We specified the above scheme to give the
reader a sense of where we are going, before going in to the specific definitions,
which can be a little technical.
2.1 Filling in a simplicial complex
Definition 2.2. Let X be a simplicial complex of dimension n.
1. For −1 ≤ k ≤ n, denote by X(k) the set of all k-dimensional simplices in
X. Also, denote by Σ(k) the set of all ordered k simplices.
2. For 1 ≤ k ≤ n − 1, a (k + 1)-gallery in X is a sequence of (k + 1)-
dimensional simplices σ1, ..., σl such that for every 1 ≤ i ≤ l− 1, σi ∩σi+1
is a simplex of dimension k.
3. Given η0, η1 ∈ X(k), we shall say that a (k + 1)-gallery σ1, ..., σl connects
η0 and η1 if η0 ⊂ σ0, η1 ⊂ σl, i.e., η0 is a face of σ0 and η1 is a face of
σl. X will be called (k + 1)-gallery connected, if for every two simplices
η0, η1 ∈ X(k) are connected by a (k + 1)-gallery.
4. For η0, η1 ∈ X(k), we will say that a set F ⊆ X(k+1) (k + 1)-gallery
connects η0 and η1 if there is a (k + 1)-gallery, σ1 ∈ F, ..., σl ∈ F , that
connects η0 and η1.
5. Define the (k + 1)-gallery distance on X(k) as
dk+1(η0, η1) = min{l : ∃a (k+1)-gallery σ1, ..., σl that connects η0 and η1}.
6. For any set S ⊆ X(k), we will say that a set F is (k + 1)-gallery filling of
S if for every η0, η1 ∈ S we have that F ⊆ X(k+1) (k+1)-gallery connects
η0 and η1. Define the (k + 1)-gallery filling number of S as
Fillk+1(S) = min{|F |: F ⊆ X(k+1), F is (k+1)-gallery filling of A}.
As mentioned above, we shall only consider the case where S is a k-
dimensional polytope boundary.
Remark 2.3. Notice that when k = 0 and S = {v0, v1} we have that Fill0(S)
is the path distance in the 1-skeleton of X.
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2.2 Projection volume and filling in a Hilbert space
Let Ωl be a l-dimensional compact oriented manifold with piecewise smooth
boundary (see remark below) embedded in Rm (obviously, l ≤ m). Fix a coor-
dinate system (x1, ..., xm) of R
l and define the projection volume of Ωl as:
volproj(Ω
l) =
√√√√ ∑
1≤i1<i2<...<il≤m
(∫
Ωl
dxi1 ∧ dxi2 ∧ ... ∧ dxil
)2
.
Remark 2.4. The definition of a manifold with piecewise smooth boundary
can be found in [AMR88][Definition 7.2.18]. The key fact about manifold with
piecewise smooth boundary is that Stokes’ theorem holds (see [AMR88][Theorem
7.2.20]).
Proposition 2.5. For Ωl as above, let vol(Ωl) denote the l-dimensional volume
of Ωl, then
vol(Ωl) ≥ volproj(Ωl).
Proof. By definition we have that(
vol(Ωl)
)2
=
∫
Ωl
√ ∑
1≤i1<...<il≤m
(dxi1 ∧ ... ∧ dxil)2
2
=
∫
Ωl
√ ∑
1≤i1<...<il≤m
(dxi1 ∧ ... ∧ dxil )2
∫
Ωl
√ ∑
1≤i1<...<il≤m
(dyi1 ∧ ... ∧ dyil)2
≥(CS)
∫
Ωl
∫
Ωl
 ∑
1≤i1<...<il≤m
dxi1 ∧ ...∧dxil
 ∑
1≤i1<...<il≤m
dyi1 ∧ ...∧dyil

= (volproj(Ωl))
2
Next, we’ll note that volproj(Ω
l) actually depends only on the boundary of
Ωl:
Proposition 2.6. Let Ωl as above, then
(volproj(Ω
l))2 =
∑
1≤i1<i2<...<il≤m
(∫
∂Ωl
xi1dxi2 ∧ ... ∧ dxil
)2
.
Proof. As mentioned above Stokes’ theorem holds for manifolds with piecewise
smooth boundary according to [AMR88][Theorem 7.2.20]. Therefore, for any
choice of 1 ≤ i1 < i2 < ... < il ≤ m we have that∫
∂Ωl
xi1dxi2 ∧ ... ∧ dxil =
∫
Ωl
dxi1 ∧ dxi2 ∧ ... ∧ dxil ,
and the proposition follows.
This give raise to the following definitions:
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Definition 2.7. A compact set B ⊂ Rm will be called a (l − 1)-dimensional
piecewise smooth boundary, if it is a boundary of a l-dimensional manifold with
piecewise smooth boundary. For B ⊂ Rm which is a (l−1)-dimensional piecewise
smooth boundary define the following quantities:
1. Enclosed projection volume of B defined as
EnV olproj(B) =
√√√√ ∑
1≤i1<i2<...<il≤m
(∫
B
xi1dxi2 ∧ ... ∧ dxil
)2
= volproj(Ω),
where Ω is any smooth manifold such that ∂Ω = B.
2. Enclosed volume of B defined as
EnV ol(B) = inf
∂Ω=B
vol(Ω),
where the infimum is taken over all l-dimensional compact oriented man-
ifold with piecewise smooth boundary.
Remark 2.8. Note that by proposition 2.5, we always have that
EnV ol(B) ≥ EnV olproj(B).
Also note that if there is Ωl with ∂Ωl = B and an affine l-dimensional subspace,
A such that Ωl ⊂ A, then EnV ol(B) = V ol(Ωl) = EnV olproj(B). In particular,
if B = {x0, x1} ⊂ H is a 0-dimensional boundary, then there is always a line
segment connecting x0 and x1 and EnV ol(B) = dist(x0, x1), where dist is the
usual Euclidean distance in H.
We should also remark that there are other examples of boundaries B where
EnV ol(B) = EnV olproj(B) that does not satisfy the condition above. Consider
for instance, B to be the boundary of two (full) triangles glued along an edge
with dihedral angle of pi2 .One can easily verify that EnV olproj(B) is just the sum
of the area of the two triangles. While the gluing of the two full triangle is not
a smooth manifold, it can be approached by a sequence of smooth manifolds and
therefore EnV ol(B) = EnV olproj(B).
Next, will use EnV olproj(B) as our notion of filling in a Hilbert space:
Definition 2.9. Let S be a k-dimensional polytope boundary and H be a Hilbert
space. Fix PS ⊂ Rk+1 and an identification between the boundary of PS and
S. A map f : S → H will be called admissible if the is an open neighbourhood
U ⊂ Rk+1 of PS such that f can be extended to f˜ : U → H such that:
1. There is a subspace Rm such that f˜(U) ⊂ Rm.
2. f˜ : U → Rm is a smooth map.
Note that by above definition, f(PS) is a manifold with piecewise smooth bound-
ary and f(S) is a piecewise smooth boundary. Given an admissible map f : S →
H, define the (k + 1)-filling of f(S) to be EnV olproj(S):
Fillk+1,H(f(S)) = EnV olproj(S).
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Remark 2.10. The reader should note that EnV olproj(f(S)) is defined even
in cases where f is not admissible. In fact, all our main results hold when
EnV olproj(f(S)) is defined and f is not admissible. However, we choose to
restrict ourselves to cases in which f is admissible, because in those cases we
can compare our definition of distortion to more intuitive terms - see discussion
below.
2.3 High dimensional distortion of a simplicial complex
After the preceding definitions we are ready give an explicit definition of high
dimensional distortion of a simplicial complex.
Definition 2.11. Let X be an n-dimensional simplicial complex and let S be a
set of k-dimensional polytope boundaries in X for some 0 ≤ k ≤ n− 1. Assume
that X is (k + 1)-gallery connected.
1. A map f : X → H where H is a Hilbert space will be called admissible with
respect to S (or S-admissible) if the following holds for any choice of {PS :
S ∈ S}, f is admissible on S. To be specific for every S ∈ S, there are US
an open neighbourhood of PS and an extension f˜S : U → H of f such that
the conditions of definition 2.9 are fulfilled. As a matter of convenience
we denote by Rm the subspace of H that contains
⋃
S∈S f˜S(US).
2. Define the k-distortion with respect to S of an S-admissible map f : X →
H to be:
distork,S(f) = sup
S∈S
Fillk+1,H(f(S))
Fillk+1(S)
sup
S∈S
Fillk+1(S)
Fillk+1,H(f(S))
.
The above definition of distortion needs some justification. In order to con-
vince the reader in captures some essence of distortion we shall introduce some
more intuitive (and naive) definition of distortion:
Definition 2.12. Let X, S and k as above. For an S-admissible map f : X →
H we define the the k-volume distortion of X with respect to S as follows:
V ol − distork,S(f) = sup
S∈S
EnV ol(f(S))
Fillk+1(S)
sup
S∈S
Fillk+1(S)
EnV ol(f(S))
.
The volume distortion can be easily understood as follows: assume that there
is a constant C such that
C ≥ sup
S∈S
EnV ol(f(S))
Fillk+1(S)
.
Consider σ ∈ X(k+1), denote the combinatorial boundary of σ as ∂σ, where
here we mean that ∂σ is just the union of all the k-faces of σ. Note that ∂σ is
a k-dimensional polytope boundary in X . Assume that S is chosen such that
∂σ ∈ S. Therefore, for every σ ∈ X(k+1), we have that
C ≥ EnV ol(f(∂σ))
Fillk+1(∂σ)
.
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On the other hand, by definition we have that Fillk+1(∂σ) = 1, therefore for
σ ∈ X(k+1), C ≥ EnV ol(f(∂σ)). For some S, if our job was just to cover
a Ω manifold bounded by f(S) by sub-manifold of volume C, the number of
manifolds that we would is about V ol(Ω)
C
. So if
Fillk+1(S)
EnV ol(f(S))
>>
1
C
,
for some S it means that we are mapping a set which is a (k + 1)-filling of S
in a far from optimal way. Therefore if V ol − distork,S(f) >> 1, we should
consider this a map distorting the (k+1)-volumes. The reader should compare
the situation to a metric distortion of a graph.
However, volume distortion fails to capture some aspects that one may want to
consider when thinking about distortion when k > 0. Consider the following
example - let X be a complex that is just a single 2-dimensional simplex (and
its faces). Let S be the 1-dimensional boundary of the 2-dimensional complex
of X . Consider map that f ′ : S → R3 that sends S to a figure 8 in the xy
plane and let f : S → R3 be a small perturbation of f ′ in the z-coordinate
such that the image f(S) won’t self intersect. The map f can be arranged such
that EnV ol(f(S)) = 1 and therefore V ol − distor1,{S}(f) = 1. If one thinks of
a flat image as being undistorted, then there is a distortion if f(S) that isn’t
measured by the volume distortion. In order to measure such distortion we wish
to introduction the quotient
EnV ol(f(S))
EnV olproj(f(S))
.
As noted above, this quotient is always greater or equal than 1 and intuitively
it is close to 1 when f(S) is close to being flat in some way (see remark 2.8 for
examples of EnV ol(f(S))
EnV olproj(f(S))
= 1). By following the definitions, it is not hard to
verify that for any S-admissible map f : X → H one has
(V ol − distork,S(f))
(
sup
S∈S
EnV ol(f(S))
EnV olproj(f(S))
)
≥ distork,S(f),
and therefore a lower bound on distork,S(f) gives a lower bound on
(V ol − distork,S(f))
(
sup
S∈S
EnV ol(f(S))
EnV olproj(f(S))
)
,
which is maybe a more intuitive quantity.
3 High dimensional Laplacians and differentials
of polytope boundaries
This aim of this section is to provide the basic definitions regarding high di-
mensional Laplacians of simplicial complexes. The reader should note that in
different sources, high dimension Laplacians are defined in non equivalents ways,
where the difference between definitions is in using different types of normaliza-
tions (which may lead to different results in some examples).
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Let X be a pure n-dimensional simplcial complex, i.e, every simplex in X is
a face of at least one n-dimensional simplex. For any 0 ≤ k ≤ n, we introduce
the following definitions and notations:
1. Denote by Σ(k) the set of ordered simplices in X of dimension k, i.e., the
set of all ordered (i + 1)-tuples (v0, ..., vk) such that v0, ..., vk ∈ X(0) and
{v0, ..., vk} ∈ X(i).
2. Denote by Ck(X,R) all k-cocycles with values in R, i.e., every φ ∈ Ck(X,R)
is a function φ : Σ(k)→ R such that for any permutation pi ∈ Sym({0, ..., k})
and any (v0, ..., vk) ∈ Σ(k), we have that
φ((v0, ..., vk)) = sign(pi)φ((vpi(0), ..., vpi(k)).
3. Define
m :
n⋃
k=0
X(k) → R+,
∀0 ≤ k ≤ n, ∀τ ∈ X(k),m(τ) = (n− k)! |{σ ∈ X(n) : τ ⊆ σ}|.
4. Define an inner product on Ck(X,R) as
〈φ, ψ〉 =
∑
σ∈Σ(k)
m(σ)
(k + 1)!
φ(σ)ψ(σ),
wherem(σ) is justm applying to the simplex after forgetting the ordering.
Also, denote ‖φ‖ to be the norm induced by this inner product, i.e., ‖φ‖=√〈φ, φ〉.
5. Define the differential dk : C
k(X,R) → Ck+1(X,R) as follows: for every
φ ∈ Ck(X,R) and every (v0, ..., vk+1) ∈ Σ(k + 1),
(dkφ)((v0, ..., vk+1)) =
k+1∑
i=0
(−1)iφ((v0, ..., v̂i, ..., vk+1)).
6. One can easily check that for every 0 ≤ k ≤ n−1 we have that dk+1dk = 0
and therefore we can define the cohomology in the usual way:
Hk(X,R) =
ker(dk)
im(dk−1)
.
7. Let d∗k : C
k+1(X,R) → Ck(X,R), be the adjoint operator of dk with
respect to the inner products on Ck+1(X,R), Ck(X,R). Denote ∆+k :
Ck(X,R) → Ck(X,R) to be ∆+k = d∗kdk. ∆+k will be called the upper
k-Laplacian (there are also definitions of the lower k-Laplacian and the
full k-Laplacian, but we won’t make any use of these operators in this
paper). Note that by definition, ∆+k is a positive operator.
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4 Differentials of polytope boundaries and Stokes’
theorem
In this section we’ll give some definitions and notations regarding polytope
boundaries and recall Stokes’ theorem for them.
Let S be a simplicial complex which is k-dimensional polytope boundary. Iden-
tify S with the boundary of PS ⊂ Rk+1 (note that this identification is not
necessarily unique and when we write PS we actually mean the polytope and
the identification). PS comes with an orientation induces from the positive
orientation of Rk+1 and therefore S the simplices of S can be oriented accord-
ingly. Therefore, there is an orientation on all the k-simplices of S is an oriented
simplicial complex (i.e., two k-simplices that intersect on a (k − 1)-face induce
opposite orientations on that face). We shall denote ΣS,+(k) as the set of ordered
k-simplices under the above orientation (each simplex of order k in S has only
one representative in ΣS,+(k)). We can define an operator dPS : C
k(S,R)→ R
as
dPSφ =
∑
τ∈ΣS,+(k)
φ(τ).
Next, we’ll make the following observation:
Observation 4.1. If S is is k-dimensional polytope boundary inside a larger
simplicial complex X, then dPS can be defined as dPS : C
k(X,R) → R (in the
same way).Moreover, for every ψ ∈ Ck−1(X,R) we have that
dPSdk−1ψ = 0.
Let us recall Stokes’ theorem in the case of PS (we omit the proof, but the
interested reader can find all the details in [AMR88][sections 7.2B, 7.2C]). For
a map f : Rk+1 which is smooth on an open neighbourhood of PS we have an
orientation on f(PS) induced by the orientation on PS and an orientation on
every f(τ) for τ ∈ ΣS,+(k). With these orientations, the Stokes’ theorem holds:
i.e., for any differential k-form ω we have that∫
f(PS)
dω =
∑
τ∈ΣS,+(k)
∫
f(τ)
ω.
This can be rewritten in the following way - for any differential k-form ω, define
φω ∈ Ck(S,R) as
∀τ ∈ ΣS,+(k), φ(τ) =
∫
f(τ)
ω,
(and define φ on all the ordered k-simplices of S accordingly). Then
dPSφω =
∑
τ∈ΣS,+(k)
∫
f(τ)
ω =
∫
f(PS)
dω,
or in short
dPSφω =
∫
f(PS)
dω.
Last, we shall deal with the case whereX is a simplicial complex, {v0, ..., vk+1} ∈
X(k+1) and S is the boundary of {v0, ..., vk+1}, i.e, all simplices of the form
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{v0, ..., v̂i, ..., vk+1}. Let △k+1 denote the standard simplex in Rk+1 spanned
by e0 = (0, ..., 0), e1 = (1, 0, ..., 0), e2 = (0, 1, 0, ..., 0), ..., ek+1 = (0, ..., 0, 1). It is
obvious that there are (k + 2)! ways to identify {v0, ..., vk+1} to △k+1. We’ll
follow the following convention: choosing an order (v0, ..., vk+1) ∈ Σ(k) in-
duces the following map between {v0, ..., vk+1} and △k+1: v0 is mapped to
e0,..., vk+1 is mapped to ek+1. Thus any ordering (v0, .., vk+1) defined PS
which is the simplex △k+1 and the identification described above. We use
the same convention to identify (v0, ..., vk) with △k ⊂ Rk. By this convention,
for d(v0,...,vk+1) : C
k(X,R) → R defined above for a general PS is simply the
usual differential evaluated at (v0, ..., vk+1):
d(v0,...,vk+1)(φ) = dφ((v0, ..., vk+1)).
5 Main technical results
This section is devoted to proving the main technical results of this paper. Using
the terminology above, the proofs become very easy.
Proposition 5.1. Let X be a pure simplicial complex of dimension n, and
k ≤ n. Assume that Hk(X,R) = 0. Let A be a set of k-dimensional polytope
boundaries in X. For every S ∈ A, fix PS and define an orientation on S and
dPS as above. Let l, λ ∈ R, s ∈ N be constants such that
inf
τ∈X(k)
m(τ)
|{S ∈ A : τ ⊂ S}| ≥ l,
sup
S∈A
|{τ ∈ X(k) : τ ⊂ S}|≤ s.
Spec(∆+k ) \ {0} ⊂ [λ,∞).
Then for every φ ∈ Ck(X,R) we have that
‖dφ‖2≥ lλ
s
∑
S∈A
(dPSφ)
2.
Proof. Fix φ ∈ Ck(X,R). By the assumption that Hk(X,R) = 0, there is
ψ ∈ Ck−1(X,R) such that
(φ+ dψ) ⊥ ker(∆+k ).
Therefore
‖dφ‖2 = 〈∆+k φ, φ〉 ≥ λ‖φ+ dψ‖2 =
λ
∑
τ∈Σ(k)
m(τ)
(k + 1)!
(φ(τ) + dψ(τ))2 ≥
λ
∑
S∈A
∑
τ∈ΣS,+(k)
m(τ)
|{S ∈ A : τ ⊂ S}| ≥ lλ
∑
S∈A
∑
τ∈ΣS,+(k)
(φ(τ) + dψ(τ))
2
,
(Recall that ΣS,+(k) are the k-simplices in S with the orientation induced by
PS).
Recall that for any s numbers, a1, ..., as, we have that
a21 + a
2
2 + ...+ a
2
s ≥
1
s
(a1 + ...+ as)
2.
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Therefore,
lλ
∑
S ∈A
∑
τ ∈ΣS,+(k)
(φ(τ) + dψ(τ))
2 ≥ lλ
s
∑
S∈A
(dPS (φ+ dψ))
2
=
lλ
s
∑
S∈A
(dPSφ)
2
,
where the last equality is due to the fact that dPSdk−1ψ = 0.
Using the above result we can prove the following:
Lemma 5.2. Let X be a pure simplicial complex of dimension n that is (k+1)-
gallery connected and such that that Hk(X,R) = 0. Assume that there is a set of
k-dimensional polytope boundaries in X denoted A and constants l, λ ∈ R, s ∈ N
be constants such that
inf
τ∈X(k)
m(τ)
|{S ∈ A : τ ⊂ S}| ≥ l,
sup
S∈A
|{τ ∈ X(k) : τ ⊂ S}|≤ s.
Spec(∆+k ) \ {0} ⊂ [λ,∞).
Denote by T the set of boundaries of (k+1)-simplices in X. Define S = A∪T .
Then for every map f : X → H which is admissible with respect to S, we have
that ∑
σ∈X(k+1)
m(σ) (EnV olproj(f(∂σ)))
2 ≥ lλ
s
∑
S∈A
(EnV olproj(f(S)))
2
.
Proof. By our assumptions, there is a subspace Rm such that for every S ∈ S,
f(S) ⊂ Rm. For any differential k-form ω we can define φω ∈ Ck(X,R) by
φω(τ) =
∫
f(τ)
ω.
Applying the above proposition to φω yields
‖dφω‖2≥ lλ
s
∑
S∈A
(dPSφω)
2.
Let 1 ≤ i0 < i1 < ... < ik+1 ≤ m and define
ωi0,...,ik+1 = xi0dxi1 ∧ ... ∧ dik+1 .
Then for any such form we get
∑
σ∈Σ(k+1)
m(σ)
(k + 2)!
(∫
f(∂σ)
xi0dxi1 ∧ ... ∧ dik+1
)2
≥ lλ
s
∑
S∈A
(∫
f(S)
xi0dxi1 ∧ ... ∧ dik+1
)2
.
Adding all the above inequalities on all the choices of 1 ≤ i0 < i1 < ... < ik+1 ≤
m yields the result stated above.
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With the above lemma, one can give a lower bound on the k-distortion:
Theorem 5.3. Let X be a pure simplicial complex of dimension n that is (k+1)-
gallery connected and such that that Hk(X,R) = 0. Assume that there is a set of
k-dimensional polytope boundaries in X denoted A and constants l, λ ∈ R, s ∈ N
be constants such that
inf
τ∈X(k)
m(τ)
|{S ∈ A : τ ⊂ S}| ≥ l,
sup
S∈A
|{τ ∈ X(k) : τ ⊂ S}|≤ s.
Spec(∆+k ) \ {0} ⊂ [λ,∞).
Denote
D = max
τ∈X(k+1)
|{σ ∈ X(k+1) : τ ⊂ σ}|.
Also denote T as the set of boundaries of (k+1)-simplices in X and S = A∪T .
Then for every map f : X → H which is admissible with respect to S, we have
that
distork,S(f) ≥
 ln( ⌊ |A|2 ⌋|X(k)| )− s ln(2)
(s− 1) ln(Dk) − 1
(√ (n+ 1)! s
2(k + 2)! lλ
|X(n)|
|A|
)−1
.
Before proving the above theorem we’ll need an additional combinatorial
claim:
Claim 5.4. Let X be a pure simplicial complex of dimension n that is (k+ 1)-
gallery connected and let B a set of k-dimensional polytope boundaries in X.
Let s ∈ N be a constant such that
sup
S∈B
|{τ ∈ X(k) : τ ⊂ S}|≤ s,
and denote
D = max
τ∈X(k+1)
|{σ ∈ X(k+1) : τ ⊂ σ}|.
Then there is S ∈ B with
Fillk+1(S) ≥
ln( |B|
|X(k)|
)− s ln(2)
(s− 1) ln(Dk) − 1.
Proof. Let Ak(s, r) be defined as follows
Ak(s, r) = {S ⊂ X(k) : |S|≤ s, F illk+1(S) ≤ r},
i.e., Ak(s, r) is the set of all sets with at most s elements in X
(k) and (k + 1)-
gallery filling less or equal to r. Note that in order to prove the claim, it is
enough to prove that for every
r <
ln( |B|
|X(k)|
)− s ln(2)
(s− 1) ln(Dk) − 1,
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we have that
|Ak (s, r)| < |B|.
Let S ∈ Ak(s, r) and τ ∈ S. By the definition of the (k + 1)-gallery filling, we
have that for every τ ′ ∈ S that dk+1(τ, τ ′) ≤ r. In other words, if we denote
the r (closed) ball around τ (with respect to dk+1) as:
B(τ, r) = {τ ′ ∈ X(k) : dk+1(τ, τ ′) ≤ r},
we have that
∀τ ′ ∈ S, τ ′ ∈ B(τ, r).
By
D = max
τ∈X(k+1)
|{σ ∈ X(k+1) : τ ⊂ σ}|.
we have that for every η ∈ X(k), we have that
|η′ ∈ X(k) : dk+1(η, η′) = 1}|≤ Dk,
and therefore
|B(τ, r)|≤ 1 +Dk + (Dk)2 + ...+ (Dk)r ≤ (Dk)r+1.
This yields that for a fixed τ ∈ X(k) there are at most 2s(Dk)(s−1)(r+1) sets in
A(k, r) that contain τ . Therefore,
|Ak(s, r)|≤ |X(k)|2s(Dk)(s−1)(r+1).
so for every r with
r <
ln( |B|
|X(k)|
)− s ln(2)
(s− 1) ln(Dk) − 1,
we get that
|Ak (s, r)| < |B|,
which finishes the proof.
Remark 5.5. The reader should note that the estimates in claim 5.4 are very
rough and improving them might also improve the bound on the distortion in
theorem 5.3.
Next, we’ll prove theorem 5.3:
Proof. Let f : X → H be a map which is admissible with respect to S defined
above. Denote
C = sup
S∈S
Fillk+1,H(f(S))
Fillk+1(S)
.
Note that for every σ ∈ X(k+1), we have the that Fillk+1(∂σ) = 1. Therefore,
every σ ∈ X(k+1),
C ≥ Fillk+1,H(f(∂σ)) = EnV olproj(f(∂σ).
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By the above lemma we get that∑
σ ∈X(k+1)
m(σ)C2 ≥
∑
σ∈X(k+1)
m(σ) (EnV olproj(f(∂σ)))
2
≥ lλ
s
∑
S∈A
(EnV olproj(f(S)))
2
.
Note that by definition,∑
σ∈X(k+1)
m(σ) =
∑
σ∈X(k+1)
(n− k − 1)! |{η ∈ X(n) : σ ⊆ η}|= (n+ 1)!
(k + 2)!
|X(n)|.
Therefore we have that
C2
(n+ 1)!
(k + 2)!
|X(n)|≥ lλ
s
∑
S∈A
(EnV olproj(f(S)))
2
,
which yields
C2
(n+ 1)! s
(k + 2)! lλ
|X(n)|≥
∑
S∈A
(EnV olproj(f(S)))
2
.
Note that by this inequality, the median of the (multi)set {(EnV olproj(f(S)))2 :
S ∈ A} is less or equal to 12C2 (n+1)!s(k+2)!lλ |X
(n)|
|A| . Therefore there are at least ⌊ |A|2 ⌋
elements S ∈ A such that
(EnV olproj(f(S)))
2 ≤ 1
2
C2
(n+ 1)! s
(k + 2)! lλ
|X(n)|
|A| .
Denote
B =
{
S ∈ A : (EnV olproj(f(S)))2 ≤ 1
2
C2
(n+ 1)! s
(k + 2)! lλ
|X(n)|
|A|
}
.
Then |B|≥ ⌊ |A|2 ⌋ and therefore by the above claim, there is S0 ∈ B such that
Fillk+1(S0) ≥
ln(
⌊ |A|2 ⌋
|X(k)|
)− s ln(2)
(s− 1) ln(Dk) − 1.
From the fact that S0 ∈ B, we also have
EnV olproj(f(S0)) ≤ C
√
(n+ 1)! s
2(k + 2)! lλ
|X(n)|
|A| .
Therefore
Fillk+1(S0)
Fillk+1,H(f(S0))
≥
 ln( ⌊ |A|2 ⌋|X(k)| )− s ln(2)
(s− 1) ln(Dk) − 1
(C√ (n+ 1)! s
2(k + 2)! lλ
|X(n)|
|A|
)−1
.
This in turn yields that
distork,S(f) ≥
 ln( ⌊ |A|2 ⌋|X(k)| )− s ln(2)
(s− 1) ln(Dk) − 1
(√ (n+ 1)! s
2(k + 2)! lλ
|X(n)|
|A|
)−1
.
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It is important to note that the expression(√
(n+ 1)! s
2(k + 2)! lλ
|X(n)|
|A|
)−1
has only a very limited contribution to the lower bound of the distortion:
Claim 5.6. For any X, A, s, l as above, we have that(√
(n+ 1)! s
2(k + 2)! lλ
|X(n)|
|A|
)−1
≤
√
2(k + 2)λ.
Proof. Recall that by definition∑
τ∈X(k)
m(τ) =
∑
τ∈X(k)
(n− k)! |{η ∈ X(n) : τ ⊆ η}|= (n+ 1)!
(k + 1)!
|X(n)|.
By the choice of l, we have for every τ ∈ X(k) that
m(τ) ≥ |{S ∈ A : τ ⊂ S}|.
Summing on all τ ∈ X(k) (and recalling how s was defined), we get that
(n+ 1)!
(k + 1)!
|X(n)|≥ l
∑
τ∈X(k)
|{S ∈ A : τ ⊂ S}|≥ l
s
|A|.
Therefore
(n+ 1)! s
(k + 1)! l
|X(n)|
|A| ≥ 1,
and the claim follows.
The difficulty of applying the above theorem to get a good lower bound on
distortion is choosing A. To get a large bound on distortion, A should be chosen
such that |A|, l are large as possible and s is as small as possible.
Below, we shall use the above theorem to give a lower bound on distortion
for random complexes of the Linial-Meshulam model. We conjecture that one
can also use this theorem to give a lower bound for other models of random
complexes.
6 Distortion for Linial-Meshulam random com-
plexes
The idea behind random simplicial complexes, is to start with a set of N vertices
and define a simplicial complex structure on those vertices at random given some
probability p(N). This can be done in several ways, called different models of
random complexes. We shall only consider the Linial-Meshulam model (see
[LM06], [MW09] for further discussion and definitions regarding this model)
that can be described as follows: for 0 ≤ k, X ∼ Xk+1(N, p) (X which is
distributed according to Xk+1(N, p)) is a random (k+1)-dimensional simplicial
complex on N vertices defined as follows:
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1. Denote the vertices of a X by
X(0) = {v1, ..., vN}
2. X has a complete k-skeleton, i.e., for every 1 ≤ j0 < ... < jk ≤ N ,
{vj0 , ..., vjk} is a k-simplex.
3. (k + 1)-simplices of X are chosen at random according to the following
rule: for every 1 ≤ j0 < ... < jk+1 ≤ N , {vj0 , ..., vjk} is a (k + 1)-simplex.
The reader should note that, X ∼ X1(N, p) is the Erdo˝s-Re´nyi random graph.
In general, we concern ourselves with the asymptotic behaviour of random com-
plexes as N goes to infinity. This is done by introducing the notion of properties
that happen with high probability: we say that a property P happens with high
probability if
lim
N→∞
P({X ∼ X(N, p) has P}) = 1.
Next, state the following results from [GW12]:
Theorem 6.1. [GW12][Theorem 13] For all c > 0 and k ≥ 0, there are
constants C(k, c) > 0 and c′ > 0 such that for every 0.99 ≥ p ≥ C ln(N)
N
,
X ∼ Xk+1(N, p) has the following properties with probability ≥ 1− nc:
1. Hk(X,R) = 0.
2. Spec(∆+k ) \ {0} ⊆ [1− c
′√
p(N−k−1)
, 1 + c
′√
p(N−k−1)
].
3. X is (k + 1)-pure (this appears in the proof of [GW12][Theorem 13]).
4. X is (k + 1)-gallery connected (this can be inferred form the proof of
[GW12][Theorem 13] - see appendix below).
In order to apply theorem 5.3 for X ∼ Xk+1(N, p), we’ll denote for 1 ≤ j0 <
... < jk+1 ≤ N ,
Sj0,...,jk+1 = {{vj0 , ..., v̂ji , ..., vjk+1} : 0 ≤ i ≤ k + 1}.
Notice that Sj0,...,jk+1 is always a polytope boundary (where the polytope is a
(k + 1)-simplex). Take
A = {Sj0,...,jk+1 : 1 ≤ j0 < ... < jk+1 ≤ N}.
In the notations of theorem 5.3, we have that s = k + 2, |A|= ( N
k+2
)
, |X(k)|=(
N
k+1
)
(note that S = A). Next, we’ll estimate l, |X(k+1)|, D and apply theorem
5.3:
Proposition 6.2. Let X ∼ Xk+1(N, p) with 0.99 ≥ p ≥ C ln(N)N (where C > 0
is some constant). Fix 0 < ε < 1, then with high probability:
1. |X(k+1)|≤ p( N
k+2
)
(1 + ε).
2. D ≤ p(N − k − 1)(1 + ε).
3. l ≥ p(1− ε).
17
Proof. 1. |X(k+1)| follows the binomial distribution B(( N
k+2
)
, p). Therefore
it has a mean p
(
N
k+2
)
and by Chernoff Bound
P({|X(k+1)|> p
(
N
k + 2
)
(1 + ε)}) ≤ e
−ε2p( Nk+2)
2+ε ,
and the right hand side of this inequality goes to 1 as N goes to ∞.
2. Since the dimension of X is (k + 1), estimating D is estimating m(τ) for
every τ that is a k-dimensional simplex. Fix τ , then m(τ) follows the
binomial distribution B(N − k − 1, p), therefore by Chernoff Bound, we
have that
P({m(τ) > p(N − k − 1)(1 + ε)}) ≤ e−ε
2p(N−k−1)
2+ε .
By union bound,
P({∃τ ∈ X(k),m(τ) > p(N − k − 1)(1 + ε)}) ≤
(
N
k + 1
)
e
−ε2p(N−k−1)
2+ε .
and the right hand side of this inequality goes to 1 as N goes to ∞.
3. Note that for every τ ∈ X(k),
|{S ∈ A : τ ⊂ S}|= N − k − 1.
Therefore, we need to show that in high probability we have for every τ
that
m(τ) ≥ p(N − k − 1)(1− ε).
This is done by just repeating the argument for bounding D to get a lower
bound, therefore we’ll let the reader complete the details.
Next, we can apply theorem 5.3 and get the following:
Theorem 6.3. Let c > 0 fixed and let C = C(k, c) be the constant from
[GW12][Theorem 13] stated above. Let X ∼ Xk+1(N, p) with 0.99 ≥ p ≥ C ln(N)N
and A as above. Then with high probability we have that for every A-admissible
map f : X → H, there is a constant K ′ = K ′(k) such that with high probability
distork,A(f) ≥ K ′ ln(N)
ln(pN)
.
In particular, for p = C ln(N)
N
there is a constant K = K(k) such that with high
probability
distork,A(f) ≥ K ln(N)
ln(ln(N))
.
Proof. By theorem 5.3, we have that for every A-admissible map f : X → H
that
distork,A(f) ≥
 ln( ⌊ |A|2 ⌋|X(k)|)− s ln(2)
(s− 1) ln(Dk) − 1
(√ (k + 2)! s
2(k + 2)! lλ
|X(k+1)|
|A|
)−1
.
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Next, apply the above estimations for ε = 12 and assuming that λ ≥ 12 (this is
true with high probability by [GW12][Theorem 13] stated above). With high
probability we have that
distork,A(f) ≥

ln(
⌊
( Nk+2)
2 ⌋
( Nk+1)
)− (k + 2) ln(2)
(k + 1) ln(p(N − k − 1)32k)
− 1


√√√√ (k + 2)
p 12
p
(
N
k+2
)
3
2(
N
k+2
)
−1
≥
 ln(N−k−12(k+2) − 1( Nk+1) )− (k + 2) ln(2)
(k + 1) ln(p(N − k − 1)32k)
− 1
(√ 1
3(k + 2)
)
N>>k≥ 1
2(k + 1)
√
3(k + 2)
ln(N)
ln(pN)
.
For p = C ln(N)
N
, the bound stated above follows by taking for instance K =
1
2
1
2(k+1)
√
3(k+2)
.
As a corollary we get theorem 1.3:
Corollary 6.4. Let c > 0 fixed and let C = C(k, c) be the constant from
[GW12][Theorem 13] stated above. Let X ∼ Xk+1(N, p) with p = C ln(N)N . Then
there is a constant K such that for any map g : X(0) → H, we have with high
probability:(
sup
1≤j0<...<jk+1≤N
Fillk+1(Sj0,...,jk+1)
V olk+1(conv(g(vj0 ), ..., g(vjk+1))
)
·(
sup
1≤j0<...<jk+1≤N
V olk+1(conv(g(vj0 ), ..., g(vjk+1))
Fillk+1(Sj0,...,jk+1)
)
≥ K ln(N)
ln(ln(N))
.
(If for some 1 ≤ j0 < ... < jk+1 ≤ N , V olk+1(conv(g(vj0 ), ..., g(vjk+1)) = 0,
then the expression on the left hand side of the inequality is taken to be ∞).
Proof. If there are vertices vj0 , ..., vjk+1 ∈ X(0) such that g(vj0), ..., g(vjk+1) are
not in general position in H , we have that
V olk+1(conv(g(vj0), ..., g(vjk+1 )) = 0,
and there is nothing to prove. Assume that g : X(0) → H is such that every
k + 2 vertices are mapped to points in general position. Define f : X → H to
be the affine extension of g. f is admissible with respect to A defined as in the
above theorem and for every Sj0,...,jk+1) ∈ A we have that
Fillk,H(Sj0,...,jk+1) = V olk+1(conv(g(vj0 ), ..., g(vjk+1 )).
Therefore the inequality follows by the above theorem.
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A Gallery connectivity for simplicial complexes
This appendix is meant to explain how to deduce that X ∼ Xk+1(N, p) is
(k+1)-gallery connected from the proof of [GW12][Theorem 13]. In order to do
that, we’ll prove a more general statement connecting gallery connectivity of a
simplicial complex X to the connectivity of the links of X . Recall the following
definition:
Definition A.1. Let X be a simplicial complex of dimension n and let τ =
{v0, ..., vi} ∈ X(i). The link of τ , denoted Xτ , is a sub-complex of X of dimen-
sion n− i− 1 defined as follows: for every 0 ≤ j ≤ n− i− 1, {u0, ..., uj} ∈ X(j)τ
if {u0, ..., uj} ∈ X(j) and if {v0, ..., vi, u0, ..., uj} ∈ X(j+i+1).
This definition extends to ∅ ∈ X(−1) as X∅ = X.
We’ll observe the following connection between the connectivity of links a
gallery connectivity:
Claim A.2. Let X be a simplicial complex of dimension n and let 0 ≤ k ≤ n−1.
For η0, η1 ∈ X(k), if η0 ∩ η1 = τ ∈ X(k−1) and Xτ is (path) connected, then
there is a (k + 1)-gallery in X connecting η0 and η1.
Proof. Denote τ = {v0, ..., vk−1}, η0 = {v0, ..., vk−1, u0}, η1 = {v0, ..., vk−1, u1}.
Note that u0, u1 ∈ X(0)τ and by the assumption that Xτ is connected there are
u0 = w0, w1, ..., wl = u1 ∈ X(0)τ such that
∀0 ≤ i ≤ l − 1, {wi, wi+1} ∈ X(1)τ .
To finish, we take σi = {v0, ..., vk−1, wi, wi+1} and get that σ0, ..., σl−1 is a
(k + 1)-gallery connecting η0 and η1.
Next, we shall prove the following proposition:
Proposition A.3. Let X be a simplicial complex of dimension n and let 1 ≤
k ≤ n− 1. If:
1. Every η′0, η
′
1 ∈ X(k−1) are connected by a k-gallery.
2. For every τ ∈ X(k−1) that Xτ is connected.
Then every η0, η1 ∈ X(k) are connected by a (k + 1)-gallery.
Proof. Let η0, η1 ∈ X(k), and take η′0 ⊂ η0, η′1 ⊂ η1 such that η′0, η′1 ∈ X(k−1).
By the assumptions of the proposition, there is a k-gallery γ0, ..., γr connecting
η′0 and η
′
1. Note that for every 0 ≤ j ≤ r − 1 we have that γj ∩ γj+1 ∈ X(k−1).
Therefore, by the above claim (and the assumptions of the proposition) we get
that for every j, γj and γj+1 are connected by a (k+1)-gallery. Also, note that
η0 ∩ γ0 = η′0 ∈ X(k−1) and η1 ∩ γr = η′1 ∈ X(k−1), therefore by the above claim
η0 and γ0 are connected by a (k + 1)-gallery and η1 and γr are connected by a
(k + 1)-gallery. This yields that η0 and η1 are connected by a (k + 1)-gallery
and we are done.
As a corollary we get the needed result:
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Corollary A.4. Let c > 0, k ≥ 0 fixed and let C = C(k, c) be the constant of
[GW12][Theorem 13]. Then for 0.99 ≥ p ≥ CN ln(N) and X ∼ Xk+1(N, p), we
have that every η0, η1 ∈ X(k) are connected by a (k + 1)-gallery with probability
≥ 1− nc.
Proof. For the fact that X has a complete k-skeleton, it is clear that every
η′0, η
′
1 ∈ X(k−1) are connected by a k-gallery. In the proof of [GW12][Theorem
13], C(k, c) is chosen such that for each τ ∈ X(k), the first non trivial eigenvalue
of the graph Laplacian on Xτ is bounded away from 0 with probability ≥ 1−nc.
In particular, with probability ≥ 1− nc, we have that for each τ ∈ X(k), Xτ is
connected and we are done by the above proposition.
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