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ABSTRACT
Semigroup Approach to Representation Theory of Infinite Wreath Products
Yun S. Yoo
Robert P. Boyer, Ph.D.
We consider the group S(∞) of all permutations of the set of naturals, N, with topology
of pointwise convergence. Lieberman proved that any representation T of the S(∞) is a
direct sum of irreducible representations; in particular, T generates a von Neumann algebra
of type I. Lieberman’s proof is very complicated and can hardly be applied to more general
semigroups. Olshanski found another proof of Lieberman’s theorem based on semigroup
approach. Using this approach we extend the Lieberman’s Theorem on the case of the
wreath product of S(∞) with Z2 endowed with the topology of pointwise convergence.

11. INTRODUCTION
The representation theory of non-locally compact groups is a very rich, difficult and inter-
esting branch of mathematics. Especially for big groups1 the representation theory is useful
for natural problems of classical representation theory and physical applications. We in-
troduce the group S0(∞) as
∞⋃
n=1
S(n) where S(n) is the group of all permutations on the
set {1, 2, · · · , n}. We consider S0(∞) with the topology of pointwise convergence; the
subgroups have a fundamental system of neighborhoods of the identity in this topology.
The completion of S0(∞) in pointwise convergence topology2 is the infinite symmetric
group S(∞) of all permutations on the set of natural numbers, N. So S0(∞) is a countable
discrete group but S(∞) is uncountable. Notice that S0(∞) is isomorphic to a subgroup of
all permutation matrices on `2 and therefore of can be considered as a subgroup of U(`2).
Then S(∞) can be identified with the closure of S0(∞) in strong operator topology. The
infinite symmetric group S(∞) has the topology in which the subgroups form a funda-
mental system of neighborhoods of the identity. The topological groups S0(∞) and S(∞)
are non-locally compact. Since the infinite symmetric groups and their representations
are used in the fields of modern theoretical physics such as gauge theories, gravitation,
and integrable systems, they occupy a special place in the theory of representations and
some unexpected phenomena occur. One of these phenomena is the interaction of infinite-
dimensional groups with semigroups. One new approach is that the representation of an
infinite-dimensional group can be embedded into that one of a semigroup.
The group S0(∞) with the discrete topology is an example of a non-type I group for which
a regular representation can not be decomposed into irreducible representations uniquely.
The group S0(∞) endowed with the discrete topology was studied in [21] as an example
1this terminology was first time used by A. Vershik, big groups mean in this thesis the infinite-dimensional
groups.
2σm → σ if ∀n ∈ N, ∃m(n) such that if m > m(n) then σm(i) = σ(i), i = 1, 2, · · · , n.
2of ICC (infinite conjugacy classes)-group, where it was shown that any regular representa-
tion of an ICC-group is a II1 factor representation. (So S0(∞) with discrete topology is
non-type I). Factor representations of type II have been studied also in [38], [39], and [40].
The infinite symmetric group S(∞) endowed with the pointwise convergence topology
was studied by Lieberman. The countable families of irreducible unitary representations
of S(∞) are discussed in [19] and the uncountable case in [22] and [23]. Later, Olshanski
developed in [26] a powerful technique which permits us to obtain a classification of all the
unitary representations of S(∞) using a semigroup method.
Recently, many researchers became interested in wreath products of groups since they pro-
vide nice examples of non-locally compact groups. Since the wreath product is not com-
mutative, we have to distinguish the wreath product of A with B from the wreath product
of B with A. Another approach to this wreath product is discussed in [4], [10], [12] and is
based on Young diagrams, graphs, and the study of finite (or infinite) characters.
In this thesis, we discuss the wreath product of the infinite symmetric group S(∞) with
Z2 where Z2 is the standard group3, Z2 = {0, 1} with the operation 0 + 0 = 1, 0 + 1 =
1 + 0 = 1, 1 + 1 = 0. The main goal of this thesis is to give a proof that any representa-
tion of the wreath product of the infinite symmetric group S(∞) with Z2 generates a von
Neumann algebra4M of type I. In fact, the von Neumann algebraM is a discrete sum of
algebras ∗-isomorphic to the algebra L(H) for some Hilbert space H . The proof is based
on Olshanski’s semigroup method. In particular, any continuous unitary representation of
the wreath product of S(∞) with Z2 can be decomposed into a direct sum of irreducible
representations.
The outline of the thesis is as follows. In Chapter 2, we introduce the infinite symmetric
group S(∞) and representations of semigroups. Then we provide tame representations for
S0(∞) and we state Lieberman Theorem for S(∞). In Chapter 2.4 and 2.5 we consider
3Our method can be easily extended to the wreath product of S(∞) with Zn, where n ∈ N.
4The definitions related to von Neumann algebras and their types are collected (see Appendix H).
3the finite symmetric group S(n) using a Young diagram. We construct all irreducible rep-
resentations of the finite symmetric group S(n) using Specht modules. In Chapter 3, we
define the wreath product of the infinite symmetric group S(∞) with Z2 and we show the
relation between the infinite symmetric group S(∞) and some groups of matrices with the
wreath product of infinite symmetric group S(∞) with Z2. Then we describe the semi-
groups generated by the wreath product of the infinite symmetric group S(∞) with Z2
and the subgroups as groups of permutations. In Chapter 4, we describe the unitary repre-
sentations and tame representations of infinite wreath products. We prove an extension of
Lieberman’s Theorem for the wreath product of infinite symmetric group S(∞) with Z2 in
Chapter 5.
In the future, it would be of interest to prove that the representation of the wreath product of
infinite symmetric group S(∞) endowed with the topology of pointwise convergence with
G where G is a compact (locally compact) group is of type I. My thesis can be considered
as a initial step toward the solution of this problem.
42. THE INFINITE SYMMETRIC GROUP S(∞) AND REPRESENTATIONS OF
SEMIGROUPS
2.1 The infinite symmetric group S(∞) and its subgroups
In this and the next sections we follow in the steps of Olshanski [26]. S(∞) denotes the
group of all the permutations of the set N (i.e. σ : N → N is a bijection from N to N ).
So S(∞) is uncountable. The group S(∞) acts on N in an obvious way. Its action can be
written as σ(i) = j where σ ∈ S(∞), i, j ∈ N. For example, if
σ =
 1 2 3 4 5 6 · · ·
2 1 4 3 5 6 · · ·
 .
then σ(3) = 4.
A permutation σ ∈ S(∞) is called finite ifCard{i ∈ N | σ(i) 6= i} is finite. We will denote
by S0(∞) the set of all the finite permutations. S0(∞) is a countable normal subgroup in
S(∞).
We will now describe three important subgroups of S(∞): Sn(∞), S˜n(∞), S(n);
Sn(∞) = {σ ∈ S(∞) | σ(1) = 1, σ(2) = 2, · · · , σ(n) = n}.
For example, if
σ =
 1 2 3 4 5 6 · · ·
1 2 3 5 4 7 · · ·
 .
then σ ∈ S3(∞).
S˜n(∞) = {σ ∈ S(∞) | σ{1, · · · , n} = {1, · · · , n}}.
5For example, if
σ =
 1 2 3 4 5 6 · · ·
3 1 2 5 4 7 · · ·
 .
then σ ∈ S˜3(∞). Obviously Sn(∞) ⊂ S˜n(∞).
The group of all permutations of {1, 2, · · · , n} is denoted by S(n).
S(n) = {σ ∈ S(∞) | σ(i) = i, for all i ≥ n+ 1}.
For example, if
σ =
 1 2 3 4 5 6 · · ·
3 1 2 4 5 6 · · ·
 .
then σ ∈ S(3).
We state the concept of a topological group following [31]. We shall give here the defini-
tion of a topological group and some examples.
Definition 2.1. A set G of elements is called a topological group if
1. G is a group.
2. G is a topological space.
3. The group operations in G are continuous in the topological space G. In other
words, if a and b are two elements of the set G, then for every neighborhood W of
the element ab−1 there exist neighborhoods U and V of the elements a and b such
that UV −1 ⊂ W .
The examples of topological groups are
1. The additive group of real numbers with usual topology,
2. GL(d,C) with topology dist(g, h) =
√
d∑
i,j=1
|gij − hij|,
63. The subgroups of GL(d,C); SL(d,C), SO(d), U(d), SU(d),
4. All Lie groups,
5. 1-dimensional torus group,
6. The infinite symmetric group with discrete topology.
Now we state definition of the fundamental system of neighborhoods of the identity.
Definition 2.2. A system {Uα} is called a fundamental system of open neighborhoods of
the identity if for any neighborhood U of the identity there is Uα ∈ {Uα} such that Uα ⊆ U .
The subgroups Sn(∞) and S˜n(∞) are open in S(∞). The subgroups Sn(∞) form a funda-
mental system of neighborhoods of the identity in the pointwise convergence topology on
S(∞) since for given σ ∈ S(∞) and a number n, we have Sm(∞) ⊆ σ−1Sn(∞)σ when
m is very large that m ≥ σ(1), · · · ,m ≥ σ(n). Notice that it is more convenient to us the
topology of pointwise convergence directly.
Proposition 2.1. The infinite symmetric group S(∞) with the pointwise convergence topol-
ogy is a non-locally compact topological space.
Proof: We will prove the statement by contradiction. Let e be the identity element.
If S(∞) is locally compact, then for some n the neighborhood Vn of e would be
compact where Vn = {τ ∈ S(∞) : τ(i) = i, i = 1, 2, · · · , n}. Because S(∞) is
metrizable, the compactness of Vn would mean that if we have a sequence τm ∈ Vm
then we can find a subsequence τmk such that τmk → σ1 ∈ S(∞). Now let τm(i) =
i, i = 1, · · · , n and τm(n + 1) = mn, then τm(n + 1) → ∞ as m → ∞ and no
subsequence of τm can converge. This is contradiction. Notice that if we take finite
τm then we see that S0(∞) is non-locally compact. ♦
7Notice that
1. S˜n(∞) is the semidirect product of its normal subgroup Sn(∞) and S(n).
2. Sn(∞) ∩ S(n) = {e}.
3. S0(∞) = ⋃
n≥1
S(n).
4. Sn(∞) and S˜n(∞) are open in S(∞) and S0(∞) is dense in S(∞).
To state the next result let us recall that to every bounded linear operator on `2 corresponds
an infinite matrix. The product of permutations in S(∞) corresponds to the product of
matrices. S(n) can be considered as the group of all square 0 or 1 matrices and only one
entry equal to 1 in each row and each column of order n.
Proposition 2.2. S(∞) is isomorphic to the group of all infinite matrices whose entries are
only 0 or 1 and in any row or column the numbers of 1′s is exactly one. More explicitly, for
any σ ∈ S(∞), the matrix corresponding to σ is as follows:
σij =
 1 if σ(i) = j,0 otherwise .
Proof: (See Chapter 3 and 4 in Fabec’s text [6]; especially Lemma III.3 and Propo-
sition IV. 1) Let H denote a separable complex Hilbert space. The strong operator
topology on L(H) has a base of neighborhoods of an operator T0 of the form
V (T0;x1, . . . , xm; ) = {T ∈ L(H) : ‖(T − T0)xj‖ < , 1 ≤ j ≤ m}
where x1, . . . , xm are in H and  > 0.
Now the unit ball in L(H) is a complete metric space in the strong operator topology
8with the metric
d(A,B) =
∞∑
n=1
1
2n
‖(A−B)en‖
where {en} is a orthonormal basis for H .The weak and strong topologies coincide
on U(H).
A completely metrizable space is a topological space for which there exists at least
one metric which induces the same topology and is a complete metric.
Let S0(∞) = ⋃∞n=1 S(n). We can identify S0(∞) with a subgroup of U(`2) where
σ ∈ S0(∞) corresponds to a permutation operator Pσ with finite support; that is,
Pσ − I has finite rank.
Since the weak and strong operator topologies coincide on U(`2), let V ∈ U(`2) be
in the closure of S0(∞). Then there must be a net Pα ∈ S0(∞) such that Pα → V ;
on the other hand
(Pαem, en)→ (V em, en)
for all em, en. Since (Pαem, en) can attain only two values: 0 or 1, the same must
be true for (V em, en). Hence, V can also be viewed as a permutation operator but it
may not longer have finite support; that is, V − I may have infinite rank.
Finally, we indicate why any permutation operator must lie in the closure of S0(∞).
Let  > 0 be given. Choose n0 so the tail
∑∞
n=n0
1
2n
< . Consider the vectors
e1, e2, . . . , en0 together with V e1, . . . , V en0 . Then there exists a permutation σ0 ∈
S0(∞) such that Vσn0ej = V ej for 1 ≤ j ≤ n0. Then d(Vσn0 , V ) < . In particular,
V must lie in the closure of S0(∞) in U(`2).
We conclude that the group of all permutations on Z+ coincides with the closure of
S0(∞) in U(`2). ♦
9Example 2.1. Let
σ =
 1 2 3 4 5 6 · · ·
2 1 4 3 6 5 · · ·
 ,
then the corresponding matrix is

0 1 0 0 0 0 · · ·
1 0 0 0 0 0 · · ·
0 0 0 1 0 0 · · ·
0 0 1 0 0 0 · · ·
0 0 0 0 0 1 · · ·
0 0 0 0 1 0 · · ·
...
...
...
...
...
... . . .

.
2.2 Semigroups with involution and unitary representations
Let H be a complex Hilbert space.
Definition 2.3. A semigroup is a set Φ together with a binary operation satisfying two
conditions:
1. Closure: ∀ a, b ∈ Φ, ab ∈ Φ,
2. Associativity: ∀ a, b, c ∈ Φ, (ab)c = a(bc).
Note that a semigroup Φ does not need to have an identity element and elements of Φ do
not have to have inverses. We describe now semigroups with involution. An involution ∗ is
a bijection φ 7→ φ∗ of Φ on Φ satisfying
φ∗∗ = φ, (φ1φ2)∗ = φ∗2 φ
∗
1 ∀φ, φ1, φ2 ∈ Φ.
We assume that Φ possesses an identity element 1 and 1∗ = 1. Notice that if Φ is a group
10
then the inverse map ∗ : Φ→ Φ defined by φ∗ = φ−1 is an involution.
Let us describe the notion of a representation of a semigroup Φ. We denote by L(H) the
algebra of all bounded linear operators in H . Then the involution of L(H) is the usual
conjugation of operators. So Φ(H) is a semigroup with involution.
A representation ρ of a semigroup Φ is any morphism
ρ : Φ→ Φ(H)
which commutes with involution such that Φ(1) = I . If Φ is a topological semigroup then
we will assume additionally that ρ is a continuous map from Φ to L(H), where L(H) is
endowed with the strong operator topology. If H ⊂ Hρ is invariant under Φ then H⊥ ⊂ Hρ
is also invariant.
A representation ρ is called irreducible if there is no proper closed ρ-invariant subspace in
Hρ (in other words, Hρ and {0} are the only ρ-invariant closed subspaces of Hρ).
We define a unitary representation of a topological group.
Definition 2.4. Let G be a topological group and H be a Hilbert space. A unitary repre-
sentation of G is a continuous homomorphism
pi : G→ U(Hpi),
of G into the group U(Hpi) of unitary operators on H where Hpi is the the representation
space of pi. The dimension of Hpi is called the dimension of representation pi.
Definition 2.5. Let pi : G → U(Hpi) be an unitary representation of G. A closed linear
subspace W of Hpi is called invariant under pi if pi(g)W ⊆ W for all g ∈ G.
Any 1-dimensional representation is irreducible and if G is abelian, the dimension of every
irreducible representation is 1.
11
We now state some important lemmas which will be used in the later chapters with proofs
in [26].
Lemma 2.1. The representation ρ is irreducible if and only if the linear span of operators,
ρ(φ), φ ∈ Φ, is weakly dense in L(Hρ).
Definition 2.6. A family of vectors {ηα}, α ∈ A in H is called total in H if its linear span
is dense in H .
Definition 2.7. A vector η ∈ Hρ is called cyclic if {ρ(φ)η}, η, φ ∈ Φ is total in Hρ. A
subspace S ⊆ Hρ is called cyclic if {ρ(φ)η}, ρ ∈ Φ, η ∈ S is total in Hρ, η ∈ S.
Notice that if the representation ρ is irreducible, any nonzero vector (or subspace) of Hρ is
cyclic.
Lemma 2.2. Let {ηα} and {η′α}, α ∈ A be two total families in H and H ′ respectively.
Suppose (ηα, ηβ) = (η′α, η
′
β), α, β ∈ A. Then there exists a linear isometry H → H ′ which
maps ηα into η′α.
Lemma 2.3. A unitary representation of a compact group G can be decomposed into a
direct sum of irreducible representations.
Definition 2.8. Let ρ and pi be two unitary representations of a group G. A linear operator
τ of Hρ into Hpi satisfying
τρ(φ) = pi(φ)τ, for all φ ∈ G,
is called an intertwining operator between ρ and pi.
Definition 2.9. Two unitary representations ρ : G→ U(Hρ) and pi : G→ U(Hpi) of G are
called unitary equivalent (denoted by ρ ∼= pi) if there exist a unitary W : Hρ → Hpi such
that pi(g) = Wρ(g)W−1 for all g ∈ G. W is sometimes called an intertwining operator
between ρ and pi.
12
We can introduce now the dual of a topological group.
Definition 2.10. The set of equivalence classes of irreducible unitary representations of G
(denoted by Ĝ) is called the dual ofG. Each class consists of unitary equivalent irreducible
representations.
Lemma 2.4. Let ρ and pi be two representations of a semigroup Φ. Suppose that there exist
cyclic vectors η ∈ Hρ and ξ ∈ Hpi such that
(ρ(φ)η, η) = (pi(φ)ξ, ξ), for every φ ∈ Φ.
Then ρ and pi are equivalent.
Lemma 2.5. Let ρ and pi be two finite-dimensional irreducible representations of group G
and τ be an intertwining operator between ρ and pi. Then either τ = 0 or τ is a linear
isomorphism of Hρ onto Hpi.
Notice that if semigroup Φ has a zero element and ρ is irreducible representations of Φ,
then ρ(0) = 0 or dim(Hρ) = 1 and ρ(φ) = 1 for all φ ∈ G.
2.3 Tame representations and Lieberman Theorem for S(∞)
Let T be a unitary representation of S(∞) and let HT be the Hilbert space of the represen-
tation. We introduce HnT , the subspace of all Sn(∞)-invariant vectors in HT . It is clear that
HnT ⊆ Hn+1T . Let
H∞T =
∞⋃
n=1
HnT .
This is an algebraically invariant subspace under the action of the group S(∞) in HT . We
introduce now a very important definition.
Definition 2.11. [27] A unitary representation T 0 of the group S0(∞) is called tame if it
satisfies one of the equivalent conditions:
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(a) H∞T is dense in H(T ).
(b) T 0 can be extended to a continuous unitary representation of the topological group
S(∞).
(c) T 0 is continuous in the pointwise convergence topology on S0(∞).
Definition 2.12. [26] Let pi be an element of Ŝ(n), the finite set of all equivalence classes
of representations of S(n). Consider pi as a representation of S˜n(∞) which is trivial on
Sn(∞). T (n, pi) is the unitary representation of S(∞) which is induced by pi.
We cite Lieberman Theorem for S(∞)1 as stated in [26].
Theorem 2.1. (a) The representations {T (n, pi), n = 1, 2, · · · , pi ∈ Ŝ(n)}, together
with the trivial representation, exhaust all the continuous irreducible unitary rep-
resentations of S(∞).
(b) Any continuous unitary representation of S(∞) can be decomposed into a direct sum
of irreducible representations.
Proof: It can be found in [26]. ♦
Notice that Lieberman proved in 1972 (see [19]) that any representation T of the S(∞) is a
direct sum of irreducible representations; in particular, T generates a von Neumann algebra
M of type I. Olshanski in 1985 (see [26]) found another proof of Lieberman’s Theorem
based on semigroup approach.
2.4 Representations of finite groups
In this section, we consider representations of finite groups. We cite without proofs from
[2], [7], [18] and [34]. In this section unless we state otherwise G will be a finite group.
1For the original proof of Lieberman Theorem [19] (See Appendix A)
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Let V be a Banach space. The general linear group of V (denoted by GL(V )) is the set of
all invertible linear transformation of V to itself (so GL(V ) is the group of automorphisms
of V ). The representations of finite groups can be defined by using group homomorphism.
Definition 2.13. A representation of G on V is a homomorphism
ρ : G→ GL(V )
of G to GL(V ). The dimension of V (denoted by dim(V )) is called the dimension of ρ.
We introduce now the group algebra of a group G.
Definition 2.14. The group algebra C[G] is the set all formal linear combinations of ele-
ments of G:
C[G] = {
k∑
i=1
cigi : ci ∈ C, gi ∈ G}.
Proposition 2.3. C[G] is a complex semisimple algebra.
If we do not care specifically about the map ρ, we call V itself a representation of G. Since
the map ρ induces on V the structure of a G-module, V is also called a G-module. So
there is the correspondence between representations of a group G and C[G]-modules. The
terms G-module and the representation of G may be used interchangeably. In particular, if
dim(V ) = d then GL(V ) = GL(d,C) such that
GL(d,C) = {X ∈MATd(C) | det(X) 6= 0}.
where MATd(C) is a complex matrix algebra of dimension d which is the set of all d × d
matrices with complex entries.
Definition 2.15. A subrepresentation (or submodule) of V is an invariant subspace W of
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V ,i.e.,
w ∈ W ⇒ gw ∈ W for all g ∈ G.
W = V and W = {0} are called trivial subrepresentations of V . The representation of
G can be decomposed into irreducible representations of G. The corresponding result is
called Maschke’s Theorem:
Theorem 2.2. (Maschke) Let G be a finite group and let V be a representation of G. Then
V = ρ1 ⊕ ρ2 ⊕ · · · ρk
where each ρi is an irreducible subrepresentation of V .
We restate the Maschke Theorem using G-modules and full matrix algebras.
Theorem 2.3. Let G be any finite group. Then
C[G] ∼= MATd1(C)× · · · ×MATdk(C).
If G is a finite abelian of order n, then C[G] = Cn. We take a look at the symmetric
group for illustrating the representation of a finite group. The symmetric group (denoted
by S(n)) consists of all bijections from {1, · · · , n} to itself, multiplication being defined
as composition. The elements of the symmetric group are called permutations. For a
permutation σ ∈ S(n), we use the cycle notation. (more details will be in the next section).
Let G = S(3) = {e, (12), (13), (23), (123), (132) }. There are three irreducible
representations of S(3), ρ1, ρ2, ρ3 as follows.
ρ1 : σ ∈ S(3)→ 1, in V1 = C,
more explicitly, ρ1(e) = 1, ρ1((12)) = 1, ρ1((13)) = 1, ρ1((23)) = 1, ρ1((123)) = 1,
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and ρ1((132)) = 1. This representation is called the trivial representation. In general, the
representation ρ(g) = 1 for all g ∈ G is called the trivial representation. Since dim(V1) =
1, it clearly is an irreducible representation.
ρ2 : σ ∈ S(3)→ sgn(pi), in V2 = C,
more explicitly, ρ2(e) = 1, ρ2((12)) = −1, ρ2((13)) = −1, ρ2((23)) = −1, ρ2((123)) =
1, and ρ2((132)) = 1. This representation is called the sign representation and it clearly is
irreducible representation since dim(V2) = 1.
ρ3 : σ ∈ S(3)→ GL2(C), in V3 = C2,
such that
ρ3(e) =
 1 0
0 1
 , ρ3((123)) =
 −1 −1
1 0
 ,
ρ3((132)) =
 0 1
−1 −1
 , ρ3((1 2)) =
 −1 −1
0 1
 ,
ρ3((1 3)) =
 1 0
−1 −1
 , ρ3((2 3)) =
 0 1
1 0
 .
It is easy to check that ρ3(gh) = ρ3(g)ρ3(h) for all g, h ∈ S(3) and that it is 2-dimensional
irreducible representation of S(3). By Theorem (2.3), C[S(3)] ∼= C×C×MAT2(C) and
it can be expressed as a subalgebra of MAT4(C).
Proposition 2.4. Let G be a finite group and let V be a representation of G such that
V = ρ1 ⊕ ρ2 ⊕ · · · ⊕ ρk where ρi, i ≤ i ≤ k, is an irreducible representation. Any
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representation K of G can be expressed as follows:
K = d1ρ1 ⊕ d2ρ2 ⊕ · · · ⊕ dkρk,
where d1, · · · , dk are the unique non-zero complex numbers.
Proposition 2.5. Let (V, ρ1), (W, ρ2) be C[G]-modules. Then a linear mapping φ : V →
W is a G-module homomorphism if and only if it commutes with the action of G, i.e.
ρ2(φ(x)) = φ(ρ1(x)) for all pi ∈ G.
Proposition 2.6. (Schur’s Lemma) Let V, W be irreducible representations of G and φ :
V → W is a G-module homomorphism then φ is an isomorphism or φ = 0. Moreover if
V = W , then φ = λ · I where λ ∈ C and I is identity.
Definition 2.16. Let ρ be the representation of a finite group G on V . The character of a
representation ρ (denoted by χρ; when we do not care about ρ we will also write χV ) is a
complex-valued function
χV : G→ C
such that χV (g) = Tr(ρ(g)) where Tr(ρ(g)) is the trace of the matrix ρ(g).
The character of an irreducible representation is called an irreducible character. Characters
play a major role in the theory of group representations since a representation is defined in
the unique way by its characters.
Proposition 2.7. Let V and W be representations of G.
1. Every character of the direct sum χV⊕W can be represented in the unique way as
χV + χW where χV and χW are characters of V and W , respectively. (χV⊕W =
χV + χW ).
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2. Every character of the tensor product χV⊗W can be represented in the unique way
as χV · χW where χV and χW are characters of V and W , respectively. (χV⊗W =
χV · χW ).
3. Every character of the dual V ∗ can be represented in the unique way as χV where
χV is character of V . (χV ∗ = χV ).
Let us consider again G = S(3). There are three irreducible representations ρ1, ρ2, ρ3 of
S(3). By the definition of characters, we can make following table:
(e) (1 2) (1 3) (2 3) (1 2 3) (1 3 2)
χρ1 1 1 1 1 1 1
χρ2 1 −1 −1 −1 1 1
χρ3 2 0 0 0 −1 −1
Definition 2.17. A class function on G is a function
f : G→ C
such that f(hgh−1) = f(g) for all h, g ∈ G.
Since the trace is invariant under conjugacy, we obtain χρ(hgh−1) = χρ(g) for all g, h ∈
G. So χρ is a class function.
Definition 2.18. Let α, β : G→ C be class functions. A Hermitian inner product of α and
β is defined as
〈α, β〉 = 1|G|
∑
g∈G
α(g)β(g).
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A character table is a table which represents values of characters on conjugacy classes. The
character table for S(3) is
(e) (1 2) (1 2 3)
χρ1 1 1 1
χρ2 1 −1 1
χρ3 2 0 −1
We make the following observations from the character table for S(3) and we provide
analogous statements for S(n) without proofs. Let k be the number of irreducible repre-
sentations for S(n).
1. The number of irreducible representations of S(3) is equal to the the number of
conjugacy classes of S(3). This is general true for S(n).
2. χρ1(1), χρ2(1), χρ3(1) are the dimensions representations of ρ1, ρ2, ρ3 respectively.
In general, χρ(1) = dim(ρ).
3. χρ1(1)
2 + χρ2(1)
2 + χρ3(1)
2 = 3!. In general, if d1, d2, · · · , dk are dimensions of
the representations ρ1, ρ2, · · · , ρk, then
k∑
i=1
d2i = n!.
4.
∑
σ∈S(3)
χi(σ)χj(pi) = δij . In general, 〈χi, χj〉 =
∑
σ∈S(n)
χi(σ)χj(pi) = δij . It means
that the character table holds row orthogonality and therefore is always a unitary
matrix.
5.
3∑
m=1
χm(σi)χm(σj) = δij for σi, σj ∈ S(3). In general
k∑
m=1
χm(σi)χm(σj) = δij for
σi, σj ∈ S(n). It means that the character table holds column orthogonality.
6. Notice that 〈χ1, χ1〉 = 〈χ2, χ2〉 = 〈χ3, χ3〉 = 1, and the representations ρ1, ρ2, ρ3
are irreducible representations. In general, 〈χi, χi〉 = 1 if and only if ρi is irreducible
representation.
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7. 1
3!
3∑
i=1
χi(e) = 1, 13!
3∑
i=1
χi((1 2)) = 3, and 13!
3∑
i=1
χi((1 2 3)) = 2. In general, for
a fixed σ ∈ S(n), 1
n!
k∑
i=1
χi(σ) = |cσ|, where |cσ| is the number of elements in the
corresponding conjugacy class.
8. χ1(e) + χ2(e) + 2χ2(e) = 3! and χ1(σ) + χ2(σ) + 2χ2(σ) = 0, for σ 6= e ∈ S(3).
In general,
k∑
i=1
diχi(e) = n! and for pi 6= e ∈ S(n) ,
k∑
i=1
diχi(pi) = 0 where di is the
dimension of irreducible representations of S(n).
Proposition 2.8. Let σ ∈ S(n). Then |χρ(σ)| = k if and only if ρ(σ) = c · Ik where
c = χρ(σ)
k
and Ik is k × k identity matrix.
We state Theorem for characters of a finite group.
Theorem 2.4. If ρ = ρ1⊕ρ2⊕· · ·⊕ρn where ρi, 1 ≤ i ≤ n are irreducible representations,
then every character χρi , can be expressed as follows:
χ =
n∑
i=1
kiχρi ,
where ki are nonnegative integers.
2.5 Irreducible representations of the finite symmetric group S(n)
In this section, we consider the finite symmetric group S(n). We cite without proofs from
[7], [8], [15], [32] and [34]. For a permutation σ ∈ S(n), we use the cycle notation. A
k-cycle is a cycle of length k. The cycle type of σ has a form (1k1 , 2k2 , · · · , nkn) where
ki is the number of cycles of length k. For example, if σ = (1 2 3)(4 5) ∈ S(5) then σ
consists of a 3-cycle and a 2-cycle. σ has the cycle type form (10, 21, 31, 40, 50). The cycle
type can be expressed as a partition.
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Definition 2.19. A partition λ of n (denoted by λ ` n) is a sequence
λ = (λ1, λ2, · · · , λm), 1 ≤ i ≤ m
where λi are weakly decreasing and
m∑
i=1
= n.
λ = (3, 2) is the partition for σ = (1 2 3)(4 5). For n = 5, we obtain following partitions:
(5), (4, 1), (3, 2), (3, 1, 1), (2, 2, 1), (2, 1, 1, 1), and (1, 1, 1, 1, 1).
Definition 2.20. Let G be group. Two elements g and h are conjugate if g = khk−1 for
some k ∈ G. The conjugacy class of g is the set of elements conjugate to an element g.
If σ1 ∈ S(n) is any permutation and it can be expressed as σ1 = (i1, · · · , ik) · · · (im, · · · , in),
then for any σ2 ∈ S(n)
σ2σ1σ
−1
2 = (σ2(i1), · · · , σ2(ik)) · · · (σ2(im), · · · , σ2(in)).
It follows that the cycle type is preserved under conjugacy and we obtain following Theo-
rem:
Theorem 2.5. Two permutations σ1, σ2 ∈ S(n) are conjugate if and only if they have
the same cycle type. The conjugacy classes can be labeled by integers m1, · · · ,mn with
mj ≥ 0,
n∑
j=1
jmj = n where (m1, · · · ,mn) is from the cycle type (1m1 , · · · , nmn) of two
permutations.
Clearly, there is one-to-one correspondence between the conjugacy classes of S(n) and the
partitions of n. We show it below with a partition and a representative element of each
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conjugacy class. For example,
λ1 = (5) ↔ (1 2 3 4 5) (a 5-cycle)
λ2 = (4, 1) ↔ (1 2 3 4)(5) (a 4-cycle and a 1-cycle)
λ3 = (3, 2) ↔ (1 2 3)(4 5) (a 3-cycle and a 2-cycle)
λ4 = (3, 1, 1) ↔ (1 2 3)(4)(5) (a 3-cycle and two 1-cycles)
λ5 = (2, 2, 1) ↔ (1 2)(3 4)(5) (two 2-cycle and a 1-cycle)
λ6 = (2, 1, 1, 1) ↔ (1 2)(3)(4)(5) (a 2-cycle and three 1-cycles)
λ7 = (1, 1, 1, 1, 1) ↔ (1)(2)(3)(4)(5) (five 1-cycles)
There are 7 conjugacy classes in S(5) and we can compute the number of elements of a
conjugacy class in the following Theorem:
Theorem 2.6. If σ ∈ S(n) has a form (1m1 , 2m2 , · · · , nmn), then the number of elements
in each conjugacy class is
n!
1m1m1!2m2m2! · · ·nmnmn! .
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For S(5), we compute them as follows:
(1 2 3 4 5) ↔ (10, 20, 30, 40, 51)→ 5!
100!200!300!400!511!
= 24
(1 2 3 4)(5) ↔ (11, 20, 30, 41, 50)→ 5!
111!200!300!411!500!
= 30
(1 2 3)(4 5) ↔ (10, 21, 31, 40, 50)→ 5!
100!211!311!400!500!
= 20
(1 2 3)(4)(5) ↔ (12, 20, 31, 40, 50)→ 5!
122!200!311!400!500!
= 20
(1 2)(3 4)(5) ↔ (11, 22, 30, 40, 50)→ 5!
111!222!300!400!500!
= 15
(1 2)(3)(4)(5) ↔ (13, 21, 30, 40, 50)→ 5!
133!211!300!400!500!
= 10
(1)(2)(3)(4)(5) ↔ (15, 20, 30, 40, 50)→ 5!
155!200!300!400!500!
= 1
We see that the conjugacy classes of S(n) can be matched with the partition of n from the
previous section. In this section, we discuss Young diagrams and Young tableaux which is
another way to show correspondence for the conjugacy classes of S(n)
Definition 2.21. Let λ = (λ1, λ2, · · · , λk) ` n. A Young diagram of shape λ consists of k
left-justified boxes with row i containing λi boxes for 1 ≤ i ≤ k.
Note that the symbol λ stands for the partition and its shape. For example, the partition
λ = (3, 2) has a Young diagram . So Young diagrams for n = 5 are in Figure 2.1.
Clearly, there is one-to-one correspondence between Young diagrams for n = 5 and the
partitions for n = 5. So the number of conjugacy classes of S(n) is the the number of
partitions of n and the number of Young diagrams on n.
Definition 2.22. Suppose λ ` n. A Young tableau of shape λ (or λ-tableau )(denoted by
T λ) is a Young diagram filling the numbers (1, 2, · · · , n) to the n boxes bijectively without
repetition.
If λ = (2, 2, 1) then there are 120 possible Young tableaux for T (2,2,1).
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λ1 = (5) ⇐⇒
λ2 = (4, 1) ⇐⇒
λ3 = (3, 2) ⇐⇒
λ4 = (3, 1, 1) ⇐⇒
λ5 = (2, 2, 1) ⇐⇒
λ6 = (2, 1, 1, 1) ⇐⇒
λ7 = (1, 1, 1, 1, 1) ⇐⇒
Figure 2.1: Young diagrams for n = 5
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Definition 2.23. Suppose λ ` n. T λ is called standard if the numbers increase in each row
and each column. T λ is called semistandard if the numbers weakly increase in each row
and strictly in each column. Let f(T λ) be the number of standard Young tableaux for λ.
The number of standard Young tableaux for λ denotes by f(T λ). For λ = (2, 2, 1), then
f(T (2,2,1)) = 5 since
1 2
3 4
5
1 3
2 4
5
1 4
2 5
3
1 2
3 5
4
1 3
2 5
4
The number of standard tableaux is important since it is the dimension of the irreducible
representation associated to S(n). We can find it by Hook Length formula:
Theorem 2.7. If λ ` n, then
f(T λ) =
n!∏
b
hb
where the product is over all boxes b of λ and hb is the hook-length 2 of b.
By the Hook length formula, we can make Young graph in Figure 2.2.
We state following Theorem:
Theorem 2.8. ∑
λ`n
f(T λ)2 = n!
Clearly, 12 + 42 + 52 + 62 + 42 + 11 = 5!.
Since the number of conjugacy classes of S(n) equals to the number of Young diagrams
on n, we can construct all the irreducible representations of S(n) over C using the Specht
module.
2The number of boxes directly to the right or below b (including b itself).
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1
1 1
1 2 1
1 3 2 3 1
1 4 5 6 5 4 1
· · ·
Figure 2.2: Young graph by Hook length formula. Notice that the subscripts tell us the
dimension of diagrams
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Definition 2.24. Two λ-tableaux T λ1 and T λ2 are row equivalent if they contain the same
numbers for each corresponding rows. A tabloid of shape of λ (or λ-tabloid) (denoted by
{T λ} is set of all equivalent of λ-tableaux.
If T (2,1) = 1 2
3
, then
{T (2,1)} = { 1 2
3
, 2 1
3
} = 1 2
3
Tabloids are denoted by bar notation. If λ = (λ1, λ2, · · · , λk) ` n then the number of λ-
tabloids is n!
λ1!λ2!···λk! since the number of tableaux of a row equivalence class is λ1!λ2! · · ·λk!.
Definition 2.25. Suppose λ ` n. The permutation module of λ (denoted by Mλ) is
Mλ = C{T λ1 , · · · , T λk }
where T λ1 , · · · , T λk is complete list of λ-tabloids.
There are 10 λ-tabloids for n = 3:
{ 1 2 3 , 1 2
3
, 1 3
2
, 2 3
1
,
1
2
3
,
1
3
2
,
2
1
3
,
2
3
1
,
3
1
2
,
3
2
1
}.
If λ-tableau is a standard, then the corresponding tabloid is also standard.
The symmetric group pi ∈ S(n) acts on tabloids by
pi{T λ} = {piT λ}.
This action extends to an S(n)-module. We define two Young subgroups of the symmetric
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groups S(n):
RTλ = {g ∈ S(n) : g preserves each row }
CTλ = {g ∈ S(n) : g preserves each column }.
Then we define aTλ and bTλ in C[S(n)] as follows:
aTλ =
∑
p∈R
Tλ
p, bTλ =
∑
q∈C
Tλ
sgn(q)q.
Definition 2.26. For T λ, the associated polytabloid (denoted by vTλ) is defined by
vTλ = bTλ{T λ} =
∑
q∈C
Tλ
sgn(q){qT λ}.
The product cTλ = bTλaTλ is called Young symmetrizers. Now we define the Specht
module.
Definition 2.27. Suppose λ ` n. The Specht module (denoted by Sλ) is the submodule of
Mλ spanned by polytabolids vTλ where T λ varies over all numberings of λ.
Note that Sλ is preserved by S(n) since pivTλ = vpiTλ for all T λ and all pi ∈ S(n). We
obtain the following proposition:
Proposition 2.9. The Specht module Sλ are cyclic modules generated by polytabolids vTλ .
We take look at special cases (λ = (n), λ = (1, · · · , 1) = (1n), λ = (n − 1, 1)) for
The Specht module Sλ. If λ = (n) then there is only one polytabloid 1 · · ·n so Sλ is
the trivial representation of S(n) and dim(S(n)) = 1. If λ = (1n) then each equivalence
class {T λ} consists of a single tableau and the action of S(n) is preserved. So Sλ is the
sign representation of S(n) and dim(S(1n)) = 1. For λ = (n− 1, 1) λ-tabloid is uniquely
determined by the element of second row. dim(S(n−1,1)) = n−1. When n = 3, these three
cases give all the irreducible representations of S(3). We state the following Theorem for
general case of n.
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S(3) ⇐⇒
S(2,1) ⇐⇒
S(1
3) ⇐⇒
S(4) ⇐⇒
S(3,1) ⇐⇒
S(2,2) ⇐⇒
· · ·
· · ·
Figure 2.3: The correspondence between Specht modules and Young diagrams
Theorem 2.9. Suppose λ ` n. The Specht module, Sλ, is an irreducible representation of
S(n) in C. Every irreducible representation of S(n) is isomorphic to exactly one Sλ.
By Theorem (2.9), we can make correspondence in Figure 2.3.
The dimension of an irreducible representation of S(n) is the number of standard λ-tableau
on n. We summarize it following Theorem:
Theorem 2.10. Let λ ` n.
1. dim(Sλ) = f(T λ),
2.
∑
λ`n
f(T λ)2 = n!,
3. {vTλ : T λ is a standard λ-tableau } is a basis for Sλ.
There is the relationship between Mλ and Sλ.
Definition 2.28. Suppose λ = (λ1, · · · , λk) and µ = (µ1, · · · , µm) are partition of n. Then
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λ dominates µ (denoted by λ D µ) if
λ1 + · · ·+ λi ≥ µ1 + · · ·+ µi
for all i ≥ 1.
Note that if λ, µ ` n with λ D µ, then λ ≥ µ.
Proposition 2.10. The permutation module Mλ can be decomposed into the direct sum of
the Specht modules, Sλ;
Mλ =
⊕
λ≥µ
Kλ,µS
λ
with Kµ,µ = 1.
The coefficient Kλ,µ is the number of semistandard λ-tableaux with content µ. We call this
formula Young’s Rule. If µ = (1n) then Kλ,µ is the number of standard λ-tableaux. For
example,
M (1,1,1,1,1) = S(1,1,1,1,1) ⊕ S(1,1,1,1,1) ⊕ 4S(2,1,1,1) ⊕ 5S(2,2,1) ⊕ 6S(3,1,1) ⊕ 4S(4,1) ⊕ S(5)
The branching rule describes irreducible representations Sλ of S(n) under restricting or
inducing to S(n − 1) or S(n + 1). The restricting or inducing are simply either removing
or adding a box to the Young diagram for λ.
Definition 2.29. Supposed λ ` n is a Young diagram. An inner box of λ (denoted by λ−)
is a box (i, j) ∈ λ which we can remove from the Young diagram of a partition. An outer
box of λ (denote by λ+) is a box (i, j) /∈ λ which we can add to the Young diagram of a
partition.
31
For example, if λ = (2, 2, 1)↔ , then
λ− : x
x
λ+ :
x
x x x
Note that x indicates either removing or adding a box. From the example, we restrict an
irreducible representation S(2,2,1) of S(5) to S(4) (denoted by Sλ ↓S(n)S(n−1) for general) and
S(2,2,1) ↓S(5)S(4) ∼= S(2,2) ⊕ S(2,1,1).
We induce an irreducible representation S(2,2,1) of S(5) to S(6) (denoted by Sλ ↑S(n+1)S(n) for
general) and
S(2,2,1) ↑S(6)S(5) ∼= S(3,2,1) ⊕ S(2,2,2) ⊕ S(2,2,1,1).
Now we take Branching Rule of S(n):
Theorem 2.11. Suppose λ ` n. Then
1. Sλ ↓S(n)S(n−1) ∼=
⊕
λ−
Sλ
−
,
2. Sλ ↑S(n+1)S(n) ∼=
⊕
λ+
Sλ
+
,
3. f(T λ) =
∑
λ−
f(T λ
−
).
Theorem (2.11) (c) tells us about the relationship of dimensions between Sλ of S(n) and
Sλ
− of S(n− 1). For example f(T (2,2,1)) = 5 since f(T (2,2)) = 2 and f(T (2,1,1)) = 3.
The Littlewood-Richardson Rule play a crucial role in the decomposition of certain in-
duced representations in the representation theory of the symmetric group. The Littlewood-
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Richardson Rule is
sλsµ =
∑
ν
cνλ,µsν .
It describes the Littlewood-Richardson coefficient cνλ,µ when decomposing a product of
two Schur (see Appendix G) functions as a linear combination of other Schur functions.
It is a natural numbers and it depends on three partitions λ, µ, and ν. Unless ν ⊆ λ and
⊆ µ, we have cνλ,µ = 0. Here ν ⊆ λ, µ means that for any i, νi ≥ λi νi ≥ µi holds.
Moreover, if |λ| + |µ| 6= |ν|, then cνλ,µ = 0. If all these conditions are satisfied, cνλ,µ
can be calculated with a skew Young tableaux of shape ν/λ and of weight µ. The skew
Young diagram ν/λ denotes the diagram obtained by removing the square of λ sitting in
ν such that the left upper squares of λ and ν fit in. For µ = (µ1, µ2, · · · , µk), we write
the numbers µ1 1′s, µ2 2′s · · · , µk k′s in the skew Young diagram ν/λ satisfying the
following conditions:
(a) The nonempty entire first line must be filled with entries 1
(b) For each row, the numbers are weakly decreasing from left to right
(c) For each column, the numbers are strictly increasing from top to bottom
Then cνλ,µ is the number of ways to write down the numbers µ1 1
′s, µ2 2′s, · · · , µk k′s in
the skew Young diagram ν/λ. For example, we will calculate cνλ,µ for ν = (5, 3, 2, 1, 1), λ =
(3, 1, 1, 1), µ(3, 2, 1):
1 1
1 2
2
3
1 1
1 2
3
2
1 1
2 2
3
1
Thus, cνλ,µ = 3.
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3. WREATH PRODUCT OF THE FINITE SYMMETRIC GROUP S(∞) WITH Z2
3.1 Wreath product of the infinite symmetric group S(∞) with Z2
The definition of wreath product can be found in many sources. We follow below the ver-
sion given in [42] which is one of most detailed and clearly written.
Let P , Q be sets and A, B be subgroups of permutation group S(P ), S(Q) respectively.
The set of all functions from P to B, BP , is also a group with natural multiplication
φψ(i) = φ(i)ψ(i) where φ, ψ in Bp, i in P . Each pair (a, φ), a ∈ A, φ ∈ BP , de-
fines a permutation on the set P ×Q = {(i, j) : i ∈ P, j ∈ Q} as
(a, φ)(i, j) = (ai, φ(i)j).
From here it is immediate to see that
(a1, φ1)(a2, φ2) = (a1a2, (φ1(a2)φ2)).
The identity element is
E = (e, )
where e is the identity in A and  is the function that maps each element of P to the identity
of B.
The inverse of (a, φ) is
(a, φ)−1 = (a−1, (φa−1)−1).
The obtained group is called the wreath product of A with B and will be denoted by
A[B]. The sets {(a, ) | a ∈ A} and {(e, φ) | φ ∈ BP} are subgroups of A[B] isomorphic
to A and BP , respectively. Moreover the subgroup {(e, φ)} is a normal subgroup of A[B].
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Since Z2 is isomorphic to S(2), we will use S(2) instead of Z2. We will describe the wreath
product of S(∞) with Z2 (denoted by S(∞)[Z2]).
Let
A = S(∞) P = {1, 2, 3, · · · },
B = S(2) Q = {1, 2}.
Let BP = {φ : P → S(2)}, For any i ∈ N, φ(i) =
 (1)(2),(1 2).
The composition of two permutations in S(∞)[S(2)] is as following
(a1, φ1)(a2, φ2)(i, j) = (a1, φ1)(a2i, φ2(i)j) = (a1a2i, φ1(a2i)[φ2(i)j]), i ∈ P, j ∈
{1, 2}. The identity element and the inverse are defined by
E = (e, ), e = eA, (i) = eB,
(a, φ)−1 = (a−1, (φ(a−1))−1).
Notice also that the wreath product of S(∞) with Z2 is the semidirect product of S(∞)
and K =
∞∏
i=1
(Z2)i, where K is the full direct product of infinitely many copies of Z2.
This product K =
∞∏
i=1
(Z2)i is endowed with Tychonoff topology, i.e. every neighborhood
of identity in it is the form
∞∏
i=1
Oi where Oi is a neighborhood of the identity in Z2 and
Oi = Z2 with exception of a finite set of indices.
To better understand the construction of this wreath product of S(∞) with Z2 we will first
consider the wreath product of S(n)[Z2], n ∈ N.
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Example 1
The wreath product of S(1) with Z2 has 2 elements:
S(1)[Z2] = {(a, φ) | a ∈ S(1), φ : S(1)→ S(2)}.
We will consider its matrix representation. Let
A = S(1) B = S(2)
P = {1} Q = {1, 2}
BP : P → S(2)
Let e = (1)(2), s = (1 2). Then BP has two elements:
f1(1) = e, f2(1) = s
respectively. The action of the wreath product can be described as in the case of f1:
(e, f1)(1, 1) = (e1, f1(1)1) = (1, 1)
(e, f1)(1, 2) = (e1, f1(1)2) = (1, 2)
The corresponding matrix is  1 0
0 1
 .
And in the case of f2 we have
(e, f2)(1, 1) = (e1, f2(1)1) = (1, 2)
(e, f2)(1, 2) = (e1, f2(1)2) = (1, 1)
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with the matrix  0 1
1 0
 .
The subgroup S(1)[Z2] is isomorphic to a subgroup of GL(2,R) which elements are:
 1 0
0 1
 ,
 0 1
1 0
 .
Example 2
The wreath product of S(2) with Z2 has 8 elements:
S(2)[Z2] = {(a, φ) | a ∈ S(2), φ : S(2)→ S(2)}
We will consider its matrix representation. Let
A = S(2) B = S(2)
P = {1, 2} Q = {1, 2}
BP : P → S(2)
Let e = (1)(2) s = (1 2) Then consider BP has four elements:
f1(1) = e, f1(2) = e
f2(1) = e, f2(2) = s
f3(1) = s, f3(2) = e
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f4(1) = s, f4(2) = s
The action of the wreath product can be described as in the case of (e, f1):
(e, f1)(1, 1) = (e1, f1(1)1) = (1, 1)
(e, f1)(1, 2) = (e1, f1(1)2) = (1, 2)
(e, f1)(2, 1) = (e2, f1(2)1) = (2, 1)
(e, f1)(2, 2) = (e2, f1(2)2) = (2, 2)
The corresponding matrix is 
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

.
The action of the wreath product can be described as in the case of (e, f2):
(e, f2)(1, 1) = (e1, f2(1)1) = (1, 1)
(e, f2)(1, 2) = (e1, f2(1)2) = (1, 2)
(e, f2)(2, 1) = (e2, f2(2)1) = (2, 2)
(e, f2)(2, 2) = (e2, f2(2)2) = (2, 1)
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The corresponding matrix is 
1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

.
The action of the wreath product can be described as in the case of (e, f3):
(e, f3)(1, 1) = (e1, f3(1)1) = (1, 2)
(e, f3)(1, 2) = (e1, f3(1)2) = (1, 1)
(e, f3)(2, 1) = (e2, f3(2)1) = (2, 1)
(e, f3)(2, 2) = (e2, f3(2)2) = (2, 2)
The corresponding matrix is 
0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

.
The action of the wreath product can be described as in the case of (e, f4):
(e, f4)(1, 1) = (e1, f4(1)1) = (1, 2)
(e, f4)(1, 2) = (e1, f4(1)2) = (1, 1)
(e, f4)(2, 1) = (e2, f4(2)1) = (2, 2)
(e, f4)(2, 2) = (e2, f4(2)2) = (2, 1)
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The corresponding matrix is 
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

.
The simple calculation below in the case of (s, f1)
(s, f1)(1, 1) = (s1, f1(1)1) = (2, 1)
(s, f1)(1, 2) = (s1, f1(1)2) = (2, 2)
(s, f1)(2, 1) = (s2, f1(2)1) = (1, 1)
(s, f1)(2, 2) = (s2, f1(2)2) = (1, 2)
provides the following matrix:

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

.
Similarly, in the case of (s, f2) we have
(s, f2)(1, 1) = (s1, f2(1)1) = (2, 1)
(s, f2)(1, 2) = (s1, f2(1)2) = (2, 2)
(s, f2)(2, 1) = (s2, f2(2)1) = (1, 2)
(s, f2)(2, 2) = (s2, f2(2)2) = (1, 1)
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
0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0

.
Similarly, in the case of (s, f3) we have
(s, f3)(1, 1) = (s1, f3(1)1) = (2, 2)
(s, f3)(1, 2) = (s1, f3(1)2) = (2, 1)
(s, f3)(2, 1) = (s2, f3(2)1) = (1, 1)
(s, f3)(2, 2) = (s2, f3(2)2) = (1, 2)

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0

.
Similarly, in the case of (s, f4) we have
(s, f4)(1, 1) = (s1, f4(1)1) = (2, 2)
(s, f4)(1, 2) = (s1, f4(1)2) = (2, 1)
(s, f4)(2, 1) = (s2, f4(2)1) = (1, 2)
(s, f4)(2, 2) = (s2, f4(2)2) = (1, 1)
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
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

.
The subgroup S(2)[Z2] is isomorphic to a subgroup of GL(4,R) which elements are:

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

,

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

,

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

,

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

,

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

,

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0

,

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0

,

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

.
Example 3
The wreath product of S(3) with Z2 has 48 elements:
S(3)[Z2] = {(a, φ) | a ∈ S(3), φ : S(3)→ S(2)}
We will consider its matrix representation. Let
A = S(3) = {e, (1 2), (1 3), (2 3), (1 2 3), (1 3 2)} B = S(2)
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P = {1, 2, 3} Q = {1, 2}
S(3)[S(2)] = {(a, φ) | a ∈ A, φ ∈ BP}
BP : P → S(2)
Let e = (1)(2) s = (1 2) Then BP has eight elements:
f1(1) = e, f1(2) = e, f1(3) = e
f2(1) = e, f2(2) = e, f2(3) = s
f3(1) = e, f3(2) = s, f3(3) = e
f4(1) = e, f4(2) = s, f4(3) = s
f5(1) = s, f5(2) = e, f5(3) = e
f6(1) = s, f6(2) = e, f6(3) = s
f7(1) = s, f7(2) = s, f7(3) = e
f8(1) = s, f8(2) = s, f8(3) = s
The calculation can be found in Appendix C.
3.2 The relationship between S(∞) and S(∞)[Z2]
S(n) is isomorphic to all the square matrices with entries 0 and 1 of order n such that in any
row or column the number of 1′s is exactly one. We can construct the following matrices
of S(n), n = 1, 2, 3, · · · below:
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S(1) ⇐⇒ 1
S(2) ⇐⇒
 1 0
0 1
 ,
 0 1
1 0

S(3) ⇐⇒

1 0 0
0 1 0
0 0 1
 ,

1 0 0
0 0 1
0 1 0
 ,

0 0 1
0 1 0
1 0 0
 ,

0 1 0
1 0 0
0 0 1
 ,

0 0 1
1 0 0
0 1 0
 ,

0 1 0
0 0 1
1 0 0
 ,
S(4) ⇐⇒ 24 of 4 by 4 matrices
· · · ⇐⇒ · · ·
The example above shows that the group S(n)[Z2] is isomorphic to the subgroup ofGL(2n,R)
obtained as follows. We consider a matrix corresponding to an element of S(n) and we sub-
stitute each entry of it equal to 1 by either
 1 0
0 1
 or
 0 1
1 0
 and any entry equal to 0
by the block
 0 0
0 0
 . So we obtain the following matrices of S(n)[Z2], n = 1, 2, 3, · · ·
below:
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S(1)[Z2] ⇐⇒
 1 0
0 1
 ,
 0 1
1 0
 .
S(2)[Z2] ⇐⇒

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

,

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

,

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

,

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

,

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

,

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0

,

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0

,

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

.
S(3)[Z2] ⇐⇒ 48 of 6 by 6 matrices can be found in Appendix C.
· · · ⇐⇒ · · ·
If we have such a matrix and have replacements described above we will get a group of
infinite matrices isomorphic to S(∞)[Z2].
3.3 Semigroups Φ(∞) and Φ(∞)[Z2] generated by S(∞) and S(∞)[Z2]
We introduce (following [26]) the semigroup of infinite matrices Φ(∞) whose elements are
matrices with entries 0, 1 such that in every row and in every column there is at most one
element equal to 1. Clearly S(∞) is subsemigroup of Φ(∞). We introduce involution of
Φ(∞) as φ∗ = φT where φT means the matrix transpose to φ. We can construct following
matrices of Φ(n), n = 1, 2, · · · below:
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Φ(1) ⇐⇒ 1, 0
Φ(2) ⇐⇒
 1 0
0 1
 ,
 1 0
0 0
 ,
 0 0
0 1
 ,
 0 1
1 0
 ,
 0 1
0 0
 ,
 0 0
1 0
 ,
 0 0
0 0
 .
· · · ⇐⇒ · · · · · ·
We define Φ(∞)[Z2] by considering the matrices from Φ(∞) and substituting in such a
matrix every 1 by either
 1 0
0 1
 or
 0 1
1 0
 and any entry equal to 0 by the block
 0 0
0 0
 . We can construct following matrices of Φ(n)[Z2], n = 1, 2, 3:
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Φ(1)[Z2] ⇐⇒
 1 0
0 1
 ,
 0 1
1 0
 ,
 0 0
0 0
 .
Φ(2)[Z2] ⇐⇒

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

,

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

,

0 1 0 0
1 0 0 0
0 0 1 0
0 0 0 1

,

0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

,

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

,

0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

,

0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

,

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

,

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

,

0 0 1 0
0 0 0 1
0 1 0 0
1 0 0 0

,

0 0 0 1
0 0 1 0
1 0 0 0
0 1 0 0

,

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

,

0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0

,

0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0

,

0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0

,

0 0 0 0
0 0 0 0
0 1 0 0
1 0 0 0

,

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

.
Φ(3)[Z2] ⇐⇒ 127 of 6 by 6 matrices
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3.4 Description of S(∞)[Z2] as a group of permutations and its subgroups
The wreath product of infinite symmetric group S(∞) with Z2 (denoted by S(∞)[Z2]) can
be described as following way. We represent N as the union of {2i − 1, 2i}. Consider an
arbitrary σ˜1 ∈ S(∞). Next consider the permutation σ1 defined as
σ1(2i− 1) = 2σ˜1(i)− 1, σ1(2i) = 2σ˜1(i)
Notice that the correspondence between σ˜1 and σ1 is bijective. Now consider a permutation
σ2 on N such that ∀i, σ2({2i− 1, 2i}) = {2i− 1, 2i}.
Let σ = σ2σ1. Permutations of such form make a subgroup of S(∞) which is isomorphic to
S(∞)[Z2]. We will describe three important subgroups Sn(∞)[Z2], S˜n(∞)[Z2], S(n)[Z2]
of S(∞)[Z2]. Notice that the permutations of the type {σ1} and {σ2}, where σ1 and σ2 are
as described above, constitute subgroups of S(∞)[Z2] which we will denote as Σ1 and Σ2.
Then for any σ2σ1 ∈ S(∞)[Z2],
Sn(∞)[Z2] = {σ2σ1 | σ2 ∈ Σ2 and σ2(i) = i, i = 1, · · · , 2n; σ˜1 ∈ Sn(∞)},
S˜n(∞)[Z2] = {σ2σ1 | σ2 ∈ Σ2; σ˜1 ∈ S˜n(∞)},
S(n)[Z2] = {σ2σ1 | σ˜1 ∈ S(n); σ2(i) = i, i ≥ 2n+ 1},
S0(∞)[Z2] = {σ2σ1 | σ˜1 ∈ S0(∞); σ2(i) = i, i ≥ 2N + 1 for some N}.
Similarly to S0(∞), we also can define S0(∞)[Z2] by
S0(∞)[Z2] =
∞⋃
n=1
S(n)[Z2].
S0(∞)[Z2] is the set of all the finite permutations of S(∞)[Z2] and S0(∞)[Z2] is a count-
able normal subgroup in S(∞)[Z2]. We consider S(∞)[Z2] with topology of pointwise
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convergence. The subgroups Sn(∞)[Z2] make a fundamental family of neighborhoods of
the identity.
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4. UNITARY REPRESENTATIONS OF S(∞)[Z2]
4.1 Unitary representations of S(∞)[Z2], Part I
Let pi be an element of ̂S(n)[Z2], the finite set of all equivalence classes of the irreducible
unitary representations of S(n)[Z2]. Consider pi as a representation of S˜n(∞)[Z2] which is
trivial on Sn(∞)[Z2]. Let T = T (n, pi) denote the unitary representation of S(∞) which is
induced by pi, which we now describe.
The space HT is the space of all functions h : S(∞)[Z2]→ Hρ such that
h(σ1σ) = pi(σ1)h(σ), σ1 ∈ S˜n(∞)[Z2], σ ∈ S(∞)[Z2].
The norm in Hρ is defined by
‖h‖2 =
∑
σ˙∈Λ
‖h(σ˙)‖2Hρ <∞,
where σ˙ = {σ1σ | σ ∈ S(∞)[Z2], σ1 ∈ S˜n(∞)[Z2]} and Λ = S˜n(∞)[Z2] \ S(∞)[Z2] is
the corresponding partition of S(∞)[Z2]. Note that ‖h(·)‖ is constant on any class modulo
S˜n(∞)[Z2].
Then S(∞)[Z2] acts in HT as follows:
T (σ)h(σ′) = h(σ′σ) for every σ, σ′ ∈ S(∞)[Z2].
There is another description of T (n, pi). LetM = M(n) denote the set of all injective maps
M = M(n) = {µ | µ : {(i, i+ 1)} → µ(µ(i), µ(i) + 1), 1 ≤ i ≤ 2n− 1}.
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Any µ = ((i1, i2), · · · , (i2n−1, i2n)) ∈M can be considered an ordered sequence of distinct
pairs. If µ = ((i1, i2), · · · , (i2n−1, i2n)) and σ ∈ S(∞)[Z2], let µσ = ((i1, i2)σ, · · · , (i2n−1, i2n)σ).
And also let
σ′µ = ((iσ′(1), iσ′(2)), · · · , (iσ′(2n−1), iσ′(2n))), σ′ ∈ S(n)[Z2].
So S(n)[Z2] acts on M on the left and S(∞)[Z2] on the right.
The space HT can be considered as the space of all the functions h : M → Hpi such that
h(σ′µ) = pi(σ′)h(µ) for every σ′ ∈ S(∞)[Z2], µ ∈M.
The norm in Hρ is defined by
‖h‖2 =
∑
µ∈M
‖h(µ)‖2Hρ <∞ .
Then S(∞)[Z2] acts in HT as follows:
T (σ)h(µ) = h(µσ) for every µ ∈M and σ ∈ S(∞)[Z2].
Let us define the subspace of all Sm(∞)[Z2]-invariant vectors in HT as
HmT = {h ∈ HT | T (σ)h(µ) = h(µ), σ ∈ Sm(∞)[Z2], for any m = 1, 2, · · · , µ ∈M}.
Let also us define the projection in HT as
Pm : HT → HmT .
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For any m ≥ n we set
Mm = Mm(n) = {µ ∈M | µ = ((i1, i2), · · · , (i2n−1, i2n)) ⊆ {(1, 2), · · · , (2m−1, 2m)} },
Hm
′
T = {h ∈ HT | supp(h) ⊆Mm}.
4.2 Unitary representations of S(∞)[Z2], Part II
Lemma 4.1. Let T = T (n, pi), where n = 1, 2, · · · , pi ∈ ̂S(n)[Z2].
HmT =
 {0} if m < n,Hm′T if m ≥ n.
Proof: Recall that HmT = {h ∈ HT | T (σ1)h(µ) = h(µ), σ1 ∈ Sm(∞)[Z2], µ ∈
M}. Since m < n, there is no such vectors h(µ) such that T (σ1)h(µ) = h(µ) and
σ1 ∈ Sm(∞)[Z2]. So HmT = {0} if m < n. Since Sm(∞)[Z2] acts on Mm = { µ ∈
M | µ = ((i1, i2), · · · , (i2n−1, i2n)) ⊆ {(1, 2), · · · , (2m − 1, 2m)} } trivially, so
Hm
′
T ⊆ HmT . Conversely, let h ∈ HmT . Then the function µ 7→ ‖h(µ)‖ is constant on
Sm(∞)[Z2]-orbits in M . Since the sum of ‖h(µ)‖2 over M is finite it follows that
‖h(µ)‖ = 0 when the orbit containing µ is infinite. But this is exactly the case when
µ * {(1, 2), · · · , (2m− 1, 2m)}. So HmT ⊆ Hm′T . Thus HmT = Hm′T . ♦
Lemma 4.2. If m ≥ n and h ∈ HT , then Pmh = χmh where χm is the characteristic
function of the subset Mm ⊂M .
Proof: Let m ≥ n, h ∈ HT . After we multiply by χm where χm is a projection in
HT we obtain Pmh = χmh. ♦
Lemma 4.3. For any n = 1, 2, · · · and pi ∈ ̂S(n)[Z2], T = T (n, pi) is irreducible and the
representations T (n, pi) are pairwise inequivalent.
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Proof: The space Hn′T is S(n)[Z2]-irreducible and cyclic in HT . Since HnT = Hn
′
T ,
HnT is also S(n)[Z2]-irreducible and cyclic in HT . Let HT = H ⊕H⊥ be an orthog-
onal decomposition into invariant subspaces. Then
HnT = (H
n
T ∩H)⊕ (HnT ∩H⊥).
Since HnT is S(n)-irreducible we have H
n
T ⊆ H or HnT ⊆ H⊥. But HnT is cyclic, so
either H = HT or H⊥ = HT . So T = (n, pi) is irreducible.
Since n = min{m | HmT (n,pi) 6= {0}}, (n, pi) is an invariant of T (n, pi). And pi is the
representation of S(n)[Z2] in HmT (n,pi). So the representations T (n, pi) are pairwise
inequivalent. ♦
Lemma 4.4. Any representation T = T (n, pi) is continuous in the topology we introduced
on S(∞)[Z2].
Proof: It is sufficient to verify the continuity at E ∈ S(∞)[Z2]. For fixed h ∈ HT ,
we have to prove that T (σ)h → h as σ ∈ S(∞)[Z2] is close to E. Let hi = Pih =
χih. Fix  > 0, then we can find i such that ‖h − hi‖ ≤ 2 . Now suppose that
σ ∈ Si(∞)[Z2]. Then T (σ)hi = hi. Therefore
‖T (σ)h− h‖ = ‖T (σ)(h− hi)− (h− hi)‖
≤ ‖T (σ)(h− hi)‖+ ‖h− hi‖
= 2‖h− hi‖
≤ .♦
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4.3 Tame representations of S(∞)[Z2] and semigroups
In terms of matrices, the map
αn : Φ(∞)[Z2]→ Φ(n)[Z2]
is defined as follows: if φ ∈ Φ(∞)[Z2] then αn(φ) is simply the upper left 2n × 2n sub-
matrix of the matrix φ. Because S0(∞)[Z2] ⊂ S(∞)[Z2] ⊂ Φ(∞)[Z2], for fix a number
n = 1, 2, · · · we see that the map αn is defined on S0(∞)[Z2].
Lemma 4.5. (a) The mapping αn : S0(∞)[Z2]→ Φ(n)[Z2] is a surjection.
(b) Let σ1, σ2 ∈ S0(∞)[Z2]. Then αn(σ1) = αn(σ2) if and only if σ1 and σ2 are in the
same double class modulo S0n(∞)[Z2] where S0n(∞)[Z2] = Sn(∞)[Z2]∩S0(∞)[Z2].
Proof (a): Let 1k, 0k be the diagonal matrix of order k with 1’s and 0’s on the
diagonal respectively. Let φ ∈ Φ(n)[Z2] be given. We have to find σ ∈ S0(∞)[Z2]
such that αn(σ) = φ. Suppose φ = βk where 0 ≤ k ≤ 2n and
βk =
 12k 0
0 02n−2k
 .
Then we may set σ = σ(k) where
σ(k) =

12k 0 0 0
0 02n−2k 12n−2k 0
0 12n−2k 02n−2k 0
0 0 0 12k

.
Now let φ ∈ Φ(n)[Z2] be arbitrary and k denote the number of 1’s in φ. Then we
can find σ′, σ′′ ∈ S(n)[Z2] ⊂ S0(∞)[Z2] such that φ = σ′βkσ′′ . But then we set
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σ = σ′σ(k)σ
′′ . ♦
Proof: (b) (⇐) Suppose αn(σ) = βk where σ ∈ S0(∞)[Z2]. Using some ele-
mentary calculations and the condition which in any row and any column the num-
ber of 1’s is exactly one, we can easily verify that σ must lie in the same double
class as σ(k). Now let αn(σ1) = αn(σ2). Without the loss of generality we can
αn(σ1) = αn(σ2) = βk. But then σ1 and σ2 are in the same double class as σ(k).
(⇒) If σ1 and σ2 are in the same double class then obviously αn(σ1) = αn(σ2). ♦
Corollary 1. S0(∞)[Z2] (and consequently S(∞)[Z2]) is dense in Φ(∞)[Z2].
Let T be a continuous unitary representation of S(∞)[Z2] and we denote HnT by the sub-
space of all Sn(∞)[Z2]-invariant vectors in HT and set H∞T =
∞⋃
n=0
HnT . Similarly, if T
0 be
a continuous unitary representation of S0(∞)[Z2] and we denote HnT 0 by the subspace of
all S0n(∞)[Z2]-invariant vectors in HT 0 and set H∞T 0 =
∞⋃
n=0
HnT 0 .
Definition 4.1. A unitary representation T 0 of S0(∞)[Z2] is said to be tame ifH∞T 0 is dense
in HT 0 .
Theorem 4.1. Let T 0 be a unitary representation of S0(∞)[Z2]. Then the following condi-
tions are equivalent:
(a) T 0 is tame.
(b) We can extend T 0 to a continuous unitary representation T of S(∞)[Z2] which acts
in the same space.
(c) We can extend T 0 to a representation ρ of the semigroup Φ(∞)[Z2] which acts in the
same space.
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Proof: (c) ⇒ (b): Let G = {φ ∈ Φ(∞)[Z2] | φ∗φ = φφ∗ = 1} be a group. ρ|G
is a unitary representation of G. And if σ ∈ S, then ρ(σ)∗ = ρ(σ∗) = ρ(σ−1) =
ρ(σ)−1 so ρ(σ) is unitary. S(∞)[Z2] has a topology so that {Sn(∞)[Z2]}n≥1 is a
fundamental family of neighborhoods of the identity.♦
Proof: (b) ⇒ (a): Let ψ ∈ HT and  > 0 be arbitrary. Since T is continuous, we
can find some m such that
‖T (σ)ψ − ψ‖ ≤  for any σ ∈ Sn(∞)[Z2].
By Birkhoff’s Ergodic Theorem (see Appendix B), there exists ψ0 such that ‖ψ −
ψ0‖ ≤ , and ψ0 is Sn(∞)[Z2]-invariant. So H∞T is dense in HT .♦
Proof: (a)⇒ (c): Let Pn : HT 0 → HnT 0 be the orthogonal projection. Suppose n to
be so large that HnT 0 6= {0}. By Lemma (4.5) (b), for any σ1, σ2 ∈ S0(∞)[Z2], we
have
αn(σ1) = αn(σ2) =⇒ PnT 0(σ1)Pn = PnT 0(σ2)Pn.
Since αn(S0(∞)[Z2]) = Φ(n)[Z2] and Lemma (4.5) (a), it follows that there exists a
unique map
ρn : Φ(n)[Z2]→ Φ(HnT 0)
such that ρn(αn(σ)) = PnT 0(σ)|Hn
T0
for every σ ∈ S0(∞)[Z2].
For any m > n, there is a map
αn,m : Φ(∞)[Z2]→ Φ(n)[Z2],
such that αn,m ◦ αn = αn where αn : Φ(∞)[Z2]→ Φ(n)[Z2].
Remark that ρn(αn,m(φ)) = Pnρm(σ)|Hn
T0
for every φ ∈ Φ(m)[Z2]. It follows that
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for any φ ∈ Φ(∞)[Z2] there exists an operator ρ(φ) ∈ Φ(HT ) such that
Pnρ(φ)|Hn
T0
= ρn(αn(φ)) for every n.
SinceH∞T 0 is dense inHT 0 , this construction and the definition of topology in Φ(∞)[Z2]
implies that ρ : Φ(∞)[Z2]→ Φ(HT 0) is continuous. And ρ commutes with the invo-
lution and ρ(1) = 1.
Now, we have to show that
ρ(φ1φ2) = ρ(φ1)ρ(φ2) for every φ1, φ2 ∈ Φ(∞)[Z2]. (4.1)
Let φ1 ∈ S0(∞)[Z2] be fixed. Since the multiplication in Φ(∞)[Z2] is separately
continuous, (4.1) is continuous in φ2. But S0(∞)[Z2] is dense in Φ(∞)[Z2]. So (4.1)
holds for any φ2 ∈ Φ2[Z2]. We obtain for φ1 by same reasoning. ♦
From Theorem (4.1), we can deduce the following sets:
1. the set of tame representations of S0(∞)[Z2],
2. the set of continuous unitary representations of S(∞)[Z2],
3. the set of representations of Φ(∞)[Z2]
are the same. Notice that the representations T and ρ in Theorem (4.1) are unique since
S0(∞)[Z2] is dense in S(∞)[Z2] and Φ(∞)[Z2].
Theorem 4.2. Let T be a tame representation of S0(∞)[Z2] and HnT 6= {0}. Then the map
ρn : Φ(n)[Z2]→ Φ(HnT ) is a representation of Φ(n)[Z2] in HnT .
Proof: Let ρ be the representation of Φ(∞)[Z2]. Consider the infinite matrix
β2n =
 12n 0
0 0
 ∈ Φ(∞)[Z2].
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We claim that ρ(β2n) = Pn where Pn : HT → HnT is orthogonal projection. We
need to show that Hn′T = H
n
T . First since β2n = β
∗
2n = β
2
2n, ρ(β2n) is a projection.
Let Hn′ = ρ(β2n)HT . For any σ ∈ S0n(∞)[Z2], we have ρ(σ)ρ(β2n) = ρ(β2n) since
σβ2n = β2n. It follows that Hn
′ ⊆ HnT .
Secondly, by the construction of ρ and ρn, we have
Pnρ(β2n)|HnT = ρn(αn(β2n)) = ρn(αn(1)) = PnT (1)|HnT = 1|HnT .
Thus HnT ⊆ Hn′ . So Hn′ = HnT and ρ(β2n) = Pn.
Now to apply this, we try to prove that ρn is multiplicative. Consider L(HnT ) as a sub-
algebra of L(HT ) by embedding A 7→ PnAPn. Consider a multiplicative embedding
Φ(n)[Z2]→ Φ(∞)[Z2] given by
φ 7→ φˆ =
 φ 0
0 0
 for every φ ∈ Φ(n)[Z2].
Then
ρn(φ) = Pnρn(φ)Pn = Pnρ(φˆ)Pn = ρ(β2n)ρ(φˆ)ρ(β2n) = ρ(β2nφˆβ2n) = ρ(φˆ).
This yields the multiplicativity of ρn. Notice that ρnρ∗n = ρ
∗
nρn with ρn(1) = 1. Thus
ρn is a representation. ♦
For any k > n, let
β2n,k =
 12n 0
0 0
 ∈ Φ(k)[Z2].
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Lemma 4.6. Let T be a tame representation of S0(∞)[Z2]. Then ρk(β2n,k) is the orthogo-
nal projection from HkT = Hρk onto H
n
T .
Proof: We extend T to a representation ρ of Φ(∞) and use the fact Pn = ρ(β2n).
Since β2n,k = αk(β2n), we obtain
ρk(β2n,k) = Pkρ(β2n)|HkT = PkPn|HkT = Pn|HkT .♦
4.4 Representations of S(∞)[Z2]
The results of previous section can be used to study of the continuous representations of
S(∞)[Z2] by looking at continuous representations of the finite semigroups Φ(m)[Z2], m =
1, 2, · · · . We need some facts about Φ(m)[Z2].
Definition 4.2. An element β ∈ Φ(m)[Z2] is said to be idempotent if β = β∗ = β2.
Any idempotent element has a form βX where X is a finite subset of {(1, 2), · · · , (2m −
1, 2m)} with the domain D(βX) = X and the image I(βX) = X . Then βX : X → X is
identity map. Notice that that β∅ = 0 and β{(1,2),··· ,(2m−1,2m)} = 1. There is a natural partial
ordering in the set of idempotent elements, βX ≤ βY if X ⊆ Y . For any n = 0, 1, · · · ,m,
let
β2n =
 β{(1,2),··· ,(2n−1,2n)} if n 6= 0,0 if otherwise .
Then any idempotent element β ∈ Φ(m)[Z2] can be written as σβ2nσ−1 where n =
Card(D(β)) and σ ∈ S(m)[Z2].
Let ρ be a representation of Φ(m)[Z2]. Then ρ(βX) = ρ(βX)∗ = ρ(βX)2 hence ρ(βX) is a
projection for X ⊆ {(1, 2), · · · , (2m− 1, 2m)}. Let HXρ be its range. Then HXρ ⊆ HYρ if
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X ⊆ Y . Let n(ρ) be the least number n such that Hnρ = {0}. For simple notation for Hnρ :
Hnρ =
 H
{1,2,··· ,2n}
ρ if n 6= 0,
H∅ρ if n = 0.
Let
Hnρ =
 ρ(βX) = 0 if Card(X) < n(ρ),ρ(βX) 6= 0 if Card(X) ≥ n(ρ).
Lemma 4.7. Let ρ be a representation of Φ(m)[Z2], φ an element of Φ(m)[Z2] and |φ| =
Card(D(φ)). Then
ρ(φ) =
 6= 0 if |φ| ≥ n(ρ),= 0 if |φ| < n(ρ).
Proof: Let X = D(φ). Then φ∗φ = βX . We have
ρ(φ) 6= 0 ⇐⇒ ρ(φ)∗ρ(φ) 6= 0
⇐⇒ ρ(φ∗φ) 6= 0
⇐⇒ ρ(βX) 6= 0
and the lemma follows. ♦
Lemma 4.8. Let ρ be an irreducible representation of Φ(m)[Z2] and n = n(ρ) 6= 0. Then
Hnρ is invariant and irreducible under the action of S(n)[Z2].
Proof: Since Φ(m)[Z2] is finite, ρ is finite-dimensional. Since a representation ρ is
irreducible, the operator ρ(φ), φ ∈ Φ(m)[Z2], spans L(H(ρ)). So Hnρ is S(n)[Z2]-
invariant. For irreducibility of Hnρ under S(n)[Z2], it is sufficient to show that the
operator ρ(σ)|Hnρ , σ ∈ S(n)[Z2] spans L(Hnρ ).
Remark that the operators ρ(β2n)ρ(φ)ρ(β2n)|Hnρ , φ ∈ Φ(m)[Z2], span L(Hnρ ). Let
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φ′ = β2nφβ2n. Then ρ(β2n)ρ(φ)ρ(β2n) = ρ(φ′). By Lemma (4.7) we have ρ(φ′) = 0
unless |φ′| = n. But |φ′| = n⇐⇒ αn(φ′) ∈ αn(S(n)[Z2]). ♦
Lemma 4.9. Let ρ be an irreducible representation of Φ(m)[Z2] and n = n(ρ) 6= 0. Let
pi ∈ ̂S(n)[Z2] be the representation of S(n)[Z2] in Hnρ . Then ρ is uniquely determined by
(n, pi).
Proof: For any ψ ∈ Hpi = Hnρ and any φ ∈ Φ(m)[Z2] we have
(ρ(φ)ψ, ψ) = (ρ(φ)ρ(β2n)ψ, ρ(β2n)ψ)
= (ρ(β2nφβ2n), ψ)
=
 (pi(φ)ψ, ψ) if αn(β2nφβ2n) = αn(σ) where σ ∈ S(n)[Z2],0 otherwise .
Since any nonzero ψ ∈ HnT is cyclic, it is sufficient to apply Lemma (2.4). So ρ and
pi are equivalent. ♦
For any pair (n, pi) where n = 1, 2, · · · ,m and pi ∈ ̂S(n)[Z2], we construct an irre-
ducible representation ρ = ρ(n,m; pi) such that n = n(ρ) and pi is the representation
of S(n)[Z2] in Hnρ . Recall Mm(n), the set of all injective maps on pairs:
µ : {(1, 2), · · · , (2n− 1, 2n)} → {(1, 2), · · · , (2m− 1, 2m)}
The space Hρ is the space of all functions h : Mm(n)→ Hρ such that
h(σ′µ) = ρ(σ′)h(µ) every µ ∈M(n), σ′ ∈ S(n)[Z2].
The norm in Hρ is defined by
‖h‖2 =
∑
µ∈M
‖h(µ)‖2Hpi
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We set µφ = ((i1, i2)φ, · · · , (i2n−1, i2n)φ). Then Φ(m)[Z2] acts in Hρ as follows
ρ(φ)h(µ) =
 h(µφ) if µ = ((i1, i2), · · · , (i2n−1, i2n)) ⊆ D(φ),0 otherwise |φ| < n(ρ).
One can easily check that ρ is a representation of Φ(m)[Z2].
For any X ⊆ {(1, 2), · · · , (2m − 1, 2m)}, HXρ consists of those h which are con-
centrated on {µ | µ ⊆ X}. It follows that n(ρ) = n and that the representation of
S(n)[Z2] in Hnρ is pi. H
n
ρ is cyclic under Φ(m)[Z2], the irreducibility of ρ can be
proved in exactly same way by Lemma (4.3). ♦
Theorem 4.3. Every irreducible representation of Φ(m)[Z2] is either trivial or one of the
representations ρ(n,m; pi) where n = 1, 2, · · · ,m and pi ∈ ̂S(n)[Z2].
Proof: Let ρ be an irreducible representation of Φ(m)[Z2]. If n = n(ρ) 6= 0 then ρ
is equivalent to some ρ(n,m; pi) by Lemma (4.9). But if n = n(ρ) = 0 then ρ(0) 6= 0
and so ρ is trivial by Lemma (2.5).
Let T = T (n, ρ) and m ≥ n. Consider the representation ρm of Φ(m)[Z2] in the
space HmT which is afforded by Theorem (4.2). Then ρm is equivalent to ρ(n,m; pi).
To see this we use Lemma (4.2) and compare the definition of ρ(n,m; pi) with that
of T (n, pi). ♦
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5. THE EXTENSION OF LIEBERMAN’S THEOREM FOR S(∞)[Z2]
Theorem 5.1. (a) Let T be an irreducible continuous unitary representation of S(∞)[Z2]
and let {T (n, pi), n = 1, 2, · · · , pi ∈ ̂S(n)[Z2]} be a continuous irreducible unitary
representation of S(∞)[Z2]. Then there exist n, pi such that T (n, pi) is equivalent to
T .
(b) Any continuous unitary representation of S(∞)[Z2] has an irreducible subrepresen-
tation.
(c) Any continuous unitary representation of S(∞)[Z2] can be decomposed into a direct
sum of irreducible representations.
Proof: (a) Let T be an irreducible continuous unitary representation of S(∞)[Z2].
(It means that T be an irreducible tame representation of S0(∞)[Z2]). Let n(T ) be
the least number n such thatHnT 6= 0. If n(T ) = 0 then T is the trivial representation.
Suppose n = n(T ) 6= 0. We will prove that T is equivalent to some T (n, pi). For any
m ≥ n, the linear span of the set of operators
PmT (σ)|HmT , σ ∈ S0(∞)[Z2]
is weakly dense in L(HmT ). Therefore the linear span of the operators ρm(φ), φ ∈
Φ(m)[Z2] is dense in L(HmT ). Hence ρm is irreducible. By Lemma (4.6), we have
n(ρm) = n for any m ≥ n, whence ρm = ρ(n,m; pi) where pi is the representation
of S(n)[Z2] in HmT . Let m = n. By Lemma (2.2), for any φ ∈ Φ(n)[Z2] we have
ρn(φ) =
 pi(φ) if φ ∈ S(n)[Z2],0 otherwise .
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Finally any ψ ∈ HmT = Hpi and any σ ∈ S0(∞)[Z2],
(T (σ)ψ, ψ) = (PnT (σ)Pnψ, ψ) = (ρn(αn(σ))ψ, ψ) =
=
 (pi(αn(σ))ψ, ψ) if αn(σ) ∈ S(n)[Z2],0 otherwise .
By Corollary (1), T is uniquely determined by (n, pi) and therefore T is equivalent to
T (n, pi). ♦
Proof: (b) Let T be a continuous unitary representation of S(∞)[Z2] ( T be a tame
representation of S0(∞)[Z2].) We will prove that there exists an irreducible subrep-
resentation of T . Let n be so large that HnT 6= 0. Consider the representation ρn
of the semigroup Φ(n)[Z2] in HnT . Lemma (2.3) shows that there exists a subspace
H ⊂ Hnρ which is invariant and irreducible under Φ(n)[Z2]. Let H ′ denote its cyclic
span under the action of S0(∞)[Z2] and let T ′ be the corresponding representation
of S0(∞)[Z2] in H ′. For any σ ∈ S0(∞)[Z2], we have
PnT (σ)H = PnT (σ)PnH = ρn(αn(σ))H ⊆ H.
It follows that HnT ′ = H . Therefore H is both Φ(n)[Z2]-irreducible and S
0(∞)[Z2]-
cyclic. It remains to apply Lemma (4.3) to see that T ′ is irreducible. ♦
Proof: (c) Let pi be an arbitrary representation of S(∞)[Z2]. We single out a special
collection of subrepresentations of pi which are discretely decomposable into irre-
ducibles. The collection D of all such discretely decomposable subrepresentations
of pi can be given a partial order as follows. Let T and T ′ be representations from
D. Then T < T ′ if H(T ) ≤ H(T ′) and the decomposition of T is a subrepresen-
tation of T ′. A linearly ordered set L of such representations has an upper sum;
namely, just the direct sum of all distinct components of all representations from L.
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By Zorn’s Lemma (see Appendix E), D must have a maximal element, say T1. Then
the representation T2 of S(∞)[Z2] given on the orthogonal complement of HT1 can-
not have an irreducible subrepresentation for otherwise we obtain a contradiction to
the maximality of T1. This contradicts the part (b). ♦
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6. CONCLUSION OF THIS THESIS
In this thesis, we used semigroup method to prove that any representation of the wreath
product of the infinite symmetric group S(∞) with Z2 with appropriate topology generates
a von Neumann algebra of type I. In fact, the von Neumann algebraM is a discrete sum
of algebras ∗-isomorphic to the algebra L(H) for some Hilbert space H . In the future, I
hope to extend the results of this thesis to S(∞)[Zn], n ∈ N and maybe to S(∞)[G] where
G is an arbitrary compact group. It would be also very interesting to extend the original
Lieberman’s proof (See Appendix A) to prove the result of thesis and its generalizations
based on Chapter 2.4 and 2.5.
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APPENDIX A: Original proof of Lieberman’s Theorem [19] 1
LetG(S) denote either the group of regular or signed permutations on the set S. Lieberman
treats only the case of regular permutations.
Definition 6.1. G(S) is given the topology of pointwise convergence on S soG(S) becomes
a non-locally compact Polish group. If Q is a subset of S, let G(Q) denote the subgroup of
G(S) that consists of all elements g ∈ G(Q) such that gx = x for all x /∈ Q.
Note that the union of all the finite subgroups G(T ) where T is a finite subset of S is a
dense subgroup of G(S).
Theorem 6.1. Let Γ be a continuous representation of G(S) on the Hilbert space H . For
any nonzero vector v in H , there exists a finite subset Zv of S such that the restriction of Γ
to G(S \ Zv) contains the trivial representation of G(S \ Zv).
Proof : Without loss of generality, we assume that v ∈ H is a unit vector.
Step 1: Given any unit vector v in H , there exists a finite subset Z = Zv of S such that
IR〈Γ(g)v, v〉 ≥ 1/2, for all g ∈ G(S \ Zv).
We argue by contradiction so assume that for each finite subset T of S there is an element
gT ∈ G(S \ T ) such that
IR〈Γ(gT )v, v〉 ≤ 1/2
1This appendix contains detailed explanation of the original Lieberman’s proof, composed by Dr. Robert
Boyer, and is put here with his permission.
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and gTx = x for all x ∈ T . By construction, we find that
sup{IR(〈Γ(gT )v, v〉 : T finite subset of S} ≤ 1/2.
On the other hand, since the support of gT must lie inside S \ T , we find that the group
identity e is a limit point of the set {gT : T finite subset of S} or
lim
T∈D
gT = e,
by continuity in the topology of pointwise convergence on S andD is the directed set of all
finite subsets of S. Therefore limT∈D〈Γ(gT )v, v〉 = 〈Γ(e)v, v〉 = 1. Contradiction.
Aside: We can probably avoid limits over directed sets by considering
sup{IR〈Γ(gT )v, v〉 : T finite subset of S} = 〈v, v〉 = 1.
Therefore, there is a finite subset Zv of S, that depends on the choice of unit vector v, such
that
IR〈Γ(g)v, v)〉 ≥ 1/2, g ∈ G(S \ Zv).
We introduce further notation. For finite subset T of S, let PT be the standard projection
onto the subspace of invariant vectors for the subgroup G(T ) of G(S):
PT =
1
|G(T )|
∑
g∈G(T )
Γ(g).
Step 2: Let P be the projection onH given by inf PT where T ranges over all finite subsets
T of S \ Zv. Then P 6= 0.
Recall that the collection of all orthogonal projections on a Hilbert space forms a complete
lattice. The range of P = inf PT is the intersection of all the ranges Ran(PT ).
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By construction, P is indeed a projection. Consider the inner product 〈PTv, v〉. It suffices
to verify that it is uniformly bounded away from zero over all finite subsets of T of S \Zv;
in fact, 〈Pv, v〉 ≥ 1/2 by Step 1. To see this, consider
〈PTv, v〉 = IR〈PTv, v〉
=
1
|G(T )|
∑
g∈G(T )
IR〈Γ(g)v, v〉
≥ 1|G(T )|
∑
g∈G(T )
1
2
=
1
2
.
Step 3: The range of P is fixed under the subgroup G(S \ Zv).
Let y be any nonzero vector from the range of P , let T be any finite subset of S \ Zv, and
g ∈ G(T ). Since Ran(P ) ⊂ Ran(PT ), we find that
Γ(g)y = y
By continuity in the topology of pointwise convergence, Γ(p)y = y for all p ∈ G(S \ Zv);
that is, Γ|G(S \ Zv) acts as the trivial representation on Ran(P ).
Step 4: Any vector in the range of P is fixed by elements from the subgroup G(S \ Zv).
We re-state the last line of the proof of Step 3 for emphasis. ♦.
By a standard application of Zorn’s lemma (See Appendix F), we obtain following corol-
lary:
Corollary 2. Let Γ be a continuous representation of G(S). Then Γ is a direct sum of
continuous irreducible representations.
We review here in detail Lieberman’s argument that Γ splits into an orthogonal direct sum.
He cites two lemmas:
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• Let G be a group, H a Hilbert space, and Γ a representation of G on H . Let J be
a closed subspace of H , P be the projection of H onto J , and let GJ = {g ∈ G :
Γ(g)J = J}. Assume that
(a) There exists X ⊆ G such that H = ⊕{Γ(x)J : x ∈ X}.
(b) If g ∈ G, then Γ(g)J = J or Γ(g)J ⊥ J .
(c) P ∈ Γ(G)′′.
Then the mapping T 7→ TP is an algebraic ∗-isomorphism from Γ(G)′ onto Γ(G)′|J
and
Γ(G)′|J = Γ(GJ)′|J.
• Let H be a Hilbert space, G a group, and Γ a representation of G on H . Let Q be a
subset of G, J = {v ∈ H : Γ(g)v = v if g ∈ Q}, and let P be the projection of H
onto J . Then P ∈ Γ(G)”.
Now Lieberman assumes that Γ is a representation of G(S). It suffices to show that Γ con-
tains an irreducible subrepresentation. An application of Zorn’s Lemma will then complete
the proof.
Assume Γ acts on the Hilbert space H .
Notation: if Q ⊂ S, let HQ = {v ∈ H : Γ(g)v = v, ∀g ∈ G(S \Q)}.
We know that there exists a finite subset Z of S such that HZ 6= 0 and HQ = 0 if Q ⊂ S
and |Q| < |Z|. Now G(Z) is a finite group. Consequently, Γ(G(Z))|HZ is a direct sum of
irreducible representations of G(Z).
Let Γ0 be an irreducible subrepresentation of Γ(G(Z))|HZ . Assume Γ0 acts on H0Z . Let
H0 be the closed subspace of H generated by Γ(G)H0Z . By the above two lemmas, Γ|H0
is irreducible. This ends his proof.
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APPENDIX B: Garrett Birkhoff Ergodic Theorem for Semigroups - 1939
Birkhoff Version of the Ergodic Theorem
Let S be a semigroup of contractions on a Hilbert Space H . Then the means of the trans-
forms of any element of H converge to a fix-point.
Birkhoff’s notion of convergence is a generalization of the Moore-Smith theory of directed
sets. Let {xα} be any set of elements from a topological space X . Suppose a transitive
relation xα < xβ (read xβ is a successor of xα) is given on this set. Say that {xα} “con-
verges” to a limit a if given any neighborhood U(a) of a, every xα must have a successor
xβ , all of whose successors lie also in U(a).
Let ξ ∈ H . We can order the means of the transforms Sξ, S ∈ S as follows. We say that
one mean is a “successor” of another mean if and only if it is a mean of its transforms. In
other words, if
∑
caSaξ is any mean of transforms of ξ, then the “successors” of this mean
are ∑
b
c′bSb
(∑
a
caSaξ
)
Finally, we call ξ a fix-point if Sξ = ξ for all S ∈ S.
Olshanski applies this result for groups of unitary operators. In particular, let T be a unitary
representation of the completed version of S(∞). Let  > 0 and ξ ∈ HT be given. Suppose
that there exists an integer n such that
‖T (σ)ξ − ξ‖ ≤ 
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for all σ ∈ Sn(∞). It is clear that any mean of T (σ)ξ in the sense of Birkhoff still must
satisfy ∥∥∥∥∥∑
a
caT (σ)ξ − ξ
∥∥∥∥∥ ≤ 
since
∑
a ca = 1 and ca ≥ 0. By his version of the Ergodic Theorem, these means converge
to a fix-point ξ0; that is,
T (σ)ξ0 = ξ0, for all σ ∈ Sn(∞)[Z2].
Hence, for any vector ξ ∈ HT and  > 0, there exists an integer n and a vector ξ0 such that
‖ξ − ξ0‖ ≤  and T (σ)ξ0 = ξ0 for all σ ∈ Sn(∞)[Z2].
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APPENDIX C: The calculation of the wreath product of S(3) with Z2
The action of the wreath product can be described as in the case of (e, f) for first matrix
and similar matrices of 7 of them can be also found:
(e, f1)(1, 1) = (e1, f1(1)1) = (1, 1)
(e, f1)(1, 2) = (e1, f1(1)2) = (1, 2)
(e, f1)(2, 1) = (e2, f1(2)1) = (2, 1)
(e, f1)(2, 2) = (e2, f1(2)2) = (2, 2)
(e, f1)(3, 1) = (e3, f1(3)1) = (3, 1)
(e, f1)(3, 2) = (e3, f1(3)2) = (3, 2)

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 1 0


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 1 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 1 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 1 0


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

.
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Similarly, we find the following matrices for the case of ((1 2), f):

0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1


0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0


0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

.
Similarly, we find the following matrices for the case of ((1 3), f):

0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 1 0 0 0 0


0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0


0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
1 0 0 0 0 0
0 1 0 0 0 0


0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0
1 0 0 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0

.
Similarly, we find the following matrices for the case of ((2 3), f):

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 1 0 0 0
0 0 0 1 0 0


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0

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
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 1 0 0
0 0 1 0 0 0


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 1 0 0


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 1 0 0
0 0 1 0 0 0

.
Similarly, we find the following matrices for the case of ((1 2 3), f):

0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0


0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0


0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0


0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 1 0 0 0 0
1 0 0 0 0 0


0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0


0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0
0 1 0 0 0 0
1 0 0 0 0 0

.
Similarly, we find the following matrices for the case of ((1 3 2), f):

0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0


0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0


0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0


0 0 0 0 1 0
0 0 0 0 0 1
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0


0 0 0 0 0 1
0 0 0 0 1 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0


0 0 0 0 0 1
0 0 0 0 1 0
0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0

.
The subgroup S(3)[Z2] is isomorphic to a subgroup of GL(6,R) which has 48 elements.
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APPENDIX D: Second Proof of Theorem (4.2)
In this appendix we follow Olshanski argument from [26]. We need to show that
ρn(φ1)ρn(φ2) = ρn(φ1φ2) for every φ1, φ2 ∈ Φ(n)[Z2].
Choose σ1, σ2 ∈ S0(∞)[Z2] such that αn(φ1) = φ1, αn(φ2) = φ2. Then
ρn(φ1)ρn(φ2) = PnT (σ1)PnT (σ2)|HnT .
For any m > n, we set Sn(m)[Z2] = S(m)[Z2] ∪ Sn(∞)[Z2]. Note that Sn(m)[Z2] ∼=
S(m− n)[Z2]. Let
Pn,m =
1
(m− n)!
∑
σ∈Sn(m)[Z2]
T (σ).
The operator Pn,m is the projection onto the subspace of all Sn(m)[Z2]-invariant vectors in
HT . Since S0n(∞)[Z2] =
⋃
m≥n
Sn(m)[Z2], we have
s
lim
m→∞
Pn,m = Pn,
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where
s
lim denotes the limit is taken relative to the strong operator topology. It follows that
ρn(φ1)ρn(φ2) =
s
lim
m→∞
PnT (σ)Pn,mT (σ2)|HnT
=
s
lim
m→∞
1
(m− n)!
∑
σ∈Sn(m)[Z2]
PnT (σ1σσ2)|HnT
=
s
lim
m→∞
1
(m− n)!
∑
σ∈Sn(m)[Z2]
ρn(αn(σ1σσ2)).
Fix a number k > n and σ1, σ2 ∈ S(k)[Z2]. Suppose that m ≥ k and write
σ1 =

φ1 α 0
∗ ∗ 0
0 0 1
 , σ =

12n 0 0
0 xσ ∗
0 ∗ ∗
 , σ2 =

φ2 ∗ 0
β ∗ 0
0 0 1
 ,
where α is a 2n×(2k−2n) matrix, xσ is a (2k−2n)×(2k−2n) matrix, β is a (2k−2n)×2n
matrix. Then
αn(σ1σσ2) = φ1φ2 + αxσβ.
Let m′ = m − n and k′ = k − n. Identify Sn(m)[Z2] ⊂ Sn(∞)[Z2] with S(m′)[Z2] ⊂
S0(∞)[Z2]. Then xσ can be considered as αk′(σ). We claim that
lim
m′→∞
Card{ σ ∈ S(m′)[Z2] | αk′(σ) 6= 0 }
(m′)!
= 0.
It can be verified by using probability techniques. Consider the uniform probability mea-
sure on the group S(m′)[Z2]. Note that αk′(σ) 6= 0⇐⇒ σ(i) ≤ k′ for some i = 1, · · · , k′.
But for given i, 1 ≤ i ≤ k′, the probability of the event σ(i) ≤ k′ tends to zero when
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m′ →∞. So we obtain
ρn(φ1)ρn(φ2) =
s
lim
m→∞
1
(m− n)!
∑
σ∈Sn(m)[Z2],xσ 6=0
ρn(αn(σ1σσ2))
+
s
lim
m→∞
1
(m− n)!
∑
σ∈Sn(m)[Z2],xσ=0
ρn(αn(σ1σσ2))
= 0 + ρn(φ1φ2)
since ‖ρn(φ)‖ ≤ 1 for any φ ∈ Φ(n)[Z2], the first term is zero and the second term is
ρn(φ1φ2). ♦
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APPENDIX E: Second Proof of Lemma (4.6)
In this appendix we follow Olshanski argument from [26]. We begin the formula Pn =
s
lim
m→∞
Pn,m. Since Pn = PkPn we have
Pn|HkT =
s
lim
m→∞
PkPn,m|HkT
=
s
lim
m→∞
1
(m− n)!
∑
σ∈Sn(m)[Z2]
PkT (σ)|HkT
=
s
lim
m→∞
1
(m− n)!
∑
σ∈Sn(m)[Z2]
ρk(αk(σ)).
But αk(σ) = β2n,k for σ ∈ Sn(m)[Z2] when m→∞, so we obtain Pn|HkT = ρk(β2n,k). ♦
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APPENDIX F: Zorn’s Lemma
We give a review of Zorn’s Lemma following the presentation by Serge Lang [18] in his
Analysis text.
Let S be a set. An ordering of S is a relation ≤ such that
1. x ≤ x;
2. if x ≤ y and y ≤ z, then x ≤ z;
3. if x ≤ y and y ≤ x, then x = y.
If any two elements of a set S are comparable relative to ≤, we have a total order.
Example 6.1. Let G be a group. Let S be the set of all subgroups of G. If H and H ′ are
subgroups of G, define
H ≤ H ′
if H is a subgroup of H ′. This relation is an order but not a total order.
Example 6.2. Let R be a ring; let S be the set of all left ideals of R with the order given
by set inclusion.
Example 6.3. Let X be a set, and let S be the set of all subsets of X . Again, set inclusion
gives an order on X .
Let S be an ordered set. By a least element of S (or smallest element), we mean an element
a ∈ S such that
a ≤ x, ∀x ∈ S.
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We define similarly the greatest element.
By a maximal element m ∈ S, we mean an element such that
if x ∈ S and m ≤ x, then x = m.
Note that there may be many maximal elements of S while greatest elements, if they exist,
are unique.
Let S be an ordered set. We say that S is totally ordered if given x, y ∈ S, then we have
either
x ≤ y or y ≤ x.
Let S be an ordered set, and T a subset. An upper bound of T in S is an element b ∈ S
such that
x ≤ b, ∀x ∈ T.
A least upper bound of T in S is an upper bound b of T in S such that, if c is another upper
bound, then b ≤ c.
We say S is inductively ordered if every non-empty totally ordered subset has an upper
bound.
We say S is strictly inductively ordered if every non-empty totally ordered subset has a
least upper bound.
Note that all three above examples are strictly inductively ordered.
Zorn’s Lemma Let S be a non-empty inductively ordered set. Then there exists a max-
imal element in S.
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APPENDIX G: Schur functions [9]
For a signature λ = (λ1, · · · , λn), i.e. λi ∈ Z and λ1 ≥ · · · ≥ λn, we define the rational
function Aλ(z) = Aλ(z1, · · · , zn) on C∗n by
Aλ(z) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
zλ11 z
λ2
1 · · · zλn1
zλ12 z
λ2
2 · · · zλn2
...
... . . .
...
zλ1n z
λ2
n · · · zλnn
∣∣∣∣∣∣∣∣∣∣∣∣∣
.
In particular, for λ = δ := (n− 1, · · · , 1, 0), Aδ(z) is the Vandermonde polynomial
Aδ(z) = V (z) :=
∏
1≤j<k≤n
(zj − zk).
The Schur function sλ is defined by
sλ(z) =
Aλ+δ(z)
V (z)
.
This is a symmetric rational function defined on (C∗)n, and Schur functions sλ where
λ = (λ1, · · · , λn) run over all signatures of length ≤ n, constitute a basis of the space of
symmetric Laurent polynomials in n variables.
87
APPENDIX H: von Neumann algebras and their types [5] and [35]
LetM be an algebra over the the complex numbers. Let x, y ∈ M, λ ∈ C. The algebra
M is called a complex norm algebra if there is associated to each element x a real number
‖x‖ satisfying properties:
1. ‖x‖ ≥ 0 and ‖x‖ = 0 ⇔ x = 0,
2. ‖x+ y‖ ≤ ‖x‖+ ‖y‖,
3. ‖λx‖ = |λ|‖x‖,
4. ‖xy‖ ≤ ‖x‖‖y‖.
A Banach algebra is a complex normed algebraM which is complete with respect to the
norm. An involution inM is a map x→ x∗ (called the adjoint of x) ofM into itself such
that
1. (x∗)∗ = x
2. (x+ y)∗ = x∗ + y∗,
3. (λx)∗ = λx∗,
4. (xy)∗ = y∗x∗.
A Banach ∗-algebra is a complex Banach algebraM with an involution. It is sometimes
called an involutive Banach algebra.
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Definition 6.2. A C∗-algebra is a Banach ∗-algebra such that ‖x∗x‖ = ‖x‖2 for all x ∈
M.
It follows easily from ‖x∗x‖ = ‖x∗‖‖x‖2 and from x = (x∗)∗ that ‖x∗‖ = ‖x‖, thus an
involution is an isometry. And a C∗-algebra need not have an identity operator. If the C∗-
algebra has an identity operator, we call it unital C∗-algebra. For operators, we take next
definition
Definition 6.3. Let A be a Banach ∗-algebra. An element x ∈M is
1. self-adjoint if x = x∗;
2. normal if x∗x = xx∗;
3. unitary if x∗x = xx∗ = 1 providedM is unital;
4. projection if x2 = x and x∗ = x;
A subset M is called self-adjoint if x ∈M ↔ x∗ ∈M .
Definition 6.4. LetM be a C∗-algebra. An element x is called positive if x = x∗ and the
spectrum of x2 is contained in [0,∞]. The set of positive elements ofM denotes byM+.
The examples of C∗-algebras are as follows:
Example 6.4. Let H be a complex Hilbert space and M = B(H), the algebra of all
bounded operators on H , is a C∗-algebra with the map x→ x∗.
Example 6.5. A norm-closed self-adjoint subalgebra of B(H) is a C∗-algebra and it is
called a concrete C∗-algebra.
Example 6.6. The map x → x (where x is the complex conjugate of x onM = C is an
involution with whichM is a a commutative C∗-algebra.
2The spectrum of x is the set σ(x) := {λ ∈ C : λI − x is not invertible }.
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Example 6.7. Let X be a locally compact separable space, andM = C0(X), the algebra
of complex-valued continuous function vanishing at infinity on X , is a commutative C∗-
algebra with the map f → f .
We will define a W ∗-algebra (sometimes called a von Neumann algebra) which is very
important in the representation theory of Banach ∗-algebras.
Definition 6.5. A W ∗-algebraM is a C∗ subalgebra of L(H) containing the identity op-
erator in the Hilbert space H which is closed in the weak operator topology.
For each subset M of L(H), we define M ′ as the commutant of M :
M ′ = {x ∈ L(H) : xy = yx for all y ∈M}.
IfM is a self-adjoint thenM ′ is a self-adjoint unital algebra so it is aC∗-algebra. Moreover,
M ′ is a weakly closed algebra and the commutant of aC∗-algebra is always a von Neumann
algebra. The double and triple commutant of M can be expressed as (M ′)′ and ((M ′)′))′
respectively. We will state the double commutant theorem.
Theorem 6.2. Let M be a C∗-subalgebra of L(H) containing the identity operator on H .
The following conditions are equivalent:
1. M = M ′′,
2. M is closed in the weak operator topology,
3. M is closed in the strong operator topology.
Definition 6.6. The center of a W ∗ -algebraM is
Z(M) = {x ∈M : xy = yx, y ∈M}.
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Definition 6.7. A W ∗-algebraM is called a factor if its center consists of scalar multiples
of identity. In other words, a factor is a W ∗-algebraM with trivial center.
LetM will denote a W ∗-algebra. An element x ∈M is a projection if x2 = x and x∗ = x.
A projection x is called finite if there is no projection y < x that is equivalent to x.
Definition 6.8. LetM+ be the set of positive elements of W ∗-algebraM. A trace onM+
is a function τ :M+ → [0,∞] satisfying the following
1. τ(x+ y) = τ(x) + τ(y) for all x, y ∈M+,
2. τ(λx) = λτ(x) for all x ∈M+ and λ is nonnegative real number,
3. If x ∈M+ and u is unitary inM, τ(u∗xu) = τ(x).
A trace τ is called
1. faithful if τ(x) = 0⇒ x = 0,
2. finite if τ(x) <∞ for all x ∈M+,
3. semifinite if for all nonzero x ∈ M+, there exists a non-zero element y inM+ with
τ(y) <∞ and y ≤ x.
We classify factors in the following way:
Definition 6.9. A factor is of
1. type I if the set of traces of all the projections is discrete. All the type I factors on a
separable Hilbert space are either In (trace = 0) or I∞ (trace =∞).
2. type II1 if the set of traces of projections is [0, 1],
3. type II∞ if the set of traces of projections is [0,∞],
4. type III if it does not contain any nonzero finite projections.
W ∗-algebra is of type I (resp, II , or III) if every factor of it is of type I (resp, II , or III).
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