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VALID POST-CORRECTION INFERENCE FOR
CENSORED REGRESSION PROBLEMS
By Yuekai Sun and Jonathan E. Taylor
Stanford University
Two-step estimators often called upon to fit censored regression
models in many areas of science and engineering. Since censoring in-
curs a bias in the naive least-squares fit, a two-step estimator first
estimates the bias and then fits a corrected linear model. We develop
a framework for performing valid post-correction inference with two-
step estimators. By exploiting recent results on post-selection infer-
ence, we obtain valid confidence intervals and significance tests for
the fitted coefficients.
1. Introduction. Censored regression models were developed to han-
dle otherwise ordinary statistical problems in which the data is subject to
censoring. Formally, censored models are “two-part” models that adds to a
linear model, e.g.
y = Xβ + ,  ∼ N (0, σ2I),
a “censoring” or “sample selection” step prior to observation y = g(y∗).
Perhaps, the most common example of a censored regression model is the
standard (Type I) Tobit model (Amemiya, 1985):
(1.1) y = max{0, y∗}, y∗ ∼ N (Xβ, σ2I).
The step max{0, y∗} may be changed to max{y0, y∗} without essentially
changing the model by absorbing y0 into the intercept term. Applications of
this model are found throughout econometrics and the social sciences. Two
examples are family income after receiving welfare (Keeley et al., 1978) and
the criminal behavior of habitual offenders (Witte, 1980).
Most previous work on censored regression models focuses on estimation.
Two competing approaches are the maximum likelihood estimator (MLE)
and various two-step estimators. Under appropriate regularity conditions,
both approaches produce asymptotically normal estimates. To perform in-
ference, we call upon the standard battery of likelihood ratio, score/Lagrange
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2 SUN AND TAYLOR
multiplier, and Wald tests/intervals. Non-asymptotic inference is hard be-
cause the censoring mechanism incurs a bias in the usual least-squares es-
timate for β that must be corrected for. Two-step estimators account for
the censoring bias by first estimating a correction term and then fitting a
(linear) regression model with the correction term. Since the correction term
is random, the usual confidence intervals/significance tests for the regression
coefficients fail to have the nominal coverage/error rates.
We focus on performing inference with two-step estimators conditioned
on the outcome of the censoring mechanism. Since the correction term is
completely determined by the outcome of the censoring mechanism, we call
this form of inference post-correction inference. Although we must condition
on the censoring event to perform inference, the results are valid uncondi-
tionally. We discuss the unconditional validity of Section 4.
1.1. Background. The first censored regression model was proposed by
Tobin (1958) to model household expenditure on durable goods. The model
explicitly accounts for the fact that expenditure cannot be negative. Tobin
called his model the model of limited dependent variables. It and its gen-
eralizations are commonly known in econometrics as Tobit models, a play
on probit models by Goldberger (1964). Censored regression models are also
broadly applicable in many other areas of science and engineering. For ex-
ample, the survival times of patients and the time to failure of a machine or
a system are both censored by the length of the study. In their respective
domains, these models are called survival or duration models.
Since the 1970s, many generalizations of Tobin’s original model has ap-
peared and continue to appear in econometrics and the aforementioned ar-
eas. Amemiya (1985) classified these models into five basic types according
to the form of the likelihood function. We shall refer to various censored
regression models according to Amemiya’s classification.
Fitting a censored regression model is usually performed by M-estimation.
To fit simple models, the maximum likelihood estimator (MLE) (Amemiya,
1973) (usually after a change of variable proposed by Olsen (1978)) or Pow-
ell’s least absolute deviations (LAD) estimator (Powell, 1984) are preferred.
The EM algorithm by Dempster, Laird and Rubin (1977) is also suitable
for fitting censored regression models. For more complex models, two-step
estimators (Heckman, 1976) are more computationally efficient. Heckman
originally proposed his two-step estimator for a Type 3 Tobit model, but
readily adapts to other censored regression models. Puhani (2000) compared
two-step estimators with the MLE and concluded that two-step estimators
are more robust when the covariates in the model are highly correlated.
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Otherwise, the MLE is more (statistically) efficient.
Subject to appropriate regularity conditions, all the aforementioned es-
timators are asymptotically normal, thus inference is usually performed
asymptotically. Amemiya (1973) showed the maximum likelihood estimate
(MLE) is consistent and asymptotically normal (subject to homeoscedastic-
ity and normality). The same is generally true of two-step estimators. Powell
(1984) showed his LAD estimator is consistent and asymptotically normal
under more general conditions. This makes Powell’s estimator especially at-
tractive when the data is nonnormal or the errors are heteroscedastic. The
main drawback to Powell’s estimator is the computational expense of opti-
mizing a nonsmooth function.
1.2. Related work on post-selection inference. This work is based on a
framework for post-(model)-selection inference by Lee et al. (2013). At the
core of both frameworks are key distributional results on the supremum of
a Gaussian process restricted to a convex set K ⊂ Rp :
sup
η∈K
ηT ,  ∼ N (µ,Σ).
In this paper, we give a geometric derivation of a special case (when the set
K is polyhedral) of the main result (Theorem 1) in ? and refer to the source
for a more general derivation. Like in ? and Lee et al. (2013), normality is
crucial to our results.
1.3. Notation. We follow the notation of Amemiya (1985). We are given
X ∈ Rn×p and responses y ∈ Rn. We say xTi for the i-th row of X and yi
for the i-th response. Often we need to distinguish between the vectors and
matrices of censored and all observations; the former appear with an un-
derbar, e.g. y¯ is the vector of uncensored responses. Usually, the uncensored
responses are constrained to fall in the non-negative orthant Rn+. Finally,
φ(x) and Φ(x) are the pdf and CDF of the standard normal distribution.
2. Post-correction inference with two-step estimators.
2.1. Two two-step estimators. We describe two-step estimators in the
context of the standard Tobit model. Since
E[yi | yi > 0] = xTi β +E[i | i > xTi β]
and the conditional expectation on the right side is usually nonzero (even
when i is not normal), performing (linear) regression on only the samples
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with positive responses produces biased estimates. When  is normal, the
bias term simplifies to
(2.1) E[yi | yi > 0] = xTi β + σλ
(
1
σx
T
i β
)
,
where λ(x) is the inverse Mills ratio φ(x)1−Φ(x) . A two-step estimator corrects
the bias by first estimating the inverse Mills ratio λ
(
1
σx
Tβ
)
with probit
regression, and then fitting a corrected linear model to the samples with
positive responses. The corrected linear model is heteroscedastic:
(2.2) var[i | i > xTi β] = σ2 − σ2xTi αλ
(
1
σx
T
i β
)− σ2λ ( 1σxTi β)2 ,
so we can estimate β more efficiently with weighted least squares in the
second step. Since our focus is not estimation, we skip this topic and refer
to Amemiya (1985) for details.
Algorithm 1 Two-step estimator (Type 1 Tobit model)
Require: design matrix X, responses y
1: Estimate α = 1
σ
β with the probit MLE:
αˆ = arg maxα
∏
i:yi=0
(1− Φ(xTi α))
∏
i:yi>0
Φ(xTi α).
2: Regress the uncensored responses y¯ on X¯ and λˆ = λ(X¯αˆ) to estimate β and σ:
βˆ, σˆ = arg minβ,σ
1
2
‖y¯ − σλˆ− X¯β‖22.
Heckman (1979), who proposed the first two-step estimator, interprets
the first step in the two-step estimator can be interpreted as obtaining a
correction for the missing bias term in (2.1). As long as the probit MLE is
consistent, the two-step estimator is also consistent. Further, when
1. {xTi } are uniformly bounded,
2. limn→∞XTX/n (exists and) is positive definite,
3. (β, σ) are in some (a priori known) compact subset of Rp,
√
n(βˆ−β) is asymptotically normal (Amemiya, 1985) and the usual battery
of likelihood ratio, score, and Wald tests/intervals are valid. The two-step ap-
proach also generalizes readily to all five types of Tobit models in Amemiya
(1985). We refer to Amemiya (1985) for details.
In the second step, one can also regress all observations (including the
censored observations) to obtain an estimate of β. This estimator is also
consistent and asymptotically normal. Which estimator is more efficient?
Unfortunately, the answer depends on the parameter β. However, the frame-
work also applies to this estimator by considering a degenerate constrained
normal.
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2.2. A pivotal quantity for constrained normal variables. Recall our goal
is to perform inference on the fitted coefficients conditioned on the censoring
event y¯ > 0. More generally, we are interested in targets of the form ηT y¯
for some η. We begin by characterizing the conditional distribution of the
response. Firstly, given y¯ > 0, y¯ has a constrained normal distribution; i.e.
the conditional pdf of y¯ is f(y¯ | y¯ > 0) ∝ φ(y¯)1Rn¯+(y¯). Secondly, given the
censoring event, the correction term λˆ is simply
λˆ = λ(X¯αˆ), αˆ = arg max
α
∏
i∈Sc
(1− Φ(xTi α))
∏
i∈S
Φ(xTi α).
The two-step estimate of γ = (β, σ) is given by
γˆ = Zˆ†y¯ = (ZˆT Zˆ)−1ZˆT y¯, Zˆ =
[
X¯ λˆ
]
.
To form (conditional) confidence intervals for or (conditionally) test the
significance of the coefficients γˆj , j = 1, . . . , p, we study its distribution
conditioned on the censoring event. In this section, we exploit distributional
results in Lee et al. (2013) to derive a pivotal quantity.
Theorem 2.1. Let y ∼ N (µ,Σ). Define a = AΣη
ηTΣη
and
V+η (y) = sup
j:aj<0
1
aj
(bj − (Ay)j + ajηT y)(2.3)
V−η (y) = inf
j:aj>0
1
aj
(bj − (Ay)j + ajηT y)(2.4)
V0η (y) = inf
j:aj=0
bj − (Ay)j .(2.5)
Then, ηT y conditioned on Ay ≤ b and (V+η (y),V−η (y),V0η (y)) = (v+, v−, v0),
has a truncated normal distribution, i.e.
ηT y | Ay ≤ b,V+η (y),V−η (y),V0η (y) ∼ TN(ηTµ, ηTΣη, v−, v+).
We defer a proof to Appendix A.1 and focus on a geometric interpretation
of Theorem 2.1. Let C = {y ∈ Rn | Ay ≤ b}. The functions V+η (y) and V−η (y)
return the furthest we can move along η˜ = Σ1/2η starting at y˜ = Σ−1/2y
while remaining in the set Σ−1/2C, i.e.
V+η (y) = sup{λ ∈ R : λη˜ + y˜ ∈ Σ−1/2C}
V−η (y) = inf{λ ∈ R : λη˜ + y˜ ∈ Σ−1/2C}.
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Fig 1. Geometric intuition behind Theorem 2.1. To simplify the drawing, we assume Σ =
I. By conditioning on Ay ≤ b,V+(y),V−η (y),V0(y) ≥ 0, we are restricting ourselves to
the dotted slice of the shaded region. Thus conditioning on V+η (y),V+η (y) is equivalent to
conditioning on the component of y orthogonal to η. Since the orthogonal component is
independent of ηT y, conditioning on it does not affect the normality of ηT y.
Since the set {λ : λη˜+y˜ ∈ Σ−1/2C} is equivalent to {λ : λΣ1/2η˜+Σ1/2y˜ ∈ C},
we have, the terms of the original variables, we have
V+η (y) = sup{λ : λΣη + y ∈ C}
V−η (y) = inf{λ : λΣη + y ∈ C}.
The solution to both optimization problems are given by (2.3) and (2.4).
By conditioning on (V+η (y),V−η (y),V0η (y)) = (v+, v−, v0), we are further re-
stricting y to fall on a slice of C (the slice {λΣη + y} ∩ C parametrized
by λ). Theorem 2.1 merely says y restricted to this slice has a truncated
normal distribution. This follows from the fact that V+η (y),V−η (y),V0η (y) are
independent of ηT y by construction.
Given y ∼ N (µ,Σ), we restrict to the slice {λΣη + y} ∩Rn+. To obtain a
unif(0, 1) distributed pivotal quantity, we apply a CDF transform. Figure 2
shows results from a simulation that empirically confirm the pivotal quantity
is uniformly distributed.
Corollary 2.2. Let y ∼ N (µ,Σ). Define
(2.6) F (x, µ, σ2, a, b) =
Φ
(x−µ
σ
)− Φ(v−−µσ )
Φ
(
v+−µ
σ
)
− Φ
(
v−−µ
σ
) .
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Fig 2. Empirical CDF of 10000 samples of the pivotal quantity (2.7) obtained by rejection
sampling. The empirical distribution is very close to that of a unif(0, 1) variable.
Then F (ηT y, ηTµ, ηTΣη,V−η (y),V+η (y)) is a (conditional) pivotal quantity
with a unif(0, 1) distribution, i.e.
(2.7) F (ηT y, ηTµ, ηTΣη,V−η (y),V+η (y)) | Ay ≤ b ∼ unif(0, 1)
where V+η (y), V−η (y), V0η (y) are given by (2.3), (2.4), (2.5).
Proof. By Theorem 2.1, we know
ηT y | y > 0,V+η (y),V−η (y),V0η (y),
where V+η (y),V−η (y),V0η (y) are given by (2.3), (2.4), (2.5), has a truncated
normal distribution. We apply the CDF transform to deduce
F (ηT y, ηTµ, ηTΣη,V−η (y),V+η (y)) | y > 0,V+η (y),V−η (y),V0η (y)
is uniformly distributed. Since this holds for any V+η (y), V−η (y), V0η (y), we
deduce
F (ηT y, ηTµ, ηTΣη,V−η (y),V+η (y)) | y > 0.
is also uniformly distributed.
2.3. Confidence intervals for the fitted coefficients. Recall we seek valid
confidence intervals for βj conditioned on the censoring event y¯ > 0. Let
ηj = (X¯
†)T ej . By Corollary 2.2, we have
F (ηTj y¯, η
T
j X¯β, σ
2 ‖ηj‖22 ,V−ηj (y¯),V+ηj (y¯)) | y¯ > 0 ∼ unif(0, 1),
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where V+η (y), V−η (y), V0η (y) are given by (2.3), (2.4), (2.5) with A = −I and
b = 0. The second argument to F simplifies to
ηTj X¯β = e
T
j X¯
†X¯β = βj .
To obtain valid confidence intervals for βj , we simply “invert” the pivotal
quantity. The set
(2.8)
{
ν ∈ R : α2 ≤ F (ηTj y¯, ν, σ2 ‖ηj‖22 ,V−ηj (y¯),V+ηj (y¯)) ≤ 1− α2
}
is a 1 − α confidence interval for βj . The endpoints α2 and 1 − α2 were cho-
sen arbitrarily. By Lemma A.3, F decreases monotonically in ν. To obtain
an intervals, we need to solve two univariate root-finding problem. Figure
3 shows results from two simulations that compare the coverage of the cor-
rected intervals versus the normal intervals.
Lemma 2.3. Let ηj = (X¯
†)T ej. Define να(y¯) to be the (unique) root of
F (ηTj y¯, ν, σ
2 ‖ηj‖22 ,V−ηj (y¯),V+ηj (y¯)) = α.
Given y¯ > 0, [να/2(y¯), ν1−α/2(y¯)] is a valid 1− α confidence interval for βj:
Pr(βj ∈ [να/2(y¯), ν1−α/2(y¯)] | y¯ > 0) = 1− α.
The strength of the aforementioned results do come at a price. In this
case, the price is wider confidence intervals. For example, suppose ηT y¯ falls
near an endpoint of the truncation interval [v−, v+], say v+. Since this is
likely to occur when ηT µ¯ is very large, there is a wide range of large values
of ηT µ¯ that make this observation likely. However, when ηT y¯ is not near
an endpoint of the truncation interval (and the truncation interval) is large,
then the confidence interval will be comparable to the least-squares (normal)
intervals. Figure 4 compares the coverage of the truncated intervals with that
of normal intervals.
2.4. Testing the significance of fitted coefficients. We also seek to test
the significance of the j-th regression coefficient βˆj , i.e. test the hypothesis
H0 : η
T
j X¯β = βj = 0, ηj = (X¯
†)T ej .
The output of the censoring mechanism is random, so H0 is a random hy-
pothesis. One possible interpretation of testing H0 is we are testing H0
conditioned on the censoring event. Since H0 is fixed given y¯ > 0, this is
VALID POST-CORRECTION INFERENCE 9
1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
0
10
20
30
40
50
1.5 1.0 0.5 0.0 0.5 1.0 1.5 2.0
0
10
20
30
40
50
Fig 3. 95% corrected (left) and normal (right) intervals for β1 in a Type 1 Tobit model
over 50 simulated data sets (n = 100, p = 10, σ2 = 1.0, standard Gaussian design).
A green bar means the confidence interval covers β1 while a red bar means otherwise.
Although the corrected intervals are wider, they cover β1 (black line) at the nominal rate.
Empirically, we observe the coverage of the normal intervals becomes worse as the signal
strength decreases.
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Fig 4. 95% truncated (gray region) and normal (area between blue lines) confidence inter-
vals as a function of x
σ
. The truncation regions are [−3σ,∞] and [−3σ, 3σ] in the figures
on the left and right. When x falls near the boundary of the truncation region (in terms
of σ), the conditional interval is much wider than the normal interval.
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a hypothesis in the conventional sense. As we shall see, there is also an
unconditional interpretation of testing H0.
Under H0, we know (by Corollary 2.2)
F (ηTj y¯, 0, σ
2 ‖ηj‖22 ,V−ηj (y¯),V+ηj (y¯)) | y¯ > 0 ∼ unif(0, 1),
We reject H0 when the pivotal quantity falls in the top or bottom
α
2 quan-
tile to obtain a valid α-level test for H0. This test is the post-correction
counterpart to the usual t-test and controls Type I error conditioned on the
censoring event:
Pr(reject H0 | y¯ > 0, H0) ≤ α.
Since the test controls the Type I error rate at 5% for all possible outcomes of
the censoring mechanism, the test also controls Type I error unconditionally.
In other words, the test also is a valid unconditional test of H0.
Lemma 2.4. Let ηj = (X¯
†)T ej. Given y¯ > 0, the test that rejects when
F (ηTj y¯, 0, σ
2 ‖ηj‖22 ,V−ηj (y¯),V+ηj (y¯)) ∈
[
0, α2
) ∪ (α2 , 1]
is a valid α-level test for H0 : βj = 0.
3. Handling other censored regression models. Two-step estima-
tors are broadly applicable to many censored regression models, and the
post-correction inference framework also generalizes accordingly. We already
described how to perform post-correction inference for the standard (Type
1) Tobit model in Section 2. In this section, we outline how the framework
applies to other censored regression models.
3.1. Accelerated failure time models. Accelerated failure time (AFT) mod-
els are often used to model survival or duration data in science and engi-
neering. Mathematically, AFT models are very similar to Tobit models. Let
ti, i = 1, . . . , n be the (possibly censored) failure times of n units. AFT
models posit a linear relationship between log(ti) and some variables x
T
i ;
i.e.
(3.1) log(ti) = x
T
i β + i, i = 1, . . . , n
where  is independent error. The distribution of  determines AFT model
in use. Since we only observe ti if unit i fails before the end of the testing
period (at some known T ), the failure times are right-censored at T . If the
error is normally distributed (a log-normal AFT model), then we recognize
the standard Tobit model with right-censoring at log(T ):
(3.2) y ∼ min{y∗, log(T )}, y∗ ∼ N (Xβ, σ2I).
VALID POST-CORRECTION INFERENCE 11
To handle right censoring at log(T ), we absorb log(T ) into the intercept
term and take − log(ti) as the response. If the testing period is different
for each unit, the model is slightly changed because the resulting model
is equivalent to (3.2) where an entry of β is known. To fit a log-normal
AFT model, we simply take log(Ti)− log(ti) as the response and call upon
Algorithm 1. To obtain confidence intervals or test the significance of the
fitted coefficients, we rely on the pivotal quantity (2.7).
3.2. Type 3 Tobit model. The Type 3 model is:
(3.3)
y∗1 = X1β1 + 1, 1 ∼ N (0, σ21I)
y∗2 = X2β2 + 2, 1 ∼ N (0, σ22I)
y1,i =
{
y∗1,i if y
∗
1,i > 0
0 otherwise
, i = 1, . . . , n
y2,i =
{
y∗2,i if y
∗
1,i > 0
0 otherwise
, i = 1, . . . , n.
The error terms 1 and 2 are again normal with covariance σ
2
12I. The Type
1 (1.1) and Type 2 (3.8) Tobit models are special cases of the Type 3. Type
2 differs only in that y1 is not observed, and Type 1 is special case of Type
2 in which X1 = X2 and 1 = 2.
To derive the two-step estimator for the Type 3 Tobit, we first evaluate
the bias incurred by censoring. For y1, the bias has the same form as (2.1):
E[y1,i | y∗1,i > 0] = xT1,iβ1 +E[1,i | 1,i > −xT1,iβ1]
= xT1,iβ1 + σ1λ
(
1
σ1
xT1,tβ1
)
,
where λ(x) is the inverse Mills ratio. For y2, the bias is similar:
E[y∗2,i | y∗1,i > 0] = xT2,iβ2 +E[2,i | 1,i > −xT1,iβ1].
Since 1 and 2 are jointly normal, E[2,i | 1,i > −xT1,iβ1] is a simple linear
function of E[1,i | 1,i > −xT1,iβ1]:
(3.4) E[y2,i | y∗1,i > 0] = xT2,iβ2 + τλ
(
1
σ1
xT1,iβ1
)
, τ = σ12σ1
The two-step estimator first estimates λ
(
1
σ1
xT1,iβ1
)
with probit regression
and then fits a corrected linear model to uncensored observations. As long
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as the probit MLE is consistent, the two-step estimator produces consistent
estimates of β1 and β2.
1 The corrected linear model is again heteroscedastic:
(3.5) var[2,i | 1,i > −xT1,iβ1] = σ22 − τ2(xT1,iα1λ(xT1,iα1) + λ(xT1,iα1)2).
Algorithm 2 Heckman’s two-step estimator (Type 3 Tobit model)
Require: design matrix X, responses y
1: Estimate α1 =
1
σ1
β1 with the probit MLE:
αˆ1 = arg maxα
∏
i:yi=0
(1− Φ(xT1,iα))
∏
i:yi 6=0 Φ(x
T
1,iα).
2: Regress the uncensored responses y¯1 on X¯1 and λ(X¯1αˆ1) to estimate β1:
βˆ1, σˆ1 = arg minβ,σ
1
2
‖y¯1 − σ1λˆ− X¯1β‖22.
3: Regress the uncensored responses y¯2 on X¯2 and λˆ = λ(X¯2αˆ1) to estimate β2:
βˆ2, τˆ = arg minβ,τ
1
2
‖y¯2 − τ λˆ− X¯2β‖22.
4: Obtain an estimate of σ2 from the residuals of step 3:
σˆ2 =
1
n−p‖y¯2 − X¯2βˆ2‖22 + τˆ2 1n
∑n
i=1 x
T
1,iαˆ1λ(x
T
1,iαˆ1) + λ(x
T
1,iαˆ1)
2.
The two-step estimate of β1 is given by the first part of
γˆ1 = Zˆ
†
1 y¯1, Zˆ1 =
[
X¯1 λˆ
]
,
Given the censoring event y¯1 > 0, y¯1 has a constrained normal distribution.
To perform (valid) post-correction inference for β1,j = e
T
j X¯
†
1X¯1β1, we apply
the results in Section 2. Let η1,j = (X¯
†
1)
T ej . By Corollary 2.2, we know
F (ηT1,j y¯1, β1,j , σ
2
1 ‖η1,j‖22 ,V−η1,j (y¯1),V+η1,j (y¯1)) | y¯1 > 0 ∼ unif(0, 1),
where V+η (y), V−η (y), V0η (y) are given by (2.3), (2.4), (2.5) with A = −I and
b = 0. To form intervals for β1,j , we “invert” F to obtain
Pr(β1,j ∈ [να/2(y¯1), ν1−α/2(y¯1)] | y¯1 > 0) = 1− α,
where να(y¯) is the (unique) root of
(3.6) F (ηT1,j y¯1, ν, σ
2
1 ‖η1,j‖22 ,V−η1,j (y¯1),V+η1,j (y¯1)) = α.
To test the significance of β1,j , we form a p-value
F (ηT1,j y¯1, 0, σ
2
1 ‖η1,j‖22 ,V−η1,j (y¯1),V+η1,j (y¯1))
1Olsen (1980) notes that the consistency of the two-step estimator does not require the
joint normality of 1 and 2 provided 1 is normal and y
∗
2,i = x
T
2,iβ2+
σ12
σ21
(y∗1,i−xTi,1β1)+′2,i
for some ′2,i independent of y
∗
1,i. The asymptotic variance of two-step estimators under
these more general conditions is given by Lee (1982).
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with unif(0, 1) distribution under the null H0 : βj = 0. We reject H0 when
the p-value is smaller than α2 or larger than 1− α2 . The corrected intervals for
β1 should behave comparably with the corrected intervals for β in a Type 1
Tobit model.
The two-step estimate of β2 is given by the first part of
γˆ2 = Zˆ
†
2 y¯2, Zˆ2 =
[
X¯2 λˆ
]
,
To perform post-correction inference on β2, we must account for the depen-
dence between y¯1 and y¯2. Given the censoring event y¯1 > 0, the pair (y¯1, y¯2)
has a constrained normal distribution, i.e.[
y¯1
y¯2
]
∼ N
([
X1β1
X2β2
]
,
[
σ21I σ12I
σ12I σ
2
2I
])
, subject to y¯1 > 0.
Let y¯ = (y¯1, y¯2) and µ¯, Σ¯ be its (unconditional) expected value and covari-
ance. To form intervals for β2,j , we first express our target as
β2,j = e
T
j X¯
†
2X¯2β2 = e
T
j
[
0 X¯†2
]
︸ ︷︷ ︸
ηT2,j
µ¯.
By Corollary 2.2, we know
(3.7) F
(
ηT2,j y¯, β2,j , η
T
2,jΣ¯η2,j ,V−η2,j (y¯),V+η2,j (y¯)
)
| y¯1 > 0,
where V+η (y), V−η (y), V0η (y) are given by (2.3), (2.4), (2.5), with A =
[−I 0]
and b = 0, is uniformly distributed. With this pivotal quantity, we derive
confidence intervals and significance tests for β2,j like in Section 2.
To form confidence intervals for β2,j , we “invert” F to obtain
Pr(β2,j ∈ [να/2(y¯), ν1−α/2(y¯)] | y¯1 > 0) = 1− α,
where να(y¯) is the (unique) root of
F (ηT2,j y¯, ν, η
T
2,jΣ¯η2,j ,V−η2,j (y¯),−∞,∞) = α.
To test the significance of β2,j , we form a p-value
F (ηT2,j y¯, 0, η
T
2,jΣ¯η2,j ,−∞,∞)
with unif(0, 1) distribution under the null H0 : β2,j = 0. We reject H0 when
the p-value is smaller than α2 or larger than 1 − α2 . Figure 5 shows result
from two simulations that compare the coverage of the corrected intervals
versus the normal intervals. We summarize our results in a pair of lemmas.
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Fig 5. 95% corrected (left) and normal (right) intervals for β2,1 in a Type 3 Tobit model
over 50 simulated data sets (n = 100, p1 = p2 = 10, σ
2
1 = σ
2
2 = 1.0, σ12 = 0.5, standard
Gaussian design). A green bar means the confidence interval covers β2,1 while a red bar
means otherwise. Although the corrected intervals are wider, they cover β2,1 (black line)
at the nominal rate. Empirically, we observe the coverage of the normal intervals becomes
worse as the signal strength decreases.
Lemma 3.1. Let η2,j =
[
0 X¯†2
]T
ej. Define να(y¯) to be the (unique)
root of
F
(
ηT2,j y¯, β2,j , η
T
2,jΣ¯η2,j ,V−η2,j (y¯),V+η2,j (y¯)
)
= α.
Given y¯ > 0, [να/2(y¯), ν1−α/2(y¯)] is a valid 1−α confidence interval for β2,j:
Pr(β2,j ∈ [να/2(y¯), ν1−α/2(y¯)] | y¯1 > 0) = 1− α,
Lemma 3.2. Let η1,j =
[
0 X¯†2
]T
ej. Given y¯ > 0, the test that rejects
when
F
(
ηT2,j y¯, 0, η
T
2,jΣ¯η2,j ,V−η2,j (y¯),V+η2,j (y¯)
)
∈ [0, α2 ) ∪ (α2 , 1]
is a valid α-level test for H0 : β2,j = 0.
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3.3. Type 2 Tobit model. The Type 2 Tobit model is very similar to the
Type 3 model, except the y∗1 not observed:
(3.8)
y∗1 = X1β1 + 1, 1 ∼ N (0, I)
y∗2 = X2β2 + 2, 1 ∼ N (0, σ22I)
y2,i =
{
y∗2,i if y
∗
1,i > 0
0 otherwise
, i = 1, . . . , n.
The error terms 1 and 2 are again jointly normal with covariance σ
2
12I.
Without loss of generality, we set σ21 = 1. Type 2 is also called the sample
selection model and plays significant parts in the evaluation of treatment
effects and program evaluation. To fit a Type 2, we rely on Heckman’s two-
step estimator (Algorithm 2) except we skip step 2 (estimating β1).
The two-step estimate of β2 is given by the first part of
γˆ2 = Zˆ
†
2 y¯2, Zˆ2 =
[
X¯2 λˆ
]
,
Given the censoring event y¯1 > 0, the pair (y¯1, y¯2) has a constrained normal
distribution, i.e. the pdf of y¯ = (y¯1, y¯2) is[
y¯1
y¯2
]
∼ N
([
X1β1
X2β2
]
,
[
I σ12I
σ12I σ
2
2I
])
, subject to y¯1 > 0.
Let y¯ = (y¯1, y¯2) and µ¯, Σ¯ be its (unconditional) expected value and covari-
ance. To perform inference on β2,j , we first express our target as
β2,j = e
T
j X¯
†
2X¯2β2 = e
T
j
[
0 X¯†2
]
︸ ︷︷ ︸
ηT2,j
µ¯.
Since y¯1 is not observed, we cannot evaluate V+η2,j (y¯),V−η2,j (y¯),V0η2,j (y¯) to
form the pivotal quantity (3.7). To perform post-correction inference on βj,2,
we simulate the distribution of ηT2,j y¯ | y¯1 > 0 with the parametric bootstrap
(Efron and Tibshirani, 1994). Since the pairs (y¯1,i, y¯2,i) are independent, we
simulate y¯ | y¯1 > 0 by simulating n pairs[
y¯∗1
y¯∗2
]
∼ N
([
xT1,iαˆ1
xT2,iβˆ2
]
,
[
1 σˆ12
σˆ12 σˆ
2
2
])
, subject to y¯∗1 > 0.
Although simulating truncated normals is, in general, intensive, the fact
that y¯∗2 is unconstrained, so the marginal distribution of y¯∗1 is a (univariate)
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Fig 6. 95% bias-corrected bootstrap (left) and normal (right) intervals for β2,1 in a Type
2 Tobit model over 50 simulated data sets. The simulations are set up like the simulations
shown in Figure 6. The bootstrap intervals are computed with 1000 bootstrap samples. A
green bar means the confidence interval covers β2,1 while a red bar means otherwise.
truncated normal, allows us to simulate (y¯∗1, y¯∗2) efficiently. To simulate a
pair (y¯∗1, y¯∗2), we first simulate y¯∗1 (with say the inverse CDF transform) and
then simulate y¯∗2 conditioned on y¯∗1:
(3.9)
y¯∗1 ∼ TN(xT1,iαˆ1, 1, 0,∞)
y¯∗2 ∼ N (xT2,iβˆ2 + σˆ12(y¯∗1 − xT1,iαˆ1), σˆ22 − σˆ212).
Given the bootstrap distribution of βˆj,2, it is straightforward to obtain
confidence intervals and test the significance of βj,2. We refer to Efron and
Tibshirani (1994) for details. Figure 6 shows result from two simulations
that compare the coverage of bootstrap versus normal intervals. We note
the bootstrap intervals are comparable in size with the normal intervals.
4. Summary and discussion. We proposed a framework for conduct-
ing post-correction inference with two-step estimators. By conditioning on
the censoring event, we obtain valid confidence intervals and significance
tests for the fitted coefficients. We developed the framework with the stan-
dard (Type 1) Tobit model and showed how it generalizes to handle other
censored regression models.
Although we must condition on the censoring event to perform inference,
the results are valid unconditionally. In Section 2, we really derived a family
of valid intervals/tests, one per possible outcome of the censoring mecha-
nism. Given any outcome (censoring event), as long as we form the correct
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confidence interval, the interval will have the nominal coverage rate. In other
words, the strategy of forming the correct interval given the censoring event
inherits the validity of the conditional intervals. A similar strategy inherits
the Type I error rate of the conditional tests.
Our framework for performing post-correction inference may be readily
combined with the framework of Lee et al. (2013) for post-(model) selection
inference. In practice, one might wish to first select a model with the data
and then perform inference on the selected model. For example, one might
fit a Tobit model, observe which coefficients are significant at level α, and
report 1 − α confidence intervals for the significant coefficients. However,
these intervals fail to account for the randomness in the selected model
and may fail to cover the target at the nominal rate. By combining our
framework with the framework of Lee et al. (2013), it’s possible to perform
valid inference post-correction and post-(model) selection.
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APPENDIX
A.1. Proof of Theorem 2.1.
Theorem A.1. Let y ∼ N (µ,Σ). Define a = AΣη
ηTΣη
and
V+η (y) = sup
j:aj<0
1
aj
(bj − (Ay)j + ajηT y)
V−η (y) = inf
j:aj>0
1
aj
(bj − (Ay)j + ajηT y)
V0η (y) = inf
j:aj=0
bj − (Ay)j .
Then, ηT y conditioned on Ay ≤ b,V+η (y),V−η (y),V0η (y) ≥ 0, has a truncated
normal distribution, i.e.
ηT y | Ay ≤ b,V+η (y),V−η (y),V0η (y) ≥ 0 ∼ TN(ηTµ, ηTΣη,V+η (y),V−η (y)).
Proof. Our proof is similar in essence to the derivation in Lee et al.
(2013). First, we prove an auxiliary result that shows Ay ≤ b implies
{V −(y) ≤ ηT y ≤ V +(y), V 0(y) ≥ 0} for some V+η (y),V−η (y),V0(y) that
are independent of ηT y.
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Lemma A.2. Let y ∼ N (µ,Σ). Define a = AΣη
ηTΣη
and
V+η (y) = sup
j:aj<0
1
aj
(bj − (Ay)j + ajηT y)
V−η (y) = inf
j:aj>0
1
aj
(bj − (Ay)j + ajηT y)
V0η (y) = inf
j:aj=0
bj − (Ay)j .
Then, {Ay ≤ b} implies {V−η (y) ≤ ηT y ≤ V+η (y),V0η (y) ≥ 0}. Further
V+η (y), V−η (y), V0η (y) are independent of ηT y.
Proof. The linear constraints Ay ≤ b are equivalent to
(A.1) Ay −E[Ay | ηT y] ≤ b−E[Ay | ηT y].
Since conditional expectation has the form
E[Ay | ηT y] = Aµ+ a(ηT y − ηTµ), a = AΣη
ηTΣη
,
(A.1) simplifies to Ay − b− aηT y ≤ −aηT y. Rearranging, we obtain
ηT y ≥ 1
aj
(bj − (Ay)j + ajηT y) aj < 0
ηT y ≤ 1
aj
(bj − (Ay)j + ajηT y) aj > 0
0 ≤ bj − (Ay)j + ajηT y aj = 0.
We take the sup of the lower bounds and inf of the upper bounds to deduce
sup
j:aj<0
1
aj
(bj − (Ay)j + ajηT y)︸ ︷︷ ︸
V−η (y)
≤ ηT y ≤ inf
j:aj>0
1
aj
(bj − (Ay)j + ajηT y)︸ ︷︷ ︸
V+η (y)
.
Since y is normal, bj − (Ay)j + ajηT y, j = 1, . . . ,m are independent of ηT y.
Hence V+η (y), V−η (y), V0η (y) ≥ 0 are also independent of ηT y.
To complete the proof of Theorem 2.1, we must show ηT y given Ay ≤
b,V+η (y),V−η (y),V0η (y) ≥ 0 is truncated normal. By Lemma A.2, the condi-
tional law of ηT y is
F (ηT y | Ay ≤ b,V+η (y),V−η (y),V0η (y) ≥ 0)
= F (ηT y | V−η (y) ≤ ηT y ≤ V+η (y),V+η (y),V−η (y),V0η (y) ≥ 0)
=
F (ηT y, v− ≤ ηT y ≤ v+ | V+η (y) = v+,V−η (y) = v−,V0η (y) ≥ 0)
F (v− ≤ ηT y ≤ v+ | V+η (y) = v+,V−η (y) = v−,V0η (y) ≥ 0)
,
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Since V+η (y), V−η (y), V0η (y) are independent of ηT y,
F (ηT y | Ay ≤ b,V+η (y) = v+,V−η (y) = v−,V0η (y) ≥ 0)
=
F (ηT y, v− ≤ ηT y ≤ v+)
F (v− ≤ η ≤ v+) ,
which is the CDF of TN(ηTµ, ηTΣη,V+η (y),V−η (y))
A.2. Monotonicity of F .
Lemma A.3. Let F (x, µ, σ2, a, b) be the CDF of a truncated normal ran-
dom variable. Then F is monotone decreasing in µ.
Proof. The truncated normal distribution is a natural exponential fam-
ily in the mean µ. Thus, its likelihood ratio is monotone in µ, i.e. for µ1 < µ2
and y2 < y2,
fµ2(y1)
fµ2(y2)
<
fµ2(y2)
fµ1(y2)
.
This implies fµ2(y1)fµ1(y2) < fµ2(y2)fµ1(y2). We integrate with respect to
y1 over (−∞, y] and with respect to y2 over [y,∞) to obtain
(1− Fµ1(y))Fµ2(y) < (1− Fµ2(y))Fµ1(y).
We subtract the cross-terms to conclude Fµ2(y) < Fµ1(y).
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