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Résumé 
Ce travail étudie le décodage itératif ou le turbo décodage, des turbo codes convolutifs pour un bruit généralement non gaussien, 
particulièrement le bruit impulsif, à savoir le bruit GG symétrique qui possède une variance finie, et le bruit � −stable symétrique ܵ�ܵ a 
variance infinie. Pour le dernier type du bruit, la définition du ܴܵܰ n’est pas valide et nous avons utilisé à la place le paramètre de dispersion du 
bruit �. Nous savons que les performances d’un décodeur itératif dépendent étroitement de l’information extrinsèque délivrée par chaque 
décodeur constitutif SISO, parce que plus cette information est fiable plus le décodeur itératif est performant. Dans ce travail, nous avons 
proposé trois approches originales qui rendent l’information extrinsèque plus fiable. La première approche est établie pour les deux algorithmes 
de décodage SOVA et MAP dans le cas d’un canal AWGN. Elle consiste à ajouter une fonction porte (binaire) qui dépend des itérations dans 
l’entrée systématique du décodeur itératif, afin de rendre les informations extrinsèques délivrées par les décodeurs constitutifs plus fiables, ce qui 
permet ainsi d’améliorer les performances en termes de ��ܴ et de convergence. La deuxième et la troisième approches sont utilisées dans 
l’algorithme MAP pour les canaux à bruit impulsif GG et ܵ�ܵ respectivement. Ces approches sont deux méthodes d’estimation semi-aveugles 
basées sur les statistiques d’ordre inférieur fractionnel FLOS. Elles estiment les paramètres du bruit à partir du signal reçu uniquement. Ces 
paramètres estimés sont utilisés par l’algorithme MAP pour calculer l’information extrinsèque. L’avantage majeur de ces deux approches est 
qu’elles présentent de bonnes estimations des paramètres, ce qui permet aux décodeurs constitutifs de donner des informations extrinsèques 
plus fiables. 
Mots clefs : AWGN, BER, BPSK, Bruit impulsif GG, Bruit impulsif ܵ�ܵ de Cauchy, CTC, Décodeur itératif, FLOS, GSNR, MAP, SISO, 
SNR, SOVA. 
Abstract 
This work studies the iterative decoding or the turbo decoding of the convolutional turbo codes for a generally non-gaussian noise, especially 
impulsive noise, namely the symmetric GG noise which has a finite variance, and the symmetric � −stable noise (ܵ�ܵ) with an infinite variance. 
For the last type of noise, the ܴܵܰ definition is not valid and we used instead of it the dispersion parameter � of the noise. We know that the 
performance of an iterative decoder are closely related to the extrinsic information provided by each constituent  SISO decoder, because more 
this information is reliable more the iterative decoder is performing. In this work, we proposed three original approaches that make the most 
reliable extrinsic information. The first approach is established for both decoding algorithms MAP and SOVA in the case of an AWGN 
channel. It is to add a gate function (binary) that depends on the iterations, in the systematic input of the iterative decoder, in order to make the 
extrinsics informations delivered by the constitutive decoders more reliable, this allows also to improve the performance in terms of BER and 
convergence. The second and third approaches are used in the MAP algorithm for a channel with GG and ܵ�ܵ impulsive noise respectively. 
These approaches are two semi-blind estimation methods based on fractional lower order statistics FLOS. They estimate the parameters of the 
noise from the received signal only. These estimated parameters are used by the MAP algorithm to calculate the extrinsic information. The 
major advantage of these two approaches is that they have good estimates of the parameters, which allows the constitutive decoders to provide 
more reliable extrinsics informations. 
Key words : AWGN, BER, BPSK, CTC, FLOS, GG impulsive noise, GSNR, Iterative decoder, MAP, ܵ�ܵ impulsive noise of Cauchy,  SISO, 
SNR, SOVA. 
 صخلم  
ي لϤعلا اάهαέΪ Θلا ΕΎكΎϜفلا ϭأ ΔيέاήϜ ϮبήΘلاϜفΕΎكΎ يف ΔϠϤعΘسϤلا  ίϮمέ كف ϮبήΘلافاشيϮشت لجأ نم ΕΎفΎ  ήيغغسϮΎمϮϤع ي ، يϨعي
 شيϮشΘلاπΒϨلا  ήυΎϨΘϤلا شيϮشΘلΎك يGG  ϱάلاϭϭ ،ΩϭΪحم نيΎΒت هيΪل شيϮشΘلا −�ήϘΘسم ܵ�ܵ لا ΓήυΎϨΘϤ كϠϤي ϱάلا .يئΎϬنا نيΎΒت
 ωϮϨϠل ΔΒسϨلΎب نم ήيخأاشيϮشΘلا فيήعت ،ܴܵܰ  حلΎص ήيغ ،هيفϨم اΪب ΎϨمΪΨΘساϭه عمΎم ل تΘشت شيϮشΘلا� ءاΩأ ϥأ مϠعن نحن . ϱأϜفϙΎ 
 ϱέاήϜت ΎϘϠعت قϠعΘم ΕΎمϮϠعϤلΎب ΎϘيثϭ ΔيήهϮج ήيغلانم ΔمΪϘϤلا نم لك فήρ لاϜف ΕΎكΎلاΔّنϮϜϤ هل SISOنأ ،تنΎك ΎϤϠك ه  ΕΎمϮϠعϤلا ϩάه
 ΔيقϮثϮم ήثكأϥΎك لاϜفϙΎ لاϱέاήϜΘ ΔيلΎعف ήثكأ Ιاث ΎϨحήΘقا ،لϤعلا اάه يف .ΕΎيϨϘت  ΔيϠصأϭ ΕΎمϮϠعϤلا لعجت يΘلا ΔيήهϮج ήيغلا .ΔيقϮثϮم ήثكأ
لا سيسأت متΔيϨϘΘ لϭأاϰ نم  لجأ ΕΎيمίέاϮخكفلاSOVA  ϭ MAP  اάهϭ ΓΎϨق ΔلΎح يفAWGN . يف لثϤΘت ΓΪيΪجلا ΔيϨϘΘلا ϩάه ΔفΎضإΔلاΩ 
ΔباϮب  )ΔيئΎϨث( ϰلإلالخΪϤ Ϡل يمΎψϨلاϜفϙΎ لاϜΘήاέϱ ، اάهϭ لعج لجأ نم ϰϠع لصحΘلا ΕΎمϮϠعملا نم ΔيήهϮج ήيغϜفΕΎكΎ  ّϮϜϤلان Δ ήثكأ
 يلΎΘلΎبϭ ،ΔيقϮثϮم ϰϠع لصحΘلا ءاΩأ ϱέاήϜΘلا ϙΎϜفϠل ϝΎعف ثيح نم��ܴ ϭ  ثيح نم .ΏέΎϘΘلا نيΘيϨϘΘلا ΎمأينΎثلاΔ ثلΎثلاϭ ϥΎمΪΨΘست ΎϤϬف Δ
لا يف ΔيمίέاϮΨMAP  نيشيϮشΘلا لجأ نمGG  ϭ ܵ�ܵه .يلاϮΘلا ϰϠع نيΘيϨϘΘلا نيتΎه ΎϤيϤع هΒش ήيΪϘت يΘϘيήρنيϭΎ  ϰϠع ϥاΪϤΘعت
 ΔيήسϜلا ϯήغصلا بتήلا ΕاΫ ΕاءΎصحااFLOS .ت ΎϤϬفέΪϘإا نم شيϮشΘلا طئΎسϭ ϥا ΓέΎشلاϮاΩέلΒϘΘسϤلا ϯϮΘسم ϰϠع Γ  ϡΪΨΘستϭ .طϘف
ا ϩάهطئΎسϮل  ΔيمίέاϮخ لΒق نم ΓέΪϘϤلاMAP  ΕΎمϮϠعϤلا ΏΎسحل ήيغΔيήهϮجلاϬل Δيسيئήلا ΓΰيϤلاϭ . نيتΎلا يه نيΘيϨϘΘϤϬيΪل ϥأΎ  ΕاήيΪϘت
 ΓΪيجطئΎسϮϠلϭ ، Ύم اάه حϤسيلϜفΕΎكΎ لا ήيفشΘلا ءΎτعإ ΔّنϮϜϤ ΕΎمϮϠعمΔيήهϮج ήيغ .ΔيقϮثϮم ήثكأ 
Δيساسأا Εاحلطصملا  :AWGN ،BER ،BPSK ، يπΒنا شيϮشتGG ، يπΒن شيϮشتܵ�ܵ ـليشوك ،CTC ،ϜفϙΎ ήϜتاέ ،ϱFLOS ،GSNR ،
MAP ،SISO ،SNR ،SOVA. 
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Par définition, une transmission numérique permet d’acheminer des messages de 
nature numérique entre une source et un destinataire. Cette source délivre, avec un 
certain rythme, une suite de symboles qui prennent leurs valeurs dans un ensemble fini 
appelé alphabet. Le caractère numérique de la transmission se manifeste de manière 
évidente dans le fonctionnement du récepteur lors de l’échantillonnage et de la prise de 
décision. Il est beaucoup moins apparent au niveau du signal transmis qui présente plus 
nettement le caractère discret de la source. 
 Par une convention préalable, le destinataire a la connaissance de l’alphabet 
utilisé par la source. Il peut donc interpréter l’information qu’il reçoit en fonction de cet 
alphabet. Il compare les signaux reçus (déformés et perturbés par la transmission dans le 
canal) à la liste de caractères possibles et il déduit par une « décision » lequel de ces 
caractères est le plus probablement à l’origine du signal reçu. 
 La transmission de l’information entre la source et le destinataire ne s’effectue pas 
sans risques d’erreurs à cause du bruit de distorsion du canal. Afin de remédier à cela et 
donner une grande fiabilité au système de transmission, il existe plusieurs techniques de 
protections de l’information se basant toutes sur le principe d’ajouter une certaine 
redondance au message original avant la transmission à l’aide d’un codeur qui maximise 
la distance de Hamming entre les mots-code. Cette opération qui consiste à l’ajout des 
bits de redondance est dite « codage de canal ». Parmi les célèbres codes qui ont le 
pouvoir de combattre les erreurs de transmission, sont les codes convolutifs car leurs 
prépotences de correction s’accroissent lorsque la longueur du registre de codage 
augmente. Pour satisfaire les applications les plus courants du codage de canal, une 
mémoire ߥ de l’ordre de 30 ou 40 serait nécessaire (donc 230  ou 240 états, c’est à dire plus 
d’un milliard d’états) puisque à partir d’une certaine longueur de registre et pour un 
rendement de codage 1/2 la distance minimale de Hamming d’un code convolutif de 
mémoire ߥ est de l’ordre de grandeur de  ߥ [1]. Si l’on savait décoder aisément un code 
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convolutif à plus d’un milliard d’états, nous ne parlions plus beaucoup de codage de 
canal! [1] Une telle proposition ne convienne plus. Pour cela, C. Berrou et A. Glavieux [2] 
en 1993, ont inventé des très bons codes qui font parfaitement l’affaire, constitués par 
une concaténation de deux codes convolutifs via un entrelaceur entre les deux codes. Ces 
codes concaténés sont non seulement des codes puissants, mais leur structure permet de 
plus une faible complexité de décodage grâce au décodage itératif. Le décodage itératif 
consiste à décoder alternativement les codes constitutifs et à passer de l’information 
entre les décodeurs constitutifs. Afin d’exploiter au mieux l’information produite par 
chaque décodeur constitutif, il a été établi que passer des décisions douces ou souples 
plutôt que des décisions fermes peut conduire à d’excellentes performances. Ce décodage 
itératif basé sur les décisions souples est appelé aussi le turbo décodage. Pour cette 
raison ces codes sont appelés « turbo codes convolutifs ». 
Ces turbo codes sont étudiés et évalués dans l’hypothèse de gaussianité du bruit, 
puisque l’objectif était d’obtenir des relations simples sur les performances et des mises 
en œuvre peu coûteuses. Même si cette hypothèse est justifiée dans un large éventail de 
scénarios de situations réelles, il y a des situations où le théorème central limite ne peut 
plus être invoqué et où les expériences mettent en exergue un bruit non gaussien à 
caractère impulsif où la queue de la distribution de son amplitude est lourde. 
Parmi ces situations, nous pouvons citer les chaînes de radio [3], les canaux de 
communication par courants porteurs en ligne PLC [4], et des  lignes numériques 
d’abonné DSL [5]. Le bruit impulsif qui affecte ces systèmes est caractérisé généralement 
par des trains d’impulsions (isolées ou en rafales) de faibles durées et de forte densité 
spectrale de puissance. 
Par conséquent, l’étude de ce type du bruit est indispensable. Diverses approches 
de modélisation du bruit impulsif sont couramment utilisées et nous pouvons citer 
notamment : les modèles basés sur les chaînes de Markov, le modèle de bruit de Classe A 
de Middleton ou bien encore le modèle stochastique. Ce dernier modèle utilise une 
approche statistique des paramètres caractéristiques des impulsions qui sont approchées 
par des lois de distributions connues. Les plus utilisées dans la littérature parmi ces 
distributions connues sont les distributions gaussiennes généralisées GGD et les 
distributions ߙ −stables [6][7]. 
Les GGD constituent un modèle approprié pour décrire le phénomène des bruits 
impulsifs ou le phénomène de la queue lourde, elles ont une densité de probabilité bien 
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définie analytiquement. Cette densité possède trois paramètres : la moyenne ߤ, l’écart 
type � et un paramètre de forme ߙ > Ͳ. Il s’agit d’une extension de la densité gaussienne 
avec un paramètre supplémentaire, dit de forme, qui est une mesure d’aplatissement de 
la distribution. Cela permet d’englober en plus : la distribution gaussienne (ߙ = ʹ), la 
distribution de Laplace (ߙ = ͳ) et la distribution uniforme (ߙ → +∞) [8]. 
Les GGD sont utilisées pour modéliser plusieurs processus, qui sont observés dans 
des domaines variés dont le traitement de la parole, l’audio, ou le signal vidéo, les 
images, ou bien la turbulence [6]. 
Quant aux distributions ߙ −stables, elles présentent un autre modèle pour décrire 
le phénomène des bruits impulsifs. Elles ont été introduites pour la première fois 
pendant les années 1920 dans les travaux de Paul Lévy [9] dans le théorème central 
limite généralisé. Par la suite, en 1970, trois chercheurs de Bell Labs (Chambers, Mallow 
et Stuck) ont prouvé que ce modèle peut servir à modéliser le bruit dans les lignes 
téléphoniques [10] ; elle a eu aussi du succès dans diverses applications en sciences de 
l’ingénieur comprenant le traitement des signaux de radar [11], la modélisation en 
télétrafic [12], etc. 
Les distributions ߙ −stables sont caractérisées par quatre paramètres : paramètre 
de forme ߙ ∈]Ͳ, ʹ], appelé aussi exposant caractéristique, paramètre d’asymétrie ߚ ∈[−ͳ, ͳ], paramètre de dispersion ou d’échelle ߛ > Ͳ et paramètre de localisation ߜ ∈ ℝ. 
Dans le cas des distributions ߙ −stables symétriques notées ܵߙܵ, les deux paramètres ߚ 
et ߜ sont nuls. Si le paramètre ߙ prend ses valeurs dans l’intervalle ouvert ]Ͳ, ʹ[, ces 
distributions ont une densité de probabilité non-gaussienne, caractérisée par des queues 
lourdes. Par exemple, si ߙ = ͳ, les distributions ߙ −stables ont une densité de Cauchy ; 
mais si ߙ = ʹ, les distributions sont gaussiennes. 
Contrairement aux distributions GG, les distributions ߙ −stables présentent des 
limites : d’une part elles ne permettent pas un accès analytique à la densité de 
probabilité sauf pour ߙ = ʹ (cas gaussien) et ߙ = ͳ (cas de Cauchy) ; d’autre part, si ߙ ≠ʹ, les statistiques d’ordre supérieur, y compris la variance, ne sont pas définies, ce qui 
reste un problème dans la recherche [13]. Pour cette raison, la définition de la puissance 
d’une variable aléatoire n’est pas valide pour ce type des distributions. Gonzalez dans 
[14] et [15] a proposé une autre forme de puissance, nommée puissance géométrique, où 
il  a proposé et utilisé la théorie des statistiques d’ordre zéro, qui est basée sur les 
moments d’ordre logarithmique, afin de caractériser ce type des distributions. 
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Pour un bruit impulsif modélisé par une variable aléatoire à GGD ou à 
distribution ߙ −stable, les décodeurs itératifs des turbo codes, qui sont optimisés au 
début pour les bruits gaussiens, donnent de performances médiocres [16][17]. 
Jusqu’à présent, peu de recherches ont été consacrées à l’optimisation des 
décodeurs itératifs pour un canal à bruit non-gaussien de type impulsif. 
Pour ces raisons, notre travail est dédié au décodage itératif des turbo codes 
convolutifs CTC dans un canal à bruit généralement non-gaussien de type impulsif et 
avec modulation BPSK, où nous utilisons les deux algorithmes de décodage à entrées-
sorties douces SISO, à savoir, l’algorithme de Viterbi à sortie douce SOVA et l’algorithme 
de maximum a posteriori MAP. Bien entendu, le bruit impulsif est représenté dans cette 
thèse par les deux distributions symétriques à queue lourde : la GGD et la distribution ܵߙܵ de Cauchy où ߙ = ͳ. 
Cette thèse est structurée en quatre chapitres. 
Le premier chapitre est consacré à quelques concepts de base sur les systèmes de 
communication numérique DCS et leurs parties constituantes, en particulier le canal et 
les fonctions du codage et de la  modulation. Cependant, pour ne pas être exhaustif, nous 
allons essayer de donner l’essentielle de ce thème. Nous allons calculer et analyser le 
comportement de la capacité du canal pour les trois canaux continus : canal gaussien, 
canal GGD et canal ܵߙܵ de Cauchy. La notion des turbo codes convolutifs CTC est bien 
présentée dans ce chapitre, ainsi que les différents types d’entrelaceurs généralement 
utilisés dans les CTC. 
Le second chapitre est dédié à l’étude des deux distributions des bruits non-
gaussiens, à savoir, la GGD et la distribution ߙ −stable. Ce chapitre consiste en des 
analyses théoriques et des algorithmes de simulation de ces bruits. 
Dans le cas d’un bruit gaussien généralisé GG, nous présentons un algorithme 
rapide, et en un seul coup, pour synthétiser des réalisations effectives dans le cas où ߙ = ͳ/ʹ [6]. Nous exposons explicitement une méthode qui s’applique directement à 
l’évaluation numérique de la fonction de Lambert, cette dernière nous sert à résoudre le 
problème de synthèse du bruit GG de paramètre de forme ߙ = ͳ/ʹ [6]. 
Dans ce chapitre, nous verrons qu’un bruit GG a tous ses moments finis. Le 
kurtosis d’un tel bruit, qui caractérise l’aplatissement de la densité de probabilité du 
bruit par rapport à celui d’un bruit gaussien, est le rapport entre le moment d’ordre 4 et 
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le moment d’ordre 2 à la puissance 2 du bruit. Un bruit GG présente une queue lourde si 
et seulement si son kurtosis est strictement supérieur à celui d’un bruit gaussien qui est 
égal à 3, ce qui correspond à un paramètre de forme ߙ < ʹ. 
Pour les bruits ߙ −stables présentés dans ce deuxième chapitre, le paramètre de 
forme ߙ qui est compris entre Ͳ et ʹ est le plus important, car il indique la vitesse de 
décroissance des queues de la distribution du bruit. En plus, si ߙ < ʹ, tout moment 
d’ordre strictement supérieur à ߙ est infini. Le seul bruit ߙ −stable a tous ses moments 
finis est le bruit gaussien qui correspond à ߙ = ʹ. C’est le seul bruit ߙ −stable qui ne soit 
pas à queue lourde. Dès lors, dans le cas où ߙ ≠ ʹ, la notion du rapport signal sur bruit ܴܵܰ pour caractériser l’intensité d’un bruit ߙ −stable n’est plus valide. Pour cette raison, 
nous définirons dans ce chapitre un nouvel rapport dit le rapport signal sur bruit 
géométrique �ܴܵܰ établi par Gonzalez [14]. 
Le troisième chapitre est réservé au décodage itératif avec les deux algorithmes 
SISO : SOVA et MAP. Nous présenterons finement ces deux algorithmes de décodage en 
définissant les notions suivantes : la décision ferme optimale au sens du MAP, la fiabilité 
de décision présentée par le rapport logarithmique de vraisemblance LLR et 
l’information extrinsèque. Pour chaque algorithme, nous donnerons un exemple 
numérique bien détaillé qui illustre comment estimer l’information envoyé et calculer la 
fiabilité de décision LLR. Pour l’algorithme MAP, nous exprimerons la métrique de 
branche BM pour un bruit AWGN, un bruit GG et un bruit ܵߙܵ de Cauchy. Le principe 
du décodage itératif avec un algorithme SISO qui est basé sur l’information extrinsèque 
est aussi présenté dans ce chapitre. 
Le quatrième chapitre est voué aux nouvelles contributions et à la simulation 
numérique. Dans ce chapitre, nous proposerons trois nouvelles approches pour optimiser 
un décodeur itératif selon le type du canal utilisé pour une modulation BPSK. La 
première approche est établie pour un canal AWGN. Elle permet au décodeur itératif 
SISO de travailler avec des informations extrinsèques plus fiables en incorporant une 
fonction porte (binaire), qui varie en fonction des itérations, dans son entrée 
systématique. La deuxième approche est utilisée dans l’algorithme MAP pour un canal 
bruit impulsif à GGD. Cette approche qui représente une méthode d’estimation est 
qualifiée de semi-aveugles, car elle estime le paramètre de forme du bruit envisagé à 
partir du signal reçu uniquement. Ce paramètre estimé par cette approche est donné par 
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une formule explicite en fonction de moments du signal reçu. Ces moments sont des 
statistiques d’ordre inférieur fractionnel FLOS. Quant à la troisième approche, elle 
possède exactement le même principe et les mêmes hypothèses que la deuxième 
approche, sauf qu’elle est créée pour un bruit ܵߙܵ de Cauchy. Le paramètre à estimer par 
cette approche est celui de dispersion. Contrairement à la deuxième approche, le 
paramètre estimé ici est donné par une formule implicite, ou une équation homogène non 
linéaire en fonction de moments du signal reçu. 
Les paramètres estimés par ces deux approches semi-aveugles sont utilisés par 
l’algorithme MAP pour calculer les informations extrinsèques des décodeurs constitutifs 
du décodeur itératif. L’avantage majeur de ces deux approches est qu’elles présentent de 
bonnes estimations des paramètres, ce qui permet aux décodeurs constitutifs de donner 
des informations extrinsèques plus fiables. 
Nous verrons que la simulation numérique montre que l’utilisation de ces trois 
approches dans un décodeur itératif améliore d’une façon certaine et considérable ses 
performances en termes de taux d’erreurs binaire ��ܴ. 
Enfin, une conclusion générale dresse un bilan de ce travail et propose quelques 
perspectives de recherche. 
Les annexes sont divisées en deux : A et B. Dans l’annexe A, nous montrerons 
comment à partir de la simulation d’une variable aléatoire à distribution gamma nous 
pouvons simuler une variable aléatoire à GGD, puis nous rappellerons la technique de la 
simulation d’une variable aléatoire à distribution gamma. L’annexe B contenant les 
détails de la théorie des séquences pseudo-aléatoires, qui sont utilisées dans notre 
simulation pour simuler l’information binaire utile à envoyer. 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
 
ܯ݋�ݑ݈ܽݐ�݋݊ ܽݒ݁ܿ ܿ݋�ܽ݃݁ �ݐéݎܽݐ�݂ �݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ�ݐݏ ݊݋݊ − ݃ܽݑݏݏ�݁݊ݏ Page 16 
Chapitre 1 




Le rôle d’un système de communication est de transmettre à distance des 
informations d’un émetteur à un ou plusieurs récepteurs au travers d’un canal de 
manière fiable et à coût réduit. Dans un système de transmission numérique, une suite 
finie de symboles représente l’information. Celle-ci est transmise sur le canal de 
transmission par un signal «réel» ou analogique. Ce signal peut prendre une infinité de 
valeurs différentes et est ainsi soumis à différentes formes de perturbations et 
d’interférences, pouvant conduire à des erreurs d’interprétations du signal recueilli par 
le récepteur. Le rôle de l’ingénieur en télécommunications est donc de s’assurer que le 
récepteur pourra recevoir le message émis par l’émetteur sans aucune erreur, par un 
dimensionnement judicieux du canal de transmission et par la mise en place de 
techniques le rendant plus robuste, autrement dit, il faut qu’il adapte le signal initial au 
canal envisagé, afin de transmettre l’information le plus fidèlement possible tout en 
optimisant l’utilisation du canal. 
Dans le paragraphe suivant de ce chapitre, nous décrivons d’une façon non 
approfondie les différents éléments constituants d’un DCS. 
1.2 Architecture générale d’un DCS 
L’architecture générale d’un DCS est présentée dans la figure 1.1 [18]. Le système 
se compose de trois grandes parties : un émetteur, un récepteur et le milieu de 
propagation appelé « canal de propagation ». L’émetteur a pour objectif d’adapter 
l’information de la source avant de la transmettre à travers un canal de propagation. En 
effet, à partir du signal reçu, le récepteur fait l’opération pour récupérer l’information de 
la source. Sur la figure 1.1, les opérations duales effectuées à l’émetteur et au récepteur 
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sont le codage et le décodage de source, le codage et le décodage de canal, la modulation 
et la démodulation. Nous allons maintenant décrire brièvement les différentes fonctions 
mises en œuvre dans la chaine de transmission. 
Notons que ces fonctions peuvent traiter l’information de façon individuelle ou 













Pour réaliser une transmission numérique, le message à transmettre doit être mis 
en forme numérique. Si la source délivre un message analogique tel que le signal de 
parole ou le signal d’image, il est indispensable de le numériser. Lorsque le message 
analogique est échantillonné, le théorème de Shannon doit être respecté. Chaque 
échantillon est quantifié et puis converti sur des éléments binaires. Ensuite, des données 
en sortie peuvent être considérées comme des données binaires aléatoires qui restent a 
priori inconnues au destinataire [19]. 
Cette séquence des données contient des éléments binaires bruts avec une 
redondance inutile. Le codage de source permet de compresser l’information moins utile 
sans perte d’information de façon à réduire le coût de la bande passante de la 
communication. Cette séquence binaire compressée de sortie du codeur de source est 
appelée séquence d’information. Dans ce qui suit, nous supposons que la séquence 
d’information est une suite d’éléments binaires indépendants et identiquement 
distribués sur l’alphabet {Ͳ, ͳ}. Le nombre de données binaires émis par unité de temps 
Fig. 1.1 Architecture générale d’un DCS. 
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est défini comme son débit binaire ܦ = ͳ/ ௕ܶ bit/s où ௕ܶ est la durée d’un bit en seconde. 
La quantité d’information et l’entropie, se mesurent à partir de la probabilité respective 
des éléments binaires. Notons qu’il existe l’opération inverse de ce codage de source 
utilisé au récepteur. 
Après la numérisation et le codage de source, il existe une fonction spécifique pour 
des transmissions numériques qui permet d’améliorer la qualité de transmission. Cette 
fonction est appelée « codage de canal » qui a pour objectif de détecter et/ou corriger des 
erreurs en réception. Le codage de canal insère des éléments binaires dans la séquence 
d’information. Des éléments binaires ajoutés sont appelés « une redondance ». Cette 
opération mène alors à une réduction du débit utile binaire de la transmission. Le 
décodage de canal doit connaître le type de codage de canal utilisé à l’émission pour 
corriger des erreurs correctement. Sinon, il est possible de créer des erreurs en plus lors 
de la sortie du décodage du canal. Notons que certains types de codage ne sont pas très 
utilisés car ils augmentent la complexité en émission et en réception. 
Pour transmettre le message numérique en tant qu’une séquence d’éléments 
binaires, il est nécessaire de le convertir en un signal analogique. Cette opération est 
généralement appelée « une modulation ». La modulation consiste à un ensemble de ݊ 
éléments binaires issu du message. Cet ensemble d’éléments binaires correspond à un 
signal ௜ܵሺݐሻ, � = ͳ,ڮ ,ܯ de durée ௦ܶ = ݊ ௕ܶ, parmi ܯ = ʹ௡ signaux en fonction de la 
réalisation de ݊ éléments binaires. La séquence binaire de débit ܦ est modulée en la 
séquence à ܯ−aire états avec la rapidité de modulation ܴ exprimée en Bauds. La 
rapidité de modulation peut s’exprimer par [19] ܴ = ͳ/ ௦ܶ = ܦ/logଶ ܯ                                                                  ሺͳ.ͳሻ 
Quelques exemples des modulations linéaires sans mémoire sont la modulation 
par déplacement de phase PSK, la modulation par déplacement d’amplitude ASK et la 
modulation d’amplitude en quadrature QAM. Parmi les traitements effectués par 
l’émetteur, le filtrage du signal modulé est exploité pour limiter sa bande, ce qui permet 
de partager le même milieu de transmission à plusieurs utilisateurs sans problème 
d’interférence. 
Dans le cadre de transmission sans fil, une antenne émettrice ou un réseau 
d’antennes émettrices permet de transformer les signaux analogiques en ondes 
électromagnétiques à l’émetteur. Le signal émis se propage à travers le milieu de 
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propagation qui subit des perturbations et du bruit. Le milieu de propagation est 
caractérisé par plusieurs effets qui sont présentés ultérieurement. Au récepteur, une 
autre antenne ou un réseau d’antennes consiste à convertir les ondes électromagnétiques 
en des signaux analogiques. 
Le bruit est considéré comme une perturbation aléatoire qui vient de l’extérieur et 
l’intérieur du récepteur. Le bruit externe est causé par des systèmes industriels (moteur, 
ligne à haute tension, etc.) ou par les interférences des signaux des autres utilisateurs 
dans le cas d’un système multi-utilisateurs. Le bruit thermique (bruit interne) vient de 
l’agitation thermique des électrons des dispositifs électroniques, dont la puissance est 
proportionnelle à la température. Une autre source de bruit particulière est le bruit de 
quantification qui apparaît au niveau de l’opération d’échantillonnage-quantification du 
fait de la transformation du signal analogique en un signal numérique. 
Les bruits considérés dans ce qui suit sont le bruit gaussien et le bruit impulsif 
modélisé par un processus aléatoire soit à distribution gaussienne généralisée GGD 
symétrique soit à distribution ߙ −stable symétrique ܵߙܵ, indépendant du signal émis. 
Les bruits de ce type se présentent généralement sous forme d’impulsions élémentaires 
de forte amplitude, superposées à un bruit de fond homogène plus faible. Ce dernier, 
souvent dû aux effets thermiques (composants électroniques), est considéré comme un 
bruit blanc gaussien [20]. De cette constatation, les principales caractéristiques du bruit 
impulsif sont décrites scrupuleusement dans le chapitre 2. 
Le récepteur a pour objectif de reconstituer au mieux le message émis à partir du 
signal reçu. Il comprend des circuits d’amplification, de changement de fréquence et de 
démodulation. Une antenne ou plusieurs antennes en réception induit des signaux. La 
démodulation fait des opérations d’estimation et de détection avec un échantillon toutes 
les ௦ܶ secondes en sortie du filtre adapté de réception où ௦ܶ = ௕ܶ ∙ logଶܯ. Chaque 
échantillon est converti en données binaires à partir d’un circuit de décision. Le décodeur 
de canal exploite la redondance introduite par le codeur de canal pour détecter et puis 
corriger (si possible) les erreurs de transmission. Le décodeur de source reçoit une 
séquence de données provenant du décodeur de canal. En connaissant le traitement 
réalisé par le codeur de source, il reconstitue le message original. En présence possible 
d’erreurs en sortie du décodeur de canal, le message décodé n’est pas exactement 
identique au message délivré par la source. 
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1.3 Modélisation du canal 
Un canal de transmission n’est pas simplement composé du support de 
transmission, mais aussi de l’ensemble des dispositifs qui permettent d’adapter le signal 
à transmettre au canal et de minimiser les erreurs de réception dues aux perturbations. 
Afin de résister aux perturbations induites par le support de transmission, un 
signal à transmettre subit en général des opérations de codage de source, de codage de 
canal, de modulation, de mise en forme, etc. Il subit les opérations inverses en réception. 
Lors de la transmission à travers le canal, le signal subit les atténuations et les 
déformations propres au canal, ainsi que le bruit provenant de perturbateurs externes. 
En outre, les émetteurs et récepteurs du canal contribue à générer des perturbations qui 
dégradent le signal. 
Les défauts du canal de transmission et les perturbations externes vont limiter la 
quantité d’information qui peut passer à travers le canal et affecter la qualité du signal. 
Alors, en général le récepteur reçoit un signal faible, bruité et distordu. Il doit être en 
mesure de le reconstruire puis de l’interpréter afin de retrouver le signal d’origine. 
Les transmissions d’informations se font en général par liaison filaire (câble 
électrique ou fibre optique) ou par liaison hertzienne (ou sans fils). Cette dernière est la 
plus sensible aux perturbations externes et dont l’environnement de propagation est le 
plus difficile à modéliser. 
Un modèle de canal reste une vision simplifiée de la réalité, sa modélisation 
complète pourrait atteindre une très grande complexité (par exemple un réseau cellulaire 
dans un milieu urbain). 
Deux modèles de canal sont souvent adoptés selon que la sortie du canal sera prise 
après ou avant le circuit de décision du démodulateur et selon le type de bruit affectant 
le canal. 
Dans le cas où l’entrée et la sortie du canal seront discrètes, alors nous parlerons 
de ݈ܿܽ݊ܽ ��ݏܿݎ݁ݐ ሺ݈ܿܽ݊ܽ ��ݏܿݎ݁ݐ = ݉݋�ݑ݈ܽݐ݁ݑݎ + ݈ܿܽ݊ܽ ݎé݈݁ + �é݉݋�ݑ݈ܽݐ݁ݑݎሻ. Dans le cas 
où l’entrée est discrète et la sortie est continue, nous parlerons de ݈ܿܽ݊ܽ ݈ܽ݊ܽ݋݃�ݍݑ݁ ou ܿ݋݊ݐ�݊ݑ ሺ݈ܿܽ݊ܽ ܿ݋݊ݐ�݊ݑ = ݈ܿܽ݊ܽ ݎé݈݁  ݏ� ݈݁ ܾݎݑ�ݐ ݁ݏݐ ݑ݊݁ ݒܽݎ�ܾ݈ܽ݁ ݈ܽéܽݐ݋�ݎ݁ ܿ݋݊ݐ�݊ݑ݁ሻ [21]. 
1.3.1 Canal discret 
Un canal discret peut être défini par ses probabilités de transition  �௜௝௞  où   
 �௜௝௞ = Pr{ܴ௞ = ݎ௝/ ௞ܻ = ݕ௜},     ∑ �௜௝௞௠௝=ଵ = ͳ, ∀�                                 ሺͳ.ͳሻ 
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où  ௞ܻ et ܴ௞  représentent respectivement l’entrée et la sortie du canal à l’instant � et 
prennent leurs valeurs dans les ensembles : [ݕଵ, ڮ , ݕ௜ , ڮ , ݕ௡] et [ݎଵ, ڮ , ݎ௝ , ڮ , ݎ௠], �௜௝௞ est la 
probabilité d’avoir ݎ௝ en sortie lorsque ݕ௜ est introduit à l’entrée (est transmis) (voir la 
figure 1.2). 
Lorsque les probabilités de transition sont indépendantes du temps, le canal est ݏݐܽݐ�݋݊݊ܽ�ݎ݁. Si un symbole à la sortie du canal à l’instant ݐ = �ܶ (où ܶ est la période 
d'échantillonnage) ne dépend que du symbole à l’entrée du canal à l’instant ݐ =  �ܶ, le 
canal est dit ݏܽ݊ݏ ݉é݉݋�ݎ݁. 
Lorsque les symboles à l’entrée et à la sortie du canal sont binaires et que les 
probabilités de transition sont symétriques, c’est-à-dire �௜௝ = �௝௜ , ∀�, ݆ ∈  {Ͳ,ͳ}                                                            ሺͳ.ʹሻ
alors le canal est appelé ݈ܿܽ݊ܽ ܾ�݊ܽ�ݎ݁ ݏݕ݉éݐݎ�ݍݑ݁, et il est entièrement défini par sa 
probabilité d’erreur � d’un bit.  �଴ଵ = �ଵ଴ =  �,    �଴଴ = �ଵଵ = ͳ − �                                            ሺͳ.͵ሻ 
1.3.2 Canal continu 
Il s’agit d’un canal à entrée binaire et sortie analogique. La sortie se représente 
par une variable aléatoire continue ܴ௞ ܴ௞ = ௞ܻ + ௞ܹ                                                                        ሺͳ.Ͷሻ 
où ௞ܻ  est le symbole binaire émis et ௞ܹ est une variable aléatoire continue correspond au 
bruit du canal de densité de probabilité ௐ݂�. Les densités de probabilité de transition du 
canal s’écrivent ܲሺܴ௞ ௞ܻ é݉�ݏ⁄ ሻ = ௐ݂�ሺܴ௞ − ௞ܻሻ                                              ሺͳ.ͷሻ 
Si le canal est stationnaire et sans mémoire, les densités de probabilité sont 
indépendantes du temps et la sortie du canal à l’instant ݐ = �ܶ (où ܶ est la période 
d’échantillonnage, généralement prise égale à l’unité du temps) ne dépend que du 
symbole d’entrée à l’instant ݐ = �ܶ. 
ݕଵݕଶڭݕ௡
ݎଵݎଶڭݎ௠�௜௝→ →
Fig. 1.2 Canal discret sans mémoire.
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1.4 Capacité du canal 
1.4.1 Canal discret stationnaire et sans mémoire  
Pour définir la capacité d’un canal discret, nous introduisons la notion 
d’information mutuelle entre deux variables aléatoires. Considérons deux variables 
aléatoires dépendantes ௞ܻ et ܴ௞ qui prennent, respectivement, leurs valeurs dans les 
ensembles suivants : ௞ܻ ∈  {ݕଵ, ڮ , ݕ௜ , ڮ , ݕ௡} et  ܴ௞ ∈ {ݎଵ, … , ݎ௝, … , ݎ௠}. Lorsqu’il y a une 
certaine dépendance entre ݕ௜ et ݎ௝, la réalisation de l’événement ௞ܻ = ݕ௜ apporte une 
certaine information sur la réalisation de l’événement ܴ௞ = ݎ௝ que nous pouvons la 
mesurer par la quantité [22] �(ݕ௜, ݎ௝) =  logଶ ܲ{ܴ௞ = ݎ௝ ௞ܻ = ݕ௜⁄ } ܲ{ܴ௞ = ݎ௝}                                                 ሺͳ.͸ሻ 
appelée information mutuelle entre  ݕ௜ et ݎ௝.  
L’�݂݊݋ݎ݉ܽݐ�݋݊ ݉ݑݐݑ݈݈݁݁ ݉݋ݕ݁݊݊݁ ܫሺ ௞ܻ, ܴ௞ሻ est définie comme la moyenne de la 
quantité �(ݕ௜ , ݎ௝) [22] ܫሺ ௞ܻ, ܴ௞ሻ =  ∑∑ܲ{ ௞ܻ = ݕ௜, ܴ௞ = ݎ௝}௠௝=ଵ௡௜=ଵ  logଶ ܲ{ܴ௞ = ݎ௝ ௞ܻ = ݕ௜⁄ } ܲ{ܴ௞ = ݎ௝}                                   ሺͳ.͹ሻ 
L’information mutuelle moyenne est positive et s’annule lorsque les variables ௞ܻ et ܴ௞ sont indépendantes. Nous pouvons montrer qu’elle peut s’exprimer en fonction de ܪሺ ௞ܻሻ et de ܪሺ ௞ܻ/ܴ௞ሻ ou en fonction de ܪሺܴ௞ሻ et de ܪሺܴ௞/ ௞ܻሻ [22] ܫሺ ௞ܻ, ܴ௞ሻ = ܪሺ ௞ܻሻ − ܪሺ ௞ܻ/ܴ௞ሻ = ܪሺܴ௞ሻ − ܪሺܴ௞/ ௞ܻሻ                               ሺͳ.ͺሻ ܪሺ ௞ܻሻ = −∑ ܲሺݕ௜ሻ logଶ ܲሺݕ௜ሻ௡௜=ଵ   est l’entropie de l’alphabet à l’entrée du canal ; ܪሺ ௞ܻ/ܴ௞ሻ = −∑ ∑ ܲ(ݕ௜, ݎ௝) logଶ ܲሺݕ௜/ݎ௝ሻ௠௝=ଵ௡௜=ଵ  est l’équivoque ; ܪሺܴ௞ሻ = −∑ ܲሺݎ௝ሻ logଶ ܲሺݎ௝ሻ௠௝=ଵ   est l’entropie de l’alphabet à la sortie du canal ; ܪሺܴ௞/ ௞ܻሻ = −∑ ∑ ܲ(ݕ௜, ݎ௝) logଶ ܲሺݎ௝/ݕ௜ሻ௡௜=ଵ௠௝=ଵ  est l’erreur moyenne. 
La ܿܽ�ܽܿ�ݐé � d’un canal discret est définie comme la plus grande quantité 
d’information mutuelle moyenne qu’il peut transmettre.   � = max�ሺ௒�=��ሻ ܫሺ ௞ܻ, ܴ௞ሻ                                                                 ሺͳ.ͻሻ 
Cette capacité d’un canal s’exprime en bit par seconde. Le maximum d’information 
mutuelle est à prendre par rapport à la distribution de probabilité { ଵܲ, ڮ , ௡ܲ} où ௜ܲ =ܲሺ ௞ܻ = ݕ௜ሻ. 
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Pour un canal symétrique binaire, le maximum d’information mutuelle ܫሺ ௞ܻ, ܴ௞ሻ  
est obtenu lorsque les symboles 0 et 1 à l’entrée du canal sont équiprobables et sa 
capacité est égale à [22][23] � = ͳ + ሺͳ − �ሻ · logଶሺͳ − �ሻ +  � · logଶ �                                      ሺͳ.ͳͲሻ 
où � est la probabilité d’avoir un Ͳ ou un ͳ. 
1.4.2 Canal continu stationnaire et sans mémoire 
Dans le cas d’un canal continu, l’entrée du canal ௞ܻ n’est autre que la sortie du 
modulateur. Pour une source binaire et une modulation BPSK nous trouvons ௞ܻ ∈{−ͳ,+ͳ}. 
Nous supposons que les deux symboles ௞ܻ = −ͳ et ௞ܻ = +ͳ sont équiprobables, et 
que la densité de probabilité ௐ݂�ሺݓሻ du bruit est paire (canal continu symétrique). 
La capacité d’un canal continu, garde la même définition que celle d’un canal 
discret, sauf que la somme sur toutes les valeurs possible ݎ௝ de ܴ௞ est remplacée par une 
intégrale sur toutes les valeurs de ܴ௞ de −∞ jusqu’à +∞. Nous avons � = max�ሺ௒�=��ሻ ܫሺ ௞ܻ, ܴ௞ሻ = ܪሺܴ௞ሻ − ܪሺܴ௞/ ௞ܻሻ  avec  ܲሺ ௞ܻ = −ͳሻ = ܲሺ ௞ܻ = +ͳሻ = ͳ/ʹ 
(les symboles d’entrée du canal ௞ܻ sont équiprobables). Alors 
� = ∫ (−ܲሺܴ௞ሻ logଶ ܲሺܴ௞ሻ +∑ܲሺݕ௜ሻܲሺܴ௞/ݕ௜ሻ logଶ ܲሺܴ௞/ݕ௜ሻଶ௜=ଵ )+∞−∞ �ܴ௞                                = ∫ ͳʹ∑ܲሺܴ௞/ݕ௜ሻ logଶ ܲሺܴ௞/ݕ௜ሻͳʹ ሺܲሺܴ௞/ ௞ܻ = −ͳሻ + ܲሺܴ௞/ ௞ܻ = +ͳሻሻଶ௜=ଵ+∞−∞ �ܴ௞                                = ∫ ܲሺܴ௞/ ௞ܻ = +ͳሻ logଶ ܲሺܴ௞/ ௞ܻ = +ͳሻͳʹ ሺܲሺܴ௞/ ௞ܻ = −ͳሻ + ܲሺܴ௞/ ௞ܻ = +ͳሻሻ+∞−∞ �ܴ௞                              = ∫ ௐ݂�ሺܴ௞ − ͳሻ logଶ ௐ݂�ሺܴ௞ − ͳሻͳʹ ቀ ௐ݂�ሺܴ௞ + ͳሻ + ௐ݂�ሺܴ௞ − ͳሻቁ+∞−∞ �ܴ௞                                   ሺͳ.ͳͳሻ 
Nous posons ܮܮܴ௖ሺܴ௞ሻ = ln ቆ ௐ݂�ሺܴ௞ + ͳሻௐ݂�ሺܴ௞ − ͳሻቇ                                                   ሺͳ.ͳʹሻ 
Ce rapport est appelé rapport logarithmique de vraisemblance LLR du canal (voir 
le paragraphe 3.3.1.2 du chapitre 3). La capacité s’écrit alors [7] 
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� = ∫ ௐ݂�ሺܴ௞ − ͳሻ(ͳ − logଶ(ͳ + ݁௅௅��ሺ��ሻ))+∞−∞ �ܴ௞ = ͳ − ܧ(logଶ(ͳ + ݁௅௅��ሺ��ሻ))            ሺͳ.ͳ͵ሻ 
où ܧሺ∙ሻ est l’espérance mathématique. 
L’expression ܮܮܴ௖ሺܴ௞ሻ est une variable aléatoire qui permet de calculer la capacité 
du canal directement sous la forme d’une moyenne, comme la montre l’équation (1.13). 
Cette variable aléatoire possède une densité de probabilité ௅݂௅�� qui peut être facilement 
estimée par la méthode de Monte Carlo. Par conséquent, afin d’estimer la capacité du 
canal, nous pouvons appliquer la méthode de Monte Carlo sur ܰ échantillons de la 
variable aléatoire ܮܮܴ௖. La capacité estimée est donnée par [7] 
� ≅ ͳ − ͳܰ ∑ logଶሺͳ + ݁௅௅���ሻே௡=ଵ                                              ሺͳ.ͳͶሻ 
La relation (1.14) (ou 1.13) montre que la capacité du canal dépend étroitement 
des paramètres du bruit envisagé, car elle dépend de la variable aléatoire ܮܮܴ௖ qui 
dépend à son tour de la densité de probabilité du bruit. 
Le bruit blanc gaussien est un modèle de bruit largement utilisé dans de 
nombreux domaines. En effet, lorsqu’un phénomène correspond à la somme d’un grand 
nombre de variables aléatoires, il est possible de démontrer par le théorème de la limite 
centrale que la distribution statistique de ce phénomène suit une distribution 
gaussienne. Un bruit gaussien suit la loi normale, caractérisée par une moyenne et une 
variance finies. 
Malheureusement, un tel modèle devient inefficace lorsque l’on désire étudier des 
phénomènes présentant de nombreuses valeurs extrêmes, qui ne peuvent être 
considérées en tant que des valeurs aberrantes, comme le cas des bruits impulsifs. Les 
distributions gaussiennes généralisés GGD et ߙ −stables, qui sont deux distributions 
non-gaussiennes, sont deux alternatives toute naturelle car elles sont une généralisation 
de la loi normale et prennent en compte des queues lourdes [7][24][25]. 
Par conséquent, tout au long de ce travail, le bruit impulsif est modélisé par deux 
distributions symétriques : gaussienne généralisée et ߙ −stable ܵߙܵ de Cauchy où ߙ = ͳ 
(ou ܵߙܵ de Cauchy) (voir le chapitre 2). Dans ces conditions, nous pouvons évaluer la 
capacité d’un canal continu pour les trois cas suivant 
 Pour un bruit gaussien généralisé symétrique de paramètre de forme ߙ et de 
variance �ଶ, nous trouvons 
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ܮܮܴ௖ሺܴ௞ሻ = ቆ�ଶ Γሺͳ/ߙሻΓሺ͵/ߙሻቇ−�/ଶ ∙ ሺ|ܴ௞ − ͳ|� − |ܴ௞ + ͳ|�ሻ                  ሺͳ.ͳͷሻ 
et la capacité d’un canal gaussien généralisé symétrique est donc 
���஽ = ͳ − ܧ (logଶ (ͳ + ݁(�2Γሺଵ/�ሻΓሺଷ/�ሻ)−�/2∙ሺ|��−ଵ|�−|��+ଵ|�ሻ))            ሺͳ.ͳ͸ሻ 
 Pour un bruit gaussien de moyenne nulle et de variance �ଶ, il suffit de mettre ߙ = ʹ dans l’équation (1.15) pour trouver le ܮܮܴ௖ሺܴ௞ሻ du canal gaussien, car la 
distribution gaussienne est un cas particulier de la GGD. ܮܮܴ௖ሺܴ௞ሻ = − �ʹଶ ܴ௞                                                          ሺͳ.ͳ͹ሻ 
 et la capacité d’un canal gaussien est alors  ��ௐ�ே = ͳ − ܧ (logଶ (ͳ + ݁− ଶ�2��))                                             ሺͳ.ͳͺሻ 
 Pour un bruit impulsif ܵߙܵ de Cauchy de paramètre de dispersion ߛ, nous obtenons ܮܮܴ௖ሺܴ௞ሻ = lnቆሺܴ௞ − ͳሻଶ  +  ߛଶሺܴ௞ + ͳሻଶ  +  ߛଶቇ                                                  ሺͳ.ͳͻሻ 
et la capacité d’un canal ܵߙܵ de Cauchy s’écrit  �஼௔௨௖ℎ� = ͳ − ܧ ቆlogଶ ቆͳ + ሺܴ௞ − ͳሻଶ  +  ߛଶሺܴ௞ + ͳሻଶ  +  ߛଶቇቇ                               ሺͳ.ʹͲሻ 
Une analyse grossière des formules déjà obtenues, montre que pour un canal 
gaussien généralisé (y compris le canal gaussien), la capacité se dégrade au fur et à 
mesure de l’augmentation de la variance ou de l’impulsivité du bruit (ߙ → Ͳ) [26]. Pour 
un bruit ܵߙܵ de Cauchy, la capacité se dégrade aussi quand la valeur de la dispersion ߛ 
augmente [7]. 
1.5 Théorèmes fondamentaux sur le codage du canal 
1.5.1 Théorème de codage de Shannon 
Il est possible, en utilisant un codage de canal approprié, de transmettre de 
l’information avec un débit ℛ sous forme d’une suite de symboles discrets avec une 
probabilité d’erreur aussi faible que l’on veut si ℛ est inférieur à la capacité du canal �. 
Le théorème de Shannon affirme l’existence de codes dont la probabilité d’erreur 
est arbitrairement faible mais ne montre pas comment ces codes peuvent être construits. 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
 
ܯ݋�ݑ݈ܽݐ�݋݊ ܽݒ݁ܿ ܿ݋�ܽ݃݁ �ݐéݎܽݐ�݂ �݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ�ݐݏ ݊݋݊ − ݃ܽݑݏݏ�݁݊ݏ Page 26 
Ce théorème affirme une chose toute à fait surprenante à savoir que, quel que soit 
le niveau des perturbations d’un canal, nous pouvons toujours y passer des messages 
codés d’une manière appropriée  avec une probabilité d’erreur aussi faible que l’on veut, 
c’est la raison pour laquelle ce théorème était la cause de l’énorme développement de la 
théorie des codes. 
En pratique, dans tous les cas où  ℛ < ሺͳ/ʹሻ�, il existe des codes qui réalisent une 
probabilité d’erreur très faible, où ℛ représente le débit d’information et � est la capacité 
du canal [22]. 
1.5.2 Théorème de Nyquist [22] 
Le théorème de Nyquist affirme qu’à travers un canal équivalent à un filtre passe-
bas idéal avec une fréquence de coupure ܤ, il est possible de transmettre des signaux 
binaires (impulsions) indépendants avec un débit de moments ℛ௦ ൑ ʹܤ impulsions 
/seconde sans interférences entre symboles, où ℛ௦ est donné par définition ℛ௦ = ݊݋ܾ݉ݎ݁ �′�݉�ݑ݈ݏ�݋݊ݏ �ܽ݊ݏ ݈′�݊ݐ݁ݎݒ݈݈ܽ݁ ܶܶ  
1.6 Types de codes 
Les codes de canal appelés aussi codes correcteurs d’erreurs sont répartis en trois 
catégories : Les codes en blocs linéaires, les codes convolutifs et les codes concaténés ou 
les turbo codes. 
Le codage en blocs consiste à associer, à chaque bloc de � bits d’information, un 
bloc de ݊ bits ሺ݊ > �ሻ contenant ݊ − � bits de redondance. Les ʹ௞  blocs de ݊ bits délivrés 
par un codeur sont appelés les mots-code. Le rapport  �/݊ est appelé le rendement du 
code. 
Les opérations de codage et de décodage dans les codes en blocs se font à l’aide 
d’addition et de multiplications sur des éléments binaires. Ces dernières correspondant, 
respectivement, aux opérations logiques « ܱܷ » et « ܧܶ » exclusifs. 
Il existe un type spécial de code en blocs linéaires appelé codes cycliques. Ce sont 
des codes en blocs linéaires vérifiant quelques propriétés supplémentaires [23][27].  
Les codes convolutifs forment une classe extrêmement souple et efficace de codes 
correcteurs d’erreur. Ce sont les codes les plus utilisés dans les communications fixes et 
mobiles. Les codes convolutifs ont les mêmes caractéristiques que les codes en bloc sauf 
qu’ils s’appliquent à des séquences infinies de symboles d’information et génèrent des 
séquences infinies de symboles de code [27]. 
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Un turbo code classique résulte de l’association de deux (ou plus) codeurs, en série 
ou en parallèle (voir figures 1.3.a et 1.3.b respectivement). Il s’agit souvent de codeurs 
convolutifs récursifs systématiques RSC car leur récursivité apporte des propriétés 
pseudo-aléatoires intéressantes [28]. 
Le principe des turbo codes, comme tout code correcteur d’erreur, est d’introduire 
une redondance dans le message afin de le rendre moins sensible aux bruits et 
perturbations subies lors de la transmission. Le codage consiste à utiliser deux codeurs 
simples, dont les entrées ont été entrelacées; ainsi, chaque codeur voit une série 
d’informations différentes à son entrée. 
Le décodage est une collaboration entre les décodeurs, chacun donnant son « avis » 
(notion de confiance) sur chaque bit décodé. Cette information est ensuite fournie à 
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1.6.1 Les turbo codes convolutifs CTC parallèles  
L’idée primordiale du CTC parallèle est d’utiliser deux codes convolutifs 
systématiques récursifs RSC, généralement identiques (RSC1 ≡ RSC2), concaténés en 
parallèle via un entrelaceur entre les deux (figure 1.3.b). 
Le but de l’entrelaceur dans un CTC  est de faire la permutation des données 
émises afin de casser les paquets d’erreur surviennent lors de la transmission, et ce pour 
rendre leur distribution plus uniforme, ce qui donne au CTC une grande efficacité de 
corriger les erreurs [29]. 
Si les codes convolutifs peuvent coder un flux continu d’information, les turbo 
codes ne peuvent coder l’information que par paquets de longueur finie égale à celle de 
l’entrelaceur. Ainsi, après chaque bloc d’information, le codeur est forcé à un état connu, 
généralement l’état 00. Alors, les bits de terminaison sont placés à la suite des bits 
d’information avant d’effectuer le décodage [30]. Cette opération est appelée fermeture 
du treillis. 
Le turbo code parallèle est alors un code linéaire binaire qui donne pour une 
séquence d’entrée à ܰ bits une séquence de sortie à ܬ bits (figure 1.3.b). 
 D’après la figure 1.3.b, les ܰ bits d’information � sont codés par le codeur RSC1, 
entrelacés à travers Π et ensuite codés par le codeur RSC2. Chaque code RSC génère ሺ݊௜ − �௜ሻ ∙ ܰ/�௜ bits de parité ou de contrôle noté ܺ௜. Les bits d’information � = ܺଵ et Πሺܺଵሻ  étant les mêmes à une permutation près, nous ne transmettrons pas l’entrée du 
code RSC2 afin d’augmenter le rendement du CTC. 
La longueur de la fenêtre de terminaison du treillis est ܶ =  ሺܮ −  ͳሻ/ܭ branches, 
où ܮ est la longueur de contrainte du RSC et ܭ est le nombre des sorties de parité d’un 
RSC. Si en négligeant la fermeture des deux treillis, le rendement ܴ du CTC s’obtient par 
l’expression simple ܴ = ܰܬ = ܴͳܴʹܴͳ + ܴʹ − ܴͳܴʹ = ܴͳʹ − ܴͳ   pour  ܴͳ =  ܴʹ                                       ሺͳ.ʹͳሻ 
La figure 1.4.a illustre un code convolutif RSC de rendement ͳ/ʹ, très employés 
par C. Berrou [2], de polynôme générateur ሺͷ, ͹ሻ à Ͷ états. Son diagramme en treillis est 
montré dans la figure 1.4.b. Le CTC associé à ce RSC est illustré dans la figure 1.4.c. Son 
rendement est calculé à partir de la relation (1.21) avec ܴͳ =  ܴʹ = ͳ/ʹ, c’est-à-dire son 
rendement est égal à ͳ/͵. 
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Fig. 1.4.a Code convolutif récursif systématique (5,7). 












0/00 ࢇ = ૙૙ 
 ࢉ = ૚૙ 
  ࢈ = ૙૚ 
 ࢊ = ૚૚
� = ૚ � = ૛ � = ૜ � = ૝
Fig. 1.4.c Turbo code convolutif parallèle (5,7). 
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Le décodeur associé à un CTC est un décodeur doux ou souple, car ce type de 
décodeurs est très performant qu’un décodeur dur ou ferme et très facile à mettre en 
œuvre pour tous les codes acceptant des représentations en treillis, par la raison qu’il 
utilise un algorithme de décodage à entrée-sortie souple SISO.  
Un tel décodage permet d’extraire de l’information sur chacun des décodeurs 
constitutifs et de l’échanger entre ces deux décodeurs. L’information extraire d’un 
décodeur est dite « extrinsèque » et est réinjectée à l’itération suivante dans un autre 
décodeur composant afin de bénéficier de la diversité de codage. Le processus pouvant se 
répéter plusieurs fois, nous parlons de décodage itératif. L’appellation « Turbo » provient 
justement de la réinjection des informations extrinsèques pour rappeler l’image des 
moteurs turbo qui réutilisent une partie de l’énergie gaspillée par le moteur pour donner 
plus de puissance au moteur. 
1.6.2 Types d’entrelaceurs 
1.6.2.1 Entrelaceur par blocs 
Ce type d’entrelaceurs est utilisé plus couramment dans les systèmes de 
communication [31]. En particulier, Ramsey [31] prouve que nous pouvons construire un 
entrelaceur optimal avec une largeur de ܰ = ݉ × ݊, où ܰ est la longueur du bloc 
d’information, en créant un entrelaceur de ݉ lignes et ݊ colonnes, dans lequel 
l’information s’écrit en entrée ligne par ligne et se lit en sortie colonne par colonne 
comme montre la figure 1.5.  
L’ordre des éléments ligne par ligne de la matrice de la figure 1.5 est � = ሺ� − ͳሻ ∙݊ + ݈,    ͳ ൑ � ൑ ݉,   ͳ ൑ ݈ ൑ ݊ avec � et ݈ sont les indices des lignes et des colonnes 
respectivement et ͳ ൑ � ൑ ݉ ∙ ݊. Alors, � − ͳ = ሺ� − ͳሻ ∙ ݊ + ሺ݈ − ͳሻ,     ͳ ൑ � ൑ ݉,   Ͳ ൑ ݈ − ͳ ൑ ݊ − ͳ                           ሺͳ.ʹʹሻ 
ce qui donne ݈ − ͳ = ሺ� − ͳሻ mod[݊]                                                        ሺͳ.ʹʹ. ܽሻ � − ͳ = ہሺ� − ͳሻ/݊ۂ                                                              ሺͳ.ʹʹ. ܾሻ 
où ہ ݔۂ est la partie entière de ݔ. 
L’ordre des mêmes éléments colonne par colonne est ݆ = ሺ݈ − ͳሻ ∙ ݉ + �,    ͳ ൑ ݈ ൑݊,   ͳ ൑ � ൑ ݉  avec � et ݈ sont les indices des lignes et des colonnes respectivement et ͳ ൑ ݆ ൑ ݉ ∙ ݊. La fonction d’entrelacement du tel entrelaceur, qui transforme la lecture 
ligne par ligne en lecture colonne par colonne, est alors 
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�ሺ�ሻ = ݆ = ሺ݈ − ͳሻ ∙ ݉ + � 
et en substituant (1.22.a) et (1.22.b) dans cette dernière équation nous trouvons   �ሺ�ሻ = (ሺ� − ͳሻ mod[݊]) ∙ ݉ + ⌊� − ͳ݊ ⌋ + ͳ,   ͳ ൑ � ൑ ݉ ∙ ݊                        ሺͳ.ʹ͵ሻ 
La fonction de désentrelacement est �−ଵሺ�ሻ = (ሺ� − ͳሻ mod[݉]) ∙ ݊ + ⌊� − ͳ݉ ⌋ + ͳ,   ͳ ൑ � ൑ ݉ ∙ ݊                        ሺͳ.ʹͶሻ 
Dans le cas d’un entrelaceur à matrice carrée (݉ = ݊) nous obtenons �ሺ�ሻ = �−ଵሺ�ሻ. 
Afin de réordonner le bloc entrelacé, nous effectuons l’opération inverse. Ce type 












1.6.2.2 Entrelaceur hélicoïdal 
Ce type d’entrelaceurs, qui est une version modifiée de l’entrelaceur par blocs, a 
été proposé par Barbulescu [32]. Dans un entrelaceur de ݉ lignes et ݊ colonnes, 
l’information s’écrit ligne par ligne et se lit diagonalement, en commençant par l’élément 
en bas à gauche, selon les formules 
  { 
 �ሺ�ሻ = �௥ ∙ ݊ + ௥݆ ,   ͳ ൑ � ൑ ݉ ∙ ݊௥݆ = ሺ� − ͳሻ mod[݊] + ͳ                 �௥ = ቀ݉ − ቔ௜−ଵ௡ ቕ − ௥݆ቁmod[݉]                                                                      ሺͳ.ʹͷሻ 
En substituant les expressions de ௥݆ et �௥ dans celle de �ሺ�ሻ nous trouvons {�ሺ�ሻ = ሺ݉ ∙ ݊ − � − ሺ݊ − ʹሻ ௥݆ − ͳሻ mod[݉ ∙ ݊] + ͳ,   ͳ ൑ � ൑ ݉ ∙ ݊௥݆ = ሺ� − ͳሻ mod[݊] + ͳ                                                                         ሺͳ.ʹ͸ሻ 
݉
    
    
ͳ݊ + ͳ                   ʹ                   ݊ + ʹ ڮ             ݊          ʹ݊ڭ ⋱ ڭ
ሺ݉ − ͳሻ ∙ ݊ + ͳ ሺ݉ − ͳሻ ∙ ݊ + ʹ ڮ              ݉ ∙ ݊    
    
 
 
݊  colonnes 
 
݉  lignes Ecriture 
Lecture 
Fig. 1.5 Ecriture-Lecture dans un entrelaceur par blocs. 
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Nous pouvons vérifier facilement que la fonction de désentrelacement de cet 
entrelaceur est �−ଵሺ�ሻ = �ሺ�ሻ. La figure 1.6 montre la fonction d’entrelacement hélicoïdale 







1.6.2.3 Entrelaceur convolutif 
L’entrelaceur convolutif a été enchâssé par Ramsey [31]. Il est constitué par des 










Cet entrelaceur est totalement caractérisé par deux paramètres : le nombre de 
branches  ܭ (appelé aussi le nombre d’étages) et la profondeur  ܤ du registre à décalage 
de base. Ce dernier, il possède ܤ flip-flops (ou bascules synchrones) et se trouvait 
toujours dans la deuxième branche. La première branche ne comprend aucun registre. 
En général, la branche numéro � (� = ͳ,ڮ ,ܭ) est constituée de ሺ� − ͳሻ registres à décalage 
de base, dès lors elle contient ሺ� − ͳሻ ∙ ܤ flip-flops. Au total, cet entrelaceur contient ܭ ∙ ሺ� − ͳሻ ∙ ܤ/ʹ flip-flops. 
La séquence d’information est regroupée en blocs de ܭ bits. Les symboles de 
chaque bloc de ܭ bits sont aiguillés à travers la chaîne des registres à décalage. La 
séquence entrelacée est ensuite formée par le multiplexage des sorties de chaque registre 




















ݔ−9 ݔ−9, ݔସ, ݔଵ, ݔ−ଶ, ݔ−ହ, ڮ La sortie :ڮݔ଴, ݔ−ଷ, ݔ−଺, 
ݔଵ, ݔଶ, ݔଷ, ݔସ, ݔହ, ڮ L’entrée : ڮݔ−ଶ, ݔ−ଵ, ݔ଴, 
Fig. 1.7 Schéma de principe d’un entrelaceur convolutif avec ࡷ = ૝ et � = ૚. 
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Fig. 1.6 Entrelacement hélicoïdale pour ࢓ = ૞ et ࢔ = ૝. 
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�ሺ�ሻ = � − [ሺ� − ͳሻ mod[ܭ]] ∙ ܭ ∙ ܤ                                                  ሺͳ.ʹ͹ሻ 
Le schéma d’un désentrelaceur convolutif possède la même structure que celui de 
l’entrelaceur mais avec un ordre inversé pour la distribution des registres à décalage de 
base sur les branches. Autrement dit, la branche numéro � (� = ͳ,ڮ ,ܭ) est constituée de ሺܭ − �ሻ registres à décalage de base. La fonction de désentrelacement convolutif est alors �−ଵሺ�ሻ = � + [ሺ� − ͳሻ mod[ܭ]] ∙ ܭ ∙ ܤ                                                  ሺͳ.ʹͺሻ 
1.6.2.4 Entrelaceur à décalage circulaire 
Ce type d’entrelacement est un stratagème dérivé des décalages circulaires. La 
formule de base pour générer les permutations circulaires est donnée par �ሺ�ሻ = ሺܽ ∙ � + ݏሻ mod[ܮ]                                                                   ሺͳ.ʹͻሻ 
où ܮ est la taille de l’entrelaceur, � est l’indice de l’élément à entrelacé, ܽ est le pas 
d’itération, et ݏ est une constante de compensation [36]. ܽ et ݏ sont toujours inférieurs à ܮ. ܽ est premier avec ܮ.  
Dans le cas où √ʹܮ est un entier, nous préconisons de prendre la valeur ܽ = √ʹܮ −ͳ [36]. Si �ଵ représente la distance entre deux ͳ d’une séquence de poids 2 avant 
l’entrelacement et �ଶ celle de la séquence après l’entrelacement alors �ଵ + �ଶ ൒ √ʹܮ. 
Néanmoins cette valeur du pas d’itération ܽ n’est pas unique, tout coefficient de la forme ܽ = ݉ ∙ √ʹܮ ± ͳ avec ݉ entier positif et ݉ < √ܮ/ʹ, permet d’atteindre cette limite. 
La fonction de désentrelacement de cet entrelaceur est �−ଵሺ�ሻ = ߚሺ� − ݏሻ mod[ܮ] 
où ߚ est un entier qui vérifie ߚܽ = ͳ mod[ܮ]. Dans le cas où ܽ = √ʹܮ − ͳ nous pouvons 
prendre ߚ = ܮ − ሺܽ + ʹሻ = ܮ − ሺ√ʹܮ + ͳሻ.  







ܯ = [Ͳ ͳ ʹ ͵ Ͷ ͷ ͸ ͹] 
�ሺܯሻ = [Ͳ ͵ ͸ ͳ Ͷ ͹ ʹ ͷ] 
                         
 
Fig. 1.8 Entrelacement à décalage circulaire pour ࡸ = �, ࢇ = ૜ et � = ૙. 
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1.6.2.5 Entrelaceur aléatoire 
Dans la pratique nous essayons de concevoir des systèmes qui approchent le plus 
possible le comportement des entrelaceurs aléatoires uniformes. Citons deux exemples 
Entrelaceur de Berrou-Glavieux 
La taille ܶ de l’entrelaceur est choisie comme étant une puissance de ʹ : ܶ = ܯ ×ܰ = ʹ௠ × ʹ௡. De plus, un tableau de nombres, premiers avec ͺ, est utilisé (voir tableau 
1.1) [37]. ݒ ͳ ʹ ͵ Ͷ ͷ ͸ ͹ ͺ �௩ ͳ͹ ͵͹ ͳͻ ʹͻ Ͷͳ ʹ͵ ͳ͵ ͹ 
 
 
Soient � et ݆ les indices ligne et colonne respectivement de l’écriture dans 
l’entrelaceur, et soient �௥ et ௥݆ les indices ligne et colonne respectivement de la lecture. La 
position d’un élément dans l’entrelaceur est définie soit par ሺ�, ݆ሻ ou par � = ሺ� − ͳሻܰ + ݆ 
où pour tout � ∈ {ͳ,ʹ,ڮ ,ܯ} nous avons ͳ ൑ ݆ ൑ ܰ.  
L’entrelacement (ou la permutation) est obtenu en appliquant la formule (1.30). �ሺ�ሻ = �௥ ∙ ܰ + ௥݆                                                                    ሺͳ.͵Ͳሻ 
avec �௥ = ሺ�௩+ଵ ∙ � − ͳሻ  mod [ܯ], 
௥݆ = (ቀெଶ + ͳቁ ∙ ሺ� + ݆ − ʹሻ)  mod [ܰ] + ͳ, et ݆ = ሺ� − ͳሻmod [ܰ] + ͳ, � = ሺ௞−௝ሻே + ͳ, ݒ = ሺ� + ݆ − ʹሻ mod [ͺ]. 
Si l’indice de la position d’un élément dans le désentrelaceur est � (ͳ ൑ � ൑ ܯ ∙ ܰ), 
alors la fonction de désentrelacement est donnée par �−ଵሺ�ሻ = � ∙ ܰ + ݆                                                                    ሺͳ.͵ͳሻ 
avec � = ሺߙ ∙ �௥ − ͳሻ mod[ܯ]  ݆ = ሺߚ ∙ ௥݆ − �ሻ mod[ܰ] + ͳ  ௥݆ = � mod[ܰ]  �௥ = ௞−௝�ே + ͳ, 
où ߙ et ߚ sont deux entiers naturels tels que ߙ ∙ �௩+ଵ = ͳ  mod [ܯ]  
Tab. 1.1 Tableau de nombres premiers avec �. 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
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ߚ ∙ ቀெଶ + ͳቁ = ͳ mod [ܰ]  ݒ = ߚ ∙ ௥݆  mod [ͺ]  
Entrelaceurs JPL (Jet Propulsion Laboratory) 
Quels que soient ܯ et ܰ (ܰ est pair), la taille de l’entrelaceur est alors ܯ ×ܰ, et 
l’entrelacement est obtenu en appliquant la formule (1.32) pour tout � tel que Ͳ ൑ � ൑ ܯ ∙ܰ − ͳ. Ici, le tableau 1.2 de nombres premiers avec ͺ est utilisé [37]. 
 ݒ ͳ ʹ ͵ Ͷ ͷ ͸ ͹ ͺ �௩ ͵ͳ ͵͹ Ͷ͵ Ͷ͹ ͷ͵ ͷͻ ͸ͳ ͸͹ 
 
 �ሺ�ሻ = ܿሺ�ሻ ∙ ܰ + ʹ ∙ ݎሺ�ሻ − ݉ሺ�ሻ + ͳ                                               ሺͳ.͵ʹሻ 
avec ݉ሺ�ሻ = �  mod [ʹ]  ܿ଴ = ሺ௜−௠ሺ௜ሻሻଶ  mod [ܯ]  ݎ଴ = ቀሺ௜−௠ሺ௜ሻሻଶ − ܿ଴ቁ /ܯ  ݎሺ�ሻ = ሺͳͻ ∙ ݎ଴ + ͳሻ  mod [ܰ/ʹ]  ݒ = ݎሺ�ሻ mod [ͺ]  ܿሺ�ሻ = ሺ�௩+ଵ ∙ ܿ଴ + ʹͳ ∙ ݉ሺ�ሻሻ mod [ܯ]  
Cet entrelaceur a été proposé pour l’utiliser dans un standard CCSDS [37]. Nous 
pouvons démontrer que la fonction de désentrelacement est donnée par �−ଵሺ�ሻ = ʹ ∙ ሺݎ଴ ∙ ܯ + ܿ଴ሻ + ݉                                                         ሺͳ.͵͵ሻ 
avec ݉ = ሺ� − ͳሻ  mod [ʹ]  ݎ = ௜+௠−ଵଶ   mod [ܰ/ʹ]  ܿ = ௜−ሺଶ∙௥−௠+ଵሻே   ݒ = ݎ mod [ͺ]  ݎ଴ = ௨�∙ሺ௥−ଵሻ��  mod [ܰ/ʹ]  ܿ଴ = ௨�∙ሺ௖−ଶଵ∙௠ሻ��  mod [ܯ]  ݑ௥ ∙ ͳͻ + ݒ௥ ∙ ܰ/ʹ = ݃௥ = ܲܩ�ܦሺͳͻ,ܰ/ʹሻ (Théorème de Bézout) ݑ௖ ∙ ௩ܲ+ଵ + ݒ௖ ∙ ܯ = ݃௖ = ܲܩ�ܦሺ ௩ܲ+ଵ, ܯሻ . 
Tab. 1.2  Tableau de nombres premiers avec �. 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
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1.6.2.6 Entrelaceur � −aléatoire 
Les entrelaceurs pseudo-aléatoires sont les plus performants pour les turbo codes 
dans le cas des blocs d’information de tailles moyenne et grande [38]. Leurs 
inconvénients par rapport aux entrelaceurs cités précédemment résident dans leur 
complexité. 
Ce type d’entrelaceurs donne de très bons résultats pour les turbo codes [39], parce 
qu’il est classé parmi les entrelaceurs optimaux [40]. Pour cette raison, nous allons le 
présenté avec détaille. 
Pratiquement, toutes les techniques de conception d’entrelacement des turbo codes 
dans la littérature sont basées sur l’algorithme de génération d’entrelacement ܵ −aléatoire proposé par l’équipe du JPL [41]. Cet algorithme s’appuie essentiellement 
sur le choix au hasard d’un entrelaceur avec une limitation sur son étalement. La lecture 
de la séquence dans tel entrelaceur ܵ −aléatoire s’effectue suivant un ordre donné par un 
générateur pseudo-aléatoire. L’opération inverse consiste à écrire dans le désentrelaceur 
selon le même ordre pseudo-aléatoire puis à lire la séquence selon l’ordre croissant [26]. 
Pour un entrelaceur ܵ −aléatoire de taille ܰ, la fonction d’entrelacement � est faite 
en respectant la condition suivante [42][43] ∀ �, ݆: ͳ ൑ �, ݆ ൑ ܰ, Ͳ < |� − ݆| ൑ ܵ ⟹ |�ሺ�ሻ − �ሺ݆ሻ| ൒ ܵ                              ሺͳ.͵Ͷሻ  
Les entrelaceurs ܵ −aléatoires permettent de changer aléatoirement l’indexation 
d’un bloc de telle sorte que leurs éléments restent espacés d’au moins une distance ܵ. 
Autrement dit, chaque position d’un élément sélectionné sera comparée aux ܵ positions 
déjà sélectionnées précédemment. Si cette position est distante d’au moins ±ܵ par 
rapport aux ܵ positions précédentes alors l’élément est retenu, sinon il est rejeté.  Cela se 
fait jusqu’à la sélection de tous les éléments. Ainsi, pour ܵ = ͳ nous retrouvons 
l’entrelaceur pseudo-aléatoire classique. 
Par conséquent, l’algorithme de construire un entrelaceur ܵ −aléatoire de taille ܰ 
et de facteur de dispersion ܵ est donné comme suit [35][36].  
1. Considérer le vecteur ܫ = ሺͳ, ʹ,ڮ ,ܰሻ ;  
2. Choisir une valeur entière pour le facteur de dispersion ܵ < √ܰ/ʹ afin que 
l’algorithme soit réussi.  
3. Mettre le compteur à � = ͳ. Répéter les étapes suivantes 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
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a. Choisir aléatoirement un nombre � dans le vecteur ܫ. Si le nombre choisi � 
est distant d’au moins ±ܵ de n’importe lequel des ܵ précédents nombres 
stockés dans un vecteur ܬ, stocker le comme élément ܬ௜ = � dans ܬ ={ܬଵ, ܬଶ, ڮ } et marquer le comme non disponible pour la prochaine sélection 
aléatoire dans ܫ. Sinon, répéter l’étape a.  
b. Augmenter le compteur �.  
c. Répéter a. et b. pour ͳ ൑ � ൑ ܰ.  
4. Pour tout �, avec ͳ ൑ � ൑ ܰ, détermine l’index � tel que ܬ௜ = �. La fonction 
d’entrelacement est définie alors �ሺ�ሻ = �. 
L’exemple de la figure 1.9 représente l’entrelaceur ܵ −aléatoire pour un bloc de 







Le temps de calcul de cet algorithme augmente en fonction de ܵ et la convergence 
vers une solution est assurée si nous choisissons ܵ < √ܰ/ʹ. Avec la relation (1.34), 
l’algorithme proposé peut nous conduire à la solution �ሺ�ሻ = � ! ce qui signifie 
pratiquement qu’il n’y a pas d’entrelacement de la séquence d’entrée. Pour cette raison 
H. R. Sadjadpour et al. [44] a ajouté une condition supplémentaire dans la construction 
d’un entrelaceur ܵ −aléatoire, qui est  ∀ � ∶  ͳ ൑ � ൑ ܰ, |� − �ሺ�ሻሻ| ൒ ܵ′                                                   ሺͳ.͵ͷሻ 
où ܵ′ est entier naturel non nul.  
Le théorème suivant permet de faciliter la construction d’un entrelaceur ܵ −aléatoire.  
Théorème 1.1 
Soient ߙ et ܰ deux entiers naturels premiers entre eux tels que ሺߙ − ͳሻ devise ܰ. 
Alors, il existe une permutation � ∶  {ͳ,ʹ,ڮ , ܰ} → {ͳ,ʹ,ڮ ,ܰ} définie par : �ሺ�ሻ = ሺߙ ∙ � +ߚሻ mod[ܰ] qui satisfait les conditions (1.34) et (1.35) avec ܵ = min {ߙ, ቔ ே�+ଵቕ},  ܵ′ = ߚ =ቔ�−ଵଶ ቕ, où ہݔۂ représente la partie entière de ݔ.     
ܯ = [Ͳ   ͳ   ʹ   ͵   Ͷ   ͷ   ͸   ͹   ͺ   ͻ   ͳͲ   ͳͳ] 
�ሺܯሻ = [ͷ   ʹ   ͹   ͻ   Ͷ   ͳͳ   ͳ   ͸   ͳͲ   ͺ   Ͳ  Ͷ] 
                         
 
Fig. 1.9 Entrelacement � −aléatoire � = ૚૛, � = ૛. 
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L’entrelaceur ܵ −aléatoire est le plus performant pour les turbo codes si sa taille 
est moyenne ou grande [38]. Pour ce motif, nous allons utiliser ce type d’entrelaceur dans 
la partie de simulation (voir le chapitre 4). Les turbo codes à utiliser dans cette partie 
sont les CTC parallèles. 
1.7 Techniques de modulation 
La fonction de modulation a pour objectif d’adapter le spectre de signal à émettre 
au canal de transmission. Lorsqu’il s’agit d’une transmission numérique à travers un 
canal du type passe bande, il est nécessaire de transposer (ou de translater) le spectre de 
fréquence du signal à bande de base. Ceci peut se faire au moyen d’une porteuse qui est 
en général une fonction sinusoïdale pure. Cette opération s’appelle modulation 
numérique  ou bien modulation analogique discrète  car la porteuse est analogique et 
l’information (signal de base) est discrète. 
En tout cas, nous pouvons distinguer dans la modulation analogique discrète [27] 
 ASK : modulation par déplacement d’amplitude (Amplitude Shift Keying) ; 
 PSK : modulation par déplacement de phase (Phase Shift Keying) ; 
 FSK : modulation par déplacement de fréquence (Frequency Shift Keying) 
 une modulation composite ou hybride comme la modulation QAM qui est une 
combinaison des modulations ASK et PSK. 
Ces modulations peuvent être considérées comme des cas spéciaux des 
modulations analogiques AM, PM, FM, et AM-PM respectivement. 
Sur un canal bruité, le choix d’une modulation se fait en considérant l’occupation 
spectrale, les performances et la complexité du couple modulateur-démodulateur. Il est à 
noter que la faible occupation spectrale et les performances du système sont deux 
contraintes antagonistes, ce qui nécessite en pratique un compromis lors du choix d’une 
modulation. 
Nous allons maintenant présenter un rappel sur le type de modulation utilisée 
dans notre travail qui est la modulation BPSK. 
La Phase-Shift Keying (ou PSK, soit « modulation par changement de phase ») 
désigne une famille de formes de modulations numériques qui ont toutes pour principe 
de véhiculer de l’information binaire via la phase d’un signal de référence (porteuse), et 
exclusivement par ce biais. 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
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Comme pour toute technique de modulation numérique, la phase en question ne 
peut prendre qu’un nombre fini de valeurs. Chacune de ces valeurs représente un unique 
nombre binaire, dont la taille (et donc la quantité d’information transmise) dépend du 
nombre de valeurs possibles pour la phase. Généralement, pour une modulation PSK 
donnée, les nombres binaires représentés sont tous de même taille. 
La BPSK est la forme la plus simple du PSK. Elle utilise deux phases qui sont 
séparées de 180° ; nous l’appelons également 2−PSK. Cette modulation est la plus 
robuste de toutes les PSK, car il faut une grande déformation du signal pour que le 
démodulateur se trompe sur le symbole reçu. Cependant, nous ne pouvons moduler qu’un 
seul bit par symbole (voir la figure 1.10), ce qui est un inconvénient pour les applications 





Soit ܺ la sortie du turbo code (qui est l’entrée du modulateur). La modulation 
BPSK d’un bit ܺ, avec une énergie de bit ܧ௕, est alors 
ܻ = { √ܧ௕      �݋ݑݎ  ܺ = Ͳ −√ܧ௕      �݋ݑݎ  ܺ = ͳ                                               ሺͳ.͵͸ሻ 
Sans restreindre la généralité, nous pouvons prendre √ܧ௕ = ͳ. La modulation 
devient tout simplement ܻ = {+ͳ      �݋ݑݎ  ܺ = Ͳ    −ͳ      �݋ݑݎ  ܺ = ͳ    = ͳ − ʹܺ = ሺ−ͳሻ௑                 ሺͳ.͵͹ሻ 
La probabilité d’erreur binaire �ܲ de la BPSK dans un canal bruité est la 
probabilité de décider qu’un 1 avait été transmis alors que c’était un 0 ou inversement. Si 
le signal reçu observé à l’instant � est ܴ௞ = ௞ܻ + ௞ܹ, nous écrivons mathématiquement 
Fig. 1.10 Diagramme de constellation pour la BPSK. 
ܻ = −ͳ ܻ = +ͳ 
L’axe réel 
L’axe imaginaire 
�ℎܽ��ݐݎ݁ ͳ ∶  �݋݊ܿ݁�ݐݏ �݁ ܾܽݏ݁ ݏݑݎ ݈݁ݏ ܦ�ܵ  ͤͣͧ͢/ͤͣͨ͢
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�ܲ = ܲሺܺ = Ͳሻ ∙ ܲሺͳ ݁ݏݐ ܿℎ݋�ݏ�ݐ/Ͳ ݁ݏݐ ݐݎܽݏ݉�ݏሻ + ܲሺܺ = ͳሻ ∙ ܲሺͲ ݁ݏݐ ܿℎ݋�ݏ�ݐ/ͳ ݁ݏݐ ݐݎܽݏ݉�ݏሻ 
�ܲ = ͳʹܲ ሺܴ௞ < Ͳ/Ͳ ݁ݏݐ ݐݎܽݏ݉�ݏሻ + ͳʹ ܲ ሺܴ௞ > Ͳ/ͳ ݁ݏݐ ݐݎܽݏ݉�ݏሻ 
�ܲ = ଵଶܲ ሺͳ + ௞ܹ < Ͳሻ + ଵଶܲ ሺ−ͳ + ௞ܹ > Ͳሻ,  
Finalement nous obtenons 
�ܲ = ͳʹ − ܲ ሺͲ ൑ ௞ܹ ൑ ͳሻ = ͳʹ − ∫ ௐ݂ሺݓሻ�ݓଵ଴                                          ሺͳ.͵ͺሻ 
Dans le cas où d’un bruit gaussien généralisé symétrique, de paramètre de forme ߙ 
et de variance �ଶ (voir le paragraphe 2.2.1 du chapitre 2), nous trouvons 
�ܲ = ͳʹ − ∫ ߙ ∙ ሺ�ሺ͵/ߙሻሻଵ/ଶ ∙ √ܴܵܰ√ʹ ∙ ሺ�ሺͳ/ߙሻሻଷ/ଶ exp {−(√ʹ ∙ ቆ�ሺ͵/ߙሻ�ሺͳ/ߙሻቇଵ/ଶ ∙ √ܴܵܰ ∙ ݔ)�} �ݔଵ଴        ሺͳ.͵ͻሻ 
où ܴܵܰ = ଵଶ�2. La figure 1.11 illustre la variation de �ܲ de l’équation (1.39) en fonction de ܴܵܰ en dB. 
 Pour un bruit ܵߙܵ de Cauchy symétrique (voir le paragraphe 2.3.1 du chapitre 2) 
de paramètre de dispersion ߛ, nous trouvons 
�ܲ = ͳʹ − ∫ ߛ�ሺݔଶ  +  ߛଶሻ �ݔଵ଴ = ͳʹ − ͳ�  arctan ቀଵ�ቁ                              ሺͳ.ͶͲሻ 







 Fig. 1.11  La probabilité d’erreur �ࢋ  
en fonction du ��ࡾ pour  
un bruit GG. 




























































Fig. 1.12  La probabilité d’erreur  �ࢋ en  
fonction de ૚/� pour un bruit  ��� de Cauchy. 
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1.8 Conclusion 
Nous avons présenté dans ce chapitre quelques concepts de base sur les DCS et 
leurs modules constituants, en particulier le canal et les fonctions du codage et de la  
modulation. Au fur et à mesure de la présentation de ces modules nous avons focalisé 
notre élucidation sur les concepts qui seront utilisés dans les chapitres qui suivent, à 
savoir les turbo codes convolutifs parallèles CTC, les entrelaceurs ܵ −aléatoires, les 
bruits impulsifs à GGD symétrique et à distribution ܵߙܵ de Cauchy, la modulation 
BPSK.           
 Toutefois dans cette présentation, nous avons essayé de donner l’essentielle de ce 
thème pour ne pas être exhaustif. Dans le paragraphe 1.4.2 nous avons calculé la 
capacité du canal pour trois canaux continus : canal gaussien, canal GGD et canal ܵߙܵ de 
Cauchy. Nous avons vu que la capacité du canal est fortement dépend des paramètres du 
bruit envisagé. Nous avons constaté que cette capacité se dégrade si le bruit est fort ou 
très impulsif. Dans la section 1.6.2, nous avons présenté les différents types 
d’entrelacement généralement utilisés. Pour chaque fonction d’entrelacement nous avons 
donné la fonction de désentrelacement correspondante, dans le but de faciliter la 
programmation de cette fonction d’un côté et d’éviter de stocker la matrice 
d’entrelacement donc de gagner de l’espace mémoire d’un autre côté. Dans le paragraphe 
1.7, nous avons calculé et tracé la probabilité d’erreur de la modulation BPSK pour un 
signal numérique non codé, dans les cas des bruits gaussien, gaussien généralisé et ܵߙܵ 
de Cauchy. Ceci est très utile si nous voulons faire des comparaisons entre les 
performances des systèmes avec codage et sans codage. 
Dans un nombre croissant d’applications, les bruits rencontrés s’éloignent 
fortement des modèles classiques qui les modélisent par une gaussienne ou un mélange 
de gaussiennes. C’est en particulier le cas des bruits impulsifs que nous rencontrons dans 
plusieurs domaines, notamment celui des télécommunications. Dans ce cas, une 
modélisation mieux adaptée peut reposer sur les distributions gaussiennes généralisées  
ou sur les distributions ߙ −stables [6][45]. Les bruits qui suivent ces deux types de 
distribution font l’objet du chapitre suivant. 
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Chapitre 2 
Distributions des bruits non-




En traitement du signal, le bruit est une composante inéluctable dont il faut tenir 
compte qu’il s’agisse de l’analyse, de la modélisation, de l’identification ou de la détection. 
Les méthodes d’analyse et les algorithmes associés supposent que le bruit est modélisé 
sous la forme simple d’un bruit blanc gaussien dont les caractéristiques statistiques et 
spectrales sont parfaitement connues. Or la réalité est fort éloignée de cette hypothèse de 
travail, et en particulier, nous rencontrons souvent du bruit non-gaussien de type 
impulsif. Ce bruit se présente généralement sous forme d’impulsions élémentaires de 
forte amplitude, superposées au signal utile. 
L’étude de l’effet des bruits impulsifs sur les DCS fait un axe de recherche 
d’actualité, surtout lorsqu’il s’agit des systèmes à OFDM comme les systèmes filaires, y 
compris les lignes d’abonnés numériques DSL, les communications par courants porteurs 
en ligne PLC, et les systèmes sans fil standards par exemple, IEEE 802.11a/g/n/ac, 
WiMax (IEEE 802.16) et 3GPP LTE [46][47][48][49]. C’est pour cette raison que nous 
nous sommes intéressés aussi à l’étude de ce type du bruit qui apparaît dans ces DCS. 
Ce chapitre s’est axé sur l’étude de deux modèles du bruit non-gaussiens qui 
permettent une représentation précise et fiable des phénomènes impulsifs. Ces deux 
modèles sont très étudiés dans la littérature. Le premier modèle non-gaussien est 
caractérisé par une variance finie à savoir le gaussien généralisé GG. Le deuxième est le 
modèle ߙ −stable qui possédait toujours une variance infinie, sauf dans le cas où ߙ = ʹ.  
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Ce chapitre se devise en deux grandes parties. La première partie présente les 
distributions gaussiennes généralisées GGD et la deuxième partie introduit les 
distributions ߙ −stables. 
Il est bon de signaler qu’un problème de terminologie se pose : qu’est-ce que le « 
non-gaussien » ? Il est difficile d’échapper à une définition négative : le non-gaussien est 
tout ce qui n’est pas gaussien ! D’une manière générale, nous pouvons considérer qu’un 
modèle non-gaussien est un modèle où l’hypothèse de « gaussianité » de la loi du bruit 
n’est pas faite a priori, même si, en fin de compte, nous retrouvons la loi gaussienne 
comme dans les cas de GGD et ߙ–stable. 
2.2 Les distributions gaussiennes généralisées GGD 
La famille paramétrique de distributions gaussiennes généralisées GGD est 
utilisée dans la science pour modéliser privilégiement certains phénomènes physiques et 
en ingénierie, par exemple, dans le domaine du traitement du signal et du codage audio 
et vidéo (voir, par exemple, [50][51]). 
Certaines classes spéciales importantes des distributions appartiennent à cette 
famille telles que, entre autres, la distribution gaussienne et la distribution de Laplace. 
En outre, pour de valeurs du paramètre de forme dans une certaine fourchette, ce qui est 
d’intérêt dans de nombreuses applications pratiques, la distribution acquiert un 
caractère impulsif et présente des queues lourdes. 
Dans la plupart des situations pratiques l’usage d’une simulation rapide et précise 
peut jouer un rôle important. Dans cette partie, nous analysons quelques techniques 
pour générer une distribution gaussienne généralisée. 
En particulier, nous examinons les cas ߙ = ͳ/͵ et ߙ = ͳ/ʹ. Pour de telles valeurs 
du paramètre de forme, les différentes méthodes de simulation sont évaluées. Dans le cas 
particulier ߙ = ͳ/ʹ, nous comparons l’efficacité de quatre techniques de simulation 
différentes. Les résultats numériques mettent en évidence que la technique basée sur la 
fonction de distribution cumulative inverse écrite en termes de la fonction de Lambert ܹ 
est le plus efficace. 
La fonction de Lambert ܹ, également connu sous le nom la fonction « Omega », est 
une fonction à valeurs multiples complexe définie comme l’inverse de la fonction ݂ሺݓሻ = ݓ݁௪. Elle a de nombreuses applications en mathématiques pures et appliquées 
[52]. Nous examinons brièvement les principales propriétés de cette fonction spéciale. 
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2.2.1 La densité gaussienne généralisée 
La fonction de densité de probabilité PDF d’un bruit gaussien généralisé ܺ, avec 
moyenne ߤ et variance �ଶ, est définie comme [53] 
௑݂ሺݔ; ߤ, �, ߙሻ = ʹߙ ܣሺߙ, �ሻΓሺͳ/ߙሻ expሺ−ሺܣሺߙ, �ሻ|ݔ − ߤ|ሻఈሻ       ݔ ∈ ℝ,                    ሺʹ.ͳሻ 
où  ܣሺߙ, �ሻ = ͳ� [Γሺ͵/ߙሻΓሺͳ/ߙሻ]ଵ/ଶ                                                       ሺʹ.ʹሻ 
 
et Γሺݖሻ = ∫ ݐ௭−ଵ݁−௧݀ݐ+∞଴                      ݖ > Ͳ                                    ሺʹ.͵ሻ 
est la fonction gamma complète. 
La GGD est symétrique par rapport à ݔ = ߤ. ܣሺߙ, �ሻ est un facteur d’échelle qui 
définit la dispersion de la distribution, d’où il est une mesure généralisée de la variance. ߙ > Ͳ est le paramètre de forme qui décrit le taux exponentiel de la décroissance : queues 
lourdes correspondent à des valeurs plus petites de ߙ. 
Il faut noter que ߙ est appelé aussi l’exposant de la loi GG ou le coefficient de 
gaussianité. Si ߙ < ʹ, nous avons une loi sous-gaussienne et si ߙ > ʹ une loi sur-
gaussienne [8].   
La famille du gaussien généralisé comprend une variété de distributions. 
Certaines classes bien connues de distributions sont générées par un paramétrage de la 
décroissance exponentielle de la GGD. Lorsque ߙ = ͳ, la GGD correspond à une 
distribution de Laplace (ou double exponentielle). Pour ߙ = ʹ, nous avons distribution 
gaussienne. Quand ߙ → +∞ la GGD converge vers une distribution uniforme dans [ߤ − √͵�, ߤ + √͵�], tandis que lorsque ߙ → Ͳ+ nous avons une fonction de probabilité 
impulsive à ݔ = ߤ. 
Tous les moments centraux impairs de la GGD définie par l’équation (2.1) sont 
égaux à zéro, ܧሺ|ܺ − ߤ|�ሻ  = Ͳ   ሺݎ =  ͳ, ͵, ͷ, . . . ሻ, et les moments centraux pairs sont [53][8] ܧሺ|ܺ − ߤ|�ሻ  = [�ଶΓሺͳ/ߙሻΓሺ͵/ߙሻ ]�/ଶ Γሺሺݎ + ͳሻ/ߙሻΓሺͳ/ߙሻ          ݎ =  ʹ, Ͷ, ͸, . . .               ሺʹ.Ͷሻ 
La relation (2.4) reste valable pour tout nombre réel ݎ > −ͳ différent des entiers 
impairs [8].  
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Avec une normalisation simple et certaines réductions de (2.1), nous obtenons un 
bruit GG de moyenne nulle et de variance unité ayant comme densité la fonction 
suivante 
௑݂ሺݔ; ߙሻ = ʹߙ ܣሺߙሻΓሺͳ/ߙሻ expሺ−ሺܣሺߙሻ|ݔ|ሻఈሻ       ݔ ∈ ℝ,                           ሺʹ.ͷሻ 
où ܣሺߙሻ = ܣሺߙ, ͳሻ. 
Dans ce qui suit, nous limitons notre attention à des bruits gaussiens généralisés 
dont la densité est donnée dans (2.5). Pour Ͳ < ߙ < ʹ la densité (2.5) est convenable pour 
modéliser plusieurs phénomènes physiques et financiers à queues lourdes [53]. En outre, 
il est intéressant de noter que, tous les moments sont finis (ce qui n’est pas le cas pour 
d’autres queues lourdes, comme par exemple, les densités ߙ −stables).  
Le kurtosis �௑ d’un bruit ܺ est le rapport entre le moment d’ordre 4 et le moment 
d’ordre 2 à la puissance 2 du bruit ܺ [8] �௑ = ܧሺܺସሻ(ܧሺܺଶሻ൯ଶ 
Le kurtosis réalise une comparaison de la PDF du bruit ܺ par rapport à la loi 
gaussienne de même variance qu’il possède un kurtosis égal à 3 
 Si la densité de probabilité de ܺ tend vers 0 à l’infini plus rapidement que la loi 
gaussienne, le bruit dit sous-gaussienne et le kurtosis est supérieur à 3 ; 
 Si la densité de probabilité de ܺ tend vers 0 à l’infini moins vite que la loi 
gaussienne, le bruit est dit sur-gaussienne et le kurtosis est à inférieur 3 ; 
 Si la densité de probabilité de ܺ est gaussienne, le kurtosis est égal à 3.  
 Le kurtosis caractérise l’aplatissement de la PDF par rapport à celui d’une 
distribution gaussienne. 
 Le kurtosis de la distribution (2.5) est �௑ሺߙሻ = Γሺͳ/ߙሻΓሺͷ/ߙሻ[Γሺ͵/ߙሻ]ଶ                                                             ሺʹ.͸ሻ �௑ሺߙሻ diminue avec ߙ, et nous pouvons constater que [54] limఈ→଴+�௑ሺߙሻ = +∞        limఈ→+∞�௑ሺߙሻ = ͳ.ͺ                                       ሺʹ.͹ሻ 
La figure 2.1 montre la densité d’une GGD, à moyenne nulle et de variance unité, 
pour différentes valeurs du paramètre ߙ. La figure 2.2 montre le comportement du 
kurtosis pour ߙ ∈ [Ͳ, ʹ] et ߙ ∈ [Ͳ, ʹͲ]. 
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2.2.2 Simulation de la distribution gaussienne généralisée 
Soient ܨ௑ la CDF, appelée aussi la fonction de répartition, d’un bruit ܺ et ܨ௑−ଵ son 
inverse. Il est bien connu que si ܨ௑−ଵ peut être directement évaluée, un grand nombre de 
réalisations de ܺ peuvent être obtenues par ݔ௜ = ܨ௑−ଵሺݑ௜ሻ, où ݑ௜ (݅ = ͳ, ʹ, . . . , ݊) sont de 
valeurs aléatoires distribuées uniformément dans [Ͳ, ͳ]. Si ܨ௑−ଵ a une expression 
analytique, une telle méthode peut être appliquée de manière efficace, mais 
malheureusement, ce n’est pas toujours le cas. Néanmoins, si ܨ௑−ଵ peut être évalué, il 
Fig. 2.1 La densité gaussienne généralisée pour différentes valeurs 
du paramètre ࢻ, avec � = ૙ et � = ૚. 
 


























































Fig. 2.2 Le Kurtosis de la GGD avec variance unité et ࢻ variable : 
(a) dans [૙, ૛] (b) dans [૙, ૛૙]. 
 
(a) (b) 
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peut toujours être possible de simuler le bruit ܺ par inversion numérique de sa fonction 
de distribution cumulative. Lorsque ܨ௑−ଵ n’a pas d’expression de forme ferme, 
l’intégration numérique ou d’autres méthodes d’approximation sont nécessaires, au 
détriment d’une quantité croissante de calcul. Une autre méthode de simulation basée 
sur la transformation du bruit ܺ dont laquelle un générateur de nombres aléatoires est 
disponible. Une technique spécifique sera décrite ci-dessous pour le cas de GGD. 
Soit ܺ un bruit gaussien généralisé avec CDF  ܨ௑ሺݔሻ = ∫ ʹߙ ܣሺߙሻΓ ቀͳߙቁ expሺ−ሺܣሺߙሻ|ݐ|ሻఈሻ ݀ݐ                                                 ሺʹ.ͺ. ܽሻ
௫
−∞  
Avec la fonction gamma incomplète Γi୬c୭୫୮ሺݕ, ܽሻ = ∫ ݐ௔−ଵ݁−௧݀ݐ+∞௬  nous pouvons 
écrire [55] 
              ܨ௑ሺݔሻ = {  
  ͳ − ͳʹΓ ቀͳߙቁ Γi୬c୭୫୮ (ሺܣሺߙሻݔሻఈ, ͳߙ)           ݔ ൒ Ͳ         ͳʹΓ ቀͳߙቁ Γi୬c୭୫୮ (ሺ−ܣሺߙሻݔሻఈ, ͳߙ)         ݔ < Ͳ                  ሺʹ.ͺ. ܾሻ 
où ܣሺߙሻ a été défini ci-dessus. Une telle fonction peut être écrite sous la forme fermée (ou 
explicite) seulement pour quelques cas spéciaux. 
 Comme nous allons le voir, les moments de ce type de bruits font une partie 
primordiale de notre travail. Pour cette raison il faut noter que ces moments sont finis, 
calculables analytiquement (par opposition à d’autres densités de probabilité à queue 
lourde [56], comme les densités ߙ −stables). 
 Afin de générer de valeurs d’une distribution gaussienne généralisée avec 
paramètre de forme ߙ, nous pouvons utiliser les trois étapes suivantes [6][53]  
i) simuler une variable aléatoire gamma ܼ~ܩܽ݉݉ܽ ሺܽ, ܾሻ, avec les paramètres ܽ = ߙ−ଵ et ܾ = ሺܣሺߙሻሻఈ ; 
ii) appliquer d’abord la transformation ܻ = ܼଵ/ఈ  ; 
iii) finalement, appliquer une transformation de la forme ܻ = |ܺ|                                                                             ሺʹ.ͻሻ 
La relation (2.9) présente deux racines. Le problème est de savoir comment 
déterminer la probabilité de choisir chaque racine. Nous pouvons démontrer, en utilisant 
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la symétrie de la distribution GG, que nous pouvons prend les racines avec des 
probabilités égales (voir l’annexe A). Pour chaque observation ݕ aléatoire, une racine est 
choisi (ݔ = −ݕ ou ݔ = ݕ). A cette fin, un essai auxiliaire de Bernoulli avec une probabilité ݌ = ͳ/ʹ peut être effectué. Autrement dit (2.9) donne ܺ = ሺ−ͳሻ஻ܻ avec ܤ une variable 
aléatoire de Bernoulli de paramètre ݌ = ͳ/ʹ. 
Nous avons d’abord rencontré le problème de générer des valeurs aléatoires de la 
distribution gamma (voir l’annexe A). Le procédé repose sur l’hypothèse que si ܼ est une 
variable aléatoire a distribution ܩܽ݉݉ܽሺܽ, ܾሻ (tels que ܽ et ܾ sont définis ci-dessus), puis 
en prenant ܻ =  ܼଵ/ఈ et en considérant la transformation (2.9), alors le bruit ܺ a une 
GGD avec paramètre ߙ. 
Lors du test de la procédure ci-dessus, un grand nombre des échantillons ont été 
générés pour différentes valeurs du paramètre ߙ. Le test de Kolmogorov-Smirnov a été 
appliqué à chaque expérience de simulation et n’a donné aucune indication que les 
observations simulées n’ont pas été générée à partir de la GGD [53]. 
2.2.2.1 Simulation d’un bruit gaussien généralisé avec ࢻ = ૚/૜ 
Comme un cas particulier, nous avons étudié la densité gaussienne généralisée 
avec ߙ = ͳ/͵, tandis que le cas ߙ = ͳ/ʹ est analysé dans le paragraphe suivant. Lorsque ߙ = ͳ/͵, la densité donnée par l’équation (2.5) devient 
௑݂ሺݔሻ =  ʹ√͵ͷ exp {−(ʹͶ√͵ͷ|ݔ|൯ଵଷ}                                          ሺʹ.ͳͲሻ 
et la CDF a la forme fermée suivante 
ܨ௑ሺݔሻ =
{  
   
   
  ͳʹ exp {−ቀʹͶ√͵ͷሺ−ݔሻቁଵଷ}∙ ቌͳ + ቀʹͶ√͵ͷሺ−ݔሻቁଵଷ + ͳʹ ቀʹͶ√͵ͷሺ−ݔሻቁଶଷቍ          ݔ ൑ Ͳ
ͳ − ͳʹ exp {−(ʹͶ√͵ͷ ݔ൯ଵଷ}
∙ ቌͳ + (ʹͶ√͵ͷ ݔ൯ଵଷ + ͳʹ (ʹͶ√͵ͷ ݔ൯ଶଷቍ                          ݔ > Ͳ
                 ሺʹ.ͳͳሻ 
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2.2.2.2 Les résultats numériques (ࢻ = ૚/૜) 
La figure 2.3 montre de réalisations d’un bruit à GGD avec ߙ = ͳ/͵, générées avec 
l’algorithme décrit ci-dessus. Nous avons effectué une estimation de la fonction de 
densité de probabilité (2.10) en basant sur ͳͲ଼ valeurs simulées (échantillons), réunis en 
intervalles de largeur ∆ݔ = Ͳ.Ͳͷ. La figure 2.4 montre la densité de probabilité simulée et 
la densité de probabilité théorique (2.10). Comme nous pouvons le remarquer, 
l’ajustement est assez précis. 
Dans [53] ils ont également comparé la procédure de simulation basée sur la 
transformation gamma avec la méthode basée sur l’inverse de la CDF (2.11). Les 
résultats numériques montrent que l’ajustement avec la densité de probabilité théorique 
est encore bon pour la méthode de l’inversion de la CDF, mais en termes du temps de 
calcul, la première méthode qui est basée sur la transformation gamma est environ dix 






























Fig. 2.3 Les réalisations d’un bruit à GGD avec les paramètres ࢻ = ૚/૜, � = ૙, et � = ૚ ሺ� = ૚૙ ૙૙૙ሻ. 
Fig. 2.4 Les fonctions de densité de probabilité estimée et théorique 
d’un bruit à GGD avec ࢻ = ૚/૜ et kurtosis �ࢄሺ૚/૜ሻ = ૚૙�. ૛�. 
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2.2.3 Simulation d’un bruit gaussien généralisé avec ࢻ = ૚/૛ 
Dans ce paragraphe, nous allons proposer une approche numérique pour simuler 
le bruit ܺ qui suit une loi dite gaussienne généralisée avec ߙ = ͳ/ʹ. Nous allons mettre 
en évidence l’efficacité de la technique basée sur l’inverse de la CDF qui est exprimé au 
moyen d’une fonction spéciale ܹ dite  fonction de Lambert. La fonction ܹ de Lambert est 
une fonction complexe à valeurs multiples [52]. Cette fonction n’a pas de forme explicite, 
ce qui nous conduit à fournir une méthode numérique pour l’évaluer, sur laquelle nous 
nous baserons pour construire un algorithme simple et rapide et générer plusieurs 
réalisations d’un bruit gaussien généralisé de paramètre de forme ߙ = ͳ/ʹ. 
2.2.3.1 La fonction � de Lambert 
La fonction ܹ de Lambert, est définie implicitement comme la racine de l’équation ܹሺݖሻ݁ௐሺ௭ሻ = ݖ                                                              ሺʹ.ͳʹሻ 
est une fonction à valeurs multiples définie en général pour ݖ complexe et prenant des 
valeurs ܹሺݖሻ complexe. Si ݖ est réel et ݖ < −ͳ/݁, alors ܹሺݖሻ est à plusieurs valeurs 
complexes. Si ݖ ∈ ℝ et −ͳ/݁ ൑ ݖ < Ͳ, il existe deux valeurs réelles de ܹሺݖሻ : la branche 
satisfait ܹሺݖሻ ൒ −ͳ est généralement désignée par ଴ܹሺݖሻ et est appelée la branche 
principale de la fonction ܹ, et l’autre branche satisfait ܹሺݖሻ ൑ −ͳ est désigné par −ܹଵሺݖሻ. 
Si ݖ ∈ ℝ et ݖ ൒  Ͳ, il y a une valeur unique pour ܹሺݖሻ qui appartient aussi à la branche 
principale ଴ܹሺݖሻ. 
Plusieurs problèmes qui se posent dans différentes applications mathématiques, 
physiques et sciences de l’ingénieur, font appel à cette fonction, ce qui donne à cette 
dernière un rôle central pour résoudre ces problèmes [52], à tel point que des 
scientifiques la considère comme une fonction mathématique spéciale. Corless et al. [52] 
ont présenté les principales propriétés et les applications d’une telle fonction. 
Dans ce qui suit, nous allons donner un autre champ d’application de ܹ, dans le 
domaine du traitement du signal, pour synthétiser le bruit gaussien généralisé de 
paramètre de forme (ou d’exposant)  ߙ = ͳ/ʹ. 
La figure 2.5 montre à la fois la branche principale ଴ܹ (ligne pointillée) et la 
branche notée −ܹଵ (ligne continue) de la fonction ܹ de Lambert. 
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2.2.3.2 Bruit gaussien généralisé pour ࢻ = ૚/૛ 
Dans l’équation (2.5) de la densité de probabilité, si nous prenons le cas ߙ = ͳ/ʹ, 
nous obtenons la densité GG 
௑݂ሺݔሻ = √͵Ͳʹ exp {− (ʹ√͵Ͳ|ݔ|൯ଵଶ}                                                    ሺʹ.ͳ͵ሻ 
En s’appuyant sur la formule (2.8.b), la fonction de distribution cumulative CDF 
est donnée par 
ܨ௑ሺݔሻ = {  
  ͳʹ exp {−(ʹ√͵Ͳሺ−ݔሻ൯ଵଶ} ቆͳ + (ʹ√͵Ͳሺ−ݔሻ൯ଵଶቇ          ݔ ൑ Ͳͳ − ͳʹ exp {−(ʹ√͵Ͳݔ൯ଵଶ} ቆͳ + (ʹ√͵Ͳݔ൯ଵଶቇ                 ݔ > Ͳ                        ሺʹ.ͳͶሻ 
Afin de simuler ou générer de bruits à partir d’une distribution GG, nous pouvons 
appliquer la méthode basée sur la transformation gamma décrite précédemment dans le 
paragraphe 2.2.2 qui comporte trois étapes. Pour une simulation en un seul coup, 
procédons ci-dessous à l’inversion de ܨ௑ሺݔሻ de l’équation (2.14); nous allons montrer que 
l’inverse peut être exprimé au moyen de la fonction ܹ de Lambert. 
Dans un premier temps nous allons considérer la branche ݔ ൑ Ͳ de ܨ௑ሺݔሻ. 















Fig. 2.5 Les deux branches réelles de la fonction � de Lambert. La branche �−૚ሺ�ሻ 
(ligne continue)  : définie pour  −૚/� ൑ � < ૙.  La branche principale �૙ሺ�ሻ 
(ligne pointillée) : définie pour  −૚/� ൑ � < +∞.  Les deux branches ont un  
point commun ሺ−૚/�,−૚ሻ. 
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Si nous posons ݕ = −(−ʹ√͵Ͳݔ൯భమ, l’expression de ܨ௑ሺݔሻ sur cette branche devient ܨ௑ሺݔሻ = ͳʹ ሺͳ − ݕሻ݁௬                                                            ሺʹ.ͳͷሻ 
Pour faire apparaître la fonction ܹ, l’équation (2.15) peut être écrite comme suit  −ʹܨ௑ሺݔሻ݁ = ሺݕ − ͳሻ݁௬−ଵ                                                            ሺʹ.ͳ͸ሻ 
inversible sous la forme ݕ − ͳ = −ܹଵ ቆ−ʹܨ௑ሺݔሻ݁ ቇ                                                            ሺʹ.ͳ͹ሻ 
En remplaçant ݔ par sa valeur dans l’équation (2.17), nous obtenons 
ݔ = − ͳʹ√͵Ͳ(ͳ + −ܹଵ ቆ−ʹܨ௑ሺݔሻ݁ ቇ)ଶ                                           ሺʹ.ͳͺሻ 
La branche −ܹଵ de la fonction de Lambert est identifiée puisqu’elle passe par les 
deux points ሺݔ = Ͳ, ܨ ௑ = ͳ/ʹሻ et ሺݔ = −∞, ܨ ௑ = Ͳሻ. 
Maintenant, nous se plaçons dans la branche ݔ > Ͳ de ܨ௑ሺݔሻ de l’équation (2.14); 
des arguments similaires peuvent être appliqués dans ce cas pour inverser ܨ௑ሺݔሻ. 
Finalement nous obtenons l’expression de ܨ௑−ଵሺݔሻ pour tout ݔ ∈]Ͳ,ͳ[ 
ܨ௑−ଵሺݔሻ = {  
  − ͳʹ√͵Ͳቆͳ + −ܹଵ (−ʹ݁ݔ)ቇଶ                  pour  Ͳ < ݔ ൑ ͳʹͳʹ√͵Ͳ (ͳ + −ܹଵ ቆ−ʹሺͳ − ݔሻ݁ ቇ)ଶ        pour   ͳʹ ൑ ݔ < ͳ                ሺʹ.ͳͻሻ 
Si nous pouvons effectuer l’évaluation numérique de la fonction −ܹଵ, l’équation 
(2.19) résout le problème de synthèse du bruit gaussien généralisé de paramètre de forme ߙ = ͳ/ʹ à partir du bruit uniforme. Et par suite, l’étape suivante consiste à essayer 
d’évaluer numériquement cette fonction spéciale. 
2.2.3.3 Evaluation numérique de �−૚ 
Nous en venons maintenant à l’évaluation numérique de −ܹଵሺݖሻ pour tout ݖ ∈ [−ͳ/݁, Ͳ[. Comme nous l’avons mentionné, cette évaluation numérique est 
directement accessible dans le logiciel Matlab [57]. Bien que la fonction ܹ soit très utile 
dans beaucoup de domaines, nous ne la trouvons pas dans les bibliothèques 
mathématiques standards de tous les logiciels. Nous décrirons ainsi ici les éléments 
explicites pour son évaluation numérique, qui permettent d’écrire des sous-programmes 
avec un langage de programmation. 
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2.2.3.3.1 Evaluation de précision arbitraire 
Une spécificité de la fonction ܹ de Lambert est qu’elle est définie comme une 
fonction inverse. Dès lors, des évaluations de précision arbitraires peuvent être obtenues 
au moyen de méthodes itératives de recherche de racine. Pour un ݖ donné, nous pouvons 
trouver −ܹଵሺݖሻ comme racine de l’équation ݓ݁௪ = ݖ, de la branche −ܹଵሺݖሻ. De 
nombreuses méthodes itératives sont disponibles à cet égard. Un choix doit concilier à la 
fois la complexité de la mise en œuvre, les conditions et le nombre d’itérations jusqu’à 
convergence pour une précision donnée. Ces propriétés sont habituellement contrôlables 
par l’intermédiaire de l’ordre de la méthode (l’ordre le plus élevé des dérivés de la 
fonction à mettre à zéro par l’algorithme). 
La méthode de Newton [58], est une méthode de second ordre simple qui est 
appropriée et avec une convergence rapide. Entre la simplicité et la rapidité, un meilleur 
compromis est réalisé par la méthode de Helley, une méthode de troisième ordre, qui 
constitue le choix mis en application par Matlab et qui mène à l’évaluation de précision 
élevée dans un temps raisonnable. Il est basé sur le procédé itératif suivant [6][59] ݓ௝+ଵ = ݓ௝ − ݓ௝݁௪� − ݖ(ݓ௝ + ͳ൯݁௪� − (ݓ௝ + ʹ൯(ݓ௝݁௪� − ݖ൯ʹݓ௝ + ʹ         ݆ ൒ Ͳ                    ሺʹ.ʹͲሻ 
Des méthodes de quatrième ordre, plus rapides mais plus compliquées, sont 
proposées dans [60] et [61], mais elles sont limitées, comme elles sont exposées, à la seule 
branche principale ଴ܹሺݖሻ. 
En outre, le fait que la fonction de Lambert soit une fonction inverse fournit une 
voie simple pour contrôler l’erreur, ou la précision, d’une évaluation numérique donnée. 
Pour un  ݖ ∈] − ͳ/݁, Ͳ[, la valeur de −ܹଵሺݖሻ est évaluée comme étant la racine approchée 
de �ሺݓሻ = ݖ où �ሺݓሻ = ݓ݁௪, que nous noterons par ݓ௘௩௔௟. Si la racine exacte est notée ݓ௧�௨௘ (c’est la valeur « exacte » de −ܹଵሺݖሻ), alors le résidu ݖ − ݓ௘௩௔௟݁௪���� permet d’accéder 
à l’erreur d’évaluation ݓ௧�௨௘ − ݓ௘௩௔௟. 
Pour n’importe quel algorithme de recherche de la racine, ݓ௘௩௔௟ est très proche de ݓ௧�௨௘ et nous avons, à une très bonne approximation ݖ − ݓ௘௩௔௟݁௪����ݓ௧�௨௘ − ݓ௘௩௔௟ ≅ �′ሺݓ௘௩௔௟ሻ = ሺͳ + ݓ௘௩௔௟ሻ݁௪����                           ሺʹ.ʹͳሻ 
d’où l’erreur d’évaluation ݓ௧�௨௘ −ݓ௘௩௔௟ ≅ ݖ − ݓ௘௩௔௟݁௪����ሺͳ + ݓ௘௩௔௟ሻ݁௪����                                                    ሺʹ.ʹʹሻ 
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Lorsque l’équation (2.19) est contrôlée par l’équation (2.22), une évaluation de 
précision arbitraire de la fonction ܹ de Lambert peut être réalisée. Ceci est ce que 
Matlab le fait aussi. 
2.2.3.3.2 Approximation rapide 
Parfois, plutôt que d’utiliser un procédé itératif, des évaluations plus directes de la 
fonction ܹ de Lambert peuvent être recherchées. Ceci peut être particulièrement vrai 
pour les trois raisons suivantes 
D’abord, pour des applications comme les simulations de Monte Carlo, qui 
demandent un grand nombre de tirages, il peut parfois être préférable d’avoir une 
évaluation en « un seul coup » et rapide avec une précision limitée mais suffisante, plutôt 
qu’un procédé itératif plus précis mais plus lent. 
En second lieu, l’approximation rapide en « un seul coup » peut être utile pour fournir 
une bonne valeur initiale à un procédé itératif afin de réduire le nombre d’itérations 
jusqu’à la convergence pour une précision donnée. 
Troisièmement, la fonction −ܹଵሺݖሻ dans son domaine d’existence a une branche 
infinie au voisinage de Ͳ− ( −ܹଵሺݖሻ tend vers −∞). Ceci se traduit, pour un procédé itératif 
d’évaluation, par une erreur d’approximation de l’équation (2.22), qui décroît très 
lentement quand −ܹଵሺݖሻ est approchée par ݓ௘௩௔௟, proche de −ͳ car ݖ est choisi près de Ͳ. 
Par conséquent, pour ݖ proche de Ͳ, les évaluations directes de −ܹଵሺݖሻ au moyen d’un 
développement en série ou d’un développement asymptotique peuvent être préférables et 
sont en effet possibles. Dans ce volet, Monir et al. [59] ont décrit avec détailles de 
différentes approximations de −ܹଵሺݖሻ pour ݖ ∈ [−ͳ/݁, Ͳ[.  Le résultat primordial de leurs 
approximations est présenté sous la forme d’un algorithme d’approximation comme suit 
[59][53] ܵ݅ − ͳ݁ ൑ ݖ < −Ͳ.͵͵͵ ݌ = −√ʹሺ݁ ∙ ݖ + ͳሻ 
−ܹଵሺݖሻ = −ͳ + ݌ − ͳ͵ ݌ଶ + ͳͳ͹ʹ ݌ଷ − Ͷ͵ͷͶͲ ݌ସ + ͹͸ͻͳ͹ʹͺͲ ݌ହ − ʹʹͳͺͷͲͷ ݌଺ ܵ݅݊݋݊ ܵ݅ − Ͳ.͵͵͵ ൑ ݖ ൑ −Ͳ.Ͳ͵͵ 
 ܰ = −ͺ.Ͳͻ͸ + ͵ͻͳ.ͲͲʹͷ ∙ ݖ − Ͷ͹.Ͷʹͷʹ ∙ ݖଶ − Ͷͺ͹͹.͸͵͵ ∙ ݖଷ − ͷͷ͵ʹ.͹͹͸ ∙ ݖସ 
 ܦ = ͳ − ͺʹ.ͻͶʹ͵ ∙ ݖ + Ͷ͵͵.ͺ͸ͺͺ ∙ ݖଶ + ͳͷͳͷ.͵Ͳ͸ ∙ ݖଷ 
 −ܹଵሺݖሻ = ܰ/ܦ ܵ݅݊݋݊ − Ͳ.Ͳ͵͵ < ݖ < Ͳ 
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 ܮଵ = ln ሺ−ݖሻ 
 ܮଶ = ln ሺ− lnሺ−ݖሻሻ 
 −ܹଵሺݖሻ = ܮଵ − ܮଶ + �మ�భ + �మሺ−ଶ+�మሻଶ�భమ + �మ(଺−ଽ�మ+ଶ�మమ൯଺�భయ  
                    + �మ(−ଵଶ+ଷ଺�మ−ଶଶ�మమ+ଷ�మయ൯ଵଶ�భర + �మ(଺଴−ଷ଴଴�మ+ଷହ଴�మమ−ଵଶହ�మయ+ଵଶ�మర൯଺଴�భఱ  ܨ݅݊ ܵ݅ 
Cet algorithme nous permet d’avoir une fonction approximante de −ܹଵሺݖሻ avec une 
erreur relative strictement inférieure à ͳͲ−ସ pour tout ݖ ∈ [−ͳ/݁, Ͳ[ [59][53]. Il est 
important de signaler que dans la bibliothèque du Matlab il existe la fonction de 
Lambert, elle est représentée par la fonction lambertw. L’utilisation de telle fonction 
dans la génération des réalisations à GGD, à partir de la distribution uniforme sur [Ͳ,ͳ] 
en utilisant l’équation (2.19), requiert un temps d’exécution relativement considérable si 
nous augmentons le nombre des réalisations. Par contre, le maniement de l’algorithme 
d’approximation ci-dessus permet de générer les réalisations à GGD en un temps 
d’exécution très courte comme le montre la figure 2.6. 
La figure 2.6 montre l’avantage d’utiliser l’algorithme d’approximation, que 
d’utiliser directement la fonction lambertw de Matlab,  dans la génération du bruit à 
GGD pour ߙ = ͳ/ʹ. Le gain en termes du temps d’exécution entre les deux méthodes, 












































Génération du bruit avec la fonction lambertw de Matlab
Génération du bruit avec l'algorithme d'approximation
Fig. 2.6 Les temps d’exécution en secondes pour générer un bruit à GGD avec ࢻ = ૚/૛   en utilisant  directement la fonction de Lambert de  Matlab 
puis l’algorithme d’approximation. 
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2.2.3.4 Génération du bruit gaussien généralisé de paramètre ࢻ = ૚/૛ 
La figure 2.7 montre le tracé de ͳͲସ réalisations d’un bruit gaussien généralisé 










Nous avons effectué une estimation de la fonction de densité de probabilité (2.13) 
en basant sur ͳͲ଺ valeurs simulées (échantillons), réunis en intervalles de largeur ∆ݔ = Ͳ.Ͳͷ. Sur la figure 2.8 qui représente la densité de probabilité simulée superposée à 
la densité théorique (2.10), nous constatons qu’il y a un accord. Cette synthèse rapide du 
bruit gaussien généralisé basé sur l’algorithme d’approximation, est spécialement 
appropriée pour la simulation Monte Carlo, qui exige un grand nombre de réalisations de 
bruit. Le test de Kolmogorov-Smirnov appliqué sur les réalisations de simulation n’a 
donné aucune indication que ces réalisations n’ont pas été générée à partir de la 





















Fig. 2.7 Les réalisations d’un bruit à GGD avec les paramètres ࢻ = ૚/૛, � = ૙, et � = ૚ ሺ� = ૚૙ ૙૙૙ሻ. 
































Fig. 2.8 Les fonctions de densité de probabilité estimée et théorique 
d’un bruit à GGD avec ࢻ = ૚/૛. 
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2.3 Les lois ࢻ −stables 
Les lois Pareto−stables, appelées aussi lois Lévy−stables ou tout simplement lois ߙ −stables, forment une classe importante des distributions des probabilités, car elles 
permettent d’avoir l’asymétrie et les queues lourdes et possèdent de propriétés 
mathématiques intrigantes. Cette classe a été définie par Paul Lévy dans son étude des 
sommes de termes identiquement distribuées indépendants dans les années 1920. La 
non-existence des formules fermées pour les PDF de ces lois, sauf pour quelques cas 
particuliers (le cas gaussien et le cas Cauchy), présente un inconvénient majeur dans 
l’utilisation des distributions ߙ −stables par les praticiens. Il y a maintenant des logiciels 
informatiques fiables pour calculer ces PDF. Avec ces logiciels, il est possible d’utiliser 
les modèles ߙ −stables dans une variété de problèmes pratiques. 
Les distributions ߙ −stables ont été proposées comme un modèle pour de 
nombreux types de phénomènes physiques et économiques. Il existe plusieurs raisons 
d’utiliser une distribution ߙ −stable pour décrire un phénomène [62]. La première est 
celle où il y a des raisons théoriques solides qui nous permettent de prévoir un modèle ߙ −stable non-gaussienne, par exemple, la réflexion sur un miroir rotatif qui donne une 
distribution de Cauchy, les temps de passage d’un mouvement brownien qui donne une 
distribution de Lévy, le champ gravitationnel des étoiles qui donne une distribution 
Holtsmark et d’autres exemples sont cités dans [63] et [64]. La deuxième raison est le 
théorème central limite généralisé qui stipule que la seule limite possible non 
négligeable des sommes normalisées de termes indépendants identiquement distribués 
est ߙ −stable. La troisième raison est purement empirique : de nombreux grands 
ensembles de données présentent des queues lourdes et l’asymétrie. 
Plusieurs livres sont consacrés à ces lois : Zolotarev [65] qui a étudié les lois ߙ −stables dans le contexte univarié ; Samorodnitsky et al. [56] qui ont étudié de 
manière approfondie beaucoup de propriétés de ces lois dans le cas univarié comme dans 
le cas multivarié ; Nikias et al. [13] qui ont appliqué ces lois dans le domaine du 
traitement du signal. 
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Dans cette partie, nous traitons seulement le cas univarié. Les définitions et 
propriétés énoncées ici se trouvent en détail dans [56] et [66]. 
2.3.1 Rudiments des lois ࢻ −stables 
2.3.1.1 Définitions  
Définition 2.1 [67]  
Nous disons qu’une variable aléatoire réelle ܺ qu’elle suit une loi ߙ −stable si pour 
tout ݊ ൒  ʹ il existe un réel strictement positif ܥ� et un réel ܦ� tels que  ܺଵ +  ܺଶ +⋯+  ܺ� =̂ ܥ�ܺ + ܦ�                                                                  ሺʹ.ʹ͵ሻ 
où ܺଵ,  ܺଶ, … ,  ܺ� sont ݊ copies indépendantes de ܺ. 
Lorsque ܦ�  = Ͳ, nous parlons de loi strictement ߙ −stable. Il est bon de noter que 
le mot « stable » signifie que la loi est stable par convolution. Nous pouvons montrer qu’il 
existe une constante ߙ, Ͳ < ߙ ൑ ʹ, telle que ܥ�  =  ݊ଵ/ఈ pour ݊ ∈ ℕ∗. La démonstration est 
détaillée dans Feller [63]. D’où il vient l’appellation « ߙ −stable ». 
Définition 2.2 [25] 
Nous disons qu’une variable aléatoire réelle ܺ qu’elle suit une loi ߙ −stable de 
paramètres ߙ, ߚ, ߛ et ߜ, que le nous notons ܺ~ܵఈሺߚ, ߛ, ߜሻ, si et seulement si sa fonction 
caractéristique est de la forme  ߰௑ሺݐሻ = exp{−ߛఈ|ݐ|ఈ[ͳ + ݅ ∙ ߚ ∙ signሺݐሻ ∙ ߱ሺݐ, ߙሻ] + ݅ ∙ ߜ ∙ ݐ}                                   ሺʹ.ʹͶሻ 
où 
߱ሺݐ, ߙሻ = { − tan ቀ�ʹߙቁ          ݏ݅   ߙ ≠ ͳ       �ʹ ln|ݐ|                   ݏ݅   ߙ = ͳ                                      ሺʹ.ʹͷ. ܽሻ signሺݐሻ = {  ͳ    ݏ݅    ݐ > Ͳ   Ͳ    ݏ݅   ݐ = Ͳ−ͳ    ݏ݅   ݐ < Ͳ                                                                 ሺʹ.ʹͷ. ܾሻ ݅ଶ = −ͳ, ߙ ∈]Ͳ, ʹ], ߚ ∈ [−ͳ, ͳ], ߛ > Ͳ   et   ߜ ∈ ℝ. 
Par conséquent, pour identifier complètement une loi ߙ −stable il faut connaître 
ces quatre paramètres ߙ, ߚ, ߛ et ߜ. 
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Dans la définition 2.2, nous avons utilisé la fonction caractéristique au lieu de la 
PDF pour définir une loi ܵఈሺߚ, ߛ, ߜሻ, parce que la PDF d’une telle loi ne possède pas une 
forme fermée ou explicite sauf pour les deux cas particuliers suivants [25] 
1. La distribution gaussienne ܵଶሺͲ, ߛ, ߜሻ où ௑݂ሺݔሻ =  ଵଶఊ√� exp ቀ− ሺ௫−ఋሻమସఊమ ቁ. 
2. La distribution de Cauchy ܵଵሺͲ, ߛ, ߜሻ où ௑݂ሺݔሻ =  ఊ�ሺሺ௫−ఋሻమ + ఊమሻ. 
Mais, depuis l’implantation de la transformée de Fourier rapide FFT, les densités ߙ −stables sont faciles à calculer. Nous pouvons approcher par cette méthode la densité 
௑݂ሺݔሻ = ͳʹ�∫ ݁−௜௧௫+∞−∞ ߰௫ሺݐሻ݀ݐ                                                           ሺʹ.ʹ͸ሻ 
Exemple 2.1 
 La loi normale ܰ ሺ݉, �ଶሻ est une loi ܵଶ ቀߚ, �√ଶ , ݉ቁ (et réciproquement une loi ܵଶሺߚ, ߛ, ߜሻ est une loi normale ܰ ሺߜ, ʹߛଶሻ). 
 La loi de Cauchy généralisée de densité ௑݂ሺݔሻ = ఊ�ሺሺ௫−ఋሻమ+ఊమሻ est une loi ܵଵሺͲ, ߛ, ߜሻ. 
 La loi de Poisson �ሺߣሻ n’est pas ߙ −stable. En effet, soient ଵܺ et ܺଶ deux bruits 
suivent une loi de Poisson. Supposons que ܺଵ et ܺଶ sont ߙ −stables, alors il existe ܥ > Ͳ et ܦ tels que  ܺଵ +  ܺଶ =̂ ܥܺ + ܦ                                                                       ሺʹ.ʹ͹ሻ  
Par égalité des moyennes et des variances, nous pouvons voir que   
{ʹߣ = ܥߣ + ܦʹߣ = ܥଶߣ       ⇒ {ܦ = ሺʹ − √ʹሻߣܥ = √ʹ                                                                        ሺʹ.ʹͺሻ 
ce qui entraine une contradiction car ሺ ଵܺ +  ܺଶሻ à ses valeurs uniquement dans ℕ, alors 
que √ʹ ଵܺ + ሺʹ − √ʹሻ ߣ n’a pas que des valeurs dans ℕ. 
Notations 
Par convention, ܵఈሺߚ, ߛ, ߜሻ représentera une loi ߙ −stable de paramètres ߙ, ߚ, ߛ et ߜ 
et ܵߙܵሺߛሻ ou tout simplement ܵߙܵ une loi symétrique ߙ −stable de paramètre ߛ où ߚ = ߜ = Ͳ. 
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2.3.1.2 Définition et interprétation des paramètres d’une loi �ࢻሺࢼ, ࢽ, ࢾሻ [68] 
Une loi ߙ −stable alors est caractérisée par les quatre paramètres  
 Ͳ < ߙ ൑ ʹ, ce paramètre est appelé le paramètre de forme, l’exposant 
caractéristique ou l’indice de stabilité. Il décrit la forme de la distribution ou le 
degré d’épaisseur de la queue de distribution (figures 2.9 jusqu’à 2.15). Plus ce 
paramètre est petit, plus les queues de la distribution sont épaisses, donc, plus 
d’impulsivité au niveau des échantillons du bruit. Une distribution gaussienne 
a la valeur maximum de ߙ soit ߙ = ʹ. 
 −ͳ ൑ ߚ ൑ ͳ, est le paramètre d’asymétrie. Lorsque ߚ vaut zéro alors la 
distribution est symétrique (figures 2.9 jusqu’à 2.11). La loi est symétrique par 
rapport au paramètre ߜ. Si en plus, ߜ = Ͳ, la loi est dite symétrique ߙ −stable ܵߙܵ de fonction caractéristique ߰௑ሺݐሻ = expሺ−ߛ|ݐ|ఈሻ                                                           ሺʹ.ʹͻሻ 
Lorsque ߚ est positif (resp. négatif), le mode est à gauche (resp. à droite) de la 
moyenne. Lorsque ߚ est positif (resp. négatif), la queue de distribution est plus 
épaisse à droite (resp. à gauche). 
 ߛ > Ͳ, est le paramètre de dispersion ou d’échelle. Plus ߛ est grand, plus les 
données sont volatiles. Le paramètre ߛ permet de cintrer plus ou moins le corps 
de la distribution (figures 2.9, 2.12 et 2.13). 
 −∞ < ߜ < +∞, est le paramètre de localisation ou de position, pour ߙ supérieur 
à 1, à la moyenne de la loi de distribution. Si ߚ = Ͳ alors ߜ est la médiane. Dans 
les autres cas le paramètre ߜ ne peut pas être interprété (figures 2.9, 2.14 et 
2.15). Lorsque ߜ est positif (resp. négatif), la courbe décale vers la droite (resp. 
vers la gauche). 
Remarque 2.1  
Dans les tracés de la PDF ௑݂ሺݔሻ d’une loi ߙ −stable (voir les figures 2.10 et 2.11), 
nous remarquons que ௑݂ሺ −ݔ, ߙ, ߚሻ = ௑݂ ሺ ݔ, ߙ, −ߚሻ. 
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Fig. 2.9 La PDF pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = ૙, ࢽ = ૚, ࢾ = ૙. 

























  = 0,  = 1,   = 0
























  = -1,  = 1,   = 0
Fig. 2.10 La PDF  pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = −૚,ࢽ = ૚, ࢾ = ૙. 
























  = 1,  = 1,   = 0
Fig. 2.11 La PDF  pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = ૚, ࢽ = ૚, ࢾ = ૙. 























  = 0,  = 2,   = 0
Fig. 2.12 La PDF  pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = ૙, ࢽ = ૛, ࢾ = ૙. 
























  = 0,  = 5,   = 0
Fig. 2.13 La PDF  pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = ૙, ࢽ = �, ࢾ = ૙. 

























  = 0,  = 1,   = -3
Fig. 2.14 La PDF  pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = ૙, ࢽ = ૚, ࢾ = −૜. 
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2.3.2 Diverses propriétés 
Nous allons rappeler quelques propriétés importantes des bruits ߙ −stables de loi ܵఈሺߚ, ߛ, ߜሻ que nous utiliserons dans la suite de cette thèse. 
Propriété 2.1 : La densité 
Pour la plupart des lois connues, nous avons une forme explicite de la PDF 
(normale, Cauchy, gamma,...). Pour la loi ߙ −stable, nous n’avons que la forme explicite 
de la fonction caractéristique. A l’aide de la transformée inverse de la fonction 
caractéristique, donnée par équation (2.26) nous pouvons obtenir la PDF ௑݂ d’une 
loi ߙ −stable standardisée, i.e. ߛ = ͳ et ߜ = Ͳ, sous la forme d’une intégrale comme suit  
௑݂ሺݔሻ = ͳ�∫ ݁−௧�+∞଴ cos[ݔݐ + ߚݐఈ  ߱ሺݐ, ߙሻ] ݀ݐ                                   ሺʹ.͵Ͳሻ 
où 
 ߱ሺݐ, ߙሻ = { tan ቀ�ఈଶ ቁ         ݏ݅   ߙ ≠ ͳ  − ଶ� ln|ݐ|        ݏ݅     ߙ = ͳ                                                                    
Propriété 2.2 : La stabilité 
Pour ߙ ≠ ͳ, nous avons l’équivalence suivante 
  ܺ suit une loi ܵఈሺߚ, ߛ, ߜሻ ⇔ ܻ = ௑−ఋఊభ�  suit une loi ܵఈሺߚ, ͳ,Ͳሻ. 
 La démonstration de cette propriété se trouve dans [25]. 

























  = 0,  = 1,   = 3
Fig. 2.15 La PDF  pour  ࢻ ∈ {૙. �, ૙. ��, ૚, ૚. ૛�, ૚. �}, ࢼ = ૙, ࢽ = ૚, ࢾ = ૜. 
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Remarque 2.2 
 Pour la simulation (qui sera présentée dans le paragraphe 2.3.4), il suffit de 
générer des lois ܵఈሺߚ, ͳ,Ͳሻ et par changement de variables, nous pouvons obtenir des lois ܵఈሺߚ, ߛ, ߜሻ.  
Propriété 2.3 : Les queues lourdes 
Soit ܺ un bruit ܵఈሺߚ, ߛ, ߜሻ nous avons les deux résultats suivants [56] 
{ lim௧→+∞ ݐఈ �ሺܺ > ݐሻ =  ߛܥሺߙሻ ͳ + ߚʹlim௧→+∞ ݐఈ �ሺܺ < −ݐሻ =  ߛܥሺߙሻ ͳ − ߚʹ           
où  ܥሺߙሻ = (∫ ݔ−ఈ+∞଴  sinݔ ݀ݔ൯−ଵ. 
L’égalité précédente nous fait penser à la caractérisation des lois de Pareto. En 
effet, un bruit suit une loi du type Pareto si �ሺܺ ൒ ݔሻ = ݔ−ఈℎሺݔሻ 
où ℎሺݔሻ est une fonction à variation lente, c’est-à-dire pour tout ݐ > Ͳ,  lim௫→+∞ ℎሺ௧௫ሻℎሺ௫ሻ = ͳ. Mandelbrot [69] a montré que pour les lois ߙ −stables, nous avons �ሺܺ ൒ ݔሻ = ݔ−ఈ[ ଵ݂ሺߙሻ + ଶ݂ሺߙሻݔ−ఈ + ݋ሺݔ−ଶఈሻ]                                               ሺʹ.͵ͳሻ 
Par passage à la limite quand ݔ tend vers +∞, nous s’apercevons que les lois ߙ −stables sont asymptotiquement parétiennes. 
Propriété 2.4 : L’existence des moments 
Si ܺ suit une loi ܵఈሺߚ, ߛ, ߜሻ, et ݎ ∈ ℝ, les moments d’ordre ݎ sont comme suivant 
1. Si ߙ = ʹ :  ∀ݎ, ܧሺ|ܺ|�ሻ < +∞. 
2. Si Ͳ < ߙ < ʹ : ∀ ݎ , −ͳ < ݎ < ߙ, ܧሺ|ܺ|�ሻ < +∞ et ∀ ݎ ൒ ߙ, ܧሺ|ܺ|�ሻ = +∞. 
La preuve de cette propriété est bien détaillée dans [7] et [25]. 
Nous pouvons conclure à partir de cette propriété que si ߙ est strictement inférieur 
à 2, la variance d’une loi ߙ – stable devient infinie. Si ߙ est plus grand que ͳ, la moyenne 
d’une loi ߙ –stable est ߜ. 
ܥℎܽ݌݅ݐݎ݁ ʹ ∶  ܦ݅ݏݐݎܾ݅ݑݐ݅݋݊ݏ ݀݁ݏ ܾݎݑ݅ݐݏ ݊݋݊ ݃ܽݑݏݏ݅݁݊ݏ : ܩܩ ݁ݐ ߙ − ݏݐܾ݈ܽ݁ݏ ͤͣͧ͢/ͤͣͨ͢ 
 
ܯ݋݀ݑ݈ܽݐ݅݋݊ ܽݒ݁ܿ ܿ݋݀ܽ݃݁ ݅ݐéݎܽݐ݂݅ ݌݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ݅ݐݏ ݊݋݊ − ݃ܽݑݏݏ݅݁݊ݏ Page 64 
Propriété 2.5 : Calcul des moments 
Si ܺ suit une loi ܵఈሺߚ, ߛ, Ͳሻ, nous avons pour tout réel ݎ tel que : −ͳ < ݎ < ߙ 
݉� = ܧሺ|ܺ|�ሻ = Γ ቀͳ − ݎߙቁΓሺͳ − ݎሻ ∙ | ߛcos �|�ఈ ∙ cos ቀݎ�ߙ ቁcos ቀݎ�ʹቁ                                          ሺʹ.͵ʹሻ 
avec la fonction Γሺݖሻ est donnée par (2.3), et l’expression de � est donnée par � = arctan ቀߚ tanߙ�ʹቁ                                                        ሺʹ.͵͵ሻ 
Comme cas particulier, si la loi est ܵߙܵ, c’est-à-dire ߚ = Ͳ, nous trouvons 
݉� = ܧሺ|ܺ|�ሻ  = Γ ቀͳ − ݎߙቁΓሺͳ − ݎሻ ∙ ߛ�αcos ቀݎ�ʹቁ = ʹ�+ଵ ∙ Γ ቀݎ + ͳʹ ቁ ∙ Γ ቀ−ݎߙ ቁߙ√� ∙ Γ ቀ−ʹݎቁ ∙ ߛ�α                ሺʹ.͵Ͷሻ 
Ce résultat important a été démontré par Nikias dans la référence [13]. 
Propriété 2.6 : Les moments logarithmiques [70] 
Pour éviter la présence de la fonction gamma, qui complique amplement les 
calculs, dans les moments d’une loi ߙ −stable, nous utilisons ce que nous appelons les 
moments logarithmiques. 
Soit ܺ un bruit suit la loi ܵఈሺߚ, ߛ, Ͳሻ et ݊ un nombre entier strictement positif. 
D’après la relation ܧሺሺln|ܺ|ሻ�ሻ = lim�→଴ ݀�݀ݎ� ܧሺ|ܺ|�ሻ ,     ݊ = ͳ, ʹ, ͵,⋯ 
nous obtenons ܮଵ = ܧሺln|ܺ|ሻ = ߰଴ ∙ (ͳ − ͳߙ) + ͳߙ ∙ ln | ߛcos �|                                  ሺʹ.͵ͷሻ ܮଶ = ܧ ቀ(ln|ܺ| − ܧሺln|ܺ|ሻ൯ଶቁ = ߰ଵ ∙ (ͳʹ + ͳߙଶ) − �ߙଶ                      ሺʹ.͵͸ሻ ܮଷ = ܧ ቀ(ln|ܺ| − ܧሺln|ܺ|ሻ൯ଷቁ = ߰ଶ ∙ (ͳ − ͳߙଷ)                               ሺʹ.͵͹ሻ 
sachant que les valeurs ߰௞ de la fonction polygamma sont données par ߰௞ = ݀௞+ଵ݀ݔ௞+ଵ ln Γሺݔሻ|௫=ଵ , ߰଴ = −Ͳ.ͷ͹͹ʹͳͷ͸͸⋯ ,߰ଵ = �ଶ͸ , ߰ଶ = ͳ.ʹͲʹͲͷ͸ͻ⋯  
et la quantité � est donnée par (2.33). 
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Propriété 2.7 : L’additivité 
Soient ܺଵ et ܺଶ deux bruits indépendants de lois ߙ −stable ܵఈሺߚଵ, ߛଵ, ߜଵሻ et ܵఈሺߚଶ, ߛଶ, ߜଶሻ respectivement, alors ܺଵ + ܺଶ suit une loi ߙ −stable ܵఈሺߚ, ߛ, ߜሻ avec ߛ = ሺߛଵఈ + ߛଶఈሻଵఈ;  ߚ = ߚଵߛଵఈ + ߚଶߛଶఈߛଵఈ + ߛଶఈ ;  ߜ = ߜଵ + ߜଶ                                 ሺʹ.͵ͺሻ 
Notons que si ߚଵ = ߚଶ alors ߚ = ߚଵ = ߚଶ. 
Cette propriété d’additivité est très intéressante, car deux bruits ayant la même 
valeur du paramètre ߙ peuvent être considérés ensemble et la loi qui résultera de cette 
association conservera la même valeur du paramètre mais les autres paramètres seront 
modifiés. ܣܺଵ +  ܤܺଶ + ܥ = ܵఈ (ߚ, ߛሺܣఈ + ܤఈሻଵఈ, ߜሺܣఈ + ܤఈሻଵఈ + ܥ)                             ሺʹ.͵ͻሻ 
2.3.3 Puissance géométrique 
Il est important pour les processus ߙ −stables de pouvoir évaluer l’ « intensité » du 
processus, autrement dit sa puissance. C’est un paramètre d’échelle qui permet de 
comparer l’importance de l’interférence par rapport au signal utile et, éventuellement, 
aux autres bruits. Classiquement, la puissance arithmétique est utilisée, qui représente 
le moment d’ordre 2 du bruit [7]. 
Il est claire que la puissance arithmétique n’existe plus pour un processus ߙ −stable avec ߙ < ʹ. Nous pouvons nous demander alors s’il est possible de définir un 
opérateur puissance � vérifiant quelques propriétés élémentaires de la puissance 
arithmétique [7]. Gonzalez dans [14] et [15] a proposé une autre forme de puissance, 
nommée puissance géométrique, qui s’affranchit de la condition de linéarité.  
2.3.3.1 Définitions [71][7]  
Définition 2.3 
Nous disons qu’un bruit ܺ est d’ordre logarithmique si et seulement si l’espérance  ܧሺln|ܺ|ሻ < +∞. 
Cette définition est établie par analogie avec l’expression « processus de second 
ordre » qui exprime que le processus considéré est à variance finie.  
Définition 2.4 
Soit ܺ un bruit d’ordre logarithmique. La puissance géométrique de ce bruit s’écrit  ܵ଴ = ܵ଴ሺܺሻ = ݁�ቀ୪୬(௑మ൯ቁ݁ଶ�ሺ୪୬|௑|ሻ                                                  ሺʹ.ͶͲሻ 
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La puissance géométrique d’un bruit ܺ de densité de probabilité ௑݂ሺݔሻ s’écrit alors 
comme suit ܵ଴ = ݁ଶ∫ ୪୬|௑|∙௙�ሺ௫ሻௗ௫+∞−∞                                                             ሺʹ.Ͷͳሻ 
A partir de cette formule nous pouvons déterminer les puissances géométriques de 
quelques distributions usuelles. 
 Pour la loi uniforme, ௑݂ሺݔሻ = ͳ/ܽ, |ݔ| ൑ ܽ/ʹ, nous avons ܵ଴ሺݔሻ = ሺܽ/ʹ݁ሻଶ ; 
 Pour la loi gaussienne, ௑݂ሺݔሻ = ଵ�√ଶ� ݁− �మమ�మ, nous avons ܵ଴ሺݔሻ = �ଶ/ʹܥ௚ ; 
 Pour la loi de Cauchy, ௑݂ሺݔሻ = ఊ�ሺ௫మ+ఊమሻ, nous avons ܵ଴ሺݔሻ = ߛଶ. 
2.3.3.2 Propriétés   
Cette puissance géométrique présente d’importantes propriétés. 
Propriété 2.8 : �૙ est un paramètre d’échelle  
Pour tout processus d’ordre logarithmique ܺ et pour toute constante ܿ nous avons  
 ܵ଴ሺܺሻ ൒ Ͳ ; 
 ܵ଴ሺܿܺሻ = ܿଶܵ଴ሺܺሻ. 
Propriété 2.9 : �૙ est un indicateur de puissance  
Pour tout processus d’ordre logarithmique ܺ et pour toutes constantes ܿ et ݀ nous 
avons 
 ܵ଴ሺܿሻ = ܿଶ ; 
 ܿଶ < ܵ଴ሺܺሻ < ݀ଶ si pour toute réalisation ݔ de ܺ telle que Ͳ ൑ ܿ < |ݔ| < ݀ ; 
 ܵ଴ሺܺሻ = Ͳ si et seulement si �ݎሺ|ܺ| < ߝሻ > Ͳ  ∀ߝ > Ͳ, ce qui implique que la nullité 
de cette puissance quand la masse de probabilité discrète est localisée en zéro.  
La démonstration se trouve dans la référence [15].  
Propriété 2.10 : Multiplicativité de �૙ 
Pour tout couple de bruits ሺܺ, ܻሻ et pour toute constante ܿ nous avons 
 ܵ଴ሺܺ ∙ ܻሻ = ܵ଴ሺܺሻ ∙ ܵ଴ሺܻሻ ; 
 ܵ଴ሺܺ/ܻሻ = ܵ଴ሺܺሻ/ܵ଴ሺܻሻ ; 
 ܵ଴ሺܺ௖ሻ = ܵ଴ሺܺሻ௖. 
La démonstration est dans la référence [15].  
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Propriété 2.11 : L’inégalité de valeur absolue de �૙ 
Pour tout couple de bruits ሺܺ, ܻሻ nous avons ܵ଴ሺ|ܺ| + |ܻ|ሻ ൒ ܵ଴ሺܺሻ + ܵ଴ሺܻሻ 
La démonstration est dans la référence [15]. 
2.3.3.3 Puissance géométrique d’une distribution �ࢻ�  
La puissance géométrique d’un bruit ߙ −stable symétrique s’exprime en fonction 
de ߙ et ߛ par [65] ܵ଴ = ݁ଶ�ሺ୪୬|௑|ሻ = ߛଶܥ௚ଶఈ−ଶ                                                       ሺʹ.Ͷʹሻ 
où  ܥ௚ = ݁஼� ≅ ͳ.͹ͺͳͳ est une constante qui exprime l’exponentiel de la constante d’Euler.  
La puissance géométrique nous permet de caractériser des processus impulsifs à 
variance infinie qui apparaissent dans les systèmes de transmission, mais elle ne permet 
pas de caractériser les performances de ces systèmes. Cette puissance permet par la suite 
de définir un nouveau rapport ܴܵܰ que nous appellerons ܴܵܰ géométrique (ܩܴܵܰ). Ce 
nouveau rapport sera bien détaillé dans ce qui suit.  
2.3.3.4 Le rapport signal sur bruit géométrique  
Dans le cadre d’un processus impulsif de variance infinie, le ܴܵܰ standard du 
second ordre est nul et devient donc inutile pour caractériser le système de transmission 
et en présenter les performances. Dans ce cas, il est possible d’utiliser la puissance 
géométrique qui nous permet de définir un indicateur universel : le ܴܵܰ géométrique 
(ܩܴܵܰ). Ce rapport est défini par l’équation  ܩܴܵܰ = ͳʹܥ௚ ∙ ܧ௕ܵ଴                                                                         ሺʹ.Ͷ͵ሻ 
où ܧ௕ est la puissance du signal utile reçu.  
La constante de normalisation ʹܥ௚ garantit que dans le cas gaussien, le ܩܴܵܰ 
redevient le ܴܵܰ standard. 
2.3.4 La simulation d’un bruit ࢻ −stable 
Pour simuler les lois ߙ −stables, il existe un algorithme développé par Chambers 
et al. [72]. Celui-ci permet de générer une loi ܵఈሺߚ, ͳ,Ͳሻ. Pour obtenir une loi ܵఈሺߚ, ߛ, ߜሻ, il 
suffit de faire un changement de variables (propriété 2.5). 
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Première étape  
Elle consiste à générer une loi Φ uniforme sur ] − �ଶ , �ଶ [ est une loi ܹ exponentielle 
de paramètre 1. Pour cela, il fout d’abord générer deux variables aléatoire �ଵet �ଶ 
uniformes sur ]Ͳ,ͳ[. Puis en utilisant le changement de variables suivant 
{ Φ = ��ଵ − �ʹ      ܹ = log ሺͳ − �ଶሻ                                                                    ሺʹ.ͶͶሻ 
nous obtenons bien le résultat désiré. 
Deuxième étape  
Elle consiste à générer une loi ܻ ߙ −stable ܵఈሺߚ, ͳ,Ͳሻ. Pour obtenir cela, il faut 
utiliser la proposition suivante 
Proposition 2.1 Soit Φ une loi  uniforme sur ] − �ଶ , �ଶ [ et ܹ une loi exponentielle de 
paramètre 1, si nous posons 
Pour ߙ ≠ ͳ 
ܻ = ቌsin ߙሺΦ − Φ଴ሻሺcosΦሻଵఈ ቍቆcos(Φ − ߙሺΦ −Φ଴ሻ൯ܹ ቇଵ−ఈఈ                                                   ሺʹ.Ͷͷሻ 
où  Φ଴ = ቀ�ఉଶ ቁ ቀଵ−|ଵ−ఈ|ఈ ቁ. 
 
Pour ߙ = ͳ 
ܻ = �ʹ ൮(ͳʹ � + ߚΦ) tanΦ − ߚ logቌͳʹ �ܹ cosሺΦሻͳʹ � + ߚΦ ቍ)                                             ሺʹ.Ͷ͸ሻ 
alors le bruit ܻ suit une loi ܵఈሺߚ, ͳ,Ͳሻ. 
Exemple 2.2 
 Dans le cas d’une loi ܵߙܵ (c’est-à-dire ߚ = Ͳ), nous avons 
{  ܻ = sinሺߙΦሻሺcosΦሻଵఈ ቆcos(ሺͳ − ߙሻΦ൯ܹ ቇ
ଵ−ఈఈ             ݏ݅      ߙ ≠ ͳܻ = tanΦ                                                             ݏ݅      ߙ = ͳ                                                     ሺʹ.Ͷ͹ሻ 
 Plus particulièrement, dans le cas où ߙ = ʹ, nous avons  ܻ = ݏ݅݊ ʹΦ√ܿ݋ݏΦ(ܿ݋ݏΦܹ )−ଵଶ = ʹ√ܹ ݏ݅݊Φ                                                 ሺʹ.Ͷͺሻ 
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 Enfin, dans le cas où ߙ = ͳ, nous avons ܻ = tanΦ                                                                                    ሺʹ.Ͷͻሻ 
formule connue, qui permet de simuler une loi de Cauchy. 
2.3.5 Statistiques sur les lois symétriques ࢻ −stables  
 Nous savons bien d’après la propriété 2.5 que pour Ͳ <  < ʹ, une loi −stable 
admet des moments d’ordre  ݎ <   uniquement. 
 Nous supposons que nous avons ܰ échantillons ou réalisations ݔଵ, … , ݔ� d’un bruit ܺ qui suit une loi symétrique ߙ −stable ܵߙܵ. Si nous voulons prendre une idée sur la 
valeur de ߙ, nous avons deux méthodes que nous pouvons les utiliser. La première 
méthode est basée sur le test du moment ܧሺ|ܺ|ሻ et la variance du bruit ܺ s’ils sont finis 
ou non. Il y a plusieurs façons pour faire ces tests [25]. La plus utilisée est la façon 
graphique [25]. La deuxième méthode est purement algébrique qui est basée sur 
l’estimation des paramètres de la distribution du bruit ܺ.  
La première méthode : la méthode de test 
Soit à tester la variance par un test graphique. Ce test est très simple et se 
décompose en 2 étapes   
1. Calculer la variance empirique pour différentes valeurs de ݊ ൑ ܰ  ݏ�ଶ = ଵ�∑ ሺݔ௜ − ̅ݔሻଶ�௜=ଵ   où   ̅ݔ =  ଵ�∑ ݔ௜�௜=ଵ  
2. Tracer le graphique ሺ݊, ݏ�ଶሻ. Intuitivement, lorsque ݊ augmente jusqu’à ܰ et 
lorsque la variance est finie, le tracé doit converger et ߙ est égal à ʹ. Au 
contraire, si nous sommes en présence d’une loi à variance infinie, le tracé 
diverge et ߙ est strictement être inférieur à ʹ. 
La figure 2.16 présente les tracés de ݊ = ͷͲͲͲ observations d’un bruit ܵߙܵ pour 
différentes valeurs de ߙ et pour ߛ = ͳ. Nous remarquons que plus ߙ est petit plus le tracé 
présente d’impulsivité. 
La figure 2.17 montre le test graphique de la variance pour les mêmes échantillons 
du bruit de la figure 2.16. Dans la figure 2.17.a, nous remarquons que lorsque ݊ 
augmente, la variance converge vers une valeur fixe égale à 2, ce qui prouve que ߙ = ʹ et 
le bruit est gaussien avec variance �ଶ = ʹߛଶ = ʹ, c’est-à-dire ߛ = ͳ. Dans les deux figures 
2.17.b et 2.17.c, nous observons une divergence de la variance, ce qui signifie que ߙ < ʹ. 
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La deuxième méthode : la méthode d’estimation 
La relation (2.36) nous permet d’écrire pour un bruit ܺ qui suit une loi ܵߙܵ de 
paramètres ߙ et ߛ ߙ = (ܮଶ߰ଵ − ͳʹ)−ଵ/ଶ ,      ߰ଵ = �ଶ͸                                                ሺʹ.ͷͲሻ 
 Si nous approximons l’espérance mathématique par la moyenne arithmétique ou 
empirique dans les expressions de ܮଶ nous trouvons ܮଶ = ܧ ቀ(ln|ܺ| − ܧሺln|ܺ|ሻ൯ଶቁ ≅ ͳܰ ∑(ln|ݔ�| −  ͳܰ ∑ln|ݔ௜|�௜=ଵ )ଶ��=ଵ  
et nous obtenons facilement la valeur estimée de ߙ à partir de (2.50). Par exemple, les 
observations du bruit ܵߙܵ de la figure 2.16.a donnent une valeur estimée de ߙ égale ʹ.Ͳʹʹͳ, celles de la figure 2.16.b donnent une valeur de ͳ.ͷ͵ͲͶ et celles de la figure 2.16.c 
donnent une valeur de Ͳ.ͻͺ͹Ͷ. 
Fig. 2.16 Le tracé de 5000 échantillons d’un  
bruit  �ࢻ�.   (a)  ࢻ = ૛  (b) ࢻ = ૚. � 
(c)  ࢻ = ૚. 
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2.4 Conclusion  
Dans ce chapitre, deux grandes parties qui représentent les bruits impulsifs à 
queues lourdes ont été présentés, à savoir, les distributions gaussiennes généralisées 
abrégées par GGD ou les distributions GG, et les distributions ߙ −stables. 
Dans la première partie, nous avons étudié et comparé différentes techniques pour 
générer des bruits à partir d’une distribution gaussienne généralisée. Dans ce contexte, 
nous avons présenté une procédure en trois étapes basée sur une transformation gamma 
qui donne de bons résultats en temps d’exécution raisonnable. Cette procédure est testé 
pour  ߙ = ͳ/͵. Aussi, nous avons montré que la réalisation du bruit gaussien généralisé 
avec un paramètre de forme ߙ = ͳ/ʹ peut être obtenue grâce à une transformation non 
linéaire formulée en fonction de −ܹଵሺݖሻ de Lambert, avec une précision maîtrisable. 
Autrement dit, nous avons présenté clairement une méthode qui s’applique sans 
équivoque à l’appréciation de la fonction −ܹଵሺݖሻ, qui est très avantageux pour la 
problématique de synthèse du bruit. 
























Fig. 2.17  Test  graphique  de la variance  pour � = �૙૙૙ échantillons d’un bruit �ࢻ�. 
(a)  ࢻ = ૛   (b)  ࢻ = ૚. � (c)  ࢻ = ૚. 
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Nous avons en plus exhibé un algorithme d’approximation simple et rapide pour 
évaluer numériquement la fonction −ܹଵሺݖሻ dans l’intervalle [−ͳ/݁, Ͳ[ avec une précision 
imposée. Cet algorithme peut être sans ambiguïté programmé dans n’importe quel 
langage de programmation. Il offre une tactique unique notamment propice pour la 
simulation de Monte Carlo qui requiert un grand nombre de réalisations du bruit à GGD, 
qui peut concourir à une meilleure cognition et une meilleure maîtrise des signaux non-
gaussiens. 
 L’algorithme d’approximation que nous venons le décrire n’est plus valable que 
pour un paramètre de forme ߙ = ͳ/ʹ. Dès lors, sauf quelques cas particuliers, la méthode 
de l’inversion de la fonction de répartition CDF devient non pratique dans la synthèse 
des bruits à GGD. Dès lors, pour une valeur du paramètre de forme ߙ ≠ ͳ/ʹ nous 
utilisions toujours la technique à trois étapes basée sur une transformation gamma. Le 
temps d’exécution nécessaire pour la génération du bruit à GGD à l’aide de cette 
technique est raisonnable, mais il reste relativement grand par rapport à celui de la 
technique de l’inversion de la CDF. 
Dans la deuxième partie, nous avons présenté une classe particulière des lois 
statistiques, à savoir, les lois ߙ −stables. Ce sont des lois permettant de prendre en 
compte les notions d’asymétrie et de queue lourde. Les lois de Gauss (ߙ = ʹ) et de Cauchy 
(ߙ = ͳ) sont des cas particuliers de lois ߙ −stables. Pour un bruit ߙ −stable (Ͳ < ߙ ൑ ʹ), 
nous avons vu que plus ߙ est petit plus la queue de la loi est lourde, ce qui traduit par la 
présence de fortes impulsions au niveau des observations du bruit. En plus, nous avons 
expliqué le sens et l’influence des autres paramètres d’un tel bruit, ainsi que l’algorithme  
de simulation qui permet de le généré. 
Nous avons constaté que si Ͳ < ߙ < ʹ, la variance d’un bruit ߙ −stable est infinie. 
Ce fait entraine la nullité du rapport signal sur bruit ܴܵܰ, et pour caractériser l’intensité 
d’un tel bruit, une des solutions proposées est d’utiliser les moments d’ordre 
logarithmique [71], où nous avons défini la puissance géométrique d’un bruit et le 
rapport signal sur bruit géométrique ܩܴܵܰ. 
L’un des inconvénients d’une loi ߙ −stable réside dans la non-existence d’une 
expression explicite de sa PDF sauf pour ߙ = ʹ et ߙ = ͳ. En effet, elle est calculée à partir 
d’un calcul d’intégrale aux bornes infinies d’une fonction complexe comme le montre 
l’équation (2.26). 
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Les algorithmes à entrée-sortie douces SISO utilisés dans le décodage itératif,  à 
savoir l’algorithme de Viterbi à sortie douce SOVA et l’algorithme de maximum a 
posteriori MAP, exigent l’expression de la PDF du bruit qui affecte le signal utile pour 
calculer une information extrinsèque fiable, dans le but d’avoir des meilleurs 
performances du décodeur itératif. L’usage de ces algorithmes dans le cas d’un bruit ߙ −stable où ߙ ≠ ͳ et ߙ ≠ ʹ nous oblige alors de passer aux traitements numériques à 
l’aide de la FFT pour surmonter le problème de non-existence de la forme explicite de la 
PDF du bruit [73]. 
Le décodage itératif avec les deux algorithmes SOVA et MAP, fait l’objet du 
chapitre suivant. 
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Chapitre 3   
Le décodage itératif avec les 




Un des plus gros problèmes en théorie du codage consiste à élaborer des 
techniques de décodage efficaces réalisant ou approximant le décodage au maximum de 
vraisemblance ML pour des codes de grande longueur tels que l’algorithme de Viterbi. 
Ces algorithmes prennent des décisions en tenant compte d’un nombre important de 
symboles reçus. Clairement, la décision est d’autant plus fiable que le nombre de 
symboles pris en compte est élevé. En revanche, plus ce nombre est élevé, plus le 
décodeur est complexe. La place mémoire nécessaire devient rapidement très importante, 
de même que les temps de calcul correspondants. Heureusement, un processus de 
décodage itératif d’une complexité moindre peut être appliqué tout en offrant des 
performances quasi-optimales. C’est pourquoi l’avènement du processus de décodage 
itératif, proprement dit turbo décodage, pour les codes concaténés parallèles, il y a deux 
décennies [74], se classe parmi les plus importants développements dans les 
communications numériques modernes dans le dernier demi-siècle. 
Récemment, il a été démontré que les systèmes de décodage itératif peuvent 
fonctionner à des rendements très proches de la limite de Shannon, imposée par le 
théorème du codage sur canaux bruités [75], avec toutefois une complexité raisonnable. 
C’est pour cette raison une grande part de la recherche est focalisée sur l’évaluation des 
performances du décodage itératif pour de futurs DCS filaires et non-filaires, en 
particulier, les systèmes avec codes LDPC irréguliers et les turbo codes qui sont des 
candidats prometteurs pour de futures applications. De plus, le principe turbo a été 
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étendu à l’ensemble des fonctionnalités constituant le récepteur d’un DCS telles que la 
turbo détection dans les domaines des canaux sélectifs en fréquence ou des canaux 
MIMO, la turbo égalisation ou la turbo modulation [76]. 
De manière générale, le décodage itératif consiste à décoder un code par étapes 
successives à l’aide de plusieurs décodeurs à faible coût au lieu de décoder le code avec un 
seul décodeur complexe. Dans chaque itération il y a un échange mutuel d’information 
dite extrinsèque entre les décodeurs élémentaires constitutifs du décodeur itératif. Le 
module de décodage associé à chaque décodeur constitutif est constitué par un 
algorithme à entrée-sortie douces SISO. 
Puisque nous sommes intéressé au décodage itératif des CTC basés sur les codes 
convolutifs RSC, comme il est indiqué à la fin du paragraphe 1.6 dans le chapitre 1, 
alors, nous présentons dans ce chapitre les deux algorithmes SISO généralement utilisés 
pour ce type de décodage, à savoir : l’algorithme de Viterbi à sortie douce SOVA et 
l’algorithme de maximum a posteriori MAP appelé aussi BCJR [77][78][79][80][81]. 
3.2 La métrique de vraisemblance logarithmique (de corrélation)
Nous définissons dans ce paragraphe une grandeur importante dite la métrique de 
vraisemblance logarithmique ou la métrique de corrélation [82]. Cette métrique sera 
utilisée par la suite dans l’algorithme SOVA. 
Une fois codés, les bits d’information sont transmis sur le canal. A la réception, en 
partant des symboles reçus qui comportent, à cause du bruit, des erreurs, il faut trouver 
une règle de décision qui optimise un critère comme par exemple celui de maximiser la 
probabilité de décision correcte [83]. 
Dans un DCS le canal est caractérisé par un alphabet d’entrée, un alphabet de 
sortie et une loi de probabilité de la sortie conditionnellement à l’entrée (probabilité de 
transition).  
Dans le cas d’un canal à bruit de type AWGN à moyenne nulle et de variance �ଶ, et 
le signal à transmettre est modulé avec la modulation BPSK avec une énergie égale à 1 
(voir chapitre 1), le signal reçu s’écrit ܴ� = �ܻ + �ܹ                                                                    ሺ͵.ͳሻ 
où �ܻ = ͳ − ʹ�� est le symbole transmis, �� ∈ {Ͳ, ͳ} est la sortie du turbo code et �ܹ est le 
bruit AWGN de PDF donnée par 
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�ௐሺݓሻ = ͳ�√ʹ� expቆ−ݓଶʹ�ଶ ቇ                                                        ሺ͵.ʹሻ 
Les densités de probabilité de transition du canal s’écrivent alors  ܲሺܴ� �ܻ é݉݅ݏ⁄ ሻ = ͳ�√ʹ� expቆ−ሺܴ� − �ܻሻଶʹ�ଶ ቇ                                       ሺ͵.͵ሻ 
Pour tirer profit de l’information portée par le symbole reçu ܴ� dans la sortie du 
canal, nous devons étudier avec un soin méticuleux les statistiques du bruit impulsif �ܹ, 
du coup, il faut prendre toutes les valeurs possibles de la sortie du canal. Nous parlons 
donc d’un canal à décision douce, souple ou soft. 
 Au niveau du récepteur nous devons trouver à partir de l’observation ܴ� une 
estimation du symbole �ܻ de sorte que la probabilité moyenne de l’erreur de décision soit 
minimisée, donc la probabilité conditionnelle de la relation (3.3) soit maximisée. Le 
principe du ML donne la solution cherchée à ce problème. Le ML cherche à maximiser la 
probabilité ܲሺܴ� �ܻ é݉݅ݏ⁄ ሻ au sens d’Euclid [27], ça veut dire il maximise le logarithme 
népérien de cette probabilité. Nous éliminons toutes les constantes dans l’expression de ln ሺܲሺܴ� �ܻ é݉݅ݏ⁄ ሻሻ nous trouvons l’expression à maximiser qui est −ሺܴ� − �ܻሻଶ. Maximiser 
la dernière expression revient à minimiser la quantité |ܴ� − �ܻ|. Pour que cette dernière 
quantité soit minimale il faut que ܴ� soit de même signe que �ܻ, autrement dit, il faut 
que le produit ܴ� × �ܻ soit positif. Nous pouvons donc définir la métrique de 
vraisemblance logarithmique ou de corrélation comme le produit ܯ = ܴ� × �ܻ qui est une 
mesure de la probabilité ܲሺܴ� �ܻ é݉݅ݏ⁄ ሻ. 
 Pour calculer la métrique ܯ nous utilisons la règle suivante « Sachant que ࢅ� = ૚ − ૛ࢄ�, si ࢄ� = ૙ , alors ࢅ� = ૚, la métrique ࡹ = �� (pas de changement de signe 
de l’observation ��), et si ࢄ� = ૚, alors ࢅ� = −૚, la métrique ࡹ = −�� (il y a un 
changement de signe de ��) » [82]. 
Nous pouvons montrer facilement que cette métrique de corrélation reste valable 
si le bruit envisagé est non-gaussien comme le cas des bruits GG et ܵߙܵ (voir le 
paragraphe 4.3.1.3 du chapitre 4).  
3.3 Les algorithmes de décodage SISO 
Historiquement de nombreux algorithmes existent pour décoder un code 
convolutif. Les premiers algorithmes de Fano [84] puis Viterbi [85] étaient à entrées et 
sorties binaires. L’algorithme de Viterbi, le plus efficace des deux, a d’abord été modifié 
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pour accepter des entrées douces ou souples [86] avec à la clé une amélioration du 
décodage. La concaténation des codes a ensuite poussé l’apparition d’algorithmes de 
décodage à entrées et sorties pondérées SISO tels que l’algorithme SOVA [87] et 
l’algorithme MAP aussi appelé BCJR [88]. Ces deux algorithmes sont couramment 
utilisés pour le décodage de codes représentés en treillis, particulièrement les codes 
convolutifs. La différence entre ces deux algorithmes est que le SOVA calcule le chemin 
dont la vraisemblance est maximale et en plus à chacun des symboles associés aux 
transitions du chemin choisi, il fait correspondre une information de fiabilité en 
approximant sa probabilité a posteriori. Il s’agit donc d’un algorithme de décodage à ML 
par séquence ou par chemin sous optimal. Par contre l’algorithme MAP ou BCJR, il 
calcule de manière exacte la probabilité a posteriori des symboles présents sur les 
branches. Il s’agit donc aussi d’un algorithme à décision MAP qui calcule la probabilité 
de chaque symbole à partir des probabilités de tous les chemins possibles dans le treillis 
entre l’état initial et l’état final. Il est un algorithme optimal d’une maximisation 
symbole par symbole. 
Puisque notre travail est basé sur les CTC présentés dans le chapitre 1, nous 
présentons dans ce paragraphe les deux algorithmes SISO déjà cités SOVA et MAP qui 
seront utilisés pour le décodage itératif des codes CTC.  
3.3.1 Algorithme de Viterbi à sortie douce SOVA 
3.3.1.1 Algorithme de Viterbi classique avec la métrique de corrélation
Parmi les algorithmes les plus utilisés dans le décodage des codeurs convolutifs est 
celui de Viterbi classique qui est surtout basé sur le diagramme en treillis du codeur. Cet 
algorithme suit la règle de décision du ML. Le décodage optimal au sens du ML d’un code 
convolutif est obtenu par la recherche dans le treillis du code de la séquence la plus 
probable au moyen de cet algorithme [89][86][85]. Selon la nature de l’estimation fournie 
par le démodulateur, dure ou douce, les métriques utilisées seront respectivement une 
métrique de Hamming ou une métrique euclidienne (métrique de corrélation). Une 
métrique cumulative dite métrique de branches est évaluée le long du treillis du code. 
Nous appelons survivants les chemins conservés à une certaine étape du décodage. Il y a 
un unique survivant par état, et autant de survivants que d’états. Chaque survivant est 
associé à une valeur de la métrique. A un instant donné, le choix entre deux chemins 
possibles se fait en conservant celui de métrique maximale. Si deux ou plusieurs chemins 
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ont la même métrique, nous en choisissons aléatoirement un survivant parmi les 
candidats possibles. 
Pour présenter clairement l’algorithme de Viterbi classique avec la métrique 
euclidienne de corrélation définie dans le paragraphe précédent, nous supposons que le 
canal de transmission soit de type stationnaire gaussien et sans mémoire avec une 
modulation BPSK. Le codeur convolutif a une longueur de contrainte ܮ. L’algorithme 
peut être partagé en deux parties 
 La première s’étend du début du treillis, ݇ = ͳ jusqu’au niveau ݇ = ܮ = ߥ + ͳ, où ܮ est 
la longueur de contrainte et ߥ est le nombre des registres (mémoire du codeur). Le 
décodage consiste à attribuer une métrique nulle à l’état initial, et à chaque autre état ܵሺ�ଶሻ, atteint par la transition d’un état ܵሺ�ଵሻ, une métrique, qui est la somme des 
métriques à l’état ܵሺ�ଵሻ et la métrique de transition ou de branche. La métrique de 
branche à un niveau ݇ du treillis entre deux états ܵሺ�ଵሻ et ܵሺ�ଶሻ notée �ܯሺ�ଵሻሺ�ଶሻ, est la 
somme des métriques de corrélation des symboles reçus à ce niveau. 
 La deuxième partie s’étend du niveau ݇ = ܮ + ͳ jusqu’au niveau ݇ = [ ே��] + ܮ − ʹ où ܰ 
est la longueur du message, et ݉௘ est le nombre des entrées du codeur. 
Le décodage consiste à choisir la branche pour laquelle la métrique au nœud ܵሺ�ሻ 
sera maximale et éliminer toutes les autres. La branche choisie est appelée ݏݑݎݒ݅ݒܽ݊ݐ et 
les autres branches sont appelées ܿ݋݊ܿݑݎݎ݁݊ݐݏ. Si le choix de plusieurs branches donne la 
même métrique maximale au nœud ܵሺ�ሻ, alors peu importe, nous choisirons une de ces 
branches. Cette opération est répétée avec tous les ʹ�  états, et cela pour tous les niveaux 
de cette partie. A la fin de cette partie nous obtiendrons ʹ�  chemins, desquels le décodeur  
choisira celui qui a la métrique de corrélation la plus grande. 
 En notant, qu’il est nécessaire de stoker ʹ�  chemins jusqu’à la fin, où la décision 
sera prise, nous se rendons compte que le décodeur devient très complexe et nécessite 
une capacité mémoire importante pour une longueur de contrainte importante. 
 Toutefois, lorsque nous examinons les différents survivants à une étape ݇, nous 
remarquons qu’avec une grande probabilité, ils ont tous le même passé entre les étapes ͳ 
et ݇ − ݀݌ + ͳ où ݀݌ est la profondeur de décision [90]. 
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 Nous pouvons par conséquent décider définitivement à l’étape ݇ toutes les données 
émises jusqu’à l’étape ݇ − ݀݌. Comme règle empirique, nous pouvons fixer le paramètre ݀݌ égal à ͷ ou ͸ fois le nombre d’états du décodeur [90]. Avec ces valeurs les 
performances du décodeur sont quasiment les mêmes que lorsque la décision se fait en 
fin de la séquence. 
 Cette stratégie permet de réduire la complexité du décodeur et le retard de 
décision. La complexité d’un décodeur de Viterbi est proportionnelle au nombre d’états de 
treillis. Celui-ci croit exponentiellement avec la longueur de contrainte. Pour cette raison 
les codes utilisés en pratique ont une longueur de contrainte inférieure à 10 [90]. 
Pour un CTC la profondeur de décision ݀݌ peut être prise égale à la taille de 
l’entrelaceur si cette dernière n’est pas importante. 
Exemple 3.1 
Considérons le codeur RSC de la figure 1.4.a dont la représentation en treillis est 
donnée par la figure 1.4.b, le décodage à ML consiste à choisir le chemin correspondant à 
la séquence des symboles qui possède une métrique de corrélation maximale. 
Soit ݀ = ሺͳͳͲͳͳሻ la séquence à envoyer. La sortie du codeur RSC (5,7) est � =ሺͳͳͳͲͲͲͳͲͳͳሻ. La sortie du modulateur est ܻ = ሺ−ͳ − ͳ − ͳ + ͳ + ͳ + ͳ − ͳ + ͳ − ͳ − ͳሻ. 
Cette dernière séquence est envoyée dans le canal bruité. Nous supposons que nous 







Fig. 3.1 Le treillis simplifié du RSC (5,7). 
ܽ = ͲͲ 
ܿ = ͳͲ 
 ܾ = Ͳͳ 
݀ = ͳͳ
 Ͳ/ͲͲ 
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−Ͷ − ͵             − ͵ − ʹ              + ʹ + Ͷ ܯቀܵଷሺ଴ሻቁ = +ʹ,    �ଷሺ଴ሻ = ሺͳͳ,ͳͲ,ͳͳሻ  
ܯቀܵଷሺଵሻቁ = +ͳͶ,   �ଷሺଵሻ = ሺͳͳ,ͳͲ,ͲͲሻ  
ܯቀܵଷሺଶሻቁ = +Ͷ,     �ଷሺଶሻ = ሺͲͲ,ͳͳ,ͳͲሻ  
ܯቀܵଷሺଷሻቁ = +ͺ,      �ଷሺଷሻ = ሺͳͳ,Ͳͳ,ͳͲሻ  
 ܯ ሺܵଵሺ଴ሻሻ  =  Ͳ −Ͷ − ͵ ܯቀܵଶሺ଴ሻቁ = −͹,    �ଵሺ଴ሻ = ሺͲͲሻ  
ܯቀܵଶሺଵሻቁ = +͹,   �ଵሺଵሻ = ሺͳͳሻ 
  
1 = changement du signe 
0 = non changement du signe 
   �ܯሺ଴ሻሺ଴ሻ = ݀ሺͲͲ,−Ͷ − ͵ሻ = −͹  
 




−Ͷ − ͵                    − ͵ − ʹ −͹ −ͷ ܯቀܵଶሺ଴ሻቁ = −ͳʹ,    �ଶሺ଴ሻ = ሺͲͲ,ͲͲሻ  
ܯቀܵଶሺଵሻቁ = −ʹ,       �ଶሺଵሻ = ሺͲͲ,ͳͳሻ  
ܯቀܵଶሺଶሻቁ = +ͺ,       �ଶሺଶሻ = ሺͳͳ,ͳͲሻ  
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Etat/Etape ݇ = ͳ ݇ = ʹ ݇ = ͵ ݇ = Ͷ ݇ = ͷ ݇ = ͸ ܵ�ሺ଴ሻ Ͳ −͹ −ͳʹ ʹ Ͷ ʹʹ ܵ�ሺଵሻ Ø ͹ −ʹ ͳͶ Ͷ ͳͺ ܵ�ሺଶሻ Ø Ø ͺ Ͷ ʹͲ ͳͲ  ܵ�ሺଷሻ Ø Ø ͸ ͺ ͳͶ ͳͺ 
  
ܯቀܵସሺଵሻቁ =  +Ͷ,  �ସሺଵሻ = ሺͲͲ,ͳͳ,ͳͲ,ͲͲሻ  
ܯቀܵସሺ଴ሻቁ =  +Ͷ,  �ସሺ଴ሻ = ሺͲͲ,ͳͳ,ͳͲ,ͳͳሻ  
ܯቀܵସሺଶሻቁ = +ʹͲ,  �ସሺଶሻ = ሺͳͳ,ͳͲ,ͲͲ,ͳͲሻ  
ܯቀܵସሺଷሻቁ = +ͳͶ,   �ସሺଷሻ = ሺͳͳ,ͳͲ,ͲͲ,Ͳͳሻ  
Ͳ Ͳ Ͳ Ͳ +͸ −͸ −͸ 
−Ͷ − ͵        − ͵ − ʹ        + ʹ + Ͷ      − ͵ + ͵ 
            
+͸ 
 Tab. 3.1 Tableau des survivants du treillis de la figure 3.2.  
 
ܯቀܵହሺଵሻቁ = +ͳͺ, �ହሺଵሻ = ሺͳͳ,ͳͲ,ͲͲ,ͳͲ,ͲͲሻ  
ܯቀܵହሺ଴ሻቁ = +ʹʹ, �ହሺ଴ሻ = ሺͳͳ,ͳͲ,ͲͲ,ͳͲ,ͳͳሻ  
ܯቀܵହሺଶሻቁ = +ͳͲ, �ହሺଶሻ = ሺͳͳ,ͳͲ,ͲͲ,Ͳͳ,Ͳͳሻ  
ܯቀܵହሺଷሻቁ = +ͳͺ,  �ହሺଷሻ = ሺͳͳ,ͳͲ,ͲͲ,Ͳͳ,ͳͲሻ  
−ʹ +ʹ +ʹ −ʹ +Ͷ −Ͷ −Ͷ +Ͷ 
−Ͷ − ͵    − ͵ − ʹ  + ʹ + Ͷ − ͵ + ͵  − ͵ + ͳ      
       
Fig. 3.2 L’algorithme de Viterbi classique avec métrique 
de corrélation pour le RSC (5,7).  
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D’après le treillis illustré ci-dessus, le survivant est le chemin qui passe par les 
états : ܵଵሺ଴ሻܵଶሺଵሻܵଷሺଶሻܵସሺଵሻܵହሺଶሻܵ଺ሺ଴ሻ, qui correspond à une séquence de sortie du codeur �ହሺ଴ሻ =ሺͳͳ,ͳͲ,ͲͲ,ͳͲ,ͳͳሻ et une séquence d’entrée estimée ݀̂ = ሺͳͳͲͳͳሻ, qui est exactement la 
séquence envoyée. 
Il est important de signaler qu’un décodeur à décision ferme donne à partir de la 
séquence reçue ܴ la séquence estimée ܻ̂ = ሺ−ͳ − ͳ − ͳ−૚ + ͳ + ͳ − ͳ + ͳ − ͳ+૚ሻ qui 
contient deux erreurs mentionnées en gras. 
3.3.1.2 Algorithme de Viterbi à sortie douce SOVA 
L’algorithme SOVA est une modification de l’algorithme de Viterbi classique pour 
lui permettre d’être utilisé comme élément de décodage dans le turbo décodeur [91][81]. 
Cette modification réside en deux points  
 Le calcul des métriques de branches est modifié pour permettre de prendre en 
compte les informations a priori.  
 L’algorithme est modifié de façon qu’il produise une information de sortie douce 
sous la forme d’information a posteriori d’un rapport logarithmique de 
vraisemblance LLR pour chaque bit décodé. 
Autrement dit, l’algorithme de Viterbi est modifié afin de fournir à sa sortie une 
valeur de confiance ou de fiabilité (approximant une probabilité a posteriori) associée à 
chaque bit décodé. La valeur des bits décodés est toujours donnée par le chemin ߦ ayant 
la métrique de branches (ou la métrique cumulée) maximale ܯሺߦሻ fournie par 
l’algorithme classique. 
La probabilité que le chemin ߦ soit émis sachant la séquence ܴ soit reçue est 
proportionnelle à la probabilité conditionnelle de la séquence ܴ soit reçue sachant le 
chemin ߦ soit émis. Notons ܯሺͳሻ la métrique de branches maximale jusqu’à l’étape ݇ 
dans le treillis avec le bit estimé de ݀� est ݀̂� = ͳ. De même, notons ܯሺͲሻ la métrique de 
branches maximale jusqu’à l’étape ݇ dans le treillis avec le bit estimé de ݀� est ݀̂� = Ͳ. 
Alors le rapport logarithmique de vraisemblance du bit ݀� dans le chemin ߦ est 
approximé par [77] ܮܮܴሺ݀�ሻ ≜ ln ቆܲሺ݀� = ͳ|ܴሻܲሺ݀� = Ͳ|ܴሻቇ ≅ ܯሺͳሻ − ܯሺͲሻ                                  ሺ͵.Ͷሻ 
Cette valeur s’appelle la décision douce ou souple correspondant au bit ݀�. La 
relation (3.4) contient trois membres. Le troisième membre est calculé à partir du treillis 
du codeur en appliquant l’algorithme de Viterbi classique avec la métrique de corrélation 
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euclidienne. Quant au deuxième membre, nous pouvons le développer de plus dans le but 
de calculer ce que nous appelons l’information extrinsèque. Pour ce but, nous devons 
passer par les fondations mathématiques du décodage à décisions douces qui reposent 
sur le théorème de Bayes.  
Soient ܣ௜, ݅ = ͳ,ʹ,⋯ , ܭ, les signaux à transmettre d’un ensemble donné de signaux, 
et soient ܲሺܣ௜ሻ les probabilités a priori de ces signaux. Soit � le signal reçu qui n’est 
qu’un des signaux ܣ௜ corrompu par du bruit. B  est une variable aléatoire continue de 
probabilité ܲሺ�ሻ. L’expression ܲሺܣ௜|�ሻ est la probabilité a posteriori APP du signal ܣ௜ 
sachant que le signal reçu � a été observé. Le détecteur MAP cherche à maximiser l’APP ܲሺܣ௜|�ሻ. Cette dernière s’exprime sous la forme [89]  ܲሺܣ௜|�ሻ = ܲሺ�|ܣ௜ሻܲሺܣ௜ሻܲሺ�ሻ                                                          ሺ͵.ͷሻ 
où ܲሺ�|ܣ௜ሻ est la probabilité conditionnelle du signal observé �, et ܲሺܣ௜ሻ est la probabilité 
a priori du ݅è�௘ signal transmis. Le dénominateur de l’équation (3.5) est donné par  
ܲሺ�ሻ =∑ܲሺ�|ܣ௜ሻܲሺܣ௜ሻ௄௜=ଵ                                                         ሺ͵.͸ሻ 
Notons que ܲሺ�|ܣ௜ሻ est appelée aussi la fonction de vraisemblance. Le critère de 
décision qui consiste à prendre le maximum de ܲሺ�|ܣ௜ሻ parmi les ܭ signaux est le 
principe du ML si les signaux sont équiprobables. 
Si la distribution des signaux ܣ௜ est uniforme, c’est-à-dire les signaux ܣ௜ sont 
équiprobables, or ܲሺ�ሻ est indépendant du signal ܣ௜ transmis, donc maximiser ܲሺܣ௜|�ሻ 
revient à maximiser l’expression ܲሺ�|ܣ௜ሻ. Donc le détecteur basé sur le principe MAP 
fera la même décision que celui basé sur le principe du ML. 
Dans notre étude les signaux ܣ௜ sont les signaux binaires ݀�, donc ܭ = ʹ, et le 
signal reçu � représente la séquence ܴ observée à la sortie du canal. Alors l’équation (3.5) 
devient ܲሺ݀� = ݅|ܴሻ = ܲሺܴ|݀� = ݅ሻܲሺ݀� = ݅ሻܲሺܴሻ  ,       ݅ = Ͳ, ͳ                            ሺ͵.͹ሻ 
La règle de décision MAP consiste à comparer les probabilités APP ܲሺ݀� = Ͳ|ܴሻ et ܲሺ݀� = ͳ|ܴሻ, ensuite à en prendre le maximum, ceci peut se résumer dans l’équation 
suivante  ܲሺ݀� = ͳ|ܴሻ ≶�భ�బ ܲሺ݀� = Ͳ|ܴሻ                                                     ሺ͵.ͺሻ 
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Dans l’équation (3.8) l’hypothèse ܪଵ signifie que le détecteur MAP assigne ݀� à la 
valeur ͳ dans le cas ou ܲሺ݀� = ͳ|ܴሻ est supérieur à ܲሺ݀� = Ͳ|ܴሻ. Dans le cas contraire le 
détecteur MAP choisit ݀� = Ͳ ce qui correspond à l’hypothèse ܪ଴. 
La décision ferme optimale qui donne ݀̂� au sens du MAP est alors la suivante  ݀̂� = {ͳ      ݏ݅       ܲሺ݀� = ͳ|ܴሻ >  ܲሺ݀� = Ͳ|ܴሻͲ      ݏ݅݊݋݊.                                                                                 ሺ͵.ͻሻ 
La décision douce est définie par le rapport logarithmique de vraisemblance LLR 
comme suit (voir l’équation (3.4)) ܮܮܴሺ݀�ሻ ≜  ln [ܲሺ݀� = ͳ|ܴሻܲሺ݀� = Ͳ|ܴሻ]                                                       ሺ͵.ͳͲሻ  
Il s’ensuit, d’après (3.9) et (3.10) que le signe de la décision douce détermine la 
décision ferme et que la valeur absolue de la décision douce détermine la fiabilité de cette 
décision. Il est important à signaler que le LLR obtenu est valable pour un seul bit ou 
symbole. 
Si nous notons par ܴ�̅̅̅̅  toute la séquence reçue ܴ sauf ܴ� qui est le symbole reçu à 
l’instant ݇, nous pouvons écrire grâce à la loi de Bayes ܲሺܴ|݀� = ݅ሻ = ܲሺܴ�̅̅̅̅  |ܴ�, ݀� = ݅ሻ ∙ ܲሺܴ�|݀� = ݅ሻ,              ݅ = Ͳ, ͳ         ሺ͵.ͳͳሻ  
et avec la relation (3.7), le rapport ܮܮܴሺ݀�ሻ peut être décomposé sous la forme [82][92] ܮܮܴሺ݀�ሻ = ln ቆܲሺܴ�|݀� = ͳሻܲሺܴ�|݀� = Ͳሻቇ⏟            ௅௅ோ�ሺோ�ሻ + ln ቆܲሺܴ�̅̅̅̅  |ܴ�, ݀� = ͳሻܲሺܴ�̅̅̅̅  |ܴ�, ݀� = Ͳሻቇ⏟             ௅௅ோ�ሺோ�̅̅ ̅̅  ሻ + lnቆܲሺ݀� = ͳሻܲሺ݀� = Ͳሻቇ⏟          ௅௅ோ�ሺௗ�ሻ                   ሺ͵.ͳʹሻ 
où ܮܮܴ௖ሺܴ�ሻ = ln ቀ�ሺோ�|ௗ�=ଵሻ�ሺோ�|ௗ�=଴ሻቁ est le rapport logarithmique de vraisemblance du canal, ܮܮܴ௘ሺܴ�̅̅̅̅  ሻ = ln ቀ�ሺோ�̅̅ ̅̅  |ோ�,ௗ�=ଵሻ�ሺோ�̅̅ ̅̅  |ோ�,ௗ�=଴ሻቁ est le rapport logarithmique de vraisemblance représentant 
la connaissance acquise grâce au processus de décodage et ܮܮܴ௔ሺ݀�ሻ = ln ቀ�ሺௗ�=ଵሻ�ሺௗ�=଴ሻቁ est le 
rapport logarithmique de vraisemblance a priori. 
Finalement, nous pouvons écrire la sortie douce ܮܮܴሺ݀�ሻ d’un décodeur SOVA 
comme suit [82][92] ܮܮܴሺ݀�ሻ = ܮܮܴ௖ሺܴ�ሻ + ܮܮܴ௘ሺܴ�̅̅̅̅  ሻ +ܮܮܴ௔ሺ݀�ሻ = ܮܮܴ௖ሺܴ�ሻ + �ሺ݀�ሻ                ሺ͵.ͳ͵ሻ 
où la nouvelle quantité �ሺ݀�ሻ = ܮܮܴ௘ሺܴ�̅̅̅̅  ሻ+ܮܮܴ௔ሺ݀�ሻ est appelée information 
extrinsèque, qui est indépendante de ܴ�. 
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Le critère de décision au sens du MAP peut alors s’écrire ݀̂� = {ͳ         ݏ݅      ܮܮܴሺ݀�ሻ > ͲͲ         ݏ݅݊݋݊.                                                                   ሺ͵.ͳͶሻ 
Il s’ensuit que le signe de la décision douce détermine la décision ferme et que la 
valeur absolue de la décision douce détermine la fiabilité de cette décision. 
En particulier, si nous considérons un bruit de type AWGN de moyenne nulle et de 
variance �ଶ qui sera utilisé par la suite dans le chapitre 4, le rapport logarithmique de 
vraisemblance du canal a pour expression 
 
ܮܮܴ௖ሺܴ�ሻ = ln( 
ͳ�√ʹ� exp (−ሺܴ� + ͳሻଶʹ�ଶ )ͳ�√ʹ� exp (−ሺܴ� − ͳሻଶʹ�ଶ )) = − �ʹଶ ܴ�                          ሺ͵.ͳͷሻ 
et l’information extrinsèque �ሺ݀�ሻ devient alors �ሺ݀�ሻ = �ʹଶ ܴ� + ܮܮܴሺ݀�ሻ                                                    ሺ͵.ͳ͸ሻ 
Remarque 3.1 
Généralement �ሺ݀�ሻ et ܮܮܴሺ݀�ሻ sont de même signe [2], alors ݀̂� = {ͳ         ݏ݅          �ሺ݀�ሻ > ͲͲ         ݏ݅݊݋݊.                                                                   ሺ͵.ͳ͹ሻ 
Calcul pratique des ���ሺ��ሻ 
L’approximation du ܮܮܴሺ݀�ሻ indiquée dans l’équation (3.4) est utilisable lorsque 
nous appliquons l’algorithme de Viterbi classique avec la métrique de corrélation dans 
un seul sens du treillis (sens d’aller seulement). Pour améliorer amplement cette 
approximation, nous devons utiliser en plus le sens de retour du treillis, c’est-à-dire nous 
devons appliquer l’algorithme de Viterbi classique dans les deux sens du treillis, aller et 
retour après avoir fermer ce treillis. La fermeture du treillis pour l’algorithme SOVA est 
bien illustré dans le paragraphe 4.2.5.1 dans le chapitre 4.  Avec les mêmes données du 
paragraphe 3.3.1.1, l’algorithme SOVA à utiliser consiste à appliquer l’algorithme de 
Viterbi classique dans les deux sens du treillis, pour calculer le ܮܮܴሺ݀�ሻ de chaque bit 
d’information ݀�, en respectant les étapes suivantes 
 Etape 1 : Le sens d’aller ou direct : Dans ce sens nous appliquons l’algorithme de 
Viterbi classique sur le treillis du codeur de l’étape ݇ = ͳ jusqu’à l’étape finale 
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݇ = ܰ + ͳ, où ܰ est la longueur de l’information envoyée. Cette étape a deux buts. 
Le premier but est de calculer et sauvegarder toutes les métriques de branche qui 
lient les états entre eux. Le deuxième but est de trouver le survivant qui 
correspond à la métrique maximale ܯ�௔�. Les métriques sauvegardées sont 
utilisées par la suite dans le calcul des LLR. 
 Etape 2 : Le sens de retour ou inverse : Le but de cette étape est le calcul des 
contributions minimales dues à la prolongation des chemins (à chaque niveau de 
profondeur et pour chaque nœud). Nous appliquons toujours l’algorithme de 
Viterbi classique sur le treillis du codeur mais dans le sens inverse, donc de l’étape 
finale ݇ = ܰ + ͳ jusqu’à l’étape initiale ݇ = ͳ. Dans cette deuxième phase, nous ne 
calculons et ne sauvegardons que les métriques des états dans toutes les étapes du 
treillis, parce que les métriques de branche sont déjà calculées et sauvegardées 
dans l’étape 1. 
 Etape 3 : Calcul des ���ሺ��ሻ : Le survivant trouvé dans l’étape 1 qui possède une 
métrique notée ܯ�௔�, donne la séquence estimée de la vraie séquence 
d’information. Le ܮܮܴሺ݀�ሻ d’un bit ݀� est pratiquement donné par [82][93] ܮܮܴሺ݀�ሻ =  ܯሺͳሻ − ܯሺͲሻ, ܯሺ݀�ሻ = ܯ�௔�                        ሺ͵.ͳͺሻ 
où ܯሺ݅ሻ est la métrique de branches maximale jusqu’à l’étape ݇ avec la valeur 
estimée de ݀� qui est ݀̂� = ݅ où ݅ = Ͳ, ͳ. La branche du survivant dans l’étape ݇, qui 
correspond au bit ݀�, possède plusieurs concurrents qui correspondent au 
complément de ݀� noté ݀�⨁ͳ. La métrique de branches du meilleur concurrent est 
donnée par la relation [82][93][94] ܯሺ݀�⨁ͳሻ = max �ଵ,�ଶ {ܯ௙ቀܵ�−ଵሺ�ଵሻቁ + �ܯሺ݀�⨁ͳሻ +ܯ௕ሺܵ�ሺ�ଶሻሻ}                 ሺ͵.ͳͻሻ 
où ݉ͳ, ݉ʹ ∈ {Ͳ, ͳ, ʹ,⋯ , ʹ� − ͳ}, ܯ௙ቀܵ�−ଵሺ�ଵሻቁ est la métrique de survivant dans l’état ܵ�−ଵሺ�ଵሻ à l’étape ݇ − ͳ dans le sens d’aller (direct), �ܯሺ݀�⨁ͳሻ est la métrique de 
branche correspond au complément de ݀� qui lie les deux états ܵ�−ଵሺ�ଵሻ et ܵ�ሺ�ଶሻ et ܯ௕ሺܵ�ሺ�ଶሻሻ est la métrique de survivant dans l’état ܵ�ሺ�ଶሻ à l’étape ݇ dans le sens de 
retour (inverse). 
L’algorithme SOVA à utiliser nécessite alors d’appliquer l’algorithme de Viterbi 
classique avec la métrique de corrélation deux fois : la première est dans le sens d’aller 
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(forward) et la seconde est dans le sens inverse (backward). C’est pourquoi cet algorithme 
est parfois appelée SOVA bidirectionnel. 
Pour tirer au clair le calcul pratique du ܮܮܴሺ݀�ሻ nous donnons l’exemple suivant. 
Exemple 3.2  
Nous considérons les mêmes données de l’exemple 3.1. Le treillis fermé illustré ci-
dessous dans la figure 3.3, contient toutes les métriques de branches dans les deux sens. 
Ce qui sont indiquées en orange représentent les métriques des branches, celles 
indiquées en noir sont les métriques cumulatives sur les états en aller et celles indiquées 
en bleu sont les métriques cumulatives sur les états en retour. Le chemin dessiné en 
rouge représente le survivant. Une branche fine ou simple correspond à un bit 












Le survivant est le chemin qui passe par les états : ܵଵሺ଴ሻܵଶሺଵሻܵଷሺଶሻܵସሺଵሻܵହሺଶሻܵ଺ሺ଴ሻ, qui 
correspond à une séquence d’entrée estimée ݀̂ = ሺͳͳͲͳͳሻ, et sa métrique ܯ�௔� = ʹʹ. 
Pour le premier bit ݀ଵ = ͳ, ܯሺͳሻ = ܯሺ݀ଵሻ = ʹʹ et ܯሺͲሻ = ܯሺ݀ଵ⨁ͳሻ = Ͳ − ͹ + ͷ =−ʹ, donc ܮܮܴሺ݀ଵሻ = ʹʹ − ሺ−ʹሻ = ʹͶ.  
Pour le deuxième bit ݀ଶ = ͳ, ܯሺͳሻ = ܯሺ݀ଵሻ = ʹʹ et ܯሺͲሻ = ܯሺ݀ଵ⨁ͳሻ = maxሺ͹ − ͳ +Ͳ, −͹ − ͷ + Ͷሻ = ͸, donc ܮܮܴሺ݀ଶሻ = ʹʹ − ͸ = ͳ͸.  
Fig. 3.3 Calcul des métriques de branches dans les deux sens du treillis. 
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Pour le troisième bit ݀ଷ = Ͳ, ܯሺͳሻ = ܯሺ݀ଵ⨁ͳሻ = maxሺͲ,ʹ, −ͳͲ,ͺሻ = ͺ et ܯሺͲሻ =ܯሺ݀ଵሻ = ʹʹ, donc ܮܮܴሺ݀ଷሻ = ͺ − ʹʹ = −ͳͶ.  
Pour le quatrième bit ݀ସ = ͳ, ܯሺͳሻ = ܯሺ݀ଵሻ = ʹʹ et ܯሺͲሻ = ܯሺ݀ଵ⨁ͳሻ = maxሺͲ,ʹሻ =ʹ, donc ܮܮܴሺ݀ସሻ = ʹʹ − ʹ = ʹͲ. 
Pour le cinquième bit ݀ହ = ͳ, ܯሺͳሻ = ܯሺ݀ଵሻ = ʹʹ et ܯሺͲሻ = ܯሺ݀ଵ⨁ͳሻ = ʹ, donc ܮܮܴሺ݀ହሻ = ʹʹ − ʹ = ʹͲ. 
Par conséquent, ܮܮܴሺ݀ሻ = ሺʹͶ, ͳ͸,−ͳͶ, ʹͲ, ʹͲሻ et nous pouvons vérifier facilement 
que ݀� = ሺͳ + signሺܮܮܴሺ݀�ሻሻ/ʹ . 
3.3.2 Algorithme de maximum a posteriori MAP (ou BCJR) 
L’algorithme BCJR, nommé d’après ses auteurs [88], a été présenté en 1974 
comme une solution alternative pour le décodage de codes convolutifs. Le critère de 
décodage de cet algorithme est la minimisation de la probabilité d’erreur de chaque 
symbole ou chaque bit du message. Il s’agit d’un algorithme optimal pour le décodage des 
codes convolutifs. Tandis que l’algorithme SOVA qui minimise la probabilité d’erreur par 
mot ou par séquence, est un algorithme est sous-optimal. 
L’algorithme BCJR est ainsi capable de fournir, en plus des décisions fermes, une 
estimation de la fiabilité du décodage, qui se base sur la probabilité a posteriori du bit 
concerné. Par conséquent, dans certaines publications, la méthode est citée aussi sous le 
terme d’algorithme Maximum a Posteriori MAP. 
La règle du maximum a posteriori appliquée sur un symbole d’une séquence reçue, 
signifie de prendre le maximum des probabilités a posteriori APP de ce symbole envoyé 
dans le canal. Le calcul de l’APP se base sur l’observation de la séquence reçue, d’où la 
nomination « a posteriori » qui signifie en latin « en partant de ce qui vient après ». Afin 
d’éviter la confusion des termes qui sont utilisés dans la littérature, nous rappelons que 
la notion Algorithme MAP la signifie que la règle de maximum a posteriori associée à un 
symbole a été appliquée. Nous pouvons alors parler de l’algorithme MAP symbole par 
symbole. La règle de maximum a posteriori peut être appliquée à un symbole ou une 
séquence. Dans le cas où cette règle est appliquée à une séquence (ou un mot de code par 
exemple) et que la distribution des mots de source est uniforme, ceci revient exactement 
à appliquer le principe du ML. En effet, il suffit d’appliquer la règle de Bayes afin de 
prouver l’identité entre les deux règles (voir le paragraphe 3.3.1.2). Avec l’algorithme 
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MAP (ou BCJR) à la sortie du décodeur, les bits décodés ne sont pas comparées à un seuil 
donné, les valeurs (des bits) obtenues ne sont pas modifiées (par large approximation ou 
quantification). Dans ce cas, nous pouvons parler d’une décision douce en opposition à 
une décision dure où la valeur du bit à la sortie du décodeur est affectée soit à la valeur 0 
soit à 1. 
Comme dans l’algorithme SOVA, la décision ferme optimale qui donne ݀̂� au sens 
du MAP est alors la suivante  ݀̂� = {ͳ      ݏ݅       ܲሺ݀� = ͳ|ܴሻ >  ܲሺ݀� = Ͳ|ܴሻͲ      ݏ݅݊݋݊.                                                                                 ሺ͵.ʹͲሻ 
et la décision douce ou souple est définie par  ܮܮܴሺ݀�ሻ ≜  ln [ܲሺ݀� = ͳ|ܴሻܲሺ݀� = Ͳ|ܴሻ]                                                         ሺ͵.ʹͳሻ  
Ce rapport logarithmique est valable pour un seul bit ou symbole. Il faut noter que 
le signe du ܮܮܴሺ݀�ሻ détermine la décision ferme optimale au sens du MAP, et que sa 
valeur absolue détermine la fiabilité de cette décision. 
Exactement comme dans le cas de L’algorithme SOVA, le ܮܮܴሺ݀�ሻ peut s’écrire 
sous la forme de la somme du rapport logarithmique de vraisemblance du canal ܮܮܴ௖ሺܴ�ሻ 
et l’information extrinsèque �ሺ݀�ሻ du bit ݀� qui est indépendante de ܴ�, où ܴ� est le 
symbole observé à la sortie du canal à l’instant ݇. Nous écrivons alors �ሺ݀�ሻ = ܮܮܴሺ݀�ሻ − ܮܮܴ௖ሺܴ�ሻ                                                ሺ͵.ʹʹሻ 
sachant que ܮܮܴ௖ሺܴ�ሻ = ln ቆܲሺܴ�|݀� = ͳሻܲሺܴ�|݀� = Ͳሻቇ                                             ሺ͵.ʹ͵ሻ 
Nous pouvons calculer le ܮܮܴ௖ሺܴ�ሻ pour les trois types du bruit qui seront utilisés 
par la suite avec l’algorithme MAP dans notre simulation numérique (voir chapitre 4).  
 Pour un bruit GG de moyenne nulle, de variance �ଶ et de PDF donnée par (2.1), 
nous trouvons 
ܮܮܴ௖ሺܴ�ሻ = ቆ�ଶ Γሺͳ/ߙሻΓሺ͵/ߙሻቇ−ఈ/ଶ ∙ ሺ|ܴ� − ͳ|ఈ − |ܴ� + ͳ|ఈሻ           ሺ͵.ʹͶሻ 
 Pour un bruit gaussien de moyenne nulle et de variance �ଶ, il suffit de mettre ߙ = ʹ dans l’équation (3.24), nous trouvons l’équation (3.15). 
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 Pour un bruit impulsif ܵߙܵ de Cauchy de paramètre de dispersion ߛ et de PDF �௑ሺݔሻ = ఊ�ሺ�మ+ఊమሻ , nous obtenons l’expression ܮܮܴ௖ሺܴ�ሻ = ln [ሺܴ� − ͳሻଶ  +  ߛଶሺܴ� + ͳሻଶ  +  ߛଶ]                                                  ሺ͵.ʹͷሻ 
3.3.2.1 Notations et règle de décision 
Afin d’appliquer le principe MAP aux turbo codes CTC, considérons un RSC de 
rendement 1/2 (voir chapitre 1, figure 1.4.a). Nous allons adopter les notations suivantes  
 ݀� = ݅, ݅ = Ͳ, ͳ le bit d’information présent à l’entrée du codeur à l’instant ݇ ; 
 ߥ = ܮ − ͳ est la mémoire du codeur et ܮ est la longueur de contrainte ; 
 ܵ� = ܵ�ሺ�ሻ = ݉, ݉ =  Ͳ, ͳ,··· , ʹெ − ͳ est l’état du codeur à l’instant ݇ ; 
 ܰ est la taille de la séquence à coder (ou encore la longueur du bloc exprimée en bits) ; 
 ሺ݀ଵ , ⋯ , ݀� , ⋯ , ݀ே ሻ = ሺ�ଵ�, ⋯ , ���, ⋯ , �ே� ሻ est la séquence à coder ; 
 ሺ�ଵ�, ⋯ , ���, ⋯ , �ே� ሻ est appelée la séquence systématique ; 
 ሺ�ଵ�, ⋯ , ���, ⋯ , �ே�ሻ est la séquence de parité à la sortie du codeur RSC ; 
 ܴ� = ሺݎ�ௌ , ݎ��ሻ est la version bruitée de ሺ��ௌ , ���ሻ à l’ instant ݇ ; 
 ܴଵே = ሺܴଵ, ܴଶ, ⋯ , ܴேሻ est la séquence reçue bruitée (sortie du canal). 
En supposant que la séquence reçue est ܴଵே, l’expression du LLR devient  
ܮܮܴሺ݀�ሻ = ln [ܲሺ݀� = ͳ|ܴଵேሻܲሺ݀� = Ͳ|ܴଵேሻ]                                                      ሺ͵.ʹ͸ሻ 
Le calcul de l’APP ܲሺ݀� = ݅|ܴଵேሻ, ݅ =  Ͳ, ͳ s’avère complexe, d’où l’idée d’introduire 
la probabilité conjointe JD définie par  ��௜ ሺ݉ሻ = ܲሺ݀� = ݅, ܵ� = ݉|ܴଵேሻ                                                       ሺ͵.ʹ͹ሻ 
donc l’APP d’un bit décodé ݀�, peut s’exprimer en fonction de la JD et est égale à  ܲሺ݀� = ݅|ܴଵேሻ = ∑ ��௜ ሺ݉ሻଶ�−ଵ�=଴                                                              ሺ͵.ʹͺሻ 
où ݅ =  Ͳ, ͳ et la sommation est sur les ʹ� états du codeur. 
En remplaçant l’expression de la probabilité conjointe dans l’équation (3.26), nous 
obtenons  ܮܮܴሺ݀�ሻ = ln [∑ ��ଵሺ݉ሻଶ�−ଵ�=଴∑ ��଴ሺ݉ሻଶ�−ଵ�=଴ ]                                                           ሺ͵.ʹͻሻ 
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Le décodeur MAP peut faire la décision sur le bit décodé en comparant le ܮܮܴሺ݀�ሻ 
à un seuil égal a zéro  
Si ܮܮܴሺ݀�ሻ > Ͳ le bit décodé est ͳ                                               ሺ͵.͵Ͳሻ 
Si ܮܮܴሺ݀�ሻ < Ͳ le bit décodé est Ͳ                                               ሺ͵.͵ͳሻ 
Notons que l’expression de la JD diffère d’un auteur à un autre. Dans l’algorithme 
d’origine BJRC [88], JD a été définie sous forme de deux équations  ��ሺ݉ሻ = ܲሺܵ� = ݉|ܴଵேሻ                                                            ሺ͵.͵ʹሻ ��ሺ݉′,݉ሻ = ܲሺܵ�−ଵ = ݉′, ܵ� = ݉, ܴଵேሻ                                                ሺ͵.͵͵ሻ 
En analysant, la deuxième équation (3.33), nous remarquons que ceci revient à 
calculer la JD en la multipliant par une constante. En effet, nous travaillons dans un 
espace binaire donc le passage d’un état a un autre (nous supposons que le codeur est 
représenté sous forme de treillis) est provoqué par un bit d’entrée. En supposant que le 
passage de l’état ܵ�−ଵ = ݉′ à l’état ܵ� = ݉ est provoqué par le bit ݀�−ଵ = ݅ et en 
appliquant ceci à �� nous obtenons     ��ሺ݉′, ݉ሻ = ܲሺܵ�−ଵ = ݉′, ܵ� = ݉,ܴଵேሻ                                       = ܲሺܵ�−ଵ = ݉′, ܵ� = ݉|ܴଵேሻ ∙ ܲሺܴଵேሻ                                     = ܲሺ݀�−ଵ = ݅, ܵ� = ݉|ܴଵேሻ ∙ ܲሺܴଵேሻ  = ��−ଵ௜ ሺ݉ሻ ∙ ܲሺܴଵேሻ                                                             ሺ͵.͵Ͷሻ 
La majorité des auteurs ont adopté la définition de la probabilité conjointe que 
nous avons présenté en premier (équation (3.27)). En revanche, le développement de la 
JD afin de simplifier le LLR est beaucoup plus diversifié. Pour notre part, nous avons 
adopte le dernier développement utilisé par [95][38]. Évidemment, la façon dont 
l’expression est développée affectera le nombre d’opérations ou plus c’est-à-dire la 
complexité de l’algorithme MAP. A l’origine du MAP est l’article phare paru en 1993 [96]. 
Les auteurs de ce dernier article ont adopté une version modifiée de l’algorithme original 
BCJR. Cette version a été appelée BCJR modifiée du fait qu’elle a été adoptée en 
particulier pour le codes RSC. 
Dans ce paragraphe, nous allons décrire la dernière version de l’algorithme MAP 
utilisée dans les références [97][98][99], qui sera utilisé dans la suite de cette thèse. 
Il est bon de noter qu’il existe plusieurs variantes de l’algorithme MAP visant à 
réduire sa complexité. Les plus connues sont les algorithmes Log-MAP et Max-Log-MAP 
[100], mais ils restent des algorithmes sous optimaux contrairement à l’algorithme 
primitif MAP. 
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3.3.2.2 L’Algorithme MAP utilisé 
3.3.2.2.1 Expression de la probabilité conjointe 
En notant que les observations ܴ� sont indépendantes et en utilisant des relations 
les plus élémentaires en probabilité, nous pouvons développer l’expression de la 
probabilité conjointe sous la forme suivante  ��௜ ሺ݉ሻ = ܲሺ݀� = ݅, ܵ� = ݉|ܴଵேሻ              = ܲ(݀� = ݅, ܵ� = ݉,ܴଵ�−ଵ, ܴ�ே)ܲሺܴଵேሻ               = ܲ(ܴଵ�−ଵ|݀� = ݅, ܵ� = ݉,ܴ�ே) ∙ ܲሺ݀� = ݅, ܵ� = ݉,ܴ�ேሻܲሺܴଵேሻ               = ܲ(ܴଵ�−ଵ|݀� = ݅, ܵ� = ݉,ܴ�ே) ∙ ܲሺ݀� = ݅, ܵ� = ݉,ܴ�, ܴ�+ଵே ሻܲሺܴଵேሻ       = ܲ(ܴଵ�−ଵ|݀� = ݅, ܵ� = ݉,ܴ�ே) ∙ ܲሺܴ�+ଵே |݀� = ݅, ܵ� = ݉,ܴ�ሻ ∙ ܲሺ݀� = ݅, ܵ� = ݉, ܴ�ሻ  ܲሺܴଵேሻ  ሺ͵.͵ͷሻ 
Nous allons définir la métrique d’état en avant FSM par ߙ�ሺ݉ሻ = ܲ(ܴଵ�−ଵ|݀� = ݅, ܵ� = ݉,ܴ�ே)                                                 ሺ͵.͵͸ሻ 
or les observations produites après l’instant ݇ n’influencent pas les observations qui les 
ont précédés, donc l’équation précédente se réduit à  ߙ�ሺ݉ሻ = ܲ(ܴଵ�−ଵ|ܵ� = ݉)                                                          ሺ͵.͵͹ሻ 
De même nous définissons aussi la métrique d’état en arrière BSM comme  ߚ�ሺ݉ሻ = ܲሺܴ�ே|ܵ� = ݉ሻ                                                             ሺ͵.͵ͺሻ 
Nous définissons la métrique de branche BM par  ��௜ ሺ݉ሻ = ܲሺ݀� = ݅, ܵ� = ݉,ܴ�ሻ                                                ሺ͵.͵ͻሻ 
En remplaçant les expressions des FSM, BSM et BM dans l’équation (3.35)  ��௜ ሺ݉ሻ = ߙ�ሺ݉ሻ ∙ ܲሺܴ�+ଵே |݀� = ݅, ܵ� = ݉,ܴ�ሻ ∙ ��௜ ሺ݉ሻܲሺܴଵேሻ                = ߙ�ሺ݉ሻ ∙ ܲሺܴ�+ଵே |ܵ�+ଵ = �ሺ݅,݉ሻሻ ∙ ��௜ ሺ݉ሻܲሺܴଵேሻ  = ߙ�ሺ݉ሻ ∙ ߚ�+ଵሺ�ሺ݅,݉ሻሻ ∙ ��௜ ሺ݉ሻܲሺܴଵேሻ                                                              ሺ͵.ͶͲሻ 
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En connaissant l’état du codeur ܵ� = ݉ et le bit d’entrée ݀� = ݅ à l’instant ݇, l’état 
successeur ܵ�+ଵ peut se noter sous la forme ܵ�+ଵ = �ሺ݅,݉ሻ. L’égalité précédente signifie 
que l’état précédent de ܵ�+ଵ est l’état ݉ et que le bit d’entrée à l’instant ݇ est ݀� = ݅.  
Finalement, en remplaçant l’expression de la probabilité conjointe dans l’équation 
(3.29), nous obtenons  ܮܮܴሺ݀�ሻ = ln [∑ ߙ�ሺ݉ሻ ∙ ߚ�+ଵሺ�ሺͳ,݉ሻሻ ∙ ��ଵሺ݉ሻଶ�−ଵ�=଴∑ ߙ�ሺ݉ሻ ∙ ߚ�+ଵሺ�ሺͲ,݉ሻሻ ∙ ��଴ሺ݉ሻଶ�−ଵ�=଴ ]                               ሺ͵.Ͷͳሻ 
D’après l’équation (3.41), le LLR est en fonction des trois expressions définies 
précédemment : FSM, BSM et BM. Donc, il suffit de calculer ces trois expressions afin de 
fournir une valeur pour le LLR. Nous allons d’abord simplifier l’expression de la FSM 
ensuite celle de la BSM et finalement celle de la métrique de branche BM. 
3.3.2.2.2 Expression de la métrique d’état en avant FSM 
Nous pouvons remarquer que la FSM à l’instant ݇ dépend de la séquence reçue ܴଵ� 
qui précède l’instant ݇ (ou au plus jusqu’à l’instant ݇). En utilisant la règle de Bayes, 
nous pouvons exprimer la métrique d’état en avant sous la forme ߙ�ሺ݉ሻ = ܲ(ܴଵ�−ଵ|ܵ� = ݉)          = ∑ ∑ܲ(݀�−ଵ = ݆, ܵ�−ଵ = ݉′, ܴଵ�−ଵ|ܵ� = ݉)ଵ௝=଴ଶ�−ଵ�′=଴           = ∑ ∑ܲ(ܴଵ�−ଶ|ܵ� = ݉, ݀�−ଵ = ݆, ܵ�−ଵ = ݉′, ܴ�−ଵ) ∙ ܲሺ݀�−ଵ = ݆, ܵ�−ଵ = ݉′, ܴ�−ଵ|ܵ� = ݉ሻଵ௝=଴ଶ�−ଵ�′=଴  
Sachant que le passage de l’état ܵ�−ଵ = ݉′ a été provoqué par le bit ݀�−ଵ = ݆, nous 
pouvons compacter ces informations sous la forme ܵ�−ଵ = ܾሺ݆, ݉ሻ. Ceci signifie que l’état ܵ�−ଵ est l’état qui précède l’état ܵ� = ݉ sachant que le bit d’entrée au codeur à l’ instant 
(݇ − ͳ) est égal ݆. 
ߙ�ሺ݉ሻ = ∑ ∑ܲ(ܴଵ�−ଶ|ܵ�−ଵ = ܾሺ݆,݉ሻ) ∙ ܲሺ݀�−ଵ = ݆, ܵ�−ଵ = ܾሺ݆,݉ሻ, ܴ�−ଵሻଵ௝=଴ଶ�−ଵ�′=଴   = ∑ߙ�−ଵ(ܾሺ݆,݉ሻ) ∙ ��−ଵ௝ (ܾሺ݆,݉ሻ)ଵ௝=଴                                                                         ሺ͵.Ͷʹሻ 
Nous pouvons déduire que la métrique d’état à l’instant ݇ s’exprime en fonction de 
la FSM à l’instant ݇ − ͳ d’où la nomination « en avant ». En effet, il faut connaître la 
valeur initiale à l’instant ݇ = Ͳ afin d’avancer aux instants suivants. 
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La métrique d’état en avant peut être schématisée sous forme graphique comme à 










3.3.2.2.3 Expression de la métrique d’état en arrière BSM 
Contrairement à la FSM, la métrique d’état en arrière a l’instant ݇ dépend de la 
séquence reçue après cet instant ݇ (ou à partir de l’instant ݇) et jusqu’à recevoir la 
totalité de la séquence (instant ܰ). En utilisant encore la règle de Bayes, nous pouvons 
exprimer la métrique d’état en arrière BSM sous la forme  ߚ�ሺ݉ሻ = ܲሺܴ�ே|ܵ� = ݉ሻ                                                                                                                                              = ∑ ∑ܲሺ݀� = ݆, ܵ�+ଵ = ݉′, ܴ�ே|ܵ� = ݉ሻଵ௝=଴                                                                              ଶ�−ଵ�′=଴   = ∑ ∑ܲሺܴ�+ଵே |ܵ� = ݉, ݀� = ݆, ܵ�+ଵ = ݉′, ܴ�ሻ ∙ ܲሺ݀� = ݆, ܵ�+ଵ = ݉′, ܴ�|ܵ� = ݉ሻଵ௝=଴  ଶ�−ଵ�′=଴  ߚ�ሺ݉ሻ =∑ܲሺܴ�+ଵே |ܵ�+ଵ = �ሺ݆, ݉ሻሻ ∙ ܲሺ݀� = ݆, ܵ� = ݉,ܴ�ሻଵ௝=଴ =∑ߚ�+ଵ(�ሺ݆,݉ሻ) ∙ ��௝ሺ݉ሻଵ௝=଴     ሺ͵.Ͷ͵ሻ 
Nous pouvons déduire que la BSM à l’ instant ݇ s’exprime en fonction de la BSM à 
l’instant ݇ + ͳ d’où la nomination « en arrière ». En effet, il faut connaitre la valeur 
initiale à l’ instant ݇ = ܰ afin de reculer dans le treillis et de calculer les BSM 
précédentes. La métrique d’état en arrière peut être aussi schématisée sous forme 
graphique à la figure 3.5. 
Fig. 3.4 Représentation graphique de la métrique d’état en avant. 
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3.3.2.2.4 Calcul de la métrique de branche BM 
Comme nous l’avons indiqué précédemment le calcul de la métrique de branche est 
nécessaire afin de calculer le logarithme du rapport de vraisemblance. D’après 
l’expression de ��௜  (équation (3.39)), la BM à l’instant ݇ dépend seulement de l’instant 
même et non plus des instants précédents ou suivants d’où la nomination métrique de 
branche. ��௜ ሺ݉ሻ = ܲሺ݀� = ݅, ܵ� = ݉, ܴ�ሻ  = ܲሺܴ�|݀� = ݅, ܵ� = ݉ሻ ∙ ܲሺ݀� = ݅, ܵ� = ݉ሻ = ܲሺܴ�|݀� = ݅, ܵ� = ݉ሻ ∙ ܲሺܵ� = ݉|݀� = ݅ሻ ∙ ܲሺ݀� = ݅ሻ                                   ሺ͵.ͶͶሻ 
En remplaçant ܴ� = ሺݎ��, ݎ��ሻ dans l’équation précédente nous obtenons  ��௜ ሺ݉ሻ = ܲሺݎ��|݀� = ݅, ܵ� = ݉ሻ ∙ ܲ(ݎ��|݀� = ݅, ܵ� = ݉) ∙ ܲሺܵ� = ݉|݀� = ݅ሻ ∙ ܲሺ݀� = ݅ሻ     ሺ͵.Ͷͷሻ 
Les deux premiers termes de la métrique de branche dépendent des symboles 
recueillis à la sortie du canal. Donc le type du canal utilisé affecte effectivement 
l’expression de la BM. 
Nous pouvons exprimer la BM pour les trois canaux suivants (qui seront utilisés 
par la suite dans le chapitre 4) 
a. Canal à bruit de type GG de moyenne nulle et de variance �૛ 
Nous pouvons exprimer respectivement la densité de probabilité de l’information 
reçue et celle de l’information de parité reçue de l’équation (3.45) comme suit ܲሺݎ��|݀� = ݅, ܵ� = ݉ሻ = ߙʹ ∙ ܣ ∙ Γሺͳ/ߙሻ expሺ−|ሺݎ�� − ሺͳ − ʹ݅ሻሻ/ܣ|ఈሻ                                  ሺ͵.Ͷ͸ሻ 
Fig.3.5 Représentation graphique de la métrique d’état en arrière.  
��଴ሺ݉ሻ ߚ�+ଵ(�ሺͲ,݉ሻ) ݆ = Ͳ 
݆ = ͳ 
�݊ݏݐܽ݊ݐ : ݇                           ݇ + ͳ 
ߚ�+ଵ(�ሺͳ,݉ሻ) ��ଵሺ݉ሻ 
ߚ�ሺ݉ሻ 
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ܲ(ݎ��|݀� = ݅, ܵ� = ݉) = ߙʹ ∙ ܣ ∙ Γሺͳ/ߙሻ exp(−|ሺݎ�� − ሺͳ − ʹܿ�௜ ሻሻ/ܣ|ఈ)                             ሺ͵.Ͷ͹ሻ 
où ܣ = ቀ�ଶ ∙ Γሺଵ/ఈሻΓሺଷ/ఈሻቁଵ/ଶ,  Γሺ�ሻ = ∫ ݐ�−ଵ݁−௧݀ݐ+∞଴ ,     � > Ͳ et ܿ�௜  est le bit codé sachant ݀� = ݅ et ܵ� = ݉. 
En remplaçant les deux précédentes expressions dans l’équation (3.45), la 
métrique de branche devient ��௜ ሺ݉ሻ = ߙʹ ∙ ܣ ∙ Γሺͳ/ߙሻ expሺ−|ሺݎ�� − ሺͳ − ʹ݅ሻሻ/ܣ|ఈሻ ∙ ߙʹ ∙ ܣ ∙ Γሺͳ/ߙሻ exp(−|ሺݎ�� − ሺͳ − ʹܿ�௜ ሻሻ/ܣ|ఈ)∙ ͳʹ� ∙ ܲሺ݀� = ݅ሻ 
= ͳʹ� ∙ ܲሺ݀� = ݅ሻ ∙ ( ߙʹ ∙ ܣ ∙ Γሺͳ/ߙሻ)ଶ∙ exp ቀ−ܣ−ఈ(|ሺݎ�� − ሺͳ − ʹ݅ሻሻ|ఈ + |ሺݎ�� − ሺͳ − ʹܿ�௜ ሻሻ|ఈ)ቁ = ܥሺߥ, ߙ, �ሻ ∙ ܲሺ݀� = ݅ሻ ∙ exp ቀ−ܣ−ఈ(|ሺݎ�� − ሺͳ − ʹ݅ሻሻ|ఈ + |ሺݎ�� − ሺͳ − ʹܿ�௜ ሻሻ|ఈ)ቁ            ሺ͵.Ͷͺሻ 
où la grandeur ܥሺߥ, ߙ, �ሻ ne dépend pas de la variable ݅ et de l’état ݉, et va disparaître 
dans l’expression du ܮܮܴሺ݀�ሻ. 
b. Canal à bruit de type AWGN de moyenne nulle et de variance �૛ 
 Nous posons ߙ = ʹ dans l’équation (3.48), la métrique de branche ��௜ ሺ݉ሻ pour un 
canal AWGN s’écrit ��௜ ሺ݉ሻ = ܥሺߥ, �ሻ ∙ ܲሺ݀� = ݅ሻ ∙ exp ቆ− ͳʹ�ଶ ((ݎ�� − ሺͳ − ʹ݅ሻ)ଶ + ቀݎ�� − (ͳ − ʹܿ�௜ )ቁଶ)ቇ 
                      = ܥሺߥ, �ሻ ∙ ܲሺ݀� = ݅ሻ ∙ expቌ− ଵଶ�మ (ሺݎ��ሻଶ − ʹݎ��ሺͳ − ʹ݅ሻ + ሺͳ − ʹ݅ሻଶ⏟    =ଵ + (ݎ��)ଶ −
                                                                                                                               ʹݎ��(ͳ − ʹܿ�௜ ) + (ͳ − ʹܿ�௜ )ଶ⏟      =ଵ )ቍ = ܥሺߥ, �ሻ ∙ exp ቆ− ͳʹ�ଶ ቀሺݎ��ሻଶ − ʹݎ�� + (ݎ��)ଶ − ʹݎ�� + ʹቁቇ⏟                                    =�ሺ�,�,௥��,௥��ሻ                                                  ∙ ܲሺ݀� = ݅ሻ ∙ exp ቆ− �ʹଶ (ݎ�� ∙ ݅ + ݎ�� ∙ ܿ�௜ )ቇ                                                                  ሺ͵.Ͷͻሻ 
où ܥሺߥ, �, ݎ��, ݎ��ሻ va disparaître lorsque nous faisons le LLR. 
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c. Canal à bruit de type ࡿ�ࡿ de Cauchy de paramètre de dispersion � 
 Pour ce canal, nous avons ܲሺݎ��|݀� = ݅, ܵ� = ݉ሻ =  ߛ�ሺሺݎ�� − ሺͳ − ʹ݅ሻሻଶ  +  ߛଶሻ                                       ሺ͵.ͷͲሻ ܲ(ݎ��|݀� = ݅, ܵ� = ݉) = ߛ�(ݎ�� − ሺͳ − ʹܿ�௜ ሻሻଶ  +  ߛଶ)                                      ሺ͵.ͷͳሻ 
et la métrique de branche devient  ��௜ ሺ݉ሻ = ͳʹ� ∙ ܲሺ݀� = ݅ሻ ∙ ߛ�ሺሺݎ�� − ሺͳ − ʹ݅ሻሻଶ  +  ߛଶሻ ∙ ߛ�(ݎ�� − ሺͳ − ʹܿ�௜ ሻሻଶ  +  ߛଶ)              = ͳʹ� ∙ ܲሺ݀� = ݅ሻ ∙  ߛଶ �ଶሺሺݎ�� − ሺͳ − ʹ݅ሻሻଶ  +  ߛଶሻ ∙ (ݎ�� − ሺͳ − ʹܿ�௜ ሻሻଶ  +  ߛଶ) = ܥሺߥ, ߛሻ ∙ ܲሺ݀� = ݅ሻ ∙ ͳሺሺʹ݅ − ͳሻݎ��  + ℎሺݎ��ሻሻ ∙ (ሺʹܿ�௜ − ͳሻݎ��  + ℎሺݎ��ሻ)                             ሺ͵.ͷʹሻ 
où ℎሺݔሻ = ሺ ݔଶ + ߛଶ + ͳሻ/ʹ,  ሺͳ − ʹ݅ሻଶ = ሺͳ − ʹܿ�௜ ሻଶ = ͳ et le coefficient ܥሺߥ, ߛሻ se simplifie 
en faisant le LLR. 
Exemple 3.3 
Nous considérons les données de l’exemple 3.1. La séquence à envoyer est ݀ =ሺͳͳͲͳͳሻ. La sortie du codeur RSC (5,7) est � = ሺͳͳͳͲͲͲͳͲͳͳሻ. La sortie du modulateur 
est ܻ = ሺ−ͳ − ͳ − ͳ + ͳ + ͳ + ͳ − ͳ + ͳ − ͳ − ͳሻ. Nous supposons que la séquence ܻ est 
envoyée dans un canal AWGN. Nous supposons que nous avons trouvé à la sortie du 
canal les observations ܴ = ሺݎ�, ݎ�ሻ = ሺ−Ͷ − ͵  − ͵ − ʹ + ʹ + Ͷ − ͵ + ͵ − ͵ + ͳሻ. Nous 
pouvons alors calculer la variance du bruit ܹ à partir de la relation (3.1). 
Nous considérons qu’à la sortie du codeur RSC la probabilité d’avoir un 0 est égale 
à celle d’avoir un 1, c’est-à-dire ܲሺ�� = Ͳሻ = ܲሺ�� = ͳሻ = ͳ/ʹ. Dans ce cas nous avons �ሺܻሻ = ͳ/ʹ ∙ ሺ−ͳሻ + ͳ/ʹ ∙ ሺ+ͳሻ = Ͳ et ݒܽݎሺܻሻ = ͳ/ʹ ∙ ሺ−ͳሻଶ + ͳ/ʹ ∙ ሺ+ͳሻଶ = ͳ. Ipso facto, ݒܽݎሺܴሻ = ݒܽݎሺܻሻ + ݒܽݎሺܹሻ = ͳ + �ଶ, c’est-à-dire �ଶ = ݒܽݎሺܴሻ − ͳ                                                        ሺ͵.ͷ͵ሻ 
Une application numérique donne �ଶ ≅ ͹.ͺͶ. 
Pour un bruit AWGN toujours, la BM est donnée par l’équation (3.49). Si nous 
supposons que les bits d’information ݀� sont équiprobables, c’est-à-dire ܲሺ݀� = Ͳሻ =ܲሺ݀� = ͳሻ = ͳ/ʹ, cette BM s’écrit sous la forme ��௜ ሺ݉ሻ = ܥ݁− మ�మሺ௥��∙௜+௥��∙௖�� ሻ. Puisque la 
constante ܥ va disparaître en faisant le rapport LLR, nous pouvons mettre ܥ = ͳ, et la 
BM devient tout simplement comme suit ��௜ ሺ݉ሻ = ݁− ଶ�మሺ௥��∙௜+௥��∙௖�� ሻ                                                         ሺ͵.ͷͶሻ 
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A un instant ݇, dans chaque nœud (état) ݉ du treillis de la figure 3.6, il existe 
deux métriques d’état, une en avant notée ߙ�ሺ݉ሻ et une autre en arrière notée ߚ�ሺ݉ሻ, et 
à partir du même nœud ݉ elles partent deux branches, une correspond à un bit d’entrée ݀� = Ͳ (ou ݅ = Ͳ) et qui possède une métrique de branche notée ��଴ሺ݉ሻ et une autre 
correspond à un bit ݀� = ͳ (ou ݅ = ͳ) et qui possède une métrique de branche notée ��ଵሺ݉ሻ. 
Ces deux métriques de branche dépendent des deux symboles ݎ�� et  ݎ�� reçus à l’instant ݇. 
L’écriture binaire qui contient un slash sur les branches du treillis est formée de trois 
bits. Le premier bit représente le bit d’entrée du codeur noté ݀� ou ݅ et les deux autres 
bits représentent respectivement la sortie systématique ��ଵ = ݅ et la sortie codé ��ଶ = ܿ�௜  
du codeur (voir figure 1.4.a). Par exemple, la forme « Ͳ/Ͳͳ » implique que l’entrée du 
codeur est ݅ = Ͳ, la sortie systématique est ݅ = Ͳ et la sortie codée est ܿ�௜ = ͳ. En 
méditant sur le treillis de la figure 3.6, nous trouvons facilement que ܿ�௜ = { ݅         si ݉ est pairͳ − ݅      si ݉ est impair                                               ሺ͵.ͷͷሻ 
Fig. 3.6 Les FSM, BSM et BM sur le treillis simplifié du RSC (5,7)  
pour calculer le ���ሺ��ሻ. 














Etat ݉ = ͳ  
Etat ݉ = ʹ  







 ͳ/ͳͲ  Ͳ/Ͳͳ 
Instant ݇ Instant ݇ + ͳ 
ݎ��  ݎ��  
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Le tableau 3.2 résume toutes les valeurs de la métrique de branche ��௜ ሺ݉ሻ pour le 
message reçu ܴ = ሺ−Ͷ − ͵  − ͵ − ʹ + ʹ + Ͷ − ͵ + ͵ − ͵ + ͳሻ. 
 
                ݇ ��௜ ሺ݉ሻ              ݇ = ͳ ݇ = ʹ ݇ = ͵ ݇ = Ͷ ݇ = ͷ 
Etat ݉ = Ͳ ��଴ሺͲሻ ��ଵሺͲሻ ͳ.ͲͲͲͲ ͷ.ͻͷ͹ͺ ͳ.ͲͲͲͲ ͵.ͷ͹͹ͻ ͳ.ͲͲͲͲ Ͳ.ʹͳ͸͸ ͳ.ͲͲͲͲ ͳ.ͲͲͲͲ ͳ.ͲͲͲͲ ͳ.͸͸ͷͳ 
Etat ݉ = ͳ ��଴ሺͳሻ ��ଵሺͳሻ ʹ.ͳͶͺ͹ ʹ.͹͹ʹ͹ ͳ.͸͸ͷͳ ʹ.ͳͶͺ͹ Ͳ.͵͸Ͳ͹ Ͳ.͸ͲͲͷ Ͳ.Ͷ͸ͷͶ ʹ.ͳͶͺ͹ Ͳ.͹͹Ͷͻ ʹ.ͳͶͺ͹ 
Etat ݉ = ʹ ��଴ሺʹሻ ��ଵሺʹሻ ͳ.ͲͲͲͲ ͷ.ͻͷ͹ͺ ͳ.ͲͲͲͲ ͵.ͷ͹͹ͻ ͳ.ͲͲͲͲ Ͳ.ʹͳ͸͸ ͳ.ͲͲͲͲ ͳ.ͲͲͲͲ ͳ.ͲͲͲͲ ͳ.͸͸ͷͳ 





En basant sur les figures 3.4 et 3.5, nous pouvons calculer respectivement les FSM 
et BSM à partir du treillis de la figure 3.6 des tous les nœuds pour ݇ = ͳ,ʹ,⋯ ,͸. 
Sans perte de généralité, nous pouvons prendre pour les FSM les conditions 
initiales ߙଵሺͲሻ = ͳ, ߙଵሺ݉ሻ = Ͳ, ∀݉ ≠ Ͳ. Nous avons à partir du treillis 
 Pour ݇ = ʹ ߙଶሺͲሻ = ߙଵሺͲሻ ∙ �ଵ଴ሺͲሻ + ߙଵሺʹሻ ∙ �ଵଵሺʹሻ =   ͳ.ͲͲͲͲ ߙଶሺͳሻ = ߙଵሺʹሻ ∙ �ଵ଴ሺʹሻ + ߙଵሺͲሻ ∙ �ଵଵሺͲሻ =   ͷ.ͻͷ͹ͺ ߙଶሺʹሻ = ߙଵሺ͵ሻ ∙ �ଵ଴ሺ͵ሻ + ߙଵሺͳሻ ∙ �ଵଵሺͳሻ =   Ͳ.ͲͲͲͲ ߙଶሺ͵ሻ = ߙଵሺͳሻ ∙ �ଵ଴ሺͳሻ + ߙଵሺ͵ሻ ∙ �ଵଵሺ͵ሻ =   Ͳ.ͲͲͲͲ 
 Pour ݇ = ͵ ߙଷሺͲሻ = ߙଶሺͲሻ ∙ �ଶ଴ሺͲሻ + ߙଶሺʹሻ ∙ �ଶଵሺʹሻ =   ͳ.ͲͲͲͲ ߙଷሺͳሻ = ߙଶሺʹሻ ∙ �ଶ଴ሺʹሻ + ߙଶሺͲሻ ∙ �ଶଵሺͲሻ =   ͵.ͷ͹͹ͻ ߙଷሺʹሻ = ߙଶሺ͵ሻ ∙ �ଶ଴ሺ͵ሻ + ߙଶሺͳሻ ∙ �ଶଵሺͳሻ = ͳʹ.ͺͲͳ͹ ߙଷሺ͵ሻ = ߙଶሺͳሻ ∙ �ଶ଴ሺͳሻ + ߙଶሺ͵ሻ ∙ �ଶଵሺ͵ሻ =   ͻ.ͻʹͲ͸ 
Tab. 3.2 Les valeurs des BM du treillis du RSC (5,7) pour le message 
reçu  � = ሺ−૝ − ૜   − ૜ − ૛   + ૛ + ૝   − ૜ + ૜  − ૜ + ૚ሻ dans 
le but de calculer le ���ሺ��ሻ. 
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 Pour ݇ = Ͷ ߙସሺͲሻ = ߙଷሺͲሻ ∙ �ଷ଴ሺͲሻ + ߙଷሺʹሻ ∙ �ଷଵሺʹሻ =   ͵.͹͹ʹ͹ ߙସሺͳሻ = ߙଷሺʹሻ ∙ �ଷ଴ሺʹሻ + ߙଷሺͲሻ ∙ �ଷଵሺͲሻ = ͳ͵.Ͳͳͺ͵ ߙସሺʹሻ = ߙଷሺ͵ሻ ∙ �ଷ଴ሺ͵ሻ + ߙଷሺͳሻ ∙ �ଷଵሺͳሻ =   ͷ.͹ʹ͸͹ ߙସሺ͵ሻ = ߙଷሺͳሻ ∙ �ଷ଴ሺͳሻ + ߙଷሺ͵ሻ ∙ �ଷଵሺ͵ሻ =   ͹.ʹͶͺʹ 
 Pour ݇ = ͷ ߙହሺͲሻ = ߙସሺͲሻ ∙ �ସ଴ሺͲሻ + ߙସሺʹሻ ∙ �ସଵሺʹሻ =   ͻ.ͶͻͻͶ ߙହሺͳሻ = ߙସሺʹሻ ∙ �ସ଴ሺʹሻ + ߙସሺͲሻ ∙ �ସଵሺͲሻ =   ͻ.ͶͻͻͶ ߙହሺʹሻ = ߙସሺ͵ሻ ∙ �ସ଴ሺ͵ሻ + ߙସሺͳሻ ∙ �ସଵሺͳሻ = ͵ͳ.͵Ͷͷͻ ߙହሺ͵ሻ = ߙସሺͳሻ ∙ �ସ଴ሺͳሻ + ߙସሺ͵ሻ ∙ �ସଵሺ͵ሻ = ʹͳ.͸͵͵Ͳ 
 Pour ݇ = ͸ ߙ଺ሺͲሻ = ߙହሺͲሻ ∙ �ହ଴ሺͲሻ + ߙହሺʹሻ ∙ �ହଵሺʹሻ = ͸ͳ.͸ͻͶͻ ߙ଺ሺͳሻ = ߙହሺʹሻ ∙ �ହ଴ሺʹሻ + ߙହሺͲሻ ∙ �ହଵሺͲሻ = Ͷ͹.ͳ͸͵ͺ ߙ଺ሺʹሻ = ߙହሺ͵ሻ ∙ �ହ଴ሺ͵ሻ + ߙହሺͳሻ ∙ �ହଵሺͳሻ = ͵͹.ͳ͹͸Ͳ ߙ଺ሺ͵ሻ = ߙହሺͳሻ ∙ �ହ଴ሺͳሻ + ߙହሺ͵ሻ ∙ �ହଵሺ͵ሻ = ͷ͵.ͺͶͶͺ 
Pour les BSM, nous pouvons prendre les conditions finales ߚ଺ሺͲሻ = ͳ, ߚ଺ሺ݉ሻ = Ͳ,∀݉ ≠ Ͳ. Nous avons à partir du treillis  
 Pour ݇ = ͷ ߚହሺͲሻ = ߚ଺ሺͲሻ ∙ �ହ଴ሺͲሻ + ߚ଺ሺͳሻ ∙ �ହଵሺͲሻ =   ͳ.ͲͲͲͲ ߚହሺͳሻ = ߚ଺ሺ͵ሻ ∙ �ହ଴ሺͳሻ + ߚ଺ሺʹሻ ∙ �ହଵሺͳሻ =   Ͳ.ͲͲͲͲ ߚହሺʹሻ = ߚ଺ሺͳሻ ∙ �ହ଴ሺʹሻ + ߚ଺ሺͲሻ ∙ �ହଵሺʹሻ =   ͳ.͸͸ͷͳ ߚହሺ͵ሻ = ߚ଺ሺʹሻ ∙ �ହ଴ሺ͵ሻ + ߚ଺ሺ͵ሻ ∙ �ହଵሺ͵ሻ =   Ͳ.ͲͲͲͲ 
 Pour ݇ = Ͷ ߚସሺͲሻ = ߚହሺͲሻ ∙ �ସ଴ሺͲሻ + ߚହሺͳሻ ∙ �ସଵሺͲሻ =   ͳ.ͲͲͲͲ ߚସሺͳሻ = ߚହሺ͵ሻ ∙ �ସ଴ሺͳሻ + ߚହሺʹሻ ∙ �ସଵሺͳሻ =   ͵.ͷ͹͹ͻ ߚସሺʹሻ = ߚହሺͳሻ ∙ �ହ଴ሺʹሻ + ߚହሺͲሻ ∙ �ସଵሺʹሻ =   ͳ.ͲͲͲͲ ߚସሺ͵ሻ = ߚହሺʹሻ ∙ �ସ଴ሺ͵ሻ + ߚହሺ͵ሻ ∙ �ସଵሺ͵ሻ =   Ͳ.͹͹Ͷͻ 
 Pour ݇ = ͵ ߚଷሺͲሻ = ߚସሺͲሻ ∙ �ଷ଴ሺͲሻ + ߚସሺͳሻ ∙ �ଷଵሺͲሻ =   ͳ.͹͹Ͷͻ ߚଷሺͳሻ = ߚସሺ͵ሻ ∙ �ଷ଴ሺͳሻ + ߚସሺʹሻ ∙ �ଷଵሺͳሻ =   Ͳ.ͺͺͲͲ ߚଷሺʹሻ = ߚସሺͳሻ ∙ �ଷ଴ሺʹሻ + ߚସሺͲሻ ∙ �ଷଵሺʹሻ =   ͵.͹ͻͶͷ ߚଷሺ͵ሻ = ߚସሺʹሻ ∙ �ଷ଴ሺ͵ሻ + ߚସሺ͵ሻ ∙ �ଷଵሺ͵ሻ =   Ͳ.ͺʹ͸Ͳ 
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 Pour ݇ = ʹ ߚଶሺͲሻ = ߚଷሺͲሻ ∙ �ଶ଴ሺͲሻ + ߚଷሺͳሻ ∙ �ଶଵሺͲሻ =   Ͷ.ͻʹ͵͹ ߚଶሺͳሻ = ߚଷሺ͵ሻ ∙ �ଶ଴ሺͳሻ + ߚଷሺʹሻ ∙ �ଶଵሺͳሻ =   ͻ.ͷʹͺͻ ߚଶሺʹሻ = ߚଷሺͳሻ ∙ �ଶ଴ሺʹሻ + ߚଷሺͲሻ ∙ �ଶଵሺʹሻ =   ͹.ʹ͵Ͳ͹ ߚଶሺ͵ሻ = ߚଷሺʹሻ ∙ �ଶ଴ሺ͵ሻ + ߚଷሺ͵ሻ ∙ �ଶଵሺ͵ሻ =   ͺ.Ͳͻ͵Ͷ 
 Pour ݇ = ͳ ߚଵሺͲሻ = ߚଶሺͲሻ ∙ �ଵ଴ሺͲሻ + ߚଶሺͳሻ ∙ �ଵଵሺͲሻ = ͸ͳ.͸ͻͶͻ ߚଵሺͳሻ = ߚଶሺ͵ሻ ∙ �ଵ଴ሺͳሻ + ߚଶሺʹሻ ∙ �ଵଵሺͳሻ = ͵͹.Ͷ͵ͻʹ ߚଵሺʹሻ = ߚଶሺͳሻ ∙ �ଵ଴ሺʹሻ + ߚଶሺͲሻ ∙ �ଵଵሺʹሻ = ͵ͺ.ͺ͸͵ʹ ߚଵሺ͵ሻ = ߚଶሺʹሻ ∙ �ଵ଴ሺ͵ሻ + ߚଶሺ͵ሻ ∙ �ଵଵሺ͵ሻ = ͵͹.ͻ͹͹͸ 
Finalement, il nous reste que de remplacer les valeurs trouvées des FSM, BSM et 
BM dans l’expression suivante du ܮܮܴሺ݀�ሻ (voir la relation (3.41)) ܮܮܴሺ݀�ሻ = ln [ఈ�ሺ଴ሻ∙ఉ�+భሺଵሻ∙ఋ�భሺ଴ሻ+ఈ�ሺଵሻ∙ఉ�+భሺଶሻ∙ఋ�భሺଵሻ+ఈ�ሺଶሻ∙ఉ�+భሺ଴ሻ∙ఋ�భሺଶሻ+ఈ�ሺଷሻ∙ఉ�+భሺଷሻ∙ఋ�భሺଷሻఈ�ሺ଴ሻ∙ఉ�+భሺ଴ሻ∙ఋ�బሺ଴ሻ+ఈ�ሺଵሻ∙ఉ�+భሺଷሻ∙ఋ�బሺଵሻ+ఈ�ሺଶሻ∙ఉ�+భሺଵሻ∙ఋ�బሺଶሻ+ఈ�ሺଷሻ∙ఉ�+భሺଶሻ∙ఋ�బሺଷሻ]     ሺ͵.ͷ͸ሻ  
Après tout calcul fait, nous obtenons pour ݇ = ͳ,⋯ ,ͷ ܮܮܴሺ݀ሻ = ሺ+ʹ.ͶͶͷͲ  + ͳ.͸Ͷ͸Ͷ   − ͳ.͸Ͳͷͺ   + ͳ.͹ͳ͹ͷ   + ͳ.͹Ͳ͵ͺሻ 
et facilement nous déduisons la séquence estimée  ݀̂ = ͳʹ ∙ ቀͳ + sign(ܮܮܴሺ݀ሻ)ቁ = ሺͳͳͲͳͳሻ 
qui est exactement la séquence envoyée. 
3.4 Schéma de principe d’un décodeur itératif  
Nous considérons les turbo codes CTC formés de deux codes convolutifs RSC 
identiques concaténés en parallèle comme les montre la figure 1.3.b. Au niveau du 
récepteur le signal reçu est ܴ� = �ܻ + �ܹ, où �ܻ sont les symboles émis et �ܹ sont des 
variables aléatoires i.i.d qui représentent les observations du bruit à moyenne nulle. A 
l’aide d’un démultiplexeur 1 vers 3, la séquence d’observations ܴ� se dégroupe en trois 
sous séquences ܴ�ଵ, ܴ�ଶ et ܴ�ଷ. 
Le décodage itératif de ces turbo codes peut être réalisé à partir de deux décodeurs 
à entrées-sorties douces DEC1 et DEC2 associés selon le principe représenté sur la figure 
3.7. Si l’algorithme SISO utilisé est optimal au sens du ML, ces deux décodeurs 
élémentaires sont ainsi, mais malgré ceci le décodage itératif ne l’est pas. 
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Les symboles de redondance bruités ܴ�ଶ, ܴ�ଷ sont envoyés vers les décodeurs DEC1 
et DEC2 respectivement lorsque la redondance est produit par les codeurs RSC1 et RSC2 
respectivement. Le décodeur DEC1 reçoit des symboles bruités ܴ�ଵ et ܴ�ଶ issus du 
démodulateur et produit une décision relative à chaque symbole ݀� . Un entrelaceur Π, se 
place entre les deux décodeurs élémentaires permet d’éclater les paquets d’erreurs 
produit par le décodeur DEC1. Les décodeurs DEC1 et DEC2 travaillant à partir de 
décisions pondérées ou douces, le décodeur DEC1 associe à chaque symbole décodé ݀� 
une mesure de fiabilité sous forme du logarithme de son rapport de vraisemblance ܮܮܴଵሺ݀�ሻ, et DEC2 associe au même symbole ݀� une autre mesure de fiabilité ܮܮܴଶሺ݀�ሻ. 
L’information extrinsèque �ଵሺ݀�ሻ extraire du décodeur DEC1 est réinjectée à l’itération 
suivante dans le décodeur DEC2 afin de bénéficier de la diversité de codage, et 
l’information extrinsèque �ଶሺ݀�ሻ extraire du décodeur DEC2 passe par le désentrelaceur 
puis elle est réinjectée dans le décodeur DEC1. Le processus pouvant se répéter plusieurs 
fois (ce qui justifie l’appellation décodage itératif), et les deux décodeurs DEC1 et DEC2 
doivent converger vers la même solution. Après un nombre précisé des itérations, une 











Ce chapitre est consacré au turbo décodage, proprement dit décodage itératif avec 
les algorithmes à entrées-sorties douces SISO, à savoir l’algorithme de Viterbi à sortie 
douce SOVA et l’algorithme de maximum a posteriori MAP ou BCJR. 
Nous avons défini une métrique euclidienne dite métrique de corrélation en basant 
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sur la maximisation de la probabilité de transition du canal au sens du ML. L’algorithme 
de Viterbi classique qui utilise cette métrique euclidienne a été exposé avec subtilité. Le 
survivant qui donne la séquence estimée correspond ici à la métrique maximale, 
contrairement à ce qui existe dans la grande majorité des littératures. 
Nous avons vu que la technique d’appliquer l’algorithme de Viterbi classique avec 
la métrique de corrélation dans les deux sens du treillis, permet de prendre une décision 
ferme sur le message émis en utilisant le survivant, et de calculer en plus le LLR qui 
représente une mesure très opportune de la fiabilité de cette décision. La technique en 
question est appelée l’algorithme SOVA bidirectionnel ou SOVA tout court.  
Pour n’est pas être exhaustif, nous avons essayé de donner l’essentiel dans le 
développement des formules qui apportent le LLR. A propos de ceci, nous avons exposé 
avec un grand développement un exemple qui montre les calculs numériques des 
fiabilités de décision LLR.  
Nous avons vu que le SOVA est un algorithme de décodage à ML par séquence ou 
par chemin sous optimal, contrairement au MAP qui est un algorithme à ML symbole 
par symbole optimal. 
L’algorithme MAP a été exposé avec subtilité, où nous avons défini la métrique 
d’état en avant FSM, la métrique d’état en arrière BSM et la métrique de branche BM 
pour calculer le LLR qui représente une mesure de la fiabilité de décision. L’expression 
de la BM a été donnée pour les trois types du bruit à savoir : AWGN, GG et ܵߙܵ de 
Cauchy. Pour tirer au clair le calcul des BM, FSM, BSM et LLR, nous avons donné un 
exemple numérique bien détaillé. 
A la fin, nous avons présenté le principe du décodage itératif d’un CTC qui permet 
aux deux décodeurs constitutifs SISO de travailler conjointement, c’est à dire que le 
premier décodeur SISO profite de l’entrée non systématique ܴ�ଷ du deuxième décodeur 
SISO, et que ce dernier avec son rôle profite de l’entrée non systématique ܴ�ଶ du premier 
décodeur SISO en utilisant ce que nous appelons l’information extrinsèque. 
Nous avons vu comme montre l’équation (3.22) que le calcul de l’information 
extrinsèque d’un bit donné doit passer par le calcul des LLR et LLR du canal. Ces deux 
LLR dépendent étroitement des paramètres du bruit qui contamine le canal. Par 
conséquent, au niveau du récepteur, il faut trouver un moyen pour estimer ces 
paramètres à partir du signal reçu. Pour cette raison, nous allons présenter dans le 
chapitre suivant deux méthodes originales d’estimation, la première est pour un bruit 
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GG et la deuxième est pour un bruit ܵߙܵ de Cauchy. Ces deux nouvelles méthodes 
permettent alors d’avoir une information extrinsèque très fiable, ce qui améliore 
amplement les performances du décodeur itératif.  Dans ce même contexte, et pour un 
bruit AWGN, nous allons présenter aussi dans ce même chapitre une nouvelle technique 
pour optimiser un décodeur itératif à algorithme SISO. 
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Chapitre 4  





 Dans le cas d’un bruit de type AWGN, un turbo code possède des performances 
proches des limites de Shannon. Pour un rapport signal sur bruit ܴܵܰ ൒ Ͳ.͸ͷ ݀ܤ le 
turbocode permet d’atteindre des meilleures performances si nous augmentons le nombre 
d’itérations, et ceci grâce à son décodeur itératif à maximum de vraisemblance et à sortie 
souple. Cependant, pour un faible ܴܵܰ (ܴܵܰ < Ͳ.͸ͷ ݀ܤ), le turbocode ne donne pas de 
performances acceptables même si nous augmentons le nombre d’itérations. Nous allons 
proposer une nouvelle approche qui consiste à ajouter une fonction porte ou binaire dans 
l’entrée systématique du décodeur, afin de rendre les informations extrinsèques délivrées 
par les décodeurs constitutifs plus fiables, ce qui permet ainsi d’améliorer les 
performances en termes de ܤܧܴ et de convergence. Nous allons montrer à l’aide de 
différents exemples que les performances du décodeur itératif proposé sont meilleures 
que celles du décodeur itératif classique. 
Dans cette nouvelle approche nous avons supposé que le bruit est modélisé sous la 
forme simple d’un bruit additif qui suit la loi gaussienne, or les bruits réels ne suivent 
que rarement cette loi, de bonnes performances ne peuvent être obtenues qu’en 
s’affranchissant de l’hypothèse gaussienne. C’est pour cette raison que nous nous 
sommes intéressés à l’étude d’une classe importante des bruits à savoir les bruits 
impulsifs. 
Nous allons étudier les performances du décodage itératif en présence d’un bruit 
impulsif personnifié par le modèle gaussien généralisé défini par sa PDF. Dans cette 
étude, nous allons proposer une technique semi-aveugle d’estimation du paramètre de 
forme du bruit GG. Cette technique originale s’appuie sur deux points à savoir la 
probabilité que le signal reçu soit de même signe que celui transmis, et sur des 
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statistiques d’ordre inférieur fractionnel FLOS. Nous allons voir que les résultats 
obtenus montrent que l’approche proposée offre une amélioration considérable des 
performances du décodeur itératif. 
Avec le même principe de l’approche semi-aveugle précédente, nous allons 
présenter une autre nouvelle approche d’estimation dans le turbo décodage mais pour un 
bruit impulsif ܵ�ܵ de Cauchy où � = ͳ. Le paramètre à estimer par cette méthode est le 
paramètre de dispersion du bruit �. Nous allons voir que la précision d’estimation est 
très bonne et que les performances du décodeur itératif pour les deux valeurs exacte et 
estimée de � sont très proches. 
4.2 Modèle de simulation  
 Le modèle utilisé lors de notre simulation est représenté par la figure 4.1. Il 
comporte 
 Une source d’information binaire ; 
 Un turbo code convolutif CTC parallèle ; 
 Un modulateur BPSK ; 
 Un canal supposé idéal (sans distorsions) à bruit additif ; 
  Une source de bruit additif (les bruits envisagés ici sont : le bruit gaussien, le bruit 
impulsif gaussien généralisé et le bruit impulsif � −stable de Cauchy) ; 
  Un décodeur itératif à ML et à sortie souple (se servir de l’algorithme SOVA ou 
MAP) ; 
  Un comparateur pour calculer le nombre de bits erronés après le décodage afin 













Fig. 4.1  Modèle de simulation. 
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  4.2.1 Source d’information 
 Pour que l’évaluation soit effectuée dans des conditions proches de ce qui est 
rencontré en exploitation, nous devons choisir une séquence d’information qui simule le 
mieux possible le trafic réel tout en permettant une mesure simple. 
 La méthode universellement adoptée par la CCITT (Comité Consultatif 
International Téléphonique et Télégraphique), consiste à utiliser une séquence dite 
pseudo-aléatoire, séquence périodique dont les propriétés statistiques sont « voisines » de 
celle d’un trafic réel « aléatoire » qui est généralement le résultat d’un brassage. Le 
générateur d’une telle séquence est constitué d’un registre à décalage comportant ݉ 
étages, et des additionneurs modulo−ʹ (voir la figure 4.2). Le choix de ݉ détermine la 
période de la séquence, qui est égale à ʹ௠ − ͳ. 
 Les connexions aux additionneurs modulo−ʹ sont déterminées par des polynômes 








Un polynôme primitif de degré ݉ est un polynôme irréductible qui devise    �ଶ௠−ଵ + ͳ et ne devise pas �݊  +  ͳ pour  ݊ <  ʹ௠ − ͳ. 
 Chaque coefficient ℎ௝   égal à ͳ correspond à une connexion. 
 La séquence générée comporte ʹ௠−ଵ éléments égaux à ͳ et ʹ௠−ଵ − ͳ à égaux à Ͳ ce 
qui donne une répartition presque uniforme des ͳ et des Ͳ. 
 Les principales propriétés de ces séquences sont rappelées à l’annexe B [22][101]. 
 Le choix de la longueur de la séquence à utiliser dans la simulation, c’est-à-dire la 
longueur du registre qui l’engendre, est basé sur le fait qu’avec de faibles longueurs de 
registre (3 ou 4) nous risquons d’obtenir des résultats différents de la réalité, car une 
séquence courte ne représente pas un nombre statistiquement suffisant de 
ℎ௠ = ͳ ℎ଴ = ͳ ℎ௝ = ͳ ݉ ݆ + ͳ ݆ ͳ 
Sortie 
�௜+௠ �௜+௝  �௜+ଵ �௜  
Horloge 
Fig. 4.2  Générateur pseudo-aléatoire. 
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configurations, donc il est recommandé d’utiliser des séquences relativement longues, 
dont leurs nombres des registres soient supérieurs à 15 [102]. A cause du facteur de 
temps et de la mémoire limitée de l’ordinateur utilisé, nous avons choisi une séquence 
pseudo-aléatoire de longueur égale à ʹଶ଴ − ͳ = ͳ ͲͶͺ ͷ͹ͷ bits engendrée par le polynôme 
primitif ℎሺ�ሻ = �ଶ଴ + �ଷ +  ͳ. Alors, la séquence binaire qui représente l’information à 
envoyer ݀ est de longueur égale à ʹଶ଴ = ͳ ͲͶͺ ͷ͹͸ bits.  
4.2.2 Les CTC parallèles utilisés 
 Les codeurs de canal utilisés lors de cette simulation sont trois turbo codes 
parallèles de rendement ͳ/͵ illustrés dans les figures 4.5.a, 4.5.b et 4.5.c. Ils sont 
obtenus par concaténation parallèle de deux codes RSC de rendement ͳ/ʹ, très employés 
par C. Berrou [2], de polynômes générateurs : ሺͷ, ͹ሻ à Ͷ états (voir la figure 4.4.a), ሺͳ͵, ͳͷሻ 
à ͺ états (voir la figure 4.4.b) et ሺ͵ͷ, ʹ͵ሻ à ͳ͸ états (voir la figure 4.4.b).  
Concernant le choix de l’entrelaceur utilisé dans les turbo codes sus-cités il y a 
plusieurs types d’entrelaceurs comme les entrelaceurs uniformes, pseudo-aléatoire, 
aléatoire, ܵ − aléatoire. Dans [36] ils ont noté que les entrelaceurs ܵ −aléatoires, ayant 
des bons paramètres d’irrégularité et de capacité de dispersion [103], sont très 
performants pour les turbo codes dans toutes les tailles. Leurs inconvénients par rapport 
aux autres entrelaceurs (blocs classiques, pseudo-aléatoire) résident dans leur 
complexité. Ces derniers sont des entrelaceurs aléatoires avec une restriction de ses 
capacités de dispersion [40][104]. Ces entrelaceurs assurent que tous les bits, qui sont 
séparés dans le temps par une longueur inférieure à ܵ dans la séquence originale, seront 
séparés par ܵ bits au moins après l’entrelacement. 
Dans notre travail nous avons utilisé l’entrelaceur ܵ −aléatoire pour deux tailles ܭ = ͸Ͷ × ͸Ͷ et ܭ = ͳʹͺ × ͳʹͺ. Dans [36] ils ont proposé une méthode pour générer des 
nombres ݅ compris entre ͳ et ܭ. Chaque nombre généré est comparé aux ܵ nombres 
précédents. Le nombre courant n’est pris que s’il est distant de ±ܵ de n’importe lequel 
des ܵ précédents nombres. Le temps de calcul de cet algorithme augmente en fonction de ܵ et la convergence vers une solution n’est pas garantie. Cependant il a été observé dans 
[36] qu’en choisissant le paramètre ܵ inférieur à √ܭ/ʹ, l’algorithme produit une solution 
en un temps raisonnable. Dans notre simulation nous avons délibérément choisi ܵ = ͳͷ 
pour les deux entrelaceurs afin de montrer l’effet de la taille de l’entrelaceur sur notre 
proposition. 
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Fig. 4.3.a Code convolutif récursif systématique (5,7). 
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Fig. 4.3.b Code convolutif récursif systématique (13,15). 
 
Fig. 4.3.c Code convolutif récursif systématique (35,23). 
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Fig. 4.4.b Représentation en treillis du codeur de la figure 4.3.b.  





































0/00 ࢇ = ૙૙ 
 ࢉ = ૚૙ 
  ࢈ = ૙૚ 
 ࢊ = ૚૚
࢑ = ૚ ࢑ = � ࢑ = ૜ ࢑ = ૝
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Fig. 4.5.a Turbo code convolutif parallèle (5,7). 
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4.2.3 Modulation utilisée 
Puisque notre travail s’intéresse à l’étude de l’effet du bruit sur les turbo codes, 
pour cette raison, dans cette simulation notre choix reste limité à la modulation BPSK 
pour tous les turbo codes employés. La modulation d’un bit ܺ délivré par le turbo code  
est donnée par (voir chapitre 1) ܻ = {+√ܧ௕  ݌݋ݑݎ ܺ = Ͳ −√ܧ௕   ݌݋ݑݎ ܺ = ͳ                                              ሺͶ.ͳ. ܽሻ 
Sans restreindre la généralité, nous pouvons prendre √ܧ௕ = ͳ. La modulation 
devient tout simplement ܻ = {+ͳ   ݌݋ݑݎ ܺ = Ͳ −ͳ   ݌݋ݑݎ ܺ = ͳ         ou    ܻ = ͳ − ʹܺ               ሺͶ.ͳ. ܾሻ 
Par conséquent, pour un bruit blanc de variance finie �ଶ, le rapport signal sur 
bruit qui est défini par ܴܵܰ = ܧ௕ ଴ܰ⁄ , où ଴ܰ = ʹ�ଶ représente la densité de puissance du 
bruit, devient tout simplement ܴܵܰ = ͳܰ଴ = ͳʹ�ଶ                                                              ሺͶ.ʹ. ܽሻ 



















T ܽ′௞−ଷ ܴܵܥʹ 
Fig. 4.5.c  Turbo code convolutif parallèle (35,23). 
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Pour un bruit à variance infinie comme le bruit ܵ�ܵ de Cauchy de puissance 
géométrique ܵ଴ = �ଶ, le rapport signal sur bruit géométrique défini par ܩܴܵܰ =(ʹܥ�൯−ଵ ܧ௕ ܵ଴⁄  (voir le paragraphe 2.2.3.4 du chapitre 2) devient ܩܴܵܰ = ͳʹܥ��ଶ                                                                    ሺͶ.ʹ. ܾሻ 
4.2.4 Source de bruit  
Dans ce travail nous avons trois nouvelles approches comme indique le paragraphe 
4.3. La première est basée sur un bruit gaussien AWGN à moyenne nulle, la deuxième 
utilise un bruit impulsif GG centré et la troisième est appuyée sur un bruit impulsif à 
variance infinie et moyenne nulle à savoir le bruit � −stable à exposant caractéristique � = ͳ. Par conséquent, nous considérons dans notre simulation trois types de bruit à 
moyenne nulle 
 Bruit gaussien (variance finie); 
 Bruit impulsif GG avec un paramètre de forme � ൑ ͳ (variance finie); 
 Bruit impulsif ܵ�ܵ de Cauchy où � = ͳ (variance infinie). Le choix du bruit 
de Cauchy est justifié dans le paragraphe 4.3.1.2. 
La simulation d’un bruit, représenté mathématiquement par une variable 
aléatoire, peut être effectuée à l’aide de plusieurs méthodes comme la méthode de 
l’inversion de la CDF, la méthode du rejet, la méthode de composition et la méthode de 
Box-Muller [105], mais la première méthode (l’inversion de la CDF) est la plus majeure. 
4.2.4.1 Simulation d’un bruit gaussien AWGN 
Il est possible de simuler une variable aléatoire gaussienne à l’aide de la méthode 
de Box-Muller [105]. Soient ܷ et ܸ deux variables aléatoires uniformément distribuées 
sur [Ͳ, ͳ]. Nous posons ܴ = √−ʹ ln ܸ  et � = ʹߨܷ. Les deux variables ܺ଴ଵ = ܴ ∙ cos ሺ�ሻ et ଴ܻଵ = ܴ ∙ sin ሺ�ሻ sont deux variables gaussiennes centrées et réduites. 
Pour obtenir une variable aléatoire gaussienne ܺ de moyenne ߤ et de variance �ଶ, 
il reste à multiplier ܺ଴ଵ par l’écart type � et ajouter la moyenne ߤ. 
La figure 4.6 montre le tracé de 5000 échantillons d’un bruit gaussien AWGN 
générés par la procédure précédente. 
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4.2.4.2 Simulation d’un bruit GG 
Afin de simuler ou de générer de valeurs d’une distribution gaussienne généralisée 
avec paramètre �, nous pouvons utiliser les trois étapes suivantes (voir l’annexe A) 
 simuler une variable aléatoire gamma ܼ~ܩܽ݉݉ܽ ሺܽ, ܾሻ, avec les paramètres ܽ = �−ଵ et ܾ = ܣ−�  avec ܣ = [Γሺଷ/�ሻΓሺଵ/�ሻ]ଵ/ଶ; 
 appliquer d’abord la transformation ܻ = ܼଵ/� ; 
 finalement, appliquer une transformation de la forme ܺ = ሺ−ͳሻ஻ܻ                                                                             ሺͶ.͵ሻ 
où ܤ est une variable aléatoire de Bernoulli avec paramètre ݌ = ͳ/ʹ. 
Avec cette procédure nous pouvons générer des échantillons i.i.d d’un bruit GG de 
variance égale à l’unité et de moyenne nulle avec un paramètre de forme �. 
   Pour avoir des échantillons de variance �ଶ et de moyenne ߤ, nous multiplions les 
échantillons déjà générés du bruit par � et nous leurs ajoutons ߤ.  
 Il est à noter que si � = ʹ le bruit GG devient un bruit gaussien AWGN, d’où une 
deuxième méthode pour simuler un tel bruit. Si Ͳ < � ൑ ͳ le bruit GG simulé est un bruit 
impulsif. Dans le cas où � = ͳ/ʹ il est préférable de simuler le bruit GG à l’aide de la 
méthode de l’inversion de la CDF en basant sur l’évaluation numérique de l’inverse de 
fonction de Lambert −ܹଵ (voir chapitre 3). 
La figure 4.7 montre le tracé de ͷͲͲͲ échantillons d’un bruit impulsif GG générés 
par la procédure précédente pour deux valeurs de �. Cette figure montre que plus � est 
proche de Ͳ plus le bruit est impulsif. 











Fig. 4.6  Le tracé de 5000 échantillons d’un bruit gaussien avec  � = ૙ et � = ૚. 
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4.2.4.3 Simulation d’un bruit ࡿ�ࡿ de Cauchy 
Pour ce type de bruit nous utilisons la méthode de l’inversion de la CDF (voir le 
paragraphe 2.2.2 du chapitre 2). Sachant que la PDF de la loi de Cauchy centrée est ௑݂ሺ�ሻ =  ��ሺ௫మ + �మሻ, nous pouvons évaluer directement la CDF et nous trouvons ܨሺ�ሻ = ∫ �ߨሺݐʹ  +  �ʹሻ ݀ݐ௫−∞ = ͳʹ + ͳߨ arctan (��)                                           ሺͶ.Ͷሻ 
et facilement nous ôtons ܨ−ଵ comme suit � = ܨ−ଵሺݑሻ = � ∙ tanሺߨሺݑ − ͳ/ʹሻሻ                                                     ሺͶ.ͷሻ 
 Par conséquent, si ݑ est une variable aléatoire distribuée uniformément dans [Ͳ, ͳ], alors ܺ suit la loi de Cauchy. 
La figure 4.8 montre le tracé de ͷͲͲͲ échantillons d’un bruit impulsif ܵ�ܵ de 
Cauchy générés à l’aide de l’équation (4.5) pour deux valeurs de �. Un simple coup d’œil 
sur cette figure montre que plus nous augmentons le paramètre �, plus la dispersion des 




























Fig. 4.7  Le tracé de 5000 échantillons d’un bruit impulsif GG avec  � = ૙ 
et � = ૚ pour deux valeurs de � : (a) � = ૙. ૞   (b) � = ૚. 
 
(a) (b) 


















Fig. 4.8  Le tracé de 5000 échantillons d’un bruit impulsif ࡿ�ࡿ  
de Cauchy (a) � = ૙. � (b) � = �૙. 
 
(a) (b) 
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4.2.5 Décodeur itératif avec algorithme SISO 
Le décodeur itératif avec algorithme SISO de la figure 3.7 dans le chapitre 3 
converge lentement pour les faibles rapports signal sur bruit. Pour remédier à cela, nous 
utilisons une idée simple, inspirée des méthodes numériques itératives, qui consiste à 
multiplier l’information extrinsèque calculée de chaque décodeur constitutif par un 
facteur �, dit facteur de réglage de gain, avant de la réinjectée dans l’autre décodeur 
constitutif (voir la figure 4.9) [1][106][107][108]. L’utilisation de ce facteur diminue le 
nombre des itérations presque de la moitié, pour les deux algorithmes SISO, SOVA et 
MAP [109]. Ce facteur � est choisi de façon à obtenir un ܤܧܴ  le plus faible possible pour 
un ܴܵܰ et un nombre d’itérations donnés [110]. Par exemple, pour le CTC de la figure 
4.5.a, la simulation montre que le meilleur facteur de réglage est � ≅ Ͳ.ͳ si nous utilisons 
l’algorithme de décodage SOVA, et � ≅ Ͳ.ʹ si nous utilisons l’algorithme MAP. Bien 
entendu, nous pouvons encore améliorer les performances de notre décodeur en faisant 











Dans le schéma de la figure 4.9 nous avons 
 ܴ = ܴଵܴଶܴଷ  est le signal reçu (noté aussi ܴ = ሺܴ௦, ܴ�ሻ  où ܴ௦ = ܴଵ et ܴ� = ܴଶܴଷ); 
 ܮܮܴଵ, ܮܮܴଶ   sont les rapports logarithmiques  de vraisemblance; 
 Ψଵ,  Ψଶ           sont les informations extrinsèques ; 
 ܧଵ, ܧଶ  sont les entrées systématiques ; 
 �           est le facteur de réglage de gain ; 
 Π           est l’entrelaceur ; 
 Π−ଵ       est le désentrelaceur ; 
 DEC1, DEC2 sont les décodeurs élémentaires qui travaillent avec un algorithme 
SISO (SOVA ou MAP). 
Au niveau du récepteur le signal reçu est 
 ܴ௞ = ௞ܻ + ௞ܹ ,    ݇ = ͳ,ʹ,⋯ ,͵ܰ                                               ሺͶ.͸ሻ 
Fig. 4.9  Schéma bloc d’un décodeur itératif avec facteur de réglage de gain. 
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Ψଶ =  ܮܮܴଶ   =  Ψଵ =  ܧଵ =  ܧଶ =  
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où ͵ܰ est le nombre des symboles reçu (le coefficient ͵ vient du fait que les CTC 
utilisés ont ͵ bits de sortie), ௞ܻ ∈ {−ͳ,+ͳ} sont les symboles émis et ௞ܹ sont des variables 
aléatoires i.i.d qui représentent le bruit avec une moyenne nulle. 
D’après le principe de fonctionnement du décodeur itératif, la longueur de la 
séquence des symboles reçus doit être un multiple de ͵ fois la taille de l’entrelaceur 
utilisé, car le turbo décodeur traite les symboles reçus par blocs de tailles égales à celle 
de l’entrelaceur. Alors, le traitement de la séquence reçue est périodique avec une 
période égale à la taille de l’entrelaceur. Nous pouvons prendre alors sans perte de 
généralité ͵ܰ égale à ͵ fois la taille de l’entrelaceur, c’est-à-dire ܰ égal à la taille de 
l’entrelaceur. 
 Dans les deux paragraphes suivants nous présentons l’implémentation des deux 
algorithmes SISO utilisés par le décodeur itératif à savoir le SOVA et le MAP. 
4.2.5.1 L’implémentation de l’algorithme SOVA  
Avant d’implémenter l’algorithme SOVA, nous devons expliquer quelques notions 
de base. Nous commençons tout d’abord par la notion de la fermeture d’un treillis, puis 
nous définissons les terminologies suivantes : treillis fermé direct et treillis fermé 
indirect ou inverse. 
Inversement à un code convolutif simple qui fait le codage d’une manière continue, 
un CTC fait le codage de la séquence d’entrée par paquets de taille égale à celle de 
l’entrelaceur. 
Pour le premier paquet de la séquence d’information les codeurs convolutifs du 
CTC sont à l’état initial, généralement, 00 (dit aussi l’état 0). A seule fin que tous les 
autres paquets de la séquence en question confrontent le même état (donc les mêmes 
conditions de codage), nous devons forcer le CTC à l’état 0 par l’ajout des bits non 
informatifs appelés la queue de paquet ou de séquence, nous obtenons alors pour chaque 
paquet de la séquence un treillis fermé. 
Par exemple, le CTC de la figure 4.5.a, la fermeture de son treillis est illustré dans 
la figure 4.10.a, et sa queue de séquence correspondante (ou les bits de forçage) qui 
assure la fermeture du treillis est donnée par le tableau 4.1.      
L’état  ܽ௞−ଵܽ௞−ଶ La queue  ݍଵݍଶ 
0 0 0 0 
1 0 1 1 
0 1 1 0 
1 1 0 1 
 
Tab. 4.1 La queue de séquence  du CTC de la figure 4.5.a. 
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Ce tableau nous donne  ݍଵ = ܽ௞−ଵሺͳ − ܽ௞−ଶሻ + ሺͳ − ܽ௞−ଵሻܽ௞−ଶ    et     ݍଶ = ܽ௞−ଵ. 










La fermeture du treillis est nécessaire dans le décodage itératif avec l’algorithme  
SOVA, car ce dernier s’est fondé sur le calcul du chemin le plus probable au sens du ML 
dans le deux sens du treillis, le sens d’aller et le sens de retour. 
Définition 4.1 : Nous disons qu’un treillis fermé est direct si dans son ouverture les 
branches qui lient les états entre eux ne chevauchent pas. Par exemple le treillis de la 
figure 4.4.a. 
Définition 4.2 : Le treillis fermé indirect ou inverse est un treillis direct inversé en 
considérant l’étape finale comme était l’étape initiale. 
 Comme il est déjà expliqué dans le chapitre 3, le SOVA nécessite les calculs des 
métriques de corrélation dans les deux sens du treillis. A ce niveau une idée prodigieuse 
est utilisée dans la programmation du SOVA qui facilite amplement les calculs des 
métriques. Cette idée est basée sur la remarque qu’un treillis inverse, dans les faits, est 
un treillis direct en arrangeant les états comme suit : « nous prenons les états du treillis 
inverse, qui appartiennent aux branches, écrits en binaire, puis nous faisons l’inversion 
des bits, nous obtenons les états du treillis direct ». Avec cette idée, le SOVA devient 
comme étant l’algorithme de Viterbi classique appliqué deux fois sur le treillis fermé 
direct. Par exemple, si nous lisons le treillis de la figure 4.4.b dans le sens inverse, le 
chemin inverse fermé ܵଵሺ଴ሻܵଶሺସሻܵଷሺ଺ሻܵସሺଷሻܵହሺଵሻܵ଺ሺ଴ሻ, n’est autre que le chemin direct fermé ܵଵሺ௜௡�ሺ଴ሻሻܵଶሺ௜௡�ሺସሻሻܵଷሺ௜௡�ሺ଺ሻሻܵସሺ௜௡�ሺଷሻሻܵହሺ௜௡�ሺଵሻሻܵ଺ሺ௜௡�ሺ଴ሻሻ où ݅݊ݒሺ݊ሻ représente l’inversion des bits du 
nombre ݊  écrit en binaire. Donc, ݅݊ݒሺͲሻ = Ͳ, ݅݊ݒሺͶሻ = ͳ, ݅݊ݒሺ͸ሻ = ͵, ݅݊ݒሺ͵ሻ = ͸ et ݅݊ݒሺͳሻ = Ͷ et le chemin direct s’écrit tout simplement ܵଵሺ଴ሻܵଶሺଵሻܵଷሺଷሻܵସሺ଺ሻܵହሺସሻܵ଺ሺ଴ሻ. 
 ࢇ = ૙૙ 
 ࢉ = ૚૙ 
  ࢈ = ૙૚ 
 ࢊ = ૚૚ ࢑ = ૚ ࢑ = � ࢑ = ૜ ࢑ = ࡺ − � ࢑ = ࡺ − ૚
La queue  ݍଵݍଶ 
Fig. 4.10.a Fermeture du treillis. 
 
ܥℎܽ݌݅ݐݎ݁ Ͷ ∶  ܰ݋ݑݒ݈݈݁݁ݏ ܿ݋݊ݐݎܾ݅ݑݐ݅݋݊ݏ ݁ݐ ݏ݅݉ݑ݈ܽݐ݅݋݊ ݊ݑ݉éݎ݅ݍݑ݁   ͤͣͧ͢/ͤͣͨ͢
 
ܯ݋݀ݑ݈ܽݐ݅݋݊ ܽݒ݁ܿ ܿ݋݀ܽ݃݁ ݅ݐéݎܽݐ݂݅ ݌݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ݅ݐݏ ݊݋݊ − ݃ܽݑݏݏ݅݁݊ݏ Page 119 
































݇ = ݇ + ͳ 
 ݇ >  ݈݌ 
L’algorithme de Viterbi dans le 
sens direct du treillis 
Déclaration de la séquence bruitée ܴଵܴଶ   
Initialisation des paramètres et 




Non  ݈݌ : est la taille de l’entrelaceur   
Calcul et stockage des survivants dans la 
matrice ܶ. Les métriques des survivants 
sont stockées dans la  matrice  ܯ  
 
Calcul et stockage des métriques des 
branches dans la matrice  ܸܯܨ  
Détermination du survivant (݂ݏݑݎݒ) à 
partir de ܶ, sa métrique ܯ݂ݏݑݎݒ  dans le 
sens direct à partir de ܯ et la séquence 
estimée  ݀. 
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Initialisation des paramètres 
1 
L’algorithme de Viterbi dans le 
sens inverse du treillis 
2 
݇ = ݇ + ͳ 




݇ = ݇ + ͳ 
Détermination de la métrique ܯܾݏݑݎݒ  
dans le sens inverse 
 ݇ >  ݈݌ 
Calcul et stockage des métriques des 
survivants dans la matrice  ܸܯܤ  
Calcul de la métrique totale du survivant ܯݏݑݎݒሺ݇ሻ =  ܯ݂ݏݑݎݒሺ݇ሻ +  ܯܾݏݑݎݒሺ݇ሻ 
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4.2.5.2 L’implémentation de l’algorithme MAP  
Contrairement à l’algorithme SOVA, nous avons vu dans le chapitre 3 que 
l’algorithme MAP nécessite de connaître les paramètres de la PDF du bruit qui affecte le 
signal émis. Néanmoins, au niveau de la réception nous n’avons que le signal reçu, qui 
est une superposition du signal émis et le bruit. Par conséquent, pour chaque type de 
bruit, nous avons besoin d’une méthode d’estimation méticuleuse afin d’estimer 
correctement ces paramètres, ce qui pose une grande aporie pour un algorithme qualifié 
d’optimal. 
Pour les deux types du bruit impulsif, gaussien généralisé et � −stable symétrique, 
nous allons voir dans les paragraphes 4.3.2 et 4.3.3 respectivement, deux méthodes 
Fig. 4.10.b  Organigramme de l’algorithme SOVA. 
2 3 
Fin  
 ݇ >  ݈݌ 
Oui  
Non  
                        Calcul des ܮܮܴ     
  ܮܮܴሺ݇ሻ =  ͳ − ʹ  ݀ሺ݇ሻ ሺܯݏݑݎݒሺ݇ሻ −  ܯܿ݋݊ܿሺ݇ሻሻ 
 
ܯܿ݋݊ܿሺ݇ሻ =  ݉݅݊{ܸܯܨሺ݇, : ሻ +  ܸܯܤሺ݈݌ − ݇ + ͳ, : ሻ} Calcul de la métrique du meilleur concurrent        
 
 
Calcul de l’information extrinsèque         
 ݏ݋݂ݐ_݋ݑݐ =  ܮܮܴ −  ଶ��௥ሺ�భሻ−ଵ ܴଵ 
 
Garder la séquence estimée   ݀  et l’information 
extrinsèque  ݏ݋݂ݐ_݋ݑݐ 
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originales d’estimation utilisées dans l’algorithme MAP. Ces deux méthodes s’appuient  
principalement sur deux points essentiels, à savoir 
 L’utilisation de statistiques d’ordre inférieur fractionnel FLOS ; 
 Le calcul de la nouvelle quantité notée ߩ, qui représente la probabilité pour 
que l’observation ܴ௞ du signal reçu donnée par l’équation (4.6), soit de même 
avec l’observation ௞ܻ du signal envoyé ; 
La notion de FLOS pour les bruits impulsif GG et ܵ�ܵ, ainsi que la définition et le 
calcul de la probabilité ߩ, sont bien exhibés dans le paragraphe 4.3.1.   
Les principales étapes de l’algorithme de décodage MAP sont 
Etape 1 : Déclarer le signal reçu ܴ௞ = ሺܴ௞௦ , ܴ௞�ሻ et estimer judicieusement les paramètres 
du bruit à partir de la partie systématique ܴ = ሺܴ௞௦ሻ et ݇ = ͳ,ʹ,⋯ ,ܰ où ܰ est pris égal à la 
taille de l’entrelaceur. 
Etape 2 : A partir de l’instant ݇ = ͳ pour ݅ = Ͳ, ͳ et ݉ =  Ͳ, . . . , ʹ� −  ͳ, où ߥ est la 
 mémoire du CTC, calculer la métrique de branche ߜ௞௜ ሺ݉ሻ suivant l’expression 
 (3.45) pour tous les symboles reçus et les sauvegarder dans un tableau. 
Etape 3 : Initialiser la variable �௞ሺ݉ሻ telle que �ଵሺͲሻ = ͳ et �ଵሺ݉ሻ = Ͳ, pour tout ݉ ≠ Ͳ, 
 et calculer la métrique d’état en avant �௞ሺ݉ሻ = Ͳ à partir de l’instant ݇ = ʹ et pour
 tous les états (݉ =  Ͳ, . . . , ʹ� −  ͳ) en utilisant l’équation (3.42). 
Etape 4 : Initialiser la variable ߚ௞ሺ݉ሻ telle que ߚேሺͲሻ = ͳ et ߚேሺ݉ሻ = Ͳ, pour tout ݉ ≠ Ͳ, 
 et calculer la métrique d’état en arrière ߚ௞ሺ݉ሻ = Ͳ à partir de l’instant ݇ = ܰ − ͳ et 
 pour tous les états (݉ =  Ͳ, . . . , ʹ� −  ͳ) en utilisant l’équation (3.43). 
4.2.6 Comparateur (Calcul du taux d’erreurs binaire ��ࡾ)  
Nous considérons les deux équations (4.2.a) et (4.2.b) : ܴܵܰ = ଵேబ = ଵଶ�మ   et  ܩܴܵܰ =ଵଶ஼� ∙ ா್�మ . Dans le modèle de la figure 4.1, si la variance du bruit qui affecte le canal est 
finie, les performances du système numérique sont étudiées et comparées en analysant le ܤܧܴ en fonction du ܴܵܰ donné par l’équation (4.2.a). Mais si la variance du bruit est 
infinie comme le cas du bruit ܵ�ܵ de Cauchy, ces performances sont présentées en 
fonction du ܩܴܵܰ donné par l’équation (4.2.b). Ceci représente un grand inconvénient si 
nous voulons comparer ces performances utilisant ce ܩܴܵܰ avec les performances d’un 
système numérique contaminé par autre bruit ܵ�ܵ différent de celui de Cauchy, car le ܩܴܵܰ est devient différent de celui de Cauchy (voir l’équation (2.43)). Afin de résoudre ce 
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problème nous avons proposé de présenter les comportements de ces systèmes 

































݉ = ݉ + ͳ 
Initialiser les paramètres  
Début 
1 
Générer la séquence d’information  ݀ 
Coder la séquence avec le CTC 
Moduler la sortie du CTC avec la BPSK 
݉  est le compteur des paquets à décoder 
݇ = ሺ݉ − ͳሻ × ݈݌ ݈݌ : est la taille de l’entrelaceur   
2 
Démultipléxer la sortie du canal en  ܴଵ, ܴଶ  et ܴଷ 
Déclarer le ܴܵܰ ou ͳ/� (dB), le facteur  � 
et le nombre des itérations ܰ݅ݐ݁ݎ  
Générer le bruit envisagé selon le ܴܵܰ ou le 
rapport ͳ/�, et l’ajouter au signal émis. 
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݅ = ݅ + ͳ ݅  est le compteur des itérations 
Désentrelacer  ݏ݋݂ݐ_݋ݑݐ݁݊ʹ  pour avoir ݏ݋݂ݐ_݋ݑݐʹ  
 
Calculer l’entrée n°1 du DECO1, notée ܴ݉ଵ = ܴଵ + � × ݏ݋݂ݐ_݋ݑݐʹ  
 
ݏ݋݂ݐ_݋ݑݐ݁݊ͳ Entrelacer ݏ݋݂ݐ_݋ݑݐͳ pour avoir  
Calculer l’entrée n°1 du DECO2, notée ܴ݁݊݉ଵ = ܴ݁݊ଵ + � × ݏ݋݂ݐ_݋ݑݐ݁ͳ  
 
3 4 
Entrelacer ܴଵ pour avoir l’entrée n°1 du 
DECO2, notée  ܴ݁݊ଵ 
[  ݀ଵ, ݏ݋݂ݐ_݋ݑݐͳ] = ܵ�ܱܵሺܴଵܴଶሻ [  ݀݁݊ଶ, ݏ݋݂ݐ_݋ݑݐ݁݊ʹ] = ܵ�ܱܵሺܴ݁݊ଵܴଷሻ 
 
[  ݀ଵ, ݏ݋݂ݐ_݋ݑݐͳ] = ܵ�ܱܵሺܴ݉ଵܴଶሻ [  ݀݁݊ଶ, ݏ݋݂ݐ_݋ݑݐ݁݊ʹ] = ܵ�ܱܵሺܴ݁݊݉ଵܴଷሻ 
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Pour un ܴܵܰ ou un rapport ͳ/� et un nombre d’itérations donnés, nous comptons 
le nombre des bits erronés par le biais d’une comparaison entre la vraie séquence ݀ et la 
séquence estimée  ݀ délivrée par l’un des décodeurs constitutifs (le deuxième décodeur 
par exemple). Le taux d’erreurs binaire ܤܧܴ est le rapport entre ce nombre des bits 
erronés et la longueur totale de la séquence émise. 
D’après la méthode de Monte Carlo, pour avoir une meilleure estimation du ܤܧܴ, il 
faut répéter un grand nombre de fois l’expérience de transmission modélisée par le 
3 4 
Désentrelacer   ݀݁݊ଶ  pour avoir ݀ଶ  
 




 ݇ > ௟௦�௤௟�  
Oui  
Non  
 ݇ >  ܰ݅ݐ݁ݎ 
݈ݏ݁ݍ  est la longueur de la séquence 
Fin  
Calcul du taux d’erreurs binaires ܤܧܴ 
 ܤܧܴ = ݌ℎ/݈ݏ݁ݍ 
Calcul du poids de Hamming entre ݀ et  ݀   
(nombre des bits erronés), noté ݌ℎ 
Fig. 4.11  Organigramme de l’implémentation du modèle de la figure 4.1. 
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modèle de la figure 4.1. La moyenne arithmétique des ܤܧܴ trouvés est une estimation de 
la valeur réelle du ܤܧܴ, qui est d’autant meilleure que le nombre d’essais est grand. 
ܤܧܴ̅̅ ̅̅ ̅̅ ≅ ͳܰ� ∑ܤܧܴ௡ே�௡=ଵ                                                                       ሺͶ.͹ሻ 
où �ܰ est le nombre des essais et ܤܧܴ௡ est le taux d’erreur binaire calculé au ݊ème  essai. 
Nous avons pris le long de notre simulation �ܰ = ͳͲͲ.  
Après avoir étalé les éléments spécifiques de chaque bloc dans le modèle de notre 
simulation de la figure 4.1, nous présentons dans la figure 4.11 l’organigramme 
d’implémentation du tel modèle. 
4.3 Nouvelles contributions à l’amélioration des décodeurs itératifs 
Dans ce paragraphe nous présentons trois nouvelles approches pour optimiser un 
décodeur itératif où chaque approche est établie pour un seul type de bruit parmi les 
types envisagés dans le paragraphe 4.2.4. 
Egalement, nous étudions avec détaille l’effet de l’ordre de moment sur 
l’approximation pratique de l’espérance mathématique par la moyenne arithmétique 
dans le calcul des moments. En outre, nous définissons une nouvelle quantité appelée la 
probabilité ߩ, la façon de la calculer et son rôle dans l’approximation des statistiques 
d’ordre inférieur fractionnel FLOS. 
En statistique, le terme « statistiques d’ordre inférieur » LOS se réfère à des 
fonctions qui utilisent au maximum la puissance ʹ d’un échantillon. Si la puissance 
considérée est strictement inférieure à ͳ, nous parlons de « statistiques d’ordre 
inférieur fractionnel » FLOS. 
Par contre, le terme « statistiques d’ordre supérieur» HOS se réfère à des fonctions 
qui utilisent la troisième puissance ou plus d’un échantillon [111]. 
4.3.1 Les FLOS d’un bruit impulsif et la probabilité �  
Soient ଵܹ, ଶܹ, ⋯ , ேܹ, ܰ observations d’un bruit ܹ. La meilleure approximation du 
moment ݉௥ = ܧሺ|ܹ|௥ሻ                                                                         ሺͶ.ͺሻ 
en utilisant les ௞ܹ ሺ݇ = ͳ,⋯ ,ܰሻ, est la moyenne arithmétique donnée par 
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݉̂௥ = ͳܰ ∑| ௞ܹ|௥ே௞=ଵ                                                                        ሺͶ.ͻሻ 
D’après la méthode de Monte Carlo, pour obtenir une estimation pertinente de ݉௥, 
il faut répéter un grand nombre de fois la réalisation des ܰ observations ௞ܹ. L’estimation 
du moment ݉௥ au ݊ème essai est alors 
݉̂௥௡ = ͳܰ ∑| ௞ܹ௡|௥ே௞=ଵ                                                                  ሺͶ.ͳͲሻ 
Si nous notons par �ܰ le nombre d’essais, dès lors, la moyenne arithmétique des 
moments ݉̂௥௡ trouvés est une estimation de la valeur réelle du ݉௥, qui est d’autant 
meilleure que le nombre d’essais est grand. 
݉̂௥ = ͳܰ� ∑( ͳܰ ∑| ௞ܹ௡|௥ே௞=ଵ )ே�௡=ଵ                                                           ሺͶ.ͳͳሻ 
Pour toiser la précision donc la qualité de l’estimation du moment ݉௥ nous 
utilisons la racine carrée de l’erreur quadratique moyenne ܴܯܵܧ donnée par [112]  
ܴܯܵܧ = √ܧሺሺ݉௥ − ݉̂௥௡ሻଶሻ ≅ √ ͳܰ� ∑ሺ݉௥ − ݉̂௥௡ሻଶே�௡=ଵ = √ ͳܰ� ∑(ܧሺ|ܹ|௥ሻ − ͳܰ ∑| ௞ܹ௡|௥ே௞=ଵ )ଶே�௡=ଵ ሺͶ.ͳʹሻ 
ou aussi la ܴܯܵܧ relative 
ܴܯܵܧ௥�௟ = ܴܯܵܧ݉௥ ≅ √ ͳܰ� ∑(ͳ − ݉̂௥௡݉௥ )ଶே�௡=ଵ                                                    ሺͶ.ͳ͵ሻ 
La relation (4.12) nous montre théoriquement que limே→+∞ܴܯܵܧ = Ͳ, ∀ ݎ.                                        ሺͶ.ͳͶ. ܽሻ lim௥→଴ܴܯܵܧ = Ͳ,          ∀ ܰ.                                        ሺͶ.ͳͶ. ܾሻ 
Pour valider numériquement et mettre à profit ces deux résultats nous avons 
choisi deux bruits impulsifs GG et ܵ�ܵ, comme montrent les deux paragraphes suivants.  
4.3.1.1 Les FLOS d’un bruit impulsif GG  
Soient ܹ un bruit GG à moyenne nulle et ݎ un nombre réel différent des entiers 
impairs avec ݎ > −ͳ. Nous avons vu dans le chapitre 2 (voir l’équation (2.4)) que le 
moment d’ordre ݎ est donné par 
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݉௥ = ܧሺ|ܹ|௥ሻ  = [�ଶΓሺͳ/�ሻΓሺ͵/�ሻ ]௥/ଶ Γሺሺݎ + ͳሻ/�ሻΓሺͳ/�ሻ                                           ሺͶ.ͳͷሻ 
Dans ce paragraphe, nous s’intéressons à l’étude de la ܴܯܵܧ de l’estimation du 
moment ݉௥ en fonction de l’ordre ݎ pour un bruit impulsif GG où le paramètre de forme 
vérifie Ͳ < � ൑ ͳ. Dans cette étude, sans perte de généralité, nous posons l’écart type du 
bruit � = ͳ. Les courbes des figures 4.12 sont considérées pour �ܰ = ͳͲ ͲͲͲ essais. 
L’analyse de ces courbes permet de conclure que 
 La ܴܯܵܧ est une fonction croissante en fonction de ݎ et elle augmente rapidement 
d’une façon presque exponentielle dans l’intervalle ݎ ൒ ͳ ; 
 La ܴܯܵܧ reste faible et inférieur ou égale à ͳͲ−ଵ dans l’intervalle Ͳ < ݎ < ͳ même 
pour un nombre d’échantillons relativement petit ܰ = ͳͲͲ ; 
 La ܴܯܵܧ se diminue avec l’augmentation de ܰ, ce qui est conforme avec la 
théorie d’après (4.14.a); 
 La ܴܯܵܧ s’augmente avec la diminution de � si ݎ ൒ ͳ. Donc, plus que le bruit est 
impulsif plus la ܴܯܵܧ est grande lorsque ݎ est plus grand que ͳ ; 
 Dans l’intervalle Ͳ < ݎ < ͳ, la ܴܯܵܧ est pratiquement la même pour toutes les 
valeurs de � comprises entre Ͳ et ͳ. 
 Plus l’ordre ݎ est petit plus la ܴܯܵܧ est faible, ce qui est corroboré par l’égalité 
(4.14.b). 
Par conséquent, pour que l’estimation du moment ݉௥ soit pertinente dans le cas 
d’un bruit impulsif GG, il faut 
 augmenter considérablement le nombre d’échantillons ܰ surtout lorsque l’ordre 
de moment ݎ ൒ ͳ, ce qui est mathématiquement exprimé par l’égalité (4.14.a) ; 
 choisir un ordre de moment ݎ proche de Ͳ, et ceci quelque soit le nombre 
d’échantillons ܰ considéré, même relativement petit. Ce choix est traduit 
théoriquement par la relation (4.14.b). 
Dans le cas d’un système qui travaille en temps réel comme les turbo codes, le 
premier choix est à éviter. Par contre, tangiblement il est très recommandé de choisir la 
deuxième proposition. D’où la raison de travailler avec de statistiques d’ordre inférieur 
fractionnel FLOS dans l’estimation du paramètre de forme d’un bruit impulsif GG. 
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4.3.1.2 Les FLOS d’un bruit impulsif ࡿ�ࡿ  
Soient ܹ un bruit ܵ�ܵ et ݎ un nombre réel tel que −ͳ < ݎ < �. Nous avons vu dans 
le chapitre 2 (voir l’équation (2.34)) que le moment d’ordre ݎ d’un tel bruit est donné par 
݉௥ = ܧሺ|ܹ|௥ሻ  = ʹ௥+ଵ ∙ Γ  ݎ + ͳʹ  ∙ Γ  −ݎ�  �√ߨ ∙ Γ  −ʹݎ ∙ �௥/α                                          ሺͶ.ͳ͸ሻ 
La ܴܯܵܧ de l’estimation du moment ݉௥ à partir de ܰ observations ଵܹ, ଶܹ, ⋯ , ேܹ 
d’un bruit impulsif ܵ�ܵ, est donnée toujours par la formule (4.12). 
Dans ce paragraphe, nous s’intéressons à l’étude de cette ܴܯܵܧ en fonction de 
l’ordre ݎ tel que Ͳ < ݎ < �. Le paramètre de forme doit suffire à la condition Ͳ < � < ʹ 
pour assurer l’impulsivité du bruit ܵ�ܵ. Donc, tous les moments ݉௥ d’un tel bruit sont 


























































N = 10 000
Fig. 4.12 La ࡾࡹࡿ�  de l’estimation du moment ࢓� en fonction de  � 
pour un bruit impulsif GG et pour différentes valeurs de ࡺ. 
(a) ࡺ = ૚૙૙ (b) ࡺ = ૚૙૙૙ (c) ࡺ = ૚૙ ૙૙૙. 
 (a)  (b) 
 (c) 
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des statistiques d’ordre inférieur LOS car ݎ < � < ʹ. Dans cette étude, sans restreindre la 
généralité, nous prenons le paramètre de dispersion � = ͳ. Les courbes des figures 4.13 
























Ces courbes nous permettent de constater que 
 La ܴܯܵܧ se diminue si nous augmentons le nombre d’échantillons ܰ, ce qui est 
devinable selon l’égalité (4.14.a) ; 
 La ܴܯܵܧ s’accroît en fonction de ݎ et son taux d’accroissement suit un decrescendo 
en fonction de � ;   
 Lorsque ݎ est proche de �, la ܴܯܵܧ devient très grande car le moment ݉௥ donné 
par (4.16) tend vers plus l’infini si  ݎ tend vers � ; 






























































N = 10 000
Fig. 4.13 La  ࡾࡹࡿ�  de l’estimation du moment  ࢓� en fonction de  � 
pour un bruit impulsif ࡿ�ࡿ et pour différentes valeurs de ࡺ. 
(a) ࡺ = ૚૙૙ (b) ࡺ = ૚૙૙૙ (c) ࡺ = ૚૙ ૙૙૙. 
 (a)  (b) 
 (c) 
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 La ܴܯܵܧ devient trop petite si l’ordre ݎ est proche de 0, ce qui est confirmé par la 
relation (4.14.b). 
Corollairement, quant à un bruit impulsif ܵ�ܵ, nous avons deux choix pour obtenir 
une estimation rigoureuse du moment ݉௥, c’est comme dans le cas d’un bruit impulsif 
GG. Ces deux choix sont  
 agrandir gigantesquement le nombre d’échantillons ܰ surtout lorsque l’ordre de 
moment ݎ est proche de �, ce qui est rigoureusement exprimé par l’égalité 
(4.14.a) ; 
 prendre une valeur de ݎ proche de Ͳ, et ceci quelque soit le nombre 
d’échantillons ܰ considéré, même comparativement petit. Ce choix est glosé 
analytiquement par l’équation (4.14.b). 
La première proposition est pratiquement à éviter. En revanche, il est vital de 
pencher à la deuxième proposition en ceci qu’il est très avantageux d’utiliser les FLOS 
pour estimer les paramètres d’un bruit impulsif ܵ�ܵ. 
Le problème majeur rencontré dans l’utilisation des FLOS dans le cas d’un bruit 
impulsif ܵ�ܵ est le choix du l’ordre de moment ݎ qui doit vérifier Ͳ < ݎ < �. Or, au niveau 
de la réception le décodeur itératif doit estimer les paramètres du bruit envisagé, à 
savoir � et �, en utilisant le moment ݉௥ qui est dépend de ݎ. Autrement dit, comment 
choisir ݎ qui est majorée par � qui est à son tour dépend de ݎ ? 
Pour dépasser ce problème nous choisissons un type bien précis des bruits 
impulsifs ܵ�ܵ à savoir le bruit de Cauchy où le paramètre � = ͳ. 
Dans tout ce qui suit nous adoptons le bruit de Cauchy pour représenter la classe 
des bruits ܵ�ܵ.  
4.3.1.3 La notion et le calcul de la probabilité �  
Dans le chapitre 2 nous avons vu que les deux lois GG et ܵ�ܵ envisagées sont 
symétriques à moyennes nulles, alors leurs PDF ௑݂ሺ�ሻ sont des fonctions paires. De plus, 
elles sont des fonctions décroissantes sur ℝ+. Par conséquent, ces deux PDF s’écrivent 
sous la forme ௑݂ሺ�ሻ = ݃ሺ|�|ሻ où ݃ est une fonction continue et décroissante, définie de ℝ+ 
vers ℝ+. Dans ces conditions, comme dans le paragraphe 3.3 du chapitre 3, les densités 
de probabilité de transition des canaux considérés peuvent s’écrivent donc sous la forme ܲሺܴ௞ ௞ܻ é݉݅ݏ⁄ ሻ = ௑݂ሺܴ௞ − ௞ܻሻ = ݃ሺ|ܴ௞ − ௞ܻ|ሻ                                      ሺͶ.ͳ͹ሻ  
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 Nous savons bien qu’au niveau du récepteur nous devons trouver à partir de 
l’observation ܴ௞ une estimation du symbole ௞ܻ de sorte que la probabilité moyenne de 
l’erreur de décision soit minimisée, donc la probabilité conditionnelle de la relation (4.17) 
soit maximisée. Maximiser la dernière expression revient à minimiser la quantité |ܴ௞ − ௞ܻ| car la fonction ݃ est décroissante. Pour que cette dernière quantité soit 
minimale il faut que  ܴ௞ soit de même signe que ௞ܻ en tenir compte que ௞ܻ ∈ {−ͳ,+ͳ}, 
autrement dit, il faut que le produit ܴ௞ × ௞ܻ  soit positif (voir le paragraphe 3.2 du 
chapitre 3). D’où vient l’idée de calculer la probabilité  ߩ = ܲሺܴ௞ ∙ ௞ܻ > Ͳሻ. Nous avons  ߩ = ܲሺܴ௞ ∙ ௞ܻ > Ͳሻ ߩ = ܲሺͳ + ௞ܻ ∙ ௞ܹ > Ͳሻ = ܲሺ ௞ܻ ∙ ௞ܹ > −ͳሻ  car ܴ௞ = ௞ܻ + ௞ܹ et ௞ܻଶ = ͳ, alors ߩ = ܲሺ ௞ܻ ∙ ௞ܹ > −ͳ ௞ܻ = −ͳ⁄ ሻ ∙ ܲሺ ௞ܻ = −ͳሻ + ܲሺ ௞ܻ ∙ ௞ܹ > −ͳ ௞ܻ = +ͳ⁄ ሻ ∙ ܲሺ ௞ܻ = +ͳሻ 
et avec     ܲሺ ௞ܻ = −ͳሻ = ܲሺ ௞ܻ = +ͳሻ = ͳ/ʹ, nous trouvons ߩ = ଵଶ ∙ (ܲሺ ௞ܹ < +ͳሻ + ܲሺ ௞ܹ > −ͳሻ൯ = ଵଶ ∙ (ͳ + ܲሺ−ͳ < ௞ܹ < +ͳሻ൯, 
enfin ߩ = ͳʹ ∙ ቆͳ + ∫ ݂ሺݓሻ݀ݓ ଵ−ଵ ቇ = ͳʹ + ∫ ݂ሺݓሻ݀ݓଵ଴                                      ሺͶ.ͳͺሻ 
Nous remarquons que cette probabilité est toujours supérieure à ͳ/ʹ. 
Tant que les bruits considérés dans ce travail sont impulsifs, alors la densité ௐ݂ሺݓሻ présente de grandes valeurs au voisinage de Ͳ, donc l’intégrale sur le segment [Ͳ, ͳ] siégée dans l’égalité (4.18) est souvent comparable avec ͳ/ʹ et ceci selon 
l’impulsivité du bruit. Pour cette raison ߩ est généralement n’est pas loin de ͳ. Par 
conséquent, il est fortement indispensable d’utiliser cette probabilité dans l’estimation 
des paramètres des bruits impulsifs envisagés. 
Dans le cas d’un bruit impulsif GG nous trouvons  
ߩ = ͳʹ + �ʹ ∙ ܣ ∙ Γሺͳ/�ሻ∫ ݁−ሺ௪/஺ሻ�݀ݓଵ଴ ,            ܣ = � (Γሺͳ/�ሻΓሺ͵/�ሻ)ଵ/ଶ              ሺͶ.ͳͻሻ 
Dans le cas d’un bruit impulsif ܵ�ܵ de Cauchy nous obtenons  ߩ = ͳʹ + ∫  �ߨሺݓʹ  +  �ʹሻ ݀ݓ  ଵ଴ = ͳʹ + ͳߨ arctan (ͳ�)                                           ሺͶ.ʹͲሻ 
La figure 4.14 montre la variation de la probabilité ߩ donnée par l’équation (4.19) 
en fonction de � pour différentes valeurs de �. D’après les courbes de cette figure, nous 
remarquons que pour un bruit impulsif GG faible (� = Ͳ.ͷ) la probabilité ߩ reste toujours 
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supérieure à Ͳ.ͻͷ, et pour un fort bruit (� = ʹ) cette probabilité reste toujours supérieure 
à Ͳ.͹ͷ. 
La figure 4.15 illustre la variation de ߩ de la relation (4.20) en fonction du 
paramètre de dispersion �. Cette figure nous permet de conclure que la probabilité ߩ 
varie inversement avec la dispersion du bruit. Néanmoins, cette probabilité reste 
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Fig. 4.14 La probabilité � en fonction du paramètre de forme � 
pour un bruit impulsif GG. 
Fig. 4.15 La probabilité � en fonction du paramètre de dispersion � 
pour un bruit impulsif ࡿ�ࡿ de Cauchy. 
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Nous cherchons maintenant à exprimer le moment FLOS ݉௥ en fonction de ߩ. Tout 
d’abord, nous avons 
 ௞ܻ = {  signሺܴ௞ሻ                    avec  probabilité   ߩ−signሺܴ௞ሻ                avec  probabilité ͳ − ߩ                                     ሺͶ.ʹͳሻ  
alors, pour tout Ͳ < ݎ < ͳ nous avons | ௞ܹ|௥ = |ܴ௞ − ௞ܻ|௥ = {|ܴ௞ − signሺܴ௞ሻ|௥                  avec probabilité  ߩ|ܴ௞ + signሺܴ௞ሻ|௥          avec  probabilité ͳ − ߩ              ሺͶ.ʹʹሻ 
et nous pouvons approximer dans ce cas | ௞ܹ|௥ par sa valeur moyenne comme suit   | ௞ܹ|௥  ≅ ߩ ∙ |ܴ௞ − signሺܴ௞ሻ|௥ + ሺͳ − ߩሻ ∙ |ܴ௞ + signሺܴ௞ሻ|௥                     ሺͶ.ʹ͵ሻ 
Donc, le moment ݉௥ d’ordre Ͳ < ݎ < ͳ est approximé par ݉௥ = ܧሺ| ௞ܹ|௥ሻ ≅ ߩ ∙ ܧሺ|ܴ௞ − signሺܴ௞ሻ|௥ሻ + ሺͳ − ߩሻ ∙ ܧሺ|ܴ௞ + signሺܴ௞ሻ|௥ሻ        ሺͶ.ʹͶሻ 
ou sous la forme simplifiée suivante ݉௥ ≅ ߩ ∙ ܾ௥ + ሺͳ − ߩሻ ∙ ܿ௥ = ߩ ∙ ሺܾ௥ − ܿ௥ሻ + ܿ௥                                            ሺͶ.ʹͷ. ܽሻ 
où                       ܾ௥ = ܧሺ|ܴ௞ − signሺܴ௞ሻ|௥ሻ   et   ܿ௥ = ܧሺ|ܴ௞ + signሺܴ௞ሻ|௥ሻ                      ሺͶ.ʹͷ. ܾሻ 
Nous signalons que la formule (4.25.a) reste valable pour tout ݎ > Ͳ, bien entendu 
à condition que le moment ݉௥ est fini. 
4.3.2 Approche 1 : Nouvelle approche pour optimiser un décodeur itératif 
pour un canal AWGN [113] 
Pour un faible ܴܵܰ, les turbo codes ne donnent pas une grande chose en termes du ܤܧܴ même si nous augmentons le nombre d’itérations du décodeur itératif. Les travaux 
[74][114][115] dans le cas d’une modulation BPSK, ont permis de mettre en évidence cet 
inconvénient. Un tel inconvénient rend les turbo codes non optimaux. Par conséquent, 
une question qui se pose ici : « y a-t-il un moyen pour perfectionner des tels codes ? » 
Il y a beaucoup des travaux qui traitent le problème de perfectionnement des 
décodeurs itératifs. Par exemple, en augmentant la distance libre minimale du codeur, 
soit par poinçonnage de la partie systématique du turbo code [116], ou soit par un choix 
adéquat de l’entrelaceur [117]. 
Dans [118], les auteurs utilisent, pour optimiser un décodeur itératif, la théorie du 
chaos et la théorie de la bifurcation pour analyser l’influence réciproque des processus 
itératifs et réduire la sous-optimalité d’un processus itératif. Il ressort de cette étude que 
corriger l’information extrinsèque avec des fonctions ݂ correctement choisies (par 
exemple, ݂ሺ�ሻ = ܽ ∙ � ∙ ݁−௕|௫| avec ܽ ∈ [Ͳ.ͺ, ͳ] et ܾ ∈ [ͳͲ−ଷ, ͳͲ−ଶ]) permet une amélioration 
des performances de décodage. 
ܥℎܽ݌݅ݐݎ݁ Ͷ ∶  ܰ݋ݑݒ݈݈݁݁ݏ ܿ݋݊ݐݎܾ݅ݑݐ݅݋݊ݏ ݁ݐ ݏ݅݉ݑ݈ܽݐ݅݋݊ ݊ݑ݉éݎ݅ݍݑ݁   ͤͣͧ͢/ͤͣͨ͢
 
ܯ݋݀ݑ݈ܽݐ݅݋݊ ܽݒ݁ܿ ܿ݋݀ܽ݃݁ ݅ݐéݎܽݐ݂݅ ݌݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ݅ݐݏ ݊݋݊ − ݃ܽݑݏݏ݅݁݊ݏ Page 135 
Dans la pratique, des corrections linéaires sont préférables car moins complexe à 
mettre en œuvre. Pour cette raison les auteurs dans [107] et [108] ont multiplié 
l’information extrinsèque par un facteur bien choisi. Il est également possible de faire 
varier ce facteur au cours des itérations [1]. 
Dans cette section, pour optimiser un décodeur itératif et le rendre plus efficace 
surtout pour les faibles ܴܵܰ, nous proposons une approche originale qui consiste à 
incorporer une fonction porte ou binaire ݌ሺ݅ሻ, qui ne peut prendre que deux valeurs Ͳ ou ͳ 
en fonction de l’itération ݅, dans l’entrée systématique du décodeur itératif. La 
détermination de la fonction ݌ሺ݅ሻ est faite en minimisant le taux d’erreurs binaire ܤܧܴ 
lors de chaque itération. 
Le modèle d’un DCS utilisé pour cette approche est représenté dans la figure 4.1. 
Les turbo codes employés sont ceux des figures  4.5.a et 4.5.b avec un entrelaceur ܵ −aléatoire pour deux tailles ܭ = ͸Ͷ × ͸Ͷ et ܭ = ͳʹͺ × ͳʹͺ. Le bruit envisagé est un 
bruit AWGN à moyenne nulle. A partir des observations ܴ௞ du signal reçu données par 
(4.6), le seul paramètre à estimer pour ce bruit est sa variance �ଶ = ܧሺ ௞ܹଶሻ = ܧሺܴ௞ଶሻ − ͳ ≅ ଵே∑ ܴ௞ଶே௞=ଵ − ͳ                                      ሺͶ.ʹ͸ሻ 
Dans le schéma du décodeur itératif de la figure 4.2, que nous allons l’appeler 
décodeur itératif classique CID, les entrées systématiques, à chaque itération ݅ sont {ܧଵሺ݅ሻ = ܴଵ + � ∙ Ψଶሺ݅ሻܧଶሺ݅ሻ = ܴଵ + � ∙ Ψଵሺ݅ሻ        avec   ܧଵሺͲሻ = ܧଶሺͲሻ = ܴଵ                        ሺͶ.ʹ͹ሻ 
Les performances d’un décodeur itératif sont données par les taux d’erreurs 
binaires ܤܧܴଵ et ܤܧܴଶ des décodeurs élémentaires {ܤܧܴଵ = ݂݋݊ܿݐ݅݋݊ ݀݁ ܧଵሺ݅ሻ ݁ݐ  ܴଶ = ݂݋݊ܿݐ݅݋݊ ݀݁ ݅ܤܧܴଶ = ݂݋݊ܿݐ݅݋݊ ݀݁ ܧଶሺ݅ሻ݁ݐ  ܴଷ = ݂݋݊ܿݐ݅݋݊ ݀݁ ݅                                           ሺͶ.ʹͺሻ 
Ces taux d’erreurs binaires sont en fait, fonctions du nombre d’itérations pour un ܴܵܰ donné. Le caractère itératif du décodeur rend ܤܧܴଵ et ܤܧܴଶ décroissant avec 
l’augmentation de ݅. Il faut noter que ces deux taux d’erreurs convergent vers la même 
valeur. 
Nous remémorons que le problème remarquable dans un décodeur itératif 
classique est que pour les faibles ܴܵܰ ne donne pas de meilleures performances en 
termes de ܤܧܴ si nous augmentons le nombre d’itérations surtout lorsqu’on utilise 
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l’algorithme SOVA [74][114][115]. Dans le paragraphe suivant nous allons exposer une 
nouvelle technique qui permet d’améliorer les performances d’un décodeur itératif pour 
les faibles ܴܵܰ et nous allons voir que cette technique reste très avantageuse dans la 
zone des faibles ܤܧܴ.  
4.3.2.1 Approche proposée et décodeur itératif modifié MID 
Pour minimiser l’effet de l’inconvénient du problème cité ci-dessus dans le 
paragraphe précédent, nous devons jouer astucieusement sur le paramètre le plus 
primordial dans le décodeur itératif, à savoir l’information extrinsèque Ψ, parce que le 
pouvoir de correction d’un tel décodeur dépend étroitement de ce paramètre, et plus ce 
paramètre est fiable pour chaque itération ݅, plus le décodeur itératif est performant. 
Dans ce contexte, nous avons proposé une méthode originale qui permet 
d’améliorer colossalement les performances du décodeur itératif surtout dans la zone des 
faibles ܴܵܰ [113]. Notre nouvelle méthode consiste à mettre les entrées ܧଵሺ݅ሻ et ܧଶሺ݅ሻ du 
CID sous la forme suivante 
{ܧଵሺ݅ሻ = ݌ሺ݅ሻ ∙ ܴଵ + � ∙ Ψଶሺ݅ሻܧଶሺ݅ሻ = ݌ሺ݅ሻ ∙ ܴଵ + � ∙ Ψଵሺ݅ሻ                                                               ሺͶ.ʹͻሻ 
donc, 
{ܤܧܴଵ = ݂݋݊ܿݐ݅݋݊ ݀݁ ܧଵሺ݅ሻ ݁ݐ  ܴଶ = ݂݋݊ܿݐ݅݋݊ ݀݁ ݅ ݁ݐ ݌ሺ݅ሻܤܧܴଶ = ݂݋݊ܿݐ݅݋݊ ݀݁ ܧଶሺ݅ሻ݁ݐ  ܴଷ = ݂݋݊ܿݐ݅݋݊ ݀݁ ݅ ݁ݐ ݌ሺ݅ሻ                         ሺͶ.͵Ͳሻ 
où la nouvelle fonction ݌ሺ݅ሻ est une fonction binaire de ݅ (݌ሺ݅ሻ ∈ {Ͳ,ͳ}) à déterminer de 
façon à minimiser le ܤܧܴሺ݅, ݌ሺ݅ሻሻ à chaque itération. 
Il faut noter que l’idée de cette approche est inspirée de la méthode mathématique 
dite « variation des constantes » utilisée dans les équations différentielles. Ipso facto, au 
lieu de multiplier l’entrée ܴଵ par un « 1 » pour chaque itération ݅, dans les expressions de ܧଵ et ܧଶ, nous la multiplie par une fonction variable ݌ሺ݅ሻ.  
La détermination de la fonction binaire ݌ሺ݅ሻ est faite par simulation numérique en 
travaillant avec le modèle de la figure 4.1. Nous rappelons que ݌ሺ݅ሻ = Ͳ (resp. ݌ሺ݅ሻ = ͳ) 
signifie que le décodeur itératif travaille à l’itération ݅ sans (resp. avec) l’entrée 
systématique.  L’algorithme de calcul de la fonction ݌ሺ݅ሻ est le suivant 
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Fig. 4.16 L’organigramme de l’algorithme de calcul de �ሺ�ሻ. 
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Nous obtenons alors ݌ሺ݅ = ͳ,⋯ ,ܰݎሻ constituée de Ͳ ou ͳ. L’organigramme de cet 
algorithme est illustré dans la figure 4.16. 
Pour une itération ݅ où ݌ሺ݅ሻ = Ͳ, les entrées ܧଵሺ݅ሻ et ܧଶሺ݅ሻ deviennent {ܧଵሺ݅ሻ = Ͳ ∙ ܴଵ + � ∙ Ψଶሺ݅ሻ = � ∙ Ψଶሺ݅ሻܧଶሺ݅ሻ = Ͳ ∙ ܴଵ + � ∙ Ψଵሺ݅ሻ = � ∙ Ψଵሺ݅ሻ                                                             ሺͶ.͵ͳሻ 
Mais pour le décodeur classique nous avons toujours l’équation (4.27).              
Nous constatons immédiatement que notre méthode permet d’éliminer deux 
opérations d’addition en blocs, donc moins de temps d’exécution à chaque itération. Dès 
lors, si pour ܰݎ itérations, l’algorithme proposé donne ܰݎ଴ zéros pour ݌ሺ݅ሻ, c’est-à-dire  ݌ሺ݅ሻ = Ͳ, ݅ = ͳ,⋯ ,ܰݎ଴  ሺܰݎ଴ ൑ ܰݎሻ et pour une séquence d’entrée ܴଵ de longueur ܰ, nous 
gagnons alors pour les deux décodeurs ʹ ∙ ܰݎ଴ ∙ ܰ opérations d’addition de nombres réels. 
Avec la nouvelle technique proposée le schéma du décodeur itératif devient comme 









L’utilisation de la nouvelle technique proposée présente deux avantages : d’une 
part l’amélioration des performances de décodeur itératif  en termes de ܤܧܴ, et d’autre 
part la diminution du temps de traitement du signal reçu. 
Afin de montrer l’efficacité de notre approche indépendamment de �, à chaque fois 
nous avons délibérément choisi la même valeur de � pour les deux décodeurs CID et 
MID.  
4.3.2.2 Résultats et discussions 
Les performances d’un décodeur itératif sont évaluée par le taux d’erreurs binaires ܤܧܴ en fonction du ܴܵܰ. Dans toutes les figures 4.18, 4.19, 4.20 et 4.21, les deux 
décodeurs CID et MID utilisent les deux algorithmes de décodage SOVA et MAP. 
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 Figure 4.18.a : illustre le ܤܧܴ en fonction du ܴܵܰ pour 6 itérations (#6) des décodeurs 
itératifs à 4 états et entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ ; 
 Figure 4.18.b : illustre le ܤܧܴ en fonction du ܴܵܰ pour 12 itérations (#12) des 
décodeurs itératifs à 4 états et entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ ; 
 Figure 4.19.a : illustre le ܤܧܴ en fonction du ܴܵܰ pour 6 itérations (#6) des décodeurs 
itératifs à 8 états et entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ ; 
 Figure 4.19.b : illustre le ܤܧܴ en fonction du ܴܵܰ pour 12 itérations (#12) des 
décodeurs itératifs à 8 états et entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ ; 
 Figure 4.20.a : illustre le ܤܧܴ en fonction du ܴܵܰ pour 6 itérations (#6) des décodeurs 
itératifs à 4 états et entrelaceur ͳͷ −aléatoire de taille ͳʹͺ × ͳʹͺ ; 
 Figure 4.20.b : illustre le ܤܧܴ en fonction du ܴܵܰ pour 12 itérations (#12) des 
décodeurs itératifs à 4 états et entrelaceur ͳͷ −aléatoire de taille ͳʹͺ × ͳʹͺ ; 
 Figure 4.21.a : illustre le ܤܧܴ en fonction du ܴܵܰ pour 6 itérations (#6) des décodeurs 
itératifs à 8 états et entrelaceur ͳͷ −aléatoire de taille ͳʹͺ × ͳʹͺ ; 
 Figure 4.21.b : illustre le ܤܧܴ en fonction du ܴܵܰ pour 12 itérations (#12) des 
décodeurs itératifs à 8 états et entrelaceur ͳͷ −aléatoire de taille ͳʹͺ × ͳʹͺ ; 
 En plus, les figures 4.20.b et 4.21.b illustrent le ܤܧܴ en fonction du ܴܵܰ pour 12 
itérations (#12) des décodeurs itératifs modifiés à 4 états et à 8 états, respectivement, 
avec entrelaceur ͳͷ −aléatoire de taille ͳʹͺ × ͳʹͺ, algorithme de décodage MAP et 
fonction porte périodique ݌݌ሺ݅ሻ = ͳͲͲͳͲͲͳͲͲͳͲͲ. 
A. Performance d’un décodeur itératif  
L’analyse des figures 4.18, 4.19, 4.20 et 4.21 permet de constater que 
 L’algorithme MAP est plus performant que l’algorithme SOVA en termes de ܤܧܴ 
et en termes de rapidité de convergence car l’algorithme MAP est considéré comme 
étant l’algorithme optimal pour le décodage des CTC basés sur les codes RSC, 
contrairement à l’algorithme SOVA qui est sous optimal [1][79][119].  
 Le ܤܧܴ d’un décodeur itératif est inversement proportionnelle au ܴܵܰ, ce qui 
confirme davantage la théorie, puisque pour un grand ܴܵܰ, la séquence émise 
n’est affectée que peu par le bruit. Donc, le décodeur de vraisemblance maximale 
aura à son entrée une séquence avec un nombre faible de bits erronés, d’où une 
probabilité faible, et vice versa ; 
 La rapidité de convergence du décodeur itératif augmente avec le nombre d’états 
et avec le ܴܵܰ. 
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La comparaison des figures 4.18 et 4.19 avec les figures 4.20 et 4.21 
respectivement, permet de conclure que l’augmentation du nombre d’états améliore les 
performances du décodeur itératif, mais en contrepartie la complexité du décodeur 
augmente aussi. 
La comparaison des figures 4.18.a, 4.19.a, 4.20.a et 4.21.a  avec les figures 4.18.b, 
4.19.b, 4.20.b et 4.21.b respectivement, permet de conclure que l’augmentation du 
nombre d’itérations améliore amplement les performances du décodeur itératif, ce qui 
prouve le pouvoir correctif d’un tel décodeur, mais au détriment du temps de décodage 
qui devient plus grand. 
La comparaison des figures 4.18 et 4.20 avec les figures 4.19 et 4.21 
respectivement, permet de conclure que l’augmentation de la taille de l’entrelaceur 
perfectionne les performances du décodeur itératif, mais il nécessite plus de ressources et 
de temps de calcul et induit un retard plus important. Il est important de signaler que les 
performances du décodeur itératif sont étroitement liées à la taille et à la nature de 
l’entrelaceur [114]. 
B. Comparaison entre un MID et un CID 
Pour les décodeurs itératifs associés aux figures 4.3.a et 4.3.b avec deux 
entrelaceurs ܵ −aléatoires (ܵ = ͳͷ pour les deux entrelaceurs ͸Ͷ × ͸Ͷ et ͳʹͺ × ͳʹͺ) et 
pour les deux algorithmes de décodage SOVA et MAP, la simulation avec notre approche 
nous permet de trouver la fonction porte ݌ሺ݅ሻ dans chaque cas. Les résultats trouvés sont 












  ݌ሺ݅ = ͳ,⋯ ,ͳʹሻ 




















 ͸Ͷ × ͸Ͷ SOVA ͳ Ͳ Ͳ ͳ ͳ Ͳ ͳ ͳ Ͳ Ͳ ͳ Ͳ 
M A P ͳ Ͳ Ͳ ͳ Ͳ Ͳ ͳ Ͳ Ͳ ͳ ͳ ͳ ͳʹͺ × ͳʹͺ SOVA ͳ Ͳ Ͳ ͳ ͳ Ͳ Ͳ ͳ ͳ ͳ Ͳ Ͳ 





 ͸Ͷ × ͸Ͷ SOVA ͳ Ͳ Ͳ ͳ ͳ Ͳ Ͳ ͳ Ͳ ͳ ͳ Ͳ 
M A P ͳ Ͳ Ͳ ͳ Ͳ Ͳ ͳ Ͳ ͳ ͳ ͳ Ͳ ͳʹͺ × ͳʹͺ SOVA ͳ Ͳ Ͳ ͳ ͳ Ͳ Ͳ Ͳ ͳ ͳ Ͳ ͳ 
M A P 1 0 0 1 0 0 1 1 0 0 1 0 
Tab. 4.2 La fonction porte �ሺ�ሻ pour différents décodeurs itératifs. 
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D’après le tableau 4.2 nous remarquons que 
1. Pour les 4 premières itérations, la fonction ݌ሺ݅ሻ est la même pour tous les 
décodeurs itératifs étudiés. Donc, dans notre travail, ݌ሺ݅ ൑ Ͷሻ ne dépend ni du 
nombre d’états, ni de la taille de l’entrelaceur ܵ −aléatoire et ni de l’algorithme de 
décodage ; 
2. Pour les 6 premières itérations, la fonction ݌ሺ݅ሻ est la même pour tous les 
décodeurs itératifs étudiés qui travaille avec l’algorithme SOVA. Donc, dans notre 
travail, ݌ሺ݅ ൑ ͸ሻ ne dépend ni du nombre d’états et ni de la taille de l’entrelaceur ܵ −aléatoire ; 
3. Pour les 7 premières itérations, la fonction ݌ሺ݅ሻ est la même pour tous les 
décodeurs itératifs étudiés qui travaille avec l’algorithme MAP. Donc, dans notre 
travail, ݌ሺ݅ ൑ ͹ሻ ne dépend ni du nombre d’états et ni de la taille de l’entrelaceur ܵ −aléatoire ; 
4. La fonction ݌ሺ݅ሻ (݅ > ͸ pour le SOVA et ݅ > ͹ pour le MAP) dépend évidemment du 
nombre d’états, de la taille de l’entrelaceur ܵ −aléatoire et de l’algorithme de 
décodage utilisé ; 
5. Tous les MID étudiés travaillent comme suit 
 La présence de la partie systématique du signal reçu est obligatoire dans la 1ère 
et la 4ème itération ; 
 Dans la 2ème,  la 3ème et la 6ème itération les MID relâchent la partie 
systématique du signal reçu ; 
 Dans la 5ème itération les MID avec l’algorithme SOVA nécessite la présence de 
la partie systématique du signal reçu, contrairement aux MID avec 
l’algorithme MAP ; 
6. Dans le cas de l’algorithme MAP la fonction ݌ሺ݅ሻ ne diffère que par quelques bits 
par rapport à la fonction périodique ݌݌ሺ݅ሻ = ͳͲͲͳͲͲͳͲͲͳͲͲ pour ܰݎ = ͳʹ. Pour 
cette raison nous avons fait une comparaison entre un MID avec une ݌ሺ݅ሻ trouvée 
dans notre approche et un MID avec la fonction périodique ݌݌ሺ݅ሻ en utilisant bien 
entendu l’algorithme MAP (voir les figures 4.20.b et 4.21.b) ;  
7. Dans la fonction ݌ሺ݅ሻ et pour ܰݎ = ͳʹ itérations nous avons la propriété 
suivante « il y a autant des « zéros » que des « un », sauf la fonction ݌ሺ݅ሻ dans la 
dernière ligne du tableau 4.2 où il y a 5 « un » et 7 « zéros » ». Néanmoins, nous 
avons constaté que pour une grande valeur de ܰݎ nous retrouvons que cette 
propriété est vérifiée.  
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La comparaison des figures 4.18.a, 4.19.a, 4.20.a et 4.21.a  avec les figures 4.18.b, 
4.19.b, 4.20.b et 4.21.b respectivement, permet de conclure que dans la zone des faibles ܴܵܰ, l’augmentation du nombre d’itérations n’améliore pas les performances du CID 
surtout avec l’algorithme SOVA, contrairement au cas du MID où l’augmentation du 
nombre d’itérations améliore avec une façon remarquable  les performances du décodeur 
même avec l’algorithme SOVA. Le tableau 4.3 montre un exemple numérique tiré des 
figures 4.19.a et 4.19.b qui confirme ce résultat. 
 
 ܱܸܵܣሺܴܵܰ = Ͳ ݀ܤሻ ܯܣܲሺܴܵܰ = −Ͳ.ͷ ݀ܤሻ 
CID 
# ͸ ܤܧܴ ≅ ʹ × ͳͲ−ଶ ܤܧܴ ≅ ͵ × ͳͲ−ଶ # ͳʹ ܤܧܴ ≅ ʹ × ͳͲ−ଶ ܤܧܴ ≅ ͳͲ−ଶ 
MID 
# ͸ ܤܧܴ ≅ ͳͲ−ଶ ܤܧܴ ≅ ʹ × ͳͲ−ଶ # ͳʹ ܤܧܴ ≅ ͸ × ͳͲ−ଷ ܤܧܴ ≅ ͵ × ͳͲ−ଷ 
 
 
Les figures 4.18, 4.19, 4.20 et 4.21 montrent que 
 Le MID est plus performant que le CID quelque soit le ܴܵܰ, et ceci pour les 
deux algorithmes de décodage SOVA et MAP, et que son pouvoir correctif des 
erreurs augmente par rapport à celui du CID si nous faisons augmenter le 
nombre d’itérations, le ܴܵܰ ou le nombre d’états du décodeur itératif ; 
 Le CID avec l’algorithme de décodage MAP est toujours plus performant que le 
MID avec  l’algorithme de décodage SOVA ;  
 Malgré que notre approche est faite au début pour améliorer le décodeur 
itératif dans la zone des forts ܤܧܴ (faibles ܴܵܰ) mais la simulation montre que 
cette approche est très avantageux dans la zone de faibles ܤܧܴ (fortes ܴܵܰ), car 
la figure 4.20.b, par exemple,  montre que pour un ܤܧܴ = ͳͲ−ହ  nous avons 
gagné en termes de ܴܵܰ pour le MID par rapport au CID avec le SOVA Ͳ.͵͸ ݀ܤ 
et avec le MAP Ͳ.͵͹ ݀ܤ et la figure 4.21.b montre aussi que pour un ܤܧܴ = ͳͲ−ହ 
nous avons gagné en termes de ܴܵܰ pour le MID par rapport au CID avec le 
SOVA Ͳ.Ͷʹ ݀ܤ et avec le MAP Ͳ.͵ʹ ݀ܤ. Donc, nous pouvons conclure que notre 
approche améliore le CID  presque  de Ͳ.͵ͷ ݀ܤ en termes de ܴܵܰ.  
Tab. 4.3 Comparaison MID / CID dans la zone des faibles ࡿࡺࡾ 
en fonction du nombre d’itérations.  
 
ܥℎܽ݌݅ݐݎ݁ Ͷ ∶  ܰ݋ݑݒ݈݈݁݁ݏ ܿ݋݊ݐݎܾ݅ݑݐ݅݋݊ݏ ݁ݐ ݏ݅݉ݑ݈ܽݐ݅݋݊ ݊ݑ݉éݎ݅ݍݑ݁   ͤͣͧ͢/ͤͣͨ͢
 
ܯ݋݀ݑ݈ܽݐ݅݋݊ ܽݒ݁ܿ ܿ݋݀ܽ݃݁ ݅ݐéݎܽݐ݂݅ ݌݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ݅ݐݏ ݊݋݊ − ݃ܽݑݏݏ݅݁݊ݏ Page 143 
La figure 4.20.b  illustre une comparaison entre le MID à 4 états et entrelaceur de 
taille ͳʹͺ × ͳʹͺ avec l’algorithme MAP (donc ݌ሺ݅ሻ = ͳͲͲͳͲͲͳͲͳͳͲͳ) et le même MID mais 
avec ݌݌ሺ݅ሻ = ͳͲͲͳͲͲͳͲͲͳͲͲ. Nous remarquons que la distance de Hamming entre ݌݌ሺ݅ሻ et ݌ሺ݅ሻ est ݀�(݌݌ሺ݅ሻ, ݌ሺ݅ሻ൯ = ʹ.  
La figure 4.21.b  illustre une comparaison entre le MID à 8 états et entrelaceur de 
taille ͳʹͺ × ͳʹͺ avec l’algorithme MAP (donc ݌ሺ݅ሻ = ͳͲͲͳͲͲͳͳͲͲͳͲ) et le même MID mais 
avec ݌݌ሺ݅ሻ = ͳͲͲͳͲͲͳͲͲͳͲͲ. Nous remarquons  que ݀�(݌݌ሺ݅ሻ, ݌ሺ݅ሻ൯ = ͵, qui est la plus 
grande distance entre ݌݌ሺ݅ሻ et toutes les fonctions ݌ሺ݅ሻ trouvées  avec l’algorithme MAP 
dans le tableau 4.2.  
D’après les figures 4.20.b et 4.21.b nous remarquons que la fonction périodique ݌݌ሺ݅ሻ pour ܰݎ = ͳʹ itérations introduit une légère dégradation des performances par 
rapport à la fonction ݌ሺ݅ሻ sur toute la gamme du ܴܵܰ et ceci pour un MID à 4 états ou à 8 
états. Si nous prenons  ܤܧܴ = ͳͲ−ହ comme référence,  la dégradation dans la figure 
4.20.b est presque de Ͳ.Ͳ͹ͷ ݀ܤ et elle est presque de Ͳ.Ͳͻͷ ݀ܤ dans la figure 4.21.b. donc, 
plus la distance de Hamming entre ݌݌ሺ݅ሻ et ݌ሺ݅ሻ augmente, plus la dégradation du MID 
augmente. Mais malgré cette dégradation le MID avec ݌݌ሺ݅ሻ reste toujours performant 
que le CID d’au moins Ͳ.ʹͷ ݀ܤ. Alors, nous pouvons conclure que la fonction porte 
périodique ݌݌ሺ݅ሻ = ͳͲͲͳͲͲͳͲͲͳͲͲ pour ܰݎ = ͳʹ fait une bonne solution pratique, pour 
améliorer un CID qui utilisent l’algorithme MAP comme algorithme de décodage, avec un 
gain estimé de Ͳ.ʹͷ ݀ܤ en termes de ܴܵܰ.     
Par conséquent, cette nouvelle technique qui est testée pour les deux algorithmes 
de décodage SOVA et MAP pour un bruit AWGN, offre au décodeur itératif modifié avec 
l’algorithme MAP de très meilleures performances en termes de pouvoir de correction des 
erreurs. En plus, la fonction porte périodique ݌݌ሺ݅ሻ = ͳͲͲͳͲͲ⋯ donne une solution 
pratique très acceptable pour rendre ce décodeur plus performant.  
En outre, cette nouvelle technique réduit le nombre des additions dans le 
processus de décodage itératif, par conséquent elle réduit le temps de traitement du 
signal reçu. 
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# 12, 8 states, 64 X 64



















# 6, 8 states, 64 X 64
Fig. 4.18 Le ��ࡾ en fonction du ࡿࡺࡾ des MID et CID à 4 états et entrelaceur  ૚૞ −aléatoire  de taille  ૟૝ × ૟૝ pour  les  deux  algorithmes  SOVA 
et MAP :  (a) 6 itérations (b) 12 itérations.  
 
(a) (b) 
Fig. 4.19 Le ��ࡾ en fonction du ࡿࡺࡾ des MID et CID à 8 états et entrelaceur  ૚૞ −aléatoire de taille  ૟૝ × ૟૝  pour  les  deux  algorithmes  SOVA 
et MAP :  (a) 6 itérations (b) 12 itérations.  
 
(a) (b) 
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# 6, 4 states, 128 X 128



















MID MAP with pp(i)
# 12, 4 states, 128 X 128



















# 6, 8 states, 128 X 128





















# 12, 8 states, 128 X 128
Fig. 4.20 Le ��ࡾ en fonction du ࡿࡺࡾ des MID et CID à 4 états et entrelaceur  ૚૞ −aléatoire de taille  ૚�ૡ × ૚�ૡ pour les deux algorithmes  SOVA 
et MAP :  (a) 6 itérations (b) 12 itérations.  
 
(a) (b) 
Fig. 4.21 Le ��ࡾ en fonction du ࡿࡺࡾ des MID et CID à 8 états et entrelaceur  ૚૞ −aléatoire de taille  ૚�ૡ × ૚�ૡ pour les deux algorithmes  SOVA 
et MAP :  (a) 6 itérations (b) 12 itérations.  
 
(a) (b) 
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En conclusion, nous avons vu lors de la présentation de cette approche que 
l’algorithme MAP est toujours meilleur que l’algorithme SOVA pour un bruit AWGN. 
D’ailleurs, l’algorithme MAP est considéré comme étant un algorithme optimal 
contrairement à l’algorithme SOVA qui est sous optimal [1][79][119]. 
Cette comparaison reste vraie même pour un bruit impulsif [120]. Pour ce motif, 
dans le reste de notre étude, le SOVA n’est pas l’algorithme adéquat à utiliser pour 
montrer l’efficience de nos deux nouvelles techniques qui seront présentées dans la suite. 
En revanche, l’algorithme MAP fait parfaitement l’affaire.   
Afin d’éviter la dégradation éventuelle des performances du décodeur itératif avec 
MAP, même si le bruit s’éloigne du modèle de bruit gaussien, il est nécessaire de 
concevoir un algorithme de décodage qui permet à ce décodeur de prendre en compte les 
valeurs des paramètres du bruit, parce que des telles valeurs permettent au décodeur 
MAP de calculer les métriques de branche afin d’estimer le message binaire envoyé. 
Dans le cas d’un bruit AWGN l’estimation des paramètres est simple, il suffit d’utiliser 
l’équation (4.8). Par contre, dans le cas de bruits impulsifs GG et ܵ�ܵ, l’estimation des 
paramètres est fortement problématique [121][73]. 
Dans le cas d’un bruit impulsif GG, nous proposons dans le paragraphe 4.3.3 une 
nouvelle méthode d’estimation du paramètre de forme, et pour un bruit impulsif ܵ�ܵ de 
Cauchy une technique originale est présentée dans le paragraphe 4.3.4.  
4.3.3 Approche 2 : Nouvelle approche semi-aveugle pour le turbo décodage  
dans les canaux à bruit impulsif GG [122] 
 L’estimation du paramètre de forme d’un bruit GG fait l’objet de plusieurs travaux 
de recherches. Par exemple, X. Li et al.  [123] ils ont utilisé la méthode proposée par 
Mallat [124], pour estimer ce paramètre, qui est une méthode des moments. En sus de la 
méthode de Mallat utilisée par [123], d’autres méthodes d’estimation du paramètre de 
forme d’une GGD et leurs principales caractéristiques sont résumées et comparées entre 
elles théoriquement et pratiquement dans [125] et [126]. Aussi une nouvelle procédure 
pratique est bien présentée dans [127]. Tous ces travaux prisent en compte que les 
estimations proposées sont faites à partir des échantillons du bruit GG pré-connus, ce qui 
n’est pas le cas au niveau d’un turbo décodeur où l’estimation des paramètres du bruit 
impulsif GG doit être effectuée à partir des échantillons du signal reçu qui est une 
combinaison du bruit avec le signal envoyé. 
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Généralement, les statistiques du bruit impulsif qui affecte le canal ne sont pas 
constantes avec le temps, donc le récepteur qui travaille avec l’estimation de ses 
paramètres devient compliquée [128]. Pour cette raison jusqu’à présent, peu de 
recherches sur les effets des bruits impulsifs sur les décodeurs itératifs ont été faites. 
L’effet de la disparité du ܴܵܰ sur les performances des tels décodeurs a été étudié par 
Summers et Wilson [129], qui ont proposé un nouvel schéma en ligne simple qui estime 
le ܴܵܰ inconnu de chaque bloc de code, avant le décodage. Ils ont montré que ce schéma 
est suffisamment adéquat en termes de précision car il ne dégrade pas notablement les 
performances du décodage. La procédure d’estimation de la distribution du bruit basée 
sur la quantification du signal reçu démontrée par Xiaoling et Nam [130] a donnée de 
bons résultats pour un bruit GG. 
Majoul et al. [121] ont étudié la sensibilité des décodeurs itératifs avec MAP à la 
disparité des paramètres du bruit impulsif GG. Ils ont montré que plus la valeur estimée 
du paramètre de forme s’éloigne de la valeur exacte plus que les performances du 
décodeur itératif se dégradent. Pour cette raison, ils ont présenté une nouvelle approche 
semi-aveugle pour les canaux à bruit impulsif GG. Cette approche, qui est basée sur des 
statistiques d’ordre supérieur HOS, permet de définir une meilleure estimation des 
paramètres du bruit qui sont directement utilisés dans le processus du décodage MAP, à 
savoir dans le calcul des métriques de branche. 
La principale contribution dans ce paragraphe est de définir et d’expliquer une 
méthode originale pour estimer correctement le paramètre de forme du bruit impulsif 
GG, afin d’améliorer les performances du décodeur itératif avec MAP. Cette nouvelle 
méthode est qualifiée de semi-aveugle car elle fait l’estimation du paramètre de forme 
non à partir d’échantillons du bruit mais à partir du d’échantillons du signal reçu, qui est 
la superposition du bruit et le signal envoyé. 
Contrairement à l’approche proposée dans [121] qui est basée sur de HOS, notre 
approche est basée sur de FLOS, et sur la probabilité ߩ donnée par (4.19). Les résultats 
obtenus montrent que l’approche FLOS  proposée est meilleure que l’approche HOS 
utilisée dans [121], surtout lorsque le bruit est très impulsif, donc elle offre une 
amélioration considérable des performances du turbo décodeur avec MAP. 
4.3.3.1 L’effet de la disparité des paramètres du bruit sur les performances du décodeur 
Il est connu que les performances d’un décodeur itératif avec l’algorithme MAP 
dépendent étroitement des LLR calculés par cet algorithme. Comme nous avons vu dans 
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le chapitre 3, que le calcul des LLR dans l’algorithme MAP est basé principalement sur le 
calcul des valeurs de la métrique de branche, ipso facto, les performances du turbo 
décodeur dépendent de l’exactitude de ces valeurs. Nous avons montré dans le chapitre 3 
que le calcul de la métrique de branche introduit les paramètres du modèle de bruit 
envisagé. Par conséquent, si les caractéristiques du canal s’écartent du modèle considéré, 
alors l’erreur commise dans le calcul de la métrique de branche affecte les performances 
du turbo décodeur avec MAP. 
Pour montrer ce que nous déjà dit, nous prenons le modèle du bruit GG à moyenne 
nulle où les paramètres influents sont celui de forme et la variance. Nous étudions le 
comportement du turbo décodeur à la disparité de ces deux paramètres selon le ܤܧܴ. 
Cette étude est faite avec le turbo code de la figure 4.5.c, de rendement ͳ/͵, de 
polynôme générateur ሺ͵ͷ, ʹ͵ሻ et avec un entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ. 
L’algorithme de décodage utilisé bien entendu est le MAP avec trois itérations (#3) 
seulement. 
La figure 4.22 illustre la variation du ܤܧܴ avec des valeurs exactes pour l’écart 
type et des valeurs disparates du paramètre de forme autour de la valeur exacte � = Ͳ.ͻ. 
Nous montrons que, par exemple, à un ܤܧܴ = ͳͲ−ଶ, lorsque le décodeur fonctionne 
avec � = ͳ.ͷ, � = ʹ et � = Ͳ.ͷ, nous avons respectivement des pertes de disparité en 
termes du ܴܵܰ de Ͳ.͵͹ ݀ܤ, Ͳ.͸͸ ݀ܤ et ͳ.͵͵ ݀ܤ. 
Dans la figure 4.23, nous traçons le ܤܧܴ pour une valeur exacte du paramètre de 
forme � = Ͳ.ͻ et pour des mauvaises valeurs de l’écart type �. 
Au ܤܧܴ = ͳͲ−ଶ, lorsque le décodeur remplace la valeur exacte � par les valeurs 
erronées ʹ�, Ͷ� et ͸�, nous observons respectivement des pertes en termes du ܴܵܰ de Ͳ.Ͷͳ ݀ܤ, Ͳ.͸ͳ ݀ܤ et ͳ.͵͹ ݀ܤ. 
Les figures 4.22 et 4.23 montrent encore que si le ܴܵܰ augmente, la sensibilité du 
décodeur itératif à la disparité des paramètres augmente aussi, et vice versa. 
Cette étude montre effectivement que les performances du turbo décodeur 
dépendent de la précision des valeurs des paramètres du bruit considéré. Généralement, 
le bruit a de caractéristiques inconnues. Ainsi, une estimation de ces caractéristiques 
dans chaque bloc de signal reçu est nécessaire. 
Pour un bruit GG il est facile d’en déduire la variance du bruit, il suffit d’utiliser la 
relation (4.8) comme dans le cas d’un bruit AWGN. Le problème est de trouver une 
manière efficace pour estimer le paramètre de forme. 
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4.3.3.2 Estimation semi-aveugle du paramètre de forme utilisant HOS [121] 
L’estimation du paramètre de forme en utilisant les HOS est proposée dans [121]. 
Nous calculons à partir du signal reçu ܴ le kurtosis �ௐ du bruit impulsif ܹ, qui est 
nécessaire pour estimer le paramètre de forme �. 
Nous avons ܧሺܴଶሻ = ܧሺሺܻ +ܹሻଶሻ = ܧሺܻଶሻ + ܧሺܹଶሻ + ʹ ∙ ܧሺܻሻ ∙ ܧሺܹሻ = ͳ + ܧሺܹଶሻ 
Fig. 4.22 L’effet de la disparité du paramètre de forme sur les performances 
du décodeur itératif. Les valeurs disparates de la valeur  exacte � = ૙. ૢ  sont  � = ૙. ૞,  � = ૚. ૞  et  � = �. La valeur de  �  est exacte. 













 = 0.5 (disparate)
 = 1.5 (disparate)
 = 2.0 (disparate)
Fig. 4.23 L’effet de la disparité de l’écart type sur les performances du décodeur 
itératif. Les valeurs disparates de la valeur exacte � sont ��, ૝� et ૟�. 
La valeur exacte du paramètre de forme est � = ૙. ૢ. 
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car ܧሺܻଶሻ = ͳ et ܧሺܻሻ = ܧሺܹሻ = Ͳ ( ܻ ∈ {−ͳ,+ͳ}), 
et  ܧሺܴସሻ = ܧሺሺܻ +ܹሻସሻ = ܧሺܻସሻ + Ͷ ∙ ܧሺܻଷሻ ∙ ܧሺܹሻ + ͸ ∙ ܧሺܻଶሻ ∙ ܧሺܹଶሻ + Ͷ ∙ ܧሺܻሻ ∙ ܧሺܹଷሻ + ܧሺܹସሻ 
puisque ܧሺܻସሻ = ͳ et ܧሺܹଶሻ = ܧሺܴଶሻ − ͳ. Alors {ܧሺܹଶሻ = ܧሺܴଶሻ − ͳ                                   ܧሺܹସሻ = ܧሺܴସሻ − ͳ − ͸ ∙ ሺܧሺܴଶሻ − ͳሻ                                               ሺͶ.͵ʹሻ 
 Donc le kurtosis �ௐ du bruit impulsif ܹ s’écrit ܭௐ = ܧሺܹସሻሺܧሺܹଶሻሻଶ = ܧሺܴସሻ − ͳ − ͸ ∙ ሺܧሺܴଶሻ − ͳሻሺܧሺܴଶሻ − ͳሻଶ                                ሺͶ.͵͵ሻ 
 L’identification de la dernière équation avec l’équation (2.6) qui donne l’expression 
du kurtosis, donne Γሺͳ/�ሻΓሺͷ/�ሻ[Γሺ͵/�ሻ]ଶ = ܧሺܴସሻ − ͳ − ͸ ∙ ሺܧሺܴଶሻ − ͳሻሺܧሺܴଶሻ − ͳሻଶ                              ሺͶ.͵Ͷሻ 
 Avec les approximations suivantes (voir [131] et [132]) 
{  ܧሺܴ௡ሻ ≅
ͳܰ ∑ܴ௡ே௞=ଵ   ݊ = ͳ,ʹ,⋯                     Γሺ�ሻ ≅ √ʹߨ ∙ �௫−ଵ/ଶ ∙ ݁−௫ si � est grande                                    ሺͶ.͵ͷሻ 
nous trouvons la valeur estimée �̂ du paramètre de forme � [121] � ≅ �̂ = lnሺͷହ ͵଺⁄ ሻln [√ͷ͵൮ͳܰ ∑ ܴସே௞=ଵ − ͳ − ͸ ∙  ͳܰ ∑ ܴଶே௞=ଵ − ͳ  ͳܰ ∑ ܴଶே௞=ଵ − ͳ ଶ − ͻʹ)]
                          ሺͶ.͵͸ሻ 
4.3.3.3 Estimation semi-aveugle du paramètre de forme utilisant FLOS 
Dans la section B de ce paragraphe nous proposons le principe de notre nouvelle 
technique pour estimer directement le paramètre de forme d’un bruit impulsif GG à 
partir du signal reçu. Nous allons montrer que cette nouvelle méthode est très efficace en 
termes de précision. 
4.3.3.3.1 Méthodes d’estimation du paramètre de forme d’une GGD 
De nombreuses études traitent du problème de l’estimation du paramètre de forme 
d’une GGD. Par exemple, la procédure présentée par Sharifi et al. [133] basé sur le calcul 
des moments utilisant l’approximation de l’inverse de la fonction ܯሺ�ሻ donnée par ܯሺ�ሻ = ሺܧሺ|ܹ|ሻሻଶ/ܧሺ|ܹ|ଶሻ selon un tableau de consultation. Cette procédure nécessite de 
grandes tailles des échantillons pour assurer la convergence de l’estimateur. Une 
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méthode basée sur le principe du ML pour estimer � a été proposée par Varanasi et 
Aazhang [134]. Cette méthode a été cependant trouvée fastidieuse en termes de coût de 
calcul. 
Regazzoni et al. [131] a présenté une simple et fiable approche à l’aide du HOS 
pour évaluer le paramètre de forme d’une GGD. Ils ont montré que cette méthode donne 
des résultats tout à fait acceptables dans une gamme du kurtosis �ௐ dans le cas du bruit 
impulsif. Pour cette dernière raison, Majoul et al. [121]  ont bien exploité l’approche de 
Regazzoni et al. [131] pour estimer le paramètre de forme à partir du signal reçu comme 
il est déjà démontré le paragraphe précédent 4.3.3.2. 
Taiyue et al. [135] ont proposé une estimation approximative, du paramètre de 
forme � d’une GGD, sous la forme d’une fonction du kurtosis �ௐ. Cette estimation est 
bonne si � > ͳ, mais n’est plus le cas le bruit est impulsif (� ൑ ͳ) . 
Yunfei et al. [112] ont exposé, pour estimer le paramètre de forme � d’une GGD, 
une équation, obtenue à l’aide du principe du maximum de vraisemblance, qui contient 
une expression implicite de �. Pour trouver la valeur estimée de � il faut résoudre cette 
équation en utilisant une méthode numérique adéquate. L’inconvénient remarquable 
dans cette méthode est l’existence de la fonction digamma dans l’équation en question. 
Pour cette raison, Yunfei et al. [112] a considéré que � soit un nombre rationnel, ce qui 
facilite amplement les calculs au niveau de la fonction digamma. 
Graciela et al. [127][136] ont proposé, pour estimer le paramètre de forme d’une 
GGD, un estimateur qui est une solution explicite approximative de l’estimateur 
transcendantal obtenue par la méthode des moments. 
Maintenant, si nous voudrions estimer le paramètre de forme d’une GGD à partir 
du signal reçu, en utilisant directement une des méthodes déjà citées, il faut trouver un 
moyen qui permet de tirer complètement le bruit impulsif à partir du signal reçu, ce qui 
est impossible ! Pour cette raison Majoul et al. [121] ont exprimé le kurtosis du bruit en 
fonction des HOS du signal reçu, puis ils sont appliqué l’approximation proposé par 
[131].   
Nous avons montré dans le paragraphe 4.3.1.1 que l’utilisation des HOS ne donne 
pas de résultats pertinents si le bruit GG est impulsif, c’est-à-dire Ͳ <  � < ͳ, car les 
moments d’ordre 2 et 4 dans l’expression du kurtosis donné par (4.33), sont exprimés 
avec des erreurs relativement non négligeables en utilisant la formule (4.9).  
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Pour cette raison, et contrairement à ce qui présenté dans [121] où l’approche 
utilisée est basée sur des HOS, nous avons construit une nouvelle approche basée sur des 
FLOS et sur la probabilité ߩ donnée par l’équation (4.19). 
4.3.3.3.2 Approche proposée 
Soit ݉௥ le moment d’ordre ݎ  d’un bruit impulsif GG qui est donné par l’équation 
(4.15). Nous posons ݇ௐሺݎሻ = ݉௥�௥ = [Γሺͳ/�ሻΓሺ͵/�ሻ]௥/ଶ Γሺሺݎ + ͳሻ/�ሻΓሺͳ/�ሻ                                              ሺͶ.͵͹ሻ 
Dans le cas d’un bruit impulsif (� est très petit), les quantités ͳ/�, ͵/� et ሺݎ + ͳሻ/� 
pour ݎ > Ͳ devient grandes. Or, la fonction gamma Γሺ�ሻ peut-être approximée, dans le cas 
où � est grande, par l’expression donnée par les approximations (4.35). Par conséquent, 
nous pouvons écrire Γሺͳ/�ሻ ≅ √ʹߨ� ∙ �−ଵ/� ∙ ݁−ଵ/� Γሺ͵/�ሻ ≅ ͵ଷ/�√ʹߨ�/͵ ∙ �−ଷ/� ∙ ݁−ଷ/� Γሺሺݎ + ͳሻ/�ሻ ≅ ሺݎ + ͳሻሺ௥+ଵሻ/�√ʹߨ�/ሺݎ + ͳሻ ∙ �−ሺ௥+ଵሻ/� ∙ ݁−ሺ௥+ଵሻ/� 
Après la substitution des approximations suscitées dans l’équation (4.37) nous 
obtenons 
݇ௐሺݎሻ ≅ (ሺݎ + ͳሻሺ௥+ଵሻ͵ ଷଶ ௥ )
ଵ� ∙ ͵௥ସ√ሺݎ + ͳሻ                                          ሺͶ.͵ͺሻ 
A partir de l’équation (4.38) nous tirons la valeur de � en fonction de ݎ et ݇ௐሺݎሻ  � ≅ ln (ሺݎ + ͳሻሺ௥+ଵሻ͵ ଷଶ ௥ ) ln (݇ௐሺݎሻ ∙ √ሺݎ + ͳሻ͵௥ସ )⁄                                  ሺͶ.͵ͻሻ 
Nous rappelons des formules (4.25) ݉௥ ≅ ߩ ∙ ܾ௥ + ሺͳ − ߩሻ ∙ ܿ௥ = ߩ ∙ ሺܾ௥ − ܿ௥ሻ + ܿ௥                                                ܾ௥ = ܧሺ|ܴ௞ − signሺܴ௞ሻ|௥ሻ   et   ܿ௥ = ܧሺ|ܴ௞ + signሺܴ௞ሻ|௥ሻ                         
D’un côté, si nous posons ݎ = ʹ dans les expressions précédentes nous trouvons ݉ଶ ≅ ߩ ∙ ሺܾଶ − ܿଶሻ + ܿଶ                                                     ܾଶ = ܧሺ|ܴ௞ − signሺܴ௞ሻ|ଶሻ = ܧሺܴ௞ଶሻ − ʹܧሺ|ܴ௞|ሻ + ͳ ܿଶ = ܧሺ|ܴ௞ + signሺܴ௞ሻ|ଶሻ = ܧሺܴ௞ଶሻ + ʹܧሺ|ܴ௞|ሻ + ͳ 
c’est-à-dire ݉ଶ ≅ −Ͷܧሺ|ܴ௞|ሻ ∙ ߩ + ܧሺܴ௞ଶሻ + ʹܧሺ|ܴ௞|ሻ + ͳ 
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et d’un autre côté nous avons d’après (4.32) ݉ଶ = ܧሺ ௞ܹଶሻ = �ଶ = ܧሺܴ௞ଶሻ − ͳ                                                  ሺͶ.ͶͲሻ 
et par conséquent ߩ ≅ ͳʹ ∙ (ͳ + ͳܧሺ|ܴ௞|ሻ)                                                              ሺͶ.Ͷͳሻ 
Les relations (4.25), (4.37), (4.40) et (4.41) nous donnent alors 
݇ௐሺݎሻ = ݉௥�௥ ≅ ͳʹ ∙ (ͳ + ͳܧሺ|ܴ௞|ሻ) ∙ ܧሺ|ܴ௞ − signሺܴ௞ሻ|௥ − |ܴ௞ + signሺܴ௞ሻ|௥ሻ + ܧሺ|ܴ௞ + signሺܴ௞ሻ|௥ሻሺܧሺܴ௞ଶሻ − ͳሻ௥/ଶ  
Nous introduisons cette dernière relation dans (4.39), nous obtenons la nouvelle 
estimation semi-aveugle du paramètre de forme, en fonction des observations du signal 
reçu seulement, comme suit 
� ≅ ln ቆሺݎ + ͳሻ௥+ଵ͵ ଷଶ ௥ ቇln൮ͳʹ (ͳ + ͳܧሺ|ܴ௞|ሻ)ܧሺ|ܴ௞ − signሺܴ௞ሻ|௥ − |ܴ௞ + signሺܴ௞ሻ|௥ሻ + ܧሺ|ܴ௞ + signሺܴ௞ሻ|௥ሻሺݎ + ͳሻ−ଵ/ଶ ∙  √͵ሺܧሺܴ௞ଶሻ − ͳሻ ௥ଶ )
  ሺͶ.Ͷʹሻ 
avec ܧሺ∙ሻ est donné par la formule (4.9). 
Remarque 4.1 : A partir des observations ܴ௞ du signal reçu, nous pouvons estimer 
géométriquement le paramètre de forme � en calculant l’écart type � à l’aide de (4.40) et 
la probabilité ߩ à l’aide de (4.41) puis en utilisant l’abaque de la figure 4.14.  
La relation (4.41) montre que ߩ > ͳ/ʹ, ce qui est conforme avec (4.19). Comme ߩ ൑ ͳ, alors d’après (4.21) nous trouvons ܧሺ|ܴ௞|ሻ ൒ ͳ                                                                  ሺͶ.Ͷ͵ሻ 
 
Alors ܧሺܴ௞ଶሻ ൒ (ܧሺ|ܴ௞|ሻ൯ଶ ൒ ͳ                                                     ሺͶ.ͶͶሻ 
Les relations (4.21) et (4.44) permettent de conclure que   
 Si ܧሺܴ௞ଶሻ → ͳ alors ܧሺ|ܴ௞|ሻ et ߩ sont ainsi et le bruit est très impulsif et faible dans 
ce cas ; 
 Si ܧሺ|ܴ௞|ሻ → ͳ et ܧሺܴ௞ଶሻ est loin de 1 alors ߩ → ͳ et le bruit est très impulsif et fort;  
 Si ܧሺ|ܴ௞|ሻ est loin de 1 alors ܧሺܴ௞ଶሻ et ߩ sont ainsi et le bruit est moins impulsif et 
fort. 
ܥℎܽ݌݅ݐݎ݁ Ͷ ∶  ܰ݋ݑݒ݈݈݁݁ݏ ܿ݋݊ݐݎܾ݅ݑݐ݅݋݊ݏ ݁ݐ ݏ݅݉ݑ݈ܽݐ݅݋݊ ݊ݑ݉éݎ݅ݍݑ݁   ͤͣͧ͢/ͤͣͨ͢
 
ܯ݋݀ݑ݈ܽݐ݅݋݊ ܽݒ݁ܿ ܿ݋݀ܽ݃݁ ݅ݐéݎܽݐ݂݅ ݌݋ݑݎ ݑ݊ ݈ܿܽ݊ܽ à ܾݎݑ݅ݐݏ ݊݋݊ − ݃ܽݑݏݏ݅݁݊ݏ Page 154 
4.3.3.3.3 Résultats et discussions  
Dans ce paragraphe nous montrons l’efficacité de notre nouvelle approche FLOS 
sur l’estimation du paramètre de forme. Cette efficacité est bien extériorisée dans ce 
paragraphe à l’aide de deux comparaisons. 
La première comparaison est entre cette approche et celle proposée dans [121], 
proprement dite approche HOS. Les performances des deux approches sont étudiées en 
termes de ܴܯܵܧ, qui est donnée par la relation (4.12), en fonction de la valeur exacte de �. Pour cette comparaison nous avons pris l’ordre de moment ݎ = ͳ/ͳͲ et le nombre 
d’essais �ܰ = ͳͲ ͲͲͲ. Le nombre des échantillons est pris égal à la taille d’un entrelaceur 
c’est-à-dire égal à une puissance de ʹ. Dans notre cas ܰ = ͵ʹ × ͵ʹ = ͳͲʹͶ, ܰ = ͸Ͷ × ͸Ͷ =ͶͲͻ͸ et ܰ = ͳʹͺ × ͳʹͺ = ͳ͸͵ͺͶ. Pour les valeurs de l’écart type � qui sont exprimées en 
fonction du ܴܵܰ, nous avons pris trois valeurs : ܴܵܰ = −͵ ݀ܤ, ܴܵܰ = Ͳ ݀ܤ et ܴܵܰ = ͵ ݀ܤ. 
Pour calculer et tracer la ܴܯܵܧ en fonction de �, nous avons adopté le modèle simulation 








La deuxième comparaison est entre les trois comportements du  décodeur itératif 
 Il fonctionne avec les valeurs exactes des paramètres du bruit ; 
 Il tient compte des valeurs estimées par notre approche ; 
 Il considère le bruit comme étant AWGN. 
Le comportement du décodeur itératif dans les trois cas est envisagé au prorata du ܤܧܴ. Pour illustrer tangiblement cette comparaison nous avons considéré le turbo code 
de la figure 4.5.c, de rendement ͳ/͵, de polynôme générateur ሺ͵ͷ, ʹ͵ሻ et avec un 
entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ. Pour le décodage nous se servir de 
l’algorithme MAP avec uniquement trois itérations (#3). Les valeurs traitées du 
paramètre de forme sont � = Ͳ.͹ et � = Ͳ.͵. La figure 4.28 extériorise la variation des ܤܧܴ du turbo décodeur en fonction du ܴܵܰ pour les trois cas sus-cités et ceci avec � = Ͳ.͹ 
et � = Ͳ.͵. 
Information binaire Modulation BPSK 
Génération d’un bruit impulsif 
GG avec paramètres � et � 
� Calcul de la valeur estimée �̂ de  � + ௞ܻ ܴ௞ ௞ܹ 
Fig. 4.24 Le modèle de simulation adopté pour calculer la ࡾࡹࡿ� en fonction de  �. 
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L’analyse des figures 4.25, 4.26 et 4.27 permet de conclure que   
 La ܴܯܵܧ diminue avec l’augmentation du nombre d’échantillons ܰ pour les deux 
approches, ce qui confirme la théorie ; 
 La ܴܯܵܧ de notre approche augmente d’une façon légère en fonction du paramètre 
de forme, et ceci revient principalement aux approximations utilisées dans cette 
approche qui résident dans les formules approximatives (4.25) et (4.41). Plus le 
bruit est impulsif (� → Ͳ) plus ces approximations sont meilleures ; 
 Dans le cas où le nombre d’échantillons est relativement petit (ܰ = ͳͲʹͶ) 
l’approche HOS donne de mauvais résultats si le bruit est faible (ܴܵܰ = ͵ ݀ܤ) ou il 
est très impulsif (� ൑ Ͳ.ͷ) (voir la figure 4.25) et ceci revient à l’erreur commise 
dans le calcul des moments HOS dans l’expression du kurtosis à l’aide de la 
formule (4.9). Par contre, dans les mêmes conditions, notre approche reste fiable ;  
 Nous remarquons que la ܴܯܵܧ de notre approche FLOS est considérablement 
inférieure à celle de l’approche HOS et ceci quel que soit le nombre des 
échantillons et le ܴܵܰ, ce qui prouve l’avantage de l’approche FLOS. L’efficacité de 
notre approche par rapport à l’approche HOS devient très remarquable dans le cas 
où le bruit est très impulsif (� ൑ Ͳ.ͷ). 
Pour montrer numériquement l’avantage de notre approche FLOS par rapport à 
celle présentée dans [121], nous prenons par exemple le cas où le ܴܵܰ = Ͳ ݀ܤ,  le nombre 
d’échantillons ܰ = ͳͲʹͶ, ͶͲͻ͸ et ͳ͸͵ͺͶ, et ceci pour les trois valeurs exactes du 
paramètre de forme Ͳ.ʹ, Ͳ.ͷ et Ͳ.ͺ (voir les figures 4.25.b, 4.26.b et 4.27.b). Nous calculons 
pour chaque cas la ܴܯܵܧ de l’approche HOS notée ܴܯܵܧ�ைௌ et celle de notre approche 
FLOS notée ܴܯܵܧி�ைௌ, puis nous faisons le rapport ܴܯܵܧ�ைௌ ܴܯܵܧி�ைௌ⁄ . Ce rapport 
permet de faire la comparaison entre les deux approches. Les résultats obtenus sont 
arrangés dans le tableau 4.4. Par exemple, pour ܰ = ͳͲʹͶ et � = Ͳ.ͷ (voir la figure 4.25.b) 
nous trouvons ܴܯܵܧ�ைௌ = ͳ.͸ʹ × ͳͲ−ଵ et ܴܯܵܧி�ைௌ = Ͷ.Ͳ × ͳͲ−ଶ, donc le rapport entre les 
deux est ܴܯܵܧ�ைௌ ܴܯܵܧி�ைௌ⁄ = Ͷ.Ͳͷ, c’est-à-dire la ܴܯܵܧ de l’approche HOS est quatre 
fois supérieure à celle de l’approche FLOS. Le tableau 4.4 illustre l’efficacité de notre 
approche FLOS par rapport à l’approche HOS surtout lorsque le bruit est très impulsif 
(� → Ͳ). D’après ce tableau, la ܴܯܵܧ de l’approche FLOS est en moyenne presque ͷ fois 
inférieure à celle de l’approche HOS.  
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A partir de la figure 4.28 nous constatons que lorsque le canal est soumis à un 
bruit impulsif GG, et que le décodeur itératif utilise l’algorithme MAP classique, c’est-à-
dire il suppose que le bruit est AWGN, il y a une dégradation importante des 
performances. A un ܤܧܴ de ͳͲ−ଷ et en comparant avec le cas où le turbo décodeur utilise 
la valeur exacte du paramètre de forme du bruit impulsif GG, nous observons à partir de 
la figure 4.28.a où � = Ͳ.͹, une perte de gain en termes du ܴܵܰ de ͳ.Ͷ͵ ݀ܤ, et sur la 
figure 4.28.b où � = Ͳ.͵, une perte de ͵.ͳ͸ ݀ܤ. Comme prévu, cette dégradation est plus 
importante au fur et à mesure que le bruit envisagé écarte du modèle AWGN. Pour cette 
raison, dans le but d’avoir de meilleures performances, l’algorithme MAP exige les 
valeurs des paramètres du modèle de canal. 
La nouvelle approche d’estimation semi-aveugle proposée offre des performances 
très proches des celles où les paramètres du bruit sont connus exactement. Pour un bruit 
impulsif GG de paramètre de forme � = Ͳ.͹, nous remarquons quant au ܴܵܰ une perte de 
gain d’environ Ͳ.ʹ ݀ܤ pour un ܤܧܴ = ͳͲ−ଷ. Si le bruit est très impulsif où � = Ͳ.͵, nous 
observons que le turbo décodeur avec l’approche proposée présente des performances trop 
proches aux celles du même décodeur avec les paramètres exactes du bruit. 
 En conclusion, la nouvelle approche permet d’estimer le paramètre de forme 
directement en un seul coup à partir du signal reçu uniquement. Pour ce prétexte, cette 
approche est qualifiée de semi-aveugle. Nous avons montré que l’approche FLOS est plus 
précise que l’approche HOS proposée dans [121], et surtout lorsque le bruit est très 
impulsif. Numériquement l’approche proposée donne une ܴܯܵܧ en moyenne presque cinq 
fois inférieure à celle de l’approche HOS. 
En termes de ܤܧܴ, si le turbo décodeur qui utilise l’approche proposée donne des 
performances trop proches de celles obtenues s’il utilise les valeurs exactes des 
paramètres du bruit impulsif GG. 
Dans le paragraphe suivant nous étendons le principe de cette approche au bruit ܵ�ܵ de Cauchy où � = ͳ. 
 � = Ͳ.ʹ � = Ͳ.ͷ � = Ͳ.ͺ ܰ = ͳͲʹͶ ͹.͸͸ Ͷ.Ͳͷ ʹ.ͻͺ ܰ = ͶͲͻ͸ ͹.ͻͳ ͵.ͷͻ ʹ.ͷ͵ ܰ = ͳ͸͵ͺͶ ͺ.ͷͷ ͵.ͷ͹ ʹ.ʹʹ 
Tab. 4.4  Le rapport ࡾࡹࡿ��ࡻࡿ ࡾࡹࡿ�ࡲࡸࡻࡿ⁄ . 
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Fig. 4.25  La  ࡾࡹࡿ� des  approches  HOS  
et FLOS  en  fonction  du para-  
mètre de forme pour ࡺ = ૚૙�૝. 
(a)  ࡿࡺࡾ = −૜ ࢊ�      (b)  ࡿࡺࡾ = ૙ ࢊ�   (c)   ࡿࡺࡾ =  ૜ ࢊ�. 
(a) (b) 
(c) 












N = 1024, SNR = -3 dB












N = 1024, SNR = 0 dB














N = 1024, SNR = 3 dB












N = 4096, SNR = -3 dB












N = 4096, SNR = 0 dB












N = 4096, SNR = 3 dB
(a) (b) 
(c) 
Fig. 4.26  La  ࡾࡹࡿ� des  approches  HOS  
et  FLOS  en fonction  du para-  
mètre de forme pour ࡺ = ૝૙ૢ૟. 
(a)  ࡿࡺࡾ = −૜ ࢊ�    (b)   ࡿࡺࡾ = ૙ ࢊ�  (c)  ࡿࡺࡾ = ૜ ࢊ�. 
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N = 16384, SNR = -3 dB
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N = 16384, SNR = 3 dB
(a) (b) 
(c) 
Fig. 4.27  La  ࡾࡹࡿ�  des  approches  HOS  
et  FLOS  en  fonction  du para-  
mètre de forme pour ࡺ = ૚૟૜ૡ૝. 
(a)   ࡿࡺࡾ = −૜ ࢊ�     (b)   ࡿࡺࡾ = ૙ ࢊ�  (c)   ࡿࡺࡾ = ૜ ࢊ�. 
































Fig. 4.28 Les performances  du  décodeur  itératif pour un bruit impulsif  GG   
dans les trois contextes : (◊) L’hypothèse de AWGN (○) Paramètres  
estimés avec l’approche FLOS (*) Paramètres exactes. Deux bruits  
impulsifs GG sont considérés : (a) � = ૙. ૠ  (b) � = ૙. ૜. 
(a) (b) 
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4.3.4 Approche 3 : Nouvelle approche semi-aveugle pour le turbo décodage  
dans les canaux à bruit impulsif ࡿ�ࡿ de Cauchy 
 Différentes méthodes ont été proposées dans la littérature pour estimer les 
paramètres �, ߚ, � et ߜ d’une variable aléatoire � −stable. Fama et Roll [137] ont proposé 
une méthode basée sur les quantiles pour estimer le paramètre de forme � et le 
paramètre de dispersion � d’une variable aléatoire ܵ�ܵ. Cependant, cette méthode est 
applicable uniquement pour � > ͳ. Cette méthode a été modifiée par McCulloch [138] 
pour inclure même les variables aléatoires à distribution non symétrique avec � dans 
l’intervalle [Ͳ.͸, ʹ.Ͳ]. Koutrouvelis [139] a proposé une méthode basée sur la fonction 
caractéristique qui implique une procédure de régression itérative pour estimer les 
paramètres d’une variable aléatoire � −stable. Kogon et Williams [140] ont amélioré 
cette méthode en éliminant la procédure itérative et en simplifiant la régression. Ma et 
Nikias [141] et Tsihrintzis et Nikias [142] ont proposé l’utilisation de statistiques d’ordre 
inférieur fractionnel FLOS pour estimer les paramètres d’une variable aléatoire � −stable symétrique. Bates et McLaughlin [143] ont étudié les performances des 
méthodes proposées par McCulloch [138], Kogon et Williams [140], Ma et Nikias [141], et 
Tsihrintzis et Nikias [142] en utilisant deux ensembles de données réelles. Ils ont 
constaté qu’il existe de différences marquées entre les résultats obtenus à l’aide de 
différentes méthodes. 
Cependant, la plupart de ces travaux considèrent que le cas particulier des 
variables aléatoires � −stables symétriques. Or la plupart des signaux de la vie réelle 
sont biaisés. En plus, toutes les techniques existantes soit elles exigent trop de calcul, 
soit leurs estimations possèdent des variances élevées. Dance et Kuruoğlu [70] ont résolu 
analytiquement le problème général de l’estimation des paramètres d’une variable 
aléatoire � −stable. Ils ont présenté trois nouvelles classes d’estimateurs des quatre 
paramètres �, ߚ, � et ߜ. Ces nouvelles classes d’estimateurs sont basées sur les FLOS 
positives et négatives d’une distribution � −stable asymétrique. Ce sont des 
généralisations des méthodes précédemment citées pour une variable aléatoire � −stable 
symétrique.  
Dans [144] les paramètres d’une variable aléatoire � −stable sont estimés en 
utilisant une procédure d’optimisation en minimisant la somme des carrés de la 
différence entre la CDF observée ou empirique et la CDF théorique de la distribution � −stable. 
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Une étude comparative récente en termes d’erreur entre quelques méthodes 
d’estimation déjà citées, a été présentée par Wang et al. [145]. 
Pour un DCS avec décodeur itératif et qui est contaminé par un bruit impulsif de 
type ܵ�ܵ de Cauchy par exemple, si nous essayons d’appliquer une méthode d’estimation 
parmi les méthodes sus-citées pour estimer le paramètre de dispersion � du bruit, il faut 
à partir du signal reçu, séparer le bruit du signal transmis, parce que toutes ces 
méthodes d’estimation sont applicables pour un nombre d’échantillons du bruit qui 
représente la variable aléatoire ܵ�ܵ. Néanmoins, c’est irréalisable de séparer deux 
signaux aléatoires superposés. 
Malheureusement, jusqu’à présent, aucune méthode n’est présentée dans la 
littérature qui permet d’estimer les paramètres d’un bruit ܵ�ܵ à partir d’un signal reçu 
qui représente la superposition de ce bruit et un signal transmis,  comme dans le cas d’un 
DCS avec turbo code. Pour ce motif, nous présentons dans ce paragraphe une approche 
originale qui permet de surmonter ce problème pour un bruit ܵ�ܵ de Cauchy. 
4.3.4.1 L’effet de la disparité des paramètres du bruit sur les performances du décodeur 
Nous avons vu dans le paragraphe 4.3.3.1 l’effet de la disparité des paramètres du 
bruit GG sur les performances du turbo décodeur. 
Dans le cas d’un bruit ܵ�ܵ de Cauchy, nous devons trouver les mêmes conclusions, 
car les performances d’un décodeur itératif dépendent des LLR calculés par l’algorithme 
MAP, puisque le calcul de ces LLR inclut les paramètres du modèle de bruit envisagé. 
Donc, une mauvaise estimation de ces paramètres affecte les performances du turbo 
décodeur. 
Dans ce paragraphe, pour étudier la sensibilité du décodeur itératif à la disparité 
du paramètre de dispersion du bruit de Cauchy, nous pouvons utiliser un autre 
paramètre que le ܤܧܴ, à savoir, le rapport logarithmique de vraisemblance LLR 
conditionnel [73][7], appelé aussi le LLR du canal, défini par (voir l’équation (3.25)) ܮܮܴ௖ሺܴ௞ ሻ = ln [݌ሺܴ௞|݀௞ = ͳሻ݌ሺܴ௞|݀௞ = Ͳሻ] = ln [ሺܴ௞ − ͳሻଶ  +  �ଶሺܴ௞ + ͳሻଶ  +  �ଶ]                                ሺͶ.Ͷͷሻ 
Le signe de ܮܮܴ௖ሺܴ௞ ሻ indique si le bit transmis ݀௞ est plus vraisemblablement 
d’être Ͳ ou ͳ, et sa valeur donne une indication sur la qualité de la décision prise en 
basant sur son signe. 
Nous avons vu dans le paragraphe 1.4.2 du chapitre 1 que la capacité du canal 
dépend étroitement du rapport ܮܮܴ௖ሺܴ௞ ሻ. En plus, si nous méditons sur l’expression 
(3.36) du chapitre 3, nous constatons que le rapport ܮܮܴ௖ሺܴ௞ ሻ fait la partie primordiale 
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dans le calcul de la métrique de branche, donc sur le calcul des LLR de l’algorithme 
MAP. Ceci signifie que les performances du décodeur itératif dépendent étroitement du 
rapport ܮܮܴ௖ሺܴ௞ ሻ. Pour cette raison, dans [73] et [7] les auteurs basent sur ce rapport 
pour étudier quelques performances du turbo décodeur. 
Nous étudions maintenant la sensibilité de ܮܮܴ௖ሺܴ௞ ሻ à la disparité du paramètre 
de dispersion �. Pour ce faire, il suffit d’étudier le taux de variation de ܮܮܴ௖ሺܴ௞ ሻ par 
rapport à �. Autrement dit, nous étudions la valeur absolue de la dérivée partielle ����೎ሺ�� ሻ��  en fonction de � ou ͳ/�. Nous avons à partir de (4.45) |߲ܮܮܴ௖ሺܴ௞ ሻ߲� | = | ͺܴ௞�ሺሺܴ௞ − ͳሻଶ  +  �ଶሻ ∙ ሺሺܴ௞ + ͳሻଶ  +  �ଶሻ|                  ሺͶ.Ͷ͸ሻ 
Le signal reçu ܴ௞ = ௞ܻ + ௞ܹ où ௞ܻ ∈ {−ͳ,+ͳ} le signal envoyé, ௞ܹ = � ∙ ௞ܹଵ et ௞ܹଵ est 
un bruit de Cauchy de paramètre de dispersion égal ͳ, donc ௞ܹ est de paramètre de 
dispersion égal à �. Dans ces conditions, la valeur absolue de la dérivée partielle |����೎ሺ�� ሻ�� | est une variable aléatoire qui s’écrit sous la forme suivante |߲ܮܮܴ௖ሺܴ௞ ሻ߲� | = | ͺሺ ௞ܻ + � ∙ ௞ܹଵሻ�ሺሺ ௞ܻ − ͳ + � ∙ ௞ܹଵሻଶ  +  �ଶሻ ∙ ሺሺ ௞ܻ + ͳ + � ∙ ௞ܹଵሻଶ  +  �ଶሻ|                ሺͶ.Ͷ͹ሻ 
et pour étudier la sensibilité de ܮܮܴ௖ሺܴ௞ ሻ à la disparité de �, nous devons prendre 
l’espérance mathématique de l’équation (4.47), qui est replacée pratiquement par la 
moyenne arithmétique. Pour cela, nous utilisons la méthode de Monte Carlo avec un 
nombre d’essais �ܰ = ͳͲ ͲͲͲ. La figure 4.29 montre le tracé de la sensibilité de ܮܮܴ௖ሺܴ௞ ሻ 












 Fig. 4.29 La sensibilité de ࡸࡸࡾࢉሺࡾ࢑ ሻ à la disparité de paramètre  �.  
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La figure 4.29 nous confirme que dans la zone des faibles rapports ͳ/�, c’est-à-dire 
si � est grand, la quantité ܮܮܴ௖ሺܴ௞ ሻ n’est pratiquement pas sensible à la disparité de �. 
Par contre, dans la zone des forts rapports ͳ/�, ce qui correspond aux  petites valeurs de �, la grandeur ܮܮܴ௖ሺܴ௞ ሻ est sensible à la disparité de �. 
Par conséquent, comme dans le paragraphe 4.3.3.1, pour des faibles rapports ͳ/�, 
les performances du décodeur itératif ne subissent presque pas à des variations 
remarquables si le paramètre � est mal estimé. En revanche, pour des forts rapports ͳ/�, 
ces performances souffrent une dégradation relativement grande pour une mauvaise 
estimation de �. 
Pour cette raison, dans le turbo décodage avec l’algorithme MAP et dans un 
environnement à bruit additif ܵ�ܵ de Cauchy, une méthode précise d’estimation du 
paramètre de dispersion � est nécessaire. 
4.3.4.2 Estimation semi-aveugle du paramètre de dispersion utilisant FLOS 
Dans ce paragraphe nous présentons le principe de notre nouvelle approche pour 
estimer directement le paramètre de dispersion d’un bruit ܵ�ܵ de Cauchy à partir du 
signal reçu. Cette approche est basée sur les FLOS et sur la probabilité ߩ donnée par 
l’équation (4.20). Nous allons montrer que cette méthode est très efficace en termes de 
précision. 
Nous savons que les moments ݉௥ d’un bruit ܵ�ܵ sont existes que si l’ordre ݎ vérifie 
la condition −ͳ < ݎ < �. Par conséquent, tous les moments d’un bruit ܵ�ܵ de Cauchy  où � = ͳ sont de type FLOS. 
4.3.4.2.1 Approche proposée 
Soit ݉௥ le moment d’ordre ݎ d’un bruit ܵ�ܵ de Cauchy qui est donné à partir de 
l’équation (4.16) par 
݉௥ = ܧሺ|ܹ|௥ሻ  = ʹ௥+ଵ ∙ Γ  ݎ + ͳʹ  ∙ Γሺ−ݎሻ√ߨ ∙ Γ  −ʹݎ ∙ �௥                                           ሺͶ.Ͷͺሻ 
En utilisant les deux propriétés suivantes de la fonction Γ Γሺ�ሻ ∙ Γሺͳ − �ሻ = �sin ሺ�௫ሻ et Γሺʹ�ሻ = ଶమ�−భ√� Γሺ�ሻ ∙ Γ  � + ଵଶ  
nous trouvons que le moment ݉௥ s’écrit sous la forme simplifiée suivante ݉௥ = ͳsin ʹߨ ሺݎ + ͳሻ ∙ �௥                                                        ሺͶ.Ͷͻሻ 
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Nous posons ݎ = ͳ/݊ avec ݊ ൒ ʹ (݊ ∈ ℕ). L’équation (4.49) devient ݉ଵ/௡ = ܽ௡ ∙ �ଵ/௡                                                                 ሺͶ.ͷͲሻ 
où                                                 ܽ௡ = ଵsin �ሺ�+భሻమ�                                                                    ሺͶ.ͷͳሻ 
  et aussi les formules (4.25) deviennent ݉ଵ/௡ ≅ ߩ ∙ ܾ௡ + ሺͳ − ߩሻ ∙ ܿ௡ = ߩ ∙ ሺܾ௡ − ܿ௡ሻ + ܿ௡                                         ሺͶ.ͷʹሻ 
où                       ܾ௡ = ܧ  |ܴ௞ − signሺܴ௞ሻ|భ�    et   ܿ௡ = ܧ  |ܴ௞ + signሺܴ௞ሻ|భ�                         ሺͶ.ͷ͵ሻ 
En remplaçant ߩ par son expression (4.20) dans (4.52) nous trouvons ݉ଵ/௡ ≅ ܾ௡ − ܿ௡ߨ ∙ arctan (ͳ�) + ܾ௡ + ܿ௡ʹ                                                       ሺͶ.ͷͶሻ 
L’indentification de (4.54) et (4.50) nous permet d’écrire l’approximation �ሺ�ሻ = ܾ௡ − ܿ௡ߨ ∙ arctan (ͳ�) + ܾ௡ + ܿ௡ʹ − ܽ௡�ଵ௡  ≅ Ͳ                                ሺͶ.ͷͷሻ 
 Il faut noter que l’espérance mathématique ܧሺ∙ሻ dans l’équation (4.53), est 
considérée comme étant la moyenne arithmétique. 
Mathématiquement nous avons lim௡→+∞ሺ ܾ௡ − ܿ௡ሻ = Ͳ−, et nous pouvons montrer 
par simulation que si ݊ ൒ ͳͲ la quantité ሺܾ௡ − ܿ௡ሻ est toujours négative et relativement 
petite. Or la fonction 
ଵ� ∙ arctan  ଵ�  est bornée entre −ͳ/ʹ et ͳ/ʹ, alors la quantité ௕�−௖�� ×arctan  ଵ�  devient très petite et �ሺ�ሻ ≅ ௕�+௖�ଶ − ܽ௡�భ�. Donc, la dérivée de �ሺ�ሻ est �′ሺ�ሻ ≅−��௡ �భ�−ଵ , ce qui signifie que �ሺ�ሻ est strictement décroissante pour tout � > Ͳ. En tenant 
compte que lim�→଴+ �ሺ�ሻ = ܾ௡ > Ͳ et lim�→+∞ �ሺ�ሻ = −∞, alors le théorème des valeurs 
moyennes implique l’existence d’une solution unique notée �̂ de l’équation (4.55), qui 
représente la valeur estimée du paramètre de dispersion �. 
Notre nouvelle approche s’appuyait alors sur deux points, à savoir  
 Le calcul des moments de type FLOS ܾ௡ et ܿ௡ de l’équation (4.53) à partir des 
observations du signal reçu ܴ௞ ; 
 La résolution numérique de l’équation (4.55) sachant qu’elle possède une solution 
unique �̂. 
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4.3.4.2.2 Résultats et discussions  
Dans cette partie nous allons montrer l’avantage de notre nouvelle approche pour 
estimer le paramètre de dispersion � d’un bruit ܹ de type ܵ�ܵ de Cauchy. Pour ce faire, 
nous avons besoin d’une comparaison en termes de ܴܯܵܧ, c’est-à-dire de précision, et en 
termes de simplicité des calculs, avec une autre méthode qui fait l’estimation de ce 
paramètre à partir du signal reçu ܴ = ܻ +ܹ, comme dans le cas d’un bruit impulsif GG. 
Malheureusement, jusqu’à ce moment, nulle méthode n’est présentée dans la littérature 
sur ce contexte. 
Pour surmonter ce problème de comparaison, nous avons un autre moyen pour 
toiser l’efficacité de notre approche, c’est le maniement de la racine carrée de l’erreur 
quadratique moyenne relative ܴܯܵܧ௥�௟ donnée par (4.13). 
Pour étudier la ܴܯܵܧ௥�௟ nous avons pris l’ordre de moment ݎ = ͳ/ͳͲ et le nombre 
d’essais �ܰ = ͳͲ ͲͲͲ. Le nombre des échantillons ܰ prend trois valeurs : ܰ = ͵ʹ × ͵ʹ =ͳͲʹͶ, ܰ = ͸Ͷ × ͸Ͷ = ͶͲͻ͸ et ܰ = ͳʹͺ × ͳʹͺ = ͳ͸͵ͺͶ. Le modèle simulation adopté pour 
cette étude est illustré dans la figure 4.30. La figure 4.31 montre les tracés de la ܴܯܵܧ௥�௟ 




















Fig. 4.30 Le modèle de simulation adopté pour calculer l’erreur ࡾࡹࡿ��ࢋ࢒ en fonction de  �. 
Information binaire Modulation BPSK 
Génération d’un bruit additif ܵ�ܵ 
de Cauchy de paramètre � 
� Calcul de la valeur estimée �̂ de  � + ௞ܻ ܴ௞ ௞ܹ 





















Fig. 4. 31 La ࡾࡹࡿ��ࢋ࢒ en fonction de la valeur exacte de � pour  trois valeurs du nombre d’échantillons ࡺ. 
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La figure 4.31 montre la variation de la ܴܯܵܧ௥�௟ en fonction de la valeur exacte de �. L’analyse de cette figure montre que ܴܯܵܧ௥�௟ se diminue si nous augmentons le 
nombre d’échantillons, ce qui est prévisible. Avec un nombre d’échantillons ܰ = ͶͲͻ͸, et 
pour les grandes valeurs de � (� ൒ ʹ), la ܴܯܵܧ௥�௟ est très petite et ne dépasse pas 4%, par 
contre, pour les petites valeurs (� < ʹ), la ܴܯܵܧ௥�௟ se multiplie mais elle ne dépasse pas ͳͷ%. 
Cependant, d’après ce que nous avons vu dans le paragraphe 4.3.4.1, le décodeur 
itératif est sensible à la disparité du paramètre � si ce dernier est petit, par conséquent, 
nous devons étudier sans équivoque l’effet de l’erreur d’estimation de notre approche sur 
les performances du décodeur itératif. Pour ce faire, nous étudions les ܴܯܵܧ et ܴܯܵܧ௥�௟ 
du rapport ܮܮܴ௖ሺܴ௞ ሻ donné par (4.45) et la variation du ܤܧܴ en fonction de ͳ/� pour 
différentes estimations de �, y compris l’estimation par notre méthode. 
Nous rappelons que les ܴܯܵܧ et ܴܯܵܧ௥�௟ sont définies par les formules (4.12) et 
(4.13) respectivement. Ces erreurs de ܮܮܴ௖ሺܴ௞ ሻ sont calculées entre les valeurs de ܮܮܴ௖ሺܴ௞ ሻ pour � exacte et � estimé noté �̂. 
La figure 4.32 illustre les variations des ܴܯܵܧ et ܴܯܵܧ௥�௟ de ܮܮܴ௖ሺܴ௞ ሻ en fonction 
de ͳ/� (en dB) pour �̂ calculé par notre approche avec un nombre d’échantillons ܰ =ͶͲͻ͸, et pour trois autres mauvaises valeurs : �̂ = ʹ�, �̂ = Ͷ� et �̂ = ͸�. 
Pour l’étude du ܤܧܴ nous considérons le turbo code de la figure 4.5.c qui possède 
un rendement de ͳ/͵, un polynôme générateur ሺ͵ͷ, ʹ͵ሻ et avec un entrelaceur ͳͷ −aléatoire de taille ͸Ͷ × ͸Ͷ. Le décodage itératif est effectué avec trois itérations (#3) 
en utilisant l’algorithme MAP. 
La figure 4.33 montre les performances en termes de ܤܧܴ du décodeur itératif en 
fonction de ͳ/� (en dB) pour les trois contextes : une mauvaise estimation de � où �̂ est 
supposé égal à ʹ�, une estimation de � par notre approche et pour �̂ égal à la valeur 
exacte de �. 
La première remarque tirée de la figure 4.32.a est que pour les petits rapports ͳ/� 
(grandes valeurs de �), une mauvaise estimation de � influe légèrement sur le rapport  ܮܮܴ௖ሺܴ௞ ሻ ou sur les performances du décodeur itératif. En revanche, pour les grands 
rapports ͳ/� (petites valeurs de �), une estimation médiocre de � agit considérablement 
sur le rapport ܮܮܴ௖ሺܴ௞ ሻ c’est-à-dire sur les performances du décodeur itératif, et plus 
cette estimation est mauvaise plus ces performances se dégradent. Ce résultat est déjà 
trouvé dans le paragraphe 4.3.4.1. 
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La deuxième remarque ôtée de la même figure est que notre approche présente 
une erreur très petite qui ne dépasse pas Ͳ.ͳ͸ quelque soit le rapport ͳ/�. Par contre, 
pour la mauvaise estimation de � où �̂ = ʹ� par exemple, l’erreur est très proche de 1. 
Pour donner une mesure comparative de ces erreurs, nous avons tracé la ܴܯܵܧ௥�௟ dans la 
figure 4.32.b. Cette figure montre clairement que notre approche est très efficace même 
pour les grandes valeurs du rapport ͳ/�, et elle présente une erreur relative de ܮܮܴ௖ሺܴ௞ ሻ 
qui ne dépasse jamais ͹%. Par contre, pour le cas où �̂ = ʹ� par exemple, l’erreur relative 
touche ͷͷ%. 
A partir de la figure 4.33 nous constatons que la disparité du paramètre de 
dispersion exprimée par l’erreur d’estimation de � dégrade les performances du décodeur 
itératif, et cette dégradation augmente au fur et à mesure que la valeur estimée �̂ 
s’écarte de la valeur exacte de �. Dans le cas où la valeur de �̂ est calculée par l’approche 
proposée, nous remarquons une très légère dégradation au prorata du rapport ͳ/�. Par 
exemple, a un ܤܧܴ de ͳͲ−ଷ et en comparant avec le cas où le décodeur itératif utilise la 
valeur exacte de �, nous obtenons une perte de gain de Ͳ.Ͳͻʹ ݀ܤ. Dans le cas d’une 
mauvaise estimation où �̂ = ʹ�, nous observons une dégradation importante en termes 
du rapport ͳ/�.  Au même ܤܧܴ de ͳͲ−ଷ, nous trouvons une perte de gain de Ͳ.ͷͷ ݀ܤ. 
A la fin, pour le décodage itératif avec l’algorithme MAP sous l’effet d’un bruit 
impulsif ܵ�ܵ de Cauchy, nous concluons que l’approche d’estimation semi-aveugle 
proposée prodigue des performances très proches des celles où le paramètre � du bruit 













Fig. 4.32 Les deux erreurs de ࡸࡸࡾࢉሺࡾ࢑ ሻ en fonction de ૚/� (en dB) pour 
différentes estimation  �̂  :   �̂  calculé par l’approche proposée, �̂ = ��,  �̂ = ૝�  et  �̂ = ૟�.  (a)  ࡾࡹࡿ�   (b)  ࡾࡹࡿ��ࢋ࢒. 
(a) (b) 


























 estimé par notre approche
 estimé = 2    (mauvaise estimation)
 estimé = 4    (mauvaise estimation)
 estimé = 6    (mauvaise estimation)





























 estimé par notre approche
 estimé = 2    (mauvaise estimation)
 estimé = 4    (mauvaise estimation)
 estimé = 6    (mauvaise estimation)
ܥℎܽ݌݅ݐݎ݁ Ͷ ∶  ܰ݋ݑݒ݈݈݁݁ݏ ܿ݋݊ݐݎܾ݅ݑݐ݅݋݊ݏ ݁ݐ ݏ݅݉ݑ݈ܽݐ݅݋݊ ݊ݑ݉éݎ݅ݍݑ݁   ͤͣͧ͢/ͤͣͨ͢
 

















Dans ce chapitre nous avons présenté trois approches originales avec validation 
par simulation pour améliorer les performances d’un décodeur itératif.  
La première approche est basée sur l’amélioration des informations extrinsèques 
qui sont fournies lors de chaque itération par les décodeurs élémentaires du décodeur 
itératif. Cette amélioration vient de la multiplication de la partie systématique du signal 
reçu au niveau du décodeur itératif par une fonction porte variable en fonction de 
l’itération. 
Cette nouvelle technique est testée pour les deux algorithmes de décodage SOVA 
et MAP pour un bruit AWGN, et nous avons vu que le MID avec MAP présente la 
meilleure solution en termes de pouvoir de correction des erreurs. En plus, nous avons vu 
aussi que la fonction porte périodique ݌݌ሺ݅ሻ = ͳͲͲͳͲͲ⋯ donne une solution pratique très 
acceptable pour améliorer amplement le CID avec l’algorithme MAP. En outre, nous 
avons vu que grâce aux zéros trouvés dans la fonction porte ݌݌ሺ݅ሻ = ͳͲͲͳͲͲ⋯, le nombre 
des additions dans le processus de décodage itératif se réduit, ce qui donne un avantage 
en faveur de la technique proposée. 
Fig. 4.33 Le  ��ࡾ  du décodeur itératif  pour un bruit impulsif  ࡿ�ࡿ de  Cauchy 
dans les trois contextes : (□) � estimé = �� (une mauvaise estimation)  
(*) � estimé (par notre approche) (◊) � exacte. 














 estimé = 2  (mauvaise estimation)
 estimé (par notre approche)
 exacte
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La deuxième approche permet d’estimer le paramètre de forme d’un bruit impulsif 
GG à partir du signal reçu directement. Pour cette raison elle est qualifiée de semi-
aveugle. Cette approche est basée sur les FLOS et sur la probabilité que les deux signaux 
reçu et transmis soient de même signe. 
Nous avons montré que l’approche proposée est plus précise que l’approche HOS 
proposée dans [121], et surtout lorsque le bruit est très impulsif. Numériquement, 
l’approche proposée donne une ܴܯܵܧ en moyenne presque cinq fois inférieure à celle de 
l’approche HOS. 
En termes de ܤܧܴ, si le turbo décodeur utilise l’approche proposée il donne des 
performances très proches de celles obtenues s’il utilise les valeurs exactes des 
paramètres du bruit impulsif GG. 
La troisième approche possède le même principe que la deuxième, mais elle 
s’applique au bruit impulsif ܵ�ܵ de Cauchy où � = ͳ. Le paramètre à estimer ici est celui 
de dispersion du bruit �. 
La technique offerte permet aussi d’estimer le paramètre de dispersion du bruit 
impulsif à partir du signal reçu uniquement, comme la deuxième technique, mais la 
seule différence entre les deux est que le paramètre estimé par cette méthode est 
exprimé sous une forme implicite où il représente la solution unique de l’équation non 
linéaire (4.55), par contre, le paramètre estimé par la deuxième méthode possède une 
forme explicite donnée par l’équation (4.36).  
 Comme il n’y a pas une autre méthode qui traite le même problème dans la 
littérature jusqu’à présent, nous avons utilisé la ܴܯܵܧ relative pour évaluer cette 
approche. Nous avons vu que cette dernière est très efficace en termes de précision et 
prodigue, pour le décodage itératif avec l’algorithme MAP, des performances très proches 
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Selon le cahier de charge exposé, notre travail concernant l’étude du décodage 
itératif pour un canal à bruit généralement non-gaussien ou impulsif, a englobé deux 
parties : une partie théorique et l’autre des contributions et simulations. 
La partie théorique a pour but de dégager les fondements théoriques d’un DCS 
avec turbo codes et leurs décodages itératifs, à savoir : les théorèmes fondamentaux du 
codage de canal, la capacité du canal pour les bruits non-gaussiens de type impulsif, le 
principe des CTC, les différents types d’entrelaceurs utilisés dans les CTC, la notion de la 
modulation BPSK, les deux modèles largement utilisés pour les bruits impulsifs qui 
contaminent le canal : le modèle GG et le modèle � −satble, la notion de la fiabilité de 
décision mesurée par le LLR, la notion de l’information extrinsèque et le principe de 
décodage itératif, la notion des algorithmes de décodage SISO : SOVA et MAP. Les trois 
premiers chapitres ont été consacrés à cette partie. 
La deuxième partie ne contient que le quatrième chapitre seulement. Ce chapitre 
était le plus intéressant dans cette thèse. Il présente trois nouvelles contributions pour 
améliorer les performances d’un décodeur itératif et la mise en œuvre d’une simulation 
permettant d’évaluer cette amélioration. Nos moyens informatiques utilisés lors de cette 
simulation ont limité la génération de la séquence d’information pseudo-aléatoire à 
envoyer à une longueur de ʹ20 = ͳ ͲͶͺ ͷ͹͸ bits. Les performances d’un turbo décodeur 
itératif sont généralement évaluées en termes de taux d’erreurs binaire ܤ�ܴ en fonction 
du ܴܵܰ ou du rapport ͳ/� (dans le cas d’un bruit ܵ�ܵ de Cauchy). 
La première nouvelle approche présentée dans cette deuxième partie, permet de 
rendre plus fiables les informations extrinsèques délivrées par les décodeurs constitutifs 
dans chaque itération. Cette approche consiste à insérer dans l’entrée systématique du 
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décodeur itératif une fonction porte (binaire) variable en fonction de l’itération. Elle est 
conçue pour les deux algorithmes de décodage SOVA et MAP pour un bruit AWGN. La 
simulation numérique nous a permis de conclure que cette approche rendre le décodeur 
itératif plus performant en termes de ܤ�ܴ quelque soit l’algorithme de décodage utilisé 
SOVA ou MAP. Tant que l’algorithme MAP est toujours meilleur que le SOVA, parce 
qu’il est optimal, le décodeur itératif avec MAP utilisant l’approche proposée, présente la 
meilleure solution en termes de ܤ�ܴ. En plus, cette simulation nous a montré que le 
décodeur itératif avec MAP utilisant la fonction porte périodique ݌݌ሺ�ሻ = ͳͲͲͳͲͲ ⋯ dans 
son entrée systématique, présente une solution pratique très acceptable. En outre, 
comme le deux-tiers des bits de la fonction porte ݌݌ሺ�ሻ = ͳͲͲͳͲͲ ⋯ sont des zéros, le 
nombre des additions dans le processus de décodage itératif se réduit de même rapport, 
ce qui donne un avantage de plus en faveur de l’approche proposée. 
Nous avons vu dans le chapitre 3 que l’information extrinsèque d’un bit dans 
l’algorithme optimal MAP est la différence entre le LLR du bit considéré et LLR du canal 
pour ce bit. Or, ces deux LLR dépendent étroitement des paramètres du bruit qui 
contamine le canal. Dès lors, le décodeur itératif avec l’algorithme MAP doit estimer ces 
paramètres à partir de ce qu’il a reçu. Si le bruit considéré est gaussien à moyenne nulle, 
ce problème d’estimation ne se pose pas, car le seul paramètre à estimer est la variance 
du bruit qui est égale à celle du signal reçu moins un. Par contre, ce problème devient 
très sérieux si le bruit est impulsif (non-gaussien). Par souci de surmonter ce problème, 
nous avons proposé dans la deuxième partie de notre travail deux autres nouvelles 
approches qui sont deux méthodes d’estimation. Elles permettent de faire l’estimation 
des paramètres à partir du signal reçu uniquement, où elles n’ont pas besoin de séparer 
le bruit au signal utile. Pour cette raison elles sont qualifiées de semi-aveugles. Ces deux 
approches sont basées sur les FLOS et sur la probabilité que les deux signaux reçu et 
transmis soient de même signe. 
Dans ce contexte, la nouvelle méthode d’estimation qui est établie pour un bruit 
impulsif à GGD, où le paramètre de forme à estimer est compris entre Ͳ et ͳ, représente 
la deuxième approche proposée dans cette deuxième partie. Nous avons vu que le 
paramètre estimé par cette technique possède une expression explicite en fonction des 
FLOS du signal reçu. En plus, nous avons montré par simulation que cette approche est 
plus précise que l’approche HOS proposée dans [121], notamment lorsque le bruit est très 
impulsif. Son erreur ܴܯܵ� est en moyenne presque cinq fois inférieure à celle de 
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l’approche HOS. En termes de ܤ�ܴ, si le décodeur itératif avec l’algorithme MAP utilise 
le paramètre de forme du bruit estimé par cette approche, il donne des performances très 
proches de celles obtenues s’il utilise la valeur exacte de ce paramètre. 
Quant à la nouvelle méthode d’estimation conçue pour un bruit impulsif ܵ�ܵ de 
Cauchy, elle représente la troisième approche proposée dans la deuxième partie de ce 
travail. Le paramètre à estimer par cette approche est celui de dispersion. 
A rebours de la deuxième approche, le paramètre estimé par cette méthode est 
exprimé sous une forme implicite où il représente la solution unique d’une équation 
homogène non linéaire. La méthode de Newton par exemple, permet de résoudre avec 
une grande précision cette équation.  
 Malheureusement, jusqu’à présent n’existe aucune méthode d’estimation dans la 
littérature qui traite le même problème que notre troisième approche. Pour cette raison, 
nous avons utilisé la ܴܯܵ� relative pour évaluer cette nouvelle technique. Nous avons vu 
que cette dernière est très efficace en termes de précision, et offre au décodeur itératif 
avec l’algorithme MAP, des performances en termes de ܤ�ܴ très voisines des celles où le 
paramètre de dispersion est connu exactement. 
A l’issue de cette thèse, plusieurs perspectives peuvent être envisagées. Elles se 
résument en certains points restent à approfondir et d’autres à étudier, nous pouvons en 
évoquer quelques-uns 
 Etendre la première approche proposée aux bruits impulsifs à GGD et à 
distributions � −stables ; 
 Combiner la première approche avec les deux autres approches dans un 
même décodeur itératif ; 
 Appliquer la deuxième et la troisième approches à l’algorithme SOVA en 
essayant de les enrichir ; 
 Généraliser nos trois approches pour un autre type de modulation, comme le Ͷ −PSK, ͺ −PSK, etc. Ici, il est important de signaler que la deuxième et la 
troisième approche se généralisent sans peine si la taille ܯ de la 
constellation de modulation vérifie l’égalité ܯ/ʹ = log2 ܯ  ; 
 Appliquer nos trois approches à d’autres types des turbo codes hors que les 
CTC. Par exemple les codes à contrôle de parité de faible densité  LDPC ; 
 Etendre la troisième approche pour un bruit à distribution ܵ�ܵ où � est 
différent de ͳ et ʹ. 
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Annexe A 
La GGD et la loi gamma 
 
 
A.1 La variable aléatoire à GGD comme une transformation 
d’une variable aléatoire gamma 
Prenons le cas où la variable aléatoire ܺ à GGD avec une moyenne ߤ = Ͳ et 
variance �ଶ = ͳ et un paramètre de forme �. Alors la densité de probabilité PDF de ܺ est 
௑݂ሺݔ; �ሻ = �ʹ ܣሺ�ሻΓሺͳ/�ሻ exp{−ሺܣሺ�ሻ|ݔ|ሻ�}      ݔ ∈ ℝ,                       ሺܣ. ͳሻ 
où  ܣሺ�ሻ = [Γሺ͵/�ሻΓሺͳ/�ሻ]ଵ/ଶ                                                       ሺܣ. ʹሻ 
et Γሺݖሻ = ∫ ݐ௭−ଵ݁−௧݀ݐ+∞଴   ,   ݖ > Ͳ  
et sa fonction de distribution cumulative CDF est 
ܨ௑ሺݔ; �ሻ = ∫ �ʹ ܣሺ�ሻΓ ቀͳ�ቁ expሺ−ሺܣሺ�ሻ|ݐ|ሻ�ሻ ݀ݐ                                                 ሺܣ. ͵ሻ
௫
−∞  
Comme nous avons déjà vu, une telle fonction ne peut être écrite sous une forme 
fermée que pour quelques cas très spéciaux. 
Supposons que nous sommes en mesure de simuler la variable aléatoire ܻ, qui est 
une transformation de ܺ. En particulier, nous considérons la relation 
 ܻ = ℎሺܺሻ = |ܺ|                                                                   ሺܣ. Ͷሻ 
Le but est de simuler ܺ compte tenu les observations aléatoires de ܻ. Pour ce faire 
il faut tout d’abord connaître les probabilités des racines ݔଵ et ݔଶ, notées ݌ሺݔଵሻ et ݌ሺݔଶሻ 
respectivement, de l’équation (A.4). 
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Soient ܺ une variable aléatoire, avec une PDF ௑݂ሺݔሻ et une CDF ܨ௑ሺݔሻ, et ܻ une 
autre variable aléatoire telle que ܻ = ݃ሺܺሻ. Nous supposons que l’équation ݕ = ݃ሺݔሻ 
possède ݊ racines ݔ௜ et la fonction dérivée ݃′ est existe toujours et que ݃′ሺݔ௜ሻ ≠ Ͳ. 
Nous considérons l’intervalle [ݕ − ℎ, ݕ + ℎ] où ℎ est une quantité positive 
infinitésimale. L’image inverse de cet intervalle est 
݃−ଵሺ[ݕ − ℎ, ݕ + ℎ]ሻ =⋃[ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜]�௜=ଵ  
où [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜] est un intervalle trop petit sur lequel la fonction ݃ est monotone. Dans 
cet intervalle nous avons ݃−ଵሺݕ + ℎሻ ≅ ݃−ଵሺݕሻ + ሺ݃−ଵሻ′ሺݕሻ ∙ ℎ = ݔ௜ + ͳ݃′ሺݔ௜ሻ ∙ ℎ 
et ݃−ଵሺݕ − ℎሻ ≅ ݃−ଵሺݕሻ − ሺ݃−ଵሻ′ሺݕሻ ∙ ℎ = ݔ௜ − ͳ݃′ሺݔ௜ሻ ∙ ℎ 
alors ℎ௜ = ଵ�′ሺ௫೔ሻ ∙ ℎ si ݃′ est croissante sur [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜] et ℎ௜ = − ଵ�′ሺ௫೔ሻ ∙ ℎ si ݃′ est 
décroissante sur [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜], ce qui vaut dire que 
 ℎ௜ = ଵ|�′ሺ௫೔ሻ| ∙ ℎ                                                               ሺܣ. ͷሻ 
Nous calculons la probabilité de ܺ = ݔ௜ où ܻ = ݕ notée ݌ሺݔ௜ሻ. Nous pouvons écrire 
alors ݌ሺݔ௜ሻ = �ሺܺ = ݔ௜|ܻ = ݕሻ                                                   ሺܣ. ͸ሻ 
Nous posons ݌ℎሺݔ௜ሻ = �ሺܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜]|ܻ ∈ [ݕ − ℎ, ݕ + ℎ]ሻ     = �ሺܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜], ܻ ∈ [ݕ − ℎ, ݕ + ℎ]ሻ�(ሺܺ ∈ [ݔଵ − ℎଵ, ݔଵ + ℎଵ]ሻ⋁ሺܺ ∈ [ݔଶ − ℎଶ, ݔଶ + ℎଶ]ሻ⋁⋯⋁ሺܺ ∈ [ݔ� − ℎ�, ݔ� + ℎ�]ሻ)  
et comme ܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜] ⟹  ܻ ∈ [ݕ − ℎ, ݕ + ℎ] alors �ሺܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜], ܻ ∈ [ݕ −ℎ, ݕ + ℎ]ሻ = �ሺܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜]ሻ et nous avons donc 
݌ℎሺݔ௜ሻ = �ሺܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜]ሻ∑ �(ܺ ∈ [ݔ௝ − ℎ௝ , ݔ௝ + ℎ௝])�௝=ଵ = {  
  ͳ +∑�(ܺ ∈ [ݔ௝ − ℎ௝ , ݔ௝ + ℎ௝])�ሺܺ ∈ [ݔ௜ − ℎ௜ , ݔ௜ + ℎ௜]ሻ�௝=ଵ௝≠௜ }  
  −ଵ
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= {  
  ͳ +∑ܨ௑(ݔ௝ + ℎ௝) − ܨ௑ሺݔ௝ − ℎ௝ሻܨ௑ሺݔ௜ + ℎ௜ሻ − ܨ௑ሺݔ௜ − ℎ௜ሻ�௝=ଵ௝≠௜ }  
  −ଵ
 
      = {  
  ͳ +∑ ܨ௑(ݔ௝ + ℎ௝) − ܨ௑ሺݔ௝ − ℎ௝ሻʹℎ௝ܨ௑ሺݔ௜ + ℎ௜ሻ − ܨ௑ሺݔ௜ − ℎ௜ሻʹℎ௜ ∙ ℎ௝ℎ௜
�
௝=ଵ௝≠௜ }  
  −ଵ
 
Or (A.5) nous permet d’écrire ℎ௝ℎ௜ = |݃′ሺݔ௜ሻ݃′(ݔ௝)| 
et limℎ→଴+ ܨ௑(ݔ௝ + ℎ௝) − ܨ௑ሺݔ௝ − ℎ௝ሻʹℎ௝ = limℎೕ→଴+ ܨ௑(ݔ௝ + ℎ௝) − ܨ௑ሺݔ௝ − ℎ௝ሻʹℎ௝ = ௑݂ሺݔ௝ሻ 
 
A la fin nous pouvons écrire 
݌ሺݔ௜ሻ = limℎ→଴+ ݌ℎሺݔ௜ሻ = {  
  ͳ +∑|݃′ሺݔ௜ሻ݃′(ݔ௝)| ∙ ௑݂(ݔ௝)௑݂ሺݔ௜ሻ�௝=ଵ௝≠௜ }  
  −ଵ � = ͳ,⋯ , ݊                     ሺܣ. ͹ሻ 
Dans notre cas ݃ሺݔሻ = |ݔ| et l’équation ݕ = ݃ሺݔሻ possède deux racines distinctes, ݔଵ = −ݕ et ݔଶ = ݕ (donc ݊ = ʹ). Nous avons alors ݃′ሺݔଶሻ = −݃′ሺݔଵሻ = ͳ et ௑݂ሺݔଵሻ = ௑݂ሺݔଶሻ 
car la densité ௑݂ d’une GGD est paire. Par conséquent, ݌ሺݔଵሻ = ݌ሺݔଶሻ = ͳ/ʹ.  
Soit ௒݂ la PDF de la variable aléatoire ܻ définie par l’équation (A.4), alors 
௒݂ሺݕ; �ሻ = �ʹ ܣሺ�ሻΓሺͳ/�ሻ exp{−ሺܣሺ�ሻݕሻ�}      ݕ ൒ Ͳ,                                       ሺܣ. ͺሻ 
Considérons maintenant une variable aléatoire ܼ avec PDF 
௓݂ሺݖ; ܽ, ܾሻ = ܾ௔Γሺܽሻ ݖ௔−ଵ݁−௕௭      ݖ > Ͳ, ܽ > Ͳ et ܾ > Ͳ                       ሺܣ. ͻሻ 
La variable aléatoire ܼ est gamma distribuée avec paramètres ܽ et ܾ, c’est-à-dire ܼ~݃ܽ݉݉ܽሺܽ, ܾሻ. Si nous prenons ܽ = ͳ/� et ܾ = ܣሺ�ሻ�, et nous considérons la 
transformation ܻ = ܼଵ/�, il peut être montré que ܻ a la distribution d’une variable 
aléatoire gaussienne généralisée à valeur absolue avec PDF indiquée dans (A.8). 
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Nous avons ݖ = ݕ� et ݀ݖ/݀ݕ = �ݕ�−ଵ. Par substitution dans (A.9), et compte tenu 
de la CDF de ܼ, nous obtenons ܨ௓ሺݖሻ = ∫ ܾ௔Γሺܽሻ ݐ௔−ଵ݁−௕௧݀ݐ௭଴                             = ∫ ܣሺ�ሻΓሺͳ/�ሻ ݐଵ/�−ଵ݁−஺ሺ�ሻ�௧݀ݐ௭଴                                           = ∫ ܣሺ�ሻΓሺͳ/�ሻ ݑଵ−�݁−஺ሺ�ሻ�௨��ݑ�−ଵ݀ݑ௬଴  = ∫ �ܣሺ�ሻΓ ቀͳ�ቁ ݁−ሺ஺ሺ�ሻ௨ሻ�݀ݑ௬଴                                               ሺܣ. ͳͲሻ 
Enfin, compte tenu de la transformation (A.4), nous obtenons ܨ௒ሺݕሻ = ∫ �ܣሺ�ሻΓ ቀͳ�ቁ ݁−ሺ஺ሺ�ሻ௨ሻ�݀ݑ௬଴                                                      = ∫ �ʹ ܣሺ�ሻΓ ቀͳ�ቁ ݁−ሺ஺ሺ�ሻ|క|ሻ�݀ߦ௫−∞                                  ሺܣ. ͳͳሻ 
Par conséquent ܺ a une distribution gaussienne généralisée avec un paramètre de 
forme �. Nous avons maintenant justifiée la génération d’une variable aléatoire GG à 
partir d’une variable aléatoire gamma. 
Pour obtenir des valeurs d’une variable aléatoire ܺ à GGD avec le paramètre �, 
nous pouvons utiliser la procédure à trois étapes suivante [6] 
i. Simuler ܼ, une variable aléatoire gamma avec PDF décelée dans (A.9), pour 
obtenir les réalisations ݖ௜ pour � = ͳ, ʹ, . . . , ܰ ; 
ii. calculer ݕ௜ = ݖ௜ଵ/�, qui sont des réalisations d’une variable aléatoire ܻ avec 
PDF indiquée dans (A.8) ; 
iii. prendre ܺ = ሺ−ͳሻ஻ܻ, où ܤ est une variable aléatoire de Bernoulli de 
paramètre égal à ͳ/ʹ. 
A.2 Simulation d’une variable aléatoire gamma 
Pour appliquer la procédure à trois étapes décrite précédemment dans la section 
A.1, il faut primo simuler la distribution gamma. Nous savons bien, d’après les 
propriétés de la distribution gamma, que si ܼ~ܩܽ݉݉ܽሺܽ, ܾሻ alors ܾܼ~ܩܽ݉݉ܽሺܽ, ͳሻ. Par 
conséquent, les réalisations de la distribution ܩܽ݉݉ܽሺܽ, ܾሻ s’obtiennent en divisant ceux 
de la distribution ܩܽ݉݉ܽሺܽ, ͳሻ par ܾ. 
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Le problème maintenant est de savoir comment simuler une variable aléatoire ܩܽ݉݉ܽሺܽ, ͳሻ. Nous décrivons ici une procédure de simulation qui est basé sur la méthode 
du rejet [146]. 
Il est bien connu que, si ܽ = ͳ et ܾ = ͳ la distribution ܩܽ݉݉ܽሺͳ,ͳሻ correspond à 
une distribution exponentielle de paramètre ߣ = ͳ, ܼ~�ሺͳሻ. Afin de simuler une variable 
aléatoire exponentielle, nous pouvons générer de variables aléatoires à partir d’une 
distribution uniforme et prendre la transformation ܼ = − lnሺܷሻ où ܷ~�ሺ[Ͳ,ͳ]ሻ. Alors ܼ~݃ܽ݉݉ܽሺͳ,ͳሻ. Nous avons également que si ܼ = −∑ lnሺܷ௞ሻ�௞=ଵ , où les ܷ௞ sont des 
variables aléatoires i.i.d selon la loi uniforme �ሺ[Ͳ,ͳ]ሻ, alors ܼ~ܩܽ݉݉ܽሺܰ, ͳሻ. Ceci résout 
le problème de simulation d’une distribution gamma avec un paramètre ܽ entier. 
Considérons le problème de la simulation d’une distribution ܩܽ݉݉ܽሺߠ, ͳሻ, avec Ͳ < ߠ < ͳ. 
Nous posons ߥ = ��+� où ln ሺ݁ሻ = ͳ. La procédure suivante fait parfaitement l’affaire [6] 
1. générer ݒଵ et ݒଶ à partir de deux variables aléatoires indépendantes ଵܸ et ଶܸ, 
uniforme sur [Ͳ,ͳ] ; 
2. si ݒଵ ൑ ߥ, alors calculer ߦ = ቀ௩1ఔ ቁ1� et ߟ = ݒଶߦ�−ଵ, sinon calculer ߦ = ͳ– ln ቀ௩1−ఔଵ−ఔ ቁ et ߟ = ݒଶ݁−క ; 
3. si ߟ > ߦ�−ଵ݁−క, aller à l’étape 1 ; 
4. prendre ߦ comme une réalisation d’une variable aléatoire à distribution ܩܽ݉݉ܽሺߠ, ͳሻ. 
Nous pouvons maintenant traiter le cas général. Nous mettons ߠ = ܽ − ہܽۂ, où ہܽۂ 
est la partie entière de ܽ (dès lors ߠ est la partie fractionnelle de ܽ). Après avoir obtenu ߦ 
tel que décrit ci-dessus, nous apposons  ߞ = ߦ − ∑ lnሺݑ௞ሻہ௔ۂ௞=ଵ                                                            ሺܣ. ͳʹሻ  
où ݑ௞ sont des réalisations des variables aléatoires ܷ௞~�ሺ[Ͳ,ͳ]ሻ, qui sont également 
indépendantes de ଵܸ et ଶܸ. Enfin, prendre ζ comme une réalisation d’une variable 
aléatoire à distribution ܩܽ݉݉ܽሺܽ, ͳሻ. 
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Annexe B  




Les séquences pseudo-aléatoires qui sont appelées aussi les séquences pseudo-
bruits PN [147], séquences à registre à décalage de longueur maximale ou ݉ séquences) 
sont des séquences binaires avec une longueur ݊ =  ʹ௠ − ͳ. 
Ils ont plusieurs propriétés pratiques, une de ces propriétés, est la fonction 
d’autocorrélation (périodique) qui est donnée par [90] [22]  �ሺͲሻ =  ͳ, �ሺ�ሻ =  − ଵ௡      pour    ͳ �  ݊ − ͳ                        ሺܤ. ͳሻ 
B.2 Les séquences pseudo-aléatoires 
B.2.1 Le registre à décalage  
Pour construire une séquence pseudo-aléatoire avec une longueur ݊ =  ʹ௠ − ͳ, 
nous sommes besoin seulement du polynôme primitif (un polynôme irréductible) ℎሺ�ሻ de 
degré ݉ [147][22]. Par exemple le polynôme ℎሺ�ሻ = �ସ + � + ͳ                                                                 ሺܤ. ʹሻ 
de degré ݉ = Ͷ. Ce polynôme spécifie un registre à décalage avec un feedback comme 
indiquer dans la figure B.1. En général, le registre à décalage est constitué de ݉ 
éléments, chaque élément contient un 0 ou 1. A chaque unité de temps les contenus de 
ces éléments sont décalés d’une seule place vers la droite et les éléments correspondants 
aux termes dans ℎሺ�ሻ sont additionnés et injectés dans l’élément mémoire numéro 4 (la 
somme est calculée en modulo-2). 
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Dans l’exemple ci- dessus, si le registre contient ��+ଷ, ��+ଶ, ��+ଵ, ��  à l’instant �, alors 
à l’instant � + ͳ il contient  ��+ସ = ��+ଵ + ��,    ��+ଷ,      ��+ଶ,   ��+ଵ, 
comme il est indiqué dans la figure B.2. Autrement dit, ce registre à décalage avec 
feedback génère une séquence infinie �଴, �ଵ, �ଶ, ⋯ , ��, ⋯ qui satisfait à la relation de 
récurrence 
 ��+ସ =  ��+ଵ + ��        � = Ͳ, ͳ                                                ሺܤ. ͵ሻ  














B.2.2. Séquences pseudo-aléatoires 
Puisque chaque élément mémoire parmi les ݉ éléments mémoires contient un 1 ou 
0, donc il y a ʹ௠  états possibles. Ainsi la séquence �0, �1, ⋯ doit être périodique. Mais 
l’état ͲͲ ⋯ Ͳ ne peut pas se produire à moins que la séquence soit toute zéros, donc la 
période maximale possible est ʹ௠ − ͳ. 
Pour le polynôme primitif ℎሺ�ሻ de l’équation (B.2), sa séquence de sortie illustrée 
dans la figure B.1 ayant une période ʹସ − ͳ = ͳͷ. 
Nous acceptons que pour chaque entier strictement positif ݉ il existe un polynôme 
primitif de degré ݉ [22]. Dans le tableau B.1, nous donnons les polynômes primitifs de 
degré ݉  ͶͲ [90]. Si ℎሺ�ሻ un polynôme primitif de degré ݉, le registre à décalage passe 
Ͷ ͳ ʹ ͵ 
 �ସ +  � +  ͳ 
Fig. B.1 Registre à décalage avec un feedback correspondant à �ሺ�ሻ = �� + � + �. 
Fig. B.2 Registre à décalage défini par une relation de récurrence. 
��+ଷ ��+ଶ �� ��+ଵ 
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par tous les états distincts (non nuls) avant la répétition, et produit une séquence de 
sortie de période ʹ௠ − ͳ. A partir de chaque série pseudo-aléatoire ��, ��+ଵ, . . . , ��+ଶ೘−ଶ de 
longueur ʹ௠ − ͳ, nous pouvons tirer ʹ௠ − ͳ séquences pseudo-aléatoires différentes. 
�݁݃ ݉ ℎሺ�ሻ �݁݃ ݉ ℎሺ�ሻ ͳ � + ͳ ʹͳ �ଶଵ + �ଶ + ͳ ʹ �ଶ + � + ͳ ʹʹ �ଶଶ + � + ͳ ͵ �ଷ + � + ͳ ʹ͵ �ଶଷ + �ହ + ͳ Ͷ �ସ + � + ͳ ʹͶ �ଶସ + �ସ + �ଷ + � + ͳ ͷ �ହ + �ଶ + ͳ ʹͷ �ଶହ + �ଷ + ͳ ͸ �଺ + � + ͳ ʹ͸ �ଶ଺ + �଼ + �଻ + � + ͳ ͹ �଻ + � + ͳ ʹ͹ �ଶ଻ + �଼ + �଻ + � + ͳ ͺ �଼ + �଺ + �ହ + � + ͳ ʹͺ �ଶ଼ + �ଷ + ͳ ͻ �ଽ + �ସ + ͳ ʹͻ �ଶଽ + �ଶ + ͳ ͳͲ �ଵ଴ + �ଷ + ͳ ͵Ͳ �ଷ଴ + �ଵ଺ + �ଵହ + � + ͳ ͳͳ �ଵଵ + �ଶ + ͳ ͵ͳ �ଷଵ + �ଷ + ͳ ͳʹ �ଵଶ + �଻ + �ସ + �ଷ + ͳ ͵ʹ �ଷଶ + �ଶ଼ + �ଶ଻ + � + ͳ ͳ͵ �ଵଷ + �ସ + �ଷ + � + ͳ ͵͵ �ଷଷ + �ଵଷ + ͳ ͳͶ �ଵସ + �ଵଶ + �ଵଵ + � + ͳ ͵Ͷ �ଷସ + �ଵହ + �ଵସ + � + ͳ ͳͷ �ଵହ + � + ͳ ͵ͷ �ଷହ + �ଶ + ͳ ͳ͸ �ଵ଺ + �ହ + �ଷ + �ଶ + ͳ ͵͸ �ଷ଺ + �ଵଵ + ͳ ͳ͹ �ଵ଻ + �ଷ + ͳ ͵͹ �ଷ଻ + �ଵଶ + �ଵ଴ + �ଶ + ͳ ͳͺ �ଵ଼ + �଻ + ͳ ͵ͺ �ଷ଼ + �଺ + �ହ + � + ͳ ͳͻ �ଵଽ + �଺ + �ହ + � + ͳ ͵ͻ �ଷଽ + �ସ + ͳ ʹͲ �ଶ଴ + �ଷ + ͳ ͶͲ �ସ଴ + �ଶଵ + �ଵଽ + �ଶ + ͳ 
 
Tab. B.1 Polynômes primitifs pour �  ��. 
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B.2.3 Propriétés des séquences pseudo-aléatoires [90][22] 
Soit ℎሺ�ሻ un polynôme primitif de degré ݉ et soit ௠ l’ensemble constitué de ces 
séquences pseudo-aléatoires générées à partir de ℎሺ�ሻ. 
Propriété 1 : La propriété de décalage : Si ܾ଴, ܾଵ, ⋯ , ܾଶ೘−ଶ est une séquence pseudo-
aléatoire quelconque dans ௠, alors tout décalage cyclique de ܾ, noté ௝ܾ  ௝ܾ+ଵ ⋯ ܾଶ೘−ଶ ܾ଴ ⋯ ௝ܾ−ଵ est aussi dans ௠. 
Propriété 2 : La récurrence : Nous supposons que ℎሺ�ሻ = ∑ ℎ���௠�=଴  avec ℎ଴ = ℎ௠ = ͳ, ℎ� = Ͳ 
ou 1 pour Ͳ < � < ݉. Toute séquence pseudo-aléatoire ܾ௠ satisfait la relation de 
récurrence  ܾ�+௠ = ℎ௠−ଵܾ�+௠−ଵ + ℎ௠−ଶܾ�+௠−ଶ+. . . . . . . . +ℎଵܾ�+ଵ + ܾଵ  pour � =  Ͳ,ͳ, ⋯         ሺܤ. Ͷሻ 
Réciproquement toute solution de (B.4) est dans ௠. Il y a ݉ solutions de (B.4) 
linéairement indépendantes, d’où il y a ݉ séquences linéairement indépendantes 
dans ௠. 
Propriété 3 : Propriété de fenêtre : Toute fenêtre de longueur ݉ (glissée en avant) d’une 







Propriété 4 : Demi 0 et demi 1 : Chaque séquence pseudo-aléatoire dans ௠ 
contient ʹ௠−ଵ « ͳ »  et ʹ௠−ଵ − ͳ « Ͳ ». Ce qui signifie que la probabilité d’avoir un 1 est la 
même que celle d’avoir un 0.  
Propriété 5 : Propriété de l’addition : La somme de deux séquences dans ௠ est une autre 
séquence dans ௠ (la somme de deux solutions de (B.4) est aussi une solution). 
Propriété 6 : Propriété du décalage et de l’addition : La somme d’une séquence pseudo-
aléatoire et un décalage cyclique de lui-même est une autre séquence pseudo-aléatoire et ݉ décalage cyclique de lui-même est une autre séquence pseudo-aléatoire (à partir des 
propriétés 1 et 2). 
 ⋯ Ͳ Ͳ Ͳ ͳ Ͳ               Ͳ ͳ ͳ  Ͳ ͳ Ͳ ͳ ͳ ͳ ͳ ⋯ Ͳ Ͳ ͳ ͳ  
Fenêtre Séquence aléatoire 
Fig. B.3 Fenêtre d’une séquence pseudo-aléatoire. 
ܣ݊݊݁�݁ ܤ  ͤͣͧ͢/ͤͣͨ͢
 
�݋݀ݑ݈�ݐ�݋݊ �ݒ݁ܿ ܿ݋݀�݃݁ �ݐéݎ�ݐ�݂ ݌݋ݑݎ ݑ݊ ܿ�݊�݈ à ܾݎݑ�ݐݏ ݊݋݊ − ݃�ݑݏݏ�݁݊ݏ Page 181 
 
B.2.4 La fonction d’autocorrélation  
Nous arrivons maintenant à la propriété la plus importante. La fonction 
d’autocorrélation �ሺ�ሻ d’une séquence réelle (ou complexe) ݏ଴ ݏଵ . . . . . . ݏ௡−ଵ de longueur ݊ 
est définie par [90][22]                                                        �ሺ�ሻ =  ͳ݊ ∑ �௝��̅+௝௡−ଵ௝=଴           � = Ͳ, ±ͳ, ±ʹ, ⋯                     ሺܤ. ͷሻ 
C’est une fonction périodique : �ሺ�ሻ = �ሺ� + ݊ሻ. La fonction d’autocorrélation d’une 
séquence binaire �଴ �ଵ �ଶ ⋯ �௡−ଵ doit être égale à la fonction d’autocorrélation de 
séquence réel ሺ−ͳሻ�బ , ⋯ , ሺ−ͳሻ�೙−భ obtenu, en remplaçant les « ͳ » par « − ͳ » et les « Ͳ » 









Propriété 7 : La fonction d’autocorrélation : La fonction d’autocorrélation d’une séquence 
pseudo-aléatoire de longueur ݊ = ʹ௠ − ͳ est donnée par �ሺͲሻ = ͳ , �ሺ�ሻ =  − ଵ௡   pour  � = ͳ, ⋯ , ʹ௠ − ʹ 
D’après la figure B.4 nous remarquons que la fonction d’autocorrélation d’une 
séquence pseudo-aléatoire de longueur ݊ = ʹ௠ − ͳ est une pseudo impulsion de Dirac 
(dans une période) ce qui signifie que la séquence est effectivement pseudo-aléatoire. 
B.2.5 La Série 
Nous définissons une série comme une chaîne maximale des symboles consécutifs 
identiques. Par exemple, pour la séquence ͲͲͲͳͲͲͳͳͲͳͲͳͳͳͳ contient des séries de 
quatre ͳ, trois Ͳ, deux ͳ, deux Ͳ, deux séries simples de ͳ et deux séries simples de Ͳ, la 
totale est de ͺ séries [90]. 
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Propriété 8 : La Série : Dans chaque séquence pseudo-aléatoire ͳ/ʹ des séries ayant une 
longueur de 1, ͳ/Ͷ ayant une longueur de 2, ͳ/ͺ ayant une longueur de 3, et ainsi de 
suite, jusqu’à ͳ/ʹ௠−ଵ. Dans chaque cas, le nombre de séries de 0 est égal au nombre de 
séries de 1. 
B.2.6 Séquences pseudo-aléatoires �‐aires 
Les séquences pseudo-aléatoires peuvent être définies sur des corps de Galois ݍ‐éléments avec ݍ premier ou sur des corps de Galois étendus. 
Ces séquences sont très utilisables dans les simulations de transmissions 
numériques à ݍ‐états [22]. 
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