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In a recent paper, Dochtermann & Jenkins (2011) challenged the conventional views on sample size limitations in multivariate analysis. Using a series of simulations, they claim to demonstrate that a model comparison procedure can correctly rank alternative models in about 90% of cases with the sample size N=19. The authors generated random uncorrelated normal deviates, fitted a structural equation model assuming that all variables were independent and a similar model, assuming that all measures were intercorrelated due to an underlying latent construct. Comparison of the Akaike Information Criterion (AIC) fit indices of the two models revealed that the correct "null" model had to be chosen in the majority of cases over the full model. The authors concluded that the model-comparison approach (avoiding the null hypothesis significance testing) provides support for meaningful application of structural equation models in cases of very small effect size combined with small sample size (e.g. correlation coefficients about 0.2 with N=19, see Dochtermann & Jenkins 2007) .
Theses results, however, are not as convincing as the authors suggest. First, about 50% of the model data were unusable because of non-convergence or other severe computational problems. This is a well known problem with small sample size (MacCallum et al. 1999; Boomsma & Hoogland 2001; Marsh, & Hau 1999) . Second, the authors did not compare the null model with other possible models (e.g. a two-factor model), nor demonstrated that, with such small sample size, it is possible to correctly rank the "best" model if the manifest variables are not independent. They concede that the model comparison framework is different from the conventional null hypothesis significance testing and the Type I error rate is not applicable here. Unlike null hypothesis significance testing, the model selection paradigm involves weighting the evidence, rather than falsification of a hypothesis (see Anderson & Burnham 2002) . It is also technically possible to compare the relative fit of two models 2 neither of which adequately fits the data. Thus, the simulation does not provide much support for Dochtermann & Jenkins (2007) .
Statistical inference is never conducted for its own sake, the researcher is interested to know to what degree the phenomenon can be replicated and predict other things. However, the combination of small sample size with low effect size does not allow either replication or prediction. To illustrate this, Figure 1 presents the values of the probability of replication p rep for a range of Pearson correlation coefficients and sample sizes. p rep is an estimate of the probability that a replication with the same power will give an effect of the same sign (see Killeen 2005) . It is easy to see that small correlation coefficients are not replicable in cases of small sample size, making any models depending on these correlations not replicable and not generalizable too. Measurement error is likely to be a serious concern because observational studies are inherently prone to human mistakes (e.g. inaccurate timing, wrong identification and poor recognition of behavioural patterns etc., Vazire et al., 2007) . Behavioural patterns are frequently characterized by significant flexibility, plasticity and stochasticity. Furthermore, adequate control of the environment in behavioural studies may be difficult, especially in the field. All this introduces various sources of error variability, which would affect small samples.
Fortunately, many of these problems can be rectified by increasing the effect size. There is a trade off between the effect size and sample size: stronger effect size allows for a smaller sample size and vice versa (see Taborsky 2010 for more discussion). Higher effect size also improves replicability and generalizability (e.g. see Fig. 1 ). Thus, it is not to say that small effect sizes are not scientifically important, they simply need larger sample size for valid inference. This is well known in the latent structure analysis. For example, Marsh & Hau (1999) Dochtermann & Jenkins (2011) also challenged the usefulness of two classical diagnostic tests that are used prior to multivariate analysis: the Bartlett's sphericity test and the Kaiser-MeyerOlkin measure of sampling adequacy (KMO). They cited several studies showing that the Bartlett's test has low statistical power when the average correlation in the correlation matrix is about 0.2 and the sample size is less than 90. They conclude that the utility of these indices is limited. This is a wrong argument: the only way to overcome the problem of insufficient 4 power is to use appropriate sample size for the given effect size or improve the experimental design to increase the effect size (see Taborsky 2010 Thus, the Bartlett's sphericity test must be considered an adequate diagnostic tool within the normal range of factor analysis applications, especially given the magnitude of the average sample size used in animal behaviour research involving factor analysis N=64.
Multivariate diagnostics
A notable feature of Fig. 1 is slight elevation of the probability of the null hypothesis rejection in data sets with low loadings (L<0.5) and N=10 observed when the number of manifest variables is high (Models 2 and 3, 8 variables) . This reflects an inflation of the Type I error rate. It can be predicted that such detrimental effect can be exacerbated when small sample size is combined with large number of poorly correlated manifest variables.
The Kaiser-Meyer-Olin measure of sampling adequacy showed even better properties in 6 these simulations (Fig, 1, right panel) . KMO was very good at sorting out data sets with very low loadings (L<0.3 and random) in a wide range of sample sizes (N>20). Note that with the typical sample size N=60 and loadings L=0.6, KMO was within or exceeded the "middling" calibration range (KMO>0.7). Increasing the number of indicators per factor (see Fig. 1d) significantly increased KMO, which agrees with the classical recommendation (see Budaev 2010 for more discussion) to have several indicators for each factor. In contrast to the Bartlett's test, there was no indication of Type I error inflation.
Thus, contrary to Dochtermann & Jenkins (2011) , both the Bartlett's test and the KaiserMeyer-Olkin measure of sampling adequacy proved to be quite informative within the range of conventional application of multivariate analysis. One important conclusion is that N=20 seems to represent the minimum sample size for the application of these multivariate methods r=0 to r=0.9) for a range of sample sizes (N=10-100). p rep is an estimate of the probability that a replication with the same power will give an effect of the same sign and is thought to be an alternative of the conventional p-value (see Killeen, 2005) . 
