Abstract. In this article, we focus on the problem of testing the equality of several high dimensional mean vectors with unequal covariance matrices. This is one of the most important problem in multivariate statistical analysis and there have been various tests proposed in the literature. Motivated by Bai and Saranadasa (1996) and Chen and Qin (2010), a test statistic is introduced and the asymptomatic distributions under the null hypothesis as well as the alternative hypothesis are given. In addition, it is compared with a test statistic recently proposed by Srivastava and Kubokawa (2013) . It is shown that our test statistic performs much better especially in the large dimensional case.
Introduction.
In the last three decades, more and more large dimensional data sets appear in scientific research. When the dimension of data or number of parameters becomes large, the classical methods could reduce statistical efficiency significantly.
In order to analyze those large data sets, many new statistical techniques, such as large dimensional multivariate statistical analysis based on the random matrix theory, have been developed. In this article, we consider the problem of testing the equality of several high dimensional mean vectors with unequal covariance matrices, which is also called multivariate analysis of variance (MANOVA) problem.
Suppose there are k(k ≥ 3) groups and X i1 , . . . , X in i are p-variate independent and identically distributed (i.i.d.) random samples vectors from the i-th group, which have mean vector µ i and covariance matrix Σ i . We consider the problem of testing the hypothesis:
H 0 : µ 1 = · · · = µ k vs H 1 : ∃i = j, µ i = µ j .
(1.1)
Notice that here we do not need normality assumption.
The MANOVA problem has been discussed a lot in the literature about multivariate statistic analysis. For example, for normally distributed groups, when the total sample size n = k i=1 n i is considerably larger than the dimension p, statistics that have been commonly used are likelyhood ratio test statistic (Wilks, 1932) , generalized T 2 statistic (Lawley, 1938; Hotelling, 1947) and Pillai statistic (Pillai, 1955) . When p is larger than the sample size n, Dempster (1958 Dempster ( , 1960 firstly considered this problem in the case of two sample problem. Since then, more high dimensional tests have been proposed by Bai and Saranadasa (1996) ; Srivastava and Fujikoshi (2006) ; Srivastava (2007) ; Schott (2007) ; Srivastava and Du (2008) ; Srivastava (2009) ; Srivastava and Yanagihara (2010) ; Chen and Qin (2010) ; Srivastava et al. (2011 . Also, one can refer the book (Fujikoshi et al., 2011) for more details.
The statistic of testing (1.1) we proposed in this article is motivated by Bai and Saranadasa (1996) and Chen and Qin (2010) . Firstly, let us review the two test statistics briefly. For k = 2 and Σ 1 = Σ 2 = Σ, Bai and Saranadasa (1996) proposed the test statistic
and showed that under some conditions
In addition, Bai and Saranadasa gave a ratio-consistent estimator of trΣ 2 , that was
If Σ 1 = Σ 2 , Chen and Qin (2010) gave a test statistic
which can be expressed as
Throughout this paper, the sample covariance matrix of the i-th group is denoted as
Also they proved that under some conditions
where
And then Chen and Qin gave the ratio-consistent estimators of trΣ 2 i and tr(Σ 1 Σ 2 ), that were
HereX i(j,k) is the i-th sample mean after excluding X ij and X ik , andX i(l) is the i-th sample mean without X il .
When Σ 1 = Σ 2 , it is apparent that the test statistic proposed by Chen and Qin (2010) reduces to the one obtained by Bai and Saranadasa. Compared to Bai and Saranadasa, Chen and Qin (2010) generalized the test to the case when Σ 1 = Σ 2 , and they used different estimators of the variance. This is indeed a significant improvement to remove the assumption Σ 1 = Σ 2 , because such an assumption is hard to verify for high-dimensional data. Thus based on these properties, we propose a statistic for testing the equality of more than two high dimensional mean vectors with unequal covariance matrices.
We assume the following general multivariate model:
and E(z 4 ijk ) < ∞, for a positive integer q such that q l=1 α l < 8 and
It should be noted that all random variables and parameters here and later depend on n. For simplicity we omit the subscript n from all random variables except those statistics defined later.
Now we construct our test. Consider the statistic
n is the Chen-Qin test statistic. Next we will calculate the mean and variance of T (k) n . Unlike the method used in Chen and Qin (2010) , we give a much simpler procedure. From X ij = Γ i Z ij + µ i , we can rewrite
2 , where
Thus we can show immediately that
Then we have the following theorem:
Theorem 1.1. Under the assumptions (a)-(e), we obtain that as p → ∞ and n → ∞,
It is worth noting that under H 0 , assumption (e) is trivially satisfied and
Then Theorem 1.1 is still true if the denominator of (1.6) is replaced by σ (k)
n . Therefore, to complete the construction of our test statistic, we only need to find a ratio-consistent estimator of (σ (k) n ) 2 and substitute it into the denominator of (1.6). To do so, the following lemma is needed: Lemma 1.2. Under the assumptions (a)-(e), we obtain that as p → ∞ and n → ∞,
where i = j ∈ {1, 2, . . . , k},
Remark 1.3. The proof of this lemma were given in Bai and Saranadasa (1996) and Srivastava (2009) , and we omit it in this paper. Notice that Chen and Qin (2010) gave different ratio-consistent estimators of tr(Σ 2 i ) and tr(Σ i Σ j ). However, it seems that the estimators (1.7) are better than (1.4) and (1.5), as under the normality assumption (1.7) are uniformly minimum variance unbiased estimators and can be computed much more easily as well.
By combining Theorem 1.1 and Lemma 1.2, we could obtain our test statistic under H 0 and have the following theorem: Theorem 1.4. Under H 0 and the assumptions (a)-(d), we obtain that as p → ∞ and n → ∞,
Due to Theorem 1.4, the test with an α level of significance rejects H 0 if T our > ξ α where ξ α is the upper α quantile of N (0, 1). Next we will discuss the power properties of the proposed test. Denote µ = k i<j µ i − µ j 2 . From the above conclusions, we can easily obtain that
This implies
where Φ is the standard normal distribution function.
Other tests and simulations
Recently, Srivastava and Kubokawa (2013) proposed a test statistic of testing the equality of mean vectors of several groups with a common unknown nonsingular covariance matrix. Denote 1 r = (1, . . . , 1) ′ as an r-vector with all the elements equal to one and define Y = (X 11 , . . . ,
Then it is proposed that
Notice that diag[A] denotes a diagonal matrix with the same diagonal elements as the diagonal elements of matrix A. Under the null hypothesis and the condition n = O(p δ ) with δ > 1/2, T sk is asymptotically distributed as N (0, 1). That is as n, p → ∞,
In this section we compare the performance of the proposed statistics T our and T sk in finite samples by simulation. We first examine the attained significance level (ASL) of the test statistics T our and T sk compared to the nominal value α = 0.05, and then we examine their attained power. Notice that the data is generated from the model
. . , z ijp ) ′ and z ijk 's are independent random variables which are distributed as one of the following three distributions:
The ASL is computed asα = #(T > ξ 1−α )/r where T are values of the test statistic T our or T sk obtained from data simulated under H 0 , r is the number of replications and ξ 1−α is the 100(1 − α)% quantile of the standard normal distribution. The attained power of the test T our and T sk is also computed aŝ β = #(T > ξ 1−α )/r, where T are values of the test statistic T our or T sk computed from data simulated under the alternative.
For simulation, we consider the problem of testing the equality of 3 mean vectors, that is, k = 3. Choose p ∈ {20, 50, 100, 500}, n 1 = 0.5 × n * , n 2 = n * , n 3 = 1.5 × n * , where n * ∈ {20, 50, 100, 200}. For the covariance matrix Σ i , i = 1, 2, 3, we consider the following two cases:
Case 2 : Table 1 and Table 3 that the ASL of the proposed test T our approximates α = 0.05 well in both cases. But the ASL of test T sk in case 2 performs substantially worse. In addition, in case 1 the test T sk seems worse when dimension p is much larger than the sample size n * . This is probably because T sk needs condition n = O(p δ ) with δ > 1/2 to obtain the asymptotic distribution. As reported in Table 2 and Table 4 , the powers of the test T our perform better than T sk in Case 2 and worse in Case 1. But actually in Case 1, when the dimension p and sample size n * are large, the powers of the test T our are also good enough. Thus when the dimension is much larger than the sample size, or the dimension and the sample size are both large, our test statistic is recommended, as it is more stable.
Technical details
In this section we give the proof of Theorem 1.1. We restricted our attention to the case in which k = 3 for simplicity and the proof for the case of k > 3 is the same. Here we use the same method as in Chen and Qin (2010) , hence some of the derivations are omitted. The main difference is that we need to verify the asymptotic normality of T (3) n . That is because it does not follow by any means that the random variable α n +β n will converge in distribution to α+β, if α n
n2 , where
We can verify that E(T
From condition (e), that is,
we get
Next we will prove the asymptotic normality of T
n1 . Without loss of generality we assume that µ 1 = µ 2 = µ 3 = 0. Let Y i = X 1i (i = 1, . . . , n 1 ),
, 2, . . . , n 1 } and j ∈ {n 1 + 1, . . . , n 1 + n 2 };
and j ∈ {n 1 + n 2 + 1, . . . , n 1 + n 2 + n 3 };
, 2, . . . , n 1 } and j ∈ {n 1 + n 2 + 1, . . . , n 1 + n 2 + n 3 }.
For j = 2, 3, . . . , n 1 + n 2 + n 3 , denote
. . , Y m } which is the σ algebra generated by {Y 1 , Y 2 , . . . , Y m }.
Then we have
It is easy to verify that {S nm , F nm } n m=1 forms a sequence of zero mean and a square integrable martingale. Then the asymptotic normality of T (3) n may be proved by employing Corollary 3.1 in Hall and Heyde (1980) with routine verification of the following:
Thus next we prove (3.1) and (3.2) respectively. 3.0.1. Proof of (3.1). Verify that
where c ij is the coefficient of φ ij and if j ∈ [1,
Then we have
Now consider
The term B can be further partitioned as B = B 1 + B 2 + B 3 , where
We only compute E(B 3 ) here as E(B 1 ) and E(B 2 ) can be computed following the same procedure. As µ 1 = µ 2 = µ 3 = 0, we only need to consider i 1 , i 2 , i 3 and i 4 in these three cases: (a) (
Thus we obtain that
As we can similarly get E(
n ) 4 ), we conclude that
Using the same method of deriving (3.4), we have
which together with (3.3) and (3.4) implies
Therefore we obtain (σ
which complete the proof of (3.1).
3.0.2. Proof of (3.2). As
we just need to show that
Note that
The first term of last equation has the order o((σ
n ) 4 ) which can be proved by the same procedure in last subsection. It remains to consider the second term.
As proved in Chen and Qin (2010) , we have
and n 1 +n 2 +n 3
Thus we conclude that
Then the proof of (3.2) is complete. Table 1 .
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