Abstract⎯ This paper proposed an improved particle swarm optimization algorithm (IPSO) to solve continuous function optimization problems. Two improvement strategies named "Vector correction strategy"
1． Introduction
Particle Swarm Optimization (PSO) method was proposed by Kennedy and Eberhart in 1995 as an evolutionary computing technology [1] [2] , which is widely used in various types of optimization problems [3] - [7] .
In solving optimization problems, a potential solution of each optimization problem is seen as a "particle" in the search space. An ordered triple of numbers ( , , ) i i i
x v p corresponds to each particle; the location of particle's each iterations is decided by the following formula: 
Two Improvement Strategies for PSO
The reasons for the algorithm to fall into local optimum are described in the following: i). Because the velocity of particles in the swarm decays too fast, the step-length of particles revision decreases rapidly, which make the search efficiency too low or search stagnation;
ii). For some complex issues with a strong deceptive, once the search fall into local optimum, even if the particle's velocity does not completely decay, the probability of that particles hiting a better one than the existing optimal point is still smaller, and thus cause the search stagnation.
To overcome the above two points, we make the following improvements on the PSO method: i). Vector revision strategy
In traditional PSO method, at each step t, particle's position is updated by the following program
Here, Dims is the dimensions of the search space, each components of vector is revised respectively. Yet if there is some relativity between the components of vector, the efficiency of such a revision method is low. To improve the search efficiency, this paper revises the particle as a whole vector according to a probability. For each step of the algorithm, particle's position is updated by the following program Where Rand is a random number between 0 and 1, α is a given threshold, such a strategy could speed up the efficiency of that individual converge to a swarm optimum. Especially when the various dimensional components of the issue are interrelated, the search efficiency improves clearly. Here, it is very important to set the thresholdα . If the value of α is too small, the number of particles in the swarm revised as a vector is too large, while raising the efficiency , also increase the possibility of "premature". Otherwise, search efficiency will be affected .It will be better to set 0.945
(2) Jump out of local optimum strategy
In order to make particles jump out of local optimum effectively to avoid "premature" in PSO search process, this paper has developed the following strategies:
if Here, #fevals is the iteration times for each successful runs, #all runs is the total implementation times of the algorithm (25), #successful runs is the number of successful runs. The smaller the value of FEs is, the higher the search performance of the algorithm. The following Table 2 
Conclusion Fun

Dims=10
Dims=30 This paper proposes an improved particle swarm optimization algorithm (IPSO) to solve continuous function optimization problems. Two improvement strategies named "Vector correction strategy" and "Jump out of local optimum strategy" were employed in our improved algorithm. The algorithm was tested using 25 newly proposed benchmark instances in Congress on Evolutionary Computation 2005 (CEC2005). For these benchmark problems, the problem definition files, codes and evaluation criteria are available in http://www.ntu.edu.sg/home/EPNSugan.
The performance of IPSO was compared with the 11 algorithms published in CEC2005. The experimental results
show that the search efficiency and the ability of jumping out from the local optimum of the IPSO have been significantly improved, and the improvement strategies are effective.
