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Abstract—In this paper, we study the density evolution anal-
ysis of spatially coupled low-density parity-check (SC-LDPC)
codes over binary input additive white Gaussian noise (BIAWGN)
channels under the belief propagation (BP) decoding algorithm.
Using reciprocal channel approximation and Gaussian approxi-
mation, we propose averaging techniques for the density evolution
of SC-LDPC codes over BIAWGN channels. We show that the
proposed techniques can closely predict the decoding threshold
while offering reduced complexity compared to the existing multi-
edge-type density evolution.
Keywords—Spatially coupled low-density parity-check codes,
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I. INTRODUCTION
Convolutional LDPC codes or SC-LDPC codes were first
introduced by Felstrom and Zigangirov [1]. In [2], SC-LDPC
codes were analytically investigated over the binary erasure
channel (BEC) and it was shown that they exhibit a BP
decoding threshold that approaches the maximum-a-posteriori
decoding threshold of the underlying ensemble. Over binary
memoryless symmetric channels, this threshold saturation phe-
nomenon was numerically shown in [3–6]. In general, density
evolution is used to determine BP decoding threshold of SC-
LDPC codes.
Over the BEC, density evolution analysis of SC-LDPC
codes is straightforward, since it tracks the erasure probability,
which is a scalar quantity. However, this is not the case for the
BIAWGN channel. The tracking parameter for the BIAWGN
channel is the probability density function (pdf) of the log
likelihood ratio (LLR). Thus, the actual density evolution
of SC-LDPC codes over BIAWGN channel requires tracking
multiple pdfs of messages travelling over multiple edge-types.
This results in substantially high computational requirements.
To reduce complexity, the reciprocal channel approximation
(RCA) was used within the multi-edge-type (MET) framework
in [7], where the tracking parameter of the density evolution
analysis is a scalar quantity.
Due to the MET framework, the density evolution analysis
in [7] tracks the parameter of each edge-type separately.
Moreover, deterministic connection between variable node and
check node was assumed in [7]. On the other hand, for SC-
LDPC codes with probabilistic coupling between protographs,
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applying the MET framework is prohibitively complex. Ex-
amples of such cases are anytime spatially coupled codes
proposed in [8].
In this paper, we propose a low complexity density evo-
lution approximation for SC-LDPC codes over BIAWGN
channel. Together with the RCA and Gaussian approximation
(GA), we introduce averaging techniques in density evolution.
Instead of tracking the parameters of RCA or GA on different
edge-types, we track these parameters for different node-types.
Since the number of node-types is generally much smaller
than the number of edge-types, the proposed techniques have
significantly lower complexity than density evolution with
RCA or GA in the MET framework. The decoding thresholds
obtained from the proposed techniques are compared with the
exact decoding thresholds obtained from the actual density
evolution over the MET framework. Although the proposed
techniques slightly reduce the accuracy, their computational
complexity is close to that of density evolution over the BEC.
Moreover, the proposed density evolution techniques are also
applicable for spatially coupled codes with random coupling.
The remainder of this paper is organized as follows.
We briefly present the background of SC-LDPC codes and
MET framework in Section II. We present the MET density
evolution with approximations in Section III. In Section IV,
we present the proposed density evolution analysis and show
the numerical results in Section V.
II. SC-LDPC CODES AND MET FRAMEWORK
SC-LDPC codes [2] are constructed by coupling a chain
of CL standard (dv, dc)-regular LDPC codes or protographs,
where dv and dc are the degrees of variable nodes and check
nodes, respectively. We refer to CL as the chain length and
assume that the protographs are at positions [1, 2, ..., CL],
CL ∈ N1. Each of the dv connections of a variable node at
position i is connected to their neighbouring check nodes in
the range i to i + γ − 1, where γ is the coupling length. A
SC-LDPC code can be terminated by adding extra check nodes
at positions CL + 1 to CL + γ − 1. We refer to this code as
(dv, dc, γ, CL)-SC-LDPC code with design rate
Rd = 1−
dv
dc
(
CL + γ + 1− 2
γ∑
i=0
(
i
γ
)dc)
CL
.
1In [2], the authors assumed that the protographs are at positions
[−CL, CL], CL ∈ N.
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For simplicity of notations, in the remainder of this paper,
we will describe density evolutions for the SC-LDPC codes
described in [2]. The proposed scheme can be extended to
more general spatially coupled codes shown in [9].
SC-LDPC codes can be included in the MET framework.
Using the notation in [10, Chapter 5], a MET code can be
specified by two node perspective multinomials defined as
L(s) =
∑
Lqs
q and R(s) =
∑
Rqs
q , where s and q are
defined by
• s = [s1, ..., sme ] denotes a vector of variables, each
corresponds to an edge-type. me is the number of
edge-types used to represent the graph ensemble;
• q = [q1, ..., qme ] denotes degrees of edge-types, where
qi is the number of edges of type i that connect to the
same check/variable node.
The non-negative coefficient Lq (Rq) represents the fraction
of variable (check) nodes of type q. A simple example of a
MET SC-LDPC code is shown in Fig. 1, where we assume
deterministic connections between variable and check nodes
with γ = dv . For this example, the multinomials are given by
L(s) = 0.5s1s2s3 + 0.5s4s5s6,
R(s) = 0.25s21 + 0.25s
2
2s
2
4 + 0.25s
2
3s
2
5 + 0.25s
2
6.
1 2
3
1 2
3
4 5
6
4 5 6
Fig. 1: MET representation of (dv, dc, γ, CL) = (3, 6, 3, 2)-
SC-LDPC code with me = 6. The edge-types are denoted
along side of each edges.
The MET density evolution is performed by tracking the
evolution of pdf of each edge-type message, where the density
evolution recursion can be derived from L(s), R(s) and the
pdf of the LLR of the received message corresponding to a bit
transmitted over the BIAWGN channel with noise variance σ2n.
For more details about MET density evolution, we refer the
readers to [10, Chapter 5]. The above density evolution anal-
ysis provides an accurate prediction of the decoding threshold
of a MET code. However, MET density evolution suffers
from high computational complexity, since it tracks the whole
distribution of each edge-type message.
III. MET DENSITY EVOLUTION WITH APPROXIMATION
In this section, we summarise density evolution of SC-
LDPC codes using approximations (i.e., RCA and GA) in the
MET framework as depicted in Fig. 1. These approximations
reduce the complexity of the actual MET density evolution
analysis by tracking a scalar quantity instead of the whole
message distribution along each edge-type. In [11], it is
shown that the message distributions can be well approximated
through these scalar quantities and hence, one can find the
threshold without much sacrifice in accuracy.
Let Nv(i) be the set of edge-types that share the variable
node with an edge of type i. Similarly, let Nc(i) be the
set of edge-types that share the check node with an edge
of type i. Let x(l)e (i) and y
(l)
e (i) i ∈ {1, 2, ..,me} be the
scalar quantities, which are deduced from the LLR message
distribution through RCA or GA, passed from variable and
check nodes, respectively, along the edge-type i, at iteration
l. For RCA, x(l)e (i) represents the signal-to-noise ratio (SNR)
which equals half of the mean of the LLR message, while
y
(l)
e (i) represents the sum of the reciprocals of SNRs incoming
to the check nodes. For SNR z, a reciprocal r is defined such
that Cf (z) + Cf (r) = 1, where Cf (u) denotes the mutual
information between the input and the output of a BIAWGN
channel with SNR u [7]. For GA, x(l)e (i) and y
(l)
e (i) represent
the mean of the LLR message. The RCA and GA in the MET
framework are more rigorously described in the following.
A. The RCA Technique
• Initialization: x(0)e (i) = 1σ2n .
• y(l)e (i) update:
y(l)e (i) =(qi − 1)C−1f
(
1− Cf
(
x(l)e (i)
))
+∑
j∈Nc(i)
qjC
−1
f
(
1− Cf
(
x(l)e (j)
))
.
• x(l)e (i) update:
x(l)e (i) =
1
σ2n
+ (qi − 1)C−1f
(
1− Cf
(
y(l−1)e (i)
))
+∑
j∈Nv(i)
qjC
−1
f
(
1− Cf
(
y(l−1)e (j)
))
.
B. The GA Technique
• Initialization: x(0)e (i) = 2σ2n .
• y(l)e (i) update:
y(l)e (i) =φ
−1
[
1−
(
1− φ
(
x(l)e (i)
))qi−1
.
∏
j∈Nc(i)
(
1− φ
(
x(l)e (j)
))qj ]
.
• x(l)e (i) update:
x(l)e (i) =
2
σ2n
+ (qi − 1)y(l−1)e (i) +
∑
j∈Nv(i)
qjy
(l−1)
e (j),
where
φ(u) =
{
1− 1√
4piu
∫∞
−∞
(
tanh f2
)
e−
(f−u)2
4u df, if u > 0
1, if u = 0
For both RCA and GA techniques, we find the decoding
threshold σ∗n by
σ∗n = sup
{
σn : lim
l→∞
x(l)e (i) =∞, ∀i
}
.
IV. PROPOSED DENSITY EVOLUTION ANALYSIS
In BEC, an average of the incoming erasure probabilities
at the variable or check nodes can be used to calculate the
outgoing erasure probabilities [2]. This property results in
a low complexity density evolution analysis of SC-LDPC
codes over the BEC. Motivated by the density evolution
over BEC, we propose averaging techniques in the density
evolution analysis over BIAWGN channels, while utilizing
RCA (or GA). In our proposed density evolution, we track the
messages from different nodes instead of tracking the message
for different edge-types. We compute the outgoing messages
from a node based on an averaging function of the incoming
messages. Using RCA and GA, we propose averaging the
mutual information between the incoming message and the
associated code bit. For each variable or check node, we
convert each of the incoming quantity (SNR or mean of
LLR message) to the corresponding mutual information and
average these mutual information. Then, the average mutual
information is converted back to the corresponding quantity,
which is used to calculate the outgoing quantity. For the
proposed density evolution analysis, we consider x(l)(i) and
y(l)(i) to be the scalar quantities2, outgoing from variable and
check nodes, respectively. The indices i and l denote the node
position and iteration number, respectively. In the following
density evolution, we set x(l)(i) = ∞, ∀l when i 6∈ [1, CL].
Using RCA and GA, in the following we present the proposed
update steps of x(l)(i) and y(l)(i) for i ∈ [1, CL].
A. The RCA Technique
• Initialization: x(0)(i) = 1σ2n .
• y(l)(i) update:
y(l)(i) = (dc − 1)C−1f
(
1− 1
γ
γ−1∑
k=0
Cf
(
x(l)(i− k)
))
.
• x(l)(i) update:
x(l)(i) =
1
σ2n
+ (dv − 1)
. C−1f
(
1− 1
γ
γ−1∑
k=0
Cf
(
y(l−1)(i+ k)
))
.
B. The GA Technique
• Initialization: x(0)(i) = 2σ2n .
• y(l)(i) update:
y(l)(i) = φ−1
1−{1−
2The nature of x(l)(i) and y(l)(i) are same as x(l)e (i) and y
(l)
e (i),
respectively as mentioned in Section III.
φ
(
J−1
(
1
γ
γ−1∑
k=0
J
(
x(l)(i− k)
)))}dc−1 .
• x(l)(i) update:
x(l)(i) =
2
σ2n
+ (dv − 1)J−1
(
1
γ
γ−1∑
k=0
J
(
y(l−1)(i+ k)
))
,
where
J(u) = 1− 1√
4piu
∫ ∞
−∞
e−
(f−u)2
4u log2(1 + e
−f )df.
For both RCA and GA techniques, the decoding threshold is
σ∗n = sup
{
σn : lim
l→∞
x(l)(i) =∞, ∀i
}
.
Complexity Comparison: Our proposed density evolution
analysis offers a reduction in complexity compared to the
earlier MET techniques by tracking node-type instead of edge-
type messages. For SC-LDPC codes, the number of messages
to be tracked in our proposed approach is at most 1dv of that in
the MET techniques. For example, with (dv, dc, γ = dv, CL)
and (dv, dc, γ = 2dv, CL)-SC-LDPC codes in the MET frame-
work, there exist dv and 2dv types of edges, respectively at
each position. Thus, MET techniques track dvCL and 2dvCL
messages (variable node to check node), respectively. On the
other hand, for both SC-LDPC codes, there exists single type
of node at each position. Thus, our proposed density evolution
tracks only CL messages.
V. RESULTS AND DISCUSSION
In this section, we present numerical results obtained
from the aforementioned density evolution techniques. The
thresholds for different SC-LDPC codes obtained from dif-
ferent density evolution techniques are plotted in Fig. 2. We
observe that the threshold obtained from RCA-MET and GA-
MET density evolutions is a close approximation to the exact
threshold obtained from the actual MET density evolution
as described in Section II. Although MET density evolution
techniques lead to a good prediction of decoding thresholds,
they suffer from high computational complexity and become
very complicated when there exist probabilistic connections
between variable and check nodes.
On the other hand, the decoding thresholds obtained from
the proposed RCA-averaging and GA-averaging techniques
provide slightly inaccurate approximations, especially at low
rates. However, they offer the least computational complexity.
Moreover, the proposed techniques provide tractable density
evolution analysis for any coupling distribution as well as for
probabilistic connections between variable and check nodes.
Both RCA and GA averaging techniques compute the decoding
threshold with almost same accuracy and complexity. Thus,
one can use any of them to measure the decoding threshold of
the SC-LDPC codes. It is worth mentioning that the decoding
thresholds given by the proposed density evolution are no
longer accurate for small chain length (CL < 5) and/or very
low rate (Rd < 0.15) SC-LDPC codes.
The proposed technique also provides good approximation
for the structured protograph-based spatially coupled codes
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Fig. 2: Decoding thresholds of different SC-LDPC codes over BIAWGN channel.
shown in [9]. As an example, we apply the proposed tech-
nique for the spatially coupled version of the accumulate-
repeat-jagged-accumulate (ARJA) codes and the accumulate-
repeat-by-4-jagged-accumulate (AR4JA) codes. The averaging
technique for these spatially coupled codes is slightly more
complicated than the averaging technique for SC-LDPC codes.
Since, there exist multiple types of nodes in an ARJA or
AR4JA protographs, one has to track multiple node-type mes-
sages from each position. In Fig. 3, we show the prediction of
actual decoding threshold of these codes using GA-averaging
technique. We observe that our proposed technique can track
the actual thresholds with reasonable accuracy.
VI. CONCLUSION
In this paper, we present density evolution techniques to
find the decoding threshold of SC-LDPC codes over BIAWGN
channels. We have observed that although MET density evo-
lution results in an accurate analysis, it suffers from high
complexity and limited practicality. On the other hand, al-
though our proposed density evolution techniques are slightly
less accurate, they are easy to implement and have broader
applications.
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