Multiple sequence alignment is a very important and useful tool for genomic analysis in many tasks in bioinformatics. However, finding an accurate alignment of DNA or protein sequences is very difficult since the computational effort required grows exponentially with the sequences number. In this paper, we propose a new sequence alignment algorithm based on gravitational search algorithm (GSA). The gravitational search algorithm (GSA) is a recent metaheuristic inspired from Newton's laws of universal gravitation and motion. Moreover, to avoid the convergence toward local optima, we enhance GSA behaviour by introducing a new mechanism based on simulated annealing concept. Such concept offers a good balance between the exploration and exploitation in GSA and can lead to good alignment quality for the MSA problem. The accuracy and efficiency of the proposed algorithm are compared with recent and well-known alignment methods using BAliBASE benchmark database. The analysis of the experimental results shows that the algorithm can achieve competitive solutions quality.
This paper is a revised and expanded version of a paper entitled 'A new hybrid bio-inspired approach to resolve the multiple sequence alignment problem' presented at the International Conference on Control, Decision and Information Technologies (CoDIT'16), Saint Julian's, Malta, 2016 April.
Introduction
Multiple sequence alignment (MSA) is considered as the principal challenge when analysing and studying biological sequences. Discovering structural similarities between a set of biological sequences (protein or DNA sequences) is an efficient way to predict and deduce new information about structure, function and evolutionary history of new genomes. The MSA problem can be seen as maximising the sum of pair (SP) score. This problem can be resolved using dynamic programming (Needleman and Wunsch, 1970; Smith and Waterman, 1981) for two sequences (pairwise alignment). But for greater than two sequences, the spatial and temporal complexity grows considerably. In fact, to align N sequences with length equal to L using dynamic programming, the complexity is O (L N ) (Wang and Jiang, 1994) . So, MSA is an NP-Hard problem. Since the computation effort of exact methods grows exponentially, many heuristic-based methods are alternatively proposed. They are generally classified in two classes: methods based on progressive approach and methods based on iterative approach.
The progressive approach is widely used for MSA. The main idea of this approach is to gradually build up alignment depending on evolutionary relationship order depicted by guide tree. To construct the guide tree, the first step is to perform all pairwise alignments of all sequences pairs. Then, the distance of each pairwise alignment is calculated and stored in a distance matrix. Finally the guide tree is generated in accordance with the calculation of the distance matrix using grouping method such as neighbour joining (NJ) (Sneath and Sokal, 1973) and unweighted pair group method using arithmetic average (UPGMA) (Saitou and Nei, 1987) . CLUSTALW (Thompson et al., 1994 ) is a progressive method considered as one of the most popular methods used for MSA problem. It has the ability to select one of the two substitution matrices (PAM and Blosum) according to the distance between sequences with different penalty gap values. PILEUP (Devereux et al., 1984) makes final alignment from guide tree which is constructed using UPGMA. Choi et al. (2004) developed a MSA method based on progressive approach without guide tree, this method introduces clustering algorithm to generate clusters for closest sequences to construct the alignment. LZ-MSA (Ji et al., 2009 ) is a novel progressive method based on Lempel-Zif algorithm. The main idea in this method is to construct the pairwise alignment with Lempel-Zif algorithm and then converts it into vector to reduce calculation time. However, the progressive approach has two major drawbacks. Its greedy nature increases the ability to be trapped in local optima. Moreover, errors made in pairwise alignment step cannot be corrected later when all sequences are aligned.
The other alternative is the iterative approach. This approach starts with an initial solution (all sequences are aligned simultaneously) and an objective function for assessing alignment quality. The alignment quality is then improved by employing an efficient search to find the optimal solution. Stochastic methods are generally adopted, such as hidden Markov model (Eddy, 1995) and simulated annealing algorithm (Kim et al., 1994; Lukashin et al., 1992) . Evolutionary algorithms (EAs) also are adopted for solving MSA problem. The genetic algorithm (GA) is a well-known EA which has been used in several methods such as SAGA (Notredame and Higgins, 1996) , MSA-GA (Gondro and Kinghorn, 2007) , RBT-GA (Taheri and Zomaya, 2009) , GAPAM (Naznin et al., 2012) and MSAEMOGA (Kayaa et al., 2014) . SAGA is a method that involves evolving a population of solutions to improve the fitness score. The algorithm includes 22 operators chosen by a weighted wheel. In SAGA, the 50 % of the best individuals of the current generation will be kept to the next generation. MSA-GA is a simple GA-based method with several scoring functions; it uses pairwise alignment performed with Needleman-Wunsch method to create initial population and hill climbing method to enhance the quality of alignment. RBT-GA is a method combining rubber band technique (RBT) with GA to solve MSA problem. RBT has been inspired from the behaviour of elastic Rubber on a plate with several poles. These poles reflect the location of similar region in the alignment. GAPAM uses two mechanisms to generate initial population. The first one is to generate guide tree with randomly selected sequences, the second is shuffling the sequences inside each guide tree. MSAGMOGA is a multiobjective algorithm based on GA. The particle swarm optimisation (PSO) also has been adapted for MSA problem. Xu and Chen (2009) proposes an improvement of PSO to deal with MSA problem. In this algorithm, the PSO algorithm has been adapted to be used with biological sequences with local search operator in order to correct the generated solutions. CPSO (Lei et al., 2009) attempts to avoid the speed convergence of PSO by the thought of chaos optimisation. Other EAs are also used for MSA such as biogeography-based optimisation (BBO) in BBOMP (Zemali and Boukra, 2015) . The authors proposed the manipulation of multi-populations to improve the exploration ability of BBO.
We present in this paper an enhanced gravitational search algorithm (EGSA) to resolve the MSA problem. The gravitational search algorithm (GSA) is a recent metaheuristic inspired from physical phenomena of particle attraction and their motion in universe. In this algorithm, the particles move with an acceleration defined according to the gravitational force of the heavier particles. Motivated by the fact that GSA as particle swarm algorithm is trapped in local optima due to the lack of diversity; we introduce a new mechanism based on simulated annealing concept. Such concept offers a good balance between the exploration and exploitation in GSA and can lead to good alignment quality for the MSA problem.
The remainder of this paper is organised as follows: in Section 2 a formal definition of MSA is presented. The main steps of the EGSA proposed approach are presented in Section 3. Section 4 is devoted to experimental study.
Definition of MSA problem
MSA can be defined as simultaneous arrangement of more than two sequences; each of them is represented in a different line and can have different length. A number of symbols '-', called gaps, are introduced in each sequence in aim of increasing similarity. These symbols are often used to refer to biological insertion or deletion of residues (amino acid for protein sequences or nucleic acid for DNA sequences) through the evolutionary process.
In order to formally define the MSA problem, let S = (S 1 , S 2 ,…, S n ), (n > = 2) where S i is a biological sequence defined over an alphabet ∑, ∑ includes different types of nucleotides for DNA sequences alignment or 20 characters corresponding to different types of amino acids for protein sequences alignment. Resolving the MSA is then determining
… which satisfy the following criteria:
• each sequence i S ′ is an extension of ( '' ) i i S S ′ = ∪ − and i S ′ without gap is equal to S i
• The optimal alignment is defined as the alignment S′ with maximal similarity score
(1).
Enhanced gravitational search algorithm
The GSA algorithm is a new optimisation algorithm based on Newton's laws of universal gravitation and motion. According to the gravity law, all particles in universe attract each other with a force of gravitational attraction which is directly proportional to the product of particles masses and inversely proportional to the square of the distance between them. In addition, this force affects the particle acceleration in way that the particles with a large mass have more attraction on other particles and slower movement than to the low-mass particle. Indeed, heavier particle requires more force to move the same distance than lighter particle. Inspired by the laws of gravitation and motion, Rashedi et al. (2009) proposed a new algorithm where the gravitation force is used to perform a stochastic search in the solutions space.
The proposed algorithm is population-based; it maintains a set of potential solutions which evolve throughout times (iterations or generations) by acceleration variation. The good solutions correspond to particles with heaviest mass while the bad solutions correspond to ones with low mass. Like in swarm-based algorithm, the particles are positioned in the search space and move with a velocity affected by the sum of gravitational forces.
We detail in what follows each step of GSA and explain how we have adapted and enhanced GSA (EGSA) to deal with the MSA problem. The key steps of this algorithm are given in Algorithm 1. Calculation of the total force in different directions.
5
Calculation of acceleration and velocity.
6 Updating particle position.
7
Repeat steps 3 to 6 until the stop criterion is reached.
Random initialisation
As all population-based algorithms, GSA considers a system with K particles where the position of the k th particle is a potential solution (k = 1, …, K). Since the MSA problem is considered as a discrete problem, we consider the particle position as a binary alignment. The binary alignment is represented by matrix N*L where N is the number of sequences and L is the alignment length. Each case X i,j (i = 1, …, N and j = 1, …, L) in this matrix contains 0 corresponding to gap or 1 corresponding to amino acids or nucleotides as shown in Figure 1 . For the MSA problem, it is effective to start the stochastic search from good initial alignment.
Indeed, good initial population can increase the ability to exploit promising regions of the search space. Thus, the initial solution is generated using two mechanisms. In the first one, we use the progressive approach which consists of generating a guide tree for each solution. For more diversity, the parameters (penalty gap and matrix substitution) are randomly chosen. The second mechanism consists in using as input the alignment generated by ClustalW, then insert a user defined number of gap at random positions.
Fitness evaluation of particles
To measure the solutions quality, the binary alignment is converted into original alignment and then, the alignment score S is calculated using weighted sum of pair (WSP) function as follows:
where N is the number of sequences, W ij is the weight of two sequences (i and j) and cost (i, j) is the score between the two aligned sequences i and j. This score is calculated by summing the score of all pairs of residues in the same column.
To ensure the correlation between biological quality and calculated score, we use affine gap penalty G defined as follows:
where g is the cost of gap opening, x is the cost of gap extending and n is the gap length. The finale score of alignment (Fit) is:
Update algorithm parameters
To control the search accuracy, the gravitational constant G(t) is initialised at the beginning and decreased periodically at each iteration as follows:
where G 0 is the initial value of the gravitational constant at time 0. α is a constant and T is maximum iterations number.
Since the MSA aims to maximise the alignment score, then the best and the worst fitness are updated at each iteration using (6) and (7) respectively.
(1, )
After the location of best and worst particles, the gravitational and inertia masses are calculated in way that the effective particles are heavier and move more slowly. The gravitational and inertial masses are calculated by the following equations:
Calculation of the total force in different directions
As previously mentioned, all particles in universe attract each other with a force of gravitational attraction (F), the force that acts on an particle from its neighbour depends on the particle mass and the distance between the two objects. Specifically, the force acting on the i th particle from the j th particle at the specific time (t) is calculated using the following formula:
where M i and M j are the gravitational mass of particles i and j respectively, ε is a small constant, and R ij (t) is computed based on the Hamming distance between two particles i and j. The total force acting on a particle can be calculated as follows:
F t r a n dF t
Calculation of acceleration and velocity
In this step, the velocity and the acceleration with which an object moves are calculated by (12) and (13) respectively.
( 1) ( ) ( )
From (12), we note that the acceleration is inversely proportional to the particle mass which ensure that heavier particle requires high force to move. However, we can observe that for Fit i = worst, M i will be equal to 0 (formula 8), then the acceleration can be undefined, so, in order to avoid this case and ensure that the low mass particle will be faster that the heavy one, we propose to replace formula (8) by (14).
worst t fit t worst t best t worst t q t ε
where ε is a very small constant.
Updating particle position
After velocity update, the particle positions are updated in order to evolve the population and explore new search space. Since the particle positions correspond to binary alignments, the positions are updated using binary version of GSA (Rashedi et al., 2010) as follows:
Some generated solutions can be infeasible; it means that the alignment produced cannot represent all amino acids or nucleotides of the input sequences. So, to make sure that we always obtain feasible solutions, a sufficient number of 1 are added at the end of each sequence. As in most swarm algorithms, the particles evolve toward the best, with lack of diversity and after some iteration the particles stagnate in their positions. Consequently the population prematurely converges to local optima. To deal with this, we have introduced a new mechanism for more diversity. This mechanism consists in applying a set of perturbation operators when the particle reaches the best global one. The resulting solutions are controlled by the simulated annealing algorithm, this means that the generated solution i X ′ is accepted to replace X i if ( ) ( ).
Thus, a new global best solution is found improving the swarm quality. i X ′ can also be accepted according to the probability p(T) = exp(F(X i ) -( )/ ) i F X T ′ leading to exploration of new search space part. The temperature (T) is decreased at each iteration using the cooling function. Decreasing T reduces the probability to accept bad solutions which can considered as balance between exploration and exploitation. The new perturbation operators are randomly applied after dividing the selected particles into different parts. These operators are the same proposed in Zemali and Boukra (2015) .
Experimental study
In order to measure the performance of the proposed approach, several tests were done to align datasets from Balibase database (Bahr et al., 2000) . Balibase is a well-known benchmark used for evaluating alignment programs. In its version 1.0 (Thompson et al., 1999) , it includes 142 alignment references aligned manually and divided into five hierarchical references as follows:
• reference 1 is for equidistant alignments with various levels of similarity
• reference 2 is for conserved sequences alignment with orphan sequences
• reference 3 contains alignment of two divergent subfamilies
• reference 4 contains alignment references with N/C terminal extension
• reference 5 contains alignment references with internal extension.
The extension of Balibase (version 2.0) (Bahr et al., 2000) includes 165 alignments and more than 2600 sequences with 8 references. Balibase provides an open score program (Baliscore) which allows calculating the score of the structural similarity between the proposed alignment and the exact one (Bahr et al., 2000) . The score returned by Baliscore is between 0.0 and 1.0. The value 0.0 is assigned to full mismatch of two alignments and the value 1.0 is assigned to full similarity, while a value between 0.0 and 1.0 is assigned for the partial similarity. In our experimental study, we use baliscore to evaluate the quality of the alignments obtained by our method.
The experimental study related to the proposed approach includes firstly parameters setting, EGSA behaviour evaluation and the comparison of the proposed approach with well-known and recent methods such as MSA-GA, GAPAM, ClustalW and BBOMP. Furthermore, to validate our results from a statistical point of view, we have performed the non-parametric statistical test called Wilcoxon signed rank test. This test aims to indicate whether there is significant difference in score obtained by in different conditions or different methods.
The algorithm is implemented in Java language on a PC with Pentium(R) Dual-Core CPU 2.0 GHz and 2 GB RAM.
Parameters setting
In order to find the fittest parameter values, we have proposed a new method based on BBO (Simon, 2008) adjusting automatically EGSA parameters.
The parameters values are potential solutions assessed according to the best baliscore produced after fixed iterations number. A potential solution is encoded as vector of parameters as shown in Figure 2 . Each parameter of the initial population is generated randomly from its own range. We have selected randomly a dataset from each Balibase reference. Table 1 summarises parameters values found by the previous dynamic parameter setting method. 
EGSA behaviour analysis
In order to bring out the aptitude of new EGSA's mechanisms to improve the diversity and the exploration ability of GSA, we have performed a comparative test between our contribution (EGSA) and the canonical GSA for the MSA problem. To do this, we have iteratively measured the fitness obtained by the best particle in each population (the canonical GSA's population and the proposed EGSA population) when resolving dataset (1idy) taken from reference 1 and this leads to the graphs in Figure 3 . By examining Figure 3 , we can see that the best particle in EGSA is improved continually, escaping from many local optimum points, (such as after 165 iterations), In the other hand, GSA's best particle is trapped in local optimum just after some iterations number, which is due to the lack of diversity. It can be also observed that in terms of quality, the final score of EGSA is significantly better than the one obtained by GSA and this is mainly related to the use of restart mechanism. Globally, we can deduce from this test that the mechanisms used in EGSA enhance the behaviour of GSA when solving MSA problem, offer a good ability to escape from local optima and consequently find more accurate solution.
Comparative study
In order to show proposed approach effectiveness, we perform a comparative study including the comparison of EGSA results with those achieved by GAPAM (Naznin et al., 2012) , MSA-GA (Gondro and Kinghorn, 2007) , CLUSTALW (Thompson et al., 1994) and BBOMP (Zemali and Boukra, 2015) . The choice of these methods is motivated by the fact that all are recent and/or well-known and they use Baliscore to assess alignments quality. We have considered 26 datasets covering all combinations of sequences length (short, medium and long) and sequences identity (< 25%, 20-40% and > 35%) as follow: 18 from reference 1 and 2 from each reference from 2 to 5. Note that we have considered the results of each method from its published literature. Concerning our approach we have taken the best results of five independent runs.
From the 26 Datasets reported in Table 2 , we can observe that our approach achieved results better than GAPAM in 14 datasets, better than MSA-GA in 26 datasets, better than ClustalW in 26 cases and better than BBOMP in 16 cases. In addition, by examining the comparison between ClustalW and EGSA, we can see that even with half of population generated using ClustalW, the alignment quality in EGSA do not follow those of ClustalW which can prove the good exploration ability of EGSA. Globally, it can be seen from Table 2 that our proposed method outperforms all methods in nine cases. In all other cases it gives a solution close to the best known ones. In term of average score, we can note that EGSA has obtained better score compared to the other methods.
Statistical test
In order to analyse meaningfully the results shown in Table 2 , the non-parametric Wilcoxon signed rank test (Corder and Foreman, 2009 ) have been performed. This test aims to study whether there is difference between two stochastic algorithms meaningfully by analysing the difference between scores obtained by each method. The choice of this test is motivated by the fact that it does not require making any assumption about distribution of population.
In this test, our approach is compared with each method considered in the experimental study by assuming that no significant difference between the two methods as null hypothesis. The number of test problems is N = 26 and the significance level is α = 0.05. Hence, if P < α, the null hypothesis is rejected, else the null hypothesis is retained. The results are shown in Table 3 where W+ and W-indicate the number of positive and negative differences respectively. Table 3 , it can be observed that null hypothesis, is rejected for MSA-GA and ClustalW which means that there is difference between EGSA and theses two methods. Furthermore, by analysing W+ and W-, we note that the number of positive differences is greater than the negative one, and from that we can deduce that EGSA is significantly better than these two methods. Concerning the comparison with BBOMP and GAPAM, we can see that the hypothesis is retained which can be interpreted that there is no significant difference between EGSA and these two methods, even with W+ greater than W-. Globally, we can deduce that for MSA problem, EGSA has achieved results significantly better than those achieved by MSA-GA and ClustalW and has achieved also encouraging results compared with BBOMP and GAPAM.
Conclusions
In this paper, we have proposed an enhanced version of GSA to resolve the MSA problem. The GSA is a recent metaheuristic imitating the particle attraction and their motion in universe to find optimal solution. As in most swarm algorithms, particles move toward the best leading to a lack of diversity. This lack can lead to stagnation in local optima. In order to increase diversity and maintain good balance between exploration and exploitation, a new perturbation mechanism is introduced. This mechanism is applied if a particle reaches the best one. Moreover, the solution generated by perturbation operators is controlled by simulated annealing algorithm. Parameters of the proposed approach are adjusted automatically by using BBO algorithm. To judge proposed approach efficiency, we have performed two tests. In the first one, we have analysed the convergence behaviour of EGSA and its aptitude to escape from local optima. This experience shows that EGSA presents good level of diversity compared to canonical GSA and good ability to escape from local optima and consequently finds more accurate solution. In the second test, EGSA was compared with BBOMP, GAPAM, MSA-GA and CLUSTALW. The obtained results show that EGSA is more effective than the other methods in term of average score. The statistical non-parametric test shows also that our approach improves significantly MSA-GA and CLUSTALW. Thus, we believe that EGSA constitutes a good approach to resolve MSA problem.
