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We prove an existence and localization result for a solution of a second order
elliptic equations with Dirichlet and regular oblique derivative boundary condi-
tions. The main result is obtained assuming the existence of a lower and an upper
solution without particular order and a positively homogeneous asymptotic
behaviour of the right hand member of the equation.  1998 Academic Press
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1. INTRODUCTION
In this paper we consider a semilinear elliptic problem of the type
Lu(x)= f (x, u(x), {u(x)) in 0,
(1)
u | 0"1=0, Bu=‘ on 1,
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where 0 is a bounded domain of RN, L is a linear second order elliptic
operator for which the maximum principle holds, B is a linear first order
boundary operator and f is a nonlinear Carathe odory function.
It is a well known fact that the existence of a lower and an upper solu-
tion : and ; satisfying :; implies the existence of a solution u of (1) with
:u;. This result goes back to Scorza Dragoni in 1931 for an ODE
Dirichlet problem [33] and to M. Nagumo [26] in 1954 for a PDE
Dirichlet problem. In 1972, H. Amann [1] proves his three solutions
theorem in presence of two pairs of lower and upper solutions :1;1;2 ,
:1:2;2 , :23 ;1 , by using the relation between lower, upper solutions
and degree theory.
In 1972, Sattinger [30] presents as an open problem the question of the
solvability of (1) in presence of lower and upper solutions without order-
ing. It was pointed out by an example in [2] that these conditions are not
enough to guarantee the solvability of (1). This example is essentially of the
type
&2u=*mu+.m(x) in 0,
(2)
u=0 on 0,
where *m is an eigenvalue of &2 on H 10(0) different from the first one and
.m is the corresponding nonzero eigenfunction. It is easy to see that (2) has
no solution even if we can construct lower and upper solution : and ; as
multiples of the first eigenfunction .1 which satisfy ;<0<:. Hence to
have existence of a solution in presence of nonordered lower and upper
solutions, we have to avoid the interference of the nonlinearity with the
higher part of the spectrum.
The first important contribution in this direction is due to H. Amann,
A. Ambrosetti, and G. Mancini [3] in 1978 who assume that
sup
0_R_RN
| f (x, u, {u)&*1 u|<.
More recently, this kind of result was generalized to consider unbounded
perturbations of *1u. Two kind of conditions can be found in the literature.
First, we can consider the case f (x, u, {u)= f (u) either for periodic ODE
[16, 14, 21] or for Neumann elliptic BVP [17, 19]. In these papers, the
authors give a nonresonance condition on F(u)=u0 f (s) ds at the second
eigenvalue or more generally at the corresponding Fucik curve. They use
constant lower and upper solutions. See also [28] for related results. On
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the other hand, in [18], J. P. Gossez and P. Omari consider an elliptic self-
adjoint Dirichlet or Neumann BVP like (1) with f (x, u, {u)= f (x, u). They
assume that
lim inf
|s|  
f (x, s)
s
*1 (3)
and
lim sup
|s|  
f (x, s)
s
#(x),
with #(x)*2 a.e. in 0 with strict inequality on a set of positive measure,
and prove the existence of a solution in the presence of lower and upper
solutions without any ordering. This result was slightly extended by
M. Nkashama [27].
The work of P. Habets and P. Omari [20] appeared more recently. They
consider problem (1) with f (x, u, {u)= f (x, u) without assuming that L is
self-adjoint. They relax the condition (3), give a very general nonresonance
condition at the Fucik curve corresponding to the second eigenvalue
(called the admissibility condition), and obtain an existence and localization
result of the solution in the presence of lower and upper solutions satisfying
:(x)>;(x) for all x # 0. (4)
This last condition did not appear in previous work.
In the present work, using the three solution theorem of H. Amann [1],
we remove the restriction (4) of [20]. Moreover we consider the more
general problem (1) with a gradient dependence in the nonlinearity. For a
discussion of the admissibility condition (see Definition 4.1) we refer to
[20] (see also [15]) as well as for some conditions giving the existence of
lower and upper solutions satisfying (4) and some applications of the
localization result.
For other results concerning nonordered lower and upper solutions, we
refer to [32, 8, 34, 29, 10].
This paper is organized in the following way. In the first section, we give
general hypothesis and technical results about the elliptic equation. Then,
we prove the existence of a solution between well-ordered lower and upper
solutions of (1) and give degree information. Our main result about lower
and upper solutions without order is presented in Section 4. In Section 5,
we give a ‘‘reversed’’ three solutions theorem. The following two sections
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concern applications of these results. In the last section, we show that the
case of the p-Laplacian boundary value problem
&2pu= f (x, u) in 0,
u=0 on 0
can be treated in a similar way.
2. GENERAL HYPOTHESIS AND PRELIMINARY RESULTS
In this paper we make the following assumptions on the domain and the
operators that appear in (1).
(D) 0 is a bounded domain in RN (i.e., a bounded, open, nonempty,
and connected subset of RN) with boundary 0 of class C 1, 1 and with 1
an open and closed subset of 0.
(E) The elliptic operator L : H2, p(0)  L p(0) is defined by
Lu(x)=& :
N
i, j=1
ai, j (x)
2u
xi xj
(x),
with ai, j # C0(0 ) such that, for some a>0,  ai, j (x) !i!ja |!| 2 for all
x # 0 .
(BC) B : H2, p(0)  H 1p$, p(1 ) (1p$=1&1p) is defined by
Bu(x)= :
N
i=1
bi (x)
u
xi }1 (x)+b(x) u | 1 (x),
where bi, b # C0, 1(1 ) are such that, if &(x) denotes the unit outward normal
at x # 1, for all x # 1,  bi (x) &i (x)K>0.
The boundary conditions are as follows: the one on 0"1 is the
(homogeneous) Dirichlet condition and the one on 1 is the (non-
homogeneous) regular oblique derivative condition. The necessary results
about those operators and the description of the spaces used can be found
in [35]. The norm in Ck will be denoted by & }&k , the one in L p by | } |p .
For other spaces X, the norm will be denoted by | } |X .
Remark 2.1. Our choice of the operator L is not restrictive with respect
to the general case & ai, j(2uxi xj)+ ai(uxi)+au, as the lower
order terms can be put in the nonlinearity.
We first recall a theorem about the invertibility of such elliptic operators.
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Theorem 2.1 [35, Lemmas 3.21 and 3.22]. Let 2p<. Under the
assumptions (D), (E), and (BC) on 0, 1, L, and B, there exists *0 (depend-
ing only on ai, j, |bi| C0, 1(1 ) , and |b|C 0, 1(1 )) such that for all **0 , if
f # L p(0) and ‘ # H 1p$, p(1 ), the problem
Lu+*u= f in 0,
u | 0"1=0, Bu+*u |1=‘ on 1,
admits a unique solution u # H2, p(0). Moreover there exists a constant C
(depending only on ai, j, |bi|C 0, 1(1 ) and |b|C 0, 1(1 )) such that
|u|H 2, p(0)C( | f |p+|‘|H 1p$, p(1 )).
So, for **0 , the operator
L : H 2, p0 (0 _ 1 )  L
p(0)_H1p$, p(1); u [ ((L+*) u, Bu+*u |1) (5)
is a linear homeomorphism. For the rest of this paper, we fix **0 such
that b(x)+*>0.
We also have the following maximum principles.
Theorem 2.2 (Strong Maximum Principle) [35, Theorem 3.27]. Let
01 satisfy (D), L satisfy (E), p>N and *0. If u # H2, p(01) satisfies
(L+*) u0 in 01 then u cannot achieve a maximum M0 on 01 unless u
is constant.
Theorem 2.3 (Hopf Boundary Point Lemma) [35, Lemma 3.26]. Let
p>N, *0, L satisfy (E), 01 satisfy (D), x0 # 01 and b0 such that
(b0 | &(x0))>0 for &(x0) the outward normal at x0 . If u # H2, p(01) satisfies
(L+*) u0 in 01 and u achieves a strict local maximum M0 at x0 , then
(b0 | {u(x0))>0.
3. WELL-ORDERED LOWER AND UPPER SOLUTIONS
AND DEGREE
In this section, we prove a result concerning the computation of the
degree on sets delimited by well-ordered lower and upper solutions. This
type of result is not new and the main elements of the proof can be found
in [2, 23, 25, 31, 4, 12]. But, as we do not know an exact reference for our
setting, we give a proof of this result here for the convenience of the reader.
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Definition 3.1. A function : # H2, p(0) is a lower solution of (1) if
L:(x) f (x, :(x), {:(x)) in 0,
: | 0"10, B:‘ on 1.
A function ; # H2, p(0) is an upper solution of (1) if
L;(x) f (x, ;(x), {;(x)) in 0,
; | 0"10, B;‘ on 1.
Definition 3.2. Let u, v # C1(0 ). We say that uOv if u(x)<v(x) on
0 _ 1 and for x # 0"1, either u(x)<v(x) or u(x)=v(x) and (u&)(x)>
(v&)(x).
Remark 3.1. The set of functions w such that uOwOv is open in
C 10(0 _ 1 ) :=[x # C
1(0) : x | 0"1=0].
To compute the degree associated to the elliptic equation, we first give
regularity conditions on f and then write the differential equation as a fixed
point problem.
Definition 3.3. The function f : 0_R_RN  R is an L p-Carathe odory
function if
1. f ( } , u, !) is measurable for all (u, !) # R_RN;
2. f (x, } , } ) is continuous for a.e. x # 0;
3. for all bounded set B/R1+N, there exists hB # L p(0) such that for
a.e. x # 0 and all (u, !) # B,
| f (x, u, !)|hB(x).
If f is an L p-Carathe odory function, then the operator
N : C 1(0 )  L p(0); u [ f ( } , u( } ), {u( } ))
is well-defined, continuous, and maps bounded sets to bounded sets.
If p>N and ‘ # H1p$, p(1 ), as H 2, p0 (0 _ 1 ) is compactly embedded in
C10(0 _ 1 ), the operator M : C
1
0(0 _ 1 )  C
1
0(0 _ 1 ) defined by
M(u)=L&1(Nu+*u, *u |1+‘),
where L is given by (5), is completely continuous and the problem (1) is
equivalent to
u=Mu.
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We say that an open set S/C 10(0 _ 1) is admissible for the degree if M
has no fixed point on its boundary S and the set of fixed points of M in
S is bounded.
In that case, we define
deg(I&M, S)=deg(I&M, S & B(0, R))
where R is such that every fixed point u of M in S satisfies &u&1<R. By
excision property this degree does not depend on R.
To be able to associate a degree to a pair of lower and upper solutions
we have to reinforce the definition.
Definition 3.4. A lower solution : of (1) is said to be strict if every
solution u of (1) such that :u on 0 satisfies :Ou.
In the same way a strict upper solution ; of (1) is an upper solution such
that every solution u with u; is such that uO;.
Theorem 3.1. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC), while f is an L p-Carathe odory function with p>N and ‘ # H 1p$, p(1 ).
Assume that there exists : and ;, lower and upper solutions of (1) such that
:;. If there exist K>0 and h # L p(0) such that for a.e. x # 0, all
u # [:(x), ;(x)] and all ! # RN,
| f (x, u, !)|h(x)+K |!| 2, (6)
then the problem (1) has at least one solution u such that, for all x # 0 ,
:(x)u(x);(x).
If moreover : and ; are strict and satisfy :O;, then
S=[u # C 10(0 _ 1) : :OuO;]
is admissible for the degree and
deg(I&M, S)=1.
Proof. By [35, Lemma 5.10] and the interpolation inequality lemma
[35, Lemma 1.37], for every K>0 and h # L p(0), there exists R>0 that
we can choose larger than max[&:&1 , &;&1] such that for every f satisfying
(6) and every solution of (1) with :u; on 0 , we have
&u&1<R.
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Let f : 0 _R_RN  R be defined by
f (x, u, !)={
f (x, u, !), if :(x)<u<;(x) and |!|R,
f \x, u, R !|!|+ , if :(x)<u<;(x) and |!|>R,
f (x, :(x), {:(x)), if u:(x),
f (x, ;(x), {;(x)), if u;(x).
Observe that f satisfies condition (6).
We will study the modified problem
Lu+*u= f (x, u, {u)+*#(x, u) in 0,
(7)
u | 0"1=0, Bu+*u |1=‘+*#(x, u) |1 on 1.
where #(x, u)=:(x)+(u&:(x))+&(u&;(x))+ and **0 is such that
b(x)+*>0 where *0 is given by Theorem 2.1.
Step 1. Every solution u of (7) is such that :u; on 0 .
We prove that :u on 0; the other part is proved in a similar way.
By contradiction, assume that maxx # 0 (:(x)&u(x))=M>0. First note
that :&u#3 M on 0 . Otherwise, we have M=(:&u) | 0"10 and thus
0"1=<. On the other hand, (b+*) M=(b+*)(:&u) |1(‘+*: | 1)&
(‘+*: |1)=0, and thus 1=<, a contradiction.
If x0 # 0 is such that :(x0)&u(x0)=M, then we can find 01/0 regular
enough such that x0 # 01 , :(x)u(x) on 01 and there exists x1 # 01 such
that :(x1)&u(x1)<:(x0)&u(x0). This contradicts the strong maximum
principle, because on 01 , (L+*)(:&u)0.
Hence x0 # 0. As on 0"1, :(x)u(x)=0, then x0 # 1. Moreover, by
the previous paragraph, for every x # 0, :(x)&u(x)<:(x0)&u(x0). Con-
sider a set B/0 regular enough such that x0 # B and B "[x0]/0. Take
it small enough in such a way that :(x)u(x) on B. Remark that the out-
ward normal at x0 is the same for B and for 0. As (L+*)(:&u)0 on
B, by the Hopf boundary point lemma (with 01=B and b0=b(x0)), we
have  bi (x0)(:xi)(x0)> bi (x0)(uxi)(x0), which contradicts the
fact that B:(x0)+*:(x0)‘+*:(x0)=Bu(x0)+*u(x0).
Step 2. Every solution of (7) is a solution of (1).
Every solution of (7) is such that :u;. As f satisfies (6), we have
also that &u&1<R. Hence
f (x, u, {u)= f (x, u, {u), #(x, u)=u(x)
and u is a solution of (1).
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Step 3. The problem (7) has at least one solution.
By the hypothesis on f and the construction of f , there exists g # L p(0)
such that, for every u # C1(0),
| f (x, u(x), {u(x))+*#(x, u(x))|<g(x). (8)
We define the operator
N : C1(0 )  L p(0) : u [ f ( } , u( } ), {u( } )).
By [35, Theorem 1.56], we know that T : C1(0 )  H 1, p(0); u [ #( } , u( } ))
is continuous and maps bounded sets to bounded sets. Moreover
f (x, u, !)={
f (x, u, !), if |!|R,
f \x, u, R !|!|+ , if |!|>R,
is an L p-Carathe odory map and, for every \>0, there exists g~ \ # L p(0)
such that, for a.e. x # 0 and all (u, !) # R1+n with |u|\,
| f (x, u, !)|g~ \(x).
As p>N, by the Lebesgue dominated convergence theorem, we see that
F : H1, p(0)  L p(0); u [ f ( } , u( } ), {u( } ))
is continuous and maps bounded sets to bounded sets. As N =F b T, N is
also continous and maps bounded sets to bounded sets.
The operator M : C 10(0 _ 1)  C
1
0(0 _ 1 ) defined by
M (u)=L&1(N u+*#( } , u( } )), ‘+#( } , u( } )) |1)
is completely continuous in C 10(0 _ 1 ). By (8), Theorem 2.1, the continuity
of the restriction u  u |1 from H 1, p0 (0 _ 1 ) to H
1p$, p(1 ) and the interpola-
tion inequality lemma [35, Lemma 1.37], there exists K>0 such that, for
all v # M (C10(0 _ 1 )),
|v|H2, p(0)K.
As p>N, the injection from H2, p(0) to C1(0 ) is continuous and so there
exists K such that
M (BC 10(0, K ))/BC 10(0, K )
and by a classical result on degree theory [9, Theorem 5.3.16(iv)]
deg(I&M , BC 10(0, K ))=1.
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Step 4. deg(I&M, S)=1.
If : and ; are strict lower and upper solutions, M has no fixed point on
S. We know also that all fixed points u of M and M in S are such that
&u&1<R. So S is admissible for the degree. Moreover on S & BC 10(0, R),
M and M coincide, so
deg(I&M, S)=deg(I&M , S).
As all fixed points of M are in S,
deg(I&M , S)=deg(I&M , BC10(0, K ))=1. K
Remark 3.2. In the particular case N=1 we can also allow p=1 as it
is classical that, in that case also, M is completely continuous.
4. NONORDERED LOWER AND UPPER SOLUTIONS
In this section, we will suppose that f satisfies the following hypothesis.
(H) For all =>0 there exist h= # L p(0) and a\ , b\ # L p(0),
c\ , d\ # (L p(0))N such that, for a.e. x # 0, all u # R and all ! # RN,
f (x, u, !)=p+(x, u, !) u+ & p&(x, u, !) u&
+(q+(x, u, !) | !+)&(q&(x, u, !) | !&)+t(x, u, !) (9)
where
a\(x)p\(x, u, !)b\(x)
c\(x)q\(x, u, !)d\(x)
(the condition on q\ has to be understood componentwise) and
|t(x, u, !)|= |u|+= |!|+h=(x).
For a, b # L p(0) such that ab, we denote by [a, b] the set
[ p # L p(0) : a(x)p(x)b(x) a.e. on 0] and for c, d # (L p(0))N, [c, d]=
_ni=1 [ci , di].
Definition 4.1. Let a\ , b\ # L p(0) and c\ , d\ # (L p(0))N be func-
tions satisfying a\b\ and c\d\ on 0. We say that the box
R=[a+ , b+]_[a& , b&]_[c+ , d+]_[c& , d&] is admissible if
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(A) For every ( p+ , p& , q+ , q&) # R, any nontrivial solution u of
Lu= p+ u+& p& u& +(q+ | ({u)+)&(q& | ({u) &) in 0,
u | 0"1=0, Bu=0 on 1,
is such that either uo0 or uO0;
(B) There exist ( p0 , p0 , q0 , q0) # R such that the first eigenvalue *1 of
Lv= p0v+(q0 | {v)+*v in 0,
v | 0"1=0, Bv=0 on 1,
is positive (*1>0) and the corresponding eigenfunction ,1 is such that
,1 o0.
Remark 4.1. By the KreinRutman Theorem and the maximum prin-
ciples, it is easy to see that condition (B) is satisfied if p0 # L(0),
q0 # (L(0))N and b are such that b0 on 1, p00 on 0 and, if 1=0,
esssup0(& p0)+max1 b>0.
Theorem 4.1. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC). Let f : 0 _R_RN  R be an L p-Carathe odory function with p>N
satisfying (H) and ‘ # H1p$, p(1 ). If the set [a+ , b+]_[a& , b&]_
[c+ , d+]_[c& , d&] is admissible and there exist :0 and ;0 lower and
upper solutions of (1) such that :0(x0)>;0(x0) for some x0 # 0, then (1) has
at least one solution in S1 where
S1=[u # C 10(0 _ 1 ) : (_x1 , x2 # 0) : u(x1)<:0(x1) and u(x2)>;0(x2)].
If moreover there is no solution of (1) on S1 , then S1 is admissible for the
degree and
deg(I&M, S1)=&1.
Proof. If there is a solution on S1 , the result is proved. So for the rest
of the proof, we can assume that there is no solution on S1 .
Step 1. A priori bound on the solutions.
Let
gr(x, u, !)
f (x, u, !), if |u|<r,
={( |u|&r) p(x, u, !)+(1+r&|u| ) f (x, u, !), if r|u|r+1,p(x, u, !), if |u|>r+1,
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where p(x, u, !)= p0(x) u+(q0(x)|!) with p0 and q0 given by condition (B)
of admissibility. We will show that there exists K>0 such that for all r>0
and all u # S1 solution of
Lu= gr(x, u, {u) in 0,
(10)
u | 0"1=0, Bu=‘ on 1,
we have &u&1<K.
Assume that, for every k # N, there exist rk>0 and uk # S1 solution of
(10) with r=rk such that &uk &1k. Observe that for every =>0 there
exists h= # L p(0) such that
grk(x, uk(x), {uk(x))
=pk, +(x) uk +& pk, &(x) uk & +(qk, +(x) | ({uk)+)
&(qk, &(x) | ({uk)&)+tk(x)
with
a\(x)pk, \(x)b\(x), c\(x)qk, \(x)d\(x),
and
|tk(x)|= |uk(x)|+= |{uk(x)|+h=(x).
Let vk=uk &uk&1 . Those functions are solutions of
Lvk= pk, +vk +& pk, &vk & +(qk, + | {vk +)&(qk, & | {vk &)+sk in 0,
vk | 0"1=0, Bvk=‘&uk&1 on 1, (11)
where |sk(x)|2=+h=(x)k. Hence for k large enough, |sk |p3= and
sk  0 in L p(0).
By Theorem 2.1, there exists C such that
|vk |H 2, p(0)C( |Lvk+*vk | p+|‘&uk&1+*vk |H 1p$, p(1 )).
Since the right-hand side of (11) and vk are bounded in L p(0) and
‘&uk &1+*vk is bounded in H 1p$, p(1 ), we have that vk is bounded in
H2, p(0). Hence, passing eventually to a subsequence, vk ( v weakly in
H2, p(0) and vk  v strongly in C1(0 ) with &v&1=1. We can also assume
that pk, \ ( p\ and qk, \ ( q\ weakly in L p(0) with a\p\b\ and
c\q\ d\ for a.e. x # 0. Further, the weak continuity of L and the
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continuity of w [ w+ in H 1, p$(0) [35, Theorem 1.56] imply that v is a
solution of
Lv= p+ v+& p& v& +(q+ | ({v) +)&(q& | ({v) &) in 0.
We also have that, in H1p$, p(1 ), ‘&uk &1  0. As vkxi  vxi in
H1, p(0) and vk  v in C1(0 ), Bvk  Bv in H1p$, p(1 ) [35, Lemma 1.49].
So v satisfies the boundary conditions
v | 0"1=0, Bv=0 on 1.
From the admissibility condition, we have vo0 or vO0. Assume for
instance that vo0. By [20, Lemma 3.1], there exist c1 , c2>0 such that,
for n large and x # 0 ,
vk(x)c1 v(x), c2v(x):(x).
So, for k large,
uk=&uk &1 vkc1 &uk&1 v(c2+1) vo:.
This contradicts the fact that uk # S1 and concludes the proof of Step 1.
Step 2. Creation of ordered lower and upper solutions.
Let R=max[K, &:0&0 , &;0&0]+1 and w be the solution of
Lw= p0w+(q0 | {w)+[| p0(x)|+|q0(x)|] in 0,
w | 0"1=R+2, Bw=‘ on 1.
We take k large enough such that w+k,1R+2 on 0 where ,1 is
given by condition (B) of admissibility. We define ;1=w+k,1 and :1=
&;1 . We show that ;1 (resp. :1) is an upper (resp. lower) solution of (10)
with r=R. Effectively
L;1=p0 w+(q0 | {w)+[| p0(x)|+|q0(x)|]+k[ p0,1+(q0 | {,1)+*1 ,1]
p0;1+(q0 | {;1)= gR(x, ;1 , {;1)
and on the boundary ;1 | 0"1=R+2>0 and B;1=Bw+kB,1=‘.
We prove now that ;1 is strict. As u=0 on 0"1, u<;1 on this set. So
if uO3 ;1 , there exists x0 # 0 _ 1 such that u(x0)=;1(x0). If x0 # 0, then
{;1(x0)={u(x0) and there exists $>0 such that on B(x0 , $),
|u(x)&;1(x)|1 and |{(u&;1)(x)|1. Hence, on this set,
432 DE COSTER AND HENRARD
File: DISTL2 342314 . By:CV . Date:24:04:98 . Time:13:07 LOP8M. V8.B. Page 01:01
Codes: 2913 Signs: 1299 . Length: 45 pic 0 pts, 190 mm
L(u&;1)=p0 u+(q0 | {u)&[ p0(x) ;1+(q0(x) | {;1)
+k*1,1+| p0(x)|+|q0(x)|]
=p0(u&;1)+(q0 | {(u&;1))&k*1,1&[| p0(x)|+|q0(x)|]
&k*1,10,
which contradicts the Strong Maximum Principle on B(x0 , $).
If x0 # 1, by the boundary conditions,
0=: bi (x0)
(u&;1)
xi
(x0)+b(x0)(u&;)(x0)=: bi (x0)
(u&;1)
xi
(x0).
As x0 is a maximum point of u&;1 , for all ! such that (! | &(x0))=0
(directions tangent to 1), ((u&;1)!)(x0)=0. As (b | &(x)){0, we have
that {(u&;1)(x0)=0. As in the previous paragraph, we have L(u&;1)0
in a small ball B/0 such that x0 # B. By the Hopf Boundary Point
Lemma,  bi (x0)((u&;1)xi)(x0)>0, a contradiction.
Step 3. Degrees.
Let, for (i, j) # [0, 1]2"(0, 0),
S[:i , ;i]=[u # C
1
0(0 _ 1) : :iOuO;i],
NR : C 10(0 _ 1 )  L
p(0) : u [ gR( } , u( } ), {u( } ))
and MR : C 10(0 _ 1 )  C
1
0(0 _ 1 ) be defined by
MR(u)=L&1(NR u+*u, *u |1+‘).
As f is at most a linear growth in !, f and gR satisfy condition (6) on all
R. Then we have, by Theorem 3.1 and the excision property,
1=deg(I&MR , S[:1 , ;1]
=deg(I&MR , S[:1 , ;0])+deg(I&MR , S[:0 , ;1])
+deg(I&MR , S[:1 , ;1] & S1)
=2+deg(I&M, S1).
The last equality is due to the fact that if u is a fixed point of M or MR
in S1 , then &u&1<R<;1=&:1 and M and MR coincide on BC10(0, R). So
we have
deg(I&M, S1)=&1
and there is a solution of (1) in S1 . K
Remark 4.2. In the particular case N=1, as above, we can allow p=1.
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5. REVERSED THREE SOLUTIONS THEOREM
In this section we consider, in some sense, the reversed situation of the
three solution theorem of H. Amann [1] as we assume the existence of two
ordered pair of nonordered lower and upper solutions. To simplify the
notations, we assume b0 in the definition of B.
Theorem 5.1. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC) with b0. Let f : 0 _R_RN  R be an L p-Carathe odory function
with p>N satisfying (H) and ‘ # H1p$, p(1 ). Assume there exists a0 such
that a\&ab\ and the sets [a+ , b+]_[&a]_[c+ , d+]_[c&, d&]
and [&a]_[a& , b&]_[c+ , d+]_[c&, d&] are admissibles. If, more-
over, there exist :1 , ;1 strict lower and upper solutions, :2 , ;2 lower and
upper solutions such that :1O;1 , :13 ;2 , :23 ;1 , :1:2 , and ;2;1 ,
then (1) has at least three solutions.
Proof. As :1 and ;1 are well-ordered strict lower and upper solutions,
we know there exists a u1 solution of (1) such that :1 Ou1 O;1 .
Let us define the modified problem
Lu(x)= f (x, u(x), {u(x)) in 0,
(12)
u | 0"1=0, Bu=‘ on 1,
where
f (x, u, !)={ f (x, u, !)f (x, :1 , {:1)&a(u&:1)
if u:1 ,
if u<:1 .
As in the proof of Theorem 3.1, it is easy to see that every solution u of
(12) is such that uo:1 . Moreover, for every =>0 there exists h= # L p(0)
such that, for a.e. x # 0, all u # R and all ! # RN,
f (x, u, !)=p+(x, u, !) u++au&+(q+(x, u, !) | !+)
&(q&(x, u, !) | !&)+t(x, u, !)
where
a+(x)p+(x, u, !)b+(x),
c\(x)q\(x, u, !)d\(x)
and
|t(x, u, !)|= |u|+= |!|+h=(x).
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By the admissibility condition and as :2(x0)>;1(x0) for some x0 # 0, we
deduce from Theorem 4.1 the existence of a second solution u2 such that
u2 o:1 and u2(x1)>;1(x1) for some x1 # 0. Hence u2{u1 .
In a similar way, we prove the existence of u3 , solution of (1) with
u3 O;1 and u3(x2)<:1(x2). Hence u3{u1 , u3{u2 and the result is
proved. K
In the particular case of a gradient independent problem
Lu(x)= f (x, u(x)) in 0,
(13)
u | 0"1=0, Bu=‘ on 1,
with b0, the above admissibility conditions are always satisfied.
Corollary 5.2. Let L, B, 0, and 1 satisfy the conditions (D), (E),
and (BC) with b0. Let ‘ # H 1p$, p(1 ) and f : 0 _R  R be an
Lp-Carathe odory function with p>N satisfying, for all =>0, there exist
h= # L p(0), a\ # L(0) and b\ # L p(0) such that, for a.e. x # 0 and all
u # R,
f (x, u)= p+(x, u) u+& p&(x, u) u&+t(x, u)
where
a\(x)p\(x, u)b\(x)
and
|t(x, u)|= |u|+h=(x).
If there exist :1 , ;1 strict lower and upper solutions, :2 , ;2 lower and upper
solutions such that :1 O;1 , :13 ;2 , :23 ;1 , :1:2 , and ;2;1 , then (13)
has at least three solutions.
Proof. Let a>0. Without loss of generality we can assume
a\ &ab\. We just have to prove that the sets [a+ , b+]_[&a] and
[&a]_[a& , b&] are admissible. Let us prove it for [a+ , b+]_[&a],
the other case is similar.
As in Remark 4, we deduce from the KreinRutman Theorem and the
maximum principles that the first eigenvalue of
Lu=&au+*u in 0,
u | 0"1=0, Bu=0 on 1,
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is positive and the corresponding eigenfunction ,1 is such that ,1o0. It
remains to prove that, for every p+ # [a+ , b+], any nontrivial solution u
of
Lu= p+(x) u++au& in 0,
(14)
u | 0"1=0, Bu=0 on 1,
is such that either uo0 or uO0.
Observe first that, by the maximum principles, any nontrivial solution u
of (14) is non-negative. Hence it is a solution of
Lu+ku=( p+(x)+k) u in 0,
u | 0"1=0, Bu=0 on 1,
where k>0 is such that p+(x)+k0. We deduce from the maximum
principles that uo0. K
6. LANDESMANLAZER CONDITION FOR DERIVATIVE
DEPENDENT PROBLEM AND MULTIPLICITY
In this section we consider problem (1) with b=0 and ‘=0. We first
give some conditions to ensure the existence of lower and upper solutions.
These conditions extend to the derivative dependent case, the classic ones
of Landesman and Lazer are at the right of the first eigenvalue and are
related to the one of J. K. Kazdan and R. J. Kramer [23]. Next we give
some multiplicity results.
Assume that there exist an L p-Carathe odory function g&(x, u) and a
continuous function h&(u) such that, for all (x, u, !) # 0_R&_RN,
f (x, u, !)g&(x, u)+h&(u) :
i, j
ai, j (x) !i!j . (15)
Let us denote
1 &(x, u)=Q&u (u) g
&(x, u)&*1Q&(u) (16)
where *1 denotes the first eigenvalue of L, Q&(u)=u0 exp(
r
0 h
&( y) dy) dr
and Q&u (u)=(ddu) Q
&(u). We assume that limu  & Q&(u)=&.
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Recall also that, due to the maximum principles and the KreinRutman
Theorem, we know that the eigenfunction .1 corresponding to *1 satisfies
.1o0 and also that *1 is the first eigenvalue of the adjoint problem with
the corresponding eigenfunction .1*0.
Proposition 6.1. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC) with b=0 and p>N. Assume that the L p-Carathe odory function f
satisfies (15) with Q& : R&  R&; u  Q&(u)=u0 exp(
r
0 h
&( y) dy) dr
onto, and 1 &, defined by (16), such that, for some + # L p(0, R+), for a.e.
x # 0 and all u<0,
1 &(x, u)+(x). (17)
If moreover #&(x)=lim supu  & 1 &(x, u) uniformly in x and
|
0
#&(x) .1*(x) dx<0 (18)
then, for every R>0, the problem (1) with ‘=0 has an upper solution ;0
with &;&1>R.
Proof. Observe first that Q& : R&  R& is a diffeomorphism. Let us
make the change of variable v=Q&(u) and observe that ; is an upper
solution of
Lu= g&(x, u)+h&(u) :
i, j
ai, j (x)
u
xi
u
xj
in 0,
(19)
u | 0"1=0, Bu=0 on 1,
if and only if ; =Q&(;) is an upper solution of
Lv=Q&u ((Q
&)&1(v)) g&(x, (Q&)&1(v)) in 0,
(20)
u | 0"1=0, Bu=0 on 1.
So let us concentrate on problem (20).
Fix =>0 with
|
0
(#&(x)+=) .1*(x) dx<0
and R>0 such that, for a.e. x # 0 and all u&R,
1 &(x, u)#&(x)+=.
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Choose $>0 satisfying
|
0$
+(x) .1*(x) dx+|
0"0$
(#&(x)+=) .1*(x) dx<0
where 0$ :=[x # 0 : dist(x, 0)$]. Finally, let K>0 such that
(Q&)&1 [&K.1(x)]&R if x  0$ .
Define
f &(x)={#
&(x)+=
+(x)
on 0"0$ ,
on 0$ ,
and w to be the solution of
Lw&*1w= f &(x)&_|0 f &(x) .1*(x) dx& .1*(x) in 0,
w | 0"1=0, Bw=0 on 1,
|
0
w(x) .1(x) dx=0.
Take l large enough such that &l.1(x)+w(x) &K.1(x) on 0. It is now
easy to verify that ; (x)=&l.1(x)+w(x) is an upper solution of (20) and
hence ;=(Q&)&1 (; ) is an upper solution of (19), i.e., an upper solution
of (1) with ‘=0. Moreover, it is easy to see that ; has a norm as large as
we want, choosing l large enough. K
Remark 6.1. In case h&=0 we recover the classical LandesmanLazer
conditions.
In the same way we consider the case where there exists an L p-
Carathe odory function g+(x, u) and a continuous function h+(u) such
that, for all (x, u, !) # 0_R+_RN,
f (x, u, !)g+(x, u)+h+(u) :
i, j
ai, j (x) !i!j . (21)
We define
1 +(x, u)=Q+u (u) g
+(x, u)&*1Q+(u) (22)
where Q+(u)=u0 exp(
r
0 h
+( y) dy) dr and Q+u (u)=(ddu) Q
+(u). We
assume that limu  + Q+(u)=+.
Proposition 6.2. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC) with b=0 and p>N. Assume that the L p-Carathe odory function f
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satisfies (21) with Q+ : R+  R+; u  Q+(u)=u0 exp(
r
0 h
+( y) dy) dr onto,
and 1 +, defined by (22), such that, for some + # L p(0, R+), we have, for a.e.
x # 0 and all u>0,
1 +(x, u) &+(x). (23)
If moreover #+(x)=lim infu  + 1 +(x, u) in x # 0 and
|
0
#+(x) .1*(x) dx>0 (24)
then, for every R>0, the problem (1) with ‘=0 has a lower solution :0
with &:&1>R.
Hence we have a first result which can be easily deduced from Theorem
4.1 and Propositions 6.1 and 6.2.
Theorem 6.3. Assume that f is an L p-Carathe odory function satisfying
(H) with the box [a+ , b+]_[a& , b&]_[c+ , d+]_[c&, d&] admissible.
If moreover all the assumptions of Propositions 6.1 and 6.2 are satisfied, the
problem (1) with ‘=0 has at least one solution.
Remark 6.2. This result is the counterpart on the right of the first
eigenvalue of the result of J. K. Kazdan and R. J. Kramer [23].
We can also have multiplicity results by applying Theorem 5.1. For this,
we need to construct another pair of lower and upper solutions. This can
be done, for example, in the following situation.
Proposition 6.4. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC) with b=0, p>N, and let f be an L p-Carathe odory function. Let
% # L(0), %>0 a.e. in 0 be such that the first eigenvalue *1 of
Lu=*%(x) u in 0,
(25)
u | 0"1=0, Bu=0 on 1,
satisfies *11.
Assume there exists M>m>0 with, for a.e. x # 0, all u # ]m, M[ and all
|!|<M&m,
f (x, u, !)%(x)(u&m).
Then the problem (1) with ‘=0 has a strict upper solution ; such that, for
a.e. x # 0, ;(x) # [m, M].
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Proof. Let .1 be the first eigenfunction of (25) such that
&.1&0<M&m and &{.1&0<(M&m)2. Define ;(x)=.1(x)+m.
Observe that, for a.e. x # 0, all u # [m, ;(x)] and all ! with
|!&{;(x)|<(M&m)2,
L;& f (x, u, !)=*1%(x) .1(x)& f (x, u, !)
*1%(x) .1(x)&%(x) .1(x)0 in 0,
; | 0"10, B;0 on 1.
As in the proof of Theorem 4.1 we conclude that ; is the required strict
upper solution. K
In the same way, we prove the following result.
Proposition 6.5. Let L, B, 0, and 1 satisfy the conditions (D), (E), and
(BC) with b=0, p>N, and let f be an L p-Carathe odory function. Let
% # L(0), %>0 a.e. in 0 be such that the first eigenvalue *1 of (25) satisfies
*11.
Assume there exists N<n<0 such that, for a.e. x # 0, all u # ]N, n[ and
all |!|<n&N,
f (x, u, !)%(x)(u&n).
Then the problem (1) with ‘=0 has a strict lower solution : such that, for
a.e. x # 0, :(x) # [N, n].
Combining all these results, we have the following multiplicity result.
Theorem 6.6. Assume that the conditions of Propositions 6.1, 6.2, 6.4,
and 6.5 are satisfied. If moreover f satisfies condition (H) and there exists
a0 such that a\&ab\ and the sets [a+, b+]_[&a]_
[c+ , d+]_[c& , d&] and [&a]_[a&, b&]_[c+, d+]_[c&, d&] are
admissible, then the problem (1) with ‘=0 has at least three solutions.
Proof. This is a direct consequence of Theorem 5.1. K
7. STRONG RESONANCE AND STRUCTURE OF
THE SOLUTION SET
To simplify the notations, we consider in this section a problem of the
form
Lu&*1 u= f (x, u)+h (x)+h .1(x) in 0,
(26)
u | 0"1=0, Bu=0 on 1,
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with the operator L : H 2, pB (0)  L
p(0) self-adjoint (H 2, pB (0)=
[u # H 2, p0 (0) : Bu=0 on 1]) and .1 the eigenfunction corresponding to
the first eigenvalue *1 with 0 .
2
1(x) dx=1. We will consider a case of
strong resonance at the first eigenvalue *1 and improve the result of [5].
Theorem 7.1. Let p>N, L, B, 0, and 1 satisfy the assumptions (D),
(E), and (BC), with L self-adjoint. Assume that h # L p(0) is such that
0 h (x) .1(x) dx=0 and f : 0_R  R is an L
p-Carathe odory function for
which there exists k # L p(0) such that for a.e. x # 0 and all u # R,
| f (x, u)|k(x).
If
lim
u  \
f (x, u)=0 and lim inf
u  \
uf (x, u)+(x)
uniformly in x with + # L1(0) such that 0 +(x) dx>0, then there exist
=1<0<=2 such that
1. if h  [=1 , =2], the problem (27) has no solution;
2. if h # [=1 , =2], the problem (27) has at least one solution.
If, moreover, for every x0 # 0 and all u # R, there exists L>0, $>0, and
00/0 an open set with x0 # 00 or x0 # 0 0 & 0 such that, for every x # 00
and all v with |v&u|$,
| f (x, u)& f (x, v)|L |u&v| , (27)
then, if h # ]=1 , =2["[0], the problem (26) has at least two solutions.
Proof. First observe that if u is a solution of (26),
|
0
f (x, u(x)) .1(x) dx=h .
Hence, as f is bounded, there exist M, N such that (26) has no solution if
h  [M, N]. Moreover, let k be fixed and consider wk a solution of
Lw&*1w= f (x, w+k.1)&_|0 f (x, w(x)+k.1(x)) .1(x) dx& .1(x)
+h (x)&h .1(x) in 0,
w | 0"1=0, Bw=0 on 1,
|
0
w(x) .1(x) dx=0.
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It is easy to see there exists R>0 such that, for all k, &wk&1<R. Moreover
u(x)=k.1(x)+wk(x) is a solution of (26) for h =0 f (x, wk(x)+
k.1(x)) .1(x) dx. So define
=1=inf[h : (26) has a solution],
=2=sup[h : (26) has a solution].
Step 1. For every h # ]=1 , =2[, the problem (26) has a solution.
In fact, if h # ]=1 , =2[, there exist h1<h <h2 such that the problem (26)
with h =h1 or h =h2 , has solutions v1 and v2 . We can easily show that
v1 , v2 are upper and lower solutions and we apply Theorem 3.1 or 4.1.
Step 2. =1<0<=2 .
To this aim let us prove that, if |h |<$ with $ small enough, then we
have a lower and an upper solution of (26). By the definition of wk , it is
easy to see that the above assertion for the lower solution is true if we
prove that there exists n >1 such that, for all h with &h (12n ) 0 +(x) dx
we have
|
0
f (x, wn (x)+n .1(x)) .1(x) dx+h 0.
Let us argue by contradiction. Otherwise, for all n>1, there exists h n such
that &h n(12n) 0 +(x) dx and
|
0
f (x, wn(x)+n.1(x)) .1(x) dx+h n<0.
As limu  + f (x, u)=0, lim infu  + uf (x, u)+(x) uniformly in x and
&wn&1<R, we have N such that, for all nN
|
0
f (x, wn(x)+n.1(x))(wn(x)+n.1(x)) dx 34 |
0
+(x) dx& 116 |
0
+(x) dx
and
|
0
f (x, wn(x)+n.1(x)) wn dx 116 |
0
+(x) dx.
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Hence, for n large enough, we obtain the contradiction
0>n |
0
f (x, wn(x)+n.1(x)) .1(x) dx+nh n
=|
0
f (x, wn(x)+n.1(x))(wn+n.1(x)) dx
&|
0
f (x, wn(x)+n.1(x)) wn dx+nh n
 34 |
0
+(x) dx& 18 |
0
+(x) dx& 12 |
0
+(x) dx= 18 |
0
+(x) dx.
So our claim is true and :n =wn +n .1 is a lower solution of (26). In the
same way, we prove the existence of m <0 such that ;m =wm +m .1 is an
upper solution. Hence we can apply Theorem 3.1 or 4.1 to prove the exist-
ence of a solution u1 if |h |$ with $>0 small enough.
Step 3. If h ==2 then (26) has a solution (the case h ==1 is similar).
Let h n  h , with =2 2<h n<=2 and un a corresponding solution. Observe
that un=kn.1+wkn with (kn)n bounded. Otherwise, for n large enough
(passing to a subsequence if necessary)
=2
2
<h n=|
0
f (x, kn .1(x)+wkn(x)) .1(x) dx<
=2
2
.
Hence, as (wn)n is bounded, we can use the usual arguments and apply the
AscoliArzela Theorem to prove that un  u with u solution of (26).
Step 4. If (27) holds, the problem (26) has at least two solutions for
every h # ]0, =2[ (the same is true if h # ]=1 , 0[).
By definition of =2 , we can find h1>h and ;1 a solution of (26) for
h =h1 . By (27), we can see that ;1 is strict. As limu  \ f (x, u)=0, there
exists k0 such that, for all |k|>k0 ,
|
0
f (x, wk(x)+k.1(x)) .1(x) dx+h >0.
Hence, we have lower solutions :1O;1 O:2 and we conclude by applica-
tion of Theorems 3.1 and 4.1. K
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Remark 7.1. In the same way we can consider the case
lim
u  \
f (x, u)=0 and lim sup
u  \
uf (x, u)+(x)
uniformly in x with + # L1(0) such that 0 +(x) dx<0.
Remark 7.2. We can also obtain a similar result considering the limit of
u: f (x, u) for some :<2.
Theorem 7.2. Let L, B, 0, and 1 satisfy the assumptions (D), (E), and
(BC), with L self-adjoint. Assume that h # L(0) is such that
0 h (x) .1(x) dx=0 and f : 0_R  R is an L-Carathe odory function for
which there exists k # L(0) such that for a.e. x # 0 and all u # R,
| f (x, u)|k(x).
If
lim
u  \
u:&1 f (x, u)=0 and lim inf
u  \
u:f (x, u)l>0
uniformly in x # 0 then there exist =1<0<=2 such that
1. if h  [=1 , =2], the problem (26) has no solution;
2. if h # [=1 , =2], the problem (26) has at least one solution.
Only Step 2 of the proof has to be changed.
Using exactly the same arguments, we can obtain the following results
of P. Habets and L. Sanchez [22] and A. Canada and P. Drabek [11]
concerning the problem
u"+u+ g(u$)= p(t),
(28)
u(0)=0, u(?)=0,
where g is a continuous function and p # L1(0, ?).
Theorem 7.3 [22]. Assume that g is a locally Lipschitz continuous
function such that the limits g(&) :=limx  & g(x) and g(+) :=
limx  + g(x) exist and are finite. Let p # L1(0, ?) and write p(t)=
p sin t+ p~ (t) with ?0 p~ (t) sin t dt=0. Then there exists p such that (28) has
a solution. More precisely, there are real numbers a=a( p~ , g)b=b( p~ , g)
such that
l :=
2
?
(g(&)+ g(+)) # [a, b]
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and the problem (28) has
(i) no solution if p  [a, b];
(ii) at least one solution if p # ]a, b[ or p # [a, b]"[l];
(iii) at least two solutions if p # ]a, b["[l].
Proof. The proof is exactly the same as in Theorem 7.1. We just have
to observe that if u is a solution of (28), then
2
? |
?
0
g(u$(t)) sin t dt= p
and
l= lim
k  
2
? |
?
0
g(k cos t+w$k(t)) sin t dt.
The only difference is for proving that l # [a, b]. We argue by contra-
diction. Let us consider, for example, the case l>b. Let p # ]b, l[. As there
exists R>0 such that, for all k, &wk&1<R, we have (2?) ?0 g(\k cos t+
w$\k(t)) sin t dt>p for k large enough. Moreover, there exists p1b such
that (28) has a solution u1 for p(t)= p1 sin t+ p~ (t). Observe that u1 is an
upper solution and &k sin t+wk(t) is a lower solution of (28). So, by
Theorem 3.1 or 4.1, we have a solution for such p # ]b, l[, which contra-
dicts the definition of b. K
Remark 7.3. We need the local Lipschitz continuity of g only to prove
the existence of the second solution for p # ]a, b["[l].
Using the same ideas we can have a more precise description of the inter-
val [a, b]. The proof of the next result is left to the reader.
Theorem 7.4 [11]. Let p # L1(0, ?) and g be a bounded continuous func-
tion satisfying g(+)= g(&) and g(x)<g(+) for all x # R. Then
there exists a<(4?) g(+) such that the problem (28) has a solution if
and only if p # [a, (4?) g(+)[.
Other related results can be found in [11].
8. SIMILAR RESULTS FOR THE p-LAPLACIAN
In the same way as before, we can consider the p-Laplacian boundary
value problem
&2pu= f (x, u) in 0,
(29)
u=0 on 0,
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where 0 is a smooth bounded domain of RN, 2p u=div( |{u| p&2 {u) with
p # ]1, [ and f is an L-Carathe odory function. To simplify the nota-
tions, we do not consider a gradient dependence. In this section we will not
give all the details of the proofs as they are similar to the previous ones.
To write problem (29) as a fixed point equation, let us recall that, by
[13, 6, 24], we know that, for every h # L(0), the problem
&2pu=h(x) in 0,
(30)
u=0 on 0,
has a unique solution u # H 1, p0 (0) & C
1, &(0) for some &>0 and
&u&C 1, &C :=C( |h| ).
By the compact injection of C1, &(0 ) into C1(0 ), we can define the com-
pletely continuous operator M : C1(0 )  C 1(0 ) by Mh=u is the unique
solution of (30).
As we do not have enough regularity on the solutions of the problem,
the previous definition of lower and upper solution is no more natural.
Definition 8.1. A function : # C1(0 ) is a lower solution of (29) if
|
0
|{:| p&2 {: {v dx|
0
f (x, :) v dx, \v # H 1, p0 (0), v0,
:0, on 0.
A function ; # C 1(0) is an upper solution of (29) if
|
0
|{;| p&2 {; {v dx|
0
f (x, ;) v dx, \v # H 1, p0 (0), v0,
;0, on 0.
In the same way as before we can prove the following result.
Theorem 8.1. Let 0 be a smooth bounded domain of RN and let
f : 0_R  R be an L-Carathe odory function. Assume that there exist
:; lower and upper solutions of (29). Then the problem (29) has at least
one solution u # C1(0 ) with
:u; on 0 .
If moreover : and ; are strict and satisfy :O;, then
S=[u # C 10(0 ) : :OuO;]
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is admissible for the degree and
deg(I&M, S)=1.
Proof. We work exactly in the same way as in the proof of Theorem
3.1. To prove that the solution of the modified problem
&2pu= f (x, u) in 0,
u=0 on 0,
lies between : and ;, we can argue in the following way. Assume on the
contrary that v :=(:&u)+{0, v # H 1, p0 (0). Hence, as u is a solution and
: a lower solution of (29), we have
|
0
|{u| p&2 {u {v dx=|
0
f (x, u) v dx
=|
0
f (x, :) v dx|
0
|{:| p&2 {: {v dx,
i.e.,
|
u:
( |{u| p&2 {u&|{:| p&2 {:)({u&{:) dx0,
which contradicts the increasing character of s  |s| p&2s.
The rest of the proof is exactly the same. K
We now pass to Theorem 4.1.
Let us denote by p(u)=|u| p&2 u and assume
(H$) For all =>0 there exist h= # L(0) and a\ , b\ # L(0) such
that, for a.e. x # 0 and all u # R,
f (x, u)= p+(x, u) p(u+)& p&(x, u) p(u&)+t(x, u)
where
a\(x)p\(x, u)b\(x),
|t(x, u)|= |u|+h=(x).
Definition 8.2. Let a\ , b\ # L(0) be such that a\b\. We say
that the box R=[a+ , b+]_[a& , b&] is admissible if
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(A) for every ( p+ , p&) # R, any nontrivial solution u of
&2pu= p+(x) p(u+)& p&(x) p(u&) in 0,
u=0 on 0,
is such that either uo0 or uO0;
(B) there exists (m0 , n0) # R with m00 and n00 on 0.
Theorem 8.2. Let 0 be a smooth bounded domain of RN and let f be an
L-Carathe odory function satisfying (H$). If the set R=[a+ , b+]_
[a& , b&] is admissible and there exist :0 , ;0 # C1(0 ) lower and upper solu-
tions of (29) with :0(x0)>;0(x0) for some x0 # 0, then the problem (29) has
at least one solution u # S 1 where
S1=[u # C 10(0 ) : (_x1 , x2 # 0), u(x1)<:0(x1) and u(x2)>;0(x2)].
If moreover there is no solution of (29) on S1 , then S1 is admissible for the
degree and
deg(I&M, S1)=&1.
Proof. The proof follows the same lines as before. We modify the
problem as in Theorem 4.1 with of course p(x, u)=m0(x) p(u+)&
n0(x) p(u&) and prove the a priori bounds on the solutions of the
problem
&2pu= gr(x, u) in 0,
u=0 on 0,
such that u # S 1 in the same way just considering vk=uk&uk& p&1C 1 and
using the same compactness arguments as in the construction of M.
Let K be the a priori bound found in the first part of the proof and take
R=max[K, &:0&0 , &;0&0]+1. It is easy to see that the constants
:1=&R&2 and ;1=R+2 are lower and upper solutions. Let us prove
that every solution u:1 of
&2pu= gR(x, u), in 0,
u=0, on 0,
is such that :1Ou.
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If it is not the case, there exists x0 # 0 such that u(x0)=:1(x0) and, for
every =>0, there exists 01 % x0 such that :1(x)u(x):1(x)+= and
u{:1 on 01 . Let v=u&:1 and observe that, by construction,
&2p v=&2pu=n0(x) p(u)0 in 01 .
As v{0, by [36, Theorem 5], we know that v>0 on 01 which contradicts
u(x0)=:1(x0).
The rest of the proof is similar to Theorem 4.1. K
We obtain also the following reversed three solutions theorem.
Theorem 8.3. Let 0 be a smooth bounded domain of RN and f be an
L-Carathe odory function satisfying (H$). If there exist :1 , ;1 strict lower
and upper solutions, :2 , ;2 lower and upper solutions such that :1O;1 ,
:1 3 ;2 , :2 3 ;1 , :1:2 , and ;2;1 , then (29) has at least three solutions.
Proof. The proof is exactly the same as before choosing a=0 and using
the results of [6, 7, 36]. K
When we have these abstract results, we need to find lower and upper
solutions. This is not a simple problem, as the construction used in Sec-
tions 6 and 7 is not valid for the p-Laplacian. Nevertheless, we can obtain
for example the following multiplicity results.
Theorem 8.4. Let 0 be a smooth bounded domain in RN and
f : 0_R  R be an L-Carathe odory function. Assume
(i) there exists :<0 and =>0 such that, for a.e. x # 0 and all
u # [:, :+=], f (x, u)0;
(ii) there exists ;>0 and =>0 such that, for a.e. x # 0 and all
u # [;&=, ;], f (x, u)0;
(iii) if *1 denotes the first eigenvalue of
&2pu=*p(u) in 0,
u=0 on 0,
assume there exist R>0 and # # L(0), #(x)*1 with strict inequality on
a set of positive measure such that, for a.e. x # 0 and all u with |u|R,
p
F(x, u)
|u| p
#(x),
where F(x, u)=u0 f (x, s) ds;
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(iv) f satisfies (H$).
Then the problem (29) has at least three solutions.
Proof. To apply Theorem 8.3, we just have to construct the needed
lower and upper solutions. As in the proof of Theorem 4.1, it is easy to
observe that : and ; are strict lower and upper solutions of (29).
Let us construct a lower solution :2>: with max :2>;. Define
f (x, u)={ f (x, :),f (x, u)
if u:,
if u>:,
F (x, u)=u0 f (x, s) ds, and
8 (u)=|
0 _
|{u| p
p
&F (x, u)& dx.
As f is L-Carathe odory, there exists hR # L(0) such that, for a.e. x # 0
and all u:,
F (x, u)#(x)
|u| p
p
&hR(x).
Observe that, if .1 denotes the eigenfunction corresponding to *1 , we have
8 (k.1)k p |
0 _
|{.1 | p
p
&#(x)
|.1 | p
p & dx&k |0 hR(x) .1(x) dx.
Hence, for K large enough,
8 (K.1)< min
[:, ;]
8 (u).
Take M>K max .1 and define
f (x, u)={min( f
 (x, M ), f (x, u)),
f (x, u),
if u>M,
if uM,
and F (x, u)=u0 f (x, s) ds. As
8 (u) :=|
0 _
|{u| p
p
&F (x, u)& dx
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is coercive and satisfies all the assumptions of the direct method of the
calculus of variation, there exists :1 such that 8 (:1)=min 8 (u). This func-
tion :1 is a lower solution of
&2pu= f (x, u) in 0,
(31)
u=0 on 0
and satisfies max :1>; and :1>:.
A similar argument gives ;2<; with min ;2<:. Hence, we can apply
Theorem 8.3. K
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