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Invariant measures on the circle and functional
equations
Christopher Deninger
1 Introduction
For an integer N ≥ 1 consider the endomorphism ϕN of the unit circle T
given by ϕN (ζ) = ζ
N . It is known that besides Haar measure there are many
ϕN -invariant atomless probability measures on T, see [B].
There are natural ways to characterize a measure µ on T by an associated
function defined either on T or holomorphic in the unit disc. Invariance of the
measure under ϕN translates into functional equations for the corresponding
functions. For example consider the holomorphic function fµ = exp(−hµ) on
the unit disc D where hµ is the Herglotz-transform of µ
hµ(z) =
∫
T
ζ + z
ζ − z
dµ(ζ) .
Then ϕN -invariance of µ is equivalent to a functional equation for f = fµ
f(zN )N =
∏
ζN=1
f(ζz) . (1)
In section 3 we study this functional equation in its own right within the
Nevanlinna class N . Theorem 5 asserts that up to a unique positive constant
any non-zero function f in N satisfying (1) is a quotient of singular inner
functions: Blaschke products and outer functions in N cannot satisfy (1)
unless they are constant. Using these facts we give a somewhat surprising
characterization in corollary 9 of those sequences of complex numbers which
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arise as Fourier coefficients of ϕN -invariant measures. The relevant notions
from the theory of Hardy spaces are reviewed in section 2.
In section 4 the cumulative mass function µˆ of a measure µ on the circle
is studied as well as a related analytic function Gµ. The focus is on their
behaviour under push-forward and pullback along ϕN . In particular, ϕN -
invariance of µ is characterized in terms of functional equations for µˆ and
Gµ.
Not much is known about measures on T which are invariant under at least
two endomorphisms ϕN and ϕM with N prime to M , but see [R]. It is
therefore interesting to look for holomorphic functions on D which satisfy the
functional equation (1) for several integers N . We begin this study in section
5. Consider the multiplicative monoid S generated by pairwise prime integers
N1, . . . , Ns ≥ 2. It acts on T if we identify N ∈ S with ϕN . For a subgroup
G ⊂ O1 = {f ∈ O(D)× | f(0) = 1} set
H0(S,G) = {f ∈ G | f satisfies (1) for all N ∈ S}
and
Z(S,G) = {α ∈ G |
∏
ζN=1
α(ζz) = 1 for 1 6= N ∈ S} .
Here the conditions need to be checked for N = N1, . . . , Ns only. The group
Z(S,O1) is easy to describe as a certain quotient of O1. Moreover there are
mutually inverse isomorphisms
Z(S,O1)
ΨS−−−→
←−−−−
ΦS
H0(S,O1) .
For s = 1 they are given by the formulas
ΦS(f)(z) = f(z)/f(z
N1) and ΨS(α)(z) =
∞∏
ν=0
α(zN
ν
1 ) .
For general S we have
ΨS(α) =
∏
N∈S
α(zN ) .
See proposition 16 for details. Thus for f ∈ O1 the description of simultanous
solutions of (1) is easy. As we saw in the third section, the situation becomes
interesting when one imposes growth conditions on the solutions f . Recall
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that for a probability measure µ on T the function fµ lies in the Hardy space
H∞(D) of bounded analytic functions on D.
If µ is ϕN -invariant for N ∈ S then fµ lies in H
0(S,O1). Consequently
ΦS(fµ) ∈ Z(S,N
1) where N 1 = N× ∩ U . Here we have used that quotients
of nowhere vanishing bounded holomorphic functions lie in N×.
It is not known which functions are of the form fµ for an S-invariant probabil-
ity measure µ. By the above they can be recovered from ΦS(fµ) by applying
ΨS . Thus it is natural to study the map ΨS on Z(S,N
1). The space Z(S,N 1)
is naturally a quotient of N 1 with a known kernel, c.f. proposition 16. The
image under ΨS contains the space H
0(S,N 1) whose structure we would like
to understand but it is strictly bigger. One basic result is theorem 48 from
section 10 which asserts that
ΨS(Z(S,N
1)) ⊂ H0(S,N 1s ) .
Here N 1s = N
×
s ∩ U and Ns is the algebra of functions f ⊂ O(D) that can
be written in the form f = g1g
−1
2 where g2 has no zeroes and both g1 and g2
satisfy an estimate of the form
|g(z)| ≤ ag exp(rg log
s(1− |z|)−1) for z ∈ D (2)
where ag ≥ 0 and rg ≥ 0 are constants. For s = 0 the estimate (2) asserts
that g ∈ H∞(D) so that N0 = N . For s = 1 it asserts that
|g(z)| ≤ ag(1− |z|)
−rg .
This means that g ∈ A−∞ in the notation of Korenblum [K1], [K2]. The more
general classes Ns appear in the works [BL], [K4] and [S] for example.
Classically the elements ofN 1 can be described by finite signed measures on T.
More generally, by a theorem of Korenblum the elements of N 1s correspond
to real premeasures of bounded κs-variation on the circle. Here κs is the
generalized entropy-function on [0, 1]
κs(x) = x
s∑
ν=0
1
ν!
| log x|ν .
Thus κ0(x) = x and κ1(x) = x(1+ | log x|) = x log
e
x . The premeasure µ on T
is of bounded κs-variation if there is a constant A ≥ 0 such that∑
j
|µ(Cj)| ≤ A
∑
j
κs(|Cj |)
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holds for all finite partitions of T into disjoint connected subsets Cj (arcs).
Here |C| is the arc length of C normalized by |T| = 1.
If the premeasure µ corresponds to f ∈ N 1s then as for measures, µ is ϕN -
invariant if and only if f satisfies equation (1). Hence we have obtained an
injection from Z(S,N 1) into the space of premeasures of bounded κs-variation
which are invariant under N1, . . . , Ns c.f. corollary 50. One can do a little
better: For suitable functions in Z(S,N 1) one even obtains premeasures of
bounded κs−1-variation invariant under N1, . . . , Ns, c.f. proposition 52.
Classically the atoms of a measure µ can be seen in the function fµ. For the
Korenblum correspondence between premeasures and functions this is still
true but more subtle c.f. theorem 25. It rests on a positivity argument as
with the Fe´je`r kernel in Fourier analysis.
In the theory described up to now there are analogous assertions for spaces of
atomless (pre-)measures and functions. For example, one obtains many ϕN
and ϕM invariant atomless premeasures of bounded κ1-variation.
Instead of starting from the group of functions Z(S,N 1) it is also possible to
begin with the isomorphic group of finite signed measures σ with
N∗σ := (ϕN )∗σ = 0 for N ∈ S, N 6= 1 .
Namely, the series
µ = ΨS(σ) :=
∑
N∈S
N∗σ (3)
converges on arcs to a premeasure µ of κs-bounded variation with N∗µ = µ
for all N ∈ S. Convergence of (3) and S-invariance of µ can be shown directly
using cumulative mass functions. The κs-bounded variation of µ follows by
comparison with the above analytical theory. A purely measure theoretic
proof for this fact should also be possible. As with the space Z(S,N 1), the
corresponding space of measures σ as above is easy to describe, c.f. corollary
21. The premeasure µ = ΨS(σ) has atoms if and only if σ has atoms.
As part of a more general theory, Korenblum has shown that premeasures
µ of κ = κs-bounded variation induce compatible measures µ
F on the Borel
algebras of κ-Carleson sets F . These are closed subsets of T of Lebesgue
measure zero such that ∑
I
κ(|I|) <∞ .
Here T \ F = ∐I is the decomposition into connected components I. The
family µs = (µ
F ) is called the κ-singular measure attached to µ. In section 8
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we review Korenblum’s theory of κ-singular measures. Moreover, using his re-
sults and general facts from measure theory we show that κ-singular measures
can be interpreted as “κ-thin measures” µ˜. These live in the Grothendieck
group of a semigroup of positive σ-finite measures on the Borel algebra of
T (with further properties). Thus µ˜ is given by a class of pairs of σ-finite
positive measures µ˜i:
µ˜ = [µ˜1, µ˜2] .
Because of a cancellation property there is equality
[µ˜1, µ˜2] = [ν˜1, ν˜2]
if and only if µ˜1 + ν˜2 = µ˜2 + ν˜1. Combining the previously defined maps ΨS
with the passage to κs-thin measures, we obtain for every α ∈ Z(S,N
1) or
corresponding measure σ, pairs of σ-finite measures µ˜1, µ˜2 with µ˜1 +N∗µ˜2 =
N∗µ˜1 + µ˜2 for all N ∈ S. The measures µ˜i ≥ 0 live on countable unions of
κs-Carleson sets and are restricted by further properties. If µ˜1 or µ˜2 is finite
then µ˜ = µ˜1 − µ˜2 is a signed measure and both µ˜
+ and µ˜− are S-invariant.
We prove that every S-invariant positive ergodic probability measure which
is non-zero on some κs-Carleson set is κs-thin and can be obtained by the
preceeding constructions. I think that the last condition is automatically sat-
isfied. This is related to conjecture 56 which asserts that non-constant cyclic
elements in certain topological algebras Aγ ⊂ O(D) defined by growth condi-
tions cannot satisfy the functional equation (1) for too many coprime integers
N . The relation comes from Korenblum’s theory [K2], [K3] characterizing
cyclicity in terms of vanishing κ-singular measure. For γ = 0 the conjecture
is true. It is inspired by a corresponding result, theorem 55, for functions in
Nγ with a zero in D which seems to be analogous. Theorem 55 follows from
the work of Seip [S]. I think that conjecture 56 is an interesting challenge for
experts in the theory of growth spaces of analytic functions on D.
We would like to draw attention to the work [EP] of Eigen und Prasad. They
observe that for an NM -invariant ergodic probability measure ν on T the
orbits ON (ν) = {N
i
∗ν | i ≥ 0} and OM (ν) = {M
i
∗ν | i ≥ 0} have the same
cardinality and consist of mutually singular measures. A short argument
shows that the σ-finite positive measure
µ = −ν +
∑
ν′∈ON (ν)
ν ′ +
∑
ν′′∈OM (ν)
ν ′′ (4)
is both N and M invariant. With a suitable choice of initial measure ν they
obtain a non-atomic µ which is even S = 〈N,M〉 ergodic (for N = 2,M = 3).
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We were unable to fit their construction into our framework. The reason may
be this: Unless ν is already invariant under Nk andMk for some integer k ≥ 1
the series (4) will never define a finite measure. The map ΨS given by the
series (3) on the other hand has all S-invariant probability measures on T in
its image (up to a scalar multiple of Haar measure).
In writing the paper we found it useful to introduce a certain number of op-
erations on functions, (pre-)measures and (Schwartz-)distributions and study
their relations. These operations behave like Frobenius, Verschiebung and
the Teichmu¨ller character for Witt vectors. In the appendix we embed the
ring D′(T) of distributions on T under convolution into the ring of big Witt
vectors of C and identify the corresponding operations on both sides. As a
small example we note that the Artin–Hasse exponential for the prime p is the
image of a p-invariant premeasure on T of κ1-bounded variation which is not
a measure and whose κ1-thin (or singular) measure is zero, c.f. proposition
60.
Finally we would like to point out three reasons why we have been working
with the muliplicative functional equation (1) instead of the additive func-
tional equation satisfied by the Herglotz transform h = hµ
Nh(zN ) =
∑
ζN=1
h(ζz) . (5)
Firstly, for non-zero singular measures the Herglotz transform is never in
H1(D), only in the non-locally convex spaces Hp(D) for 0 < p < 1. The
function f = fµ on the other hand lies in the much studied Banach algebra
H∞(D). Secondly, although fµ has no zeroes, the functional equation (1)
makes sense also for functions f with zeroes in D and one is led to interesting
results about those, c.f. theorems 5 and 55. Thirdly the proof of theorem 6
below uses the functional equation (1) in a way that has no analogue for the
additive functional equation (5).
Despite its length the present paper marks only a beginning in the study of
the relations between S-invariant (pre-)measures and generalized Nevanlinna
theory: It contains groundwork like section 9 and also reviews of the required
Hardy space and Nevanlinna–Korenblum theories. The deeper aspects still
need to be explored. In particular it would be very desirable to introduce
geometrical methods from the theory of conformal mappings.
This paper owes its existence to many interesting discussions with Wilhelm
Singhof. I would like to thank him very much. I am also grateful to Klaus
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Schmidt for drawing my attention to invariant measures on the circle and to
Boris Korenblum for a helpful email exchange.
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2 Background on Hardy spaces and the Nevanlinna
class
In this section we introduce some notations and review a number of basic
facts that will be needed in the sequel. Details can be found in the books [D],
[G] and [CMR].
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The Banach space of finite real (or signed) Borel measures on the circle
with the total variation norm is denoted by M(T). We set M+(T) = {µ ∈
M(T) |µ ≥ 0}. The Haar probability measure on T will be denoted by λ.
Under the standard identification R/2πZ ∼−→ T, θ 7→ exp(iθ) it is given by
(2π)−1dθ. In terms of ζ ∈ T we have λ = (2πi)−1ζ−1 dζ. A measure µ ∈M(T)
is called singular if it is singular with respect to λ. We write M(T)sing and
M+(T)sing for the subsets of singular measures. The Herglotz transform hµ
of a measure µ ∈M(T) is the analytic function in the unit disc D defined by
the formula
hµ(z) =
∫
T
ζ + z
ζ − z
dµ(ζ) . (6)
It is connected to the Cauchy transform
Kµ(z) =
∫
T
1
1− ζz
dµ(ζ) (7)
by the simple formula hµ = 2Kµ−µ(T). We refer to the book [CMR] for an in
depth account of the Cauchy- and hence the Herglotz transform. The Cauchy
integral formula implies that we have Kλ = 1 = hλ. A measure µ ∈ M(T) is
uniquely determined by its Fourier coefficients for ν ∈ Z
cν = cν(µ) =
∫
T
ζ−ν dµ(ζ) .
They are bounded and we have the formula
hµ(z) = c0 + 2
∞∑
ν=1
cνz
ν . (8)
For a measure µ ∈M(T) the Fourier coefficients satisfy the relation c−ν = cν .
Hence µ is determined by hµ. The importance of the Herglotz transform is
due to the following result:
Theorem 1 (Herglotz) The Herglotz transform sets up a bijection between
the non-zero measures µ ∈ M+(T) and the analytic functions h on D with
Reh ≥ 0 and h(0) > 0.
See [CMR] Theorem 1.8.9 for references to different proofs. Note that for
µ ∈ M+(T) the Herglotz transform is constant if and only if µ is a scalar
multiple of λ. This follows from equation (8). In all other cases we have
Reh(z) > 0 for all z ∈ D since hµ(D) is open.
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The atoms of µ ∈ M(T) can be recovered from the Herglotz transform since
Lebesgue’s dominated convergence theorem gives the formula:
lim
r→1−
(1− r)hµ(rζ) = 2µ{ζ} for all ζ ∈ T . (9)
For real 0 < p < ∞ the Hardy space Hp = Hp(D) consists of all analytic
functions f on D such that
‖f‖pHp := sup
r<1
∫
T
|f(rζ)|pdλ(ζ) <∞ .
For p = ∞ the Hardy space H∞ = H∞(D) is the space of bounded analytic
functions on D with the sup-norm. For µ ∈M+(T) we have fµ = exp(−hµ) ∈
H∞ for example. For 1 ≤ p ≤ ∞, Hp is a Banach space with the norm
‖ ‖Hp and for p = 2 it is even a Hilbert space. For 0 < p < 1 the translation
invariant metric
dp(f, g) = ‖f − g‖
p
Hp
turns Hp into a complete metric space. For an analytic function f(z) =∑
ν≥0 aνz
ν on D we have ‖f‖2H2 =
∑
ν≥0 |aν |
2. Thus f belongs to H2 if and
only if
∑
ν≥0 |aν |
2 < ∞. The Nevanlinna class N is the algebra of analytic
functions f on D which satisfy:
sup
r<1
∫
T
log+ |f(rζ)| dλ(ζ) <∞
or equivalently:
sup
r<1
∫
T
log(1 + |f(rζ)|) dλ(ζ) <∞ .
Here log+ x = max(log x, 0) for x ≥ 0. It can be shown that N is the class of
functions f = gh−1 where g, h ∈ H∞ and h has no zeroes in D. In particular
fµ ∈ N for any µ ∈M(T).
For any function f in N the boundary function:
f˜(ζ) = lim
r→1−
f(rζ)
exists for λ-almost all ζ ∈ T and we have log |f˜ | ∈ L1 = L1(T, λ) unless f = 0.
The Smirnov class N+ consists of all functions f in N such that
sup
r<1
∫
T
log+ |f(rζ)| dλ(ζ) =
∫
T
log+ |f˜ | dλ . (10)
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It is actually a subalgebra of N . For 0 < p ≤ ∞ we have Hp ⊂ N+ ⊂ N .
A function f ∈ N+ is in Hp if and only if f˜ ∈ Lp. The map f 7→ f˜ sets
up an isometry Hp →֒ Lp = Lp(T, λ). It is known that for µ ∈ M(T) we
have hµ ∈ H
p for all 0 < p < 1. In particular hµ has radial limits λ-almost
everywhere. Fatou’s theorem asserts that λ-a.e. the equation Re h˜µ =
dµ
dλ
holds. In particular a measure µ ∈ M(T) is singular if and only if Re h˜µ = 0
holds λ-a.e. See [CMR] Theorem 1.8.6 noting that we consider only real
measure.
A function o in N \ 0 is called an outer function if we have
log |o(0)| =
∫
T
log |o˜| dλ . (11)
In this case α ∈ N+ and there is a constant ω ∈ C with |ω| = 1 such that we
have
o(z) = ω exp
∫
T
ζ + z
ζ − z
log |o˜(ζ)| dλ(ζ) (12)
= ω exphlog |o˜| λ
It is clear that ω = 1 in case o(0) > 0. On the other hand for every mea-
surable function α : T → R with α ≥ 0 such that log α ∈ L1, the function
o = exphlog αdλ is an outer function in N and we have |o˜| = α λ-almost ev-
erywhere. If in addition α ∈ Lp then o is (an outer function) in Hp. There is
the following functional analytic characterization of being outer. A function
f in Hp is said to be cyclic if the linear subspace generated by the functions
f, zf, z2f, . . . is dense in Hp. In other words C[z]f should be dense in Hp. It
is known that for 0 < p < ∞ a function f ∈ Hp is outer if and only if it is
cyclic, [D].
A holomorphic function f on D is called inner if |f(z)| ≤ 1 for all z ∈ D
and |f˜ | = 1 λ-almost everywhere on T. It is called a singular inner function
if in addition f(z) 6= 0 for all z ∈ D. For any ν ∈ M+(T)sing the function
sν = exp(−hν) is a singular inner function with sν(0) > 0. If f is a singular
inner function then we have f = ωsν for a unique singular measure ν ≥ 0
and a unique constant ω of absolute value one. These assertions follow from
theorem 1 and Fatou’s theorem. We call ν the singular measure of f .
The possible zero sets of functions in Hp for 0 < p ≤ ∞ or N are determined
as follows. Consider a map ρ : D → Z≥0. Then we have ordzf = ρ(z) for
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some f ∈ N and all z ∈ D if and only if the Blaschke condition holds:∑
z∈D
(1− |z|)ρ(z) <∞ . (13)
For f ∈ Hp the condition is the same. If (13) holds for ρ, the Blaschke product
bρ(z) = z
ρ(0)
∏
w∈D∗
( |w|
w
w − z
1− wz
)ρ(w)
defines an inner function with ordzbρ = ρ(z) for all z ∈ D. Every inner
function f is a product f = bs of a Blaschke product b with a singular inner
function s. We have b = bordf and hence this representation is unique. We will
need the canonical factorization theorem: N \ {0} consists of the functions f
that can be written in the form:
f = b
s1
s2
o (14)
where b is a Blaschke product, o is an outer function in N and s1 and s2
are singular inner functions whose singular measures ν1 and ν2 are mutually
singular, ν1 ⊥ ν2. In (14) we have b = bordf and s1, s2 and o are uniquely
determined up to a constant factor of modulus one. In particular the singular
(signed) measure ν = ν1− ν2 is uniquely determined by f . It is clear that we
have o = ω exphlog |f˜ | dλ for some ω ∈ T.
The functions f ∈ N+ are those with ν2 = 0 i.e. those which can be written
in the form, where s is singular inner:
f = bso . (15)
3 A functional equation in the Nevanlinna class
In this section we first express the N -invariance of a finite measure µ on the
circle in terms of an additive functional equation for its Herglotz transform
hµ. The function fµ(z) = exp(−hµ(z)) satisfies the multiplicative functional
equation (1). We show that up to a scalar any solution of (1) in N is a
quotient of singular inner functions.
For an integer N ≥ 1 define operators N∗ and TrN on functions h : D → C
or h : T→ C by setting (N∗h)(z) = h(zN ) and
(TrNh)(z) =
∑
ζN=1
h(ζz)
11
where ζ runs over the N -th roots of unity. For µ ∈ M(T) we write N∗µ for
ϕN∗(µ).
Proposition 2 For any µ ∈M(T) we have
N∗hN∗µ =
1
N
TrN (hµ) . (16)
The measure µ is N -invariant if and only if either of the following functional
equations holds:
h(zN ) =
1
N
∑
ζN=1
h(ζz) for h = hµ (17)
and
f(zN )N =
∏
ζN=1
f(ζz) for f = fµ . (18)
Proof For every η ∈ C we have:
ηN + zN
ηN − zN
=
1
N
∑
ζN=1
η + ζz
η − ζz
in C(z) . (19)
Namely both sides have the same divisor on P1(C) = C ∪ {∞} and agree at
z = 0. Integrating (19) with respect to dµ(η) gives the equation hN∗µ(z
N ) =
N−1TrN (hµ). It follows that (17) and (18) hold if we have N∗µ = µ.
Now let µ ∈M(T) be arbitrary and assume that (18) holds for f = fµ. Then
(17) holds for h = hµ up to an additive constant which must be zero as follows
by taking z = 0. Equation (17) is equivalent to the assertion N∗hµ = N
∗hN∗µ
i.e. to hN∗µ = hµ. On real measures the Herglotz transform is injective. We
therefore get N∗µ = µ. ✷
Since we will be concerned with N -invariant signed measures the following
fact is interesting to know:
Proposition 3 For a signed (not necessarily finite) measure µ on the Borel
algebra of T consider the Jordan decomposition µ = µ+− µ−. Then N∗µ = µ
is equivalent to N∗µ± = µ±.
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Proof The equation µ = N∗µ+−N∗µ− shows that µ± ≤ N∗µ± by minimality
of µ± in the Jordan decomposition [E] VII 1.12. If µ− is finite then µ−(T) =
(N∗µ−)(T) < ∞ implies that µ− = N∗µ−. Adding this equation to µ = N∗µ
we get µ+ = N∗µ+ as well. If µ+ is finite one argues similarly. The other
direction is clear. ✷
Here are some useful formulas. Let h(z) =
∑∞
ν=0 aνz
ν be a holomorphic
function in D. Then we have:
(N−1TrNh)(z) =
∑
N | ν
aνz
ν =
∞∑
ν=0
aνNz
νN . (20)
Recall that in terms of the Fourier coefficients cν = cν(µ) =
∫
T ζ
−ν dµ(ζ) of a
measure µ in M(T) we have
hµ(z) = µ(T) + 2
∞∑
ν=1
cνz
ν . (21)
The following equality is clear from the definitions:
cν(N∗µ) = cνN (µ) for all ν in Z . (22)
Hence we get
N∗hN∗µ(z) = hN∗µ(z
N ) = µ(T) + 2
∞∑
ν=1
cνNz
νN .
Thus the formula N∗hN∗µ = N
−1TrN (hµ) in proposition 2 follows again.
Moreover the following assertions hold:
For a measure µ ∈M(T) we have N∗µ = µ if and only if cν = cνN
for all ν ∈ Z
(23)
A holomorphic function h =
∑∞
ν=0 aνz
ν in D satisfies the functional
equation (16) if and only if aν = aνN holds for all ν ≥ 0.
(24)
Lemma 4 For N ≥ 2 let ϕ ∈ L1(T) be a solution of the additive functional
equation
ϕ(ηN ) =
1
N
∑
ζN=1
ϕ(ζη) for λ-a.a. η ∈ T.
Then ϕ is constant λ-a.e.
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Proof 1 The Fourier coefficients cν of ϕ satisfy the relation cνN = cν for all
ν. Since cν → 0 for |ν| → ∞ by the Riemann-Lebesgue lemma it follows that
we have cν = 0 for ν 6= 0 i.e. ϕ is constant λ-a.e. ✷
Proof 2 Set eN (ϕ)(η) =
1
N
∑
ζN=1 ϕ(ζη) i.e. eN = N
−1TrN . Jessen [J] has
proved that for any sequence (Nν)ν≥1 tending to infinity with Nν |Nν+1 we
have for all ϕ ∈ L1(T)
eNν (ϕ) −→ E(ϕ) =
∫
T
ϕdλ λ-a.e. on T.
In particular we have eNν (ϕ) → E(ϕ) λ-a.e. as ν → ∞ and therefore since
eNν (ϕ) = ϕ(η
Nν ) for λ-a.a. η ∈ T by the functional equation:
ϕ(ηN
ν
) −→ E(ϕ) for λ-a.a. η as ν →∞. (25)
Set
Mn =
{
η ∈ T | |ϕ(η) − E(ϕ)| ≥
1
n
}
.
Then we have
M = {η ∈ T |ϕ(η) 6= E(ϕ)} =
⋃
n≥1
Mn .
Assume that λ(M) > 0. Then λ(Mn) > 0 for some n ≥ 1. By Poincare´
recurrence, for almost all η ∈ T there is a sequence (νj)j≥1 with limj→∞ νj =
∞ and ηN
νj
∈Mn for all j ≥ 1. For these η, equation (25) cannot hold. Thus
we have obtained a contradiction and therefore λ(M) = 0. ✷
We now look at the functional equation (1) within the Nevanlinna class.
Theorem 5 For some N ≥ 2 let 0 6= f ∈ N be a solution of the multiplicative
functional equation (1). Then there is a unique constant c > 0 such that cf
is a quotient of singular inner functions. If in addition f ∈ N+ there is a
unique c > 0 such that cf is a singular inner function.
Proof The functional equation implies the relation
N2ord0f =
∑
ζN=1
ord0f = Nord0f
and hence f(0) 6= 0. We now show that f(a) 6= 0 for all 0 6= a ∈ D as well.
For any k ≥ 1 we have by induction:
f(zN
k
)N
k
=
∏
ζNk=1
f(ζz) .
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This gives the relation
Nkordwf =
∑
zNk=w
ordzf for 0 6= w ∈ D . (26)
Assume that f(a) = 0 for some 0 6= a ∈ D. Then we have
∑
z∈D
(1− |z|) ordzf ≥
∞∑
k=0
∑
z∈D
zN
k
=a
(1− |z|) ordzf
=
∞∑
k=0
(1− |a|1/N
k
)
∑
z∈D
zN
k
=a
ordzf
(26)
= ordaf
∞∑
k=0
Nk(1− |a|1/N
k
) .
We have
Nk(1− |a|1/N
k
) −→ log |a|−1 6= 0 for k →∞ .
Hence the previous series diverges, contradicting the assumption f ∈ N . Thus
f has no zeroes in D. Hence we have a unique factorization of the form f = uo
where o is an outer function in N with c−1 := o(0) > 0 and u is a quotient
of singular inner functions resp. a singular inner function if f ∈ N+. By the
uniqueness of such a decomposition and since f(zN ), f(ζz) are in N as well it
follows that with f both o and u satisfy the functional equation (1). Let o˜ be
the radial extension of o to a measurable function on T. Then it is known that
ϕ = log |o˜| is in L1. Since o˜ satisfies the multiplicative functional equation
(18) λ-almost everywhere on T, we have N∗ϕ = N−1TrN (ϕ) in L1. By lemma
4 ϕ is constant and hence o = exphϕλ is constant as well, o = o(0) = c
−1.
This implies the assertion of the theorem. ✷
Question For 0 < p < ∞ the outer functions in Hp are exactly the cyclic
vectors in Hp. Can one use this characterization to show that any outer
function inHp satisfying (1) is constant? This would be very desirable because
it might suggest an approach to conjecture 56 below dealing with cyclic vectors
in generalized Nevanlinna classes.
The following result leads to a different proof of a special case of theorem 5.
Theorem 6 For N ≥ 2 and p > 0 let f ∈ Lp(T) be a solution of the following
functional equation for λ-almost all η ∈ T:
f(ηN )N =
∏
ζN=1
f(ζη) . (27)
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Then |f | is constant λ-a.e.
Proof We may assume that f 6= 0 in Lp(T). Using Ho¨lder’s inequality we
get: ∫
T
|f(η)|p dλ(η) =
∫
T
|f(ηN )N |p/Ndλ(η) since N∗λ = λ
(27)
=
∫
T
∏
ζN=1
|f(ζη)|p/Ndλ(η)
(∗)
≤
∏
ζN=1
(∫
T
|f(ζη)|p
)1/N
dλ(η)
=
∫
T
|f(η)|pdλ(η) since ζ∗λ = λ .
Hence we have equality in Ho¨lder’s inequality (∗). It follows from theorem
188 in section 6.9 of [HLP] that for ζN = 1 the functions |f(ζη)|p are pairwise
linearly dependent in L1(T). Because of |f |p 6= 0 in L1(T) there are therefore
constants cζ > 0 such that we have
|f(ζη)|p = cζ |f(η)|
p in L1(T) .
Applying this equality N -times we find
|f(ζNη)|p = cNζ |f(η)|
p .
Since ζN = 1 we get cNζ = 1 and hence cζ = 1. It follows that we have
|f(ζη)| = |f(η)|
for λ-almost all η ∈ T. Combining this with the functional equation (27) we
get the relation:
|f(ηN )| = |f(η)| λ-a.e.
Since N acts ergodically on T with respect to λ it follows that |f | is constant
λ-a.e. ✷
Remarks 7 1) If log |f | is integrable on T, theorem 6 also follows from lemma
4.
2) For p > 0 we have a natural inclusion Hp(T) →֒ Lp(T) given by mapping
f to its boundary function f˜ . Moreover the function f is inner if and only if
|f˜ | = 1 λ-a.e. Thus theorem 6 implies the following weaker version of theorem
5:
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Corollary 8 For p > 0 let 0 6= f ∈ Hp(T) satisfy the functional equation
(1). Then there is a unique constant c > 0, such that cf is an inner function.
The following curious fact was found in discussions with Wilhelm Singhof.
Let us call a measure µ ∈ M(T) special if it has the form µ = αλ + σ where
α ∈ R and σ ∈ M+(T) is singular. The N -invariant special measures can be
characterized by their Fourier coefficients as follows:
Corollary 9 Fix N ≥ 2. A bounded sequence (cν)ν∈Z of complex numbers
is the sequence of Fourier coefficients of a (uniquely determined) N -invariant
special measure if and only if the following conditions hold:
i) c−ν = cν for ν ∈ Z
ii) cνN = cν for all ν ∈ Z
iii) The series
∑∞
n=0 |bn|
2 converges, where (bn) is defined by the formula:
∞∑
n=0
bnz
n = exp
(
− c0 − 2
∞∑
ν=1
cνz
ν
)
.
Condition iii) may be replaced by the following weaker one:
iii’) For some ε > 0 the series
∑∞
n=0 |bn(ε)|
2 converges where (bn(ε)) is
defined by the formula:
∞∑
n=0
bn(ε)z
n = exp
(
− ε
∞∑
ν=1
cνz
ν
)
.
Proof For any N -invariant measure µ ∈M(T) conditions i) and ii) are satis-
fied. The Herglotz-transform of µ is given by
hµ(z) = c0 + 2
∞∑
ν=1
cνz
ν .
Hence we have
fµ(z) =
∞∑
n=0
bnz
n = exp(−hµ(z)) .
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Writing µ = αλ+σ as above in the definition of “special” we have hµ = α+hσ
and hence Rehµ ≥ α. This implies that fµ ∈ H
∞(D) ⊂ H2(D). Therefore
the Taylor coefficients bn of fµ are square integrable, i.e. iii) holds.
Now assume that we are given a bounded sequence (cν) with i), ii), iii). Then
h(z) = c0 + 2
∞∑
ν=1
cνz
ν
defines a holomorphic function in the unit disc which because of ii) satisfies
the additive functional equation (17). Hence f = exp(−h) satisfies equation
(1). Condition iii) asserts that we have f ∈ H2(D). Now it follows from
theorem 5 or even from corollary 8 (since f(z) 6= 0 for all z ∈ D) that cf is a
singular inner function for some c > 0. Hence there are a constant λ ∈ C∗ and
a singular measure σ ∈ M+(T) such that λf = exp(−hσ). For some α ∈ C
we therefore have
h = α+ hσ = hαλ+σ . (28)
Since σ is real valued, condition i) for ν = 0 implies that α ∈ R. Hence
µ = αλ + σ is a special measure. Equation (28) implies that cν(µ) = cν
for ν ≥ 0. Since µ is real valued, it follows from condition i) that we have
cν(µ) = cν for ν ≤ 0 as well. Thus we have found the desired special measure.
It is N -invariant because of ii). The final remark follows by multiplying (cν)
resp. µ by a positive constant. ✷
Remark For g ∈ L1(T) the measure gλ ∈M(T) is N -invariant by (23) if and
only if the Fourier coefficients cν of g satisfy the relations cνN = cν for all
ν ∈ Z. For N ≥ 2, because of the Riemann–Lebesgue lemma, this means that
g is constant. It follows that the N -invariant special measures agree with the
N -invariant measures of the form µ = µa + σ where µ ∈ M(T) is absolutely
continuous and σ ∈M+(T) is singular.
4 The cumulative mass function of an invariant mea-
sure
In this section we characterize N -invariant measures by their cumulative mass
functions and develop a certain amount of formalism that will be used later.
In the following we will use the identifications [0, 2π) ≡ R/2πZ ≡ T without
further comment. In particular for a function α : T → C we will write α(θ)
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for α(exp(iθ)) if θ ∈ [0, 2π). A measure µ ∈ M(T) gives rise to a function
µˆ : [0, 2π) → R by setting µˆ(θ) = µ[0, θ). It is well known that in this way
one obtains an isomorphism between M(T) and the space V (T) of functions
µˆ : [0, 2π)→ R which satisfy the following conditions
1. µˆ(0) = 0 and µˆ(2π−) exists.
2. µˆ is left continuous.
3. µˆ has bounded variation.
For a function α : T→ C and a point ζ ∈ T let us write α(ζ±) = limε→0± α(ζeiε)
if the limit exists. We call α left-continuous in ζ if α(ζ−) = α(ζ).
When viewed as a function µˆ : T→ R the above conditions are these:
1. µˆ(1) = 0 and µˆ(1−) exists.
2. µˆ is left continuous in every point ζ ∈ T \ {1}.
3. µˆ has bounded variation on T.
Note that condition 3 implies that µˆ has right limits in all points of T. More-
over µˆ(ζ+) = µˆ(ζ) + µ{ζ} for ζ ∈ T. For a measure µ ∈ M(T) we have
µˆ(2π−) = µ(T). Hence the space M0(T) corresponds to the subspace V 0(T)
of functions µˆ in V (T) with µˆ(2π−) = 0. Viewing µˆ as a function on T the con-
dition is that µˆ is left-continuous on all of T. The measures µ ∈M+(T) corre-
spond to the cone V+(T) of real valued left continuous nondecreasing bounded
functions µˆ : [0, 2π) → R with µˆ(0) = 0. The inverse map V (T) → M(T) at-
taches to µˆ the Lebesgue–Stieltjes measure dµˆ.
For every µ ∈ M(T) and every g ∈ C1[0, 2π] Fubini’s theorem implies the
following formula of partial integration:∫
[0,2pi)
g dµ = −
∫ 2pi
0
µˆ(θ)g′(θ)dθ + g(2π)µ(T) . (29)
In particular we have
µ0 :=
∫
T
µˆdλ = µ(T)−
1
2π
∫
[0,2pi)
θ dµ(θ) . (30)
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We also introduce the holomorphic function on D defined by:
Gµ(z) =
1
2πi
∫ z
0
(hµ(w)− µ(T))
dw
w
. (31)
Note here that hµ(0) = µ(T). Set log(1 − z) = −
∑∞
ν=1
zν
ν for |z| < 1. The
following relation between µ and hµ is well known, c.f. [HK] (1.5) in case
µ(T) = 0.
Proposition 10 a) For µ ∈M(T) we have Gµ ∈ H2 and the formula
hµˆλ = Gµ + µ0 +
µ(T)
πi
log(1− z) . (32)
b) For µ ∈M(T) we have λ-a.e. on T:
µˆ = Re G˜µ + µ0 +
µ(T)
2π
(θ − π) . (33)
Proof The function µˆ is of bounded variation, hence in L∞. Using (29) its
Fourier coefficients are seen to be c0(µˆ) = µ0 and
cν(µˆ) =
1
2πiν
cν(µ)−
1
2πiν
µ(T) for ν 6= 0 . (34)
According to (8) we have:
Gµ(z) =
1
πi
∞∑
ν=1
cν(µ)
ν
zν . (35)
Since the sequence (cν(µ)) is bounded we see that the Taylor coefficients
of Gµ form an l
2-sequence and hence Gµ ∈ H
2. In particular G˜µ ∈ L
2
exists. Applying (8) to hµˆλ, formula (32) follows. For µ ∈ M(T) we have
c−ν(µ) = cν(µ). Using (35) this implies the relations c0(Re G˜µ) = 0 and for
0 6= ν ∈ Z:
cν(Re G˜µ) =
cν(µ)
2πiν
.
Together with the formulas
cν
(π − θ
2π
)
=
1
2πiν
for 0 6= ν ∈ Z and c0
(π − θ
2π
)
= 0
it follows from (34) that both sides of (33) have the same Fourier coefficients.
✷
Whether a measure µ ∈M(T) is N -invariant can be seen from either function
µˆ or Gµ as follows:
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Proposition 11 a) A measure µ ∈M(T) satisfies N∗µ = µ for some N ≥ 1
if and only if the following functional equation holds for some constant c0
µˆ(ηN ) =
∑
ζN=1
µˆ(ζη)− c0 for λ-a.a. η ∈ T . (36)
In this case (36) holds for all η ∈ T and we have
c0 =
∑
ζN=1
µˆ(ζ) = (N − 1)µ0 .
b) A measure µ ∈M(T) is N -invariant if and only if for all z ∈ D we have:
Gµ(z
N ) =
∑
ζN=1
Gµ(ζz) . (37)
Proof a) For 0 ≤ θ < 2π the disjoint decomposition
N−1[0, θ) =
N−1⋃
ν=0
[2πν
N
,
θ + 2πν
N
)
implies the formula:
N̂∗µ(θ) =
N−1∑
ν=0
µ
[2πν
N
,
θ + 2πν
N
)
=
N−1∑
ν=0
µˆ
(θ + 2πν
N
)
− c0 ,
where c0 =
∑N−1
ν=0 µˆ(
2piν
N ). It follows that setting η = e
iθ we have
N̂∗µ(η) =
∑
ζN=1
µˆ(ζη1/N )− c0 (38)
where η1/N = eiθ/N . Since the right hand side of (38) is independent of the
chosen branch of η1/N we get the equation
N̂∗µ(η
N ) =
∑
ζN=1
µˆ(ζη)− c0 for η ∈ T . (39)
If µ is N -invariant, equation (36) therefore holds for all η ∈ T with c0 =∑
ζN=1 µˆ(ζ) and integrating it we also get c0 = (N − 1)µ0.
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Now assume that (36) holds λ-a.e. for some constant c0. Then we have
cν(µˆ) = NcνN (µˆ) for ν 6= 0 and c0 = (N − 1)µ0. Now equation (34) implies
that for ν 6= 0 we have cν(µ) = cνN (µ) i.e. that N∗µ = µ by assertion (23).
b) Equation (37) is equivalent to the functional equation
Nhµ(z
N ) =
∑
ζN=1
hµ(ζz) .
Now the claim follows from proposition 2. ✷
Given a measure µ ∈M(T), there is a measure N∗µ such that hN∗µ = N∗hµ.
The following construction of N∗µ is a special case of a more general construc-
tion in ergodic theory. Its relevance for the Herglotz transform was noted in
[LH]. For 0 ≤ k < N set Ik = [
2pik
N ,
2pi(k+1)
N ) also viewed as an arc of T. Then
ϕN : Ik
∼
−→ T is a bijection. Let ik : Ik →֒ T be the inclusion and set
µk = ik∗(ϕN |Ik)
−1
∗ µ ,
a real Borel measure on T with support on Ik. More explicitely:
µk(E) = µ(ϕN (E ∩ Ik)) for all Borel sets E ⊂ T .
The measure N∗µ ∈M(T) is defined by the formula
N∗µ =
1
N
N−1∑
k=0
µk .
Note that N∗µ is in M+(T),M(T)sing if and only if this is the case for µ. For
a measurable function α : T → C or a holomorphic function α ∈ O(D) the
function N∗α on T resp. D defined by
(N∗α)(η) =
1
N
∑
ζN=1
α(ζη1/N )
is well defined and again measurable resp. holomorphic. We have (N1N2)∗α =
N1∗(N2∗α) for all N1, N2 ≥ 1. If µ ≥ 0 and α ≥ 0 or if µ ∈ M(T) and N∗|α|
is |µ|-integrable the following formula follows from the definitions:∫
T
αd(N∗µ) =
∫
T
(N∗α)dµ . (40)
An immediate calculation using (40) and the formula
N∗(αN
∗β) = (N∗α)β
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for measurable functions α, β : T→ C gives the “projection formula”
N∗(αN
∗µ) = (N∗α)µ . (41)
It is valid under the conditions on α and µ in equation (40). In the next
proposition we set arg η = θ if η = eiθ ∈ T with 0 ≤ θ < 2π.
Proposition 12 For µ ∈M(T) and ζ ∈ T we have the formulas:
hN∗µ = N∗hµ (42)
hN∗µ = N
∗hµ (43)
N∗N
∗µ = µ (44)
N∗N∗µ =
1
N
TrN (µ) where TrN (µ) =
∑
ζN=1
ζ∗µ (45)
cν(N
∗µ) = cν/N (µ) if N | ν and cν(N
∗µ) = 0 if N 6 |ν (46)
N∗M∗µ =M∗N
∗µ if N,M ≥ 1 are coprime . (47)
N̂∗µ(η) =
∑
ζN=1
µˆ(ζη1/N )− c0 where c0 =
∑
ζN=1
µˆ(ζ) (48)
N̂∗µ(η) =
1
N
[N
arg η
2π
]µ(T) +
1
N
µˆ(ηN ) for η ∈ T (49)
N̂∗µ =
1
N
N∗µˆ if µ(T) = 0 . (50)
ζ̂−1∗ µ = ζ
∗µˆ− (ζ∗µˆ)(1) if µ(T) = 0 (51)
T̂rN (µ) = TrN (µˆ)− c0 where c0 =
∑
ζN=1
µˆ(ζ) (52)
Finally:
GN∗µ =
1
N
N∗Gµ (53)
GN∗µ = N(N∗Gµ) (54)
Proof Equation (42) is a restatment of (16). Equation (43) follows by the
calculation in the proof of [LH] theorem 2.1 or alternatively using formulas
(19) and (40). Formula (44) is a special case of (41). Formula (45) follows
from (43) and (16) or by a short calculation. Formula (46) is a consequence
of (40). Equation (47) follows from (22) and (46) or directly. Formula (48)
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is a restatement of (39). As for (49), we argue as follows: For 0 ≤ θ < 2π we
have:
N̂∗µ(θ) = N∗µ[0, θ) =
1
N
N−1∑
k=0
µ(N(Ik ∩ [0, θ)))
=
1
N
∑
0≤k<[N θ
2pi
]
µ
(
N
[2πk
N
,
2π(k + 1)
N
))
+
1
N
µ
(
N
[2π
N
[
N
θ
2π
]
, θ
))
=
1
N
[
N
θ
2π
]
µ(T) +
1
N
µ[0, 〈Nθ〉) where 〈α〉 = α− 2π
[ α
2π
]
.
This implies equations (49) and (50). Formula (51) follows from the defini-
tions. It implies (52). Equations (53) and (54) follow from the definition of
Gµ using (42) and (43) and the equality (N
∗µ)(T) = µ(T) which follows from
(44) for example. ✷
Remarks 13 a) If N∗µ = µ for some N ≥ 2 we have hµ(z
N ) = hµ(z) and
hence
hµ(z) = lim
ν→∞
hµ(z
Nν ) = hµ(0) = µ(T) = hµ(T)λ(z) .
It follows that µ = µ(T)λ. This conclusion also follows from a consideration
of Fourier-coefficients using formula (46).
b) For µ ∈M(T) let G ⊂ T be a Borel set with µ(B) = µ(B ∩G) for all Borel
sets B. Then for the Borel sets ϕN (G) and ϕ
−1
N (G) and all B we have
(N∗µ)(B) = (N∗µ)(B ∩ ϕN (G)) and (N
∗µ)(B) = (N∗µ)(B ∩ ϕ−1N (G)) .
c) If µ ∈ M+(T) satisfies N∗µ = µ we have N∗µ = N∗N∗µ = N−1TrN (µ)
and hence µ ≪ N∗µ. Thus there is a density α such that µ = αN∗µ. This
α corresponds to S′ in [P] § 1 where S = ϕN . Moreover w 7→ N∗(αω) is the
Perron–Frobenius operator denoted by L−f in loc. cit. up to the factor −N .
The density α is quite useful in the ergodic study of ϕN , ϕM . I do not see
how to phrase it or at least its existence in terms of the Herglotz transform.
5 Simultanous functional equations
Consider pairwise coprime integers N1, . . . , Ns with s ≥ 1 and all Ni ≥ 2.
They generate the multiplicative monoid S of numbers Nν11 · · ·N
νs
s with all
νi ≥ 0. Set O = O(D).
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For a left S-module M we set
H0(S,M) = {m ∈ M| sm = m for all s ∈ S}
and
Z(S,M) = {m ∈ M| sm = 0 for all s ∈ S, s 6= 1} .
For a right S-module M we let MS be the submodule of M generated by
the elements ms for m ∈ M and s ∈ S, s 6= 1. Then we have
MS = N∗1 (S) + . . .+N
∗
s (S)
if we write N∗ for right operation with N ∈ S. If the group law of M is
written multiplicatively we also write MS for MS etc.
We now introduce some useful operations. For ζ ∈ T let [ζ] be the rotation
of T defined by [ζ]η = ζη. The maps [ζ] and ϕN for N ≥ 2 generate a
submonoid S of the monoid of self maps of T or of D under composition. The
only relations are the following
ϕNϕM = ϕNM , [ζ][η] = [ζη] , ϕN [ζ] = [ζ
N ]ϕN .
Identifying Ni with Xi = ϕNi we will view S as a submonoid of S. The
monoid S acts from the right on functions on T (resp. D) by pullback. It also
acts from the left on O× by the formulas
([η]f)(z) =f(η−1z) and
(ϕNf)(z) =
( ∏
ζN=1
f(ζz1/N )
)1/N
with (ϕNf)(0) = f(0) .
The product
∏
ζN=1 f(ζz
1/N ) is independent of the choice of an N -th root of z
and it defines an analytic function on D. Its value at z = 0 is given by f(0)N
and for the definition of ϕNf we take the unique branch of the N -th root for
which (ϕNf)(0) = f(0). Usually we will write N∗f = ϕNf . The definition of
N∗ on O
× is compatible via the exponential map with the definition of N∗ on
O given before proposition 12. With these notations we have for example
H0(S,O×) = {f ∈ O× | f(zN )N =
∏
ζN=1
f(ζz) for N ∈ S}
and
Z(S,O×) = {u ∈ O× |
∏
ζN=1
u(ζz) = 1 for N ∈ S, N 6= 1} .
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The monoid S acts from the right on M(T) by the formulas:
µ[η] = [η−1]∗µ and µϕN = N
∗µ .
It acts from the left by push foreward. The natural map
M(T) −→ O× , µ 7−→ fµ = exp(−hµ)
is left- and right S-equivariant by formulas (42) and (43). Let R = ZS be the
semigroup ring of S. The left and right actions of S on functions and measures
extend to left and right R-actions. For f ∈ O× and r ∈ R we usually write
f r for f · r. We set RQ = QS and RR = RS.
The polynomial ring ZS = Z[X1, . . . ,Xs] is contained in R. The following
elements of R and RQ will be useful:
ΦS =
s∏
i=1
(1−Xi) (55)
TrN =
∑
ζN=1
[ζ] and eN = N
−1TrN (56)
ΩS =
s∏
i=1
(1− ei) where ei = N
−1
i TrNi for 1 ≤ i ≤ s (57)
Note that the ei are commuting idempotents in RQ for 1 ≤ i ≤ s. We have
the relation
ΦSei = (ei −Xi)
∏
j 6=i
(1−Xj) in R . (58)
We also need the element
ΨS =
∑
N∈S
ϕN =
∞∑
ν1=0
· · ·
∞∑
νs=0
Xν11 · · ·X
νs
s in Z[[X1, . . . ,Xs]] (59)
and the relations
ΦSΨS = 1 = ΨSΦS in Z[[X1, . . . ,Xs]] . (60)
In some cases ΨS acts on functions:
Lemma 14 For any α ∈ O× with α(0) = 1 the infinite product
αΨS :=
∏
N∈S
N∗α
converges locally uniformly to a function in O×.
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Remark More explicitly, for z ∈ D we have
αΨS (z) =
∏
ν1,...,νs
α(zN
ν1
1
···Nνss )
where ν1, . . . , νs run over the non-negative integers.
Proof Fix any 0 < r < 1. Because of α(0) = 1 there is a constant c = cr ≥ 0
such that we have
|α(z) − 1| ≤ c|z| in |z| ≤ r .
Since the series ∑
ν1,...,νs
rN
ν1
1
···Nνss ≤
∑
k≥1
rk
converges, it follows that the product for αΨS converges absolutely and uni-
formly in |z| ≤ r. ✷
Let M be a left- and right RQ-module such that for all N ≥ 1 the relations
N∗N
∗ = id and N∗N∗ = eN
hold, where N∗ and N
∗ denote left and right multiplication with ϕN and
where left and right multiplication by eN agree on M. Then it follows that
N∗(M) = eNM =MeN for all N ≥ 1
and in particular that
MS =Me1 + . . . +Mes = e1M+ . . .+ esM . (61)
Moreover we have the following alternative descriptions ofH0(S, ) and Z(S, )
in terms of the right action of S
H0(S,M) = {m ∈ M|mϕN = meN for all N ∈ S} (62)
Z(S,M) = {m ∈ M|meN = 0 for all N ∈ S, N 6= 1} (63)
The conditions in the descriptions (63) and (62) have to be checked only for
N = Ni with i = 1, . . . , s.
Proposition 15 For a left and right RQ-module M as above, the map
π : Z(S,M) −→M/MS , π(m) = m+MS
is an isomorphism. The inverse of π is given by the map
ΩS :M/MS −→ Z(S,M) , ΩS(m+MS) = mΩS = ΩSm .
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Proof The relation ΩSei = 0 for i = 1, . . . , s where ei = eNi shows that
mΩS ∈ Z(S,M) for m ∈ M. The relation eiΩS = 0 implies that (MS)ΩS =
0. Hence right multiplication by ΩS induces a well defined map
ΩS :M/MS −→ Z(S,M) .
It remains to show that it is inverse to π. For m ∈ Z(S,M) we have mei = 0,
hence m(1− ei) = m and hence mΩS = m. This gives ΩS ◦π = id. Write
ΩS = 1 +
s∑
i=1
riei with ri ∈ RQ .
For m ∈ M this implies:
mΩS −m =
s∑
i=1
(mri)ei ∈Me1 + . . .+Mes =MS .
Hence we have π ◦ΩS = id as well. ✷
These facts apply in particular to the following uniquely divisible groups M
of functions I ⊂ N 1 ⊂ O1 = {u ∈ O× |u(0) = 1} where N 1 = N× ∩ O1 and
I = {
α
α(0)
|α =
α1
α2
with singular inner functions αi}
Proposition 16 The following diagram of injections and isomorphisms is
commutative:
H0(S,I)
  ΦS //
≀

Z(S,I)
pi
∼ //
_

I/IS
_

H0(S,N 1)
  ΦS //
_

Z(S,N 1)
pi
∼ //
_

N 1/N 1S
_

H0(S,O1)
ΦS∼ //
Z(S,O1)∼
ΨS
oo
pi
∼ // O1/O1S
Here the maps are defined as follows: ΦS(f) = f
ΦS and ΨS(α) = α
ΨS where
we use lemma 14. The maps π are induced by inclusions. We have
π−1([u]) = uΩS for u ∈ O1,N 1,I .
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Remarks 1) For s = 1, 2, 3 the map ΦS looks as follows explicitely:
ΦS(f) =
f(z)
f(zN1)
resp. ΦS(f) =
f(zN1N2)f(z)
f(zN1)f(zN2)
resp.
ΦS(f) =
f(zN1N2)f(zN1N3)f(zN2N3)f(z)
f(zN1)f(zN2)f(zN3)f(zN1N2N3)
.
2) For f ∈ H0(S,O1) we have ΦS(f) = ΩS(f). Hence the composition
π ◦ΦS : H
0(S,O1)
∼
−→ O1/O1S
maps f to f mod O1S .
3) The map PS = ΨS ◦ΩS : O
1 → O1 is a projector with image H0(S,O1) and
kernel O1S . We thus get a canonical decomposition O1 = O1S ×H0(S,O1).
However there is no such decomposition if we replace O1 by I.
Proof Using lemma 14 and the formal relations (60) it follows that the maps
ΦS(f) = f
ΦS and ΨS(α) = α
ΨS define mutually inverse automorphisms of
O1. Note here that for h ∈ O1 we have:
hX
ν1
1
...Xνss −→ 1 locally uniformly as |ν| = ν1 + . . .+ νs −→∞ .
Since O1 is an RQ-module relation (58) holds on O
1:
ΦSei = (ei −Xi)
∏
j 6=i
(1−Xj) .
For f ∈ H0(S,O1) we therefore get
ΦS(f)
ei = fΦSei = 1 for 1 ≤ i ≤ s .
Hence ΦS maps H
0(S,O1) to Z(S,O1). The relations Xiei = Xi and Xjei =
eiXj for i 6= j imply the formal relation:
ΨS(ei −Xi) = eiΨSi .
Here Si ⊂ S is generated by the numbers N1, . . . , Ns except for Ni. Using
lemma 14 this leads to the formula
ΨS(α)
ei−Xi = αΨS(ei−Xi) = αeiΨSi
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for any α ∈ O1. For α ∈ Z(S,O1) we therefore have
ΨS(α)
ei−Xi = 1 for 1 ≤ i ≤ s
and hence ΨS maps Z(S,O
1) to H0(S,O1). It follows that ΦS : H
0(S,O1)→
Z(S,O1) is an isomorphism with inverse ΨS . It is clear that ΦS mapsH
0(S,G)
to Z(S,G) for G = I and N 1. The injective map
H0(S,I)
∼
−→ H0(S,N 1)
is an isomorphism because of theorem 5. Hence we are done with the left
hand side of the diagram. The right hand side is commutative by proposition
15. ✷
Corollary 17 Assume that α ∈ O× with α(0) = 1 satisfies the relation∏
ζN=1 α(ζz) = 1 for some N ≥ 2 and that the function
f(z) =
∞∏
ν=0
α(zN
ν
)
is in the Nevanlinna class N . Then α = u/u(0) where u is a quotient of
singular inner functions. The function f satisfies the functional equation (1).
Proof The assertion follows from theorem 5. It is also a formal consequence
of proposition 16 for S = {Nν | ν ≥ 0} the monoid generated by N because
α ∈ Z(S,O1) and f = ΨS(α). ✷
Example 18 For any a ∈ C∗ the function
f(z) =
∞∏
ν=0
exp(azN
ν
) = exp a
∞∑
ν=0
zN
ν
satisfies the functional equation (1) and f /∈ N .
This follows from corollary 17 since | exp az| is a non-constant function of
z ∈ T if a 6= 0.
We now discuss atoms. For a function f ∈ O× and η ∈ T we set
A(f)(η) = −
1
2
lim
r→1−
(1− r) log |f(rη)|
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if the limit exists. We say that A(f) exists if A(f)(η) exists for every η ∈ T.
Note that for µ ∈M(T) we have by equation (9)
A(fµ)(η) = µ{η} . (64)
In particular A(f) exists for every f ∈ N×. We call f ∈ O× atomless if A(f)
exists and equals zero. Set Φ1S =
∏s
i=1(1−N
−1
i Xi) ∈ RQ.
Proposition 19 a) For f ∈ O× assume that A(f) exists. Then A(fΦS )
exists as well and we have
A(fΦS ) = A(f)Φ1S .
In particular, if f is atomless then fΦS is atomless as well.
b) For α ∈ O× with α(0) = 1 set f = αΨS as in Lemma 14. Assume that
A(f) exists and that we have
lim
N→∞
N∈S
N−1A(f)(ηN ) = 0 for all η ∈ T . (65)
Then A(α) exists as well and we have pointwise on T:
A(f) = lim
k→∞
A(α)
k−1∑
ν1=0
· · ·
k−1∑
νs=0
Xν11 · · ·X
νs
s
Nν11 · · ·N
νs
s
. (66)
In particular, under these assumptions, if α is atomless, then αΨS is atomless
as well.
Proof a) Using the formula limr→1−(1 − r)
−1(1 − rN ) = N it follows that
with A(f) also A(fXi) exists and that for η ∈ T we have
A(fXi)(η) =
1
Ni
A(f)(ηNi) . (67)
Hence we get
A(f1−Xi) = A(f)
(
1−
Xi
Ni
)
and the assertion follows by induction.
b) In the proof of proposition 16 it was shown that α = fΦS . Thus A(α)
exists by a) and we have
A(α) = A(f)
s∏
i=1
(1−N−1i Xi) .
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This gives
A(α)
∑
0≤νi<k
i=1,...,s
Xν11 · · ·X
νs
s
Nν11 · · ·N
νs
s
= A(f)
s∏
i=1
(
1−
Xki
Nki
)
= A(f) +
∑
d∈{0,1}s
d6=0
(−1)|d|N−dkA(f) ·Xdk .
Here we have set N = (N1, . . . , Ns) and X = (X1, . . . Xs) and used multiindex
notation. Since for k → ∞ the right hand side tends to A(f) pointwise by
assumption (65) the assertions follow. ✷
Set M0(T) = {µ ∈M(T) |µ(T) = 0} and
Mκ0(T) = {µ− µ(T)λ |µ ∈M(T) singular to λ} . (68)
Then the map µ 7→ fµ defines isomorphisms
M0(T) ∼−→ N 1 and Mκ0(T) ∼−→ I . (69)
Let M0c (T) resp. Mκ0c (T) be the subspaces of atomless measures in M0(T)
resp. Mκ0(T). For functions f in N 1 the function A(f) exists by equation
(64). Let N 1c resp. Ic be the subgroups of atomless functions in N
1 resp. I.
By our definitions the isomorphisms (69) restrict to isomorphisms:
M0c (T)
∼
−→ N 1c and M
κ0
c (T)
∼
−→ Ic . (70)
Corollary 20 a) Under the map ΦS : H
0(S,N 1) →֒ Z(S,N 1) an element
f ∈ H0(S,N 1) is atomless if and only if ΦS(f) is atomless.
b) The natural map
π : Z(S,Ic)
∼
−→ Ic/I
S
c
is an isomorphism with inverse induced by right multiplication with ΩS.
The same assertion holds for N 1c instead of Ic.
Proof a) For f ∈ N 1 the function A(f) exists and is bounded by (64) and
(69). Hence condition (65) is satisfied. The assertion follows from proposition
19 a), b).
b) Ic is a left- and right sub- RQ-module of I. Now one applies proposition
15. The argument in the case of N 1c is the same. ✷
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6 Back to measures and on to premeasures
In this section we reinterpret and extend the preceeding considerations in
terms of measures and cumulative mass functions. The study of the map ΨS
in this context leads to premeasures and functions of bounded κ-variation in
the sense of Korenblum [K1], [K4]. Proposition 16 and Corollary 20 imply
the following assertion:
Corollary 21 LetM be eitherM0(T) orMκ0(T). The map ΦS : H0(S,M) →֒
Z(S,M) sending µ to
ΦS(µ) = µΦS =
s∏
i=1
(1−N∗i )µ
is injective. For µ ∈ H0(S,M) we also have µΦS = µΩS. A measure
µ ∈ H0(S,M) is atomless if and only if ΦS(µ) is atomless. The inclusion
Z(S,M) →֒ M induces an isomorphism Z(S,M)
∼
−→M/MS whose inverse
map sends µ modMS to
µΩS = ΩSµ =
s∏
i=1
(1− ei)µ .
The subgroup MS consists of the measures µ with cν(µ) = 0 if Ni ∤ ν for all
1 ≤ i ≤ s.
Proof Only the last assertion still needs proof. A measure µ ∈ M is in MS
if and only if cν(ΩSµ) = 0 for all ν ∈ Z. We have cν((1 − eN )µ) = cν(µ) if
N ∤ ν and cν((1− eN )µ) = 0 for N | ν. Hence cν(ΩSµ) = cν(µ) if Ni ∤ ν for all
1 ≤ i ≤ s and cν(ΩSµ) = 0 if Ni | ν for some index i. ✷
Remark We have
Z(S,M(T)) = Z(S,M0(T))
and
Z(S,M(T)sing) = Z(S,M0(T)sing) = Z(S,Mκ0(T)) .
Now let σ be a measure in Z(S,M). The formal series
µ = σΨS =
∑
N∈S
N∗σ =
∑
ν1,...,νs≥0
(Nν11 )
∗ · · · (Nνss )
∗σ (71)
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will not converge to a measure in general. If it does, we have Ni∗µ = µ for all
1 ≤ i ≤ s by the following computation where we use that Ni∗σ = 0:
Ni∗µ = Ni∗
∑
(N,Ni)=1
N∗σ +Ni∗
∑
N
(NNi)
∗σ
(47)
=
∑
(N,Ni)=1
N∗Ni∗σ +
∑
N
Ni∗N
∗
i N
∗σ
(44)
=
∑
N
N∗σ = µ .
In order to discuss the convergence of this series (71) is is best to evaluate it on
the intervalls [0, θ) i.e. to look at the corresponding series of cumulative mass
functions. Recall the correspondence M(T) ∼−→ V (T), µ 7→ µˆ between mea-
sures on T and left-continuous real-valued functions µˆ of bounded variation on
[0, 2π) ≡ R/2πZ ≡ T with µˆ(0) = 0 and for which µˆ(2π−) exists. HereM0(T)
corresponds to the subspace V 0(T) of functions µˆ with limθ→2pi− µˆ(θ) = 0 or
equivalently with µˆ left-continuous when viewed as a function on T. The
space Mκ0(T) corresponds to the space V κ0(T) of functions µˆ in V 0(T) with
dµˆ
dθ constant λ-a.e. We now introduce a new right R-modul structure denoted
by • on the space of functions ω : T→ C which have left limits in every point
η ∈ T by setting:
ω • [ζ] = ζ∗ω − (ζ∗ω)(1) for ζ ∈ T (72)
and
ω •ϕN = N
−1N∗ω +
1
N
[
N
arg η
2π
]
ω(1−) . (73)
Note that we have
ω •TrN = TrN (ω)−
∑
ζN=1
ω(ζ) . (74)
Because of equations (49) and (51) the space V (T) is an R-submodule and
the natural map M(T) → V (T) is an isomorphism of right R-modules. For
any right R-submodule V of V (T) we set c.f. (63):
Z(S, V ) = {µˆ ∈ V | µˆ •eN = 0 for all N ∈ S \ {1}} .
The formalism implies that Z(S, V ) ⊂ V 0(T). This can be seen directly as
follows. The equation µˆ •TrN = 0 implies that∑
ζN=1
µˆ(ζ−)− µˆ(ζ) = 0 .
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Since functions µˆ ∈ V (T) are left-continuous in any point ζ ∈ T, ζ 6= 1 this
implies µˆ(1−) = µˆ(1) = 0.
The space V 0(T) is right R-invariant and the operation simplifies somewhat.
We have
σˆ •ϕN = N
−1N∗σˆ for N ≥ 1 and σˆ ∈ V 0(T) . (75)
Under the isomorphism M(T) ∼−→ V (T) the subspace Z(S,Mκ0(T)) ⊂ M(T)
corresponds to the subspace Z(S, V κ0(T)). On Z(S,M0(T)) it was not clear
how to make sense of the map ΨS . On Z(S, V
0(T)) and even on V 0(T) the
situation is more lucid. For σˆ ∈ V 0(T) which is in particular bounded, the
series
σˆ •ΨS =
∑
N∈S
σˆ •ϕN =
∑
N∈S
N−1N∗(σˆ) (76)
is absolutely and uniformly convergent. Since σˆ is left-continuous on T the
function ΨS(σˆ) = σˆ •ΨS is therefore left-continuous on T as well. Since σˆ is
of bounded variation, σˆ has right limits in every point of T. By the uniform
convergence the same is true for ΨS(σˆ). Finally we have ΨS(σˆ)(1) = 0 for
1 ∈ T since σˆ(1) = 0. It follows that µˆ = ΨS(σˆ) is the cumulative mass
function of a premeasure µ on T (always with µ(T) = 0). Let us recall this
notion following [K1] § 2 and [K4]. Let K be the set of all arcs i.e. connected
subsets C of T. A function µ : K → R is called a premeasure on T if the
following conditions are satisfied:
a) µ(∅) = µ(T) = 0
b) µ(C1 ∪ C2) = µ(C1) + µ(C2) for all C1, C2 ∈ K with C1 ∩ C2 = ∅
c) limν→∞ µ(Cν) = 0 for every sequence (Cν)ν≥1 of arcs Cν ∈ K with
C1 ⊃ C2 ⊃ . . . and
⋂
ν≥1Cν = ∅.
By finite additivity µ extends to a real valued function on the ring in T
generated by the arcs.
The vector space of premeasures on T is denoted by P (T). It contains M0(T).
As for measures, the cumulative mass function µˆ : [0, 2π) → R is defined
by setting µˆ(θ) = µ(Cθ) where Cθ = exp i[0, θ). In this way one obtains an
isomorphism between P (T) and the space Vpre(T) of functions µˆ : [0, 2π)→ R
which satisfy the following conditions:
a) µˆ(0) = 0 = limθ→2pi− µˆ(θ)
b) µˆ is left continuous on [0, 2π)
c) µˆ has right limits in every point of [0, 2π).
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When viewed as a function µˆ : T→ R the conditions read as follows:
a) µˆ(1) = 0
b) µˆ is left continuous on T
c) µˆ has right limits in every point of T.
Remarks 1. We have µ{ζ} = µˆ(ζ+) − µˆ(ζ) for every µ ∈ P (T) and ζ ∈ T.
Hence µ is atomless if and only if µˆ : T→ R is continuous.
2. It is known that the functions on T which have left and right limits in
every point are exactly the uniform limits of step functions. In particular
they are bounded, a fact that is also easily seen directly. It follows that for
every premeasure µ there is a constant A ≥ 0 with |µ(C)| ≤ A for all arcs
C ⊂ T. One can take A = 2 supζ∈T |µˆ(ζ)|.
The right and left R-module structures on M0(T) extend to P (T). For µ ∈
P (T) and arcs C ⊂ T we set for N ≥ 1, ζ ∈ T:
(ϕN∗µ)(C) = µ(ϕ
−1
N (C))
([ζ]∗µ)(C) = µ([ζ]
−1(C))
µk(C) = µ(ϕN (C ∩ Ik)) for 0 ≤ k ≤ N − 1
ϕ∗Nµ = N
−1
N−1∑
k=0
µk .
Here Ik = [
2pik
N ,
2pi(k+1)
N ) is considered as an arc of T. In this way we obtain
premeasures ϕN∗µ = N∗µ,ϕ
∗
Nµ = N
∗µ and [ζ]∗µ = ζ∗µ. The left and right
S- and hence R-module structures of P (T) are defined as before:
ϕNµ = ϕN∗µ resp. µϕN = ϕ
∗
Nµ
[ζ]µ = [ζ]∗µ resp. µ[ζ] = [ζ
−1]∗µ .
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Proposition 22 For µ ∈ P (T) and η ∈ T we have the formulas:
N∗N
∗µ = µ (77)
N∗N∗µ =
1
N
TrN (µ) where TrN (µ) =
∑
ζN=1
[ζ]∗µ (78)
N∗M∗µ =M∗N
∗µ if N,M ≥ 1 are coprime (79)
N̂∗µ =
1
N
N∗µˆ (80)
N̂∗µ(η) =
∑
ζN=1
µˆ(ζη1/N )− c0 where c0 =
∑
ζN=1
µˆ(ζ) (81)
η̂−1∗ µ = η
∗µˆ− (η∗µˆ)(1) (82)
T̂rN (µ) = TrN µˆ− c0 (83)
In particular the isomorphism P (T) ∼−→ Vpre(T) mapping µ to µˆ becomes a
map of right R-modules whereR acts on Vpre(T) by using the action • defined
in (72), (73). The proofs are similar as for measures, c.f. proposition 12.
We have seen above that for σˆ ∈ V 0(T) the function µˆ = σˆ •ΨS is in Vpre(T).
Let µ ∈ P (T) be the premeasure corresponding to µˆ. Since the series in (76)
converge absolutely we see that for C = Cθ with 0 ≤ θ < 2π we have:
µ(C) =
∑
N∈S
(σϕN )(C) =
∑
N∈S
N∗(σ)(C) . (84)
Note here that
(σˆ •ϕN )(θ) = σ̂ϕN (θ) = (σϕN )(C) .
Taking differences and using µ(T) = 0 = σ(T) it follows that (84) holds for
all arcs C = exp i[θ1, θ2) with θ1 ≤ θ2 as well. Using the uniform convergence
in (76) we get for any ζ ∈ T
µˆ(ζ+)− µˆ(ζ) =
∑
N∈S
(σˆ •ϕN )(ζ+)− (σˆ •ϕN )(ζ) .
This means that (84) holds for one point arcs C = {ζ} as well. Using additivity
we finally see that equation (84) holds for all arcs C ∈ K, the series being
absolutely convergent. This gives a direct description of the premeasure µ =:
σΨS =: ΨS(σ) corresponding to σˆ •ΨS .
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The preceeding constructions for measures extend to premeasures. We have
PS = N∗1P (T) + . . .+N
∗
sP (T) = P (T)e1 + . . . + P (T)es
and
Z(S, P (T)) = {µ ∈ P (T) |N∗µ = 0 for N ∈ S \ {1}}
= {µ ∈ P (T) |µeN = 0 for N ∈ S \ {1}} .
As usual the conditions need to be checked for N = N1, . . . , Ns only. Next we
consider
H0(S, P (T)) = {µ ∈ P (T) |N∗µ = µ for all N ∈ S}
= {µ ∈ P (T) |µϕN = µeN for all N ∈ S} .
As before one shows that for σ ∈ P (T) the series
ΨS(σˆ) := σˆ •ΨS :=
∑
N∈S
σˆ •ϕN =
∑
N∈S
N−1N∗(σˆ) (85)
is absolutely and uniformly convergent and hence defines an element of Vpre(T).
It follows that the series of premeasures
ΨS(σ) := σΨS :=
∑
N∈S
σϕN =
∑
N∈S
N∗(σ) (86)
converges absolutely on arcs C ⊂ T to the premeasure with Ψ̂S(σ) = ΨS(σˆ).
For µ ∈ P (T) and µˆ ∈ Vpre(T) we set ΦS(µ) = µΦS resp. ΦS(µˆ) = µ •ΦS .
Since the series (85) and (86) converge it follows from the formal relations
(60) that ΦS and ΨS define mutually inverse automorphisms of Vpre(T) and
hence of P (T). These automorphisms respect the R⊗R-submodules Pc(T) of
atomless premeasures and Vpre,c(T) of continuous functions in Vpre(T). Note
that Pc(T)
∼
−→ Vpre,c(T) under the map µ 7→ µˆ, as observed before. Using
similar arguments as in the proof of proposition 16 we get the following result
where the index c refers to “atomless”.
Proposition 23 The following diagrams of injections and isomorphisms are
commutative
H0(S,M0(T)) 
 ΦS //
_

Z(S,M0(T))
_

pi
∼ //M0(T)/M0(T)S
_

H0(S, P (T))
ΦS∼ //
Z(S, P (T))∼
ΨS
oo
pi
∼ // P (T)/P (T)S
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and
H0(S,M0c (T))
  ΦS //
_

Z(S,M0c (T))
_

pi
∼ //M0c (T)/M
0
c (T)S
_

H0(S, Pc(T))
ΦS∼ //
Z(S, Pc(T))∼
ΨS
oo
pi
∼ // Pc(T)/Pc(T)S
Here π denotes the map induced by inclusion. Its inverse is given by right (or
left) multiplication with ΩS =
∏s
i=1(1 − ei) ∈ RQ. On H
0(S, P (T)) we have
ΦS = ΩS.
The space Pc(T) corresponds to Vpre,c(T) which consists of all continuous func-
tions µˆ : T→ R with µˆ(1) = 0. The l1-sequences of complex numbers (cν)ν∈Z
with cν = 0 if Ni | ν for some 1 ≤ i ≤ s and with cν = c−ν for all ν ∈ Z give
rise via their Fourier series µˆ(η) =
∑
ν∈Z cνη
ν to pairwise different functions
in Vpre,c(T)/Vpre,c(T)S. Hence Pc(T)/Pc(T)S has uncountable dimension as a
real vector space and it follows that there are very many atomless S-invariant
premeasures on T. The premeasures obtained from measures by the map ΨS
are not arbitrary however. Using complex analysis we will show that they
belong to certain very interesting and restrictive classes introduced by Koren-
blum.
7 The Herglotz transform of a premeasure
Korenblum extended the notion of the Herglotz transform from measures to
premeasures. We extend some of the preceeding formulas to this more general
context.
For a distribution T ∈ D′(T) on the circle T ≡ R/2πZ c.f. [Sch] the Herglotz
transform hT is defined by the formula
hT (z) = T (kz) where kz(θ) =
eiθ + z
eiθ − z
and z ∈ D .
We have
hT (z) = c0(T ) + 2
∞∑
ν=1
cν(T )z
ν
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where cν(T ) = T (e
−iνθ). It is known that for some k ≥ 0 depending on T
we have cν(T ) = O(|ν|
k) as |ν| → ∞. Hence hT is analytic in D. Like for
measures one introduces the analytic function in D defined by
GT (z) =
1
2πi
∫ z
0
(hT (w)− c0(T ))
dw
w
.
A measure µ ∈ M(T) defines a distribution Tµ of order zero on T by setting
Tµ(ϕ) =
∫
T ϕdµ for any test function ϕ ∈ D(T) = C
∞(T). It is clear that we
have hµ = hTµ. Partial integration (29) shows that we have:
Tµ = 2πT
′
µˆλ + µ(T)δ2pi in D
′(R/Z) .
In particular, for µ ∈ M0(T) we have Tµ = 2πT ′µˆλ. Following Korenblum
and Hayman [HK] we define the distribution Tµ attached to a premeasure
µ ∈ P (T) by this formula
Tµ := 2πT
′
µˆλ .
Note that Tµ has order ≤ 1. In particular the Fourier coefficients cν(µ) :=
cν(Tµ) satisfy the estimate cν(µ) = O(|ν|) as |ν| → ∞. The distribution Tµ
determines µ uniquely because T ′µˆλ = 0 implies that we have (µˆ− c)λ = 0 for
some constant c. Hence µˆ = c λ-a.e. on T and therefore µˆ = c everywhere
on T since µˆ is left-continuous. It follows that 0 = µˆ(1) = c hence µˆ = 0 and
therefore µ = 0 as well. The Herglotz transform of µ ∈ P (T) is defined by
hµ(z) := hTµ(z) = −2πTµˆλ
( d
dθ
kz(θ)
)
= 2iz
∫ 2pi
0
eiθ
(eiθ − z)2
µˆ(θ) dθ .
This extends the definition for measures µ in M0(T). We have
Gµ(z) := GTµ(z) =
1
2πi
∫ z
0
hµ(w)
dw
w
for µ ∈ P (T) .
Note here that hµ(0) = 0. There are similar relations as in proposition 12
where the first formula is from [HK]:
Proposition 24 a) For µ ∈ P (T) we have the formula
hµˆλ = Gµ + µ0 where µ0 =
∫
T
µˆ dλ . (87)
b) For µ ∈ P (T) we have Gµ ∈ H2 and
µˆ = Re G˜µ + µ0 holds λ-a.e. on T . (88)
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c) A premeasure µ ∈ P (T) satisfies N∗µ = µ for some N ≥ 1 if and only if
the following functional equation holds for some constant c0
µˆ(ηN ) =
∑
ζN=1
µˆ(ζη)− c0 for λ-a.a. η ∈ T . (89)
In this case (89) holds for all η ∈ T and we have
c0 =
∑
ζN=1
µˆ(ζ) = (N − 1)µ0 .
d) A premeasure µ ∈ P (T) is N -invariant if and only if for all z ∈ D we have
Gµ(z
N ) =
∑
ζN=1
Gµ(ζz) . (90)
e) For µ ∈ P (T) and N ≥ 1 we have
hN∗µ = N∗hµ (91)
hN∗µ = N
∗hµ (92)
N∗hN∗µ = N
−1TrN (hµ) (93)
GN∗µ =
1
N
N∗Gµ . (94)
GN∗µ = N(N∗Gµ) (95)
Proof a) Since hµˆλ(0) = µ0 it suffices to show that we have
zh′µˆλ(z) = (2πi)
−1hµ(z) .
For ν ≥ 1 the ν-th Taylor coefficient is given by 2νcν(µˆλ) on the left and by
(πi)−1cν(Tµ) on the right. For any T ∈ D′(T) we have cν(T ′) = iνcν(T ) for
all ν ∈ Z. Hence we get
(πi)−1cν(Tµ) = −2icν(T
′
µˆλ) = 2νcν(Tµˆλ) = 2νcν(µˆλ) . (96)
b) We have
Gµ(z) =
1
πi
∞∑
ν=1
cν(Tµ)
ν
zν (97)
and
∞∑
ν=1
∣∣∣cν(Tµ)
ν
∣∣∣2 = 4π2 ∞∑
ν=1
|cν(µˆλ)|
2 .
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This series is convergent by Parseval’s formula since µˆ ∈ L∞ ⊂ L2. Hence
Gµ ∈ H
2 and the boundary function G˜µ exists λ-a.e. on T. We have
c−ν(Tµ) = cν(Tµ) since µ is real. Now we argue as in the proof of propo-
sition 10 b).
c) It follows from (81) that N∗µ = µ implies equation (89). If on the other
hand (89) holds λ-a.e. for some c0 then using (81) we get
N̂∗µ(η
N ) = µˆ(ηN ) + c0 − d0 for λ-a.a. η ∈ T .
Here we have set d0 =
∑
ζN=1 µˆ(ζ). It follows that we have
N̂∗µ = µˆ+ c0 − d0 λ-a.e. on T .
Since N̂∗µ and µˆ are both left continuous this equality holds everywhere on
T. Evaluating at η = 1 we find c0 = d0 and hence N̂∗µ = µˆ i.e. N∗µ = µ.
d) Because of (87), relation (90) is equivalent to
hµˆλ(z
N ) =
∑
ζN=1
hµˆλ(ζz)− c0 where c0 = (N − 1)µ0
= TrN (hµˆλ)− c0
(16)
= NhN∗(µˆλ)(z
N )− c0 = hNN∗(µˆλ)−c0λ(z
N ) .
Since the measures in question are real, this is equivalent to the relation
µˆλ = NN∗(µˆλ)− c0λ . (98)
By (41) we have NN∗(µˆλ) = αλ where α(η) =
∑
ζN=1 µˆ(η
1/N ζ).
Hence (98) is equivalent to the formula
µˆ(ηN ) =
∑
ζN=1
µˆ(ζη)− c0 for λ-a.a. η ∈ T ,
and hence by part c) to N∗µ = µ. Alternatively, d) follows from equation
(95).
e) To show (92) it is easiest to compare the Taylor coefficients of both sides.
Thus we must show that we have cν(TN∗µ) = cν/N (Tµ) for ν ≥ 1 where we
set cα(T ) = 0 for α ∈ Q \ Z. We calculate:
cν(TN∗µ)
(96)
= 2πiνcν(N̂∗µλ)
(80)
= 2πi
ν
N
cν((N
∗µˆ)λ)
= 2πi
ν
N
cν/N (µˆλ)
(96)
= cν/N (Tµ) .
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Equation (91) follows similarly using (81).
As for (93) note the following:
N∗hN∗µ
(92)
= hN∗N∗µ
(78)
= hN−1TrN (µ) = N
−1TrN (hµ) .
Finally (94) and (95) follow from (92) and (91). ✷
We end this section with a discussion of atoms.
By formula (9) it is possible to recover the atoms of a measure µ ∈ M(T)
from the Herglotz transform hµ. As we will show this is also possible if µ is a
premeasure. The proof is more delicate though.
Theorem 25 For µ ∈ P (T) and every η ∈ T we have
lim
r→1−
1
2
(1− r)Rehµ(rη) = µ{η} .
Remark I do not know whether limr→1−(1 − r)Imhµ(rη) exists in general
for premeasures µ.
Since µ{η} = µˆ(η+)− µˆ(η) = µˆ(η+)− µˆ(η−) the result follows from the next
theorem.
Theorem 26 Let µˆ : T → R be a function which has left and right limits in
every point. Then the function
h(z) = 2iz
∫ 2pi
0
eiθ
(eiθ − z)2
µˆ(θ) dθ
satisfies the limit formula
lim
r→1−
1
2
(1− r)Reh(rη) = µˆ(η+)− µˆ(η−) for every η ∈ T . (99)
Proof Setting h = hµˆ we have η∗h = hη
∗µˆ for every η ∈ T. Hence it suffices
to prove (99) for η = 1 i.e., viewing µˆ as a 2π-periodic function on R, to show
that we have
lim
r→1−
1
2
(1− r)Reh(r) = µˆ(0+)− µˆ(0−) . (100)
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Set
ψr(θ) = Re
rieiθ
(eiθ − r)2
= r(1− r2)
sin θ
|eiθ − r|4
. (101)
Then we have ψr(−θ) = −ψr(θ) and hence:
Reh(r) = 2
∫ pi
−pi
ψr(θ)µˆ(θ) dθ
= 2
∫ pi
0
ψr(θ)(µˆ(θ)− µˆ(−θ)) dθ . (102)
The relation
ψr(θ) = −
1
2
Re
( d
dθ
eiθ + r
eiθ − r
)
implies the formula ∫ pi
0
ψr(θ) dθ =
2r
1− r2
. (103)
Hence we get
1− r2
4r
Reh(r)− (µˆ(0+) − µˆ(0−)) =
1− r2
2r
∫ pi
0
ψr(θ)ε(θ) dθ (104)
where
ε(θ) = (µˆ(θ)− µˆ(0+))− (µˆ(−θ)− µˆ(0−)) .
For every 0 < δ < π we have
lim
r→1−
1− r2
2r
∫ pi
δ
ψr(θ)ε(θ) dθ = 0 . (105)
Now fix some ε > 0. Choose 0 < δ < π such that
|µˆ(±θ)− µˆ(0±)| <
ε
4
and hence |ε(θ)| <
ε
2
for 0 < θ ≤ δ .
Because of (105) we find some 0 ≤ r(ε) < 1 (depending only on δ = δ(ε))
such that for r(ε) ≤ r < 1 we have:∣∣∣1− r2
2r
∫ pi
δ
ψr(θ)ε(θ)
∣∣∣ ≤ ε
2
.
Using (104) and (105) we get the estimate∣∣∣1− r2
4r
Reh(r)− (µˆ(0+)− µˆ(0−))
∣∣∣ ≤ 1− r2
2r
∫ δ
0
ψr(θ)|ε(θ)| dθ +
ε
2
≤
ε
2
1− r2
2r
∫ pi
0
ψr(θ) dθ +
ε
2
= ε .
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The important point here is that ψr(θ) ≥ 0 for 0 ≤ θ ≤ π. The corresponding
assertion does not hold in a similar analysis of the limit behaviour of Imh(r).
This resembles the difference between the Feje´r and the Dirichlet kernel in
the theory of Fourier series. In any case, we have shown that:
lim
r→1−
1− r2
4r
Reh(r) = µˆ(0+)− µˆ(0−) .
Formula (100) and hence the theorem follow. ✷
8 Background on Nevanlinna–Korenblum theory
In this section we review some of Korenblum’s work on generalized Nevanlinna
theory. For our purposes it is necessary to extend parts of [K1], [K2] in a di-
rection suggested by Seip [S] § 1 Remark 3. We also reinterpret the κ-singular
measures of Korenblum as pairs of “κ-thin” mutually singular possibly infinite
positive measures on B(T).
In the following κ will always denote a continuous nondecreasing concave
function κ on [0, 1] with κ(0) = 0 and κ(1) = 1. For real α ≥ 1 and 0 ≤ x ≤ 1
we have:
κ
(x
α
)
= κ
(x
α
+
(
1−
1
α
)
0
)
≥
1
α
κ(x) +
(
1−
1
α
)
κ(0) =
1
α
κ(x) . (106)
Hence κ(x)/x is nonincreasing and in particular κ(x) ≥ x since κ(1) = 1.
Moreover
κ(x+ y) ≤ κ(x) + κ(y) for x, y ≥ 0 with x+ y ≤ 1 (107)
because of (106)
κ(x) + κ(y) ≥
x
x+ y
κ(x+ y) +
y
x+ y
κ(x+ y) = κ(x+ y) .
In [K4] section 4, Korenblum introduced the notion of a premeasure on T with
bounded κ-variation as follows. For an arcC ⊂ T let |C| = λ(C) ∈ [0, 1] be the
normalized arc length of C. For µ ∈ P (T) the κ-variation norm ‖µ‖κ = Varκµ
is defined as
‖µ‖κ = sup
∑
j |µ(Cj)|∑
j κ(|Cj |)
.
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Here the supremum is taken over all finite partitions {Cj} of T into disjoint
arcs. If ‖µ‖κ < ∞ the premeasure µ is said to have bounded κ-variation.
For κ(t) = t one obtains the usual notions of bounded variation and total
variation norm. Note that since
∑
j κ(|Cj |) ≥
∑
j |Cj| = 1 we have
‖µ‖κ ≤ sup
∑
j
|µ(Cj)| .
The premeasure µ may have bounded κ-variation even if its ordinary variation
is infinite. Let Pκ(T) denote the set of all premeasures in P (T) with bounded
κ-variation. It is a Banach space with norm ‖ ‖κ. The distribution Tµ allows
the “integration” of smooth functions on T with respect to µ. More generally,
continuous functions “of bounded κ-norm” can be integrated along µ and
Pκ(T) is the dual of this separable Banach space of functions, c.f. [K4] theorem
5.1.
A premeasure µ is called κ-bounded (from above) if there is a constant aµ ≥ 0
such that
µ(C) ≤ aµκ(|C|) for all arcs C ⊂ T .
A κ-bounded premeasure has κ-bounded variation and Korenblum has proved
that every premeasure µ of bounded κ-variation can be written in the form
µ = µ1−µ2 where µ1 and µ2 are κ-bounded premeasures. They can be chosen
in such a way that we have aµ1 , aµ2 ≤ ‖µ‖κ, see [K4] p. 542. Let P
−
κ (T) ⊂
Pκ(T) be the cone of κ-bounded premeasures and set P+κ (T) = −P−κ (T).
For us the relevant convex functions κ on [0, 1] are given by:
κγ(x) = c
−1
γ
∫ x
0
| log t|γ dt for real γ ≥ 0 .
Here
cγ =
∫ 1
0
| log t|γ dt = Γ(γ + 1) .
We have κγ(0) = 0 and κγ(1) = 1. Moreover κγ is continuous and nonde-
creasing on [0, 1]. On (0, 1] it is C∞ and we have:
κ′′γ(x) = −γc
−1
γ x
−1| log x|γ−1 ≤ 0 .
Thus κγ is concave on [0, 1]. For 0 < x ≤ 1 there is some 0 < ξx < x such
that we have
x−1κγ(x) = c
−1
γ | log ξx|
γ .
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For γ > 0 this implies condition b) on p. 531 of [K4]
lim
x→0+
x−1κγ(x) = +∞ .
For 0 < x < 1 we have:
κ′γ(x
2) = c−1γ | log x
2|γ = 2γκ′γ(x) .
In particular κγ is of type (S) in the sense of [K4] p. 542. For integers γ ≥ 1
partial integration gives:
κγ(x) =
x
γ!
| log x|γ + κγ−1(x) .
Hence for integer γ ≥ 0 we have
κγ(x) = x
γ∑
ν=0
1
ν!
| log x|ν .
For example κ0(x) = x and κ1(x) = x(1 + | log x|) = x log
e
x the Shannon
entropy function.
Proposition 27 For 0 ≤ δ < γ we have κδ(x) ≤ κγ(x) for 0 ≤ x ≤ 1 with
strict inequality for 0 < x < 1.
Proof It suffices to show that for 0 < x < 1 we have:∫ 1
0
| log t|δ dt
∫ x
0
| log t|γ dt >
∫ 1
0
| log t|γ dt
∫ x
0
| log t|δ dt ,
or equivalently∫
(| log x|,∞)×(0,| log x|)
e−(y1+y2)(yγ1y
δ
2 − y
δ
1y
γ
2 )dλ(y1, y2) > 0 .
On U = (| log x|,∞)× (0, | log x|) we have 0 < y2 < y1. Hence
yγ1y
δ
2 − y
δ
1y
γ
2 = y
γ+δ
2
((y1
y2
)γ
−
(y1
y2
)δ)
is positive and it follows that D > 0. ✷
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For γ = 0 the set P+κ0(T) consists of all premeasures µ with µ(C) ≥ −aµ|C|
for some aµ ≥ 0 and all arcs C. Hence the following map is surjective:
ω :M+(T)։ P+κ0(T) with ω(µ
′) = µ′ − µ′(T)λ . (108)
Being real the premeasures µ = ω(µ′) ∈ P+κ0(T) are in bijection with their
Herglotz-transforms hµ = hµ′ − µ
′(T) = hµ′ − hµ′(0). Mapping µ to hµ we
thus get a bijection:
P+κ0(T)
∼
−→ {h ∈ O(D) |h(0) = 0 and Reh ≥ c for some c} . (109)
Note that c = ch ≤ 0 since h(0) = 0 and c < 0 unless h = 0 since a non-
constant holomorphic map is open.
In [K4] 5.3 Theorem, Korenblum has generalized this bijection to κ-bounded
premeasures for more general convex functions κ than κ0. The proof has not
been published but it runs along the same lines at the one for κ = κ1 which can
be found in [K1] 5.2 Theorem 3 or [HKZ] Theorem 7.4. For the case κ = κγ
his result is stated below. For γ ≥ 0 let O−κγ be the class of holomorphic
functions h ∈ O = O(D) with h(0) = 0 which satisfy an estimate of the form
Reh(z) ≤ c| log(1− |z|)|γ for
1
2
≤ |z| < 1 . (110)
Here c ∈ R is a constant depending on h. Note that Oκγ = O−κγ − O
−
κγ is a
real sub-vectorspace of O.
Theorem 28 (Korenblum) For every γ ≥ 0 the Herglotz transform µ 7→
hµ gives a bijection P
−
κγ (T)
∼
−→ O−κγ and an isomorphism of R-vector spaces
Pκγ (T)
∼
−→ Oκγ .
Formula [K4] (5.3.5) gives a way to recover µ from hµ. A related possibility
is to use formula (88).
Let Aγ be the C-algebra of analytic functions f ∈ O which satisfy an estimate
of the following form where af ≥ 0 and rf ≥ 0 are constants
|f(z)| ≤ af exp(rf | log(1− |z|)|
γ) for z ∈ D . (111)
Then A0 = H
∞(D) and A1 = A
−∞ is the class studied in [K1], [K2]. Works
dealing with Aγ are for example [BL], [K4], [S]. Note that
A1γ := expO
−
κγ = {f ∈ Aγ | f(0) = 1 and f(z) 6= 0 for all z ∈ D} .
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Let Nγ be the algebra of functions f ∈ O that can be written in the form
f = g1g
−1
2 with g1, g2 ∈ Aγ where g2 has no zeroes. Thus N0 = N is the
Nevanlinna class. We set
N 1γ := expOκγ = {f ∈ N
×
γ | f(0) = 1} = {g1/g2 | gi ∈ A
1
γ} .
In this multiplicative setting Korenblum’s theorem 28 amounts to the follow-
ing bijections for γ ≥ 0, given by mapping µ to fµ = exp(−hµ):
P+κγ (T)
∼
−→ A1γ and Pκγ (T)
∼
−→ N 1γ . (112)
Using theorem 25 it follows that A(f) exists for every function f ∈ N 1γ . Let
N 1γ,c be the subgroup of atomless functions and define A
1
γ,c accordingly.
Starting with the work of Korenblum on A1, the Blaschke condition has been
generalized to all the spaces Aγ for γ ≥ 0 c.f. [S]. Not only the absolute
values but also the arguments of the zeroes enter the conditions if γ > 0. For
the absolute values one has a necessary condition which follows from theorem
1.1, remark 2 and the proof of lemma 3.2, all from [S].
Theorem 29 (Seip) Let ρ : D → Z≥0 be a map. If a function f ∈ Aγ exists
with ordzf = ρ(z) for all z ∈ D then there are constants c1, c2 ≥ 0 such that
for all 1/2 ≤ r < 1 we have∑
|z|≤r
(1− |z|)ρ(z) ≤ c1| log(1− r)|
γ + c2 .
We now review the theory of the singular measure attached to a premeasure
of κ-bounded variation c.f. [K1] 4.3, [K2] § 1 and [K4] § 4. The κ-entropy of
a finite set ∅ 6= E ⊂ T is defined to be
κ(E) =
∑
I
κ(|I|) . (113)
Here the arcs I are the connected components of T \ E. Note that since
κ(x) ≥ x we have κ(E) ≥ 1. One sets κ(∅) = 0. The definition is extended to
arbitrary closed sets ∅ 6= E ⊂ T by setting
κ(E) = sup{κ(E1) |E1 ⊂ E finite} ∈ [1,∞] . (114)
Formula (113) remains true for any closed subset ∅ 6= E ⊂ T with λ(E) = 0.
To see this one uses an approximation argument and the inequality∑
i
κ(|Ii|) ≥ κ(|J |) .
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Here J is an arc and {Ii} is an at most countable family of pairwise disjoint
arcs with ∐
i
Ii ⊂ J and
∑
i
|Ii| = |J | .
For closed sets E ⊂ E′ we have κ(E) ≤ κ(E′). For closed E 6= ∅ there is the
formula
κ(E) =
∫
T
κ′(dist(ζ,E))λ(ζ) . (115)
Here dist(ζ, η) is the length of the shorter arc between ζ, η ∈ T normalized by
dist(1,−1) = 1. Moreover
dist(ζ,E) = inf{dist(ζ, η) | η ∈ E} .
The definition of the derivative κ′ ≥ 0 for general κ is given in [K4] 2.3. We
are only interested in the case where κ is differentiable in (0, 1] and we set
κ′(0) = limx→0+ x
−1κ(x) ≤ ∞. In particular for γ ≥ 0 and closed ∅ 6= E ⊂ T
one has
κγ(E) = Γ(γ + 1)
−1
∫
T
| log(dist(ζ,E))|γ dλ(ζ) . (116)
Premeasures µ ∈ Pκ(T) can be extended σ-additively to more general open
and closed subsets of T than just finite disjoint unions of arcs. For an open
set U ⊂ T with κ(∂U) <∞ the series
µ(U) :=
∑
J
µ(J)
over the connected components J of U is absolutely convergent. The J ’s are
(open) arcs and hence µ(J) is defined.
For a closed set F ⊂ T with κ(∂F ) <∞ set
µ(F ) := −µ(T \ F ) . (117)
Note that µ(T) = 0 by definition of a premeasure. One has the inequality
|µ(F )| = |µ(T \ F )| ≤
1
2
‖µ‖κκ(∂F ) . (118)
The closed sets E ⊂ T with λ(E) = 0 and κ(E) < ∞ are called κ-Carleson
sets. As noted above we have κ(E) =
∑
κ(|I|) if T \ E =
∐
I is the decom-
position into connected components and E 6= ∅. Closed subsets of κ-Carleson
sets are again κ-Carleson sets. Let Fκ be the set of κ-Carleson sets. Accord-
ing to (117), µ extends to a function on Fκ. If κ
′(0) = +∞ as for κ = κγ with
γ > 0 the condition κ(E) < ∞ already implies that λ(E) = 0. This follows
from equation (115).
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Example 30 For the 3-adic Cantor set E ⊂ T we have
κ(E) =
∞∑
n=1
2n−1κ(3−n) .
Hence E is a κγ-Carleson set for every γ ≥ 0. Note that we have ϕ3(E) ⊂ E.
For 0 < α < 1 consider the function κα(x) = xα. Then E is a κα-Carleson
set if and only if α > log 2/ log 3 the Hausdorff dimension of E. Similar facts
hold for any integer N ≥ 2 instead of N = 3. Thus for s = 1 there are
non-empty closed subsets E ⊂ T with SE ⊂ E which are κγ-Carleson sets for
any γ ≥ 0. For s ≥ 2 on the other hand every non-empty closed subset E ⊂ T
with SE ⊂ E is equal to T by a theorem of Furstenberg [F]. In particular
there are no (forward) S-invariant κ-Carleson sets for any κ if s ≥ 2.
Let Bκ ⊃ Fκ be the set of all Borel sets B ⊂ T with B ∈ Fκ. Clearly Bκ is
the union of all Borel algebras B(E) for E ∈ Fκ. A κ-singular measure is a
function σ : Bκ → R such that:
1) σE = σ |B(E) is a finite real measure on B(E) for every κ-Carleson set E.
2) There is a constant c = cσ ≥ 0 such that
|σ(F )| ≤ cκ(F ) for every F ∈ Fκ .
By the uniqueness of the Jordan decomposition, the total variation measures
|σE | glue to a κ-singular measure denoted by |σ| with c|σ| ≤ 2cσ. The usual
norms ‖σE‖ = |σE |(E) may be unbounded as E varies.
Let Mκ(T) denote the real vector space of κ-singular measures. It becomes a
Banach space with norm ‖σ‖κ the infimum of the constants c|σ| in the above
estimate. Let M+κ (T) be the cone of κ-singular measures σ with σ
E ≥ 0 i.e.
σE ∈ M+(E) for all E ∈ Fκ. Any σ ∈ Mκ(T) has a unique decomposition
σ = σ+ − σ− with σ± ∈ M
+
κ (T) singular to each other i.e. such that all
σE+ and σ
E
− are mutually singular for E ∈ Fκ. We have σ± = (σ
E
±) and
|σ| = σ+ + σ−. Any finite positive measure on the Borel algebra of a locally
compact Hausdorff space with a countable basis of the topology is regular,
c.f. [E] VIII 1.12 Korollar. In particular for σ ∈ M+κ (T) the Borel measures
σE on E are regular for E ∈ Fκ.
Theorem 31 (Korenblum) For µ ∈ Pκ(T) there is a unique extension of
µ |Fκ to a κ-singular measure µs : Bκ → R. For µ ∈ P+κ (T) we have µs ∈
M+κ (T). On the other hand there is an absolute constant A > 0 such that for
every σ ∈M+κ (T) there is a µ ∈ P+κ (T) with µs = σ and ‖µs‖κ ≤ A‖σ‖κ.
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Proof The uniqueness is clear since µEs (F ) = µ(F ) for all closed subsets F
of a given κ-Carleson set E and these F form a ∩-stable generator of B(E).
For κ = κ1, Korenblum proves the existence of µs and its properties in [K1]
4.3. Theorem 6 and Corollary and [K2] Theorem 2.3. The proof generalizes
without changes to general κ. ✷
For µ ∈ Pκ(T) we have |µs(F )| ≤ 12‖µ‖κκ(F ) for F ∈ Fκ by (118). Hence
‖µs‖κ ≤
1
2‖µ‖κ and therefore the linear map of Banach spaces
s : Pκ(T) −→Mκ(T) sending µ to µs
is continuous. Since Mκ(T) = M+κ (T) −M+κ (T) it follows from the theorem
that s is surjective.
Remark 32 The composition
M+(T) ω // // P+κ0(T)
  // P+κ (T)
s //M+κ (T)
sends µ′ to µ′ |Bκ = µ
′
sing |Bκ . Here ω(µ
′) = µ′ − µ′(T)λ is the map (108).
The next fact follows from proposition 27.
Proposition 33 For 0 ≤ δ ≤ γ the inclusion Bκγ ⊂ Bκδ induces a bounded
linear restriction operator
resδ,γ :Mκδ(T) −→Mκγ (T) with ‖resδ,γ‖ ≤ 1 .
It maps M+κδ(T) to M
+
κγ (T).
The next theorem of Korenblum [K2] Theorem 2.2 asserts that any κ-singular
measure is concentrated on a countable union of κ-Carleson sets. He proves
the statement for κ = κ1 but again it is valid in general.
Theorem 34 (Korenblum) For σ ∈ Mκ(T) there is a sequence F1 ⊂ F2 ⊂
. . . in Fκ such that for every F ∈ Fκ we have
σ(F ) = lim
ν→∞
σ(F ∩ Fν) and |σ|(F ) = lim
ν→∞
|σ|(F ∩ Fν) .
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Corollary 35 In the situation of the theorem we have
σ(B) = lim
ν→∞
σ(B ∩ Fν)
for every B ∈ B(E) with E ∈ Fκ.
Proof We may assume that σ ∈ M+κ (T). The finite Borel measure σE =
σ |B(E) is regular as pointed out above. In particular we have
σ(B) = sup
K⊂B
σ(K)
where K ranges over all compact subsets of B. Since K ⊂ E is closed we have
K ∈ Fκ and hence theorem 34 gives
σ(K) = sup
ν≥1
σ(K ∩ Fν) .
On the other hand, since K ∩Fν ranges over all compact subsets of B ∩Fν if
K varies over the compact subsets of B we get by regularity:
σ(B ∩ Fν) = sup
K⊂B
σ(K ∩ Fν) .
Hence we find:
σ(B) = sup
K⊂B
sup
ν≥1
σ(K ∩ Fν)
= sup
ν≥1
sup
K⊂B
σ(K ∩ Fν)
= sup
ν≥1
σ(B ∩ Fν)
= lim
ν→0
σ(B ∩ Fν) .
✷
Definition 36 A possibly infinite positive measure σ˜ ≥ 0 on B(T) is called
κ-thin if the following conditions hold:
i) There is a sequence F1 ⊂ F2 ⊂ . . . in Fκ such that for every Borel set
B ⊂ T we have:
σ˜(B) = lim
ν→∞
σ˜(B ∩ Fν) .
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Equivalently, σ˜ is of the form σ˜ = i∗σ˜G where σ˜G ≥ 0 is a measure on B(G)
for G =
⋃
ν≥1 Fν and i : G →֒ T is the inclusion.
ii) There is a constant c = cσ˜ ≥ 0 such that
|σ˜(F )| ≤ cκ(F ) for all F ∈ Fκ .
The real cone of such measures is denoted by M˜+κ (T).
Any κ-thin measure σ˜ on T is σ-finite and singular with respect to Lebesgue
measure. Note here that the sets Bν = (T \ G) ∪ Fν form a countable Borel
exhaustion of T with σ˜(Bν) < ∞. In proposition 48 below we will see that
many ergodic measures on T are κ-thin.
Theorem 37 Every σ ∈ M+κ (T) has a unique extension σ˜ to a κ-thin mea-
sure σ˜ ≥ 0 on T. The measure σ˜ is finite if and only if there is a constant
c ≥ 0 with σ(F ) ≤ c for all F ∈ Fκ. In this case we have σ˜(T) ≤ c. The
restriction of a κ-thin measure σ˜ on B(T) to Bκ defines a κ-singular measure
σ = σ˜ |Bκ in M
+
κ (T).
Proof Choose a sequence F1 ⊂ F2 ⊂ . . . in Fκ for σ as in theorem 34 and
set G =
⋃
ν≥1 Fν . Then σ defines a σ-additive and σ-finite positive content
σ |E on the ring E =
⋃
ν≥1 B(Fν) in G. The σ-algebra generated by E in G is
B(G). Hence σ |E has a unique extension to a σ-finite measure σ˜G on G, c.f.
[E] II Korollar 5.7. We set σ˜ = i∗σ˜G where i : G →֒ T is the inclusion. For
F ∈ Fκ we have
σ˜(F ) = σ˜G(F ∩G) = lim
ν→∞
σ˜G(F ∩ Fν) since σ˜G is a measure
= lim
ν→∞
σ(F ∩ Fν) since σ˜G = σ on B(Fν) ⊂ E
= σ(F ) by theorem 34.
It follows that σ˜ is a κ-thin measure on T. Moreover we have σ˜ |Fκ = σ |Fκ
and therefore σ˜ |Bκ = σ by the uniqueness assertion in theorem 31.
Now let σ˜′ be another κ-thin extension of σ. Choose a sequence F ′1 ⊂ F
′
2 ⊂ . . .
in Fκ such that
σ˜′(B) = lim
ν→∞
σ˜′(B ∩ F ′ν) for Borel sets B ⊂ T .
54
Set G′ =
⋃
ν≥1 F
′
ν . For B ⊂ T Borel we have:
σ˜′(B) = lim
ν→∞
σ˜′(B ∩ F ′ν)
= lim
ν→∞
σ(B ∩ F ′ν) since B ∩ F
′
ν ∈ Bκ .
Applying corollary 35 to the Borel set B ∩ F ′ν in E = F
′
ν we get
σ(B ∩ F ′ν) = limn→∞
σ(B ∩ F ′ν ∩ Fn)
and hence
σ˜′(B) = lim
ν→∞
lim
n→∞
σ(B ∩ F ′ν ∩ Fn) .
Similarly
σ˜(B) = lim
n→∞
lim
ν→∞
σ(B ∩ F ′ν ∩ Fn) .
This implies σ˜′(B) = σ˜(B) since both double limits are equal to σ˜(B∩G′∩G).
Their equality also follows from monotonicity replacing lim’s by sup’s.
Thus the extension of σ to a κ-thin measure σ˜ on B(T) is unique. If there is
a constant c ≥ 0 with σ(F ) ≤ c for all F ∈ Fκ then σ˜(T) = supν≥1 σ˜(Fν) =
supν≥1 σ(Fν) ≤ c as well. If on the other hand σ˜ is finite, then
σ(F ) = σ˜(F ) ≤ σ˜(T) <∞ for all F ∈ Fκ .
The last assertion follows from the definitions. ✷
Remark 38 By the theorem the restriction map M˜+κ (T)
∼
−→ M+κ (T) is an
isomorphism. The additive monoid M˜+κ (T) has the cancellation property
since M+κ (T) has this property. Hence its Grothendieck group
M˜κ(T) := K0(M˜+κ (T))
is the set of equivalence classes [µ1, µ2] of pairs (µ1, µ2) with µ1, µ2 ∈ M˜
+
κ (T)
where (µ1, µ2) ∼ (µ
′
1, µ
′
2) if and only if µ1 + µ
′
2 = µ2 + µ
′
1. The addition is
defined componentwise. The natural map
M˜+κ (T) →֒ M˜κ(T)
sending µ to [µ, 0] is injective. The group M˜κ(T) is ordered with M˜+κ (T) being
the set of non-negative elements. Thus we have
[µ1, µ2] ≥ 0 if and only if µ1 = µ2 + µ for some µ ∈ M˜
+
κ (T) .
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With theR-operation defined by λ[µ1, µ2] = [λµ1, λµ2] for λ ≥ 0 and λ[µ1, µ2] =
[|λ|µ2, |λ|µ1] for λ < 0 the group M˜κ(T) becomes an R-vector space and the
natural map M˜κ(T)→Mκ(T) sending [µ1, µ2] to µ1 |Bκ − µ2 |Bκ is an isomor-
phism of real vector spaces. We define a Banach space structure on M˜κ(T)
such that this isomorphism becomes an isometry.
As an example, we discuss the case κ = κ0:
Proposition 39 We have M˜+κ0(T) = M
+(T)sing and M˜κ0(T) = M(T)sing.
The natural restriction map
s :M(T) −→Mκ0(T) ∼= M˜κ0(T) =M(T)sing
sends a measure µ to its singular part, s(µ) = µsing in the canonical decom-
position µ = µa + µsing where µa ≪ λ and µsing ⊥ λ.
Proof For every finite set E 6= ∅ we have κ0(E) = 1. By definition (114)
the same is true for any closed set F 6= ∅. By definition Fκ0 thus consists
of the closed Lebesgue null sets in T. By definition 36 and theorem 37 the
positive κ0-thin measures are the bounded measures on B(T) for which a set
of full measure G =
⋃∞
ν=1 Fν exists with F1 ⊂ F2 ⊂ . . . a sequence of closed
Lebesgue null sets. Hence M˜+κ0(T) ⊂ M
+(T)sing. On the other hand, every
measure µ ∈ M+(T)sing is regular. Choose a Borel set G with λ(G) = 0 and
µ(T) = µ(G). We have
µ(G) = sup
K⊂G
µ(K)
where K ranges over the compact subsets of G. Hence there exists a sequence
K1 ⊂ K2 ⊂ . . . with Kν ⊂ G and hence λ(Kν) = 0 such that
µ(T) = lim
ν→∞
µ(Kν) .
Thus condition i) in definition 36 is satisfied, ii) being clear by the above.
This shows the reverse inclusion M+(T)sing ⊂ M˜+κ0(T). In particular µsing ∈
M+(T)sing = M˜+κ0(T) is the unique (c.f. theorem 37) extension of µsing |Bκ0 to
a positive κ0-thin measure on T. Hence we have µsing = s(µsing) and therefore
µsing = s(µ) because s(µa) = 0. The extension to real measures follows. ✷
Notation 40 By Mκ+(T) we denote the set of measures µ ∈ M
+(T) which
satisfy condition i) in definition 36. We set
Mκ(T) = {µ− µ(T)λ |µ = µ1 − µ2 for some µ1, µ2 ∈Mκ+(T)} .
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This is compatible with the previous definition of Mκ0(T) in (68). We may
view Mκ+(T) ⊂ M˜
+
κ (T) as the set of positive bounded κ-thin measures. Note
that the canonical linear map
Mκ(T) →֒Mκ(T) ∼= M˜κ(T) , σ 7−→ σs 7−→ σ˜s
is injective.
We finally discuss the relation between cyclicity and κ-singular measures.
Recall the C-algebra Aγ defined using (111). For R > 0 let Aγ(R) ⊂ Aγ be
the set of holomorphic functions f on D with
‖f‖Aγ(R) := sup
z∈D
|f(z)| exp(−R| log(1− |z|)|γ) <∞ .
With this norm, Aγ(R) becomes a Banach space and for R1 < R2 the inclusion
Aγ(R1) →֒ Aγ(R2) is continuous. Choose a sequence R1 < R2 < . . . with
limν→∞Rν = ∞ and give Aγ the locally convex inductive limit topology.
This is the finest locally convex topology such that all inclusion Aγ(Rν) →֒ Aγ
become continuous. It exists and is Hausdorff because the topology of uniform
convergence on compact subsets of D is a Hausdorff locally convex topology
on Aγ for which all inclusions Aγ(R) →֒ Aγ are continuous. The inductive
limit topology on Aγ does not depend on the choice of the sequence (Rν).
The Hausdorff LB-space Aγ is in addition a unital topological algebra. A
sequence (fn) in Aγ converges if and only if there is some R > 0 such that all
fn are in Aγ(R) and (fn) converges in Aγ(R). An element f ∈ Aγ is called
cyclic if fAγ is dense in Aγ . For γ = 0 this topology on A0 = H
∞(D) is the
usual one on H∞(D).
According to (112) every f ∈ A1γ is of the form f = fµ = exp(−hµ) for a
uniquely determined premeasure µ ∈ P+κγ (T). Let σf = µs ∈ M
+
κγ (T) denote
the corresponding κγ-singular measure. The following result is a special case
of [K2] Corollary 1.1.1:
Theorem 41 (Korenblum) An element f ∈ A11 is cyclic in A1 if and only
if σf = 0.
I have no doubt that similar methods as the ones used in [K2] will give the
corresponding statement for A1γ for every γ > 0. Since I have no reference
and the argument is not so short I will state this only as a conjecture:
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Conjecture 42 For γ > 0 an element f ∈ A1γ is cyclic in Aγ if and only if
σf = 0.
Let g be a singular inner function on D corresponding to an ordinary singular
measure µg ∈M
+(T)sing. Then f = g/g(0) ∈ A1γ corresponds to the premea-
sure (in fact a measure) µ = ω(µg) = µg − µg(T)λ. According to remark 32
we have σf = µg |Bκγ . For γ > 0, conjecture 42 if true would therefore tell
us that g was cyclic in Aγ if and only if µg vanished on the κγ-Carleson sets.
For γ = 1 this is true by theorem 41.
In fact a more precise result holds [K3]. Let A01(n) be the subspace of A1(n)
consisting of functions f with
max
|z|=r
|f(z)|(1 − |z|)n → 0 for r → 1− .
The space P = C[z] of polynomials is dense in A01(n) for every n ≥ 1 and
f ∈ A01(n) is called cyclic in A
0
1(n) if fP is dense in A
0
1(n).
Theorem 43 (Korenblum) Consider a singular inner function g with cor-
responding singular measure µg ∈ M
+(T). Then the following assertions are
equivalent:
a) µg vanishes on κ1-Carleson sets i.e. µg |Bκ1 = 0
b) g is cyclic in any and hence all of the spaces A1 and A
0
1(n) for n ≥ 1.
9 Compatibilities with actions
In this section we discuss left and right S-actions on the objects discussed in
the last section. Here S is the monoid introduced in the beginning of section
5. As before κ is a continuous nondecreasing concave function on [0, 1] with
κ(0) = 0 and κ(1) = 1. For α ≥ 1 we have the estimates
κ(x) ≤ ακ
(x
α
)
≤ ακ(x) for all 0 ≤ x ≤ 1 . (119)
For κγ we also have an estimate for γ ≥ 0, α ≥ 1 and 0 ≤ x ≤ 1
ακγ
(x
α
)
≤ 2γκγ(x)(1 + c
−1
γ (log α)
γ)
where cγ = Γ(γ + 1)
−1.
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Proposition 44 Consider an integer N ≥ 1 and an element ζ ∈ T.
a) The maps [ζ]∗, ϕN∗ and ϕ
∗
N on the space of premeasures P (T) respect Pκ(T)
and P±κ (T). For µ ∈ Pκ(T) we have
‖[ζ]∗µ‖κ = ‖µ‖κ
‖ϕN∗µ‖κ ≤ N‖µ‖κ
‖ϕ∗Nµ‖κ ≤ 2N‖µ‖κ
For µ ∈ P−κ (T) with µ(C) ≤ aµκ(|C|) for arcs C we have:
([ζ]∗µ)(C) ≤ aµκ(|C|)
(ϕN∗µ)(C) ≤ Naµκ(|C|)
(ϕ∗Nµ)(C) ≤ 2Naµκ(|C|)
b) For E ∈ Fκ we have ϕ
−1
N (E) ∈ Fκ and ϕN (E) ∈ Fκ. For B ∈ Bκ we have
[ζ]−1(B), ϕ−1N (B), ϕN (B ∩ Ik) ∈ Bκ for every 0 ≤ k ≤ N − 1. Here Ik is the
arc Ik = [
2pik
N ,
2pi(k+1)
N ). In particular, for any map µ : Bκ → C we can define
([ζ]∗µ)(B) = µ([ζ]
−1(B)), (ϕN∗µ)(B) = µ(ϕ
−1
N (B)) and ϕ
∗
Nµ =
1
N
∑N−1
k=0 µk
with µk(B) = µ(ϕN (B ∩ Ik)). These operations leave Mκ(T) and M±κ (T)
invariant and if |µ(F )| ≤ cµκ(F ) for all F ∈ Fκ we have the estimates
|([ζ]∗µ)(F )| ≤ cµκ(F )
|(ϕN∗µ)(F )| ≤ Ncµκ(F )
|(ϕ∗Nµ)(F )| ≤ (2N + 1)cµκ(F )
c) The operations [ζ]∗, ϕN∗ and ϕ
∗
N on the space of possibly unbounded positive
measures on B(T) leave M˜±κ (T) invariant and hence induce operations on
M˜κ(T) = K0(M˜+κ (T)).
d) The usual formulas ϕNµ = ϕN∗µ, [ζ]µ = [ζ]∗µ and µϕN = ϕ
∗
N (µ), ϕ[ζ] =
[ζ−1]∗µ define left and right S-actions on Pκ(T), P±κ (T),Mκ(T),M±κ (T) and
M˜κ(T), M˜±κ (T). In addition the following relations hold on theses spaces:
ϕN∗ϕ
∗
N = id , ϕ
∗
NϕN∗ = N
−1TrN , ϕ
∗
NϕM∗ = ϕM∗ϕ
∗
N if (N,M) = 1 .
Proof All assertions involving [ζ] are clear since [ζ] preserves arc-length. For
a closed subset ∅ 6= E ⊂ T with λ(E) = 0 and decomposition into connected
components T \ E =
∐
I I we have κ(E) =
∑
I κ(|I|). For an open arc I $ T
the inverse image ϕ−1N (I) decomposes into N disjoint open arcs of length |I|/N
each. The estimate (119) therefore gives:
κ(E) ≤ κ(ϕ−1N (E)) =
∑
I
Nκ(|I|/N) ≤ Nκ(E) . (120)
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In particular ϕ−1N (E) is a κ-Carleson set for any E ∈ Fκ. For B ∈ Bκ we
have ϕ−1N (B) ⊂ ϕ
−1
N (B). Hence ϕ
−1
N (B) ∈ Fκ and therefore ϕ
−1
N (B) ∈ Bκ.
Moreover for µ ∈ Mκ(T) with |µ(F )| ≤ cµ(F ) for F ∈ Fκ formula (120)
implies:
|(ϕN∗µ)(F )| = |µ(ϕ
−1
N (F ))| ≤ cµκ(ϕ
−1
N (F )) ≤ Ncµκ(F ) .
In particular ϕN∗µ ∈ Mκ(T). This settles the assertion about ϕ−1N (B) and
ϕN∗µ in b) The proofs of the assertions about ϕN∗µ in a) and c) are similar
since for any arc C ⊂ T the inverse image ϕ−1N (C) decomposes into N disjoint
arcs of length |C|/N . For B ∈ Bκ we have B ∈ Fκ and since B ∩ Ik is
compact:
ϕN (B ∩ Ik) ⊂ ϕN (B ∩ Ik) ⊂ ϕN (B ∩ Ik) . (121)
In order to show that ϕN (B ∩ Ik) ∈ Bκ it therefore suffices to show that for
any ∅ 6= E ∈ Fκ we have ϕN (E ∩ Ik) ∈ Fκ as well. It is clear that ϕN (E ∩ Ik)
is a closed Lebesgue zero set. Writing T\E =
∐
I as above a short calculation
shows
T \ ϕN (E ∩ Ik) =
∐
I
ϕN (I ∩
◦
Ik) (∪˙{1}) . (122)
Here {1} is added if and only if 2πkN−1 /∈ E and 2π(k + 1)N−1 /∈ E. The
disjoint and possibly empty open sets ϕN (I∩
◦
I) do not contain {1}. The open
set I ∩
◦
Ik is either an open arc J or the disjoint union of two open arcs J
′ and
J ′′. In the latter case by convexity we have
κ(|ϕN (J
′)|) + κ(|ϕN (J
′′)|) ≤ 2κ(|ϕN (I ∩
◦
Ik)| . (123)
Letting {J} denote the set of connected components of the sets ϕN (I ∩
◦
Ik)
for varying I we therefore get:
∑
J
κ(|ϕN (J)|)
(123)
≤ 2
∑
I
κ(|ϕN (I ∩
◦
Ik)| = 2
∑
I
κ(N |I ∩
◦
Ik|)
(119)
≤ 2N
∑
I
κ(|I ∩
◦
Ik|) ≤ 2N
∑
I
κ(|I|)
= 2Nκ(E) . (124)
We have
T \ ϕN (E ∩ Ik) =
∐
J
ϕN (J)(∪˙{1}) . (125)
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In the case where {1} is added to the right hand side in the equation, the union∐
J ϕN (J) must contain a pointed neighborhood of 1 since T \ ϕN (E ∩ Ik) is
open. Hence the effect of joining {1} consists of joining two adjacent intervalls
ϕN (J
′) and ϕN (J
′′) to one interval whose length is the sum of both. By
subadditivity (107) of κ we get in this case
κ(|joined intervall|) ≤ κ(|ϕN (J
′)|) + κ(|ϕN (J
′′)|) . (126)
Hence we find:
κ(|ϕN (E ∩ Ik)|) ≤
∑
J
κ(|ϕN (J)|) by (125) and (126)
≤ 2Nκ(E) by (124).
Note that if |I| ≤ 1/N for all I, the factor 2 in this inequality an be omitted
since in this case I∩
◦
Ik is always connected. Hence ϕN (E∩Ik) is a κ-Carleson
set. For µ ∈Mκ(T) and F ∈ Fκ we have:
µk(F ) = µ(ϕN (F ∩ Ik)) = µ(ϕN (F ∩ Ik))
unless 2π(k+1)N−1 ∈ F and 2πkN−1 /∈ F . In the latter case firstly we have
µk(F ) = µ(ϕN (F ∩ Ik))− µ({1}) .
Secondly κ(F ) ≥ 1 since F 6= ∅ and therefore
|µ({1})| ≤ cµκ({1}) = cµ ≤ cµκ(F ) .
Hence in all cases the following estimate holds:
|µk(F )| ≤ |µ(ϕN (F ∩ Ik))|+ cµκ(F )
≤ cµκ(ϕN (F ∩ Ik)) + cµκ(F )
≤ (2N + 1)cµκ(F ) .
In particular µk is inMκ(T). The assertions about ϕ∗Nµ in b) are an immediate
consequence. The proofs of the claims about ϕ∗Nµ in a) and c) use similar
arguments. Finally d) results from a straightforward computation. ✷
Remark 45 A κ-singular measure µ ∈Mκ(T) satisfies N∗µ = µ if and only if
N∗(µ
N−1E) = µE for every E ∈ Fκ. Here N is viewed as a map ϕ
−1
N (E)→ E.
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We set Pκ,c(T) = Pκ(T) ∩ Pc(T) the space of atomless premeasures of κ-
bounded variation, and similarly for P±κ,c(T). A κ-singular measure σ ∈Mκ(T)
is called atomless if σE has no atoms for every E ∈ Fκ. Let Mκ,c(T) and
M±κ,c(T) denote the corresponding spaces.
Let M˜+κ,c(T) be the space of atomless κ-thin measures and set M˜κ,c(T) :=
K0(M˜
+
κ,c(T)) ⊂ M˜κ(T). All these subspaces are left- and right S-invariant.
Corollary 46 The natural maps
P±κ (T)
s
−→M±κ (T)
∼
−→ M˜±κ (T)
and
Pκ(T)
s
−→Mκ(T)
∼
−→ M˜κ(T)
and
M+(T) ω // // P+κ0(T)
  // P+κ (T)
s //M+κ (T) (c.f. remark 32)
are left and right S-equivariant. The same is true for the corresponding maps
between the atomless versions of these spaces.
Proposition 47 a) For γ ≥ 0 the left and right S-actions on O1 respect
A1γ ,N
1
γ and their atomless versions A
1
γ,c and N
1
γ,c. In addition the following
relations hold on O1.
N∗N
∗ = id, N∗N∗ = N
−1TrN , N
∗M∗ =M∗N
∗ if (N,M) = 1 .
b) The map P (T) → O1, µ 7→ fµ = exp(−hµ) is left and right S-equivariant.
Hence the same is true of the isomorphisms (112)
P+κγ (T)
∼
−→ A1γ and Pκγ (T)
∼
−→ N 1γ
and their atomless versions
P+κγ ,c(T)
∼
−→ A1γ,c and Pκγ ,c(T)
∼
−→ N 1γ,c .
Proof a) The first assertion follows from elementary estimates.
b) This follows mainly from equations (92) and (93). ✷
We close this section with a relation between ergodic and κ-thin measures.
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Proposition 48 An S-invariant ergodic measure µ ∈M+(T) with µ(F ) > 0
for some κ-Carleson set F is κ-thin i.e. µ ∈ M˜+κ (T).
Proof Since S is abelian, the Borel set G =
⋃
s,t∈S(s
−1(t(F )) satisfies u−1G =
G for all u ∈ S. We have µ(G) ≥ µ(F ) > 0 and hence µ(G) = µ(T) since µ is
S-ergodic. The sets s−1t(F ) are in Fκ by proposition 44 b). Hence condition
i) in definition 36 is satisfied. Condition ii) holds because µ is bounded and
κ(F ) ≥ 1 for every κ-Carleson set F 6= ∅. ✷
10 On the image of ΨS
In lemma 14 we have seen that ΨS(α) =
∏
N∈S N
∗α converges locally uni-
formly to a holomorphic function in D for any α ∈ O× with α(0) = 1. The
next result gives more information if in addition α ∈ H∞(D) or α ∈ N . As
usual s denotes the number of generators of S.
Theorem 49 a) For α ∈ O× ∩H∞(D) with α(0) = 1 we have ΨS(α) ∈ A
1
s.
For α ∈ N 1 we have ΨS(α) ∈ N
1
s and α is atomless if and only if ΨS(α) is
atomless.
b) In proposition 16, we have:
ΨSZ(S,N
1) ⊂ H0(S,N 1s ) =
{
f ∈ N 1s | f(z
N )N =
∏
ζN=1
f(ζz) for N ∈ S
}
.
The function α ∈ Z(S,N 1) is atomless if and only if ΨS(α) is atomless.
Proof Part b) is an immediate consequence of part a). As for a), if we
have shown that ΨS(α) ∈ N
1
s then the assertion about atoms follows from
proposition 19 together with theorem 25. Note here that for every premeasure
µ there is a constant A > 0 with |µ(C)| ≤ A for all arcs C, c.f. the remark
before proposition 22. Hence it suffices to prove the first claim of a). Writing
α ∈ O× ∩H∞(D) in the form α = exph with h ∈ O and h(0) = 0 we have to
show that the function ∑
N∈S
N∗h lies in O−κs . (127)
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We first need a simple estimate for Reh. Writing α(z) = 1 + zr(z) it follows
that r ∈ O(D) is bounded as well. Hence we have |α(z)| ≤ 1 + a|z| for some
a ≥ 0 and therefore
Reh(z) ≤ log(1 + a|z|) for z ∈ D .
Hence we get
Re
∑
N∈S
N∗h = Re
∑
N∈S
h(zN )
≤
∑
N∈S
log(1 + a|z|N ) . (128)
In order to estimate this series we use the following version of summation by
parts. Consider a function ϕ on the integers n ≥ 1 and a C1-function ψ on
[1,∞). For x ≥ 1 we set Mϕ(x) =
∑
n≤x ϕ(n). Then we have
∑
n≤x
ϕ(n)ψ(n) =Mϕ(x)ψ(x) −
∫ x
1
Mϕ(t)ψ
′(t) dt . (129)
We apply this with
ϕ(n) = |{(ν1, . . . , νs) | ν1, . . . , νs ≥ 0 and N
ν1
1 · · ·N
νs
s = n}|
and
ψ(x) = log(1 + a|z|x) .
We have:
Mϕ(x) = |{(ν1, . . . , νs) | ν1, . . . , νs ≥ 0 and N
ν1
1 · · ·N
νs
s ≤ x}|
≤ a1(1 + log
s x) for x ≥ 1 .
Here a1 is a constant which depends only on N1, . . . , Ns.
Moreover ψ(x) ≤ a|z|x so that
lim
x→∞
Mϕ(x)ψ(x) = 0 for every z ∈ D .
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Hence we get the relations:
∑
N∈S
log(1 + a|z|N ) =
∞∑
n=1
ϕ(n)ψ(n)
= a log
1
|z|
∫ ∞
1
Mϕ(t)
|z|t
1 + a|z|t
dt
≤ a1 log
1
|z|
∫ ∞
1
(1 + logs t)
|z|t
1 + a|z|t
dt
= a1
∫ |z|
0
(
1 + logs
( log y
log |z|
)) 1
1 + ay
dy
≤ a1
∫ |z|
0
(
1 + logs
( log y
log |z|
))
dy .
The inequalities 0 < y ≤ |z| < 1 give log y/ log |z| ≥ 1 and hence:
0 ≤ log
( log y
log |z|
)
= log | log y| − log | log |z||
≤ | log | log y||+ | log | log |z||| .
This implies the estimate
0 ≤ logs
( log y
log |z|
)
≤ 2s| logs | log y||+ 2s| logs | log |z||| .
We have∫ |z|
0
| logs | log y|| dy ≤
∫ 1
0
| logs(log y−1)| dy =
∫ ∞
0
| log t|se−t dt <∞ .
This leads to the following estimate valid for z ∈ D:∑
N∈S
log(1 + a|z|N ) ≤ a2 + a3| log
s | log |z||| . (130)
For 1/2 ≤ |z| < 1 as in the definition (110) of the class O−κs we have
| logs | log |z||| ≤ | log(1− |z|)|s .
Together with (128) and (130) this shows that for 1/2 ≤ |z| < 1 we have
Re
∑
N∈S
h(zN ) ≤ a4| log(1− |z|)|
s .
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Hence we have shown that assertion (127) holds and therefore theorem 49 is
proved. ✷
Using the theory from the last section we can now say something about the
image of ΨS on measures and in particular on the space Z(S,M
0(T)).
Corollary 50 a) For any σ ∈M0(T) we have ΨS(σ) ∈ Pκs(T).
b) In proposition 23 we have:
ΨSZ(S,M
0(T)) ⊂ {µ ∈ Pκs(T) |N∗µ = µ for N ∈ S} . (131)
Moreover
ΨSZ(S,M
0
c (T)) ⊂ {µ ∈ Pκs(T) |µ is atomless and N∗µ = µ for alle N ∈ S} .
Remark For σ ∈ M0(T) i.e. σˆ ∈ V 0(T) we have seen in (86) ff that the
premeasure µ = ΨS(σ) is given by the absolutely convergent series
µ(C) =
∑
N∈S
(N∗σ)(C) for C ∈ K .
It would be interesting to prove a) directly by showing that
∑
N∈S N
∗σ con-
verges in the Banach space Pκs(T). Possibly the work [CK] could be helpful
for this. Instead we apply Korenblum’s theory in the form of theorem 28
above together with Theorem 49.
Proof We first verify the formula:
TΨS(σ) =
∑
N∈S
TN∗(σ) in D
′(T) . (132)
This is done as follows where D = ddθ :
TΨS(σ) = 2πDTΨ̂S(σ)λ
= 2πDTΨS(σˆ)λ .
Since the series (76) for ΨS(σˆ) is uniformly convergent and D is continuous
on D′(T) we get
TΨS(σ) = 2πD
∑
N∈S
TN−1N∗(σˆ)λ =
∑
N∈S
2πDT
N̂∗(σ)λ
=
∑
N∈S
TN∗(σ) .
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Applying (132) to the test function kz we get
hΨS(σ) = TΨS(σ)(kz) =
∑
N∈S
hN∗(σ)
(43)
=
∑
N∈S
N∗hσ . (133)
Hence we have fΨS(σ) = ΨS(fσ). The function fσ is in N
1 by (69). Using
theorem 49 a) we get fΨS (σ) ∈ N
1
s i.e. hΨS (σ) ∈ Oκs . Now theorem 28
implies that ΨS(σ) ∈ Pκs(T).
Part b) follows from part a) and proposition 23. ✷
The arguments in the proof give the following compatibilities between maps
from proposition 16, corollary 20 and proposition 23.
Corollary 51 We have the following commutative diagrams where the verti-
cal maps send a (pre-)measure µ to fµ
H0(S, Pκs(T))
≀

Z(S,M0(T))? _
ΨSoo
pi
∼ //
≀

M0(T)/M0(T)S
≀

H0(S,N 1s ) Z(S,N
1)?
_ΨSoo
pi
∼ // N 1/N 1S
and
H0(S, Pκs,c(T))
≀

Z(S,M0c (T))?
_ΨSoo
pi
∼ //
≀

M0c (T)/M
0
c (T)S
≀

H0(S,N 1s,c) Z(S,N
1
c )
? _
ΨSoo
pi
∼ // N 1c /N
1S
c .
The indices “c” in the second diagram refer to atomless (pre-)measures resp.
functions. For M ≥ 2 coprime to all the generators N1, . . . , Ns of S the
actions of M∗,M
∗ and TrM on M(T), P (T) and O1 respect all the groups and
maps in these diagrams.
Proof It remains to check the last assertion. It follows from the relations
ϕNϕM = ϕMϕN and TrNTrM = TrMTrN in R for N,M ≥ 1 and the relation
ϕNTrM = TrMϕN if N and M are coprime. Also note formulas (79), (91)
and (92). ✷
By corollary 51, given a measure σ ∈M0(T) the premeasure µ = ΨS(π−1(σ)) =
ΨSΩS(σ) is S-invariant and has κs-bounded variation. Let M = Ns and let
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S ′ be the monoid generated by N1, . . . , Ns−1. If we start with an M -invariant
measure σ then the premeasure µ = ΨS′ΩS′(σ) is still S-invariant and now
even of κs−1-bounded variation. In fact, we even have the following assertion:
Proposition 52 If s ≥ 1, then for M = Ns and S
′ as above and for σ ∈
M0(T) with M∗σ = σ we have
ΨS′(ΩS′(σ)) = ΨS(ΩS(σ)) .
Correspondingly, if a function u ∈ N 1 satisfies the functional equation
u(zM )M =
∏
ζM=1
u(ζz)
then we have ΨS′ΩS′(u) = ΨSΩS(u).
Proof By corollary 51 it suffices to prove the second assertion. By assumption
we have MM∗(u) = TrM (u) i.e. uXs = ues. Hence we get:
ΨS(ΩS(u)) = u
s∏
i=1
(1− ei)ΨS = u(1− es)ΩS′ΨS
= u(1−Xs)ΩS′ΨS = uΩS′(1−Xs)ΨS .
We have formally:
(1−Xs)ΨS = (1−Xs)
∑
ν1,...,νs≥0
Xν11 · · ·X
νs
s
= (1−Xs)
∞∑
ν=0
XνsΨS′
=
(
1− lim
ν→∞
Xνs
)
ΨS′ .
The function uΩS′ is equal to 1 at z = 0. Hence we have
lim
ν→∞
(uΩS′)X
ν
s = limν→∞
(uΩS′)(z
Nνs ) = (uΩS′)(0) = 1 .
Thus we get the following equation with pointwise limits:
ΨS(ΩS(u)) = lim
ν→∞
(uΩS′)(1−X
ν
s )ΨS′ = limν→∞
uΩS′
uΩS′Xνs
ΨS′
= uΩS′ΨS′ = ΨS′(ΩS′(u)) .
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✷We will now combine the preceeding maps from measures to S-invariant pre-
measures with the passage to thin measures in corollary 46.
For every κ the map
s : Pκ(T) −→Mκ(T)
∼
−→ M˜κ(T) = K0(M˜+κ (T))
is left- and right S-equivariant. In particular it maps the subspaceH0(S, Pκ(T))
of left S-invariant premeasures to the space
H0(S, M˜κ(T)) = {µ ∈ M˜κ(T) |N∗µ = µ for N ∈ S}
of left S-invariant κ-thin real “measures”. By definition, µ = [µ1, µ2] ∈ M˜κ(T)
with µ1, µ2 in M
+
κ (T) satisfies N∗µ = µ if and only if N∗µ1+µ2 = µ1+N∗µ2.
If µ1(T) or µ2(T) is finite then by proposition 3 the positive measures µ± in
the Jordan decomposition of the signed measure µ1 − µ2 = µ+− µ− are both
N -invariant: N∗µ± = µ±.
The inverse of each isomorphism π in corollary 51 is given by left (or right)
multiplication with ΩS ∈ RQ c.f. proposition 16. We thus consider the com-
position
ΛS :M
0(T)/M0(T)S
ΩS
∼
−→ Z(S,M0(T))
ΨS
→֒ H0(S, Pκs(T))
s
−→ H0(S, M˜κs(T)) .
We will also view ΛS as a map defined on M
0(T). For s = 0 i.e. S = {1} we
set M0(T)S = 0 and the map ΛS becomes the following by proposition 39
ΛS = s :M
0(T) −→ M˜κ0(T) =M(T)sing, µ 7−→ µsing .
Restricted to the image M0c (T)/M0c (T)S of M0c (T) in M0(T)/M0(T)S the
map ΛS is the composition:
ΛS :M
0
c (T)/M
0
c (T)S
ΩS
∼
−→ Z(S,M0c.(T))
ΨS
→֒ H0(S, Pκs,c(T))
s
−→ H0(S, M˜κs,c(T)) .
In particular, ΛS maps atomless measures to atomless “measures”. Denoting
by ΦS the map of right multiplication by ΦS ∈ RQ we obtain the following
commutative diagram:
M0(T)/M0(T)S
_

ΩS∼ //
Z(S,M0(T))pioo _

ΨS // H0(S, Pκs(T))
ΦS

s // H0(S, M˜κs(T))
ΦS

Pκs(T)/Pκs(T)S
ΩS∼ // Z(S, Pκs(T)) Z(S, Pκs(T))
s // Z(S, M˜κs(T))
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The middle square is commutative since by proposition 23 we have ΦS ◦ΨS =
id. By proposition 16 the maps ΩS are isomorphisms and hence the obvious
injectivity of the second vertical arrow implies that the first one is injective
as well. By s we also denote the composition
s :M0(T) →֒ Pκs(T)
s
−→ M˜κs(T)
and its restriction
s : Z(S,M0(T)) −→ Z(S, M˜κs(T)) .
Recall the definition 40 of the space Mκs(T).
Theorem 53 1) For s ≥ 1 consider the map ΛS defined above
ΛS :M
0(T)/M0(T)S −→ H0(S, M˜κs(T)) .
We have
ΦS ◦ΛS ◦ π = s : Z(S,M
0(T)) −→ Z(S, M˜κs(T)) .
In particular, ΛS is injective on the image
Mκs(T)/Mκs(T)S of Mκs(T) inM0(T)/M0(T)S .
Corresponding statements hold on the spaces of atomless measures.
2) If s ≥ 1 set M = Ns and let S
′ ⊂ S be the submonoid generated by
N1, . . . , Ns−1. For σ ∈M
0(T) with M∗σ = σ we have
ΛS′(σ) ∈ H
0(S, M˜κs−1(T)) .
Under the restriction map of proposition 33
ress−1,s : M˜κs−1(T) −→ M˜κs(T)
we have
ΛS(σ) = ress−1,s(ΛS′(σ)) .
3) Every S-invariant positive ergodic measure µ that is non-zero on some
κs-Carleson set is in the image of ΛS .
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Proof 1) The equation ΦS ◦ΛS ◦π = s follows from the above diagram. Propo-
sition 15 shows that the left vertical map is an isomorphism in the following
diagram
Z(S,Mκs(T)) 

//
≀pi

Z(S,M0(T))
≀pi

Mκs(T)/Mκs(T)S i //M0(T)/M0(T)S
Hence the map i is injective. This means that the image of Mκs(T) in
M0(T)/M0(T)S can be identified with Mκs(T)/Mκs(T)S. The map ΛS is
injective on this subspace since the restriction of s : M0(T) → M˜κs(T) to
Mκs(T) is injective.
Part 2) follows from proposition 52 since the following diagram commutes:
Pκs−1(T)
s //
_

Mκs−1(T)
∼ //
ress−1,s

M˜κs−1(T)
ress−1,s

Pκs(T)
s //Mκs(T)
∼ // M˜κs(T) .
As for 3), applying 2) iteratively to σ = µ− µ(T)λ we get
ΛS(σ) = res0,s(Λ{1}(σ)) = res0,s(σsing) = res0,s(µsing)
where res0,s is the map
res0,s : M˜κ0(T) =M(T)sing
s
−→Mκs(T) ∼= M˜κs(T) .
According to proposition 48 the measure µ is κs-thin and hence we have
µ = µsing. The measure ΛS(σ) = ress,0(µ) is the unique extension of µ |Bκs to
a κs-thin measure. Since µ itself is such an extension, we have ΛS(σ) = µ. ✷
Remarks a According to corollary 51 the first part ΨS ◦ΩS of the map ΛS
can be interpreted as a map on functions
ΨS ◦ΩS : N
1/N 1S −→ H0(S,N 1s ) .
However I do not know a function theoretic construction of the passage to
κs-thin “measures” via s.
b It is known that there is an abundance of ϕ3-invariant, even ergodic atomless
probability measures ν on T for which the 3-adic Cantor set E ⊂ T has full
71
measure. We can also assume that [ζ]∗σ 6= σ for ζ = −1. For σ = ν−ν(T)λ ∈
M0(T) we then have ΩS′(σ) 6= 0 i.e. σ /∈ M0(T)S ′ for S ′ the semigroup
generated by N1 = 2. Let S be generated by N1 = 2 and N2 = 3. Part 2)
of theorem 53 implies that µ = ΛS′(σ) is an S-invariant atomless κ1-thin real
“measure” on T. It is non-zero by part 1) since σ ∈ Mκ1(T) by Example 30
and since σ /∈M0(T)S ′. Incidentally, σ ∈Mκγ (T) for every γ ≥ 0.
For µ ∈M+(T) write dimH µ for the infimum over the Hausdorff dimensions
of all Borel sets of full measure for µ. Works of Billingsley and Rudolph give
information about dimH µ for certain S-invariant measures if s ≥ 2.
Theorem 54 Let µ ∈M+(T) be S-invariant and ergodic with respect to ϕN
where N = N1. Assume that s ≥ 2 and that µ is not a scalar multiple of
Lebesgue measure. Then dimH µ = 0.
Proof If µ has an atom then by ergodicity it is purely atomic and hence
supported on a set of Hausdorff dimension zero. Hence we may assume that
µ is atomless. Since µ is ϕN -ergodic by assumption, we have the formula:
dimH µ =
hµ(ϕN )
logN
.
This is a result of Billingsly [Bi], see also [GP] § 2. If hµ(ϕN ) > 0 Rudolph’s
theorem [R] implies that µ is a scalar multiple of Lebesgue measure. Since we
excluded this case it follows that dimH µ = 0. ✷
Note that we used only the special case of Rudolph’s theorem where µ is
already ergodic with respect to one of the generators of the semigroup. In
this case his result is easier to prove using Fourier theory.
It is not known whether a non-atomic measure as in the theorem exists at
all. If it does it must be carried by a “small” Borel set. Hence the following
question seems reasonable:
Question. Given a probability measure µ ≥ 0 on T with dimH µ = 0, is µ
non-zero on some κγ-Carleson set for some γ > 0?
Part of theorem 5 can be generalized to functions in the classes Nγ .
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Theorem 55 For 0 ≤ γ < s let f ∈ Nγ be a function which satisfies the
functional equations
f(zN )N =
∏
ζN=1
f(ζz) for all N ∈ S .
If f has a zero in D then f is the zero function.
Proof From the proof of theorem 5 we know that f(0) = 0 implies that f
is the zero function. Assume that f(a) = 0 for some 0 6= a ∈ D and that
f is not identically zero. Using relation (26) for N ∈ S we get the following
estimate for all 0 < r < 1∑
|z|≤r
(1− |z|)ordzf ≥
∑
N∈S
∑
|z|≤r
zN=a
(1− |z|)ordzf
=
∑
N∈S
(1− |a|1/N )
∑
|z|≤r
zN=a
ordzf
(26)
= ordaf
∑
N∈S
|a|≤rN
N(1− |a|1/N )
≥ C1|{N ∈ S | |a| ≤ r
N}| .
Here C1 is the positive constant
C1 = ordaf inf
N≥1
N(1− |a|1/N ) .
We may assume that N1 ≥ Ni for 1 ≤ i ≤ s. For x ≥ 1 and 0 ≤ νi ≤
s−1 logN1 x we then have
Nν11 · · ·N
νs
s ≤ N
ν1+...+νs
1 ≤ N
logN1 x
1 = x .
It follows that
|{N ∈ S |N ≤ x}| = |{(ν1, . . . , νs) | ν1, . . . , νs ≥ 0 and N
ν1
1 · · ·N
νs
s ≤ x}|
≥ s−s logsN1 x .
Hence for |a| ≤ r < 1 and e−1 < r we have
|{N ∈ S | |a| ≤ rN}| ≥ s−s logsN1
( log |a|
log r
)
= s−s(logN1 | log |a|| − logN1 | log r|)
s
= s−s(logN1 | log |a||+ | logN1 | log r||)
s .
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Hence there is a positive constant C2 such that for r < 1 close enough to 1
we have ∑
|z|≤r
(1− |z|)ordzf ≥ C2| log(1− r)|
s .
Comparing this estimate with the one in theorem 29 we see that our assump-
tions f(a) = 0 and f 6= 0 imply that s ≤ γ. ✷
In theorem 5 we have seen that there are neither non-constant functions with
zeroes nor non-constant outer functions in N = N0 which satisfy the func-
tional equation (1). The first assertion has just been generalized to the classes
Nγ for γ ≥ 0 in theorem 55. Replacing “outer” by “cyclic” c.f. end of § 8, I
think the following generalization of the second assertion is true:
Conjecture 56 For s ≥ 1 and 0 ≤ γ < s let g ∈ Aγ be cyclic and satisfy the
functional equations:
g(zN )N =
∏
ζN=1
g(ζz) for all N ∈ S .
Then g is constant.
Remarks a In A0 the cyclic elements g are units because A0 = H
∞(D) is a
unital Banach algebra. Hence g is outer and thus it follows from theorem 5
that the conjecture is true for γ = 0.
b The condition γ < s in the conjecture is necessary: According to proposition
60 below, for N ≥ 2 the function
g(z) =
∞∏
ν=0
exp(2zN
ν
)
is a unit in A1 = A
−∞ hence cyclic and it satisfies the multiplicative func-
tional equation (1). Hence for γ = 1 = s the assertion in conjecture 56 no
longer holds. Note that according to example 17 the function g is not in the
Nevanlinna class.
c For ρ ∈ D the evaluation map Aγ → C sending g to g(ρ) is continuous. Its
kernel is a closed maximal ideal m. If g ∈ Aγ has a zero at ρ then gAγ ⊂ m
and hence g cannot be cyclic. It is therefore enough to prove the conjecture
for elements g ∈ A1γ which are cyclic in Aγ . For γ = 1 these are the functions
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with σg = 0 by theorem 40. For general γ > 0 this should also be true by
conjecture 41.
The following assertion is more of a program:
Theorem 57 Fix an integer s ≥ 1 and a real number 0 < γ < s. Assume
that the characterization of cyclic elements in Aγ given in conjecture 42 is
true. (This is satisfied for γ = 1 < s by theorem 41.) Assume also that
conjecture 56 holds for functions g which are in addition singular inner. Let
µ 6= 0 be a finite positive singular measure on T which is S-invariant and
ergodic. Then µ is κγ-thin.
Remarks Thus we would almost get the assumption of 3) in theorem 53
which would ensure that µ lies in the image of ΛS . If conjecture 56 holds for
γ = s as well if in addition g is singular inner, then we would get exactly the
assumption of 3), and hence µ would lie in the image of ΛS .
Proof Let g = exp(−hµ) be the singular inner function corresponding to µ.
Set f = g/g(0) viewed as an element of A1γ . Then we have σf = µ |Bκγ . If σf
vanishes then conjecture 42 implies that f and hence g is cyclic in Aγ . Since µ
is S-invariant, the singular inner function g therefore satisfies all assumptions
in conjecture 56. Thus g would have to be constant in contradiction to µ
being singular and non-zero. Hence we have σf 6= 0 i.e. there is a κγ-Carleson
set F with µ(F ) > 0. Now proposition 48 implies that µ is κγ-thin. ✷
Using theorem 41, we formulate a special case of the theorem as a corollary:
Corollary 58 Let N,M ≥ 2 be coprime integers. Assume that any singular
inner function g which is cyclic in A1 = A
−∞ and satisfies the multiplicative
functional equations (1) for N and M is constant. Let µ 6= 0 be a finite
positive singular measure on T with N∗µ = µ = M∗µ which is S = 〈N,M〉-
ergodic. Then µ is κ1-thin.
Appendix: Premeasures and Witt vectors
This section contains some elementary formal relations between premeasures
on the circle and the ring of big Witt vectors of C. We also show that for
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every prime number p, the Artin–Hasse exponential Ep can be viewed as a
ϕp-invariant premeasure on T of κ1-bounded variation which is not a measure.
The real valued distributions on T form a commutative R-algebra under the
convolution product
T1 ∗ T2 = Σ∗(T1 ⊗ T2) .
Here Σ : T × T → T is the sum in the abelian group T, c.f. [Sch]. The
measures M(T) form a subalgebra of D′(T). The premeasures P (T) are not a
subalgebra of D′(T) but they form an M(T)-submodule. More precisely, for
µ ∈ P (T) and ν ∈ M(T) the convolution µ ∗ ν is a premeasure given by the
cumulative mass function
µ̂ ∗ ν(θ) =
∫
T
µˆ(θ − t) dν(t)−
∫
T
µˆ(−t) dν(t) . (134)
This is seen as follows. Let ϕ ∈ D(T) be a test function. We have:
〈Tµ ∗ Tν , ϕ〉 = 〈Tµ ⊗ Tν , ϕ(x+ t)〉
= 〈Tµ,
∫
T
ϕ(x+ t) dν(t)〉
= 2π〈DTµˆλ,
∫
T
ϕ(x+ t) dν(t)〉
= −2π
∫
T
∫
T
ϕ′(x+ t)µˆ(x) dλ(x) dν(t)
= −2π
∫
T
∫
T
ϕ′(θ)µˆ(θ − t) dλ(θ) dν(t)
= 2π〈DTqλ, ϕ〉 = 2π〈DT(q−q(0))λ, ϕ〉
Here we have set
q(θ) =
∫
T
µˆ(θ − t) dν(t) .
By Lebesgue’s dominated convergence theorem, we have q(θ)−q(0) ∈ Vpre(T).
Hence the distribution µ ∗ ν ≡ Tµ ∗ Tν is the distribution attached to the
premeasure with cumulative mass function q(θ)− q(0) as claimed in (134).
For a commutative ring Λ with unit, the (big) Witt vector ring W (Λ) c.f.
[H] III 17.2 has underlying set
W (Λ) = 1 + TΛ[[T ]] .
The addition ⊕ in W (Λ) is given by multiplication of formal power series.
Thus 1 is the zero element. In general the multiplication ⊙ in W (Λ) is less
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easy to describe. For Q-algebras Λ the situation is simple though. In this
case the “ghost map”
γ : W (Λ) −→ zΛ[[z]] , γ(P ) = −zP ′/P
is an isomorphism of abelian groups and the multiplication inW (Λ) is defined
so that γ becomes a ring isomorphism if zΛ[[z]] is given the Hadamard product
∗ of coefficientwise multiplication:
∞∑
ν=1
aνz
ν ∗
∞∑
ν=1
bνz
ν =
∞∑
ν=1
aνbνz
ν .
In this way one gets universal polynomials for the coefficients of the product
P⊙Q inW (Λ) for P,Q ∈W (Λ). It is a remarkable fact that these polynomials
have coefficients in Z and define a ring structure on W (Λ) for any ring Λ.
In general the ghost map is still a ring homomorphism but it is no longer
an isomorphism if Λ is not a Q-algebra. The Teichmu¨ller character is the
multiplicative map
[ ] : Λ −→W (Λ) mapping a to [a] = 1− aT .
Note that [a] ⊙ P = P (az) in W (Λ). We set TrN =
∑⊕
ζN=1[ζ] viewed as a
sum of multiplication operators on W (Λ).
For N ≥ 1 the Frobenius endomorphism FN is the ring endomorphism of
W (Λ) defined by the formula
FN (P )(z
N ) =
∏
ζN=1
P (ζz) = TrN (P )(z) .
The Verschiebung VN is the additive endomorphism of W (Λ) given by
VN (P )(z) = P (z
N ) .
The following relations are standard:
FN ◦FM = FNM = FM ◦FN , VN ◦VM = VNM = VM ◦VN (135)
FN ◦VN = N , VN ◦ FN = TrN (136)
FN ◦VM = VM ◦FN if N is prime to M . (137)
Proposition 59 The map w : D′(T)→W (C) defined by w(T ) = exp(−πiGT )
is a ring homomorphism. For ζ ∈ S1 we have w(δζ) = [ζ
−1]. Under restric-
tion of w to M(T) and P (T) the following endomorphisms correspond:
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on M(T) resp. P (T) on W (C)
[ζ−1]∗ [ζ]⊙
N∗ FN
NN∗ VN
Proof By definition of addition in W (C) as multiplication of power series it
is clear that the map w is additive. Its composition with the ghost map γ is
given by
(γw)(T ) =
∞∑
ν=1
cν(T )z
ν .
Since cν(T1 ∗T2) = cν(T1)cν(T2) it follows that γw is multiplicative and hence
also w. We have
Gδζ (z) = −
1
πi
(log(ζ − z)− log ζ)
and hence
w(δζ) = exp(−πiGδζ (z)) = 1− ζ
−1z = [ζ−1] .
The relation h[ζ−1]∗µ(z) = hµ(ζz) implies that we have
w([ζ−1]∗µ) = w(µ)(ζz) = [ζ]⊙ w(µ) .
The relation
hN∗µ(z
N ) =
1
N
TrN (hµ)
for measures (16) and premeasures (93) implies the formula GN∗µ(z
N ) =
TrNGµ and hence the relation
w(N∗µ)(z
N ) =
∏
ζN=1
w(µ)(ζz) = FN (w(µ))(z
N ) .
This implies w(N∗µ) = FN (w(µ)). The formula hN∗µ = N
∗hµ for measures
(43) and premeasures (92) implies that we have GNN∗µ = Gµ(z
N ) and hence
w(NN∗µ) = w(µ)(zN ) = VN (w(µ)) .
✷
Thus the formulas N∗N
∗µ = µ and NN∗N∗µ = TrN (µ) that we have used
repeatedly and also the commutation of N∗ and M
∗ for (N,M) = 1 cor-
respond to the standard relations (136) and (137) between Frobenius and
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Verschiebung. Since a premeasure µ is uniquely determined by its Fourier
coefficients cν(µ) for ν ≥ 1, the map
w : P (T) →֒ W (C)
is injective. We end this section with an example. For every prime number p
the Artin–Hasse exponential is the element
Ep = exp
( ∞∑
ν=0
zp
ν
pν
)
of W (Q) ⊂ W (C). It has the remarkable property that it is p-integral, i.e.
Ep ∈W (Z(p)), where Z(p) = {m/n ∈ Q | p ∤ n}. Moreover it is an idempotent
i.e. Ep ⊙ Ep = Ep. We can ask whether Ep or more generally the element
EN = exp
( ∞∑
ν=0
zN
ν
Nν
)
for N ≥ 2 is a premeasure. This is the case.
Proposition 60 For any N ≥ 2 there is a unique premeasure µ ∈ P (T) with
w(µ) = EN . We have µ ∈ P
+
κ1(T) ∩ P
−
κ1(T) and N∗µ = µ and µ ∗ µ = µ. The
premeasure µ is atomless and it is not a (signed) measure. Its cummulative
mass function and Herglotz transform are:
µˆ(θ) = −
1
π
∞∑
ν=0
N−ν sinNνθ and hµ(z) = −2
∞∑
ν=0
zN
ν
.
The function
fµ = exp(−hµ) =
∞∏
ν=0
exp(2zN
ν
)
is a unit in A1 which is not in the Nevanlinna class N . The κ1-singular
measure µs = σfµ vanishes.
Proof The uniqueness is clear since ω is injective on P (T). Consider the
atomless signed measure σ ∈ M0(T) defined by σ = −π−1 cos θ dθ. We have
σˆ(θ) = −π−1 sin θ. Let S = {Nν | ν ≥ 0} be the monoid generated by N . By
corollary 50 a) we know that µ := ΨS(σ) ∈ Pκ1(T). By definition
µˆ =
∞∑
ν=0
N−ν(N−ν)∗σˆ
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or more explicitly
µˆ(θ) = −
1
π
∞∑
ν=0
N−ν sinNνθ (138)
This is a continuous function on T and hence µ is atomless. By equation (81)
we have for η ∈ T
N̂∗σ(η
N ) =
1
2πi
∑
ζN=1
(ζ − ζ)−
1
2πi
∑
ζN=1
(ζη − ζη) = 0 .
Hence we have N∗σ = 0 and therefore σ ∈ Z(S,M
0(T)). Now proposition 23
gives µ ∈ ΨS(Z(S,M
0(T))) ⊂ H0(S, P (T)), i.e. N∗µ = µ.
We have
µ0 :=
∫
T
µˆdλ = 0
and hence formulas (87) and (138) give the equations
Gµ = hµˆλ = 2
∞∑
n=1
cn(µˆλ)z
n
= −
1
πi
∞∑
ν=0
N−νzN
ν
.
Thus we have
w(µ) = exp(−πiGµ) = EN .
The map w : D′(T)→W (C) is injective on real distributions T with c0(T ) =
0. Since µ and µ ∗ µ are such distributions the equation
w(µ ∗ µ) = En ⊙ EN = EN = w(µ)
implies that µ ∗ µ = µ.
The Herglotz transform of µ is given by
hµ = 2πizG
′
µ = −2
∞∑
ν=0
zN
ν
.
It follows that we have
fµ = exp(−hµ) =
∞∏
ν=0
α(zN
ν
)
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where α = ΦS(fµ) = fµ/N
∗fµ = exp(2z). Since µ ∈ Pκ1(T) the function
fµ is in N
1
1 by (112). However theorem 49 a) easily gives a more precise
assertion: Since α(z) = exp(2z) and its inverse are in H∞(D), it follows
that both fµ and f
−1
µ are in A
1
1. Thus fµ is a unit in A1 and by (112) we
have µ ∈ P+κ1(T) ∩ P
−
κ1(T). Theorem 41 further implies that the κ1-singular
measure µs = σf vanishes. By example 18 the function fµ is not in N . Hence
µ cannot be a (signed) measure. Purely measure theoretically this can be
seen as follows: If µ were a measure, then by N -invariance we would have
µ = cλ + µs where c ∈ R is a constant and µs is a singular measure. This
would imply
σ = ΦS(µ) = µ−N
∗µ
(78)
= µ−N−1TrN (µ)
= µs −N
−1TrN (µs) .
Thus σ = −π−1 cos θ dθ would have to be singular which is not the case. ✷
Remark Similar assertions hold for the elements
ES = exp
( ∑
N∈S
zN
N
)
∈W (Q)
where S is the semigroup generated by N1, . . . , Ns ≥ 2.
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