Introduction. In a series of papers [l]-[4]
, [7] - [9] , the authors have developed inversion and representation theories for integral transforms whose kernels are functions associated with the fundamental solutions of various generalized heat equations. The present goal is to carry out such a study for the dual PoissonLaguerre transform.
2. Definitions. For a > -1, let Ln(x) denote the Laguerre polynomial of degree n given by (2.1) L«(x) = X-^f [¿] V+°e-*), n = 0, 1, 2,....
We then have the basic orthogonality relation (2.2) P Ln(x)L«m(x) d£l(x) = %Ä Jo p(n) where (2.3) dQ.{x) = e~xxadx, (2.4) P(n) = nl/T(n + a+l).
We define the Laguerre differential operator Vx by V,/(x) = xf\x) + (a+l-*)/'(*) In order to obtain the basic kernels associated with our theory, we derive them heuristically. We need to introduce associated functions and to this end we define formally (2.12) d(x,y,z)= 2 2%x)<£l(y)<£l(z)a(n), n = 0 whence formally (2.13) d(x, y, ■)-(«) = P d(x, y, z)^l(z) dA(z) = £e«n(x)<?l(y).
Jo
We note that d(x, y, z), defined by (2.12), is to be interpreted as the Laguerre analogue of the translates of the Dirac delta function on the real line.
On setting « = 0 in (2.13), we find that (2.14) jo d(x,y,z)dA(z) = l.
We now define the associated function/(x, y) of a function/(x) given for [0, oo), by (2.15) f(x, y) -j" f(z) d(x, y, z) dA(z)
whenever the integral converges. The Laguerre differential heat equation is given by (2.16) Vxu(x, t) = 8u(x, t)/8t.
It is clear that if (2.17) u(x, t) = e**f(x).
Then, formally, (2.18) 8u(x, t)/8t = V^e'VC*) = Vxu(x, t).
Taking/(x) = d(x, 0, 0), we seek the fundamental solution ga(x; t) of (2.16) given by (2.19) ga(x; t) = et**d(x,0). by [5, p. 189 (19) ], where (2.23) J(z) = 2T(o£+l)z-a/a(z), 4(z) being the Bessel function of imaginary argument. Henceforth, we shall write g(x, y; t) for ga(x, y; t), including the subscript only for functions of order ^a.
We also have (2.24) g(x, ■;t)~(n) = e-"t3>&x).
The function g(x, y; t) is the kernel of our transformation. From its explicit form (2.22) , it is immediate that (2.25) g(x,v;r)>0, , > 0.
Further, it is well known that g(x, y; t) is a variation diminishing kernel; see [13] . u(x, t) </>(y)
4. e-^n{x) &l{y)
5.x" n!(-l)l (y-i)»i;(-*£L).
3. Properties of the kernel g{x,y; t). The function g(x, y, t) plays a central role in our theory and in this section we study some of its fundamental properties.
By (2.24), we have (3.1)
T g(x, y; t)<£n{y) dA(y) = e^^x).
On setting, in turn, n=0, 1, 2 in (3.1),we readily establish the following result.
Theorem 3.1. For x, t fixed, t>0, (3.2) r g(x,y;t)dA(y) = l, JO (3-3) ¡W yg(x,y;t)dA(y) = (a+l)(l-*-')+**-', Jo (3-4) 1" y2giX'yi ° dHy) = (a + 2)(a+ IX1-«"V +2(a+2)(l-e-t)e-tx+e-2tx2.
We next state a useful property which follows readily from the fact that, for x > 0, ¿x>y> ') ~ i( r¿-!lm é^^Xxyy^-We* is uniformly bounded in any finite interval of the positive i-axis, and the dominant integral ¡"ay~'xl2'Vi dA(y)<oo. (3.9) is a direct result of the first two cases and (3.2).
The following basic relation of Huygens type may be established by an appeal to the definition of g(x, y; t) and an evaluation of the integral [6, p. 52 (23)]. g(x, z; tjgfj, z; t2) dA(z) = g(x, y;tl +12). Jo For x, x0 fixed, the quotient (3"> "»-3ës% o<,<1' plays a significant role in the development of the theory and we now explore, in particular, its changes of trend. To this end we need some preliminary lemmas.
Lemma 3.5. For x, x0 fixed, 0 ^ jc, x0 < co, 0 < r < 1, (3.12) lim gjpC,y;t}. = 0.
v-*°°g(x0,y, 1)
Proof. The result follows immediately by (3.5).
Lemma 3.6. If A(s) = 1 -\s\for \s\<l andAs=0 otherwise, then (3.13) g(x, y; t) = hm g(u, y; t) -i-j-g^-¡¡-L dA(u).
h->o Jo nure and the lemma is established.
Lemma 3.7. For any real number a, x, x0 fixed, and 0 < t < 1, (3.14) g{x0, y; \)-ag{x,y; t)
has at most two variations of sign for 0^j<oo.
Proof. By (3.10) and (3.13), we note that Since for x, x0 fixed and h sufficiently small, (3.15) has at most two changes of sign, so does (3.14) and the proof is complete. We now investigate the changes of trend of @(y).
Theorem 3.8. @(y) defined as in (3.11) has at most one change of trend.
Proof. Let a be a real number and consider
Clearly the number of variations of sign of the function on the left is equal to that of 1/a-y(y). If ^(y) were to have more than two changes of trend, there would necessarily exist a real number a for which the number of variations of sign of g(x0,y; \)-ag(x,y; t) would exceed 2, contradicting the previous lemma. On the other hand, if ^(y) were to have two changes of trend, since <&(y) > 0, then either (y)\ in the neighborhood of y=0, and hence would have to decrease once and then increase for all large y, contradicting (3.12) so that in this case @(y) must have exactly one change of trend; or else, ^(y)\ in the neighborhood of y=0, and since (3.12) holds, the assumption that ^(y) has two changes of trend would imply the existence of a real number a such that the number of variations of sign of g(x0, y; 1) -ag(x, y; t) is 3, contradicting Lemma 3.7, so that in this case @(y) has no change in trend and the result is established.
We now strengthen this theorem.
Theorem 3.9. For x, x0 fixed, 8 any positive number and t sufficiently small, g(x, y; t)/g(x0, y ; 1) has exactly one change of trend in (x-8, x+ 8).
Proof. Because of the preceding theorem, it is enough to prove that the quotient has at least one change in trend. a contradiction. We have thus proved the theorem. Similar results hold for the changes of trend of the kernel g(x, y; t) itself. In order to prove these, we need a preliminary lemma. Proof. By (3.13) and (3.16), we have
Hence an argument entirely analogous to that of Lemma 3.7, establishes that g(x, y; t) -age(x,y; t) has at most two variations of sign. Since a is arbitrary, set a=a*/g(x,x; 1/e) with a* any real number. Then the number of variations of sign of g(x, y, t)-a*ge(x, y; t)/g(x, x; 1/e) does not exceed 2. By [12, p. 84] , it follows that the number of variations of sign of g(x, y; t) -a* is bounded by lim supe_0 of the number of variations of sign of g(x, y, t)-a*ge(x, y; t)/g(x, x; 1/e) and the proof is complete.
By an argument entirely analogous to that used to establish Theorem 3.9, we have the following parallel result.
Theorem 3.12. For x fixed, and 8 > 0, g(x, y; t) has at least one variation of trend in (x-8, x+8)for t sufficiently small.
This theorem together with a proof of Theorem 3.8 in which the function g(xo, j; 1) nas Deen replaced by 1, enables us to reach the following conclusion.
Theorem 3.13. For x fixed, 8>0, g(x, y; t) has exactly one change of trend in (x-8, x+8)for t sufficiently small. y-*co 4. Estimates of functions of g(x, y; t). In order to derive estimates of the kernels, of quotients of kernels, and of derivations of these, we need the following useful identities. 8 1 v
(4-1) fagiX'y,*) = -^zjg(x,y,t)+j^ga+Áx,y,t).
(4.2) Vxg{x,y;t) = [|+>^-^]g(x, y; t)-J2Lga + lix,y; t).
(4.3) 3 g(x,y;t) = e'o-e' g(x,y;t) x ga + 1{x,y,t)
e'-lj g(x0,y;t0) x2y ga+2Jx,y,t)+ 1 Vxg(x, y;t) (é-Xf g(x0,y,t) 'e'o-1 g(x0,y,t0)
By appealing to the definitions and standard asymptotic expansions, we may establish the following theorem.
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[October Theorem 4.1. For x, x0 fixed, to>t>0,
The elementary inequality
enables us to derive the following estimate. Since ^4(oo) exists, @(y)=g(x, y; t)/g(x0, y; 1) tends to zero for 0< t< 1 as y -> co, and A(x+8)=0, the integrated part vanishes, and we have Proof. As a consequence of Theorem 3.12 and by (3.18), we may choose numbers yu y2 so that x<yx <y2 and so large that g(x, y; /)| for yx ^y¿y2. Now Further, g{x,y2; t)<g(x,y1; t) since g(x,y; t)\. for y1^y^y2, and so Hy2)-<*(yi)]g(x,y2;t) < e.
Hence
Hy2)\g(x,y2;t) Ú Hy2)-<*-{yù\g(x,y2;t)+\a{yi)\g(x,y2;t)
< e+Hyi)\g(x,y2;t).
Since \a(yi)\g(x,y2; i)-s-0 as y2^oo, by (3.18), we have (6.5). To verify that <x(0+) exists, we choose numbers ylf y2 such that 0<jx <y2<x and so small that g(x, y; r)f for y^-^y^y2. Then by an appeal to the mean value theorem, 1 fa «O^-aO'i) = ", " . A g(x, y, t) da(y), g\X, /2> I) Jti where y i £i¡ <; y2. From this it follows that as y2 -> 0,
and hence a(0+) exists. converge for (x0, t0), Oiíx0<oo, i0>0. Then for t fixed, 0<t<to,
Proof. We have where POO = f g(x0, y, t0) d«(y).
Integrating by parts and noting that the integrated term vanishes, we find that An appeal to (4.7) and (4. where X is dependent on /, r0, and x0, but not on x. Applying the preceding lemma, we have (7.4), the result sought.
The conclusion of the theorem may be sharpened as in the following corollary.
Corollary 7.3. Let (7.5) u(x, t) = j" g(x, y; t) d*(y) converge for 0<t<c, 0^x<oo. 77ie« for any fixed t and for any to,0<t<to<c, Proof. By (8.3), it follows that for e>0, there is a number 8>0 such that u(x, t)> -e for 0 S x Ú R, 0 < t g S.
Assuming that the conclusion of the theorem is false, there must exist a point (*i, tj), 0 ^ Xí < R, 0 < t1 ^ c for which w(*i, fi) = -A < 0.
Let ü(x, t) = u(x, t) + r(t -t1),
where r>0 is such that rtx<A, and let e be such that e<A -rt1. Now »C*i> fi) = "(xi, ti) --A. Proof. By the asymptotic estimates for g(x, x; t), there exists a constant K such that Kg(R, R;t)^lïort>0,R^R0.
Let r±(x, t) = Kf(R)g(x, R; t)±u(x, t). Holding x and / fixed and letting R ->■ co, we have u(x, t)=0 for / < In (1 + l/a) -8, or since S may be chosen arbitrarily close to zero, for r<ln (1 + l/a). The proof is thus complete if c<ln (1 + l/a). Otherwise the result may be derived by repeating the argument for u{x, r+ln (1 + l/a)) instead of u(x, t).
9. Positive dual Laguerre temperatures. A nonnegative dual Laguerre temperature which vanishes ut time zero, vanishes identically. To establish this fact, we need, first, the following result.
Theorem 9.1.7/ u{x, 0^0 is in H for 0<t^c, 0 ^ jc < co, then x-*A;t^0 + lim inf v{x, t) ^ 0.
x->xo;t->0 + Let us now assume that v(x, t) is not nonnegative for 0 < t < c-8 so that
at some point (x0, /0)> 0 < t0 < c-8. Since, by (4.5), j^ g (x, y ; t)u(y, 8) dA(y) converges uniformly to zero for / > 0, as x -> oo, and since u(x, 0 = 0, we can choose R so large that v(R, t) 2; -a/2, 0 < t < c-8.
The function v(x, t) + a/2 satisfies the conditions of Theorem 8.3 and so v(x, t) Sï -a/2 for O^xáoo, 0</<c-8, contradicting (9.2). It follows that our assumption must be false and £ g(x, y ; t)u(y, 8) dA(y) g u(x, t+8) for 0<t<c-8, and since the integral increases with A, the convergence of Jo g(x, y; t)u(y, 8) dA(y) is assured and the theorem is established.
We now have the means to prove the principal result.
Theorem 9.2. If u(x, t)^0 is in Hfor0<t^c, and if u(x, 0)=0, 0^x<oo, then u(x,t) = 0for0^x<oo, 0<t^c.
Proof. Let By the preceding theorem, with x=0, the integral on the right converges. Hence
The hypotheses of Theorem 8.4 thus hold, and it follows that u{x, 0 = 0 in the strip 0 < t < 8 and since 8 is arbitrary, the proof is complete. As a consequence of this result we may strengthen the preceding theorem as follows. Then, clearly, v{x, t)e H,0<t^c, and v{x, 0) = 0. The hypotheses of Theorem 9.2 thus hold for v(x, t) so that v(x, t) = 0 for 0<t<c-8, and the conclusion of the corollary is valid.« 10. The Huygens property. We consider next a subclass H* of the class H of dual Laguerre temperatures, consisting of dual Laguerre temperatures u(x, t) for a < t < b for which (10.1) u(x, t) = P g(x, y; t-t')u(y, t') dA(y), Jo the integral converging for every t, t', a<t' <t<b. Such functions are said to have the Huygens property for a<t<b.
We establish that a function represented by a dual Poisson-Laguerre-Stieltjes integral belongs to the class H* in the region of convergence of the integral. To this end, we need a preliminary theorem.
Theorem 10.1. Let u(x, t) e H, \u(x, t)\<KeAxfor a<t<b. Then /•co (10.2) w(x, 0 = I g(x, y; t-t')u(y, t') dA(y), a < t' < t < b, the equality holding over that part of t'<t<b for which the integral converges absolutely.
Proof. Let x Jo g(x0,y, t0-t')\u(y, t')\ dA(y).
By the assumed convergence of the integral on the right, it follows that \v(x, t)\ á KeAx uniformly for / ' < t <p -8. Now, set w(x, t) = u(x, t) -v(x, t). (10.4) u(x,t) = g(x, y; t) da(y), Jo the integral converging absolutely for 0<t<c. Then u(x, t) e H* there.
Proof. That u(x, t) e H for 0<t<c is a consequence of Theorem 8.2. To complete the proof, we must show that for all /, t',0<t'<t<c, u(x, t) = J" g(x, y, t-t'My, t') dA(y). Now, we have, /= r g(x,y,t-t')u(y,t')dA(y) Theorem 10.3. Let (10.5) u(x,t)= ¡" g(x, y; t) da(y), Jo the integral converging for 0<t<c. Then u(x, t) e H* there.
Proof. By Corollary 7.4, we have, for 0 < 8 < c/2, u(x, t) = Oiexp [x/(l -e"il2))), x -+ oo, uniformly for 8<t^c-8, and by Theorem 8.2, u{x, t) eH for 0<t<c. Hence Theorem 10.1 establishes that /•CO u{x, t) = g(x, y; t-t')u(y, t') dA(y), 0 < f < t < c, if the integral converges absolutely over that interval. That this is so is a consequence of Corollary 7.2 which for 0 < t < t0 < c gives the estimate u(x, t) = 0(exp [x/(l -e'-'o)]), x ^ oo, and therefore u(x, t) e H*. We complete the section by proving that the integral of products of certain functions of H* is a constant.
Theorem 10.4. Let u(x, t)e H* for a<t<b and v(x, t)e H* for a< -t<b. If (10.6) P |M(y, 0| dA(y) [" g(y, z; t'~t)\v(z, -t')\ dA(z) < oo,
Proof. By the definition of membership in H* we have, for a<t' <t<b u(x, t) = J" g(x, y; t-t')u(y, t') dA(y), and for a<t<t"<b, v(x, -t) = j g(x,z; t"-t)v(z, -t")dA(z). Then /•co /(r) = u(x, t)v(x, -t) dA(x) Jo = P dA(x) P g(x,y; t-t')u(y, f) dA(y) f" g(x, z; t"-t)v(z, -t") dA(x) Jo Jo Jo = P u(y, t') dA(y) r v(z,-t")dA(z) [" g(x,y; t-t')g(x,z; t"-t)dA(x), u(x, 0= g(x, y; t) da(y), 0 g x < oo, Jo with u(y)f and the integral converging for 0 < t < c, is that u(x, t)^0 be in H there.
Proof. The necessity of the condition is an immediate consequence of the fact that the kernel of the transform is a nonnegative member of H.
We u(x, 0=1 g(x, y; t) da(y), 0 < t < c, with < 00 (11.3) J00 g(x; c)\da(x)\ is that u(x, t) e H for 0<t<c and /•OO (11.4) \u(x,t)\g(x;c-t)dA(x) < M, 0<t < c.
Proof. To establish the necessity of the condition, we note that by Theorem 5.1, (11.2) implies the convergence of the integral of (11.1) for 0<t<c, so that by Theorem 8. Hence, for 0</<c-«-e, since (11.4) holds, we have (11.8) K(x,OI ÚKtxp[x/(l-e-')].
