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We find that feedback control may induce “pseudo” nonlinear dynamics in a damped harmonic
oscillator, whose centroid trajectory in the phase space behaves like a classical nonlinear system.
Thus, similar to nonlinear amplifiers (e.g., rf-driven Josephson junctions), feedback control on the
harmonic oscillator can induce nonlinear bifurcation, which can be used to amplify small signals
and further to measure quantum states of qubits. Using the cavity-QED and the circuit QED
systems as examples, we show how to apply our method to measure the states of two-level atoms
and superconducting charge qubits.
PACS numbers: 03.65.Sq, 03.65.Ta, 85.25.-j
I. INTRODUCTION
Quantum feedback control [1] is one of the central parts
of quantum control theory and applications [2–6] owing
to its potential ability to improve the stability and ro-
bustness of the system. Besides the extensive theoret-
ical studies [7–11], recent rapid developments on sensi-
tive measurements and manipulation techniques in atom-
optical [12–14] and solid-state systems [15] have made it
possible to implement quantum feedback control in lab-
oratories.
In atom-optical systems, atomic ensembles are put in
high-Q optical cavities, so that the information of the
states of the atomic ensembles can be extracted by the
probe lights transmitted through the optical cavities.
Photocurrents induced by the probe lights are processed
by field programmable gate arrays to generate real-time
control signals, which can be fed back to design the elec-
tromagnetic fields imposed on the atomic ensembles [12].
Possible applications of quantum feedback control in such
systems include state stabilization [16], entanglement
production [17], spin squeezing [18], and state discrim-
ination [13, 14]. Similar studies can be found in solid-
state systems [19], e.g., the superconducting circuit-QED
systems, in which quantum feedback control has been
proposed to cool and squeeze the motion of a nanome-
chanical resonator [20–23]. In these studies, the position
of the nanomechanical resonator can be measured by a
single electron transistor [21] or a rf-SQUID [22, 24, 25].
Most existing theoretical studies on quantum feedback
control are concentrated on linear quantum systems, i.e.,
the dynamical equations of the system are linear in the
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Heisenberg picture and the feedback controls are linear
functions of the system states, which can often be re-
duced to standard classical control problems, e.g., the
Linear Quadratic Gaussian control problem [9, 10]. How-
ever, essential differences arise when we study nonlinear
quantum systems: (i) linear quantum systems possess
evenly spaced discrete energy spectra, while the distri-
butions of energy levels in nonlinear systems are un-
even or continuous; (ii) linear quantum system start-
ing from a Gaussian state always stays in a Gaussian
state during the evolution, while nonlinear quantum dy-
namics generally distorts the wavepacket. Moreover, the
presence of the relaxation and dephasing effects in non-
linear quantum systems may give rise to inherent phe-
nomena in nonlinear classical systems, e.g., chaos [26]
and bifurcation [27]. These dissipation-induced nonlin-
ear effects [26, 27] have various applications in labora-
tories. For example, nonlinear dynamical bifurcation of
a rf-driven Josephson junction is used to amplify small
signals [28], and further applied to the readouts of the
superconducting qubit states in experiments [28, 29].
Here we propose a method to mimic nonlinear dynam-
ics using a harmonic oscillator with the feedback control.
Such a proposal can be widely applied, especially in cir-
cumstances where a nonlinear amplifier like the rf-driven
Josephson junction is not achievable. It should be no-
ticed that the manipulation of nonlinear effects via feed-
back has been widely studied in classical systems [30].
However, to what extent can we apply this to quantum
systems? In particular, an extensively discussed ques-
tion is whether or not the nonlinear effects [31] can be
produced in linear quantum systems by quantum feedback
control. Here we address this question by examining a
damped harmonic oscillator driven by a nonlinear feed-
back control, and shows that using this “pseudo” nonlin-
ear amplifier can read out quantum states of qubits.
2Our proposal is motivated by the recent developments
for the quantum state readouts in superconducting quan-
tum circuits via a nonlinear amplifier [28] and the quan-
tum information processing using the cavity QED effect
(e.g., in atom-optical systems, cavity quantum-dot sys-
tems, and the systems for the interaction between super-
conducting qubits and the transmission line resonator).
In contrast to the measurement of the quantum states
using a nonlinear amplifier (e.g., to read out the states
of a superconducting qubit using a rf-driven Josephson
junction [28]), one merit for our study is that in the
long-time limit we can analytically analyze the dynam-
ics of the qubit-oscillator system even in the “nonlinear”
regime, which makes it possible to see how to control the
rate of the information extraction so as to balance be-
tween the measurement sensitivity and the measurement-
induced disturbance in the bifurcation readout regime.
Our study can be applied to the measurement of the
states of an atom inside a cavity, quantum dots inter-
acting with single-mode cavity field, or superconduct-
ing qubits in the circuit QED systems. Without loss of
generality, below we choose the atom-cavity system and
the circuit QED system as examples to demonstrate our
method, because these two kinds of systems are more ex-
perimentally controllable and developed very quickly in
recent years. Thus our proposal might be more possible
to be demonstrated in these systems.
The paper is organized as follows: in Sec. II, we present
our feedback control proposal by a general model in
which a damped harmonic oscillator is measured by a
homodyne detection and then driven by the output field
of the feedback control loop. The model of a system,
in which a harmonic oscillator is dispersively coupled
to a qubit and driven by an outer feedback control cir-
cuit, is discussed in Sec. III. Also, the analysis of the
bifurcation-induced qubit readout by a harmonic oscil-
lator with “pseudo” nonlinear dynamics is given in this
section. The applications to the atom-cavity systems and
the circuit QED systems are shown in Sec. IV, and the
conclusions and discussions are given in Sec. V.
II. CONTROLLED DAMPED HARMONIC
OSCILLATOR
Consider a damped harmonic oscillator with an angu-
lar frequency ω and a damping rate γ, which is driven by
a control signal ut. Let us assume that the decay of the
harmonic oscillator can be detected by a homodyne mea-
surement with efficiency η. Under the weak measurement
assumption [32], the dynamics of the harmonic oscillator
with the state ρ and the measurement output dy for mea-
suring the position operator x can be described by the
stochastic equations [8–12]:
dρ = − i
~
[H, ρ]dt+ γD[a]ρdt+√ηγH[a]ρdW, (1)
dy = 〈x〉dt + 1√
2ηγ
dW, (2)
where 〈x〉 = tr (xρ) is the average of the position operator
x; a and a† are the annihilation and creation operators
of the driven harmonic oscillator whose Hamiltonian is
H = ~ωa†a+ ~ut x. (3)
The term ~ut x represents the interaction between the
harmonic oscillator and a time-dependent classical con-
trol field characterized by ut. The superoperators D[a]ρ
and H[a]ρ are defined by:
D[a]ρ = aρa† − 1
2
(
a†aρ+ ρa†a
)
,
H[a]ρ = aρ+ ρa† − tr (aρ+ ρa†) ρ.
The measurement is performed over the position operator
x =
1√
2
(
a+ a†
)
,
whose conjugate momentum operator is
p =
i√
2
(
a† − a) .
dW is a measurement-induced Wiener noise satisfying
E(dW ) = 0, (dW )2 = dt
with E(·) representing the ensemble average over the
stochastic noise.
As shown in Eq. (2), dW represents the measurement-
induced noise in the measurement output of the homo-
dyne detection. To reduce the influence of the noise in
the feedback control design, we take the time average
Yt =
1
t
∫ t
0
(
〈x〉dτ + 1√
2ηγ
dW
)
=
1
t
∫ t
0
dy (4)
of the output signal, where t ≫ 1/γ, as an estimation
of the position x. Taking the long-time average of the
stochastic signals is an effective filtering strategy to ex-
tract stationary signals from the background noises, and
the time-average signal, e.g., Yt in Eq. (4), can be fur-
ther used to design feedback control. Such a control de-
sign has been used in the literature to prepare desired
quantum states (see, e.g., Ref. [33] for the Dicke state
preparation).
With these considerations, we apply the following non-
linear feedback control
ut = f (Yt) = −k1Yt + k3Y 3t − k0, (5)
to the original system (1) described by the Hamiltonian
in Eq. (3), where the positive numbers k0, k1, k3 are the
control parameters. In the following discussions, the con-
trol parameters k1 will be chosen such that k1 > γ.
The nonlinear feedback control given by Eq. (5) in-
duces a pitchfork static bifurcation by varying the bifur-
cation parameter ω near the bifurcation point:
ω∗ =
1
2
(
k1 −
√
k21 − γ2
)
. (6)
3In fact, if the initial state of the harmonic oscillator is a
Gaussian state ρ0 with
〈x〉ρ0 = 0, 〈p〉ρ0 = 0,
〈x2〉ρ0 − 〈x〉2ρ0 = Vx0 ,
〈p2〉ρ0 − 〈p〉2ρ0 = Vp0 ,
1
2 〈px+ xp〉ρ0 − 〈x〉ρ0 〈p〉ρ0 = Cx0p0 , (7)
and if the bifurcation parameter ω is below ω∗, then the
state of the harmonic oscillator given by Eq. (1) converges
to the following stationary coherent state
|α∞0 〉 =
∣∣∣∣ 1√2 (x∞0 + ip∞0 )
〉
, (8)
where
x∞0 =
2ω
γ
p∞0 = k0
ω
ω2 − k1ω + γ2/4 . (9)
However, if the bifurcation parameter ω exceeds ω∗, the
original stationary state given by Eq. (8) becomes unsta-
ble, and two new branches of stationary coherent states
appear
∣∣α∞1,2〉 =
∣∣∣∣ 1√2
(
x∞1,2 + ip
∞
1,2
)〉
, (10)
where
x∞1,2 =
2ω
γ
p∞1,2 = ±
√
−ω2 + k1ω − γ2/4
k3ω
. (11)
The analyses of the above results can be found in Ap-
pendix A. It can be verified that
∣∣α∞1,2〉 are far away
from the original stationary state |α∞0 〉 if the parameters
k0, k3 are small enough such that:
k0, k3 ≪
∣∣∣∣ω2 − k1ω + γ2/4ω
∣∣∣∣ . (12)
To give more insights about the above results, we see
that Yt and x¯ = E (〈x〉) coincide together in the long-
time limit (see Eqs. (A5) and (A8) in Appendix A), and
thus (x∞0 , p
∞
0 )
T
and
(
x∞1,2, p
∞
1,2
)T
are just the stationary
states of the dynamical equation:
x˙ = −γ
2
x+ ωp,
p˙ = − (ω − k1)x− k3x3 − γ
2
p+ k0. (13)
In fact, it can be verified that the above equation has one
stable equilibrium (x∞0 , p
∞
0 )
T
when ω < ω∗ and two sta-
ble equilibria
(
x∞1,2, p
∞
1,2
)T
when ω > ω∗, which coincides
with the results given in Eqs. (9) and (11).
It should be pointed out that the feedback control pre-
sented here is different from the Markovian feedback [8]
and Bayes feedback controls [9] in which the white noise
term dW in Eq. (2) is looked as an innovation information
term obtained by measuring a single system and used to
update the feedback control. In contrast, our proposal is
quite similar to a feedback control proposal based on the
measurement over an ensemble of harmonic oscillators.
In fact, the measurement output given by Eq. (2) can be
reexpressed as:
I(t) = 〈x〉 + 1√
2ηγ
ξ(t),
where ξ(t) satisfies
E (ξ(t)) = 0, ξ(t)ξ(t′) = δ(t− t′).
Then, we take the average of the measurement output
over the quantum ensemble to obtain x¯ = E (I(t)) =
E (〈x〉) which can be further used to design feedback con-
trol ut = u (x¯), and the same feedback control is imposed
on each system in the quantum ensemble. Here, we have
only a single system, and thus, different from the above
ensemble feedback control proposal, we take the time-
average Yt given in Eq. (4) to replace the ensemble aver-
age x¯. Since the system state given by Eq. (1) tends to a
stationary state given by Eq. (8) or (10), Yt and x¯ coin-
cide together in the long-time limit from the ergodic the-
ory [34] (see Eqs. (A5) and (A8) in Appendix A). Thus,
our feedback control proposal is similar to the ensemble
nonlinear feedback control in the long-time limit. Com-
pared with the existing feedback control proposals, e.g.,
the Bayes feedback, our method is more robust to the
uncertainty of the initial state. In fact, the same station-
ary states given by Eqs. (8) and (10) can be obtained if
the initial state of the system deviates slightly from the
Gaussian state given by Eq. (7).
To show the validity of our feedback control proposal,
let us see some numerical examples. By setting the
system parameters as: γ = 250 MHz, k0 = 50 MHz,
k1 = 500 MHz, k3 = 50 MHz, ω = 3.5 MHz, x0 = p0 = 0,
Vx0 = Vp0 = 1, and Cx0p0 = 0, the simulation results in
Fig. 1a show that both 〈x〉 and Yt converge to a station-
ary state x∞0 = 0.0126 ≈ 0 given by Eq. (9). However, if
we tune the oscillating frequency of the harmonic oscil-
lator such that ω = 65 MHz, the stochastic trajectories
of 〈x〉 and Yt are separated into two branches which tend
to two different stationary states x∞1,2 = ±1.95 given by
Eq. (11). The above simulation results coincide with the
theoretical analysis.
As analyzed in Appendix A, the first-order quadratures
〈x〉 and 〈p〉 of the controlled system evolve nonlinearly in
the long-time limit, while the higher-order quadratures
approach to those of the linear quantum systems which
preserve the Gaussian properties of the states. Therefore,
the nonlinear dynamics induced by the proposed quan-
tum feedback control is “semiclassical” in some sense (see
the simplified diagram of the feedback control circuit in
Fig. 2), in contrast to the dynamics of the system gov-
erned by a fully quantum nonlinear Hamiltonian (about
x and p) such as:
Hnl =
1
2
p2 +
1
2
ω2x2 − kx4, (14)
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FIG. 1: (Color online) Stochastic pitchfork bifurcation given
by Eqs. (1), (2), and (5) with (a) ω = 3.5 MHz and (b) ω = 65
MHz. The parameter τ = 2 ns is the normalization time scale.
The red curves with plus signs (one curve in Fig. 1a and four
curves in Fig. 1b) represent the stochastic trajectories 〈x〉t,
and the blue solid curves (one curve in Fig. 1a and four curves
in Fig. 1b) denote the time-average trajectories Yt given by
Eq. (4).
in which the Gaussian wavepackets are distorted. Here
the subscript “nl” means that the Hamiltonian contains
higher-order nonlinear terms. In our feedback control
proposal, we introduce nonlinear terms like 〈x〉3 to the
dynamical equation of the system in comparison to the
terms 〈x3〉 introduced by the nonlinear Hamiltonian Hnl
in Eq. (14). Thus, under the nonlinear Hamiltonian Hnl,
the equations of the first order quadratures 〈x〉, 〈p〉 and
the second order quadratures Vx, Vp and Cxp are not
closed, since higher-order quadratures such as 〈x3〉 are
involved. However, in our proposal, the equations of 〈x〉,
〈p〉 and Vx, Vp, Cxp are closed and decoupled just like
linear harmonic oscillator if the initial state of the har-
monic oscillator is a Gaussian state (see the analysis in
the Appendix A), whose stationary solution can be an-
alytically solved. For this reason, we call this feedback-
control-induced nonlinear dynamics as “pseudo” nonlin-
ear dynamics. As shown below, interesting phenomena
can be observed when such a “pseudo” nonlinear system
is coupled to another quantum system. That is, similar
to the nonlinear amplifier using the nonlinear dynamical
bifurcation (e.g., rf-driven Josephson junctions [28]), the
harmonic oscillator with feedback control can be used to
amplify small signals, and furthermore read out the qubit
states.
III. MEASUREMENTS ON QUBIT STATES
USING CONTROLLED HARMONIC
OSCILLATOR
A. Qubit-oscillator coupling
To demonstrate how we can use the “pseudo” nonlin-
ear harmonic oscillator produced by feedback control to
measure qubit states, let us consider a coupled qubit-
oscillator system driven by a classical field with angular
frequency ωd. The Hamiltonian of this system can be
Classical
tu
Harmonic Oscillator 
³dyt1t
Y
)Y(fu tt  
Controller Filter
dy
“Semiclassical” Local Oscillator
FIG. 2: (Color online) Schematic diagram of the feedback
control circuit: the harmonic oscillator is measured by a ho-
modyne detection, and the output signal of the homodyne
measurement is fed into a classical control circuit which is
composed of a integral filter and a controller. The output
signal of the control circuit is further fed back to drive the
harmonic oscillator, and this feedback control signal may in-
duce nonlinear dynamics of the harmonic oscillator.
expressed as:
H =
~ωq
2
σz + ~ωoa
†a+ ~g(a†σ− + aσ+)
+~ut
1√
2
(
a†e−iωdt + aeiωdt
)
, (15)
where ωq and ωo are the angular frequencies of the qubit
and the harmonic oscillator; σz and σ± are the z-axis
Pauli operator and ladder operators of the qubit; a and
a† are the annihilation and creation operators of the
harmonic oscillator; g is the qubit-oscillator coupling
strength; and ut is the coupling constant between the
driving field and the harmonic oscillator.
In the dispersive regime, i.e., |∆qo| = |ωq − ωo| ≫ |g|,
we can apply the following unitary transformation
U = exp
[
g
∆qo
(
aσ† − a†σ−
)]
to the Hamiltonian H in Eq. (15), then we have an effec-
tive Hamiltonian
H˜ = UHU † ≈ ~ (ωq + χ)
2
σz + ~ωoa
†a+ ~χa†aσz
+~ut
1√
2
(
a†e−iωd t + aeiωd t
)
, (16)
where χ = g2/∆qo is the effective coupling strength be-
tween the qubit and the harmonic oscillator.
Furthermore, the Hamiltonian H˜ can be rewritten in
the rotating reference frame under the unitary transfor-
mation
Urot = exp
[
i (ωdt) a
†a
]
,
thus we can obtain the following effective Hamiltonian
Heff = UrotH˜U
†
rot + iU˙rotU
†
rot
=
~ωq
2
σz + ~∆oda
†a+ ~χa†aσz + ~utx, (17)
5where ∆od = ωo − ωd is the angular frequency detuning
between the harmonic oscillator and the driving field; and
x =
(
a+ a†
)
/
√
2 is the position operator of the harmonic
oscillator. Here the frequency-shift of the qubit caused
by the harmonic oscillator has been neglected under the
assumption that ωq ≫ χ which is usually valid in atom-
optical systems and superconducting circuits.
If we expand the Hamiltonian in Eq. (16) to (g/∆qo)
3
terms, we can obtain the following effective nonlinear
Hamiltonain:
H˜eff =
~
2
(
ωq +
g2
∆qo
+
g4
2∆3qo
)
σz + ~∆oda
†a
+~
g2
∆qo
a†aσz − ~ g
4
∆3qo
(
a†a
)2
σz + ~utx.(18)
The last second term in Eq. (18) may induce nonlinear
dynamics to the harmonic oscillator. However, (g/∆qo)
2
times smaller compared with the third term in Eq. (18), it
is too small to be observed in the large-detuning regime
g ≪ ∆qo. Thus, the high-order terms have been ne-
glected in below discussions.
The decay of the harmonic oscillator is detected by
a homodyne measurement. Thus, the evolution of the
qubit-oscillator system is conditioned on the measure-
ment output of the homodyne detection, which can be
described by the stochastic master equation (1) by re-
placing the system Hamiltonian H with Heff given in
Eq. (17). The output signal of the homodyne detection
is integrated to obtain a new output signal Yt =
∫ t
0 dy/t,
which is further fed into a nonlinear controller to pro-
duce the control signal ut given in Eq. (5). As presented
in Sec. II, such a simple third-order nonlinear feedback
control induces a static bifurcation that can be used to
enhance the measurement strength for the qubit readout.
Different from the open-loop control that is predeter-
mined by the designer without any information extrac-
tion, the proposed feedback control ut is automatically
adjusted according to the state of the qubit in real time so
that different controls generate different state trajectories
and thus different output signals. This makes it possible
to identify the state of the qubit by amplifying the differ-
ence between the output signals by the designed control.
This feature of feedback control has been reported in the
literature to enhance the measurement intensity by lin-
ear amplification (see, e.g., Ref. [35]), which can be done
more efficiently via nonlinear amplification induced by
the proposed quantum feedback control.
Let us assume that the qubit-oscillator system is ini-
tially in a separable state
ρ(0) = ρq(0)⊗ |ψ0(0)〉〈ψ0(0)|,
where
ρq(0) =
∑
i,j=g,e
ρij(0)|i〉〈j|
is the initial state of the qubit with ground state |g〉
and excited state |e〉; and |ψ0(0)〉 is a Gaussian state of
the harmonic oscillator with the first and second-order
quadratures given in Eq. (7). Then, the stationary state
of the qubit-oscillator system in the long-time limit can
be expressed as [36]:
ρ∞ =
∑
i,j=g,e
ρ∞ij |i〉〈j| ⊗ |α∞i 〉〈α∞j |, (19)
where both |α∞e 〉 and |α∞g 〉 are coherent states. Let
α∞g,e =
1√
2
(
x∞g,e + ip
∞
g,e
)
,
then
(
x∞g , p
∞
g
)T
and (x∞e , p
∞
e )
T are respectively the sta-
tionary states of the equations:
x˙g,e = −γ
2
xg,e + (∆od ∓ χ) pg,e, (20)
p˙g,e = −γ
2
pg,e − (∆od ∓ χ− k1)xg,e − k3x3g,e + k0.
The coefficients ρ∞ij in Eq. (19) are given by:
ρ∞gg = ρgg(0), ρ
∞
ee = ρee(0), ρ
∞
ge = ρ
∞
eg = 0.
As analyzed in the last paragraph of Sec. II, the har-
monic oscillator can be looked as a “semiclassical” pseudo
nonlinear system driven by an outer classical feedback
control circuit (see the simplified version of the feedback
control circuit in Fig. 3). The interaction between such a
pseudo nonlinear system and the qubit brings two aspects
of effects. On the one hand, for the qubit, this interac-
tion brings additional decoherence. In fact, it can be
found that there exists a measurement-induced dephas-
ing factor for the reduced states of the qubit of which
the damping rate can be approximately estimated in the
long-time limit as (see the analysis in Appendix B):
Γ = χ
(
x∞e p
∞
g − p∞e x∞g
)
. (21)
On the other hand, this interaction leads to additional
frequency shift for the harmonic oscillator depending on
the state of the qubit. Therefore it is possible to disper-
sively read out the states of the qubit under appropriate
conditions.
B. Bifurcation-induced quantum measurement
The equations of the harmonic oscillator corresponding
to the ground and excited states of the qubit given in
Eq. (20) have the same form as in Eq. (13) with two
different angular frequencies ω = ∆od−χ and ω = ∆od+
χ. As analyzed in Sec. II, a static pitchfork bifurcation
occurs at a critical angular frequency
ω∗ =
1
2
(
k1 −
√
k21 − γ2
)
.
When ω < ω∗, the system given by Eq. (13) possesses
only one stable equilibrium, which becomes unstable
6Qubit
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FIG. 3: (Color online) Simplified version for the feedback
control circuit of the coupled qubit-oscillator system. The
qubit is coupled to the harmonic oscillator, which is driven
by a feedback control circuit composed of a filter and a con-
troller. The nonlinear feedback control coming from the con-
trol circuit leads to “semiclassical” nonlinear dynamics of the
harmonic oscillator. The static bifurcation induced by such
nonlinear dynamics can be used to amplify small signals and
thus measure the states of the qubit.
when ω > ω∗ and, in the meanwhile, two other stable
equilibria appear.
Therefore, by tuning the angular frequency ωd of the
driving field near the bifurcation point, the static bifur-
cation introduced by the proposed feedback control can
induce a transition from weak to strong measurements
for the qubit readout. Actually, if
ωd = ωo − ω∗ + 2χ, (22)
both effective angular frequencies ωg = ω
∗−3χ and ωe =
ω∗ −χ corresponding to the two eigenstates of the qubit
are lower than ω∗. Then, in the long-time limit, e.g.,
when t ≫ 1/γ, the measurement outputs corresponding
to the two eigenstates of the qubit are
Yg,e(t)→ x∞g,e = k0
ωg,e
ω2g,e − k1ωg,e + γ2/4
(23)
respectively (see Eq. (9) and the analysis in Appendix
A). If k0 is small enough such that
k0 ≪
∣∣∣∣χ2 − 2χω∗ + k1χω∗ − χ
∣∣∣∣ , (24)
both Yg(t) and Ye(t) are so close to zero that they are
almost indistinguishable. When t≫ 1/γ, we have
xg,e → x∞g,e =
k0ωg,e
ω2g,e − k1ωg,e + γ2/4
,
pg,e → p∞g,e =
γ
2ωg,e
x∞g,e,
then we can calculate the measurement-induce dephasing
rate Γweak from Eq. (21):
Γweak = χ
(
x∞e p
∞
g − p∞e x∞g
)
=
γk20χ
2[
ω2g − k1ωg + γ
2
4
] [
ω2e − k1ωe + γ
2
4
] .
(25)
The tiny separation between Yg(t) and Ye(t) can be
amplified by switching the angular frequency of the driv-
ing field from ωd = ωo − ω∗ + 2χ to ω˜d = ωo − ω∗. Un-
der this condition, the two effective angular frequencies
ω˜g = ω
∗ − χ and ω˜e = ω∗ + χ are lower and higher than
the bifurcation angular frequency ω∗ respectively. When
t≫ 1/γ, the corresponding stationary measurement out-
puts are
Yg(t) → x˜∞g = k0
ω˜g
ω˜2g − k1ω˜g + γ2/4
,
Ye(t) → x˜∞e =
√
−ω˜2e + k1ω˜e − γ2/4
k3ω˜e
. (26)
By setting
k3 ≪
∣∣∣∣χ2 + 2χω∗ − k1χω∗ + χ
∣∣∣∣ , (27)
we have
|x˜∞e − x˜∞g | ≫ |x∞e − x∞g |.
The above result means that the difference between the
two output signals corresponding to the two eigenstates
of the qubit is amplified by the proposed nonlinear feed-
back control. When t≫ 1/γ, it can be calculated that
xg → x˜∞g = k0
ω˜g
ω˜2g − k1ω˜g + γ2/4
,
xe → x˜∞e =
√
−ω˜2e + k1ω˜e − γ2/4
k3ω˜e
,
pg → p˜∞g =
γ
2ω˜g
x˜∞g ,
pe → p˜∞e =
γ
2ω˜e
x˜∞e .
Then, we can obtain the measurement-induced dephasing
rate Γstrong from Eq. (21) as:
Γstrong = χ
(
x˜∞e p˜
∞
g − p˜∞e x˜∞g
)
=
k0γχ
2√
k3ω˜3e
·
√
−ω˜2e + k1ω˜e − γ2/4
ω˜2g − k1ω˜g + γ2/4
. (28)
It can be noticed that Γstrong is far greater than Γweak
when k0 and k3 are sufficiently small to satisfy Eqs. (24)
and (27).
7IV. APPLICATIONS
A. Atom-optical systems
Consider a coupled atom-cavity system, in which a
two-levelCs atom is dispersively coupled to a single-mode
field in an optical cavity [39] (see Fig. 4). The probe light
transmitted through the optical cavity is detected by a
homodyne measurement. Then, the output photoncur-
rent is fed into a control circuit composed of an integral
filter and a controller to generate a control signal, which
is further fed back to control the probe light by a modu-
lator.
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Probe 
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FIG. 4: (Color online) Schematic diagram of the atom-optical
system under feedback control. A two-level Cs atom is cou-
pled to a single-mode quantum field in the optical cavity,
whose output field is detected by a homodyne measurement
(“LO” denotes a local oscillator). The output signal of the
homodyne measurement is fed into an electric control circuit
to generate the desired control signal, which is further fed
back to modulate the probe laser fed into the optical cavity.
The output signal of the homodyne detection may also be
converted into a digital signal via an analog/digital (A/D)
signal convertor, and thus the control signal can be gener-
ated by a Digital Signal Processor (DSP), which is further
converted into an electric signal via a digital/analog (D/A)
signal convertor and fed back.
We choose the following experimentally accessible pa-
rameters (see, e.g., Refs. [39–41]):
∆qo/2π = 35 MHz,
g/2π = 8 MHz,
γ/2π = 1.4 MHz,
where ∆qo = ωq − ωo is the detuning between the fre-
quency ωq of the two-level atom and the frequency ωo
of the single-mode field in the optical cavity; g is the
coupling constant between the two-level atom and the
optical cavity; and γ is the damping rate of the optical
cavity. The control parameters k0, k1, and k3 are chosen
to be
k0/2π = 1 MHz,
k1/2π = 6 MHz,
k3/2π = 1 MHz.
We first tune the detuning ∆od = ωo − ωd between the
frequency ωo of the optical cavity and the frequency ωd
of the driving field such that
∆od/2π = −3.57 MHz.
In this case, the long-time limits of the measurement out-
puts Yg and Ye corresponding to the ground and excited
states |g〉 and |e〉 of the two-level atom are both close
to zero, and thus almost indistinguishable (see Fig. 5a).
This corresponds to the weak measurement case.
If we tune the detuning frequency ∆od such that
∆od/2π = 0.083 MHz,
the two branches of outputs corresponding to |g〉 and |e〉
are separated in the long-time limit, which corresponds
to the strong measurement case (see Fig. 5b).
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FIG. 5: (Color online) Measurement outputs of the atom-
cavity system under feedback control. (a) ∆od/2pi = −3.57
MHz (weak measurement case): the two output signals Yg(t)
(red curve with plus signs) and Ye(t) (blue solid curve) cor-
responding to the two eigenstates |g〉 and |e〉 of the two-level
atom are almost indistinguishable; (b) ∆od/2pi = 0.083 MHz
(strong measurement case): the two output signals Yg(t) (red
curve with plus signs) and Ye(t) (blue solid curve) are sepa-
rated in the long time limit. The parameter τ = 0.16 µs is
the normalization time scale.
B. Superconducting circuits
The second example considers the superconducting
circuit shown in Fig. 6, in which a transmission line
resonator is capacitively coupled to a Cooper pair box
(charge qubit). Let us now discuss experimental feasibil-
ity via the numerical simulation using the experimentally
accessible parameters. According to the current experi-
ments (see, e.g., Ref. [42]), the qubit frequency ωq, the
frequency ωo and the decay rate γ of the transmission line
resonator, as well as the coupling constant g between the
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FIG. 6: (Color online) Schematic diagram of the supercon-
ducting circuit under feedback control. A charge qubit is
capacitively coupled to a transmission line resonator (TLR),
whose output field is detected by a homodyne measurement
(“LO” denotes a local oscillator). The output signal of the
homodyne measurement is fed into an electric control circuit
to generate the desired control signal, which is further used
to drive the electric field in the transmission line resonator.
qubit and the transmission line resonator can be chosen
as:
ωq/2π = 5.1 GHz, ωo/2π = 5 GHz,
γ/2π = 100 MHz, g/2π = 20 MHz. (29)
With the conditions given in Eqs. (24) and (27), we
further assume that the parameters k0, k1, and k3 are
k0/2π = 20 MHz,
k1/2π = 200 MHz,
k3/2π = 2 MHz or 10 MHz. (30)
The frequency ωd/2π of the driving field is initially cho-
sen to be 4.995 GHz. At the time t∗/τ = 100, i.e., t∗ = 50
ns, the frequency ωd/2π of the driving field is switched
from 4.995 GHz to 4.987 GHz, where τ = 0.5 ns is a nor-
malization time scale. Simulation results in Fig. 7 show
that, at time t∗, the difference between the two output
signals Yg(t) and Ye(t), i.e., the measurement sensitiv-
ity, suddenly jumps. The measurement-induced dephas-
ing rate also suddenly jumps from Γweak to Γstrong. In
fact, it can be calculated from Eqs. (25) and (28) that
Γweak/2π ≈ 0.36 MHz and Γstrong/2π ≈ 10.22 MHz (or
4.57 MHz) when k3/2π = 2 MHz (or 10 MHz). This in-
dicates that the static bifurcation introduced by our pro-
posal induces a transition from weak to strong measure-
ments at time t∗. Moreover, as shown in Eq. (26) and the
simulation results in Fig. 7, the decrease of the nonlinear
coefficient k3 makes the measurement more sensitive, but
accelerates the dephasing of the qubit. Such a tradeoff be-
tween measurement sensitivity and measurement-induced
dephasing effects is a natural consequence of the conflic-
tion between information extraction and measurement-
induced disturbance, which is inherent for quantum mea-
surement.
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FIG. 7: (Color online) Bifurcation-induced transition from
a weak measurement to a strong measurement with (a) the
two output signals Yg(t) and Ye(t) corresponding to the
two eigenstates |g〉 and |e〉 of the charge qubit, and (b)
the measurement-induced dephasing factor. The parame-
ter τ = 0.5 ns is the normalization time scale. The solid
curves represent the trajectories with a nonlinear coefficient
k3/2pi = 2 MHz, while the solid curves with plus signs repre-
sent the trajectories with k3/2pi = 10 MHz.
V. CONCLUSION
In summary, we present a method to induce “semiclas-
sical” nonlinear dynamics in a damped harmonic oscilla-
tor via quantum feedback control. The nonlinear feed-
back control induces a static bifurcation, which can be
used to amplify the small frequency-shift of the harmonic
oscillator for the qubit readout. Theoretical analysis and
numerical simulations show an evident transition from
weak to strong measurements near the bifurcation point.
Our proposal works as well as the bifurcation readout
proposal by a nonlinear amplifier, e.g., a rf-driven Joseph-
son junction. Additionally, we can tune the information
extraction rate to balance between information extrac-
tion and measurement-induced disturbance in the “non-
linear” readout regime. Using the atom-optical systems
and circuit-QED systems as examples, we show how to
apply our proposal to experimental systems.
9We emphasize that the proposed cavity-assistant non-
linear amplification strategy can also be applied to the
qubit readouts in other experimental implementations,
such as quantum dot-cavity systems. This generalized
result is important, in that the proposed measurement
method might be more efficient, because the nonlinear
amplification device, like the rf-driven Josephson junc-
tions in superconducting circuits, may not be achievable.
Our study is also hopeful to be extended to quan-
tum demolition measurements, e.g., the detection of mo-
mentum or position of a nanomechanical resonator, for
which the measurement-induced back-action effects on
the quantity being measured cannot be neglected.
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Appendix A: Dynamics of the Controlled Harmonic
Oscillator
From the stochastic master equation (1) and the mea-
surement output equation (2) given in Sec. II, we can
obtain the following non-Markovian stochastic integro-
differential equations for 〈x〉 and 〈p〉:
d〈x〉 = −γ
2
〈x〉dt+ ω〈p〉dt+
√
2ηγ
(
Vx − 1
2
)
,
d〈p〉 = −ω〈x〉dt− γ
2
〈p〉dt+ k0dt+
√
2ηγCxpdW
+k1
1
t
∫ t
0
(
〈x〉dt + 1√
2ηγ
dW
)
−k3
[
1
t
∫ t
0
(
〈x〉dt + 1√
2ηγ
dW
)]3
, (A1)
which are equivalent to stochastic Markovian equations
by introducing a new variable Yt:
d〈x〉 = −γ
2
〈x〉dt + ω〈p〉dt+
√
2ηγ
(
Vx − 1
2
)
dW,
d〈p〉 = −ω〈x〉dt− γ
2
〈p〉dt+ (k1Yt − k3Y 3t + k0) dt
+
√
2ηγCxpdW,
dYt = −1
t
(Yt − 〈x〉) dt− 1
t
√
2ηγ
dW, (A2)
where
Vx = 〈x2〉 − 〈x〉2, Vp = 〈p2〉 − 〈p〉2
are the variances of the position x and momentum p; and
Cxp = 〈xp+ px
2
〉 − 〈x〉〈p〉
is the symmetric covariance of x and p.
Taking the average of the above equations, we have
˙¯x = −γ
2
x¯+ ωp¯,
˙¯p = −ωx¯− γ
2
p¯+ k1Y¯t − k3Y¯ 3t + k0,
˙¯Yt = −1
t
(
Y¯t − x¯
)
, (A3)
where x¯ = E (〈x〉), p¯ = E (〈p〉), and Y¯t = E (Yt). Here,
we neglect the high-order correlation of Yt induced by the
classical noise dW which is reasonable when the evolution
time is sufficiently long.
When ω < ω∗, we have
x∞0 = k0
ω
ω2 − k1ω + γ2/4 > 0,
p∞0 = k0
γ/2
ω2 − k1ω + γ2/4 > 0. (A4)
Then, since we start from the initial state (0, 0, 0)
T
, it
can be verified from Eq. (A3) that
0 ≤ x¯ ≤ x∞0 , 0 ≤ p¯ ≤ p∞0 , 0 ≤ Y¯t ≤ x∞0 .
Thus, from the last equation in Eq. (A3), we have ˙¯Yt → 0,
i.e., ∃Y∞, s.t., Y¯t → Y∞ when t→∞. Substituting Y∞
into the first two equations of Eq. (A3), we have(
˙¯x
˙¯p
)
=
( − γ2 ω−ω − γ2
)(
x¯
p¯
)
+
(
0
k1Y
∞ − k3Y∞ 3 + k0
)
.
Since the matrix ( − γ2 ω−ω − γ2
)
< 0,
we know that there exists (x∞, p∞)
T
such that(
x¯(t)
p¯(t)
)
→
(
x∞
p∞
)
,
when t→∞.
Next, we will show that Y∞ = x∞. Note that
Y¯t = E (Yt) =
1
t
∫ t
0
x¯ (τ) dτ,
we know that ∀ ǫ > 0, ∃Tσ, s.t. ∀ t > Tσ, |x¯− x∞| < ǫ/2.
Let
∆(Tσ) = max
[0,Tσ]
|x¯− x∞|
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and
TY = max
{
Tσ, 2ǫ
−1Tσ∆(Tσ)
}
.
Then, ∀ t > TY , we have
∣∣Y¯t − x∞∣∣ < 1
t
Tσ∫
0
|x¯(s)− x∞| ds
+
1
t
t∫
Tσ
|x¯(s)− x∞| ds
<
ǫ
2Tσ∆(Tσ)
· Tσ∆(Tσ) + ǫ
2
= ǫ,
which means that Y∞ = x∞.
In order to solve (x∞, p∞)
T
, we let ˙¯x = 0, ˙¯p = 0 to
obtain the algebraic equations
0 = −γ
2
x∞ + ωp∞,
0 = −ωx∞ − γ
2
p∞ + k1x
∞ − k3 (x∞)3 + k0.
Although three equilibria can be solved in this case, only
one equilibrium (x∞0 , p
∞
0 )
T
is stable when ω < ω∗, where
x∞0 , p
∞
0 are given by Eq. (A4). Thus, if ω < ω
∗, we have
E (〈x〉) = x¯→ x∞0 ,
E (〈p〉) = p¯→ p∞0 ,
E (Yt) = Y¯t → Y∞0 = x∞0 , (A5)
when t→∞.
Furthermore, it can be calculated that the equations of
higher-order quadratures are independent of the control
ut. Thus, the evolutions of higher-order quadratures are
like those of linear harmonic oscillator. Since we start
from a Gaussian state, the state given by Eq. (1) remains
to be a Gaussian state, and thus we only need to calculate
the variances Vx, Vp and the symmetric covariance Cxp.
From Eq. (1), we can obtain that
V˙x = −γVx + 2ωCxp + γ
2
− 2ηγ
(
Vx − 1
2
)2
,
V˙p = −γVp − 2ωCxp + γ
2
− 2ηγC2xp,
C˙xp = −γCxp + ωVp − ωVx − 2ηγ
(
Vx − 1
2
)
Cxp,
(A6)
from which it can be verified that
Vx → V∞x = 1/2,
Vp → V∞p = 1/2,
Cxp → C∞xp = 0, (A7)
when t → ∞. From Eqs. (A5) and (A7), we know that
the state of the controlled harmonic oscillator tends to
a stationary coherent state |α∞0 〉 given by Eq. (8) when
ω < ω∗.
With the same discussions, it can be verified that there
exist two stable equilibria for Eq. (A3) when ω > ω∗
which can be expressed as:
 x∞1,2p∞1,2
Y∞1,2

 = ±
√
−ω2 + k1ω − γ2/4
k3ω

 12ω/γ
1

 , (A8)
and Eq. (A7) can also be obtained in this case. It means
that the state of the controlled harmonic oscillator tends
to |α∞1 〉 or |α∞2 〉 when ω > ω∗.
Appendix B: Approximate estimation of the
measurement-induced dephasing rate
With the same analysis as in Appendix A of Ref. [43],
the state of the qubit-oscillator system can be expressed
as:
ρ(t) =
∑
i,j=g,e
ρij (t) |i〉〈j| ⊗ |ψi(t)〉〈ψj(t)| ,
where |ψe〉 and |ψg〉 are Gaussian states with first and
second-order quadratures in the phase space as:
〈x〉g,e = xg,e, 〈p〉g,e = pg,e,
〈x2〉g,e − 〈x〉2g,e = V xg,e,
〈p2〉g,e − 〈p〉2g,e = V pg,e,〈
xp+px
2
〉
g,e
− 〈x〉g,e〈p〉g,e = Cxpg,e.
The first-order quadratures xg,e, pg,e satisfy the equa-
tions:
d xg,e = −γ
2
xg,edt+ (∆od ∓ χ) pg,edt
+
√
2ηγ
(
V xg,e −
1
2
)
dW,
d pg,e = − (∆od ∓ χ)xg,edt− γ
2
pg,edt
+
(
k1Yg,e − k3Y 3g,e + k0
)
dt+
√
2ηγCepg,edW,
d Yg,e = −1
t
(Yg,e − xg,e) dt− 1
t
√
2ηγ
dW,
and the second-order quadratures V xg,e, V
p
g,e, C
xp
g,e satisfy
the equations:
V˙ xg,e = −γV xg,e + 2 (∆od ∓ χ)Cxpg,e +
γ
2
−2ηγ
(
V xg,e −
1
2
)2
,
V˙ pg,e = −γV pg,e − 2 (∆od ∓ χ)Cxpg,e +
γ
2
− 2ηγ (Cxpg,e)2 ,
C˙xpg,e = −γCxpg,e + (∆od ∓ χ)V pg,e − (∆od ∓ χ)V xg,e
−2ηγ
(
V xg,e −
1
2
)
Cxpg,e.
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Here, as an approximate estimation, we omit the higher-
order disturbance induced by V xg,e, V
p
g,e, and C
xp
g,e, then
the coefficients ρij(t) are given by (see, e.g., Ref. [36]):
ρgg(t) = ρgg(0), ρee(t) = ρee(0), ρge(t) = ρ
∗
eg(t),
ρeg(t) =
exp[−(γ2t+Σ(t))−i(ωqt+Θ(t))]
〈ψg(t)|ψe(t)〉
ρeg(0),
where γ2 is the dephasing rate of the qubit without mea-
surement; and Σ(t), Θ(t) can be expressed as:
Σ(t) = χ
∫ t
0
[xe(s)pg(s)− pe(s)xg(s)] ds, (B1)
Θ(t) = χ
∫ t
0
[xe(s)xg(s) + pe(s)pg(s)] ds. (B2)
By tracing out the degrees of freedom of the harmonic os-
cillator, it can be shown that there exists a measurement-
induced dephasing factor exp [−Σ(t)].
As is proved in Appendix A, we have xg,e → x∞g,e,
pg,e → p∞g,e in the long-time limit. Thus, for any s > t¯≫
1/γ, it can be approximately estimated as xg,e(s) ≈ x∞g,e,
pg,e(s) ≈ p∞g,e. Then, the measurement-induced dephas-
ing after t¯ can be approximately calculated as:
exp
{
χ
∫ t
t¯
[xe(s)pg(s)− pe(s)xg(s)] ds
}
≈ exp{[χ (x∞e p∞g − p∞e x∞g )] (t− t¯)} ,
which leads to Eq. (21).
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