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I. INTRODUCTION
There has been a great deal of interest in the modeling of the hydrodynamic response of the solar atmosphere to a flareassociated energy deposition, and to the observational signatures predicted by such models (see, e.g., Craig and McClymont 1976; Cheng, Karpen, and Doschek 1984; Nagai and Emslie 1984; MacNeice et al. 1984; Emslie and Nagai 1985; Fisher, Canfield, and McClymont 1985; Antonucci et al. 1987; Emslie and Alexander 1987) . Because of the complexity of the system of partial differential equations representing the hydrodynamic response, results in this area have of necessity been arrived at by fairly sophisticated numerical modeling techniques, entailing much time and expense in their production. Furthermore, as the results of the recent "benchmark" study (Kopp et al. 1987) have shown, such numerical experiments are fraught with the potential for mutual inconsistency and error, and consequently results from them must be treated with caution.
In this paper we point out that, under restricted circumstances (of which we assess the validity below), the system of hydrodynamic equations (in terms of position and time) may be drastically simplified into a set of three coupled ordinary differential equations, describing the behavior of density, pressure, and velocity as functions of a single self-similar variable C, which combines (Lagrangian) position and time coordinates. The numerical solution of this system of equations is straightforward and has a simple physical interpretation. This solution may therefore be used to model the hydrodynamic response in the regime where the restricting assumptions are valid and may also be used as a test for the relevant regime within the more complicated global numerical solutions. It can also act as a test of certain features of numerical solutions, even outside of this restricted regime, when appropriate terms in the numerical code are suppressed.
In § II we discuss the nature of the simplifying assumptions and the regime of their validity. We also show how the problem may be cast into self-similar form and derive the system of ordinary differential equations describing the response of the atmosphere. In § III the solution of the equations is discussed. In § IV we consider the solution for small times and for large depths and derive analytic approximations in these regimes. Our conclusions are presented in § V.
II. THE MODEL AND ITS APPLICABILITY
We seek a solution to the hydrodynamic equations which is self-similar in the space and time variables of the problem. An parameters an< * conditions of the problem are not suffiaent to independently specify scales for mass, length, and time (or any other three independent dimensional quantities); in such cases these scales are coupled through a similarity variable c, which is a dimensionless combination of the space and time variables and the independent dimensional parameters of the problem.
In the flare hydrodynamic problem under consideration in its most general form (see references in § I), there are a large number of dimensional parameters, defining characteristic scales for (e.g.) heat conduction, radiative losses, flare energy input, ambient energy input, acceleration due to gravity, and the initial variation of density throughout the atmosphere. Thus we cannot expect a self-similar solution to apply throughout all of space and time. However, the same is true of most plasma or gas heating problems in astrophysics and elsewhere such as the point explosion problem (Lerche and Vasyliunas 1976) . Nevertheless, these problems are amenable, as is the present one, to self-similar treatment over limited domains of space and time where the solution is dominated by the input parameters entering the self-similar variable, and the contributions from terms containing other dimensional parameters are small. Typically this will be when and where energy input is large compared to ambient input and loss terms, and over spatial regimes where deviations from a single dimensional characterization of the initial state are small. (For completeness it should be noted that for special values of exponents, a self-similar solution may still be possible, even with these terms retained-see, e.g., Zel'dovich and Raizer 1967) .
In seeking a self-similar solution to the flare heating problem, we therefore first assume (1) that the flare energy input is large compared to ambient energy inputs and gravitational energy terms, and to loss or transport processes other than mass motion (e.g., radiation and conduction) and (2) that the functional dependence of the flare input on space and time contains sufficiently few dimensional parameters. Early discussions of flare hydrodynamics (e.g., Guseinov 1971) considered the point explosion solution to satisfy condition (2). Here we consider alternative forms of input function ß( er gs g s ), satisfying (2), but describing heating extended in both space and time, viz.
in Lagrangian coordinates (Y, t) , where the Lagrangian variable T(g cm 2 ), measures the mass per cm 2 overlying the point m question. (The corresponding form of Q in Eulerian problems is Q = Q 0 t x x ß , where x is the one-dimensional Eulerian distance coordinate, such as radial distance r in the treatment of the supernova problem by Lerche and Vasyliunas 1976.) Form (1) is in fact the relevant form of Q for collisional degradation of a beam of nonthermal electrons or protons with an injected spectrum which has the form of a power law in injected energy E 0 :
where . y s(t) is the injected energy flux (ergs cm 2 s' 1 ) above (arbitrary) reference energy E 00 , so long as ¿^(f) is describable as a power law in t. For the case of a beam of electrons this produces a hard X-ray bremsstrahlung spectrum which has the form of a power law in photon energy e: I(e)~€ 1~s (e.g., Brown 1971), compatible with observations of solar hard X-ray bursts (e.g., Kane, Frost, and Donnelly 1979) . The corresponding form of ß is (Emslie 1978) n -
where m H is the hydrogen mass, B is the ^-function, and for an ionized hydrogen target K = 2ne 4 A, e being the electronic charge (e.s.u.) and A the Coulomb logarithm (e.g., Spitzer 1962) . Equations (1) and (3) are compatible if J^t) = t x and if ß = -<V2. Equation (3) also describes heating by a proton beam (e.g. Brown and Craig 1984; Tamres, Canfield, and McClymont 1986 ) and the heating of partially ionized atmospheres, for K values as given by Emslie (1978) . A similar expression to (1) may also be relevant to radiative heating problems.
Taking the independent dimensional quantities as being those of mass [Ai] , time [7'] , and column mass
2 , where [L] denotes length), the dimensions of Q n (eq.[l])are ' With the problem thus set up, the only dimensional parameters defining the solution are Q 0 and V 00 , the dimensions of V 00 being
(6) From these alone, it is impossible to construct a characteristic time or column mass over which processes occur; instead the (dimensionless) hydrodynamic variables of the solution must depend only on the dimensionless single parameter (self-similar variable) c, combining Q 0 , V 00 , Y, and t, and determined by eliminating [M] from equations (4) and (6):
W This independent variable (or a function of it) is the only dimensionless combination of ß 0 , V 00 , Y, and t. The system of partial differential equations (in Y and t) describing the evolution of the system can now be reduced to a system of ordinary differential equations (DDEs) in the variable I To do this, we first set up dimensionless dependent variables y(£), «(£), p(£), through the (dimensionally required) relationships
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(where F, U, and P are the specific volume, fluid velocity, and pressure, respectively), and replace the temporal and spatial partial derivatives by total derivatives with respect to £, through the relationships (see eq.
[7])
The resulting system of ODEs, and its solution, will be discussed in § III. Before proceeding, however, let us first examine the regime of applicability of our model assumptions.
The form (5) for the density structure of the target atmosphere is valid in the (nearly) constant density scale height hydrostatic chromosphere, where V = H/Y (y = 1), with the scale height H = (RT/ng), R being the gas constant, n the mean molecular weight (a.m.u.), T the temperature (K), and g the acceleration due to gravity. The density structure of the preflare corona is probably also of this form (with a much larger H), or can alternatively be viewed as being essentially uniform (so that y = 0). However, between these two regions (at the transition region), the density jumps by about two orders of magnitude with no appreciable change in Y, so that self-similar treatment across this region is not possible. This in turn results in a large conduction term with an associated dimensional conductivity parameter, so destroying the self-similarity.
The requirement that thermal conduction (with its selfsimilarity destroying dimensional parameter k-the coefficient of thermal conductivity) be negligible restricts us to the lower of these above regions, i.e., to the chromosphere, where even in flares thermal conduction is at least eight orders of magnitude smaller than the energy input Q and so can safely be neglected (Emslie, Brown, and Machado 1981) . By contrast, in the corona thermal conduction is an integral part of the flare energy budget (see, e.g., Emslie 1985) . Furthermore, by restricting our attention to the chromosphere any low-energy cutoff in the injected electron spectrum (2) becomes irrelevant (electrons below this energy have a stopping distance less than that required to reach the chromosphere so that the form (2) can formally be extended to cover all E 0 % and in addition heating due to ohmic dissipation of the beam-neutralizing return current (e.g., Knight and Sturrock 1977) can be neglected (Emslie 1980) . The neglect of radiation becomes more severe as the density of the atmosphere increases. Assuming an optically thin form for the radiative losses (any actual radiative losses in the chromosphere will be less than this due to optical depth effects), the ratio of radiative losses per gram to flare energy input per gram is (see e.g., eq.
where <p(T) is the optically thin radiative loss function < 10" 22 ergs cm 3 s -1 for chromospheric temperatures (e.g. Raymond, Cox, and Smith 1977) . Taking E 00 = 10 keV = 1.6 x 10" 8 ergs and <5 = 6, we obtain 1.0 x 10 11 nY 3 4.8 x lQ-*n i0 Nl 9
where we have replaced the mass column density variable by the equivalent number column density N = Y/m H , and written X n for x/10 n . In the hydrostatic chromosphere N = nH, with FT = 3 x 10 3 T ä 3 x 10 7 cm. Thus we may write n 10 = 30N 19 ,so that 1.5x10-2 AT? 9 r, = -.
If ^ is assumed to vary linearly with i, based on an assumed linear rise of hard X-ray burst intensity with time (see also § IV), then radiation will become less important as time proceeds at a prescribed Y. Using parameters typical of a large hard X-ray burst (see, e.g., Hoyng, Brown, and van Beek 1976), we set «^ = 5 x 10 9 i (valid for i < 30 s, after which starts to decline again), and obtain the inequality
as a condition for rj to be less than unity, i.e. for the neglect of radiation to be justified.
The region defined by the constraints that V 19 > 1 (chromosphere; thermal conduction negligible) and that equation (13) holds (radiation negligible) is shown in Figure 1 . (Also shown in this figure is the region corresponding to ^ < £crit-linûl °f applicability of our mathematical solution; see § III.) We see that our self-similar approximation is justified within a small, yet significant, region of solution space, namely, the first seconds of heating in the upper chromosphere. During this period the depression of the transition region due to heating of chromospheric material to coronal temperatures can also safely be neglected. The region of applicability is extended to somewhat greater depths when one takes into account the reduction in radiative losses due to optical depth effects. Note also that the gain in gravitational potential energy is negligible in such a short term, justifying its neglect also. Let us now, then, proceed to calculate the form of our self-similar solution.
III. SOLUTION OF THE SELF-SIMILAR EQUATIONS
The basic equations are those of continuity, momentum, and energy. With the simplifying assumptions discussed in § II, and using the Lagrangian form of the equations, these take the form (Bessey and Kuperus 1970) W_dlJ dt -dY'
and dV__ _dP_ dt -~dY'
where F is the ratio of specific heats and U is measured downward (i.e., in the direction of increasing Y).
With the substitutions (1), (7), (8), and (9), these take the form
(3 + 2)<^m' -u = (y -2)p -(2y + /? -2)£p f ,
which can be written in matrix form as 0 (2y + ß-2) -(3 + 2)' {2y + ß-2) (3 + 2) 0 (3 + 2)v 0
• (20) 1126 BROWN AND EMSLIE Vol. 339 1/4 (see analysis leading to eq.
[13]), radiation cannot be neglected, and consequently this region is also excluded from consideration. For £ > £ crit « 1.04 (see eq.
[7] and Fig. 2 ) no downward-propagating characteristics intersect the region (see Fig. 3 ) and so no solution exists. The allowed domain is a small, yet significant, region of the variable space corresponding to the first few seconds of heating of the preflare upper chromospheric layers.
It is a straightforward matter to obtain series solutions of equation (20) for u, p, and v by using recurrence relations between the series coefficients, but in practice it is just as convenient to integrate equation (20) by simple numerical methods starting at ^ = 0 with initial conditions t; = 1 (by definition), u = 0 (initially static atmosphere) and p = 0 (initially cold atmosphere, valid since the thermal energy density created by the flare heating rapidly exceeds the initial thermal energy density of the chromospheric material). Note that solutions are prescribed for all Y at i = 0, in contrast to, say, the point explosion problem (with ¿ proportional to an inverse power of t) in which solutions for small times are not realizable (information having not yet reached the point in question). A typical family of solutions (for y = 1 [exponential atmosphere], 2=1 [linear increase in electron energy input with time] and ß = 3 [electron spectral index ô = 6]) is shown in Figure 2 . We note that at £ = ^c rit (= 1.04 for this particular case), the derivatives p', u\ and v' all become infinite; this corresponds to the vanishing of the determinant of the matrix in equation (20). For general 2, ß, and y, this condition can be expressed as
This singular point is of great importance in the flare hydrodynamic problem, whether treated in an analytic approximation or in exact numerical form, as discussed shortly. To understand its nature, in the present context, we first note that the Lagrangian (Y,t plane) " speed " of any Ç = constant point is 
-_X. t (2y + ß-I)'
Now, the local sound speed is (FPV) 112 (in the Eulerian plane) or, in the Lagrangian (7, t) plane, by equations (8) 
from which we see from equation (21) that the point ç = ¿' cr ¡ t propagates in the (Y, i) plane at precisely the sound speed. Now for a set of partial differential equations such as the hydrodynamic equations (14)-{16), the solution at any point (Y, t) is determined by information (including combinations of the initial and boundary conditions) propagated from the surrounding matter along the characteristics of the equations (Nakagawa and Steinolfson 1976) . In the Appendix we show, using the methodology of Nakagawa and Steinolfson (1976) , that the present set of equations possesses three characteristics-one of zero speed in the ( Y, i) plane representing the increase of pressure (and temperature) due to the local input at Y, and a pair of speeds dY/dt = ±C representing the hydrodynamic propagation of information downward (increasing Y) and upward (decreasing Y) through the gas. The curve ç = ç cri , {W = C) in the (Y, t) plane, which necessarily passes through the origin (eq. [7] ), is thus precisely the downward characteristic curve (dY/dt = C) passing through Y = 0, t = 0 along which information propagates from the Y = 0 boundary.
In Figure 3 we show schematically the situation in the (Y, t) plane for three values of ç : ç_., < ç crit ; ç = <¡; cri ,; and c B > ¿ cr j r ç À and ¿a correspond to points below ¿""I Y > Y crit ) and above £ crit (Y < Y cril ) at some time t 0 , where Y crit is given from £ crit and t 0 by equation (7). Also shown are the characteristic curves ^ !, <g 2 , and ^3, arriving on these three ¿ curves at time t 0 , carrying information from the initial conditions on the t = 0 boundary (i.e., U, P, V as functions of Y at t = 0).
From Figure 3 it is clear that for all points Ç < the fluid behavior is well defined by information traversing characteristics including that from the i = 0 boundary (Y > 0). However, the behavior on £ = £ cr it is affected by the initial conditions at Y = 0 while for £ > £ crit the relevant downward propagating characteristic <^2 intersects the t = 0 axis at Y < 0, which is unphysical. In mathematical terms this means that for such a point, £ > £ cril , the behavior can only be determined if the conditions of the problem are extended by prescribing the temporal evolution (of U, P, V) on the Y = 0 boundary. Thus to determine the complete solution along £ = ¿b, up to time t 0 , it is necessary to prescribe (U, P, F) at Y = 0 for all t in 0 < t < t* (see Fig. 3 ). Physically, this means that at any particular depth Y, the behavior up until time f cr ¡ t is determinate since it only depends on local input and arrival of hydrodynamic information transported from the previous state of points within the atmosphere (Y >0). On the other hand, after time t crit the behavior is only determinate if we specify what has been happening on the upper ( Y = 0) boundary at all previous times for which information has arrived at Y-such specification could, for example, in the idealized problem be made in terms of a constant pressure piston moving at prescribed speed.
It should be clear from this discussion that the failure of our solution, beyond a certain time at fixed Y, or above a certain depth Y for fixed t has nothing to do with our method of solution but is instead a universal feature of the way the problem is specified. Even in a numerical solution, with all processes included, the essential features of signal propagation along characteristics are preserved. Thus a full numerical simulation of an open flux tube is bound to become indeterminate, or spurious, at any point in the tube, once the information that the upper boundary is open reaches that point, unless the code BROWN AND EMSLIE incorporates some temporal dependence of conditions on that boundary. To the best of our knowledge, no such specification has ever been given. Most numerical simulations are in fact for closed flux tubes with symmetric heating, which amounts to solving two tubes, back to back at 7 = 0 in each. In a sense this precise symmetry, hardly likely in practice, evades the problem by forcing t/ = 0 at 7 = 0. The consequences of any lack of symmetry would in reality propagate down the tube limbs and invalidate the solutions beyond the relevant critical points in (7, t) [or (x, i)] space. A critical examination of the consequences of loop symmetry, and of the artifacts possibly introduced by demanding such symmetry, in the widely used numerical simulations would seem to be in order.
To close this particular discussion, two specific cases are particularly illustrative. First, if we set ß = y =0 W e are describing the heating of a uniform, semi-infinite, initially cold slab of gas at a spatially uniform rate. We might expect physically that nothing would happen except a spatially uniform rise in pressure and temperature (see § IV). However, with r = 1, p = 0 at i = 0, it is clear that p will rise until condition (21) is reached and this description fails. It fails because after a finite time the fact that the slab has a free (or otherwise specified) boundary at 7 = 0 has been propagated and gas will want to move in the direction of that boundary (if it is free). Second, to show that the effect is not an artifact of having a sharp atmospheric boundary in the y = 0 case, we can consider the ß = 0. y = 1 case for which the atmosphere extends over the range -co < x < oo in Eulerian coordinates. One might expect information from 7 = 0 (x = -oo) to reach any finite 7 only after infinite time, and the boundary condition to play no role. However, because the initial density tends toward zero as 7 does, the temperature and sound speed become unbounded there, so that a signal still reaches finite 7 at finite t.
IV. SOLUTION IN PHYSICAL VARIABLES
The scaling of the solution exhibited in Figure 2 to physical variables can be carried out readily using equations (8) with appropriate values of g 0? and V 00 . To understand this solution physically, and to provide analytic solutions with which to compare numerical results, let us discuss the form of the solution for small values of self-similar variable ç (i.e., small times or great depths, or both). For such values of c we may approximate
Substituting these results in the basic equations (17)- (19), we obtain the following sequence of results. First, from the energy equation (19), neglecting terms of second order and above in small quantities, we derive a + ¿r Then, using the momentum equation (18) 
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Using equations (7) and (8), we obtain, in terms of dimensional ( (32)-(34) reduce to P = (F -l)(Q 0 /Voo% U = 0, p = p 0 , which is obvious on physical grounds. For nonzero ß and y, the situation becomes somewhat more complex. There are two main cases. b) Case2: ß+ y <0 This situation results, when a uniform atmosphere (y = 0) is subjected to heating with ß= -<5/2 < 0. In such a case, the decreased heating at great depths produces a decrease in pressure with depth, and a downward motion (positive U) results. This downward motion will always cause a compression (see eq.
[34b] with (ß + y), and consequently (ß + y -1), both negative.) Such a downward-moving compression-a "chromospheric condensation"-has been predicted by previous numerical results; see Fisher, Canfield, and McClymont (1985) .
Returning to our discussion of the physical behavior of the solution, we note that the temperature is given by Using equation (35) we find that (37) showing that, for 2 > 0 and ß < 0 (the solar flare heating case), the DEM tends to generally increase with time, and at any given time show a decrease with temperature. Both these trends are in general agreement with observation (e.g., Canfield et al 1979) and physical expectation. a) Case 7 : ß + y > Ö Here P is (of course) positive and increases with depth Y. Such a case results when a large increase of density with depth (large y) more than compensates for the decrease of specific heating with depth (ß = -à/2 being negative). Since the pressure produced by the heating increases with depth, an upward motion (negative U) results. This upward motion drives a rarefaction if ß + y < 1 and a compression if ß + y > 1. If 0 c ß + y < 1 (such as in a uniform atmosphere with a heating rate that increases only slightly with depth), the upward motion resembles the expansion of material into a vacuum and a general decrease in density results. If, however, ß + y > 1 (such as in a uniform atmosphere with a heating rate that increases sharply with depth), then the large pressure gradients within the expanding material cause a compression of the material as it moves upward. Note that this upward motion is not equivalent to flare-driven " evaporation " of chromospheric material. In a full (dimensional) simulation, the sharp density gradients between the corona and chromosphere lead to similarity sharp downward pressure gradients (which drive rapid upward motions) when the atmosphere is heated, even although the heating may decrease (at a much more gradual rate than the density increase) with depth (ß < 0). In the selfsimilar regime, with no sharp density gradients, upward motion only results if ß > 0 (increase in heating with depth) or if y is large and positive (corresponding to a strong density gradient over the entire atmosphere).
V. CONCLUSIONS
We have shown how, under certain assumptions which are justifiable during the first few seconds of upper chromospheric heating in a solar flare, the hydrodynamic equations describing the response of the solar atmosphere to flare energy input may be reduced to a set of ordinary differential equations in a selfsimilar variable £. The solution to these any be found numerically in a very quick and straightforward manner. Study of the problem's characteristic curves also lends valuable insight into the specifications that are necessary to fully describe any hydrodynamic simulation, such as one of the plethora of numerical codes currently in use. Furthermore, during the very early stages of heating, analytic solutions for the behavior of the hydrodynamic variables can be obtained. These solutions have a simple physical interpretation and as such can be used to test more complicated (full hydrodynamic) models of flare heating during these early stages. Furthermore, if these numerical codes are run with radiation, conduction, gravity, and ambient input terms suppressed, and with a suitable initial density structure (such as isothermal hydrostatic) then our analytic solution will provide an exact check of remaining aspects of the codes. This work has evolved over a considerable number of years, during which time innumerable discussions with various indi- 
APPENDIX CHARACTERISTICS OF THE EQUATIONS
The basic equations (14)- (16) 
Equations (A4) show the solution to be determined by the information on the local history of the source (heating) term (dY/dtfor dO and by information arriving along characteristics corresponding to 0 2 > 03> at the sound speed C, from above and below, respectively. This is the only feature of the characteristics we have used in the main text. For completeness we also note here the actual equations which can be integrated along the characteristics. These are obtained by taking the left scalar products of each of equation (A5) 
