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Aikaisen testaamisen puolesta puhuu moni tutkimus. Capers Jonesin ”Applied software
management” -kirjassa todetaan aineiston pohjalta, että virheen korjaaminen laadunvar-
mistusvaiheessa  voi  maksaa  satakertaisesti  sen,  mitä  se  maksaisi  kehitysvaiheessa
[Jon96]. Samoilla linjoilla on esimerkiksi Steve McConnell, joka vie ajatuksen vielä pi-
temmälle korostaen ongelmien löytämistä jo ennen toteutusvaihetta [McC04]. Tämän
kaltaisista lähtökohdista on päädytty ajattelemaan, että kehitysaikaisen testauksen avulla
voidaan löytää ongelmia aiemmin ja siten säästää kustannuksissa ja vähentää virheitä
koodissa. Capersin lukuihin on myöhemmin kommentoitu, että vaikutuksen taloudelli-
nen merkittävyys riippuu virheen laadusta, mutta yleinen konsensus on, että tieteellinen
tutkimus tukee  väitteitä  kustannusten kasvamisesta sen mukaan,  mitä  myöhemmässä
vaiheessa virhe löydetään [SBB02].
On kuitenkin esitetty myös, että ohjelmoijalle itselleen testien kirjoittaminen on eri syis-
tä vaikeaa. Ohjelmoija tietää jo, miten koodin tulisi toimia, ja jos jokin poikkeustapaus
ei tullut suunnitteluvaiheessa toteuttajan mieleen, ei se välttämättä tule muissakaan vai-
heissa.  Ohjelmoijaa  ei  välttämättä  myöskään  ole  koulutettu  hyvien  testien
kirjoittamiseen. Tämän lisäksi testien kirjoittaminen vaatii joka tapauksessa oman ai-
kansa, ja niitäkin tulee ylläpitää muuta koodia ylläpidettäessä. Jos aiemmin ohjelmoijan
vastuulla olleet yksikkötestit  generoidaan,  on mahdollista, että testien kirjoittamiseen
liittyviä vaikeuksia ja siihen tarvittavien resurssien määrää voitaisiin merkittävästi vä-
hentää.  On  huomattava,  että  tällöin  luovutaan  testien  ohjelman kehitystä  ohjaavasta
vaikutuksesta, johon testivetoisessa kehityksessä pyritään, sillä generointi tapahtuu jäl-
kikäteen.  Testien  generointi  ei  siis  voi  kokonaan  korvata  käsin  kirjoitettuja  testejä
ainakaan  siinä  mielessä,  miten  testivetoinen  kehitys  testauksen  tarpeen  määrittelee.
2Avuksi se voi silti olla: esimerkiksi Ramlerin ja kumppaneiden tutkimuksessa [RWS12]
työkalun generoimien testien avulla löydettiin tunnissa merkittävästi enemmän virheitä
kuin mitä opiskelijatestaaja samassa ajassa löysi ilman niitä. Tutkimuksessa opiskelija
löysi keskimäärin 3,7 virhettä, kun Randoopin avulla löydettiin yhdeksän. Kun koe uu-
sittiin  käyttäen  120  minuutin  aikaa  sekä  generointiin  että  ihmisten  suorittamaan
testaukseen, testaajien ollessa opiskelijoiden sijasta ammattilaistestaajia, löydettyjen vir-
heiden  määrä  oli  kummassakin  ryhmässä  suunnilleen  sama  kuin  Randoopin  60
minuutissa löytämä virheiden määrä [RWK13]. Randoop-työkalun avulla siis saavutet-
tiin tutkimuksessa sama löydettyjen virheiden määrä nopeammin. Toinen mahdollinen
syy generoida testejä on esimerkiksi olemassa olevien testien täydentäminen.  Tällöin
sovellus on jo kirjoitettu, mutta sen testit ovat tunnetusti heikkolaatuisia tai niitä on vä-
hän.
Olemassa olevassa tutkimuksessa on kuvattu monia työkaluja ja lähestymistapoja tes-
tien generointiin. Näissä tutkimuksissa käytetyt työkalut ovat kuitenkin olleet monesti
joko itse kehitettyjä tai vähintäänkin sellaisia, ettei niille ole saatavilla tukea kaupalli-
seen kehitykseen. Kaupallisia työkaluja ei ole arvioitu, eikä niitä ole verrattu avoimesti
saatavilla oleviin työkaluihin. Tämän tutkielman tavoite on kuvata testien generointi,
esitellä siihen soveltuvat merkittävimmät työkalut ja suorittaa vertailevaa analyysiä nii-
den  välillä  sekä  havainnollistaa  niiden  hyödyllisyyttä.  Perimmäisenä  tavoitteena  on
arvioida, onko erityisesti kalliista kaupallisista testigenerointityökaluista todellista hyö-
tyä sovelluskehityksen tukena.
Tutkielmani rajoittuu Java-sovelluskehityksessä käytettäviin työkaluihin. Muihinkin oh-
jelmointiympäristöihin  on  vastaavia  työkaluja  olemassa,  ja  osa  työkaluista  soveltuu
monelle eri ohjelmointikielelle. Testien generointi esimerkiksi .NET-alustan sovelluk-
3siin ei ongelmana ole erilainen, ja ratkaisut muistuttavatkin toisiaan, vaikka alustariip-
puvaisia  optimointejakin  löytyy  [TH08].  Tässä  tutkielmassa  käsitellään  tarkemmin
kuutta  merkittävää  testigenerointityökalua,  AgitarOnea,  Jtestiä,  CodePro  AnalytiXiä,
Palusta, Evosuitea ja Randoopia.
Tutkielma on kirjoitettu niin, että luvussa 2 kuvataan tärkeimmät käytetyt käsitteet sekä
testaamisen perustavimpia ongelmia. Luvussa 3 kuvataan testien generointia tarkemmin,
ja luvussa 4 esitellään relevanttia aiempaa tutkimusta. Luvussa 5 kuvataan tämän tut-
kielman puitteissa suoritettu tutkimus, jonka tulokset  esitellään luvussa 6. Luvussa 7
tehdään suoritetun tutkimuksen perusteella johtopäätöksiä ja kuvataan mahdollisia tule-
vaisuuden tutkimuskohteita.
42 Lähtökohdat
Voidakseen puhua testien generoinnista ja testitulosten analysoinnista on välttämätöntä
määritellä joitain käsitteitä sekä avata sitä ongelmakenttää, johon testatessa on vastatta-
va. Luvussa kuvataan käsitteistö, joka soveltuu tutkielmassa tehtäviin testeihin. Luvussa
käsitellään myös testauksen perusongelmaa: mitkä ovat testauksen rajat ja mihin on jär-
kevää pyrkiä.
2.1 Käytetystä käsitteistöstä
Tässä  tutkielmassa  generoitavat  testit  ovat  niin  sanottuja  kehityksenaikaisia  testejä
(engl. development test), joka terminä kattaa sovelluskehittäjän kirjoittamat ja suoritta-
mat  testit,  eli  yksikkö-,  komponentti-  ja  integraatiotestit.  Yksikkötesti on testi,  joka
testaa pienintä mahdollista ohjelman loogista yksikköä. Java-ohjelmointikielessä tämä
yksikkö on tyypillisesti yksi luokka. Komponenttitesti on harvemmin käytetty nimitys
testistä, joka kattaa useamman käännösyksikön muodostaman komponentin tai moduu-
lin,  kuitenkin  kattamatta  riippuvuutta  tai  rajapintaa  ulospäin  [TestingFAQ]1.
Integraatiotesti keskittyy eri yksiköiden tai komponenttien välisiin rajapintoihin ja nii-
den testaamiseen. Näitä testejä voidaan toteuttaa tai generoida sekä kehityksen aikana
että jo valmiiseen sovellukseen, joten termi kehityksenaikainen on jossain määrin har-
haanjohtava.
Testit on lisäksi eroteltu lasilaatikkotesteihin (engl. white-box testing) ja mustalaatik-
kotesteihin (engl.  black-box  testing).  Mustalaatikkotesti  ei  oleta  mitään  testattavan
komponentin  tai  järjestelmän sisäisestä  toiminnasta,  vaan  se perustuu  testin  kohteen
ulospäin näkyvään toiminnallisuuteen. Sisäinen toiminta on piilotettu ”mustaan laatik-
1 Toisin kuin viitatussa lähteessä, esimerkiksi FiSTB:n testisanastossa komponenttitesti on synonyymi 
yksikkötestille [FiSTB07]. Tässä käsitteet on haluttu selvyyden vuoksi pitää erillään.
5koon”, eikä toteutusyksityiskohtia nähdä. Siten testaus perustuu syötteiden antamiseen
ja tuloksien tutkimiseen [KFN99, s. 43]. Lasilaatikkotesti sen sijaan on testi, joka perus-
tuu  komponentin  sisäiseen  rakenteeseen,  käytännössä  lähdekoodiin.  Testauksen
kohteena ovat yksittäiset  lähdekoodin lauseet,  jotka ovat testin kirjoittajan näkyvillä,
mistä tulee nimi ”lasilaatikko” [KFN99, s. 51].
Ohjelmistossa  ilmeneviin  ongelmiin  on  käytetty  määritelmiä,  joiden  mukaan  virhe
(engl. error) on koodin rakenteessa tai koodin logiikassa koodin kirjoittajan aikaansaa-
ma virhe, vika (engl. fault) on tilanne, jossa virhe saa ohjelmiston toimimaan väärin, ja
häiriö (engl. failure) tilanne, jossa viallisen koodin suorittaminen on aiheuttanut ongel-
matilanteen ohjelman suorituksessa. Testien löytämiin ongelmiin viitataan virheinä, sillä
läheskään aina ne eivät johda varsinaisiin ulospäin näkyviin vikatilanteisiin tai häiriöi-
hin. Määritelmät ja käännökset ovat yhteneviä FiSTB:n käyttämien kanssa [FiSTB07].
Määritelmät perustuvat McConnellin [McC04, s.499-500], FiSTB2:n [FiSTB07] ja Tes-
ting FAQ:n [TestingFAQ] käyttämiin määritelmiin.
Arvioitaessa työkalujen generoimien testien kattavuutta on huomioitava eri kattavuus-
strategiat.  Kattavuudelle  käytetään  Zhun  ja  kumppaneiden  esittämää  jaottelua  ja
määritelmiä  [ZHU97].  Jaottelu  erottaa  määrittelyperustaiset  kattavuusstrategiat
(engl.  specification-based  criteria)  ja  ohjelmaperustaiset  kattavuusstrategiat (engl.
program-based criteria) ja on analoginen myöhemmin esitettävälle määrittelyyn ja läh-
dekoodiin  perustuvien  testigenerointistrategioiden  erottelulle.  Määrittelyperustaiset
kattavuusstrategiat  käyttävät  ohjelman  tai  komponentin  määrittelyä  testikattavuuden
2 ISTQB eli International Software Testing Qualifications Board on kansainvälinen testaussertifiointeja 
tarjoava järjestö, jonka paikallisjärjestö suomessa on FiSTB, Finnish Software Testing Board. 
FiSTB:n sanasto on käännös ISTQB:n julkaisemasta ”Standard glossary of terms used in Software 
Testing”-sanaston 2.0-versiosta, joka perustuu mm. ISO 9000, ISO 9126, ISO 14598, ISO 12207, 
IEEE 1044, IEEE 1008, IEE 829, IEEE 1028, IEEE 610, IEEE 1219 ja DO-178b -standardien 
määritelmiin. ISTQB:n lähteistetty sanasto on luettavissa osoitteesta 
http://www.istqb.org/downloads/finish/20/101.html
6määrittelyyn ja kuuluvat siten mustalaatikkotestauksen tekniikoihin. Ohjelmaperustaiset
kattavuusstrategiat käyttävät lähdeaineistonaan ohjelman rakennetta lähdekoodissa ku-
vattuna. Ne kuuluvat tyypillisesti lasilaatikkotestauksen tekniikoihin. Zhu ja kumppanit
jakavat ohjelmaperustaiset kattavuusstrategiat vielä erilleen rakenne- (engl. structural),
vika-  ja  virheperustaisiin  kattavuusstrategioihin  [ZHU97].  Rakenneperustaiset  katta-
vuusstrategiat  jakautuvat  edelleen  ohjausvuoperustaisiin  ja  tietovuoperustaisiin
kattavuusstrategioihin, jotka kumpikin perustuvat vuokaavioon.
Vuokaavio (engl. flow graph) on suunnattu verkko, joka koostuu joukosta N solmuja ja
joukosta E solmuja yhdistäviä  suunnattuja kaaria  [ZHU97].  Tässä joukossa jokainen
solmu edustaa ohjelman lausetta. Jokainen kaari muodostuu solmuparista <n1, n2>. Sol-
mupari edustaa kontrollin siirtymistä solmulta n1 solmulle n2, siis ohjelman lauseesta n1
lauseeseen  n2,  ja mahdollista  siirtymäehtoa.  Vuokaaviossa on kaksi  erityistä  solmua,
joista käytetään nimitystä loppusolmu ja alkusolmu. Vuokaavion alkusolmuun ei saavu
yhtään kaarta,  eikä sen loppusolmusta lähde yhtään kaarta.  Jokaisen kaavion solmun
täytyy olla suorituspolulla, joka alkaa alkusolmusta ja päättyy loppusolmuun [ZHU97].
Jokainen ohjelman suoritus vastaa vuokaaviossa olevaa polkua alkusolmusta loppusol-
muun.  Tällainen  polku  on  nimeltään  entry-exit  -polku (engl.  entry-exit  path).  On
huomattava, että mikäli vuokaaviossa on silmukka, entry-exit -polkuja voi olla rajatto-
masti.
Tässä tutkielmassa käytetään muun muassa lausekattavuutta ja haaraumakattavuutta kat-
tavuuden  mittareina.  Ne perustuvat  kumpikin  ohjausvuohon.  Lausekattavuus (engl.
statement coverage, line coverage, basic block coverage) määritellään niin, että ”joukko
P entry-exit-polkuja sisältää täydellisen lausekattavuuden jos ja vain jos kaikille vuo-
kaavion solmuille n on olemassa sellainen entry-exit-polku p joukossa P, että n on p:n
7varrella” [ZHU97].  Haaraumakattavuus (engl.  branch coverage)  määritellään siten,
että joukko P entry-exit-polkuja sisältää täydellisen haaraumakattavuuden jos ja vain jos
jokaiselle vuokaavion särmälle e on olemassa sellainen entry-exit-polku p joukossa P,
että e on p:n varrella [ZHU97]. Näiden lisäksi tietovuohon perustuu myös polkukatta-
vuus (engl. path coverage, predicate coverage), joka määritellään siten, että joukko P
suorituspolkuja sisältää täydellisen polkukattavuuden, jos ja vain jos P sisältää kaikki
entry-exit-polut [ZHU97]. Polkukattavuus mainitaan esimerkkinä vahvemmasta ohjaus-
vuohon  perustuvasta  kattavuudesta,  jota  ei  kuitenkaan  luvussa  5  eritellyistä  syistä
tutkielmassa  käytetä.  Polkukattavuuden erityistapaus  on  peruspolkukattavuus  (engl.
basic path coverage, basis path coverage), jolloin kukin polku käsitellään vain kerran
eikä silmukoita  huomioida.  Näiden rajoitteiden ansioista  peruspolkukattavuus välttää
täydellisen polkukattavuuden ongelmat. Näiden lisäksi mainitaan vielä operaatiokatta-
vuus,  jolla  viitataan  kattavuuteen,  jolla  Javan  yksittäiset  tavukoodioperaatiot  on
suoritettu.  Operaatiokattavuus  ei  siis  muista  mainituista  poiketen perustu ohjausvuon
analysointiin.
Kattavuuden ohella tutkielmassa on tarkoitus arvioida testien kykyä  kuvata olemassa
oleva  toiminnallisuus.  Tähän  käytetään  mutaatiotestausta.  Mutaatiotestaus  perustuu
virheiden istuttamiseen koodiin niin, että testitapausten tulisi pystyä selvästi erottamaan,
milloin käsiteltäväksi annettu koodi on alkuperäistä ja milloin mutantti. Tämän erottelu-
kyvyn  perusteella testitapausten joukolle voidaan laskea niin sanotut  mutaatiopisteet,
joiden avulla voidaan arvioida testitapausten riittävyyttä ja kattavuutta [DB13]. Mutaa-
tiotestaus  testaa  siis  testejä,  ei  testin  kohteena  olevaa  koodia.  Voidakseen  erottaa
mutaation, testin tulisi suorittaa mutatoitu koodi, kohteena olevan ohjelman sisäisen ti-
lan  tulisi  tämän  suorituksen  takia  muuttua,  metodista  palatessa  paluuarvon  tai
testattavan kohteen sisäisen tilan tulisi olla mitattavasti erilainen ja testin tulisi huomata
8tämä erilaisuus, aiheuttaen muutoksen testin lopputuloksessa. Tätä kutsutaan mutaation
tappamiseksi. Myös  mutaatiokattavuudesta puhutaan, ja tässä tutkielmassa on hyö-
dynnetty  nimenomaan  mutaatiokattavuutta.  Mutaatiokattavuudella  tarkoitetaan
tapettujen mutaatioiden osuutta kaikista mutaatioista. Mutaatiokattavuus on esimerkki
kriteeristä, joka Zhun ja kumppaneiden jaottelussa edustaa vikaperustaista kattavuuskri-
teeriä [ZHU97].
Joissain tutkimuksissa on erotettu vahva (engl.  strong),  heikko (engl.  weak) ja vakaa
(engl.  firm) mutaatiotestaus [JH11].  Vahva mutaatiotestaus on niin sanottu klassinen
mutaatiotestauskriteeri, jonka DeMillo ja kumppanit kuvasivat jo vuonna 1978 [DLS78]
ja joka määriteltiin edellä. Sen sijaan alun perin Howdenin vuonna 1982 kuvaamassa
[How82] heikossa mutaatiotestauksessa mutaation tappaminen vaatii vain mutatoidun
koodin suorittamisen ja kohteena olevan ohjelman sisäisen tilan muutoksen [How82,
JH11]. Voidaan ajatella, että heikko mutaatiotestaus on mittarina lähempänä lause-, haa-
rauma- ja polkukattavuutta kuin vahvaa mutaatiotestausta, sillä se ei vaadi, että mutaatio
voidaan erottaa testin lopputuloksesta. Heikko mutaatiotestaus on kuitenkin laskennalli-
sesti  kevyempää,  joten  jotkut  työkalut  käyttävät  sitä  vähentääkseen  tarvittavien
suoritusten määrää. Tässä tutkielmassa käytetyistä työkaluista EvoSuiten yksi testigene-
rointikriteeri  on  heikko  mutaatiokattavuus.  Testejä  arvioitaessa  käytetään  tässä
tutkielmassa vain vahvaa mutaatiokattavuutta.
Vakaa mutaatiotestaus on Woodwardin ja Halewoodin ehdottama heikon ja vahvan mu-
taatiotestauksen  välimuoto,  jossa  mutaatiokriteeri  on  ohjelman  sisäisen  tilan
muuttaminen, mutta mutaation tappamisen määrittelyssä otetaan huomioon usean tilan
jatkumo [WH88]. Jian ja Harmanin mukaan yhtään vakaata mutaatiotestausta hyödyntä-
vää työkalua ei ole toistaiseksi julkaistu [JH11].
92.2 Testaamisen perusongelma
Testauksen ehkä perustavimmanlaatuinen ongelma on ohjelman oikeellisuuden varmis-
tamisen  mahdottomuus.  Täydellinen  teoreettinen  varmistaminen  kaatuu
pysähtymisongelmaan: on todistettu, että ei voida rakentaa tietokoneohjelmaa, joka tes-
taa, pysähtyykö sille syötteenä annettu tietokoneohjelma kaikilla mahdollisilla syötteillä
[Sip12].  Tästä seuraa,  että sovelluksen oikeellisuus on ratkeamaton ongelma [PP13].
Tämä ei tarkoita, etteikö toivoa ole: monia ominaisuuksia voidaan silti varmistaa teo-
reettisesti. Käytännössä se voi kuitenkin kestää hyvin kauan [PP13].
Teoreettisen varmistamisen sijaan voidaan varmistus tehdä testitapausten avulla. Myös
varmistaminen mahdollisten testitapausten kautta on ongelmallista, sillä kaikkia testita-
pauksia  tai  edes  suurinta  osaa  kuviteltavissa  olevista  testitapauksista  ei  käytännössä
voida  minkään  oikeaan  sovelluskehitykseen  käytettävän  testauksen  aikana  suorittaa.
Tästä on useita havainnollisia esimerkkejä.
James Whittaker toi artikkelissaan ”What is Sofware Testing? And Why Is It Hard?”
[Whi00] esiin esimerkin päivämäärän ja kellonajan valinnan mahdollistamasta käyttö-
liittymäkomponentista. Komponentissa voi valita sekunnin tarkkuudella minkä tahansa
kellonajan päivän aikana,  jolloin hyväksyttyjä  syötevaihtoehtoja  on yhtä  paljon kuin
vuorokaudessa sekunteja, 86 400. Päivämäärän voi valita vuosilta, joissa on neljä mer-
kitsevää numeroa. Näin päivämäärävaihtoehtoja on noin 365 * 9999 = 3 649 635, joten
kellonajan kanssa vaihtoehtoja tulee 315 328 464 000. Käsin tehtynä, viisi sekuntia tes-
tille,  testien  läpivienti  kestäisi  noin  50  000  vuotta.  Täysin  automatisoituna,  viisi
mikrosekuntia testille, aikaa kuluisi silti noin 18 vuorokautta. Edellä on laskettu vain
sallitut  syötteet:  myös  kielletyt  syötteet  olisi  testattava.  Graafisessa  käyttöliittymässä
syöttöjärjestys  ja muu ympäristö voivat  myös vaikuttaa.  Vaihtoehtojen määrä kasvaa
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siis nopeasti.
Testauksen eräässä klassikkokirjassa, Glenford Myersin ”The Art Of Software Testing”,
otettiin vastaavaksi esimerkiksi testauksen vaikeutumisesta kuvan 1 kaltainen polkura-
kenne  [Mye79].  Siinä  yhdessä  suorituksessa  on silmukan sisällä  viisi  vaihtoehtoista
polkua. Oletus on, että silmukka käydään läpi enintään 20 kertaa. Tällöin eri suoritus-
vaihtoehtoja on 520 + 519.. 51, eli noin 1014. Näiden vaihtoehtojen käyminen läpi kestäisi
yhden testin sekuntivauhdilla noin 3,2 miljoonaa vuotta. Täysin automatisoituna, viisi
mikrosekuntia testille, aikaa kuluisi silti noin 19 vuotta. Mikäli silmukan läpikäyntimää-
rää ei ole rajoitettu, ei tietysti voitaisi asettaa rajaa tarvittavalle ajallekaan.
Kolmantena ja ehkä dramaattisimpana esimerkkinä voidaan ottaa Java-metodi, joka saa
String-tyyppisen parametrin. String voi olla 231 merkkiä pitkä, ja jokainen sen merkki
Kuva 1: Pienen ohjelman ohjausvuokaavio Myersin 
esimerkkiä [Mye79] mukaillen
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voi olla mikä tahansa UTF-16 -merkistökoodauksen merkki, joita on 1 112 064 erilaista.
Vaihtoehtoja merkkijonolle on siis 1 112 064231, eli noin 2*1012 983 964 840. Näiden läpi-
käyntiin  tarvittaisiin  useamman  universumin  ikä,  vaikka  yksi  vaihtoehto testattaisiin
mikrosekunnissa.
Voidaan siis lähes poikkeuksetta sanoa, että ohjelman kaikkien syötevaihtoehtojen tai
sisäisien polkujen läpikäynti ei ole käytännössä mahdollista. Sen sijaan voidaan kuiten-
kin pyrkiä eri tavoin tyydyttävään kattavuuteen ja löytää olennaisia ongelmia. Voidaan
esimerkiksi ajatella, että jos ohjelman suorituspolku ei muutu, erillistä testaustapausta ei
tarvita. Ei kuitenkaan ole triviaalia määritellä eksaktisti, mitkä testisyötteet todella vai-
kuttavat suorituspolkuun ja mitkä voivat keskeyttää suorituksen kokonaan. Tähän voivat
valmiit työkalut tuoda helpotusta.
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3 Testien generoinnista
Testaamista voidaan luokitella monin tavoin, mutta perinteisesti testauksesta puhuttaes-
sa  on  keskitytty  kahteen  pääsuuntaukseen:  määrittelyyn  perustuvaan  testaukseen  ja
lähdekoodiin perustuvaan testaukseen [Kob02, s.11]. Vastaavasti puhuttaessa testien ge-
neroinnista  viitataan  joko  määrittelypohjaiseen  tai  lähdekoodiin  perustuvaan  testien
generointiin. Tässä luvussa eritellään nämä tavat tarkemmin.
3.1 Määrittelyyn perustuvat strategiat
Määrittelypohjainen  testaus  on jossain määrin  yleistäen  mustalaatikkotestausta,  jossa
testataan, toimiiko kohdejärjestelmä määrittelyjen mukaisesti: sen sisäisestä rakenteesta
ei  periaatteessa  tulisi  tietää  mitään.  Tällainen  testaus  suoritetaan  käyttöliittymän  tai
muun rajapinnan kautta. Testauksen perustana käytettävä määrittely voi olla toiminnalli-
nen tai ei-toiminnallinen, siinä voi olla käyttötapauksia tai se voi olla tiukan formaali.
Jos kuitenkin määrittelyn pohjalta halutaan suoraan generoida testejä, on määrittelyn ol-
tava formaali. Väitöskirjassaan ”Design and Evaluation of Automatic Test Generation
Strategies for Functional Testing of Software” Noritaka Kobayashi erottaa viisi testige-
nerointistrategiasuuntausta, jotka perustuvat formaalien määrittelyjen hyödyntämiseen:
toiminta-, tieto-, logiikka-, tapahtuma- ja tilavetoiset strategiat [Kob02, s.14-19]. 
Toimintavetoista  testistrategiaa  käyttäessä  jokaista  kohdejärjestelmän määriteltyä  toi-
mintoa kohti generoidaan testitapaus, jossa on yksi syötearvo, joka kuuluu hyväksyttyyn
syötejoukkoon, ja poikkeustoiminnan kohdalla jokaista toimintoa kohti generoidaan tes-
titapaus,  jonka  syötearvo  ei  kuulu  hyväksyttyyn  syötejoukkoon.  Toimintavetoinen
testistrategia keskittyy nimensä mukaisesti toimintaan, eikä se ota kantaa syötearvoihin
mitenkään muuten kuin rajaamalla hyväksytyt erilleen muista syötearvoista.
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Tietovetoinen testistrategia keskittyy käytettyihin arvoihin ja koettaa löytää testitapaus-
ten kannalta optimaalisen syötejoukon jota hyödyntää.  Tähän Kobayashi erottaa viisi
alistrategiaa: raja-arvo-, partitio-, käyttökohde-, lista- ja syntaksianalyysit. Syntaksiana-
lyysi  keskittyy  rakenteisen  syötteen  käytön  oikeellisuuteen,  kun  taas  muut  strategiat
keskittyvät syötteen arvojen käsittelyyn. Esimerkiksi raja-arvoanalyysi keskittyy löytä-
mään testitapaukset sallittujen arvoalueiden rajoilla.
Logiikkavetoinen strategia pyrkii todistamaan ohjelman siirtymät loogisesti oikeiksi ja
järkeviksi. Se on matemaattinen lähestymistapa, joka tarvitsee syötteekseen esimerkiksi
loogisen päätösverkon kohdejärjestelmän siirtymistä tilojen välillä. Tila voi olla sisäi-
sesti hyvinkin monimutkainen; olennaista ovat tilojen väliset loogiset suhteet.
Tapahtumavetoinen strategia toimii parhaiten kohdejärjestelmälle, joka on suunniteltu
reagoimaan erilaisiin tapahtumiin. Tällaisesta tyypillinen esimerkki on graafinen käyttö-
liittymä, joka reagoi samassa ikkunassakin useisiin erilaisiin tapahtumiin.
Tilavetoisesta strategiaa käytettäessä keskitytään, kuten voisi päätellä, järjestelmän tiloi-
hin ja niiden välisiin siirtymiin. Tilavetoinen strategia luo testitapauksia noudattaakseen
etukäteen määriteltyjä sallittuja tai virheellisiä siirtymiä.
Myös Kobayashi toteaa, että muitakin strategioita on, kuten satunnaisuuteen tai luotetta-
vuuteen perustuvat strategiat. Hänestä nämä ovat kuitenkin määrittelypohjaisessa testien
generoinnissa  edellä  mainittuja  strategioita  tukevia,  eivät  ensisijaisia  strategioita
[Kob02, s.19-20].
3.2 Lähdekoodiin perustuvat strategiat
Yleensä  sovelluskehittäjällä  ei  ole  tarpeeksi  formaaleja  määrittelyjä  saatavilla,  eikä
määrittelyjä  ole  luotu  testigenerointia  silmällä  pitäen.  Siksi  lähdekoodiin  perustuvat
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strategiat ovat usein realistisempi vaihtoehto testien generointiin. Jotkut lähteet erottavat
rajapinnan perusteella generoivat strategiat sisäisen toteutuksen perusteella generoivista
[SLS11, s. 206]: tässä niitä kumpiakin on käsitelty lähdekoodiin perustuvina strategioi-
na.
Yksinkertaisin tällainen strategia on kaikki mahdolliset arvot järjestyksessä läpikäyvä
strategia. Vaikka se on tehoton ja siksi ongelmallinen, kuten luvussa 2 kuvasin, rajatulla
kohdejoukolla se voi silti olla hyvinkin hyödyllinen. Mathurin mukaan se on mahdolli-
sesti  kaupallisten  työkalujen  käytetyin  strategia  [Mat07,  s.  344].  Tälle  epäilylle  ei
kuitenkaan löytynyt tukea muusta aineistosta.
Zhang ja kumppanit ryhmittelivät heistä kehityksen huippua edustuvat lähdekoodiin pe-
rustuvat  testigenerointistrategiat  kaikki  arvot  tietyissä  rajoissa  läpikäyviin  (engl.
bounded-exhaustive), satunnaisuutta hyödyntäviin ja symboliseen suoritukseen perustu-
viin  strategioihin  [ZSB11].  Tietyissä  rajoissa  läpikäyvä  strategia  eroaa  kaikki  arvot
läpikäyvästä määräämällä rajat läpikäytäville arvoille. Nämä rajat voivat olla esimerkik-
si mahdolliset minimi- ja maksimiarvot, tai ne voivat olla annetun arvoalueen arvoja.
Tällainen työkalu on esimerkiksi Korat, joka generoi kaikki tietyissä rajoissa mahdolli-
set syötteet ja ajaa ne testitapauksina kohdeluokalle [BKM02].
Satunnaisuuteen  perustuvat  strategiat  kokeilevat  metodin  tai  luokan  suoritusta  argu-
menttien  eri  satunnaisarvoilla.  Tässä  tutkielmassa  kutsun  osittain  tai  kokonaan
satunnaisiin metodiargumentteihin perustuvia testigenerointistrategioita  satunnaisargu-
menttistrategioiksi. Jos strategia on puhtaasti satunnaisuuteen perustuva (suuntaamaton,
engl. undirected), kukin syötekokeilu on riippumaton aiemmista kokeiluista. Esimerkik-
si  tunnettu  satunnaisargumentteja  generoiva  Randoop-työkalu  kuitenkin  painottaa
lyhyempiä sarjoja, vähemmän testattuja metodeita ja lähdekoodista jo löytyviä vakioita
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[PLE07b]. Sen lisäksi Randoop käyttää aiempien ajojen syötteitä ja lopputuloksia ai-
neistona  seuraavia  argumentteja  generoidessaan  [PLE07a].  Pacheco  ja  kumppanit
huomasivat  kokeissaan  painottamisen  tuottavan merkittävästi  parempia  tuloksia  kuin
suuntaamattomuuden  [PLE07b].  Randoopin  käyttämää  satunnaisargumettistrategiaa,
jossa syötteenä ovat aiemmat ajot ja niiden syötteet [PLE07a], kutsutaan syöteohjatuksi
satunnaisargumenttistrategiaksi  (engl.  feedback-directed random test  generation).  Pai-
nottavana  tekijänä  on joissain  työkaluissa  käytetty  myös  muun muassa  kohdealueen
syötteiden tilastollisia jakaumia [Kob02, s. 48]. Testistrategioita, joissa seuraava gene-
roitu  testi  ottaa  huomioon  aiemmin  generoidut  testit  ja  pyrkii  tiettyyn  hajontaan
arvoissa,  on  myös  nimitetty  antisatunnaisstrategioiksi  (engl.  antirandom  strategies)
[Kob02, s. 48].
Dynaamiset  analysointistrategiat  hyödyntävät  joko  symbolista  tai  ajonaikaista kohde-
koodin  suoritusta.  Käytännössä  työkalut  yleensä  seuraavat  esimerkiksi  etukäteen
instrumentoimalla onnistunutta Java-luokan ajoa ja päättelevät siitä niitä ehtoja, joiden
tulisi vallita metodia kutsuttaessa ja metodista poistuttaessa. Kun nämä ehdot on päätel-
ty, voidaan niiden perusteella arvioida, rikkooko annettu ajo sitä, miten metodin voisi
olettaa toimivan tai millaiseen tilaan sen voisi olettaa olion jättävän. Eräs kuvattua päät-
telyä tekevä työkalu on nimeltään Daikon, joka instrumentoi kohteena olevan koodin
ennen suoritusta [Ern00, s. 2]. Daikon-työkalun tekemää päättelyä on käytetty tehosta-
maan  ainakin  Jtestin  [XN06]  ja  Eclatin  [PE05]  satunnaisargumenttitestejä.  Ajon
seuraamista tekevät myös Java PathFinder, joka instrumentoinnin sijaan ajaa ohjelmaa
erityisessä virtuaalikoneessa [LV01,  VHB03],  ja AgitarOne.  Java PathFinder  käyttää
symbolista suoritusta [ZSB11]. Symbolinen suoritus voidaan tehdä esimerkiksi niin, että
jokainen haaraumakohta evaluoidaan ja mahdolliset ehdot ratkaistaan, jolloin niistä saa-
daan  hyödyllisiä  testisyötteitä.  AgitarOnen  käyttämä  niin  sanottu  agitointi  suorittaa
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vastaavaa analyysiä suunnitteluaikaisesti taustalla [BDS06]. Kuvassa 2 näkyy agitoinnin
avulla pääteltyjä ehtoja. Agitointi on kuvattu tarkemmin AgitarOnen kuvauksen yhtey-
dessä luvussa 5.1.1. 
On myös huomattava, että ajoanalyysiä voidaan erikseen täydentää staattisella analyy-
sillä  koodin mahdollisista  riippuvuuksista.  Eri  testigenerointistrategioita  voi  yhdistää
laajemminkin jopa samaan työkaluun, kuten esimerkiksi Palus-työkalussa, joka hyödyn-
tää  sekä  satunnaisargumenttistrategiaa,  staattista  analyysiä  että  dynaamista  analyysiä
[ZSB11].
3.3 Testigeneroinnin heikkouksista
Tyypillinen heikkous testejä generoitaessa on, että generointityökalu ei osaa itse arvioi-
da, milloin testejä on tarpeeksi. Osassa testigenerointityökaluista ei myöskään ole kovin
kattavia lopetusehtoja, vaan testejä generoidaan niin kauan, kun käyttäjä antaa aikaa ge-
nerointiin. Käyttäjän on siis itse arvioitava, milloin testejä on riittävästi. Käyttäjän on
usein myös kerrottava, mihin tuloksiin testien on päädyttävä tai mihin niiden ei tulisi
päätyä. Vaihtoehtona olisi tyydyttävä joko siihen, että testityökalu vain kuvaa olemassa
olevaa käyttäytymistä, tai siihen, että vain tietyt etukäteen määritellyt poikkeukset tulki-
taan  ongelmiksi.  Koska  testigenerointityökalut  toimivat  hyvin  moninaisista  eri
lähtökohdista, on kuvatunlaiseen ohjaamiseen myös vaikea antaa kovin yleispätevää oh-
jeistusta. Työkalu- tai lähestymistapakohtaisesti ohjeita sen sijaan voidaan antaa.
Kuva 2: AgitarOnen agitoinnin perusteella ehdottamia ehtoja, joita voi valita seurattaviksi
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3.4 Lähdekoodista testejä generoivia työkaluja
Sekä tiedeyhteisö että kaupalliset tahot ovat esitelleet työkaluja testien generoimiseen.
Esiteltyjä työkaluja on eritelty strategian mukaan taulukossa 1 ja alkuperän mukaan tau-
lukossa 2. 
Työkalu Testigenerointistrategia Saatavuus
AgitarOne Olemassa olevista ajoista esi- ja 
jälkiehtojen päättely ja 
satunnaisargumenttistrategia 
[BDS06]










Ei tiedossa Vapaasti saatavilla4
Daikon Kontraktien päättely olemassa 
olevia testejä instrumentoimalla ja 
testit ajamalla [Ern00, PE05]
Vapaasti saatavilla5
Eclat Kontraktien päättely testiajoista ja 
syöteohjattu 
satunnaisargumenttistrategia 
[PE05], vaatii testiajon [PLE07a]
Vapaasti saatavilla6









Javalanche Mutaatiogenerointi [SZ09] Vapaasti saatavilla8
Java PathFinder Ajaa Java-ohjelmia erityisessä 
JVM:ssä kartoittaakseen ohjelman 



















Kaupallinen tuote, kokeiluversio 
pyynnöstä11
jWalk [Sim07] Vapaasti saatavilla12
Korat Kaikki mahdolliset arvot 
annetuissa rajoitteissa generoiva 
strategia [BKM02]
Vapaasti saatavilla13
µTest (MuTest) Mutaatiogenerointi [FA11] Vapaasti saatavilla osana EvoSuitea
























Ei saatavilla, toteutettu vain artikkelia 
varten [ZZL10] 
Taulukko 1: Testigenerointityökalujen käyttämiä strategioita
Taulukoista nähdään, että monet työkalut käyttävät jonkinlaista syötteiden satunnaisge-








16 https://sites.google.com/site/recgentool/ [3.2.2014] 
17 http://groups.csail.mit.edu/pag/reCrash/ [3.2.2014]
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Työkalu Kehittänyt Esittelyvuosi Edellinen
päivitysvuosi
AgitarOne Agitar Technologies 
[BDS06]
200418 201319
ARTGen Lin, Tang, Chen ja 
Zhao [LTC09]
2009 2009
CodePro AnalytiX Instantiations 2001 [CodePro] 2010 [CodePro]
Daikon Ernst [Ern00] 2000 [Ern00] 201420
Eclat Pacheco ja Ernst 
[PE05]
2005 [PE05] 200521
EvoSuite Fraser ja Arcuri 
[FA11]
2011 201322
GenCC Zhang, Bu, Wang ja 
Ernst [ZBS10]
2010
Javalanche Schuler ja Zeller 
[SZ09]
2009
Java PathFinder Lerda ja Visser 
[LV01, VHB03]
2001
JCrasher Csallner ja 
Smaragdakis [CS04]
2004 200723
Jtest Parasoft 199824 201425
jWalk Simons [Sim07] 2007
Korat Boyapati, Khurshid, ja
Marinov [BKM02]
2002 [BMK02] 201126
µTest Fraser ja Zeller 
[FZ10]
2010
Palus Google [Zha11, 
ZSB11]
2011 201027
Palulu Artzi, Ernst, Kiezun, 
Pacheco ja Perkins 
[AEK06]
2006

















Työkalu Kehittänyt Esittelyvuosi Edellinen
päivitysvuosi
RecGen Zheng, Zhang ja Lyu 
[ZZL10]
2010
ReCrash Artzi, Kim, ja Ernst 
[AKE08]
2008
UnRand Lin, Tang, Chen ja 
Zhao [LTC09]
2009
Taulukko 2: Testigenerointityökalujen kehittäjät ja ajantasaisuus
Taulukosta 2 nähdään myös, että monet työkaluista ovat kokonaan tai osittain samojen
tekijöiden tekemiä.  Carlos  Pacheco  on ollut  mukana Palulun,  Randoopin  ja  Eclatin,
Shay Artzi on ollut mukana ReCrashin ja Palulun ja Michael D. Ernst ReCrashin, Ran-
doopin,  Palulun,  GenCC:n,  Eclatin  ja  Daikonin  kehityksessä.  Voisi  ajatella,  että




Testigenerointi ei ole uusi asia. Alalta on merkittävästi aikaisempaa tutkimusta, mutta
tietyt,  tässä  tutkielmassa  huomioidut  näkökohdat  ovat  aiemmin  jääneet  vähemmälle
huomiolle. Luvussa esitellään aiempaa tutkimusta, joka sekä vertaa testigenerointityöka-
luja toisiinsa, että generoituja testejä ihmisten tekemiin.
4.1 Eri työkaluja vertaavaa tutkimusta
2007 esiteltyä Randoopia verrattiin julkaisuartikkelissaan Jcrasheriin ja Java PathFinde-
riin sekä Randoopin suuntaamattomaan variaatioon [PLE07a].  Artikkelissa havaittiin,
että Randoop oli paitsi paljon skaalautuvampi kuin vertailukohteensa, se myös löysi sel-
västi enemmän oikeita ongelmia. Vertailukohteena olivat Java-ajoympäristön java.util ja
javax.xml -nimiavaruudet, jakarta commons chain, collections, jelly,  logging, math ja
primitives-kirjastot sekä .NET-sovelluskehys. Testattuja Java-luokkia oli yhteensä 1246
ja .NET-luokkia 46 004. Jcrasher löysi joitain virheitä, mutta merkittävästi vähemmän
kuin Randoop, ja Java PathFinder ei pystynyt analysoimaan kohteita saatavilla olevien
resurssien puitteissa. Suuntaamaton Randoop todettiin tutkimuksen perusteella heikom-
maksi vaihtoehdoksi kuin syöteohjattu.
2009 Lin, Tang, Chen ja Zhao esittelivät ARTGen-työkalun sekä vertasivat sen generoi-
mia testejä Randoopin ja suuntaamattoman ARTGen-variaation, UnRandin, generoimiin
[LTC09].  Vertailtavana  lähdekoodina  olivat  kuusi  Java-luokkaa,  joista  kaksi  Apache
Commons Mathista, kaksi Apache Commons Langistä ja yksi Apache Commons Col-
lectionsista. Kuudes luokka oli lyhyt testisovellus nimeltä Siena. Sovelluksia arvioitiin
generoitujen testien määrän, niiden saavuttaman lausekattavuuden, löydettyjen virhei-
den ja kuluneen ajan perusteella. Tutkimuksessa lausekattavuus oli paras vaihtelevasti
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kolmen työkalun välillä.  Mielenkiintoisesti UnRandin lausekattavuus oli keskimäärin
kolmikon paras, vaikka se löysi  selkeästi vähiten virheitä. ARTGen löysi  kolmikosta
eniten virheitä ja generoi vähiten testejä. Se myös vaati vähiten aikaa suoritukseensa,
pois lukien eräs math.utilin luokka. Löydetyt virhemäärät olivat kuitenkin verrattain pie-
niä  johtuen  mahdollisesti  kohteena  olevien  luokkien  vähäisestä  määrästä:  ARTGEN
generoi yhteensä 19 virheen löytävää testitapausta, kun Randoop generoi 14.
Erityisesti RecGen-työkaluun keskittyvä tutkimus suoritettiin 2010. Tässä tutkimukses-
sa  [ZZL10]  verrattiin  JCrasher,  Randoop,  ARTGen  ja  RecGen-työkaluja.  Työkaluja
käytettiin generoimaan testejä JScience29-kirjaston, Berkeley DB-sovelluksen30 ja JDSL-
kirjaston31 luokille. Arviointikriteerinä oli lausekattavuus sellaisena kuin EclEmma-työ-
kalu sen ilmaisi. Tutkimuksessa kutakin työkalua ajettiin kahden minuutin ajan, paitsi
JCrasheria, jolle ei voinut antaa ajoaikaa, joten sitä ajettiin oletusasetuksilla. Tutkimuk-
sessa  havaittiin,  että  JCrasherin  kattavuus  oli  heikko  verrattuna  muihin  työkaluihin.
ARTGen suoriutui JScience-kirjaston kanssa lähes vastaavasti kuin Randoop, mutta hä-
visi sille Berkeley DB- ja JDSL-kirjastojen kohdalla. RecGen sai parempia tuloksia kuin
Randoop kaikissa testin kohteissa. Eräissä tapauksissa sen kattavuus näytti silti EclEm-
man  mukaan  heikommalta,  mihin  tutkijat  antoivat  selitykseksi  sen,  että  RecGen
oletuksena jätti java.lang.Exceptionin aliluokat huomiotta. Löydettyjen virheiden mää-
rää tutkimuksessa ei todettu eikä sitä siten vertailtu.
Palus-työkalulle  suoritettiin  vastaava  muihin  työkaluihin  vertaava  tutkimus  2011
[ZSB11].  Tutkimuksessa  arvioitiin  Palus-työkalua  vertaamalla  sen  tuottamien testien






Testihypoteesina  oli,  että  Palus-työkalu  saavuttaisi  staattista  ja  dynaamista  testigene-
rointia yhdistelemällä  sekä paremman testikattavuuden että löytäisi  enemmän oikeita
virheitä kuin muut työkalut omilla strategioillaan. Randoop kuvattiin strategialtaan sa-
tunnaisargumenttistrategiaa  käyttäväksi  generointityökaluksi,  Palulu  dynaamista
analyysiä käyttäväksi testigenerointityökaluksi ja RecGen staattista analyysiä käyttäväk-
si  testigenerointityökaluksi.  Testissä  käytettiin  arvioinnin  kohteena  tinySQL32-,
SAT4J33-,  JSAP34-,  Rhino35-,  BCEL36- ja Apache Commons Collections37 -projekteja,
yhteensä 1102 luokkaa, sekä tarkemmin määrittelemättömiä Googlen sisäisiä sovelluk-
sia.  Kattavuus  arvioitiin  lausekattavuuden  ja  haaraumakattavuuden  perusteella,  ja
lopullisesti työkalujen hyödyllisyys arvioitiin löydettyjen ohjelmistovirheiden määrällä.
Tutkimuksessa huomattiin, että Palus saavutti yleensä paremman ja huonoimmillaankin
samantasoisen lause- ja haaraumakattavuuden kuin muut käytetyt työkalut kaikissa tes-
tikohteissa. Myös virheitä se löysi eniten.
4.2 Työkalujen generoimia testejä ihmisten kirjoittamiin vertaavaa 
tutkimusta
EvoSuite38-työkalulle on suoritettu paljon vertaavaa tutkimusta, joista tässä mainitaan
2013  julkaistu  tutkimus  ”Does  Automated  White-Box  Test  Generation  Really Help
Software Testers?” [FSM13]. Tutkimuksessa EvoSuite-työkalua arvioitiin niin, että 49
kontrollihenkilöä hajautettiin kahteen ryhmään, joista toisessa he kirjoittivat testit ilman








XOM-projektin39 DocType-luokka, Commons Cli40:n Option-luokka ja Math4J41:n Ra-
tional-luokka.  Tutkimuksessa  havaittiin,  että  testien  generointi  työkalulla  auttoi
saavuttamaan  paremman  haaraumakattavuuden  kuin ihmisten kirjoittamissa  testeissä.
Samalla tutkimuksessa havaittiin kuitenkin myös, että työkalun generoimia testejä muu-
tettiin vastahakoisemmin kuin alusta asti itse tehtyjä eikä niitä kovin helposti haluttu
hylätä kokonaan. Tutkimuksen johtopäätöksissä korostettiin, että käyttäjät joskus aiheet-
tomastikin luottivat generoituihin testeihin. Varsinaisia virheitä kumpikin ryhmä löysi
suunnilleen yhtä paljon, joten siinä työkalu ei ollut merkittäväksi avuksi. Tutkimuksessa
ei kuitenkaan otettu kantaa siihen, erosivatko työkalun löytämät ja ihmisten löytämät
virheet tyypiltään toisistaan.
Vuonna 2012 Ramler, Winkler ja Schmidt vertasivat Randoop-työkalun generoimia tes-
tejä testeihin, joita opiskelijat tuottivat 60 minuutin aikana [RWS12]. Kohteena olivat
Java Collections -luokat, joihin oli lisätty 35 virhettä löydettäväksi. Tutkimuksessa ha-
vaittiin, että Randoopin generoimilla testeillä löydettiin merkittävästi enemmän testejä
kuin mitä keskimääräinen opiskelija löysi: generoitujen testien avulla löydettiin 9 vir-
hettä opiskelijan löytäessä keskimäärin 3,7  virhettä.  Parhaat  opiskelijat  löysivät  yhtä
paljon virheitä kuin Randoop. Vuonna 2013 Ramler, Wolfmair ja Kopetzky toistivat
testin ja vertasivat Randoop-työkalun generoimia testejä myös testeihin, joita ammatti-
laiset  tuottivat  120  minuutin  aikana  [RWK13].  Tutkimuksessa  verrattiin  myös
opiskelijoiden 60 minuutin aikana tuottamia testejä ammattilaisten tuottamiin. Kohteena
olivat  Javan  mukana  toimitettavat  java.util.collections-paketin  luokat.  Tutkimuksessa
havaittiin, että työkalu löysi hyvin pitkälti samat virheet kuin mitä ammattilaiset löysi-





ei ollut suurta eroa ammattilaisten löytämiin.  Olennaisimpana selittävänä tekijänä oli
tarvittava aika: 60 minuutin aikana ihmisten löytämien virheiden määrä jäi Randoopin
löytämien virheiden määrästä, mutta 120 minuuttia tasoitti tulokset. Erityisesti huomat-
tiin, että alun tehokkaan 120 sekunnin jälkeen testien generoinnin jatkaminen ei auttanut
Randoopia löytämään enempää virheitä. Tutkimuksissa havaittiin myös, että löydettyjen
virheiden tyypissä oli eroja: Randoop löysi erityisesti monimutkaisiin argumenttien ar-
vojen rajatapauksiin liittyviä ongelmia joita ihmiset  eivät  löytäneet.  Tämä löydös on
kirjoittajien mukaan vahvistettu myös muissa tutkimuksissa.
On huomattavaa, että esitellyt  tutkimukset mittasivat nimenomaan löydettyjä virheitä.
Tutkimusta, joka olisi selvittänyt esimerkiksi generoitujen testien tuomaa sovelluksen
käyttäytymistä dokumentoivaa hyötyä, ei löytynyt.
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5 Tässä tutkielmassa suoritettava tutkimus
Tämä luku kuvaa arvioidut työkalut, arviointimetodit, arvioinnin kohteena olevat ohjel-
mistot  ja  arvioi  tutkimuksen  lähtökohtia.  Tiedeyhteisön  kehittämistä  työkaluista  on
saatavilla merkittävästi enemmän analyyttistä taustatietoa kuin kaupallisista, mitä on py-
ritty  mahdollisuuksien  kompensoimaan  kaupallisten  työkalujen  dokumentaatiosta  ja
manuaaleista saatavalla tiedolla. Erityisesti tutkimuksen lähtökohtia arvioidessa on otet-
tava  huomioon  realiteetit:  suljetun  koodin  työkaluja  ei  pystytä  arvioimaan  samalla
tasolla kuin avoimia työkaluja.
5.1 Arvioidut työkalut
Tutkielmassa arvioidaan ja vertaillaan AgitarOnea, kaupallista, tunnettua yksikkötestien
generointiin tarkoitettua ohjelmistoa; Jtestiä, Parasoftin kehittämää, toista kaupallista ja
pitempään olemassa ollutta ohjelmistoa; CodePro AnalytiX:ä, aiemmin kaupallista, ny-
kyisin  Googlen jakamaa ja ilmaista ohjelmistoa;  Palusta,  toista  Googlen julkaisemaa
ilmaista ohjelmistoa; EvoSuitea, joka on Sheffieldin yliopiston ja muiden tahojen yksik-
kötestien  generointiin  kehittämä  ohjelmisto  ja  Randoopia,  jonka  Carlos  Pacheco  ja
Michael Ernst MIT:stä (Massachusetts Institute of Technology) ovat kehittäneet.
Työkalut on valittu sillä oletuksella, että ne edustaisivat kehityksen tämänhetkistä kär-
keä. Jtest ja AgitarOne ovat pitkään markkinoilla olleita, palkittuja tuotteita. CodePro
AnalytiX ei ole yhtä tunnettu, mutta esimerkiksi Xie valitsi sen mukaan Jtestin ja Agita-
rOnen  kanssa  vertailtavaksi  kuvatessaan  vuonna  2009  artikkelissa  ”Improving
Automation in Developer  Testing: State of the Practice” testigeneroinnin sen hetken
merkittävimpiä työkaluja [Xie09]. Palus on Zhangin ja kumppaneiden mukaan käytetty
Googlen sovelluksissa [ZSB11] ja Evosuite on vuoden 2013 SBST:n yksikkötestigene-
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rointityökalukilpailun  voittaja  [FA13,  Sbs13].  Randoopia  on  useissa  artikkeleissa
[LTC09, ZSB11, ZZL10, RWK13] käytetty verrokkityökaluna, kun testigenerointityö-
kaluja on verrattu.  Siksi  sitä pidettiin  luontevana valintana yhdeksi  työkaluksi  myös
tähän tutkielmaan.
5.1.1 AgitarOne
AgitarOne on kaupallinen tuoteperhe, jonka ytimen muodostavat AgitarOne Agitator ja
AgitarOne JUnit Generator [Agi14a]. Koska Agitatoria ja JUnit Generatoria käytännös-
sä käytetään yhdessä, kutsun tässä tutkielmassa niitä yhteisnimellä AgitarOne.
Vaikka AgitarOne on kaupallinen, suljetun koodin sovellusperhe, AgitarOne Agitatorin
toimintaa on siitä huolimatta kuvattu myös tiedeyhteisölle.  Tämän kuvauksen tekivät
Boshernitsan ja kumppanit  konferenssiartikkelissaan ”From Daikon to Agitator:  Les-
sons and Challenges in Building a Commercial Tool for Developer Testing” [BDS06].
Heidän mukaansa Agitator-tuotteessa on hyödynnetty erityisesti kahta tieteellisesti tut-
kittua  lähestymistapaa:  dynaamista  invarianssien  tunnistamista  ja  testausparametrien
generointia.
Dynaaminen invarianssien, säännönmukaisuuksien, tunnistaminen liittyy tuotteen käyt-
tämään agitointikäsitteeseen. Boshernitsan ja kumppanit kuvasivat [BDS06] Agitator-
työkalun tekemän agitoinnin niin, että kun sovelluskehittäjä on kehittänyt esimerkiksi
luokkansa, agitoinnin aktivoimalla hän saa tietää erilaisia työkalun tekemiä huomioita
koodin käytöksestä. Mikäli nämä huomiot vastaavat kehittäjän tarkoittamaa toiminnalli-
suutta, hän voi muuntaa huomiot väitteiksi (engl. assertion). Siitä eteenpäin Agitator-
työkalu varmistaa luokan käytöksen näitä väitteitä vasten ja raportoi poikkeavuuksista.
Työkalu itse generoi suuren määrän testisyötteitä, joita vasten käyttäytymistä tutkitaan.
Agitator-työkalun käyttö ei siis itsessään edellytä testien generointia. Kuvattu agitointi
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perustuu  Boshernitsanin  ja  kumppaneiden  mukaan  Ernstin  tieteellisessä  työssään
[Ern00] kehittämälle dynaamiselle invarianssien tunnistukselle. Sitä laajennettiin tarjoa-
maan sovelluskehittäjälle mahdollisuus sekä verrata työkalun tekemiä huomioita koodin
käytöksestä omiin käsityksiin että määritellä haluamiaan huomioita seurattavan väittei-
den  muodossa  jatkossakin.  Yksi  Ernstin  Daikon-työkalun  merkittäviä  rajoitteita
Boshernitsanin ja kumppaneiden mukaan [BDS06] oli tarve suurelle määrälle erilaisia
syötteitä. Agitator-työkalussaan he pyrkivät vastaamaan tähän tarpeeseen hyödyntämäl-
lä  symbolista  suoritusta,  rajoitteiden  analysointia,  heuristiikka-  ja  palautepohjaista
satunnaissyötteiden generointia ja ihmisten tarjoamia syötteitä [BDS06]. 
Agitator-työkalu kuvataan rakennetun avoimen lähdekoodin sovelluskehittimen, Eclip-
sen, päälle [BDS06]. Siinä tarjotaan eri näkymiä agitoitavaan koodiin: tulos-, huomio-,
kattavuus- ja tilannenäkymät. Näiden avulla sovelluskehittäjä voi tutkia Agitatorin suo-
rittamaa agitointia.  Työkalu tarjoaa myös valmiita konfiguraatioita eri  ympäristöihin,
kuten esimerkiksi Spring- tai Java EE -kehitykseen [BDS06].
Agitatorin testisyötteiden generointi kuvataan perustuvan monenlaisiin suorituskykyop-
timoituihin  analyyseihin  sekä  erilaisiin  testisyöteheuristiikkoihin.  Esimerkkinä  tästä
suorituspinoa ei tutkita kokonaisuudessaan, vaan vain jotain tiettyä osaa, tai rekursiota
seurataan vain jokunen taso, ei loppuun asti. Testisyöteheuristiikkaa esimerkiksi koko-
naislukujen kohdalla Boshernitsan ja kumppanit kuvaavat [BDS06] siten, että se kattaa
arvot 0, -1, 1, kaikki kokonaislukuliteraalit lähdekoodissa, niiden negaatiot, sekä edellä
mainitut arvot lisättynä ja vähennettynä arvolla 1. Niitä tapauksia, joissa heuristiikat ei-
vät riitä tuottamaan vaadittua parametria, työkalun käyttäjä voi täydentää toteuttamalla
tehdasluokan, joka luo vaaditunkaltaisia syöteparametreja.
Vaikka suorituspolun invarianssien päättely perustuukin Daikon-työkaluun, joitain mer-
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kittäviä eroja on. Päätellessään suorituspolun invariantteja Agitator eristää lähdekoodin
Javan  Security  Manager  -tekniikalla  niin,  ettei  esimerkiksi  tiedostoja  tuhota  levyltä
[BDS06]. Ero Daikonin toimintaan on myös se, että redundanttien invarianssien elimi-
noinnin  sijaan  Agitator  näyttää  ne  loppukäyttäjälle.  Tällä  toteuttajat  ajattelevat
saavuttavansa selkeys- ja suorituskykyetuja [BDS06].
Tässä tutkielmassa on käytetty AgitarOnen versiota 6.0.0.000018. Tuote laskee testien
kattavuuden peruspolkukattavuutena [Agi13, s. 5] erotuksena muihin tutkielmassa käy-
tettyihin  työkaluihin,  jotka  käyttävät  lause-  ja  haaraumakattavuutta.  Generoidessaan
testejä tai laskiessaan projektille hallintanäkymää (engl. dashboard), jossa muun muassa
projektin laajuinen kattavuus kerrotaan, AgitarOne lähettää analysoitavat luokat verkon
yli  erilliselle palvelimelle.  Myös  tämä poikkeaa muista  käytetyistä  työkaluista,  jotka
suorittavat työnsä joko sovelluskehittimen (engl. IDE) tai komentorivityökalun varaa-
massa paikallisessa muistissa.
5.1.2 Jtest
ParaSoft Jtest on, kuten AgitarOne ja CodePro AnalytiX, Eclipseen pohjautuva työkalu
muun muassa yksikkötestien generointiin. Jtest osaa generoida testejä ja niihin syötteitä,
mutta se ei tee invarianssianalyysiä kuten AgitarOne [XN06]. Xie ja Notkin yhdistivät
Jtestin  testigenerointiominaisuudet  Daikonin  invarianssianalyysiin  tutkimuksessaan
[XN06], ja saivatkin joitain rohkaisevia tuloksia.  Heidän mukaansa Jtest ei soveltunut
kuitenkaan inkrementaaliseen kehitykseen.
Tässä tutkielmassa on käytetty Jtestin versiota 9.5.8. Käytetty Jtest tarjosi kaksi vaihto-
ehtoista tapaa testien generointiin, oletustapa ja suurin mahdollinen kattavuus. Tämän
tutkielman puitteissa kumpikin vaihtoehto testattiin.
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5.1.3 CodePro AnalytiX
CodePro AnalytiX on Eclipse-liitännäinen koodin analysointiin ja testien generointiin.
Se  oli  ensimmäinen  Eclipsen  kaupallinen  liitännäinen  (engl.  plugin)  vuonna  2001
[CR10] ja pysyi kaupallisena, kunnes Google antoi sen ilmaiseksi saataville ostettuaan
Codepro-tuotetta kehittäneen Instantiations-yrityksen [Wat10] vuonna 2010. CodePro
AnalytiX  sisältää  kuvauksensa  [CodePro08]  mukaan  kattavat  yksikkötestigenerointi-
ominaisuudet, mutta tarkemmin niitä ei ole eritelty.
Viime vuosina työkalua ei ole päivitetty, ja sen edellinen päivitys on vuodelta 2010. Co-
dePro AnalytiX tukeekin Eclipseä vain Indigo-versioon (Eclipse 3.7) asti eikä asennu
sitä uudempiin versioihin.
5.1.4 Palus
Paluksen teoreettisen pohjan esittelivät Zhang ja kumppanit [ZSB11]. Paluksessa mie-
lenkiintoista  on  eri  lähestymistapojen  yhdistäminen.  Zhang  ja  kumppanit  esittelevät
muiden työkalujen lähtökohtia, painottaen dynaamista ja staattista analyysiä käyttävien
lähestymistapojen hyötyjä, mutta nostaen esille myös puhtaasti satunnaisargumenttistra-
tegioita  käyttäviä  työkaluja.  Heidän  mukaansa  Palus-työkalussa  yhdistyvät  kaikkien
näiden hyvät puolet, ja se käyttää kaikkia näitä strategioita [ZSB11].
Dynaamisessa analyysivaiheessa Palus instrumentoi suoritettavien Java-luokkien tavu-
koodin  [ZSB11].  Näiden  suoritettavien  Java-luokkien  oletetaan  olevan  testiluokkia,
jotka kuvaavat joitain onnistuneita suorituspolkuja. Näiden suorituksien perusteella Pa-
lus  rakentaa  tilasiirtymäkaavion,  jota  se  käyttää  analysoidakseen  parametreja  eri
kutsuissa [ZSB11]. Ilmeisesti Palus ei kuitenkaan tee Daikon- tai AgitarOne-työkalujen
käyttämää invarianssianalyysiä.  Seuraavassa vaiheessa,  staattisessa analyysissä,  Palus
tutkii metodin riippuvuuksia olion sisäiseen tilaan ja muihin metodeihin [ZSB11]. Lo-
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pulta Palus generoi testit. Sitä tehdessään Palus generoi ensin kutsusekvenssit ja niille
kutsuparametrit, sitten hyödyntää mahdollisia ohjelmoijan toteuttamia testioraakkeleita
ja lopulta mahdollisia annotaatiovihjeitä hyödyllisten testien generoimiseen [ZSB11].
Palus hyödyntää sisäisesti Randoopia. Paluksen kotisivun [Pal13b] mukaan Randoop- ja
Palustyökaluja ollaan tulevaisuudessa yhdistämässä yhdeksi työkaluksi.
Palus-työkalulle on annettava parametrina yksi testipatteristoajo (engl. testsuite), jonka
ajamalla se luo mallin ohjelman käyttäytymisestä. Tämä eroaa muista testatuista työka-
luista, sillä muille työkaluille käytetään parametrina kaikkia testiluokkia. Ennen testien
generointia on myös määriteltävä, miten kauan testejä generoidaan. Tätäkään ei muissa
työkaluissa tehty, poislukien Randoop. Tässä tutkimuksessa käytettiin 150 sekunnin eli
kahden ja puolen minuutin testigenerointiaikaa. Myös puolen tunnin testigenerointiaikaa
kokeiltiin. Nämä arvot olivat lähinnä muiden työkalujen testigenerointiin käyttämiä ai-
koja, joten niitä käyttämällä tuloksien pitäisi olla paremmin vertailukelpoisia.
Tässä tutkimuksessa käytettiin Palus-työkalun versiota 0.2, joka on kirjoitushetkellä uu-
sin julkaistu versio. Tutkimuksessa käytettyä työkalua muokattiin ennen käyttöönottoa
sisäiseltä pakettirakenteeltaan niin, että ongelmalta riippuvuuksien kanssa [Pal13a] väl-
tyttiin.
5.1.5 Randoop
Randoopin  esittelivät  tiedeyhteisölle  vuonna  2007 Carlos  Pacheco  ja  Michael  Ernst
[PLE07a]. He myös ovat kehittäneet työkalun. Randoopin testigenerointi perustuu syö-
teohjattuun  satunnaisargumenttistrategiaan  (engl.  feedback-directed  random  testing).
Tämä tarkoittaa sitä, että testejä generoitaessa aiemmin generoitujen testien satunnaisia
metodikutsujärjestyksiä tuloksineen käytetään syötteenä seuraavaksi generoitaville tes-
teille. Aiemmassa Eclat-työkaluun liittyvässä tutkimuksessaan [PE05] Pacheco ja Ernst
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osoittivat,  että  kuvatun  kaltainen  aiempien  syötteiden  hyödyntäminen  generoinnissa
tuotti paremman kattavuuden ja löysi enemmän ongelmia kuin systemaattinen tai suun-
taamaton satunnaisgenerointistrategia.
Randoop tarvitsee syötteenä testattavat luokat ja ajan, joka käytetään testien generoin-
tiin.  Niiden  perusteella  Randoop  generoi  testejä,  jotka  voivat  olla  joko  virheisiin
keskittyviä, epäonnistuvia testejä tai tämänhetkistä toimintaa kuvaavia, onnistuvia teste-
jä [PE07]. Tämä valitaan käynnistysparametreilla. Tässä tutkielmassa on käytetty sekä
kaikenlaiset testit generoivaa valintaa että vain onnistuvat testit generoivaa valintaa.
Tutkielmassa käytetään Randoop-työkalun versiota 1.3.4, joka on kirjoittamishetkellä
uusin versio. Randoopista on olemassa myös Eclipse-laajennus, mutta tässä tutkielmas-
sa on käytetty sen komentoriviversiota.
5.1.6 EvoSuite
EvoSuite hyödyntää joitain lähestymistapoja testigenerointiin, joita muissa esitellyissä
työkaluissa ei käytetä: evolutiivista etsimistä ja mutaatiopohjaista testien hyödyllisyy-
den varmistamista. 
Mutaatiopohjainen testien tarkastelu kehitettiin alun perin osana µTest-työkalua, josta
sittemmin on tullut EvoSuiten osa [FA11]. Kun EvoSuite on generoinut testit, se ajaa
jokaisen testin sekä alkuperäiselle ohjelmalle että generoimilleen koodin mutaatioille.
Sen jälkeen se rajaa pois osan testeistä niin, että jäljelle jäävät ne testit, jotka pienim-
mällä testien kokonaislukumäärällä osaavat erotella kaikki koodimutaatiot [FA11].
Etsimisen käyttäminen testigeneroinnissa on tarkemmin selitetty Vivantin ja kumppa-
neiden artikkelissa ”Search-based Data-flow Test Generation” [VMG13]. Ajatuksena on
kohdella testigenerointiongelmaa hakuongelmana, ja hyödyntää erityisesti  hakuongel-
man ratkaisuun kehitettyjä geneettisiä algoritmeja. Vivantin ja kumppaneiden mukaan
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geneettiset algoritmit risteyttävät ja mutatoivat yksittäisiä testitapauksia niin, että par-
haat jäävät jäljelle.
EvoSuite tarjoaa useita eri kriteerejä (engl. criteria), joiden perusteella generoitavia tes-
tejä  priorisoidaan.  Tässä  tutkielmassa  testattiin  erikseen  testigenerointi  käyttäen
”haarauma” (engl. branch), ”heikko mutaatio” (engl. weak mutation) ja ”vahva mutaa-
tio” (engl. strong mutation) -kriteereitä. Myös regressiokriteeriä testattiin, mutta se ei
käytetyssä  EvoSuiten  versiossa  ollut  tuettu.  Kriteerillä  tarkoitetaan  EvoSuitessa  sitä,
mitä generoiduilla testeillä tavoitellaan. Jos kriteeri on ”haarauma”, tavoitteena on mah-
dollisimman  suuri  haaraumakattavuus,  ja  ”regressio”  kriteerinä  yrittää  kuvata
mahdollisimman hyvin olemassa olevan käytöksen etsimättä uusia virheitä.
EvoSuitea voi käyttää osana Eclipseä, komentoriviltä tai webrajapinnan kautta [FA11].
Tässä tutkimuksessa sitä on käytetty komentoriviltä. Tutkimuksessa käytetty EvoSuite
on 20131108-tunnuksella varustettu versio. Se on kirjoitushetkellä EvoSuiten uusin jul-
kaistu versio.
5.2 Arviointikriteerit
Sovellusten generoimia testejä arvioidaan operaatio-, lause-, haarauma- ja peruspolku-
kattavuuden  perusteella,  löydettyjen  ohjelmistovirheiden  perusteella  ja  testien
mutaatiokattavuudella. Hyödyllisiksi testeiksi arvioidaan paitsi ne, jotka löytävät ohjel-
mistosta virheitä, myös ne, jotka kuvaavat sovelluksen nykyisen käyttäytymisen ja siten
antavat luottamusta muuttaa ohjelmistoa sitä rikkomatta. Mutaatiokattavuus kuvaa tätä
ominaisuutta.




lEmma on tunnettu ja paljon eri tutkimuksissakin käytetty Eclipsen liitännäinen, joka
tarjoaa JaCoCo-työkalun laskemat metriikat loppukäyttäjälle. Tässä tutkimuksessa hyö-
dynnetään näistä operaatiokattavuutta, lausekattavuutta ja haaraumakattavuutta. PIT on
uudempi tulokas. Kun monet muut olemassa olevat mutaatiotestityökalut on kehitetty
akateemisesta lähtökohdista,  PITin suunnittelussa on kehittäjiensä mukaan pyritty te-
hokkuuteen ja laajaan työkalutukeen. Delahaye ja du Bousquet vertailivat vuoden 2013
artikkelissaan  [DB13]  kaikkia  löytämiään  mutaatiotestaustyökaluja,  ja  heistä  PIT  oli
luotettavin44 vaihtoehto, joka integroitui parhaiten olemassa oleviin testauskehyksiin ja
-ympäristöihin.
Näiden lisäksi arvioinnissa hyödynnetään myös Jtestin ja AgitarOnen omia sisäisiä työ-
kaluja. Tämä tehdään ennen kaikkea käytännön pakosta, sillä niiden generoimia testejä
ei voida ajaa vapaasti saatavilla olevilla työkaluilla.
5.3 Tutkimuksen lähtökohtien kriittistä arviointia
Lausekattavuus on sinänsä heikko kattavuusstrategia, ja täysi lausekattavuus voidaankin
yleensä saavuttaa suorittamatta kaikkia if-else -haaroja koodissa. Se ei myöskään pidä
merkitsevänä kuin yhtä suoritusta toistorakenteessa, jolloin toistorakenteen ohjaamiseen
liittyvät ongelmat eivät välttämättä tule ilmi. Esimerkiksi do-while -silmukan while-eh-
toa  ei  tarvitse  suorittaa  kertaakaan.  Haaraumakattavuus  on  laajempi  kuin
lausekattavuus, sisältäen jokaisen polun vähintään kerran. Siten haaraumakattavuudel-
taan täydellinen testitapausryhmä on välttämättä myös lausekattavuudeltaan täydellinen.
Haaraumakattavuuskaan ei kuitenkaan kata välttämättä kaikkia ehtoja, jotka vaikuttavat
polun valintaan. Polkukattavuus kattaisi nämä, mutta se on epäkäytännöllinen, sillä ko-
vin  suureen  polkukattavuuteen  ei  käytännössä  voida  kuitenkaan  päästä.  Luvussa  2
44 alkuperäinen artikkeli käyttää ilmaisua ”most robust”, joka informaatioteknologiassa viittaa 
häiriösietoisuuteen ja vakauteen, eli toiminnan luotettavuuteen erilaisissa toimintaympäristöissä
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avattiin käytännön esimerkillä polkukattavuuteen liittyvää problematiikkaa. Peruspolku-
kattavuus  on  käytännöllisempi,  ja  koska  se  kattaa  samalla  haarauma-  ja
lausekattavuuden, se on kriteerinä käyttökelpoinen. Työkalutukea sille ei kuitenkaan ole
kuin AgitarOnessa.
Lausekattavuus ja haaraumakattavuus on valittu yleisiksi kriteereiksi, koska niitä käyte-
tään  sekä  muussa  generoituja  testejä  arvioivassa  tutkimuksessa  että  käytännön
ohjelmointityössä,  ja  koska ne ovat  käytännönläheisiä  työkaluja  eri  strategioiden  ar-
viointiin.  Eri  kattavuustyökalujen  tuki  muille,  vahvemmille  kattavuusstrategioille  on
vähäisempi, eikä vahvempien kattavuuksien laskenta ole välttämättä kustannustehokas-
ta.
On myös huomattava, ettei kattavuus yleensäkään ole välttämättä kovin hyvä tapa testin
laadun arviointiin. Fraser ja kumppanit toteavat [FSM13], että korrelaatio testikattavuu-
den ja virheiden löytämisen välillä on parhaimmillaankin vain keskinkertainen.  Siksi
löydettyjen virheiden määrää on pidettävä tarpeellisena lisäkriteerinä. Se ei kuitenkaan
saa olla ainoa kriteeri, sillä ajamattomasta koodista ei tietenkään virheitä löydy, ja tarvi-
taan  jokin  metriikka  osoittamaan,  että  testattavana  oleva  koodi  yleensäkin  ajettiin.
Löydettyjen virheiden määrä on silti olennainen, jos aiottuna käyttötarkoituksena on to-
dellisten virheiden paljastaminen.
Virheiden löytäminen ei kuitenkaan ole ainoa, eikä välttämättä edes pääasiallinen tes-
tien  tarkoitus.  Testivetoisessa  sovelluskehityksessä  korostetaan  testien  roolia
suunnittelua ja kehittämistä ohjaavana ja dokumentoivana työkaluna [Bec03, Kos13], ja
jotkut sen tunnetuimmista soveltajista ovat korostaneet, että sen merkitys tulisi nähdä
vasta  toissijaisesti  testausvälineenä  [Bin11,  MM06]45.  Vaikka  jälkikäteen  generoidut
45 ”The act of writing a unit test is more an act of design than of verification. It is also more an act of 
documentation as of verification.” [MM06, s. 31]
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testit eivät itsessään parannakaan koodin laatua, niitä voidaan käyttää muun muassa do-
kumentoimaan  olemassa  olevan  sovelluksen  toimintaa  ymmärrettäväksi.  Tämä  on
mainittu  myös  yhtenä AgitarOnen myyntiargumenteista46.  Sen lisäksi  testejä  voidaan
käyttää paljastamaan muutoksia eri versioiden välillä. Näistä syistä arvioin myös testien
mutaatiokattavuutta, joka kuvaa muita annettuja kriteerejä paremmin, miten hyödyllisiä
testit ovat kuvaamaan testattavan koodin nykytilaa.
Mutaatiokattavuuskaan ei ole kriteerinä ongelmaton. Vaikka esimerkiksi Fraser ja Arcu-
ri esittivät kirjoituksessaan ”Achieving Scalable Mutation-based Generation of Whole
Test Suites” [FA], että mutaatiotestaus on jo osoitettu ylivoimaiseksi apuvälineeksi tes-
tipatteristojen  arviointiin  kattavuus-  ja  tietovuopohjaisiin  menetelmiin  verrattuna,
samassa kirjoituksessa he kuvaavat useita käytännön ongelmia mutaatiotestauksen hyö-
dyntämisessä.  Tällaisiksi  käytännön  ongelmiksi  he  nostavat  skaalautuvuusongelmat,
mutaatiot, jotka eivät tuo lisäarvoa ja alkuperäisen ohjelmakoodin kanssa semanttisesti
ekvivalentit mutaatiot, joiden tunnistaminen on ratkaisematon ongelma. Erityisesti skaa-
lautuvuusongelmat  on  tunnistettu  mutaatiotestauksen  haasteeksi  yleisemminkin
tutkimuksessa. Esimerkiksi Ofutt kuvasi jo 1994 artikkelissa ”A Practical Help for Mu-
tation  Testing:  Help  for  the  Common  Programmer”  [Ofu94],  miten  mutaatioiden
tappamisen vaatima testien suoritusaika ja tuloksien varmistaminen aiheuttavat skaalau-
tuvuusongelmia,  jotka  vähentävät  mutaatiotestauksen  käyttökelpoisuutta.  Näihin
ongelmiin Fraserilla ja Arcurilla on kuitenkin tarjota ratkaisuja, kuten relevanttien tes-
tien päättely sen sijaan, että ne kaikki ajettaisiin, mutaation tappavan testin pitäminen
muistissa niin, että ekvivalentit mutaatiot tunnistetaan sen perusteella ilman erillistä ajoa
ja ainoastaan tietyn otannan mutaatioista käyttäminen testauksessa kerrallaan. Delahaye
46 ”For legacy projects, AgitarOne JUnit Generator makes it easy to add a “safety net” of regression tests
to legacy code. These JUnit tests capture the code's behavior and help you prevent regressions when 
you make changes to that code.” [Agi14b]
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ja du Bousquet päätyivätkin vuoden 2013 mutaatiotestaustyökaluja koskevassa vertai-
lussaan  lopputulokseen,  että  käyttökelpoisen  mutaatiotestaustyökalun  löytäminen  on
pitkälti kiinni siitä, millaiseen käyttöön sitä tarvitaan, mutta esimerkiksi opetuskäyttöön
ja  tutkimuskäyttöön  testatuista  työkaluista  löytyi  rajoitteista  huolimatta  useita  hyviä
vaihtoehtoja [DB13].
5.4 Arvioinnissa käytetyt ohjelmistokoodit
Arvioinnissa  testigeneroinnin  kohteena  tässä  tutkielmassa  käytetään  sekä  hyvin  että
huonommin testattuja avoimen lähdekoodin kirjastoja.  Näitä  ovat  Apache Commons
Lang, Apache HTTPComponents Client, Java IO extension- ja jarjar–kirjastot.
Jarjar47 on työkalu, joka mahdollistaa Java-kirjastojen uudelleenpaketoinnin. Tavukoo-
dia manipuloimalla se voi esimerkiksi siirtää Java-luokkia pakettirakenteesta toiseen tai
tuoda riippuvuudet samaan jariin. Projektin edellinen päivitys on vuodelta 2012, ja se
sisältää vain neljä testiluokkaa, joilla saavutetaan noin kahdenkymmenen prosentin lau-
sekattavuus. Jarjar edustaa siis heikommin testattuja projekteja. Tämän hetkinen ja tässä
tutkielmassa käytetty versio on 1.3.
Apache Commons Lang48 tarjoa paljon käytettyjä apuluokkia Java-kehityksen yleisem-
min. Projektilla on dokumentoidut checkstyle-  ja findbugsasetukset,  Maven-pohjaiset
kääntämisohjeet ja paljon yksikkötestejä. Kirjaston testien lausekattavuus on yli yhdek-
sänkymmentä  prosenttia,  joten  oletus  on,  että  kirjasto  on  hyvin  testattu.  Tässä
tutkielmassa käytetty commons lang-kirjaston lähdekoodit ovat versiosta 3.2.1. 
Apache HTTPComponents Client49 on myös paljon käytetty. Sen testaus vaikuttaa vä-





testiluokkaa vastaa 309 luokan testaamisesta. Lausekattavuus testeillä on noin 75%. Kir-
jasto on myös muuttunut API:ltaan eri tavoin versioiden välillä, joten testikattavuus ei
välttämättä ole sitä mitä pitäisi. Tutkielmassa käytetään kirjaston 4.3.3-version lähde-
koodeja.
Java IO extension50 on ilmainen kirjasto, jossa java.io-api on laajennettu toimimaan ver-
kon  yli.  Projektissa  ei  ole  lainkaan  testiluokkia,  mutta  mukana  tulee  muutama
käyttöesimerkkiluokka. Verkon yli toimiminen on toteutettu sisäisesti EJB-komponen-
teilla, joten testien generoiminen kirjastolle ei oletuksena ole ihan yhtä helppoa kuin




Tässä luvussa esitellään tutkimuksen tulokset. Luvussa kuvataan työkaluilla aikaansaa-
tujen  testien  operaatio-,  lause-,  haarauma-,  peruspolku-  ja  mutaatiokattavuudet  ja
verrataan eri työkalujen tuloksia toisiinsa. Luvussa esitellään myös generoitujen testien
erityispiirteitä sekä arvioidaan generoitujen testien relevanttiutta ja käyttökelpoisuutta.
Myös joitain muita huomioita käytetyistä generointityökaluista tuodaan esiin.
6.1 Tuloksista yleisesti
Generoituja testejä havaittiin olevan rakenteeltaan kahdenlaisia: Paluksen ja Randoopin
generoimat testit poikkesivat rakenteeltaan merkittävästi muiden työkalujen generoimis-
ta. Kun muut työkalut generoivat yhden testiluokan yhtä testattavaa luokkaa kohden,
Palus  loi  suurikokoisia  ”GeneratedTest”  ja  Randoop ”RandoopTest”  -luokkia,  joihin
kaikki testimetodit oli sijoitettu. Luokkien nimistä ei siis voinut päätellä, mitä luokkia
generoidut testit testasivat. Näissä testiluokissa oli tyypillisesti paljon metodeita, ja nii-
den ajaminen vaati usein enemmän muistia kuin 32-bittinen Java-virtuaalikone pystyi
testeille osoittamaan. Näissä tapauksissa oli välttämätöntä käyttää laajemman muistiava-
ruuden mahdollistamaa 64-bittistä virtuaalikonetta.
Toinen merkittävä ero, joka jakoi testigenerointityökalut kahteen eri joukkoon, oli si-
säisten, suljetun lähdekoodin rajapintojen vaatiminen generoiduissa testeissä. Jtest- ja
Agitar-työkalujen generoimat testit tyypillisesti riippuivat näiden työkalujen sisäisistä
mock-oliorajapinnoista. Koska näitä tarjoavia kirjastoja ei ole vapaasti saatavilla, näiden
kahden generoimat yksikkötestit ovat luonteeltaan sellaisia, ettei niitä voi ajaa kuin toi-
mittajan  omilla  työkaluilla.  Tällä  on  useita  seurauksia.  Tämän  tutkielman  kannalta
merkittävin seuraus on se, ettei testien kattavuutta tai laatua voi arvioida puolueettomil-
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la, avoimilla työkaluilla, joita tässä tutkielmassa olivat EclEmma ja PIT. Koska avoi-
mien  testigenerointityökalujen  generoimia  testejä  voi  kuitenkin  ajaa  Jtestin  ja
AgitarOnen kattavuusmetriikoiden läpi, voidaan jotain vertailua tehdä. Kuitenkin, koska
Jtestin generoimat testit vaativat Jtest-ympäristön ja AgitarOnen yksikkötestit AgitarO-
nen ympäristön, ei niiden generoimia testejä voitu verrata toisiinsa millään tutkielmassa
käytössä olevalla työkalulla.  Laajemmassa käytössä merkittävä seuraus on luultavasti
myös se, että yksikkötestejä ei voi käyttää, jos lisenssisopimusta toimittajan kanssa ei
ole voimassa. Tällöin ollaan toimittajariippuvaisessa tilanteessa (engl. vendor lock-in),
jossa toimittajaa ei käytännössä voida vaihtaa, jos olemassa olevia testejä halutaan jat-
kossakin käyttää.
Kolmas merkittävä piirre oli muutaman työkalun merkittävät sisäiset ongelmat. CodeP-
ro AnalytiXiä ei ole päivitetty tai ylläpidetty vähään aikaan, mikä valitettavasti näkyi
epävakautena, joka esti merkittävän osan testigeneroinnista. Palus ei kärsinyt epävakau-
desta,  mutta  sillä oli  ongelmia skaalautua ja  toimia yhdessä eri  mock-oliokirjastojen
kanssa. Koska nykypäivän testeissä käytetään sellaisia kirjastoja hyvin yleisesti,  tämä
rajoittaa Paluksen käyttökelpoisuutta.
6.2 Generoitujen testien operaatio-, lause-, haarauma- ja 
peruspolkukattavuudet
Generoitujen testien saavuttamat lausekattavuudet on kuvattu taulukossa 3. Tutkielmas-
sa  mitattiin  lausekattavuutta  käyttäen  EclEmma-työkalua,  Jtest-työkalua  sekä  PIT-
työkalua.  Niiden tulokset  eivät  merkittävästi  eronneet toisistaan,  joten tässä esitetään









94 % 16 % 74 % 0 % 66 %
codeplex * 46 % 41 % 43 % *
evosuite (h) 71 % 53 % 65 % 32 % 14 %
evosuite (hm) 62 % 56 % 59 % 30 % 15 %
evosuite (vm) 43 % 59 % 46 % 8 % 12 %
jtest 64 % 57 % 74 % 61 % 42 %
jtest (max) 71 % 78 % 79 % 61 % 58 %
palus * 17 % * * 4 %
randoop 59 % 26 % 42 % 39 % 4 %
randoop 
(regressio)
63 % 34 % 41 % 32 % 4 %
Taulukko 3: Eri työkalujen generoimien testien saavuttamat lausekattavuudet Jtestin mukaan
Taulukossa lyhenne ”hm” viittaa heikko mutaatio -kriteeriin, ”vm” vahva mutaatio -kri-
teeriin  ja  ”h”  haaraumakattavuuskriteeriin,  ”max”  viittaa  Jtestin  erityiseen  maksimi-
kattavuuskriteeriin ja  ”regressio”  regressiotestiasetukseen,  jossa  vain  onnistuneeseen
suoritukseen päätyvät testit huomioidaan. Tulokset, jotka puuttuvat työkalujen sisäisten
ongelmien takia, on korvattu tähtimerkinnällä (”*”). Kullekin kohteelle paras tai parhaat
generoitujen testien lausekattavuustulokset on lihavoitu.
Taulukosta nähdään, että lausekattavuuden suhteen erityisesti Jtest maksimikattavuus-
asetuksella ja EvoSuite oletusasetuksellaan (haaraumakattavuusasetuksella) menestyivät
tutkimuksessa hyvin. AgitarOnen generoimia testejä ei voi ajaa kuin AgitarOnessa, jo-
ten niistä ei  saatu lausekattavuusarvoja.  Palus ja CodePlex eivät  onnistuneet  joissain
kohteissa generoimaan testejä vaan romahtivat sisäisiin ongelmiin. Luvuista nähdään,
että TypeUtils-esimerkkiluokka oli useimmille työkaluille erityisen haastava. Jtest pär-
jäsi siinäkin hyvin.
Hyvin vastaavia tuloksia saatiin myös haaraumakattavuuden,  operaatiokattavuuden ja








91 % 19 % 71 % 0 % 53 %
codeplex * 33 % 21 % 30 % *
evosuite (h) 58 % 52 % 51 % 13 % 14 %
evosuite (hm) 48 % 49 % 47 % 13 % 14 %
evosuite (vm) 30 % 55 % 34 % 9 % 11 %
jtest 48 % 44 % 59 % 35 % 28 %
jtest (max) 57 % 63 % 64 % 36 % 44 %
palus * 7 % * * 0 %
randoop 42 % 18 % 25 % 40 % 0 %
randoop 
(regressio)
47 % 30 % 24 % 39 % 0 %
Taulukko 4: Eri työkalujen generoimien testien saavuttamat haaraumakattavuudet Jtestin mukaan
commons
lang




93 % 19 % 75 % 0 % 61 %
codeplex * 55 % 39 % 34 % *
evosuite (h) 68 % 50 % 62 % 20 % 13 %
evosuite (hm) 61 % 53 % 53 % 20 % 14 %
evosuite (vm) 43 % 55 % 42 % 8 % 11 %
palus * 15 % * * 3 %
randoop 56 % 24 % 36 % 29 % 3 %
randoop 
(regressio)
61 % 24 % 35 % 27 % 3 %








90 % 16 % 72 % 0 % 57 %
codeplex * 43 % 18 % 42 % *
evosuite (h) 62 % 50 % 58 % 17 % 13 %
evosuite (hm) 53 % 44 % 41 % 15 % 14 %
evosuite (vm) 35 % 44 % 38 % 6 % 10 %
agitarone 58 % 91 % 90 % 93 % 71 %
palus * 15 % * * 1 %
randoop 48 % 24 % 36 % 34 % 1 %
randoop 
(regressio)
53 % 24 % 35 % 29 % 1 %
Taulukko 6: Eri työkalujen generoimien testien saavuttamat peruspolkukattavuudet AgitarOnen mukaan
Erityisesti AgitarOnen saavuttamat kattavuusarvot ovat vakuuttavat. Koska niitä ei voi
varmistaa avoimen lähdekoodin työkalulla, ei niiden oikeellisuudesta voida olla varmo-
ja. Luvut ovat kuitenkin hyvin lähellä mitattuja haaraumakattavuuksia, mikä antaa tukea
niiden luotettavuudelle.
6.3 Generoitujen testien mutaatiokattavuudet
Yksi tämän tutkielman tärkeimpiä näkökulmia oli arvioida generoitujen testien kykyä
kuvata kohteena olevan sovelluksen toiminta niin, että mutaatiokattavuus saataisiin hy-
välle tasolle. Mutaatiokattavuus odotetusti toikin suurimmat erot generoitujen ja käsin
tehtyjen testien välille: generoiduilla testeillä oli enemmän vaikeuksia saada mutantteja
tapettua. Nämä tulokset on esitetty taulukossa 7.
On mielenkiintoista huomata, että EvoSuite, joka sisältää erityiset asetukset juuri mutaa-
tiokattavuuden saavuttamiseksi, pärjäsi näitä asetuksia käyttäen suunnilleen yhtä hyvin
kuin ilmankin niitä. Yhdessä testitapauksessa, commons langissa, haaraumakattavuuden
optimointiin pyrkivä asetus tuotti jopa paremmat tulokset kuin nimenomaisesti mutaa-
tiokattavuuteen  pyrkivä.  Testissä  huomattiin  myös,  että  vahvoja  mutaatioita  suosiva
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asetus ei tuottanut kovin hyviä tuloksia.
commons
lang




85 % 15 % 67 % 0 % 61 %
codeplex * 25 % 22 % 10 % *
evosuite (h) 46 % 32 % 34 % 2 % 12 %
evosuite (hm) 39 % 35 % 34 % 2 % 14 %
evosuite (vm) 27 % 35 % 27 % 1 % 11 %
palus * 5 % * * 0 %
randoop 36 % 13 % 23 % 13 % 0 %
randoop 
(regressio)
42 % 13 % 22 % 18 % 0 %
Taulukko 7: Eri työkalujen generoimien testien saavuttamat mutaatiokattavuudet PITin mukaan
Merkittävää on myös huomata,  että mutaatiokattavuus oli ainoa kattavuuskriteereistä,
joka antoi Paluksen ja Randoopin TypeUtils-luokalle generoimille testeille nollatulok-
sen.  Tosiasiallisesti  näiden  työkalujen  generoimat  testit  eivät  testanneetkaan  mitään,
vaan käynnistivät vain luokan muodostajan. Tällaisten testien paljastamisessa mutaatio-
testaus saattaakin olla parhaimmillaan.
6.4 Testien sovelluskoodista löytämiä ongelmia
Testien sovelluskoodista löytämien ongelmien lukumäärien yhteenveto näkyy taulukos-
sa 8. Siitä nähdään, että Jtest-työkalu oli virheiden löytämisessä testien avulla selkeästi
vertailuryhmän paras, ja ilmaiset CodePlex AnalytiX, Randoop ja EvoSuite olivat suun-
nilleen tasoissa sen jälkeen. CodePlex AnalytiXin tulosta huonontaa se, ettei  työkalu
pystynyt romahtamatta generoimaan testejä commons lang-kirjastolle tai TypeUtils-luo-
kalle.  Randoopin testigenerointi  regressioasetuksella ja AgitarOnen testigenerointi  on
tarkoitettukin kuvaamaan olemassa olevaa käyttäytymistä, ei löytämään virheitä, joten
se selittää näiden työkalujen huonon tuloksen. Palus kärsi niin merkittävistä sisäisistä





jarjar httpclient ioextension typeutils yhteensä
codeplex 0 6 1 0 0 7
evosuite (h) 3 2 1 0 0 6
evosuite 
(hm)
2 1 0 0 0 3
evosuite 
(vm)
2 1 0 0 0 3
palus 0 0 0 0 0 0
randoop 1 2 3 0 0 6
randoop 
(regressio)
0 0 0 0 0 0
jtest 0 6 5 8 0 19
jtest(max) 1 1 7 8 0 17
agitarone 0 0 0 0 0 0
Taulukko 8: Testigenerointityökalujen löytämien virheiden määrät
Löydetyt virheet olivat usein tietyn tyyppisiä. Yleisin testigenerointityökalujen löytämä
virhetyyppi oli null pointer -poikkeus tilanteessa, jossa yksikään annetuista parametreis-
ta ei ollut null. Toinen yleinen virhe oli taulukon tai merkkijonon rajojen ylittämisestä




poikkeus taulukon rajojen ylittämisestä 9
null pointer -poikkeus 25
paluuarvo-ongelma 1
poikkeus jäsentäessä 1
poikkeus merkkijonon rajojen ylittämisestä 4
zip-paketin käsittelyn poikkeus 1
Taulukko 9: Yhteenveto löydettyjen virheiden tyypeistä
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6.4.1 Taulukoiden rajojen ylityksistä aiheutuvat poikkeukset
Java-ohjelmointikielen virallinen spesifikaatio (Java Language Specification, JLS) mää-
rittelee,  että  jokaisen  taulukkokäsittelyn  on  tapahduttava  taulukon  kiinteän  koon
rajoissa, ja että tämä tarkistus on tehtävä ajoaikana [JLS]. Jos rajoja ei noudata, ajoaikai-
nen ArrayIndexOutOfBounds-poikkeus heitetään kutsuvalle  koodille  [JLS].  Poikkeus
on yleinen, erityisesti vanhemmassa Java-koodissa, jolloin taulukot pitkälti korvaava ra-
kenne,  listat,  eivät  vielä  olleet  käytettävissä.  Listojenkaan  käyttäminen  ei  itsessään
poista ongelmaa, sillä ne toimivat tässä suhteessa samoin. Kuitenkin listojen läpikäyn-
tiin ei tarvita eksplisiittistä indeksiä, joten riski rajojen rikkomiselle on pienempi.
Generoiduissa testeissä indeksien ylitys oli toiseksi yleisin löydetty ongelma heti null
pointer -ongelmien jälkeen. Se muistuttaakin jossain määrin null pointer -ongelmaa, sil-
lä kummassakin on kyse muuttujaviittauksesta, jonka kohde puuttuu. Koodilistauksessa
1 on CodePro AnalytiXin jarjar-kirjaston DepFindVisitor-luokan visit-metodista löytä-
mä  ArrayIndexOutOfBounds-ongelma,  joka  osoittaa  puutteellista  parametrien
tarkistusta – jarjarin koodin pitäisi tarkistaa käyttämänsä taulukkoviitteet suoran viittaa-
misen  sijaan.  Koska  poikkeus  on  ajonaikainen  poikkeus  (engl.  runtime  exception),
ongelma voi helposti heijastua käyttävän sovelluksen ylimmille tasoille asti. Siksi nii-
den löytäminen on tärkeää.
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6.4.2 Null pointer -ongelmat
Jos mikään annetuista parametreista ei ollut null, ja silti kohteena oleva koodi heittää
null pointer -poikkeuksen, tilanne on lähes poikkeuksetta virhe ohjelmakoodissa. Tilan-
ne  on  myös  työkaluille  selkeämpi  kuin  tilanne,  jossa  myös  jokin  annetuista
parametreista on null. Näitä ongelmia löytyi annetusta aineistosta selvästi eniten, ja niitä
löysivät tasaisesti kaikki työkalut, jotka löysivät virheitä tutkimuksen kohteena olevista
ohjelmistoista.
/**
 * Run the void visit(int,int,String,String,String,String[]) method test.
 *
 * @throws Exception
 *




    throws Exception {
    DepFindVisitor fixture = new DepFindVisitor(
        new HashMap<String, String>(), "",
         new TextDepHandler(new PrintWriter(
            new StringWriter()), 1));
    int version = 1;
    int access = 1;
    String name = "";
    String signature = "";
    String superName = "";
    String[] interfaces = new String[] {};
    fixture.visit(version, access, name,
         signature, superName, interfaces);
    // add additional test code here
    // An unexpected exception was thrown in user
    // code while executing this test:
    //    java.lang.ArrayIndexOutOfBoundsException: 0
    //       at org.objectweb.asm.Type.getObjectType(Unknown Source)
    //       at org.objectweb.asm.commons.Remapper.mapType(Unknown 
Source)
    //       at 
org.objectweb.asm.commons.RemappingClassAdapter.visit(Unknown Source)
    //       at 
com.tonicsystems.jarjar.DepFindVisitor.visit(DepFindVisitor.java:36)
}
Koodilistaus 1: CodePro AnalytiXin generoiman testin jarjar-kirjastosta löytämä 
ArrayIndexOutOfBounds-ongelma
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Koodilistauksessa 2 nähdään esimerkki testistä, joka on löytänyt  null pointer -ongel-
man.  Testissä  käytetään  useita  eri  parametreja,  ja  tarkistamatta  kohteena  olevan
sovelluksen lähdekoodeja olisikin vaikea sanoa, missä kohtaa virhe ilmenee.
Null pointer -poikkeuksen yksi erityispiirre Java-kielessä on, että sillä ei tavallisesti ole
mitään virheviestiä, joten se ei kerro mitään lisätietoja virheeseen johtavasta tilanteesta
kutsupolun (engl. stack trace) lisäksi. Jos kutsuva ohjelma ei tallenna poikkeuksen kut-
supolkua,  vaan  vain  poikkeuksen  viestin,  voi  virheen  tutkimisesta  tulla  erityisen
haastavaa. Se on yksi syy siihen, miksi null pointer -ongelma on merkittävä.
/**
 * Run the void zipFile(InputStream,
 * ZipOutputStream,String,long,File,int) method test.
 *
 * @throws Exception
 *




    throws Exception {
    JarJarTask fixture = new JarJarTask();
    fixture.verbose = true;
    InputStream is = new ByteArrayInputStream("".getBytes());
    ZipOutputStream zOut = new ZipOutputStream(new 
ByteArrayOutputStream());
    String vPath = "";
    long lastModified = 1L;
    File fromArchive = new File("");
    int mode = 1;
    fixture.zipFile(is, zOut, vPath, lastModified,
        fromArchive, mode);
    // add additional test code here
    // An unexpected exception was thrown in user code
    // while executing this test:
    //    java.lang.NullPointerException
    //       at com.tonicsystems.jarjar.util
    // .AntJarProcessor.zipFile(AntJarProcessor.java:70)
}




Poikkeama paluuarvossa viittaa tilanteeseen, jossa tietyssä tilanteessa saadaan paluuar-
vo, joka poikkeaa rajapinnan tavallisesti käyttämistä. Koodilistauksessa 3 paluuarvo on
toisessa tilanteessa tyhjä merkkijono, toisessa null, vaikka rajapinnan perusteella niiden
tulisi olla identtiset.
Näitä ongelmia paljastaakseen täytyy työkalun osata ottaa huomioon aiemmat testit tul-
kitessaan uusinta testitulosta.
6.5 Väärin virheiksi raportoituja tilanteita
Kun automaattisesti generoiduilla testeillä etsitään virheitä, monesti virheitä raportoi-
daan  paljon,  mutta  ne  eivät  kuitenkaan  ole  välttämättä  merkkejä  oikeista  virheistä.
Erityisesti vanhempien työkalujen kanssa nämä tilanteet olivat merkittävä ongelma, sillä
niiden läpikäynti on työlästä, ja saman ajan voisi käyttää tehokkaamminkin. Tästä syys-
tä  työkalu,  joka  ei  raportoi  virheistä  turhaan,  on  hyödyllisempi  kuin  työkalu  joka
raportoi samalla tavalla myös epävarmoja tuloksia.
6.5.1 Testit jotka raportoivat odotettuja poikkeuksia
Koodilistauksesa  4 nähdään  tilanne,  jossa  sovelluskoodiin  kuuluva  iteraattori  heittää
@Test
public void test0()  throws Throwable  {
    Wildcard wildcard0 = new Wildcard("", "");
    String string0 = wildcard0.replace("AZ");
    assertEquals  ( ""  , string0);
}
@Test
public void test2()  throws Throwable  {
    Wildcard wildcard0 = new Wildcard("", "");
    String string0 = wildcard0.replace("");
    assertNull  (string0);
}
Koodilistaus 3: EvoSuiten heikko mutaatio-kriteerillä jarjar-kirjastolle generoima 
testipari, joka paljastaa poikkeaman paluuarvossa
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next()-metodia kutsuttaessa NoSuchElement -poikkeuksen, kun sillä ei ole seuraavaa al-
kiota  annettavaksi.  Tämä  toiminta  on  oikein,  sillä  yleinen,  Java-kielessä  määritelty
Iterator-rajapinta vaatii sen toteuttavia luokkia toimimaan juuri näin. Tässä kohtaa ra-
portoitu  ongelma  poikkeuksessa  on  siis  virhe  työkalun  tulkinnassa,  ei  tutkittavassa
koodissa.
Tyylikkäämpi asia hoitaa tilanne olisi määritellä testi odottamaan heitettyä poikkeusta,
sillä se on rajapinnan mukainen.
6.5.2 Testit joiden epäonnistumissyy on epäselvä
Jotkut generoidut testit epäonnistuivat syistä, joita ei ole helppoa tulkita. Koodilistauk-
sessa  5  testi  antaa  syötteenä  tyhjän  merkkijonon,  ja  olettaa  sitten,  että  tyhjän
merkkijonon matches()-vertailu toiseen tyhjään merkkijonoon olisi epätosi. Oletus ei ole
järkevä, jos sitä ei perustele jollain. Esimerkin osoittamassa tapauksessa laajempia pe-
/**
 * Run the ClassPathEntry next() method test.
 *
 * @throws Exception
 *




    throws Exception {
    ClassPathIterator fixture = new ClassPathIterator("");
    ClassPathEntry result = fixture.next();
    // add additional test code here
    // An unexpected exception was thrown in user code while executing 
this test:
    //    java.util.NoSuchElementException
    //       at 
com.tonicsystems.jarjar.util.ClassPathIterator.next(ClassPathIterator.j
ava:101)
    assertNotNull(result);
}
Koodilistaus 4: CodePro AnalytiXin jarjar-kirjastosta löytämä poikkeus, joka virheellisesti 
raportoidaan ongelmana
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rusteluja ohjelmoijalle ei anneta, joten testi ei näyttäisi tuovan ohjelmoijalle lisäarvoa.
Esitellyllä tavalla ongelmallinenkin testi lisää kuitenkin testien kattavuutta, eikä sitä ole
vaikea muuttaa loogisemmaksi. Kuitenkin, jos testejä generoidaan paljon, jokainen kä-
sin tarvittava muutos on merkittävä työ.
6.5.3 Epäselvän rajapinnan takia epäonnistuvat testit
Epäselvä rajapinta tarkoittaa rajapintaa, joka ei ohjaa käyttäjäänsä käyttämään sitä oi-
kein.  Esimerkki  tästä  on  rajapinta,  joka  ei  ilmaise  kutsuun  tarvittavia  esiehtoja
rajapinnassaan, tai ilmaisee ne vasta poikkeuksessa. Koodilistauksessa 6 on esimerkki
epäselvästä rajapinnasta, jonka CodePro AnalytiX kohtasi jarjar-kirjastossa generoides-
saan testejä.
Epäselvä rajapinta ei ole varsinaisesti virhe, joten testigenerointityökalu on väärässä ra-
portoidessaan sen sellaiseksi. Esimerkissä esitetty IllegalArgumentException on Java-
kielen konventio ilmaista, että esiehtoja ei olla täytetty [Blo08, s. 248-249]. Siitä huoli-
matta  ohjelmistokehittäjä  voi  haluta  tietää  tilanteesta  ja  muuttaa  rajapintaa
selkeämmäksi.
//Test case number: 1
/*
 * 2 covered goals:
 * 1 com.tonicsystems.jarjar.Wildcard.matches(Ljava/lang/String;)Z:
I5 Branch 24 IFNULL L97 - true
 * 2 
com.tonicsystems.jarjar.Wildcard.getMatcher(Ljava/lang/String;)Ljav
a/util/regex/Matcher;: I11 Branch 28 IFLE L113 - true
 */
@Test
public void test1()  throws Throwable  {
    Wildcard wildcard0 = new Wildcard("", "");
    boolean boolean0 = wildcard0.matches("");
    assertEquals(false, boolean0);
}
Koodilistaus 5: EvoSuiten jarjar-kirjastolle generoima testi, jonka suhteen testitulos on 
epäselvä
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Tässä tapauksessa epäselvä rajapinta voitaisiin välttää, jos Rule-luokan muodostaja vaa-
tisi oliot, joita Rule toimiakseen tarvitsee. Tätä toimintatapaa kutsutaan riippuvuuksien
injektoinniksi rakentajassa (engl. constructor injection) ja sitä suosittelevat esimerkiksi
Kent Beck [Bec97] ja Martin Fowler [Fow04]. Sitä käyttäessä on Fowlerin mukaan vä-
littömästi  selvää,  mitä  riippuvuuksia  oliolla  on  [Fow04],  joten  se  välttää  epäselvän
rajapinnan ongelman. Toimintatavalla on kuitenkin joitain huonoja puolia, kuten mah-
dollinen  sekavuus,  jos  parametreja  on  paljon,  nimeämättömistä  parametreista  tai
perinnän monimutkaistumisesta [Fow04]. Stylosin ja Clarken empiiriseen aineistoon pe-
rustuvassa tutkimuksessa kuitenkin havaittiin, että sovelluskehittäjät eivät suosineet tätä
tapaa [SC07]. Muitakin tapoja ratkaista ongelma on, kuten rakentaja-suunnittelumallin
käyttö.
6.6 Ongelmallisia generoituja testejä
Jotkut generoiduista testeistä raportoivat kohdattuja ongelmia teoriassa oikein, mutta ei-
/**
 * Run the void execute() method test.
 *
 * @throws Exception
 *




    throws Exception {
    JarJarTask fixture = new JarJarTask();
    fixture.addConfiguredRule(new Rule());
    fixture.execute();
    // add additional test code here
    // An unexpected exception was thrown in user code while executing 
this test:
    //    java.lang.IllegalArgumentException: The <rule> element 
requires both "pattern" and "result" attributes.
    //       at 
com.tonicsystems.jarjar.JarJarTask.addConfiguredRule(JarJarTask.java:31)
}
Koodilistaus 6: CodePro AnalytiXin jarjar-kirjastosta löytämä rajapintaongelma
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vät silti ole kovin käyttökelpoisia tai niiden käyttö on ongelmallista. Tällaisia testejä
ovat esimerkiksi eri tavoin ajoympäristöstä tai -hetkestä riippuvaiset testit, erityisesti,
jos testit ovat riippuvaisia niistä hyvin voimakkaasti.
6.6.1 Muistin loppumisesta riippuvaiset testit
Randoop-työkalun erikoisuus oli generoida joitain testejä, jotka olivat suoraan riippu-
vaisia muistin loppumiseen tietyssä suorituksen vaiheessa. Näiden testien hyödyllisyys
voidaan kyseenalaistaa monesta eri syystä.
Paitsi, että tilanne ei välttämättä toistu eri ympäristöissä, virtuaalikoneilla tai virtuaali-
koneen  asetuksilla,  muistin  loppumiseen  luottavat  testit  ovat  usein  hyvin  hitaita
suorittaa. Koodilistauksessa 7 esitetty testi generoi satunnaismerkkejä sisältävää merk-
kijonoa niin pitkään, että sen epäonnistumisessakin kestää sovelluskehittäjän kannalta
kohtuuttoman kauan. Tyylikkäämpi tapa ratkaista ongelma on Jtestin käyttämä tapa il-
maista muistin loppuminen generoidun testin kommenteissa mutta olla luottamatta sen
tapahtumiseen, mistä nähdään esimerkki koodilistauksessa 8.
// The following exception was thrown during execution.
// This behavior will recorded for regression testing.
try {
  java.lang.String var1 =
         org.apache.commons.lang3
              .RandomStringUtils.random(1295081740);
  fail("Expected exception of type java.lang.OutOfMemoryError");
} catch (java.lang.OutOfMemoryError e) {
  // Expected exception.
}
Koodilistaus 7: Randoopin generoima muistin loppumisesta riippuvainen testi
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Ei tietenkään ole itsestään selvää, miten testigenerointityökalun tulisi tilanteeseen suh-
tautua.  Tuntuisi  kuitenkin  intuitiivisesti  perustellummalta  olettaa,  että  muistin
loppuminen ei ole tilanne, jonka varaan tulisi testiä kirjoittaa.
6.6.2 Javan versiosta riippuvaisia testejä
Testigenerointityökalut osasivat tyypillisesti välttää Javan versiosta riippuvaisia testejä.
Osaltaan tehtävässä auttaa se, että yleensä Javan versioiden väliset muutokset eivät vai-
kuta  kovin  yleisesti  käytettyyn  toiminnallisuuteen  sovelluskoodissa.  Tutkimuksessa
kuitenkin ilmeni muutama tapaus, jossa tätäkin ongelmaa ilmeni. Koodilistauksessa 9
on osa Randoop-työkalun generoimaa testiä, jossa havainnollistetaan ongelmaa.
/**
 * Test for method random(int,int,int,boolean,boolean,char).
 * 
 * @throws Throwable
 *             Tests may throw any Throwable
 * 
 * @see RandomStringUtils#random(int,int,int,boolean,boolean,char)
 * @author Parasoft Jtest 9.5
 */
@Test
public void testRandom0() throws Throwable {
    char[] chars = new char[] { '0' };
    String result = RandomStringUtils.random(
        2147483647, -2147483648,
            -1000, true, true, chars);
    // OutOfMemoryError thrown
    // at
    // org.apache.commons.lang3.RandomStringUtils
    // .random(RandomStringUtils.java:251)
    // at
    // org.apache.commons.lang3.RandomStringUtils
    // .random(RandomStringUtils.java:187)
    // jtest_unverified
}
Koodilistaus 8: Jtest-työkalun tapa käsitellä OutOfMemoryException
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Esimerkistä ei välittömästi ilmene, että kyseessä on Javan versiosta riippuvainen testi.
Java 7 lisäsi yleiseen Throwable-rajapintaan, josta kaikki poikkeukset Java-kielessä pe-
riytyvät,  addSuppressed-metodin.  Esimerkissä käytetään  tätä  metodia,  joten kyseinen
generoitu testi ei käänny aikaisemmilla Java-kääntäjän versioilla. Koska generoidut tes-
tit monesti käsittelevät nimenomaan poikkeuksia, kuvatun kaltainen rajapinnan muutos
aiheuttaa  valitettavia  versioriippuvuuksia generoituihin  testeihin.  Muut  työkalut  kuin
Randoop eivät tämän tutkielman testien puitteissa kohdanneet tätä ongelmaa.
6.6.3 Ajoympäristöstä riippuvaisia testejä
Useamman työkalun generoimissa testeissä oli kuitenkin jollain tavalla ajoympäristöstä
riippuvaisia testejä. Koska monet testatuista metodeista käsittelivät jollain tavalla ajo-
ympäristön tilaa, oli vaara riippuvuuksille ilmeinen. Esimerkiksi EvoSuite generoikin
testejä, jotka olivat riippuvaisia tietyistä lokalisointiasetuksista ja tiedostopoluista, kuten
esimerkeissä koodilistauksissa 10 ja 11. Yksikään käytetty testigenerointityökalu ei ollut
täysin immuuni ajoympäristöstä  riippuvuudelle,  mikä olisikin Java-sovelluksissa vai-
keaa, sillä se ei tarjoa mitään selkeää tai suositeltua tapaa eristää ympäristön vaikutus
testattavaan sovellukseen.
org.apache.commons.lang3.exception.ContextedRuntimeException var5
    = new org.apache.commons.lang3.exception
    .ContextedRuntimeException(
        "false",
        (java.lang.Throwable)var1,
     (org.apache.commons.lang3.exception.ExceptionContext)var2
    );
org.apache.commons.lang3.exception.ContextedException var6 =
    new org.apache.commons.lang3.exception.ContextedException();
var2.addSuppressed((java.lang.Throwable)var6);
Koodilistaus 9: Osa Randoopin generoimaa javan versiosta riippuvaista testiä
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Jotkut työkalut pärjäsivät ympäristöriippuvaisuuksien välttelyssä paremmin kuin toiset.
Poikkeuksellisen hyvin vertailussa pärjäsi  Jtest, joka pyrki  mahdollisuuksien mukaan
hyödyntämään mahdollisia saman arvon toista kautta tarjoavia vakioita, ja rajasi yhden-
laisen  ympäristömuuttujan  vaikutuksen  vain  yhteen  testiin.  Tällä  tavoin
testipatteristokokonaisuus oli mahdollisimman vähän ajoympäristöstä riippuvainen.
Myös jotkut ympäristöriippuvaisuuksiin liittyvät ongelmat ovat helpommin estettävissä
kuin toiset. Voitaisiin ajatella, että esimerkiksi koodilistauksen 11 tiedostopolkuihin liit-
//Test case number: 14
/*
 * 1 covered goal:





public void test14()  throws Throwable  {
    Set<Locale> set0 = LocaleUtils.availableLocaleSet();
    assertEquals  (152, set0.size());
}
Koodilistaus 10: EvoSuiten generoima ympäristöstä riippuvainen testi
//Test case number: 1
/*
 * 2 covered goals:
 * 1 
com.tonicsystems.jarjar.DepFind.setCurrentDirectory(Ljava/io/File;
)V: root-Branch
 * 2 com.tonicsystems.jarjar.DepFind.<init>()V: root-Branch
 */
@Test
public void test1()  throws Throwable  {
    DepFind depFind0 = new DepFind();
    File file0 = new File("");
    depFind0.setCurrentDirectory(file0);
    assertEquals  (
"C:  \\versioncontrol\\java\\gradujutut_evosuite\\jarjar  " ,
     file0.getCanonicalPath());
}
Koodilistaus 11: EvoSuiten jarjar-kirjastolle generoima, toisella tavalla ympäristöstä 
riippuvainen testi
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tyvä ongelma olisi sellainen. Jos testejä generoitaessa kiinnitettäisiin erityistä huomiota
erityisesti File-luokan metodeihin, jotka antavat absoluuttisen polun, jo se tiputtaisi pois
monia yleisimpiä ympäristöriippuvuusongelmia.
6.6.4 Satunnaisuudesta riippuvaisille metodeille generoituja testejä
Sovelluskehittäjälle on selvää, että jos metodin paluuarvo on täysin satunnainen, tavalli-
nen  metodin  paluuarvon  vertailu  ei  ole  kovin  hedelmällinen  tapa  testata  metodia.
Testejä generoivalle työkalulle se ei ole yhtä selvää, varsinkin, kun Javassa kielenä ei
ole mitään erityistä tapaa ilmoittaa satunnaisuudesta.
Esimerkiksi Jtest ja Randoop olivatkin ongelmissa satunnaisuuden kanssa, generoiden
naiiveja paluuarvoon luottavia testejä, jotka epäonnistuivat joka kerta ajaessa.
EvoSuite erottui joukosta positiivisesti, sillä se vertasi useamman eri ajon tuloksia toi-
siinsa.  Näin  tehden  se  pystyi  generoimaan  satunnaispaluuarvoja  tuottavillekin
metodeille merkityksellisiä  testejä,  jotka menivät läpi, kun kohdemetoditkin toimivat
odotetusti. Nämä metodit luottivat esimerkiksi tiettyihin poikkeuksiin virheellisiä para-
metreja syötettäessä sekä null-vapaisiin paluuarvoihin [Koodilistaus 12].
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6.6.5 Ajoaikariippuvaisia testejä
Osa testattujen metodien paluuarvoista perustui suoraan suoritusajankohtaan, mikä oli
ongelma esimerkiksi EvoSuitelle.  EvoSuite generoi naiivisti testejä, jotka olivat tosia
generointiaikaan, mutta eivät menneet enää läpi myöhemmin.
Sitä vastoin Jtest osasi alustaa Date-oliot tavalla, jolla testit toimivat vielä jälkeenpäin-
kin,  kuten  nähdään  koodilistauksesta  13.  Koska  testin  kohteena  olevien  luokkien
julkisista rajapinnoista ei suoraan voi nähdä, että näin tulisi menetellä, Jtest-työkalussa
on luultavasti tietyille parametreina käytetyille luokille aivan erityisesti suunniteltua lo-
giikkaa.
@Test
public void test1()  throws Throwable  {
    // Undeclared exception!
    try {
      RandomStringUtils.random(1, "");
      fail("Expecting exception: ArrayIndexOutOfBoundsException");
    
    } catch(ArrayIndexOutOfBoundsException e) {
       //
       // 2041817846
       //
    }
}
@Test
public void test7()  throws Throwable  {
    String string0 = RandomStringUtils.random(33, true, true);
    assertNotNull(string0);
}
Koodilistaus 12: EvoSuiten generoimia satunnaisarvoja palauttavalle metodille sopivia 
testejä
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6.6.6 Testejä joita ei voi kääntää
Yksi testatuista työkaluista, CodePro AnalytiX, generoi suuren määrän testejä jotka ei-
vät kääntyneet  eivätkä olisi edes voineet kääntyä.  Tämä kielii  merkittävistä työkalun
sisäisistä ongelmista. On mahdollista, että työkalua ei ole päivitetty,  sillä esimerkiksi
nykyaikaisen Java-kielen tukemat geneeriset tyypit saivat työkalun tuottamaan koodia,
jota ei voinut kääntää. Muissa testatuissa työkaluissa tätä ei ilmennyt.
@Test
public void test54()  throws Throwable  {
    Date date0 = new Date();
    Date date1 = DateUtils.addYears(date0, 690);
    boolean boolean0 = DateUtils.isSameDay(date1, date0);
    assertEquals(false, boolean0);
}
/**
 * Test for method ceiling(java.lang.Object,int).
 * 
 * @throws Throwable
 *             Tests may throw any Throwable
 * 
 * @see DateUtils#ceiling(java.lang.Object,int)
 * @author Parasoft Jtest 9.5
 */
@Test
public void testCeiling14() throws Throwable {
    Date date = new Date(946713599000L);
    Date result = DateUtils.ceiling(date, 9);
    assertNotNull(result); // jtest_unverified
    assertEquals("Sat Jan 01 12:00:00 EET 2000", result.toString());
// jtest_unverified
    // No exception thrown
    // jtest_unverified
}




TypeUtils-luokka oli usealle testigenerointityökalulle haastava, mutta ne reagoivat tähän
haasteeseen eri tavoin. Randoop generoi TypeUtils-luokkaa arvioidessaan saman ident-
tisen testin 1038 kertaa kahden ja puolen minuutin generointiaikaa käyttäessä ja 8582
kertaa 30 minuutin arviointiaikaa käyttäessä. Toisteisuus näkyy koodilistauksessa 15. 
Palus joutuessaan samaan tilanteeseen huomasi toisteisuuden, eikä kirjoittanut samaa
toistavia testejä levylle. Niinpä Paluksen generoimat testit typistyivätkin sekä kahta ja
puolta minuuttia käyttäessä että 30 minuuttia käyttäessä yhteen testiin, jossa sisältönä
olivat vain luokan luontilauseet. Palus siis vältti kirjoittamasta levylle toisteisia testejä,
mutta kuten koodilistauksesta 16 nähdään, se ei pystynyt generoimaan parempia testejä
ongelmallisia korvaamaan.
/**
 * Run the UrlEncodedFormEntity(Iterable<? extends 
NameValuePair>,Charset) constructor test.
 *
 * @throws Exception
 *




    throws Exception {
    Iterable<?  extends   NameValuePair> parameters =
        new   RedirectLocations();
    Charset charset = Charset.defaultCharset();
    UrlEncodedFormEntity result =
        new UrlEncodedFormEntity(parameters, charset);
    // add additional test code here
    assertNotNull(result);
    assertEquals(0L, result.getContentLength());
    assertEquals(true, result.isRepeatable());
    assertEquals(false, result.isStreaming());
    assertEquals(null, result.getContentEncoding());
    assertEquals(false, result.isChunked());
}
Koodilistaus 14: CodePro AnalytiXin httpclientille generoima testi, RedirectLocations ei ole 
oikeaa tyyppiä joten koodi ei käänny
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CodePro AnalytiX sortui toisenlaiseen toisteisuuteen: mikäli jo testin alustuksessa saa-
tiin esimerkiksi null pointer -ongelma, se silti jatkoi generoimalla testejä, jotka erosivat
toisistaan  vain  myöhemmin  ilmenevissä  metodikutsuissa.  Koodilistauksessa  17  jo
map()-kutsu aiheuttaa null pointer -ongelman, joten sitä seuraavia metodikutsuja ei enää
suoriteta.
public void test1() throws Throwable {
    java.lang.reflect.Type[] var0 = new java.lang.reflect.Type[] { };
    java.lang.reflect.Type[] var1 = 
org.apache.commons.lang3.reflect.TypeUtils.normalizeUpperBounds(var0);
    java.lang.reflect.Type[] var2 = 
org.apache.commons.lang3.reflect.TypeUtils.normalizeUpperBounds(var0);
    /* ... samojen komentojen toistoa */
    java.lang.reflect.Type[] var19 = 
org.apache.commons.lang3.reflect.TypeUtils.normalizeUpperBounds(var18);
    java.lang.reflect.Type[] var20 = 
org.apache.commons.lang3.reflect.TypeUtils.normalizeUpperBounds(var18);
    
    // Regression assertion (captures the current behavior of the code)
    assertNotNull(var0);
    
    /* ... samojen komentojen toistoa... */
        
    // Regression assertion (captures the current behavior of the code)
    assertNotNull(var18);
    
    // Regression assertion (captures the current behavior of the code)
    assertNotNull(var19);
    
    // Regression assertion (captures the current behavior of the code)
    assertNotNull(var20);
}
Koodilistaus 15: TypeUtils-luokan testi, jota Randoop-työkalu generoi yhä uudelleen
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Näin menettelemällä CodePro AnalytiX joissain tapauksissa käytti kaikki generoimansa
testit yhden null pointer -ongelman havainnollistamiseen. Tämä aiheuttaa tehottomuutta
generointityöhön, piilottaa mahdollisesti muuten löytyviä virheitä ja aiheuttaa lisätyötä
testit tarkastavalle ihmiselle.
public class GeneratedTest0 extends TestCase {
    // Runs all the tests in this file.
    public static void main(String[] args) {
        junit.textui.TestRunner.run(GeneratedTest0.class);
    }
    public void test1() throws Throwable {
        java.lang.reflect.Type[] var0 =
            new java.lang.reflect.Type[] { };
        java.lang.reflect.Type[] var1 =
            org.apache.commons.lang3.reflect
                .TypeUtils.normalizeUpperBounds(var0);
    }
    public void test2() throws Throwable {
        org.apache.commons.lang3.reflect
            .TypeUtils.WildcardTypeBuilder var0 =
        org.apache.commons.lang3.reflect
            .TypeUtils.wildcardType();
    }
    public void test3() throws Throwable {
        org.apache.commons.lang3.reflect.TypeUtils var0 =
            new org.apache.commons.lang3.reflect.TypeUtils();
    }
}
Koodilistaus 16: Ainoa Palus-työkalun TypeUtils-luokalle generoima testiluokka
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/**
 * Run the Set<String> getExcludes() method test.
 *
 * @throws Exception
 *




    throws Exception {
    KeepProcessor fixture = new KeepProcessor(new ArrayList<Keep>());
    fixture.map("");
    Set<String> result = fixture.getExcludes();
    // add additional test code here
    // An unexpected exception was thrown in user code while executing 
this test:
    //    java.lang.NullPointerException
    //       at 
com.tonicsystems.jarjar.KeepProcessor.map(KeepProcessor.java:83)
    assertNotNull(result);
}
/**
 * Run the boolean isEnabled() method test.
 *
 * @throws Exception
 *




    throws Exception {
    KeepProcessor fixture = new KeepProcessor(new ArrayList<Keep>());
    fixture.map("");
    boolean result = fixture.isEnabled();
    // add additional test code here
    // An unexpected exception was thrown in user code while executing 
this test:
    //    java.lang.NullPointerException
    //       at 
com.tonicsystems.jarjar.KeepProcessor.map(KeepProcessor.java:83)
    assertTrue(result);
}
Koodilistaus 17: CodePlex AnalytiX-työkalun tuottamien testien toisteisuutta
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6.6.8 Apuluokkien aiheuttamaa epävarmuutta
Erityisesti  Jtestin  käyttämät  Repository-  ja  Stubs-luokat  aiheuttivat  joissain  testeissä
epävarmuutta tuloksien tulkitsemisesta.  Ongelmaksi  niitä käyttäessä tuli se,  onko oi-
keasti kyseessä oikean kaltaisten olioiden kanssa toistuva virhe vai ei.
Koska kyseisten apuluokkien lähdekoodi on suljettua, niiden lähdekoodia ei voi tutkia
asian selvittämiseksi.
6.6.9 Null pointer- ongelma käyttäessä null-parametria
Käytettäessä null-parametria null pointer -poikkeukset ovat Java-sovelluksissa yleisiä.
Tutkielmassa  esiintyi  kahdenlaista  tapaa  suhtautua  tilanteeseen.  Jtest  oletti,  että  null
pointer -poikkeus null-parametereille on virhe, ja esimerkiksi EvoSuite taas oletti, että
se on odotettua käyttäytymistä (koodilistaukset 19 ja 20). Ei olekaan itsestään selvää
miten tilanteeseen tulisi suhtautua.
Eräs tapa käsitellä null-parametri on heittää IllegalArgumentException-poikkeus ja toi-
nen  käyttää  sen  sijaan  NullPointerException-poikkeusta.  Esimerkiksi  Effective  Java,
@Test
public void testEquals0() throws Throwable {
    WildcardType t1 = (WildcardType) Stubs
            .makeStubObject(WildcardType.class);
    WildcardType t2 = (WildcardType) Stubs
            .makeStubObject(WildcardType.class);
    boolean result = TypeUtils.equals(t1, t2);
    // NullPointerException thrown
    // at
    // 
org.apache.commons.lang3.reflect.TypeUtils.equals(TypeUtils.java:1638)
    // at
    // 
org.apache.commons.lang3.reflect.TypeUtils.equals(TypeUtils.java:1624)
    // at
    // 
org.apache.commons.lang3.reflect.TypeUtils.equals(TypeUtils.java:1580)
    // jtest_unverified
}
Koodilistaus 18: Jtestin generoima testi, joka epäonnistuu, mutta syy jää epäselväksi
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yksi  suosituimmista Java-ohjelmointia käsittelevistä  kirjoista,  kuvaa tavalliseksi  kon-
ventioksi heittää tilanteessa null pointer -poikkeus [Blo08, s. 248-249]. Myös Java API
tukee tätä käytäntöä [API]. Esimerkiksi commons-lang 2.6 -kirjasto tarjoaa kiistan rat-
kaisuksi  erityisen  NullArgumentExceptionin,  joka  periytyy  IllegalArgument-
Exceptionista [Nae].  Ei siis ole kiistatonta, mikä on eniten oikein, ja voidaankin pitää
enemmän konventiona kuin ehdottomana sääntönä miten tilanteeseen tulisi reagoida.
Null-parametreilta  voi  suojautua  muutenkin  kuin  eksplisiittisesti  tarkistamalla.  Yksi
mahdollisuus on niin sanottu Null Object -malli, jossa käytetään erillistä oliota null-pa-
rametrin  sijasta.  On  myös  tehty  tutkimusta  lähestymistavasta,  jossa  ajatuksena  on
käyttää vastaavaa mallia automaattisesti, ilman eksplisiittisiä tarkistuksia [DW08]. Vii-
me  aikana  julkaistussa  tutkimuksessa  on  osoitettu,  että  null-arvojen  palauttaminen
rajapinnasta on yleensäkin haitallista [KHH14], mikä puhuisi Null Object -mallin puo-
/**
 * Test for method readObject().
 * 
 * @throws Throwable
 *             Tests may throw any Throwable
 * 
 * @see ObjectInputStream#readObject()
 * @author Parasoft Jtest 9.5
 */
@Test
public void testReadObject0() throws Throwable {
    ObjectInputStream testedObject = new ObjectInputStream(
        
"r00000000000000000000000000000000000000000000000000000000000000000
00000000000000000000000000000000000000000000000000000",
            (InputStream) null);
    Serializable result = testedObject.readObject();
    // NullPointerException thrown
    // at
    // 
extension.java.io.ObjectInputStream.readObject(ObjectInputStream.ja
va:105)
    // jtest_unverified
}
Koodilistaus 19: Jtestin io extension-kirjastolle generoima testi, jossa null-parametri 
aiheuttaa null pointer -poikkeuksen ja virheen testissä
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lesta. On kuitenkin huomattava, että esimerkiksi Fowlerin ja kumppaneiden vaikutus-
valtaisessa Refactoring-kirjassa, joka muuten suosittelee mallia, mainitaan sen voivan
piilottaa oikeita ongelmia [FBB99, s. 261]. 
On myös huomattava, että null pointer -poikkeukset ovat seurausta siitä, että Java kiele-
nä  tarkistaa  aina,  onko  viittaus  null-tyyppiseen  muuttujaan.  Tämä  tarkistus  on
useimmissa nykyaikaisissa keskusyksiköissä lähes ilmainen [Hof97], joten tarkistuksen
voi myös jättää Javan virtuaalikoneen vastuulle. Näistä syistä ohjelmoijan on itse rat-
kaistava, käsitteleekö null pointer-poikkeusta null-parametrien yhteydessä virheenä vai
ei. Koska tilanne ei ole mitenkään itsestäänselvä, tässä tutkielmassa sitä ei ole tulkittu
virheeksi.
6.7 Muita generointityökaluista tehtyjä huomioita
AgitarOnea ja Jtestiä käyttäessä ilmeni joitain erityisiä toiminnallisia piirteitä, joita on
perusteltua eritellä vähän laajemmin. CodePro AnalytiXiin ja Palukseen liittyvät huo-
miot koskivat enemmän niiden toimivuutta, ja Randoop ja EvoSuite erottuivat muista
tutkimussuuntautuneisuudellaan.
@Test
public void test10()  throws Throwable  {
    // Undeclared exception!
    try {
      TypeUtils.getTypeArguments((ParameterizedType) null);
      fail("Expecting exception: NullPointerException");
    } catch(NullPointerException e) {
       //
       // no message in exception (getMessage() returned null)
       //
    }
}




Toisin kuin muut  testatut  työkalut,  AgitarOne  lähetti  testit  generoitavaksi  Eclipsestä
erilliselle palvelimelle. Käytännössä eroa muihin ei tämän tutkielman testeissä huoman-
nut. Palvelimien määrä kuitenkin rajoittaa testien ajamista rinnakkain: yhden palvelimen
ollessa käytössä yhtä testaustyötä ajetaan kerrallaan, muut pistetään työjonoon.
Kaikki AgitarOnen generoimat testit periytyivät AgitarTestCase-luokasta, ja suuri osa
niistä käytti Agitarin sisäistä MockingBird-rajapintaa. Muista työkaluista poiketen osa
AgitarOnen testeistä arvioi suoraan myös private-tyyppisiä muuttujia reflektion avulla.
AgitarOne  generoi  myös  erikseen  testitapauksia  private-tyyppisille  metodeille,  mitä
muut työkalut eivät tehneet. Sen lisäksi AgitarOne joissain testeissä jopa korvaa luokan
sisäiset riippuvuudet omilla jäljitelmillään. Nämä toimenpiteet ovat perusteltavissa, sillä
AgitarOnen ohjeistus luonnehtii generoituja testejä nimenomaan regressiotesteiksi – nii-
den  on tarkoitus  kuvata  mahdollisimman tarkasti  mikä  kohteena  olevan  sovelluksen
nykytila on, ei mikä sen tulisi olla [Agi13a, s.1]. AgitarOnen generoimien testien löytä-
mien  virhemäärien  vertailu  muihin  testattuihin  testigenerointityökaluihin  onkin
harhaanjohtavaa, sillä AgitarOnen testigenerointi ei pyrikään löytämään virheitä. Siihen
tarkoitukseen AgitarOne tarjoaa aiemmin mainitun agitoinnin [Agi13b]. Sen arviointi
public void testAddConfiguredRule() throws Throwable {
    Rule rule = new Rule();
    rule.setPattern("testJarJarTaskPattern");
    rule.setResult("testJarJarTaskResult");
    JarJarTask jarJarTask = new JarJarTask();
    jarJarTask.addConfiguredRule(rule);
    assertEquals("jarJarTask.patterns.size()", 1, ((Collection) 
getPrivateField(jarJarTask, "patterns")).size());
    assertSame("jarJarTask.patterns.get(0)", rule, ((List) 
getPrivateField(jarJarTask, "patterns")).get(0));
}
Koodilistaus 21: AgitarOnen jarjar-projektille generoima testi, josta näkyy työkalun 
käyttämä private-tyyppisten muuttujien tarkistaminen
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on kuitenkin tämän tutkielman aihealueen ulkopuolella.
Koska AgitarOne tarkistaa näin perusteellisesti jokaisen olion muuttuneen tilan, voisi
vahvasti  epäillä,  että  mutaatiotesteissä AgitarOne olisi  parhaimmillaan.  Valitettavasti
tällä hetkellä yksikään mutaatiotestityökalu ei ole AgitarOnen kanssa yhteensopiva, jo-
ten asiaa ei voi niillä varmistaa. Pienikin muutos, siis myös luokan sisäinen, aiheuttaa
testien epäonnistumisen. AgitarOnen käytäntö houkutteleekin generoimaan testit  aina
merkittävien, ulkoiseen käyttäytymiseen vaikuttavien muutosten jälkeen uusiksi.
6.7.2 Jtest
Jtestin testigeneroinnissa on muutama erityinen piirre. Jtestin, kuten AgitarOnen, gene-
roimat  testit  nojaavat  työkalun  sisäisiin  mock-rajapintoihin,  eikä  niitä  voi  ajaa
tavallisina yksikkötesteinä. Jtestin omat työkalut tarjosivat vain lause- ja haaraumakatta-
vuudet. Parasoftin mukaan operaatio- ja mutaatiokattavuudet ovat tulevien versioiden
toivelistalla.
Erityistä on myös,  että Jtest generoi  ajoittain paljon Jtestin omaan Registry-luokkaan
nojautuvia testejä. Näitä testejä voi ajaa vain, jos käyttäjä ensin luo testattavista olioista
instanssit ja tallentaa ne Registry-luokkaan. Kuitenkin suuressa testipatteristossa tällai-
sia  testejä  voi  olla  satoja,  mikä  voi  tehdä  Jtestin  käyttämisen  työlääksi.  Erityisesti
commons lang - ja httpclient-kirjastoille testejä generoitaessa näitä testejä ilmeni paljon.
Jtest-työkalua käytettäessä testien ajamiseen on huomattavaa, että Jtest ei käytä testien
ajamisessa aikakatkaisua. Tästä syystä testien ajaminen Jtestillä voi vaikuttaa huomatta-
vasti  hitaammalta  kuin  niiden  ajaminen  esimerkiksi  PITillä,  jossa  on aggressiivinen
aikakatkaisu. Jtest suoriutui muutenkin testien ajamisesta hitaammin, eikä niitä Parasof-
tin asiakaspalvelun mukaan voi ajaa rinnakkain.
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6.7.3 CodePro AnalytiX
CodePro AnalytiX kärsi  muutamasta erityisongelmasta.  Yksi  ongelma oli  epävakaus
monimutkaisia geneerisiä tyyppirakenteita käyttävää koodia analysoidessa. Tämä näkyi
commons lang -projektia analysoidessa, jolloin CodePro AnalytiX kaatui sisäiseen null
pointer -virheeseen. Toinen CodePro AnalytiXiä vaivannut ongelma oli sellaisten testi-
luokkien generointi, joissa ei ollut yhtään testimetodia. Tällaista testiluokkaa ajaessaan
JUnit raportoi tilanteen aina virheenä. Jos yhtään testimetodia ei voida generoida, ei tes-
tiluokkaakaan tulisi generoida.
Yksinkertaisemmassa ja vähempiluokkaisessa kohteessa, jarjarissa, CodePro AnalytiX
pärjäsi kuitenkin suhteellisen hyvin.
6.7.4 Palus
Testien generointi paluksella vaati erityisen paljon resursseja, eikä se kahdeksan gigata-
vun  muistilla  varustetussa  testikoneessa  onnistunut  httpclient-  tai  commons  lang
-projekteille. Io-extension -projektille testien generointi ei onnistunut, koska Paluksen
käyttö olisi tarvinnut syötteekseen joko testejä tai esimerkkiajon. Neljästä testien koh-
teena  olevasta  sovelluksesta  ainoa  onnistunut  oli  siis  jarjar,  jonka  lisäksi  yhteen
luokkaan keskittyvä TypeUtils-tapaus pystyttiin Paluksella suorittamaan. Myös pieneh-
kön jarjar-projektin onnistuneiden testien ajo vaikutti vaativan paljon resursseja, eikä se
32-bittisessä Eclipsessä onnistunut muistin loppumisen takia. Näiden perusteella voisi
epäillä, ettei Palus nykytilassaan välttämättä skaalaudu kovin hyvin suuriin ohjelmistoi-
hin käytettäväksi.
Resurssiongelmien lisäksi Paluksen käyttämä Java Agent -teknologia ei testeissä ollut
yhteensopiva httpclient- tai commons lang -projektien testien käyttämien mock-kirjasto-
jen  kanssa  ja  aiheutti  testigenerointiajon  keskeytymisen  tietokoneessa,  jossa  muistia
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olisi ollut riittävästi (16 gigatavua). Koska monet nykysovelluksista käyttävät testeis-
sään erilaisia mock-kirjastoja, tämä voi korjaamattomana rajoittaa työkalun laajempaa
käyttöönottoa.
6.7.5 EvoSuite
EvoSuitea käyttäessä on huomattava, että dokumentointi kattaa vain pienen osan tue-
tuista parametreista, mutta tuetuistakin parametreista vain osa on oikeasti käytettävissä.
Tätä  voidaan  pitää  osoituksena  työkalun  suuntaamisesta  enemmän  tutkimuskäyttöön
kuin loppukäyttäjille, joille laajempi dokumentaatio olisi enemmän tarpeen.
6.7.6 Randoop
Randoop, kuten EvoSuite, on tutkimukseen suunniteltu. Siksi Randoopia voi parametri-
soida  lähes  mielivaltaisesti.  Erona  moneen  muuhun  tiedeyhteisölle  tarkoitettuun
työkaluun Randoopia on kuitenkin jatkokehitetty lähes sen koko olemassaolon ajan, jo-
ten siitä on saatu käyttäjäystävällinen ja monipuolinen työkalu.  Tuotteistuksen puute




Johtopäätöksinä tässä luvussa kuvataan tämän tutkimuksen vastaavuutta aikaisempaan
tutkimukseen,  vastataan kysymyksiin  kaupallisten työkalujen merkityksestä suhteessa
avoinna saatavilla oleviin, arvioidaan tämän tutkimuksen tulosten merkitystä sekä esite-
tään käsityksiä mahdollisesta jatkotutkimuksesta.
7.1 Vastaavuus aikaisempaan tutkimukseen
Tutkielman tulokset vastaavat pitkälti aiemmasta tutkimuksesta saatuja, siltä osin kuin
vastaavaa  tutkimusta  on  tehty.  Kuten  Pachecon  ja  kumppaneiden  tutkimuksessa
[PLE07a] havaittiin, Randoop skaalautui hyvin suuriinkin kirjastoihin ja löysi oikeita,
relevantteja ongelmia. Lin ja kumppanit havaitsivat, että kattavuus ei välttämättä korre-
loi  kovin  voimakkaasti  löydettyjen  virheiden  määrän  kanssa  [LTC09].  Tässä
tutkielmassa tästä voimakkain esimerkki oli AgitarOne-työkalun generoimat testit, joi-
den  saavuttava  kattavuus  oli  tutkittujen  testipatteristojen  parhaimmistoa,  mutta  jotka
eivät paljastaneet virheitä, eikä niitä oltu siihen suunniteltukaan. Myös havainnot muista
työkaluista tukivat tätä johtopäätöstä. Zheng ja kumppanit osoittivat [ZZL10], että muil-
la lähestymistavoilla  kuin Randoopin syöteohjatulla satunnaisgenerointistrategialla  on
saavutettavissa vastaavassa tilanteessa parempi kattavuus, ja Ramler ja kumppanit osoit-
tivat,  että  sovelluskehittäjien  kirjoittamat  testit  löytävät  erityyppisiä  virheitä  kuin
työkalujen, tässä Randoopin generoimat. Myös nämä tulokset vahvistettiin.
Tässä tutkielmassa ei voitu vahvistaa Palus-työkalun menestystä Zhangin ja kumppanei-
den  tutkimuksessa  [ZSB11].  Tähän  luultavasti  vaikuttaa  se,  että  tässä  tutkielmassa
käytettiin  kohteina  käytännönläheisempiä  kirjastoja,  jotka  olivat  sekä  kookkaita  että
käyttivät  testeissään  erilaisia  eristyskehyksiä  (engl.  isolation  framework),  erityisesti
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mock-kirjastoja (engl. mock object library). Näiden kanssa Palus-työkalulla vaikutti ole-
van ongelmia.
Vastaavaa tutkimusta, joka olisi verrannut AgitarOnea tai Jtestiä muihin testigenerointi-
työkaluihin, ei tiettävästi ole.
7.2 Kaupallisten työkalujen tuoma lisähyöty
Tutkielman olennaisimpia tavoitteita oli analysoida sitä, tuovatko kaupalliset työkalut
testigeneroinnissa merkittävää etua verrattuna vapaisiin työkaluihin, ja jos, millaista se
on. Tämän tutkimuksen perusteella voidaan sanoa, että erityisesti tietyillä alueilla kau-
pallisten työkalujen tuoma etu on merkittävä. AgitarOnen perusteellinen regressiotestien
generointi oli merkittävästi parempi kuin yhdessäkään muussa analysoidussa työkalus-
sa. Jtestin generoimat testit olivat  korkealaatuisia sekä kattavuudeltaan että virheiden
löytämisessä, ja sekä AgitarOne että Jtest olivat sovelluskehitintuessa omalla tasollaan.
Joitain yllättäviä puutteitakin kuitenkin paljastui. AgitarOnen tai Jtestin generoimat tes-
tit  ovat  ajettavissa  vain  niistä  vastaavien  yritysten  lisenssoimissa  työkaluissa.  Jos
lisenssiä ei ole, ei testejä voi ajaa. Vaikka yritykset tarjoavat sovelluskehittimien lisäksi
myös komentorivityökaluja testien kanssa toimimiseen, niitä ei  voi käyttää  niin,  että
avoimia kattavuus- tai mutaatiotestityökaluja voisi käyttää generoitujen testien kanssa.
Tämä on merkittävä puute. Toinen ongelma on testien vaatimien testijäljitelmäkirjasto-
jen edellyttämät suljetun lähdekoodin riippuvuudet. Niin kauan kuin niiden lähdekoodia
ei  voi  tutkia,  jää spekulaatioiden varaan  onko yksittäinen  löydetty  ongelma yleisesti
toistuva.
Testien generoinnissa eivät ilmaisetkaan työkalut olleet  pettymys.  Etenkin EvoSuiten
tuottamien testien monipuolisuus, kattavuus ja virheidenlöytämiskyky olivat merkittä-
viä.
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7.3 Tämän tutkimuksen merkitys
Koska aikaisempaa tutkimusta ei suoraan tästä aiheesta ole, tutkimus on merkittävä ar-
vioitaessa testigeneroinnin käyttöönoton tuomia etuja ja haittoja, erityisesti harkittaessa
kaupallisia vaihtoehtoja. Kaupallisten työkalujen tuomat rajoitteet voivat tulla yllätykse-
nä, ja on tärkeää tiedostaa, millaisia virheitä generoiduilla testeillä tyypillisesti voidaan
löytää. Sen avulla resursseja voidaan kohdistaa paremmin. Samalla huomataan, etteivät
generoidut testit korvaa kokonaan käsin kirjoitettuja testejä edes vikojen löytämisessä,
vaan menetelmät täydentävät toisiaan. Tutkimus antaa uutta tietoa myös generoitujen
testien laadun arvioinnista, sillä mutaatiotestausta ei aiemmin ole käytetty kovin laajasti
generoitujen testien laadun arvioimisessa. Tutkimus osoittaa, että mutaatiotestaus on sii-
hen  yksi  hyvä  työkalu,  joka  antaa  jossain  määrin  erilaista  tietoa  kuin  muut
kattavuusmetriikat.
Mahdollisia ongelmia tutkimuksessa esitettyjen tuloksien yleistettävyydelle ovat sulje-
tun lähdekoodin mittarien hyödyntäminen ja  valittujen ohjelmien yleinen  edustavuus
sovelluksien  kirjossa.  Suljetun  lähdekoodien  mittareita  hyödynnettiin  tutkimuksessa
käytännön pakosta. Näiden mittarien tulokset noudattelivat kuitenkin pitkälti avoimen
lähdekoodin työkalujen tuloksia,  ja koska mittarit  perustuivat  tunnettuihin kattavuus-
määritelmiin,  saatujen  tuloksien  pitäisi  olla  yleistettäviä.  Valitut  ohjelmat  edustavat
tutkimuksen tekijän näkemystä Java-sovellusten edustajista, jotka mahdollisimman hy-
vin kattavat tällä hetkellä käytössä olevien sovellusten eri tyyppejä. Sovelluksille, jotka
ovat  merkittävästi  tässä  tutkimuksessa  käytetyistä  sovelluksista  poikkeavia,  tulokset
voivat kuitenkin olla toisenlaiset. Tutkimuksen eräs ongelma on myös mittareihin luot-
taminen: mikäli testeissä on ongelmia, jotka aiheuttavat mittareihin epätarkkuutta, se ei




Tutkimuksessa osoitettiin, että kaupalliset työkalut  voivat tarjota ominaisuuksia,  joita
vapaasti saatavilla olevissa työkaluissa ei vastaavalla tasolla esiinny. Täten niiden hank-
kiminen voi olla perusteltua. Kuitenkin samalla on harkittava, millainen riski projektille
on riippuvuus tietyn toimittajan työvälineisiin.
Mutaatiotestaus on tämänkin tutkimuksen perusteella käyttökelpoinen väline testipatte-
riston hyödyllisyyden arviointiin. Erityisesti jos arvioitava testipatteristo sisältää paljon
testejä,  mutaatiotestausta  hyödyntämällä  voidaan nopeasti  muodostaa  siitä  yleiskuva.
Koska käytetty työkalu, PIT, on vapaasti saatavilla eikä vaadi muutoksia testeihin, sen
käyttäminen osana jatkuvaa integraatiota sovelluskehityksessä vaikuttaa perustellulta.
Harkittaessa testigeneroinnin ottamista mukaan sovelluskehitykseen on testigenerointi-
työkalua  valittaessa  huomioitava  suunniteltu  käyttötarkoitus.  Jotkin  työkalut,  kuten
EvoSuite, ovat erityisen hyviä generoimaan regressiotestaukseen ja olemassa olevan toi-
minnallisuuden dokumentointiin sopivia testejä: jotkut toiset työkalut olivat parempia
generoimaan testejä, jotka osoittavat virheitä sovelluskoodissa. Generoidut testit korvaa
testejä niin kuin niitä käytetään testivetoisessa sovelluskehityksessä, sillä niillä ei ole
vastaavaa ohjaavaa vaikutusta. Myöskään oikean toiminnallisuuden varmistavia testejä
arvioidut generoidut testit eivät korvaa, sillä ne eivät voi tuntea niitä käyttötapauksia,
joita sovelluskoodi toteuttaa. Tällaisia testejä generoidut testit voivat kuitenkin täyden-
tää esimerkiksi varmistamalla rajapinnan parametrien raja-arvojen järkevän käsittelyn.
7.5 Jatkotutkimuksesta
Tutkimuksen aikana havaittiin, että suunniteltua mutaatiotestityökalua ei voitu käyttää
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kaupallisten työkalujen generoimiin testeihin. Näiden työkalujen generoimia testejä olisi
sen sijaan voitu arvioida käsin tehdyillä mutaatioilla. Näin tehdessä kuitenkin vain muu-
taman  luokan  testejä  voidaan  arvioida,  joten  luokkien  valitsemiseen  liittyvät  riskit
korostuvat. Mittauksen toistettavuus ei myöskään välttämättä ole yhtä hyvä. Olisi myös
voitu kehittää työkalu, joka generoi mutaatioita näiden testien pohjalta mutta kuitenkin
säilyttää yhteensopivuuden arvioituihin kaupallisiin työkaluihin. Se olisi kuitenkin mah-
tunut  huonosti  tämän  tutkielman  laajuuteen.  Näitä  aiheita  voisi  käsitellä  tulevassa
tutkimuksessa.
Tutkimuksessa havaittiin myös, että kuvattujen työkalujen testigenerointiominaisuuksiin
rajoittuminen ei anna koko kuvaa niiden työkalujen tarjoamasta kyvystä virheiden löytä-
miseen kohteena olevista ohjelmista. Erityisesti AgitarOnen tarjoamaa agitointia olisi
tieteellisestikin arvioituna hedelmällistä verrata muiden työkalujen tarjoamiin virheiden-
löytämisvälineisiin.  Lopullinen tavoite on kuitenkin riippumatta käytetystä  työtavasta
yhteinen: laadukas, mahdollisimman vähän virheitä sisältävä lopputuote.
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