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In this paper we study the problem of computing an upward straight-line embedding of a
planar DAG (directed acyclic graph) G into a point set S , i.e. a planar drawing of G such
that each vertex is mapped to a point of S , each edge is drawn as a straight-line segment,
and all the edges are oriented according to a common direction. In particular, we show
that no biconnected DAG admits an upward straight-line embedding into every point set in
convex position. We provide a characterization of the family of DAGs that admit an upward
straight-line embedding into every convex point set such that the points with the largest
and the smallest y-coordinate are consecutive in the convex hull of the point set. We
characterize the family of DAGs that contain a Hamiltonian directed path and that admit
an upward straight-line embedding into every point set in general position. We also prove
that a DAG whose underlying graph is a tree does not always have an upward straight-line
embedding into a point set in convex position and we describe how to construct such an
embedding for a DAG whose underlying graph is a path. Finally, we give results about the
embeddability of some sub-classes of DAGs whose underlying graphs are trees on point set
in convex and in general position.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A straight-line embedding of a planar DAG G into a point set S is a mapping of each vertex of G to a point of S and
of each edge of G to a straight-line segment between its end-points such that no two edges intersect. The problem of
constructing straight-line embeddings of planar graphs into point sets is well-studied from both a combinatorial and an
algorithmic point of view and comes in several different ﬂavors within the Graph Drawing literature.
The class F of undirected graphs that admit a straight-line embedding into every point set in general position coincides
with the one of the outerplanar graphs, as shown by Gritzmann et al. [12]. From an algorithmic point of view, an O (n log3 n)-
time algorithm [2] and a Θ(n logn)-time algorithm [3] are known for constructing straight-line embeddings of outerplanar
graphs and trees into given point sets in general position, respectively. Cabello [4] proved that the problem of deciding
whether a planar graph admits a straight-line embedding into a given point set is N P-hard. If edges are not required to
be straight then, by the results of Kaufmann and Wiese [14], every planar graph admits a planar drawing with at most two
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a point set S such that every n-vertex planar graph admits a straight-line embedding into an n-point subset of S is a very
well-known problem. The best known upper bound for f (n) is quadratic [6], while only linear lower bounds are known
[5,15].
Surprisingly, less attention has been devoted to the directed versions of such problems. When dealing with the visu-
alization of directed graphs, one usually requires an upward drawing, i.e., a drawing such that each edge monotonically
increases in the y-direction. Obviously, a directed graph can admit an upward drawing only if it is acyclic, that is, if it is
a DAG. Upward planar embeddings of DAGs into point sets have been studied by Di Giacomo et al. [10], who proved that
every two-terminal series-parallel digraph admits an upward planar embedding with at most one bend per edge into every
point set, and by Giordano et al. [11], who show a directed counterpart of the results in [14], namely that every upward
planar DAG has an upward planar embedding with at most two bends per edge into every point set. However, to the best of
our knowledge, no paper has investigated upward planar straight-line embeddings of DAGs into point sets and the directed
counterpart of the result by Gritzmann et al. [12], i.e., a characterization of the family
−→F of DAGs that admit an upward
straight-line embedding into every point set in general position is still missing. In this paper we study such a problem and
prove the following results.
• We show that no biconnected DAG with more than three vertices admits an upward straight-line embedding into every
point set in convex position.
• We characterize the family of DAGs that admit an upward straight-line embedding into every one-sided convex point
set. A one-sided convex point set is a convex point set such that the points with the largest and the smallest y-
coordinate are consecutive in the convex hull of the point set.
• We characterize the family of DAGs that contain a Hamiltonian directed path and that admit an upward straight-line
embedding into every point set in general position.
• We prove that a DAG whose underlying graph is a tree does not always have an upward straight-line embedding into a
point set in convex position and we show how to construct such an embedding for a DAG whose underlying graph is a
path.
• We give results about the embeddability of some sub-classes of DAGs whose underlying graphs are trees on point sets
in convex and in general position.
The remainder of the paper is organized as follows. In Section 2 some basic deﬁnitions are given. Results about upward
straight-line embeddings of DAGs are provided in Section 3. Upward straight-line embeddings of DAGs whose underlying
graphs are trees are studied in Section 4, while in Section 5 we further restrict our attention to DAGs whose underlying
graphs are paths. Conclusions and open problems are presented in Section 6.
2. Preliminaries
A drawing of a graph is a mapping of each vertex to a distinct point in the plane and of each edge to a Jordan curve
between its end-points. A planar drawing is such that no two edges intersect except, possibly, at common end-points.
A planar drawing of a graph determines a circular ordering of the edges incident to each vertex. Two drawings of the same
graph are equivalent if they determine the same ordering around each vertex. A planar embedding is an equivalence class
of planar drawings. A planar drawing partitions the plane into topologically connected regions, called faces. The unbounded
face is the outer face. An outerplanar graph admits a planar embedding in which all vertices are incident to the outer face.
Such an embedding is called outerplanar embedding.
A graph is connected if every pair of vertices of G is connected by a path. A k-connected graph G is such that removing
any k − 1 vertices leaves G connected; 3-connected, 2-connected, and 1-connected graphs are also called triconnected,
biconnected, and simply connected graphs, respectively. A triconnected planar graph admits a unique planar embedding.
A separating k-set is a set of k vertices whose removal disconnects the graph. Separating 1-sets and separating 2-sets are
also called cutvertices and separating pairs, respectively. Hence, a connected graph is biconnected if it has no cutvertices, and
it is triconnected if it has no separating pair. The maximal biconnected subgraphs of a graph are its blocks. Each edge of
G belongs to a single block of G , while cutvertices are shared by different blocks. The block-cutvertex tree, or BC-tree, of a
connected graph G is a tree with a B-node for each block of G and a C-node for each cutvertex of G . Edges in the BC-tree
connect each B-node μ to the C-nodes associated with the cutvertices in the block of μ. In the following we often identify
a block with the B-node associated with it and a cutvertex with the C-node associated with it.
Let G be a DAG; a vertex v of G is a source (sink) if v has no incoming (resp. outgoing) edge. A switch is either a source
or a sink. A switch that is a source is also called a source-switch, and a switch that is a sink is also called a sink-switch.
An upward planar directed graph is a directed graph that admits a planar drawing such that each edge is represented by
a curve monotonically increasing in the y-direction. Obviously, a directed graph can be an upward planar directed graph
only if it is acyclic, that is, if it is a planar DAG. Di Battista and Tamassia showed that every upward planar DAG admits a
straight-line upward planar drawing [7], i.e., an upward planar drawing in which every edge is represented by a segment.
The underlying graph of a directed graph G is the undirected graph obtained by removing the directions on the edges of G .
For the sake of brevity, in the following we call a path-DAG, a tree-DAG, a cycle-DAG, and an outerplanar-DAG a DAG whose
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graph is biconnected if its underlying graph is biconnected. Let G be a DAG whose underlying graph contains a simple
path (v1, v2, . . . , vn); if (vi, vi+1) is an edge of G (directed from vi to vi+1), for each 1  i  n − 1, then we say that
(v1, v2, . . . , vn) is a directed path of G . A directed path of G that passes through all vertices of G is called a Hamiltonian
directed path of G . A Hamiltonian rooted DAG is a DAG containing a Hamiltonian directed path.
A point set in the plane is in general position if no three points lie on the same line. The convex hull CH(S) of a point
set S is the point set that can be obtained as a convex combination of the points of S . A point set is in convex position if
no point is in the convex hull of the others. In order to deal with upward embeddings of DAGs into point sets, we make
another non-degeneracy assumption: we assume that no two points of any point set have the same y-coordinate. Such an
assumption avoids trivial counter-examples and the a priori impossibility of drawing an edge between two speciﬁed points
of the point set. Then, the points of any point set S in general position can be totally ordered by increasing y-coordinate.
Hence, in a set of n points, we refer to the i-th point as to the point such that exactly i−1 points have smaller y-coordinate.
The ﬁrst and the last point of a point set S are denoted by pm(S) and pM(S), respectively. In a convex point set S two
points are consecutive if the segment between them is on the border of the convex hull of S . Points {v1, v2, . . . , vk} in a
convex point set S are consecutive if vi and vi+1 are consecutive, for each 1 i  k − 1. We call a one-sided convex point
set any convex point set S in which pM(S) and pm(S) are consecutive.
3. Upward straight-line embeddings of DAGs
A consequence of the result by Gritzmann et al. [12] about straight-line embeddings of undirected graphs is that the
family
−→F of DAGs that admit an upward straight-line embedding into every point set in general position cannot be larger
than the family of the outerplanar-DAGs. The next result shows that it is, in fact, much smaller. More precisely, we show
that any biconnected outerplanar-DAG with more than three vertices does not admit an upward straight-line embedding
into every point set in convex position, and hence into every point set in general position. The following two properties are
immediate:
Property 1. Let C be any cycle-DAG. The number of sources in C is equal to the number of sinks.
Property 2. Let O be a straight-line embedding of a DAG into a point set in convex position. Then O is an outerplanar embedding.
We now prove the following lemmata.
Lemma 1. Let G be an n-vertex DAG containing a k-vertex cycle-DAG C, for some k n. Suppose that C has at least two vertices u and
v that are sources in C . Then there exists a convex point set S of size n such that G has no upward straight-line embedding into S.
Proof. Consider any one-sided convex point set S of size n. Let s1 and s2 be two sources of C . Suppose, without loss of
generality, that the point of S on which s1 is drawn has y-coordinate smaller than the one on which s2 is drawn. Since s2
is a source in C , there exist two edges (s2, v1) and (s2, v2) going out of s2 and belonging to C . Suppose, without loss of
generality, that the point of S on which v1 is drawn has y-coordinate smaller than the one of the point of S on which v2
is drawn. Since C is a cycle, there exist two disjoint paths connecting v1 and s1. One of these paths does not contain s2 and
v2 and hence it crosses edge (s2, v2). See Fig. 1(a). 
Lemma 2. Let G be an n-vertex DAG containing a k-vertex cycle-DAG C, for some k  n. Suppose that C has exactly one source s and
one sink t. Suppose also that each of the two directed paths P1 and P2 of C connecting s and t has at least one vertex different from s
and t. Then there exists a convex point set S of size n such that G has no upward straight-line embedding into S.
Proof. Consider any one-sided convex point set S of size n. Consider any drawing Γ of G into S and let ps and pt be the
points of S where s and t are drawn in Γ , respectively. Consider the points Sk = {p1 = ps, p2, . . . , pk = pt} of S having y-
coordinate greater than or equal to the one of ps and less than or equal to the one of pt . Since the drawing is straight-line
and upward, both P1 and P2 are completely inside the convex hull CH(Sk). As both P1 and P2 touch the border of CH(Sk)
in at least one point different from ps and pt , P1 and P2 cross at least once. See Fig. 1(b). 
We obtain the following:
Theorem 1. There exists no n-vertex biconnected DAG with n  4 that admits an upward straight-line embedding into every convex
point set of size n.
Proof. Consider any biconnected DAG G with n  4 vertices. Consider any one-sided convex point set S1 of size n. By
Property 2, any straight-line embedding Γ of G into S1 is outerplanar and the outer face of G in Γ is a cycle-DAG C passing
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through all the vertices of G , as G is biconnected. By Property 1 and by Lemmata 1 and 2, C consists of a Hamiltonian
directed path P1 and of edge (s, t). Consider any convex point set S2 of size n that is not a one-sided convex point set, i.e.,
any point set in which the line  connecting the ﬁrst and the last point of S2 determines two half-planes both containing
points of S2. Such a point set exists as n 4. Since P1 is a Hamiltonian directed path between s and t , there is a vertex of
P1 on each point of S2. Hence, there is at least one edge of P1 crossing  and hence crossing (s, t). 
The negative result of Theorem 1 shows that the graphs in the family
−→F must be outerplanar and not biconnected. The
following result shows that these two necessary conditions are not suﬃcient. Namely, in Theorem 3 we characterize the
family
−→F1 of DAGs that admit an upward straight-line embedding into every one-sided convex point set. Such a family is a
proper sub-class of the non-biconnected outerplanar-DAGs. Since one-sided convex point sets are a special case of point sets
in general position, we have that
−→F ⊆ −→F1 (in fact, −→F ⊂ −→F1, as discussed later on). We start by giving some properties that
must be satisﬁed by each block B of a DAG G in order to admit an upward straight-line embedding into every one-sided
convex point set.
Pr1: B is an outerplanar graph.
Pr2: B has an outerplanar embedding such that the boundary C of the outer face consists of a Hamiltonian directed path
(s = v1, v2, v3, . . . , vk = t) and of the edge (s, t). The Hamiltonian directed path and the edge (s, t) coincide if B is an
edge.
The necessity of Pr1 directly comes from Property 2 and the necessity of Pr2 directly comes from Lemmata 1 and 2.
We call regular every block satisfying Properties Pr1 and Pr2. By Pr2 each regular block has exactly one source and one
sink, hence in the following, when referring to a regular block B , we will talk about the source of B and the sink of B .
Let T be the BC-tree of a connected DAG G . Consider a B-node B of T and a C-node c adjacent to B . We say that c is
extremal for B if it is either the source or the sink of B , and we say that c is non-extremal for B otherwise.
In the following, we build an auxiliary tree-DAG T ′ starting from T (see Fig. 2). A node μ of T ′ corresponds to a
connected subtree S of T which is maximal with respect to the following property: A cutvertex c1,2 that is adjacent in S
to two B-nodes B1 and B2 is extremal for both B1 and B2. An edge of T ′ directed from μ to ν corresponds to a cutvertex
which is non-extremal for a block associated with μ and extremal for a block associated with ν .
We have the following characterizations:
Theorem 2. An n-vertex DAG G admits an upward straight-line embedding into every one-sided convex point set of size n if and only
if each of its connected components admits an upward straight-line embedding into every one-sided convex point set of size equal to
the number of vertices of the component.
Proof. The suﬃciency of the statement is immediate. We prove the necessity. Suppose, for a contradiction, that G admits
an upward straight-line embedding into every one-sided convex point set S of size n and that an ni-vertex connected
component Gi of G does not admit an upward straight-line embedding into a one-sided convex point set of size ni . Then,
Gi does not admit an upward straight-line embedding into any one-sided convex point set of size ni . In fact, two edges
(u, v) and (w, z) whose end-vertices have been mapped to points pu , pv , pw , and pz of a one-sided convex point set
(where vertex i has been mapped to point pi , with i ∈ {u, v,w, z}) cross if and only if y(pu) < y(pw) < y(pv) < y(pz)
or y(pw) < y(pu) < y(pz) < y(pv), that is, the fact that (u, v) and (w, z) cross does not depend on the geometry of the
one-sided convex point set, but only on the order of the vertices by their y-coordinates. However, in any embedding of G
C. Binucci et al. / Computational Geometry 43 (2010) 219–232 223Fig. 2. (a) A DAG G . (b) Auxiliary tree-DAG T ′ built from the BC-tree T of G .
into a point set S of size n, component Gi will be embedded into ni points of S , which form a one-sided convex point set,
thus providing a contradiction. 
Theorem 3. An n-vertex connected DAG G admits an upward straight-line embedding into every one-sided convex point set of size n if
and only if the following conditions are satisﬁed:
• Condition 1: Every block of G is regular.
• Condition 2: Every cutvertex shared by two blocks is extremal for at least one of them.
• Condition 3: Every node of T ′ has at most one incoming edge.
Proof. We prove the necessity of Conditions 1–3. Actually, the necessity of Condition 1 has been already proved before the
deﬁnition of regular block.
We prove the necessity of Condition 2. Namely, we show that, given any one-sided convex point set S , if G contains
a cutvertex c1,2 that is non-extremal for two blocks B1 and B2 then G has no upward straight-line embedding into S .
Denote by P1 and P2 the Hamiltonian directed paths of B1 and B2, respectively. Denote by s1 and t1 (resp. by s2 and t2)
the source and the sink of B1 (resp. of B2), respectively. Further, denote by P (s1, c1,2) (by P (s2, c1,2)) the subpath of P1
(resp. of P2) between s1 and c1,2 (resp. between s2 and c1,2). Finally, denote by v1 (resp. by v2) the vertex of B1 coming
immediately before c1,2 in P1 (resp. in P2). Suppose, for a contradiction, that an upward straight-line embedding of G into
S exists. Also suppose, without loss of generality up to a renaming of the blocks, that s1 is mapped to a point of S with
y-coordinate smaller than the one of the point of S where s2 is mapped to. Then, P (s1, c1,2) and P (s2, c1,2) do not cross
only if P (s2, c1,2) is embedded entirely into points of S between the points where v1 and c1,2 are mapped to (see Fig. 3(a)).
By the upwardness of the embedding, vertex t2 is mapped to a point of S with y-coordinate greater than the one of c1,2. It
follows that edge (s2, t2) crosses edge (v1, c1,2).
We prove the necessity of Condition 3. Namely, we show that, given any one-sided convex point set S , if a node n∗ of
T ′ has two incoming edges (n1,n∗) and (n2,n∗), then G has no upward straight-line embedding into S . Suppose that T ′
contains edges (n1,n∗) and (n2,n∗) and suppose, for a contradiction, that an upward straight-line embedding of G into S
exists. By deﬁnition of T ′ , there exist two blocks B1 and B2 of G associated with nodes n1 and n2 of T ′ , respectively, and
there exist two blocks B3 and B4 associated with node n∗ of T ′ such that a cutvertex c1,3 of G is non-extremal for B1
and extremal for B3, and a cutvertex c2,4 of G is non-extremal for B2 and extremal for B4. Notice that it is possible that
B3 = B4, while B1 = B2 and c1,3 = c2,4. Indeed, if B1 = B2, then n1 and n2 would not be distinct nodes of T ′; further, if
c1,3 = c2,4, then c1,3 would be non-extremal for both B1 and B2, violating Condition 2 and hence contradicting the fact that
an upward straight-line embedding of G into S exists. Denote by P1 and P2 the Hamiltonian directed paths of B1 and B2,
respectively. Denote by s1 and t1 (resp. by s2 and t2) the source and the sink of B1 (resp. of B2), respectively. Consider any
upward straight-line embedding of B1 and B2 into S . In order for the embedding to be planar, there are two cases, up to a
renaming of B1 and B2: Either the vertices of B2 are mapped to points of S whose y-coordinates are all greater than the
ones of the points of S where the vertices of B1 are mapped to (see Fig. 3(b)), or the vertices of B2 are mapped to points of
S whose y-coordinates are all between the ones of two consecutive vertices of P1, say vi and vi+1 (see Fig. 3(c)). In both
cases c1,3 has y-coordinate either greater than the y-coordinates of all the vertices of B2 or smaller than the y-coordinates
of all the vertices of B2. This implies that c1,3, s2, c2,4, and t2 are ordered according to their y-coordinates either in this
order or in the order s2, c2,4, t2, c1,3. The set of blocks associated with n∗ contains vertices c1,3 and c2,4 and thus it contains
224 C. Binucci et al. / Computational Geometry 43 (2010) 219–232Fig. 3. (a) Illustration for the proof of necessity of Condition 2. (b)–(c) Illustrations for the proof of necessity of Condition 3.
a path P∗ between c1,3 and c2,4. Path P∗ is composed by vertices all distinct from the vertices of B1 (resp. of B2), except
for c1,3 (resp. for c2,4), otherwise B1 and B3 (resp. B2 and B4) would not be distinct blocks of G . Hence, P∗ intersects edge
(s2, t2).
Now we prove the suﬃciency of Conditions 1–3 to obtain an upward straight-line embedding of G into a given one-sided
convex point set S .
First, we decide a planar embedding E of G , that is, the order of the edges incident to each vertex and the outer face
in the ﬁnal embedding of G into S . Each block Bi of G with source si and sink ti is embedded in such a way that the
embedding is outerplanar and edge (si, ti) is the last edge outgoing S in the clockwise order of the edges outgoing S .
Notice that Condition 1 and the outerplanarity of the embedding of Bi imply that the outer face of Bi is delimited by the
Hamiltonian directed path of Bi and by edge (si, ti). An embedding of a block Bi as the one described will be called a
regular embedding of Bi . A bimodal embedding of a DAG is an embedding such that for each vertex of G the circular list
of its incident edges can be partitioned into two (possibly empty) lists, one consisting of incoming edges and the other
consisting of outgoing edges. The embedding E of G is set as follows: Consider the subgraph Ta of T whose blocks and
cutvertices correspond to any node a of T ′ without incoming edges; choose a path (B1, c1, B2, c2, . . . , Bh) in Ta such that
the source s of B1 is a source of G , the sink ci of Bi is the source of Bi+1, for each 1 i  h − 1, and the sink t of Bh is
a sink of G; such a path can always be found by starting from a block B1 in Ta containing a source s of G , then choosing
Bi+1 to be any block in Ta that contains a cutvertex ci that is a source for Bi+1 and a sink for Bi ; when no such a block
Bi+1 can be found then i = h, and the sink t of Bh is a sink of G , namely t cannot be a source of any other block (by the
assumption that Bh+1 does not exist) and cannot be a non-extremal vertex for any other block (by the assumption that a
has no incoming edges). Then, the embedding E of G is any bimodal outerplanar embedding in which the embedding of
each block is regular and path (s, c1, c2, . . . , ch−1, t) has edges consecutive along the boundary of the outer face of E . More
precisely, construct a regular embedding of block Bi , for i = 1,2, . . . ,h. This easily results in an embedding of the subgraph
of G composed of blocks (B1, B2, . . . , Bh). Now, complete an embedding of G by inserting the remaining blocks one by one,
in such a way that, at every step of such a construction, the current graph is connected. This can be achieved as G itself is
connected. When a block B , that has source sB and sink tB , is inserted augmenting the currently embedded graph G ′ into a
graph G ′′ , such a block shares with G ′ a vertex c which is extremal for B . Construct a regular embedding of B and add such
an embedding to the constructed embedding of G ′ so that: (i) if c is a source of B , then no edge of G ′ outgoing c precedes
an edge of B outgoing c in the clockwise order of the edges outgoing c; (ii) if c is a sink of B , then no edge of G ′ incoming
c follows an edge of B incoming c in the clockwise order of the edges incoming c. The embedding in Fig. 2(a) satisﬁes the
just described properties.
Now we show how to construct an upward straight-line embedding of G into S . This is done by mapping the vertices of
G to the points of S one at a time, in an order that will be explained later. The i-th mapped vertex of G is mapped to the
i-th point of S , i.e. points are used for mapping according to the increasing value of their y-coordinates. Let s be the source
of G deﬁned when deciding the planar embedding E of G . Starting from s we walk in clockwise direction on the boundary
of the outer face of E . A vertex v of G is mapped to a point of S when the algorithm visits v and for each edge (u, v),
oriented from u to v , vertex u has already been mapped to a point of S .
The resulting embedding is straight-line by construction. Further, it is easily shown to be upward. In fact, a vertex v is
mapped to a point of S , only when all the vertices incident to edges incoming v have been mapped to points of S . Before
proving that the algorithm terminates and constructs a planar drawing, we prove some statements relating the order in
which vertices and edges are visited by the algorithm to the order in which the vertices are mapped to points of S .
C. Binucci et al. / Computational Geometry 43 (2010) 219–232 225Fig. 4. (a) Illustration for the proof of Statement 1. The dotted line with arrows represents the visit performed by the algorithm for constructing a mapping
of the vertices of G to points of S . For the sake of simplicity of the picture, only the blocks incident to u are shown. (b) Illustration for the proof of
Statement 2. The white circles represent the starting and ending points of the ﬁrst and of the second part of the visit, as in the proof of Statement 2.
Statement 1. Before any step of the algorithm in which an edge (u, v) directed from u to v is visited from u to v, vertex u and all the
vertices incident to edges incoming u have been mapped to points of S.
Proof. We prove the statement by induction on the number of steps of the algorithm. Consider the ﬁrst edge (s, s′) that
is visited by the algorithm. Vertex s is mapped to a point of S before the algorithm visits any edge. Further, since s is a
source of G , it has no incoming edges and the statement trivially holds. Now suppose that, at any step, the algorithm visits
an edge (u, v) from u to v , and suppose that (u, v) is directed from u to v . If u is a source, then it has been mapped to a
point of S the ﬁrst time it was visited by the algorithm, and it has no incoming edges, hence the statement trivially holds.
Otherwise, there exist some edges (zi,u) directed from zi to u (see Fig. 4(a)). All of such edges have been already visited by
the algorithm because the embedding is bimodal and the algorithm visits the vertices of G by walking clockwise starting
from s. For each edge that has been visited from zi to u, by the inductive hypothesis, vertex zi has been already mapped
to a point of S . If an edge (zi,u) has been visited from u to zi , then u is the sink of a block Bi for which zi is the source.
Let (zi, v1, v2, . . . , vk,u) be the Hamiltonian directed path of Bi . Then, edge (zi, v1) has been visited from zi to v1 implying
that zi has been mapped to a point of S . Hence, before the algorithm visits edge (u, v) from u to v , all the vertices incident
to edges incoming u have been mapped to points of S . Further, when the last edge incoming u has been visited by the
algorithm, vertex u has also been mapped to a point of S . 
Statement 2. Suppose that the algorithm maps a vertex u of a block Bi to a point of S and that later the algorithm maps a vertex v of
a block B j = Bi to a point of S. Then, the algorithm maps no vertex z of Bi to a point of S until it has mapped all the vertices of B j to
points of S.
Proof. Suppose the algorithm maps a vertex u of a block Bi to a point of S and that later the algorithm maps a vertex v of
a block B j = Bi to a point of S . Denote by (u1,u2) the last edge of Bi that is visited by the algorithm before mapping v to a
point of S . Then, u2 is a cutvertex and, before visiting any other edge of Bi , the algorithm visits all the edges in the graphs
corresponding to the subtrees Ti of T , that are obtained by removing u2 from T and that do not contain u1. In particular,
we distinguish two phases of such a visit (see Fig. 4(b)): A ﬁrst phase visits all the edges in the graphs corresponding to
the subtrees T ↓i of T that contain edges incoming u2; a second phase visits all the edges in the graphs corresponding to
the subtrees T ↑i of T that contain edges outgoing u2. Clearly, the edges of B j are visited either all during the ﬁrst or all
during the second part of the visit. Suppose that the edges of B j are all visited during the ﬁrst part of the visit. Before
the algorithm visits the last edge (u3,u2) incoming u2 (in the clockwise order of the edges incoming u2), all the vertices
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each vertex that is not a sink, an outgoing edge has been visited (or is visited at the next step if the considered vertex is
u3); hence, by Statement 1, such a vertex has been mapped to a point of S; for each vertex that is a sink, an argument as
the one in the proof of Statement 1 shows that, before the last edge incoming the sink is visited by the algorithm, all the
vertices incident to edges incoming the sink have been already mapped to points of S and hence, when such a last edge
is visited, the sink is also mapped to a point of S . After visiting (u3,u2) the algorithm maps u2 to a point of S . Hence, all
the vertices of B j have been already mapped to points of S before any vertex of Bi is mapped to a point of S . A similar
argument shows that if the edges of B j are all visited during the second part of the visit, all the vertices of B j have been
already mapped to points of S before any further vertex of Bi is mapped to a point of S . 
We prove that the algorithm terminates mapping each vertex to a point of S . For each non-sink vertex, an outgoing edge
is visited and hence, by Statement 1, the vertex is mapped to a point of S . For each sink, an argument as the one in the
proof of Statement 1 shows that when the last edge incoming the sink is visited by the algorithm, all the vertices incident
to edges incoming the sink have been already mapped to points of S; hence, when such a last edge is visited, the sink is
also mapped to a point of S .
We prove that the algorithm constructs a planar drawing. Suppose, for a contradiction, that two edges (u, v) and (w, z)
cross. Then, we can assume, without loss of generality, that the order of the vertices by their y-coordinate is u,w, v, and z.
Notice that in order to have a crossing the four vertices must be distinct. We distinguish two cases: the one in which (u, v)
and (w, z) belong to the same block of G and the one in which they belong to distinct blocks.
Suppose that (u, v) and (w, z) belong to the same block Bi . By Condition 1, Bi is regular. The order of the vertices of Bi
by increasing y-coordinates is the same as the order of the vertices in the Hamiltonian directed path of Bi , otherwise the
drawing would not be upward.
It follows that there are two edges (u, v) and (w, z) that do not belong to the boundary C of the outer face of Bi and
are such that u < w < v < z. Then Bi would not be an outerplanar graph, because it has K4 as a minor. It follows that Pr1
is not satisﬁed by Bi , that hence is not regular, a contradiction.
Suppose that (u, v) and (w, z) belong to distinct blocks Bi and B j , respectively. By Statement 2, if the algorithm maps
vertex u, belonging to a block Bi , to a point of S , and then vertex w , belonging to a block B j = Bi , to a point of S , then z
is mapped to a point of S before v . This concludes the proof of Theorem 3. 
By the results of Theorems 1 and 3,
−→F1 does not coincide with −→F , namely by Theorem 3 every regular block with
more than three vertices is a graph that admits an upward straight-line embedding into every one-sided convex point
set, although by Theorem 1 it does not admit an upward straight-line embedding into every point set in convex or in
general position. Moreover, since a regular block is a Hamiltonian rooted DAG, one-sided convex point sets and points sets
in convex or in general position are universal point sets for different families of graphs, even if we restrict ourselves to
consider Hamiltonian rooted DAGs. The next theorem characterizes the family Gn of Hamiltonian rooted DAGs that admit an
upward straight-line embedding into every point set in general position.
Let Pn = (v1, v2, . . . , vn) be a directed path. Let Gn be the family of n-vertex Hamiltonian rooted DAGs deﬁned as follows:
Each graph G ∈ Gn can be obtained by adding to Pn a set of edges E , where each edge of E is directed from a vertex vi to
a vertex vi+2, for some 1 i  n − 2, and no two edges (vi, vi+2) and (vi+1, vi+3) belong to E , for any 1 i  n − 3.
Theorem 4. An n-vertex Hamiltonian rooted DAG admits an upward straight-line embedding into every point set of size n in general
position if and only if it belongs to Gn.
Proof. We ﬁrst prove the necessity. Suppose that there exists a Hamiltonian rooted DAG G that admits an upward straight-
line embedding into every point set and that does not belong to Gn . If Pn = (v1, v2, . . . , vn) is the Hamiltonian directed
path of G , then either G contains an edge (vi, v j), with i + 3  j  n, for some 1  i  n − 3, or it contains two edges
(vi, vi+2) and (vi+1, vi+3), for some 1 i  n − 3.
Suppose G contains an edge (vi, v j), with i + 3  j  n. Consider any convex point set S with the following property.
Let  be the line through the i-th point and the j-th point of S . Then suppose S is such that the (i + 1)-th point and the
(i + 2)-th point of S are on different sides of . In order to satisfy the upward constraint, the k-th vertex of Pn has to be
drawn on the k-th point of S , for k = 1, . . . ,n. It follows that path (vi, vi+1, . . . , v j) crosses edge (vi, v j).
Suppose G contains two edges (vi, vi+2) and (vi+1, vi+3), for some 1 i  n − 3. Consider any one-sided convex point
set S . In order to satisfy the upward constraint, the k-th vertex of Pn has to be drawn on the k-th point of S , for k = 1, . . . ,n.
Then, edge (vi, vi+2) crosses edge (vi+1, vi+3).
Next, we prove the suﬃciency. Consider any n-vertex Hamiltonian rooted DAG G belonging to Gn and consider any point
set S in general position. First, draw the Hamiltonian directed path Pn = (v1, v2, . . . , vn) of G into S as a y-monotone path.
Hence, the k-th vertex of Pn is drawn at the k-th point of S , for k = 1, . . . ,n. The resulting drawing is planar since no two
points have the same y-coordinate. Next, draw each edge (vi, vi+2) belonging to G . Since the drawing is straight-line, then
each edge (vi, vi+2) can intersect only those edges that intersect the open horizontal strip σ delimited by the horizontal
lines through vi and vi+2. Since no two edges (vi, vi+2) and (vi+1, vi+3) belong to G , for any 1 i  n − 3, then the only
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edges that have intersections with σ are (vi, vi+1), (vi+1, vi+2) and (vi, vi+2). However, every two of such edges share an
end-vertex, hence they do not intersect. 
4. Upward straight-line embeddings of tree-DAGs
As proved in Section 3, the directed graphs belonging to
−→F are a sub-class of simply connected outerplanar-DAGs, namely
they are a proper sub-class of
−→F1. A signiﬁcative family of simply connected outerplanar-DAGs is the family of tree-DAGs,
and therefore tree-DAGs admit an upward straight-line embedding into every one-sided convex point set. This result was
already given by Giordano et al. [11] as a consequence of a result by Heath et al. [13]. The next theorem shows that not all
tree-DAGs admit a straight-line upward embedding into every point set in convex position (and hence into every point set
in general position). The proof uses as main tool the following lemma.
Lemma 3. Let T be an n-vertex tree-DAG and let S be any convex point set of size n. Let u be any vertex of T and let T1, T2, . . . , Tk
be the subtrees of T obtained by removing u and its incident edges from T . In any upward straight-line embedding of T into S, the
vertices of Ti are mapped into a set of consecutive points of S, for each i = 1,2, . . . ,k.
Proof. The lemma holds trivially if k = 1. Suppose k  2 and suppose, for a contradiction, that there exists an upward
straight-line embedding of T into S such that the vertices of a subtree Ti of T are mapped into a set of not-all-consecutive
points of S . This implies that there exist two subsets Q 1 and Q 2 of S such that: (i) the points of Q 1 are consecutive in
S , (ii) the points of Q 2 are consecutive in S , (iii) the points of Q 1 ∪ Q 2 are not consecutive in S , (iv) there exists an edge
of Ti between a point q1 of Q 1 and a point q2 of Q 2. The line through q1 and q2 splits the point set into two subsets S1
and S2. Assume, without loss of generality, that vertex u is in S1. There is a vertex u∗ of a tree T j = Ti , that is drawn on a
point of S2 because otherwise the points of Q 1 ∪ Q 2 would be consecutive in S . Such a vertex is connected to u by a path
composed of straight-line segments with end-points at the points of S . Such a path intersects segment q1q2, providing a
contradiction. See Fig. 5(a). 
Theorem 5. For every n odd greater than or equal to 5, there exists a (3n + 1)-vertex tree-DAG T and a convex point set S of size
3n + 1 such that T does not admit a straight-line upward embedding into S.
Proof. Consider a tree-DAG T composed of: (i) one vertex r of degree three, (ii) three paths of n vertices P1 =
(u1,u2, . . . ,un), where (ui,ui+1) is directed from ui+1 to ui , for i = 1,2, . . . ,n − 1, P2 = (v1, v2, . . . , vn), where (vi, vi+1)
is directed from vi to vi+1, for i = 1,2, . . . ,n − 1, and P3 = (w1,w2, . . . ,wn), where (wi,wi+1) is directed from wi to
wi+1, for i = 1,2, . . . ,n− 1, and (iii) edge (r,u1) directed from r to u1, edge (r, v1) directed from v1 to r, and edge (r,w1)
directed from w1 to r. See Fig. 5(b). Let S be a convex point set with 3n + 1 points such that a set Q of (3n − 1)/2 points
q1,q2, . . . ,q(3n−1)/2 are to the left and a set R of (3n − 1)/2 points r1, r2, . . . , r(3n−1)/2 are to the right of the line con-
necting pM(S) and pm(S). Also points of Q and R are located such that y(pm(S)) < y(q1) < y(r1) < y(q2) < y(r2) < · · · <
y(q(3n−1)/2) < y(r(3n−1)/2) < y(pM(S)). See Fig. 5(c). We show that every possible placement of r leads to a straight-line
drawing of T that either is not upward or not planar.
First, we can exclude that r is placed on pM(S) or on pm(S), because there would be no point to place vertex u1 or
vertex v1, respectively, without violating the upwardness of the drawing.
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and P3, say P2, is drawn on the points of Q below pr (that are less than or equal to (n − 1)/2), on pm(S), and at least
on the ﬁrst (n − 1)/2 points of R . It follows that there is no point of S with y-coordinate less than pr and to which no
vertex of P2 has been mapped to. Hence, there is no point to place w1 without violating the upwardness of the drawing.
Analogously, r cannot be placed on one of the ﬁrst (n − 1)/2 points of R .
Now suppose that r is placed on any point of Q between the n+12 -th and the (n − 1)-th point. Then, by Lemma 3, one
out of P2 and P3, say P2, is drawn on the points of Q below pr (that are less than or equal to n − 2), on pm(S), and at
least on the ﬁrst point of R . In order to construct an upward drawing of P2, vertex v1 has to be mapped to pm(S) and
edge (v2, v3), that exists since n 5, is a straight-line segment q1r1. Hence, edge (r, v1) crosses edge (v2, v3). Analogously,
r cannot be placed on any point of R between the n−12 -th and the (n − 2)-th.
Now suppose that r is placed on any point of Q between the n-th and the 3n−32 -th. Then, by Lemma 3, one out of
P1, P2, and P3, denote it as P∗ , is drawn on a point set S ′ composed of the points of Q above pr (that are less than or
equal to (n + 1)/2), of pM(S), and of the last points of R , in number such that |S ′| = n. Whichever is the point where r is
drawn on, we have P∗ = P1, either because all points of S ′ have y-coordinate greater than pr (and hence neither v1 nor
w1 can be drawn on a point of S ′) or because if a subtree different from P1 is drawn on S ′ , then no other point of S has
y-coordinate greater than the one of pr (and hence there is no valid placement for u1). However, in order to construct an
upward drawing of P1, vertex u1 has to be mapped to pM(S) and edge (u2,u3), that exists since n  5, is a straight-line
segment q(3n−1)/2r(3n−1)/2. Hence, edge (r,u1) crosses edge (u2,u3). Analogously, r cannot be placed on any point of R
between the (n − 1)-th and the 3n−32 -th.
Finally, suppose that r is placed on q(3n−1)/2. Then, one subtree is embedded into the points of Q between the n−12 -th
and the 3n−32 -th, and one subtree is embedded into the ﬁrst (n − 3)/2 points of Q , into pm(S) and into the ﬁrst (n + 1)/2
points of R . The last described subtree must clearly be one out of P2 and P3, say P2. Hence, in order to construct an
upward drawing of P2, v1 must be placed on pm(S). Since n 5, then n−32  1, and hence P2 has an edge (v2, v3) drawn
as segment q1r1. It follows that edge (r, v1) crosses edge (v2, v3). Analogously, r cannot be placed on r(3n−1)/2, and this
concludes the proof. 
The negative result of Theorem 5 motivates the study of subfamilies of tree-DAGs that admit an upward straight-line
embedding into every point set in general or in convex position. For some subfamilies of tree-DAGs, that are deﬁned in
the following, it is possible to prove the embeddability results summarized in Theorem 6 (the interested reader is referred
to [1] and [9] for detailed proofs).
Let T be a tree-DAG. We say that T is a 4-diameter tree-DAG if the maximum number of edges in any (non-directed)
path of T is at most four (see Fig. 6(a)). We say that T is an hourglass tree-DAG if it has a vertex r that is the root of two
subtrees T1 and T2 such that: (i) T1 ∪ T2 = T and T1 ∩ T2 = {r}; (ii) all edges of T1 are oriented from the leaves to the
root r; (iii) all edges of T2 are oriented from the root r to the leaves (see Fig. 6(b)). We say that T is a caterpillar-DAG if
removing all vertices of degree one it becomes a path-DAG; this path-DAG is called the spine of the caterpillar-DAG. Let
C be a caterpillar-DAG. We say that C is a switched caterpillar-DAG if its spine contains only switch vertices (see Fig. 6(c)).
Finally we say that C is a single sink-switch (single source-switch) caterpillar-DAG if its spine contains only one sink-switch
(source-switch) (see Fig. 6(d)).
Theorem 6. Let T be a tree-DAG with n vertices:
(a) If T is either a 4-diameter tree-DAG or an hourglass tree-DAG, then T admits an upward straight-line embedding into every point
set of size n in general position.
(b) If T is either a switched caterpillar-DAG or a single sink-switch (single source-switch) caterpillar-DAG, then T admits an upward
straight-line embedding into every convex point set of size n.
5. Upward straight-line embeddings of path-DAGs
In Theorem 6 some subfamilies of tree-DAGs are considered. In this section we concentrate on another sub-family of
tree-DAGs, i.e., the family of path-DAGs, that is interesting in its own right. We ﬁrst prove that every path-DAG admits an
upward straight-line embedding into every convex point set. We observe the following:
Lemma 4. Let S be any one-sided convex point set of size n and let P = (v1, v2, . . . , vn) be any n-vertex path-DAG. If edge (v1, v2) is
directed from v1 to v2 (resp. from v2 to v1) then there exists an upward straight-line embedding of P into S in which v1 is on pm(S)
(resp. v1 is on pM(S)).
Proof. We prove the statement by induction on the number of points of S (and of vertices of P ). If n = 1 the statement
trivially follows. Consider any one-sided convex point set S of size n, and any n-vertex path-DAG P = (v1, v2, . . . , vn).
Suppose that (v1, v2) is directed from v1 to v2, the case in which (v1, v2) is directed from v2 to v1 being analogous.
Consider the point set S ′ = S \ {pm(S)}. Clearly, S ′ is a one-sided convex point set. Namely, points pM(S ′) = pM(S) and
C. Binucci et al. / Computational Geometry 43 (2010) 219–232 229Fig. 6. (a) A 4-diameter tree-DAG. (b) An hourglass tree-DAG. (c) A switched caterpillar-DAG C with spine P = (v1, v2, v3, v4, v5); v1, v3 and v5 are
source-switches of P and v2 and v4 are sink-switches of P . (d) A single sink-switch caterpillar-DAG C with spine P = (v1, v2, v3, v4, v5). Vertex v3 is the
only sink-switch of P .
Fig. 7. (a) Illustration for the proof of Lemma 4. Dotted segments represent the two possible drawings of edge (v1, v2), in the case it is directed from v1
to v2. (b) Illustration for the proof of Theorem 7, when (va, va+1) is directed from va to va+1, and (va+1, va+2) is directed from va+2 to va+1. Dotted
segments represent the two possible drawings of edge (va, va+1). (c) Illustration for the proof of Theorem 7, when (va, va+1) is directed from va to va+1,
and (va+1, va+2) is directed from va+1 to va+2. Dotted segments represent the possible drawings of edges (vh−1, vh) and (vk, vk+1).
pm(S ′) are consecutive in S ′ . By the inductive hypothesis P ′ = (v2, . . . , vn) admits an upward straight-line embedding into
S ′ in which v2 is either on pM(S ′) or on pm(S ′) (depending on the direction of edge (v2, v3)). In both cases v1 can be
mapped to pm(S) and edge (v1, v2) can be drawn as a segment. The resulting drawing Γ is straight-line by construction;
further, Γ is upward, namely the upwardness of the drawing of P ′ comes by induction and edge (v1, v2) is directed
upward, since pm(S) is the point of S with smallest y-coordinate; ﬁnally Γ is planar, namely the planarity of the drawing
of P ′ comes by induction and edge (v1, v2) does not intersect any edge of P ′ , since all the edges of P ′ are internal to or on
the border of CH(S ′), while edge (v1, v2) is external to CH(S ′). See Fig. 7(a). 
Theorem 7. Every n-vertex path-DAG admits an upward straight-line embedding into every convex point set of size n.
Proof. Let P = (v1, v2, . . . , vn) be any n-vertex path-DAG and let S be any convex point set of size n. Let A and B be the
subsets of S to the left and to the right, respectively, of the line through pM(S) and pm(S). Let |A| = a and |B| = b. Consider
edges (va, va+1) and (va+1, va+2).
If edge (va, va+1) is directed from va to va+1 and (va+1, va+2) is directed from va+2 to va+1 (see Fig. 7(b)), ap-
ply Lemma 4 to construct an upward straight-line embedding of path P1 = (va, va−1, . . . , v1) into A in which va is
placed either on pM(A) or on pm(A), and apply Lemma 4 to construct an upward straight-line embedding of path
P2 = (va+1, va+2, . . . , vn) into B∗ = B ∪ {pM(S), pm(S)} in which va+1 is placed on pM(S). The resulting drawing Γ is
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straight-line by construction. The drawing of P1 and the drawing of P2 are upward by Lemma 4, and edge (va, va+1) is di-
rected upward, because va+1 is placed on pM(S). Thus, Γ is upward. The drawings of P1 and of P2 are planar by Lemma 4,
they do not intersect each other because they lie in disjoint convex regions CH(A) and CH(B∗), and edge (va, va+1) does not
intersect P1 or P2, since it lies outside CH(A) and outside CH(B∗). Thus, Γ is planar. An upward straight-line embedding of
P into S can be constructed analogously if (va, va+1) is directed from va+1 to va , and (va+1, va+2) is directed from va+1 to
va+2.
Now consider the case in which (va, va+1) is directed from va to va+1, and (va+1, va+2) is directed from va+1 to va+2
(see Fig. 7(c)). Let h be the smallest index such that edge (vi, vi+1) is directed from vi to vi+1, for i = h,h + 1, . . . ,a.
Let k be the largest index such that edge (vi, vi+1) is directed from vi to vi+1, for i = a, a + 1, . . . ,k − 1. Consider path
P1 = (vh−1, vh−2, . . . , v1) and consider the point set A′ ⊆ A composed of the ﬁrst h − 1 points of A. Apply Lemma 4
to construct an upward straight-line embedding of P1 into A′ such that vh−1 is placed either on pM(A′), or on pm(A′).
Consider path P2 = (vk+1, vk+2, . . . , vn) and consider the point set B ′ ⊆ B composed of the last n − k points of B . Apply
Lemma 4 to construct an upward straight-line embedding of P2 into B ′ such that vk+1 is placed either on pM(B ′), or on
pm(B ′). Consider the path P3 = (vh, vh+1, . . . , vk) and the point set C ′ = S \ {A′ ∪ B ′} (the points of C ′ are the black points
in Fig. 7(c)). Construct an upward straight-line embedding of P3 into C ′ such that the i-th vertex of P3 is placed on the i-th
point of C ′ , for i = h, . . . ,k. The resulting drawing Γ is straight-line by construction. The drawings of P1 and P2 are upward
by Lemma 4; the drawing of P3 is upward by construction; edge (vh−1, vh), that by the minimality of h is directed from
vh to vh−1, is directed upward, since vh is placed on pm(S); ﬁnally, edge (vk, vk+1), that by the maximality of k is directed
from vk+1 to vk , is directed upward since vk is placed on pM(S). This implies that Γ is upward. The drawings of P1 and
of P2 are planar by Lemma 4; the drawing of P3 is planar because its vertices have increasing y-coordinates; the drawings
of P1, P2, and P3 do not intersect each other because they lie in disjoint convex regions CH(A′), CH(B ′), and CH(C ′); edges
(vh−1, vh) and (vk, vk+1) do not intersect P1, P2, or P3, since they lie outside CH(A′), outside CH(B ′), and outside CH(C ′).
It follows that Γ is planar. An upward straight-line embedding of P into S can be constructed analogously if (va, va+1) is
directed from va+1 to va , and (va+1, va+2) is directed from va+2 to va+1. 
Since all path-DAGs admit an upward straight-line embedding into every convex point set, it is natural to ask whether
the statement is true also for point sets in general position. The following theorem gives a partial answer to this question.
Let P = (v1, . . . , vn) be a path-DAG. We say that P is a right-regular path-DAG if, for any sink-switch vi = vn , vi+1 is a
source-switch of P . Fig. 8(a) shows a right-regular path-DAG. We say that P is a left-regular path-DAG if, for any sink-switch
vi = v1, vi−1 is a source-switch of P .
Theorem 8. If P is either an n-vertex right-regular path-DAG or an n-vertex left-regular path-DAG, then P admits an upward straight-
line embedding into every point set of size n in general position.
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proof is symmetric. We denote by Ph,k ⊆ P the subpath (vh, . . . , vk), where 1  h  k  n. Throughout the algorithm, we
denote as pi the point of S where vi is mapped; also we denote as Uh the set S \ {p j | j = 1,2, . . . ,h}. Let q be the number
of sink-switches.
Assume ﬁrst that q = 1 and let v j be the only sink-switch of P . Notice that, the right-regularity of P implies that j = n
or j = n − 1. If j = n, each vertex vi of P for i = 1, . . . ,n is mapped to the i-th point of S . If j = n − 1, then by deﬁnition
v j+1 = vn is a source-switch. Each vertex vi of P for i = 1, . . . ,n − 2 is mapped to the i-th point of S . Vertex v j = vn−1
is mapped to the point of S with the largest y-coordinate and vertex v j+1 = vn is mapped to the remaining point, i.e. the
second point of S with the largest y-coordinate.
Assume now that q > 1 and let v j , where 1  j  n − 1, be the ﬁrst sink-switch encountered moving along P starting
from v1. By deﬁnition, v j+1 is a source-switch. Consider the subpath P1, j+1. Each vertex vi of P1, j+1 for i = 1, . . . , j − 1
is mapped to the i-th point of S . Vertex v j+1 is mapped to point p j+1 = pm(U j−1), while p j is mapped to the point of
CH(U j−1) that is consecutive with p j+1 and that is visible from p j−1 (if both the points of CH(U j−1) consecutive with p j+1
are visible from p j−1, then p j is arbitrarily mapped to one of them). Note that if j = 1, then P1, j+1 = (v1, v2); in this case
v2 is mapped to the point p2 = pm(S) and vertex v1 is mapped to one of the two points of CH(S) that are consecutive
with p2. We recursively draw path P j+1,n into the point set U j . Notice that vertex v j+1 is considered twice by the drawing
algorithm, namely once when drawing P1, j+1 and once when drawing P j+1,n; however, when the drawing of P j+1,n is
computed, v j+1 is placed on the point of U j with the smallest y-coordinate, which is p j+1. Therefore v j+1 is mapped
twice to the same point.
The constructed embedding is straight-line by construction. We now prove that the computed drawing is upward and
planar. The proof is by induction on the number q of sink-switches. Assume ﬁrst that q = 1 and let v j be the only sink-
switch of P . If j = n, then the drawing of P is trivially upward planar. If j = n− 1, the drawing of P1,n−2 is trivially upward
planar; edge (vn, vn−1) does not cross any edge of P1,n−2 because it is completely drawn above point pn−2, and does not
cross edge (vn−2, vn−1) because it shares an end-vertex with such an edge; analogously, edge (vn−2, vn−1) does not cross
any edge of P1,n−3 because it is drawn completely above pn−3, and does not cross edge (vn−3, vn−2) because it shares an
end-vertex with such an edge. The upwardness of the drawing holds by construction.
Assume now that q > 1 and let v j , where 1  j  n − 1, be the ﬁrst sink-switch encountered moving along P starting
from v1. The drawing of P1, j−1 is trivially upward planar. We prove now that at least one of the two points of CH(U j−1)
consecutive with p j+1 is visible from p j−1. Let p′ and p′′ be the two points of CH(U j−1) consecutive with p j+1. Let ′ be
the line through p′ and p j+1 and let ′′ be the line through p′′ and p j+1. Point p′ is visible from all points below ′ and p′′
is visible from all points below ′′ . Since p j−1 is below p j+1 it is either below ′ , or below ′′ , or below both. This implies
that at least one between p′ and p′′ is visible from p j−1 and therefore the algorithm always ﬁnds a point to map p j . Edge
(v j+1, v j) does not cross any other edge of P1, j−1 because it is completely drawn above point p j−1, and does not cross
edge (v j−1, v j) because it shares an end-vertex with such an edge; analogously, edge (v j−1, v j) does not cross any edge
of P1, j−2 because it is drawn completely above p j−2, and does not cross edge (v j−2, v j−1) because it shares an end-vertex
with (v j−2, v j−1). Thus P1, j+1 is planar; further, it is upward by construction. The drawing of P j+1,n is upward planar by
induction and it is completely contained in CH(U j). The drawing of P1, j−1 is completely contained in CH({p1, . . . , p j−1}).
Convex hulls CH(U j) and CH({p1, . . . , p j−1}) are disjoint, since the points of U j are all above p j−1, hence the edges of
P1, j−1 do not cross with those of P j+1,n . Further, edge (v j−1, v j) is external to both CH(U j) and CH({p1, . . . , p j−1}), and
edge (v j, v j+1) is on the border of CH(U j) and external to CH({p1, . . . , p j−1}); this proves the planarity of the constructed
upward straight-line embedding. 
6. Conclusions and open problems
In this paper we have shown families of DAGs that admit an upward straight-line embedding into every point set in
convex position or in general position, and families that do not. However, the problem of characterizing the family
−→F of
those graphs admitting an upward straight-line embedding into every point set in general position is still open. Analogously,
it is still open the problem of characterizing those graphs that admit an upward straight-line embedding into every point
set in convex position. In fact, it is not clear whether the family of DAGs that can be embedded into every point set in
general position coincides with the family of DAGs that can be embedded into every point set in convex position.
We remark that if an upward planar DAG admits an upward straight-line embedding into every point set in general
or in convex position, not all its subgraphs, in general, admit an upward straight-line embedding into every point set in
general or in convex position; see Fig. 9. Hence, a characterization in terms of excluded subgraphs of the DAGs that admit
an upward straight-line embedding into every point set in general or in convex position is not possible.
The problem of characterizing the graphs in
−→F arises several sub-problems that are interesting in their own right. Here
we cite the two of them that we tackled without getting a full answer: (1) Does every caterpillar-DAG admit an upward
straight-line embedding into every point set in convex position? (2) Does every path-DAG admit an upward straight-line
embedding into every point set in general position?
Finally, the problem of determining the minimum cardinality f (n) of a point set S in the plane such that every n-vertex
planar DAG admits an upward straight-line embedding in which the vertices are drawn at points of S , has not been deeply
investigated, even if it is the directed version of one of the most studied Graph Drawing problems [5,6,15,16]. We remark
232 C. Binucci et al. / Computational Geometry 43 (2010) 219–232Fig. 9. (a) An upward planar DAG G1 that, by Theorem 1, does not admit an upward straight-line embedding into every convex point set of size 4. (b) An
upward planar DAG G2 that admits an upward straight-line embedding into every convex point set of size 5 and that contains G1 as a subgraph.
that here any polynomial upper bound for f (n) would be interesting, since the only known result concerning the problem
is that the minimum size of any grid into which every planar DAG can be drawn is exponential [8].
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