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Abstract-Godunov-type methods and other shock capturing schemes can display pathological 
behavior in certain flow situations. This paper discusses the numerical anomaly associated to slowly 
moving shocks. We present a series of numerical experiments that illustrate the formation and 
propagation of this pathology, and allows us to establish some conclusions tid question some previous 
conjectures for the source of the numerical noise. A simple diagnosis on an explicit Steger-Warming 
scheme shows that some intermediate states in the first time steps deviate from the true direction 
and contaminate the flow structure. A remedy is presented in the form of a new flux split method 
with an entropy intermediate state that dissipates the oscillations to a numerically acceptable level, 
and fix or reduce a variety of numerical pathologies. @ 2003 Elsevier Ltd. All rights reserved. 
Keywords-Nonlinear systems of conservation laws, Shock capturing schemes, Flux split meth- 
ods, Slowly moving shocks, Compressible flows. 
1. INTRODUCTION 
The phenomenon of postshock oscillations in slowly moving shock waves is a numerical anomaly 
that has attracted much attention in recent times [l-6]. It has a significant importance in 
computational aeroacoustics [l], where the acoustic signals may be confused with the oscillations 
generated by quasi-stationary shock waves, and in transonic flow [6], where the convergence to 
steady state is very slow due to theAoscillatory behavior displayed by upwind schemes. 
The problem was first observed and discussed by Woodward and Colella [7]. They noted the 
existence of a source of numerical errors when using Godunov’s method to compute an extremely 
strong shock moving slowly with respect to the grid. The dissipation in this method becomes 
very small across a slow shock, then insufficient to ensure a correct entropy production across 
the shock. 
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Roberts [6] showed that the same phenomenon occurs also for weak slow shocks. The error, 
which occurs only in systems of equations, consists of a long wavelength noise in the characteris- 
tics not belonging. to the shock family, while the characteristics associated with the shock remain 
monotone. Different schemes seem to behave differently with respect to the level of noise-for 
example, Osher’s scheme performed much better than Roe or Godunov’s schemes [6]. Roberts 
focuses on the discrete shock structure to explain these differences and concludes that methods 
with numerical flux functions that recognize the Rankine-Hugoniot jump conditions (e.g., Go- 
dunov, Roe) may be less suitable for shock capturing than those using differentiable flux functions 
(e.g., Osher). He also observed that the use of total variation diminishing (TVD) concepts in 
high-order accurate methods accentuates this kind of problem. 
After the work of Roberts, a number of authors have returned to the slowly-moving shock 
problem trying to understand the generation and propagation of these errors. 
Jin and Liu [2] observe that at a slowly moving shock, a smeared density profile introduces a 
strong undershoot in the momentum profile at the shock location. They demonstrate the existence 
of the momentum spike using a traveling wave analysis on the viscous Euler equations, and show 
that it is nonphysical (it does not appear in solutions to the full Navier-Stokes equations). Their 
line of reasoning leads them to conclude that the unsteadiness in the momentum spike is the 
main cause of the postshock oscillations. 
Arora and Roe [l] explained that numerical schemes in conservation form generate intermedi- 
ate states that in turn produce a whole fan of waves, not only the shock wave itself, which are 
responsible for the generation of the errors. They found, in addition, that the magnitude of the 
errors is affected by the degree of nonlinearity’-the errors become small (large) as the nonlin- 
earity decreases (increases). It is worth mentioning, in this same direction, that the amplitude of 
the oscillations depends on the direction of propagation of the shock-the maximum amplitude 
from low density to high density regions is bigger than that in the opposite direction (see [4]). 
Karni and Canic [3] use some of the techniques developed in [1,6] to examine the different 
behavior exhibited by Roe’s scheme and the Lax-Friedrichs (LxF) scheme. Focusing on the 
structure of the discrete shock profiles for many time steps, they are able to conclude that the 
lack of dissipation in Roe’s scheme around a sign change in the eigenvalue corresponding to the 
shock family contributes to the generation of the oscillations. They use a modified equation 
analysis to illustrate the important role of higher-order terms in the local truncation error and 
to shed some light into the mechanism that projects the perturbation into all the characteristic 
families. 
Based on all the aforementioned references and numerical observations, we analyze in this 
paper the behavior of several numerical schemes in conservation form. The paper is organized as 
follows. In Section 2, we use a well-known test problem on the Euler equations of gas dynamics to 
display the pathological behavior under observation for the schemes we consider. The behavior of 
the flux-vector splitting schemes is found to be different from that of the flux-difference splitting 
methods. In addition, we investigate the pathological behavior for some higher-order extensions 
of the basic first-order schemes considered and we find that, in contrast with the observation of 
Roberts in [6], in some cases the numerical anomaly is not accentuated. In Section 3, we look at 
the stability of the viscous shock profile and examine its relation with the downstream oscillations. 
Jin and Liu’s conjecture on the source of the noise is questioned, following the observations from 
our numerical tests. 
In Section 4, we switch to a simpler model, the isothermal Euler equations, and follow (31 
to examine the numerical orbits in phase space in order to visualize the numerical evolution of 
internal shock structure of the different schemes with time. 
‘The nonlinearity of the systems of PDE is measured by the quantity [l] 
a = AL - AR 
-3 
where s is the shock speed and Xr, and AR we the left and right wave speeds, respectively. 
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In Section 5.1, we present a simple diagnosis with the explicit Steger-Warming scheme. The 
cure to the problem that has invariably been proposed in all the aforementioned works consists 
of adding a judicious (problem dependent) amount of numerical dissipation. In Section 5.2, we 
present a remedy in the form of a flux split method with an entropy intermediate state that leads 
to a higher-order scheme with an oscillation free density profile. Some examples of our modified 
numerical scheme for the Euler equations are presented. The results show that our method can 
handle complex situations remarkably well. 
Finally, we end this study with a summary and some concluding remarks. 
2. THE NUMERICAL SIMULATION OF 
SLOWLY MOVING SHOCK WAVES 
Colella and Woodward [7] define a slow shock as one that moves slowly with respect to the 
grid, i.e., it takes many time steps to cross one computational cell, 
s 
- < 1, 
x max 
where s is the shock speed and Amax is the maximum wave speed in the domain. Since for 
stationary shocks there is a sign change in the shock characteristic across the shock front, this 
will also be the case for shocks that move sufficiently slowly, a characterization [1,3,6] that relates 
the casuistics of a slow shock to the nonlinearity of the system, and that will be particularly 
relevant to our discussion. 
We shall display the numerical pathology associated to the computation of slowly-moving 
shocks in the 1-D Euler equations for an ideal gas 
4t + ml = 0, (2) 
where 
P 
q= m 
0 
and (3) 
E 
Here p is the density, u the velocity, m = pu the momentum, and E is total energy. For a 
polytropic gas, the equation of state is given by 
P=(Y-I)(E-;P+ (4) 
where y = &/cP = 1.4 is the ratio of specific heats. The initial data we consider in our first set 
of computations corresponds to a Mach 3 shock moving to the right with a speed s = 0.1096 [2,5] 
QL = if 0 < 2 < 0.1; qR = if 0.1 5 5 < 1. (5) 
The behavior of various flux-difference splitting schemes has been examined in several pa- 
pers [l-3,6]. Here we consider five different examples of numerical flux functions for the numerical 
experiments: Lax-Friedrichs (LxF), Steger-Warming (SW) [8], vanLeer (VL) [9] as representa- 
tives of the classical flux-vector splitting (FVS) methods, the Roe’s scheme [lo] as a representative 
of the flux-difference splitting (FDS) methods, and the newer Marquina’s flux split method [ll]. 
In [l-3,6,11] it is observed that the numerical computation of slowly-moving shock waves always 
displays an anomalous behavior, which is inherent to nonlinear systems: the numerical values in 
the postshock region display an oscillatory behavior which is completely nonphysical. 
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Figure 1. A slow shock 
Numerical results for the density of the Euler equations, computed by first-order schemes, 
are displayed in Figure 2. The solutions displayed correspond to 160 and 4000 time steps with 
Ax = 0.01, AtjAx = 0.1. We clearly observe the presence of a long wavelength error in the 
postshock region. At this stage the solution changes from an artificially narrow to a continuous 
profile, which is a large perturbation of the viscous profile. These errors are generated at the 
beginning of the computation in all schemes. The numerically generated noise travels left with 
speed UL - CL where CL is the speed of sound. While the generation of the numerical postshock 
errors is common to all the schemes reported in the literature, it is worth noticing the different 
behavior exhibited by the different schemes at later times. While the start-up errors seem to be 
continuously generated in time with the same amplitude in Roe’s scheme, in all the FVS schemes 
considered here the amplitude of the noise diminishes with time; i.e., the numerical noise is being 
damped by the numerical viscosity present in the scheme. 
In the LxF scheme, the noise at time t = 4 is undetectable. The original perturbation travels 
left with speed UL - CL, and when it abandons the computational domain through the left 
boundary leaves an oscillation-free numerical shock profile. The behavior of VL and SW with 
respect to the damping of the noise is quite similar, leading us to believe that their damping 
mechanism should be also quite similar, but the shock profile in VL’s scheme is sharper. On the 
other hand, Marquina’s scheme seems to suffer ‘barely detectable’ postshock oscillations at time 
t = 4 (the error in the numerical approximation obtained with Roe’s scheme is close to lo%, and 
with Marquina’s scheme around 1% at t = 4). 
It has been observed in [l-3,6] that this pathological behavior worsens when using higher-order 
versions of a numerical scheme. The standard explanation is that the numerical viscosity in a 
higher-order scheme is less than that of the corresponding first-order scheme, and thus the effects 
derived from the lack of viscosity are accentuated. 
The numerical noise associated to slowly-moving shock computations is usually linked to the 
lack of sufficient dissipation in the numerical scheme. In a higher-order scheme, in which the 
numerical viscosity supplied by the scheme is reduced, the pathological behavior is most likely 
to be accentuated, since the damping process due to the numerical viscosity of the scheme is also 
reduced. 
The first column of Figure 3 displays the numerical shock profiles for the density of a second- 
order extension of each one of the numerical schemes we consider. This extension has been 
designed using an ENO-2 piecewise polynomial reconstruction technique applied to the numerical 
flux function, as specified in [12]. The numerical results shown here are consistent with those of 
Roberts [6] and Jin and Liu [2]: the noise is preserved for longer distances downstream. These 
results, however, should be compared with the numerical shock profiles displayed in the second 
column of the same figure. In this case, we have employed the piecewise hyperbolic method (PHM) 
of [13] in the reconstruction process, which leads to (formally) third-order accurate numerical 
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schemes. It can be clearly appreciated that the postshock oscillations are never worse than those 
in the second-order extension of the same scheme. In some cases, for example in Roe’s scheme, 
their amplitude is noticeably smaller and the damping upstream is more effective. The fact 
that the PHM reconstruction seems to be more robust in some particular situations was already 
observed in [ll], where a significant difference between the ENO-3 and PHM high resolution 
versions of Marquina’s scheme were compared in a slowly moving shock computation. Although 
both schemes are formally third-order accurate, the downstream noise obtained with piecewise 
polynomial-baaed extensions ENO-3 was larger (and preserved further upstream) than that of 
the PHM-based extension, presumably because the latter is more local and requires only four 
points to reconstruct a piecewise smooth function, in contrast to ENO-3 that ,uses six points. ‘. 
The numerical experiments we have reported here show that the combination of numerical 
flux function/higher-order reconstruction technique plays an important role in the behavior of 
the numerical oscillations with time; in particular, it is not true that the use of TVD/ENO 
concepts in constructing higher-order schemes from basic first-order ones has to necessarily lead 
to a numerical solution in which the anomalous behavior is amplified and/or further preserved 
in the downstream region. 
REMARK 1. The “overheating effects” generated by shock capturing schemes in shock reflection 
problems [14] are another numerical pathology with a similar behavior. It appears in the first 
time steps and may persist for all time, depending on the damping mechanism of the numerical 
scheme. 
3. THE NUMERICAL PROFILE OF SLOWLY MOVING SHOCKS 
Jin and Liu [2] observe that in slowly-moving shock computations the momentum profile will 
develop a numerical artifact: an unphysical peak, which is responsible for the generation of the 
errors. The viscosity terms present in any numerical scheme, together with the small shock speed, 
are the cause of the peak, which generates diffusion waves to balance momentum conservation. 
According to Jin and Liu, the unsteady nature of the momentum profile, and in particular of the 
momentum spike, is a constant source of new downstream errors. 
It seems clear that the peak will perturb the viscous profile due to momentum conservation, 
but the connection between the unsteady nature of the momentum spike and the postshock 
oscillations deserves further examination. 
In Figure 4, we display the time evolution of the momentum spike obtained with the first-order 
schemes we have considered. The plot corresponding to Roe’s scheme can also be found in [2], 
where we observe that the analogous display for the LxF scheme (not shown here) shows that 
the momentum spike has an almost-steady nature. This fact is used by Jin and Liu to explain 
the lack of oscillations in the LxF scheme. However, the VL scheme has a perturbed viscous 
profile for all time, but the downstream errors become negligible after some time steps (compare 
Figures 2d’ and 4~). The same happens with all the other schemes considered, which seems to 
support the fact that the unsteady of the peak may contribute to the oscillations but there is no 
direct relation between the unsteady nature of the momentum profile and the postshock errors. 
We call the attention of the reader to Figures 8 and 9, where we consider an ‘entropy-fix’ type 
of cure for the oscillations. The proposed scheme has an oscillation free shock profile, even for 
the PHM higher-order extension, but the momentum spike displays an oscillatory behavior of the 
same nature (and amplitude) as in Roe’s scheme. 
A graphical display of the evolution of the momentum peak in the higher-order extensions of 
the schemes considered in this paper can be found in [15]. 
4. THE DISCRETE SHOCK CURVE:, NUMERICAL ORBITS 
The analysis of Jin and Liu leads to an interpretation of the phenomenon in the context of 
traveling wave solutions for the modified equations. These arguments were used in [3] to get a 
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Figure 2. Density plots of a slowly moving shock at time T = 0.16 (left), T = 4 
(right), computed by: (a)-(a’) Roe, (b)-(b’) Lax-Friedrichs, (c)-(c’) Steger-Warming, 
(d)-(d’) van Leer, and (e)-(e’) Marquina. 
deep insight into the mechanism which might be responsible for the continuous generation of the 
postshock noise in Roe’s scheme. 
In what follows, we analyze the different schemes considered using the tools proposed in [1,3,6], 
namely numerical orbits in phase space diagrams. For this, we switch to a simpler model: the 
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Figure 2. (cont.) 
isothermal Euler equations, which take form (2), with 
q= p 
( > m 
and f(Q)= (p2~p2). 
(4 
The initial data for the Riemann problem in this set of numerical experiments corresponds to 
two constants states separated by a discontinuity propagating slowly to the right with speed s 
b= [31) 
a= ( 4 4s-2 > ' if 0 5 x 50.5, l qfz= ( s-2 > ' if 0.5 5 z 5 1. 
The constant c is taken to be 1. 
As observed in [3], .phase diagrams of computed propagating shocks yield extremely clean and 
well-defined numerical orbits as soon as the shocks settle into their viscous profile. The work 
in [3] supports the fact that these numerical orbits might represent traveling wave solutions of 
the mod$ed equations. It is noticed in [3] that these modified equations should take into account 
higher-order terms in certain situations, when the leading-order terms in the local truncation 
error become too small. 
According to Roberts [6] and Arora and Roe [l], the location of the intermediate states with 
respect to the Hugoniot locus is important. If these intermediate states were located exactly 
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Figure 3. Density plots of a slowly moving shock at time T = 4 computed by: 
(a) ENO2-R, (c) ENOB-SW, (e) ENOZVL, (g) ENOB-M, (b) PHM-R, (d) PHM- 
SW, (f) PHM-VL, and (h) PHM-M. 
in the Hugoniot locus, there would be no downstream waves. For this reason, we also plot the 
Hugoniot locus together with the numerical orbit. 
We collect the data of the discrete shock profiles at each’time step to plot them using (density,. 
momentum) as coordinates in contrast to the work of Arora and Roe [l] which make use of the 
characteristic variables. It might be possible to use the numerical orbits to examine the numerical 
viscosity and compare it with the traveling wave solution. Such analysis is not a simple task due 
to the nonlinearity of the schemes and the difficulty to find their viscosity matrix. In Figures 5 
and 6, we display the numerical orbits corresponding to the various schemes we consider in 
this paper. The first column in each figure collects the data obtained in the first stages of the 
computation, when the viscous-like profile is artificially narrow and is not well established yet. 
We have found it interesting to follow the location of path of these intermediate points toward 
the stable viscous-like profile. For the LxF, and scheme, each ‘branch’ of points moves smoothly 
towards the final profile. The same seems to happen for Marquina’s scheme, although the final 
profile has a particularly ‘kinky’ behavior. 
It is readily seen that the oscillatory tail projects onto the eigenvector Rl(q~) in all the schemes. 
The behavior of the numerical orbits for t < 0.15 and t > 1.5 is quite different in all schemes 
except in tie’s scheme, where the behavior is more or less the same. Another interesting feature 
is that the numerical orbit crosses the Hugoniot locus only for this particular scheme. 
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Figure 3. (cont.) 
In addition, it is not clear at all that there is a link between the absence of oscillations and 
the ‘closeness’ of the numerical orbit to the Hugoniot locus, or the smoothness of the numerical 
orbit. For example, the LLF scheme described in [15] has a piecewise smooth numerical orbit 
with a well-defined discontinuity in derivative [15]; it is not particularly close to the Hugoniot 
locus, and it displays no oscillatory behavior for large time. The same thing happens for the VL 
scheme, although the numerical orbit seems to be smooth in this case. The numerical orbit is 
closer to the Hugoniot locus for the LF scheme, except in the middle region, and there are no 
noticeable oscillations in this case &her. 
5. AN ENTROPY FIX 
5.1. A Diagnosis with Explicit Steger-Warming Scheme 
What we have observed in our study of the numerical orbits is that there is always numerical 
noise in the first time steps, so the first internal zones deviate from the Hugoniot curve and 
generate a set of waves in other characteristic fields. Let us examine this fact by considering the 
system of the isothermal Euler equations and a simple flux function like SW-FVS. 
Assume that we have a subsonic flow to the right (i.e., the left state is subsonic to the right, 
(UL/C] < 1); see Figure 7. 
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Figure 4. Time evolution of the momentum spike. 
Consider one time step of SW-FVS scheme 
Q;+’ = Q; - 2 (F&,2 - FE,,,) . 
The interface flux function between Qy and QT+I is given by 
F&/2 = F (QF+,,> 91) 
= f+ C&2) + f- (QY+l) 
= 2 (A; (Q;) ak C&T) Rk (Q3 + A, (QY+,l> ak (QY+,l> R” (Q;+I)> 1 
k=l 
ihkre (~~9~ are the characteristic variables such that 
a1 (Q;) = L1 (Q;) .Q; and a2 (Q;) = L2 (Q;) .Q;. 
For a slow shock (in our case a tweshock) subsonic to the right, we have 
FL/2 = x2 (9;) a2 (&;) R2 (&:) + k xk (Q:+d ak @;+d Rk’(Q:+l) . 
k=l 
Note that in our numerical experiments we have 
qL = (4 4~-2)~, QR’(l s-2)T, 
(8) 
(9) 
(10) 
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(4 
so 
Figure 5. Shock curve and numerical orbit of a slow shock (S = O.l), by (a)-(a’) Lax- 
Friedrichs and (b)-(b’) Roe, for time t E [0,1.5] (left) and t 2 1.5 (right). 
For s < 1, we have postshock oscillations, but for s > 3 we are in a fast shock. Then for slow 
shock 
x; < 0, A:, < 0, 
AZ, >0, xi < 0. 
Thus, 
G-l/2 = A2 (QS) ~2 C&T) R2 (9;) + fi”+l, 
and 
FE,,, = F (Q;, Q:-,> = F (Q;, ~3 = f? 
from consistency, where fr = f(q(iAz, nAt)), Vi, n. Then 
Qy+’ - Q; = -$ (Fin+1,2 - C,,,) 
= -g (A2 (QT) a2 (&;I R2 (Q3 + fir;1 - f?) 
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Figure 6. Shock curve and numerical orbit of a. slow shock (S = O.l), by (c)-(c’) 
Steger-Warming, (d)-(d’) vanLeer, and (e)-(e’) Marquina, for time t E [0,1.5] (left) 
and t 1 1.5 (right). 
from R-H jump condition 
= -2 (h (Q3 a2 (QT) R2 C&T) + s (&;+I - Q;)) 
= -2 (-sd (Qy) R1 (Q;) 
+ (X2 (Q3 - s) a2 l&T) R2 (&:I 
+ s (a’ (Q?+d R1 (QY+d + a2 (Q;+I> R2 (Q?+I>)> . 
If there are no waves that go left leftward, we have 
Q;+’ -Q; =QT+l -QL my R2. 
In a slow shock, s = O(E), where c is small enough, and AQi = QF+l - Qs decouples into the 
direction of R1 and R2. The intermediate state deviates from the true direction and this implies 
generation of other waves in the other characteristic family. 
Note that for a very slow shock, i.e., s = O(E), 
AQ: -+ -2 A2 (9;) a2 (91) R2 l&Y>, 
then, the intermediate zone approaches the Hugoniot curve. This is consistent with Lin’s numer- 
ical observation [4], i.e., for a very slow shock the amplitude of oscillations is very small, since no 
leftward waves are generated. 
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Figure 7. Shock structure inside a grid cell at time t,, = nAt. 
What happens in the case of fast shock? 
In this case, 
FL,,, = f:, F,$,z = f,“, F;+,,, = f&l> 
since XL, XR > 0. Then 
Q;:; = Q:pl, Q;” = Ql, 
and 
Q$ - Qi’+“,, = -2 (f:l -A?) 
= -2 s (Qy+l - Q;) ; 
J 4.5 
i.e., 9::; is a new state that takes the direction of the straight line (QL, QR), called the pro- 
jection P (see [l]). 0 ur experiments confirm that for a fast shock the curve H tends to coincide 
with P, so no leftward waves are generated. 
From this diagnosis, it appears that the one-off start-up errors appear at earlier time due to 
nonphysical intermediate states that deviate from the true direction, project on all characteristic 
fields, and give new downstream waves that contaminate’the shock profile. We believe that, in 
addition, the momentum peak that appears in the first steps accentuates the problem and gives 
what we observed in Section 2. At later time steps, once the viscous profile is formed, the errors 
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(a) First-order scheme. (b) Third-order hyperbolic scheme. 
Figure 8. Density and pressure plots of a slowly moving shock at time T = 4. 
seem to be continuously generated as wavy tail for some schemes, while the shock profile appears 
to be less oscillatory for other approaches by the numerical viscosity present in these schemes. 
REMARK 2. Note that we only presented the analysis on the isothermal equations; the above 
study can be extended to the full Euler equations. For simplicity we only discuss the isothermal 
Euler equations, and numerical difficulties that do arise can be easily isolated and understood, 
yielding useful insight for the Euler equations. 
5.2. A Dissipative Scheme 
For a slow shock, all the schemes take many time steps to cross one computational cell and 
use both right and left informations many time steps near sonic points (when XL.XR < 0). In the 
neighborhood of a sonic point, the SW scheme has a noncontinuous transition in such field, while 
VL-FVS has a smooth transition, and Marquina switches to the local Lax-Friedrichs scheme [12]. 
Thus, the first intermediate states deviate from the true direction in a different manner for each 
scheme (Figures 8 and 9). This has been observed early in numerical orbits. The smoothness 
of such path is very important; we believe that this indicates that the scheme has additional 
artificial viscosity to damp out the oscillations with time. 
It is well known that the SW scheme does not give good resolution near sonic points, since the 
splitting does not behave continuously as the Mach number passes through 1. Hence, we intend 
to add an intermediate state in the neighborhood of sonic points, using the transformation to 
local characteristic fields and the left and right sides of each cell wall, to produce a continuous 
transition. An entropy intermediate state Q* between Qi and Qi+i always exists from the integral 
form of the conservation laws [lS] over the control volume (zi-i,s, zi+i,s) x [t,,, t,+i] 
&a = ARQ~+I -hQi -f(Qi+d+f(Qi) 
AR-AL 
(11) 
Here XL = X(Qi) and AR = X(Qi+i). Th e corresponding numerical flux is given by integrating (1) 
over the control volume [zi-i/s, xi] x [tn, t,+l] and using (11) 
F(Qi,Qi+l) = XRU(Q~) - XLQJ + X~(-f(Qi+l) + ARQ~+I) 
AR-AL AR-XL . 
(12) 
The new flux is computed as follows. 
Consider a cell wall, 33+1/2, where we have to evaluate the numerical flux function q+1,2, at 
a given time step n. 
(1) Decompose the left state Qi, the right state Qi+i, and the flux function evaluated at these 
states into characteristic variables 
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Figure 9. Momentum peak value vs. time by the flux split method combined with 
hyperbolic reconstruction. 
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Figure 10. Shock curve and numerical orbit by the flux split method. 
w; = ~WQi>.9i, w;+~ = WQi+l).Qi+l, 
4f = LP(QiMQi), #+I = Lp(Qi+d.f(Qi+l), 
1 
4 
J 
4. 5 
for p = 1,. . . , 3. We denote the characteristic velocities by A: = P(Qi), A; = AP(Qi+l), 
p=1,...,3. 
(2) Find out if there is a compressible sonic point across cell interface (i.e., if XL > 0 and 
AR < 0). 
(3) If there is no sonic point, then we use upwinding to compute the numerical characteristic 
fluxes 
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Figure 11. Test example #l. 
if Xi > 0 and A% > 0, then & = 0, &. = & 
ifXk,<OandX~<O,then&=&+;,, &=O 
Else We consider an intermediate state and split the corresponding flux into a right and 
a left going portion, that is 
(13) 
where 
and 
for k = 1,2,3. 
The numerical flux function is 
Fjn+l/2 := F(Qi, Qi+l) = F+ + F- (17). 
The first-order accurate scheme has the conservative form 
Q:+’ = Q: - 2 ( Fin,l,2 - q 1/2) 
to assure that the shock is captured. The resulting scheme is a characteristic-baaed scheme, 
following the philosophy of Marquina’s scheme [ll], that avoids the use of averaged intermediate 
states and uses the transformation to the local characteristic fields, that correspond to local 
propagation independent waves. 
We have implemented the scheme with PHM reconstruction of the characteristic fluxes in space, 
since as we have observed early, such procedure introduces an adequate numerical viscosity, and 
the TVD Shu-Osher Runge-Kutta methods for the time evolution [12]. 
We observe that the scheme works well, and the postshock oscillations are damped out to 
the same level of first-order accurate schemes. In Figure 10, we present numerical orbit for the 
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new scheme. This can be compared to Figures 6c’-e’ to see that the intermediate states deviate 
from the shock curve, and give a spiral form at the left states which resemble what we have 
observed with Marquina’s, VL, SW schemes. The scheme gives interesting features. First, the 
intermediate states tend to return to Hugoniot, which might be related to the larger damping 
of the postshock errors observed in Figure 8. Another observation is that the left part of the 
present orbit moves closer to Hugoniot. We observe also the unsteady nature of the momentum 
peak value and the absence of postshock oscillations, which confirm what we have observed in 
Section 3 with the van Leer scheme. More numerical experiments on this numerical flux function 
are under investigation [17]. 
REMARK 3. The present flux function corrects the lack of dissipation of the SW-FVS by intro- 
ducing the more diffusive HLL constructed in [16] in the neighborhood of the sonic points. It 
may be considered as a nonlinear way to dosify the viscosity of the HLL scheme using the sided 
characteristic fields. 
5.3. Other Computational Difficulties and Numerical Tests 
Most Godunov-type methods and other shock capturing schemes can display pathological be- 
havior in certain flow situations [5,18], which includes the wall overheating, low density and 
internal energy flows, and the sonic point glitch, etc. We shall address mediated the improved 
flux function the linear and nonlinear waves, and show that the modified numerical scheme cannot 
only dissipate the postshock oscillations in slow-moving shocks, but also give good compromise 
between low noise and narrow shock profile and handles these other computational difficulties 
remarkably well. 
TEST EXAMPLE #l. This flow problem is taken from (191, to test the robustness and accuracy 
of numerical methods. The solution contains four states separated by a left shock wave moving 
slowly to the left, a contact wave, and a strong shock wave traveling to the right. The results 
of the scheme equipped with the PHM reconstruction are shown in Figure 11. The three waves 
are well resolved and the scheme converges to the entropy solution. The new third-order scheme 
gives good results and shows an acceptable compromise between the low frequency noise and 
narrow shock and contact layers. 
TEST EXAMPLE #2. WALL OVERHEATING. In this example, we consider the problem of a 
strong shock reflection from a rigid wall in one dimension gas. The initial conditions consist of a 
gas of constant density and pressure moving towards z = 0 in the domain [0, l]; i.e., 
(P(X), u(x), e(x)) = (1, -1,4), O<Zr<l. (19) 
The boundary at x = 0 is a solid wall. 
The “overheating effect” occurs in the first few zones near the wall, when the shock reflects off 
the stationary solid wall at the bou?idary. The overheating in the specific internal energy profile 
(peak) and the corresponding dip in the density are conspicuous, while the pressure and velocity 
have correct values. 
Following Noh [14], this error is inevitable for any shock capturing method unsuccessful to 
model the heat conduction present in real fluids. He showed that a numerical scheme with a 
built-in heat conduction will be able to dissipate the overheating; i.e., the solution converges in 
the LM sense. 
Figure 12 shows numerical approximations obtained by the first- and third-order schemes. 
Although we observe a dip in the density (whose values are around 2% for the first-order scheme 
and 1.5% for the PHM scheme), this behavior is by no means extreme as the one observed in 
other experiments, e.g., [5,20]. The results show that the present scheme is able to reduce the 
‘wall heating error” in the shock reflection problem. 
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Figure 12. Shock reflection problem. 
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Figure 13. Low density problem. (0): first-order, (+): third-order schemes. 
TEST EXAMPLE #3. Low DENSITY AND INTERNAL ENERGY FLOWS. Initial data are [l&21] 
P 
0 { 
(1, -2,l)T, 2 < 0.5, 
U 
P = (1,2,1)T, 2> 0.5. 
The vacuum problem is a nonlinearizable Riemann problem where two rarefaction waves are 
formed and moving away from each other. These states are kinetic-energy rich which cause 
instabilities for shock capturing schemes [21]. Figure 13 displays the numerical results, where the 
first-order methods give similar results seen in [19] for HLL, SW, VL, and in [ll] for Marquina’s 
scheme. The third-order scheme of many FVS and FDS blow up early in the first time steps, 
because the density and internal energy become negative near the vacuum. However, our third- 
order scheme preserves positivity and gives good resolution. 
TEST EXAMPLE #4. THE SONIC POINT GLITCH. In this example, we consider the problem 
from [19] with initial data 
(1,0.75,1)T, x < 0.3, 
= (0.125,0,0.1)T, x > 0.3. 
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Figure 14. Sonic glitch Riemann problem. 
Figure 14 shows the profile of density and pressure with the first- and third-order schemes, at time 
t = 2 on a 100 zone grid. The results of the first-order scheme, not shown here, show a smaller 
O(Az) kink in the rarefaction wave region identical to that of many numerical schemes (see [19]). 
Such a glitch, also called “dogleg” phenomenon, is associated with the fact that at the point 
where the “glitch” situates the flow is sonic, hence, the velocity for the genuinely nonlinear wave 
field in zero [22]. Figure 14 shows the solution computed by the third-order PHM approximation 
where the sonic glitch disappears completely. 
TEST EXAMPLE #5. A MACH 3 WIND TUNNEL WITH A STEP. This model problem was used 
by Colella and Woodward [23] to compare and test the performance of numerical methods. The 
setup of the problem is: the wind tunnel is 3 units long and 1 unit wide. The step is 0.2 units high 
and is located 0.6 units from the left-hand side of the tunnel. Inflow/outflow boundary conditions 
are applied at the left/right end of the computational domain, and reflective boundary conditions 
are applied along the wall of the tunnel. The problem is initialized by a right-going Mach 3 flow. 
The density profile is the hardest to compute due to numerical errors generated at the corner of 
the step (a singular point of the flow), along the upper wall at the contact discontinuity, and at 
reflecting boundaries. We treat it the same way as in [ll]. Figure 15 shows the density contours 
at time t = 4. We can see that the shocks are well captured and accurate. The overheating errors 
are reduced (the level curves near the wall are more orthogonal). The “kinked” Mach steam 
and the numerical noise related to the “carbuncle phenomena” (associated to nearly stationary 
shocks near the reflecting wall) are reduced. 
0.6 t 
0.4 
0.2 I 
0 I 1 I I 
0 0.5 1 1.5 2 2.5 3 
Figure 15. Mach 3 step flow problem. Contour plots of numerical approximations to 
the density by the third-order hyperbolic extension. 
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TEST EXAMPLE #S. DOUBLE MACH REFLECTION. This flow problem is also taken from [23]. 
The test involves a Mach 10 shock in air, y = 1.4, initially making a 60 degree angle with the 
x-axis. The undisturbed air ahead of the shock has a density of 1.4 and pressure 1. We use 
the same boundary conditions of [23]. Figure 16 shows the equally spaced 30 density contours 
between the maximum and minimum values in [0,3] x [0, 1). We can see that the second Mach 
is well computed. The jet, formed when the flow of the denser fluid is deflected .by a pressure 
gradient in the region when the first contact discontinuity approaches the reflected wall, is well 
captured. The curved reflected shock is moving rapidly at its right end and is not moving at all 
at its left end, which presents a computational difficulty for many finite difference schemes [24]. 
Our schemes give good results without oscillations. 
Figure 16. Double Mach reflection problem. Contour plots of numerical approxima- 
tions to the density by the third-order hyperbolic extension. 
6. CONCLUSION 
A careful comparison of diierent numerical schemes in conservation form in slowly moving 
shock computations allows us to establish that the observed postshock errors are not restricted 
to a particular kind of scheme; all the schemes suffer from these disturbances. The error has a 
local character; it appears in the first steps when the solution changes from an artificially narrow 
to a continuous profile. The noise perturbs largely the viscous profile and begins to propagate 
from the shock position. In some schemes, the error seems to be continuously generated and 
propagates away from the shock location as a wavy tail. In other schemes the generation of 
postshock errors seems to be reduced to computationally acceptable levels after a discrete smooth 
transition between the left and right states has been achieved. 
We have considered two essentially different reconstruction procedures to construct higher- 
order versions of the basic first-order schemes we have considered. We have observed that with 
the piecewise polynomial reconstruction, the numerical noise is preserved further upstream than 
with the piecewise hyperbolic reconstruction. 
The study of the internal shock structure and the behavior of the intermediate states lead us 
to design a parameter-free entropy-fix type scheme that completely dissipates the oscillations, 
in its first-order versions as well as in its PHM-based third-order extension. The new scheme 
gives good compromise between low noise and narrow shock profile and fixes or reduces a variety 
of numerical pathologies, like the overheating errors, the sonic point glitch, and the low density 
flow. 
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