Timely and high-resolution estimates of the home locations of a sufficiently large subset of the population are critical for applications such as disaster response and public health. However, conventional data sources, such as census and surveys, have a substantial time lag and cannot capture seasonal trends. Recently, the large user-base and real-time nature of social media data have been leveraged to address this problem. However, inherent sparsity and noise, along with large estimation uncertainty in home locations, have limited their effectiveness. In this paper, we develop a deep-learning solution that deals with the sparsity and noise of social media data. We obtained over 90% accuracy for large subsets on a commonly used dataset. Systematic comparisons show that our method gives the highest accuracy both for the entire sample and for subsets.
I. INTRODUCTION
Applications in diverse domains, including agriculture, transportation, and disaster response, require the distribution of home locations of the population for effective public policy [1] - [3] . Conventional approaches use data from surveys, such as the American Community Survey (ACS). However, these are conducted too infrequently, and publicly released data is too coarse-scaled, compared to the desired resolution.
New data sources, such as social media, can address the above spatial and temporal limitations. Social media activities often use the device GPS to provide geotags with high-accuracy as metadata. Furthermore, social media has widespread popularity. For example, Twitter has over 300 million active users worldwide and over 500 million tweets per day in June 2018 [4] . This offers real-time information on a large population sample with high spatial resolution.
These observations motivate the problem addressed in this paper. Given metadata for a large number of tweets, we wish to find home locations with 100m resolution for a subset of users, with high accuracy in the prediction.
Despite the promise of Twitter data, there are also significant challenges arising from incorrect, imprecise, or missing information. In particular, the home location in the Twitter profile is optional, and usually not fine-grained [9] . As an alternative, others have considered inferring home location from users' check-in activities using the geotags of tweets. The challenge here is that users tweet from multiple locations, which makes it hard to pinpoint the precise user home location out of several locations that they may visit.
Given the above challenges, much of prior research has focused on predicting home location at the state and city levels [5] . For example, Pontes et al. used Twitter geotags to detect user home locations at the city level with an accuracy of 82% [5] . However, few works have tried to predict at the finegranularity that we target, until recently. Tasse et al. predicted home locations with a resolution of 1 KM with 79% accuracy and within 100m with 56% accuracy [7] . Hu et al. extracted a few features for users' check-in patterns and improved the accuracy to 70% for a 76% subset of the data using a Support Vector Classifier with linear regression [8] . Kavak et al. defined two additional features for users' check-in patterns. They then applied DBSCAN and a Support Vector Machine (SVM) and achieved a best result of 79.5% for predicting users' home locations within the range of 100m from their home [6] . The highly imbalanced and complex nature of the data limits the efficacy of such an approach.
In this paper, we propose and evaluate a two-phase dynamic structure to manage the highly imbalanced and complex data effectively. We obtained up to 92.6% accuracy for a 10% subset and achieved up to 60% prediction error reduction in comparison to other methods [13] .
The rest of this paper is organized as follows. We describe our deep learning model in Section 2 and evaluate its performance in Section 3. We summarize our conclusions in Section 4. Further details on this paper are available in [13] . 
II. DEEP LEARNING METHOD
Tweets by a user may be from several locations. In our approach, we select one record which indicates the user's home location out of multiple records that show places that a user visited. In this problem, the user's home record is a minor class, and other places the user visited is the major class. Disparity in the sizes of the two classes makes the problem unbalanced. Dynamic structures are useful in problems with complex, unbalanced datasets [10] . In the first phase, we use a random forest designed to yield high recall to produce a more balanced set of records containing home candidates. In the second phase, using the more balanced sample, we train two different deep neural network models: (i) Deep Neural Network for Regression (DNN-R), which is responsible for selecting one user home location from among several location records and (ii) Deep Neural Network for Classification (DNN-C), which is used to either approve or reject the record selected above, thus controlling the subset of data for which we predict a home location. Figure 1 shows the main components of the proposed method.
A. Random Forest
In the first phase of our model, we aim to eliminate nonhome location records as much as possible. For this purpose, after normalizing features, we use a random forest to classify the records as home or not home records. In order to have a high recall, we select every record that any tree in the forest predicted as the home location. We send the selected records in this phase to the second phase.
B. Deep Neural Network for Regression (DNN-R)
In the second phase of the algorithm, we designed and applied a deep learning model -a multi layer perceptron. The configuration of the sequential fully connected deep neural network that we used is shown in Table I .
Then we trained this model on the selected records in the first phase to detect the user home location. After training, the record with the highest prediction value in the test set is considered the home location for each user. 
C. Deep Neural Network for Classification (DNN-C)
The second deep learning model has a similar configuration with two differences, as seen from Table I . Instead of regression, it is designed for classification. So, we used the categorical cross-entropy as the loss function and the RMSprop optimizer [11] .
In the last phase, by comparing the prediction value of DNN-C with a threshold, we verify the results of the DNN-R. The result will be reported only when the prediction value is higher than the threshold (Fig 2) . Thus, instead of predicting the home location of all users, we predict the home location for a subset of users, but with higher accuracy.
III. RESULTS AND ANALYSIS
We used a well-curated dataset prepared by Kavak et al. [6] . They performed anonymization to preserve the privacy of the users and then ran DBSCAN to cluster together tweets that are in close proximity, with the distance range specified as 100m. The final dataset has 78,812 records for 1268 users with 10 features for each record [6] .
A. Experimental Setup
We used an identical dataset and test procedure with 5-fold cross validation as in [6] to ensure a fair comparison with prior work. Both the DNN phases use the same training data in each experiment, and similarly the same test data. All records for a specific user will either go into the training set or into the test set in any single experiment.
B. Results of First Phase (Random Forest)
We use a random forest with 500 trees. The random forest predicts each record as a user's home location with a prediction value between 0 and 1. This prediction value is the fraction of decision trees that consider that record as a user's home. We select a record as a candidate for a user's home location if its prediction value exceeds a predefined threshold. In order to have high recall, we selected this threshold as 0.002, which implies that at least one tree in the forest predicts it as the home. This yielded a recall of 95.97% with an average of 10.7 records per user, which is a substantial reduction over the 
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Reported results for 10% of the users roughly 62 records per user in the initial dataset. The selected records in this phase are sent to the second phase.
C. Results of the Second Phase (DNN-R and DNN-C)
The second phase involves two types of results. 1. The results from DNN-R show the accuracy of home location prediction for all users in the dataset. 2. The results of DNN-R combined with DNN-C show the performance for a subset of users but with higher accuracy.
For each user in the test set, we consider the record with highest predicted value of the DNN-R model as that user's home location. In the final step, we confirm the prediction of DNN-R using DNN-C. If the prediction value of DNN-C for that record exceeds a predefined value, we report it as the user's home. Otherwise, the user's home is reported as unknown. Table II shows that this approach increased the home location prediction accuracy up to 92.6% on a subset of users, which is significantly higher than the results of DNN-R for the entire test population, which averaged 81% over the 5 tests, with a maximum of 83.4% on one of those tests. Furthermore, this accuracy substantially exceeds those for prior results on subsets of the population. Figure 2 shows the effect of the DNN-C threshold on the accuracy and fraction of the population for whom our model can predict the home location. There is a trade-off between accuracy and the fraction of population for whom we can predict the home location. One can obtain the highest possible accuracy of around 92.6% using 10% of the total population. However, we can obtain a much larger sample -30% -without a substantial drop in accuracy, maintaining it at over 90%. Given the large number of Twitter users, our method can yield a large sample with good accuracy.
IV. CONCLUSIONS AND FUTURE WORK
In this paper, we focused on predicting the home location of subsets of Twitter users with high-resolution and high accuracy. We accomplished this goal using a dynamic structure, including a random forest and two deep neural networks. We obtained an average of 81% accuracy for the whole Fig. 2 . The effect of threshold on the accuracy (left) and accuracy versus the percentage of reported users' home (right) population, which is higher than the state of the art methods. More importantly, we obtained up to 92.6% accuracy for a subset of Twitter users by using DNN-C to prune some of the results. Our method offers a variety of applications the option of obtaining real-time home location data with fine spatial resolution.
One direction for future work is to use this technique in the applications mentioned earlier. Another direction is to increase the accuracy of the technique. For example, adding additional features could improve the accuracy of the algorithm.
