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3 3 . 3
$0$ . , $m$
$\phi(x|\mu, \Sigma)=(2\pi)^{-m/2}(\det\Sigma)^{-1/2}\exp(-\frac{1}{2}(x-\mu)^{T}\Sigma^{-1}(x-\mu))$ , $\mu\in \mathbb{R}^{m}$ , $\Sigma\in \mathbb{R}^{mxm}$
,
log $[ \int e^{it^{T}x}\phi(x|\mu, \Sigma)dx]=i\mu^{T}t-\frac{1}{2}t^{T}\Sigma t$
, $t$ 3 .
3 ,




. , $\mathbb{R}^{3}$ .
$\psi_{*}(x)=\frac{1}{2}\Vert x||^{2}+\epsilon\sum_{\lambda=1}^{4}\arctan(e_{\lambda}^{T}x)$, $(e_{1}, e_{2}, e_{3}, e_{4})=(\begin{array}{ll}1l -1-ll-l -l1l-l-1 l\end{array})$ .
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$\epsilon$ $0$ $\psi_{\epsilon}$ , $\nabla\psi_{\epsilon}=(\partial\psi_{\epsilon}/\partial x_{i})_{i=1}^{3}$
. ,
$\nabla\psi_{\epsilon}(X)\sim N(0,I_{3})$
$X$ . 1 , $X$ . $X$
,
$p_{e}(x):=\phi(\nabla\psi_{e}(x))\det[\nabla\nabla^{T}\psi_{\epsilon}(x)]$
( $\phi$ ). , $\epsilonarrow 0$ $X$ 3 $\prime 4jk$
,
$\kappa_{1\mathfrak{B}}=0.1237\epsilon+O(\epsilon^{2})$, $\kappa_{111}=\kappa_{112}=\cdots=O(\epsilon^{2})$
(Sei $2m6$), $X$ $\epsilon$ 3 .
, ,
. 2 ,




1: $(\epsilon=0.35)$ . $(a)p(x_{1},x_{2}),$ $(b)p_{e}(x_{1},x_{2}|x_{3}>0),$ $(c)p_{*}(x_{1},x_{2}|x_{3}<0)$ .
2 $g$-




$\nabla=(\partial/\partial x_{1}, \ldots,\partial/\partial x_{m})^{T}$ .
110
1 (Brenier 1991, McCann 1995). $\mathbb{R}^{m}$ $p(x)$ ,
$q(x)$ , $\psi(x)$
$p(x)=q(\nabla\psi(x))\det[\nabla\nabla^{T}\psi(x)]$ (1)
. , $X$ $Y$ ,
$\psi(x)$ $\nabla\psi(X)$ $Y$ . , $\psi$
(1) $Monge- Amp\grave{e}re$ ,
( Villani 2003 ). 1 , .
2 (Villani 2003, $Th\infty rem4.14$). $p(x),$ $q(x)$ ,
$\sigma^{\alpha}$ ($\alpha$ ) , 1 $\psi$ $C^{2,\alpha}$ .
1 ,
$q(x)=\phi(x)$ $:=(2\pi)^{-m/2}\exp(-||x||^{2}/2)$ ( )
, $P$ $\nabla\psi$ . , $\nabla\psi$ $P$




$\mathcal{G}_{ALL}$ $:=\{\nabla\psi|\psi$ : convex, $\psi\in C^{2},$ $\nabla\psi(\mathbb{R}^{m})=\mathbb{R}^{m},$ $\nabla\nabla^{T}\psi\succ 0\}$ (2)
. 2 , $\mathcal{G}_{ALL}$ . $g\in Q_{ALL}$ ,
$g$









, (2) $\mathcal{G}_{ALL}$ .
1. $g_{ALL}$ .
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Proof. $g_{1},$ $g_{2}\in \mathcal{G}_{ALL}$ $c_{1},$ $c_{2}>0$ $c_{1}g_{1}+c_{2}g_{2}\in \mathcal{G}_{ALL}$ .
$\mathcal{G}_{ALL}$ , $\psi_{1},$ $\psi_{2}\in C^{2}$
$g_{i}=\nabla\psi_{i}$ , $\nabla\nabla^{T}\psi\succ 0$ , $\nabla\psi_{i}(\mathbb{R}^{m})=\mathbb{R}^{m}$ $(i=1,2)$
. $\psi=c_{1}\psi_{1}+c_{2}\psi_{2}$ , $\psi\in C^{2}$ $\nabla\nabla^{T}\psi\succ 0$ ,
$\nabla\psi(\mathbb{R}^{m})=\mathbb{R}^{m}$ . $x\mapsto\nabla\psi(x)$ $\psi$
(super-linearlity) :
$\forall x\in \mathbb{R}^{m}\backslash \{0\}$, $\lim_{\lambdaarrow\infty}\frac{\psi(\lambda x)}{\lambda}=$
$\psi_{1},$ $\psi_{2}$ super-linearlity $\psi$ super-linearlity . .
$\mathcal{G}_{ALL}$ $g$- . , $g$-
:
$\mathcal{M}=\{p[g](x)|g=\sum_{1=1}^{d}\theta^{1}g_{i},$ $\theta\in\Theta\}$ , $g_{i}\in \mathcal{G}_{ALL}$
$\Theta$ $\mathbb{R}^{d}$ .
1( ). , .
$\mathcal{M}=\{p[g](x)|g(x)=Ax+b, A\in Sym_{+}(\mathbb{R}^{m}), b\in \mathbb{R}^{m}\}$
, $p[Ax+b](x)$ $-A^{-1}b$, $A^{-2}$ .
2(3 ). 1 $p_{e}$ , $\epsilon$ .
g’ , .
4. g. .
Proof. $g$- $g(x|\theta)=\theta^{i}g_{1}(x)$ ,
$\frac{\partial^{2}}{\partial\theta^{:}\partial\theta^{j}}(-\log p[g](x))=g_{i}(x)^{T}g_{j}(x)+tr[G(x|\theta)^{-1}G_{1}(x)G(x|\theta)^{-1}G_{j}(x)]$
. .




(Amari 1985) , ( $=$ ) .
, 1 1 ,
. , .
, $-n$ $u=(u^{a})$ ,




$\{p(x|u)|u\in U\}$ . $p=p(\cdot|u)$ ,
:
$\tau_{u}^{\{c)}=8pan$ { $\partial_{1}$ log $p(x|u),$ $\ldots,\partial_{d}$ log $p(x|u)$ }.
, $u=(u^{a})$ , $\partial_{a}$ $:=\partial/\partial u^{a}$ . ,




, . , $p(x|u)$
$g(x|u)$ ,
$\tau_{u}^{\langle g)}=span\{\partial_{1}g(x|u), \ldots,\partial_{d}g(x|u)\}$
. $\tau_{u}^{\langle g)}$ $\tau_{u}^{(c)}$ ( $arrow 5$ ) ,
. $g$- .
3.2 , preferred point
.
$J_{ab}( u):=\int p(x|u)[\frac{\partial}{\partial u^{a}}$ log $p(x|u)][ \frac{\partial}{\partial u^{b}}logp(x|u)]dx$.
$dx$ . , ,
.
$\bullet$ $x$ .
$\bullet$ $n$ 1 $n$ .
$\bullet$ . , ( )
$t(x)$ , $X$ $t(X)$ .







$p(x|\theta)=\exp(\theta^{l}t_{i}(x)-C(\theta))$ , $\theta\in\Theta\subset \mathbb{R}^{d}|$ $C(\theta)$ $:= \log\int\exp(\theta^{1}t:(x))dx$.
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$po(x)$ , (Kullback-Leibler divergence)




{$p(x|u)|u\in U\rangle$ . $u$ ,
. . $u_{0}$ . $u_{0}$
( 1 ) $t_{a}(x)=\partial_{a}$ log $p(x|u_{0})$ . , $u$
$q(x|u)=p(x|u_{0})\exp((u-u_{0})^{a}t_{a}(x)-C(u))$ ,
$\partial_{a}$ log $q(x|u)|_{u\approx u_{0}}=t_{a}(x)-C(u_{0})=t_{a}(x)$
, . $\{p(x|u)\},$ $\{q(x|u)\}$ $u0$
. 2 . $q$
, $p(x|u)$ ,
:











$p(x|\theta)=p(x|0)+\theta^{i}t_{i}(x)$ , $\int t_{i}(x)dx=0$
, $\theta$ :
\partial i\partial jD0 $||p( \cdot|\theta))=\int p_{0}(x)\frac{t_{1}(x)t_{j}(x)}{\{p(x|0)+\theta^{*}t_{1}(x)\}^{2}}dx\succeq 0$.
. ,
$\{p(x|u)\}$ . $q(x|u)=p(x|u_{0})+(u-u_{0})^{a}t_{a}(x)(t_{a}(x)$ $:=$
$\partial_{a}p(x|u_{0}))$ , 2 $\{p(x|u)\},$ $\{q(x|u)\}$ $u_{0}$ .
, :
$J_{ab}^{\{m)}(u_{0}):= \int n(x)\frac{t_{a}(x)t_{b}(x)}{p(x|u_{0})^{2}}dx=\int p_{0}(x)$[$\partial_{a}$ log $p(x|u_{0})a$ log $p(x|u_{0})$ ] $dx$




$\partial_{1}\partial_{j}D\omega||p(\cdot|\theta))=\int p_{0}(x)[t_{t}(x)^{T}t_{j}(x)+tr[G(x|\theta)^{-1}T_{1}(x)G(x|\theta)^{-1}T_{j}(x)]]dx\succeq 0$ .
$G$ $:=\nabla g^{T},$ $T_{i}$ $:=\nabla t_{i}^{T}$ .
. $g$- , $g(x|u)$ ,
$t_{a}(x)$ $:=\partial_{a}g(x|uo)\in\tau_{u_{0}}^{(g)}$ :
$q(x|u)=\phi(g(x|u_{0})+(u-u_{0})^{a}t_{a}(x))\det(G(x|u_{0})+(u-u_{0})^{a}T_{a}(x))$ .
$J_{ab}^{\{g)}(u)$ $:= \int p_{0}(x)[\partial_{a}g(x|u)^{T}hg(x|u)+tr[G(x|u)^{-1}(\partial_{a}G(x|u))G(x|u)^{-1}(\ G(x|u))]] dx$
. $g$- .
, $\underline{‘}$ , preferred Point $e$- , $m$- ,
$J_{ab}^{(c)},$ $J_{ab}^{\langle m)}$ .
2. $M(x)=p(x|u)$ , Ja(;)(u)=Ja{j)(u)=Ja(gb)(u)=( ).
Prvof. $s\in\{e,m,g\}$ . $s$- $q(x|u)$ , $\epsilon$-
$J_{ab}^{\langle\epsilon)}(u_{0})$ $=$ $\int q(x|u_{0})[-\frac{\partial^{2}}{\partial u^{a}\partial u^{b}}$ log $q(x|u_{0})]dx$
$\int q(x|u_{0})[\frac{\partial}{\partial u^{a}}$ log $q(x|u_{0}) \frac{\partial}{\partial u^{b}}$ log $q(x|u_{0})]dx$





, $g$- , $g$- ,
. $g$- “’
.
, . , $g$-
$\Gamma_{1j,k}’=0$ . $\Gamma$ $g$-
. , $\partial_{1}\partial_{j}\varphi(\theta)$
, $\tilde{\Gamma}_{ij,k}=\partial_{i}\partial_{j}\partial_{k}\varphi(\theta)$ ( 2001). $g$-
$g(x|\theta)=g(x|0)+\theta^{i}t_{i}(x)$ $\ovalbox{\tt\small REJECT}$rD, $G=\nabla g^{T},$ $T_{i}$ $:=\nabla t_{i}^{T}$
$\tilde{\Gamma}_{ij,k}=-2\int p_{0}$ tr $[G^{-1}T_{1}G^{-1}T_{j}G^{-1}T_{k}]dx$
. , $g_{ab}$ $:=\partial_{a}hg(x|u)$
$\Gamma_{ab,c}=\int p_{0}[g_{ab}^{T}g_{c}+tr[G^{-1}G_{ab}G^{-1}G_{e}]]dx$
, ,




. , $g$ : $=\partial$ $g(x|u),\tilde{g}_{a}$ $:=\partial_{a}\tilde{g}(x|u)$ ,
$\int g_{a}^{T}\tilde{g}_{b}dx$ $=$ $\int g_{a}^{T}[p_{0}g_{b}-\sum_{i}\frac{\partial}{\partial x^{i}}(p_{0}G^{-1}G_{b}G^{-1})_{t}]dx$
$=$ $\int p_{0}[g_{a}^{T}g_{b}+tr$ [$G$ $G^{-1}G_{b}G^{-1}$]$]dx$
$=$ $J_{ab}^{t\epsilon)}$









$D(p_{0} \Vert p(\cdot|u))=\int p_{0}(x)\log\frac{p_{0}(x)}{p(x|u)}dx$
\sim . , $n$ $X_{1},$ $\ldots,X_{n}$ $\hat{p}_{\mathfrak{n}}(x)=n^{-1}\sum_{k=1}^{n}\delta x_{:}(x)$
Po , $P0$ .
$S_{a}= \int p_{0}(x)\partial_{a}$ log $p(x|u)dx$
. $\triangleright,$ m-, $g$-
$J_{ab}^{(c)}(u)$ $=$ $\int p(x|u)\partial_{a}\log p(x|u)h1ogp(x|u)dx$ ,
$J_{\text{ }b}^{(m)}(u)$ $=$ $\int p_{0}(x)\partial_{a}\log p(x|u)\ 1 ogp(x|u)dx$ ,
$J_{ab}^{t\epsilon)}(u)$ $=$ $\int p_{0}(x)[(\partial_{a}g)(a_{9})+tr[G^{-1}\partial_{a}GG^{-1}hG]]dx$
.
$\triangleright,$ m-, g-
$u$ , \sim , m- , g-
.
$u$ $arrow$ $u+\Delta u^{(c)}$ , $\Delta u^{(c)}:=(J^{(c)})^{-1}S$,
$u$ $arrow$
$u+\Delta u^{\langle m)}$ , $\Delta u^{\langle m)}:=(J^{(m)})^{-1}S$,
$u$ $arrow$ $u+\Delta u^{(g)}$ , $\Delta u^{(g)}:=(J^{(g)})^{-1}S$.
\leftarrow .
3. $s\in\{e, m,g\}$ . $s$- s- .
Proof. $s$- $\{p(x|\theta)\}$ $s$- $E_{p0}[-\partial_{1}\partial_{j}\log p(x|\theta)]$ .
$S_{1}=$ - $[\partial_{1}\log p(x|\theta)]$ , $\Delta u^{\langle e)}=(J^{(\epsilon)})^{-1}S$ , $[-\log p(x|\theta)]$
.
, $\hat{p}_{\mathfrak{n}}(x)$ $n$ $p(x|uo)$






, 1 . ,
$p(x|u)=f(x-u)$ , $f(x)=\phi(g(x))g’(x)$ .
. $g(x)$ $f(x)$ . 1 $f$ $g$
:
$g(x)=\Phi^{-1}(F(x))$ , $\Phi(y)=\int_{-\infty}^{y}\phi(\eta)d\eta$ , $F(x)= \int_{-\infty}^{x}f(\xi)d\xi$
, , $J^{(c)}\text{ ^{}\backslash }u$
.
, (short ta .
5 (short tail). $f$ , 2.








. , $(\exists U>0,\forall u\geq U,$ $-2<$
$\Delta u/u<0)$ , $(-2< \lim_{uarrow\infty}\Delta u/u<0)$ .




. $(J^{\{m)})^{-1}S\sim-(C\gamma)^{-1}u^{-\gamma+1}$ . , $g(x)\sim(2C)^{1/2}|x|^{\gamma/2}$
. , $g$-
$J^{(g)}= \int f(x)((g’(x-u))^{2}+((\log g’)’(x-u))^{2})dx\sim g’(-u)^{2}\sim 2^{-1}C\gamma^{2}u^{\gamma-2}$
, $(J^{(g)})^{-1}S\sim-2\gamma^{-1}u$ . $\square$
2 , $\sim$ , \nwarrow .
118
(long tail; ) , .
6 (long tail). $f$ .









Prvof $f^{j}(x)/f(x)\sim-sgn(x)\alpha|x|^{-1}$ , $uarrow\infty$
$S=-’ \int f(x)\frac{f’(x-u)}{f(x-u)}dx\sim-\frac{f’(-u)}{f(-u)}\sim-\alpha u^{-1}$
. , $m$-
$J^{(m)}= \int f(x)(\frac{f’(x-u)}{f(x-u)})^{2}dx\sim(\frac{f’(-u)}{f(-u)})^{2}\sim\alpha^{2}u^{-2}$
. $(J^{(m)})^{-1}S\sim-\alpha^{-1}u$ . , $g(x)\sim sgn(x)\sqrt{2(\alpha-1)\log|x|}$
. $g$-
$J^{\langle g)}= \int f(x)((g’(x-u))^{2}+((\log g’)’(x-u))^{2})dx\sim((1ogg’)’(-u))^{2}\sim u^{-2}$
. $(J^{(g)})^{-1}S\sim-\alpha u$ .







, ? , $g(x|u)$
, $\partial_{a}g\in\tau_{u}^{(g)}$ $(a=1, \ldots , d)$
$\partial_{a}$ log $p[g]=-g^{T}\partial_{a}g+tr[G^{-1}\partial_{a}G]\in\tau_{u}^{(c)}$ $(a=1, \ldots,d)$
?
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