In this paper, we propose an ameliorated physically-based rain rate estimation algorithm for semi-arid regions using the Rayleigh approximation. The proposed algorithm simultaneously uses the reflectivity and the specific differential phase to provide an accurate estimation for both small and large rain rates. In order to validate the proposed estimator, simulated polarimetric rain rate data based on a dual approach, referring to both physical and statistical models of the rain target, are used. Moreover, experimental radar data (the same as used in Matrosov et al., 2006) taken in light to moderate stratiform rainfalls with rain rates varying between 2 and 15 mm h −1 were collected as part of the GPM pilot experiment. It is shown that the proposed algorithm for rain rate estimation based on the full set of polarimetric radar measurements agree better with in situ disdrometer ones.
Introduction
The rain rate is not a direct measurement of weather radars and it must be estimated from echoes of the rain events (Atlas, 1964) . In the literature, many physically-based algorithms for rain quantification have been proposed Ulbrich, 1977, 1990) . These algorithms are based in one or more measurable parameters as the reflectivity or the specific differential phase shift. Most algorithms lose accuracy either as the rain rate increases or as it decreases (Bringi and Chandrasekar, 2001; Seliga and Bringi, 1976) . In semi-arid regions as the south of Spain or Tunisia more rain events are either very light or very strong, changing from some mm h −1 up to 200 mm h −1 .
Correspondence to: R. Abdelfattah (riadh.abdelfattah@supcom.rnu.tn) It is the purpose of this paper to develop an algorithm that presents good behavior on both extremes of the rain rate range for its application in semi-arid regions. S-band radars, that allow assuming Rayleigh scattering, will be considered.
The final algorithm will be tested with simulated data. For the data simulations, a "real-like" weather data generator has also been developed that generates the data with the desired statistics from the physical properties of the rain drops.
The paper is organized as follows. The first part is dedicated to the theoretical design of the new rain rate estimation algorithm. Then the principle of the proposed "life-like" weather data generator is described. Finally, the new rain rate estimation algorithm is tested and validated using generated data.
Theoretical considerations
In this section we present the radar measurements used in polarization diversity radar for estimating rainfall rate with respect to the rain drops characteristics. Thus, we first describe widely used empirical models for the shapes, sizes, and velocities of rain drops. Then we present the reflectivity, the differential reflectivity, and the specific differential phase as well as their Rayleigh approximations.
Rain drop characteristics
The shapes of raindrops have been extensively studied theoretically (Green, 1975; Beard and Chuang, 1987) and experimentally in wind tunnels (Pruppacher and Beard, 1970) , and in natural rainfall using aircraft probes (Chandrasekar et al., 1988; Bringi et al., 1998) . The experimental results were fairly consistent with the theoretical results cited in the previous works. All of the above studies show that the shape of raindrops can be approximated by an oblate spheroid, described with an axis ratio (b/a) and equivolumetric spherical Published by Copernicus Publications on behalf of the European Geosciences Union.
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A. Elmzoughi et al.: Optimal rain rate estimation algorithm diameter D, where a and b are the major and the minor axes of the drop, respectively. A commonly used approximation relating the axis ratio of a raindrop to the diameter is given by Pruppacher and Beard in Pruppacher and Beard (1970) :
The drops sizes are characterized by their Drop Size Distribution (DSD), which represents the number of drops that have the same equivolume diameter D in mm located in a volume of 1 m 3 (Marshall and Palmer, 1948; Laws and Parsons, 1943 ). Ulbrich suggested the use of the gamma distribution for representing rain DSD in Ulbrich (1983) :
The gamma DSD with three parameters (N 0 , µ, and ) is capable of describing a broader range of raindrop size distributions than an exponential distribution. However, for reasons of unit normalization, a new form of the DSD was proposed during the design of the previous rain rate estimation algorithms:
where f (µ) is a function that varies slowly with µ, D 0 = (3.67+µ)/ is the median volume diameter in mm, and N w is given by:
The terminal velocity is the speed of the falling drop measured at sea level (Atlas et al., 1973) . It depends not only on the raindrop diameter, but also on atmospheric pressure, humidity, and temperature. A useful experimental formula for terminal velocity proposed by Atlas and Ulbrich in Atlas and Ulbrich (1990) is:
where V designates the velocity and D is always in mm.
Polarimetric weather radar measurements
The reflectivity factor at horizontal and vertical polarizations noted, respectively, Z hh and Z vv can be expressed based on the drops backscattering amplitudes as (Bringi and Chandrasekar, 2001; Oguchi, 1983) :
where λ is the radar wavelength, K = (ε r − 1)/(ε r + 2) with ε r the water dielectric factor S hh and S vv are, respectively, the horizontal and vertical backscattering amplitudes. For an "Sband" (λ = 10 cm) radar, rain drops, whose diameter ranges typically between a fraction of a millimeter and 5 mm, act as Rayleigh scatterers. In this case, |S hh | 2 and |S vv | 2 can be approximated as follows (Bringi and Chandrasekar, 2001) :
where C h,v is a constant that depends on the polarization stat. Thus, using this approximation and evaluating the integral, the reflectivity Z (refering either to Z hh or Z vv ) can be expressed as:
where F Z (µ) is a function that varies slowly with µ. Following Bringi and Chandrasekar (2001) , the specific differential phase can be expressed as:
where f h and f v are the forward-scattering amplitudes at horizontal and vertical polarizations, respectively. Re[] refers to the real part of a complex number. f h and f v can be analytically approximated in the Rayleigh domain (Bringi and Chandrasekar, 2001) . Using these approximations, K dp can be expressed as:
where W is the rain water content defined as (the water volemic mass ρ w was supposed to be equal to 1 g cm −3 and λ is in m):
and D m = (4 + µ)/ is the mass weighted diameter of the rain drops in mm. The differential reflectivity is defined as the quotient of the horizontal and vertical reflectivities:
By evaluating Z hh and Z vv , it is easy to prove that Z dr is independent from N w (Bringi and Chandrasekar, 2001 ). Thus, a microphysical link can be found between Z dr , D 0 , and D m since all of them depend only on µ and λ. Regressions made in Bringi and Chandrasekar (2001) show that: 
The rain rate estimation
In the still-air, the rain rate is given by Bringi and Chandrasekar (2001) , Doviak and Zrnic (1993) as:
where v(D) is the terminal drop velocity in m s −1 and D in mm. Replacing v(D) by its approximation in Eq. (5) and evaluating the integral leads to the following relation:
where F R (µ) is a function that varies slowly with µ. By doing the same with the water content defined in equation (11), we can also prove that:
where F w (µ) is a function that varies slowly with µ. Starting from Eqs. (15) and (16), the rain rate and the water content can be related by the following expression:
3 The developed adapted rain rate estimation algorithm
Mathematical development
Separate use of the reflectivity Z or the specific differential phase K dp leads to the design of rain rate estimation algorithm that provides accurate results for either light or heavy rain rates. This can be explained by the systematic errors in Z-based relations that lead to important estimation variabilities, especially for heavy rain rates and by the measurement errors in the K dp estimation, which can not be accurately estimated for light rain rates ). Thus, in order to design a rain rate estimation algorithm adapted simultaneously to light and heavy rain rates, the reflectivity Z and the specific differential phase K dp must be used together. Several authors have already proposed algorithms that use several polarimetric parameters, see for examples Matrosov et al. (2002) , Ryzhkov et al. (2005) , Giangrande and Ryzhkov (2008) . Obtained algorithms are usually very sensitive to the measurements errors since these errors are amplified due to the large power coefficients of Z, Z dr , and K dp . In order to overcome this problem, a new variable has been introduced that expresses the degree of substitution of D m or D 0 during the design of the algorithm. This led automatically to introduce Z dr as a third input to the proposed algorithm in order to substitute the remained part of D m or D 0 . This new degree of freedom is then judiciously chosen so as to mitigate at maximum the effects of variabilities in N w (which leads to minimization of systematic errors effects) and to obtain powerless algorithms (which leads to minimization of measurement errors effects). Exact mathematical development of the proposed estimation algorithm is presented in the following section.
In this work, the wavelength is fixed to 0.1 m. However, general conclusions stay true for larger wavelengths since Rayleigh approximation is verified. Replacing W in Eq. (10) by its expression in Eq. (17) and λ by its value, K dp can be expressed as:
The conventional K dp -based rain rate estimation algorithms rise directly from the above relation. On the other hand, by combining Eqs. (8) and (15), it can be proved that:
Remembering that the median volume diameter D 0 = (3.67+µ)/ and that the mass weighted diameter of the rain drops D m = (4 + µ)/ , it can be easily inferred that D 0 and D m are very close. Regressions made on real data in Bringi and Chandrasekar (2001) show that:
Thus, Eq. (19) can be rewritten as:
Now a new degree of freedom x is introduced in the power of the mass weighted diameter D m . Thus, Eqs. (18) and (21) can be respectively expressed as follows:
and
Finally, by substituting D m in Eq. (22) using Eq. (23), a new x-parameterized relation can be designed: 
Considering the fact that both D m and Z dr depend on the same DSD parameters in the Rayleigh approximation, a simple relation can be obtained between these two parameters. namely:
where the coefficients a and b depend on the region and season and must be estimated from a measurement database.
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Finally, if the power of N w is near to zero, the above result can be further refined by a family of R(Z,K dp ,Z dr )(x) estimators of the rain rate of the form:
Now, it will be of interest to look for a value of x that not only guaranties an absolute value of zero near power in N w , but also powerless coefficients in Z and K dp in order to mitigate the total error effects.
Optimization of the proposed algorithm
Given that the mitigation of the total error of the proposed algorithm is possible through the simultaneous minimization of power coefficients' modules of N w , Z and K dp . This problem can be considered as a minimum square minimization problem and it is equivalent to minimize the sum of the square of power coefficients of these measurements. So, a minimization criterion J can be designed as follows: Study of the minimization criterion shows that it presents an absolute minimum for x ≈ −0.9 as shown in Fig. 1 . Evaluating power coefficients for x = −0.9 leads to a power of −0.072 for N w term, a power of 0.56 for Z and a power of 0.50 for K dp . It is clear that the power coefficient of N w is close to zero. Also, powers coefficients of Z and K dp are less than the unity, which traduce a powerless relation between R, Z, and K dp . Consequently, use of the found value of x leads to minimize both systematic error effects (through minimizing N w power coefficient) and measurement error effects (through minimizing the Z and K dp power coefficients).
The proposed real-like polarimetric weather radar measurements generator
In this section a "real-like" weather radar data generator using the Rayleigh approximation is developed.
General description of the proposed simulator
The proposed simulator is based on a three step approach (Ryzhkov et al., 2005) . The first step consists of adopting a physical model of the rain drops which takes into account not only the Drop Size Distribution (DSD) presented in Sect. 2.1, but also the Drop Orientation Distribution. In the second level, we adopt a statistical model that consider the radar rain returns as realizations of a multivariate Gaussian random variable. Finally, the outputs of the physical model are used as inputs of the statistical one according to the Ergodicity principle in order to generate the "real-like" data. The proposed simulator is highly modular, allowing the emulation of a wide variety of the rain physical processes thanks to its great flexibility in fixing the starting physical properties of the rain drops and the geometrical configuration of the radar. Also, it is envisageable to implement additional modules in the simulator, such as the Mie and the T -Matrix approximations and the Doppler radial winds modules. An extension of the proposed simulator to the 2-D case is published in Elmzoughi et al. (2007) .
The physical model
Besides the shape, the size distribution, and the velocity of the rain drops presented in Sect. 1, the considered physical model describes the geometrical configuration of the rain drop when the spheroid symmetry axis is oriented along ON with angles θ b and φ b . The angle between the incident direction OI and ON is ψ. QT is the projection of ON onto the plane of polarization of the incident wave. QV is the projection of OZ onto the plane of polarization of the incident wave. The canting angle is the angle measured clockwise between the line segments QV and QT , β = V QT . The orientation of the symmetry axis of a particle can be completely described by the couple (ψ(relevant for scattering), β(relevant for canting)) since they are not relative to the choice of the XYZ system. Several authors, notably McCormick and Hendry (McCormick and Hendry, 1979) , have assumed that the PDF (Probability Density Function) of β is a symmetric distribution. Oguchi has assumed that β and ψ are normal distributed and that β, ψ and D are independent (Oguchi, 1983) . Here, Oguchi's model has been adopted. Simulated radar measurements (Z hh ,Z vv ,K dp ,Z dr ,...) Fig. 2 . The block diagram for the principle of the proposed data generator.
The statistical model
It is widely accepted by the meteorological community (Bringi and Chandrasekar, 2001 ) that the scattering vector X = (S hh ,S hv ,S vv ), X can be modelled as having a multivariate complex Gaussian distribution:
where C is the complex covariance matrix, T indicates the complex conjugate, and | · | is the determinant.
Ergodicity principle and polarimetric data generation
It was shown in Bringi and Chandrasekar (2001) and Tough et al. (1995) that the radar returns from a distributed target verify the ergodicity property. Thus, the time-average is equal to the ensemble average of the radar returns, and the time covariance matrix can be expressed as an ensemble-average covariance matrix. So, considering the physical model described below, time-statistics can be obtained by averaging over both the DSD and the orientation distribution. From an electromagnetic point of view (Guifu et al., 2001) , the scattering amplitudes of a fixed rain drop whose orientation is described by the couple (ψ,β) verify the following relations:
where A , B, C, D, and E depend only on the orientation (ψ,β) of the drop, and f a and f b are the complex backscattering amplitudes corresponding respectively to the horizontal and vertical polarization in the principal plane (⊥ to the propagation direction). They depend on the microphysical properties of the drop, namely the size and the dielectrical constant of the water. In the Rayleigh approximation, they can be analytically computed. Moreover, they can be approximated as
where α a , β a , α b , and β b are adjusted following the water activity (stimulating radar wavelength and water temperature), and D is the drop diameter. Now, let < X >= (< S hh >,< S hv >,< S vv >) be the average scattering vector. Given that ψ, β and D are independent, it is easy to prove that:
where the upperline designates the averaging over orientation and <> is averaging over the (DSD). In order to take into account the propagation effects, propagation constants γ h and γ v can be analytically computed using the Oguchi solution presented in Oguchi (1983) . Finally,
Elements of the ensemble-average covariance matrix C can be computed in the same way. Once physical statistics are computed, radar returns are generated as a limited number of realizations of a multivariate Gaussian variable following the statistical model and according to the ergodicity principle. Then the covariance matrix is estimated from the generated scattering vector. From the estimated covariance matrix the principal radar measurements namely the horizontal and vertical reflectivities Z hh and Z vv , the differential reflectivity Z dr and the differential phase shift φ dp from which is estimated K dp are estimated. Diagram in Fig. 2 summarizes the principle of the proposed data generator.
Simulation and result analysis
The simulation process consists of three parts. The first one is dedicated to test and validate the proposed data generator. In the second part, different physically-based rain rate estimators are compared. Finally, a rigorous error structure analysis is performed. A dimilar simulation and result analysis with a different approch is given in (Giangrande and Ryzhkov, 2008) .
Validation of the proposed "real-like" polarimetric data generator
A range profile consisting of 200 range gates of depth r = 100 m has been generated. Homogeneity has been assumed for 20 consecutive gates (by invoking the ergodicity principle, the time mean and covariance matrix, of vector X, are equal for each range gate and could be evaluated as done in the previous section given the physical properties of the drops). The wavelength was fixed to 10 cm; the temperature to 10 • C. The distribution of ψ was N (90
• ,4
• ) and the distribution of β was N (0 • ,4 • ). The DSD parameters N w , D 0 , and µ are fixed independently in the ranges presented in Table 1 (Ulbrich, 1983) , allowing rain rates between 0 and 200 mm h −1 . However, we had taken into account only usual rainfall rates in semi-arid regions. The number of samples for every range gate is 16. Starting from these physical parameters, "real-like" radar returns were generated from which the "real-like" Z hh , Z vv , Z dr , and φ dp were deduced. Figure 3 shows the obtained results. Figure 3a , b, c, and d represent, respectively, the horizontal reflectivity Z hh , the vertical one Z vv , the differential reflectivity Z dr , and the differential phase shift φ dp obtained using the proposed simulator. These figures show that the real measurements appear as the sum of the exact physical measurements and a random noise. This noise results from the fact that the rain is a time-varying and distributed target. Indeed, we can verify that the real-like reflectivities range between 0 and 60 dBz and the differential reflectivity ranges between −1 and 4 dB, which are very well known intervals for the rain target (Bringi and Chandrasekar, 2001) . Also, the reflectivities are highly correlated in accordance with results in the literature, which indicates that the correlation factor for rain targets is over 0.97. Finally, it is important to remark that the specific differential phase K dp , which is obtained as the slope of a local linear regression made on the differential phase φ dp , will be very noisy for small values due to the noise resulting from the scattering differential phase. To avoid this problem, a smooth version of φ dp is used to estimate K dp .
Consequently, results obtained by the proposed simulator behave as real measurements and can be used as a laboratory realistic tool to validate and compare rain rate estimation algorithms. In order to keep an acceptable spatial resolution and to guarantee a good denoising of φ dp , the smoothing is performed by averaging along every 5 consecutive range gates.
Rain rate estimation physically-based algorithms comparison
In order to evaluate the performance of the adopted technique, the R(Z), R(Z,Z dr ), R(K dp ), and R(K dp ,Z dr ) algorithms have been considered for comparison. These algorithms follow a power law relation as shown in Table 2 (coefficients were computed by performing non linear regressions). These results are roughly similar to those obtained for X-band radar by Matrosov et al. (2002) . Then corresponding coefficients can be estimated by performing non linear regressions. The least square algorithm described in Marquardt (1963) is used for that. In order to ensure good fittings, initialization of the regression algorithm is very important. Multiplicative coefficients a, which depend on both N w , and µ for all the algorithms, were initialized by averaging over these two parameters. The power coefficientsnamely b, c, and d -were initialized to their theoretical values. Simulated data is now used as input to the least square non linear algorithm. Table 2 summarizes results for fitting estimated rain rate and exact real rate. It shows initialization and fitted values of the different algorithms coefficients. After determining the parametrization coefficients, the rain rate was estimated with every algorithm using the generated radar data. Figure 4 shows scatter plots of estimated rain rate obtained using (a) R(Z), (b) R(Z,Z dr ), (c) R(K dp ), (d) R(K dp ,Z dr ), and (e) R(Z,K dp ,Z dr ) versus the exact rain rate computed from the known microphysical DSD properties. Figures 4a  and 4b show that Z-based algorithms present large deviations for rain rates over 50 mm h −1 . This deviation is about 30 % for the R(Z) algorithm and about 25 % for the R(Z,Z dr ) algorithm. However, they give good results for lower rain rates. On the other hand, from Fig. 4c and d , it is clear that R(K dp ) and R(K dp ,Z dr ) present very large errors for small rain rates, though they provide good results for rain rates over 50 mm h −1 with errors under 15 %. Figure 4e presents the results corresponding to the proposed method. In this case, deviation errors are under 20 % for all rain rates.
In order to further validate this result, a cumulative rain rate estimation test was performed. A rain event of two hours has been simulated. The rain rate was supposed to change every 15 min, taken successively for the following values: 6, 22, 62, 87, 100, 120, 160, and 200 mm h −1 . A radar dwell time of 3 min has been assumed, which leads to 5 measurements for every rain rate value. Figure 5 shows the obtained results. We can deduce that all the existing algorithms give a slight overestimate relative to the exact rain accumulation. 67.47 R(K dp ,Z dr ) R = aK b dp Z c dr b 1.16 0.97 c −2.54 −1.88 a 2.6 1.79 R(Z,K dp ,Z dr ) R = aZ b K − dp c Z d However, Fig. 5e shows that the proposed algorithm performs better in terms of the peak accumulation. Moreover, the different given rain rate estimation algorithms were tested on radar data taken in light to moderate stratiform rainfalls with rain rates varying between 2 and 15 mm h −1 . The data were collected by Matrosov et al. (2006) , using experimental DSDs that were recorded by an impact Joss-Waldvogel disdrometer (JWD) deployed at the Boulder Atmospheric Observatory (BAO) during June of 2004. Thus, we got, Z, Z dr , and K dp at S-band for experimental DSDs. The corresponding in-situ rain rates were acquired using the Colorado State University-University of Chicago Illinois State Water Survey (CSU-CHILL) radar. Two test sites were considered: the first one is located at BAO (6.5 km from the NOAA radar and 54.5 km from CSU-CHILL), and the second one at the University of Colorado's Platteville (PLT) observatory (27.8 km from the NOAA/ESRL radar and 30.4 km from CSU-CHILL). The considered coefficients for the rain rate expressions are those published in Bringi and Chandrasekar (2001) . The numerical application in this case is given in Fig. 6a and b . The empirical results confirm the simulated ones. In fact, the rain rates estimated with the developed approach (based on the full set of polarimetric radar measurements) performs optimally.
The performance of the different rain rate estimation algorithms was quantitatively evaluated through the rainfall rate bias (computed as the absolute difference between the estimated rainfall rate and the closest measured one in time). Figure 6c and d illustrate, respectively, rainfall rate bias over BAO and PLT for the different algorithms. It can be seen that there is a good agreement with theory. In fact, over a rainfall rate of 8 mm h −1 , the K dp -based rain rate estimation algorithm performs better than the Z-based ones. Thus, in Fig. 6d the third measured sample, corresponding at around 22:40 UTC on 17 June over PLT, is an inflection point of the bias curve, as the three next measured samples have rainfall rates over 8 mm h −1 . Moreover, the optimality of the R(Z,K dp ,Z dr ) algorithm is confirmed, considering both cases of heavy and light rain. In fact, the bias red curves in Fig. 6c and d are always in the middle with respect to the bias green curves (computed for the Z− based algorithms) and the blue ones (computed for the K dp −based algorithms).
Estimation error analysis
Now, let R be the generic estimator from one of the five algorithms. Following Chandrasekar et al. (1993) , the fluctuations of the errors in R regarding the rain rate R can be written as:
where p represents errors due to the parametric form of R, m represents errors due to the measurements, and t represents the total error. Simulations are performed in order to compute the normalized averages of t , which represents the estimation algorithms biases as well as the normalized standard deviations σ ( t )/R, σ ( p )/R and σ ( m )/R for every algorithm. Monte Carlo simulations were performed in which the experience was repeated 150 times in order to obtain 150 rain rate estimate for every range gate. From these realizations, the biases and the standard deviations were computed. Normalization is performed in order to make obtained values more understandable since they can be interpreted as a percentile of errors. Firstly, different σ ( t ) are computed 
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from simulated real-like data. Then σ ( p ) are computed using simulated exact (only physically-based) data, and σ ( m ) are deduced from: Figure 7 shows the biases obtained for the different algorithms. As expected, the K dp -based algorithms present very high biases for low rain rates, and very low biases for high rain rates. However, the Z-based algorithms as well as the proposed one present acceptable results in both high and low rain rates.
In Bringi and Chandrasekar (2001) , the expressions for relative bias error is given for the different existing rain rate estimation algorithms (R(Z), R(Z,Z dr ), R(K dp ), and R(K dp ,Z dr ). In order to operate an inter-comparison with the Bringi formulas, the retrieval error for the adopted technique is developed. Using perturbation analysis and Eq. (27) we deduct the variance of m of R(Z,K dp ,Z dr ) as,
As K dp is estimated over a path (say, L = N r), the evaluation of the relative bias error of the rain rate (R(Z,K dp ,Z dr )) have to be computed for a fixed path length. Thus, we considered the same numerical application as given by Bringi (Bringi and Chandrasekar (2001), in Sect. 8.3.3) : the standard error in the measurement of reflectivity is 0.8 dB, error in the measurement of Z dr , L = 3 km and r = 0.15 km. The variance of Z is also reduced by a factor of √ N. Figure 8 shows the obtained standard deviations, respectively, for (a) R(Z), (b) R(Z,Z dr ), (c) R(K dp ), (d) R(K dp ,Z dr ), and (e) R(Z,K dp ,Z dr ). Again, these plots confirm the good behavior of the proposed method, since it provides an acceptable standard deviation for light rain rates. Also, it provides good standard deviations for heavy rain R(K dp ), (c) R(Z,Z dr ), (d) R(K dp ,Z dr ), (e) R(Z,K dp ,Z dr ). Figure 7 Obtained biases for the physically-based rain rate estimation algorithm.
rates. So, the proposed method presents a very interesting tradeoff, allowing good rain rate estimates simultaneously for both light and heavy rain.
Conclusions
A rain rate estimation algorithm adapted for regions with light and heavy rain has been presented, assuming a well calibrated radar. It is based on Z dr , Z, and K dp measurements. A "real-like" weather radar generator has also being introduced. This rain signals simulator is based on both statistical and physical modes. Thus, using the ergodicity principle, it makes possible the generation of "real-like" radar data starting from fixed physical properties of the drops. Simulations made with generated data show that the proposed one performs well for both light and heavy rain rates compared to other algorithms. These results were also validated through in-situ data. The data were collected by Matrosov et al. (2006) , using experimental DSDs that were recorded by an impact Joss-Waldvogel disdrometer (JWD) deployed at the Boulder Atmospheric Observatory (BAO) during June of 2004. Thus, we got Z, Z dr , and K dp at S-band for experimental DSDs. The corresponding in-situ rain rates were acquired using the Colorado State University-University of Chicago Illinois State Water Survey (CSU-CHILL) radar. Two test sites were considered: the first one is located at BAO (6.5 km from the NOAA radar and 54.5 km from CSU-CHILL), and the the second one at the University of Colorado's Platteville (PLT) observatory (27.8 km from the NOAA/ESRL radar and 30.4 km from CSU-CHILL).
Appendix A Covariance matrix elements computations
The model supposes that ψ and β are independent and follow, respectively, N (ψ 0 ,σ ψ ) and N (β 0 ,σ β ). This means that the rain target verifies a reflection symmetry around the axis defined by the couple of angles (ψ 0 , β 0 ). In these conditions, the off-diagonal covariance matrix are zeros and the remaining elements are given by:
where the < ··· > represents the integration over drop size, and ··· represents the average over orientation. Remember 
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that it was assumed that orientation and particle size distributions are independents. The model supposes that ψ and β are independent and follow, respectively, N (ψ 0 ,σ ψ ) and N (β 0 ,σ β ). So, the values of A 2 ,AB, AC, AD, B 2 , BC, BD,C 2 , CD, and D 2 can be easily evaluated using the following relationships: 
If we suppose that:
we have: 
Given that f a and f b are real then it follows:
< |f a | 2 > = < f a f a > = N 0 α 2 1 −(2β 1 +µ+1) (2β 1 + µ + 1) < |f b | 2 > = < f b f b > = N 0 α 2 2 −(2β 2 +µ+1) (2β 2 + µ + 1) (A5)
