Abstract-We develop a new method for showing the optimality of the Gaussian distribution in multiterminal information theory problems. As an application of this method we show that Marton's inner bound achieves the capacity of the vector Gaussian broadcast channels with common message.
I. INTRODUCTION
Channels with additive Gaussian noise are a commonly used model for wireless communications. Hence computing the capacity regions or bounds on the capacity regions for these classes of channels are of wide interest. Usually these bounds or capacity regions are represented using auxiliary random variables and distributions on these auxiliary random variables. Evaluations of these bounds then become an optimization problem of computing the optimal auxiliary random variables. In several instances involving Gaussian noise channels, it turns out that the optimal auxiliaries and the inputs are Gaussian. However proving the optimality of Gaussian distributions is usually very cumbersome and involves certain non-trivial applications of the entropy-power-inequality(EPI), a non-trivial result in itself.
For the two-receiver vector Gaussian broadcast channel with private messages, the capacity region was established [1] by showing that certain inner and outer bounds coincide. This argument was indirect and hence the approach has been hard to generalize to other situations, including the common message case. In the following sections we develop a novel way of proving the optimality of Gaussian input distribution for additive Gaussian noise channels. There are many potential straightforward applications of this new approach which will yield new results as well as recover the earlier results in a simple manner. For the purpose of this article, we will restrict ourselves to two-receiver vector Gaussian channels. Remark 1. Due to page limitation, we are unable to do a proper justice to the proofs; the full version is in arXiv [2] .
A. Preliminaries
Broadcast channel [3] refers to a communication scenario where a single sender, usually denoted by X, wishes to communicate independent messages (M 0 , M 1 , M 2 ) to two receivers Y 1 , Y 2 . The goal of the communication scheme is to enable receiver Y 1 to recover messages (M 0 , M 1 ) and receiver Y 2 to recover messages (M 0 , M 2 ); both events being required to occur with high probability. For previous work one may refer to Chapters 5, 8, and 9 in [4] .
A broadcast channel is characterized by a probability transition matrix q(y 1 , y 2 |x). The following broadcast channel is referred to as the vector additive Gaussian broadcast channel
In the above X ∈ R t , G 1 , G 2 are t × t matrices, and Z 1 , Z 2 are Gaussian vectors independent of X.
A product broadcast channel is a broadcast channel whose transition probability has the form q 1 (y 11 , y 21 |x 1 ) × q 2 (y 12 , y 22 |x 2 ). A vector additve Gaussian product broadcast channel can be represented as
In the above Z 11 , Z 12 , Z 21 , Z 22 are independent Gaussian vectors, also independent of X 1 , X 2 .
Remark 3. In this paper we assume that all our channel gain matrices are invertible. Since the set of all matrices is dense (with respect to say, Frobenius norm) by continuity, our capacity results extend to non-invertible cases.
We present some simple claims regarding additive Gaussian channels which will be useful later.
Claim 1. Consider the following vector additive Gaussian product channel with identical components
Further let Z 1 , Z 2 be independent and distributed as N (0, I). DefineX
Proof: The proof is a trivial consequence of the fact that The proof can be found in full version [2] .
II. OPTIMALITY OF GAUSSIAN VIA FACTORIZATION OF CONCAVE ENVELOPES
We devise a new technique to show that Gaussian distribution achieves the maximum value of an optimization problem, subject to a covariance constraint. Though some of the results have been known earlier [5] , the technique presented here allows us to obtain much broader results.
The main idea behind the approach is to show that if a certain X (say zero mean) achieves the maximum value of an optimization problem, then so does (X 1 −X 2 ) have to be independent as well, which forces the initial distribution to be Gaussian, see Theorem 1 in [6] or the full version [2] . To show the first step we go to the two-letter version 1 of the channel, use a factorization property of the function involved and then Claim 1 to move from the pair X 1 , X 2 to
A. Example 1: Difference of mutual informations
Consider a vector additive Gaussian broadcast channel. For λ > 1 let the following function of p(x) be defined by
Further define
denote the upper concave envelope 2 of s λ (X). It is a straightforward exercise to see that
1 A two letter version of a channel q(y|x) is a product channel consisting of identical components q(y 1 |x 1 ) × q(y 2 |x 2 ).
2 The upper concave envelope of a function f (x) is the smallest concave
We also define S λ (X|V ) := v p(v)S λ (X|V = v) for finite V and its natural extension for arbitrary V .
For a product broadcast channel q 1 (y 11 , y 21 |x 1 ) × q 2 (y 12 , y 22 |x 2 ) let S λ (X 1 , X 2 ) denote the corresponding upper concave envelope. The following claim is referred to as the "factorization of S λ (X 1 , X 2 )".
Claim 3. The following inequality holds for product broadcast channels
S λ (X 1 , X 2 ) ≤ S λ (X 1 |Y 22 ) + S λ (X 2 |Y 11 ) ≤ S λ (X 1 ) + S λ (X 2 ).
For additive Gaussian noise channels if p(v|x
, then all of the following must be true 1)
Proof: For any p(v|x 1 , x 2 ) observe the following
Since equality holds all inequalities are tight. Hence Y 1 and Y 2 are conditionally independent of V implying that X 1 and X 2 are conditionally independent of V (Claim 1). Hence
This completes the proof. 1) Maximizing the concave envelope subject to a covariance constraint: Consider an Additive Gaussian Noise broadcast channel q(y 1 , y 2 |x).
Claim 4. There is a pair of random variables
Proof: Please see the full version, [2] . The goal of this section is to show that a single Gaussian distribution achieves V λ (K), i.e. we can take V to be trivial and X ∼ N (0, K ), K K. (This result is known and was first shown by Liu and Vishwanath [5] using perturbation based techniques. We use this here as a non-trivial illustration of our technique and then our final result in the next section is new.) Consider a product channel consisting of two identical components q(y 11 , y 21 |x 1 ) × q(y 12 , y 22 |x 2 ).
Notation: In the remainder of the section we assume that
In the above we take X v1 and X v2 to be independent random variables. Then the following hold:
Proof:
Here the first equality comes because p * (v, x) achieves V λ (K), the second one because (V 1 , X 1 ) and (V 2 , X 2 ) are independent. Equality (a) is a consequence of Claim 1, inequality (c) is a consequence of Claim 3, and the last inequality follows from the following:
and the definition of V λ (K). Since the extremes match, all inequalities must be equalities. Hence (b) must be an equality, p(ṽ,x, x ) achieves S λ (X, X ); and since (c) is also equality from Claim 3 we conclude thatX, X are conditionally independent ofṼ . Furthermore, we also obtain that p(ṽ|x) achieves S λ (x), which from the last inequality matches V λ (K). Similarly for p(ṽ|X ). As a consequence, X v1 , X v2 are independent random variables and (X v1 + X v2 ) , (X v1 − X v2 ) are also independent random variables. Thus (Theorem 1 in [6] ) X v1 , X v2 are Gaussians, say having the same distribution as X v ∼ N (0, K ). Since v 1 , v 2 are arbitrary, all X vi are Gaussians, having the same distribution as X v . Then
Hence we obtain the following theorem.
Theorem 1. There exists
Remark: Notice that we never used the precise form of S λ (X) but just used that the implications of Claim 3. In the next section we will define a new concave envelope that will also satisfy a condition similar to Claim 3, and then establish the optimality of Gaussian.
Proof: Clearly from Theorem 1 and definition of
On the other hand let X ∼ N (0, K − K ) be independent of X * . Note that X ∼ X + X * and
Hence proof completed.
B. A more complicated example
The function we considered in the previous section can be used to determine the capacity region of vector Gaussian broadcast channel with only private messages [5] . The function we consider in this section will enable us to determine the capacity region of vector Gaussian broadcast channel with common message as well (see Section III).
For λ 0 , λ 1 , λ 2 > 0 and for α ∈ [0, 1] (andᾱ := 1 − α) consider the following function of p(x) defined by
Further let T λ (X) := C(t λ (X))
denote the upper concave envelope of t λ (X). Note that
For a product broadcast channel q 1 (y 11 , y 21 |x 1 ) × q 2 (y 12 , y 22 |x 2 ) let T λ (X 1 , X 2 ) denote the corresponding upper concave envelope. The following claim is referred to as the "factorization of T λ (X 1 , X 2 )". Claim 6. When λ 0 > λ 1 + λ 2 the following inequality holds for product broadcast channels
For additive Gaussian noise broadcast channels if p(w, x 1 , x 2 ) realizes T λ (X 1 , X 2 ) and equality is achieved above then all of the following must be true 1) X 1 and X 2 are conditionally independent of W 2) W,
Proof: The proof is similar to proof of Claim 3 and is omitted. Details can be found in [2] . 
In the above we take X w1 and X w2 to be independent random variables. Then the following hold:
Proof: The proof is similar to proof of Claim 5 and is omitted. Details can be found in [2] .
As a consequence, X w1 , X w2 are independent random variables and (X w1 + X w2 ) , (X w1 − X w2 ) are also independent random variables. Thus (Theorem 1 in [6] ) X w1 , X w2 are Gaussians, say X w ∼ N (0, K ). Since w 1 , w 2 are arbitrary, all X wi are Gaussians, having the same distribution as X w . ThenV
Theorem 2. There exists
X * ∼ N (0, K ), K K such that V λ (K) = t λ (X * ). Corollary 2. If X ∼ N(0, K) then there exists X 1 * ∼ N (0, K 1 ) and an independent random variable X 2 * ∼ N (0, K 2 ), K 1 + K 2 = K K such that T λ (X) = t λ (X 1 * + X 2 * ) =V λ (K) and S λ 1 +λ 2 λ 1 (X 1 * + X 2 * ) = s λ 1 +λ 2 λ 1 (X 1 * ) = V λ 1 +λ 2 λ 1 (K 1 + K 2 ).
Proof: Clearly from Theorem 2 and definition ofV
Now splitting of X * into X 1 * , X 2 * is possible by Corollary 1.
III. THE CAPACITY REGION
Consider a vector Gaussian broadcast channel with common and private message requirements. Let C be the capacity region. Assume λ 0 > λ 1 + λ 2 . We will seek to maximize the following expression
Remark 5. The case of maximizing λ 0 R 0 +(λ 1 +λ 2 )R 1 +λ 2 R 2 can be dealt with similarly. On the other hand if λ 0 ≤ (λ 1 + λ 2 ) then it suffices to consider the private messages capacity region. Actually the setting λ 0 ≥ 2λ 1 + λ 2 can be deduced from the degraded message sets capacity region and this is also known; however this will be subsumed in our treatment. Hence the setting we are considering is the only interesting unestablished case.
In this section we consider the UVW outer bound [7] and Marton's inner bound [8] to the capacity region of the broadcast channel with private and common messages.
Bound 1 (UVW outer bound). The union of rate triples
forms an outer bound to the broadcast channel.
Denote this region as O.
Denote the region by Marton's inner bound as I. (see [2] for the description).
Impose a covariance constraint K on X and denote I K , C K , O K to be the corresponding inner bound, capacity region, and the outer bound respectively. Trivially we have
For any α ∈ [0, 1] observe that (from first, third, and fourth constraints of UVW outer bound)
For details on the manipulations, see [2] . We know that the first term is maximized when X ∼ N (0, K) andV λ (K) is achieved by t λ (X 1 * + X 2 * ) where
(X 1 * ). See Theorem 2 and Corollary 2. Now let
) be independent of X 1 * , X 2 * and let X = W * + X 1 * + X 2 * . Observe that this choice attains both maxima simultaneously. For conforming to more standard notation, let us call V * = X 2 * , thus X = W * + X 1 * + V * . Thus Now using dirty-paper-coding idea (see [2] ) choose Hence
Since the above holds for all α ∈ [0, 1], we have Proof can be found in full version [2] (and follows from a result in [9] ). Now using Marton's inner bound we can always achieve the triples: Hence Marton's inner bound and UVW outer bound match and further the boundary is achieved via Gaussian signalling.
IV. CONCLUSION
We developed a new method to show the optimality of Gaussian distributions. We illustrated this technique for two examples and computed the capacity region of the two-receiver vector Gaussian broadcast channel with common and private messages.
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