ABSTRACT Rail wear inspection is vitally important in the railway industry. Conventional methods mainly use manual or static measurements to detect rail wear, which are inefficient, imprecise, and unreliable. To improve the accuracy and efficiency of rail wear inspection, a dynamic detection system based on a revised fast global registration (RFGR) algorithm was employed. First, the framework for online detection of rail wear with multi-profile was put forward to reduce the influence of vibrations of individual sections. Second, the RFGR method was proposed by using a robust weight function to convert the non-convex registration model to a convex problem, and the Levenberg-Marquardt method was used to solve nonlinear least-squares systems robustly. Finally, the Hausdorff distance was introduced to visualize the distance between the wear profile and the reference profile after alignment. The experimental results demonstrated that the RFGR algorithm was more accurate, robust, and effective than iterative closest point (ICP), sparse ICP, Yi's sparse ICP, and the fast global registration algorithm. For actual wear detection, the proposed method was more efficient and robust for the online dynamic detection of rail wear when compared with the single-profilesection-based inspection method.
I. INTRODUCTION
Owing to the rapid development of high-speed railways, there has been an increase in both the speed of the trains (from 300 to 350 km/h) and passenger flow. These factors have resulted in serious wear of the rail surfaces. When trains run at high speed on rails with abnormal wear, problems can occur: passenger comfort is compromised, and the stability of the train can be affected, which could cause derailment in particularly bad cases. For these reasons, inspecting the rail wear online is particularly significant for daily maintenance and rail grinding.
Rail wear inspection methods can generally be divided into two categories: contact and non-contact methods [1] , [2] . Contact methods always use specific abrasion devices to measure the rail profile, which is ineffective and tedious. Non-contact methods use a laser profile sensor to generate a beam that measures the outline of a rail, based on the triangulation principle [1] - [4] . It has been used in railway system to detect the rail wear due to its low labor intensity, high degree of automation, and reliable test results [1] , [2] , [4] . But most of the existing methods need special calibrating procedure to registry the measured profile with the standard profile, which is complex, time costing and expensive [5] - [7] . Obtaining rail wear dynamically includes at least three steps. Firstly, the rail profile is measured by using appropriate sensors, and then the measured profile is compared to a standard rail profile by a matching algorithm. Finally, the actual wear can be ascertained from the difference in profiles. The second step is the core of rail wear inspection to reduce the calibration process and the price of the equipment by using a precise, fast and robust matching algorithm.
Rail heads wear badly in harsh environments. This will introduce noise points when the laser sensor measures the profile, which has a negative effect on profile matching and can even cause registration errors. Universally, random sample consensus (RANSAC) or sample consensus initial alignment (SAC-IA) are adopted to obtain a rough estimate of the initial pose [8] - [11] , which is then refined by local registration such as the iterative closest point algorithm or its variants [12] - [15] . Many researches have been conducted on inspecting rail wear [1] , [3] , [14] , [16] . Wang et al. developed a laser displacement system to inspect rail section profiles [1] . Xiong et al. proposed an adaptive iterative closest point method based on a Kalman filter modal to detect rail defects [3] . Yi et al. adopted a Sparse ICP algorithm to match the unworn rail waist with a standard rail [4] . Nevertheless, pipelines which find the optimal solution by the least square method are computationally expensive, and the efficiency of querying corresponding points is so low that the calculation is time consuming. In the process of local refinement, such algorithms can easily find the local optimal solution, but are unable to obtain a global optimal solution once noise points are selected [12] , [17] , [18] . This will result in a poor matching result, while the initial pose is not satisfied. Dior et al. [19] proposed 4-Points congruent sets for surface registration, and Yang et al. [20] combined ICP with a branchand-bound scheme. Go-ICP trimming, and other state of the art algorithms, are also widely used in 3D point clouds [21] to obtain global optimal results and ensure robustness. However, the computation efficiency is fairly low for the registration process, making it unsuitable for the extensive data generated from on-line rail wear detection.
Fast global registration (FGR) introduces an appropriately robust weight function, and utilizes the Gauss-Newton method to solve nonlinear least-squares problems. This does not need initial alignment or iterative local refinement, and the performance is relatively effective and robust [22] . Nevertheless, in terms of high-precision rail profile matching, the method is not ideal because the matching accuracy is not high enough (e.g., the precision of rail grinding should within 0.05mm). In this study, the FGR algorithm became more accurate and robust after the weight function was modified, and the LM method was adopted to process the nonlinear model. There is no requirement for an initial position, and an exact match can be achieved at any angle. When the proposed method of rail wear inspection was combined with multi-profile and simultaneous on-line dynamic detection, the efficiency of wear detection was considerably improved and it became more suitable for rail wear inspection. In Section 2, the components and functions of the inspection system is introduced, and the framework of rail wear inspection based on multi-profile is proposed. In Section 3, the strategy for rail wear profile collection is employed. In Section 4, we propose a revised fast global registration (RFGR). In Section 5, the accuracy and stability of various registration algorithms are compared, and the experimental results of the rail wear inspection are demonstrated. Finally, the conclusion and future work are presented in Section 6.
II. PRINCIPLE OF THE RAIL WEAR INSPECTION SYSTEM A. HARDWARE OF THE SYSTEM
To accurately detect and mark out rails with abnormal wear (in real time), the corresponding mileage information, and basic geometry of the current track, needs to be recorded during the process of inspecting rail wear. An on-line automatic detection system that uses multi-source data fusion was constructed, which consists of two parts: mechanical structure and wear analysis software. The hardware system was mainly composed of a track inspection car, laser profile sensor, and computer. To satisfy actual rail detection requirements, the software system comprised a visualization of 3D rail profiles and a wear analysis module.
The track inspection car consisted of a framework, walking wheel, positioning wheel, guide wheel, gyroscope, and an encoder. It carried a 2D displacement sensor and measured longitudinal motion along the rail. An encoder connected to the walking wheel was used to record and judge the walking position, and then feedback the mileage information to the computer. The positioning wheel mainly accomplished longitudinal positioning of the track inspection car and also ensured close contact with the rail. The height difference, deflection angle, and geometry of the current track were detected by the gyroscope.
The laser profile sensor was fixed on the middle of the framework by a support that could be perpendicular to the rail on a curved line of any radius, and parallel to the rail section. In the process of collecting data, it was necessary to ensure that the rail head, rail waist, and upper surface of the rail base were within the measuring range of the sensor. For this reason, the ZLDS200 laser profile sensor was chosen as it has high precision which is within 0.03mm, a large range, and a high sampling frequency. Fig. 1 is a 3D model of the rail wear detection system. 
B. SOFTWARE OF THE SYSTEM
The encoder recorded the corresponding mileage and fed it back to the computer during the inspection. Then, the computer stimulated the sensor to obtain the rail profile information according to preset parameters. Finally, the amount of rail wear was determined after matching and analyzing with the standard rail profile in the database. Fig. 2 shows the software of the rail wear detection system.
C. FRAMEWORK OF THE SYSTEM
The inspection car was held against the rail via the positioning wheel; the encoder (coaxially connected to the walking wheel) recorded the mileage information and then sent it back to the computer when it walked along the rail using the guide wheel and walking wheel. When the walking displacement met the parameters set on the current line, the laser profile sensor is driven to collect data. Software system will conduct a wear analysis once the number of collected rail profile meets the requirements. The framework of the inspection system is shown in Fig. 3 . The main steps were described as follows:
1) RAIL WEAR DATA ACQUISITION
According to the radius of the line to be inspected, the sensor was driven to collect rail profiles based on a non-uniform distance sampling method (details in Section III). Then data integration was carried out through the 2D contour data points once the number of collected sections satisfies the provisions, namely, fusing the multi-group 2D data into a set of 3D contours.
2) FEATURE ANALYSIS AND REGISTRATION
At the beginning, a surface normal estimate of the 3D point cloud was carried out, ensuring consistency of the normal field, and the fast point feature histogram (FPFH) was chosen to estimate features because it can calculate a large amount of data in a fraction of a millisecond and can provide good registry accuracy [9] , [22] . After computing FPFH features of reference model and the wear profiles, F(S) and F(W ) were obtained and regarded as the inputs to the registration algorithm. Then the RFGR was used to analyze and compare the point cloud with the standard data in the database, and the matching profile data was obtained once the algorithm converged (details in Section IV).
3) WEAR VISUALIZATION
The Hausdorff distance was introduced to visualize the matched rail profile, according to the shortest distance between each point in the measurement data and target point cloud. Finally, the wear information of the rail was visualized [23] .
III. RAIL WEAR DATA ACQUISITION
To obtain the data for the rail head, rail waist, and rail base in actual rail wear detection, the laser profile sensor must be at a certain angle and distance in the installing process, which causes relative position uncertainty between the measured and standard profile. To solve this problem, a multi-profile wear analysis was adopted, which fusing the multi-group 2D data into a set of 3D contours. This not only prevents the slant and contortion of individual contours (caused by mechanical vibration), but also considerably improves the accuracy and efficiency of rail profile wear detection.
On straight tracks, rolling contact friction mainly occurs on the rail contact surface as the train travels along the rail [16] , [24] . On curved sections, as the radius decreases, the sliding friction on the rail contact surface becomes large. When R = 300 m, approximately 2/3 of the contact spots are in a sliding state, which is an important factor in rail wear and fatigue damage [24] - [26] . Therefore, a non-uniform distance sampling method was adopted for different line radii. When R < 800 m, a specimen of rail section was collected at every m 1 meter. When 800 < R < 1200 m, rail profile data were collected at every m 2 meter. When R > 1200 m, rolling contact friction is the main friction component, which causes less wear; therefore, sample data were collected every m 3 meter. In General, m1 < m2 < m3.
To optimize the tracks for high-speed trains in China, the lines are mainly straight with few curves [25] , [26] . The general schematic is shown in Fig. 4 . Assume that the speed of the inspection car is V t (m/s), and the time taken for the vehicle to pass through the whole line is t t , which can be expressed as follows: Where s 1 is a line length of R > 1200 m, s 2 is a line length of 800 m < R < 1200 m, and s 3 is a line length of R < 800 m. The rate of section data computer processing is assumed to be V f (section/s), and the total computational time is t f that can be expressed by the following equation:
When the rail car passes through the entire section, the computer also calculated all the cross-section wear, which is the optimal processing rate of the system. The optimal operating speed of the derailment detection vehicle can be obtained by combining Equation (1) and (2) .
Considering the rate at which the computer handles the rail profile is not linear, a functional relationship was established between calculating the different sections (n) and the corresponding time (t) through numerical analysis. As the computational speed of a computer is not an accurate value, the best approximation method was used to calculate the computer processing rate, and then the least square fitting polynomial ϕ(n) was obtained.
We can get V f = n ϕ(n) ; substituting it into Equation (3),
Where n is the number of cross sections calculated once by the computer.
IV. REVISED FAST GLOBAL REGISTRATION
The registration of rail profiles is the process of analyzing and comparing the rail wear data (W ) with standard points (S). The transformation matrix (T ) was obtained through a series of computations which minimizes the distance between corresponding points by optimization. Let k = {(s, w)} be the set of corresponding feature points, then the objective function is expressed as:
Conventional iterative closet point methods use the least square method to solve the object function. But Equation (5) is a non-convex function. It is easy to obtain the local minimum of the objection function by adopting the gradient descent method. It means that ICP method need a good initial position to registry the measured points to the standard points, and is not robust to the outlier and noise.
A. CONSTRUCTION 0f THE WEIGHT FUNCTION
To improve the robustness of the ICP method, the iterative reweighted least square method (IRLS-ICP) [27] is adopted to solving the objection function, which can be expressed as:
Compared with Equation (1), it can be found that ω i performs as a weight function, as shown in Fig. 5 . The conventional ICP method use a uniform parameter for each corresponding pair without punish the outlier and noise. But the IRLS-ICP method will modify the weight for the outlier and noise to reduce the influence. This is also the same as the Sparse ICP method, but with a p-Norms function to increase the sparsity of the registry residual [4] , [15] .
With the weight function, IRLS-ICP and Sparse ICP perform better than conventional ICP method against outlier and noise. But, it is still difficult to get the global minimum of the object function. It is critical to choose an appropriate robust weight function to realize computing effectively during optimization; because of many spurious constraints in the objective function [28] , [29] . The FGR used the scaled Geman-McClure estimator to construct a smooth weight function, which will perform the validation and pruning automatically without imposing additional computational costs to get the global minimum of the objection function. It can be expressed as:
Where ρ(·) is a robust weight function, it can be expressed as:
It guarantees that the convergence speed of object function change with µ values, while the global minimum is achieved finally, as it is show in Fig. 6(a) .
With the weight function, Equation (7) can be rewritten as:
Compared with the Equation (6), it can be found that the weight function relies on both of µ and the residual, as show in Fig. 5 . It can be found that with large residual of the registration, the contribution of this part is very small, and by reducing the adjust parameter µ, it will continuous reduce the contribution of this part. Thus, it can smooth the object function, and get the global minimum by using the iterative method. But, as shown in Fig. 5(c) , the weight function may also suffer two problems: first, a small residual of the corresponding pair still has large weight when the initial parameter µ is very large. Thus, some incorrect corresponding pairs which are very close will affect the robust and accuracy of the registration. Second, both the parameter µ and the residual are very small, the weight for different corresponding pairs change a little, which will reduce the speed of the convergence and decrease the precision of the registration. To overcome these problems, we proposed a new weight function:
Then, the object function can be rewritten as: Fig. 5 shows the weight function of registration residual for different registration algorithms. The traditional ICP considers the inners and outliers are the same, and cannot perform well for rail wear inspection which contains lot of outliers. Though the reweighted ICP considers the influence of outliers and noisy points [30] , the convergence speed is slow and prone to obtain local minimum. Both the FGR algorithm and RFGR algorithm employed another parameter µ to get the global minimum of the non-convex registration object function. And, it can be obviously found the weight of the FGR changes a little at the condition that the residual is small shown Fig. 5(c) . But, the weight of the proposed method changed smooth and small when µ and residual are very large, and became rapidly as they are small enough, as shown in Fig. 5(d) . Thus, the proposed method improved the efficiency, precision and robustness of registration. It performs much better than conventional methods to solve non-convex registration problems. 6 shows the difference of Geman-McClure function and objective function of FGR and RFGR, respectively. The figure for the objection function of FRG comes from the reference paper [22] . As it is shown in Fig. 6(a) , the weight function of FRG is sharp when adopting a large µ. As µ decreases, the weight function becomes smooth. It could be found that FGR solves the registration issue with a local minimum solution at the beginning, and the objection function becomes smooth near to global optimal when µ decreases, hence FGR needs many iterations to approach to desirable global minimum solution. Fig. 6(b) indicates that the weight function of the proposed method begins with a large µ, which smooths the objective function, as µ decreases, both the weight and objective function become sharp. Hence, RFGR can get global registration efficiently and effectively.
In actual using for model registration, the µ begins with a large value µ = D, where D is the largest diameter of the measured rail profile, and then decreased during the optimization procedure until it reaches the distance threshold for corresponding pairs. 
B. OPTIMIZATION
Since the weight function was introduced, the objective function became sophisticated nonlinear problem, which is difficult to solve the problem by conventional method. Hence, the Black-Rangarajan approach and line processes were used for robust optimization [31] .
Here, ϕ(l s,w ) is a prior (details proof is in Appendix A).
Minimizing E w.r.t. l s,w , the partial derivative is taken and set it as equal to zero:
Solving for l s,w , gives
Substituting l s,w back into Equation (12) then gives Equation (7). The solution is optimal for objective function. It is extremely effective to alternate T and L to optimize the registration objective function [22] . In the process of optimization, T or L was fixed respectively to optimize the other one, which guaranteed algorithm convergence. When L was fixed, Equation (12) turned into a weighted L 2 problem, and can be solved efficiently [31] . When T is fixed, Equation (12) has a closed-form solution, it is minimized when l s,w satisfies Equation (15) . T were linearized as a vector ψ = (r, t) = (α, β, γ , a, b, c) , where r and t are the rotation matrix which is composed of α, β, γ and translation component includes a, b, c, respectively.
Here, T k is the last iteration of the translation estimate. Equation (12) becomes the nonlinear least squares problem of ψ. The Levenberg-Marquardt method were introduced to solve this question to avoid the singularity when the Jacobian is rank-deficient, or nearly so.
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Here, v k is the damping factor, r k is the residual vector, J k is the Jacobian of the objective function, and ψ is the search direction.
V. EXPERIMENTAL RESULTS

A. ACCURACY OF THE ALGORITHM
The partial rail profile data collected by the laser profile sensor and the standard rail profile were used to conduct an analysis of the matching precision of the algorithms. First, the unworn rail profile was rotated to different angles, and then the RFGR and FGR algorithms were adopted to match the rotated rail profile with the standard profile. Finally, the Hausdorrf distance method was introduced to compare the profiles and evaluate the distance between the registered profile and the reference model [4] , [23] . The partial profile are rotated to 60, 120, 180, 240, and 300 degrees, respectively, as shown in Fig. 7 . Clearly, both the FGR and RFGR algorithms can obtain globally optimal solution at each rotated position. Nevertheless, it is obvious that the rotated rail profiles fit more tightly to reference model by RFGR and the registration accuracy of proposed algorithm also performs better than FGR method.
As shown in Fig. 8 , the average Hausdorff distance of the rail profile after alignment at different angles were calculated. In the case of setting the same parameters, the mean distance between the registered and standard profiles was less than 0.2µm by the proposed method, whereas that was 0.02 mm using the FGR algorithm. It can be concluded that the precision of the RFGR algorithm was two orders of magnitude higher than the FGR algorithm. The precision of rail detection needs to achieve 0.05 mm in actual inspection, and to avoid the confusion of registration error and rail wear, the registration precision should be more than 10 times higher than the precision of rail inspection. Hence, the RFGR is more suitable for the rail inspection, satisfying the required accuracy in matching.
B. STABILITY ANALYSIS
To analyze the stability of the RFGR algorithm, 30 and 45 degrees rotation of the badly worn rail profile were chosen to verify the matching effect of the proposed method. The ICP, Sparse ICP, Yi-SICP, and FGR are compared with the proposed method. The Hausdorff distance was also introduced to visualize the matching results, as shown in Fig. 9 . Fig.9 shows the ICP, Sparse ICP, and Yi-SICP algorithms have a significant effect on the matching process owing to bad wear on the rail head. As a result, the rail waist and unworn upper surface of the rail base cannot be matched with the standard profile. This means it is difficult to obtain a stable and robust global optimal solution. Although the wear part of rail head has little effect on overall matching by the FGR algorithm, the unworn part in the process of matching accuracy is not high enough because of using an inappropriate weight function which does not prune spurious constraints enough, which will result in the overall wear measurement result being less than ideal. Compared with the RFGR algorithm, it was found that the matching accuracy of our method was higher and more robust than FGR for the unworn rail base and rail waist.
The proposed algorithms were implemented in the Visual C++ 2015. All experimental codes were programmed by C++ and examples run on Windows 7 64 bit with a 3.4 GHz CPU and 8 GB of RAM. ICP, Sparse ICP, Yi-SICP, FGR, and RFGR algorithms were investigated for performance comparison with the proposed method. The reference point cloud includes 36350 points and the amount of measured points is 29500. Table 1 shows the average runtime, memory, and CPU cost of different algorithms. The results indicated that the proposed method runs faster than conventional methods, and the Memory and CPU costs were less. To sum up, the RFGR algorithm is not only highly precise but also highly efficient. 
C. THE APPLICATION OF RAIL WEAR INSPECTION
To verify the actual effect of the proposed method in this paper, an online detection of rail wear was conducted on the Beijing-Guangzhou line in China. Rail profile data were gathered on this route every 10, 5, and 3 cm, when the curve radius was larger than 1200, between 800-1200, and smaller than 800 m, respectively. The inspection result was visualized by a color map of the Hausdorff distance obtained by the proposed method. Finally, the fusing data of multiple matches is shown in Fig. 10 . Fig. 10 shows that the precision of the matching result can reach 1 um by using the proposed method to registry the measured rail profile with the reference profile. The matching result was good enough to meet the requirements of rail wear detection. Compared with the contact measurement results of Miniprof (5.24 mm) as shown in Fig. 11 , the accuracy of the proposed rail inspection algorithm is as good as contact method, which shows that the maximum wear of the rail head was 5.25 mm. Therefore, it can be concluded that the proposed non-contact detection algorithm is suitable for the online inspection of rail wear.
VI. CONCLUSION
The RFGR method was proposed for online rail wear inspection. A new weight function was employed for the global registration method, which is more reasonable, and the LM method was introduced to solve the nonlinear model robustly. The accuracy and stability of the algorithm were analyzed by comparing with FGR, ICP, and their variants. It was clear that the proposed method was highly accurate, more efficient, and more robust. The multi-group 2D contour data were converted into a 3D point cloud so that the detection accuracy and efficiency were considerably improved. According to the experimental results, the proposed algorithm was two orders of magnitude higher in accuracy than the conventional method, which satisfies the precision requirements of rail inspection and makes a significant guide for rail grinding.
APPENDIX
The objective function of registration is:
To achieve this for a particular function ρ(x), we should find an appropriate function ψ(z) such that minimizing E(x,z),which gives the same solution as minimizing ρ(x).
Taking derivatives w.r.t. x and equating them, we get:
Differentiating the objective function with respect to z, we get:
Combining Equation (19) and (20), we can get:
Redefine ρ(x) to simplify the derivation in the form of ψ(z).
Taking derivatives w.r.t. x, we can get:
And Equation (21) can be rewritten as:
ψ(z) can be obtained by integrating Equation (19) w.r.t. x. This integral can be rewritten in the form f (g(x))g (x)dx (25) Multiplying both sides of Equation (24) by 2xφ (x 2 ) gives:
Integrating by parts, we get: 
