SQWA: Stochastic Quantized Weight Averaging for Improving the
  Generalization Capability of Low-Precision Deep Neural Networks by Shin, Sungho et al.
SQWA: Stochastic Quantized Weight Averaging for Improving
the Generalization Capability of Low-Precision Deep Neural Networks
Sungho Shin, Yoonho Boo, and Wonyong Sung
Department of Electrical and Computer Engineering
Seoul National University
Seoul, 08826 Korea
sungho.develop@gmail.com, wysung@snu.ac.kr
Abstract
Designing a deep neural network (DNN) with good gen-
eralization capability is a complex process especially when
the weights are severely quantized. Model averaging is a
promising approach for achieving the good generalization
capability of DNNs, especially when the loss surface for
training contains many sharp minima. We present a new
quantized neural network optimization approach, stochas-
tic quantized weight averaging (SQWA), to design low-
precision DNNs with good generalization capability us-
ing model averaging. The proposed approach includes
(1) floating-point model training, (2) direct quantization of
weights, (3) capturing multiple low-precision models dur-
ing retraining with cyclical learning rates, (4) averaging
the captured models, and (5) re-quantizing the averaged
model and fine-tuning it with low-learning rates. Addition-
ally, we present a loss-visualization technique on the quan-
tized weight domain to clearly elucidate the behavior of
the proposed method. Visualization results indicate that a
quantized DNN (QDNN) optimized with the proposed ap-
proach is located near the center of the flat minimum in
the loss surface. With SQWA training, we achieved state-
of-the-art results for 2-bit QDNNs on CIFAR-100 and Im-
ageNet datasets. Although we only employed a uniform
quantization scheme for the sake of implementation in VLSI
or low-precision neural processing units, the performance
achieved exceeded those of previous studies employing non-
uniform quantization.
1. Introduction
Deep neural networks (DNNs) have demonstrated highly
promising results in various applications [12, 1, 40, 37];
however, they typically require a large number of parame-
ters and considerable arithmetic costs. Weight quantization
is considered the most practical model compression tech-
nique; in fact, DNNs do not require the precision of 32-bit
floating-point operations, especially in inference. However,
implementing a DNN using low-precision weights, such as
one or two bits, is extremely challenging because the direct
quantization of floating-point weights does not yield good
results. Hence, various quantization and training methods
have been developed [17, 6, 8, 44, 24, 31, 4].
The purpose of DNN training is to achieve good gen-
eralization capability. Thus, it may not be optimal to use
quantized DNN (QDNN) designs that approximate floating-
point weights using elaborate coding techniques. In recent
years, loss surface visualization has helped to improve the
generalization capability of DNNs [18, 9, 7]. Fast geo-
metric ensemble (FGE) [9] and stochastic weight averaging
(SWA) [18] have been proposed based on the observation
that local minima attained by stochastic gradient descent
(SGD) training are closely connected [9]. FGE and SWA
capture multiple models during training and ensemble or
average the models to obtain a well-generalized network.
Model averaging moves the averaged model to the center of
the loss surface especially when training with SGD causes
sticking at the local minimum.
In this study, we employed the model averaging tech-
nique to design a QDNN with improved generalization ca-
pability. We used cyclical learning rate scheduling for re-
training of directly quantized network, and captured multi-
ple low-precision models near the end of training. However,
it is not straightforward to apply the previously developed
SWA or FGE to QDNN design because the weight preci-
sion of the averaged model increases. For example, if we
take the average of seven 2-bit models with ternary weights
(-∆, 0, and +∆), then a 4-bit model is obtained(-7∆, -6∆,
..., 0, ..., +6∆, and +7∆). Thus, we must quantize it again to
obtain a 2-bit model. Loss-surface aware DNN training is
facilitated significantly by recently developed visualization
techniques. However, the loss-surface of a QDNN is differ-
ent from that of a floating-point model because the repre-
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sentation capability of a low-precision network is limited.
In this study, we developed a new visualization technique
for QDNNs by applying the quantization training algorithm.
The new visualization method can successfully explain the
mechanism of the proposed SQWA.
Our main contributions are as follows:
• We presented a new QDNN training technique,
SQWA, to improve the generalization capability of
QDNNs.
• With the proposed SQWA training scheme, we
achieved state-of-the-art results on CIFAR-100 and
ImageNet datasets.
• We proposed a loss visualization method for low-
precision quantized DNNs.
2. Related works
2.1. Quantization of deep neural networks for effi-
cient implementations
Typically, the precision of parameters and data is re-
duced for efficient implementations in real-time signal pro-
cessing system designs. While audio and video signal
processing demands precision exceeding eight bits, many
DNNs function well with lower precisions, such as one or
two bits. Particularly, the performance of low-precision
DNNs can be improved considerably by conducting re-
training after quantization. Thus, quantization is a highly
promising approach for the efficient implementation of
DNNs. The quantization training algorithm, first proposed
by [17] and [6], has been combined with various types
of quantization methods such as symmetric uniform [8],
asymmetric uniform [44], non-uniform [25], and differen-
tiable [5, 39, 16, 15] quantizers. In recent years, a few
elaborate techniques have been developed, such as em-
ploying knowledge distillation and carefully controlling the
learning rate and bit-precision for improved generaliza-
tion [24, 26, 31]. Weight normalization is adopted to avoid
a long tail distribution of the model weights [4].
In this work, we focus on obtaining a good training
scheme to optimize QDNNs. This approach is focused on
developing well-generalized low-precision DNNs instead of
developing elaborate quantization schemes. It is noteworthy
that we only used the uniform quantization scheme for sim-
plifying the hardware [34, 2] for inference. Non-uniform
quantization can yield improved QDNN performance when
the precision is the same; however, it demands additional
operations, which can be time-consuming when hardware
with conventional arithmetic blocks is involved.
2.2. Stochastic weight averaging and loss-surface
visualization
Stochastic gradient descent (SGD) is the most widely
used method for DNN training. However, the loss surface
for SGD contains many sharp minima [14]; thus, SGD-
based training exhibits overfitting frequently. Many reg-
ularization techniques can be applied for alleviating this
problem, such as L2-loss, dropout, and cyclical learning
rate scheduling [35, 33, 32]. The ensemble of models is
known to increase the generalization capability. However,
this method typically demands increased cost for training
and inference. Fast geometric ensemble (FGE) is a recent
technique for the ensemble of models [9]. Dropout [33] and
dropconnect [36] can be interpreted as building an ensemble
of models by weight averaging.
SWA is a recently developed regularization technique;
that is based on the weight averaging of models captured
during training with cyclical learning rate scheduling [18].
SWA demonstrates excellent performances in many CNN
models on various datasets.
SWA can be explained using the loss visualization tech-
nique. The visualization method for representing three
models in a single loss surface has been suggested in [9]
and [18]. In those studies, training algorithms SWA and
FGE were presented by discovering that the local minima
trained with SGD were interconnected. Furthermore, be-
cause the loss surface for training and test were different,
the minima found by SGD during training were not nec-
essarily the best for the test data. Instead, the average of
the models indicated a significantly improved generaliza-
tion capability. Figure 2 (a) depicts three models captured
during cyclical learning rate scheduling and shows that the
average is located near the center in the loss surface [18].
SWA has been applied to low-precision training.
Stochastic weight averaging in low-precision (SWALP)
employs SWA for a cost-efficient training, where a low-
precision (e.g., 8-bit) model is trained with cyclical learn-
ing rate scheduling and models are captured during training
at the lowest learning rate in the cycle [38]. The captured
models are then averaged to obtain the final full-precision
model. Thus, SWALP is intended to design high-precision
models and is vastly different from our work, which opti-
mizes severely quantized models (e.g., 2-bit) for inference.
3. Quantization of DNN and loss surface visu-
alization
In this section, we explain how DNNs can be optimally
quantized using a retraining method and then present a loss
surface visualization method for QDNNs. To this end, we
first revisit a previous method [18, 9] to visualize three
weight vectors in a single loss surface and explain the limi-
tation when applied to QDNN loss surface visualization.
3.1. Quantization of deep neural networks
The weight vector, w, of a deep neural network can be
quantized in b-bit using a symmetric uniform quantizer as
(a) Conventional [18] (b) Ours
Figure 1. Visualization of three QDNNs in a single loss surface with the conventional method [18] (a) and ours (b). Three models are
captured during fixed-point retraining. The points of w1, w2, and w3 represent the captured models at 214th, 232th, and 250th epochs,
respectively.
follows:
Qb(w) = sign(w) ·∆ ·min
{⌊( |w|
∆
+ 0.5
)⌋
,
(M − 1)
2
}
,
(1)
where sign(·) is the sign function, ∆ is the quantization
step size, M is the number of quantization levels that can
be computed with 2b − 1. A trained full-precision model
can be directly quantized with Equation (1), but the perfor-
mance will be significantly degraded when severe quantiza-
tion such as 1- or 2-bit is employed. To relieve this prob-
lem, retraining on quantization domain is adopted in previ-
ous studies [17, 6, 29, 43] as follows:
li =
∑
j∈Ai
w
(q)
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〈
∂E
∂wij
〉
(6)
w
(q)
ij,new = Qij(wij,new) (7)
where li is the logit of the unit i, δi is the error signal of
the unit i, wij is the weight from the unit j to the unit i, yj
is the output activation of the unit j. η is the learning rate,
Ai is the set of units anterior to the unit i, Pj is the set of
units posterior to the unit j, Q(·) is the weight quantizer,
φ(·) is the activation function. The superscript (q) indicates
the value is quantized, and 〈·〉 is the average operation over
the mini-batch. As described in Equation (2) to (7), the for-
ward, backward, and gradient calculation is conducted with
the quantized weights, but weight update adopts the full-
precision parameters. This is because that the quantization
step size, ∆, is usually much larger than the computed gra-
dients,
∂E
∂w
. The weights are not changed if the gradient is
directly updated to the quantized weights.
3.2. Loss surface visualization for QDNNs
The visualization method in [18, 9] shows the location
of three weight vectors w1, w2, and w3. For locating these
three models on the same loss surface, the projection vec-
tors u and v are formed as follows:
u = (w2 −w1) (8)
v = (w3 −w1)− 〈w3 −w1,w2 −w1〉/ ‖w2 −w1‖2
(9)
uˆ =
u
‖u‖ (10)
vˆ =
v
‖v‖ (11)
The normalized vectors uˆ and vˆ form an orthonormal basis
in the plane containingw1,w2, andw3. These three vectors
can be visualized on a Cartesian grid in the basis uˆ and vˆ
using a set of points P .
P = w1 + x · uˆ+ y · vˆ, (12)
where x and y are the coordinates.
We trained the 2-bit ternary quantized ResNet-20 [12]
on the CIFAR-100 dataset [21] using the retraining algo-
rithm [17]. After the performance has fully converged
during the retraining process, we captured three quantized
models w(q)1 , w
(q)
2 , and w
(q)
3 with time intervals
1 on the
1w
(q)
1 , w
(q)
2 , and w
(q)
3 that were captured at epochs 214, 232, and
250, respectively
training epoch. Figure 1 (a) visualizes the three quantized
networks using Equations (8) to (12).
It is noted that w(q)1 , w
(q)
2 , and w
(q)
3 are located at ‘w1’,
‘w2’, and ‘w3’, respectively. The limitation of this visual-
ization method when applied to QDNNs is obvious. Even
though w(q)1 , w
(q)
2 , and w
(q)
3 are quantized weights, the
other points between them are represented in full-precision.
Thus, the exact shape of the loss surface cannot be deter-
mined when the weights are quantized. Hence, we plot
the loss surface after quantizing the high-precision loca-
tion vector, P . It is noteworthy that we can employ the
full-precision weight vectors from Equation (6) to compute
Equation (10) and (11). We denote these two normalized
vectors as uˆf and vˆf to avoid confusion; subsequently, the
three quantized vectors can be visualized on a Cartesian grid
using a set of quantized points, P q , for QDNNs as follows:
wf = wf1 + x · uˆf + y · vˆf (13)
P q = sign(wf ) ·∆ ·min
{⌊( |wf |
∆
+ 0.5
)⌋
,
(M − 1)
2
}
(14)
where wf1 is the full-precision weight vector that can be
employed during retraining. We report the relationship of
the three vectors w(q)1 , w
(q)
2 , and w
(q)
3 obtained using the
modified visualization method in Figure 1 (b). The rela-
tionship of the three quantized weight vectors, which can-
not be observed in Figure 1 (a), is well represented. As they
were captured in the epoch order (‘w1’→ ‘w2’→ ‘w3’)
during the retraining, a path along w(q)1 , w
(q)
2 and w
(q)
3 ap-
peared. Because all of the points, P (q), were expressed in
2-bit quantized weights, the surface fluctuated strongly ow-
ing to quantization noise.
4. SQWA algorithm
Training a DNN can be regarded as guiding a model to
near the center of the loss-surface of the training data. The
weight quantization of a DNN incurs a large perturbation
to the model, and even a well-trained DNN exhibits poor
performance after a severe quantization. Thus, retraining
is typically employed to return a model to the center of
the training loss surface. The conventional fine-tuning ap-
proach that employs a low learning rate seeks to obtain a
permissible nearby minimum in the quantized domain. In
our opinion, this can be improved by employing more ag-
gressive training methods.
The proposed SQWA retrains the quantized model us-
ing cyclical learning rate scheduling instead of low learning
rates for fine-tuning. We captured multiple models during
retraining and obtained the average of the captured models.
It is noteworthy that the averaging process increases the bit-
precision of the model. For example, if we take the aver-
age of seven ternary models, then a 4-bit model is obtained.
Captured Models
SWA Average
Training Trajectory
(a) SWA
Captured Models by Retraining
Finetuning
Training Trajectory
Direct Quantized Model
Averaged Model
(b) SQWA (ours)
Figure 2. Intuitions of the SWA and the SQWA.
Thus, we must re-quantize the averaged model, followed by
fine-tuning using low learning rates.
SQWA can be explained as shown in Figure 2. The dif-
ference is that optimization using the quantized loss surface
is required. As shown in Section 3, the quantized loss sur-
face is rough when compared with its high-precision coun-
terpart. Thus, optimization is more difficult with low learn-
ing rates. Cyclical learning rate scheduling, which uses high
and low learning rates alternately, and weight averaging are
more effective than fine-tuning for traversing the rugged
loss surface.
We demonstrate the entire workflow of the SQWA
in Figure 2 (b). The details are provided as follows.
Pretrain a full-precision model: We used high-
performance floating-point models for the design of the
QDNN, instead of directly designing a QDNN from scratch.
This approach is more convenient considering the GPU-
dominant training facilities available. According to our
experiments, the performance of a quantized model is
closely related to that of the original floating-point network.
Thus, good training methods such as knowledge distillation
(KD) [13] or SWA [18] are necessitated.
Quantize the full-precision model and retraining with
cyclical learning rate scheduling: We first quantized the
full-precision model from step 1 and then conducted re-
training on the quantization domain with cyclical learn-
ing rate scheduling. We adopted discrete cyclical learn-
ing rate scheduling for a better generalization [19]. De-
tailed guidelines for scheduling are as follows. First, we
define all values of the learning rates for the full-precision
model as ηf . Then, the maximum and minimum val-
ues of the cyclic learning rate scheduling are determined
as ηcycleMax =
max(ηf )
10 and ηcycleMin =
min(ηf )
10 , respec-
tively. These values of the learning rate are highly related
to the quantization error. The quantized weights, w(q),
can be interpreted as adding a quantization noise, n, to the
full-precision weight w(f). The quantization noise n in-
creases as the number of quantization bit, b, decreases. It is
noteworthy that performing a direct quantization with low-
precision, such as one or two bits, typically degrades the
performance significantly. Thus, the smaller the number of
bits, the larger is the required learning rate for recovering
the performance. Because our SQWA training method is de-
signed for severe quantizations (i.e., a 2-bit ternary model),
max(ηf )
10 would be a good choice.
One period of the discrete cyclical learning rate, c, is a
hyperparameter that affects the training performance. The
appropriate value of c is four to six epochs in our experi-
ments. Thus, one or two learning rate steps can be consid-
ered between ηcycleMax and ηcycleMin to form discrete cyclical
learning rate scheduling. We captured the models during
training at the lowest learning rate (i.e., ηcycleMin).
Averaging the captured models: The third step is aver-
aging the captured low-precision models. Model averaging
improves the generalization capability by moving the av-
eraged model to the middle of the loss surface [18]. The
number of captured models for averaging affects SQWA
training. When employing a 2-bit ternary symmetric uni-
form quantizer, for example, each captured weight is rep-
resented as −∆, 0, and ∆. If we select seven captured
weights for averaging, the averaged model has the represen-
tation level of −7∆, −6∆, ..., 0, ..., 6∆, and 7∆, which is
a 4-bit QDNN. Averaging too few models will degrade the
final performance, whereas averaging too many networks
will render the training less efficient.
Re-quantization and fine-tuning of the averaged model:
The final goal of SQWA is to obtain a low-precision model,
such as a 2-bit model; thus, we must quantize the averaged
model into a low-precision one and fine-tune it with rela-
tively low learning rates. We employed a monotonically
decreasing learning rate scheduling for this step. Thus, we
adopted the initial learning rate of 0.1ηcycleMax and trained
three or four epochs. It is noteworthy that we decreased the
learning rate at every epoch.
More detailed information and experimental results of
our proposed method are reported in Section 5.
5. Experimental results
We evaluate the proposed SQWA method using the
CIFAR-100 [21] and ImageNet [27] datasets.
Table 1. Train and test accuracies (%) of the full-precision model
candidates for SQWA training. ‘Conventional’ means training
without special techniques, ‘KD’ represents knowledge distilla-
tion, and ‘SWA’ is stochastic weight averaging.
Train Acc. Test Acc.
Conventional 90.12 68.43
KD [13] 87.55 71.06
SWA [18] 90.44 70.45
KD + SWA 87.02 71.26
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Figure 3. (Top): Cyclical learning rate scheduling for CIFAR-
100 dataset, (Middle): the test accuracy curve with ResNet20,
(Bottom): the sampled test accuracy curve from the every min-
imum learning rates with ResNet20.
5.1. CIFAR-100
Network and hyperparameter configuration: We
trained ResNet-20 [12] and MobileNetV2 [28] for the
CIFAR-100 dataset. The training hyperparameters are as
follows. For full-precision training, the batch size was 128
and the number of epochs trained was 175. An SGD op-
timizer with a momentum of 0.9 was used. The learning
rate began at 0.1 and decreased by 0.1 times at the 75th
and 125th epochs. Additionally, L2-loss was added with a
scale of 5e-4. For QDNN retraining, the batch size and opti-
mizer were the same as those of the full-precision one. The
cyclical learning rate scheduling for retraining is described
in Figure 3 (Top).
We captured the quantized models at the minimum
points of the cyclical learning rate scheduling and obtained
their average. To fine-tune the averaged model, the initial
learning rate was set as 0.001 and decreased by 0.1 times at
every epoch. We only performed three to four epochs for
the fine-tuning. We did not employ L2-loss for the QDNN
training as it conflicted with the clipping of the quantization.
Results: As described in Section 4, SQWA requires a pre-
trained full-precision model. We compare the models de-
veloped with KD [13] and SWA [18] in Table 1. The best
Table 2. Train and test accuracies (%) of the quantized model during retraining with cyclical learning rate scheduling on CIFAR-100
dataset. The left column represents the result obtained at the beginning phase of retraining, while the right shows that at the last phase,
214th to 250th epochs. ‘Avg.’ means the averaged model using 7 models during cyclical learning rate training with specific epochs, ‘Direct’
represents the direct quantization results of the averaged model, and ‘Fine-tune’ is the result after fine-tuning of direct quantized network.
Epoch (precision) Train Acc. Test Acc. Epoch (precision) Train Acc. Test Acc.
76 (2-bit) 72.80 64.56 250 (2-bit) 76.12 66.13
70 (2-bit) 73.28 65.20 244 (2-bit) 75.68 66.38
64 (2-bit) 72.32 64.03 238 (2-bit) 75.33 66.33
58 (2-bit) 73.16 65.14 232 (2-bit) 75.32 65.96
52 (2-bit) 72.03 64.43 226 (2-bit) 75.14 65.65
46 (2-bit) 72.00 64.54 220 (2-bit) 75.08 66.02
40 (2-bit) 72.27 64.60 214 (2-bit) 75.78 66.41
Avg. (4-bit) 76.53 67.94 Avg. (4-bit) 78.95 68.81
Direct (2-bit) 62.89 56.93 Direct (2-bit) 70.31 62.52
Fine-tune (2-bit) 74.25 66.75 Fine-tune (2-bit) 76.83 67.75
full-precision model was trained by applying both KD and
SWA. Its test accuracy was 71.26%. We selected this net-
work as the original full-precision model.
In the next step of the SQWA training process, we per-
formed QDNN training with cyclical learning rate schedul-
ing, as depicted in Figure 3 (Top). We captured the models
when the learning rates were the lowest in the cycles (i.e.,
blue diamonds in Figure 3 (Top and Middle)). To select the
models for averaging, we considered two groups of the net-
works, as depicted in Figure 3 (Bottom). The first group
(dashed red box) was selected at the beginning of the train-
ing and the other group (solid blue box) was captured af-
ter a sufficient number of training epochs has elapsed. We
employed seven models for both groups, and their perfor-
mances are compared in Table 2.
More specifically, the models in the first group were cap-
tured between the 40th and 76th2 epochs. Their test accu-
racies were approximately 64.7% and the averaged model
demonstrated an accuracy of 67.94%. It is noteworthy that
we took the average of seven 2-bit ternary QDNNs (−∆, 0,
and ∆), of which the resultant model was a 4-bit (−7∆ˆ,
−6∆ˆ, ..., 0, ..., 6∆ˆ, and 7∆ˆ) QDNN. We conducted re-
quantization and fine-tuned the averaged model to obtain a
final 2-bit QDNN, which yielded a test accuracy of 66.75%.
The result of the second group was significantly better than
that of the first group. The averaged 4-bit model yielded
a test accuracy of 68.81%. After the fine-tuning, the final
performance of the 2-bit QDNN was 67.75%. From these
results, we can deduce the following:
• SQWA can be fully utilized when the models are cap-
tured after a sufficient convergence.
• Based on the observation of the direct quantization re-
sults in Table 2, the second group forms a wider min-
ima in the loss surface than the first group. Because
2The training performance was too low to capture for models earlier
than 40th epochs.
Table 3. Comparison with literature in terms of the test accuracy
(%) for quantized ResNet20 and MobileNetV2 on CIFAR-100.
ResNet20 Quant Level Test Acc.
DoReFa-Net [43] 4-level 66.95
Residual [11] 4-level 65.97
LQ-Net [41] 4-level 66.53
WNQ [4] 4-level 67.42
HLHLp [31] Ternary 66.44
KDQ [30] Ternary 67.00
SQWA (ours) Ternary 67.75
KDQ [30] Binary 60.14
SQWA (ours) Binary 62.32
MobileNetV2 Quantization Level Test Acc. (%)
L2Quant [3] Ternary 74.97
HLHLp [31] Ternary 75.51
SQWA (ours) Ternary 76.73
direct quantization can be interpreted as a noise injec-
tion operation, less performance degradation suggests
that the model is laying in a wider minimum or at the
center of the loss surface.
We compare our SQWA results with those of previous
studies in Table 3. Our proposed SQWA method outper-
forms the methods of previous studies. In particular, SQWA
indicated 0.8%, 1.78%, 1.22%, and 0.33% higher test accu-
racies than DoReFa-Net [43], Residual [11], LQ-Net [41],
and WNQ [4], respectively. This result is encouraging as the
previous studies employed 2-bit 4-level quantizers, whereas
we adopted 2-bit ternary and 1-bit binary quantizer. Fur-
thermore, we compare our result to those involving 2-bit
ternary and 1-bit binary quantizer. Our method with 2-bit
ternary quantizer outperformed HLHLp [31] and KDQ [30]
in terms of test accuracy by 1.31% and 0.75%, respectively.
For the binary weights, SQWA achieves 2.18% higher accu-
racy than KDQ. It should be noted that KDQ improves the
(a) Train ([18]) (b) Train (ours)
Figure 4. Visualization in terms of train accuracies of three quantized models on a single loss surface. (a) is depicted by [18] and (b) is by
ours. The points of ‘w2’, ‘w1’, and ‘w3’ represent ‘Epoch 214’, ‘Direct’, and ‘Fine-tune’ in Table 2, respectively.
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Figure 5. (Top): Cyclical learning rate scheduling for Ima-
geNet dataset, (Middle): a validation top-1 accuracy curve with
ResNet18, (Bottom): the sampled top-1 accuracy curve from the
every minimum learning rates in the cycle.
performance of the QDNN using the KD. Additionally, we
exploit the KD technique to obtain a high-performance full-
precision model. Because SQWA outperforms KDQ, it sug-
gests that SQWA training methods can combine with KD.
Furthermore, we evaluated the proposed SQWA method us-
ing MobileNetV2, which has a larger number of parameters
than ResNet20. We trained a full-precision MobileNetV2
with KD and SWA and achieved a test accuracy of 77.64%.
We exploited SQWA with the same cyclical learning rate
scheduling used in the ResNet20 experiment. After a suffi-
cient number of epochs, we captured seven models to estab-
lish a 4-bit averaged model and fine-tuned it. Our final 2-bit
MobileNetV2 yielded the test accuracy that was 1.76% and
1.22% higher than those of L2Quant [3] and HLHLp [31],
respectively.
Discussion: We visualize the SQWA training results using
the previous method [18] and our method in Figure 4 (a)
and (b), respectively. The results show similar trends as re-
ported in Figure 1 (a) and (b). The original visualization
method [18] cannot demonstrate the relationship between
the QDNNs. However, our modified method clearly depicts
the relationship of the three quantized models. More specif-
ically, we visualized three models from “the final SQWA
model” (w3), “the 2-bit quantized version of the averaged
model” (w1), and “one of the captured models during the
cyclical learning rate” (w2). Thus, w3 can be obtained
by fine-tuning w1, and w2 is one of the models to obtain
w1. It is noteworthy that all three models were 2-bit ternary
QDNNs. Figure 4 (a) do not provide a clear correlation of
w1, w2, and w3. It shows that the relationship between
w1 and w2 is almost similar to that between w1 and w3.
Our proposed visualization method, as shown in Figure 4
(b), clearly distinguishes the difference between them. w1
is fine-tuned with a low learning rate to obtainw3, and they
should exist in the same basin of the loss surface. Further-
more, it is clear that the distance between w2 and w1 is
much larger than that between w3 and w1. We expect the
proposed visualization method for the QDNNs to be useful
for understanding the relationship between quantized net-
works in future studies.
5.2. ImageNet
Network and hyperparameter configuration: We
trained ResNet-18 [12] for the ILSVRC 2012 classifica-
tion dataset [22]. The training hyperparameters are as fol-
lows. We trained the full-precision model with a batch size
of 1024 on 90 epochs, with the initial learning rate of 0.4
and decreased it by 0.1 times at the 30th, 60th, and 80th
epochs. It is noteworthy that the initial learning rate of 0.4
was determined using the linear scaling rule, as suggested
in [10]. We used the SGD optimizer with a momentum of
0.9. Additionally, L2-loss was added with a scale of 1e-4.
Table 4. Detailed ImageNet Top-1 and Top-5 accuracies (%) of
the quantized model during retraining with cyclical learning rate
scheduling for ResNet18. ‘Avg.’ means the averaged model using
seven models that from 202th to 238th epochs, ‘Direct’ represents
the direct quantization results of the averaged model, and ‘Fine-
tune’ is the result after fine-tuning of direct quantized network.
Epoch (precision) Top-1 Acc. Top-5 Acc.
238 (2-bit) 67.66 87.83
232 (2-bit) 67.81 88.04
226 (2-bit) 67.90 88.00
220 (2-bit) 68.25 88.10
214 (2-bit) 68.12 88.09
208 (2-bit) 67.90 87.89
202 (2-bit) 67.40 87.75
Avg. (4-bit) 69.66 89.12
Direct (2-bit) 60.78 83.01
Fine-tune (2-bit) 69.34 88.77
For the QDNN retraining, the batch size and optimizer were
the same as those of the full-precision training. Because we
employed SQWA training, cyclical learning rate scheduling
was employed, as shown in Figure 5 (Top). The maximum
and minimum values of the learning rates were determined
by considering the learning rate of the full-precision train-
ing, as suggested in Section 4.
We captured the models at the minimum points of the
cyclical learning rate scheduling and obtained their aver-
age. To fine-tune the averaged model, the initial learning
rate was set to 0.004 and decreased by 0.1 times at every
epoch. We executed five epochs for the fine-tuning and did
not employ L2-loss for the QDNN training.
Results: Apprentice [24] and QKD [26] employed KD to
improve the performance of QDNNs. Thus, we employed
KD loss for the full-precision training and achieved a top-1
accuracy of 71.68%. With this full-precision model, we per-
formed SQWA with cyclical learning rate scheduling and
captured the quantized models at the lowest leaning rate in
the cycles, as described in Figure 5 (Middle). The accuracy
curve of the captured models is depicted in Figure 5 (Bot-
tom). We adopted the last seven models for averaging and
fine-tuning it to obtain the final 2-bit QDNN. The results are
reported in Table 4. The performance of the averaged model
is 69.66%, and we obtained 60.78% as the direct quantiza-
tion results. It is noteworthy that the averaged model has
a 4-bit precision. After the fine-tuning, the accuracy im-
proved to 69.34%, which is significantly better than those
of the captured models.
We conducted additional experiments to investigate the
effect of number of models on averaging. As discussed in
Section 4, the number of captured models is related to the
precision of the averaged model. More specifically, the av-
eraged model using three 2-bit ternary models becomes a
3-bit QDNN. Thus, we employed 3, 7, 15, and 31 models
Table 5. Effect of the number of captured models for averaging.
The results are reported in terms of top-1 accuracy after fine-tuning
to achive final 2-bit QDNN model on the ImageNet dataset.
# of models
(bit-precision)
3
(3-bit)
7
(4-bit)
15
(5-bit)
31
(6-bit)
Top-1 Acc. 69.2 69.4 69.4 69.4
Top-5 Acc. 88.7 88.7 88.9 88.8
Table 6. Comparison with literature in terms of the validation ac-
curacy (%) for 2-bit ResNet18 on ImageNet.
Methods Quant Level Top-1 Top-5
TWN [8] Ternary 61.8 84.2
TTQ [45] Ternary 66.6 87.2
INQ [42] Ternary 66.0 87.1
ADMM [23] Ternary 67.0 87.5
LQ-Net [41] 4-level 68.0 88.0
QNet [39] Ternary 69.1 88.9
WNQ [4] 4-level 67.7 87.9
QIL [20] Ternary 68.1 88.3
Apprentice [24] Ternary 68.5 88.4
SQWA (ours) Ternary 69.4 88.9
such that the precision of the averaged model was 3, 4, 5,
and 6 bits, respectively, and fine-tuned each model. The
results are reported in Table 5. Adopting three models af-
forded a top-1 accuracy of 69.18%, which is 0.22% worse
than the seven models. When 15 models were employed,
the top-1 accuracy was similar to that of the 7 models but
the top-5 accuracy was 0.2% higher. Using 31 models did
not improve the performance.
We compare our results with those of previous studies
in Table 6. Our result outperformed those of previous stud-
ies including the 2-bit 4-level (LQ-NET [41] and WNQ [4])
and ternary (TWN [8], TTQ [45], INQ [42], ADMM [23],
QNet [39], QIL [20], and Apprentice [24]). More specif-
ically, we achieved a top-1 accuracy of 69.4%. Only the
QNet result is comparable with our result, although it is
0.3% lower. This result is significant because QNet employs
non-linear quantizer while we adopt uniform quantization.
6. Concluding remarks
We proposed an SQWA algorithm for the optimum quan-
tization of deep neural networks. The model averaging tech-
nique was employed to improve the generalization capabil-
ity of QDNNs by moving them to the wide minimum of the
loss surface. Because SQWA captures multiple models for
averaging using only a single training with cyclical learning
rate scheduling, it is easy to implement and can be applied
to many different models. Although we only used a uni-
form quantization scheme, our results far exceeded the per-
formances of existing non-uniform quantized models in the
CIFAR-100 and ImageNet datasets. Additionally, we pre-
sented a visualization technique that showed the location of
three QDNNs on a single loss surface. Because the pro-
posed method is a training scheme to improve the general-
ization of QDNNs, it can be combined with other elaborate
and non-uniform quantization schemes.
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