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Abstract
In this paper, we give another two characterizations of relative amenability on finite von
Neumann algebras, one of which can be thought of as an analogue of injective operator
systems. As an application, we prove a stable property of relative amenable inclusions. We
prove that under certain assumptions, the inclusion N =
∫
X
⊕
Npdµ ⊂ M =
∫
X
⊕
Mpdµ
is amenable if and only if Np ⊂Mp is amenable almost everywhere.
1 Introduction
One of the most important results in the theory of von Neumann algebras is the classification
of injective factors (cases II1, II∞, IIIλ, λ6=1) which was due to Connes [C76]. Because of
this work, and also with contributions from Choi, Effros, Lance, and Wassermann, mathemati-
cians can characterize amenable type II1 factors in many ways. Extending amenability of von
Neumann algebras, Popa introduced the notion for relative amenability of von Neumann sub-
algebras [Po86]. Just like amenable II1 factors having many characterizations (for example,
semi-discretness, injectivity, property P of Schwartz, approximately finite-dimensional, etc.),
Popa proved that relative amenability also has several equivalent descriptions [Po86]. In fact,
those characterizations are the analogues of the equivalent descriptions of amenability of von
Neumann algebras. But there are still several equivalent descriptions of amenability for II1
factors for which he didn’t find good analogue notions equivalent to the relative amenability.
For example the semi-discretness, the isomorphism of C∗(R,R′) and R⊗minR, the approximate
innerness of the flip automorphism on R⊗R and the existence of normal finite range completely
positive maps tending to the identity. In [M90], Mingo proves the case of semi-discretness.
We summarize the known characterizations of relative amenability on finite von Neumann
algebras due to Popa [Po86,MP03] and Mingo [M90].
Theorem 1.1. Assume M is a finite von Neumann algebra with a faithful normal trace τ and
N ⊂M is a von Neumann subalgebra. The followings are equivalent.
1. The inclusion N ⊂M is amenable.
2. There exists a conditional expectation from 〈M,eN 〉 onto M .
3. 〈M,eN 〉 has a state that contains M in its centralizer.
4. H1N (M,X) = 0 for any dual M bimodule X.
5. M has a normal virtual N -diagonal.
6. The identity map on M can be approximately factored by EN .
7. For any ε > 0 and any finite F ⊂ U(M), there is a projection f ∈ 〈M,eN 〉 with Tr(f) <
∞ such that ‖ufu∗ − f‖2 < ε‖f‖2,T r for all u ∈ F .
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Let B(H) (resp. B(K)) be the bounded operators on a separable Hilbert space H (resp. K).
A linear subspace E ⊆ B(H) is said to be an operator system if E contains the identity and E
is self-adjoint. Recall that an operator system E ⊆ B(H) is injective [CE77] if given operator
systems L ⊆ S ⊆ B(K), each completely positive map φ : L → E has a completely positive
extension ψ : S → E. In case E is a von Neumann algebra, this notion of injectivity for von
Neumann algebras coincides with that of injective von Neumann algebras [EL77]. In Section
3, we give relative amenability a characterization which can be seen as an analogue of injective
operator systems. The proof ideas are benefited from [C76,CE77].
In direct integral theory, suppose M is a von Neumann algebra acting on a separable Hilbert
space H with center ZM , then there is a direct integral decomposition of M relative to ZM ,
i.e., there exists a locally compact complete separable metric measure space (X,µ) such that
H =
∫
X
⊕
Hpdµ and M =
∫
X
⊕
Mpdµ, where each Hp is a separable Hilbert space for p ∈ X
and Mp is a factor in B(Hp) almost everywhere. If N ⊂ M is a von Neumann subalgebra,
then N is a decomposable von Neumann algebra. We may write N =
∫
X
⊕
Npdµ, then by
the definition of decomposable von Neumann algebras, it is not difficult to see that Np ⊂ Mp
almost everywhere. Connes in [C76] proved some stability properties of the class of injective
von Neumann algebras. Among many interesting results, he proved that
Proposition 1.2. [C76] Let H be a separable Hilbert space, X, a standard Borel space with
probability measure µ and p→Mp a Borel map from X to von Neumann subalgebras of B(H).
Then M =
∫
X
⊕
Mpdµ is injective if and only if almost all Mp are injective.
Inspired by this result, it is natural to ask whether the inclusion N ⊂ M is amenable imply
Np ⊂ Mp is amenable almost everywhere and vice versa. In Section 4, we prove that under
certain assumptions, the above question has an affirmative answer.
2 Preliminaries
In this section, we recall some basic concepts that will be used later.
2.1 The basic construction
Let M be a finite von Neumann algebra with a faithful normal trace τ and N ⊂ M is a von
Neumann subalgebra. We endow M with the sesquilinear form 〈x, y〉 = τ(x∗y), for x, y ∈ M .
Denote by L2(M) the completion of M with respect to 〈·, ·〉. The corresponding ‖ · ‖τ on M is
defined by ‖x‖τ =
√
τ(x∗x). For x, y ∈M , we put pi(x)yˆ = x̂y. We have
‖pi(x)yˆ‖2τ = τ(y
∗x∗xy) ≤ ‖x∗x‖τ(y∗y) = ‖x‖2‖x‖2τ .
Note that the unit vector 1ˆ is cyclic and separating for pi(M). For simplicity, we write xyˆ =
pi(x)yˆ. Let J : L2(M) → L2(M) by x1ˆ 7→ x∗1ˆ, which extends to an antilinear surjective
isometry of L2(M). We say that J is the canonical conjugation operator on L2(M).
Let eN denote the projection from L
2(M) onto L2(N). The trace preserving conditional expec-
tation EN from M onto N is defined to be the restriction eN |M . The basic construction from
the inclusion N ⊂M is defined to be the von Neumann algebra 〈M,eN 〉 := (M,eN )
′′.
Lemma 2.1. LetM be a finite von Neumann algebra with a faithful normal trace τ and N ⊂M
is a von Neumann subalgebra. Then eN and EN have the following properties:
(i) eN |N = EN is a norm reducing map from M onto N with EN (1) = 1;
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(ii) EN (bxc) = bEN (x)b for all x ∈M, b, c ∈ N ;
(iii) τ(xEN (y)) = τ(EN (x)EN (y)) = τ(EN (x)y) for all x, y ∈M ;
(iv) eNxeN = EN (x)eN = eNEN (x) for all x ∈M ;
(v) 〈M,eN 〉 = JN
′J , 〈M,eN 〉
′ = JNJ , and the ∗-subalgebra MeNM is weakly dense in
〈M,eN 〉.
2.2 Relative amenability
Let M be a finite von Neumann algebra with a faithful normal trace τ . Given a normal
completely positive map φ : M → M , we can use the Stinespring dilation to construct a
correspondence which is denoted by Hφ. Define on the linear space H0 =M ⊗M a sesquiliniar
form 〈x1 ⊗ y1, x2 ⊗ y2〉φ = τ(φ(x
∗
2x1)y1y
∗
2), ∀x1, y1, x2, y2 ∈ M . It is easy to check that the
complete positivity of φ is equivalent to the positivity of 〈·, ·〉φ. Let Hφ be the completion of
H0/ ∼, where ∼ is the equivalence modulo the null space of 〈·, ·〉φ. ThenHφ is a correspondence
of M and the bimodule structure is given by x(x1 ⊗ y1)y = xx1 ⊗ y1y. We call Hφ the
correspondence of M associated to φ, see [Po86].
If we regard correspondences as ∗-representations, we can define a topology on these corre-
spondences which is just the usual topology on the set of equivalent classes of representations
of N ⊗Mop. Under this topology, we say a correspondence H1 is weakly contained in H2 if H1
is in the closure of H2.
Definition 2.2. Let M be a finite von Neumann algebra with a trace τ , and N be a von
Neumann subalgebra of M , the inclusion N ⊂ M is amenable if Hid is weakly contained in
HEN , where id is the identity map from M to M and EN is the faithful normal conditional
expectation from M onto N preserving trace τ .
For more results on relative amenability, we refer the reader to [Po86,A90,MP03, ZF17].
2.3 Direct integration
General knowledge about direct integrals of separable Hilbert spaces and von Neumann algebras
acting on separable Hilbert spaces can be found in [D81,KR86]. Here we list a few definitions
that will be needed in this paper.
Definition 2.3. ([KR86, 14.1.1]) IfX is a σ-compact locally compact space, µ is the completion
of a Borel measure on X, and {Hp} is a family of separable Hilbert spaces indexed by the points
p of X, we say that a separable Hilbert space H is the direct integral of {Hp} over (X,µ) (we
write H =
∫
X
⊕
Hpdµ(p)) when, to each ξ ∈ H, there corresponds a function p → ξ(p) on X
such that ξp ∈ Hp for each p such that
(i) p→ 〈ξ(p), η(p)〉 is µ-integral, when ξ, η ∈ H, and 〈ξ, η〉 =
∫
X
〈ξ(p), η(p)〉dµ(p).
(ii) If up ∈ Hp for all p ∈ X and p → 〈µp, η(p)〉 is µ-integral for each η ∈ H, then there is a
µ ∈ H such that µ(p) = µp for almost p. We say that
∫
X
⊕
Hpdµ(p) and p → ξ(p) are
the (direct integral) decomposition of H and ξ, respectively.
Definition 2.4. Assume H is the direct integral of {Hp} over (X,µ).
(i) ([KR86, 14.1.6]) An operator x ∈ B(H) is said to be decomposable when there is a function
p→ x(p) on X such that x(p) ∈ B(Hp), and for each ξ ∈ H, xpξp = (xξ)(p) for almost p.
If xp = f(p)Ip, where Ip is the identity operator on Hp, we say x is diagonal.
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(ii) ([KR86, 14.1.12]) A representation φ of a C*-algebra A on H is said to be decomposable
over (X,µ) when there is representation φp of A on Hp such that φ(x) is decomposable
for each x ∈ A and φ(x)(p) = φp(x) almost everywhere.
(iii) A state ρ of A is said to be decomposable with decomposition p→ ρp when ρp is a positive
linear functional on A for each p, such that ρp(x) = 0 when φp(x) = 0, p → ρp(x) is
integral for each x ∈ A and ρ(x) =
∫
X
ρp(x)dµ(p).
(iv) ([KR86, 14.1.14]) A von Neumann algebra R onH is said to be decomposable with decompo-
sition p→ Rp when R contains a norm-separable strong-operator-dense C*-algebra A for
which the identity representation ι is decomposable and such that ιp(A) is strong-operator
dense in Rp almost everywhere.
3 Two descriptions of relative amenability
The purpose of this section is to give relative amenability two characterizations.
Let B(H) be the bounded operators on a Hilbert space H. A linear subspace E ⊆ B(H) is
said to be an operator system if E contains the identity and E is self-adjoint. Denote by Eh
the self-adjoint elements of E. The following result is inspired by [C76,CE77].
Theorem 3.1. LetM be a finite von Neumann algebra and N ⊂M a von Neumann subalgebra.
Then the following conditions are equivalent.
1. The inclusion N ⊂M is amenable.
2. For each n ∈ N, S = S∗ ∈ Mn(C) ⊗M , each λ = λ∗ ∈ Mn(C) such that λ ⊗ b ≤ S for
some b = b∗ ∈ 〈M,eN 〉, there exists an x = x
∗ ∈M such that λ⊗ x ≤ S.
3. Given each operator systems E ⊆ F , if completely positive map φ : E → M has a
completely positive extension ψ : F → 〈M,eN 〉, then φ has a completely positive extension
φ˜ : F →M .
Proof. 1 ⇒ 2. By [Po86, Theorem 3.23], the inclusion N ⊂ M is amenable if and only if
there exists a conditional expectation E from 〈M,eN 〉 onto M . Let id be the identity map on
Mn(C), then id⊗E is a unital completely positive map since E is a unital completely positive
map. Then id⊗E is a conditional expectation from Mn(C)⊗ 〈M,eN 〉 onto Mn(C)⊗M . Thus
0 ≤ (id⊗E)(S−λ⊗b) = S−λ⊗E(b). Our result follows from the fact that E(b) = E(b)∗ ∈M .
The proof of 2⇒ 3 is heavily inspired by the proof of Choi and Effros [CE77, Theorem 3.4].
2 ⇒ 3. Claim that for any fixed b ∈ 〈M,eN 〉h, there exists a completely positive map ω :
M + Cb→M such that ω(x) = x for all x ∈M .
Proof of the claim. We select a r ∈Mh and define ω(x+ λb) = x+ λr for x ∈M , λ ∈ C. The
case b ∈Mh is trivial. We may assume b /∈M . For an operator system E, s = [sij] ∈Mn(M)h,
and λ = [λij ] ∈Mn(C)h, define WE(s, λ) ⊆ E by
WE(s, λ) = {r ∈ Eh : [sij + λijr] ≥ 0}.
Note that ω will be a completely positive map if and only if for each m ∈ N+, [sij + λijb] ∈
Mm(M + Cb)+ implies that [sij + λijr] ∈Mm(M)+, i.e.,
r ∈
⋂
m∈N+,s,λ
{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ), s ∈Mm(M)h, λ ∈Mm(C)h
}
, (3.1)
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since b ∈ 〈M,eN 〉h \M .
Note that
WM (s1, λ1) ∩WM (s2, λ2) =WM (s1 ⊕ s2, λ1 ⊕ λ2),
which implies the sets {WM (s, λ)} are directed by the ordering ⊇. Moreover, by condition 2, if
b ∈W〈M,eN 〉(s1 ⊕ . . . ⊕ sk, λ1 ⊕ . . .⊕ λk),
then
WM (s1 ⊕ . . . ⊕ sk, λ1 ⊕ . . .⊕ λk) =WM (s1, λ1) ∩ . . . ∩WM (sk, λk) 6= ∅,
which means that finite intersection of
{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ)
}
is not empty.
If we take s = ‖b‖(1⊕ 1), λ = 1⊕−1, then we have b ∈W〈M,eN 〉(s, λ), and
WM (s, λ) = {r ∈Mh : ‖r‖ ≤ ‖b‖},
which is σ-weakly compact. Thus we obtain that the family{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ)
}
have the finite intersection property, hence⋂
m∈N+,s,λ
{
WM(s, λ) : b ∈W〈M,eN 〉(s, λ)
}
6= ∅.
To see this, put W0 =WM(‖b‖(1⊕ 1), 1⊕−1), assume ∩
{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ)
}
= ∅,
then ∪
{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ)
}∁
=W0. Since all the sets
{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ)
}
are not empty and σ-weakly closed, and W0 is a σ-weakly compact set, there exist finite
intersection of
{
WM (s, λ) : b ∈W〈M,eN 〉(s, λ)
}
which is empty, thus we get a contradiction.
Thus we may get a completely positive map ω by selecting r in the intersection. Hence we
finish the proof of the claim.
Let h = h∗ ∈ F \ E. By the assumption in condition 3, let ψ : E + Ch → 〈M,eN 〉 be the
completely positive map such that ψ|E = φ. Put b = ψ(h), by the above claim, there exists
a completely positive map ω : M + Cb → M such that ω(x) = x for all x ∈ M . Then
ω ◦ ψ : E + Ch → M is a completely positive extension of φ. Do this step by step, and then
using Zorn’s Lemma we get a completely positive extension φ˜ : F →M .
3 ⇒ 1. Let E = M , F = 〈M,eN 〉 and φ be the identity map on M . It is obvious that the
identity map on M has a completely positive extension on 〈M,eN 〉, then by condition 3, φ has
a completely positive extension φ˜ : 〈M,eN 〉 → M . Note that φ˜ is a projection from 〈M,eN 〉
onto M and it is contractive, by [BO08, Theorem 1.5.10], φ˜ is a conditional expectation.
In the proof of 1 ⇒ 2 of Theorem 3.1, in fact, we can still obtain that ‖x‖ ≤ ‖b‖, or, if we
assume ‖b‖ ≤ 1, then ‖x‖ ≤ 1. Thus we have the following result.
Corollary 3.2. Let M be a finite von Neumann algebra and N ⊂ M a von Neumann sub-
algebra. Then the inclusion N ⊂ M is amenable if and only if for each n ∈ N, X = X∗ ∈
Mn(C) ⊗M , each λ = λ∗ ∈ Mn(C) such that λ ⊗ b ≤ X for some b = b∗ ∈ 〈M,eN 〉 with
‖b‖ ≤ 1, there exists an x = x∗ ∈M with ‖x‖ ≤ 1 such that λ⊗ x ≤ X.
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Condition 2 in Theorem 3.1 may be regarded as a “relative interpolation property”: if one can
solve a system of inequalities with an operator in 〈M,eN 〉h, then one can do the same in Mh.
Consider the case N = C. Then by Theorem 3.1, the inclusion C ⊂M is amenable if and only
if for each operator systems E ⊆ F , if each completely positive map φ : E → M ⊂ B(H) has
a completely positive extension ψ : F → B(H), then φ has a completely positive extension
φ˜ : F → M . Note that the “if” part always holds since 〈M,eC〉 = B(H) and B(H) is an
injective operator system [BO08, p.17]. Recall that an operator system E ⊆ B(H) is injective
[CE77] if given operator systems L ⊆ S ⊆ B(K), each completely positive map φ : L→ E has
a completely positive extension ψ : S → E. Then we have the inclusion C ⊂M is amenable if
and only if M is an injective operator system. Thus condition 3 in Theorem 3.1 can be seen
as an analogue of injective operator systems.
4 A stable property of relative amenable inclusions
In this part, we show an application of Theorem 3.1. First, we need to prove the following
lemmas on the direct integrals.
In this section, we assume that all the von Neumann algebras have separable predual.
Lemma 4.1. If M =
∫
X
⊕
Mpdµ is a decomposable von Neumann algebra acting on a decom-
posable separable Hilbert space H =
∫
X
⊕
Hpdµ over (X,µ), and N ⊂ M is a von Neumann
subalgebra, then N is decomposable. If we write N =
∫
X
⊕
Npdµ, then Np ⊂ Mp almost
everywhere.
Proof. This result is well known to experts. We omit its proof here.
Lemma 4.2. Assume (M, τ) is a finite von Neumann algebra. Let M =
∫
X
⊕
Mpdµ and
L2(M) =
∫
X
⊕
Hpdµ be the direct integral decompositions of M and L
2(M) relative to ZM
over (X,µ). Then there exist a faithful normal trace τp on Mp almost everywhere such that for
each x ∈M , τ(x) =
∫
X
τp(xp)dµ, and Hp = L
2(Mp, τp) almost everywhere. Moreover, assume
N ⊂M is a von Neumann subalgebra and write N =
∫
X
⊕
Npdµ, if eN is decomposable relative
to ZM , then (eN )p = eNp almost everywhere.
Proof. Since M 1ˆ is dense in L2(M), by [KR86, Lemma 14.1.3], we have Mp1ˆp is dense in Hp
for almost everywhere p. Note that xp 7→ 〈xp1ˆp, 1ˆp〉 defines a positive normal linear functional
on B(Hp). We denote the restriction of this functional to Mp by τp. By [KR86, Theorem
14.2.1], ZM is the algebra of diagonalizable operators relative to this decomposition. As in the
proof of [KR86, Lemma 14.1.19], it follows that, τ(x) =
∫
X
τp(xp)dµ for each x ∈M and τp is,
accordingly, faithful and tracial almost everywhere.
For almost every p and for each x ∈ M , ‖xp1ˆp‖
2 = 〈xp1ˆp, xp1ˆp〉 = ‖xp‖
2
τp
, then the linear
operator Up : xp1ˆp 7→ xp extends to a unitary transformation from Hp onto L
2(Mp). Note that
for almost every p and for each xp, yp ∈ Mp, UpxpU
∗
p (yp) = Upxpyp1ˆp = xpyp, which means
that UpMpU
∗
p = Mp. Thus
∫
X
⊕
Hpdµ is unitarily equivalent to
∫
X
⊕
L2(Mp, τp)dµ, and we
may say Hp = L
2(Mp, τp) almost everywhere (in the sense of unitary equivalence) and 1ˆp = idp
almost everywhere where id =
∫
X
idpdµ is the identity operator in M .
From Lemma 4.1, Np ⊂ Mp almost everywhere, so that τp is a faithful normal trace on Np
almost everywhere. Hence, by the discussion above, we can obtain (L2(N))p = L
2(Np) almost
everywhere. Since eN is decomposable, (eN )p is a projection almost everywhere from [KR86,
Lemma 14.1.20]. By [KR86, Lemma 14.1.3], {(eN )p(xp), x ∈ M} spans (L
2(N))p = L
2(Np)
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almost everywhere. Thus (eN )p is a projection from L
2(Mp) onto L
2(Np) and (eN )p = eNp
almost everywhere.
Lemma 4.3. Assume (M, τ) is a finite von Neumann algebra such that M =
∫
X
⊕
Mpdµ and
L2(M) =
∫
X
⊕
L2(Mp)dµ are decomposable over (X,µ) relative to ZM , and N ⊂ M is a von
Neumann subalgebra with ZM ⊂ N . Then 〈M,eN 〉 is a decomposable von Neumann algebra
and 〈M,eN 〉 =
∫
X
⊕
〈Mp, eNp〉dµ.
Proof. From [KR86, 14.2.1], ZM is the algebra of the diagonalizable operators relative to this
decomposition. Note that for each t ∈ 〈M,eN 〉 = JN
′J , we have JtJ ∈ N ′∩B(L2(M)) ⊂ Z
′
M ,
it follows that JtJ is decomposable from [KR86, 14.1.10]. Write JtJ =
∫
X
spdµ with sp ∈ (N
′
)p,
then t = J
∫
X
spdµJ . By [KR86, 14.1.24], (N
′
)p = (Np)
′
almost everywhere.
Claim that t = J
∫
X
spdµJ =
∫
X
JpspJpdµ.
Proof of the claim. For x, y ∈M , we may write x =
∫
X
xpdµ, y =
∫
X
ypdµ. By [KR86, Theorem
14.1.8], (xp)
∗ = (x∗)p, (yp)
∗ = (y∗)p almost everywhere. By Lemma 4.2 we have
〈J(
∫
X
spdµ)Jx1ˆ, y1ˆ〉 = 〈(
∫
X
spdµ)Jx1ˆ, Jy1ˆ〉
= 〈(
∫
X
spdµ)x∗1ˆ, y∗1ˆ〉
=
∫
X
〈sp(x∗)p1ˆp, (y∗)p1ˆp〉dµ
=
∫
X
〈spJpxp1ˆp, Jpyp1ˆp〉dµ
=
∫
X
〈JpspJpxp1ˆp, yp1ˆp〉dµ.
Thus 〈M,eN 〉 is decomposable relative to ZM , and tp = JpspJp ∈ 〈Mp, eNp〉 almost everywhere.
By Lemma 4.2, we have 〈M,eN 〉p = 〈Mp, (eN )p〉 = 〈Mp, eNp〉 almost everywhere. Hence, we
obtain that 〈M,eN 〉 =
∫
X
⊕
〈Mp, eNp〉dµ.
Now we are proceed to show an application of Theorem 3.1. The proof idea comes from [C76,
Proposition 6.5]
Proposition 4.4. Let (M, τ) be a finite von Neumann algebra and N ⊂M be a von Neumann
subalgebra with ZM ⊂ N . Assume M =
∫
X
⊕
Mpdµ and L
2(M) =
∫
X
⊕
L2(Mp)dµ are the
direct integral decompositions of M and L2(M) relative to ZM , where (X,µ) is a standard
Borel space with probability measure µ. Then the inclusion N ⊂M is amenable if and only if
Np ⊂Mp is amenable almost everywhere.
Proof. From Corollary 3.2, we know that the inclusion N ⊂ M is not amenable if and only if
there exist n ∈ N, S = S∗ ∈ Mn(C) ⊗M , λ = λ∗ ∈ Mn(C), b = b∗ ∈ 〈M,eN 〉 with ‖b‖ ≤ 1,
such that λ ⊗ b ≤ S, then for each x = x∗ ∈ M with ‖x‖ ≤ 1, λ ⊗ x  S. Then by the
Hahn-Banach separation theorem, there exist ε > 0 and φ ∈ (Mn(C) ⊗ 〈M,eN 〉)+∗ such that
φ(λ⊗ x) > φ(S) + ε for the above λ, x, S.
For each n ∈ N, let (λn,j)j∈N be a norm dense sequence in the self-adjoint part of Mn(C). Then
the inclusion N ⊂M is not amenable if and only if there exist
n, j, q, k ∈ N, S = S∗ ∈Mn(C)⊗M, b = b
∗ ∈ 〈M,eN 〉, and φ ∈ (Mn(C)⊗ 〈M,eN 〉)
+
∗
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with ‖S‖ ≤ k, ‖b‖ ≤ 1 and ‖φ‖ ≤ k, such that
λn,j ⊗ b ≤ S, φ(λn,j ⊗ x) > φ(S) +
1
q
, for each x = x∗ ∈M, ‖x‖ ≤ 1.
We first assume that L2(Mp) = K almost everywhere for some separable Hilbert space K. This
assumption is necessary since we will use a measure-theoretic result in the proof.
⇐ Assume Np ⊂ Mp is amenable almost everywhere, we show that the inclusion N ⊂ M is
amenable.
If the inclusion N ⊂ M is not amenable, then we can choose n, j, q, k, S, b, φ as above. By
Lemma 4.3, b is decomposable with bp ∈ 〈Mp, eNp〉. Since M is decomposable, by [D81, p.188,
p.201], we have
λn,j ⊗ b =
∫
X
(λn,j ⊗ bp)dµ, Mn(C)⊗ 〈M,eN 〉 =
∫
X
⊕
(Mn(C)⊗ 〈M,eN 〉p)dµ.
Note that b, λn,j and S are all self-adjoint, by [KR86, Proposition 14.1.9], we deduce that
λn,j ⊗ bp ≤ Sp almost everywhere.
Since Np ⊂Mp is amenable almost everywhere, we can find some zp = z
∗
p ∈Mp with ‖zp‖ ≤ 1
such that λn,j ⊗ zp ≤ Sp, and using the measurable selection technique (see [KR86, 14.3] or
[D81, Appendix V], note that the measurable selection technique requires all the Hilbert spaces
should be the same), we can choose these zp’s to be Borel.
From [KR86, Lemma 14.1.19] , we may assume φ is decomposable, so that φp(λn,j⊗zp) ≤ φp(Sp)
almost everywhere since φp is a positive normal linear functional. Note that zp is essentially
bounded and Borel, let z =
∫
S
zpdµ, then by [KR86, Proposition 14.1.9, Proposition 14.1.18],
z = z∗ ∈M and ‖z‖ ≤ k. Thus
φ(λn,j ⊗ z) =
∫
X
φp(λn,j ⊗ zp)dµ ≤
∫
X
φp(Sp)dµ = φ(S).
This contradicts to the assumption that φ(λn,j ⊗ x) > φ(S) +
1
q
for each x = x∗ ∈ M with
‖x‖ ≤ k.
⇒. Assume that the inclusion N ⊂M is amenable, we show that Np ⊂Mp is amenable almost
everywhere.
If there exists a non-negligible set X0 such that Np ⊂ Mp is not amenable for p ∈ X0, then
there are integers n, j, q, k such that the corresponding set of p’s is non-negligible, and, say, is
equal to Y ⊆ X0. Then for each p ∈ Y , there exist n, j, q, k ∈ N,
Sp = S
∗
p ∈Mn(C)⊗Mp, bp = b
∗
p ∈ 〈Mp, eNp〉, and φp ∈ (Mn(C)⊗ 〈Mp, eNp〉)
+
∗
with ‖Sp‖ ≤ k, ‖bp‖ ≤ 1 and ‖φp‖ ≤ k, such that
λn,j ⊗ bp ≤ Sp, φp(λn,j ⊗ xp) > φ(Sp) +
1
q
, for each xp = x
∗
p ∈Mp, ‖xp‖ ≤ 1.
Further more, using measurable selection technique (see [KR86, 14.3] or [D81, Appendix V]), we
can choose the corresponding families to be Borel. Since these bp’s, Sp’s and φp’s are essentially
bounded, there exist b, S, φ such that
b =
∫
Y
bpdµ, S =
∫
Y
Spdµ, φ =
∫
Y
φpdµ.
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Then from [KR86, Proposition 14.1.18], Lemma 4.3, and [D81, p.223], we have
S = S∗ ∈Mn(C)⊗M, b = b
∗ ∈ 〈M,eN 〉, φ ∈ (Mn(C)⊗ 〈M,eN 〉)
+
∗ .
Then by [KR86, Lemma 14.1.8], we have
λn,j ⊗ b ≤ S, φ(λn,j ⊗ x) > φ(S) +
1
q
, for each x = x∗ ∈M, ‖x‖ ≤ 1,
which contradicts to the assumption that the inclusion N ⊂M is amenable.
Thus we prove our result for the case that L2(Mp) = K almost everywhere for some separable
Hilbert space K.
For the general case, from [KR86, Lemma 14.1.23], there exist a family of unitary transforma-
tions {Up} from L
2(Mp) onto a separable Hilbert space K, such that p 7→ ξp is measurable for
each ξ ∈ L2(M), and p 7→ UpxpU
∗
p is measurable for each x ∈ M . If we write U =
∫
X
Updµ,
then L2(M) =
∫
X
⊕
L2(Mp)dµ is unitarily equivalent to
∫
X
⊕
Kdµ, and M =
∫
X
⊕
Mpdµ
is unitarily equivalent to
∫
X
⊕
UpMpU
∗
pdµ. Note that for unitary transformations U and Up,
the inclusion UNU∗ ⊂ UMU∗ is amenable if and only if N ⊂ M is amenable; the inclusion
UpNpU
∗
p ⊂ UpMpU
∗
p is amenable if and only if Np ⊂ Mp is amenable. Hence, from the pre-
ceding argument we have shown, the inclusion N ⊂ M is amenable if and only if Np ⊂ Mp is
amenable almost everywhere.
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