We extend the classical notion of the spherical depth in R k , to the important setup of data on a Riemannian manifold. We show that this notion of depth satisfies a set of desirable properties. For the empirical version of this depth function both uniform consistency and the asymptotic distribution are studied. Consistency is also shown for functional data. The behaviour of the depth is illustrated through several examples for Riemannian manifold data.
Introduction
Depth concepts have become a fundamental tool in modern statistics. Over the last three decades, data depth has emerged as a powerful concept, which leads to a center-outward ordering of sample points in multivariate data and, more recently, in functional data. Besides providing a robust notion of multivariate center (median) and trimmed means, applications to many other statistical problems have recently been developed. They have been successfully applied to supervised and unsupervised learning, hypothesis testing, and outliers detection; see, for instance, the seminal paper by [26] . The notion of depth was first introduced by [47] for bivariate data sets and it was extended to higher dimensions by [13] . Several other notions were later introduced, such as convex hull peeling depth, [4] ,Oja depth [34] , simplicial depth [24] , spatial depth [48] , and spherical depth [16] among others. In particular, several notions have been introduced in the functional data setting in the last few years.
P4) Vanishing at infinity.
Serfling (see [42] ) mentioned two extra important desirable properties: "Dimensionality. Typically, data in R k has structure of lesser dimension than the nominal k."
"Computional complexity. The feasibility of computation is a function of the size n and and dimension d of the data, with practical limitations arising in the case of higher k." Nevertheless, with the exception of spherical depth the effective calculation for data in high dimensional spaces (or even moderate dimension) of these classical depths is a hard computational problem. In particular this property is very important in the modern image data analysis, see [39] . Another important issue is that nowadays many statistical problems have to deal with data that are not in finite dimensional Euclidean spaces, such as functional data or data in some metric spaces, in particular data in R k with structure of lesser dimension than the nominal k. The case of the statistical analysis of shape distributions with applications in medical diagnostic, morphometrics and for the analysis based on planar views of 3-D objects is of particular importance. The setup where data are on Riemannian manifolds is the appropiate one for the statistical analysis.
Our main objective here is to extend spherical depth to more general spaces, particularly for data on Riemannian manifolds. We will refer in what follows to spherical depth as DCOPS. This statistical frame arises in several important applications; see, for example, [35] , [5] and [37] . In particular, defining centrality measures on Riemannian manifolds is an important issue; see [18] and [3] .
In FDA different notions of depth functions have been proposed and, as mentioned in [10] , is far from being an exhausted topic. We show that, under weak conditions, the empirical depth proposed in [16] is also consistent for functional data spaces.
For both problems, data on Riemannian manifolds as well as functional data new technical challenges appear. We have to deal with geodesic balls and its properties for Riemannian manifolds to derive the main properties as well as the asymptotic behaviour of DCOPS, while for FDA we need to make use of some fundamental results of [6] that provide necessary and sufficient conditions for uniform convergence over a given family of functions. Further, the important case where data are random positive definite matrices is studied in detail.
Two approaches have been considered to model data on a manifold. Either embed the manifold in an ambient Euclidean space (extrinsic approach) or only use the intrinsic properties of the Riemannian manifold (intrinsic approach). For instance, for the regression problem, we could mention [23] and [49] , respectively. In this paper we follow the second approach. The first advances in the intrinsic approach (also in regression) was given by [36] using the exponential map locally. The computational problem of simplicial depth derives from the fact that the difficulty of checking if a point belongs to a simplex increases considerably with the dimension of the space. One way to circumvent this problem is to consider spherical depth, a depth that is based on pairwise connecting spheres, introduced in [16] . More precisely, for the Euclidean space, it was defined as follows: given two points x, y ∈ R k , we denote by B xy the closed ball whose diameter is the segment xy; that is, the ball centered at the midpoint between x and y (which is denoted by xy 2 in what follows) and with radius d(x, y)/2. Then, we define the population depth by connect pairwise spheres (DCOPS) of a random vector X as BD(x) := P (x ∈ B X1X2 ) , (1.1) where x ∈ R k , and X 1 and X 2 are two independent random vectors with the same distribution as X. Given an iid random sample {X 1 , . . . , X n } with the same distribution as X, the empirical version of BD is given by the following U -statistics of order 2
where
Notice that BD coincides with simplicial depth when k = 1. Also, it is well defined for data in any separable Hilbert space H, where it also has an equivalent geometric interpretation given by
where X 1 and X 2 are two independent random elements in H with the same distribution as X, and we denote by ·, · the inner product on H. The computational complexity of this notion is just of order O(k × n 2 ), linear on the dimension k and quadratic on the sample size n. Some authors claim that a shortcoming of spherical depth is that it is only orthogonal invariant and not affine invariant. However, in our setup (in Riemannian manifolds), it only makes sense to be orthogonal invariant. This paper is organized as follows. In Section 2 we introduce the setup for random element taking values on a Riemannian manifold. In Section 3 we prove the basic properties of DCOPS for the case where the data take values on a Riemannian manifold. In Subsection 3.1 we obtain results on the uniform convergence and on the asymptotic distribution of the empirical version of the depth function. The case of FDA is studied in Subsection 3.2. Section 4 provides some simulated examples for non-Euclidean spaces. In particular, we consider the important case of the space of positive definite random matrices. Some technical proofs are postponed to the Appendix.
Riemannian manifolds spaces
In this section we consider the case where the random elements take values on a Riemannian manifold.
The setup
To begin with, we give some tools and facts on Riemannian geometry, that are useful in our manuscript. A Riemannian metric g on a manifold M defines for every point p ∈ M the scalar product (denoted by g p (·, ·)). It smoothly depend on the point p, of tangent vectors in the tangent space T p M. The Riemannian manifold (M, g) is a manifold that is equipped with the Riemannian metric g. Given p ∈ M, for every v ∈ T p M the Riemannian norm of v is given by The letter d will stand for the Riemannian distance on M with respect to the g metric. A geodesic (with speed s ∈ R + 0 ) is a smooth map α : I → M, where I is an interval, such that α (t) = s for all t ∈ I and which is "locally length minimizing" . For any p ∈ M and a vector v in the tangent space T p M, there exists a unique geodesic α (p,v) (t) starting from that point with this tangent vector v. The exponential map is the map exp p given by exp p (v) = α (p,v) (1). Remark 1. The geodesic that joins two points need not be globally lengthminimizing and it is not necessarily unique.
The cut locus of p in M is the maximal domain where the exponential map is a diffeomorphism. That is, the cut locus of p in the tangent space is defined to be the set of all vectors v ∈ T p M such that exp p (tv) is a minimizing geodesic for 0 ≤ t ≤ 1 but fails to be one for 0 ≤ t ≤ 1 + , > 0 . The cut locus of p in M, denoted by C M (p), is defined as the image of the cut locus of p in the tangent space under the exponential map at p. The injectivity radius of p is the maximal radius of centered balls on which the exponential map is a diffeomorphism. The injectivity radius of the manifold r iny is the infimum of the injectivity over the manifold.
Let (M, g) be a connected and orientable Riemannian manifold, see [12] , page 18. We will assume that (M, d) is a complete separable metric space.
Since (M, d) is complete, the Hopf-Rinow theorem (see [12] , p.146) implies that for any pair of points p, q ∈ M there exist at least one geodesic path in M connecting p and q.
If the manifold M fulfills the assumptions of the Cartan-Hadamard Theorem (see [38] , p.162), that is, if M is a simply connected, complete Riemannian manifold with non-positive curvature (a Hadamard manifold), then the geodesic is unique.
Let X be a random element taking values in M, with distribution P . If some of these conditions for the uniqueness of the geodesic are not fulfilled, then we will need to assume some more condition on P that implies that there is a unique geodesic between each pair of points p, q ∈ M (P ×P almost surely). More precisely, we will assume that the random element X has a density f X with respect to the volume measure dν(x) on M, (which exists since M is orientable, see the last section of [19] ) fulfilling the following condition: Given q ∈ M let
there are more than one different minimizing geodesic connecting x and q, (2.1)
then, there exist a Borel set B q ⊂ M with A q ⊂ B q and such that for any
is fulfilled (see [37] ). For instance, if the Riemannian manifold is Hadamard, then the cut locus of any point p is empty and the condition is obviously fulfilled. In the unit sphere S k := {u ∈ R k / u = 1} the cut locus of a point p is its opposite point −p and any density defined on the sphere fulfills condition (2.
2).
In what follows we will assume that the Riemannian manifold (M, g) with the induced distance d is connected and oriented, and that the metric space (M, d) is separable and complete. We will also assume throughout the manuscript that given two points p, q ∈ M there is a unique geodesic determined by p, q with probability one with respect to the tensorial probability measure dξ(p, q) :
Geodesic balls with diameter pq
For any pair p, q ∈ M that determine a unique geodesic pq, we define the ball of diameter pq as the ball whose center is the middle point of the geodesic joining p and q with radius d(p, q)/2. It will be denoted by B pq . If K ∈ M is a compact set, then the family of balls B pq is also a Glivenko-Cantelli class in K; that is, sup p,q∈K |P (B pq ) − P n (B pq ) | → 0 a.s. as n → +∞, where P n stands for the empirical measure of an iid sequence having distribution P . This last fact follows since the family of balls with center p contains the family of balls of diameter pq, which is a Glivenko-Cantelli class, as shown in [46] .
DCOPS in Riemannian manifolds
Let (M, g) be a Riemannian manifold and X : Ω → M be a random element with density f X with respect to ν . Given p ∈ M, we define DCOPS at the point p, denoted by BD(p),
(3.1) where X 1 and X 2 are two independent random elements with the same distribution as X.
Given an iid sample X 1 , . . . , X n having the same distribution as X, the empirical version of BD(p) is given, as before, by the order 2 associated Ustatistic,
Next, we provide two simple examples for data on the torus and on a human face. We generate data on the torus according to the multivariate von Mises distribution (see [29] and [31] ). The von Mises distribution, denoted by M V M (µ, κ, ∆), is a distribution on the torus T 2 = S 1 × S 1 , with density given by
The parameters are µ ∈ T 2 (the mean parameter), κ ≥ 0 ∈ R k (the concentration parameter) and ∆ = (λ i,j ) a symmetric matrix in R k×k with 
, with µ 2 = (7/4π, 0), κ 2 = (100, 100) and ∆ 2 = ∆ 1 . We can see how the depth decreases from the center µ 1 and the small depth values for the sample of the second component of the mixture (outliers). 
We can also consider a manifold to be a surface, such as a human face. Given a fixed point p (represented in violet in the left-hand panel of Figure 2 ) on the human face M and d the geodesic distance, we define a density f on M by
with ψ(x) = 1 1+d(p,x) . We chose a sample of 50 points at random with respect to a discretization of (3.4) in a grid of points on the face. We calculate the depth of these points (see Figure 2 , left-hand panel) as well as the depth of all of the points in the face with respect to the sample depth (see Figure 2 , right-hand panel). This last result is shown in the following theorem.
Theorem 3.1. Let q be a fixed point in M. Then, we have that
The proof is given in the Appendix.
3. (Continuity) The next theorem shows that if two points are close with respect to the geodesic distance, then their respective depths are close.
Given two points p, q ∈ M we denote by S pq the geodesic sphere of diameter pq. That is, S pq := {x ∈ M such that d(
We will assume the following condition.
Condition VC. Let M be a compact manifold. M satisfies the VC condition if the family of sets A = {A p : p ∈ M}, with
has a finite Vapnik-Chervonenkis dimension (V C-dimension), see [45] and [14] .
(b) Let M be a compact manifold fulfilling condition VC. Assume that X has a bounded density f X . Then, we have that for > 0
where γ( ) is a deterministic function that converges to 0 when → 0 and R n converges a.s. to 0 when n → ∞.
Remark 3. In the Euclidean case, R k the condition VC holds and compactness is not necessary. Indeed, the V C-dimension ν A is bounded by 3k + 1. As a matter of fact , since
with g p (x, y) = p, x + y − 2 x, y + 2 p 2 . But, G = {g p } p∈R k is the linear span generated by the set of functions, g 0 (x, y) = 1; g i (x, y) = x i i = 1, . . . , k ; g j (x, y) = y j j = 1, . . . , k; g t (x, y) = x t y t t = 1, . . . , k. and the results in [45] and [14] imply that V A ≤ 3k + 1.
The case of FDA is analyzed in subsection 3.2 below.
Remark 4.
Research in the area where the VC condition holds for data on manifolds is in its early stages, and a first approach can be found in [17] . For some simple manifolds like the sphere, the torus and the cylinder it can be proved directly as follows. Let S 2 the sphere embedded on R 3 with center (0, 0, 0) and radius 1.
For the torus case, let
> 0.
Recall that the relationship between the chord and geodesic distance is
where K a known constant. Hence, a similar argument as the one used for the sphere, shows that G is of finite V C-dimension on the torus. The case of the cilinder is completely analogous.
(Uniform convergence.)
We start by proving the uniform convergence of the empirical version of the depth to the population version. For a fixed p ∈ M, the estimator BD n (p) proposed in (3.2) is unbiased and the strong pointwise consistency follows from the fact that the kernel h(x, y) = 1 B(x,y) (p) of the U -statistic is bounded (see [41] , Theorem A, [5.6] ). We will show the uniform convergence in the next theorem. The proof is given in the Appendix.
Theorem 3.3. Let M be a compact manifold fulfilling condition VC.
The asymptotic distribution of the depth function BD n can be derived using the results in [2] for U -statistics. The set D is defined in (1.3). Let ∞ (D) be the set of all bounded functions f : D → R. We consider the empirical depth U -process indexed by D,
. Let M be a compact manifold fulfilling condition VC. Let {X n : n ≥ 1} be an iid sequence distributed as X.
Let P be the distribution of X. Then, the stochastic process n 1/2 BD n − BD converges in law to 2G P in ∞ (D), where G P is the Brownian bridge associated with P and indexed by D. That is, G P is a centered Gaussian process with covariance
Notice that, the convergence in law involved in Theorem (3.4) is in the sense of [22] . In particular, for a fixed x different from the deepest point, the marginal distribution of the limit process 2G P is given by
In the Euclidean space R k , if X ∼ N (0, I k ) and we denote by S(x, y) = {t ∈ 
the dimension of the space. If the distribution is spherical symmetric around c (the deepest point) the marginal distribution at c corresponds to the degenerate case of a U -statistic and n BD n (c) − BD(c) converge in distribution to
are independent chi-square random variables with one degree of freedom (see [43] ).
A consistency result for FDA
In a separable Hilbert space H, as we will show in Theorem 3.5 below, the VC condition is not necessary to prove the uniform consistency. Instead, we will need the following weaker assumption: HB) B-continuity A probability measure P defined on a separable Hilbert space H fulfils HB if P (∂B(y, r)) = 0 (Here ∂A denotes the boundary of the set A) for all r > 0 and y ∈ H. Theorem 3.5. Let {X n } n be a sequence of random elements with common distribution P n , valued in a separable Hilbert space (H, · ). Let P be a probability distribution fulfilling HB. Then, if P n → P weakly,
In order to prove Theorem 3.5 we will use the following result proved in [6] (it still holds when H is a separable Banach space), see Theorem 1 and Example 3 in [6] . Theorem 3.6. (Billingsley and Topsøe). Let S be a separable metric space and B(S) the class of all bounded, real, measurable functions defined on S. Let F ⊂ B(S) a subclass of functions, then sup f ∈F f dP n − f dP → 0, for every sequence P n that converge weakly to P , if and only if sup {|f (z) − f (t)| : f ∈ F, z, t ∈ S} < ∞, (3.5) and for all > 0,
where ω f (A) = sup {|f (x) − f (y)| : x, y ∈ A ⊂ S} and B(x, δ) is the open ball of radius δ > 0.
The following two corollaries follows inmediately.
Corollary 1. Consistency of the deepest point. Under the hypotheses of Theorem 3.5, if BD(p) has a unique minimum under P , then
Corollary 2.
Robustness of the deepest point. Under the hypotheses of Corollary 1,θ n is qualitatively robust in the sense of [21] .
Some simulated examples
We provide a small simulation study for data in, the sphere, and data on the cone of positive definite matrices (manifold). We will end this section by considering some examples in the Euclidean space R k with k = 5 and k = 20. These last simulations will illustrate that the DCOPS approach of depth is versatile and can be performed even for large dimension.
Simulated examples for data on the sphere
We consider a sample of iid data of size 100 on the sphere S 2 = {x ∈ R 3 / x = 1} with Von Mises-Fisher distribution given by f (x, µ, κ) = C(x)e
where κ ≥ 0 and µ ∈ S 2 are the concentration and the directional media parameters, respectively. C(x) is the normalizing constant, see [30] . In Figure  4 we plot the depth at 100 values generated with κ = 15 and µ = (1, 0, 0). We observe larger values of the depth (red color) at a neighborhood of the directional mean, and it decreases (yellow color) at the antipodal point for both DCOPS and the extension of Tukey depth for data on the sphere ATD (angular Tukey's depth) introduced in [27] . Figure 4 shows the similarity of both depth measurements (normalized between 0 and 1) at the sample points. However, the computational time to compute DCOPS is considerably smaller. Next, we add outliers considering a mixture of von Mises-Fisher distributions given by f (x) = 0.9f (x, (1, 0, 0), 10) + 0.1f (x, (0, 0, 1), 50). In Figure 5 , we perform the same plot for a sample of 120 points and we can see that both depths give small values to the outliers, which are on the left-hand hemisphere. The behaviour of both depth functions is quite similar in this case. 
Simulated examples for positive definite random matrices
Several statistical problems involve the study of data that are a collection of positive definite matrices. For example, the robust method estimation for covariance matrix or principal components analysis (see [8] and [9] ), learning and shape analysis, among others. The space of such matrices is a Riemannian manifold that is denoted by (P k , g). Given two matrices A, B ∈ P k , there exist a unique geodesic determined by A and B (see [33] ), which is given by,
and we can find the middle point between A and B that will be denoted by A#B, as well as the geodesic distance among them,
where · is the Hilbert-Schmidt norm. We observe that the middle point A#B is nothing but the geometric mean between the matrices. We start by considering the data generated by a Wishart distribution W 3 (Σ, m) in P 3 , with parameters m = 20 and Σ = I 3 . As is well known, a random matrix with Wishart distribution S with parameters Σ and m can be generated from iid multivariate normal vectors N (0, Σ) by
We generate a sample of size 100. For each matrix in the sample, we calculate the geodesic distance to its expectation and its DCOPS depth BD n . The results are given in Figure 6 . It can be observed that the depth decreases as we go further from the expected value. Next, we consider a mixture of two Wishart distributions 0.9W 3 (I 3 , 20) + 0.1W 3 (I 3 /10, 50), where the outliers are generated from the distribution W 3 (I 3 /10, 50) and a sample size of 120. Figure 6 shows that BD n gives small values to the outliers. 
Simulated examples in R
k with k = 5 and k = 20
As mentioned before for large k, empirical simplicial and half-space depths are computationally hard to compute. Hence, we compare DCOPS with two other notions of depth that has been introduced in [25] and [11] , respectively. These notions are based on one-dimensional projections. Let X 1 , . . . , X n ∈ R k be iid random vectors with the same distribution as X. The first empirical depth notion is defined as follows. For each u ∈ R k ( u = 1), we project the sample onto the direction u and obtain a one dimensional sample ℵ n,u = {X i,u = X i , u , i = 1, . . . , n}. A measure of "outlieness" is then defined by
where µ ℵn,u and τ ℵn,u are the median and the median absolute deviation of the projected sample ℵ n,u respectively (see [32] , page 5). The corresponding population version is obtained by replacing µ ℵn,u and τ ℵn,u by µ u and τ u the median and the absolute deviation of the random variable X, u in (4.2). In [25] the author suggests to use as empirical depth measure P D 1,n (x) := (1 + OU n (x)) −1 . In practice, P D 1,n (x) can be approximated by taking the maximum over a large sample of random directions instead of the supremum over the whole unit sphere. The second depth notion introduced for the functional case in [11] can also be used for high dimensional data. If we denote by g u (x) = x, u , then the depth is defined by
where F gu(X) (·) stands for the cumulative distribution function of the random variable g u (X), which can be estimated as the average for K random directions (uniform on the unit sphere); that is,
whereF gu i (·) is the empirical distribution function of the random sample
First, we consider the sample sizes n = 1000 in dimensions k = 5, 20, for N (0, I k ) data. Figure 7 depicts the depth of the points lying on the half line y = λ(1, 0, 0, . . . , 0) ∈ R k with λ > 0 for the normalized depth P D 1,n , 4P D 2,n and 2BD n with respect to the Euclidean distance to the origin. The same plot also depicts the function D(λ) = P ( X > λ), (X ∼ N (0, I k )). In both cases a good behavior of DCOPS is observed, the depth decreases when the point moves away from the origin and quickly converges to zero.
Contaminated data
We now consider a contaminated sample given by A sample of size n = 5000 was generated with a mixture of multivariate normals given by equation (4.4) with µ 1 = (0, 0, . . . , 0), µ 2 = 2(1, 1, . . . , 1) ∈ R 10 , Σ 1 = Σ 2 = I d and α = 0.1. In Figure 8 , we plot the empirical normalized depths P D 1,n , 4P D 2,n and 2BD n having at hand a set of 100 points generated at random with the same contaminated distribution as a function of the distance λ to the origin. The outliers are marked in red. It can be seen that all three depths give moderate or small values to the outliers, although BD n seems to outperforms the competitors. Figure 8 : Plot of the empirical normalized depths P D 1,n , 4P D 2,n , 2BD n at 100 points generated at random as a function of the distance to the origin. The outliers are marked in red.
Concluding remarks
We propose a notion of depth for data in Riemannian manifolds such that:
• It shares the classical desirable properties generally assumed in finite dimensional spaces.
• Its definition as well as its main properties hold in the frame of a separable Hilbert space. Strong uniform convergence is shown also for FDA.
• We have shown the strong consistency of the empirical depth. We also provide the asymptotic distribution for the empirical estimator of this depth that covers the important case where the data live in a Riemannian manifold.
• We provide several simulated examples in Riemannian manifolds frames (such as the sphere, the torus, and the space of positive definite matrices).
• We show here, through simulations, that it can be calculated easily for high dimensional spaces (indeed its computational complexity is of order k × n 2 , n being the sample size), maintaining a good performance. In general, the computational times grow in a Riemannian manifold due to the geodesic calculation. However, we consider that it is the methodology appropriated in this paradigm.
• It is important to note that other very interesting depth functions have been proposed in more general spaces (separable metric spaces), see for example [28] and [7] . However, after defining the concept of statistical depth in the general space, the desirable properties are often not studied. We postpone to a future work the study of the consistency and the CLT of these estimators in metric spaces. Further, we will also compare through simulations the performance of these depths for Riemannian manifolds with respect to DCOPS. Some recent comparative simulation study in R Finally, using the dominated convergence Theorem, we get that
(b) Now suppose that for any M > 0,there exists Ω 1 ⊂ Ω of positive probability δ = P (Ω 1 ) > 0, for which there exist γ > 0 and
(B) Proof of Theorem 3.2.
(a) Under our assumptions, we have that P (p ∈ S X1X2 ) = 0 for all p ∈ M. Now consider the difference,
The event that the ball B X1X2 contains only one of the points p, q is contained in the event that the sphere S X1X2 intersects the geodesic pq determined by p and q; hence, from the dominated convergence theorem we get
and denote by A B the symmetric difference between the sets. Then,
Now observe that
is a kernel of a U -statistic of order 2. We can bound | BD n (p) − BD n (q)| by
On the other hand, since the family of sets
has a finite V C-dimension, Corollary 3.3 in [2] entails that
when n → ∞, and from the dominated convergence theorem we derive
(C) Proof of Theorem 3.3.
Given > 0, from Theorem 3.1, for M and n sufficiently large we have that
Given the compact setB(q, M ), we can make δ > 0 small enough so that we can use Theorem 3.2. Since M is separable, there exists a finite set
We can conclude that
On the other hand, since the kernel of the order 2 U -statistic BD n (p) is bounded between 0 and 1, we can use the Hoeffding inequality obtaining that for s > 0,
Using this inequality, we get 2) has a finite V C-dimension. Lastly, this implies that the assumptions in Proposition 10 in [20] hold for a order 2 U -statistic and the asymptotic distribution is derived from Theorem 4.10 in [2] .
(E) Proof of Theorem 3.5.
We consider the Hilbert product space H 2 := H × H and the subclass of functions
First, observe that it suffices to prove the theorem for the following Vstatistic BD n (z) := 1 n 2 1≤i1,i2≤n
Obviously, sup |f x (z) − f x (t)| : x ∈ H 2 and z, t ∈ H ≤ 1 < ∞.
Next observe that, for > 0 1 { t 1 −y,t 2 −y ≤0} − 1 { t1−y,t2−y ≤0} > ⇔ t 1 −y, t 2 −y t 1 −y, t 2 −y ≤ 0.
Let x := (x 1 , x 2 ) ∈ H 2 , (t 1 , t 2 ) H 2 := max { t 1 H , t 2 H } and (t 1 , t 2 ), (t 1 , t 2 ) ∈ B ((x 1 , x 2 ), δ) the ball in H 2 centred at (x 1 , x 2 ) and radius δ with respect to the norm . H 2 . We just consider the case where t 1 −y, t 2 −y ≥ 0 and t 1 − y, t 2 − y ≤ 0 since the case where t 1 − y, t 2 − y ≤ 0 and t 1 − y, t 2 − y ≥ 0 follows analogously.
We have that, , δ . In a Hilbert space H for all y, t 1 , t 2 ∈ H we have that y ∈ B t1t2 ⇔ t 1 − y, t 2 − y ≤ 0, therefore
Moreover, we have that,
• from .
• analogously, from t 1 −t 2 2 ≥ x1−x2 2 − δ it follows that y / ∈ B x 1 + x 2 2 , x 1 − x 2 2 − 2δ , for δ small enough.
Next take K γ ∈ H compact et such that, if we denoted X = (X 1 , X 2 ), P (X ∈ (K γ × K γ ) c ) < γ.
Let M = If this is not the case there exists η > 0, y n ∈ K γ,L and δ n → 0 such that ψ δn (y n ) = P M ∈ B(y n , R + 2δ n ) \ B(y n , R − 2δ n ), X ∈ K γ × K γ > η.
Since [0, 1] × K γ,L is compact there exists a convergence subsequence, which we will denote (δ n , y n ), such that (δ n , y n ) → (0, y) for some y ∈ K γ,L . Since ψ δn (y n ) = E E I {B(yn,R+2δn)\B(yn,R−2δn)} (M )I {Kγ ×Kγ } (X) R = r , then, from assumption HB , the dominated convergence theorem and the continuity of the function ψ δ (y) we get that P M ∈ B(y n , R + 2δ n ) \ B(y n , R − 2δ n ), X ∈ K γ × K γ → → E P M ∈ B(y, R), X ∈ K γ × K γ R = r = 0, which leads to a contradiction.
