This paper addresses a full characterization of photon-added coherent states for shape-invariant potentials. Main properties are investigated and discussed. A statistical computation of relevant physical quantities is performed, emphasizing the importance of using generalized hypergeometric functions p F q and Meijer's G-functions for such a study.
I. INTRODUCTION
optical field scheme was provided, leading to properties similar to those of superpositions of two CS with relevant statistical quantities which were analytically and numerically treated.
In 30 , the photon number average value dependence, and the factor of the conditional output state on the measurement outcome as well as the statistical distance between the input and conditional output states, were investigated in the study of a lossless beam splitter. All these applications motivate the necessity to look at this kind of states associated to the generalized CS for shape-invariant potentials, investigated by Aleixo and Balantekin 13 , in a unified description of different CS for exactly solvable quantum systems.
All known previous works on PACS were based on SUSYQM factorization or similar methods generating exactly solvable potentials. Unfortunately, to our best knowledge of the literature, the SIP approach for PACS is still lacking. Our present study also aims at filling this gap. Indeed, we are interested in producing the PACS from the shape-invariant potential CS. These new states are denoted by photon-added shape invariant potential CS (PA-SIPCS). Their mathematical and physical properties are defined and discussed in details. Relevant examples are explicitly treated as illustration.
The paper is organized as follows. First, in Section 2, a brief review of SUSY-QM factorization, the algebraic formulation of shape-invariance condition and the construction of the generalized shape-invariant potentials coherent states (SIPCS) are provided. In Section 3, PA-SIPCS are built by successive applications of the raising operator on the SIP-CS. The inner product of two different PA-SIPCS is nonzero, evidencing that the obtained states are not mutually orthogonal. Besides, the normalization factor is determined and the resolution of unity studied. Next, their reproducing kernel insights, due to their overcompleteness on the quantum Hilbert space property, are analyzed. Then, their statistical properties are determined and discussed. Different concrete examples, based on Infeld and Hull 33 classification, are furnished in Section 4, on different types of shape-invariant systems. Finally, in Section 5, we end with some concluding remarks.
II. QUICK OVERVIEW ON SUSY-QM FACTORIZATION, SHAPE INVARIANCE AND RELATED GENERALIZED CS
For convenience, let us consider here a one dimensional Hamiltonian
where for notation simplification we set = 2m = 1. The SUSY-QM factorization of the Hamiltonian (1) consists in writing
where E 0 is the ground state energy of H corresponding to the ground state Ψ 0 . The formal mutually adjoint operators A and A † are defined by
The function W , called superpotential, related to the ground state eigenfunction, is solution of the Riccati equation V 2 (x) − E 0 = W 2 (x) − W ′ (x). The partner Hamiltonians H 1,2 are
H 1 is expressed through the initial Hamiltonian as: H 1 = H − E 0 . The partner potentials are defined by:
The partner Hamiltonians H 1 , H 2 and mutually adjoint operators A and A † are linked as:
From equation (6) one can show that H 1 and H 2 are isospectral, i.e,
More precisely, the spectra of H 1 and H 2 are related as:
n , E
These relations (8) express that if the spectra of one of the partners, say H 1 , are known, one can immediately deduce the spectra of H 2 . However, Eqs. (8) only give the relations between the spectra of the two partner Hamiltonians, but do not allow to determine their spectra.
A criterion of an exact solvability is known as shape invariance condition 16 ; that is the pair of SUSY partner potentials V 1,2 are similar in shape and differ only in the parameters that appear in them. 
where a 1 is a set of parameters: a 2 := f (a 1 ) a functional of a 1 , and R(a 1 ) is a remainder, independent from the dynamical variables x and p x .
Constructing a hierarchy of Hamiltonians by repeated re-factorization of H 1 , the shape invariance condition (9) allows to explicitly deduce the eigenvalues and eigenfunctionsholds, where 1I H is the identity operator on H.
The states B n + |Ψ 0 are eigenfunctions of H with eigenvalues E n , that is:
B ± act as raising and lowering operators:
To define the shape-invariant potential coherent states (SIPCS), Balantekin etal 13 introduce the right inverse B 
are eigenstates of the lowering operator B − :
A generalization of the SIPCS (18) is performed in 13 :
where
− , and from
one can readily show that
Using the relation (21) , one can straightforwardly show that the states (20) are eigenstates of B − :
Observing that
and using Eq. (22) , the normalized form of the CS (20) can be obtained as:
where we used the shorthand notation a r := [R(a 1 ), R(a 2 ), . . . , R(a n ) ; a j , a j+1 , . . . , a j+n−1 ].
The expansion coefficient h n (a r ) and the normalization constant N (|z| 2 ; a r ) are:
It is shown that these states (25) fulfill the standard properties of label continuity, overcompleteness, temporal stability, and action identity 13 .
III. CONSTRUCTION OF PHOTON-ADDED COHERENT STATES FOR SHAPE INVARIANT SYSTEMS
A. Definition of the PA-SIPCS Let H m be the Hilbert subspace of H defined as follows
By repeated applications of the raising operator B + on the generalized SIPCS (20), we can obtain photon-added shape-invariant potential CS (PA-SIPCS) denoted by |z; a r m as follows:
where m is a positive integer standing for the number of added quanta or photons.
It is worth mentioning that the first m eigenstates |Ψ n , n = 0, 1, . . . , m − 1 are absent from the wavefunction |z; a r m ∈ H m . Therefore, from the orthonormality relation satisfied by the states |Ψ n , the overcompleteness relation fulfilled by the identity operator on H m , denoted by 1I Hm , is to be written as 20?
Here, 1I Hm is only required to be a bounded positive operator with a densely defined inverse 4 .
From (26) , and using the relation B + R(a n−1 ) = R(a n )B + , we obtain:
From Eq. (17), B + |Ψ n = R(a 1 ) + . . . + R(a n+1 ) |Ψ n+1 , we obtain:
Repeated applications of B + give:
where the expansion coefficient takes the form:
Then, the PA-SIPCS can be written as:
B. Normalization and non-orthogonality
We can obtain the normalized form of the PA-SIPCS
by requiring that m z; a r |z; a r m = 1. The normalization constant N m (|z| 2 ; a r ) is given by:
The inner product of two different PA-SIPCS |z; a r m and |z
does not vanish. Indeed, due to the orthonormality of the eigenstates |Ψ n , the inner product (37) can be rewritten as
showing that the PA-SIPCS are not mutually orthogonal.
C. Overcompleteness
We assume the existence of a non-negative weight function ω m such that the overcompleteness or the resolution of identity
holds.
Inserting the definition (35) of the PA-SIPCS |z; a r m into Eq. (39) yields:
The diagonal matrix elements of the above relation, using the orthonormality of the eigenfunctions |Ψ n , gives:
We can see, after computation of the angular integration, that the weight function ω m must fulfill the condition:
Here we use the polar representation z = re iφ ; x stands for |z| 2 = r 2 . Therefore, the weight function ω m is related to the undetermined moment distribution W m (x; a r ), which is the solution of the Stieltjes moment problem with the moments given by |K m n (a r )| 2 .
Let us point out here that there are several methods to determine the measure ω m (x; a r ). 
The explicit expression of W(x, m) depends on the term of K m n (a r ) and can be worked out following standard Handbooks of tabulated integrals 34 -35 .
To use Mellin transformation, we have to rewrite (42) as
Let us consider the Meijer's G-function and the Mellin inversion theorem
. (45) Performing the variable change n + m → s − 1, Eq. (44) becomes:
In the different examples of the next section, |K m s (a r )| 2 in the above relation can be expressed in terms of Gamma functions as in the second member of the Mellin inversion theorem (45).
Then comparing the equations (45) and (46), g m (x; a r ) can be identified as the Meijer's Gfunction:
Therefore, the measure ω m can be derived from Eq. (44). The overcompleteness of the PA-SIPCS on H m leads to discuss the relation with the reproducing kernels.
D. Reproducing kernel
Define the quantity K(z, z
we obtain
is a reproducing kernel through the following result:
The following properties
(ii) Idempotence
are satisfied by the function K on H m .
Proof.
(i) Hermiticity: using (48) and (49), we get
(ii) Positivity: from (49), we obtain
which completes the proof.
E. Photon number statistics
Here, we deal with some nonclassical properties, which will be checked for the constructed PA-SIPCS, such as the photon number distribution (PND), the Mandel Q-parameter and the second order correlation function.
(i) The PND
The probability of finding the vector |Ψ n in the states |z; a r m , i.e., the PND which exhibits oscillations, corresponding to the probability of finding n quanta in the PA-SIPCS, is given by 23 ,
It reduces to a Poisson distribution for the conventional CS, for m → 0. This distribution exhibits strong oscillations and its variance is less than that for a Poisson distribution.
(
ii) The Mandel Q-parameter and the second-order correlation function
The Mandel Q-parameter yields the information about photon statistics of the quantum states. It is defined as 31 :
and also expressed as the second-order correlation function given by
where the mean values of the operator N := H−E 0 = B + B − and its square in the PA-SIPCS, are defined as:
The Mandel Q-parameter (or the second-order correlation function) determines whether the PA-SIPCS have a photon number distribution. This latter is sub-Poissonian (anti-bunching
, and super-Poissonian
One can check that, for a PA-SIPCS (35), the expectation values (59) are:
In the next section, the quantum statistical features will be explicitly computed for concrete expressions of the coefficient K m n (a r ).
IV. SOME EXAMPLES
In this section, we construct the PA-SIPCS for different shape-invariant systems using the Infeld and Hull 33 factorization method classification. We consider the examples of C, D and A types treated in 13 so that, if we put m = 0 in our PA-SIPCS states, we recover their corresponding ordinary SIPCS.
A. Type C and D SIP systems
They are the simplest shape invariant systems. The superpotentials in this case are:
with the shape invariant condition (9) written now as:
the relations between the parameters expressed in the form:
The remainders are the same for both C and D systems:
D-Type shape invariant systems
The products in the expansion coefficient (33) for D-type systems give
The constant values of the potential parameters for D-type SIP imply that we should have
Inserting Eqs. (66), (67) in the relation (33), we obtain the result for D-type systems:
The unnormalized form of the D-type PA-SIPCS can be written as:
we deduce the normalization constant as follows:
where 1 F 1 is the generalized hypergeometric function. It can be obtained in a more explicit way in terms of Meijer's G-function by:
where we use the following relation between the generalized hypergeometric function and the Meijer's G-function 36 :
The explicit form of the PA-SIPCS, defined for any finite |z|, can be read as:
|z, a r m = 1
For m = 0, the expressions of K m n (a r ) and N m (|z| 2 ; a r ) reduce to h n (|z| 2 ; a r ) and N (|z| 2 ; a r ), respectively, obtained in 13 for the corresponding ordinary SIPCS:
Using (38), the inner product P = m ′ z ′ ; a r |z; a r m of two different PA-SIPCS |z; a r m and |z ′ ; a r m ′ is given by:
This relation can be expressed in terms of generalized hypergeometric function 1 F 1 , as:
where ξ(m, m ′ , |z|, |z
.
In terms of Meijer's G-function, we have:
Let us turn now to the problem of overcompleteness. The relation (44) gives in this D-type case:
which, after performing the variable change n + m → s − 1, leads to: where h m (x; a r ) = g m (x; a r )γ 2m+1 c −2(m+1) . From the formula (45) of the Mellin-inversion theorem, we get:
and the weight function gives
where we use (72) and the multiplication formula of the Meijer's G-function
Since the measure in equation (41) 
Then, the Mandel Q-parameter and the second-order correlation function can be deduced, respectively, as:
where 1 F 1 , 2 F 2 and 3 F 3 are the generalized hypergeometric functions:
The PND (56) reads as As |z| and m increase, the peaks decrease and shift to the right.
C-Type shape invariant systems
For C-type systems, we consider the auxiliary function 13 :
where c and d are constants. Using the potential parameter relations (64), we can obtain, after a straightforward computation, that:
Defining the functional Z j := g(a 1 ; −γ, 1) e −iαR(a 1 ) , we get:
where we set ρ = a 1 − 1 γ . This last relation, with (66) inserted in (33) , gives for C-Type systems:
The normalized form of the C-type PA-SIPCS, defined on the unit open disc |z| < 1, can be written as:
where the normalization factor is given by:
Using Eq. (73), the normalization factor can also be formulated in terms of Meijer's Gfunction as:
For m = 0, K m n (a r ) and N m (|z| 2 ; a r ) reduce to the equivalent quantities h n (a r ) and N (|z| 2 ; a r ), respectively, for the corresponding ordinary SIPCS 13 :
Then, the PA-SIPCS correspond to ordinary SIPCS obtained in 13 :
which are the Perelomov CS for the SU(1,1) group 9 . Consequently, Eqs. (93) and (94) can be considered as the PA-SIPCS associated to the Perelomov CS.
The inner product of two different PA-SIPCS |z; a r m and |z ′ ; a r m ′ follows from Eq (38):
For m = m ′ = 0, we recover the result for the SIPCS obtained in 13 :
Taking into account the expression (92) of the expansion coefficient, the overcompleteness 
relation (44) becomes
Then the measure is derived as
where we use (95) 
where 2 F 1 , 3 F 2 and 4 F 3 are the generalized hypergeometric functions:
The PND (56) reads as 
B. Type A and B SIP systems
The superpotentials for these types of SI systems are:
where β is a real constant for A-type or pure imaginary for B-type and γ, λ, δ are real constants. For both cases, the remainder in the shape invariant condition (9) is R(a 1 ) =
, the potential parameters being related as: a n+1 = a n − 1. Since we are interested to bound states Hamiltonian, we restrict our attention to A-type systems. For these systems, the products in terms of the quantity R(a s ) in the numerator and denominator of the coefficient K m n (a r ), see Eq. (33), can be read, respectively, as:
where we set ρ = −(a 1 + γ). The explicit form of the expansion coefficient K m n (a r ) depends on the choice of the functional Z j . We adopt the functionals used in 13 for commodity of comparison. (113) and (114) in (33), we obtain the expansion coefficient as:
where we set κ = β = c.
(i) Normalization
The normalization factor, in terms of the generalized hypergeometric functions 3 F 4 , can readily be deduced from the above relation as:
. In terms of Meijer's G-function, we have:
and where we use the more compact notation of Meijer's G-function.
The explicit form of the PA-SIPCS are:
defined on the whole complex plane. For m = 0, we recover the expansion coefficient and the normalization factor obtained in 13 for the generalized SIPCS:
For giving m, fixing ρ = 1/2, the states (119) become
with
Setting m = 0 in (121), we recover the ordinary SIPCS obtained in 12 :
|z; a r = sech(|z|)
(ii) Non-orthogonality
(iii) Overcompleteness The non-negative weight function ω m (|z| 2 ; a r ) is related to the function g m satisfying (44):
where x stands for |z| 2 , ξ(x, n, m, ρ) = 2
. After variable
where h m (x; a r ) is related to g m (x; a r ) as:
Then, using the Mellin inversion theorem in terms of Meijer's G-function (45), we deduce:
where we use (117). The weight function (125) 
(iv) Statistical properties
We consider now the statistical properties of the state (119). The expectation values H and H 2 result from the expressions (115) and (116) of K m n and N m , respectively, as:
Then, the Mandel Q-parameter and the second-order correlation function are derived, respectively, as: where we adopt in the sequel the following notation
for long hypergometric function instead of the form in (73). The PND (56) reads as 
Second choice of the functional Z j
We make the second choice of the functional Z j as:
with κ a real constant and where we use the auxiliary function (89). From the potential parameter relations (64) and Eq. (90) we obtain:
where we assume a 1 = − ν 2
, the eigenenergies being E n = κ 2 n(n + ν + 1). Inserting Eqs.
(132), (113) and (114) in the expansion coefficient (33), we obtain
where we assume β = κ and ρ = ν 2 + 1 2 in (113) and (114). For m = 0, we recover the coefficient h n in 13 :
(i) Normalization
The normalization factor in terms of hypergeometric and Meijer's G-functions is
where ξ(m, ν) = κ 2m Γ(m + 1)
. For m = 0, we recover the normalization factor 
(iii) Overcompleteness
Following the steps and the method of the previous subsections, we obtain the weightfunction of the PA-SIPCS as
The measure (139) as represented in FIG. 10, for ν = 1.5 and m = 0, 1, 2 is positive for ν > 0. We recover, for m = 0, the result:
obtained in 13 for the corresponding ordinary SIPCS.
(iv) Statistical properties
The expectation values N and N 2 in the state (138) are provided as follows:
Then, the Mandel Q-parameter and the second-order correlation function are given by: 
