Abstract. In this paper, we consider a generalized longest common subsequence problem, in which two constraining sequences of length s and t must be included as the subsequences of the two main sequences and the length of the result must be maximal. For the two input sequences X and Y of lengths n and m , and the given two constraining sequences of length s and t , we present an ) (nmst O time dynamic programming algorithm for solving the new generalized longest common subsequence problem. The correctness of the new algorithm is proved.
Introduction
The longest common subsequence (LCS) problem is a well-known measurement for computing the similarity of two strings. It can be widely applied in diverse areas, such as file comparison, pattern matching and computational biology [3, 4, 8, 9] .
Given two sequences X and Y , the longest common subsequence (LCS) problem is to find a subsequence of X and Y whose length is the longest among all common subsequences of the two given sequences.
For some biological applications some constraints must be applied to the LCS problem. These kinds of variant of the LCS problem are called the constrained LCS (CLCS) problem. Recently, Chen and Chao [1] proposed the more generalized forms of the CLCS problem, the generalized constrained longest common subsequence (GC-LCS) problem. For the two input sequences X and Y of lengths n and m ,respectively, and a constraint string P of length r , the GC-LCS problem is a set of four problems which are to find the LCS of X and Y including/excluding P as a subsequence/substring, respectively.
In this paper, we consider a more general constrained longest common subsequence problem called SEQ-IC-SEQ-IC-LCS, in which two constraining sequences of length s and t must be included as the subsequences of the two main sequences and the length of the result must be maximal. We will present the first efficient dynamic programming algorithm for solving this problem.
The organization of the paper is as follows. In the following 3 sections, we describe our presented dynamic programming algorithm for the SEQ-IC-SEQ-IC-LCS problem.
In section 2 the preliminary knowledge for presenting our algorithm for the SEQ-IC-SEQ-IC-LCS problem is discussed. In section 3 we give a new dynamic programming solution for the SEQ-IC-SEQ-IC-LCS problem with time complexity ) (nmst O , where n and m are the lengths of the two given input strings, and s and t the lengths of the two constraining sequences. Some concluding remarks are in section 4.
Characterization of the Generalized LCS Problem
A sequence is a string of characters over an alphabet ∑ . A subsequence of a sequence X is obtained by deleting zero or more characters from X (not necessarily contiguous). A substring of a sequence X is a subsequence of successive characters within X .
For a given sequence of lengths s and t , the SEQ-IC-SEQ-IC-LCS problem is to find a constrained LCS of X and Y including P and Q as its subsequences.
The following theorem characterizes the structure of an optimal solution based on optimal solutions to subproblems, for computing the LCSs in
, then the following conditions hold:
Proof. 
The boundary conditions of this recursive formula are 0 = ,0,0) (0, = ,0,0,0) ( [5] . Many other generalized constrained longest common subsequence (GC-LCS) problems have similar structures. It is not clear that whether the same technique of this paper can be applied to these problems to achieve efficient algorithms. We will investigate these problems further.
