Abstract Asymptotic decay rates are considered for the stationary joint distributions of customer populations in a generalized Jackson network and a batch movement network. We first define an asymptotic decay rate for a multi-dimensional distribution concerning a tail set and a direction to decrease. Then, for the stationary joint distributions of customer populations, the decay rates are conjectured to be obtained through max-min linear optimizations with convex constrains. Their validity is checked for some known results. Furthermore, the conjectured decay rates are shown to be useful to see how the decay rates are changed according to modeling parameters and the direction to decrease in a two node tandem queue.
Introduction
Our primary interest is to get asymptotic decay rates of tails in the stationary joint distributions of population vectors in queueing networks under a light tail assumption on service time distributions, where the population vector is the random vector whose i-th entry is the number of customers at node i. Complete answers are obtained for the product form networks, where the product form is meant that the stationary distribution of the whole network state is of the product of its marginal distributions with respect to nodes in the network. A typical example is a Jackson network. However, even for the Jackson network, the product form solution is easily destroyed by small changes of modeling assumptions. For instance, if service times of one server are changed to have a non-exponential distribution and if customers who are served by this server join another node with a positive probability, then we can not have the product form solution any more (e.g., see Corollary 11.11 of [5] ). Here, FIFO (First-In First-Out) service discipline is assumed for the Jackson network. Unfortunately, for this class of networks, it is hard to get the stationary distributions of the population vectors. So it is interesting to see their tail behaviors.
We are concerned with two network models. The first model is a generalized Jackson network of single servers and a single class of customers, and we consider the asymptotic decay rates of the stationary tail probabilities of its population vector. The generalized Jackson network is a modification of the standard Jackson network in such a way that arrival processes at nodes are replaced by renewal processes and service time distributions at nodes are replaced by general distributions, while keeping all independence assumptions. Another model of our interest is a batch movement network such that its population vector is described by a continuous-time Markov chain. This model has been recently restudied, and the product form distribution is obtained under various situations (see, e.g., [5, 28] ).
However, similar to the Jackson network, those product form solutions are easy to fail by small changes.
In this paper, we are only concerned with the asymptotic decay rate, so we frequently omit "asymptotic". The decay rates have been well studied for one dimensional distributions in queueing models and their networks with acyclic routing. Specially, for single server queues, they are obtained in terms of the moment generating functions of the accumulated input processes for the queue length and waiting time distributions (see, e.g., [6, 11] ). The large deviation technique has been widely used for them as well as for networks with acyclic routing (e.g., [3, 4] ). However, it seems to be hard to apply the large deviation approach to joint distributions in queueing networks. To the contrary, there have been appeared some results on the decay rates for joint distributions in the recent years. Those consider product form upper bounds for the tail probabilities (e.g., see [5, 9, [12] [13] [14] [15] 21] ). Particularly, linear combination bounds in [14] is notable. Also certain necessary and sufficient conditions for the product form bounds in [15] are suggestive. Those results help us to conjecture the asymptotic decay rates.
Since there seems to be no standard definition for the decay rate of a multi-dimensional distribution, we start with its definition, introducing a tail set and a direction vector along which the tail set decreases. We then consider the decay rates in the generalized Jackson network. For the case of tandem queues, Fujimoto and Takahashi [8] conjectured similar decay rates based on numerical experience. We use some heuristics but more rely on theoretical considerations, which enable to refine their conjectures and to consider more complicated situations. A key idea is to represent the decay rate in a parametric form using the direction vector. Based on this parametric form, we conjecture product form bounds and the decay rates, which can be determined through max-min linear optimizations with certain convex constraints. The conjectures are verified for the Jackson network, and are consistent with known results for a two node tandem queue with exponential servers. We also consider this tandem queue to see how the decay rates are changed according to modeling parameters and the direction to move.
We next consider the batch movement network. This model is originally of a continuoustime, but it is also described by a discrete-time Markov chain embedded at departure-arrival instants. In this network, customers at different nodes may simultaneously depart and arrive at different nodes, where batches of departures are first requested. A basic assumption is that the requested departure sizes and the arrival sizes are independent of the network state, but are subject to a generic joint distribution. Here, all the requested departures may not be realized if there are less customers. Similar to the case of the generalized Jackson network, we conjecture the decay rates as well as their product form bounds.
Through these two network models, an interesting observation is that the decay rates belong to the boundaries of bounded convex sets under certain regularity conditions, if they exist, while those convex sets are not hard to be identified. We work on how to choose appropriate decay rates among them. This paper is made up by seven sections. In Section 2, we give definitions of an asymptotic exponential form and its decay rates. Section 3 illustrates a derivation of the asymptotic exponential form for a queue with a single waiting line. In Section 4, the generalized Jackson network is considered, and four conjectures on the decay rates are presented. Those conjectures are examined for three examples in Section 5. Section 6 discusses the batch movement network. We finally give some concluding remarks in Section 7.
Decay Rates in Queueing Models
Let X be a nonnegative random variable. If there are positive constants ω, b such that
then, the distribution of X is said to have an asymptotically exponential tail with decay rate ω and coefficient b. We also write (2.1) as
Thus, "∼" in this paper is slightly stronger than the same order in the conventional usage. A weaker but still useful information is the rate ω itself. This is identified as
We refer to this ω as an asymptotic decay rate or simply decay rate. In many queueing applications, X is a stationary characteristic such as the waiting time or queue length in the steady state. Suppose that the distribution of the X is obtained through a function of an additive process Y (t) that represents a net input process of the queue. Then, the ω may be obtained from the function ψ defined as
For instance, if Y (t) is the total input minus the total potential output up to time t measured from time 0 and if X is the stationary workload, then the decay rate ω is obtained as a root of the equation ψ(θ) = 0 satisfying ψ (θ) > 0, provided appropriate regularity conditions (see [11] ). The function ψ is used to determine a rate function in Large deviation principle, LDP in short. In this way, the decay rate is connected to LDP, and much work has been done on this matter (see, e.g., [6, 11] ). A significant feature of LDP is its applicability without independence assumptions that typically appears in the classic queueing models such as GI/GI/1 queue. It has been applied to one dimensional distributions in acyclic queueing networks (see, e.g., [3, 4, 23, 24, 31] ). However, LDP is more difficult to apply as dynamics of a queue becomes more complicated, in particular, for queueing networks with feedback routes. In this paper, we rather stick with the classical models, assuming various independence assumptions, while allowing a general network structure.
We are concerned with a multi-dimensional distribution. So we first need to clarify what is the decay rate of such a distribution. Let X be a k-dimensional nonnegative random vector, and let
Euclidean space with metric |x| ≡ x, x 1 2 . We may define a decay rate for X in the following way. Definition 2.1 A nonnegative vector c ∈ IR k is said to be a direction vector if |c| = 1. For a convex set V and direction vector c, the distribution of X is said to have an asymptotic exponential tail if there exist positive numbers ω and b such that lim x/|x|→c,|x|→∞
where
In this case, the set V and the scalar ω are said to be a tail set and a decay rate with respect to c. 
Here, an inequality of vectors is of component-wise, i.e., x ≥ y if and only if x i ≥ y i for all i. In a conjecture in Section 6, we also consider the decay rate defined as
This is equivalent to choosing V = {y ∈ IR k ; y, c ≥ 0} in (2.5).
Queues with Single Waiting Lines
To illustrate our approach, we consider the GI/G/1 queue with FIFO service. For simplicity, we first consider the waiting time, whose stationary distribution is well known to have the asymptotic exponential tail under some regularity conditions. Let S and T be random variables subject to the service time and inter-arrival time distributions, respectively. We assume the stability condition, E(S) < E(T ), and there exists a θ 0 < 0 such that E(e −θS ) < ∞ for θ > θ 0 and lim θ↓θ 0 E(e −θS ) = ∞. The stability condition implies the existence of the stationary waiting time distribution. Let W be a random variable subject to this distribution. As is well known, if W is independent of S − T , then
We tentatively assume that W has an asymptotic exponential tail with rate ω, i.e., for some b > 0,
We rewrite (3.1) as
Since e ωx P (W > x) ≤ 1 for all x ≥ 0 by Kingman's inequality (see [16] ), the bounded convergence theorem yields
Hence, using the notationf (θ) = E(e By the convexity of the function ψ(θ) ≡f (θ)ĝ(−θ) and the stability condition E(S) < E(T ), we can indeed find a unique root ω > 0 of equation (3.4) . Furthermore,
The following arguments due to Feller [7] verify (3.2). Let {U n ; n ≥ 1} be a sequence of independent random variables that have the same distribution as U ≡ S − T , and let {Y n ; n ≥ 0} be the random walk generated by {U n ; n ≥ 1}, i.e., Y n = U 1 + . . . + U n with Y 0 = 0. We modify this random walk in the following way. Firstly change U ≡ S − T to U * subject to the distribution: 6) which is indeed a distribution because of (3.4) . This distribution and the ω are said to be twisted and a twisting factor, respectively. Secondly let {U * n } be a sequence of independent random variables that have the same distribution as U * , and define Y *
The random walk {Y * n } has a positive mean drift given by (3.5). Let H n and H * n be the n-th ascending ladder height distributions of {Y n ; n ≥ 0} and {Y * n ; n ≥ 0}, respectively. Then,
As is well known, W has the same distribution as max n≥0 Y n . Then, the distribution of W can be represented as
since the random walk never goes above the present level with probability (1 − H 1 (+∞)). Since H n and H * n are n times convolutions of H 1 and H * 1 , respectively, this yields
Hence, integrating over [x, ∞) and multiplying e ωx , we have
Since Y * n has the positive drift by (3.5), the key renewal theorem concludes
This proves (3.2) as claimed. Similar results are obtained for batch arrival queues in [25] . The above arguments are known to be hard to apply for other systems such as many server queues. However, using the matrix geometric approach, similar results have been obtained for GI/P H/s queues, i.e., the s server queue with renewal arrival process and phase type service time distributions. We here simply refer to the results due to Takahashi [30] . We use the same notation for random variables T and S and the Laplace-Stieltjes Transform (LST)f andĝ for the interarrival and service times. Let L, R 0 and R 1 , . . . , R s be random variables subject to the stationary joint distribution of the queue length, the remaining interarrival time and the remaining service times at servers 1 to s, respectively, where we assume the stability condition ES < sET . It is easy to see that there exists a unique positive root ω of the equation:
Let η =f (sω). Then, it is obtained in [30] that, for some b > 0,
where F * e and G * e are nondecreasing functions such that
Note that these distributions correspond with the twisted distribution (3.6) with respect to F e and G e , respectively, where they are defined as
Similar exponential forms are also obtained for heterogenous servers (see [2, 22, 26, 27] ). From the queues with single waiting lines, we can observe the following facts. First, the exponential decay rates is expected to exist under mild regularity conditions. Secondly, once the existence of the exponential decay rates is assured, they are identified by solving the stationary equations at off boundaries. Thirdly, the remaining arrival and service times are asymptotically independent of the queue length. The second observation may not be true for queueing networks, since the stationary distributions are multi-dimensional. Thus, we may need to choose appropriate rates among those satisfying off-boundary stationary equations. In what follows we consider this scenario.
Generalized Jackson Networks
In this section, we present conjectures on the asymptotic decay rates for the generalized Jackson network. We first describe this network. The network has k nodes of single servers, numbered 1, 2, . . . , k. The outside is denoted by node 0. At each node i = 0, exogenous customers arrive according to a renewal process with interarrival time distribution F i , which is either a proper distribution or a defective distribution such that F i (+∞) = 0. The latter represents the case that no exogenous customers arrive at node i. All nodes have infinite waiting capacity, all arriving customers are served in the FIFO manner, and their service times at node i are subject to common distribution G i . A customer who completes service at node i = 0 immediately goes to node j, including j = 0, with probability r ij . Hence it is assumed that
We assume that stochastic matrix {r ij ; i, j = 0, 1, . . . , k} is irreducible, where r 0i 's are chosen in such a way that k j=0 r 0j = 1 with r 00 = 0 and r 0i > 0 if there are exogenous arrivals at node i. For example, we can choose them such that r i0 is proportional to the mean arrival rate at node i. However, we only use them for the irreducible condition, and their actual values are of no importance for us. If all the interarrival time and service time distributions are exponential, then this model is the Jackson network with single servers and a single class of customers. So, we refer to it as a generalized Jackson network. We shall use the following notation. Let T i and S i denote random variables subject to F i and G i , respectively. Their LST's are denoted byf i (θ) andĝ i (θ), i.e.,.
We assume that the network is stable, i.e., an appropriate stationary distribution exists. To give conditions for this, we need to solve the traffic equations.
, and λ i = 0 otherwise. Then, the traffic equations are
These equations have a unique nonnegative solution (α 1 , . . . , α k ) because of the irreducible assumption. It is known that the network is stable if the following conditions hold together with a mild regularity condition, called spread out, on F i or G i (e.g., see [18, 29] ).
We assume these stability conditions throughout the paper. Similar to the case of the GI/G/1 queue, we also assume the light tail assumption that, for each i and some θ
This condition is meant that the tail probabilities of service times decay exponentially fast. More specifically, it allows the decay such as
with α > 0 for β ≥ −1 but may not for β < −1. It includes a large class of the conventional distributions such as a phase type with finite a phase space, uniform distributions and their convolutions and mixtures.
We describe the network state at time t by the following notation. Let X i (t) be the number of customers in node i, and define the k-dimensional random vector:
Let R a i (t) and R s i (t) be the remaining arrival and service times, respectively, and define
Then, the network state at time t is given by
Clearly, {Y (t)} is a Markov process, and it has the stationary distribution under the stability condition (4.2). So we can assume without loss of generality that {Y (t)} is a stationary
process. In what follows we omit arguments "t" for stationary random vectors such as X for X(t). We next derive the balance equations in the steady state. To this end, we use the following notation. 
where e i is the unit vector whose i-th entry is 1. This equation can be considered as the balance equation that the rate of continuous state changes are equated with those of jump transitions due to arrivals and departures. We tentatively assume that there exists τ > 0 such that, for large n,
whereφ is a joint LST of a 2k-dimensional distribution. This is similar to (3.8) . However, we do not assume the asymptotic independence of R a i and R d i , but the key issue is the asymptotic independence of the queue length and these characteristics. Since τ may depend on the direction of increasing n, we make (4.5) precise in the following way. For each direction vector c, there exist positive vector τ , b(c) and LSTφ(θ, η) of a 2k-dimensional distribution such that
where τ may depend on c. Let ω = τ , c , then τ , n ∼ ω|n| for large |n| such that n ∼ c|n|. Hence, (4.6) implies that X has the decay rate ω for direction c (see Definition 2.1).
In our arguments, τ will have an important role, and it will be clear the reason why we use vector τ rather than scalar ω. For our arguments, we also need similar asymptotics for ϕ a i and ϕ d i , i.e., the embedded distributions at arrivals and departures. We note the following fact, which is proved in Appendix A.
Lemma 4.1
The decay rates at departure and exogenous arrival instants at node i are identical with the decay rate at an arbitrary point in time if the distributions of T i and S i have failure rates that are bounded above and away from 0 in the extended sense, which is meant for S i that, for each bounded continuous and positive function v, there exist positive constants a, b such that, for any y ≥ 0,
For example, phase type distributions with finite phase spaces and uniform distributions satisfy condition (4.7). This lemma suggests that the common decay rate can be expected for ϕ 
Remark 4.1 (i) Similar to (4.6), (4.8) implies that the decay rate of X is τ , c for direction c. Note that we here restrict c to be positive.
(ii) The τ in (4.8) is independent of i but may depend on c, so it may be better to write it as τ (c). However, the latter notation is rather inconvenient for our arguments, so we keep τ as it is.
(iii) Obviously, τ can be represented by t whose i-th entry is t i = e −τ i . Sometimes the latter is convenient for tail decay rates, but we work on τ to prevent possible confusions.
Note that Assumption 4.1 implies (4.6). This is verified using (4.4). Multiply both sides of it with e τ ,n and let |n| go to infinity in such a way that n/|n| goes to c, then the limit in (4.6) is uniquely determined by Assumption 4.1. It is not hard to see that this limit can not be identically zero, by choosing sufficiently large η i 's. We shall use Assumption 4.1 as a starting assumption. This is the reason that we do not term it as a conjecture but as an assumption, although it is nothing but a conjecture.
Let us consider implications of Assumption 4.1. We first let
Then, multiplying both sides of (4.4) with e τ ,n and applying (4.8), we have
where τ 0 = 0. We choose θ i such that
then the first summation of (4.10) is dropped. Because of the restriction (4.9), we next choose η i except one i, say i 0 , such that 
wheref −1
is also a decreasing and convex for t > 0, and (4.11) is equivalent to
Hence, (4.13) and (4.14) with equalities are equivalent to (4.9), (4.11) and (4.12) concerning η and τ , where η = (η 1 , . . . , η k ). This also implies that L 0 is on the boundary of L 0 . Since the left-hand sides of (4.13) and (4.14) are convex functions of η and τ , (4.13) and (4.14) constitute convex sets in IR 
, then (4.14) with i ∈ J 0 satisfying r ij > 0 implies that τ j is bounded becauseĝ i (η i ) is bounded below. Similarly, we can inductively show that τ i is bounded for i ∈ J n with n ≥ 2. Since ∪
Note that L 0 is the set of the τ 's which may be the decay rates for appropriate directions. However, all the τ 's may not be so. Hence, we need to exclude infeasible τ 's. To this end, we consider the decay rates for the marginal distributions.
Let us consider the case that one entry of n, say n i , is increased. In this case, the decay rate would be compensated by the twisted service time distribution of node i with the twisting factor −η i > 0, while the other nodes behave normally, i.e., η j > 0 for j = i. Thus, we define 15) where the equality for η j is included so as to always attain the supremum. One may wonder whether this τ Remark 4.3 Consider the case that k = 2, λ 2 = 0 and r 12 = r 20 = 1, i.e., the two node tandem queue. Suppose that S 1 ≡ 0, so arriving customers at node 1 immediately go to node 2. This model reduces to the single node queue, and the decay rate is known as mentioned in Section 3. We here consider whether conditions (4.9), (4.11) and (4.12) are compatible with this known result. It is easy to see that they are equivalent to τ 1 = τ 2 = log(ĝ 2 (η 2 )) andf We next consider a uniform bound for the tail probability in such a way that, for some positive C and some τ ∈ L 0 ,
In general, such a τ may not serve a tight bound. However, if we can find the τ satisfying (4.17) such that τ , c is maximized on the convex set L 0 , then the τ must be the decay rate for the direction c. As we shall see later, this is not a rare case. Let us consider a possible class of τ for (4.17). Since the τ i can not be greater than the decay rate of the marginal distribution of node i, we restrict L 0 to
We make further restrictions by higher dimensional marginals. For each subset B ⊂ J, let τ (B) be the |B|-dimensional vector whose i-th entry is τ i for i ∈ B. Then, let T (B) = {τ (B) ≥ 0(B); (4.9), (4.11) and (4.12) hold for η j ≥ 0, ∀j ∈ J \ B},
Clearly this definition is compatible with L {i} for B = {i}. Then, we let
Intuitively, this restriction for τ is necessary to get the product form bound (4.17), since the τ should bound all marginal distributions. As we shall see in Section 6, this type of restrictions also appears in the batch movement network, and is known to be necessary and sufficient (see (i) of Remark 6.1). This suggests us to conjecture [12] (see also [13] ) consider a slightly different version of Conjecture 4.2 for a phase type model, in which interarrival and service times have phase type distributions. In our notation, they introduce
1 }, and show that τ ∈ F 1 ∪ F 2 implies (4.17). In the recent paper [14] , it is conjectured that τ i ≡ sup{τ i ; τ ∈ F i } is the decay rate of the marginal distribution at node i. It is not difficult to see from (4.14) that F 1 ∪ F 2 is identical with L * J for k = 2. Hence, τ i = τ 1 i , and Conjecture 4.2 is compatible with the conjecture of [14] .
As we mentioned, Conjecture 4.2 only gives product form upper bounds, and it may not include the best τ that gives exact decay rates. Recently Katou and Takahashi [14] found a very interesting bound for the tail probability for a 2-node generalized Jackson network with phase-type distributions, i.e., for k = 2. They show that, if τ 1 ∈ L {1} and τ 2 ∈ L {2} , there exist positive constants C 1 and C 2 such that
This would suggest the next conjecture. Let us introduce some convenient notation to find this ω B (c). A subset V of IR k is said to be a positive lower set if
Let M (L) be the minimum lower set that includes a set L, which always exists since a common set of positive lower sets are also a positive lower set. Let 
Examples
An interesting feature of Conjectures 4.2 and 4.4 are their computability. We consider three examples, the Jackson network, a two node tandem queue and a two node network with feedback routes. Some numerical computations are made for the second model. Example 5.1 (Jackson network) Consider the Jackson network, i.e., the case that all interarrival and service time distributions are exponential. For simplicity, it is assumed that r ii = 0 for all i. Let µ i be the service rate at node i. Then,
Substituting these into (4.11) and (4.12), we have
where we let θ = 0 if λ = 0. This convention keeps condition (4.11) unchanged. Substituting these θ and η into (4.9), we get
Fix an arbitrary i ∈ J. We first consider how a point on L 0 satisfying η = 0 for = i is located. Such a point may serve the supremum of (4.15). Substitute (5.1) and (5.2) into (4.9) with η j = 0 for j = i, then we have
Denote non zero solution τ of these equations by τ (i) . Substituting r 0 = 1 − j =i r j , these equations are changed to
Let u be the column vector whose j-th entry is e τ (i) j − 1, λ be the row vector whose j-th entry is λ j and e j be the unit vector whose j-th entry is unit and the other entries are zero. Let R be the k × k matrix whose ij entry is r ij . Then, equations (5.4) and (5.5) can be written as
Since R is substochastic, I − R is invertible,
Let α be the row vector whose j-th entry is the mean arrival rate α j for j = 1, 2, . . . , k.
and λ, u = 0, multiplying both sides of (5.6) with λ from the left yields
Comparing the i-th components of (5.6), we also have
where n ij is the ij-entry of (I − R) −1 , which is the mean visiting number at node j when a customer departs at node i. If i = j, then it counts the departing node j = i as well. From (5.4) and (5.7), u and hence τ (i) is uniquely determined. In particular, all the components of τ (i) are positive.
We next show that
is the right-end point of M i . On the contrary, τ
is the left-end point of
In the view of (5.2), the inequalities (5.9) are equivalent to η ≥ 0, for all = i. Let R (i) be the submatrix of R that the i-th row and column are deleted. Since (I
is a nonnegative matrix, where
is the k − 1-dimensional identity matrix, (5.9) can be rewritten as
where n (i) j is the j entry of (I
. Hence, sup{τ ; τ ∈ M i } is attained on the boundary of T i . Thus, τ (i) is either the right-end or the left-end point. We now let τ (i) be the τ vector such that its i-th entry is − log(λ i /µ i ) and the other entries are all zero. Then, it is easy to see that τ
is in M i . Obviously, it must be the left-end point, since all its entries except the i-th entry are zero (see Figure 2) . Hence, τ (i) must be the right-end point. Define τ * as τ * ≡ (τ
It is easy to check that this τ * satisfies (5.3), so it is on the boundary L 0 . We shall show that
(5.10)
First consider the case that τ
J . This typically happens (see Figure 2 for the case that k = 2). We next consider the case that there is an i ∈ J such that τ
i . In this case, we have Figure 2 : τ for Jackson network (k = 2) Figure 3 : The case of τ
and τ * = τ
is the right-end point of M i and both of τ (i) and τ * are on the boundary L 0 of the convex set L 0 (see Figure 3) . Hence, τ
for j = i. Then, on the τ j -τ i plane, we can see that three points (0, τ
i ) are in the projection of M i , and that (0, τ
See Figure 3 for these points. This obviously implies that This is also compatible with the product form solution of the Jackson network. Example 5.2 (2-node tandem queue) We next consider a two-node tandem queue. For a general two node network, which we also discuss in the next example, Katou and Takahashi [14] gave an interesting classification. They introduced
and classified the set of τ that gives the decay rate ω of (4.20) into three types according to three possible cases: (1)τ 1 = τ 1 orτ 2 = τ 2 , (2)τ 1 < τ 1 and (3)τ 1 > τ 1 . We here consider another type of classifications, which are directly related to modeling parameters.
We describe a two node tandem queue in the following way. Node 1 has exogenous arrivals subject to the renewal process with a generic inter-arrival time distribution F 1 with LSTf 1 and mean 1/λ 1 , and the service time distributions G 1 and G 2 with LSTĝ 1 andĝ 2 and means 1/µ 1 and 1/µ 2 , respectively. Obviously, the stability condition is λ 1 < min(µ 1 , µ 2 ), which is assumed here.
We first consider the simpler case that both servers have exponentially distributed service times. This case has been studied in [10] for the decay rates of the marginal distributions, so it is convenient to see how our conjectures, in particular, Conjecture 4.1, work. Furthermore, it turns out that this simpler model is essential to study the case of generally distributed service times. Similar to Example 5.1, condition (4.12) becomes
while (4.9) and (4.11) yield
Let γ 1 (γ 2 ) be the positive solution τ 1 (τ 2 ) of these equations when η 2 = 0 (η 1 = 0, respectively). By the stability condition, these γ 1 and γ 2 are uniquely determined as the solution of the equationsf
Sincef 1 is a decreasing function, it is easy to see that γ 1 ≤ γ 2 if and only if µ 1 ≤ µ 2 . We next let (u 1 , u 2 ) be the contact point of (5.11) with the horizontal line τ 2 = u 2 > 0. This point can be obtained as the solution (τ 1 , τ 2 ) of (5.11) and the contact condition:
Similarly, let (v 1 , v 2 ) be the contact point of (5.11) with the vertical line τ 1 = v 1 > 0. Let σ 1 be a solution τ 1 of (5.11) with τ 2 = γ 2 such that τ 1 = γ 2 , and let σ 2 be a positive solution of τ 2 of (5.11) with τ 1 = γ 1 such that τ 2 = γ 1 . These solutions uniquely exist. Then, there arise five different cases, where J = {1, 2}. which is obtained from (5.11) in the following form:
the decay rates τ 1 2 of the marginal distribution at node 2 are fully compatible with those obtained by Ganesh and Anantharam [10] , in which three different cases, (a)+(c), (b) and (d)+(e), appear. For instance, from those classifications, we can observe that the decay rate is (c 1 + c 2 )γ 1 + c 2 log(µ 2 /µ 2 ) for direction c in the case (b), while, in the case (e), the decay rates are classified in the following two cases. Let τ (c) be the τ that gives the exact decay rate. Then, (i) c 1 < From these figures, we can answer to the question when the feasible set of the decay rates is a singleton, i.e., the two queues are asymptotically independent. To this end, we change µ 1 , while fixing µ 2 and F 1 . We first observe that case (b) occurs, i.e., γ 1 < min(u 1 , γ 2 ), if µ 1 ≤ β for some β ≤ µ 2 , since γ 1 goes down to 0 as µ 1 goes down to λ 1 . Similarly, case (d) with (γ 1 , γ 2 ) ∈ L 0 occurs if µ 1 ≥ β for some β ≥ µ 2 , since γ 1 goes to infinity as µ 1 goes to infinity. These observations are compatible with the intuition that the asymptotic independence is expected if the first server is sufficiently slow or sufficiently fast. In the former case, the interdeparture times are distributed as the service times with a high probability, while, in the latter, they are distributed almost the same as the interarrival times of exogenous customers.
We now consider the generic service time case. The above arguments can be extended for this case. Since 1/ĝ i (η)'s are increasing in η, their inverse functions exist. Denote these functions by h i 's. Then, conditions (4.9), (4.11) and (4.12) reduce tô For simplicity, we assume that r 11 = r 22 = 0, but this is not essential. We use the same notation as in the previous example. In addition to it, we need the interarrival distribution F 2 for node 2. We denote its LST and mean byf 2 and 1/λ 2 , respectively. The solution of traffic equations (4.1) is
so the stability conditions of this model that we assume are
Katou and Makimoto [13] studied product form bounds for this model, assuming phase type distributions for interarrival times and service times (see Conjecture 4.2). We here consider classifications of the decay rates similar to the previous example. The exponential server case is also instructive for this model. Assume that both servers have exponentially distributed service times. Similar to the previous example, (4.11) and (4.12) become
This equation describes the boundary of a convex set. Let γ 1 (γ 2 ) be the largest positive solution τ of these equations when η 2 = 0 (η 1 = 0, respectively). By the stability condition, these γ 1 and γ 2 exist. For instance, γ 1 is a solution τ of the equations:
Note that (5.15) is the boundary of a bounded and convex set, and τ 2 of (5.16) is an increasing and concave function of τ 1 . Since 0 = (0, 0) is a trivial solution, there exist at least one and at most three positive solutions (τ 1 , τ 2 ) of (5.15) and (5.16). Let u ≡ (u 1 , u 2 ) > 0 and v ≡ (v 1 , v 2 ) > 0 be the contact points of the horizontal and vertical lines with (5.15), respectively. We also let σ 1 (y) be a solution τ 1 of (5.14) with τ 2 = y such that τ 1 > y, and let σ 2 (x) be a positive solution of τ 2 of (5.14) with τ 1 = x. Then, the decay rate τ is obtained according to how points
For the case of generally distributed service times, (5.14) will be more complicated, but the decay rates τ can be classified in the same way.
Queueing Networks with Batch Movements
We now consider the batch movement network. This network is described by a discretetime Markov chain. Similar to the standard Jackson network, the network is composed of k nodes, numbered as 1, 2, . . . , k. So the state of the Markov chain is a k-dimensional vector of nonnegative integers. Let Y n be the state just after the n-th departure-arrival transition, let D n be the requested departures at this transition instant and let A n be the arrivals at the same instant subsequent to the departures. Then,
Hence, if Y n has a stationary distribution, we have
where d stands for the equality in distribution, Y is a random vector subject to the stationary distribution, and D and A are random vectors subject to a generic joint distribution of the requested departure and arrival sizes. Here, we tacitly assume that the arrival sizes do not depend on the actual departure sizes which may be different from the requested departure sizes. In general, there are various policies to specify how the arrival sizes are changed when the requested departures are not satisfied. Those may affect stochastic bounds for the stationary distribution, but the decay rates may be independent of them. So we here adopt the simple policy.
for all i, then the stationary distribution for Y exists. We assume this stability condition from now on. Suppose that the stationary distribution has the exponential decay with respect to direction c. Namely, as n ∼ |n|c (|n| → ∞), there exist τ and constant C 0 > 0 such that
Then, from (6.2), we have, for large n,
Hence, we get 
has the right-hand derivative at t = 0 that is negative. On the other hand, since
0 . This implies that ϕ(t) = 1 has a unique positive solution since ϕ is convex. Hence,ĥ(τ , −τ ) = 1 constitutes a closed surface in the positive quadrant τ ≥ 0, so K 0 is bounded.
We next consider to choose feasible τ from K 0 for the decay rate. Although the situation is much simpler, we use the same idea as in the case of the generalized Jackson network. That is, feasible τ should not be greater than the corresponding marginals if it gives a product form upper bound. Let τ (B) be τ ≥ 0 such that τ i = 0 for i ∈ B. Then, for each subset B ⊂ {1, 2, . . . , k}, we define
This set is the first step to restrict τ so as to bound the marginal distribution with respect to B. We need more steps, and, for a full restriction, we define B }, (6.8) where P(J) is the set of all partitions of J.
Remark 6.1 (i) Kella and Miyazawa [15] verifies Conjecture 6.1 for A = {J} with C J = 1 for a fluid network corresponding with the batch movement network when the arrivals occur independent of the requested departures and their amounts are functions of a random variable subject to an exponential distribution (see Theorem 3.1 of [15] ).
(ii) If the arrivals and departures can not simultaneously occur at more than one node in the batch movement network, then Miyazawa and Taylor [21] showed that (6.7) is obtained for A = {J} with C J = 1 when all unsatisfied departure requests no arrivals (see also [5] for complex cases).
Because of the simpler structure, we can say more about the decay rate in the batch movement network. We first observe that, for each direction vector c, (6 while (4.11) is unchanged. Similar to the case of single servers, for k = 1, the decay rate agrees with the existence result (see, e.g., [2, 22] ). Another variation is to extend the renewal arrivals to their superposition. This can be implemented by using fictitious nodes in the current model. For example, let node 1 be such a node with S 0 = 0. Then, node j = i has arrivals subject to the superposition of two renewal processes if r ij > 0. For the batch movement network, we can consider its fluid version, and the fluid versions of Conjectures 6.1 and 6.2 may be also conjectured.
As we remarked, some of the conjectures are partially verified for some special cases. However, any major part of the conjectures has not yet been verified. To attack this problem, we are recently developing an approach using Markov additive processes with general background states. Since this is still under a way, we here roughly explain its basic idea. A key observation is that we can describe the network process in terms of a Markov additive process along the direction vector if we incorporate sufficient information into the background states. Then, the decay rate of the tail probabilities can be obtained through the Markov renewal theorem for this additive process (see [20] for more details). In other words, the renewal arguments in Section 3 may be extended for the network models. We next let θ i go to infinity in the right-hand side of (4.4), then it becomes α i ϕ i (n, 0, 0). Hence, we get
