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ABSTRACT
Zeng, Yifei Ph.D., Purdue University, August 2018. Mesoscale Modeling of Defects
and Phase Transformations in Crystalline Materials.
Major Professor: Marisol
Koslowski, School of Mechanical Engineering.
Strength of nanolayered metallic composite, stacking fault strengthening mechanism in random alloys especially high entropy alloys and solid state amorphization
during mechanical milling are investigated in detail using phase ﬁeld based method.
Nanolayered metallic composite are comprised of alternating layers of two or more
diﬀerent metallic phases. It exhibits superior strength and ductility in ambient and
extreme environment [1–4]. The key phenomenon characterizing the strength of this
material is the slip transmission of single dislocation from one layer to the other. It is
observed that both the modulus and the lattice parameters of diﬀerent phases aﬀect
the slip transmission strength. However, until now there is no design criteria which
includes both the modulus and the lattice parameters into considerations. Random
alloys are used in a variety of engineering ﬁelds. Such as the Ni-based super alloys used
in the aerospace industry in hot environment (turbine engine) [5], aluminum alloys
used in automotive applications [6], and the emerging high entropy alloys (HEA) [7].
These alloys can exhibit improved functional properties, including thermal, electric
and environmental resistance as well as mechanical properties. High entropy alloys
are relative new concept alloys, in which ﬁve or even more elements are mixed nearly
equiatomically. The stacking fault energy in such alloys varies as the local elemental
concentration varies. The interaction of the dislocations with the local ﬂuctuation
in the stacking fault energy is very important in determining the yield strength of
the material. On the other hand, Mechanical milling is one of the most common
manufacturing processes in a variety of industries, such as pharmaceutical, semicon-

xiii
ductor, and metal alloy productions. During this process, the material is subjected
to extensive deformation to reduce its crystalline and particle size. However, this also
leads to some undesired microstructural changes, such as polymorphic transformations and solid state amorphization (SSA) [8–23]. In some cases, SSA may directly
aﬀect speciﬁc properties of the material under concern, such as increasing mechanical
strength of metal alloys and lowering eﬃcacy of pharmaceutical medicines [8, 10, 14].
Close correlations between SSA and the plasticity are observed in experiments. Surface conditions such as roughness and loading conditions also seem to aﬀect the SSA
tremendously.
A phase ﬁeld dislocation dynamics (PFDD) approach is applied to study the
strength of the nanolayered metallic composites and the stacking fault strengthening
mechanism in HEA. On the other hand, a phase ﬁeld based ﬁnite element model
is established to investigate the surface eﬀects on SSA of pharmaceutical materials.
For the nanolayered material, modulus inhomogeneity, interface induced misﬁt strain
and residual dislocation at the interface are considered and incorporated into PFDD
model. A new design criteria includes both lattice parameter mismatch and modulus mismatch is established. Comparison between the PFDD result and the results
from current literatures are made. The γ−surface energy is incorporated into PFDD
model to investigate the stacking fault strengthening mechanism in random alloys especially in HEA. A critical stacking fault region size is observed where the maximum
strengthening can be achieved. This critical region size is comparable with the eﬀective equilibrium stacking fault width. The waviness of the dislocation is closely related
with the strengthening of the material. A phase ﬁeld based model is established to
study mechanically induced SSA. The model incorporates the mechanical properties
of both the crystalline and amorphous phase of the material. The total energy of
the system consists of three parts: the elastic strain energy, the plastic dissipation
energy and the chemical energy. The model is thermodynamically self-consistent. It
is general and can be applied to study mechanically induced SSA in any kinds of the
materials. The model is applied in four diﬀerent pharmaceutical compounds. Valida-

xiv
tion with experiment results is performed. Surface roughness eﬀect is investigated in
detail.

1

1 INTRODUCTION
The physical properties of solid state crystalline materials are strongly dependent on
their microstructure. The microstructures of crystalline materials can be very complex with many defects inside the materials. It is common to categorize the solid
defects into three categories: point, line and plane defects. Examples of them are
vacancies, dislocations and stacking faults, respectively. Among all these defects,
dislocations have tremendous inﬂuence on the mechanical properties of the material [24, 25]. On the other hand, inside the crystalline material, a region of space
may thermodynamically present some uniformity in some speciﬁc physical properties. Both perfect crystallite sites and varieties of solid defects may be observed in
such regions. These regions are often termed as phases. One of the most eﬃcient
ways for material scientists to design new materials is utilizing phase transformations
to form new microstructures [26]. Diﬀerent phases and the defects inside form a
multi-scale hierarchy with varieties of interplays among each other.
Due to the complexity of the interactions in a multi-scale hierarchy, phase ﬁeld
based method emerges as an eﬀective modelling technique to investigate defects and
phase related material problems. The history of phase ﬁeld models dates back to
Fix [27] and Langer [28]. However, the theoretical fundamentals of the method has
existed since 1893. Van der Waals came up with the rationalization that a continuous
and smooth diﬀusive interface between two stable phases is more representitive and
natural compared with a sharp interface with discontinuity [29]. Then Ginzburg and
Landau developed their famous phase transition theory in 1963 based on this rationalization [30]. They expanded the thermal dynamic potential in terms of a series
of continuous variables and their spacial gradients. These variables are named as
”order parameters”. Cahn and Hilliard applied this approach to study the spinodal
decomposition in alloys, where the alloy concentration is used as the order param-
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eter [31–33]. Their work drew lots of attentions and since then phase ﬁeld method
has been widely applied in varies of areas such as solidiﬁcation problems [30, 34],
phase transformation problems in metal [26], dislocation dynamics [26, 35, 36] and
fracture mechanics [37], etc. Phase ﬁeld based method has two main beneﬁts. First
of all, using the continuous order parameters to describe diﬀerent phases brings a continuous interface between phases. As the phase ﬁeld variables evolve, the interface
automatically follows the evolution of the order parameters and no extra tracking is
required to locate the interface. This advantage leads to numerical convenience in
interface related problems such as solidiﬁcation [30, 34] and fracture mechanics [37].
On the other hand, phase ﬁeld method can deliver straightforward pictures in some
multi-scale problems without sacriﬁcing the physical aspects of all the scales. For
instance, dislocation as line defect often show complex geometry in crystalline materials. Phase ﬁeld based dislocation dynamics is able to track every single dislocation
during the evolution [35, 36]. The stacking fault can also be characterized by introducing γ−surface energy [38]. At the same time, stress-strain behaviours which is
aﬀected by the collection of the dislocations can also be calculated. Therefore, phase
ﬁeld based method can serve as a good bridge between diﬀerent scales.
During the past several decades, based on a better understanding of those underlying constituents, material scientists have been able to design varieties of new
materials, such as nanolayered materials, random alloys including superalloys and
high entropy alloys, metallic glasses, organic composite materials and so on. Besides,
a lot of new manufacture processes are applied, such as mechanical milling, alloying,
thermal-treatment and so on. Among these new materials and manufacture processes,
nanolayered materials, random alloys especially high entropy alloys and mechanical
milling is of particular interest and will be introduced and studied in detail here.
Because of the beneﬁts of the phase ﬁeld based method discussed in the previous
paragraph, it is chosen as the main modelling technique.
Nanolayered materials have drew lots of attentions during the past few decades
because of its superior strength and ductility in ambient and extreme temperatures
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[1–4]. They are comprised of alternating layers of two or more diﬀerent metallic
phases. When it comes to nanolayered metals, nanoscale dimensions (with grain
size less than 100 nm) lead to some unique deformation mechanisms, such as nanotwinning, grain boundary sliding and partial dislocation mediated plastic deformation,
which have dramatic impacts on the overall material strength of these metals [39–49]
Even more complexity rises up when these nanoscale metals are manufactured in
a layer by layer manner to form two-phase or multi-phase composite systems [50].
The outstanding properties of these nanolayered composites can be attributed to the
interaction between dislocations and bi-metal interfaces [51–55]. However, there is
still a long way to go to fully understand the dislocation-interface interactions and
how these interactions are aﬀected by diﬀerent loading conditions, temperatures, and
change in grain size, etc. One of the most important type of dislocation-interface
interaction is slip transmission, i.e., the transmission of a dislocation from one phase
across interfaces to the other. This particular event is believed to be a key indicator in
determining overall strength of nanolayered composite. It is observed that both the
modulus and the lattice parameters of diﬀerent phases aﬀect the slip transmission
strength. However, until now there is no design criteria which includes both the
modulus and the lattice parameters into considerations.
As a broad class of materials, random alloys are used in a variety of engineering
ﬁelds. Such as the Ni-based super alloys used in the aerospace industry in hot environment (turbine engine) [5], aluminum alloys used in automotive applications [6],
and the emerging high entropy alloys (HEA) [7]. These alloys can exhibit improved
functional properties, including thermal, electric and environmental resistance as well
as mechanical properties. For example, FCC and BCC HEA have high yield strength
and high ductility in low and high temperatures [56–59]. As a relative new concept
alloys, HEA are solid-solution alloys in which ﬁve or even more elements are mixed
nearly equiatomically. Three key factors contributing to the strengthening of this
alloy are: lattice mismatch, stacking fault ﬂuctuation and elastic modulus mismatch.
Most current researches focus on lattice mismatch solely or coupled with stacking
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fault ﬂuctuation. There are few studies to investigate the role of spacial distribution
of the stacking fault energy.
Mechanical milling is one of the most common manufacturing processes in a variety of industries, such as pharmaceutical, semiconductor, and metal alloy productions.
During this process, the material is subjected to extensive deformation to reduce its
crystalline and particle size. However, this also leads to some undesired microstructural changes, such as polymorphic transformations and solid state amorphization
(SSA) [8–23]. In some cases, SSA may directly aﬀect speciﬁc properties of the material under concern, such as increasing mechanical strength of metal alloys and lowering
eﬃcacy of pharmaceutical medicines [8,10,14]. Despite its importance, little is known
on a fundamental level about these transformation processes. Close correlations between SSA and the plasticity are observed in experiments. Surface conditions such
as roughness and loading conditions also seem to aﬀect the SSA tremendously.
The layout of this thesis is as follows. In Chapter 2, a phase ﬁeld dislocation
dynamic (PFDD) model is applied to study the strength of nanolayered matrials.
Inhomogeneity, misﬁt strain at bi-crystal interface and residual dislocation energy at
interface are incorporated into the PFDD model. An investigation into dislocation
slip transmission across cube-on-cube interfaces in nanolayered materials is studied
in detail. In Chapter 3, PFDD incorporated with γ-surface energy is utilized to
study the stacking fault strengthening in random alloys especially high entropy alloys
(HEA). In Chapter 4, SSA due to mechanical milling is investigated using a phase
ﬁeld based ﬁnite element model. Surface roughness and size eﬀects are of particular
interest. In Chapter 5, summary and future work are presented.

5

2 STRENGTH OF NANOLAYERED MATERIALS
2.1

Introduction
Recently, attention has been paid to two-phase or nanolayered metals due to re-

ports of superior strength and ductility in ambient and extreme temperatures [1–4].
It is believed that the motion of dislocations has strong inﬂuence on plastic behavior
and strength of metals. However, when it comes to nanolayered metals, nanoscale
dimensions (with grain size less than 100 nm) lead to some unique deformation mechanisms, such as nano-twinning, grain boundary sliding and partial dislocation mediated
plastic deformation, which have dramatic impacts on the overall material strength of
these metals [39–49]. Even more complexity rises up when these nanoscale metals
are manufactured in a layer by layer manner to form two-phase or multi-phase composite systems [50]. The outstanding properties of these nanolayered composites can
be attributed to the interaction between dislocations and bi-metal interface [51–55].
Unfortunately, there is still a long way to go to fully understand the dislocationinterface interactions and how these interactions are aﬀected by diﬀerent loading
conditions, temperatures, and change in grain size, etc. As a result, this lack of understanding makes it extremely diﬃcult to predict, design and develop new bi-phase
or multi-phase nanolayered composites which can achieve higher strength and better
mechanical properties than what we have realized today.
One important type of dislocation-interface interaction is slip transmission, i.e.,
the transmission of a dislocation from one phase across interfaces to the other. This
particular event is believed to be one of the most important in determining overall
strength of nanolayered composite. During this process, a critical stress threshold
τcrit is needed for the dislocation to overcome the barrier of the interface and thus
to enter the other phase. This critical stress threshold is usually several order of
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magnitude greater than the Peierls barrier [1,60,61]. Because of its importance, a lot
of computational and experimental studies have been carried out to understand how
interface properties aﬀect τcrit . On the modeling side, tons of researches have been
done in varieties of scales: ranging from continuum level simulation to simple geometric models to atomistic simulations [50, 53, 61–66]. Summarizing from those works, it
is found that τcrit depends on diﬀerent material interface set-ups and is very sensitive
to many factors, such as orientation relationship between neighboring phases, lattice
parameter mismatch and modulus mismatch across the interface. These discoveries
demonstrate the idea that nanolayerd composite can be optimized and enhanced via
bimetal interface design.
Early continuum mechanics modeling was introduced on bimetal composites with
nearly coherent interfaces so that the lattice mismatch and resulting misﬁt strains
were negligible [64, 65]. Based on these assumptions, eﬀects of image forces, resulting
from the moduli mismatch, on τcrit is studied. They pointed out that in a two-phase
bimetal system, the discrepancies in dislocation line energy ( Gb2 , where G is the
shear modulus) between material 1 and material 2 can cause asymmetry in τcrit ,
which means that the dislocations prefer to transmit from material 1 to material 2
when the dislocations have lower line energy in material 2. Considering the stress
state of a dislocation as it approaches and interacts with interface, Koehler estimated
the stress required to bring the dislocation from a softer material into a stiﬀer material
G(1) (G(2) −G(1) )
across the interface. And he found that this τcrit scales as
, where the
G(1) +G(2)
superscript (1) and (2) stands for material 1 and 2 respectively [64]. On this basis, it
was also suggested τcrit for a dislocation to transmit from a softer to stiﬀer material
would scale in the same way.
Although continuum mechanics models are capable to larger scale simulations,
they do not explicitly account for some important microscopic characteristics of the
bimetal system, such as diﬀerences in lattice parameters and orientations between
neighboring phases. At least two eﬀects may contribute. On one hand, the lattice
mismatch between two materials can lead to misﬁt strain and misﬁt dislocation on
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bimetal interfaces in order to make the interface fully bonded to form coherent interfaces or partially bonded to form semi-coherent interfaces [50, 67–69]. These misﬁt
strain might aﬀect slip transmission of a dislocation. On the other hand, the values
of Burgers vector of the dislocation will change when it transmits from material 1 to
material 2. In such way, a residual dislocation gets deposited at the interface upon
successful slip transmission. This residual dislocation can serve as an energy penalty
to transmission.
A varieties of geometric models are proposed to study the eﬀects of diﬀerences
in crystallographic orientation (or misorientation) across the interface on the critical
stress threshold τcrit . In fact, many earlier experimental works on slip transmission
developed geometric based criteria for whether the dislocation was prone to crossing
the interface [70–75]. One common conclusion of all these models is that the more
aligned the two slip systems are on either side of the interface, the easier for dislocation
to slip through the interface and transmit from one to the other. Because the better
alignment on the slip plane will result in a smaller Burgers vector value of the residual
dislocation formed at the interface, it is a more favorable formation pathway. Based
on these, it is expected that τcrit scales with the self energy of residual dislocation
[71,72,76] and it is even higher in the event that the transmission leaves a much larger
step structure rather than a residual dislocation in the interface [61,63]. Furthermore,
these models also studied the resolved shear stress to move the dislocations. They
found that slip transmission is more likely to happen when the stress state inside both
adjoining two materials to be suﬃcient to not only push dislocation into interface
region but also put it out of the other side [72, 74].
In terms of the lowest length scale, molecular dynamics (MD) and other atomically
informed mesoscale models are also employed in this slip transmission across bimetal
interface problem [53, 60, 61, 63, 66, 77, 78]. One privilege of MD simulation is that
it resolves individual atoms in crystal and thus can automatically account for the
core region of dislocations. Because of this, MD reveals a lots of ﬁner structures
during slip transmission such as core spreading within the interface plane, change in
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stacking fault width, and separate transmission of leading and trailing partials. The
results indicated that other than moduli mismatch and misorientation, misﬁt strain
caused by lattice parameter mismatch, interactions between the moving dislocation
and misﬁt dislocations at interface and nonlinear elastic moduli at interfaces also
aﬀect the critical stress threshold τcrit . On the other hand, since MD can reﬂect
change in the dislocation core structure upon slip transmission, it has been shown that
mechanism of slip transmission can depend on atomic structure of interface [60,61,63].
For an example, in fcc metals with a coherent or semi-coherent interface, the core of
dislocation can extend into a leading and a trailing partial, and the leading partial will
ﬁrst slip through interface followed by slipping through of the trailing partial [61,63];
Besides, the core of full or partial dislocation with a screw character attempting to
transmit may instead spread out along the interface plane [60, 78], which hinders
slip transmission. For incoherent interfaces, such as in Cu-Nb, the cores of incoming
dislocations tend to spread for those interface characters that are weak in shear, again,
making it diﬃcult for the dislocation to transmit [53]. However, for another Cu-Nb
interface with a diﬀerent crystallographic character that has a much higher shear
resistance, the core of an incoming dislocation tends to remain compact. This makes
it easier to transmit [79].
From the above summary of all earlier works on modeling dislocation slip transmission across bimetal interface, a need to set up a mesoscale modeling tool arises,
in order to capture the information from atomistic to mesoscale length scales, as well
as to inform larger scale continuum and geometric methods. This model should be
able to simulate multiple discrete dislocation loops, which might move across many
interfaces of diﬀering crystallography and space. Kinetically, it also should be capable
to evolve over a longer period of time under a strain rate that is closer to experiment
condition compared with those attainable atomistic methods. Towards this end, we
choose to use phase ﬁeld dislocation dynamics (PFDD).
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2.2

Phase Field Dislocation Dynamics Model with Inhomogeneity
Generally speaking, phase ﬁeld dislocation dynamics (PFDD) model [35, 36, 80–

83] is an energy based formulation that evolves phase ﬁeld variables representing
dislocation mediated plastic slip over a 2D or 3D domain to minimize total energy of
the system. Equilibrium conditions will be met when the total energy of the system
goes to a global minimum, besides the phase ﬁeld variable can be processed at any
time steps to reﬂect diﬀerent information, such as revealing dislocation line pattern
and dislocation motion, calculating Nyes dislocation density, stress, strain and strain
rate, etc.
Dislocation is a kind of line defect in solid crystal, which is formed by displacement
or disregistry of one part with respect to other parts in a solid crystal. And usually
dislocations can only glide on some speciﬁc planes to some speciﬁc directions. For
example, in f cc metals dislocations tend to glide on the most packed plane and to the
most packed direction. These planes on which the dislocation can glide are called slip
planes and these directions to which the dislocation glide are called slip directions.
Altogether they are called as slip system [24]. For instance, in f cc metals, the slip
planes are {111} planes and the slip directions are [110] directions. In total there are
12 slip systems. Due to the physical natural of the dislocation, a set of scalar phase
ﬁeld variable ξ α (x, t) assigned to each slip system α is introduced, which is a function
over space and time. Its value is utilized to track and sign the amount of distance the
dislocations gliding cross the slip plane at location x and time t. For example, when
and where a dislocation belonging to slip system α slips by one Burgers vector b, the
corresponding phase ﬁeld variable ξ α (x, t) will increase by one (note that positive
increments means that the dislocation is positive while likewise negative increments
refer that the dislocation is negative); besides in the un-slipped region, ξ α (x, t) equals
zero. To this end, the plastic distortion can be expressed in terms of ξ α (x, t) as:
βijp (x) =

N
X
bα α
ξ (x) mαi sαj ,
α
d
α=1

(2.1)
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where N is the total number of slip systems, bα is the magnitude of Burgers vector
for slip system , dα is the distance between the neighboring slip planes for slip system
α, mαi , the normal of slip plane and sαj the unit slip direction. According to elastic
e
and plastic
theory, the total distortion βji can be decomposed into elastic part βji
p
part βji
as:

p
e
βji = ui,j = βji
+ βji
,

(2.2)

where u is displacement and comma in subscripts represents partial diﬀerentiation.
Then the total strain ij is:
ij =

1
(ui,j + uj,i ) .
2

(2.3)

The plastic strain pij can be written as:
pij =


1� p
βji + βijp .
2

(2.4)

The total energy of the whole system E is the sum of two primary contributions:
E strain and E core [35, 84]:

E = E strain + E core ,

(2.5)

where E strain represents the elastic energy stored in the system and E core is the energy
barrier encountered by dislocations as they move in the periodic crystal lattice. In
this section, the ﬁrst term E strain is focused and details about E core will be addressed
in Chapter 3.
Consider a schematic conﬁguration shown in Figure 2.1. Material 2 is treated as
(1)

(2)

an inhomogeneity (Figure 2.1b). Cijkl and Cijkl are stiﬀness tensor of material 1 and 2
respectively. The plastic strain pij is deﬁned everywhere, while the virtual strain vij is
only deﬁned in the equivalent conﬁguration inside the domain of material 2 [25]. Then
E strain of Figure 2.1a can be written in terms of the energy of the equivalent system
in Figure 2.1b, E eq , plus the diﬀerence in energy, ΔE, between the inhomogeneous
(Figure 2.1a) and homogeneous (Figure 2.1b) systems. The energy E strain can be
expressed as [84]:
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(a)

(b)

Figure 2.1. Schematic conﬁguration of equivalent inclusion method
used in PFDD formalism. (a) the original conﬁguration; (b) the equivalent conﬁguration.

E strain = E eq + ΔE
Z
�

1
(1) �
=
Cijkl ij (x) − 0ij (x) kl (x) − 0kl (x) d3 x
2
Z

1  (1)
(1)
(1)
v
v
−
Cijmn ΔSmnpq (x) Cpqkl + Cijkl ij
(x) kl
(x) d3 x,
2 2

(2.6)
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where the ﬁrst integral for E eq is performed over the whole domain (material 1 and
2) while the second integral for ΔE is taken over only in material 2. In the above
equation, the strain 0ij is deﬁned as

0ij (x) =

⎧
⎪
⎨p (x)
ij

if x ∈ material 1

⎪
⎩p (x) + v (x) if x ∈ material 2 .
ij
ij

In addition, ΔSmnqp (x) is deﬁned as:
⎧
⎪
⎨0
ΔSmnqp (x) = 
−1
⎪
(2)
(1)
⎩ Cmnpq
− Cmnpq

if x ∈ material 1

(2.7)

(2.8)

if x ∈ material 2 .

Now in Equation (2.6), the strain energy E strain is obtained as a functional of

the virtual strain vij (x), plastic strain pij (x) and total strain ij (x). Considering
the relationship between plastic strain pij (x) and phase ﬁeld variable ξ α (x) through
Equation (2.1), indeed E strain is represented as a functional of vij (x), ξ α (x) and
ij (x). To optimize the energy only with respect to the variables vij (x) and ξ α (x),
ij (x) needs to be written in terms of vij (x) and ξ α (x). Towards this end, the
equilibrium equation needs to be satisﬁed:
σij,j = 0,

(2.9)

where σij is the stress. Consider the Hookes law:

(1) �
σij = Cijkl kl − 0kl ,
(1)

(1)

(2.10)

(1)

the symmetry of the stiﬀness tensor Cijkl = Cklij = Cjikl and Equation (2.3), Equation
(2.9) can be written as:
(1)

(1)

0
Cijkl uk,lj = Cijkl kl,j
.

(2.11)

The Greens function method is implemented to solve the above equation [25]. The
displacement is solved as following:
(1)

0
ui (x) = −Gij,l ? Cjlmn mn
(x) ,

(2.12)

13
where ? denotes convolution and Gij is the Green’s function. Considering Equation
(2.3) and taking derivative on both side of Equation (2.12), the expression for the
total strain ij (x) is obtained as a function of 0mn (x) and thus as a function of vij (x)
and ξ α (x) through Equation (2.1), (2.4) and (2.7):
(1)

0
ij (x) = −Gjk,li ? Cklmn mn
(x) .

(2.13)

For implementation convenience, the above equation can be written in Fourier space
to avoid convolution:
ˆ jk kl ki C (1) ˆ0 (k) ,
ˆij (x) = G
klmn mn

(2.14)

where a superposed (ˆ) denotes Fourier transform of a function, namely, fˆ (x) =
R
f (x) e−ik·x d3 x and ki is the wave vector.
Taking inverse Fourier transform on Equation (2.14) and use the principle of

superposition, the following expression for the total strain is achieved:

ij (x) =

¯0ij

+

Z

(1)

0
Ĝjk kl ki Cklmn ˆmn
(k) eik·k
p.v.

d3 k
(1) ap
3 + Sijkl σkl ,
(2π)

(2.15)


−1
(1)
(1)
ap
where Sijkl = Cijkl
is the compliance tensor of material 1, σkl
is the applied exterR
nal stress, ’p.v.’ stands for the principal value of the integral and ¯0ij = V1 0ij (x) d3 x
is the average stress-free strain where V is the total volume of the computational do-

main. Substituting Equation (2.15) and (2.7) into Equation (2.6) fulﬁlls our goal to
represent the strain energy as a functional of the phase ﬁeld variable and the virtual
strain [84]:

E

strain

Z
1
d3 k
v∗
p∗
=
Aˆmnuv (k) (ˆvmn (k) + ˆpmn (k)) (ˆuv
(k) + ˆuv
(k))
(2.16)
2 p.v.
(2π)3
Z
�v

V (1) ap ap
ap
−
Sijkl σij σkl − σij
ij (x) + pij (x) d3 x
2
Z

1  (1)
(1)
(1)
−
Cijmn ΔSmnpq (x)Cpqkl + Cijkl vij (x)vkl (x)d3 x ,
2 2
(1)

(1)

(1)

where Âmnuv (k) = Cmnuv − Ckluv Cijmn Ĝki kl kj . The ﬁrst integral describes the elastic
energy from the dislocation-dislocation, inhomogeneity-inhomogeneity and dislocation-
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inhomogeneity interactions. The second term arises from the external load σijap . The
third term characterizes interactions among the external load and the plastic and the
virtual strain. The last integral accounts for the energy due to inhomogeneity, which
generates an internal stress state from elastic moduli mismatch.
As for the core energy term, E core , the simplest form is sine squared:
E

core

=

N Z
X

Bsin2 (πξ α (x)) δα d3 x,

(2.17)

α=1

where δα is the Dirac-delta deﬁned at slip plane α, and B deﬁnes the magnitude
of the energy barrier for a dislocation as it glides for a magnitude of one Burgers
vector along the slip directions. Here a model from [85] is adopted, which relates B
to material properties as following:
 2
1
1 0
B=
C bi bk mj ml ,
π
d ijkl

(2.18)

0
where bi is the Burgers vector and dα is assumed to be d for all the slip systems. Cijkl

is the stiﬀness tensor in the local coordinate system (x0 , y 0 , z 0 ) of the slip system of
the active phase ﬁeld variable. More details about E core will be given separately later
in Chapter 3.
After the total energy E is obtained, a set of time dependent Laudau-Ginzburg
equations (TDLG) is applied to minimize the total energy [35, 36, 84, 86]:

δE(ξ, v )
∂ξ α (x, t)
= −L α
in materials1 and 2 ,
∂t
δξ (x, t)
∂vij (x, t)
δE(ξ, v )
= −K v
in material 2 ,
∂t
δij (x, t)

(2.19)

where L is a kinetic coeﬃcient related to mobility of dislocations and K is a material
constant related to material 2. Since the virtual strain is only deﬁned in material 2
and is set to be zero out of the domain of material 2, the second evolution in TDLG
only evolves in material 2. While the phase ﬁeld variable is deﬁned everywhere, as
a result the ﬁrst equation is evolved over the whole domain. Another thing needs to
be emphasized is the coeﬃcient L and K. Because our main concern is equilibrium
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solution of the system and quasi-static condition is assumed at every time step, it
is found that as long as values of L and K are small enough to lead the system to
equilibrium, the speciﬁc values will not aﬀect solution at equilibrium.

2.3

Incorporation of Local Eﬀects at Bimetal Interface
With Equation (2.16) evolved by Equation (2.19), the stress and the strain ﬁeld

and the location of the dislocation at any time step can be calculated over the domain.
However, the local interface eﬀects still have not been incorporated. In this section,
two local eﬀects associated with interface are considered: the misﬁt strain at interface
and the energy of residual dislocations at interface. In the bicrystal system of interest,
usually lattice parameters a(1) and a(2) in material 1 and material 2 are diﬀerent. This
discrepancy in the lattice parameters will cause distortion of the atoms on each side of
the interface. In order to accommodate a coherent interface, this distortion will give
rise to a misﬁt strain on both sides of materials. This misﬁt strain should be equal
in magnitude on the two sides and should be opposite in sign, since one side of the
material will suﬀer from tension while the other will sustain compression. Atomistic
studies have revealed that this misﬁt strain will be maximum at interface [63] and
decays rapidly to zero over several lattice spacing from the interface [68]. As a result,
this distribution of misﬁt strain will aﬀect mostly how dislocations approach the
interface when they are close to it and how dislocations slip through the interface. It
will not have eﬀect on dislocations gliding when they are far from the interfaces.
In order to account for the lattice mismatch in PFDD model, a misﬁt strain
is added to the formulation of the total energy of the system. In doing this, it is
extremely important to clarify the type of bimetal interface that will be focused
on. In all the following simulations and examples, a (001) interface with a cubeon-cube orientation relationship is considered. The same axes in material 1 and
2 are parallel. The slip planes and the slip directions are continuous across the
interface. The expressions for the misﬁt strain will best ﬁt this particular interface
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crystallography. Moreover, only bimetal interface with low to middle lattice mismatch
(approximately < 3.5%) will be focused. Therefore, the simulation results presented
later will best apply to dislocations attempting to slip cross the coherent region of
semi-coherent interfaces.

y

Interface)
d2
d1

z

Material)1)

x1
x2

x3

Material)2)

x

Figure 2.2.
Schematic showing the local coordinate system,
(x1 , x2 , x3 ), in the interface region between two materials used in
derivation of the misfit strain.

For misfit strain calculation, first consider a local coordinate system (x1 , x2 , x3 )
lying on the interface plane as shown in Figure 2.2. For a cube-on-cube coherent or
semi-coherent interface, plane stress is an appropriate assumption. This assumption
leads to the following formalism of the misfit strain [63]:


(1)

11

0

0





 
d (x)


(1)
(x) =  0 22 0  · 1 − (1) ,
d


(1)
0
0 33


(2)

0
0

 11
 
d (x)


mis,loc
(2)
ij
(x) =  0 22 0  · 1 − (2) ,
d


(2)
0
0 33

mis,loc
ij

x ∈ material 1
(2.20)
x ∈ material 2

where d(x) is the normal distance from point x to interface and d(1) and d(2) are limiting values of d(x), beyond which misfit strain decays to negligible values in material
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1 and 2 respectively. Although any form of decaying can be used, for simplicity, a
linear decay in Equation (2.20) is used.
In the local coordinate system, the components in Equation (2.20) can be written
explicitly as [61, 63, 86]:
(1)
11

(2)

=

(1)
22

(2)

=

11 = 22 =
(c)


(2) �
Cef f a(2) − a(1)
(1)

(2)

Cef f a(2) + Cef f a(1)

(1) �
Cef f a(1) − a(2)
(1)
Cef f a(2)

+

(2)
Cef f a(1)

(1)

;

(1)
33

−2ν (1) 11
=
1 − ν (1)

(2)

;

(2)

33

(2.21)

−2ν (2) 11
=
1 − ν (2)

E (c)
, ν (c) is the Poissons ratio and E (c) is Youngs modulus
1−ν (c)
(c)
(c)
11 and 22 are the in-plane components in x1 and x2 direction,

where Cef f =

for c = 1

or 2. The

while 33

(c)

is the out-of-plane normal component in x3 direction (see Figure 2.2).
To incorporate the misﬁt strain into the total energy of the system, the transformation of the misﬁt strain in Equation (2.20) from the local coordinate system
(x1 , x2 , x3 ) into the global coordinate system (x, y, z) needs to be done as:
mis,loc
mis
(x) ,
ij (x) = Rik Rjl kl

(2.22)

where Rik is the rotation transformation matrix from local coordinate system (x1 , x2 , x3 )
to the global one (x, y, z). Under the assumption of additive decomposition of strain,
the misﬁt strain can be added to Equation (2.15) as:
Z
3
0
ˆ jk kl ki C (1) ˆ0mn (k) eik·k d k + S (1) σ ap + mis
ij (x) = ¯ij +
G
ij (x) .
klmn
ijkl kl
(2π)3
p.v.

(2.23)

The strain energy will be revised if the above Equation (2.23) is inserted into Equation
(2.16):

E

strain

=
−
−
−

Z
1
d3 k
v∗
p∗
Aˆmnuv (k) (ˆvmn (k) + ˆpmn (k)) (ˆuv
(k) + ˆuv
(k))
(2.24)
2 p.v.
(2π)3
Z
Z
�v

1
(1) mis
(1)
mis
3
3
Cijkl ij (x) kl (x) d x − Cijkl
ij (x) + pij (x) mis
kl (x) d x
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Figure 2.3. A schematic of an fcc/fcc bimaterial system with a cubeon-cube orientation relationship and a single coherent interface. The
interface region width is denoted as w. The schematic shows a single
edge dislocation transmitting through the interface region leaving a
residual dislocation in the interface. On the planes bounding the
interface we distinguish the phase ﬁeld variables on the donor and
recipient sides as ξ (1) and ξ (2) , respectively.

Apart from misﬁt strain caused by lattice mismatch at interface, another local
eﬀect is the formation energy of the residual dislocation that is left behind after
dislocation passes across the bimaterial interface. An interface region is introduced,
which is a volume consisted of two planes (see Figure 2.3). One of the planes is
contributed by material 1, while the other is contributed by material 2. This region
has surface area S and width w. Then according to the conservation of the Burgers
vector, the Burgers vector of the residual dislocation br must satisfy br = b(2) − b(1) .
To this end, suppose x(I1) be the subset of points x located along the interface plane
contributed by material 1 and x(I2) be the subset of points along the interface plane
contributed by material 2, when the dislocation passes cross interface and left a
residual dislocation behind, the net displacement caused by the residual ur is given
by
ur = ξ (2) b(2) − ξ (1) b(1) ,

(2.25)
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where ξ (1) and ξ (2) are short forms of ξ (I1) and ξ (I2) respectively. Then this net
displacement at interface region will give rise to tractions τ (1) and τ (2) on both the
material 1 and material 2 side of the interface. The formation energy of residual
dislocation then is given by:
E

res

=

Z

S

τ (1) · ur − τ (2) · ur dS

(2.26)

Therefore, including this formation energy, total energy in Equation (2.5) is modiﬁed
to
E = E strain + E core + E res .

(2.27)

The distortions in each side caused by residual dislocation are written as:
(c)

(c)

(c)

βij = ξ (c) si mj , c = 1 or 2

(2.28)

and the stress generated by this distortion is approximated as:

(c)



(c)
(∗c)
(c)
(∗c) (c)
σij = Cijkl · sym βkl = Cijkl kl , c = 1 or 2,

(2.29)

(c)

where kl is the symmetric part of βkl . Note that a very simple approximation is
(c)

(c)

(∗c)

applied by directly relating σij to kl through a non-linear modulus Cijkl at the
interface region. Finally, the tractions are given by
(c)

τi

(c)

= σij nj ,

(2.30)

where nj is normal of the interface.
(∗c)

It should be emphasized that values of Cijkl is generally not known for the coherent and semi-coherent interfaces, although it can be determined through molecule
(c)

dynamics simulations. However, for a cube-on-cube orientation Cijkl can be used as a
simple approximation, which is the elastic modulus of donor and recipient material.
With this substitution, Equation (2.29) becomes:
(c)

(c)

(c)

σij = Cijkl kl , c = 1 or 2.

(2.31)

20
2.4

Implementation, Initial Conﬁguration and Material Parameters
Total energy as in Equation (2.27) is put into TDLG Equations (2.19) for a mini-

mization in order to simulate the slip transmission process. The lattice Greens function fast Fourier transform (FFT) technique [87, 88] is used to determine the stress
ﬁeld, the strain ﬁeld and the location of the dislocation at every time step. Since
only a full dislocation is considered in this study, only one phase ﬁeld variable is
needed over the domain. However, nine components of the virtual strain are deﬁned
as variables in material 2. As a result, the simulation will solve one degree of freedom
at each point in material 1 and ten degrees of freedom at each point in material 2.
The implementation used here in PFDD is serial, with an average simulation time as
the order of one hour, which is much more computationally economic compared with
atomistic methods with a similar size. However, a parallel implementation has been
used in prior studies [38, 82, 89–91] and will be used in Chapter 3 of this dissertation.
A sub-cycling algorithm is employed to account for the eﬀects of the localized
energy contributions at the interface, namely E res and strain energy caused by the
lattice mismatch or the misﬁt strain. Since these two parts of energy are only deﬁned
in a localized region near the interface while the other terms are deﬁned everywhere.
At each time step, TDGL equations are evolved in the bulk crystal region and the local
interface region alternatively until an equilibrium is reached and then the next time
increment will be proceeded. Generally speaking, for the conﬁguration considered in
this study, only a few (1-5) sub-cycles is needed at each time step.
Figure 2.4 shows the simulation conﬁguration used in this study. Following the
assumptions made in the PFDD formulation, a single (100) cube-on-cube interface
(red plane in Figure 2.4) is formed by joint of two diﬀerent fcc materials, which
are denoted as material 1 and material 2. A domain size of 64a(c) × 64a(c) × 2a(c)
(c = 1 or 2 for material 1 or 2) is used in all simulations in x, y and z directions
respectively. Periodic boundary conditions (PBC) in both x, y and z directions are
automatically used in an FFT implementation. And it has been tested that such a
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Figure 2.4. A schematic of the PFDD simulation set-up for an initial
(a) edge dislocation and (b) screw dislocation in an fcc/fcc bimaterial
system with a (100) interface (red plane). In both cases, a constant
shear stress is applied to initiate dislocation motion.

domain size is large enough that the image dislocations arise from PBC will not affect
the dislocation motion and the slip transmission behavior. Because slip transmission
at a single interface is focused, only the red plane in the middle is considered. Other
interfaces caused by PBC do not include any of the local interface energy terms,
hence the energy barrier for slip transmission is very high and these interfaces can be
considered as impenetrable.
In the following simulations, both edge and screw dislocations are simulated. For
both edge and screw cases, the slip plane is a (111) plane shown in blue, and the slip
direction is [11̄0]. Dislocation is a straight line. Because of the PBC, the length of
the dislocation is in fact infinite. For the cube-on-cube (100) interface shown in red,
it is expected that dislocations will remain at the same slip plane and slip direction
on both sides of the material during slip transmission.
In the beginning, the dislocation is placed in the donor material or material 1
on the left side and is driven towards interface under a uniform applied shear stress
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Table 2.1.
Lattice constant (in Å), cubic elastic constants (units of GPa), the
eﬀective (isotropic) shear and Young’s moduli (units of GPa) and
Poisson’s ratio, and core energy amplitude (mJ/m2 ) used in the PFDD
simulations, where Gef f = 0.5 ∗ (C11 − C12 ), E ef f = 2Gef f (1 + ν ef f ),
and ν ef f = 0.5 ∗ C12 /(C12 + Gef f ) [24]. B is given in unit of mJ/m2 .
C44

Gef f

E ef f

ν ef f

B

75.4

23.5

66.7

0.419

620.4

3.52

246.5 147.3 127.4

49.6

136.3 0.374

933.4

Aluminum

4.05

107.3

60.9

28.3

23.2

63.2

0.362

473.3

Gold

4.08

192.9 163.8

41.5

14.6

42.5

0.459

758.0

Platinum

3.92

346.7 250.7

76.5

48.0

136.3 0.420 1385.6

Silver

4.09

124.0

46.1

15.3

43.7

C11

C12

Material

a

Copper

3.61

168.4 121.4

Nickel

93.4

0.430

510.0

(σzx for edge dislocation and σyx for screw dislocation) (see Figure 2.4). Once the
dislocation meets with the interface, the applied stress will be incrementally increased
until at a speciﬁc value the dislocation is managed to slip cross the interface into
the recipient material or material 2. This speciﬁc applied stress is recorded and
resolved shear component of this applied stress is denoted as τcrit , which is the critical
transmission stress.
To close this section, all the material parameters used in the simulation are listed
in the following Table 2.1.

2.5

Results and Discussions
First, consider a Cu-Ni bicrystal. There is a 2.5% diﬀerence in lattice parameters

and an approximate 50% diﬀerence in eﬀective Youngs modulus and shear modulus
between copper and nickel. Therefore, non-negligible residual dislocation is expected
to be left at interface.
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To start with, a perfect edge dislocation slips from Cu to Ni. Snapshots of slip
transmission are shown in Figure 2.5. Line direction is pointing out of page. Color
represents values of phase ﬁeld variable and green corresponds to value of one, which
means that a perfect dislocation has slipped over. The critical transmission stress is
obtained to be 2.58GP a. In Figure 2.5c, a residual dislocation represented by the red
dot has been left at the interface after the dislocation passes through.

Figure 2.5. A straight, edge dislocation crossing from Cu to Ni. The
edge dislocation is initially located in Cu (a), meets the Cu-Ni interface (b), and transmits through the interface into the Ni (c). Frames
(d), (e), and (f) show the evolution of the phase ﬁeld order parameter
(blue dashed line) and its derivative (red solid line) across the midline
of the glide plane. In these ﬁgures, the interface is located at 48a(c) .
The applied stress of 2.58GP a is also the critical stress required for
slip transmission.

It should be noted that in this simulation, the value of d(c) in Equation (2.20)
is chosen to be 8a(c) for c = 1 and 2, which is a choice based on prior atomistic
simulation results of Cu-Ni system [63]. In these MD studies, they also ﬁnd that
the distribution of the misﬁt strain from the interface to the bulk crystal might be
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non-linear rather than the linear approximation used here. However, the misﬁt strain
reaches the maximum at the interface and is highly localized and short-ranged. The
spatial variation of the misﬁt strain away from the interface might have small eﬀects
on τcrit . In an attempt to quantify this eﬀect, τcrit for an edge dislocation slipping
from Cu to Ni is calculated with varying d(1) and d(2) independently within a range
from 3a to 13a. It is found that the values of d(1) and d(2) only have mild eﬀects
on the motion of dislocation approaching the interface and after passing across the
interface as well as τcrit . Therefore, in all the following simulations, d(c) is chosen to
be 8a(c) .
Next, simulation with a screw dislocation originally located in Cu is done. The
simulation obtains a τcrit value of 2.22GP a, which is lower compared with the edge
case. Theoretically, dislocation line energy per unit length of edge and screw dislocation diﬀers by a factor of

1
1−ν

[24]. Therefore, the residual dislocation left at the

interface for a screw dislocation has smaller self energy compared with edge dislocation. This leads to a smaller critical stress for screw dislocation.
Then the same simulation is repeated for a reverse path, which means that a
dislocation is initially located in Ni and slips to Cu under the applied load. Figure
2.6 shows snapshots of this transmission process. For an edge dislocation, τcrit is found
to be 5.36GP a, which is signiﬁcantly higher compared with the previous simulation
transmitting an edge from Cu to Ni. As for screw dislocation, τcrit = 4.69GP a is
found, again higher than the previous screw case with the reverse transmission path.
In this case, recipient material has larger Burgers vector and smaller shear modulus.
Hence, the fractional value of phase ﬁeld variable representing residual dislocation is
less than one, as shown in Figure 2.6c as the blue-green point.
In both edge and screw cases, slip transmission is easier to occur when the dislocation is moving from Cu to Ni compared with the reverse case in which dislocation
slips from Ni to Cu. This means that an asymmetry in τcrit exists depending on the
slip transmission direction. Besides, it seems that transmission from softer to stiﬀer
material and from the larger to smaller Burgers vector is favored.
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Figure 2.6. A straight, edge dislocation crossing from Ni to Cu. The
edge dislocation is initially located in Ni (a), meets the Ni-Cu interface
(b), and transmits through the interface into the Cu (c). Frames (d),
(e), and (f) show the evolution of the phase ﬁeld order parameter (blue
dashed line) and its derivative (red solid line) across the midline of
the glide plane. In these ﬁgures, the interface is located at 48a(c) .
The applied stress of 5.36GP a is also the critical stress required for
slip transmission.

In prior MD simulations, it is found that the magnitude and direction of misﬁt
stress near interface will play an important role in slip transmission [61]. In Cu-Ni
simulation, the maximum in-plane component for misﬁt stress at interface is +1890
MPa and -1890 MPa in the Ni and Cu sides, respectively. However, by resolving
this misﬁt stress onto the slip plane and slip direction, -772MPa and +772MPa are
obtained for Ni and Cu sides, respectively. Here a negative value means a resistance on
dislocation from approaching and crossing interface, while a positive resolved shear
stress means a promotion. This analysis shows that the misﬁt stress can lead to
a donor-recipient asymmetry in the interaction between a gliding dislocation and
interface.
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Table 2.2.
Critical transmission stress (in GPa) for all systems tested as calculated with the bimaterial PFDD model.
System

Edge

Screw System

Edge

Screw

Cu/Ni

2.58

2.22

Ni/Cu

5.36

4.69

Au/Ag

2.20

1.47

Ag/Au

1.70

1.40

Ag/Al

1.70

1.45

Al/Ag

2.48

2.20

Al/Pt

2.34

2.19

Pt/Al

5.33

4.54

Au/Al

1.64

1.38

Al/Au

2.55

2.20

Next, τcrit is calculated for the same cube-on-cube (001) interface for a range of
fcc/fcc composite systems. The material parameters we used are listed in Table 2.1.
Bicrystal systems with low lattice mismatch (< 3.5%) are focused. Among all the
composites studied, Al-Pt has the greatest and Ag-Au has the least lattice and moduli
mismatch.
To examine the asymmetry in τcrit , for each composite set-up, simulation is performed on both two pathways. Table 2.2 shows simulation results of τcrit in detail.
As seen in Table 2.2, for all the material set-ups, it is easier to transmit a screw
dislocation across interface from the donor to recipient material compared with edge
dislocation. Besides, the resistance against slip transmission is higher when transmit
a dislocation from one with a smaller lattice parameter to one with a larger lattice
parameter, as seen in Cu-Ni case. On the other hand, with exception of Ag-Au, the
resistance to slip transmission is higher when moving from a stiﬀer to softer material.
In order to take a closer look at eﬀect of lattice mismatch, a plot presenting how
τcrit changes depending on diﬀerent maximum resolved shear stress due to the misﬁt
stress at the interface is shown in Figure 2.7.
Overall, the larger the lattice mismatch is, the greater τcrit is. However, an exception can be found for Pt-Al composite. Although Pt-Al has the largest mismatch in
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lattice parameter, Ni-Cu has the largest τcrit . Note that at the same time Ni-Cu has
larger moduli mismatch than Pt-Al (Table 4.1). Evidently, both moduli mismatch
and lattice mismatch play a role in dislocation-interface interaction in bicrystal.
Koehler [64] and also Pacheco and Mura [65] proposed a criteria for predicting
τcrit based on the moduli mismatch in the case where G(2) > G(1) . According to their
continuum mechanical model, τcrit for transmission of a screw dislocation scales as
G(1) (G(2) −G(1) )
in the case where G(2) > G(1) . We then tested our PFDD model for τcrit
(G(2) +G(1) )
against this scaling factor exclusively for screw dislocations only when G(2) > G(1) .
The results are plotted in Figure 2.8. Among the few points tested, the values of
τcrit do not contradict this scaling law. Particularly, it shows that Cu-Ni should have
higher τcrit than Pt-Al. On the other hand, PFDD ﬁnds that G(2) > G(1) is an
easier transmission pathway than the reverse except Au-Ag system. Clearly, some
competing eﬀects impact τcrit and make it diﬃcult to determine a clear scaling.
Our results and analysis show that not only lattice mismatch but also moduli
mismatch aﬀect τcrit , besides a clear asymmetry in τcrit is found based on transmission
directions. Now the question comes as: how do G(1) , G(2) , a(1) and a(2) form a scaling
with τcrit ? It is not readily calculated. One main reason is that in the process of
calculating τcrit , PFDD model incorporates and couples too many eﬀects, such as line
energy of the gliding dislocation, the interaction between the gliding dislocation and
the residual dislocation, the image force, the misﬁt stress, and the energetic barrier
to form the residual dislocation at interface.
Another concept that takes both lattice mismatch and moduli mismatch into
consideration is the proposal that τcrit scales with the self-energy of the residual
dislocation left after slip transmission at the interface [71, 72, 76, 92]. Thus G |br |2
is used as a criteria in these studies. Then a few issues arise. First of all, the
intuitive best choice of the shear modulus for this model should be G for the interface.
However, a shear modulus for an interface is not readily available or easily measured.
Furthermore, asymmetry in τcrit can not be captured by this criteria using the same
G, since |br | will be the same for both transmission pathways. Here, G |br |2 for
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the τcrit associated with the easier transmission pathway is tested and the critical
easy
. Then the shear modulus of
transmission stress in these directions is denoted as τcrit

the material into which the Burgers vector of residual dislocation points is used and
easy
against Gpoint |br |2 in each composite.
is denoted as Gpoint . Figure 2.9 shows τcrit

easy
From the ﬁgure, τcrit
tends to increase as Gpoint |br |2 increases for both screw and

edge dislocation. However, this scaling law does not fully agree with our simulation
results, particularly for Pt-Al system, where the largest residual self-energy occurs
easy
.
but not the largest τcrit

At this stage, although the PFDD simulation results agree with some proposed
trend in the literature, a clear correlation between τcrit and key variables, such as the
lattice and moduli mismatch, has not been clariﬁed. To see why, the ﬁndings are
recaptured thus far. First, interactions between the strain ﬁeld of the dislocation and
interface aﬀect τcrit . Both the misﬁt strain, arising from the lattice mismatch, and the
image stress, arising from the moduli mismatch, aﬀect the stresses on dislocation as it
approaches the interface from the donor side and leaves the interface into the recipient
side. Particularly, the misﬁt stress has more intensive eﬀects than the Koehler image
force on dislocation approaching the interface. Furthermore, the misﬁt stress resists
(or helps) the gliding dislocation as it approaches the interface from the material with
the smaller (or larger) lattice parameter. This trend agrees with PFDD results on
the asymmetry of τcrit . However, these interactions have more to do with the stress
required for a dislocation to impinge the interface, and less to do with how dislocation
cross the interface. Secondly, dislocation self energy as a criteria does not agree with
current PFDD results. That is because these concepts do not account for dislocationinterface interactions and the residual dislocation at the interface. Finally, although
Gpoint |br |2 directly accounts for self energy of the interfacial residual dislocation, it
only reﬂects the interface condition after dislocation has passed, which means that it
is not a energetic barrier of residual dislocation formation as dislocation is crossing
the interface. Therefore, it misses the asymmetry of τcrit .
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Based on PFDD simulation results and the above analysis, a hypothesis is assumed that τcrit is governed by the energy barrier to form the residual dislocation as
dislocation is crossing the interface. This energetic barrier should depend on not only
the absolute values of lattice and moduli mismatch but also whether the dislocation
transmits from the softer to stiﬀer material and/or from the material with the smaller
to larger lattice parameter in order to reﬂect asymmetry of τcrit .
It should be emphasized that PFDD accounts for not only the formation energy
of the residual dislocation at the interface, but also many other eﬀects, such as the
misﬁt stress, the image stress, the line energy of the dislocation and the interactions
between the residual dislocation and other dislocations. Therefore, to isolate the effect of the formation energy of the residual dislocation, a simple analytical model is
proposed under the PFDD formalism to calculate the energy barrier needed to form
a residual dislocation during slip transmission and the critical resolved shear stress
τloc associated to this energy barrier. It will be seen later that τloc is a good indicator for the strength of bicrystal interface especially for composites with moderate to
large lattice mismatch, as it has the following characteristics. First of all, comparison
between τloc and τcrit indicates that contribution of the residual dislocation formation energy dominates slip transmission when bimaterial composites have high lattice
mismatch. Furthermore and most importantly, the model shows that less energy is
required to form the interfacial residual dislocation when a dislocation transmits from
the material with the smaller to larger shear modulus and the larger to smaller lattice
parameter . This will also ensure an asymmetry on τloc .
Suppose that a dislocation glides from the donor side of the interface x(I1) to cross
the interface to reach the recipient side of the interface x(I2) . To be simpliﬁed, phase
ﬁeld variable at x(I1) is assumed to be one, which means that a perfect dislocation
impinge the interface at x(I1) . Equation (2.26) of E res thus can be derived to:
� 2
E res = (D21 + D12 ) ξ (2) − D11 − D22 ξ (2) ,

(2.32)
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(p)

(q)

(p)

(p)

where Dpq = Cijkl si nj sk ml a(q) , p, q = 1 or 2, which depends on modulus of
both sides, interface normal and the relative orientation of the slip system on which
dislocation glides.
During the process of dislocation crossing from x(I1) to x(I2) , phase ﬁeld variable
ξ (2) at x(I2) will increase from zero to a peak value that is greater than 1. E res will
res
. This peak
also reveal a peak value during this process, which is denoted as Ebarrier

value can be obtained analytically as following. First, make derivative on Equation
(2.32) with respect to ξ (2) and equate it to zero. This renders that peak value of E res
will be reached at ξ (2) =

D12 +D21
2D22

. Secondly, substituting this back into Equation

res
(2.32) leads to expression of Ebarrier
:
res
=
Ebarrier

Δ
,
4D22

(2.33)

where Δ = (D12 + D21 )2 − 4D11 D22 . Then the threshold resolved shear stress τloc
res
associated with Ebarrier
can be obtained from:
res
τloc dw ≥ Ebarrier
,

(2.34)

where dw is the distance over which τloc does work onto the dislocation. A reasonable
approximation of dw is half the width of the interface region, which in a cube-on-cube
(001) interface should be

a(1) +a(2)
.
2

res
Ebarrier

and
τloc

Further derivation leads it to:

√ (2) (2)  (1)
2
3a G
a
G(1)
=
−
12
a(2) G(2)

√ (2) (2)  (1)
2
3a G
a
G(1)
=
−
12dw
a(2) G(2)

(2.35)

(2.36)

A comparison between τcrit and τloc over all composite systems is plotted in Figure
2.10. It is apparent that for Cu-Ni and Pt-Al composites, τcrit and τloc are nearly equal.
This suggests that for composite with large lattice mismatch thus large misﬁt stress,
resistance to slip transmission is governed mainly by the localized energy to form the
residual dislocation. For the other systems, τloc underestimates the resistance. This
diﬀerences can be explained as for composite systems with smaller lattice misﬁt, the
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actual barrier to slip transmission includes more sources of contribution such as line
energy of residual dislocation and transmitting dislocation and elastic interactions.
 (1)
2
(2) G(2)
G(1)
a
Figure 2.11 exhibits the comparison between τcrit and aa(1) +a
−
, which
(2)
a(2)
G(2)

is a scaling factor emerging from τloc . As shown, a strong positive correlation is found
between τcrit and the scaling factor. In detail, the scaling has two factors. The ﬁrst

factor

a(2) G(2)
a(1) +a(2)

shows the trend that slip transmission is more diﬃcult to happen when

recipient material has a much larger lattice parameter compared with donor material.
 (1)
2
(1)
indicates that transmission resistance increase
While the second factor aa(2) − G
G(2)
with the degree of disparity between the lattice parameters and the shear modulus.

Particularly, this factor will be very large when G(1) > G(2) , that is, dislocation is
transmitting from a stiﬀer material to a softer one. Combining both two factors, a
dependence on slip transmission path is reﬂected. This will lead to the donor-recipient
asymmetry of τcrit .

2.6

Comparison with MD Simulation Results
Atomistic method has been used to study the Ag-Cu system [63, 93]. This com-

posite system was not included in our results because the lattice mismatch between
Ag and Cu is relative large (approximately 12.5%, with Ag a larger lattice parameter). Therefore, Equation (2.21) to determine misﬁt strain fails in Ag-Cu case.
However, Hoagland et.al. [63] also reported experimental value for maximum in-plane
misﬁt stress for Cu-Ag at interface, which is 1.5GP a. Rather than using Equation
(2.21) and (2.20) to calculate misﬁt strain and stress, the experiment value of 1.5GP a
can be used to carry out a PFDD simulation on edge dislocation. It is found that
τcrit = 2.56GP a for slip transmission from Cu to Ag, and τcrit = 1.68GP a from Ag
to Cu. These values are indicated as + in Figure 2.7. As shown, the same relationship between τcrit and the maximum in-plane misﬁt stress is observed as other fcc/fcc
systems: the dislocation suﬀers from a higher resistance for transmission when the
donor material has a smaller lattice parameters than the recipient material.
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On the other hand, MD or atomically informed numerical method have been
utilized to study slip transmission of mixed type and screw type perfect dislocations
from Cu to Ni across cube-on-cube (001) interface [60,61,63,94]. In these simulations,
they found that perfect dislocation ﬁrst dissociates into leading and trailing Shockley
partials. Then the leading partial shall ﬁrst pass cross the interface under applied
load followed by the trailing partial. In PFDD model used here in this study, only
perfect dislocation is incorporated. This makes direct comparison between our results
and those MD results to be diﬃcult. In copper, a partial dislocation has the Burgers
vector of 0.147nm in magnitude, while the Burgers vector for a perfect dislocation in
copper is 0.255nm in magnitude. The eﬀects of a smaller Burgers vector of the leading
partial include a reduce in the formation energy of the residual dislocation and a lower
interaction force on dislocation. These should make the partial dislocation easier to
transmit compared with the perfect ones. To this end, we can mimic this aspect
in PFDD model by replacing the Burgers vector of a perfect dislocation with that
of a leading partial dislocation. It is found that τcrit = 0.215GP a for a dislocation
corresponding to a pure edge partial in order to pass cross Cu to Ni. This value is
very close to MD simulation results, which is 0.2GP a [63]. Slip transmission of a
pure screw leading partial is also considered, which is a 30 degree mixed dislocation.
Experimental value range from 0.3402 to 1.053GP a [95], while our result is τcrit =
0.63GP a.
Although the agreement is very promising, we should notice that this approximation does not include stacking fault region of the extended dislocation, the interaction
with the trailing partial, and elastic anisotropy in MD simulations. A γ−surface can
be added into the model in the future [38, 83, 96, 97].

2.7

Summary
In this work, we develop a PFDD model for discrete dislocations interacting with

a bimetal interface. The model is formulated to treat bimetal systems that form
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coherent or semi-coherent interfaces. We use the model to simulate the transmission
of a single straight dislocation passing from one crystal to another across the bimetal
interface and calculate the corresponding critical resolved shear stress, τcrit required
for slip transmission to occur. Example calculations are carried out for interfaces
created by two dissimilar crystals with an fcc crystal structure, such as Cu-Ni, AgAu, Al-Au, and Al-Pt, with a cube-on-cube orientation relationship. The model
predicts that the critical resolved shear stress is lower for a screw dislocation than
for an edge dislocation of the same Burgers vector. It also suggests an asymmetry
in τcrit with respect to the direction of transmission, that is, which material donates
the dislocation and which one receives it.τcrit tends to be higher when the dislocation
transmits to a material with a lower shear modulus and larger a than the reverse.
The degree of this donor-recipient asymmetry increases with the lattice and moduli
mismatch. A system with a low lattice mismatch, like Ag-Au, has a small donorrecipient asymmetry, whereas one with a higher lattice mismatch, like Cu-Ni and
Al-Pt, exhibits a greater donor-recipient asymmetry. Last, we develop an analytical
model for the formation energy of the residual dislocation. It indicates that the
energy to form the residual and the resistance to slip transmission exhibits path
dependence. It reveals that τcrit scales strongly with a bimaterial-dependent factor
 (1)
2
a
G(1)
a(2) G(2)
− G(2) , where G is the shear modulus, a is the lattice parameter and
a(2)
a(1) +a(2)

the superscripts (1) and (2) refer to the donor and recipient materials, respectively.

Future extensions and simulations using this model include treatment of dislocation loops rather than straight dislocations, incorporation of material γ-surfaces to
model partial dislocations rather than full dislocations, and examination of crystal
size eﬀects. Such advancements have already been tested in the single-phase version
of the PFDD model [83, 98]. More sophisticated modiﬁcations would be required,
however, to treat incoherent interfaces or interfaces created between crystals with
large misorientations.
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Figure 2.7. PFDD results for τcrit versus the maximum resolved shear
stress of (a). edge and (b). screw perfect dislocation.
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3 STACKING FAULT STRENGTHENING IN RANDOM
ALLOYS
3.1

Introduction
As a broad class of materials, random alloys are used in a variety of engineering

ﬁelds. Such as the Ni-based super alloys used in the aerospace industry in hot environment (turbine engine) [5], aluminum alloys used in automotive applications [6],
and the emerging high entropy alloys (HEA) [7]. These alloys can exhibit improved
functional properties, including thermal, electric and environmental resistance as well
as mechanical properties. For example, FCC and BCC HEA have high yield strength
and high ductility in low and high temperatures [56–59]. As a relative new concept
alloys, HEA are solid-solution alloys in which ﬁve or even more elements are mixed
nearly equiatomically. By mixing varieties of elements together, the entropy of the
system is maximized, which helps stabilize the phases in a multi-component system.
Sometimes this alloy is also called as multi-principal element alloy in literature [99].
Although the behaviour of the random alloys has been a major topic in metallurgy
for over ﬁfty years, the strengthening mechanism underneath is still an open question especially for alloys with high elemental concentration such as HEA. Predictive
models of ﬂow, strengthening, ductility, fatigue and other macroscopic quantities are
fundamental to advance the design of alloy families by selecting elements to achieve
a speciﬁc purpose.
Several contributions to the strengthening of such alloys are lattice distortion,
elastic modulus misﬁt and stacking fault or chemical misﬁt [7, 100]. Lattice distortion contribution is an elastic interaction mediated by the long-ranged strain ﬁelds
produced by a dislocation and the solutes. It decays as 1/r with r the distance from
the center of the dislocation. For substitutional solutes in cubic alloys, this distortion
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leads to a misﬁt volumetric strain [101, 102]. While for some interstitial solutes, it
gives rise to deviatoric misﬁt strain as well [103–105]. Elastic modulus misﬁt, arising
from the diﬀerence in elastic constants between the medium material and the solutes,
is a short-ranged interaction decaying as 1/r2 [106, 107]. However, this concept is of
limited pratical utility since it is diﬃcult to deﬁne the ’elastic constants’ of a solute.
Chemical interaction is associated with interactions between the solute and the core
structure of the dislocation. Therefore it is also localized [108, 109]. Current studies
in random alloys mainly focus on the lattice distortion contribution [110] or a collective contribution of both the lattice distortion and the chemical misﬁt [7, 111, 112]
due to the coupling between the two interactions [112]. Study on the strengthening
mechanism solely due to the stacking fault misﬁt is relatively lacking. On the other
hand, the lattice distortion contribution can not explain the strengthening eﬀect of
some alloys whose plasticity is mainly mediated by mobile screw dislotions such as
bcc alloys and α − T i with oxygen solutes [113]. Because a perfect screw dislocation
results in only a deviatoric stress ﬁeld and does not interact with volumetric strain
ﬁeld generated by the solute. In such cases, a better understanding in stacking fault
strengthening is of high importance. Among all these studies of strengthening mechanism in random alloys, none of them is able to examine the role of the space variation
of the stacking fault energies in strengthening mechanism. In this study, PFDD model
with a simpliﬁed core energy density is used to study the relationship between the
stacking fault energies and the material strength. Traditional solute hardening theory
serves as a basis for many current studies about stacking fault strengthening in alloys [110,114]. Therefore it is of great necessity to review the solute hardening theory
ﬁrst.

3.1.1

Solute Strengthening

According to the traditional solute strengthening theory, the strengthening is a
result of dislocations being pinned by solutes or precipitates. In random alloys, dislo-
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cations reach an equilibrium conﬁguration under the competition among the applied
stress, the line tension, T , and the maximum force Fmax that an obstacle can sustain. Between two solutes, bow-out of the dislocation is a result of this force balance.
In Figure 3.1,the extent of this bow-out can be characterized by the curve angle
βc =

Fmax
.
2T

At zero temperature, the critical stress required to overcome the obstacles

can be formulated in terms of this angle as [114]:

Figure 3.1. Schematic showing the bow-out of the dislocation in random alloys.

Δτc =



2T
bL



βc ,

(3.1)

where L is the eﬀective distance between obstacles. Compared with the yield stress
of the lattice without obstacles, Δτc in Equation (3.1) represents the increment in
the yield stress. Depending on the angle βc , solid solute is generally classiﬁed into
two categories: ”strong-pinning” and ”weak-pinning” [7, 114]. In the strong-pinning
or Friedel’s theory [115–117], the solute atoms on the slip plane of the dislocation is
assumed as point obstacles that pin the dislocation locally. The dislocation bows out
in the region between the solutes under stress. In equilibrium, the dislocation line
tension balances the applied stress. When the stress reaches the critical yield stress,
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the dislocation segment at the solutes is able to overcome the resistive force. The
zero-temperature critical stress for this mechanism, Δτ F , is obtained as:
 
3 1
2T
F
Δτ =
βc2 c 2 ,
b

(3.2)

where c is the number of obstacles per unit area. In the weak-pinning or Labusch’s
theory [108,118,119] the solutes are not treated as point obstacles. Instead, a characteristic length w is considered as the distance within which the solutes interact with
dislocations. The initial dislocation is allowed to bow on its slip plane to ﬁnd a favorable environment to minimize its potential energy depending on the ﬂuctuation of the
solutes concentration. Assuming the ﬂuctuation of the solute concentration follows a
Poisson’s distribution [120], the zero-temperature critical stress for this model is:
 
4
1
2T
L
Δτ = C
βc3 (wc2 ) 3 ,
(3.3)
b
where C is a factor of order one. C varies as the kind of the interaction between the
obstacles and dislocations changes [108, 120].The Labusch model shows a diﬀerent
scaling with solute concentration c as compared with the Friedel model.
Investigations have been made to understand the diﬀerence between the Friedel
and the Labusch model. Labusch [108] concluded that the Friedel model is more
appropriate for the cases in which the interaction force of the solutes is very localized.
Since the spacial derivative of the interaction force is needed in his derivation, a too
localized interaction leads its spacial derivative to inﬁnity. Nabarro [109] applied a
dimensional analysis and wrote the critical yield stress Δτc as:

p
1
Fmax � 1/2 q
−1
Δτc = C0 .b Fmax c 2
c w ,
T

(3.4)

where C0 is a constant and p ≥ 1 is expected. From Equation (3.4), he showed that
the Labusch model (q = 1/3 and Δτc ∝ c2/3 ) goes to the Friedel model (Δτc ∝ c1/2 ) in
the limiting case of localized obstacles where w goes to zero or q goes to zero. Leyson
and Curtin [121] mentioned that the strong-pinning to weak pinning transition can
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be seen by taking the ratio of the Friedel strength Δτ F to the Labusch strength Δτ L
as:
Δτ F
∝
Δτ L



Fmax
T cw2

 16

This ratio reveals a dimensionless parameter β =

.
Fmax
,
T cw2

(3.5)
which is ﬁrst identiﬁed by

Labusch [108]. Leyson et al. claimed that the strong to weak pinning transition
happens at β = 1, which leads to a transition concentration c0 :
c0 =

Fmax
.
4T w2

(3.6)

When c  c0 the Friedel mechanism dominates and when c  c0 the Labusch
mechanism wins over.
In real solute hardened alloy, it is impossible to have all solute atoms with the same
properties because there is always a statistical distribution of the obstacle strengths
and sizes. Even if there were only a single type of obstacles with the same size, depending on how the dislocation interacts with them there would still be a distribution
of solute strength. Several methods have been proposed to predict the critical yield
stress of the alloy with distinct obstacles of two or more strengths. Consider an alloy
with two diﬀerent solutes. Suppose Δτc1 and Δτc2 are the increments in yield stress
solely by the ﬁrst and the second kind of solutes respectively. At this moment, the
ﬂow stress of the matrix is assumed to be zero. A so-called Pythagorean addition
rule is ﬁrst proposed by Koppenaal and Wilsdorf [122] as:
q
2
2
+ Δτc2
.
Δτc = Δτc1

(3.7)

The above equation can be modiﬁed into another form:
q
Δτc = X1 Δτc21 + X2 Δτc22 ,

(3.8)

where X1 and X2 are fractions of the two types of the solutes respectively and they
satisfy X1 + X2 = 1. Labusch proposed another mixed rule as following [108]:
3/2

3/2

Δτc3/2 = Δτc1 + Δτc2 .

(3.9)

44
However, this mixed rule should only be applicable with two types of weak-pinning
obstacles since it is achieved under the same assumptions where Equation (3.3) is
derived. On the other hand, [123] have proposed an addition rule of the following
type:
Δτcq = Δτcq1 + Δτcq2 ,

(3.10)

where q is an adjustable parameter.
A justiﬁcation of the addition rules was made by Foreman and Makin [124].They
compared diﬀerent addition rules of Δτc1 and Δτc2 over a range of values of X1 and
X2 with data obtained from computer simulation experiments. It turned out that
the Pythogorean rule (Equation (3.8)) delivers the best ﬁt for all possible X1 and X2 .
Hanson and Morris [125] provided, for the ﬁrst time, a mathematical justiﬁcation of
the Pythogorean rule based on a statistical theory.

3.1.2

Stacking Fault in Solute Strengthening

One of the earliest studies on stacking fault strengthening can be found in [126,
127]. Based on the following energy formalism, Suzuki, Hirsch and Kelly analysed the
stacking fault strengthening due to a ﬂat interface parallel to the dislocation line. The
interaction energy of an extended dislocation in a domain with the intrinsic stacking
fault energy γ is
µb2p (2 − ν)
W (γ) = −
8π(1 − ν)



 
 
2νcos2θ
R
R
1−
log
+ γR = −Klog
+ γR (3.11)
Ra
2−ν
Ra

where bp is the Burgers vector of the partial dislocation, θ is the angle between the
full Burgers vector and the dislocation line direction (Figure 3.2), R is the equilibrium
stacking fault width and Ra is the core width [106]. In equilibrium the stacking fault
width can be calculated from:
∂W (γ)
=0
∂R

(3.12)

which results in:
Re =

K
γ

(3.13)
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Therefore, the energy diﬀerence of extended dislocations in domains with intrinsic
stacking fault energy γ1 and γ2 is



W (γ2 ) − W (γ1 ) = K log



γ2
γ1



+ log



Ra1
Ra2



.

(3.14)

Assuming Ra1 = Ra2 , W (γ2 ) − W (γ1 ) > 0 if γ2 > γ1 . Equation (3.14) shows that
extended dislocations decrease their energy by moving towards regions with lower
intrinsic stacking fault energy.
The critical stress needed to move an extended straight dislocation to a region with
higher intrinsic fault energy was calculated by Hirsch and Kelly [127] and Suzuki [126]
as follows. The elastic force per unit length between two straight partial dislocations
can be calculated using Equation (3.11) and (3.12)
F
K
=
− γ.
L
R

(3.15)

If the extended dislocation is crossing the interface between two regions with intrinsic
stacking fault energy γ1 and γ2 and an external stress is applied, the force per unit
length on each partial dislocation is expressed as:
K
− γ2 + σ · bl · n = 0
R12
K
−
+ γ1 + σ · bt · n = 0
R12

(3.16)

where R12 is the distance between the two partial dislocations, n is the slip plane
normal,bt and bl are Burgers vector for the trailing and the leading partial dislocation
respectively, K is deﬁned in Equation (3.14). Adding the two equations leads to
[126, 127]:
Δτc =

γ2 − γ1
,
b

(3.17)

where σ · (bl + bt ) · n = τ b is applied in the derivation. τ is the resolved shear stress
for the full dislocation. Besides, the resolved shear stress to move the dislocation in
γ1 is assumed to be zero. Equation (3.17) indicates that no strengthening is expected
if γ1 > γ2 .
Furthermore, Hirsch and Kelly [127] extended Equation (3.17) to obtain the critical stress to free an extended dislocation from circular particles with stacking fault
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energy γp in a matrix with stacking fault energy γm > γp . The diﬀerence in the
stacking fault energy gives rise to a resistive force:
Fmax = ΔγLd ,

(3.18)

where Ld is the eﬀective length of the ribbon inside the particle (Figure 3.2), Δγ =
γm − γp . The value of Ld depends on the shape of the ribbon in the particle. Four
main factors aﬀecting the shape of this ribbon are: the stacking fault energy, the
size of the particle, r, the stacking fault width of the dislocation inside the particle,
Rp , and the applied stress. Depending on diﬀerent regimes, Hirsch and Kelly [127]
derived diﬀerent analytical estimates of d. When r < Rp ,
Ld = 2r,

(3.19)

s

(3.20)

and for r > Rp ,
Ld =

Kr
,
γ̄

where γ̄ = 0.5(γp + γm ). Note that Equation (3.19) and (3.20) present better approximation as r is smaller and larger.
Based on the solute strengthening theory in the previous section, the critical stress
to free the dislocation from the round particles can be derived. For large particles,i.e.
r > Rp , in Friedel’s theory, the critical stress is obtained by substituting Equation
(3.18) and (3.20) into Equation (3.2):
F
Δτr>R
p

2T f 1/2
= 7/4 1/4 1/2
b r π

Δγ
2T

s

Kb
γ̄

!3/2

,

(3.21)

where f = πr2 c. While for small particles, i.e. r < Rp , the critical stress is derived
by replacing Equation (3.18) and (3.19) into Equation (3.2):
F
Δτr<R
p

2T r1/2 f 1/2
= 5/2 1/2
b π



Δγb
T

3/2

.

(3.22)
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Figure 3.2. The eﬀective dislocation chord length Ld at the critical
breaking condition. The blue line is the leading and the red line is
the trailing partial dislocation.

The critical stress for Labusch’s statistics can be obtained in a similar manner. Supplying Equation (3.18) and (3.20) into Equation (3.3) leads to the critical stress for
large particles, i.e. r > Rp :
L
Δτr>R
p

2T f 2/3
= 5/3 1/3 2/3
b r π

Δγ
2T

s

Kb
γ̄

!4/3

.

(3.23)

On the other hand, the critical stress for small particles, i.e. r < Rp is achieved by
replacing Equation (3.18) and (3.19) in Equation (3.3)
L
Δτr<R
p

2T r1/3 f 2/3
= 7/3 2/3
b π



Δγb
T

4/3

.

(3.24)

where w = r is assumed. With f = 0.1, T = αµb2 , α = 0.12, Δγ = 135.52mJ/m2 and
θ=

π
2

in Equation (3.11), Figure 3.3 exhibits the relationship between the increment

of the yield stress and the size of the particles. The dashed lines around d = Rp and
the discontinuity at d = Rp is due to the failure of the estimation on Ld for d ≈ Rp .
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Figure 3.3. Critical stress increment due to the presence of precipitates using Labusch and Friedel models.

3.1.3

Atomistic Study

More recently, atomistic methods have been applied to study the strengthening
of random alloys. Rao et al. used molecular dynamics to investigate the dislocation
patterns in HEA Co30 Fe16.67 Ni36.67 Ti16.67 [128]. It is shown that the average elemental
concentration aﬀects the local stacking fault energy. Moreover, ﬂuctuations in local
concentration lead to variation of the stacking fault energy.
Their results [128, 129] in f cc and bcc HEA show that the core structure of screw
and edge a/2 < 110 > dislocations varies largely. The equilibrium stacking fault
width can alter as large as 3 factors of diﬀerence. The critical stress to move a
straight dislocation in such HEA is up to two order of magnitude higher than in pure
fcc metals. The interactions between the dislocation core and the solute accounts for
the strengthening [128, 129].
Trinkle et al. [112] applied quantum-mechanical ﬁrst-principles calculations to
construct a predictive model for solute strengthening of Mg-based alloys. Stacking
fault strengthening is considered in their model since the dislocation core structure
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is automatically incorporated in DFT calculations. By ﬁtting the DFT calculations
into the Friedel’s theory, they proposed a relationship as follow:
Δτc = τc0 c1/2 (A2mis + B2SF E − CSF E mis ),

(3.25)

where τc0 , A, B, and C are ﬁtting parameters, mis and SF E are size and stacking
fault misﬁt caused by the solutes respectively. A coupling between the lattice and
stacking fault misﬁt is observed. Zaiser [120] developed a model to study the thermally
activated motion of dislocations in a random solid solution. Leyson and Curtin et
al. [7,101,110,130,131] proposed a parameter-free atomistic based model to predict the
temperature-, composition-, and strain-rate-dependence of the plastic yield strength
of fcc HEAs. They followed a similar analysis of Zaiser to derive a new Labusch-type
solute strengthening model, whose parameters are obtained from MD calculations.
The dislocation is assumed to be free to ﬂuctuate around its average line direction
in order to achieve an energy minimum proﬁle. The interaction energy between an
individual solute atom of type n at position (xi , yj , zk ) and the dislocation is denoted
as U¯ n (xi , yi ). It is irrelevant of direction z because of the periodic boundary conditions
in z direction along the dislocation line. As long as the crystalline structure of the
HEA is known as an input, the interaction energy U¯ n (xi , yi ) including the eﬀects
of lattice distortion, stacking fault and misﬁt modulus can be calculated from MD
simulation. Two geometric parameters, w and ζ as shown in Figure 3.4, are obtained
from an optimization of the total energy reduction. The optimized ζc can be solved
analytically as:
ζc (w) =



√ T 2 w4 b
4 3
ΔEp2 (w)

 13

,

(3.26)

where ΔEp is a key quantity in their theory and can be expressed as:
ΔEp (w) =

"

X
i,j,n

2
cn (ΔŪijn (w)2 + σΔ
n)
Uij

# 12

.

(3.27)

cn is the concentration of the nth element, ΔŪijn (w) = Ū n (xi − w, yi ) − Ū n (xi , yi ) and

σΔUijn is the associated standard deviation of the U¯ij distribution due to local ﬂuctu-
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ations. However, the optimized wc can only be solved numerically by the following
equation:
ΔEp (w)
∂ΔEp (w)
=
.
∂w
2w

(3.28)

Then the zero temperature critical yield stress can be back calculated from wc and ζc
as follows:
Δτc = 1.01



ΔEp4 (wc )
T b5 wc5

 13

.

(3.29)

This result is similar as the result obtained by Zaiser [120]. Both of the results can
be summarized into the form:
Δτc =

π ΔEb
,
2 bζc wc

(3.30)

where ΔEb is the energy barrier. In this theory strengthening is the result of the
concentration ﬂuctuations impeding the motion of dislocations. To this end, the two
models render similar results with a critical stress up to a constant factor the same
obtained by Labusch as Equation (3.3). Although stacking fault strengthening is
taken into consideration in these recent models, none of them is able to split it totally
from the size misﬁt strengthening and to study each factor individually.

Figure 3.4. The characteristic geometric parameters w and ζ in
Curtin’s papers [7, 101, 110, 130, 131].
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3.2

Phase Field Dislocation Dynamics Model with Stacking Fault Energy
In principal, not like superalloys, which can be seen as a matrix medium with

some relatively dilute non-interactive solute or precipitate [132–137], high entropy
alloys have many element constituents with high concentrations, which leads to local
distortions and ﬂuctuations. However, we can still approximate the system as solute
in an averaged eﬀective matrix. Such an averaged ﬁeld method has been proved to
be reliable in simulating high entropy alloys to study its mechanical properties such
as hardening and plasticity, as seen in variety of atomistic studies [7, 110, 138–143].
Therefore, for both superalloys and high entropy alloys, it is applicable that we use
PFDD model to study dislocation activities in an averaged eﬀective material ﬁeld
with eﬀective modulus, lattice parameters, Burgers vectors and intrinsic and unstable
stacking fault energy, and approximate solute eﬀects by using some locally distributed
stacking fault energy.
From the above analysis, an isotropic approximation for elastic modulus and the
same lattice parameters will be used all over the material domain, so that no inhomogeneity will be included. As a result, minor modiﬁcations can be made on the total
strain energy E strain in Equation (2.16) by setting the virtual strain vij = 0. This will
lead to the total strain energy used in this chapter as:

E

strain

Z
1
d3 k
=
Aˆmnuv (k)ˆpmn (k)ˆp∗
(k)
uv
(2π)3
2 p.v.
Z
V (1) ap ap
−
S σ σ − σijap pij (x)d3 x ,
2 ijkl ij kl

(3.31)

Besides, since there is no more virtual strain in this chapter, we only use the ﬁrst
equation in Equation (2.19) to evolve the phase ﬁeld variable , which is rewrite here
as following:
δE (ξ α )
∂ξ α (x, t)
= −L
∂t
δξ α

(3.32)
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To incorporate the atomistic information into mesoscale PFDD model, γ−surface
can be used for the core energy term E core [144, 145].

The material-dependent

γ−surface [146] represents the misﬁt energy when two crystals halves divided by
s slip plane are shifted with respect to each other, which can be obtained through
atomistic methods such as MD. With the incorporation of the γ−surface, the PFDD
is able to predict the equilibrium stacking fault width of several fcc metals, in good
agreement with atomistic simulations and experiments [145], the nucleation of partial
dislocations in nanocrystalline materials [147], and twinning [96].
A representation of the γ−surface as a 2D Fourier series in terms of the displacements on the slip planes proposed by Schoeck [148] is used in the PFDD approach [145]. Since the relative displacement can be represented by a linear combination of the phase ﬁelds and therefore, the core energy density function is further
parameterized as a function of the phase ﬁelds as [145]:

φ(ξ 1 , ξ 2 , ξ 3 ) ={c0 + c1 [cos 2π(ξ 1 − ξ 2 ) + cos 2π(ξ 2 − ξ 3 ) + cos 2π(ξ 3 − ξ 1 )]
+ c2 [cos 2π(2ξ 1 − ξ 2 − ξ 3 ) + cos 2π(2ξ 2 − ξ 3 − ξ 1 )
+ cos 2π(2ξ 3 − ξ 1 − ξ 2 )] + c3 [cos 4π(ξ 1 − ξ 2 )
+ cos 4π(ξ 2 − ξ 3 ) + cos 4π(ξ 3 − ξ 1 )] + c4 [cos 4π(3ξ 1 − ξ 2 − 2ξ 3 )
+ cos 4π(3ξ 1 − 2ξ 3 − ξ 3 ) + cos 4π(3ξ 2 − ξ 3 − 2ξ 1 )
+ cos 4π(3ξ 2 − 2ξ 3 − ξ 1 ) + cos 4π(3ξ 3 − ξ 1 − 2ξ 2 )
+ cos 4π(3ξ 3 − 2ξ 1 − ξ 2 )] + a1 [sin 2π(ξ 1 − ξ 2 )
+ sin 2π(ξ 2 − ξ 3 ) + sin 2π(ξ 3 − ξ 1 )] + a3 [sin 4π(ξ 1 − ξ 2 )
+ sin 4π(ξ 2 − ξ 3 ) + sin 4π(ξ 3 − ξ 1 )]}.
(3.33)
Note that φ is core energy density, so that E core =

R

φdV . The material-dependent

coeﬃcients,c0 − c4 , a1 and a3 , are determined by ﬁtting this planar energy density
function to the gamma surface. The values of the coeﬃcients for Ni are listed in Table
3.1:
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Table 3.1.
Coeﬃcients used in Equation (3.33) to parametrize the gamma surface for Ni.
Material

) c1 ( mJ
)
c0 ( mJ
m2
m2

c2 ( mJ
)
m2

Ni

410.02

-120.56

-52.00

c3 ( mJ
) c4 ( mJ
) a1 ( mJ
) a3 ( mJ
)
m2
m2
m2
m2
35.21

0.59

-66.19

-75.31
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Each phase ﬁeld, ξ 1 , ξ 2 or ξ 3 , represent the slip in units of the Burgers vector in
the direction of a perfect dislocations, h110i. Therefore, a displacement in the slip
plane can be represented by the sum:
Δ=b

3
X

ξ α (x) sα ,

(3.34)

α=1

where sα =

bα
.
b

Any displacement, Δ, with integer values of the phase ﬁelds leaves

the crystal unchanged while areas swept by a partial dislocation have a stacking fault.
In Figure 3.5, the displacement in region 1 is zero (Δ1 = 0), and the displacement in
the region 2 is in the direction of one of the Shockley partials:
Δ2 =
where ,a =

√

a ¯
[211] ,
6

(3.35)

2b is the lattice parameter. The displacement in region 3 can be obtained

as the sum of the the Shockley partials:
Δ3 =

a ¯
a
a ¯
[110] = [2¯11] + [121]
.
2
6
6

Figure 3.5. Sketch of a stacking fault region in a fcc crystal. The
black lines are the leading and trailing partial dilocations.

(3.36)
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To identify the stacking fault region, the projection of the displacement into one
of the Burgers vector directions is generally used. For example, A. Hunter et al., [145]
utilized the projection of the displacement into a full dislocation, this results in:

Δf = Δ2 ·

b
a
= √ [2¯11] · [1¯10] = 0.5b
|b|
6 2

(3.37)

Cao et al. [147] on the other hand, use the projection into a partial dislocation Burgers
vector directions:
Δb1p = Δ2 ·

b1p
b1p

a
= √ [2¯11] · [1¯21] = 0.289b
6 6

(3.38)

a
= √ [2¯11] · [2¯11] = 0.578b
6 6

(3.39)

and
Δb2p = Δ2 ·

b2p
b2p

A simpliﬁed form of the expression in Equation (3.33) can be written as an explicit
function of the intrinsic, γ, and the unstable, γu , stacking fault energies [144,149–151]
as
φ(ξ) = γ sin2 (πξ) + (γu − γ/2) sin2 (2πξ) ,

(3.40)

Figure 3.6 shows a schematic of this misﬁt energy for Nickel. The advantage of this
simpliﬁcation is that γ and γu can be varied independently but the limitation is that
Equation (3.40) can be used only for displacements represented with a single phase
ﬁeld.
Materials parameters for Ni, listed in Table 3.2 are used in the simulations unless
otherwise noted.
Table 3.2.
Material parameters used in the simulations for Nickel [106, 144, 152].

Ni

µ (GPa)

ν

b(nm)

)
γ( mJ
m2

γu ( mJ
)
m2

75.00

0.33

0.249

84.7

211.7
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Figure 3.6. Stacking fault energy proﬁle in the direction [11̄0] for Equation (3.40).
.

3.3

Results and Discussions
In this section, PFDD is applied to investigate the stacking fault strengthening in

random alloys. To begin with, the sensitivity of the PFDD model on the unstable and
intrinsic stacking fault energy is analysed. Then, the interaction of a straight edge
dislocation with an array of regular round particles is given as an example. Impenetrable round solutes are used as an approximation of super alloys. While penetrable
solutes with diﬀerent intrinsic and unstable stacking fault energy are modelled as
an approximation of HEA. Analytical solution can be obtained for penetrable solutes with diﬀerent intrinsic stacking fault energy. PFDD results are compared with
the analytical solution. Finally, eﬀorts are made to understand the stacking fault
strengthening mechanism in HEA.
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3.3.1

Examples

Proper values of the intrinsic and unstable stacking fault energies are required in
PFDD to investigate the strengthening due to stacking fault energy. The intrinsic
stacking fault energy can be measured indirectly by experiments. The equilibrium
stacking fault width can be obtained from measurements. Then the intrinsic stacking
fault energy is calculated using Equation (3.13). However, it is impossible to measure
the unstable stacking fault energy from experiments currently. Nowadays, due to the
rapid development in computational technology, atomistic and ab initio simulations
are applied to estimate both the intrinsic and unstable stacking fault energies [41,
89, 144, 153]. The simulation results on the equilibrium stacking fault width exhibit
discrepancy from Equation (3.13) [41, 89]. Besides the intrinsic stacking fault energy,
the unstable stacking fault energy also aﬀects the width. As a result, the validity of
Equation (3.13) is still under discusstion. To this end, diﬀerent values of the intrinsic
and unstable stacking fault energies for nickel obtained from atomistic simulations
are tested in PFDD.
The values for the stacking fault energy from diﬀerent reference for nickel are
listed in Table 3.3. The sensitivity of the yield stress on the stacking fault energies is
performed with the PFDD. An extended edge dislocation is placed in a domain with
dimensions 512b × 256b × 32b. The Burgers vector is oriented along the y direction of
the domain. The minimum resolved applied shear stress required for the dislocation
to glide is deﬁned as the yield stress. Figure 3.7 shows the dependence of the yield
stress on the diﬀerence γu − γ. It can be seen that the yield stress increases as γu − γ
increases. This agrees with the conclusion in [154] qualitatively. The values obtained
by Lee et al. for nickel are chosen as parameters in the following sections.

Interaction of Shockley Partials with Impenetrable Solutes
Decorrelation between the leading and the trailing partial dislocations is commonly observed in super alloys [155, 156]. The equilibrium stacking fault width
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Table 3.3.
Intrinsic stacking fault energy and unstable stable stacking energy
from diﬀerent references for Nickel.
Reference

γ( mJ
)
m2

γu ( mJ
)
m2

[144]

85

211

[41]

120

172

[153]

125

366

[153] ref.9

58

225

Figure 3.7. τc obtained by PFDD versus γu − γ.

changes as dislocations glide through the solutes channels. Besides, the dislocation
tends to bend when it enters the channels [155,156]. It is observed in simulation that
this change in stacking fault width and the bending are aﬀected by the channel width
and the direction of the applied stress. Models for super alloys treat precipitates
and solutes as impenetrable particles. To this end, PFDD simulations of extended
dislocations interacting with an array of impenetrable circular particles with diﬀerent
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applied stress directions are performed. The evolution of an extended edge dislocation
with full Burgers vector in the direction [110] is shown in Figures 3.8, 3.9, and 3.10.
The green ribbons stand for the stacking fault regions. The projection of the applied
stress in the slip plane in each conﬁguration is shown. The radius of the particles
is 11.16 nm and distance between two neighbouring particles is 9.6nm. The elastic
constants and the stacking fault energy used in the simulations are listed in Table
3.2.
In Figure 3.8, the projection of the applied stress on the slip plane is in the [110]
direction. In this case both leading and trailing dislocations experience the same
resolved shear stress. The extended dislocation is pinned by the particles. When
the applied stress is enough for the extended dislocation to overcome the particles,
loops are left around the particles. Figure 3.9 shows the evolution of the dislocation
when the projection of the applied stress on the slip plane forms a 60o angle with the
[110] direction. Under this condition the resolved shear stress on the Burgers vector
of the leading partial is zero. Therefore, the leading partial blocks the movement
of the trailing partial and the extended dislocation is stopped by the channel. Due
to this blocking, the stacking fault width decreases dramatically. In Figure 3.10 the
resolved shear stress on the trailing dislocation is zero. The increase in the stacking
fault width is evident in the ﬁgure. This decorrelation mechanism was observed in
super alloys [150, 155, 156] and it is of key importance to understand deformation
twinning [5, 157] and strengthening that cannot be explained without taking into
account partial dislocations [111, 158].

Stacking Fault Strengthening in Alloys
PFDD simulations of an extended edge dislocation moving through an array of
particles with diﬀerent stacking fault energy than the matrix are performed in a
512b*256b*32b domain. Material parameters of Nickel are used in the matrix. The
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Figure 3.8. PFDD simulation showing an extended dislocation interacting with impenetrable particles.

Figure 3.9. PFDD simulation showing an extended dislocation interacting with impenetrable particles.

Figure 3.10. PFDD simulation showing an extended dislocation interacting with impenetrable particles.

elastic constants in the particles are also of Ni while the values of the stacking fault
energy are modiﬁed, see Table 3.4 for four diﬀerent cases.
Figure 3.11 (a) shows the simulation for case 1 when the stacking fault energy
is reduced to 43.86mJ/m2 . The leading partial remains straight while the trailing
partial curves inside the particle producing an increase in the stacking fault width
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due to the lower value of γp compared to the intrinsic stacking fault of the matrix.
Therefore, the applied stress needed to move the extended dislocation in this system
is larger than in a slip plane with the stacking fault energy of the matrix in agreement
with Equation (3.21) and (3.23). The simulations for case 2 are shown in Figure 3.11
(b). The stacking fault width is smaller inside the particles. In this case no additional
stress is needed to move the extended dislocation from the particle.
In cases 3 and 4, γpu is decreased and increased with respect to the value in the
matrix. When the unstable stacking fault energy is reduced, case 3 in Figure 3.12 (a),
the dislocations segments inside the particles advance ahead of the segments in the
matrix and therefore and no strengthening is observed. For case 4, shown in Figure
3.12 (b), dislocations bow out and leave a loop inside the particles. The critical
resolved shear stress is increased compared to the one of the matrix. The dislocation
loops inside the particles shrink and disappear to reduce the energy.
Table 3.4.
Stacking fault energy values used in the simulations.
Case 1

Case 2

Case 3

Case 4

γp (mJ/m2 )

43.86

175.44

84.72

84.72

γpu (mJ/m2 )

211.69

211.69

105.84

423.38

The critical resolved shear stress is calculated as the minimum applied stress
needed to overcome the particles. Simulations are performed with diﬀerent intrinsic
stacking fault energies in the particles. The increase of the critical resolved shear
stress, Δτc as a function of Δγ = γm − γp is shown in Figure 3.13. For comparison
the critical stress obtained using Friedel and Labusch statistics for large particles,
Equation (3.21) and (3.23) are also included. Note that the critical stress for Δγ = 0
corresponds to the yield stress predicted with no particles. The parameters used in
F
L
and Δτr>R
are: T = αµb2 with α = 0.07, f = 0.28 and θ =
Figure 3.13 for Δτr>R
p
p

in Equation (3.11).

π
2

62

(a)

(b)

Figure 3.11. An extended dislocation passing through an array of
particles with diﬀerent intrinsic stacking fault energy than the matrix.
Case 1 in Table 3.4 is shown in (a) and case 2 is shown in (b).

3.3.2

Stacking Fault Strengthening in HEA

Atomistic simulations of HEA show that the stacking fault energy varies locally
with the local composition of the alloy [129]. The compositional ﬂuctuation ranges
from 0.5nm and up to 45nm for as-cast AlCoCrCuF eN i HEA [159–161].The eﬀect
of the local variation of the stacking fault energy on the critical resolved shear stress
is studied in this section.
The variation of the stacking fault energy is introduced by assigning random
values of intrinsic stacking fault energies to diﬀerent regions of the slip plane, see
Figure 3.14. The unstable stacking fault energy is left constant as γu = 211mJ/m2 .
The values of the intrinsic stacking fault are chosen from uniform distributions with
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(a)

(b)

Figure 3.12. An extended dislocation passing through an array of
particles with diﬀerent unstable stacking fault energy than the matrix.
Case 3 in Table 3.4 is shown in (a) and case 4 is shown in (b).

the average as γ̄ = 72mJ/m2 , 84.7mJ/m2 , 127mJ/m2 and range as 135.52mJ/m2 .
The average region size, d, was also varied from 0.25 nm to 12 nm. Two perfect
straight edge dislocations with Burgers vector in the [110] direction are placed in the
{111} slip plane. The system is relaxed at zero stress and the dislocations split into
two partials. Figure 3.14 shows two of the conﬁgurations used in the simulations with
γ̄ = 84.7mJ/m2 and d = 3.2nm and d = 11.3nm. The stacking fault region between
the partial dislocations is drawn in grey.
According to the atomistic studies by Rao et al. [128, 129], the core structure of
edge and screw a/2 h110i dislocations show variations aﬀected by the local ﬂuctuation
in elemental concentration. The equilibrium stacking fault width can alter as large

64

(a)

Figure 3.13. Simulated critical stress for particles with diﬀerent intrinsic stacking fault energy as a function of Δγ = γm −γp . Analytical
solutions using Friedel’s and Labusch’s models are also included.

as 3 factors of diﬀerence. These simulations also exhibit that the critical stress to
move a dislocation in such alloy is one to two orders of magnitude higher than in pure
Ni. The interaction between the dislocation core and the local ﬂuctuation have close
correlation with the strengthening [128, 129]. Therefore it is worthwhile to analyse
how the dislocation adjust its stacking fault width due to the local ﬂuctuation of
the γ. Suppose a dislocation line is gliding on a x − y plane with an average line
direction in x direction. It may show waviness or small bow-outs in y direction
along the dislocation line. Based on the solute strengthening theory, a critical length
ξc exists as in Equation (3.26) and (3.30) such that the competition between the
dislocation line tension and local stacking fault or solute concentration ﬂuctuation can
be characterized by this length [7,110,120,132]. If the local ﬂuctuation dominates over
the dislocation line tension, the dislocation tends to bend to form waviness structure
with a geometry characterized by ξc and wc to achieve a total energy reduction. When
L < ξc , line tension has more inﬂuence than the local stacking fault ﬂuctuation. Thus
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(a)

(b)

Figure 3.14. Equilibrium stacking fault width of two extended dislocations in a random stacking fault landscape with γ̄i = 84.7mJ/m2 .
(a) d = 3.2nm, (b) d = 11.3nm.
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the dislocation prefer to remain straight energetically. However, when L > ξc the
ﬂuctuation is of more importance and the dislocation adjusts its stacking fault width
locally to reduce total energy.
The analysis of the waviness and core structure of extended edge dislocation is
presented in Figure 3.16, Figure 3.17 and Table 3.5. The stacking fault energy follows
uniform distribution with γ̄ = 127mJ/m2 and standard deviation as σγ = 39mJ/m2 .
To quantify the waviness, the deviation of the dislocation with respect to the average
dislocation line, λ, and the stacking faulte width, Re , are introduced as shown in
Figure 3.15. The correlation length of the dislocation core structure (yc ) is also
introduced. The 1D correlation function is written as:
Z
�
�

λ (y) − λ̄ λ (y − y0 ) − λ̄ dy,
C (y0 ) =

(3.41)

L

¯ is the average of λ along the dislocation line. yc is deﬁned as the value at
where λ
which Equation (3.41) equals zero, i.e., C (yc ) = 0. The λ and Re variation along the
dislocation line are shown in Figure 3.17. Figure 3.17 (a) exhibits Re along y direction
for d = 0.5nm, 3.2nm and 5.8nm without external stress. The average Re is calculated
¯ e and listed in Table 3.5. Although the equilibrium stacking fault width remains
as R
almost constant, the ﬂuctuation of Re (y) is only observed for d = 3.2nm and 5.8nm.
The correlation length listed in Table 3.5 conﬁrms that no waviness is shown when
¯ e . When d is small, line tension wins the competition
region size d is smaller than R
against the local stacking fault energy ﬂuctuation. This leads to limited waviness of
the dislocation core structure. Figure 3.17 (b) shows the comparison of λ along the
dislocation line without applied stress σ ap and with σ ap = 195M P a. The detailed
core structure of the two cases are presented in Figure 3.16. Under σ ap = 195M P a,
the dislocation is pinned by the low stacking fault energy regions, which leads to more
ﬂuctuation in λ.
Although the change of the waviness for diﬀerent region size d is straight forward
to be observed, the waviness itself is not a source of strengthening. As shown in
schematic Figure 3.18, a straight dislocation and a dislocation with waviness move
towards positive x direction for a distance w under applied stress σ. Both of them
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Figure 3.15. The schematic showing the deﬁnition of λ, namely the
deviation of the dislocation with respect to the average dislocation
line. Re is the stacking fault width at equilibrium.

Figure 3.16. Extended edge dislocations for σ ap = 0 (left) and σ ap =
195 MPa (right) with γ̄ = 127.1 mJ/m2 , σγ = 39.1 mJ/m2 , and d =
3.2 nm.
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(a) σ ap = 0

(b) d = 3.2 nm

Figure 3.17. Equilibrium stacking fault width (Re ) and deviation from
the average dislocation line (λ) for an extended edge dislocation with
γ̄ = 127.1 mJ/m2 and σγ = 39.1 mJ/m2 .
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Table 3.5.
The correlation length yc and the average equilibrium stacking fault
¯ e for γ̄ = 127.1 mJ/m2 and σγ = 39.1 mJ/m2 .
width R
d [nm] R̄e ± 0.25 nm

yc [nm]

0.5

1.5

0

3.2

1.6

17.5

5.8

1.6

19.8

have a length of L between pinning point 1 and 2. Burgers vector b and unit vector
along movement ds are along positive x direction. dl denotes the unit segment vector
along the dislocation line. Then the work by the force F on the whole dislocation
during this movement can be written as:

W =

Z

w
0

Z

2
1

F · ds.

(3.42)

According to Peach-Koehler theory, force F can be obtained as:
F = (σ · b) × dl.

(3.43)

Suppose that the only non-zero component of σ is σxz = σzx = τ . And substituting
Equation (3.43) into (3.42), the following equation is achieved:
Z 2
W = −τ bw
dy = −τ bwL.

(3.44)

1

This states that the work done by external stress σ on the dislocation is the same
regardless of the waviness of the dislocation. No strengthening is induced by the
waviness.
Then, a stress with a resultant in the [110] direction is applied incrementally
to calculate the critical resolved shear stress, τc .Δτc is calculated as the increment
of the critical resolved shear stress due to the random distribution of the stacking
fault energy. Figure 3.19 shows Δτc obtained from PFDD at diﬀerent region size d
under uniform distributions of γ with diﬀerent γ̄. If γ is 72.0mJ/m2 everywhere in the
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Figure 3.18. The diﬀerence in the work done by the applied force
between a straight dislocation and a dislocation with waviness during
movement. Both segments have length L between pinning point 1
and 2 and move toward positive x direction for distance w.
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domain, the critical stress is 235M P a. Similarly, if γ is 84.7mJ/m2 and 127.1mJ/m2 ,
the critical stress is 220M P a and 145M P a. Δτc is obtained with respect to these
values. As shown in Figure 3.19, Δτc increases as d decreases until it reaches a
maximum Δτc in the range of 1.0nm ≤ d ≤ 3.2nm. This size range is comparable with
Re = 3.00nm, 2.55nm, 1.7nm for γ̄ = 72.0mJ/m2 ,84.7mJ/m2 ,127.1mJ/m2 . Then
Δτc decreases dramatically as d keeps decreasing. Besides, Δτc correlates inversely
with respect to γ̄ at the same d. At d = 2nm ,Δτc for γ̄ = 72.0mJ/m2 is 72% larger
than Δτc for γ̄ = 127.1mJ/m2 . Since the waviness of the dislocation itself does not
lead to strengthening, such strengthening is a result of the random stacking fault
distribution. The dependence of Δτc on d and γ̄ qualitatively agrees with Equation
(3.21), (3.22) and (3.23), (3.24). Figure 3.20 exhibits Δτc at diﬀerent d under uniform
distributions of γ with diﬀerent standard deviation of γ. In both Figure 3.20 (a)
and (b), Δτc shows positive correlation with σγ overall. This agrees with the trend
predicted by Equation (3.21), (3.22) and (3.23), (3.24). Examining Table 3.5 in
parallel with Figure 3.19, it can be found that the dislocation waviness is closely
related with the strengthening of the material. At d = 3.2nm, the adjustment in core
structure due to the local ﬂuctuation in γ is evident in Table 3.5. In Figure 3.19,
strengthening is also observed at d = 3.2nm. However, the correlation length in Table
3.5 is zero at d = 0.5nm. In Figure 3.19 at d = 0.5nm, less strengthening is found
as compared with d = 3.2nm. A summary of the results is exhibited in Figure 3.21,
where the critical stress τc is plotted against the diﬀerence between the unstable and
the eﬀective intrinsic stacking fault energy, γu − γ̄. The dashed line is adopted from
Figure 3.7. tauc shows a positive correlation with respect with γu − γ̄. At a speciﬁc
γu − γ̄, the maximum strengthening can be achieved with a stacking fault region size

¯ e . The maximum strengthening in
1nm ≤ d ≤ 3.2nm, which is comparable with R
yield stress is obtained up to 40% for the highest σγ .
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Figure 3.19. τc VS. stacking fault region size d for a straight edge
dislocation with diﬀerent γ̄i . The stacking fault energy has a uniform
distribution with σγ = 39mJ/m2 .
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(a)

(b)

Figure 3.20. τc VS. stacking fault region size d for a straight edge
dislocation with diﬀerent range of γ. (a) γ̄ = 84.7mJ/m2 , (b) γ̄ =
127.1mJ/m2 .
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Figure 3.21. Simulated yield stress τc against γu − γ̄. The dashed line
is adopted from Figure 3.7.

3.4

Summary
The γ−surface energy with the form of Equation (3.33) and (3.40) is incorporated

into the PFDD model to study the stacking fault strengthening in random alloys.
With diﬀerent reported values of γ and γu from literatures, τc for nickel is calculated
using the model. It is seen that γ and γu have strong eﬀects in determining τc . Besides,
τc increases nearly linearly with respect with γu − γ. This positive correlation agrees
with previous ﬁrst principle and continuum studies [41, 154, 162]. Then the model is
veriﬁed with the analytical solutions for an regular array of circular particles. The
agreement between the PFDD results and the analytical solutions demonstrates the
validity of the PFDD model. By tracking individual dislocations during deformation
with the scalar phase ﬁeld variables, dislocation patterns and stacking fault structure
can be observed. This provides insights to understand how microstructures like disloctions and stacking faults aﬀect the macroscopic mechanical behaviour of the alloy.
Examples presented are the decorrelation of dislocaions in super alloys under applied
load in diﬀerent directions and the dislocations being pinned by the low stacking fault
regions in HEA.
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A detailed investigation is made into the stacking fault strengthening mechanism
in HEA. The simpliﬁed γ-surface is applied. By distributing the γ randomly in the
single crystal, the PFDD model is applied to study the strengthening caused by the
distribution. Note that the misﬁt strain caused by lattice mismatch is not incorporated in this study, which allows to study the strengthening solely due to the stacking
fault distribution. Line tension competes with local stacking fault ﬂuctuation in determining the equilibrium conﬁguration of the dislocation in HEA. When the region
size d < ξc , line tension dominates over γ ﬂuctuation. This leads to less waviness
on the dislocation. Although the waviness itself is proved to be not responsible for
the strengthening, it can be used as an indicator on the strengthening caused by the
stacking fault ﬂuctuation. The dependence of the Δτc on the stacking fault region size
d is examined in detail. A critical region size at which the maximum strenghening is
achieved is comparable with Re . When the region size is small (below 1nm) or large
(over 10nm), few strengthening can be achieved. Overall, both Friedel and Labusch
mechanism as derived in Equation (3.21), (3.22) and (3.23), (3.24) shows similar dependence on d, γ̄ and Δγ as compared with PFDD simulation results with random
stacking fault regions. The yield stress, tauc , shows a positive correlation with respect with γu − γ̄. At a speciﬁc γu − γ̄, more strengthening in τc can be achieved
with higher σγ and with a stacking fault region size 1nm ≤ d ≤ 3.2nm, which is
¯ e . The maximum strengthening in τc obtained in this study is up
comparable with R

to 40%. This demonstrates that the stacking fault misﬁt can also be an important
source of strengthening in HEA, especially for screw dislocation dominated HEA.
Although only stacking fault strengthening is considered in this study, the model
also provides a baseline to study strengthening mechanisms due to the lattice distortion. In previous studies, the incorporation of misﬁt strain due to lattice mismatch
is already incorporated in studying nano-layered metallic composites [163].Besides,
polycrystalline eﬀect in random alloys is also our future work.
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4 SOLID STATE AMORPHIZATION BY MECHANICAL
LOADING
4.1

Introduction
Mechanical milling is one of the most common manufacturing processes in a va-

riety of industries, such as pharmaceutical, semiconductor, and metal alloy productions. During this process, the material is subjected to extensive deformation to
reduce its crystalline and particle size. However, this also leads to some undesired
microstructural changes, such as polymorphic transformations and solid state amorphization (SSA) [8–23]. In some cases, SSA may directly aﬀect speciﬁc properties of
the material under concern, such as increasing mechanical strength of metal alloys
and lowering eﬃcacy of pharmaceutical medicines [8, 10, 14]. Solid state amorphization (SSA) has been studied for several decades in varieties of diﬀerent materials, such
as semiconductors, intermetallics and molecular crystals [10, 11, 14, 18, 164], etc. In
diﬀerent materials, the mechanism underlying may be diﬀerent. In semiconductors,
nucleation of the amorphous phase is found to be closely related with the multiplication of lattice defects during mechanical loading [18, 164]. In intermetallics, SSA
is also observed as a consequence of the formation of crystal defects, such as dislocations. Although defects can form due to diﬀerent reasons, such as irradiation [11]
or high energy ball milling [14], etc. Mechanical milling is a very common process in
pharmaceutical industry to reduce the particle and crystalline size of the medicine.
During this process, extensive deformation of the material leads to creation of defects
and increase of disorder, which may lead to undesired phase transformation, such as
polymorphism and SSA [10].
Although the mechanisms are dissimilar, theoretical explanation of SSA can be
divided into loss of lattice stability and thermodynamically-driven. Defects such as
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dislocations can cause lattice instability at which the crystalline phase collapses into
the amorphous phase. Experimental studies in ball milled silicon powder [18] show
that the amorphization initiates along the dislocation core region. In shock-loaded single crystalline silicon [164], both experimental and molecular dynamic studies reveal
that the nucleation of the amorphous phase is initiated by nucleated and propagation
of partial dislocation. Molecular dynamics (MD) simulations of shock-loaded molecular crystals [165, 166] show that a transition from the nanoscale plastic slip with
dislocation gliding in speciﬁc slip systems to localized amorphous shear band occurs
as shock strength is increased. In a thermodynamic point of view, SSA happens when
the free energy of the crystalline phase surpasses that of the corresponding amorphous
phase [167]. Lei et.al. [168] developed a model to predict SSA of molecular crystals in
the bulk region. The dislocation structure was evolved and the energy increase associated was calculated. The total energy included two parts: the strain energy during
plastic deformation and the energy change due to SSA. Upon an optimization of the
total energy, the model was able to predict the SSA in several molecular crystals correctly. Zhao [169] developed a thermodynamic model to study SSA in pure elements
(Si, Se, Ge and metals). The energetic of the grain boundary was included. His study
shows that the grain boundary energy plays an important role in SSA during milling.
In molecular crystals, Wildfong et al. [170] proposed a model considering the
change in the free energy due to accumulation of dislocations at a critical density.
Seven pharmaceutical compounds were studied using this model. Experimental characterizations including powder X-ray diﬀraction (PXRD) and diﬀerential scanning
calorimetry (DSC) are also applied in this research. Their study shows that the increase in lattice strain due to the accumulation of defects can lead to SSA. Dujardin
et al. [171, 172] studied the SSA of glucose upon milling. Their results indicate two
amorphization mechanisms: SSA at free surface due to mechanical shocks and a spontaneous SSA when the crystal reaches a critical size. Planinsek et al. [173] observed
similar phenomenon in γ-indomethacin. They measured the amorphous volume fraction in the surface and the bulk region of γ-indomethacin upon milling. Their results
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show that SSA happens ﬁrst at the surface region. Helen et al. [174] studied the SSA
of lactose and also observed that the amorphization occurs in the surface region at
ﬁrst, which is accompanied with a change in surface energy. However, it is not clear
that whether this change is a cause or an outcome of the SSA.
In the present work, we develop a phase ﬁeld based model to study the SSA due
to mechanical loading. In the model, a phase ﬁeld variable representing the long
range order of the material is introduced. The total energy of the system is written
as a functional of the phase ﬁeld variable. The mechanical properties of both the
crystalline and the amorphous states are considered. Under mechanical loading, the
phase ﬁeld variable is evolved to seek a total energy minimum under dynamic structural equilibrium. Although the model is general, numerical simulations are carried
out in four pharmaceutical materials: sucrose, acetaminophen, γ-indomethacin and
lactose. We ﬁnd that large and moderate volume fraction of SSA can be observed in
sucrose, γ-indomethacin and lactose under compression while acetaminophen remains
crystalline. This is in good agreement with experimental observations. Great eﬀorts
are made to understand the SSA at surface region. Parametric study is carried out
to investigate the eﬀects of surface roughness on SSA.

4.2

Model and Examples
In this section, the phase ﬁeld SSA model is developed. The model consists of three

energy terms: elastic, plastic and chemical energy. The evolution of the amorphization
is coupled with a dynamic structural problem. Material parameters used in this study
is also listed. Simple examples are shown after the model derivations to understand
the behavior of the model.

4.2.1

Model

A phase ﬁeld variable ξ is introduced to describe the amorphization of the material.
It is bounded between 0 and 1. ξ = 0 stands for the crystalline phase while ξ = 1
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stands for the amorhphous phase. The elastic energy density of the system is written
as:
we = m (ξ) wec + (1 − m (ξ)) wea ,

(4.1)

where m (ξ) is a monotonic function satisfying m (0) = 1, m (1) = 0, m0 (0) = m0 (1) =
0. In this study, m (ξ) = 1 − (3ξ 2 − 2ξ 3 ) is used. wec and wea are the elastic energy
density of the crystalline and the amorphous phase. They are written as:
�

1
pc
wec = Cijkl ij − pc
ij (kl − kl )
2

and

�

1
pa
wec = Cijkl ij − pa
ij (kl − kl ) ,
2

(4.2)

(4.3)

pa
where Cijkl is the stiﬀness tensor of the material, ij is the total strain, pc
ij and ij stand

for the plastic strain of the crystalline and the amorphous phase. Two assumptions
are made here. Firstly, Cijkl is assumed to be the same for both the crystalline and
the amorphous phase. Secondly, the same total strain ij is presumed for both phases
(Figure 4.1). According to the thermodynamics, stress of the system is obtained as:
σij =

∂we
= m (ξ) σijc + (1 − m (ξ)) σija ,
∂ij

(4.4)

pc
where σijc = Cijkl (kl − kl
) and σija = Cijkl (kl − pa
kl ). The plastic energy density of

the system can be expressed as:
wp = m (ξ) wpc (¯pc ) + (1 − m (ξ)) wpa (¯pa ) ,

(4.5)

where wpc (¯pc ) and wpa (¯pa ) are cold work density of the crystalline and the amorphous
phase, ¯pc and ¯pa are deﬁned in Equation (4.7). Isotropic J-2 plasticity with a power
law hardening is applied for the plasticity of both the crystalline and the amorphous
phase [175, 176]. Then the plastic energy density [177] is
 (nα +1)/nα
nα Y0α Qα0 ¯pα
α pα
α pα
wp (¯ ) = Y0 ¯ + α
,
n +1
Qα0
where ¯pα is deﬁned as
¯pα =

Z

s

pα
pα
2 dij dij
dt
3 dt dt

(4.6)

(4.7)
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Y0α , Qα0 , nα are material constants, and α = a or c denotes the crystalline or amorphous phase.

Figure 4.1. Schematic showing the assumptions made for the model.

The chemical free energy density is written as:
�

1
18γca 2
wchem = γca l0 |rξ|2 +
ξ (1 − ξ)2 + ΔG 3ξ 2 − 2ξ 3 ,
2
l0

(4.8)

where ΔG and γca are the chemical energy density diﬀerence and the interfacial energy
between the amorphous and the crystalline phase. l0 is a numerical parameter which
has unit of length. l0 → 0 leads to the sharp interface limit proposed by Caginalp and
coworkers [178,179]. However, Karma et al. have shown that the sharp interface limit
can be emulated with a choice of l0 as 1-9 times of the characteristic length of the
microstructure being considered. The characteristic length can be the microscopic
capillary length [30], the mean curvature of the interface [180], or the thickness of
the physical interface [181]. The coeﬃcient

18γca
l0

is obtained from a one dimensional

steady-state travelling wave solution of the crystalline-amorphous interface [30]. This
coeﬃcient ensures that the integration of the ﬁrst and the second term on the right
side of Equation (4.8) over the interface region yields exactly γca . Figure 4.2 shows
the sum of the second term and the third term in Equation (4.8), Δf , as a function
of ξ. When the temperature of the environment is lower compared with melting
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temperature Tm , the choice of the two terms leads to a global energy density minimum
at ξ = 0 for the crystalline phase. A meta-stable minimum is achieved at ξ = 1 for
the amorphous phase [181].

Figure 4.2. The sum of the second term and the third term in
Equation (4.8) is sketched against phase ﬁeld variable ξ. Δf =
18γca 2
ξ (1 − ξ)2 + ΔG (3ξ 2 − 2ξ 3 ).
l0

The total free energy density of the system is obtained as a sum of we , wp and
wchem :
�

1
18γca 2
ξ (1 − ξ)2 + ΔG 3ξ 2 − 2ξ 3 .
wtot = we + wp + γca l0 |rξ|2 +
2
l0

(4.9)

The total free energy energy is:
W

tot

�

pa
ij , ξ, pc
ij , ij =

Z

wtot dV .

(4.10)

The evolution of the phase ﬁeld variable ξ is governed by the so-called LandauGinzburg equation as following:
∂ξ
1 δW tot
=−
,
∂t
η δξ

(4.11)
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where η is a numerical kinetic parameter. To avoid recrystallization, the following
constraint is added for ξ as:
∂ξ
=
∂t
where hxi =

x+|x|
.
x



1 δW tot
−
η δξ



,

(4.12)

Substituting Equation (4.9) and (4.10) into Equation (4.12), the

phase ﬁeld is evolved as:
�

∂ξ
1
=
< −m0 (ξ) wec + wpc − wea − wpa
∂t
η
�

36γca
−
ξ (1 − ξ) (1 − 2ξ) − ΔG 6ξ − 6ξ 2 + γca l0 r2 ξ > .
l0

(4.13)

The evolution of the structural part follows:
ρ

∂ 2 ui
= σij,j ,
∂t2

(4.14)

where ui is the displacement and ij = 12 (ui,j + uj,i ).
pa
Additional ﬂow rule needs to be speciﬁed to solve pc
ij and ij . For J-2 plasticity, the

following associative ﬂow rule is assumed for both the crystalline and the amorphous
phase [182]:
�

� α
α
,
σ
=
dev
σij −
g pα
ij
ij

r

2
K (¯pα ) , α = c or a,
3

(4.15)

� 
α
where dev σijα = σijα − 31 σkk
δij is the deviatoric part of σijα , the double bracket || ||
denotes the norm of a second order tensor, ¯pα is deﬁned in Equation (4.7), and
 pα 1/nα !
α
∂w
¯
p
K (¯pα ) = pα = Y0α 1 +
.
(4.16)
∂¯
Qα0

The plastic strain evolves as:
∂pα
∂g
ij
= γ α α = γ α nij , α = c or a,
∂t
∂σij
where
nij =

� 
dev σijα
� 
dev σijα

(4.17)

(4.18)

This means that the plastic strain follows the same direction as the deviatoric stress.
γ α satisﬁes the so-called consistency requirement:
γα

dg
= 0.
dt

(4.19)
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Table 4.1.
Material parameters [164, 168, 173, 174, 183–196] used in the simulations.
Material

Sucrose

Ace.

γ-indo.

Lactose

Silicon

E (GP a)

32.3

8.4

19.32

2.55-4.35

166

Poisson’s ratio

0.3

0.3

0.3

0.3

0.22

Y0c (GP a)

1.2

0.2

0.4

0.168-0.19

7.5

γca (J/m2 )

0.044

0.044

0.034

0.053

0.416

ΔG (106 J/m3 )

69.4

81

45.9

31.527

2240

Density (Kg/m3 )

1590

1260

1327

1520

2330

Y0a (GP a)

0.221

0.0386

0.073

0.0309-0.035

1

l0 (µm)

0.08

0.08

0.08

0.08

0.5

This leads to:
γα =
where hxi =

x+|x|
2

hnij ˙ij i

1+

K 0 (¯
pα )
3µ

,

ensures the irreversibility of the plastic strain, ẋ =

(4.20)
∂x
,
∂t

µ is the

shear modulus and K 0 represents the derivative of K.
Once the material reaches its yield surface, it will remain on it.

To ensure

this, the Kuhn-Tucker complementarity conditions need to be satisﬁed during loading/unloading:
�

� pα α 
α
α
γ α ≥ 0, g pα
ij , σij ≤ 0, γ g ij , σij = 0.

(4.21)

The entire system is solved using Equation (4.12), (4.14),(4.17),(4.20) and (4.21).
The material parameters used in the simulations are listed in Table 4.1.In Table
4.1, perfect plasticity is assumed for simplicity ( n → ∞ for both the crystalline and
amorphous phase). Poissons ratio is chosen to be 0 for 1D simulation to avoid lateral
expansion under compression. Neither the indentation hardness nor the yield stress
of single crystal γ-indomethacin is available in literature. An estimation of 400 MPa
is made as its yield strength. Y0a for acetaminophen, γ-indomethacin and lactose
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Table 4.2.
Δh, Tm and MV [21, 168, 198] used in the simulations.
Material

Sucrose Acetaminophen γ-indomethacin Lactose

Δh (108 J/m3 )

1.92

2.4

1.42

2.32

Tm (K)

459

442

433

485

MV (10−4 m3 /mol)

2.157

1.169

2.608

2.252

are estimated based on the the ratio between Y0c and Y0a for sucrose. The ΔG of
silicon without shock loading is 3.4 × 109 J/m3 and it decreases as the shock pressure
increases according to Bringa et al. [164]. Therefore, the value of ΔG used in the
simulation for silicon in Table 4.1 is estimated based on the pressure induced by the
impact velocity. The numerical parameter l0 used in this study is listed in Table 4.1
unless otherwise noted.
According to Troman et al. [180], assuming the amorphous phase is energetically
identical to the super-cooled liquid, the ΔG can be estimated as the following:
ΔG =

Δh (Tm − T )
,
Tm

(4.22)

where Δh is the volumetric heat of fusion, Tm is the melting temperature and T
is the current temperature. The interfacial energy between the crystalline and the
amorphous phase, γca , is estimated by the Turnbulls expression [197]:
−2/3

γca = CT ΔHMV

−1/3

NA

,

(4.23)

where CT is the so-called Turnbull number, ΔH is the molar heat of fusion, MV is
the molar volume and NA is the Avogadros constant. CT is taken as 0.45 for metallic
elements and 0.32 for the non-metallic [197]. Value of Δh, Tm and MV used in this
study are listed in Table 4.2.
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4.2.2

Examples

Single-element simulations are conducted with cyclic and non-cyclic loading to
achieve a better understanding of the behaviour of the model. Mesh sensitivity is
analysed using one-dimensional simulations. The eﬀect of the initial nucleus on the
simulation results is also investigated.

Single-element Cyclic and Non-Cyclic Loading
Sucrose is the material used in this section. Note that the gradient term 12 γca l0 |rξ|2
and the second term

18γca 2
ξ
l0

(1 − ξ)2 in Equation (4.8) are used to characterize the

interface energy. Because interface does not exist in the single-element limit, they
shall disappear. The simpliﬁed energy density functional can be written as:
�

wtot = we + wp + ΔG 3ξ 2 − 2ξ 3 .

(4.24)

Initially, ξ is set to be 0.01. Simulation results are shown in the following Figure 4.3.
Figure 4.3 (a) shows the three loading conditions used in the simulation, where ˙
denotes the applied strain rate and f is the loading frequency. Figure 4.3 (b) exhibits
the phase ﬁeld variable evolutions under diﬀerent loading conditions. The non-cyclic
case (blue curve) reaches ξ ≥ 0.99 at time t = 0.37ms. The f = 2.3ms−1 , ˙ = 1ms−1
cyclic case (red curve) reaches ξ ≥ 0.99 at time t = 1.087ms, which is three time slower

compared with the non-cyclic case. SSA is not observed in the f = 2.3ms−1 , ˙ =
0.14ms−1 cyclic case (cyan curve) due to the low magnitude of the maximum applied
strain. Loading frequency and the maximum applied strain both aﬀect the evolution
of ξ. It should be emphasized that the eﬀect of the strain rate on the constitution
law of the material is not considered. The stress-strain behaviour plotted with the
phase ﬁeld evolution is shown in Figure 4.3 (c) for the non-cyclic loading case. A
strong softening is achieved after SSA due to the relatively weaker amorphous phase.
The yield strength of the amorphous sucrose is 82% lower than that of its crystalline
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counterpart (Table 4.1). The simulations in all the following sections are performed
using a non-cyclic loading for computational convenience.

Mesh Sensitivity
One-dimensional simulation on sucrose is performed to investigate the mesh sensitivity of the model. For planetary ball milling, the ball can be coated by a layer of
the milled material and the relative collision velocity among the balls ranges between
0.001 to 10 m/s with an average impact velocity as 0.1m/s [199]. As a result, a
compression velocity of 0.1m/s is applied on the left end of the material as shown in
Figure 4.4. The bottom (right) side of the material is ﬁxed in y (x) direction and free
to move in x (y) direction. The total length Lx is 0.5µm, which is 300 times larger
than Ly . The Poissons ratio is artiﬁcially set to be 0 to ensure the 1D condition.
Other material parameters used are listed in Table 4.1. The left end has an initial
condition on the phase ﬁeld as ξ (x = Lx , t = 0) = 0.95.
With a ﬁxed l0 = 8nm, mesh size d is changed to investigate the mesh sensitivity.
When the applied strain is large enough to produce suﬃcient plasticity, the amorphization happens at the left end. The amorphous band propagates to the right. The
propagation velocity is calculated as the velocity of the half wave front and plotted
against l0 /d in Figure 4.5. When l0 ≥ 5d the velocity converges to a ﬁxed value
(0.207m/s). A ﬁner mesh size will not aﬀect the simulation result anymore. All the
following simulation results are produced with l0 = 5d [37, 200].

Eﬀect of the Initial Nucleus
A two-dimensional conﬁguration as shown in Figure 4.6 is utilized to investigate
the eﬀect of the initial nucleus on the simulation results. Crystalline sucrose is studied
in a domain of Lx = Ly = 50nm under a compression velocity of v = 0.1m/s.
l0 = 5nm is used in the simulation. Periodic boundary condition (PBC) is applied
in x direction. The amorphous fraction over the entire domain is denoted as hξiv =
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1
V

R

ξ (x) dV . Initial nucleus is introduced as circular regions with radius r and initial

phase ﬁeld value ξ0 inside. The density of the initial nucleus can be measured using
hξ0 iv , which is the average of ξ0 over the entire domain. ξ0 is chosen as 0.8 in all
the following simulations. The eﬀects of hξ0 iv and r on SSA are shown in Figure 4.7,
where hξiv is plotted against the applied strain ¯ap . In Figure 4.7, the initiation of SSA
for r = 4nm and r = 2nm happens at ¯ap = 0.08 and ¯ap = 0.13 respectively when
hξ0 iv = 0.1. This means that the nucleation of the amorphous phase is more diﬃcult
to occur when nucleus radius is smaller. However, hξiv > 0.95 is achieved both at
¯ap = 0.2 for the two cases with diﬀerent nucleus radius. On the other hand, hξiv is
positively correlated with hξ0 iv for a ﬁxed nucleus radius (red versus blue curve).
4.3

Results and Discussions
The eﬀect of the surface morphology on SSA is ﬁrst carried out. Then valida-

tion and comparison of the model with experimental results are delivered. Threedimensional simulations are conducted on sucrose particles with spherical and ellipsoidal geometry. Several materials studied in this section are: sucrose, lactose,
acetaminophen, γ-indomethacin, and silicon. Their material parameters are listed in
Table 4.1.

4.3.1

Surface Morphology Eﬀect

Experimental studies show that SSA usually starts at the free surface [164, 171,
173,174]. Stress concentration induced by surface roughness may aﬀect SSA near the
surface. Simulation is performed on sucrose with Lx = Ly = 0.5µm, l0 = 0.08µm,
and initial nucleus radius r = 10nm. The initial phase ﬁeld value ξ0 inside the nucleus
is 0.8. As shown in Figure 4.8, a sinusoidal proﬁle is used as surface roughness:


π (x − 0.5Lx )
, −L + Lx ≤ x ≤ L + Lx ,
(4.25)
yr = A · cos
2L
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where the height parameter A is 25nm and L is the half width of the asperity. This
roughened surface is assumed to be rigid and compresses the material with velocity
v = 0.1m/s, which is the mean velocity for planetary ball mills measured in experiments [199]. A surface region with thickness Ls = 50nm is introduced in Figure 4.8.
The average phase ﬁeld value inside the surface region is calculated as hξis . Figure
4.9 shows hξiv and hξis as a function of the equivalent applied strain ¯ap =

vΔt
Ly

for

three diﬀerent L. In both three cases, hξis increases more rapidly as compared with
hξiv due to the stress concentration induced by the roughness near the surface. This
can also be seen in Figure 4.10, where an amorphous layer near the surface is evident.
The initiation of SSA in the surface region starts at ¯ap = 0.006, 0.02 and 0.028 for
L = 0.05µm, 0.1µm and 0.15µm. For a ﬁxed A = 25nm in Equation (4.25), the radius of curvature of the asperity scales with L2 . More stress concentration is expected
with a smaller radius of curvature [204], which leads to an earlier initiation of SSA.
The model of Lei et al. [168] predicted that the SSA of sucrose starts when ¯ap is
around 0.15 without considering surface roughness, which is one order of magnitude
higher than what is obtained in this study. This comparison demonstrates the strong
eﬀect of surface roughness on SSA. At ¯ap = 0.05, hξis and hξiv is positively correlated
with L as shown in Figure 4.10. This is due to the positive correlation between the
contact area and asperity width L.

4.3.2

Validation with Silicon Experiment

Bringa et al. [164] investigated the SSA in silicon under shock compression. SSA is
identiﬁed within two distinct regions: (i) a bulk amorphous region near surface and (ii)
amorphous bands aligned with {111} slip planes initially. As plasticity accumulates,
the amorphous bands tend to deviate from {111} slip planes towards the direction of
maximum shear. Monocrystalline silicon is simulated using the initial conﬁguration
as shown in Figure 4.6 with Lx = Ly = 5µm, v = 250m/s and r = 0.1µm. The
pressure induced by the impact velocity can be approximated by p = ρuv, where
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u =

q

E
ρ

is the sound velocity in the material. According to Bringa et al. [164],

ΔG = 2.24 × 109 J/m3 is used under this pressure (Table 4.1). The initial phase
ﬁeld value ξ0 inside the nucleus is 0.8. A surface region with thickness Ls = 0.5µm
is assumed (see Figure 4.8). The density of nucleus in the surface region is set to
be higher than in the bulk region. In Figure 4.11 (a), hξ0 is = 0.1 and hξ0 iv = 0.03.
In Figure 4.11 (b), hξ0 is = 0.2 and hξ0 iv = 0.03. l0 is chosen as 0.5µm, which
is comparable as the width of the amorphous band observed in experiments [164].
Figure 4.11 shows simulation results of SSA in monocrystalline silicon under an impact
velocity of 250m/s. Amorphous bands are observed to be aligned along 45 degree in
both (a) and (b) which corresponds to the direction of the maximum shear, which
agrees well with experimental observations. The average amorphous band width
obtained in the simulation is around 330 nm, which is comparable with the band
width obtained from experiments (300-400nm) [164]. Evident bulk amorphous region
near the surface is observed in Figure 4.11 (b) due to the high initial nucleus density
in surface region. Bringa et al. claimed that this disordered surface layer is due to
surface roughness and surface defects [164].

4.3.3

SSA in Pharmaceutical Compounds

Four pharmaceutical compounds: sucrose, acetaminophen, γ-indometacin and lactose are investigated using the current model under the conﬁguration shown in Figure
4.8 with L = 0.1µm and in Figure 4.6 under a compression velocity of v = 0.1m/s.
Simulation is performed with Lx = Ly = 0.5µm and l0 = 0.08µm. Initial nucleus
with r = 10nm is applied. The initial phase ﬁeld value ξ0 inside the nucleus is 0.8.
A surface region is deﬁned with thickness Ls = 50nm. The density of nucleus in the
surface region is hξ0 is = 0.1. While the density of nucleus over the entire volume
is hξ0 iv = 0.02. Amorphous fraction in surface region and entire volume ( hξis and
hξiv ) as a function of the equivalent applied strain ¯ap is shown in Figure 4.12 for
the impact with a roughened surface ((a) and (b)) and for the impact with a ﬂat
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surface ((c) and (d)). Phase ﬁeld distributions of the two cases are shown in Figure 4.13. Figure 4.12 exhibits that sucrose and γ-indomethacin are more readily to
achieve SSA as compared with lactose and acetaminophen. This result is in good
correspondence with experimental observations reported in literatures [170, 173]. In
Figure 4.12 (a) and (b), SSA tends to occur near the surface due to stress concentration induced by the sinusoidal surface roughness, which leads to hξis > hξiv during
the simulated milling process. This is also visualized in Figure 4.13 (a), where an
amorphous layer in the surface region is found. Similar phenomenon is observed in
experiments [164,172–174]. In Figure 4.12 (c) and (d), hξis and hξiv are similar during
the evolution. The localization of SSA near the surface is not observed in Figure 4.13
(b). Instead, amorphous band structure along is observed. In experimental study of
γ-indometacin during ball milling [173], SSA occurs after several minutes (1-3mins).
In Figure 4.12 (a) and (b), the onset of SSA for γ-indometacin impacted by a roughened surface is at around ¯ap = 0.03. In Figure 4.12 (d), hξiv for γ-indometacin
impacted by a ﬂat surface reaches 0.1 when ¯ap is around 0.15. Lei et al. [168] showed
that even at ¯ap = 0.18, hξiv does not reach 0.1 for γ-indometacin without considering
surface defects and roughness. These comparisons demonstrate the strong eﬀects of
the surface defect and roughness on SSA.

4.3.4

SSA of 3-D Sucrose Particle

Three-dimensional simulations are conducted for sucrose particles with sphere
and ellipsoid geometry as shown in Figure 4.14. The volume of the particle is kept
as 10−3 µm3 . The particle is compressed by a rigid ﬂat slab with v = 0.1m/s. hξiv is
plotted as a function of the displacement of the slab as shown in Figure 4.15. Figure
4.16 exhibits the SSA of the particle at three speciﬁc applied displacements for the
three geometry. In Figure 4.15, the hξiv for the spherical particle is lower as compared
with the hξiv for the ellipsoidal particle compressed along the short principal axis at
a speciﬁc applied displacement. The hξiv for the ellipsoidal particle compressed along
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the long principal axis is evidently the lowest as compared with the other two cases.
When applied displacement equals 18nm, hξiv is 0.18, 0.39 and 0.5 for the EllipsoidLong, ”Sphere” and ”Ellipsoid-Short” case respectively,which is positively correlated
with the contact area between the slab and the particle. In Figure 4.16, SSA always
occurs near the surface where the compression is applied due to the induced stress
concentration. Especially in the Ellipsoid-Long case, SSA is highly localized in the
tip region, which explains the evident diﬀerence in hξiv in Figure 4.15 as compared
with the other two cases.

4.4

Summary
A phase ﬁeld based model is established to study mechanically induced SSA. The

model incorporates the mechanical properties of both the crystalline and amorphous
phase of the material. Free energy minimization coupled with the dynamic structural
equation are solved simultaneously to obtain the solution. The total energy of the
system consists of three parts: the elastic strain energy, the plastic dissipation energy
and the chemical energy. The model is thermodynamically self-consistent. It is
general and can be applied to study mechanically induced SSA in any kinds of the
materials as long as the modulus, γca , ΔG and the plastic behavior of the crystalline
and the amorphous phase of the material is obtained.
Single-element simulation is performed for cyclic and non-cyclic loading. Noncyclic loading helps to save enormous simulation time. Softening is achieved after
the material turns fully amorphous. Mesh sensitivity on l0 /d is examined in one dimensional. If the mesh element size d is small enough such that the ratio l0 /d ≥ 5,
the simulation result becomes irrelevant with d. Under the assumption of J-2 plasticity for both the crystalline and the amorphous phase, two-dimensional simulations
are performed on silicon, sucrose, γ-indomethacin, lactose and acetaminophen. The
dependence of the model with respect to the size of the initial nucleus and hξ0 iv is
examined. For silicon under shock-loading, validation with experiments is performed.
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Two SSA phenomenon are observed in the simulation: (i) layer of SSA near the surface
and (ii) amorphous band structure aligned with the maximum shear direction into the
material, which agrees well with experimental observations [164]. For pharmaceutical
compounds under ball milling, the tendency to get fully amorphous obtained from
our simulation is: sucrose > γ-indomethacin > lactose > acetaminophen, which is
in good correspondence with experimental results [170, 173]. Amorphous layer forms
near surface when the compound is impacted by a roughened surface. However, amorphous band structure is observed aligned with the maximum shear direction when the
compound is impacted by a ﬂat surface. For γ-indomethacin, the simulation results
considering surface roughness are comparable with experimental results [173]. SSA is
more readily to occur when surface roughness and defects are incorporated as compared with previous model by Lei et al. [168] without considering such surface eﬀects.
These validations and comparisons demonstrate the strong eﬀect of surface roughness and defects on SSA. Three-dimensional simulations are performed for spherical
and ellipsoidal sucrose particles. The SSA is found to happen near the surface under
compression. The amorphous fraction depends on the geometry of the surface being
compressed.
Future work can be done in the following aspects. The grain boundary energy
can be incorporated to study SSA in polycrystalline material. J-2 plasticity can be
replaced by more sophisticated crystal plasticity with hardening behavior. More realistic mimic of surface roughness can be incorporated. Three dimensional simulations
can also be studied using this model with the current implementation. This model
can be combined with the phase ﬁeld fracture model to study the behavior of the
explosive material under extreme conditions.
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(a)

(b)

(c)

Figure 4.3. Single-element simulation results of sucrose. (a) Diﬀerent
loading conditions used in the simulation. y = 0.037 is the strain
when material gets yield. (b) Phase ﬁeld evolutions corresponding to
the loading conditions in (a). (c) Phase ﬁeld evolution (blue) overplotted with the stress-strain behaviour (red) during SSA for the f =
0ms−1 , ˙ = 1ms−1 case in (a) and (b).
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Figure 4.4. Schematic of the 1D simulation.

Figure 4.5. Mesh sensitivity analysis of 1D solution on sucrose.
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Figure 4.6. Two-dimensional simulation conﬁguration.
boundary condition (PBC) is applied in x direction.

Periodic
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Figure 4.7. Amorphous volume fraction (hξiv ) is plotted against ¯ap
with diﬀerent initial nucleus density hξ0 iv or nucleus radius r.
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Figure 4.8. Sinusoidal proﬁle of the surface roughness. The red part
impacting the material is assumed to be rigid.
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(a)

(b)

Figure 4.9. hξis and hξiv are plotted against ¯ap with three diﬀerent
L in Equation (4.25). A = 25nm for all the cases. (a) hξiv vs. ¯ap .
(b) hξis vs. ¯ap .

Figure 4.10. Phase ﬁeld distribution in sucrose for diﬀerent L in
Equation (4.25) at ¯ap = 0.05.
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(a)

(b)

Figure 4.11. Simulation results of SSA in monocrystalline silicon under an impact velocity of 250m/s.(a) hξ0 is = 0.1 and hξ0 iv = 0.03. (b)
hξ0 is = 0.2 and hξ0 iv = 0.03.
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(a)

(b)

(c)

(d)

Figure 4.12. Simulated amorphous fraction in surface region and entire volume vs. equivalent applied strain ¯ap for diﬀerent pharmaceutical compounds.(a) hξis vs. ¯ap , with surface roughness. (b) hξiv vs.
¯ap , with surface roughness. (c) hξis vs. ¯ap , ﬂat impact. (d) hξiv vs.
¯ap , ﬂat impact.
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Figure 4.13. Simulation results of SSA in diﬀerent pharmaceutical
compounds under an impact velocity of 0.1m/s. (a) The material is
impacted by a rigid surface with sinusoidal asperity (see Figure 4.8).
(b) The material is impacted by a ﬂat surface (see Figure 4.6).

Figure 4.14. Three-dimensional simulation conﬁgurations for sucrose
particles. a, b, c are half length of the principal axis of the ellipsoid.
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Figure 4.15. hξiv vs. the displacement of the slab for the sphere and
ellipsoid sucrose particles shown in Figure 4.14.

Figure 4.16. The SSA of the spherical and ellipsoidal sucrose particles
at applied displacement equaling 0, 9 and 18nm respectively.
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5 SUMMARY AND FUTURE WORK
5.1

Summary
Nanolayered metallic composites, random alloys especially HEA and SSA in phar-

maceutical compounds are investigated using phase ﬁeld based continuum model. In
chapter 2, phase ﬁeld dislocation dynamic (PFDD) model incorporated with inhomogeneity and misﬁt strain due to material interface is introduced. We applied this
PFDD model to study the strength of the nanolayered metallic composites.The transmission of a single straight dislocation passing from one crystal to another across the
bimetal interface is simulated. We calculated the corresponding critical resolved shear
stress, τcrit required for slip transmission to occur. Several bimetal system is considered in this study: such as Cu-Ni, Ag-Au, Al-Au, and Al-Pt, with a cube-on-cube
orientation relationship. The model predicts that the critical resolved shear stress is
lower for a screw dislocation than for an edge dislocation of the same Burgers vector.
It also suggests an asymmetry in τcrit with respect to the direction of transmission,
that is, which material donates the dislocation and which one receives it.τcrit tends
to be higher when the dislocation transmits to a material with a lower shear modulus and larger a than the reverse. The degree of this donor-recipient asymmetry
increases with the lattice and moduli mismatch. A system with a low lattice mismatch, like Ag-Au, has a small donor-recipient asymmetry, whereas one with a higher
lattice mismatch, like Cu-Ni and Al-Pt, exhibits a greater donor-recipient asymmetry. Last, we develop an analytical model for the formation energy of the residual
dislocation. It indicates that the energy to form the residual and the resistance to
slip transmission exhibits path dependence. It reveals that τcrit scales strongly with
 (1)
2
G(1)
a(2) G(2)
a
a bimaterial-dependent factor a(1) +a(2) a(2) − G(2) , where G is the shear modulus,
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a is the lattice parameter and the superscripts (1) and (2) refer to the donor and
recipient materials, respectively.
In chapter 3, PFDD model is incorporated with γ-surface. We apply this model to
study the stacking fault strengthening in random alloys. Our focus is mainly on the
strengthening in HEA due to spacial variation of the stacking fault energy. Note that
the misﬁt strain caused by lattice mismatch is not incorporated in this study, which
allows to study the strengthening solely due to the stacking fault distribution. Line
tension competes with local stacking fault ﬂuctuation in determining the equilibrium
conﬁguration of the dislocation in HEA. When the region size d < Lc , line tension wins
over γ ﬂuctuation. This leads to less waviness on the dislocation. On the other end,
when d is too large, lack of ﬂuctuation give rises to a relatively straight dislocation.
Although the waviness itself is proved to have no strengthening eﬀect, it can be used
as a indicator on the extent of strengthening caused by the stacking fault ﬂuctuation.
The dependence of the Δτc on the stacking fault region size d is examined in detail.
A critical region size at which the maximum strenghening is achieved is comparable
with Re . When the region size is too small (below 1nm) or too large (over 10nm),
few strengthening can be achieved. Overall, both Friedel and Labusch mechanism as
derived in Equation (3.21), (3.22) and (3.23), (3.24) can explain quantitatively the
dependence of the stacking fault strenghening on d, γ̄ and Δγ.
In chapter 4, a phase ﬁeld based model is established to study mechanically induced SSA. The model incorporates the mechanical properties of both the crystalline
and amorphous phase of the material. Free energy minimization coupled with the
dynamic structural equation are solved simultaneously to obtain the solution. Two
dimensional simulations are performed on silicon and four pharmaceutical compounds:
sucrose, γ-indomethacin, lactose and acetaminophen. Validation with respect to the
experimental results is performed on silicon under shock loading. For pharmaceutical materials, the tendency to get fully amorphous is: sucrose > γ-indomethacin >
lactose > acetaminophen , which agrees with experimental observations [170, 173].
Parametric study on surface roughness eﬀect is performed on sucrose. A sinusoidal
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asperity is used to compress the material to generate stress concentration. SSA is
always preferable to happen in the surface compared with the bulk region in this
case.This result agrees qualitatively with the observations in [164,173]. However with
a ﬂat impact, the amorphous phase tends to propagate into the bulk region and forms
shear bands along the directions where the maximum Von-Mises stress locates.

5.2

Future Work
Further investigations in the strength of nanolayered metallic material can be

made by incorporating γ-surface along with the inhomogeneity. More complex interface such as bcc − f cc interface might also be treated using the model, however more
sophisticated modiﬁcations would be required. For the strengthening mechanism in
random alloys and HEA, lattice misﬁt strain can be added to the model along with
the γ-surface. In this way, by choosing to turn on diﬀerent mechanism (misﬁt strain
or stacking fault), a better understanding on how these two eﬀects interact with each
other can be learned. Polycrystalline HEA is also an interesting topic. However,
grain boundary needs to be considered in this subject. Future work in SSA can be
done by replacing the simple J-2 plasticity with more sophisticated crystal plasticity
with hardening behavior. The grain boundary energy can also be incorporated to
study SSA in polycrystalline material. Multi-phase ﬁeld grain growth model might
be incorporated with the current model to study the interplay between SSA and grain
size reduction. Another interesting topic would be coupled the current model with
phase ﬁeld damage model to study the behavior of explosive materials under extreme
conditions such as shock wave loading.
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6 NUMERICAL IMPLEMENTATION OF THE SSA
MODEL
In this appendix, the numerical implementation of the SSA model will be introduced
in detail. The implementation of the model is based on Multiphysics Object-Oriented
Simulation Environment (MOOSE), which is an open source ﬁnite element, multiphysics framework primarily developed by Idaho National Laboratory. One of the
advantage of MOOSE is its capability in dealing with highly nonlinear multiphysics
coupled problem. PETSc is used as numerical solver in MOOSE.

6.1

Simulation Setup
To use MOOSE, an input ﬁle is needed. A general input ﬁle in MOOSE con-

sists of several blocks: mesh, variables, kernels, auxvariables, auxkernels, BCs, ICs,
materials, executioners and outputs, etc. In each block, some sub-blocks may also
apply to specify some functionality, such as preconditioning in executioners and tecplot in outputs. The detailed syntax of each block/sub-block can be easily found in
mooseframework.org. Here only key blocks and sub-blocks related with SSA model
implementation are focused.
As discussed in chapter 4, structural problem is coupled with the evolution of
the phase ﬁeld variable in SSA model. For the structural part, either quasi-static or
dynamic solver can be used to solve. In kernel block, TensorMechanics sub-block is
used to solve quasi-static structural problem. If dynamic is considered, InertialForce
sub-block needs to be turned on. Four parameters α, β, γ and η needs to be speciﬁed.
In SSA model implementation, Newmark time integration is applied to calculate
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acceleration and velocity at each time step. η needs to be set as 0 for Newmark
integration. The explicit form of Newmark integration is written as:
üi (t + Δt) =

ui (t + Δt) − ui (t) u̇i (t) β − 0.5
−
+
üi (t)
βΔt
β
βΔt2

(6.1)

for acceleration integration and
u̇i (t + Δt) = u̇i (t) + (1 − γ) Δtüi (t) + γΔtüi (t + Δt)

(6.2)

for velocity integration. With η = 0 and no viscosity, the equilibrium equation is
solved as:
ρüi (t + Δt) + (1 + α) σij,j (t + Δt) − ασij,j (t) = Fiext (t + (1 + α) Δt) ,

(6.3)

where F ext stands for the external force. In the SSA setup, α, β, γ and η are chosen
as −0.3, 0.25, 0.5 and 0.
As for the evolution of the phase ﬁeld variable, four kernels are used. They are
TimeDerivative, PFFracCoupledInterface, Reaction and PFFracCoupledInterface, SSApfDoubleWell. In the most update version of MOOSE, PFFracCoupledInterface is
replaced by LaplacianSplit. However, they are the same in content only with a diﬀerent name. TimeDerivative calculates the time derivative of the phase ﬁeld variable
on the left side of Equation (4.14). Reaction and PFFracCoupledInterface returns the
weak form of the Laplacian term on the right side of Equation (4.14), namely rξ ·rφ,
where φ is the test function. SSApfDoubleWell calculate all the right side terms in
Equation (4.14). Parameters required to be speciﬁed in SSApfDoubleWell are l, visco,
ΔG and γca . l is the thickness of the interface between amorphous and crystalline
phase. visco is the numerical parameter η in Equation (4.14). ΔG and γca are bulk
chemical energy density diﬀerence and interface energy between the crystalline and
the amorphous phase. Note that l should be small compared with mesh size d in
order to present enough resolution for the interface. Typically l/d ≥ 5 is enough.
These four kernels deliver the explicit evolution on the phase ﬁeld variable as:


−1 δW tot (t)
ξ (t + Δt) = ξ (t) + Δt ·
.
(6.4)
η
δξ
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In material block, FiniteStrainPlasticMaterialColdWork is used to calculate wpc and
wpa in Equation (4.14). And the return mapping algorithm in [182] is also implemented
in this sub-block for cp and ap . Yield stress needs to be speciﬁed in this sub-block
and diﬀerent base name needs to be assigned for the crystalline and the amorphous
phase. Note that this base name must be consistent in the input ﬁle. The source
codes of SSApfDoubleWell and FiniteStrainPlasticMaterialColdWork are stored in the
OneDrive share box of Koslowski group and Github repository of Koslowski group.

6.2

Compile and Run
To compile and run the code, MOOSE is required to be properly installed and

compiled. The documentation of installing moose in a laptop or PC can be found
in mooseframework.org website. To install moose on the cluster, please check the
documentation in the shared OneDrive folder of Koslowski group. Once MOOSE is
properly installed and compiled. Source code SSApfDoubleWell and FiniteStrainPlasticMaterialColdWork must be added into the moose application folder. The source
”.C” ﬁles should be added into ”src” folder while the ”.h” head ﬁles need to be added
into ”include” folder. Note that head ﬁles and source ﬁles also require to be included
and registered in ”NameOfYourApplication.C” in ”src/base” folder. Then, the steps
to run the code are as follow:
Step 1. Log into your account on Purdue cluster. Load moose module using the
command:
module load moose/YourName
Step 2. Go to the root folder of your moose application. Compile the application:
make -jNumberOfNodes
Step 3. Go to the folder in which your input ﬁle locates. Run the application:
mpiexec -n NumberOfNodes -i NameOfInputFile RelativePathBetweenInputFileAndExecutableFile
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Note that the compiling in Step 1 is recommended using interactive nodes. To
submit the job to a queue, write down the commands in Step 1. and Step 3. into a
bash scrip ﬁle. The command to submit the job is:
qsub -n -q pbx -l nodes=2:ppn=4 -l walltime=4:00:00 SubmissionFile
where ”pbx” is the queue name.
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