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ABSTRACT
The analysis and visualization of tensor fields is a very challenging task. Besides the cases of zeroth-
and first-order tensors, most techniques focus on symmetric second-order tensors. Only a few works
concern totally symmetric tensors of higher-order. Work on other tensors of higher-order than two
is exceptionally rare. We believe that one major reason for this gap is the lack of knowledge about
suitable tensor decompositions for the general higher-order tensors. We focus here on three dimen-
sions as most applications are concerned with three-dimensional space. A lot of work on symmetric
second-order tensors uses the spectral decomposition. The work on totally symmetric higher-order
tensors deals frequently with a decomposition based on spherical harmonics. These decompositions
do not directly apply to general tensors of higher-order in three dimensions. However, another option
available is the deviatoric decomposition for such tensors, splitting them into deviators. Together
with the multipole representation of deviators, it allows to describe any tensor in three dimensions
uniquely by a set of directions and non-negative scalars. The specific appeal of this methodology is
its general applicability, opening up a potentially general route to tensor interpretation. The underly-
ing concepts, however, are not broadly understood in the engineering community. In this article, we
therefore gather information about this decomposition from a range of literature sources. The goal
is to collect and prepare the material for further analysis and give other researchers the chance to
work in this direction. This article wants to stimulate the use of this decomposition and the search
for interpretation of this unique algebraic property. A first step in this direction is given by a detailed
analysis of the multipole representation of symmetric second-order three-dimensional tensors.
Keywords Tensor · Higher-order · Deviatoric Decomposition ·Multipole Decomposition · Stiffness Tensor
1 Introduction
Analysis and visualization of tensor fields focuses mainly on symmetric second-order fields like mechanical stress and
strain. There is also work on general second-order tensor fields like the velocity gradient in fluid flow. But there are
many more tensor fields used in natural sciences and engineering to describe the behaviour of matter and various fields.
However, there is only very limited work on their analysis and visualization. In the life sciences, there is some work
on the analysis and visualization of higher-order tensors, especially higher-order diffusion tensors. However, these
tensors are totally symmetric and of even-order. If this pro
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A look at most of this work [1–4] reveals that analysis and visualization of symmetric tensor fields nearly always
uses the eigendecomposition, i.e. eigenvalues and eigenvectors. For general tensors of second-order, authors split
them into the asymmetric part which is interpreted as vector or rotation and a symmetric part which again is analyzed
using eigenvalues and eigenvectors most often. The work on totally symmetric tensors of higher even order uses a
decomposition based on spherical harmonics in most cases. Unfortunately, these decompositions do not work for
general tensors of higher order in three dimensions. We therefore suspect that the lack of work on the analysis and
visualization of other tensors is caused by missing knowledge on tensor decompositions of these tensors.
The good news is that there is such a decomposition, namely the deviatoric decomposition, allowing to split each
tensor in three dimensions into a set of deviators, i.e. traceless totally symmetric tensors. Furthermore, these deviators
can be uniquely represented by a finite set of directions and a non-negative scalar. The generality of this methods
renders it quite appealing for study in tensor analysis and visualization. Because this decomposition is not very well
established and has gone largely unnoticed in the applied sciences, this work gives an overview of the so called
deviatoric decomposition. The deviatoric decomposition is an orthogonal decomposition of a tensor of arbitrary-order
up to dimension three. The deviatoric decomposition of a second-order tensor is well known. It is given by the
tensor’s symmetric part and a vector, representing its asymmetric part. These deviators again can be represented by
the symmetrization of a tensor product of first-order tensors (vectors) which are called multipoles. The deviatoric
decomposition and the multipole representation are unique, so each tensor can be represented by a unique set of
first-order tensors, i.e. vectors.
The underlying calculations go back to Maxwell [5] and were summarized by Backus [6] who also provided further
information and some mathematical background. Zou et al. [7] gave explicit formulae to calculate the multipoles of a
tensor.
The goal of this article is to give a summary of the multipole decomposition to enable further analysis of this repre-
sentation. Until now, the meaning of the individual deviators is, to the best of our knowledge, not known for cases
higher than order two. This paper should enable the analysis of higher-order tensors using the deviatoric decomposi-
tion within a single framework. To gain a first impression we analyze the second-order multipole decomposition for
symmetric tensors in more detail and discuss a connection between the multipoles and the eigenvectors.
The paper is organized in the following way. First, a general introduction to the required tensor algebra is given. Then,
the mathematical background of the deviatoric decomposition and the multipole representation is presented. Because
of their prevalence and familiarity, the second- and fourth-order decompositions are described in more detail to explain
the calculations. The final chapter describes a more or less well known application of the multipole decomposition:
The multipoles of a stiffness tensor can be used to calculate the anisotropy type of the underlying material. However,
as stated earlier, the exact meaning of the various deviators is, to the best of our knowledge, not known. In further
works we want to change this. Identifying the meaning of such abstract object requires interpretations from a range
of different fields which can all contribute unique insights. Therefore, we want to provide other researchers with the
necessary tools and concepts to analyze the meaning of the deviators. Furthermore, we hope to find more applications
for the deviatoric decomposition and the multipole representation to learn more about their potential meaning in the
light of their generality.
2 Tensor algebra
The reader may consider the dimension n to be three in most cases. To ease the description without loss of generality,
we will assume an orthonormal basis at all times, so there will be no distinction between co- and contravariant tensors
and all indices will be lower indices.
We denote the n-dimensional Euclidean vector space as Vn. Its scalar product is a bilinear mapping of two vectors
x,y to a real number and is denoted as x · y. We assume that we are given an orthonormal basis {e1, . . . ,en}, i.e.
ei ·e j = δi j with the Kronecker delta δi j. Because no distinction between co- and contravariant tensors is required, we
define an n-dimensional tensor of order q as multilinear map of q vectors to the real numbers
T : (Vn)q →R. (1)
As a multilinear map, the tensor can also be described by its coefficients with respect to a fixed orthonormal basis of
Vn, say {ei}
T(ei1 , . . . ,eiq) = Ti1,...,iq (2)
Therefore, a zeroth-order tensor can be represented as a scalar, a first-order tensor as a vector of dimension n and a
second-order tensor as an n×n-matrix. Higher-order tensors can be represented as arrays of order q. For example, the
coefficients of a three-dimensional fourth-order tensor can be represented as 3× 3× 3× 3 array. In some cases, the
tensors in this paper will be described by this index notation. Then the number of the indices describes the order of
2
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the tensor. If there is another orthonormal basis {f1, . . . , fn} of Vn expressed in the basis {ei} as f j = ∑ni=1 ci jei then T
is represented by the numbers
T ′j1 j2... jq =
n
∑
i1=1
. . .
n
∑
iq=1
ci1 j1 . . .ciq jqTi1...iq (3)
with respect to the basis {f j}. In the following, we describe our tensors always as coefficient arrays of order q, i.e. as
represented with respect to the basis {ei}. This is also the representation in our (and probably any typical) visualization
application.
Let S,T be tensors of order q over Vn, and a,b ∈ R. Then, the set of all q-arrays, with the scalar multiplication and
the tensor addition
aS+ bT= aSi1i2...iq + bTi1i2...iq (4)
create a nq-dimensional vector space Vqn representing all n-dimensional tensors of order q.
An often used tensor operation is the tensor product or outer product. The tensor product of a qth-order tensor A
and a rth-order tensor B results in a (q+ r)th-order tensor C as follows
Ci1...iq j1... jr =A⊗B= Ai1...iqB j1... jr (5)
Mathematically, this creates an algebra of all tensors of arbitrary order over Vn.
Another tensor operation we use is called tensor contraction. The tensor contraction is the summation over a deter-
mined number of indices. The single contractionC=A ·B is the summation of two tensorsA andB over one index
Ci1i2...in−1 j2... jm =A ·B=
n
∑
k=1
Ai1i2...in−1kBk j2... jm
= Ai1i2...in−1kBk j2... jm
(6)
where the implicit summation over a repeated index, i.e. Ai1i2...in−1kBk j2... jm , is called Einstein summation convention.
The double contractionA :B is analogously defined as
Ci1i2...in−2 j3... jm =A :B=
n
∑
k=1
n
∑
l=1
Ai1i2...in−2klBkl j3... jm
= Ai1i2...in−2klBkl j3... jm
(7)
One can define a trace tri, j for each index pair i, j, but here we will define the general trace tr() of a tensor as the
following sum about the first two indices
tr (T) = tr1,2(T) =
n
∑
s=1
Dssi3i4...in (8)
which generalizes the notion well-known for second-order tensors. Therefore, a tensor of order higher than two has
more than one trace. The determinant of a second-order tensor T is defined as
det(T) = T11T22T33+T12T23T13+T13T12T23 (9)
−T 213T22−T 223T11−T212T33
Let Sq be the qth-order symmetric group of all q! permutations pi on the integers (1,2, . . . ,q). Let T be a three-
dimensional tensor of order q. Then the permutation of the tensor piT can be defined as
(piT)ipi1 ...ipiq = Ti1...iq (10)
We call a tensor T totally symmetric if piT = T for all pi ∈ Sq. So, every symmetric second-order tensor is totally
symmetric. A tensor of order 2n can have the so called minor symmetry, which means it is invariant to index
permutations in the sets {1,2} and {2n− 1,2n} of index positions. These even-order tensors can also have the major
symmetry, which describes the invariance of a permutation of the index positions {1, . . . ,n} with {n+1, . . . ,2n}. For
a fourth-order three-dimensional tensor T the minor symmetries and the major symmetry are given by
Ti jkl = Tjikl = Ti jlk, Ti jkl = Tkli j . (11)
It is important for the following discussion that total symmetry implies more symmetry than minor and major sym-
metries alone. This becomes clear if one realizes that a totally symmetric three-dimensional fourth-order tensor has
3
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15 independent coefficients, i.e. dim(S4) = 15. In contrast, a three-dimensional fourth-order tensor with minor and
major symmetries has 21 independent coefficients. Based on these definitions, we define the totally symmetric part
sT of a general tensor as
sT=
1
q!
∑
pi∈Sq
piT (12)
We call the remainder
aT=T− sT (13)
the asymmetric part of T. Obviously, the asymmetric part of any tensor has no totally symmetric part which creates
a vector space of all asymmetric tensors which is actually orthogonal to the totally symmetric tensor space, see [6].
The symmetric and traceless part of a tensor T will be described by ⌊T⌋. For the tensor product n⊗m it is
⌊n⊗m⌋= 1
2
(n⊗m+m⊗n)− 1
3
(n ·m)I.
This work focuses on so called deviators. In the visualization literature and classical mechanics texts, a deviator
is defined as a traceless tensor of second-order. Here, we extend this definition following Zou et al. [8] to general
three-dimensional qth-order deviators. A deviatorD(q) is a three-dimensional tensor of arbitrary order q that is totally
symmetric and traceless, i.e.
Di1i2i3...iq = Di2i1i3...iq = · · ·= Diqi2i3...i1 , tr
(
D
(q)
)
= 0 (14)
3 Spectral Decomposition
The best known decomposition for n× n tensors is the spectral decomposition. Such a tensor T can be described by
three n-dimensional eigenvectors vi and three eigenvalues λi
T =
3
∑
i=1
λivi⊗ vi (15)
For symmetric tensors the results are real.
General tensors of order higher than two can not be decomposed using this decomposition. There are some special
cases where a generalization of the spectral decomposition exists. One of these special cases is for example a fourth-
order tensor T with the two minor symmetries and the major symmetry. By choosing a suitably defined tensor basis
exploiting these symmetries, this tensor can be mapped onto a symmetric second-order six-dimensional tensor using
the Mandel or Kelvin mapping [9–11] as follows:
Kmn(Ti jkl) =


T1111 T1122 T1133
√
2T1123
√
2T1113
√
2T1112
T1122 T2222 T2233
√
2T2223
√
2T2213
√
2T2212
T1133 T2233 T3333
√
2T3323
√
2T3313
√
2T3312√
2T1123
√
2T2223
√
2T3323 2T2323 2T2313 2T2312√
2T1113
√
2T2213
√
2T3313 2T2313 2T1313 2T1312√
2T1112
√
2T2212
√
2T3312 2T2312 2T1312 2T1212

 . (16)
This tensor can be decomposed by the known second-order spectral decompositionwith the eigenvaluesΛi. The results
are six first-order six-dimensional tensors. These can be mapped using the inverse Kelvin mapping onto second-order
three-dimensional tensorsMi. These are the eigentensors of the fourth-order tensor T , which can be represented by
T =
6
∑
i=1
ΛiMi⊗Mi. (17)
4 Spherical Harmonics
There is a well known relation between totally symmetric tensors and spherical harmonics. This section will describe
this connection, following the representation in Backus’ [6] paper.
Let T be a three-dimensional tensor of order q. We consider the polynomial
T(r) = Ti1...iqri1 . . . riq (18)
4
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where r = (r1,r2,r3) are coordinates with respect to our orthonormal basis (e1,e2,e3). All monomials of this polyno-
mial have the degree q, so T(r) is a homogeneous polynomial of degree q. It is called the polynomial generated by
T. Since the products of the ri j are products of real numbers and therefore commutative, we have T(r) = S(r) if S is
the totally symmetric part of T. More specifically, it is
Si1...iq =
1
q!
∂i1 . . .∂iq [T (r)] (19)
Therefore, two different totally symmetric tensors generate different polynomials, but two tensors with the same totally
symmetric part generate the same polynomial. Let Pq be the linear space of all homogeneous polynomials of degree
q in three dimensions. Then, we have an isomorphism between Pq and Sq, the space of the totally symmetric tensors
of order q.
Harmonic polynomials P(q)(r) in Pq are called spherical harmonics. The well-known decomposition of homoge-
neous polynomials, interpreted as functions on the sphere, by spherical harmonics states the following: For every
polynomial in Pq, there are spherical harmonicsH(q)(r),H(q−2)(r), . . . such that
P
(q)(r) =H(q)(r)+ r2H(q−2)(r)+ . . . (20)
Applying the three-dimensional Laplacian, it follows thatH(q) is unique. This allows a nice characterization of devia-
tors. LetH be a qth-order totally symmetric tensor that generates a harmonical polynomialH(r). It follows ∆H(r) = 0
and therefore
H j ji3...iqri3 . . . riq = 0 (21)
Therefore, such a tensor is traceless and totally symmetric, i.e. a deviator. For a general totally symmetric tensor S of
order q, we may use the spherical harmonic decomposition of S(r) to compute tensorsH(q) using (20). By comparing
the coefficients, we can derive that
S=H(q)+ s(IH(q−2))+ . . . (22)
where I is the identity tensor and s() denotes the totally symmetric part of a tensor as before. Therefore, any totally
symmetric tensor in three dimensions is uniquely described by a series of deviatorsHi, which will be described in the
following byDi, of order q,q− 2, . . ..
5 Deviatoric Decomposition
As mentioned before, the connection between totally symmetric tensors and spherical harmonics is well known. Thus,
each totally symmetric tensor can be described by deviators. Also, every tensor of arbitrary order up to dimension
three can be described by deviators uniquely. Backus [6] described this so-called deviatoric decomposition.
It is well known that every tensorT of order q can be decomposed into a totally symmetric sT and an asymmetric part
aT
T= sT+ aT
The deviatoric decomposition of the totally symmetric part is described in the previous section using the spherical
harmonics. The deviatoric decomposition of the asymmetric part is far less well-known. The gap is bridged by a
unique isomorphism from the totally symmetric tensor space S p into the asymmetric tensor space Aq of order q
φ(S p)→Aq.
Through Schur’s Lemma [12] it is known that the space of the isormorphisms uniquely determines the isomorphism.
These totally symmetric tensors can then be decomposed into deviators. Thus, eventually this isomorphism allows the
decomposition of the asymmetric part of the tensor into deviators.
6 Multipoles
We complete our description by decomposing deviators even further as tensor products of vectors which are called
multipoles. This result was first described by Maxwell [5], who found it as an elegant geometric description of
spherical harmonics. Using a theorem by Sylvester [13], Maxwell stated in our terms that for any three-dimensional
deviatorD of order q, there are q unit real vectors n1, . . . ,nq called multipoles and a real non-negative number a such
that
D= a⌊n1⊗·· ·⊗nq⌋ (23)
5
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Figure 1: Each tensor T of every order up to dimension three can be decomposed into a set of vectors (of different
length or a set of vectors and scalars). First, it must be decomposed into its symmetric part sT and its asymmetric part
aT. For the asymmetric part an isomorphism can be used to represent this part also with a symmetric tensor sTˆ. These
symmetric tensors can be decomposed in deviators D j. Each of these deviators can be witten as the symmetrization of
a set of vectors, called multipoles, multiplied by a scalar.
The unit vectors ni are uniquely defined by D up to an even number of sign changes, and the number a is unique.
The major algorithmic task is to actually compute the multipoles of all deviators in the deviatoric decomposition of a
given tensor. To identify multipoles of a qth-order deviator, Zou et al. [14] define a polynomial of degree 2q over the
complex numbers by
aq,0+
q
∑
r=1
√
q!q!
(q+ r)!(q− r)!
(
xraq,r+(−1)rx−raq,r
)
= 0. (24)
We do not explain the background of this polynomial here, but refer the reader interested in such detail to the original
paper by Zou et al [15]. There, one can see that the polynomial is based on the construction of an orthogonal basis
of the corresponding space of deviators for each x ∈ C and each order q. The coefficients aq,r, r = 0, . . . ,q of the
polynomial are the coefficients of the deviator expressed in terms of the basis. The idea is that a root of the polynomial
selects a basis that allows one to read off the multipoles. The coefficients aq,r for an explicit example are given
in subsubsection 8.1.2. However, the roots of the above polynomial come in pairs as x−1r is a root if xr is a root.
Therefore, we actually get 2 ·q different roots, but we need only one member of each pair to compute the multipoles.
The multipoles of our deviators are found via
xr = e
iϕr tan
θr
2
(25)
nr = e3 cos(θr)+ (e1 cosϕr+ e2 sinϕr)sinθr r = 1, . . .8. (26)
7 Second-order tensor decomposition
Based on the general considerations above, we now study the important special case of a second-order tensor to apply
the method on familiar ground. A general second-order tensor can be decomposed into the zeroth-order deviator d,
the first-order deviator d and the second-order deviator D by
Ti j = dIi j+ εi jk ·dk+Di j, d = 1
3
Tii, di =
1
2
εi jkTjk (27)
ε describes the third-order permutation tensor and I the second-order identity tensor. If T is symmetric the antisym-
metric part represented by d becomes zero.
7.1 Relation to the Eigendecomposition
In the second-order three-dimensional symmetric tensor case, the tensor T can be decomposed by the spectral decom-
position into three vectors vi and three scalars λi
T =
3
∑
i=1
λivi⊗ vi (28)
6
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or by the deviatoric decomposition into two vectors m1 and m2 and two scalars d and a
T = d · I+ a⌊m1⊗m2⌋ (29)
This suggests there is a connection between the two decompositions. This connection is analyzed in the sequel. On
the one hand, there are three orthonormal eigenvectors and three real eigenvalues that describe such a tensor. On
the other hand, there are two multipoles m1 and m2 that describe the second-order deviator of this tensor. Together
with the isotropic part, i.e. trace times identity, this is the deviatoric decomposition of this tensor. However, because
eigendecomposition, deviatoric decomposition and multipole decomposition of deviators are all unique, there must be
a connection. This will be elaborated on in this section.
There are three different cases for the position of two multipoles.
Case 1. The scalar a from Eq. (23) equals zero or the multipoles are given by m1 = m2 = (0,0,0)
T
. This is the case,
if and only if the tensor has a triple eigenvalue, i.e. is an isotropic or spherical tensor.
Case 2. The multipolesm1 and m2 are identical, if and only if the tensor has a double eigenvalue. Then, the multipoles
are given by the eigenvector according to the eigenvalue with the largest absolute value.
Proof idea. Assume m1 = m2 =: m. Then
T = tr(T)I+ a⌊m⊗m⌋ (30)
We know that adding a multiple of the identity to a tensor does not change the eigenvectors of a tensor and does
not change the multiplicity of the eigenvalues, so we define m1 ·m2 =: b. Because the multipoles are the same, the
symmetrization of the tensor product is the tensor product itself and reads
a⌊n⊗n⌋= a

 m21 m1m2 m1m3m1m2 m22 m2m3
m1m3 m2m3 m
2
3


︸ ︷︷ ︸
=:M
−abI (31)
The eigenvalues of M are given by
λ1 = 0, λ2 = 0, λ3 = a · (m21+m22+m23). (32)
Thus, the tensor has a double eigenvalue.
Assume now, the tensor is degenerated and s is the double eigenvalue. Zheng [16] states that a degenerate second-order
three-dimensional tensor can be represented by
T = sI±V ·VT (33)
where V is defined by the eigenvector to the single eigenvalue by e = V/‖V‖. It follows
VVT = e‖V‖ · (e‖V‖)T = ‖V‖2 (e · eT) = ‖V‖2

 e21 e1e2 e1e3e1e2 e22 e2e3
e1e3 e2e3 e3e3

 (34)
We can derive m1 = m2 = e. Therefore, the multipoles collapse into one vector and equal the eigenvector correspond-
ing to the eigenvalue with the largest absolute value, which is in this case the single eigenvalue. Thus, the assumption
is true.
Case 3. When the multipoles m1 and m2 are different, a connection between the eigenvectors and eigenvalues of the
symmetric part and the multipoles can be found. The eigenvector deduced by the, according to the absolute value,
largest eigenvalue and the, sorted by absolute value, medium eigenvalue are the bisecting lines of the two multipoles.
The eigenvector associated to the eigenvalue with largest absolute value is the bisecting line which has the smaller
angle to the multipoles. In other words, the closer two of the eigenvalues become, the closer the multipoles bias
towards the direction of the largest (absolute) eigenvalue. In the eigenvector system where |λ1| > |λ2| > |λ3|, the
multipoles are given by
m1 =±


√
2λ1+λ2
a√
−λ1−2λ2
a
0

 m2 =±


√
2λ1+λ2
a
−
√
−λ1−2λ2
a
0

 (35)
7
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The angle between the first multipole and the eigenvector e1 is given by
arccos


√
2λ1+λ2
a√
λ1−λ2
a

 . (36)
Proof idea. Let |λ1|> |λ2|> |λ3|, where λi are the eigenvalues of the deviator. Because the deviator is traceless,
λ3 = −(λ1+λ2) holds. The idea for proving the other cases is analogous. Assume, the eigenvectors are given by the
coordinate axes e1, e2, e3. Then the deviator D is given by
D = diag(λ1,λ2,λ3)
This tensor can also be written as
D = a


√
2λ1+λ2
a
2
0 0
0 −
√
−λ1+2λ2
a
2
0
0 0 0

− a3
(
2λ1+λ2
a
−
−λ1− 2λ2
a
)
I (37)
Using (35) it follows
D = a · ⌊m1⊗m2⌋
Then, the rotation invariance must be proven and the result follows through the equivalence of each step.
This connection underlines the importance of the multipoles. We do not claim that the multipole decomposition
is better than the eigendecomposition. We just want to demonstrate that in the symmetric second-order case, the
information in the eigendecomposition can also be found in the multipole decomposition. Thus, an analysis of higher-
order tensors by using the deviatoric decomposition appears reasonable. With this connection, we want to emphasize
the close connection between the two decompositions to show the importance of multipoles, in particular as they allow
a generalization to tensors not amenable to an eigendecomposition.
8 Fourth-order tensor decomposition
The deviatoric decomposition described above can be used for every tensor of any order up to dimension three. Backus
[6] gave a decomposition of a general fourth-order three-dimensional tensor. It can be decomposed into a fourth-order
deviator D, three third-order deviators D(i), six second-order deviators D(i), six first-order deviators d(i) and three
8
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zeroth-order ones d(i). The tensor is then given by
Ti jkl =Di jkl
+ εikmD
(1)
jlm+ ε jkmD
(1)
ilm+ εilmD
(1)
jkm+ ε jlmD
(1)
ikm
+D
(2)
i jmεmkl
+D
(3)
klmεmi j
+ δi jD
(1)
kl + δklD
(1)
i j + δikD
(1)
jl + δ jlD
(1)
ik + δilD
(1)
jk + δ jkD
(1)
il
+ δi jD
(2)
kl + δklD
(2)
i j −
1
2
δikD
(2)
jl −
1
2
δ jlD
(2)
ik −
1
2
δilD
(2)
jk −
1
2
δ jkD
(2)
il
+ δi jD
(3)
kl − δklD
(3)
i j
+D
(4)
ik δ jl +D
(4)
jk δil−D
(4)
il δ jk−D
(4)
jl δik
+D
(5)
ki δl j+D
(5)
li δk j−D(5)k j δl j−D(5)l j δk j
+D
(6)
ik δ jl−D
(6)
il δ jk
+(εikmδ jl + ε jkmδil + εilmδ jk+ ε jlmδik)d
(1)
m
+ d
(2)
i ε jkl + d
(2)
j εikl −
2
3
δi jεklmd
(2)
m
+ d
(3)
k εli j+ d
(3)
l εki j−
2
3
δklεi jmd
(3)
m
+ δi jεklmd
(4)
m
+ δklεi jmd
(5)
m
+ εi jkd
(6)
l − εi jld
(6)
k − εklid
(6)
j + εkl jd
(6)
i
+ d(1)(δi jδkl + δikδ jl + δilδ jk)
+ d(2)(δi jδkl − 1
2
δikδ jl− 1
2
δilδ jk)
+ d(3)(δikδ jl− δilδ jk)
(38)
This decomposition is very complex, but for tensors with some kinds of symmetries, some of the deviators vanish.
8.1 Stiffness Tensor
The best known application of the deviatoric decomposition is the calculation of symmetries of materials described by
the stiffness tensor. To understand the background of this calculation we give a short introduction to the tensor.
We describe the stress at a point of the deformed material by the symmetric second-order Cauchy stress tensor σ and
the strain by ε
σ =
(
σ11 σ12 σ13
σ12 σ22 σ23
σ13 σ23 σ33
)
, ε =
(
ε11 ε12 ε13
ε12 ε22 ε23
ε13 ε23 ε33
)
(39)
The eigenvectors of σ are called principal stress directions and the eigenvalues principal stresses.
The stiffness tensor describes the linear mapping from strain increments into stress increments which can be described
by the Hooke’s law
dσ = C:dε. (40)
It is a fourth-order three-dimensional tensor and can be represented as 3× 3× 3× 3 array. Assuming a non-polar
material such that the Cauchy stress tensor is symmetric, and the existence of a scalar potential ψ from which stresses
are derived by differentiationwith respect to a work-conjugate symmetric deformationmeasure, the stiffness tensor has
the two minor symmetries and the major symmetry. Under these conditions, the number of independent coordinates
reduces from 81 to 21.
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8.1.1 Deviatoric Decomposition
The deviatoric decomposition of the stiffness tensor can for example be used to compute all symmetry planes for all
symmetry classes. Hergl et al. [17] used this fact to visualize the symmetries of the stiffness tensor by designing a
glyph. Since our stiffness tensor is not totally symmetric, we also need a decomposition of the asymmetric part which
was the major achievement of Backus in his paper. Let C be a three-dimensional fourth-order tensor with major and
minor symmetry. Then, the totally symmetric and the asymmetric parts are given by
Si jkl =
1
3
(
Ci jkl +Cikl j+Cil jk
)
, Ai jkl =
2
3
Ci jkl−
1
2
Cikl j−
1
3
Cil jk (41)
The trick, to represent the antisymmetric part by deviators, is to define an isomorphism between the second-order
totally symmetric tensors S2 and the fourth-order asymmetric tensorsA4. Let R be a totally symmetric tensor of order
two in three dimensions. We define the isomorphism φ by
φ(R)i jkl = δi jRkl + δklRi j− 1
2
δikR jl− 1
2
δ jlRik− 1
2
δilR jk− 1
2
δ jkRil (42)
This isomorphism is the only possible linear isomorphism that is rotation invariant for any rigid rotation which was
proven by Backus using the classification of all isotropic tensors by Weyl [18]. Using (42), the second-order tensor R
is given by
Ri j =
1
(n− 2)Ai jll−
δi j
2(n− 1)(n− 2)Akkll (43)
and the fourth-order three-dimensional tensor C can be represented by the deviatoric decomposition
C =D+ 6s(ID)+ 3s(IId)+φ(Dˆ)+
1
2
φ(Idˆ) (44)
where R = D2+ Idˆ is the deviatoric decomposition of the totally symmetric tensor R. Therefore, the stiffness tensor
can be uniquely decomposed into one fourth-order deviatorD, two second-order deviators D1 and D2 and two zeroth-
order deviators d and dˆ.
Finally, let us shortly denote the complete deviatoric decomposition of the stiffness tensor C in terms of its coefficients
which allows to implement it even without understanding the theory in this section. The two zeroth-order deviators
are called Lamé coefficients in engineering and can be computed as
λ = d =
1
15
(2Ciikk−Cikik) , µ= dˆ = 1
30
(3Cikik−Ciikk) . (45)
The two second-order deviators can be calculated by
Di j =
5
7
(
Ckk j j− 1
3
Ckkllδi j
)
− 4
7
(
Ckiki− 1
3
Cklklδi j
)
, (46)
Dˆi j =
3
7
(
Ckik j−
1
3
Cklklδi j
)
− 2
7
(
Ckki j−
1
3
Ckkllδi j
)
(47)
This allows to compute the fourth-order deviator by removing the other parts of the deviatoric decomposition
Di jkl =Ci jkl −
(
λδi jδkl + µ(δikδ jl + δilδ jk)+ δi jDkl
+δklDi j+
(
δikDˆ jl+ δilDˆ jk+ δ jkDˆil + δ jlDˆik
)) (48)
with the Kronecker delta δi j.
As a side comment, one can also use this decomposition to calculate Young’s modulus E(d) in a specified direction
d. Basically, the Young’s modulus describes the stiffness upon uniaxial stretching in this direction. Böhlke and
Brüggemann [19] calculated it by
1
E(d)
=
1
ERI
+ 6D ·d⊗d+d⊗d ·D : (d⊗d) (49)
where ERI = 1/(2µ+λ) is used to normalize the directional dependent quantities.
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8.1.2 Multipole Decomposition
Starting with a stiffness tensor given by its 21 coefficients in arbitrary Cartesian coordinates, the deviatoric decom-
position (44) and the multipole representation (23) of the stiffness tensor can be used to calculate the position of the
symmetry planes of any anisotropic material.
To calculate the multipoles the equation (24) is used. For the second order deviators D = D1 and Dˆ = D2, we set q= 2
and
ak2,0 =−
√
3
2
(Dk11+D
k
22), a
k
2,1 = D
k
13− iDk23
ak2,2 =
1
2
(Dk11−Dk22)− iDk12
(50)
where k= 1,2. For the fourth-order deviatorD, we use q= 4 and
a4,0 =
√
35
8
(D1111+D2222+ 2D1122)
a4,1 =
√
7
2
(−D2213−D1113+ i(D2223+D1123))
a4,2 =
√
7
2
(D2222−D1111+ 2i(D2212+D1112))
a4,3 =
1√
2
(D1113− 3D2213− i(3D1123−D2223))
a4,4 =
1
4
D1111+
1
4
D2222− 3
2
D1122+ i(D2212−D1112)
(51)
We need the complex roots of these three polynomials. In the second-order case, we can use the known formula for
quadratic equations to solve for its four roots. In the fourth-order case, we need to use a numerical method to find
the eight roots. We use Laguerre’s method to calculate the roots given by Press et al. [20]. The multipoles can be
calculated by using (25) and (26).
8.1.3 Anisotropy Type
One of the useful applications of the multipole decomposition is to compute the anisotropy type of the stiffness tensor.
For that purpose, the symmetry planes of each deviator must be calculated. The intersection of these are the symmetry
planes of the stiffness tensor and determine the anisotropy type.
A general stiffness tensor describes a rather complicated relation between stress and strain despite its linear form due
to its incremental definition. In practice, most engineering materials exhibit symmetries that simplify this relation
further. Of special interest are materials showing symmetry change under load.
In this context, a plane symmetry means that the elastic behavior, i.e. the stress-strain relation does not change under
a reflection at this plane. The simplest materials are isotropic. In this case, any plane is a symmetry plane and the
relation between strain and stress is the same for all directions. In this case, one needs only the two Lamé coefficients
in Eq. (45) to describe the relation. In a linear setting, λ enters the scalar relation between a uniform compression
and isostatic pressure, and µ describes the scalar relation between any volume-preserving (i.e. isochoric or deviatoric)
strain and isochoric stress with the same direction.
In the general case, engineers distinguish the following different classes of symmetries: isotropic, transversally
isotropic, cubic, tetragonal, orthotropic, monoclinic, trigonal and triclinic materials. Of course, these characteri-
zations hold only pointwise if the material exhibits different symmetry types at different positions. In the following,
we give a short characterization of all classes. A more comprehensive treatment can be found in textbooks on solid
mechanics such as [21].
A second-order deviator can either be isotropic, transversally isotropic or orthogonal. The set of symmetry plane
normals MP[D1] in these three cases is given by
MP[D1] =


all directions if A1 = 0
{n,mϕ,ϕ ∈ [0,2pi)} if A1 6= 0, n1 = n2 = n
N1,N2,N3 if A1 6= 0, n1 6= n2
(52)
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Figure 2: Anisotropy Classes of the stiffness tensor. Left: The symmetry planes of the material in this point. Right:
The symmetries of the multipoles (yellow: fourth-order, blue: second-order).
where the infinite set {mϕ} contains all vectors orthogonal to n, and N1, N2, N3 are given by
N1 =
n1+n2
|n1+n2| , N2 =
n1×n2
|n1×n2| , N3 = N1×N2 (53)
The set MP[D2] can be calculated equivalently using the multipoles n3,n4.
The set MP[D] is a bit more complicated. We follow the description in Zou et al. [14]. If the deviatorD is transversally
isotropic the normals are all the same n5 = n6 = n7 = n8 = n. The symmetry plane normals can be calculated like
these in the second-order transversally isotropic deviator case.
If the deviator has cubic symmetry, the cube is given by a right-hand coordinate system {m1,m2,n} such that the axis
direction set {n5,n6,n7,n8} is given by{
n+m1+m2√
3
,
n−m1+m2√
3
,
n+m1−m2√
3
,
−n+m1+m2√
3
}
(54)
and the nine symmetry planes are the three coordinate planes and the six planes created by rotating in each of the
coordinate planes by an angle of ±pi/4. If the deviator is tetragonal, the four multipoles are the result of a rotation
at 90◦ around some axis. The symmetry plane normals of D are given by the vector orthogonal to all multipoles, the
multipoles themselves and the vectors that lie with an angle of 45◦ between two of the multipoles. If the deviator is
trigonal, one normal is orthogonal to the other three, while the other three are coplanar. The coplanar ones result from
a rotation around the fourth multipole at 120◦. The three coplanar multipoles are the symmetry plane normals. If the
deviator is orthogonal, the multipoles result from a rotation of one of the following sets

SW = {n(θ,ϕ),n(θ,pi−ϕ),n(θ,pi+ϕ),n(θ,2pi−ϕ)};
SU = {n(pi/2,ϕ),n(pi/2,pi−ϕ)} or {n(θ,0),n(θ,pi)}
or {n(θ,pi/2),n(θ,3pi/2)};
SV = {e1} or {e2} or {e3}
(55)
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and the symmetry plane normals equal the coordinate surface normals. If all multipoles lie on a plane or there exists a
plane that is their mid-separating surface, the normal to this plane is the symmetry plane normal. A triclinic deviator
has four arbitrary multipoles not fulfilling any of the above relations and there is no symmetry plane. Finally, the
symmetry plane normals of the stiffness tensor are given by the intersection of the symmetry plane normals of three
deviators.
MP[C] =MP[D]∩MP[Dˆ]∩MP[D] (56)
9 Conclusion
Every tensor of arbitrary order up to dimension three can be described uniquely by a set of vectors and scalars. This
is the main statement of this work. This decomposition is not new, but it is neither well known nor well understood.
Thus, this general concept has not found its way into natural or engineering sciences and its physical interpretation
remains unclear in many areas. As a step towards obtaining such interpretations, we gave a connection between the
multipole decomposition and the spectral decomposition of a symmetric three-dimensional second-order tensor. We
are sure, there are other interesting facts about this decomposition and we want to motivate more researchers to analyze
this decomposition and use it for different examples to explore its application-specific meanings.
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