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Denote by G = (V,∼) a graphwhich V is the vertex set and∼ is an
adjacency relation on a subset of V × V . In this paper, the good dis-
tance graph is deﬁned. Let (V,∼) and (V ′,∼′) be two good distance
graphs, andϕ : V → V ′ be amap. The following theorem is proved:
ϕ is a graph isomorphism ⇔ ϕ is a bounded distance preserving
surjectivemap inbothdirections⇔ ϕ is adistancekpreserving sur-
jective map in both directions (where k < diam(G)/2 is a positive
integer), etc. Let D be a division ring with an involution − such that
both |F ∩ ZD| 3 and D is not a ﬁeld of characteristic 2 with D = F ,
where F = {a ∈ D : a = a¯} and ZD is the center ofD. LetHn (n 2)
be the set of n × n Hermitian matrices over D. It is proved that
(Hn,∼) is agooddistancegraph,whereA ∼ B ⇔ rank(A − B) = 1
for all A, B ∈ Hn.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Recall that a graph is a pair G = (V, E) of sets satisfying E ⊆ V × V , where V is called the vertex set
of G, and E is called the edge set of G. An element of V is also a point. Recall that a relation∼ on a subset
of V × V is an adjacency relation if u ∼ v ⇔ v ∼ u and u ∼ v ⇒ u /= vwhere u, v ∈ V . If we deﬁne
an adjacency relation on a subset of V × V , then edge set E = {{x, y} : x ∼ y, x, y ∈ V} is deﬁned and
we have a simple graph G = (V, E) = (V,∼). Throughout this paper, all graphs are simple. If there is a
ﬁnite path between any two vertices of a graph G, then G is a connected graph.
In a connected graph G = (V,∼), the distance [2] d(x, y) between two vertices x and y is the length
of the shortest path from x to y. We deﬁne d(x, x) = 0. Clearly, x ∼ y if and only if d(x, y) = 1.We have

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d(x, y) 0, d(x, y) = 0 ⇔ x = y, d(x, y) = d(y, x), and d(x, y) d(x, z) + d(z, y), for all x, y, z ∈ V . If
the distance is bounded, then themaximumdistance is called the diameter of the graph G and denoted
by diam(G). Wewrite diam(G) < ∞ if the distance is bounded. If the distance is unbounded, then we
write diam(G) = ∞. For two connected graphs G and G′, when diam(G) = ∞ and diam(G′) = ∞,
we deﬁne diam(G) = diam(G′).
Let G = (V,∼) be a connected graph (G may be inﬁnite graph), and S be a nonempty subset of V .
For any integer k with 1 k < diam(G), we deﬁne
S⊥k = {x ∈ G : d(x, y) k, ∀ y ∈ S} , and S⊥k⊥k = (S⊥k)⊥k if S⊥k /= ∅. (1.1)
Let ∅⊥k = ∅. If S⊥k = ∅, then let S⊥k⊥k = ∅. The geometrical meaning of S⊥k is the intersection of all
discs that radius is k and center is an element of S. In general, S S⊥k . If S⊥k /= ∅, then a ∈ S⊥k⊥k if
and only if each x ∈ G satisﬁes the implication “d(x, y) k ∀ y ∈ S ⇒ d(x, a) k". By the deﬁnitions,
it is easy to see that
T ⊆ S ⇒ S⊥k ⊆ T⊥k , (1.2)
S⊥k /= ∅ ⇒ S ⊆ S⊥k⊥k . (1.3)
Deﬁnition 1.1. A graph G = (V,∼) is called a good distance graph (g.d. graph for short), if G satisﬁes
the following conditions:
(D1) G = (V,∼) is a connected graph and diam(G) 2.
(D2) If points x, y ∈ V with k := d(x, y) < diam(G), then there is a point z ∈ V such that y ∼ z and
d(x, z) = d(x, y) + d(y, z) = k + 1.
(D3) For any integer k with 2 k < diam(G) and for any two points x, y ∈ V with 2 d(x, y) k, we
have |{x, y}⊥k⊥k | = 2. (Note that condition (D3) does not appear when diam(G) = 2.)
(D4) If x, y ∈ V and x ∼ y, then for any integer r with 1 r < diam(G), |{x, y}⊥r⊥r | 3.
(D5) For any integer k with k < diam(G)/2 and for any two points x, y ∈ V with d(x, y) 2k, there
exists a point z ∈ V such that d(x, z) = d(z, y) = k. (Note that condition (D5) does not appear
when diam(G) = 2.)
Remark 1.2. Condition (D2) is equivalent to the following condition:
(D2′) Let x, y ∈ V with k := d(x, y) < diam(G), and let s be any integer such that either k < s <
diam(G), or k < s diam(G) when diam(G) < ∞. Then there is a point z ∈ V such that
d(x, z) = d(x, y) + d(y, z) = s.
In fact, “(D2′) ⇒ (D2)” is clear (use s = k + 1). We prove “(D2) ⇒ (D2′)” as follows. Let x, y ∈ V
with k := d(x, y) < diam(G), and let s = k + m be any integer such that either k < s < diam(G), or
k < s diam(G)when diam(G) < ∞. By condition (D2), there existm points x1, . . . , xm such that y ∼
x1 ∼ · · · ∼ xm := z, d(x, x1) = d(x, y) + d(y, x1) = k + 1, . . . , d(x, xi+1) = d(x, xi) + d(xi, xi+1) =
k + i + 1, i = 1, . . . , m − 1. Then d(x, z) = d(x, xm) = d(x, xm−1) + d(xm−1, xm) = · · · = d(x, y) +
d(y, x1) +∑m−1i=1 d(xi, xi+1) = k + m = s.
Deﬁnition 1.3. Let G = (V,∼) be a connected graph. A nonempty subset M in V is called a maximal
set if any two distinct points of M are adjacent, and there is no other point of V outside M, which is
adjacent to each point ofM.
Deﬁnition 1.4. Let G = (V,∼) and G′ = (V ′,∼′) be two connected graphs such that 2 diam(G) and
2 diam(G′). Let ϕ : V → V ′ be a map. Then we give the following deﬁnitions:
• ϕ is called an adjacency preserving map in both directions (or a graph homomorphism), if a ∼ b if
and only if ϕ(a) ∼′ ϕ(b) for all a, b ∈ V .
• ϕ is said to be an adjacency preserving map if a ∼ b implies that ϕ(a) ∼′ ϕ(b) for all a, b ∈ V .
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• ϕ is called a distance preserving map if d′(ϕ(a),ϕ(b)) = d(a, b) for all a, b ∈ V .
• ϕ is said to be a distance additivity preserving map in both directions, if d(a, b) = d(a, c) + d(c, b)
if and only if d′(ϕ(a),ϕ(b)) = d′(ϕ(a),ϕ(c)) + d′(ϕ(c),ϕ(b)) for all a, b, c ∈ V .
• ϕ is called a bounded distance preserving map in both directions if there are two ﬁxed positive
integers r and kwith r < diam(G) and k < diam(G′), such that d(a, b) r ⇔ d′(ϕ(a),ϕ(b)) k,
∀ a, b ∈ V .
• When diam(G) < ∞ and diam(G′) < ∞, ϕ is said to be a diameter preserving map in both
directions if d(a, b) = diam(G) if and only if d′(ϕ(a),ϕ(b)) = diam(G′) for all a, b ∈ V .
• When diam(G) < ∞ and diam(G′) < ∞, ϕ is said to be a diameter preserving map if d(a, b) =
diam(G) implies that d′(ϕ(a),ϕ(b)) = diam(G′) for all a, b ∈ V .
• ϕ is called a distance k preserving map in both directions if d(a, b) = k if and only if d′(ϕ(a),
ϕ(b)) = k for all a, b ∈ V , where k is a ﬁxed integer with 1 k diam(G).
We abbreviate “bounded distance preserving” and “adjacency preserving” to “b.d.p.” and “a.p.” for
short, respectively. When r = k, a b.d.p. map in both directions on a space of matrices were deﬁned
by Lam and Tan [19,20]. In Deﬁnition 1.4, the b.d.p. map in both directions may be r /= k, thus it is
convenient for application.
An a.p. bijective map in both directions ϕ : V → V ′ is also called a graph isomorphism from graph
G to G′. A graph isomorphism from G to itself is called a graph automorphism on G. Clearly, every
distance preserving map is an injective map, thus any distance preserving surjective map is a bijective
map.
The study of the geometry of matrices was initiated by Hua [3,4], and Hua’s work was continued
by many mathematicians (cf. [5–28]). In a geometry of matrices, the space is a matrix additive group,
and there is an arithmetic distance on this space. In this space of matrices, two distinct points are said
to be adjacent if their arithmetic distance is 1. The fundamental problem of the geometry of matrices
is to characterize the adjacency preserving bijective maps in both directions from a space of matrices
to itself, and the answer to this problem is often called the fundamental theorem of a geometry of
matrices. A fundamental theorem of a geometry of matrices can be interpreted as a theorem on a
graph isomorphism on relevant graphs. For example, let D be a division ring with an involution −, and
let Hn (n 2) be the set of n × n Hermitian matrices over D. Deﬁne A ∼ B if rank(A − B) = 1 for all
A, B ∈ Hn. Then G = (Hn,∼) is a graph, and the fundamental theorem of the geometry of Hermitian
matrices over D is also the theorem of graph automorphism on the graph G = (Hn,∼).
An important problem is naturally posed: Under what conditions, these maps in Deﬁnition 1.4 are
equivalent? This article will discuss this problem.
The paper is organized as follows. In Section 2, we discuss the equivalence for thesemaps in Deﬁni-
tion 1.4 on the g.d. graphs. Let F be a ﬁeldwith |F| 3, andU be a vector space over F with dimF(U) 4.
Denote by Λ2U the second exterior power of U [1,20,21]. As an example, we show that the graph
G = (Λ2U,∼) is a good distance graph, where A ∼ B (A, B ∈ Λ2U) ⇔ A − B is a nonzero decompos-
able element. In Section 3, we prove the following result: If D is a division ring with an involution such
that char(D) /= 2, then the graph (Hn(D),∼) (n 2) is a g.d. graph, where A ∼ B ⇔ rank(A − B) = 1
for all A, B ∈ Hn(D).
2. Equivalent propositions of graph isomorphism on g.d. graphs
Theorem 2.1. Let G = (V,∼) and G′ = (V ′,∼′) be two g.d. graphs, and ϕ : V → V ′ be a map. Then the
following propositions are equivalent:
(P1) ϕ is an a.p. bijective map in both directions, i.e. ϕ is a graph isomorphism.
(P2) ϕ is an a.p. surjective map in both directions.
(P3) ϕ is a distance preserving surjective map.
(P4) ϕ is a distance additivity preserving bijective map in both directions.
(P5) ϕ is a b.d.p. surjective map in both directions.
(P6) ϕ is a b.d.p. bijective map in both directions.
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Moreover, if some proposition holds in (P1)–(P6), then we have diam(G) = diam(G′). Further, when
diam(G) 5 and diam(G′) 5, every proposition in (P1)–(P6) is equivalent to the following proposition:
(P7) ϕ is a distance k preserving surjective map in both directions, where k is a ﬁxed positive integer
satisfying k < diam(G)/2 and k < diam(G′)/2.
Proof. (P1) ⇒ (P2). It is clear.
(P2) ⇒ (P3). Let a, b ∈ V and d(a, b) = r. Then there are r − 1 points x1, . . . , xr−1 ∈ V such that
a ∼ x1 ∼ · · · ∼ xr−1 ∼ b, it follows that ϕ(a) ∼′ ϕ(x1) ∼′ · · · ∼′ ϕ(xr−1) ∼′ ϕ(b), which implies
that
d′(ϕ(a),ϕ(b)) d(a, b). (2.1)
To prove the opposite direction, if d′(ϕ(a),ϕ(b)) = s, then there are s − 1 points ϕ(a1), . . . ,
ϕ(as−1) ∈ V ′ such that ϕ(a) ∼′ ϕ(a1) ∼′ · · · ∼′ ϕ(as−1) ∼′ ϕ(b). Therefore, a ∼ a1 ∼ · · · ∼ as−1∼ b, which implies d(a, b) d′(ϕ(a),ϕ(b)). Thus we have d′(ϕ(a),ϕ(b)) = d(a, b) for all a, b ∈ V .
Clearly, we have “(P3) ⇒ (P4)".
(P4) ⇒ (P1). Let a, b ∈ V and d(a, b) = r. Then there are r − 1 points x1, . . . , xr−1 ∈ V such that
d(a, b) = d(a, x1) + d(x1, x2) + · · · d(xr−1, b), where a ∼ x1 ∼ · · · ∼ xr−1 ∼ b. Then d′(ϕ(a),ϕ(b))= d′(ϕ(a),ϕ(x1)) + d′(ϕ(x1),ϕ(x2)) + · · · + d′(ϕ(xr−1),ϕ(b)) r. Since distance additivity is pre-
served in both directions, we have similarly r  d′(ϕ(a),ϕ(b)). Hence d′(ϕ(a),ϕ(b)) = d(a, b) for all
a, b ∈ V , i.e. (P3) holds. It follows that (P1) holds.
Thus we have proved that (P1) ⇔ (P2) ⇔ (P3) ⇔ (P4).
(P5) ⇒ (P6). Assume that ϕ is a b.d.p. surjection in both directions. Then there are two ﬁxed
positive integers r and k with r < diam(G) and k < diam(G′), such that
d(x, y) r ⇔ d′(ϕ(x),ϕ(y)) k, ∀ x, y ∈ V . (2.2)
Let a, b ∈ V and a /= b. Supposeϕ(a) = ϕ(b). Then d′(ϕ(a),ϕ(b)) = 0, thus from (2.2)we get 1 s :=
d(a, b) r. By Remark 1.2, there is a point c ∈ V such that d(a, c) = d(a, b) + d(b, c) = r + 1. Then
d(b, c) = r + 1 − s r. By (2.2), d′(ϕ(b),ϕ(c)) k. Since d′(ϕ(a),ϕ(c)) d′(ϕ(a),ϕ(b)) + d′(ϕ(b),
ϕ(c)) k, (2.2) implies d(a, c) r, a contradiction. Thus ϕ(a) /= ϕ(b). Then we have proved that ϕ is
injective, and hence ϕ is bijective map.
(P6) ⇒ (P1). Let ϕ be a b.d.p. bijection in both directions. Then there exist two ﬁxed positive
integers r andk such that r < diam(G)andk < diam(G′), and (2.2)holds.Deﬁneϕ(∅) = ∅. LetS beany
subset ofV . For any x ∈ S⊥r , wehaved(x, y) r for all y ∈ S, it follows from (2.2) that d′(ϕ(x),ϕ(y)) k
for all ϕ(y) ∈ ϕ(S), thus ϕ(x) ∈ [ϕ(S)]⊥k . Thenwe get ϕ(S⊥r ) ⊆ [ϕ(S)]⊥k . If S⊥r = ∅, then (2.2) also
implies [ϕ(S)]⊥k = ∅. Henceϕ(S⊥r ) ⊆ [ϕ(S)]⊥k . By (2.2),wealsohaveϕ(S⊥r ) ⊇ [ϕ(S)]⊥k . Therefore
ϕ(S⊥r ) = [ϕ(S)]⊥k . (2.3)
For any x, y ∈ V , it follows from (2.3) that ϕ({x, y}⊥r⊥r ) = ϕ[({x, y}⊥r )⊥r ] = [ϕ({x, y}⊥r )]⊥k =
({ϕ(x),ϕ(y)}⊥k)⊥k = {ϕ(x),ϕ(y)}⊥k⊥k . Hence we obtain that
ϕ({x, y}⊥r⊥r ) = {ϕ(x),ϕ(y)}⊥k⊥k , ∀ x, y ∈ V . (2.4)
Let a, b ∈ V and a ∼ b. Then (2.2) implies d′(ϕ(a),ϕ(b)) k. If k = 1, then ϕ(a) ∼′ ϕ(b). Now we
assume 2 k < diam(G′). Since ϕ is bijective, (2.4) and condition (D4) imply∣∣∣{ϕ(a),ϕ(b)}⊥k⊥k ∣∣∣ = ∣∣∣ϕ({a, b}⊥r⊥r )∣∣∣ = ∣∣∣{a, b}⊥r⊥r ∣∣∣ 3.
Suppose that d′(ϕ(a),ϕ(b)) 2, then 2 d′(ϕ(a),ϕ(b)) k < diam(G′). By condition (D3), we get
|{ϕ(a),ϕ(b)}⊥k⊥k | = 2, a contradiction. Thus we must have d′(ϕ(a),ϕ(b)) = 1, i.e. ϕ(a) ∼′ ϕ(b).
Then we have proved that ϕ is an a.p. bijective map. Similarly, we can prove that ϕ−1 is also an a.p.
bijective map. Thus (P1) holds.
(P1) ⇒ (P5). If (P1) holds, thenwehave thatd(x1, x2) 1 ⇔ d′(ϕ(x1),ϕ(x2)) 1 for all x1, x2 ∈ V .
By Deﬁnition 1.4, ϕ is also a b.d.p. surjective map in both directions (where taking r = k = 1).
Therefore, we have proved that all propositions (P1)–(P6) are equivalent. Moreover, if some propo-
sition in (P1)–(P6) holds, then ϕ is a distance preserving bijective map, thus diam(G) = diam(G′).
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From now on we assume that diam(G) 5 and diam(G′) 5. We show “(P5) ⇔ (P7)" as follows.
Clearly, we have that “(P5) ⇒ (P3) ⇒ (P7)".
(P7) ⇒ (P5). Let k be a ﬁxed positive integer such that k < diam(G)/2 and k < diam(G′)/2.
Without loss of generality, we assume k 2. Let x, y ∈ G be any points with d(x, y) 2k < diam(G).
Then condition (D5) implies that there exists z ∈ G such that d(x, z) = k = d(z, y). By (P7), ϕ pre-
serves distance k, so d′(ϕ(x),ϕ(z)) = k = d′(ϕ(z),ϕ(y)), therefore d′(ϕ(x),ϕ(y)) 2k < diam(G′).
Conversely, if d′(ϕ(x),ϕ(y)) 2k, then condition (D5) implies that there exists ϕ(z) ∈ G′ such that
d′(ϕ(x),ϕ(z)) = k = d′(ϕ(z),ϕ(y)), thus d(x, z) = k = d(z, y) and d(x, y) d(x, z) + d(z, y) = 2k.
Then (P5) holds with parameters (2k, 2k). Thus we have proved “(P7) ⇒ (P5)”. 
Remark 2.2. Let G = (V,∼) and G′ = (V ′,∼′) be two g.d. graphs such that diam(G) = diam(G′) =
∞. Then every proposition in (P1)–(P7) is equivalent to the following proposition:
(P8) ϕ is a distance k preserving bijective map in both directions, for any ﬁxed positive integer k.
Theorem 2.3. Let G = (V,∼) and G′ = (V ′,∼′) be two g.d. graphs such that diam(G) < ∞ and
diam(G′) < ∞, and let ϕ : V → V ′ be a map. Then every proposition in (P1)–(P6) is equivalent to the
following propositions:
(P9) ϕ is a diameter preserving surjective map in both directions.
(P10) diam(G) = diam(G′), and ϕ is both an a.p. surjective map and a diameter preserving map.
Proof. By Theorem 2.1, all propositions (P1)–(P6) are equivalent.
(P1) ⇒ (P9). It is obvious that “(P1) ⇒ (P3) ⇒ (P9)”.
(P9) ⇒ (P10). If (P9) holds, then we have that d(x1, x2) = diam(G) ⇔ d′(ϕ(x1),ϕ(x2)) =
diam(G′) for all x1, x2 ∈ V , or equivalently,
d(x1, x2) diam(G) − 1 ⇔ d′(ϕ(x1),ϕ(x2)) diam(G′) − 1, ∀ x1, x2 ∈ V . (2.5)
By Deﬁnition 1.4, ϕ is also a b.d.p. surjective map in both directions (where taking r = diam(G) − 1
and k = diam(G′) − 1), i.e. (P5) holds. It follows that (P10) holds.
(P10) ⇒ (P1). Since ϕ is an a.p. surjective map, we have similarly (2.1). Since ϕ is a diameter
preservingmap, it is easy to see that (2.5) holds. Thenϕ is also a b.d.p. surjectivemap in both directions,
i.e. (P5) holds. By (P5) ⇔ (P1), (P1) holds. 
Corollary 2.4. Let G = (V,∼) be a connected graph and 2 diam(G) < ∞. If Theorem 2.3 does not hold,
then G is not a g.d. graph.
Remark 2.5. Theorems 2.1 and 2.3 bring much convenience to the study of the geometry of matrices
(operators): we only need to check whether an additive subgroup of matrices forms a good distance
graph. It can avoid some repetitious work.
Let F be a ﬁeld with |F| 3, andU be a vector space over F with dimF(U) 4. LetΛ2U be the second
exterior power of U [1,20,21]. Two elements A and B ofΛ2U are said to have distance k, and denoted by
d(A, B) = k, if k is the smallest positive integer such that A − B is the sum of k nonzero decomposable
elements. If d(A, B) = 1, then A and B are said to be adjacent and denoted by A ∼ B.
Theorem 2.6. Let F be a ﬁeld with |F| 3, and let U be a vector space over F with dimF(U) 4. Then the
graph G = (Λ2U,∼) is a g.d. graph, where A ∼ B ⇔ d(A, B) = 1 for all A, B ∈ Λ2U.
Proof. Clearly, G = (Λ2U,∼) is a connected graph and diam(G) 2. For A, B ∈ Λ2U, we have that
d(A, B) = k if and only if A − B = ∑ki=1 u2i−1 ∧ u2i for some linearly independent vectors u1, . . . , u2k
in U (cf. [20]). Thus it is easy to see that G = (Λ2U,∼) satisﬁes condition (D2). When dimF(U) 6, by
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Lemma3.3 of [20], (Λ2U,∼) satisﬁes conditions (D3). (Note thatwhen 4 dimF(U) 5, diam(G) = 2,
thus condition (D2) does not appear.) By Lemma 3.2 of [20], (Λ2U,∼) satisﬁes condition (D4).
Let k be a positive integer< diam(G)/2, andA, B ∈ Λ2U such that s := d(A, B) 2k.Without loss of
generality, we assume 2 k < s < 2k. Then A − B = ∑si=1 u2i−1 ∧ u2i for some linearly independent
vectors u1, . . . , u2s in U. Let C = B +∑s−ki=1 u2i−1 ∧ u2i +∑ki=s−k+1 u2i ∧ (−λu2i−1), where λ ∈ F
andλ /∈ {0, 1}. Thend(C, B) = k. SinceC=A −∑si=1 u2i−1 ∧ u2i +∑s−ki=1 u2i−1 ∧ u2i +∑ki=s−k+1 u2i
∧ (−λu2i−1) = A +∑ki=s−k+1 u2i ∧ ((1 − λ)u2i−1) +∑si=k+1 u2i ∧ u2i−1, we have d(A, C) = k.
Therefore (Λ2U,∼) satisﬁes condition (D5). 
Remark 2.7. LetU andW be twovector spacesoverF (where |F| 3) such thatdimF(U) = dimF(W) =∞. Then G = (Λ2U,∼) and G′ = (Λ2W,∼) are two g.d. graphs. By Theorem 2.1 of [20], any graph
isomorphism f from G to G′ is of the form
f (A) = λ(Λ2ϕ)(A) + R, ∀ A ∈ Λ2U, (2.6)
where R ∈ Λ2W , λ ∈ F , and ϕ : U → W is a semi-linearmap, which is deﬁned by (Λ2ϕ)(u1 ∧ u2) =
ϕ(u1) ∧ ϕ(u2) for all u1, u2 ∈ U. Then by Corollary 2.2, every map from G to G′ which satisﬁes any of
(P1)–(P8) is of the form (2.6).
Let F be a ﬁeld. For A ∈ Fn×n, if tA = −Awith zero diagonal elements, then A is called an alternate
matrix over F . A ∈ Fn×n is alternate if and only if txAx = 0 for all x ∈ Fn×1. LetKn(F) (Kn for short) be
the set of all n × n alternate matrices over F . Write
J =
(
0 1
−1 0
)
, J(r) = diag(J, . . . , J) ∈ K2r(F). (2.7)
Recall that two n × n alternate matrices A and B are cogradient, denoted by A ≈ B, if there exists a
P ∈ GLn(F) such that tPAP = B.
Lemma 2.8 (cf. Proposition 1.34 of [26]). Let F be a ﬁeld, A ∈ Kn(F) (n 2). Then the rank of A is
necessarily even. Further, if A is of rank 2r, then
A ≈ diag(J(r), 0n−2r). (2.8)
For A, B ∈ Kn(F), the arithmetic distance ad(A, B) between A and B is deﬁned to be ad(A, B) =
1
2
rank(A − B). Let dmax = max{ad(A, B) : A, B ∈ Kn(F)} be the diameter of Kn(F). Denote by [x] the
greatest integer not exceeding x. Then we have dmax =
[
n
2
]
. If ad(A, B) = 1, then A and B are said to
be adjacent and denoted by A ∼ B.
By Lemma 2.8, we have the following well-know results (cf. [26]).
Lemma 2.9 [26]. Let F be a ﬁeld, and n be an integer 4. If A, B ∈ Kn(F), then ad(A, B) = r if and only if r
is the smallest integer for which there is a sequence of r + 1 pointsW0, W1, · · · , Wr inKn(F)withW0 = A
and B = Wr, such that W0 ∼ W1 ∼ · · · ∼ Wr .
Corollary 2.10. Let F be a ﬁeld, and n be an integer  4. Then the graph G = (Kn(F),∼) is connected,
where A ∼ B ⇔ rank(A − B) = 2 ⇔ ad(A, B) = 1, for all A, B ∈ Kn(F).
Let U = Fn, and B(x, y) : U2 → F be an alternating bilinear form [18]. Then for every base (v1, v2,
. . . , vn) of U, the matrix B relative to this base is an n × n alternate matrix. By Proposition 14.26 of
[21], there is one and only one F-linear map f : ∧2U → F taking x ∧ y to B(x, y). Thus when U is a
ﬁnite dimensional vector space over F , Theorem 2.6 can be stated in matrix language as follows:
Theorem 2.11. Let F be a ﬁeld with |F| 3, and n be an integer  4. Then the graph G = (Kn(F),∼) is a
g.d. graph, where A ∼ B ⇔ rank(A − B) = 2 for all A, B ∈ Kn(F).
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By Theorem 2.3, Theorem 2.11 contains the main result of [11].
3. Good distance graph on Hermitian (symmetric) matrices
Throughout this section, let D = (D,−) be a division ring with an involution − (an
anti-automorphism of order 2), and ZD be the center of D. Denote by char(D) the characteristic of
D. Let Tr(D,−) = {a + a : a ∈ D} be the trace of D. Let
F(D,−) = {a ∈ D : a = a¯} (F for short) (3.1)
and
K(D,−) = {a ∈ D : a = −a} (K for short) (3.2)
be the sets of symmetric elements and skew-symmetric elements ofDon the involution−, respectively.
For a subset X ⊆ D, denote by |X| the cardinal number of the set X , by X∗ the set of all invertible
elements (units) in X . Let Fq (Fq = GF(q)) be the ﬁnite ﬁeld of q elements, where q = pn, p is a
prime number, and n is a positive integer. Let Z be a ﬁeld of characteristic /= 2. A quaternion ﬁeld over
Z , denoted by
(
a, b
Z
)
= Z ⊕ Zi ⊕ Zj ⊕ Zij, is a 4-dimension associative division Z-algebra with basis
1, i, j, ij and deﬁning relations i2 = a, j2 = b, ij = −ji, where a, b ∈ Z∗. It is well-know that
(
a, b
Z
)
has
an involution.
Denote by Ir the r × r identity matrix, and 0r the r × r zero matrix. Let Dm×n be the set of m × n
matrices over D, and GLn(D) the set of n × n invertible matrices over D. Denote by En×nij (Eij for short)
the n × nmatrixwhose (i, j)-entry is 1 and all other entries are 0’s. ForA = (aij) ∈ Dm×n, let tA = (aji)
be the transpose of A, A = (aij). A matrix H ∈ Dn×n is called a Hermitian matrix on the involution −
if H = tH. Denote by Hn(D) (Hn for short) the set of all n × n Hermitian matrices over (D,−). If
(D,−) = F , then (D,−) is a ﬁeld and − is the identity. When (D,−) = F ,Hn(D) is usually denoted by
Sn(F), called the set of n × n symmetric matrices over a ﬁeld F .
In Hn(D), two matrices A and B are said to be cogradient, denoted by A ≈ B, if there exists a P ∈
GLn(D) such that
tPAP = B. Two m × n matrices A and B over D are said to be equivalent, denoted by
A ∼= B, if there exist two invertible matrices P and Q over D such that A = PBQ .
On the studyof the geometryofHermitianmatrices,Wan [27,28] studied thegeometryofHermitian
matrices over adivision ring (D,−)with F ⊆ ZD. Recently,we [5–9]haveproved the fundamental theo-
remofHermitianmatrices over any division ring (D,−)with char(D) /= 2. Interestingly, the adjacency
preserving maps on Hermitian matrices over some division rings are discussed lately by [14,15].
Lemma 3.1 (Theorem 7.3.1 of [4], cf. Theorem 2.5.1 of [9]). Let D be a division ring with an involution −,
F = {a ∈ D : a = a¯}, and n be an integer 2. Assume that A ∈ Hn(D). If either D /= F, or D = F but A is
not alternate, then A is cogradient to a diagonal matrix.
Corollary 3.2. Let D be a division ring with an involution −, and n be an integer  2. If D is not a ﬁeld of
characteristic 2 with D = F, then each A ∈ Hn(D) is cogradient to a diagonal matrix.
Proof. Assume that D is not a ﬁeld of characteristic 2 with D = F . Let 0 /= A ∈ Hn(D). If either D /= F
or D = F but A is not alternate, then by Lemma 3.1, A is cogradient to a diagonal matrix. If D = F and
A is alternate, then D is a ﬁeld of characteristic 2 with D = F , a contradiction. 
For A, B ∈ Hn (n 2), let ad(A, B) = rank(A − B) be the arithmetic distance between A and B. If
ad(A, B) = 1, then A and B are said to be adjacent and denoted by A ∼ B. Deﬁne the distance between
A and B, denoted by d(A, B), is the smallest integer r for which there is a sequence of r + 1 points
X0, X1, . . . , Xr inHn with X0 = A and B = Xr , such that X0 ∼ X1 ∼ · · · ∼ Xr .
Lemma 3.3 (cf. [26]). Let D be a division ring with an involution −, and n be an integer  2. Then for any
A, B ∈ Hn(D,−), we have
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d(A, B) =
{
ad(A, B), if D /= F or B − A is not an alternate matrix;
ad(A, B) + 1, if D = F and B − A is an alternate matrix. (3.3)
Thus if D is not a ﬁeld of characteristic 2 with F = D, then ad(A, B) = d(A, B) for all A, B ∈ Hn(D).
By Lemma 3.3, we have
Corollary 3.4. Let D be a division ring with an involution −. Then G = (Hn(D),∼) is a connected graph,
where A ∼ B ⇔ ad(A, B) = rank(A − B) = 1 for all A, B ∈ Hn(D).
Recall that a nonempty subset M in Hn is called a maximal set if any two distinct points of M are
adjacent, and there is no other point outsideM, which is adjacent to each point ofM. We have
Lemma 3.5 (cf. [5,26,9]). Let D be a division ring with an involution −, and n be an integer  2. Then any
maximal setM inHn(D) can be written in the form
M =
{
tPxE11P + A : x ∈ F
}
, (3.4)
where P ∈ GLn(D) is ﬁxed, A ∈ Hn(D).
Proof. Let M be a maximal set in Hn(D), and let A, B ∈ M with A ∼ B. Since B − A is not alternate,
it follows from Lemma 3.1 that there exists P ∈ GLn(D) such that B − A = tPλ1E11P, where λ1 ∈ F∗.
After applying the bijectivemap X → (tP)−1(X − A)P−1,M is carried into amaximal setM′. Clearly,
we haveM = tPM′P + A, and 0, λ1E11 ∈ M′.
Let X ∈ M′ with X /∈ {0, λ1E11}. Then rank(X) = rank(X − λ1E11) = 1, and it is easy to prove that
X = xE11 where x ∈ F∗. ThusM′ = {xE11 : x ∈ F}, and hence (3.4) holds. 
Lemma 3.6 ([6,5,26]). Let D be a division ring with an involution −, and let A, B be two adjacent points in
Hn(D) (n 2). Then there is a unique maximal set containing both A and B.
Proof. Let A and B be two adjacent points inHn(D,−). Since B − A is not alternate, Lemma 3.1 implies
that there exists P ∈ GLn(D) such that B − A = tPλ1E11P, where λ1 ∈ F∗. After applying the bijective
mapX → (tP)−1(X − A)P−1,wecanassumethatA = 0andB = λ1E11. Clearly, thereexists amaximal
set containing 0 and λ1E11. Let M be any maximal set containing 0 and λ1E11. Similar to the proof of
Lemma 3.5, we have M = {xE11 : x ∈ F}. Then {xE11 : x ∈ F} is the unique maximal set containing
both A and B. 
Lemma 3.7 (See Theorem 1.1 of [8]). Let D be a division ring with an involution − such that F is a proper
subﬁeld of D and F ⊆ ZD. Then Tr(D,−) = F, and we have:
(i) When char(D) /= 2, D is either a separable quadratic extension ﬁeld of F or
(
a, b
F
)
.
(ii) When char(D) = 2, D is a separable quadratic extension ﬁeld of F.
Lemma 3.8 (cf. [17,13]). Let D be any division ring with an involution −, and n be an integer  2. Let
A ∈ Hn(D) with ad(A, 0) = k + 1. Then B ∈ Hn(D) satisﬁes B ∼ 0 and ad(A, B) = k if and only if there
exists an x ∈ D1×n such that
xA tx /= 0, and B = t(xA)(xA tx)−1xA. (3.5)
Proof. If (3.5) holds, then B ∼ 0. It is easy to see that Ker(A) ⊆ Ker(B − A). By (B − A) t x¯ = 0 and
A tx¯ /= 0, we have Ker(A)  Ker(B − A). Thus ad(A, B) = rank(B − A) < rank(A) = ad(A, 0) = k +
1. On the other hand, we have k + 1 = ad(A, 0) ad(A, B) + ad(B, 0) = ad(A, B) + 1, hence
ad(A, B) k. It follows that ad(A, B) = k.
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Now, we assume that B ∈ Hn satisﬁes B ∼ 0 and ad(A, B) = k. Since B is not alternate, Lemma
3.1 implies that B is cogradient to a diagonal matrix. After applying appropriate congruence, without
loss of generality we may assume B = diag(λ, 0, . . . , 0), where λ ∈ F∗. Let A =
(
a11 A12
tA12 A22
)
, where
a11 ∈ F . By Lemmas 3.1 and2.8,A22 ≈ diag(A33, 0n−s), whereA33 ∈ Hs is invertible, k − 1 s k + 1.
After applying congruence, without loss of generality, we can assume that A =
(
a11 0 A13
0 A33 0
tA13 0 0
)
and B = diag(λ, 0, . . . , 0). Since ad(A, B) = k and ad(A, 0) = k + 1, we get A13 = 0 and s = k. By
ad(A, B) = k again, λ = a11. Let e1 = (1, 0, . . . , 0). Then e1A te1 = λ and B = t(e1A)(e1A te1)−1e1A.

Lemma 3.9 (cf. [17]). Let D be any division ring with an involution −, and l be a maximal set inHn(D) and
P ∈ Hn(D) (n 2). Then either the arithmetic distance between P and any point of l is the same, or there
is a unique point Q ∈ l such that ad(P, X) = ad(P, Q) + 1 for all X ∈ l \ {Q}.
Proof. By Lemmas 3.5, 3.1 and 2.8, after by a map of the form X → tG −1(X − A)G−1 where G ∈
GLn(D), we can assume that l = {xE11 : x ∈ F} and P =
(
p11 0 P13
0 P22 0
tP13 0 0
)
, where P22 is invertible or
P22 = 0, and p11 ∈ F . If P13 = 0, then there is a uniqueQ = p11E11 ∈ l such that ad(P, X) = ad(P, Q) +
1 for all X ∈ l \ {Q}. If rank(P13) = 1, then it is clear that the arithmetic distance between P and any
point of l is the same. 
Next, we improve the Lemma 3.4 of [13] as follows.
Lemma 3.10. Let D be a division ring with an involution − such that D satisﬁes the following condition
(A) D is not a ﬁeld of characteristic 2 with D = F, and either |D| 5 or |F ∩ ZD| 4.
Let n be an integer 2, andA ∈ Hn(D) be invertible and0 /= B ∈ Hn(D). Then there exists an x ∈ D1×n
such that
xA tx /= 0 and xB tx /= 0. (3.6)
Proof. Let A ∈ Hn(D) be invertible and 0 /= B ∈ Hn(D). By Corollary 3.2, A is cogradient to a diagonal
matrix. After applying appropriate congruence, we can assume that A = diag(a1, . . . , an), where ai ∈
F∗. Since 0, 1 ∈ F ∩ ZD, we have |F ∩ ZD| 2. Let ei be the ith column vector of In. Write B = (bij). If
bii /= 0 for some i. Then eiA tei = ai /= 0 and eiB tei = bii /= 0.
From now on we assume that bii = 0 for all i. Since B /= 0, there is some (i, j) with i /= j, such
that bij /= 0. Without loss of generality, we assume b12 /= 0. Let x = (x1b−112 , 1, 0, . . . , 0) and a′1 =
b
−1
12 a1b
−1
12 . Then we have
f (x1) := xA tx = x1a′1x1 + a2, (3.7)
g(x1) := xB tx = x1 + x1. (3.8)
Weonlyneed toprove that there exists an x1 ∈ D such that f (x1) /= 0and g(x1) /= 0.Wedistinguish
the following cases.
Case 1. |F ∩ ZD| 4. There exists an x0 ∈ D such that g(x0) = x0 + x0 /= 0. If also f (x0) =
x0a
′
1x0 + a2 /= 0, then the proof ends. Otherwise, consider x = x0 + λwith λ ∈ F ∩ ZD. Then, f (x) =
(x0a
′
1x0 + a2) + λ(a′1x0 + x0a′1 + λa′1) = λ(a′1x0 + x0a′1 + λa′1), which is nonzero for at least two
distinct λ ∈ {λ1, λ2} ⊂ F ∩ ZD \ {0}. Then g(x0 + λ) = x0 + x0 + 2λ is also nonzero for at least one
of λ∈{λ1, λ2}.
Case 2. |F ∩ ZD| = 3. Then by condition (A), |D| 5. Clearly, F ∩ ZD is a subﬁeld of ZD. Since 3 is a
primenumber,wehaveF ∩ ZD = F3 andchar(D) = 3. Foranya ∈ D,a = a+a¯2 + a−a¯2 , thusD = F ⊕ K .
Since |D| 5, K /= {0}. Otherwise, D = F = ZD is a ﬁeld, and hence |D| = |F ∩ ZD| = 3, a contradic-
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tion. We have g(1) = 2 /= 0 and f (1) = a′1 + a2. Suppose a′1 + a2 = 0. Let j ∈ K∗. Then g(1 + j) =
g(1 − j) = 2 /= 0, and f (1 + j) + f (1 − j) = 2(a′1 + a2 − ja′1j) = −2ja′1j /= 0. Thus f (1 + j) /= 0 or
f (1 − j) /= 0.
Case 3. |F ∩ ZD| = 2. From condition (A) we have |D| 5. By 0, 1,−1 ∈ F ∩ ZD, we have 1 = −1,
thus char(D) = 2 and F ∩ ZD = F2. Suppose that D is a ﬁeld. Then ZD = D and F = F2, and Lemma
3.7(ii) implies |D| = 4, a contradiction. Therefore,D is not a ﬁeld, andhence F /= D. Letμ ∈ D \ F . Then
g(μ) = μ + μ¯ /= 0and f (μ) = μa′1μ¯ + a2. If f (μ) /= 0, then theproof ends. Assume f (μ) = 0. Then
μa′1μ¯ = a2. (3.9)
For any λ ∈ F , from (3.9) we have that
f (λμ) = λa2λ + a2, g(λμ) = λμ + μ¯λ, (3.10)
f (μ + λμ) = λa2λ + λa2 + a2λ, and g(μ + λμ) = g(λμ) + μ + μ¯. Since g(μ + λμ) + g(λμ) =
μ + μ¯ /= 0, we get either
g(μ + λμ) /= 0 or g(λμ) /= 0, ∀ λ ∈ F. (3.11)
Let λ = a2. If g(μ + a2μ) /= 0, then f (μ + a2μ) = a32 /= 0, and we conclude the proof. Suppose
g(μ + a2μ) = 0. Then g(a2μ) /= 0, and (3.10) implies that f (a2μ) = a2(a22 + 1). If a2(a22 + 1) /= 0,
the proof ends. Assume a2(a
2
2 + 1) = 0. Then we get a22 = 1, and hence a2 = 1. Therefore
f (λμ) = λ2 + 1, f (μ + λμ) = λ2, ∀ λ ∈ F.
By |F| 3, there is a λ0 ∈ F∗ such that f (λ0μ) = λ20 + 1 /= 0 and f (μ + λ0μ) /= 0. By (3.11), we
have that either g(μ + λ0μ) /= 0 or g(λ0μ) /= 0.
Combining Cases 1–3, the proof ends. 
By Lemmas 3.8–3.10, similar to the proof of Lemma 3.5 of [13], we have the following lemma.
Lemma 3.11. Let D be a division ring with an involution − such that D satisﬁes condition (A). Let n be an
integer 2 and V = Hn(D). Deﬁne A ∼ B ⇔ ad(A, B) = rank(A − B) = 1. Then the graph G = (V,∼)
satisﬁes conditions (D1) and (D2). Moreover, it also satisﬁes the following conditions:
(A3) For any points X, Y , Z ∈ V with ad(X, Z) = ad(Z, Y) = 1 and ad(X, Y) = 2, there is a point W
satisfying ad(X,W) = ad(Y,W) = 1 and ad(Z,W) = 2.
(A4) For any points X, Y , Z ∈ V with X /= Y and ad(X, Z) = ad(Z, Y) = n, there is a point W satisfying
ad(Z,W) = 1, ad(X,W) = n − 1 and ad(Y,W) = n.
(A5) For any adjacent points A, B ∈ V, there is a point P ∈ V \ {A, B} such that for all X ∈ V the following
condition holds: ad(X, P) = n ⇒ ad(X, A) = n or ad(X, B) = n.
By Lemmas 3.11 and 2.1 of [13], we have immediately
Lemma 3.12. Let D be a division ring with an involution − such that D satisﬁes condition (A), and n be
an integer  2. Assume that A, B ∈ Hn := Hn(D) and A /= B. Then A ∼ B if and only if there exists a
T ∈ Hn \ {A, B} such that ad(X, T) = n implies that ad(X, B) = n for all X ∈ Hn with ad(X, A) < n.
Now, we prove the following principal result in this section.
Theorem 3.13. Let D be a division ring with an involution − such that both |F ∩ ZD| 3 and D is not a
ﬁeld of characteristic 2 with D = F, where F = {a ∈ D : a = a¯}. Let n be an integer  2. Then the graph
G := (Hn(D),∼) is a g.d. graph, where A ∼ B ⇔ ad(A, B) = rank(A − B) = 1 for all A, B ∈ Hn(D).
Proof. By Lemma 3.3, n = diam(G). By Corollary 3.4, condition (D1) holds. By the conditions and
Corollary 3.2, each A ∈ Hn(D) is cogradient to a diagonal matrix. Thus it is easy to see that the graph
(Hn(D),∼) satisﬁes condition (D2).
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Let k be a positive integer < n/2, and A, B ∈ V with s := ad(A, B) 2k. Without loss of generality,
we assume 2 k < s < 2k < n. By Corollary 3.2, A − B = tPdiag(a1, . . . , ak, b1, . . . , bs−k, 0, . . . , 0)P,
where P ∈ GLn(D) and ai, bj ∈ F∗. Let C = B + tPdiag(0, . . . , 0, a′s−k+1, . . . , a′k, b1, . . . , bs−k,
0, . . . , 0)P, where a′s−k+j /= as−k+j and a′s−k+j ∈ F∗, j = 1, . . . , 2k − s. Then ad(A, C) = ad(C, B) = k.
Thus the graph (Hn(D),∼) satisﬁes condition (D5).
Case 1. n = 2. Let A, B ∈ H2 with A ∼ B. Then {A, B}⊥1 is the uniquemaximal set containing both A
and B. By {A, B} ⊂ {A, B}⊥1⊥1 and Lemma 3.6, it is easy to see that {A, B}⊥1 = {A, B}⊥1⊥1 . Then Lemma
3.5 implies |{A, B}⊥1⊥1 | = |{A, B}⊥1 | = |F| |F ∩ ZD| 3. Thuswehave (D4). Note that condition (D3)
does not appear when n = 2. We have proved that the graph G = (H2(D),∼) is a g.d. graph.
From now on we assume n 3.
Case 2. |D| 4. Then D is a ﬁnite ﬁeld and ZD = D. Since char(D) is a prime number, by |F ∩ ZD| =|F| 3 and char(D) /= 2, we have D = F = F3, and henceHn(D) = Sn(F3). By Lemmas 3.2 and 3.3 of
[19], conditions (D3) and (D4) hold. Thus the graph G = (Hn(D),∼) is a g.d. graph.
Case 3. |D| 5 and n 3. We prove that the graph G satisﬁes condition (D4) as follows. Let A, B ∈
Hn with A ∼ B. Without loss of generality we assume that B − A = diag(a, 0, . . . , 0), where a ∈ F∗.
Let 1 r < n and X ∈ {A, B}⊥r . Then rank(X − A) r, rank(X − B) r. Note that ad(X, B) = ad(X −
A, B − A).
If r = 1, similar to the proof of Case 1, we have (D4). Now, we assume 2 r < n. After applying
appropriate congruence transformation, we may assume that X − A =
(
x11 0 X13
0 X22 0
tX13 0 0
)
, where
x11 ∈ F , X22 ∈ Hs is invertible or X22 = 0s. By rank(X − A) r and rank(X − B) r, we have
rank
⎛
⎝ x11 0 X130 X22 0
tX13 0 0
⎞
⎠ r and rank
⎛
⎝x11 − a 0 X130 X22 0
tX13 0 0
⎞
⎠ r. (3.12)
It is clear that rank
(
x11 − λa 0 X13
0 X22 0
tX13 0 0
)
 r for all λ ∈ F ∩ ZD. Then ad(X, λ(B − A) + A) r for all
λ ∈ F ∩ ZD, X ∈ {A, B}⊥r . Thus λ(B − A) + A ∈ {A, B}⊥r⊥r for all λ ∈ F ∩ ZD. Then∣∣∣{A, B}⊥r⊥r ∣∣∣ |F ∩ ZD| 3, if A ∼ B and 1 r < n. (3.13)
Therefore, we have proved the graph G = (Hn(D),∼) satisﬁes condition (D4).
Now,weprove that the graphG satisﬁes condition (D3) as follows. Let 2 k < n, andA, B ∈ Hn with
2 ad(A, B) k. By Corollary 3.2, without loss of generality we assume that B − A = diag(B1, 0n−k),
where B1 ∈ Hk . Clearly, {A, B} ⊆ {A, B}⊥k and {A, B} ⊆ {A, B}⊥k⊥k .
Let C ∈ {A, B}⊥k⊥k and C /= A. Then ad(C, A) k and ad(C, B) k. Assume that C − A =
(
C1 C2
tC2 C3
)
where C1 ∈ Hk . Let X ∈ Hn with X − A = diag(X1, 0n−k), where X1 ∈ Hk . Then B − A = diag(B1,
0n−k) implies X ∈ {A, B}⊥k . Thus ad(C, X) = ad(C − A, X − A) k, which implies that
rank
(
Y1 C2
tC2 C3
)
 k, ∀ Y1 ∈ Hk. (3.14)
If Y1 is invertible, then by
(
Y1 C2
tC2 C3
)
≈
(
Y1
C3 −t C2Y−11 C2
)
, we have C3 − tC2Y−11 C2 = 0 for all
invertible Y1 ∈ Hk . Suppose that C2 /= 0. Then C2 can be written as C2 = Pdiag(Im, 0)Q , where P, Q
are invertible matrices. It follows that (tQ)−1C3Q−1 − diag(Y11, 0) = 0 for all invertible Y11 ∈ Hm, a
contradiction. Thus we must have C2 = 0 and C3 = 0. Then C − A = diag(C1, 0n−k).
Suppose C /= B. Then C1 /∈ {B1, 0}. By Lemma 3.12, there is an X0 ∈ Hk such that
ad(X0, 0) < k, ad(X0, C1) = k and ad(X0, B1) < k. (3.15)
Otherwise, for any X ∈ Hk with ad(X, 0) < k and ad(X, C1) = k, we must have ad(X, B1) = k, it fol-
lows from Lemma 3.12 that B1 ∼ 0, a contradiction to ad(B − A, 0) = rank(B1) 2. Let E − A =
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diag(X0, 1, 0n−k−1). Then ad(E, A) k and ad(E, B) = ad(E − A, B − A) k. Thus E ∈ {A, B}⊥k . By C ∈
{A, B}⊥k⊥k we have ad(C, E) k. But it is clear that ad(C, E) = ad(C − A, E − A) = k + 1, a contradic-
tion. Hence C = B, and we have
{A, B}⊥k⊥k = {A, B}, if A, B ∈ Hn with 2 d(A, B) k. (3.16)
Therefore, the graph G satisﬁes condition (D3) 
If D is a division ring with an involution such that char(D) /= 2, then by 0, 1,−1 ∈ F ∩ ZD, we have|F ∩ ZD| 3. Thus, by Theorem 3.13, we have clearly
Corollary 3.14. Let D be a division ring with an involution such that char(D) /= 2. Then the graph
(Hn(D),∼) (n 2) is a g.d. graph, where A ∼ B ⇔ ad(A, B) = rank(A − B) = 1 for all A, B ∈ Hn(D).
Corollary 3.15. Let F beaﬁeld such thatchar(F) /= 2, and letnbean integer 2.Then thegraph (Sn(F),∼)
is a g.d. graph, where A ∼ B ⇔ ad(A, B) = rank(A − B) = 1 for all A, B ∈ Sn(F).
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