(iii) a) DðxyÞ ¼ DðxÞDð yÞ b) ðD n idÞðDð1ÞÞ ¼ ðDð1Þ n 1Þð1 n Dð1ÞÞ ¼ ð1 n Dð1ÞÞðDð1Þ n 1Þ c) Remark 2.3. 1) The antipode of a weak Hopf algebra is bijective (see [3] ).
2) For a weak Hopf algebra ðH; m; 1; D; e; SÞ the following conditions are equivalent (see [3] ):
. H is a Hopf algebra . Dð1Þ ¼ 1 n 1 . eðxyÞ ¼ eðxÞeð yÞ . P Sðx ð1Þ Þx ð2Þ ¼ eðxÞ1
. P x ð1Þ Sðx ð2Þ Þ ¼ eðxÞ1
A morphism of WHA's is a map between them which is both an algebra and a coalgebra morphism preserving unit and counit and commuting with the antipode.
We define the maps are subalgebras of H containing 1 which commute with each other and the restriction of S defines an algebra anti-isomorphism between them (see [3] ). If H is a WHA then the dual space denoted byĤ H becomes a WHA as in the classical case of finite dimensional Hopf algebras. Between the left (right) subalgebra of H and the right (left) subalgebra ofĤ H there exist the following correspondences:
are algebra isomorphisms, where ðh * fÞðh 0 Þ ¼ fðh 0 hÞ and
The notions of left or right H-module and left or right H-comodule over a WHA H are similar to classical ones. If M is a right H-comodule with structure r : M ! M n H, rðmÞ ¼ P m h0i n m h1i , then M becomes a leftĤ H-module with the action f Á m ¼ P fðm h1i Þm h0i . We give now the definition of a Yetter Drinfel'd module over a WHA which is slightly di¤erent from the classical one, see [13] . 
Á mÞ h0i n ðh ð2Þ Á mÞ h1i h ð1Þ 
The center construction for weak Hopf algebraswhere the first and the second equality is the definition of left action of c H R H R and * respectively, the third, fourth, sixth and ninth equality is condition (iii) from Definition 2.5 (in the fourth equality h ¼ 1 and in the sixth h ¼ x L ), the fifth and the seventh equality is
n 1 ð2Þ (see [3] , (2.6a), (2.7a) and (2.10)); the last equality is the counit property. 
where we used the definition of left action of c H R H R for the first equality and the definition of ( for the second equality; for the third, sixth, eighth and ninth equality we used Definition 2. Proof. For two objects V ; W we define the tensor product to be:
H with the following action and coaction:
It is easy to see that the action and the coaction are well defined and that V Â W becomes an Yetter-Drinfel'd module. If f ; g are morphisms then
The associativity constraints are trivial. The unit object is H R with the structures:
for all h A H, z A H R and the unit constraints are:
It is easy to see that l V and r V are natural isomorphisms in the category H YD H with inverses:
for all v A V , z A H R . We verify the ''Triangle Axiom'':
SðzÞ Á w ðsee ½3; 2:31aÞ
For two objects V ; W A H YD H we define:
This map is H-linear because we have: 
gðwÞ h0i n 1 ð2Þ ðgðwÞ h1i Á f ðvÞÞ
Moreover it satisfies the ''Hexagon Axioms''. We have:
The map c V ; W is bijective, the inverse is given by:
We compute:
For a WHA H we denote by RepðHÞ the category of representations of H, whose objects are finite dimensional left H-modules and whose morphisms are H-linear maps.
Proposition 2.8 (see [12] ). The category RepðHÞ is a monoidal category with unit object H L .
Proof. The tensor product is defined in the same way as the tensor product of the category H YD H . The unit object is H L with the left H-module structure
given by:
The unit constraints are the following:
The inverses are given by:
Definition 2.9 (see [12] where
Note thatR R is uniquely determined by R. As in the Hopf algebra case we shall denote R ¼ P R 1 n R 2 . For any two objects V ; W A RepðHÞ we define: For more details about WHA's and quasitriangular weak Hopf algebras see [3] , [11] , [12] .
The Drinfel'd Double for WHA's
In this section we give the generalization to WHA's of the double construction due to Drinfel'd for Hopf algebras. This also appears in [1] and [12] .
Let H be a WHA. ByĤ H we denoted the dual space which is again a WHA (see [3] ). Consider on the vector space H nĤ H a multiplication given by ðg n fÞðh n cÞ :¼ X gh ð2Þ n f ð2Þ cf ð1Þ ðh ð3Þ Þf ð3Þ ðS À1 ðh ð1Þ ÞÞ where g; h A H and f; c AĤ H. With this muliplication H nĤ H becomes an associative algebra with unit 1 n e. We denote by J the two-sided ideal generated by:
z n e À 1 n e ( z; z A H R y n e À 1 n y * e; y A H L where y A H L , z A H R . We define the Drinfel'd double, denoted by DðHÞ, to be the factor algebra ðH nĤ HÞ=J and let ½h n f denote the class of h n f in DðHÞ.
Proposition 3.1 (see [1] ). DðHÞ is a WHA with the following structures: ½g n f½h n c ¼ P ½gh ð2Þ n f ð2Þ cf ð1Þ ðh ð3Þ Þc ð3Þ ðS À1 ðh ð1Þ Þ 1 DðHÞ ¼ ½1 n e Dð½g n fÞ ¼ P ½g ð1Þ n f ð2Þ n ½g ð2Þ n f ð1Þ eð½g n fÞ ¼ P eðg1 ð1Þ Þfð1 ð2Þ Þ Sð½g n fÞ ¼ P ½1 n f S À1 ½SðgÞ n e
As in the classical case we have:
Proposition 3.2. The Drinfel'd double DðHÞ of a weak Hopf algebra H has a quasitriangular structure given by:
where f f i g i and fx i g i are dual bases in H andĤ H respectively.
Proof. The identities ðid n DÞðRÞ ¼ R 13 R 12 and ðD n idÞðRÞ ¼ R 13 R 23 can be written (identifying ½H n e with H and ½1 nĤ H withĤ H) as:
These equalities can be verified by evaluating both sides on an element g n h A H n H in the first two factors (respectively on f n c AĤ H nĤ H).
To check (qt3) we compute: 
where we used the relations from the definition of the double and
property is equivalent to:
which can be regarded as an equality in H nĤ H: Evaluating both sides on an arbitrary f AĤ H in the first factor we get:
The second property can be proved in a similar way. Proof. Let V be a left DðHÞ-module. Then V becomes a left H-module and a leftĤ H-module in an obvious way. The left action ofĤ H on V transposes into a right coaction of H as follows:
where f f i g i and fx i g i are dual bases in H andĤ H respectively. We check now the condition (1). We have: Conversely if V is a left-right Yetter-Drinfel'd module it is easy to see that V becomes a left DðHÞ-module with the action:
for all ½h n f A DðHÞ. 9
The Center Construction
Let ðC; n C ; I ; a; l; rÞ be a tensor category. To this category we shall associate a braided tensor category ZðCÞ, called the center of C. When C is RepðHÞ for a WHA H then we shall prove that ZðCÞ is braided equivalent to RepðDðHÞÞ.
Definition 4.1. An object of ZðCÞ is a pair ðV ; c À; V Þ where V is an object of C and c À; V is a family of natural isomorphisms c X ; V : X n C V ! V n C X for all X A ObðCÞ such that for all X ; Y A ObðCÞ we have:
A morphism f : ðV ; c À; V Þ ! ðW ; c À; W Þ is a morphism f : V ! W in C such that for each object X of C we have:
The composition of two morphisms in ZðCÞ is the same as in C and id ðV ; c À; V Þ ¼ id V . Theorem 4.2. Let ðC; n; I ; a; l; rÞ be a tensor category. Then ZðCÞ is a braided tensor category.
Proof. We follow the same steps as in [6] . The tensor product of two objects ðV ; c À; V Þ and ðW ; c À; W Þ is given by:
The unit is ðI ; c À; I Þ and the braiding is: c V ; W : ðV ; c À; V Þ n ZðCÞ ðW ; c À; W Þ ! ðW ; c À; W Þ n ZðCÞ ðV ; c À; V Þ In order to prove our main result we fix a WHA H and we consider C ¼ RepðHÞ. This is a tensor category with unit H L and trivial associativity constraints. We need some preliminary results. Proof. Let ðV ; c À; V Þ A ZðRepðHÞÞ. We define r V : V ! V n H, r V ðvÞ :¼ c H; V ð1 Â vÞ. We claim that r V is a right H-comodule structure. As in [6] Lemma XIII. 5.2 we have that for all X A ZðRepðHÞÞ:
To prove that r V is coassociative we consider X ; Y A ZðRepðHÞÞ and using condition (2) we obtain:
for all x A X , y A Y , v A V . Taking X ¼ Y ¼ H and x ¼ y ¼ 1 we get that r V is coassociative. Since H L is the unit of RepðHÞ we have:
But c H L ; V ¼ r
À1
V l V , hence X v h0i Â eð1 ð1Þ v h1i Þ1 ð2Þ ¼ v Â 1
Applying I Â e to both sides of this equality we obtain v ¼ P v h0i eðv h1i Þ, so V is a right H-comodule.
Let us now express the fact that c H; V is H-linear. Replacing c H; V by its expression in r V we get:
This proves that G is well defined. Clearly F G ¼ id and the equality G F ¼ id follows from Lemma 4.4, so the functor F is an equivalence. 9
Remark 4.6. The natural embedding H H DðHÞ of WHA's induces a tensor functor U : RepðDðHÞÞ ! RepðHÞ. It is easy to check that U corresponds to the universal functor P : ZðRepðHÞÞ ! RepðHÞ under the equivalence of Theorem 4.5.
