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The usefulness of the statistic known as the p-value, as ameans of
quantifying the strength of evidence for the presence of an effect
from empirical data has long been questioned in the statistical
community. In recent years, there has been a notable increase
in the awareness of both fundamental and practical limitations
of the statistic within the target research fields and especially
biomedicine. In this article, I analyse the recently published
article (Colquhoun 2017 R. Soc. open sci. 4, 171085 (doi:10.1098/
rsos.171085)) which, in summary, argues that with a better
understanding and thus more appropriate use of the statistic,
many of the aforementioned limitations can be addressed. In
particular, I demonstrate that the (often implicit) premises of
this counterargument are questionable, in some cases arguably
inconsistent, and that therefore the counterargument provides
little if any justification for the continued use of the p-value.
Additionally, my analysis should help researchers seeking to
interpret their empirical data by illustrating the nuanced
nature and the multiplicity of statistical, methodological and
epistemological issues which must be considered in this process.1. Introduction
It is no exaggeration to say that the use of the statistic commonly
known as the p-value has become pervasive in the analysis
of experimental evidence across a variety of research fields, as
illustrated in figure 1. This trend is particularly evident
in biomedical subjects [1]. Although criticisms thereof are not
new [2], until recently they were largely confined to the niche
of the statistical community. Due to the highly theoretical and
mathematical nature of their underpinnings, these criticisms
have for a long time struggled to penetrate into the ultimate
target fields and be adopted by the researchers who ought to
benefit the most. However, in no small part driven by alarming
reproducibility concerns and statistical manipulations [3,4],
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Figure 1. Number of abstracts per calendar year mentioning the p-value in articles indexed by PubMed.
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2recently there has been an increase in the awareness of a variety of concerns related to the p-value as a
statistic itself [2,5], as well as the manner in which it is employed, interpreted and understood [3,6].
A recently published article authored byColquhoun attempts to present a new look at how the p-value is
being used vs. how it should be (in the author’s opinion) used [7]. Colquhoun presents a series of arguments,
which conceptually can be summarized as being critical of the way the p-value is understood and interpreted
(which I agreewith), arguing in effect that with a change in themanner inwhich the statistic is used, the key
concerns raised by an increasing number of researchers, can be addressed adequately.
Many of the points in Colquhoun’s article seem convincing at first sight. However, his case is
underlain by a series of questionable implicit assumptions and inconsistencies, and insufficiently
developed practical proposals. Many of these weaknesses are subtle, which highlights the need for
them to be rebutted, as superficially they do seem to address comprehensively and with rigour the
most important criticisms in the existing literature.2. Language and hidden fallacies
The definition, the correct interpretation and the common misunderstandings of the p-value have all been
addressed at length and in detail by numerous works in the existing literature (indeed, Colquhoun too
presents a good overview [7]) so I shall refrain from rehashing them, and instead refer the reader to a
number of selected articles [2,7] and move straight to the main topic of the present work.
Considering what is arguably the most foundational and philosophically pivotal question in the
discussion of p-value, I would like to begin with the following statement from Colquhoun’s article:It is not uncommon to hear the view that the point null hypothesis is not worth testing because it is never
exactly true.Right here I would like to state clearly that I agree with the author that this indeed is a commonly
expressed view and one that I too support [8]. Colquhoun takes the argument head on and attempts
to rebut it with the following counterargument:Apart from the fact that it can be exactly true ( just give the same pill to both groups) . . .As I remarked earlier, this rebuttal seems solid. Yet, it is flawed: the same pill that I consume cannot be
consumed by another individual. The cognitive trap that Colquhoun has fallen into is a result of the lack
of rigour of everyday language. This lack of rigour itself should not be surprising considering the forces
which have for most of its existence driven the development of colloquial speech. I understand that this
criticism may come across as frivolous semantic pedantry of no practical consequence: ‘of course what
the author meant to say was “pills with the same contents”, as everybody would have understood’. Yet,
this argument not only does not rebut the criticism but in fact strengthens it, for it highlights the
additional layer of uncertainties and a lack of perfect control of a pill’s contents. If a pill is supposed to
contain an active ingredient, the actual amount of it is subject to variation governed by the manufacturing
process. The same is true of placebo pills which do not contain the ingredient of primary interest, or
indeed any other form of intervention or treatment. And, lest it be forgotten, there is always the
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3possibility of the presence of factorswhich affect the outcome and are not known, andwhich by this very fact
were not controlled for (in everyday speech, these have become known as ‘unknown unknowns’) [9].
It is interesting and insightful to add here that uncertainties such as those highlighted above, fit into
and are effortlessly incorporated within Bayesian approaches, which I do not think would be unfair
to say Colquhoun at times treats rather dismissively. For example, latent variables and the
manufacturing process statistics can be used to include in the modelling the associated probability
density functions which can be integrated over in the course of the inference process.ing.org/journal/rsos3. What about priors?
In an attempt to justify the fundamental premises the use of the p-value is based upon, Colquhoun
states that:R. . . the prior distribution for the null hypothesis is a spike located at zero effect size. .Socand adds: .opThis seems to me to be an entirely reasonable approach. en
sci.6:181519There are several aspects of this argument which are rather unsatisfactory. Most obviously, there is little
to be found in terms of an attempt at justifying the claimed reasonableness of the aforementioned
assumption. Surely, both qualitatively (i.e. where the peak is located) and quantitatively (i.e. how peaked
the prior is) should depend on our understanding of the underlying phenomenonwhich is being examined.
Moreover, the assumption as expressed above is vague and lacking in clarity. What precisely does ‘a
spike’ mean? Surely, this spike cannot be in the form of the Dirac d function as this would imply a strict
impossibility of any effect being present. But what is the functional form of the suggested prior then?
There are an infinite number of functions which peak at zero, many of which are frequently used as
priors in statistics. This question relates to yet another unclear aspect in Colquhoun’s argument. In
particular, I am referring to the repeated references to the desire to assess:. . .whether our experiment is consistent with a true effect size of zero.Considering the argument which I have already introduced, that based upon the fact that stochastic
variability is practically unavoidable, every experimental outcome is consistent with the effect size of
zero, in the sense that it is a possible outcome. An experiment comprising 1000 coin tosses and
resulting in 1000 heads up is entirely consistent with the hypothesis of fair coin tosses (the probability
p ¼ 1/21000 is small but nevertheless positive). Here again, we come to the issue at the crux of the
problem: that the wrong question is being asked. As noted by many statisticians before, the question
is not that of consistency with a single hypothesis but of the probability density distribution across
the entire space of possible hypotheses [2] and, if desired, selecting the ‘best’ of these (for a related
discussion the reader would be well advised to consult Ng’s contributions to the debate [10]).
In addition to the above, while Colquhoun is happy to claim the reasonableness of the argument that
‘the prior distribution for the null hypothesis is a spike located at zero effect size’ he flips the proverbial
burden of justification in the subsequent criticisms of the Bayesian methodology, now claiming that:. . . the prior distribution . . .will never be known anyway.Here too are hidden a series of subtle presumptions. A detailed analysis of these would require more
space than suitable here and is therefore out of the scope of the present article, but a few are worth
pointing out. Firstly, the author’s use of the word ‘known’ and the consequent binarization into ‘known’
and ‘not known’ is inappropriate on a basic epistemological level given that we are effectively dealing
with an inductive inferential process. Moreover, the statement assumes that there is the correct and true
prior. This is a much debated issue in the Bayesian community and many (Subjective Bayesians as
opposed to Objective Bayesians) consider this view as ill-conceived, instead regarding priors as
expressing subjective belief (possibly informed and constrained by the symmetry of the problem, etc.)
[11]. And, of course, there is always the possibility of choosing an uninformed prior [12].
Relating both to the fallacy just discussed, as well as that which was the subject of the previous
section, is the following claim by Colquhoun:Recently, it was asserted that if we observe a p-value just below 0.05, then there is a chance of at least 26% that your
result is a false positive [2].As should be clear from my argumentation thus far, this claim fundamentally does not make sense—
given that there are an infinite number of hypotheses consistent with the observed data (in that they could
have generated the data), no single hypothesis (including the null) can have a finite probability associated
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4with it. We always need to be talking about probability density functions and ranges of hypotheses (e.g.
probability that the effect is smaller than x). Even the choice of words is strikingly singular. In particular,
I am referring to the word ‘asserted’. The claim in the quote is not one that can be meaningfully asserted
but should be proven, or demonstrated (with the same meaning as ‘proven’).
Lastly, while I do not think it necessary to elaborate on this further, I do feel compelled to draw the
reader’s attention to Colquhoun’s statement that:lishiThis [ prior, peaked at zero effect] is, of course, what statisticians have been teaching for almost a century. ng.org/journIt should be clear that this is a textbook case of the argumentum ad antiquitatem fallacy (with a fair dose
of needless argumentum ad verecundiam) which carries little to no weight in technical debate in which all
parties are informed about the subject discussed.al/rsos
R.Soc.open4. Segmentation of the analytical pipeline
Now I would like to take a step back and consider a subtle and often overlooked issue which concerns the
entirety of the analytical process within which Colquhoun’s proposed approach for the use of the p-value
is employed. It can be summarized well by the following sentence from the original article:sci.6:If we decide that our results are not consistent with a true effect size of zero then we can go ahead and calculate
our estimate of the effect size.181519Putting aside my already detailed criticisms of the fundamental premise of the approach, that is that
the question of consistency of evidence with the effect size of zero is an ill-conceived one, I would like to
consider the consequences of separating the inference of ‘if there is an effect’ (step 1) and of ‘if likely
present, how large the effect is’ (step 2).
Much like before, Colquhoun leaves the question of how the second step is to be performed without
much elaboration, presumably as something that is ‘straightforward’. Yet, when the entirety of the
argument in the article is considered, the proposed approach is far from clear. Connecting this with
the content of §3, would Colquhoun advocate the use of a frequentist methodology or a Bayesian
one? In either case, why not adopt this approach from the very outset and focus on the inference of
the best hypothesis (here I feel compelled to refer the reader to Ng’s work [10]) without singling out
the null and unnecessarily breaking up the analytical process? As I argued before, this approach
which I termed ‘atomization’ can lead to the loss of important information [9]. The principled and
clinically more relevant approach would start by seeking the answer to the question of what the
probability of at least a certain effect size (governed by clinical needs) is.5. Summary and conclusion
The widespread use, especially in biomedical research, of the statistic known as the p-value as a means of
assessing the strength of evidence for the presence of an effect of interest has been attracting an increasing
amount of criticism in recent years. In the present article, I analysed a recent proposal by Colquhoun on
how the statistic could be applied in a more principled manner, which, in summary, argued that with its
better understanding and thus more appropriate use, many of the aforementioned criticisms can be
addressed. Though I challenge a number of his ideas, I welcome Colquhoun’s contribution as it
provides a good basis for illustrating the nuanced nature and the multiplicity of statistical,
methodological and epistemological issues which must be considered in the analysis of empirical
data. I believe that my analysis has demonstrated comprehensively that the criticisms of the p-value
are well founded and theoretically solid, strengthening the case against the continued use of the
statistic even with the reasonable safeguards described by Colquhoun.
Data accessibility. Not applicable; the present article addresses methodological issues and does not use or refer to any
specific datasets.References
1. Chavalarias D, Wallach JD, Li AHT,
Ioannidis JPA. 2016 Evolution of reporting
P values in the biomedical literature,1990–2015. J. Am. Med. Assoc.
315, 1141–1148. (doi:10.1001/jama.
2016.1952)2. MacKay DJC. 2003 Information theory, inference
and learning algorithms. Cambridge, UK:
Cambridge University Press.
royalsocietypublishing.org/journ
53. Head ML, Holman L, Lanfear R, Kahn AT,
Jennions MD. 2015 The extent and
consequences of p-hacking in science. PLoS Biol.
13, e1002106. (doi:10.1371/journal.pbio.
1002106)
4. Simmons JP, Nelson LD, Simonsohn U. 2013 Life
after p-hacking. In Meeting of the Society for
Personality and Social Psychology. San Francisco,
CA: PLOS.
5. Woolston C. 2015 Psychology journal bans P
values. Nature 519, 9. (doi:10.1038/519009f )
6. Goodman SN. 1999 Toward evidence-based
medical statistics. 1. The p value fallacy. Ann.Intern. Med. 130, 995–1004. (doi:10.7326/
0003-4819-130-12-199906150-00008)
7. Colquhoun D. 2017 The reproducibility of
research and the misinterpretation of p-values.
R. Soc. open sci. 4, 171085. (doi:10.1098/rsos.
171085)
8. Arandjelovic´ O. 2017 Technical rigour,
exaggeration, and peer reviewing in the
publishing of medical research: dangerous tides
and a case study. Curr. Res. Diabetes Obes. J. 4,
555644. (doi:10.19080/crdoj.2017.04.555644)
9. Arandjelovic´ O. 2012 A new framework for
interpreting the outcomes of imperfectlyblinded controlled clinical trials. PLoS ONE 7,
e48984. (doi:10.1371/journal.pone.0048984)
10. Ng AY. 1997 Preventing ‘overfitting’ of cross-
validation data. In Proc. IMLS Int. Conf.
on Machine Learning, 8–12 July, vol. 97.
pp. 245–253. San Francisco, CA: Morgan
Kaufmann Publishers Inc.
11. Dietrich F, List C. 2013 Reasons for ( prior)
belief in Bayesian epistemology. Synthese
190, 787–808. (doi:10.1007/s11229-012-
0224-6)
12. Bishop CM. 2007 Pattern recognition and machine
learning. New York, NY: Springer-Verlag. al/rsos
R.Soc.open
sci.6:181519
