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FOLIATIONS ON THE PROJECTIVE PLANE WITH FINITE
GROUP OF SYMMETRIES
ALAN MUNIZ AND RUDY ROSAS
Abstract. Let F denote a singular holomorphic foliation on P2 having a
finite automorphism group Aut(F). Fixed the degree of F , we determine the
maximal value that ∣Aut(F)∣ can take and explicitly exhibit all the foliations
attaining this maximal value. Furthermore, we classify the foliations with large
but finite automorphism group.
1. Introduction
The presence of symmetries has been used to understand some relevant problems
in holomorphic foliation theory, especially concerning integrability. For instance,
it is used in the construction of Jouanolou’s foliations [11], which play an impor-
tant role in his proof of the density of foliations on the complex projective plane
P
2 without invariant algebraic curves; in [16] this relation between automorphism
groups and integrability was explored and put into more concrete terms.
A new perspective for the study of these automorphism groups arises after the
birational classification of foliated surfaces, given independently by McQuillan and
Mendes — see [3]. This is a foliated counterpart of the classical Enriques-Kodaira
work on surfaces. From the works of Hurwitz and Klein for curves and the work of
Andreotti in higher dimension, the question about the finiteness of automorphism
groups of foliations appears naturally. In 2002, Pereira and Sa´nchez [15] proved
a foliated version of Andreotti’s theorem: foliated surfaces of general type have
finite self-bimeromorphism groups. Then arises the question: how large these finite
groups can be? To propose a more precise question we restrict our study to the case
of singular holomorphic foliations on P2: is there a function f ∶N → N such that,
for any singular holomorphic foliation F of degree d on P2 with ∣Aut(F)∣ < +∞ we
have
∣Aut(F)∣ ≤ f(d)?
if the response is yes, what is the minimal function f? In [8], Correˆa and the
first author of this paper show that the function f(d) = 3(d2 + d + 1) bounds the
order of Aut(F) for a generic class of foliations F of degree d. The maximal value
3(d2 +d+1) in this class is attained by the Jouanolou Foliation [11]. In the present
work, we show that the bound 3 (d2 + d + 1) does not work for all foliations but we
prove that the function f indeed exists. First of all, recall that foliations of degree
0 or 1 have infinitely many automorphism, so we only need to look by a function f
defined on {2,3, . . .}.
Theorem 1.1. Let f ∶ {2,3, . . .} → N be defined by f(2) = 24, f(3) = 39, f(4) = 216
and f(d) = 6(d − 1)2 for d ≥ 5. Then, if F is a degree d foliation on P2 such that
∣Aut(F)∣ < +∞, we have
∣Aut(F)∣ ≤ f(d).
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Moreover, this bound is sharp: there exist foliations attaining this bound for any
degree d ≥ 2.
Furthermore, our main goal is to give a complete classification of the foliations
with large but finite automorphism group. In particular, we present all the foliations
attaining the bound f(d) in Theorem 1.1.
Theorem 1.2. Let F be a foliation of degree d ≥ 2 on P2 such that
3(d2 + d + 1) ≤ ∣Aut(F)∣ ≤ f(d).
Then F is projectively equivalent to one of the foliations in the following table —
T and I are the binary tetrahedral and icosahedral groups, respectively.
Fol. degree ∣Aut(F)∣ Aut(F) description
Jd d 3(d2 + d + 1) Z/(d2 + d + 1)Z ⋊Z/3Z Jouanolou foliation
Gd
d ≥ 5 6(d − 1)2 (Z/(d − 1)Z)2 ⋊ S3
nonisotrivial hyperbolic fibration
Fd isotrivial hyperbolic fibration
P5 5 96 (Z/2Z × T) ⋅ Z/2Z
general type Bernoulli foliation
P11 11 600 Z/5Z × I
S 2 24 (Z/2Z)2 ⋊ S3 rational fibration
H4 4
216 Hessian group
nonisotrivial elliptic fibration
H7 7 nonisotrivial hyperbolic fibration
In particular, the extremal equality ∣Aut(F)∣ = f(d) is attained by the fibration S
if d = 2, the Jouanolou foliation J3 if d = 3, the foliation H4 if d = 4, the foliations
G5, F5 and P5 if d = 5, and the foliations Gd and Fd if d ≥ 6.
Besides the well known Jouanolou foliations Jd, the foliations Fd, H4 and H11
are already described in the literature: they appear in [12] as examples of reduced
convex foliations; these are, respectively, the Fermat foliations Fd, the Hesse pencil
of cubics H4 and the foliation H7 associated to the extended Hesse configuration
of lines. The other foliations are described in Section 3 but it is worth mentioning
here that, with the only exception of Jd, all foliation in Table 1.2 have some kind
of first integral: the Bernoulli foliations have Liouvillian first integrals, and all the
others have rational first integrals. Moreover, from Table 1.2 we can derive the
following fact: since the canonical bundle of F is KF =OP2(d−1), we have a linear
bound for ∣Aut(F)∣ in terms of the Chern number K2F — this kind of bounds are
obtained in [7] for foliations with ample canonical bundle on projective surfaces.
This paper is organized as follows. In Section 2 we establish some basic defini-
tions and results about foliations. In Section 3 we describe the foliations already
mentioned in our main theorems. In Section 4 we reduce the proof of our main the-
orems to a variety of specific results according to the classification of finite groups
of PGL(3,C). The remaining sections are devoted to prove the results presented
in Section 4. It is worth mentioning that in Section 8 we develop a Molien-type
formula — Theorem 8.1 — that is fundamental to analyze the transitive primitive
groups.
2. Preliminaries
Foliations on P2. In this paper we consider singular holomorphic foliations by
curves — foliations for short — with isolated singularities on P2. Such a foliation
can be defined by a polynomial vector field P∂x +Q∂y with isolated singularities
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on C2 or even by a polynomial 1-form on C2, for example the form Qdx − Pdy.
Converselly, a polynomial vector field or 1-form with isolated singularities on C2
define a unique holomorphic foliation with isolated singularities on P2. The degree
of a foliation F — denoted by deg(F) — is geometrically defined as the number
of tangencies of F with a generic line in P2. This degree reflects on the polynomial
1-form defining F in the following way. Let ω be a polynomial 1-form with isolated
singularities defining F and write it in the form
ω =
k
∑
j=0
(Ajdx +Bjdy),
where Aj (resp. Bj) is null or is a homogeneous polynomial of degree j, and
Akdx +Bkdy ≠ 0. Then we have the following possibilities:
(1) The polynomial Akx+Bky is not null; in this case the line at infinity of P2
is invariant by F and we have deg(F) = k.
(2) The polynomial Akx +Bky is null; in this case the line at infinity of P2 is
generically transverse to F and we have deg(F) = k − 1.
In a more global point of view, a foliation F of degree d can also be defined by
homogeneous vector field in three variables: there exists a polynomial vector field
v = A∂X +B∂Y +C∂Z
of degree d in C3 which induce — via the natural projection C3/{0} → P2 — a
singular holomorphic distribution of lines on P2 coinciding with the tangent dis-
tribution of F . Another homogeneous vector field w of degree d induce the same
foliation F if and only if there exist α ∈ C∗ and a polynomial P of degree d − 1, if
it is not null, such that
w = αv +P (X∂X + Y ∂Y +Z∂Z).
From this it is easy to see that we can find a homogeneous vector field w defining
F and such that div(w) = 0, where div(w) is the divergence of w with respect to
dX ∧ dY ∧ dZ.
Automorphisms. A biholomorphism ϕ∶P2 → P2 is an automorphism of F if ϕ
maps each leaf of F onto a leaf of F . The set of automorphisms of F is a group,
which is denoted by Aut(F). If v is a homogeneous vector field in C3 defining F ,
then the projectivization of an element ϕ ∈ GL(3,C) is an automorphism of F if and
only if the pushforward ϕ∗v = ϕ ⋅ (v ○ ϕ−1) is also a vector field defining F . Hence,
given a finite subgroup G of GL(3,C), the projectivization of G in PGL(3,C)
preserves the foliation defined by v if there exists a character χ ∶ G Ð→ C∗ such
that, for all ϕ ∈ G,
ϕ∗v = χ(ϕ)v.
If this is the case, we also say that the vector field v is G-semi-invariant.
3. Examples
In this section we describe those foliations already mentioned in Theorem 1.2.
3.1. The Jouanolou Foliation Jd. The Jouanolou foliation of degree d, denoted
by Jd, is defined by the vector field
Y d∂X +Zd∂Y +Xd∂Z
or, in affine coordinates, by the 1-form
(xdy − 1)dx + (yd − xd+1)dy.
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The automorphism group of Jd has order 3(d2 + d + 1) and it is generated by the
maps [X ∶ Y ∶ Z]↦ [Y ∶ Z ∶ X] and [X ∶ Y ∶ Z]↦ [ld+1X ∶ lY ∶ Z], where ld2+d+1 = 1
with l primitive.
3.2. The Fermat Foliation Fd. The Fermat foliation Fd of degree d — already
described in [12] — is generated by the vector field
Xd∂X + Y d∂Y +Zd∂Z .
In affine coordinates we can define Fd by the 1-form
(y − yd)dx − (x − xd)dy
or even by the rational first integral
x1−d − 1
y1−d − 1
.
This foliation has an automorphism group of order 6(d − 1)2, generated by the
transformations
[X ∶ Y ∶ Z]↦ [Y ∶ Z ∶ X],
[X ∶ Y ∶ Z]↦ [X ∶ Z ∶ Y ],
[X ∶ Y ∶ Z]↦ [λX ∶ Y ∶ Z] and
[X ∶ Y ∶ Z]↦ [X ∶ λY ∶ Z],
where λ is a primitive (d − 1)th root of unity.
3.3. The Foliation Gd. In affine coordinates, this degree d foliation is defined by
the rational first integral
(xd−1 + yd−1 + 1)3
xd−1yd−1
or by the the 1-form
(y + yd − 2xd−1y)dx + (x + xd − 2xyd−1)dy.
This foliation has the same group of automorphism as the Fermat foliation Fd. For
d ≥ 5, the foliation Gd is birational to a nonisotrivial hyperbolic fibration and is
therefore of general type.
3.4. The Hessian Foliations H4 and H7. The foliation H4 is the degree 4 folia-
tion given by the well known Hesse pencil of cubics. This foliation has the rational
first integral
[X ∶ Y ∶ Z]↦ [X3 + Y 3 +Z3 ∶ XY Z].
On the other hand, the foliation H7 — see [12] — is the degree 7 foliation given in
affine coordinates by the vector field
(x3 − 1)(x3 + 7y3 + 1)x∂x + (y3 − 1)(y3 + 7x3 + 1)y∂y.
This foliation leaves invariant the extended Hessian arrangement of 21 lines on the
plane and it is tangent to a pencil of curves of degree 72. The automorphism group
of both foliations H4 and H7 is the classical Hessian Group — see [13] — of order
216, generated by the maps
[X ∶ Y ∶ Z]↦ [Y ∶ Z ∶X],
[X ∶ Y ∶ Z]↦ [X ∶ Y ∶ λZ],
[X ∶ Y ∶ Z]↦ [X ∶ λY ∶ λ2Z] and
[X ∶ Y ∶ Z]↦ [X + Y +Z ∶ X + λY + λ2Z ∶ X + λ2Y + λZ],
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where λ is a primitive cubic root of unity. See [12] for more details about the
foliations H4 and H7.
3.5. The Rational Fibration S. The foliation S is the foliation of degree 2 de-
fined by the vector field
Y Z∂X +ZX∂Y +XY ∂Z .
In affine coordinates S is defined by the 1-form
(−x + xy2)dx + (y − x2y)dy
or by the rational first integral
1 − x2
1 − y2
.
This foliation has the same group — of order 24 — as the Fermat foliation F3.
3.6. The Bernoulli Foliations P5 and P11. The degree 5 foliation P5 and the
degree 11 foliation P11 are defined by the 1-forms
xdy − ydx + d(x5y − xy5)
and
xdy − ydx + d(x11y + 11x6y6 − xy11),
respectively. In the affine coordinates (x, y) above, Aut(P5) is a subgroup of order
96 of GL(2,C). The center of this group is {λI ∶λ4 = 1} and its projectivization in
PGL(2,C) is the octahedral group presented in such way its smallest orbit is given
by the 6 lines
x5y − xy5 = 0.
On the other hand, the group Aut(P11) is the subgroup of order 600 of GL(2,C)
having {λI ∶λ10 = 1} as its center and whose projectivization in PGL(2,C) is the
icosahedral group presented in such way its smallest orbit is given by the 12 lines
x11y + 11x6y6 − xy11 = 0.
The foliations P5 and P11 have no rational first integrals but they are particularly
special: since both foliations are presented in the form
xdy − ydx + dP = 0, (3.1)
where P is a square free homogeneous polynomial of degree ≥ 4, they have nonde-
generate singularities and both foliations are of general type. Moreover, if we do
the change of coordinates (x, y) = ( t
z
, 1
z
) in Equation (3.1) we obtain the Bernoulli
equation
nP (t,1)dz
dt
= Px(t,1)z − zn−1,
so P5 and P11 have Liouvillian first integrals — see [6].
4. Finite subgroups of PGL(3,C) and organization of results
In this section, we present the classification of finite subgroups of PGL(3,C)
given by Blichfeldt in [13] — another great exposition is given by Yu and Yau in
[18]. For each type of group of this classification we estate a specific result about
automorphisms of foliations; thus
● in all this section F denote a degree d holomorphic foliation with isolated
singularities on P2 such that Aut(F) is finite.
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It will be easy to see that theorems 1.1 and 1.2 are direct consequences of the results
presented in this section, so we leave this verification to the reader.
In [13], the finite subgroups of PGL(3,C) are classified as follows. There are
two kinds of intransitive groups: abelian groups generated by diagonal matrices
and finite non-abelian subgroups of GL(2,C), they are described in subsections 4.1
and 4.2. The transitive groups are classified in two classes: the infinite class of
imprimitive groups — which we describe in Subsection 4.3 — and the finite class
of primitive groups which we describe in subsections 4.4 and 4.5.
4.1. Abelian groups of diagonal matrices. A group in this class is such that,
in suitable homogeneous coordinates, all its elements are of the form
[X ∶ Y ∶ Z]↦ [aX ∶ bY ∶ Z],
where a, b ∈ C∗. About the foliations having such a group of automorphisms, we
have the following result which is a corollary of Proposition 5.2.
Proposition 4.1. Suppose that Aut(F) is a finite abelian group of diagonal ma-
trices. Then ∣Aut(F)∣ ≤ d2 + d + 1
4.2. Finite non abelian subgroups of GL(2,C). In suitable homogeneous co-
ordinates, a group in this class is composed by transformations of the form
[X ∶ Y ∶ Z]↦ [aX + bY ∶ cX + dY ∶ Z] ,
where [a b
c d
] belongs to a finite non abelian subgroup G of GL(2,C). Recall that
the projectivization of G in PGL(2,C), being finite, is one of the following groups:
(1) A dihedral group.
(2) A polyhedral group, so we have three possibilities:
(a) The Tetrahedral Group T , isomorphic to the alternating group A4;
(b) The Octahedral Group O, isomorphic to the symmetric group S4;
(c) The Icosahedral Group I, isomorphic to the alternating group A5.
In relation with the dihedral case, in Section 5 we prove the following result.
Proposition 4.2. Suppose that the projectivization of Aut(F) in PGL(2,C) is a
dihedral group. Then ∣Aut(F)∣ ≤ 2(d2 + d + 1).
For the polyhedral case we have the following result, proved in Section 7.
Proposition 4.3. Suppose that the projectivization of Aut(F) in PGL(2,C) is a
polyhedral group. Then ∣Aut(F)∣ ≥ 3(d2 + d + 1)
if and only if F is equivalent to one of the Bernoulli foliations P5 or P11.
4.3. Transitive imprimitive groups. In this case we have two types of groups.
The first type is composed by those groups such that, in suitable homogeneous
coordinates, they are generated by the transformation
[X ∶ Y ∶ Z]↦ [Y ∶ Z ∶ X]
and a group of transformations of the form
[X ∶ Y ∶ Z]↦ [aX ∶ bY ∶ Z].
Proposition 4.4. Suppose that Aut(F) is a group of the type above. Then
∣Aut(F)∣ ≤ 3(d2 + d + 1)
and the equality holds if and only if F is isomorphic to the Jouanolou foliation Jd.
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The second type of transitive imprimitive groups is composed by those groups
such that, in suitable homogeneous coordinates, they are generated by
[X ∶ Y ∶ Z]↦ [Y ∶ Z ∶ X],
a transformation of the form
[X ∶ Y ∶ Z]↦ [µY ∶ νX ∶ Z],
where µ, ν ∈ C∗, and a group of transformations of the form
[X ∶ Y ∶ Z]↦ [aX ∶ bY ∶ Z].
Proposition 4.5. Suppose that Aut(F) is a group of the type above.
(1) Assume that the line at infinity Z = 0 is invariant by F . Then
∣Aut(F)∣ ≤ 6(d − 1)2
and the equality holds if and only if F is isomorphic to Fd or Gd. Moreover,
if F is different from Fd and Gd we have
∣Aut(F)∣ < 3(d2 + d + 1).
(2) If the line at infinity is generically transverse to F , then
∣Aut(F)∣ ≥ 3(d2 + d + 1)
if and only if F is equivalent to the foliation S.
Proposition 4.4 and Proposition 4.5 are proved in Section 6.
4.4. Transitive primitive groups having a non-trivial normal subgroup.
Up to isomorphism, we have three groups in this class:
(1) The Hessian Group G, already presented in Subsection 3.4.
(2) The normal subgroup E ◁G generated by the transformations
T [X ∶ Y ∶ Z] = [Y ∶ Z ∶ X],
S[X ∶ Y ∶ Z] = [X ∶ λY ∶ λ2Z], and
V [X ∶ Y ∶ Z] = [X + Y +Z ∶ X + λY + λ2Z ∶X + λ2Y + λZ].
(3) The normal subgroup F◁G generated by the groupE and the map UV U−1,
where
U[X ∶ Y ∶ Z] = [X ∶ Y ∶ λZ].
Proposition 4.6. Suppose that Aut(F) is a transitive primitive group having a
non-trivial normal subgroup. Then, we have
∣Aut(F)∣ ≥ 3(d2 + d + 1)
if and only if F is equivalent to one of the Hessian foliations H4 or H7.
This result is proved in Section 9.
4.5. Transitive primitive simple groups. Up to isomorphism, we have three
groups in this class: The icosahedral group which is isomorphic to A5, the pro-
jectivization of the Valentiner Group which is isomorphic to A6 and the Klenian
group isomorphic to PSL(2,F7). In this case we have the following result, proved
in Section 9.
Proposition 4.7. Suppose that Aut(F) is a transitive primitive simple group.
Then
∣Aut(F)∣ < 3(d2 + d + 1).
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5. Foliations with finite group of diagonal automorphisms
In this section we study the foliations of P2 having finitely many automorphisms
of the form [x ∶ y ∶ z]↦ [ax ∶ by ∶ z].
Consider a polynomial 1-form ω = Adx + Bdy in C2. We assume that A and
B have no common factor in C[x, y], so that ω has isolated singularities. We can
write
ω = ∑
i,j≥0
αijx
iyjdx + ∑
i,j≥0
βijx
iyjdy,
where αij , βij ∈ C. To each monomial form αijxiyjdx, αij ≠ 0 or βijxiyjdy, βij ≠ 0
appearing in ω, associate respectively the monomial xi+1yj or xiyj+1 and consider
the set
M = {xi+1yj ∶αij ≠ 0} ∪ {xiyj+1∶βij ≠ 0}.
Set
M′ = {m −m′∶m,m′ ∈M}.
Given f ∈M′ nonzero, write f = xkylf˜ with k, l ≥ 0 and (f˜ , xy) = 1, and define the
set
S = {f˜ ∶f ∈M′}.
Let F be the singular holomorphic foliation defined by ω on C2 and let G be
the group of transformations of the form (x, y) ↦ (ax, by), a, b ∈ C∗ that leave F
invariant. Precisely, G is composed by the maps g of the form (x, y) ↦ (ax, by)
such that g∗(ω) = θω for some θ ∈ C∗.
Lemma 5.1. Let ω, S and G be as above. Let V (S) ⊂ C2 be the algebraic set
defined by S. Then, the map (x, y) ↦ (ax, by), a, b ∈ C∗ belongs to G if and only if(a, b) belongs to V (S).
Proof. Let g(x, y) = (ax, by) with a, b ∈ C∗. Then g ∈ G if and only if there exists
θ ∈ C∗ such that g∗(ω) = θω, that is:
∑
αij≠0
ai+1bjαijxiyjdx + ∑
βij≠0
aibj+1βijxiyjdy = ∑
αij≠0
θαijx
iyjdx + ∑
βij≠0
θβijx
iyjdy,
∑
αij≠0
(ai+1bj − θ)αijxiyjdx + ∑
βij≠0
(aibj+1 − θ)βijxiyjdy = 0.
It follows that g ∈ G if and only if the numbers ai+1bj for αij ≠ 0 and aibj+1 for
βij ≠ 0 are all equal. Therefore g ∈ G if and only if (a, b) ∈ V (M′) and, since
a, b ∈ C∗, the last is equivalent to having (a, b) ∈ V (S). 
We now estate and prove the main result of this section.
Proposition 5.2. Let ω, F and G be as in Lemma 5.1 and suppose moreover that
G is finite. Let d be the degree of the extension of F to P2. Then
∣G∣ ≤ d2 + d + 1
and the equality holds if and only if, up to the the symmetry (x, y) ↦ (y, x), the
form ω is equal to
ωα,β,ρ = (α + ρxdy)dx + (βyd − ρxd+1)dy
for some α,β, ρ ∈ C∗.
We need the following lemma, whose proof is given at the end of this section.
Lemma 5.3. Let S be a finite set of polynomials in C[x, y] and set N =max
f∈S
deg f .
Suppose that V (S) is finite. Then ∣V (S)∣ ≤ N deg f for all f ∈ S.
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Proof of Proposition 5.2. Suppose first that the line at infinity is invariant by F .
Let us prove that ∣G∣ ≤ d2 + d. Since the line at infinity is invariant by F , we
have degA,degB ≤ d, hence the monomials in M have at most degree d + 1 and
therefore deg f˜ ≤ d + 1 for all f˜ ∈ S — here S is as defined in the begining of this
section. Thus, in view of Lemma 5.3, in order to prove that ∣G∣ ≤ d2 + d it suffices
to find some f˜ ∈ S with deg f˜ ≤ d. Observe that there exist three pairwise distinct
monomials in M; otherwise S would contain only one element modulo sign and
V (S) would be infinite. We can choose two between these three monomials, say
m1 and m2, such that both are divisible by x or both are divisible by y. Then we
have m1 −m2 = xkylf˜ with f˜ ∈ S, k + l ≥ 1, so that deg f˜ ≤ d.
Suppose now that the line at infinity is generically transverse to F . Then the
polynomial form ω defining F can be expressed as
ω = A˜dx + B˜dy + yQdx − xQdy,
where A˜ = 0 or deg A˜ ≤ d, B˜ = 0 or deg B˜ ≤ d, and Q ≠ 0 is homogeneous of degree
d. Take two monomials m,m′ ∈M with f = m −m′ ≠ 0. If these two monomials are
associated to monomial forms appearing in A˜dx+B˜dy, we have degm,degm′ ≤ d+1
and therefore deg f˜ ≤ deg f ≤ d + 1. If m or m′, say m, is associated to a monomial
form appearing in yQdx − xQdy, then m ∈ (xy). Then, since m′ is divisible by x
or y, we have f = m −m′ = xkylf˜ with k + l ≥ 1 and we obtain again deg f˜ ≤ d + 1.
Therefore deg f˜ ≤ d + 1 for all f˜ ∈ S. If there exists f˜ ∈ S with deg f˜ < d + 1, again
by Lemma 5.3 we obtain ∣G∣ ≤ d2 + d. Thus we can assume that deg f˜ = d+ 1 for all
f˜ ∈ S. Suppose that there exist two different monomials m and m′ in M of degree
d + 2. Then these monomials are associated to monomial forms in yQdx − xQdy,
so both monomials m and m′ are divisible by xy and therefore m − m′ generates
an element in S of degree ≤ d, which is a contradiction. We conclude that there
exists a unique monomial in M of the form m = xp+1yq+1, p, q ≥ 0, p + q = d and
any other monomial in M has degree ≤ d + 1. As above, there exist at least two
other monomials m1 and m2 different from m. Suppose that there exists another
monomial m3 ∈M different from m, m1 and m2. Then, there is a pair of monomials
in {m1,m2,m3}, say m1 and m2, that are both divisible by x or both divisible by y.
Then, since degm1,degm2 ≤ d+ 1, we have that m1 −m2 generates an element in S
of degree smaller than d+1, which is a contradiction. ThenM contains exactly two
monomials other than m, say m1 and m2, which have degree at most d+1. If m1 and
m2 have some common factor, again we have that m1 −m2 generates an element in
S of degree smaller than d + 1; so we can assume that m1 = xk1 , m2 = yk2 for some
k1, k2 ∈ N. Then f˜ = xk1 − yk2 is contained in S, so that max{k1, k2} = deg f˜ = d+ 1.
Suppose that k2 = d + 1; the other case is equal to the fist one up to the symmetry(x, y) ↦ (y, x). Since m −m2 = xp+1yq+1 − yd+1 generates an element in S of degree
d + 1, we deduce that q = 0, so that m = xd+1y. Now, since m −m1 = xd+1y − xk1
generates an element of degree d + 1 in S, we obtain k1 = 1 and therefore m1 = x.
Then M = {xd+1y, x, yd+1} and therefore
S = {±(xdy − 1),±(xd+1 − yd),±(x − yd+1)}.
It follows that
V (S) = V (xdy − 1, xd+1 − yd),
which gives ∣G∣ = ∣V (S)∣ = d2 + d + 1. (5.1)
Observe that the equality above only happens if the line at infinity is generically
transverse to F and M = {xd+1y, x, yd+1}. Thus, we deduce that the equality (5.1)
only holds if ω has the form
ωα,β,ρ = (α + ρxdy)dx + (βyd − ρxd+1)dy,
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where α,β, ρ ∈ C∗. Finally, it is easy to see that the foliation defined by ωα,β,ρ has
degree d and d2 + d + 1 diagonal automorphisms. 
Proof of Proposition 4.2. Recall that a dihedral group of PGL(2,C) is generated by
a cyclic subgroup of index two which fixes two different points in P1 together with
an automorphism of P1 permuting these two points. Then there are homogeneous
coordinates such that Aut(F) is generated by a group of diagonal transformations
together with a map of the form
R∶ [x ∶ y ∶ z]↦ [µy ∶ νx ∶ z],
where µ, ν ∈ C∗. By Proposition 5.2, the subgroup G of diagonal transformations
in Aut(F) satisfies ∣G∣ ≤ d2 + d + 1. Thus, since [Aut(F) ∶ G] = 2, we obtain
∣Aut(F)∣ ≤ 2(d2 + d + 1).

We finish this section with a lemma which will be used later in the proof of
Proposition 4.5.
Lemma 5.4. Let F , M and G be as defined at the beginning of this section.
Suppose that
(1) F has degree d ≥ 2;
(2) the line at infinity is invariant by F ; and
(3) M contains M = {xy,xdy, xyd}.
Then ∣G∣ = (d − 1)2 if M =M and ∣G∣ < (d2 + d + 1)/2 otherwise.
Proof. Suppose M =M . Then
S = {±(xd−1 − 1),±(yd−1 − 1),±(xd−1 − yd−1)},
so that
∣G∣ =#V (xd−1 − 1, yd−1 − 1) = (d − 1)2.
Assume that M contains some monomial m ∉ M . Suppose first that m = xk for
some k ∈ N. If k = 1, we obtain that y − 1 belongs to S and therefore
∣G∣ ≤#V (y − 1, xd−1 − 1) = d − 1 < d2 + d + 1
2
.
If k ∈ {d, d + 1}, then xk − xdy = xd(xξ − y) for ξ ∈ {0,1}, hence xξ − y belongs to S
and therefore
∣G∣ ≤#V (xξ − y, xd−1 − 1) = d − 1 < d2 + d + 1
2
.
Thus, we assume 1 < k < d. We have xk − xy = x(xk−1 − y), so that xk−1 − y belongs
to S and therefore
∣G∣ ≤#V (xk−1 − y, yd−1 − 1) = (k − 1)(d − 1). (5.2)
On the other hand, xdy − xk = xk(xd−ky − 1), so that xd−ky − 1 belongs to S and
therefore
∣G∣ ≤#V (xd−ky − 1, yd−1 − 1) = (d − k)(d − 1). (5.3)
If we sum the inequalities (5.2) and (5.3) we obtain
∣G∣ ≤ (k − 1)(d− 1) + (d − k)(d − 1)
2
=
(d − 1)2
2
<
d2 + d + 1
2
.
If m = yk for some k ∈ N, the proof follows as above. Thus, we can assume that
m = xkyl with k, l ≥ 1, k + l ≤ d + 1. We can suppose k ≥ l; the other case is quite
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similar. Then, since m ≠ xy, we have k > 1. Then xkyl − xy = (xk−1yl−1 − 1), so
xk−1yl−1 − 1 belongs to S and therefore
∣G∣ ≤#V (xk−1yl−1 − 1, yd−1 − 1) = (k − 1)(d − 1). (5.4)
Since m ≠ xdy, we have k < d. Then xdy − xkyl = xky(xd−k − yl−1), so xd−k − yl−1
belongs to S and therefore
∣G∣ ≤#V (xd−k − yl−1, yd−1 − 1) = (d − k)(d − 1). (5.5)
Finally, as above the result follows by summing (5.4) and (5.5).

Proof of Lemma 5.3. By Be´zout’s Theorem the lemma holds for ∣S∣ ≤ 2. Assume
that Lemma holds if ∣S∣ ≤ k ∈ N. Suppose now that ∣S∣ = k + 1 and fix any f ∈ S.
Write
S = {f1, . . . , fk+1}
with f1 = f . We can put f1 = hg1, . . . , fk = hgk, where h is the greatest common
divisor of the fj ; so the set V (g1, . . . , gk) is finite and by the inductive hypothesis
∣V (g1, . . . , gk)∣ ≤N deg g1.
Observe that
V (S) ⊂ V (h, fk+1) ∪ V (g1, . . . , gk).
Clearly h and fk+1 have no common factor, otherwise V (S) would be infinite. Then,
by Be´zout’s Theorem we have
∣V (h, fk+1)∣ ≤ deg fk+1 degh ≤ N degh
and therefore
∣V (S)∣ ≤ ∣V (h, fk+1)∣ + ∣V (g1, . . . , gk)∣
≤ N degh +N deg g1 = N deg f.

6. Transitive imprimitive groups
This section is devoted to prove Proposition 4.4 and Proposition 4.5. We need
the following lemma whose proof is easily obtained and so we omit it.
Lemma 6.1. Consider the polynomial 1-form with isolated singularities on C2
given by
ω = ∑
i,j≥0
αijx
iyjdx + ∑
i,j≥0
βijx
iyjdy,
where αij , βij ∈ C. Let F be the holomorphic foliation defined by ω on P2 and
suppose that F is invariant by the transformation
R∶ [x ∶ y ∶ z]↦ [µy ∶ νx ∶ z],
where µ, ν ∈ C∗. Then, αij ≠ 0 if and only if βji ≠ 0.
Proof of Proposition 4.4. Let G ⊂ Aut(F) be the subgroup of transformations of
the form [x ∶ y ∶ z]↦ [ax ∶ by ∶ z].
It is not difficult to see that [Aut(F) ∶ G] = 3. Then by Proposition 5.2 we obtain
∣Aut(F)∣ = 3∣G∣ ≤ 3(d2 + d + 1).
Suppose that the inequality above is an equality. Then, by Proposition 5.2 we have
that F is defined by the 1-form
ω = (α + ρxdy)dx + (βyd − ρxd+1)dy
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for some α,β, ρ ∈ C∗. Since F is invariant by the transformation
[x ∶ y ∶ z]↦ [y ∶ z ∶ x],
by substituting (x, y) ← (y/x,1/x) in ω we obtain a meromorphic 1-form ω˜ such
that xd+2ω˜ = θω for some θ ∈ C∗. By a direct computation we obtain
xd+2ω˜ = xd+2 ([α + ρ(y/x)d (1/x)] xdy − ydx
x2
− [β(1/x)d − ρ(y/x)d+1] dx
x2
)
= (−β − αxdy)dx + (ρyd + αxd+1)dy,
hence −β = θα, −α = θρ, ρ = θβ and α = −θρ and therefore θ3 = 1, α = −θρ and
β = θ2ρ. From this we conclude that F is defined by the 1-form
ωθ = (xdy − θ)dx + (θ2yd − xd+1)dy,
where θ3 = 1. Take a, b ∈ C∗ such that bd
2+d+1 = θ1−d and a = θbd+1, and consider
the map f(x, y) = (ax, by). A direct computation shows that
f∗(ωθ) = (ad+1bxdy − θa)dx + (θ2bd+1yd − ad+1bxd+1)dy
= θ2bd+1 [(xdy − 1)dx + (yd − xd+1)dy] ,
so the foliation F is equivalent to the Jouanolou Foliation of degree d. 
Proof of Proposition 4.5. Let ω = Adx +Bdy be a polynomial 1-form with isolated
singularities defining F on C2 = {[x ∶ y ∶ 1]∶x, y ∈ C}. Let G ⊂ Aut(F) be the
subgroup of transformations of the form
[x ∶ y ∶ z]↦ [ax ∶ by ∶ z].
It is not difficult to see that [Aut(F) ∶ G] = 6. Suppose that the line at infinity
z = 0 is invariant by F . Since the three lines x = 0, y = 0 and z = 0 are permuted by
T ∶ [x ∶ y ∶ z]↦ [y ∶ z ∶ x]
and this transformation leave F invariant, then the three lines x = 0, y = 0 and z = 0
are invariant by F . The invariance of the line y = 0 means that A(x,0) = 0. Thus,
since ω has isolated singularities the polynomial B(x,0) is not null, so we have
B(x, y) = ckxk + . . . + clxl +O(y), (6.1)
where 0 ≤ k ≤ l ≤ d, ck ≠ 0, cl ≠ 0. If we denote L = {y = 0}, 0 ∶= [0 ∶ 0 ∶ 1] and
∞ = [1 ∶ 0 ∶ 0], from equation (6.1) we have that
GSV(F , L,0) = k, GSV(F , L,∞) = d + 1 − l,
where GSV denote the index defined in [10] (see also [4]). Observe that R ○T leave
L invariant and maps 0 to ∞. Thus, since F is invariant by R ○ T we have that
GSV(F , L,0) = GSV(F , L,∞),
hence
k + l = d + 1, (6.2)
and therefore
k ≤
d + 1
2
. (6.3)
From (6.1) we see that the monomial xkdy appear in ω with a nonzero coefficient
and, by Lemma 6.1, the same happens with ykdx. Then the monomials xky and
xyk are contained inM and therefore the difference xky−xyk generates the element
xk−1 − yk−1 in S if k > 1, or the element y − x in S if k = 0. Anyway, if we assume
k ≠ 1, the monomial x∣k−1∣ − y∣k−1∣ belongs to S; we left the case k = 1 for later. It
FOLIATIONS WITH FINITE GROUP OF SYMMETRIES 13
follows from Lemma 5.1 that for all transformation g(x, y) = (ax, by) in G we have
that
a∣k−1∣ = b∣k−1∣. (6.4)
Moreover, if g ∈ G then
T ○ g ○ T −1∶ (x, y) ↦ ( b
a
x,
1
a
y)
also belongs to G, so by equation (6.4) we have
(b/a)∣k−1∣ = (1/a)∣k−1∣
and therefore
a∣k−1∣ = b∣k−1∣ = 1, (6.5)
for all g ∈ G. It follows from these equations that ∣G∣ ≤ ∣k − 1∣ ⋅ ∣k − 1∣ and together
with inequality (6.3) we obtain
∣Aut(F)∣ ≤ 6∣k − 1∣2 ≤ 6(d − 1
2
)2 < 3(d2 + d + 1).
Suppose now that k = 1. Then by equation (6.2) we have l = d. From equation (6.1)
the monomial xdy and xddy appear in ω with a nonzero coefficient and, by Lemma
6.1, the same happens for the monomials ydx and yddx. Then the monomials xy,
xdy and xyd are contained in M. If M contains some other monomial, by Lemma
5.4 we have
∣G∣ < d2 + d + 1
2
,
so that
∣Aut(F)∣ < 3(d2 + d + 1).
Then assume that
M = {xy,xdy, xyd}. (6.6)
Therefore, again by Lemma 5.4 we obtain
∣Aut(F)∣ = 6(d − 1)2.
We shall determine the possibilities for ω. From equation (6.6) we see that, besides
xdy, xddy, ydx and yddx, the form ω could contain the monomials xd−1ydx and
xyd−1dy, so that, up to multiplication by a nonzero complex number, we can write
ω = ydx + pyddx + qxd−1ydx + axdy + bxddy + cxyd−1dy,
where p, q, a, b, c ∈ C and p, a, b ∈ C∗. Since F is invariant by the transformation T ,
by substituting (x, y) ← (y/x,1/x) in ω we obtain a form ω˜ such that xd+2ω˜ = θω
for some θ ∈ C∗. By a direct computation we obtain
xd+2ω˜ = (−p − c)ydx + (−q − b)yddx + (−a − 1)xd−1ydx + pxdy + xddy + qxyd−1dy,
so we have
− p − c = θ, −q − b = θp, −a − 1 = θq, p = θa, 1 = θb, q = θc. (6.7)
By substituting q = −θ−1(a+1), p = θa and b = θ−1 in the second equation above we
have
θ−1(a + 1)− θ−1 = θ2a,
so that θ3 = 1. Then we find that the equations (6.7) are equivalent to
q = −θ2(a + 1), p = θa, b = θ2, c = −θ(a + 1), a ∈ C∗,
so that ω is given by
ωa,θ = ydx + θayddx − θ2(a + 1)xd−1ydx + axdy + θ2xddy − θ(a + 1)xyd−1dy.
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Since F is invariant by R, if we do the substitution (x, y) ← (µy, νx) in ωa,θ we
must obtain a form ω˜ such that ω˜ = λωa,θ for some λ ∈ C∗. A simple computation
gives
ω˜ = νµxdy + νdµθaxddy − µdνθ2(a + 1)yd−1xdy
+νµaydx + νµdθ2yddx − νdµθ(a + 1)yxd−1dx,
so that
νµ = λa, νdµθa = λθ2, −µdνθ2(a + 1) = −λθ(a + 1), (6.8)
νµa = λ, νµdθ2 = λθa, − νdµθ(a + 1) = −λθ2(a + 1).
from νµ = λa and νµa = λ we obtain a = ±1. Suppose first that a = −1. Then the
system (6.8) becomes
νµ = −λ, νd−1 = θ, µd−1 = θ2.
Thus, in this case the form ω effectively exists and is given by
ω−1,θ = ydx − θyddx − xdy + θ2xddy.
By substituting (x, y) ← (αx,βy), αd−1 = θ, βd−1 = θ2 in the form above we obtain
the form
αβ [ydx − yddx − xdy + xddy]
and therefore F is isomorphic to the foliation Fd. Suppose now that a = 1. Then
the system (6.8) becomes
νµ = λ, νd−1 = θ, µd−1 = θ2
and we obtain
ω1,θ = ydx + θyddx − 2θ2xd−1ydx + xdy + θ2xddy − 2θxyd−1dy.
Again, by substituting (x, y)← (αx,βy), αd−1 = θ, βd−1 = θ2 we obtain the form
αβ [ydx + yddx − 2xd−1ydx + xdy + xddy − 2xyd−1dy] ,
so that F is isomorphic to Gd. This finishes the proof of the part (1) of Proposition
4.5.
Now, assume that the line at infinity z = 0 is generically transverse to F . Then
the line y = 0 is also generically transverse to F , so that A(x,0) is not null. There-
fore
A(x,0) = ckxk +O(xk+1)
with ck ≠ 0, k ≥ 0, so that ω contains the monomial xkdx and, by Lemma 6.1,
also the monomial ykdy. It follows from Proposition 5.2 that for all transformation
g(x, y) = (ax, by) in G we have
ak+1 = bk+1. (6.9)
Thus, since TgT −1∶ (x, y) ↦ ( b
a
x, 1
a
y) also belongs to G we have
(b/a)k+1 = (1/a)k+1
and therefore
ak+1 = bk+1 = 1. (6.10)
From these equations we obtain ∣G∣ ≤ (k + 1)(k + 1) and consequently
∣Aut(F)∣ ≤ 6(k + 1)2. (6.11)
Observe that k is the tangency order of F to L = {y = 0} at 0 = [0 ∶ 0 ∶ 1]. Since
R ○ T leave L invariant and maps 0 to ∞ = [1 ∶ 0 ∶ 0], we have
Tang(F , L,0) = Tang(F , L,∞) = k. (6.12)
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Thus, since the total tangency of F to the line L is exactly d, we conclude that
k ≤ d/2. Then, from Equation 6.11 we have
∣Aut(F)∣ ≤ 6(d
2
+ 1)2 ,
so we obtain
∣Aut(F)∣ < 3(d2 + d + 1) (6.13)
for all d > 2. Thus, to continue with the remaining case we assume d = 2. Then we
have k ∈ {0,1}. If k = 0, Equation (6.11) gives ∣Aut(F)∣ = 6 < 3(d2 + d + 1). Then
we can assume k = 1 and therefore ω contains the monomials xdx and ydy with
nonzero coefficients. Let L∞ be the line at infinity of C2. Since F is generically
transverse to L∞, the homogeneous part of maximum degree of ω has the form
Q(ydx − xdy),
where Q ∈ C[x, y] is homogeneous of degree 2. From (6.12) and the symmetries of
F we deduce that F has nonzero tangency orders with L∞ at the points [0 ∶ 1 ∶ 0]
and [1 ∶ 0 ∶ 0]. This means that x and y are factors of Q, so we have that Q = cxy
for some c ∈ C∗. Clearly we can assume that c = 1. Then ω contains the monomials
xy2dx and −x2ydy. We deduce that the set of monomials M — as defined in
Section 5 — contains
M = {x2, y2, x2y2}.
Let us prove thatM ≠M implies ∣Aut(F)∣ < 3(d2+d+1). Observe thatM/M can
only contain monomials of degrees 2 or 3, so we have
M/M ⊂ {xy,x3, y3, x2y, xy2}.
For example, suppose that xy ∈M. Then xy−y2 and x2y2−y2 generate the elements
x − y and x2 − 1 in the set S — as defined in Section 5. Then
∣G∣ ≤#V (x − y, x2 − 1) = 2,
so that
∣Aut(F)∣ ≤ 12 < 3(d2 + d + 1).
The analysis for each of the other possible monomials in M/M is quite similar.
Then we can assume
M = {x2, y2, x2y2}
and therefore ω has the form
ω = (ax + xy2)dx + (by − x2y)dy,
where a, b ∈ C∗. Since F is invariant by the transformation T , by substituting(x, y) ← (y/x,1/x) in ω we obtain a form ω˜ such that x4ω˜ = θω for some θ ∈ C∗.
By a direct computation we have
x4ω˜ = (−bx − axy2)dx + (y + ax2y)dy,
so that −b = θa, −a = θ, 1 = θb and we obtain obtain θ3 = 1, a = −θ, b = θ2. Then
ω = (−θx + xy2)dx + (θ2y − x2y)dy.
By substituting (x, y) ← (αx,βy), α2 = θ2, β2 = θ in the form above we obtain
(−x + xy2)dx + (y − x2y)dy
and therefore F is isomorphic to the foliation S. 
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7. Polyhedral groups
This section is devoted to prove Proposition 4.3. We begin with some definitions.
Let F be a complex polynomial in two variables, let ω be a polynomial 1-form in
two variables and let G be a subgroup of GL(2,C). We say that F is semi-invariant
by g ∈ GL(2,C) if there exist a constant λ ∈ C∗ such that F (g) = λF . Similarly,
the 1-form ω is semi-invariant by g ∈ GL(2,C) if there exist a constant λ ∈ C∗ such
that g∗(ω) = λω. We say that F (resp. ω) is G-semi-invariant if F (resp. ω) is
semi-invariant by every g ∈ G. We say that the 1-form ω ≠ 0 is homogeneous of
degree n, if we have ω = Adx+Bdy, where A (resp. B) is a homogeneous polynomial
of degree n or A = 0 (resp. B = 0).
As we have seen in Subsection 4.2, in suitable affine coordinates Aut(F) is a
finite non abelian subgroup G of GL(2,C) whose projectivization G¯ in PGL(2,C)
is a polyhedral group. The foliation F is defined by a G-semi-invariant polynomial
1-form ω, which can be expressed as a sum
ω = ∑
j∈J
ωj,
where J ⊂ {0, . . . , d+ 1} and each ωj is homogeneous of degree j. Observe that the
origin 0 ∈ C2 need to be a singularity of F , otherwise the tangent line to F at the
origin would define a fixed point of G¯, which is impossible because G¯ is a polyhedral
group. Then we have J ⊂ {1, . . . , d + 1}. Moreover, notice that ∣J ∣ ≥ 2, otherwise
ω would be homogeneous and Aut(F) would be infinite. Given any g ∈ G, there
exists a constant λ ∈ C∗ such that
∑
j∈J
g∗(ωj) = λ∑
j∈J
ωj.
Then, since g is linear we necessarily have
g∗(ωj) = λωj
for all j ∈ J , from which we conclude that each ωj is G-semi-invariant.
Lemma 7.1. Let ω ≠ 0 be a G-semi-invariant homogeneous 1-form of degree n.
Then we can express
ω = dP +Q(xdy − ydx),
where P and Q are G-semi-invariant polynomials, P is homogeneous of degree n+1
or P = 0, and Q is homogeneous of degree n − 1 or Q = 0. In particular, the sets of
lines P = 0 and Q = 0 are invariant by G.
Proof. Let ω = Adx +Bdy and define P = 1
n+1(Ax +By) and Q = 1n+1(Bx −Ay). A
straighforward computation — we only need to use the relations nA = xAx + yAy
and nB = xBx+yBy — shows that ω = dP +Q(xdy−ydx). It remains to prove that
P and Q are G-semi-invariant. Let g(x, y) = (ax+by, cx+dy) ∈ G. Since g∗(ω) = λω
for some λ ∈ C∗, we have
A(g)d(ax + by)+B(g)d(cx + dy) = λAdx + λBdy,
so that
A(g)a +B(g)c = λA,
A(g)b +B(g)d = λB.
Then
P (g) = 1
n + 1
[A(g)(ax + by)+B(g)(cx + dy)] = λP
and therefore P is semi-invariant by g. From the last equation we obtain
g∗(dP ) = d (P (g)) = λdP,
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so dP is semi-invariant by g. Then Q(xdy − ydx) = ω − dP is semi-invariant by g
and from this we easily obtain that Q is semi-invariant by g. 
Now we continue with the proof of Proposition 4.3. The projectivization G¯ is
the quotient of G by its subgroup H of transformations that are a multiple of
the identity. We will relate the order of H with the degree of the foliation. If∣H ∣ = n, we have that H is generated by an element of the form h = ξI, where ξ is
a primitive nth-root of unity. Since ω is semi-invariant by h there exist c ∈ C∗ such
that ∑h∗(ωj) = c∑ωj , that is
∑
j∈J
ξj+1ωj = c ∑
j∈J
ωj.
Then ξj+1 = c for all j ∈ J . Thus, if j1 < j2 are elements in J , we have ξj2−j1 = 1
and therefore n ≤ j2 − j1. We conclude that
∣H ∣ ≤ ∣j2 − j1∣, ∀j1, j2 ∈ J distinct. (7.1)
In particular we obtain
∣H ∣ ≤ d
and so
3(d2 + d + 1) ≤ ∣G∣ = ∣G¯∣ ∣H ∣ ≤ ∣G¯∣d. (7.2)
According to Lemma 7.1 we can express ωj = dPj +Qj(xdy−ydx) for each j ∈ J .
Notice the following facts:
(1) If d + 1 ∈ J , then Pd+1 is null: if ωd+1 ≠ 0, the foliation is generically
transverse to the line at infinity and we have ωd+1 = Q(xdy − ydx) for some
homogeneous polynomial Q. If this were the case, we would have
dPd+1 +Qd+1(xdy − ydx) = Q(xdy − ydx)
and it is easy to see that this would imply that Pd+1 = 0.
(2) The polynomial Pj is not null for some j ∈ J . Otherwise F would be the
radial foliation xdy − ydx = 0 and Aut(F) would be infinite.
Case 1: suppose that G¯ = T . Since ∣T ∣ = 12, Inequality (7.2) implies that d = 2. Take
j′ ∈ J such Pj′ ≠ 0. By the fact (1) above we have j′ ≤ d = 2, so that degPj′ ≤ 3.
Then the set Pj′ = 0 defines a set of order ≤ 3 in P1 which is invariant by the action
of T ; but this is a contradiction because the smallest orbit of T in P1 has order 4.
Case 2: suppose that G¯ = O. The smallest orbit of O has order 6 and it is well
known that, up to linear change of coordinates, we can assume that this orbit
corresponds to the 6 lines defined by the polynomial
P = xy(x4 − y4).
Since ∣O∣ = 24, Inequality (7.2) implies that d ≤ 6. Take ωj′ = dPj′ +Qj′(xdy − ydx)
with Pj′ ≠ 0. By the fact (1) above we have j′ ≤ d ≤ 6, so that degPj′ ≤ 7. Thus,
since Pj′ = 0 defines a finite set in P1 which is invariant by O and the smallest
orbits of O have orders 6 and 8, we conclude that degPj′ = 6, j′ = 5 and any other
Pj is null. Moreover, since P5 has degree 6 and P5 = 0 has to be an equation of
the 6 lines composing the orbit of order 6 of O, we have P5 = βP for some β ∈ C∗.
Observe that Q5 = 0, otherwise Q5 = 0 would define a set of order < 6 which would
be invariant by O. Then ω5 = βdP , hence d ≥ 5 and from Inequality (7.2) we obtain
that ∣H ∣ ≥ 4. Then, from Inequality (7.1) we deduce that the only other ωj ≠ 0 that
can exists — and actually exists because ω is not homegeneous — is ω1. Since P1
is null, we have ω1 = α(xdy − ydx) for some α ∈ C∗ and therefore
ω = α(xdy − ydx) + βdP.
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By doing the substitution (x, y) ← (λx,λy) with λ4 = α/β we obtain the 1-form
αλ2 (xdy − ydx + dP ) ,
so that F = P5.
Case 2: suppose that G¯ = I. The smallest orbit of O has order 12 and it is well
known that, up to linear change of coordinates, we can assume that this orbit
corresponds to the 12 lines defined by the polynomial
P = xy(x10 + 11x5y5 − y10).
Since ∣I ∣ = 60, Inequality (7.2) implies that d ≤ 18. Take ωj′ = dPj′ +Qj′(xdy − ydx)
with Pj′ ≠ 0. By the fact (1) above we have j′ ≤ d ≤ 18, so that degPj′ ≤ 19. Thus,
since Pj′ = 0 defines a finite set in P1 which is invariant by I and the smallest orbits
of I have orders 12 and 20, we conclude that degPj′ = 12, j′ = 11 and any other Pj
is null. Moreover, since P11 has degree 12 and P11 = 0 is an equation of the 12 lines
composing the orbit of order 12 of I, we have P11 = βP for some β ∈ C∗. Recall
that Qj = 0 defines a set of order degQj = j − 1 ≤ d ≤ 18 in P1, which is invariant
by I. Thus, since the smallest orbits of I have orders 12 and 20, we necessarily
have degQj ∈ {0,12}. If deg(Qj) = 12, we have that ω13 ≠ 0 and, since ω11 is also
nonzero, Inequality (7.1) gives ∣H ∣ ≤ 2, which together with Inequality (7.2) gives
d ≤ 5, a contradiction. Thus we can only have deg(Qj) = 0, so that the unique
other ωj that can exists — and actually exists because ω is not homogeneous — is
ω1. Since P1 is null, there exists α ∈ C∗ such that
ω = α(xdy − ydx) + βdP.
By doing the substitution (x, y) ← (λx,λy) with λ10 = α/β we obtain the 1-form
αλ2 (xdy − ydx + dP ) ,
so that F = P11. 
8. Poincare´ series and a Molien-type formula
To study the foliations invariant by a primitive subgroup of PGL(3,C) we change
our approach to a more direct one through representations of these groups. We refer
to [14] for the basic results of Invariant Theory.
Let M =⊕d≥0Md be a graded vector space such that dimC(Md) <∞ for each d.
The Poincare´ series of M is defined by
P (M ; t) = ∑
d≥0
dimC(Md)td.
WhenM is a finitely generated module over a complex polynomial ring, the Hilbert-
Serre theorem says that P (M,t) is a rational function of the variable t. Given a
finite group G, a graded G-module M and a character χ ∶ G Ð→ C∗, the Reynolds
operator Rχ ∶M Ð→M is defined by
Rχ(m) = 1∣G∣ ∑ϕ∈Gχ(ϕ)
−1ϕ ⋅m, m ∈M.
It is an idempotent graded operator whose image is the submodule Mχ of G-semi-
invariants with character χ. In particular, the dimension of each homogeneous
component of Mχ is given by the trace of the appropriate restriction of Rχ. For
instance, let M = C[X0, . . . ,Xn]. For a faithful representation G Ð→ GL(n + 1,C)
Molien’s formula exhibits the rational function:
P (Mχ; t) = 1∣G∣ ∑g∈G
χ(g)
det(I − tg) . (8.1)
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Given a finite subgroup G < GL(3,C) and a character χ ∶ G Ð→ C∗, we want to
describe the homogeneous vector fields v on C3 with div(v) = 0 that are G-semi-
invariant — see Section 2. Since the arguments are valid in any dimension, we
state and prove our main result for a finite dimensional vector space W . Suppose
that G < GL(W ) is a finite group. Thus, we are interested in the G-module V
of polynomial vector fields whose divergence is zero. The action is given by the
pushforward and the grading is given by the degree. Recall that when W = C3 we
have Vd = H0(P2, TP2(d − 1)). The following theorem is a Molien-type formula.
Theorem 8.1. Let G < GL(W ) be a finite group and let χ ∶ GÐ→ C∗ be a charac-
ter. Then
P (V χ; t) = 1∣G∣ ∑ϕ∈G
χ(ϕ)(tr(ϕ−1) − t)
det(I − tϕ) .
Proof. First notice that the space of homogeneous polynomials of degree d on W
is naturally identified with Sd(W ∨), the symmetric power of the dual space. The
space of degree d homogeneous vector fields is naturally identified with Sd(W ∨)⊗W .
Let v ∈ Sd(W ∨)⊗W be a homogeneous vector field. For any ϕ ∈ GL(W ) we have
div(ϕ∗v) = div(v) ○ϕ−1. Then Vd is a GL(W )-submodule of Sd(W ∨)⊗W . On the
other hand, for a homogeneous polynomial P we have ϕ∗(PR) = (P ○ϕ−1)R, where
R is the radial vector field. This gives us the exact sequence of GL(W )-modules
0Ð→ Sd−1(W ∨)Ð→ Sd(W ∨)⊗W Ð→ Vd Ð→ 0, (8.2)
where the GL(W )-action works as follows. Given p ∈ Sd(W ∨), w ∈ W and ϕ ∈
GL(W ) we have ϕ⋅w = ϕ(w), ϕ⋅p = p○ϕ−1 = Sd(ϕ−1)T (p) and ϕ⋅(p⊗w) = ϕ⋅p⊗ϕ⋅w,
where Sd(ϕ) is the matrix symmetric power and the T superscript stands for the
transpose. Let us denote
C[W ] =⊕
d≥0
Sd(W ∨).
Then taking the direct sum on each term of the sequence (8.2) gives the sequence
of graded GL(W )-modules
0Ð→ C[W ]Ð→ C[W ]⊗W Ð→ V Ð→ 0,
where the first map has degree one and the second has degree zero. Applying the
Reynolds operator associated to G and χ we have
0Ð→ C[W ]χ Ð→ (C[W ]⊗W )χ Ð→ V χ Ð→ 0.
From the degrees of the maps, the Poincare´ series of V χ is computed by
P (V χ; t) = P ((C[W ]⊗W )χ; t) − tP (C[W ]χ; t).
We will now calculate the right hand side of this equation. From the definition of
Rχ we have
dim(C[W ]d⊗W )χ = 1∣G∣ ∑ϕ∈G tr(χ(ϕ)
−1Sd(ϕ−1)T⊗ϕ) = 1∣G∣ ∑ϕ∈Gχ(ϕ)
−1 tr(ϕ) tr(Sd(ϕ−1)).
On the other hand,
∑
d≥0
χ(ϕ)−1 tr(ϕ) tr(Sd(ϕ−1))td = χ(ϕ)−1 tr(ϕ)∑
d≥0
tr(Sd(ϕ−1))td = χ(ϕ)−1 tr(ϕ)
det(I − tϕ−1)
and it follows that
P ((C[W ]⊗W )χ; t) = 1∣G∣ ∑ϕ∈G∑d≥0χ(ϕ)
−1 tr(ϕ) tr(Sd(ϕ−1)td
=
1
∣G∣ ∑ϕ∈G
χ(ϕ) tr(ϕ−1)
det(I − tϕ) . (8.3)
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The computation of P (C[W ]χ; t) follows analogously:
P (C[W ]χ; t) = 1∣G∣ ∑ϕ∈G
χ(ϕ)
det(I − tϕ) . (8.4)
Combining (8.3) and (8.4) we conclude that
P (V χ; t) = P ((C[W ]⊗W )χ; t) − tP (C[W ]χ; t) = 1∣G∣ ∑ϕ∈G
χ(ϕ)(tr(ϕ−1) − t)
det(I − tϕ) .

9. Primitive groups
This section is devoted to prove propositions 4.6 and 4.7. Let Aut(F) < PGL(3,C)
be a transitive primitive group. We can take5 a finite group G < GL(3,C) whose
projectivization is equal to Aut(F). Let v be a homogeneous vector field in C3
with div(v) = 0 that induces F . Then v is G-semi-invariant. Note that this works
for any choice of G since v is homogeneous.
In the following subsections we analyze each of the possibilities — described in
the subsections 4.4 and 4.5 — for Aut(F). For each of these cases we use Theorem
8.1 to determine the possible vector fields v such that ∣Aut(F)∣ ≥ 3(d2+d+1). After
our study, the proofs of the propositions 4.6 and 4.7 will be clearly finished. All
representations and character tables come from [17], except for the Hessian group
that comes from [2]. We also remark that all Poincare´ series were calculated in a
computer algebra system.
9.1. The Hessian Group. To do the computations we will follow [2]. Suppose
that Aut(F) is the Hessian group. Then we can take G equal to the triple cover of
order 648 in GL(3,C) generated by the pseudo-reflections
R1 =
⎛⎜⎝
1 0 0
0 1 0
0 0 λ2
⎞⎟⎠ , R2 =
1√
−3
⎛⎜⎝
λ λ2 λ2
λ2 λ λ2
λ2 λ2 λ
⎞⎟⎠ , R3 =
⎛⎜⎝
1 0 0
0 λ2 0
0 0 1
⎞⎟⎠ ,
where λ is a primitive cubic root of unity. The multiplicative characters are deter-
mined by their image of any element on the conjugacy class of R1, see [2], hence
there are three possibilities: the trivial character χ0(R1) = 1 and χi(R1) = λi for
i = 1,2. Then we compute the functions:
P (V G; t) = t19 + t16 + t13 + t10 + t7 + t4(1 − t9)(1 − t12)(1 − t18) = t4 + t7 + t10 + 2t13 + 3t16 + . . .
P (V χ1 ; t) = t31 + t28 + t25 + t22 + t19 + t16(1 − t9)(1 − t12)(1 − t18) = t16 + t19 + t22 + 2t25 + 3t28 + . . .
P (V χ2 ; t) = −t37 + t28 + t25 + t22 + 2t19 + t16 + t13(1 − t9)(1 − t12)(1 − t18) = t13 + t16 + 2t19 + . . . (9.1)
The inequality 216 = ∣Aut(F)∣ ≥ 3(d2+d+1) implies that d ≤ 7. By the formulas
(9.1), the possible degrees are d = 4,7 and there is exactly one foliation with each
degree. Then, these foliations are necessarily the Hessian foliations H4 and H7.
9.2. The normal subgroup E of the Hessian Group. Suppose that Aut(F)
is the subgroup E of the Hessian group as presented in Subsection 4.4. From the
inequality 36 = ∣Aut(F)∣ ≥ 3(d2 + d + 1), we see that d = 2 is the only possibility.
It is not difficult to prove that the orbits in P2 by the action of E have at least 6
elements. Thus, since Sing(F) is a union of orbits of E and ∣Sing(F)∣ ≤ d2+d+1 = 7
we conclude that Sing(F) is an orbit O of E. Then F has at least 6 singularities,
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all of them having the same Milnor number µ ∈ N. Since the sum of these Milnor
numbers is equal to 7, we necessarily have µ = 1 and ∣O∣ = 7, which is a contradiction
because 7 does not divide 36. Thus there is no foliation F satisfying our hypotheses.
9.3. The normal subgroup F of the Hessian Group. Suppose that Aut(F)
is the subgroup F of the Hessian group as presented in Subsection 4.4. From the
inequality 72 = ∣Aut(F)∣ ≥ 3(d2 + d + 1), we obtain d ≤ 4. Clearly the set O12 ⊂ P2
composed by the twelve singularities of the singular cubics of the Hesse pencil is
invariant by F — see [1] for the explicit list of this points. By a straightforward
computation we can verify that O12 is actually an orbit of F . Observe that the
point [0 ∶ 0 ∶ 1] ∈ O12 is fixed by the subgroup F0 ◁ F generated by S and
T 2V 2∶ [X ∶ Y ∶ Z]↦ [Y ∶ X ∶ Z].
It is easy to see that F0 does not fix any line through [0 ∶ 0 ∶ 1]. Then [0 ∶ 0 ∶ 1]
is necessarily a singularity of F , otherwise the tangent line to F at [0 ∶ 0 ∶ 1]
would be fixed by F0. Then the twelve points of O12 are singularities of F . These
singularities are simple because F has at most d2 + d+ 1 ≤ 21 singularities counting
multiplicities. We can not have F = O12 because the equation d2 +d+1 = 12 has no
solutions. Then F contains at least one orbit other than O12, which has at most
nine points. We need the following fact about the group F , which is not difficult to
prove: the set of nine base points of the Hesse Pencil is an orbit of F — we denoted
it by O9 — and any other orbit has more than nine points. Thus, we deduce that
Sing(F) = O9∪O12 and that F has only simple singularities. Recall that a foliation
with simple singularities is determined by its singular set — see [5]. Then, since
H4 has simple singularities and Sing(H4) = O9 ∪O12, we conclude that F =H4.
9.4. The Icosahedral group A5. This group has a lift to SL(3,C) that is iso-
morphic to itself. We can use the following presentation:
G = ⟨A,B∣A2 = B3 = (AB)5 = 1⟩
with generators
A =
⎛⎜⎝
−1 0 0
0 −1 0
r r 1
⎞⎟⎠ , B =
⎛⎜⎝
0 1 0
0 0 1
1 0 0
⎞⎟⎠ ,
where r is the golden ratio 1+
√
5
2
. Since G is a simple group, the only possible
multiplicative character is the trivial one, hence
P (V G; t) = −t16 + t14 + t10 + t9 + t6 + t5(1 − t10)(1 − t6)(1 − t2) = t5 + t6 + t7 + t8 + 2t9 + . . . (9.2)
However, the inequality 60 ≥ 3(d2 + d + 1) implies d ≤ 3, so that no foliation under
our hypotheses.
9.5. The Klein Group PSL(2,7). This group is the celebrated automorphism
group of the Klein quartic of equation X3Y + Y 3Z + Z3X = 0 which attains the
Hurwitz bound; it has genus 3 and 168 = 84(g−1) automorphisms. The Klein group
is simple and it has a representation in SL(3,C) given by
G = PSL(2,7) = ⟨A,B∣A2 = B3 = (AB)7 = [A,B]4 = 1⟩
with generators
A =
⎛⎜⎝
1 −1 − r r
0 −1 0
0 0 −1
⎞⎟⎠ , B =
⎛⎜⎝
0 1 0
0 0 1
1 0 0
⎞⎟⎠ ,
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where r = −1+
√−7
2
. Since this group is simple, we only have the trivial character
and therefore
P (V G; t) = −t22 + t18 + t16 + t11 + t9 + t8(1 − t14)(1 − t6)(1 − t4) = t8 + t9 + t11 + t12 + t13 + . . . (9.3)
The inequality 168 ≥ 3(d2 + d + 1) implies that d ≤ 6, so that no foliation satisfies
our hypotheses.
9.6. The Valentiner group A6. This group has a perfect triple cover in SL(3,C)
of order 1080 given by
G = ⟨A,B∣A2 = B4 = (AB)15 = (AB2)5 = [(AB)5,A] = 1⟩
with generators
A =
⎛⎜⎝
−1 0 0
0 0 1
0 1 0
⎞⎟⎠ , B =
⎛⎜⎝
0 1 0
−1 0 0
α β 1
⎞⎟⎠ ,
where α = −ξ7 − ξ13, β = −ξ2 − ξ8 for some primitive 15th root of unity ξ. Although
the Valentiner group is not simple, it is perfect — this means [G,G] = G. Then we
have only the trivial character and therefore
P (V G; t) = −t46 + t40 + t34 + t25 + t19 + t16(1 − t30)(1 − t12)(1 − t6) = t16 + t19 + t22 + 2t25 + . . . (9.4)
Also in this case there is no foliation under our hypotheses, since the inequality
360 ≥ 3(d2 + d + 1) implies d ≤ 10.
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