Abstract: According to the limitation of the principle of outlier detection based on wavelet, this paper proposes a new outlier detection method called Wavelet-Hidden Markov Model (W-HMM) algorithm. In this algorithm, the signal is decomposed in some scale, and when the wavelet decompositions of the signal are different from the most other wavelet decompositions, the signal will be seen as potential outlier. Aiming to make further accurate judgement, the similarity measure between the wavelet coefficient of this signal and that of normal signal will be done, and the final confirming is made by Viterbi algorithm which is used to HMM. The validity and practicality are proved by experimentation and application in this paper.
INTRODUCTION
The process data in the control industry can reflect the real-time situation of the overall control system. Therefore, the model parameters identification, process monitoring, fault diagnosis and end point prediction methods based on process data are widely used by people. However, due to the complicated on-site environment and sensor failures, it is difficult to avoid some erroneous data in the process data. The presence of these erroneous data directly affects the accuracy of the above data-based analysis methods. Therefore, it is very important to control the anomaly detection of process data.
In mathematics, the definition of anomaly is: The mutation of function amplitude or derivative is described by Lipschitz exponent, that is, the smaller the Lipschitz exponent is, the greater the possibility of anomaly [1] . Mallat [2] established the relationship between Lipschitz exponent and wavelet coefficients in 1992, and proposed the principle of wavelet transform modulus maximum analysis of abnormal data and was widely used in various fields by later generations [3, 4] . However, for the control process data, because it fluctuates greatly during the initial adjustment process, if the abnormality of the signal is judged only through the abrupt change of the amplitude or the derivative, it is less suitable; Secondly, the principle of modular maxima of wavelet transform considers white noise as an abnormal signal [5] , that is, both the white noise and the Lipschitz exponent of abnormal data are less than zero, and show the same characteristics (as the scale increases, the modulus maxima will decrease). Therefore, using Mallat's wavelet transform modulus maximum principle is not easy to distinguish between noise signals and abnormal signals.
Considering the shortcomings of the existing wavelet methods, this paper proposes a W-HMM (Wavelet-Hidden Markov Model)-based abnormal data detection method for control process. This method is different from Mallat's idea of the modular maxima principle. Instead, it uses the basic features of wavelet transform to detect abnormal data, thus avoiding the difficulty of distinguishing between noise and abnormal data due to the modular maxima principle method. In order to avoid setting the detection threshold in advance, this method uses the Viterbi algorithm for solving HMM optimal state hidden chain to obtain the detection result of abnormal data [6] . Taking into account the large amount of data in the process data, the need for real-time detection and other characteristics, this article adopts an improved recursive wavelet transform (IRWT) that can run online to ensure the real-time detection process. Through verification and application, we can see that the abnormal data detection method based on Wavelet-HMM can accurately detect the outliers in the process data, and prove the effectiveness and practicality of the method.
WAVELET HMM ABNORMAL DATA DETECTION METHOD
Based on the Wavelet-HMM detection algorithm, the wavelet transform can simultaneously describe the characteristics of the signal in time and frequency, and the detected data is subjected to wavelet decomposition at a certain frequency, and the data anomaly is judged according to the change of the decomposed wavelet coefficient. That is, the algorithm considers that the normal signal should be composed of several signals with a fixed frequency [7] . The wavelet coefficient should fluctuate within a certain range. When the signal is abnormal, the wavelet coefficient will also change. Therefore, we can judge the abnormal situation of data by monitoring the change of wavelet coefficients. According to this idea, the detection algorithm based on Wavelet-HMM first performs wavelet decomposition on a certain scale in the data to be detected. Second, Gaussian function is used to detect the similarity between the wavelet coefficients and the normal data wavelet coefficients. Finally, the Viterbi algorithm is used to obtain the Markov state hidden chain which representative data anomalies. The entire detection process does not need to set the detection threshold, can be detected online, and the amount of calculation is small.
Improve recursive wavelet algorithm
In 1996 Chaari proposed a damping wavelet in the form of [8] : However, since the wavelet-based recursive wavelet transform (Recursive Wavelet Transform) is composed of a combination of a positive transform and an inverse transform, the inverse transform needs to use the wavelet coefficients at a future time, and the amount of calculation is large. Therefore, the literature [9] proposed an improved recursive wavelet transform algorithm.
Define the function: Decomposition and discretization of the signal ) (t x according to the wavelet of equation (3) is:
The formula (4) is expressed as a convolution:
Among them, T is the sampling period; n k, is the integer mark sampling point; f is the reciprocal of the scale;
The Z-transformation of (5) can turn the convolutional form into a product form:
can be expressed as: ) (
In which 
Converting equation (8) into discrete form is the formula for improving recursive wavelet decomposition: From equation (9), we can know that the initial six wavelet coefficients can be calculated according to equation (4) , and the wavelet coefficients at the current time can be calculated by using the signals of the first five moments and the wavelet coefficients of the first six moments. Based on this, online wavelet decomposition is implemented to meet the requirements of online abnormal data detection. Since the wavelet in (3) is a tightly supported wavelet, initializing the wavelet coefficients requires only supporting data within the range, without all data.
HMM and its Viterbi algorithm

HMM Structure
HMM is a first-order double stochastic process consisting mainly of two parts [10, 11] : One of them is the 
Viterbi algorithm
The Viterbi algorithm is widely used by scholars to solve the optimal sequence problem in three problems of HMM [12, 13] . In order to make the Viterbi algorithm determine the value of the state chain online, [14] gives the real-time calculation method of Viterbi algorithm: 
Dynamic Update Parameters
Wavelet-HMM detection algorithm needs to be updated online to adapt to time-varying system parameters: normal wavelet coefficient mean 
Among them, r is forgetting factor, if the data is abnormal data, in order to avoid its impact on of the situation where the data state is i at the previous moment and j is the data state at the latter moment [15] . Since the proportion of abnormal data in the data to be detected is often small, when the initial value of the state transition matrix is set, this should be taken into consideration, ie, 11 a and 01 a should be correspondingly large. With the on-line detection, the state transition matrix is continuously updated according to (15) . As the time increases, the subsequent state transition matrix will be more in line with the actual situation of the data to be detected. Therefore, the influence of the initial value of the state transition matrix on the overall detection result should be less than the detection threshold.
VERIFICATION AND APPLICATION
Verification
In order to verify the validity of Wavelet-HMM detection algorithm, this paper uses three models to generate three sets of data to verify the algorithm:
(1) Utilize the mechanism model of the electrode adjustment system of the three-phase AC arc furnace to generate the output signal of a set of electrode regulation systems, and add 10% white noise and 14 abnormal points to simulate the collapse and arc breaking of the actual electrode regulation system. Anomalies such as the signal to be detected and the test results are shown in Figure 1; (2) Add 10% white noise and 18 abnormal points to the sine signal of amplitude 5 to form the second group of signals to be detected; the signal and the detection result are shown in Figure 2 ; (3) Using the model in the Alex Alexandridis paper [16] : Generate the third set of data to be tested and add 10% white noise and eight outliers to it. The data and test results are shown in Figure 3 .
In the three diagrams, (a) is the signal to be detected, the abscissa is the sampling point, and the ordinate is the signal amplitude; (b) is the wavelet decomposition in a certain scale, the abscissa is the sampling point, and the ordinate is the wavelet coefficient amplitude; From the three figures (b), it can be seen that the abnormity of the wavelet coefficients at the location of the anomaly is significantly different from that of the normal signal. In the three figures (c) are the detection results, the abscissa is still the sampling point, the ordinate is the detection result, "1" indicates that the data is normal, and "0" is abnormal. Among them, all abnormal points are detected in Figure 1 -(c), and there are no missed detections and false detections. The accuracy rate is 100%. Figure 2 -(c) has a misdetection at the initial stage. The accuracy rate was 99.93%; Figure 3 -(c) also had a false detection in the initial stage with an accuracy of 99.9%. Therefore, we can see from the above three groups of detection results that the detection algorithm based on Wavelet-HMM can detect the outliers in the signal more accurately and have good anti-noise ability. ; the second problem is the initial value of HMM state transition matrix A ; Due to the above two reasons, there was a detection error at the beginning of the test. If more data can be used to make more accurate estimation of the above parameters before detection, the error can be effectively avoided.
CONCLUSIONS
This paper proposes anomaly data detection algorithm based on wavelet Hidden Markov Model, aiming at the limitations of the existing wavelet for defining abnormal data (the point where the function or its derivative discontinuity is abnormal data) and the deficiency of the detection process. The algorithm is based on the most basic principle of wavelet decomposition, using the improved recursive wavelet decomposition algorithm that can be decomposed online to decompose the test data at a certain scale. If the decomposed wavelet coefficient is obviously different from the other wavelet coefficients, the abnormal point is considered to exist. The combination of wavelet and HMM effectively avoids the need to set the detection threshold in advance. Through verification, it can prove the validity of the wavelet-HMM-based anomaly data detection algorithm, and its anti-noise and practicality.
