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The Emergence of Industrial
Control Networks for
Manufacturing Control,
Diagnostics, and Safety Data
There is wide use of Ethernet for system diagnostics and control, and inclusion
of safety features on the same network is being debated; the trend is towards
wireless communications.
By James R. Moyne, Member IEEE,and Dawn M. Tilbury, Senior Member IEEE
ABSTRACT| The most notable trend in manufacturing over the
p a s tf i v ey e a r si sp r o b a b l yt h em o v et o w a r d sn e t w o r k sa ta l l
levels. At lower levels in the factory infrastructure, networks
provide higher reliability, visibility, and diagnosability, and
enable capabilities such as distributed control, diagnostics,
safety, and device interoperability. At higher levels, networks
can leverage internet services to enable factory-wide automat-
ed scheduling, control, and diagnostics; improve data storage
and visibility; and open the door to e-manufacturing.
This paper explores current trends in the use of networks for
distributed,multilevel control, diagnostics, and safety. Network
performance characteristics such as delay, delay variability,
and determinism are evaluated in the context of networked
control applications. This paper also discusses future network-
ing trends in each of these categories and describes the actual
application of all three categories of networks on a reconfigur-
able factory testbed (RFT) at the University of Michigan.
Control, diagnostics, and safety systems are all enabled in the
RFT utilizing multitier networked technology including Device-
Net, PROFIBUS, OPC, wired and wireless Ethernet, and Safe-
tyBUS p. This paper concludes with a discussion of trends in
industrial networking, including the move to wireless for all
categories, and the issues that must be addressed to realize
these trends.
KEYWORDS | Diagnostic networks; e-diagnostics; industrial
control networks; manufacturing control; network delay char-
acterization; network delay variability; network performance;
networked control systems; safety networks
I. INTRODUCTION: TRENDS IN
MANUFACTURING NETWORKS
Control networks can replace traditional point-to-point
wired systems while providing a number of advantages.
Perhaps the simplest but most important advantage is the
reduced volume of wiring. Fewer physical potential points
of failure, such as connectors and wire harnesses, results in
increased reliability. Another significant advantage is that
networks enable complex distributed control systems to be
realized in both horizontal (e.g., peer-to-peer coordinated
control among sensors and actuators) and vertical (e.g.,
machine to cell to system level control) directions. Other
documented advantages of networks include increased
capability for troubleshooting and maintenance, enhanced
interchangeability and interoperability of devices, and
improved reconfigurability of control systems [32].
With the return-on-investment of control networks
clear, the pace of adoption continues to quicken, with the
primary application being supervisory control and data
acquisition (SCADA) systems [36]. These networked
SCADA systems often provide a supervisory-level factory-
wide solution for coordination of machine and process
diagnostics, along with other factory floor and operations
information. However, networks are being used at all
levels of the manufacturing hierarchy, loosely defined as
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terprise. Within the manufacturing domain, the applica-
tion of networks can be further divided into subdomains of
Bcontrol,[B diagnostics,[ and Bsafety.[ Control network
operation generally refers to communicating the necessary
sensory and actuation information for closed-loop control.
The control may be time-critical, such as at a computer
numeric controller (CNC) or servo drive level, or event-
based, such as at a programmable logic controller (PLC)
level. In the control subdomain, networks must guarantee
a certain level of response time determinism to be
effective. Diagnostics network operation usually refers to
the communication of sensory information as necessary to
deduce the health of a tool, product, or system; this is
differentiated from Bnetwork diagnostics[ which refers to
deducing the health of the network [17], [25], [26], [51].
Systems diagnostics solutions may Bclose-the-loop[
around the diagnostic information to implement control
capabilities such as equipment shutdown or continuous
process improvement; however, the performance require-
ments of the system are primarily driven by the data
collection, and actuation is usually event based (i.e., not
time dependent). An important quality of diagnostics
networks is the ability to communicate large amounts of
data; determinism is usually less important than in con-
trol networks. Issues of data compression and security can
also play a large role in diagnostic networks, especially
when utilized as a mechanism for communication between
user and vendor to support equipment e-diagnostics [10],
[25], [51]. Safety is the newest of the three network
subdomains but is rapidly receiving attention in industry
[35]. Here, network requirements are often driven by
standards, with an emphasis on determinism (guaranteed
response time), network reliability, and capability for self-
diagnosis [22].
Driven by a desire to minimize cost and maximize
interoperability and interchangeability, there continues to
be a movement to try to consolidate around a single net-
work technology at different levels of control and across
different application domains. For example, Ethernet,
which was widely regarded as a high level-only commu-
nication protocol in the past, is now being utilized as a
lower level control network. This has enabled capabilities
such as web-based Bdrill-down[ (focused data access) to
the sensor level [28], [51]. Also, the debate continues on
the consolidation of safety and control on a single
network [22].
This movement towards consolidation, and indeed the
technical selection of networks for a particular application,
revolves around evaluating and balancing quality of service
(QoS) parameters. Multiple components (nodes) are vying
f o ral i m i t e dn e t w o r kb a n d w i d t h ,a n dt h e ym u s ts t r i k ea
balance with factors related to the time to deliver in-
formation end-to-end between components. Two para-
meters that are often involved in this balance are network
average speed and determinism; briefly, network speed is a
function of the network access time and bit transfer rate,
while determinism is a measure of the ability to com-
municate data consistently from end to end within a
guaranteed time.
Network protocols utilize different approaches to
provide end-to-end data delivery. The differentiation could
be at the lowest physical level (e.g., wired versus wireless)
up through the mechanism at which network access is
negotiated, all the way up through application services that
are supported. Protocol functionality is commonly de-
scribed and differentiated utilizing the International
Standards OrganizationVOpen Systems Interconnection
(ISO-OSI) seven-layer reference model [24]. The seven
layers are physical, data link, network, transport, session,
presentation, and application.
The network protocol, specifically the media access
control (MAC) protocol component, defines the mecha-
nism for delegating this bandwidth in such a way so that
the network is Boptimized[ for a specific type of com-
munication (e.g., high data packet size with low
determinism versus small data packet size with high
determinism). Over the past decade Bbus wars[ (referring
to sensor bus network technology) have resulted in serious
technical debates with respect to the optimal MAC ap-
proach for different applications [15], [39].
O v e rt h ep a s tf i v ey e a r s ,h o w e v e r ,i th a sb e c o m em o r e
and more evident that the pervasiveness of Ethernet,
especially in domains outside of manufacturing control
(e.g., the internet), will result in its eventual dominance
in the manufacturing control domain [6], [14], [45]. This
movement has been facilitated in large part by the
emergence of switch technology in Ethernet networks,
which can increase determinism [38]. While it is not
clear yet whether or not Ethernet is a candidate for
safety networking, it is a strong contender in the control
subdomain and has achieved dominance in diagnostics
networking [36].
The body of research around control networks is very
deep and diverse. Networkspresent challenges oftiming in
control systems but also opportunities for new control
directions enabled by the distribution capabilities of
control networks. For example, there has been a signifi-
c a n ta m o u n to fr e c e n tw o r ko nn e t w o r k e dc o n t r o ls y s t e m s
[2], [11]. Despite this rich body of work, one important
aspect of control networks remains relatively untouched in
the research community: the speed of the devices on the
network. Practical application of control networks often
r e v e a l st h a td e v i c es p e e d sd o m i n a t ei nd e t e r m i n i n gs y s t e m
performance to the point that the speed and determinism
(network QoS parameters) of the network protocol are
irrelevant [31], [38] [46]. Unfortunately, the academic
focus on networks in the analysis of control network
systems, often with assumptions of zero delay of devices,
has served to further hide the fact that device speed is
often the determining factor in assessing networked
control system performance.
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works for control, diagnostics, and safety in manufacturing.
Specifically, the parameterization of networks with respect
to balancing QoS capabilities is explored in Section II. This
parameterization provides a basis for differentiat-
ing industrial network types, which is provided in
S e c t i o nI I I ;h e r e ,c o m m o nn e t w o r kp r o t o c o l
approaches are introduced and then differentiated
with respect to functional characteristics. The
impact of device performance is also identified.
In Section IV, network applications within the
domain of manufacturing are explored; these
include application subdomains of control, diag-
nostics, and safety, as well as different levels of
control in the factory such as machine level, cell
level, and system level. An example of a multilevel
factory networking solution that supports net-
worked control, diagnostics, and safety is provided
in Section V. This paper concludes with a discussion of
future trends in industrial networks with a focus on the
move to wireless networking technology.
II. PARAMETERIZATION OF
INDUSTRIAL NETWORKS: BALANCING
QoS CAPABILITIES
The function of a network is to transmit data from one
node to another. Different types of industrial networks use
different mechanisms for allocating the bandwidth on the
network to individual nodes and for resolving contentions
among nodes. Briefly, there are three common mecha-
nisms for allocating bandwidth: time-division multiplexing,
random-access with collision detection, and random-
access with collision avoidance. In time-division multi-
plexing, the access time to the network is allocated in a
round-robin fashion among the nodes, either by passing a
token (e.g., ControlNet) or having a master poll the slaves
(e.g., AS-I). Because the bandwidth is carefully allocated,
no collisions will occur. If random access to the network is
allowed, collisions can occur if two nodes try to access the
network at the same time. The collision can be destructive
or nondestructive. With a destructive collision, the data is
corrupted and both nodes must retransmit (e.g., Ethernet).
With a nondestructive collision, one node keeps transmit-
ting and the other backs off (e.g., CAN); in this case, the
data is not corrupted. Collision avoidance mechanisms
(e.g., WiFi) use random delay times to minimize the
probability that two nodes will try to transmit at the same
time, but collisions can still occur. These mechanisms and
the most common network protocols that use them will
be discussed in more detail in Section III.
Although any network protocol can be used to send
data, each network protocol has its pros and cons. In
addition to the protocol, the type and amount of data to be
transmitted is also important when analyzing network
performance: will the network carry many small packets
of data frequently or large packets of data infrequently?
Must the data arrive before a given deadline? How many
nodes will be competing for the bandwidth, and how will
the contention be handled?
Unfortunately, the academic
focusonnetworksintheanalysis
of control network systems...
has served to further hide the
factthatdevicespeedisoftenthe
determining factor in assessing
networked control system
performance.
The QoS of a network is a multidimensional parame-
terized measure of how well the network performs this
function; the parameter measures include the speed and
bandwidth of a network (how much data can be trans-
mitted in a time interval), the delay and jitter associated
with data transmission (time for a message to reach its
destination, and repeatability of this time), and the
reliability and security of the network infrastructure
[54]. When using networks for control, it is often im-
portant to assess determinism as a QoS parameter, spe-
cifically evaluating whether message end-to-end
communication times can be predicted exactly or approx-
imately, and whether these times can be bounded.
In this section, we will review the basic QoS measures
of industrial networks, with a focus on time delays, since
they are typically the most important element determin-
ing the capabilities of an industrial control system. In
Section III, more detailed analysis of the delays for spe-
cific networks will be given. The section concludes with
a brief discussion of QoS of networked systems as it
relates to the QoS of the associated enabling network
technology.
A. Speed and Bandwidth
The bandwidth of an industrial network is given in
terms of the number of bits that can be transmitted per
second. Industrial networks vary widely in bandwidth,
including CAN-based networks, which have a maximum
data rate of 1 Mb/s, and Ethernet-based networks, which
can support data rates up to 1 Gb/s
1;a l t h o u g h ,m o s t
networks currently used in the manufacturing industry are
based on 10- and 100-Mb/s Ethernet. DeviceNet, a
commonly used network in the manufacturing industry,
is based on CAN and has a maximum data rate of 500 kb/s.
The speed is the inverse of the data rate, thus the time to
110-Gb/s solutions are available with fiber optic cabling.
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1-Mb/s CAN and 100 ns for 10-Mb/s Ethernet.
T h ed a t ar a t eo fan e t w o r km u s tb ec o n s i d e r e dt o g e t h e r
with the packet size and overhead. Data is not just sent
across the network one bit at a time. Instead, data is en-
capsulated into packets, with headers specifying the
source and destination addresses of the packet, and often
a checksum for detecting transmission errors. All in-
dustrial networks have a minimum packet size, ranging
from 47 bits for CAN to 84 bytes for Ethernet. A
minimum Binterframe time[ between two packets is re-
quired between subsequent messages to ensure that each
packet can be distinguished individually; this time is
specified by the network protocol.
The transmission time for a message on the network
can be computed from the network’s data rate, the message
size, and the distance between two nodes. Since most of
these quantities can be computed exactly (or approximated
closely), transmission time is considered a deterministic
parameter in a network system. The transmission time can
be written as the sum of the frame time and the prop-
agation time
Ttx ¼ Tframe þ Tprop
where Tframe is the time required to send the packet across
the network and Tprop is the time for a message to
propagate between any two devices. Since the typical
transmission speed in a communication medium is
2   108 m/s, the propagation time Tprop is negligible on
a small scale. In the worst case, the propagation delays
from one end to the other of the network cable for two
typical control networks are Tprop ¼ 67:2  sf o r2 5 0 0 - m
Ethernet,
2 and Tprop ¼ 1  s for 100-m CAN. The propa-
gation delay is not easily characterized because the
distance between the source and destination nodes is not
constant among different transmissions, but typically it is
less than 1  s( i ft h ed e v i c e sa r el e s st h a n1 0 0ma p a r t ) .
Some networks (e.g., Ethernet) are not a single trunk but
have multiple links connected by hubs, switches, and/or
routers that receive, store, and forward packets from
one link to another. The delays associated with these
interconnections can dominate propagation delays in a
complex network and must also be considered when
determining transmission delays [40].
The frame time Tframe depends on the size of the data,
the overhead, any padding, and the bit time. Let Ndata be
the size of the data in terms of bytes, Novhd be the number
ofbytesusedas overhead,Npad bethe numberofbytesused
to pad the remaining part of the frame to meet the
minimum frame size requirement, and Nstuff be the
number of bytes used in a stuffing mechanism (on some
protocols).
3 The frame time can then be expressed by the
following:
Tframe ¼½ Ndata þ Novhd þ Npad þ Nstuff  8   Tbit: (1)
In [29], these values are explicitly described for Ethernet,
ControlNet, and DeviceNet protocols.
The effective bandwidth of a control network will
depend not only on the physical bandwidth but also on the
efficiency of encoding the data into packets (how much
overhead is needed in terms of addressing and padding),
how efficiently the network operates in terms of (long or
short) interframe times, and whether network time is
wasted due to message collisions. For example, to send one
bit of data over a 500-kb/s CAN network, a 48-bit message
is needed, requiring 94  s. To send the same one bit of
data over 10-Mb/s Ethernet, an 84-byte message is needed
(64-byte frame size plus 20 bytes for interframe separa-
tion), requiring a 67.2  s Tframe. Thus, even though the
raw network speed is 20 times faster for Ethernet, the
frame time is only 30% lower than CAN. This example
shows that the network speed is only one factor that must
be considered when computing the effective bandwidth of
an e t w o r k .
B. Delay and Jitter
The time delay on a network is the total time between
the data being available at the source node (e.g., sampled
from the environment or computed at the controller) and
it being available at the destination node (received and
decoded, where the decode level depends on where the
delay is evaluated within the end-to-end communication).
The jitter is the variability in the delay. Many control
techniques have been developed for systems with constant
time delays [8], [50], [59], but variable time delays can
be much more difficult to compensate for, especially if
the variability is large. Although time delay is an im-
portant factor to consider for control systems imple-
mented over industrial networks, it has not been well
defined or studied by standards organizations defining
network protocols [56].
In order to further explain the different components
that go into the time delay and jitter on a network, con-
sider the timing diagram in Fig. 1 showing how messages
are sent across a network. The source node A captures (or
computes) the data of interest. There is some preproces-
sing that must be done to encapsulate the data into a
message packet and encode it for sending over the net-
w o r k ;t h i st i m ei sd e n o t e dTpre. If the network is busy,
t h en o d em a yn e e dt ow a i tf o rs o m et i m eTwait for the
2Because Ethernet uses Manchester biphase encoding, two bits are
transmitted on the network for every bit of data.
3The bit-stuffing mechanism in DeviceNet is as follows: if more than
five bits in a row are B1,[ then a B0[ is added and vice versa. Ethernet uses
Manchester biphase encoding, and, therefore, does not require bit
stuffing.
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function of the Media Access Control (MAC) mechanism
of the protocol, which is categorized as part of layer 2 of
the OSI model. Then, the message is sent across the
network, taking time Ttx as described in Section II-A.
Finally, when the message is received at the destination
node B, it must be decoded and post-processed, taking
time Tpost. Thus, the total time delay can be expressed by
the following:
Tdelay ¼ Tpre þ Twait þ Ttx þ Tpost: (2)
The waiting time Twait can be computed based on the
network traffic, how many nodes there are, the relative
priority of these nodes and the messages they are sending,
a n dh o wm u c hd a t at h e ys e n d .T h ep r e -a n dp o s t p r o c e s s i n g
times Tpre and Tpost depend on the devices. Often, the
network encoding and decoding are implemented in
software or firmware. These times are rarely given as
part of device specifications. Since they can be the major
sources of delay and jitter in a network, a more detailed
discussion of these delays is given here.
1) Pre- and Postprocessing Times: The preprocessing time
at the source node depends on the device software and
hardware characteristics. In many cases, it is assumed that
the preprocessing time is constant or negligible. However,
this assumption is not true, in general; in fact, there may
be noticeable differences in processing time characteristics
between similar devices, and these delays may be
significant. The postprocessing time at the destination
node is the time taken to decode the network data into the
physical data format and output it to the external
environment.
In practical applications, it is very difficult to identify
each individual timing component. However, a very
straightforward experiment can be run with two nodes
on the network. The source node A repeatedly requests
data from a destination node B and waits until it receives a
response before sending another request. Because there
are only two nodes on the network, there is never any
contention, and thus the waiting time is zero. The request-
response frequency is set low enough that no messages are
queued up at the sender’s buffer. The message traffic on
the network is monitored, and each message is time
stamped. The processing time of each request-response
pair, i.e., Tpost þ Tpre, can be computed by subtracting the
transmission time from the time difference between the
request and response messages. Because the time stamps
are recorded all at the same location, the problem of time
synchronization across the network is avoided.
Fig. 2 shows the experimentally determined device
delays for DeviceNet devices in a poll configuration; delays
for strobe connections show similar trends [38]. Note that
for all devices, the mean delay is significantly longer than
t h em i n i m u mf r a m et i m ei nD e v i c e N e t( 9 4 s), and the
jitter is often significant. The uniform distribution of
processing time at some of the devices is due to the fact
that they have an internal sampling time which is
mismatched with the request frequency. Hence, the
processing time recorded here is the sum of the actual
processing time and the waiting time inside the device.
The tested devices include photoeyes, input–output
terminal blocks, mass flow controllers, and other com-
mercially available DeviceNet devices.
A key point that can be taken from the data presented
in Fig. 2 is that the device processing time can be
substantial in the overall calculation of Tdelay.I nf a c t ,t h i s
delay often dominates over network delays. Thus, when
designing industrial network systems to be used for
control, device delay and delay variability should be
considered as important factors when choosing compo-
nents. In the same manner, controller devices such as
off-the-shelf PLCs typically specify scan times and
interscan delays on the order of a few milliseconds,
thus these controller delays can also dominate over
network delays.
2) Waiting Time at Source Nodes: A message may spend
time waiting in the queue at the sender’s buffer and could
Fig. 1. Timing diagram showing time spent sending a message from source node to destination node.
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network. Depending on the amount of data the source
node must send and the traffic on the network, the waiting
time may be significant. The main factors affecting waiting
time are network protocol, message connection type, and
network traffic load.
For control network operation, the message connection
type must be specified. In a master–slave network,
4 there
are three types of message connections: strobe, poll, and
change of state (COS)/cyclic. In a strobe connection, the
master device broadcasts a message to a group of devices
and these devices respond with their current condition. In
this case, all devices are considered to sample new
information at the same time. In a poll connection, the
master sends individual messages to the polled devices and
requests update information from them. Devices only
respond with new signals after they have received a poll
message. COS/cyclic d e v i c e ss e n do u tm e s s a g e se i t h e r
w h e nt h e i rs t a t u si sc h a n g e d( C O S )o rp e r i o d i c a l l y
(cyclic). Although the COS/cyclic connection seems most
appropriate from a traditional control systems point of
v i e w ,s t r o b ea n dp o l la r ec o m m o n l yu s e di ni n d u s t r i a l
control networks [7].
As an example of waiting time in a master–slave
network, consider the strobe message connection in Fig. 3.
If Slave 1 is sending a message, the other eight devices
must wait until the network medium is free. In a CAN-
based DeviceNet network, it can be expected that Slave 9
will encounter the most waiting time because ithas alower
priority on this priority-based network. However, in any
n e t w o r k ,t h e r ew i l lb ean o n t r i v i a lw a i t i n gt i m ea f t e ra
strobe, depending on the number of devices that will
respond to the strobe.
The waiting time, which is the time a message must
wait once a node is ready to send it, depends on the
network protocol and is a major factor in the determinism
and performance of a control network; it will be discussed
in more detail for different types of industrial networks in
Section III.
Fig. 4 shows experimental data of the waiting time of
nine identical devices with a strobed message connection
on a DeviceNet network; 200 pairs of messages (request
and response) were collected. Each symbol denotes the
mean, and the distance between the upper and lower
bars equals two standard deviations. If these bars are over
the limit (maximum or minimum), then the value of the
l i m i ti su s e di n s t e a d .I tc a nb es e e ni nF i g .4t h a tt h e
average waiting time is proportional to the node number
4In this context, a master–slave network refers to operation from an
end-to-end application layer perspective. Master node applications govern
the method by which information is communicated to and from their slave
node applications. Note that, as will be described further in Section III,
application-layer master–slave behavior does not necessarily require
corresponding master–slave behavior at the MAC layer.
Fig. 2. Device delays for DeviceNet devices in poll configuration. Delays are measured with only source and destination node communicating
on the network and thus focus only on device delay jitter as described in Section II-B1. Stratification of delay times seen in some nodes is
due to the fact that the smallest time that can be recorded is 1  s.
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variance of processing time, the devices with the lowest
node numbers have a larger variance of waiting time than
the others, because the variance of processing time oc-
casionally allows a lower priority device to access the idle
network before a higher priority one.
C. Other QoS Metrics
There are many other metrics that can be used to
describe the QoS of a network [54]. Reliability of data
transmission is one important factor to consider. Some
networks are physically more vulnerable than others to
data corruption by electromagnetic interference. Some
networks use handshaking by sending of acknowledgment
messages to increase the reliability. If no acknowledgment
message is received, the message is resent. These hand-
shaking techniques increase the reliability of a network
but also add to the required overhead and thus decrease
t h eo v e r a l le f f e c t i v eb a n d w i d t h .
Security is another factor that must be considered,
especially when networks and operating systems are used
that can be vulnerable to internet-based attacks and
viruses [10]. Most industrial fieldbuses were not de-
signed to be highly secure, relying mainly on physical
isolation of the network instead of authentication or en-
cryption techniques. When some type of security is
provided, the intent is more commonly to prevent ac-
cidental misuse of process data than to thwart malicious
network attacks [57].
D. Network QoS Versus System Performance
When a network is used in the feedback loop of a
control system, the performance of the system depends not
only on the QoS of the network but also on how the
network is used (e.g., sample time, message scheduling,
node prioritization, etc.) [31], [33]. For example, consider
acontinuous-time control systemthat will be implemented
with networked communication. Fig. 5 shows how the
control performance varies versus sampling period in the
cases of continuous control, digital control, and networked
control. The performance of the continuous control system
is independent of the sample time (for a fixed control law).
The performance of the digital control system approaches
the performance of the continuous time system as the
sampling frequency increases [19]. In a networked control
system, the performance is worse than the digital control
system at lowfrequencies,due to the extra delayassociated
with the network (as described in Section II-B). Also, as
the sampling frequency increases, the network starts to
become saturated, data packets are lost or delayed, and the
control performance rapidly degrades. Between these two
extremes lies a Bsweet spot[ where the sample period is
optimized to the control and networking environment.
Typical performance criteria for feedback control
systems include overshoot to a step reference, steady-state
tracking error, phase margin, or time-averaged tracking
error [18]. The performance criteria in Fig. 5 can be one
of these or a combination of them. Due to the interaction
of the network and control requirements, the selection of
t h eb e s ts a m p l i n gp e r i o di sac o m p r o m i s e .M o r ed e t a i l s
on the performance computation and analysis of points
A, B, and C in Fig. 5 can be found in [31], including
simulation and experimental results that validate the
overall shape of the chart.
III. DIFFERENTIATING INDUSTRIAL
NETWORKS
Networks can be differentiated either by their protocol (at
any or all levels of the ISO-OSI seven-layer reference Fig. 4. Nine identical devices with strobed message connection.
Fig. 3. Waiting time diagram.
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nostics, and safety). These dimensions of differentiation
are somewhat related. In this section, we first define
how network protocols are categorized technically with
respect to timing and then discuss the different types of
protocols that are commonly used in industrial networks.
In Section IV, we describe how these different types of
networks are used for different functions.
A. Categorization of Networks
When evaluating network QoS parameters associated
with timeliness, determinism, etc., the protocol function-
ality at the data link layer is the primary differentiator
among network protocol types. Specifically, the MAC
sublayer protocol within the data link layer describes the
protocol for obtaining access to the network. The MAC
sublayer thus is responsible for satisfying the time-critical/
real-time response requirement over the network and for
the quality and reliability of the communication between
network nodes [27]. The discussion, categorization, and
comparison in this section thus focus on the MAC sublayer
protocols.
There are three main types of medium access control
used in control networks: time-division multiplexing (such
as master–slave or token-passing), random access with
retransmission when collisions occur (e.g., Ethernet and
most wireless mechanisms), and random access with
prioritization for collision arbitration (e.g., CAN). Im-
plementations can be hybrids of these types; for example,
switched Ethernet combines TDM and random access.
Note that, regardless of the MAC mechanism, most net-
work protocols support some form of master–slave
communication at the application level; however, this ap-
pearance of TDM at the application level does not
necessarily imply the same type of parallel operation at
the MAC level. Within each of these three MAC
categories, there are numerous network protocols that
have been defined and used.
A survey of the types of control networks used in
industry shows a wide variety of networks in use; see
Table 1 and also [20], [32], and [56]. The networks are
classified according to type: random access (RA) with
collision detection (CD), collision avoidance (CA), or ar-
bitration on message priority (AMP); or time-division
multiplexed (TDM) using token-passing (TP) or master–
slave (MS).
B. Time-Division Multiplexing (TDM)
Time-division multiplexing can be accomplished in one
of two ways: master–slave or token passing. In a master–
slave network, a single master polls multiple slaves. Slaves
can only send data over the network when requested by the
master;therearenocollisions,sincethedatatransmissions
are carefully scheduled by the master. A token-passing
network has multiple masters, or peers. The token bus
protocol (e.g.,IEEE802.4)allowsalinear, multidrop, tree-
shaped, or segmented topology [60]. The node that
currently has the token is allowed to send data. When it
is finished sending data, or the maximum token holding
time has expired, it Bpasses[ the token to the next logical
node on the network. If a node has no message to send, it
just passes the token to the successor node. The physical
locationofthesuccessorisnotimportantbecausethetoken
issenttothelogicalneighbor.Collisionofdata framesdoes
Table 1 Most Popular Fieldbuses [20], [36]. Maximum Speed Depends on the Physical Layer, Not Application-Level Protocol. Note That Totals are More
Than 100% Because Most Companies Use More Than One Type of Bus
Fig. 5. Performancecomparisonofcontinuous control, digitalcontrol,
and networked control, as a function of sampling frequency.
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token-passing protocols guarantee a maximum time
between network accesses for each node, and most also
have provisions to regenerate the token if the token holder
stops transmitting and does not pass the token to its
successor. AS-I, Modbus, and Interbus-S are typical ex-
amples of master–slave networks, while PROFIBUS and
ControlNet are typical examples of token-passing net-
works. Each peer node in a PROFIBUS network can also
behave like a master and communicate with a set of slave
nodes during the time it holds the token [48].
Token-passing networks are deterministic because the
maximum waiting time before sending a message frame
can be characterized by the token rotation time. At high
utilizations, token-passing networks are very efficient and
fair. There is no time wasted on collisions, and no single
node can monopolize the network. At low utilizations,
they are inefficient due to the overhead associated with the
token-passing protocol. Nodes without any data to trans-
m i tm u s ts t i l lr e c e i v ea n dp a s st h et o k e n .
Waiting time in a TDM network can be determined
explicitly once the protocol and the traffic to be sent on the
network are known. For token-passing networks, the node
with data to send must first wait to receive the token. The
time it needs to wait can be computed by adding up the
transmission times for all of the messages on nodes ahead
of it in the logical ring. For example, in ControlNet, each
node holds the token for a minimum of 22.4  sa n da
maximum of 827.2  s.
In master–slave networks, the master typically polls all
slaves every cycle time. Slaves cannot transmit data until
they are polled. After they are polled, there is no con-
tention for the network so the waiting time is zero. If
new data is available at a slave (e.g., a limit switch
trips), the slave must wait until it is polled before it can
transmit its information. In many master–slave networks
(such as AS-Interface), the master will only wait for a
response from a slave until a timer has expired. If the
slave does not respond within the timeout value for
several consecutive polls, it is assumed to have dropped
off the network. Also, every cycle time, the master at-
tempts to poll an inactive slave node (in a round-robin
fashion) [3]. In this way, new slaves can be added to the
network and will be eventually noticed by the master.
C. Random Access With Collision Arbitration: CAN
CAN is a serial communication protocol developed
mainly for applications in the automotive industry but also
capable of offering good performance in other time-critical
industrial applications. The CAN protocol is optimized for
short messages and uses a CSMA/arbitration on message
priority (AMP) medium access method. Thus, the protocol
is message oriented, and each message has a specific
priority that is used to arbitrate access to the bus in case of
simultaneous transmission. The bit stream of a transmis-
sion is synchronized on the start bit, and the arbitration is
performed on the following message identifier, in which a
l o g i cz e r oi sd o m i n a n to v e ral o g i co n e .An o d et h a tw a n t s
to transmit a message waits until the bus is free and then
starts to send the identifier of its message bit by bit.
Conflicts for access to the bus are solved during trans-
mission by an arbitration process at the bit level of the
arbitration field, which is the initial part of each frame.
Hence, if two devices want to send messages at the same
time, they first continue to send the message frames and
then listen to the network. If one of them receives a bit
different from the one it sends out, it loses the right to
continue to send its message, and the other wins the ar-
bitration. With this method, an ongoing transmission is
never corrupted, and collisions are nondestructive [29].
DeviceNet is an example of a technology based on the
CAN specification that has received considerable accep-
tance in device-level manufacturing applications. The
DeviceNet specification is based on the standard CAN
with an additional application and physical layer specifi-
cation [7], [47].
The frame format of DeviceNet is shown in Fig. 6 [7].
The total overhead is 47 bits, which includes start of frame
(SOF), arbitration (11-bit identifier), control, CRC,
acknowledgment (ACK), end of frame (EOF), and
intermission (INT) fields. The size of a data field is
between 0 and 8 bytes. The DeviceNet protocol uses the
arbitration field to provide source and destination ad-
dressing as well as message prioritization.
Fig. 6. Message frame format of DeviceNet (standard CAN format).
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other networks is the slow data rate, limited by the net-
work length. Because of the bit synchronization, the same
data must appear at both ends of the network simulta-
neously. DeviceNet has a maximum data rate of 500 kb/s
for a network of 100 m. Thus, the throughput is limited
compared with other control networks. CAN is also not
suitable for transmission of messages of large data sizes,
although it does support fragmentation of data that is more
than 8 bytes into multiple messages.
D. Ethernet-Based Networks
The proliferation of the internet has led to the
pervasiveness of Ethernet in both homes and businesses.
Because of its low cost, widespread availability, and high
communication rate, Ethernet has been proposed as the
ideal network for industrial automation [6], [45]. Some
question whether Ethernet will become the de facto stan-
dard for automation networks, making all other solutions
obsolete [16], [53]. However, standard Ethernet (IEEE
802.3) is not a deterministic protocol, and network QoS
cannot be guaranteed [6], [29]. Collisions can occur on
the network, and messages must be retransmitted after
random amounts of time. To address this inherent non-
determinism, many different Bflavors[ of Ethernet have
been proposed for use in industrial automation. Several of
these add layers on top of standard Ethernet or on top
of the TCP/IP protocol suite to enable the behavior of
Ethernet to be more deterministic [14]. In this way, the
network solutions may no longer be BEthernet[ other
than at the physical layer; they may use the same hard-
ware but are not interoperable. As noted in [32], mes-
sage transmission does not always lead to successful
communication: Bjust because you can make a telephone
ring in Shanghai does not mean you can speak Mandarin.[
A more effective and accepted solution in recent years has
been the utilization of switches to manage the Ethernet
bandwidth providing a TDM approach among time critical
nodes. Rather than repeat the survey of current ap-
proaches to industrial Ethernet in [14], in this section, the
general MAC protocol of Ethernet is outlined, and the
general approaches that are used with Ethernet for indus-
trial purposes are discussed. BWireless ethernet[ (IEEE
802.11) is included in this section because it shares many
of the same properties as wired Ethernet, even though it
is based on a different standard.
Ethernet is a random access network, also often
referred to as carrier sense multiple access (CSMA).
Each node listens to the network and can start transmitting
at any time that the network is free. Typically, once the
network is clear, a node must wait for a specified amount
of time (the interframe time) before sending a message. To
reduce collisions on the network, nodes wait an additional
random amount of time called the backoff time before they
start transmitting. Some types of messages (e.g., MAC
layer acknowledgments) may be sent after a shorter
interframe time. Priorities can be implemented by al-
lowing for shorter interframe times for higher priority
traffic. However, if two nodes start sending messages at
the exact same time (or if the second node starts trans-
mitting before the first message arrives at the second
node), there will be a collision on the network. Collisions
in Ethernet are destructive; the data is corrupted and the
messages must be resent.
There are three common flavors of Ethernet: 1) hub-
based Ethernet, which is common in office environments
and is the most widely implemented form of Ethernet;
2) switched Ethernet, which is more common in man-
ufacturing and control environments; and 3) wireless
Ethernet. Each of these is discussed in more detail.
1) Hub-Based Ethernet (CSMA/CD): Hub-based Ethernet
uses hub(s) to interconnect the devices on a network; this
type of Ethernet is common in the office environment.
When a packet comes into one hub interface, the hub
simply broadcasts the packet to all other hub interfaces.
Hence, all of the devices on the same network receive the
same packet simultaneously, and message collisions are
possible. Collisions are dealt with utilizing the CSMA/CD
protocol as specified in the IEEE 802.3 network standard
[4], [5], [55].
This protocol operates asfollows: when a node wants to
transmit, it listens to the network. If the network is busy,
the node waits until the network is idle; otherwise, it can
transmit immediately (assuming an interframe delay has
elapsed since the last message on the network). If two or
more nodes listen to the idle network and decide to
transmit simultaneously, the messages of these transmit-
ting nodes collide and the messages are corrupted. While
transmitting, a node must also listen to detect a message
collision. On detecting a collision between two or more
messages, a transmitting node transmits 32 jam bits and
waits a random length of time to retry its transmission.
This random time is determined by the standard binary
exponential backoff (BEB) algorithm: the retransmission
time is randomly chosen between 0 and ð2iÞ slot times,
where i denotes the ith collision event detected by the
node and one slot time is the minimum time needed for a
round-trip transmission. However, after ten collisions
have been reached, the interval is fixed at a maximum of
1023 slots. After 16 collisions, the node stops attempting
to transmit and reports failure back to the node
microprocessor. Further recovery may be attempted in
higher layers [55].
The Ethernet frame format is shown in Fig. 7 [55]. The
total overhead is 26 ð¼ 22 þ 4Þ bytes. The data packet
framesizeisbetween46and1500bytes.Thereisanonzero
minimum data size requirement because the standard
states that valid frames must be at least 64 bytes long, from
destination address to checksum (72 bytes including
preamble and start of delimiter). If the data portion of a
frame is less than 46 bytes, the pad field is used to fill out
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for this minimum size limitation. First, it makes it easier
to distinguish valid frames from Bgarbage.[ Because of
frame truncation, stray bits and pieces of frames fre-
quently appear on the cable. Second, it prevents a node
from completing the transmission of a short frame be-
fore the first bit has reached the far end of the cable,
where it may collide with another frame. For a 10-Mb/s
Ethernet with a maximum length of 2500 m and four
repeaters, the minimum allowed frame time or slot time
is 51.2  s, which is the time required to transmit 64 bytes
at 10 Mb/s [55].
Because of low medium access overhead, Ethernet uses
a simple algorithm for operation of the network and has
almost no delay at low network loads [60]. No commu-
nication bandwidth is used to gain access to the network
compared with token passing protocols. However, Ether-
net is a nondeterministic protocol and does not support
any message prioritization. At high network loads, message
collisions are a major problem because they greatly affect
data throughput and time delays may become unbounded
[60]. The Ethernet Bcapture[ effect existing in the stan-
dard BEB algorithm, in which a node transmits packets
exclusively for a prolonged time despite other nodes wait-
ing for medium access, causes unfairness and substantial
performance degradation [49]. Based on the BEB algo-
rithm, a message may be discarded after a series of col-
lisions; therefore, end-to-end communication is not
guaranteed. Because of the required minimum valid frame
size, Ethernet uses a large message size to transmit a small
amount of data.
Several solutions have been proposed for using this
form of Ethernet in control applications [6]. For example,
every message could be time stamped before it is sent.
This requires clock synchronization, however, which has
not traditionally been easy to accomplish [12]; although,
the IEEE 1588 standard has recently emerged to enable
clock synchronization on LANs [23]. Various schemes
based on deterministic retransmission delays for the
collided packets of a CSMA/CD protocol result in an
upper-bounded delay for all the transmitted packets.
However, this is achieved at the expense of inferior perfor-
mance to CSMA/CD at low to moderate channel utilization
in terms of delay throughput [27]. Other solutions also try
to prioritize CSMA/CD (e.g., LonWorks) to improve the
response time of critical packets [39]. To a large extent,
these solutions have been rendered moot with the prolif-
eration of switched Ethernet as described in the following.
On the other hand, many of the same issues reappear with
the migration to wireless Ethernet for control.
2) Switched Ethernet (CSMA/CA): Switched Ethernet
utilizes switches to subdivide the network architecture,
thereby avoiding collisions, increasing network efficiency,
and improving determinism. It is widely used in manu-
facturing applications. The main difference between
switch-based and hub-based Ethernet networks is the
intelligence of forwarding packets. Hubs simply pass on
incoming traffic from any port to all other ports, whereas
switches learn the topology of the network and forward
packets to the destination port only. In a star-like network
layout, every node is connected with a single cable to
the switch as a full-duplex point-to-point link. Thus,
collisions can no longer occur on any network cable.
Switched Ethernet relies on this star cluster layout to
achieve this collision-free property.
Switches employ the cut-through or store-and-forward
technique to forward packets from one port to another,
using per-port buffers for packets waiting to be sent on that
port. Switches with cut-through first read the MAC ad-
dress and then forward the packet to the destination port
according to the MAC address of the destination and the
forwarding table on the switch. On the other hand,
switches with store-and-forward examine the complete
packet first. Using the cyclic redundancy check (CRC)
code, the switch will first verify that the frame has been
correctly transmitted before forwarding the packet to the
destination port. If there is an error, the frame will be
discarded. Store-and-forward switches are slower but will
not forward any corrupted packets.
Although there are no message collisions on the net-
works, congestion may occur inside the switch when one
port suddenly receives a large number of packets from the
other ports. If the buffers inside the switch overflow,
messages will be lost [14]. Three main queuing principles
are implemented inside the switch in this case. They are
first-in/first-out (FIFO) queue, priority queue, and per-
flow queue. The FIFO queue is a traditional method that is
fair and simple. However, if the network traffic is heavy,
the network QoS for timely and fair delivery cannot be
Fig. 7. Ethernet (CSMA/CD) frame format; 20 byte interframe space not shown.
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manager reads some of the data frames to distinguish
w h i c hq u e u e sw i l lb em o r ei m p o r t a n t .H e n c e ,t h ep a c k e t s
can be classified into different levels of queues. Queues
with high priority will be processed first followed by
queues with low priority until the buffer is empty. With
the per-flow queuing operation, queues are assigned dif-
ferent levels of priority (or weights). All queues are then
processed one by one according to priority; thus, the
queues with higher priority will generally have higher
performance and could potentially block queues with
lower priority [6].
Thus, although switched Ethernet can avoid the extra
delays due to collisions and retransmissions, it can in-
troduce delays associated with buffering and forwarding.
This tradeoff can be seen in Fig. 8, which shows the
average packet delay as a function of node traffic. The
switch delay is small but constant until the buffer saturates
and packets must be resent; the hub delay increases more
gradually. Examples of timing analysis and performance
evaluation of switched Ethernet can be found in [28], [40],
and [58].
3) Wireless Ethernet (CSMA/CA): Wireless Ethernet,
based on the IEEE 802.11 standard, can replace wired
Ethernet in a transparent way since it implements the two
lowest layers of the ISO-OSI model [24], [61]. Besides the
physical layer, the biggest difference between 802.11 and
802.3 is in the medium access control. Unlike wired
Ethernet nodes, wireless stations cannotBhear[a collision.
A collision avoidance mechanism is used but cannot en-
tirely prevent collisions. Thus, after a packet has been
successfully received by its destination node, the receiver
sends a short acknowledgment packet (ACK) back to the
original sender. If the sender does not receive an ACK
packet, it assumes that the transmission was unsuccessful
and retransmits.
The collision avoidance mechanism in 802.11 works
as follows. If a network node wants to send while the
network is busy, it sets its backoff counter to a randomly
chosen value. Once the network is idle, the node waits first
for an interframe space (DIFS) and then for the backoff
time before attempting to send, see Fig. 9. If another node
accesses the network during that time, it must wait again
for another idle interval. In this way, the node with the
lowest backoff time sends first. Certain messages (e.g.,
ACK) may start transmitting after a shorter interframe
space (SIFS), thus they have a higher priority. Collisions
may still occur because of the random nature of the
backoff time; it is possible for two nodes to have the same
backoff time.
Several refinements to the protocol also exist. Nodes
may reserve the network either by sending a request to
send (RTS) message or by breaking a large message into
many smaller messages (fragmentation); each successive
message can be sent after the smallest interframe time. If
there is a single master node on the network, the master
can poll all the nodes and effectively create a TDM
contention-free network.
In addition to time delays, the difference between the
theoretical data rate and the practical throughput of a
control network should be considered. For example, raw
data rates for 802.11 wireless networks range from 11 to
54 Mbits/s. The actual throughput of the network, how-
ever, is lower due to both the overhead associated with
the interframe spaces, ACK, and other protocol support
Fig. 9. Timing diagram for wireless Ethernet (IEEE 802.11).
Fig. 8. Packet delay as function of node traffic for hub and
switch [40]. Simulation results with baselines (delay magnitudes)
computed from experiments.
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network adapter. Although 802.11a and 802.11g have
the same raw data rate, the throughput is lower for
802.11g because its backwards compatibility with 802.11b
requires that the interframe spaces be as long as they
would be on the 802.11b network. Computed and mea-
sured throughputs are shown in Table 2 [9]. The ex-
periments were conducted by continually sending more
traffic on the network until a further setpoint increase in
traffic resulted in no additional throughput.
Experiments conducted to measure the time delays on
wireless networks are summarized in Table 3 and Fig. 10
[9]. Data packets were sent from the client to the server
and back again, with varying amounts of cross traffic on
the network. The send and receive times on both machines
were time-stamped. The packet left the client at time ta
and arrived at the server at time tb, then left the server at
time tc and arrived at the client at time td.T h es u mo ft h e
pre- and postprocessing times and the transmission time
on the network for both messages can be computed as
(assuming that the two nodes are identical)
2   Tdelay ¼2  ð Tpre þ Twait þ Ttx þ TpostÞ
¼td   ta  ð tc   tbÞ:
Note that this measurement does not require that the
clocks on the client and server be synchronized. Since the
delays at the two nodes can be different, it is this sum of
the two delays that is plotted in Fig. 10 and tabulated in
Table 3.
Two different types of data packets were considered:
user datagram protocol (UDP) and object linking and
embedding (OLE) for process control (OPC). UDP is a
commonly used connectionless protocol that runs on top
of Ethernet, often utilized for broadcasting. UDP packets
carry only a data load of 50 bytes. OPC is an application-to-
application communication protocol primarily utilized in
manufacturing to communicate data values. OPC requires
extra overhead to support this application layer; conse-
quently, the OPC packets contain 512 data bytes (in
addition to the overhead). For comparison purposes, the
frame times (including the overheads) are computed for
the different packets.
4) Impact of Ethernet Application Layer Protocols: OPC:
OPC is an open communication standard that is often used
in industry to connect supervisory control and data
acquisition (SCADA) systems and human–machine inter-
faces (HMIs) to control systems and fieldbus networks [21],
[34], [52]. It is based on the Microsoft DCOM standard [43]
and is the dominant factory-floor application layer protocol
utilized for diagnostics and is beginning to be used for
sequential control [42]. The main benefit of OPC is that it
allows any products that support the standard to share data.
Although OPC actually consists of many different commu-
nication specifications, its most commonly used form is
called Data Access, which supports both client-server and
publisher-subscriber communication models. The server
maintains a table of data values, and the client can read or
write updates. The overhead associated with OPC (and
DCOM in general) is significant, as shown in Fig. 10. Most
of this delay is due to the software implementation of the
OPC protocol; OPC was never intended for a real-time
environment. However, it is very useful to push data up
from the low-level controls to the higher-level supervisors
or diagnostic systems. It can also be used to send commands
down from the HMIs to the control systems. Its high level
of interoperability enables the connection of multiple
control systems from different vendors in a unified manner.
However, when OPC is used to send control data, the
additional delay caused by the higher level application layer
protocol must be considered.
IV. APPLICATIONS OF NETWORKS
IN MANUFACTURING
In this section, we briefly describe current trends in the
use of networks for distributed, multilevel control and
d i a g n o s t i c sa sw e l la ss a f e t y .T h e r ei sa ne n o r m o u s
amount of data produced in a typical manufacturing
system, as thousands of sensors record position, velocity,
flow, temperature, and other variables hundreds of times
every minute. In addition to this physical information,
there are the specifications for the parts that must be
produced, the orders for how many parts of each type are
needed, and the maintenance schedules for each
machine. Generally, the information content can be
thought of as supporting a control, diagnostics, or safety
function, or some combination of these. In order to sup-
port the aggregate of these functions in a manufacturing
environment, separate networks are often employed, where
each network is dedicated to one or more function types,
Table 2 Maximum Throughputs for Different 802.11 Wireless Ethernet
Networks. All Data Rates and Throughputs are in Megabits per Second
Table 3 Computed Frame Times and Experimentally Measured Delays on
Wireless Networks; All Times in Milliseconds
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chosen that best fits (i.e., balances) the QoS requirements
of the function type(s). In this section, networks for these
function types are explored, focusing on the QoS require-
ments that often govern the network protocol choice.
A. Networks for Control
Control signals can be divided into two categories: real
time and event based. For real-time control, signals must
be received within a specified amount of time for correct
operation of the system. Examples of real-time signals
include continuous feedback values (e.g., position, veloc-
ity, acceleration) for servo systems, temperature and flow
in a process system, and limit switches and optical sensors
in material flow applications (e.g., conveyors). In order to
support real-time control, networks often must have a high
level of determinism, i.e., they must be able to guarantee
end-to-end communication of a signal within a specified
amount of time. Further, QoS of networked control sys-
tems can be very dependent upon the amount of jitter in
the network, thus, for example, fixed determinism is
usually preferred over bounded determinism.
Event-based control signals are used by the controller
to make decisions but do not have a time deadline. The
system will wait until the signal is received (or a timeout is
reached) and then the decision is made. An example of an
event-based signal is the completion of a machining
operating in a CNC; the part can stay in the machine
without any harm to the system until a command is sent to
the material handler to retrieve it.
In addition to dividing control signals by their time
requirements, the data size that must be transmitted is
important.Somecontrolsignalsareasinglebit(e.g.,alimit
switch), whereas others are very large (e.g., machine
vision). Generally speaking, however, and especially with
real-time control, data sizes on control networks tend to be
relatively small and high levels of determinism are
preferred.
Fig. 10. Distributions of packet delays for different values of cross-traffic throughput on 802.11a network: (a) UDP delays, 3 Mb/s cross
traffic; (b) UDP delays, 22 Mb/s cross traffic; (c) OPC delays, 3 Mb/s cross traffic; (d) OPC delays, 22 Mb/s cross traffic.
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multiple levels to correspond to the factory control
distributed in a multitier hierarchical fashion. At the
lowest level of networked control are device networks,
which are usually characterized by smaller numbers of
nodes (e.g., less than 64), communicating small data
packets at high sample frequencies and with a higher level
of determinism. An example of networked control at this
level is servo control; here, network delay and jitter
requirements are very strict. Deterministic networks that
support small data packet transmissions, such as CAN-
based networks, are very common at this level. Although
seemingly nonoptimal for this level of control, Ethernet
is becoming more common, due to the desire to push
Ethernet to all levels in the factory and the increasing
determinism possible with switched Ethernet. Often-
times, determinism and jitter capabilities for lower level
networked control are enhanced by utilizing techniques
that minimize the potential for jitter through network
contention, such as master–slave operation, polling
techniques, and deadbanding [29], [44].
An intermediate level of network is the cell or
subsystem, which includes SCADA. At this level, multiple
controllers are connected to the network (instead of de-
vices directly connected to the network). The controllers
exchange both information and control signals, but
since the cells or subsystems are typically physically
decoupled, the timing requirements are not as strict as
they are at the lowest levels, or are nonexistent if event-
driven control is enforced [41]. These networks are also
used to download new part programs and updates to the
lower level controllers. Token-passing and Ethernet-based
networks are commonly used at this level, with the ability
to communicate larger amounts of data and support for
network services generally taking precedence over strict
determinism.
Networks at the factory or enterprise level coordinate
multiple cells and link the factory floor control infrastruc-
ture to the enterprise level systems (e.g., part ordering,
supply chain integration, etc.). Large amounts of data
travel over these networks, but real-time requirements are
usually nonexistent. Ethernet is the most popular choice
here primarily because internet support at this level is
usually critical, and Ethernet also brings attractive features
to this environment such as support for high data volumes,
network services, availability of tools, capability for wide
area distribution, and low cost.
B. Networks for Diagnostics
Diagnostic information that is sent over the network
often consists of large amounts of data sent infrequently.
For example, a tool monitoring system may capture spindle
current at 1 kHz. The entire current trace would be sent to
the diagnostic system after each part is cut (if the spindle
current is used for real-time control, it could be sent over
the network every 1 ms, but this would then be considered
control data). The diagnostic system uses this information
for higher level control, such as to schedule a tool change
or shut down a tool that is underperforming.
Diagnostics networks are thus usually set up to support
large amounts of data with the emphasis on speed over
determinism. Ethernet is the dominant network protocol
in system diagnostics networks. As with control, diagnos-
tics is often set up in a multitier hierarchical fashion, with
different physical layer technology (e.g., wireless, broad-
band and fiberoptic) utilized at different levels to support
the data volume requirements. Also, a variety of data
compression techniques, such as change-of-state reporting
and store and forwarding of diagnostic information on a
process Brun-by-run[ basis, are often used in communi-
cating diagnostic information up the layers of the network
hierarchy [25], [51].
As noted in Section I, diagnostics networks enable
diagnostics of the networked system rather that the
network itself (with the latter referred to as Bnetwork
diagnostics[). Both types of diagnostics are commonly
used in manufacturing systems. Many network protocols
have built-in network diagnostics. For example, nodes that
are configured to send data only when there is a change of
state may also send Bheartbeat[ messages every so often to
indicate they are still on the network.
C. Networks for Safety
One of the newest applications of networks in
manufacturing is safety [1]. Traditionally, safety interlocks
around manufacturing cells have been hardwired using
ultra-reliable safety relays to ensure that the robots and
machines in the cell cannot run if the cell door is open or
there is an operator inside the cell. This hardwiring is
not easy to reconfigure and can be extremely difficult
to troubleshoot if something goes wrong (e.g., a loose
connection). Safety networks allow the safety systems to
be reconfigurable and significantly improve the ability to
troubleshoot. They also allow safety functions to be more
easily coordinated across multiple components, e.g.,
shutting down all machines in a cell at the same time
and also coordinating Bsoft shutdown[ where appropriate
(safe algorithms for gradual shutdown of systems without
damage to systems and/or scrapping of product).
Further, safety network systems often provide better
protection against operators bypassing the safety inter-
locks and thus make the overall system safer.
Safety networks have the strongest determinism and
jitter requirements of all network function types. Safety
functions must be guaranteed within a defined time, thus
the network must provide that level of determinism.
Further, the network must have a deterministic heartbeat-
like capability; if network connectivity fails for any rea-
son, the system must revert to a safe state within the
guaranteed defined time. CAN-based networks are
popular candidates for networked safety because of their
high levels of determinism and the network self-diagnostic
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work health. However, it is important to note that most
network protocols, in and of themselves, are not adequate
to the task of supporting safety networking. Additional
protocol capabilities, usually at the higher levels (e.g.,
application) are often instituted to guarantee proper safety
functionality [13].
V. MULTILEVEL FACTORY
NETWORKING EXAMPLE: RFT
The RFT at the University of Michigan is a comprehensive
platform that enables research, development, education,
validation, and transfer of reconfigurable manufacturing
system (RMS) concepts [37]. It consists of both real and
virtual machines controlled over a communication net-
work and coordinated through a unified software archi-
tecture. The RFT is conceived to be extensible so as to
allow the modular incorporation and integration of
additional components (hardware and/or software, real
and/or virtual). The hardware components of the RFT
include a serial-parallel manufacturing line consisting of
two machining cells connected by a conveyor, a suite of
communication and control networks, an automated
guided vehicle (AGV), and an RFID system. The software
components of the RFT include a virtual factory simula-
tion, an open software integration platform and data
warehouse, an infrastructure of web-based HMIs, and a
computerized maintenance management system (CMMS).
A schematic of the RFT is shown in Fig. 11.
The network shown in Fig. 11 represents a multitier
networked control, diagnostic, and safety network infra-
structure that exists on the RFT. The serial–parallel line
component of the RFT is the primary component currently
being utilized to explore manufacturing networks. With
respect to control networks, cell 1 has a DeviceNet network
to connect the machines and robot controllers (including
the robot gripper and the clamps in the machines); cell 2
uses PROFIBUS for the same purpose. The conveyor
components(palletstops,palletsensors,motor,controller)
communicate via a second DeviceNet network. The cell-
level controllers (including the conveyor controller)
communicate with the system level controller (SLC) over
Ethernet via OPC and support an event-based control
paradigm. TheSLChasawirelessnetworkconnectionwith
theAGV.AllofthesecontrolnetworksareshowninFig.12.
The network infrastructure for collecting diagnostic
data on the RFT uses OPC. For example, for every part that
is machined, the spindle current on the machine is
sampled at 1 kHz. This time-dense data is directly sampled
using LabVIEW,
5 a n dt h e ns t o r e di nt h ed a t a b a s e .
Compressed diagnostics data that focuses on identifying
specific features of the current trace is passed to higher
levels in the diagnostics network.
Networks for safety are implemented in the serial–
parallel line utilizing the SafetyBUS p protocol, as shown
in Fig. 13. As with the control and diagnostics system, the
implementation is multitier, corresponding to levels of
safety control. Specifically, safety networks are implemen-
ted for each of the two cells as well as the conveyor. The
safety network interlocks the emergency stops, robot
cages, and machine enclosures with the controllers. These
three cell level networks are coordinated through a hi-
erarchy to a high-level master safety network. This im-
plementation allows for safety at each cell to be controlled
individually, but also provides a capability for system-wide
safe shutdown. Further, this implementation allows for
multitier logic to be utilized for the implementation of
safety algorithms.
The RFT implementation of multitiered networks for
control, diagnostics, and safety provides a rich research
environment for exploration into industrial control net-
works. Specifically, topics that can be addressed include:
1) coordination of control, diagnostics and/or safety op-
eration over one, two or three separate networks; 2) dis-
tributed control design and operation over a network;
3) distribution of control and diagnostics in a hierarchical
networked system; 4) compression techniques for hierar-
chical diagnostics systems; 5) remote control safe opera-
tion; 6) hierarchical networked safety operation and Bsoft
shutdown[; 7) heuristics for optimizing control/diagnos-
tics/safety network operation; 8) network standards for
manufacturing; as well as 9) best practices for network
systems design and operation [29], [30], [37], [45].
VI. FUTURE TRENDS
The pace of adoption of networks in industrial automation
shows no sign of slowing anytime soon. The immediate
advantages of reduced wiring and improved reliability have
been accepted as fact in industry and are often significant
enough by themselves (e.g., return-on-investment) to
justify the move to networked solutions. Once the control
data is on the network, it can be used by diagnostics,
Fig. 11. Reconfigurable factory testbed.
5National Instruments, Austin, TX.
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systems. Diagnostics network adoption will continue to lead
the way, followed by control and then safety networks, but
the ordering is driven by the stricter QoS balancing re-
quirements of the latter, not by any belief of higher ROI of
the former. In fact, in gauging the criticality of control and
safety with respect to diagnostics, it is conceivable that
significantly higher ROI may be achievable in the migration
tocontrol,especiallysafetynetworking.However,evenwith
diagnostics networks the possibilities and benefits of e-
Diagnostics and (with control) e-Manufacturing are only
beginning to be explored.
Looking to the future, the most notable trend ap-
pearing in industry is the move to wireless networks at
all levels [61]. Wireless networks further reduce the
volume of wiring needed (although oftentimes power is
still required), enable the placement of sensors in
difficult locations, and better enable the placement of
sensors on moving parts such as on tool tips that rotate at
several thousand revolutions per minute. Issues with the
migration to wireless include interference between
multiple wireless networks, security, and reliability and
determinism of data transmission. The anticipated ben-
efit in a number of domains (including many outside of
Fig. 13. Safety network implementation on RFT.
Fig. 12. Networks on RFT. Control networks are indicated by solid lines, and diagnostics networks are indicated by dashed lines.
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in general, can leverage. It is not inconceivable that
wireless will make significant in-roads into networked
control and even safety over the next five to ten years.
Over the next five years, many among the dozens of
protocols that have been developed for industrial net-
works over the last few decades will fall out of favor, but
will not die overnight due to the large existing installed
base and the long lifetime of manufacturing systems. In
addition, new protocols may continue to emerge to
a d d r e s sn i c h e sw h e r eau n i q u eQ o Sb a l a n c ei sn e e d e d .
However, it is expected that Ethernet and wireless will
continue to grab larger and larger shares of the industrial
networks installed base, driven largely by lower cost
through volume, the internet, higher availability of
solutions and tools for these network types (e.g., web-
enabled tools), and the unmatched flexibility of wireless.
Indeed, it is not unreasonable to expect that, in the next
decade, the next major milestone in industrial network-
ing, namely the wireless factory, will be within reach,
where diagnostics, control, and safety functions at mul-
tiple levels throughout the factory are enabled utilizing
wireless technology. h
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