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Resume 
Cette these porte sur les environnements de programmation consacres a la recherche 
locale. Ce recent domaine d'etude, dont les avancees encourageraient certainement 
nombres d'applications, ne beneficie pas d'un interet encore marque. Peu de chantiers 
y sont en effet engages en comparaison du volume de travaux touchant a la recherche 
locale. Sous d'autres latitudes, en programmation par contraintes, en nombres en-
tiers, ou encore dans le domaine des graphes et reseaux, la realisation d'ateliers de 
programmation beneficie pourtant de climats stimulants. D'aucuns penseraient, non 
sans raisons, que la recherche locale se distingue par des schemas informatiques, certes 
representables a un niveau formel, mais dont un langage ne saurait assimiler ade-
quatement les formes degenerees prises au contact de situations particulieres. Cette 
perspective ne manque pas d'affecter le secteur puisqu'elle prive, tant les practiciens, 
d'une methode de programmation balisee, que les scientifiques, d'une harmonisation 
de leurs protocoles experimentaux. Notre objectif est ici de montrer que des envi-
ronnements de programmation peuvent pourtant repondre avec pragmatisme aux 
exigences de la recherche locale. Notre demarche est tout a la fois theorique et pra-
tique. Theorique, car elle s'attache a faire la synthese de connaissances portant sur 
la nature informatique de la recherche locale. Pratique, car elle se concentre progres-
sivement sur la realisation d'un utilitaire logiciel. Au plan theorique, la these afhche 
deux ambitions. Premierement, nous mettons en perspective les differentes pensees 
informatiques sur lesquelles reposent la programmation assistee de la recherche locale. 
Cette synthese permet au programmeur scientifique, habitue a une informatique pro-
ceduriale, d'assimiler et de comparer les differentes approches, lesquelles s'appuient 
sur une informatique tantot declarative, orientee-objet ou encore generique. Deuxie-
mement, nous proposons un modele informatique original et neanmoins tres logique 
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de la recherche locale. Ce modele, fonde sur la programmation generique, sert de 
socle a l'architecture de l'utilitaire congu par la suite. Au plan pratique, nous presen-
tons METALAB, un atelier de programmation pour la recherche locale developpe au 
cours de ce travail de these. Des etudes de cas illustrent l'apport du logiciel pour des 
taches de programmation representatives. D'une part, nous montrons comment uti-
liser METALAB pour resoudre de nouveaux problemes a partir d'algorithmes rendus 
disponibles par l'atelier de programmation. D'autre part, nous montrons comment 
utiliser METALAB pour traduire de nouvelles idees algorithmiques. 
La these debute par une classification des differentes approches rapportees dans la 
litterature. Trois classes d'environnements de programmation sont identifiees : les bi-
bliotheques, les cadres d'application et enfin les langages declaratifs. Nous definissons 
les bibliotheques comme des collections d'algorithmes prefabriques mais seulement 
fonctionnels au sein d'une categorie de problemes pour lesquels le codage des solutions 
et mouvements demeure similaire. Les cadres d'application constituent egalement des 
collections d'algorithmes, qu'il reste toutefois a finaliser en y greffant des structures 
de solution et de mouvement relatives a un probleme. Bien que souvent limitee a des 
formes de recherche locale tres standardises, cette deuxieme approche, qui s'appuie 
sur le paradigme de la programmation generique, offre des patrons d'algorithmes va-
lides quelle que soit l'application. Les langages declaratifs se concentrent enfin sur 
les problemes de satisfaction de contraintes. Pour ces problemes, une iteration de la 
recherche locale vise a modifier les valeurs d'une ou plusieurs variables de sorte a 
ameliorer certaines grandeurs caracteristiques du degre de satisfaction du systeme de 
contraintes. Les langages declaratifs permettent, d'une part, de formuler ces gran-
deurs en fonction des variables de decision et des donnees du probleme, et d'autre 
part, d'exprimer les coordonnees variable-valeur des mouvements a selectionner en 
fonction de ces grandeurs. La contribution principale de la these est de proposer 
un environnement de programmation d'un nouveau type. L'environnement que nous 
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presentons, baptise METALAB, constitue une extension des cadres d'application que 
nous qualifierons de librairie generique. 
De meme que les cadres d'application rencontres dans la litterature, le modele infor-
matique sur lequel repose METALAB emprunte a la programmation generique. Dans 
cette optique, le noyau du logiciel programme l'ossature d'une recherche locale en 
fonction de structures informatiques peripheriques passees en parametre par l'usa-
ger. Sur un plan formel, ces structures sont definies independamment d'un contexte 
d'application. A moins de limiter la portee de l'environnement a un champ restreint 
de problemes ou d'algorithmes, il est par contre inconcevable d'anticiper leur forme et 
leur fonctionnement interne. La definition generique d'un type peripherique se borne 
done a en specifier l'interface en precisant quelles operations doivent 6tre rendues 
accessibles. Par exemple, METALAB definit un Attribut comme une piece logicielle 
permettant de sonder une propriete donnee autour d'un mouvement. Un Attribut 
dispose pour cela d'une operation, notee scan(), qui calcule les champs de PAttribut 
en fonction de l'etat de la recherche associe au mouvement observe. La realisation 
conforme aux specifications de la librairie de chaque piece logicielle manquante, par 
exemple d'un Attribut pour calculer le cout d'un mouvement, est a la charge de l'usa-
ger. 
Une librairie generique se distingue toutefois des cadres d'application puisqu'au lieu 
de programmer des patrons generiques d'algorithmes, METALAB decompose la pro-
grammation de la recherche en autant d'unites logicielles que possible. Cette ap-
proche conduit a indroduire trois grandes families de structures de donnees periphe-
riques : les Representations, les Variables et enfin les Controles. Les Representations 
correspondent a des structures directement reliees au probleme a resoudre. Les So-
lutions et Mouvements sont par exemple des types de Representations. Les Variables 
correspondent, elles, a des mesures effectuees sur les Representations rencontrees en 
cours de recherche. Ces Variables peuvent etre temporaires ou memorisees. Le cout 
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d'une Solution, d'un Mouvement, une liste taboue, ou encore toute propriete d'un 
Mouvement constituent des exemples de Variables. Enfin, les structures de Controle 
rassemblent les pieces de programme qui participent a la formulation de la trajectoire 
de recherche. Un Serveur, qui enumere des Mouvements correspondant au voisinage 
courant, un Explorateur, qui selectionne un Mouvement a appliquer en fonction de 
certaines Variables qu'il observe, sont par exemple des formes de Controle. La syntaxe 
de METALAB, grace a laquelle l'usager met en relation les differentes pieces logicielles 
pertinentes, permet finalement de composer, de moduler et d'experimenter facilement 
les programmes de recherche locale desires. 
Un avantage des librairies generiques est qu'elles offrent un remarquable potentiel 
d'expressivite, de reutilisation et d'efficacite. D'abord, signalons qu'en sus de la pro-
grammation de Variables triviales directement connectees sur les Representations d'un 
probleme, il est possible de composer des Variables entre elles afin de monter des 
observations plus complexes. Cette possibility favorise 1' expressivite de la librarie. 
Precisons aussi que dans notre modele, les structures de Representation et de Controle 
n'interagissent autant que possible que par le biais des Variables. En recherche locale, 
le calcul d'une trajectoire (cf. types de Controle) est en effet effectue en fonction 
d'observations (cf. types de Variables), a leur tour calculees sur les mouvements et 
solutions (cf. types de Representation). Comme on le verra sur le terrain du genie 
logiciel, le decouplage qui en decoule permet de garantir une reusability maximale 
de chaque unite de code. Remarquons enfin que la decomposition en pieces de pro-
gramme favorise le perfectionnement ad-hoc des strategies metaheuristiques sur les 
parties logicielles effectivement concernees. Uefficacite des programmes qu'on peut 
ainsi mettre au point est d'autant plus remarquable que METALAB s'appuie unique-
ment sur le polymorphisme statique. Tous les facteurs qui prefigurent la trempe d'un 
algorithme sont done deja pris en compte a la compilation, ce qui laisse un executable 
concentre exclusivement sur le deroulement de la recherche locale. 
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II reste a preciser qu'une librairie generique ne pretend pas se substituer aux dif-
ficultes techniques relatives a la programmation d'une representation de probleme, 
d'une forme de memoire ou de tout autre piece de programme caracteristique de la 
recherche locale. Lorsqu'elles sont applicables, les approches de langages declaratifs 
ou de bibliotheques, meme si elles se livrent a une algorithmique ou a des domaines 
de problemes plus restreints, sont a ce titre plus rentables. METALAB propose avant 
tout une solide methode de developpement : dans un premier temps, le programmeur 
realise les pieces logicielles qui lui manquent conformement a leur definition gene-
rique, et dans un deuxieme temps, il effectue une composition des pieces pertinentes 
a partir desquelles le langage genere son programme. D'une part, cette methodolo-
gie constitue un excellent outil de gestion de projet. Elle permet en effet de diviser 
la tache de programmation, de former des pieces de programmes reutilisables et de 
recomposer facilement des programmes. D'autre part, cette methodologie encourage 
l'accumulation et l'echange de savoir-faire. Pour le chercheur en algorithmique, elle 
permet en effet de former de nouvelles metaheuristiques qu'on peut tester rapide-
ment sur des representations de problemes temoins disponibles a travers le logiciel. 
Le practicien, qui propose de son cote de nouveaux problemes, dispose a son tour de 
schemas algorithmiques recuperables. En ce sens, METALAB constitue un interessant 
cadre laboratoire pour la recherche locale. 
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Abstract 
This dissertation is concerned with local search programming environments. As those 
ones may constitute the ground of many applications, this area of study deserves a 
particular interest. However, while other paradigms like constraint programming, 
integer programming or graph computing have stimulated the creation of program-
ming environments, few work has still been done in the field. One may observe that 
local search contrasts with other solving methods as it presents computing schemes, 
representable at a formal level, but for which a programming langage would hardly 
take into account the degeneracies once applied to a given problem. This statement 
unfortunately does not help as it prevents the practionners to have a well-known pro-
gramming methodology and the scientists to harmonize their experimentations. We 
show, in this thesis, how programming environments may answer to the challenges of 
local search computing. The approach is both theoretical and practical. Theoritical, 
as we propose to make a synthesis of the computing nature of local search. Practical, 
as we focus on the creation of a programming environment. We follow two goals on 
the theoritical level. We first give an outlook of the different computing paradigms 
on which can be engineered the local search programming tasks. For those used 
to procedurial langages, it should help to assimilate and compare the declarative, 
object-oriented or generic features of the different programming environments pro-
posed in the literature. Second, we propose an original computing model of local 
search. This model, which profiles the design of our software, is based on generic 
programming. In practical, the thesis presents the software METALAB which has 
been developped during our work. Some case studies illustrate the different features 
of the langage. On one side, we show how to use METALAB to solve new problems on 
the basis of algorithms distributed by the programming environment. On the other 
side, we show how to use METALAB to express new metaheuristics. 
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The dissertation begins with a classification of the different approaches found in the 
literature. Three classes of programming environments are identified: the librairies, 
the frameworks and the declarative langages. By a library, we mean a collection of 
prebuilt algorithms but only suitable for a family of problems for which the com-
puting of the solutions and movements remains similar. Frameworks also collect 
algorithms but in the form of patterns to be finalized once they are connected to 
some user-defined types of solutions and movements. While those patterns are lim-
ited to standard local search schemes, they remain valid whatever the problem to 
solve. Declarative langages focus on constraint satisfaction problems. For those 
problems, a movement of the local search consists of modifying the value of one or 
several decision variables so that some quantities related to the degree of satisfaction 
of the system are improved. A declarative langage allows, first, to formulate those 
quantities upon the decision variables and the datas of the problem, and second, 
to compute the coordinates variable-value of the movement to be chosen according 
to those quantities. The main contribution of the thesis is to propose anew type 
of programming environment. The software we present, called METALAB, can be 
viewed as an extension to the framework approach. 
Like the frameworks reported in the literature, METALAB relies on the paradigm of 
generic programming. In this model, the kernel of the software computes the skele-
ton of a local search according to some peripherical data structures to be given by 
the user. So as to keep the scope of the environment as general as possible, those 
periphericals are just described on a formal level independently of any application. 
The generic definition of a type, which concentrates on its interface, gives the set of 
services it must yield. For instance, METALAB defines an Attribute as a type with an 
operation, called scan(), that allows to measure a given property related to a move-
ment. For a given problem, the user is commited to compute those functionalities 
according to the METALAB specifications. 
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Otherwise, METALAB distinguishes with the frameworks given in the literature as it 
does not rely on a set of patterns of well-known algorithms. As well as the representa-
tion of a problem has been decomposed by the computing of movements and solutions 
in the framework approach, our software also proposes to decompose the computing 
of the search process. This approach introduces three families of peripherical data 
structures: Representation types, Variable types and Control types. Representations are 
concerned with those structures related to the problem. Solutions and Movements, 
for instance, are forms of Representation. Variables are concerned with observations 
done on some Representation states encountered during the search process. Variables 
may be temporal or memorized. The cost of a Solution, of a Movement, a tabu list, 
or any Attribute of a Movement are examples of Variables. Finally, Control types are 
those ones that contribute to the search process. A Server, that enumerates some 
Movements according to the neighborhoods of the curent Solution, an Explorer, that 
selects one of those Movements to be applied are some examples of Control types. 
The syntax of METALAB, which is used to coordinate all the different pieces, allows 
to generate, modulate and experiment the final local search program. 
As illustrated, the model of METALAB offers a great potential of expressivity, reusabil-
ity and efficiency. First, let us point out that, allong with the computing of simple 
Variables directly connected to some Representation types, it is possible to compose 
Variables together so as to express complex observations. This first feature gives the 
environment a great expressivity. Also, let us notice that our model minimizes the 
communication between Representation types and Control types which is done via 
Variables. It is the case in local search where the decision of the search path (cf. 
Control types) relies on some observations (cf. Variable types) made in turn on the 
Solutions and Movements (cf. Representation types). On a software engineering level, 
this second feature allows to warrant an optimal reusability of each piece of program. 
We finally argue that the decomposition into elementary pieces of code promotes 
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the adaptation of metaheuristics as one can concentrate its work on the code truly 
concerned. Notice that the very polymorphic feature of METALAB, which allows to 
conceive efficient algorithms, has no cost at run-time. As METALAB only relies on 
static polymorphism, all the factors that shape the final algorithm are in fact taken 
into account at compile-time. Executables are then exclusively processed toward the 
run of the local search. 
It remains to precise that METALAB does not help to compute any technicities related 
to a given local search application. Although they are limited to a given scope of 
problems and algorithms, the libraries or declarative langages approaches are more 
concerned with this goal. The software we propose constitutes above all a strong 
development methodology which isolates those technicities and allows to store the 
know-how they are related to. METALAB drives the user to create the missing pieces 
for his project and then to compose them to generate the desired local search. On the 
one hand, this methodology gives an excellent tool to manage local search projects. 
It allows to divide the computing task, to create reusable pieces of code, and to 
easily recompose programs. On the other hand, this methodology allows to store 
and to share the state of the art. The one interested in testing new metaheuristics 
may for instance benefit from some test problems that have already been represented 
in METALAB. In its turn, the practitionner may benefit from algorithms provided 
through METALAB to solve his new problems. All in all, METALAB can be viewed 
as the framework of a local search laboratory. 
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Introduction 
La recherche locale constitue une approche algorithmique remarquable pour la reso-
lution de problemes d'optimisation et de satisfaction de contraintes. Elle propose une 
recherche de solutions heuristique ou l'exactitude ainsi que l'estimation de l'erreur 
commise sont delaissees au profit d'une grande efficacite a generer une succession de 
reponses progressivement satisfaisantes. Le traitement d'un grand nombre de pro-
blemes dans le cadre de cette approche temoigne d'un interet tout particulier. La 
nature heuristique de la recherche locale, dont il ne faut pas manquer de relativiser 
les insuffisances a l'egard d'une modelisation souvent deja approximative, permet en 
effet d'aborder la resolution de problemes autrement intraitables dans des temps de 
calcul raisonnables. 
Un algorithme de recherche locale exerce un parcours dans un graphe dont chaque 
noeud denote une solution et chaque arc, le mouvement d'une solution qu'on trans-
forme en une solution voisine. La puissance et l'apparente canonicite des algorithmes 
appartenant a ce paradigme ont largement contribue a faire de la recherche locale 
un domaine d'etude privilegie. L'experimentation de differents types de graphes pour 
certaines classes de problemes a ainsi permis de comprendre les criteres conduisant 
au choix d'une structure de solution et d'un schema de mouvement convenables pour 
la resolution efficace d'un probleme donne. De meme, les algorithmes de parcours, 
initialement fondes sur l'amelioration monotone d'un critere objectif, ont ete perfec-
tionnes par l'integration de mecanismes metaheuristiques permettant de debloquer 
la recherche au-dela de solutions localement optimales. Avec l'apparition de ces me-
canismes dont la methode taboue et le recuit-simule constituent les exemples les plus 
celebres, la recherche locale a ete souvent pergue comme une collection de methodes 
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bien distinctes mais relevant d'un meme principe. Les constructions algorithmiques 
ont ete malgre tout etudiees transversalement et des notions essentielles comme l'in-
tensification et la diversification ont ete approfondies. L'actuelle convergence entre 
methodes de recherche locale et methodes a base d'une population de solutions tra-
duit cette vision composite. Ces avancees ont ete naturellement portees par des pro-
gress informatiques materiels, comme la parallelisation des executables et la puissance 
grandissante des calculateurs, mais aussi par des progres informatiques logiciels, no-
tamment dans le souci d'integrer la recherche locale comme solveur sous-jacent a 
d'eventuels systemes d'aide a la decision. 
La recherche locale connait malgre tout des limites que d'autres paradigmes ont 
franchi avec davantage de succes. II est ainsi remarquable qu'un cadre de resolution 
aussi populaire ne dispose pas d'un langage de programmation propre et largement 
reconnu. C'est pourtant chose faite en programmation par contraintes, en program-
mation en nombres entiers ou encore dans le domaine des graphes et reseaux, ou des 
logiciels permettent de vulgariser la creation d'applications. Sans doute, la recherche 
locale est un domaine bien plus complexe qu'il n'y parait et la formalisation de ses 
schemas informatiques, une etape necessaire a la realisation d'un langage, constitue 
un veritable defi. Ceci est d'autant plus critique que de nouveaux mecanismes me-
taheuristiques sont frequemment proposes et que les algorithmes deja existants sont 
souvent modifies afin de mieux tenir compte des specificites des problemes resolus. 
Des techniques appropriees de genie logiciel ont toutefois permis d'exploiter diffe-
rents jeux d'hypotheses reduisant la nature informatique de la recherche locale. Trois 
grandes approches ont ete j usque la prometteuses. 
- Dans la premiere approche, on choisit de se concentrer sur une famille coherente 
de classes de problemes. Les ateliers de programmation qui en decoulent se pre-
sentent comme une bibliotheque d'algorithmes clef-en-main. Le recours a un tel 
environnement logiciel se limite naturellement au cadre rigide des problemes cibles 
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par la bibliotheque. En revanche, les algorithmes dont on dispose peuvent prendre 
les formes specifiques propres au domaine pris en charge. 
- Dans la deuxieme approche, on cherche a decoupler le schema algorithmique relatif 
a une recherche locale des structures de donnees relatives a un probleme particulier. 
Les ateliers de programmation qui en decoulent prennent la forme d'un cadre d 'ap-
plication : le noyau du cadre d'application implemente l'ossature d'une recherche 
locale en fonction de structures de donnees peripheriques que l'usager programme 
et passe en parametre. Le decouplage et l'interfagage des deux parties logicielles 
sont ici de nature a restreindre les schemas de recherche locale a des formes tres 
standardises. Pour ces formes, l'usager beneficie en revanche de patrons d'algo-
rithmes generiques pouvant etre utilises pour les structures de representation de 
probleme qu'il passe en parametre. 
- Dans la troisieme approche, on tire profit des formes de recherche dont un mouve-
ment consiste a reaffecter une ou plusieurs variables. Ce cadre, qu'on rencontre en 
satisfaction de contraintes, permet de reduire une recherche locale a la formulation 
de grandeurs caracteristiques en fonction desquelles s'expriment les coordonnees 
d'une reaffectation. Ces environnements constituent des langages declaratifs: l'usa-
ger donne une expression aux grandeurs caracteristiques dont le langage maintient 
la validite et en deduit la trajectoire de recherche automatiquement. 
Le projet de recherche que rapporte cette these concerne la formalisation, la realisa-
tion ainsi que l'experimentation d'une nouvelle approche : les librairies generiques. Ce 
type d'atelier de programmation, dont l'architecture repose sur un modele informa-
tique innovant ainsi que sur des techniques de programmation generiques avancees, 
vise principalement les qualites de genericite et d' expressivite. 
- De meme que pour les cadres d'application, le type d'atelier vise est generique. Le 
codage ainsi que le fonctionnement d'une piece de programme reste done indepen-
dant du type de probleme a resoudre et/ou des specificites de 1'algorithme utilise. 
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Les bibliotheques ou les langages declaratifs reduits par construction, soit a une 
famille de problemes donnee, soit aux problemes de satisfaction de contraintes, ne 
permettent pas d'atteindre cette genericite. De meme que les cadres d'application, 
une librairie generique prevoit de decoupler, d'une part, la programmation des ele-
ments constituant le graphe de recherche, et d'autre part, la programmation des 
mecanismes autour desquels se decide la trajectoire de recherche. 
- Les cadres d'application permettent d'isoler la representation des problemes en 
mouvements et solutions en face de patrons d'algorithmes prefabriques. Une li-
brairie generique, qui decompose non seulement la representation du probleme 
mais aussi l'algorithmique de la recherche locale, prolonge nettement cette ap-
proche. Au besoin, ce type d'environnement permet en fait de construire ainsi que 
de composer n'importe quelle piece elementaire de la methode de resolution visee. 
La programmation devient modulaire a tous les niveaux, tant pour les structures 
de probleme que pour les mecanismes de recherche. Cette caracteristique favorise 
Vexpressivite des librairies generiques. 
Avec l'usage, une librairie generique se presente comme un couple de bibliotheques 
extensibles. L'une rassemble des structures de probleme, l'autre, des structures de 
controles. Lorsqu'ils sont compatibles, les elements de ces bibliotheques peuvent etre 
mis en relation par l'usager. Le noyau du logiciel genere alors l'algorithme correspon-
dant. Cette approche privilegie un certain nombre de situations propres a l'activite 
de programmation en recherche locale. 
- Elle encourage la recherche en algorithmique. Des usagers interesses a developper 
de nouvelles metaheuristiques disposent en effet d'une grande modularity permet-
tant de traduire nombres de mecanismes pour controler la trajectoire de recherche, 
lis beneficient par ailleurs de structures de problemes temoins que reunit la biblio-
theque de problemes et qu'alimentent d'autres types d'usagers. 
5 
- Elle encourage la resolution de nouveaux problemes. Les usagers desireux de re-
soudre un probleme particulier disposent en effet de structures de recherche reutili-
sables et mises a contribution par les usagers oeuvrant en algorithmique. La modu-
larity de la methode de developpement permet en outre de concentrer l'adaptation 
des algorithmes pour un probleme donne sur les structures de controle effective-
ment concernees. 
- Elle permet finalement de constituer des laboratoires ou se rencontrent et s'ac-
cumulent l'expertise algorithmique et la connaissance de problemes particuliers. 
Ces laboratoires peuvent etre mis en oeuvre a l'echelle d'une equipe de recherche 
pour une famille donnee de problemes. Une librairie generique constitue dans ce 
cas un tres bon outil de gestion de projet. Ces laboratoires peuvent aussi etre 
mis en oeuvre a l'echelle d'une communaute de chercheurs. Une librairie generique 
permet dans ce cas d'harmoniser les protocoles experimentaux et de synthetiser le 
savoir-faire relatif au domaine. 
Le travail presente s'articule en trois phases. Premierement, la phase d'etude s'attache 
a dessiner les contours d'un langage de programmation pour la recherche locale. Cette 
etape decrit l'interet, la realisabilite, les conditions de fonctionnement ainsi que les li-
mites des differentes approches possibles. Deuxiemement, la phase theorique propose 
de formuler la recherche locale dans le paradigme de la programmation generique. 
Cette etape donne un modele informatique a la recherche locale en meme temps 
qu'elle fournit un canevas pour l'architecture des librairies generiques. Enfin troi-
siemement, la phase d'experimentation demontre la pertinence du modele theorique 
par la presentation et la mise a l'epreuve de la librairie generique METALAB. A noter 
que chacune de ces trois parties a ete redigee le plus independamment possible des 
notions mises en jeu par ailleurs de sorte que le lecteur puisse parcourir l'ouvrage 
dans l'ordre qui correspond a ses interets et a sa methode, selon qu'il vient des ma-
thematiques ou de 1'informatique, selon qu'il cherche a theoriser la recherche locale 
ou a en faire l'application. Le contenu de chaque partie est organise comme suit. 
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La premiere partie donne un apergu des enjeux poursuivis dans la these. Une syn-
thase de la recherche locale est proposee en preambule. La notion de graphe de 
recherche, constitue des solutions et mouvements, amorce l'expose. Les formes heu-
ristiques concourant a orienter le parcours sur ce graphe sont ensuite examinees. 
Quelques exemples d'algorithmes representatifs complement ce prealable. L'analyse 
informatique de la recherche locale se poursuit par l'examen des differents styles de 
programmation qu'on y rencontre et par une etude de realisabilite concernant les 
environnements de programmation. L'interet et les conditions de fonctionnement de 
chacune des trois approches existantes - bibliotheques, cadres d'application et lan-
gages declaratifs - sont passes en revue. Les caracteristiques des librairies generiques 
sont finalement mises en relief. 
La deuxieme partie propose de formuler la recherche locale dans le paradigme de la 
programmation generique. Trois principes de modelisation, conduisant a une lecture 
originale de la recherche locale, sont discutes. Le principe de decouplage, qui intro-
duit trois families de pieces logicielles, favorise une reusability maximale du code. 
La premiere famille concerne les entites relatives au graphe de recherche, comme les 
solutions et mouvements, la deuxieme, les observations consultees et/ou archivees 
sur le parcours de recherche, et la troisieme, les structures de controle, qui operent 
un parcours sur le graphe de recherche en fonctions des observations regues. Pour 
une combinaison de pieces logicielles, le principe de modulation permet d'effectuer 
la synthese d'algorithme la plus efficace possible en fonction des parties entrant ef-
fectivement en interaction. Le principe de composition, qui autorise de definir une 
observation en fonction d'observations deja existantes, etend enfin l'expressivite du 
modele. La partie theorique se poursuit par la specification de chaque unite logicielle 
dans le formalisme d'une librairie generique. Conformement a ces specifications, il de-
vient possible de definir de nouveaux types de fonctionnement pour chaque categorie 
de pieces de meme que les entites existantes peuvent etre combinees differemment 
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afin de synthetiser de nouveaux programmes. Le volet theorique s'acheve par l'inter-
pretation du modele. Le cycle de vie et les modes d'interaction de chaque categorie 
de pieces logicielles y sont examines. Quelques aspects techniques concernant rim-
plantation de ce modele sont parallelement presentes en annexe. Ce volet technique 
tend a demontrer que la surcharge de calcul des programmes generes par une librairie 
generique comparativement a des algorithmes codes a la main reste tres negligeable. 
La troisieme partie, qui presente l'utilitaire METALAB, demontre la faisabilite ainsi 
que l'interet des librairies generiques. Cette partie debute par une description di-
dactique de METALAB permettant a l'usager de programmer les applications qui 
Pinteressent. Quelques etudes de cas representatives des possibilites qu'offre la librai-
rie generique sont enfin exposees. Les scenarios presentes demontrent la simplicity 
avec laquelle il est possible d'assurer la gestion d'un projet en recherche locale. Uti-
liser METALAB demande en effet peu d'investissement concernant l'ecriture du code 
initiant le projet tout en permettant d'apporter des modifications significatives dans 
la poursuite du projet. La realisation de nouvelles methodes taboues efficaces pour la 
resolution du voyageur de commerce illustre enfin l'apport de la librairie METALAB 
pour la conduite de projets avances. 
Apres avoir revise les avantages et inconvenients d'une librairie generique, nous propo-
sons en conclusion quelques extensions pertinentes. Les mecanismes de coordination 
propres aux algorithmes a base d'une population de solutions et aux methodes uti-
lisant plusieurs schemas de mouvements sont par exemple passes en revue. Chaque 
langage informatique vehiculant une forme singuliere de pensee, le concours de cette 
these appartient en grande partie aux lecteurs pour qui le modele propose paraitra 
naturel. Nous esperons en ce sens que la valeur didactique de cette these en constitue 
la principale contribution. Des contributions plus manifestes peuvent 6tre par ailleurs 
resumees comme suit. 
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- Une etude transversale des environnements de programmation deja existants pour 
la recherche locale est proposee. Cette etude necessite une synthese prealable de la 
recherche locale independante des a priori relatifs a l'optimisation et a la satisfac-
tion de contraintes. 
- Un modele generique de recherche locale est donne autour des trois principes de 
decouplage, de modulation et de composition. Les deux premiers principes, qu'on 
retrouve au coeur de la STL, la librairie generique de structures de donnees du 
C+ + , ont ete transposes a la recherche locale. Le troisieme principe est propre a la 
recherche locale. Le modele propose, qui constitue le socle de la librairie METALAB, 
fournit une grille de lecture originale et neanmoins tres logique de la recherche 
locale. 
- Une librairie generique est proposee pour la creation d'applications de recherche 
locale. Cet utilitaire fournit des conditions tres realistes ou il reste possible, pour 
les programmeurs interesses a la resolution d'un probleme, d'adapter les pieces 
algorithmiques pertinentes a celles du probleme, et pour les programmeurs en 
algorithmique, de transposer en pratique de nouvelles idees heuristiques. 
- De nouveaux algorithmes tabous pour le voyageur de commerce sont proposes. 
Les techniques exposees montrent leur efficacite sur des problemes allant jus-
qu'a quelques milliers de noeuds. Ces algorithmes se basent sur la segmentation 
du voisinage 2-opt en se limitant a des mouvements n'inversant que de courtes 
sous-sequences de la solution courante. Les diverses techniques decrementation 
possibles pour le voisinage 2-opt sont egalement etudiees. Enfin, des techniques 




Analyse informatique de la recherche locale 
La premiere partie de la these introduit le contexte et les elements de reflexion qui 
ont motive la realisation d'un utilitaire de programmation pour la recherche locale. 
L'analyse de la problematique comprend deux chapitres. 
Dans le chapitre 1, nous dressons un portrait synthetique de la recherche locale. Apres 
avoir encadre les principes de fonctionnement et les modes heuristiques de ce para-
digme, nous passons en revue quelques algorithmes representatifs du domaine. Nous 
discutons enfin de la pertinence de la recherche locale pour des situations auxquelles 
peuvent etre confrontes les programmeurs autour des quatre criteres de congruence, 
de navigabilite, d'ergonomie et de topologie. Le chapitre se termine par une mise en 
perspective des idees avancees dans l'expose. 
Dans le chapitre 2, nous discutons des approches possibles pour le developpement 
de metaheuristiques sous un environnement de programmation specialise. Nous com-
mengons par decrire les differents styles de programmation rencontres et analysons 
dans chaque cas les besoins d'un langage. Nous discutons alors de la realisabilite d'un 
utilitaire de programmation et passons en revue les trois types d'approche - biblio-
theques, cadres d'application et langages declaratifs - presentees dans la litterature. 
Nous etablissons enfin l'interet d'une approche innovante offrant davantage de flexi-
bilite et de possibilites que celles existantes pour des objectifs que nous preciserons. 
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Cette approche, qui repose principalement sur la programmation generique, peut etre 
vue comme un prolongement des cadres d'application. 
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CHAPITRE 1 : METHODES DE RECHERCHE 
LOCALE 
Au meme titre que la programmation en nombres entiers (Nemhauser et Wolsey, 
1988), la programmation par contraintes (Marriot et Stuckey, 1998) ou la program-
mation lineaire et non lineaire (Luenberger, 1984), la recherche locale (Reeves, 1993) 
constitue un paradigme de resolution pour les problemes d'optimisation et de sa-
tisfaction de contraintes. Ce paradigme ne propose pas de resolution exacte aux 
problemes d'optimisation : la solution apportee par un algorithme n'est pas force-
ment optimale. II ne propose pas non plus de resolution complete aux problemes 
de satisfaction : le fait qu'un algorithme ne trouve pas une solution realisable ne 
signifie pas qu'il n'en existe pas. C'est dans l'efficacite a trouver de bonnes solutions 
que reside Pinteret de la recherche locale. En optimisation, l'experience montre en 
effet que des solutions quasi-optimales peuvent etre generalement trouvees dans des 
temps de calcul tres courts sinon raisonnables comparativement a ceux redibitoires 
des methodes exactes (Johnson et McGeoch, 1997). De meme, en satisfaction de 
contraintes (Bohlin, 2002), des problemes de grandes tailles peuvent etre traites (Gu 
1992, Hoos et Stutzle, 1999, Hoos et Stutzle, 2000). Des solutions realisables peuvent 
etre facilement generees dans le cas sous-contraint alors que dans le cas sur-contraint 
le blocage de la resolution sur des solutions fortement non-realisables peut fournir 
une indication de non-realisabilite. On trouve ainsi une motivation toute particuliere 
a utiliser la recherche locale pour la resolution de problemes reputes difficiles pour 
lesquels des methodes exactes ou completes demanderaient des temps de calcul trop 
longs pour des tailles de problemes interessantes. 
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1.1 Principes de la recherche locale 
En recherche locale, la construction d'une reponse s'effectue en rnodifiant des solu-
tions intermediaires par des transformations successives qu'on appelle mouvements. 
Ces mouvements suivent un schema preetabli qu'on peut noter par une fonction 
M : (s,c) —>• M(s,c). Etant donnee une solution courante s, le schema de mou-
vement peut etre parametre par des coordonnees c differentes, pour lesquelles on 
obtient le mouvement M(s, c). On notera s(B M(s, c) la nouvelle solution obtenue en 
appliquant un tel mouvement. On note Ms 1'ensemble des mouvements definis autour 
de la solution s, et VM(S) = {s®m,m e Ms}, l'ensemble des solutions voisines de s. 
Comme il apparait dans les deux exemples suivants, il est souvent possible de visiter 
le voisinage d'une solution en enumerant sur les coordonnees pertinentes. 
Probleme du voyageur de commerce. Considerons une version du probleme du 
voyageur de commerce (Reinelt, 1991), qu'on notera PVC. Soit un graphe complet 
non dirige G = (V, E) ou V designe l'ensemble des nceuds et E l'ensemble des aretes. 
Etant donnee une fonction cout positive C : e —>• C(e) definie pour chaque arete 
e G E, le PVC consiste a trouver un circuit de moindre cout qui passe par tous les 
nceuds. Comme illustre sur la figure 1.1, etant donne un indexage de l'ensemble des 
nceuds v € V, on represente une solution du PVC par une permutation d'entiers 
sur l'ensemble {l... |V|}. Un exemple de schema de mouvement appele 2-opt consiste 
alors a choisir une sous-sequence de la permutation et a l'inverser. Dans ce cas, un 
systeme de coordonnees possible consiste a designer les deux aretes, notes {c0o,c0i} 
et {c10,Cu}, sortant de la tournee courante. En tenant compte des symetries et en 
eliminant l'inversion des sous-sequences vides ou singletons, on obtient | |V| .( |V| — 3) 
mouvements possibles pour chaque solution. La figure 1.1 ci-dessous presente une 
solution et son voisinage pour le PVC d'un graphe complet a cinq nceuds. 
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Coordonnees des sommets 
/ o 3 3 2 2 \ 
' 3 0 2 3 5 
3 2 0 3 5 
2 3 3 0 2 
\ 2 5 5 2 0 ) 
Matrice explicite des 
distances internodales 










2-opt({l,5},{4,2})—~ ' S Z (1,3,2,5,4) 
(1,4,2,3,5) 
Une solution courante et son voisinage 
Figure 1.1 - Une solution et son voisinage 2-opt pour une instance de PVC 
Probleme de satisfaction de contraintes. Considerons une version du probleme 
de satisfaction de contraintes, qu'on notera PSC. On se donne un ensemble de va-
riables (Xijiei, chacune associee a un domaine fini Di de valeurs, ainsi qu'un ensemble 
de contraintes reliant ces variables. II s'agit de trouver une affection Vi G A a cha-
cune des variables de sorte que toutes les contraintes du systeme soient verifiees. 
Dans ce contexte, on represente une solution par une affectation (uj)jg/, c'est-a-dire 
Xi = Vi,Vi G i". La classe de problemes SAT se restreint ici au cas ou chaque va-
riable est binaire et chaque contrainte une disjonction de litteraux impliquant un 
sous-ensemble des variables. Un schema de mouvement souvent utilise, appele flip, 
consiste a choisir une variable, par exemple celle qui apparait dans le plus grand 
nombre de contraintes violees, pour en modifier la valeur. Dans ce cas, les coordon-
nees c = (i, Vi) d'un mouvement specifient la variable reaffectee ainsi que la nouvelle 
valeur retenue. Pour une variable i donnee, on obtient \Di\ — 1 mouvements possibles. 
La figure 1.2 presente l'ensemble des solutions et mouvements pour un SAT a trois 
variables et quatre contraintes. Pour chaque solution, seuls sont consideres les mou-
vements impliquant la (ou les) variables comportant un maximum de conflits. 
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Ensemble des solutions et mouvements 
Figure 1.2 - Solutions et mouvements flip pour un probleme SAT 
Etant donnee une representation des solutions ainsi qu'un schema de mouvement 
M, on se donne l'ensemble S des valeurs possibles de solutions ainsi que l'ensemble 
A — {(s, s'), s' G VM(S), S £ S} des transitions qu'on considere entre deux solutions 
quelconques. On designe par espace de recherche (ou graphe de recherche) le graphe 
dirige E = (S,A). Dans cette these, on considere qu'un programme de recherche lo-
cale est un programme qui genere un parcours de recherche dans l'espace de recherche 
E. Cette definition s'etend naturellement au cas ou plusieurs schemas de mouvement 
sont utilises. On posera par exemple que A = {(s, s'), s' G VMl(s) U VM2(S), S G S} si 
deux schemas Ml et M2 sont simultanement utilises. 
Concernant l'espace de recherche, on souhaite en general que l'ensemble des transi-
tions definisse un graphe connexe (Hertz, Taillard et De Werra, 1995) de sorte que 
toutes les solutions - dont les solutions optimales en optimisation et les solutions 
realisables en satisfaction de contraintes - puissent etre eventuellement atteintes. 
Puisque l'inversion des sous-sequences de taille 2 permet de generer l'ensemble des 
permutations, l'espace de recherche pour un PVC muni d'un 2-opt est connexe. 
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Par contre, le PSC pour lequel l'ensemble de variables (Xi)i=it2,s,4,5 G {0, l }
5 est 
contraint par les deux inegalites X\ + X2 + X3 < 1 et X\ + X4 + X5 < 1 presente 
deux solutions (1,1,1,1,1) et (0,1,1,1,1) a partir desquelles aucun mouvement flip 
ne permet d'acceder au reste de l'espace de recherche si on se limite aux variables de 
conflit maximal. Pour des problemes de satisfaction de contraintes ou les variables 
sont booleenes, cette version limitee de flip se reduit en effet, dans les cas non dege-
neres ou une seule variable correspond au maximum de conflits, a un seul voisin par 
solution. Une alternative consiste alors a etendre le voisinage en permettant de mo-
difier la valeur d'une variable quelconque. Le graphe de recherche obtenu, desormais 
connexe peu importe l'instance, est presente a la figure 1.3 pour le probleme SAT 
precedent. 
< 
' h V -162 V fe3 (Ci) 
b2 V 63 (C2) 
-.61 V -63 (C3) 
. 61 V 62 (C4) 
5 variables booleennes 
4 contraintes 
Instance 
(1,0,0) . ,lipW . (1,1,0) 
C2 faux Realisable 
flip(l) flip(3) flip(l) flip{3) 
/ ^x^ \ 
(0, 0, 0) *—/Kp(2)— (0, 1, 0) (1, 0, 1) ~-/Hp<2)— (1, 1, 1) 
C2 et C4 faux C\ faux C3 faux C3 faux 
flip(3) flip(l) flip(3) fUpW 
(0,0,1) . 1Hvm (0,1,1) 
C4 faux Realisable 
Ensemble des solutions et mouvements 
Figure 1.3 - Graphe de recherche connexe pour un probleme SAT 
Dans le cadre d'algorithmes simples, la recherche est de nature lineaire et marko-
vienne. Nous dirons que la recherche est lineaire lorsque le parcours des solutions 
visitees traverse un chemin fini (s0, si,..., sL) ou Sj+i G VM(SJ),VZ = 0, ...L — 1. 
Nous dirons que la recherche est markovienne lorsqu'une iteration de la recherche, 
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c'est-a-dire le choix et l'application d'un mouvement, ne depend pas de l'historique 
de la recherche mais seulement de la solution courante. Pour des algorithmes plus 
complexes, la recherche locale s'eloigne souvent du cadre lineaire et markovien. Par 
exemple, lorsqu'on developpe un ensemble de recherches locales paralleles, plusieurs 
chemins de recherche coexistent et, c'est souvent le but recherche, interferent. II est 
egalement possible que le choix d'un mouvement depende non seulement de la solu-
tion courante mais aussi de la trajectoire de la recherche. 
Etant donne un espace de recherche, decrire un algorithme de recherche locale revient 
habituellement a en preciser les criteres d'arret, le systeme de regies de selection d'un 
mouvement et la procedure d'enumeration du voisinage. Les criteres d'arret arbitrent 
la sortie du programme. Ces criteres peuvent porter par exemple sur le nombre maxi-
mal d'iterations a effectuer, sur la vitesse marginale a laquelle de meilleures solutions 
sont trouvees ou encore sur tout critere estimant la stagnation de la recherche. Le 
critere d'arret peut enfin tout simplement consister a donner une borne sur le temps 
d'execution alloue. Le systeme de regies de selection arbitre la selection du mouve-
ment conduisant a modifier la solution courante. II existe plusieurs niveaux de selec-
tion : certaines regies reclament d'ecarter certains mouvements, d'autres permettent 
de les comparer entre eux. Certaines regies permettent egalement de court-circuiter 
l'exploration du voisinage courant lorsqu'un mouvement visite est juge satisfaisant. 
La procedure d'enumeration du voisinage determine enfin le sous-ensemble et l'ordre 
dans lesquels sont explores les mouvements d'un voisinage. Generalement, la tota-
lity du voisinage courant est potentiellement explorable a chaque iteration. Dans le 
cas de voisinages a grandes echelles, comme par exemple les voisinages a profondeur 
variable (Lin et Kernighan, 1973, Ahuja, Ergun, Orlin et Punnen, 2002, Applegate, 
Cook et Rohe, 2003), il peut etre cependant plus efficace de limiter l'enumeration 
a une partie judicieuse du voisinage. Les coordonnees des mouvements sont souvent 
parcourues de maniere sequentielle, aleatoire ou encore selon leur gain. 
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1.2 Les formes heuristiques en recherche locale 
Les algorithmes de recherche locale appartiennent a la classe des heuristiques. A ce 
titre, la programmation d'une recherche locale occasionne la mise en place de me-
canismes intuitifs visant a orienter la recherche vers des zones jugees prometteuses 
(Pearl, 1984). En intelligence artificielle, la mise en oeuvre de ces mecanismes repose 
typiquement sur la transposition d'une expertise relative au phenomene modelise 
et/ou sur une connaissance statique sinon dynamique de l'espace de recherche. En 
recherche locale, l'integration de mecanismes heuristiques s'appuie particulierement 
sur l'acquisition dynamique d'information. D'une part, soulignons que la genese de 
cette information est d'autant plus necessaire que les renseignements dont on dis-
pose pour diriger la recherche locale sont au depart tres limites. Par construction, 
le parcours des solutions intermediaires est en effet markovien (la solution courante 
et son voisinage constituent les seules sources d'information) et lineaire (l'informa-
tion balayee se focalise sur une seule dimension). Mais d'autre part, notons que la 
maintenance et l'utilisation d'une information supplementaire peuvent s'averer cou-
teuses en temps de calcul comme en memoire. L'interet d'un mecanisme heuristique 
est done souvent relatif a la complexity de calcul qu'il induit. Cette section pro-
pose de decrire les differentes formes heuristiques rencontrees en recherche locale. 
Nous commentons d'abord deux grands principes heuristiques qu'une recherche lo-
cale s'emploie generalement a suivre, soit le principe d'amelioration et le principe 
d'intensification/diversification. Nous passons ensuite en revue quelques techniques 
permettant de realiser ces principes. Les algorithmes que nous decrivons dans la 
section 1.3 illustreront par la suite cet expose. 
On se donne pour la suite une fonction cout 5(m) definie pour tout m G UsesMs. 
Etant donnee une fonction cout associee aux solutions ip : s —>• ip(s) definie pour 
chaque s G S, 8(m) mesure habituellement (mais pas forcement) le cout differentiel 
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d'un mouvement, et dans ce cas, %j;(s © m) = ij)(s) + S(m). Par exemple, pour le 
PVC muni d'un 2-opt, on definit i^(s) par l'aggregation des couts rencontres sur 
chaque arc de la solution s et S(m) par la difference entre le cout aggrege des deux 
arcs entrants et le cout aggrege des deux arcs sortants. Pour le PSC muni d'un 
flip, si xp(s) indique le nombre de contraintes violees, on formulera 8(m) comme 
la difference entre le nombre de contraintes nouvellement violees et le nombre de 
contraintes nouvellement satisfaites par l'application du mouvement m. Sans perte 
de generalite, on se place maintenant dans la situation de minimiser la fonction ip(s). 
1.2.1 Principes heuristiques de la recherche locale 
En recherche locale, la conduite heuristique d'un algorithme suit deux principes essen-
tiels : le principe d'amelioration ainsi que le principe d'intensification/diversification. 
Le principe d'amelioration envisage simplement de modifier la solution courante en 
choisissant a chaque iteration un mouvement qu'on estime benefique, en general, 
parce qu'il ameliore la valeur objectif. Le principe d'intensification/diversification 
vise a rationaliser la fouille de l'espace de recherche. Selon ce deuxieme principe, 
certaines composantes de la recherche approfondissent la fouille de zones de l'es-
pace ayant presente des solutions interessantes (phases d'intensification), alors que 
d'autres visent a atteindre des zones encore inexplorees (phases de diversification). 
Principe d'amelioration. Les mecanismes d'amelioration, ou de descente lors-
qu'on minimise, constituent l'ingredient central d'une recherche locale. Sachant qu'on 
cherche a minimiser x/>(s), un mecanisme de descente part d'une solution s = sQ et 
tente d'ameliorer il>(s) le long d'un chemin (s0, Si, ...sz,). Considerons, dans un cadre 
formel, une fonction d'utilite Ur : m —>• Ur(m) definie pour chaque mouvement. Dans 
le contexte d'une recherche non markovienne, l'indice r indique que la trajectoire de 
recherche est succeptible de parametrer la fonction d'utilite. Deux types de parcours 
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fondes sur ce mecanisme de descente sont particulierement utilises. Dans le cas d'un 
parcours en meilleure amelioration, chaque iteration selectionne le mouvement m ve-
rifiant Ur(m) = max Ur(m'). Dans le cas d'un parcours en premiere amelioration, 
chaque iteration selectionne le premier mouvement m visite verifiant Ur(m) > 0. Un 
mecanisme de descente pure correspond au cas ou Ur(m) = —5(m), et dans ce cas, 
la descente echoue au premier optimum local rencontre de la fonction tp. Lorsqu'on 
souhaite etendre la descente au-dela d'un optimum local, la fonction d'utilite adjoint 
a 5 une composante auxiliaire dependant de la trajectoire des solutions visitees et/ou 
d'un critere cherchant a eviter le blocage de la recherche. 
Principe d'intensification/diversification. Batie autour du seul principe d'ame-
lioration, une recherche locale constitue une trajectoire lineaire de l'espace de re-
cherche. Si une telle trajectoire a l'avantage de se deployer tres rapidement, elle offre 
en revanche peu de visibilite sur la topologie de l'espace de recherche, et ce faisant, 
peut etre difficile a orienter. Heureusement, on observe souvent que les optima locaux 
de la fonction ip sont regroupes par grappes dans l'espace de recherche (Hansen et 
Mladenovic, 2002). Lorsqu'un optimum est rencontre, il peut done etre judicieux de 
fouiller la zone courante de la recherche puisqu'elle presente probablement d'autres 
optima locaux, eventuellement meilleurs. II est toutefois aussi important d'orienter la 
trajectoire des solutions vers des zones inexplorees de sorte a decouvrir d'eventuelles 
nouvelles grappes. Pour cette raison, l'algorithmique d'une recherche locale presente 
idealement l'equilibre de deux phases heuristiques. D'une part, les composantes d'in-
tensification entrainent des phases de recherche approfondie autour de la zone en 
cours d'examen. D'autre part, les composantes de diversification encouragent a par-
courir des zones encore inconnues de l'espace de recherche. II est interessant de faire 
le parallele avec les notions d'exploration et d'exploitation mises en avant par Petude 
des algorithmes de type evolutionniste. D'une certaine maniere, la diversification 
constitue une phase d'exploration au cours de laquelle est acquise une connaissance : 
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la localisation eventuelle de nouvelles grappes. L'intensification constitue, elle, une 
phase d'exploitation au cours de laquelle est utilisee cette connaissance : on fouille 
les grappes d'optima decouvertes. Au meme titre que l'exploration et l'exploitation, 
la diversification et l'intensification constituent des composantes de recherche com-
plementaires. 
1.2.2 Techniques heuristiques en recherche locale 
Nous presentons maintenant trois types de techniques couramment utilisees pour 
programmer la conduite heuristique de la recherche. Premierement, les techniques de 
perturbation consistent a modifier localement la topologie de l'espace de recherche en 
adjoignant a la fonction Ur une composante annexe indicative de l'interet associe a 
chaque mouvement. Deuxiemement, les techniques de relance consistent a reiterer un 
certain nombre de recherches locales sous des conditions initiales differentes afin de 
renforcer la couverture de l'espace de recherche. Enfin troisiemement, les techniques 
de parallelisation servent a diversifier ainsi qu'a emuler la recherche locale entre 
plusieurs parcours de recherche. 
Techniques de perturbation. Les techniques de perturbation permettent de mo-
difier localement et virtuellement la structure du graphe de recherche ainsi que la 
topologie induite par la fonction ip. Formellement, on peut voir une perturbation 
comme l'ajout ou la modulation d'un terme dans la fonction d'utilite Ur. Le terme 
de perturbation peut etre judicieusement aleatoire, ce qui revient a bruiter l'orien-
tation du critere de selection des mouvements. Le terme de perturbation peut aussi 
etre une fonction deterministe de l'etat de la recherche. Lorsque les termes de per-
turbation sont infinis, le filtrage est impartial. Dans ce cas, certains mouvements 
sont tout simplement ignores ou d'autres automatiquement selectionnes. Lorsque les 
termes de perturbation prennent la forme d'une penalite finie, le filtrage est incitatif. 
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Dans ce cas, certains mouvements sont favorises et d'autres sanctionnes selon qu'ils 
adherent ou s'ecartent de la strategie de recherche. Les techniques de perturbation 
permettent typiquement de catalyser la descente dans des situations particulieres. 
Par exemple, elles permettent d'eviter un cyclage de la trajectoire des solutions vi-
sitees autour d'un optimum local courant lorsque des degradations de la fonction ip 
sont tolerees (Hansen, 1986). La ponderation dynamique des penalites associees aux 
contraintes violees utilisee en satisfaction de contraintes pour sortir de regions ou ij) 
reste monotone constitue un autre exemple (Bohlin, 2002). 
Techniques de relance. Les techniques de relance proposent de systematiquement 
reamorcer une descente lorsqu'un optimum local bloque la recherche. Par exemple, un 
schema classique de relance consiste a generer aleatoirement un ensemble de solutions 
initiales a partir desquelles est ensuite executee une phase de descente. On observe 
cependant que cette procedure reste assez limitee (Lourengo, Martin et Stutzle, 2002). 
En effet, pour de grands problemes, chaque descente reste tres souvent bloquee a un 
certain pourcentage de l'optimum, ce pourcentage etant intrinseque a la classe et a la 
taille du probleme. Egalement, chaque descente est une reinitialisation du programme 
qui n'utilise pas d'information acquise par les recherches precedentes. Enfin, le choix 
aleatoire des solutions initiales ne permet pas d'assimiler la distribution en forme de 
grappes des regions contenant les optima locaux. Une amelioration aux techniques de 
relance aleatoires consiste generalement a reamorcer chaque descente a partir d'une 
solution structurellement proche d'un optimum local deja obtenu (on reste sur une 
grappe d'optima) et cependant distante sur le graphe de recherche (on ne retombe 
pas sur l'optimum deja rencontre). On peut dans ce cas conjuguer plusieurs idees : 
modifier l'optimum local courant au moyen d'une courte trajectoire aleatoire et/ou 
d'une structure de voisinage differente. La relance peut etre ensuite effectuee sur la 
base du meme schema de mouvement ou encore d'un schema de mouvement different. 
Techniques de parallelisation. De maniere generale, un algorithme de recherche 
locale se parallelise naturellement autour d'un ensemble de phases de descente. Ega-
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lement, les problemes decomposables pour lesquels on applique une recherche locale 
a chaque sous-probleme peuvent etre tres logiquement parallelises. Les problemes de 
routage pour lesquels un ensemble de vehicules doit couvrir a moindre cout tous les 
nceuds d'un graphe constituent un exemple : etant donne un partitionnement des 
nceuds, il se decompose en un ensemble de PVC (Rochat et Taillard, 1995, Laporte 
et Semet, 2001). Lorsque chaque fil de recherche possede juste son propre domaine 
d'information, l'algorithme obtenu correspond tout compte fait a une parallelisation 
materielle des techniques de relance ou de decomposition. Etant donnee la struc-
ture du probleme traite, les differents fils de recherche peuvent toutefois partager 
un domaine d'information global a partir duquel le programmeur cherchera a emuler 
et/ou a faire collaborer les differents fils de recherche. De tels algorithmes empruntent 
naturellement leurs mecanismes de selection et de coordination aux algorithmes de 
recherche a base d'une population de solutions (Calegari, Coray, Hertz, Kobler et 
Kuonen, 1999). Une classification des techniques de parallelisation est proposee par 
Crainic et Toulouse (1997). 
1.3 Quelques algorithmes representatifs 
Pour terminer cette introduction, nous donnons un apergu de quelques algorithmes 
representatifs. Le panorama qu'on propose permet d'illustrer les differentes perspec-
tives de la recherche locale que nous avons jusque-la exposees. Nous commengons 
par la presentation d'algorithmes tres simples (Algorithmes de premiere ameliora-
tion, de meilleure amelioration, de recuit-simule) et terminons par la description 
d'algorithmes plus complexes (Algorithmes tabou, a voisinage variable, a voisinage 
a profondeur variable). Chaque algorithme utilise un graphe de recherche caracteris-
tique de la recherche locale et, comme nous en discuterons, deploie a sa maniere les 
principes et techniques heuristiques que nous avons decrits. 
23 
Algorithme de premiere amelioration. Une iteration de l'algorithme de premiere 
amelioration explore progressivement le voisinage de la solution courante s. Des qu'un 
mouvement m verifie la condition S(rn) < 0, 1'enumeration est terminee et on effectue 
le mouvement vers la solution s©m. La recherche s'acheve lorsqu'il n'est plus possible 
de trouver un tel mouvement. II est clair que dans le cas du PVC et du PSC, 
l'algorithme converge en un nombre fini d'iterations. Ce sera toujours le cas des lors 
que le graphe de recherche comporte un nombre fini de solutions. Le resultat de 
Palgorithme n'est la plupart du temps qu'un minimum local. 
Algorithme de meilleure amelioration. Une iteration de l'algorithme de meilleure 
amelioration enumere de maniere exhaustive le voisinage de la solution courante s. Le 
mouvement m selectionne verifie la condition S(m) = min 5(m') < 0 et on effectue 
ce mouvement vers la solution s(&m. La recherche s'arrete des qu'il n'est plus possible 
de trouver un tel mouvement. Les proprietes de convergence sont identiques a Pal-
gorithme de premiere amelioration. L'algorithme de meilleure amelioration converge 
generalement pour un plus petit nombre d'iterations que l'algorithme de premiere 
approximation mais chaque iteration exige un temps de calcul plus long. Bien que 
ce phenomene depende pour une bonne part de l'ordre d'enumeration, on remarque 
assez souvent que l'optimum local obtenu en meilleure amelioration est moins bon 
que celui obtenu en premiere amelioration. L'intuition selon laquelle une descente 
moins rapide converge finalement sur des solutions plus performantes est au centre 
de l'algorithme de recuit-simule suivant. 
Algorithme de recuit-simule. On utilise dans le recuit-simule (Kirkpatrick, Ge-
latt et Vecchi, 1983) un parametre exogene, appele temperature et note T. Ce para-
metre sert a controler la part aleatoire du processus de selection d'un mouvement. 
A chaque iteration, on enumere le voisinage courant jusqu'a ce qu'un mouvement 
verifie la condition A < e~ T OU, pour chaque mouvement visite, A G [0,1] est tire 
au hasard selon une loi uniforme. Un mouvement benefique est par ailleurs toujours 
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accepte. Au cours des iterations de l'algorithme, la temperature suit generalement 
une fonction partant d'une valeur initiale positive et decroissant geometriquement 
vers 0. II existe bien sur des schemas de refroidissement plus complexes mais l'essen-
tiel reste que le critere de selection est d'autant plus impartial que la recherche se 
rapproche des solutions quasi-optimales alors que des mouvements degradants sont 
plus facilement acceptes dans la phase initiale de descente. Les criteres d'arret du 
recuit-simule se formulent naturellement par rapport au schema de refroidissement, 
par exemple lorsque la temperature atteint une valeur seuil infinitesimale. Contraire-
ment aux precedents algorithmes, la recherche d'un recuit-simule ne bloque pas sur 
un minimum local. Tirer profit de cette propriete depend malgre tout de la vitesse a 
laquelle refroidit la temperature de sorte qu'en pratique l'algorithme exige des temps 
de calcul consequents. Le mecanisme de selection des mouvements du recuit-simule 
base sur la temperature constitue un premier exemple de metaheuristique. 
Algorithme tabou. La recherche taboue presente un vaste eventail de mecanismes 
metaheuristiques fondes sur une memoire de la trajectoire de la recherche (Glover et 
Laguna, 1997). Nous presentons ici l'algorithme le plus frequemment mis en ceuvre 
initialement introduit par Glover (1986) et Hansen (1986). Dans cet algorithme, cer-
tains mouvements sont filtres au moyen d'une memoire associative liee aux derniers 
mouvements effectues. Dans ce contexte, il est necessaire de mettre en place la notion 
d'attribut dont les valeurs servent a indexer la memoire associative. Un attribut de 
mouvement represente une propriete particuliere d'un mouvement. Par exemple, pour 
le PVC, il est courant de definir deux attributs, l'un concernant la creation d'adja-
cence, et l'autre, la destruction d'adjacence. En effet, comme l'illustre la figure 1.1, 
un mouvement 2-opt introduit deux fois une adjacence entre deux couples de nceuds 
ainsi qu'il detruit deux adjacences entre deux couples de nceuds. Pour le mouvement 
2-opt({l,5},{2,3}), la valeur de creation d'adjacence serait ainsi representee par le 
couple ({1, 2}, {3, 5}). Dans une version possible de l'algorithme tabou pour le PVC, 
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on retient en memoire a chaque mouvement effectue et pour un nombre d'iterations T 
les valeurs de creation d'adjacence. Etant donnee cette memoire, l'algorithme tabou 
visite de maniere exhaustive le voisinage de la solution courante s. Le mouvement 
m choisi est celui qui minimise le cout differentiel 5 parmi les mouvements non ta-
bous, a savoir, ceux dont aucune des valeurs de destruction d'adjacence n'intercepte 
l'ensemble des valeurs de creation d'adjacence stockees en memoire. Le mecanisme 
de filtrage interdit ainsi de selectionner un mouvement qui conduirait possiblement 
a des solutions fraichement visitees (depuis moins de T iterations). Contrairement 
a une meilleure amelioration, il n'y a pas de condition 5(m) < 0, ce qui permet 
a l'algorithme de continuer sa recherche lorsqu'un minimum local est atteint. II y 
aurait cependant autour d'un tel minimum local un risque certain que la recherche 
s'enferme dans un cycle, situation que permet justement de prevenir le mecanisme de 
filtrage. Les raffinements d'algorithmes tabous sont nombreux, le principe directeur 
etant de sonder la trajectoire de recherche afin de compiler une memoire dynamique 
puis de controler le choix des mouvements par des filtres fonctionnant sur la base de 
cette memoire. Les nitres peuvent etre imperatifs, comme c'est le cas dans la version 
que nous avons presentee mais ils peuvent aussi prendre la forme d'une penalite finie 
aggregee a la fonction 5. Par exemple, une penalite proportionnelle a la frequence des 
mouvements effectues permettrait de ne pas utiliser trop souvent les memes mouve-
ments (on visiterait sinon les memes zones de l'espace de recherche). Cette penalite 
constitue un exemple de strategic de diversification realise au moyen de techniques 
de perturbation. 
Algorithme de recherche a voisinage variable. L'algorithme de recherche a 
voisinage variable (Mladenovic et Hansen, 1997, Hansen et Mladenovic, 2003) fonc-
tionne sur la base d'un ensemble Mk de structures de voisinage, souvent imbriques, 
c'est-a-dire tel que VMk(s) C VMA.+1(S),VS € S. Pour une structure Mk donnee, une 
phase de recherche partant d'une solution s comporte un premier mouvement effectue 
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au hasard suivi d'une descente. Si l'optimum local s' obtenu au bout du compte est 
meilleur que s, le chemin de recherche est valide. Dans ce cas, on pose k — 1, s = s' et 
on recommence la procedure a partir de la solution fraichement obtenue. Dans le cas 
contraire, on recommence la phase de recherche avec la structure de voisinage Mk+i 
suivante. L'algorithme debute avec Mi et termine lorsque le dernier voisinage ne per-
met pas d'ameliorer la solution initiant la phase de recherche. Comme un optimum 
local relatif a M^ n'est pas forcement un optimum local relatif a M&+i, la recherche 
ne bloque pas systematiquement au premier optimum local obtenu. Contrairement 
au recuit-simule qui exige un lent refroidissement et done s'accompagne d'un grand 
nombre de mouvements inutiles et contrairement a l'algorithme tabou qui exige de 
maintenir et de consulter une memoire, le mecanisme qui permet d'echapper aux 
optima locaux se traduit ici par un moindre allourdissement de la recherche. II est 
interessant de remarquer que lorsqu'une recherche a voisinage variable trouve un 
optimum local relatif a une certaine structure de voisinage, il visite le voisinage de 
la solution courante de maniere approfondie au moyen des structures de voisinage 
annexes. La recherche a voisinage variable presente a ce titre un exemple de strategie 
d'intensification realise au moyen de techniques de relance. Pour finir, et legerement 
en dehors du cadre VMk(s) C V M H 1 ( S ) , signalons qu'un changement de voisinage 
orthogonal a pour effet de transposer la solution courante localement optimale au 
voisinage d'une autre grappe, structurellement differente, dans le nouvel espace de 
recherche. Cette propriete peut constituer une remarquable conjugaison d'intensifi-
cation et de diversification. 
Algorithme de recherche a voisinage a profondeur variable. Introduits par 
Kernighan et Lin (1970) pour des problemes de partitionnement, puis Lin et Ker-
nighan (1973) pour le PVC, les algorithmes de recherche a voisinage a profon-
deur variable proposent de visiter des voisinages de grande taille de maniere heu-
ristique. Ce type de technique a ete par la suite etendu entre autres par Glover 
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(1992) sous le vocale des chaines d'ejection. La version de l'algorithme pour le PVC 
que nous esquissons ici (Helsgaun, 2000) adopte a chaque iteration un mouvement 
note (ej", ef,..., e~, e+) ou chaque e2~ (resp. ef) denote un arc sortant (resp. ren-
trant) de la solution courante et r la profondeur variable du mouvement. Si on note 
gi = C(e8~) — C(ef) et Gi = g\ 4-... + ft, Gr denote le gain du mouvement. Au lieu 
d'envisager l'ensemble des mouvements du voisinage pour une profondeur r fixee, on 
construit progressivement la suite {e{, ef,...) de sorte que (ej~, ef,..., e~, e+) definisse 
un circuit (comme c'est le cas pour un 2-opt). Pour chaque i > 2, le choix d'un e~ 
doit permettre une eventuelle fermeture ef (definie implicitement) sur un mouve-
ment preservant la structure de tour et le choix d'un ef doit conduire a Gi > 0. 
Enfin, l'ensemble des arcs sortants et entrants doivent rester disjoints. La recherche 
des suites (e1~,ei~,...,e~,e+) verifiant ces conditions suit un parcours en profondeur 
d'abord. Des qu'un e~ conduit a une fermeture verifiant Gi > 0, le mouvement est 
effectue et la recherche du prochain mouvement est reinitialisee. Lorsqu'un parcours 
(ei,e~t,...) se termine sans pouvoir satisfaire les conditions enoncees, seule l'explo-
ration des nceuds initiaux du parcours (par exemple, le choix des quatres premiers : 
ej~, ef, e^ et ej) sont prolonges a nouveau pour de nouvelles alternatives. L'algo-
rithme termine lorsqu'il n'est plus possible de trouver une suite (ej",ei",...) valide. 
La puissance d'un tel algorithme de recherche a voisinage a profondeur variable tient 
de la visite partielle mais efficace d'un voisinage de tres grande taille. En effet, lors-
qu'une somme partielle (ici Gr) est positive, il existe une permutation de ses termes 
de sorte que chaque sous-somme partielle soit positive : en se limitant a la recherche 
d'un mouvement correspondant a cette permutation remarquable, l'algorithme de 
Lin & Kernighan absorbe la combinatoire relative a la recherche exhaustive d'un 
mouvement verifiant Gr > 0. 
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1.4 Portee et limites du paradigme 
La recherche locale demontre une utilite certaine dans des situations tres diverses. Elle 
permet avant tout d'apporter une solution approchee a des problemes intraitables de 
maniere exacte. Glover et Laguna (1997) presentent par exemple une liste significative 
de problemes resolus de front au moyen de la methode taboue. La recherche locale 
est aussi utilisee accessoirement, lorsqu'on souhaite par exemple calculer des bornes 
utiles en programmation en nombres entiers. Une autre propriete interessante des 
algorithmes de recherche locale vient de ce que Palgorithmique est iterative ce qui 
implique qu'une interruption entre deux iterations quelconques erode rarement le 
produit de la recherche. Les algorithmes de recherche locale sont done preemptifs 
et peuvent a ce titre etre beaucoup plus facilement integres au sein de systemes 
d'aide a la decision asynchrones (Zilberstein 1993, Strosnider et Paul, 1994, Garvey 
et Lesser, 1994) que ne pourraient l'etre d'autres algorithmes de programmation 
mathematique (Seguin, Potvin, Gendreau, Crainic et Marcotte, 1997, Crouzet et 
Savard, 2002). Cette derniere propriete rencontre des besoins naissant dans le sillon 
des progres technologiques en matiere de systemes d'information. Des problemes de 
logistique rencontres dans le domaine des transports ou encore de la sante et devant 
etre resolus sous des contraintes molles de temps-reel ont donne lieu a quelques 
exemples significatifs (Psaraftis, 1995, Brotcorne, Farand, Laporte et Semet, 1999, 
Gendreau, Guertin, Potvin et Taillard, 1999). 
Si la recherche locale apporte une contribution determinante a la resolution de cer-
taines problematiques, elle atteint cependant tres vite ses limites en dehors des situa-
tions auxquelles elle est adaptee. Nous proposons a cet effet quatre axes de reflexion 
autour desquels le programmeur devrait etre en mesure d'estimer le potentiel de la 
recherche locale pour des problemes auquel il serait confronte. Au meme titre, Hertz 
et Widmer (2002) ainsi que Hertz (2005) proposent une serie de recommandations 
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generates sur l'utilisation de metaheuristiques tant pour les methodes de recherche 
locale que pour les methodes basees sur une population de solutions. Hertz, Taillard 
et De Werra (1995) illustrent ces aspects methodologiques pour le cas de la me-
thode taboue. Egalement, Hansen et Mladenovic (2003) decrivent les etapes d'une 
documentation prealable a un recours avise a la recherche locale. 
Congruence de la recherche locale. La recherche locale, proposant generalement 
une methode de resolution simplifiee et econome en calcul, est essentiellement uti-
lises pour generer des solutions approchees a des problemes insolubles de maniere 
exacte. II arrive cependant que la recherche locale demeure un cadre de calcul trop 
lourd pour certains problemes de tres grande taille. Certaines instances de PVC 
comportant plusieurs millions de nceuds sont ainsi parfois traitees au moyen d'autres 
paradigmes de programmation comme les algorithmes d'approximation (Bartholdi et 
Platzman 1988, Reinelt 1992, Bentley 1992). A l'oppose, certains problemes simples 
ne meritent pas d'etre resolus par des methodes de recherche locale. II convient done 
de considerer si la recherche locale constitue une echelle de calcul adequate au regard 
du cadre d'utilisation des solutions. Cette analyse doit tenir compte, entre autres, 
de l'approximabilite des reponses, du temps de resolution disponible ainsi que de la 
taille et difficulte theorique du probleme. 
Navigabilite de la recherche locale. II arrive qu'un cadre de resolution ait ete 
prealablement mis en ceuvre pour traiter de maniere exacte des problemes de taille 
modeste. L'approche consistant a deriver une resolution heuristique de ce premier 
cadre merite souvent d'etre etudiee. On dispose en effet d'une structure (par exemple 
un arbre de recherche en programmation en nombres entiers ou en programmation 
par contraintes) ou de constructions derivees d'un critere d'optimalite (par exemple 
le cotit reduit dans un simplexe) pouvant servir de support efficace a des methodes 
heuristiques. II n'est pas etonnant que ces heuristiques puissent etre plus performantes 
qu'une recherche locale. Meme si par exemple, le cadre d'une recherche arborescente 
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semble plus lourd qu'un parcours lineaire et markovien propre a la recherche locale, 
il permet de disposer en contre-partie d'une tragabilite qui rend la trajectoire de 
recherche plus reperable et done plus orientable au moyen d'heuristiques. Certains 
travaux de recherche a l'intersection de la recherche locale et de la programmation 
par contraintes visent d'ailleurs a hybrider les deux types d'approches (Laburthe et 
Caseau, 1998). 
Ergonomie de la recherche locale. La programmation d'une recherche locale 
exige la mise en place d'une structure de voisinage. Generalement, ce prerequis limite 
son utilisation a des problemes discretisables. Dans le cadre des problemes d'opti-
misation a deux niveaux (Migdalas, Pardalos, Varbrand, 1998), on doit ainsi batir 
la recherche locale sur Pensemble discret des equilibres canoniques autour desquels 
pivote le comportement des suiveurs plutot qu'autour des variables de decision du 
meneur, plus naturelles a priori, mais a valeurs continues (Gendreau, Marcotte et 
Savard, 1996). Lorsqu'un probleme offre la perspective de concevoir un voisinage, 
il reste que ce dernier doit presenter une structure permettant d'etre explore effica-
cement. Cette structure devrait permettre, d'une part, d'enumerer les coordonnees 
du voisinage de maniere sequentielle, et d'autre part, d'estimer virtuellement le cout 
d'un mouvement, e'est-a-dire sans avoir a l'effectuer. Dans certains cas, il peut aussi 
s'averer decisif d'entretenir a chaque iteration des structures d'informations a partir 
desquelles on peut accelerer les calculs necessaires a l'iteration suivante. Bien qu'en 
general ces structures ne doivent etre modifiees que marginalement suite a l'appli-
cation d'un mouvement, le gain obtenu est relatif au cout de maintenance et a la 
taille de la structure a entretenir. Le role determinant de l'etape de modelisation est 
bien connu en programmation mathematique. En recherche locale, une modelisation 
efficace requiert notamment de trouver une representation des solutions ainsi qu'une 
structure de voisinage offrant une ergonomie avantageuse. 
Topologie de la recherche locale. Le choix d'une structure de voisinage et d'une 
fonction de cout pour les mouvements induit une topologie dans l'espace de recherche. 
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II est essentiel d'eviter une topologie qui contiendrait de larges zones de l'espace 
de recherche ne presentant pratiquement aucune variation. II serait tres difficile de 
guider la recherche dans ces zones. Egalement, un espace de recherche en dent de scie 
rendrait erratique la recherche d'un optimum global. Comme dans le cas des criteres 
portant sur l'ergonomie, le choix d'un voisinage et d'une fonction de cout au regard de 
la topologie induite est une phase cruciale de la modelisation en recherche locale. Un 
exemple eloquent concerne le probleme de coloration de graphe (Galinier et Hertz, 
2006). L'experience montre en effet qu'une recherche locale cherchant a minimiser 
directement le nombre de couleurs utilisees dans une coloration en modifiant a chaque 
iteration la couleur d'un sommet constitue une methode de resolution laborieuse. En 
revanche, l'approche visant a chercher une coloration realisable pour un nombre de 
couleur fixe en minimisant le nombre de couples de sommets en conflit s'avere plus 
efficace. Dans ce cas, un mouvement modifie la couleur d'une extremite d'un sommet 
en conflit. Chaque fois qu'une coloration s realisable est trouvee, on procede a une 
nouvelle recherche locale en decrementant le nombre de couleurs disponibles et en 
partant, par exemple, de la solution s precedemment trouvee dont les sommets d'une 
certaine couleur sont reaffectes. 
1.5 Conclusion 
Dans ce chapitre d'introduction, nous avons expose, d'abord, les principes de la re-
cherche locale, et ensuite, un ensemble d'algorithmes. Ce plan de presentation visait 
a se demarquer du cataloguage en une serie de metaheuristiques qui est souvent in-
troduit lorsqu'est aborde le paradigme. Le plan que nous avons suivi s'accorde par 
ailleurs avec les lignes du modele informatique que nous proposerons comme fonde-
ment des librairies generiques pour la recherche locale : un algorithme est consti-
tue d'un graphe de recherche (forme de solutions et de mouvements), d'un certain 
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nombre d'observations (par exemple, le cout et les attributs de mouvements) et de 
mecanismes filtrant la trajectoire de recherche en fonction de ces observations (par 
exemple, une descente en premiere amelioration). 
Nous avons done d'abord defini la recherche locale comme le parcours d'un ensemble 
de solutions dans un graphe de recherche au moyen de mouvements. Nous avons 
deliberement introduit le concept de fonction de cout associee aux mouvements apres 
cette definition afin de preparer l'idee selon laquelle ce cout fait plutot partie des 
observations a calculer en cours de recherche. Au plan conceptuel de la recherche 
locale, un mouvement est un operateur alors qu'un cout, de meme qu'un attribut de 
mouvement, est une observation. 
Nous avons ensuite discute des modes heuristiques en recherche locale. Les observa-
tions faites en cours de recherche constituent les donnees des mecanismes metaheuris-
tiques. Nous avons separe les principes heuristiques fondamentaux (principe de des-
cente et principe d'intensification/diversification) des techniques qui permettent de 
les realiser (techniques de perturbation, de relance et de parallelisation). Nous avons 
finalement illustre notre argumentaire par la presentation de quelques algorithmes 
de recherche locale bien connus et representatifs de la richesse de ce paradigme. 
Nous avons enfin aborde la recherche locale sous un angle plus critique. Bien que la 
puissance de calcul et l'aspect interruptif de la recherche locale constituent de pre-
cieux atouts, nous avons pris le soin d'en encadrer la pertinence en fonction de criteres 
generaux comme la congruence, la navigabilite, l'ergonomie et la topologie. La com-
prehension de ces quelques criteres permet d'aborder plus solidement la modelisation 
d'un probleme de combinatoire par la recherche locale. 
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CHAPITRE 2 : LANGAGES DE RECHERCHE 
LOCALE 
La plupart des paradigmes de programmation mathematique dispose d'utilitaires 
permettant de vulgariser la creation d'applications. En programmation lineaire ainsi 
qu'en programmation en nombres entiers, des logiciels comme CPLEX ou ABBA-
CUS (Junger et Thienel, 1998) sont couramment utilises. Une librairie comme LEDA 
(Mehlhorn et Naher, 1995) propose un eventail de structures de donnees et d'algo-
rithmes dans le domaine des graphes et reseaux. En programmation par contraintes, 
il existe un tres grand nombre de langages de programmation, parmi lesquels on note 
ILOG Solver et CHIP (Dincbas, Van Hentenryck, Simonis, Aggoun et Graf, 1998). 
Bien que l'utilisation d'un logiciel contribuerait certainement a simplifier le develop-
pement d'applications, la recherche locale accuse un curieux retard a ce jour. Les 
programmeurs ne disposant en effet encore que d'utilitaires en phase prototype, la 
tres grande majorite des applications est directement programmee sans assistance 
logicielle. Cette situation s'explique certainement par la difficulte de realiser un lan-
gage de recherche locale, et cela pour deux raisons qui seront discutees : les structures 
de donnees servant a representer les problemes sont fortement typees et les schemas 
d'algorithmes sont volatiles. Nous verrons malgre tout que certaines solutions logi-
cielles proposees dans la litterature ont permis de contourner ces obstacles. Quel 
que soit l'espace des possibilites techniques qui s'offre a la realisation d'un atelier 
de programmation, il ne faut toutefois pas oublier qu'un langage ne se revele utile 
que s'il repond aux attentes des programmeurs. Pour le cas de la recherche locale, 
les contributions potentielles d'un langage dependent en grande partie du niveau de 
programmation et d'expertise que requiert la conduite d'un projet particulier. Nous 
proposons done pour commencer d'examiner les differents styles de programmes ha-
bituellement rencontres dans le domaine. 
34 
2.1 Les differents styles de programmation 
On distinguera naturellement trois categories de programmes de recherche locale : 
les recherches locales pures, les recherches locales avec metaheuristiques et enfin les 
recherches locales composites. Comme nous allons voir, cette classification s'inscrit 
manifestement dans une perspective historique qui retrace les differentes generations 
d'algorithmes. II n'empeche que selon le type de liens qui rattachent un projet et 
ses intervenants aux methodes de la recherche locale, chacune des trois approches 
repond encore aujourd'hui a nombre d'applications. Ceci est d'autant plus vrai que 
le choix des structures de solution et de mouvement importe bien davantage que le 
degre de metaheuristique qui equipe un algorithme. 
Recherches locales pures. En recherche locale pure, l'algorithmique repose seule-
ment sur un mecanisme d'amelioration pure. Sans critere d'evasion, la recherche s'ar-
rete done sur le premier optimum local rencontre. II faut remarquer que la simplicity 
du cadre de la recherche permet de se concentrer sur des structures de voisinage 
plus complexes. Certains des algorithmes appartenant a cette classe peuvent etre 
ainsi aussi raffines et emcaces que d'autres avec metaheuristiques ou qui hybrident 
des methodes a base de population de solutions. C'est par exemple le cas des algo-
rithmes utilisant des voisinages a profondeur variable presentes au chapitre 1. Les 
travaux de Lin et Kernighan (1970, 1973), pour lesquels le concept de metaheuris-
tique n'existait tout simplement pas a l'epoque, fournissent ainsi des solutions qui 
resistent encore a des methodes de recherche locale plus elaborees. Mise a part la 
structure de voisinage, les algorithmes de recherche locale pure sont tres simples a 
programmer. lis sont generalement plus rapides qu'une recherche locale elaboree mais 
convergent par defaut vers des solutions plus pauvres. Hormis le fait qu'il puisse sim-
plifier le codage des structures relatives au voisinage, l'utilite d'un langage est dans 
le cas general assez restreinte pour ce type de programmation. II permettrait malgre 
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tout d'organiser de maniere systematique les differentes composantes du programme 
de recherche locale. 
Recherches locales avec metaheuristiques. Dans le cadre d'une recherche locale 
avec metaheuristiques, le programmeur se refere typiquement a la version standard 
d'un algorithme dote d'un critere d'evasion comme le recuit-simule ou la methode 
taboue presentes au chapitre 1. Ces algorithmes restent relativement simples a pro-
grammer tout en permettant d'eviter l'ecueil sur un optimum local. Par contre, la 
resolution s'effectue parfois au prix d'un long temps de calcul. Mis a part le choix 
determinant d'une structure de mouvement, la principale dimculte de la programma-
tion tient ici du reglage des parametres de la metaheuristique, comme par exemple, la 
longueur de la liste taboue ou le schema de refroidissement d'un recuit-simule. C'est 
dans ce cadre de programmation que la plupart des problemes reels sont abordes. 
L'utilite d'un langage de recherche locale est ici plus sensible. II serait par exemple 
fort appreciable qu'un langage permette au programmeur de n'avoir seulement a 
construire que ses structures de voisinage et de solution, lesquelles seraient ensuite 
passees en parametre a des algorithmes avec metaheuristiques prefabriques pour ge-
nerer la recherche desiree. 
Recherches locales composites. Les recherches locales composites conjuguent les 
ingredients les plus elabores du domaine. On s'attache dans ce cadre a combler les 
insumsances d'une recherche lineaire et markovienne en transposant directement les 
principes d'intensification et de diversification a l'examen des structures mathema-
tiques caracteristiques du probleme a resoudre. Souvent, deux nouveaux aspects de 
programmation s'introduisent. D'une part, on peut etre amene a monter des meca-
nismes capables de memoriser un ensemble d'informations rencontrees au cours de la 
recherche. Ce premier point permet de pallier l'evanescence d'une recherche marko-
vienne. D'autre part, on peut etre tente de developper l'algorithme autour d'un en-
semble de fils de recherche (Crainic, Toulouse et Gendreau, 1997) qui eventuellement 
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interferent. Ce deuxieme point permet de consolider l'aspect lineaire de la recherche 
locale. Dans ce contexte, la recherche locale composite tend a rejoindre le champ des 
methodes de type evolutionniste comme les algorithmes genetiques (Holand 1975, 
Goldberg 1989, Calegari, Coray, Hertz, Kobler et Kuonen, 1999) ou la notion de 
mouvement est finalement pergue comme un operateur de mutation. Soulignons que 
les algorithmes composites s'averent parfois si complexes qu'il devient delicat de les 
enoncer rigoureusement. Cette situation est malheureusement propice a bien des ega-
rements. Quelques publications ont propose d'edifier ce champ de recherche en termes 
de programmation a memoire adaptive (Taillard, Gambardella, Gendreau et Potvin, 
1998), de methodes hybrides (Talbi, 2000) ou encore de systemes multi-agents (Roli 
et Milano, 2001). En recherche locale composite, les algorithmes sont plus emcaces, 
en rapidite comme en precision. Un langage serait dans ce contexte d'autant plus 
utile que le developpement des programmes est une tache complexe. Realiser un en-
vironnement de programmation s'avere cependant ici tres ambitieux. Le langage se 
doit par exemple de formaliser les differents types de memoire utilisees ainsi que les 
differentes operations elementaires fondees sur celles-ci. II devrait enfin egalement 
permettre d'articuler la recherche parallele de solutions ainsi que de gerer l'ensemble 
des solutions selon les mecanismes des methodes evolutionnistes. 


























Dans l'hypothese ou une meme structure de voisinage serait utilisee, le tableau 2.1 
resume les proprietes des programmes obtenus dans le cas de chaque type de program-
mation. Les trois generations d'algorithmes se succedent de haut en bas. D'abord, la 
recherche locale pure se caracterise par l'elaboration de solutions pauvrement opti-
males. La recherche locale avec metaheuristiques apporte ensuite davantage de preci-
sion aux solutions generees au detriment du temps de calcul. Cette perte de rapidite, 
qui a ete finalement compensee par la recherche locale composite, conduit a son tour 
a des algorithmes difficiles a programmer. Un langage de recherche locale, a condition 
qu'il permette de couvrir la recherche composite, contribuerait logiquement a reunir 
les trois criteres de simplicite, de rapidite et de precision. 
2.2 Realisabilite d'un atelier de programmation 
Bien que le bref historique precedent suggere dans le principe l'eboration de langages 
de recherche locale, ces derniers restent a ce jour impopulaires. Deux raisons peuvent 
certainement etre invoquees a ce sujet : les structures de representation de probleme 
sont fortement typees et les schemas d'algorithmes sont volatiles. La premiere raison 
decoule de ce que la programmation des solutions et des mouvements qui composent 
la recherche locale est fortement dependante des problemes a traiter. La seconde 
raison provient de ce que la recherche locale est une discipline en pleine evolution, une 
conjoncture qui freine les activites de standardisation, et done a terme, d'application. 
Typage des structures de donnees. Prenons le cas de la programmation lineaire 
ou de la programmation en nombres entiers. Formuler un probleme dans ce cadre re-
vient a exprimer un modele au moyen d'un ensemble de variables entieres ou reelles, 
d'une liste de contraintes liant ces variables par des operateurs elementaires alge-
briques (additions, multiplications) et logiques (comparaisons) et enfin d'une fonc-
tion objectif. Tout probleme s'exprime done dans un cadre analytique presentant des 
38 
types de donnees et une syntaxe universelle, par exemple, sous la forme d'une inegalite 
matricielle. II est alors concevable de factoriser la representation de meme que la re-
solution de tout probleme autour d'un solveur canonique. En reduisant leurs champs 
d'application a un ensemble precis de domaines de variables et de contraintes, les lo-
giciels de programmation par contraintes se ramenent egalement a des situations ou 
les termes en fonction desquels on peut formuler un probleme sont connus a l'avance. 
En recherche locale, la representation d'un probleme correspond a la formulation des 
solutions et mouvements. Ces deux structures et les operations qui leur sont appli-
quees ne se pretent malheureusement pas a etre factorisees. Leur definition, qu'on 
peut seulement enoncer a un niveau tres abstrait, prennent des formes qui dependent 
irreductiblement des problemes a traiter. II est par la suite inconcevable de couvrir 
les differentes representations de probleme autour d'un meme format canonique. 
Volatility des algorithmes. Etant donnee la nature heuristique des algorithmes 
de recherche locale, le programmeur cherche consciencieusement a tirer profit de la 
structure du probleme auquel il est confronte. Cette attitude se traduit par une adap-
tation du schema de la recherche locale qui s'eloigne critiquement des algorithmes 
standards publies dans la litterature. Alors que la plupart des algorithmes de re-
cherche locale s'enoncent de maniere tres generale, leurs implantations sont done 
fortement correlees aux specificites de chaque type de probleme traite. A ce titre, 
les possibilites d'algorithmes que propose un langage de recherche locale constituent 
des versions souvent insuffisantes au regard de la version adaptee a laquelle songe 
le programmeur. Notons aussi que la recherche locale est une discipline en pleine 
expansion qui propose frequemment de nouveaux mecanismes de recherche difficiles 
a anticiper. Par exemple, les langages supportent difficilement les aspects novateurs 
des recherches locales composites comme les mecanismes de parallelisation et de me-
morisation de la recherche. 
Malgre ces deux obstacles, la litterature dispose d'un certain nombre de pistes que 
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nous proposons de separer en trois categories : les bibliotheques, les cadres d'applica-
tion et enfin les langages declaratifs. 
Tableau 2.2 - Contexte d'utiliJ^lperddefeiieitBiiBonnements de programmation 
bibliotheque cadre d'application langage declaratif (bas-niveau) 
Preprogrammation de la representation du probleme 
entierement 
prise en charge 
specification de 1'interface 
des mouvements et 
des solutions 
mecanismes de maintenance pour 
des categories de termes intervenant 
dans le choix des mouvements 
Personnalisation de la representation du probleme 




des fonctions associees aux 
mouvements et solutions 
formation des criteres conduisant 
au choix d'un mouvement par la 
composition de termes pertinents 
Preprogrammation de la structure algorithmique 
entierement 
prise en charge 
factorisation des 
algorithmes selon un 
patron modulable 
formalisation de la 
structure algorithmique 
Personnalisation de la structure algorithmique 




et hybridation des 
algorithmes utilises 
modulation et calibrage 
des points de contrdle 
de l'algorithme 
Le tableau 2.2 resume les caracteristiques de chacune de ces trois categories d'uti-
litaires. Dans chaque colonne, on precise les charges qui reviennent a l'usager ainsi 
qu'a l'utilitaire tant au niveau de la programmation du graphe de recherche que du 
parcours dans ce graphe. A gauche, les bibliotheques proviennent du domaine de 
l'optimisation. Elles prennent la forme de librairies utilisables pour un ensemble de 
classes de problemes similaires. Elles rassemblent des voisinages et des algorithmes 
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clefs-en-main pour la famille de problemes prise en compte. Au centre, les cadres d'ap-
plication sont egalement issus du domaine de l'optimisation. lis mettent en oeuvre 
une interface entre, d'un cote, un schema generique de recherche locale, et de l'autre, 
n'importe quelles structures de solution et de voisinage. L'utilitaire dispose d'algo-
rithmes raisonnablement simples (methode taboue, recuit-simule) verifiant le schema 
generique. L'usager code lui-meme ses solutions et voisinages dans le cadre regle-
mente de l'utilitaire. Ses structures peuvent des lors etre greffees a un patron par-
ticulier d'algorithme afin de finaliser la recherche locale desiree. A droite, enfin, les 
langages declaratifs proviennent de travaux propres a la satisfaction de contraintes. 
Ces langages factorisent les similitudes algorithmiques qu'emploie la recherche locale 
dans ce domaine. Ici, l'utilisateur est tenu de programmer son voisinage comme le 
choix d'une variable a reaffecter (approche de bas-niveau). Dans ce cas, le langage 
prend en charge l'implantation et la maintenance des elements qui participent au 
choix de la reaffectation tel que declare par l'utilisateur. II est egalement possible 
de proposer a l'utilisateur une famille de contraintes a partir desquelles ce dernier 
compose directement son modele et pour lesquelles le langage lui-meme definit le voi-
sinage correspondant et assure les operations sous-jacentes necessaires a la conduite 
de la recherche locale (approche de haut-niveau). Dans ce dernier cas, les voisinages 
utilises ne sont pas programmables puisqu'ils sont imposes par le logiciel. Les trois 
sections suivantes decrivent plus en details chacune de ces categories de logiciel. 
2.3 Les bibliotheques 
Les bibliotheques proposent de factoriser la programmation d'algorithmes pour des 
problemes presentant des similarites structurelles. Lorsque deux classes differentes de 
problemes ont en commun une representation analogue des solutions, la recherche lo-
cale peut en effet parfois utiliser des voisinages similaires et il devient possible d'ecrire 
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des composantes de recherche pour les deux classes de problemes. De maniere gene-
rale, cette idee peut etre etendue a une collection offrant un ensemble coherent de 
structures de donnees pour les solutions, et dans chaque cas, leurs voisinages. Par 
exemple, une collection d'algorithmes et de voisinages valides pour des problemes 
dont les solutions se codent comme des permutations d'entiers pourrait servir a re-
soudre, entre autres, le cas particulier des instances de PVC, d'autres problemes de 
routage, ou encore des instances de problemes d'affectation quadratique (Burkard, 
Karisch et Rendl, 1997). Dans le contexte des problemes d'ordonnancement, un meme 
type d'approche de recherche locale peut egalement etre factorise autour de graphes 
de preseance (Van Hentenryck et Michel, 2004). Une bibliotheque centree autour 
des problemes d'affectation a ete par exemple proposee par Ferland, Hertz et Lavoie 
(1996). 
Les bibliotheques permettent a un usager d'obtenir des algorithmes assez fideles a 
ceux qu'il aurait programmes puisque les outils qu'elle fournit peuvent tenir compte 
de la specificite du domaine. Par contre, de tels utilitaires souffrent d'un manque de 
flexibilite puisque leur champ d'application est restreint par construction. II serait par 
exemple regrettable qu'une bibliotheque mette a disposition des outils permettant 
de resoudre une classe de problemes mais que pour une certaine extention ou un 
raffinement de ces problemes, elle ne puisse tout a coup plus etre mise a contribution. 
2.4 Les cadres d'application 
Les cadres d'application ne font pas d'hypotheses sur les structures de solution et 
de mouvement qui servent a representer les problemes a resoudre. Ces composantes, 
dont l'utilitaire reglemente seulement l'interface, sont en effet codes par l'usager. 
Elles sont alors passes en parametres a des patrons d'algorithmes prefabriques dans 
l'utilitaire pour generer l'application desiree. 
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Ces utilitaires sont generalement programmes en C + + (Stroustrup, 1997). Le me-
canisme d'interfagage repose sur un polymorphisme statique et/ou dynamique. Dans 
le premier cas, l'usager definit une classe qui doit etre valide pour les classes de 
l'utilitaire auxquelles elle est passee en parametre gabarit (Austern, 1999). Dans 
le deuxieme cas, l'usager derive une classe abstraite dont il fournit une definition 
aux methodes virtuelles (Gamma, Helm, Johnson et Vlissides, 1994). Ces utilitaires 
prennent la forme de cadres d'application (framework en anglais) : le cadre d'applica-
tion factorise l'ossature des applications propres a la recherche locale au moyen d'une 
hierarchie de classes abstraites et/ou gabarit. Les composantes etendues par l'usager 
se greffent finalement aux composantes de l'ossature pour generer l'algorithme de 
resolution. 
Le diagramme UML que represente la figure 2.1 schematise l'organisation typique 
des classes d'un cadre d'application pour la recherche locale. Dans cette organisa-
tion, le programmeur definit les structures Solution et Mouvement, qui renferment 
respectivement les coordonnees d'une solution et d'un mouvement. Ces deux classes 
sont ensuite passees en parametres gabarits (cf. Annexe A.l). Dans une classe qu'il 
derive de Configuration, qu'on appelle ici par convention ConfigurationUsager, 
l'usager apporte une definition aux fonctionnalites associees a une Solution. II doit 
ainsi programmer la fonction valeur qui initialise la valeur d'une solution. Dans 
une classe derivee de Exploration, a priori notee ExplorationUsager, l'usager ap-
porte une definition aux fonctionnalites associees a un Mouvement. II doit ici coder 
les fonctions faireMouvement, deltaValeur, prochainMouvement et unMouvement, 
sur la base desquelles sont ensuite elaborees par defaut des fonctionalites telles 
que meilleurMouvement, premierMouvement. La fonction recherche de la classe 
RechercheLocale deploie le schema generique de l'algorithme selon une technique 
qu'en oriente-objet on nomme patron de conception strategie (Geron et Twabi, 1999). 
Les etapes choisitMouvement ainsi que tes teArret , qui sont declenchees dans 
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Solution H Mouvement H 
ExplorationUsager 
i Solution (— 
ConfigurationUsager 
L'usager programme les structures relatives a son domaine 
1 Solution H Mouvement h 
E x p l o r a t i o n 
v i r t u a l faireMouvemen.t(...)=0; 
v i r t u a l deltaValeur(. . . )=0; 
v i r t u a l prochainMouvement (...) =0; 
v i r t u a l unMouvement(...)=0; 
v i r t u a l meilleurMouvement(...) {...} 
Solution 1 
Conf igu ra t i on 




Solution H Mouvement 
RechercheLocale 
v i r t u a l recherche(. . .)=0; 
v i r t u a l tes teArre t ( . . . )=0; 
v i r t u a l choisitMouvement (...)=0; 
r 
L'utilitaire factorise l'ossature de la recherche locale 
Re chercheTaboue RecuitSimule 
L'utilitaire propose une liste extensible d'algorithmes standards 
SolveurSimple SolveurTandem 
A^ La cl&sse B est 
p a r a m 6 t r 6 e p a r A 
[T] &>S 
L a cl&sse B, de'rive'e de A, 
donne une definition a u x 
fonctions virtuelles de A. 
Les fonctions de la cl&sse 
B utiiisent celles de A. 
L'utilitaire propose un ensemble extensible de solveurs hybrides 
Figure 2.1 - Diagramme simplifie des cadres d'application 
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recherche, sont ainsi specialises dans des classes derivees comme RechercheTaboue, 
RecuitSimule, ou tout autre classe relative a un algorithme que propose l'utilitaire. 
Un solveur abstrait, note Solveur, vient enfin coordonner l'utilisation des algorithmes 
de recherche. Chaque specialisation de Solveur en une classe derivee permet de 
mettre en ceuvre un type d'hybridation sequentiel des algorithmes de recherche dis-
ponibles, par exemple SolveurSimple et SolveurTandem. 
SEARCHER (Andreatta, Carvalho et Ribeiro, 1998). Cet utilitaire met l'emphase sur 
les possibilites d'hybridation sequentielles entre les differentes formes de recherche 
locale qu'il propose. Le logiciel reserve la possibilite de changer de voisinage en cours 
d'execution. II supporte done dans une certaine mesure la recherche a voisinage va-
riable. L'utilitaire supporte egalement l'hybridation des methodes constructives qui 
sont utilisees afin d'initialiser les solutions a partir desquelles est effectuee la re-
cherche. SEARCHER a ete teste pour le probleme de la construction d'arbres phylo-
genetiques (Savare, 1995). 
EASYLOCAL++ (Di Gaspero et Schaerf, 2001a, 2001b). Cet utilitaire a ete teste entre 
autres sur les problemes de coloriage de graphe et sur des problemes de construc-
tion d'horaires de cours. La figure 2.2 presente des extraits de code pour le premier 
cas. La classe generique Solution qui prend ici la forme de Coloration contient 
un tableau couleur dans lequel on fait correspondre une couleur a chaque sommet. 
On convient egalement que Coloration maintient la liste des sommets en conflit, 
notee en_conflit , ainsi que le nombre n_couleurs de couleurs utilisees. La classe 
Mouveraent, qu'on note ici Recoloration, contient les coordonnees (v, i,j) d'un chan-
gement de couleur i —> j pour un sommet v. La classe ExplorationUsager, qu'on 
note ExplorationRecoloration, implante les services d'une Exploration. La me-
thode prochainMouvement est illustree en detail. 
En plus de la fonction objectif definie sur les solutions et les mouvements, EASYLO-
CAL++ laisse la possibilite de definir une fonction pour mesurer et tracer la violation 
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struct Coloration 




{ . . . . int v, l, j; 
s t r u c t Explorat ionRecolorat ion : Exploration<Coloration, Recoloration> 
void prochainMouvement(const Colorationfe co l , Recolorationfc re ) 
r c . j = ( r c . j + 1) V, col->n_couleurs; 
if ( r c . j == r c . i ) r c . j = ( r c . j + 1) '/, col->n_couleurs; 
Figure 2.2 - Representation d'une coloration de graphe avec EASYLOCAL++ 
des contraintes. La fonction cout synthetique est une agregation de la fonction ob-
jectif et de cette mesure de violation. E A S Y L O C A L + + vise par ailleurs a reduire 
l'activite de developpement. D'une part, la plupart des fonctionalites qui peuvent 
avoir un comportement par defaut possede une implantation dans l'utilitaire, qu'on 
peut toutefois adapter. D'autre part, chaque classe que l'usager est amene a specia-
liser dispose d'un modele d'en-tete qu'il suffit de completer en codant le corps des 
fonctions. Des tests numeriques ont montre qu'utiliser EASYLOCAL++ occasionne 
une surcharge du temps d'execution de 30%. 
H O T F R A M E (Fink, Voss et Woodruff, 1998a, 1998b). Cet utilitaire fait un usage 
quasi-exclusif du polymorphisme statique. Les relations de derivation du diagramme 
de la figure 2.1 doivent done etre remplacees par des types gabarits passes en pa-
rametres, comme le sont d'ailleurs deja les classes Solution et Mouvement. Comme 
l'illustre la figure 2.3, la fonction recherche prend ainsi la forme d'une fonction ge-
nerique dont le type de selection de mouvement est passe par le parametre gabarit 
Select ion plutot que d'etre specifiee en interne en realisant cho i s i t Mouvement dans 
une classe derivee. 
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Solution recherche<Solution, Mouvement, Selection>(Solution s_courant) 
•C 
Solution s_meilleur = s_courant; 
do { 
, if (s_courant.valeur < s_meilleur.valeur) s_meilleur = s_courant; 
while ( Selection<Solution , Mouvement>(s_courant) ); 
return s_meilleur; 
} 
Figure 2.3 - Composition de la recherche locale avec H O T F R A M E 
Cette approche presente deux avantages. D'une part, H O T F R A M E est theoriquement 
plus rapide puisqu'il ne repose pas sur l'appel de fonctions virtuelles, celles-ci indui-
sant inevitablement une surcharge de temps de calcul en raison du dereferencement 
en temps d'execution des methodes virtuelles et de l'impossibilite de les mettre en 
ligne a la compilation (Meyers, 1995). D'autre part, la plupart des erreurs de pro-
grammation sont detectees a la compilation. La syntaxe peut devenir par contre assez 
lourde. Ainsi, si PlusFortePente designe une recherche ou le meilleur mouvement 
est retenu a chaque iteration, pour un probleme de coloration, l'algorithme s'ecrit : 
recherche<Coloration, Recoloration,PlusFortePente<Coloration,Recoloration>> . 
On remarque que les types Coloration et Recoloration apparaissent doublement 
dans la syntaxe. Dans la construction d'une methode taboue, la syntaxe devient 
encore plus redondante. Le logiciel a ete teste sur une serie de problemes dont le 
probleme SAT, le probleme de sac-a-dos multidimensionnel et des problemes de 
sequencement. Meme si conceptuellement, le logiciel se limite a des schemas me-
taheuristiques tres canoniques, il est a noter que H O T F R A M E propose une grande 
variete de schemas de refroidissement pour le recuit-simule et de gestion de la liste 
des attributs pour la methode taboue. L'utilitaire supporte par exemple des schemas 
de refroidissement multiphases ou encore des mecanismes gerant dynamiquement la 
taille de la liste taboue (Woodruff, Zemel, 1993; Battiti, Tecchiolli, 1994). 
En conclusion, l'approche des cadres d'application presente l'avantage de contour-
ner elegamment le probleme de typage des structures de donnees en passant ces 
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structures en parametres gabarits. Si par ce mecanisme, les cadres d'applications 
permettent de supporter la plupart des problemes, l'interfagage entre composants 
relatifs au domaine et composants relatifs aux algorithmes ne permet malheureuse-
ment pas de raffiner de maniere simple et modulaire les algorithmes standards en 
fonction des specificites des problemes que rencontre l'usager. En fait, des que l'algo-
rithmique s'eloigne des schemas metaheuristiques traditionnels, l'usager se retrouve 
involontairement a etendre le cadre d'application comme s'il en etait le concepteur. 
Les cadres d'application, en fournissant une palette de patrons d'algorithmes stan-
dards, se destinent avant tout a un style de recherche locale dote de metaheuristiques 
conventionnelles. 
2.5 Les langages declaratifs 
Les langages declaratifs offrent une approche alternative de resolution a la recherche 
arborescente mise en oeuvre par les solveurs complets de programmation par contrain-
tes. Ces langages, qui heritent de perspectives informatiques propres a la satisfaction 
de contraintes, se distinguent nettement de ceux que nous venons de presenter en 
optimisation tant au niveau de l'architecture logicielle que du cadre de pensee dans 
lequel on s'emploie a modeliser les problemes. Comme il en est des solveurs com-
plets, ces langages s'appuient en general sur deux niveaux de programmation. Le 
premier niveau de programmation est declaratif, il permet de modeliser les compo-
santes d'une recherche locale qui dependent du probleme traite. Le deuxieme niveau 
de programmation est imperatif, il sert a diriger la recherche de solutions. 
II est remarquable qu'en satisfaction de contraintes la resolution de problemes tres 
differents peut toujours s'appuyer sur une fonction objectif et des mouvements es-
sentiellement similaires. D'une part, la fonction objectif a minimiser mesure le degre 
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de non-realisabilite de la solution courante. D'autre part, un mouvement consiste a 
choisir une variable en conflit (elle apparait dans une contrainte non satisfaite) et 
a modifier sa valeur de sorte a rapprocher la solution de la realisabilite au sens de 
la fonction objectif. Les specificites d'une recherche locale appliquee a un probleme 
particulier se ramenent done ici principalement a une modulation du voisinage et 
du controle de la recherche. La modulation du controle est generalement indepen-
dante du type de probleme, elle concerne le type de descente utilise et la presence 
eventuelle de metaheuristiques. La modulation du voisinage concerne la maniere de 
choisir une variable en conflit ainsi qu'une nouvelle valeur pour cette variable au 
regard de la fonction mesurant l'ecart a la realisabilite. Bien que dependant a priori 
du probleme, la modulation du voisinage repose en fait sur des grandeurs caracteris-
tiques du systeme de contraintes. Par exemple, si on est interesse a choisir la variable 
qui entre en conflit dans un maximum de contraintes (resp. a minimiser le nombre 
de contraintes violees, resp. a minimiser le nombre de variables en conflit, etc), le 
solveur doit maintenir le nombre de contraintes violees par chaque variable (resp. 
le nombre de contraintes violees, resp. le nombre de variables en conflit, etc). De la 
meme maniere, on remarque que les mecanismes de la methode taboue peuvent etre 
realises independamment du probleme a traiter puisque la liste des attributs peut tou-
jours etre formee par l'ensemble des indices correspondant aux variables fraichement 
reaffectees. Les langages declaratifs proposent, pour les types de contraintes qu'ils 
supportent, de maintenir automatiquement ces grandeurs caracteristiques a partir 
desquelles le programmeur exprime le choix d'un mouvement dans le voisinage. 
LOCALIZER (Michel et Van Hentenryck 1998, 1999), L O C A L I Z E R + + (Michel et Van 
Hentenryck, 2001) et COMET (Michel et Van Hentenryck, 2005). La syntaxe de-
clarative de LOCALIZER permet au programmeur de specifier quelles grandeurs ca-
racteristiques de la recherche, qualifiees d'invariants dans le langage, doivent etre 
maintenues. Le programmeur est ensuite a meme de preciser l'exploration de son 
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voisinage et revaluation des mouvements en fonction des informations qu'il compose 
a partir d'invariants. Un invariant peut etre defini comme une expression pouvant 
contenir des donnees statiques du probleme, des variables de decision et d'autres in-
variants. LOCALIZER assure une mise a jour incrementale des invariants. Une syntaxe 
permet egalement d'exprimer le controle de la recherche locale comme les differents 
types de descente et criteres d'acceptation. Le solveur de LOCALIZER renferme pour 
chaque categorie d'invariants les structures devant etre maintenues coherentes. Lo-
CALIZER++ suit les memes principes que LOCALIZER mais prend la forme d'une 
librairie C + + extensible. L'ajout de nouvelles categories d'invariants ainsi que l'in-
tegration du solveur dans un systeme d'information est ainsi facilitee. Le dernier outil 
de cette famille, COMET, propose enfin une couche d'abstraction supplemental en 
termes d'objets differentiels. Ces objets se caracterisent par un ensemble de fonc-
tionnalites permettant de predire la variation de l'objet suite a l'application d'un 
mouvement. Ces objets, qui peuvent etre batis en fonction d'invariants, permettent 
de modeliser tres naturellement des constructions intervenant en recherche locale 
comme des fonctions ou des contraintes. COMET se distingue egalement par la possi-
bility de fusionner des voisinages heterogenes ainsi que par la possibilite d'introduire 
des points de controle a l'interieur de l'enumeration d'un voisinage. La figure 2.4 
presente a titre d'illustration l'extrait d'un programme ecrit avec LOCALIZER pour 
la resolution du probleme SAT. La lisibilite et la concision du code constitue ici un 
atout remarquable des langages declaratifs. Par contre, la surcharge de calcul est 
plus importante que dans le cadre des bibliotheques centrees autour d'un domaine 
ou des cadres d'application. Les auteurs font etat d'une surcharge de calcul de 238% 
pour la resolution du probleme SAT et de 482% pour la coloration de graphe. Pour 
certains types de compositions d'invariants, une propagation de la maintenance par 
couches est par ailleurs parfois necessaire, ce qui peut augmenter encore la surcharge 
de calcul. Inversement, pour des modeles peu canoniques, c'est-a-dire se distinguant 
par une grande variete de constructions intervenant dans la recherche, la surcharge 
de calcul relative diminue. 
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D a t a : 
m: integer = . . . ; 
n: integer = . . . ; 
c l : a r ray[1 . .m] of clause = . . . ; 
Variable: 
a :a r ray [1 . .n] of Boolean; 
Invariant : 
Representation du probleme : nombre 
de contraintes m, nombre de variables 
n et definition des contraintes dans un 
tableau c l de m clauses. 
Declaration des variables : affectations 
des booleens presents dans les clauses. 
Definition des grandeurs automatiquement mises a jour a chaque iteration : nombre 
de litteraux valides n b t l [ i ] de c l [ i ] et nombre de clauses satisfaites nbClSat. 
n b t l [ i in l. .m] = s u m ( j in c l [ i ] . p ) 
nbclsat = s u m ( i in 1. .m) (nbt l [ i ]>0) 
Satisfiable: 
nbClSat = m; 
Objective Funct ion: 
maximize nbClSat; 
Neighborhood: 
select best a [ i ] := !a [ i ] where 
i in 1. .n accept when noDecrease; 
S ta r t : 
forall(i in l . . n ) r a n d o m ( a [ i ] ) ; 
a [ j ] + s u m ( j in c l [ i ] . n ) ! a [ j ] ; 
> 
Formulation du entire d'arret : 
toutes les clauses sont satisfaites. 
Formulation de 1 'objectif: maximiser 
le nombre de contraintes satisfaites. 
Programmation du voisinage : parmi 
les affectations, choix de l'interversion 
conduisant au meilleur objectif. 
Initialisation de la recherche locale : 
affectation aleatoire des booleens. 
Figure 2.4 - Exemple de code LOCALIZER pour le probleme SAT 
T A B O U C S P (Galinier et Hao, 2000). T A B O U C S P met a disposition un ensemble de 
types de contraintes a partir desquelles le programmeur modelise son probleme de 
satisfaction. Pour chaque type de contraintes, T A B O U C S P definit une fonction qui 
mesure la distance entre la validite de la contrainte et son etat pour une certaine affec-
tation courante des variables. T A B O U C S P minimise une agregation des fonctions de 
distance apparaissant dans le systeme de contraintes. Contrairement a LOCALIZER, 
T A B O U C S P n'offre pas de couche de controle programmable : l'algorithme utilise 
est invariablement une recherche taboue basee sur l'interdiction de changer la valeur 
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d'une variable fraichement reaffectee. T A B O U C S P associe lui-meme les grandeurs 
caracteristiques a tracer en fonction des contraintes presentes et de l'algorithme fon-
dateur utilise. Egalement, le programmeur ne peut pas etendre le vocabulaire forme 
par les types de contraintes pris en charge par le solveur. Ce manque de flexibilite 
devrait naturellement trouver compensation dans une surcharge en temps de calcul 
moins importante que dans le cas de LOCALIZER. 
Dans la perspective d'un langage de programmation pour la recherche locale, l'ex-
pressivite et la concision que propose au programmeur la couche declarative des 
langages qui viennent d'etre presentes constituent un interet tout particulier. Des 
voisinages assez complexes comme les voisinages a profondeur variable ont ainsi pu 
etre ecrits de maniere compacte et dans un style proche d'une description en pseudo-
code (Michel et Van Hentenryck, 2001). Cependant, meme si nombres de problemes 
mathematiques peuvent etre ramenes a la fois dans le champs de l'optimisation et 
dans celui de la satisfaction de contraintes, il reste que les langages declaratifs, cen-
tres sur la satisfaction de contraintes, ne sont pas congus pour resoudre efficacement 
ceux dont la combinatoire concerne, par nature, l'optimisation. L'experience mon-
trerait certainement que les frontieres entre problemes qui se formulent efficacement 
comme une satisfaction de contraintes ou comme de l'optimisation sont les memes, 
qu'on se situe dans le cadre de resolution heuristique de la recherche locale ou dans 
le cadre de resolution exact des methodes arborescentes. La conception des langages 
declaratifs, qui repose sur une modelisation analytique des problemes a resoudre, ne 
se transpose par ailleurs pas toujours aux problemes d'optimisation pour lesquels la 
recherche locale repose parfois sur des mouvements a caractere geometrique. 
2.6 Conclusion 
Dans ce chapitre, nous avons documente la problematique concernant Pelaboration 
d'un utilitaire de programmation pour la recherche locale. Nous avons pour cela tente 
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de determiner, d'un cote, les besoins des programmeurs, et de l'autre, l'espace des 
possibilites techniques. Les environnements de programmation que nous avons pre-
sentes suite a cette analyse visent chacun des objectifs particuliers. Dans le cas des 
bibliotheques, il s'agit de proposer au programmeur une palette d'algorithmes direc-
tement utilisables pour une famille de problemes similaires. Ces algorithmes gardent 
leur efficacite puisqu'ils tiennent compte des specificites des problemes a traiter. Dans 
le contexte des cadres d'application, l'usager est tenu d'ecrire lui-meme les structures 
de donnees dependant de son domaine, il dispose alors d'une famille de metaheuris-
tiques qu'il peut tester, comparer ou encore hybrider. Cette approche vise la reusa-
bility des algorithmes classiques de recherche locale. Enfin, dans le cas des langages 
declaratifs, l'usager peut programmer tres simplement une recherche locale pour le 
probleme qui l'interesse a partir du moment ou la programmation par contraintes 
autorise une bonne modelisation. Dans cette these, nous proposons d'etudier une 
quatrieme approche, les librairies generiques. L'objectif vise est d'etablir un proto-
cole autour duquel peuvent s'echanger deux types d'expertise, l'une correspondant 
a la representation des problemes et l'autre a la composition de schemas algorith-
miques. D'un cote, les usagers desireux de faire de la recherche en algorithmique 
peuvent ainsi travailler sur de nouveaux elements heuristiques qu'ils testent sur des 
structures de probleme disponibles a travers l'utilitaire. De l'autre, les usagers desi-
rant developper une application particuliere fournissent leurs structures de probleme 
et beneficient des elements algorithmiques disponibles a travers l'utilitaire. Pour rem-
plir ce double objectif, une librarie generique devrait presenter les caracteristiques 
suivantes de genericite, de modularite et d'efficacite. 
Genericite. Un utilitaire permettant de developpper de nouvelles methodes de re-
cherche locale et de les utiliser pour de nouveaux problemes doit etre en mesure de 
supporter n'importe quel domaine d'application. Dans ce contexte, les bibliotheques, 
centrees autour d'un domaine, ainsi que les langages declaratifs, se concentrant sur 
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des problemes de satisfaction de contraintes, perdent un peu de leurs interets. Les 
cadres d'application, applicables a n'importe quel probleme formulable en terme de 
recherche locale, constituent par contre le point de depart de notre reflexion. Notons 
cependant que ces derniers visent principalement a offrir une palette d'algorithmes 
standardises. Si cette ambition a l'avantage d'offrir a l'usager des metaheuristiques 
toutes faites, elle presente deux inconvenients majeurs. Premierement, l'architecture 
de l'utilitaire porte la marque des algorithmes dont il dispose. Par exemple, les com-
posantes qui capturent les notions d'attributs d'une methode taboue apparaissent 
de maniere heterogene dans les schemas de conception, reintegration de nouvelles 
metaheuristiques n'est ainsi pas favorisee. Deuxiemement, on ne peut pas adapter 
efficacement les versions canoniques des algorithmes proposes. Ce manque de flexibi-
lite, qui va a l'encontre d'une personnalisation coutumie-re des schemas de recherche 
locale connus, est du a la centralisation des schemas algorithmiques autour d'une 
seule structure, par exemple, RecuitSimule ou RechercheTaboue dans la figure 2.1. 
Modularity. Les librairies generiques corrigent les inconvenients des cadres d'appli-
cation a deux titres. Premierement, nous proposons de prolonger la decomposition de 
la recherche locale au niveau des representations de problemes. A titre d'illustration, 
mentionnons que les fonctions f aireMouvement, deltaValeur et prochainMouvement, 
qui apparaissent dans la meme entite logicielle sur la figure 2.1, correspondent dans 
notre approche a trois composantes differentes, la premiere en tant que mouvement, 
la seconde en tant qu'attribut de mouvement et la derniere en tant que serveur de 
mouvement. II devient alors possible de considerer simultanement plusieurs fonctions 
de cout ou encore plusieurs schemas d'enumeration sans changer pour autant de 
voisinage, une situation ne pouvant etre reproduite naturellement dans le contexte 
des cadres d'application. Deuxiemement, nous proposons d'introduire une decompo-
sition au niveau des schemas algorithmiques. Cette perspective requiert d'examiner 
la recherche locale au-dela d'un examen propre a chaque algorithme puisqu'il s'agit 
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de degager les concepts elementaires et transversaux (Qu'est ce qu'un mouvement, 
une solution, un type de parcours, un serveur de mouvement, un attribut de mou-
vement ?) a partir desquels il devient possible de formuler chaque algorithme. Au 
plan du langage, chaque concept comporte un ensemble de specifications qui assure 
son integration dans une recherche locale quelque soit le fonctionnement interne pro-
gramme par l'usager, lequel programme finalement sa recherche locale comme une 
composition propre a laquelle participent les unites logicielles qui l'interessent. 
Efficacite. Un dernier critere important pour la conception des librairies generiques 
concerne l'efficacite des methodes de resolution obtenues. II s'agit la d'un aspect 
non negligeable puisque les temps de calculs et les resultats numeriques constituent 
un argument determinant des resultats publies dans la litterature. Nous avons vu 
que la surcharge de calcul pouvait s'etablir a des normes de 30% dans le cas d'un 
cadre d'application et de 238% a 482% dans le cas d'un langage declaratif. Le cri-
tere d'efficacite doit considerer deux facteurs autour desquels il faut trouver un bon 
compromis. D'un cote, la modularity d'une librarie generique permet d'adapter au 
cas par cas les parties algorithmiques pertinentes, ce qui ceuvre dans le sens d'une 
meilleure efficacite des algorithmes obtenus. Mais de l'autre, plus on propose de pos-
sibilites a l'usager, moins on peut faire d'hypotheses de fonctionnement, et plus il 
est difficile de specialiser et d'optimiser les canaux de programmes pris en charge. 
Nous soulignons a cet egard que la programmation generique s'appuie exclusivement 
sur le polymorphisme statique. Cette technologie presente l'avantage de modeler la 
forme de l'algorithme en fonction des specifications de l'usager des la compilation. 
Contrairement aux cadres d'application batis, a l'exception de H O T F R A M E , sur les 
fonctions virtuelles du C + + , Pexecutable qui decoule d'une librarie generique est 
done exclusivement concentre sur le deroulement de la recherche locale. 
Alors que la deuxieme partie de la these introduit une base formelle a l'approche des 
libraries generiques, la troisieme partie en demontre la realisabilite par la presentation 
de Putilitaire METALAB et en illustre l'interet par quelques etudes de cas. 
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Deuxieme partie 
Modelisation de la recherche locale 
La deuxieme partie de l'ouvrage, theorique, se consacre a la conception des librairies 
generiques pour la recherche locale. Nous avons affiche pour ce type d'environnement 
deux objectifs : faciliter le developpement de nouvelles constructions d'algorithmes 
de recherche locale et faire en sorte que cette collection extensible soit generique, 
c'est-a-dire appliquable a de nouveaux problemes. Tres peu d'hypotheses pouvant 
etre ici formulees, le travail de conception consiste a formaliser ce qui constitue la 
recherche locale au plan informatique. Compte tenu de la volatility des algorithmes, 
cette formalisation est inevitablement reductrice et nous tacherons surtout de trouver 
le meilleur compromis entre couverture et compacite du modele. Le polymorphisme 
des structures de mouvements et de solutions constitue en outre un probleme fonda-
mental a contourner puisqu'on souhaite ne pas se limiter a une famille remarquable 
de problemes. Les cadres d'application ont a cet egard mis en evidence l'approche 
qui semble la plus pertinente et notre travail en prolonge les perspectives : notre 
modele de recherche locale est etabli dans les termes de la programmation generique. 
Notre expose couvre deux objectifs. Premierement, il a semble benefique de rendre 
comprehensible en prealable la programmation generique, mais tout en montrant 
progressivement comment les constructions informatiques qu'elle autorise peuvent 
etre investies judicieusement dans la construction de librairies generiques pour la 
recherche locale. Deuxiemement, nous etablissons des mecanismes qui maintiennent 
automatiquement Petat de la recherche en fonction des unites logicielles entrant en 
interaction. 
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Le chapitre 3 commence par introduire le formalisme et la methode de la program-
mation generique. Les concepts, qui representent dans ce paradigme des categories 
de composantes informatiques, sont tout d'abord introduits. Sous les figures de mou-
vements, de solutions ou encore d'attributs, nous montrons sous quels aspects ces 
derniers apparaissent en programmation generique en general, et en recherche locale 
en particulier. Le chapitre montre ensuite comment structurer la programmation de 
la recherche locale par l'organisation de ses concepts. Les composantes informatiques 
sont au prealable decouplees en trois families : les concepts de Controle, de Variables 
et de Representation. Les concepts de Controle, qui correspondent aux composantes 
algorithmiques, parametrisent la recherche en fonction d'echantillons d'information 
qu'on appelle des Variables, et qui sont preleves sur les formes de Representation du 
probleme rencontrees en cours de recherche. La famille des Variables est ensuite hie-
rarchisee selon la portee et l'objet des informations recueillies. Enfin, on introduit 
le diagramme de composition des Variables, lequel permet de modeliser le cas de 
Variables complexes dont l'expression s'appuie sur d'autres Variables. 
Dans le chapitre 4, on interprete le modele en precisant le mode d'interaction, le cycle 
de vie ainsi que 1'algorithme de maintenance de chaque composante. Nous commen-
gons par illustrer l'interet de maintenir automatiquement la recherche en comparant 
deux programmes, l'un assemble automatiquement au moyen de la librairie M E -
TALAB, et l'autre deroule manuellement. Pour les trois evenements succeptibles de 
modifier l'etat de la recherche (Pinitialisation de la recherche, remuneration d'un nou-
veau Mouvement et la transition vers une Solution voisine), nous etablissons ensuite 
les mecanismes de maintenance en nous appuyant sur des diagrammes de compo-
sition qui refletent l'interdependance des composantes devant etre mises a jour. La 
realisation de ces mecanismes constitue le moteur de la librairie METALAB. 
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CHAPITRE 3 : CONCEPTION GENERIQUE DE 
LA RECHERCHE LOCALE 
La programmation de la STL, la librairie standard du C + + , s'appuie sur la program-
mation generique. Cette librairie tres populaire, dont l'architecture presente certaines 
analogies avec notre structuration de la recherche locale, n'a cependant ete assimilee 
que tres partiellement par la majorite des programmeurs. Le fait que la programma-
tion generique s'illustre pour un petit nombre de chantiers comparativement a des 
methodologies plus courantes comme l'oriente-objet, explique certainement pourquoi 
ses methodes de conception ont encore mal penetre les esprits. Nous prenons done 
soin de constituer progressivement notre modele generique de recherche locale tout 
en familiarisant le lecteur au formalisme necessaire. Nous esperons que ce parallele 
favorise, d'une part, l'assimilation des methodes de conception generiques, et d'autre 
part, la comprehension de la nature informatique de la recherche locale. 
3.1 Formalisme et methodologie 
Cette section introduit le formalisme des concepts utilises en programmation gene-
rique. Apres avoir mis en evidence la notion de concept (section 3.1.1), nous montrons 
comment les decrire au moyen d'expressions valides (section 3.1.2) et de types associes 
(section 3.1.3). Le contexte des librairies generiques pour la recherche locale accom-
pagne les trois parties de ce developpement au moyen d'exemples comprehensibles 
qui anticipent certaines constructions utilisees par la librairie METALAB. 
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3.1.1 Mise en evidence des concepts 
En programmation generique, un concept represente un ensemble de structures in-
formatiques jouant un meme role dans un contexte de programmation donne. Par 
exemple, le concept de mouvement apparait naturellement dans le cadre de la re-
cherche locale. En effet, pour des applications differentes, on distingue au sein des 
programmes une entite fonctionnellement invariante qui assure la transformation de 
la solution courante vers une solution voisine. En pratique, Pentite de mouvement 
n'est cependant pas mise en relief puisque sa realisation et son utilisation sont sou-
vent intimement noyees dans le reste du programme. Comme nous allons le voir, la 
programmation generique permet de mettre en evidence et d'isoler de telles entites. II 
devient alors possible de mettre en ceuvre des pieces de programme interchangeables, 
interactives et correspondant chaque fois a un concept. Cette maniere de concevoir 
un programme conduit finalement a une forme de langage pour la recherche locale 
dont les concepts servent de pieces elementaires. 
Pour la suite, nous designons les concepts au moyen d'une police appropriee : par 
exemple, Mouvement, pour le concept representant les structures de mouvement. Par 
ailleurs, les elements de code (exclusivement du C + + ) sont representes au moyen 
d'une seconde typographic Par exemple, le type Twex (pour Two-exchange) repre-
senterait la structure de donnee (en C+ + , une classe) du mouvement 2-opt dans le 
contexte d'un PVC. Dans ce cas, on dira indifferemment que Twex est un modele de 
Mouvement, une realisation de Mouvement, ou tout simplement, un Mouvement. 
Un concept est une notion ensembliste, et a ce titre, peut etre decrit de deux fagons 
duales. D'une part, un concept peut etre defini comme une liste de specifications 
caracteristiques d'une famille de types. D'autre part, un concept peut etre vu comme 
l'ensemble des types qui verifient ces specifications. Une modelisation coherente de 
59 
programmation generique consiste a ce que cet ensemble de types corresponde a un 
certain invariant fonctionnel au sein du domaine de programmation etudie. Les speci-
fications d'un concept comportent deux aspects. D'une part, certaines specifications 
decrivent les expressions valides que doit verifier un type afin qu'il modelise le concept 
correspondant. D'autre part, certaines specifications portent sur des types externes 
qui lui sont associes, c'est-a-dire ceux sur lesquels reposent son fonctionnement in-
terne ainsi que son integration dans la structure logicielle a laquelle il participe. 
3.1.2 Expressions valides associees a un concept 
Examinons le code C + + de la figure 3.1. Nous rappelons que le mot-cle template 
permet de programmer des composantes gabarits, c'est-a-dire parametrees par des 
types formels (cf. annexe A.l). 
template <class T> T& min(T& a, T& b) { r e tu rn (a<b) ? a : b ; } 
mainO 
{ 
s t d : :cout « min( l ,2) « s t d : : e n d l ; Utilisation de min<int> 
s t d : : c o u t « min( l . 1,2.8) « s t d : : e n d l ; Utilisation de min<f loat> 
} 
Figure 3.1 - Mise en evidence des expressions valides 
La fonction min est ainsi ecrite en fonction du type T. Dans ce cas, lorsque le compila-
teur detecte que l'expression min(l ,2) (resp. min(l .1 ,2 .8)) correspond au contexte 
du type in t (resp. f loat ) , il copie une version de rain en remplagant chaque T par 
in t (resp. f loat ) et compile le programme sur la base du code obtenu. Lorsqu'on 
utilise ce mecanisme, il est imperatif de determiner pour quels types de parametres, la 
fonction generique demeure valide, c'est-a-dire compilable. Ce serait ainsi le cas pour 
la fonction min, des lors que deux objets de type T permettent d'etre compares. Le 
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fait d'etre comparable donne lieu a un premier exemple de concept, Comparable, qui 
designe l'ensemble des structures T pour lesquelles t l < t2 est une expression valide 
lorsque t l et t2 appartiennent au type T. Comparable, au meme titre qu'Affectable ( t l 
= t2 est une expression valide), que Dereferencable (*tl est une expression valide) 
sont des concepts tres simples et tres generaux. 
Des concepts plus complexes se representent par une liste plus longue d'expressions 
valides. Dans le cadre de la recherche locale par exemple, un Serveur est une entite 
responsable de l'enumeration des coordonnees de mouvement autour de la solution 
courante. Comme nous le verrons, la liste des expressions valides est dans ce cas 
constitute des appels de fonction begin(...) et next(...) pour des arguments qu'il 
reste a preciser. En des termes informels, ceci revient a dire qu'un Serveur doit per-
mettre d'amorcer l'enumeration du voisinage selon des coordonnees initiales (et arbi-
trages) de mouvement et d'incrementer si possible ces coordonnees. La fonction next 
doit enfin retourner un booleen indiquant la validite de l'incrementation. Le concept 
de Mouvement est quant a lui constitue d'une seule expression valide qui correspond 
a l'appel de la fonction move servant a transformer la Solution courante selon les coor-
donnees internes du Mouvement. La Solution transformee correspond enfin egalement 
a un concept dans lequel est represents la reponse affectee au probleme. 
Mentionnons que la distinction entre concepts de Mouvement et de Serveur marque 
une difference nette avec les cadres d'application pour lesquels toutes les fonctionali-
tes correspondantes sont reunies au sein de la seule composante Exploration. Nous 
verrons que cette distinction s'avere tres utile lorsqu'on souhaite definir differents 
types d'enumeration tout en gardant la meme structure de mouvement. Notons aussi 
que contrairement aux cadres d'application, la fonction qui calcule le cout d'un Mou-
vement n'appartient ni a la definition d'un Mouvement ni a celle d'un Serveur. D'un 
point de vue conceptuel, un Mouvement et un Serveur sont en effet des operateurs : 
ils incrementent l'etat de la recherche, l'un au niveau de la trajectoire des Solutions, 
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et l'autre, au niveau de Pexploration des Mouvements du voisinage. En revanche, le 
cout d'un Mouvement est une observation associee a un Mouvement, et a ce titre, ap-
partient au concept d'Attribut. La notion d'attribut utilisee par la methode taboue et 
le cout de passage entre deux solutions sont done ici presentes sous les memes traits 
conceptuels. Cette interpretation nous parait davantage correspondre a la nature in-
formatique qu'incarnent ces deux entites : une mesure associee a un Mouvement, ce 
qui conduit a un modele de recherche locale plus adequat et done plus expressif. II 
devient par exemple possible d'utiliser un meme Mouvement pour des objectifs aussi 
differents qu'une strategic de descente ou une strategie de jonction entre solutions 
elites. Egalement, il devient possible de conserver le graphe de recherche pour des 
problemes similaires dont la seule difference concerne la fonction objectif a optimiser. 
C'est le cas par exemple de la version de PVC dependant du temps, notee PVCDT, 
ou le cout de chaque arete formant la solution depend a la fois des sommets relies et 
de la position de l'arete dans la tournee. Nous verrons que pour resoudre un PVCDT, 
il suffit de reutiliser la Solution, le Mouvement et un des Serveurs programmes pour 
resoudre le PVC, seul l'Attribut de gain devant etre redefini. 
template <class Dst> s t r u c t TspGain : ScanWith<Twex<Dst>, Dst> 
•C 
i n t va lue ; 
void scan(const Twex<Dst>& mvt, const Dst& dst) 
{ value = ds t (mvt . c [0 ] [0 ] ,mvt . c [0 ] [1 ] ) + d s t ( m v t . c [ l ] [ 0 ] , m v t . c [ l ] [ 1 ] ) 
- d s t (mv t . c [0 ] [0 ] ,mv t . c [ l ] [ 0 ] ) - d s t (mv t . c [0 ] [1 ] ,mv t . c [ l ] [1]) ; 
> 
} ; 
Figure 3.2 - Realisation de l 'Attribut TspGain 
A titre d'illustration, observons le code METALAB de la figure 3.2. La composante 
TspGain, est un Attribut mesurant le cout de passage entre deux Solutions d'un PVC. 
La methode scan sert a calculer la valeur de l'Attribut et a la mettre de cote. Pour 
cela, elle prend en argument le Mouvement mvt enumere ainsi que le Probleme a 
62 
resoudre, la structure de distance dst. Notons que TspGain est programmer gene-
riquement en fonction du type Dst, ce qui permet de travailler sur une variete de 
Problemes, a distance fonctionnelle ou matricielle par exemple. Ici, TspGain<Dst> 
compile si l'expression ds t ( c l , c2 ) retourne la distance entre deux villes cl et c2. 
Les coordonnees d'un Twex sont constitutes d'un tableau c a deux lignes et deux 
colonnes dont la premiere (resp. deuxieme) ligne contient les indices des sommets de 
la premiere (resp. deuxieme) arete sortante. 
template <class SVR, class GAIN> struct Firstlmprovement : FindWitlKSVR, GAIN> 
•C 
bool find(const GAIN& gain) 
•C 
while (gain.value <= 0 && nexto); 
return (gain.value > 0); 
}; 
Figure 3.3 - Realisation de l'Explorateur Firstlmprovement 
La composante Firstlmprovement, presentee a la figure 3.3, constitue un Explorateur 
et participe a ce titre a la selection d'un mouvement dans le voisinage. Le resultat de 
l'Explorateur, le Mouvement retenu, est enregistre automatiquement dans l'Explorateur 
a la sortie de find. En tant que composante gabarit, Firstlmprovement peut etre 
utilisee dans des contextes autre que la resolution d'un PVC. De maniere generale, 
l'Explorateur peut etre compile pour tout Attribut GAIN passe en parametre dont value 
est une expression valide. En tant qu'Attribut, GAIN doit alors fournir une fonction 
scan qui preleve l'information pertinente sur le Mouvement considere. Pour resoudre 
un PVC au moyen d'une descente en premiere amelioration basee sur un 2-opt, on 
utiliserait par exemple l'Explorateur FirstImprovement<SVR,TspGain<Dst» pour 
un Serveur SVR permettant d'enumerer sur des coordonnees de Twex. 
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3.1.3 Types associes a un concept 
La liste des expressions valides ne suffit pas toujours a caracteriser un concept. II 
est en effet parfois necessaire de mentionner quels types sont associes a ce concept. 
De raeme que les specifications portant sur les expressions valides, la diffusion de ces 
types participe a la cohesion entre les diverses composantes du programme generique. 
En guise de preambule, l'annexe A.2 presente un exemple simple de transmission des 
types associes. 
Dans la composante F i r s t Improvement, on remarque ainsi que la methode d'enu-
meration next est appelee sans argument depuis la fonction find. Cet absence d'argu-
ments est importante car elle permet aux programmeurs d'ecrire et/ou de reutiliser 
leur Explorateur independamment des specificites des Serveurs qu'ils utilisent. En in-
terne, un Explorateur doit malgre tout connaitre les veritables arguments de next dans 
le Serveur de sorte que l'appel puisse etre relaye aux veritables fonctions d'enumera-
tion. II est pour cela necessaire que le Serveur declare explicitement la liste des types 
d'arguments de ses methodes next et begin. Cette liste de type devient alors associee 
au Serveur, et par transitivite, a l'Explorateur. En particulier, le type de Mouvement 
sur lequel opere un Serveur est un type associe de raeme qu'implicitement le type de 
Solution sur lequel opere ce Mouvement. Tous ces types, une fois portes a la connais-
sance de l'Explorateur, permettent finalement de generer en temps de compilation les 
mecanismes de fonctionnement de l'Explorateur en fonction du contexte d'utilisation. 
En pratique, ce travail interne est effectue en derivant Firstlmprovement de la classe 
FindWith en fonction des types qui definissent le contexte, ici SVR et GAIN. 
L'utilisation de l'Attribut GAIN dans Firstlmprovement donne un deuxieme exemple 
de type associe. Remarquons a ce propos que GAIN est passe en reference constante 
dans la fonction find. Puisque l'acces a gain est limite en lecture, son etat doit done 
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etre automatiquement maintenu en phase avec le Mouvement refere par le Serveur. 
Ce mecanisme est en fait integre dans la fonction next utilisee dans find : chaque 
fois que le Serveur incremente les coordonnees du Mouvement enumere, les Attributs 
utilises dans l'Explorateur sont automatiquement recalcules. Pour cela, l'Explorateur 
doit connaitre en interne la signature de chaque fonction scan qu'il declenche. De 
meme que pour les fonctions d'enumeration d'un Serveur, un Attribut declare a cet 
effet explicitement le type de chaque argument que prend sa fonction scan. Dans 
l'exemple de la figure 3.2, Twex<Dst> et Dst constituent ainsi la liste des arguments 
associes a scan. En pratique, la declaration de ces deux types associes s'effectue 
simplement en derivant TspGain de la classe ScanWith<Twex<Dst>,Dst>. 
La declaration explicite des arguments utilises dans chaque methode se generalise 
facilement a Pensemble des composantes d'une librairie. Au moyen de ce mecanisme, 
il devient possible de programmer la charpente de l'algorithme a generer en fonc-
tion des listes d'arguments que prennent chacune des fonctions impliquees dans 
le programme. En suivant cette logique, on remarque par exemple qu'en derivant 
F i r s t Improvement de FindWith<SVR, GAIN>, on indique en fait a METALAB quels 
Attributs la fonction find doit-elle mettre a jour. Pour des Explorateurs plus com-
plexes operant sur davantage d'Attributs, comme par exemple ceux employes par la 
methode taboue, on ajouterait le nombre necessaire d'Attributs a la suite de GAIN. 
L'exemple de F i r s t Improvement montre par ailleurs comment il est possible de creer 
soi-meme de nouvelles procedures de choix de mouvements sans avoir a rentrer dans 
les technicites de la librairie. Le concept d'Explorateur est en effet isole du noyau de 
la librairie au meme titre que les concepts de Mouvement, de Serveur ou d'Attribut. 
3.2 Principes de modelisation 
En programmation generique, les concepts symbolisent des unites logicielles dont 
la mise en evidence constitue la premiere etape de la conception d'un modele de 
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programmation. Dans une deuxieme etape, on finalise la structuration du modele en 
etablissant des relations entre les differents concepts. Comme le rappelle la figure 3.4, 
deux types de relations regissent l'interaction entre concepts. 
C> B A est un ra&nement de B 
A depend de B 
Figure 3.4 - Notation des relations de dependance et de raffinement 
Relations de dependance. Les relations de dependance concernent le cas ou la 
definition et/ou le fonctionnement d'un concept repose sur la connaissance et/ou 
l'utilisation d'un autre concept. Remarquons par exemple que le concept d'Attribut 
depend du concept de Mouvement. Dans le cadre de cette relation de dependance, 
l'Attribut TspGain est ainsi derive d'une classe gabarit ScanWith qui prend entre 
autres l'argument Twex. 
Relations de raffinement. Les relations de raffinement apparaissent lorsqu'un 
concept est un cas particulier d'un concept plus general : un concept A est un raffine-
ment d'un concept B si l'ensemble des types modelisant A est un sous-ensemble des 
types modelisant B. Autrement dit, la liste des specifications de A contient la liste des 
specifications de B. Nous verrons dans la prochaine section qu'une Variable designe 
dans notre modele une composante logicielle responsable de la prise d'information 
concernant le cours de la recherche. Dans ce contexte, le concept d'Attribut constitue 
le raffinement d'une Variable pour des observations faites autour d'un Mouvement. 
De meme, nous definirons le concept de Caracteristique comme le raffinement d'une 
Variable pour des observations faites autour d'une Solution. Une Caracteristique dis-
pose a cet egard d'un constructeur permettant d'initialiser la composante ainsi que 
d'une fonction t rack permettant de maintenir son etat chaque fois qu'un Mouvement 
est execute. La valeur de la fonction objectif a optimiser constitue un exemple de 
Caracteristique. 
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Regroupe les donnees parametriques de l'instance 
a resoudre 
Initialise et represente la reponse apportee au 
Probleme 
Transforme la Solution courante selon des 
coordonnees internes 
Calcule une information devant etre en phase avec 
le Mouvement examine ou execute 
Initialise et maintient une information devant etre 
mise a jour a chaque execution de Mouvement 
Initialise puis modifie les coordonnees du 
Mouvement examine 
Visite le voisinage de la Solution courante pour 







Constructeur et t r ack 
begin et next 
f ind 
Le tableau 3.1 ci-dessus resume l'ensemble des concepts de la recherche locale que 
nous avons mis en evidence en ce debut de chapitre. Nous proposons pour la suite 
de dresser le schema des relations autour duquel ces concepts s'organisent. Nous 
avangons pour cela trois principes. Dans un premier temps (section 3.3), nous mon-
trons l'interet de decoupler les relations de dependance entre concepts au moyen de 
concepts mediateurs appeles Variables. Dans un deuxieme temps (section 3.4), nous 
classifions l'ensemble des Variables selon la portee de l'information qu'elles trans-
mettent. Cette hierarchisation des Variables permet d'operer la synthese d'algorithme 
la plus efficace possible en fonction des hypotheses les plus fines qu'on peut faire sur 
les composantes de recherche locale entrant effectivement en interaction pour une 
application donnee. Finalement, dans un troisieme temps (section 3.5), nous intro-
duisons le diagramme de composition des Variables, qui permet de programmer les cas 
ou des Variables elaborent des informations complexes en fonction d'autres Variables. 
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3.3 Decouplage des parties logicielles 
Nous avons vu que les associations de type sont parfois transitives. Par exemple, 
PExplorateur FirstImprovement<SVR, TspGain<Dst» depend indirectement du type 
de Mouvement que l'Attribut TspGain est en mesure de sonder. Le concept a travers 
lequel transite le type associe, ici l'Attribut, joue un role de mediateur : il autorise la 
communication entre deux concepts, l'Explorateur et le Mouvement, tout en evitant 
que ceux-ci n'interragissent directement. Une methode de conception importante, 
qu'on retrouve en programmation generique, consiste a decoupler les entites infor-
matiques de sorte a minimiser leur interdependance. Cette approche conduit genera-
lement a faire apparaitre des concepts qui jouent ce role de mediateur. Ces derniers, 
qui relayent l'interaction entre concepts fortement types, assurent une flexibilite et 
une reusability maximale des pieces logicielles du programme car les hypotheses faites 
sur la compatibility entre parties communicantes est reduite au minimum. 
La conception de la STL en C + + offre un exemple bien connu de decouplage de 
concepts au moyen de concepts mediateurs appeles Iterateurs. Dans cette librairie, 
un Iterateur, comme par exemple un pointeur, represente une entite permettant d'ac-
ceder et de traverser des Conteneurs tels que des listes ou des tableaux. Un Iterateur 
permet dans ce cas de decoupler l'interaction entre un Conteneur et un Algorithme, par 
exemple une fonction de tri, qui lui serait applique. En effet, l'Algorithme est decrit 
seulement au moyen de fonctionnalites (dereferencement, parcours des elements des 
Conteneurs) deleguees a Hterateur de sorte qu'un Algorithme ne fait pas d'hypotheses 
sur le Conteneur auquel il s'applique mais seulement sur l'lterateur qu'il utilise. 
Comme l'illustre la figure 3.5, nous proposons de suivre une approche analogue pour 
decrire la recherche locale. En effet, de la meme maniere que des Algorithmes operent 
sur des Conteneurs, la recherche locale se caracterise par l'interaction entre, d'un 
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cote, des Representations de probleme, et de l'autre, des formes de Controle ou sont 
prises les decisions concernant la trajectoire de recherche. Le role des mediateurs est 
joue dans notre modele par les Variables qui detiennent l'information en fonction de 
laquelle les composantes de Controle dirigent la recherche. 
Algorithmes 
Iterateurs 
Traitement de l'information 
Mediation de J'information 
Controle 
Variables 
Conteneurs Configuration de l'information Representations 
Figure 3.5 - Decouplage en algorithmique et en recherche locale 
Concepts de Representation. Responsables de la configuration de 1'information, les 
composantes de Representation designent les structures qui permettent de formuler un 
probleme de decision et de definir l'etat de la recherche dans le cadre de la recherche 
locale. Ces composantes incluent les entites logicielles entrant dans la composition du 
graphe de recherche sous forme de Solutions et de Mouvements. Font egalement partie 
des formes de Representation les composantes, appelees Problemes, qui contiennent 
les donnees parametriques permettant de caracteriser une instance de probleme. La 
realisation des concepts de Representation depend fortement du probleme a formuler. 
Comme nous avons vu au chapitre 2, les cadres d'application integrent deja ces 
differentes formes de Representations. 
Concepts de Controle. Responsables du traitement de l'information, les compo-
santes de Controle designent les structures permettant de programmer la selection 
des Mouvements et done d'orienter la trajectoire des Solutions visitees. Ces compo-
santes comprennent les entites logicielles responsables du mode de selection d'un 
mouvement (concept d'Explorateur) ainsi que de l'enumeration du voisinage (concept 
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de Serveur). Generalement, la programmation d'un Explorateur ne depend pas du pro-
bleme auquel il est applique. Un Explorateur depend en revanche des types de Variables 
en fonction desquelles sont calculees les decisions de trajectoire. La programmation 
d'un Serveur depend generalement du Mouvement dont il enumere les coordonnees. 
Comme nous verrons, un Serveur peut dependre egalement de Caracteristiques cal-
culees autour de la Solution courante telles que, par exemple, une composante qui 
maintiendrait l'ensemble des mouvements trie en fonction de leur gain. 
Concepts de Variables. Responsables de la mediation entre les deux parties logi-
cielles precedentes, les Variables rassemblent les structures de donnees responsables 
des prises d'information effectuees en cours de recherche. Souvent, leur fonction-
nement interne depend du type de probleme qu'on souhaite resoudre, comme par 
exemple lorsqu'il s'agit de programmer le cout de passage entre deux Solutions ou 
encore le cout d'une Solution. II existe aussi des cas ou la programmation d'une Va-
riable ne depend pas directement des Representations mais plutot d'autres Variables 
passees en argument. Une Variable comme un registre de frequences ne repose ainsi 
que sur la Variable qu'elle repertorie. Ces types de Variable sont alors reutilisables : 
ils peuvent etre conjugues a differents schemas de Mouvement. 
L'Explorateur Firstlmprovement que nous avons presente en prealable illustre le prin-
cipe de decouplage. En effet, cette composante de Controle accede seulement indirec-
tement aux Mouvements visites a travers l'Attribut GAIN. L'ecriture de l'Explorateur ne 
depend pas des formes de Representation d'un probleme mais seulement des proprie-
tes d'une Variable mediatrice. L'Explorateur peut ainsi etre utilise pour tout probleme 
pour lequel on dispose d'un Serveur ainsi que d'un Attribut ayant un champ valeur. 
En particulier, Firstlmprovement peut etre applique a resoudre un PVC en conju-
gaison avec l'Attribut TspGain. Comme le montre ce cas de figure, le principe de 
decouplage contribue a la generalite et la reusabilite de chaque piece logicielle. II per-
met de separer au maximum la programmation algorithmique de la programmation 
des structures de problemes. 
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3.4 Modulation des canaux de programme 
De meme que la premiere etape de conception visait la reusabilite de chaque unite 
logicielle, cette seconde etape vise l'efficacite des programmes obtenus. Les relations 
de raffinement sont ici fort utiles. Elles permettent en effet de selectionner des canaux 
de programmes qui sont le plus efficaces possible compte tenu des hypotheses les 
plus fortes qu'on peut faire sur les entites logicielles concertantes. Cette propriete 
permet de maintenir la generalite du schema de decouplage ainsi que la reusabilite 
du code tout en assurant une efficacite maximale pour chaque situation particuliere. 
Puisque les concepts mediateurs sont disposes au centre de l'interaction entre les 
differentes parties logicielles, les relations de raffinement portent principalement sur 
cette famille de concepts. Dans un premier temps, nous proposons d'illustrer l'interet 
de cette methode de conception sur un exemple simplifies tire de la STL. Dans un 
deuxieme temps, nous mettons en evidence les relations de raffinement rencontrees 
en recherche locale. 
Algorithmes 










Figure 3.6 - Relations de raffinement entre Iterateurs 
La conception de la STL fournit un exemple simple de programmation generique 
basee sur la hierarchisation des mediateurs. Comme l'illustre la figure 3.6, il existe en 
effet des versions pauvres d'lterateurs ne permettant que de traverser un Conteneur de 
maniere incrementale, soit en avant (Iterateur en Avant), soit en arriere (Iterateur en 
Arriere), soit les deux (Iterateur Bidirectionnel). Certains Iterateurs, appele Iterateurs 
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avec acces aleatoire, offrent en revanche l'opportunite d'acceder directement a un 
element quelconque et constituent a ce titre la version d'lterateur la plus raffmee. 
Dans ce contexte, si un Algorithme s'appliquant a un Conteneur peut etre realise sous 
les proprietes faibles d'un Iterateur en Avant, il existe parfois une implantation plus 
performante utilisant les proprietes plus fortes d'un Iterateur avec acces aleatoire. II 
est alors interessant de maintenir le schema de decouplage, tout en autorisant d'avoir 
recours a des implantations efficaces compte tenu des types informatiques entrant 
effectivement en interaction. 
Le C + + ne supporte pas directement les relations de ramnement, mais une combi-
naison de deux techniques permet d'atteindre les memes objectifs : le polymorphisme 
statique et les techniques d'etiquetage. La premiere consiste a redefinir des versions 
de fonctions ou de classes gabarits pour des types particuliers pertinents passes en 
parametre (cf. annexe A.3). La deuxieme associe un type etiquette dans le but de 
declarer explicitement a quel concept le plus raffine d'une certaine famille, ici les 
Iterateurs, appartient une entite logicielle (cf. annexe A.4). Lorsque par exemple un 
Algorithme et un Conteneur entrent en interaction, Petiquette de 1'Iterateur permet de 
brancher a la compilation sur l'implantation la plus efficace qui ait ete prevue dans 
la librairie generique. 
La partie gauche de la figure 3.7 transpose le schema de ramnement a l'ensemble des 
Variables. Comme nous l'avions anticipe, les Attributs designent des observations faites 
autour d'un Mouvement, et les Caracteristiques, des observations faites autour d'une 
Solution. Notons que selon cette definition, ce qui differencie precisement un Attribut 
d'une Caracteristique est le moment auquel l'information doit etre mise a jour : un 
Attribut doit etre en phase avec le Mouvement auquel il se refere et une Caracteristique 
avec la Solution a laquelle elle se refere. Bien que ce soit le cas en general, cette 
definition n'implique pas forcement qu'un Attribut (resp. une Caracteristique) preleve 
une information concernant le Mouvement lui-m^me (resp. la Solution elle-meme). Par 
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exemple, une Variable qui ordonne dans un conteneur Pensemble des coordonnees 
de mouvement du voisinage courant selon leur gain, constitue une Caracteristique 
car elle doit etre maintenue chaque fois qu'une nouvelle solution est atteinte. Au 
contraire, une Variable qui calcule la valeur que prendrait la solution courante si un 
mouvement lui etait applique, constitue un Attribut. C'est done la portee et non I'objet 
de I'information calculee qui distingue les Attributs des Caracteristiques. En fait, un 
modele de recherche locale, a priori plus naturel, qui distinguerait les Variables selon 
I'objet de I'information qu'elles calculent ne couvrirait pas les deux exemples que nous 
venons de donner. En pratique, le raffinement des Variables tel que defini permet a la 
librairie, d'un cote, de savoir en temps de compilation a quels moments doivent etre 
mises a jour chaque composante, et de l'autre, de passer indifferemment les Variables 
en argument de fonctions qu'il s'agisse en fait d'Attributs ou de Caracteristiques. 
ContrSle 







Figure 3.7 - Raffinement par Variables et par signature 
La partie droite de la figure 3.7 indique que chaque concept de la recherche locale 
que nous avons introduit peut donner lieu a autant de raffinements possibles qu'il 
existe de signatures pour ses fonctions internes. Un Attribut Al dont la fonction 
scan prend en argument le Mouvement auquel il se refere, et un Attribut A2 dont la 
fonction scan prend en argument le meme Mouvement ainsi que la Solution courante, 
constituent en ce sens deux raffinements d'Attribut distincts. Pour chaque concept, 
ce deuxieme axe de hierarchisation permet de definir des fonctions qui n'utilisent 
que des arguments dont elles ont vraiment besoin. Remarquons par exemple que la 
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fonction next d'un Serveur repose forcement sur la Solution courante dans le cas d'un 
PVC. Connaitre la Solution courante est en revanche inutile lorsqu'on incremente 
les coordonnees d'un Mouvement Fl ip pour un probleme SAT. Si Ton souhaitait 
preserver la generalite du modele sans le mecanisme de raffinement par signature de 
fonction, toutes les methodes next devraient alors fournir en argument la Solution 
courante, ce qui alourdirait l'executable dans le cas du probleme SAT. En raffinant 
chaque concept selon la signature de leurs fonctions, la definition et l'utilisation 
de chaque composante peuvent etre faites sur mesure, et ce, a tous les niveaux de 
l'application. 
3.5 Composition des Variables 
Les paralleles avec la conception de la STL ont offert jusqu'ici des analogies per-
tinentes. Le schema relationnel des Variables s'avere cependant plus complexe que 
celui des Iterateurs. En plus des relations de raffinement, il faut en effet prendre en 
compte des relations de dependance entre Variables. Considerant qu'une Variable est 
une fonction associant une valeur descriptive a un objet de la recherche, on parlera, 
par analogie a la composition entre fonctions, de composition de Variables. Nous avons 
jusqu'ici privilegie la reusabilite ainsi que l'emcacite des parties logicielles. Dans cette 
derniere etape de conception, la possibilite de composer les Variables offre enfin une 
expressivite remarquable au modele de recherche locale. Nous mettons ici en evidence 
l'interet de la composition en examinant trois cas de figure frequemment rencontres : 
la memorisation de la recherche, l'acceleration du calcul et l'ecriture de formules. 
Memorisat ion de la recherche. Un premier cas typique de composition concerne 
le cas de Variables qui enregistrent en memoire la valeur prise par d'autres Variables. 
Remarquons a cet effet que les formes de frequence ou de recence, utilisees notam-
ment dans la methode taboue, reposent rarement directement sur les Mouvements ou 
74 
Solutions du graphe de recherche, mais plutot sur des Attributs ou des Caracteristiques 
qui leur sont associes. Ces Variables constituent done des memoires associatives dont 
l'indexation s'effectue a travers les valeurs prises par les Variables qu'elles composent. 
Recency<FrAdj <Dst» MinValue<SatVai> 
FrAdj<Dst> SatVal 
Figure 3.8 - Exemples de composition pour des Variables memorisantes 
La figure 3.8 presentent deux exemples de ce type de composition. A gauche, l'Attribut 
FrAdj<Dst>, qui preleve les destructions d'adjacence operees sur une tournee suite a 
l'execution d'un Mouvement Twex<Dst>, est utilise par la Caracteristique Recency, qui 
maintient a chaque nouvelle iteration les dernieres valeurs prises par FrAdj<Dst> se-
lon le Mouvement effectue. A droite, la Variable MinValue retient la plus petite valeur 
rencontree d'une Caracteristique particuliere. Elle est ici employee dans le contexte 
d'un probleme SAT en conjugaison avec la Caracteristique SatVal qui maintient le 
nombre de clauses satisfaites dans la solution courante ainsi que pour chaque clause, 
le nombre de litteraux verifies. La composante MinValue<SatVal> peut par exemple 
servir a la realisation d'un critere d'aspiration pour une methode taboue. A noter 
que la realisation de Recency et de MinValue sont independantes des Representations 
de probleme car elles reposent uniquement sur des Variables. Comme nous l'illus-
trerons avec la librairie METALAB, ce type d'independance permet par exemple de 
programmer des listes taboues independamment du probleme a resoudre. Seules les 
Variables composees servant a indexer la liste, comme FrAdj<Dst> dans le cas d'un 
PVC, dependent du probleme. 
Acceleration du calcul. Un deuxieme cas typique de composition intervient lors-
qu'on souhaite optimiser le calcul des Variables. Par exemple, si une Caracteristique 
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peut etre reinitialisee a chaque iteration, il est souvent bien plus efficace de mettre a 
jour sa valeur en fonction du Mouvement effectue. C'est pour cette raison que toute 
Caracteristique presente la fonction track, qui repercute l'effet du Mouvement sur son 
etat interne. Dans le cas general, la fonction t rack peut prendre corame arguments 
le Mouvement effectue, la Solution courante, et/ou toute Variable pertinente. Dans 
l'autre sens, notons qu'il est aussi parfois envisageable d'accelerer la fonction scan 
d'un Attribut au moyen d'une information annexe maintenue par une Caracteristique. 
TspVal<Dst> Sa tGa in 
TspGain<Dst> Sa tVa l 
Figure 3.9 - Exemples de composition entre Caracteristiques et Attributs 
Dans l'exemple de la figure 3.9, a gauche, la fonction t rack de TspVal maintient 
la longueur de la tournee courante en fonction du gain de mouvement TspGain. A 
droite de la figure 3.9, l'Attribut SatGain peut calculer rapidement la difference entre 
le nombre de clauses nouvellement satisfaites et le nombre de clauses anciennement 
satisfaites en accedant pour chaque clause au nombre de litteraux verifies que comp-
tabilise la Caracteristique SatVal. 
Ecr i ture de formules. Le troisieme cas typique de composition qu'on rencontre 
concerne Pelaboration de formules d'utilite complexes pour evaluer les Mouvements. 
L'Attribut PenalizedTspGain presente a gauche de la figure 3.10 constitue un exemple 
pour une strategic de diversification ou Ton souhaiterait penaliser des mouvements 
trop frequemment utilises. Dans ce cas, PenalizedTspGain calcule Putilite d'un Mou-
vement en ajoutant a la valeur de l'Attribut TspGain une penalite proportioned aux 
valeurs que prennent les champs de Frequency<FrAdj> pour le Mouvement consi-
dere. L'Attribut Metroplis a droite de la meme figure programme quant a lui Puti-
lite d'un Mouvement au sens du recuit-simule. Ayant tire A aleatoirement, il compose 
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la formule e" T ~A, vue au chapitre 2, en fonction d'une temperature maintenue 
dans un schema de refroidissement geometrique GeoTemp et de l'Attribut TspGain. 
Par exemple, l'Attribut Metropolis<TspGain<Dst>,GeoTemp> pourrait etre integre 
a F i r s t Improvement afin de resoudre un PVC au moyen d'un algorithme de recuit-
simule. Notons que la composante GeoTemp est ici une Caracteristique puisqu'elle doit 
etre mise a jour chaque fois qu'une nouvelle Solution est obtenue. Remarquons aussi 
que Metropolis est presente comme un Attribut gabarit. II sumrait done de lui passer 
en argument un autre Attribut que TspGain pour l'appliquer a un autre probleme. 
De meme, il serait possible d'appliquer de nouveaux schemas de refroidissement en 
remplageant GeoTemp par une autre Caracteristique responsable de revolution de la 
temperature. Par composition, on pourrait meme programmer un schema de refroi-











Figure 3.10 - Exemples de composition entre Caracteristiques et Attributs 
3.6 Conclusion 
Dans ce chapitre, nous avons propose un modele informatique pour decrire les me-
thodes de recherche locale. Nous avons pour cela prolonge l'approche suivie par les 
cadres d'application mais en remplagant les patrons d'algorithmes par un ensemble 
de protocoles autour desquels se compose modulairement la recherche locale. 
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Pour cela, nous avons d'abord distingue trois categories de composantes informa-
tiques plutot que de conjuguer directement les Representations de probleme au formes 
de Controle. Cette premiere etape, qui introduit les concepts de Variables, constitue 
une approche originale ou la notion de cout de mouvement est par exemple mise au 
meme plan conceptuel que les attributs de la methode taboue. Elle constitue tou-
tefois une grille de lecture tres logique si Ton considere que la recherche locale est 
constitute d'une infrastructure (les Solutions et Mouvements) sur laquelle est pre-
leve un certain nombre d'informations (les Attributs et Caracteristiques) en fonction 
desquelles des mecanismes heuristiques (les Serveurs et Explorateurs) decident de la 
trajectoire a suivre. 
Nous avons ensuite enrichi le modele en raffinant progressivement cet ensemble de 
concepts. Nous avons ainsi fait la distinction entre les Variables observees autour de 
Solutions et celles obervees autour de Mouvements. Dans le modele, un Attribut et 
une Caracteristique se distinguent par leur portee et non par l'objet de 1'information 
qu'ils calculent. Nous avons egalement propose de raffiner chaque concept en fonction 
des arguments que prennent leurs methodes. Ce choix offre la perspective de generer 
l'ossature de chaque algorithme comme si leur patron avait ete congu sur mesure. 
La memorisation de la recherche, l'acceleration du calcul et l'ecriture de formules 
complexes ont enfin conduit a considerer la possibility de composer des Variables 
entre elles. A noter que la composition entre Variables se generalise naturellement 
autour de la notion de diagramme de composition. Dans ce diagramme, les nceuds 
symbolisent les differentes composantes utilisees par un algorithme de recherche lo-
cale, et les arcs, les relations de dependance qu'occasionnent leur composition. Cette 
notion est au centre du prochain chapitre. Nous y etablirons en effet les regies qui co-
ordonnent automatiquement la maintenance de chaque composante d'un algorithme 
en fonction du concept qu'elle modelise ainsi que de leur localisation dans un dia-
gramme de composition. De cette maniere, le developpement d'une recherche locale 
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au moyen de la programmation generique se resume a coder pour chaque compo-
sante les fonctions qui calculent leur etat interne sans se soucier si les informations 
qu'elles prennent en argument sont dans un etat coherent, et ce, quel que soit le 
contexte oil cette composante pourrait etre integree ulterieurement. L'orchestration 
de l'algorithme finalise, ou se decide a quel moment quelles composantes doivent etre 
calculees, sera toujours du ressort de la librairie generique. 
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CHAPITRE 4 : INTERPRETATION 
DYNAMIQUE DU MODELE 
Le modele de recherche locale congu au precedent chapitre presente un double po-
tentiel. D'une part, en interpretant le modele dynamiquement, il devient possible 
d'etablir des mecanismes d'enchainement qui coordonnent automatiquement l'entre-
tien de chaque composante participant a une application donnee. D'autre part, en se 
conformant aux concepts mis en evidence par le modele, il devient possible d'enca-
drer l'activite de programmation autour d'une methodologie systematique. C'est en 
realisant ces deux objectifs que l'utilitaire METALAB offre la possibility de program-
mer chaque piece logicielle de maniere isolee et independamment de ses contextes 
d'utilisation ulterieurs. Dans ce chapitre, on propose d'automatiser la maintenance 
des differents concepts de la recherche locale en fonction des trois evenements - ini-
tialisation, enumeration et transition - autour desquels se deroule la recherche locale. 
Comme nous l'illustrons en debut de chapitre, la maintenance automatique de la 
recherche ainsi mise au point permet de simplifier grandement l'assemblage des dif-
ferents objets composes par l'usager. 
4.1 Objectifs 
Le code METALAB presente a la figure 4.1 donne un apergu des possibilites offertes 
par les mecanismes de maintenance automatique qu'on etablit dans ce chapitre. Apres 
avoir charge un PVC a distance matricelle depuis un fichier d'entree, le programme 
compose et initialise l'environnement de recherche relatif a une methode de recuit-
simule. L'enumeration du voisinage repose sur le Serveur CircularTwxSvr qui par-
court les coordonnees de Mouvement en circulant sequentiellement sur les arcs qui 
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sortiraient de la tournee. Le recuit-simule est forme selon le schema presente a la fi-
gure 3.10. Notons que toutes les pieces logicielles et la maniere dont elles interagissent 
est implicitement connu de METALAB par transitivite des types associes a travers les 
deux pieces logicielles que compose Firstlmprovement. Cette connaissance est inter-
pretee en temps de compilation par la librairie pour programmer la classe elle-meme 
de l'objet explorer. Les fonctions i n i t , permettant d'initialiser les parametres de la 
recherche, la fonction move, permettant d'iterer la recherche, ainsi que les fonctions 
d'acces aux elements de la recherche depuis le programme principal, sont toutes des 
fonctions automatiquement generees par le logiciel a la compilation (cf. Annexes A.5 
et A.6 pour un apergu). La programmation du recuit-simule se borne en somme a 
reiterer la recherche jusqu'a ce qu'une temperature infinitesimale soit atteinte. 
main() 
MtxDst dst("./att532"); 
Firstlmprovement<CircularTwxSvr, Metropolis <TspGain<MtxDst>, GeoTemp» explorer; 
explorer.init<Tour<Dst>,GeoTemp>(dst, random, 1000, 0.999); 
do { explorer.move(); } while (explorer<GeoTemp>().value > 0.0001); 
}; 
Figure 4.1 - Exemples de composition finale d'un algorithme de recherche 
Le programme compose manuellement a la figure 4.2 deroule une recherche exac-
tement equivalente au code precedent. Outre les qualites evidentes de concision du 
code genere par METALAB, remarquons que les principaux interets lies a la mainte-
nance automatique de la recherche sont la securite et la modularite. D'une part en 
effet, l'utilisation de METALAB previent tout oubli de mise a jour ou toute modifica-
tion malencontreuse des objets de la recherche a l'interieur des boucles de recherche. 
D'autre part, si par exemple on souhaitait modifier le schema de refroidissement, 
l'usager de METALAB n'aurait qu'a passer une nouvelle composante en argument a 
la place de GeoTemp alors que manuellement, il lui faudrait verifier en particulier si 
l'appel a t rack prend les memes arguments avec la nouvelle composante, ce qui exige 
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main() 
{ MtxDst dst("./att532"); 










while (criteria.value <= 0 && server.next(twex, solution)) 
gain.scan(twex); 
criteria.scan(gain, temperature); 




while (temperature.value > 0.0001); 
Figure 4.2 - Composition explicite du meme algorithme 
de rentrer dans le programme. A l'execution, les deux programmes ont theoriquement 
les memes proprietes de temps de calcul. En pratique, comme l'illustre le tableau 4.1 
pour des problemes allant de 101 a 2392 nceuds, le programme METALAB precedent 
reste en moyenne 30% plus lent que la version explicite. Les temps mentionnes aux 
deux derniere lignes du tableau sont comptabilises en millisecondes sur un total de 
1000 recherches locales partant de solutions initiales generees aleatoirement. 
Tableau 4.1 - Comparaison des temps de calcul 

























4.2 Usage des diagrammes de composition 
Sur le plan technique, l'assemblage et la maintenance automatique de la recherche 
procede en parcourant des diagrammes de composition qui schematisent les depen-
dances entre composantes devant etre mises a jour. La maintenance de l'ensemble 
des composantes ne s'effectuant pas de la meme fagon lors de l'initialisation de la re-
cherche, lors de remuneration d'un nouveau mouvement, et lors de la transition vers 
une nouvelle solution, elle s'appuie en fait sur trois diagrammes de composition diffe-
rents : le diagramme d'initialisation, le diagramme d'enumeration et le diagramme de 
transition. Dans les trois sections suivantes, on propose d'etablir d'une part les regies 
de composition et d'autre part les mecanismes d'enchainement relatifs a chacun de 
ces diagrammes et a partir desquels est propage l'etat de la recherche. 
Regies de composition. Ces regies specifient quelles composantes peuvent inte-
grer quel diagramme de composition et dans quel etat. Les regies de composition se 
formulent en terme de composabilite et de norme de composition. Dans le premier 
cas, on determine pour chaque fonction conceptuelle de la recherche locale (pour une 
Caracteristique : son constructeur et la methode t rack ; pour un Serveur: son construc-
t ed , les methodes begin et next, ...) quelles categories de composantes peuvent etre 
prises en argument. Dans le deuxieme cas, il faut specifier dans quel etat se situe 
chaque composante prise en argument au moment de l'appel d'une telle fonction. En 
pratique, les regies de composition contraignent le programmeur a suivre une cer-
taine logique dans son activite de developpement. Elle lui assure en contre-partie la 
compatibilite de ses pieces logicielles quel que soit leur emploi potentiel. 
Mecanismes d'enchainement. Ces mecanismes determinent quand l'utilitaire met 
a jour les composantes de l'application generee afin de respecter les normes de com-
position portant sur leur etat. En pratique, l'enchainement s'appuie sur un parcours 
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dans les diagrammes de composition et constituent le moteur de l'utilitaire. Modifier 
les mecanismes d'enchainement ne change pas le resultat de la recherche locale obte-
nue mais selon le contexte peut par contre ameliorer ou deteriorer significativement 
les temps de calcul. Les normes de composition etant definies en amont, on peut defi-
nir dans une librairie plusieurs versions d'enchainement sans affecter la compatibilite 
des pieces logicielles existantes. 
4.3 Phase d'initialisation 
Scenario. Au cours de la phase d'initialisation, tous les objets de la recherche sont 
construits en fonction des donnees du probleme, d'autres objets de la recherche et/ou 
de parametres de reglage. Les fonctions conceptuelles initialisantes sont les construc-
teurs C + + de chaque composante integree dans l'application. Au depart, la Solution 
est soit initialisee selon un algorithme declenche par son constructeur, soit passee en 
argument et recuperee par la recherche si elle a ete calculee par ailleurs. Les Caracte-
ristiques integrees dans la recherche sont ensuite progressivement initialises autour 
de cette Solution. Pour ce qui a trait au Serveur, au Mouvement et aux Attributs, les 
constructeurs sont seulement congus pour formater l'objet construit en memoire mais 
non pour initialiser ses champs puisque son etat n'a pas encore de signification. Le 
tableau 4.2 resume les regies de composition suivantes. 
Composabilite. On considere que le formatage du Serveur, du Mouvement et des 
Attributs ne depend pas de l'etat de la recherche. Leurs constructeurs ne peuvent 
done composer aucun objet endogene de la recherche. lis peuvent par contre prendre 
en argument les donnees du probleme et/ou des parametres. Un constructeur de 
Solution peut prendre en argument les donnees du problemes et/ou des parametres 
de construction comme par exemple la version d'algorithme qui calcule la Solution 
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Tableau 4.2 - Resume des regies de composition en phase d'initialisation 
Constructeur... 
... de Solution 
... de Caracteristique 
... des autres concepts 
Composables endogenes 








initiale. Les constructeurs des Caracteristiques peuvent composer la Solution et/ou 
d'autres Caracteristiques. Elles peuvent prendre egalement en argument des para-
metres ainsi que les donnees du probleme. Solution et Caracteristiques sont les concepts 
qui dessinent le diagramme d'initialisation. Les sommets correspondent a la Solution 
et aux Caracteristiques utilisees par la recherche. Les arcs relient les Caracteristiques a 
la Solution et/ou aux Caracteristiques que leurs constructeurs prennent en argument. 
Normes de composition. Lorsqu'une Caracteristique est initialisee, la Solution et/ou 
les Caracteristiques prises en argument par son constructeur ont ete au prealable ini-
tialisees. Pour respecter cette regie, le diagramme d'initialisation doit etre acyclique. 
Mecanisme d'enchainement. Le diagramme d'initialisation etant acyclique, les 
mecanismes d'enchainement consistent simplement a construire successivement la 
Solution et l'ensemble des Caracteristiques selon un ordre topologique ascendant, en 
remontant des feuilles jusqu'aux racines du diagramme. Mentionnons que l'algorithme 
qui implante cet enchainement est statique, c'est-a-dire que le calcul de l'ordre de 
construction des objets en fonction d'un quelconque diagramme d'initialisation est ef-
fectue des la compilation du programme sans aucune surchage en temps d'execution. 
L'exemple presente a la figure 4.3 montre dans quel ordre METALAB construirait les 
objets d'une recherche taboue avec critere d'aspiration pour resoudre un PVC. La 
Caracteristique NstNgbTwxHshTbl qui est introduite est une table de hachage dans 
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1 - Initialisation de Tour par A 
ou recuperation d'une solution 
2 - Init. de NstNgbTwxHshTbl 
3 - Init. de TspVal 
4 - Init. de BestVal 
5 - Init. de Recency 
LongueurT 
de Ja liste 






NstNgbTwxHshTbl<Dst> T s p V a l <Dst> 
Tour<Dst> 
Figure 4.3 - Enchainement d'un diagramme d'initialisation 
laquelle sont ranges selon leur gain tous les Mouvements Twex du voisinage courant 
dont un des deux sommets d'un des deux arcs entrants est un des K plus proches 
voisins de son nouveau sommet relie. Cette structure de donnee qui accelere signifi-
cativement la fouille du voisinage sera etudiee en detail au chapitre 7. La parametri-
sation des composantes (ici, NstNgbTwxHshTbl par l'horizon K, Recency<FrAdj> par 
la longueur T et Tour par la version A de 1'algorithme de construction) sera abordee 
dans le prochain chapitre puisqu'elle n'interfere pas avec les regies de composition et 
d'enchainement. Signalons que seuls les constructeurs peuvent prendre en argument 
des parametres : toutes les autres fonctions, intervenant en phase enumerative et/ou 
transitoire, ne peuvent prendre en argument que des objets de la recherche. Notons 
que les contructeurs du Serveur, du Mouvement et des Attributs peuvent enfin etre 
appeles dans n'importe quel ordre puisqu'ils fonctionnent chacun de maniere isolee. 
4.4 Phase d'enumeration 
La mise en place d'un mecanisme de maintenance en phase d'enumeration est une 
tache delicate. En effet, cette phase est succeptible d'occuper une large part du temps 
de calcul ou le mecanisme d'enchainement est execute un grand nombre de fois. Les 
fonctions scan peuvent de plus correspondre a d'infimes operations a cote desquelles 
le calcul de l'ordre d'enchainement lui-meme n'est pas forcement negligeable. 
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Scenario. Au cours de la phase d'enumeration, qui est orchestree par la fonction find 
d'un Explorateur, le Serveur et l'Explorateur collaborent pour selectionner un Mouve-
ment. Ces deux composantes oeuvrent pour cela sur un meme objet Mouvement qu'on 
appelle le Mouvement actif. Le Serveur initialise les coordonnees du Mouvement actif 
au moyen de sa methode begin a l'entree dans la fonction find. L'Explorateur peut 
alors lui demander de modifier le Mouvement actif au moyen de la methode next afin 
d'enumerer le voisinage. L'appel a next retourne un booleen indiquant la validite de 
l'operation. En cas d'echec, le Mouvement actif est dans un etat invalide et le Ser-
veur n'est plus operationnel. Pour selectionner le Mouvement a appliquer, la fonction 
find peut examiner tout objet de la recherche que compose l'Explorateur. Aux mo-
ments juges opportuns, l'Explorateur peut declencher la memorisation du Mouvement 
actif dans des structures tampons proposees par la librairie. Lors d'une telle memo-
risation, tous les At t r ibu ts deja calcules sur le Mouvement actif sont parallelement 
copies dans le tampon. Lorsque l'Explorateur recupere un Mouvement enregistre dans 
un tampon, ce dernier devient le Mouvement actif et les Attributs auparavant deja 
calcules sont recuperes de sorte que l'etat de l'exploration du voisinage est restitue 
tel quel au moment de l'enregistrement. Un booleen est retourne indiquant un succes 
ou un echec de la phase d'enumeration. En cas de reussite, le Mouvement actif est 
applique. L'Explorateur Firstlmprovement donne en exemple au chapitre precedent 
constitue une realisation simple du scenario d'enumeration. 
Composabilite. Les deux methodes du Serveur doivent prendre chacune les memes 
arguments parmi, les donnees du probleme, la Solution courante, le Mouvement actif, 
et/ou, des Caracteristiques. La fonction find ne peut quant a elle composer que des At-
tributs et/ou des Caracteristiques. Cette contrainte encourage l'ecriture d'Explorateurs 
generiques qui peuvent compiler quelles que soient les formes de Representation du 
graphe de recherche. En plus de l'Explorateur qui correspond a sa racine, les sommets 
du diagramme d'enumeration correspondent aux Attributs utilises directement par 
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Explorateur 
i Frequency<ToAdj<Dst» i 
L -f : 
i Recency<FrAdj<Dst>> 
_t_. 




Metropol l s<TspGain<Dst> , GeoTemp> 
TspGain<Dst> GeoTemp 
Twex<Dst> 
Figure 4.4 - Exemples de diagrammes d'enumeration 
l'Explorateur ou indirectement a travers d'autres Attributs. Chaque arete Explorateur 
—> Attribut du diagramme correspond a l'utilisation d'un Attribut dans la fonction 
find et chaque arete Attribut —>• Attribut a la composition d'un Attribut dans la 
fonction scan d'un autre Attribut appartenant deja au diagramme. La figure 4.4 pre-
sente deux diagrammes d'enumeration pour la resolution du PVC. Le diagramme de 
gauche correspond a une meilleure amelioration sur le gain avec penalite proportion-
nelle a la frequence de l'Attribut ToAdj parmi les Mouvements deja effectues et avec 
critere tabou sur la creation d'une adjacence recemment detruite. Le diagramme de 
droite correspond au recuit-simule presente en fin de chapitre precedent. L'ensemble 
des relations de composition a ete reporte sur le schema mais seuls les traits pleins cor-
respondent aux diagrammes d'enumeration. Notons que les Attributs qui sont utilises 
seulement en phase de transition pour incrementer des Caracteristiques ne doivent pas 
etre consideres. L'Attribut FrAdj ne fait ainsi pas partie du diagramme d'enumeration 
de la methode taboue. Mentionnons aussi que pour les deux algorithmes, l'Attribut 
TspGain n'est pas directement examine dans l'Explorateur mais fait partie du dia-
gramme par transitivite depuis l'Attribut, PenalizedTspGain ou Metropolis, qui le 
compose depuis l'Explorateur. A gauche, l'Attribut ToAdj participe au diagramme a 
deux titres, il est directement utilise par l'Explorateur pour verifier s'il est intercepte 
par Recency<FrAdj>, et indirectement utilise par le biais de PenalizedGain pour 
calculer l'utilite du Mouvement. 
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Normes de composition. La Solution et les Caracteristiques composees directement 
ou indirectement par l'Explorateur et/ou le Serveur sont des objets constants. Au 
moment ou l'Explorateur examine un Attribut, celui-ci doit avoir ete mis en phase 
avec le Mouvement actif au moyen de la methode scan. Si une methode scan com-
pose elle-meme d'autres Attributs, ceux-ci doivent a leur tour avoir ete mis en phase 
avec le Mouvement actif avant d'etre utilises. Pour respecter cette norme, on impose 
que le diagramme d'enumeration soit acyclique. Le tableau 4.3 resume les regies de 
composition en phase d'enumeration. 
Tableau 4.3 - Resume des regies de composition en phase d'enumeration 
Fonction 
conceptuelle 
next et begin 
find 
scan 
Composables endogenes (en phase avec 
le Mouvement actif et la Solution courante) 
Mouvement (a modifier), Solution, Caracteristiques 
Caracteristiques, Attributs 






Cadre statique. Une premiere approche d'enchainement possible est de s'appuyer 
uniquement sur la connaissance en temps de compilation de la structure du dia-
gramme d'enumeration. A chaque appel de next, les fonctions scan de tous les At-
tributs du diagramme sont executees selon un ordre topologique ascendant. Cette 
approche a le merite d'ordonner le calcul sans aucune surchage en temps d'execu-
tion. Elle convient particulierement aux applications dont les Attributs effectuent des 
calculs minimes. Ce cadre d'enchainement est par exemple ideal pour le programme 
presente a la figure 4.1. II genere un code exactement equivalent a celui deroule 
manuellement a la figure 4.2. 
Cadre dynamique. Dans la version dynamique, on associe a chaque Attribut un indi-
cateur booleen de maintenance. Lorsqu'un Attribut est examine soit par l'Explorateur, 
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soit a l'interieur d'une fonction scan, on verifie l'indicateur de maintenance et le cas 
echeant on met a jour l'Attribut compose. L'interet de la version dynamique est qu'elle 
permet d'eviter le calcul des Attributs qui ne sont pas systematiquement utilises. Dans 
le cas ou deux Attributs (un rapide mais approximatif et un lent mais precis) sont 
utilises par l'Explorateur pour evaluer le gain des Mouvements, le calcul de l'Attribut 
precis peut etre ainsi seulement declenche apres consideration du calcul prealable 
de l'Attribut approximatif. L'approche dynamique est egalement adequate dans le 
cas ou plusieurs traversees de voisinage sont effectuees, une premiere qui enregistre 
certains Mouvements en memoire a l'examen d'un premier Attribut, et une seconde 
qui retraverse le registre et selectionne le Mouvement a appliquer a l'examen d'un 
second Attribut. Pour ces deux exemples, le calcul systematique de tous les Attributs 
serait malencontreusement declenche dans le cadre statique. Par contre, l'enchaine-
ment dynamique peut engendrer une surcharge de calcul non negligeable car il faut 
systematiquement verifier l'etat de maintenance. 
template <class SVR, c l a s s GAIN> s t r u c t FirstImprovement : FindWith<SVR, If<GAIN>> 
bool f ind (If<GAIN>& gain) 
•C 
while (gain().value <= 0 && nextO); 
return (gain.value > 0); 
}; 
Figure 4.5 - Version dynamique de l'Explorateur First Improvement 
Composition statique et dynamique d'Attributs. Afin de tirer au mieux parti 
de chaque situation, la librairie METALAB propose un mecanisme d'enchainement 
programmable. Pour cela, lorsque l'usager definit un Explorateur ou un Attribut, il 
indique pour chaque Attribut compose si le calcul doit en etre declenche statiquement 
avant de poursuivre les calculs ou dynamiquement au besoin. A titre d'illustration, 
la composante Firstlmprovement, reprogramme a la figure 4.5, signale par exemple 
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que l'Attribut GAIN ne doit etre calcule que sur demande car il est prefixe du mot-cle 
If. Dans ce cas, l'Attribut est passe en reference non constante dans la fonction find 
et chaque fois que l'expression gain() est rencontree, l'Attribut est mis a jour si son 
indicateur de maintenance l'exige. Notons que le deuxieme acces a gain n'utilise pas 
l'expression gain() car on est sur a ce point du code que l'Attribut a deja ete calcule. 
Une arete du diagramme d'enumeration correspondant a une composition dynamique 
signalee par If est appelee arete dynamique. Dans le cas contraire, qui est le mode de 
composition par defaut, on dit que l'arete est statique. Notons qu'un meme Attribut 
peut etre a la fois pointe statiquement et dynamiquement. Le mecanisme d'enchai-
nement qu'on propose est programme en fonction du diagramme d'enumeration, du 
statut de chaque arete et des indicateurs de maintenance. 
Points d 'enchainement. Un point d'enchainement correspond a un point du pro-
gramme ou doit etre calcule un ordre de maintenance. L'appel de next dans find 
se termine par exemple par un point d'enchainement car avant de retourner dans la 
fonction find, il faut determiner quels Attributs doivent etre maintenus statiquement 
et dans quel ordre. Les seuls autres points d'enchainement correspondent au declen-
chement explicite du calcul d'un Attribut passe en argument dynamique, par exemple 
lorsqu'est rencontree l'expression gainO .value a la figure 4.3. Notons qu'un point 
d'enchainement explicite peut intervenir dans la fonction find mais aussi dans une 
fonction scan composant dynamiquement un autre Attribut. 
Sous-diagramme et diagramme residuel. A chaque point d'enchainement est 
defini un sous-diagramme et un diagramme residuel comme suit. Lorsque le point 
d'enchainement est explicite, la racine du sous-diagramme est l'Attribut depuis lequel 
est declenche la maintenance. Lorsque le point d'enchainement est celui a la sortie 
de next, la racine du sous-diagramme est l'Explorateur. Le sous-diagramme est alors 
defini comme le sous-graphe inscrit dans le diagramme d'enumeration et partant de 
la racine. On definit ensuite les aretes desactivantes comme les aretes dynamiques 
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et/ou pointant sur un Attribut deja calcule par un point d'enchainement precedent. 
On definit egalement les chemins desactives comme les chemins commengant par une 
arete desactivante et terminant soit sur une feuille soit sur un Attribut pointe par 
d'autres chemins sur le sous-diagramme. Le diagramme residuel est enfin defini en 
enlevant les arcs de tous les chemins desactives. Chaque fois qu'un sommet ou un 
groupe de sommets se retouve deconnecte de la racine du sous-diagramme suite a 
la suppression de telles aretes, ce sommet ou ce groupe de sommets est egalement 
supprime. 
Mecanisme d'enchainement. Chaque fois qu'un point d'enchainement est ren-
contre, les Attributs du diagramme residuel sont calcules dans l'ordre topologique 
ascendant. Notons que le cadre de maintenance statique (resp. dynamique) presente 
en prealable correspond au cas ou toutes les compositions sont statiques (resp. dyna-
miques). Malgre le calcul du graphe residuel que necessite cette approche flexible, le 
mecanisme d'enchainement peut en fait etre implante sans qu'il engendre pratique-
ment aucune surcharge de calcul en temps d'execution. Pour cela, on s'appuie sur 
le fait qu'un diagramme d'enumeration comporte en realite peu d'Attributs. Etant 
donne ce nombre restreint, on peut d'une part aggreger l'ensemble des booleens in-
dicateurs de maintenance dans un seul nombre entier considere en base 2. A l'appel 
de next, l'entier est initialialise a 0, ce qui signifie qu'aucun Attribut n'est en phase. 
D'autre part, la comparaison entre la structure du sous-diagramme et cet entier peut 
etre faite des la compilation pour l'ensemble des cas de figure, c'est-a-dire pour l'en-
semble des sous-diagrammes et des valeurs d'entier possibles. Pour les diagrammes 
de la figure 4.4, on obtient par exemple 3 sous-diagrammes possibles et 23 valeurs 
de maintenance, ce qui exige 24 calculs de diagrammes residuels a la compilation. 
Dans le contexte, deja tres rare, ou un diagramme d'enumeration comporterait dix 
Attributs, la phase de compilation enumererait dans le pire cas 10 x 210 = 10240 
graphes de 10 sommets au plus, ce qui est encore acceptable. En enumerant explici-
tement tous les diagrammes residuels possibles a la compilation, le calcul de l'ordre 
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de maintenance en temps d'execution se resume pour chaque point d'enchamement 
a un branchement (en C + + , un switch) sur l'entier et a sa mise a jour apres main-
tenance. Le mecanisme d'enchainement est done programmable mais ne genere en 
pratique aucune surcharge de calcul par rapport au veritable travail des fonctions 
scan. 
4.5 Phase de transition 
Scenario. Lors de la phase de transition, les fonctions t rack des Caracteristiques 
mettent d'abord a jour leur etat interne, generalement au moyen d'Attributs pris 
en argument. La fonction move du Mouvement actif met ensuite a jour la Solution 
courante. Notons que la mise a jour en phase de transition s'effectue avec la logique 
inverse des phases d'initialisation et d'enumeration : chaque etape de maintenance 
s'appuie sur des informations associees a la Solution non encore mise a jour. Cette 
logique a ete retenue car dans la phase de transition, on renouvelle Pinformation en 
derivant l'etat de la recherche associee a l'iteration precedente. Le tableau 4.4 resume 
les regies de composition en phase de transition. 




t r a c k 
move 
Composables endogenes (en phase avec le 
Mouvement actif et la Solution avant transformation) 
Mouvement, Solution, Caracteristiques, Attributs 
Mouvement, Solution, Caracteristiques, Attributs 






Composabili te. Les fonctions t rack peuvent prendre en argument la Solution, le 
Mouvement actif, d'autres Caracteristiques et/ou des Attributs. La fonction move doit 
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prendre en argument la Solution et eventuellement des Attributs. Les deux fonctions 
peuvent prendre egalement en argument le Probleme a resoudre. Une raison pour 
laquelle on interdit a la fonction move de prendre en argument des Caracteristiques 
est que le corps de cette fonction constitue un point de basculement de l'algorithme 
entre l'ancienne Solution et la nouvelle alors que les Caracteristiques sont attachees a 
un point fixe de la trajectoire de recherche. A noter que pour des raisons similaires, 
les fonctions begin et next ne pouvaient pas composer d'Attributs. Le mecanisme 
de composition dynamique n'est pas defini en phase de transition; les Attributs ne 
peuvent done etre composes par les Caracteristiques que de maniere statique. 
Normes de composition. L'etat d'une Caracteristique ou de la Solution composee 
pas une fonction t rack est celui avant transition. L'etat d'un Attribut compose par 
t rack ou move doit etre en phase avec le Mouvement actif. II est ici utile de defi-
nir deux diagrammes de transition distincts, un pour les Attributs et l'autre pour les 
Caracteristiques. Les Attributs utilises en phase de transition directement ou indirecte-
ment par le biais d'autres Attributs forment les sommets du diagramme de transition 
des Attributs. Les arcs correspondent a la composition d'un Attribut par un autre At-
tribut. Le diagramme de transition des Caracteristiques est defini par l'ensemble des 
compositions faites entre Caracteristiques de la recherche par les fonctions track. Les 
normes de composition contraignent ces deux diagrammes a etre acycliques. 
Mecanisme d'enchainement. Les Attributs non calcules en phase d'enumeration 
mais utilises en phase de transition doivent etre prealablement calcules. L'enchaine-
ment des mises a jour est determine en comparant l'entier indicateur de maintenance 
utilise en phase d'enumeration avec le diagramme de transition des Attributs. Sachant 
que toutes les compositions sont ici statiques, on met a jour les Attributs selon un 
ordre topologique ascendant sur le diagramme residuel obtenu. La mise a jour des 
Caracteristiques est alors enchainee statiquement dans l'ordre topologique descendant 
sur le diagramme de transition des Caracteristiques. 
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4.6 Conclusion 
Dans ce chapitre, nous avons etabli les mecanismes d'enchainement qui permettent 
de derouler automatiquement la recherche en fonction des composantes entrant en 
interaction. Ces mecanismes, qui constituent le moteur de la librairie METALAB pre-
sentee au prochain chapitre, permettent de simplifier la composition des algorithmes 
a partir des differents objets de recherche utilises par le programmeur. Un survol 
des techniques de programmation generiques qui sont utilisees afin d'implanter ces 
mecanismes est propose en annexes A.5 et A.6. 
En phase d'initialisation et de transition, la maintenance automatique a ete realisee 
au moyen de parcours statiques dans les diagrammes d'initialisation et de transition. 
Cette approche est efficace car elle ne genere aucune surcharge de calcul en temps 
d'execution. Elle repose par contre sur l'hypothese qu'un objet compose est syste-
matiquement utilise : lorsque cet objet n'est en fait pas utilise, il est quand meme 
calcule. 
Comme en phase d'enumeration il arrive frequemment que des objets composes ne 
soient pas systematiquement utilises, nous avons propose un mecanisme d'enchaine-
ment programmable. Lorsqu'un Attribut est compose dynamiquement au moyen du 
mot-cle If, son calcul est ainsi retarde a son utilisation effective. Dans ce cas, la 
maintenance des composantes s'effectue couche par couche a chaque point d'enchai-
nement. Par defaut, le mode de composition d'un Attribut est statique, c'est-a-dire, 
similaire aux phases d'initialisation et de transition. Lorsque tous les Attributs sont 
composes statiquement le mecanisme d'enchainement coincide avec un parcours to-
pologique dans le diagramme d'enumeration. 
95 
Troisieme partie 
Etudes experiment ales 
La troisieme partie de l'ouvrage, experimental, se consacre a valider le modele de 
recherche locale etabli en partie theorique. Cet objectif comporte trois volets. Dans 
un premier temps, nous presentons le logiciel METALAB qui realise les mecanismes 
de maintenance automatique et donne un cadre de realisation pour chaque concept 
de la recherche locale dans le cadre du C + + . Ce tutoriel fait l'objet du chapitre 
5. Dans un deuxieme temps, un catalogue de problemes resolvables au moyen de la 
librairie METALAB est passe en revue dans le chapitre 6. Dans un troisieme temps, 
nous illustrons l'interet d'utiliser METALAB pour la conduite de projets avances qui 
necessitent des composantes de recherche sophistiquees. A ce titre, une etude de cas, 
ou sont developpees de nouvelles methodes avec critere tabou pour le voyageur de 
commerce, est presentee dans le chapitre 7. 
Dans le chapitre 5, la presentation du logiciel METALAB s'appuie sur les cadres de 
resolution relatifs au voyageur de commerce et au probleme SAT. La mise en parallele 
de ces deux contextes permet d'illustrer la librairie dans le cadre de l'optimisation 
ainsi que de la satisfaction de contraintes. Le chapitre montre egalement comment 
realiser des listes taboues generiques ou des criteres d'acceptation comme ceux utilises 
dans le recuit-simule au moyen de Variables. 
Dans le chapitre 6, nous commengons par montrer comment etendre les composantes 
utilisees dans le chapitre 5 au cas du voyageur de commerce ou le cout des aretes 
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depend du temps. Des composantes de resolution pour le probleme de la p-mediane, 
le probleme de coloration de graphe, et enfin, le probleme d'affectation quadratique 
sont ensuite presentees. 
Dans le chapitre 7, le comportement de la methode taboue pour le voyageur de com-
merce est etudie au moyen de Serveurs permettant d'accelerer tres significativement 
l'enumeration du voisinage. Ces experimentations montrent clairement que le dia-
metre des sous-sequences qu'inversent les 2-opts choisis par la methode taboue reste 
tres petit comparativement au nombre de villes. Une technique de recherche adaptee 
aux phases d'intensification est alors developpee. A cet effet, seuls les mouvements de 
petit diametre ou seuls les mouvements faisant rentrer une arete dont une des deux 
extremites est un des K plus proches voisins de l'autre extremite sont examines. Une 
technique d'anticipation est alors utilisee pour renforcer localement la couverture du 
graphe de recherche. Pour cela, on propose de selectionner a chaque iteration le mou-
vement qui se situe sur le chemin conduisant a la meilleure tournee accessible depuis 
la solution courante et en un nombre fixe de mouvements. 
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CHAPITRE 5 : PRESENTATION DU LOGICIEL 
METALAB 
Nous donnons dans ce chapitre la liste des specifications C + + de chaque concept 
utilise dans METALAB. La programmation des composantes participant a la realisa-
tion d'une methode taboue ainsi que d'uri recuit-simule pour resoudre les problemes 
SAT et PVC illustre l'expose. Des composantes de resolution plus efficaces seront 
proposees dans le chapitre 7. 
5.1 Concept de Probleme 
Pour une application donnee, un programme de recherche locale s'exerce en fonction 
de donnees parametriques qui caracterisent l'instance a solutionner. Le concept de 
Probleme impose de regrouper dans une meme classe l'ensemble de ces donnees para-
metriques. Un Probleme ne presente aucune fonction conceptuelle. En pratique, il est 
souvent constitue d'une interface d'acces facilitant la consultation des donnees et d'un 
constructeur permettant de charger l'instance dans le programme. Dans METALAB, 
un Probleme est toujours passe en argument comme reference constante. 
La classe SAT presentee a la figure 5.1 realise le Probleme SAT. Elle est constituee d'un 
tableau var de N Variable et d'un tableau e ls de M Clause. Les variables (resp. 
les clauses) sont indexees par i (resp. par j) de sorte que va r [ i ] . j [k] designe par 
exemple la k i e m e clause ou apparait la variable d'indice i. La classe SAT definit par 
ailleurs un constructeur permettant de charger le Probleme depuis un fichier d'entrees. 
L'implantation proposee se limite ici aux versions de 3-SAT. 
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struct SAT 



















• s [3] ; 
Nombre N de variables, nombre M de clauses et 
nombre maximal W d'apparition d'une m&me variable 
Nombre de clauses ou apparait la variable 
j [0] ... j Cm-1] : indices des clauses contenant la variable 
r [k] : rang de la variable dans la clause j [k] 
s [k] : signe de la variable dans la clause j [k] 
i [r] : indice de la variable qui apparait dans le rieme litteral 
s [r] : signe du r
j e m e litteral 
SAT(const s td : : s t r ing&); Chargement d'un probleme depuis un fichier d'entrees 
Figure 5.1 - Programmation du Probleme SAT 
5.2 Concept de Solution 
On represente dans une Solution l'etat d'une reponse pour le Probleme a resoudre. La 
seule fonction conceptuelle d'une Solution est son constructeur qui sert a initialiser 
le point de depart de la recherche si aucune Solution deja calculee n'est fournie a 
l'algorithme. Ce constructeur prend en argument le Probleme a traiter suivi eventuel-
lement d'une liste de parametres. Le Probleme est transmis en reference constante et 
les parametres sont copies par valeur. 
La classe Assignment presentee a la figure 5.2 constitue un exemple de Solution pour 
un Probleme SAT. Comme illustre, on doit indiquer a la librairie le type de Probleme 
traite suivi des types des parametres de construction avec le mot-cle BuildWith. 
La classe Assignment derive ainsi de BuildWith<SAT,int>. La liste des types d'ar-
guments indiques dans BuildWith doit suivre exactement le meme ordre que les 
arguments dans le constructeur. 
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s t r u c t Assignment : BuildWith<SAT, int> 
Array<bool> x; x [ i ] : valeur affectee a la variable i 
Le constructeur initialise chaque variable a f a l se , t r u e ou aleatoirement 
Assignment(const SAT& pbm, in t mode) : x(pbm.N) 
switch (mode) 
case 0 : for (short i=0; i<pbm.N; i++) x [ i ] = f a l s e ; 
case 1 : for (short i=0; Kpbm.N; i++) x [ i ] = t r u e ; 
defaul t : for (short i=0; Kpbm.N; i++) x [ i ] = rand() '/, 2; 
Figure 5.2 - Programmation de la Solution Assignment 
Pour des situations plus complexes que l'exemple d'Assignment, il est parfois pra-
tique qu'une Solution definisse des transformations internes a partir desquelles sont 
programmers les Mouvements. Cette technique permet de factoriser l'ecriture de sec-
tions de code fastidieuses. Par exemple, Fredman, Johnson, McGeoch et Osthei-
mer (1995) notent que pour le PVC, l'ensemble des Mouvements r-opt peut etre 
programme en fonction des operations f l i p (renversement d'une sous-sequence), 
between (test sur la presence d'un element dans une sous-sequence), next et pred 
(element suivant et precedent d'un element dans la tournee). 
La realisation de la Solution Tour pour le PVC presentee a la figure 5.3 suit cette 
logique. Dans Tour, une tournee est representee par une permutation encodee au 
moyen des tableaux c i ty et rank ou c i ty[k] designe la k i e m e ville de la tournee et 
rank[c] la position de la ville d'indice c dans la tournee. Notons que le constructeur 
de Tour prend ici seulement en argument les donnees du probleme, une structure 
de distance Dst a travers laquelle on accede au nombre N de sommets du PVC 
a resoudre. La composante Tour derive a ce titre de BuildWith<Dst>. Notons que 
la classe Tour est definie en fonction du type abstrait Dst. Comme dans le cas de 
PAttribut TspGain presente au prealable au chapitre 3, cette technique permet de 
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template <class Dst> struct Tour : BuildWith<Dst> 
{ 
const int N; 
Array<short> city, rank; 
Tour(const Dst& ds t ) : N(dst .N), c i t y ( d s t . N ) , rank(dst .N) 
y for (short c=0; c<dst.N; C++) c i ty [ rank[c ] = c] = c; 
shor t succ(shor t c) const { r e tu rn c i ty[(rank[c]==N-1)? 0 : r a n k [ c ] + l ] ; } 
short pred(shor t c) const { r e tu rn c i ty [ ( rank[c ]==0)? N-l : r a n k [ c ] - 1 ] ; } 
shor t succ(short c, short k) const { 
r e t u r n city[(rank[c]+k<N) ? rank[c]+k : rank[c]+k-N]; 
bool between(short c l , short c2, short c3) const { . . . } 
void f l i p ( s h o r t c l , shor t c2) 
short 1 = r a n k [ c l ] , r = rank[c2] ; 
shor t ray = ( r>l ) ? ( r - l + l ) / 2 : ( r - l+N+l) /2 ; 
while ( ray- - > 0) 
•*• short c i t y_ r = c i t y [ r ] ; 
r a n k [ c i t y [ r ] = c i t y [ l ] ] = r - - ; 
r ank[c i ty [1 ] = c i ty_r ] = 1++; 
, if ( r < 0) { r = N- l ; } e l s e if (1 == N) { 1 = 0 ; } 
>;> ' 
Figure 5.3 - Programmation de la Solution Tour 
travailler indifferement sur une variete de structures de distance. A part le construc-
t e d et la methode f l i p qui operent en O(N), toutes les operations s'effectuent en 
temps constant. Toujours selon Fredman, Johnson, McGeoch et Ostheimer (1995), la 
representation d'une tournee par tableau n'est en pratique dominee par les represen-
tations par arbres qu'a partir de problemes contenant quelques milliers de sommets. 
Nous verrons dans le chapitre 7 que dans le cas de la methode taboue basee sur un 
2-opt, la representation par tableau reste en fait encore tres efficace au dela de cette 
limite. 
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5.3 Concept de Caracteristique 
Une Caracteristique est constitute d'une methode track, d'un constructeur et d'un 
certain nombre de champs. La methode t rack calcule une information qui doit etre 
mise a jour chaque fois qu'un Mouvement est effectue. Les champs de la Caracteristique 
servent a stocker l'information calculee. Le constructeur est utilise pour formater et 
initialiser l'ensemble des champs autour de la Solution initiale. 
Selon les regies de composition, le constructeur peut prendre en argument le Probleme, 
la Solution et/ou d'autres Caracteristiques, qui a leur reception, sont deja initialisees. 
Un constructeur de Caracteritique peut egalement prendre en argument des para-
metres. De meme que pour les constructeurs de Solution, ces parametres sont alors 
transmis par valeur et doivent apparaitre en fin de liste. Qu'elle soit vide ou non, on 
doit signaler la liste ordonnee de tous les types pris en arguments par le constructeur 
en derivant BuildWith de la meme maniere que pour une Solution. 
La methode t rack peut prendre en argument la Solution, le Mouvement a appliquer, 
des Attributs et/ou des Caracteristiques. Rappelons que seuls les constructeurs peuvent 
prendre en argument des parametres. Toutes les fonctions conceptuelles, comme ici 
track, ne peuvent prendre en arguments que d'autres objets de la recherche. Qu'elle 
soit vide ou non, on doit signaler la liste ordonnee des types composes en derivant la 
classe TrackWith selon les memes conventions que pour BuildWith. Les normes de 
composition assurent qu'a l'appel de track, toute Solution ou Caracteristique compo-
ses est en phase avec la Solution avant transformation, et tout Attribut compose est 
en phase avec le Mouvement sur le point d'etre applique. 
La Caracteristique SatVal presentee a la figure 5.4 retient dans le champ value le 
nombre de clauses verifiees par la Solution courante. Dans le tableau nbt l , le champ 
nbt l [ j ] , pour j allant de 0 a pbm.M, tient a jour le nombre de litteraux verifies par 
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la clause j . Le constructeur compose le Probleme SAT a resoudre ainsi que la Solution 
initiale. La methode t rack utilise en plus le Mouvement Fl ip a effectuer. Rappelons 
qu'a Pinterieur de track, la Solution sol n'est pas encore transformee. 




SatVal(const SAT& pbm, const Assignments sol) : nbtl(pbm.M), value(O) 
* for (short j=0; j<pbm.M; j++) nbtl[j] = 0; 
for (short i=0; Kpbm.N; i++) 
for (shor t k=0; k<pbm.var[i].m; k++) 
if ( s o l . x [ i ] == pbm.var [ i ] . s [k ] ) nb t l [pbm.va r [ i ] . j [ k ] ]++ ; 
void t rack(cons t SAT& pbm, const Assignments s o l , const Flip& mvt) 
for (short k=0; k<pbm.var[i].m; k++) 
if ( so l . x [mvt . i ] == pbm.var[mvt.i] . s [k] ) 
value -= ( n b t l [ p b m . v a r [ m v t . i ] . j [ k ] ] - - == 1) ; 
e l s e 
} > 
value += (nbt l [pbm.var[mvt . i ] . j [k] ]++ == 0 ) ; 
Figure 5.4 - Programmation de la caracteristique SatVal 
template <class Dst> struct TspVal 
: BuildWith<Tour<Dst>,Dst>, TrackWith<TspGain<Dst» 
int value; 
TspVal(const Tour<Dst>& sol, const Dst& dst) : value(0) 
y for (short c=0; c<dst.N; C++) value += dst(c,sol.succ(c)); 
void track(const TspGain<Dst>& gain) 
} value -= gain.value; 
}; 
Figure 5.5 - Programmation de la caracteristique TspVal 
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La Caracteristique TspVal presentee a la figure 5.5 est constitute du seul champ value 
dans lequel on maintient la longueur de la tournee d'un PVC. Elle est initialisee en 
fonction de la structure de distance abstraite Dst et de la tournee initiale. La methode 
t rack prend en argument PAttribut TspGain du chapitre 3. 
Contrairement aux deux Caracteristiques SatVal et TspVal precedentes, les com-
posantes GeoTemp, FlpHshTbl et Recency suivantes ne prelevent pas d'information 
qualifiant directement la Solution a laquelle elles sont attachees. Elles n'en demeurent 
pas moins des Caracteristiques car elles doivent etre initialisees en debut de recherche 
et maintenues a chaque execution de Mouvement. 
s t r u c t GeoTemp : BuildWith<double, double>, TrackWithO 
double va lue , r a t e ; 
GeoTemp(double v, double r ) : va lue (v ) , r a t e ( r ) { } 
void t r a c k ( ) 
y value /= r a t e ; 
} ; 
Figure 5.6 - Programmation de la caracteristique GeoTemp 
La Caracteristique GeoTemp presentee a la figure 5.6 implante un schema de refroidis-
sement geometrique associable au recuit-simule. La structure est construite selon les 
deux parametres de temperature initiale et de taux de refroidissement. 
La Caracteristique FlpHshTbl presentee a la figure 5.7 conserve toutes les coordonnees 
de Fl ip ordonnees autour de la Solution courante selon leur gain. Chaque indice i de 
variable est enregistre dans une ligne de hachage tab [k] correspondant a sa cle. La cle 
d'un Fl ip correspond a sa valeur de gain decale de pbm.W vers le haut. Rappelons que 
pbm.W est le nombre maximum d'apparitions d'une meme variable dans le systeme 
et constitue done une borne sur les gains possibles de Mouvements. De cette facon, 
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struct FlpHshTbl 
: BuildWith<SAT, Assignment, SatVal>, TrackWith<SAT, Assignment, SatVal> 
{ 
} ; 
i n t uk, wg; meilleure cle enregistree et gain plancher 
Array<int*> t a b ; tab[k] [ t ] : indice de la variable que permute le tieme F l i p de cle k 
Array<int> l en ; len[k] ; nombre de F l ip associes a la valeur de cle k 
Array<int> key; key[ i ] : valeur de cl6 du F l ip qui permute la variable i 
Array<int> adr; a d r [ i ] : position du F l ip qui permute i dans la ligne t ab [key [ i ] ] 
FlpHshTbl(const SAT& pbm, const Assignmentfe s o l , const SatValfe va l ) 
: uk(0) , wg(-pbm.W), tab(2*pbm.W+l), len(2*pbm.W+l), adr(pbm.N), key(pbm.N) 
for ( i n t k=0; k<(2*pbm.W+l); k++) 
tab[k] = new short[pbm.N]; 
} len[k] = 0; 
for ( i n t i=0; Kpbm.N; i++) 
key[ i ] = -wg; 
for (short t=0 ; t<pbm.var[i] .m ; t++) 
if ( s o l . x [ i ] = = p b m . v a r [ i ] . s [ t ] ) key[ i ] -= ( v a l . n b t l [ p b m . v a r [ i ] . j [ t ] ] = = l ) ; 
e l s e key[ i ] += ( v a l . n b t l [ p b m . v a r [ i ] . j [ t ] ]==0) ; 
i f (key[i] > uk) uk = k e y [ i ] ; 
t a b [ k ] [ a d r [ i ] = len[k]++] = i ; 
} * 
~FlpHshTbl() { for ( i n t k=0; k<-2*wg+l; k++) de le te [ ] t a b [ k ] ; } 
void t r ack(cons t SAT&, const Assignments, const SatValfe, const Flipft) { ... } 
Figure 5.7 - Programmation de la caracteristique FlpHshTbl 
tab [0] (resp. tab [2*pbm. W]) est la ligne d'enregistrement du pire (resp. du meilleur) 
Mouvement possible. La methode track, non representee sur la figure, corrige les cles 
en circulant sur l'ensemble des Mouvements qui partagent une meme clause que le 
Mouvement a appliquer. A noter que les Mouvements qui ne partagent pas de clause 
avec celui applique ne change pas de valeur de cle. Pour des clauses a A variables, 
une variable appa ra i t en moyenne dans A^- clauses. Le nombre de rea jus tements de 
cles est done en moyenne egal a (A — 1)A^. Pour A = 3, on obtient en moyenne 6 ^ 
reajustements de cles par iteration prenant chacun 0(1). Sachant que les problemes 
difficiles a resoudre sont obtenus 4 (Hayes, 1997), cette complexity est 
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avantageuse comparee a la determination explicite a chaque iteration du meilleur 
Mouvement parmi les N possibles. Notons que comme le constructeur alloue de la 
memoire dynamique, un destructeur doit etre programme pour liberer celle-ci. Les 
objets METALAB suivent a ce titre les conventions habituelles du C + + . 




int capacity, cursor; 
Recency(int sz, int cap) : dejavu(sz), capacity(cap), queue(cap), cursor(O) 
for (int i=0; i<capacity; i++) dejavu[queue[i] = i] = true; 
for (int i=capacity; i<sz; i++) dejavu[i] = false; 
void track(const ATB& atb) 
{ for (short d=0; d<atb.dim; d++) 
dejavu[queue[cursor]] = false; 
dejavu[queue[cursor] = atb.value[d]] = true; 
if (++cursor == capacity) cursor = 0; 
} } 
template <class BTA> bool intercept(const BTA& bta) 
for (short d=0; d<bta.dim; d++) 
if (dejavu[bta.value[d]]) return false; 
return true; 
Figure 5.8 - Programmation de la caracteristique Recency-
La classe gabarit Recency presentee a la figure 5.8 suit egalement un modele de 
Caracteristique. Elle est compilable pour tout Attribut ATB definissant un tableau 
d'entiers value de dimension dim dans lequel sont stockees les valeurs de champs 
de PAttribut. La realisation de Recency s'appuie sur un tableau dejavu pour lequel 
dej avu [v] est affecte a t rue si la valeur d'Attribut v a ete recemment enregistree. 
Le tableau queue liste explicitement les valeurs recemment enregistrees. La capacite 
capacity de Recency correspond au nombre de valeurs retenues, de sorte qu'une 
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valeur d'Attribut enregistree reste en memoire c a P ^ " ^ iterations. A l'initialisation, 
le constructeur de Recency enregistre arbitrairement les valeurs d'Attributs allant de 0 
a capacity. La conception de Recency suppose qu'il est possible d'elever un tableau 
dont la taille correspond au nombre possible de valeurs d'Attributs differentes. Dans 
ce cas, la mise a jour et la consultation de la memoire s'effectue en temps constant. 
Lorsque le tableau dejavu devient trop grand, il est possible de programmer d'autres 
structures de recence mais dans ce cas, le temps de consultation est proportionnel 
a la longueur de la liste. II est a noter que la fonction in tercept ne fait pas partie 
des specifications d'une Caracteristique. Elle est definie ici en interne de sorte que le 
statut tabou d'un mouvement puisse etre consulte de maniere standardises quelle 
que soit l'implantation de la recence. Pour etre fonctionnelle, in te rcept doit etre 
appelee avec un Attribut BTA inverse d'ATB. 
5.4 Concept de Mouvement 
Un Mouvement est constitue d'une methode move et d'un jeu de coordonnees. La 
methode move transforme la Solution qui lui est associee en fonction du jeu de coor-
donnees. Les constructeurs vide et par copie doivent etre definis. Le premier permet 
de decoupler la declaration d'un Mouvement de son initialisation dont les Serveurs ont 
la responsabilite. II doit seulement formater l'instance creee. Le second doit effectuer 
une copie profonde du jeu de coordonnees. Les constructeurs par defaut du C++ 
remplissent generalement ces objectifs. A noter que la derivation de BuildWith ne 
doit pas intervenir ici car on connait a l'avance la signature des deux constructeurs. 
La methode move doit prendre en argument la Solution et eventuellement des Attri-
buts. La liste ordonnee des types composes doit etre signalee en derivant MoveWith. 
Le premier objet compose doit obligatoirement etre la Solution modifiee et elle est 
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passee en argument comme reference non constante. Les autres arguments sont pas-
ses en reference constante. Selon les normes de composition, a l'appel de move, les 
Attributs composes ont au prealable ete calcules en phase avec le Mouvement effectue. 
s t r u c t F l ip : MoveWith<Assignment> 
{ 
short i ; index de la variable booleenne a inverser 
void move(Assignment& sol) { s o l . x [ i ] = ! s o l . x [ i ] ; } 
Figure 5.9 - Programmation du Mouvement Fl ip 
La fonction move du Mouvement Fl ip presente a la figure 5.9 prend seulement en 
argument la Solution Assigment dont elle inverse la variable indexee par i. 
template <class Dst> s t r u c t Twex : MoveWith<Tour<Dst» 
shor t c[2] [2] ; c[0] et c [ l ] doivent suivre la meme direction 
void move(Tour<Dst>& sol) 
{ shor t d i r = ( so l . succ (c [0 ] [0 ] ) == c [ 0 ] [ l ] ) ; 
short len = s o l . r a n k [ c [ d i r ] [ 1 - d i r ] ] - s o l . r a n k [ c [ l - d i r ] [ d i r ] ] ; 
On inverse la plus petite des deux sous-sequences possibles 
if (2+2*len<(( len<0)?-sol .N:sol .N)) s o l . f l i p ( c [ l - d i r ] [ d i r ] , c [ d i r ] [ 1 - d i r ] ] ) ; 
e l s e s o l . f l i p ( c [ d i r ] [ d i r ] , c [ l - d i r ] [ 1 - d i r ] ] ) ; 
Figure 5.10 - Programmation du Mouvement Twex 
La fonction move du Mouvement Twex presente a la figure 5.10 prend en argu-
ment la tournee dont il faut inverser une sous-sequence. Le jeu de coordonnees 
d'un Mouvement Twex est constitue des deux aretes sortantes {c[0] [0] ,c[0] [1]} 
et {c[ l ] [0] , c [ l ] [1]} dont les ecritures doivent etre orientees dans la meme direc-
tion relativement a la tournee courante. La fonction move opere sur la plus petite 
108 
des deux sous-sequences qu'on peut inverser pour effectuer le 2-opt specifie par le 
jeu de coordonnees. De meme que Tour et TspGain, Twex est une classe generique 
definie en fonction du type Dst. Notons que dans les deux exemples, les constructeurs 
n'ont pas ete explicitement programmes car les versions par defaut du C + + realisent 
correctement les specifications de Mouvement. 
5.5 Concept d'Attribut 
Un Attribut est constitue d'une methode scan et d'un certain nombre de champs. La 
methode scan calcule une information qui doit etre mise a jour chaque fois qu'un 
nouveau Mouvement est en cours d'examen. Les champs de l'Attribut servent a stocker 
1'information calculee. 
Les specifications relatives aux constructeurs d'un Attribut sont similaires a celles 
d'un Mouvement. Le constructeur vide sert seulement a formater l 'Attribut, l'ini-
tialisation des champs variables etant par la suite du ressort de la methode scan. 
Le constructeur par copie doit effectuer une copie profonde des champs de l'Attribut. 
Dans la plupart des cas, les constructeurs que propose par defaut le C + + remplissent 
convenablement ces deux charges. Comme dans le cas des Mouvements, la derivation 
de BuildWith n'a pas ici lieu d'etre. 
La methode scan peut prendre en argument des composantes de Solution, de Mou-
vement, d'Attribut et/ou de Caracteristique. Dans ce cas, la liste ordonnee des types 
composes doit etre signalee en derivant ScanWith. Tous les objets composes sont 
passes en argument en reference constante. Selon les normes de composition, l 'etat 
de ces objets a l'appel de scan depend du contexte. Lorsqu'un Attribut est calcule au 
moment de l'application d'un Mouvement pour mettre a jour certaines composantes, 
les Caracteristiques composees sont en phase avec la Solution avant transformation 
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et les Attributs composes sont en phase avec le Mouvement a appliquer. Lorsqu'un 
Attribut est calcule pour mettre en oeuvre la selection du Mouvement lors de l'enu-
meration prealable du voisinage, les Caracteristiques composees sont en phase avec la 
Solution courante et les Attributs composes sont en phase avec le Mouvement examine. 
struct SatGain : ScanWith<SAT, Assignment, Flip, SatVal> 
{ 
short value; 
void scan(const SAT& pbm, const Assignmentfc sol, const Flipfc mvt, const SatValfe val) 
value = 0; 
for (short k=0; k<pbm.var[mvt.i].m; k++) 
•C 
if ( so l . x [mvt . i ] == pbm.var[mvt . i ] . s [k] ) 
value -= (va l . nb t l [pbm.va r [mvt . i ] . j [ k ] ] == 1) ; 
e l s e 




Figure 5.11 - Programmation de l'Attribut SatGain 
L'Attribut SatGain presente a la figure 5.11 est constitue d'un champ valeur qui 
represente le gain du Mouvement Fl ip examine. La methode scan prend en argument 
le Probleme SAT, la Solution Assignment, le Mouvement Fl ip et la Caracteristique 
SatVal. Cette derniere permet d'accelerer le calcul du gain puisque pour chaque 
clause ou apparait la variable dont on inverserait la valeur, le gain local peut 6tre 
evalue en 0(1) en s'appuyant sur le nombre de litteraux verifies que comptabilise 
SatVal. Sans ce mecanisme, le temps de calcul du gain local associe a une clause 
serait proportionnel au nombre de litteraux par clause. Au total, la complexity de 
scan est en 0(pbm.var[i] .m). Les deux constructeurs par defaut du C++ realisent 
ici les specifications d'Attribut. 
La methode scan de l'Attribut gabarit ToAdj, presente a la figure 5.12, determine 
les arcs qui entreraient dans la tournee si le Mouvement Twex passe en argument 
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template <class Dst> struct ToAdj : ScanWith<Twex<Dst» 
const short dim; 
Array<int> value; 
ToAdj() : dim(2), edge(2) {> 
void scan(const Twex<Dst>& mvt) 
if (mvt. c [0] [0] < mvt. c [1] [0] ) 
value[0] = (mvt.c[l][0]*(mvt.c[l][0]-l))/2 + mvt.c[0][0]; 
else 
value[0] = (mvt.c[0][0]*(mvt.c[0][0]-l))/2 + mvt.c[l] [0] ; 
if (mvt.c[0][1] < mvt.c[i][1]) 
valueEl] = (mvt.cEl] [ l ]*(mvt .c[ l ] [ l ] - l ) ) /2 + mvt.c[0] [1]; 
else 
value[1] = (mvt.c[0][l]*(mvt.c[0][l]-l))/2 + mvt.c[l] [1] ; 
} ; 
Figure 5.12 - Programmation de l'Attribut ToAdj 
etait execute. On considere pour cela une numerotation des aretes selon la formule 
C2*(c2-i) _)_ Cl o u o < d < c2 < Â  sont les indices des deux sommets de l'arete 
consideree. Les numeros des deux aretes entrantes sont enregistres dans le tableau 
value. Notons que le constructeur par defaut est ici corrige afin de formater la taille 
de value et de garder en memoire sa dimension dim, c'est-a-dire le nombre d'aretes 
entrantes, ici egal a deux. L'adaptation du constructeur par copie est en revanche 
superflue car la copie d'un Array est profonde. Remarquons que la presence de la 
dimension dim permet de compiler la Caracteristique Recency<ToAdj>, par exemple, 
pour realiser une methode taboue. La programmation d'un At t r ibut FrAdj servant 
a determiner les aretes sortantes est similaire au cas de ToAdj. 
L'Attribut Metropolis presente a la figure 5.13 implante le critere de Metropolis selon 
le schema de composition suggere au chapitre 3. La composante est generique rela-
tivement aux types GAIN et TEMP. Elle compile si l'Attribut GAIN et la Caracteristique 
TEMP definissent chacun un champ value correspondant respectivement au gain du 
Mouvement examine et a la temperature du schema de refroidissement. 
Ill 
template <class GAIN, class TEMP> struct Metropolis : ScanWith<GAIN, TEMP> 
i 
short value; 
void scan(const GAIN& gain, const TEMP& temp) 
if (gain .value >= 0) value = 1; 
y e l s e value = exp(-gain .value / temp.value) - r a n d ( ) ; 
} ; 
Figure 5.13 - Programmation du Attribut Metropolis 
5.6 Concept de Serveur 
Un Serveur est constitue des methodes begin et next, qui doivent avoir la meme liste 
d'arguments dont le premier correspond au Mouvement devant etre modifie, passe en 
reference non constante. Le reste des arguments peut comprendre des Caracteristiques 
et/ou la Solution ainsi que le Probleme. Selon les normes de composition, les Carac-
teristiques composees sont en phase avec la Solution courante. Selon le contexte, un 
Serveur contient un certain nombre de champs utiles pour developper l'enumeration. 
Le constructeur du Serveur ne sert qu'a formater l'objet cree en memoire. II ne peut 
pas prendre d'objets de la recherche mais peut prendre des parametres en arguments. 
La methode begin initialise les coordonnees de Mouvement que la methode next 
modifie ulterieurement. La methode next retourne un booleen : t rue si le Serveur a 
pu fournir de nouvelles coordonnees de Mouvement, et fa l se sinon. Dans ce dernier 
cas, la methode next ne doit plus etre utilisee par l'Explorateur et le Mouvement 
actif est eventuellement invalide. Meme si elle est vide, on doit toujours indiquer la 
liste des arguments du constructeur (resp. des methodes begin et next) en derivant 
B u i l d W i t h (resp. Enumera teWi th ) selon les conventions habi tuel les . 
Le Serveur ByMidBndDiaTwxSvr presente a la figure 5.14 enumere le voisinage d'une 
tournee pour le Mouvement Twex. Le Serveur traverse seulement les Mouvements qui 
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template <class Dst> s t r u c t ByMidBndDiaTwxSvr 
: BuildWith<short, shor t>, EnumerateWith<Twex<Dst>, Tour<Dst» 
{ 
short d i a , dmin, dmax; 
ByMidBndDiaTwxSvr(short dmn, short dmx) : dmin(dmn), dmax(dmx) O 
void begin(Twex<Dst>& mvt, const Tour<Dst>& sol) 
{ mvt .c[0][0] = so l .pred(mvt .c [0] [1] = s o l . c i t y [ 0 ] ) ; 
m v t . c [ l ] [ l ] = so l . succ (mvt . c [ l ] [0 ] = so l . succ (mv t . c [0 ] [1 ] , dmin-1)); 
d ia = dmin; 
bool next(Twex<Dst>& mvt, const Tour<Dst>& sol) 
if (++dia <= dmax) 
if ((dia-dmin)7„2) mvt.c[0][0] = sol .pred(mvt .c[0] [1] = mvt.c[0] [0 ] ) ; 
e l s e mv t . c [ l ] [1 ] = so l . succ (mvt . c [ l ] [0 ] = m v t . c [ l ] [ 1 ] ) ; 
e l s e 
mvt .c[0][0] = so l .pred[mvt .c [0] [1] = s o l . s u c c ( m v t . c [ 0 ] [ l ] , l + ( d i a - d m i n ) / 2 ) ] ; 
if (mvt .c [0] [ l ] == s o l . c i t y [ 0 ] ) r e t u r n f a l s e ; 
m v t . c [ l ] [ l ] = so l . succ (mvt . c [ l ] [0 ] = so l . succ (mv t . c [0 ] [1 ] , dmin-1)); 
, d ia = dmin; 
r e t u r n t r u e ; 
>; 
Figure 5.14 - Programmation du Serveur ByMidBndDiaTwxSvr 
inversent une sous-sequence de longueur comprise entre les parametres dmin et dmax. 
A chaque appel de next, le centre de la sous-sequence a inverser reste inchange mais 
le rayon est augmente tantot a gauche tantot a droite d'une unite. Dans le cas ou 
le diametre de la sous-sequence deviendrait superieur a dmax, le centre de la sous-
sequence est plutot incremente d'une unite et le diametre est reinitialise. 
Le Serveur ByldxFlpSvr presente a la figure 5.15 enumere le voisinage relatif au 
Mouvement Flip. La methode begin initialise l'indice de la variable a permuter a 
0 et la methode next incremente cet indice. La methode next verifie par ailleurs si 
l'indice de variable est toujours coherent, c'est-a-dire inferieur au nombre de variables. 
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ByldxFlpSvr : BuildWitho, EnumerateWith<Flip, SAT> 
void begin(Flip& mvt, const SAT& pbm) { mvt.i = 0; } 
bool next(Flip& mvt, const SAT& pbm) { return (++mvt.i < pbm.N); } 
Figure 5.15 - Programmation du Serveur ByldxFlpSvr 
Le Serveur ByGanFlpSvr presente a la figure 5.16 enumere le meme voisinage que 
ByldxFlpSvr en s'appuyant sur la Caracteristique FlpHshTbl. Le premier Fl ip enu-
mere correspond done au meilleur gain possible et 1'enumeration des Fl ip se poursuit 
selon une suite un gain decroissante. Les coordonnees du Mouvement pointe dans la 
table de hashage f ht composee sont deduites des champs adr et key. 
ByGanFlpSvr : Bui ldWitho , EnumerateWith<Flip, FlpHshTbl> 
short key, adr; 
void begin(Flip& mvt, const FlpHshTblfe fht) 
* mvt . i = fh t . t ab [key = fh t .uk ] [ad r = 0 ] ; 
bool next(Flip& mvt, const FlpHshTblft fh t ) 
if (++adr == fh t . l en [key] ) 
* adr = 0; 
do { if (key == 0) return false; } 
, while (fht.len[--key] == 0); 




Figure 5.16 - Programmation du Serveur ByGanFlpSvr 
5.7 Concept d'Explorateur 
La fonction find d'un Explorateur visite le voisinage de la solution courante pour de-
terminer un mouvement a executer si elle retourne t rue . Cette fonction est integree 
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dans une classe derivee de FindWith dont le premier parametre gabarit indique le 
Serveur a utiliser et les suivants les arguments de la fonction Find. Les composantes 
deja presentees aux figures 3.3 et 4.5 sont deux exemples d'Explorateurs. Rappelons 
que la fonction find peut seulement composer des Caracteristiques ou des Attributs : 
les Caracteristiques sont des objets constants et les Attributs peuvent etre composes 
de maniere statique ou dynamique. Dans le premier cas, ces derniers sont systemati-
quement recalcules a chaque modification du Mouvement actif. Dans le deuxieme cas, 
ils sont seulement calcules sur demande selon la syntaxe vue au chapitre precedent. 
Lorsque cela est utile, un Explorateur peut contenir un certain nombre de champs. Un 
constructeur initialise dans ce cas ces champs en fonction de parametres appropries. 
template <class SVR, c l a s s GAIN> s t r u c t BestImprovement : FindWith<SVR, GAIN> 
•C 
bool f ind(cons t GAIN& gain) 
•C 
Buffer b e s t ; 
b e s t . i m p o r t ( ) ; 
while (nex to ) if (gain .value > best.get<GAIN>().value) b e s t . i m p o r t ( ) ; 
b e s t . e x p o r t ( ) ; 
return (gain.value > 0); 
}; 
Figure 5.17 - Programmation de l'Explorateur Bestlmprovement 
La programmation de find necessite parfois de retenir en memoire des Mouvements 
visites. C'est par exemple le cas d'une recherche en meilleure amelioration ou chaque 
fois qu'un nouveau meilleur Mouvement est examine, il doit etre retenu a des fins 
de comparaison. A cet effet, on dispose dans METALAB de composantes tampons 
appelees Buffer. Lorsque la fonction import d'un tampon est appelee, le Mouvement 
actif ainsi que les Attributs ayant deja ete calcules sur ce Mouvement sont enregistres. 
Lorsque la fonction export est appelee, les composantes enregistrees dans le tampon 
sont reaffectees au mouvement actif et a ces dependances de sorte que la recherche 
retrouve son etat prealable. Comme l'illustre l'Explorateur Bestlmprovement de la 
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figure 5.17, on peut acceder facilement aux differents Attributs d'un tampon. On 
utilise dans ce cas la syntaxe get<C>() ou C est l'Attribut consulte. 
template <class SVR, class FAST_GAIN, class SL0W_GAIN> 
struct BoostBestlmprovement : FindWith<SVR, FAST.GAIN, If<SL0W_GAIN» 
{ 
float espsilon; 
BoostBestlmprovement(float eps) : epsilon(eps) O 





if (fast_gain.value > (1 - epsilon) * best.get<SLOW_GAIN>().value) 
if (slow_gain() .value > best.get<SLOW_GAIN>() .value) importO; 
best.export(); 
return (slow_gain.value > 0); 
}; 
Figure 5.18 - Programmation de l'Explorateur BoostBestlmprovement 
L'Explorateur BoostBestlmprovement, presente a la figure 5.18, combine les fonction-
nalites de tampon et de composition dynamique afin d'accelerer revaluation des Mou-
vements pour une recherche en meilleure amelioration. On suppose ici qu'on dispose 
d'un premier Attribut de gain de mouvement FAST_GAIN, facile a calculer mais ap-
proximatif et d'un second, SL0W_GAIN, exact mais couteux. Cet exemple montre ega-
lement comment il est possible de parametrer un Explorateur. Ici, le champ epsilon 
controle le seuil a partir duquel FAST_GAIN doit etre calcule. A noter que la derivation 
de BuildWith n'est pas necessaire dans le cas des Explorateurs. 
L'Explorateur BiphasicBestlmprovement, presente a la figure 5.19, implante la re-
cherche d'un meilleur Mouvement en deux phases. D'abord, le Serveur enumere le 
voisinage afin de retenir les dim meilleurs Mouvements relativement a l'Attribut ATB1. 
L'ensemble bes t l de ces Mouvements elites est ensuite retraverse pour finalement 
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selectionner le meilleur d'entre eux relativement a l'Attribut ATB2. Si par exemple 
on souhaitait implanter une strategic de jonction entre solutions elites, ATB1 mesu-
rerait le rapprochement vis-a-vis de la solution cible et ATB2 le gain traditionnel de 
Mouvement. A noter que l'utilisation du tableau bes t l et du parametre dim conduit a 
definir un constructeur et un destructeur selon les conventions du C + + habituelles. 
template <class SVR, c l a s s ATB1, c l a s s ATB2> 
s t r u c t BiphasicBestlmprovement : FindWith<SVR, ATB1, If<ATB2» 
Array<Buffer*> b e s t l ; 
short dim; 
BiphasicBestlmprovement(int d) : dim(d), b e s t l ( d ) 
{ for (shor t i=0; i<d; i++) b e s t l [ i ] = new Buffer; } 
~BiphasicBestImprovement() { for (short d=0; d<dim; d++) de l e t e b e s t l [ d ] ; } 
bool f ind (cons t ATB1& a t b l , If<ATB2>& atb2) 
for (short i=0; i<dim; i++) 
short j = i - l ; 





while (j>0 && bestl[j-l]->get<ATBl>() < atbl) bestl[j] = best[--j]; 
if (j < dim) bestl[j]->import(); 
} while (next()); 
bestl[0]->export(); atb2(); 
Buffer best2; best2.import(); 
for (short i=l; i<dim; i++) 
bestl [i]->export(); 





Figure 5.19 - Programmation de l'Explorateur BiphasicBestlmprovement 
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L'Explorateur BestNonTabu, presente a la figure 5.20, implante enfin une recherche 
taboue. L'Attribut BTA doit etre un Attribut inverse de celui compose par la Carac-
teristique RECENCY. A noter que syntaxiquement, toute Caracteristique peut jouer le 
role de RECENCY a partir du moment ou elle definit une fonction in tercept . 
template <class SVR, class GAIN, class BTA, class RECENCY> 
struct BestNonTabu : FindWith<SVR, GAIN, If<BTA>, RECENCY> 
•C 
bool find(const GAIN& gain, If<BTA>& bta, const RECENCY& recency) 
Buffer best; 
while (recency, intercept(bta()) nextQ; 
best.import(); 
while (next()) 
if (gain.value <= best.get<GAIN>().value) continue; 




Figure 5.20 - Programmation de l'Explorateur BestNonTabu 
5.8 Finalisation de l'algorithme 
Le code presente a la figure 4.1 au chapitre precedent donne un exemple de pro-
gramme principal reposant sur la librairie METALAB. Lorsqu'on finalise un pro-
gramme, on doit successivement declarer, initialiser, et enfin iterer la recherche. 
Declaration de la recherche. La premiere etape a suivre lorsqu'on finalise un algo-
rithme consiste a declarer un objet Explorateur. Par exemple, l'instruction suivante : 
Firstlmprovement < LinearTwexer, Metropolis < TspGain<MtxDst>, GeoTemp > > explorer ; 
cree un objet explorer correspondant a une recherche en meilleure amelioration. 
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Lorsque l'Explorateur utilise presente un certain nombre de parametres de construc-
tion, on doit passer ces parametres lors de l'etape de declaration. Ainsi, l'instruction : 
BoostBestImprovement<SomeServer,SomeFastGain,If<SomeSlowGain» explorer (0 .1) ; 
cree un objet explorer dont l'Attribut SomeSlowGain n'est calcule que lorsque la va-
leur de SomeFastGain ne depasse pas de plus de 10% la valeur record de SomeSlowGain. 
Initialisation de la recherche. Avant de proceder a la recherche, on doit initialiser 
l'Explorateur declare, c'est-a-dire construire une Solution de depart ainsi qu'initialiser 
toutes les Caracteristiques attachees a cette Solution. Ainsi, l'instruction suivante : 
explorer.init<Tour<Dst>,GeoTemp>(dst, random, 1000, 0 .999); 
initialise la tournee d'un PVC selon le probleme a resoudre dst et le parametre 
random (algorithme de construction utilise) puis initialise le schema de refroidisse-
ment selon les parametres 1000 (temperature intiale) et 0.999 (taux de decroissance 
geometrique). Par convention, la liste des arguments de la fonction i n i t doit etre 
definie par groupes de parametres. Chaque groupe correspond a la liste ordonnee des 
parametres de construction d'une composante donnee et l'ensemble des groupes doit 
suivre le meme ordre que la liste des types de composantes fournies entre chevrons. 
Dans l'exemple precedent, comme on utilise la fonction init<Tour<Dst>,GeoTemp>, 
le groupe des parametres d'initialisation de Tour<Dst> precede le groupe des para-
metres de GeoTemp. A noter que seuls les parametres d'initialisation et non les objets 
de la recherche composes par les constructeurs doivent etre ici passes en arguments. 
Iteration de la recherche. Pour derouler la recherche, on itere sur la fonction 
move() tant qu'un critere de terminaison arbitraire n'est pas verifie. Ainsi, la ligne : 
do { explorer .move() ; } while (explorer<GeoTemp>().value > 0.0001); 
reitere la recherche tant que la temperature du schema de refroidissement n'atteint 
pas une valeur seuil infinitesimale. A noter que pour exprimer les criteres d'arret, on 
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dispose de fonctions d'acces a l'etat de la recherche sous la syntaxe explorer<C>() 
ou C represente la composante de l'algorithme a consulter. Enfin, soulignons que les 
Explorateurs s'integrent sans contraintes et tres naturellement au C + + : on peut 
allouer dynamiquement des Explorateurs, construire des tableaux d'Explorateurs, etc. 
5.9 Conclusion 
La presentation du logiciel METALAB faite dans ce chapitre s'est appuyee sur les 
contextes du voyageur de commerce et du probleme SAT. A ce titre, nous avons 
tente d'illustrer que METALAB permet, d'une part, d'exprimer des constructions de 
recherche locale geometriques propres a l'optimisation (cf. PVC) et que prennent 
en charge les cadres d'application, et d'autre part, de couvrir des mecanismes d e -
crementation de la recherche souvent utilises par les formulations analytiques de 
recherche locale propres a la satisfaction de contraintes (cf. SAT) et sur lesquels 
se concentrent les langages declaratifs. Ce resultat tient de ce que ni l'hypothese 
d'une reduction a une famille de problemes remarquables (comme les problemes de 
satisfaction de contraintes) ni l'hypothese d'une reduction a une famille de metaheu-
ristiques classiques (comme les collections d'algorithmes pris en charge par les cadres 
d'application) n'a ete faite ici. Nous avons aussi montre que la librairie permet de 
construire tres facilement de nouveaux schemas algorithmiques comme en temoigne 
par exemple les Explorateurs BoostBestlmprovement et BiphasicBestlmprovement. 
Notons enfin que la presentation des differentes composantes amene a faire la dis-
tinction entre specifications conceptuelles et contextuelles. Lors de la realisation d'une 
composante, les specifications conceptuelles portent sur le role qu'elle joue dans le 
modele informatique etabli aux chapitres 3 et 4. Par exemple, la composante Recency, 
qui conserve une information devant etre mise a jour a chaque execution de mou-
vement, est une Caracteristique, et a ce titre, dispose d'une fonction track. Mais 
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en tant que Liste taboue, cette composante dispose egalement d'une fonction contex-
tuelle, in tercept , qui permet de verifier si les valeurs d'un Attribut inverse recoupent 
les champs enregistres dans la liste. Dans ce cas, les specifications contextuelles as-
surent que l'Explorateur BestNonTabu fonctionne quelle que soit l'implantation de 
Liste taboue qui lui est passee en argument. De maniere similaire, on remarque que 
la Liste taboue Recency fait l'hypothese que l'Attribut ATB qu'elle compose est Tabu-
late, c'est-a-dire qu'il contient un tableau value de dimension dim. Les expressions 
a tb . dim et a tb . value [. ] sont a ce titre des expressions valides correspondant aux 
specifications contextuelles d'Attribut Tabulaire. Similairement, les Attributs TspGain, 
SatGain et Metropolis, qui contiennent chacun un champ value, appartiennent a 
la categorie des Attributs Singletons. La figure 5.21 suivante schematise l'ensemble des 
types de Variables ainsi mis en evidence. 
Attribut Tabulaire 
(ex. : ToAdj, FrAdj) 
A 
Liste Taboue : methode intercept 
(ex. : Receceny) 
Variable Tabulaire : 
tableau value, champ dim 
Attribut : 





(ex. : TspGain, SatGain, Metropolis) 
SL 
Caracteristique : 
methode track, constructeur signe 
Z 
Caracteristique Singleton 
(ex. : SatVal, TspVal, GeoTemp) 
Figure 5.21 - Specifications conceptuelles et contextuelles des Variables 
Pour determiner la validite d'une composante, il suffit alors de specifier a quels 
concepts doivent appartenir les composantes prises en argument. Par exemple, on 
notera que l'Explorateur BestNonTabu est valide si et seulement si GAIN est un Attri-
but Singleton, BTA un Attribut Tabulaire et RECENCY une Liste Taboue. 
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C H A P I T R E 6 : REVUE DE PROBLEMES 
Alors que dans le prochain chapitre nous chercherons a illustrer l'utilite de la librairie 
pour la conduite de projets avances, notre objectif est ici de montrer que METALAB 
est applicable a de nombreuses formes de recherche locale. Pour cela, nous revisitons 
un certain nombre de problemes de la litterature et dans chaque cas indiquons de 
quelle maniere les composantes peuvent etre implantees au moyen du logiciel. 
6.1 Le PVC avec couts d'aretes dependant du temps 
Dans le probleme du voyageur de commerce avec couts d'aretes dependant du temps 
(Van Der Wiel et Sahinidis, 1995), note PVCDT, le cout d'une arete depend non 
seulement des deux sommets relies mais egalement de la position de l'arete dans la 
tournee. Par exemple, meme si les deux permutations 1-2-3-1 et 2-3-1-2 sont equiva-
lentes dans le cas du PVC, elles n'ont pas forcement ici la meme longueur puisque 
l'arete 1-2 intervient en debut de tournee dans le premier cas et en fin de tournee dans 
le second. A noter qu'un cas particulier du PVCDT, appele probleme du voyageur de 
commerce cumulatif (Lucena, 1990, Fischetti, Laporte et Martello, 1992), concerne 
le cas ou le cout de la kieme arete de la tournee vaut k fois le cout de l'arete dans 
la version du PVC. Dans ce cas, le PVCDT revient a chercher la tournee dont le 
temps moyen d'arrivee a chaque sommet (ou de maniere equivalente le temps cumule 
d'arrivee) est minimise. 
Bien que la resolution d'un PVCDT au moyen de la recherche locale presente de 
nombreuses similarites avec le cas du PVC, deux nouveaux aspects apparaissent 
principalement. Premierement, il faut noter que l'utilisation exclusive d'un mou-
vement de type r-opt peut s'averer limitee. Par exemple, remarquons que de tels 
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mouvements peinent a relier deux tournees pourtant identiques a une translation 
pres, comme le sont les deux exemples presentes au prealable. A cet effet, il peut 
etre utile de considerer plusieurs voisinages, certains travaillant sur les aspects de 
routage (par exemple un r-opt) et d'autres sur les aspects de temps (par exemple un 
mouvement decalant la tournee sans en changer l'ordre). Deuxiemement, le calcul du 
cout d'un r-opt s'avere plus complexe que pour un PVC. Par exemple, notons que 
comme un 2-opt revient a inverser une sous-sequence de la tournee courante, le calcul 
du cout doit non seulement tenir compte des differences entre les aretes entrantes et 
sortantes comme habituellement, mais aussi de la nouvelle position que prennent les 
aretes situees dans la sous-sequence inversee. En effectuant ce calcul sans precaution, 
l'examen d'un 2-opt s'effectue alors en O(N) dans le pire cas. L'etude de cas que nous 
presentons dans cette section se limite a la programmation du seul voisinage 2-opt. 
Pour celui-ci, nous montrons comment reutiliser les composantes mises en place pour 
le PVC au chapitre 5 a l'exception de l'Attribut de gain pour lequel nous proposons 
une fonction scan adaptee, fonctionnant en temps constant. 
Pour ce faire, supposons que Ton connaisse le gain value^...^. du mouvement inver-
sant la sous-sequence Si-...-Sj, ou s*. denote le k^me sommet de la tournee. En notant 
($ss, le cout de l'arete reliant les sommets s et s' en £
ieme position de la tournee, le 
gain value,,^...,,.^ du mouvement inversant Sj_i-...-sJ+i peut alors directement etre 
obtenu par la formule : 
v a l u e , ^ . . . ^ = 




1 s.-dj-\ s. +d{. s.+ -d{. s. 1 +di
+* s.+2-4
+\ „.+2. 
Ann d'exploiter cette formule, notons que le voisinage 2-opt doit etre enumere judi-
cieusement, c'est-a-dire en gardant constant tant que possible le centre de la sous-
sequence inversee, autrement dit, en partant d'un diametre 2 ou 3, et en allongeant 
chaque fois la sous-sequence a inverser d'une unite a gauche et d'une unite a droite. 
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Lorsque le diametre atteint une valeur seuil, on doit alors renouveler la procedure, soit 
en passant a des mouvements inversant des sous-sequences paires a des mouvements 
inversant des sous-sequences impaires, soit en revenant a des mouvements inversant 
des sous-sequences paires, mais en incrementant le centre de la sous-sequence. 
template <class Dst> struct TdTspGain : ScanWith<Twex<Dst>, Tour<Dst>, Dst> 
•C 
int value, altemative_value; 
void scan(const Twex<Dst>& mvt, const Tour<Dst>& sol, const Dst& dst) 
•C 
Permuter value et a l t e rna t ive_va lue 
Si mvt a un diametre 2 ou 3, r6initialiser value 
Sinon reajuster value selon la formule va lues^ . . . ^ .^ = valuegi...Sj.+ ... 
} ; 
Figure 6.1 - Programmation de l'Attribut TdTspGain 
Un schema d'enumeration pertinent et deja presente au chapitre 5, correspond au 
Serveur ByMidBndDiaTwxSvr a cela pres que ByMidBndDiaTwxSvr rallonge la sous-
sequence a inverser tantot a gauche, tantot a droite. A cet egard, l'Attribut TdTspGain 
qu'on propose doit simplement gerer parallelement le cas des diametres pairs et im-
pairs. Le pseudo-code de la fonction scan obtenue est indique a la figure 6.1. A noter 
que TdTspGain doit composer la tournee afin de pouvoir calculer le diametre du 
mouvement examine. 
En pratique, la seule autre piece logicielle a reprogrammer est la composante de 
Probleme qui doit ici proposer un operateur de distance prenant trois arguments : les 
deux indices des deux sommets ainsi que le rang de l'arete dans la tournee. On notera 
a ce propos que meme si certains Attributs du chapitre 5, comme FrAdj, sont definis 
generiquement par rapport au type de Probleme, l'operateur de distance n'est en fait 
seulement utilise que dans l'Attribut de gain. Cette propriete assure par exemple que : 
BestNonTabu<ByMidBndDiaTwxSvr<P>, TdTspGain<P>, FrAdj<P>, Recency<ToAdj<P>» 
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implante une methode taboue directement utilisable lorsque P represente une compo-
sante de Probleme valide correspondant au PVCDT. La realisation d'un recuit-simule 
serait egalement aussi directement applicable. 
6.2 Le probleme de la p-mediane 
Dans le probleme de la p-mediane, on se donne un ensemble U de n clients, un en-
semble F de m sites potentiels, et une fonction de distance d(u, / ) (qu'on notera aussi 
duj) a valeurs entieres positives, ou u e U et / € F. Etant donne un sous-ensemble 
S de F, le cout de service d'un client u est defini par min/es d(u, / ) . L'objectif est de 
choisir p sites parmi les m de sorte que la somme des couts de service soit minimisee. 
L'etude de cas que nous proposons se limite aux mouvements consistant a remplacer 
un site, note fout, inclus dans la solution courante, par un site, note / j n , n'en faisant 
pas partie. Nous nous limitons egalement a ne decrire que les composantes interve-
nant dans le choix d'un meilleur mouvement. Les composantes visant a introduire 
des formes de memoire ne sont done pas traitees ici. L'objectif est de montrer que 
METALAB permet de programmer progressivement deux implantations possibles du 
choix du meilleur mouvement. La premiere correspond a l'approche la plus naturelle 
mais est couteuse en calculs. La seconde consiste a recuperer le calcul de chaque gain 
effectue a une iteration donnee pour l'iteration suivante. Cette seconde approche pre-
sente certaines similarites avec Resende et Werneck (2003) dont les travaux visent 
a ameliorer la factorisation du calcul du gain initialement proposee par Whitaker 
(1983), et par exemple utilisee par Hansen et Mladenovic (1997) dans une recherche 
a voisinage variable. 
Pour la suite, on suppose qu'on dispose d'une composante de Probleme PmedDst 
pour la p-mediane munie d'un operateur de distance correspondant a la fonction 
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d(u,f). On suppose egalement qu'une Solution est representee par la composante 
Subset dans laquelle deux tableaux d'entiers, open, (de dimension p), et closed, 
(de dimension m — p), contiennent respectivement les sites ouverts et fermes. Un 
tableau de pointeurs d'entiers (de dimension m) donne enfin l'adresse de chaque 
site dans l'un ou l'autre des tableaux precedents de sorte que l'application d'un 
mouvement s'effectue en 0(1). La composante de Mouvement, appele Swap, dont la 
programmation de la fonction move est triviale, est parametree par les indices /;„ et 
fout correspondant au site a fermer et au site a ouvrir. On suppose egalement qu'une 
Caracteristique, notee Closest, maintient pour chaque client u les deux sites ouverts 
dans la solution courante qui lui sont les plus proches, notes f i [u] et f 2 [u]. Des 
etudes experimentales menees par Resende et Werneck (2002) ont montre que les 
fonctionnalites associees a ces quatre composantes prennent une part negligeable du 
temps de calcul total de sorte qu'il n'est pas indispensable d'en proposer des versions 
optimisees. En particulier, dans la fonction t rack de Closest, on peut se contenter, 
pour chaque client u lese par un mouvement, de recalculer f i[u] et f2[u] par une 
boucle explicite sur l'ensemble des sites ouverts. 
Recherche sequentielle du meilleur mouvement. Dans la premiere approche, 
on constate simplement que le gain d'un mouvement s'ecrit : 
value/in,/0«* = Y, l
du,h{u] ~ duJin}
+- J2 {min{du,f2[u},du,fin}-du,fl[u]\. 
u\fl[u]^fout u\fl[u] = fout 
Pour implanter la selection du meilleur mouvement, il suffit de programmer un Serveur 
iterant selon un schema arbitraire sur les coordonnees /*„ <->• / w t possibles. Pour cela, 
les deux fonctions begin et next composent le Mouvement Swap, la Solution Subset 
ainsi que le Probleme PmedDst. La fonction scan de l'Attribut de gain calcule enfin la 
formule precedente en fonction du Mouvement Swap, de la Caracteristique Closest et 
du Probleme PmedDst. A noter que scan opere en 0(n) et que p{rn — p) mouvements 
doivent etre visites, ce qui donne une complexite de 0{nmp) par iteration. 
126 
Recherche incrementale du meilleur mouvement. Dans la deuxieme approche, 
on exploite le fait que la formule de gain precedente est relativement identique d'une 
iteration a l'autre. Dans la Caracteristique PmedAllGain presentee a la figure 6.2, on 
propose done d'elever un tableau de dimension (m — p) x p dans lequel sont main-
tenus tous les gains de mouvement. Comme les lignes et colonnes sont susceptibles 
de representer differents sites d'une iteration a l'autre, trois tableaux auxiliaires, 
in, out et posi t ion, de dimensions m — p, p et m, sont maintenus de sorte que 
value [in [ i ] ] [out [ j ] ] represente le gain du mouvement remplagant le site de la 
ligne % par celui de la colonne j . Le tableau posi t ion indique la ligne ou colonne 
ou apparait chaque site. Dans la fonction track, on note f [ [u] et f'2 [u] les valeurs 
que prendraient f i [u] et f 2 [u] suite a l'application du mouvement swap de coor-
donnees /,„ -H- fout. La fonction t rack comprend quatre etapes. Dans la premiere, 
on corrige l'apport des termes fluctuants dans la premiere somme de la formule de 
gain en supposant que les bornes des sommes restent inchangees. Dans la deuxieme, 
on tient compte des changements relatifs aux bornes des deux sommes dans la for-
mule de gain. Dans la troisieme, on corrige l'apport des termes fluctuants dans la 
deuxieme somme de la formule de gain. Notons qu'aucune des trois etapes prece-
dentes ne touche a la ligne et la colonne correspondant au mouvement fin •<-)• fout 
a appliquer. En effet, les mouvements qui y sont representes changent a l'iteration 
suivante de sorte qu'on doit construire et non corriger leur valeur de gain, ce qui est 
fait dans la quatrieme etape. On notera qu'en utilisant des formules de transitivite 
du type value?' h = value
1?. h — valuef. f ,, ou 5 designe la solution courante 
et S' la solution apres application de swap, le calcul de chacun de ces gains peut 
en fait etre realisee en 0(1). Pour finir, la maintenance des trois tableaux auxiliaires 
consiste simplement apermuter in [posi t ion [/;„]] et out [posi t ion [/out] ainsi que 
pos i t ion [ / i n ] et positionLfout]. 
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s t r u c t PmedAllGain : BuildWith<Subset, Closes t , PmedDst>, 
TrackWith<Closest, PmedDst> 
•C 
in t** va lue , * in , *out, *pos i t ion; 
PmedAllGain(const Subsetft, const Closestft, const PmedDstfc) { ... } 
~PmedAllGain() { ... > 
void t r ack(cons t Swapfe swap, const Closestft c l o s e s t , const PmedDstfe ds t ) 
Pour toute ligne i , initialiser co r rec t ion [ i] a 0 
Pour tout client u tel que f[ [u] ^ f i [u] 
Pour toute ligne i de site f ^ f ,„ tel que duj < max(duj>[u], d/^u]) 
c o r r e c t i o n [ i ] += [d„,/;[u] - duj]
+ - [d„,/i[u] - du,f}+ 
Pour toute ligne i , ajouter cor rec t ion [ i ] en chaque colonne j de site f ^ iout 
Pour tout client u tel que f[ [u] ^ f i [u] et sur toute ligne de site f ^ f,„ 
{ Si f i [u] # f out 
Ajouter [dU)/x[u] - d „ j ]
+ + mm{d„)/2[„], d„,/} - du./^u] a Ja coionne de site f x [u] 
Si f i [u] # f o u t 
j Eniever [dU)/'[u] - d u , / ]
+ + mm{dU)/'[„], duj} — d«,/'[u] a ia colonne de site f[ [u] 
Pour tout ciient u tei que f'2 [u] 7̂  f 2 [u] , f [ [u] = f x [u] et f 1 [u] 7̂  f o u t 
Sur toute ligne de site f ^ fj„ tel que duj < max(duj>[u], d/2[u]) 
Ajouter mm{dU)/2[u],du,/} - mm{(iU | / ' [„] ,4 j} a ia colonne de site fi [u] 
} ; 
Mettre a jour ia iigne de site f »„ et ia colonne de site fout 
•, Mettre a jour les tableaux in, out et pos i t i on 
Figure 6.2 - Programmation de la Caracteristique PmedAllGain 
Notons que dans le pire cas, la fonction t rack s'execute en 0(nm), mais que dans 
une approche metaheuristique ou beaucoup de temps est passe pres de solutions 
quasi-optimales, relativement peu de clients u verifient f [ [u] ^ f 1 [u] et peu de sites 
f verifient duj < max(duj'[u],df1[u]). Signalons aussi qu'il serait assez simple de 
contruire une Caracteristique ou les mouvements seraient tries par ordre de gain, par 
exemple dans une table de hachage, comme nous l'avons deja fait pour le probleme 
128 
SAT et comme nous le proposerons pour accelerer la resolution du PVC au cha-
pitre 7. L'utilisation d'une matrice de taille 0(mp) est en revanche un inconvenient 
comparee aux techniques s'appuyant sur la factorisation du gain. 
6.3 Le probleme de coloration de graphe 
Etant donne un graphe G = (V, E) non dirige, une fc-coloration des sommets consiste 
a affecter une parmi k couleurs a chaque sommet de sorte qu'aucun sommet adjacent 
ne comporte la meme couleur. Bien que le probleme de coloration de graphe consiste 
a trouver une fc-coloration utilisant le moins de couleurs possibles, la plupart des 
methodes de recherche locale proposees dans la litterature travaillent en fait sur la 
recherche d'une fc-coloration, et lorsqu'elle est trouvee, decrementent d'une unite le 
nombre de couleurs disponibles puis recommencent la procedure. On s'interesse ici a 
Pimplantation efficace d'un algorithme tabou frequemment propose, initialement du 
a Hertz et de Werra (1987). Selon cette approche, la fonction a minimiser correspond 
au nombre d'aretes reliant deux sommets de meme couleur et un mouvement est defini 
par la modification de la couleur d'un sommet en conflit, c'est-a-dire partageant une 
meme couleur avec l'un de ses voisins. Si v est un sommet en conflit, on notera (v, i ) 
les coordonnees du mouvement affectant la couleur i a v. 
On suppose pour la suite qu'on dispose d'une composante de Probleme dans la-
quelle N, M et k donnent le nombre de sommets, d'aretes et de couleurs du probleme, 
degree [v], le nombre de sommets adjacents a v, et adjacent [v] [k], le £ i e m e som-
met adjacent a v. On suppose aussi que la composante de Solution, notee Coloring, 
contient un tableau color de taille N, ou color [v] est la couleur du sommet v. 
Recherche du meilleur mouvement. Nous proposons ici d'examiner en detail 
les composantes intervenant dans le choix efficace d'un meilleur mouvement. Remar-
quons que la recherche naive d'un meilleur mouvement consisterait, pour chaque 
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sommet en conflit, a evaluer le gain induit sur la fonction cout pour chacune des 
k-1 couleurs alternatives, ce qui demanderait chaque fois un temps proportionnel au 
degre du sommet reaffecte. Ann d'accelerer ce calcul, qui en pratique est le plus cou-
teux, la litterature propose de maintenir pour chaque sommet v le nombre de voisins 
de v de couleur i . La Caracteristique AdjColDeg de la figure 6.3 implante cette ap-
proche. Elle contient une matrice value de taille N x k, ou value [v] [ i ] indique le 
nombre de sommets de couleur i adjacents a v. Elle maintient egalement le nombre 
de sommets en conflit, note cr i t ic_nbr . Pour chaque sommet adjacent au sommet 
mvt. v recolorie, la fonction t rack modifie simplement les deux seuls champs affectes 
dans la matrice value et lorsque necessaire met a jour c r i t ic_nbr . 
s t r u c t AdjColDeg : Bu i ldWi th<Colo r ing , GraphColPbm>, 
TrackWi th<Reco lo r ing , C o l o r i n g , GraphColPbm> 
•C 
int critic_nbr, **value; 
AdjColDeg(const Coloringfe sol, const GraphColPbrnft pbm) { ... } 
~AdjColDeg() { ... } 
void track(const Recoloringfe mvt, const Coloringft sol, const GraphColPbmft pbm) 
for (int k=0; k<pbm.degree[mvt.v]; k++) 
int w = pbm.adjacent[mvt.v][k]; 
if (++value[w][mvt.i]==l && mvt.i ==sol.color[w]) critic_nbr++; 
if (--value[w][sol.color[mvt.v]]==0 && mvt.i==sol.color[w]) critic_nbr—; 
Figure 6.3 - Programmation de la Caracteristique AdjColDeg 
struct ColGain : ScanWith<Recoloring, Coloring, AdjColDeg> 
{ 
int value; 
void scan(const Recoloringfe mvt, const Coloringft sol, const AdjColDegfe acd) 
y value = acd.value[mvt.v][mvt.i] - acd.value[mvt.v][sol.color [mvt.v]] ; 
>; 
Figure 6.4 - Programmation de l'Attribut ColGain 
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Comme le montre la figure 6.4 avec PAttribut ColGain, revaluation du gain d'un 
mouvement se calcule alors en 0(1) par la difference entre les degres de coloration 
autour de v pour les couleurs apres et avant mouvement. 
Egalement, comme l'illustre la figure 6.5 avec le Serveur Conf lictNodeSvr, remune-
ration du voisinage revient a detecter dans la matrice de ColAdjDeg les sommets v 
pour lesquels value[v] [ so l .co lor [v] ] est non nul. On enumere alors l'ensemble 
des recolorations possibles pour chacun de ces sommets. 
s t r u c t ConflictNodeSvr 
: BuildWithO, EnumerateWith<Recoloring, Coloring, AdjColDeg, GraphColPbm> 
void begin(Recoloringfe mvt, const Coloringfe s o l , 
const AdjColDegfe acd, const GraphColPbmft pbm) 
for (mvt.v=0; acd.value[mvt .v][sol .color[mvt .v]]==0; v++); 
mvt . i = ( so l .co lor [mvt .v] = = 0 ) ? 1 : 0; 
bool next(Recoloringfe mvt, const Coloringfe s o l , 
const AdjColDegfe acd, const GraphColPbmfe pbm) 
if (++mvt.i == so l . co lor [mvt .v ] ) mvt.i++; 
i f (mvt.i != pbm.k) r e tu rn t r u e ; 
do { mvt.v++; } 
while (mvt.v < pbm.N && acd.value[mvt.v][sol.color[mvt.v]]==0); 
if (mvt.v == pbm.N) return false; 
mvt.i = (sol.color[mvt.v] ==0) ? 1 :0; 
return true; 
}; 
Figure 6.5 - Programmation du Serveur ConflictNodeSvr 
Liste taboue a longueur variable. La resolution par la methode taboue du pro-
bleme de coloration de graphe s'appuie souvent sur une liste taboue a longueur va-
riable. Cette longueur est generalement formulee par la somme d'un terme fixe et 
d'un terme proportionnel au nombre de sommets en conflit. Nous montrons ici com-
ment decoupler la programmation d'une Caracteristique implantant une liste taboue 
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a longueur variable de la programmation d'une Caracteristique calculant la longueur 
de cette liste. En procedant ainsi, la liste taboue devient reutilisable pour d'autres 
problemes dont on souhaiterait faire varier la longueur de la liste taboue. Egalement, 
il devient possible de greffer differentes gestions de longueur sur la liste implantee. 
template <class ATB, class TEN> 




BylterRecency(const TEN& ten, int sz) 
: last_iter(sz), max_iter(-ten), cur_iter(0) 
{ for (int i=0; i<sz; i++) last_iter[i] = std::numeric_limits<int>::min(); } 
void track(const ATB& atb, const TEN& tenure) 
last_iter[atb.value] = cur_iter++; 
max_iter = cur_iter - tenure.value; 
} 
template <class BTA> bool intercept(const BTA& bta) 
return (last_iter[bta.value] > max_iter); 
Figure 6.6 - Programmation de la Caracteristique BylterRecency 
L'implantation de la liste taboue BylterRecency presentee a la figure 6.6 est similaire 
a celle du chapitre 5 a ceci-pres que les Attributs enregistres dans cette liste doivent 
etre des Attributs Singletons. 
struct FrCol : ScanWith<Recoloring, Coloring, PmedDst> 
{ 
int value; 
void scan(const Recoloringft mvt, const Coloringft sol, const PmedDstfe pbm) 
value = pbm.N*mvt.v + sol.color[mvt.v]; 
}; 
Figure 6.7 - Programmation de l'Attribut FrCol 
132 
De meme qu'au chapitre 5, on suppose que les champs d'Attributs enregistres ou testes 
sont entiers. Dans le cas de la coloration de graphe, on introduit a cet effet les deux 
Attributs FrCol et ToCol qui transportent les couples (mvt .v, sol .color[mvt .v]) et 
(mvt. v, mvt. i) sur des indices biunivoques dans le tableau value de la liste taboue. 
FrCol est par exemple presente figure 6.7. 
struct AffinColTenure : BuildWith<AdjColDeg, int, int>, TrackWith<AdjColDeg> 
•C 
i n t va lue , T, lambda; 
AffinColTenure(const AdjColDegfe acd, i n t t , i n t 1) 
: T ( t ) , lambda(l) , va lue ( t + 1 * acd . c r i t i c_nbr ) 
O 
void t r ack(cons t AdjColDegfe acd) { value = T + lambda * a c d . c r i t i c _ n b r ; } 
Figure 6.8 - Programmation de la Caracteristique AffinColTenure 
On donne finalement a la figure 6.8 la Caracteristique AffinColTenure qui maintient 
la longueur de la liste taboue. Rappelons que la liste taboue de la figure 6.6 est de-
coupler de la maintenance de la longueur de liste. II serait ici par exemple possible 
de definir une nouvelle Caracteristique, AutoColTenure, dans laquelle on detecterait 
les cycles sur la trajectoire des solutions en surveillant la frequence a laquelle appa-
raissent des valeurs de signature associee a chaque solution. Par exemple, etant donne 
un poids associe a chaque sommet, la signature d'une solution pourrait etre definie 
comme la somme des produits de poids et de couleurs sur chaque sommet. A noter 
qu'a chaque iteration, cette signature pourrait etre maintenue en temps constant. 
Dans AutoColTenure, on maintiendrait alors la frequence de chaque signature pos-
sible depuis le dernier changement de longueur de liste. Lorsqu'une frequence depasse 
un certain seuil, la longueur de la liste est augmentee alors qu'elle est diminuee si 
chaque frequence reste sous ce seuil depuis un certain nombre d'iterations. 
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6.4 Le probleme d'affectation quadratique 
On se donne un ensemble de n sites et un ensemble de n activites communiquant 
entre elles. Le flux echange entre deux activites est defini par une matrice /^ et le 
cout de communication par unite de flux entre deux sites est defini par une matrice de 
distance dpg. Le probleme d'affectation quadratique consiste a affecter une activite a 
chaque site de sorte que le cout total de communication entre activites soit minimise. 
Parmi toutes les permutations n definies sur {l..n}, on cherche done a minimiser 
l-ii=l l^j=l Jijd-!v(i)w(j)-
Un mouvement souvent utilise pour resoudre le probleme d'affectation quadratique 
consiste a permuter les emplacements de deux activites donnees de la solution cou-
rante. La valeur de gain d'un mouvement permutant les emplacements des activites 
u et v est alors donnee par la formule valueM)„ = 2 YJj=i^u^vUuj — fvj){dw{vMj) — 
dir(u)ir(j))- Pour la suite, on suppose qu'on dispose d'une composante de probleme 
contenant les matrices de flux f [i] [j] et de distance d [ i ] [ j ] . Egalement, la com-
posante de solution contient les tableaux loc et e l t ou loc [e] donne l'emplacement 
de l'activite e dans la solution courante et e l t [1] donne l'activite situee a l'empla-
cement 1. Le Mouvement, dont la programmation de move est triviale, est parametre 
par le jeu de coordonnees u, v des deux activites dont on permute les emplacements. 
Nous nous limitons dans cette section a examiner en detail la programmation efficace 
du calcul de gain de chaque mouvement. Pour ce faire, remarquons que lorsque le 
mouvement de coordonnees (x, y) est execute, la valeur de gain du mouvement de 
coordonnees (u, v) avec u et v differents chacun de x et y doit etre incrementee de : 
^(Jux ~r i-vy *-Uy lvx)\U"K{v)'K(y) ~r Gt7r(u)7r(x) "-rv(u)ir(y) ~~ "7r(?;)7r(a;))• 
De meme que pour le probleme de la p-mediane, il est ici naturel de maintenir dans 
une Caracteristique, notee QapAllGain et presentee a la figure 6.9, l'ensemble des 
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valeurs de gain dans un tableau value de dimension n2. Dans un premier temps, la 
fonction t rack reajuste selon la formule decrementation les valeurs de gain pour 
les mouvements dont les coordonnees n'interceptent pas celles de mvt, et dans un 
deuxieme temps, reetablit explicitement le gain des mouvements restants. La com-
plexity obtenue est quadratique car 0(n2) valeurs sont corriges par incrementation, 
chacune en O(l), et 0(n) valeurs sont recalculees explicitement, chacune en 0{n). 
s t r u c t QapAllGain : BuildWith<QapAssignment, QapMatrix>, 
TrackWith<QapSwap, QapAssignment, QapMatrix> 
int** value; 
QapAllGain(const QapAssignmentfe s o l , const QapMatrixfe pbm) { ... } 
~QapAllGain() { ... } 
void t r ack(cons t QapSwapfe mvt, const QapAssignementfe s o l , const QapMatrixft pbm) 
Pour tout i 7̂  mvt. i et mvt. j et pour tout j 7̂  mvt. i et mvt. j 
Ajuster value [ i ] [ j] selon la formule d'increment 
Ajuster les valeurs de gain des mouvements partageant au moins une coordonn&e avec mvt 
Figure 6.9 - Programmation de la Caracteristique QapAllGain 
6.5 Conclusion 
Dans ce chapitre, nous avons illustre l'expressivite de la librairie METALAB pour dif-
ferents problemes de la litterature, et pour chacun d'eux, avons examine en detail la 
programmation des composantes relevant le plus d'interet. Soulignons que contrai-
rement aux cadres d'application presentes au chapitre 2 et ne permettant que de 
programmer des versions tres standardises de recherche locale, nous avons chaque 
fois propose des implantations parmi les meilleures presentees dans la litterature. La 
resolution de nouveaux problemes au moyen de la librairie METALAB, par exemple 
le probleme de confection de tournois (Nemhauser et Trick, 1998) ou le probleme de 
clique de cardinalite maximale (Gendreau, Soriano et Salvail, 1993) sont en projet. 
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CHAPITRE 7 : ETUDE DE CAS, METHODES 
TABOUES POUR LE PVC 
Comparativement aux algorithmes en premiere amelioration bases sur les mouve-
ments 2-opt, 3-opt ou derives de Lin et Kernighan (1973), les methodes avec critere 
tabou ne constituent pas a ce jour une approche de recherche locale privilegiee pour 
la resolution du probleme du voyageur de commerce (Johnson, McGeoch, 1997). 
Comme nous le verrons, une des raisons principales provient de ce que chaque itera-
tion exige d'enumerer explicitement le voisinage alors que dans le cas de methodes 
basees sur une premiere amelioration, des techniques specifiques non applicables au 
cas d'une descente en meilleure amelioration permettent d'accelerer significativement 
la recherche d'un mouvement satisfaisant. Apres avoir compare l'implantation d'une 
descente en premiere amelioration munie des techniques classiques d'acceleration a 
l'approche en meilleure amelioration standard, nous proposons dans ce chapitre plu-
sieurs avenues de recherche qui permettent de perfectionner la selection d'un mouve-
ment 2-opt dans le strict cadre de la methode taboue. A notre connaissance, aucune 
de ces methodes n'a ete presentee dans la litterature. Nous proposons successivement 
trois ameliorations. La premiere, appelee technique decrementation du voisinage, 
consiste a ordonner dans une structure l'ensemble du voisinage courant selon le gain 
de chaque mouvement. Cette approche, qui a ete utilisee dans d'autres contextes 
(en particulier pour le probleme SAT au chapitre 5), est avantageuse lorsque la 
maintenance de la structure a chaque iteration est moins couteuse que remuneration 
explicite du voisinage. La deuxieme technique, appelee segmentation du voisinage, 
a ete motivee par l'observation que la methode taboue precede en fait la plupart 
du temps a des mouvements qui inversent des sous-sequences de tres petit diametre 
comparativement au nombre N de villes constituant le probleme. L'idee consiste alors 
a alterner une recherche se limitant le plus souvent a la selection du meilleur mouve-
ment parmi ceux correspondant a de petits diametres et tantot a forcer le choix d'un 
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meilleur mouvement parmi ceux presentant un gros diametre. La derniere technique, 
appelee technique d'anticipation (en anglais lookahead) emprunte a la programmation 
par contraintes l'idee de tester partiellement l'effet ulterieur d'une iteration de l'al-
gorithme sur la trajectoire de recherche vis-a-vis de la fonction a optimiser et/ou des 
contraintes a verifier. Dans le cadre de la methode taboue, plutot que de selectionner 
le meilleur mouvement, elle vise a choisir celui qui se situe sur le chemin menant a la 
meilleure solution accessible en un petit nombre de mouvements depuis la solution 
courante. Mentionnons que la realisation et l'experimentation des algorithmes que 
nous presentons a ete faite au moyen de la librarie METALAB. Le present chapitre 
illustre a ce titre l'interet du logiciel pour la conduite de projets non triviaux. 
7.1 Contexte 
Considerons dans cette section une recherche locale basee sur un 2-opt en premiere 
amelioration n'utilisant aucun critere metaheuristique, l'algorithme se terminant 
done lorsque la tournee courante est 2-opt optimale. Rappelons que dans ce contexte, 
il a ete observe empiriquement que le nombre d'iterations executees par la recherche 
locale est de l'ordre de O(N) (Johnson et McGeoch, 1997). Dans le cas d'une implan-
tation triviale ou la tournee est representee sous forme de tableau (comme propose au 
chapitre 5 a la figure 5.3) et ou les mouvements sont enumeres sans technique parti-
culiere, notons que chaque iteration comprend dans le pire cas 0(N2) observations de 
mouvements, chacune fonctionnant en temps constant, et O(N) modifications dans 
le tableau representant la tournee. La litterature a propose a cet egard trois ameliora-
tions principales : l'utilisation de listes de proximite, e'est-a-dire ordonnees par plus 
proches voisins, l'enregistrement du statut de chaque liste, et enfin, la representation 
des tournees sous forme d'arbre. 
Listes de proximite. La premiere technique d'acceleration, proposee par Steiglitz 
et Weiner (1968) repose sur le fait qu'un mouvement ameliorant impliquant les aretes 
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{a, b} et {c, d} verifie forcement dst(a, b) > dst(a, c) et/ou dst(c, d) > dst(d, b). Etant 
donnee une orientation de la tournee courante, la recherche d'un mouvement ame-
liorant peut done se limiter a examiner pour chacun de ses arcs (x, y) l'ensemble 
des mouvements qui connecte x a une ville plus proche que ne l'est y. Selon cette 
procedure, notons que bien qu'il soit possible d'oublier un mouvement satisfaisant 
lors du traitement de l'arc (a, b), ce meme mouvement sera forcement detecte lors 
du traitement de l'autre arc (c, d) implique dans le mouvement. En pratique, l'enu-
meration peut etre effectuee emcacement en construisant en debut d'algorithme et 
pour chaque ville une liste des autres villes par ordre de proximite. Pour chaque arc 
(x, y) de la tournee, il suffit alors de traverser la liste de x jusqu'a ce que la ville y 
soit rencontree. Cette strategic est d'autant plus efficace qu'au cours de l'algorithme, 
les sommets voisins sur la tournee courante deviennent de moins en moins distants. 
Des etudes empiriques ont montre que le temps de selection d'un mouvement est 
ainsi reduit en moyenne, sur l'ensemble des iterations, de 0(N2) a O(N) par ite-
ration (Johnson et McGeoch, 1997). Si cette acceleration n'est pas suffisante, il est 
enfin raisonnable d'approximer la recherche d'un mouvement ameliorant en utilisant 
des listes tronquees pour des tailles variant entre 0.4iV a 0.8N. Dans le contexte de 
la librairie METALAB, signalons que les listes de proximites seraient programmees 
dans la structure de Probleme passee en argument a l'algorithme. Un Serveur cir-
culerait alors sur les arcs de la tournee, et pour chaque arc traverserait la liste de 
proximite du sommet origine jusqu'a ce que le sommet destination soit atteint. Pour 
chaque mouvement induit par ce schema d'enumeration, l'Attribut TspGain defini au 
chapitre precedent serait ensuite passe a l'Explorateur Firstlmprovement a partir 
duquel serait genere l'algorithme. 
Enregistrement des listes inutiles. La deuxieme technique d'acceleration, pro-
poses par Bentley (1992), consiste a retenir quelles listes n'ont precedemment pas 
permis de trouver de mouvements ameliorants. En effet, si une liste, associee par 
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exemple a la ville a n'a pas permis de trouver un mouvement ameliorant, il n'est 
pas rentable de revisiter cette liste tant que les voisins de a restent inchanges. Au 
moyen de cette seconde technique, il a ete observe que le nombre total de mouve-
ments evalues en cumulant toutes les iterations est de l'ordre de O(N) pour une large 
constante. Dans METALAB, l'enregistrement des listes inutiles serait programme au 
moyen d'une Caracteristique comme suit. En phase d'initialisation, toutes les listes 
sont activees. Chaque fois qu'un mouvement est applique, les listes correspondant 
aux villes changeant de voisin sont reactivees. Egalement, les listes ayant ete traver-
sers sans succes, qu'on peut deduire des coordonnees du mouvement selectionne et de 
la solution courante, sont desactivees. Cette Caracteristique est finalement composee 
par un Serveur similaire au precedent mais sautant les listes de proximite inutiles. Le 
reste de Palgorithme demeure inchange. 
Representations arborescentes des tournees. Lorsque les deux techniques pre-
cedentes sont exploiters, la modification de la tournee courante selon les mouvements 
selectionnes devient finalement l'operation la plus couteuse. II a en effet ete observe 
empiriquement qu'au cours de la descente, la plus courte des deux sous-sequences 
qu'on peut inverser pour realiser le mouvement selectionne est en moyenne, sur l'en-
semble des iterations, de l'ordre de 0(N°-75) (Bentley, 1992). Dans ce contexte, trois 
representations fondees sur des arbres et permettant respectivement d'inverser une 
sous-sequence en 0(N\ogN) (mais avec une tres grande constante), 0(N°-5) et 0(N) 
(mais avec un bon comportement en moyenne) ont alors ete proposees (Fredman, 
Johnson, McGeoch et Ostheimer, 1995). Des etudes empiriques ont montre que la re-
presentation par tableau est dominee a partir de N compris entre 103 et 104. Comme 
nous verrons dans la section 7.3, ces representations par arbre ne sont en fait pas 
indispensables dans le contexte des methodes taboues car le diametre moyen des sous-
sequences qu'inversent les mouvements est beaucoup plus petit que dans la phase de 
descente pure preliminaire. Notons que si Ton souhaitait rendre compatibles les struc-
tures presentees au chapitre precedent pour le PVC aux differentes representations 
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de tournees possibles, il faudrait non settlement les definir generiquement par rapport 
a la structure de distance Dst, comme c'etait deja le cas, mais egalement par rapport 
a la structure Tr implantant la Solution. En admettant que toute tournee Tr fournisse 
les operations succ et pred, seule la fonction move du Mouvement Twex<Dst,Tr> de-
vrait alors etre reprogrammee. Les autres structures, comme par exemple TspGain, 
TspVal et ToAdj, seraient directement compatibles. 
Le cas de la methode taboue. Si Ton compare au contexte algorithmique prece-
dent, la methode taboue semble a plusieurs titres inefficace. Par exemple, Johnson et 
McGeoch (1997) reprochent principalement a la methode taboue, d'une part, un trop 
grand nombre d'iterations relativement au nombre O(N) d'iterations d'une descente 
en premiere amelioration, et d'autre part, Pimpossibilite d'accelerer substantiellement 
la recherche en 0(N2) du meilleur mouvement possible a chaque iteration. II est bien 
evident que des methodes taboues oeuvrant alors entre 0(Ni) et 0(N6) selon le 
nombre d'iterations effectues sont de peu d'utilite comparativement aux algorithmes 
precedents oeuvrant en 0(N) pour le cas du mouvement 2-opt et que des techniques 
de relance permettent ensuite de reiterer. Une des tentatives visant a ameliorer le 
sort de la methode taboue (Troyon, 1988) consiste d'ailleurs a initier chaque iteration 
par la recherche d'un mouvement en premiere amelioration et lorsqu'elle est infruc-
tueuse de finalement rechercher le mouvement le moins degradant parmi cN nouveaux 
mouvements enumeres. Cette projection de la methode taboue sur une descente en 
premiere amelioration traduit l'impossibilite d'utiliser telles quelles les techniques de 
liste de proximite precedentes. Johnson et McGeoch (1997) ont egalement suggere 
d'eviter de revisiter les mouvements invariants, a savoir, ceux dont les arcs sortants se 
situent tous deux soit a l'interieur soit a l'exterieur de la sous-sequence inversee par 
le mouvement courant. Puisque la taille de la plus courte sous-sequence impliquee 
dans un 2-opt est de l'ordre de 0(iV0-75), cela se traduit malheureusement par un 
gain de l'ordre 0(N°'25) par rapport a la complexity initiale en 0(N2). 
140 
7.2 Incrementation du voisinage 2-opt 
Une premiere amelioration significative pour l'enumeration exhaustive du voisinage 
2-opt consiste a maintenir une structure de donnees ou sont ordonnes les mouvements 
selon leur cout. Cette technique, qui releve de l'incrementation du voisinage, consti-
tue une des techniques classiques de recherche locale dont le chapitre 5 a par exemple 
fourni une implantation pour le probleme SAT. Dans le contexte du chapitre 2, ces 
techniques ont aussi un lien etroit avec la conception des langages declaratifs. Notons 
qu'il existe parfois plusieurs niveaux decrementation : pour le probleme SAT, par 
exemple, la maintenance du nombre de litteraux verifies pour chaque clause constitue 
un premier degre decrementation alors que la maintenance de tous les mouvements 
Flip dans une table de hachage selon leur gain constitue un deuxieme niveau dec re -
mentation. En general, les techniques decrementation sont avantageuses tant que 
la maintenance a chaque iteration des structures qu'on a fait apparaitre est moins 
couteuse que les calculs explicites qui devraient etre faits sans ces structures. 
Extent ion du voisinage 2-opt. Dans le cas du mouvement 2-opt, l'incrementation 
de l'enumeration du voisinage n'a sans doute pas ete a ce jour bien exploree car 
plutot que de considerer les mouvements invariants comme ceux possedant leurs deux 
aretes sortantes soit a l'interieur soit a l'exterieur de la sous-sequence qu'inverse le 
mouvement courant (comme il etait suggere en fin de section precedente), il est en fait 
bien plus judicieux de considerer chaque mouvement en double, l'un correspondant au 
2-opt valide, et l'autre, au mouvement qui creerait deux sous-tours. Pour deux aretes 
a\ et a2 appartenant a la tournee courante, on note ici (ax, 02)
+ les coordonnees du 
mouvement valide et (ai,a2)~ celles du mouvement invalide. La figure 7.1 illustre le 
changement de validite des mouvements suite a l'application d'un 2-opt. A gauche, les 
deux mouvements du couple 2-opt({l, 2}, {3,4})± ne permutent pas de statut car les 
deux aretes sortantes sont situees sur la meme sous-sequence relativement aux aretes 
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— 2-opt({l,2},{3,4})+ \ / 2-0pt({3,4},{5,6})+ 
1 2 
2-opt({l,2},{3,4})± ^ 2 . o p t ( { 1 ) 6 } i { 4 ! 5 } ) + ^ 2-0p*({3,4},{5,6})^ 
ne permutent pas permutent 
2-ojrf({l)2},{3)4})H 2-opt({3,4},{5,6})+ — 
Figure 7.1 - Variation du voisinage 2-opt 
{1,6} et {4,5} enlevees par le mouvement 2-op£({l,6}, {4,5})+ qu'on applique. A 
droite par contre, les deux mouvements du couple 2-opt({3,4}, {5, 6})^ permutent. 
Notons que mises a part les permutations concernant la notation ± des mouvements, 
la seule variation du voisinage etendu suite a l'application d'un mouvement concerne 
d'une part l'ajout des mouvements qui enlevent une des deux aretes entrantes (ici 
{4, 6} et {1, 5}), et d'autre part, la suppression des mouvements qui enlevent une des 
deux aretes sortantes (ici {1,6} et {4,5}). 
Maintenance de la table de hachage. La maintenance d'une table de hachage ou 
sont ordonnes tous les mouvements du voisinage etendu devient marginale puisque 
seuls les couples de mouvements qui utilisaient un des deux arcs sortants doivent 
etre effaces et seuls les couples de mouvements qui utilisent un des deux arcs en-
trants doivent etre introduits. Comme dans une table de hachage chaque operation 
d'enregistrement et d'effacement peut-etre effectuee en temps constant, la mainte-
nance de la table a chaque iteration prend un temps proportionnel au nombre O(N) 
de ces couples de mouvements a supprimer et a introduire. Notons qu'etant donnee 
une orientation du tour et pour une notation judicieuse des mouvements (cf. Annexe 
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B), il est enfin possible de verifier en temps constant le statut valide ou invalide 
d'un mouvement de sorte qu'il est inutile de maintenir a chaque iteration les 0(N2) 
changements de statut possibles. 
Traversee de la table de hachage. La traversee de la table de hachage jusqu'au 
premier mouvement valide constitue theoriquement le maillon faible de l'approche 
proposee. Si on note D la distance maximale entre deux sommets quelconque du 
probleme, la table de hachage contient 0(D) lignes d'enregistrement qu'il faut po-
tentiellement traverser. Neanmoins, comme le montre le tableau 7.1, le temps passe 
a traverser la table de hachage reste en pratique largement negligeable par rapport 
a la maintenance de la structure. 
Les deux premieres colonnes du tableau indiquent les caracterisques des problemes 
consideres. Tous ces problemes appartiennent a la librairie TSPLIB pour des tailles 
allant de 101 a 2392 villes. Les temps de calculs sont mesures en microsecondes 
(10~6s) et constituent chaque fois une moyenne sur un ensemble de 100000 iterations 
consecutives. Les mesures ont ete par ailleurs effectuees pour des solutions initiales 
differentes obtenues selon l'algorithme de Clarke & Wright (cw), selon l'algorithme 
des plus proches voisins (PPV) et enfin generees aleatoirement (RD). Les colonnes de 
maintenance comptabilisent le temps CPU ceuvrant a la mise a jour de la table a 
chaque iteration alors que les colonnes de traversees comptabilisent le temps passe 
a traverser la table jusqu'a l'obtention d'un mouvement valide non tabou. A titre 
d'indication, le temps CPU passe a chercher le meilleur mouvement explicitement 
est indique dans la troisieme serie de colonnes. 
Deux proprietes expliquent en partie le bon comportement de la table de hachage 
en phase de traversee. Premierement, a chaque operation d'effacement et d'enregis-
trement, il est possible de maintenir en temps constant la meilleure ligne d'enregis-
trement non vide, de sorte que lors de la traversee de la table de hachage, on parte 
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Temps CPU par iteration (en fis) 
Maintenance 
CW PPV HD 
91.1 87.1 83.0 
200 179 185 
370 388 374 
1454 1447 1395 
2752 2771 2707 
4094 4362 4485 
1.3e4 1.2e4 1.3e4 
Traversee 
CW PPV RD 
3.0 3.1 2.9 
6.22 5.4 4.6 
14.6 15.1 24.9 
50.0 49.7 53.7 
104 105 106 
149 148 157 
436 383 430 
Explicite 
CW PPV RD 
349 331 307 
736 711 707 
1259 1304 1353 
8093 8242 7695 
1.7e4 1.8e4 1.7e4 
4.1e4 4.4e4 4.3e4 
3.2e5 3.3e5 3.8e5 
Dominance des 2-opt 
n-opt-
CW PPV RD 
16.9 18.5 17.2 
32.2 28.8 24.4 
41.4 49.5 45.6 
69.0 74.1 77.0 
126 130 138 
195 182 199 
436 428 454 
# 2 - o p t -
N 
CW PPV RD 
0.17 0.18 0.17 
0.21 0.19 0.16 
0.21 0.25 0.23 
0.16 0.17 0.17 
0.19 0.19 0.21 
0.19 0.18 0.20 
0.18 0.18 0.19 
directement de la meilleure ligne d'enregistrement non vide. Dans ce contexte, le 
facteur preponderant en phase de traversee devient le nombre de mouvements qu'on 
traverse et qui sont invalides, car ceux-ci, a l'approche de tournees quasi-optimales, 
ont tendance a dominer les mouvements valides, ce qui force a continuer la traversee. 
A cet egard, les deux dernieres colonnes du tableau montrent avec precision que ce 
nombre reste en fait empiriquement dans un ordre O(N), ce qui explique que la tra-
versee prend un temps de calcul comparable a la maintenance de la structure mais 
pour une plus petite constante car elle entreprend moins d'operations elementaires. 
Remarquons enfin que bien que la maintenance s'effectue theoriquement en O(N) 
par iteration, l'experience montre plutot un comportement sur-lineaire. En pratique, 
il y aurait done lieu d'accelerer la maintenance de la table comme nous le ferons par 
la suite. En debut d'algorithme, notons que chaque couple de mouvement associe a 
la solution initiale doit etre enregistre dans la table de hachage. Cette phase, qui 
demande un temps de calcul en 0(N2), n'est pas critique puisque le nombre d'itera-
tions qui utilise la table de hachage est toujours en pratique au moins de l'ordre de 
N. Les composantes METALAB realisant l'incrementation du voisinage 2-opt etendu 
tel qu'etudie au tableau 7.1 sont presentees en annexes B.l, B.2 et B.3. 
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Compression de la table de hachage. Un des desagrements lie a l'utilisation 
de la table de hachage concerne l'espace memoire necessaire. En pratique pourtant, 
signalons que pour les instances TSPLIB que nous avons traitees, les temps de cal-
cul se sont averes bien plus contraignants que l'espace memoire utilise. Dans le cas 
ou l'espace memoire deviendrait une ressource precieuse nous mentionnons deux ex-
tensions pertinentes. Premierement, notons qu'il est possible d'enlever pour chaque 
arete un nombre donne 5 des bits de poids le plus faible dans la representation de leur 
cout. Ceci revient a diviser par 2s chaque cout de mouvement et done par ce meme 
facteur le nombre de lignes d'enregistrement. Lorsque les distances interponctuelles 
sont grandes et que leur distribution est assez uniforme, il est raisonnable de penser 
que ce schema ne sera pas trop approximatif. Deuxiemement, il est possible de rem-
placer la table de hachage par une approche d'arbre binaire, ce qui evite de devoir 
preparer une ligne d'enregistrement pour toute valeur de cout possible. Selon cette 
approche, les operations d'insertion et de suppression d'un mouvement deviennent 
toutefois plus couteuses car elles fonctionnent en 0(logN) pour des arbres equilibres. 
Acceleration de la table de hachage. Lorsqu'au contraire la memoire est une 
ressource non restrictive et qu'on souhaite accelerer la maintenance de la table de 
hachage, plutot que d'utiliser des listes chainees extensibles, il est possible de bor-
ner la taille des listes d'enregistrement. Dans ce cas, chaque ligne d'enregistrement, 
meme vide, prend un espace memoire constant proportionnel a cette borne. Lors-
qu'une ligne d'enregistrement est saturee de mouvements, il est alors raisonnable de 
se contenter de ne garder en memoire que les mouvements deja enregistres. Cette 
approche est interessante car elle permet de remplacer les listes chainees de chaque 
ligne d'enregistrement par des tableaux, ce qui permet de faire decroitre la constante 
devant l'ordre de complexity. Notons enfin qu'il est possible de ne considerer que les 
mouvements dont un des deux arcs entrants (x,y) verifie que x (ou y) est un des 
K plus proches voisins de y (ou x). On recupere dans ce cas l'idee de tronquer les 
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listes de proximite pour une taille K raisonnablement petite. A cet effet, la valeur de 
K peut etre ici beaucoup plus petite que les valeurs comprises entre OAN et 0.8N 
suggerees pour la phase preliminaire de descente pure, car en mode metaheuristique, 
la tournee est deja constitute d'arcs reliant des sommets suffisamment proches. Cette 
derniere extention a l'avantage de reduire tres significativement le temps de mise a 
jour de la table de hachage qui est en pratique la phase de calcul preponderante. 
Dans le cadre de la librairie METALAB, la Caracteristique NstNgbTwxHshTbl ainsi que 
le Serveur ByGanNstMbrTwxSvr presentes en annexe B.4 implantent les deux com-
posantes necessaires a la composition de la methode taboue utilisant une table de 
hachage avec listes de proximite tronquees. Des tests de comparaison seront presen-
tes en fin de section suivante, apres avoir introduit une derniere acceleration possible 
du voisinage 2-opt s'appuyant sur la majoration des diametres des sous-sequences 
inversees. 
7.3 Segmentation du voisinage 2-opt 
L'incrementation du voisinage selon le schema precedent a permis de ramener le 
temps de calcul de chaque iteration a l'ordre O(N) sans poser de problemes en 
pratique pour la taille de la memoire. Cette premiere approche ne semble toutefois pas 
etre en mesure de faire concurrence aux techniques d'acceleration pour la descente en 
premiere amelioration puisque dans ce cadre nous avions fait etat d'un nombre O(N) 
d'iterations et d'un nombre cumule O(N) devaluations de mouvement, ce qui donne 
0(1) examens de mouvements par iteration en moyenne au cours de l'algorithme. En 
fait, la table de hachage precedente est interessante en pratique car elle permet de 
faire des mesures exactes sur le comportement de la methode taboue pour des tallies 
de probleme et un nombre d'iteration beaucoup plus grand que ne le permettrait une 
recherche explicite du meilleur mouvement a chaque iteration. 
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Diametre moyen et partition (en pourcentage) des diametres 
Umoy 
CW PPV RD 
5.22 5.55 6.51 
2.90 3.73 2.63 
4.09 3.84 5.53 
11.2 11.9 17.8 
9.50 12.0 8.05 
3.22 3.06 3.22 
5.35 4.92 6.71 
%{i\di > 2dmoy} 
CW PPV RD 
13.9 12.9 12.5 
3.45 6.49 0.77 
7.60 7.47 8.15 
10.3 10.5 11.0 
10.6 8.15 11.4 
3.47 2.61 3.12 
5.93 3.45 2.78 
%{i\di > Admoy) 
CW PPV RD 
0.95 0.59 1.89 
0.90 0.65 0.34 
1.47 2.04 3.66 
6.27 6.81 8.79 
6.53 6.67 4.91 
2.91 0.97 1.95 
4.33 0.97 1.71 
%{i\di > 8dmoy} 
CW PPV RD 
0.01 0.00 0.02 
0.52 0.04 0.11 
0.74 0.92 2.32 
2.84 3.13 3.55 
1.79 5.71 1.63 
1.24 0.44 0.34 
1.02 0.69 1.51 
Longueur des sous-sequences inversees. Nous avons en particulier utilise la 
table de hachage precedente afin de mesurer sur une periode de 100000 iterations et 
pour un assez large spectre de tallies de probleme la longueur des sous-sequences qui 
sont inversees par les mouvements selectionnes par la methode taboue. Rappelons 
que l'application d'un 2-opt peut etre implantee par l'inversion d'une des deux sous-
sequences induites par les deux arcs sortants et que pour les tournees proposees au 
chapitre 5, cette operation fonctionne en inversant toujours la plus petite de ces deux 
sous-sequences. La moyenne ainsi que quelques proprietes concernant la distribution 
de ces longueurs sont mentionnees dans le tableau 7.2. II est ici tres interessant de 
remarquer qu'en moyenne la longueur observee est beaucoup plus petite que la taille 
N du probleme de meme que la moyenne O(N0-75) observee en phase de descente pure. 
Pour les problemes considered, ce diametre moyen ne semble meme pas augmenter 
avec le nombre iV de villes. La deuxieme amelioration de la methode taboue que nous 
proposons exploite cette propriete. 
Segmentation des diametres. Que la methode taboue opere des mouvements de 
petit diametre n'est pas etonnant. Lorsqu'en mode metaheuristique la trajectoire de 
recherche avoisine continuement de bonnes solutions, il est en effet raisonnable de 
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penser que pour une taille de liste taboue bien choisie, la recherche a naturellement 
tendance a osciller, a l'echelle du mouvement 2-opt, entre une phase de diversification 
et d'intensification. La diversification a lieu lorsque deux sommets voisins en distance 
mais eloignes sur la tournee sont relies par le mouvement selectionne. Cette phase 
entraine alors certaines perturbations aux bornes de la sous-sequence inversee que les 
mouvements suivants auront successivement tendance a reparer. L'oscillation entre 
ces deux tendances ne suit malheureusement pas un critere rationnel tel qu'implante 
habituellement dans des strategies alternant intensification et diversification. En ef-
fet, le choix du mouvement suit le seul critere de gain, ce qui empeche par exemple 
parfois de visiter plus intensivement qu'il ne faudrait le voisinage d'une solution ou 
deux sommets auparavant distants sur la tournee ont ete relies. La segmentation 
du voisinage que nous proposons exploite le petit diametre d'inversion qu'operent 
les mouvements en moyenne, pour d'une part accelerer davantage la selection d'un 
mouvement et d'autre part pour controler le temps passe a post-optimiser la solu-
tion obtenue apres diversification. Le principe est de n'autoriser pendant un certain 
nombre d'iterations que des mouvements a petit diametre. 
Recherche d'un mouvement de petit diametre. En plus d'autoriser le controle 
de la duree de reparation d'une solution elite, la segmentation du voisinage per-
met d'accelerer tres significativement la selection d'un mouvement. En effet, puis-
qu'on borne les diametres des mouvements selectionnables a un nombre L negli-
geable par rapport a la taille du probleme, le nombre de mouvements a enumerer 
est de l'ordre de O(LN). Pour des parametres dmin et dmax judicieux, la structure 
ByMidBndDiaTwxSvr presentee a la figure 5.16 au chapitre 5 realise par exemple une 
telle enumeration. En reprenant l'idee d'une table de hachage, il est toutefois possible 
de faire beaucoup mieux. Dans ce cas, il est inutile de repertorier chaque mouvement 
en double comme auparavant puisque seuls 0(L2) mouvements sont touches (soit 
qu'ils changent de statut valide/invalide soit qu'ils apparaissent/disparaissent) par 
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le mouvement qu'on applique entre deux iterations. Avec une notation judicieuse 
de chaque mouvement, il est alors possible de detecter chaque mouvement touche 
ainsi que de corriger ses coordonnees et son positionnement dans la table en temps 
constant. La maintenance de la structure s'effectue alors en 0(L2). De plus, le pro-
bleme de dominance des mouvements valides par les mouvements invalides disparait 
de sorte que la recherche du meilleur mouvement s'effectue en temps constant. Notons 
enfin que l'initialisation de la structure opere en 0(LN + D), ce qui est amorti en 
pratique si on effectue 0(N/L) iterations d'intensification (le terme en D peut-etre 
amorti sur l'ensemble des iterations de 1'algorithme puisqu'il provient seulement de 
l'allocation initiale du tableau qui refere l'ensemble des lignes d'enregistrement). La 
Caracteristique BndDiaTwxHshTbl fournie en annexe B.5 implante la table de hachage 
telle que decrite dans cette section pour des mouvements a petit diametre. Le Ser-
veur ByGanBndDiaTwxSvr presente en annexe B.6 utilise ensuite cette table afin de 
circuler comme convenu par ordre de gain decroissant sur le voisinage restreint aux 
petits diametres. 
Le tableau 7.3 compare les temps de calcul ainsi que la valeur de la meilleure solution 
trouvee par des algorithmes de recherche locale s'appuyant sur les tables de hachages 
AllTwxHshTbl (incrementation exacte du voisinage etendu), BndDiaTwxHshTbl (in-
crementation du voisinage classique, mais segmente a des petits diametres d'inver-
sion) et NstNgbTwxHshTbl (incrementation acceleree du voisinage etendu par listes 
de proximite tronquees). Dans chaque cas, la premiere ligne indique la meilleure 
valeur trouvee en 100000 iterations, et la deuxieme, le temps de calcul ecoule en 
secondes. Les premiere et deuxieme colonnes indiquent le nom et la taille ainsi que 
pour reference, la valeur de la tournee optimale de chaque probleme. La troisieme 
colonne indique les parametres des methodes de resolution. Le parametre T, dont 
nous avons cherche les valeurs optimales au cours d'experimentations preliminaires, 
correspond a la longueur de la liste taboue (basee sur les Attributs ToAdj et FrAdj 
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du chapitre precedent). Le parametre L, qui correspond au diametre maximal consi-
dere dans le cas de la segmentation du voisinage, est toujours egal a 10, ce qui pour 
la majorite des problemes etudies dans ce chapitre, correspond au double du dia-
metre moyen inverse. Le parametre K, enfin, correspond au rang du dernier voisin 
considere par la troncature des listes de proximite dans le cas de l'incrementation 
acceleree du voisinage etendu. Nous avons choisi de tester des valeurs de K « x/iV. 
Chacune des trois approches est testee depuis un meme triplet de solutions initiales 
obtenu apres application d'une descente en meilleure amelioration depuis le resul-
tat de l'algorithme de Clarke et Wright (cw), depuis le resultat de l'algorithme des 
plus proches voisins (PPV), et enfin, depuis une solution generee au hasard. Avant 
de poursu ivre l 'analyse de ces resu l ta t s exper imentaux , rappe lons que la colonne de 
reference AllTwxHshTbl constitue deja une amelioration tres significative en terme 
de temps de calcul relativement a remuneration sequentielle de tous les mouvements 
a chaque iteration. 
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Bien qu'elle ait permis d'ameliorer la solution initiale, remarquons d'abord que la 
segmentation du voisinage est tres nettement moins emcace que les deux autres ap-
proches a tendre vers l'optimum. Des trois approches proposees, la segmentation du 
voisinage est en effet, par construction, celle qui opere seulement des mouvements ne 
modifiant que tres localement la structure de la solution courante. Si cette propriete 
peut constituer un atout considerable lorsqu'on souhaite controler l'intensification de 
la recherche autour d'une solution elite, elle s'avere ici trop statique pour ameliorer 
globalement des solutions encore trop eloignees de l'optimum. Son usage, a reserver 
en phase de post-optimisation, benefie par ailleurs d'un temps de calcul tres proche 
de 0(1) si on considere, a l'analyse du tableau 7.2, que le diametre moyen des sous-
sequences inversees par une methode taboue ne s'accroit que tres legerement avec la 
taille du probleme. 
Tel que nous l'avions anticipe, remarquons que la troncature des listes de proximite 
peut etre effectuee pour des valeurs de K beaucoup plus petites que dans le cas de 
la phase de descente pure initiale (ou K prenait des valeurs entre 0.4/V et 0.87V, cf. 
section 7.1). En effet, pour des valeurs allant de K = 10 (pour un PVC de 101 villes) a 
K = 50 (pour un PVC de 2392 villes), les meilleures solutions trouvees sont reparties 
de maniere assez equilibrees entre la methode taboue s'appuyant sur le voisinage 
etendu complet (AllTwxHshTbl) et la methode taboue acceleree s'appuyant sur les 
listes de proximite (NstNgbTwxHshTbl). Empiriquement, la troncature du voisinage 
etendu a done l'avantage de reduire le temps de calcul de chaque iteration en dec,a 
d'une fonction lineaire, tout en proposant des valeurs de solutions comparables, sinon 
meilleures, que l'enumeration complete du voisinage. 
7.4 Techniques d'anticipation 
Les differentes techniques d'acceleration de la recherche que nous avons proposees au-
torisent une troisieme amelioration de la methode taboue. Nous reprenons pour cela 
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l'idee des techniques d'anticipation qu'on retrouve notamment en programmation 
par contraintes. Dans ce paradigme, chaque point de branchement de l'algorithme 
de recherche effectue une dichotomie sur l'ensemble des valeurs encore affectables a 
une variable donnee. Selon ce seul schema, l'algorithme opere la recherche de solu-
tion avec chainage arriere classique de l'intelligence artificielle. La programmation par 
contraintes se distingue par Pintegration a chaque point de branchement d'un certain 
nombre de mecanismes qui visent a reduire le domaine des valeurs affectables aux 
autres variables en propageant circulairement l'effet de bord qu'induit la restriction 
d'une variable vis-a-vis des autres variables partageant une meme contrainte. Cette 
approche constitue une technique d'anticipation puisqu'a chaque point de branche-
ment, l'algorithme anticipe l'effet du choix effectue. De cette fagon, le sous-arbre de 
resolution sous-jacent a chaque branchement peut-etre grandement reduit, ce qui a 
pour effet d'accelerer l'algorithme si le calcul d'anticipation ne coute pas trop cher. 
Technique d'anticipation pour la methode taboue. L'espace de recherche et le 
deploiement de la trajectoire des solutions etant tout a fait differents dans le contexte 
de la recherche locale, les techniques d'anticipation prennent ici une forme autre-
ment particuliere. Nous proposons a cet effet de ne pas choisir a chaque iteration 
le meilleur mouvement possible non tabou mais plutot de developper temporaire-
ment une recherche locale pour un horizon de H mouvements applicables depuis la 
solution courante. En premiere iteration temporaire, nous gardons les w\ meilleurs 
mouvements non tabous, lesquels permettent d'acceder aux solutions voisines qu'on 
note S}, .-.S™1 par ordre croissant relativement a leur fonction cout. A partir de cha-
cune de ces solutions une deuxieme iteration temporaire est effectuee. Pour chaque 
solution St\~.,S?1"Wk (avec S}~1 > ... > Sl"™",...,^"1 > S?1"Wk) obtenue apres 
la fcieme iteration temporaire, on repete le meme schema en retenant pour chaque 
solution atteinte ses Wk+i meilleurs mouvements non tabous. Apres la derniere itera-
tion temporaire, le premier mouvement qui se situe sur le chemin qui a conduit a la 
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meilleure solution identifiee en phase d'identification est definitivement applique. La 
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Figure 7.2 - Hyper-voisinage visite par une phase d'anticipation (3,2) 
Lors de la phase d'anticipation, un mouvement est tabou s'il conduit a une solution 
recemment visitee sur la trajectoire de recherche temporaire, c'est-a-dire sur la tra-
jectoire de recherche principale So...Si suivi du chemin partant de Si et menant a 
la solution temporaire courante. Selon ce critere, il est done possible de visiter deux 
fois la meme solution temporaire dans la meme phase d'anticipation ou dans deux 
phases d'anticipation consecutives mais il est impossible qu'une solution temporaire 
soit visitee deux fois sur une meme branche de la phase d'anticipation. La figure 
7.2 illustre le schema de resolution ainsi mis au point. Sur chaque arc, on indique le 
gain du mouvement correspondant. Pour la phase d'anticipation presentee, le mouve-
ment conduisant a Sf est finalement definitivement applique car Sfl est la meilleure 
solution de l'hyper-voisinage. Ce mouvement alimente alors la liste taboue pour un 
certain nombre d'iterations. Notons que lors d'une derniere iteration temporaire, seul 
le meilleur mouvement peut conduire a la meilleure solution visitee en phase d'an-
ticipation. On a done toujours WH — 1. Pour la suite, la notation (wi, ...,WH-I), OU 
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chaque Wk represente la largeur de la fcieme iteration temporaire, est utilisee pour de-
signer les parametres du schema d'anticipation. En particulier, la suite vide () designe 
ainsi la methode taboue sans anticipation. Dans le cas general, une phase d'antici-
pation visite w\ + W1W2 + ... + (WI...WH-I) solutions suite a l'application temporaire 
des mouvements. 
Un exemple de scenario. Le cas de figure presente a la figure 7.3 montre une situa-
tion ou une methode taboue sans technique d'anticipation ignore la solution optimale 
pour la portion de tournee consideree. Cette solution est par contre identifiee par un 
mecanisme avec anticipation (3,2). Notons que sans anticipation, il serait possible 
que la methode taboue selectionne depuis la solution S} un mouvement 2-opt diver-
sifiant mais degradant ce qui pourrait avoir comme consequence que la reparation 






















^ + 1 (optimum local) 
atteint par la phase 
d'anticipation a la 
prochaine iteration 
Figure 7.3 - Comparaison de la methode taboue avec/sans anticipation 
Ann de tester l'incidence des techniques d'anticipation en phase d'intensification, 
nous avons genere pour chaque probleme etudie dans ce chapitre un quadruplet 
de solutions elites. Nous avons dans un premier temps genere un ensemble de 20 
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solutions initiales (10 par l'algorithme de Clarke et Wright en faisant varier le depot, 
et 10 par Palgorithme des plus proches voisins en considerant les sommets dans un 
ordre different) pour chacune desquelles 500000 iterations de la methode taboue ont 
ensuite ete executees. Chaque quadruplet a finalement ete obtenu en ne retenant que 
les quatre meilleures solutions, obtenues depuis des solutions initiales distinctes. Ce 
cadre d'etude est preliminaire puisqu'en pratique, on aurait tout interet a chercher 
de telles solutions d'elite, par exemple, par une variante de l'algorithme de Lin et 
Kernighan, plus rapide. La raison pour laquelle nous avons choisi un tel protocole est 
que nous disposions deja des algorithmes necessaires. Pour chaque probleme, le cout 
de la solution d'elite a ameliorer ainsi que la valeur de la meilleure solution obtenue 
apres 100 iterations d'une anticipation de parametre (100) sont representees dans le 
tableau 7.4. A titre d'indication, nous fournissons dans chaque cas le pourcentage 
a l'optimum. Pour les problemes de petites tailles, notons que les solutions d'elite 
sont assez proches de l'optimum de sorte que la phase d'intensification permet de 
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diminuer de maniere consequente l'ecart relatif a l'optimum. Pour les problemes de 
plus grande taille, 1'amelioration obtenue sur le pourcentage a roptimum augmente 
en valeur absolue mais diminue en valeur relative. Dans chaque cas, 1'amelioration 
est obtenue en quelques secondes. 
7.5 Conclusion 
Nous avons presente dans ce chapitre un certain nombre d'accelerations significa-
tives pour l'exploration du voisinage 2-opt. Aucune des techniques presentees n'ont 
a notre connaissance ete a ce jour proposees dans la litterature. Nous avons enfin 
exploite l'incrementation limitee aux K plus proches voisins du 2-opt etendu arm 
de construire un outil de post-optimisation base sur des techniques d'anticipation. 
L'experience a montre que pour chaque probleme, le pourcentage a l'optimum a pu 
etre ameliore de maniere significative sur un petit nombre d'iterations et pour des 
temps de calcul relativement courts. L'objectif de ce chapitre etait par ailleurs de 
montrer, en correspondance avec l'annexe B, comment il est possible de poursuivre 
un travail de developpement efficace au moyen de la librairie METALAB. 
Du point de vue de la recherche locale, l'etude du 2-opt pour le PVC faite dans ce 
chapitre constitue un travail preliminaire. Les differents axes de recherche en voie 
d'etre etudies concernent, d'une part, l'approfondissement de l'etude des techniques 
d'anticipation, et d'autre part, la mise en place d'un algorithme tabou permettant de 
generer des solutions elites efficacement. Pour ce dernier point, le remplacement des 
K plus proches voisins au sens de la distance par les K plus proche voisins au sens 
du cout d'opportunite propose par Helsgaun (2000) est en cours d'examen. Etant 
donne un 1-arbre de poids minimum, le cout d'opportunite d'une arete est definie 
par le surplus de poids induit sur le 1-arbre si on Poblige a contenir l'arete consideree. 
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Sous ce critere de proximite, il a ete observe sur la plupart des problemes T S P L I B 
que les solutions optimales sont constitutes uniquement d'aretes dont un des deux 
sommets appartient aux cinq plus proches sommets de l'autre l'extremite. Pour le 
probleme pr2392 par exemple, ceci permettrait de limiter K a la valeur 5. D'une 
part, l'incrementation du voisinage serait beaucoup plus rapide, et d'autre part, la 
recherche focaliserait sur les aretes interessantes, ce qui devrait diminuer grandement 
le nombre d'iterations necessaires pour trouver de bonnes solutions. 
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Conclusion 
Nous avons presente dans cette these un modele de programmation generique pour 
la recherche locale. D'une part, l'objectif theorique a consiste a analyser les construc-
tions informatiques factorisables rencontrees dans le domaine de la recherche locale. 
D'autre part, l'objectif pratique a conduit a developper et a experimenter la librairie 
METALAB. NOUS rappelons dans un premier temps les contributions majeures qui 
ont ete realisees en vue de ces objectifs puis donnons quelques axes de recherche 
pertinents dans le prolongement du travail effectue. 
Une premiere contribution de la these a ete de prolonger l'approche des cadres d'ap-
plication proposes dans la litterature. Tout comme ces utilitaires, une librairie ge-
nerique permet en effet d'utiliser des schemas algorithmiques deja programmes et 
auxquels on passe en parametre les composantes propres a un contexte particulier. 
Cette propriete assure la reusabilite des composantes algorithmiques et la generi-
cite du logiciel relativement aux differents types de problemes. Mais contrairement 
aux cadres d'application, une librairie generique decompose les pieces logicielles en 
autant de concepts elementaires que possibles au nombre desquels les Attributs et Ca-
racteristiques servent de relais entre les autres pieces du logiciel. Comme nous l'avons 
montre au chapitre 6 par un certain nombre d'exemples, il devient ainsi facile d'adap-
ter certaines parties du schema de recherche locale selon la structure du probleme 
a resoudre. Comme illustre en fin de chapitres 5 et 7, il devient egalement possible 
de definir de nouveaux schemas de selection de mouvements sans rentrer dans les 
technicites de la librairie. Comparativement aux cadres d'application, une librairie 
generique supporte done la programmation de la recherche locale tant au niveau des 
composantes dependant du probleme que des composantes algorithmiques. 
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Une deuxieme contribution de la these a ete de proposer des mecanismes calculant 
l'ordre de maintenance des differentes pieces logicielles participant a une application 
donnee. Nous nous sommes appuyes pour cela sur des parcours dans des diagrammes 
de composition statiques representant l'interaction entre les differentes pieces logi-
cielles. Le seul calcul d'ordre de maintenance dynamique a lieu lorsqu'un Attribut est 
compose dynamiquement au moyen du mot-cle If tel qu'illustre au chapitre 4. Cette 
construction est utile lorsqu'on souhaite eviter de calculer systematiquement un Attri-
but qu'il soit effectivement utilise ou non. A noter que tous les ordres de maintenance 
sont etablis des la compilation du programme en fonction des composantes fournies 
dans les en-tetes BuildWith, MoveWith, ScanWith, etc. Cette technique, qui repose 
sur l'hypothese que peu d'Attributs sont en pratique integres dans une application, a 
l'avantage de se deployer sans surchage de calcul significative en cours d'execution. 
Pour des tests realises sur un algorithme en premiere amelioration resolvant le PVC 
pour des tailles allant de quelques centaines a plusieurs milliers de noeuds, le code 
genere par la librarie est reste en moyenne 30% plus lent que le meme programme 
code explicitement. II est peut-etre important de souligner le lien qui existe ici entre 
librairies generiques et langages declaratifs, dont le noyau repose egalement sur des 
calculs d'ordre de maintenance. A cet egard, les langages declaratifs font davantage 
d'hypotheses sur les modeles de recherche locale, lesquels doivent etre essentiellement 
analytiques, tels que rencontres en satisfaction de contraintes. Si elle est plus restric-
tive, cette approche permet en revanche de programmer les fonctions de maintenance 
(l'equivalent des fonctions scan et track) dans le noyau du langage de sorte que l'usa-
ger s'en tient a declarer les grandeurs qui doivent etre maintenues pour developper 
sa recherche. Dans l'autre sens, les langages declaratifs font moins d'hypotheses sur 
les diagrammes de composition que ne le font les librairies generiques. Dans notre 
approche, ces diagrammes doivent etre acycliques en temps de compilation alors que 
certains langages declaratifs resolvent les problemes de parcours dans les diagrammes 
en fonction des besoins effectifs de maintenance en temps d'execution. L'utilisation 
d'un langage declaratif peut alors induire une surcharge de calcul non negligeable. 
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Une troisieme contribution de la these concerne la realisation ainsi que l'experimen-
tation de la libraririe METALAB conformement au modele de programmation etabli 
en partie theorique. Pour cela, nous avons donne l'ensemble des specifications C+ + 
de chaque concept de la recherche locale et avons documents leur programmation 
au moyen d'exemples didactiques. L'utilisation de METALAB a ete illustree sur le 
probleme du voyageur de commerce, le probleme 3-SAT, le probleme du voyageur 
de commerce avec couts d'aretes dependant du temps, le probleme de la p-mediane, 
le probleme de coloration de graphe, et enfin, le probleme d'affectation quadratique. 
Nous avons egalement montre comment realiser des composantes generiques de listes 
taboues, de longueur fixe ou variable, ainsi que le critere d'acceptation utilise dans 
le recuit-simule. Nous avons aussi montre comment accelerer la recherche au moyen 
d'Attributs ou de Caracteristques auxiliaires. En particulier, nous avons montre com-
ment composer dans un Serveur des Caracteristiques maintenant l'ensemble des mou-
vements selon l'ordre des gains induits par ces mouvements. Enfin, nous avons montre 
comment finaliser la recherche en declarant et en initialisant un Explorateur, puis en 
iterant sur les fonctionnalites de recherche que ce dernier propose. 
Une quatrieme contribution de la these concerne enfin l'etude de la methode taboue 
pour la resolution du voyageur de commerce. Cette etude visait a corriger le point de 
vue considerant que la methode taboue est inefficace pour ce probleme en raison du 
calcul de complexite quadratique necessaire pour evaluer l'ensemble des mouvements 
2-opt a chaque iteration. Dans un premier temps, nous avons defini un voisinage 
etendu dont le nombre de mouvements affectes a chaque iteration est de l'ordre du 
nombre N de sommets. Cette premiere phase, qui a permis d'etudier le comportement 
de la methode taboue sur un grand nombre d'iterations et sur un assez large spectre 
de tailles de problemes, a montre qu'une fois la phase de descente pure achevee, 
la methode taboue ne choisit quasiment que des mouvements inversant des sous-
sequences de diametres negligeables par rapport a N. Nous avons done defini un 
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algorithme de recherche se limitant a la version limitee des 2-opt de faibles diametres. 
Ann d'ameliorer la recherche en phase d'intensification, nous avons enfin propose un 
schema de selection avec anticipation, ou a chaque iteration, le mouvement choisi est 
celui situe en premier sur le chemin conduisant a la meilleure solution temporairement 
visitee au moyen de moins de d mouvements depuis la solution courante. L'etude de 
la methode taboue pour le voyageur de commerce a par ailleurs ete l'occasion de 
montrer l'utilite de la librairie METALAB pour la conduite de projets avances. 
Les principaux axes de recherche qu'on pourrait suivre dans le prolongement de cette 
these concernent principalement l'extension de la librairie METALAB. Une premiere 
extension interessante consisterait a definir le concept d'Environnement comme un 
groupe de Caracteristiques definies a l'exterieur d'un Explorateur. A ce propos, notons 
que dans la version actuelle de METALAB, Pensemble des composantes utilisees par un 
algorithme est defini localement dans l'Explorateur. Avec la notion d'Environnement, 
il serait possible d'integrer certaines composantes depuis l'exterieur. Cette possibilite 
ouvre la voie a des mecanismes de recherche locale parallele avec gestion de memoire 
partagee. Par exemple, une liste taboue integree dans un Environnement serait par-
tagee par l'ensemble des Explorateurs qui la composeraient. Une deuxieme extension 
possible de la librairie consiterait a definir des Attributs ayant une fonction scan 
pour plusieurs types de Mouvements. En combinant cette possibilite avec la notion 
d'Environnement, un ensemble de recherches fonde sur des schemas de mouvement 
distincts pourrait alors partager ses Caracteristiques, tel qu'une liste taboue. L'hy-
bridation de la programmation a memoire adaptive et de la recherche a voisinage 
variable serait ainsi encouragee. La derniere extension de la librarie concerne enfin le 
but ultimement poursuivi par la realisation de METALAB, consistant a implanter se-
lon un meme protocole un catalogue d'algorithmes de recherche locale efficaces pour 
des problemes incontournables, tant du point de vue du chercheur que du practicien. 
A terme, nous esperons que ce projet de standardisation, amorce dans cette these, 
contribue a faire progresser le paradigme de la recherche locale. 
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ANNEXE A : TECHNIQUES GENERIQUES 
DE C++ 
A.l Composantes gabarits et parametres-type 
Le langage C + + offre la possibility de parametrer la programmation de structures 
et de fonctions au moyen de types abstraits. Le programmeur en signale la construc-
tion par le mot-cle template suivi de la liste des parametres-type formels. De telles 
composantes sont appelees structures ou fonctions gabarits. La programmation d'une 
composante gabarit permet generalement de factoriser du code pouvant etre associe a 
des structures de donnees qui, en tant qu'argument de la composante gabarit, restent 
fonctionnellement similaires. Par exemple, la fonction gabarit min suivante peut etre 
utilisee pour tout type dont les valeurs peuvent etre comparees deux a deux. 
template <class T> T min(T a, T b) 
* r e tu rn (a<b) ? a : b ; 
7 \ 
L'appel min( l ,2 ) declenche la compilation 
de la version entiere, notee min<int>, pour 
laquelle T est remplace par in t . 
L'appel min(0 .9 ,2 .1) declenche la compilation 
de la version decimale, notee min<double>, pour 
laquelle T est remplace par double. 
L 
i n t min<int>(int a, i n t b) 
\ r e t u r n (a<b) ? a : b ; 
\ 
double min<double>(double a, double b) 
re turn (a<b) ? a : b; 
Plusieurs parametres-type peuvent entrer dans la definition d'une composante ga-
barit. La structure Graphe suivante considere le cas de graphes denses dont chaque 
sommet presente une demande, et chaque arc, une longueur ainsi qu'une capacite. 
Elle comporte un premier parametre pour le type de demande, un second pour le 
172 
type de longueur et un troisieme pour le type de capacite. Etant donnee une in-
dexation des sommets, demande [i] contient la demande associee au sommet i et 
longueur [ i] [j] (resp. capacite [ i] [j]) pointe sur la longueur (resp. la capacite) 
associee a l'arc (i, j) si ce dernier appartient au graphe et sur le pointeur nul sinon. 






class L=int, class C=int> struct Graphe 
II est possible de specifier la valeur par defaut d'un parametre-type. Pour cela, le 
parametre apparait dans la liste template suivi de la syntaxe =T, ou T est la valeur 
de type par defaut. Dans le cas present, Graphe<int, i n t , int> est le type de Graphe 
par defaut, auquel cas les demandes, longueurs et capacites sont entieres. 
A.2 Definition et transmission de types 
Une composante gabarit est en general reliee a un ensemble de types qui caracterise 
son fonctionnement interne ainsi que son integration dans le programme. La struc-
ture Graphe est par exemple associee a des types de demande, de longueur et de 
capacite. Lorsqu'une telle composante est passee elle-meme en parametre-type, il est 
souvent necessaire de transmettre ses types associes. Par exemple, la fonction gaba-
rit template <class G> bool somme_demande_nulle(G*) suivante, verifiant que la 
somme des demandes est nulle, necessite de connaitre le type de demande employe. 
Le C + + permet d'effectuer la transmission des types associes au moyen des mots-
cles typedef, :: et typename. Le mot-cle typedef sert ainsi a creer dans Graphe 
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un synonyme pour chacun de ses types associes. L'operateur :: permet ensuite aux 
parties de programme utilisant le graphe d'acceder a ces synonymes. Une composante 
gabarit qui prend un graphe G en parametre accede ainsi aux types de demande par 
la syntaxe typename G: :TypeDemande. Le mot-cle typename indique au compilateur 
que l'expression qui suit immediatement est une identification de type. L'operateur 
:: a une fonction de genitif, G:: TypeDemande designe done le type TypeDemande 
relatif a G. La creation des synonymes dans Graphe est a cet egard indispensable. 
template <class D, c l a s s L, c l a s s C> s t r u c t Graphe 
{ 
typedef D TypeDemande; 
typedef L TypeLongueur; 
typedef C TypeCapacite; 
[•••] 
' template <class G> bool somme_demande_nulle(const G& g) 
typename G::TypeDemande d_tot=0; 
for (int i=0; i<g.nb_sommets; i++) d_tot += demande[i]; 
return (d_tot == 0); 
A.3 Polymorphisme statique 
Le polymorphisme statique permet de specialiser la programmation d'une compo-
sante gabarit pour des parametres-type particuliers. Cette specialisation est parti-
culierement interessante lorsqu'elle permet de coder plus efficacement une compo-
sante gabarit au regard de l'utilisation particuliere qui en est faite. Dans le cas de 
la structure Graphe, deux simplifications peuvent par exemple se presenter : d'une 
part, lorsque les capacites sont infinies, et d'autres part lorsque les longueurs d'arcs 
sont unitaires. II est possible de traduire ces deux situations en designant le type 
void pour le parametre correspondant. Dans ce cas, Graphe<int, int ,void> (resp. 
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Graphe<int,void,int>) represente un graphe pour lequel les demandes sont en-
tieres, les longueurs sont entieres (resp. unitaires) et les capacites infinies (resp. en-
tieres). Le polymorphisme statique du C + + prend deux formes : la specialisation 
totale et la specialisation partielle. Dans la premiere, on reprogramme la composante 
pour un jeu particulier de parametres-type. Dans la deuxieme, on reprogramme la 
composante pour un sous-ensemble de parametres-type fixes, les autres restant ge-
neriques. Dans l'exemple suivant, on redefinit la structure de Graphe pour le cas ou 
les capacites sont infinies, les types de longueur et de demande restant generiques. 
template <class D, 
i n t nb_sommets; 
D* demande; 
L*** longueur; 
> : [ - . . J 
c l a s s L> s t r u c t Graphe<D,L,void> 
Comme pour les structures, on peut specialiser la definition de fonctions. Dans 
l'exemple suivant, un algorithme de flot a cout minimum est ainsi defini une premiere 
fois de maniere generale, puis est ameliore pour les graphes a capacites infinies. 
template <class D, c l a s s L, c l a s s C> 
void flot_cout_min(Graphe<D,L,C>* g) 
[...] Version ggnerique 
j» template <class D, c l a s s L> 
flot_cout_min<D,L,void>(Graph<D,L,void>* g) 
[ . . . / Version PCC pour des capacites infinies 
A.4 Techniques d'etiquetage 
Les techniques d'etiquetage consistent a aiguiller explicitement les modes d'integra-
tion d'une composante gabarit par la definition de types-etiquette indicatif de ces 
modes. Ces techniques sont parfois necessaires pour prolonger les dispositions gene-
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riques du C + + . Elles servent par exemple a moduler l'interaction entre composantes, 
ou encore, a moduler la transmission de valeurs a la peripheric d'une fonction. 
Modulation des interactions entre composantes. L'interaction entre algorithmes 
(recherche, tri, ...) et conteneurs (listes, tableaux, ...) que propose la librairie stan-
dard du C + + repose en partie sur des techniques d'etiquetage qu'on applique aux 
iterateurs. Rappelons qu'un iterateur est une structure qui reunit les operations de 
naviguation et d'acces relatives a l'utilisation d'un conteneur. Quel qu'en soit le co-
dage, qui depend des specificites du conteneur auquel il s'applique, un iterateur est 
soit incremental en avant, en arriere, dans les deux sens, ou bien dispose d'un acces 
aleatoire. II est pertinent d'adapter la programmation d'un algorithme donne selon 
ces quatre categories. L'exemple suivant montre comment alors distribuer la meilleure 
version d'algorithme en fonction de la categorie d'iterateur qu'offre un conteneur. 
struct EstEnAvant { } ; 
struct EstAleatorie { } ; 
struct Liste { [. . .] } ; 
struct Tableau { [... ] } ; 
struct L i s t e l t r { typedef EstEnAvant Categorie; [• • •] } ; 
struct Tableaultr { typedef EstAleatoire Categorie; [• • •] J; 
template <class ITR, c lass CAT=typename ITR::Categorie> 
void sort(ITR debut, ITR f in) 
,[•••] Fonction de tri tres generate, peu efRcace 
template <class ITR> 
void sort<ITR,EstAleatoire>(ITR debut, ITR f in) 
^ [• •.] Fonction de tri specialisee pour les iterateurs avec acces aleatoire 
Deux types-etiquette sont prealablement definies dans le premier bloc : EstEnAvant 
symbolise la categorie des iterateurs en avant, EstAleatoire designe la categorie 
des iterateurs a acces aleatoire. Dans le deuxieme bloc, on se donne deux conteneurs, 
Lis te et Tableau, et dans les deux cas, l'iterateur approprie a l'interieur duquel un 
synonyme est employe a designer la categorie d'iterateur correspondante. L'iterateur 
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de liste L i s te l tr est ainsi etiquete iterateur en avant alors que l'iterateur de tableau 
Tableaul tr est qualifies d'iterateur offrant un acces aleatoire. Dans le troisieme bloc, 
on definit une version generale d'un algorithme de tri, sort, ainsi qu'une version 
adaptee au cas ou le deuxieme parametre-type, qui vaut ITR: :Categorie, indique un 
iterateur avec acces aleatoire. Comme l'illustre la fonction principale ci-dessous, cette 
construction permet de selectionner la meilleure version d'algorithme en fonction de 




[...] Definition d'une L i s t e 1st et d'un Tableau 
Les methodes 1 s t . 
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, t b l 
et 1 s t . end renvoient des 
• e n d O ) ; 
et t b l . end renvoient des 
• e n d O ) ; 




avec acces aleatoire 
Dans le second appel de sort, le compilateur detecte que les variables sont de type 
Tableaultr . Comme Tableaultr::Categorie est synonyme de EstAleatoire, le 
compilateur developpe la version sort<TableauItr,EstAleatoire>. A cet egard, 
rappelons que le C + + distribue la definition gabarit dont les parametres-type for-
mels couvrent le plus precisement possible les parametres-type effectifs. II s'agit ici 
de la deuxieme definition de sort , qui correspond comme convenu a la version la 
plus efficace. Notons que la technique d'etiquetage ne touche pas l'interfagage entre 
composantes : les deux appels de sort utilisent exactement la meme syntaxe. 
Modulation des transmissions de valeur. La fonction min presentee en debut 
d'annexe peut etre specialisee dans le cadre de parametres-type correspondant a des 
objets de grande taille. Celle-ci peut en effet s'averer inutilisable pour ce genre de 
type puisque la valeur de ses arguments ainsi que sa valeur de retour sont transmises 
par copie. Une alternative consiste a transmettre ces valeurs par reference constante. 
Pourtant, il ne s'agit plus de la meme fonction puisque les arguments ne sont plus 
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les memes : d'une part, ceci oblige a ecrire la fonction une deuxieme fois, et d'autre 
part, aucune specification ne permet de savoir quel type utilise quelle version de min. 
template <class T> const T& min(const T& a, const T& b) 
* r e t u r n (a<b) ? a : b ; 
Le code suivant montre comment la technique d'etiquetage permet de programmer 
directement le type des arguments de min en fonction du parametre-type. Dans le 
premier bloc, on definit un type-etiquette gabarit template <class T> Spec a l'in-
terieur duquel on specifie le type de passage en argument d'un objet T pour la fonction 
min. La premiere definition, generique, stipule que par defaut, le passage s'effectue 
par reference constante. Pour les types qui ne doivent pas suivre ce comportement, 
on redefinit la structure. Par exemple, les in t et les double sont passes par valeur. 
Dans le deuxieme bloc, la fonction min est finalement ecrite d'une seule main. Quel 
que soit T, Spec<T>: :TypePassage designe l'argument souhaite. 
template <class T> s t r u c t Spec { typedef const T& TypePassage; } ; 
template <> s t r u c t Spec<int> { typedef i n t TypePassage; } ; 
template <> s t r u c t Spec<double> { typedef double TypePassage; } ; 
template <class T> 
Spec<T>::TypePassage min(Spec<T>::TypePassage a, Spec<T>::TypePassage b) 
* r e t u r n (a<b)? : b ; 
A.5 Meta-structures et generation de classes 
Les meta-structures sont des structures C + + intervenant seulement en phase de 
compilation. Comme nous verrons dans la section suivante, elles sont passees en 
argument a des mecanismes qui generent ensuite automatiquement des classes qui 
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autrement devraient etre programmers manuellement par l'usager. Au plan seman-
tique, une meta-structure ne contient generalement que des synonymes de type. La 
liste de type TpLst presentee ci-dessous constitue un des exemples les plus usites de 
meta-structures. La syntaxe TpLst<int, TpLst<double, TpLst<char,NUL>» fait 
ainsi reference a la liste de types (int, double, char). En plus de TpLst, la librairie 
METALAB repose par exemple sur des graphes de types qui representent les differents 
diagrammes de composition intervenant dans une application de recherche locale. 
Structure vide servant de marqueur pour la fin de chaque liste 
s t r u c t NUL O; 
template <class T, 
typedef T Head; 
typedef U T a i l ; 
c l a s s U> s t r u c t TpLst 
Un exemple : IntDoubleCharLgt est 
typedef TpLst<int, TpLst<double 
synonyme de la liste de types ( int , double, 
, TpLst<char,NUL>» IntDoubleCharLst; 
char) 
A.6 Programmation en temps de compilation 
Les dispositions du C + + pour la programmation generique permettent d'utiliser 
le compilateur comme interpreteur afin de generer automatiquement en temps de 
compilation des classes ou des fonctions non triviales. Dans ce contexte, les meta-
structures constituent les entrees de Pinterpreteur, le polymorphisme statique offre le 
test conditionnel et la definition d'une classe generique en fonction d'elle-m^me offre 
les mecanismes de recursivite. On dispose alors d'une couche de langage s'apparentant 
aux formes de la programmation fonctionnelle. A titre d'illustration, les deux extraits 
de programme suivants montrent comment programmer la taille d'une liste de types 
ou encore comment retourner le type situe a une certaine position dans la liste. 
Notons que tout ce qui apparait dans une couche de programme C + + congu pour 
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etre interprets en temps de compilation est constant. Les entiers sont par exemple 
representee de maniere fixe par des constantes a l'interieur d'un enum. 
Predeclaration de la structure Size 
template <class> s t r u c t Size; 
Version de Size lorsque la liste est vide 
template <> s t r u c t Size<NUL> { enum { v = 0 }; }; 
Version g6n£rale deEnie recursivement 
template <class T, c l a s s U> s t r u c t Size<TpLst<T,U» {enum { v=l+Size<U>::v }; }; 
Un exemple : Size<IntDoubleCharLst>: :v est une constante egale a 3 
Predeclaration de la structure TpAt 
template <c lass , int> s t r u c t TpAt; 
Version de TpAt lorsque la position speciGee est 0 
template <class T, c l a s s U> s t r u c t TpAt<TpLst<T,U>, 0> { typedef T t ; }; 
Version generaie definie recursivement 
template <class T, c l a s s U, i n t i> 
s t r u c t TpAt<TpLst<T,U>, i> { typedef typename TpAt<U,i- l>:: t t ; }; 
Un exemple : TpAt<IntDoubleCharLst,l>: : t est synonyme de double 
Pour conclure, nous faisons a travers deux petits exemples un survol des techniques 
de programmation en temps de compilation utilisees par METALAB. A cet effet, com-
mengons par remarquer que lors de la declaration d'une recherche locale, l'ensemble 
des types de composantes utilisees par l'Explorateur peut etre calcule en temps de 
compilation par transition des types associes et peut etre des lors represente par une 
liste de types ObjLst. Egalement, sur la base de techniques similaires au traitement 
des listes de types, les differents diagrammes de composition ainsi que des fonctions de 
tri topologiques sur ces diagrammes peuvent etre dermis. En derivant un Explorateur 
de la classe Holding suivante avec ObjLst en parametre, celui-ci rassemble automa-
tiquement toutes les composantes necessaires au fonctionnement de la recherche lo-
cale. Notons que chaque composante porte alors le meme nom e l t dans l'Explorateur. 
Pour distinguer les differents champs, on precede e l t de l'operateur genitif comme 
le montre l'exemple d'acces a l'entier pour Holding<IntDoubleCharLst>. 
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Version simple de la structure Holding 
template <class T> s t r u c t Holding { T e l t ; } ; 
Version de Holding recursive pour les listes 
template <class T, c l a s s U> 
s t r u c t Holding<TpLst<T,U» : publ ic Holding<U>, publ ic Holding<T> O; 
Version de Holding pour la liste vide 
template <> s t r u c t Holding<NUL> -C }; 
Un exemple : (dans METALAB, ObjLst remplacerait IntDoubleCharLst) 
Holding<IntDoubleCharLst> exemple; 
exemple .Holding<int>:: e l t acc6s a l'entier 
Supposons maintenant que AL represente la liste triee par ordre topologique des At-
tributs d'un diagramme residuel d'enumeration pour un point d'enchainement donne. 
La structure ScanPropagator suivante propage alors l'ensemble des mises a jour 
d'Attributs necessaires selon l'ordre de maintenance induit par le diagramme et que 
specifie AL. Les fonctions ca l l appelees, qui sont definies de maniere generique dans 
la structure ScanCaller, transmettent finalement l'appel aux veritables fonctions scan 
definies par l'usager en alimentant la liste des arguments necessaires repertories dans 
l'Explorateur XPR. II est important de noter qu'aucune fonction virtuelle ou pointeur 
de fonctions ne sont ici utilises. II en decoule qu'apres compilation, la propagation 
est aussi efficace que si elle avait ete congue sur-mesure. 
Specialisation du foncteur ScanPropagator pour les listes de taille deux 
template <class XPR, c l a s s AL> s t r u c t ScanPropagator<XPR, At tLs t , 2> 
s t a t i c void propagate(XPR* xpr) 
{ ScanCaller<XPR, typename TpAt<AL,0>:: t>: :cal l (xpr) ; 
ScanCaller<XPR, typename TpAt<AL, l>: : t> : :ca l l (xpr) ; 
} ; } 
Specialisation du foncteur ScanCaller pour les attributs composant deux variables 
template <class XPR, c l a s s ATB> s t r u c t ScanCaller<XPR, ATB, 2> 
{ s t a t i c void call(XPR* xpr) 
xpr->Holding<Atb>.elt .scan ( 
xpr->Holding<typename TpAt<typename ATB::VarLst ,0>: : t>.el t 
. xpr->Holding<typename TpAt<typename ATB: :VarLs t , l> : : t> .e l t 
>; > 
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ANNEXE B : COMPOSANTES METALAB POUR 
LE PVC 
B.l Une struture preliminaire : TwxHshTbl 
Les Carateristiques AllTwxHshTbl, NstNgbTwxHshTbl et BndDiaTwxHshTbl, presen-
tees par la suite, permettent chacune de regrouper tout ou partie des Mouvements 
2-opt definis autour de la Solution courante. Ces regroupements, ou les Mouvements 
sont disposes selon leur gain, reposent sur la table de hachage TwxHshTbl suivante. 
struct TwxHshTbl 
int uk; 
s t r u c t Cel l { i n t k; Cell *n, *p; > * tab , **beg; 
TwxHshTbl(int t s z , i n t bsz) : uk(0) , tab(new C e l l [ t s z ] ) , beg(new Cel l*[bsz]) 
{ for ( i n t k=0; k<bsz; k++) beg[k] = NULL; 
} for ( i n t i=0; i < t s z ; i++) t a b [ i ] . k = - 1 ; 
~TwxHshTbl() { de l e t e [] t a b ; de l e t e [] beg; } 
void inser t (Cel l f t c e l l , i n t k) 
{ if (uk < ( c e l l . k = k)) uk = k; 
if ( c e l l . n = beg[k]) ce l l .n ->p = fecell; 
beg[k] = fecell, c e l l . p = NULL; 
void remove(Cell& cell) 
if (cell.p) cell.p->n = cell.n; 
else if (!(beg[cell.k] = cell.n) && cell.k==uk) while (!beg[--uk]); 
y,y 
if (cell.n) cell.n->p = cell.p; 
cell.k = -1; 
Figure B.l - Definition de la table de hachage TwxHshTbl 
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Dans cette table, les mouvements sont tries selon une cle definie par le gain du mou-
vement majore de la valeur 2*dst.MAX, dst.MAX etant la distance interponctuelle 
maximale du probleme, de sorte que 0 est la pire cle possible et 4*dst.MAX+l la 
meilleure possible. Une ligne d'enregistrement de niveau k est implementee par une 
liste chainee contenant 1'ensemble des mouvements de cle k. La structure Cell definie 
localement dans TwxHshTbl constitue chaque maillon de liste. Un maillon contient la 
cle du mouvement represents, ainsi que les adresses des cellules suivantes et prece-
dentes dans la ligne d'enregistrement de meme cle. Le tableau beg amorce les lignes 
d'enregistrement en pointant dans chaque cas sur la cellule de depart. Si la ligne de 
niveau k est vide, beg[k] vaut NULL. Le tableau tab contient enfin 1'ensemble des 
cellules independemment de leur gain. Au moyen d'une convention qui sera propre a 
AllTwxHshTbl, MstNgbTwxHshTbl et BndDiaTwxHshTbl, l'adresse d'une cellule dans 
tab permettra en fait de retracer les coordonnees du mouvement correspondant. No-
tons que l'entier uk represente la plus grande cle dont la ligne d'enregistrement est 
non vide. Au depart, toutes les lignes sont vides et uk vaut 0. Les methodes i n se r t 
et remove permettent ensuite, l'une, d'inserer une cellule de tab dans la ligne d'en-
registrement pour une cle notifiee, et l'autre, de retirer une cellule deja inseree. Lors 
de ces deux operations, la valeur de uk est maintenue coherente. 
B.2 La Caracteristique AllTwxHshTbl 
La Caracteristique AllTwxHshTbl, dont les trois extraits de codes suivants donne la 
definition complete, maintient dans la table de hachage TwxHshTbl, dont elle derive, 
tous les mouvements 2-opt du voisinage etendu defini au chapitre 6. Le tableau tab, de 
dimension N2, est ici considere comme une matrice dont l'element tab[p*dst . N+q] 
correspond aux coordonnees (p, q). Chaque rangee du tableau correspond a une arete 
de la tournee dont les tableaux I et J fournissent les extremites. Le couple de mou-
vements enregistre dans les cellules de coordonnees (p, q) et (q,p) supprime done les 
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aretes {I[p\, J\p]} et {I[q\, J[q]}- La partie superieure (resp. inferieure) de la matrice 
est reservee aux mouvements qui sont valides (resp. invalides) lorsque (I\p], J\p\) et 
(I[q\, J[q\) ont la meme orientation sur la tournee. A noter que pour chaque ligne ou 
colonne r de tab, trois cellules (une sur la diagonale et deux partageant un sommet 
avec {I[r\, J[r}} doivent rester deconnectees des lignes d'enregistrement car elles ne 
correspondent pas a des mouvements du voisinage etendu. Leur position est succep-
tible de changer en cours d'algorithme. 
template <class Dst> struct AllTwxHshTbl 
: TwxHshTbl, BuildWith<Tour<Dst>, Dst>, TrackWith<Twex<Dst>, Tour<Dst>, Dst> 
short *I, *J; 
~AllTwxHshTbl() { de l e t e [] I ; de l e t e [] J; } 
AllTwxHshTbl(const Tour<Dst>&, const Dst&); 
void track(Twex<Dst>&, const Tour<Dst>&, const Dst&); 
Figure B.2 - Definition de la Caracteristique AllTwxHshTbl 
L'implementation du constructeur est aisee. On circule sur la solution courante en 
affectant progressivement les champs des tableaux I et J. Parallelement, les cellules 
de tab sont progressivement inserees. 
template <class Dst> AllTwxHshTbKDst>: : 
AllTwxHshTbl(const Tour<Dst>& sol, const Dst& dst) 
: TwxHshTbl(dst.N*dst.N,4*dst.MAX+l), Knew short [dst.N]), J(new short [dst.N]) 
for (short p=0; p<dst.N; p++) 
J [ I [ p ] = p] = s o l . s u c c ( p ) ; 
for (shor t q=0; q<p; q++) 
if (J[p]==q I I J[q]==p) continue; 
i n t k = d s t ( p , J [ p ] ) + d s t ( q , J [ q ] ) + 2*dst.MAX; 
inse r t ( t ab [q*ds t .N+p] , k - d s t (p .q ) - d s t ( J [ p ] , J [ q ] ) ) ; 
i n se r t ( t ab [p*ds t .N+q] , k - d s t ( p , J [ q ] ) - d s t ( J [ p ] , q ) ) ; 
> } 
Figure B.3 - Constructeur de la Caracteristique AllTwxHshTbl 
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template <class Dst> void AllTwxHshTbl<Dst>:: 
track(const Twex<Dst>& mvt, const Tour<Dst>& sol, const Dst& dst) 
{ short p[2]; 
for (short i=0; i<2; i++) for (short q=0; q<dst.N; q++) 
if (I[q] == mvt.c[i][0] && J[q] == mvt.c[ i][ l ]) { p[i] = q; break; } 
else if (I[q] == mvt. c[i] [1] && J[q] == mvt.c[i][0]) { p[i] = q; break; } 
for (short i=0; i<2; i++) for (short q=0; q<dst.N; q++) 
{ if (I [q] ==I [p[i]] | I I [q] ==J[p[i]] I | J [q] ==I[p[i]] I I J[q] ==J [p[i]] ) continue; 
remove(tab[p[i]*dst.N+q] ) ; 
-, if (q!= p [ l - i ] ) remove(tab[q*dst.N+p[i]]); 
l[p[0]] = mvt.c[0][0]; J[p[0]] = mvt.c[l] [0] ; 
I [p[ l ] ] = mvt.c[0][ l] ; J[p[l]] = mvt .c [ l ] [ l ] ; 
for (short i=0; i<2; i++) for (short q=0; q<dst.N; q++) 
{ if (I[q]==I[p[i]] I I I[q]==J[p[i]] I I J[q]==I[p[i]] I I J[q] ==J[p[i]]) continue; 
int k = ds t ( I [p [ i ] ] , J [p [ i ] ] ) + dst(I [q] ,J[q]) + 2*dst.MAX; 
int dkl = ds t ( I [p [ i ] ] , I [q ] ) + dst (J[p[ i ] ] , J [q]) ; 
int dk2 = ds t ( I [p[ i ] ] , J [q] ) + d s t ( J [p [ i ] ] ) I [q ] ) ; 
insert(tab[p[i]*dst.N+q], k - ((p[i]<q)?dkl :dk2)); 
if ( q ! = p [ l - i ] ) insert (tab [q*dst. N+p [ i ] ] , k - ( (q<p [i] ) ?dkl :dk2)); 
Figure B.4 - Methode t rack de la Caracteristique AllTwxHshTbl 
La methode t rack comprend quatre parties. Premierement, on determine les coor-
donnees du mouvement mvt dans tab. Deuxiemement, on deconnecte tous les mou-
vements qui utilisent une des deux aretes supprimees par mvt. Troisiemement, on 
reaffecte les extremites d'arete des deux rangees deconnectees. Enfin quatriemement, 
on connecte les nouveaux mouvements qui apparaissent sur ces deux rangees. 
B.3 Le Serveur ByGanAllTwxSvr 
Le serveur ByGanAllTwxSvr peut traverser une table de hachage AllTwxHshTbl afin 
de visiter dans l'ordre decroissant des gains la totalite du voisinage 2-opt. Dans une 
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methode taboue, le serveur s'arrete par exemple des qu'un mouvement non tabou est 
identifie. Les coordonnees de chaque mouvement dans le formalisme de la structure 
Twex sont simplement calcules etant donnee la position de la cellule pointee dans le 
tableau h t . t a b . Dans les methodes f i r s t et next, chaque fois qu'un mouvement 
non valide du voisinage etendu est atteint, le Serveur prolonge la traversee. A chaque 
appel de next, le pointeur c e l l se deplace sur la cellule suivante dans la meme ligne 
d'enregistrement si possible et au depart de la prochaine ligne d'enregistrement non 
vide sinon. 
template <class Dst> struct ByGanAllTwxSvr 
: EnumerateWith<Twex<Dst>, Tour<Dst>, AllTwxHshTbl<Dst» 
{ 
const TwxHshTbl::Cell *cell; 
short p, q; 
void begin(Twex<Dst>&, const Tour<Dst>&, const AllTwxHshTbKDst>&); 
bool next (Twex<Dst>&, const Tour<Dst>&, const AllTwxHshTbl<Dst>&); 
Figure B.5 - Definition du Serveur ByGanAllTwxSvr 
template <class Dst> void ByGanAllTwxSvr<Dst>:: 
begin(Twex<Dst>& mvt, const Tour<Dst>& sol, const AllTwxHshTbKDst>& ht) 
{ cell = ht.beg[ht.uk]; 
for (;;) 
{ p = (int)((cell - ht.tab)/(sol.N)); 
q = (int)((cell - ht.tab)7.(sol.N)) ; 
if ((p<q)*((sol.succ(ht.I[p])==ht.J[p])"(sol.succ(ht.I[q])==ht.J[q]))) break; 
if (cell->n) { cel l = cell->n; } 
else { int k=cell->k-l; while ( Ih t .begW) k--; cel l = ht.beg[k]; } 
} 
mvt.c[0][0] = (ht.J[p]==sol.succ(ht.I[p]))? ht . I [p] : h t . J [p ] ; 
mvt.c[l][0] = (ht.J[q]==sol.succ(ht.I[q]))? ht . I [q] : h t . J [q ] ; 
mvt.c[0][l] = sol.succ(mvt.c[0][0]); 
mvt.c[l][ l] = sol.succ(mvt.c[l][0]); 
Figure B.6 - Methode begin du Serveur ByGanAllTwxSvr 
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template <class Dst> bool ByGanAllTwxSvr<Dst>:: 
next(Twex<Dst>& mvt, const Tour<Dst>& sol, const AllTwxHshTbKDst>& ht) 
^ for (;;) 
{ if (cell->n) -C cell = cell->n; > 
else { 
int k = cell->k; 
do { if (k-- == 0) return false; } while (!ht.beg[k]); 
cell = ht.beg[k]; 
} 
p = ( in t ) ( ( ce l l - h t . tab) / (sol .N)) ; 
q = (int) ( (cel l - ht .tab)°/„(sol.N)); 
if ((p<q)"((sol.succ(ht.I[p])==ht.J[p])"(sol.succ(ht.I[q])==ht.J[q]))) break; 
mvt.c[0][0] = (ht.J[p]==sol.succ(ht.I[p]))? ht . I [p] : h t . J [p ] ; 
mvt.c[l][0] = (ht.J[q]==sol.succ(ht.I[q]))? ht . I [q] : h t . J [q ] ; 
mvt.c[0][l] = sol.succ(mvt.c[0][0]); 
mvt.c[l][ l] = sol . succ (mvt. c [1] [0]) ; 
return t rue; 
Figure B.7 - Methode next du Serveur ByGanAllTwxSvr 
B.4 La Caracteristique NstNgbTwxHshTbl 
La Caracteritique NstNgbTwxHshTbl, dont les trois extraits de code suivants donne la 
definition complete, repose sur la meme architecture et sur la meme interpretation 
de tab que AllTwxHshTbl. Cependant, seuls les Mouvements du voisinage etendu 
qui introduisent dans la tournee au moins un arc dont une des deux extremites se 
situe parmi les K plus proches villes de l'autre extremite sont ici enregistres. Si Ton 
compare a AllTwxHshTbl, deux nouveaux tableaux, P et Q, sont ici introduits de sorte 
que P[c] et Q[c] indiquent les deux rangees de tab ou apparait la ville c. A noter 
qu'une representation creuse implantee au moyen de listes serait ici plus optimale 
en terme de memoire et de temps de calcul asymptotique. La version qu'on propose 
est cependant plus efficace en pratique pour des tailles de problemes autorisant la 
construction d'un tableau de taille quadratique. 
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template <class Dst> struct NstNgbTwxHshTbl 
: TwxHshTbl, BuildWith<Tour<Dst>, Dst>, TrackWith<Twex<Dst>, Tour<Dst>, Dst> 
short *I, *J, *P, *Q; 
~NstNgbTwxHshTbl() { delete [] I; delete [] J; delete [] P; delete [] Q;} 
} ; 
NstNgbTwxHshTbl(const Tour<Dst>&, c o n s t Dst&); 
v o i d t rack(Twex<Dst>&, c o n s t Tour<Dst>&, c o n s t Dst&) 
Figure B.8 - Definition de la Caracteristique NstNgbTwxHshTbl 
template <class Dst> NstNgbTwxHshTbKDst>: : 
NstNgbTwxHshTbl(const Tour<Dst>& sol, const Dst& dst) 
: TwxHshTbl(dst.N*dst.N,4*dst.MAX+1), 
I(new short [dst.N]), J(new short [dst.N]), 
P(new short [dst.N]), Q(new short [dst.N]) 
{ 
for (short p=0; p<dst.N; p++) 
J [ I [ p ] = p] = s o l . s u c c ( p ) ; 
Q[J[P[p] = p]] = p ; 
for (shor t q=0; q<p; q++) 
if (J[p]==q II J[q]==p) cont inue; 
i n t k = d s t ( p , J [ p ] ) + d s t ( q , J [ q ] ) + 2*dst.MAX; 
D_lplq = (dst .max[I[p]] < d s t . m a x [ I [ q ] ] ) ? ds t .max[I[q]] : ds t .max[I [p] ] 
D_JpJq = (dst .max[J[p]] < d s t .max[ J [q ] ] ) ? dst .max[J[q]] : ds t .max[J[p]] 
D_IpJq = (dst .max[I[p]] < d s t .max[ J [q ] ] ) ? ds t .max[I[p]] : ds t .max[J[q]] 
D_JpIq = (dst .max[J[p]] < ds t .max[I[q]] ) ? ds t .max[J[p]] : ds t .max[I [q] ] 
if (ds t (p ,q ) <= D_lplq | | d s t ( J [ p ] , J [ q ] ) <= D_JpJq) 
inse r t ( t ab [q*ds t .N+p] , k - d s t (p .q ) - d s t ( J [ p ] , J [ q ] ) ) ; 
if ( d s t ( p , J [ q ] ) <= D_IpJq | | d s t ( J [ p ] , q ) <= D_JpIq) 




Figure B.9 - Constructeur de la Caracteristique NstNgbTwxHshTbl 
La programmation du constructeur est tres similaire au cas de AllTwxHshTbl. On 
verifie juste avant enregistrement d'un Mouvement si au moins une des aretes qu'il 
introduit dans la tournee verifie la condition portant sur les plus proches voisins. 
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A noter que pour que le programme compile, la structure de Probleme dst doit 
presenter une fonction max(c), qui a une ville c, associe la visibilite maximale depuis 
c, autrement dit, la distance de c a son K^me plus proche voisin. 
template <class Dst> void NstNgbTwxHshTbKDst>:: 
t r ack(cons t Twex<Dst>& mvt, const Tour<Dst>& s o l , const Dst& ds t ) 
shor t c00=mvt.c[0][0] , c01=mvt.c[0][1], c l0=mvt .c[1][0] , c l l=mvt.c[1] [1 ] ; 
shor t q, p[2] = { ((P[ c 00]==P[c01] II P[c00]==Q[c01])? P : Q)[cOO], 
} . ((P[clO]==P[cll] II P[clO]==Q[cl l ] )? P : q ) [c l0 ] 
for (shor t i=0; i<2; i++) for (short j=0; j<2; j++) 
for (shor t r=0; r < d s t . n m a t e s [ m v t . c [ i ] [ j ] ] ; r++) 
q = P [ds t .ma te s [mv t . c [ i ] [ j ] ] [ r ] ] ; 
if ( tab[p[ i ]*dst .N+q] .k >= 0) remove(tab[p[ i ]*dst .N+q]) ; 
if ( t ab[q*ds t .N+p[ i ] ] .k >= 0) remove(tab[q*dst .N+p[i]]) ; 
q = Q [ d s t . m a t e s [ m v t . c [ i ] [ j ] ] [ r ] ] ; 
if ( tab[p[ i ]*dst .N+q] .k >= 0) remove(tab[p[i]*dst .N+q]) ; 
i f ( tab[q*ds t .N+p[ i ] ] .k >= 0) remove(tab[q*dst .N+p[i]]) ; 
l [ p [ 0 ] ] = mv t . c [0 ] [0 ] ; J [p [0] ] = mvt .c [ l ] [0] ; 
I [ p [ l ] ] = m v t . c [ 0 ] [ l ] ; J [ p [ l ] ] = m v t . c C l K U ; 
( (P [mvt . c [ l ] [0 ] ] == p [ l ] ) ? P [mvt . c [ l ] [0 ] ] : Q[mvt.c[l] [0]]) = p[0] ; 
( (P [mvt . c [0 ] [ l ] ] == p [ 0 ] ) ? P[mvt .c [0 ] [ l ] ] : Q[mvt.c[0] [1]]) = p [ l ] ; 
for (short i=0; i<2; i++) for (short j=0; j<2; j++) for (shor t d=0; d<2; d++) 
fo r ( shor t r=0; r < d s t . n m a t e s [ m v t . c [ j ] [ i ] ] ; r++) 
q = (d==0)? P [ d s t . m a t e s [ m v t . c [ j ] [ i ] ] [ r ] ] : q [ d s t . m a t e s [ m v t . c [ j ] [ i ] ] [ r ] ] ; 
if ( tab[p[ i ]*dst .N+q] .k >= 0) continue; 
if ( I [q ]==I [p [ i ] ] I I I [q ]==J[p[ i ] ] I I J [q ]==I [p [ i ] ] I I J [q] ==J [p [ i ] ] ) cont inue; 
i n t k = d s t ( I [ p [ i ] ] , J [ p [ i ] ] ) + d s t ( I [ q ] , J [q ] ) + 2*dst.MAX; 
i n t dkl = d s t ( I [ p [ i ] ] , I [ q ] ) + d s t ( J [ p [ i ] ] , J [q] ) ; 
i n t dk2 = d s t ( I [ p [ i ] ] , J [q] ) + d s t ( J [ p [ i ] ] , I [ q ] ) ; 
i n s e r t ( t a b [ p [ i ] * d s t . N + q ] , k - ( (p [ i ]<q)?dk l :dk2)) ; 
i n s e r t ( t a b [ q * d s t . N + p [ i ] ] , k - ( (q<p[i ] ) ?dkl :dk2)) ; 
Figure B.10 - Methode t rack de la Caracteristique NstNgbTwxHshTbl 
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Dans la methode track, on commence par determiner les rangees de tab affectees 
par mvt. Apres avoir supprime les enregistrements presents sur ces deux rangees, on 
modifie ensuite les champs de I, J, P et Q touches par mvt. Finalement, on enregistre 
les Mouvements entrant dans le voisinage etendu selon le critere de proximite d'une 
des deux aretes entrantes. A noter que pour que t rack compile, la structure de 
Probleme dst doit presenter deux tableaux, nmates et mates. Pour chaque ville c, 
nmates [c] indique le nombre de villes d pour lesquelles c (ou d) est une des K plus 
proches villes de d (ou c). Dans le tableau a deux entrees mates, mates [c] contient 
l'ensemble des villes verifiant la condition de proximite precedente. 
Notons pour finir que le Serveur NstNgbTwxHshTbl se code exactement de la meme 
fagon que AllTwxHshTbl a ceci pres que le type AllTwxHshTbl compose doit etre 
partout remplace par NstNgbTwxHshTbl. Meme si cette approche n'a pas ete suivie 
a la section B.3 par souci de clarte, les deux Serveurs peuvent done en fait etre 
programmes generiquement en fonction du type de table de hachage compose. 
B.5 La Caracteristique BndDiaTwxHshTbl 
La Caracteristique BndDiaTwxHshTbl, dont les trois extraits de code suivants donne la 
definition complete, maintient dans une table de hachage TwxHshTbl, dont elle derive, 
les mouvements 2-opt correspondant a l'inversion d'une sous-sequence de diametre 
compris entre 2 et 2*R+1. En notant chaque mouvement par un couple (c, d) designant 
la ville de depart et le diametre de la sous-sequence a inverser, tab[c*(2*R+2)+d] 
contient la cellule du mouvement (c, d). Dans le constructeur, les mouvements definis 
autour de la tournee initiale sont ajoutes un a un. Dans la fonction track, le tableau 
buf, qui simule un extrait de la nouvelle tournee si mvt etait applique, permet de 
circuler sur l'ensemble des mouvements affectes. Chaque cellule ainsi traversee est 
d'abord retractee de son ancienne ligne d'enregistrement puis inseree dans sa nouvelle. 
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template <class Dst> struct BndDiaTwxHshTbl 
: TwxHshTbl, 
BuildWith<Tour<Dst>, Dst, short>, TrackWith<Twex<Dst>, Tour<Dst>, Dst> 
short R, *buf; 
~BndDiaTwxHshTbl() { delete [] buf; } 
BndDiaTwxHshTbl(const Tour<Dst>&, const Dst&, short); 
void track(Twex<Dst>&, const Tour<Dst>&, const Dst&); 
Figure B.ll - Definition de la Caracteristique BndDiaTwxHshTbl 
template <class Dst> BndDiaTwxHshTbKDst>: : 
BndDiaTwxHshTbl(const Tour<Dst>& sol, const Dst& dst, short r) 
: TwxHshTbl(dst.N*(2*r+2), 4*dst.MAX+1), R(r), buf(new short [6*r+5]), 
{ for (short d=2; d<2*R+2; d++) for (short c=0; c<dst.N; C++) 
int k = dst(sol.pred(c),c) + dst(sol.succ(c,d-l),sol.succ(c,d)) 
- dst(sol.pred(c),sol.succ(c,d-D) - dst(c,sol.succ(c,d)) + 2*dst.MAX; 
insert(tab[c*(2*R+2)+d],k); 
} } 
Figure B.12 - Constructeur de la Caracteristique BndDiaTwxHshTbl 
template <class Dst> void BndDiaTwxHshTbKDst>: : 
track(Twex<Dst>& mvt, const Tour<Dst>& s o l , const Dst& ds t ) 
shor t len = so l . rank[mvt .c [1] [0] ] - s o l . r a n k [ m v t . c [ 0 ] [ 1 ] ] ; 
if (len++ < 0) len += sol .N; 
for (short i=2*R+l, c=mvt .c[0][0] ; i>=0; c=sol .pred(c) ) b u f [ i - - ] = c; 
for (shor t i=2*R+2, c=mvt.c[ l][0] ; i<2*R+2+len; c=sol .pred(c) ) buf[i++] = c; 
for (short i=2*R+2+len, c=mvt.c[ l][1] ; i<4*R+4+len;c=sol .succ(c)) buf[i++] = c; 
for (short d=2; d<2*R+2; d++) 
"C for (short i=2*R+2-d; i<=2*R+len+2; i++) 
"C remove(tab[buf[i]*(2*R+2)+d]); 
i n t k = d s t ( b u f [ i - 1 ] , b u f [ i ] ) + ds t (buf [ i+d-1] ,buf [ i+d] ) 
- d s t ( b u f [ i - 1 ] , b u f [ i + d - 1 ] ) - d s t ( b u f [ i ] , b u f [ i + d ] ) + 2*dst.MAX; 
, inser t ( tab[buf [ i ]*(2*R+2)+d] , k ) ; 
Figure B.13 - Methode t rack de la Caracteristique BndDiaTwxHshTbl 
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B.6 Le Serveur ByGanBndDiaTwxSvr 
Le Serveur ByGanBndDiaTwxSvr traverse une table de hachage BndDiaTwxHshTbl afin 
de visiter dans l'ordre decroissant des gains le voisinage 2-opt restreint a de petits 
diametres. Les coordonnees de chaque mouvement dans le formalisme de la structure 
Twex sont simplement calcules etant donnee la position de la cellule pointee dans le 
tableau h t . t a b . A chaque appel de next, le pointeur c e l l se deplace sur la cellule 
suivante dans la meme ligne d'enregistrement si possible et au depart de la prochaine 
ligne d'enregistrement non vide sinon. 
template <class Dst> s t r u c t ByGanBndDiaTwxSvr 
: EnumerateWith<Twex<Dst>, Tour<Dst>, BndDiaTwxHshTbl<Dst» 
•C 
const typename BndDiaTwxHshTbl<Dst>::Cell * c e l l ; 
shor t c, d; 
void begin(Twex<Dst>& mvt, const Tour<Dst>& sol, const BndDiaTwxHshTbKDst>& ht) 
* cell = ht.beg[ht.uk]; 
c = ( i n t ) ( c e l l - h t . t ab ) / (2*h t .R+2) ; 
d = ( i n t ) ( c e l l - h t .tab)'/,(2*ht .R+2) ; 
mvt .c[0][0] = so l . p red (mvt . c [0 ] [ l ] = c ) ; 
, mv t . c [ l ] [0 ] = so l .p red (mvt . c [ l ] [1 ] = s o l . s u c c ( c , d ) ) ; 
bool next(Twex<Dst>& mvt, const Tour<Dst>& s o l , const BndDiaTwxHshTbl<Dst>& h t ) 
{ i f (ce l l ->n) { c e l l = ce l l ->n ; } 
e l s e { 
i n t k = ce l l ->k ; 
do { i f (k- == 0) r e t u r n f a l s e ; } while ( ! h t . b e g [ k ] ) ; 
c e l l = h t . b e g [ k ] ; 
c = ( i n t ) ( c e l l - h t . t ab ) / (2*h t .R+2) ; 
d = ( i n t ) ( c e l l - ht.tab)7„(2*ht.R+2) ; 
mvt .c[0][0] = so l .p red (mvt . c [0 ] [ l ] = c ) ; 
mv t . c [ l ] [0 ] = so l . p red (mvt . c [ l ] [1 ] = s o l . s u c c ( c , d ) ) ; 
-, r e tu rn t r u e ; 
Figure B.14 - Definition du Serveur ByGanBndDiaTwxSvr 
