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Abstract
This thesis descibes a theoretical study of nonlinear self-focusing as applied to the
metrology of the nonlinear optical parameters of a medium. It also studies the phe-
nomenon of optical power limiting which utilizes self-focusing eects. As an analytical
tool, a mode decomposition method which uses an orthogonal and complete set of
Gaussian{Laguerre modes as a basis set is used to treat these problems. Nonlinear
media both in the thin and thick limits are investigated. For thin media, a closed form
expression is derived which describes the optical eld of an initally Gaussian beam
that is perturbed by a thin nonlinear material which exhibits nonlinear absorption as
well as nonlinear refraction. This result is valid for any regime of nonlinearity in the
thin medium approximation. Thick media are treated using a numerical extension of
the Gaussian-Laguerre Mode Decomposition technique. Spatial scanning techniques
such as the Z-scan that rely on self-focusing eects and that are used to measure the
nonlinear optical parameters of a material are studied in detail. Optical limiting in
both thick and thin media is also investigated.
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Chapter 1
INTRODUCTION
The motivation for the work described in this thesis was the need to measure the
room temperature nonlinear optical response of the semiconductor InSb to TEA CO
2
laser pulses in order to study the feasibility of using the material in an optical limiter.
At about this time a new, simple, and accurate method for determining nonlinear
optical parameters called the Z-scan was reported in the literature by Sheik-Bahae
et al[109]. The method involved scanning a thin slice of nonlinear material longi-
tudinally through the waist of a Gaussian beam and measuring the far-eld beam
distortion induced by self-focusing. Upon measuring the on-axis irradiance in the
far-eld, one obtains a curve which for small nonlinearities has an appearance which
is similar to the dispersion curve seen in spectroscopy. The amplitude of this \Z-
scan" can be simply related to the nonlinear phase shift in the material at the beam
waist. However for large nonlinearities which were of more interest for this project,
the method of analysis (the Gaussian mode decomposition method of Weaire et al
[134]) used becomes unwieldy. Also in the presence of large nonlinear absorption, as is
the case for InSb, another layer of unwieldiness was added. To make the problem even
more recalcitrant, the dominantly self-defocusing nonlinear response of InSb which is
mainly due to the photo-generated carriers could not be approximated by a Kerr-like
1
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response.
1
. A combination of two photon absorption and a carrier density dependent
mixing of normal and Auger carrier recombination yields a nonlinear response that
varies from  I
2
for the low irradiance limit to  I
2=3
for the high irradiance limit.
Added to this cacophony of complexity is a thermally induced self-focusing nonlin-
earity due to the high absorption of the material which becomes quite signicant by
the nale of the long CO
2
pulse. In their totality these eects produce a Z-scan for
which g (1.1) is typical.
To analyse such a Z-scan curve to extract information about the nonlinear re-
sponse, we need a more general and robust analysis technique than that employed by
Sheik-Bahae et al[109]. Its main failure was its applicability only to Kerr or power law
type (n  I
s
) nonlinear responses. As a variation on the theme provided by Sheik-
Bahae et al[109] and Weaire et al[134] we chose to use a Gaussian Laguerre (GL)
mode decomposition rather than the purely Gaussian mode decomposition. While
the computations are more complex for the former, arbitrary nonlinear responses can
be analyzed.
The work in this thesis originated with this study and its main context is con-
cerned with metrology; that is the determination of the nonlinear optical parameters
of a material, by employing the eects of self-focusing. A second concern is optical
limiting. Both these subjects are studied using the method of Gaussian Laguerre
Mode Decomposition (GLMD) as a tool of calculation and analysis. The work de-
tailed through out this thesis will,unless otherwise stated, assumes the paraxial ray
approximation.
In Chapter 2 we determine an expression for the optical eld perturbed by a thin
nonlinear medium whose nonlinear response is directly related to the local irradiance
raised to some power s. This type of response is called a power-law type response and
1
InSb does in fact have a Kerr-like component of its nonlinear response due to the non-parabolic
nature of its band-structure but this component is some thousand times weaker than the carrier
induced nonlinearity [98, 106]
3Figure 1.1: An experimental Z-scan of InSb using a pulsed TEA CO
2
laser at 10.6m.
The solid line represents a best t using a model that includes the carrier production
and Auger recombination. Reproduced courtesy A.E. Smith [115]
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a Kerr medium is a special case. This expression is valid to all orders of nonlinearity
so it can used to generalize the results published in [134, 109, 110]. Formal denitions
of the thin medium criteria are made so that we know precisely the regime where this
expression is valid. In Chapter 3 we describe some of the properties of the optical eld
perturbed by a thin nonlinear slice. We investigate optical limiting with thin nonlinear
media by calculating the optical eld in the limit as the strength of the nonlinearity
goes to innity. With this result in hand we have optimized the conguration of such
a thin medium limiter. Chapter 4 deals with the generation of ring structures in the
far-eld diraction pattern when the nonlinearity is in the medium to high regime. At
these levels of nonlinearity a Z-scan can become quite dicult to interpret and so the
use of the radial ring position as a measure of the nonlinearity is discussed. Chapter 5
discusses the various spatial scanning techniques that use small self-beam distortion to
measure the nonlinear refractive index and absorption and derives simple expressions
which relate the shape of a spatial scan to the nonlinear parameters. It also discusses
over what regime of nonlinear parameters these expressions are valid and the errors
involved when the bounds are impinged upon. Methods are discussed for extension
of these measurement techniques when nonlinear absorption is involved. Finally the
eects of sample quality upon the spatial scan measurement technique and methods of
negating these eects are briey discussed. Thick nonlinear media, that is, those that
fail the thin medium criteria, are discussed in Chapter 6. The GLMD propagation
method is extended for this case. Z-scan curves thus produced are compared to a
recently derived rst order solution to the 2D+1 nonlinear Schrodinger equation[66]
and experimental data[23]. The dierence between thin and thick media Z-scans and
how the material and geometrical parameters inuence a Z-scan are discussed. The
GLMD method is used to calculate the properties of an optical limiter in the high
irradiance regime. The self-protective properties of a self-defocusing thick limiter are
investigated.
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1.1 SELF{FOCUSING IN NONLINEAR MEDIA
Since the advent of the rst laser in 1960, the eld of nonlinear optics has proliferated.
Before this time nonlinear optical eects could only be produced by strong applied
`DC' electric elds. With the coherence of the laser, large eld strengths could be
produced and nonlinear optical eects easily observed. Nonlinear optical eects come
about when the polarization of a material,
~
P , is no longer a linear function of the elec-
tric eld
~
E. In these cases one typically writes the polarization as a series expansion
of electric eld[15]
P
i
= 
(1)
ij
E
j
+ 
(2)
ijk
E
j
E
k
+ 
(3)
ijkl
E
j
E
k
E
l
+ 
(4)
ijklm
E
j
E
k
E
l
E
m
+    (1.1)
where 
(1)
ij
is the linear susceptibility tensor, 
(2)
ijk
is the second-order susceptibility
tensor which is responsible for various optical frequency conversion processes, 
(3)
ijkl
is the third-order susceptibility tensor and so on. It should be noted that these
susceptibilities may also be dependent upon eects associated with the presence of the
optical eld like increased temperature or photo-generated carriers. This adds extra
confusion as these eects are also described as nonlinear optical eects. One of the
multitude of nonlinear eects is the self-focusing upon which this thesis concentrates.
Self-focusing is classed as a self-action eect and is typically associated with the even
order nonlinear susceptibility tensors 
(3)
ijkl
; 
(5)
ijklmn
;   , such that one may write the
refractive index of the material as
n = n
0
+ n
2
jEj
2
+ n
4
jEj
4
+    (1.2)
where the n
i
are generally complex-valued which implies absorption as well as re-
fraction. In the presence of an optical eld which has some amplitude structure, a
refractive index structure is also generated. This refractive index structure acts upon
the optical eld as it propagates within the nonlinear medium, thus perturbing the
eld away from its natural (linear) diraction process. If the generated refractive
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index structure is stronger than the ambient refractive index, the optical eld will
tend to refract into these regions while if the converse is so then the optical eld
will tend to refract away from these regions. The eld of self-focusing is very large
and prolic and it is beyond the scope of this thesis to dwell too long upon the pre-
vious works of others. There are number of good, albeit old, review papers on the
subject of self-focusing which may be of benet to introduce the reader to the eld.
These are Akhmanov, Khokhlov, and Sukhorukov [3], Svetlo [124], Shen [112] and
Marburger[87]. What follows is a brief narrative of previous works that have direct
impact upon this thesis.
Self-focusing was rst considered by Askar`yan [9] in 1962 when he showed an
intense optical beam could induce a dierence between the medium outside the beam
and inside the beam which could create conditions which are favourable for the wave-
guiding of the beam thus counteracting the beam's natural diraction. This eect
was called by Askar`yan self-focusing of an electromagnetic beam. The eect of self-
focusing was rst observed inadvertently by Hercher [55] in 1964 when he observed
optically induced damage within transparent material like glass which had the ap-
pearance of a series of lines made up of very small bubbles. He noted that the eect
seemed dependent upon the energy of the Q-switched laser pulse and the numerical
aperture of the focused beam but not upon the absorption of the material. The dam-
age that he observed was due to the action of self-focusing lensing the beam into a
thin channel of intense radiation called a lament. In the same year Chiao, Garmire
and Townes [24]
2
showed that self-trapping and lamentation can occur for a medium
whose refractive index maybe written as
n = n
0
+ n
2
jEj
2
; n
2
> 0 (1.3)
2
Tanalov [126] independently in the same year showed a similar result for a radio beam in a
plasma.
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which is the nonlinear response of a Kerr-like medium. This work showed that self-
trapping and lamentation can only occur when the input power exceeds a threshold
value known as the critical power. Below this threshold natural diraction of the
beam overwhelms the self-focusing tendencies of the nonlinear material, while above
it diraction is overwhelmed by the intense lensing of the nonlinear medium. The rst
controlled experimental investigation of self-focusing was by Pilipestskii and Rusta-
mov [99] in 1965 who introduced a focused Q-switched laser beam into a cuvette lled
with dierent organic liquids. The beam was self-focused into a number of thin glow-
ing (uorescing) laments which appear point-like at the end of the cuvette. Garmire
et al [40] then latter Chiao et al [25] followed up this experimental work in more de-
tail and since then numerous workers have studied these eects experimentally. The
theoretical description of the problem however has always been hampered by lack of a
useful analytic closed-form solution to the nonlinear beam propagation problem
3
. Ini-
tial theoretical works[127, 73, 7] used the paraxial or quasi-optical approximation as
the starting point for their analysis. While these produced results that agreed qualita-
tively with experiments in predicting the critical power and self-focusing length, they
inevitably lead to catastrophic self-focusing (where the beam is focused to a singular
point) when powers above the critical power were used rather than the self-trapping
and lamentation that was observed. One needs either to consider saturation of the
nonlinear response[88, 131, 30] or non-paraxial eects like longitudinal and nonlinear
diraction[133, 37, 86] to overcome catastrophic self-focusing. While the various non-
linear wave equations are recalcitrant in the way of calculating exact solutions there
are some properties of the nonlinear optical eld which one may derive exactly. One
such property is known as the lens transformation derived by Talanov[128]. This is
an invariance property which states that if one has the solution of the nonlinear wave
3
For the case where the input beam has no transverse structure (ie. a plane wave) the nonlinear
wave equation has a simple solution[73] but this case is of little interest in the eld of self-focusing.
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equation
4
for a particular input focusing condition then one may calculate the optical
eld for any other input focusing condition by use of a simple transformation. The
lens transformation will be discussed in more detail in Chapter 6. Another property
that one may calculate exactly is the second order intensity moment of the optical
beam as it propagates paraxially through a nonlinear medium. Vlasov et al[130]
showed that this quantity which is a measure of the width of an optical beam obeys
a parabolic law of propagation
5
. Recently Pare et al[97] have extended this work to
arbitrary beam proles and media with a quadratic linear refractive index prole with
the basic result of the parabolic propagation law remaining the same. Another case
where exact results may be obtained is for thin media.
When the nonlinear medium is appropriately thin the analysis of self{focusing is
much simpler. In this case, called external self-focusing, one observes self-focusing
outside the nonlinear medium. There have been numerous studies on this subject[93,
71, 134, 56]. For the case of external self-focusing, the problem lies not with the non-
linear propagation which is usually simply calculated, but with the linear propagation
of the distorted beam through free space to some detector plane. Numerically this
linear propagation can be handled in a variety of ways, by FFT or the like. Ana-
lytically however this problem is not so simple and closed-form expressions are hard
to derive. While on-axis elds may readily be calculated [59], propagating the whole
eld becomes dicult especially in the limit of large induced nonlinear phase shifts.
When one considers self-defocusing eects (ie. n
2
< 0) one no longer observes such
eects as catastrophic self-focusing, self-trapping and lamentation. The divergence
of the optical beam is enhanced and the width of the beam increases as it propagates
through the nonlinear medium. Since the beam is no longer tightly focused by the
self-action of the medium it is usually enough to describe the nonlinear propagation by
4
which has the form of the nonlinear Schrodinger equation
5
But only for the case of no absorption
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a paraxial model. These self-defocusing eects have been initially studied by Gordan
et al [44], Rieckho [100] and Akhmanov et al [5] who concentrated on thermally
induced defocusing and Smith[117, 118] who observed defocusing in gas with a CO
2
laser and Miller et al[94] who studied defocusing in the semiconductor InSb with a
CO laser.
1.1.1 Metrology
With the explosion of new and exotic optically nonlinear materials being developed for
use in practical devices there is a need to be able to characterize the strength and the
form of the nonlinear response of these materials so as to be able to correctly model
the performance of these devices. Numerous techniques exist for the measurement of
these nonlinear responses of which a few frequently quoted techniques are degenerate
four wave mixing[105, 142, 138, 39, 103, 114], nonlinear interferometry[96, 135, 52],
optical bistability[72, 28], and beam distortion[134, 137, 90, 29, 106]. The methods
based on interferometry and four wave mixing are potentially quite sensitive. However
they usually involve a degree of complication due to the experimental setup required.
Bistability is experimentally an easy technique to use since it uses a simple one-beam
geometry but interpreting the results to obtain a value of the nonlinear refractive
index is often a complex procedure as is the sample preparation. Beam distortion
measurements use a simple one-beam experimental geometry as well, but require an
accurate measurement of the far-eld distorted beam prole as well as some beam
propagation calculations to derive a nonlinear refractive index value. Hill et al[69]
used a variant of the beam distortion technique which measured the width of the far-
eld distorted beam prole as the nonlinear sample (in this case the semiconductor
CdHgTe) was moved through the input beam waist. The beam prole width was
determined by an aperture at the detector plane which was set so as to halve the
power into the detector. This procedure eliminated the need for a spatial beam
10 CHAPTER 1. INTRODUCTION
prole measurement but it still needed non-trivial beam propagation calculations
to derive a nonlinear refractive index value. Sheik-Bahae et al[109] improved upon
the spatial scanning technique of Hill et al by measuring only the on-axis irradiance
at the detector plane. Careful analysis of this new technique shows that for small
nonlinear phase shifts there is a simple linear relationship between the maximum
change in the on-axis irradiance at the detector as the nonlinear sample is passed
through the input beam waist and the maximum on-axis nonlinear phase shift within
the material. The analysis also showed that the technique is potentially quite sensitive
as a resolution of 1% in the on-axis normalized transmissivity
6
implies a measurement
of the nonlinear phase shift to =250. This technique called the \Z-scan", has also
been extended to enable the accurate measurement of the nonlinear absorption of a
optically nonlinear material as well as the nonlinear refractive index in isotropic[110]
and anisotropic[31] materials. As well extensions in the analysis of the problem have
recently included thick nonlinear media [108, 66]. Due to its simplicity and accuracy
the Z-scan technique has been adopted by many workers measuring nonlinear optical
responses [47, 114, 82, 139, 129, 115, 101, 23]. Two color Z-scans have also been
reported[81, 111] where a pump beam is used to excite the medium which will then
distort the propagation of a probe beam and new spatial scanning techniques have
also been discussed both for thin[64, 65, 92] and thick[66] media.
1.1.2 Optical Limiting
One of the many device applications that arise from the eld of nonlinear optics is
that of optical limiting. This eect utilizes the optical nonlinearity of a material to
protect sensitive detector elements such as the human eye or imaging devices from
excessive light levels. Though there are many nonlinear eects that are utilized in
their construction, the most commonly discussed optical limiters are based on the
6
This quantity is the ratio of the nonlinear on-axis irradiance to the linear on-axis irradiance
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eects of self-focusing. A good review of the current status of optical limiting can be
found in ref. [67] which discusses currently studied methods of limiting. An optical
limiter works by a combination of the following two ways
7
. Either it absorbs the
excessive energy of the optical beam within itself or it spreads the transverse size
of the beam at the detector plane so as to decrease the average irradiance of the
beam. The former eect is a nonlinear absorption phenomenon while the latter is a
self-focusing phenomenon.
Optical limiting using self-focusing was rst demonstrated by Leite et al[79] who
used the thermal lensing (which is a self-defocusing eect) of a nitrobenzene solution
to limit the power of an Ar
+
laser. In this case the beam was broadened by the
negative powered lensing of the thermally induced refractive index prole[5, 4, 18].
Like this previous case most limiters are designed around self-defocusing materials [20,
21, 122, 123, 116] since one wishes to have the beam broadened to reduce to irradiance
at the detector. However this is not always the case. Bergqvist et al[12] demonstrated
that a self-focusing medium, namely CS
2
, could be used as an optical limiter as
well. For this case, the mechanism was laser-induced breakdown due to intense self-
focusing. Strong nonlinear absorption associated with laser-induced breakdown limits
the level of radiation which reaches the detector. Soileau et al[120] and Williams et
al[137] have also investigated this form of limiter while Bjorkholm et al[14] have used
Na vapour. These self-focusing limiters do not suer from the general problem of self-
focusing media which is laser induced optical damage due to catastrophic self-focusing.
They are termed \self-healing" devices since any material breakdown or damage is
quickly healed by their gaseous or liquid nature. Solid self-focusing limiters, particular
thick limiters, are potential one-shot devices since damage usually occurs if the critical
power is surpassed. Thick limiters made from self-defocusing materials however do
7
There are other mechanisms other than nonlinear absorption and self-focusing such as nonlinear
scattering or self-bending. However in this thesis we limit our focus to nonlinear absorption and
self-focusing mechanisms only.
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not succumb to this problem as they have a propensity to protect themselves from
internal damage by defocusing the beam within themselves[49, 58, 50]. The theoretical
investigation of self-focusing optical limiters has mostly been limited to thin media due
to the intractability of the thick medium problem in the large nonlinearity regime. For
the thin medium case detailed analytic solutions to the problem have been reported
[56, 57, 74, 60, 64, 92, 68]. For thick media, approximate techniques[58, 107, 108]
have been used to model the phenomenon.
Of more recent interest are materials which exhibit more exotic nonlinear re-
sponse like reverse saturable absorption[54]. Organo-metallic compounds like King's
complex[8, 19] and phthalocyanines[27, 136] which exhibit reverse saturable absorp-
tion show good promise as an alternative mechanism for the active elements of optical
limiters. Also more complex limiter designs using multiple nonlinear elements[132,
48, 51] are being investigated for the purpose of combating optical damage of the
limiter due to excessive light. In these hybrid devices, the rst nonlinear element is
used to protect the second nonlinear element from damage.
Chapter 2
THIN NONLINEAR MEDIUM
2.1 INTRODUCTION
It may be seen by examining g (1.1) of the previous chapter, that the eects of non-
linear refraction and absorption in InSb are large. Thus an alternative description of
the phenomenon of nonlinear refraction of a beam by a thin medium and of its subse-
quent propagation through a simple optical system was developed. This description
is valid for any regime of nonlinear absorption.
The transverse electric eld distribution at the exit face, as modied by the thin
nonlinear material, is analytically decomposed into a series of orthogonal Gaussian-
Laguerre modes. These are separately propagated though an optical system, most
generally described in terms of an ABCD (ray transfer) matrix [75], to a detector. An
analytic expression for the optical eld, and normalized transmissivity at the detector,
can also be derived from this analysis. This method also allows one to calculate
defocusing eects for more complex systems which could contain multiple nonlinear
elements, or media with non-standard nonlinear response. These possibilities are
discussed in the following sections.
The simplest problem, that of a Gaussian beam propagating through an optical
13
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system containing a single `thin' nonlinear element, can be divided into two parts;
propagation through the nonlinear element itself and subsequent beam propagation
through the rest of the optical system. No mention is made of the optical system (if
any) that precedes the nonlinear element. This is due to the fact that any optical
system preceding the nonlinear element merely converts an input Gaussian beam with
one set of beam parameters to another Gaussian beam with dierent beam parame-
ters. It is this second Gaussian beam that impinges upon the nonlinear element. It
is the spot size, peak irradiance and waist position of this second beam that are of
concern in deriving the eect of the combined system.
Many nonlinear media have their steady-state nonlinear refractive and absorptive
responses generalized in the form of a power law, ie.
n = n
0
+ n
s
I
s
 = 
0
+ 
s
I
s
(2.1)
where s is some positive real number. For example s = 1 represents a Kerr type
medium; s = 2=3 represents the steady-state high-irradiance limit of room-temperature
InSb [90, 70], and s = 1=3 applies for HgCdTe at 175K [69]. The s=2/3 type response
of InSb is due to the fact that the dominant source of its optical nonlinearity at 10:6m
is due to photo-generated carriers modifying the refractive index and absorption co-
ecient. (There exists a Kerr like 
(3)
response in InSb due to the nonparabolicity
of the conduction band [98, 106], but this eect is about a thousand times smaller
than the above mentioned eect. Also the two-photon absorption when compared
to the `one photon' free carrier absorption is negligible [43]). At steady state the
carriers are excited via a non-resonant two-photon transition from the valence band
to deep within the conduction band, where they decay predominantly via a 3-body
Auger process, so that the steady-state carrier density varies as the irradiance raised
to the two-thirds power. As each photo-generated carrier modies both the refractive
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index and the absorption coecient, this produces the s = 2=3 type response. In
fact, the actual nonlinear response of InSb is somewhat more complicated than this
simple power law type response, requiring a more detailed analysis of Auger eects
at low to medium irradiance regimes, and inclusion of thermal eects from radiation
absorbed by the nonlinear material [115]. However at the rst level of approximation
it is a useful model, and will help one understand eects due to the nonlinear media.
Moreover since there are other nonlinear materials whose responses mimic more ex-
actly the power law response, it is a useful exercise to perform this analysis, which
gives analytic expressions for many parameters of interest. Extension of the model
to more exotic type of nonlinear response will be discussed in a later section.
The most general problem that we wish ultimately to solve is represented dia-
grammatically in g (2.1). An incident Gaussian beam with beam waist radius r
0
and peak eld magnitude at the waist E
0
is incident on a thin nonlinear sample of
thickness L. The distance between the beam waist and the sample is z
s
. At the input
surface the beam waist radius r
1
and the on-axis eld magnitude is E
1
(where r
1
and
E
1
are related to r
0
,E
0
and z
s
by the normal Gaussian propagation rules). The linear
part of the optical system separating the waist and the detector is represented by its
ABCD matrix [75].
The analysis of the eects of the nonlinear medium upon the propagation of a
Gaussian beam can be broken up into two parts; propagation through the medium and
subsequent propagation through the rest of the optical system. For a thin nonlinear
medium the analysis is greatly simplied by utilizing the thin medium approximation.
2.2 THIN MEDIUM APPROXIMATION
Using eqn 2.1 we can rewrite the nonlinear wave equation, after performing a Slowly
Varying Envelope Approximation (SVEA), in the form of two coupled PDEs, one for
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z
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C D
Figure 2.1: A Gaussian beam (waist r
0
and peak eld E
0
) is incident on a slab of
nonlinear material which is located at a distance z
s
at which the spot size and on-axis
eld are r
1
and E
1
respectively. The optical system from the waist to the detector,
excluding the nonlinear material, is characterized by an ABCD matrix.
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the irradiance I, and the other for the nonlinear phase shift  [87], as follows:
k
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(2.2)
where k is the wave number and r
t
is the transverse gradient. A \thin" nonlinear
medium is one in which diraction plays a negligible role in modifying the beam's
amplitude and phase prole as it propagates through the medium. This is equivalent
to neglecting the diractive terms in eqn 2.2, under the appropriate conditions. This
approximation can be written as
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(2.3)
The conditions described by eqn 2.3 can be expressed in the following form when
the input beam has Gaussian qualities,
jj 
z
0
L
max
(
1;
jIj
I(0; L)
)
(2.4)
where  is the nonlinear contribution to the phase change across the medium, I is
the change in irradiance through the medium, I(0; L) is the on-axis irradiance at the
exit face of the medium, z
0
is the Rayleigh range and L the medium thickness. These
approximations are called the geometrical-optics approximations [56]. The source
of the
jIj
I(0;L)
term is the irradiance condition in eqn 2.3. One notes that only for
cases where the on-axis irradiance at the output surface is less than half the input
on-axis irradiance at the input surface, does the thin medium approximation become
dominantly constrained by the nonlinear absorption.
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Under these conditions and assuming that no etalon eects
1
or surface reections
2
occur, the propagation of the irradiance and nonlinear phase of the beam through the
medium are described by the following equations:
dI
dz
=  (
0
+ 
s
I
s
)I
d
dz
=  kn
s
I
s
(2.5)
The appropriate solution to eqn 2.5 is simply
I(r; z) =
I(r; 0)e
 
0
z
[1 + I(r; 0)
s
]
1=s
(2.6)
(r; z) =   ln [1 + I(r; 0)
s
] (2.7)
where  =

s

0
(1   e
 s
0
z
) and  =
kn
s
s
s
and I(r,0) is the input irradiance prole
at the surface. The parameter  describes the absolute strength of the nonlinear
absorption, while  describes the strength of the nonlinear refraction relative to that
of the nonlinear absorption.
If the Gaussian beam at the input surface of the slab has a spot size of r
1
,a phase
radius of curvature of R
1
, a Guoy phase shift of 
1
, and an on-axis electric eld of
E
1
at the air side of the input interface , then from equations 2.6 and 2.7 the eld at
the output face of the medium is
E(r) =
E
1
e
 (1=2)
0
L
e
 r
2
=r
1
2
e
 ikr
2
=2R
1
e
i
1
(1 + ae
 2sr
2
=r
1
2
)
q
(2.8)
where q = 1=2s + i, a =  jE
1
j
2s
, and  = (
1
2

0
cn
0
)
s
. Here the beam parameters
r
1
, R
1
, 
1
, and E
1
are determined by standard Gaussian beam propagation. The
1
If a standing wave is set up within the etalon, the analysis of the situation become quite complex
due to the feedback eects. A wide range of eects like optical bistability [41, 89, 42, 95, 70] and self-
oscillation [83, 1, 78] can then occur. It is beyond the scope of this work to investigate these eects.
Moreover etalon eects can easily be removed if the materials investigated have the appropriate
anti-reection coating.
2
Surface reection can be easily treated if no standing waves are setup. By using Fresnel reection
coecients one can determine the fraction of radiation lost by the front and back surfaces.
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parameter a can be interpreted as an irradiance rescaled by the type and the strength
of the nonlinear absorption. The parameter  can be interpreted as a refractive
parameter rescaled by the nonlinear absorption, and is dependent only upon material
parameters. While the parameters a and  are nonlinear parameters which appear
naturally in this analysis, physically they are not ideal parameters. However one can
introduce nonlinear parameters 
0
and 
00
, which are precisely proportional to n
s
and
a
s
respectively, dened in the following way [63] :

0
= kn
s
I
s
L
eff

00
=
1
2

s
I
s
L
eff
(2.9)
where L
eff
=
1 exp( s
0
L)
s
0
. The nonlinear parameters 
0
and 
00
have more physical
meaning than a and  since they are proportional to n
s
and 
s
, and can easily be
related to  and a by the formula

0
+ i
00
= ia(1=2s  i)
= k(n
s
+ i

s
2k
)I
s
L
eff
The parameter 
0
is the phase shift through the medium when there is no nonlinear
absorption, while 
00
is a measure of the relative on-axis irradiance change through
the material. The ratio 
0
=
00
= s=2 is a direct measure of the strength of the NLR
relative to the NLA. That is when 
0
=
00
= 1, n
s
and 
s
=2k have the same magnitude.
2.2.1 Limitations of the Thin Medium Approximation
As stated previously, before the thin medium approximation can be used with any
condence the conditions of the thin medium approximation must be fullled by the
nonlinear optical parameters. Using the denitions above, eqn 2.4 becomes
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Figure (2.2) shows a section of the phase space of the nonlinear parameters  and
a
0
for the \worst-case scenario" of the experimental parameters relevant to room tem-
perature InSb at 10:6m [91, 115, 116]. The material parameters used here are n
0
=
3:953, a
0
= 1200m
 1
, s = 2=3, n
s
=  910
 9
W
 2=3
m
4=3
, a
s
= 2:710
 4
W
 2=3
m
 1=3
and L = 0:5mm . The \worst-case" beam parameters are a maximum irradiance of
2:5  10
10
W=m
2
and a minimum eld spot size of 0:5mm. (In experiments carried
out by Smith [115], optical damage to the AR coating of the sample was observed
at this point). The full line represent the breakdown
3
of the phase condition of eqn
2.10, and the `--' line represents the breakdown of the irradiance condition of eqn
2.10. The point marked `X' is that of the `worst case scenario' as mentioned above.
Figure (2.3) shows a similar section of the parameter space of 
0
and 
00
.
One can also check the thin medium approximation directly by numerical dif-
ferentiation, to see if the conditions represented by eqn 2.4 are being satised. As
an example g (2.4) represents the \worst-case scenario" as mentioned above. The
`-+-' line represents the ratio of the right hand side of the irradiance condition of eqn
2.4 to the left hand side; a quantity that should be much less that one for the thin
medium approximation to be valid. The `-x-' line represents the same ratio for the
phase condition. The phase condition is satised for radii up to about two eld-spot
sizes. Beyond this point there is little irradiance, so it matters naught if this condition
is not valid at and beyond this point. The irradiance condition is barely satised,
indicating that an excursion past this point would lead to the break down of the thin
medium criteria.
From this analysis we conclude that the thin medium approximation should be
3
Here it is considered that the breakdown of the approximation occurs when is the LHS of eqn
2.10 is more that one tenth of the RHS.
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Figure 2.2: A section of the nonlinear parameter space of  and a
0
depicting the region
where the thin medium criteria are satised. The full line represents the boundary
for the phase condition, and the `--' line represents the irradiance boundary.
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Figure 2.3: As g (2.2) but for the parameter space of 
0
and 
00
.
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Figure 2.4: Logarithmic plot of the transverse variation of the contributions of the
diractive terms in the coupled nonlinear propagation equations (2.2) as compared
to the propagative terms in the \worst-case scenario" of InSb as mention on page
20. The `-X-' line represent the nonlinear phase PDE and the `-+-' represents the
irradiance PDE. The values of these curves should be much less than unity for the
thin medium approximation to be valid
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valid for the experiment mentioned above. Moreover one has a simple guideline
on which to determine the validity of the thin medium approximation for a certain
situation. If for a particular material the thin medium approximation is invalidated,
then the medium is considered thick and the full wave equation (eqn 2.2 ) is needed
to accurately describe the beam propagation inside the medium. Chapter 6 describes
a method of achieving this description, using an extension of the method used to
analyze thin media.
2.3 LINEAR PROPAGATION
For the case of thin media, performing the beam propagation within the material is
by far the simplest step in the analysis. Propagating the modied beam prole, eqn
2.8, through the rest of the linear optical system to the detector is, by comparison,
quite dicult. Analytically one can propagate the optical eld at the exit face of
the nonlinear medium through the rest of optical system by one of three dierent
techniques:
 The Gaussian Decomposition method given by Weaire [134, 109, 110]
 A diraction or Huygen's integral method [59].
 A beam mode decomposition technique using an orthogonal and complete basis
set of modes which themselves are solutions to the propagation equations in free
space (either Gaussian-Laguerre modes for circular symmetric cases or otherwise
Gaussian-Hermite modes).
Each of these methods has its advantages and disadvantages.
The Gaussian Decomposition (GD) method is analytically the simplest, relying
on a Taylor series expansion of the nonlinear part of eqn 2.8,ie.
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where r
m
= r
1
p
1 + 2sm and (q)
m
is the Pochhammer symbol [2]. Eqn 2.11 describes
the optical eld at the output surface of the material as a series of purely Gaussian
beams of ever diminishing spot size. Propagation through the rest of the optical
system is easily accomplished by propagating each of the individual modes through
the system, via the ABCD law [75], then summing their contributions in the detector
plane. For small values of a this series can converge quite quickly, however for large
values of a it converges slowly, and it is divergent for a > 1. As well, the method relies
on the optical eld at the output surface being naturally expressible as a series of pure
Gaussian beams. For more complex nonlinear responses, such as a semi-conductor
medium like InSb (with full Auger eects included), the optical eld is not naturally
expressible as a series of Gaussian beams and the Gaussian Decomposition fails. Input
beams which depart from a Gaussian prole are not conveniently analyzed by this
method.
The Huygen's integral approach is employable for arbitrary input beams, and for
complex nonlinear responses. Indeed if one can obtain the optical eld distribution
at the output surface of the material, then a single integral is all that separates it
and the eld distribution at the detector plane, ie.
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For cases of circular symmetry this simplies to
E
ABCD
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2
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i2
B
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0
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 
i
B
(
Ar
2
1
+Dr
2
2
)
J
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
2r
1
r
2
B

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The above two integrals have the form of Fourier and Hankel transforms respec-
tively. For the form of E
sample
as in eqn 2.8 only the Hankel transform is readily
achieved analytically, and that only for r
2
= 0, ie the on-axis case [59]. (Eqn 2.13
then can be written in the form of a hypergeometric series, as seen in a following
section). Numerical integration of eqns 2.12 or 2.13 is not dicult. One may use
a Fast-Fourier or Fast-Hankel transform[113, 84]. However these numerical methods
become unstable for small B, as the phase factor become a rapidly changing function
of the radial coordinate.
The method of linear beam propagation used most commonly in this work, how-
ever, is that of mode decomposition. This involves decomposing E
sample
using as a
basis a complete set of orthogonal spatial modes, each of which is the solution to the
free (paraxial) wave equation. Since the set is complete, any bounded form of E
sample
can be so decomposed into a converging series of these modes ( so the problem of
large a can be treated). For small nonlinearities, the convergence of this series does
not compete with that of the GD method; however for large nonlinearity the conver-
gence overtakes that of the GD method. Once the mode amplitudes are found it is a
simple procedure to use the ABCD law to propagate each mode individually and then
sum their contributions. Moreover, at this stage, we will only investigate circularly
symmetric cases, and so we will use Gaussian-Laguerre modes to expand the optical
elds.
2.3.1 Gaussian Laguerre Mode Decomposition
In order to describe the propagation of the eld given by eqn 2.8 through a linear ho-
mogeneous optical system, following the thin nonlinear element, we decompose it into
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a series of Gaussian-Laguerre modes. Since these modes  
m
(r) form an orthogonal
complete set it is possible to write
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The mode amplitudes E
m
can be calculated by using the orthogonality relationship
of the modes  
m
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giving the expression
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The basis set of expansion modes is chosen to correspond to Gaussian-Laguerre
modes propagated a distance z
s
from the waist, as shown in g (2.1), and has been
normalized to yield the same optical power. As this form of  
m
is a solution to the
paraxial wave equation, this is the natural choice for a basis set which will facilitate
later propagation of the eld. Moreover since the lowest order mode is the same as the
input beam, the nonlinear sample can be conceived as a mode converter, converting
one set of modes into another set of modes from the same family.
Inserting eqn 2.8, eqn 2.17 becomes
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using the denition of Laguerre polynomials
L
m
(x) =
m
X
j=0
( 1)
j
0
B
@
m
m  j
1
C
A
x
j
j!
(2.19)
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The integral in eqn 2.18 can be evaluated by Taylor-expanding the denominator
in the form
(1 + x)
 q
=
1
X
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( 1)
k
(q)
k
x
k
k!
(2.20)
where (q)
k
is the Pochhammer symbol [2]. We therefore have
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From the standard integral
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a further simplication in eqn 2.21 arises by noting that the j summation is just a
binomial expansion. So we have
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We can see that eqn 2.23 is convergent only when a < 1. The derivation of
E
m
for the case of a > 1 is a more complex procedure, and is shown in Appendix
A. This now gives us an analytic expressions for E
m
, suitably convergent over all
nonlinear absorption regimes. However, for large values of the rescale irradiance a,
it is numerically easier to evaluate E
m
via numerical integration of eqn 2.18, than by
employing eqn 2.23, or eqn A.6. Since there is a naturally occurring exponential in
the integrand, the integration is facilitated by a Gaussian-Laguerre technique. This
is only an approximate technique since Gaussian-Laguerre quadrature will only be
exact when the non-exponential part of the integrand is a polynomial of order 2N  1
where N is the order of the quadrature. Considering the nature of the integrand in
eqn 2.18, a quadrature order greater than the mode cuto should be used. More
details of the numerical calculation are given in Section 2.3.5.
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2.3.2 Properties of G-L Modes
Truncating the series represented in eqn 2.14 introduces errors to the calculation. To
check upon these errors, one may use a version of Parseval's formula from the theory
of L
2
functions which states, in this context, that if f(r) =
P
1
m=0
f
m
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(r) is an L
2
function
4
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Eqn 2.24 appears as the sum (integral) of squares of residuals between the real
function and the approximated function. So from eqn 2.24 one can dene
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which represents the RMS relative error in approximating f(r) by a series of n terms.
As expected, as n!1 then C(n)! 0. Moreover C(n) is a monotonically decreasing
function of n since C(n + 1)   C(n) < 0 for any n. Theoretically, this means that
one always gains greater accuracy by increasing the mode cuto. However this may
not be the case in numerical calculations, since one is always limited to working with
nite precision arithmetic.
When the r-dependence is of the form given in eqn 2.8 then the integral in eqn
2.25 becomes
Z
1
0
jE(r)j
2
2rdr = E
2
1
r
2
1
2
e
 
0
l
Z
1
0
dw
(1 + aw
s
)
(1=s)
= E
2
1
r
2
1
2
e
 
0
l
2
F
1
(1=s; 1=s; 1=s+ 1; a) (2.26)
4
That is the integral of jf(r)j
2
, over the domain in which the basis set  
j
(r) is orthogonal complete
and continuous, is bounded. This has to be the case since the above-mentioned integral is just the
beam power, which must be nite.
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where the symbol
2
F
1
represents a hypergeometric function. It should be noted in
passing that eqn 2.26 is just the power transmitted through the medium. From eqn
2.26 one nds the power transfer characteristics
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It is also useful to evaluate the optical power of the beam contained in a disk of
radius b. This is found by calculating the integral
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By utilizing eqn 2.14, 2.15, and 2.16, we obtain
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where (m; r) is an incomplete gamma function. From eqn 2.29 the total power of
the beam is
P (b!1) =
1
2

0
c r
2
0
1
X
m=0
jE
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j
2
(2.30)
since P
mn
(z ! 1) = 
mn
. Equation 2.30 states that the power of the beam is just
the sum of the powers in each mode.
2.3.3 Comparison with the GD Method
In comparison with the purely Gaussian mode expansion used by Sheik-Bahae et al
[107], the convergence of the Gaussian-Laguerre expansion is slower for regimes of low
nonlinear absorption. However for regimes of large nonlinear absorption, the conver-
gence rates of the Gaussian-Laguerre expansion exceed that of the purely Gaussian
expansion. This trend can be seen in gures 2.5 (a) to (e) which have been calcu-
lated for the case of an InSb sample placed at the waist of an optical beam for which
s = 2=3,  =  29:6, and a varies from 0.01 to 0.6. The stars represent the purely
Gaussian expansion calculated by the author for the sake of comparison, while the
open squares represent the Gaussian-Laguerre expansion. For each value of the pa-
rameter a the top graph represents the relative amplitude of each term in the series.
The next graph represents the partial sums of these series which have as a limiting
value, the on-axis (relative) irradiance at the exit face of the sample (See eqn 2.6).
The last graph represents the deviations of partial sums away from the limiting value
as represented by eqn 2.6. As can be seen, for small values of a both series converge
quickly, the purely Gaussian series converging more rapidly. However at moderate
values of a the amplitudes of the purely Gaussian series pass though a regime of large
alternating values before returning to small values. That means that there exists a
low limit above which the truncation must occur or else the error in truncation is
very large. The Gaussian-Laguerre series does not suer from this diculty, since
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from eqn 2.25 every extra mode included brings the series to a closer approximation
to the original function (eqn 2.8).
2.3.4 ABCD Law Propagation
Equation 2.14 simply represents the optical eld at the exit face of the nonlinear
material as a series of Gaussian-Laguerre modes of the appropriate amplitude. Each
mode appears as if propagated from the waist to the sample. Therefore to determine
the eld at a point after the sample we simply propagate each individual mode to
that point, employing the ABCD law for Gaussian-Laguerre beams derived by Tache
[125]. We do this by merely replacing the subscript 1 in eqn 2.15 with a 2, i.e.
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where the new beam parameters r
2
, R
2
and 
2
are determined from the ABCD law.
That is, if the linear part of the optical system between the waist and the detector is
described by an ABCD matrix, then
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= arctan
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The propagation law derived by Tache [125] utilizes the paraxial approximation.
That is, the wave number k and the transverse spatial period of the beam w must
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Figure 2.5: (a)-(e) Convergence comparison between the Gaussian Decomposition
method and the Gaussian-Laguerre Mode Decomposition Technique for s = 2=3,
 =  29:6 and a
0
= 0:01 to 0.6.
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obey the inequality kw  1. Therefore we must refrain from using expansion modes
whose spatial period is too small. For a Gaussian-Laguerre mode of order m the
paraxial inequality can be written as kr
1

p
m=2
2
.
One can easily extend the above theory to include arbitrary (but bounded) input
beam proles since the set of Gaussian Laguerre expansion modes is complete, and one
can easily generalize eqn 2.8 for these arbitrary input beam proles. While arbitrary
beam proles make analytic calculations dicult, the numerical procedure mentioned
in Section 2.3.5 allows simple calculations of the eects due to these arbitrary beam
proles.
The technique of considering a thin nonlinear medium as a mode converter (
converting a set of input modes to a set of output modes; these output modes being
members of the same basis set as the input modes, but with altered amplitudes
and phases) is a powerful one. Using this concept of a mode converter, one can,
with reason, simply analyze more complex nonlinear systems consisting of multiple
nonlinear elements by treating each nonlinear element in turn, and then propagating
the beam to the next element. Further, a thick nonlinear medium may be analyzed
using a similar method, as discussed in Chapter 6. However care must be taken that
the thin- medium criteria are not invalidated by having input beam proles which
contain steep transverse gradients. Steep gradients imply a broad Gauss-Laguerre
spectrum, which means that one needs a large number of modes to approximate the
function to within a desired accuracy.
2.3.5 Numerical Calculations
As stated previously, it is sometimes numerically preferable to calculate the mode
amplitudes, E
m
, by direct integration of eqn 2.18. This is due to the fact that in the
region of a near 1, either eqn 2.23 or A.6 require a large number of terms to converge
to an appropriate degree. The most obvious method for quick and accurate numerical
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integration is a Gaussian-Laguerre quadrature method. This is due to the naturally
occurring exponential in 2.18.
E
m
= E
1
e
 

0
L
2
e
 i2m
1
r

2
r
1
r
0
Z
1
0
L
m
(z)e
 z
dz
(1 + ae
 sz
)
q
 E
1
e
 

0
L
2
e
 i2m
1
r

2
r
1
r
0
N
X
j=1
L
m
(z
j
)w
j
(1 + ae
 sz
j
)
q
(2.37)
where z
i
and w
i
are the abscissa and weights of theN 'th order quadrature respectively.
Errors are introduced to these numerical results, since
L
m
(z)
(1+ae
 sz
)
q
is not a polynomial
of order 2N   1 or less. The total contribution of these errors can be tracked via eqn
2.25. However as a general rule the order of the quadrature was always taken to be
at least twice the mode cuto. Since for large nonlinearities a large number of modes
were generally taken to achieve an acceptable truncation error, a table of Gaussian
Laguerre quadrature weights and abscissae up to N = 300 were calculated in multiple
precision arithmetic to minimize the integration error.
As a numerical example of the Gaussian-Laguerre Decomposition technique, we
take the previously mentioned case of InSb (see page 20). Figure 2.6 shows how the
radial irradiance distribution develops as the input irradiance is increased from 0 to
2:5 10
10
W=m
2
when the sample is at the waist and the detector plane is located 2
metres from the waist. This gure shows the developing ring structure as well as an
irradiance limiting phenomena (the central irradiance oscillates rather that continuing
to increase) which is due to the nonlinear interaction of the light with the medium.
These well-known phenomena will be discussed in later chapters. Figure 2.7 shows
the on-axis irradiance variation at the detector, for the same conditions as 2.6. The
dashed and dot-dashed lines are the high irradiance maximum, minimum and `DC'
irradiance limits at the detector as predicted by eqns 3.18 and 3.19 as described in
the next chapter. These calculations were performed using a mode cuto of 50 and
a quadrature order of 100. Figure 2.8 shows the mode amplitudes E
m
as the input
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Figure 2.6: Spatial irradiance distribution as a function of input power for the case
of InSb (see page 2.2.1). The sample is located at the waist which has an irradiance
e
 1
width of 0.5mm and the detector is situated 2 metres from the waist. Note the
induced ring structure as well as the `limited' on-axis irradiance. These calculations
were performed for a quadrature order of 100.
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Figure 2.7: On-axis irradiance at the detector as a function of input irradiance for
InSb calculated using G-L quadrature.The dashed and dot-dashed lines are the high
irradiance maximum, minimum and `DC' irradiance limits at the detector as predicted
by eqns 3.18 and 3.19
Figure 2.8: Graph of mode amplitudes versus input irradiance for the case of InSb.
At high input irradiance, the E
0
m
s no longer form a rapidly converging series.
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Figure 2.9: Graph of the convergences, C(m), versus input irradiance for a quadrature
order of 100.
Figure 2.10: Graph of the convergences, C(m), versus input irradiance for a quadra-
ture order of 150. There is no signicant dierence between this graph and 2.9, except
for the lack of the kink at m = 50. This kink is a precursor of mounting numerical
error in the calculation.
2.3. LINEAR PROPAGATION 43
Figure 2.11: Graph of the convergences, C(m), versus input irradiance for a quadra-
ture order of 85. Note that the sequence of C(m) is no longer monotonic. This is
a sure sign that the quadrature order is too small for the mode cuto and there is
signicant error in the numerical calculations due to the G-L quadrature.
irradiance increases. At low irradiance the E
m
's form a rapidly diminishing series,
while at high irradiance this is not so. However if one looks at the convergence, C(m),
as dened by 2.25, as depicted in g (2.9), we see that at the maximum irradiance of
2:5 10
10
W=m
2
, C(50) is about 0.01, indicating there is approximately a one percent
RMS error in approximating eqn 2.8 with 50 G-L modes. To gauge the contribution
to the errors due to the Gaussian-Laguerre quadrature, one can recalculate the above
graphs for a quadrature order of 150. Figure 2.10 show the convergences for this
calculation. There is very little dierence between gures 2.9 and 2.10 except for
the kink along the m = 50 line which must be due to the quadrature. This kink
is a precursor which indicates the numerically calculated C(m) are about to go non-
monotonic as is demonstrated in g (2.11) for which the quadrature order is 85.
From numeric investigations, it appears that if one chooses a mode cuto so as to
approximate eqn 2.8 to within an certain error, then to maintain accuracy one must
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keep the quadrature order at least twice the mode cuto.
For the case of non-gaussian input beams and/or non-power-law nonlinear re-
sponses, a general numerical engine to calculate the E
m
can be generalized from eqn
2.37. If the output optical eld is E
sample
, then the mode amplitudes E
m
can be
calculated by
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This technique is used in Chapter 6 when dealing with thick nonlinear media.
2.4 OPTICAL FIELD DISTRIBUTION
An analytic expression for the optical eld distribution at the detector plane can be
calculated using the combination of eqns 2.31 and 2.23.
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since E
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. Using the Laguerre polynomial generating function,
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the summation over m in eqn 2.39 can be condensed, so that
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Now the dierence in the Guoy phase shifts, 
2
 
1
, can be expressed with a common
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where the parameters 
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After some tedious algebra this gives us
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Equation 2.44 has the form of the original Gaussian beam propagated through
the linear part of the optical system, multiplied by a correction factor which contains
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all of the eects of the nonlinear part of the optical system. In later sections we will
discuss the eects that this nonlinear correction factor has, as various parameters are
varied.
From eqn 2.44 one observes that the on-axis relative transmissivity (that is, the
ratio of the on-axis irradiance with the thin medium present to that with the thin
medium absent) is
T
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(2.45)
since for the on-axis case the summation in eqn 2.44 has the form of a hypergeometric
series [59]. The relative transmissivity is a quantity that is easily measured, and from
its variation with sample and detector position, one can determine the nonlinear
parameters of a given medium with relative ease and precision. Chapter 5 discusses
these measurement techniques in more detail.
For the case a < 1, the hypergeometric series in eqn 2.45 converges for s > 1=4.
For the case of a > 1 , there exist transformation relationships [2] which can express
divergent hypergeometric series in terms of convergent hypergeometric series. Using
these we have for a > 1 and q 6= 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For a > 1 and q =  we have [36]
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where  is Euler's constant ( = 0.57721566490) and  (z) is the digamma function.
Hence one can calculate the on-axis relative transmissivity over virtually the entire
parameter space using eqns 2.45 and 2.46.
2.4. OPTICAL FIELD DISTRIBUTION 47
An analytic expression for the optical eld distribution that is convergent for a > 1
is derived in Appendix A . For this case the electric eld at the detector plane is
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For r = 0 this expression is of the form of eqn 2.46 since
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The double series represented in eqn 2.48 is numerically dicult to evaluate since both
series converge slowly. It is quicker to evaluate eqn A.14, that is a sum of integrals of
I
0
Bessel functions, where the integral is performed numerically, since the numerical
integral is relatively quick and accurate.
Chapter 3
PROPERTIES OF THE
SELF{FOCUSED FIELD
An expression for the self-focused optical eld was derived in the previous chapter for
the case of a thin nonlinear medium. In this chapter we delve into some properties
of eqns 2.44 and 2.45 which are expressions for the optical eld at the detector plane
and the relative transmissivity.
Firstly it is important to interpret the physical meaning of the ratio B
0
=A since
the expressions for E
ABCD
and T
rel
are observed to depend on this simple ratio,
rather than on some more complicated combination of A;B;CandD. This should
not be considered surprising since it can easily be shown that S, the linear on-axis
transmissivity (i.e. the ratio of linear output irradiance I
2
, to input irradiance I
0
) of
the ABCD optical system is given by
S =
I
2
I
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=

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r
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
2
=
1
A
2
+B
0
2
(3.1)
which is a function of A and B
0
only.
It is shown in Appendix B that the quantity B
0
=A represents the position of
the object plane of the detector, as measured from the initial beam waist (see g
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Figure 3.1: If the optical system from the waist to the detector is characterized by
a ray-transfer matrix ABCD, then the quantity B
0
=A (where B
0
= B=z
0
) represents
the distance from the object plane of the detector (OP) to the waist. If the optical
system contains no eective imaging elements (A = 1) then the object plane and the
image plane (IP) of the detector are coincident.
(3.1)). Since the relative transmissivity is wholly dependent on B
0
=A, there exist
whole classes of optical systems that will have the same on-axis relative transmissivity
characteristics. Our common classes of optical system are those whose nal detector
object plane are the same distance from the initial waist.
When 
s
= B
0
=A one is imaging the sample on to the detector, so the relative
transmissivity will show no nonlinear refractive eects and is given by
T
rel
(
s
= B
0
=A) = e
 
0
L
(1 + a)
 1=s
(3.2)
Similarly the irradiance prole at 
s
= B
0
=A shows no nonlinear refractive eects.
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Thus an experimental arrangement where the detector-object-plane remains always
located at the sample surface as the sample is moved, can decouple the eects of
nonlinear absorption and refraction. One may then simply measure the nonlinear
absorptivity 
s
. With this parameter constrained, one may then measure and t the
nonlinear refractive index n
s
. A measurement of the beam power transfer function
(eqn 2.27), as a function of sample position 
s
, is another method of determining 
s
.
It can be seen from inspection of eqns 2.44 and 2.45 that the optical eld distribu-
tion and the relative transmissivity possess the following useful reection symmetry,
namely
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A negative value for B
0
=A   
s
means that one is observing the virtual optical eld
behind the sample. It should be noted that this virtual eld is necessary, so that
when propagated to the sample one obtains eqn 2.8 as an expression for the eld.
With these symmetry relations one needs only to concentrate on self-focusing (or
defocusing) media to explore the various eects of other parameters on the relative
transmissivity.
Equations 2.44 and 2.45 can be rewritten for the cases of no linear absorption
(
0
= 0), no nonlinear absorption (
s
= 0), and/or no nonlinear refraction (n
s
= 0),
or any combination, by observing simple limiting procedures, the most trivial of which
is for no linear absorption,
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This leaves eqns 2.44 and 2.45 in the same functional form but changes the denitions
of  and a
0
.
3.1 NO NONLINEAR ABSORPTION
For the case of no nonlinear absorption the limiting process is more involved. As
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! 0,  goes to innity while  goes to zero. However products of the two remain
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This transforms eqn 2.44 into
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where the irradiance parameter a
0
is redened for this case as
a
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The parameter a
0
is now directly related to the nonlinear phase shift of the mate-
rial. For r = 0 the above summation now appears to be of the form of a conuen
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hypergeometric series (also known as the Kummer function), so we have (c.f. ref [56])
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For the special case of s = 1 (that is a Kerr medium), 
s
= 0 and B
0
=A ! 1 (that
is the sample positioned at the initial beam waist and the detector placed at the
far-eld), eqn 3.9 becomes
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where C(x) and S(x) are Fresnel integrals. From this we will see later in the section
on limiting, that as a
0
!1, the product a
0
T
rel
(which is in eect an irradiance at the
detector), goes to =4. Thus the detector irradiance is limited to some nite value.
In the case where both 
0
= 0 and 
s
= 0, eqns 3.7 and 3.9 again have the same
functional form, but now with a new denition of a
0
, ie.
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3.2 NO NONLINEAR REFRACTION
The case of no nonlinear refraction is simply treated by allowing ! 0. This gives
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For the special case of s = 1, 
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= 0, and B
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=A!1 eqn 3.13 is given by
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Figure 3.2: On-axis detector irradiance vs input irradiance for InSb (see page 20)
with the sample located at the waist and the detector positioned 2.0 metres beyond
the waist. The full line represents the combined eects of NLR and NLA, the dashed
line represents the eects of NLR only, while the dot-dashed line represent the eects
of NLA only.
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Figure 3.3: On-axis detector irradiance vs input irradiance for InSb ( see page 20) but
with 
s
= 26:6  10
 4
W
 2=3
m
 1=3
, so as to make 
0
=
00
= 1. The sample is located
at the waist, and the detector 2.0 metres beyond the waist. The full line represents
the combined eects of NLR and NLA, the dashed line represents the eects of NLR
only, while the dot-dashed line represent the eects of NLA only.
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One can understand the contributions of nonlinear refraction (NLR) and absorp-
tion (NLA) by considering the cases where each of these eects are turned `o'. We
consider the familiar case of InSb at room temperature (see page 20 and gure 2.7)
with the sample at the waist and the detector 2.0 metres (13:5z
0
) beyond the waist.
Figure (3.2) shows the detector irradiance as a function of input irradiance. The full
line represents both the eects of NLR and NLA, the dashed line shows only the
eects of NLR, and the dot-dashed line represents NLA alone. When NLR is present
we see the characteristic ringing and limiting. When only NLA is present we see only
a logarithmic response
1
not an oscillatory response. The above results apply when the
magnitude of the NLR eect is some ten times greater that the NLA (ie. 
0
=
00
 10).
Figure 3.3 shows the results when the magnitude of NLR is the same as that used
in 3.2 but 
0
=
00
= 1 (
s
= 26:6 10
 4
W
 2=3
m
 1=3
), that is the NLR and the NLA
eects have the same magnitude. The oscillatory nature of the detector irradiance is
still evident when NLA is present, but the `oscillation period' is much greater for the
large 
s
. When only the large NLA is present we see that the logarithmic response
is slower, indicating the large absorption.
3.3 NORMALIZED TRANSMISSIVITY
The normalized transmissivity is dened as the ratio of the nonlinear to the linear
transmittance
T
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At large j
s
j where the beam irradiance is small and the non-linear eect is small, T
becomes asymptotic to 1. For nite 
s
and a
0
 1
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Figure (3.4) depicts a 3-D plot of the normalized axial transmissivity as a function
of 
s
and B
0
=A, for s = 1,  = 10 and a = 0:1. In the 
s
direction, and well
removed from B
0
=A = 0, we see classic dispersion-like Z-scan curves [109]. In the
B
0
=A direction, near 
s
= 0, we see the sharper dispersion-like curve discussed in
a recent work [64]. Figure (3.5) is the contour diagram corresponding to g (3.4).
Figures (3.6) and (3.7) depict normalized axial transmissivity as a function of 
s
and
B
0
=A, for the case of InSb for which the parameters are s = 2=3,  =  29:6 and
a = 0:217 (I
0
= 5  10
9
W/m
2
). Note that the general dispersion curve shape is
reversed due to the defocusing (n
s
< 0) nature of InSb. Also, as can be seen, gures
3.6 and 3.7 represent a qualitatively larger nonlinearity than the previous gures 3.4
and 3.5.
3.4 OPTICAL LIMITING
It is also interesting to look at the asymptotic limit of the relative transmissivity as
the parameter a becomes large, in order to investigate optical limiting. From eqn
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Figure 3.4: A three dimensional graph of the normalized transmissivity as a function
of 
s
and B
0
=A, for a Kerr medium (s = 1) with  = 10 and a
0
= 0:1.
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Figure 3.5: A contour diagram for g (3.4). Note the partial symmetry around the
line B
0
=A = 
s
. This line represents the imaging of the output surface of the nonlinear
medium onto the detector as the sample moves through the waist. Along this line
only absorptive eects are seen in the irradiance at the detector.
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Figure 3.6: A three dimensional graph of the normalized transmissivity as a function
of 
s
and B
0
=A for InSb, for which s = 2=3,  =  29:3 and a
0
= 0:217 (I
0
=
5  10
9
W=m
2
). Note the switching of the sense of the dispersion-like curves due to
the defocusing material
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Figure 3.7: Contour diagram of g (3.6)
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2.46 we have for large a (cf. ref [59])
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where  = Im() =
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The quantity a
1=s
T
rel
is simply proportional to the irradiance at the detector, since
a  I
s
. Thus eqn 3.18 demonstrates that the irradiance at the detector is limited to
some nite range of values. At large a the irradiance at the detector sweeps between
maximum and minimum values in a sinusoidal manner as the value of a increases.
The period of these oscillations also increases as a increases. Using equations 3.1 and
3.18 one can determine the maximum limit of the irradiance as
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For the case of no nonlinear absorption the relative transmissivity is a conuent
hypergeometric function.
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For large a and small  this becomes [2]
T
rel
= e
 
0
L


 ( + 1)e
i
( ia)
 
+ e
 ia
( ia)
 1



2
(3.21)
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This gives us
2
a
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(3.22)
We see again that the irradiance at the detector when no NLA is present is limited
to some nite value. However, unlike the case when NLA is present the amplitude of
sinusoidal variation in detector irradiance decays to 0 as a!1. Figures 3.8 and 3.9
demonstrate the limiting phenomena for both focusing and defocusing media in the
presence of NLA and no NLA respectively. The sample is displaced from the focus by
half a Rayleigh range and B
0
=A!1. If the sample were to be placed at the waist,
then by the symmetry relationship eqn 3.4, both the focusing and defocusing curve
will be the same.
Having derived eqn 3.19 we can now investigate the dependence of I
limit
ABCD
on
the sample position 
s
, and the detector's-object-plane position B
0
=A, to see if there
are optimum locations where the limiting is greatest. For small nonlinearities, it
has been suggested [107] that the optimum position for a optical limiter is at the
normalized transmissivity valley which occurs for a defocusing Kerr medium (s = 1)
at 
s
= 0:85 (
s
=  0:85 for a focusing material). However the position of this valley
moves at large input powers. With the use of eqn 3.19 one may nd the optimum
conguration for an optical limiter. However care must be taken when using eqn 3.19
and interpreting the results therefrom. Equation 3.19 assumes there is innite input
power since we have taken the limit as a ! 1. Thus, for example, no matter how
far from the waist a sample may be located, there is still an innite power incident
on it. Consequently there will still be a limiting value of I
ABCD
, however large (but
nite) I
limit
ABCD
may be. Thus for some cases it is not practical to achieve input powers
2
Care must be taken when using this asymptotic limit to ensure that  is not too large. The
limit of a
1=s
T as a ! 1 and jj ! 1 (B
0
=A ! 
s
) for either NLA, or no NLA present, should be
1. For eqn 3.18 this can be proven to be so. However for eqn 3.22 this is obviously not so, since the
asymptotic expansion of the conuent hypergeometric function used is not valid for large .
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Figure 3.8: Graph of a
1=s
T vs a with 
s
= 0:5, B
0
=A ! 1, s = 1, and jj = 10,
showing optical limiting for both a focusing and defocusing material when NLA is
present. The dashed line is the `DC' limit, while the dot-dashed lines represent the
limiting value of the amplitude of the oscillations. Every cycle of the oscillation
represents an increase in the on-axis nonlinear phase shift by 2.
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Figure 3.9: Graph of a
1=s
T vs a with 
s
= 0:5, B
0
=A!1, and s = 1 showing optical
limiting for both a focusing and defocusing material when NLA is not present. The
dashed line is the `DC' limit. Unlike the NLA case, the amplitude of the oscillations
decays to zero with increasing a. ( Note must be taken that in the no NLA case, the
denition of a is as eqn 3.8.)
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such that the values of I
ABCD
approach I
limit
ABCD
. If we use sensible
3
values for 
s
and
B
0
=A however, the value of I
ABCD
quickly approaches the predicted limit.
Figures 3.10 and 3.11 show the typical features of the variation of I
limit
ABCD
with
the parameters 
s
and B
0
=A. Ignoring the region
4
near  =  for the time being,
we see that the maximum limiting occurs as B
0
=A ! 1 for some 
s
  1 for the
case of  = 10 (
s
 1 for a defocusing medium). However if one is constrained
to some nite B
0
=A then there exists an optimum 
s
which maximizes the limiting.
These optimum sample and detector locations roughly follow a curve of constant 
as shown in gure 3.11. The dependence of this constant  on  can be seen in
gures 3.12
4
and 3.13
4
which are graphs that depict the variation of I
limit
ABCD
with  and

s
as B
0
=A ! 1 for the case of s = 1. The dashed line in g (3.13) represents the
sample position required to give maximum limiting for a particular value of . Since
B
0
=A !1,  = 
s
=2s. Note that in general the maximum limiting for a particular
sample position occurs when there is little or no NLA (i.e.  ! 1), and that the
optimum sample position goes o to  1 (+1 for defocusing material) as  goes o
to +1 ( 1 for defocusing material). These results can be summarized as follows:
 Maximum limiting occurs when there is no NLA. For no NLA there is no opti-
mum sample location and detector conguration which will achieve maximum
limiting according to eqns 3.19 and 3.22. (The optimum sample and detector-
object-plane position is at innity on the defocusing side of the waist, which is
unphysical as mentioned above).
 When NLA is present, then optimum optical limiting occurs for a nite 
s
when
the detector-object-plane is at  1 (see g (3.13) ) for focusing materials, or
3
That is values of 
s
that are not too large since the nonlinear eect is generally strongest at or
near the waist and values of B
0
=A that dier at least 1 Raleigh range from the value of 
s
since for
limiting to occur the modied beam prole must have room to diract.
4
The region near  =  has been excised from these graphs since the nonlinear focal shift
asymptotically approaches this curve for large a
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+1 for defocusing materials.
 If B
0
=A is constrained to some nite value then there exists an optimum sample
position to achieve maximum limiting. These optimum positions lie close to a
curve of constant 
Optical limiting of some kind will occur in most positions in the detector's-object-
plane space. The question is where one will obtain optimal limiting. For a simple thin
limiter consisting of a single lens (to focus the beam upon the nonlinear medium), a
nonlinear medium and a detector, and illuminated with reasonable input conditions
(ie. not innite input power) the optimal conguration is for the detector to be
well into the far-eld and the nonlinear sample to be placed just before or after (by
 0:8 Rayleigh Range [107]) depending on whether the material is self-focusing or
self-defocusing. The next \level" of limiter design places a lens after the nonlinear
material so as to form a telescope. This puts constraints on the optimizing process
as this design puts constraints on the position of the detector's-object-plane (For
a telescope one would wish to have B
0
=A  0.) and the optimal conguration is
no longer that of the simple limiter. For a real physical limiter, the design may
be constrained due to external geometry considerations. If this is the case, then
an appropriately placed lens may be necessary to obtain optimal limiting for that
situation. This section describes the calculation to determine where this lens may be
placed. It should be noted that this lens may actually be a complex arrangement of
lenses due again to external inuences. This does not matter as any lens combination
after the nonlinear medium may be condensed into a single distance-lens-distance
ABCD matrix and any lens combination before the nonlinear medium just modies
the position and size of the initial beam waist.
Another high irradiance phenomenon associated with the nonlinearity of the sam-
ple is that of nonlinear focal shift [65]. At small nonlinearity, the eective waist of
3.4. OPTICAL LIMITING 67
Figure 3.10: Graph of I
limit
ABCD
as a function of 
s
and B
0
=A for s = 1 and  = 10
(self-focusing). The trough-like minimum represents the optimum limiting. In the
region near  = , the value of I
limit
ABCD
has been set to a constant, since T
rel
is a
logarithmic function of parameter a along this curve and hence no limiting can occur
there. This curve represents the asymptotic position of the nonlinear shifted focal
point
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Figure 3.11: A logarithmic contour of I
limit
ABCD
as a function of 
s
and B
0
=A for s = 1
and  = 10 (self-focusing). The region near  =  has been excised from the graph
since along this curve I
limit
ABCD
is innite. This curve represents the asymptotic position
of the nonlinear shifted focal point. The trough represents optimum congurations for
an optical limiter. The dashed line is a curve of  = 0:45 which roughly approximates
the position of the trough for the case of s = 1.
3.4. OPTICAL LIMITING 69
Figure 3.12: A graph of I
limit
ABCD
versus  and 
s
for B
0
=A!1 and s = 1. The region
near 
s
= 2s has been excised since this curve is the asymptotic location of the
nonlinear shifted focal point as a!1.
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Figure 3.13: A logarithmic contour diagram of g (3.12) which depicts the variation
of I
limit
ABCD
versus  and 
s
for B
0
=A ! 1 and s = 1. The region near 
s
= 2s has
been excised since this region is the asymptotic location of the nonlinear shiftec focal
point as a ! 1. The dashed line represents the location of the sample necessary
to obtain the maximum limiting for a particular  (with B
0
=A ! 1 and s = 1).
Maximum limiting occurs as  goes to 1, i.e. when there is no NLA.
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the sample-modied beam (as dened by the position of the detector-object-plane
which maximizes the scaled irradiance
5
, U = ST ) is at the waist of the input beam
(i.e. B
0
=A = 0). As the optical beam power increases the eective beam waist shifts
away from B
0
=A = 0. A simple explanation of the eect is that the induced refractive
index gradient acts in a similar fashion to a lens. For a self-focusing material this lens
is of positive power. If the sample is positioned before the initial waist, the eective
waist will occur somewhere between the origin and the sample since the lens will
make the beam converge more rapidly. If the sample is positioned after the focus and
the `power' of the lens is small, the lens will only partially counteract the diverging
nature of the beam, thus the eective waist will be located further from the sample.
However there exists a critical input power for which the lens can totally counteract
the divergence of the beam
6
. Above this power the beam focus is on the positive side
of the sample. As the power increases still further, the lens makes the beam converge
even more rapidly, thus making the eective waist approach the sample. A similar
but opposite argument can be made for self-defocusing material.
In fact one may treat the problem of nonlinear focal shift using a lens approxima-
tion called the aberration free approximation [107]. As seen in Appendix B, the use
of this approximation allows us to analytically derive a path of the nonlinear focal
shift. For the full wave optics approach this is not so. However one may derive the
limiting value of the nonlinear focal shift as the input irradiance goes to innity. From
eqn 3.18 one sees that a
1=s
T is nite except when q = . That is when  = . At
this point a
1=s
T becomes a logarithmic function of a (see eqn 2.47 ), thus as a!1,
a
1=s
T !1. Therefore this location is the position of the nonlinear shifted focal point
5
The scaled irradiance is simply dened by the ratio of the on-axis irradiance at the detector to
the peak irradiance at the initial beam waist. It is also the product of the normalized transmissivity
T , and the linear on-axis transmissivity S.
6
If one were dealing with ray optics, then at this point the eective beam focus would change
from  1 to +1 as the image goes from being virtual to real. However we are dealing with Gaussian
beam optics. If the lens just counteracts the divergence, then this implies there is a waist at the
sample, therefore at this point B
0
=A = 0
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at large a. For a given 
s
the nonlinear shifted focal point will eventually tend to the
position
B
0
=A =
2s
s
+ 1
2s  
s
(3.23)
For material with no NLA this becomes
B
0
=A = z (3.24)
From this we can see that the NLR process tends to bring the focus towards the
sample, while the NLA process counters this eect. In the lens analogue, for a material
with NLA the eective focal length of the medium has a nonzero limit as the input
power is increased, while for a material with no NLA, the eective focal length tends
to zero with increasing input power.
Figures 3.14, 3.15, 3.16, and 3.17 show examples of nonlinear focal shifts for the
cases of NLA and no NLA and samples located at initial waist and at other posi-
tions, and for focusing and defocusing materials. The contours represents the scaled
irradiance U . The dot-dashed line tracks the path of the eective waist according
to the aberration free approximation (See Appendix B). The dashed line tracks the
path of the nonlinear focal shift using full wave optics treatment. The arrows at the
right hand side of the axis indicates the limiting value of B
0
=A as determined by eqn
3.23. The sudden transition of the dashed line from one focal branch to the other
is analogous to the critical lens argument given above. Instead of the steady change
as predicted by the aberration free model at this critical power, we see that the full
wave optic treatment shows that there is a subordinant focal branch and a dominant
focal branch, and that at some critical input power, the branches swap dominance.
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Figure 3.14: Graph of the nonlinear focal shift for s = 1, jj = 10, and 
s
= 0:0. The
contours are of the scaled irradiance, U = ST , from 0.5 to 11.5. The lower contour
is chosen to be at the half height of the Lorentzian 1=(1 + (B
0
=A)
2
. The scaled
irradiance, U , has this prole at a
0
= 0. The dot-dashed line tracks the path of the
nonlinear focal shift according to the aberration free model. The dashed line shows
the path for the full wave optics treatment. The arrow marks the high irradiance limit
of the position of the nonlinear focal shift for focusing material. The lled triangle
represents the same limit for defocusing materials. Note that these limits approach a
location away from the sample but from either side of the sample.
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Figure 3.15: Graph of nonlinear focal shift for s = 1, jj = 10, and 
s
= 3:0. The
contours are of the scaled irradiance, U = ST , from 0.5 to 2.5. The lower contour is
chosen to be at the half height of the Lorentzian 1=(1+(B
0
=A)
2
. The scaled irradiance
U has this prole at a
0
= 0. The dot-dashed line tracks the path of the nonlinear focal
shift according to the aberration free model. The dashed line shows the path for the
full wave optics treatment. The arrow marks the high irradiance limit of the position
of the nonlinear focal shift for focusing material. The lled triangle represents the
same limit for defocusing materials. The sudden jump in the dashed line represents
the transition from a submissive focal path to a dominant one.
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Figure 3.16: Graph of nonlinear focal shift for s = 1, 
s
= 0:0 and no NLA. The
contours are of the scaled irradiance U = ST from 0.5 to 20.5. The lower contour is
chosen to be at the half height of the Lorentzian 1=(1+(B
0
=A)
2
. The scaled irradiance
U has this prole at a
0
= 0. The dot-dashed line tracks the path of the nonlinear
focal shift according to the aberration free model. The dashed line shows the path
for the full wave optics treatment. The arrow marks the high irradiance limit of the
position of the nonlinear focal shift for focusing material. A defocusing material with
no NLA has the same limit as a focusing material.
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Figure 3.17: Graph of nonlinear focal shift for s = 1, 
s
= 3:0 and no NLA. The
contours are of the scaled irradiance, U = ST , from 0.5 to 20.5. The lower contour is
chosen to be at the half height of the Lorentzian 1=(1+(B
0
=A)
2
. The scaled irradiance
U has this prole at a
0
= 0. The dot-dashed line tracks the path of the nonlinear
focal shift according to the aberration free model. The dashed line shows the path
for the full wave optics treatment. The arrow marks the high irradiance limit of the
position of the nonlinear focal shift for focusing material. A defocusing material with
no NLA has the same limit as a focusing material. The sudden jump in the dashed
line represents the transition from a subordinant focal path to a dominant one.
Chapter 4
INDUCED RING STRUCTURES
4.1 INTRODUCTION
When the nonlinear phase shift through a material becomes greater than 2 it is pos-
sible to generate bright and dark rings in the far-eld transverse structure of the beam
due to self-interference between dierent sections of the beam. With the introduction
of highly nonlinear materials such as nematic liquid crystals and polymeric lms it is
possible to observe tens to hundreds of these non-linearly induced rings in the far-eld
diraction pattern which implies hundreds of radians of induced phase shift. With
such large nonlinearities it is dicult to study this phenomena analytically.
These eects have been studied by a number of authors, for example Zolot'ko et
al [143], Durbin et al [33], Chunfei Li et al [26], Khoo et al [74] and more recently
Binh et al [13], Bloisi et al[16] and Du et al[32]. In some of these cases it is possible to
obtain analytic results using simple ray optics theory leading to some understanding
of the phenomenon of induced ring structures. Others such as Santamato et al [104],
Bloisi et al [17] and Khoo et al [74] use a wave optics approach which usually leads to
an open form such as a diraction (Huygen's) integral over the nonlinearly perturbed
input beam. In some sense the work that follows in this chapter is equivalent to
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this approach. However in the previous chapter, we have developed closed form
expressions for the transverse optical eld distribution. Thus we can more easily
investigate the eect of nonlinear induced ring structures.
4.1.1 Ray Optics
The phenomenon of nonlinear rings can be simply approached via the use of ray
optics. While ray optics is obviously limited in producing a valid description of
the eect, it does allow one to determine some useful analytic results and to obtain
insights not easily available from wave optics theory. In addition comparison between
features of two descriptions leads to an understanding of the nature of the parameter
dependence of salient features of the induced ring structures. We approach the subject
of ray optics in a manner similar to that of Chunfei Li et al [26].
In an inhomogeneous medium, ray propagation can be described by the dierential
equation [22, 140]
@
@s
 
n
@r
@s
!
=rn (4.1)
Here @s is an innitesimal distance along the ray measured from some xed point (s)
on the ray, and r is the position vector of that point (s) and n denotes the refractive
index. In the paraxial approximation we replace @s with @z, and consider only the
case of circular symmetry and small n variation with z (ie.
@n
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 0). Thus (since
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1
n
@n
@r
(4.2)
The dierential @r=@z can be identied with the deection angle  of the ray, leading
to
@
@z
=
1
n
@n
@r
(4.3)
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Upon integration over the length of the nonlinear medium (L), we obtain the total
angular deviation of the ray  incident upon the sample at some radius r
1
, is
 =
L
n
@n
@r
(4.6)
For a medium with a power law type nonlinear response, and with no NLA we have
 =  4s
 
r
r
2
1
!

n
s
n
0

LI
s
1
e
 2sr
2
=r
2
1
(4.7)
since
n = n0 + n
s
I
s
1
e
 2sr
2
=r
2
1
(4.8)
Here I
1
, r
1
and R
1
are the on-axis irradiance, spot-size and radius of curvature of the
wavefront of a Gaussian beam at a distance of z
s
from the beam waist. If the sample
is at a distance z
s
from the beam waist, then the angle of incidence of the ray on the
sample at some radius r is given by

0
=
r
R
1
(4.9)
Using Snell's Law (gure 4.1) the nal direction of the emerging ray is

1
=
r
R
1
  4s
 
r
r
2
1
!

n
s
n
0

LI
s
1
e
 2sr
2
=r
2
1
(4.10)
This ray then continues in this direction unperturbed to meet the plane of the
detector in the far-eld. If the detector plane is positioned suciently far enough
1
More generally, the total angular deviation of the ray is expressed by
 =
1
nk
@
@r
(4.4)
which is the expression given by [33]. The maximum ray deviation is then

max
=
1
nk

@
@r

max
(4.5)
which occurs for values of r such that
@
2

@r
2
= 0. This implies that there must be an inection point
in the radial nonlinear phase prole.
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Figure 4.1: Deviation of ray due to a thin nonlinear slab
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into the far-eld (z
detector
 z
0
) then the ray will pass through the detector plane at
a radial position r given by
r
r
2
= 1=2kr
0

1
(4.11)
where r
2
is the spot-size of the Gaussian beam at the detector. Using
1
2
kr
2
1
=R
1
=
z
s
=z
0
= 
s
we can rewrite eqn 4.10 in the dimensionless form

2
=

1
q
1 + 
2
s
 

s
 
2s
0
e
 2s
2
1
(1 + 
2
s
)
s
!
(4.12)
where 
1
is the position where a ray intercepts the sample normalized to the spot-
size at the sample, 
2
is the position where that same now-perturbed ray strikes the
detector plane normalized to the spot-size at the detector plane, and 
0
is the on-axis
phase shift when the sample is situated at the beam waist.
From eqn 4.12 and gure 4.2 in which 
2
is plotted as a function of 
1
and 
s
,
we see that there may be multiple values of 
1
that can produce that same value of

2
. This introduces the possibility of self-interference of the beam, since in the ray-
optic picture this implies that there are two or more out-of-phase sources that can
contribute to the eld at 
2
; giving rise to interference. When the phase dierence
at the detector plane due to these sources is an even/odd multiple of 2 there will
be an irradiance maximum/minimum due to constructive/destructive interference.
Moreover the approximate number of rings will be equal to the on-axis phase shift
modulo 2 [33].
Figure (4.2) indicates that there is generally a maximum value of j
2
j representing
the maximum angular displacement due to the nonlinear material. According to
the ray theory, at this position there is a maximum irradiance due to constructive
interference. This represents the maximum radius/angular deection of any ring
generated by the nonlinear interaction. The position of this maximum ray deection
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Figure 4.2: Variation of 
2
with 
1
and 
s
with s = 1 and 
0
= 10. Since 
2
is a
multi-valued function of 
1
, there is the possibility of interference eects. These self-
interference eects cause the generation of rings in the far-eld diraction patterns
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Figure 4.3: The solution to the transcendental equation 4.14. At large j
0
j the so-
lution becomes asymptotic to
1
2
p
s
. The crossed line in the upper left hand quadrant
represents an inappropriate branch of the solution.
may be determined from eqn 4.12 as
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=
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where

s
+

4s
2
1
max
  1


2s
0
e
 2s
2
1
max
(1 + 
2
s
)
s
= 0 (4.14)
Figure (4.3) is a graph of the solution to the transcendental equation 4.14. For
either 
s
= 0, or large 
0
, the solution to 4.14 is approximately given by 
1
max
=
1
2
p
s
,
so that for these cases we have

2
max


s
2
p
s
q
1 + 
2
s
  
0
p
se
 1=2
(1 + 
2
s
)
s+1=2
(4.15)
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However it has been determined through numerical experiments that equation
4.15 is valid for a range of 
s
and 
0
far greater than that stated above. In fact
equation 4.15 appears to hold everywhere, except for values of 
0
near the threshold
of the generation of the nonlinear ring. At these points 
0
is expressed by

0
=

s
(1 + 
2
s
)
2
2s
"
 
e
3=2
2
; 1
#
(4.16)
As seen in gure 4.3, there are no solutions to eqn 4.14 in the region between these
two values of 
0
.
4.2 RINGS WITH NO NONLINEAR ABSORP-
TION
It is a simple matter to calculate the radial irradiance prole at some detector plane
using eqn 3.7 from Chapter 3.
2
Typical results for this type of calculation are seen
in g (4.4) and 4.5 where the beam prole is graphed as a function of the strength
of the nonlinearity. The evolution of the ring structure in the far-eld diraction
pattern is clearly evident. A ring rst manifests itself as a maximum (constructive
interference; a bright ring) or a minimum (destructive interference; a dark ring) of
the on-axis optical eld. As the strength of the nonlinearity increases the ring moves
radially outward. While at small radii where the ring is interfering with main beam,
the path of the ring as a function of the nonlinearity strength is perturbed. Out of
the inuence of the main beam (at least 3 beam radii for Kerr-like material), the ring
moves radially outwards as a uniform function of the strength of the nonlinearity.
The ring structure quickly evolves spatially as one moves away from exit face of
2
Eqn 3.7 is a convergent series ( although slowly convergent for large a) due to the alternating
terms. To improve computation time a series convergence accelerator technique was used [38].
However due to the limited numerical precision used, the maximum value of 
0
=(1 + 
2
s
)
s
was
limited to about 30. This is equivalent to about 5 bright rings
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Figure 4.4: A plot of the far-eld radial irradiance distribution as a function of the
on-axis nonlinear phase shift. The material is Kerr-like (s = 1) and is positioned at
the beam waist. Note the symmetry on the focusing and defocusing sides due to the
symmetry property eqn 3.4. The dashed lines indicate the position of the rst ring
as determined from the ray optics theory.
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Figure 4.5: A plot of the far-eld radial irradiance distribution as a function of the
on-axis nonlinear phase shift. The material is Kerr-like (s = 1) and is positioned
away from the beam waist ( 
s
= 0:5 c.f. g (3.9)). Note that as compared to g (4.4)
the symmetry between on the focusing and defocusing sides is broken. The dashed
lines indicate the position of the rst ring as determined from the ray optics theory.
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Figure 4.6: The evolution of the irradiance prole from Gaussian at the surface of
the nonlinear sample to a ring structure at the far-eld. The sample is positioned
at the waist and the on-axis nonlinear phase shift is 20 radians. Perturbations start
at the center of the beam while only a faction of a Rayleigh range from the sample.
These perturbations move out into the wings of the beam forming the rings. By  10
Rayleigh ranges the ring structure is fully developed.
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the sample. As seen in g (4.6) a beam which is initially Gaussian in amplitude
diracts into a ringed prole within a few Rayleigh ranges of the sample. Perturba-
tions start at the center of the beam while only a fraction of a Rayleigh range from
the sample. These perturbations move out into the wings of the beam forming the
rings. By approximately 10 Rayleigh ranges the ring structure is fully developed. It is
interesting to note that there is no appreciable change in the beam prole until about
0.1 Rayleigh ranges. This demonstrates an aspect of the thin medium approximation,
ie. L z
0
.
As suggested by eqn 4.15 and as depicted in gs 4.4 and 4.5 once the rst leaves
the vicinity of the main beam the radial position appears to be a linear function
of the nonlinear phase shift (i.e. 
2
ring
= m
0
+ c). Moreover the subsequent ring
positions (both bright and dark) also appear to be linear functions of the nonlinear
phase shift, once out of the inuence of the central beam. This hypothesis can be
tested numerically by determining the radial position of the local maxima (bright
ring) and minima (dark ring) as a function of the nonlinear phase shift, as is done in
g (4.7). For each bright/dark ring the positions of the maximum/minimum can be
least squares tted to a straight line. Ring positions within a certain radius should be
neglected due to the inuence of the main beam as mentioned above. This procedure
can be repeated for dierent sample position 
s
and power law response type s. A
typical example of this is shown in gs 4.8 and 4.9 which are graphs of the variation
of slope and the intercept for the above mentioned linear ts for the rst two bright
and dark rings as the sample position is varied for a Kerr-like medium (s = 1). As
can be seen from these gures there are trends in these plots that are reminiscent of
the 
s
dependence of eqn 4.15 inasmuch as the tted slope for these rings seems to
vary in a Lorentzian fashion (ie. 
1
1+
2
s
). The 
s
dependence of the tted intercept
curve is more dicult to bring into agreement with that hinted at by eqn 4.15 (i.e.
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Figure 4.7: A graph of bright and dark ring position as a function of 
0
, the on-axis
nonlinear phase shift at the waist. The path of the rings undulate at small radii due
to interference with the main beam, but at larger radii the path become uniform and
for the case of no NLA becomes linear. The dashed line is the position of the rst
bright ring according to the ray optics description.
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Figure 4.8: Variation with the sample position 
s
, of 
0
dependence of the rst bright
and dark ring as tted to a linear dependence of the form 
2
ring
= (gradient) 
0
+
(intercept), for a Kerr-like (s = 1) material. The full dots are the values obtained by
tting the ring position as a linear function of 
0
, and the line is the empirical t (cf.
eqn 4.17) to the 
s
variation of the gradient and intercept. The open circles for the
rst bright ring represent the variation predicted by the ray optics theory.
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Figure 4.9: Variation with the sample position 
s
, of 
0
dependence of the second
bright and dark ring as tted to a linear dependence of the form 
2
ring
= (gradient)

0
+(intercept), for a Kerr-like (s = 1) material. The full dots are the values obtained
by tting the ring position as a linear function of 
0
, and the line is the empirical t
(cf. eqn 4.17) to the 
s
variation of the gradient and intercept.
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

s
p
1+
2
s
) until one notices that these curves t the dependence
A+B
s
p
1+
2
s
quite well.
3
With this knowledge one can attempt to determine an empirical relationship between
a radial ring position and the strength of the nonlinearity 
0
of the form:

2
=
0
@
A+ B
s
q
1 + 
2
s
1
A
+
 
C
(1 + 
2
s
)
D
!

0
(4.17)
Tables 4.1 to 4.4 summarize the results of tting the ring position dependence on
the nonlinear phase shift, 
0
, to eqn 4.17 for the s values of 2/3,1,3/2,2 and 3. Using
the results from eqn 4.15 one can attempt to determine empirically the s dependence
of the coecients B and C. That is we can assume that B  1=
p
s and C 
p
s.
These trends can easily be veried by graphing them. No attempt however was made
to determine the empirical form of the s dependence of A since this parameter has
no analog in eqn 4.15. As seen from table 4.1 for the rst bright ring, the ray optics
and the wave optics theories are tantalizingly similar considering the crudeness of the
ray optics theory.
4.3 RINGS WITH NONLINEAR ABSORPTION
With the inclusion of NLA, the ring structure of the far-eld diraction pattern due
to the beam distortion of the nonlinear material still persists, and the ring structure
itself appears qualitatively the same as the case for no NLA. However the evolution
of the ring structure with input beam power is signicantly dierent as compared
to the no NLA case. The induced radial phase prole due to the nonlinear medium
is no-longer Gaussian
4
which changes the relative spread of the pattern for a given
3
In fact one obtains a better t by including an quadratic term ie.
A+B
s
+C
2
s
p
1+
2
s
. One may even
consider a power series in 
s
for the numerator. However this treatment was constrained to the
linear case.
4
The radial phase prole still has a inection point at some radius. This signature means that
ring generation is possible
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s A B C D
2/3 1.3070.003 0.6940.003 0.46370.0006 1.162 0.002
1 1.7050.004 0.5660.003 0.56860.0005 1.496 0.001
3/2 2.2440.007 0.4540.006 0.69770.0003 1.99350.0005
2 2.6970.009 0.3890.007 0.80670.0004 2.49250.0005
3 3.4390.009 0.3150.005 0.99260.0002 3.49620.0002
wave optics ?
(0:5880:004)
p
s
(0:577 0:001)
p
s s+ 1=2
ray optics N.A.
0:5
p
s
0:6065
p
s s+ 1=2
Table 4.1: Table of values tted to the empirical relationship (c.f. eqn 4.17) between
position of the rst bright ring and 
0
, the on-axis nonlinear phase shift at the
waist (which represents the strength of the nonlinearity) for various power law type
responses. The quoted errors are due to the least squares tting process. From the s
dependence of these values, and insights from eqn 4.15, one can empirically determine
the form of these s dependences. Since there is no analog of the parameter A in the
ray optic expression, no attempt was make to determine an empirical form.
s A B C D
2/3 2.89 0.01 0.7280.008 0.42560.0007 1.157 0.002
1 3.46 0.01 0.60 0.01 0.51660.0007 1.485 0.001
3/2 4.23 0.02 0.49 0.01 0.63190.0005 1.984 0.001
2 4.87 0.02 0.42 0.02 0.72620.0005 2.479 0.001
3 5.65 0.05 0.36 0.05 0.867 0.001 3.465 0.001
wave optics ?
(0:570:01)
p
s
(0:485 0:008)
p
s s+ 1=2
Table 4.2: Table of values tted to the empirical relationship (c.f. eqn 4.17) between
position of the rst dark ring and 
0
, the on-axis nonlinear phase shift at the
waist (which represents the strength of the nonlinearity) for various power law type
responses. The quoted errors are due to the least squares tting process. From the s
dependence of these values, and insights from eqn 4.15, one can empirically determine
the form of these s dependences. Since there is no analog of the parameter A in the
ray optic expression, no attempt was make to determine an empirical form.
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s A B C D
2/3 4.03 0.01 0.77 0.01 0.40330.0008 1.160 0.003
1 4.9450.01 0.65 0.01 0.491 0.001 1.486 0.003
3/2 6.21 0.02 0.51 0.02 0.604 0.001 1.985 0.001
2 7.30 0.02 0.43 0.02 0.70230.0009 2.485 0.001
3 9.02 0.02 0.36 0.02 0.86140.0008 3.48850.0005
wave optics ?
(0:650:02)
p
s
(0:502 0:002)
p
s s+ 1=2
Table 4.3: Table of values tted to the empirical relationship (c.f. eqn 4.17) between
position of the second bright ring and 
0
, the on-axis nonlinear phase shift at the
waist (which represents the strength of the nonlinearity) for various power law type
responses. The quoted errors are due to the least squares tting process. From the s
dependence of these values, and insights from eqn 4.15, one can empirically determine
the form of these s dependences. Since there is no analog of the parameter A in the
ray optic expression, no attempt was make to determine an empirical form.
s A B C D
2/3 4.96 0.01 0.80 0.01 0.38240.0008 1.167 0.005
1 5.98 0.02 0.64 0.02 0.462 0.001 1.488 0.003
3/2 7.29 0.02 0.52 0.03 0.56380.0009 1.976 0.003
2 8.37 0.03 0.44 0.04 0.64950.0009 2.471 0.002
3 9.98 0.05 0.36 0.05 0.77950.0008 3.465 0.001
wave optics ?
(0:690:01)
p
s
(0:435 0:005)
p
s s+ 1=2
Table 4.4: Table of values tted to the empirical relationship (c.f. eqn 4.17) between
position of the second dark ring and 
0
, the on-axis nonlinear phase shift at the
waist (which represents the strength of the nonlinearity) for various power law type
responses. The quoted errors are due to the least squares tting process. From the s
dependence of these values, and insights from eqn 4.15, one can empirically determine
the form of these s dependences. Since there is no analog of the parameter A in the
ray optic expression, no attempt was make to determine an empirical form.
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nonlinear shift.
We can again use ray optics as a tool to help in understanding some aspects of
the nonlinear rings. The nonlinear phase shift through a medium with NLA and a
power law type response is (c.f eqn 2.7)

1
=  ln

1 + a
1
e
 2sr
2
=r
2
1

(4.18)
where the subscript one refers to the sample position 
s
. Using this we can write the
NLA analog of eqn 4.12 as:
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Thus the NLA version of the expression for 
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Unlike the case of no NLA, these transcendental equations have no simple approximate
solutions for certain parameter values (i.e. 
s
= 0 or large a
1
). However for the case of

s
= 0 through a tedious process of successive dierentiation, one can Taylor expand
the expression for 
2
max
giving
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One can easily see how eqn 4.20, 4.21 and 4.22 transform into eqn 4.13, 4.14 and
4.15 as one goes from NLA to no NLA, since for this transformation we have the
parameters a
1
and  simultaneously limiting to 0 and 1 respectively.
To calculate the far-eld spatial pattern for the case of NLA is more dicult than
for the case for no NLA. We can use the expressions 2.44 and 2.48 (or rather eqn
A.14) but in general for a
1
> 1 it is a computationally harder task
5
. Figures (4.10)
and (4.11) are examples of these calculations. In these gures the far-eld spatial
prole is plotted as a function of the input irradiance a
1
, for the case of 
s
= 0, = 10
and s = 1 (Kerr-like). In these gures one can clearly see that the ring position
is denitely a nonlinear function of the input irradiance a
1
. However if gures 4.10
and 4.11 are replotted in terms of the on-axis nonlinear phase shift 
1
instead of the
input irradiance a
1
as shown in gures (4.12) and (4.13), it can be seen that the ring
position is more nearly a linear function of the nonlinear phase shift. In fact when
g (4.12) is compared to g (4.14) which depicts the spatial prole as a function of
on-axis nonlinear phase shift for the no NLA case over the same variable range, we
see only a slight quantitative dissimilarity.
As was the case in the previous section the positions of the rings can be numerically
determined as a function of the nonlinear phase shift 
1
.
6
Figure (4.15) depicts the
5
The graph of far-eld diraction pattern vs input irradiance a
1
ie. g (4.10), takes some 100
hours of cpu time of the departmental computer (rated at 6 Mops). A similar graph of the case of
no NLA takes but a few minutes. The main consumption of time in calculating eqn A.14 is due to
the exceedingly slow convergence of that equation. Hundreds of terms must be taken to achieve the
desired accuracy.
6
Since the task of computing the far-eld irradiance prole is so time consuming, the minima
and maxima were located from the same data that was used to produce gures such as g (4.10).
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Figure 4.10: A plot of the far-eld spatial prole against input irradiance a
1
for the
case of 
s
= 0,  = 10 and s = 1 (Kerr-like). On-axis we see optical limiting as seen
in Chapter 3. As was the case for no NLA the ring can be seen interfering with the
main beam at small radii. When clear of the main beam the ring moves smoothly and
monotonically outward as the input irradiance is increased. However this motion is
obviously not linear with a
1
.
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Figure 4.11: The contour diagram matching g (4.10). The dashed line represents
the motion of the rst bright ring as determined via ray optics, and is the solution to
the transcendental equation 4.20 and 4.21.
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Figure 4.12: This graph is the same as g (4.10) but the a
1
axis which represents the
input irradiance is replotted as the on-axis nonlinear phase shift  ln(1 + a
1
). The
ring position are now seen to be an approximately linear function of this variable.
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Figure 4.13: The contour diagram matching g (4.12). The dashed line represents
the motion of the rst bright ring as determined via ray optics, and is the solution to
the transcendental equation 4.20 and 4.21.
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Figure 4.14: A graph of the far-eld spatial irradiance prole against on-axis nonlinear
phase shift for a case of 
s
= 0, s = 1 and no NLA. This graph is plotted over the
same range of variables as g (4.12) to enable comparison with that gure. The two
diagrams are qualitatively similar.
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Figure 4.15: Graph of

2
p
s
versus 
1
= for several values of  and s. The full line
represents the position of the rst bright ring as predicted by the ray optic theory.
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results of such a process for several cases of  and s. As suggested by eqn 4.22

2
p
s
is plotted as a function of

1

. As can be seen from g (4.15) there are shared trends
between the ray optic theory and the full wave model. In fact there appears to be a
simple linear transformation (ie. a dilation and oset) between the two sets of values
for the position of the rst bright ring. Moreover the dilation required for the match
is about 5%, which is the same as the slope mismatch seen in the no NLA case (c.f.
table 4.1).
4.4 DISCUSSION
The phenomenon of ring structures generated in the far-eld diraction pattern due
to distortion of the beam by an optically nonlinear material occurs at what is normally
considered to be a large nonlinearity. On-axis phase shifts of at least 2 radians are
needed. At these levels of nonlinearity it is dicult to produce any accurate analytic
results. The accurate numerical determination of the magnitude of a nonlinear eect
in this regime is thus also dicult.
7
The Z-scan (which will be discussed in the next chapter) is an accurate method of
measuring small nonlinearities, but the technique becomes increasingly dicult to use
and less precise at high nonlinearities. From ray optics the on-axis phase shift may
be approximately determined by counting the number of rings produced, and then
multiplying this number by 2, but a greater accuracy is often desirable. However
This surface was approximated with a series of cubic splines and it was this approximated surface
which was used to determine the turning points. This accounts for the graininess of g (4.15).
7
With large numbers of rings a number of simplifying approximations such as the thin medium
approximation, the paraxial approximation (Zolot'ko et al [143] reported observing angular diver-
gences as large as 30-40 degrees.) and the scalar eld approximation start to become doubtful, thus
complicating matters. It is also doubtful that analytic results can be obtained if one considers the
full vector nature of the eld together with the full diraction problem. Thus it becomes a complex
numerical task to study the full problem and out of the scope of this thesis to do so. One must thus
ensure that the above mentioned approximations are fullled (ie. very thin samples) and it is under
this assumption that we proceed.
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can more detailed observation of the nonlinear ring structure provide a more accurate
metrological tool of the measurements on nonlinear parameters?
The best approach is to make a direct t of the measured spatial prole to that
predicted by a theoretical simulation of the problem as done for example by Santamato
et al [104], or by Smith et al [115, 116]. However this procedure is both time and cpu
intensive. A simpler approach is desirable.
From the work described above we see that there is a uniform and smooth re-
lationship between the ring position in the detector plane, and the strength of the
nonlinearity as measured by the on-axis nonlinear phase shift. For the case of a power
law type response and no NLA, a linear relationship between the two has been de-
tailed. With the introduction of NLA this relationship becomes more complicated
but clearly we can obtain empirical formulae based from ray optics, that can predict
the ring positions for a given 
0
. Thus for these cases an accurate measurement of
ring position implies an accurate measurement of the nonlinear phase shift.
But what then for nonlinear responses more exotic than that considered here?
The ringed transverse prole is dependent upon the induced phase prole, as well
as its overall magnitude, so results from one type of nonlinear response would be
of little use for another. For these cases, one must necessarily compute the beam
prole numerically either by diraction integral or mode decomposition (as described
in Chapter 2).
Chapter 5
Z-SCANS
5.1 INTRODUCTION
In 1989 Sheik-Bahae et al [109] devised a spatial scanning technique, christened the Z-
scan, which was shown to be a simple and accurate method of measuring the nonlinear
optical parameters of a material. The method relies on the distortion of an initially
Gaussian beam due to a nonlinear medium. By moving a thin nonlinear material along
and through the focus of that initially Gaussian beam and simultaneously measuring
the on-axis far-eld irradiance, one obtains a characteristic curve which may be used
to identify the type and magnitude of the nonlinear optical response.
As variations on the theme, a number of alternative methods of spatial scanning
have been proposed [64, 65, 92, 66]. These involve movement of the detector or the
pre-detector but post-sample optics rather than movement of the sample. However
as seen from eqn 2.44 the only important spatial parameters involved in the spatial
scanning are 
s
, the sample position, and B
0
=A, the detector-object-plane position.
Thus one can categorize all possible scanning techniques as follows:
 
s
is varied and B
0
=A is held constant. This technique is the Z-scan.
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 
s
is held constant and B
0
=A is varied. This is usually achieved by introducing
a lensing system between the sample and the detector. Thus one can either
scan the detector along the direction of propagation (called the detector scan)
or one can scan the position of the lensing system (called the lens scan). Both
of these methods are essentially equivalent since both conspire to sweep the
detector-object-plane through the nonlinear sample (and hence can be unied
under the appellation of the B-scan).
 Both 
s
and B
0
=A are moved simultaneously (and usually in synchronization).
This technique is called the tandem scan
1
. [66].
These various techniques produce curves that have features similar to a dispersion
curve and are usually characterized by simple measures of width and height. The non-
linear optical parameters can then be directly determined from these measurements.
This is a simpler way of measuring nonlinear optical parameters than the complicated
procedure of tting the entire experimental Z-scan curve to an expression like eqn
2.45 or the other techniques mentioned in Chapter 1. This chapter deals only with
the various techniques that can be used to extract the nonlinear optical parameters
from the measurement of the width and height of a Z-scan for power law nonlinear
responses.
5.2 THE CLASSIC Z-SCAN
The physical arrangement for the Z-scan is as follows: A thin
2
slab of the nonlinear
material is placed near the waist of an initially Gaussian beam. The medium is
then swept along the beam and through the waist. The irradiance is measured at
1
The tandem scan will be discussed in Chapter 6 (which deals with thick media) since for thick
media it has interesting features
2
That is the dimensions and nonlinearity of the medium are such that the thin medium criteria
are satised.
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a detector which is placed further along the beam. Typically the detector is placed
many Rayleigh ranges from the beam waist so it can be considered in the far-eld
(B
0
=A!1). This irradiance is normally expressed in units of the irradiance at the
sample if the material was linear. This measure is called the normalized transmissivity.
For small nonlinearities, a graph of the normalized transmissivity as a function of the
sample position has a characteristic shape reminiscent of a dispersion curve that is
seen in spectroscopy. From the orientation of this curve the sign of the nonlinearity
can be determined and from the height dierence between the peak and trough of
this curve, an estimate of the strength of the nonlinearity can be made, and from the
position of the peak and trough information concerning the type of nonlinearity can
be gleaned.
A simple and phenomenological description of the mechanism which produces the
dispersion-like curve is readily understood if one replaces the nonlinear sample by
a lens whose focusing power is proportional to incident irradiance
3
. As a adjunct
to this understanding we shall also use the gures (5.1) and (5.2) which represent
the self-focusing and self-defocusing cases respectively. For the self-focusing case the
sample may be replaced by a lens of positive power. A sample at points either of the
A or E in g (5.1) the nonlinear sample has limited eect on the beam propagation
since at distances far from the beam waist the irradiance is small and therefore the
nonlinear eect is small. The sample is analogous to a positive lens of very weak
power and the normalized transmissivity at these points is close to unity. At point
C the sample is situated at a position of greatest irradiance and therefore greatest
nonlinearity. At this position the lens analog of the sample has its greatest positive
focusing power. However this lens is at the beam waist and therefore has marginal
eect of the propagation of the beam
4
. At the point B which is closer to the beam
3
This is the aberration free{approximation. (c.f. Appendix B)
4
From geometrical optics a ray that goes through the center of a lens is unperturbed.
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waist, there is signicant irradiance at the sample such that the sample is analogous
to a positive lens of signicant power. This focuses the beam away from the orig-
inal beam waist and towards the sample. The beam now diverges faster such that
when it reaches the detector it is more diuse and hence the signal is less that what
would of been detector had no sample been present. This means that the normalized
transmissivity is less that one. At point D there is again enough irradiance to form
a analogous lens of signicant positive power. On the diverging side of the original
beam waist the lens acts to counteract the natural divergence of the beam causing
the beam to be less diuse at the sample in comparison to when the lens was not
present. This represents a normalized transmissivity greater that one.
For the self-defocusing case (c.f. g (5.2)) the sample may be replaced by a lens
of negative power. As in the self-focusing case the sample at either of the points
A,B or C has marginal eects on the propagation of the beam, thus the normalized
transmissivity is close to one in these regions. At the point B the defocusing lens
counteracts the natural convergence of the beam, thus the beam focus moves away
from the sample and the original beam waist and towards the detector. This means
that there is now more light falling on the detector and the normalized transmissivity
is thus greater than one. At the point D the negative lens enhances the natural
divergence of the beam, make the light more diuse at the detector and hence the
normalized transmissivity is less that one.
5.2.1 No Nonlinear Absorption
We shall start our analysis of the Z-scan from where the original analysis [109] began.
That is with the no NLA limit and small nonlinearities. From Chapter 2 we have
that the on-axis normalized transmissivity is given by the formula
T = j
2
F
1
(; ;  + 1; a)j
2
(5.1)
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TRANSMISSIVITY vs SAMPLE POSITION
Figure 5.1: Phenomenological explanation of the self-focusing Z-scan by analog of
thin lens of irradiance dependent focusing power.
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Figure 5.2: Phenomenological explanation of the self-defocusing Z-scan by analog of
thin lens of irradiance dependent focusing power.
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In the limit of no NLA this becomes
T = j
1
F
1
(;  + 1; ia)j
2
(5.2)
where the parameter a which was identied as an eective irradiance can now be
identied directly with the on-axis nonlinear phase shift. For small phase shifts (i.e.
a 1) the above expression can be expanded in powers of a and duly truncated after
the second term:
T  1 + a
0

0
@
4s(
B
0
A
  
s
)(1 +
B
0
A

s
)
(1 + 
2
s
)
s
h
(1 + 2s)
2
(
B
0
A
  
s
)
2
+ (1 +
B
0
A

s
)
2
i
1
A
(5.3)
When the detector is considered to be in the far-eld (ie. B
0
=A!1 as it is considered
normally for the Z-scan) we have,
T  1 +
4sa
0

s
(1 + 
2
s
)
s
((1 + 2s)
2
+ 
2
s
)
(5.4)
This expression is the dispersion-like curve as mentioned in [109]. It should be noted
at this point that the curve is a function of odd symmetry about T = 1. Away from
the limit of B
0
=A!1 we lose this symmetry in the Z-scan
5
. The separation between
the minima and maxima of the dispersion-like curve is

s
=
p
2
v
u
u
t
1  4s
2
+
2
q
(1 + s)(1 + 5s+ 8s
2
  4s
3
+ 16s
5
)  1
1 + 2s
(5.5)
and the dierence in height between the peak and the valley is
T =
 
4
s+2
s
s
(4 + (
s
)
2
)
s
(4(1 + 2s)
2
+ (
s
)
2
)
!
 
0
(5.6)
So as was found in [109], for small 
0
, T is directly proportional to 
0
, so a mea-
surement of T will imply a measurement of 
0
(assuming that you know what s
is). Also from a measurement of 
s
one may imply a measurement of s (provided
5
We also lose this Z-scan symmetry for large nonlinearities but that is temporarily irrelevant
since in this part of the discussion we are considering small nonlinearities only.
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Figure 5.3: The variation of 
s
and T=
0
with the parameter s which identies
the type of nonlinear response.
the assumption that the nonlinear response is of the power law type). Figure (5.3)
displays how 
s
and T=
0
varies with s. For the case of s = 1 we have the well
known result that 
s
= 1:717 and T = 0:406
0
.
Higher Orders
Now that we have approximate expression for the quantities T and 
s
, it is of
interest to investigate over what parameter range these expression retain a useful
validity. At rst glance from the analysis above it would appear that the above
expressions for T and 
s
are only approximately valid for 
0
 1. However if one
expands eqn 5.2 to higher orders of 
0
(with B
0
=A!1) then the second order term
is an even function of the sample position 
s
. The following expression is a example
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of this expansion to third order and for s = 1
T = 1 +
4
s

0
(1 + 
2
s
)(9 + 
2
s
)
+
4(3
2
  5)
2
0
(1 + 
2
s
)
2
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2
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4
s
)
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32
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+ 83
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+ O
h

4
0
i
(5.7)
If one now expands the peak and valley positions to second order as

peak
= 
peak
0
+ 
peak
1

0
+ 
peak
2

2
0
+O
h

3
0
i
(5.8)

valley
= 
valley
0
+ 
valley
1

0
+ 
valley
2

2
0
+O
h

3
0
i
(5.9)
where
6

peak
0
=valley
0
= 
1
p
2
v
u
u
t
1  4s
2
+
2
q
(1 + s)(1 + 5s+ 8s
2
  4s
3
+ 16s
5
)  1
1 + 2s
(5.10)
Substituting eqn 5.9 into eqn 5.7 we nd that there is no second order term in the
expression for T = T
peak
  T
valley
. That is the subtraction of the two second order
terms is exact.So we can write
T =
 
4
s+2
s
s
(4 + (
s
)
2
)
s
(4(1 + 2s)
2
+ (
s
)
2
)
!
 
0
+O
h

3
0
i
(5.11)
One can see graphically how the second order terms cancel in g (5.4). In this
diagram, both the  and the T position of the peak and valley of a scan (s=1 and
B
0
=A ! 1) are plotted against the on-axis phase shift. Also the quantities 
s
and T are plotted against 
0
. Marked on these graphs in dashed lines are the rst
order approximations. One observes from these graphs that for 
s
and T the rst
order expressions are valid up to a phase shift of about 3 radian. One can see from
6
Exchange 
peak
and 
valley
for a self defocusing medium.
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the lower two graphs how the higher order terms for the quantities T
peak
,T
valley
,
peak
and 
valley
counter each other for 
0
< 3. Figure (5.5) shows the relative error in
approximating T and 
s
with the rst order expression eqn 5.6 and 5.5 for a
range of the parameter s which identies the type of nonlinear response. This gure
indicates that for phase shifts less that 3 radians one generally obtain relative errors
less than 10% and for phase shifts less than 1 radian one obtains error of the order
of 1% or less.
A Detector with a Finite Aperture
So far we have only considered detectors with a pin-hole aperture. It is clear that if,
as is sometimes the case, the detector's sensitive area is comparable with the size of
the beam at the detector, then it will alter a Z-scan taken with this detector. We
see that in one extreme when the detector is many times the size of the beam that
one will measure no eects due to self-focusing since we are collecting all the beam.
In essence a detector with a nite aperture integrates the irradiance of the area of
the detector which is sensitive to light. Thus we can generalize the quantity of the
normalized transmissivity to include nite aperture detectors as follows
T =
R
A
jE
ABCD
j
2
dA
R
A


E
linear
ABCD



2
dA
(5.12)
where E
ABCD
and E
linear
ABCD
are the nonlinear and linear optical elds at the detector
plane and A is the area of the detector. If we now consider the case of no NLA and
a circular aperture we have from eqn 3.7
T =
R
r
aper
0
e
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where r
aper
is the radius of the aperture of the detector and a is the on-axis phase
shift 
0
=(1+ 
2
s
)
s
. This expression can be expanded to rst order in a similar fashion
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Figure 5.4: Graphs of the  and the T position of the peak and valley of a scan
(s=1 and B
0
=A!1) and their dierence plotted against the on-axis phase shift 
0
.
Plotted as well are the rst order contributions. From the lower two graphs one can
see how for phase shift less that about 3 radians the higher orders terms of the T
peak and valley quantities and the  peak and valley quantities counter each other
so as to leave their dierences, T and 
s
, approximately equivalent to that of the
rst order expression over a larger range of 
0
that 
0
 1.
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Figure 5.5: Relative error in approximating T and 
s
with the rst order ex-
pression eqn 5.6 and 5.5 for a range of the parameter s which identies the type of
nonlinear response.
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as eqn 5.4 (ie. 
0
 1) as follows
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where S is the transmissivity of the aperture as dened by
S =
R
r
aper
0
e
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r
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2
2rdr
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The parameter S which varies between 0 and 1 describes the size of the aperture. If
S = 0 then the aperture is a pin-hole of zero area, if S  1 then while the aperture
has nite area, this area is much less that the size of the beam and for all intents
and purposes can be considered to be a pin-hole detector measuring an irradiance
rather than a power. If S = 1 the the aperture is many times the size of the beam
and it collects all of the beam. Under these circumstances the detector is called
an open aperture detector and such a detector cannot be used to observe NLR in
thin nonlinear media. Figure (5.6) is a graph of a number of Z-scans with various
sized apertures (S = 0:0; 0:2; 0:4; 0:6; 0:8, and 0:99). One observes that as the size of
the aperture is increased one obtains Z-scans of diminishing amplitude. As well the
separation of the position of peak and valley diminishes as well.
It proves to be an intractable problem to analytically determine the turning points
a the Z-scan curve when the aperture is nite. However one can determine these points
numerically. Moreover one can determine an empirical approximation as was done
by Sheik-Bahae et al [110]. These authors determined that for a Kerr-like medium
(s = 1), the expression
T = 0:406(1  S)
0:25

0
(5.16)
was accurate to within 2%. Figure (5.7) is a graph of both the numerical solution
and the empirical solution ([110]) as well as the relative error between the two.
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Figure 5.6: Finite aperture Z-scan for various size apertures. From largest amplitude
to smallest amplitude the values of S are 0.0,0.2,0.4,0.6,0.8 and 0.99. The medium is
Kerr-like (s = 1).
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Figure 5.7: Comparison between the empirical approximation of T for a nite
aperture Z-scan ([110]) and the exact numerical solution for a Kerr-like medium
(s = 1). The bottom graph represents the relative error between the two.
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One can attempt to both extend this empirical treatment both for dierent non-
linear responses (ie. for various power law types s) and for greater accuracy over a
large range of S. Using the same form as Sheik-Bahae et al we write
T (S) = T (0)(1  S)
P
T

s
(S) = 
s
(0)(1  S)
P

where T (0) and 
s
(0) are the expressions 5.6 and 5.5 respectively and the pa-
rameters P
T
and P

are exponents that we can t via a least squares method to the
exact numerical solution. Figure (5.8) is the product of this procedure for a range of
s values between 0.5 and 2. The dark line is the variation of the exponent P
T
within
this range of s while the lighter line is the variation of the exponent P

. The bottom
graph is a check upon the accuracy of these empirical formulae as compared to the
exact numerical treatment. The dark continuous line represents the accuracy of the
Sheik-Bahae et al empirical expression over the full range of possible aperture sizes.
The dark bars are accuracy of the empirical expression for T detailed above over the
range of s and S (sS 2 [0:5; 2] [0; 1]). The light bars are accuracy of the empirical
expression for  detailed above over the same ranges. From these graphs we can see
that a more accurate empirical expression for T for a Kerr-like nonlinearity over a
greater range of S would be T = :406(1  S)
0:3
.
How far is far-eld?
It has been described above that when the detector is in the far-eld then the resulting
Z-scan has an odd symmetry around T = 1. Away from this limit the scan becomes
asymmetrical. The question then arises how far does the detector's object plane have
to be away from the initial beam waist before we are in the far-eld and the various
relations we have thus far been detail are valid. The easiest way to study this is
to see how the peak and valley position of a Z-scan vary as we scan the detector's
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Figure 5.8: Variation of the exponents P
T
(dark line) and P

with the nonlinear
power law type as identied by the parameter s. These curves were obtained by
tting the eqn 5.17 to the exact numerical solution.The bottom graph is a check
upon the accuracy of these empirical formulae as compared to the exact numerical
treatment. The dark continuous line represent the accuracy of the Sheik-Bahae et al
empirical expression over the full range of possible aperture sizes. The dark bars are
accuracy of the empirical expression for T detailed above over the range of s and S
(s S 2 [0:5; 2] [0; 1]). The light bars are accuracy of the empirical expression for
 detailed above over the same ranges.
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object plane from1 to near eld. Away from the B
0
=A!1 limit it again becomes
intractable to determine analytically such a variation so we must resort to numerical
calculation. Using eqn 5.2 we can numerically track the peak and valley positions of
a Z-scan as B
0
=A is varied. Figure (5.9) is a result of such a process for the case of
s = 1 and an on-axis phase shift of 0.01 radians. We seen from this gure that if the
detector's object plane was situated 10 Rayleigh ranges from the initial beam waist
that while the T=
0
is changed by about 1% the Z-scan itself is asymmetric while
if B
0
=A = 5 the error in T=
0
is about 4% but the scan now is grossly asymmetric.
This is analogous to the previous section where we found that the second order terms
(in 
0
) of the position of the peak and valley of a Z-scan cancel out when these
position were subtracted from each other. For this case however it is the terms rst
order in
1
B
0
=A
that cancel out. This can be written as
T =
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Thus in a sense the scan technique is self-correcting and forgiving. One may
under-design a Z-scan experiment in as much as the criteria (a) the detector is in the
far eld and (b) the on-axis phase shift is much less that 1 and still be able to use
the formulae for T with some degree of condence.
5.2.2 Inclusion of Nonlinear Absorption
With the introduction of nonlinear absorption the shape a Z-scan is changed. No
longer is the Z-scan a symmetric function of the sample position. The shape can
best be describe as a mixture of the normal no NLA dispersion-like Z-scan and a
Lorentzian-like curve (centred at 
s
= 0) due to pure NLA and no NLR. Figure
(5.10) shows the progression of a Z-scan as the NLA is increased from where NLR is
dominant ( = 50) to where NLA is dominant ( = 0:5) while the on-axis phase shift
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Figure 5.9: Variation of the peak and valley position of a Z-scan as the detector's ob-
ject plane is moved from the far-eld to the near-eld for the case of s = 1 (Kerr-like).
While the Z-scan becomes asymmetrical as the detector's object plane is brought
closer to the initial waist, the dierence between the peak and valley positions and
height remain approximately those predicted by the B
0
=A!1 limit.
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is kept constant. At large  we have the dispersion-like curve while at small  we
have the Lorentzian-like curve and in between we have a mixture of the two. At some
NLA and greater (approx.  = 1) the peak of the Z-scan disappears. This hampers a
measurement of the nonlinear optical parameters since for these case T and 
s
are
not dened and so the Z-scan curve cannot be characterised by these simple measures.
However a Z-scan with such a large NLA may be simply transformed back into a curve
where once again T and 
s
are dened. We shall discuss this in the next section.
To enable us to study the shape of a Z-scan for small nonlinearities, we can expand
eqn 5.1 as a power series in a and truncate to the rst order in a.
T = 1 +
a
0
(1 + 
2
s
)
s
[4s
2

s
  (
2
s
+ 2s+ 1)]
s (
2
s
+ (2s+ 1)
2
)
+O
h
a
2
0
i
= 1 +
4s
0

s
(1 + 
2
s
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s
(
2
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+ (1 + 2s)
2
)
| {z }
NLR, odd symmetry
 
a
0
(
2
s
+ 2s+ 1)
s(1 + 
2
s
)
s
(
2
s
+ (2s+ 1)
2
)
| {z }
NLA, even symmetry
(5.18)
where 
0
=  ln[1 + a
0
]  a
0
for small a
0
. Here we can clearly see the dierent
contributions to the normalized transmissivity. Eqn 5.18 proves to be too intractable
to be able to obtain analytic expressions for the turning points
7
. This makes it
dicult to relate the features of a Z-scan, which includes the eects of NLA, to the
nonlinear optical parameters (which is essential for simple metrology. Going through
the process of tting eqn 5.1 or 5.18 to a set of data may be more rigorous but it is not
simple). What is needed is a simple technique that will deliver reasonably accurate
estimations of the optical parameters. Since it is the eect of NLA that is interfering
with the simple metrology of the Z-scan, we must either eliminate its eect or learn
to live with it.
7
For the case of no NLA the positions of the peak and valley were determined from the roots of
a quadratic in 
2
s
. For NLA one must nd the roots of a quintic equation in 
s
.
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Figure 5.10: The progression of a Z-scan as the NLA is increase from where NLR is
dominant ( = 50) to where NLA is dominant ( = 0:5) while the on-axis nonlinear
phase shift is kept constant.
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Elimination of Nonlinear Absorption
As stated above, with the inclusion of NLA, the Z-scan appears to be a mixture of a
purely NLR Z-scan (with odd symmetry)
T = 1 +
4sa
0

s
(1 + 
2
s
)
s
(
2
s
+ (1 + 2s)
2
)
(5.19)
and a purely NLA scan (with even symmetry)
T = 1 
a
0
(
2
s
+ 2s+ 1)
s(1 + 
2
s
)
s
(
2
s
+ (2s+ 1)
2
)
(5.20)
What would be desirable is to eliminate either partially or totally the NLA Z-scan
leaving behind a NLR-like Z-scan with which we are more familiar. This way we
can get a measure of a
0
(which is just the on-axis phase shift), but we also wish to
determine a
0
. In principle it is easy to measure the parameter a
0
without determining
 since by using an open aperture (S = 1) detector one measures only NLA. Such a
open aperture Z-scan would be of the form (cf. eqn 2.27)
T
open
=
2
F
1
 
1
s
;
1
s
;
1
s
+ 1; 
a
0
(1 + 
2
s
)
s
!
 1 
a
0
(1 + 
2
s
)
s
1
s(1 + s)
+O[a
2
0
] (5.21)
So one can obtain a measure of a
0
from the depth of such a open aperture Z-scan.
One such method of eliminating the eect of NLA in a Z-scan was proposed by
Sheik-Bahae et al [110]. This involves dividing a Z-scan by the open aperture Z-scan.
The resulting curve may be written to rst order as
T
T
open
= 1 +
4s
0

s
(1 + 
2
s
)
s
(
2
s
+ (1 + 2s)
2
)
 
a
0
(
2
s
  (2s+ 1))
(s+ 1)(1 + 
2
s
)
s
(
2
s
+ (2s+ 1)
2
)
(5.22)
and is more similar in shape to a Z-scan with no NLA than the original Z-scan. Its
T and 
s
characteristic follow eqn 5.6 and 5.5 to within a useful degree of accuracy
even though the curve lacks the symmetry of the purely NLR Z-scan. In eect the
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division of these two scans decreases the amplitude of the even symmetry contribution
of the resultant.
By inspection of eqn 5.18 however it is clear that one may completely eliminated
(at least to rst order) the even symmetry contribution of a Z-scan by dividing the
original Z-scan by the following transformation of an open aperture Z-scan:
T
NLA
= 1  (1 + s) [1  T
open
]
 

2
s
+ 2s+ 1

2
s
+ (2s+ 1)
2
!
(5.23)
This new ratio can then be expressed to rst order as
T
T
NLA
= 1 +
4s
0

s
(1 + 
2
s
)
s
(
2
s
+ (1 + 2s)
2
)
(5.24)
where 
0
= a
0
. This ratio is of the exact form of a purely NLR Z-scan thus the
parameter 
0
can be determined directly form a measurement of T .
We can obtain a better understanding of the above mentioned process of NLA
elimination with a graphical example. The top graph of g (5.11) depicts three Z-
scans. The continuous curve is a typical Z-scan in the present of signicant NLA
( = 1,
0
= 0:2 and s = 1). The dashed curve is an open aperture Z-scan for the
same parameters. The last curve (dashed-dotted) is a purely NLR Z-scan for the on-
axis phase shift of 0.2 radians. The form of the NLA Z-scan is so massively deformed
away from the form of a purely NLR Z-scan that the transmissivity peak is barely
recognizable. With increased NLA (smaller ) the transmissivity peak will disappear
completely. The bottom graph of g 5.11 depicts the product of the two ratios
that partially/totally eliminate the eect of NLA in a Z-scan. The continuous line
represents the purely NLR Z-scan depicted in the top graph and is the ultimate goal
that we wish to achieve. The dashed curve is the ratio T=T
NLA
. This curve resembles
the NLR Z-scan almost exactly so therefore an accurate measure of 
0
= a
0
can be
obtained. The dashed-dotted curve is the ratio T=T
open
. Although not that same,
this curve resembles not the purely NLR Z-scan, and the quantities T and 
s
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for the ratio T=T
open
still correspond to that of a purely NLR Z-scan to within a
useful degree of accuracy. This can be seen from the gure. Figure (5.12) shows the
relative dierence between each of the T of the two proposed transmissivity ratios
as compared to the T of a purely NLR Z-scan with the same on-axis nonlinear
phase shift for a range of NLA. For the large  (small NLA) there is little dierence
between the two ratios. Both can be used eliminate the eects of NLA from a Z-scan
to within a useful accuracy. However at small  (large NLA) the T=T
NLA
ratio is
more accurate. Moreover at small phase shift (and therefore small a
0
) the T=T
NLA
ratio will be the most accurate as this ratio exactly eliminates the eects of NLA in
a Z-scan for these condition while the T=T
open
ratio never does.
Calibration Charts
Instead of trying to eliminate the eects NLA from a Z-scan, we can try the approach
of dealing with it head on. As stated before we can not nd an analytic expression for
the quantity T or 
s
for a arbitrary value of the parameter  since this involves
determining the roots of a quintic equation in 
s
. We can however use a perturbation
approach to determine analytic expressions for large .
First we add a perturbational term to the expression of the peak and valley posi-
tion of the Z-scan. ie.

peak
= 
peak
0
+ 
peak

valley
= 
valley
0
+ 
valley
where 
peak
0
and 
valley
0
are the position of the peak and valley of a Z-scan when there
is no perturbing NLA and given by eqn 5.10. Then these perturbed peak and valley
positions maybe then substituted into the quintic equation whose solution governs
the actually position of the peak and valley. Truncating the quintic to rst order in
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Figure 5.11: The top graph depicts three Z-scans. The continuous curve is a typical
Z-scan in the presence of signicant NLA ( = 1,
0
= 0:2 and s = 1). The dashed
curve is an open aperture Z-scan for the same parameters. The last curve (dashed-
dotted) is a purely NLR Z-scan for the on-axis phase shift of 0.2 radians. The bottom
graph depicts the two ratios T=T
open
and T=T
NLA
that partially/totally eliminate the
eect of NLA from a Z-scan. The continuous line represents the purely NLR Z-scan
depicted in the top graph and is the ultimate goal of eliminating NLA eect from a
Z-scan. The dashed curve is the ratio T=T
NLA
and the dashed-dotted curve is the
ratio T=T
open
.
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Figure 5.12: The relative dierence between each of the T of the two proposed
transmissivity ratios as compared to the T of a purely NLR Z-scan with the same
on-axis nonlinear phase shift for a range of NLA. The top graph is for the T=T
NLA
ratio and the bottom is for the T=T
open
ratio. The shaded regions are areas where the
relative dierence was not calculated. Only points in the region  a
0
2 [0:5; 10]
[0; 0:9] were calculated.
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 we obtain for the case of s = 1

s
=
1:71701
2
  0:285218

2
  0:557605
T = 0:406068 a
0

(0:00174144  0:0670086
2
+ 0:512699
4
  1:20407
6
+ 
8
)=
h
(
2
  1:41409+ 0:519143)(
2
+ 1:41409+ 0:519143) 
(
2
  1:04855+ 0:342007)(
2
+ 1:04855+ 0:342007)
i
(5.25)
Figure (5.13) shows how these expressions compare to the exact values of T and

s
determined numerically.
Eqn 5.25 consists of the products of the no NLA values T and 
s
and cor-
rection factors. Moreover the correction factors are independent of a
0
. This implies
that for small a
0
the measurement of T=T
noNLA
and/or 
s
=
noNLA
implies a
measurement of . While making a measurement of T=T
noNLA
necessarily implies
knowledge of the on-axis phase shift 
0
(which is ultimately what we desire so if we
had this quantity we wouldn't be going to this eort) a measurement of 
s
=
noNLA
assumes only a estimate of s as long as the phase shift remains small (
0
 1 or less.
cf. g (5.5)).
We may now extend this notion to construct calibration charts that will allow one
to read o the values of 
0
and  from a corresponding measurement of T and 
s
for a Z-scan. For a range of  and for dierent values of 
0
we may draw graphs
of T=T
noNLA
versus  and 
s
=
noNLA
versus . From these we can construct
(parametric) plots of T=T
noNLA
versus 
s
=
noNLA
for discrete values of 
0
.
The graphs of T=T
noNLA
versus 
s
=
noNLA
and 
s
=
noNLA
versus  are our
calibration curves and are depicted in gures 5.14 and 5.15 respectively for the case
of s = 1. Calibration charts for other s values are easily constructed so only the case
of s = 1 are published here. Figure (5.16) is a ow-chart diagram which describes the
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Figure 5.13: Comparison between the exact numerically calculated T and 
s
(solid
line) and the perturbational expression for these quantities (eqn 5.25, dashed line)
over a range of NLA. The lower two graphs are the same but normalized to the no
NLA values of T and 
s
.
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Figure 5.14: A graph of T=T
noNLA
versus =
noNLA
for a range of nonlinear
phase shifts 
0
and s = 1. Each curve is marked with its corresponding 
0
value.
These curves may be used to determine the nonlinear phase shift 
0
and  from a
measurement of T and 
s
from a Z-scan.
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Figure 5.15: A graph of =
noNLA
versus  for a range of nonlinear phase shifts

0
and s = 1. Each curve is marked with its corresponding 
0
value. These curves
may be used to determine the nonlinear phase shift 
0
and  from a measurement of
T and 
s
from a Z-scan.
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Measure T and

s
from Zscan
Determine
=
noNLA
from
eqn 5.5. Guess 
0
.
?
With =
noNLA
and 
0
interpolate
T=T
noNLA
from
g (5.14).
?
Determine
T
noNLA
. From
eqn 5.6 determine
a new value of 
0
.
?
?
#
"
 
!
Has 
0
converged.
-
No
-
Yes
With =
noNLA
and 
0
interpolate
 from g (5.15).
Figure 5.16: Flow chart describing the use of the calibration charts to determine the
nonlinear phase shift 
0
and  from a measurement of T and 
s
from a Z-scan.
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use of the calibration charts. From a measurement of T and 
s
and a knowledge of
s one may determine =
noNLA
( = =1:717 for s = 1). Next an initial estimate
of 
0
is needed. One may now read o a corresponding value of T=T
noNLA
from
g (5.14). From this value of T=T
noNLA
and from the measured value of T one
may determine a new value of 
0
. (For s = 1 
0
= T=(T=T
noNLA
)=0:406). With
this new value of 
0
we may obtain a new value of T=T
noNLA
. We continue this
cycle until satised that the process has converged. The last step is reading o a
value of  from gure 5.15. A numerical demonstration of the use of the calibration
charts follows.
1 From a Z-scan we measure T and 
s
as 0.4 and 2.23 Rayleigh ranges respec-
tively and we know that s = 1.
2 This implies =
noNLA
= 1:3 since for s = 1, 
noNLA
= 1:717. We now
need to estimate 
0
. A good initial estimate of 
0
would be 1 radian. But to
help the demonstration we shall severely underestimate it as 0.01 radians.
3 From g (5.14) with =
noNLA
= 1:3 and using the 
0
= 0:01 line we read
of that T=T
noNLA
= 1:227.
4 If T=T
noNLA
= 1:227 and s = 1 , then T
noNLA
= 0:4=1:227 = 0:326 which
implies 
0
= 0:802.
5 From g (5.14) with =
noNLA
= 1:3 and using the 
0
= 0:8 line we read of
that T=T
noNLA
= 1:168.
6 If T=T
noNLA
= 1:168 and s = 1 , then T
noNLA
= 0:4=1:168 = 0:342 which
implies 
0
= 0:843.
7 From g (5.14) with =
noNLA
= 1:3 and interpolating between the 
0
= 0:8
line and the 
0
= 0:9 line we read of that T=T
noNLA
= 1:164.
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8 If T=T
noNLA
= 1:164 and s = 1 , then T
noNLA
= 0:4=1:164 = 0:343 which
implies 
0
= 0:846. The value of 
0
has converged suciently.
9 From g (5.15) with =
noNLA
= 1:3 and 
0
= :846 interpolating between
the 
0
= 0:8 line and the 
0
= 0:9 line we read of  = 1:18.
The calibration charts presented here are only eective in the regime of on-axis
phase shift where the values of 
s
and T=
0
for a purely NLR Z-scan are roughly
constant with 
0
. Figure (5.5) depicts the extent of such a regime for dierent s. It
is generally of the order of 1 radian phase shift or less.
5.3 THE B-SCAN
The B-scan is the generalization of the more exotic spatial scanning techniques devised
by Hermann et al [64, 65]. Instead of moving the sample and detecting the beam
distortion at a xed detector, the sample is xed and the detector's object plane is
moved. When the detector's object plane is swept through the sample a curve similar
to the Z-scan may be achieved. For the detector's object plane to be swept through
the sample there must be a lensing system between the detector and the sample.
The movement of the detector's object plane is then achieved by either moving the
detector ( called a detector scan) and/or moving the lensing system (called a lens
scan).
As for the Z-scan we can use a lens analogy to explain the characteristic curve that
is obtained when a B-scan is executed. As is seen in g (5.17), when a nonlinear self-
focusing medium with no NLA is placed at the waist of a Gaussian beam, the beam
is perturbed in a fashion that is similar to replacing the medium with a lens whose
focal length is related to the irradiance at the waist. This lens refocuses the beam
thus making the new waist at some position after the sample. Corresponding with
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B’/A
B’/A
TRANSMISSIVITY vs DETECTOR’S OBJECT PLANE POSITION
Self-Focussing
Self-Defocussing
Virtual Field Real Field
Figure 5.17: Phenomenological explanation of the B-scan by analogy of a thin lens of
irradiance dependent focusing power.
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this real optical eld after the lens there is a virtual eld before the lens. This virtual
eld is the eld that would diract into the real eld that is found after the sample
if there were no sample. Thus when B
0
=A is positive it is the real eld that we are
measuring and when B
0
=A is negative it is the virtual eld we are measuring. When
B
0
=A is large and negative, the size of the virtual eld is only slightly greater in area
than that of the original Gaussian beam , so the virtual eld is more disperse that the
original eld and thus the normalized transmissivity is only slightly less than 1. At
small but still negative B
0
=A the virtual eld is signicantly dierent in size from the
original Gaussian beam so the normalized transmissivity is less than 1. At B
0
=A = 0
the perturbed eld and the original eld are the same in magnitude so the normalized
transmissivity is 1. At small but positive B
0
=A the real eld is less dispersed that the
original eld and the normalized transmissivity is greater that 1. At large positive
B
0
=A the real eld is slightly less dispersed than the original eld so the normalized
transmissivity asymptotically approaches to one. The same arguments can be used for
when the sample is xed at a position other than the waist or when NLA is included.
However one nds that the asymptotic value of the normalized transmissivity for large
jB
0
=Aj diers from one (cf. eqn 3.16). For self-defocusing materials the perturbed
beam appears to have a virtual waist before the sample. Through a argument similar
to that stated above one nds that the normalized transmissivity curve for the self-
defocusing case in just that of the self-focusing case ipped around its large B
0
=A
asymptote.
Since one cannot directly manipulate the location of the detector's object plane
we need to nd the relationship between B
0
=A and the lensing system and detector
geometry. If we simplify the lensing system to an equivalent distance-lens-distance
system then ABCD matrix of the system can be write as
0
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A B
C D
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C
A
=
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B
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A
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where L
1
is the separation between the initial beam waist and the eective lens, L
2
is the separation between the eective lens and the detector and f is the focal length
of the eective lens. So we have that
B
0
=A =
L
1
+ L
2

1 
L
1
f

1 
L
2
f
(5.27)
where L
1
, L
2
and f are now in units of the Rayleigh range z
0
. The corresponding
inverse functions are
L
1
constant
L
2
=
f [L
1
 B
0
=A]
L
1
  (f +B
0
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(5.28)
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5.3.1 First Order Approximation
When the normalized transmissivity (c.f. eqn 5.1) is expanded to rst order in a
0
we
obtain the expression
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From inspection we can see that the large B
0
=A asymptote of a B-scan is not 1 unless

s
= 0 and there is no NLA. Moreover the B-scan curve loses its reection symmetry
unless we have the same conditions.
If 
s
is held constant and B
0
=A allowed to vary then the turning points of the
resulting function may be determined exactly (unlike the opposite case of the normal
Z-scan where B
0
=A is held constant and 
s
allowed to vary.) The position of the
minimum and maximum are determined from the roots of a quadratic equation in
B
0
=A and are given by
B
0
=A =

1 + 2s
2



2
s

p
1 + 4
2
s
2
(1 + 
2
s
)  4s
s

1 +
2s
2
1+2s

  1

s
2
s
+ (1 + 2s)
s
  s(1 + 2s)
2
(5.32)
where the minimum corresponds to the positive root and the maximum to the negative
root for a self focusing medium and visa-versa for a self-defocusing material. The
separation between minimum and maximum is found to be
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and the corresponding change in normalized transmissivity is
T =
2a
0
p
1 + 4
2
s
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(1 + 2s)(1 + 
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s
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4s
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00
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It follows that frommeasuring (B
0
=A) and T for various peak waist irradiances,
one can determine for a given medium the order of nonlinearity s, as well as its
refractive and absorptive strength,  and . The maximum T for a B-scan occurs
at 
s
= 0. At this sample position the T is approximately three times that of
a corresponding Z-scan [64]. This can be seen from g (5.18) which depicts a Z-
scan and a B-scan (
s
= 0) for the same nonlinearity. Thus the greatest theoretical
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sensitivity for measuring the nonlinear material parameters occurs for a B-scan when
the medium is at the waist. At 
s
= 0, we nd using eqn 5.33 and 5.34 that
T
(B
0
=A)
= 2sa
0
= 2s
0
(5.35)
which gives a direct estimate of n
s
without the need to determine 
s
, providing that
s is known (or estimated).
The B-scan curve has generally a sharper spatial feature than that of a Z-scan.
Moreover the peak remains distinct for a greater range of NLA as can be seen when
g (5.19) is compared to g (5.10). This enables one to measure T and (B
0
=A)
accurately over a greater range of NLA than one can measure T and 
s
for a
Z-scan. However eqn 5.34 and 5.33 are only correct to rst order. That is for a
0
 1.
Only for no NLA are these expressions correct to the second order of a
0
, which give
them a range of validity similar to the no NLA Z-scan. Fig 5.20 shows the useful
regime of eqn 5.34 and 5.33. This gure depicts the relative dierence between the
values of T and (B
0
=A) obtained from eqn 5.34 and 5.33 and the values of T and
(B
0
=A) obtained numerically from eqn 5.1. As can be seen the regime of usefulness
of the B-scan is restricted as compare to the Z-scan (c.f. g (5.12)). However it must
be remembered that the expressions for T and 
s
of a Z-scan only exist for no
NLA and to extend the useful range of the Z-scan an open aperture Z-scan is needed.
The B-scan provides analytic (but rst order) expression for T and (B
0
=A) over
the full range of NLA. With on-going work to develop empirical corrections to eqn
5.34 and 5.33 for higher orders [61], the range of usefulness of the B-scan would
substantially increase and the B-scan would compete strongly with the Z-scan as
a experiment technique for measuring the nonlinear optic parameters of a medium.
Since the B-scan needs only a single spatial scan to extract both information on the
NLA and NLR while the Z-scan needs two such spatial scans (a closed aperture Z-scan
as well as an open aperture Z-scan) to achieve that same, the B-scan is a simpler, less
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Figure 5.18: Depiction of a Z-scan and a B-scan (
s
= 0) for the same nonlinearity.
For a given nonlinearity the B-scan has a greater amplitude that the Z-scan. This
implies that the B-scan provides a more sensitive measure of the nonlinear optical
parameters that the Z-scan. A B-scan also is a sharper spatial feature than the Z-scan.
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Figure 5.19: The progression of a B-scan as the NLA is increased from where NLR is
dominant ( = 50) to where NLA is dominant ( = 0:5) while the on-axis nonlinear
phase shift is kept constant.
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Figure 5.20: This gure depicts the relative dierence between the values of T
(graph A) and (B
0
=A) (graph B) obtained from eqn 5.34 and 5.33 and the values
of T and (B
0
=A) obtained numerically from eqn 5.1 for the case of s = 1. Thus
it is a representation of the parameter regime of validity of the rst order expression
for T and (B
0
=A) for a B-scan.
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time-consuming technique.
8
5.3.2 B-scan with nite aperture detector
When one considers a nite aperture detector in the analysis of a B-scan, one in-
troduces an element not seen for Z-scans. As one changes either the lensing system
geometry or the detector position then the size of the beam upon the detector is
changed due to both the changing magnication of the post-sample optical system
as well as any nonlinear eect. This complication makes a nite aperture B-scan
dependent on more than just the ratio B
0
=A of the post-sample optical system.
The magnication of the post-sample optical system which is represented by an
ABCD ray transfer matrix may be written as

r
0
r
2

=
1
A
2
(1 + (B
0
=A)
2
)
(5.36)
If one idealizes the optical system by its distance-lens-distance equivalent then A =
1   L
2
=f as is seen from eqn 5.26. Thus one may write the transmissivity of the
aperture of the detector S as
S =
R
r
aper
0
e
 2

r
r
2

2
2rdr
R
1
0
e
 2

r
r
2

2
2rdr
= 1  e
 2

r
aper
r
2

2
= 1  [1  S
0
]
1
A
2
(
1+(B
0
=A)
2
)
(5.37)
8
For both the Z-scan and the B-scan a \DC" (ie. a scan done at low or zero nonlinearity) scan
should be measured for which one can use to obtain the normalized transmissivity. For a Z-scan one
may neglect this step since this \DC" scan should show no sample position dependence and far away
from the beam waist the normalized transmissivity approaches one. Therefore one may normalized
a Z-scan by hand. For a B-scan, the \DC" scan does have a sample position dependence which must
be measured (or calculated ie. eqn 3.1) to obtain a normalized zscan. More care must be taken to
normalize a B-scan, but what one buys with this extra diliegence is an extra factor of 3 sensitivity
as compared to a normal Z-scan.
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and S
0
is the transmissivity of the detector aperture if the aperture were placed at
the initial beam waist and is dened as
S
0
= 1  e
 2

r
aper
r
0

2
(5.38)
With this denition of the aperture transmissivity one may write the normalized
transmissivity for 
s
= 0 (ie. the sample placed at the initial beam waist) to rst
order of a
0
as
T = 1 
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s(1 + s)
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In the presence of no NLA this becomes
T = 1 
2
0
(1 + s)
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+ O
h
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i
(5.40)
Another complication from the fact that the a nite aperture B-scan depends not
only upon B
0
=A but on A as well is that there are several means to produce a spatial
scan of a given range of B
0
=A (ie. the lens-scan and the detector-scan etc). For S 6= 0
each of these scans produces a dierent characteristic curve. As a graphical example
of this we shall investigate four dierent procedures to generate a B-scan over the
same range of B
0
=A with a single lens whose focal length is 10 Rayleigh ranges. We
shall also investigate a range of detector aperture (S
0
= 0; 0:2; 0:4; 0:6; 0:8; and, 0:99).
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f L
1
L
2
d = L
1
+ L
2
comments
A 10 11.66|21.66 25 {
The lensing system is at-
tached to the detector.
B 10 25 15|20 {
This is a detector scan. The
lensing system remains xed
but the detector moves.
C 10 36.86|35 { 50
This is a lens scan. The to-
tal distance between the de-
tector and the initial beam
waist remaining constant
but the lens moves.
D 10 8.13|20 { 50
For a lens-scan there may
be two separated ranges
over which the lens may be
moved to produce the same
range of B
0
=A.
Table 5.1: Lens and detector positions needed to obtain a B-scan over the same
desired range of B
0
=A (-5 to 5 Rayleigh ranges) for four dierent arrangements using
a single lens of focal length equal to 10 Rayleigh ranges.
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Figure 5.21: B-scan curves for the four arrangements of post-sample optical system
summarized in table 5.1 for dierent aperture detectors These graphs were calculated
for no NLA, s = 1 (Kerr-like) and 
0
= 0:1. From greatest to least B-scan amplitude,
the values of S
0
for each detector are 0.0,0.2,0.4,0.6,0.8, and 0.99. The at plateau
regions in some of the graphs are caused by the beam being much smaller that the
aperture of the detector. Thus no self-focusing eects are seen.
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Table 5.1 summarizes the lens and detector positions needed to obtain the desired
range of B
0
=A (-5 to 5 Rayleigh ranges).
Using eqn 5.28, 5.29, and 5.30 one may determine the variation of S for each scan
and detector aperture. With this information in conjunctions with eqn 5.40 we can
graph the various B-scans as is done in g 5.21. From the wide variety of characteristic
curves, it is obvious that one needs to carefully understand the post-sample optical
system when attempting a nite aperture B-scan.
5.4 BAD SAMPLE EFFECTS
It has been assumed in the previous sections and chapters that the initial input eld
is a Gaussian beam and that the sample is homogeneous, smooth surfaced and plane-
parallel. In many respects these are overly optimistic assumptions. In general the
input eld will deviate from a Gaussian beam (since it is a rare laser that produces a
perfect Gaussian beam) and the sample quality, no matter how much eort is used,
will never be prefect. The question is how and to what extent will these departures
from the ideal aect the process of self-focusing and ultimately the nal output eld
in which we are interested. Hermann [62] has made a study of how a family of
input beam shapes can eect the characteristic shape of a Z-scan. From this study
one can see that there is a sensitive dependence on the beam shape. This is not
surprising since the beam shape denes the nonlinear refractive index prole which
in turn eects the beam. It does mean however that failure to properly characterize
the input eld can lead to misleading analysis of experimental results. Bad sample
eects can also distort the characteristic shape of a spatial scan. In fact the distortion
can be so great that the Z-scan prole is utterly masked and little information can
be extracted. Sheik-Bahae et al [110] suggest the procedure of the subtraction of
two such distorted Z-scans made at dierent power levels to extract a dispersion-like
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curve. From this curve the nonlinear optical parameters may be estimated.
To obtain a theoretical grip upon the eects due to bad sample or bad beams we
must reinvestigate the propagation of the post-sample eld. Because we are now not
considering optical elds with circular symmetry we use a diraction integral as a
means of linear eld propagation instead of the G-L decomposition technique.
Let the optical eld in some plane in space be dened by U
1
(x
1
; y
1
). Then at
another co-parallel plane whose position can be related to the rst plane by the ray
transfer matrix
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A
the eld U
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) is given by the diraction integral
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where
F [f(x; y); u; v] =
1
2
Z
1
 1
Z
1
 1
f(x; y)e
i(ux+vy)
dxdy (5.42)
is the 2-D Fourier transform of f(x; y). Since we have shown via other methods that
E
ABCD
is the eld due to propagating the eld E
sample
we can write
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where
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and the ray matrix
0
B
@
A B
C D
1
C
A
represents the optical system between the initial waist
and detector. Bad sample eects may now be considered by multiplying the eld
E
sample
by some factor which represents the perturbation of the eld by the bad
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sample. ie E
bad
sample
= E
sample
 E. We can now write the new propagated eld as
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where  is the convolution operator dened by
f  g =
1
2
Z
1
 1
Z
1
 1
f(x  ; y   )g(; )dd (5.46)
Since E
ABCD
is given as a summation and the  operator is linear we may expand
the normalized transmissivity to rst order as
T = 1 + 2<
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where 
0
and 
1
are the zero'th order and rst order terms of eqn 2.44. ie
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In many cases it is easier to measure the relative transmissivity (the ratio of the
irradiance at the detector with the sample to that without the sample) since it may
be dicult to measure only the linear eects of the sample at the detector. In these
cases (and assuming the input eld is Gaussian) the relative transmissivity may be
written to rst order as
T
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The scan subtraction method of Sheik-Bahae [110] mentioned previously relies on
the rst term ( which is the optical linear term) of the above equation being the
predominant source of distortion in a Z-scan. Thus subtraction of two such scans at
dierent nonlinearities will remove this term.
From a study of the bad beam/bad sample eects one can come to an understand-
ing of the limitations of the idealized theory which has been presented so far. However
an exhaustive study is itself a large project and is beyond the scope of thesis. We shall
instead concentrate on two problems which are frequently encounted experimentally.
The rst is the problem due to sample wedging, the second is to rough surfaces.
5.4.1 Sample Wedging
If the sample which has no NLA contains a wedge then one may write E as
E = e
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where L is the length of the sample and k
x
=k is the angle of the wedge. From the
shift and the convolution theorems the Fourier transform of this is
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we can write
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Using this we may write the Fourier transform of E as
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Since we are dealing with samples with small deviations from plane parallelism
and not prisms of non-linear material we can ignore the self-bending terms in eqn
5.54
9
. This gives the normalized transmissivity as
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where 
x
= k
x
=k  1=2kr
0
. The parameter 
x
represents the radial position in the
far-eld to which the diraction pattern have been displaced. One sees that for the
wedge to be negligible
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For a far eld Z-scan this becomes 
x
 1. The relative transmissivity may be written
as
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This implies that
r
0
L
 1.
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The eect of a sample wedge upon a Z-scan may be seen graphically with an
example. Figure (5.22) shows the normalized transmissivity for a series of far-eld
no NLA Z-scans (
0
= 0:1; s = 1) with dierent size wedges. For 
x
= 0 we have a
normal Z-scan. For a small values of 
x
(ie.
x
 1) the eect upon the Z-scan of the
wedge is small. However as 
x
increases the Z-scan becomes more unrecognizable.
Figure (5.23) shows the relative transmissivity for a no NLA Z-scan (s = 1 and
B
0
=A = 10) for a high power (
0
= 0:1) and a low power (
0
= 0:01) for the case of

x
= 0:2. Also shown in g (5.23) are a series of transmissivity dierence (between a
high power Z-scan, 
0
= 0:1, and a low power Z-scan, 
0
= 0:01) for dierent wedge
angles. One sees from this gure that the procedure suggested by Sheik-Bahae for
correcting bad sample eects is eective for wedged samples only for small 
x
. It must
be remembered that a wedged sample is the simplest form of bad sample and since
it only introduces a lateral movement of the diraction pattern (i.e. we are assuming
r
0
=L  1 so that we can ignore self-bending.) the detector can be recentred upon
the displaced beam to correct for it.
5.4.2 Rough Surfaces
If one or both surfaces of the nonlinear medium is rough and non-uniform on the scale
of the beam spot size then this will aect the linear propagation of the beam to the
detector. At the rst level of approximation the roughness will induce a small random
phase shift at various points across the beam due to the dierent optical thickness
at these points. This eect may be simulated by applying a normally distributed
random phase noise across the beam prole. One may then write
E = e
i
(5.58)
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Figure 5.22: The normalized transmissivity for a series of far-eld no NLA Z-scans
(
0
= 0:1; s = 1) with dierent size wedges. For 
x
= 0 we have a normal Z-scan. For
small values of 
x
(ie.
x
 1) the eect of a small wedge upon the Z-scan is small.
However as 
x
increases the Z-scan becomes more unrecognizable.
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Figure 5.23: An example correcting bad sample eects in a Z-scan. The top graph
depicts relative transmissivity for a no NLA Z-scan (s = 1 and B
0
=A = 10) for a high
power (
0
= 0:1) and a low power (
0
= 0:01) for the case of 
x
= 0:2. The bottom
graph depicts a series of transmissivity dierences (between a high power Z-scan,

0
= 0:1, and a low power Z-scan, 
0
= 0:01) for dierent wedge angles.
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where hi = 0 and h()
2
i = ()
2
and h(x)(x
0
)i = (x  x
0
). A 2D-FFT (cf. eqn
5.41) can then be used to propagate the total eld E
sample
E to the detector plane.
Using this simple model one can investigate the distortion of a Z-scan due to a rough
surface.
Figure (5.24) is a collection of Z-scans for dierent randomly generated surfaces.
Each graph represents 100 such Z-scans (light gray curves) each resulting from a
dierent randomly generated surface but from a population with the same statistics
(ie. ). The chosen values of  are 0.01,0.02,0.05, and 0.1 radians and are to be
compared with the nonlinear phase shift at the waist 
0
= 0:2 radian. Near 
s
= 0
for these graphs the random noise plays a secondary role in determining the shape of
the Z-scan since the induced nonlinear phase shift is dominant over the phase noise.
However as one departs from 
s
the induced nonlinear phase shift diminishes and
the phase noise is dominant in determining the Z-scan prole. Naturally the larger
the magnitude of the phase noise the quicker the degeneration of the Z-scan away
from the ideal prole (dark curve). When the phase noise become of comparable
magnitude or greater that 
0
, a single Z-scan becomes unrecognizable. However if
one takes an ensemble average over a sequence of these Z-scans then one may extract
the ideal Z-scan prole. This is seen in g (5.25) which shows the mean and standard
variation of the curves seen in g (5.24).
We can now re-examine the subtraction method for correcting bad sample eects
[110] for the case of rough surfaces. Depicted in gure 5.26 are two Z-scans of dierent
power levels simulated with sample random phase noise ( = 0:05 radians). The
rst has 
0
= 0:1 radians and is barely recognizable as a Z-scan. The second Z-
scan has 
0
= 0:01 which means that the nonlinear signal in buried in the noise and
the resulting Z-scan is no more the a \squiggle". When one subtracts the normalized
transmissivities
10
of these two Z-scans the resulting \dispersion-like" curve is less than
10
Normalized transmissivity is the ratio of the detector irradiance in the presence of the nonlinear
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Figure 5.24: A collection of Z-scans for dierent randomly generated surfaces. Each
graph represents 100 such Z-scan (light gray curves) each resulting from a dierent
randomly generated surface but from a population with the same statistics (ie. ).
The chosen values of  are 0.01,0.02,0.05, and 0.1 radians and are to be compared
with the nonlinear phase shift at the waist 
0
= 0:2. The dark line represents an ideal
Z-scan. Near the waist the nonlinear phase shift is dominant over the phase noise so
that the classic shape of the Z-scan can be perceived. Away from the waist where
the nonlinear phase shift is smaller the phase noise dominates and the Z-scan prole
degenerates.
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Figure 5.25: The mean (dashed curve) and the standard deviation (dash-dotted) of
the ensemble of curves presented in g (5.24).
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Figure 5.26: Two Z-scans of dierent power level simulated with the sample random
phase noise ( = 0:05 radians). The rst has 
0
= 0:1 radians and is barely recog-
nizable as a Z-scan. The second Z-scan has 
0
= 0:01 which means that the nonlinear
signal is buried in the noise
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desired. However the subtraction of the relative transmissivities
11
completely removes
the random noise, leaving a curve that is easily identied as a Z-scan. Moreover
for the case depicted in g 5.26, where the magnitude of the nonlinear phase shift
is small enough to validate the use of the rst order theory, the \dispersion-like"
curve resulting from the subtraction has same prole as a ideal Z-scan whose 
0
=
0:1  0:01 = 0:9. It is interesting to compare the apparent success of the subtraction
correction method applied here to that applied for the wedged sample where it was
not so successful. One might speculate that the subtraction method of Sheik-Bahae
for correcting bad sample eects in a Z-scan may be of little use for correlated sample
defects like wedges but for uncorrelated sample defects like rough surfaces the method
produces eective and useful results.
The transverse spatial frequency distribution of the phase noise is also an im-
portant consideration eecting the distortion of a Z-scan due to that noise. In this
simultation of the eects of phase noise to a Z-scan the transverse spatial frequency
distribution of the phase noise is deterimined by the number of points used in the
FFT and the spatial range of the sample plane that is Fourier transformed. Since the
phase noise is random, the spatial characteristic of the phase noise is characterized
by the minimum and maximum spatial frequency. Figure (5.27) show an example
of how the maximum spatial frequency of the phase noise eects the statistics of an
ensemble of Z-scans. For the case of 
0
= 0:2 one hundred Z-scans are simulated with
 = 0:05 for each of three dierent maximum spatial frequencies. These maximum
spatial frequencies are 1:3=r
0
,2:0=r
0
, and 3:6=r
0
which correspond to 81,125, and 225
points respectively sampled over the same sample region. What is noticable from g
(5.27) is that as the maximum spatial frequency is increased the standard deviation
of the ensemable decreases. This is due to the size of a typical spatial structure
medium as compared to the detector irradiance if one could \turn o" just the nonlinear response.
11
Relative transmissivity is the ratio of the detector irradiance in the presence of the nonlinear
medium as compared to the detector irradiance if one completely removed the nonlinear material.
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Figure 5.27: An example of how the maximum spatial frequency of the phase noise
eects the statistics of an ensemble of Z-scan. For the case of 
0
= 0:2 one hundred
Z-scans are simulated with  = 0:05 for each of three dierent maximum spatial
frequencies. These maximum spatial frequencies are 1:3=r
0
,2:0=r
0
, and 3:6=r
0
which
correspond to 81,125, and 225 points respectively sampled over the same sample
region.
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decreasing relative to the beam spot size and thus becoming a less signicant beam
perturbing eect.
It should be remember that this section a comment on distortion compensating
technique of Shiek-Bahae et. al. Only linear eects of the bad-sample eects are
considered in the analysis since for small nonlinearities the nonlinear eects are con-
tribute less to the z-scan distortion that the linear eects. Any such \self-bending"
phenomena due to asymmetric beam proles are not treated by this analysis. Sim-
ilarly any nonlinear distortion eects due to anisotropic materials (ie. anisotropic
nonlinear refractive index) are not treated by this analysis but linear distortion ef-
fects due to anisotropic materials (ie. anisotropic linear refractive index) are already
contained within this analysis. Introducing these nonlinear distortions into the anal-
ysis would complicate it tremendously. As long as the strength of the nonlinearity is
not to large, these complication are not necessary to understanding the technique of
Shiek-Bahae et. al.
Chapter 6
THICK MEDIA
6.1 INTRODUCTION
So far in the previous chapters we have investigated the eects of self-focusing for
thin nonlinear media only. By thin we mean that diraction is considered to play a
negligible role in the process of propagating the beam from the entrance surface of
the nonlinear medium to the exit surface. In this chapter we will consider the case
when the thin medium criteria breaks down. This occurs when the thickness of the
sample is of comparable size or greater than the characteristic diraction length of
the optical beam. For an initially Gaussian beam this length is the Rayleigh range
n
0
z
0
where z
0
=
1
2
kw
2
0
is the free space Rayleigh range.
The analysis of the propagation of an optical beam through a thick nonlinear
medium is greatly complicated as compared to the thin nonlinear medium case due to
the presence in the propagation equations
1
of second order spatial derivatives which
represent the action of diraction . Moreover there is no full closed-form analytic
1
For the case of a Kerr medium (s = 1) and no linear absorption this would be the 2D+1 nonlinear
Schrodinger equation
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solution to the 2D+1
2
nonlinear beam propagation equation
3
. Hence a numerical
solution needs be to undertaken.
The brute force method of numerically solving the nonlinear wave equation is to
use a nite-dierence (FDM) technique to solve the partial dierential equation as
was done originally by Kelley[73]. Other methods such as the split-operator method
of Feit and Fleck [37] or the a split-step method[53, 77, 76] based on Fast Fourier
transforms can be used. We shall however use an extension of the Gaussian-Laguerre
Mode Decomposition (GLMD) technique espoused in Chapter 2 which numerically
resembles the split-step method. Since the G-L modes are eigensolutions of the linear
wave equation
4
the modeling of diraction becomes a simpler task. This statement
will be further elucidated in future sections (Section 6.2). However at this stage it
will be of assistance to quickly discuss two simpler models which are to be used in
comparison to the GLMD method.
The rst of these is the so-called aberration-free model of Sheik-Bahae et al
[107, 108]. This model treats the thick medium as a stack of lenses whose focus-
ing powers are dependent on the local irradiance and nonlinear parameters of the
medium. The ABCD law of Gaussian optics is then used to analyze the propagation
of the beam. While this model is very intuitive and can provide useful information on
a coarse scale, it lacks realism. According to this model a Gaussian input beam will
remain a Gaussian output beam irrespective of the strength of the nonlinearity. Also
aberrations due to higher-than-quadratic order eects in the phase fronts are treated
in an ad-hoc manner.
To adequately describe the phenomena of nonlinear beam propagation one must
at some level of the analysis deal with the nonlinear wave equation as is done in
2
Two transverse dimension plus one longitudinal dimension.
3
There are however solutions to the 1D+1 case and recently Hermann et al [66] have developed
a rst order approximation to the solution of the NSE of which more will be discussed further in a
latter section.
4
That is the paraxial wave equation.
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the second model we will quickly discuss, which is that of Hermann et al [66]. In
this model Hermann develops a rst order analytic solution to the 2D+1 Schrodinger
equation which describes paraxial nonlinear beam propagation in a Kerr medium.
From this solution, expressions can be obtained which predict the features found in
spatial scanning techniques described in previous chapters. The only limitations of
this theory are due to the fact that it is a rst order solution and therefore only valid
for small nonlinear strengths. Also at this stage it does not handle linear absorption.
6.1.1 Aberration-Free Model
The Aberration Free model of Sheik-Bahae et al [107, 108] is a simple model which
can be used to give quick and qualitative understanding of the complex beam shaping
dynamics involved within the nonlinear medium. A simple explanation of the method
can be visualized with the aid of g (6.1). The nonlinear medium is rst marked into
a nite (large) number of slices (the width of which is chosen so as to fulll the thin
medium criteria). As the initially Gaussian beam propagates through the rst slice,
a Gaussian phase shift
5
is imparted upon the transverse variation of the optical eld
due to the presence of NLR. As seen in Appendix B this phase shift can expanded to
second order. This leaves a uniform nonlinear phase shift and a parabolic phase shift
which can be identied with the action of a thin lens whose focal power is proportional
to the local on-axis irradiance in that slice. Hence we may associate each slice with
a lens(nonlinear)-distance(linear) propagation pair. It must be remembered that the
lens is immersed in a refractive index of n
0
instead of free space (as in Appendix
B) so the focal length for each lens is f = kn
0
!
2
=(4) = n
0
!
2
=(4Il) where !
is the Gaussian spot size and I is the on-axis irradiance at the local slice, l is the
slice width and  is the nonlinear refractive index (i.e.  = kIl). Terms higher
than second order in the phase (which would represent aberrations in linear optics)
5
In this model we are only considering Kerr-like media with no NLA.
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are discarded in the treatment so far. Sheik-Bahae et al introduced a compensating
factor, a, to correct for the omitted higher terms. Thus they write f = an
0
!
2
=(4Il)
where the parameter a is chosen so as to give some degree of agreement between the
wave optic thin medium model and the aberration free model and is dependent upon
the detector's aperture (see Appendix B and g (B.4)).
The whole propagation from waist to detector through the nonlinear medium is
then represented by the ABCD matrix product
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(6.1)
where f
j
= an
0
!
2
=(4I
j
l) and I
j
is the on-axis irradiance in each slice. Linear
absorption is handled by replacing I
j
by I
j
e
 
0
l
. Conventional Gaussian optics is
then used to determine the optical eld and the transmissivity as a function of sample
position.
6.1.2 First Order Solution to the NSE
In ref [66] a rst order solution to the 2D+1 nonlinear Schrodinger equation was de-
rived. By means of a series solution procedure outlined by Lugovoi [80] and successive
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Figure 6.1: The Aberration Free model. The medium is divided into a number of
slices each of which is represented by a lens whose focusing power is dependent upon
the local on-axis irradiance, the nonlinear refractive index and the width of the slice.
The beam is then propagated slice by slice via the normal Gaussian optics techniques.
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application of Laplace transforms, a rst order solution to the focus case (where the
beam waist is positioned at the front face of the medium) was determined. The lens
transformation described by Talanov [128] can then be used to transform this solu-
tion to the prefocused case. The lens transformation is a invariance property of the
2D+1 nonlinear Schrodinger equation. If E(r; z) is a solution to the 2D+1 nonlinear
Schrodinger equation then
E
0
(; ) = ()E [();()]e
 ikn
0

2
()=2R
(6.2)
where () = R=(R  ),

(z) = R=(R+ z),  =

(z)z and  =

(z)r, is also a solu-
tion. When applied to the initial eld at the front of a medium, this transformation
appears to make the input eld converge or diverge as if a thin lens was placed at
the front of a the medium. Thus with this transformation, if one solves the 2D+1
nonlinear Schrodinger equation with the initial condition of the medium placed at
the waist of a Gaussian beam then one has also eectively solved it for all subsequent
positions.
From [66] we have that the optical eld at the exit face of a nonlinear Kerr-like
medium is
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(6.15)
The parameter 
m
is the thickness of the medium scaled to the medium Rayleigh
ranges, ie L=n
0
z
0
, and 
0
is the distance from the front of the sample to the waist
scaled to the free space Rayleigh range. The symbol E
1
is the exponential integral
function [2]. The normalized transmissivity and the nonlinear phase shift for a pin-
hole detector some distance away can be shown to be
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The parameter 
1
is the distance from the waist to the detector scaled to the free space
Rayleigh range. The term  = 0; is due to the use of the lens transformation as
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explained in [87] and ensures continuity of eqn 6.19. From this one can obtain an
expression for the amplitude of the Z-scan T and the peak separation  as
T =
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)] (6.22)
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For the the thin medium limit we retrieve
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T = 0:406 (6.29)
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For the other limit we see that
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One interesting and (somewhat elegant) feature of this work arises if one takes
the 
0
derivative of eqn 6.16. One obtains
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When this is compared
6
to eqn 3.15, one observes that the eect on the normalized
transmissivity of an innitesimal translation of a thick nonlinear medium can be
represented at least to rst order by the inclusion of a thin nonlinear medium at one
end of the thick medium and a removal of thin nonlinear medium at the other.
6.2 GAUSSIAN LAGUERRE BEAMDECOMPO-
SITION METHOD
For innitesimal increments in the direction of propagation the eect of linear dirac-
tion and nonlinear propagation decouple from each other. The nonlinear wave equa-
tion can be separated into two parts; a thin nonlinear medium type propagation
through the small increment and a linear diraction through the same increment.
Thus it is possible to solve numerically the nonlinear wave equation in a thick medium
by splitting it into a series of innitesimally thin transverse sections[53, 77]. The -
nal optical eld at the exit face of this thick medium is just the iterative product of
propagating the input eld through each of the transverse slices. The limiting process
as the thickness of each slice vanishes will produce the solution of the nonlinear wave
equation in the thick medium. Each slice must obey the thin medium criteria as
mentioned above. Moreover each slice must also satisfy a linear diraction criterion
which states that the thickness of each slice must be much less than the characteristic
diraction length in the material (ie. the Rayleigh range n
0
z
0
).
In practice, we have a situation as represented in g (6.2). The nonlinear material,
of thickness L, is separated from the initial waist of a Gaussian beam by a distance z
s
and the optical system separating the initial waist and the detector with the nonlinear
6
After translating from one nomenclature to another, ie 
0
= 
s
, 
1
= B
0
=A, = = 2 ,

m
= 2a
0
and s = 1
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Figure 6.2: A medium of length L is sliced into many slices, each slice obeying the
thin medium criteria. Each interface is characterized by a complex beam parameter,
a Guoy phase shift and a set of GL modes which in the entirety represent the input
eld to each slice.
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material removed is characterized by the ray transfer matrix
0
B
@
A B
C D
1
C
A
. The medium
is divided into M slices such that each slice obeys the thin medium criteria. Each
interface can be characterized by the complex beam parameter
7
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 L j = 0;M (6.35)
and Guoy phase shift of the Gaussian Laguerre expansion set
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(based on the parameters of a beam propagating with no nonlinearity) and a set
of GL mode amplitudes which represents the input optical eld distribution of the
corresponding slice.
From eqn 2.8 we can now write an expression for the nonlinear propagation part
of the output eld of each slice as
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s
. Now the input eld for the j+1'th slice is the
output eld of the j'th slice linearly propagated over the slice. Since the GL modes
7
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are solutions of the linear paraxial wave equation we can then write the input mode
amplitudes of the j+1'th slice as
E
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= r
 2
0
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U(r; E
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; q
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m
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m
) 
j
m
(r)2rdr j = 0;M   1 (6.39)
In eect eqn 6.39 is doing the work of a diraction integral.
Equation 6.39 is a recursion relationship, relating the mode amplitudes E
j+1
to
the mode amplitudes E
j
. The initial set of modes are just those that describe the
input beam reduced by a factor of
p
n
0
. Once E
M
m
are calculated, then the output eld
can be propagated to the detector using the ABCD law remembering that the ABCD
matrix from the linear beam waist to the detector in the presence of the medium is
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The integral in eqn (6.39) can be resolved by a Gaussian Laguerre numerical
quadrature technique ie
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where N
cutoff
is the chosen cuto point of the GL series, N
gl
is the order of the
Gaussian Laguerre quadrature technique and w
i
and z
i
are the weights and abscissas
of that order quadrature. From Chapter 2 we nd that N
gl
 2N
cutoff
is sucient to
reduce numerical error of the quadrature to an acceptable level and from observing
the convergence of the GL series
8
we can choose a value of N
cutoff
.
8
Remembering that every extra mode included can only increase the accuracy
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6.2.1 Advantages and Limitations of the GLMD
The iteration described by eqn 6.41 lends itself to a simple computer algorithm.
Values of L
n
[z
i
] can be precalculated to increase eciency. In many respects this
method is similar to fast Fourier transform techniques that have been used to solve
similar problems [53, 77, 37, 76] with the spatial frequency spectrum at each slice
being replaced by a Gaussian-Laguerre mode spectrum. With FFT methods however
one's Nyquist sampling frequency (ie the minimum sampling frequency needed so as
not to undersample the beam prole) changes as the beam converges and/or diverges
through out the medium, so one must choose a spectral interval small enough to catch
the low and high frequency features both at the waist and far from the waist or one
must re-grid the data at some point in the propagation. The GL modes expand at a
rate natural to the diraction of light beams so that this problem is not as signicant.
Also FFT propagation methods suer from light reected o the bounds of the data
grid. This problem does not exist for the GLMD method.
On the other hand, a severe limitation of the GLMD method of nonlinear beam
propagation is due to the convergence of the GL mode expansion. Eectively the
Gaussian-Laguerre decomposition technique expresses the optical beam as a series of
modes of the linear system. If the deviation of the beam in the nonlinear case as
compared to that of the linear case is very large then the GL mode spectrum will
be very broad, and the mode cuto N
cutoff
will have to be increased. While any
beam prole can be expressed as a series of GL modes and even given that with
the inclusion of higher and higher modes the convergence errors must decrease, in
fact one can easily approach a situation where one no longer prots by using this
method of calculation. An extreme example of this would be in self-focusing media
where catastrophic self-focusing and lamentation occur past a certain critical input
power. At some stage before the inevitable singularity the mode expansions would
become quite unwieldy and the method would fail. When dealing with self-defocusing
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materials this problem would not arise and as seen in later sections useful results can
be obtained.
6.3 THICK MEDIUM Z-SCANS
The appearance of a thick medium Z-scan diers signicantly from that of a thin
medium Z-scan. While the peak and trough -like features are still present
9
,rather
than having some constant separation which is dependent on the type of nonlinearity
(which is the case for thin media), they are separated by a distance that is proportional
to the thickness of the medium . This separation is in fact just the optical thickness
of the material L=n
0
. This feature maybe seen in g (6.3).
An argument similar to that used in Chapter 5 can be used to explain the features
of a thick medium Z-scan. The peak and trough manifest themselves when the linear
waist is positioned at either the input or output surface. At these positions the non-
linear medium has maximum eect in partially counteracting the natural convergence
or divergence of the initially Gaussian input beam. Since the medium generally has a
refractive index greater that one, the characteristic diraction length in the medium
(i.e. the Rayleigh range) will be increased by a factor of n
0
as compared to free space
so, for the linear case, the waist will be positioned at the exit surface of the medium
when the front surface is positioned at a distance of  L=n
0
from where the waist
would be if there were no sample present. (The origin of our z coordinate system is at
the beam waist of the input beam when no nonlinear medium is present.) The main
dierence between a classic thin medium Z-scan (L=n
0
z
0
 1) and a classic thick
medium Z-scan (L=n
0
z
0
 1) is the at plateau which separates the peak and the
trough. Again one can use a simple lens analogy to explain this feature. Consider,
as is shown in g (6.4), that the waist of the Gaussian input beam lies well within
9
At least for the case of no or little absorption.
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the medium as is the case for most of the at plateau region. The action of the
nonlinearity before the waist can be envisioned as a lens. The same can be done for
the action of the nonlinearity after the waist. Now for the self-focusing case the rst
lens will cause the beam to focus before the linear waist and by the time the beam
reaches the second lens it will be diverging faster than in the linear case. The second
lens will tend to collimate the beam back towards the original input beam. As can be
seen from the graphs in g (6.3) the strength of these \eective" lenses are such that
the output beam mimics strongly the input beam. Since most of the nonlinearity
occurs near the beam waist due the the high irradiance there, the plateau region will
extend to either side of the z = L=2n
0
mark (where the beam waist is in the middle
of the medium) so long as there are similar \amounts" of nonlinearity on either side
of the waist.
Figure (6.3) shows a comparison between an experimental Z-scan and various
models used to predict the experimental results. The Z-scan measurement was taken
by Chapple and Staromlynska (see ref [23]). A sample of the liquid CS
2
contained in
a 20mm long anti-reection coated cell was used to produce a Kerr-like self-focusing
eect due to its nonlinear interaction with 6.5ns temporally Gaussian pulses from a
frequency doubled Nd:YAG laser (532nm). This beam was focused to a eld spotsize
of 8.9m resulting in a vacuum Rayleigh range of 0.46mm. Since the linear refractive
index of CS
2
is 1.625 at these wavelengths the ratio L=n
0
z
0
(which is the length of
the medium in units of the medium's characteristic diraction length) is 26.7 which
is clearly in the realm of thick media. The detector was placed in the far-eld at a
distance of 193 mm from the input beam waist. The detector had an aperture which
corresponds to a transmissivity of S = 0:013 (ie. the detector is eectively point-like).
The experimental data shown in gure (6.3) are actually the dierence of two dierent
power Z-scans, one at 9:9 10
12
W=m
2
( = 0:72) and the other the 1:7 10
12
W=m
2
( = 0:12). This was done to eliminate linear distortion in the experimental data due
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Figure 6.3: A low power Z-scan for a 20mm sample of CS
2
at 532nm. The dots mark the
experimental values measured by Chapple and Staromlynska[23], the full line represents the Gaussian
Laguerre Mode Decomposition (GLMD) method as described previously. The bold dashed line is
the result of the rst order analytic solution to the 2D+1 nonlinear Schrodinger equation derived
by Hermann et al. The dot-dashed curve is the aberration free model of Sheik-Bahae et al. Good
agreement is seen between the GLMD result and the experiment. At the trough there is also
good agreement between the GLMD result, the rst order solution and the data. However at the
transmissivity peak the GLMD method and the rst order solution depart. This is due the rst
order approximation starting to break down. For small nonlinearities the GLMD method and the
rst order solution agree perfectly as seen in g 6.5. There is disagreement in the amplitude of the
nonlinear eect between the aberration free model and the GLMD which is due to the constant
beam (Gaussian) shape assumption inherent in the aberration free model. All these curves are the
dierence of two Z-scans, one at a signicantly lower input power than the other (peak irradiances of
9.9 and 1.7 10
12
W=m
2
). This was done to eliminate linear distortion in the experimental data due
to cell imperfections which would be common to each of the dierent power Z-scans (See Chapter
5 for an explanation of this systematic error compensation technique). The same procedure was
applied to the theoretical curves. A value for n
s
of 3:6  10
 18
m
2
=W was used to produce these
graphs.
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Figure 6.4: Explanation by lens analogy of the plateau region that exists between the
peak and the trough of a thick medium Z-scan. This plateau can be cobsidered as
the signature of a classic thick medium Z-scan. When the waist of the input beam
lies well within the nonlinear medium, the action of the nonlinearity both before and
after the waist may be envisioned as that of a lens. For the self-focusing case, the
rst lens will bring the beam to focus faster than the linear case and by the time the
beam reaches the second lens it is diverging faster than the linear beam. This second
lens will collimate the beam back towards the original input beam. The strength of
these eective lenses are such that the output beam strongly mimics the input beam.
This only occurs when the \amount" of nonlinearity is similar on either side of the
waist.
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to cell imperfections which would be common to each of the dierent power Z-scans
(See Chapter 5 for an explanation of this systematic error compensation technique).
The same procedure was applied to the theoretical curves. Also account must be
taken of the time-dependent nature of the problem. By integrating over the pulse
measured by the detector (ie the uence) one can dene the eective time averaged
normalized transmissivity as
hT i =
R
T (t)I(t)dt
R
I(t)dt
(6.42)
where T (t) is the instantaneous transmissivity and I(t) = I
0
e
 t
2
=
2
since the pulse is
temporally a gaussian. For CS
2
the nonlinear response is much faster that the 6.5
ns pulse so the excitation follows the irradiance. Also the optical pulse has a length
that is much longer than the sample length. Now considering these two facts and
also the fact that for small nonlinearities one may write the steady-state normalized
transmissivity as a series in I, ie.
T = 1 + P
1
(z)I + P
2
(z)I
2
+ P
3
(z)I
3
+ ::: (6.43)
then one may write
hT i = 1 + P
1
(z)
I
0
p
2
+ P
2
(z)
I
2
0
p
3
+ P
3
(3)
I
3
0
2
+ ::: (6.44)
This implies that to rst order one may simply decrease the strength of the nonlin-
earity by a factor of
p
2 to correct for the temporal nature of the problem. To be
accurate to higher orders one must determine the coecients P
n
(z) numerically as is
done in ref [23]. However for expedience we will only use the rst order correction
since this is just an example of the GLMD model rather than a work of accurate
metrology which is what ref [23] is meant to address. However we have used a value
of n
s
= 3:6 10
 18
m
2
=W from this paper to produce the theoretical graphs of gure
(6.3).
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The dots in g (6.3) mark the experimental values measured by Chapple and
Staromlynska, the full line represents the Gaussian Laguerre Mode Decomposition
(GLMD) method as described previously. The bold dashed line is the result of the
rst order analytic solution to the 2D+1 nonlinear Schrodinger equation derived by
Hermann et al. The dot-dashed curve is the aberration free model of Sheik-Bahae et
al. Good agreement is seen between the GLMD result and the experiment. At the
trough there is also good agreement between the GLMD result, the rst order solution
and the data. However at the transmissivity peak at the origin the GLMDmethod and
the rst order solution depart. This is due the rst order approximation starting to
break down. For smaller nonlinearities the GLMD method and the rst order solution
agree near perfectly as seen in g (6.5(a)) where the strength of the nonlinearity has
been decreased a factor of 10 as compared to g (6.3)
10
so as to comply with the
rst order approximation. There is disagreement in the amplitude of the nonlinear
eect between the aberration free model and the GLMD as seen in gures (6.3) and
(6.5) which is due to the constant beam shape (Gaussian) assumption inherent in the
aberration free model. This can be seen from comparing gures (6.5(a)) and (6.5(b))
whose only dierence is a change of aperture size from S = 0:013 to S = 0:5. While
we see the expected decrease in the amplitude of the Z-scan
11
we see that this change
is not proportionate between the two models. Since there is no loss in the system,
there must be a beam shape discrepancy between the two models. It should be noted
that if one uses the aberration free model to t the experimental Z-scan one will over-
estimate the strength of the nonlinearity. However, the larger the detector aperture
the better the estimation.
Figure (6.6) shows how the beam prole at the detector plane varies with Z-scan
position calculated using the GLMD method. Again the parameters mimic
12
those
10
 = (0:72  0:12)=10 = 0:06
11
As S ! 1;T ! 0 for no loss.
12
A value  = 0:72  0:12 = 0:6 was used so as to closely match the apparent nonlinear strength
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Figure 6.5: (a),lower A comparison of the GLMDmethod and the rst order solution
of the 2D+1 nonlinear Schrodinger equation. The parameters are similar to that
represented in g (6.3). However the strength of the nonlinearity has been decreased
by a factor of ten so as to ensure compliance with the rst order approximation
( = (0:72   0:12)=10 = 0:06). Also shown is the aberration free model for these
parameters. (b),upper A comparison between the GLMD model and the aberration
free model. Parameters are similar to that of the lower graph but the aperture of
the detector has been increased to S = 0:5. As expected there is a reduction in the
amplitude of the Z-scan for both curves, however there is not a proportional reduction.
Since for this case there is no loss, there must be a discrepancy in the beam shapes
of the two models.
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of g (6.3). Along the r = 0 rim one see the typical thick medium Z-scan curve.
The peak can easily be identied with the contraction of the beam prole while the
trough of the Z-scan is identied with the expansion of the beam prole. One also
sees how well the output beam between the peak and trough mimics the linear beam
(at the wings of the Z-scan) as discussed previously. Figure (6.7) shows the Gaussian
Laguerre mode expansions used to calculate g (6.6). With only a few modes one
may calculate the eld distribution to within an RMS error of 1 part in a million.
The shape of a thick medium Z-scan is dependent on a number of parameters,
which can be grouped into two groups. The geometry based parameters are the
detector object-plane position (B
0
=A) and size (S) and the length of the medium
(L=n
0
z
0
). The medium based parameters are the linear absorption (
0
n
0
z
0
), the
strength of the refractive nonlinearity ( which is proportional to the input-power n
s
product) and the ratio of nonlinear refraction to nonlinear absorption (). With such
a rich parameter space it is dicult to visualize all the interactions between these
parameters which inuence a particular Z-scan. However the inuences of some of
these parameters on the shape of a Z-scan are seen in gures (6.8) to (6.12).
Figures (6.8) and (6.9) are depictions of the Z-scan dependence of the (pin-hole)
detector's object-plane position B
0
=A. The other parameters for these graphs are
taken from [23] and mimic those of g (6.3)
13
. At the far-eld wings (ie. large
jB
0
=Aj) one sees a Z-scan similar to that seen in g (6.3) (Note the the z axis has
been rescaled so as to represent the position of the front face of the nonlinear medium
in units of Rayleigh range). Closer to the near-eld one see departures from the classic
Z-scan scan prole as newly perturbed wave fronts have not totally diracted into
the new beam prole. Figure (6.9) is the companion contour graph of g (6.8). The
dashed lines mark out the loci of the front and back surfaces as the nonlinear medium
of the subtracted Z-scans which comprise g (6.3)).
13
That is  = 0:72  0:12 = 0:6
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Figure 6.6: A graph showing how the beam prole at the detector plane varies with
Z-scan position. This graph corresponds to the parameters used in g (6.3) ( =
0:72   0:12 = 0:6). Along the r = 0 rim one sees the typical thick medium Z-scan
curve. The peak can easily be identied with the contraction of the beam prole
while the trough of the Z-scan is identied with the expansion of the beam prole.
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Figure 6.7: Mode amplitudes and convergences for the for gure (6.6). Note the the
greatest perturbation to the beam occurs when the linear waist is positioned at at
either the entrance or exit face of the medium.
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is swept through the input beam waist. These lines correspond to B
0
=A =  for the
front surface and B
0
=A =  + L=n
0
z
0
for the back surface
14
. Along a line of constant
B
0
=A near  = 0 (or  =  L=n
0
z
0
) where for the thin medium case one would have
seen what has been denoted as a B-scan (see Chapter 5) we no longer see such a
feature, only an upward going (  =  L=n
0
z
0
) or downward going ( = 0) dip which
has the same amplitude as the thick medium Z-scan. As seen previously for the case of
a thin medium the B-scan provides the maximum possible self interference eect which
is approximately three times larger
15
than the corresponding thin medium Z-scan.
So for a thick medium Z-scan we are deprived of this more sensitive measurement
techique. However an alternative category of spatial scanning arises from considering
thick media. This is where the detector's object-plane is eectively xed to the
nonlinear sample being scanned and is described as a tandem-scan. This type of
spatial scanning can be envisioned as tracing out a path parallel to the B
0
=A =  and
B
0
=A =  + L=n
0
z
0
lines in g (6.9). Away from these two lines a tandem scan is
similar to the thick medium Z-scans as mentioned previously. However along these
lines the peak-trough combination of a typical Z-scan is replaced by a peak-peak
(B
0
=A =  + L=n
0
z
0
) or trough-trough (B
0
=A = ) combination. Within just a few
Rayleigh ranges from these lines the normal peak-trough Z-scan prevails. As the
length of the nonlinear medium decreases, the line B
0
=A = +L=n
0
z
0
approaches the
line B
0
=A =  and the peak and trough -like features of gures (6.8) and (6.9) merge,
resulting in graphs much like gures (3.4) and (3.5) respectively. As an example of
this one can imagine the peak-peak scan along the B
0
=A =  +L=n
0
z
0
line cancelling
out with the trough-trough scan along the B
0
=A =  line leaving a transmissivity of
1 as is the case for thin media.
14
It should be remembered that for both gures (6.8) and (6.9) the transmissivity in the region
B
0
=A <  + L=n
0
z
0
are calculated from virtual elds. That is the output eld of the nonlinear
medium is back propagated in a linear manner
15
and therefore three times more sensitive
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Figure 6.8: A three-dimensional graph of the normalized transmissivity as a function
of  (sample position in units of Rayleigh range) and B
0
=A (the position of detector's
object-plane) for a 20mm thick nonlinear medium whose other parameters are as
stated previously. A value of  = 0:72  0:12 = 0:6 was used so as to closely match
the curves of g (6.3). When the detector is in the far eld (large jB
0
=Aj) the classic
thick medium Z-scan is apparent.
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Figure 6.9: A contour graph of the normalized transmissivity as a function of 
(sample position in units of Rayleigh range) and B
0
=A (the position of detector object-
plane) which is the companion of g (6.8). The dashed lines represent the loci of the
front and back surfaces of the sample as it is scans through the waist of the input
beam. The bold line is the T=1 isocline.
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For self-defocusing materials much of what has been previously stated also applies
except that peaks are transformed to troughs and vice-versa since calculations for self-
defocusing materials give rise to opposite signed odd order terms as compared to the
self-focusing case but produce the same signed even order terms. Thus for example,
for the defocusing case of g (6.3) the curves would be roughly ipped. However the
dierence between the GLMD result and rst order solution at the z = 0 position
would still be positive.
In the eld of optical limiting, self-defocusing materials are of more interest than
self-focusing materials. This is due to the catastrophic self-focusing, lamentation
and optically induced bulk damage that accompanies self-focusing material at high
irradiances where optical limiting is of most interest. Since the next section in this
chapter deals with optical limiting, the future calculations will involve self-defocusing
materials. To keep a connection for later comparison with results already presented
(which is for self-focusing CS
2
) and future results we will work with an imaginary
defocusing material whose whose n
2
is exactly opposite that of CS
2
while keeping all
other parameters the same unless otherwise stated.
In g (6.10) the shape of a Z-scan makes a continuous change from a thin medium
to a thick medium Z-scan as the length of the nonlinear medium increases from
L=n
0
z
0
 1 to L=n
0
z
0
 1. Also, as expected, the amplitude of the Z-scan increases
as well since the accrued nonlinear phase shift must increase with the length of the
medium but as we see in this gure the amplitude of the Z-scan saturates with ever
increasing medium length. From a purely numerical approach we know that this
behaviour is correct since the amplitude of the Z-scan cannot go on increasing as the
length increases and still have the transmissivity greater than zero and the theory
still described adequately by a rst order model
16
. A physical interpretation is that
16
We know from the rst order solution that it is rst order in the parameter  which does not
contain the length of the nonlinear medium
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nearly all of the accrued nonlinear phase shift occurs at the region near the linear
waist of the beam. So when the sample is thick enough to contain most of the high
irradiance proportion of waist region the nonlinear phase shift no longer accrues as
quickly. Since there is a direct relationship between the nonlinear phase shift and the
amplitude of the Z-scan, the amplitude will also increase more slowly as the length
increases. From the rst order theory we can put a more quantative form to this
result and show that
lim
L!1
T =
ln 3
2
 (6.45)
Moreover following the denition of eective length of the nonlinear medium in [108]
one can show that
lim
L!1
L
eff
= lim
L!1
T
thick
T
thin
L = 2:7 intra-medium Rayleigh ranges (6.46)
which is in marked disagreement
17
with the value of 1.5 calculated in ref [108]. Chap-
ple et al [23] have measured this value as 3.1 which is in reasonable agreement with
the rst order theory. Also when L=n
0
z
0
 6 we have access to at least 90% of
the possible nonlinear eect due to the medium itself. Thus to make a limiter any
longer would be a waste of nonlinear material since any extra length will provide
only a marginal increase in eect. As we will see later in the next section this trend
continues at higher irradiances where optical limiting is of interest.
Linear absorption eects a Z-scan by depriving the nonlinearity of its strength by
loss of power. However since most of the nonlinear perturbation to the beam occurs
at or near the waist, one would expect the transmissivity feature due to the front
surface of the nonlinear medium (ie a peak for a self-focusing material or a trough
for a self-defocusing material) will be eected less that the transmissivity feature due
to the back surface. This trend is seen in g (6.11) where the evolution of a thick
17
This is again due to the invalid constant shape assumption that is inherent in the aberration
free model.
6.3. THICK MEDIUM Z-SCANS 193
–0.02 –0.01 0.00 0.01
Sample Position (m)
0
.8
0
.9
1
.0
1
.1
1
.2
N
or
m
al
iz
ed
 T
ra
n
sm
is
si
vi
ty
L= 0.1mm (L/n0z0 =  0.13)
L= 1.0mm (L/n0z0 =  1.3)
L= 2.0mm (L/n0z0 =  2.6)
L= 5.0mm (L/n0z0 =  6.5)
L=10.0mm (L/n0z0 = 13)
L=15.0mm (L/n0z0 = 20)
L=20.0mm (L/n0z0 = 26)
Figure 6.10: The evolution of the shape of a Z-scan as the length of the medium
increases from a thickness much less than a Rayleigh range (and therefore producing
a thin medium Z-scan), to many times the Rayleigh range. The parameters for this
graph as stated in the text are similar those of gures (6.3) and (6.8) except that the
sign of the nonlinearity has been reversed and  = 1:0 which corresponds to a steady
state irradiance of 9:9  10
12
W=m
2
. As seen there is a saturation in the amplitude
of the Z-scan as the length increases. After a L=n
0
z
0
of about 6 we have access to
at least 90% of the nonlinear eect due to the medium. This length would therefore
seem optimal for an optical limiter.
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medium Z-scan is displayed as linear absorption increases. As seen in the insert in this
gure the amplitude of the Z-scan peak follows a exponential-like curve due to linear
absorption while the Z-scan trough remains relatively untouched which is a indication
of the veracity of the previous statement. As the linear absorption becomes large and
more of the power of the beam is lost in the bulk of the medium the Z-scan becomes
more thin-medium -like as only the front section of the medium supplies any nonlinear
eect.
The eect of nonlinear absorption is quite dierent from that of linear absorption.
Figure (6.12) shows that as in the case of thin media (g (5.10)) nonlinear absorption
washes out the refractive peak-trough feature leaving an absorption well whose width
is roughly that of the medium.
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Figure 6.11: The evolution of a thick medium Z-scan as the linear absorption of the
medium is increased. The insert shows the amplitude of the Z-scan peak as plotted
against the linear absorption coecient 
0
. The curve indicated in the insert is
calculated by multiplying the a
0
= 0 peak amplitude by an e
 
0
L
factor. For this
graph  = 1:0 which corresponds to a steady state irradiance of 9:9 10
12
W=m
2
.
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Figure 6.12: The evolution of a thick medium Z-scan as the ratio of the NLR to NLA
changes from NLR dominated to NLA dominated. Nonlinear absorption washes out
the classic peak-trough feature of a Z-scan. For this graph  = 1:0 which corresponds
to a steady state irradiance of 9:9 10
12
W=m
2
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I
0
(W=m
2
) P
0
(W ) jj
0:5 10
14
6234 5.16
1:0 10
14
12468 10.32
1:5 10
14
18703 15.49
2:0 10
14
24937 20.65
2:5 10
14
31172 25.82
3:0 10
14
37406 30.98
3:5 10
14
43361 36.15
4:0 10
14
49875 41.31
4:5 10
14
56110 46.48
5:0 10
14
62344 51.64
Table 6.1: Input powers used in calculating g (6.13).
6.4 OPTICAL LIMITING WITH THICK DEFO-
CUSING MEDIA
So far we have only dealt with the relatively low power phenomena of thick medium
Z-scans. Though that is a rich eld , of more applied interest is the use of self-
defocusing materials in the construction of an optical limiter whose purpose is to
protect sensitive detector elements from an excess of light. We have seen in Chapter
3 how a thin medium can be used to construct a limiter. Moreover from this work
we see that either a self-focusing or self-defocusing material could be used to obtain
useful limiting. This is not the case for thick media. A thick self-focusing medium
has the potential to optically damage itself due to catastrophic self-focusing [73, 88].
Since there is little point in a one-use limiter a self-focusing medium is useless unless it
is somehow self-healing (like a liquid). However defocusing materials have the useful
propensity to protect their bulk material from damage by spreading the power of the
beam over a greater area inside the medium. In this section we will investigate some
of the features of optical limiting with self-defocusing media.
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The position of the nonlinear medium is an important factor when considering
the performance of a limiter. This can be seen in g (6.13) which shows a series
of high power Z-scans. Again the calculation parameters mimic those from ref [23]
and g (6.3). The medium is a 20mm (L=n
0
z
0
= 26) nonlinear medium whose
n
2
=  3:610
 18
. Input irradiances are as in table (6.1). The maximum nonlinearity
used in this gure is approximately one hundred times greater than that observed in
ref [23]. One sees that the best limiting occurs at z = 0 where the front face is at
the input beam waist. When the input beam waist is positioned on the back surface
of the medium we see enhancement of the irradiance at the detector indicating that
this is an undesirable position for a limiter. However while we do obtain optimal
limiting at z = 0, we are faced with the greatest chance of optical damage since the
irradiance at the front surface is at its maximum. A sample position between these
two extremes might then be a good compromise between these factors.
The saturation of nonlinear eect with medium length that we have seen previ-
ously (see g (6.10)) is also present at the high input powers as is indicated as in g
(6.14). Here in this gure we see the action of an optical limiter, positioned such that
z = 0, for various limiter lengths from thin medium to thick medium over a large
range of input powers. We see that after a limiter thickness of L=n
0
z
0
 6 there is no
real advantage in making the limiter longer. This saturation eect can also be seen
in the on-axis nonlinear phase shift at the exit surface of the limiter (g (6.15)). So it
would seem that if one considers the performance of an optical limiter on just the re-
quirement of maximum rejection of excessive light then a limiter of length L=n
0
z
0
= 6
placed at the input beam waist is optimal.
Optical limiting maybe enhanced by introducing nonlinear absorption within the
material as seen in g (6.16). As one increases the strength of the nonlinear absorption
one gets better \limiting". However, one replaces the classic limiting curve with
a logarithmic response (as is the case with thin media as well but for thin media
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Figure 6.13: A series of high power Z-scans for a 20mm (L=n
0
z
0
= 26) nonlinear
medium whose n
2
=  3:6 10
 18
. Input irradiances are as in table (6.1). The insert
is a logarithmic version of these results. One sees that the best limiting occurs at
z = 0 where the front face is at the input beam waist. When the input beam waist is
positioned on the back surface of the medium we see enhancement of the irradiance
at the detector indicating that this is any undesirable position for a limiter. However
while we do obtain optimal limiting at z = 0, we are faced with the greatest chance of
optical damage since the irradiance at the front surface is at its maximum. A sample
position between these two extremes might then be a good compromise.
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Figure 6.14: The action of an optical limiter, positioned such that z = 0, for various
limiter lengths from thin medium to thick medium over a large range of input powers.
Again we see the saturation of the nonlinear eect as the limiter length increases. For
L=n
0
z
0
= 0:13 we see the beginning of a curve that is familiar from Chapter 3. The
sinusoidal variation in this type of limiting curve is due to self-interference. The
narrow transverse nonlinear phase prole imparted upon the beam causes rings to
develop in the far-eld. For thick media these rings are absent.
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Figure 6.15: The on-axis nonlinear phase shift at the exit surface of the limiter
positioned at z = 0, for various limiter lengths ranging from the thin medium regime
to the thick. The saturation-with-length phenomenon is also apparent in the phase
shift produced by the limiter.
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increasing nonlinear absorption diminishes the limiting potential). Also the very
nature of nonlinear absorption means that one is dumping power within the limiter
which could cause optically induced damage.
Before continuing our investigation of the high irradiance phenomena involved
in optical limiting in thick medium, it would be benecial to indicate the status of
the convergence of the GL mode amplitudes that are used to calculate these highly
nonlinear phenomena. This is done in g (6.17) which shows the convergence of
the mode expansions determined by the GLMD method in the last cell of a 20mm
(L=n
0
z
0
= 26) limiter whose n
2
=  3:6  10
 18
m
2
=W . The range of input power is
similar to previous gures (See table (6.1)). The diagram shows the strength of the
nonlinearity, as indicated by the spread of the GL spectrum, increasing as the input
power increases. We see that for the input powers used an RMS relative error in
approximating the optical eld distribution by a GL series of approximately one part
in 10
4
is achieved using 150 modes (and 300 GL quadrature points). This is typical
for this strength of nonlinearity.
Of particular interest is the evolution of the optical eld as it propagates within
the self-defocusing nonlinear medium. In understanding the complex interplay be-
tween diraction and nonlinear propagation we can obtain a qualitative grip upon
the mechanics of a thick limiter. Figures (6.18 to (6.23) display various quantities
within a 20mm (L=n
0
z
0
= 26) limiter positioned at the waist (z = 0).
The rst gure of this sequence shows the irradiance prole at selected positions
of 0.1mm, 0.2mm, 0.5mm, 1.0mm, 2.0mm, 5.0mm, 10.0mm and 20.0mm within the
medium for peak input irradiances of 1.0, 2.0, 3.0, 4.0 and 5.0 10
14
W=m
2
(see table
(6.1)). For each graph, the radial variable is normalized to the linear spot size at
the indicated position, thus there is no actual equivalence between the radial position
between graphs. We see in the rst graph of this gure which is approximately in
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Figure 6.16: The action of a optical limiter with inclusion of nonlinear absorption.
The limiter of length 20mm (L=n
0
z
0
= 26) is placed at the linear beam waist. As
one increases the strength of the nonlinear absorption one obtains better limiting.
However one is dumping excessive powers within the limiter which may cause damage.
For the thin medium case any inclusion of NLA decreases limiter performance.
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Figure 6.17: Convergence of the GL mode series used to approximate the optical eld
in the last cell of a 20mm (L=n
0
z
0
= 26) limiter whose n
2
=  3:6  10
 18
m
2
=W
as a function of input power. The strength of the nonlinearity, as indicated by the
spread of the GL spectrum, increases as the input power increases. At the maximum
nonlinearity used in this example a mode cuto of 150 ( with 300 GL quadrature
points) results in an RMS relative error in approximating the optical eld at the exit
face of approximately one part in 10
4
.
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Figure 6.18: The irradiance prole for selected positions within a limiter positioned
at the waist (z = 0) for a selected range of irradiances (1.0, 2.0, 3.0, 4.0 and 5.0
10
14
W=m
2
). For each graph the radial variable is normalized to the linear spot
size at the indicated position, thus there is no actual equivalence between the radial
position between graphs. As we get deeper within the medium we see the nonlinearity
defocus and broaden the beam.
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the thin medium regime
18
(at least for the lowest irradiance) the output irradiance
proles mimic the input proles. At deeper positions we see defocusing occurring
which broadens out the beam.
Figure (6.19) shows eectively the same information as g (6.18). However we
have normalized the nonlinear irradiance with the on-axis linear irradiance found at
the selected depth within the medium. Thus on-axis these graphs are eectively a
normalized transmissivity. In fact for these graphs a linear curve (which is a Gaussian
of height one) has been provided so as to compare their deviation from the linear
case. With this normalization each curve has the same (area) integral since power is
conserved.
Figure (6.20) shows the nonlinear phase prole at the selected positions within the
limiter. Again we see in the thin medium limit that the imposed nonlinear phase shift
is just a reection of the irradiance prole at that point which is just Gaussian. The
nonlinear phase shift is quickly imparted to the beam close to the front surface where
the higher irradiances are present. As we go deeper into the limiter the phase prole
diracts into a broad bland prole. From these graphs and from what we learned in
Chapter 4 we can now understand why the sinusoidal limiting curve as seen in Chapter
3 evolves into much atter curves for thick media as seen in g (6.14). Each cycle
of the thin medium limiting curve represents a ring being shed from the main beam
into the wings. In Chapter 4 we saw that this process is controlled by the position of
the inection point in the imposed nonlinear phase prole and the magnitude of the
irradiance at this point. For a thick medium we see that the phase prole is much
18
Actually we see that for this thickness (L=n
0
z
0
= 0:13) and for these input powers, we are
actually just outside the thin medium criteria. This can be seen in a number of places. In g
(6.15) the nonlinear phase vs input power curve pertaining to L=n
0
z
0
= 0:13 is not quite a straight
line indicating departure away from the thin medium criteria for the range of input powers used.
In g (6.18) the on-axis irradiance in the graph pertaining to L=n
0
z
0
= 0:13 is less that the peak
input irradiance. The insert in g (6.21) also shows this by way of the discrepancy of the linear
and nonlinear curves at L = 0:1mm. These are examples of where the rst requirement of the thin
medium criteria (L=n
0
z
0
 1) is being met but not the second requirement (j
NL
j  n
0
z
0
=L).
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Figure 6.19: Normalized irradiance proles for selected positions within a limiter
positioned at the waist (z = 0) for a selected range of irradiances (1.0, 2.0, 3.0, 4.0
and 5.0 10
14
W=m
2
). The irradiance is normalized to the on-axis linear irradiance
found at the selected depth within the medium. For each graph the radial variable
is normalized to the linear spot size at the indicated position, thus there is no actual
equivalence between the radial position between graphs.With this normalization each
curve has the same (area) integral since power is conserved.
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Figure 6.20: Nonlinear phase proles for selected positions within a limiter positioned
at the waist (z = 0) for a selected range of irradiances (1.0, 2.0, 3.0, 4.0 and 5.0
10
14
W=m
2
). The nonlinear phase shift is quickly imparted to the beam close to the
front surface where the higher irradiance is present. As we go deeper into the medium
the phase prole diracts into a broad bland prole.
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broader than the irradiance prole so that at a radius equivalent to the thin medium
inection point there is negligible irradiance from which to form an interference ring.
Figures (6.21) to (6.23) show the on-axis irradiance, the eective beam width and
the on-axis nonlinear phase shift within our 20mm (L=n
0
z
0
= 26) limiter positioned
at the linear beam waist. These graphs were calculated for input irradiances shown
in table (6.1). The eective width of the beam is calculated from the second moment
of the irradiance prole [97].
w
2
eff
= 2
R
1
0
jEj
2
r
2
2rdr
R
1
0
jEj
2
2rdr
(6.47)
Since E can be written as a series of GL modes (see eqn 2.14 and 2.15) eqn 6.47 can
be written in terms of the mode amplitudes E
n
w
2
eff
= r
2
1
P
1
n=0
(2n+ 1) jE
n
j
2
  2(n+ 1)<
h
E

n+1
E
n
e
i2
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1
n=0
jE
n
j
2
(6.48)
We see for a pure Gaussian beam w
eff
= r
1
. Since the front face of the limiter is
at the place of highest irradiance, it is not surprising to nd that for this case most
of the nonlinear eects occur in this region. The irradiance in g (6.21) is quickly
defocused away within the rst few millimetres after which it diracts away in an
almost linear fashion. This can be seen in the insert in g (6.21) which show a
logarithmic representation of the data. Well into the limiter the irradiance falls o as
an inverse square law as does the linear case. The eective width of the beam, seen
in g (6.22), increases to compensate for the diminished irradiance thus keeping the
optical power conserved along the limiter. Most of the imparted on-axis nonlinear
phase shift, which is seen in g (6.23), occurs in the front layers of the limiter. This
again reects the high powers at the front of the limiter.
Figures (6.18) to (6.23) show the optical eld within our limiter when it is placed
at the waist of the input gaussian beam. We obtain markedly dierent behaviour
when the limiter is placed otherwise. The two sequences of gures, (6.24) to (6.26) and
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Figure 6.21: The on-axis irradiance within 20mm (L=n
0
z
0
= 26) limiter positioned at
the linear beam waist for input powers as described in table (6.1). The irradiance is
quickly defocused away within the rst few millimetres after which it diracts away
in an almost linear fashion. This can be seen in the insert which shows a logarithmic
representation of this data. Well into the limiter the irradiance falls o as an inverse
square law as does the linear case.
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Figure 6.22: The eective beam width within 20mm (L=n
0
z
0
= 26) limiter positioned
at the linear beam waist for input powers as described in table (6.1). The eective
beam width is calculated from the second order moment of the irradiance prole. The
eective width of the beam increases to compensate for the diminished irradiance (as
seen in g (6.21)) thus keeping the optical power conserved along the limiter .
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Figure 6.23: The on-axis nonlinear phase shift within 20mm (L=n
0
z
0
= 26) limiter
positioned at the linear beam waist for input powers as described in table (6.1). Most
on the nonlinear phase shift is imparted to the beam within the rst few millimeters
of the limiter. (cf. g (6.15))
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Figure 6.24: The on-axis irradiance within 20mm (L=n
0
z
0
= 26) limiter, positioned
such that the linear beam waist falls at the centre of the limiter, for input powers
as described in table (6.1). The maximum irradiance within the limiter (for this
length limiter and this range of input powers) occurs near the linear beam waist even
though the beam is undergoing defocusing as it progresses to this point. The peak
irradiance is actually saturating with increasing input powers. This is the eect of
self-protection coming into play.
214 CHAPTER 6. THICK MEDIA
0.005 0.010 0.015 0.020
Distance into Medium (m)
0
50
10
0
15
0
20
0
E
ffe
cti
ve
 B
ea
m 
W
idt
h 
(µ
m
)
Linear
Pin = 6234 W
Pin = 12468 W
Pin = 18703 W
Pin = 24937 W
Pin = 31172 W
Pin = 37406 W
Pin = 43361 W
Pin = 49875 W
Pin = 56110 W
Pin = 62344 W
Figure 6.25: The eective beam width within 20mm (L=n
0
z
0
= 26) limiter, positioned
such that the linear beam waist falls at the centre of the limiter, for input powers
as described in table (6.1). We see the beam starts to broaden as it approaches the
linear beam waist. However as compared g (6.22) the nal beam size relative to the
linear case is not as great. This is another example of the nonlinear lensing on either
side of the waist partially counteracting itself. (cf. g 6.4).
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Figure 6.26: The on-axis nonlinear phase shift within 20mm (L=n
0
z
0
= 26) limiter,
positioned such that the linear beam waist falls at the centre of the limiter, for input
powers as described in table (6.1). We expect to see near maximum nal nonlinear
phase shift for this case since as shown in g (6.24) the brightest parts of the beam
are now contained by the nonlinear medium. As compared to g (6.23) the nal
nonlinear phase shift is approximately twice as great.
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(6.27) to (6.29), represent the same plotted quantities as the sequence (6.21) to (6.23)
except that the 20mm limiter is positioned at  L=2n
0
z
0
and  L=n
0
z
0
respectively.
These positions place the linear beam waist at either the center of the 20mm limiter
or at the exit face respectively.
When the input beam is focused at the centre of the limiter we see that the
maximum irradiance within the limiter (for this length limiter and this range of
input powers) occurs near the linear beam waist even though the beam is undergoing
defocusing and broadening as it progresses to this point. However as compared to g
(6.22) the nal beam size relative to the linear case is not as great. This is another
example of the nonlinear lensing on either side of the waist partially counteracting
itself. We also expect to see near maximum nal nonlinear phase shift for this case
since as shown in g (6.24) the brightest parts of the beam are now contained by the
nonlinear medium and as compared to g (6.23) we see that the nal nonlinear phase
shift is approximately twice as great. However as indicated by g (6.13) we do not see
maximum limiting at this point. This is an indication that it is not the magnitude
of the phase shift that augurs well for a thick limiter but the ability of the limiter to
spread the beam.
Figures (6.27) to (6.29) show the on-axis irradiance, the eective beam width
and the on-axis nonlinear phase shift for a the case when the linear beam waist is
positioned at the exit face of a 20mm limiter. The last half of these graphs (ie the last
10mm of the limiter which is place at z =  L=n
0
z
0
) are quite similar to the rst half
(ie. the rst 10mm of the limiter which is placed at z =  L=2n
0
z
0
) of gures (6.24)
to (6.26). This is due to the low irradiance present in the rst half of the medium
which consequentially has little perturbation upon the beam.
In g (6.24) the peak irradiance is actually saturating with increasing input pow-
ers. This is the eect of self-protection coming into play. If the internal irradiance
can be kept below some particular threshold, then the limiter may turn out to be near
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indestructible as the bulk laser induced damage threshold may never be surpassed.
We will continue discussing self-protection in the next section of this chapter. It is
also worth noting that the eective waist curves seen in the gures (6.22), (6.25), and
(6.28) are actually parabolic functions in the longitudinal propagation distance. This
is an aspect of Vlasov's Law[130] which states that the second order moment of the
transverse beam prole varies as a simple parabolic function. Figures (6.30), (6.31),
and (6.32) also clearly show this priniciple at work.
6.5 SELF-PROTECTION IN A THICK DEFO-
CUSING LIMITER
When the input power into a self-focusing material reaches a critical level the beam
undergoes such strong self-focusing that in the paraxial approximation the beam is
focused to a point singularity [73, 88]. When one treats the problem using non-
paraxial techniques the beam is still strongly focused down to a size of a few wave-
lengths in transverse extent. The beam then undergoes periodic strong focusing
[133, 37, 86, 121]. Experimentally one sees the beam fragment into a number of very
bright, thin laments [55, 24, 112, 37, 46]. What all these situations have in com-
mon is the potential for laser induced bulk damage of the nonlinear medium due to
the stress of the excessive irradiance occurring with catastrophic self-focusing. With
self-defocusing material we observe the exact opposite. As stated previously thick
limiters utilizing self-defocusing have a natural propensity to protect themselves from
bulk laser induced damage [49, 50]. In this section we shall investigate the extent of
this self-protection.
If the limiter is placed at the linear beam waist one will obtain no advantage
from self-protection since the highest irradiance is falling directly on the front surface
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Figure 6.27: The on-axis irradiance within 20mm (L=n
0
z
0
= 26) limiter, positioned
such that the linear beam waist falls at the exit face of the limiter, for input powers as
described in table (6.1). The insert redisplays this data in a logarithmic manner. In
the insert, two extra curves are included which represent the linear on-axis irradiance
in the limiter for the input powers 12468W and 62344W.
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Figure 6.28: The eective beam width within 20mm (L=n
0
z
0
= 26) limiter, positioned
such that the linear beam waist falls at the exit face of the limiter, for input powers
as described in table (6.1).
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Figure 6.29: The on-axis nonlinear phase shift within 20mm (L=n
0
z
0
= 26) limiter,
positioned such that the linear beam waist falls at the exit face of the limiter, for
input powers as described in table (6.1).
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where optical damage is even more likely due to the interface [119]. When the limiter
is placed such that the linear beam waist lies at the exit face one would be using all
the limiter length for maximum self-protectional advantage. However at this position
as seen in g (6.13) the action of the limiter is the exact opposite of what we desire
in as much as it is enhancing the irradiance at the detector not diminishing it. A
compromise would be to place the limiter such that the linear beam waist falls in its
centre.
From g (6.24) we see then initial eects of self-protection occurring. That is,
the peak irradiance within the material seems to be saturating with increasing input
powers. One may see this eect more clearly in g (6.30) where the range of input
power is doubled.
19
In fact when the peak on-axis irradiance within the material
is plotted against the input power for this case one obtains a very good t to a
I = I
0
=(1 + I=I
s
) type saturation curve. The defocusing modies the position of the
beam waist slightly down stream from the linear beam waist. However the strength of
the eld leading up the the linear beam waist is not enough to counteract the natural
convergence of the beam.
When the sample length is smaller then under the same input condition used in
g (6.30), the strength of the optical eld from the input face to the linear beam
waist is greater. This allows more defocusing to occur over this path. The eects of
this shortening are seen in gures (6.31) and (6.32) where the limiter length is 10mm
(L=n
0
z
0
= 13) and 5mm (L=n
0
z
0
= 6:5) respectively. The linear beam waist is at
the centre of the sample in both cases. In g (6.31), for which L=10mm, we still
observe strong self-protection near the linear beam waist. At higher irradiances in
this graph we see that more defocusing is occurring in the front sections of the limiter
and the natural convergence of the beam is being overwhelmed. In g (6.32) for which
L=5mm, at high irradiances the natural convergence of the beam is now completely
19
The input irradiance goes from 0 to 10
15
W=m
2
in 21 evenly spaced values.
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Figure 6.30: Graphs of on-axis irradiance, eective beam width and on-axis nonlinear
phase shift for a 20mm (L=n
0
z
0
= 26) limiter for selected input powers from 0 to
10
15
W=m
2
at 21 evenly spaced values. The saturation of the peak on-axis irradiance
within the nonlinear medium near the linear beam waist with input power is clearly
evident. The strength of the eld leading up the linear beam waist is not enough to
totally counteract the natural convergence of the beam.
6.5. SELF-PROTECTION IN A THICK DEFOCUSING LIMITER 223
0.005 0.010
Position within Sample (m)
0.
0e
+0
0
2.
0e
+1
3
4.
0e
+1
3
O
n-
ax
is
 I
rr
ad
ia
nc
e
0
50
10
0
E
ffe
cti
ve
 W
idt
h 
(µ
m
)
-
15
.0
-
10
.0
-
5.
0
0.
0
N
on
lin
ea
r 
Ph
as
e
Figure 6.31: Graphs of on-axis irradiance, eective beam width and on-axis nonlinear
phase shift for a 10mm (L=n
0
z
0
= 13) limiter for selected input powers from 0 to
10
15
W=m
2
at 21 evenly spaced values. The saturation of the peak on-axis irradiance
within the nonlinear medium near the linear beam waist with input power is clearly
evident. As compared to the previous gure there is more defocusing occurring at
the front of the sample due to the large irradiances in this region. At the high input
irradiances the strength of the eld leading up the the linear beam waist is nearly
enough to counteract the natural convergence of the beam.
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Figure 6.32: Graphs of on-axis irradiance, eective beam width and on-axis nonlinear
phase shift for a 5mm (L=n
0
z
0
= 6:5) limiter for selected input powers from 0 to
10
15
W=m
2
at 21 evenly spaced values. At low input powers the saturation of the
peak on-axis irradiance within the nonlinear medium near the linear beam waist with
input power is evident. However at high input powers the natural convergence of the
beam is overwhelmed by the strong defocusing at the front the region of limiter and a
new beam waist is formed closer to the front of the limiter. This waist moves nearer
the front face with increasing input power. As well, the peak on-axis irradiance within
the medium tends toward the front face irradiance with increasing input power .
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overwhelmed and a beam waist is forming before the linear beam waist and is moving
towards the front face as the input power increases. In this new regime the peak on-
axis irradiance within the medium is no longer clamped to a nite and constant value.
This mode of operation is not desirable since the peak on-axis irradiance within the
medium will tend toward the front face irradiance as input power increases.
This new regime can be adequately described analytically using the strong self-
focusing approximation derived by Hermann [58]. In this work an aberration theory
approach is used to model the actions of self-focusing in a nonlinear medium. All
but the highest nonlinear terms are discarded in the process so this theory is only
valid for strong nonlinearities. From [58] an expression for a quantity called the beam
width parameter a
2
s
=a
2
0
is derived.
a
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(6.49)
The beam width parameter is just the ratio of the front face irradiance to the irra-
diance a distance  within the medium. The distance  is normalized to the units
of R
d
=
1
2
kn
0
a
2
0
where a
0
is the spot size at the front surface of the medium
20
. The
strength of the nonlinearity  has the same denition as before. The parameter f
comes from Hermann's use of the Talanov invariance property [128] of the nonlin-
ear Schrodinger equation to extend the model to take into account the prefocused
situation
21
. This property, known as the lens transformation, is discussed in a previ-
ous section of this chapter. In gures (6.33) to (6.35) we plot the value of a
2
s
=a
2
0
vs
=f obtained from both the GLMD propagation method (taken from gures (6.30)
to (6.32)) and the equation 6.49 for the peak input irradiance of 5 10
14
W=m
2
and
10
15
W=m
2
for limiters of length 20mm, 10mm and 5mm respectively. Since the sam-
ples are of various sizes, dierent powers of \lens" are needed to bring the beam to
20
R
d
looks much like a Rayleigh range.
21
The nonlinear medium being placed at a position other that the waist
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Figure 6.33: Graphs of the beam width parameter a
2
s
=a
2
0
versus the parameter =f
(which is a measure of the distance within the limiter) for the peak input irradiances
of 5  10
14
W=m
2
and 10
15
W=m
2
. The 20mm limiter is positioned so that the linear
beam waist is at its centre. Near the front of the sample the agreement between
the GLMD method and the SSF model is good. Away from this region lower order
nonlinear terms which exist in the GLMD model but not the SSF model, begin to
contribute.
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Figure 6.34: Graphs of the beam width parameter a
2
s
=a
2
0
versus the parameter =f
(which is a measure of the distance within the limiter) for the peak input irradiances
of 5  10
14
W=m
2
and 10
15
W=m
2
. The 10mm limiter is positioned so that the linear
beam waist is at it centre. Near the front of the sample the agreement between
the GLMD method and the SSF model is good. Away from this region lower order
nonlinear terms which exist in the GLMD model but not the SSF model, begin to
contribute.
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Figure 6.35: Graphs of the beam width parameter a
2
s
=a
2
0
versus the parameter =f
(which is a measure of the distance within the limiter) for the peak input irradiances
of 5  10
14
W=m
2
and 10
15
W=m
2
. The 5mm limiter is positioned so that the linear
beam waist is at it centre. Near the front of the sample the agreement between
the GLMD method and the SSF model is good. Away from this region lower order
nonlinear terms which exist in the GLMD model but not the SSF model, begin to
contribute.
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focus at the centre of the limiter as is in line with the lens transformation. The result-
ing values of the f
2
product are depicted in the graphs. We see that in all of these
graphs there is good agreement between the two theories at the front of the limiter.
However away from this region the theories depart. This is due to the contributions of
lower order nonlinear terms which exist within the GLMD method but not with the
SSF model. As the limiter gets thin the range of agreement between the two models
gets better. This is reected in gures (6.30) to (6.32) as the position of the beam
waist moves away from the linear beam waist toward the front face. In g (6.36) we
see how limiter size eects the range of useful self-protection. In this gure we have
plotted the peak on-axis irradiance within the limiter against input powers for a num-
ber of limiter thicknesses. We see that for the thicker limiters (L=20mm and 10mm)
and the range of input powers used, the peak on-axis irradiance saturates in a manner
that we nd desirable. For the L=5mm limiter we achieve desirable self-protection for
a small range of input powers before the strength of the defocusing (due to the high
irradiance involved at the front region of the limiter) forces the beam waist toward
the front face. In this input power regime the curve will become asymptotic to the
irradiance at the front face. This can be seen in the upper graph of g (6.36) where
the minimum of eqn 6.49 is plotted against the parameter f
2
which is a measure of
input power. As f
2
!1, a
2
s
=a
2
0
! 1. From these gures it becomes apparent that
if one wishes to extend the range of useful self-protection in a limiter then one should
increase its length. From what we have learned from the previous section on thick
limiters we can recommend that L=n
0
z
0
> 6 for an eective optical limiter with good
self-protection properties.
230 CHAPTER 6. THICK MEDIA
0 50000 100000
Input Power (W)
0.
0e
+0
0
1.
0e
+1
4
2.
0e
+1
4
M
ax
im
um
 O
n-
ax
is
 Ir
ra
di
an
ce
L=20mm
L=10mm
L=5mm
L=2mm
L=1mm
0 1 10 100βf2
0.
0
0.
5
1.
0
1.
5
2.
0
M
in
im
um
 (a
s
/a
0)2
L=20mm
L=10mm
L=5mm
L=2mm
L=1mm
SSF approx.
Figure 6.36: In the lower graph the peak on-axis irradiance within the limiter is
plotted against the input power for a number of limiter thicknesses. We see that if
the irradiance in front of the linear waist is large enough then defocusing will force the
beam waist away from the linear beam waist. For thicker limiters it takes a large input
power to achieve this situation. This means that the range of useful self-protection
is extended. The upper graph contains the same information as the lower, but it has
been transformed into alternative variables. A curve representing the minimum of
eqn 6.49 (with respect to =f) is also included. Eventually all the other curves should
asymptote to this curve as f
2
!1.
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6.6 DISCUSSION
The Gaussian Laguerre Mode Decomposition (GLMD) method has been used to
measure the nonlinear refractive index of CS
2
at 532nm. Good agreement between
the data taken by Chapple [23] and the GLMD has been demonstrated. We have
also seen demonstrated in this chapter agreement between the GLMD and analytic
models at both ends of the nonlinearity scale, rst with the rst order solution of the
NSE and then again with the strong self-focusing model.
We have also investigated the mechanics of a thick optical limiter made from
a defocusing nonlinear medium. We have found that such a limiter works not by
imposing a narrow nonlinear phase prole upon the the input beam that then diracts
into a broad irradiance pattern at the far-eld , as is the case for a thin limiter, but by
spreading the beam within itself. To obtain maximum use of the nonlinear medium
the limiter's length must be at least greater than 6 intra-medium Rayleigh ranges. If
one is unconcerned about laser induced damage within the limiter, then the optimal
position of a limiter is at the linear beam waist. If laser induced damage is of concern
then one may take advantage of the inherent self-protection of a defocusing limiter
by placing the linear beam waist well within the medium but as a consequence lose
some limiting eciency. It is shown that unless the limiter is thick enough then one
may well lose the self-protection feature as well if the input powers are too high. One
may do better if one considers alternative limiter congurations such as suggested in
[108]. This is seen in g (6.37) which is a high power version of g (6.8) but for a
defocusing material. The conventional limiter conguration regime, that is  = 0 and
large jB
0
=Aj is easily seen. There also exists a smaller region around  =  L=n
0
z
0
and
B
0
=A = 0 where one also obtains limiting. This conguration is realized by placing
the linear beam waist at the exit surface of the limiter and inserting some lensing
element between the exit surface and the detector such that the exit face is imaged
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upon the detector plane. In this conguration one would obtain the full benet of
self-protection with no loss of limiting potential.
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Figure 6.37: A three-dimensional graph of the normalized transmissivity as a function
of  (the sample position in units of Rayleigh ranges) and B
0
=A the position of the
detector's object plane) for a 20mm (L=n
0
z
0
= 26) self-defocusing (n
2
=  3:6 
10
 18
m
2
=W , I
0
= 5  10
14
W=m
2
and  =  51:64) nonlinear medium (cf. gures
(6.8) and (6.13)) . One observes the potential of good optical limiting for  = 0 and
large jB
0
=Aj (ie. there is a transmissivity minimum in the region). This corresponds
to the initial beam waist at the front face of the sample so that the opportunity of
optical damage is greater. Another region of good limiting occurs at  =  L=n
0
z
0
and B
0
=A = 0. Here the the linear waist is at the exit face so we obtain maximum
benet from any self-protection the thick limiter provides. To realize B
0
=A = 0 one
places a lens after the sample such that the input beam waist is imaged onto the
detector plane [108].
Chapter 7
CONCLUSION
7.1 INTRODUCTION
As stated in the introduction this thesis focuses upon two main topics. The primary
focus is on metrology. This is the science of measurement and for this particular
work we are concerned with the measurement of the nonlinear optical parameters
of a material. These parameters can be measured in a number of ways and these
are detailed in the Chapter 1. The techniques that we concentrate upon are those
that use the eects of self-focusing of an optical beam within the nonlinear medium.
The secondary focus is on optical limiting utilizing these self-focusing phenomena.
The application of optical limiting is of interest in the protection of sensitive optical
devices which can easily be damaged by an excess of light. In all this work we have
chosen to use an analysis technique called Gaussian Laguerre Mode Decomposition.
For thin nonlinear media, this technique supplies closed form analytic expressions for
the optical eld perturbed by a thin nonlinear medium. For thicker media a numerical
extension of the technique allows us to do the same calculations.
234
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7.2 GAUSSIAN LAGUERREMODE DECOMPO-
SITION
This thesis has demonstrated the usefulness of the Gaussian Laguerre Mode Decom-
position technique. In Chapter 2 we investigated self-focusing in thin media for which
diraction within the material is negligible. For a medium whose nonlinear response
can be written as a power law we have then simply calculated an expression for the
output optical eld in terms of the input optical eld. A formal denition of the thin
medium criteria is dened so that we know the regime where this expression is valid.
We have then derived an expression for the GL mode amplitudes that describe the op-
tical eld at the exit face of a thin nonlinear medium irradiated by a Gaussian beam.
This expression for the GL mode amplitudes which is valid to all orders of nonlinear-
ity is then used to propagate the eld to all points beyond to obtain an expression for
the propagated optical eld due to the thin nonlinear medium. For situations where it
is intractable to obtain an analytic expression for the mode amplitudes, a numerical
technique such as Gaussian-Laguerre quadrature can be used to obtain them. For
these situations a diagnostic indicator is described which calculates the RMS rela-
tive error in approximating the optical eld by a nite sequence of GL modes. With
this diagnostic tool one can ensure that the chosen mode cuto is sucient so as
to produce minimal numerical error. Again, once the mode amplitudes have been
determined, the optical eld can easily be calculated at any spatial position. The
author has also used this numerical technique for modelling self-focusing eects due
to the carrier-dependent nonlinearity of room temperature InSb at 10.6m [115, 116]
and the strong thermally induced nonlinearity of a chlorophyll-ethanol solution using
a low power (10mW) HeNe (632nm) laser [34, 35].
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In Chapter 6 an extension of this numerical technique is used to investigate self-
focusing eects in thick media. For innitesimal increments in the direction of prop-
agation the eect of linear diraction and nonlinear propagation decouple from each
other. The eects of the nonlinear wave equation over this small interval can then
be separated into two parts; a thin nonlinear medium type propagation through the
small increment and a linear diraction through the same increment. Thus it is pos-
sible to solve numerically the nonlinear wave equation in a thick medium by splitting
it into a series of innitesimally thin transverse sections. The nal optical eld at the
exit face of this thick medium is just the iterative product of propagating the input
eld through each of the transverse slices. The limiting process as the thickness of
each slice vanishes produces the solution of the nonlinear wave equation in the thick
medium. Each slice must separately obey the thin medium criteria. The nonlinear
propagation part is calculated in the same manner as stated in Chapter 2 for thin
media. The linear propagation is executed by the GL mode decomposition of the
output optical eld for each slice, which then represents an input optical eld for the
next slice since the GL modes are solutions to the linear diraction problem. It is
shown in Chapter 6 that the GLMD method for thick media agrees with a recently
derived rst order solution to the 2D+1 nonlinear Schrodinger equation [66] and in
the strong self-focusing regime of the same problem it also agrees within reason to an
approximate solution which is based on an aberration theory approach where all but
the highest nonlinear orders are ignored [58].
7.3 METROLOGY
The primary focus of this work is the investigation of measurement of the nonlinear
parameters of a material using techniques that utilize the self-focusing of a beam
due to its propagation through that material. With the expressions and propagation
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methods derived in this thesis we could directly t any self-focusing phenomenon
to obtain these nonlinear parameters. This can be a complex and time consuming
task. We have concentrated on the spatial scanning technique called the Z-scan and its
derivatives which are simple experimental techniques and are easily analyzed to obtain
the nonlinear optical parameters of the system . The Z-scan [109] utilizes self-focusing
to distort the beam at some far-eld detector which measures the on-axis irradiance as
the nonlinear sample is scanned longitudinally through the waist of a Gaussian beam.
For small nonlinearities the curve of normalized transmissivity vs sample position
appears similar to the dispersion curves one obtains from spectroscopy. From the
amplitude of the Z-scan curve (that is the height dierence between the peak and
trough called T ) a direct measure of the nonlinear phase shift at the beam waist is
obtained [109] providing there is little or no nonlinear absorption (NLA). The work in
Chapter 5 extends the work of Sheik-Bahae et al [109, 110] for the case of the power
law type nonlinear response. This is where the nonlinear refractive index and the
nonlinear absorption are proportional to the irradiance raised to some power s. We
see that a Kerr type nonlinearity is a special case of the power law generalization.
From a rst order expansion of the normalized transmissivity (see eqn 3.15) we
have derived an expression for the T and 
s
(which is the peak-trough separation
in the z direction) for the case of no nonlinear absorption.
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(7.1)
We see that for a power law nonlinear response a measurement of  can be used to
determine the type of nonlinearity s. We have also shown that as stated empirically
in [109] the T formula can be used outside the rst order domain since the second
order terms of eqn 3.15 cancel out for the case of a Z-scan (detector in the far-eld)
with no NLA. Moreover we have made a study to determine the error involved in using
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the expression for T and 
s
beyond the rst order domain which is summarized
in g (5.5).
The eects of the detector aperture size have also been studied for the Z-scan.
The empirical correction factor determined by Sheik-Bahae et al[109], ie
T = 0:406(1  S)
0:25

0
(7.2)
has been tested against numerical results calculated directly from the exact theory
and error estimates have been calculated. As seen in g (5.7) the stated condence
estimate provided in [109] of 2 % is optimistic. We see that at S=0.5 we have an
accuracy of 3% in applying eqn 7.2 and at S=0.7 this becomes a10% error. Following
the lead of Sheik-Bahae et al we use the expression
T (S) = T (0)(1  S)
P
T
(7.3)
as a test form for the correction factor. With this in hand we t the parameter P
T
to
the numerical calculations derived from the exact theory over a range of the power law
index s. These results summarized in g (5.8) generally give better error estimates
that that provided by eqn 7.2.
With the inclusion of nonlinear absorption, the Z-scan curves lose their distinctive
\dispersion{like" shape so that a simple expression like eqn 7.1 is no longer applica-
ble to nonlinear parameter measurement. We nd that unlike the purely nonlinear
refraction (NLR) case there is no rst order analytic expression for T and 
s
, so
there is no direct measurement of the nonlinear phase shift implied by a measurement
of T . From the rst order expansion of the normalized transmissivity, we nd that
the Z-scan curve now becomes a mixture of the purely NLR \dispersion{like" curve
which has an odd symmetry with respect to the sample position and the purely NLA
curve which has an even symmetry and looks much like a inverted Lorentzian curve.
Sheik-Bahae et al[110] discovered that if one divides such a Z-scan curve by an open
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aperture Z-scan (ie a Z-scan executed with S=1 which will measure only NLA based
eects) one partially restores the purely NLR Z-scan curve. We have shown that if
one rst transforms the open aperture Z-scan as follows
T
NLA
= 1  (1 + s) [1  T
open
]
 

2
s
+ 2s+ 1

2
s
+ (2s+ 1)
2
!
(7.4)
then one may, to rst order, completely extract the purely NLR Z-scan curve from
which the nonlinear phase shift can be measured. The nonlinear absorption can
be retrieved directly from the open aperture Z-scan. Comparison between the two
methods shows that for small nonlinear phase shift and/or NLA dominated Z-scans
the T=T
NLA
ratio is more accurate for extracting the nonlinear phase shift. However
away from these regions both techniques perform similarly. Based on results obtained
from an approximated expression for T and 
s
for the case of NLA we have
constructed calibration charts from which a measurement of T and 
s
can be used
to extract the nonlinear phase shift 
0
and the NLR/NLA ratio .
In previous works Hermann et al [64, 65] introduced a new form of spatial scanning
technique where the nonlinear sample is placed at the linear beam waist and by means
of a lens, the detector's object-plane is scanned through the sample. The technique
also produces a \dispersion{like" curve from which one may obtain the material's
nonlinear parameters by measuring the height of the curve. For the case of no NLA
this technique gives a T which is three times greater than the Z-scan curve for
the same strength nonlinearity. This means that this technique has three times the
sensitivity of the Z-scan technique. Using a lens between the nonlinear sample and
detector, there are a number of ways one may scan the detector's object-plane through
the sample, either by moving the lens or the detector or both. As long as the detector
aperture is small all these congurations are equivalent and are gathered together
under the collective term of \B-scan". For the case of no NLA the B-scan is much
the same as the Z-scan and one may obtain expressions for T and B
0
=A correct
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to second order [64]. With the introduction of NLA however one may now obtain
rst order expressions for T and B
0
=A [92] such that one may determine both the
nonlinear phase shift 
0
and the NLR/NLA ratio  from a single B-scan curve.
(B
0
=A) =

1
1 + 2s

p
1 + 4
2
s
2
s
(7.5)
T =

2a
0
1 + 2s

q
1 + 4
2
s
2
(7.6)
T
(B
0
=A)
= 2sa
0
(7.7)
This simplies the nonlinear parameter measurement procedure greatly. Figure (5.20)
shows the accuracy obtained when using the B-scan technique. Only for cases of no or
little NLA can we accurately use the above expressions beyond the rst order domain.
In this domain of higher nonlinearity one would get better results from the Z-scan
technique and using one of the above mentioned methods for overcoming NLA. The
drawback of this is measuring two Z-scans (an open and a closed Z-scan). One must
also be wary of the detector's aperture size for the B-scan since as one scans the
detector's object-plane the linear transmissivity of the aperture changes accordingly.
Figure (5.21) shows a number of B-scans achieved by dierent congurations (ie
moving the lens or the detector or both) for the same nonlinearity. For S=0 we
obtain the same B-scan curve, however for large S we can obtain a wide variety of
curves.
Bad sample eects have also been studied. If the perturbation of the output
optical eld can be written as
E
bad
sample
= E
sample
 E (7.8)
where E
sample
is given by eqn 2.8 then the propagated eld may be written as
E
bad
ABCD
= E
ABCD
 F

E;
2x
2
B
1

;
2y
2
B
1


(7.9)
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where  is the convolution operator dened by
f  g =
1
2
Z
1
 1
Z
1
 1
f(x  ; y   )g(; )dd (7.10)
and
F [f(x; y); u; v] =
1
2
Z
1
 1
Z
1
 1
f(x; y)e
i(ux+vy)
dxdy (7.11)
is the 2-D Fourier transform. With this in hand we investigate two kinds of bad
sample eect, a sample wedge and a rough sample. In particular we investigate the
procedure mentioned in ref [110] which is used to compensate for bad sample eect.
In this procedure two Z-scans executed on the same sample but under dierent input
powers are subtracted to remove the distortion that is due to the linear system but
common to both Z-scans. We conclude that this method works well for sample defects
that are uncorrelated such as rough surfaces but is less useful for sample defects that
are correlated like a uniform sample wedge.
When the strength of the nonlinearity is large and well exceeds the rst order
approximations, the various spatial scanning technique produce curves which are quite
complex. Other than tting such curves to the exact expression derived in Chapter
2 there is no simple way of extracting an estimate of the nonlinear parameters of
a material from theses curves. At these large nonlinearities ring structures appear
in the far-eld diraction pattern. Durbin et al [33] show that the on-axis nonlinear
phase shift can be estimated as the number of generated rings times 2. More accurate
estimates of the nonlinear parameters can again be obtained by the complex procedure
of tting the radial diraction pattern to a full wave optics theory [104, 74, 17]. On
the other hand we have investigated the feasibility of more accurately determining the
nonlinear phase shift from the radial position of one of the induced rings. Based on
insights provided by a ray optic model [26], we have developed an empirical expression
that relates the position of the rst bright ring to the on-axis nonlinear phase shift for
purely refractive power law nonlinear responses. When NLA is introduced, an insight
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into the form of the nonlinear phase shift dependence of the ring's radial position is
still provided by a simple ray optics model. However its exact form still eludes us.
Z-scans for thick nonlinear materials have also been studied in this thesis. In
Chapter 6 we extend the GLMD method so as to calculate an optical beam propa-
gation through a nonlinear medium whose length does not satisfy the thin medium
criteria. Z-scans calculated with this method are in good agreement with a recently
derived rst order solution to the 2D+1 nonlinear Schrodinger equation [66]. More-
over the GLMD method has been used to measure the nonlinear refractive index of
CS
2
at 532nm [23].
7.4 OPTICAL LIMITING
The secondary focus of this work is the subject of optical limiting due to the action of
self-focusing. Using the expressions derived in Chapter 2, we have studied this highly
nonlinear phenomenon in thin media. An expression for the limiting irradiance at the
detector has been derived for the case of a power law nonlinear response by taking
the high irradiance limit of eqn 2.45.
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where , q and other symbols are dened in Chapter 2. With this in hand we can
optimize the performance of a thin optical limiter. We nd that an ideal thin limiter
should have no NLA and the detector should be placed in the far eld and the
limiter placed in the low power transmissivity minimum [107]. However when one is
constrained to have either the presence of NLA or the detector's object plane placed
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other than in the far-eld one may still nd an optimal limiter position by using eqn
7.12. This is done for a Kerr-like nonlinear response for which gures (3.10) to (3.13)
summarize the results. The phenomenon of nonlinear focal shift [65] is also observed
in the high irradiance limit. When the magnitude of the nonlinearity is large the
beam waist of the optical beam moves away from the origin (B
0
= 0) due to the
nonlinear lens of the medium. It is shown that the position of the new focal point in
the limit of high irradiance is given by
B
0
=A =
2s
s
+ 1
2s  
s
(7.13)
One must make sure in the design of a thin optical limiter that the nonlinear focal
shift does not cause the focus to cross the position of the detector's object plane,
otherwise the optical beam will be focused upon the detector, possibly damaging it.
Optical limiting in thick self-defocusing media is also investigated in Chapter 6.
We see that for purely refractive thick nonlinear media, limiting is due to broaden-
ing of the beam within the medium rather than a \sharp" imposed nonlinear phase
prole as is the case for thin media. We also see that the characteristic \ringing"
limiting curves seen in thin media are absent in thick media due to the imparted
phase prole being broad and \bland". We nd that the saturation of nonlinear ef-
fects with medium length that is seen at low powers [108, 23] is also present at the
high powers. This implies that for a purely refractive limiter, one obtains little extra
limiting performance by making the limiter more than 6 Rayleigh ranges thick. One
may obtain extra limiting performance by introducing NLA but this has drawbacks:
it implies that power is dumped within the limiter which may cause laser induced
damage. One nds that the best thick limiter performance is achieved by placing the
limiter at the linear beam waist (ie. the beam waist placed at the entrance face of the
limiter) but the probability of laser induced damage is also greatest. If one introduces
a more complex limiter design then one may overcome this problem. We study the
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mechanics of self-protection which is where a self-defocusing limiter may protect itself
from excessive irradiance levels by defocusing and broadening the beam within itself.
We see that this self-protection can only work up to a certain limit upon which the
input irradiances before the linear beam waist are sucient to overcome the natural
convergence of the beam and the new beam waist moves toward the entrance face of
the limiter.
7.5 FUTURE WORK
The thick medium work is being extended as part of a joint research agreement
between the University of Queensland Physics Department and the Optoelectronic
Division of the Defense Science and Technology Organization at Salisbury, South
Australia. The principal aims for this work are:
(a) The investigation of the temporal and spatial evolution of laser pulses transmit-
ted by thick self-defocusing semiconductor media in order to gain understanding
of the defocusing dynamics and to investigate device applications, particularly
self-protective optical energy limiters.
(b) The study of the optical limiting characteristic of thick samples of nonlinearly
absorbing materials, such as organo-metallic compounds and the investigation of
a model hybrid limiter which would comprise both a semiconductor component
as well as an organo-metallic component.
This work entails the modication of the GLMD method to incorporate pulse propa-
gation through the nonlinear material. As well the complex nonlinear response of the
materials must be considered. As of this writing the code for the GLMD pulse prop-
agation engine has been implemented and tested on the relatively simple nonlinear
response of the semiconductor ZnSe. The nonlinear response of this medium is due
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to a carrier mediated nonlinearity where the carriers are generated by two photon
absorption as well as a Kerr type refractive response. For this case of picosecond
pulses carrier recombination need not be considered. These eects can be seen in the
equations below which describe the nonlinearity[123, 102].
dI
dz
=  I   I
2
(7.14)
d
dz
= k(N + I) (7.15)
dN
dt
=
I
2
2h
(7.16)
Here I is the irradiance,  is the linear absorption coecient,  is the two-photon
absorption coecient,  is the nonlinear phase shift, k is the wavevector,  is the
refractive cross section,  is the Kerr eect coecient and N is the carrier density. It
must be noted that these equations only represent the \point-like" nonlinear response
of the medium since they contain no reference to diraction.
Of more practical interest is the nonlinear response of organo-metallic compounds
like King's complex[8, 19] and phthalocyanines[27, 136] which exhibit reverse sat-
urable absorption. These material show good promise as an alternative mechanism
for the active elements of optical limiters. The equations describing the \point-like"
nonlinear response of these materials can be written in a way that is similar to those
for the case of picosecond pulses in ZnSe as described above.
dI
dz
=  
ga
[N   (m + n)] I   
a
nI (7.17)
d
dz
=

r
2
n+

rg
2
[N   (m+ n)] (7.18)
dm
dt
=  
m

21
+

a
nI
h
(7.19)
d(m+ n)
dt
=

ga
[N   (m+ n)] I
h
(7.20)
Here N ,n, and m represents the population densities in the ground, rst and second
excited states respectively, 
ga
is the absorption cross section of the ground state,
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
a
is the absorption cross section of the rst excited state, 
gr
is the refractive cross
section of the ground state and 
r
is the refractive cross section of the rst excited
state. 
21
is the decay rate of the second excited state. Work on modelling these
nonlinear materials is well underway.
Hybrid limiters which are comprised of two separate nonlinear elements are of
interest as well since they can be designed so that one element protects the other
from optical damage thus extending the dynamic range of the combination. Hybrid
limiters made from two thin media are of interest too since the dynamic range of the
combination can be made to be greater than the dynamic range of a single element.
Moreover, for thin media the analysis of the hybrid limiter is much simpler than for
thick media.
These few examples show that the GLMD technique which has been the subject of
this thesis not only has been able to solve the problems for which the author originally
developed it, but promises to be of considerable future utility.
7.6 InSb: AN EPILOGUE
As mentioned in the begining of Chapter 1, this project started as a response to the
need to measure the nonlinear optical response of the room temperature semiconduc-
tor InSb in order to study the feasibility of using the material in an optical limiter
in the CO
2
laser band. Although not discussed in this thesis, the nonlinear response
was successfully determined using the GLMD method as a analytic tool. This work
which combined the GLMD method developed by the author with a numerical model
of the InSb response to obtain numerical solutions is fully detailed in A.E. Smith's
thesis[115]. In this and another work[116] optical limiting in InSb was clearly demon-
strated. However as a practical optical limiting device in the CO
2
laser band, InSb
is limited due to its optical damage threshold which gives a dynamic range of about
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two orders of magnitude between onset of limiting and onset of optical damage.
Appendix A
LARGE NONLINEAR
ABSORPTION
When the irradiance parameter a is greater that one, the summation represented in
eqn 2.23 is divergent and cannot be evaluated. However we can still derive analytic
expressions for the mode amplitudes E
m
and the optical eld via more exotic means.
To consider the case of large nonlinear absorption where a > 1, we must go back
to the integral
I =
Z
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t
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(1 + ae
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)
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(A.1)
which appears in eqn 2.18. If a > 1 then there is some value of t such that ae
 st
= 1,
namely t
a
= ln(a)=s, so we can cut the above integral into 3 regions like
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Since the integrands are well-behaved at t = t
a
the limit as  ! 0 can easily be taken
and the second integral vanishes. The denominators of the rst and third integral
can be Taylor expanded to give
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one can rewrite eqn A.3 as
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Going back to equation 2.18 we now have
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This expression, although complex, is convergent for a > 1. The case of a = 1 can
be treated as a limiting case of either Eqn A.6 or 2.23. We can determine the optical
eld distribution at the detector plane for the case of a > 1 in a manner similar to
that in Chapter 2. Firstly we break eqn A.6 into two parts EA
m
and EB
m
:
EA
m
= E
1
e
 

0
L
2
e
 i2m
1
r

2
r
1
r
0

a
 q
1
X
k=0
( 1)
k
(q)
k
a
 k
k!
[ s(q + k)]
m
[(1  s(q + k))]
m+1
EB
m
= E
1
e
 

0
L
2
e
 i2m
1
r

2
r
1
r
0

a
 1=s
1
X
k=0
( 1)
k
(q)
k
1
k!
m
X
j=0
( 1)
j
0
B
@
m
m  j
1
C
A

2
4
1
(1 + sk)
j+1
j
X
p=0

ln(a)
1+sk
s

p
p!
 
1
(1  s(q + k))
j+1
j
X
p=0

ln(a)
1 s(q+k)
s

p
p!
3
5
(A.7)
The contribution of the rst part to the optical eld distribution can be calculated
via
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The last step uses the Laguerre polynomial generating function relation as dened in
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eqn 2.40. Using
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The contribution of the second part to the optical eld distribution is more dicult
to calculate. It helps to rewrite the summation over p as an integral since
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This gives us
EB
m
= E
1
e
 

0
L
2
e
 i2m
1
r

2
r
1
r
0

1
X
k=0
( 1)
k
(q)
k
1
k!

2
6
4
a
k
1 + sk
Z
1
ln(a)
(1+sk)
s
m
X
j=0
( 1)
j
j!
0
B
@
m
m  j
1
C
A

z
1 + sk

j
e
 z
dz+
a
 q+k
1  s(q + k)
Z
1
ln(a)
1 s(q+k)
s
m
X
j=0
( 1)
j
j!
0
B
@
m
m  j
1
C
A
 
z
1  s(q + k)
!
j
e
 z
dz
3
7
5
(A.12)
The summation over j will now be recognized as the series for a Laguerre polynomial.
That is
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The optical eld distribution due to EB
m
is just
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using a more general form of the Laguerre polynomial generating function
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where I
0
(x) is the 1st order modied Bessel function of the rst kind. The above
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integral of I
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can also be written in terms of a summation, ie
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This gives the total eld at the detector as
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Appendix B
Of ABCD Matrices and
\Aberration-Free" Approximations
B.1 A SIMPLE RELATIONSHIP INVOLVING ABCD
MATRICES
This is a simple proof for the statement that if the optical system separating the
waist of a Gaussian beam and some detector plane is represented by the ray transfer
matrix
0
B
@
A B
C D
1
C
A
, then the separation between the waist and the detector-object-
plane is just B=A. Consider the situation depicted in g (B.1). Since any optical
system represented by a ABCD matrix can also be represented as a unique length-
lens-length combination, we can eectively replace an ABCD ray transfer matrix of
this system by the appropriate lens and lengths, in this case by the L
1
  f   L
2
combination. So in this sense there exists an object plane (OP) which corresponds
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to the detector image plane ( IP ) such that
1
f
 
1
L
0
=
1
L
2
. It can be seen from g
(B.1) that
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A B
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1
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1 z
obj
0 1
1
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(B.1)
where z
obj
is the separation between the waist and the detector's object-plane. Eqn
B.1 can be written in the form
0
B
@
A B
C D
1
C
A
=
0
B
@
1 
L
2
f
(1 
L
2
f
)z
obj
 
1
f
f
f L
2
 
z
obj
f
1
C
A
(B.2)
Thus it can be seen that the waist detector-object-plane separation z
obj
is just the
ratio B=A.
B.2 THE ABERRATION-FREE APPROXIMA-
TION
When a Gaussian beam illuminates a nonlinear material, it modies the transverse
( and longitudinal) refractive index distribution in the medium. A crude but simple
approach [6, 141, 107, 108, 10, 11, 85] to analyze the perturbation to the original
beam due to this refractive index prole is to approximate it by a parabolic prole.
This parabolic prole can easily be modelled as a lens of the appropriate focal length.
This approximation is known as the aberration-free approximation since all the higher
order terms in the expansion of the refractive index prole which are ignored can be
thought of as aberrations to the lens-like nature of the prole. If the nonlinear sample
is treated as a simple lens with a power dependent focal length, then for a Gaussian
beam in, one will only ever get a Gaussian beam out. So no ring structures such as
those seen is Chapter 4 are possible with the aberration-free approximation.
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obj L L0 2
A B
C D
z
fBeam
Waist
OP IP
Figure B.1: The relationship between the waist to detector-object-plane separation,
z
obj
and the ABCD matrix representing the optical system between the waist and the
detector.
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For a power law thin medium with no nonlinear absorption, in the situation of
g (2.1), the transverse electric eld distribution modied by the induced refractive
index prole is
E = E
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e
 r
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e
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where
1
R
f
=
1
R
1
+
1
f
(B.5)
and f =
kr
2
1
4s
1
(B.6)
Here f is the eective focal length due to the irradiance induced refractive index
prole. With the introduction of this lens, the ABCD matrix which represents the
optical system from the waist to the detector plane is
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B
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C D   Cz
s
1
C
A
0
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1 0
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f
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f
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(B.7)
Here, as in Chapter 2, the matrix
0
B
@
A B
C D
1
C
A
represents the optical system from the
waist to the detector plane excluding the nonlinear medium. It can easily be shown
that for the case of a general ABCD matrix separating the waist and the detector
plane, that the ratio squared of the gaussian spot size at the detector plane, r
2
to
that of the initial spot size, r
0
, is

r
2
r
0

2
= B
0
2
+ A
2
(B.8)
where B
0
= B=z
0
where z
0
is the rayleigh range. Therefore we have the normalized
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transmissivity as
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where f
0
= f=z
0
=
(1+
2
s
)
1+s
2s
0
. Again we see as expected the normalized transmissivity
is dependent on the ratio of B
0
=A, which represents the waist-detector-object plane
separation. Eqn B.9, as a function of the parameters 
s
and B
0
=A, is qualitatively
similar to eqn 3.9, as can be seen in g (B.2). However quantitatively it is quite
dierent (see g (B.3)).
Consider the variation of eqn B.9 with B
0
=A held constant. For small 
0
, one
can expand eqn B.9 as
T
lens
= 1 +
4s
0
(
B
0
A
  
s
)(1 +
B
0
A

s
)

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
B
0
A

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+O[(
0
)
2
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For B
0
=A ! 1, as is the case for the Z-scan, and a Kerr medium (s = 1), this
expression has turning points at 1=
p
3 and a T
lens
= 3
p
3=2
0
. For the case of
a nite aperture detector one nds that for small 
0
the turning points remain at
1=
p
3 but T
lens
=  3
p
3=2
0


1 S
S

ln(1   S). These values are about ve
times that of the exact treatment . This indicates that the higher-order terms in
B.3, that is the so-called aberrations, are by no means inconsequential and in fact are
the source of the dominant eects in nonlinear self-focusing. In fact Sheik-Bahae et
al [107, 108] introduce a correction factor called a which compensates for the higher
order aberration terms by diminishing the strength of the nonlinear lens until it agrees
with the wave optic theory. They have found that the empirical expression
a(S) = 6:4(1  S)
0:3
forS < 0:7 (B.11)
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Figure B.2: Graphs of the normalized transmissivity vs 
s
and B
0
=A for both the
wave optics model (upper) and the aberration free model (lower). Both graphs were
calculated for s = 1 and 
0
= 0:1. While there appears to be a qualitative similarity
between the two graphs, quantitatively they are quite dierent (see g (B.3)).
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Figure B.3: Graphs of a Z-scan (upper) and a B-scan (lower) for both the wave optics
model (solid lines) and the aberration free model (dashed lines). Both graphs were
calculated for s = 1 and 
0
= 0:1
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Figure B.4: The detector's aperture size dependence of the correction factor a which
is used to bring the aberration free model and the wave optic model into agreement
concerning the amplitude of a Z-scan. The solid line is an exact calculation of this
dependence while the dashed line is the empirical expression determined in [108].
for the detector aperture size dependence of a is satsifactory. From the results cal-
culated in Chapter 5 (see g (5.7) we can calculate the exact S dependence of a and
this is show in g (B.4).
However many of the phenomena which exist for the exact wave optics treatment
also exist for the aberration free model. It is easier to qualitatively comprehend
phenomena using the aberration free approximation since it is easier to think of a
lens than induced non-parabolic refractive index gradients.
As an example, consider the problem of the nonlinear focal shift. As seen in
Chapter 3, as the input irradiance increases, the eective waist of the modied optical
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beam is attracted to the sample. This is due to the beam being strongly focused to
a point just after the sample by the strong lens-like nature of the induced refractive
index gradient, then quickly diverging away. ( For a defocusing material the beam is
strongly refracted by the sample thus making it appear as if there was a strong focus
just prior to the sample). We can now analyse this phenomenon using the aberration
free approximation.
From the denition of the scaled irradiance at the detector we have
U =
1

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
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+
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where f
0
= f=z
0
=
(1+
2
s
)
1+s
2s
0
for a material with no NLA. At 
0
= 0 we have
U =
1
1 + (B
0
=A)
2
(B.13)
which informs us that with no nonlinearity the waist is located at B
0
=A. To nd the
path of the focus as the nonlinearity is increased we solve
dU
d(B
0
=A)
= 0. This gives us
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! 
s
as !1 (B.15)
Note that this is not that same path for the nonlinear focal shift as obtained for
the full wave model, but nevertheless it limits to the same value of B
0
=A since the
fundamental concept behind the phenomena is the strong focusing of the beam.
One may derive similar results for the aberration free approximation for the case
of NLA, if one ignores the eects of the NLA on the amplitude prole
1
. Now since
 ln[1 + a
1
e
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(B.16)
1
Since it is only the modied phase gradient that does the focusing.
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we have that the eective focal length of induced refractive index prole (in the units
of Rayleigh ranges ) is
f
0
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s
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s+1
2sa
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! 
1 +
a
0
(1 + 
2
s
)
s
!
(B.17)
Using this focal length one gets the path of the nonlinear focal shift as
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For the sample at the waist (z = 0) the nonlinear focal shift goes to
2s
1+4
2
s
2
=
1
2s+
1
2s
as compared to the full wave optics treatment's limit of
1
2s
.
Another insight, easily visualized in terms of the aberration free approximation, is
the competitive processes of NLR and NLA. Figures (3.14), (3.15), (3.16), and (3.17)
of Chapter 3 show how for the case of the nonlinear focal shift the NLR process tends
to drive the focus to the sample while the NLA process counteracts the NLR. This
competitiveness can be seen in eqn B.17. For large input irradiance the eective focal
length of the sample with NLA is limited to a nite non-zero value of (1 + 
2
s
)=2s
while for a sample with no NLA this limit is zero. Thus for the sample with NLA
the focal shift must also be limited to some nite point away from the location of the
sample. It should also be noted at this point that since there is a nonzero eective
focal length for the case of NLA, the aberration free approximation predicts that
there will be no optical limiting eect as seen in Chapter 3.
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