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The concept of SVMT-bounded grammars i  introduced. It is shown that 
SVMT-bounded grammars generate only context free languages, and that all 
context free grammars can be converted to equivalent SVMT-bounded gram- 
mars. It is also shown that the property of SVMT-boundedness can sometimes 
be used to conclude that a given language is context free while certain previous 
results cannot be used for this purpose. 
l .  INTRODUCTION 
I t  is, of course, true that context free grammars generate context free languages. 
It is also well known that some noncontext free grammars also generate languages 
that happen to be context free. These grammars are therefore no more "power- 
ful" in their ability to generate languages than are context free grammars. 
Exactly which noneontext free grammars generate only context free languages 
is not known. Several results have been obtained, however, that identify certain 
classes of grammars generating only context free languages. These classes are 
determined by restrictions on the form of rules allowed in the grammar. (Other 
results have also been obtained ealing with the manner in which the rules are 
applied, but these are not considered here.) 
A new type of grammar (SVMT-bounded grammar) is introduced in this 
paper. It  is shown that SVMT-bounded grammars can generate only context free 
languages. More importantly, it is demonstrated that certain grammars atisfying 
the property of SVMT-boundedness do not satisfy previously obtained condi- 
tions which guarantee the generation of context free languages. This, therefore, 
results in an enlargement of the known class of grammars generating only 
context free languages. 
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2. NOTATIONAL PRELIMINARIES AND DEFINITIONS 
This section summarizes the notation to be used in the remainder of this 
paper. For a more thorough description of the concepts involved, the reader 
is referred to Aho and Ullman (1972) and Salomaa (1973). 
I f  V is a "vocabulary" (finite nonempty set of symbols), then V* denotes 
the set of all finite strings over V, including e, the "empty string" (concatenation 
identity), and V + denotes the set of all nonempty finite strings over V, i.e., V + = 
V*-{e}. I f  c~ ~ V*, then [ c~ [ denotes the length of the string c~. 
A "(phrase structure) grammar" is denoted by G ~ (V, 27, P, S), where V 
is the vocabulary, Z (a nonempty subset of V) is the set of "terminals," P (a 
nonempty finite set of rules for string generation of the form xoAlXl_/12 "" .dnx n --~ 
Xofilxafi~ "'" finx~ , where n > 0 and where xi ~ Z*, 0 <~ i <~ n, and A i ~ V --  27 
and fii ~ V*, 1 <~ i ~ n) is the set of "productions," and S ~ V - -  Z is the 
"start symbol." The elements of V --  Z are called "nonterminals" or "variables." 
A string 7~3 "derives" the string 7fi3 (denoted by 7o~3 ~ 7fi3) if 7, 3 e V* and 
the rule c~--~/3 is in P. The transitive reflexive closure of ~ is denoted by *~. 
The set of all "sentences" (strings of terminals) that can be derived from S is 
called the "language" L(G) generated by the grammar G, i.e., L(G) = 
{x ] S *~ x and x ~ Z*}. Two grammars are "equivalent" if they generate the 
same language. 
A grammar is "context free" if every production is of the form ~ --~/3 where 
e V --  Z and f ie V +. A language L is "context free" if there exists a context 
free grammar G such that L = L(G). 
In some of the results that follow it will be necessary to consider strict partial 
orderings on a vocabulary. A relation < on V (a subset of V × V) is a "strict 
partial ordering on V"  if (i) X < Y and Y < Z imply X < Z for all X, Y, 
Z e V and (ii) X 42 X for all X e V. Similarly, < is a "strict partial ordering 
on V U Z*"  if (i) c~ </3  and/3 < y imply ~ < 7 for all c~,/3, 7 e V U 2J* and 
(ii) ~ 42 a for all ~ ~ V k3 Z*. 
The main result of the paper requires the concept of a generalized sequential 
machine. A generalized sequential machine (gsm) is a system M = (Q, Z, A, 
8, A, qo), where Q is the set of states (finite), 27 is the input alphabet (a finite set), 
A is the output alphabet (a finite set), and qo e Q is the initial state. The function 
~:Q × 27--~Q is the transition function and A: Q x Z-+A*  is the output 
function. These may be extended to Q × Z* as follows: 
(i) for all q E Q, 3(q, e) = q and 1(q, e) = e, 
(ii) for all q e Q, x a Z*, and a e 27, 
and 
3(q, xa) =3(~(q, x), a) 
A(q, xa) = A(q, x) ~(3(q, x), a). 
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The associated gsm mapping M is defined as M(x) = A(qo, x) for all x ~ Z*, 
and, for a languageL, M(L)  = {M(x) I x ~L}. It can be shown that gsm mappings 
preserve the context free nature of a language. 
Finally, a regular set is a subset of 2"  which is either ~ (the empty set), 
{e}, {a} for some a c Z, or which can be obtained from these sets by a finite 
number of unions, concatenations, and/or operations under *. It is well known 
that intersection with a regular set also maintains the context free nature of a 
language. 
The following notation, similar to that used by Baker (1974), will be convenient 
in the proof of the main result. For a grammar G = (V, Z, P, S), 
L G = max{l c~ ] ] a ~ Z* and there exist 7, fi ~ V* such that a7 --> fi ~ P}, 
R e = max{[ ~ I [ ~ E Z* and there exist 7, ]9 ~ V* such that 7a ~ 1~ ~ P}, 
M a =max{{0}u{ l~[   ~ a X* and there exist y, 8, f i aV* ,A ,  BaV- -Z  
such that 7Ao~B3 ~ fi ~ P}}, 
N(G)= E ( ia ] - - l ) .  
cz~3~P 
I t  is noted that the grammar G is context free if and only if N(G)  = O. 
3. GENERATIVE POWER OF CERTAIN GRAMMARS 
A problem that has been studied considerably in recent years is that of 
determining the circumstances under which the language L(G) generated by a 
grammar G will be context free even though the grammar G may not itself be 
context free. 
Several results consisting of sufficient conditions on the form of the rules of G 
to guarantee that L(G) is context free have been developed by previous in- 
vestigators (Hibbard, 1966; Ginsburg and Greibach, 1966; Book, 1972; Baker, 
1974). That is to say, conditions have been given under which the "addition 
of context" does not increase the generative power of a grammar over that 
obtainable without it. Two of these results are presented below. 
THEOREM 1 (Hibbard, 1966). I f  G = (V, Z, P, S) is a grammar, < is a 
strict partial ordering on V, each rule in P is of the form AiM 2 ... An -+ X1X2 "'" Xm 
where A i ~ V -  Z, 1 ~ i ~ n, and X j  ~ V, 1 ~ j  ~ m, and there exists a k, 
1 ~ k ~ m, such that ~1 i ~ X k for all i, 1 ~ i ~ n, then L(G) is context free. 
The concept of terminal bounded grammars will be needed for the next 
theorem. 
DEFINITION 1. The grammar G = (V, Z, P, S) is "terminal bounded" if 
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each rule in P is of the form xoAlxlA 2 ... Anx~ --~yoBlylB2 "" B,~3,,~, where xi, 
yj e Z*, O <~ i ~ n, O <~ j <~ m, Ak , Br ~ V -- Z , 1 ~ k <~ n, 1 <~ r ~ m, and 
either n = 1 or there exists ap ,  0 ~<p ~ m, such that I xi I < ]Y~ [ for all i, 
l <~ i <~ n- -1 .  
THEOREM 2 (Baker, 1974). I f  G = (V, Z, P, S) is a terminal bounded 
grammar, then L(G) is context free. 
Baker (1974) has shown that the various results of Ginsburg and Greibach 
(1966) and Book (1972) are simply special (restricted) cases of Theorem 2, and, 
consequently they are not repeated here. In addition, although it employs a 
somewhat different approach, Theorem 1 can also be obtained as a corollary 
from Theorem 2. 
4. SVMT-BOuNDED GRAMMARS 
A new type of grammar (SVMT-bounded) is introduced in this section. It is 
based on the concept of SVMT-strings; 
DEFINITION 2. If G ~- (V, Z, P, S) is a grammar, the string ~ ~ V* is an 
"SVMT-str ing" (single variable or multiple terminal string) if ~ ~ V u Z*. 
The following definition introduces a particular type of strict partial ordering 
defined on the elements of V k) Z* (all SVMT-strings): 
DEFINITION 3. Suppose that G = (g, Z, P, S) is a grammar and < is a 
strict partial ordering on V k9 Z*. Then < is an "SVMT-ordering on G" if: 
(i) e<~fora l l~VwZ +, 
(ii) A <xfora l lAeV- -Zandx~Z+,  
(iii) x <y  for all x, y~Z*suchthat lx [  <]y l ,  and 
(iv) whenever A < B and B ~ V --  Z, then A c (g  --  27) U {e}. 
It is noted that there can be SVMT-strings e~ and 13 which satisfy neither 
e~ <]3 nor fi < ~. 
It can be shown that if G = (V ,Z ,P ,S )  is a grammar and < is a strict 
partial ordering on V then the addition of all the relationships implied by 
conditions (i)-(iii) of Definition 3 produces a new strict partial ordering < on 
V u Z*. This can be easily proved by a straightforward (but lengthy) verification 
of the conditions of the definition of a strict partial ordering. For the details 
of the proof the reader is referred to Aggarwal (1976). 
It will be useful for the theorem that follows to introduce the concept of the 
SVMT-normal form of a string. 
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DEFINITION 4. I f  G = (If, 27, P, S) is a grammar and ~ ~ V +, then the 
"SVMT-normal  form" of c¢ is ~ = ~1~2 "'" ~ ,  where each ~i, 1 ~< i ~< n is a 
nonempty SVMT-str ing, and if n >~ 2 then for all i, 1 ~< i ~< n - -  1, at least one 
of the two strings ~i and cq+ 1 is a single variable (i.e., an element of V - -  27). 
I f  ~ = e, then its "SVMT-normal  form" is ~ ~ % = e. 
Thus a string is put in SVMT-normal  form by writing it in terms of its 
"maximal" SVMT-str ing components. The following example will illustrate 
this idea: 
EXAMPLE I. Let V = {A, B, S, a, b, c} and Z = {a, b, c}. I f  c~ --  ABabAa 
bcA, then its SVMT-normal  form is c~ = c¢1c~2%cq% % , where c~ 1 = A, o~ 2 = B, 
% =ab,%=A,~5 =abc, and%=A-  
Clearly, the SVMT-normal  form representation f any given string is unique. 
The concepts of SVMT-bounded rules and SVMT-bounded grammars will 
now be defined. 
DEFINITION 5. If G = (V, .Y,, P, S) is a grammar and < is an SVMT-  
ordering on G, then the rule ~1~2 "-" c~ ~ filfi2 "'" fi~ (written in SVMT-normal  
form) is "SVMT-bounded with respect o <" if there exists a k, 1 ~< h ~< m, 
such that ~,: < fie for all i, 1 ~< i ~< n. 
DEFINITION 6. If G = (V, Z, P, S) is a grammar and < is an SVMT-  
ordering on G, then G is "SVMT-bounded"  if each rule in P (with the possible 
exception of S--~ e) is SVMT-bounded with respect o <.  
In the next section the generative power of SVMT-bounded grammars will 
be determined. 
5. GENERATIVE POWER OF SVMT-BOUNDED GRAMMARS 
The foilowing theorem is the main result of this paper: 
THEOREM 3. I f  G = (V, 2:, P, S) is an SVMT-bounded grammar, then 
L(G) is context free. 
Proof. The proof closely parallels Baker's (1974) proof of Theorem 2 stated 
above. Many of the details are therefore omitted. 
The first step is to construct a new grammar G 1 = (V1, Z1, P1, S) from 
G. Two cases must be considered. 
Case A. La > .7FIa or Ra > Ma • It will be assumed that R a >/L a . (The 
development for L a > R a is similar.) G 1 is constructed by choosing any rule 
~x --~ fix in P such that x ~ Z'* and i x ] = Ra ,  and replacing this rule by the 
rule ~--~fix$ in P1 -Th is  results in a grammar G1 = (Vu{$},  27u{$}, 
P1, S) with 
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(i) N(G~) < N(G), and 
(ii) L(G) = MI(L(G1) n R1) , where R 1 ~--- (gk.) {$x})* is a regular set and 
M s is a gsm. 
Case B. Mc  >~ Le and MG ~> RG • In this case the construction consists of 
choosing a rule in P of the form xoAlXlA 2 .'. Amxm "-~ XoO~lXlO~ 2 "'" ~,~x ..... where 
xi ~ X*, 0 ~ i ~ m, A~ ~ V --  Z, a~ E V*, 1 ~ j ~< m, and such that [ x1~ [ = Me 
for some k. This rule is then rewritten as 
~4~xkAk+lfi --~ 7y3, 
wherec~,fi, 7, ~cV* ,yeZ* ,and  ]y[  > Ix k[. 
Finally, this rule in P is replaced by the following two rules in P1 : 
aA~ ~ 7Y$, 
xkAk+lfi -~ xk¢fi. 
In this case the result is a grammar G 1 = (V w {$, ¢}, 27 u {$, ¢},/)1, S) with 
(i) N(G1) < N(G), and 
(ii) L(G) ~-- M~(L(G~) n R~), where R~ = (V w {$xkCy})* is a regular set 
and M s is a gsm. 
The next step is to repeat the constructions in Cases A and B as often as 
necessary to produce a series of grammars, gsm's, and regular sets satisfying 
L(G) -= MI(L(Ga) n R~) 
L(G~) = M2(L(a2) c~ R2) 
L(G~_I) = Mn(L(Gn) n R,,) 
for which N(G,~) < N(G,_ I )  < ." < N(Ga) < N(G). For the grammar G~, 
L% = R%-= ]FIG, ~ = O, but there is as yet no guarantee that N(G~)= O. 
It will now be shown that L(G,~) is indeed, however, a context free language. 
Since La~ = Ran ~ Ma~ = O, all rules in Pn are of the type 
A1A 2 "'" A, ,  -+ ~la2 "'" a k , 
where A ie  V - -  2, 1 ~ i ~ m, and c9, 1 ~ j  ~ k, is an SVMT-string. The 
constructions described above do not disturb the SVMT-bounded nature of the 
rules in P and hence G n is an SVMT-bounded grammar. This grammar G~ 
is exactly in the form described in Theorem I above and, as such, L(G~) is 
context free. 
Now, since L(G) can be obtained from L(G~) by a finite number of operations 
by gsm's and intersections with regular sets, both of which preserve the context 
free nature of a language, L(G) is also context free. Q.E.D. 
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It is clear that one may view Theorem 3 as a generalization of the concepts 
in Theorem 1 in light of Theorem 2. On the other hand, Theorem 1 can be 
considered as a special case of Theorem 3 in which all rules have left-hand sides 
consisting entirely of variables. Theorem 2 can also be considered as a special 
case of Theorem 3 (using only conditions (ii) and (iii) of Definition 3), since 
terminal bounded grammars are also SVMT-bounded. 
The following example illustrates the significance of Theorem 3 in that it 
demonstrates that there are situations in which Theorem 3 applies while none 
of the previous results do. Thus the class of SVMT-bounded grammars enlarges 
the known class of grammars generating only context free languages. (For 
greater details of the example the reader is referred to Aggarwal (1976).) 
EXAMPLE 2. Consider the grammar G : (17, Z, P, S), where 
V = iS, B, C, D, a, b, c}, 
Z = {a, b, c}, 
S---~ aBC 
P = CB ~ BD 
• aB  ~ ab 
5. bB--+ bb 1 
bD --~ bc 
7.6" cC-+ cc I" 
The language generated by G is L(G) = {abc, aabbcc} which is finite, and, 
hence, obviously, context free. Theorem 1 does not apply since Rule 4 (as is also 
the case for Rules 5-7) has a terminal on the left-hand side. Theorem 2 does 
not apply since Rule 3 is not terminal bounded. On the other hand, one can 
define the following strict partial ordering on the vocabulary V: 
S, B, C, D < a, b, c, 
B ,C<D.  
By adding to this all the additional relationships implied by conditions (i)-(iii) 
of Definition 3, the strict partial ordering on /7 is "extended" to become a 
strict partial ordering on V ~d Z*. This can easily be shown to be an SVMT-  
ordering on G. Thus all rules in P are SVMT-bounded and hence Theorem 
3 can be applied to establish that L(G) is context free. 
The following theorem demonstrates a certain "fundamental result" regarding 
the relationship of SVMT-bounded grammars to context free grammars. 
THEOREM 4. Any context free grammar G = (17, Z, P, S) can be converted 
to an equivalent SVMT-bounded grammar G'. 
Proof. Any context free grammar G =- (17, Z, P, S) can be converted to an 
equivalent grammar G' = (V', ~', P',  S) in Greibach normal form (Hopcroft 
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and Ullman, 1969), i.e., a grammar in which each rule is of the form A --~ as, 
where A~ V ' - -2 ,  a~,  and ~(V ' - -Z )* .  (Note that V_C_C V ' . )Each side 
of these rules is in SVMT-normal  form. Now choose any strict partial ordering 
on the vocabulary V' of G'. As indicated earlier this can be "extended" to 
become a strict partial ordering on V' u Z*, and hence, an SVMT-order ing on 
G'. Now, from Definition 3 condition (ii), for each rule in P', A < a. Thus, 
by Definition 6, G' is SVMT-bounded. Q.E.D. 
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