Abstract. We introduce the numerical spectrum σ n (A) ⊆ C of an (unbounded) linear operator A on a Banach space X and study its properties. Our definition is closely related to the numerical range W (A) of A and always yields a superset of W (A). In the case of bounded operators on Hilbert spaces, the two notions coincide. However, unlike the numerical range, σ n (A) is always closed, convex and contains the spectrum of A. In the paper we strongly emphasise the connection of our approach to the theory of C 0 -semigroups.
Introduction
The spectrum σ(A) is the most important invariant of a linear operator A on a Banach space X. It is a closed set of complex numbers and is invariant under similarity of operators. However it is, in some sense, a very weak invariant since, e.g., σ(A) = {0} does not imply A = 0. Already in 1918, O. Toeplitz [16] and F. Hausdorff [11] introduced a stronger invariant for A acting on the finite dimensional space X = C n with Euclidean norm ⋅ induced by the standard inner product < ⋅, ⋅ > as W (A) ∶= {< Ax, x >∶ x ∈ X, x = 1}, calling it Wertevorrat einer Bilinearform, later numerical range of A. This set is invariant only under unitary equivalence and has some very nice properties such as In the following, M. H. Stone [15] extended this concept to bounded operators on arbitrary Hilbert spaces by the same formula. This numerical range remains a unitary invariant, but loses properties (1) and (2) while (3) and (4) still hold. Later, J. R. Giles and G. Joseph [8] generalized the numerical range to unbounded operators on Hilbert spaces. In this case one loses the properties (1) and (2) in an even more drastic way, see [3] and [4] .
Due to the lack of an inner product, it was not so immediate how to define a numerical range for operators on Banach spaces. This was achieved by Lumer in 1961 [14] and Bauer in 1962 [1] . However, by this generalization one loses all the properties (1), (2) , and (3), while the numerical range remains an isometric invariant. Our goal in this paper is twofold. First, we modify the definition of the numerical range in order to obtain a set of complex numbers, called numerical spectrum of a linear operator on a Banach space, being an isometric invariant and satisfying all the properties (1), (2) , (3) and (4) . Second, we show how this set characterizes semigroups (T (t)) t≥0 satisfying an estimate of the form T (t) ≤ M e tω for t ≥ 0 for some ω ∈ R but with M = 1. Such quasi-contractive semigroups (more precisely, ω-contractive) are important in many applications, e.g., in order to obtain stability in the Trotter product formula (see [7, Cor. III.5.8]). We now recall here the basic tools for our approach. For an operator A with domain D(A) on a Banach space and some fixed θ ∈ [0, 2π), we consider the "rotated" operator A θ ∶= e −iθ A with D(A θ ) = D(A). If this rotated operator A θ generates a C 0 -semigroup, we denote it by (T θ (t)) t≥0 . Analogously, for ω ∈ R we rotate the half plane C ω ∶= {λ ∈ C ∶ Re λ > ω}, by an angle of θ and obtain the rotated half plane as
We define the distance between λ ∈ H θ,ω and µ ∈ ∂H θ,ω as Theorem 1.1. For a closed and densely defined operator (A, D(A)) on a Banach space X and some θ ∈ [0, 2π), ω ∈ R, the following statements are equivalent.
(
(2) e iθ (ω, +∞) ⊆ ρ(A) and R(e iθ λ, A) ≤
, and (e iθ λ − A) is surjective for some (hence all) λ > ω.
and (e iθ λ − A) is surjective for some (hence all) λ > ω.
The numerical spectrum
We now use the characterizations of Theorem 1.1 in order to define first the numerical resolvent set and then the numerical spectrum of a given operator.
Definition 2.1. Let (A, D(A)) be a closed and densely defined operator on a Banach space X. Then the numerical resolvent set of A is
is an open half plane such that
The complementary set
is called the numerical spectrum of A.
Remark 2.2.
(1) As a first observation we note that the open half plane H θ,ω in the above definition belongs to ρ n (A). Therefore, ρ n (A) is empty or a union of open half planes, hence open, while σ n (A) is C or an intersection of the closed half planes C H θ,ω , hence closed and convex. In particular, the numerical spectrum σ n (A) is never empty.
(2) Using the statements (1) and (3) of Theorem 1.1, we see that λ ∈ ρ n (A) if and only if there exists (θ, ω) such that λ ∈ H θ,ω and A θ generates an ω-contractive C 0 -semigroup. Therefore, ρ n (A), and hence σ n (A), is characterized by a generator property of the rotated operators A θ .
The numerical spectrum σ n (A) is closely related to the spectrum and the so-called numerical range of A. Before discussing this relationship, we state some simple properties of the numerical spectrum.
Proposition 2.3. Let (A, D(A)) be a closed and densely defined operator on a Banach space X. Then we have the following.
(1) σ n (A) is closed and convex.
(2) σ n (αA + β) = ασ n (A) + β for all complex numbers α and β.
Proof. (2) We show ρ n (αA + β) = αρ n (A) + β. If α = 0, the assertion is clear.
and
.
,
Since λ ∈ (αH θ,ω + β) ⊆ ρ(αA + β), it follows that λ ∈ ρ n (αA + β). ⊆: Let α = 0 and λ ∈ ρ n (αA + β). Then there exists an open half plane H θ,ω such that
we obtain the equality
and hence λ ∈ (αρ n (A) + β).
(3) The claim follows since ρ(U −1 AU ) = ρ(A) and
We now show that σ(A) ⊆ σ n (A). Moreover, if A is bounded, then σ n (A) is compact.
Proposition 2.4. For every closed and densely defined operator (A, D(A)) on a Banach space X, we have the following assertions.
(1) σ(A) ⊆ σ n (A).
(2) Since A θ is a bounded operator on X with A θ = A for all θ ∈ [0, 2π), we have
Thus for each θ ∈ [0, 2π), A θ generates a A -contractive semigroup. The assertion now follows from Remark 2.2.(2).
The following theorem relates our numerical spectrum of an operator (A, D(A)) to the numerical range defined as
and studied, e.g., in [2] , [3] . Here, and in the sequel, coM denotes the closure of the convex hull of the set M .
Theorem 2.5. Let (A, D(A)) be a closed and densely defined operator on a Banach space X. Then we have
Proof. ⊇ : Since σ n (A) is closed and convex, it suffices to take
There exists an open half plane H θ,ω such that λ ∈ H θ,ω and
Rotating yields
Re ⟨e
and A θ is surjective for some (hence all) λ > ω. By Theorem 1.1, A θ is the generator of an ω-contraction semigroup and by Remark 2.2.(2) one has λ ∈ ρ n (A). Remark 2.6. Combining the above theorem with Proposition 2.3(1) it follows that the union
is automatically a closed and convex set.
We now list some cases in which σ n (A) takes a simpler form. For example, for a bounded operator A we do not need σ r (A) in the above characterization of σ n (A).
Corollary 2.7. For a bounded operator A on a Banach space X, we have
Proof. ⊇: This inclusion follows from Theorem 2.5.
For bounded operators on a Hilbert space H we do not need to take the convex hull since convexity follows automatically.
Corollary 2.8. If A is a bounded operator on a Hilbert space H with scalar product < ⋅, ⋅ > H , then we have
where W (A) is the numerical range of A.
Proof. In a Hilbert space one has J(x) = {x}, see [7, II.3.26 . (iii)]. Moreover, the set {< Ax, x > H ∶ x ∈ H, x = 1} is always convex by Theorem 1.1-2 in [10] or Theorem (ToeplitzHausdorff) in [9] .
Remark 2.9. In Section 5.4 we give some examples illustrating cases in which the residual spectrum σ r (A) contributes to σ n (A).
The numerical spectrum, unlike the spectrum, characterizes various properties of the operator (A, D(A)).
Proposition 2.10. Let (A, D(A)) be a closed, densely defined operator on a Banach space X. Then we have the following assertions.
(1) A is bounded if and only if σ n (A) is compact. 
Hence D(A) = X and A ∈ L(X).
(2) ⇒: If A is zero, then it is clear that σ n (A) = {0}.
⇐: If σ n (A) = {0}, then A is a bounded operator on X by assertion (1). Therefore T (z) = e zA is a holomorphic function on C. Since T (z) ≤ 1 for all z ∈ C, by Liouville's theorem we obtain that T (z) is constant for all z ∈ C. Hence T (t) = Id for all t ≥ 0. Thus, we obtain A = 0.
and θ ∈ [0, 2π), z ∈ C we define Σ θ δ + z ∶= {z + e −iθ λ ∈ C ∶ argλ ≤ δ}.
Since each closed, convex set ∅ = Ω ⊂ C is the intersection of closed half planes containing Ω, we obtain the following simple classification of Ω depending on the number of half planes needed for this inclusion.
Lemma 2.11. Each closed, convex subset ∅ = Ω ⊆ C belongs to (at least) one of the following classes:
Ω is a half plane C H θ,ω = {e iθ λ ∶ Reλ ≤ ω} for some ω ∈ R and θ ∈ [0, 2π).
Since the numerical spectrum σ n (A) is closed and convex, it belongs to (at least) one of the classes (1), . . . , (5). This allows the following (not disjoint) classification of the operator (A, D(A)) with respect to generator properties.
Proposition 2.12. Every closed, densely defined operator A on a Banach space X satisfies (at least) one of the following conditions.
(1) σ n (A) = C, i.e., there is no (θ, ω) ∈ [0, 2π) × R such that A θ generates an ω-contractive semigroup.
(2) σ n (A) ⊆ C H θ,ω , i.e., there exists θ ∈ [0, 2π) and ω ∈ R such that A θ generates an ω-contractive semigroup.
(3) σ n (A) ⊂ Σ θ δ + z, i.e., there exists θ ∈ [0, 2π) and ω ∈ R such that A θ generates an analytic ω-contractive semigroup.
(4) σ n (A) ⊂ Π θ ω1,ω2 , i.e., there exists θ ∈ [0, 2π) and ω 1 < ω 2 ∈ R such that A θ generates a ω 2 -contractive semigroup and −A θ generates a −ω 1 -contractive semigroup.
(5) σ n (A) is contained in a compact set, i.e., A generates a norm continuous semigroup.
As a special case of (4) we remark that A θ generates an isometric group if and only if σ n (A) ⊆ iR. 
.1]).
Definition 3.1. Let (A, D(A)) be a closed and densely defined operator on a Banach space X. For θ ∈ [0, 2π) we consider A θ ∶= e −iθ A and, in case it exists, the corresponding semigroup (T θ (t)) t≥0 . Then we call ω θ n (A) ∶= inf{ω ∈ R ∶ T θ (t) ≤ e tω for all t ≥ 0} the numerical growth bound of A corresponding to the angle θ ∈ [0, 2π), where we set inf ∅ ∶= +∞. Moreover, for θ ∈ [0, 2π) we define s θ n (A) ∶= s n (A θ ), the numerical spectral bound of A θ .
In the following proposition we prove for a generator (A, D(A) ) the equality between s 0 n (A) and w 0 n (A). (A, D(A) ) be a closed and densely defined operator on a Banach space X and (T 0 (t)) t≥0 be the semigroup generated by A. Then
Proposition 3.4. Let
= lim
Proof. The inequality (1) holds by definition and the equivalences in Theorem 1.1.
On the other hand, assume that µ ∶= sup t>0 1 t log T 0 (t) < ω 0 n (A) and take φ ∈ (µ, ω 0 n (A)), i.e., for all t ≥ 0 we have
Since φ < ω 0 n (A), there exists t > 0 such that T 0 (t) > e φt . Therefore
contradicting the inequality ( * ).
Showing the third equality, we suppose without loss of generality that, ω 0 n (A) = 0, i.e., T 0 (t) ≤ 1 for all t ≥ 0. By the semigroup property, the map t → T 0 (t) is monotonically decreasing and so is the map t → 1 t log T 0 (t) . Hence,
Compare the above equalities to
Combining this with Proposition 3.4 we obtain
Definition 3.5. For a bounded operator A on a Banach space X, the numerical radius of A is
From Proposition 2.4 we conclude that r(A) ≤ r n (A). Moreover, using Proposition 3.4 we obtain r n (A) = sup
Applications
Our concept of numerical spectrum allows to generalize the main result in [13] from Hilbert to Banach spaces.
Theorem 4.1. Let (T (t)) t≥0 be a C 0 -semigroup with generator (A, D(A) ). The following are equivalent.
(a) There exists > 0 such that T (t) ≤ e −t for all t ≥ 0. i.e., σ n (A) ⊆ C − .
(b) There exists > 0 such that Re ⟨Ax, j(x)⟩ ≤ − x 2 for all x ∈ D(A) and j(x) ∈ J(x).
Proof. (a) ⇒ (b) ∶ By assumption, the C 0 -semigroup (e t T (t)) t≥0 is a contraction semigroup. Hence Re ⟨(A − )x, j(x)⟩ ≤ 0 for all x ∈ D(A) and j(x) ∈ J(X). Thus,
for all x ∈ D(A) and j(x) ∈ J(x).
(b) ⇒ (a) ∶ There exists M ≥ 1 and ω ∈ R such that T (t) ≤ M e tω for all t ≥ 0. By the assumption, (A+ , D(A)) is dissipative and λ ∈ ρ(A) for all λ > ω. By the Lumer-Phillips Theorem [7, Theorem II.3 .15] we obtain T (t) ≤ e −t for all t ≥ 0 and the assertion follows.
In the next proposition we extend Hildebrandt's Theorem [18, Thm. 6.3], [12, Thm. 2.4] to bounded operators on Banach spaces. It yields the convex hull of the spectrum σ(A) by varying the norm of the space X. For this purpose we use the following notation. Let A ∈ L(X). We write σ ⋅ n (A) to indicate that the numerical spectrum is computed with respect to ⋅ . Clearly, the numerical spectrum changes when we switch to a different, but equivalent norm on X. Proof. Since σ(A) is independent of the chosen norm and always contained in the (convex) numerical spectrum, the inclusion " ⊆ " is obvious. To show the converse inclusion it suffices to consider A θ for θ = 0. Since A 0 is bounded, its spectral and growth bound coincide, i.e., s(A 0 ) = ω 0 (A 0 ). For every ω > s(A 0 ) there exists M ≥ 1 such that e tA0 ≤ M e tω for t ≥ 0.
We define an equivalent norm by
For this norm we obtain e tA0 x ≤ e tω x for t ≥ 0, x ∈ X, which implies s 0 n (A 0 ) ≤ ω on the Banach space (X, ⋅ ). Since this holds for all ω > s(A 0 ), we conclude s(A 0 ) = inf{s 0 n (A 0 ) ∶ ⋅ equivalent to ⋅ X }. The standard rotation argument for θ ∈ [0, 2π) finishes the proof.
Examples
We now discuss various examples for the numerical spectrum. The Schur decomposition theorem, see [19] , guarantees that any square matrix transformed by unitary similarity into an upper triangular form. So we start with upper triangular matrices.
A straightforward calculation using the generated semigroup
shows that the numerical spectrum of A is a closed disk centered at 0 with numerical radius
Example 5.2. Let X ∶= C 2 be endowed with ⋅ 1 and consider A ∶= 1 1 0 −1 . Then the generated semigroup is given by
By Proposition 3.4 for θ = 0 we have 
Then σ n (B) = {2+s(−2+e
} is a circle with center at (−2, 0) and radius 1, the multiplication with s ∈ [0, 1] gives us all the lines from 0 to the circle as in Figure (a) . Since the numerical spectrum is convex, σ n (B) is a circular cone with vertex at 0. By shifting the numerical spectrum of σ n (B) by 1 to the left, one obtains the numerical spectrum of A.
Translation semigroups
In the next example we see that for unbounded operators A the spectrum σ(A) is not always contained in W (A), while it is contained in σ n (A).
Example 5.3. Consider (T (t)) t≥0 the right translation semigroup of isometries on the Hilbert space H = L 2 (R + ) with generator Af = −f ′ on the domain
Clearly, the operator A is dissipative, and hence σ(A) ⊂ C − 1 . The left translation semigroup (S(t)) t≥0 is generated by the adjoint A ′ of A where Figure 2 Since for each λ ∈ C with Re λ < 0 the function λ (t) ∶= e λt is an eigenfunction of A ′ to the eigenvalue λ and since σ p (A ′ ) = σ r (A), we obtain that σ(A) = C − . From [17, p. 175] we know that the numerical range is W (A) = iR, while it follows from Theorem 2.5 and from Proposition 2.4 that σ n (A) = C − .
We now present an example showing that σ n (A) = C is possible.
Example 5.4. Define the left translation semigroup (T (t)) t≥0 with a jump on
Clearly, T (t) ≤ 2 for each t ≥ 0. If 1 [0,t] denotes the characteristic function of the interval [0, t] for t > 0, then we have
. Therefore, (T (t)) t≥0 is a strongly continuous semigroup satisfying T (t) = 2 for every t > 0.
In particular, the spectrum σ(A) of the generator (A, D(A)) is contained in the left half plane C − , see [7, Prop. IV.2.2] . On the other hand, a simple calculation proves that for Re λ < 0 the function
is an eigenfunction of A showing that C − ⊆ σ(A), and hence σ(A) = C − . From (1) we conclude that there is no ω ∈ R such that T (t) ≤ e tω for each t ≥ 0. Further, there is no θ ∈ [0, 2π) such that A θ generates an ω-contractive C 0 -semigroup for any ω ∈ R:
• The case θ = 0 is excluded as T (t) = 2 for all t > 0.
• Let θ = π. Since C − ⊆ σ(A), we have C + ⊆ σ(−A), hence A π = −A is not the generator of a C 0 -semigroup.
• Assume that there exists θ ∈ (0, π) ∪ (π, 2π) such that A θ generates an ω-contractive C 0 -semigroup (T (t)) t≥0 . Then σ n (A) ⊆ {e −iθ λ ∶ Re λ ≤ ω}. However, since iR ⊂ σ(A) ⊆ σ n (A), this is not possible.
Hence there exists no (θ, ω) ∈ [0, 2π) × R such that A θ generates an ω-contractive semigroup. It follows that σ n (A) = C.
Multiplication operators
We show that the numerical spectrum of multiplication operators induced by a function q coincides with the closed convex hull of the spectrum.
Laplace operator
Example 5.7. Consider the Laplace operator △f = f ′′ on the Hilbert space H ∶= L 2 (0, 2π) with domain
It follows from [5, Ex. 4.6.1] that the spectrum consists only of eigenvalues given by σ(△) = {−n 2 ∶ n ∈ N, n ≥ 1}. The eigenfunction corresponding to the eigenvalue −n 2 is given by f n (x) = sin(nx). Since △ is a self-adjoint operator, by the spectral theorem there exists a σ-finite measure space (Ω, Σ, µ) and a function q ∶ Ω → R such that △ is unitarily equivalent to a multiplication operator M q . Since σ(△) = σ(M q ) = q ess (Ω) by [7, Prop. I.4.10] and co{q ess (Ω)} = σ n (M q ) by the previous proposition, we conclude that σ n (△) = σ n (M q ) = (−∞, −1].
More examples
We now investigate the description of σ n (A) in Theorem 2.5 more closely.
(1) If σ n (A) = C, then σ r (A) is needed to obtain σ n (A) in general. We give an example where co{⟨Ax, j(x)⟩ ∶ x ∈ D(A), x = 1, j(x) ∈ J(x)} is a strip, while σ n (A) = C. Further, σ r (C) = {λ ∈ C ∶ Reλ > −1} and {⟨Cf, f ⟩ ∶ f ∈ D(C), f = 1} = −Id + iR. Thus co{⟨Af, f ⟩ ∶ f ∈ D(A), f = 1} is the strip between −Id + iR and iR, while the numerical spectrum is σ n (A) = C.
In the following assume σ n (A) = C.
(2) If co{⟨Ax, j(x)⟩ ∶ x ∈ D(A), x = 1, j(x) ∈ J(x)} is contained in a strip, then σ r (A) is needed in general, see Example 5.3.
(3) Assume that M ∶= co{⟨Ax, j(x)⟩ ∶ x ∈ D(A), x = 1, j(x) ∈ J(x)} cannot be enclosed by a strip. Then co{⟨Ax, j(x)⟩ ∶ x ∈ D(A), x = 1, j(x) ∈ J(x)} coincides with σ n (A), and hence σ r (A) is not needed to compute σ n (A).
Proof. For λ ∉ M there exists a closed half plane H such that M ⊂ H and λ ∉ H. Assume that λ ∈ σ r (A). By [7, Prop. II.3.14.
(ii)] we obtain C H ⊂ σ r (A).
Consider the family (H i ) i∈I of closed half planes containing M . For each i, j ∈ I we have (C H i ) ∩ (C H j ) ≠ ∅, since coM cannot be enclosed by a strip. In particular,
(C H) ∩ (C H i ) ≠ ∅ for all i ∈ I, and hence using (2) (C H i ) ∩ σ r (A) ≠ ∅ for all i ∈ I.
Again by [7, Prop. II.3.14.
(ii)] we obtain that C H i ⊆ σ r (A) for all i ∈ I leading to C M ⊆ σ r (A). Hence, σ n (A) = C contradicting our assumption σ n (A) ≠ ∅. Figure 3 (4) Let co{⟨Ax, j(x)⟩ ∶ x ∈ D(A), x = 1, j(x) ∈ J(x)} be contained in a half strip described by three half planes H 1 , H 2 and H 3 . A half plane argument as in (3) implies σ n (A) = co{⟨Ax, j(x)⟩ ∶ x ∈ D(A), x = 1, j(x) ∈ J(x)}. 
M

