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a b s t r a c t
We present a modified T. Chan’s preconditioner for solving Toeplitz linear systems by the
preconditioned conjugate gradient (PCG) method in this paper. Especially, we give some
results when the matrices are Hermitian positive definite Toeplitz matrices. The operation
and convergence of the PCG method are discussed. Numerical examples presented illus-
trate the effectiveness of the preconditioner obtained.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Linear systems of the form Tx = b, where T is an n-by-n Toeplitzmatrix (the entries of T are the same along each diagonal)
arise in a variety of applications in mathematics and engineering, such as signal and image processing, partial differential
equations, queueing networks, integral equations and time-series analysis, etc. These applications have motivated many
mathematicians and engineers to develop specific algorithms catering to solving Toeplitz systems.
Most of the early works on Toeplitz algorithms were focused on direct methods. A Toeplitz matrix can be uniquely
represented by only (2n − 1) elements instead of n × n elements, where n is the size of the matrix. Traditional direct
algorithms for solving Tx = b, such as Gaussian elimination method, that require O(n3) of work are too expensive for large
n. There exists a number of specialized fast directmethods that decrease the complexity toO(n2) operations, see for instance,
Trench algorithms [1] and Levinson algorithms [2]. Around 1980, superfast direct methods of complexity strictly less than
O(n2) have been developed by different groups of researchers, see for instance De Hoog [3], Bitmead and Anderson [4],
Ammar and Gragg [5]. The key to these direct methods is to solve the system recursively. The stability properties of these
classical directmethods for solving symmetric positive definite Toeplitz systems are investigated in Bunch [6]. It is noted that
a breakdown or near-breakdown can occur in these direct methods if T has a singular or ill-conditioned principal submatrix.
The question of how to avoid breakdowns or near-breakdowns by skipping over submatrices or ill-conditioned submatrices
has been studied extensively, and various such algorithms have been proposed, see for instance [7–9] etc. In particular, Chan
andHansen [10] derived a look-ahead variant of the Levinson algorithm. The basic idea is to relax on theUDL decomposition.
Alternatively, in the 1980s, the idea of using the preconditioned conjugate gradient method as an iterative method for
solving Toeplitz systems has brought much attention, see for instance Chan and Ng [11]. One of the main important results
of thismethodology is that the complexity of solving a large class of Toeplitz systems can be reduced toO(n log n) operations
as compared to the O(n log2 n) operations required by fast direct algorithms. In [12], Strang applied the conjugate gradient
method combined with circulant preconditioners for solving symmetric positive definite Toeplitz systems. The number of
operations per iteration is O(n log n), since circulant systems and matrix-vector multiplication involving Toeplitz structure
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can be computed efficiently by the Fast Fourier Transform. In 1989, Chan and Strang [13] then considered a class of specific
circulant preconditioner Sn, obtained by copying the central diagonals of the Toeplitz matrix T and bringing them around to
complete the circulant. It is well-known that any circulant matrix can be diagonalized by the Fourier matrix F , i.e.,
Cn = FHΛnF ,
where FH is the conjugate transpose of F and F is the n-by-n Fourier matrix whose entries are given by
(F)jk = 1√ne
2pi ijk/n, i =√−1,
for 0 ≤ j, k ≤ n − 1, and Λn is a diagonal matrix holding the eigenvalues of Cn. Hence the inverse of an n-by-n circulant
system can be done in O(n log n) operations by using the fast Fourier transform.
In 1988, Chan [14] proposed another circulant preconditioner for Toepltiz systems. For an n-by-n Toepltiz matrix
T = [tij] ∈ Cn∗n, tij = ti−j, Chan’s circulant precondtioner Cn is defined to be the minimizer of
‖Cn − T‖F = min
Wn∈UF
‖Wn − T‖F ,
where
UF = {FHΛnF |Λn is any diagonal matrix of order n}.
In fact,UF is the set of all circulant matrices [15]. The Cn is called the optimal circulant preconditioner in [14].
Let T. Chan’s circulant preconditioner Cn = circ(c0, c1, . . . , cn−1), then the elements
ck =
{
(n− k)tk + ktk−n
n
, 0 ≤ k < n,
cn+k, 0 ≤ −k < n.
It is known that T. Chan’s preconditioner is a good preconditioner for solving some structured systems, see [14,16,17].
The following lemma can be found in [18–20].
Lemma 1. Let T = [tij] ∈ Cn∗n be a Toeplitz matrix and Cn be T. Chan’s preconditioner. Then
(1). The Cn is uniquely determined by T and is given by
Cn = FHdiag(FTFH)F ,
(2). If T is Hermitian, then Cn is also Hermitian. Moreover, it have
λmin(T ) ≤ λmin(Cn) ≤ λmax(Cn) ≤ λmax(T ).
Here λmin(·) and λmax(·) is the smallest and the largest eigenvalues respectively. In particular, if T is positive definite, then so is Cn.
In [21], Cai, Jin andWei propose a preconditioner which is a generalization of Chan’s preconditioner. For a general matrix
Tn = [tij] ∈ Cn∗n, they consider
P1 = FH [(FTFH) ◦ D1]F (1)
or
P2 = FH [(FTFH) ◦ D2]F (2)
to be an approximation to T . Here D1 = diag(In−m, Em) and D2 = diag(Em, In−m), where In−m is the identity matrix of order
n− m, Em is anm-by-mmatrix with all elements being equal to 1, diag(·) denotes a block diagonal matrix. In (2), ‘‘◦’’ is the
Hadamard product of matrices. The Hadamard product of A = [aij] ∈ Cm∗n and B = [bij] ∈ Cm∗n is defined as the matrix
A ◦ B = [aijbij] ∈ Cm∗n.
The matrix P1 and P2 can be thought of as a generalization of Chan’s preconditioner. When m = 1, it is just Chan’s
preconditioner Cn = FHdiag(FTFH)F . Theoretical analysis and numerical examples show that it is a good preconditioner
for some structured matrices, see [21] for details.
In this paper, we present a new modified T. Chan’s preconditioner for Toeplitz systems. Since Toeplitz matrices are
persymmetric (symmetricwith respect to the southwest-northeast diagonal), we consider a ‘‘persymmetric’’ preconditioner
for Toeplitz systems. That is, for a general Toeplitz matrix, consider
P3 = FH [(FTFH) ◦ D3]F (3)
to be an approximation to T . Here D3 = diag(Em1 , In−(m1+m2), Em2) is a persymmetric matrix where m1 = m2. At the same
time, our preconditioner P3 can be also thought of as a generalization of Chan’s preconditioner. In fact, P3 is a perturbation
of Chan’s preconditioner if m1 and m2 are small. It is also derived by combining preconditioner P1 and P2 by (1) and (2).
When m1 = 0 or m2 = 0 in (3), it is the preconditioner P1 or P2 in [21]. We can expect P3 is a good approximation to some
structured matrix T like Toeplitz systems, and a good preconditioner for solving linear systems Tx = b.
This paper is organized as follows: in the next Section, we will give some spectral properties of our modified T. Chan’s
preconditioner P3. In Section 3, the operation cost and convergence of the preconditioned conjugate gradient method are
studied. In Section 4, numerical results further confirm the correctness of the theory and effectiveness of our method.
X.-G. Lv et al. / Computers and Mathematics with Applications 58 (2009) 693–699 695
2. Spectral properties
In the following, we will discuss spectral properties of the modified T. Chan’s preconditioner P3 given by (3). As is well
known, similar matrices have the same eigenvalues. Since F is an unitary matrix, it is obvious to see that the eigenvalue
distribution of P3 is the same as that of
(FTFH) ◦
(Em1 0 0
0 In−(m1+m2) 0
0 0 Em2
)
.= N. (4)
Therefore, we only need to discuss the eigenvalue distribution of N . Setting
F =
(F1
F2
F3
)
,
where F1 ∈ Cm1∗n, F2 ∈ C(n−m1−m2)∗n and F3 ∈ Cm2∗n, we have the following equality
FTFH =
(F1
F2
F3
)
T
(
FH1 F
H
2 F
H
3
) =
F1TFH1 F1TFH2 F1TFH3F2TFH1 F2TFH2 F2TFH3
F3TFH1 F3TF
H
2 F3TF
H
3
 . (5)
By computing the Hadamard product, the following equality must hold
N =
F1TFH1 0 00 diag(F2TFH2 ) 0
0 0 F3TFH3
 . (6)
If P3 is a close approximation of T , we can expect a more favorable distribution of eigenvalues and consequently may
expect a faster convergence of an appropriate iterative method. So it is important to find intervals in which the eigenvalues
of P3 are located. If T is a positive definite matrix, one possible approach is provided by Cauchys interlace theorem [22,23].
Lemma 2 (Cauchys Interlace Theorem). Suppose an n-by-n matrix T is Hermitian positive definite and
T =
[
H ?
? ?
]
,
where H is an m-by-m matrix with m < n. Label the eigenpairs of T and H as
Tzi = αizi, i = 1, . . . , n, α1 < α2 < · · · < αn,
Hzi = λizi, i = 1, . . . ,m, λ1 < λ2 < · · · < λm.
Then
αk < λk < αk+(n−m).
In the following, we discuss the eigenvalue distribution of the preconditioner P3. Set
N1 = F1TFH1 , N2 = diag(F2TFH2 ), N3 = F3TFH3 . (7)
Arranging the eigenvalues as follows.
λ1(T ) ≥ λ2(T ) ≥ · · · ≥ λn(T )
and
λ1(N1) ≥ λ2(N1) ≥ · · · ≥ λm1(N1),
λ1(N3) ≥ λ2(N3) ≥ · · · ≥ λm2(N3),
we have the following theorem.
Theorem 1. Let T ∈ Cn∗n be Hermitian positive definite, N, N1, N2 and N3 be defined as (4) and (7) respectively, then P is also
Hermitian positive definite. Moreover, the following inequality must hold
0 < min
j
λj(T ) ≤ min
j
λj(P3) ≤ max
j
λj(P3) ≤ max
j
λj(T ), (8)
where P3 is defined by (3).
Proof. By Lemma 2, we get the following inequality
λi(T ) ≥ λi(N1), λn−i+1(T ) ≤ λm1−i+1(N1), i = 1, 2, . . . ,m1,
λi(T ) ≥ λi(N3), λn−i+1(T ) ≤ λm1−i+1(N3), i = 1, 2, . . . ,m2. (9)
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For N2, from Lemma 1, we have
0 < min
j
λj(T ) ≤ min
j
λj(N2) ≤ max
j
λj(N2) ≤ max
j
λj(T ). (10)
Therefore, the following inequality must hold
0 < min
j
λj(T ) ≤ min
j
λj(N) ≤ max
j
λj(N) ≤ max
j
λj(T ). (11)
Since the matrix N is similar to the matrix P3, the eigenvalues of P3 are the same as that of N . So we obtain
0 < min
j
λj(T ) ≤ min
j
λj(P3) ≤ max
j
λj(P3) ≤ max
j
λj(T ).  (12)
3. Convergence and operation cost
In the following, we consider the operation cost and the convergence applying the modified T. Chan’ preconditioner to
the Toeplitz systems. Instead of solving Tx = b, we solve the preconditioned systems
P−13 Tx = P−13 b.
The matrix P3 should be chosen according to the following criteria:
1. P3 should be constructed within fewer operations.
2. P3v = y can be solved quickly and stably.
3. P3 is close to T . (The spectrum of P−13 T should be clustered near 1).
Now, we remark that whether our preconditioner is a good preconditioner or not in the following. As reported in [21], we
have the same analysis for the convergence of our method. Two points we feel are worth noting. First, our preconditioner
is actually T. Chan’s preconditioner with low-rank perturbation when m1 and m2 are all small. It is easy to show that all
well-known results about the spectral clustering of T. Chan’s preconditioner in [24] can be suitable for our preconditioner.
Second, our preconditioner would be a better approximation to the original matrices when m1 and m2 become larger.
However, it should be pointed out, although the convergence rate of the iterative method may become fast, the operation
costwill increasewithm1 andm2 sufficiently large. Therefore, our preconditioner could be a goodpreconditioner for Toeplitz
linear systems. In particular, numerical results in next section show that our preconditioner saves iterations hopefully when
compared to preconditioner P1 and T. Chan’s preconditioner in the Hermitian positive definite case.
In the following, we consider the operation cost applying the modified T. Chan’ preconditioner to the Toeplitz systems.
As is well known, in each iteration of the PCG method, it is required to compute two matrix-vector product: Ty and P−13 y. It
requires O(n2) operations in each iteration to compute Ty if T has no good structure. But for a Toeplitz matrix, it only costs
O(nlogn) operations by the Fast Fourier Transform (FFT). To compute P−13 y, we must obtain (F1TF
H
1 )
−1, (diag(F2TFH2 ))−1 and
(F3TFH3 )
−1. Therefore, we need to compute FTFH first. We know that it can be computed by FFT in O(n log n) operations. We
obtain (F1TFH1 )
−1, (diag(F2TFH2 ))−1 and (F3TF
H
3 )
−1 after getting FTFH . It is very easy to obtain (diag(F2TFH2 ))−1 because it is
the inversion of the diagonal matrix. However, for (F1TFH1 )
−1 and (F3TFH3 )−1, we need to choose smallm1 andm2 in practice
so that the operation cost for computing (F1TFH1 )
−1 and (F3TFH3 )−1 can be small. In fact, we do not need the whole matrix of
FTFH . we only need compute F1TF1, diag(F2TFH2 ) and F3TF
H
3 . Therefore, for Toeplitzmatrices T it only costsO((m1+m2)n log n)
operations to form preconditioner P3.
4. Numerical results
In this section, the results from some numerical experiments that reinforce the analysis given in previous sections are
presented. In all experiments, the implementations aremade inMatlab 7.0.We illustrate the efficiency of our preconditioner
by solving the following problems.
Example 1. Consider the bound of eigenvalues of our preconditioner P3 and T , where T is a Hermitian positive definite
Toeplitz matrix T given by
T =

2 i
−i 2 . . .
. . .
. . . i
−i 2
 .
Our first example is a problem about the bound of eigenvalues of P3 and T . In Table 1, we compare the smallest and the
largest eigenvalues of P3 and T with n = 256, 512, 1024 and m1 = m2 = 6. By Theorem 1, we expect all eigenvalues of
our preconditioner P3 belong to the interval [min λj(T ), max λj(T )]. In numerical tests, we find all eigenvalues of P3 exactly
satisfy this result.
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Table 1
The smallest and the largest eigenvalues of P3 and T .
n P3(m1 = m2 = 6) T
min λj(P3) max λj(P3) min λj(T ) max λj(T )
256 0.007812500000 3.992187500000 1.494266605344e−004 3.999850573339
512 0.003906250000 3.996093749999 3.750279689541e−005 3.999962497203
1024 0.001953125000 3.998046875000 9.394024200995e−006 3.999990605975
Table 2
Number of iterations for Example 2.
n I T.Chan P1(m) P3(m1,m2)
m = 6 m = 10 m1 = m2 = 3 m1 = m2 = 5
256 96 15 14 14 11 9
512 183 18 16 16 14 12
1024 355 24 19 20 17 14
Table 3
Number of iterations for Example 2 (m = m1 +m2 = 12).
m1, m2 2, 10 3, 9 4, 8 5, 7 6, 6
P3(m1,m2) 16 16 14 12 10
P1(m) 20
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(a)m = 6, m1 = m2 = 3. (b)m = 10, m1 = m2 = 5.
Fig. 1. Eigenvalues distribution of P−11 T , P
−1
3 T and P
−1T by Chan’s preconditoner (n = 256).
Example 2. Consider linear systems Tx = b coming from [21], where T is a symmetric positive definite Toeplitz matrix with
the first row given by(
2,−1
2
,− 1
22
, . . . ,− 1
2n−1
)
and the right-hand side b = (1, 2, . . . , n)T.
In Tables 2 and 3, we used the MATLAB provided M-file ‘‘pcg’’ with our preconditioner P3 given by (3), P1 given by (1)
and T. Chan’s preconditioner to solve Toeplitz linear systems. In all tests, the zero vector is the initial guess and the stopping
criterion is ‖rq‖2‖r0‖2 < 10
−6, where rq is the residual after the qth iteration. In Table 2, the number of iterations are given for
different preconditioners. ‘‘I’’ means no preconditioner to be used, T. Chan is T. Chan’s preconditioner, P1(m) is given by (1)
with m = 6, 10 and P3(m1,m2) is given by our preconditioner (3) for m1 = m2 = 3, m1 = m2 = 5. When m1, m2 all are
small andm1+m2 = m, the numbers of iterations of our preconditioner are less than those of T. Chan and P1(m). In Table 3,
the number of iterations are given for our preconditioner and preconditioner P1(m) by (1), when m1 6= m2, m1 + m2 = m
and n = 1024. When m1, m2 all are small and m1 + m2 = m, the iteration numbers of our preconditioner are less than
those of P1(m). Moreover, by numerical results we find that P3(m1 = m2) is the best preconditioner in allm1 +m2 = m.
Fig. 1 depicts the eigenvalues distribution of the matrices P−1T using Chan’s preconditioner, preconditioner P1 and our
preconditioner P3, when the order of the Toeplitz matrix T is 256. Figs. 2 and 3 consider the 512-by-512 and 1024-by-1024
matrices T , respectively. We find, when m1, m2 all are small and m1 = m2 = 12m, the spectrum of P−13 (m1,m2)T is more
clustered than that of P−11 (m).
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(a)m = 6, m1 = m2 = 3. (b)m = 10, m1 = m2 = 5.
Fig. 2. Eigenvalues distribution of P−11 T , P
−1
3 T and P
−1T by Chan’s preconditoner (n = 512).
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(a)m = 6, m1 = m2 = 3. (b)m = 10, m1 = m2 = 5.
Fig. 3. Eigenvalue distribution of P−11 T , P
−1
3 T and P
−1T by Chan’s preconditoner (n = 1024).
5. Summary
For a Toeplitz linear system, one way to speed up the convergence rate of the method is to precondition the Toeplitz
system. The preconditioner P3 presented in this paper is an effective and stable preconditioner. Moreover, It should be
pointed out that preconditioner P3 is suitable for any matrix.
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