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Abstract. For a compact d-dimensional rectifiable subset of Rp we study asymptotic
properties as N → ∞ of N -point configurations minimizing the energy arising from a
Riesz s-potential 1/rs and an external field in the hypersingular case s ≥ d. Formulas for
the weak∗ limit of normalized counting measures of such optimal point sets and the first-
order asymptotic values of minimal energy are obtained. As an application, we derive a
method for generating configurations whose normalized counting measures converge to a
given absolutely continuous measure supported on a rectifiable subset of Rp. Results on
separation and covering properties of discrete minimizers are given. Our theorems are
illustrated with several numerical examples.
1. Introduction
We are concerned with the problem of minimizing the discrete Riesz s-energy ofN particles
constrained to a compact subset A of Rp of Hausdorff dimension d under the influence of an
external field q(x). More precisely, we minimize
(1.1)
Eqs,d(ωN ) :=
∑
x 6=y
x,y∈ωN
|x− y|−s + τs,d(N)
N
∑
x∈ωN
q(x), s ≥ d,
for
(1.2) τs,d(N) :=
{
N1+s/d, s > d,
N2 logN, s = d,
over N -element subsets ωN ⊂ A.
The factor τs,d(N)/N is chosen so that the two terms on the right hand side of (1.1) have
the same order of growth as N → ∞. Here we consider only the case when s is chosen
greater than or equal to the dimension of the set A because for s < d such external field
problems come under the umbrella of classical potential theory and have been well studied
as we describe below.
2010 Mathematics Subject Classification. Primary, 31C20, 28A78. Secondary, 52A40.
Key words and phrases. Riesz energy, equilibrium configurations, external field, covering radius, separa-
tion distance, quasi-uniformity.
The research of the authors was supported, in part, by National Science Foundation grants DMS-1412428
and DMS-1516400. A part of this work was conducted during the Minimal Energy Point Sets, Lattices and
Designs Workshop at the Erwin Schro¨dinger International Institute for Mathematical Physics.
†The research of this author was completed as a part of a Ph.D. dissertation.
1
ar
X
iv
:1
60
5.
03
84
0v
2 
 [m
ath
.C
A]
  1
1 O
ct 
20
16
2 D. P. HARDIN, E. B. SAFF, AND O. V. VLASIUK
One motivation to consider this energy expression is that (under mild conditions on the
set A) for any probability measure µ on A that is absolutely continuous with respect to the
d-dimensional Hausdorff measure restricted to A, there is an easily described external field
q(x) for which the normalized counting measures of the minimizers of (1.1) weak∗ converge
to µ (formal definitions are given in the next two subsections).
For s > d the minimizers of (1.1) are shown to have optimal orders of separation and
covering as N → ∞. Minimization of (1.1) therefore provides well-distributed nodes on
compact sets, which can be used for a number of applications; for example, meshless methods
[22], halftoning [27] and sensor deployment [17].
External fields arise in the Gauss variational problem, which involves minimizing the
functional
(1.3) Iκ,q(µ) :=
∫∫
A×A
κ(x, y) dµ(x) dµ(y) + 2
∫
A
q(x) dµ(x),
for a pair of fixed integrable lower semi-continuous functions κ : A × A → R ∪ {+∞}, q :
A→ R∪{+∞} over the probability measures supported on A. The classical work of Ohtsuka
[23] deals with this question when A is locally compact. The case κ(x, y) = log 1|x−y| and a
number of its applications to constructive analysis are extensively treated in the book [26] by
Saff and Totik. More recently, the question of solvability of the Gauss variational problem
was considered by Zorii in [28] and [29].
The discrete form of (1.3) is the problem of minimization over all N -element sets ωN ⊂ A
of
(1.4) Eκ,q(ωN ) =
∑
x 6=y
x,y∈ωN
κ(x, y) +N
∑
x∈ωN
q(x), N = 1, 2, . . . .
Such problems have been studied by Petrache, Rougerie and Serfaty in [24], [25] for the Riesz
s-kernel
(1.5) κs(x, y) := |x− y|−s,
with s < d, and for the logarithmic kernel in [26]. An earlier series of papers [12], [8] and
[9] by Brauchart et al. explores minima of (1.4) when A is a d-dimensional sphere and
d − 2 ≤ s < d. The paper [4] by Bilogliadov considers minimizing (1.3) with the Riesz
kernel for s = 1 and a rotationally symmetric q over probability measures supported on the
2-dimensional unit sphere.
1.1. Hypersingular Riesz kernels. We call the Riesz kernels κs(x, y) = |x− y|−s hyper-
singular when s ≥ d = dimA, and deal only with this case from now on. The reason to
consider such kernels will become evident from the following result, which shows that the
minimizers of (1.1) with q ≡ 0 are well-distributed on the set A, which need not to be the
case when s < d.
For the purposes of studying the asymptotic behavior of N -point configurations ωN on A
we consider their normalized counting measures. Recall that such measures N−1
∑
x∈ωN δx
are said to weak∗ converge to the measure λ if
(1.6) ∀f ∈ C(A), 1
N
∑
x∈ωN
f(x)−→
∫
f dλ as N →∞,
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where, as usual, C(A) denotes the family of all continuous functions defined on A. Weak∗
convergence is denoted by
∗−→.
We further need to impose some regularity conditions on the underlying compact set. A
set A ⊂ Rp is said to be d-rectifiable if it is the image of a bounded subset of Rd under a
Lipschitz mapping. Note that any subset of a d-rectifiable set is also d-rectifiable. Here and
below we write Bd for the d-dimensional unit ball. We use Hd to denote the d-dimensional
Hausdorff measure on Rp normalized so that [0, 1]d ⊂ Rd ⊂ Rp has unit volume, and by HAd
its restriction to A. In particular, for a d-rectifiable A, Hd(A) <∞. The following theorem
concerns a variant of (1.1) without external field:
(1.7) Es(A,N) := inf
ωN⊂A
Es(ωN ),
where Es(ωN ) :=
∑
x 6=y∈ωN κs(x, y). This infimum is attained for compact sets A, because
the Riesz s-kernel is lower semi-continuous on A×A.
Theorem A ([15],[6]). Suppose s ≥ d and A ⊂ Rp is d-rectifiable and compact. If s = d, it
is further assumed that A is a subset of a d-dimensional C1 manifold. Then for s = d
(1.8) lim
N→∞
Es(A,N)
N2 logN
=
Hd(Bd)
Hd(A) ,
while for s > d, the following limit exists:
(1.9) lim
N→∞
Es(A,N)
N1+s/d
=
Cs,d
Hd(A)s/d ,
where Cs,d is a finite positive constant independent of A and p, and 1/0 = +∞. Furthermore,
if Hd(A) > 0 and {ωN}N≥2 is any sequence of N -point configurations on A satisfying
(1.10) lim
N→∞
Es(ωN )
Es(A,N) = 1,
then
(1.11)
1
N
∑
x∈ωN
δx
∗−→ dH
A
d
Hd(A) , N →∞.
This theorem is sometimes described as the Poppy-seed bagel theorem, a name that alludes
to discrete equilibrium configurations on the torus. It first appeared in [15, Theorem 2.1],
and in the present generality in [6, Theorems 1–3].
In particular, the theorem holds for any compact A ⊂ Rd as well as any compact subset
of a smooth d-dimensional manifold. To be consistent with the notation of (1.9), we define
Cd,d according to (1.8):
(1.12) Cd,d := Hd(Bd) = pi
d/2
Γ (d/2 + 1)
, d ≥ 1,
where Γ is the standard gamma function. It is known for d = 1, s > 1 that
(1.13) Cs,1 = 2ζ(s), s > 1,
where ζ is the Riemann zeta function, see e.g. [20]. However, for dimensions d ≥ 2 the exact
value of Cs,d is unknown. In the cases d = 2, 4, 8, 24, the conjectured value is
(1.14) Cs,d = |Λd|s/dζΛd(s), s > d,
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where Λd denotes, respectively, the hexagonal, D4, E8 and Leech lattices; |Λd| is the volume
of its fundamental cell; and ζΛd is the corresponding Epstein zeta-function; see [10, Conjec-
ture 2]. As shown in [10, Proposition 1], the conjectured values (1.14) serve as upper bounds
for their respective Cs,d.
One way of generalizing Theorem A so that it yields non-uniform limiting distributions was
studied in [6], where the Riesz potential is multiplied by a weight satisfying semicontinuity
conditions. More precisely, one minimizes the energy
Ews (ωN ) :=
∑
x 6=y∈ωN
w(x, y)
|x− y|s ,
for a non-negative weight function w on A×A. Our present goal is to develop an alternate
approach by introducing an external field equipped with a suitable scaling factor that depends
on the number of points N .
With regards to practical implementation, it is worth mentioning that by using a localized
weight w(·, ·) := wN (·, ·) that depends on the number of points, one can lower the compu-
tational complexity of Ews (ωN ). This approach is investigated in [7]. On the other hand,
a number of papers are dedicated to producing well-distributed discrete configurations by
drawing them from a suitable random process with, perhaps, further local optimization, see
for example [1], [2], [19]. The possibility of introducing a multiplicative weight together with
an external field, as well as decreasing the complexity of the method described below will be
the subject of a future work.
The outline of the paper is as follows. In the remaining part of this section we introduce
some essential notation. Section 2 contains an extension of the Poppy-seed theorem to the
case when an external field is present; it also includes results on separation and covering of
minimizing configurations. We discuss numerical examples in Section 3. Finally, Section 4
contains proofs of the results stated in Section 2.
1.2. Notation. We consider configurations of points restricted to a compact set A ⊂ Rp,
such that Hd(A) > 0, d ≤ p. The external field q : A → (−∞,∞] is assumed to be lower
semi-continuous and finite on a subset of A of positive HAd -measure. We write M˚ for the
interior of a set M ⊂ Rp, and M for its closure. For a real number r, let (r)+ := max(0, r).
The closed ball in Rp of radius r centered at the point x is denoted by B(x, r). Notation
L1(A, λ) stands for the class of functions integrable on the set A with respect to measure λ.
The minimal (s, d, q)-energy of the set A over all N -point subsets of A is given by
(1.15) Eqs,d(A,N) := inf{Eqs,d(ωN ) : ωN ⊂ A, #ωN = N},
where #S denotes the cardinality of a set S. Since q is lower semi-continuous and A is
compact, there exists a configuration of N charges ωˆN for which the infimum in (1.15) is
attained; i.e.,
Eqs,d(ωˆN ) = Eqs,d(A,N).
Such a configuration ωˆN will be called an N -point (s, d, q)-energy minimizer on A.
2. Main results
2.1. A Poppy-seed theorem for (s, d, q)-energy. The following two results extend The-
orem A to (s, d, q)-energy.
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Theorem 2.1. Assume 0 < d ≤ p, and s ≥ d. Let A ⊂ Rp be a d-rectifiable compact set,
Hd(A) > 0, and in the case s = d require additionally that A be a subset of a d-dimensional
C1-manifold. Further assume that q is a lower semi-continuous function on A and finite on
a set of positive HAd -measure. Define L1 and µqA to be the positive constant and probability
measure determined, respectively, by
(2.1)
∫ (
L1 − q(x)
Cs,d(1 + s/d)
)d/s
+
dHAd (x) = 1, dµqA :=
(
L1 − q(·)
Cs,d(1 + s/d)
)d/s
+
dHAd ,
where Cs,d for s ≥ d is the same as in Theorem A. Then
(2.2) lim
N→∞
Eqs,d(A,N)
τs,d(N)
= S(q, A) :=
∫
L1 + sq(x)/d
1 + s/d
dµqA(x).
Furthermore, if {ωN}N≥2 is any sequence of asymptotically (s, d, q)-energy minimizing con-
figurations on A; that is,
(2.3) lim
N→∞
Eqs,d(ωN )
τs,d(N)
= S(q, A),
then
(2.4)
1
N
∑
x∈ωN
δx
∗−→ dµqA as N →∞.
Remark 2.2. As with Theorem A, this result holds on the (possibly) larger class of sets A
satisfying Hd(A) =Md(A), where Md is the d-dimensional Minkowski content.
As an application of Theorem 2.1, we deduce a method for constructing a sequence of
(s, d, q)-energy minimizing collections ωˆN such that their normalized counting measures
weak∗ converge to a given distribution.
Theorem 2.3. Let the assumptions of Theorem 2.1 on the set A and numbers s, d, p hold.
Assume further ρ : A → [0,∞) is an upper semi-continuous function, such that ρdHAd is a
probability measure. Then the lower semi-continuous function q : A→ (−∞, 0] given by
(2.5) q(x) := −Ms,dρ(x)s/d, where Ms,d := Cs,d(1 + s/d),
is such that any sequence {ωˆN}N≥2 of (s, d, q)-energy minimizers converges weak∗ to ρdHAd :
(2.6)
1
N
∑
x∈ωˆN
δx
∗−→ ρdHAd , N →∞.
In particular, for s = d equation (2.6) holds with (2.5) taking the form
(2.7) q(x) := − 2pi
d/2ρ(x)
Γ (d/2 + 1)
.
Remark 2.4. The reader will no doubt observe that except for the case d = 1 which is
covered in (1.13), the usefulness of the last theorem is limited by the lack of knowledge of
the value of Cs,d when d ≥ 2. Fortunately, the limit distribution in equation (2.6) is stable
under perturbations of the constant Ms,d: small error in the value of Cs,d used in (2.5) only
leads to small errors in the resulting weak∗ limit of minimizers. We quantify this statement
in Proposition 2.5 below.
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Another possible way of overcoming this difficulty is modifying the problem of minimizing
(1.1) so that the charges are restricted to an unbounded set A. It will be addressed in a
future work.
Proposition 2.5. Assume that in Theorem 2.3 one uses an approximate value of Cs,d
satisfying
C ′s,d = (1 + ∆)Cs,d
with a fixed ∆. Let also ρ(x) ≥ δ > 0 for all x ∈ A and write q′(x) for the external field
defined with C ′s,d instead of Cs,d in (2.5). Then for ∆ < Ms,d/
(
1 + (‖ρ‖∞δ−1)s/d
)
, the
weak∗ limit of the (s, d, q′)-energy minimizers has density ρ′ = dµq
′
A/ dHAd satisfying
(2.8) |ρ′(x)− ρ(x)| ≤ ∆d(1 + ‖ρ‖
s/d
∞ /ρ(x)s/d)
sMs,d
+ o(∆), ∆→ 0.
Example 2.6. Consider the problem of minimization of (4, 1, q)-energy on the interval [0, 2],
where
q = (x− 1)2 + 1
2
.
Formula (1.13) gives the exact value of C4,1, which enables us to plot the density of µ
q
[0,2]
on [0, 2]. For comparison, we also plot the densities of asymptotic distributions obtained for
non-exact values of C4,1 by taking ∆ = ±0.3,±0.25,±0.2,±0.1,±0.05,±0.03 in Proposition
2.5.
Figure 1. The exact graph of density dµq[0,2] is pictured in red, graphs for
perturbed values of C4,1 are in blue.
2.2. Separation and covering properties of minimal configurations. Let
δ(ωN ) := min
x 6=y,
x,y∈ωN
|x− y|,
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be the separation distance of configuration ωN . We write A(u) := {x ∈ A : q(x) ≤ u} for a
u ∈ R.
Theorem 2.7. Let 0 < d ≤ p and s ≥ d. Let A ⊂ Rp be compact with Hd(A) > 0, and
let q be a nonnegative lower semi-continuous function on A. Then there exists a constant
C(A, s, d, q) such that for each N -point (s, d, q)-energy minimizer ωˆN ⊂ A
δ(ωˆN ) ≥ C(A, s, d, q)
{
N−1/d s > d,
(N logN)−1/d s = d,
N ≥ 2.
To prove Theorem 2.7, we will need the following lemma which is also of independent
interest. For a sequence of configurations {ωN}N≥2 we consider the quantity
(2.9) U(x, ωN ) :=
∑
y∈ωN :
y 6=x
|x− y|−s + q(x)τs,d(N)/N.
Lemma 2.8. Let the assumptions of Theorem 2.7 be satisfied. Then there exists a constant
C(A, s, d, q) such that for every (s, d, q)-energy minimizing configuration ωˆN , N ≥ 2, and
each x ∈ ωˆN there holds
(2.10) U(x, ωˆN ) ≤ C(A, s, d, q)
{
Ns/d s > d;
N logN s = d,
N ≥ 2.
Corollary 2.9. Let the assumptions of Theorem 2.7 hold. Then there exists a constant
C = C(A, s, d, q) such that for all N ≥ 2, the minimizers ωˆN are contained in the set A(C).
Due to this corollary, the sets {ωˆN}N≥2 for the problem of minimizing the (s, d, q)-energy
on the whole space Rd are restricted to a compact set, provided that for some compact A
and a large enough cube Q := [−R,R]d with A ⊂ Q, the value C in (2.10) is such that
q(x) > C for any x not in Q. Such a problem is then equivalent to energy minimization on
Q only.
To prove the covering property of (s, d, q)-energy minimizers, we will need the notion of
Ahlfors regularity [11, Definition 1.13]. A set A ⊂ Rp with Hd(A) > 0 is called d-regular with
respect to λ if there are positive constants c0, C0 and a positive locally finite Borel measure
λ, such that
(2.11) c0R
d ≤ λ(B(x,R) ∩A) ≤ C0Rd
for all x ∈ A and 0 < R ≤ diamA. In the case λ = Hd, the set A is called Ahlfors regular
with dimension d.
For an x ∈ A and an N -point collection ωN define
dist(x, ωN ) := min
y∈ωN
|y − x|,
the covering radius at x with respect to ωN .
Theorem 2.10. Let 0 < d ≤ p and s > d. Assume A ⊂ Rp is compact, d-rectifiable
and Ahlfors regular with dimension d. Assume also q ≥ 0 is a continuous function. Let
x ∈ A(L1 − h) for some h > 0, where L1 is defined in Theorem 2.1. Then for each sequence
of (s, d, q)-energy minimizers {ωˆN}N≥2, there exists a constant C(A, h, s, d, q) such that
dist(x, ωˆN ) ≤ C(A, h, s, d, q)N−1/d, N ≥ 2.
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A sequence of configurations {ωN}N≥1 is said to be quasi-uniform in M ⊂ A if the ratio
(2.12) γ(x;ωN , A) := dist(x, ωN )/δ(ωN )
is bounded uniformly for all x ∈ M and N ≥ 1. From Theorems 2.7 and 2.10 we have the
following result.
Corollary 2.11. Let s > d. Assume A ⊂ Rp is compact, d-rectifiable and Ahlfors regular
with dimension d. Suppose also that q : A → R is a continuous function. Then for any
sequence of (s, d, q)-energy minimizers {ωˆN}N≥2 on A, sequence of subsets {ωˆN ∩ A(L1 −
h)}N≥2 is quasi-uniform in A(L1 − h) for any h > 0. That is, for some constant C =
C(A, h, s, d, q) there holds:
γ(x;ωN , A(L1 − h)) ≤ C(A, h, s, d, q), x ∈ A(L1 − h), N ≥ 2.
3. Examples and numerics
All the results of this section were obtained by using default Mathematica routines
(FindMinimum) to minimize the energy functional, starting with a randomly generated
collection of point charges. We will write L1(q, A) to show explicitly the set on which we are
solving the minimization problem and the external field acting on it.
In this section ez := (0, 0, 1)
T is the basis vector.
Example 3.1. Consider the problem of minimizing (1.1) with s = 2 and an external field
qa(x) = cos(3 arccos〈x, ez〉)16
on the unit sphere S2 ⊂ R3. According to (1.12), C2,2 = pi. Equation (2.1) for L1(qa,S2) in
this case is
(3.1)
∫
S2
(
L− qa(x)
2pi
)
+
dH2(x) = 1,
solving it for L gives L1(qa,S2) ≈ 0.65448. Figure 2 is the graph of qa depending on 〈x, ez〉.
Figure 2. Left: graph of qa(x), right: dµ
qa
S2(x) from Example 3.1. The
horizontal axis is arccos(〈x, ez〉).
Density of µqaS2 for this external field is
dµqaS2(x) =
(
L1(qa,S2)− cos(3 arccos〈x, ez〉)16
2pi
)
+
dHAd .
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Using the numeric method described above, we obtain an approximate minimizer ωa pictured
in Figure 3.
Figure 3. Two views of an approximate 1000-point (2, 2, qa)-energy min-
imizer ωa from Example 3.1. The latitudinal circles denote the boundaries
of suppµqaS2 ; i.e., {x : qa(x) = L1(qa,S2)}.
Evaluating separation distance for ωa gives δ(ωa) ≈ 0.0813. Covering radius for the
middle strip is ηmid ≈ 0.0829, and for the other two ηpolar ≈ 0.0727, whence mesh ratio is
γmid ≈ 1.02 and γpolar ≈ 0.8942 respectively.
Example 3.2. Again, let A = S2 ⊂ R3, s = d = 2. Let us construct a sequence of
discrete collections {ωˆN}N≥2 weak∗ converging to the probability distribution with density
proportional to
(3.2) ρb(x) =

10 cos(4φ) + 11, 0 ≤ φ < pi/4,
1, pi/4 ≤ φ < 3pi/4,
10 cos(4φ) + 11, 3pi/4 ≤ φ,
where φ = arccos(〈x, ez〉). The external field with such a sequence of minimizers is provided
by Theorem 2.3. Writing ρ for the normalization of (3.2), ρ(x) := ρb(x)/
∫
S2 |ρb|dH2 ≈
ρb(x)/5.581722, equation (2.5) gives the following external field:
qb(x) := −2piρ,
where we used again that C2,2 = pi.
An approximate discrete minimizer of this (2, 2, qb)-energy is shown in the Figure 4. Note
how higher density of µqbS2 (equivalently, larger values of ρ) causes charges to concentrate near
the poles. Evaluating separation distance for the pictured configuration ωb gives δ(ωb) ≈
0.0777, covering radius ηb ≈ 0.1681. The mesh ratio of ωb is therefore: γ(ωb,S2) ≈ 2.163.
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Figure 4. Two views of an approximation of 500-point (2, 2, q2)-energy
minimizer ωb from Example 3.2.
Figure 5. An approximation of 500-point (8, 2, qc)-energy minimizer ωc
from Example 3.3. The red dot marks position (4, 0, 0)T , where the re-
pelling external field qc is centered.
Example 3.3. In this example the underlying set A is a 2-dimensional torus with inner
radius ri = 2, outer radius ro = 4, centered at the origin. In particular, the point (4, 0, 0)
lies on the outer side of its surface. Consider the problem of minimizing (8, 2, qc)-energy with
the external field
qc(x) := ‖x− (4, 0, 0)T ‖−2.
A resulting approximation of 500-point minimizer ωc is shown in Figure 5. Separation
distance for this collection is δ(ωc) ≈ 0.125339.
Example 3.4. Let us now consider an example of repelling field on the sphere S2 ⊂ R3.
Namely, we will minimize the (4, 2, qd)-energy, where
qd := 10
−3
(∥∥x− (1, 0, 0)T∥∥−4 + ∥∥x− (0.5691, 0.8223, 0)T∥∥−4) .
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Figure 6. Two views of an approximation of 1000-point energy minimizer
from Example 3.4. The support of µqdS2 is highlighted as are the positions of
the fixed “repelling charges” that create the external field qd.
The second repelling charge is a randomly selected point in the first quadrant of Oxy plane;
factor 10−3 is used merely for convenience purposes.
An approximate 1000-point minimizer ωd is shown in Figure 6. The shaded region marks
the support of µqdS2 , obtained using formulas (2.1) with C4,2 ≈ 5.7834 computed by the
formula for its conjectured value (1.14). In other words, the shaded set is {x : qd(x) ≤
L1(qd,S2)} ≈ {x : qd(x) ≤ 0.127} (thus the complement of the support in the sphere
consists of two circular-like regions). The separation distance of the pictured configuration
is δ(ωd) ≈ 0.1015.
Figure 7. Left, empirical density dµemp of ωe, an approximate 500-point
(4, 1, qe(x))-energy minimizer from Example 3.5 (red) overlaid with the
graph of dµqe[0,2] (blue); right, ωe and the graph of external field qe.
Example 3.5. Finally, consider a 1-dimensional example. We will minimize the (4, 1, qe)-
energy on the interval [0, 2], where
qe(x) := (x− 1.6)4 + 40(x− 0.2)4(x− 1.6)2.
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Substituting values of s, d, Cs,d (the latter using formula (1.13)) into (2.1) gives that the
weak∗ limit of minimizers is the measure with density
dµqe[0,2] ≈
(
5.9574− qe(·)
10.8232
)1/4
+
dH1.
Figure 7 shows graphs of empirical density computed for ωe and dµ
qe
[0,2], as well as the graph
of qe. Separation distance of the pictured configuration is δ(ωe) ≈ 0.0051.
4. Proofs
For s ≥ d, we denote by Rds the collection of all compact d-rectifiable sets A ⊂ Rp with
Hd(A) > 0 and, in the case s = d, additionally require A to be a subset of a d-dimensional
C1-manifold in Rp. For A ∈ Rds and a suitable external field q, the values of L1 and S(q, A)
are defined by (2.1) and (2.2), respectively. For real sequences {ζN}∞1 , {ξN}∞1 we shall use
the notation ζN ∼ ξN , N →∞ to mean ζN/ξN → 1, N →∞.
Observe that in the formula (1.1) the scaling factor τs,d(N) depends on N , the number
of elements in ωN . We will occasionally need to evaluate the (s, d, q)-energy of a discrete
ω ⊂ A with #ω 6= N and the scaling factor τs,d(N), that is, the value of
(4.1) Eqs,d(ω,N) := E
0
s,d(ω) +
τs,d(N)
N
∑
x∈ω
q(x), s ≥ d.
Throughout this section N stands for the set of positive integers. For s ≥ d we also define
gq
s,d
(A) := lim inf
N→∞
Eqs,d(A,N)
τs,d(N)
, gqs,d(A) := lim sup
N→∞
Eqs,d(A,N)
τs,d(N)
,
and if the limits coincide, the common value is denoted by
gqs,d(A) = g
q
s,d
(A) = gqs,d(A).
Remark 4.1. Note that for s ≥ d both the lower and upper asymptotic limits are finite
if q is finite-valued on a set of positive measure. Indeed, then there exists an L∗ such that
HAd ({x ∈ A : q(x) ≤ L∗}) > 0, so the fact that gqs,d(A) and g
q
s,d(A) are finite follows from
Theorem A and a simple observation: for any two functions q1, q2 satisfying the hypotheses
of Theorem 2.1, the inequality q1(x) ≤ q2(x), ∀x ∈ A, implies Eq1s,d(A,N) ≤ Eq2s,d(A,N). It
suffices to put q1 := q, q2(x) ≡ L∗ and restrict the minimization problem to {x ∈ A : q(x) ≤
L∗}.
Remark 4.2. If q is finite valued on a set of positive measure, then the constant L1 in (2.1)
is finite:
L1 ≤ Cs,d
(HAd ({x ∈ A : q(x) < L∗}))−s/d (1 + s/d) + L∗,
where L∗ is as in Remark 4.1.
Remark 4.3. We will use in many computations that if a sequence {aN}N∈N with aN > 0
satisfies limN3N→∞ aN/N = α ≥ 0, then
(4.2) lim
N→∞
N∈N
τs,d (aN )
τs,d(N)
= α1+s/d.
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4.1. Proofs of the main theorems. We first establish a few lemmas that will be used in
the proof of Theorem 2.1.
Lemma 4.4. Let u, v > 0 and q0, q1 be real. Then the function
(4.3) F (t) := tq0 + (1− t)q1 + ut1+s/d + v(1− t)1+s/d, s ≥ d,
has a unique minimum on [0, 1]. If there is some t∗ in (0, 1) that satisfies
(4.4)
q1 − q0
1 + s/d
= ut
s/d
∗ − v(1− t∗)s/d,
then the minimum occurs at t∗. Otherwise, the minimum occurs at t∗ ∈ {0, 1} such that
q1−t∗ = min{q0, q1}.
Proof. As F is strictly convex on [0, 1], it has a unique minimum in this interval. Differen-
tiating yields F ′(t) = q0−q1 +(1+s/d)(uts/d−v(1− t)s/d). If there is a t∗ ∈ (0, 1) satisfying
(4.4), then F ′(t∗) = 0 and the minimum of F occurs at the value t∗. Otherwise, F is strictly
monotone in [0, 1], and the minimium must occur at an endpoint. In fact, the minimum is
at t∗ ∈ {0, 1} such that q1−t∗ = min{q0, q1}. 
Lemma 4.5. Let λ be a finite Radon measure on the set A ⊂ Rp and q : A → R be
measurable with respect to λ. Then for every  > 0 and λ-a.e. point x ∈ Rp there exists a
positive number R = R(x, ) such that
(4.5)
λ [{z ∈ A ∩B(x, r) : |q(z)− q(x)| < }]
λ[B(x, r)]
> 1− 
for all r < R.
Proof. Consider the following partition of set A:
(4.6) A =
∞⋃
m=1
{(m− 1) ≤ q(x) < m} =:
∞⋃
m=1
Am.
By the Lebesgue-Besicovitch differentiation theorem (cf. [13, 1.7.1] or [21, Corollary 2.14])
(or Lebesgue’s density theorem in this case), for λ-a.e. point x ∈ Am, m = 1, 2, . . . ,
(4.7) lim
r↓0
λ[Am ∩B(x, r)]
λ[B(x, r)]
= 1.
Therefore, (4.7) holds for λ-a.e. point x ∈ A. In particular, fix such a point x ∈ Am. Because
(Am ∩ B(x, r)) ⊂ {z ∈ B(x, r) : |q(z) − q(x)| < }, equation (4.7) implies (4.5) for small
enough R. 
Lemma 4.6. Let A ⊂ Rp satisfy A = ∪Mm=1Am, where Am are sets from the class Rds. Let
also the function q be defined and lower semi-continuous on A. Assume that a sequence of
configurations ωn ⊂ A, n ∈ N , is such that
(1) ωn =
⋃M
m=1 ω
m
n and ω
m
n ⊂ Am;
(2) ωkn ∩ ωln = ∅ if k 6= l;
(3) limN3n→∞#ωmn /n = αm, 1 ≤ m ≤M.
Then
(4.8) lim inf
N3n→∞
Eqs,d(ωn, n)
τs,d(n)
≥
M∑
m=1
α1+s/dm
Cs,d
Hd(Am)s/d +
M∑
m=1
αm min
x∈Am
q(x).
14 D. P. HARDIN, E. B. SAFF, AND O. V. VLASIUK
Proof. Observe that the minima on the right hand side of (4.8) are attained due to the
lower semi-continuity of q. For the left hand side of (4.8) there holds
lim inf
N3n→∞
Eqs,d(ωn, n)
τs,d(n)
= lim inf
N3n→∞
1
τs,d(n)
 ∑
x6=y
x,y∈ωn
|x− y|−s + τs,d(n)
n
∑
x∈ωn
q(x)

≥ lim inf
N3n→∞
1
τs,d(n)
M∑
m=1
∑
x 6=y
x,y∈ωmn
|x− y|−s + lim inf
n→∞
1
n
M∑
m=1
∑
x∈ωmn
q(x)
≥ lim inf
N3n→∞
M∑
m=1
τs,d(#ω
m
n )
τs,d(n)
E0s,d(ω
m
n )
τs,d(#ωmn )
+ lim inf
n→∞
M∑
m=1
#ωmn
n
min
x∈Am
q(x)
≥
M∑
m=1
α1+s/dm
Cs,d
Hd(Am)s/d +
M∑
m=1
αm min
x∈Am
q(x),
where for the last inequality we used (4.2) and Theorem A. 
Remark 4.7. Observe that the only assertion about #ωn we make is (3).
Corollary 4.8. Let the assumptions of Lemma 4.6 be satisfied and suppose qm, 1 ≤ m ≤M ,
are numbers such that the closure of Zm := {x ∈ Am : q(x) < qm} has Hd-measure zero.
Then
(4.9) lim inf
N3n→∞
Eqs,d(ωn, n)
τs,d(n)
≥
M∑
m=1
α1+s/dm
Cs,d
Hd(Am)s/d +
M∑
m=1
αmqm.
Proof. Let N ′ ⊂ N be such that
lim inf
N3n→∞
Eqs,d(ωn, n)
τs,d(n)
= lim
N ′3n→∞
Eqs,d(ωn, n)
τs,d(n)
.
Then
lim
N ′3n→∞
Eqs,d(ωn, n)
τs,d(n)
≥
M∑
m=1
α1+s/dm
Cs,d
Hd(Am)s/d + limN ′3n→∞
1
n
M∑
m=1
∑
x∈ωmn
q(x)
≥
M∑
m=1
α1+s/dm
Cs,d
Hd(Am)s/d + limN ′3n→∞
1
n
(
M∑
m=1
#(ωmn ∩ (A \ Zm))
n
)
=
M∑
m=1
α1+s/dm
Cs,d
Hd(Am)s/d +
M∑
m=1
αmqm.

Lemma 4.9. Let the set A be such that the assumptions of Theorem 2.1 hold. Assume that
a sequence of N -point configurations {ωN}N≥2 in A satisfies
(4.10) lim sup
N→∞
N∈N
Eqs,d(ωN )
τs,d(N)
< +∞
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and
(4.11)
1
N
∑
x∈ωN
δx
∗−→ dµ, N 3 N →∞,
for some Borel probability measure µ on A. Then µ is HAd -absolutely continuous.
Proof. Indeed, otherwise let E ⊂ A be a Borel set such that Hd(E) = 0 and µ(E) > 0.
Since µ is inner regular as a Borel measure on a Radon space, [14, 434K(b)], without loss of
generality E is closed. For an  > 0 pick r > 0 such that Er := {x ∈ A : dist(x,E) ≤ r}
satisfies Hd(Er) < ; observe that Er is closed. By the definition of weak∗ convergence and
Urysohn’s lemma, limN3N→∞ 1N#{x ∈ ωN : x ∈ Er} ≥ µ(E) (consider a positive continuous
function equal 1 on E and supported on Er). Then according to Theorem A and the limit
(4.2),
lim inf
N→∞
N∈N
E0s,d(ωN ∩ Er, N)
τs,d(N)
= lim inf
N→∞
N∈N
E0s,d(ωN ∩ Er, N)
τs,d(#(ωN ∩ Er))
τs,d(#(ωN ∩ Er))
τs,d(N)
≥ Cs,dHd(Er)s/dµ(E)
1+s/d ≥ Cs,d
s/d
µ(E)1+s/d.
As  was arbitrary, this contradicts (4.10). Thus µ must be HAd -absolutely continuous. 
Lemma 4.10. Let the assumptions of Theorem 2.1 be satisfied. Let also the sequence of
N -point configurations {ωN}N∈N be such that
(4.12) lim
N→∞
N∈N
Eqs,d(ωN )
τs,d(N)
= gq
s,d
(A)
and
(4.13)
1
N
∑
x∈ωN
δx
∗−→ dµ, N 3 N →∞.
Assume that {Bm}Mm=1, M ≥ 1, is a collection of closed pairwise disjoint balls such that
HAd (Bm) > 0, HAd (∂Bm) = 0 and HAd ({z ∈ Bm : q(z) ≤ qm}) ≥ (1 − δ)HAd (Bm), m =
1, . . . ,M, for some positive δ < 1.
Then
(4.14) lim
N→∞
N∈N
Eqs,d(ωN ∩ (∪mBm) , N)
τs,d(N)
≤ min
{
M∑
m=1
Cs,d α
1+s/d
m
((1− δ)HAd (Bm))s/d
+ qmαm
}
,
where the minimum is taken over αm ≥ 0 such that
∑
αm =
∑
µ(Bm).
In particular, there exists a sequence {ω0N}N∈N for which (4.14) is an equality with ω0N
in place of ωN .
Proof. Fix an  > 0 satisfying  < 1 − δ. Consider the set {z ∈ Bm : q(z) ≤ qm}, m =
1, . . . ,M . By the inner regularity of measureHAd , it has a closed subsetB′m contained in a ball
concentric with Bi of smaller radius, for which HAd (B′m) > (1−δ−)HAd (Bm). Let a sequence
of N -point configurations {ω0N}N∈N in A be such that ω0N ∩(A\∪mBm) = ωN ∩(A\∪mBm),
and such that for 1 ≤ m ≤M , the collection ω0N ∩Bm is a minimizer of the (s, d, 0)-energy
in B′m (in particular, is contained in it).
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Equation (4.12) and Lemma 4.9 imply that µ(∂Bm) = 0, 1 ≤ m ≤ M . Hence the weak∗
convergence in (4.13) implies lim #{x ∈ ωN : x ∈ Bm}/N → µ(Bm) when N 3 N →∞, [3,
Theorem 2.1].
We will further assume that the following limits exist αm := limN3N→∞#(ω0N ∩Bm)/N ,
1 ≤ m ≤ M . The assumptions on #(ω0N ∩ Bm) mean that
∑
m αm =
∑
m µ(Bm). Finally,
we observe that by the construction of the sets B′m, there exists a positive r such that
dist(∪mB′m, A \ ∪mBm) ≥ r. Recall that
(4.15)
Eqs,d(ω
0
N , N) = E
q
s,d
(
ω0N ∩ (∪mBm), N
)
+ Eqs,d
(
ω0N ∩ (A \ ∪mBm), N
)
+
∑
x,y∈ω0N ,
x∈∪mBm,
y∈A\∪mBm
|x− y|−s.
Because ω0N ∩ ∪mBm = ω0N ∩ ∪mB′m and because of the lower bound r for the distance
between ∪mB′m and A \ ∪mBm, every term in the last sum is at most r−s.
Using the previous equation and the definition of gq
s,d
(A), we have:
(4.16)
0 ≤ lim
N→∞
N∈N
Eqs,d(ω
0
N , N)
τs,d(N)
− gq
s,d
(A) = lim
N→∞
N∈N
(
Eqs,d(ω
0
N )
τs,d(N)
− E
q
s,d(ωN )
τs,d(N)
)
≤ lim
N→∞
N∈N
Eqs,d(ω
0
N ∩ (∪mBm) , N)
τs,d(N)
− lim
N→∞
N∈N
Eqs,d(ωN ∩ (∪mBm) , N)
τs,d(N)
+ lim
N→∞
N∈N
N2
τs,d(N)
r−s.
Since limN→∞
N∈N
N2r−s/τs,d(N) = 0, there holds
(4.17) lim
N→∞
N∈N
Eqs,d(ωN ∩ (∪mBm) , N)
τs,d(N)
≤ lim
N→∞
N∈N
Eqs,d(ω
0
N ∩ (∪mBm) , N)
τs,d(N)
.
From equation (4.12) and Lemma 4.9 follows that µ(∂Bm) = 0, 1 ≤ m ≤ M . Hence
the weak∗ convergence in (4.13) implies lim #{x ∈ ωN : x ∈ Bm}/N → µ(Bm) when
N 3 N → ∞, [3, Theorem 2.1]. The construction of the sequence {ω0N}N∈N and the limit
(4.2) therefore imply
(4.18) lim
N→∞
N∈N
Eqs,d(ω
0
N ∩ (∪mBm) , N)
τs,d(N)
≤
M∑
m=1
(
Cs,d α
1+s/d
m
((1− δ − )HAd (Bm))s/d
+ qmαm
)
.
We have so far only imposed the conditions that α1, . . . , αM are nonnegative and sum to∑
m µ(Bm). Taking → 0+ and minimizing over such αm in (4.18) gives (4.14). 
We first prove Theorem 2.1 for the case that q is a suitable simple function. The general
case then follows by approximating an arbitrary lower semi-continuous q with such functions.
Lemma 4.11. Let A ⊂ Rp be a set from Rds, and Bm, 1 ≤ m ≤ M , be a collection of
pairwise disjoint closed balls such that HAd (Bm) > 0 and HAd (A ∩ ∂Bm) = 0, 1 ≤ m ≤ M .
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Assume also q is a lower semi-continuous function and for D := A \ ∪mBm,
(4.19) q(x) =
{
q0, HAd -a.e. x ∈ D,
qm, HAd -a.e. x ∈ Bm, 1 ≤ m ≤M,
for positive qm, 0 ≤ m ≤M .
Then equation (2.2) holds for the set A and function q.
Proof. For convenience, let A0 := D, Am := Bm, 1 ≤ m ≤ M , in this proof. We will first
verify that for some positive {αˆm}Mm=0 that add up to one,
(4.20) lim
N→∞
Eqs,d(A,N)
τs,d(N)
=
M∑
m=0
(
Cs,d αˆ
1+s/d
m
HAd (Am)s/d
+ qmαˆm
)
,
where the values of αˆm, 0 ≤ m ≤M are such that
(4.21) (αˆ0, . . . , αˆM ) := arg min
αm≥0,∑
αm=1
M∑
m=0
(
Cs,d α
1+s/d
m
HAd (Am)s/d
+ qmαm
)
.
(i). Due to the weak∗ compactness of the set A, Corollary 4.8 implies
(4.22) g
q
s,d
(A) ≥ min
αm≥0,∑
αm=1
M∑
m=0
(
Cs,d α
1+s/d
m
HAd (Am)s/d
+ qmαm
)
.
Let a closed D′ ⊂ D satisfy q(x) ≡ q0, x ∈ D′ and HAd (D′) > (1 − )HAd (D). By the
same argument as in the proof of Lemma 4.10, for a fixed  > 0 we construct a sequence
of N -element sets {ω0N}N∈N such that the subsets ω0N ∩D and ω0N ∩ Bm, 1 ≤ m ≤ M are
(s, d, 0)-energy minimizing in D′ and B′m respectively. Recall that B
′
m are closed subsets of
A∩Bm satisfying HAd (B′m) > (1−)HAd (Bm) and dist(∪mB′m, D) > 0. As in Lemma 4.10, we
construct {ω0N}N≥1 so that the following limits exist and are finite α0 := limN3N→∞#(ω0N ∩
D′)/N and αm := limN3N→∞#(ω0N∩Bm)/N , 1 ≤ m ≤M . Since Eqs,d(A,N) ≤ Eqs,d(ω0N , N),
equation (4.15) implies
(4.23) gqs,d(A) ≤ limN→∞
Eqs,d(ω
0
N , N)
τs,d(N)
=
M∑
m=0
(
Cs,d α
1+s/d
m
((1− )HAd (Am))s/d
+ qmαm
)
.
This gives (4.20) after taking → 0+.
(ii). Fix an Am with strictly positive αˆm, say, A0 and assume q0 ≤ qm for definiteness.
Pick any of the remaining sets Ak, 1 ≤ k ≤ M and denote β = β(k) := α0 + αk. Consider
the terms on the right hand side of (4.21) that contain either α0 or αk:
(4.24) F¯ (α1, αk) :=
∑
m=0,k
(
Cs,d α
1+s/d
m
HAd (Am)s/d
+ qmαm
)
.
Now choose the coefficients of the function F (t) in Lemma 4.4 so that
(4.25) F (t) = t1+s/d
Cs,d
HAd (A0)s/d
+ t
q0
βs/d
+ (1− t)1+s/d Cs,dHAd (Ak)s/d
+ (1− t) qk
βs/d
,
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then β1+s/dF (α0/β) = F¯ (α0, αk). Because of (4.21), it must be that αˆ0/β is the value
tˆ ∈ (0, 1] for which the minimum of F (t) is attained. According to Lemma 4.4, either tˆ = 1,
or
(4.26)
qk − q0
Cs,d(1 + s/d)
=
(
αˆ0
HAd (A0)
)s/d
−
(
αˆk
HAd (Ak)
)s/d
.
Equation (4.26) thus applies to any pair of sets in A0, . . . , AM provided both the correspond-
ing αˆm’s is positive. Also, if αˆk > 0, then qk < ql for every l such that αˆl = 0. To summarize,
for some L1 there holds
(4.27)
(
αˆm
HAd (Am)
)s/d
=
(
L1 − qm
Cs,d(1 + s/d)
)
+
, 0 ≤ m ≤M.
It follows from
∑
m αˆm = 1 that the first of equations (2.1) is satisfied for this L1.
Finally, we can evaluate the right hand side of (4.20):
lim
N→∞
Eqs,d(A,N)
τs,d(N)
=
M∑
m=0
(
αˆm
(
L1 − qm
1 + s/d
)
+
+ qmαˆm
)
=
M∑
m=0
αˆm
L1 + sqm/d
1 + s/d
,
where in the last equality we used αˆm = 0 ⇐⇒ (L1− qm)+ = 0. This implies (2.2) because
from (4.27), αˆ0 = µ
q
A(D) and αˆm = µ
q
A(Am), 1 ≤ m ≤M , for the µqA defined in (2.1). 
Proof of Theorem 2.1. Note that as q is lower semi-continuous on the compact set A, it
is bounded below there, so we may assume without loss of generality q is positive.
(i). Let A ∈ Rds and let 0 ≤ q < C for a positive constant C. We will further use that
the restriction HAd is a Radon measure on Rp. Namely, [21, Theorem 7.5] implies it is locally
finite because A is the Lipschitz image of a compact set in Rd. It is also Borel regular as a
restriction of Hausdorff measure, see [21, Theorem 4.2]. Then by [21, Corollary 1.11], HAd is
a Radon measure.
Fix from now on a number 0 <  < 1/4. Apply Lemma 4.5 to the measure HAd and
function q, denote the set of x ∈ A for which there exists an R(x, ) as described in the
Lemma by A′, and consider covering of A′ by the collection of closed balls {B(x, r) : x ∈
A′, 0 < r < R(x, )}. Choose for each x ∈ A′ a sequence of radii rx,k → 0, k →∞, k ∈ N,
for which
(4.28)
HAd [{z ∈ B(x, rx,k) : |q(z)− q(x)| < }]
HAd [B(x, rx,k)]
> 1− 
and also y ∈ A ∩ B(x, rx,k) =⇒ q(y) > q(x) − . The latter is possible due to the lower
semicontinuity of q.
Let {B(x, rx,k)} be a Vitali cover of A′, so one can apply the version of Vitali’s covering
theorem for Radon measures [21, Theorem 2.8] to produce a (at most) countable subcollection
of pairwise disjoint {Bj := B(xj , rj) : j ≥ 1} for which Hd (A′ \ ∪j≥1 Bj) = 0. Using
Hd(A) < ∞, {Bj}j≥1 can be chosen so that Hd(A ∩ ∂Bj) = 0, j = 1, 2, . . . (there are
uncountable many options for the value of rj , at most countably many of them positive).
Since Hd(A \ A′) = 0, we can fix a J ∈ N such that Hd
(
A \ ∪Jj=1Bj
)
< . Let D :=
A \ ∪ Jj=1Bj . As HAd (∂Bj) = 0, 1 ≤ j ≤ J , there holds HAd (D) < .
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Define the two simple functions q, q to be constant on each Bj , 1 ≤ j ≤ J :
q(x) :=
{
q(xj) + , x ∈ Bj ,
C, x ∈ D \⋃j Bj .
q

(x) :=
{
max(0, q(xj)− ), x ∈ Bj \D,
0, x ∈ D.
(4.29)
Such q

, q are lower semi-continuous on A. Lemma 4.11 gives equation (2.2) applied to q
and q on A. Let B
′
j := {z ∈ A ∩Bj : |q(z)− q(xj)| < }. Then,
(4.30) q(xj)−  ≤ q(x) ≤ q(x) ≤ q(X) = q(xj), x ∈ B′j .
In view of (4.28) for B′j and HAd (D) < , (4.30) implies that both q and q converge HAd -a.e.
to q as  → 0+. Since both are bounded by C + 1, the dominated convergence theorem is
applicable, and
(4.31) lim
→0
S(q

, A) = lim
→0
S(q, A) = S(q, A).
We now estimate limN→∞ Eqs,d(A,N)/τs,d(N) in terms of limN→∞ E
q

s,d(A,N)/τs,d(N) and
limN→∞ Eqs,d(A,N)/τs,d(N). Firstly, by construction q(x) ≥ q(x), x ∈ A, which gives
(4.32) Eqs,d(A,N) ≥ E
q

s,d(A,N).
On the other hand,
(4.33) Eqs,d(A,N) ≤ Eqs,d(D ∪
⋃
j
B′j , N) ≤ Eqs,d(D ∪
⋃
j
B′j , N) ≤
τs,d(N)
(1− )s/dS(q, A),
where the last inequality follows from (4.28) and (4.20). This proves (2.2).
(ii). It remains to prove equation (2.4) for a sequence {ωN}N≥2 satisfying (2.3). Since
the probability measures on A are weak∗ compact, one can pick a subsequence {ωˆN}N∈N ⊂
{ωN}N≥2 for which the corresponding normalized counting measures have a weak∗ limit:
1
N
∑
x∈ωˆN
δx
∗−→ µ, N 3 N →∞.
Then µ is HAd -absolutely continuous by the Lemma 4.9. Set ρ(x) := dµdHAd (x).
Since the integral
∫
A
ρdHAd = 1 is finite, at HAd -a.e. point x of A there holds
(4.34) lim
r→0
1
HAd (B(x, r))
∫
B(x,r)
ρdHAd = ρ(x).
Fix two distinct points x1, x2 for which both (4.5) for measure HAd and (4.34) hold. Then
for an arbitrary fixed 0 <  < min(1/2, ρ(x1), ρ(x2), q(x1), q(x2)) there exist closed disjoint
balls B1 := B(x1, r1), B2 := B(x2, r2) centered around x1, x2 such that equations
HAd [{z ∈ A ∩Bm : |q(z)− q(xm)| < }]
HAd [Bm]
> 1− , m = 1, 2,(4.35) ∫
Bm
|ρ(z)− ρ(xm)| dHAd (z) < HAd (Bm), m = 1, 2,(4.36)
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hold for all closed balls concentric with Bm of radius at most rm. Without loss of generality
we will also require HAd (∂B1) = HAd (∂B2) = 0 and that q(x) ≥ q(xm)− for all x ∈ Bm, m =
1, 2 (which can be assumed by lower semi-continuity). Let qm := q(xm), m = 1, 2; let also
q1 ≤ q2.
Due to µ being absolutely continuous with respect to HAd , the assumption HAd (∂Bm) =
0, m = 1, 2, and the limit (4.2), Lemma 4.6 implies
(4.37) lim
N→∞
N∈N
Eqs,d(ωˆN ∩ (B1 ∪B2), N)
τs,d(N)
≥
∑
m=1,2
(
Cs,d µ(Bm)
1+s/d
HAd (Bm)s/d
+ µ(Bm)(qm − )
)
.
On the other hand, from Lemma 4.10:
(4.38) lim
N→∞
N∈N
Eqs,d(ωˆN ∩ (B1 ∪B2), N)
τs,d(N)
≤ min
{ ∑
m=1,2
Cs,d α
1+s/d
m
((1− )HAd (Bm))s/d
+ (qm + )αm
}
with minimum taken over positive α1, α2 satisfying α1 + α2 = µ(B1) + µ(B2). If we denote
(4.39)
(αˆ1, αˆ2) := arg min
{ ∑
m=1,2
(
Cs,d α
1+s/d
m
((1− )HAd (Bm))s/d
+ (qm + )αm
)
: α1 + α2 = µ(B1) + µ(B2)
}
,
and argue as in the proof of Lemma 4.11, we obtain, similarly to (4.26), that (αˆ1, αˆ2) satisfy
(4.40)
q2 − q1
Cs,d(1 + s/d)
=
(
αˆ1
(1− )HAd (B1)
)s/d
−
(
αˆ2
(1− )HAd (B2)
)s/d
.
Inequalities (4.37)–(4.38) and the definition of (αˆ1, αˆ2) give:
(4.41)
∑
m=1,2
(
Cs,d µ(Bm)
1+s/d
HAd (Bm)s/d
+ µ(Bm)(qm − )
)
≤
∑
m=1,2
(
Cs,d αˆ
1+s/d
m
((1− )HAd (Bm))s/d
+ αˆm(qm + )
)
≤
∑
m=1,2
(
Cs,d µ(Bm)
1+s/d
((1− )HAd (Bm))s/d
+ µ(Bm)(qm + )
)
.
Observe that if in the above construction we fix the ball B1 and allow r2 → 0, the first
term on the right hand side of (4.40) is bounded, so the ratio αˆ2/HAd (B2) is bounded as well,
say, αˆ2/HAd (B2) ≤ R2†. Let also r2 be such that HAd (B2)/HAd (B1) <  and αˆ2/HAd (B1) < .
Due to equation (4.36), there holds |µ(Bm)/HAd (Bm)−ρ(xm)| < , m = 1, 2. Dividing (4.41)
†due to the assumptions q1 ≤ q2 and HAd (B2)/HAd (B1) < , the equality αˆ1 + αˆ2 = µ(B1) + µ(B2), and
equations (4.36) and (4.40), one can take R2 = ρ(x1) + ρ(x2) + 2 as a rough estimate.
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through by HAd (B1) for such a choice of r2 gives:
(4.42)
Cs,d(ρ(x1)− )1+s/d + (ρ(x1)− )(q1 − )
≤ Cs,d
(1− )s/d
(
αˆ1
HAd (B1)
)1+s/d
+
(
αˆ1
HAd (B1)
)
(q1 + )
+
(
αˆ2
HAd (B1)
)
Cs,d
(1− )s/d
(
αˆ2
HAd (B2)
)s/d
+
(
αˆ2
HAd (B1)
)
(q2 + )
≤ Cs,d
(1− )s/d (ρ(x1) + )
1+s/d + (ρ(x1) + )(q1 + )
+ 
(
Cs,d
(1− )s/d (ρ(x2) + )
1+s/d + (ρ(x2) + )(q2 + )
)
,
Finally, because  > 0 was arbitrary and the function Cs,dt
1+s/d+q(x1)t, t ≥ 0 is monotone,
inequalities (4.42) yield by the above discussion
(4.43) ρ(x1) = lim
r1→0
αˆ1
HAd (B1)
.
We could similarly fix the ball B2 first and ensure HAd (B1)/HAd (B2) < , taking r2 → 0
afterwards, thus also
(4.44) ρ(x2) = lim
r2→0
αˆ2
HAd (B2)
.
In conjunction with (4.40) the last two equations give
(4.45)
q2 − q1
Cs,d(1 + s/d)
= ρ(x1)
s/d − ρ(x2)s/d
for HAd ×HAd -a.e. pair (x1, x2) ∈ A×A. Due to the normalization property
∫
A
ρ(x) dHAd = 1
and the definition of L1 in (2.1),
(4.46) ρ(x) =
(
L1 − q(x)
Cs,d(1 + s/d)
)d/s
+
HAd -a.e.
which coincides with the density in formula (2.4).
(iii). Finally, we turn to the case when the function q need not be bounded above.
Consider
qC(x) :=
{
q(x), q(x) ≤ C,
C, otherwise.
Recall that A(C) = {x ∈ A : q(x) ≤ C} is a d-rectifiable set as a closed subset of A. The
Theorem 2.1 is therefore applicable to each function qC if seen as defined on A(C). By
Remark 4.2, the value of L1 is finite. For all C ≥ L1,
(4.47) supp(µ
qC
A ) ∩ {x : q(x) > C} = ∅.
Inequality qC(x) ≤ q(x) for all x ∈ A implies
EqCs,d(A,N) ≤ Eqs,d(A,N), N ≥ 2,
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so S(qC, A) ≤ gqs,d(A). On the other hand, due to set inclusion,
gq
s,d
(A) ≤ gqs,d(A) ≤ gqs,d(A(C)) = S(qC, A(C)) = S(qC, A),
where the last two equalities follow from Theorem 2.1 applied to the function qC and sets
A(C) and A respectively, and equation (4.47). To summarize, gq
s,d
(A) = gqs,d(A) = S(q, A).
Let now {ωN}N≥2 be a sequence satisfying (2.3). Fix a C > L1. Because qC(x) ≤ q(x)
for all x ∈ A and S(q, A) = S(qC, A), the sequence {ωN}N≥2 is also asymptotically (s, d, qC)-
energy minimizing. Then by Theorem 2.1 this sequence converges weak∗ to dµqCA , and it
remains to observe that for C > L1 it holds dµ
qC
A = dµ
q
A, where the two measures are
defined in equation (2.1). 
Proof of Theorem 2.3. The desired result is an immediate application of Theorem 2.1
since using equation (2.1) for the external field from (2.5) gives L1 = 0, so the asymptotic
distribution is indeed (2.6). 
Proof of Proposition 2.5. We have
q′(x) = (1 + ∆)q(x).
According to (2.1), the equation
(4.48)
∫ (
l − q′(x)
Ms,d
)d/s
+
dHAd (x) = 1
for variable l has the unique solution l = L′1. Using (2.5), it can be rewritten as
(4.49)
∫ (
ρs/d +
∆ρs/d + l
Ms,d
)d/s
+
dHAd (x) = 1,
which, in view of
∫
A
ρdHAd = 1 and monotonicity of the function (·)+, shows that the solution
of (4.48) satisfies |l| ≤ |∆| ‖ρ‖s/d∞ , that is,
|L′1| ≤ |∆| ‖ρ‖s/d∞ .
We will therefore write L′1 = κ∆ with |κ| ≤ ‖ρ‖s/d∞ .
Let us now estimate the difference between densities ρ′ = dµq
′
A/ dHAd and ρ = dµqA/ dHAd
in terms of ∆. Factor out ρs/d from the parentheses in (4.49) and observe that for ∆ <
Ms,d/
(
1 + (‖ρ‖∞δ−1)s/d
)
the expression inside is nonnegative, which allows to expand it up
to o(∆):
ρ′ = ρ
(
1 +
∆(1 + κ/ρs/d)
Ms,d
)d/s
= ρ+ ∆
d(1 + κ/ρs/d)
sMs,d
+ o(∆), ∆→ 0.

4.2. Proofs of separation and covering properties. To obtain point separation results
we use techniques of [18], [5].
Proof of Lemma 2.8. Fix an x ∈ ωˆN . Because the minimal value of energy Eqs,d(ωN ) is
attained for ωˆN , one must have
(4.50) U(x, ωˆN ) ≤ U(z, ωˆN ), z ∈ A,
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where U(·, ωˆN ) is defined in (2.9). According to Frostman’s lemma, [21, Theorem 8.8], for
the set A there exists a positive Borel measure λ satisfying λ(A) > 0 and such that for all
x ∈ Rp and R > 0,
(4.51) λ
(
B(x,R) ∩A) ≤ Rd.
By continuity of measure λ from below there exists a positive constantH for which λ[A(H)] ≥
2λ(A)/3; this constant then depends on A and q, H = H(A, q). Observe that when q is
bounded from above, H can be chosen equal to its upper bound. Let r0 := (λ(A)/3N)
1/d.
Consider the set
Dx := A(H) \
⋃
y∈ωˆN :
y 6=x
B(y, r0).
From (4.51):
λ(Dx) ≥ 2λ(A)/3−
∑
y∈ωˆN :
y 6=x
λ (A ∩B(y, r0)) ≥ λ(A)/3.
Averaging U(z, ωˆN ) on Dx and taking into account (4.50) yields
U(x, ωˆN ) ≤λ(Dx)−1
∫
Dx
U(z, ωˆN )dλ(z)
≤ 3
λ(A)
 ∑
y∈ωˆN :
y 6=x
∫
A\B(y,r0)
|z − y|−s dλ(z) + τs,d(N)
N
∫
A
q(z) dλ(z)
 .(4.52)
Denote R0 := diamA. For the integrals in the sum (4.52), use (4.51) again :
(4.53)
I(y, r) :=
∫
A\B(y,r)
|z − y|−s dλ(z) =
r−s∫
0
λ
{
z ∈ A \B(y, r) : |z − y|−s > t} dt
≤λ(A)R−s0 +
r−s∫
R−s0
λ
[
A ∩B(y, t−1/s)
]
dt
≤
{
rd−s s/(s− d), s > d,
(1 + d log(R0/r)), s = d.
This estimate is independent of y. Using the definition of r0, in the case s > d:
U(x, ωˆN ) ≤ 3
λ(A)
(
NI(y, r0) +N
s/d
∫
A
q(z) dλ(z)
)
≤ 3
λ(A)
(
Ns
rs−d0 (s− d)
+ λ(A)HNs/d
)
=
(
s
s− d
(
3
λ(A)
)s/d
+ 3H
)
Ns/d = C(A, s, d, q)Ns/d.
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Similarly, for s = d,
U(x, ωˆN ) ≤ 3
λ(A)
N(1 + d log(R0/r0)) + 3HN logN
≤C(A, d, q)N logN = C(A, d, q)N logN.
This proves the desired statement. 
Proof of Corollary 2.9. It is immediate from Lemma 2.8 and nonnegativity of q that
each x ∈ ωˆN satisfies x ∈ A(C(A, s, d, q)) with the constant taken from (2.10). 
Proof of Theorem 2.7. Let |x− y| = δ(ωˆN ), x, y ∈ ωˆN . From Lemma 2.8, for N ≥ 2,
δ(ωˆN )
−s = |x− y|−s ≤ U(x, ωˆN ) ≤ U(x, ωˆN ) ≤ C(A, s, d, q)
{
Ns/d s > d;
N logN s = d,
which implies the theorem. 
Similarly to the function (2.9), for an r > 0 and y ∈ A let
(4.54) Ur(x, ωN ) :=
∑
y∈ωN (x,r)
|y − x|−s,
where ωN (x, r) := {y ∈ ωN : y ∈ B(x, r)} for a fixed sequence of discrete configurations
{ωN}N≥2.
Lemma 4.12. Let s > d. Assume that A ⊂ Rp satisfies Hd(A) > 0, is compact and d-
regular with respect to λ. Let q ∈ L1(A, λ) be a nonnegative lower semi-continuous function
and {ωˆN}N≥2 be a sequence of (s, d, q)-energy minimizers. If for a point x ∈ A and some
r > 0,
(4.55) Ur(x, ωˆN ) ≥ CNs/d, N ≥ 2,
then
dist(x, ωˆN ) ≤ C˜(C,A, λ, s, d)N−1/d, N ≥ 2.
Proof. The proof follows the lines of [16]. By Theorem 2.7, there exists a C1 > 0 such that
δ(ωˆN ) ≥ C1/N1/d, N ≥ 2.
Considering a subsequence if necessary, one may assume dist(x, ωˆN ) ≥ C1/2N1/d, since
otherwise the statement of the Lemma follows immediately. Consider r0 := C1/N
1/d, 0 <
 < 1/2 and put By := A ∩ B(y, r0), y ∈ ωˆN (x, r) for every N ≥ 2. The collection {By}
defined in this way consists of disjoint sets. By construction, then for any z ∈ By,
|z − x| ≤ |z − y|+ |y − x| ≤ r0 + |y − x| ≤ (2+ 1)|y − x|, y ∈ ωˆ(x, r)
where we used that r0 ≤ 2dist(x, ωˆN ) ≤ 2|y − x|. As A is d-regular with respect to λ, we
obtain from the last equation
(4.56) |y − x|−s ≤ (2+ 1)
s
λ(By)
∫
By
|z − x|−s dλ(z) ≤ (2+ 1)
s
c0rd0
∫
By
|z − x|−s dλ(z).
Also, for z ∈ By:
|z − x| ≥ |y − x| − |z − y| ≥ (1− 2)|y − x| ≥ (1− 2)dist(x, ωˆN ) =: r,
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which implies ⋃
y∈ωˆ(x,r)
By ⊂ A \B(x, r).
We write c˜0 := (2+ 1)
s/c0. Summing equations (4.56) over y ∈ ωˆ(x, r) and using (4.53),
Ur(x, ωˆN ) =
∑
y∈ωˆN (x,r)
|y − x|−s ≤ c˜0
rd0
∑
y∈ωˆN (x,r)
∫
By
|z − x|−s dλ(z) ≤ c˜0
rd0
∫
A\B(x,r)
|z − x|−s dλ(z)
=
c˜0
rd0
I(x, r) ≤ rd−s C0
sc˜0
(s− d)rd0
= N [dist(x, ωˆN )]
d−sC0s (1 + 2)
s(1− 2)d−s
c0Cd1 (s− d) d
.
The RHS has the minimal value at  = d4s−2d < 1/2, if considered as function of . Summa-
rizing, we have
Ur(x, ωˆN ) ≤ Cˆ(A, λ, s, d)N [dist(x, ωˆN )]d−s.
Substitution of (4.55) gives
dist(x, ωˆN ) ≤
(
Cˆ(A, λ, s, d)N
Ur(x, ωˆN )
)1/(s−d)
≤
(
Cˆ(A, λ, s, d)N
CNs/d
)1/(s−d)
,
which ends the proof. 
Recall that we write ζN ∼ ξN , N →∞ if ζN/ξN → 1, N →∞.
Lemma 4.13. Let the assumptions of Theorem 2.10 hold. Then
(4.57) Ur(x, ωˆN ) ≥ C(A, h, s, d, q)Ns/d, N ≥ 2.
Proof. For a fixed ∆ > 0, choose small enough r > 0, so that z ∈ B(x, r) implies q(z) ≤
L1−h/2 and q(z) ≥ q(x)−∆ for all x ∈ A(L1−h). The choice of r thus depends on q, h,A,∆.
Note that by (2.1), x ∈ supp(µqA). Suppose also that r satisfies HAd (∂B(x, r)) = 0 (such
values of r are dense because Hd(A) < ∞). As above, ωˆN (x, r) = {y ∈ ωˆN : y ∈ B(x, r)}.
Using equation (2.11) and Theorem 2.1, we have:
(4.58)
µqA[B(x, r)] =
∫
B(x,r)
(
L1 − q(z)
Cs,d(1 + s/d)
)d/s
dHAd (z) ≥
≥
(
h
2Cs,d(1 + s/d)
)d/s
c0r
d =: c(h,A, s, d)rd.
For any N ≥ 2, if x ∈ ωˆN there is nothing to prove. Otherwise, as ωˆN is an optimal
configuration, from (4.50) for every y ∈ ωˆN (x, r)
Ur(x, ωˆN ) +N
s/dq(x) ≥ |x− y|−s +
∑
z∈ωˆN (x,r):
z 6=y
|z − y|−s +Ns/dq(y)+
+
∑
z∈ωˆN :
z/∈ωˆN (x,r)
(|z − y|−s − |z − x|−s)
≥ |x− y|−s +
∑
z∈ωˆN (x,r):
z 6=y
|z − y|−s +Ns/dq(y)−Nr−s.
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Summing over all y ∈ ωˆN (x, r),
(4.59)
(#ωˆN (x, r)− 1)Ur(y, ωˆN ) ≥
≥
∑
y,z∈ωˆN (x,r):
z 6=y
|z − y|−s +Ns/d
∑
y∈ωˆN (x,r)
(q(y)− q(x))−N2r−s
≥
∑
y,z∈ωˆN (x,r):
z 6=y
|z − y|−s −Ns/d∆#ωˆN (x, r)−N2r−s.
Since HAd (∂B(x, r)) = 0, there holds lim #ωˆN (x, r)/N = µqA[B(x, r)], N →∞. Using (4.58)
and the Lemma 4.6 for the single set B(x, r) with q(·) ≡ 0, we conclude
lim inf
N→∞
N−1−s/d
∑
y,z∈ωˆN (x,r):
z 6=y
|z − y|−s ≥ H
A
d [B(x, r)]
C
d/s
s,d
(
h
2(1 + s/d)
)1+d/s
.
Since N2r−s = o(N1+s/d), dividing (4.59) by #ωˆN (x, r) ∼ NµqA[B(x, r)] for N →∞ gives
(4.60)
Ur(x, ωˆN ) ≥
≥ Ns/d
(
HAd [B(x, r)]
µqA[B(x, r)]C
d/s
s,d
(
h
2(1 + s/d)
)1+d/s
−∆−N1−s/d r
−s
µqA[B(x, r)]
)
≥ Ns/d
(
(h/2)1+d/s
(1 + s/d)L
d/s
1
−∆−N1−s/d r
−s−d
c(h,A, s, d)
)
, N →∞,
where we used
µqA[B(x, r)] ≤
(
L1
Cs,d(1 + s/d)
)d/s
HAd [B(x, r)].
If we put ∆ = (h/2)
1+d/s
2(1+s/d)L
d/s
1
, the inequality (4.60) implies that there exists a constant C =
C(A, h, s, d, q) for which
(4.61) Ur(x, ωˆN ) ≥ C(A, h, s, d, q)Ns/d, N ∈ N.

Proof of Theorem 2.10. Follows from Lemma 4.12 and Lemma 4.13. 
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