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The cover-picture shows the design of the set-up of the new Neutralized Drift Compression 
eXperiment (NDCX-II) at LBNL in Berkley.  It is the improved version of its predecessor  NDCX-
I, which for the first time demonstrated the possibility of simultaneous radial and longitudinal 
compression of an ion beam by a special acceleration technique. NDCX-II is a 12 m long induction 
linac, which produces Li+-beams with 1.2 – 3 MeV energy and 20 – 50 nC beam charge in one 
pulse, it is designed to heat any target material into the warm dense matter (WDM) regime with 
temperatures around 1 eV and so enables various experiments in the field of high energy density 
physics and inertial fusion research. For a detailed description of NDCX-II see page 47 in the 
chapter ‘Contributions to the Conferences HIF_2010 in Darmstadt and ECLIM_2010 in Budapest’ 
in this report. For further information on the physics at NDCX-II see the following papers on pages 
48 – 52.    
  
 



































































































This report gives an overview on the research activities in 2010. During this report period the 
Heavy Ion Fusion Symposium (HIF2010) was held in Darmstadt and the European Conference 
on Laser Interaction with Matter (ECLIM 2010) took place in Budapest. Both conferences do 
address key issues of High Energy Density Physics, as well as Inertial Fusion science. The front 
cover of this report shows the set-up of the NDCX-II (Neutralized Drift Compression 
Experiment) in Berkeley, which is nearing completion while this report is made. This machine 
is intended to be operated as a user´s facility and will open up the possibilities for High Energy 
Density Physics Experiments with intense low energy ion beams. This comes right at the time 
when experimental time at GSI-accelerator facilities is slightly reduced due to the construction 
efforts of GSI at the FAIR facility. 
The GSI PHELIX laser team is proud to report that the PHELIX laser is operated routinely and 
that there is a large demand for experiment time. A number of contributions to this report 
describe successful experiments like the investigation of laser heated low density foams, the 
investigation of laser accelerated electron and ion beams. 
The Proton Microscopy project (PRIOR) to investigate the interior of dense objects in dynamic 
experiments with mono-energetic proton beams in the GeV energy regime has started. The 
proton microscope will be set-up at the HHT target area at GSI. The current status of this project 
is described in some detail in this report. Since this method is viewed as a key diagnostic 
element for high energy density physics, the team at IMP Lanzhou is taking up this method with 
high energy carbon radiography. 
The accelerator group was very successful to increase the available particle intensity in high 






) are now available also for 
experiments. High Beam intensities do of course also trigger safety considerations. It is 
therefore necessary to develop an internal beam dump system for beam removal in emergency 
cases. The situation at SIS 100 is reported here.  
In October 2010 nine countries officially signed the treaty to construct FAIR in a collaborative 
effort. Since then we have seen a lot of preparatory construction on the premises of GSI. High 
Energy Density Physics is one of the cornerstones of the FAIR research program and 40 
different institutions from 15 different countries are involved to develop the experimental and 
theoretical foundations for a successful program.  
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Experiments on heating of low density CHO-foams by soft X-rays  
O.N. Rosmej1, V. Bagnoud1, U. Eisenbarth1, N. Zhidkov2, N. Suslov2, V. Vatulin2,D. Schäfer3, 
Th. Nisius3, T. Rienecker4, J. Wiechula4, Y. Zhao5, N. Borisenko 
1GSI, Darmstadt, Germany; 2VNIIEF-Sarov, Russia; 3University of Applied Science, Remagen, Germany; 4Goethe Uni-
versity Frankfurt, Germany; 5IMP Lanzhou, China;  6 Lebedev Physical Institute, Moscow, Russia 
Experiments, which use a combination of the PHELIX 
laser kJ-option and the heavy ion beam of 4-10 MeV/u 
energy delivered by the UNILAC- accelerator, are aimed 
at investigation of the heavy ion energy loss in ionized 
matter. In these experiments a large scale (~1mm) long 
living (~5ns) high density plasma target with homogene-
ously distributed plasma density, temperature and ioniza-
tion degree is required. The time is defined by the dura-
tion of the heavy ion bunch of 3 ns, the spatial size of the 
plasma target by the diameter of the heavy ion beam of 
~ 0.5 mm. Highly homogeneous and slowly expanding 
plasma can be obtained when a low-density foam layer is 
volumetrically heated by soft X-rays. The indirectly heat-
ed laser target design for combined heavy ion beam - la-
ser experiments was proposed by Vatulin and Vasina [1]. 
In this scheme the laser interacts with the gold wall of the 
cylindrical converter (a primer hohlraum) where the laser 
energy is effectively converted into the soft X-rays with 
spectral distribution close to the Planckian one. Hohlraum 
generated X-rays heat volumetrically a low-density foam 




Fig.1 Interaction of the laser with a combined target 
which consist of a gold cylindrical hohlraum (converter) 
and a polymer foam layer of 2 mg/cm3 density and 0.8 -1 
mm thickness divided from the hohlraum by a 100 nm 
thin Au-foil 
 
In this work we report experimental results on heating of 
low density CHO-foams layers by means of the Planckian 
radiation generated in gold hohlraums. Plexiglas (PMMA, 
C8H8O3) and triacetate cellulose (TAC, C12H16O8) of dif-
ferent volume and areal densities were used as foam ma-
terials. The goals of the experimental program were 
measurements of the absorption properties of foam layers 
and plasma parameters of the foam targets heated by the 
Planckian radiation.  
Characterization of the hohlraum spectrum (fig.2) trans-
mitted through the foam placed at the rear-side of the 
combined target (fig. 1) was made using transmitting grat-




Fig.2 Spectral distribution of the hohlraum radiation 
(black) and the hohlraum radiation transmitted through 
CHO-foam-plasma (blue). Measurements show a 4-fold 
absorption of soft X-rays (60-1200eV) in the 0.8mm thick 
foam layer. 
 
Due to effective absorption of soft x-rays, foam layer was 
heated to a plasma state. The spectra of the hohlraum ra-
diation (converter only) and those transmitted through the 
2 mg/cm3 dense and 800 m thick TAC-plasma recorded 
by means of TGS are shown in fig. 2. In these experi-
ments the laser energy was of 120-130 J and estimations 
for the reached equivalent hohlraum radiative temperature 
give 30 eV. Fig 2c demonstrates the comparison between 
spectral distribution of the hohlraum radiation intensity 
versus a photon energy after the calibration procedure 
between the converter spectrum (black curve) and the 
spectrum attenuated in the TAC-foam layer (blue curve). 
We have measured a four-fold absorption of the hohlraum 
radiation in the foam layer, which for given experimental 
conditions corresponds to 10 J of X-ray energy. Expected 
electron temperature of heated plasma is of 15 eV at the 
initial foam density of 3.1020 ions/cm3.  
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Spatial and temporal resolved measurements of the free electron density in
laser-generated plasmas
M. Bo¨rner1, A. Blazˇevic´2, J. Fils2, A. Frank1, T. Hessling2, D. Schumacher1, and M. Roth1
1Technische Universita¨t Darmstadt, Germany; 2GSI, Darmstadt, Germany
The interaction of heavy ions with plasma is investigated
by the laser-plasma physics group of the TU Darmstadt
at the GSI Helmholtzzentrum fu¨r Schwerionenforschung.
The unique combination of two high energy laser systems
and the UNILAC at the experimental area Z6 allows the
investigation of the charge transfer and energy loss [1]. In
these experiments the density of free electrons is an im-
portant plasma parameter. As the experimental conditions
like laser energy and intensity change considerably from
experiment to experiment a multi-frame diagnostics is nec-
essary. Additionally, the spatial plasma expansion of sev-
eral millimeters changes on a nanosecond timescale. These
conditions require a sophisticated plasma diagnostics with
corresponding spatial and temporal resolution.
For this task a multi-frame Nomarski-type interferometer
was developed, first experiments were successfully con-
ducted and the results were compared to those of RALEF-
2D simulations [3]. The interferometer provides the possi-
bility to take 4 pictures within 6 ns, each separated by 2 ns.
The time resolution of each image is given by the interfer-
ometry pulse length of 0.5 ns.
A 0.5 µm carbon foil target was irradiated on both sides
by the two high energy laser systems PHELIX and nhelix,
with intensities of 0.46 TW/cm2, a focus diameter of 1 mm
and a temporal profile of 7.5 ns FWHM.
The experimental setup of the interferometer is shown in
Fig. 1. First, the probe laser frequency is tripled to
355 nm in order to raise the critical electron density to
nc = 8.8·10
21 cm−3 representing the highest electron den-
sity accessible. Then, an optical ring generates a pulse train
from the single start pulse. Behind the ring these pulses
have the same spatial origin, but a fixed difference in the
propagation direction caused by a defined angle of rotation
of the thin film polarizer (TFP). The round trip time de-
termines the temporal separation of 2 ns. Afterwards, the
pulses are transported into the plane of observation by a
Kepler telescope. Because of the same spatial origin the
pulses interact with the same plasma volume and therefore
provide the same plane of observation. Using a lens and
micro mirrors, the pulses are spatially separated into dif-
ferent Nomarski interferometers. In this way four interfer-
ometer images of a single laser-plasma interaction can be
taken.
By using the Abel transformation, the free electron den-
sities are determined from the fringe shift induced by the
variation of the refractive index of the plasma. The result-
ing spatial resolution is about 50 µm, the resolution for the
electron density is about 0.5 ·1019 cm−3. The field of view
and the magnification can be adapted by the lens system in
Figure 1: Conceptual set-up of the interferometer.


































Figure 2: Measured free electron density evolution in com-
parison to results of RALEF-2D simulations for one laser-
plasma interaction
front of the cameras.
The experimental results were compared to those of sim-
ulations and show excellent agreement (see Fig. 2). In
the future this multi-frame interferometer will be used as
a diagnostics for directly and indirectly heated foils and
hohlraum experiments (see [1], [2]).
References
[1] A. Frank et al., this annual report
[2] D. Schumacher et al., this annual report
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Annular shaped laser-accelerated proton beams
O. Deppert∗ ,1, K. Harres1, F. Nu¨rnberg1, S. Busold1, V. Bagnoud4, G. Schaumann1, M. Schollmeier2,
M. Geissel2, D. Neely3, and M. Roth1
1Institut fu¨r Kernphysik, TU Darmstadt, Germany; 2Sandia National Laboratories, USA; 3Rutherford Appleton
Laboratory, UK; 4GSI Helmholtzzentrum fu¨r Schwerionenforschung, Germany
Since their discovery in 1999 [1] the topic of laser-
accelerated ions has attracted high attention both in the
field of plasma-physics and in the accelerator community.
In a typical laser-accelerated ion scheme a thin metal foil is
irradiated by an ultra-intense chirped pulse amplified laser
beam which leads to the generation of relativistic elec-
trons. These electrons are accelerated through the cold tar-
get material in laser beam direction, escaping at the vacuum
boundary and forming a Gaussian-like electron-sheath at
the target rear-side. A field-strength on the order of sev-
eral TV/m leads to an instantaneous field-ionisation of the
atoms at the rear surface and an acceleration of these ions
perpendicular to the target surface by the Target-Normal-
Sheath-Acceleration mechanism (TNSA, [2]).
In the scope of this report we present a technique to alter
the transverse proton beam-profile from the ”source” of its
creation. With this technique we could already demonstrate
the generation of an annular shaped proton beam at the
PHELIX laser system with the use of an optimised cone-
guided target geometry [5].
Experimental Results
Figure 1 shows the transverse profile of the proton beam
measured with radio-chromic films (RCF, [3]) in a stacked
configuration shown in the optical density (OD). The laser
parameters for this shot were 118 J before compression
with a pulse length of about 500 fs (FWHM) at best focus.
Figure 1: RCF: Transverse proton beam-profile
It can clearly be seen that the proton beam is focused for a
proton energy around 9 MeV. For higher energies the beam
starts to form a stable ”ring-structure”.
Simulation Results
In order to model the physics behind this beam manipula-
tion several two-dimensional Particle-In-Cell simulations
were carried out with the use of the Plasma-Simulation-
Code (PSC, [4]).
∗ In acknowledgement of his gratitude O. Deppert thanks HGS-HIRe
and HIC for Fair for funding his scholarship. This project is supported
by BMBF 06 DA 9044I.
Figure 2 shows the normalised logarithmic ion density of
a miniaturised model of the cone-guided target used in the
PHELIX experiments. It can be seen that the propagat-
ing proton beam is narrowed due to the interaction with
a TNSA sheath field at the inner wall of the cone. This
results in a guided and collimated transport of the proton
beam through the outlet port.
Figure 2: PIC: Normalised logarithmic ion density
Figure 3 shows that the divergence angle of the high ener-
getic protons is more collimated and concentrated around
the laser beam-axis compared to simulation results for a
flat-foil target [5].
Figure 3: PIC: Proton energy vs. divergence angle
At the moment the PIC simulation is only able to explain
the experimental results for the low energetic protons up to
9 MeV. Due to the difference in the geometric scale of al-
most a factor of eight, the generation of the annular feature
for the high energetic protons can not be interpreted by the
simulation. The formation of the ”ring-structure” basically
depends on the temporal delay between the hot electrons to
be laterally pushed through the target towards the cone tip
and the propagation time of the protons to reach the outlet
port. This thesis needs further investigations and will be
verified by continuative PIC simulations.
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Energy loss of 40Ar in carbon plasma created by two-sided irradiation
A. Frank1, A. Blazevic2, M. Bo¨rner1, W. Cayzac1, T. Hessling2, A. Pelka1, D. Schumacher1, T.
Sto¨hlker2, and M. Roth1
1TU Darmstadt, Germany; 2GSI, Darmstadt, Germany
The stopping power of heavy ions in matter is a field
of research that has been addressed for about a century.
The understanding of the interaction of charged particles
with cold matter has continuously evolved, however for
ionized matter it is not yet fully understood. In the past
the nhelix laser system alone was used to heat thin car-
bon foils to the plasma state which were then probed by
the Unilac ion beam. While the experimental data after the
heating phase were in very good agreement with our theo-
retical model, for the first 10 ns during the irradiation of the
target by the nhelix laser, a significant decrease in the en-
ergy loss has been observed which could not be explained
at this time [1]. The most promising explanation found
for this decrease was that the microscopic intensity fluc-
tuations in the 1 mm laser focus on the target created by a
random phase plate lead to huge pressure differences in the
plasma and hence to large inhomogeneities in the target’s
mass distribution simulated with the RALEF-2D code [2].
These simulations show that the inhomogeneities can be
significantly reduced by irradiating the target with the sec-
ond harmonic of the Phelix and the nhelix laser systems at
λPhelix/nhelix = 527/532 nm from both sides. According
to the simulations at 2ω due to the increase of the critical
density a lot more energy is transfered into radiation of the
plasma which heats the whole target a lot faster and hence
much more homogenously which is essential for reliable
experimental data. The implementation of the frequency
doubling of the Phelix laser at the experimental area Z6
lead to the possibility to use both laser systems to irradiate
the target from two sides as shown in Fig. 1.
Figure 1: Experimental setup using the Phelix and the
nhelix laser for the homogenous plasma creation at 2ω.
Besides the more homogenous heating this setup offers
the advantage that the time needed to heat the whole foil
via heat conduction is reduced. Furthermore the laser en-
ergy of each laser pulse can be reduced so that the tempera-
ture of the ablated plasma is lower compared to the energy
of one laser pulse from one side needed to fully heat the
carbon foil to a highly/fully ionized plasma state. So, the
3-dimensional plasma expansion which leads to a decrease
of the target mass penetrated by the ion beam remains tol-
erable for the ion beam bunch length. The experiment de-
scribed here was carried out with laser pulses of a length
of 7 ns (FWHM), E=30 J which corresponds to an aver-
age intensity of I = 4.6 × 1011W/cm2 on the target. The
ion beam used here is 40Ar at 4.0 MeV/u with an incident
charge of 16+. The heating laser pulses of nhelix and Phe-
lix were properly synchronized with a ∆t of 1 ns. The
laser parameters were chosen according to RALEF-2D hy-
drodynamic simulations [2], so that the whole carbon target
is fully ionized at the end of the laser pulse.
Figure 2: Energy loss of 40Ar at 4.0 MeV/u.
The experimental results obtained from this experimen-
tal campaign are presented in Fig. 2. The central CVD dia-
mond detector of the spectrometer described in detail in [3]
was used as ToF detector for this experiment. The energy
loss data shown in this graph has been obtained through
several shots. At the bottom the temporal profiles of both
nhelix and Phelix are shown. When the lasers start irradiat-
ing the target the energy loss remains constant for the first
3 ns due to the still arising inhomogeneities in the plasma
which is in agreement with our theoretical calculations. Af-
ter they dissolve on much shorter timescale compared to
the 1ω case, an increase of about 50% from 2 MeV to 3.2
MeV is measured mainly due to the more efficient energy
transfer to free electrons in the highly ionized plasma until
the energy loss drops to zero due to the three dimensional
expansion of the plasma. Compared to the two-sided ir-
radiation at 1ω [4] an increase of the energy loss over the
initial solid state level has been recorded which is in good
agreement with our theoretical models.
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Cryogenic Targets for Laser and Particle Beams∗
S. Bedacht1, J. Menzel1, G. Schaumann1, M. Roth1, and D.H.H. Hoffmann1
1Technische Universita¨t Darmstadt, Darmstadt, Germany
Figure 1: Cryogenic deuterium target irradiated by two
high energy laser pulses. [1]
Abstract
Laser driven particle acceleration and measurements of
ion energy loss in plasma largely rely on suitable targets to
achieve good particle beam and plasma quality. Recent re-
search results [2] indicate that cryogenic targets allow for
very high ion energies. Advantages of our cryogenic tar-
gets include high purity at solid density in a self-supported
structure as well as fitness for medium repetition rates.
Within the High Power Laser Energy Research (HiPER)
collaboration, our group works on thin cryogenic targets
from deuterium and hydrogen to be used in laser driven ion
acceleration and energy loss in plasma experiments.
Experimental Results
Our setup for making cryogenic targets consists of a vac-
uum chamber with a cooling head attached, a custom-built
growing chamber, and various diagnostics. With this setup
we are able to make cryogenic targets from a large variety
of gases, including argon, deuterium, hydrogen, and neon.
We made solid cryogenic targets with an initial thickness
of some hundred micrometers from gaseous deuterium.
The thickness of the target was measured using electron
scattering. After growing the target in a custom-built grow-
ing chamber the chamber was removed and the target’s
thickness was reduced by sublimation (see Figure 2).
Cryogenic deuterium targets were used in preliminary ex-
periments to measure energy loss of a heavy-ion beam in
a deuterium plasma by irradiating the targets from two
sides with both the PHELIX laser and the nhelix laser (see
∗Work supported by High Power Laser Energy Research (HiPER) and
















Figure 2: Deuterium target thickness vs. time. [1]
Figure 1) at the GSI Helmholtzzentrum fu¨r Schwerionen-
forschung GmbH, Darmstadt, Germany.
Outlook
Recent studies indicate that laser driven ion accelera-
tion could be enhanced by minimizing the target thickness,
leading to a new Breakout Afterburner (BOA) regime [3] as
part of a three-step process: beginning with a brief period
of target normal sheath acceleration (TNSA) followed by a
period of enhanced TNSA due to deeper laser penetration,
the laser finally penetrates to the rear of the target leading
to rapid electron acceleration by the laser ponderomotive
field, referred to as breakout afterburner.
To exploit the BOA regime, targets with thicknesses in
the range of tens of nanometers to few micrometers are nec-
essary. Therefore, we will proceed with making cryogenic
targets from deuterium and hydrogen and reduce the target
thickness down to a few micrometers. These targets will
then be used in laser particle acceleration and energy loss
experiments.
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Development of a non-contact electrical conductivity measurement technique
for heavy ion driven warm dense matter∗
J. Ling1, S. Udrea1, N. Shilkin2, S. El Moussati1, A. Fedenev3, A. Fertman4, D.H.H. Hoffmann1,
A. Hug1,3, A. Kantsyrev4, A. Khudomyasov4, M. Kulish2, N. Markov4, V. Mintsev2, D. Nikolaev2,
V. Ternovoi2, V. Turtikov4, A. Ulrich5, D. Varentsov3, D. Yuriev2, and Y. Zhao6
1TUD, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3GSI, Darmstadt, Germany; 4ITEP, Moscow, Russia;
5TUM, Garching, Germany; 6IMP, Lanzhou, China
Characterisation of matter irradiated by intense, focused
particle beams is of special interest for many research ar-
eas including nuclear (Super–FRS at FAIR) [1] and parti-
cle physics (LHC at CERN) [2]. Few years ago the devel-
opment of an experimental setup for non-contact measure-
ments by eddy currents has been initiated and first proof of
principle experiments have been performed with different
target geometries [3] and [4]. The conclusion drawn from
these experiments is that the best approach is to use planar
targets. This geometry allowed for a robust and improved
target assembly design which is shown in Fig. 1 and was
for the first time employed during experiments with intense






Figure 1: Target assembly used for non-contact electrical
conductivity measurements. The sensor has been marked
in red for visibility.
brass frame and is protected from direct ion beam irradia-
tion by two tantalum slabs, which also delimit the region
within which ion beam heated target material is allowed to
expand. At about 0.8 mm the target slab made out of lead
is hold by a second frame. The target slab is irradiated and
heated by the ion beam and thus expands towards the sensor
where it impacts on the surface of the 2.5 µm thick sapphire
protecting layer. A hot target material layer thus forms in
the proximity of the sensor modifying its impedance and
S11 scattering parameter. This change is observed in the
850 MHz RF experimental signal of Fig. 2 as a variation
of it’s amplitude and phase. Thus by processing this signal
one can determine the change in the amplitude and phase
∗Work supported by BMBF and HRJRG
Figure 2: Main diagram: amplitude and phase of the
850 MHz RF signal reflected at the sensor. Small diagram:
raw sensor signal – black; ion beam time profile – red.
of the sensor’s S11 parameter. To finally compute the elec-
trical conductivity of the investigated layer a precise cali-
bration of the sensor is needed. This is still hampered by
the fact that the calibration procedure is altering the sensors
and the technological process for a reliable series produc-
tion of the sensors is not yet completely established. Fig. 2
shows also the result of the processing of the raw experi-
mental signal.
The measurement presented in this report was the first
to benefit from the new bunch compressor commissioned
at SIS-18. Thus the target was heated by a 90 ns FWHM
pedestal-less Uranium ion beam with an intensity of about
3·10
9 particles and a specific ion energy of 300AMeV. This
allowed for a good separation between the useful signal and
the distorsions produced by the ion beam, see Fig. 2. The
analysis of former signals, showed that this was not the case
in previous experiments.
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Status of the PRIOR Microscopy Project∗
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A. Kantsyrev3, S. Kolesnikov2, K. Kwiatkowski4, P.-M. Lang5, F. Mariam4, N. Markov3, F. Merrill4,
V. Mintsev2, D. Nikolaev2, K. Schoenberg4, S. Schwartz4, A. Semennikov3, L. Shestov3, N. Shilkin2,
V. Skachkov3, Th. Sto¨hlker1, V. Ternovoi2, V. Turtikov3, S. Udrea5, D. Varentsov1, and K. Weyrich1
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High energy proton radiography or microscopy is a
novel technique for probing the interior of dense objects
in dynamic experiments by mono-energetic beams of GeV-
energy protons. It is seen as a key diagnostics for the high
energy density physics experiments with intense heavy ion
beams planned by the HEDgeHOB collaboration at FAIR.
Understanding the performance of materials undergo-
ing rapid changes such as fast heating or compression, in-
vestigating phase transitions and hydrodynamic instability
growth or measuring the equation-of-state of warm dense
matter are only a few possible topics that can be studied
using proton radiography.
Figure 1: New layout of the HHT experimental area, at the
end of the proton beam line (courtesy G. Gruber, GSI).
Currently the built-up of the PRIOR project (Proton Ra-
diography at Extremes) starts at the HHT experimental
area. PRIOR will provide a significant step forward in
both spatial and temporal resolution compared to similar
projects at ITEP (Moscow) or LANL (Los Alamos). A
4.5 GeV proton beam from the SIS-18 synchrotron will be
used for the radiography. After passing a target, the pro-
tons are imaged on a detector by a magnetic quadrupole
lense system. These quadrupoles correct image blurring
due to chromatic aberration and allow for the generation of
a clear image of the density-distribution within the probed
object.
The fielding of the PRIOR microscope at the HHT area
of GSI requires the extension of the beamline. Therefore
part of the HHT area has to be modified and additional
radiation protection walls to be constructed. Moreover a
dedicated beam-dump has to be mounted at the end of the
proton microscope beamline. The new layout of the cave
has been drafted and is presented in Fig. 1. To allow for
this new layout the electrical and safety infrastructure has
∗Work supported by the BMBF, HRJRG-112 and DFG.
Figure 2: Simulated ion trajectories.
been already modified.
The ion optics used for imaging consist of 4 rare earth
permanent quadrupole magnets, each with a pole tip mag-
netic field strength of about 1.5 T. In the original design, the
pole tip field was over 1.7 T, yet rising commodity prices
made a redesign necessary, to save material and keep the
costs within budget. The performed ion–optical simula-
tions show that the loss in spatial resolution is only about
5% as compared to the initial design. According to the
present contract, the PRIOR quadrupole lenses will be de-
livered before the end of 2011. Fig. 2 shows the simulated
ion beam trajectories from the target plane to the detector
plane. The mechanical setup of the microscope is presented
in Fig. 3.
Figure 3: Mechanical setup of the quadrupoles.
The high energy proton microscope PRIOR is going in-
stalled at HHT in the first quarter of 2012 and is supposed
to be commissioned by measurements on static mock tar-
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Sub-nanosecond time resolution of microchannel plate detectors used for
coincidence measurements
R. Berezov, J. Jacoby, A. Lieberwirth, and J. Schunk
JWG-Universita¨t, Institut fu¨r Angewandte Physik, Frankfurt am Main, Germany
Microchannel plates (MCP) are widely used for the de-
tection of electrons, ions and photons. The signal amplifi-
cation is high, which enables the detection even of single
particles. These detectors have a small time resolution in
comparison to electron multipliers or plastic scintillators.
Possible applications of MCP detectors are the diagnostics
of secondary ions emerging from ion beam heated targets
as well as particle detection as stand-alone detector or sec-
ond in coincidence experiments e.g. for observing electron
pairs in low energy scattering experiments. Here, detectors
with a fast time resolution allow reducing random coinci-
dences, which are linearly dependent from the time resolu-
tion of the detectors [1].
For the latter scattering experiment entanglement should
occur in a symmetric scattering process. In order to mea-
sure this entanglement, individual electrons are observed at
backward scattering angles after scattering at a high-z tar-
get to determine the polarization stage of these electrons.
This second scattering process may yield a left-right asym-
metry due to a different spin-orbit coupling of the electrons.
Entanglement can then be determined here by comparing
all possible coincidence rates in the four detectors together,
two for each individual electron [2].
The time resolution of the coincidence analysis is an im-
portant value to distinguish between random and real sig-
nal. However, to observe a sub-nanosecond coincidence
time window may be already difficult due to a different ca-
ble length or due to a different path of the electrons be-
fore detection. This may lead to a shift of the coincidences
between different channels. Figure 1 shows a histogram
of such a coincidence measurements for the four possible
combinations of the MCP detectors. In the picture at the
left a shift of the coincidences between the different chan-
nels up to several 100 ps was observed. In this case a delay
correction of the signal is necessary; otherwise real events
can be lost by choosing a small analysis time window, here
e.g. smaller than several nanoseconds. To compensate for
the individual delay of the four coincidence distributions
a digital delay can be introduced by using our LabView
software [3], which allows to introduce a time correction
between different channels to shift the coincidence distri-
butions arbitrary to the center (figure 1 right). With this
correction the coincidence time window for the integrated
total event distribution can be reduced to several 100 pi-
coseconds without losing coincidence events. The result of
this delay compensation is shown in Figure 2, where the co-
incidence rates for the different MCP detector combination
is plotted now with an application of an optimized digital
delay.
Figure 1: The time difference histogram: left: without sig-
nal time correction, right: with signal time correction.
Figure 2: The sum of trigger time difference histogram:
left without signal time corrections, right: with signal time
correction.
With an application of the time correction we are able to
reduce the total time resolution for our experiment to 650
ps (figure 2 right) without losing any real coincidences in
the MCP detectors. This method would allow us to reduce
the measurement time to obtain a small statistical error for
the spin-resolved coincidence experiment.
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The PHELIX frequency doubling module 
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SHG baseline design 
One of the main challenges of the design of the fre-
quency doubling module (SHG) was the goal to optimize 
the efficiency for 1 ns pulses at a maximum input energy 
of 450 J required for the heating of hohlraums while 
maintaining highest possible efficiency for up to 10 ns 
pulses at a maximum energy of 1 kJ for other laser inter-
action experiments. This factor of four in intensity re-
quires careful design considerations because frequency 
conversion is a nonlinear process, scaling with the square 
of the input intensity to first order. Comprehensive model 
calculations and numerous engineering considerations 
such as alignment sensitivity, beam pointing and tempera-
ture stability determined that a 310 mm diameter and  
25 mm thick type II 70 % deuterated potassium dihydro-
gen phosphate crystal (DKDP) would fulfill our require-
ments best. Fig. 1 depicts the model predictions of a 3D 





















Fig. 1:  Efficiency vs. input intensity for a 25 mm thick 
type II DKDP crystal assuming a spatial beam modulation 
of 70 % and a phase modulation corresponding to ± 100 
micro radians local beam tilt external to the crystal.  
Implementation of SHG at Z6 
Aside geometrical constraints, important pre-conditions 
of the SHG system location were driven by the aim to 
achieve high contrast between converted light at 527 nm 
and residual laser light at 1054 nm with a minimum of 
PHELIX system changes. Consequently, our decision was 
to place the SHG directly behind the exit lens of the vac-
uum transport telescope of the Z6 beam line, which al-
lows for two dichroic mirrors within the 10° beam line 
and one additional dichroic mirror within the 90° beam 
line of Z6, as shown in Fig. 2. The proper orientation of 
the DKDP crystal is set by a three-axis step motor actu-
ated precision rotatable mount with tip and tilt.  
  
 
Fig. 2: 10°- and 90°-beam transport to the target cham-
ber at the experimental area Z6. 
 
The crystal assembly is installed in a window sealed 
chamber with dry N2 purge gas supply surrounded by a 
temperature stabilized clean room class 100 tent. Exten-
sive calculations were carried out to determine those loca-
tions behind the exit lens of the transport telescope, which 
prevent catastrophic optical damage of the lens, the SHG 
and the chamber window. The damage, related to so-
called ghost foci, arises from the convergence of beams 
undergoing multiple residual reflections between the opti-
cal surfaces of all three optical components.   
First commissioning results 
During our first commissioning experiments we have 
achieved a maximum efficiency of almost 60 % which 
was far enough energy for a first experiment at Z6. Fig. 3 
shows the measured SHG efficiency versus input energy. 
























Fig. 3: Measured SHG efficiency vs. input energy 
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First hohlraum shots with the frequency doubled PHELIX laser beam
D. Schumacher1, A. Blazevic2, A. Frank1, T. Hessling2, G. Schaumann1, and M. Roth1
1TU Darmstadt, Germany; 2GSI, Darmstadt, Germany
Introduction
The energy loss of heavy ions in plasma is one of the
fields of research of our group. So far, only directly
laser heated plasmas have been investigated [1]. To probe
more homogeneus, slower expanding and denser plasmas
an indirect heating scheme has been developed, where the
plasma is heated by soft x-ray radiation. In this scheme
the x-ray radiation is generated by a laser driven hohlraum.
This hohlraum radiation is used to heat a secondary hol-
raum, containing a carbon foil. The carbon foil is then
heated to plasma temperature and can be investigated by
ions.
Target design
For this purpose a target has been designed (fig. 1) at the
target laboratory at the TU Darmstadt. The target consists
of two hohlraums, connected by a hole. The upper one is
the converter cavity. The laser is coupled in through a 300
micrometer hole in the front of the ball-shaped hohlraum.
The primary x-ray radiation from the hot laser spot in the
cavity thermalizes and passes through the hole between the
hohlraums. Thin carbon foils are attached to the lower,
cylinder-shaped target hohlraum. In the base areas are 500
micrometer sized holes, on one hand to let the x-rays pass
and heat the foil, on the other hand to let the heavy ions
pass, so they only penetrate the carbon and are not influ-
enced by the gold, the target wall consists of.
A third diagnostic hole with a diameter of 150 microme-
ter in the shell of the cylinder is for the characterisation of
the black body like radiation. This allows for a radiation
temperature measurement in the hohlraum.
Figure 1: Setup with target and diagnostics
Experiment setup
In first experiments during the commissioning campaign
at Z6, using the 527 nm frequency doubled laser option
of the PHELIX facility, the temperature of the primary
hohlraum was determined (fig. 1). The second harmonic of
the laser wavelength was used for the better x-ray conver-
sion of shorter laser wavelength and to avoid strong back
reflection of the first harmonic due to stimulated brillouin
scattering. As diagnostics a x-ray streak camera and an in-
terferometry were used.
The x-ray streak camera recorded the radiation passing
through the diagnostic hole. A free standing x-ray grating
with 1000 lines per mm was used to split up the spectrum.
This spectrum was then taken over a 100 ns time scale with
temporal resolution of about 1 ns. With the streak setup
used, the spectrum between 2 and 25 nm with a wave length
resolution of 1.5 nm could be recorded.
Figure 2: Planckian curve convolved with the transmittance
of the streak camera fitted to a lineout of the measurement
Results
For interpretation a lineout from the streak images at the
maximum hohlraum temperature was taken (fig. 2) and fit-
ted with a Planckian curve.
This streak image was recorded with an laser energy of
110 J in 1.5 ns. The maximum temperature of the converter
hohlraum was determined to be 92± 5 eV.
References
[1] A. Frank, “Energy loss of argon in a laser-generated carbon
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Characterization of a Non-Intensified Ionization Profile Monitor @ UNILAC
F. Becker1, C. Andre1, T. Giacomini1, P. Forck1, B. Walasek-Ho¨hne1, P. Abbon2,
J. Egberts2, F. Jeanneau2, J. Marroncle2, J.-P. Mols2, T. Papaevangelou2
1GSI, D-64291 Darmstadt, Germany; 2Centre CEA de Saclay, F- 91191, France
Introduction & Experimental Focus
For the operation of the FAIR accelerators, non-
destructive beam diagnostics will be essential. At GSI two
almost complementary gas-based methods for profile deter-
mination have been realized and investigated during the last
decade. For ultra high vacuum conditions in synchrotrons
an intensified Ionization Profile Monitor (IPM) was devel-
oped [1]. It is installed at GSI SIS-18 and ESR as well as at
COSY (FZ-Ju¨lich). For the installation in transport-lines,
the Beam Induced Fluorescence BIF-monitor, using an im-
age intensifier has been investigated in detail [2]. Mean-
while there are four BIF-stations in operation at the UNI-
LAC. There is a certain overlap in the field of application,
so that non-intensified IPMs with electrical readout might
be a robust alternative for transfer-lines. Furthermore they
are more radiation tolerant.
Within a collaboration between CEA-Saclay and GSI-
BD an IPM prototype, designed for the IFMIF/EVEDA fa-
cility [3] was characterized at the UNILAC X2-beamline
for various beam and gas conditions [4].
Experimental Results & Outlook
The tested stripline-IPM consists of a 55x61 mm2 field-
box (Fig. 1) with a switchable ± 5 kV extraction voltage
for either gas-ion or electron detection and field inhomo-
geneities ≤ 4 %. 32 striplines on a 40 mm wide active area
are attached to transimpendance, integrating or logarithmic
amplifiers, multiplexed to an 8-bit 1 GHz ADC.
The IPM worked reliably for 1,7 mA U28+ and 1,1 mA
Xe21+-beams @ 4,8 MeV/u. As compared to the BIF-
monitor, mounted at the same position, the IPM is about
Figure 1: Photograph of the IPM, mounted inside the dia-
gnostic chamber (ø = 100 mm). The E-field produced in
the field-box points perpendicularly to the beam direction.
Figure 2: Normalized beam profiles (BIF and IPM) in dif-
ferent gases at 1·10−5 mbar (averaged over 300 Xe21+-
pulses of 1,1 mA and 250 µs pulse length). 172 BIF pixels
were smoothed with a 20 points 3rd-order Savitzky-Golay
filter and interpolated to the 32 IPM-channels (28 displayed
here). σ was calculated within 15-35 mm ROI.
one order of magnitude more sensitive. Beam profiles
recorded with both detectors agree very well for the inves-
tigated rare gases and nitrogen, see Figure 2. The relative
differences in the recorded beam width σ are below 5 %. A
slight energy drift during the six hours machine run might
be the reason for decreasing beam width from N2 to Xe.
More details about this experiment can be found in [4].
Further development of a non-intensified IPM as an al-
ternative profile monitor for transport sections is proposed.
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Construction of a Cryocatcher Prototype for SIS100∗
L. Bozyk1,2, D. H.H. Hoffmann2, H. Kollmus1, and P. Spiller1
1GSI, Darmstadt, Germany; 2TU Darmstadt, Germany
Introdution
SIS100, the main accelerator of the FAIR-facility will
provide high intensity intermediate charge state heavy ion
beams. In order to assure a reliable operation, a special
ion catcher system is under development. In total, 60 cryo-
catcher will be installed to minimize the pressure rise in the
cryogenic arcs. These ion catcher provide special low des-
orption yield surfaces. Thereby, the amount of ionization
loss due to charge exchange in collisions with residual gas
molecules is stabilized during operation.
The design of the cryocatcher has already been presented
in [1]. Now the construction of a prototype (see figure 1),
including test-cryostat is described.
Construction of the Cryocatcher Prototype
In order to achieve a uniform temperature distribution,
the cryocatcher chamber will be coated with 1 mm copper.
The coating is explosively plated onto stainless steel before
the chamber is manufactured. The cryo-suitability of this
coating technique has been tested before.
Since freezing-out of gas molecules on the surface of im-
pact has to be avoided, the cryocatcher itself will be kept at
a higher temperature than the chamber. To minimize the
heat load onto the cooling system, the cryocatcher support
has to act as a cold-warm-transition containing a bellow.
The actual support of the cryocatcher consists of a cop-
per block inside the bellow. It provides a good thermal
contact to the warmer side of the bellow, where the vac-
uum is closed by copper. In this way, a thermal contact to
the ion catcher from outside can be established. Such the
cryocatcher is connected to the thermal shield.
The cryocatcher itself is a 25 cm long copper block. The
front part is electrically insulated from the rear part, such
that an electrical measurement of ions hitting the cryo-
catcher is possible. The copper catcher has a Nickel-Gold
coating, which provides low desorption yields at room tem-
perature [2].
The cryocatcher is surrounded by a secondary chamber.
This secondary chamber prevents the desorbed gases from
reaching the beam axis and provides additional cold sur-
faces for pumping. The position of the cryocatcher inside
this secondary chamber minimizes the pressure rise on the
beam axis.
Test-Setup and Measurements
The prototype cryocatcher will be mounted inside a ded-
icated test-cryostat containing a LN2-cooled thermal shield
∗Work supported by EU (FP7 project COLMAT) and FIAS
Figure 1: Picture of the assembled cryocatcher prototype:
The actual cryocatcher (gold) is surrounded by the explo-
sively plated UHV-chamber, which is located inside the
thermal copper-shield of the test-cryostat.
and a cold-warm-transition for the connection to the warm
beam line. The cryostat contains a LHe-filled supply line,
to which the cold chamber is connected via flexible copper
stripes. Several temperature sensors will be used to verify
the thermal model of the prototype cryocatcher and to mea-
sure the cooling. The heat load of the prototype will be de-
termined by the He evaporation rate. Since the pressure rise
during ion bombardment is the central quantity to be inves-
tigated, a shielded hot extractor gauge is installed close to
the cryocatcher at an optimized position. Since the thermal
shield and consequently the cryocatchers in SIS100 will not
have the same temperature along the ring, the temperature
of the prototype cryocatcher will be varied during beam
tests. In front of the cold-warm-transition, a further extrac-
tor gauge, a residual gas spectrometer, and a dose valve are
situated. The dose valve is needed to control the flow of
test-gases into the cryocatcher chamber.
The construction and test of the cryocatcher prototype
at GSI is a workpackage of the EU-FP7 project COLMAT.
The manufacturing of the components is almost finished
and the beam tests are expected for in the first half of 2011.
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Design of an Internal Beam Dump in SIS100 for Removal of Beam in
Emergency Cases
N.A. Tahir1, V. Sultanov2, N. Pyka1, and P. Spiller1
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia
A beam abort system assures controlled beam dumping
during all phases of acceleration in SIS100. This system
makes use of a bipolar kicker system, which is able to de-
flect the beam upwards for extraction or downwards for the
emergency dumping. The internal beam dump is a beam
pipe which is partly filled with graphite and steel. The
emergency dumping is supposed to be a seldom event in
case of fail functions in the beam transport system towards
the experiments or internal device errors in SIS100. Since
SIS100 will accelerate high intensity heavy ions beam, the
beam dump will be exposed to high energy deposition dur-
ing the dumping process. Thus the carbon block has to
absorb the beam energy and withstand the thermal and me-
chanical shock waves. The mechanical shock absorption is
assured by the steel shell around the graphite block. The
length of the graphite covers the range of the primary ura-
nium ions at maximum beam energy. However, fragments
of the original ions and a bunch of fast neutrons and gamma
rays will leave the internal beam dump. Thus, to pre-
vent the s.c. quadrupoles from quenching, further shielding
must be installed between the beam dump and the follow-
ing quadrupole.
Figure 1: Front view of internal beam dump: C insert
(grey), dumped beam at 100 Tm (purple), 12 Tm (beige)
Due to their high specific energy deposition, uranium
ions have the highest potential for destruction in SIS100.
In the following we present 3D numerical simulations of
the interaction of 2.7 GeV/u uranium ions (maximum en-
ergy) with a solid graphite target. The beam intensity is,
N = 5x1011, the duration of the beam pulse is 3.5 µs, and
σ of the transverse beam intensity distribution is 3.3 mm.
The target length is considered to be 20 cm.
The range of 2.7 GeV/u uranium ions in solid carbon is
Figure 2: Temperature distribution near the Bragg peak at
t = 3.4 µs.
Figure 3: Pressure distribution near the Bragg peak at
t = 3.4 µs.
about 16 cm. In Fig. 2 is presented the 3D temperature
distribution in the target near the Bragg peak at the end of
the pulse (3.4 µs). It is seen that the maximum temper-
ature around the Bragg peak location (a few mm length)
is of the order of 4700 K which is above the sublimation
temperature of about 3800 K. However, the maximum tem-
perature in the bulk of the target remains safely below the
sublimation temperature. For example, at 10 cm into the
target, the maximum temperature is about 1500 K. There-
fore, the target may be damaged in a small region close
to the Bragg peak while the rest of the target will remain
intact. Fig. 3 presents the corresponding pressure distribu-
tion which shows a maximum pressure of 0.21 GPa. The
special structure in the distribution is due to the cylindrical
propagation of the compression wave. It is also important
to investigate if this outgoing pressure wave will also cause
some damage to the target. This will involve simulations
of a compound target made of carbon followed by steel.
These studies are intended for the year 2011.
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Studies of Richtmyer–Meshkov Instability Growth in Solids Using Intense
Heavy Ion Beams at FAIR / HEDgeHOB ∗
N.A. Tahir1, A. Shutov2, A.P. Zharkov2, A.R. Piriz3, and Th. Sto¨hlker1
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3UCLM, Ciudad Real, Spain
In this contribution we present numerical simulations of
the Richtmyer–Meshkov (RM) instability growth in solids,
using a plane shock driven by an intense ion beam. The
plane shock is generated using the Mach reflection tech-
nique [1]. Fig. 1 shows the position of the shock front at
t = 500 ns that is propagating from the right to the left. It is
seen that the shock is close to the Cu–Al boundary, but is
still in the Cu region. The shock pressure is around 55 GPa
and is generated by a beam intensity of 5 × 1010 per bunch.
The temperature in the shock heated Cu is about 900 K so

























Time = 500 ns























































Figure 2: Perturbation amplitude at t = 500 ns after the
shock crosses the interface.
Fig. 2 shows the perturbation amplitude at t = 500 ns
after the shock moves through the corrugated Cu–Al inter-
face. The initial perturbation amplitude, A, was 25 µm. It is
seen that the perturbation phase has been inverted, which is
always the case when shock propagates from a high density
∗Work supported by the BMBF
to a low density medium. However, the amplitude stabi-
lizes due to the solid constitutive properties of the material.
This is further demonstrated in Fig. 3 where we plot the
peak–to–valley distance vs time for the solid case (green
curve). It is seen that after the phase inversion, the peak–
to–valley distance stabilizes at t = 25 ns to a value of about
44 µs. Fig. 4 shows the same variables as Fig. 2, but in a
configuration where the shock propagates from Al to Cu.
It is seen that the perturbation amplitude is stabilized due
to the solid constitutive properties, but no phase inversion
occurs in this case.

























Initial Perturbation Amplitude = 25 micron, Wavelength = 1 mm




























Figure 4: Same as in Fig. 2, but for configuration Al–Cu.
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Studies of Richtmyer–Meshkov Instability Growth in Ideal Fluids Using
Intense Heavy Ion Beams at FAIR / HEDgeHOB ∗
N.A. Tahir1, A. Shutov2, A.P. Zharkov2, A.R. Piriz3, and Th. Sto¨hlker1
1GSI, Darmstadt, Germany; 2IPCP, Chernogolovka, Russia; 3UCLM, Ciudad Real, Spain
A new technique that employs the Mach reflection
scheme, has been used to generate a stationary plane shock
wave [1] using an intense uranium beam that is going to be
generated at the FAIR facility. Numerical simulations that
show that such a shock can be used to study the growth of
Richtmyer–Meshkov (RM) instability in an ideal fluid are























Time = 245 ns





























Figure 1: Pressure distribution at t = 245 ns.
Fig. 1 presents the pressure distribution at t = 245 ns.
It is seen that the shock (propagating from the right to the
left) has arrived close to the Cu–Al boundary, but is still in
the Cu region. This corresponds to the case when the max-
imum intensity of 5 × 1011 uranium ions / bunch with a
particle energy of 400 MeV/u is used. The FWHM of the
Gaussian intensity distribution in the focal spot is 2 mm.































Figure 2: Perturbation amplitude at t = 80 ns after the shock
crosses the interface.
which represents an ideal fluid state. Fig. 2 shows the per-
turbation amplitude at t = 80 ns after the shock crosses the
∗Work supported by the BMBF
interface (initial amplitude is 25 µm). A typical mushroom
growth is seen due to the RM instability. Moreover, the
phase of the perturbation is inverted which also is a well
known phenomenon. In Fig. 3 we plot the peak–to–valley

























Initial Perturbation Amplitude = 25 micron, Wavelength = 1 mm
Figure 3: Peak–to–valley distance vs time for case in Fig. 2.
distance of the perturbation vs time. It is seen that in case of
an ideal fluid (red curve), the amplitude increases without





























Figure 4: Same as in Fig. 2, but for configuration Al–Cu.
the same variable as Fig. 2, but the shock propagates from
Al to Cu. In this case, however, the perturbation phase is
not inverted.
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In this contribution we present numerical simulation re-
sults of interaction of 440 GeV protons generated by the
Super Proton Synchrotron (SPS) with a solid Cu cylindri-
cal target that is facially irradiated by the beam. These
simulations have been performed by iteratively running the
FLUKA code (that calculates energy loss of the protons and
the shower in matter) and the 2D hydrodynamic code BIG2
with an iteration step of 1 µs. These simulations have been
carried out to design fixed target experiments at a dedicated
facility named HiRadMat (High Radiation on Materials)
that is being constructed at CERN. The main purpose of
these future experiments is to assess the damage caused to
the equipment in case of an accidental release of the beam.
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Figure 1: Specific energy deposition vs axis at different
times during irradiation.
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Melting
Figure 2: Temperature vs axis at different times.
The SPS beam consists of 288 bunches with each bunch
comprising of 1.15 × 1011 protons. The bunch length
is 0.5 ns while two neighboring bunches are separated by
25 ns so that the total duration of the bunch train is 7.2 µs.
The transverse intensity distribution in the focal spot is
Gaussian with σ = 0.5 mm.
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Figure 3: Pressure vs axis at different times.















t = 1.0 microsec
t = 3.0 microsec
t = 5.0 microsec
t = 7.2 microsec
Figure 4: Density vs axis at different times.
In Fig. 1 we present the specific energy deposition pro-
files along the axial direction (r = 0.0 mm) at different times
during the irradiation. It is seen that at t = 1 µs when 40 out
of 288 bunches have been delivered, the maximum specific
energy deposition is of the order of 1 kJ/g. Subsequent
curves show that the specific energy deposition increases
with time and at t = 7.2 ns (end of the beam), the maximum
specific energy deposition is about 6 kJ/g.
The corresponding temperature profiles are plotted in
Fig. 2 which exhibits a behavior similar to that shown in
Fig. 1. It is seen that the temperature increases steadily
while a maximum temperature of about 9000 K is achieved
at the end of the pulse. Flat section of each curve shows
melting of the material in that region. The pressure profiles
are shown in Fig. 3. It is seen that a maximum pressure of
about 3.5 GPa is generated at t = 1 µs which launches an
outgoing compression wave which leads to density deple-
tion at the axis, as seen in Fig. 4. This causes deeper pen-
etration of the protons that are delivered in the subsequent
bunches. This is a very important effect from the point of
view of the machine protection.
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Performing Fast Ion - Slow Ion Collision (FISIC) ex-
periments is a long standing project for atomic collision
physicists. Whereas such experiments are currently per-
formed by high energy physicists, ion - ion collisions for
atomic physics have so far been performed only in the case
of slow ions, in the context of magnetically confined plas-
mas. Besides the fundamental interest in understanding the
mechanisms involved in ion - atom collisions, such studies
are also motivated by various aspects of the energy depo-
sition by fast ions in matter, including inertial confinement
fusion plasmas, material modifications and biological ef-
fects [1]. With the advent of new facilities such as SPI-
RAL2 at Caen (France) which are able to deliver intense
stable ion beams,the INSP team proposes a project named
FISIC to explore ion - ion collisions and their dynamics for
heavy ions in the unknown regime of intermediate veloci-
ties. FISIC will use crossed beams of high intensities for
which the charge state of both the incoming projectile ions
(Fast Ions from SPIRAL2) and the target ionized medium
(Slow Ions from an ECR ion source) will be controllable.
The ability to produce a high intensity high energy projec-
tile ion beam of the desired charge state makes the process
of stripping one of the key parameters to make the project
FISIC a success. This requires that the stripper stays sta-
ble and survives the impact of the incident ions with a very
high repetition rate over an extended period of time.
First numerical simulations of the interaction of an oxy-
gen beam with a simple Al stripper target (see Fig. 1) are
reported. These calculations are the first step towards de-
signing a viable stripper system for the FISIC experiments.
Figure 1: Disc shaped stripper foil.
In the FISIC experiments, different species of projectile
particles will be used, although the energy range will be the
same [4 - 14 MeV/u] in all the cases. These include, for ex-
∗This work was financially supported by the BMBF
ample, 18O6+ having beam currents between 10 - 50 pµA
while another option is 20Ne7+ with beam currents be-
tween 10 - 25 pµA. It is also intended to use 40Ar14+ with
beam currents between 10 - 15 pµA. The beam comprises
of a bunch train with a bunch frequency of 88 MHz and
each bunch is about 1 ns long so that the bunch separation
is 10.36 ns. The transverse particle intensity distribution in
the focal spot is Gaussian with σ = 0.5 mm. The desired
stripper thickness is within the range 100 - 500 µg/cm2.
Figure 2: Temperature vs radius at t = 100 ms and 900 ms.
We assume that the stripper is a disc of Al (see Fig. 1)
with a diameter = 5 cm and a thickness of 100 µg/cm2. The
beam comprises of 10 MeV/u 18O6+ ions with a current of
10 pµA which means a beam intensity of 8.77x1012 parti-
cles / s that leads to a bunch intensity of about 105 particles.
The beam is incident along the target axis.
A 3D computer code that includes ion energy deposi-
tion, heat conduction, solid constitutive properties of mat-
ter (elastic-plastic effects), a good model for the equation
of state and radiation losses from the target surface, has
been used to simulate the beam-target interaction.
Fig. 2 presents the temperature vs target radius at
t = 100 ms and 900 ms, respectively. It is seen that the
temperature at the center of the stripper is about 960 K
in both cases. This is because the temperature saturates
around this value at t = 100 ms due to the thermal radiation
losses from the target surface. As the melting temperature
of Al is 930 K, the central part of the target (stripper) is
damaged within 100 ms. This problem can be overcome
by designing a rotating target instead of a fixed target. This
is intended for the future work.
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The energy loss of ions in plasmas is important for many
applications. A major example is the intrinsic heating of
ICF targets by α-particles from the fusion reactions which
must compensate energy losses in the core and initiates the
thermonuclear burn wave. Moreover, ion beams allow for
ultra-fast heating of macroscopic samples into the warm
dense matter region [1].
In this work, we investigate the energy deposition profile
of charged particles under the microscopic variations of the
electron density in dense plasmas. To describe the slowing
down process, we apply a fit for the stopping power [2], that
is the rate of kinetic energy lost per unit distance traveled.
Integrating this quantity along the path of a single beam
particle yields the energy deposition profile of that particle.
In turn, this profile determines the local heating rates and
the range of the projectile in the target. The fluctuation
of the microscopic density is included by considering the
local density at any beam particle position.
The microscopic density of the target is determined by
density functional molecular dynamics simulations (see
Ref. [3] for details) using the simulation package VASP
[4]. These state of the art quantum simulations allow for
the consideration of both degenerate electrons and strongly
coupled ions as they occur in many dense plasmas. Using
this method, the target density, that is the locations of the
nuclei and the electron density at cubic grid points, is now
obtained in a periodic 3D simulation box. Line profiles of
the electron density describing the track of a beam particle
are then be extracted for random directions and start points.
Fig. 1 shows a typical result for the density as seen by an
ion moving through dense hydrogen. Clearly, even metallic
hydrogen displays large density fluctuations that are mainly
due to the electron response to the ion (screening). Discrete


















Figure 1: Segment of a 1D line density profile extracted
from a DFT-MD simulation for hydrogen with T = 104 K


























Figure 2: Local energy deposition of an α-particle with an
initial energy of 3.5MeV in dense hydrogen (conditions as
in Fig. 1). Compared are results for a fluctuating density as
determined by DFT-MD and a constant mean density.
We now use the the local electron density obtained by
DFT-MD as an input for the calculation of the stopping
power. Employing the fit to the quantum T-matrix results,
described in Ref. [2], greatly reduces the computational
complexity when integrating the equation of motion for the
beam ion.
Figure 2 shows the energy deposition for an α-particle
moving in dense hydrogen. As the target is fully ionised,
the density fluctuations are only due to screening clouds
around the protons, not of bound states. For comparison,
the energy deposition profile in a homogeneous electron
gas with the same mean density is given. Both the particle
energy and the target density are typical for ICF plasmas.
Despite the large fluctuations in the calculated stopping
power for the DFT-MD case, there is good agreement with
the usual calculation using a mean electron density if the
energy deposition is averaged over a distance of a few A˚.
This fact is also visible when comparing the range of the
α-particle in the two cases. These results imply that the
energy deposition profile is well approximated by results
following from a average target density if the path length of
the beam is greater than a few A˚. However, the straggling
of the beam is strongly underestimated when considering
a constant density as the DFT-MD simulations show huge
microscopic density fluctuations that are fully reflected in
the energy deposition profiles.
References
[1] A. Pelka et al., Phys. Rev. Lett. 105, 265701 (2010).
[2] D.O. Gericke, Laser and Particle Beams 20, 471 (2002).
[3] J. Vorberger, I. Tamblyn, B. Militzer, and S.A. Bonev,
Phys. Rev. B 75, 024206 (2007).
[4] G. Kresse and J. Hafner, Phys. Rev. B 47, 558 (1993).
TH-06
34
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Warm dense matter (WDM) is an extreme state that ex-
ists under high pressures found in giant gas planets or dur-
ing the strong heating in ICF experiments. WDM states are
very interesting theoretically as they combine strong inter-
particle forces and degenerate electrons. For experimental
investigations, x-ray Thomson scattering (XRTS) has been
established as a reliable diagnostics. However, the standard
method to analyze XRTS spectra was developed for simple
materials consisting of only one chemical element with one
ion species. As a plasma may consist of ions in different
charge states, an average ion, representing the population,
has to be introduced. Moreover, recent experiments have
moved from simple elements, like Be and Li [1, 2], to more
complex, composite matter such as LiH or CH [3, 4] as
such composite materials occur more often in nature and
technology applications.
In this contribution, we present the generalization of the
theoretical description of XRTS signals that allows for the
study of mixtures and composite materials under extreme
conditions. As light scatters on density fluctuations, the
scattering signal is directly proportional to the dynamic
structure factor. Following the idea of Chihara [5], the total
electron density can be split into a free electron term and
contributions of bound electrons associated with different
ion species. Such a decomposition and the evaluation of
the various density correlation functions that arise leads to
an expression of the total electron structure factor of the












dω′ S˜cea (ω − ω′)SSa (ω′) .
Here, xa = na/
∑
a na denote the concentrations of the
species given by ion densities na and Za is the ion charge
of the ion species a. This equation reflects the three distinct
features in the XRTS signal: the first term describes quasi-
elastic scattering at bound electrons described by the atom
or ion form factor fa and the screening cloud qa which are
associated to the ion species a. The partial structure factors
Sab contain the structural information in the ion subsystem.
The second term describes the full dynamic response of
the free electrons where Z¯ is the average ion charge state.
The last term contributes due to the excitations of bound
electrons by the probe beam.



















Figure 1: The weight of the Rayleigh peak for microscopic
mixtures of beryllium und hydrogen and for systems which
contain both materials in two pure phases. The temperature
is T = 13 eV and the total densities are calculated in such
a way that the system is in pressure equilibrium with pure
beryllium at % = 5.544 g/cm−3.
Fig. 1 presents the elastic Rayleigh peak WR(k), that
is the term in the first line of Eq. (1), for a mixture of
beryllium and hydrogen under conditions reached in recent
WDM experiments [7]. The calculation demonstrates that
the ion feature is very sensitive to the ratio of materials in
the probe volume. Moreover, microscopic mixtures tend to
scatter x-rays differently than two phase-separated fluids.
The observed differences clearly exceed the experimental
uncertainties which make such investigations feasible for
existing high-energy laser facilities.
Mixing of ablator and fuel material is very important
for inertial confinement experiments. The example above
demonstrates that we now have the theoretical framework
[6] and the structural models [8] that allows for XRTS mea-
surements of the mixing due to Rayleigh-Taylor instabili-
ties during the compression of the ICF capsule.
References
[1] S.H. Glenzer et al., Phys. Rev. Lett. 98, 065002 (2007).
[2] E. Garcia Saiz et al., Nature Phys. 4, 940 (2008).
[3] B. Barbrel et al., Phys. Rev. Lett. 102, 165004 (2009).
[4] A.L. Kritcher et al., Phys. Rev. Lett. 103, 245004 (2009).
[5] J. Chihara, J. Phys.: Condens. Matter 12, 231 (2000).
[6] K. Wu¨nsch et al., Euro. Phys. Lett. 94, 25001 (2011).
[7] H.J. Lee et al., Phys. Rev. Lett. 102, 115001 (2009).
[8] K. Wu¨nsch et al., Phys. Rev. E 79, 010201(R) (2009).
TH-07
35
Thomson scattering in inhomogeneous hydrogen targets
P. Sperling1, R. Thiele1, C. Fortmann4,5, S. H. Glenzer5, A. Pukhov2, S. Toleikis3, Th. Tschentscher6,
and R. Redmer1
1Institut fu¨r Physik, Universita¨t Rostock, D-18051 Rostock, Germany; 2Institut fu¨r Theoretische Physik I,
Heinrich-Heine-Universita¨t Du¨sseldorf, D-40225 Du¨sseldorf, Germany; 3DESY, Notkestraße 85, D-22607 Hamburg,
Germany; 4Department of Physics and Astronomy, University of California Los Angeles, Los Angeles CA 90095, USA;
5Lawrence Livermore National Laboratory, P.O. Box 808, L-399, Livermore CA 94551, USA; 6European XFEL GmbH,
Albert-Einstein-Ring 19, D-22761 Hamburg, Germany
Brilliant radiation from free electron lasers allows new
pump-probe experiments to characterize warm dense mat-
ter. We study a typical experimental setup at the FLASH
facility: A short-pulse optical laser is focused on a liq-
uid hydrogen jet that is subsequently probed with brilliant
X-ray pulses [1]. The inhomogeneous hydrogen plasma
generated by the optical laser is calculated via particle-in-
cell simulations [2], whereas the X-ray probe interaction is
taken into account via radiative hydrodynamic simulations
[3], see Fig. 1. We update a former case study [4] by using
here experimental parameters as realized at FLASH.
















Figure 1: Density of free electrons ne(x, y) in units of the
critical density ncr = 1.7× 1021 cm−3 of the optical laser
after a time of 1.25 ps. The linearly polarized laser pulse
of 800 nm wavelength, 100 µm focal spot diameter, 10 mJ
energy, and 90 fs pulse length is incident from the left. The
FLASH pulse of 13.5 nm wavelength, 25 µm focal spot di-
ameter, 10 µJ energy, and 200 fs pulse length irradiates the
hydrogen droplet (10 µm in diameter, 20 K initial temper-
ature, ρ = 0.089 g/cm−3) after a delay time of 1 ps also
from the left.
The scattering power per solid angle dΩ = sin θdθdϕ
and per unit frequency interval dω is related to the dynamic














′;ne(r), Te(r))ni(r) . (1)
The energy is given by ∆E = h¯ω = h¯ωf− h¯ωi with ini-
tial and final photon frequency. The momentum is related
to the scattering angle θ according to k = 4pi sin(θ/2)/λ0,
λ0 is the probe wavelength. l(r) is the power density of in-
coming photons which is also dependent on the absorption,
and ni(r) is the ion density. The DSF has to be convo-
luted with the instrumental function G∆ω(ω), that models
the spectrometer’s finite spectral resolution and the probe’s
spectral bandwidth. We follow Chihara’s approach to the
DSF [6] and neglect bound-free transitions,
The elastic feature in Fig. 2 (central peak) is calculated
via the Debye-Hu¨ckel theory [7]. The inelastic feature (side
peaks) is determined within the Born-Mermin approxima-
tion considering the full density and temperature dependent
Thomson scattering cross section throughout the target [4].






















Ti = 0.1 Te
delay = 0.25 ps
delay = 0.75 ps
Figure 2: Electron Thomson scattering spectrum off liq-
uid hydrogen droplets as function of the photon energy
shift ∆E for pump-probe scenarios with 0.25 ps (broken
lines) and 0.75 ps (solid lines) delay time and assumed ion
temperatures of Ti = Te (equilibrium: black lines) and
Ti = 0.1 · Te (nonequilibrium: red lines). We predict plas-
mons caused by the laser-generated plasma in the target,
see Fig. 1. The Rayleigh peak increases with the delay time
because the ion temperature also increases. The electron-
ion relaxation time could be extracted by varying the time
delay.
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Spline-Equation of State in Plasma-4 and TFPK Models 
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The material’s equation of state (EOS) describes 
the dependence of pressure P and internal energy E 
on density and temperature ( , )Tρ . The paper 
authors have codes Plasma-4 and TFC that allow 
making tables of P, E values and calculating other 
thermodynamic functions (TDF) for monatomic 
materials and mixtures.  
Plasma-4 code is based on the ionization balance 
model that takes into account degeneration of 
electrons (generalized Saha equations) [1]. Figure 1 
illustrates for comparison the curves of the number of 
free electrons (Ne) in carbon as a function of 
temperature (T) with density 0.2 g/cm3 calculated by 
Plasma-4 and taken from [2]. The curve calculated by 
Plasma-4 (red line) coincides with that calculated by 
Comptra04 [2] (dashed line). An agreement with 
experimental data is also observed. 
 
Figure 1 -  Ne as a function of T (eV) for carbon. 
 
TFC code calculates TDF using Thomas-Fermi 
model with quantum and exchange corrections for the 
electron component [3]. Contributions by nuclei are 
calculated using the “effective charge” model [4]. A 
“cold” curve is built with regard to data of 
experiments. This TDF calculation method is called 
“TFPK model”. 
The P and E tables calculated by Plasma-4 code 
are supplemented with data calculated by TFC, if a 
material is not plasma. Merging is performed with 
smoothing hyperbolic splines [5].  
Tables are approximated either with trial 
functions [6], or with bicubic splines [6]. Tables Cv = 
E/T and G = P/(  *T), rather than P and   tables, are 
preferable for spline approximation. Currently, we 
use splines, which are linear in lnT and cubic in ln ρ . 
Logarithmic variables provide the approximating 
process convergence [7]. 
DESSI code [5] has been developed to build 
spline-EOS in Pascal in DELPHI environment. The 
definition domain  
of TDF with respect to density is sliced to obtain 
partial rectangles, so that a cubic spline has ~5 nodes 
with the approximation accuracy ~0.5%. Sub-
domains are merged using Hermitian cubic splines. 
The code has a window interface and is operated 
interactively. The Fortran version of spline-EOS [8] 
to use it in codes simulating continuum flows is 













Figure 2 – Hugoniots (X-axis – pressure, GPa; Y-axis 
– density, g/cm3): 1 – spline-EOS; 2 –Klinishov’s 
EOS [6]; 3 – experiment [9].  
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Setting Group Ranges During Simulation of Targets on «Iskra-5» Plant 
V.Vatulin, G.Eliseev, V.Karepov, A.Tikhonov, A.Kharitonov  
Russian Federal Nuclear Center – VNIIEF, Sarov, Russia 
For simulation of radiation transport in multigroup 
approximation, ranges of groups are usually specified 
uniformly with a relatively small increment near the Planck 
distribution’s point of maximum with some typical value of 
temperature. In an equilibrium system, the radiation flux is 
the product of free path and Rosseland’s weighting factor. 
Near the product maximum a sufficient number of groups is 
also set uniformly. This is a good approach for almost 
equilibrium systems. However, the paper offers another 
approach.  
For «heavy» materials, cross-sections in the soft domain of 
frequencies noticeably vary owing to the presence of lines 
and in the hard domain of frequencies they vary owing to a 
relatively large width of groups. So, an issue concerning the 
way of averaging inside groups is raised. The terms of 
material/radiation interactions (absorption and emission) in 
the kinetic equation appear to be close to each other and the 
difference between them is significantly less than the value 
of each term. In this case, the kinetic equation transforms to 
the diffusion equation, where a factor before the radiation 
flux is a free path. In equilibrium state, the both equations 
are equivalent. The group averaging with equilibrium Planck 
flux leads to occurrence of a Rosseland’s weighting factor 
and this allows using group constants with the Rosseland 
averaging of photon free paths to solve the kinetic equation. 
«Light» material spectra have a small number of lines and, 
therefore, the Planck averaging with the material temperature 
is used and gives proper values of radiation energy. 
Consider the problem of compressing a spherical glass 
capsule (R=0.0095 cm) with a light flux, the capsule is filled 
with deuterium gas (r=0.0025cm). This is the problem with 
spectral nonequilibrium during propagation of the heat wave 
front in gas and gas/radiation exchange of energy and 
nonequilibrium on the shell boundaries.  
Let’s set frequency ranges according to the following 
requirements of equality for each group: 
 Equal amounts of energy transmitted by material within 
each spectral range with local thermodynamic equilibrium; 
 equal diffusion Rosseland fluxes; 
 equal integral for Planck spectrum. 
Repeat these steps for each material and for some set of 
typical points (T, ). 
The requirements above are given in Table 1 for the capsule 
compression problem. For each of the cases in Table 1, 512-
group partitions in frequency from 0 to 12 KeV have been 
built so that the values of integrals are equal within each 
range. Then ranges of groups for all materials have been 
integrated within a single set and classified in ascending 
order. Fig.1 shows the curve of boundary energy as a 
function of the group number. Five subsets - with 8, 16, 32, 
64, and 128 groups - have been taken from this set. The 16-
group spectrum is 1.00-3, 1.89-2, 4.46-2, 7.70-2, 1.15-1, 
1.49-1, 1.84-1, 2.29-1, 2.88-1, 3.38-1, 4.05-1, 4.73-1, 5.51-1, 
6.58-1, 8.20-1, 1.52+0, 1.20+1. 
The compression of capsule with all group spectra has 
been calculated by TRIADA program. The outer surface is a 
free surface. The incoming light flux is isotropic with 
equilibrium Planck spectrum, its temperature as a function of 
time is given in a tabular form. T=0.14 KeV is the maximum 
value of temperature. The number of DT-reactions has been 
taken as a partition quality criterion Calculations with 16 
groups gives us 1.7+7 reactions, calculations with 100 
groups – 1.6+7 reactions. The 16-group spectrum is 
considered to be an optimum. As an example, Fig.2 shows 
the histogram of 16-group spectrum according to the results 
of calculations by PERST-3 [1] and LEDCOP [2]. 
 
Table 1 – A set of materials and points (T, ) 
 ,g/cm
3
 Т, KeV Weight function 
D 0.1 0.1 Planck 
D 0.1 0.3 Planck 
D 0.1 0.7 Planck 
SiO2 0.1 0.1 Rosseland 
SiO2 0.2 0.05 Planck 
























0 0,5 1 1,5 2










S iO 2 PER ST-3
S iO 2 LED C O P
 










From ablation to radiation pressure in intense laser-matter interaction∗
S. M. Weng† , R. Schneider, and P. Mulser
Theoretical Quantum Electronics (TQE), Technische Universita¨t Darmstadt, D-64289 Darmstadt, Germany
With the increasing laser intensity from Iλ2 = 1015
to 1018 W/cm2µm2, it is usually assumed that the abla-
tion pressure PA undergoes a continuous transition from
PA ∼ I2/3 to radiation pressure PA = PR ∼ I1.
Figure 1: A parallel laser pulse is incident from the LHS
onto an overdense target. It is reflected at the critical point
xc of density ρc, and forms the partially standing wave of
amplitude Eˆ. From xc the absorbed energy is transported
by the electrons to the right into the dense target (energy
flow density qr) and to the left into the underdense hot
plasma corona (energy flow density ql). The ponderomo-
tive force density ppi at the first local maximum of Eˆ at
xm leads to profile steepening of the plasma density ρ. If,
however, radiation pressure is insignificant (ppi = 0) the
density distribution assumes the typical shape of a (nearly)
isothermal rarefaction wave ρ0 (dotted). The transition of
subsonic to supersonic flow (Mach number M = 1) occurs
at xm, which for vanishing ppi coincides with xc.
As shown in Fig. 1, in a first approach the plasma can be
described by the following steady state 1D non-relativistic
one fluid model,
ρv = const, PA = ρv
2 + p+ ppi = const,






























Eˆ = 0; k = ω/c.
The symbols are as defined in Ref. [1].
By including heat flow into target qe and into corona
ql in the energy balance and the radiation pressure in the
momentum balance, for nonrelativistic intensities we have
gotten [1]
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Figure 2: A parallel laser beam is incident from the LHS
onto an overdense target with initial density ne = 5nc.
Laser intensity I = 1.37 × 1016 W/cm2 and wavelength
λ = 1 µm. pe = nkBT plasma pressure, pd = ρv2 gas dy-
namic ablative pressure component, ppi the local radiation
pressure. Snapshot taken at t = 1000τ . Critical point lo-
cates at xc ' 13.89λ. The large oscillations of pd beyond
x = 14 µm are mainly attributed to the noise of ρ.































upper values in Ξ for f = 3, lower values for f = 1.
This model has been tested by PIC simulations in the
laser intensity interval 1016−3×1017 W/cm2 at λ = 1µm.
Important features have been revealed, like the assumption
of isothermal behavior over a sufficiently large subcritical
region and the substantial contribution of the dynamic pres-
sure component pd = ρv2 to PA (see Te, pd in Fig. 2).
Over the whole test interval pd ≈ pe has also been found
as expected from Eq. (1).
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Dielectric breakdown initiated by ultrashort laser pulses
Application of the multiple rate equation
O. Brenk and B. Rethfeld
Department of Physics and OPTIMAS Research Center, Erwin Schroedinger Str. 46, 67663 Kaiserslautern, Germany.
The irradiation of dielectrics with ultrashort (sub ps)
laser pulses offers many applications ranging from preci-
sion micromachining to medical surgery. It also allows
to study fundamental physical questions regarding material
behavior under strong nonequilibrium conditions.
During irradiation a dielectric can show a strong increase
in absorption, which is a threshold behavior called dielec-
tric breakdown. It initiates possible phase transitions and
material modifications. Dielectric breakdown is attributed
to an increasing free electron density (in the conduction
band) under laser irradiation. Theoretical studies are essen-
tial in order to understand laser-induced dielectric break-
down and to make it controllable for applications.
The multiple rate equation (MRE), introduced in [1], is a
numerical tool to follow the transient free electron density
in the conduction band. It is applicable when the electron
density is the focus of interest, while relaxation processes
(e.g. electron-electron, electron-phonon) can be neglected.
The original MRE was improved in several ways [2, 3].
One improvement is the inclusion of optical parameters
like reflectivity and absorption. Implementing a Drude
model we calculate these parameters and trace their time
evolution and effect on the density evolution, including the
regime of breakdown.
Breakdown is usually assumed to occur when a certain
critical free electron density ncrit is reached. We can fol-
low dielectric breakdown independent of such an assump-
tion. In the proximity of the critical density the reflectiv-
ity nearly vanishes, while absorption increases. Simulta-
neously the electric field amplitude inside the material in-
creases, due to refractive index change, which means the
absorption propabilities rise. Breakdown results in a steep
increase in free electron density [2].
Up to now we considered bulk material. Similar to [3]
we add a spatial dimension. Calculating parameters like
reflection and absorption at every timestep we advance
our model to simulate laser-matter interaction at different
depths within a dielectric.
We model the dielectric as a system of layers with a cer-
tain thickness dL and applied the MRE for each layer. The
electric filed amplitude inside the layer and also the absorp-
tion coefficient are calculated at each timestep. We then use
this results to determine the input parameters for the calcu-
lation in the next layer. The absorption of the laser pulse,
travelling from layer to layer was considered applying a
Lambert-Beer law to calculate the intensity that is transmit-
ted into the next layer: In+1 = In · exp{− 4piλLaser · k · dL}.
Here In is the intensity in the respective layer, λ is the laser
wavelength and k is the absorption coefficient we obtain
with our calculation. The parameter dL is the aforemen-
tioned thickness of our layers.
The process is then repeated for each following layer, as
illustrated in Fig. 1. The resulting free electron density evo-
Figure 1: A schematic of the one-dimensional model. For
details please see text.
lution for a simulation for the five top layers of SiO2, with
a thickness of 50nm is shown in Fig. 2. The material is
assumed to be irradiated with a 500nm rectangular laser
pulse of external intensity of 4.8× 1013Wcm−2. Only
the two layers directly below the surface show the strong
increase in free electron density that is characteristic for
breakdown. It is reasonable to assume that only in these
layers material modification will happen, while the lower





































Figure 2: Free electron density evolution for the first
five layers. A maximum free electron density of
2.66× 1028m−3 is assumed. For parameters see text.
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Electron thermalization in metals after irradiation
with a femtosecond laser pulse
I. Klett , B. Y. Mueller and B. Rethfeld
Department of Physics and OPTIMAS Research Center, Erwin Schroedinger Str. 46, 67663 Kaiserslautern, Germany.
Irradiation of metals with an ultrashort laser pulse is of-
ten described in the frame of the two-temperature model,
where electrons and the crystal lattice are described each
with a certain temperature. However, after ultrafast laser
excitation, the electrons may be out of thermal equilibrium.
They cannot be assumed to be Fermi-distributed anymore,
which makes a definition of a temperature and therefore
the application of the two-temperature model questionable.
Nonequilibrium electrons can also affect further processes,
e.g. the electron-phonon coupling [1]. Therefore, an esti-
mation of the thermalization time of electrons, i.e., the time
before they can be assumed to be in a new thermal equilib-
rium after excitation, is desired. In order to calculate the
electron thermalization time of different materials, we ap-
ply the Boltzmann equation
∂f
∂t
+ v∇f = Γel−el + Γabsorb . (1)
Since we do not consider electronic transport, we neglect
the drift term v∇f . The absorption of the laser energy by
the electrons is described by Γabsorb , the thermalization
due to electron-electron scattering by Γel−el . The applied
collision integrals can be found in [1]. In our calculations
presented here, we assume a rectangular laser pulse in time
with a duration of 100 fs, an electric field of 5·107 V/m
and a wavelength of 630nm. The deviation from a Fermi
disribution can be easily seen by plotting the Φ-function,






, where f(E) is the actual dis-
tribution function, in dependence on electron energy E. If
the electrons are Fermi-distributed, the Φ-function shows a
linear behaviour. In Fig. 1, several Φ-functions are plotted,
the initial distribution, a nonequilibrium distribution after
10 fs and finally a thermalized distribution after 15 ps. One
can see that the initial and the final distribution are linear,
in contrast to the excited distribution. In the latter, steps
with the width of the photon energy can be identified, as
described in detail in [1].
In the following, the density of states (DOS) of differ-
ent metals is included into the collision terms. The DOS
is taken from Ref. [2]. Out of the H-theorem follows that










The entropy reaches an asymptotic value, when the elec-
trons are in a Fermi distribution again. For different materi-
als, the entropy is plotted in Fig. 2. As thermalization time
τ we define the time when the normalized entropy reaches












Figure 1: Electron distributions of Al for different times
during and after 100 fs laser pulse irradiation































of the initial value after laser irradiation. The results
we get for different materials are listed in the table:
material FEG Al Cu Au
τ [fs] 76 48 646 1486
The calculations for the free electron gas (FEG) were
done by choosing a Fermi-energy of 11.16 eV and effective
mass of 1.45 ·me , which are equal to the material param-
eters of Al as applied also in Fig.1 and in [1]. The ther-
malization times of Al and the FEG are quite similar, be-
cause of the similar shape of their DOS. The thermalization
times for Cu and Au are much higher, thats due to the fact
that these materials obey a much smaller DOS around the
Fermi edge. We attribute the longer thermalization times to
that difference. Further studies are in progress.
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Induced inverse bremsstrahlung for plasmas in intense laser fields ∗
M. Moll1, Th. Bornath2, M. Schlanges1, and V.P. Krainov3
1Institut fu¨r Physik, Universita¨t Greifswald, D-17487 Greifswald, Germany; 2Institut fu¨r Physik, Universita¨t Rostock,
D-18051 Rostock, Germany; 3Moscow Institute for Physics and Technology, 141700 Dolgoprudny, Moscow Region,
Russia
During the interaction of intense laser fields with mat-
ter, plasmas with high density and high temperature are
created. The heating of such plasmas is significantly de-
termined by inverse bremsstrahlung when the electrons ex-
tract energy from the electromagnetic field via electron-ion
collisions. In many experiments, dense nanoplasmas are
created in the interaction of lasers in the infrared regime
with noble gas clusters. If one studies the scattering of elec-
trons on noble gas ions in such plasmas, it is important to
account for the inner structure of the ions and the screening
due to the surrounding plasma medium. Following earlier
studies [1], we investigate the influence of the inner ionic
structure of noble gas ions on the heating rate using effec-












where Z is the ion charge, Nn is the number of electrons
in the nth shell and rD is the Debye radius. The screening
parameters αn are determined by comparison of the cal-
culated energy eigenvalues with experimental data [2], and
the plasma medium is accounted for in the Debye screening
factor exp(−r/rD).
In calculations based on the first Born approximation,
the consideration of the ionic structure on the scattering
process had a huge effect on the heating rate [1]. The first
Born approximation is applicable if the mean kinetic en-
ergy E in the plasma is large compared to the mean poten-
tial energy Vei. However, at conditions typically met in ex-
periments with noble gas ions, E and Vei are not indepen-
dent, because with increasing kinetic energy the ionization
in the plasma also increases, resulting in an increase of the
mean potential energy. Therefore, for typical experimental
conditions the electron-ion interaction is strong and the ap-
plicability of the first Born approximation is questionable.
Hence, we analyze the heating rate using the classical ap-
proach.
If we consider the heating rate as a function of the mean





d2b (E+ − E−)
where ni is the number density of the ions, b is the classical
impact parameter and E+ and E− are the electron energy
before and after one collision, respectively. We determine
∗Work supported by Deutsche Forschungsgemeinschaft within Son-
derforschungsbereich 652.
the energy gain in one collision simulating the propaga-
tion of electrons obeying Hamilton‘s equations of motion
where we average all possible scattering processes with re-
spect to the field phase ωt, the direction between the ini-
tial electron momentum and the electric field vector and
the impact parameter b. In figure 1, results for the heat-


















Figure 1: Heating rate as a function of the mean (thermal)
electron energy for Xe1+ ions. The laser wavelength is
λ = 825 nm, the intensity I0 = 8.8× 1013 W/cm2.
ing rate are presented for Xe1+ ions as a function of the
mean kinetic energy of the electrons. The consideration of
the ionic structure with the Rogers potential in the Born ap-
proximation increases the heating rate drastically (compare
the dashed curves). In the classical calculations, the con-
sideration of the inner ionic structure also yields increased
heating rates, but this effect is much less dramatic (com-
pare the full curves) [3]. The influence of the inner ionic
structure is stronger for larger nuclear charges of the ions
and for lower Z . Thus we confirm the results presented in
[4] for the low-field case that it is important to account for
the ionic structure, keeping in mind that the Born approxi-
mation overestimates the heating rate.
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Modeling Giant Planets and Brown Dwarfs
Andreas Becker1, Nadine Nettelmann1, and Ronald Redmer1
1Institut fu¨r Physik, Universita¨t Rostock, D-18051 Rostock, Germany
We perform extensive electronic structure calculations
for warm dense matter within finite-temperature density
functional theory combined with molecular dynamics sim-
ulations for the ions (FT-DFT-MD) using the VASP code
[1]. We calculate EOS data for hydrogen [2], helium [3],
hydrogen-helium mixtures [4] and water [5] within a tem-
perature range up to 100000 K and a pressure range up to
100 Mbar as well as electrical conductivities, pair correla-
tion functions and ion diffusion coefficients.
With this input we model solar and extrasolar Giant
Planets (GP) within standard three-layer structure models
[6] using a mixture of our EOS data, called LM-REOS
(Linear Mixing-Rostock Equation Of State). Available ob-
servational constraints such as mass M, radius R, rotational
period, gravitational moments J2n, the mean helium frac-
tion Y which is given by the solar value and the helium
fraction at the surfaceY1 are fulfilled by our models. Grav-
ity data like J2 and J4 are used to fit metallicities, the size
of the core, and the chemical composition within the layers.
Application of our latest EOS data to Jupiter restricts the
core mass to 1-8 Earth masses. The metallicity in the outer
envelope is more than two times the solar value of about
2% as observed.
For Brown Dwarf (BD) models we have to ex-
tend our EOS, which covers today a density range of
10−8 - 70 g/cm3 for hydrogen, to ultrahigh densities of
∼ 1000 g/cm3. We investigate the Thomas-Fermi model
[7] and the Chabrier-Potekhin [8] model in this region.


















Figure 1: Comparison of FT-DFT-MD data with the
Thomas-Fermi and Chabrier-Potekhin models: The per-
centages show the deviation between Chabrier-Potekhin
and FT-DFT-MD data.
As shown in figure 1 we obtain a nearly perfect agree-
ment of the FT-DFT-MD data with the Chabrier-Potekhin
(CP) model so that this model EOS yields the correct
high-density limit. Furthermore, we have proven that the
Pade´ formulae of Chabrier and Potekhin for a fully ionized
plasma can be used in the mapped density range.
BDs are assumed to be fully convective so that we adapt
an adiabatic one-layer model for the calculations of their
interior structure. We assume that the BD has no core and
that the metallicity in the envelope is given by the solar
value of 2%.
For the BD Gliese 229B we obtain first results for
the isentrope using the observational constraints R= RJup,
M=30 MJup and Teff=1000 K, see figure 2. We compare
with data from Hubbard [9] which are derived using the
Saumon-Chabrier Van Horn EOS (SCVH95) [10]. We have
applied our EOS up to the pressure of P12=150 Mbar and
the SCVH95-EOS for the remaining part. We predict pro-
nounced differences in the interiors using these EOS data,
especially in the outer part of the BD. Our aim for the fu-
ture is a full description using ab initio EOS data such as
LM-REOS combined with the CP model.












P12 = 150 Mbar
Figure 2: Comparison of BD isentropes using different
EOS data
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Polytropic coefficients in anisotropic outer-planet’s magnetosheaths
Ch. Maurer1, C.-V. Meister1, and D. H. H. Hoffmann1
1Institut fu¨r Kernphysik, TU-Darmstadt, Schlossgartenstraße 9, 64289 Darmstadt, Germany
Introduction
In the magnetosheath plasmas of Jupiter, Saturn and
Neptune anisotropies of the plasma parameters are caused
by strong magnetic fields via Lorentz forces. These
anisotropies influence the dispersion relation of excited
magnetohydrodynamic waves considerably. In the present
work, based on the double-adiabatic Chew-Goldberger-
Low approximation, the dispersion of magnetoacoustic
waves and the variations of the polytropic coefficient of the
plasma by these waves are studied. Here, the influence on
the polytropic coefficients is summarized. It is shown that
in the case of slow magnetoacoustic waves, regions with
effective polytropic coefficients smaller than unity may ex-
ist.
Polytropic coeffcient
A polytropic process is a thermodynamic process where
pV γ = const. and TV γ−1 = const. (1)
hold. The latter equation connects a polytropic coefficient
γ smaller unity with an interesting effect: a decreasing vol-
ume V is accompanied by a decrease in temperature T ! In
an anisotropic plasma, an effective polytropic coefficient
γeff = 1 +
1 + 2α[Kz/Kx]
(1 + [Kz/Kx])(1 + α)
(2)
has been found [1]. α is the ratio of the thermal energies
parallel and perpendicular to the magnetic inductionB and
Ki = ∂vi/∂xi.
Magnetoacoustic waves
Eq. (2) has been evaluated for slow and fast magnetoa-
coustic wavemodes in the magnetosheats of Jupiter, Sat-
urn and Neptune. Therefore, a system of magnetohydrody-
namic equations including the equation of continuity, the
momentum balance, the double adiabatic equations of state
and Ohm’s law has been used. After linearization of this
system of equations, α and the K-ratio can be expressed













Here, vs‖/⊥ are the parallel and perpendicular sound ve-
locities and ϑ is the angle between wave vector k and mag-
netic inductionB. The resulting polytropic coefficients for
the magnetosheats of Jupiter, Saturn and Neptune are pre-
sented in the right hand column.
Figure 1: γeff of slow (left) and fast (right) magnetoacoustic
waves in for typical values in the magnetosheath of Jupiter as
functions of ϑ and α. Planetary plasma parameters are taken from
[2], [3] and [4]. No γeff < 1 are found.
Figure 2: Altitudinal profile of γeff of slow (left) and fast (right)
magnetoacoustic waves in the magnetosheath of Saturn. The al-
titude R is normalized by the altitude of the magnetopause. The
bold black line denotes γeff = 1. The altitudinal plasmaprofiles
are taken from [5].
Figure 3: γeff of slow (left) and fast (right) magnetoacoustic
waves in the magnetosheath of Neptune as functions of ϑ and α.
Planetary plasma parameters are taken from [6].
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Magnetohydrodynamic waves in weakly-collisional plasmas
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1Institut fu¨r Kernphysik, TU-Darmstadt, Schlossgartenstraße 9, 64289 Darmstadt, Germany
Introduction
In the ionospheric E-layer plasma a broad variety of dif-
ferent magnetohydrodynamic (MHD) waves and instabili-
ties, like Alfve´n waves, which are generated by the wind
motion of the plasma, may be excited. The existence of
such waves is normally proven by calculation of the disper-
sion relation through a magnetohydrodynamic modelling
of the considered system. In the present work the influence
of ground based infrasound waves on the E-layer plasma
is studied by means of MHD modelling. It is shown that
Alfve´n waves are excited by infrasound waves propagating
from the Earth’s surface into higher altitudes. Moreover
it is explained that these waves also exist in the stratified
weakly-collisional atmosphere with its finite electrical con-
ductivity and background electro-magnetic (EM) field.
The momentum balances
The E-layer is described through a MHD three fluid
model, where the effects as described above are considerd.




















mabνab(δva − δvb) .
Here δp and δE are the fluctuations of the plasma pressure
and the electric field caused by the non-equilibrium parti-
cle velocities δva. By solving the momentum balance in
equilibrium state one is able to gain an equation describing



















where a ∈ {e, i, n} for the three different kinds of par-
ticles: electrons, ions and neutral particles. Normally, one
would analyse the different kinds of waves, occurring in the
system, through writing the momentum balances as matrix
equation. However the matrix equation, i.e. the wave dis-
persion equations, seemed to be too large for a complete
analytical calculation in the present work. Thus it has been
tried to gain a numerical solution of the dispersion relation.
Although this problem is still not solved, it can be shown
that, in fact, Alfve´n waves are generated through the infra-
sound waves. By neglecting all additional effects in (eq. 1),
like collision frequencies, EM background fields and so on,





















Michailov α = 0.1
static E−Field
Figure 1: The temperature profile can be described through
a polynomial fit to data gained from the ionospheric model
MSIS-E-90 provided by the NASA or by using a profile
described in [2], the electric field profile has been obtained
through linear fit to data described in [1].
one gains following equation which, in analogy to calcula-










It is shown that the mentioned physical phenomena ne-
glected in (eq. 1), especially the collisions between the neu-
tral and charged particles in the atmosphere, contribute to
a change of the amplitudes and phases of the “normal”
Alfve´n waves (eq. 4). Besides, new types of waves as the
electrostatic Farley-Buneman ones are found, which may
cause a considerable heating of the plasma.
References
[1] R. Pfaff, H. Freudenreich and T. Yokoyama, M. Yamamoto,
S. Fukao and H. Mori, S. Ohtsuki and N. Iwagami, “Electric
field measurements of DC and long wavelength structures as-
sociated with sporadic-E layers and QP radar echoes”, An-
nales Geophysicae, 23 (2005) 7, p. 2319
[2] A. V. Mikhailov and V. H. Depuev and A. H. Depueva, ”Syn-
chronous NmF2 and NmE daytime variations as a key to
the mechanism of quiet-time F2-layer disturbances”, Annales
Geophysica, 25 (2007) 2, p. 483
[3] Peter A. Sturrock,”Plasma Physics”, Cambridge University
Press, 1994, p. 233
[4] C.-V. Meister, B. Mayer, P. Dziendziel, F. Fu¨lbert, D.H.H.
Hoffmann and V.A. Liperovsky, E. V. Liperovskaya, ”On the
acoustic model of lithosphere-atmosphere-ionosphere cou-
pling before earthquakes” Nat. Hazards Earth Syst. Sci., 11
























































$D%. E%)=6. #>A. FGH<>A. "B<%AB%. I<4*G)(. 2)*<>A)(. 0)J
K>4)*>46. <A. *D%. 9"8. <H. B>AH*4GB*<AL. ). A%M. 2%G*4)(<N%O.
P4<Q*. 7>&'4%HH<>A. %R'%4<&%A*. S2P7RJ##T. )*. 0120:..
$D<H. Q)B<(<*6. <H. K%<AL. O%=%(>'%O. Q>4. D<LD. %A%4L6. O%AH<*6.







*>. *D%.M)4&. O%AH%.&)**%4. 4%L<&%. SW. /. %IT:. .16.&)5<AL.
GH%. >Q. H'%B<)(. )BB%(%4)*<>A. =>(*)L%. M)=%Q>4&H3. +:X$. H>J
(%A><O. Q>BGH<AL3. )AO. A%G*4)(<N%O. O4<Q*. B>&'4%HH<>A3. +,. J.
X,.A7.>Q.K%)&.BD)4L%. Q4>&. *D%. <>A. H>G4B%.M<((.K%.B>&J
'4%HH%O. (>AL<*GO<A)((6. )AO. 4)O<)((6. *>. )BD<%=%. ). HGKJ
A)A>H%B>AO.'G(H%.(%AL*D.)AO.&&JHB)(%.*)4L%*.H'>*.H<N%:...
$D%. >4<L<A)(. 2%G*4)(<N%O. P4<Q*. 7>&'4%HH<>A. YZ'%4<J
&%A*. S2P7RJ#T. D)H. HGBB%HHQG((6. O%&>AH*4)*%O. H<&G(*)J
A%>GH.4)O<)(.)AO.(>AL<*GO<A)(.B>&'4%HH<>A.K6.<&')4*<AL.).
=%(>B<*6.4)&'.*>.*D%.<>A.K%)&3.MD<BD.*D%A.O4<Q*H.<A.).A%GJ







H<>A%O. 8O=)AB%O. $%H*. 8BB%(%4)*>4. S8$8T. )*. 0020:. #*.
<AB(GO%H. +-. ()**<B%. '%4<>OH. K%*M%%A. *D%. <A[%B*>4. )AO. *D%.
A%G*4)(<N%O. O4<Q*. B>&'4%HH<>A. H%B*<>A. SF<LG4%. /T:. . $D%4%.
)4%. /+. %A%4L<N%O. <AOGB*<>A. B%((H3. \. <A)B*<=%. B%((H. MD<BD.
'4>=<O%.O4<Q*.H')B%3.)AO.].O<)LA>H*<B.B%((H.MD<BD.'4>=<O%.
K%)&. O<)LA>H*<BH. )AO. 'G&'<AL:. . 7GH*>&. 'G(H%O. '>M%4.
H6H*%&H.L%A%4)*%.4)&'%O.M)=%Q>4&H.Q>4.*D%.Q<4H*.-.<AOGBJ
*<>A. B%((H3. H>. )H. *>.^G<B5(6. B>&'4%HH. *D%.K%)&. Q4>&.],,.
AH.)*. *D%. <A[%B*>4.O>MA. *>.-,.AH:.8Q*%4. *D<H.B>&'4%HH<>A3.
*D%.D<LD.=>(*)L%H.>Q.*D%.8$8.1(G&(%<AH.)4%.*D%A.GH%O.*>.
4)'<O(6.)OO.%A%4L6.*>.*D%.K%)&:..$D%.1(G&(%<AH.M%4%.O%J





$D%. /JP.8"@. B>O%.M)H. GH%O. *>. H6A*D%H<N%. D<LD. =>(*)L%.








$D%. /?,. 5%I. <A[%B*>4.M<((. D)=%. ). /,:\. B&. O<)&%*%4. <>A.
H>G4B%:. . $%H*<AL. >Q. H&)((. S,:]`. B&. O<)&%*%4T. (<*D<G&.
O>'%O. )(G&<A>JH<(<B)*%. <>A. H>G4B%H. D)H. O%&>AH*4)*%O. *D%.
BG44%A*. O%AH<*6. SW. /. &8aB&
+




HGBB%HHQG((6. '4>OGB%O. *>. =%4<Q6. *D)*. *D%. B>)*<AL. &%*D>O.
B)A. K%. )''(<%O. *>. HGBD. ). ()4L%. %&<**<AL. )4%):. $D%. <>A.
H>G4B%.M<((.>'%4)*%.)*.W./+-X.b7;.*DGH.).H<LA<Q<B)A*.%QQ>4*.









B>''%4. B6(<AO%4. SM)*%4JB>>(%OT. M)H. GH%O. *>. %ZB(GO%. *D%.
H>(%A><O.&)LA%*<B.Q(GZ.Q4>&.*D%.Q%44<*%.B>4%H:...
@4%B<H%. )(<LA&%A*. <H. %HH%A*<)(. K%B)GH%. *D%. K%)&. D)H. ).






. 8(<LA&%A*. )BBG4)B6. D)H. K%%A. O%&>AJ
H*4)*%O.*>.M<*D<A./,,.d&.>Q.*D%.<AOGB*<>A.B%((.)Z<H:..
$D%. A%G*4)(<N%O. O4<Q*. B>&'4%HH<>A. 4%L<>A. )Q*%4. *D%. ()H*.
<AOGB*<>A. B%((. <H. )''4>Z<&)*%(6. /:+.&. (>AL. )AO. <AB(GO%H.
Q%44>%(%B*4<B. '()H&). H>G4B%H. SFY@"T. Q)K4<B)*%O. K6. @@@0.
H<&<()4. *>. *D>H%. HGBB%HHQG((6. >'%4)*<AL. <A.2P7RJ#:. .$D%.
eJ$. Q<A)(. Q>BGH. 'G(H%O. H>(%A><O3. Q<(*%4%O. B)*D>O<B. )4B.
'()H&). H>G4B%H. SF78@"T3. )AO. *)4L%*. BD)&K%4. Q4>&.
2P7RJ#.)4%.*>.K%.4%(>B)*%O.*>.2P7RJ##:...
$D%. 2P7RJ##. '4>[%B*. H*)4*%O. <A. CG(6. +,,\. )AO. <H. %ZJ
'%B*%O. *>. B>&'(%*%. <A. Q)((. >Q. +,//:. 8H. QG*G4%. QGAOH. K%J













Plasma Source Development for the NDCX-I and NDCX-II Neutralized Drift
Compression Experiments∗
E. P. Gilson†1, R. C. Davidson1, P. C. Efthimion1, I. D. Kaganovich1, J. Z. Gleizer2, and
Ya. E. Krasik2
1PPPL, Princeton, NJ 08540, USA; 2Technion, Haifa, 32000, Israel
Plasma sources have been developed for the NDCX-I
and NDCX-II experimental facilities [1, 2], both for the 2-
m-long, field-free drift regions and for the small-diameter
interior of the multi-Tesla final focus solenoid. Barium ti-
tanate based cylinders with a high dielectric coefficient are
used to line the wall of the drift region, and by applying
a 9 kV pulse between the inner and outer surfaces of the
cylinders, a plasma with a density in the 1010 cm−3 range
is formed. A plasma source 2′′ long and 1.5′′ in diam-
eter, also made using the barium titanate based material,
has been developed for use in the bore of the final focus
solenoid. Improved designs for the barium titanate plasma
sources are being considered and plasma source designs us-
ing so-called flashboard technology have been developed.
For NDCX-I&II, the plasma sources should create a
plasma with density greater than the beam density locally.
The plasma density should be reasonably uniform and the
source should not adversely affect the ion bunch propaga-
tion by introducing strong electric or magnetic fields. The
sources should not introduce so much neutral gas into the
system that the ion bunch suffers from scattering, stripping,
or charge exchange events. These sources should have long
lifetimes and the ability to operate at rates up to several Hz.
A ferroelectric plasma source (FEPS) [3] is used to cre-
ate plasma in the upstream portion of the drift region. Fer-
roelectric ceramics such as lead zirconium titanate (PZT)
and barium titanate (BaTi03) have relative dielectric co-
efficients of several thousand and large polarization sur-
face charge densities can be created when pulsed volt-
ages are applied across pieces of these ceramics [4, 5].
If the electrode on one face of the ceramic is not solid,
but rather a mesh or grid, the large non-compensated po-
larization surface charge density can create a strong tan-
gential electric field at the vacuum-ceramic-electrode in-
terface. Observations of the time-integrated emitted light
show that the plasma is fairly uniform. Moreover, simu-
lations have demonstrated that nonuniformities in plasma
emission from the wall do not lead to significant spatial
nonuniformities near the beam axis at the center of the
cylinders [6].
The on-axis plasma density, measured by a moveable
Langmuir probe, is in the mid-1010 cm−3 range [3]. The
plasma persists for 15µs before dissipating, and this is
greater than the 1µs ion bunch transit time through the drift
compression region. During testing and during operation
∗This research was supported by the U.S. Department of Energy and
by the BSF grant No.2006373.
† egilson@pppl.gov
on NDCX-I, the ferroelectric plasma source has been fired
over 104 times. For NDCX-II, larger beam densities are ex-
pected and so the ferroelectric plasma source will be mod-
ified to increase the plasma density it generates. Modifi-
cations in the assembly of the stack of ceramic cylinders,
the inner electrode structure, and the pulser electronics will
improve the ferroelectric plasma source performance, in-
creasing the generated plasma density into the 1012 cm−3
range that is required for NDCX-II. Kapton strips will be
placed on inner surface and the outer surface to cover the
gap where adjacent cylinders meet, and a crowbar switch
will be employed to rapidly (≤ 20 ns) short circuit the high-
voltage across the ceramic cylinder and create an intense
burst of plasma generation.
A compact barium titanate cylinder that is 1.5′′ long and
1.375′′ in diameter is used in a design that is otherwise
similar to that of the larger-diameter ferroelectric plasma
source, except that the high-voltage lead must be well insu-
lated and pass close to both the grounded vacuum chamber
wall and the side face of the ceramic cylinder. Fast images
and Langmuir probe measurements were used to character-
ize the compact ferroelectric plasma source before it was
tested in the strong magnetic field. Camera images with a
1µs exposure time show that the plasma is formed at the
wall and fills the volume with a uniform plasma in 5µs.
A possible alternative to the ferroelectric ceramic, that
can generate large plasma density, is a flashboard-based
plasma source. A 0.2-mm -thick, flexible sheet of printed
circuit board material is coated with copper on the back
side and multiple parallel chains of copper pads are created
on the front surface using photolithography. A high-voltage
pulse applied across the two ends of the chains causes
plasma formation between the copper pads in a chain. The
end opposite from where the high voltage is applied is con-
nected to the back side electrode so that the current flowing
along the surface from pad to pad returns along the back
surface.
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Li+ alumino-silicate ion source development for the Neutralized Drift
Compression Experiment (NDCX-II)∗
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To heat targets to electron-volt temperatures for the study
of warm dense matter [1] with intense ion beams, low mass
ions, such as lithium, have an energy loss peak (dE/dx)
at a suitable kinetic energy [2]. The Heavy Ion Fusion
Sciences (HIFS) program at Lawrence Berkeley National
Laboratory will carry out warm dense matter experiments
using Li+ ion beam with energy 1.2 - 4 MeV in order to
achieve uniform heating up to 0.1-1 eV. The accelerator
physics design [3] of Neutralized Drift Compression Ex-
periment (NDCX-II) has a pulse length at the ion source of
about 0.5 µs. Thus for producing 50 nC of beam charge,
the required beam current is about 100 mA. Focusability
requires a normalized (edge) emittance ≈2 pi-mm-mrad.
Here, lithium aluminosilicate ion sources, of β-eucryptite,
are being studied within the scope of NDCX-II construc-
tion [4].
Several small (0.64 cm diameter) lithium aluminosili-
cate ion sources, on 70 %-80 % porous tungsten substrate,
were operated in a pulsed mode. The distance between the
source surface and the mid-plane of the extraction electrode
(1 cm diameter aperture) was 1.48 cm. The source sur-
face temperature was at 12200 C to 13000 C. A 5-6 µs long
beam pulsed was recorded by a Faraday cup (+300 V on
the collector plate and -300 V on the suppressor ring). Fig-
ure 1 shows measured beam current density (J) vs. V3/2.
A space-charge limited beam density of ≈1 mA/cm2 was
measured at 12750 C temperature, after allowing a condi-
tioning time of about≈ 12 hours. Maximum emission lim-
ited beam current density of≥ 1.8mA/cm2 was recorded at
13000 C with 10-kV extractions.
Figure 2 shows the lifetime of two typical sources
with space-charge limited beam current emission at a
lower extraction voltage (1.75 kV) and at temperature of
1265± 70 C. These data demonstrate a constant, space-
charge limited beam current for 20-50 hours.
The lifetime of a source is determined by the loss of
lithium from the alumino-silicate material either as ions or
as neutral atoms. Our measurements suggest that for the
low duty factor (∼10-8) required for NDCX-II, the lifetime
of an emitter depends mostly on the duration that the emit-
ter spends at elevated temperature, that is, at ≥12500 C.
At this temperature, lithium loss is due mostly to neutral
loss (not charged ion extraction). Extension of the lifetime
of the source may be possible by lowering the temperature
between beam pulses, when the idling time is sufficiently
long between shots.
The NDCX-II design seeks to operate the ion source
∗This work was support by the U.S. Department of Energy, Office of



























































1265C,1.75kV, thickness: <0.2 mm,20110110
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Figure 2: Lifetime of sources when operated at 0.033 Hz.
at the maximum current density without running into heat
management and lifetime problems. In preparation to fab-
ricate a large (10.9 cm in diameter) source for the NDCX-
II experiment, recently a 7.6 cm diameter source has been
fabricated. The method of fabrication of this larger source
is similar to that of fabrication of a 6.3 mm diameter source,
except a longer furnace heating time was used due to
mass differences. NDCX-II construction is in progress [4].
Progress of lithium source study for NDCX-II is available
in literature [5].
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The Neutralized Drift Compression Experi-
ment II (NDCX II) is an induction accelerator 
now being constructed at Lawrence Berkeley 
National Laboratory and scheduled for project 
completion in March 2012. The baseline design 
calls for a 1.2 - 3 MeV, ~30 A Li+ ion beam, 
delivered in a bunch with sub ns pulse duration, 
and transverse dimension less than ~1 mm [1]. 
The purpose of NDCX II is to carry out experi-
mental studies of material in the warm dense 
matter regime (WDM), and ion beam and hy-
drodynamic coupling experiments relevant to 
heavy ion based inertial fusion energy (HIF). In 
preparation for NDCX-II, we have carried out 
hydrodynamic simulations [2] of ion-beam-
heated, porous and solid, metallic and non-
metallic, targets. We have calculated the tem-
perature and velocity at the critical surface [3], 
to estimate the predicted optical intensity and 
laser interferometer inferred velocity time pro-
files based on the simulated density, tempera-
ture, and velocity of the target. We have shown 
the sensitivity of these observables on two equa-
tions of state (QEOS and LEOS). Pulse formats 
include single pulses of fixed ion energy  (fig. 
1), and pulses with varied energy to create 
shocks and investigate ion-coupling efficiency. 
An increasing ion energy over the course of the 
pulse allows ions with larger range later in the 
pulse to keep pace with a shock wave initiated 
by ions earlier in the pulse. Thus, over the 
course of the pulse, energy is deposited close to 
the shock front, resulting in better coupling effi-
ciency than for a mono-energetic pulse, relevant 
to direct drive HIF targets. Simulated target ge-
ometries include spherical [4] and cylindrical 
[5] bubbles (to create enhanced regions of 
higher pressure and temperature), in addition to 
planar solid and planar foam targets [6]. In addi-
tion, we have begun exploration of droplet evo-





[9] simulation of longitudinal 
pressure profile at the radial center of a 3.5 µ 
thick aluminum target heated by NDCX-II 
beam, for ten different times (with each curve 
separated by 0.1 ns) during the beam heating. 
Simulation assumed 20 kJ/g, delivered over 1 ns 
by 2.8 MeV Li+ ion beam. 
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Intense beams of heavy ions are capable of delivering 
precise and uniform beam energy deposition, with the 
capability to heat volumetric samples of any solid-phase 
target material to high energy density.  In NDCX-I, warm 
dense matter (WDM) [1-4] conditions are achieved by 
combined longitudinal and transverse space-charge neu-
tralized drift compression of an intense ion beam pulse to 
provide a hot spot on the target with a beam spot size of 
about 1 mm and compressed pulse length about 2 ns.  
Initial experiments use a 0.3 MeV, 30-mA K+ beam from 
the NDCX-I accelerator to heat thin foil targets.  The 
NDCX-1 beam contains a low-intensity uncompressed 
pulse up to >10 µs of intensity ~0.4 MW/cm2, and a high-
intensity compressed pulse (FWHM 2-3 ns and fluence ~4 
mJ).   WDM experiments heat targets by both the com-
pressed and uncompressed parts of the NDCX-I beam, 
and explore measurement of temperature, droplet forma-
tion and other target parameters.   
 
NDCX-I provides a test bed for target physics studies, 
target diagnostics development, and ion beam transport 
and compression studies.  Initial WDM experiments heat 
targets by both the compressed and uncompressed parts of 
the NDCX-I beam, and explore measurement of tempera-
ture, droplet formation and other target parameters.  The 
goal is to develop and transfer techniques for HEDP ex-
periments from the NDCX-I facility to the next-step 
NDCX-II facility now under construction.   
 
The WDM target chamber and target diagnostics [5] in-
clude a fast multi-channel optical pyrometer, optical 
streak camera, VISAR, and high-speed gated cameras.  
The optical target emission spectrum is measured by a 
high dynamic range Hamamatsu streak camera coupled 
with a spectrometer.  A current monitor downstream of 
the target measures beam current transmitted through the 
target as a function of time.  A removable Al2O3 scintilla-
tor downstream of the target measures transmission and 
scattering of the beam ions in the target foil.  A 3-micron 
tungsten foil calorimeter is used for calibration of the in-
cident beam energy [6].   The target assembly includes a 
gold cone for final focus of the beam at the target [7].  A 
laser-transmission diagnostic detect the moment of time 
when the foil breaks into droplets.   
 
Rapid bulk heating of target foils to temperatures up to 
~4500 K (0.4 eV) has been achieved using NDCX-I 
beams.  The mechanism of target heating is described by 
a simple model which calculates the equilibrium between 
energy input from the beam and energy loss from the sur-
face of the target due to mechanisms such as vaporization 
of the target material.  The NDCX-I environment is con-
ducive to multiple repetitive target experiments for de-
tailed study of target behavior under various conditions 
and using multiple diagnostics.  NDCX-I beam-target 
shots have been performed on Au, Pt, C, Al, Si, W, and 
Nb targets.   
 
A key area of investigation is the dynamic transition be-
tween liquid and vapor of superheated metals. The foil 
reaches a quasi-equilibrium, which is a balance between 
heating by the beam and cooling by evaporation and elec-
tron emission. As the pressure builds in the foil, droplets 
form due to surface tension effects. A complete theory of 
droplet formation is under development.  Laser transmis-
sion data also suggests that the foil starts breaking less 
than 1 µs into the beam pulse, consistent with the beam 
transmission data.   
 
Other future areas of study include the equation of state 
near the solid-liquid and liquid-vapor phase boundaries, 
and material properties such as the evaporation rate, sur-
face tension, electrical conductivity; porous targets; posi-
tive ion/negative ion experiments in high electron affinity 
targets; etc.  The NDCX-I work is essential to bench-
marking our beam manipulation, targetry, and diagnostic 
techniques for NDCX-II, which will be able to probe the 
WDM regime at higher temperatures and pressures.  Im-
provements to the beamline, targetry and diagnostic com-
ponents will continue to be made to improve the facility 
for a variety of WDM experiments. 
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Recent Activities for Heavy Ion Inertial Fusion on
Nagaoka University of Technology
T. Kikuchi∗1, T. Sasaki1, W. Jiang2, Nob. Harada1, H. Kondo1, Y. Amano1, T. Miyamoto1,
Y. Komatsu1, H. Tamukai1, G. Imada2,3, and T. Katayama4
1Department of Electrical Engineering, Nagaoka University of Technology, Niigata 940-2188, Japan;
2Extreme Energy-Density Research Institute, Nagaoka University of Technology, Niigata 940-2188, Japan;
3Department of Information and Electronics Engineering, Niigata Institute of Technology, Niigata 945-1195, Japan;
4GSI, Darmstadt, Germany
Introduction
In Nagaoka University of Technology (NUT), studies on
inertial confinement fusion driven by ion beams based on
pulsed power technology were investigated. The topics re-
lated in heavy ion inertial fusion (HIF) studies are carried
out in NUT, and are introduced in this paper.
Activities in NUT
The following four topics are introduced as recent activ-
ities in NUT.
Applications of High Current Particle Beams
Induction accelerator technology must be developed to
handle high current beams for HIF energy driver. A pulsed
intense relativistic electron beam (PIREB) produced by an
induction accelerator has been applied as a technology for
environmental cleanup. Multi-shot PIREB irradiation re-
portedly decreased the NOx concentration in a chamber,
inactivated the zooplankton in water, treated the volatile
organic compounds contained in soil, and degraded congo
red, a well–known toxic azo dye [1]. A treatment technique
for environmental safeguards is demonstrated by PIREB in
NUT.
Space Charge Dominated Beam Physics
Space-charge-dominated beam physics is crucial issue
for HIF energy driver. A loading method for multi-particle
simulations was developed [2], and is applied to numerical
studies for final bunch compression regime. The simulation
result using the pseudo equilibrium loader for waterbag dis-
tribution shows that the results given by the conventional
loader was acceptable in the evaluation of the emittance
growth.
For a compact simulator by an electron beam device,
numerical and theoretical studies were investigated for the
longitudinal bunch compression [3].
Compact Experiment for Dense Foam Plasmas
Information in warm dense matter (WDM), such as
equation of state (EOS) and transport properties, are of in-
∗ tkikuchi@vos.nagaokaut.ac.jp
terest concerning the interior of giant planets and the im-
plosion dynamics of HIF. We proposed a method to in-
vestigate the WDM properties as the copper foam/plasma
generated by the pulsed-power discharges with a sapphire
capillary. The conductivity of foam/plasma were directly
determined to measure the applied voltage and the circuit
current. Results show that in high density regime, the ex-
perimental results can not be explained with the conven-
tional models [4].
Beam Cooling for High Brightness Intense Ion
Beams
High brightness intense ion beams are required to focus
a small fuel pellet as HIF energy driver. Also the small
momentum spread of proton beam has to be realized and
kept in the storage ring during the experiment with a dense
internal target such as a pellet target. The simultaneous use
of stochastic cooling and electron cooling was proposed,
and the numerical simulations were carried out at COSY
experimental project. The simulation results showed that
the simultaneous operation method is useful scheme even
in the case with the internal target [5].
Conclusion
Recent activities for high energy density physics, high
current charged particle beam physics and applications,
warm dense matter researches, and heavy ion inertial fu-
sion in NUT were introduced.
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Introduction
In a collaboration between IKP, FZ Ju¨lich, PNPI and
ITMO, St. Petersburg, the influence of nuclear polarized
projectiles on the differential and total cross section will
be investigated for the dd-fusion reactions at low energies.
For the 3He(d, p)4He and the t(d, n)4He reaction it was
expected and has been partially shown, that aligned spins
will increase the fusion rate by a factor up to 1.5 [1] because
both reactions have a Jpi = 3/2+ resonance at energies be-
low 100 keV. For the d + d reactions no valid theoretical
guidance exists [2]. The knowledge of the complete re-
action matrix may allow to control the neutron rate in a fu-
sion reactor and, therefore, to optimize the energy transport
from the fusion plasma to the reactor walls. In addition, the
lifetime of the reactor walls can be maximized, which will
decrease the cost of investments for fusion energy.
The project
In the framework of an ISTC (No. 3881) and a DFG
project (EN 902/1-1) a double polarized experiment is in
preparation at PNPI, St. Petersburg, to measure the spin-
correlation coefficients Cz,z and Czz,zz of the reactions
d(d, n)
3
He and d(d, p)t to determine the so-called ’quin-
tet suppression factor’ [2] for both reactions. To produce a
polarized deuterium jet target the polarized atomic beam
source (ABS) from the former SAPIS experiment [3] at
the Institut fu¨r Kernphysik of the University of Cologne
was dismounted and sent to Russia in 2009. In addition,
the polarized ion source POLIS, which was in use at KVI,
Groningen [4], was dismounted in spring and transported
to Gatchina in summer of 2010. After some modification
of the infrastructure at PNPI the ion source POLIS will be
rebuilt in spring of 2011. The polarization of both sources
will be determined with a Lamb-shift polarimeter (LSP). In
addition, a nuclear reaction polarimeter for the ion beam,
based on the dd-reactions and the known analysing pow-
ers, was built and tested [5]. During this measurements
it could be shown in Ju¨lich, that photodiodes from Hama-
matsu [6] are a cheap solution to detect the ejectiles (3He, t
and p). At energies between 0.8 and 3 MeV (Q values: 3.3
or 4 MeV) of the outcoming particles an energy resolution
of about 100 keV was reached due to the straggling in the
thick target. First tests with an α source showed an energy
resolution of 28 keV. Therefore, the necessary 4pi detector
around the interaction region of deuteron beam and target
can be assembled from about 300 of these simple detectors.
The expected target density of ∼ 2 × 1011 atoms/cm2
and an ion beam of ∼ 20 µA will provide a luminosity
of 3 × 1025 cm−1s−1. Therefore, it will take about two
PIN photodiodes
pi
beam(E        < 32 keV)
POLIS (KVI, Groningen)




SAPIS−> 2 month of beam time
−> count rate: ~ 40 /h
. 25 2Luminosity: 3  10  /cm  s
−> 1.5   10    d/s
Detector System
































































from the SAPIS 
project (U Cologne)
11.2   10   a/cm 2
or a dd−fusion polarimeter
Figure 1: Schematic setup of the experiment: The polarized
deuteron beam will be produced by the POLIS source from
KVI and the polarized deuterium jet target will be produced
by the SAPIS ABS. The polarization of both, beam and tar-
get, will be measured with different Lamb-shift polarime-
ters. In addition, a nuclear-reaction polarimeter can be used
for the ion beam.
months of beam time to measure the quintet suppression
factor at 30 keV where a future fusion reactor will operate.
With this setup additional spin-correlation coefficients can
be measured at different energies to obtain futher informa-
tion about the not well understood dd-fusion process.
On the other hand the astrophysical S-factor [7]
can be investigated for different nucleus-electron spin-
combinations. An ABS is able to produce a beam of
deuteron atoms in different hyperfine states. Therefore, not
only the nucleon spin can be changed but the electron spin,
too. At c.m. energies below 10 keV the screening effect
of the electron increases the total cross sections of the dd
reactions due to the modified Coulomb barrier of the tar-
get atom. The influence of the electron spin in this case in
completely unknown.
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Influence of nuclear fusion on the plasma of the solar core
M. Endres, C.-V. Meister, and D.H.H. Hoffmann
TU Darmstadt, Darmstadt, Germany
The equation of state of the nonideal plasma mixture
of the solar core is investigated applying the virial ex-
pansion method in density order 5/2. Thereat the quan-
tum virial function describing Heisenberg quantum effects
and quantum-physical exchange phenomena has been eval-
uated in third order with respect to the Born parameter for a
mixture of electrons, protons and helium. Thus the pressure
due to Coulomb interaction in warm dense matter is calcu-
lated. Above all, the energy production in the solar core
by the proton-proton fusion process is analysed. The tem-
poral variations of the free energy and the pressure of the
solar core by fusion are studied. There, within the frame of
a first approximation, heat and radiation transport between
the inner solar layers are neglected.
Input data
To obtain pressure modifications, our calculations rely
on the standard solar model BS05(AGS,OP) by Bahcall and
Serenelli [1] to determine parameters of the solar plasma.
Therefrom, radial profiles of the temperature, the total den-
sity and the mass fractions of the chemical components are
used 1. The number densities (Fig. 1) are calculated via
ρ ·Xi = mi · ni.













Figure 1: Number densities of protons (red), electrons
(black) and 4He (blue) plotted as function of the ideal pres-
sure pid = ntotkBT . The region with pid ≤ 4.35 · 1012 Pa
is the convection zone.
EoS for a nonideal plasma mixture
Expressions for the free energy of a nonideal plasma
are given in [2], [3]. Reference [4] contains an ex-
pression for the virial expansion of the additional pres-
sure pint due to screening and quantum-physical effects
up to density order 5/2. pint (T, ni, qi, si, Q(ξ), E(ξ))
1Thanks to D. Novakowski for constructive comments.
has been calculated for a plasma of electrons, protons





kBT ) we find values be-
tween −600 and 6.
Q(ξ) and E(ξ) are contributions to the so called quan-
tum viral function K0(ξ, si), they can be described as con-
verging sums [4, 2]. Q describes Heisenberg quantum ef-
fects. E considers exchange effects between equal parti-
cles. Thus only negative ξ appear in the calculation of E.
The calculation of Q and E needs special consideration be-
cause of infinite sums. Introducing additional approxima-
tions and expansions it was possible to calculate Q and E
for the encountered ξ (Fig. 2). The results for the pressure
are shown in Fig. 4.





























Figure 2: In red own calculations for Q(ξ) compared with
values from [2] (+), in blue E(ξ), also compared with val-
ues from [2] (X)
Energy production by nuclear fusion
The main fusion process in the Sun is the so-called
proton-proton-chain. With increasing temperature also the
CNO-cycle has to be taken into account. In good approxi-
mation it is possible to calculate the energy production rate
per volume pp of the proton-proton chain proportional to
the reaction rate of the starting reaction [5, 6]. In a similar
CC-14
64
way one obtains an expression for the energy production
by the CNO-cylce CNO[5].

















Figure 3: Energy production rate per volume pp for pp-
chain (red) and CNO for the CNO-Cycle (green) according
to [5] evaluated for the solar model BS05(AGSOP).
be considered as a contribution to the internal energy
U(S, V,N). Our system of thermodynamic equations is
described using the natural variables of the free energy










dT˜ − C. (1)
Recalling that ∂U/∂V =
∫
dt ≈ (T0)∆t, we calculate
the upper boundary of (1) in first approximation for an ideal
gas:




Using (2), we can also express ∂U/∂V = ∫ (T˜ )dt in the
integrand of (1) by T˜ . With the help of the mentioned ap-
proximations it is possible to estimate the additional pres-
sure due to fusion pfusion during a time intervall ∆t.
Numerical results for pressure modifications
The total pressure is given by p = pid + pint + pfusion.
The modifications are visualized in Fig. 4. For simplic-
ity we neglected effects of the convection zone (pid ≤
4.35 · 1012 Pa). The pressure modifications due to fusion
have been calculated in steps of ∆t = 103 years. The
temperature and number densities are modified after every
step. Within the first approximation, energy transport and
plasma expansion are neglected.
Conclusion
The modifications of thermodynamic properties of the
plasma of the solar core have been calculated for a mixture
of electrons, protons and helium nuclei. Applying a virial












      0.25⋅ 106 Years
      0.50⋅ 106 Years
      0.75⋅ 106 Years
      1.00⋅ 106 Years
Figure 4: Overview of the calculated total pressure mod-
ifications: pint calculated for plasmas of different compo-
nents: Only electrons pint(e)(black), electrons and protons
pint(e, p)(blue) and an mixture of electrons protons and he-
lium nuclei pint(e, p,4He)(green). The modifications due
to fusion pfusion were calculated for 106 years in steps of
103 years. In this plot they are compared with the pressure
from the solar model BS05(AGS,OP) in yellow.
expansion, corrections to the ideal plasma pressure up to
4.5% have been found. Pressure modifications by energy
production have been derived. The energy production and
the temporal variation of pressure have been studied for a
time of 1 million years. In the approximation the energy
transport and the expansion of the plasma are neglected.
Both effects have to be considered in future. For a fully
self-consistent stellar evolution model, equations describ-
ing the stellar structure in terms of hydrostatic equilibirum,
mass conservation, radiation transport and energy produc-
tion have to be taken into account.
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Kα radiation from low charge chlorine heated by an ion beam
for plasma diagnostics
T. Kawamura1, K. Horioka1, and F. Koike2
1Tokyo Institute of Technology, Kanagawa, Japan; 2Kitasato University, Kanagawa, Japan
Introduction
In heavy ion inertial fusion research, energy deposition
by incident energetic ion beams is one of critical issues, and
many corresponding studies have been intensively done ex-
perimentally and/or theoretically [1, 2]. In the related ex-
periments, Time-Of-Flight (TOF) is one of the most pow-
erful diagnostics for the purpose in the framework of parti-
cle diagnostics [3]. In the category of X-ray diagnostics,
which is also one of promising tools for the above pur-
pose, Kα spectra with a partially ionized L-shell are found
to be effective for plasma-electron-temperature diagnostics
[4, 5]. Rzadkiewicz et al. [6] experimentally showed di-
rect observation of Si-Kα lines with L-shell vacancies and
chemical bounding with neighbor oxygen. Their study may
lead us fruitful understandings for energy deposition by an
ion beam, and have a potential to open a new field of cold
and/or warm dense matter physics.
In our previous study [7], Cl-Kα spectra from polyvinyl-
chloride (C2H3Cl), which is often used in laser-produced-
plasma (LPP) experiments and chlorine is doped as a tracer,
heated by a He2+ beam were examined for dense plasma
diagnostic, and a threshold temperature (∼ 85 eV) is found
to trace energy deposition by an incident ion beam travel-
ing in a target. In the Kα diagnostics with plasma creation
by an ion beam, K-shell ionization and dielectronic cap-
ture are competed due to a small number density of an ion
beam, and the K-shell ionization process governs the ki-
netics of the Kα emission below the threshold. Due to the
threshold, there may be some aspects that the variation of
the Kα radiation with high charge states is not enough for
the diagnostics. In such a case, the Kα radiation with lower
charge states is preferred.
In this study, the demonstration of Kα lines from low
charge chlorine with M-shell electrons (including a closed
L-shell without M-shell electrons), which are associated
with Cl+ ∼ Cl7+ (including Cl8+) and called ’cold-Kα’
hereafter, is examined for cold dense plasma diagnostics.
Spectral Deformation of Kα lines with
M-shell Electrons
The model of population kinetics considered here is pre-
sented in Fig.1. Since the population of 1s-vacant ions
is very small, the average charge state of total Cl-ions
Ztotal ≈ Zbulk ≈ Z1s−vacant − 1, where Zbulk and
Z1s−vacant stand for the average charge state of bulk-ions
and 1s-vacant ions, respectively. According to figure 6
given in Kawamura et al. [7], an intensity ratio between
cold-Kα radiation and high charge one is an effective in-
dex to deduce an electron temperature Te in the range of
50 eV ≤ Te ≤ 100 eV, in which the ratios give almost
0.1 ∼ 10. For Te ≤ 50 eV, it is suggested that only Kα
lines with M-shell electrons can be applicable.
Figure 1: Population kinetics associated with cold-Kα
lines.
Figure 2 is the average charge state of chlorine in a
polyvinyl-chloride (C2H3Cl) plasma irradiated by a C6+
beam. The mean energy of 30MeV is assumed so as to
get enough cross section of K-shell ionization, and the
plasma ion density is assumed to be solid density. The
atomic population for Ztotal ≤ 7, which corresponds to
Z1s−vacant ≤ 8, is dominant in Te ≤∼ 70 eV, and that for
Ztotal ≤ 5, which is Z1s−vacant ≤ 6, is in Te ≤∼ 30 eV.
The dependence of a spectral line-shape on the elec-
tron temperature is presented in Fig.3. Emission ener-
gies and oscillator strengths of Cl-Kα lines are calcu-
lated with the use of GRASP92 and RATIP codes, which
are based on a multi-configuration Dirac-Fock (MCDF)
method [8, 9]. The radiative decay rates of Cl-Kα lines
from the charge states of Cl+ ∼ Cl8+, which come
from the ground-states with a vacant K-shell, namely,
Cl+ : 1s2s22p63s23p5 → 1s22s22p53s23p5 + hν, Cl2+ :
1s2s22p63s23p4 → 1s22s22p53s23p4 + hν, · · ·, Cl8+ :
1s2s22p6 → 1s22s22p5 + hν, are also given at the bottom
of Fig.3. The Kα lines with Z1s−vacant ≤ 6 are found to
be main components of cold-Kα lines. At Te = 5 eV, the
spectrum consists of mainly two Kα components of Cl+
and Cl2+. The 1s-vacant states of Cl+ ∼ Cl3+ contribute
to the composite spectrum at Te = 10 eV. With increase
in Te, the charge states of main cold-Kα components are
CC-18
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Figure 2: Dependence of the average charge state of chlo-
rine on electron temperature. Target material is C2H3Cl
and the plasma ion density is solid density (≈ 8.1 ×
1022 cm−3). The incident beam is a C6+ beam, of
which current density and mean energy respectively are
3 kA/cm2 and 30MeV. The energy spread of the ion beam
described by Maxwellian is 10% of the mean energy.
Figure 3: Deformation of a spectral line-shape and blue-
shift of cold Cl-Kα radiation from a polyvinyl-chloride
(C2H3Cl) plasma. The plasma ion density is solid density.
The incident beam parameters are same as in Fig.2.
Cl2+ ∼ Cl4+ in Te = 15 ∼ 20 eV, and the Kα lines from
Cl5+ ∼ Cl7+ have a large contribution to the spectra in
Te ≥ 25 eV. Finally, the total blue-shift of the Kα lines
from Te = 5 eV up to 30 eV is ∼ 10 eV, and the clear
spectral deformation can be observed.
According to the study by Kauffman et al. [10], the
contribution of the multiple ionization KLn (n stands for
a number of L-shell vacancies.) of neon was discussed.
In their study, colliding particles come from an incident
ion beam. On the other hand, in our study, even if the
multiple ionization associated with M-shell KMn is oc-
curred to chlorine by an incident ion beam, because of
high density plasma free-electrons up to ∼ 1023 cm−3, the
M-shell ionization is governed by the surrounding plasma
free-electrons. The particle density of an incident ion beam
is at most 1013∼14 cm−3 and the difference of the colliding
particle densities between free-electrons and incident ions
is up to 9 ∼ 10 digits. The contribution of the multiple
ionization KMn can be neglected. Concerning the mul-
tiple ionization associated with the L-shell of chlorine, the
binding energies of the L-shell electrons of each low charge
state are ∼ 10 times those of the M-shell electrons. Those
are about 200 ∼ 300 eV. Therefore, the contribution of the
multiple ionization KLn by an incident ion beam is much
less than that of KMn, and the well-defined spectra for
temperature diagnostics without any consideration of the
multiple ionization may work well.
Conclusions
The plasma diagnostics with cold-Kα radiation is pro-
posed. To utilize the radiation, clear blue-shift of cold-Kα
lines has to be examined, and the lines show the shifts of
about 10 eV in accordance with M-shell ionization. From
the spectral calculation, the clear deformation of the spec-
tral shape is found in the electron temperatures of≤ 30 eV,
and cold-Kα lines are one of promising tools for cold dense
plasma diagnostics.
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Imperial College, London, UK 
The laser acceleration of ions to multi-MeV energies 
from thin foils has been investigated extensively during the 
last decade using intense laser pulses (10
18±1020 W/cm2) [1]. 
Experimental results have shown that these ions have 
unique properties: high brightness, high current, ultralow 
emittance, and short pulse duration (less than 1ps), opening 
prospects for a broad range of applications [1] which are 
demanding further improvement of the beam specifications.  
Additionally, the use of smaller scale (table-top), high-rep 
systems is clearly preferable in view of widespread applica-
tions. Technological progress in this area is fast and is now 





), with ultrashort (~50 fs) laser pulses [2].  
In this report we will discuss the effect of the laser polari-
sations, target thickness and target material on the energy of 
the accelerated protons/ions under normal laser incidence 
on the target. We will also discuss the total number of pro-




 laser incidence on the 
target.  
The experiments have been carried out on ASTRA-
Gemini laser at Rutherford Appleton Laboratory, which 
delivers 12 J ultra-short (~50 fs) pulses. High contrast 
(~10
10





) laser pulses were focused with an f/2 off axis 
parabola on Al and C targets with thickness varying from 
10nm up to 10 mP . Thomson spectrometers [3] have regis-
tered ion emission spectra along the laser propagation axis 
(0
0






 w.r.t. the laser axis. 
The dependence of the maximum proton and C
6+
energy 
on target (carbon and Al) thickness at two different polari-
sations viz. linear and circular at normal incidence is shown 
in figs 2(a)-(d). Max proton energy for carbon target (fig a) 
increases with decrease in target thickness for both polarisa-
tions and there is factor of 2 gain in energy (~20 MeV) at 
25nm compared to 50nm for the circular polarization case. 
Similar trend is also observed for the C
6+
 energy (fig b). 
And max 240 MeV C
6+
 were obtained at 25nm thickness. 
However, for Al targets, while at circular polarisation 
proton energy increases with decrease in target thickness, 
almost similar energies (~20 MeV) were observed over all 
the thicknesses at linear polarisation (fig c). C
6+
 shows al-







Fig.1. Peak proton/ion energy vs. target thickness at normal 
incidence on target for linear and circular polarisations 
Next, in fig2 the dependence of produced number of 





 on the target as a function of target thickness for the alu-
minium target has also been shown. In fig.2(a) the total 
number of protons and carbons detected along the rear sur-
face target normal (RSTN) within a solid angle of 9 nsr 
(hereafter we will label this quantity as proton/ion flux) 
against target thickness under 35
0
 laser and in fig.2(b) under 
normal incidence has been plotted. Both, proton and ion 
flux increased by an order of magnitude when the target 
thickness was decreased about 200 times. One can try to 
estimate the conversion efficiency into protons for 100 nm 
thick targets by assuming a proton beam divergence of 
about 8
0
 (as suggested by other diagnostics) which gives ~ 
6.5% ( ~ 5% for carbon ions). 
 
Fig.2 Number of accelerated protons and carbon ions as a 
function of target (Al) thickness (a) Along rear surface tar-
get normal (b) along laser axis forward direction 
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Selective bond dissociation of methane molecule with strong field laser pulse 
E. Irani, Z.Dehghani, R.Sadighi-Bonabi 
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,800nm wavelength and 100fs pulse 
width is analyzed. By using the quantum manners to field 
dissociation mechanism and modifying laser pulse shape 
in two- rectangular pulse shape, the results for dissocia-
tion probability of selective bond C-H also improved 
more than 20 %. 
Dissociation of the molecule is investigated by numerical 
calculation of the time dependent Schrödinger equation 
with one and two ultra-short laser pulse. This method is 
used for the dissociation of the methane under an intense 





800nm wavelength, 100fs pulse widths and rectangular 
envelope. The time–dependent Schrödinger equation of 
this model is given by 
                        (1)                                                                                
  The potential energy of CH4 molecule modelled with a 
Morse potential is given by fitting the potential energy 
curve of the level of RQCISD/6-31G basic sets in the 
Gaussian03 package [1]. 
  (2)                                                                                
 We approximate dipole moment operator by fitting to the 
QCISD/6-31G calculation results is determined 
                (3)   
                                                                                    
 Molecular dynamic is achieved by split-operator method 
as 
                                                                                      (4) 
  The spatial and the temporal mesh are selected as Δr = 
0.006a.u, Δt = 0.027fs. 
The dissociation probability can be obtained by 
              (5)                                                                                                   




 as a 
function of time is shown in figure 1. During the 100fs, 
dissociation probability of 0.41 is obtained and this is in 
good agreement by experimental data [2, 3]. 
 
Figure1: The dissociation probability as a function             
of the laser pulse 
 
  In the following the obtained result is changed to 0.5 
from 0.41 and this is improvement of almost 22%, where 
its consequence is remarkable. 





                   if 0fs ≤t1 ≤ 5fs
  I2=0                                   if 5fs ≤ t2 ≤35fs  




            if 35fs≤ t3 ≤62fs 
From the above results, the importance of the defined 
applied laser conditions in obtaining the maximum disso-
ciation probability can be deduced. In the states, for find-
ing the maximum yield, the conditions of I1>I3 and t1<t3 
are established. 
*This work is supported by Pars Oil and Gas Company of 
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Control of the methane dissociation with optimized short laser pulse 
R. Sadighi-Bonabi, Z. Dehghani and E. Irani 
Department of Physics, Sharif University of Technology, Tehran, Iran 
.
A useful semi-classical approach for dissociation of the 
selective bond of the methane molecule with ultra-short 
laser pulses is proposed by using the gradient optimiza-
tion model. In this approach the sensitivity of the dissoci-
ation probability to the initial bond length and the control 
of the desired product channel by variation of the laser 
intensity and its duration of laser field is presented. 
In the present work, the field-assisted dissociation model 
for calculating the dissociation probability of the methane 
ion is analyzed. It is assumed that only the selective dis-
sociative bond is in the direction of the100 fs, 8 Jcm
-2
 
laser electric field. According to FAD model, dissociation 
of the methane molecule is achieved simply by pulling off 
a chemical bond. By applying this model describing of 
the stepwise dissociation is possible. The methane will be 
dissociated if the C-H bond length q, becomes more than 
6A during the laser exposed time and the q variation with 




                                            (1)                                                                                       
The variation of the energy potential is achieved by the 
level of RHF/6-31G basic set in the Gaussian03 package. 
For finding the dissociation probability q variation is cal-
culated for 10000 different trajectories. The difference 
between the trajectories is the initial condition in solving 
the Hamilton equation. The dissociation probability is 
related to the number of the trajectories by a q more than 
6A to total number of the trajectories. The figures1and 2 
show q and velocity changing with time for a two rectan-
gular laser pulse with 
 for 
initial condition . 
 
 












Figure1: q variation with time for a two rectangular laser 
               pulse is shown 






















Figure 2: Velocity variation versus time for two tailored 
rectangular laser pulses is presented 
 
The control of molecules with pulse shaping is main goal 
of current study
2
. In the following this model is improved 
by an optimized two tailored rectangular laser pulse with 
maximum probability of dissociation which the characters 
are reported below. 
 
Table 1: This table shows the resulting pulses which give   
the dissociation probability of 1 
    
55 19 5 27.6 
3 13 5 37.3 
49 11 15 5.9 
49 13 15 5 
 
Analysis of the pulses in a selective control with maxi-
mum product yield reveals less complexity and also the 
obtained results can reduce the costs of obtaining an op-
timized pulse shape needed for controlling the chemical 
reactions. 
 
*Work supported by pars oil and Gas Company of the 




[1] F.Kong, Q.Luo, H.Xu, M. Sharifi, D.Song, S. Leang, 
‘’Explosive photo-dissociation of methane induced by 
ultra fast intense laser’’ J.Chem.Phys.A, 2006, 
125,133320 
[2]  A.Ben Haj-Yedder and et all, ‘’Numerical optimiza-
tion of laser fields to control molecular orientation’’ 


































































3  (4 
−
= 5 









































 (	  		  -



































!        "     
∂∇ × = −
∂
pi ∂∇ × = +
∂
∂ ×








































= − −  (   ** 	
 4 1 5 $= + α    
 
	 *





















































































Comparing effect of laser pulse shape on the plasma wake-field 
 
R. Sadighi-Bonabi, S. Zare and H.A. Navid  
Sharif University of Technology, Iran 
.
In the present study, two pulse profiles are used to check 
the maximum wake-field amplitude.  In one dimensional 
model, Plasma is assumed to be cold, homogenous, un-
der- dense, uniformly preionized and collisionless for the 
ions. The electric field of laser pulse is in the direction of 
z-axis: 
 
                                                   
(1) 
 
Where, E0, ω0 and k represent the amplitude, frequency 
and propagation constant, respectively. With considering 
the Maxwell equation for a linearly polarized laser beam 
along x-axis  and a weakly relativistic case, it can be writ-
ten [1, 2]. 
 
                                          
(2) 
 
Where Ewz, c and  represent the axial 
electric wake fields, light velocity and the normalized 
electric field amplitude of the laser pulse respectively. 
Group velocity vg is approximately assumed to be equal 
to the phase velocity, vp of the excited plasma wave and ζ 
= z - vgt. Since it did not consider a special pulse shape 
thus Eq. (2) is can be used for different shapes of the laser 
pulses. In this work one has considered two pulses, Angu-
lar- triangular and sinusoidal pulses.  
Sinusoidal pulse profile is represented by: 
 
       
     (3) 
 
The following equation represents the Rectangular–
triangular pulse [3]: 
 
  
 (4)                                           
      
        
H is the Heaviside unit step function. Coefficients are 
calculated such that the energy flow is equal for pulses. 
In this work the intensity, frequency, wavelength of laser 














, λp=15.0 µm in these equation (3,4), 
r=25 µm, r0=4 µm,α0
2
 =0.1, b=0.070. If Eq. (2) is plotted 
for these two pulse shapes, it is observed that Rectangu-
lar- Triangular produces higher wake field amplitude. 
Now consider a second laser pulse co-propagating at a 
distance Δz behind the first pulse. Its electric field vector 
is given by 
 




We use variable ζ΄ = ζ - Δz, subscript “t” represents the 
second pulse. The second pulse has the same intensity, 
polarization, frequency, length, and flow energy with the 
first pulse. With using the same method as used for the 
first pulse [1, 2], the axial component of electric wake 
field due to the second pulse is given by: 
 





Wake-field amplitude generated behind the second pulse 
depends on inter-pulse separation . Curves are plotted 
with considering Δz =0.85L because Wake-field ampli-
tude generated behind the second pulse is maximum. 
With considering the three arrangements of mentioned 
pulses, one can observe that the amplitude depends on 
both shape and arrangement pulses, see figure 1. 
 
 
Figure 1: Comparing wake-field amplitude gained by 
three different mentioned arrangements 
CC-26
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It is clear when the first and second pulses are square-
rectangular and sinusoidal shaped respectively (dash), 
wake field amplitude is peaked and if two pulses are Rec-
tangular–triangular (dash-dot), the resultant amplitude is 
greater than the one due two sinusoidal pulses (solid).  
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Design works on a linear accelerator
using direct plasma injection scheme for warm dense matter study∗
Kotaro Kondo† , Brookhaven National Laboratory, Upton, NY 11973, USA; RBRC, Upton, NY 11973
Takeshi Kanesue, Kyushu University, Fukuoka 819-0395, JAPAN
Masahiro Okamura, Brookhaven National Laboratory, Upton, NY 11973, USA
Kazuhiko Horioka, Tokyo Institute of Technology, Yokohama 226-8502, JAPAN
Abstract
Accurate hydrodynamic information of the beam heated
target is essential for design of a high gain pellet in Heavy
Ion Fusion, which motivates the study on equation of state
and transport coefficients in Warm Dense Matter (WDM)
regime. Moderate energy ion beams (∼ MeV/u) slightly
above Bragg peak is an advantageous method for WDM
study because of the uniform energy deposition. Direct
Plasma Injection Scheme (DPIS) with a linear accelerator
has a potential for the beam parameter. We show DPIS with
Interdigital H-mode (IH) accelerator for WDM.
LASER ION SOURCE AND DIRECT
PLASMA INJECTION SCHEME
Laser Ion Source (LIS) is a high current ion source both
for low and for high charge state of heavy ion. Laser abla-
tion plasma is produced by high power density laser from a
solid target in LIS. The charge state distribution is charac-
terized by laser power density on the target.
Direct Plasma Injection Scheme (DPIS) which can sup-
ply high current with heavy ion [1] is a good method
for WDM [2]. However, DPIS with LIS and Radio Fre-
quency Quadrupole (RFQ) can accelerate only several hun-
dred keV per nucleon. To investigate WDM with a little
high temperature (a few eV), an additional accelerator is
required. Interdigital H-mode (IH) accelerator, which can
accelerate ions with a few MeV/u, resolves the issue and
we show typical parameters of IH accelerator for WDM.
DPIS WITH IH ACCELERATOR
Intense beam with 350 MeV/u is available to study one-
dimensional and quasi-isentropic expansion of uniformly
heated target material at GSI [3]. On the contrary, lower
energy ions ( ∼ MeV/u) were also proposed [4] as modest-
cost drivers for WDM. IH accelerator is an advantages of
high power efficiency because of longitudinal RF field for
pi mode for the energy region. For accelerating Ag15+ to 2
MeV/u (β ∼ 0.065), the shunt impedance is high in IH ac-
celerator. Moreover, IH accelerator is more compact than
Alvarez type linear accelerator, which is suitable as moder-
ate system for WDM. We show feasible parameters of IH
accelerator for WDM using DPIS with Ag15+ in Tab. 1
∗This work was partially supported by the U.S. Department of Energy.
† kkondo@bnl.gov
1 bunched and focused beam should be needed for a
well-defined WDM state [2]. Here, a RF Kicker for 1
bunched beam and a focus system for 0.1 mm beam size
after the IH accelerator are assumed.
In order to obtain an estimation of achievable tempera-
ture in WDM, it is assumed that the energy density is equal
to the energy per the target volume over which the energy
is deposited and that a distribution of ion intensity is uni-
form at the focal plain. We use Al as a target with Ag15+
ion beam. The energy loss rate (dE/dx) of Aluminum is
given from the SRIM code [5] based on 2 MeV/u of Ag15+
on Al and we assume the current is same as that from the
exit of RFQ by a multi species beam tracking cord Pteq-HI
[6]. The temperature is several thousand kelvin with solid
density, which is considered to be WDM state. DPIS with
a feasible IH accelerator can realize WDM generation.




Input/Output Energy 0.27 to 2 MeV/u
Effective Voltage 6 MV/m
Cell Number 36
Cavity length 2.5 m
Shunt Impedance ∼ 200 MΩ/m
RF Power ∼ 180 kW
CONCLUSIONS
We propose WDM formation by Direct Plasma Injection
Scheme (DPIS). These results show that DPIS with differ-
ent RFQ can access a region of WDM.
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A laser ion source (LIS) is a high intensity and pulsed 
heavy ion source, which can provide more than hundreds 
milliamperes of heavy ion beam from any species of solid 
state materials using a pulsed high power laser. After de-
velopment of a direct injection scheme (DPIS), accelera-
tion of 60 mA heavy ion beam was demonstrated using 
LIS and RFQ linac [1]. In a LIS, a laser irradiation with 
higher power density produces ions with higher charge 
state, and higher laser energy increases ion yield. There-
fore, the LIS using low power density and high energy 
laser can provide low charge state and high intensity ions, 
which are required for a HIF. We estimated the perfor-
mance of the LIS for Bi
2+
, which is a candidate of HIF 
driver ion [2], based on the experimentally obtained Bi 
plasma data. 
We measured the charge state distributions under the la-








Figure 1: Ion yield and average charge state of laser pro-
duced plasma at different laser power density. 
 
Figure 2: Charge state distribution at 1m far from the tar-
get with laser power density of 6.4×108 W/cm2. 
W/cm
2
 using a Nd:YAG laser (  = 1064nm, about 0.8 J/ 
6.5ns, depending on the experiment). The laser poser den-
sity was controlled by changing the laser spot size. The 
similar experimental setup and data processing shown in 
ref [3] were used. The results are shown in Fig. 1. At the 
laser power density of  6.4×10
8
 W, where highest per-
centage of Bi
2+
 ions was observed, the peak current densi-
ty, pulse width, and percentage of Bi
2+
 ions are 9.4 
mA/cm
2
, 31 s, and 26 %, respectively. The charge state 
distribution is shown in Fig.2. 
We estimated the laser performance for extremely high 
current Bi
2+
 beam production based on the data at the la-
ser power density of 6.4×10
8
 W. We assumed that the 
charge state distribution of laser produced plasma irradi-
ated by the same laser power density is identical, the pro-
duced ion yield is proportional to laser energy, and the 
beam pulse width is proportional to the distance between 
the target and the extraction aperture. For the estimation, 
we used 8 mm for the laser spot size and the extraction 
aperture, 20 s for the required beam pulse width. Table 1 
shows the estimated laser performances to achieve the 
Bi
2+
 beam current of 200 mA, 500 mA, and 800 mA. The 
estimated laser performances seem to be very realistic.  
Summary 
We estimated the capability of a LIS for high intensity 
Bi
2+
 production based on the experimentally obtained data 
under the low power density irradiation. The result shows 
the realistic laser performances for hundreds milliamperes 
of ion beam. A LIS can serve as an intense Bi
2+
 ion pro-
vider. Further development is necessary to accelerate such 
a very intense beam efficiently. 
 
Table 1: Estimated laser performance to achieve differ-
ent Bi
2+
 peak current with beam pulse width of 20 s. 




 peak current 200mA 500mA 800mA 
Laser energy 9.5 J 24 J 38 J 
Laser pulse width 30 ns 74 ns 118 ns 
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Beam Dynamics Studies in High-Flux Ion Injectors and during Longitudinal
Bunch Compression for High Power Ion Acceleration∗
K. Horioka†1, M. Nakajima1, T. Kawamura1, K. Takahashi1, K. Adachi1, Y. Miyazaki1, A.
Nakayama1, S. Ikeda1, M. Okamura2, K. Kondo2, and T. Kikuchi3
1Department of Energy Sciences, Tokyo Institute of Technology, Yokohma 226-8502, JAPAN; 2RIKEN, Brook Heaven
National Laboratory, Upton, NY 11973, USA; 3Nagaoka University of Technology, Nagaoka, 940-2188, JAPAN
There are strong space charge issues in ion injector and
the final stage of high power ion accelerators. Beam behav-
iors in high-flux ion injectors and also in a transport line
for longitudinal bunch compression were discussed. Two
schemes of high-flux ion injectors from moving plasma
are comparatively discussed; one is ion injectors from a
laser produced expanding plasma and another is from a
dense, compressing plasma. A dense drifting plasma from
pinched discharge in a tapered capillary was also tested for
extremely high current ion sources. A fast pulsed discharge
in the capillary compresses and accelerates the pinching
plasma, which enabled us to extract high-flux ion beams.
Although a longitudinal bunch compression is essential for
generation of energetic particle beams, it inevitably accom-
panied by emittance growth due to a non-linear fluctua-
tion in the beam transport line. We constructed a elec-
tron accelerator composed of an induction modulator and a
solenoidal transport line, to discuss evolutions of the beam
bunch and the beam emittance during the longitudinal com-
pression
Background
Drivers for heavy ion fusion (HIF) and high energy den-
sity (HED) science, need beam manipulation in strongly
space charge dominated region, in particular, in the ion
injector and the final stage of the accelerator. For the
beam-dynamics-study in high-flux ion injectors and the
bunching-beam dynamics, we have started scaled experi-
ments on the beam physics issues.
Ion Extraction from Moving Plasma
Two schemes of of high-flux ion extraction were com-
paratively discussed. One is an ion extraction scheme
from a laser produced expanding plasma. In order to con-
trol the laser plasma axial magnetic field was applied and
the interaction between the plasma and magnetic field was
discussed. The expanding(cooling) plasma was restricted
within a narrow radial area by an axial magnetic field.
Plasma acceleration and gas-dynamic cooling could poten-
tially allow us to extract low emittance beams.
Another is ion extraction from a dense pinching plasma.
A dense drifting plasma from pinched discharge in a ta-
∗Work supported partly by JSPS, contract No. 20244090.
† khorioka@es.titech.ac.jp
pered capillary was also tested for extremely high current
ion sources [1]. A fast pulsed discharge in the capillary
compresses and accelerates the pinching plasma, which en-
abled us to extract high-flux ion beams.
We are planning to make a comparative study on the ion
extraction process using these moving plasma sources.
Beam Behavior during Bunch Compression
In order to make an energetic particle beams, bunch com-
pression using longitudinal manipulation is essential [2].
The bunching process is inevitably accompanied by emit-
tance growth, because of space charge effects [3].
For a scaled down laboratory experiments, we con-
structed an electron accelerator composed of a grid-
controlled quasi-static electron gun, an induction modula-
tor and a solenoidal transport line, to make a scaled exper-
iments on the beam dynamical issue. By limiting the beam
motion in transverse direction by the solenoidal transport
line, we expected that all of the dissipative process in the
beam manipulation is regarded to be concentrated into the
longitudinal bunch length. Evolutions of the beam bunch
were observed by a Faraday cup and preliminary experi-
ments showed that the beam bunch was compressed with
factor 6-7. We are going to discuss the emittance evolu-
tion as a function of the beam parameter, transport distance,
and the bunching factor, including the correlation between
transverse and longitudinal emittances.
References
[1] K. Adachi, M. Nakajima, T. Kawamura and K. Horioka, “For-
mation Mechanism of Dense High-Speed Plasma Flow in Ta-
pered Capillary Discharge”, Journal of Plasma Fusion Re-
search, 2011.
[2] T. Kikuchi, K.Horioka, M.Nakajima, S.Kawata, “Beam dy-
namics during longitudinal compression of high current
heavy ion beams”, Nuclear Instruments and Methods, 577,
(2007) pp.103-109.
[3] T. Kikuchi and K.Horioka,“Beam Behavior under a non-
stationary state in high-current ion beams”, Nuclear Instru-
ments and Methods, 2009, p. .
CC-30
84
Ion Extraction from Taper-pinched Plasma
K. Adachi∗, M. Nakajima, T. Kawamura, K. Horioka
Department of Energy Sciences, Tokyo Institute of Technology, Nagatsuta-cho, JAPAN
Abstract: We propose a new type of plasma source
using a pinch discharge in a tapered capillary, which
generates a dense moving plasma by electromagnetic
compression and acceleration. The axial velocity and
flux of the moving plasma are controllable and can be
maximized by adjusting the taper angle.
Introduction
One of the important issues of heavy ion inertial fusion is
to develop an ion source with lower emittance and higher
current. Ingection of moving plasma to the gap supplies
plasma current (i.e., jpA ∝ Zenv) more than the Bohm
current. Although high-speed plasma can be formed by
laser, dense, high-speed flow is difficult to form by hy-
drodynamic acceleration because of rarefaction waves ac-
companying the acceleration process. On the other hand,
appropriate extraction condition is not well understood by
non-stationary nature of the ion emission surface. Also, a
strong correlation among velocity, temperature, and den-
sity in hydrodynamically accelerated plasma is undesirable
for parametric studies on the gap dynamics.
Concept and controllable parameter of tapered
pinch discharge
We propose a new type of plasma device for the forma-
tion of dense high-speed plasma flow, in which the plasma
parameters can be controlled by manipulating the operat-
ing conditions [1]. Figure 1 shows a schematic diagram of
the proposed scheme. The current sheet in a tapered capil-
lary radially compresses and axially accelerates the plasma.













Figure 1: Schematic of the plasma acceleration process in
tapered capillary discharge.
pected to play an important role in distributing electromag-
netic energy to the thermal energy and axial kinetic en-
ergy of the moving plasma. We intend to clarify the rela-
tionships between the experimental conditions (i.e., initial
∗E-mail address: adachi.k.ad@m.titech.ac.jp
gas density in the capillary, discharge current waveform,
and capillary geometry) and the plasma parameters (i.e.,
axial velocity, flux, and temperature) of the taper-pinched
plasma.
Experimental apparatus
A tapered capillary was filled quasi-statically with a
well-defined density of argon gas by differential pumping
and pre-ionized by an RC (∼400 µs) discharge of 15 A
for moderating the nonuniformity of the discharge. An
LC-inversion-type pulse generator with a capacitance of 12
nF was installed for driving the main discharge circuit.The
length and inlet radius of the tapered capillary were 10 mm
and 0.5 mm, respectively. The moving plasma flux was
measured as a function of the gas density and taper angle
by a Faraday cup (FC) located 22 cm from the capillary’s
aperture.
Results and discussion
Figure 2 shows the dependence of the axial velocity and
plasma flux on the initial gas density. As shown, the flux
and speed of the plasma depend strongly on the taper angle.
Because the axial velocity is not proportional to the plasma
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Figure 2: Dependence of plasma speed and flux on the ini-
tial gas density.
Summary
• Parameters of moving plasma produced by the plasma
source are potentially controllable separately.
• We can create argon plasma flows with an axial veloc-
ity of∼50 km/s, a flux jp of∼0.25 A/cm2, and an ion
density of ∼1011 cm−3 by adjusting the taper angle.
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Cluster Formation in Hypersonic Miniature Nozzle
K. Takahashi∗, Y. Oogata, M. Nakajima, K. Horioka
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We investigated non-equilibrium condensation pro-
cess during rapid expansion in hypersonic miniature
nozzles for high flux cluster beams.The quantity and
the size distribution of cluters were characterized as
a function of P0, T0, and nozzle geometry. Effects of
stagnation pressure P0 and nozzle geometries on the
flow properties and the cluster formation were diss-
cussed. The stagnation temperature was fixed at T0 ∼
293K and pressure P0 was varied from 5 to 30atm. The
flow property and condensation process were estimated
from static pressure measurements on the wall at the
nozzle exit. The experimental data were compared with
a numerical calculation based on a classical nucleation
theory and a drop-growth model and we estimated the
formation process of clusters.
Introduction
Cluster beams can be used for various applications ; for
example, driver of warm dense matter experiments, laser
target, fine processing technology and investigation into
collisions of meteorites with planets. A goal of this study
is to form cluster beams with controllable size, its distribu-
tion, and flux.
Hypersonic flow is useful to make low temperature gases
enough to form clusters. Bell-shaped nozzles can form
quasi-parallel flux of clusters and make higher flux beams
than the other nozzle geometries. However, scaling laws
for the cluster size in bell-shaped nozzles have not estab-
lished yet. Therefore, we investigated the relationship be-
tween stagnation pressure P0 and following parameters :
the cluster size, its disribution, and the flux.
Calculation model
In order to estimate the properties of clusters, we per-
formed calculations. The calculation model is based on
1D-fluid dynamic equations coupled with a classical nu-
cleation theory and modified drop-growth model. Here,
the values of condensation probability and surface tension
which are included in the model have not been clarified in
mesoscopic size yet. Therefore, we used semi-empirical
fitting of the control parameters with experiments for de-
termining them to caluculate.
In oder to check whether the developed model is rea-
sonable, we compared results of our calculation and the
conventional scaling for conical nozzles[1]. The unknown
control parameters can be obtained by fitting to the exper-
imental results by Haiyang Lu et al[2]. We confirmed that
the model can illustrate the experimental results well.
∗E-mail address: takahashi.k.ax@m.titech.ac.jp
Experiments for fitting and cluster properties
We used two bell-shaped nozzles(small nozzle: A, large
nozzle: B) and measured the static pressure at plenum and
at nozzle exit to obtain the fitting parameters.
The pressure measurements of Ar include effects of
boundary layer and condensation. We eliminated the
boundary layer effect of argon flow by using a basic for-
mula of the boundary layer thickness for Ar and He.
Fig.1(a) shows the results of pressure measurements for
two nozzles and fitting by the calclations. We estimated
cluster size versus P0 based on the constant fitting pa-
rameters. However, the parameters and cluster size don’t
have unique value as shown in Fig.1(b). This is due to the
assumption that these parameters are constant. Actually,
these parameters should be formulated to be a function of
temperature and cluster size. We are planning to develop a
more sophisticated expression for the parameters.
Summary
In order to investigate the relationship between cluster
properites in hypersonic flow and hydrodynamic parame-
ters ; P0, T0, and nozzle geometry, we developed a model
composed of classical nucleation theory, modified drop-
growth model, 1D-fluid dynamics and semi-empirical fit-
ting of control parameters for numerical calculation of the
cluster formation. We estimated the cluster properties in
hypersonic bell-shaped nozzles, using the phenomenologi-
cal fitting parameters.
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(a) Pressure history and fitting of calculation results (b) Stagnaiton pressure P0 versus cluster size with
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Figure 1: Cluster formation in bell-shaped nozzles
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Electron-capture (EC) and electron-loss (EL) processes
are considered for collisions of heavy many-electron ions
(mainly xenon, lead and uranium ions) with typical resid-
ual-gas atoms and molecules. Calculations of the EC and
EL cross sections are performed over a wide energy range
E = 10 keV/u - 100 GeV/u using available CAPTURE,
DEPOSIT and RICODE computer codes described in [1].
Scaling features of EC and EL cross sections on the pro-
jectile ion charge and the target nuclear charge are dis-
cussed. On the basis of numerical calculations by these
codes, recommended EC and EL cross sections are ob-
tained over a wide energy range, and for U28+ ions collid-
ing with H2, N2 and Ar targets they are given in Fig. 1.
Fig. 1. Recommended EC and EL cross sections in colli-
sions of U28+ ions with H2, N2 and Ar targets as a function 
of ion energy. Solid symbols  EC experimental data [2-
4], open symbols  EL experimental data [2-6].  Theory:
EC cross sections  CAPTURE code, EL cross sections 
EL cross sections, DEPOSIT and RICODE. From [1].
Based on the relativistic Born calculations (RICODE pro-
gram), a semi-empirical formula for single-electron loss
cross sections is suggested which can be used for inter-
mediate and relativistic energies with an accuracy of 
about a factor of 2. This formula together with the Schla-
chter semi-empirical formula [7] for EC cross sections
can be used for rough estimation of lifetimes and losses of
ion beams in accelerator machines as well as of equilib-
rium charge states <q> of heavy ions penetrating through
gaseous targets. An example of such calculations is
shown in Fig. 2 for uranium ions colliding with H, He, C,
Ne and Ar gaseous targets.
In conclusion we note that for heavy many-electron
projectiles colliding with neutral atoms the contribution of 
multiple-electron processes to the total cross sections can 
be very large: more than 50 % for EL and up to 40 % for
EC processes (see, e.g., [5,10]). At present time, multiple-
electron loss cross sections can be calculated within a 
factor of 2 in the classical approximation (CTMC [10] or
energy-deposition model [1]) but there is no rigorous
theoretical treatment which could describe even approxi-
mately the multiple-electron capture processes involving
heavy many-electron ions.
Fig. 2. Mean charges <q> in collisions of uranium ions
with gaseous targets as a function of ion energy. Experi-
ment for the Ar target: Ɣ [5] and ʄ [8]. Dashed curve  
semi-empirical formula [9] for the Ar target. Solid curves
are calculated using the Schlachter semi-empirical for-
mula [7] for EC cross sections and semi-empirical for-
mula from [1] for EL cross sections. From [1].
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Evaluation of Electrical Conductivity in Dense Plasmas  
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Introduction 
Warm dense matter (WDM) physics has a potential of 
abundant scientific discovery for the properties of plasma 
at high densities and at moderate temperature, in which 
the Coulomb interaction energy between particles some-





/4!"0akBT >1, where a is the ion sphere radius. The 
matter has the degenerate electrons, in which the thermal 









, resulting in the degeneracy parame-
ter # = kBT/EF < 1. WDM science is of interest concern-
ing the formation of giant planets, the hydrodynamics of 
fuel pellet of inertial confinement fusion, and the divertor 
surface of magnetic confinement fusion. [1,2] 
The equation of state and the transport properties of 
WDM are unclear due to poor experimental results. To 
understand the matter, we propose to evaluate the 
transport properties by using pulsed-power techniques.  
Experimental Setup and Results 
In order to generate and evaluate the WDM with broad 
density-temperature regime, we have examined the ex-
ploding wire discharge in water [3]. We used thin wires 
with 50 - 100 µm in diameter and 18 - 38 µm in length as 
the load. The diameters are smaller than the skin depth. 
To drive a wire explosion, we arranged low inductance 
capacitors cylindrically (8x0.4 µF). The capacitor bank 
was charged up to 10 kV to ensure vaporization of the 
wire. The behaviours of wire/plasma radius and the shock 
wave in water were measured by a shadow-graph method 
using a fast streak camera with a laser backlight (L = 
532 nm). From the time evolution of radius, we can eval-
uate evolutions of the wire/plasma density and conduc-
tivity with the voltage and the current measurements. We 
assembled a pyrometer, which is composed of a poly-
chrometor with a photo-diode (HAMAMATSU: S5971) 
array for the measurement of evolution of wire/plasma 
temperature. The spectrometer, which was calibrated by a 
xenon lamp (HAMAMATSU: L7810), detects emission at 
458 nm, 558 nm, and 658 nm. 
Figure 1 shows the electrical conductivity of copper 
wire as a function of density at 5000 K ± 10 %. Theoreti-
cal conductivities based on the models of Spitzer [4],  
LeeÐMore [5], and Ichimaru [6] at 5000 K are also shown 
in Fig. 1. The electron densities of these theoretical mod-
els are calculated using the ThomasÐFermi model [7]. 
These results cover a wide density range from a liquid 
metal with highly degenerate electrons to a plasma that 
approaches an ideal plasma. As shown in Fig. 1, SpitzerÕs 
theory is clearly inappropriate in the WDM region. The 
comparison also reveals that the conductivity models of 
LeeÐMore and Ichimaru are in good agreement in the 
region log10 (!/!s) < 2. However, these two conductivity 
models have different density dependences of the electri-
cal conductivity. 
 
Figure 1 Electrical conductivity of copper as a function 
of density at 5000 K10 %. The dash-dotted line reveals 
the Ichimaru conductivity model, the dashed line denotes 
the Lee-More conductivity model, and the solid line indi-
cates the Spitzer conductivity model. 
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Lowering of the ionization energy of dense hydrogen-like bound-states∗
M. Imran, C.-V. Meister, and D.H.H. Hoffmann
Technische Universita¨t Darmstadt Germany
Besides hydrogen itself, also onefold ionized helium and
fivefold ionized carbon ions are recently of strong inter-
est studying laboratory and astrophysical plasmas. In such
warm dense matter, the chemical potentials, and thus the
ionization energies of bound states, differ completely from
the plasma characteristics in the ideal system. The present
work gives a review on the state of the investigations of
all these phenomena for the case of hydrogen-like bound
states.
Ebeling-Kraeft-Ro¨pke formalism for energy
level shifts
To calculate energy levels in a plasma, one may start with
the Bethe-Salpeter equation [1][
































ψie - wave function, Vie - Coulomb potential, V effie - ef-
fective potential, Nie - occupation function. The dashes
present shifted arguments. εe, εi - kinetic energy of an
electron and ion, respectively. Thus, the terms of the right-
hand side of eq. (1) describe the dynamical self-energy, the
exchange self-energy, the dynamical screened Coulomb in-
teraction and the phase-space occupation.
Level shifts without Pauli blocking
Without Pauli effects, one has in a static Debye approxi-






















































































Equation (5) is applicable for the ground-state of hydrogen-
like bound-states (k describes n = 1, l = 0), but if n > 1,
κ < r
n
k > is large, and eq. (5) is not valid anymore. Ebel-
ing et al. estimated the continuum edge using the Jacobi-





























D = 1− 1
2



























In comparison to the ground-state energy level, the contin-
uum edge is strongly density dependent. Thus, taking into
account eqs. (5, 8), the effective ionization energy of an ion
















It follows that multiply charged ions are ion-
ized at smaller densities than singly charged ions.
The Taylor series of the energy shifts of hydrogen-like

































a0 is the Bohr radius. In eq. (10), the coefficient fZ−1nl was
determined taking the merging of the bound-state n, l with
the continuum at the Mott parameter κˆ = Xnl into account.
The values of Xnl were found by numerical calculations.
Introducing the mean values of ρ, ρ2, and ρ3 in case of the
































































Thus, the level shift ∆Z−1nl may be approximated by a func-



































Level shifts due to Pauli blocking
Concept of excluded volume
Bound-states in plasmas need some space which is not
available for other electrons. Knowing that a particle of ra-
dius R, which is imbedded into a plasma, shows in the sec-







(ne + nZ), (17)
and following the general philosophy that shifts of energy
levels correspond to shifts of the chemical potential, Kili-
mann and Ebeling [2] concluded, that the shift of the en-






























That means, at high main quantum numbers n and high
temperatures, Pauli blocking effects may play the essential
role. Thus, they are told to contribute to the so-called “rel-
ative” energy level shift.
Solution of the Schro¨dinger equation
The energy shifts due to Pauli blocking and the Mott ef-
fect are discussed solving an effective Schro¨dinger equa-
tion for strongly correlated systems. The authors find a
softer Mott transition than was predicted in earlier works.























































It became clear that Pauli blocking should be described
within the momentum space and not in the spatial space.
But analytical expressions for wave functions in the mo-
mentum space, even in the case of hydrogen-like particles,
are almost unknown. Thus in Ebeling et al. [5] only varia-
tions of the ground-state of hydrogen by Pauli blocking are
considered.
Conclusion
The present work gives a review of the study of
hydrogen-like bound-states addressing phenomena like
self-energy, dynamical screening of the Coulomb interac-
tion and quantum-physical effects like Pauli blocking. At
the same time, some small misprints in former papers of
other authors are corrected or, at least, noted. It is shown
that Pauli blocking is essential for higher main quantum
numbers. Thus, one has to develop the theory of Pauli
blocking further showing how to treat the effect in mo-
mentum space considering not only hydrogen-like ground
states.
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Figure 1: Mott parameters of the plasma of fivefold-ionized
carbon ions as function of temperature. kB - Boltzmann
constant. 10−17 J= 62.5 eV.
Introduction
If a solid target is hit by a high-intensity (> 1010 W)
particle or laser beam, a plasma is created on the surface of
the target. This may happen in case of the production target
of the Super FRagment Separator (S-FRS) at Gesellschaft
fu¨r Schwerionenforschung (GSI) Darmstadt, or currently at
the lasers nhelix [1, 2] and phelix [3] at GSI, where plas-
mas with temperatures of about 200 eV and electron densi-
ties of 1027 m−3 are established. Thus, in the present work,
the thermodynamics of hydrogen-like plasmas with densi-
ties up to 8 × 1031 m−3 and temperatures of 106 − 108 K
are further developed. Therefore, the Jacobi-Pade´ approxi-
mation by Ebeling, Kilimann, Kraeft, and Bornath (see [4])
for the so-called relative energy level shifts is applied to a
quasineutral plasma consisting of sixfold and fivefold ion-
ized carbon atoms and electrons. The relative energy level
shift of the carbon plasma is determined by the difference
between Coulomb and Debye potential, and by the kinetic
energy of the particles. Quantum-physically, former nu-
merical calculations of the shifts were only performed for
particle states with zero angular momentum quantum num-
bers l. In the present work a detailed, to a large extend
analytical analysis is given for any angular quantum num-
ber.
Pade´-approximation for the relative energy
level shifts
For practical purposes, in 1990 based on the Bethe-
Goldstone equation, Bornath et al. found a Jacobi-Pade´ ap-
proximation for the relative level shift
∆nl = E˜nl − Enl −∆e −∆z (1)
∗Work financially supported by BMBF contract No. 06 DA9033 I.
of the energy levels of hydrogen-like atoms E˜nl in plasmas
as function of temperature T and electron density ne. In
eq. (1), ∆e and ∆z are the self-energies of the electrons
and ions, and Enl describes the energies of the atoms in















Zηκ(1 + anlκˆ) + kBT nˆe(1 + 1/Z)Anl





































Here Vei represents the bare Coulomb potential between
electrons and ions, V D - the Debye potential, and ψnlml -
the energy eigenfunction of the bound state in momentum
space. ρ = r/aZo , with r - particle distance, aZo - Bohr
radius devided by the charge number Z of the ion. εo is
the dielectric suszeptibility of the vacuum. ∆nl contains
two energetic contributions, the first one is related to the
difference between Coulomb and Debye potential, and the
second is caused by the kinetic energy of the particles. The
shift caused by the kinetic energy (proportional toAnl) has
to be found considering the momentum space of the par-
ticles, so that 9-fold integrals in phase space have to be
calculated.
Calculation of theAnl-function
To estimate the relative energy shifts of hydrogen-like
plasmas, one has to express theAnl-function by the respec-
tive energy eigenfunctions of the plasma particles in mo-
mentum space ψnlml(~p). This is done using the solutions
of the Schro¨dinger equation in spatial space and transform-





















2k(k + l + 2)!














sin t = − b√
1+b2
, cos t =
1√
1+b2






and P ol (z) designates the spherical polynomial. h¯ is the
Planck constant. For n = {1, 2, 3}, the integral over z in
eq. (7) has been analytically solved (see [5]).
Results of the numerical calculation
Figure 1 shows the Mott parameter κˆ = κaZo of the
studied carbon plasma as function of the temperature. The
Mott parameter is proportional to the square root of both
the plasma density and the inverse temperature. Anl as
function of the temperature is presented in Fig. 2. It is
found that the absolute value of Anl strongly decreases
with growing temperature. Indeed, the contributions pro-
portional to kBTAnl in the energy level shifts contribute
to the Pauli blocking, a quantum-physical effect which de-
creases with increasing temperature. Relative energy level
shifts (neglecting the term 2anln2κˆ2 in the denominator of
∆nl (eq. (2))) are given in Fig. 3. At increasing electron
density (and thus also larger Mott parameter), higher en-
ergy levels with larger n or l merge earlier with the contin-
uum.
Figure 2: A10 (left, top), A20 (right, top), A30 (left, bot-
tom), and A32 (right, bottom) as function of temperature.
Figure 3: Relative energy shifts ∆nl,nor of hydrogen-like
carbon bound states as function of the electron density ne
at kBT = 86.25 eV. The energy level shifts are normalized
to the energy of the ground state of the carbon ions E10.
Conclusions
An attempt is made to contribute to the recalculation of
the density and temperature dependence of static energy
level shifts in dense matter. Here, based on the Jacobi-Pade´
approximation by Ebeling et al. [4], to a large extend, an
analytical method is developed to calculate relative energy
level shifts of hydrogen-like plasmas. Nine-fold integrals
describing the shifts are analytically reduced to two-fold
ones (and even to one-fold ones for n ≤ 3). The influence
of the orbital angular momentum quantum number at con-
stant main quantum number is studied. As application, rel-
ative energy level shifts of bound states of fivefold ionized
carbon are numerically found as function of the electron
density of the plasma. In future, the present Pade´ approxi-
mation has to be developed further taking into account new
results on Pauli blocking and increasing the accuracy of
the general Pade´ expression. The here proposed method to
treat the Anl-functions will be practicable also in case of
these future improved Pade´ formulae.
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