Abstract. The three gap theorem, also known as Steinhaus conjecture or three distance theorem, states that the gaps in the fractional parts of α, 2α, . . . , N α take at most three distinct values. Motivated by a question of Erdős, Geelen and Simpson, we explore a higher-dimensional variant, which asks for the number of gaps between the fractional parts of a linear form. Using the ergodic properties of the diagonal action on the space of lattices, we prove that for almost all parameter values the number of distinct gaps in the higher dimensional problem is unbounded. Our results in particular improve earlier work by Boshernitzan, Dyson and Bleher et al. We furthermore discuss a close link with the Littlewood conjecture in multiplicative Diophantine approximation. Finally, we also demonstrate how our methods can be adapted to obtain similar results for gaps between return times of translations to shrinking regions on higher dimensional tori.
In the classical case d = 1, the three gap theorem (also referred to as Steinhaus conjecture or three distance theorem) asserts that for all α ∈ R and any interval D, we have G(α, D) ≤ 3. The first proofs of this remarkable fact were published in 1957 by Śos [26] , in 1958 by Surányi [28] , and in 1959 by Świerczkowski [29] . The theorem has been rediscovered repeatedly, and many authors have considered generalizations to various settings [2, 13, 12, 19, 20, 23, 30, 25, 31] .
In this paper we are firstly interested in a higher dimensional version of the Steinhaus problem, which was previously studied by Geelen and Simpson [18] , Fraenkel and Holzman [17] , Chevallier [11] , Boshernitzan [7, 8] , Dyson [15] , and Bleher, Homma, Ji, Roeder, and Shen [6] . For this problem our goal is twofold: to demonstrate the close connection between the multi-dimensional Steinhaus problem and the Littlewood conjecture, and to show how well known results from ergodic theory on the space of unimodular lattices in R d can be used to shed new light on a question of Erdős as stated by Geelen and Simpson [18, Section 4] .
Our first theorem describes the generic failure of the finite gap phenomenon in higher dimensions. Denote by RD = {Rx | x ∈ D} the homothetic dilation of D by a factor of R. We say a sequence 0 < R 1 < R 2 < R 3 < . . . is subexponential if (1.2) lim
There exists a set P ⊂ R d of full Lebesgue measure, such that for every bounded convex D ⊂ R d with non-empty interior, every α ∈ P , and every subexponential sequence (R i ) i , we have
A previous result in this direction is due to Bleher, Homma, Ji, Roeder, and Shen [6] , who show in the case d = 2, and for a certain set of α, that
where D is the triangle in R 2 with vertices at (0, 0), (0, 1), and (1/2, 0). For purposes of comparison with Theorem 1, a careful computation shows that the size of the set of α to which the proof in [6] applies, has Hausdorff dimension 3/2. (For the details of this computation, the reader may consult Lemma 6.1 of [19] and the paragraphs immediately following its proof.) Theorem 1 on the other hand admits a set of α of full Hausdorff dimension d.
In the case d = 2, for D = [0, 1) 2 a square, a folklore problem of Erdős (see the discussion at the end of [18] ) asks whether eq. (1.4) holds whenever 1, α 1 , α 2 are Qlinearly independent. The answer to this question is in fact, negative. As recorded in [6] , this appears to have first been noticed in a private correspondence between Freeman Dyson and Michael Boshernitzan [7, 8, 15] , who showed that (1.4) fails for badly approximable α.
We say that α ∈ R d is badly approximable if there is c > 0 such that m · α R/Z > c m −d for all non-zero m ∈ Z d . Here x R/Z = min k∈Z x + k denotes the distance to the nearest integer.
Theorem 2 (Boshernitzan and Dyson; Bleher, Homma, Ji, Roeder, and Shen). Let d ≥ 2. For every bounded convex D ⊂ R d with non-empty interior, and every badly approximable α ∈ R d , we have
We will see below that this statement is an immediate consequence of our dynamical interpretation of G(α, RD) combined with Dani's correspondence between badly approximable numbers and bounded orbits in the space of lattices.
Let us now turn to the connection between the Steinhaus problem and the Littlewood conjecture in multiplicative Diophantine approximation. The Littlewood conjecture states that for every α 1 , α 2 ∈ R,
There is a higher dimensional version of this conjecture, that for any d ≥ 2 and for
Resolving the conjecture for d = 2 would imply the higher dimensional statement for all d > 2, but at present the conjecture has not been proved in full for any value of d. However, it is known that (1.7) holds for a set of α whose complement has Hausdorff dimension zero [16] . Consider the (in general non-homogeneous) dilation D T = {xT | x ∈ D} of D, where T = diag(T 1 , . . . , T d ) is a diagonal matrix with expansion factors T i > 0.
Theorem 1 implies that eq. (1.8) holds for a set of α of full Lebesgue measure. We expect that there is a more concise characterisation of the set of exceptions, in analogy to the case of the Littlewood conjecture. But, unlike the Littlewood conjecture, eq. (1.8) is not true for all α. This is obvious for α ∈ Q d . The following theorem gives a less trivial class of examples. 
This theorem illustrates the difference of exceptional sets for the Steinhaus problem and the Littlewood conjecture. This will be reflected in our dynamical interpretation: while there is a one-to-one correspondence of α satisfying the Littlewood conjecture and unbounded orbits in the space of lattices [16, Prop. 11.1] , infinite gaps in the Steinhaus problem require in addition a particular type of divergence in the space of lattices.
1.2. The Slater problem. In addition to our results for the higher dimensional Steinhaus problems, our methods allow us to easily deduce results for a dual collection of problems, which we now describe. For α ∈ R d , consider the toral translation
where
We are interested in the number L(α, D) of distinct values τ (q, D) attains, as q varies over D, and whether that number remains finite as D contracts. The problem in dimension d = 1 was studied by Slater in 1950 [24, 25] and is closely related to the three gap theorem. Indeed the answer is L(α, D) ≤ 3, for any α and interval D. This fact was later rediscovered in the study of Thom's problem for the linear flow on a flat twodimensional torus [5] , and a number of generalizations and extensions of the theorem are discussed in [17] . Following [17] , we refer to these types of problems as Slater problems. The analogues of Theorems 1-3 for the higher dimensional Slater problems are as follows.
Theorem 5. Let d ≥ 2, take P to be the set from Theorem 1, and assume (as we may, without loss of generality) that P = −P . Then, for every bounded convex D ⊂ R d with non-empty interior, for every α ∈ P , and every subexponential sequence (R i ) i , we have
For every bounded convex D ⊂ R d with non-empty interior, and every badly approximable α ∈ R d , we have
Theorem 7. Let d ≥ 2 and D ⊂ R d be bounded and convex with non-empty interior.
Outline. The plan of this paper is as follows. Motivated by the approach of [23] in the case d = 1, we first provide an interpretation of G(α, D T ) as a certain function on the space of (d + 1)-dimensional Euclidean lattices (Section 2). This will allow us to derive Theorems 1-3 from dynamical properties of the diagonal action on the space of lattices (Section 3). The proof of Theorem 4, which is presented in Section 4, involves a reduction to a theorem of Chevallier [11, Theorem 1] . Finally, the proofs of Theorems 5-7 will be given in Section 5.
The Steinhaus problem in terms of the space of lattices
Given α ∈ R d , denote by ξ k = k ·α mod 1 be the fractional part of k ·α. Assume in the following that D ⊂ R d is bounded and has non-empty interior. Set D B = {xB | x ∈ D} with B ∈ GL(d, R), det B > 0. We now follow the strategy developed in [23] for the case d = 1.
For k ∈ D B ∩ Z d , the gap between ξ k and its next neighbor on R/Z is given by
The substitution m = − k yields
which we rewrite as
with the matrix (2.4)
.
. Now take a general element M ∈ G and t ∈ D, and define the function F by
whenever the minimum exists. (Proposition 1 below establishes that the minimum exists for all t ∈ D • .) To see the connection of F with the gap s k,B , define
and note that, by rescaling the set in (2.3), we have
Thus,
Proof. Let us begin by showing that
• there is > 0 such that x + t ∈ D for all x < . There are most finitely many lattice points (x, y) ∈ Z d+1 M with x < and y = 0. By decreasing further, we can ensure that 0 is the only such point. It follows from Minkowski's Theorem that the infinite cylinder
Therefore, since the lattice is symmetric with respect to reflection at the origin, also the semi-infinite
x < } contains a non-zero lattice point (x, y) for every > 0. By construction, y = 0. This implies (2.9) is non-empty. The minimum exists in view of the discreteness of Z d+1 M . Finally, we note that
Denote by ∆D the set of differences {s − t | s, t ∈ D}, and set
which contains the set of values of F (M, · ). Since ∆D is bounded and Z d+1 M is discrete, M(M ) is a discrete subset of R >0 , which we label by
We thus have the following formula:
. For every fixed M , the function t → F (M, t) is therefore piecewise constant. We furthermore have the following.
Proposition 2. The function F is (i) uniformly bounded on any compact subset of Γ\G × D
• , and (ii) continuous on the set
Proof. (i) We will use a quantitative variant of the proof of Proposition 1. Let C ⊂ Γ\G × D • be compact. There is > 0 such that x + t ∈ D for all x < and (M, t) ∈ C. Furthermore, by Mahler's compactness criterion there exists 0 > 0 such that (x, y) > 0 for every (x, y) ∈ Z d+1 M \ {0}, uniformly over (M, t) ∈ C. By Minkowski's Theorem, the cylinder
(ii) It suffices to prove continuity on every compact subset of C ⊂ Γ\G×D • intersected with (2.14). By Mahler's criterion, there is 0 > 0 such that all points in Z d+1 M are at least distance 0 apart, for all (M, t) ∈ C. Define the compact set
, the open -ball centered at this lattice point is also contained in (D • − t) × R >0 for every < 1 , and hence the open 2 -ball centered at that lattice point is contained in (D
Given a bounded subset A ⊂ R d+1 with non-empty interior, and M ∈ Γ\G, we define the covering radius (also called inhomogeneous minimum)
Because A has non-empty interior, ρ(M, A) < ∞. Note that if θ > ρ(M, A), then the set θA + x intersects Z d+1 M in at least one point, for every x ∈ R d+1 . (To see this, assume the contrary: There is
It is well known that ρ(C, A) < ∞ for every compact C ⊂ Γ\G. For θ > 0, set
The task is to show that A t,θ intersects Z d+1 M in at least one point, for every M ∈ CD(θ) −1 and every t ∈ D.
We denote by G(M ) the number of distinct values the function t → F (M, t) attains.
Proof. First of all, we prove that there is a unit vector u ∈ R d with the property that, for all R, S ∈ ∂D with the open line segment RS parallel to u, we have that RS ⊂ D
• . To see why this is true, observe that if RS ⊂ D
• for some R, S ∈ ∂D, then by convexity RS ⊂ ∂D. The collection of all open line segments in ∂D is contained in a union of countably many (d − 1)-dimensional hyperplanes, therefore any u in the complement of that union will have the property that we desire. Now suppose that a vector u has been chosen as above, and let λ be the length of the longest line segment parallel to u, with endpoints in ∂D. We claim that the conclusion of the lemma will then be satisfied by choosing P ∈ ∂(∆D) so that 0P is parallel to u and has length λ. To see why this is true, suppose that Q is on the open line segment 0P and that the length of 0Q is ∈ (0, λ] (see Figure 1) . Then, by our choice of u, there are points R, S ∈ ∂D such that the line segment RS is parallel to u and has length . This follows from the facts that: (i) |RS| is a continuous function of R ∈ ∂D, since RS ⊂ D
• , and (ii) by convexity, there is an R 0 ∈ ∂D so that (R 0 + uR) ∩ D • = ∅ and hence lim R→R 0 (R) = 0. It is now clear that the conclusion of the lemma is satisfied by taking t = R. Proof. Let u, λ, and P be as in the proof of Lemma 1, choose > 0, and define vectors v 0 = ( u, − ) and v 1 = (λu, 0) in R d+1 . Suppose that u, u 2 , . . . , u d is an orthonormal basis for R d with respect to the standard Euclidean metric, and define the matrix
The row
∈ ∆D × R, and hence these will not contribute to F (ΓM , t), for any t ∈ D. O P ∆D : Finally, we extend this result to all ΓM in an open η-neighbourhood U η of ΓM , with η > 0 sufficiently small in terms of . This neighbourhood is characterized as follows: There is a basis w 0 , w 1 , . . . , w d of M Z d+1 so that v j − w j < η for all j = 0, 1, . . . , d with v j the rows of M as above. For both > 0 and η > 0 sufficiently small, the same argument as above shows that vectors of the form w = a 0 w 0 + . . . + a d w d with a i ∈ Z will not contribute to F (ΓM, t), for any t ∈ D, if at least one of a 2 , . . . , a d is non-zero. We can thus assume v = a 0 v 0 + a 1 v 1 and w = a 0 w 0 + a 1 w 1 . Put m = −a 0 ∈ Z as above. If m > 0 and a 1 ≤ 0, then v is outside a small neighbourhood of (D − t) × R and hence, 
which for η sufficiently small is negative. This means w with m < 0 also do not contribute to F (ΓM, t). The vectors that remain are of the form w = −mw 0 + a 1 w 1 with m > 0 and a 1 > 0, and are perturbations of v = ((a 1 λ − m )u, m ). As before, the minimum is realized for a 1 = 1, provided , η are sufficiently small. Let m ≤ −1 λ be the smallest positive integer such that (λ − m )u ∈ D − t. For every fixed m, shifting t slightly tot if necessary we can achieve that (λ − m )u / ∈ ∂D −t and m ≤ −1 λ is still the smallest positive integer such that (λ − m )u ∈ D −t. If this holds, then the minimum defining F (ΓM,t) is realized by w = −mw 0 + w 1 provided η is sufficiently small. We conclude for every > 0, there is a sufficiently small η < , so that for every
An immediate consequence of Proposition 5 is the following. Corollary 1. Let D be bounded and convex, and
We explain in the next section how to utilise Corollary 1 in the proof of Theorem 1.
Dynamics of diagonal actions; proofs of Theorems 1-3
Let (3.1)
The right translation
generates a flow on Γ\G which is well-known to be ergodic with respect to the unique G-invariant probability measure µ on Γ\G. A standard argument (see e.g. [22, Cor. 3.7] ) shows that there is a set of full Lebesgue measure P ⊂ R d such that for α ∈ P , the orbit
is dense in Γ\G. This in turn implies [22, Cor. 3.8] that
In view of Corollary 1, this establishes Theorem 1 (take s i = log R i ).
Dani's correspondence [14] states that the orbit (3.3) is bounded if and only if α is badly approximable. Thus there is a compact C ⊂ Γ\G which contains (3.3). This means that for all s ≥ log θ we have
Proposition 4 then implies that RD) is trivially bounded by the number of points in Z d ∩ RD, which in turn is uniformly bounded for all R ≤ θ. This yields Theorem 2.
Our proof of Theorem 3 is similar, but slightly more complicated. The plan is to assume
and show that this contradicts the hypothesis (1.8) of Theorem 3. By the well known correspondence of the Littlewood conjecture and unbounded orbits (cf. [16, Prop. 11 .1]), we have that (3.7) implies that there is a compact set C ⊂ Γ\G such that for T = diag(T 1 , . . . , T d )
Taking the transpose inverse, we infer that
In view of Proposition 4, we have
In other words,
To establish a contradiction with hypothesis (1.8) of Theorem 3, what needs to be shown is that (3.11) in fact holds for all T 1 , . . . , T d ≥ 1. The key point in achieving this is the following lemma.
Lemma 2. Let D be as in Theorem 3. If (3.7) holds, then there is a constant Θ < ∞ such that
Since the orbit (3.9) is contained in a compact set, once Lemma 2 has been proved we may conclude (by the same argument as in the proof of Proposition 4) that there is
This will therefore complete the proof of Theorem 3.
Proof of Lemma 2. We need to show that there is θ ≥ 1 such that, for every (possibly empty) subset I ⊂ {1, . . . , d}, eq. (3.12) holds for all T with T i ≥ θ (i ∈ I) and 1 ≤ T i < θ (i / ∈ I). We assume first I = ∅. Let us highlight the dependence on D and dimension d by writing
We denote by α I ∈ R |I| and t I ∈ R |I| the orthogonal projections of α and t, respectively, onto the hyperplane corresponding the the coordinates indexed by I, and denote by T I the diagonal matrix with entries T i (i ∈ I). Let G I = SL(|I| + 1, R) and Γ I = SL(|I| + 1, Z).
and hence
Since removing elements from a set does not decrease the size of gaps in the set, we have that the maximal gap in S(α, D T ) is bounded above by the maximal gap in S(α, Q |I| T ). Therefore, in view of (2.8) 
, for all T with T i ≥ θ (i ∈ I) and 1 ≤ T i < θ (i / ∈ I). Our assumption (3.7) implies that
and hence (by the same argument leading to (3.9)) (3.19)
for some compact C I ⊂ Γ I \G I . Proposition 3 now tells us that, for any θ > ρ(C I , Q |I| ),
The remaining case I = ∅, where 1 ≤ T 1 , . . . , T d < θ, is immediate via (2.8), since the maximal gap in a finite set has a finite upper bound.
Proof of Theorem 4
For d = 1 the statement of Theorem 4 is obviously implied by the three gap theorem, so assume without loss of generality that d ≥ 2. Let D = [0, 1) d as in the statement of the theorem and note that, in order to prove (1.10), it is enough to consider the case when
In our proof we are going to use a theorem due to Chevallier [11, Theorem 1] , which is a higher dimensional version of Geelen and Simpson's result from [18] . We can express Chevallier's result in our language as the statement that, for any α ∈ R d , and for any
Under the hypothesis of Theorem 4, we can find integers Q and
We may assume without loss of generality that gcd(B 1 , . . . B d ) = 1. Let us restrict our attention to the situation when B i > 0 for each i. If this is not the case then the proof follows by minor modifications of the argument we are about to give. Suppose that T i = M i ∈ N and for each i let A i and R i be the unique integers for which A i ≥ 0, 1 ≤ R i ≤ Q, and
Then we have that
where I runs over all subsets of {1, . . . , d} (including the empty set) and S I is defined by
Now we will need the following elementary number theoretic lemma.
Lemma 3. Suppose that k ≥ 2 is an integer, that q 1 , . . . , q k ∈ N, and that, for each 1 ≤ i ≤ k, C i and D i are integers satisfying
Let r = gcd(q 1 , . . . , q k ) and
and set
and (4.11) mr :
Proof. The inclusion in equation (4.10) is quite obvious, so we will focus on proving (4.11). Our proof is by induction on k, so first let us consider the case when k = 2. In this case, if n ∈ N and if there is an integer solution (a 1 , a 2 ) to the equation
then it must be the case that n = mr for some m ∈ Z. Then we have that (4.13) a 2 = m(q 2 /r) −1 mod (q 1 /r) and a 1 = n − a 2 q 2 q 1 .
We are imposing the conditions that C i ≤ a i ≤ D i , and the assumption that D 2 −C 2 ≥ q 1 guarantees that there is at least one choice of a 2 satisfying the first equation here. The smallest admissible choice for such an integer a 2 is at least as small as C 2 + q 1 /r, and the largest admissible choice for such an a 2 is at least as large as D 2 − q 1 /r. As long as there is at least one admissible choice of a 1 , as a 2 runs over this range, then we can guarantee that n ∈ A. This will be the case if (4.14)
and these inequalities will both be satisfied if
This finishes the proof when k = 2. Now suppose that k > 2 and that the lemma is true, for all choices of parameters, with k replaced by k − 1. Let r = gcd(q 1 , . . . , q k−1 ),
and set (4.17)
Then it is clear that
and, by our inductive hypothesis, we have that A contains the set (4.19)
Then gcd(q 1 ,q 2 ) = r and, by the same argument used above to settle the k = 2 case, we find that the set (4.19) contains all integers of the form mr, with
r 2 . Finally, we compute that
and thatD
It is clear from this that (4.11) holds, and our inductive argument is complete. Now we return to the main line of proof. Let us first consider the case when (4.27) min
With a view towards applying Lemma 3 in order to understand the points of the sets S I , for I ⊂ {1, . . . , d}, let (4.28)
we have by the lemma that (4.30)
and, for any I, that (4.31)
Now, comparing the definitions of A I with the descriptions of the corresponding sets S I from (4.6), we see that each set S I consists of points of the form
with m ∈ A I and with each parameter r i taken either from the interval [1,
. From (4.30) we see that S φ contains all points of the set
Furthermore, by (4.31) we see that any other point of the form (4.32), which is included in one of the sets S I but not in S , must have Each element of S can divide at most one of these gaps, creating at most two new distinct gaps. Therefore we have proved that This completes the proof in the case when (4.27) holds. The remaining cases are no more difficult. If it happens that one or more of the quantities A i is chosen so that (4.40)
then the corresponding value of M i is also bounded by a constant which only depends on B 1 , . . . , B d and Q. In this case we may ignore this index i in our construction of the sets S I , until the end when we may apply the same argument as before. This therefore completes the proof.
Proofs of Theorems 5-7
The proofs of our higher dimensional Slater theorems are simple adaptations of the machinery which we have developed. Using the notation from the Introduction, note that τ (q, D) = min{n > 0 | q + nα + m ∈ D, (m, n) ∈ Z d+1 } (5.1) = min{y > 0 | x + q ∈ D, (x, y) ∈ Z For Theorem 5 we choose B = diag(R i , . . . , R i ) −1 . Taking transpose-inverses of the matrices defining the lattices in (3.4), and using the fact that P = −P , we see that if α ∈ P then, with t i = log R i , the set (5.7)
is dense in Γ\G. Theorem 5 then follows from Corollary 1 as before. Theorems 6 and 7 follow from the remaining arguments in Section 3. We note, however, that the proof of Theorem 7 is actually simpler than the proof of the corresponding Theorem 3. This is because, when we get to the equation analogous to (3.10), we deduce that Since it is clear that we may take θ ≥ 1, this is all that is needed to complete the proof of Theorem 7.
