Several authors have used Fourier inversion to compute option prices. In insurance, the expected value of max(S − K, 0) also arises in excess-of-loss or stop-loss insurance, and similar techniques may be used. Lewis (2001) used Parseval's theorem to find formulas for option prices in terms of the characteristic function of the log-price. This paper aims at taking the same idea further: (1) formulas requiring weaker assumptions; (2) relationship with classical inversion theorems; (3) formulas for payoffs which occur in insurance.
Introduction
Lewis (2001) gives formulas which price options without having first to find the distribution of the underlying, by applying Parseval's theorem. All that is needed is the characteristic function (= Fourier transform) of the logarithm of underlying and the Fourier transform of the payoff function. Fourier methods are applied to option pricing in several other papers, for instance Bakshi & always feasible. We give general formulas which do not require this type of assumptions (this is where our formulas are reminiscent of the classical inversion formulas for distribution functions). Section 4 gives some applications. (N.B. This working paper does not contain all the numerical computations.) The appendices contain some background on Fourier transforms and also the longer proofs.
Notation. We denote F X (x) = P{X ≤ x} the distribution function of X. µ X is the measure on R induced by a random variable X, that is, µ X (B) = P{X ∈ B}, B a Borel subset of R. The Fourier transform of a function f : R → C (when it exists) is denoted
The Fourier transform (often called the characteristic function) of the distribution of X is denoted
Preliminaries

Parseval's theorem
Theorem A.6 (Parseval's theorem, see Appendix A) says that
if, among other things, the function g is integrable. This is not the case for the functions
and Theorem A.6 cannot be applied directly. Lewis (2001) proposed to work around this problem by using an exponential damping factor. For any function ϕ, let ϕ α (x) = e αx ϕ(x), x ∈ R.
The Fourier transform of ϕ α will be denoted ϕ α .
If X has a probability density function f X , and if it happens that both g −α and f α X are in L 1 , then Theorem A.6 implies
It turns out that the payoff functions g 1 and g 2 above are integrable when multiplied by suitable exponential functions, and thus Parseval's identity can be used to compute option prices, provided that f α X is integrable. Lewis (2001) assumed that X has a probability density function; we reformulate his idea by removing this asssumption, as it does not hold in all applications. For a signed measure µ on R and α ∈ R, define a new signed measure µ α by µ α (dx) = e αx µ(dx).
Then the Fourier transform of µ
Theorem A.6 immediately yields the following result, which will be used in the rest of this paper.
Theorem 2.1 Let X be a random variable, and suppose that for a particular α ∈ R,
(a) E(e αX ) < ∞, (N.B. The function y → E g(y +X) is not always continuous, for instance, consider X ≡ 1 and g(x) = I {x>1} .)
The following lemmas give sufficient conditions for condition (b) of Theorem A.5 to hold.
Lemma 2.1 Condition (b2) of Theorem A.6 is satisfied if g has bounded variation.
Proof. Define G(y) = E g(y + X) and let V g be the variation of g(·) over R. If {y j } is an increasing sequence. Then
Lemma 2.2 (a) Suppose that there are a 1 < a 2 < · · · < a n such that
is uniformly bounded and piecewise continuous over (−∞, a 1 ), (a 1 , a 2 ), · · · , (a n−1 , a n ), (a n , ∞), and has finite limits g(a j −), g(a j +).
Proof. (a) Write
where {I k (·)} are the indicator functions of the intervals (−∞, a 1 ), (a 1 , a 2 ), . . . , (a n−1 , a n ), (a n , ∞). Then, as y → 0,
for all ω. Since g is uniformly bounded,
by dominated convergence, which yields the result. To prove part (b), observe that (y + S − K) + ≤ S + + (y − K) + and the result follows by dominated convergence.
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Two classical theorems
We present two standard theorems which are intimately related to the option or stop-loss formulas which follow. Each expresses the distribution function of a random variable as a Fourier inversion integral. The best known proofs of these results (see Lucaks, 1970 
In option pricing, Theorem 2.3 leads to the well-known formula
Mellin-type and Fourier-type formulas
Lewis (2001) considers payoffs which are explicit functions of e X , such as the usual call and put payoffs g 1 and g 2 in (2.1). This is because most financial models are expressed in terms of the log-price. For instance, a formula for E(S − K) + is obtained in terms of
The insurance applications considered in Section 4, however, lead to expressions of the type E(S − K) + , but the inversion formulas are in terms of the Fourier transform E(e iuS ). The expression in Eq.(2.2) is known as the Mellin transform of the distribution of S. In order to distinguish these two situations, we will call "Mellin-type" the formulas where E S iu appears, and "Fourier-type" those where E(e iuS ) appears.
Inversion formulas
In this section, formulas are derived for the expectations of the payoffs g 1 and g 2 in (2.1). In each case, Parseval's theorem yields an inversion integral along the line u−iα in the complex plane, if α can be found such that
is in L 1 and (ii) E exp(αX) is finite. It is not always possible to find such α, depending on the function g considered and also the distribution of X. For this reason, we derive general formulas which do not assume that such α = 0 exists. In each case the approach is the same: truncate the distribution of X in such a way that Parseval's theorem applies for some α = 0; next, let α tend to 0, and, finally, remove the truncation of the distribution of X. The similarity of these general "no-α" formulas with the classical theorems of Section 2 will be noted.
An important point to keep in mind in what follows is that if there is α > 0 such that E exp(αX) < ∞, then necessarily E exp(α X) < ∞ for 0 < α < α (the same applies for α < 0). The set of α such that g −α ∈ L 1 , when it exists, is either an interval or a single point. Hence, the set of α such that both E exp(αX) < ∞ and g −α ∈ L 1 is either empty or an interval (possibly reduced to a single point). This has numerical implications, since the observed accuracy of the integral formula often varies with α within the allowed interval.
Mellin-type formulas
The proof of the next theorem can be found in Appendix B.
If, moreover, E(S) < ∞, then
(b) In all cases,
If E(S) < ∞,
Confirmation in the case where S has a discrete distribution
Suppose that X ≡ x 0 . This means thatμ X (u) = e iux 0 , and
(this is 1 2 times the characteristic function of the Cauchy distribution). Also, letting sign
Hence,
Since a discrete distribution is a combination of degenerate distributions, this shows that the formula is correct for discrete random variables S > 0. It is true for any S ≥ 0, because if P{S = 0} = 1, then
Fourier-type formulas
We now look at formulas for the payoffs
in terms ofμ X (u) = E(e iuX ). Exponential damping factors e αx may be used just as in the previous section, but we show that one may also use polynomial damping factors.
Exponential damping factors
Proof. Part (a) is a direct application of Parseval's theorem and Lemma 2.2, given that if Im(z) > 0, then, for any K,
for any α ∈ R; also, g 4 is continuous everywhere except at x = 0. Providedμ X (−iα) < ∞, we can thus apply Parseval's theorem and Lemma 2.2, witĥ
In Section 3.2.3, a variation on part (a) of this theorem is given which does not require that E(e αX ) < ∞ for any α > 0.
Polynomial damping factors
An alternative to the formulas in Theorem 3.2 is to use a polynomial damping factor. For β ∈ {1, 2, . . . } and c > 0, let
For the payoff
where
is the confluent hypergeometric function of the second kind. (The integral formula above holds (i) for Re(z) > 0 and also (ii) for Re(z) = 0, Im(z) = 0 if γ ≤ 1; for more details, see Lebedev, 1972, Chapter 9) . The function Ψ above may be expressed in terms of the incomplete gamma function; since
the formula in (3.1) may be written in terms of
Because β is a positive integer, an alternative is to use integration by parts to show that, if n = 0, 1, 2, 3, . . . ,
The remaining hypergeometric function Ψ(1, 1, z) may in turn be written as an incomplete gamma function (see (3.2)), or else as
Here E 1 (·) is the exponential integral function. For more details on the special functions above, see Abramowitz and Stegun (1970) or Lebedev (1972) . For β ≥ 2, the Fourier transform of
may be found in the obvious way: since
we get
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The case β = 1 is different:
As to the Fourier transform of µ
Ladder height distributions
In this section, we show how an inversion formula can be found for E(X −K) + as a direct application of Theorem 2.3. We know that, for any X ≥ 0,
Define a new distribution (sometimes called the "ladder height" distribution associated with X) with density
Proof. An easy calculation yieldŝ
Theorem 2.3 says that
which implies (3.3). Next, apply the same idea to X, to get
The function f x (·) is integrable and differentiable; therefore, apply Theorem A.5 to get (3.4) . To remove the assumption that E(X 2 ) < ∞, truncate the distribution of X by defining X a = X ∧ a; formula (3.4) holds for X a . Next, let a tend to infinity. The integral is unchanged, because E(e iuX a ) tends to E(e iuX ) uniformly in u. The above formulas are similar to the one in part (a) of Theorem 3.2. The main difference is that Theorem 3.2(a) requires the additional assumption that E(e αX ) < ∞ for some α > 0. Note that even though all three formulas give the same result for K ≥ 0, for K < 0 they are different: Theorem 3.2(a) gives E(X) − K, formula (3.3) yields E(X), and formula (3.4) yields 0.
It is interesting to reconcile the preceding results with Theorem 3.2. To get (3.3), assume Theorem 3.2 holds, and write
The change of variable z = Mw shows that the last integral tends to 0 as M → ∞. The path of integration in the remaining integral can be pushed up to the real axis, yielding (3.3) when M tends to infinity (the pole at the origin leaves πE(X)). To get (3.4), proceed similarly:
The integral of (A) tends to (3.4) as the path of integration is moved up to the real axis (with no residue), while the integral of (B) over the segment (−M − iα, M − iα) tends to 0 as M tends to infinity. It is possible to iterate the procedure which led to (3.4). Each iteration yields a new inversion formula of the form
for K > 0 and n = 2, 3, . . . , but it is unclear whether there is any benefit in using these formulas. (Observe that these are formulas for the higher order derivatives of the ladder height densities, and that they vanish for K < 0. Numerical problems may be experienced for K close to 0, since for n ≥ 2 the theoretical value of the inversion integral involves the Dirac function and its derivatives at K = 0.)
Examples
In 
Compound Poisson/Exponential distribution
In this example, the explicit distribution is known, as well as both the Fourier and Mellin transforms. We will show that this distribution is intimately related to the hypergeometric functions 0 F 1 and 1 F 1 . Recall that
The latter is known as the confluent hypergeometric function of the first kind. It is known that (Lebedev, 1972 , p.267)
First, the characteristic function of S is
Next, the compound Poisson/exponential distribution is of mixed type, but we may calculate derivative of the distribtution function explicitly for x > 0 :
Other authors have expressed this in terms of Bessel functions (probably because the name "Bessel" sounds better than "F01"), but one might argue that hypergeometric functions are more natural here. Next, turn to expectations of payoffs g 3 and g 4 : if K > 0,
Finally, the Mellin transform of S is, for r > 0,
We can thus write
Observe that the integral moments E(S k ), k = 1, 2, . . . , form an infinite series in (4.1), but that they are a finite one in (4.2): if k = 0, 1, . . . ,
We computed E(1 − S) + , λ = 1, by conditioning on N and also with the Mellin inversion formula. The latter was quicker, the results identical.
Generalized Pareto
In this case there are closed form expressions, in terms of special functions, for the expected payoffs E(K − S) + 
(The usual Pareto(α) is thus Generalized Pareto(α, 1).) Then
B(α, β)E(K
.
Similarly,
B(α, β)E(Y − K)
The Mellin transform of the Generalized Pareto(α, β) distribution is
while its Fourier transform is
This characteristic function may be expressed in terms of the expontial integral function or the incomplete gamma functions (see Section 3.2.2).
As an illustration, we compute the excess-of-loss (XL) premium E(X − K) + if X ∼ Pareto(α), using a polynomial damping factor. Let β = 3 and α = 5. Then the XL payoff function and Pareto claim severity density have the following Fourier transform, for u ∈ R:
X (u) du is obtained by evaluating the integral numerically. This can easily be done in Excel (see next section for further details).
Compound Poisson/Pareto
In this example and the next one there is no explicit formula for stop-loss premiums. Our Fourier inversion formulas will be compared to simulation results.
Consider a stop-loss (SL) premium on aggregate claims. Here different i.i.d. random variables X j , with a common distribution, represent individual claim severities. These are summed to form a compound Poisson distribution:
where N ∼ Poisson(λ). N is assumed independent of the individual claim severities {X j }. The compound Poisson variable S represents the aggregate claims over some time interval. Suppose we want to compute an SL premium for the aggregate claims variable S:
where µ S is the distribution of S and g(x) = (x − K) + . As before, this can be written as
X (dx) = (1 + x) β µ X (dx). By Theorem 3.3, the SL premium is also equal to
We need to calculate
The derivativesν
X take the form
Using integration by parts, they can be written in terms of the exponential integral function as in Section 3.2.2. The same section gives g [−3] , while, for u ∈ R,
. Table 1 lists the results for different values of the Poisson parameter λ and the retention limit K. These are compared with simulated SL premiums based on 100, 000, 000 replicated samples. Table 2 lists additional SL premiums, also computed from (4.4), by letting vary the Poisson parameter λ and the Pareto parameter α such that the expected value of S is always 1. Again, these are compared with the simulated SL premiums obtained from 100, 000, 000 replicated samples.
These numbers were obtained with Romberg's numerical integration method, coded in Visual Basic and implemented in Excel. The program is can be downloaded at http://www.mathstat.concordia.ca . 
Compound Poisson/Pareto plus α-stable
Now let us consider the SL premium E(Z − K) + for a more general aggregate claims distribution,
where S is compound Poisson It is known thatμ
where Ψ Z is the Lévy-Khintchine exponent of Z, given by
σ being the variance of Z (σ is a function of λ, see Furrer (1998) 
A The Fourier transform
In this appendix we state some essential definitions and results related to Fourier transforms. For 1 ≤ p < ∞ let L p denote the space of measurable functions h : R → C such that R |h(x)| p dx < ∞; the space L ∞ consists in the functions from R to C which are essentially bounded. Let µ be a signed measure on (B(R), R) with |µ| < ∞, and define its Fourier transform aŝ
Since |e iux | = 1, this is an ordinary (that is, proper) Lebesgue integral. If h ∈ L 1 , then the Fourier transform of h is defined aŝ
Once again, because h is assumed integrable, the above is an ordinary integral. The convolution of a real function h with a signed measure µ is defined as
(when the integral exists), and the convolution of two real functions h, k as
(when the integral exists). It is known (Malliavin, 1995, p.114) that Theorem A.1 If µ is a signed measure with |µ| < ∞, and h ∈ L p (for
For the next result, see Malliavin (1995, p.107). 
Theorem A.2 If µ is a signed measure with |µ|
This is a fairly restrictive result. For instance, the Fourier transform of the normal density function with mean m and variance s 2 iŝ
which is in L 1 ; as Theorem A.3 says, both h 1 andĥ 1 are uniformly bounded almost everywhere. The same holds for the double exponential density. However, the Fourier transform of the exponential density function with mean 1/λ isĥ
which is not in L 1 , and Theorem A.3 does not apply. A less restrictive inversion theorem is thus required for the applications considered in this paper.
One 
For a function h which is in L 2 but not in L 1 , we see that the (extension of) the Fourier transform is the limit of φ M (u) as M tends to infinity. This type of integral, which may exist even though the integrand is not absolutely integrable over R, is called a "principal value" integral (or "Cauchy principal value"). We will use the notation 
(In case whereĥ ∈ L 1 we know that the last integral converges absolutely, and is therefore an ordinary Lebesgue integral.)
We are now able to extend Parseval's identity (Theorem A.3(b)). (Another reference for Parseval's theorem is see for instance Titchmarsh, 1975, Theorem 39.) Let µ be a signed measure with |µ| < ∞ and h ∈ L 1 , and suppose that the convolution
satisfies assumption (b) of Theorem A.5, and that moreover (τ µ h)(y) is continuous at y = 0. It can be seen that τ µ h ∈ L 1 (from Theorem A.1). Theorem A.5 then yields
To get Parseval's identity, rewrite this by replacing h(x) with g(−x), after noting that
We state the result obtained as a theorem. 
is continuous at y = 0 and (iii) g satisfies condition (b) of Theorem A. 5 . Then
B Proofs of theorems Proof of Theorem 2.2. Let g(x)
and the conditions of Lemmas 2.1 and 2.2(a) are satisfied. We may thus apply Theorem 2.1 with α = 0. The result follows from
Proof of Theorem 2.3. This formula is equivalent to
We prove the latter for b = 0; a translation X → X − b then finishes the proof.
If we let g(x)
We thus apply Theorem 2.1: temporarily assume there exists α > 0 such that E(e αX ) < ∞; then
The function h is analytic in {z | − α < Im(z) < 0} and has a pole at z = 0. Hence,
where C M, is the closed path in Figure 1 . We know that E g(X) equals the integral of h(z) on the line
We also know that, for 0 ≤ y ≤ α,
Hence, on the segment
and so
as M → ∞. In the same way,
where L M, is the path going along the real axis from −∞ to − , then around the half-circle R (Figure 1) , then on the real axis from to +∞. Next, let → 0+. The integral over the half-circle in the path L M, is (since dz = ie iθ dθ)
If we then let X = X − b, we find
If E(e αX ) < ∞ for some α > 0, then we are finished. If not, then consider X a = X ∧ a, where a > 0. Formula (B.1) holds for X a , and so 
