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ABSTRACT 
 
Wind energy as an outstanding and competitive form of renewable energy, has been 
growing fast worldwide in recent years because of its importance to reduce the pollutant 
emission generated by conventional thermal power plants and the rising prices and the 
unstable supplies of fossil-fuel. However, in the development of wind energy, there are 
still many ongoing challenges. 
An important challenge is the need of voltage control to maintain the terminal voltage 
of a wind plant to make it a PV bus like conventional generator with excitation control. In 
the literature with PI controllers, the parameters of PI controllers need to be tuned as a 
tradeoff or compromise among various operating conditions. In this work, a new voltage 
control approach is presented such that PI control gains are dynamically adjusted based 
on the dynamic, continuous sensitivity which essentially indicates the dynamic 
relationship between the change of control gains and the desired output voltage. Hence, 
this control approach does not require estimation or tuning of fixed control gains because 
it has the self-learning mechanism via the dynamic sensitivity. This also gives the plug-
and-play feature of DFIG controllers to make it promising in utility practices. 
Another key challenge in power regulation of wind energy is the control design in 
wind energy conversion system (WECS) to realize the tradeoff between the energy cost 
and control performance subject to stochastic wind speeds. In this work, the chance 
constraints are considered to address the control inputs and system outputs, as opposed to 
deterministic constraints in the literature, where the chance constraints include the 
stochastic behavior of the wind speed fluctuation. Two different control problems are 
considered here: The first one assumes the wind speed disturbance’s distribution is 
  vi
Gaussian; and the second one assumes the disturbance is norm bounded, and the problem 
is formulated as a min-max optimization problem which has not been considered in the 
literature. Both problems are formulated as semi-definite program (SDP) optimization 
that can be solved efficiently with existing software tools. Also, simulation results are 
provided to demonstrate the validity of the proposed method. 
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CHAPTER 1 INTRODUCTION AND GENERAL INFORMATION 
1.1 Power System Stability 
Power systems play a critical role in human being’s daily life. Some large power 
system failures with enormous social and economic impacts motivated power engineers 
to seek the reason of such failures. According to historical data, many major blackouts 
have been caused by power system instability problems since the 1920s, which have 
made the power community realize that the power system stability is a key problem to 
address [1-3].  
Power systems have changed drastically in recent years. Today’s power system in the 
U.S. is a large-scale, interconnected system with increasing complexity via new 
technologies such as renewable generations. All these lead to the occurrence of different 
forms of power system instability, which may lead to power system blackouts, such as 
voltage instability, frequency instability and inter-area oscillations.  
1.1.1 Definitions and Classification of Power System Stability 
Power system stability, as one case of dynamic system stability with definition found in 
both of math and control literatures, e.g. Lyapunov stability theory, has been defined in many 
power and control literatures. According to IEEE’s definition considering the interconnection 
trends of today’s power system in [1], power system stability is defined as follows:  
“Power System Stability is the ability of an electric power system, for a given initial 
operating condition, to regain a state of operating equilibrium after being subjected to a 
physical disturbance, with most system variables bounded so that practically the entire 
system remains intact.”  
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Power system stability is essentially a single problem. However, a power system may 
undergo different types of instabilities. So, it is evidently very important to analyze the 
characteristics of instabilities and maybe even the factors that contribute to instabilities so as 
to devise methods of improving the stability. The IEEE classification of power system 
stabilities is justified theoretically by the concept of partial stability [4-6], considering the 
followings [7]: 
• The physical nature of the resulting mode of instability as indicated by the main 
system variable in which instability can be observed. 
• The size of the disturbance considered, which influences the method of calculation 
and prediction of stability. 
• The devices, processes, and the time span that must be taken into consideration in 
order to assess stability. 
 
Fig. 1.1 Classification of power system stability [1] 
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The overall classification of power system stability is given in Fig. 1 above, identifying 
its categories and subcategories.  
Rotor Angle Stability 
Rotor angle stability refers to the ability of synchronous machines of an interconnected 
power system to remain in synchronism after being subjected to a disturbance. It depends on 
the ability to maintain/restore equilibrium between electromagnetic torque and mechanical 
torque of each synchronous machine in the system. It can further be classified as: 
1. Small-disturbance (or small signal) rotor angle stability, which is concerned with the 
ability of the power system to maintain synchronism under small disturbances. 
2. Large-disturbance rotor angle stability or transient stability, which is concerned with 
the ability of the power system to maintain synchronism when subjected to a severe 
disturbance. 
Frequency Stability 
Frequency stability refers to the ability of a power system to maintain steady frequency 
following a severe system upset resulting in a significant imbalance generation and load. It 
depends on the ability to maintain/restore equilibrium between system generation and load, 
with minimum unintentional loss of load.  
Voltage Stability 
Voltage stability refers to the ability of a power system to maintain steady voltages at all 
buses in the system after being subjected to a disturbance form a given initial operating 
condition. It depends on the ability to maintain/restore equilibrium between load demand and 
load supply from the power system. It can further be categorized as: 
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1. Small-disturbance voltage stability, which refers to the system’s ability to maintain 
steady voltages when subjected to small perturbations such as incremental changes in 
system load. 
2. Large-disturbance voltage stability, which refers to the system’s ability to maintain 
steady voltages following large disturbances such as system faults, loss of generation, 
or circuit contingencies. 
1.2 Renewable Energy 
Renewable energy, also known as alternative energy, is coming from natural 
resources such as sunlight, wind, rain, tides, and geothermal heart, which are renewable 
(naturally replenished), instead of from our primary energy supply such as fossil fuels, 
coal, oil and natural gas. Renewable energy has received growing interests recently 
because of the two huge challenges nowadays: oil dependency and global warming. Since 
the prices of fossil-fuel are rising and their supplies are increasingly unstable, people 
have to discover new energy to make their life less dependent on oil. Also, the global 
warming problem has received increasing concerns due to pollutant emission. All these 
lead to the development of renewable energy. Presently, about 16% of global final energy 
consumption comes from renewable energies, with 10% coming from traditional 
biomass, which is mainly used for heating, and 3.4% from hydroelectricity. New 
renewable energies accounted for another 3% and are growing very rapidly.  
In the U.S., most of the states have Renewable Portfolios Standard, which is an 
individual state-wide policy aiming at achieving a certain date, typically targets a range 
from 10% to 20% of total capacity by 2020. Apparently, renewable energy will still 
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develop quickly in the future. Next, solar energy and wind energy, two cases of 
renewable energy are introduced. 
1.2.1 Solar Energy 
Solar energy, radiant light and heat from the sun, has been harnessed by humans since 
ancient times using a range of ever-evolving technologies. These solar energy 
technologies include solar heating, solar photovoltaic, solar thermal electricity and solar 
architecture. Solar technologies are broadly characterized as either passive solar or active 
solar depending on the way they capture, convert, and distribute solar energy. Obviously, 
solar energy is the most easily available source of renewable energy. The development of 
solar technologies will have long-term benefits.  
1.2.2 Wind Energy  
Wind Power is derived from uneven heating of the Earth's surface from the Sun and 
the warm core. Most modern wind power is generated in the form of electricity by 
converting the intrinsic energy of the wind into mechanic power through the rotation 
of wind turbine blades, and then transformed to electric power by electrical 
generators. As an outstanding and competitive form of renewable energy, wind energy 
was the fastest growing energy technology in the 1990s, in terms of percentage of yearly 
growth of installed capacity per technology source. The growth of wind energy, however, 
has not been evenly distributed around the world [8].  
Figure 1.2 shows U.S. installed wind capacity in 2011 [46]. As we can see from the 
figure, most of the wind power concentrates in west coast, central south and northeast of 
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USA. Texas is the state with most wind power installed, followed by Iowa, California, 
Minnesota, Illinois, Washington and Oregon. 
 
Fig. 1.2 Distribution map of wind power capacity [46] 
1.3 Wind Turbine based Power System 
Wind energy is basically used to produce electrical power. Globally, the long-term 
technical potential of wind energy is believed to be five times of the total global energy 
production of today. The development of the wind turbine plant could require better 
design for the wind turbine based power system. The discussion below presents an 
introduction to the wind turbines based power system. 
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1.3.1 Wind Energy Conversion System  
Wind energy conversion system (WECS) can be divided into those that depend on 
aerodynamic drag and those that depend on aerodynamic lift. Modern wind turbines are 
based predominately on aerodynamic lift. Lift devices use airfoils (blades) that interact 
with the incoming wind. The force resulting from the airfoil body intercepting the airflow 
consists not only of a drag force component in the direction of the flow but also of a force 
component that is perpendicular to the drag: the lift forces. The lift force is a multiple of 
the drag force and therefore the relevant driving power of the rotor [8]. 
Wind turbines using aerodynamic lift can be further divided according to the 
orientation of the spin axis into horizontal axis and vertical axis turbines. The horizontal 
axis, or propeller-type, approach currently dominates wind turbine applications. A 
horizontal axis wind turbine consists of a tower and a nacelle that is mounted on the top 
of the tower. The nacelle contains the generator, gearbox and the rotor. Horizontal axis 
wind turbines typically use a different number of blades, depending on the purpose of the 
wind turbine. Two-bladed or three-bladed turbines are usually used for electricity power 
generation. 
Vertical axis turbines use vertical, often slightly curved, symmetrical airfoils. They 
have the advantage that they operate independently of the wind direction and that the 
gearbox and generating machinery can be placed at ground level. Compared to horizontal 
axis, the research and development of vertical axis turbines has almost stopped 
worldwide. 
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1.3.2 Wind Turbines Topologies [9] 
Wind turbines can be classified by their mechanical power control, and further 
divided by their speed control. At the top level, turbines can be classified as either stall 
regulated (with active stall as an improvement) or pitch regulated. Stall regulation is 
achieved by shaping the turbine blades such that that airfoil generates less aerodynamic 
force at high wind speed, eventually stalling, thus reducing the turbine’s torque. Pitch 
regulation, on the other hand, is achieved through the use of pitching devices in the 
turbine hub, which twist the blades around their own axes. As the wind speed changes, 
the blade quickly pitches to the optimum angle to control torque in order to capture the 
maximum energy or self-protect, as needed. 
Wind turbines can be divided further into four different types. Type one is fixed 
speed; type two is limited variable speed; type three is variable speed with either partial 
power electronic conversion and type four is variable speed with full power electronic 
conversion. 
The fixed speed wind turbine generator is implemented with an asynchronous 
squirrel-cage induction generator (SCIG), and then connected to the grid via a step-up 
transformer. The speed of the wind turbine is fixed to the electrical grid’s frequency. The 
wind turbine will produce active power when the turbine shaft rotates faster than the 
electrical grid frequency creating a negative slip. The main drawback of the fixed speed 
wind turbine is that the reactive power consumed by the induction generator for its 
excitation field and the large currents the machine can draw when started “across-the-
line”. So, a soft starter and discrete steps of capacitor banks are employed by the turbine. 
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Fig. 1.3 Typical configuration of a Type 1 WTG [9] 
The limited variable speed wind turbine uses wound rotor induction generator and the 
generator is connected to the grid directly. A capacitor bank performs the reactive power 
compensation. A smoother grid connection is achieved by using a soft-starter. Because 
the type of wind turbine has a variable addition rotor resistance, which can be changed by 
an optically controlled converter mounted on the rotor shaft. So, the total resistance is 
controllable. This optical coupling eliminates the need for costly slip rings that need 
brushes and maintenance. The rotor resistance can be changed and thus controls the slip. 
So the power output in the system is controlled. 
 
Fig. 1.4 Typical configuration of a Type 2 WTG [9] 
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The variable speed with partial power electronic conversion is known as the doubly 
fed induction generator (DFIG).  It uses a wound rotor induction generator and partial 
scale frequency converter on the rotor circuit. The partial scale frequency converter 
performs the reactive power compensation and the smoother grid connection. It has a 
wider range of dynamic speed control. The main drawbacks are the use of slip rings and 
protection in the case of grid faults. 
 
Fig. 1.5 Typical configuration of a Type 3 WTG [9] 
The variable speed with full scale frequency converter wind turbine corresponds to 
the full variable speed wind turbine, with the generator connected to the grid through a 
full-scale frequency converter. The frequency converter performs the reactive power 
compensation and the smoother grid connection. The generator can be excited 
electrically. 
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Fig. 1.6 Typical configuration of a Type 4 WTG [9] 
There is one other machine type (type 5), in which a mechanical torque converter 
between the rotor’s low-speed shaft and the generator’s high-speed shaft controls the 
generator speed to the electrical synchronous speed. A synchronous machine is used 
directly connected to the medium voltage grid. 
 
 
Fig. 1.7 Typical configuration of a Type 5 WTG [9] 
1.4 Contribution of this Work 
An important challenge for voltage regulation of DFIG based wind power system is 
the need of voltage control to maintain the terminal voltage of a wind plant to make it a 
PV bus such as conventional generators with excitation control. In this work, a new 
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voltage control approach based on a different philosophy is presented. In the proposed 
approach, the PI control gains for the DFIG system are dynamically adjusted based on the 
dynamic, continuous sensitivity which essentially indicates the dynamic relationship 
between the change of control gains and the desired output voltage. This control approach 
does not require any good estimation of fixed control gains because it has the self-
learning mechanism via the dynamic sensitivity.  
Another key challenge in power regulation of wind energy is the control design in 
wind energy conversion system (WECS) to realize the tradeoff between the energy cost 
and control performance subject to stochastic wind speeds. In this work, we consider 
chance constraints on control inputs and system outputs other than deterministic 
constraints in the literature, where the former ones include the stochastic behavior of the 
wind speed fluctuation. Here, two different control problems are considered: The first one 
assumes the wind speed disturbance distribution is Gaussian, where chance constraints 
can be reduced to deterministic constraints with Gaussian statistics; and the second one 
assumes the disturbance is norm bounded, and the problem is formulated as a min-max 
optimization problem which has not been considered in the literature. Then, both 
problems are formulated as semi-definite program (SDP) optimization problems that can 
be solved efficiently through existing software tools. Last, simulation results are provided 
to demonstrate the validity of the proposed method. 
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1.5 Organization of the Dissertation 
Chapter 2 presents a review of relevant literatures. 
Chapter 3 addresses the challenge of voltage control to maintain the terminal voltage 
of a wind plant to make it a PV bus, like conventional generators with excitation control. 
Also, a new voltage control approach based on a different philosophy is presented. 
Chapter 4 focuses on the power control of the wind energy conversion system above 
the rated value considering the energy cost and control performance subject to stochastic 
wind speeds. A semi-definite programming (SDP) method is proposed with chance 
constraints on control inputs and system outputs. The wind speed fluctuation is modeled 
as Gaussian distribution or bounded with distribution unknown. The simulation results 
are also given at the end of the chapter. 
Chapter 5 focuses on the power control of the wind energy conversion system in 
partial load region considering the energy cost and control performance subject to 
stochastic wind speeds. The semi-definite programming (SDP) method proposed in 
Chapter 4 is employed to perform power control in partial load region. The wind speed 
fluctuation is modeled as Gaussian distribution or norm bounded with distribution 
unknown. The simulation results are also given at the end of the chapter. 
In Chapter 6, the conclusion regarding the whole work is given and the future work is 
also discussed.   
  14 
CHAPTER 2 LITERATURE REVIEW 
2.1  Chapter Introduction 
This chapter briefly presents the review of the past and on-going research findings 
relevant to this work. 
2.2 Voltage Regulation for Wind Turbine based Power System 
For wind turbine based power system, an important challenge is the need of voltage 
control to maintain the terminal voltage of a wind plant to make it a PV bus like 
conventional generators with excitation control.  
For wind plant, a doubly fed induction generator (DFIG) gives better wind energy 
transfer efficiency as opposed to other wind generators. They can also offer significant 
enhancement for transmission support regarding voltage control, transient performance, 
and damping [11].  
DFIG employs a series of voltage-source converters consisting of a rotor-side 
converter (RSC) and a grid-side converter (GSC) to feed the wound rotor. This makes it 
different from the conventional induction generator. DFIG also has an additional 
advantage of flexible control and stability over other induction generators due to its 
control capacity of these converters [10]. 
[12] and [13] describe the modeling of a grid connected doubly-fed induction 
generator (DFIG) from the basic flux linkage, voltage and torque equations. For the 
small-signal analysis, different models are formulated and compared with each other for 
different assumptions, such as one or two-mass drive train, with or without stator 
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transients. Eigen-values and participation factor analysis of the linearized models are 
carried out to relate the DFIG electromechanical modes to its relevant state variables. In 
[14], a simple DFIG wind turbine model in which the power converter is simulated as a 
controlled voltage source, regulating the rotor current to meet the command of real and 
reactive power production is developed. The model described has the form of traditional 
generator model and is easy to integrate using PSS/E. For this DFIG model, the back-to-
back converters somehow can be replaced by a matrix converter, which is operated with 
close-to-unity power factor at the grid side [16]. 
The decoupled control of DFIG has been popular in recent research. It has four 
controllers, named Pref, Vsref, Vdcref and Qcref, which are required to maintain the maximum 
power tracking, stator terminal voltage, dc voltage level, and GSC reactive power level, 
respectively. The proportional-integral (PI) controllers are popularly employed. As for 
the gains tuning of PI controllers, the trial-and-error method somehow can be really 
difficult. Therefore, different optimization methods are used to optimizing parameters of 
controllers. As in [15, 18], the particle swarm optimization (PSO) is proposed to control 
the doubly fed induction generator based wind turbine. The PSO algorithm is employed 
to search for the optimal parameters of controllers and achieve the optimal coordinated 
control of multiple controllers in the proposed tuning method. The system stability under 
both small and large disturbances is also analyzed based on the presented generic 
dynamic model of WT and its associated controllers. [17] also proposes the particle 
swarm optimization algorithm to design the optimal PI controllers for rotor-side 
converter of the DFIG. Other optimization algorithms may also work pretty well for gain 
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tuning of PI controllers. As in [14], an algorithm based on the foraging behavior of E. 
coli bacteria in our intestine is proposed to do the harmonic estimation for a signal 
distorted with additive noise. The author also proposes this bacteria foraging technique to 
tune the damping controller employed to enhance the damping of the oscillatory modes.   
Decoupled P-Q control is also popular in control of doubly fed induction generator. 
[19, 20] 
Oscillation issue is one important issue to solve in power system. The control of inter-
area oscillation in power systems with high wind power penetration is achieved via 
doubly fed induction generator, which is modeled by MATLAB/Simulink [21, 22]. 
Wind energy is often installed in rural, remote areas characterized by weak, 
unbalanced power transmission grids. In induction wind generators, unbalanced three-
phase stator voltages cause a lot of problems, such as over-current, unbalanced currents, 
reactive power pulsations and stress on the mechanical components from torque 
pulsations. So, more attentions are given to unbalanced conditions problems. In DFIGs, 
control of the rotor currents allows for adjustable speed operation and reactive power 
control [25-27]. 
As discussed above, many previous works in gain tuning for DFIG are based on some 
optimization approaches to reach a tradeoff or compromise such that the wind system can 
achieve good, though not always the most desired, performance under various operating 
conditions and avoid worst-case performance under some extreme conditions. These 
works may remind us whether there is any approach that the gain parameters of PI 
controllers used in DFIG or even other power systems for control problems can be tuned 
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automatically or adaptively according to different conditions? A novel philosophy has 
been successfully applied in [28] for the voltage control of three-phase distributed energy 
resources. Here, the proposed dynamic tuning is carried out during the process for 
stability control, such as regulating output voltage of DFIG. When the system operating 
condition varies in real time, the proposed approach autonomously learn the voltage 
response change w.r.t. the control gain change such that it can dynamically change the 
control gains in real time to achieve the ideal performance. Hence, the desired 
performance can be maintained with the proposed control using dynamic gain tuning. 
2.3 Power Regulation for Wind Energy Conversion System 
Wind energy as an outstanding and competitive form of renewable energy, has been 
growing fast in many countries recently not only because it is an important solution to 
reduce the pollutant emission generated by conventional thermal power plants, but also 
because the prices of fossil-fuel are rising and their supplies are increasingly unstable. 
Different wind energy conversion system (WECS) configurations have been used during 
the last 20 years. Induction and synchronous generators have both been tried in WECSs. 
According to power electronic converters’ development, WECSs of variable-speed 
variable pitch type allow a better performance, as the generator torque and the pitch angle 
of the turbine blades can be controlled independently and simultaneously, which make 
them widely used.  
Even so, there are still a lot of challenges to the wind power industry in present. 
These challenges include wind speed’s randomness which may bring fluctuations to 
output power, as well as undesirable dynamic loading of the drive train during high 
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turbulence. Therefore, sophisticated control strategy plays an important role in wind 
energy conversion systems. A well-defined WECS can generate more efficient electrical 
energy, provide a better power quality, and lower the cost by alleviating aerodynamic and 
mechanical loads.     
A variable speed variable pitch WECS has two operating regions, which can be 
divided into the partial load regime and full load regime based on the wind speed. The 
partial load regime is defined as the wind speed is larger than the cut-in speed (at which 
speed, the WECS starts to produce power) and lower than the rated speed (at which speed, 
the output power gets rated value). In this region, the WECS is supposed to extract 
maximum power and the pitch angle is kept constant. The full load regime is defined as 
wind speed is above the rated speed and below the cut-out speed (at which speed, the 
WECS stops to produce power). In this region, the WECS is supposed to extract 
whatever the rated value the wind speed is through adjusting the pitch angle.  
Several control methods and techniques have been used in the partial load regime. As 
discussed in [31], a classic controller that has slow dynamics relative to the mechanical 
dynamics of the drive train is implemented in commercial wind turbines. [31] evaluates 
the implementation, on a test bench, of a controller whose dynamics can be adjusted to be 
faster and compares in particular its aerodynamic efficiency with the conventional 
controller. [32] reviews the design of algorithms for wind turbine pitch control and also 
for generator torque control in the case of variable speed turbines. It also discusses some 
recent and possible future developments. It then focuses on the torque control using 
additional sensors in variable speed turbines, which are used primarily to maximize 
energy capture below rated wind speed and to limit the torque above rated. In [33], the 
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small signal stability problem is also analyzed. However, for PI controllers being used, 
the parameters usually need to be tuned to obtain control gains as a tradeoff or 
compromise so that they can work in different operating conditions. Moreover, a gain-
scheduling control method to control variable speed WECS in the context of LPV (linear 
parameter-varying) systems has been proposed in [34]. A Linear Quadratic Gaussian 
(LQG) approach is used in [35]. 
Even more research has been done and more papers have been published focusing in 
the full load regime. Linear Quadratic Gaussian controllers have been designed for 
WECS control in order to reach a trade-off between the maximization of the energy 
harvested from the wind and the minimization of the damage caused by mechanical 
fatigue [36-39].  
Also, papers focusing on both regimes have been published [30, 41 and 42]. In [41], 
the authors propose a universal tracking control of Wind Energy Conversion System to 
obtain the maximum power. In [31, 42], model predictive control techniques are 
proposed to perform the wind power control. In both papers, the authors propose a 
multivariable control strategy based on MPC for the control of Wind Energy Conversion 
System. The WECS is modeled as a linear system and the wind speed is modeled as a 
stochastic process. However, MPC needs to predict disturbances in a finite horizon based 
on the past estimates during the computation of the control input, as both [31] and [42] 
use a state-space model for the disturbance while parameters of the model are assumed 
known. This is somehow limited in practice even for Gaussian disturbances as they are 
very hard to predict. This issue leads to exploration of novel control methods to perform 
power control in WECS. 
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2.4 Scope of this Work 
As discussed in 2.2, many previous works in gain tuning for DFIG control are based 
on some optimization approaches to reach a tradeoff or compromise such that the wind 
system can achieve good, though not always the most desired, performance under various 
operating conditions and avoid the worst-case performance under some extreme 
conditions. In this work, the author presents a new voltage control approach based on 
different philosophy. In the proposed approach, the PI control gains for the DFIG system 
are dynamically adjusted based on the dynamic, continuous sensitivity which essentially 
indicates the dynamic relationship between the change of control gains and the desired 
output voltage. Hence, this control approach does not require any good estimation 
because the dynamic sensitivity is applied in the control approach. 
For power control in WECS, as discussed above in 2.3, in order to tackle the 
difficulties of using MPC method, the problem of the variable speed variable pitch 
WECS power control is solved with a constrained stochastic linear quadratic control 
method. The disturbance (i.e., the wind speed measurement error) is modeled as the 
random noise, and is not predicted using any assumed model. Thus, the measured output 
will be stochastic due to the random disturbance of wind speed measurement, which 
causes that the constraints on the output can only be enforced in a probabilistic sense, e.g. 
chance constraints. In the first case, it is assumed that the disturbance is Gaussian and 
considers a stochastic problem by minimizing the expectation of the cost function. 
Moreover, unlike [42], where a state-space model is employed to predict the disturbance, 
the problem will be solved through its Gaussian statistics. In the second case, no 
assumption is made to the distribution on the disturbance (wind speed measurement 
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error), which is more realistic, but a bound on its amplitude is assumed instead. More 
specifically, the problem is formulated as a min-max problem to compute the optimal 
control that minimizes the largest cost generated in the disturbance space. Both problems 
are converted to SDP optimization problems which can be solved through existing 
software tools.   
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CHAPTER 3 VOLTAGE REGULATION FOR WIND TURBINE 
BASED POWER SYSTEM  
3.1 Chapter Introduction 
This chapter presents an adaptive control strategy, which is proposed to maintain the 
terminal voltage of a wind plant to make it a PV bus such as a conventional generator bus 
with excitation control. 
3.2 Modeling of the Wind-Turbine Doubly-Fed Induction Generator 
3.2.1 Turbine Model 
The wind turbine doubly fed induction generator (DFIG) system is shown in Fig. 3.1.  
 
Fig. 3.1 Wind turbine DFIG system 
The wind power captured by the wind turbine is converted into mechanical power by 
the wind turbine, and then transmitted to the grid by a doubly fed induction generator. 
The stator side of the DFIG is connected to the grid directly. The rotor side of the DFIG 
is connected to the grid through a back-to-back converter system. This converter system 
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can be divided to two components: rotor side converter (Crotor) and grid side converter 
(Cgrid). A capacitor is connected between these two converters as the DC voltage source. 
The control system generates voltage signals to control the power output, terminal 
voltage, and DC voltage. There are three control parts: Rotor Side Control, Grid Side 
Control, and Pitch Angle Control. 
3.2.2 Rotor Side Control System 
The rotor-side converter is used to control the wind turbine power output and the 
voltage measured at the grid terminal. The wind power output is controlled to follow a 
pre-defined curve, see Fig. 3.2. The terminal voltage controller is designed to control the 
terminal voltage to maintain a constant value such that the terminal of this wind turbine 
DFIG system can be modeled as a PV bus according to a particular wind speed. 
 
Fig. 3.2 Wind turbine power characteristics [29] 
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The rotor side control loop is illustrated in Fig. 3.3. For the rotor-side controller the d-
axis of the rotating reference frame used for d-q transformation is aligned with the air-gap 
flux.  
As shown in Fig. 3.3 (a), the terminal voltage is compared to the reference voltage, 
then, the error will be reduced to zero by the AC Voltage Regulator, with Idr_ref as the 
output. Next, Idr will be compared to Idr_ref and the error will be reduced to zero by 
another PI controller in the Process part, with Vdr as the output. 
 
(a) 
 
(b) 
Fig. 3.3 Rotor side control system 
As shown in Fig. 3.3 (b), Ploss, the power losses, is added to the output power. The 
sum is compared with the reference power. A power regulator is used to reduce the error  
to zero and output Iqr_ref. Then, another PI controller is used to reduce the error to zero in 
the Process part and output Vdr. These voltage signals will be fed back to the system as 
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voltage control signals. 
3.2.3 Grid Side Control System 
The grid side control system is illustrated in Fig. 3.4. The Cgrid converter is used to 
regulate the voltage of the DC bus capacitor. For the grid-side controller the d-axis of the 
rotating reference frame used for d-q transformation is aligned with the positive sequence 
of the grid voltage.  
 
(a) 
 
(b) 
Fig. 3.4 Grid side control system 
A proportional-integral (PI) controller is used to reduce the error between Vdc and 
Vdc_ref, and the output is Idgc_ref for the current regulator. Here Idgc is the current in phase 
with grid voltage which controls active power flow.  Then, an inner current regulation 
loop consisting of a current regulator controls the magnitude and phase angle of the 
voltage generated by the converter Cgrid, i.e., Vgc. Here, Vgc has two parts, Vqgc and Vdgc, 
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where Vqgc depends on the difference between Iqgc and the specified reference Iq_ref, and 
Vdgc depends on the difference between Idgc and Idgc_ref which is produced by the DC 
voltage regulator and. The current regulator is assisted by feed forward terms which 
predict the Cgrid output voltage. 
3.2.4 Pitch Angle Control System 
The pitch angle is kept constant at zero degree until the wind speed reaches a 
specified value (see Fig. 3.2.). Then, beyond this value, the pitch angle is proportional to 
the speed deviation from this specified speed. However, the rotational speed is usually 
chosen less than the point-D speed because it is of less interest for electromagnetic 
transients [29]. 
3.3 Adaptive Control Strategy 
When there is a drop of the terminal voltage of the DFIG due to wind speed change or 
load change, it needs to quickly recover to its scheduled value pre-defined by operators. 
In the proposed approach, we first define an exponential curve, as illustrated in Fig. 3.5, 
as the desired response based on the value immediately after the voltage drop as the 
initial value (V0) and the final steady-state value (Vfinal, usually the desired voltage 
schedule). The transition from V0 to Vfinal follows an exponential increase defined with 
the shape of 1  

, where τ is a user-defined time constant. In other words, the voltage 
deviation from Vfinal is τ
t
t eVtV
−
∆=∆ 0)( , which is an exponential decay. Hence, as long as 
we can keep the voltage response following the desired curve as shown in Fig. 3.5, the 
stability will be maintained without instability or overshoot problems.  
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Here, a period of 5τ (i.e., 5 times of the time constant) is chosen as the desired 
response time because the voltage after 5τ is almost the same as Vfinal (e-5 =0.007≈0 and 
V(t=5τ) = 0.993 Vfinal ≈ Vfinal. Hence, if the operators prefer the voltage rise time is tr 
seconds, then the time constant τ is 0.2tr seconds.  
 
Fig. 3.5 Reference voltage curve for the proposed control approach 
Next, the PI controllers with dynamical adjustment are applied to reduce the error 
between the actual voltage response and the ideal (desired) response to zero.  Initially, 
very small values of the PI controller gains are applied, which lead to a large error. 
However, the control gains may be gradually increased to speed up the reduction of the 
error such that the actual voltage may catch up the desired voltage regulation curve. The 
increasing pattern may be stopped when the actual voltage curve is aligned with the 
desired curve. The above process is somewhat similar to accelerate a moving object to 
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catching another moving target at the desired velocity. Once the object reaches the 
desired velocity, the acceleration may be stopped (to avoid overshoot).  
Hence, the above control process differs from conventional PI control and/or gain 
tuning because of the dynamic adjustment of the PI control gains during the voltage 
regulation process, while conventional PI control uses fixed control gains during the 
process or different control gains under different scenarios. Since the proposed control 
process starts with a small value of control gains, it will not have the overshoot problem 
at the very beginning. Then, the gains will be gradually increased such that the actual 
voltage response can “speed up” to eventually catch up the desired response curve.  
Next, more technical details are elaborated.  
3.3.1 Voltage Control System Configuration 
Fig. 3.6 shows the actual control part of the rotor side control.  
 
Fig. 3.6 Terminal voltage control loop 
First, the error between the reference voltage and the actual voltage goes into the first 
PI controller, which has flexible PI control gains (i.e., kp(t) and ki(t)) and gives updated 
value of Idr_ref. The difference between the Idr_ref and Idr_init is the initial value for the 
second fixed-gain controller. Hence, we can obtain the equation to calculate the output of 
the first PI controller as follows: 
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( ) ( )
1
( ) ( ) ( ) ( ) ( ) ( )
_ _
( ) ( )
t
t t t t t t t t
dr ref dr init p ref t i ref t
t
I I k V V k V V dτ
+
= + − + −∫
  
(3.1) 
The second fixed-gain (i.e., kp1 and ki1 in Fig. 3.6) PI controller is used to control 
Idr_init to reach its reference value Idr_ref. The equation to calculate the output of the second 
PI controller is given by: 
1
( ) ( ) ( ) ( ) ( ) ( ) ( )
1
11 ( ) ( ) ( ) ( ) ( ) ( )
1
[ ( ) ( ) ]
[ ( ) ( ) ]
t
t t t t t t t
d p p ref t i ref t
t
t
t t t t t t t
i p ref t i ref tt
t
V k k V V k V V d
k k V V k V V d d
τ
τ τ
+
+
+
∆ = − + −
+ − + −
∫
∫ ∫
 (3.2) 
The sampling frequency is usually very high (at the level of multiple kHz), so dτ  is 
very small. Then, we can linearize the above equation based on the sampling frequency 
as follows:         
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1( ) ( )t t t t t t td ref t p p i p p i i iV V V k k k k d k k d k k d dτ τ τ τ∆ = − ⋅ + + +  (3.3) 
3.3.2 Sensitivity φ 
We may define a sensitivity φ as follows: 
( )
( )
( ) ( )
( ) ( )
1
1
t t t
t t t
t t t
d d d
V V V
V V V
ϕ
−
−
∆ −
= =
∆ −
 (3.4) 
This sensitivity φ shows the amount of Vt(t) change when there is a small change of 
Vd(t). It represents the intrinsic relationship among control variables affecting the voltage 
control process. This sensitivity φ is related to the entire DFIG system, or the “plant” 
model. With a small change to Vd(t) applied at each step in a very small interval, this φ 
should be almost constant within several sampling periods.  
In this DFIG design, Vd(t) is an intermediate parameter. It can be expressed as follows: 
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( ) ( ) ( )d r dr r lr m qr rV R i L L iω ω ω ω= ⋅ − − ⋅ + ⋅ − −  (3.5) 
Since Vt(t) is the terminal voltage of stator, it can be written as: 
2 2
t qs dsV V V= +  (3.6) 
In DFIG, the positive sequence phasor model for the asynchronous machine can be 
written as: 
( )qs s qs ls m ds m drV R i L L i L iω= ⋅ + ⋅ + ⋅ + ⋅    (3.7) 
( )ds s ds ls m qs m qrV R i L L i L iω  = ⋅ − ⋅ + ⋅ + ⋅    (3.8) 
Hence, we have
 ( )
( )
( )
( )( )
2 2
2 2
2 2
qs ds
qs ds qs qs s ds ls mt
dd d qs ds r m
qs
V V
V V i V R V L LV
VV V V V L
i
ω
ϕ
ω ω
∂ +
∂ + ∂ − +∆
= = = =
∂∆ ∂ − + −
∂
 (3.9) 
with   	 
 and 
 	 
, we have 
( )( ) ( )2 2
1ds
r initqs ds r
V
V V
ϕ
ω ωω ω
≅ ≤
−+ −
  (3.10) 
where, Vqs and iqs are the q-axis stator voltage and current, respectively; Vds and ids are d 
axis stator voltage and current; Rs and Lls are stator resistance and leakage inductance; Rr 
and
 
Llr are rotor resistance and leakage inductance; Lm is magnetizing inductance;  and 
  are synchronous speed and electrical angular velocity. All the values are in per unit 
[29]. 
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3.3.3 Initial Values of Control Parameters 
Here, kp(0) and ki(0) can start from very small values. This subsection gives a 
systematic approach to identify the upper bound of such “small values”. To simplify our 
control approach, we may update these two parameters each step with a constant 
proportional relationship given by  
( ) ( )t t
i pk kα= ⋅    ·  (3.11) 
where, α is a constant number. The choice of this α value is elaborated in the next 
subsection.  
Then, we have:  
( ) ( ) ( ) ( ) ( ) ( ) ( )
1 1 1 1
( ) ( ) ( )
1 1 1 1
( ) ( )
( ) ( )
t t t t t t t
d ref t p p i p p i i i
t t t
ref t p p p i i
V V V k k k k d k k d k k d d
V V k k k d k d k d d
τ τ τ τ
α τ τ α τ τ
= − ⋅ + + +
= − ⋅ + + +
 (3.12) 
Since Vt is less than Vref, we have 
( ) ( )( ) ( ) ( )( )1 0 0 0
0 0 (0)
1 1 1 1
1
( )
t t ref t
d d p p p i i
V V V V
V V k k k d k d k d d
ϕ
α τ τ α τ τ
− −
= ≤ =
∆ ∆ ⋅ + + +
  (3.13) 
Therefore, we have 
(0)
1 1 1 1
1
( )p p p i i
k
k k d k d k d dα τ τ α τ τ ϕ
≤
+ + + ⋅  
(3.14) 
To ensure kp(0) is less than the right-hand side (RHS) of (3.14), we may set kp(0) less 
than the minimum value of the RHS of (3.14). Hence, as long as we have (3.15), Eq. 
(3.14) will be always satisfied.  
  
( )(0)
1 1 1 1( )
r init
p
p p i i
k
k k d k d k d d
ω ω
α τ τ α τ τ
−
≤
+ + +  (3.15) 
Eq. (3.15) gives the upper bound of the initial value of the control gains. It can 
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guarantee that kp(0) and ki(0) are small enough such that overshoot does not occur from the 
beginning. Since the above derivation always takes the conservative side, this should give 
relatively slow start w.r.t. the desired response curve. This is preferred because it is 
always desired to start with conservative values, and the initially slow response can be 
accelerated at a later time while aggressive initial values may immediately lead to 
undesired overshoot.  
3.3.4 Dynamic Update of        and   
The key of the proposed control is to dynamically adjust the control gains, kp and ki. 
Here as previously mentioned in (3.11) in III(C), ki and kp are assumed to keep a constant 
ratio given by, i.e., ( ) ( )t ti pk kα= ⋅    · .  
The value of α represents the ratio of the effect caused by the proportional part and 
the integral part of the PI controller.  Essentially, the result is expected to be like the 
curve in Fig. 3.7. 
 
Fig. 3.7 Expected result case for terminal voltage recovery 
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The effect of the integral part is set roughly equal to the effect of the proportional part 
when the difference between the reference and the terminal voltage reaches the maximum. 
If the time needed for the process is t*, it is assumed that the time needed for the 
difference to reach the maximum at 0.5×t*. So α can be roughly calculated as follows: 
( )
( )
( )
( )
( )
( )*
max max
**
max
2
0.5
t
ref t ref ti
t t t
ref tp
ref tt
V V V Vk
tV V tk V V dt
α
+
− −
= = ≅ =
⋅ − ⋅−∫
 (3.16) 
Also, we consider the control gains are changed by a co-efficient β from the time t to 
time t+1. This is given by. 
( 1) ( )t t
p pk kβ
+ = ⋅
 
(3.17) 
Assuming the “catching-up” process ends after t*, then we have: 
*0 maxst f
p pk kβ
⋅ ≤
 (3.18) 
where fs is the sampling frequency and t*×fs is the number of updates for kp. The limit of 
kp, or , is given by (3.19), which is elaborated in detail in the next subsection. 
max
max
1 1 1 1
1
( )p p p i i
k
k k d k d k d dϕ α τ τ α τ τ
≤
+ + +
 

· !"#$%!"#&'$!(#&'$%!(#&'&')
 (3.19) 
where maxϕ  is the largest value of φ which is dynamically updated during the control 
process. 
Therefore, we have 
*0 max
max
1 1 1 1
1
( )
st f
p p
p p i i
k k
k k d k d k d d
β
ϕ α τ τ α τ τ
⋅ ≤ ≤
+ + +
 (3.20) 
Hence, the value of β can be chosen as: 
*
1
0 max
1 1 1 1( ) st fp p p i ik k k d k d k d dβ ϕ α τ τ α τ τ
−
⋅ = + + +   (3.21) 
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3.3.5 Limit for  
The goal of the proposed method is to control the terminal voltage such that it can 
reach the final value smoothly following the ideal response curve as much as possible. At 
the beginning of this voltage control process, the error between the reference and the 
voltage increases and essentially reaches the peak value. Then, it starts to decrease. As 
previously described, here the dynamically adjusted control gains play as the 
“acceleration factor” or “de-acceleration factor” during this control process. By doing so, 
the voltage error may go to zero without going to negative (i.e., overshoot). Thus, there 
should be a maximal value of kp(t). From (3.4), we know  
( ) ( )( ) ( )1t t tt t dV V V ϕ+ − = ∆  *$  *)  ∆*&,
 
(3.22) 
With (3.12), we can obtain 
( ) ( )( )1 ( ) ( ) ( ) 1 1 1 1( ) ( )t t t t tt t ref t p p p i iV V V V k k k d k d k d dα τ τ α τ τ ϕ+ − = − ⋅ + + +
 
(3.23) 
It is necessary to ensure the following equation such that there will not be any 
overshoot 
( ) ( )( ) ( ) ( )( )1t t t tt t ref tV V V V+ − < −
 
(3.24) 
Hence, we have 
( ) ( ) ( ) ( ) ( )
1 1 1 1( ) ( ) ( )t t t t tref t p p p i i ref tV V k k k d k d k d d V Vα τ τ α τ τ ϕ− ⋅ + + + ⋅ < −
 
(3.25) 
Therefore, we have 
( )
1 1 1 1( ) 1tp p p i ik k k d k d k d dα τ τ α τ τ ϕ+ + + ⋅ <  (3.26) 
( )
1 1 1 1
1
( )
t
p
p p i i
k
k k d k d k d dα τ τ α τ τ ϕ
<
+ + + ⋅
 (3.27) 
( )t
pk
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 To ensure that kp(t) is less than the right-hand side (RHS) of (3.27), we may set kp(t) 
less than the minimum value of the RHS of (3.27), which occurs at φ=φmax. Hence, as 
long as we have (3.28),  Eq. (3.27) is always ensured. 
max
max
1 1 1 1
1
( )p p p i i
k
k k d k d k d dϕ α τ τ α τ τ
<
⋅ + + +
  (3.28) 
3.3.6 Flow Chart 
The whole control process is briefly presented in the flowchart shown in Fig. 3.8. 
 
Fig. 3.8 Flow chart showing the control process for terminal voltage recovery 
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3.4 Simulations and Results 
The power system under study is shown in Fig. 3.9. The wind farm, which consists of 
six 1.5 MW wind turbines, is connected to a 25 kV distribution system. This farm exports 
power to a 120 kV grid through a 30 km 25 kV feeder. A 2 MVA plant consisting of a 
motor load and of a 200 kW resistive load is connected on the same feeder at bus B25. A 
500 kW load is connected to the DFIG system [29]. 
 
Fig. 3.9 Sample power system with DFIG for simulation study 
In this section, first, a demonstration of inappropriate fixed PI gains is shown to 
verify the importance of PI gains. Then, several case studies are carried out to illustrate 
that the proposed approach of dynamically adjusted PI gains can achieve desired 
performance under various operating conditions.  
3.4.1 Demonstration of Instability with Inappropriate PI Gains 
As previously mentioned in Sections 3.1 and 3.2, the motivation of this work is to 
present an approach to avoid the potential instability raised by fixed control gains. With 
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inappropriate kp and ki values, different responses like unstable response, stable but 
oscillating response, or sluggish response may happen. The results from an example are 
shown in Fig. 3.10 (a) (b) (c) (d) for the case that the reference voltage changes from a 
stable state value 1.0 p.u. to 1.01 p.u. to mimic a small disturbance. Control gains of 
kp=4.5 and ki=1080 are chosen. The results include active power, reactive power, terminal 
voltage, and DC voltage. 
 
Fig. 3.10 (a) Real power output voltage 
   
Fig. 3.10 (b) Reactive power output 
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Fig. 3.10 (c) Terminal voltage 
 
Fig. 3.10 (d) DC voltage 
Fig. 3.10 Demonstration of instability with inappropriate PI gains 
3.4.2 Case One: Set Final Voltage to 1.01 p.u. 
As mentioned in the opening part in section 3, users may define the desired time to 
regulate the terminal voltage from the time of disturbance to the final steady-state value. 
Here the transient time for voltage is set to 0.5 seconds since this is fast enough before 
other conventional (usually much slower) voltage controls take effect or are activated. 
0 0.2 0.4 0.6 0.8 10.95
1
1.05
Time ( s )
Vt
 
( p
.
u
.
 
)
 
 
Vt
0 0.2 0.4 0.6 0.8 1
1180
1200
1220
Time ( s )
Vd
c 
( V
 
)
 
 
Vdc
  39 
Since an exponential decay of the voltage difference, i.e., ( ) τ
t
tfinal eVVtV
−
−=Λ 0)( , is 
preferred with 5τ as the desired transition time, τ is 0.1 sec in this and the next a few 
studies. 
In this case study, a step change of voltage reference is made from 1.0 to 1.01 per unit. 
The dynamically adjusted control gains are employed. As shown in Fig. 3.11 (a), a 
smooth transition can be achieved. Note that the control gain such as kp changes 
dynamically. As shown in Fig. 3.11(b), initially, the terminal voltage lags the desired 
voltage. Then, it gradually catches up the desired voltage growth curve. Once it reaches 
the desired curve, the control gain kp stops increasing and the actual curve matches the 
desired curve very well. Fig. 3.11(c) shows the dynamic values of kp. The above process 
is similar to accelerate a moving object to reach the desired velocity. Once the desired 
velocity is reached, the accelerating factor (i.e., kp) may stop increasing and remain the 
value at that point.  
Fig. 3.11 (d) shows the value of φ and Fig. 11(e) shows the value of Vdc.  
 
Fig. 3.11 (a) Voltage error (or difference) between the voltage reference and the 
actual voltage in per unit 
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Fig. 3.11 (b) Actual (blue) and the desired voltage response curve (red) in per unit 
         
Fig. 3.11 (c) Control gain kp 
 
Fig. 3.11 (d) Sensitivity φ (φmax = 0.02) 
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Fig. 3.11 (e) DC voltage  
Fig. 3.11 Results for case one: set final voltage to 1.01 p.u. 
3.4.3 Case Two: Set Final Voltage to 1.04 p.u. 
Fig. 3.12 (a) (b) (c) (d) (e) show the results of Case Two, in which the voltage 
reference is changed from 1.0 to 1.04 p.u. to mimic a larger disturbance. The results are 
very similar to the previous case study, and similar observations can be made. 
      
Fig. 3.12 (a) Voltage error (or difference) in per unit 
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Fig. 3.12 (b) Actual (blue) and the desired voltage response curve (red) in per unit 
        
Fig. 3.12 (c) Control gain kp 
 
Fig. 3.12 (d) Sensitivity φ (φmax =0.02) 
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Fig. 3.12 (e) DC voltage 
Fig. 3.12 Results for case two: set final voltage to 1.04 p.u. 
3.4.4 Case Three, Four, and Five: Load=200, 800, and 1100kW, respectively 
Different loads may have different effects on the terminals voltage of the wind 
turbine DFIG system. Hence, three additional case studies are performed. These cases are 
similar to Case One, but differ in the amount of load. Considering the load in Case One is 
500 kW, the load levels in Cases Three, Four, and Five are changed to 200 kW, 800 kW, 
and 1100 kW, respectively. The results of the three most important variables, voltage 
error in p.u., voltage in p.u., and Vdc in volts are shown in Figures 3.13 (a) (b) (c), 3.14 (a) 
(b) (c), and 3.15 (a) (b) (c), respectively.  
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Fig. 3.13 (a) Voltage error (or difference) in per unit 
 
Fig. 3.13 (b) Actual (blue) and the desired voltage response curve (red) in per unit  
 
Fig. 3.13 (c) DC voltage 
Fig. 3.13 Results for case three: Load = 200 kW 
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Fig. 3.14 (a) Voltage error (or difference) in per unit 
 
Fig. 3.14 (b) Actual (blue) and the desired voltage response curve (red) in per unit 
 
Fig. 3.14 (c) DC voltage 
Fig. 3.14 Results for case four: Load = 800 kW 
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Fig. 3.15 (a) Voltage error (or difference) in per unit 
 
Fig. 3.15 (b) Actual (blue) and the desired voltage response curve (red) in per unit 
 
Fig. 3.15 (c) DC voltage 
Fig. 3.15 Results for case five: Load = 1100 kW 
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As observed in these figures, the proposed control approach gives dynamically 
adjusted control gain kp to catch up and then follow the desired performance very well.  
3.5 Discussion and Conclusion 
In this research work, a new DFIG voltage control approach based on a philosophy 
different from the previous works is presented. In the proposed approach, the PI control 
gains for the DFIG system are dynamically adjusted based on the dynamic, continuous 
sensitivity which essentially indicates the dynamic relationship between the change of 
control gains and the desired output voltage. Hence, this control approach does not 
require any good estimation of fixed control gains because it has the self-learning 
mechanism via the dynamic sensitivity. This also gives the plug-and-play feature of the 
proposed DFIG controller to make it promising in utility practices. Simulation results 
verify that the proposed approach performs as expected under various operating 
conditions. 
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CHAPTER 4 POWER REGULATION FOR WIND ENERGY 
CONVERSION SYSTEM I 
4.1 Chapter Introduction 
In this chapter, a semi-definite programming (SDP) control method is proposed to 
regulate the power output of Wind Energy Conversion System (WECS) in full load 
regime (above rated wind speed) considering the energy cost and control performance 
subject to stochastic wind speeds. 
4.2 Modeling of Variable Speed Variable Pitch WECS 
The Wind Energy Conversion System is shown in Fig. 4.1. The wind power captured 
by the wind turbine is converted into mechanical torque, then goes through the drive 
train, and finally transformed to electrical power and delivered to the grid by a doubly fed 
induction generator.  
Gear 
Box
Doubly Fed 
Induction 
Generator
Grid
v
Pitchable
BladesBeta
Wind Turbine
(wt , Tt) (wg, Pg)
Drive Train
 
Fig. 4.1 Wind energy conversion system 
  49 
The detailed parts of Wind Energy Conversion System will be introduced in the 
following sections. 
4.2.1 Wind Speed Model 
Wind speed is modeled as two components to mimic a real-time wind speed as shown 
in equation (4.1): 
m
v  is describing the long-term, low-frequency variable component, and 
tv
 
is the turbulence, which describes the high-frequency variable component [30, 42].  
( ) ( ) ( )m tv t v t v t= +   (4.1) 
4.2.2 Pitch Actuator Model 
A first-order dynamic system is used to model the pitch actuator system as in [30, 42]: 
1 1
dβ β βτ τ
= − +&
 (4.2) 
where, τ is the time constant of the pitch system, and β is the blade pitch angle. 
The constraints of β and its derivative are given by: 
min minβ β β≤ ≤  (4.3) 
min minβ β β≤ ≤& & &  (4.4) 
4.2.3 Aerodynamic System 
The output of the aerodynamic system can be expressed as equation (4.5): 
( )
2
3
,
2t p
RP C vρπλ β=
 (4.5) 
where, tP  is the mechanical output power of the wind turbine; pC  is the performance 
coefficient of the wind turbine; ρ  is the air density; R  is the radius of wind turbine blades;
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v is the wind speed; λ is the tip speed ratio of the rotor blade tip speed to wind speed, 
/t Rλ ω ν=  and tω is the speed of the low-speed shaft; β is the blade pitch angle.  
The turbine torque tΓ at the low-speed shaft is calculated as follows: 
( ) 3 2,
2
pt
t
t
CP R
v
λ β ρπ
ω λ
Γ = =  (4.6) 
A generic equation is used to model ( ),pC λ β : 
( ) 21/116, 0.5176 0.4 5 0.0068ip
i
C e λλ β β λ
λ
− = − − + 
 
 (4.7) 
with 
3
1 1 0.035
0.08 1iλ λ β β
= −
+ +
 (4.8) 
4.2.4 Drive Train Model 
A two mass drive train model with flexible shaft is used with equations as follows: 
[30, 42] 
1t
tw t
t t
d i
dt J J
ω
= − Γ + Γ  (4.9) 
1g
tw g
g g
d i
dt J J
ω
= Γ − Γ  (4.10) 
2
tw s s s s
s t s g tw t g
t g t g
d i B B iB Bk i k
dt J J J J
ω ω
 Γ
= − − + Γ + Γ + Γ  
 
 (4.11) 
( )tw s tw s t gk B iθ ω ωΓ = + −   (4.12) 
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where, i  is the gear ratio; twΓ and gΓ are the flexible shaft torque and generator torque; gω
is the generator angular velocity; 
s
k and
s
B are the shaft stiffness and damping coefficients 
respectively; twθ is the shaft twist angle. 
4.2.5 Generator Model 
Generally speaking, electrical dynamic of the generator is much faster than the 
mechanical dynamic of the turbine system [44, 45]. In order to achieve the goal of 
designing better wind turbine controller, a simple model for the generator and converter 
system is employed: 
*1
g g g
gτ
Γ = − Γ +Γ&  (4.13) 
where gτ is the time constant, and *gΓ  is the generator torque set point. 
4.2.6 WECS Linearization 
The Wind Energy Conversion System is described by previous equations form (4.1) 
to (4.13). The nonlinearity of the whole system is the part describing the performance 
coefficient. In order to analyze the system using small signal method, the first step is to 
linearize the system at a specified operating point (OP). This OP can be obtained at long-
term low-frequency wind speed
m
v . Then we have 
( )
( ),
, ,
, ,
| | |
t t
t op op op
op t op op
t
f
f
f f f
ω ν β
ω ν β
ω ν β
ω ν ν
Γ =
=
 ∂ ∂ ∂
+ ∆ + ∆ + ∆ ∂ ∂ ∂ 
+ ⋅⋅ ⋅
 (4.14) 
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where ∆  is used for representing variable’s deviation from its OP. With linearization of a 
small deviation at OP, we have  
| | |t op t op op
t
t
f f f
L L Lω ν β
ω ν β
ω ν β
ω ν β
∂ ∂ ∂
∆Γ = ∆ + ∆ + ∆
∂ ∂ ∂
= ∆ + ∆ + ∆
 (4.15) 
where 
( )
( )2 2 ,| ,
2
p
op p
t t t
Cf RL C Rω
λ βρπ ν ν
λ β
ω ω ω λ
∂ ∂
= = − +  ∂ ∂ 
 (4.16) 
( )
( )2 ,| 3 ,
2
p
op p
t
Cf RL C Rν
λ βρπ ν ν
λ β
ν ω λ
∂ ∂
= = −  ∂ ∂ 
 (4.17) 
( )2 3 ,|
2
p
op
t
Cf RLβ
λ βρπ ν
β ω β
∂∂
= =
∂ ∂
 (4.18) 
The state vector, the control input and the measure output can be defined as 
t g tw gx ω ω β = ∆ ∆ ∆Γ ∆Γ ∆ 
 
 
*
g du β = ∆Γ ∆ 
 
 
g gy Pω = ∆ ∆ 
  
Thus, the linearized WECS can be written as 
( ) ( ) ( ) ( )ux t Ax t B u t B tν ν= + + ∆% % %&
 
(4.19) 
( ) ( )y t Cx t= %
 
 (4.20) 
with 
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2
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=  
 
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4.3 Problem Formulation 
In this section, the above linearized WECS model is converted into discrete-time 
format and then the problem is formulated in a general setting such that the SDP 
approach can be applied. 
4.3.1 Discrete-Time Model 
The discrete version of the linearized WECS can be written as follows 
( ) ( ) ( ) ( )1 d u dx k A x k B u k B d k+ = + +
 
(4.21) 
( ) ( )dy k C x k=  (4.22) 
where 
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,
AT
dA e=
%
 ( )d k  is the discrete version of ( )tν∆ , and [ ]
0
, ,
T AT
u d u dB B e dt B B   =    ∫
% % %
. 
To simplify the notation in this paper, we set
 
: [ (1) ,..., ( ) ]T T Tx x N=x  
: [ ,...(0) ( 1), ]u TT Tu u N −=  
: [ ,..(0) ( ) ]1.,d TT Tdd N −=
 
4.3.2 Cost Function 
Since this paper focuses on the power control of WECS in the full load region, which 
means the objective function is to control the outputs ( gω  and gP ) of the drive train part at 
rated values. Therefore, the cost function is to minimize the deviations of generator 
angular velocity ( gω ) and electric power ( gP ) from the rated values. Meanwhile, also 
included is the change of control vector ( *g dand β∂Γ ∂ , where ∂ represents the difference 
between the value at the current time and the previous time) at each time step. Thus, the 
cost function can be written as follows: 
( )
( ) ( )( )
( ) ( )( )
2 2
1 , 2 ,
1
0 1 2 2*
1 2
0
1
min , ,
2
N
g rat g g rat gk k
k
N N
g d kk
k
q q P P
V x
r T r
ω ω
β
=
−
=
 
− + − 
 =
 
+ ∆ + ∆ 
 
∑
∑
u d  (4.23) 
subject to 
( )min maxd kβ β β∆ ≤ ∆ ≤ ∆  (4.24) 
( )min maxd kβ β β≤ ≤  (4.25) 
( )
,min ,maxg g gP P k P≤ ≤  (4.26) 
( )
,min ,maxg g gkω ω ω≤ ≤   (4.27) 
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For 1,...,k N=
 
in (4.26) and (4.27), and 0,..., 1k N= − in (4.24) and (4.25), where 0x is the 
initial condition at each time step, and N is the finite prediction horizon.  
Since 
, , ,g g g rat g g rat g g ratP P P T Tω ω∆ = − = ∆ + ∆  
,g g g ratω ω ω∆ = −  
and 
( ) ( )  
T
g g dy k P C x kω  = ∆= ∆
 
then, after some mathematical manipulations, we can rewrite equation (4.23) in the form 
below: 
( )
( ) ( )
1
1
0
(0), , ( ) ( )
( ) ( 1) ( ) ( 1)
u d
                     
N
T
N
k
N
T
k
V x x k Qx k
u k u k R u k u k
=
−
=

= 


+ − − − − 

∑
∑   (4.28) 
with 
1 2 2
2
, ,,
2 2
2
, , ,
0 0 0 0 0
0 0 0
0 0 0 0 0
0 0 0
0 0 0 0 0
g rat g ratg rat
g rat g rat g rat
q q q
T
Q
q q
T T
ωω
ω
 
 + 
 
 
=  
 
 
 
 
 
1
2
,
0
0
r
R
r
 
=  
 
 
where 0Q ≥ (i.e., semi-definite positive matrices) and 0R > (i.e., positive definite matrix).  
4.3.3 Problem Formulation 
In this work, two different sets of control inputs regarding the disturbance of wind 
speed are considered. 
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The first one assumes that the noise ( )d k  is Gaussian with known statistics. Note that 
with Gaussian noises, the cost function in (4.28) is random depending on the noise. 
Unlike the works in the literature, where the noise terms in the cost function are evaluated 
by known model through Kalman Filter, in this work we keep them random, but consider 
the expectation of the cost function. Moreover, due to these unknown noises, the 
measurements ( )   
T
g gy k Pω = ∆ ∆  are also stochastic which means they are not exactly 
known. In this sense, constraints (4.26) and (4.27) can only be enforced in a probabilistic 
form. For example, (4.26) and (4.27) can be written as 
( )
,min ,max 1( )g g gP P k P α≤ ≤ ≥P  (4.29) 
( )
,min ,max 2( )g g gkω ω ω α≤ ≤ ≥P  (4.30) 
Then, the first problem with Gaussian noise is given by: 
Problem 1:  Find 
0( ) : Nx arg min V= uu E  
Subject to (4.24), (4.25), (4.29), (4.30), and discretized version of the system 
(4.19), (4.20). 
In the above formulation, E  is the expectation operator.  
The second problem formulation considers a noise variable that does not have a 
known statistics, but a bounded set, e.g., 2{ | }d dγ γ= ≤ D . In this case, the problem is 
formulated as a min-max problem to find a control input that minimizes the largest value 
of the cost function throughout the whole bounded set. The problem formulation is given 
by: 
 
  57 
Problem 2: Find 
0( ) : maxuu d Nx arg min Vγ∈= D  
Subject to (4.24), (4.25), (4.29), (4.30), and discretized version of the system 
(4.19), (4.20). 
Note that constraints (4.29) and (4.30) are not convex, thus, they will be simplified in 
the next section. 
4.4 Proposed Control Strategy  
In this section, we discuss about the control strategy employed to solve the two 
problems formulated in the previous section. Unlike MPC method, which is quadratic 
programming (QP), we further convert the problems to semi-definite programming (SDP) 
optimization problems. Particularly, we first introduce the concept of SDP briefly, then, 
we simplify the constraints (4.29) and (4.30) into linear constraints, which help us to 
formulate the problems as SDP problems that have tractable solutions. 
4.4.1 SDP  
A semi-definite program has the following form [boyd, convex optimization]: 
minimize  Tc x  
Subject to 
1 1( ) ... 0,  1,...,i i i in nF x x F x F G i K= + + + ≤ =  
,  Gx g Ax b≤ =  
where 1, , ...,i i in n nG F F ×∈  , nx∈ , ,G A are matrices, and ,g b are vectors with appropriate 
dimensions. Note that SDP is subject to constraints such as linear matrix inequalities 
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(LMI), linear inequalities, and linear equalities. 
SDP optimization problems are convex optimization problems that can be solved 
efficiently. 
4.4.2 Approximating Chance Constraints to Linear Constraints 
As previously mentioned, two cases regarding wind speed disturbance are considered 
in this paper: 
1) The disturbance to the wind speed, ( )d k , is known to be Gaussian; 
2) The disturbance distribution is unknown but subject to some norm-bounded set. 
Since the disturbance ( ( )d k ) is random, the state is not exactly known and any 
constraints on the state could be formulated in a probabilistic sense. Thus, the constraints 
on the output ( ,g gP ω ) can be described by chance constraints which are already given in 
(4.29) and (4.30). 
The above constraints are non-convex and hard to resolve directly. In the first case 
when the disturbance ( ( )d k ) is Gaussian, the chance constrains can be reduced to linear 
inequalities as shown in [43]. In the second case, if we do not assume any form of the 
noise, we can approximate the chance constraints by some hard constraints. 
For problem 1, where the disturbance ( ( )d k ) is Gaussian, e.g., ( , )d~ µ ΣN , (4.29) is 
taken as an example to demonstrate how to convert it into linear inequality. Starting from 
(4.29), where  
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( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
,min ,max
,min ,max
,min ,max ,min ,max
,min ,max
1
( )
( )
( ) ( )  ( )
( ) ( ) 1
g g g
g g g g
g g g g g g g g
g g g g
P P k P
P P k P k P
P P k P k P P P k P k P
P P k P k P
α
≤ ≤
= ≤ ≤
= ≤ + ≤ − ≤ ≤
= ≤ + ≤ −
≥
I
U
P
P
P P P
P P
 
Then, we have ( ) ( )
,min ,max 1( ) ( ) 1g g g gP P k P k P α≤ + ≤ ≥ +P P , Thus, to guarantee (29), the above 
inequality can be separated into two inequalities:  
( ) 1
,max
1( )
2g g
P k P α+≤ ≥P  (4.31) 
and 
( ) 1
,min
1( )
2g g
P P k α+≤ ≥P  (4.32) 
Note, (31) indicates ( ) 1
,max
1( )
2g g
P k P α−> <P , and ( )
,maxg gP k P> can be further written as
1 1G x g> , where 1 [0  1] dG C= and 1 ,max ,g g ratg P P= − . For 1,...,k N= , we have 1 1g>G x  for each k, 
where
{1 1
[0,...,0, , 0,...,0]
kth
G=G . Thus, for each k, (31) can be represented as 
1
1 1
1)
2
g
α−
> <(G xP  (4.33) 
Similarly, (4.30) and (4.32) may also be represented in the form of inequalities as 
(33). 
Theorem 4.1 [43]: Consider a discrete-time linear system with the state equation 
written as 
0S S Sx= + +x A B u C d  (4.34) 
where corresponding to (14), 
1[ , , , , ]k N Td ds dA A A=A L L  
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0 1[ , , ]T T TS N−=B B BL , 11 5 2( ),[ ,, ]u ukk d N kA B B−− × −=B 0% L , 
0 1[ , , ]T T TS N −=C C CL% % , 11 5 ( ), ,[ , ]d dkk d N kA B B−− × −=C 0% L , 
Then, the constraint 
T q≤p u
 
(4.35) 
where 1TS=p B G , 
1
1
1 1 1
2
10 12 ( )TS SSq g x α−= − − − ΦCµ Σ GCG A G    implies the chance constraint (4.33). 
Φ  is the cumulative distribution functions of standard normal variables, and 1−Φ  is its 
inverse. 
Thus, based on the above theorem, the chance constraints (4.29) and (4.30) can be 
reduced to linear inequalities. 
For Problem 2, (4.29) and (4.30) can’t be transformed to a hard constraint as shown 
above because the distribution of the wind speed disturbance is not known. Thus, a hard 
constraint can be employed to approximate it.  
First recall from (4.33) that we hope 11 g>G x  to be satisfied. Then, by (4.34), we have: 
01 11S S i Sx g+ + >G A G u G dB B                      
which is further implied by 
1 1 1 10 2SS
T
Sg x γ> − +G u G A C GB  (4.36) 
as 2 γ≤d .  
Note that (4.36) will introduce some conservativeness comparing to the desired 
constraint, but it is more practical as the distribution of the noise is unknown in the reality. 
Similarly, (4.30) and (4.32) can also be formulated as linear inequalities as (4.36). 
In the previous paragraphs, the chance constraints for both problems are converted 
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into linear constraints, which are convex. In the discussion below, both problems will be 
formulated as SDP optimization problems. 
4.4.3 SDP Approach for Problem 1 
In this section, we applied the technique in [43] to provide a tractable solution of 
problem 1. When the wind speed disturbance ( ( )d k ) is Gaussian, the expectation of the 
cost function can be computed using the statistics of Gaussian noise. Then, with the linear 
inequalities derived above, problem 1 becomes a convex optimization problem and here 
we formulate problem 1 as an SDP problem. However, problem 2 does not seem tractable 
directly as it is a min-max problem. In the next section, it is shown that problem 2 can be 
also formulated as an SDP problem as in [43].  
An obvious result about the cost function is given in the following proposition. 
Proposition 3.1: The cost function (4.28) can be written as: 
( )0 0 0, , 2 2 2T T T T T TNV x x x= + + + + +u d A b u u Bu c d d Cd u Dd  (4.37) 
For vectors b, c and matrices A, B, C, Dwith appropriate dimensions, and where B>0 , 
C>0 . 
Proof: The original system can be written in terms of system dynamics, at time k , 
1 0 1 1k k k kx x− − −= + +A B u C d% %%  
where 1 kk dA− =A . 
Then after some manipulations, we can reach the formula of the cost function stated 
in (4.37) with 
1 1
1
N
T
k k
k
Q− −
=
=∑A A A% %  
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1 1
1
( , , )
N
T T
k k
k
R R Q− −
=
= +∑B L diag L B B% %L  
1 0 -1 0
0 1 0 -1 0
0 1
0 0 0 1
     
       
L=
  
       
 
 
 
 −
 
 
O
LO
L
, 1 1
1
N
T
k k
k
Q− −
=
=∑C C C% %  
1 1
1
N
T
k k
k
Q− −
=
=∑D B C%% , 1 1 0
1
N
T
k k
k
Q x− −
=
 
=  
 
∑c C A% %  
1 1 0
1
k k
T
N
T
k
Q x− −
=
 
=  
 
−∑b B A R U%% , [0, ,0, (-1) ]U T Tu= L
 
where, L comes from the difference of control inputs in the const function (4.28). 
Let 1T −= −h c D B b  and 1/2−=F B D , then by eliminating the constant terms and taking 
1/2 1− −= −u B y B b , the cost function above can be further rewritten as: 
( )0 , , 2 2y d y y h d y Fd d CdT T T TNV x = + + +%  (4.38) 
Taking the expectation of the above cost, we have 
( )0ˆ , , 2 2 ( )y d y y h µ y Fµ CΣT T TNV x trace= + + +  (4.39) 
Again, with the constant terms ignored, the cost to be minimized is 
( )0ˆ , , 2y d y y y FµT TNV x = + . Then, the problem 1 is equivalent to find ( )0 ˆ: arg min Nx V= uu .  
Theorem 4.2: Problem 2 may be solved by the following semi-definite optimization 
problem: 
Minimize  z  
Subject to (4.24), (4.25), and (4.35) 
0( )
I y Fµ
y µ F Fµ Fµ
N
T T T Tz
+ 
≥ + + 
 
                                                                                    (4.40) 
in decision variables y and z. 
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Proof: The proof is given below by following the technique in theorem 3 in [43]. 
First, the minimization of ( )0ˆ , ,NV e ωy  can be written as 
Minimize  z  
Subject to 2 0y y y FµT Tz − − ≥  (4.41) 
The constraint (4.31) can be further written as 
0y y-2y Fµ-(Fµ) Fµ+(Fµ) FµT T T Tz − ≥  
( ) ( ) 0(Fµ) Fµ- y+Fµ y+FµTTz + ≥  (4.42) 
Thus, by Schur complement lemma, (4.42) can be formulated as (4.40). Moreover, 
note that (4.24), (4.25), and (4.35) are linear constraints on the control input, which can 
be added without increasing the complexity type. Thus, we obtain the statement. 
4.4.4 SDP Approach for Problem 2  
In the last section, an exact solution is provided for problem 1 under the assumption 
that the disturbance is Gaussian. However, as previously mentioned, the distribution 
statistics may not be known or follow a regular probability distribution in the real world. 
However, it is not difficult to make a reasonable assumption on the bounds of the wind 
speed disturbance in a given set (e.g., temperatures will not go unbounded). Thus, the 
problem was formulated as problem 2.  
It can be viewed as finding the optimal control that minimizes the worst cost in 
searching in the wind speed disturbance bound. The advantage of solving this problem is 
that it is not necessary to know the distribution of the disturbance, which is used to 
compute the expected cost. Furthermore, by minimizing the maximum of the cost, it can 
be guaranteed that the overall cost will be limited in an appropriate range. The solution of 
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problem 2 can be represented by the following semi-definite optimization problem by 
directly applying the approach in [43] and stated in the next theorem. 
Theorem 4.3: Problem 2 may be solved by: 
Minimize  z  
 Subject to (4.24), (4.25), and (4.36) 
2 0
I y F
y h
F h I C F F
N
T T
T T
z γ λ
λ
 
 − − ≥ 
 − − + 
 
in decision variables y , z andλ . 
The optimal control input can be obtained by the transformation 1/2 1− −= −u B y B b  after 
solving the above problem. 
4.5 Results and Discussion 
The performance of the proposed SDP method based control strategy is demonstrated 
in this section. The rated wind speed used in this work is 12.5 m/s and the cut out wind 
speed is 27.5 m/s. Other parameters used can be found at appendix.  
The results will be divided into three cases. Case one gives the response when there is 
a step change to the wind speed; Case 2 gives the results when the assumed disturbance 
follows Gaussian distribution; and Case 3 describes the performance when the 
disturbance is norm bounded.   
4.5.1 Case One: Step Change to the Wind Speed 
As the first step to test the proposed control strategy, the disturbance is set as a step 
change to the wind speed. The wind speed is chosen as the midrange of the full load 
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regime, which is 20 m/s. The step change is set to 1 m/s and -1 m/s, which is considered 
as the maximum variance in the model of wind forecast error. The prediction horizon N is 
set to 2. Two different groups of other relevant parameters, as shown below, are chosen 
for a comparison of the results. 
• Group 1:  q1 = 1000, q2 = 0.5, r1 = 0, r2 = 0.0002 
• Group 2:  q1 = 1000, q2 = 0.045, r1 = 0, r2 = 0.002 
     
 
       
Fig. 4.2 Results when wind speed changes from 20 m/s to 21 m/s. Group 1 on the left 
side; Group 2 on the right side 
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Fig. 4.3 Results when wind speed changes from 20 m/s to 19 m/s. Group 1 on the left 
side; Group 2 on the right side 
Here, the values of q1 and q2 are chosen to normalize the per unit values of active 
power and angular velocity in the cost function. Also, r1 is set to zero while r2 is not, 
because in this study the change of pitch angle is critical while the change of generator 
torque is not a focal point. 
As shown in the above figures, with different parameters, the results are different. 
The curves of the first group of parameters have smaller amplitudes of dynamics, but 
with several oscillations in the dynamic process. The curves of the second group of 
parameters have higher amplitudes, but with no oscillations in the dynamic process. The 
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reason of these phenomena is due to different parameters giving different weights to 
different performance characteristics.  
The parameters in Group 1 are chosen for the next two case studies because it gives 
smaller amplitude which is more preferred in power system operation.   
4.5.2 Case Two: The Disturbance Distribution is Gaussian 
In this case study, the distribution of the high frequency variable part of the wind 
speed is assumed to be Gaussian. All the other parameters are set the same as those in 
Group 1. Also, the wind speed is sampled every 0.5 seconds. The chance constraints are 
set with 1 2 0.98α α= = . The wind speed, the active power, the angular velocity of the 
generator and also the beta curves are shown in Fig. 4.4 (a) (b) (c) (d). As we can observe 
from the curves, the wind speed is around low frequency variable part, which is set to 20 
m/s here.  
It is perhaps difficult to make direct comparison between the results presented here 
and the previous works using model predictive control (MPC) in [30, 42], since random 
noises subject to Gaussian distribution are embedded to the wind speed forecast error. 
Nevertheless, the results presented in Fig. 4.4 (a) (b) (c) (d) are in the same scale as the 
results from the previous works using MPC in [30, 42]. For instance, the output wind 
power (Pg) by the proposed method is within 0.98 and 1.02 per unit of its rated value as 
shown in Fig. 4.4 (b), while Fig. 7(b) in Reference [30] shows roughly the same range of 
Pg variation. Furthermore, Pg in Fig. 4.4 (b), as well as Fig. 7(b) in [30], is much better 
than the original PI control in [30], which gives a much larger Pg variation range between 
about 0.9 and slightly higher than 1.1 per unit. 
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\   
Fig. 4.4 (a) Wind speed 
 
Fig. 4.4 (b) Output power: Pg 
 
Fig. 4.4 (c) Generator angular velocity: wg 
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Fig. 4.4 (d) Pitch angle: Beta 
Fig. 4.4 Results for case two: disturbance distribution is Gaussian 
Note, the proposed method uses stochastic approach to model chance constraints and 
minimizes the expectation of the cost function, while the MPC method in [1, 13] uses 
Kalman filter to predict the wind speed disturbance to obtain deterministic constraint, 
which adds complexity to the model. Both approaches seem to serve its purpose well, as 
discussed previously. 
To verify whether the results from the proposed SDP algorithm meet our intension or 
not, 10 random simulation runs are carried out under two models: with constraints and 
without constraints. The output variables Pg and ωg are examined whether they are within 
the constraint ranges. The results are shown in Fig. 4.5 and Fig. 4.6.     
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Fig. 4.5 Comparison of the Probability of Pg within bounds under two models: with 
constraints and without constraints, where the x-coordinate represents 10 different tries, 
and the y-coordinate represents the probabilities in the range 
 
 
 
Fig. 4.6 Comparison of the Probability of ωg within bounds under two models: with 
constraints and without constraints, where the x-coordinate represents 10 different tries, 
and the y-coordinate represents the probabilities in the range 
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Fig. 4.5 shows the probability that Pg falls into the desired range with and without 
chance constraints (10 random tries, with 1000 sample points for each try). With the 
constraints modeled, the probability that all the Pg values stay within the range is higher 
than 1 98%α = . But when those constraints are removed, such probability drops to around 
94%. Similar result for ωg is shown in Fig. 4.6. These plots demonstrate that the proposed 
method does meet the expectation very well. 
4.5.3 Case Three: The Disturbance is Norm-Bounded 
In this case study, the distribution of the wind speed disturbance is unknown, but it is 
norm bounded. As shown in Fig. 4.7 (a) (b) (c) (d), the high frequency part of the wind 
speed is set to random values with its norm at 1 m/s. The active power is shown within 
0.97 and 1.03 per unit of its rated value. The angular velocity of the generator is even 
within 0.99 to 1.01 per unit. The results are comparable to the previous results in Case 2. 
Thus, this is a promising approach to practicing engineers, since it does not require any 
assumption on the disturbance distribution. This is the unique contribution of the 
proposed method. 
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Fig. 4.7 (a) Wind speed 
    
Fig. 4.7 (b) Output power: Pg 
   
Fig. 4.7 (c) Generator angular velocity: wg 
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Fig. 4.7 (d) Pitch angle: Beta 
Fig. 4.7 Results for case three: disturbance is Norm-bounded 
4.6 Discussion and Conclusion 
The contribution of this chapter can be summarized as follows: 
• In this chapter, a new control strategy based on semi-definite programming (SDP) 
method is proposed for WECS power control in the full load region. The SDP 
method solves a stochastic problem by minimizing the expectation of the cost 
function using the statistics of Gaussian disturbance of wind speed. Also, the 
chance constraints are employed to capture the stochastic characteristic of the 
wind speed disturbance which is more practical than deterministic constraints. 
• In the proposed approach, the disturbance to wind speed forecast, which 
represents the high frequency variable component of the wind speed, is modeled 
as a Gaussian distribution and a norm bounded without a known distribution. Both 
problems are formulated into SDP models in order to be solved.  
• When the disturbance is modeled as Gaussian distribution, SDP gives comparable 
results to those from the MPC-based method in the literature. Meanwhile, the 
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proposed SDP method requires less information, i.e., the state space model, which 
is needed in the MPC model to determine disturbances in the prediction horizon 
of the deterministic cost function in MPC. 
• When the wind speed error is modeled as norm bounded without a known 
distribution, this likely represents a more realistic assumption in practice and has 
not been previously reported in wind power control studies. The results are also 
promising and comparable to the one with Gaussian distribution.  
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CHAPTER 5 POWER REGULATION FOR WIND ENERGY 
CONVERSION SYSTEM II 
5.1 Chapter Introduction 
In this chapter, the semi-definite programming (SDP) control method proposed in 
Chapter 4 is used to regulate the power output of Wind Energy Conversion System 
(WECS) in partial load region where wind speed is above the cut-in speed and below 
rated value, with the consideration of the energy cost and control performance subject to 
stochastic wind speeds. 
5.2 Modeling of Variable Speed Variable Pitch WECS [30, 42] 
The Wind Energy Conversion System used here is the same as in chapter 4. For 
dissertation’s convenience and consistency, it is re-described shortly as follows.  Fig. 5.1 
shows Wind Energy Conversion System. 
 
Fig. 5.1 Wind energy conversion system 
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5.2.1 Wind Speed Model 
( ) ( ) ( )m tv t v t v t= +   (5.1) 
where 
m
v  is describing the long-term, low-frequency variable component, and tv
 
is the 
turbulence, which describes the high-frequency variable component.  
5.2.2 Pitch Actuator Model 
1 1
dβ β βτ τ
= − +&
 (5.2) 
where, τ is the time constant of the pitch system, and β is the blade pitch angle. 
The constraints of β and its derivative are given by: 
min minβ β β≤ ≤  (5.3) 
min minβ β β≤ ≤& & &  (5.4) 
5.2.3 Aerodynamic System 
The output of the aerodynamic system can be expressed as equation (5.5): 
( )
2
3
,
2t p
RP C vρπλ β=
 (5.5) 
where, tP  is the mechanical output power of the wind turbine; pC  is the performance 
coefficient of the wind turbine; ρ  is the air density; R  is the radius of wind turbine blades;
v is the wind speed; λ is the tip speed ratio of the rotor blade tip speed to wind speed, 
/t Rλ ω ν=  and tω is the speed of the low-speed shaft; β is the blade pitch angle.  
The turbine torque tΓ at the low-speed shaft is calculated as follows: 
( ) 3 2,
2
pt
t
t
CP R
v
λ β ρπ
ω λ
Γ = =  (5.6) 
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A generic equation is used to model ( ),pC λ β : 
( ) 21/116, 0.5176 0.4 5 0.0068ip
i
C e λλ β β λ
λ
− = − − + 
 
 (5.7) 
with 
3
1 1 0.035
0.08 1iλ λ β β
= −
+ +
 (5.8) 
5.2.4 Drive Train Model 
1t
tw t
t t
d i
dt J J
ω
= − Γ + Γ  (5.9) 
1g
tw g
g g
d i
dt J J
ω
= Γ − Γ  (5.10) 
2
tw s s s s
s t s g tw t g
t g t g
d i B B iB Bk i k
dt J J J J
ω ω
 Γ
= − − + Γ + Γ + Γ  
 
 (5.11) 
( )tw s tw s t gk B iθ ω ωΓ = + −   (5.12) 
where, i  is the gear ratio; twΓ and gΓ are the flexible shaft torque and generator torque; gω
is the generator angular velocity; 
s
k and
s
B are the shaft stiffness and damping coefficients 
respectively; twθ is the shaft twist angle. 
5.2.5 Generator Model 
*1
g g g
gτ
Γ = − Γ +Γ&  (5.13) 
where, gτ is the time constant, and *gΓ  is the generator torque set point. 
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5.2.6 WECS Linearization 
The Wind Energy Conversion System is re-described by previous equations form (5.1) 
to (5.13). As described in Chapter 4, the linearized WECS is described as follows: 
( ) ( ) ( ) ( )ux t Ax t B u t B tν ν= + + ∆% % %&
 
(5.14) 
( ) ( )y t Cx t= %
 
 (5.15) 
with 
2
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where, ∆  is used for representing variable’s deviation from its OP: 
( )
( )2 2 ,| ,
2
p
op p
t t t
Cf RL C Rω
λ βρπ ν ν
λ β
ω ω ω λ
∂ ∂
= = − +  ∂ ∂ 
 (5.16) 
( )
( )2 ,| 3 ,
2
p
op p
t
Cf RL C Rν
λ βρπ ν ν
λ β
ν ω λ
∂ ∂
= = −  ∂ ∂ 
 (5.17) 
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( )2 3 ,|
2
p
op
t
Cf RLβ
λ βρπ ν
β ω β
∂∂
= =
∂ ∂
 (5.18) 
t g tw gx ω ω β = ∆ ∆ ∆Γ ∆Γ ∆   (5.19) 
*
g du β = ∆Γ ∆   (5.20)
 
 
g gy Pω = ∆ ∆   (5.21) 
5.3 Proposed Control Strategy  
Power output control of variable-speed variable-pitch WECS in partial load region is 
to regulate the power output from wind energy by modifying the electrical generator 
speed. In particular, the power control goal is to capture the maximum power available 
from the wind. For each wind speed in partial load region, there is a certain rotational 
speed at which the power curve of a given wind turbine has a maximum value. 
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Fig. 5.2. Wind turbine characteristic for maximum power point tracking 
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According to equation (5.5), the mechanic power output characteristics have different 
maximum values at different wind speeds, corresponding to the maximum value of Cp. 
All these maximum values determine the so-called maximum power curve (Fig. 5.2). 
When the value of 
optλ  is not known, the control objective is defined on the power 
characteristics. The most common method used in this case is the so called Maximum 
Power Point Tracking (MPPT), based on an on-off controller using minimal information 
from the system. 
5.4 Problem Formulation 
In this section, the above linearized WECS model is converted into discrete-time 
format, and then the problem is formulated in a general setting such that the SDP 
approach can be applied. 
5.4.1 Discrete-Time Model 
The discrete version of the linearized WECS can be written as follows 
( ) ( ) ( ) ( )1 d u dx k A x k B u k B d k+ = + +
 
(5.21) 
( ) ( )dy k C x k=  (5.22) 
where, ,ATdA e=
%
 ( )d k  is the discrete version of ( )tν∆ , and [ ]
0
, ,
T AT
u d u dB B e dt B B   =    ∫
% % %
. 
To simplify the notation in this paper, we set
 
: [ (1) ,..., ( ) ]T T Tx x N=x  
: [ ,...(0) ( 1), ]u TT Tu u N −=  
: [ ,..(0) ( ) ]1.,d TT Tdd N −=
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5.4.2 Cost Function 
In the partial load region, the power output control of the Wind Energy Conversion 
System is essentially to maximize the power output by keeping the tip speed ratio 
constant to its ideal value. With the consideration of the value of the tip speed ratio is 
relative to generator angular velocity gω  and pitch angle β, the objective function is to 
control the outputs ( gω  and β ) of the drive train part at optimal values. The pitch angle is 
normally set to zero aiming at capturing maximum wind energy. Therefore, the cost 
function is to minimize the deviations of generator angular velocity ( gω ) and electric 
power ( gP ) from the reference values. The change of control vector ( *g∂Γ , where ∂
represents the difference between the value at the current time and the previous time) at 
each time step is also considered. Thus, the cost function can be written as follows: 
( ) ( ) ( )( ) ( )
1 22 2
*
0 1 ,ref 2 , 1
1 0
1
min , ,
2
N N
N g g g red g gk k k
k k
V x q q P P r Tω ω
−
= =
 
= − + − + ∆ 
 
∑ ∑u d  (5.23) 
subject to 
( )
,min ,maxg g gP P k P≤ ≤  (5.24) 
( )
,min ,maxg g gkω ω ω≤ ≤   (5.25) 
For both of 1,...,k N=
 
in (5.23) and 0,..., 1k N= − in (5.23), 0x is the initial condition at 
each time step, and N is the finite prediction horizon.  
Since 
, , ,g g g rat g g rat g g ratP P P T Tω ω∆ = − = ∆ + ∆  
,g g g ratω ω ω∆ = −  
and 
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( ) ( )  
T
g g dy k P C x kω  = ∆= ∆
 
Then, after some mathematical manipulations, we can rewrite equation (5.23) in the form 
as follows: 
( ) ( ) ( )
1
1 0
(0), , ( ) ( ) ( ) ( 1) ( ) ( 1)
N N
TT
N
k k
V x x k Qx k u k u k R u k u k
−
= =
 
= + − − − − 
 
∑ ∑u d  (5.26)
 
with 
1 2 2
2
, ,,
2 2
2
, , ,
0 0 0 0 0
0 0 0
0 0 0 0 0
0 0 0
0 0 0 0 0
g rat g ratg rat
g rat g rat g rat
q q q
T
Q
q q
T T
ωω
ω
 
 + 
 
 
=  
 
 
 
 
 
1
2
,
0
0
r
R
r
 
=  
 
 
where 0Q ≥ (i.e., semi-definite positive matrices) and 0R > (i.e., positive definite matrix).  
5.4.3 Problem Formulation 
As described in Chapter 4, two different sets of control inputs regarding the 
disturbance of wind speed are considered. The first one assumes that the noise ( )d k  is 
Gaussian with known statistics. As such, constraints (5.24) and (5.25) can only be 
enforced in a probabilistic form. For example, they can be written as: 
( )
,min ,max 1( )g g gP P k P α≤ ≤ ≥P  (5.27) 
( )
,min ,max 2( )g g gkω ω ω α≤ ≤ ≥P  (5.28) 
Then, the first problem with Gaussian noise is given by: 
Problem 1:  Find 
0( ) : Nx arg min V= uu E  
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Subject to (5.24), (5.25), (5.27), (5.28), and discretized version of the system 
(5.21), (5.22). 
In the above formulation, E  is the expectation operator.  
The second problem formulation considers a noise variable that does not have a 
known statistics, but a bounded set, e.g., 2{ | }d dγ γ= ≤ D . In this case, the problem is 
formulated as a min-max problem to find a control input that minimizes the largest value 
of the cost function throughout the whole bounded set. The problem formulation is given 
by: 
Problem 2: Find 
0( ) : maxuu d Nx arg min Vγ∈= D  
Subject to (5.24), (5.25), (5.27), (5.28), and discretized version of the system 
(5.21), (5.22). 
5.5 Results and Discussion 
The performance of the proposed SDP method based control strategy in partial load 
region is demonstrated in this section. The wind speed tested in this chapter is 8 m/s. The 
weigh factors’ values are set as follows: 
• q1 = 1000, q2 = 0.5, r1 = 0.5 
 Other parameters used can be found in the Appendix.  
The results will be divided into two cases. Case 1 gives the results when the assumed 
the wind speed disturbance follows Gaussian distribution; and Case 2 describes the 
performance when the disturbance is norm bounded.   
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5.5.1 Case One: The disturbance distribution is Gaussian 
 
Fig. 5.3 (a) Wind speed 
 
Fig. 5.3 (b) Generator angular velocity: Wg 
 
Fig. 5.3 (c) Generator torque: Tg 
Fig. 5.3 Results for case one: disturbance is Gaussian 
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In the partial load region, the pitch angle is set to zero, which contributes to energy 
maximization and reduction of the drive train torsional torque. The controller tracking 
performance is measured using the reference wgref. Fig. 5.3 (c) shows the output wg is 
close to the reference wgref  and the generator torque is proportional to the wind speed.  
5.5.2 Case Two: The disturbance is Norm-Bounded 
 
Fig. 5.4 (a) Wind speed
 
Fig. 5.4 (b) Generator angular velocity: Wg 
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Fig. 5.4 (c) Generator torque: Tg 
Fig. 5.4 Results for case two: disturbance is Norm-bounded 
In this case, the distribution of the disturbance is unknown. It is set as norm-bounded, 
which means the high frequency part of the wind speed is set to random values with its 
norm at 1 m/s.  
As we can see from above pictures, wind speed is changing all the time at 8 m/s, 
without going lower than 7 m/s or higher than 9 m/s. The actual values of wg are very 
close to wgref. The results here are very comparable to the results from the literature. 
5.6 Discussion and Conclusion 
The contribution of this chapter can be summarized as follows: 
• In this chapter, a new control strategy based on SDP method, which is proposed in 
Chapter 4, is used to control power output of variable-speed variable-pitch WECS 
in the partial operating region. This SDP-based control method is designed to 
provide the required maximum energy capture from wind energy.  
• In the proposed approach, the wind speed disturbance to wind speed forecast, 
which represents the high frequency variable component of the wind speed, is 
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modeled in two different ways. The first one is to assume that the wind speed 
disturbance’s distribution is Gaussian and the other one assumes it is norm-
bounded with unknown distribution. Both problems are converted into SDP-based 
optimization problems to be solved. 
• When the disturbance is modeled as Gaussian, the results are very comparable to 
those from the MPC-based method in the literature. However, the proposed 
method requires less information, i.e., the state space model, which is needed in 
the MPC model based literature to determine disturbance in the prediction horizon 
of the deterministic cost function. 
• When the wind speed error is modeled as norm-bounded with unknown 
distribution, it likely represents a more realistic assumption in practice and has not 
been previously reported in wind power control studies. The results are also 
promising and comparable to the one with Gaussian distribution.  
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CHAPTER 6 CONCLUSION AND FUTURE WORK 
6.1 Conclusion and Contribution 
For voltage regulation of DFIG based power system, PI controllers are usually 
employed. The parameters of these PI controllers need to be tuned. Many previous works 
in gain tuning for DFIG are based on some optimization approaches to reach a tradeoff or 
compromise such that the wind system can achieve good, though not always the most 
desired, performance under various operating conditions and avoid the worst-case 
performance under some extreme conditions. Different from these previous approaches 
for DFIG control, in Chapter 3, a new DFIG voltage control approach based on a 
philosophy different from the previous works is presented. In the proposed approach, the 
PI control gains for the DFIG system are dynamically adjusted based on the dynamic, 
continuous sensitivity which essentially indicates the dynamic relationship between the 
change of control gains and the desired output voltage. Hence, this control approach does 
not require any good estimation of fixed control gains because it has the self-learning 
mechanism via the dynamic sensitivity. This also gives the plug-and-play feature of the 
proposed DFIG controller to make it promising in utility practices. Simulation results 
verify that the proposed approach performs as expected under various operating 
conditions. 
For power control of wind energy conversion system, the major challenge is the 
randomness which may bring fluctuations to output power, as well as undesired dynamic 
loading of the drive train during high turbulence of wind. Obviously, a sophisticated 
control strategy plays an important role in wind energy conversion system. In previous 
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works, Model Predictive Control (MPC), a relatively new control technique, has been 
used for WECS control. The WECS is modeled as a linear system and the wind speed is 
modeled as a stochastic process. However, the prediction of disturbances in a finite 
horizon based on the past estimates during the computation of the control input is needed. 
In Chapters 4 and 5, a new power output control strategy of wind energy conversion 
system based on a semi-definite programming (SDP) method is proposed to tackle the 
difficulty brought by wind speed’s randomness. In the proposed approach, the wind speed 
disturbance, which means wind speed measurement error representing the high frequency 
variable component of the wind speed, is modeled in two different cases: its distribution 
is Gaussian and its distribution is unknown, but norm bounded. In both cases, the 
objective is converted into a SDP-based optimization problem, which can be solved 
efficiently by existing tools. Simulation results verify that the proposed SDP based 
control method works as well as the MPC-based control method presented in the 
literature, however, with less information needed, i.e. no model used for wind speed 
disturbance prediction.  
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6.2 Future Work 
The following directions may be considered as future works of this dissertation. 
6.2.1  Voltage Regulation for wind turbine based power system 
• The proposed adaptive control method may be applied to a power system with 
multiple wind turbines, different load levels, and different transmission networks; 
• Adaptive control method as proposed in this research work is a new concept in 
voltage control of wind plant based power system. More research work can focus 
on developing a generally used control approach with plug-and-play feature from 
the proposed method. 
6.2.2 Power regulation for wind energy conversion system 
• Wind speed’s stochasticity brings difficulties to control of wind plant based 
power system. A better wind speed prediction method will definitely help control 
the wind plant based power system; 
• The proposed control method for power regulation of wind energy conversion 
system into wind power based power system may be extended from the control of 
a single or multiple wind plants based power system to the control of power 
output at a higher level.  
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