ABSTRACT The analysis of severity causality for traffic crash is essential for enhancing the crash rescue responding speed, thereby reducing the casualties and property losses caused by roadway crashes. This study constructs a severity causation network to explore the relationship between risk factors and crash severity by combining information entropy and Bayesian network. The impacts of different risk factors on the severity indexes are quantitatively estimated and compared by utilizing entropy weight method, and the key factors for severity prediction are determined by considering both the weight and the accessibility. Then, the severity indexes, i.e., the number of injuries, fatalities, and the amount of property damage, are predicted with the selected key factors based on Bayesian parameter learning. The verification results confirm that compared with severity prediction utilizing all the risk factors, the prediction utilizing selected key factors do not lead to obviously precision loss. Moreover, it significantly enhances the feasibility of crash severity prediction. Due to the appropriate abbreviation of risk factors, the prediction efficiency and practical operability in crash rescue responding is improved. The findings can be utilized in analyzing the severity causation of traffic crashes, which is serviceable for managers to find effective measures to improve traffic safety as well as reduce the casualties and property losses caused by traffic crashes. By providing the severity causation network, this study facilitates the prediction of severity level, which can provide valuable reference information for a crash response.
I. INTRODUCTION
In the process of fast development of transportation system, we still face severe traffic safety challenges: the number of traffic crashes as well as the number of injuries, deaths and the amount of property damage caused by crashes increases rapidly in recent years. Statistics of World Health Organization (WHO) indicated that road traffic crashes lead to 1.35 million fatalities annually worldwide and result in 50 million injuries every year. The amount of property damage caused by vehicle crashes is estimated to represent 1-3% of Gross Domestic Product (GDP) worldwide [1] , [2] . In addition to avoiding the occurrence of traffic crashes,
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carrying out rescue operations timely after the crash is also necessary for reducing the injuries and property losses. Therefore, it is urgent to analyze the effect of factors (also called risk factors in this study) on the severity of traffic crashes, which mainly refers to the number of injuries, fatalities and the amount of property damage caused by traffic crashes, and thereby predict the severity level of the crashes. This will provide valuable reference information for crash response operation to improve the response speed and reduce the property losses. Besides, a precise prediction of crash severity would be helpful to reduce the probability of occurrence of secondary crashes and to avoid large-scale traffic jams.
The prediction of crash severity is mainly based on comprehensive crash information and parse out the risk factors. Many scholars have conducted relevant researches on the relationship between risk factors and crash severity. However, the effect of risk factors cannot be evaluated and the weight of factors cannot be quantified in these researches [3] . In addition, a large set of independent variables is indispensable to conduct the crash severity prediction in many studies [4] , [5] . Collecting large number of crash information takes a lot of time during the response stage, which is not conducive to the rapid processing of traffic crashes. Therefore, in order to find the most important factors, it is essential to analyze and compare the risk factors during the process of the severity prediction. Under the condition of meeting the accuracy requirements, how to deduce the crash severity level with the least but necessary information becomes a significant problem to be solved.
While preparing for crash response, the information that can be obtained by the alarm system or surveillance camera is limited. The access to some factors, e.g., technical situation of the involved vehicles, may require a rigorous and longterm investigation and detection [6] - [7] . Thus, selecting these factors as independent variables to conduct crash severity prediction will lead to poor feasibility in emergency rescue period. In order to improve the predictability of crash severity and the practicability of forecast model, the accessibility of selected risk factors should also be taken into account. It is necessary to select variables which are easily obtained and have significant impact on crash severity levels. This paper will introduce a Bayesian network-based prediction method to learn the relationship between the factors and the severity indexes, i.e., the number of injuries, fatalities, and the amount of property damage. According to the results of structure learning, the direct and indirect factors of each severity index will be identified. Then the information entropy will be applied to calculate the weight of each factor in severity prediction. The results are then used to determine the key factors for severity prediction by combining the availability of each factor in practical application. Based on the key factors, the severity prediction of traffic crashes is conducted with the method of Bayesian parameter learning. The severity prediction results are compared with those obtained with Bayesian network to examine the effectiveness of the proposed information entropy-Bayesian network method. The research process of this paper is shown in Fig. 1 . The results can provide theory basis for severity prediction and causation analysis of traffic crashes under the circumstance of incomplete information.
The remainder of this paper is organized as follows. In Section 2, we present a review of the relevant literature in particular on analyzing the risk factors of crash severity. Section 3 presents a description of the crash data and the risk factors. Section 4 constructs a Severity Causation Network based on Bayesian theory. In Section 5, we examine the effects of risk factors on crash severity by using information entropy. In Section 6, the severity prediction of traffic crashes is conducted with the key factors based on Bayesian parameter learning. The conclusion in Section 7 summarizes our findings and discusses limitations and directions for future research.
II. EXISTING LITERATURE OF CRASH SEVERITY ANALYSIS
Many studies examined the relationship between risk factors and the severity of traffic crashes, which is the basis of severity prediction. For instance, [8] utilized logistic regression model to analyze the crash data in Guangdong Province, China, and stated that the risk factors are associated with traffic violation and crash severity. Tang et al. VOLUME 7, 2019 (2019) [4] proposed a two-layer Stacking framework to predict the crash injury severity and analyze the influence of different risk factors on the prediction accuracy. [5] examined drivers' risk compensation instability under diverse external environment and identified the contributing factors on multilevel driver injury severity levels in intersection-related crashes by the combination of K-means cluster analysis and hierarchical Bayesian random intercept model. Zeng et al. (2019) [9] proposed a Bayesian spatial generalized ordered logit model to analyze the effect of risk factors on freeway crashes, and proved that factors such as season, traffic composition, response time for emergency medical services and crash type have significant effect on crash severity levels. Mujalli and Oña (2011) [10] classified the injury severity into slightly injured and killed/severely injured, and the factors associated with a killed/severely injured crash were identified to be crash type, driver age, light and the number of injuries. The majority of previous studies examined only one aspect of the crash severity, such as the number of injuries. Zong et al., 2013 [3] forecasted the severity of traffic crashes concerning three aspects, i.e., the number of injuries, the number of fatalities and the amount of property damage.
In previous researches, discrete choice model is widely used in crash severity analysis. Chen et al. (2016) [11] and Li et al. (2012) [12] employed support vector machine (SVM) to investigate the crash injury severity patterns and predict the injury severity associated with individual crashes. Yu and Abdel-Aty (2013) [13] established a real-time crash risk evaluation models by utilizing SVM and revealed that SVM models would have an over-fitting issue for the training dataset and perform poor on the scoring datasets while the number of independent variables is superior. In addition, the effect degree of independent variables on target variables cannot be analyzed or estimated by SVM. Naïve Bayes model is another popular method of causal analysis. However, the method assumes that the explanatory variables are independent of each other and have unanimous effect on the dependent variables, while in many cases this assumption fails [14] . In order to avoid this limit, many scholars have relaxed the hypothesis and used Bayesian network to conduct the crash severity analysis. In view of the multilevel structure of crash indexes and risk factors and the complex correlation between the variables, Bayesian network has been confirmed to have advantage in analyzing the multidimensional crash causation due to its strong ability in structure learning [5] . Simoncic (2004) [15] utilized Bayesian network to identify the risk factors contributing crash injury severity. Mujalli and Oña (2011) [10] presented a simplified Bayesian network-based method and variable selection algorithm to predict the crash injury severity, which has been proved to have satisfactory prediction accuracy.
Though the discrete choice models have achieved some remarkable research results in crash severity analysis, they cannot evaluate the effect of independent variables on dependent variables quantitatively. In order to get the influence weight of risk factors, some scholars utilized logit model, e.g., [8] and Savolainen et al. (2007) [16] , and probit model, e.g., Tang et al. (2019) [4] and Yau et al. (2006) [17] , to analysis the risk factors of roadway traffic crash severity. However, these models require certain assumptions about the distribution between the target variables and explanatory variables, which may be violated in many cases. The failure of the assumptions on the functional relationship may lead to erroneous prediction and incorrect inference [12] , [18] . Deng et al. (2000) [19] and Wang (2006) et al. [20] utilized the objective programming optimization model and advanced mathematics to calculate the weight of evaluation index and weakened the subjective influence. Chen et al. (2016) [11] , Yu et al. (2013) [13] and Banerjee et al. (2008) [21] developed the classification and regression tree (CART) model to select significant factors contributing to the target variable. Nevertheless, the determination of the probability of each selected limb in CART is sometimes subjective and may lead to significant prediction error. Information entropy has been widely utilized in calculating the weight of explanatory variables in previous studies. Yue (2017) [22] developed an entropy-weight-based approach to determine the weights of decision makers, which enables decision making of matrix information. Duan et al. (2018) [23] proposed a comprehensive inconsistency evaluation method based on information entropy and calculated the weight of evaluation factor. Li et al. (2011) [24] employed the entropy weight method to determine the weights of indexes in the evaluation index system of coal mine safety. It is indicated that information entropy yields a high accuracy in quantitatively analyzing the influence of factors.
Some existing studies have already conducted the determination of risk factors for crash severity prediction from various aspects and evaluated the impact of risk factors on crash severity. However, some risk factors, which are proved to be significant factors in certain papers, are -is hardly detected in the preliminary information collection and judgment. For instance, technical situation of the involved vehicles is proved to be a direct factor in the study of Zong et al. (2013) [3] , which can hardly be acquired without a rigorous and longterm investigation. Due to the lack of the value of these variables, the severity of the traffic crash cannot be predicted during crash response period. This means that although some factors are revealed to be direct factors affecting the crash severity, they may not be suitable to be taken as independent variables in risk factor analysis and severity prediction. However, excluding these variables from the independent variable set directly may lead to a significant reduction of prediction accuracy. Therefore, it is necessary to design a process of weight calculation and priority classification for the risk factors and discuss whether the accuracy on severity prediction can satisfy the requirements by removing recessive variables. Under the condition that if the accuracy requirement of severity prediction can be satisfied, the independent variables should only contain factors with significant weight and high accessibility, which is defined as key variables.
Based on this, the severity prediction and factors analysis can be conducted in the circumstance of incomplete information.
Therefore, in order to analyze the relationship between risk factors and crash severity indexes, this study will construct a Severity Causation Network by combining information entropy and Bayesian network. The direct and indirect factors of each severity index will be identified with the method of Bayesian structure learning, and the influence weight of each factor on severity index will be estimated and compared by utilizing entropy weight method. The key factors for severity prediction will be determined by considering both the weight and the accessibility of factors. Then the crash severity prediction will be conducted by utilizing the key variables based on Bayesian parameter learning. The validation of model effectiveness will be actualized by the comparing the predictive encoding between Bayesian network and the proposed information entropy-Bayesian network method.
III. DATA
The dataset for this study contains totally 7,985 policereported traffic crash records occurred in Changchun, Jilin Province, China, in 2015, including 6,294 motor vehicle crashes and 1,456 non-motor vehicle crashes. The survey area covers 20,565 square kilometers and the residing population was about 7.48 millions. The data includes information regarding number of injuries, number of fatalities, amount of property damage, time, location, weather, traffic signal, location of the road cross section, type of intersection, road geometric, type of driver's license, travel mode, type of vehicle, road humidity, road surface material, visibility, responsible party and vehicles' technical situation. The number of injuries, the number of fatalities and the amount of property damage are continuous variables, while others are categorical variables. Statistics indicate that, among all types of traffic crashes, the crashes involving motor vehicles have the most serious influence on society. Therefore, motor vehicle crashes are taken as the study subject in this paper. With records containing missing values eliminated, our final samples consist of 3,576 motor vehicle crashes records.
Three severity indexes are defined as dependent variables to describe the severity of a crash, i.e., the number of injuries (Ni), the number of fatalities (Nf) and the amount of property damage (CNY) (Pd). Each dependent variable is discretized into several severity levels in order to meet the modeling requirements [25] . The basic statistics of the dependent variables are shown in Table 1 . The results indicate that most of the crashes cause one or two injuries, and more than one death and/or property damage less than 1,000 CNY.
The selection of independent variables is considered from the aspect of vehicle information (e.g., type of the vehicle), environmental factors (e.g., weather and road conditions (e.g., road geometric and surface material). As for driver characteristics, there is only one relevant factor in the dataset, i.e., the type of driver's license, which is far from characterizing the driving experience and driving habits. So it is not considered in the independent variable set. Combined with the modeling experience in previous studies [3] , [25] , 11 risk factors are then selected as the independent variables for crash severity prediction (shown in Table 2 ), which are all discrete variables with several alternatives. Since variables with value of 0 will be treated as missing data by Bayesian network, we set the alternatives of independent variables as {1,2}. The value of each alternative only represents a specific category of a variable, with no statistical significance. With regard to an independent variable with a set of alternatives, we compute the distribution of severity level of each index. Statistical results indicate that for an independent variable, the distribution of severity level is similar in many alternatives. Previous studies indicate that there is no significant positive correlation between the number of alternatives for the independent variable and the fitting precision of the dependent variable [26] , [27] . Therefore, we simplify the alternative of some independent variables in order to reduce the complexity of the model based on crash analysis experience. Table 2 depicts the basic statistics of the independent variables. As the variable related to the congestion degree is not concerned (e.g., dissipation time or traffic flow), all the dependent and independent variables are set to be statistical variables, which do not change over time. In order to examine the relation between the independent variables and the crash severity, we calculate the distribution of each independent variable under different severity level. Table 3 depicts all the variables in the study and the level of severity under different value of each variable according to data statistics.
The results indicate that most of the variables have impacts on the crash severity level, while some factors, such as road geometric, road surface material and regular road section, do not have obvious influence. In order to quantitatively analyze the relationship between crash severity levels and risk factors, it is necessary to carry out a correlation analysis on the independent variables and dependent variables. The Spearman correlation coefficient is a nonparametric indicator that measures the dependence of two statistical variables by using a monotonic equation. The values of spearman correlation coefficient r are shown in Table 4 .
It is shown that there are significant differences among the correlations between one independent variable and different severity indexes. For example, V-lm is strongly correlated with Ni and Nf while weakly correlated with Pd. This suggests that different severity indexes may be related to different risk factors, and we should examine each severity index separately while selecting the key factors.
Furthermore, multivariate analysis of variance (MANOVA) is a frequently used method for evaluating whether multiple independent variables have significant effect on dependent variables by using the hypothesis test and comparing the variance. It is then employed to examine the impact of independent variables on the corresponding severity indexes. The results of the significance of MANOVA are shown in Table 5 .
As shown in Table 5 , all the independent variables have significant effect on both Ni and Nf at the confidence level of 0.05. As for Pd, the significance of some variables, e.g., large or medium-sized vehicles, weather and road humidity, is greater than 0.05, indicating that these variables are less relevant with Pd.
Combining the results of Spearman correlation coefficient and the significance of multivariate analysis of variance, it is indicated that there is no independent variable which has a weak correlation with all of the three severity indexes. Thus, all the independent variables and dependent variables are used in constructing the Severity Causation Network. Besides, the significance of independent variables on severity indexes is estimated, which provides reference for the selecting and ordering of input variables while constructing the Severity Causation Network.
Besides, it is necessary to check whether there is multicollinearity between risk factors since it will conceal the distinct impact of each risk factor. Multicollinearity can be examined by the variance inflation factor (VIF), which indicates the extent to which a variable's variance is captured by the remaining variables of a given set. As a rule of thumb, VIF < 5 indicates absence of multicollinearity [28] . The VIF of each risk factor is shown in Table 6 . It can be seen that the largest VIF is 1.353, which conforms that there is no obvious multicollinearity in the selected variables.
IV. CONSTRUCTING THE SEVERITY CAUSATION NETWORK A. BAYESIAN NETWORK
Bayesian network has been proved to be able to examine the multidimensional nature of crashes due to its strong ability in structure learning [3] , [25] . It has been widely used in crash causation analysis and certificated to have satisfactory prediction accuracy [10] , [15] . So it is utilized to develop the Severity Causation Network. Bayesian network is a graphical model representing random variables and their conditional dependencies. Fig. 2 The graphical structure of the Severity Causation Network is optimized and regulated from the crash records. The learning process is described as follows:
Let a random variable S be the structure of the Severity Causation Network and P(S) be its prior probability distribution. Given dataset D, which consists of all the variables represented by nodes in the Bayesian network (e.g., X and Y 1 , Y 2 . . . , Y n shown in Fig. 2) , based on the Bayes' theorem, the posterior probability of S can be calculated as:
where P(S|D) denotes the posterior probability of structure S, P(S) indicates the prior probability distribution of S, and P(D) is the probability distribution of dataset D.
The posterior probability P(S|D) is also called Bayesian score, and (1) is called Bayesian score function. The structure that maximizes the Bayesian score, called the best structure, will be chosen as the final structure of the Bayesian network. When dealing with empirical data, the structural learning process is an iterative process during which directed relationships between a parent and a child node are modified until the best structure is found.
B. STRUCTURE OF THE SEVERITY CAUSATION NETWORK
Since the number of possible structures grows exponentially with the number of variables, it is computationally infeasible to find the most probable network structure by exhaustively enumerating all possible network structures with given data. Therefore, a number of approaches are proposed to improve searching efficiency, which can be grouped into the following four parts: 1) Constraint-based, 2) Score-based, 3) Regression-based, and 4) Hybrid method. It is more common to use the methods based on constraint and score in current researches [29] . Score-based structure learning methods attempt to score all possible network structures by using a scoring function. The structure with the highest score will be assumed to be selected [30] . The K2 algorithm is one of the major methods for structure learning of Bayesian network, which was widely used in previous studies [3] , [13] , [31] . It is a score-based greedy algorithm proposed by Cooper and Herskovits (1992) [32] and Herskovits (1991) [33] . Besides the basic Bayesian theories, K2 algorithm uses two assumptions, namely, that there is an ordering available on the variables and that, a priori, all structure are equally likely. The K2 algorithm considers each node in the order which is given to it as the input and determines its parents as follows. Initially, it assumes that each node has no parent. Then, parents for some node are added when the score (computed by using (1)) of the resulting structure could be increased. Until no parents can increase the score, it will stop adding parents to each node. The structure of the highest score is then determined as the final structure [32] .
In order to improve the operation speed, K2 algorithm is employed in structure learning in this study. According to previous experience concerning crash analysis, we figured out a rule for variable ordering, which is from external factors to internal factors. This rule for variable ordering can be taken VOLUME 7, 2019 as the prior knowledge for structure learning of the Severity Causation Network. In addition, the significance of factors on severity indexes can be estimated by combining the results of Spearman correlation coefficient and the significance of multivariate analysis of variance, which provides reference for the selecting and ordering of input variables. The corresponding structures are analyzed and compared to each other according to the scores, the number of connected nodes and logical rationality. The final structure of the Severity Causation Network is shown in Fig. 3 . The results indicate that the Severity Causation Network comprises 13 nodes (10 risk factors and 3 severity indexes) and 17 edges. In order to analyze the effect process of independent variables to the 3 severity index, i.e., the number of injuries, the number of fatalities and the amount of property damage, separately, the sub-network for each severity index (shown in Fig. 4) is extracted from the overall network (shown in Fig. 3 ).
According to the structure of the Severity Causation Network, the basic relationships between severity indexes and risk factors can be deduced. The results represent that the two risk factors, i.e., large or medium-sized vehicles (V-lm) and vehicles' technical situation (V-ts), have direct effect on the number of injuries. Its indirect factors include weather (W ), road geometric (R-g), road humidity (R-h), road surface material (R-sm), regular road section (R-rs), motor vehicle lane (R-ml), intersection (R-i) and crosswalk (R-c). The direct factors of the number of fatalities are regular road section (R-rs), vehicles' technical situation (V-ts) and the number of injuries (Ni), while its indirect factors are weather (W ), road geometric (R-g), road surface material (R-sm), road humidity (R-h), motor vehicle lane (R-ml), intersection (R-i), crosswalk (R-c), and large or medium-sized vehicles (V-lm). The direct influencing factors of the amount of property damage are regular road section (R-rs) and vehicles' technical situation (V-ts), while its indirect factors are road geometric (R-g), road surface material (R-sm) and intersection (R-i). Previous studies indicate that using Markov blankets can help to reduce data dimension and improve the efficiency in high dimensional data mining [34] , [35] . Thus the method of Markov blankets is also applied to examine the impacts of risk factors on each severity index. The Markov Blanket of a random node X in Bayesian network (shown in Fig. 2 ) is a minimal set conditioned on that all other nodes are independent of X . If the Bayesian network is faithful, the Markov Blanket of a random node X is unique which will be the set of its parents, children and spouses [36] . The results indicate that the risk factors, which have direct effect on the number of fatalities, are regular road section, vehicles' technical situation and the number of injuries. The direct factors of the number of injuries are large or medium-sized vehicles and vehicles' technical situation, while the direct factors of the amount of property damage are regular road section and vehicles' technical situation. Comparing to the results obtained from Bayesian network, Markov blankets retain only the impacts of the most important factors on severity index. And the most important factors determined by Markov blankets are just the direct factors selected by Bayesian network. This proves the validity of the direct factors obtained from Bayesian network. As either the direct or indirect factors could be the key factors of the severity level, both the direct and indirect factors determined by Bayesian network will be taken as risk factors in the following analysis [37] , [38] .
V. EXAMINING THE EFFECTS OF RISK FACTORS ON SEVERITY LEVEL
Among the original 6,294 motor vehicle crashes, some records contain missing values. The distribution of missing values among each independent variable is showed in Table 7 .
TABLE 7. Statistics of missing data among independent variables.
As shown in Table 7 , vehicles' technical situation is the major factor that has a significant amount of missing values. The reason for it may be that the information of vehicles' technical situation should be obtained by a strict investigation and analysis which cannot be directly collected from equipment or report. The record with missing variable cannot be input into Bayesian network for severity prediction. It means that the severity level of 40.98% of the motor vehicle crashes cannot be predicted due to the missing values of vehicles' technical situation. Therefore, it is of great importance to examine whether it is essential to employ the variables that are difficult to obtain, e.g., vehicles' technical situation, in the severity prediction. However, we can only identify the direct or indirect factors of severity indexes from all the risk factors through structure learning of Bayesian network. The impact analysis of each factor and the quantitative comparison between different factors cannot be conducted. Based on the theory of information entropy, the entropy weight method can deduce the influence of each factor in accordance with the given data, which was widely used in weight analysis in previous studies [39] . Therefore, we define the key variables (factors) that are the essential factors for severity prediction. The information entropy is introduced to examine the effect of each factor on severity level, with the key factors able to be found out.
A. INFORMATION ENTROPY
In thermodynamics, entropy has been understood as a measure of disorder or randomness of a system. Shannon extended the entropy concept to information theory by recognizing that uncertainty in a system will be decreased when information is added to the system [38] . The concept of entropy is closely linked with the concept of uncertainty, information, chaos, disorder, surprise or complexity [39] - [45] .
According to the theory of information entropy, the likelihood of an event is typically defined as probability p. If a risk factor X is expected to have m outcomes with a probability distribution P = {p 1 , p 2 , . . . , p k }, the (weighted) average information provided by the n joint events is given by [46] :
where H (X ) is the information entropy of a risk factor X , k is the level of a severity index, p k is the probability that X = 1 when the level of a severity index is k. Then the information entropy H (X ) of risk factor X in the circumstance of level k can be calculated with (2) [47] , [48] . Entropy has the following properties: (1) Additivity: the entropy of the system is equal to the sum of all the states.
(2) Nonnegative: the probability of a state must be 0 p k 1(k = 1, 2, . . . , m), then H (X ) 0.
(3) Extreme property: the entropy reaches its maximum value when the state probability of the system is equal to each other, i.e., p k = 1/m(k = 1, 2, . . . , m):
According to the theory of information entropy, the larger the value of H (X ) is, the uneven the value of p k will be. On the contrary, a small value of H (X ) represents the stability of the distribution of p k . The information entropy H (X ) is then applied to the calculation of the influencing weight of a risk factor in the following process.
B. ENTROPY WEIGHT METHOD
In view of the intrinsic characteristics of information entropy, the entropy weight method can value the importance of the indicators by reflecting the unevenness of the dataset, which has a good application in evaluating the influence extent of indicators and carrying out forecasting and decision-making VOLUME 7, 2019 works [49] , [50] . For each severity index, there is a set of independent variables q j (1 j n, and n is the total number of independent variables) based on the structure learning results of the Severity Causation Network. The severity levels of an objective severity index is defined as i (1 i m, and m is the total number of severity levels). p ij denotes the probability of q j = 1 when the level of a severity index is i. The information entropy of risk factor q j at different severity level, i.e., H (q j ), can be calculated in order to represent the uniformity of the variable. According to the theory of information entropy, the larger the value of H (q j ) is, the lower the reliability of the predicted severity level with q j is. On the contrary, a small value of H (q j ) represents a high reliability of the predicted value of severity level. In this way, the significance of a risk factor in predicting the crash severity level can be described by H (q j ), and the impacts of different risk factors can be compared. It is proved that a more necessary factor corresponds to a higher significance in the severity level prediction [51] - [53] . According to H (q j ), the reliability of the prediction results of crash severity level can also be determined.
The reliability calculation procedure for severity level and the weight of selecting independent variable q j for the crash severity prediction are as follows:
Step 1: Calculate the probability of q j = 1 when the level of a severity index is i as:
Step 2: In order to eliminate the impact of different dimensions on the reliability of independent variable, we standardize the matrix A and obtain matrix B = (b ij ) m * n , where
, while q j is cost variable
, while q j is benefit variable (5)
Step 3: Perform a column normalization operation on matrix B to obtain matrix S = (s ij ) m * n , where
Step 4: The information entropy of independent variable q j is calculated as:
According to the extreme property of entropy, the closer the state probability, i.e., s ij (i = 1, 2, . . . , m), gets to be for each other, the larger the value of E j is. As a result, the uncertainty of q j increases accordingly. When s ij = 1/m, E j reaches the maximum value, i.e., lnm. Based on this, 1/lnm is introduced to (7) to describe the number of severity levels of different severity index on the information entropy [54] , [55] . The entropy of the importance of the variables in crash severity prediction is calculated as:
As the property of entropy shows, lower I j means greater the relative importance of the variable q j in severity prediction.
Step 5: The weight α j of independent variable q j is calculated as:
where α j is the weight of q j .
Step 6: Calculate the reliability of the prediction results of severity level:
Since the risk factors of the 3 severity indexes obtained by Bayesian structure learning are different from each other, we establish matrix A and implement above calculation process for each severity index respectively. Thereby the weight of risk factors and the reliability of the prediction results can be determined for each severity index.
C. CALCULATING THE WEIGHT OF RISK FACTORS AND SELECTING THE KEY VARIABLES
A decision matrix for each severity index is established and the weights of the risk factors are calculated. An integrated reliability for each severity index is then determined.
1) THE NUMBER OF INJURIES
Both the direct and indirect variables obtained in the sub-network of the number of injuries are taken as the decision variables. The weight of each variable is calculated with (4)- (11) . The results are shown in Table 8 .
The results indicate that the weight of large or mediumsized vehicles is the highest among all the variables, which is 0.5028. The variable of road humidity and intersection has a significant effect on the number of injuries, with the weight of 0.2270 and 0.2141, respectively. The effect of vehicles' technical situation, road geometric, road surface material, and regular road section is found to be extremely small on the number of injuries.
The effects of the direct and indirect variables are examined separately in calculating the reliability of the predicting results of Ni. The results (shown in Table 9 ) indicate that the reliabilities of the predicting results reduce greatly when considering only the indirect variables, while the reliabilities obtained with the direct variables are almost the same as that with all the variables. However, there are only two direct variables in severity prediction of the number of injuries, with the factor of vehicle's technical situation being difficult to be obtained. Therefore, it is also unfeasible considering the direct variables in the prediction of Ni.
Based on the above analysis, the key variables are selected by deleting the recessive variables and the variables with small value of weight from all the variables. It is concluded that the key variables in predicting the severity of Ni include large or medium-sized vehicles, weather, road humidity, motor vehicle lane and intersection. Then the reliabilities of the predicting results of Ni under the influence of the key variables are calculated and shown in Table 9 . The results indicate that, the differences between the reliabilities obtained with the key variables and with all the variables are not significant. Compared to the result obtained with only the direct variables or the indirect variables, the prediction reliability of key variables is nearest to that with all variables. Therefore, the key variables are taken as the major factors in predicting the number of injuries.
2) THE NUMBER OF FATALITIES
Both the direct and indirect variables obtained in the subnetwork of the number of fatalities are taken as the decision variables. The weight of each variable is calculated with (4)-(11) which are shown in Table 10 .
As is shown in Table 10 , the weight of the number of injuries is the highest among all the variables, which is 0.8611. The variable of large or medium-sized vehicles and intersection has a significant effect on the number of fatalities, with the weight of 0.0964 and 0.0408, respectively. The effects of other variables are found to be extremely small. Then, the number of injuries, large or medium-sized vehicles and intersection are selected to be the key variables. The reliabilities of the predicting results of Nf under the impacts of all the variables, the direct variables, the indirect variables and the key variables are calculated. The results (shown in Table 11 ) indicate that, the reliabilities obtained from the key variables are much similar to that from all the variables comparing to the values gotten from the direct variables and indirect variables. Therefore, the key variables are taken as the major factors in predicting the number of fatalities. the results shown in Table 12 indicate that the weight of intersection is the highest among all the variables, which is 0.9906. The variable of vehicle's technical saturation and regular road section has insignificant effect on the property damage, with the weight of 0.0079 and 0.0011, respectively. The effects of other variables are found to be extremely small. Then, intersection, vehicle's technical saturation and regular road section are selected to be the key variables.
The reliabilities of the predicting results of property damage under the impacts of all the variables, the direct variables, the indirect variables and the key variables are calculated.
The results (shown in Table 13 ) indicate that, the reliabilities obtained from the key variables are much similar to those from all the variables comparing to the values calculated from the direct variables and indirect variables. Therefore, the key variables are taken as the major factors in predicting the amount of property damage.
VI. PREDICTING THE SEVERITY LEVEL OF TRAFFIC CRASHES A. PREDICTION RESULTS OF SEVERITY LEVEL
Based on the key variables obtained from section 5, the severity level of a crash can be predicted by using Bayesian estimation [8] . The prior distributions of all the variables are assumed to be Dirichlet distribution, which is a kind of conjugate distribution allowing closed-form for posterior distribution of parameters and closed-form solution for prediction [15] . 50% of the total records in the dataset are used to predict the probability of crash severity under the influence of the key factors, and the left 50% are used to calculate the actual probability of severity level. Then the prediction precision of the model can be examined.
The results of parameter estimation and verification for the number of injuries are shown in Table 14 . The results indicate that the maximum absolute accuracy error (MAAE), the average absolute accuracy error (AAAE) and maximum relative accuracy error (MRAE) is 0.0054, 0.0048 and 0.0485 respectively, which means that the model has a high accuracy [3] .
The results of parameter estimation and verification for the number of fatalities are shown in Table 15 . The MAAE, AAAE and MRAE of prediction results are 0.0054, 0.0013 and 0.0177, respectively, which recommends that the model expresses a high accuracy.
The results of parameter estimation and verification for the amount of property damage are presented in Table 16 . The MAAE, AAAE and MRAE of prediction results are 0.0068, 0.0024 and 0.0403, respectively, which recommends that the model has a high precision.
B. VALIDATION OF THE METHOD
In order to examine the validation of the method proposed in this paper, we input the sample data (3,576 motor vehicle crashes) into Bayesian network. Similarly, 50% of the total records in the dataset are used to predict the probability of crash severity under the influence of direct factors and indirect factors totally, and the left 50% are used to calculate the actual probability of severity level. The prediction errors of severity prediction, i.e., the maximum absolute accuracy error (MAAE), the average absolute accuracy error (AAAE) and maximum relative accuracy error (MRAE) are calculated and compared with the errors obtained from the information entropy-Bayesian network method. The verification results are shown in Table 17 . It is represented that the prediction errors of both two models are acceptable. The precision of information VOLUME 7, 2019 entropy-Bayesian network is a little lower than that of the Bayesian network. The reason for this is that although non-key factors are abandoned in information entropy-Bayesian network method, they also have influences on crash severity. However, the results suggest that the selected key factors cover most of the impact coming from the risk factors on crash severity, and there is no obvious precision loss due to the elimination of the non-key factors.
In addition to prediction procession, the accessibility of data and the practical operability of the model are also necessary to be examined. As mentioned in Section 5, the variables, which are difficult to be obtained, have a large percent of missing records in the data shown in Table 7 . This leads to certain number of crashes whose severity level is unpredictable with the Bayesian network. However, based on the information entropy-Bayesian network method presented in this paper, the feasibility and efficiency of severity prediction are improved significantly by choosing and using only the key factors. For example, all the 10 independent variables are needed in the Bayesian network when predicting the severity level of the number of injuries. With records containing missing values eliminated, the final sample consists of 3,643 crashes, which accounts for only 57.88% of the total sample size. In other words, the predictability of the severity level of Ni with the Bayesian network is only about 57.88%. When using information entropy-Bayesian network method, only the 4 key factors are needed, and the severity level of 6,174 crashes (98.09% of the total sample records) are predictability. Similarly, the predictability of Nf and Pd respectively increases from 58.56% to 98.22% and from 56.91% to 97.97%. This suggests that the information entropy-Bayesian network method can greatly improve the feasibility and efficiency of severity prediction.
VII. CONCLUSIONS
The results represent that the key factors for prediction of Ni are large or medium-sized vehicles, weather, road humidity, motor vehicle lane and intersection, those for Nf are the number of injuries, large or medium-sized vehicles and intersection, and those for Pd are intersection, vehicle's technical saturation and regular road section. The comparison between the prediction results and the actual values indicates the model has high prediction accuracy. Meanwhile, by comparing with the verification results utilizing all the direct and indirect variables, it is confirmed that the elimination of the non-key factors will not lead to obvious precision loss. In addition, by examining the predictability of severity level we found that the information entropy-Bayesian network method can greatly improve the feasibility of severity prediction. Namely, the predictability of Ni, Nf and Pd on the dataset increases from 57.88%, 58.56% and 56.91% to 98.09%, 98.22%, and 97.97% respectively. The findings indicate that using key factors can significantly improve the feasibility of severity prediction within acceptable procession loss.
The contribution of this paper and its significance in crash severity analysis can be summarized in the following aspects:(1) With the combination of information entropy and Bayesian network, the correlativity between risk factors and severity indexes is discussed and the weight of risk factors for crash severity prediction is determined quantitatively. The results are beneficial for managers to find effective measures in order to deal with the notable risk sources and reduce the casualties and property losses caused by crashes. (2) The key factors for severity prediction are identified by considering the weight and the accessibility of factors, and the verification result confirms that the elimination of the non-key factors will not lead to obvious precision loss. Since the variables with little impact on severity prediction are eliminated, the conciseness of the independent variable set is improved, which reduces the time required to obtain the variable values. Thus, the efficiency of crash rescue response is increased, and the accuracy of severity prediction under the circumstance of incomplete crash information is improved. (3) The recessive variables that almost cannot be obtained without investigation are avoid from the independent variables, which makes the selected independent variables can been obtained feasibly. Therefore, not only the possibility of acquiring the variable values can be increased, but also the predictability of crash dataset can be improved. For example, the information of weather and road humidity can be acquired through the meteorological department, and the road condition, e.g., intersection, motor vehicle lane and regular road section, can be obtained from the electronic map database with the location of the crash. (4) By providing the Severity Causation Network, this study also facilitates the prediction of severity level, including the number of injuries, the number of fatalities, and the amount of property damage, which can provide valuable reference information for transport managements to launch the crash response seasonably. This is helpful for reducing the probability of occurrence of secondary crashes and avoiding large-scale traffic jams.
Driver characteristics and passenger conditions are part of the causes of traffic crashes, which may have an impact on the severity level. However, due to the limitation of the information contained in the dataset, relevant analysis cannot be performed in this paper. Meanwhile, whether these factors are available during the preparation stage of crash response remains to be discussed. The acquisition to these factors may require a long-term investigation for now. Therefore, we will focus on the impact of driver and passenger factors in the following study.
In future research, we will try to improve the quality of the collected crash dataset to obtain information about drivers, passengers and traffic flow etc., and make further discussion on the effect of these factors on crash severity levels. Besides, in order to avoid the problems of K2 algorithm, such as incomplete structure learning and subjective variable ordering, other methods for structure learning should be tried in the future study.
