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Abstract
We show that with 2 letters the Quadratic Density Hales Jewett conjecture is false,
which also shows that the Polynomial Density Hales Jewett conjecture is false with 2
letters. This answers a question of Bergelson and Gowers.
1 Introduction
Consider for any n ∈ Z+, the n× n grid where each entry {(i, j) : 1 ≤ i, j ≤ n} is filled with
either 0 or 1, i.e the set {0, 1}n2 .
The following is the first case of a central open conjecture in Ramsey theory, articulated
as such by Gowers[1], and perhaps first posed by Bergelson:
Conjecture 1 (Quadratic Density Hales Jewett with 2 letters). For any 0 < δ < 1, there
exists QDHJ(δ) so that for any n ≥ QDHJ(δ), for any subset S ⊂ {0, 1}n2 with |S| ≥ δ ·2n2 ,
there exist two elements s(0), s(1) ∈ S such that the set {(i, j) : s(0)ij 6= s(1)ij } is where {s(0)ij =
0, s
(1)
ij = 1}, and where {(i, j) ∈ T × T, T ⊂ {1, 2, .., n}} where T is nonempty.
This is the quadratic base case with k = 2 letters of the general Polynomial Density Hales
Jewett conjecture stated later as Conjecture 2. To state this conjecture formally, we first
introduce some notation, which we essentially borrow from Walters.
We start with k given letters. Label these letters as 1, 2, . . . k, and for any given n ∈ Z+,
consider the set of words of length n, with each letter of the word being an element of
[k] := {1, 2, .., k}. Formally we write this set of words as K = [k]n, and generally in our
notation we also denote the set {1, 2, . . . , n} by [n]. For any s ∈ K, γ ⊂ [n] and 1 ≤ x ≤ k
we denote by b = a⊕ xγ the element of [k]n which is obtained by setting bi = x if i ∈ γ and
bi = ai otherwise. A combinatorial line is a set of the form {a + xγ 1 ≤ x ≤ k}. We call γ
the wildcard set for the combinatorial line.
In the context of the Polynomial Hales Jewett theorem, we are looking at not just a linear
coordinate space such as {1, 2, . . . , n} but at d-dimensional coordinate grids, {1, 2, . . . , n}d
for all positive integers d. In these cases, for the set of words of length nd with k letters, we
use the symbol [k]n
d
.
We now state the Polynomial Hales Jewett theorem in a form articulated by Walters [3],
and later by McCutcheon[2], and which is a generalization of the original theorem proven by
Bergelson and Leibman[4].
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Theorem 1 (Polynomial Hales Jewett:). For positive integers k, r, there exists a positive
integer N(k, r) such that for all n ≥ N(k, r) whenever K[n] := [k]n × [k]n2 × · · · × [k]nd is r
colored, there exists a ∈ K[n] and γ ⊂ [N ] such that the set of points {a⊕x1γ⊕x2(γ× γ)⊕
· · · ⊕ xdγd : 1 ≤ xi ≤ k} is monochromatic.
As noted byWalters[3], the original Polynomial Van derWaerden theorem follows straight-
forwardly from this Polynomial Hales Jewett theorem.
For these Ramsey theoretic coloring theorems, stronger density versions have been estab-
lished over the years. The density version of van der Waerden’s theorem[14], the celebrated
Szemeredi’s theorem, was first established purely combinatorially by Endre Szemeredi in 1975
[11], and was followed up by another celebrated ergodic theoretic proof of the same result by
Furstenberg[10]. Several other proofs of Szemeredi’s theorem are known now, using different
techniques [15, 16, 17, 18, 19].
We state Szemeredi’s theorem here.
Theorem 2 (Szemeredi:). For every positive integer k and every δ > 0 there exists a positive
integer N(k, δ) so that for any n ≥ N(k, δ) and every subset A ⊂ [n] of size at least δ · n
contains an arithmetic progression of length k.
It is easy to show that the original Hales Jewett theorem[12] implies the classical van
der Waerden theorem by considering the base k representations of the integers in question.
In 1991, Furstenberg and Katznelson proved the density version of Hales Jewett theorem [7]
from which Szemeredi’s theorem follows as a corollary. Later several other proofs, notably
the Polymath collaboration proof of the Density Hales Jewett theorem was also found[6, 8, 9].
We state the Density Hales Jewett theorem here:
Theorem 3 (Density Hales Jewett:). For every positive integer k and any δ > 0, there
exists a positive integer DHJ(k, δ) such that for any n ≥ DHJ(k, δ) , a subset A ⊂ [k]n with
density at least δ contains a combinatorial line of size k.
The k = 2 version of the density Hales Jewett theorem follows from Sperner’s theorem;
where we interpret a string of 0′s and 1′s of length n to be a subset of {1, 2, ..., n}, and
a combinatorial line is interpreted as two subsets A,B such that one of them, say A is
completely contained inside the other. Thus to not contain a combinatorial line, we are
looking at a maximal antichain which by Sperner’s theorem has size at most
( n
⌊n
2
⌋
)
, and by
Stirling’s approximation,
( n⌊n
2
⌋)
2n ∼ 2√n → 0 as n→∞. Thus for large enough n, we are forced
to contain a combinatorial line.
Later, Bergelson established the polynomial van der Waerden theorem and polynomial
Szemeredi theorem in the same paper[5], for polynomials with integer coefficients and without
constant terms. Such polynomials are refered to as integral polynomials. We state the
theorems below:
Theorem 4 (Polynomial van der Waerden:). Suppose that p1, p2, .., pm are m integral poly-
nomials. Then there exists a positive integer N(m) such that for all n ≥ N(m), there exists
a and 0 < d ≤ n such that the set {a} ∪ {a+ pi(d) : 1 ≤ i ≤ m} is monochromatic.
Theorem 5 (Polynomial Szemeredi:). Suppose that p1, p2, .., pm are m integral polynomials
and 0 < δ < 1 any small real number. Then there exists a positive integer N(m, δ) such that
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for all n ≥ N(m, δ), and any set A ⊂ [n] of size at least δ · n, there exists a and 0 < d ≤ n
such that the set {a} ∪ {a+ pi(d) : 1 ≤ i ≤ m} is monochromatic.
There is a natural polynomial density Hales Jewett conjecture that generalizes Theorem 5,
which we state below. If it were to be true, it would be a generalization of both the Polynomial
density Hales Jewett theorem as well as the Density Hales Jewett theorem. For k = 2, and
only considering the quadratic term, we stated the corresponding version in Conjecture 1.
Conjecture 2 (Polynomial Density Hales Jewett). For positive integers k and a small 0 <
δ < 1, there exists a positive integer N(k, δ) such that for all n ≥ N(k, δ) whenever we
consider A ⊂ K[n] = [k]n × [k]n2 × · · · × [k]nd with cardinality at least δ · kn+n2+···+nd , there
exists a ∈ K[n] and γ ⊂ [N ] such that the set of points {a ⊕ x1γ ⊕ x2(γ × γ) ⊕ · · · ⊕ xdγd :
1 ≤ xi ≤ k, 1 ≤ i ≤ d} is contained in A.
In this paper, we show that Conjecture 1 is false, which also immediately shows that
Conjecture 2 is false when k = 2.
This also indicates that when we go from the k = 2 to the k = 3 case, the more general
result Conjecture 2 is also likely not true, although the argument used here is not sufficient
to disprove this conjecture, and some additional new ideas would be needed.
Here we briefly outline how the conjectured Quadratic Density Hales Jewett theorem
would theoretically imply Sarkozy’s theorem[13] which is a special case of the Polynomial
Szemeredi theorem outlined above. In the infinitary form, this states that any dense sub-
set of the natural numbers contains two integers that differ by a non zero square number.
By a similar argument to the one outlined below, we could conclude that theoretically the
Polynomial Density Hales Jewett theorem implies the Polynomial Szemeredi theorem.
We consider the finitary statement of Sarkozy’s theorem; that given any 0 < δ < 1, there
would exist some integer N(δ) > 0 so that for all n ≥ N(δ), any subset of [n] with at least
δ · n many elements contains two numbers that differ by a non zero integer square. For the
given δ, consider the square of length mn = ⌊
√
2n2 + n⌋ and all the integers n2 + i with
i ∈ A ⊂ [n] where |A| ≥ δ · n. We can consider for each i, all possible sequences of 1’s and
0’s inside the mn ×mn square grid so that the sum of the 1’s is exactly n2 + i. It’s apparent
that for large enough n we have a dense subset of {0, 1}m2n , and by Conjecture 1 we would
have two numbers of the form n2+ i, n2+ i+ |γ|2, where γ is the size of the wildcard set, and
where i, i+ |γ|2 both belong to A, which would establish Furstenberg Sarkozy’s theorem.
In order to disprove Conjecture 1, we prove the following.
Theorem 6. For δ = 1
2k
, where k is any positive integer, for any n ≥ k 1 there exist subsets
of {0, 1}n2 of density δ, containing exactly 2n2−k elements, so that the difference set of any
two elements of this subset is not of the form γ × γ where γ ⊂ [n]. The difference set of two
elements of {0, 1}n2 is the set of coordinates in {0, 1}n2 where the two elements differ.
This disproves the weaker version of Conjecture 1 where we are only interested in the shape
of the difference set being of the form γ × γ with γ ⊂ [n] and not the stronger requirement
that we also have a combinatorial line. Once Conjecture 1 has been disproved, we can apply
the same arguments to disprove the version of Conjecture 2 with k = 2 letters, i.e. when
considering the linear as well as cubic and higher order terms. We outline this briefly after
1In fact we could easily extend this for n ≤ k but the proof given later only deals with the case where
n > k
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our proof of Theorem 6.
Lastly, we remark that in the {0, 1}n2 grid, there are 2n− 1 many possible difference sets
of the required form {T × T : T ⊂ [n]}, out of all the 2n2 − 1 possibilities {T ⊂ [n2]}. We
can also ask similar questions as Conjecture 1 where we consider a different sparse set of
configurations in place of the set {T × T : T ⊂ [n]}. The method of the proof of Theorem 6
is such that one expects to be able to answer the question for most sets of configurations,
although we don’t go into considering other sparse sets since the context for our discussion
is specifically the Polynomial Density Hales Jewett problem.
2 Symmetric Difference Algebras and the vector space Fn
2
2
As before, consider any S ⊂ {0, 1}n2 with density at least δ. We consider a fixed element
s(0) ∈ S, and enumerate all the other elements as s(1), s(2), ..., s(|S|−1). We denote by ∆a,b =
{(i, j) : s(a)ij 6= s(b)ij }, the set of entries where the elements s(a) and s(b) differ. Obviously,
we have that ∆a,b = ∆b,a. We note that ∆a,b is the symmetric difference of ∆a,0 and ∆b,0,
because the set of entries where s(a) and s(b) differ are exactly either of those entries where
s(a), s(0) are equal and simultaneously s(b), s(0) are unequal, or where s(a), s(0) are unequal
and simultaneously s(b), s(0) are equal. Henceforth we denote the symmetric difference by the
symbol △ and thus ∆a,b = ∆a,0 △ ∆b,0, and also simply write (a) for ∆a,0. We also write
M = |S| − 1.
As s(0) is fixed, and we have only two possible digits 0, 1, the element s(a) is uniquely
determined by (a),and we use s(a) and (a) interchangeably and it should be clear from the
context.
We look at the symmetric differences ∆a,b = (a) △ (b), with 1 ≤ a, b ≤ |S|−1. There are of
course 2n
2
many choices for these symmetric differences, which we enumerate as γ1, γ2, .., γ2n2 ,
and
(|S|−1
2
) ≥ (δ·2n2−12 ) choices for the pairings. For any 0 < δ < 1, when n is large enough,
we are forced to have repetitions for these symmetric differences.
We denote the empty set by ∅. We note the following basic facts about the algebra of
symmetric differences:
1. a △ a = ∅
2. a △ ∅ = ∅ △ a = a
3. a △ b = b △ a
4. a △ (b △ c) = (a △ b) △ c
5. a △ b = a △ c⇔ a △ (a △ b) = a △ (a △ c)⇔ (a △ a) △ b = (a △ a) △ c⇔ ∅ △ b = ∅ △
c⇔ b = c
6. a △ b = c △ d ⇔ (a △ b) △ (b △ c) = (c △ d) △ (b △ c) ⇔ a △ (b △ b) △ c = b △ (c △
c) △ d⇔ a △ c = b △ d
7. If both a △ b = c △ d, a △ c = b △ e, we get d = a △ b △ c = e
We note that this is equivalent to the properties of addition in the vector space Fn
2
2 over
the field F2. Henceforth, we talk about addition in F
n
2 in place of symmetric differences. For
our purposes an element (a) has 1’s at precisely the coordinates where it differs from s(0)
and 0’s where it agrees with s(0); to distinguish it from the actual 1’s and 0’s that are at
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the coordinates of each element in S we use instead the symbols 1˜ and 0˜ respectively for the
above.
As a generic possibility, we enumerate the following:
γ1 = (a
(1)
1 ) + (a
(1)
2 ) = (a
(1)
3 ) + (a
(1)
4 ) = . . .
γ2 = (a
(2)
1 ) + (a
(2)
2 ) = (a
(2)
3 ) + (a
(2)
4 ) = . . .
...
γk = (a
(k)
1 ) + (a
(k)
2 ) = (a
(k)
3 ) + (a
(k)
4 ) = . . .
where 1 ≤ k ≤ 2n2 , and γ1, ..., γk are all the distinct elements of {0, 1}n2 obtained in
the process. We denote the length of the k’th row as lk, which is the number of equalities
appearing in the k’th row.
By the properties of the symmetric difference algebras listed earlier, or in other words the
properties of addition in Fn
2
2 , in every row in the above enumeration the same element can
appear at most once, otherwise if we have some (a
(k)
m ) + (a
(k)
n ) = (a
(k)
m ) + (a
(k)
p ), we conclude
(a
(k)
n ) = (a
(k)
p ), and thus the two sides of the equality are identical to begin with. Thus each
lk ≤M/2. Also, because of property 6 listed earlier for the symmetric differences, whenever
we have a sequence of equalities γk = (a
(k)
m )+(a
(k)
n ) = (a
(k)
p )+(a
(k)
q ), we also have, for pairwise
distinct j1, j2, k, that γj1 = (a
(k)
m )+(a
(k)
p ) = (a
(k)
n )+(a
(k)
q ), γj2 = (a
(k)
m )+(a
(k)
q ) = (a
(k)
n )+(a
(k)
p ).
Consider all the pairwise equalities from above. Every triple (a
(k)
m ), (a
(k)
n ), (a
(k)
p ) appears
at most 3 times among the elements of these pairwise equalities, because of the above two
properties. Also, per equality sign, we get the appearance of four distinct triples. We thus
have
∑
k
4
(
lk
2
)
≤ 3
(
M
3
)
(1)
Also, clearly we have
∑
k
lk =
(
M
2
)
, lk ≤ M
2
,∀k. (2)
ForM many given elements, we can get exactlyM many elements upon taking symmetric
differences. 2
We illustrate this once with M = 15, showing one possibility.
2In fact this is the unique (up to permutation) way all the symmetric differences arrange when for a given
n, we take M = 2n
2
− 1, and are considering the set {0, 1}n
2
.
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a1 + a2 = a3 + a4 = a5 + a6 = a7 + a8 = a9 + a10 = a11 + a12 = a13 + a14 = a15 (3)
a1 + a3 = a2 + a4 = a5 + a7 = a6 + a8 = a9 + a11 = a10 + a12 = a13 + a15 = a14 (4)
a1 + a4 = a2 + a3 = a5 + a8 = a6 + a7 = a9 + a12 = a10 + a11 = a14 + a15 = a13 (5)
a1 + a5 = a2 + a6 = a3 + a7 = a4 + a8 = a9 + a13 = a10 + a14 = a11 + a15 = a12 (6)
a1 + a6 = a2 + a5 = a3 + a8 = a4 + a7 = a9 + a14 = a10 + a13 = a12 + a15 = a11 (7)
a1 + a7 = a2 + a8 = a3 + a5 = a4 + a6 = a9 + a15 = a11 + a13 = a12 + a14 = a10 (8)
a1 + a8 = a2 + a7 = a4 + a5 = a3 + a6 = a10 + a16 = a11 + a14 = a12 + a13 = a9 (9)
a1 + a9 = a2 + a10 = a3 + a11 = a4 + a12 = a5 + a13 = a6 + a8 = a7 + a15 = a8 (10)
a1 + a10 = a2 + a9 = a3 + a12 = a4 + a11 = a5 + a14 = a6 + a13 = a8 + a15 = a7 (11)
... (12)
There are 6 equations at the end already determined by these relations. In fact the
relations identified below are enough to determine all the relations
a1 + a2 = a3 + a4 = a5 + a6 = a7 + a8 = a9 + a10 = a11 + a12 = a13 + a14 = a15 (13)
a1 + a3 = a5 + a7 = a9 + a11 = a13 + a15 (14)
a1 + a4 = a5 + a8 = a9 + a12 = a13 (15)
a1 + a5 = a9 + a13 (16)
a1 + a8 = a9 + a14 (17)
a1 + a7 = a9 + a15 (18)
a1 + a8 = a9 (19)
It is not difficult to see that in terms of a1, a3, a7, a15, we can write all the other elements
as multiple symmetric products. We have:
a14 = a1 + a3 (20)
a10 = a1 + a7 (21)
a2 = a1 + a15 (22)
a12 = a3 + a7 (23)
a4 = a3 + a15 (24)
a8 = a7 + a15 (25)
a5 = a1 + a3 + a7 (26)
a9 = a1 + a7 + a15 (27)
a11 = a3 + a7 + a15 (28)
a13 = a1 + a3 + a15 (29)
a6 = a1 + a3 + a7 + a15 (30)
In other words, we get all possible sums with coefficients in F2, from the set {a1, a3.a7, a15}.
Conversely, the relations (20-30) generate the relations (13-19) and thus also generate (3-12).
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While we show this explicitly for the case M = 15, this generalizes for any M = 2m − 1,
with m some positive integer.
We consider any arbitrary m elements a1, a2, . . . , am among which there are no nontrivial
relations. This is always possible since Fn
2
2 is n
2 dimensional and obviously we have m ≤ n2
here.
Considering all the sums from the basis set {a1, . . . , am}, with coefficients in F2, we get
exactly M = (2m − 1) non trivial elements. We enumerate these elements as a1, a2, . . . , aM
keeping the first m terms as before. Then analogous to the relations (3− 12) above, for each
ak, 1 ≤ k ≤M , we have a unique chain of 2m−1 − 1 equalities that are uniquely determined;
for ak and any other al, l 6= k, 1 ≤ l ≤ M , the element (ak − al) ∈ Fn22 is added to al to get
ak. The important thing here is that exactly M many symmetric difference sets have been
attained through this construction.
3 Proof of Theorem 6
For a cell (x, y) in the grid, we are considering that the first coordinate increases downwards
along a column where the second coordinate is fixed, and along a row the second coordinate
increases for a fixed value of the first coordinate.
Given any δ = 1/2k, with integer k ≥ 1, we construct a specific subset of {0, 1}n2 of
cardinality δ ·2n2 = 2n2−log2(1/δ) = 2n2−k. For simplicity we choose the element s(0) to be just
the set of all 0’s, so that upon taking symmetric differences, the 0, 0˜ and 1, 1˜ symbols coincide
at each coordinate point. We can construct (n2−k) many independent subsets of Fn22 , where
independence is over the field F2 as we considered previously. Then we get 2
n2−k−1 non-zero
many elements, and thus along with s(0), 2n
2−k many elements in total. We show that we
can choose n2 − k many independent sets such that the 2n2−k − 1 symmetric differences all
miss the ‘square shapes’ of the form T × T where T ⊂ {1, 2, 3, .., n} is nonempty. Essentially
we are constructing a particular Fn
2−k
2 dimensional subspace of F
n2
2 .
3
Consider the following collection of independent sets. Call the first k cells of the diagonal
from the top as “unmarked cells”. Consider the one point sets(x, y) where x > y, as well as
sets of the form {(t, t), (t+1, t+1)} with t ≥ k, as well as the sets of the form {(x, y), (x, y+1)}
for all 1 ≤ x ≤ y ≤ n. It’s not difficult to see that this set of points is independent as no F2
linear combination of them can be made zero. Also it is clear that we have (n2 − k) many
sets.
We cannot build a set of the form T × T , where T ∈ {1, 2, 3, , .., n} upon symmetric
differences, with |T | ≥ 2, because there would be some x for which there has to be an odd
number of points on the horizontal line with first coordinate x and with the second coordinate
at least as large as x, with one of these points always on the diagonal. But this is clearly
not possible with our particular choice of the independent sets. Also, |T | = 1 is not possible
3This is one of many possible independent sets that would show that Theorem 6 is true. If one has to
show the weaker result that there are dense sets without any difference set of the form T × T with |T | odd,
mark out any k distinct cells, and call the rest as unmarked cells. Choose one specific of the marked cells,
call it x0 say. For the n
2 − k many basis sets, consider all the one point non-diagonal unmarked sets. For
each unmarked element (t, t) on the diagonal, consider the set {(t, t), x0}. It is clear that the sets so chosen
are independent, and are (n2 − k) in number. Further, if we want to compose arbitrary many of them with
symmetric differences, we cannot get a set of the form T × T with |T | odd; since there would have to be odd
number of points selected from the diagonal in the process, and obviously the x0 will always be appended
when |T | is odd which gives a contradiction. This works for any n.
7
since no one point set on the diagonal can be generated with our independent sets.
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