Extreme ranked set sampling (ERSS) is considered to estimate the three parameters and population mean of the modified Weibull distribution (MWD). The maximum likelihood estimator (MLE) is investigated and compared to the corresponding one based on simple random sampling (SRS). It is found that, the MLE based on ERSS is more efficient than MLE using SRS for estimating the three parameters of the MWD. The ERSS estimator of the population mean of the MWD is also found to be more efficient than the SRS based on the same number of measured units.
Introduction
The modified Weibull distribution (MWD) was suggested by . The probability density function (pdf) of the MWD is given by 
The moment generating function of the MWD is given by ( ) ( 
Some special cases of the MWD distribution are the exponential distribution, Raleigh distribution, linear failure rate distribution and Weibull distribution. For additional details about the MWD see: and . The maximum likelihood estimator of the three parameters and the population mean of the modified Weibull distribution is examined, and compared to their counterparts based on simple random sampling. The MLE of the parameters based on ERSS is considered for two cases: when the set size is even and odd.
RSS and ERSS
Ranked set sampling (RSS) was proposed by McIntyre (1952) to improve the estimation of the population mean. The following steps are employed to obtain an RSS of size m:
Step 1: Randomly select 2 m units from the population; these units are randomly allocated into m sets, each of size m.
Step2: The m units of each set are ranked either visually or by any inexpensive method with respect to the variable of interest.
Step3: From the first set of m units, the smallest ranked unit is measured; from the second set of m units the second smallest ranked unit is measured. The process continued until the m th smallest unit (largest) is measured from the last set.
Step 4: The procedure can be repeated n times if needed to increase the sample size to nm units.
It should be noted that the error in ranking reduces the efficiency of the method. Extreme ranked set sampling was proposed by Samawi, et al. (1996) as a useful modification of RSS. It requires identifying the extreme units only, as opposed to all ranks as in the usual RSS. The method gives an unbiased estimate of the population mean in the case of symmetric distributions and it is more efficient than SRS. The extreme ranked set sampling (ERSS) method can be described as follows:
Step 1: Select m random samples each of size m units from the target population.
Step 2: Rank the units within each sample with respect to a variable of interest by visual inspection or any other inexpensive method.
Step 3 and from the remaining set the median ranked unit is selected.
Step 4: The procedure can be repeated n times if needed to increase the sample size to nm units. 
and when m is odd
where ( ) , k i j X denotes the k th ranked from the i th set at the j th cycle. Samawi, et al. (1996) showed that the sample mean using ERSS is more efficient than that of SRS when the distribution is symmetric. Samawi and Al-Sagheer (2001) investigated the ERSS method to estimate the distribution function and Muttlak (2001) considered regression estimation using extreme and median ranked set samples methods. Samawi and Saeid (2004) 
Maximum Likelihood Estimation of the MWD: When m is Even
The maximum likelihood estimators (MLEs) of the three estimators , α β and γ when m is even are investigated based on the likelihood function L using ERSS as (8) 
, 
where ( )
,
The MLE of the parameters , , α β and γ are the solution of equations (10), (11) and (12), respectively, when set them to zero. However, the solutions are not in closed forms, in order to obtain estimates for the parameters, the three equations may be solved numerically.
Fisher information (FI) numbers describe the amount of information that a sample provides about the parameters. The FI is defined as 2 2 log( )
where θ is a parameter. The FI number from ERSS for estimating α , β and γ can be expressed as in equations, (13), (14) and (15), respectively as 
and ( 
, 2 log 1 ln
Maximum Likelihood Estimation of the MWD:
When m is Odd Based on ERSS, when m is odd, the likelihood function is 
where ( 1)/ 2 q m = − and K is a constant. The log likelihood function of (16) 
respectively, where Tables 4, 5 and 6 respectively. Tables 1-3 show that:
• The ERSS estimators dominate the estimators based on SRS.
• The information numbers from ERSS are greater than those of SRS.
• For odd and even sample sizes the Fisher information numbers are increasing when the sample size is increasing. 
Simulation results are summarized in Tables 7-9 for some values of the population parameters.
From results shows in Tables 7-9 , it may be concluded that the ERSS estimators are biased and more efficient than the SRS estimator for all cases considered in this study. However, as demonstrated by Samawi, et al. (1996) it is better to use ERSS with small sample size. Also note that the efficiency of the mean estimation depends on the values of , α β , γ , as well as the sample size.
Conclusion
Maximum likelihood estimators for the three parameters of the modified Weibull distribution were studied based on extreme ranked set sampling. These MLEs are not in closed forms, so numerical method is used. Results show that the Fisher information numbers obtained from ERSS are greater than that from SRS. Also, it was shown that ERSS is more efficient than SRS in estimating the population mean and it has a small bias. However, the ERSS estimators dominate the corresponding estimators based on SRS for estimating the population mean of the MWD. 
