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In this research, a new technique for optical pattern recognition with two-center recording 
of persistent holograms in doubly doped LiNbO3:Fe:Mn crystal is presented, by which 
the holograms are localized in separate slices along the recording medium. The localized 
recording method has the distinctive advantage of selective recording and erasure of the 
individual holograms without affecting the entire holographic recording medium. This 
capability enables dynamic content modification of the optical pattern recognition 
systems. Also, the diffraction efficiency of localized holograms is much larger than that 
of the normal volume multiplexed holograms. It is theoretically shown that the localized 
holographic correlator (LHC) outperforms the conventional volume holographic 
correlators in terms of crosstalk, shift invariance, and capacity. The LHC is 
experimentally demonstrated. Several persistent holograms are localized within separate 
slices as close as 33 µm apart along the crystal. The excessive diffraction efficiency of 
the localized holograms is employed to enhance the LHC robustness through 
multiplexing several holograms per pattern within individual slices of the recording 
medium. 
A holographic data storage system based on two-center holographic recording in a 
doubly doped LiNbO3:Fe:Mn crystal is developed with angular multiplexing capability. 
The associated imaging system has been optimized for the pixel matching of pixelated bit 
patterns generated by a spatial light modulator (SLM) through the recording medium onto 
a camera. The utilized bit patterns have the largest resolution and finest pixel size among 
the holographic memories with two-center recording. The initial multiplexed holograms 
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show promising contrast of dark and bright pixels. With the optimized imaging system of 
the developed holographic memory, the implementation of a dynamic read/write data 
storage system with localized recording is envisioned. The large diffraction efficiency of 
the localized holograms enables multilevel (M-ary) data coding to improve the storage 







1.1 Brief History and Motivation 
In 1948, Gabor demonstrated recording of the interference pattern of a diffracted 
wavefront with a coherent background [1], and named the process, holography. He 
theoretically and experimentally showed the ability of the recorded interference pattern, 
called hologram, to reconstruct the diffracted wavefront with only the coherent 
background illuminating it. He deduced that the data of a 3D object could be stored in 
one hologram by this method. After the invention of the laser in early 1960s, the two 
coherent recording beams did not have to be in-line and having desired angles between 
them was made possible. The two interfering beams were named signal and reference 
beams corresponding to the beam carrying the information of the recorded image or 3D 
object and the other plain beam with which the hologram was recorded and later read, 
respectively. 
It was van Heerden who developed the concept of information storage by volume 
holography in 1963 [2]. He studied the phase mismatch effect caused by reading the thick 
holograms with mismatch reference beams. He then discussed the capability of the thick 
holographic media for recording multiple holograms in them using both the angle and the 
wavelength multiplexing. In the angle multiplexing method as shown in Figure 1(a), after 
recording each hologram the reference beam is rotated for some angle until the complete 
reading phase mismatch occurs meaning the rotated reference no longer reads the 
previously recorded hologram(s). With the new angle of the reference beam, another 
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hologram can be recorded. The result is each recorded hologram has a specific 
corresponding reference angle, meaning if the reference beam is illuminated at that angle 
to the recording medium, it only reads the corresponding hologram with reasonably low 
crosstalk from other multiplexed holograms. In other words, the reference angle acts as 
an addressing tool for retrieving the data of each multiplexed hologram. The same 
concept is utilized for the wavelength multiplexing except that instead of the angle of the 
reference beam, the wavelength of the two recording beams is changed for each 
multiplexed hologram [Figure 1(b)]. Therefore, the corresponding wavelengths will be 
the addresses of the multiplexed holograms. 
 
 
 (a) (b) 




By the introduction of the multiplexing concept, the holographic data storage was 
sought to be a practical solution and a highly competitive alternative versus magnetic 
recording for data storage applications. The holographic data storage was elaborately 
researched and many types of system configurations and multiplexing methods were 
implemented in the laboratories. However, most of the key elements of a realistic 
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resolution, fast spatial light modulators (SLMs) and sensor arrays (CCD and CMOS 
cameras) were not invented. The SLM, acting as a dynamic mask, modulates one of the 
recording beams (signal) with a 2D page of bits. More importantly, recording materials 
with acceptable sensitivity, dynamic range, persistence, and fidelity of recording were not 
developed. These shortages kept the holographic storage systems in the scientific 
laboratories until mid 1990s [3]. At that time, higher quality SLMs and sensor arrays 
were emerging and more reliable inorganic and organic recording materials with much 
better recording performances were being developed and holographic memory received 
more serious attention both in academia and industry [4]. 
Among the holographic materials of interest, the inorganic photorefractive 
crystals (e.g., LiNbO3 crystals doped with iron) have attracted many researchers and 
system developers because of very low scattering, high recording fidelity, and the ability 
to erase and re-record holograms in them [5]. On the other hand, the organic holographic 
materials including photopolymers have been desirable for their high sensitivity, high 
dynamic range, durability of the holograms, and low cost [6,7]. Inphase Technologies, 
Inc. is a company that has developed a holographic data storage system based on 
holographic recording in photopolymers [8]. Their recording medium is of Write Once 
Read Many (WORM) format. 
1.2 Holographic Correlators 
During the recess in the development of holographic memories in the 60s and 70s, the 
new concept of optical signal processing was developed based on the findings in 
holography. Optical signal processing and pattern recognition have been appreciated 
since the complex spatial filtering work by VanderLugt in 1964 [9] and demonstration of 
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the joint transform correlator by Weaver and Goodman in 1966 [10]. These methods of 
optical correlation in fact were invented to provide a tool for two-dimensional spatial 
filtering. The correlation functionality is obtained by reading a hologram with the signal 
beam and retrieving the reference beam rather than reading it with the reference beam 
and retrieving the signal beam as in the data storage application. During the readout, if 
the signal beam matches the signal beam with which the hologram has been recorded, the 
reference beam is reconstructed and diffracted from the hologram, indicating the 
matching of the two signals. 
In both VanderLugt’s filter and Goodman’s joint correlator, only one stored 
pattern was correlated with the incoming patterns. The advantage of multiplexing several 
patterns in a volume hologram [2] made optical correlation a significant method to be 
utilized in optical pattern recognition. In this way the incoming pattern is correlated with 
all of the stored patterns each recorded as a volume hologram. As a result, holographic 
information processors have massive parallelism and high speed [3]. The applications of 
the optical correlators have been extended to 3D object recognition as well [11,12]. 
Much research has been performed in volume holographic correlation, extending 
its outstanding capabilities to a variety of applications. Some examples are the 
implementation of optical neural networks [13], real-time vehicle navigation [14], 
content-addressable data storage [15] and fingerprint recognition [16]. In all these 
applications, the optical correlation is performed using multiplexed volume holograms, 
and all of the stored holograms in the system use the entire volume of the recording 
medium. Since all the stored patterns (or holograms) overlap in the same volume of the 
recording medium, the multiplexing is performed once all of the patterns are available. 
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Adding extra patterns to or erasing select patterns from the system after the recording 
phase is complicated because all of the stored patterns in the recording medium are 
affected by the optical beams required for recording or erasing some holograms. Thus, 
the conventional techniques can not be used for dynamic pattern recording and erasure. 
The multiplexed holograms share the same volume of the recording medium. 
Therefore, recording of each hologram results in partial erasure of the previously 
recorded holograms. This erasure greatly limits the capacity of the holographic storage 
systems because each hologram has to have a minimum of diffraction efficiency to 
maintain the acceptable performance of the correlator. In the best case scenario, when the 
holograms have the same eventual diffraction efficiency, the diffraction efficiency of 
each hologram degrades inversely proportional to the square of the number of holograms 
(η ∝ 1/M2; η: diffraction efficiency, M: number of multiplexed holograms) [13]. 
Moreover, the entire volume of the recording medium is sensitive to the recording light 
beams while recording, which implies that the recording photons are absorbed as they 
penetrate the recording medium and the beams are attenuated. Thus, there exists an 
optimum effective thickness for the recording medium, beyond which the capacity of the 
system decreases, despite the expectation that the capacity should increase as the 
recording medium becomes thicker [3]. 
1.3 Photorefractive Process in LiNbO3:Fe 
The recording mechanism involved with doped LiNbO3 crystals is the photorefractive 
process [17,18], which accounts for the refractive index variations induced by a light 
pattern. When the light pattern of the interference between the reference and signal beams 
(which is a 3D fringe pattern) is formed within the volume of the crystal, the 
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photorefractive process conducts the migration of the electrons as the charge carriers, 
according to the light pattern. Build-up of the local gradients of charge concentration 
produces a 3D distribution of electric field over the crystal volume. The local electric 
fields in turn form a pattern of refractive index variation through the electro-optic effect 
dominated by the linear electro-optic effect (Pockels effect) [19,20]. This index variation 
pattern is the intended volume phase grating recorded inside the crystal. 
 In doped LiNbO3 crystals, the migration of the electrons is initiated by exciting 
them from the impurity ion valence states (defect traps) with energy levels within the 
crystal energy bandgap, to the conduction band. Figure 4 illustrates the band diagram of 
the singly doped LiNbO3:Fe crystal showing how the electrons are excited and captured. 
Iron has been the most generally used dopant for LiNbO3 primarily because of the better 
recording sensitivity of LiNbO3:Fe [21]. The excitation occurs when the incident photons 
with adequate energy are absorbed by the electrons in the filled impurity centers (Fe
+2
 
centers), hence creating an excess of electron concentration in the conduction band in the 
bright regions of the recording interference pattern. While in the conduction band, the 
electrons are mostly influenced by the photovoltaic effect and tend to move preferably in 
the direction of the optical axis of the crystal [17]. Because of the limited lifetime of the 
electrons in the conduction band [22], they are captured at the empty centers (Fe
+3
 
centers) after traveling a short distance in the conduction band. The captured electrons are 
hit by the incident photons and are excited to the conduction band over again until they 
reach the dark regions of the light interference pattern and are captured at the empty 
centers there. The space charge pattern is eventually built up as the migration of the 
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electrons reaches equilibrium due to the increase of the electric field that is against the 
movement of the electrons. 
The readout of holograms is normally carried out with one of the signal or 
reference beams, depending on the application, with the exact same wavelength to obtain 
a perfect Bragg matching. Therefore, the electrons in the iron centers creating the space 
charge pattern can absorb the photons in the reading beam as they did during the 
recording. Because the illumination of one beam is rather uniform than spatially 
oscillatory in case of the interference of two beams, the excited electrons will be 
uniformly redistributed over time. As a result, the recorded holograms being read 
frequently are completely erased. The erasure issue is the main limitation of the singly 
doped LiNbO3 for being used in the holographic data storage systems and optical  
 
 
Figure 2. Energy band diagram of singly doped LiNbO3:Fe. Electrons are excited into the 
conduction band from electron filled Fe
2+
 levels by the recording beams. Conduction 
band electrons recombine with Fe
3+
. CB and VB stand for conduction band and valence 
band, respectively (Figure courtesy of K. Buse, et al., Nature, v. 393, p. 665, 1998). 
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correlators. In the following section, gated holography methods used to resolve this 
problem are discussed. 
1.4 Gated Holography in LiNbO3 
Gated holography is an all optical technique for recording persistent holograms in 
photorefractive crystals [23]. In this method, two sets of defect traps having different 
energy levels are involved in the photorefractive process. The idea is based on forming 
the space charge pattern with the electrons in the shallower traps that can be excited by 
the recording beams and eventually storing the space chare pattern in the deeper traps. 
The photon energy of the recording beams is not sufficient to excite the electrons from 
the deeper traps, hence persistence of the imprinted space-charge pattern in the deeper 
traps against further readout. However, usually at the beginning of the recording, the 
shallower traps are empty of electrons, while the deeper traps are partially filled. A third 
beam, called the gate or sensitizing beam, populates the shallower traps with the electrons 
from the deeper traps. In other words, the gate beam sensitizes the illuminated area for 
the recording. The gate beam has higher photon energy than the recording beams, which 
suffices the excitation of the electrons in the deeper traps. The electrons are then 
transferred to the shallower traps directly or indirectly through the conduction band, 
depending on the nature of the point defects and their concentrations. One can deduce 
that recording and erasure of the stored space charge pattern in the deeper traps occurs 
effectively in the presence of the gate beam (i.e., in the sensitized regions). Two-step and 
two-center recording methods are the two gated holography techniques in photorefractive 
crystals, which are explained in the following subsections. 
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1.4.1 Two-Step Recording 
In two-step recording, the polarons and bipolarons produced by the intrinsic point defects 
of the LiNbO3 are used as the shallow and deep traps, respectively [23,24]. Figure 3 
shows the possible electron transitions in the two-step recording process. The direct and 
indirect transitions of the electrons from deep to shallow states (transitions 1 and 2 in 
Figure 3, respectively) occur by the sensitizing beam. The electrons in the polaron states 
can be thermally excited to the conduction band (transition 5) even at the room 
temperature [25], resulting in depopulation of the shallow traps in dark. The forward and 
backward direct transitions (transitions 1 and 6 in Figure 3, respectively) only take place 
in high concentrations of the point defects in the congruent crystals [23]. The backward  
 
 
Figure 3. Energy band diagram and possible electron transitions for two-step gated 
holographic recording. Transitions 1, 2, and 3 are initiated by the sensitizing beam, and 
transition 4 by the recording beams. Transition 5 is driven by thermal excitation, and all 
other transitions occur in dark. VB, CB, D, and S stand for valence band, conduction 




direct transition, also occurring in dark, depopulates the shallow traps as well. The 
undesired depopulation transitions necessitate a high intensity sensitizing beam to 
maintain the electron population in the shallow traps. 
The issue of backward direction transition is addressed by using near-
stoichiometric crystals with much smaller defect concentrations [26]. Nonetheless, the 
dark depopulation by thermal excitation still exists that makes the two-step process less 
sensitive. Also, the small concentration of the defects greatly lowers the maximum 
diffraction efficiency of the holograms. Finally, the intrinsic parameters of the crystal 
cannot be optimized in practice for the best recording performance. 
1.4.2 Two-Center Recording 
The gated holography technique used in this research is two-center recording. The 
desired shallow and deep traps in two-center recording are created by doping the 
photorefractive crystal with two different ions that produce two completely distinct 
valence states within the energy bandgap of the crystal. The first demonstration of 
efficient two-center recording was performed with a LiNbO3 crystal doped with iron and 
manganese [27]. The very first experiments resulted in superior performance over the 
two-step recording in a variety of aspects such as sensitivity, diffraction efficiency, and 
dark storage time. 
 Figure 4 shows the energy band diagram of the doubly doped LiNbO3:Fe:Mn 
crystal. In an optimally oxidized crystal, the Mn traps are about 90% full and the Fe traps 
are completely empty at the beginning of the recording [28]. The electrons are excited 
from Mn traps to the conduction band using near UV illumination with a wavelength of 
about 405 nm or shorter. This UV beam is referred to as the gate beam or the sensitizing 
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beam. A portion of the excited electrons are recombined with the empty Fe traps, hence 
providing electrons for the recording in the shallow traps. The two coherent beams at 
larger wavelengths (green 532 nm, red 633 nm or other available laser lines in or about 
this wavelength range) are used to record the holograms. The recording beams can excite 
electrons from the shallower traps only. The space charge pattern builds up in both Fe 
and Mn traps. The UV beam continuously illuminates the recording area to maintain the 
electron population in the Fe traps until the desired hologram strength is obtained. Then 
the UV beam is turned off and the hologram is illuminated by a uniform beam with the 
same photon energy as the recording beams. This erases the space charge pattern in the  
 
 
Figure 4. Energy band diagram of doubly doped LiNbO3:Fe:Mn. Both Fe and Mn 
impurity states occur in two different energy levels. Electrons are excited into the 
conduction band from electron filled Fe
+2
 levels either by recording beams or by the 
sensitizing beam, or from Mn
2+
 by the sensitizing beam only. Conduction band electrons 
can recombine with Fe
3+
 or with Mn
3+
. CB and VB stand for conduction band and 





Fe traps and the eventual imprinted space charge pattern in the Mn traps will be persistent 
against further readout, since the reading beam cannot excite electrons from the Mn traps. 
Impurity ions such as iron and manganese are advantageous over the intrinsic 
defects of the crystal (e.g., in two-step recording) in a variety of aspects for creating the 
shallow and deep traps [23]. The energy level of the iron traps is deeper than that of the 
polarons in the crystal energy bandgap, eliminating the thermal excitation of the electrons 
in the shallow traps at the room temperature. As a result, the shallow traps are not 
depopulated in dark, which increases the recording sensitivity. Moreover, the 
concentrations of the dopants can be arbitrarily selected over a wide range. This 
introduces a great opportunity to optimize the recording performance of doubly doped 
crystals. The dopant concentrations can be small yet yielding decent diffraction 
efficiency. Because of the low concentrations of the defect levels, the direct transitions 
which are present in two-step recording in congruent crystals (transitions 1 and 6 in 
Figure 3), are negligible in two-center recording. Also, the backward direct transition 
(transition 6 in Figure 3) that greatly limits the recording sensitivity in two-step recording 
is insignificant. In addition, the smaller electron mobility in the conduction band in two-
center recording improves the dark storage time [23]. 
 Much research has been carried out on doubly doped LiNbO3:Fe:Mn crystal to 
optimize the crystal parameters such as the dopant concentrations and oxidation/reduction 
state together with the recording parameters such as the recording and sensitizing 
intensities and intensity ratios [29,30]. O. Momtahan et al. optimized the recording and 
crystal parameters of LiNbO3:Fe:Mn simultaneously for the highest diffraction efficiency 
together with the highest recording sensitivity. With the optimized crystal they grew, they 
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could show significant improvements compared to the results obtained with the first 
doubly doped crystal in terms of recording sensitivity and ultimate diffraction efficiency 
[31]. The crystal used in most of the experiments of this research is cut from the same 
crystal boule grown for the optimization experiments. Other dopants also have been 
investigated for creating the shallow and deep traps and have shown promising recording 
characteristics and persistence [32,33]. 
1.5 Localized Holographic Recording 
In this research, the unique features of localized holographic (LH) recording [34] have 
been utilized to develop a new class of dynamically controlled systems for 2D pattern 
recognition. Also, the potentials of LH recording for 3D object recognition and data 
storage with full functionality (read, write, and selective erase/rewrite) have been 
investigated. Localized recording is a direct application of the gated holographic 
recording, in which the holograms are recorded in separate thin slices along the recording 
medium. Figure 5 schematically illustrates the LH recording configuration. The 
sensitizing UV beam, shaped as a thin film of light, sensitizes the slices of the crystal 
within which the holograms are recorded. In other words, the recording slices are defined 
by the gate beam. The reference beam copropagates with the UV beam through the 
defined slices and interferes with the signal beam, which is propagating throughout the 
length of the crystal. The interference pattern is recorded within the defined slice of the 
crystal, hence creating a localized hologram. 
By use of LH recording, the holograms do not overlap in the volume of the 
recording medium. The separate slices, within which the holograms are recorded, are 
individually accessible by the reference and the gate beams. Therefore, every hologram 
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within a slice can be independently recorded, erased, and re-recorded with no significant 
effect on the other holograms recorded in the other slices. This enables the dynamic 
recording and erasing of the holograms. Whereas in the conventional volume holography 
methods, all of the recorded holograms have to be recorded and erased together and there 
is no selective access to every desired hologram for erasing and re-recording. 
 
 
Figure 5. Schematic illustration of LH recording configuration. The sensitizing UV beam, 
shaped as a thin film of light, sensitizes the slices of the crystal within which the 
holograms are recorded. The reference beam copropagates with the UV beam through the 
defined slices and interferes with the signal beam, which is propagating throughout the 




Because the holograms are recorded in separate localized slices along the 
recording medium, recording each hologram does not affect the other recorded 
holograms. As a result, the partial erasure present in the volume multiplexing methods 
that degrades the diffraction efficiencies of the holograms is not of concern in localized 
recording. It is shown that the diffraction efficiency of the holograms in localized 
recording is inversely proportional to the number of the recorded holograms (η ∝ 1/M) 
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[35] rather than to the square of that number as in volume holography (η ∝ 1/M2). 
Therefore, the diffraction efficiency of each hologram can be much larger and is no 
longer a limiting factor for the capacity. The capacity (i.e., the number of stored 
holograms) is rather determined by how thin the slices can be formed and the length of 
the crystal. The excess of the diffraction efficiency per each slice can be utilized to 
further multiplex more than one hologram within each slice [36]. In the optical 
correlators, this is valuable to record different versions of each pattern or object (e.g., 
shifted or rotated versions) in the corresponding slice and therefore, enhances the 
robustness of the recognition versus shift or rotation of the examined pattern or object. 
The recording medium is sensitized only at individual thin slices along the 
medium and therefore, is not sensitive at all other locations of it. This implies that the 
recording photons are only absorbed at the sensitized slices and the recording beams are 
not attenuated as they travel along the crystal. As a result, the length of the crystal can be 
arbitrarily selected with no concern about the beams losing energy and that way the 
capacity of the system can be increased by choosing longer crystals. 
1.6 Thesis Outline 
In Chapters 2-4, the localized holographic correlator (LHC) for recognition of 2D 
patterns is demonstrated. A general analysis method is developed and introduced for 
LHC that is the basis of the theoretical study of the pattern recognition in such systems. 
The performances of the LHCs and the conventional correlators using normal volume 
holography (angular multiplexing) are compared by simulation and the results are 
presented in Chapter 2. Crosstalk, shift-invariance, and capacity of the LHC and those of 
the conventional method are examined as the performance measures of the optical 
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correlation system. It is shown that the LHC has better performance and distinctive 
advantages over the conventional method. These advantages include selective recording 
and erasure for dynamic content modification, extendable capacity, and compactness. 
Theoretical results for the performance measures are verified by experimental 
data, which are presented in Chapter 3. For this purpose a complete recording and 
measurement correlator setup is designed and implemented based on localized recording. 
Several persistent holograms are recorded in localized slices 33 µm apart from each 
other. To the best of the author’s knowledge, the 33 µm distance between the adjacent 
slices is the smallest reported to date for localized holography. The crosstalk from the 
other holograms recorded in the medium at the place of a blank slice is -20 dB. The 
dynamic recording and erasure capability of the system is shown by recording and 
erasing select holograms without affecting other holograms recorded inside the crystal. 
The objects under study at this stage are 2D random pixelated patterns made by 
individual masks. 
The robustness of the LHC for 2D patterns is enhanced in terms of shift 
invariance and rotation invariance and the results are presented in Chapter 4. All the 
optical correlators are most selective for the shift of the examined pattern in the plane of 
the reference and signal beams (i.e., in-plane shift). This is true for the LHC as well. The 
excess of the diffraction efficiency of the localized holograms, as will be shown in 
Chapter 2, enables multiplexing several holograms within the volume of each slice. To 
increase the range of the shift invariance, 20 holograms per one pattern have been 
multiplexed in the corresponding slice of that pattern, using the excess of the diffraction 
efficiency of each slice [36]. The holograms have been originated from 20 shifted 
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versions of the pattern. The shift invariance has been improved by a factor of 9. This 
process has been repeated for the rotation invariance expansion and an 8 times rotation 
invariance improvement has been achieved by multiplexing 12 holograms within one 
slice of the recording medium. A suitable recording schedule has been employed to attain 
the same strength of all of the multiplexed holograms. In the end of Chapter 4, the 
extension of the LHC to recognize 3D objects is discussed. The motivation for 3D object 
recognition by holography comes from the fact that a hologram records and reproduces 
both the amplitude and the phase of a wavefront. Thus, it is possible to distinguish 
between two objects with their features located at different depths, although their 2D 
perspectives may look alike when viewed at certain angles. Moreover, using the same 
method for the robustness enhancement of the LHC for 2D patterns, it is feasible to 
improve the robustness of the 3D LHC as well by multiplexing the holograms originated 
from different aspects of the 3D objects. The potentials of the LHC for the 3D object 
recognition and the existing limitations and trade-offs are discussed.  
In Chapter 5, a holographic data storage system with two-center recording in 
doubly doped LiNbO3:Fe:Mn crystal is presented. The angular multiplexing in 90-degree 
geometry has been used for hologram multiplexing. The recorded data pages have the 
finest pixel size (28 µm) and the largest resolution (512 × 384) among the developed 
holographic data storage systems based on two-center recording, to the best of the 
author’s knowledge. The pixel matched image of the SLM at the camera is obtained 
through a 4-f imaging system with the crystal present. A new normalization method has 
been developed with which the bit pattern images are significantly enhanced with the 
elimination of the fringes and speckles involved with coherent imaging. A simple yet 
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accurate pixel matching method has been utilized, whereby the imperfections of the 
imaging system have been alleviated. The histogram of the pixel matched bit pattern 
image shows very small overlap of the dark and bright intensity distributions. The 
estimated SNR of the imaging is 7.4, which is the largest reported for a holographic data 
storage system based on two-center recording. 10 holograms have been multiplexed using 
the developed holographic data storage system. The retrieved bit pattern images from the 
multiplexed holograms show promising contrast. The adoption of the localized recording 
technique to develop a dynamic read/write holographic data storage module has been 
investigated with the optimized imaging configuration of the developed storage system. 
The feasibility of the storage density improvement with multilevel (M-ary) data coding in 
localized holographic data storage has been discussed, which is enabled by the large 
diffraction efficiency of the localized holograms. 
In Chapter 6, a summary of the research is presented and the achievements and 
main contributions are briefly explained. Furthermore, the future directions of this 
research have been outlined as a number of tasks to improve the results of this research 
along with some suggestions for the realization of practical products based on the 




LOCALIZED HOLOGRAPHIC CORRELATORS 
 
2.1 Introduction 
In this Chapter, the localized holographic correlators (LHCs) are introduced and the 
results of the theoretical analyses and simulations are presented. An LHC uses the 
localized holographic recording technique [34], enabled by gated holographic recording 
in photorefractive crystals [23]. Using this method, every pattern in the system can be 
recorded and erased at any arbitrary time without affecting other holograms, making 
LHCs excellent candidates for the implementation of dynamic optical correlators. By 
simulation, it is shown that the performance of the LHC measured by crosstalk, shift 
invariance, and capacity is better than that of the conventional angle-multiplexed optical 
correlators. Moreover, the capacity of the LHC is extendable by using longer recording 
medium, and the complete correlation system is more compact than a conventional 
volume holographic correlator. 
2.2 Basic Idea of LHCs 
The basic idea for an LHC [36] is shown in Figure 1. Figure 1(a) shows the general 
recording setup for localized holographic recording in 90-degree geometry [37]. Each 
hologram is recorded by the simultaneous overlap of a sensitizing (or gating) beam and 
two coherent recording beams (i.e., reference beam and signal beam) in a thin slice of the 
recording medium. It should be noted that different holograms are recorded in different 
slices and will not overlap with each other. In the recognition phase, the signal beam 
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corresponding to the unknown pattern is correlated with all the stored patterns, as 
depicted in Figure 1(b). The unknown pattern will read all the holograms, resulting in 
diffraction of their corresponding reference beams, if Bragg matching occurs (i.e., if any 
of the holograms are read with an optical beam with the same spatial profile used for their 
recording). The diffracted signals are detected by a detector array adjacent to the 
recording medium as shown in Figure 1(b). If the reading pattern is similar to one of the 
recorded patterns, a strong diffracted signal is obtained at the detector corresponding to 
that pattern. Otherwise, all detected signals are weak confirming negligible correlation 
between the reading pattern and all recorded patterns. 
As mentioned in Section  1.4 in Chapter 1, the implementation of localized 





Figure 6. Localized holographic correlation steps: (a) recording (b) correlating. During 
recording, each pattern is recorded as a volume hologram in a thin slice of the recording 
medium that is sensitized by the sensitizing beam. Reading of a hologram by its 
corresponding reading beam (or pattern) results in a strong diffracted beam from a thin 




two-step recording [24] and two-center recording [27]. The latter method, however, has 
major advantages in a variety of aspects such as sensitivity, dynamic range, and dark 
storage time [23,29]. By using gated holography, the recording and erasure of the 
holograms is only possible in the presence of a third sensitizing beam, which acts as a 
gate. The regions of the recording medium illuminated by the sensitizing (or gating) 
beam get sensitized so that the two recording beams can record a hologram in those 
regions. Therefore, by shaping the sensitizing beam to form a thin slice within the 
recording medium [as shown in Figure 6(a)], the hologram is localized within the volume 
of that slice. 
Since the recording beams affect only the sensitized slice, recording at one slice 
does not erase the holograms previously stored at other slices. As a result, individual 
patterns can be dynamically inserted into and/or removed from the optical pattern 
recognition system without affecting the already recorded patterns. Moreover, reading the 
holograms with the signal beams, in the absence of the sensitizing beam, does not erase 
the recorded holograms as it does in the conventional (not-gated) holography. This gives 
persistence to the recorded patterns (unless they are erased deliberately by light at 
sensitizing wavelength) and prevents the reading beam from getting absorbed by the 
crystal. As a result, the absorption of the reading beam by the holographic medium is 
negligible and the recording medium can be made long enough to include all the desired 
patterns. 
2.3 Theoretical Analysis of LHCs 
In Figure 7, the correlation system is illustrated with more details that are used in the 
analysis. The recording and reading patterns are applied to an SLM, which is put in the 
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front focal plane of a lens with focal length F. The SLM is illuminated by a 
monochromatic plane wave light source at recording wavelength λ. The electromagnetic 
(EM) field pattern at (u,v,z) within the recording slice, represented by F1(u,v,z), caused by 
the recording pattern f1(ξ1,η1) at the SLM can be calculated using Fresnel diffraction 
approximation (refer to Appendix A) as 




























jηξzvu . (1) 
Here, F1(u,v,z) can represent electric or magnetic field depending on the polarization of 
the signal beam. All parameters in Equation (1) are defined in the captions of Figure 7. 
The reference beam within the sensitized slice of the recording medium can be 
approximately represented as a plane wave, i.e., exp(jkuu) where ku = 2nπ/λ with n being 
the refractive index of the recording material. Therefore the permittivity modulation due 
 
Figure 7.  Schematic diagram of an LHC. The recorded slice has dimensions LX, LY, and 
LZ in x, y, z directions, respectively. The coordinates of the points in the SLM plane, back 
focal plane of the lens, and the slice volume are represented by (ξ,η), (x,y), and (u,v,z), 
respectively. The recorded slice is located at distance ZC from the back focal plane of the 






to the interference of the signal beam and the reference beam can be represented as 
 ( ) 21 ),,(Fexp zvuujkε u +∝∆ . (2) 
It is notable that the proportionality constant in Equation (2) depends on the electro-optic 
properties and the dynamics of the photorefractive effect of the two-center recording 
material [29] and is not included here for simplicity. Expanding Equation (2), the only 
component that can produce a Bragg matched diffracted beam during reading by the 
same pattern at the SLM [i.e., f1(ξ,η)] is 
 ( )ujkzvuε uexp),,(F11 ∗∝∆ . (3) 
 The hologram is then read by another pattern, f2(ξ2,η2) at the SLM plane. The 
reading field pattern at the recorded slice is calculated similar to the recording field 
pattern [i.e., Equation (1)] to be 
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 The diffracted field in wave-vector space [represented by Ad(kd)] is calculated by 
using Eqs. (2), (3), (4) and Born approximation [5] 
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k , (5) 
where zyx zvu aaar ++=  (with ax, ay, and az being unit vectors in x, y (or u, v), and z 
directions, respectively) and kd represents the diffracted wavevector with magnitude 
λnπkkk zdzydyxdx 2d =++= aaak . It should be noted that the integral in Equation (5) 
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is performed over the volume of the recording slice. Assuming Ad(kd) to be significant 
only for kdy , kdz << 2nπ/λ (i.e., paraxial approximation for a plane wave in ax direction), 
kdy and kdz are neglected in the denominator of Equation (5) to obtain 
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2.3.1 Symmetric Configuration vs. Shifted Configuration 
Figure 8 is a schematic illustration of the position of the Fourier transform of the 2D 
pattern, created by the Fourier transform lens, at the entrance facet of the recoding 
medium. In Figure 8(a), it observed that if the spatial frequency bandwidth of the 2D 
pattern is larger than LX /2, then by positioning the entrance facet of the recording 
medium symmetrically versus the Fourier transform pattern (symmetric configuration) 
the larger horizontal spatial frequency components of the 2D pattern will be cut off. 
As shown in Figure 8(b), the shifting of the recording medium to the left side of 
the Fourier transform pattern (shifted configuration) enables the best use of the recording 
medium dimensions and increases the maximum possible spatial frequency bandwidth of 
the recorded 2D patterns. Using the shifted configuration as shown in Figure 8(b), only 
half of the Fourier transform pattern at the left side of the y-axis enters the crystal. 
Because the 2D pattern is illuminated by a plane wave, the 2D signal right behind the 2D 
pattern is real (i.e., there is no accompanying phase variation over the 2D signal), which 
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results in a symmetric Fourier transform pattern at the focus of the Fourier transform 
lens. Therefore, by recording half of the Fourier transform pattern all the information of 
the 2D pattern is preserved. Whether the symmetric configuration or the shifted 
configuration is used determines the integration limits over the u dimension in Equation 
(6). For the shifted configuration, the integration range over the u dimension falls on the 




 (a) (b) 
Figure 8. Position of the recording medium entrance facet versus the symmetric Fourier 
transform of the 2D pattern. (a) The entrance facet is symmetric versus the Fourier 
transform pattern (symmetric configuration). The larger horizontal spatial frequency 
components of the 2D pattern are cut off because of the limited LX. (b) The recording 
medium is shifted to the left side of the Fourier transform pattern (shifted configuration). 
Thereby, only the left half of the Fourier transform pattern enters the recording medium 
and the larger horizontal spatial frequency components of the 2D pattern are preserved. 
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Fourier transform 
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The integration over the volume of the slice yields 
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with sinc(x) = sin(πx)/ πx. In the following steps, it is assumed that the dimension of the 
slice in y (or v) direction (i.e., LY) is large enough to approximate the second sinc function 
in Equation (7) as an impulse (or delta) function. Integration over η2 then yields 
































































α , (9) 
















−=∆ , (11) 
 
 27 
and SLM-ξ means the ξ-direction (or x-direction) in the SLM plane. For the symmetric 
configuration, the integration range over the u dimension in Equation (6) is symmetric 
about the origin. Therefore, in Equation (8) the first exp(.) multiplier does not appear for 
the symmetric configuration. In the rest of this chapter, the shifted configuration is used. 
 The detector array is located right below the bottom face of the crystal. The EM 
field in position space at the detector plane (i.e., u = 0 plane) is then calculated as 





+= k . (12) 
 In these derivations, the x-dimension (or u-dimension) of the recording slice (i.e., 
LX) is not assumed to be infinite, because the variation of the height of the recording slice 
significantly changes the crosstalk and shift-invariance as will be explained in Section 
 2.4. In fact, it is expected so, because that is the propagation direction of the diffracted 
beam and if any phase mismatch occurs, it adds up throughout the propagation path of the 
diffracted beam inside the recording medium. 
2.4 Performance Simulations of LHC 
To compare the performance of conventional optical correlators with that of the localized 
holographic correlator (LHC), Three performance measures: shift selectivity, crosstalk, 
and capacity are considered. These performance measures are calculated using the 
theoretical derivations of Section  2.3. 
 In all of the simulations, the recording material is assumed to be a doubly doped 
LiNbO3 crystal with average ordinary refractive index of 2.3. The crystal height (LX) is 
assumed 1.6 mm, which is the height of the actual crystal. The recording and reading 
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wavelength is 532 nm. The thickness of each recording slice is 16 µm. The width of each 
detector cell in the detector array is also 16 µm. The images are random pixelated 
patterns with 28 µm pixel pitch. It is assumed that the average of the field values is 
removed by DC blocking at the Fourier plane of a 4-f imaging system with a 
magnification of 1.5 (not shown in Figure 7). Therefore, the pixel pitch of the image 
pattern is 42 µm. The focal length of the lens after the imaging system (the Fourier 
transform lens) is 12.5 cm. The reason that this focal length has been chosen is that it has 
been intended to let half of the Fourier transform of the image (half of the main lobe of 
the sinc function corresponding to the square pixels of the recorded patterns) enter the 
crystal to preserve the spatial bandwidth of the correlated patterns. The location of the 
recording slice, ZC, is arbitrarily chosen, because according the simulations, it has no 
effect on the performance measures of the LHC. 
2.4.1 Crosstalk 
Crosstalk is defined as the detected noise power in the place of a non-existing (or empty) 
pattern (or hologram) produced by other stored patterns (or holograms). It is usually 
quantified by crosstalk noise to signal ratio (NSR), which is the ratio of the crosstalk 
noise power to the signal power diffracted from the hologram corresponding to a desired 
pattern. As it is usual in crosstalk calculations for optical correlators, the worst case 
scenario is considered for both conventional correlators and LHCs. In this scenario, it is 
assumed that all the recorded holograms are recorded with one pattern for all. During 




In conventional holographic correlators that use angular multiplexing method, the 
correlation pattern of the incoming signal beam with the stored patterns is formed at the 
output plane (i.e., the focal plane of a Fourier transforming lens) [38]. The central peaks 
of the correlation patterns fall at points corresponding to the reference beam angles with 
which the stored patterns are recorded. The sidelobes of the correlation patterns, 
however, may occur at the locations of the peaks of the other correlation patterns and 
cause crosstalk. In volume holograms, the mentioned sidelobes get suppressed as the 
thickness of the recording medium increases, which in turn decreases the crosstalk [38]. 
This suppression occurs because of the angular selectivity of volume holograms [5]. The 
amount of crosstalk also depends on the examined pattern and the geometry of the 
correlation system, such as the focal lengths of the lenses, and the angles of the signal and 
the reference beams. 
The reported theoretical values for crosstalk in angle multiplexed correlators in 
Reference [38] indicate that for a crosstalk NSR of -30 dB in a 5 mm thick medium the 
number of stored holograms can be as much as 12000, if the material has enough 
dynamic range. This is obtained when the angle between the reference and the signal 
beams is 90° inside the crystal (i.e., 90-degree geometry). One can imply that for a 1 cm 
thick medium this number can be 24000 since the width of the angular selectivity 
function, which is a sinc function [5], is inversely proportional to medium thickness. The 
acceptable crosstalk level sets a limit for the maximum number of stored patterns in an 




For the LHC, the recording of holograms corresponding to identical patterns at 
(ξ,η) plane in successive slices of the recording medium is simulated and the crosstalk 
NSR, produced by reading those holograms with the same pattern placed at (ξ,η) plane is 
calculated. Crosstalk in LHCs can be reduced by adding spacing (i.e. a buffer region) 
between the adjacent slices. Figure 9 shows the variation of the crosstalk NSR with this 
spacing. For a 1.6 mm high medium (i.e., LX = 1.6 mm in Figure 7), the curve shows that 
for a NSR equal to -30 dB, the spacing between adjacent slices is 17 µm. Since the 
thickness of each slice is 16 µm, 16 + 17 = 33 µm of the crystal length is devoted to each 
slice. Thus, it is possible to have 303 slices per 1 cm of crystal length. 
As shown in Figure 9, the crosstalk NSR is increased as the height of the crystal is 
increased. This in turn decreases the capacity of the system, as the acceptable spacing 
between the adjacent slices has to increase to maintain the same amount of crosstalk 
NSR. The reason for this variation of crosstalk NSR with LX is shown in Figure 10, which 
depicts the intensity profile along the z-axis. It is clear from Figure 10 that the diffracted 
beam becomes wider in the z-direction as the height of the crystal increases, which in turn 
increases the crosstalk NSR. It can be shown that in the limit, where the height of the 
crystal is infinite, the diffracted beam is a plane wave, no matter how thick the slices are, 
and it is impossible to separate the diffracted signals coming from different slices. 
A quantitative comparison of crosstalk in the two types of correlation (i.e., 
localized and conventional) depends on the actual design of the two systems. However, 
as it will be discussed in Section  2.4.3, crosstalk is not a limiting factor in designing 
conventional angle-multiplexed correlators with maximum capacity. Usually, the 





























LX = 1.6 mm 
LX = 0.8 mm 
 
Figure 9. Crosstalk NSR vs. spacing between slices in a LHC with 1.6 mm and 0.8 mm 
high doubly doped LiNbO3 crystals with 16 µm thick recording slices. λ = 532 nm, and F 



































LX = 1.6 mm 
LX = 0.8 mm 
 
Figure 10. Intensity profile of the diffracted beam from a single hologram in a LHC along 
the z-axis at the bottom facets of LX = 1.6 mm and LX = 0.8 mm high LiNbO3 crystals 




maximum capacity correlators in conventional design, is well below the required 
minimum value (for example -30 dB). On the other hand, crosstalk in LHCs depends on 
the thickness of the buffer layer, which affects the capacity as well. For practical designs, 
LHCs can be designed to have crosstalk NSR below the required minimum value by 
choosing reasonable buffer sizes (17 µm as mentioned above). 
2.4.2 Shift-Invariance 
In holographic correlators, shifting the reading pattern away from its position during 
recording reduces the diffraction efficiency because of the Bragg mismatch [5]. The shift-
invariance is quantitatively defined as the minimum amount of shift required to reduce 
the diffraction efficiency to zero. Here, the shift-invariance of angular multiplexed 
correlators and that of LHCs are compared. Only in-plane shift-invariance (in the x-
direction in Figure 7) is considered in this comparison, because for both cases the out-of-
plane shift-invariance (in the y-direction in Figure 7) is more than one order of magnitude 
larger than the in-plane shift-invariance. This is because of the closeness to the 
degeneracy direction [39]. 
The amount of shift invariance depends on the geometry of the system and 
thickness of the holograms along the diffracted beam. In angular multiplexing, this 
thickness determines the width of the sinc function explained in Section  2.4.1, which in 
turn determines the shift invariance [5]. The wider the sinc function, the larger is the 
shift-invariance. On the other hand, the wider the sinc function, the larger is the crosstalk. 
This in turn limits the capacity of the correlator. Therefore, a trade-off exists between 
shift-invariance and capacity. In fact, some methods like defocusing [40] have been 
exploited to control the shift-invariance in order to increase the capacity of the optical 
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correlators. Figure 11 shows the shift-invariance for an angular multiplexed correlator, 
which works in the focused regime. The material is assumed to be a 1 cm thick 
(measured in the z direction in Figure 7) and 1.6 mm high (measured in the x direction in 
Figure 7) LiNbO3:Fe crystal. The signal beam angle with respect to the normal axis is 
zero and the SLM pixel pitch size is 42 µm. Both transmission and 90-degree recording 
geometries are considered in Figure 11. It is observed that for the 90-degree geometry, 




























Figure 11. In-plane shift-invariance in an angle-multiplexed correlator with 1 cm thick 
LiNbO3:Fe crystal with λ = 532 nm, F = 12.5 cm, and pixel pitch size = 42 µm. The two 
segments of the curve correspond to transmission (left) and 90-degree geometry (right) 
and the gap in between represents the inside angles for which no incident outside angle 




Figure 12 shows the simulated variation of the diffraction efficiency with image 
shift in a LHC. The curve is a little shifted to the right. This is on account of the 
unsymmetrical configuration of the recording setup because of the reference arm lying on 
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one side of the signal arm as illustrated in Figure 7, and also because of the slices being 
thin in the z-direction. The shift-invariance for a LHC with LX = 1.6 mm and LZ = 16 µm 
slice thickness is about 1 pixel (42 µm) and as simulated, it is constant for different 
locations of slices within the crystal. This is the same as the shift-invariance in 
conventional correlators, where the holograms are angle multiplexed in 90-degree 
geometry, as described in the previous paragraph, maintaining the same medium 




































LX = 1.6 mm 
LX = 0.8 mm 
 
Figure 12. Normalized diffraction efficiency vs. in-plane image shift in LHCs with LX = 
1.6 mm and LX = 0.8 mm high doubly-doped LiNbO3 crystals, slice thickness = 16 µm, λ 




As shown in Figure 12, the shift invariance becomes larger as the height of the 
crystal decreases. The reason is that the diffracted beam in Figure 6(b) propagates in the 
x-direction, resulting in a smaller phase mismatch along the x-direction for shorter 
holograms (with smaller LX) for the same in-plane shift of the reading image. However, it 
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should be noted that for smaller LX the maximum allowed spatial frequency of the 
correlated images decreases and larger pixels have to be used. In that case, the shift 
invariance will be still 1 pixel. 
2.4.3 Capacity 
As mentioned previously, the maximum number of stored patterns in an optical 
correlation system defines its capacity. Here, the effects of the diffraction efficiency η, 
and the dynamic range, M/# [41], on the capacity are studied. For the conventional angle-
multiplexed holograms recorded in the same volume, it is shown that the theoretical 
maximum M/# for a 1 cm thick singly doped LiNbO3:Fe crystal is 30 for transmission 
geometry with recording wavelength λ = 514 nm [42]. This implies that if one chooses 
the minimum acceptable diffraction efficiency to be η = 10-4, the maximum number of 






M 3000/cm. (13) 
In the 90-degree geometry, the theoretical maximum M/# for the same material 
with the dimensions LX = LZ = 1 cm, is 16 [42]. Thus, with the same diffraction efficiency 
the maximum number of holograms is 1600/cm. Comparing this number with 24000, 
calculated in Section  2.4.1, it is observed that the major limit on the capacity in 
conventional holographic correlators is M/# and not the crosstalk. If the same crystal as 
the one used for localized recording is considered (LX = 1.6 mm and LZ = 1 cm) then the 




In localized recording, a doubly doped LiNbO3:Fe:Mn crystal is used in the 90-
degree geometry. It is shown that in this case, the maximum M/# for sensitization at 404 
nm and recording at 532 nm is 0.24 (for each slice) [30], resulting in η = 5.76 × 10-2 for 
each hologram, which is 576 times larger than the minimum acceptable diffraction 
efficiency chosen in the previous paragraph for conventional correlators. This implies 
that it is possible to multiplex (576)
1/2
 = 24 holograms in a single slice with η = 10-4 for 
each hologram. They can be exploited for different versions of a single pattern like 
shifted or rotated or scaled versions. Since all these holograms correspond to the same 
object, they are recorded using the same reference beam in one slice. Reading the 
holograms with each recorded pattern (corresponding to the same object) results in 
diffraction of the same reference beam, which will be detected at the detector next to the 
slice. This makes the LHCs much more robust to the variations of the correlated images. 
In addition, this capability can be exploited to develop practical three-dimensional object 
recognition systems, which is further discussed in Chapter 4. It is observed that by tuning 
the slice thickness one can change the number of possible multiplexed holograms per 
slice (or the diffraction efficiency if multiplexing within individual slices is not desired) 
and the number of slices. 
If the number of multiplexed holograms in a single slice is multiplied by the 
maximum number of slices per 1 cm length, calculated in Section  2.4.1, the result will be 
24 × 303 = 7272 holograms stored in a 1 cm length of doubly-doped LiNbO3 crystal (in 
contrast to 1600 holograms in conventional correlators with 90-degree recording 
geometry, as described above). The result may seem surprising while the M/# of a singly 
doped LiNbO3 crystal is usually larger than that of a doubly doped LiNbO3 crystal with 
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the same dimensions. One should notice, however, that in localized recording the 
diffraction efficiency of the recorded holograms is proportional to 1/M with M being the 
number of the recorded holograms [35]. The diffraction efficiency in conventional 
volume holography follows a 1/M
2
 dependence [13], which more severely limits the 
number of recorded holograms. 
2.5 Discussion 
The performance characteristics of the conventional correlators and LHCs are 
summarized in Table 1. From Table 1, one can realize that the LHC has higher capacity 
while the crosstalk in both methods is comparable and the shift invariance is the same. 
However, it should be noted that the point of the investigated method is not that the 
LHCs improve considerably the conventional performance measures. It is rather the 
whole new possibilities for obtaining practical capabilities that could not be achieved 
with conventional correlators. A unique property of LHCs is the possibility of erasing and 
re-recording in each slice without affecting other slices. Therefore, dynamic modification 
of the pattern database is possible. 
 















(Angular - 90°) 
1 pixel < -30 dB 1600 Large NO NO 
1 pixel < -30 dB 
7272 
(in 303 groups) Compact YES YES 
LHC 
The holograms are persistent in LHCs 
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Moreover, by using long crystals (LZ = 5-10 cm in Figure 13) it is possible to 
considerably increase the capacity as shown in Figure 13. This is not possible in 
conventional holography because of the absorption of the recording and reading beams 
through the crystal. Furthermore, the detectors in the detector array contact the bottom 
Moreover, by using long crystals (LZ = 5-10 cm in Figure 13) it is possible to 
considerably increase the capacity as shown in Figure 13. This is not possible in 
conventional holography because of the absorption of the recording and reading beams 
through the crystal. Furthermore, the detectors in the detector array contact the bottom 
surface of the crystal and no lens is required to collect and focus the diffracted correlation 
beams in LHCs [Figure 1(b)]. This makes the LHC a more compact system. Finally, in 
LHCs patterns are recorded by gated holographic techniques, which make the holograms 





Figure 13. Index waveguiding in localized holographic correlator with long crystals to 




PERFORMANCE MEASUREMENTS OF 2D LHC 
 
3.1 Introduction 
In Chapter 2, the theoretical framework of a new class of holographic correlators based 
on the localized recording technique [34] was introduced, which can be implemented 
using a gated holographic recording scheme such as two-center recording in doubly 
doped LiNbO3 crystals [29]. By use of gated holography, the recording and erasure of the 
holograms are only possible in the presence of a gate beam. In this Chapter, the 
experimental results are presented showing the correlation capability, crosstalk, shift 
invariance, and the capability of dynamic content modification of the LHC [44]. Several 
persistent holograms are recorded within separate slices as close as 33 µm apart along the 
crystal. To the best of the author’s knowledge, this distance between the adjacent slices is 
the smallest reported for localized holography. Individual holograms are dynamically 
erased and re-recorded with no need to refresh all other recorded holograms. The results 
demonstrate unique performance and capabilities for these correlators. 
3.2 Experimental Setup 
Figure 14 is a schematic illustration of the LHC experimental setup. The 532 nm 
expanded laser beam from a continuous wave (CW) diode-pumped solid state laser 
illuminates a mask, which modulates the signal beam with a random pixelated pattern 
during the recording and correlation phases, respectively. In a practical system, the mask 
is substituted with an spatial light modulator (SLM) for dynamic pattern modification. 
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The DC component of the signal beam is then filtered out at the origin of the Fourier 
plane of a 4-f imaging system comprising two confocal lenses F1 and F2. All of the 
correlated patterns have the common DC component, which is originated by the 
pixelated mask being an intensity modulator; therefore, negative values of 
electromagnetic field (with 180 degree phase shift) cannot be generated. Eliminating this 
common part of the spatial spectrum of the patterns significantly improves the contrast of 
the correlation process. 
All the diffraction sidelobes due to the square shape of the mask pixels are also 
blocked at the focal plane of lens F1. The magnification ratio of the 4-f system is 1:1.5. 
The filtered pattern is then Fourier transformed by lens F3 at the entrance facet of the 
holographic crystal. The shifted configuration for the position of the crystal versus the 
Fourier transform pattern is used.
1
 The focal lengths are chosen to have half of the 
Fourier transform pattern fit to the crystal width (LX in Figure 14), and the crystal is 
positioned accordingly. As mentioned in Section  2.3.1 in Chapter 2 for the shifted 
configuration, this doubles the spatial bandwidth of the system while maintaining the 
same crystal width. 
The reference and the UV gate (wavelength 404 nm from a diode laser) beams are 
coaligned and are focused by the cylindrical lens CL1 inside the crystal at the same 
location, where they form two overlapping slices of light that define the recording slice. 
Before merging these two copropagating beams, they are filtered and shaped like 1D 
Gaussian beams by two separate sets of confocal cylindrical lenses [(CL2,CL3) for the 
reference and (CL4,CL5) for the UV] and slits. The slits remove the fringes that would 
appear around the main light slice. This significantly reduces the crosstalk between 
                                                 
1
 Refer to Section  2.3.1 in Chapter 2 for shifted configuration versus symmetric configuration. 
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adjacent slices. Also, the holograms can be selectively recorded and erased within select 
slices without affecting neighboring holograms. 
The recording medium is a 45-degree-cut congruently grown LiNbO3:Fe:Mn 
crystal doped with 0.15 wt% Fe2O3 and 0.02 wt% MnO. The crystal dopant contents are 
optimized to acquire high sensitivity and high dynamic range (M/# parameter) at the same 
time [30]. The crystal is annealed at 1070°C in oxygen atmosphere for 48 hours. All of 
the parameters of the setup have been selected according to the values mentioned in 
Chapter 2. The crystal width is LX = 1.6 mm. The random pixelated pattern on the mask is 
a checkerboard pattern of 450 × 450 dark and bright square pixels with 28 µm × 28 µm 
pixel size. Because of the 1:1.5 magnification ratio of the 4-f imaging system, the 
effective pixel size of the recorded pattern is p = 28 × 1.5 = 42 µm. In all of the  
 
 
Figure 14. LHC experimental setup. The recording medium is a 45-degree-cut 
congruently grown LiNbO3:Fe:Mn crystal doped with 0.15 wt% Fe2O3 and 0.02 wt% 
MnO. HWP: half-wave plate, PBS: polarizing beamsplitter, NPBS: non-polarizing 
beamsplitter, F1, F2, and F3: Fourier transform lens, CL: cylindrical lens, Pol: polarizer, 
M: mirror. Lens focal lengths: f1 = 20 cm, f2 = 30 cm, f3 = 12.5 cm, fCL1 = 5 cm. 
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experiments presented in this chapter, the intensities of the recording reference and signal 








Figure 15 illustrates the arrangements of the reference and gate beams. The beam 
waist diameters (2w0) of the reference and UV Gaussian beams are 18 µm, which is 
equivalent to a 16 µm wide rectangle, in terms of the area under the corresponding field 
profiles. This is conforming with the 16 µm width used in Chapter 2. The full width of 
the UV beam within the crystal defines the slice thickness. The waist of the UV beam 
occurs in the center of the entrance and exit facets of the crystal. The waist of the 
reference beam is located at the exit facet of the crystal, where the detector array is 
planned to be attached (or placed in close proximity). The location of the two overlapping 
beams (i.e., reference and UV) along the crystal is controlled by a precision translation 
stage, which shifts the focusing cylindrical lens CL1. For simplicity, in all the  
 
 


























demonstrations of the LHC, the diffracted correlation signal at the exit facet of the crystal 
is imaged onto a CCD camera by a lens, rather than being collected by a detector array. 
The holograms are recorded within the sensitized slices, which are 33 µm apart 
from each other. Comparing the 33 µm slice distances to the width of the sensitized slices 
(about 18 µm) it is notable that a buffer space is added between adjacent holograms to 
reduce crosstalk between adjacent holograms. To the best of the author’s knowledge, the 
33 µm distance between the adjacent slices is the smallest reported to date for localized 
holography. 
3.3 Crosstalk 
To investigate the crosstalk in LHCs, the experimental setup in Figure 14 is used to 
record localized holograms of random patterns in seven slices. The results of the crosstalk 
experiment are presented in Figure 16. The holograms were recorded in order from right 
to left, each for 180 seconds with no pre-sensitizing. The pictures on top of the curves are 
the images of the diffraction signals at the CCD in Figure 14. In both (a) and (b) curves, 
the intensity values are normalized to the intensity value at the largest diffraction peak 
among all holograms in each case. 
To study the crosstalk in the worst case scenario, the center slice is left blank (i.e., 
no hologram recorded) and used the same mask for all other six holograms. The 
holograms were then read by the same mask used for recording. The diffracted signals at 
all seven slices are shown in Figure 16(a). Because there is no hologram recorded within 
the gap at the center slice in Figure 16(a), the power collected at this slice is initiated 
from the tails of the diffraction profiles of the neighboring holograms and small 
scatterings, which is defined as crosstalk [36]. Figure 16(a) clearly shows the negligible 
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crosstalk in LHCs. The crosstalk noise to signal ratio (NSR), which is the ratio of the 
power at the location of the missing hologram to that at the adjacent peaks, is about -20 
dB. 
This experiment was repeated with the same mask used for six holograms, but 
instead of leaving the center slice blank, a different mask with a random pattern totally 
uncorrelated with the one used for recording the other six holograms was used for 
recording a hologram there. The holograms were then read by the same mask used for 
recording the six surrounding holograms. The diffracted signals at all the seven slices are 
shown in Figure 16(b). The collected power at the middle slice represents the cross-
correlation of the reading pattern and that used for recording of the middle hologram plus 
the crosstalk caused by diffraction from adjacent holograms at the middle slice. 
Comparing Figure 16(a) and Figure 16(b), it is observed that the amount of power at the 
location of the unmatched hologram [in the middle slice in Figure 16(b)] is about the 
same as that at the location of the blank slice [in the middle slice in Figure 16(a)]. One 
can observe that the system does the cross-correlation well with good discrimination. All 
the crosstalk is initiated from the tails of the diffraction profiles of the neighboring 
holograms and small scatterings. 
It is notable in Figure 16 that the strength of the six holograms is decreasing from 
left to right. The explanation for this effect is as follows: The holograms have been 
recorded in order from right to left. During the recording of each hologram, the signal 
beam reads previously recorded holograms, which results in partially erasing them. There 
is a partial loss of persistence while reading the two center recorded holograms with 
green light [45] that causes the observed partial erasure. This effect does not exist with 
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red light beams. However, working with green beam with higher photon energy results in 
much better performance in terms of both the sensitivity and diffraction efficiency. To 
overcome the erasure problem, instead of equal recording times for all of the holograms, 
a schedule can be calculated for the recording times based on the recording and erasure 




 (a) (b) 
 
Figure 16. Crosstalk measurement in LHCs. Diffraction signals from six localized 
holograms are shown that were recorded with the same random pattern as the one reading 
them. The pictures on top of the curves are the images of the diffraction signals at the 
CCD in Fig. 2. The holograms were recorded in order from right to left, each for 180 s 
with no presensitizing. The intensities of the recording reference and signal beams and 
that of the UV beam are 300, 300, and 40 mW/cm2, respectively. Two cases are 
demonstrated: (a) no hologram is recorded in the middle slice, and (b) a hologram with a 
totally uncorrelated random pattern is recorded in the middle slice. In both (a) and (b) 
curves, the intensity values are normalized to the intensity value at the largest diffraction 




3.4 Shift Invariance 
Another important property of any correlator is shift-invariance, which is defined as the 
minimum amount of the lateral shift of the matched reading pattern required to reduce the 
diffraction efficiency to zero [36]. To study the shift-invariance of the LHC, one 
hologram was recorded in one slice. The hologram was then read by the same mask used 
for the recording but the mask was shifted by different amounts between the readings. 
The in-plane shift was applied (i.e., in the x-direction in Figure 14). The diffraction 
efficiency was measured per each shift value. Figure 17 shows the diffraction efficiency, 
normalized to the diffraction efficiency at no shift, as a function of the in-plane shift in 
the reading pattern. The shift invariance approximately equals the effective pixel pitch: 
42 µm. To examine the validity of this result, the in-plane shift-invariance is calculated 
with the parameters of the experiment using the formulation in Section  2.3. The  
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Figure 17. Shift invariance of the LHC, simulation and experiment. The in-plane shift (in 
the x-direction in Figure 14) is applied. The horizontal axis corresponds to the shift of the 





theoretical results are also shown in Figure 17. It is observed that the simulation and 
experimental results agree well. Both the simulation and experimental curves show 
asymmetry in the response to the in-plane shift, which is because of the asymmetry of the 
grating vector (directed along the c-axis) with respect to the z-axis (Figure 14). 
3.5 Dynamic Content Modification 
A unique advantage of the LHC is the possibility of dynamic modification of the pattern 
database. Figure 18 shows how it is possible to erase one hologram among 10 
surrounding holograms without affecting them. In Figure 18(a) the diffraction intensity 
profiles from 11 localized recorded holograms are depicted. The holograms have been 
recorded from right to left. Figure 18(b) shows the intensity profiles after the middle 
hologram is erased by illuminating it with the UV and the reference beams for 20 
minutes. One can observe that the ratios of the intensities of the surrounding holograms 
are almost unchanged. Figure 18(c) shows this effect more quantitatively. The diffraction 
from the middle hologram is decayed by 14 dB after 30 minutes of erasure, while the 
diffraction from the right side hologram is decreased only by 0.3 dB. The left side 
hologram shows more erasure because it was recorded later than the other two and its fast 
erasure step was not passed completely before the erasure of the middle hologram [27]. 
To further investigate the dynamic recording and erasure capability, seven 
holograms are recorded with the same mask. The holograms were then read by the same 
mask. The diffracted signals are shown in Figure 19(a). The recording times varied from 
15 minutes for the right side hologram (first recorded), exponentially reduced from one 





Figure 18. Erasing one hologram with the surrounding holograms unaffected. (a) 
Diffraction intensity from 11 holograms recorded 33 µm apart from each other. (b) 
Erasing the middle hologram for 20 minutes. (c) Normalized diffraction intensity from 
three adjacent holograms while the middle one is being erased. The power for each 
hologram is normalized to its value at the beginning of the erasure process. 
(a) (b) 
(c) 
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Figure 19. Dynamic recording/erasure in LHC. (a) Seven holograms are recorded in order 
from right to left. (b) The hologram at the center is erased by illuminating it with the UV 
and reference beams, and (c) the hologram at the center is re-recorded for 2 minutes. The 
intensities of the recording reference and signal beams and that of the UV beam are 300, 
300, and 40 mW/cm2, respectively. 
 
 
phase. Then, the middle hologram was erased by illuminating the middle slice with the 
UV beam and the reference beam for 20 minutes without changing their intensities. 
After erasure, the holograms were read by the recording mask and the diffracted 
signal is shown in Figure 19(b). The erasure time was selected properly so that the 
diffraction efficiency of the middle hologram was significantly reduced. The erasure time 
is larger than the typical recording time because of Bragg-matched erasure. The erased 
hologram was then re-recorded for 2 minutes. Then, the holograms were read by the 
recording pattern and the diffracted signals are shown in Figure 19(c). The neighboring 
holograms remained intact. The results shown in Figure 19 prove that the recorded 
holograms within the recording medium can be selectively erased and replaced with other 
desired holograms. Therefore, it is possible to dynamically modify the patterns stored in 
the LHC with no need to refresh all of the stored patterns. 
 
 (a) (b) (c) 
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3.5.1 Broadening of Re-recorded Hologram 
It is notable in Figure 19(c) that the diffracted signal from the middle hologram after re-
recording appears wider compared to those of the six surrounding holograms. This is 
caused by the nonuniformity of the refractive index at the location of the middle slice 
after erasing by the UV and reference beams, which scatters the reference beam in the re-
recording step. This effect has been investigated by illuminating the reference beam over 
a clean area of the recording crystal and over a slice having an erased hologram. The 
hologram was erased by illuminating the slice with the UV beam and the reference beam 
for 20 minutes. Figure 20 shows the intensity profile of the reference beam at the exit 
facet of the crystal indicated in Figure 15. The full width at half maximum (FWHM) of 
the beam profile at the erased hologram is about twice as much as that of the beam at the 
clean area, which is caused by the refractive index nonuniformity. 
 
Figure 20. Broadening of the reference beam profile passing through an erased slice. The 
intensity profile of the reference beam is shown. The reference beam is illuminated over a 
clean area (solid) and over an erased hologram (dashed). 
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Figure 21 is an illustrated explanation of how the erasure by the UV and green 
beams results in the refractive index nonuniformity. This nonuniformity occurs because 
of the localized sensitizing of the slice with the UV beam having a thin Gaussian-shaped 
field profile. This gives rise to a nonzero gradient of the electron concentration in the 
conduction band [Figure 21(a)]. The excess of the electron concentration in the 
conduction band at the peak of the UV beam is migrated to the surrounding regions. The 
migration mechanisms are bulk photovoltaic effect [18], the dominant charge migration 
process in LiNbO3 crystals, and diffusion, which has a small contribution. The migrated 
electrons are then recombined mostly at the empty Fe centers and at a much smaller rate 
at the mostly filled Mn centers within the LiNbO3 bandgap [Figure 21(b)]. This charge 
migration produces a nonuniform charge distribution, thus a nonzero electric field 
pattern, which in turn results in the refractive index nonuniformity through electro-optic 
effect [29]. 
The charge migration continues until the built-up electric field due to the charge 
migration reaches its saturation value, which results in the equilibrium state of the space 
charge pattern. As a result of the photovoltaic effect being the dominant charge migration 
mechanism, the electrons move mostly to the c-axis direction. Therefore, the space-
charge pattern and the resulting refractive index pattern are asymmetric. Carefully 
looking at Figure 19(b) one can see the deviation of the diffraction from the re-recorded 
hologram in the middle of the other holograms, which is a result of the asymmetric 












Figure 21. Explanation of the nonuniformity of the refractive index within an erased 
slice. The band structure of the LiNbO3:Fe:Mn and the excitation and recombination of 
the electrons are shown. (a) The UV and reference beams with Gaussian field profiles are 
illuminated to erase a localized hologram in a slice. (b) The charge migration produces 
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3.5.2 Solution to Broadening Effect 
To have a clean area with uniform refractive index for recording another hologram in 
place of the erased one, it is required to redistribute the migrated charges so that the net 
charge over the volume of the slice and the surrounding regions is close to zero. Figure 
22 shows how this post treatment of the erased slices is performed. A beam with wider 
field profile is needed that excites the electrons from the Fe centers to the conduction 
band in the surrounding regions, which trapped the migrated electrons during the erasure. 
The safe and suitable wavelength to be used for the post treatment can be of a red light, 
say from a He-Ne laser. The absorption cross section of the Mn centers at the red 
wavelength is negligible and therefore, the red light cannot affect the neighboring 
holograms. The UV beam is not suitable for this purpose because a wider UV beam will 
affect the neighbor slices and the holograms recorded in those slice will be degraded. For 
the same reason, the green beam is also eliminated as it causes partial erasure of the 
holograms as well.   
 
Figure 22. Post treatment of the erased slices by illuminating a red beam and redistribute 
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When the electrons are excited to the conduction band, they are subject to drift by 
the locally induced electric filed, bulk photovoltaic effect, and diffusion. It should be 
noted that diffusion has a negligible contribution to the conduction band electron 
migration in LiNbO3. Furthermore, a significant advantage of using the red wavelength is 
it shows a much weaker bulk photovoltaic effect compared to the UV beam. For example, 
the bulk photovoltaic coefficient for excitation of the electrons from the Fe centers to the 
conduction band at 404 nm (UV) wavelength is 19 times as that at 633 nm (red) 
wavelength [29,30]. Therefore, the electrons once excited to the conduction band, start to 
flow back to vanish the space-charge pattern, and most of them are eventually trapped in 
the Mn centers, where they had been initially excited. Fading of the local electric filed 
induced by the space-charge pattern smooths the refractive index distribution that cleans 
the slice for recording another hologram. 
Figure 23 shows the effectiveness of the post treatment by the red beam in 
alleviating the broadening of the reference beam when passed through an erased slice. 
After erasing the hologram, the erased slice was illuminated by a red beam from a He-Ne 
laser emitting at 633 nm wavelength for 5 hours. The read beam was much bigger than 
the slice (about 1 mm compared to the size of the slice, 18 µm) and therefore, its intensity 
was practically uniform over the slice. The reason for selecting the red wavelength over 
the green wavelength is that illuminating with red beam does not results in partial loss of 
persistence as the green beam does, thus, the recorded holograms do not lose their 
strength. As shown in Figure 23, the intensity profile of the reference beam when 





Figure 23. Alleviating the refractive broadening of the reference beam by illuminating a 
red beam (post treatment). The reference beam is illuminated over a clean area (solid) 
and over an erased hologram after bleaching the slice (dashed). 
 
 
illuminated over a clean area. It can be inferred that illuminating the erased hologram 
with a uniform beam solves the widening problem. 
3.6 Discussion 
LHCs maintain good correlation performance with low crosstalk and acceptable shift-
invariance. The main advantage of the LHCs is the dynamic recording and erasure of the 
holograms by having access to individual slices of the recording medium for recording 
and erasure. There are a few potential improvements for the LHC that can make these 
systems more practical and viable for real pattern recognition applications. 
Compactness is another unique feature of the LHCs. The correlation signal, 
diffracting out of the recording medium, has a small area, which is the cross section of 
each slice. By attaching a detector array to the exit facet of the crystal the signal can be 
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collected from each slice and there is no need for a collecting lens and the spaces in front 
and behind it. This way, the system can be built in a more compact fashion. This 
capability is not present in the conventional optical correlators that work based on 
angular multiplexing. 
The DC blocking filter in Figure 14 with the corresponding 4-f imaging system 
has the advantage that the filter at the Fourier plane of the 4-f system can be arbitrarily 
designed and replaced with the simple DC blocking filter for different applications. 
However, such a filtering system is quite lengthy, which makes the system large. 
Therefore, for regular correlation applications, where the DC blocking filter suffices the 
purpose of edge enhancement, the blocking filter can be simply placed on the front facet 
of the recording medium, which is designed to be the Fourier plane. Much space can be 
saved by eliminating the 4-f system. If the filters are made on thin peaces of transparent 
material, then they can be placed right in front of the recording medium and be 
replaceable. This requires shifting of the recording medium a little from the Fourier 
plane. It is shown that this shift has no effect on the correlation performance of the LHC. 
 The absorption cross section of the Fe centers at red wavelength is small 
compared to that at the green wavelength. Because of that, the post treatment can take a 
long time compared to the recording time. Shining the red beam over a large area makes 
its intensity even smaller, which slows down the process. By merging the red beam with 
the UV and reference beams and focusing it with the same cylindrical lens (CL1 in 
Figure 14) it is possible to intensify the red light at the erased slice. Still the red beam 
profile needs to be wider than the UV and reference beam profiles. That can be obtained 
by making the red beam in front of the cylindrical lens CL1 a little diverging rather than 
 
 57 
perfectly collimated and shifting the focus of the red beam behind the focus of the UV 




PERFORMANCE ENHANCEMENT OF LHC 
 
4.1 Introduction 
As discussed in Chapter 2, the LH recording is suitable for the applications where less 
number of holograms and large diffraction efficiency is needed [36]. This provides a 
variety of opportunities along with some trade-offs to the applications sought for the LH 
recording. The higher diffraction efficiency property results in a higher signal to noise 
ratio (SNR) at the detector. However, the high diffraction efficiency provided by the LH 
recording can be much higher than the requirements for an optical correlator with 
acceptable false classification error rate. The SNR requirement is determined by the 
application and the type of the patterns under recognition. The goal of the work presented 
in this chapter is to utilize this large diffraction efficiency to significantly improve some 
of the performance measures of the LHC, while marinating acceptable diffraction 
efficiency of the holograms. 
The in-plane shift invariance and the rotation invariance of the LHC are improved 
by multiplexing several holograms from shifted and rotated versions of one 2D pattern 
within the corresponding slice of the recording medium to that pattern. Theoretical study 
of the multiplexing procedure for the in-plane shifted pattern is presented and the trade-
off between the enhanced shift invariance and the spatial frequency bandwidth of the 
correlated 2D patterns is explained. The experimental results of the shift and rotation 
invariance enhancement are demonstrated. The in-plane shift invariance of the LHC is 
improved by one order of magnitude. This improvement is carried out by multiplexing 20 
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holograms originated from 20 shifted versions of the 2D pattern under correlation in one 
slice of the recording medium. By the same method, the rotation invariance of the LHC is 
enhanced by one order of magnitude by multiplexing 12 holograms from 12 rotated 
versions of the same pattern. The trade-off between the final diffraction efficiency and 
the robustness enhancement is discussed. 
In another effort to extend the capabilities of the LHC, the 2D LHC is 
transformed to a 3D object recognition system. A localized hologram of a 3D object has 
been recorded. The rotation invariance of the 3D LHC has been measured. The 
limitations of the LHC for 3D object recognition are investigated and the existing trade-
offs are discussed. 
4.2 Enhancement Mechanism 
The large diffraction efficiency of the localized holograms in the LHC provides enough 
dynamic range to multiplex more than one hologram within the slices of the recording 
medium. By careful selection of the number of the multiplexed holograms, the diffraction 
efficiency of each multiplexed hologram remains above an acceptable level to recognize 
the examined patterns with adequate accuracy and low false classification rate. Thereby, 
multiple versions of a pattern can be recorded in the system. As a result, the range within 
which the correlated pattern can move and still be recognized is expanded, hence an 
optical correlation system more robust to the pattern deviations. It should be noted that 
the multiplexed holograms of an individual 2D pattern share the same volume of the 
recording medium and the same reference beam. However, different signal beams 
corresponding to different versions of the 2D pattern (i.e., shifted or rotated versions) are 
used for recording different holograms. 
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The volume holographic optical correlators are very selective to the linear shift of 
the examined 2D pattern in the plane of the reference and signal beams [47], referred to 
as the in-plane shift. This is true for the LHC as well, as shown theoretically and 
experimentally in Chapters 2 and 3, respectively, for the shift in the x direction in Figure 
14. In Section  4.6 in this chapter, it will be experimentally shown that the out-of-plane 
and longitudinal shift invariance quantities (in the y and z directions in Figure 14, 
respectively) are more than one order of magnitude larger than the in-plane shift 
invariance [49]. Therefore, the concentration has been only on the improvement of the in-
plane shift invariance.  
One can observe that because of the in-plane linear shift selectivity, the volume 
holographic correlators are also selective to the rotation about the axis of the signal beam 
(z-axis in Figure 14 for the LHC). The reason is this rotation involves the in-plane linear 
shift of the 2D pattern for a significant portion of the pattern area around the axis 
perpendicular to the in-plane shift direction (y-axis in Figure 14 for the LHC). Figure 24 
shows where on the 2D pattern the in-plane linear shift component is dominated when the 
examined 2D pattern is rotated about the z-axis. For a specific rotation angle, the linear 
shift is larger for the points on the 2D pattern with larger rotation radius, resulting in a 
more severe Bragg mismatch. Therefore, larger patterns are generally expected to show 
smaller rotation invariance. Hereinafter in this chapter, the term “shift” will imply the in-
plane linear shift unless otherwise specified. Also, “rotation” will imply the rotation 
about the z-axis. 
The idea is to multiplex several holograms within the volume of the 




Figure 24. Rotation of the 2D pattern about the z-axis in Figure 14. The regions of the 2D 
pattern within which the in-plane linear shift component (i.e., shift in the x direction in 
Figure 14) are indicated as brighter regions. 
 
 
For all the multiplexed holograms, the reference and UV beams remain intact, 
illuminating the same slice with the same angle, 90 degrees with respect to the signal 
beam, throughout each recording. During the correlation, the signal beam from the same 
pattern as that used during the recording reads all the multiplexed holograms. If the 
reading pattern is positioned within the shift invariance range due to any of the shifted 
versions of the recorded pattern, the correlation output signal is diffracted from the 
corresponding multiplexed holograms. The reason is those holograms have the closest 
Bragg matching condition with the reading beam. The more the multiplexed holograms, 
the larger the possibility of Bragg matching will be, hence larger shift invariance. By the 
same method, several holograms due to the rotated versions of the same pattern are 
multiplexed within once slice of the recording medium, whereby the rotation invariance 













In volume multiplexing of the holograms, the diffraction efficiencies of the 
multiplexed holograms are degraded rapidly by increasing the number of the multiplexed 
holograms at the same material volume. In Section  2.4.3 in Chapter 2, it was 
quantitatively discussed that the diffraction efficiency varies inversely proportional to the 
square of the number of holograms multiplexed within the volume of a slice of a 
photorefractive crystal [13]. Therefore, the number of multiplexed holograms cannot be 
increased arbitrarily and there is a trade-off between the shift/rotation invariance 
improvement and the final diffraction efficiency of the holograms. 
To achieve a relatively uniform shift/rotation invariance curve for the 
shift/rotation invariance improved LHC, it is required to follow and accurate recording 
time schedule for the multiplexing. The recording times are derived from the recording 
and erasure dynamics of the holograms to obtain reasonably identical strengths for the 
multiplexed holograms [46]. 
4.3 Theoretical Study 
The diffracted beams from the multiplexed holograms will propagate at the same 
direction because the holograms are all recorded with the exact same reference beam, as 
mentioned in Section  4.2. Thus, the correlation output signal at the detector is the 
superposition of the diffracted beams. Because the diffracted beams are produced by the 
same signal beam at the same time, they are coherent. As a result, the phases of the 
diffraction beams at the detector are involved in determining the resultant output signal. 
Therefore, it becomes necessary to study the behavior of the phase of the diffracted beam 
versus the linear shift of the pattern. 
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4.3.1 Phase Variation in Shifted Configuration 
For one recorded hologram in a slice of the recording medium, the variations of the 
amplitude and phase of the diffracted beam versus the shift of the pattern have been 
simulated using Equation (12) and the results are shown in Figure 25. In all the 
simulations in this chapter the focal length of the Fourier transform lens F is 10 cm, the 
wavelength λ is 532 nm, the crystal height LX is 1.6 mm, the ordinary refractive index n 
is2.3, and the selected slice of the recoding medium is at the focus of the lens (ZC = 0, 
Figure 7). The shifted configuration is used for the position of the crystal entrance facet 
versus the Fourier transform pattern (Section  2.3.1 in Chapter 2), by which, one half of 
the Fourier transform of the 2D pattern, taken by the Fourier transform lens, enters the 
crystal. Thereby, with the limited height of the crystal (LX in Figure 7) the largest spatial 
frequency bandwidth for the LHC is achieved. The half width of the main lobe of the sinc 
function at the first nulls is 34 µm, which is by definition the shift invariance of the 
correlation system. 
  As shown in Figure 25(b), the phase of the diffracted beam varies quite rapidly 
with respect to the in-plane pattern shift. The discontinuities on the phase curve occur 
because the phase values are bounded between -90º and +90º. The rapid variations come 
from the first exp(.) multiplier in Equation (8) that appears because of the shifted 
configuration. By eliminating this exp(.) multiplier using the symmetric configuration 
(Section  2.3.1 in Chapter 2), the phase variations is be greatly reduced. 
The main effect of such phase variation is that the diffracted signals 
corresponding to two or more multiplexed holograms will add up constrictively or 
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Figure 25. (a) Simulation of the amplitude variation of the diffraction field versus in-
plane pattern shift. The amplitude curve resembles the amplitude of a sinc function. The 
half width of the main lobe of the sinc function at the first nulls is 34 µm. (b) Simulation 
of the phase variation of the diffraction field versus in-plane pattern shift. The 
discontinuities on the phase curve occur because the phase values are bounded between -
90º and +90º. The simulation parameters as indicated in Figure 7 are F = 10 cm, λ = 532 
nm, LX is 1.6 mm, n = 2.3, and ZC = 0. The shifted configuration is used for the position 





where two simulated curves for two holograms are depicted for the diffraction power 
variation versus the in-plane shift of the reading pattern. The two holograms are recorded 
by the same pattern shifted by the value of the shift selectivity, 34 µm, between the two 
recordings. This means recording one pattern at the null of the shift selectivity curve of 
the other pattern. Although it might be expected that the superposition of the two curves 
makes a rather uniform curve, it has a deep valley at the center of the two peaks (shown 
by dashed-dotted curve). The reason is the diffraction fields from the two holograms have 
close to 180º phase difference when the reading pattern is shifted halfway between its 
original positions during the recording the two holograms, thus, they are destructively 
superimposed. This can be further verified from Figure 25(b), considering that the  
 
 
Figure 26. Simulation of the superposition of the diffraction from two multiplexed 
holograms in shifted configuration. The diffraction power curves from two individual 
holograms originated from two shifted versions of the same 2D pattern are sketched. The 
pattern is shifted by 34 µm between the two recordings. The diffraction power curve for 
the coherent superposition of the two diffracted beams is depicted. The conditions of the 
simulation are the same used for Figure 25. 
 































halfway pattern shifts with respect to the two holograms have opposite signs (i.e., shift to 
the left for one hologram and to the right for the other). It is implied that to obtain a 
uniform superposition for the shifted configuration, the patterns have to be shifted for less 
than the shift invariance value. 
4.3.2 Flat Enhanced Shift Invariance Profile in Shifted Configuration 
Because the shifted configuration results in larger spatial frequency bandwidth of the 
LHC, the possibility of obtaining a flat shift invariance curve for the shift invariance 
enhancement in this configuration is studied. To generate a superposition curve for the 
shift invariance that is wide, uniform, and strong at the same time, the values for the 
relative shift of the multiplexed patterns and the relative strengths of the corresponding 
holograms have been selected through a trial and error process. The simulation has been 
run for multiplexing 10 holograms and the results are shown in Figure 27. The pattern 
shift has been selected to be 22 µm. This is considerably smaller than the shift invariance 
for individual patterns (i.e., 34 µm). Nonetheless, multiplexing of the holograms results 
in a significantly wider shift invariance curve than the curve for an individual hologram. 
Also, the curve is relatively uniform in the middle and has enough strength for the 
detection. As shown with different dotted curves in Figure 27, it is necessary to modify 
the strengths of the multiplexed holograms to obtain a uniform curve. 
 In Figure 27, it is observed that the two holograms at the two ends of the shift 
range have the least strengths versus the ones in the middle. The reason is the overlapping 
curves are added destructively and reduce the superposition power. The two holograms at 


































Figure 27. Simulated diffraction power versus in-plane pattern shift from 10 holograms 
originated from 10 shifted versions of the same 2D pattern (solid). The shift invariance 
curves due to each pattern shift are depicted as the dashed curves. The pattern has been 
shifted by 22 µm between consequent re recordings. The holograms have different 
strengths. The diffraction power of the superposition of the beams is depicted as well 
(solid curve). The relative strengths (i.e., the square root of the diffraction efficiency for 
small diffraction efficiencies) of the holograms from left to right have been 0.6, 0.95, 1.1, 
1.2, 1.25, 1.25, 1.2, 1.1, 0.95, and 0.6. 
 
 
had the same strengths as the middle holograms, because their diffractions suffer much 
less from destructive overlap from surrounding holograms. 
4.4 Experimental Setup 
Figure 28 is a schematic illustration of the LHC experimental setup with the added 
capability of the in-plane linear pattern shift and rotation about the z-axis. A mask, which 
has the 2D pattern on it, is placed on a rotation stage and a shift stage. The pattern on the 
mask is a 450 × 450 array of black and white (fully opaque or transparent) square pixels 
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randomly distributed. The pixel size is 28 µm × 28 µm. The same mask is used for the 
recoding and reading. Both the rotation and shift stages are computer controlled by closed 
loop DC servo actuators. The recording medium is the same as the one used in the setup 
in Chapter 3, a 45-degree-cut congruently grown LiNbO3:Fe:Mn crystal doped with 0.15 
wt% Fe2O3 and 0.02 wt% MnO. The crystal width LX is 1.6 mm. The focal lengths of the 
lenses are mentioned in the caption of Figure 28. The entrance facet of the crystal is 
placed at the Fourier plane of lens F3. In all of the presented experiments in this section, 
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Figure 28. LHC experimental setup with the recorded pattern (mask) on a shift and 
rotation stage. The recording medium is a 45-degree-cut congruently grown 
LiNbO3:Fe:Mn crystal doped with 0.15 wt% Fe2O3 and 0.02 wt% MnO. The thickness LX 
is 1.6 mm. HWP: half-wave plate, PBS: polarizing beamsplitter, NPBS: non-polarizing 
beamsplitter, F1, F2, and F3: Fourier transform lens, CL: cylindrical lens, Pol: polarizer. 




4.5 Calculation of Recoding Time Schedule for Multiplexing 
Before the multiplexing, it is required to measure the recording and erasure time 
constants of the LHC, based on which, the recording times for each hologram in the 
multiplexing sequence is calculated. This requirement is because the multiplexed 
holograms overlap in the slice volume of the crystal, therefore, recording each hologram 
results in the erasure of the previously recorded holograms [46]. Whereas in localized 
holography for recording one hologram per slice, there is no need for a recording time 
schedule since the holograms are not affected by each other [34]. 
4.5.1 Derivation of Equation for Recording Time Calculation 
The hologram strength (the refractive index modulation) is proportional to the square root 
of the diffraction efficiency for small hologram strengths. In two-center recording in 
doubly doped LiNbO3:Fe:Mn, the hologram strength is approximated by exponential 
functions of time for the recording and erasure [46]. For the recording phase, the increase 
of the hologram strength is approximated by a monoexponential function of time: 
 ( )[ ]rtA τη /exp10 −−= , (14) 
where A0 is the saturation hologram strength and τr is the recording time constant. The 
proportionality constant of the hologram strength is omitted for simplicity. 
In the monoexponential approximation for the recording phase, it is assumed that 
the space charge pattern in both the Fe and Mn centers are built up with the same time 
constant τr. This assumption is valid when only the electrons in the Fe centers contribute 
to the recording, which is true for longer recording wavelengths (e.g., 633 nm from a He-
Ne laser) with smaller photon energy. For shorter recording wavelengths (e.g., 532 nm 
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from a diode-pumped solid state laser), the recording is partially contributed by the 
electrons in the Mn centers as well, therefore, the governing equation for the hologram 
strength can be more complicated. Taking that fact into account, the monoexponential 
approximation is used for the recording time calculations and the results are used as the 
initial speculation for the recording times in the experiments. The fine tuning of the time 
schedule is obtained by trial and error using the experimental data. 
For the erasure phase, the decrease of the hologram strength is approximated by a 
biexponential function of time [46]: 
 ( ) ( )21 /exp/exp ee tBtA ττη −+−= , (15) 
where τe1 and τe2 are the short and long erasure time constants, respectively, and A + B is 
the hologram strength before the erasure starts. If the hologram has been recorded to the 
saturation, then A + B = A0. The biexponential fashion of the erasure comes from the fact 
that in two-center recording the space charge pattern is imprinted in two sets of Fe and 
Mn centers. The erasure is performed by illuminating both the recording beams and the 
sensitizing beam. Therefore, the electron population in the Fe centers is reduced faster 
than that in the Mn centers because of the different absorption cross sections of the Fe 
and Mn centers at different wavelengths [29,30]. In fact, the absorption cross section of 
the Mn centers at the recording beam wavelength is very small compared to that at the 
sensitizing beam (e.g., it is zero at 633 nm [29]). It is inferred that the long time constant 
τe2 is solely due to the erasure of the space charge pattern in the Mn centers. 
 It should be noted that the space charge pattern in the Fe centers is eventually 
erased and transferred to the Mn centers after the readout of the multiplexed holograms 
for a time period a few times larger than τe1. Hence, for the calculation of the recording 
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time schedule it is possible to simply consider the portion of the space charge pattern in 
the Mn centers that grows during the recording and decays during the erasure [46]. 
Thereby, Equations (14) and (15) are modified, so only the fraction of the hologram 
strength due to the space charge pattern in the Mn centers is taken into account in those 
equations. Applying the modification to Equation (14) yields 
 ( )[ ]{ }rTtA τβηβ /exp10 −−−= , (16) 
where β is the ratio of the hologram strength due to the space charge pattern in the Mn 
centers to the entire hologram strength. The constant T is added as for the recording start 
point of the consecutively recorded holograms during the multiplexing. 
Modifying Equation (15) results in omitting its first term corresponding to the 
erasure of the Fe space charge pattern. The second term with the long erasure time 
constant τe2 is retained, which corresponds to the erasure of the Mn space charge pattern: 
 ( )2/exp etB τηβ −= , (17) 
where β is the same as that used in Equation (16) and has the exact same definition. The 
constant B is the hologram strength due to the Mn space charge pattern immediately after 
the recording. The monoexponential Equation (17) accurately governs the slow erasure of 
all of the multiplexed holograms regardless of their recording start times [13,46]. 
For the recording time schedule calculation, Equations (16) and (17) are 
simultaneously solved for each of the multiplexed holograms with different recording 
start points during the multiplexing [13]. The resulting transcendent Equation (18) is 




 ( )[ ] ( )21 /exp/exp1 enrn tCTt ττ −=−−− − , (18) 







1 , (19) 
 1−−= nn Ttt . (20) 
It is assumed that the first hologram, recorded for t1 >> τr reaches the saturation strength. 
The constant Cn is added to arbitrarily determine the relative final strength of the nth 
multiplexed hologram with respect to the strength of the first hologram. By manipulating 
the constant Cn it is possible to generate every profile shape for the improved shift 
invariance curve. It is notable that to obtain the desired strengths for the multiplexed 
holograms, they need to be read or erased for a period a few times larger than τe1 to have 
the space charge pattern in the Fe centers completely erased. 
4.5.2 Experimental Procedure and Results 
The experiment for recording and erasure time constant measurements has been 
conducted as follows: 
 
1- Pre-sensitizing - A hologram was recorded with the pattern shifted far from the initial 
pattern location for 5 minutes (Bragg mismatch recording). This was for bringing the 
recording initial condition to equilibrium, in terms of the electron populations in Fe 
and Mn centers. 
2- Recording – The pattern was shifted back to its initial location. The principal 




3- Erasure - The hologram was erased for 40 minutes by recording two holograms in the 
same slice by shifting the pattern back and forth from its initial location by ±30 µm 
(Bragg mismatch erasure). Every two minutes, the diffraction power of the principal 
hologram was measured with the pattern at its initial location and then the pattern was 
shifted and the mismatch hologram was recorded for two minutes. This way the same 
condition as in real multiplexing experiment was imitated. 
 
The results of the measurements are shown in Figure 29. The small fluctuations of 
the curve during the erasure are because of the Bragg mismatch erasure that requires the 
2D pattern on the shift stage to move back and forth. This way, the backlash of the shift 
stage motion results in a limited deviation when the 2D pattern is shifted back to its initial 
position for the Bragg matched monitoring of the diffraction power. 
A monoexponential curve and a biexponential curve have been fitted to the data for the 
recording and erasure phases, respectively. The time constant of the fitted curve for the 
recording phase is τr = 6.78 min. The short and long time constants of the fitted curve for 
the erasure phase are τe1 = 3.38 min and τe2 = 25.34 min, respectively. 
Plugging the time constants of the fitted curves into Equation (18), the equation is 
solved incrementally for the consequent recording times. For multiplexing 20 holograms 
with the first hologram recorded to saturation, the calculated recording times for the 2nd 
hologram to the 20th hologram ranges from 8.5 minutes to 1.1 minutes. In these 
calculations, the same strength for all the multiplexed holograms is considered (i.e., Cn = 






Figure 29. Recording and erasure of a localized hologram. The erasure has been 
performed by recording Bragg mismatch holograms in the same slice. The recorded 
pattern for the Bragg mismatch holograms has been shifted by 30 µm. The recording time 
constant of the fitted curve is τr = 6.78 min. The short and long erasure time constants are 
τe1 = 3.38 min and τe2 = 25.34 min, respectively. The diffraction power has been 
measured every two minutes. The intensities of the recording reference and signal beams 









4.6 Preliminary Experimental Results of Multiplexing 
Before the multiplexing of the holograms, the actual shift invariance of an individual 
hologram recorded in one slice of the recording medium has been measured. This initial 
measurement provides a basis for the determination of the shift of the pattern during the 
multiplexing. The measurement results are shown in Figure 30. The shift invariance from 
the peak to the first minimum of the curve is ±35 µm to the both sides of the peak. This 























Chapter 2 for the shift invariance except that the diffraction power does not reach exact 
zero in practice. 
 The out-of-plane and longitudinal shift invariance values in the y and z directions 
in Figure 28, respectively, are measured as well for an individual localized hologram 
recorded in one slice. Figure 31 illustrates the diffraction power variation versus the out-
of-plane shift of the reading 2D pattern. The out-of-plane shift invariance is about ±800 
µm at -11 dB signal attenuation, which is more than an order of magnitude larger than the 
in-plane shift invariance. In Figure 32, the longitudinal shift selectivity is shown. The 
longitudinal shift invariance is about ±5 mm at -7.5 dB signal attenuation, which is more 
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Figure 30. Shift selectivity of one localized hologram recorded in one slice. The 
horizontal axis represents the actual in-plane shift of the 2D pattern during the diffraction 
power measurement. The diffraction power values are normalized to the peak value. The 





































Figure 31. Out-of-plane (in the y-direction in Figure 28) shift selectivity of one localized 
hologram recorded in one slice. The recording and reading patterns are the same. The 
power values are normalized to the power value at the peak. The out-of-plane shift 




Figure 32. Longitudinal (in the z-direction in Figure 28) shift selectivity of one localized 
hologram recorded in one slice. The recording and reading patterns are the same. The 
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of-plane and longitudinal shift invariance values are much larger than the in-plane shift 
invariance, the focus has been on the improvement of the in-plane shift invariance. 
4.6.1 Multiplexing Using Initial Schedule Calculation 
Using the recording times calculated in Section  4.5.2, 20 holograms have been 
multiplexed in one slice of the recording medium. For the multiplexing, the 2D pattern 
has been shifted by 32 µm between each two recordings. The shifted configuration has 
been used during the recordings.
1
 During the readout, the reading pattern (same as the 
recording pattern) has been shifted and the diffraction power has been measured for each 
location of the pattern. The results are shown in Figure 33(a). The holograms have then 
been erased by recording a Bragg mismatch hologram in the same slice for 30 minutes, 
with the 2D pattern shifted far from the pattern shift range during the multiplexing. As 
mentioned in Section  4.5.1, the erasure after the multiplexing is performed to reach the 
final strengths of the holograms after the erasure of the space charge pattern in the Fe 
centers. The readout results after the erasure are shown in Figure 33(b). 
 In Figure 33(b), it is noted that the diffraction power values from the holograms 
excluding from the ones with the corresponding pattern location on the two ends of the 
shift range, are considerably below expectation. As mentioned in Section  4.3.1, in 
recording using the shifted configuration the diffraction fields from the multiplexed 
holograms can destructively add up because of the phase variation of the diffracted field 
with the reading pattern shift. This effect is expected to be significant when the pattern  
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Figure 33. Diffraction power from 20 multiplexed holograms in one slice. The shifted 
configuration has been used during the recordings.
1
 For the multiplexing, the pattern has 
been shifted by 32 µm between each two recordings. The reading pattern (same as the 
recording pattern) has been shifted and the diffraction power has been measured for each 
location of the pattern. The first peak on the left corresponds to the first recorded 
hologram. (a) Reading before erasure. (b) Reading after 30 minutes of Bragg mismatch 
erasure. 
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shift between each two recordings is comparable to the shift invariance of a single 
hologram. 
Moreover, the diffraction power at the leftmost peak corresponding to the first 
recorded hologram is larger than the diffraction power at the rightmost peak 
corresponding to the last recorded hologram. C. Moser et al. demonstrated the 
relationship between the persistence (β
2
) of the localized holograms recorded in a doubly 
doped LiNbO3:Fe:Mn crystal with their recording times [48]. The persistence is defined 
as the ratio between the diffraction efficiency of the hologram when adequately readout 
to the highest diffraction efficiency at the end of the recording. They showed that the 
persistence is increased when the hologram is recorded for a longer time using a green 
laser (λ = 532 nm) for the recording with a UV laser beam (λ = 401 nm) present. This 
complies with the expectation for a more complicated model for the recording at λ = 532 
nm versus recording at λ = 633 nm as mentioned in Section  4.5.1. Considering the simple 
monoexponential model, the larger persistence for longer recording time implies a larger 
effective recording time constant for the portion of the space charge pattern that is erased 
with longer time constant. This larger effective recording time constant, rather than the 
recording time constant extracted from the recording curve in Figure 29, should be used 
to calculate the recording times of the multiplexed holograms. 
4.6.2 Verification of Shifted Configuration Effect 
The destructive superposition effect of the diffraction fields in shifted configuration has 
been further verified in this section. In two separate multiplexing experiments, 20 
holograms have been multiplexed in one slice of the recording medium with the pattern 
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shift of 32 µm and 120 µm between each two recordings. The recording time schedules 
for the two experiments have been exactly the same. 
To reach a more uniform diffraction efficiency distribution for the multiplexed 
holograms compared to the multiplexing results presented in Section  0, Equation (18) has 
been solved with the recording time constant τr twice the value found in Section  4.5.2 (τr 
= 2 × 6.78 = 13.56 min). The long erasure time has been unchanged (τe2 = 25.34 min). 
The same strength for all the multiplexed holograms is considered (i.e., Cn = 1 for every 
n). For multiplexing 20 holograms with the first hologram recorded to saturation, the 
calculated recording times for the 2nd hologram to the 20th hologram ranges from 12.6 
minutes to 1.2 minutes. The holograms have then been erased by recording a Bragg 
mismatch hologram in the same slice for 30 minutes, with the 2D pattern shifted far from 
the pattern shift range during the multiplexing. 
The readout results after the erasure are shown in Figure 34. The 32 µm shift is 
comparable to the shift invariance of one hologram (35 µm as seen in Figure 30) while 
the 120 µm shift is much larger than the shift invariance. Comparing the charts (a) and 
(b) in Figure 34 for the 32 µm and the 120 µm pattern shifts, respectively, it is clear that 
when the pattern shift is comparable to the shift invariance, the destructive superposition 
effect is much stronger. In Figure 34(a), one can observe that the peaks in the middle of 
the pattern shift range are much weaker than those on the two ends of the pattern shift 
range. Whereas when the pattern shift is much larger than the shift invariance, the 
diffraction fields from the consecutively recorded holograms have almost no effect on 
each other. As seen in Figure 34(b), the middle peaks are comparable with the two end 
peaks and have suffered much less destructive superposition. The difference is because 
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when each hologram is read at its Bragg matched condition (i.e., the reading pattern 
being at the exact position where it was during the recording of that hologram), the total 
Bragg mismatch condition occurs for all the other multiplexed holograms. Therefore, the 
destructive contribution due to the diffraction from the other holograms is very small. 
As a short conclusion, using the shifted configuration versus the symmetric 
configuration
1
 can be beneficial in saving the shift invariance and doubling the spatial 
bandwidth when working with one localized hologram. However, for the multiplexing 
case the shift of the Fourier pattern causes a large degradation of the diffraction 
efficiency of the multiplexed holograms. Therefore, it is better to use the symmetric 
configuration for the multiplexing and bear with lower spatial bandwidth by cutting the 
outer regions of the Fourier pattern, considerably larger shift invariance is achieved. 
4.6.3 Effectiveness of Schedule Modification 
The modification of the recording rise time in the recording time calculations has resulted 
in a more uniform strength distribution for the multiplexed holograms. Comparing the 
peaks on the two ends of the shift range in Figure 34(b), it is observed that the first and 
last recorded holograms have about the same strength. Also, the peaks in the middle of 
the shift range have comparable strengths to those on the two ends. The effectiveness of 
the modification of the schedule can be further validated. Comparing Figure 33(b) for the 
multiplexing with the initial calculated schedule in Section  4.5.2 with Figure 34(a) for the 
multiplexing with the modified schedule is clear that the ratios of the middle peaks to the 
average of the two end peaks are larger in Figure 34(a) than in Figure 33(b). It is inferred  
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Figure 34. Shifted configuration effect and the effectiveness of schedule modification. In 
two separate multiplexing experiments, 20 holograms have been multiplexed in one slice 
with the pattern shift of 32 µm in (a) and 120 µm in (b) between each two recordings. 
The recording time schedules for the two experiments have been exactly the same and 
were modified versus the schedule used in Figure 33. The shifted configuration has been 
used.
1
 The reading pattern (same as the recording pattern) has been shifted and the 
diffraction power has been measured for each location of the pattern. The first peak on 
the left corresponds to the first recorded hologram. 
                                                 
1
 Refer to Section  2.3.1 in Chapter 2 for the shifted and symmetric configurations. 
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that as expected, the actual recording time constant for the persistent part of the recorded 
holograms is larger that what is measured by the curve fitting as performed in Section 
 4.5.2.  
4.7 Shift Invariance Enhancement Results 
Following the initial experimental results for the multiplexing, the shift invariance of this 
system has been enhanced by multiplexing 20 holograms of the same pattern in one slice 
of the recording medium using the setup illustrated in Figure 28 [49]. The results are 
shown in Figure 35. The pattern has been shifted by 30 µm between each two recordings. 
The shift invariance is increased to ±325 µm, which is more than 9 times larger than the 
shift invariance of an individual hologram (±35 µm as illustrated in Figure 30). The 
pattern shift between each two recordings for the multiplexing has been smaller than the 
shift invariance of individual holograms, which has helped obtaining a more uniform 
curve. 
Considering the initial experimental results for the multiplexing, the experiment 
parameters have been modified to achieve a relatively smooth shift invariance curve for 
the enhanced LHC. Based on the results in Sections  0 and  4.6.3, the shifted configuration 
has been replaced with the symmetric configuration to maintain the uniform diffraction 
efficiency distribution for the multiplexed holograms. The disadvantage of the symmetric 
configuration versus the shifted configuration is the limitation of the spatial bandwidth of 
the patterns that can be correlated with the LHC. Therefore, there is a trade-off between 




In Figure 35, it is notable that the diffraction power is about 11 dB larger at the 
curve top with respect to the power value where it reached its lowest amount on the sides 
of the curve. Although as expected this ratio is smaller that that in the curve for one 
recorded hologram (Figure 30), which is about 20 dB, it is more than enough for the 
recognition of the examined pattern with a low false classification rate. Moreover, the 
variation of the diffraction power at the curve top (for the shift range from -265 µm to 
265 µm) is less than 2 dB. 
 
 
Figure 35. Shift invariance enhancement in LHC. 20 holograms from the shifted versions 
of the same pattern are multiplexed in one slice. The pattern has been shifted each time 
by 30 µm. The shift invariance is increased to ±325 µm. The diffraction power values are 
normalized to the average power value of the curve top (for the shift range from -265 µm 
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In addition, the calculation of the recording time schedule has been modified by 
assuming a larger recording time constant (τr = 16 min) and a smaller long erasure time 
constant (τe2 = 20 min) than the assumed values in Section  0, which has led to the best 
result obtained for the multiplexing. These values are obtained by analyzing the 
multiplexing results and fine tuning the experimental time schedules. It can be inferred 
that the actual values for the recording time constant and the long erasure time constant 
are close to τr = 16 min and τe2 = 20 min, respectively. The reason is the calculated 
recording time schedule based on these values results in the most uniform hologram 
strength distribution for the multiplexed holograms. 
To achieve the shift invariance curve presented in Figure 35, it has been required 
to assign smaller relative hologram strengths for the holograms closer to the two ends of 
the shift range. The reason is even with the symmetric configuration there is a small 
amount of phase variation for the diffraction signal from each multiplexed hologram 
when the reading pattern is shifted, since the symmetry cannot be perfectly applied and 
the two sides of the Fourier transform pattern at the entrance facet of the crystal are not 
evenly cut off (refer to Figure 8). Therefore, the holograms recorded with the pattern in 
the middle of the shift range still experience a slight destructive superposition from their 
overlapping neighbor holograms. This effect is weaker for the holograms closer to each 
end of the shift range. Therefore, the stronger diffraction efficiency for these holograms 
needs to be offset by the smaller hologram strengths assigned to them. This assignment is 
performed using the coefficient Cn in Equation (18). The Cn values are depicted in Table 
2. For multiplexing 20 holograms with the first hologram recorded to saturation, the 
calculated recording times for the 2nd hologram to the 20th hologram ranges from 14.6 
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minutes to 0.5 minutes. The holograms have then been erased by recording a Bragg 
mismatch hologram in the same slice for 20 minutes, with the 2D pattern shifted far from 
the pattern shift range during the multiplexing. 
 
Table 2. Relative hologram strengths assigned for shift invariance enhancement 
Hologram 
# (n) 
1 2 3 4 5 6 - 15 16 17 18 19 20 
Cn 1 1.2 1.45 1.75 2.1 2.5 2.1 1.75 1.45 1.2 1 
 
 
In another multiplexing experiment, 20 holograms have been multiplexed in one 
slice of the recording medium. The same recording time schedule used for the shift 
invariance enhancement presented in Figure 35 has been applied with the variations of 
the assigned hologram strength as depicted in Table 2. The results are shown in Figure 
36. The 2D pattern has been shifted by 120 µm between each two recordings, which is 
much larger than the shift invariance of individual holograms (35 µm). Therefore, the 
diffraction signal from any of the multiplexed holograms has not been destructively 
affected by the diffraction signals from the other multiplexed holograms. The effect of 
the variation of the assigned hologram strengths is clearly visible for the holograms close 
to two ends of the shift range, whereas in Figure 35 this effect is not noticeable. This 
comparison verifies the slight destructive superposition of the diffraction signals from 
neighboring holograms even though the symmetric configuration is applied. The reason 
as mentioned before is the imperfect symmetry at the entrance facet of the recording 
medium that causes small phase variations of the diffraction signal when the reading 2D 





































Figure 36. Diffraction power from 20 multiplexed holograms in one slice with modified 
recording time schedule. The same recording time schedule used in Figure 35 has been 
applied. For the multiplexing, the pattern has been shifted by 120 µm between each two 
recordings. The reading pattern (same as the recording pattern) has been shifted and the 
diffraction power has been measured for each location of the pattern. The first peak on 
the left corresponds to the first recorded hologram. The Readout has been done after 30 
minutes of Bragg mismatch erasure. The diffraction power values are normalized to the 
maximum peak value. 
 
 
4.8 Rotation Invariance Enhancement Results 
As mentioned in Section  4.2, the rotation invariance is limited in all optical correlators 
for the rotation of the 2D pattern about the axis of the signal beam (i.e., z-axis in Figure 
28). As seen in Figure 24, the reason is this rotation contains in-plane shift of the pattern 
in the areas of the 2D pattern where the rotation radius is parallel to or makes a small 
angle with the y-axis as in Figure 28. Using the multiplexing method it is possible to 
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improve it considerably in LHCs. By means of the same method for improving the shift 
invariance, the rotation invariance of the LHC is enhanced as well. 
Before the multiplexing of the holograms, the actual rotation invariance of an 
individual hologram recorded in one slice of the recording medium has been measured. 
Based on the rotation invariance value for one hologram, the rotation angle of the 2D 
pattern between each two recordings during the multiplexing is determined. The 
measurement results are shown in Figure 37(a). The shift selectivity curve for an optical 
correlator is usually expected to resemble a sinc
2
 function and the shift invariance is 
defined as the distance between the locations of the maximum and the first null of that 
sinc
2
 function. To stick with this definition for the rotation invariance, a sinc
2
 function 
has been fitted to the curve obtained for the rotation selectivity. From the fitted sinc
2
 
curve, the rotation invariance of one hologram is ±0.29º from the peak to the nearest nulls 
on each side of the peak.  
For the rotation invariance enhancement, 12 holograms have been multiplexed in 
one slice with 0.34º rotation of the 2D pattern between each two recordings to improve 
the rotation invariance. Figure 37(b) shows the result of the multiplexing. The rotation 
invariance has been increased to 2.4º, which is a factor of 8 improvement. To calculate 
the recording time schedule, Equation (18) has been solved with the recording time 
constant τr = 16 min and the long erasure time has been τe2 = 20 min, the same values 
used for the shift invariance enhancement. The same strength for all the multiplexed 
holograms is considered (i.e., Cn = 1 for every n). For multiplexing 12 holograms with 
the first hologram recorded to saturation, the calculated recording times for the 2nd 
hologram to the 20th hologram ranges from 12.4 minutes to 1.7 minutes. All of the 
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holograms have been erased for 20 minutes after the multiplexing process with the 2D 
pattern rotated by 5º to ensure a completely Bragg mismatch erasure.  
Because the pattern rotation step has been larger than the rotation invariance of 
individual holograms, the curve top for the shift invariance of the multiplexed holograms 
is not as uniform as in Figure 35(b). Nonetheless, the diffraction power is large enough 
for the pattern recognition with a low false classification rate over the rotation invariance 
range. 
For this experiment the shifted configuration has been used.
1
 Nonetheless, the 
destructive superposition present in shift multiplexing does not seem to destructively 
affect the diffraction signal from the holograms in the middle of the rotation range. It 
should be noted that the rotation about the z-axis as mentioned before, consists of 
multiple linear shifts along the rotation radii. The linear shift value increases with the 
distance from the rotation axis, which results in the increase of the phase variation 
associated with the shifted configuration. The superposition of all these different phase 
variations has a small range of variation compared to the phase variations due to a simple 
in-plane shift of the pattern. Therefore, the superposition of the diffraction signals from 
the multiplexed holograms overlapping over the rotation range does not decrease the 
overall diffraction signal. Hence, it is possible to maintain the large spatial bandwidth of 
the examined 2D patterns by using the shifted configuration without sacrificing the 
rotation enhancement capability. 
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Figure 37. Normalized diffraction power versus the rotation of the reading pattern about 
the z-axis (see Figure 28). (a) One hologram is recorded. The rotation invariance of one 
hologram is ±0.29º based on the fitted sinc
2
 function. The diffraction power values are 
normalized to the power value at the peak. (b) 12 holograms from the rotated versions of 
the same pattern are multiplexed in one slice. The pattern has been rotated each time by 
0.34º. The shift invariance is increased to ±2.4º. The diffraction power values are 
normalized to the average power value of the curve top (for the rotation range from -1.9º 








































































4.9 Three Dimensional Object Recognition Using LHC 
Because of the intrinsic 3D nature of the holographic information storage [1], researchers 
have been attracted to using it for 3D object recognition. A hologram is capable of storing 
the amplitude and phase of the wavefront emitted from the surface of a 3D object and 
correlate it with the wavefronts received from the examined 3D objects. The parallelism 
capability and high capacity of the volume holograms make them better candidates for 
developing 3D object recognition systems [12]. Other 3D recognition techniques such as 
3D joint transform correlation [50] and digital holography [51] rely on 2D multiple scans 
of the examined object, which significantly delays the recognition process. 
By use of the established LHC for 2D patterns, it has been intended to improve 
the capabilities of the holographic 3D object recognition systems to make them dynamic, 
compact, and more robust. As calculated in Section  2.4.3, a hologram can be recorded in 
each slice of the recording medium in LHCs with much larger diffraction efficiency than 
that of the conventional (e.g., angle-multiplexed) volume holograms. Therefore, it is 
possible to multiplex several aspects of the same object along with the shifted and rotated 
versions of it in the same slice resulting in more robust 3D object recognition. 
To investigate the potential capabilities of the LHC for 3D object recognition, the 
LHC system used for the correlation of the 2D patterns has been transformed to a 3D 
object recognition system with some modifications. Figure 38 illustrates the experimental 
setup for 3D object recognition using LH recording. The 3D object under examination is 
a toy car with the dimensions of 70 mm × 29 mm × 18 mm. The object is placed on a 
horizontal rotation stage, driven by a servo-controlled actuator with its rotation axis 
passing through the center of the object. This rotation corresponds to the horizontal angle 
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of view of the 3D object by the crystal. The signal beam is passed through a hole in a 
concave mirror and is expanded to illuminate the entire object. The concave mirror has a 
diameter of 15 cm and a focal length of 6 cm. The center of the object is placed close to 
the focal point of the concave mirror. The light reflected from the object is collected by 
the concave mirror and then focused to the crystal. The light beam illuminating the 3D 
object propagates obliquely downward, therefore it does not directly enter the crystal. 
The concave mirror is positioned at an angle as well. The crystal is the same used in the 
2D LHC. The reference and UV beams are shaped and delivered exactly as in the 2D 
LHC except for the cylindrical lens CL1 whose focal length is changed to 7.5 cm. 
The reason for placing a relatively large concave mirror for the collection of the 
light is it collects the light reflected from most of the object surfaces. Also, for the 
recording of holograms in the photorefractive crystal, the recording beam intensity levels 
are required to be large enough to maintain a minimum recording speed. Otherwise, the 
recording times will be so large (e.g., hours) and it becomes difficult to retain the stability 
of the interference pattern during the recording. Having a short focal length also helps 
increasing the light intensity at the entrance facet of the crystal. With all these 
consideration, the signal beam intensity provided for the recording at the entrance facet of 
the crystal is estimated to be about 50 mW/cm
2
 when using the maximum power of the 
green laser; 5.5 W. 
 Using the rotation stage in the setup, the rotation invariance of the 3D recognition 
system is measured. Figure 39 shows the diffraction efficiency versus the rotation angle. 
The rotation invariance is at most ±0.004º. It means that the LHC is extremely selective 




Figure 38. Experimental LHC setup for 3D object recognition. The object under 
recognition is a toy car, sitting on a rotation stage. The center of the car is close to the 
focus of the concave mirror. The recording medium is a 45-degree-cut congruently grown 
LiNbO3:Fe:Mn crystal doped with 0.15 wt% Fe2O3 and 0.02 wt% MnO. HWP: half-wave 
plate, PBS: polarizing beamsplitter, NPBS: non-polarizing beamsplitter, CL: cylindrical 
lens, Pol: polarizer. Object size = 2.9 mm × 70 mm × 1.8 mm, lens focal lengths: f1 = 1.5 
cm, fCL1 = 7.5 cm, concave mirror diameter = 150 mm, fM1 = 6 cm, distance of the object 
to the crystal = 2.5 cm. 
 
 
rotating the stage from its initial position to one direction. Therefore, half of the 
selectivity curve is obtained. For a complete rotation selectivity measurement, it is 
required to rotate the stage to one direction far enough from its initial angle, then rotate it 
back towards the initial angle, and continue rotating until the diffraction power reaches its 
minimum. Because the system is very sensitive to the variations, the diffraction signal 
cannot be retrieved as the stage is rotated back to its initial angle during the recording. In 
other words, the required repeatability for the selectivity measurement or in principal 
































Figure 39. Rotation selectivity of the LHC for 3D object recognition. The rotation 
selectivity is about ±0.004º. 
 
 
The large rotation sensitivity of the LHC can be explained by an analogy with the 
2D LHC. As discussed in Section  2.4.2 in Chapter 2 for 2D LHC, the larger the spatial 
bandwidth of the system, the more limited is the in-plane shift invariance. In the 
implemented 3D LHC, the spatial bandwidth is larger than that in the 2D LHC studied in 
Chapter 3, as the focusing element (i.e., the concave mirror in the 3D LHC and the 
Fourier transform lens F3 in the 2D LHC) has a smaller focal length (fM1 = 6 cm in Figure 
38 compared to f3 = 12.5 in Figure 14). By reducing the width of the crystal (LX in Figure 
38) or limiting the width of the light pattern entering the crystal it is possible to further 
reduce the spatial bandwidth. However, this will limit the diffraction efficiency of the 
recorded holograms as well either by reducing the M/#
1
 by reducing the crystal width, or 
by reducing the recording speed by limiting the light admitted to the crystal. Furthermore, 
                                                 
1
 Refer to Section  2.4.3 in Chapter 2 for the definition of M/#. 
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the smaller spatial bandwidth of the 3D LHC results in sacrificing the capability of 
recognition of the finer features of the 3D objects. 
In addition, the 3D object as seen in Figure 38 is illuminated by a diverging 
spherical beam, which results in less rotation invariance. This effect can be explained by 
an analogy with the 2D LHC as well. Illuminating the 2D pattern with a diverging 
spherical beam is translated as a quadratic phase term multiplied by the 2D pattern f(ξ,η) 
using the paraxial approximation. The extra phase term appends an exp(.) term to 
Equation (8) from Chapter 2: 




































































where d is the distance between the illuminating point source in front of the 2D pattern 
and the 2D pattern. The other symbols are introduced in Section  2.3 in Chapter 2. This 
extra exp(.) further limits the shift invariance of the 2D LHC when the integrals in 
Equation (21) are performed over the SLM area. Similar effect is expected to reduce the 
shift invariance or rotation invariance of the 3D LHC as mentioned above. 
4.10 Discussion 
Based on the existing trade-offs of the LHC, the LHC parameters can be optimized for 
specific applications. The number of the slices within which the holograms can be 
multiplexed is limited to the length of the recording medium and the minimum thickness 
of the slices (LZ in Figure 7). Therefore, the number of the independent patterns that can 
be recorded and later recognized by the LHC is limited. As mentioned in the beginning of 
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this chapter, the diffraction efficiency of the holograms is not a limiting factor provided 
only one hologram per slice is recorded. 
In Section  2.4.3 in Chapter 2, it was quantitatively discussed how the diffraction 
efficiency of the multiplexed holograms varies inversely proportional to the square of the 
number of holograms multiplexed within the volume of one slice [13]. Therefore, there is 
the trade-off between the diffraction efficiency and the number of multiplexed 
holograms. The multiplexing is performed to record multiple variations of the patterns 
within the corresponding slices and enhance the robustness of the LHC versus the 
variations of the reading patterns. It is inferred that the enhancement range is limited by 
the desired diffraction efficiency of the holograms. As a design parameter, it is possible 
to increase the thickness of the slices, which increases the dynamic range of the slices. 
This way the number of multiplexed holograms can be increased, but on the other hand, 
reduces the number of slices for a fixed crystal length. Therefore, it is possible to increase 
the robustness of the LHC at the cost of reducing the number of recorded patterns. 
For the 3D LHC, it seems that using a much smaller 3D object may result in 
better rotation invariance. First, the rotation of a smaller object will result in smaller 
linear shift that includes the in-plane shift, which the LHC is most sensitive to. Second, 
illuminating a small object is less complicated. The illuminating beam will not be 
required to be large. Therefore, making the light beam diverging for the expansion will 
not be necessary, which alleviates the extreme sensitivity of the LHC due to the 
illumination with a diverging spherical beam. After solving the sensitivity problem of the 
3D LHC, it becomes possible to compare its performance with the existing optical 3D 




HOLOGRAPHIC DATA STORAGE WITH TWO-CENTER 
RECORDING 
 
5.1 Introduction  
Holographic data storage systems are promising solutions for next generation massive 
data warehousing systems and storage devices with very high rate of data transfer, very 
high capacity, and high data longevity [3]. In a binary holographic data storage system, 
the data bits are formed as 2D pages of dark and bright pixels on an SLM, corresponding 
to ones and zeros as the bit values. The SLM can be a transmissive miniature liquid 
crystal display (LCD) or a reflective micromirror array chip. For each data page, a signal 
beam is produced by the SLM illuminated by an expanded laser beam. The interference 
of the signal beam and the corresponding reference beam is recorded as a hologram in a 
holographic recording medium. The data pages are retrieved by reading their 
corresponding holograms. Each hologram is read with one short exposure of the 
reference beam. The retrieved 2D data page is imaged onto a camera and the digital data 
is extracted from the bit pattern image captured by the camera. 
Each data page may contain over a million bits of data depending on the 
resolution of the SLM, camera, and the imaging system. Therefore, over a million bits are 
retrieved with a short pulse of light, whereby, very high data transfer rates are achieved in 
holographic data storage systems. Furthermore, by introducing the concept of 
multiplexing of the holograms in thick recording media [2], the capacity of the 
holographic memories has been significantly increased. Several types of materials, 
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organic and inorganic, have been developed that offer very high dynamic ranges for 
multiplexing thousands of holograms in the volumes of about a cubic centimeter. These 
materials allow for recording long life holograms. This property of the holographic 
materials makes them the best candidate media for long term data archiving applications. 
From a communications perspective, the entire process of applying the data bit 
patterns to the SLM, recording the corresponding holograms and reading them, and 
receiving the reconstructed image of the bit patterns on the camera is another example of 
multiple communications channels [52]. Each channel, called a holographic channel, 
transmits data from each pixel on the SLM to its corresponding pixel on the camera. In 
the case of data oversampling, each holographic channel is attributed to a group of pixels 
(also called pixel blocks or super pixels). 
The data received by each camera pixel, which is the light power collected by the 
corresponding detector cell, is of analog nature and has to be transformed to digital data. 
The captured image is further processed to extract the digital data with the minimum bit 
error rate (BER). In the binary case, the digital data extraction can be as simple as to 
decide whether the received intensity is low enough to be interpreted as zero or high 
enough to be interpreted as one. If the image contrast ratio is large enough and the 
received pixel intensities are not spread much form their original values on the SLM, then 
the pixel intensities corresponding to ones and zeros are well separated and the bit value 
assignment becomes less complicated. A histogram of the pixel intensity values of such 
image will demonstrate two well separated peaks associated with dark and bright pixels. 
The peaks will be rather narrow and their tails do not overlap much. The overlaps of the 
tails of the histogram peaks are a measure for noise. It is implied that the larger the 
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separation of the peaks in the histogram and the narrower the peaks, the less is the 
probability of false pixel bit value assignment (i.e., smaller raw BER) and the overlap of 
the tails (larger SNR). In general, a data storage system with larger SNR is expected to 
yield smaller raw BER and vice versa. The final BER of a data storage system, 
determined by the employed data detection and data coding schemes, is also smaller for 
larger SNR. 
During this research, a holographic system with angle multiplexing capability in 
90-degree geometry has been developed. The two-center recording in doubly doped 
refractive crystals has been utilized for recording persistent holograms.
1
 The recording 
medium is placed near the focal plane of a 4-f imaging system. The bit patterns used in 
this system have the finest pixel size (28 µm) and the largest resolution (512 × 384) 
among the developed holographic memories based on two-center recording, to the best of 
the author’s knowledge. The results of the coherent imaging of the SLM onto the camera 
through a 4-f imaging system with the holographic crystal and the pixel matching of the 
SLM and the camera are presented. A novel normalization technique has been developed 
with which the coherent images of the bit patterns are significantly enhanced and the 
undesired fringes and speckles due to the coherent imaging are efficiently removed. 
Using a simple data detection method, the imperfections of the imaging system have been 
handled for accurate pixel matching of the SLM and camera. 
The histogram of the final detected intensities received through the holographic 
data channels shows a large separation between the dark and bright intensity 
distributions. From the histogram, the estimated SNR is 7.4 for the entire image, which is 
                                                 
1
 Refer to Section  1.4.2 in Chapter 1 for two-center recording. 
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the largest reported for a holographic data storage system based on two-center recording. 
The theoretically estimated raw BER based on the achieved SNR of the pixel matching is 
10
-7
, which is also achievable when only one hologram is recorded in the holographic 
recording medium. 
The problems involved with two-center recording of holograms of high resolution 
patterns have been addressed. The refractive index fluctuations within the crystal volume 
produced by the nonuniformities of the UV (sensitizing) beam profile and tight focusing 
of the signal beam have been significantly reduced by spatial filtering of the UV beam 
and defocused recording. It has been possible to multiplex 10 holograms within the 
crystal. The reconstructed bit pattern images from the multiplexed holograms show good 
contrast. With the stability improvement of the recording system, multiplexing of about 
100 holograms with good SNR of the reconstructed bit pattern images is achievable. 
The holographic data storage system developed in this research is based on 
volume multiplexing of the holograms, in which all the multiplexed holograms overlap in 
the same volume of the recording medium. Therefore, selective recording and erasure of 
individual holograms is not possible as all the recorded holograms are affected during the 
recording and erasure. As mentioned in the previous chapters, the selective recording and 
erasure is an exclusive feature of the localized recording.
1
 Furthermore, the excessive 
diffraction efficiency of the localized holograms
2
 leads to larger SNR of the holographic 
channels that can be used for capacity improvement through multilevel (M-ary) data 
coding versus the conventional binary data coding. The adoption of the localized 
                                                 
1
 Refer to Section  1.5 in Chapter 1 for localized recording. 
2




recording technique for advancing the holographic data storage systems to dynamic 
read/write/erase devices with high capacity has been discussed. 
5.2 Coherent Imaging 
The imaging of the SLM bit pattern onto the camera in the holographic data storage 
systems is performed in coherent regime. The reason is both the signal and reference 
beams have to be coherent, therefore, they can produce stationary interference patterns 
that can be recorded as holograms. In an imaging system with an amplitude transfer 
function (ATF) wide enough for imaging a pattern with a certain spatial bandwidth, the 
contrast of the image is usually better when the pattern illumination is coherent than 
when it is incoherent [59]. Therefore, the coherent imaging of a reconstructed signal 
beam by reading the corresponding hologram can potentially result in better contrast of 
the image, hence larger SNR of the system. On the other hand, there are undesired effects 
involved with the coherent imaging such as the speckling and the diffraction and 
interference fringes that add extra noise to the image [53]. These effects are much less 
bothersome in incoherent imaging. In the following, these effects and the available 
solutions are discussed. 
5.2.1 Speckling Effect 
If a smooth pattern with relatively large features is illuminated by a coherent beam 
through an immobile diffuser that applies a random phase distribution to the pattern, then 
there will be a random speckle pattern added to the image of the pattern. If the 
illumination is incoherent, however, then adding a diffuser in principle does not affect the 
image. The creation of the speckles is because of the steady interference of the coherent 
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lights scattered from the closely spaced scattering centers on the diffuser with random 
phases with respect to each other. If the random phase pattern of the illumination is 
changed (e.g., by using a different region of the diffuser), the speckle pattern at the image 
plane is changed as well and the new speckle pattern is uncorrelated with the old one. 
The rough fluctuations of the illuminating beam profile along with the large roughnesses 
on the optical surfaces and random scatterings within the volume of the optical 
components of the imaging system can also produce speckles at the image. 
The size of the speckles is approximately the size of the amplitude point spread 
function (APSF) of the imaging system [59], which is the diffraction limit in an 
aberration-free imaging system. In such condition, it becomes very difficult to attain the 
best resolution of the imaging system for imaging high resolution bit patterns because the 
size of the pixels is about the same as the size of the random speckles that are accounted 
for noise. Therefore, the SNR of the system is significantly reduced. It may seem possible 
to average out the speckles on the image by using larger camera pixels or by simply low-
pass filtering the image using a smoothing filter in the computer. However, the resolution 
of the images is reduced by the low-pass filter as well, which results in lowering the 
system capacity in terms of data density per page and nothing is gained. 
5.2.2 Diffraction and Interference Fringes 
Another problem of the coherent imaging is the undesired diffraction and interference 
fringes appearing in the image. Every tiny dust particle or crack on the optical surfaces in 
the path of the signal beam can produce very obvious diffraction fringes in the final 
image. Also, the interferences of the reflected lights the optical surfaces generate fringe 
patterns that are quite visible in the bit pattern image. Because of the coherence 
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illumination, the unwanted diffraction and interference fringes, even with small 
amplitudes, are amplified by their interference with the main signal beam, since all the 
lights are in phase. This amplification does not occur in the incoherent imaging as the 
fringes and the main light beam have a randomly time varying phase with respect to each 
other, therefore, their interferences are time averaged to zero. 
All the mentioned effects for the coherent imaging can add significant amount of 
noise and greatly limit the effective contrast of the bit pattern image. It is implied that the 
implementation of a coherent imaging system, which is an obligation of the holographic 
data storage systems, requires much more subtlety and accuracy. The spatial filtering of 
the beam illuminating the SLM needs to be performed in a way that removes as much 
fluctuations as possible from the beam profile. The optical surfaces of the optics and 
devices in the path of the signal beam have to be carefully cleaned, maintained and 
prevented from cracks, dust particles, and dirt. Therefore, the experimental setup should 
be implemented in a clean and dust proof area and/or under a protection cover. The 
optical surfaces are preferred to be anti-reflection (AR) coated to reduce the interference 
of the reflected lights as much as possible. However, the AR coating may not be applied 
to the photorefractive crystal, because the coating will be damaged through the oxidation 
/ reduction process. The normalization techniques can also reduce the diffraction and 
interference fringes [43]. A new normalization method has been developed in this 
research, with which the fringes are more efficiently removed and a major portion of the 
speckles are eliminated as well. In Section  5.6.1 5.6, the conventional blank normalization 
and the new normalization methods are described and quantitatively compared. 
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5.3 Pixel matching 
As mentioned earlier in Section  5.1, the pixels in a holographic data storage system 
represent data channels for transmitting digital data from SLM pixels to the camera 
pixels. As it is always intended to achieve the minimal BER for the data transmittance 
over the holographic channels, the data detection error is required to be minimized. An 
important source of the detection error is the inter-pixel crosstalk [54], which is defined 
physically as the received power in a pixel originated from its surrounding pixels. For the 
best performance of the system with minimum BER, all the pixels of the reconstructed 
image from the hologram are required to be imaged at the center of their corresponding 
camera pixels as accurately as possible. In other words, the SLM image and the camera 
detector array need to be pixel matched. Furthermore, it is necessary that the image of 
each SLM pixel is confined within the area of the related camera pixel. The variation of 
the magnification ratio of the imaging system, the lateral shift of the image versus the 
camera detector array, and the imaging distortion result in the deviation of the image 
pixels from the camera pixels. Moreover, the limitation of the ATF bandwidth of the 
imaging system, the optical aberrations, and the defocus of the camera can enlarge the 
images of the SLM pixels leading to more inter-pixel crosstalk. 
To achieve the best pixel matching, the imaging system and its components are 
required to be carefully designed, fabricated, and aligned. In a 4-f imaging system, the 
Fourier transform lenses have to be designed and fabricated to provide the exact required 
magnification ratio with the desired contrast for the maximum spatial frequency of the 
SLM bit patterns. The minimum numerical aperture of the lenses has to be large enough 
for the smallest APSF needed for the coherent imaging of the bit patterns. The lenses 
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have to be made as aberration free as possible to reach as close as possible to the 
diffraction limit of the imaging system. The lateral shift of the SLM image versus the 
camera has to be constantly monitored, or actively controlled, for more efficient pixel 
misregistration compensation. Finally, the alignment of the imaging system components 
together with the SLM and the camera must be performed precisely. 
It should be noted, however, that for the imaging of high resolution bit patterns, it 
becomes quite challenging to fulfill all the mentioned requirements for the imaging 
system to their perfection. Depending on how accurately the imaging system is designed 
and implemented, there will remain some imaging imperfections and distortions. By 
further processing of the captured image with the residual inter-pixel crosstalk, it is 
possible to retrieve the data with less detection error and further decrease the BER of the 
data storage system [54,55]. 
5.4 Holographic Data Storage Setup 
Figure 40 is a schematic illustration of the holographic memory system built with the 
angular multiplexing capability and 90-degree geometry [37,43]. A polarizing 
beamsplitter divides the spatially filtered and expanded laser beam into signal arm (TM 
polarization; electric field vector parallel to the plane of Figure 40) and reference arm 
(TE polarization; electric field vector normal to the plane of Figure 40). The light source 
for the recording is a diode-pumped solid state CW laser (Verdi V5 from Coherent) with 
wavelength of 532 nm. As mentioned in Section  3.3 in Chapter 3, the selection of the 
green light over the red light results in much larger recording sensitivity and eventual 
diffraction efficiency of the holograms with the cost of less persistence of the holograms 
[45]. However, depending on the erasure time constant during the reading, the holograms 
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can be read for over 100,000 times before they are required to be refreshed (300,000 
times for the case explained in Ref. [45]). Furthermore, the green lasers are available at 
much larger output powers (e.g., the exploited solid state laser) than the He-Ne red lasers. 
The sensitizing light source is a CW diode laser (from Power Technology) with 
wavelength of 404 nm. 
5.4.1  Spatial Light Modulator and Camera 
An SLM (XGA4 from CRL Opto [56]), which is an LCD panel with 1024 × 768 
resolution and 14 µm × 14 µm pixel pitch, modulates the signal beam with 2D data 
 
 
Figure 40. Holographic memory setup with two-center recording. Angular multiplexing is 
used. The recording medium is a 45-degree-cut congruently grown LiNbO3:Fe:Mn 
crystal doped with 0.075 wt% Fe2O3 and 0.01 wt% MnO. HWP: half-wave plate, PBS: 
polarizing beamsplitter, NPBS: non-polarizing beamsplitter, FT: Fourier transform, Pol: 
polarizer. Lens focal lengths: fFT1 = 12 cm, fFT2 = 5.7429 cm. SLM pixel pitch = 14 µm, 
camera pixel pitch = 6.7 µm. 
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pages. The attached sheet polarizers of the SLM are removed and a polarizer with better 
quality is placed behind the SLM. The front polarizer is not necessary because the light 
entering the SLM is TM polarized by the polarizing beamsplitter. The polarizer behind 
the SLM transmits the TE polarized components of the light beams passed through the 
SLM liquid crystal cells and blocks the TM polarized components. The camera (CV1280 
from Prosilica) has a CMOS sensor array with 1280 × 1024 resolution and 6.7 µm × 6.7 
µm pixel pitch. Both the SLM and the camera are placed on 5-axis precision stages. 
5.4.2 4-F Imaging System 
The pattern on the SLM is imaged onto a camera using a 4-f imaging system. Two 
Fourier transform lens assemblies of the 4-f system are designed and fabricated so the 
pixels of the SLM are imaged one by one onto the pixels of the camera in a 1024 × 768 
block of pixels according to the SLM pixel array size. Both the Fourier transform lens 
assemblies are placed on 5-axis precision stages. Each lens assembly comprises two 
identical plano-convex lenses with a spacing ring between them, all secured in a lens 
tube. The thickness of the spacing ring has been fine tuned to approach the exact target 
magnification ratio; 6.7 µm / 14 µm = 0.47857. The two Fourier transform lens 
assemblies have been aligned with respect to the axis of the imaging system (z-axis in 
Figure 40) using an autocollimator. The resulting demagnification ratio is deviated by 
about 0.05% from its desired value of 0.47857. 
By experiment it has been verified that the 4-f imaging system comprised of the 
two fabricated lens assemblies can produce an image with good contrast from a pattern 
with dark and bright 2 × 2 superpixels (i.e., 2 × 2 pixel blocks) at the SLM. Therefore, the 
pixel pitch of the bit patterns applied to the SLM is twice the SLM pixel pitch (i.e., δ = 28 
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µm). In other words, the holographic channels transmitting the zeros and ones are 
comprised of 2 × 2 superpixels Therefore, the data pages are oversampled by allocating 4 
pixels per each channel, resulting in 512 × 384 = 196608 data channels per page. Using 
the individual pixels as the holographic channels did not yield enough contrast for an 
acceptable BER as experimented. 
The SLM produces multiple diffraction orders as it resembles a 2D grating 
because of the liquid crystal cells periodically placed in a 2D matrix. The fill factor of the 
SLM pixels is much less than 100% (40% as mentioned in the SLM specifications, less 
than 20% as observed on a highly magnified projection). The two Fourier transform lens 
assemblies in the 4-f imaging system are optimized for imaging the central order (zeroth 
order). Therefore, a square window has been placed at the Fourier plane of the 4-f system 
that blocks all the SLM diffraction orders except the central order. Because of the small 
fill factor, the higher diffraction orders carry significant amounts of energy. Because only 
the central order is imaged onto the camera the power efficiency of the system is limited. 
5.4.3 Doubly Doped Photorefractive Crystal 
A 45-degree-cut congruently grown doubly doped LiNbO3:Fe:Mn crystal with the doping 
concentrations of 0.075 wt% Fe2O3 and 0.01 wt% MnO and the size of 10 mm × 10 mm 
× 4 mm (width × height × thickness) is used as the recording medium. The crystal has 
been oxidized at 1000ºC for 24 hours under oxygen flow then reduced at 700ºC for 3 
hours under argon flow. The direction of the crystal c-axis is shown in Figure 40, which 
is almost parallel to the grating vector direction. The signal and reference beams are both 
TE polarized and are ordinary waves for the crystal. 
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The crystal is placed at a distance from the common Fourier plane of the two 
Fourier transform lenses with its front facet at about 2 cm in front of the focal point. The 
explanation for positioning the crystal out of focus is similar to the explanation given in 
Section  3.5.1 in Chapter 3 for the broadening effect occurred in re-recording the localized 
holograms. A high flow of photons with enough energy to excite electrons from the Mn 
traps within the energy bandgap of the doubly doped LiNbO3:Fe:Mn crystal through an 
area with very small dimensions results in refractive index nonuniformity. In general, 
every nonuniform light pattern with high intensity and high photon energy that has sharp 
fluctuations can produce index nonuniformity in doubly doped LiNbO3:Fe:Mn crystal. At 
the Fourier plane of the 4-f system, the DC part of the signal beam is highly focused. 
Therefore, the consequent index nonuniformity would undesirably deteriorate the Fourier 
transform of the bit pattern, if the crystal was placed at the focal point. In reality, this 
effect has been observed in the experiment by putting the crystal, initially with no index 
nonuniformity, at the Fourier plane and watching the captured image of the SLM pattern 
on the camera. The deterioration of the image over time was quite visible. By shifting the 
crystal off the Fourier plane, the area illuminated by the DC component of the signal 
beam is enlarged resulting in much less index nonuniformity. Furthermore, the M/# is 
increased for the defocused position of the crystal because of the larger area of the DC 
component of the signal beam [43]. 
 The crystal is not anti-reflection coated. Because of the relatively high refractive 
index of the LiNbO3 (no = 2.3 at λ = 532 nm and T = 20ºC) the Fresnel reflections from 
the surfaces of the crystal inside and outside of the crystal are significant. The reflections 
inside the crystal can interfere with each other and their interference adds noise to the 
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final image of the bit pattern at the camera. To alleviate this effect, the crystal has been 
rotated about the y-axis in Figure 40 whereby the normal axis to the entrance facet of the 
crystal makes an angle of about 5º with respect to the z-axis. Therefore, the reflections 
inside the crystal have less overlap and make less interference. 
5.4.4 Sensitizing Configuration 
The UV illumination configuration is shown in a larger sketch in Figure 41. The 
configuration is designed to have the crystal sensitized by the UV beam as symmetrically 
as possible. The doubly doped LiNbO3:Fe:Mn crystal is quite absorptive at UV 
wavelength range and the sensitizing beam does not penetrate much into the crystal [29, 
30]. With this configuration, the crystal received UV illumination at the front and rear 
facets with respect to the signal beam direction to increase the effective thickness of the 
sensitized region and increase the M/# accordingly. 
The symmetry of the sensitizing illumination helps recording holograms with high 
fidelity that more accurately resemble the interference fringes associated with the bit 
patterns. The Fresnel reflections from the crystal facets are significant as the refractive 
index of LiNbO3 is relatively large and the UV beams are illuminated obliquely. Using 
mirrors the reflected UV beams from the crystal are reflected back to the crystal almost at 
the same angle as reflected to the mirrors. The back reflections increase the efficiency of 
the sensitizing as well by utilizing the reflected power. The reflected beams, as expected, 
are not as intense as the incident beams. Nonetheless, considering the space limitations in 
the setup, the symmetry of the UV illumination is reasonable. 
 As shown in Figure 40, the UV beam emitted from the UV laser is spatial filtered 
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illumination with high photon energy to excite electrons from Mn centers can produce 
refractive index nonuniformity within the illuminated volume of the crystal. This effect 
occurs during sensitizing by sharp UV illumination as well. In a doubly doped 
LiNbO3:Fe:Mn crystal illuminated by a sharp UV beam for a few minutes, the refractive 
index nonuniformity is quite visible in the form of wrinkles at the illumination spot by 
naked eye. The build up of index nonuniformity severely distorts the bit pattern image 
and degrades the SNR of the imaging. This effect becomes more substantial when the bit 
patterns are of high resolution with fine pixel size. By spatial filtering of the UV beam 
and expanding it, the fluctuations of the UV beam profile are minimized, resulting in 
rather uniform refractive index throughout the sensitized volume of the crystal. 
5.4.5 Reference Beam Steering Mechanism 
A 4-f system is usually used for rotating a plane wave reference beam in angular 
multiplexing [37]. The reference beam is focused by the first lens of the 4-f system and is 
again collimated by the second lens. The two lenses in the 4-f system are required to be 
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carefully designed to maintain the reference beam as a plane wave, since the lens 
aberrations can distort the reference beam specifically in the regions farther from the lens 
center. Moreover, the angular range of a 4-f system is limited by the NA of its lenses. 
For the implemented holographic memory system, a beam steering configuration 
has been designed that does not have any lens. Figure 42 shows how the configuration is 
implemented. The reference beam is cropped with an iris with 3.5 mm of diameter. A 
rotation stage is placed on the other side of the crystal versus the reference beam side and 
is connected by a post to a flat mirror (M1), which steers the reference beam toward the 
crystal. The use of flat mirrors instead of lenses intrinsically maintains the plane wave 
form of the reference beam. The connecting steel is relatively long and might cause 
instability in recording due to undamped vibration. Therefore, the post is held by a long 
post holder that damps the vibrations of the rod. In a more practical design, a sliding  
 
 














mechanism beneath the mirror can be devised, on which the mirror lays and its vibration 
is rapidly damped. 
The distance between the mirror M1 and the rotation axis, is twice the distance 
between the mirror and the center of the crystal. As a result, for small rotation angles, the 
rotation axis of the reference beam passes through the center of the crystal and its rotation 
angle is twice the rotation angle of the stage, which is the rotation angle of the mirror too. 
As experimented, the position of the 3.5 mm diameter reference beam completely 
remains on the side facet of the crystal, where the reference beam enters the crystal, as 
the beam angle varies within ±5º of angular range (i.e., the rotation stage rotates in a 
±2.5º of angular range). The width of the side facet (i.e., the crystal thickness) is 4 mm.  
5.4.6 Protection Cover 
The use of a cover prevents the air flow around the setup as well as keeping the setup free 
of dust. Having no air flow greatly stabilizes the air temperature and refractive index as 
well as the temperature of the system components. This is an essential requirement for 
fixing the recorded interference pattern within the recording medium for long time 
hologram recordings. Some equipment can be added to the cover such as a high 
efficiency particulate air (HEPA) filtration system that can maintain the air inside the 
cover dust free. The air filtration systems involve vacuum pumping of the air, therefore, 




5.5 Capacity Estimation 
To determine how many holograms can potentially be multiplexed using the acquired 
reference angular range (i.e., 10º as explained in Section  5.4.5) the angular selectivity of 






θ , (22) 
where ∆θ is the reference angle with respect to the normal axis of the crystal side facet, 
and L is the crystal thickness. Therefore, if the reference beam is rotated by the angular 
selectivity for multiplexing each hologram (i.e., recording each hologram at the first null 
of the angular selectivity sinc curve of the previously recorded hologram [58]), then the 
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To examine whether the predicted capacity in Equation (23) is realizable, the 
dynamic range model [41] is used to evaluate the capacity of the system. According to 
Ref. [45], the dynamic range (M/#) of a doubly doped LiNbO3:Fe:Mn crystal with the 
same dopant concentrations as used in this research and similar oxidation / reduction 
status is about 0.3 for 0.85 mm thickness. In Ref. [45], the transmission geometry is used 
and similar to the LHC, the recording beams wavelength is 532 nm and the recording 
beams are ordinary polarized. Based on the dynamic range finding in Ref. [45], the 
dynamic range for recoding in a 4 mm thick crystal in 90-degree geometry is calculated 
as follows: The M/# is given by 





, the persistence, is defined as the ratio between the diffraction efficiency after 
sufficient readout and the maximum diffraction efficiency immediately after recording 
[46,48], (A0)
2
 is the maximum diffraction efficiency immediately after recording, and τe2 
and τr are the long erasure and recording time constants, respectively, as defined in 
Section  4.5.1 in Chapter 4. In transmission geometry, A0 is proportional to the hologram 
thickness LT [5]. Whereas in 90-degree geometry, A0 is proportional to (W.L90)
1/2
, where 
W is the width of the hologram is the direction of the reference beam [43]. The subscripts 
T and 90 represent the transmission and 90-degree geometries, respectively. The two 
proportionality constants for the transmission and 90-degree geometries are approximated 
the same. The width of the hologram can be estimated by the width of the Fourier 
transform pattern at the Fourier plane [59] assuming that it does not change much at the 
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where δ is the pattern pixel pitch as explained in Section  5.4.2. 
Assuming the parameters β, τe2, and τr the same for the transmission and 90-
degree geometries, the dynamic range of the 4 mm thick crystal in 90-degree geometry is 














MM  (26) 
In both Equations (22) and (26) it is assumed that the multiplexed holograms in 
the 4 mm thick crystal use the entire thickness of the recording medium with uniform 
 
 116 
hologram strength. It should be noted, however, that because of the rapid absorption of 
the sensitizing beam in the doubly doped photorefractive crystal, the effective thickness 
of the holograms is less than the physical thickness of the crystal [29,30]. Also, where the 
sensitizing light is present, the recording beams are subject to absorption as well. This 
effect reduces the effective thickness too. It is implied that the effective ∆θ is larger than 
0.00762º as calculated in Equation (22), leading to less angular selectivity. Also, the 
effective dynamic range is less than the value calculated in Equation (26). In fact, the 
absorption issue is more significant in two-center recording because of the absorption of 
the sensitizing and the recording beams together [29,30], resulting in smaller effective 
thickness of the two-center recorded holograms. 
The final diffraction efficiency of the multiplexed holograms using angular 
multiplexing is calculated as η = (M/# / M)
2
 [13,46]. Considering a final diffraction 
efficiency of η = 10
-4
 for each of the multiplexed holograms, the number of the 








M . (27) 
Comparing Equations (22) and (27), it is observed that the angular range of the 
implemented beam steering allows for about 9 times more multiplexed holograms than 
the multiplexing limit applied by the dynamic range of the crystal. Moreover, as 
mentioned above, the effective dynamic range value for the 4 mm thick crystal is even 
less than the calculated value in Equation (26). Therefore, the possible number of 
multiplexed holograms is less than 150. It is inferred that the capacity is limited by the 
dynamic range of the recording medium rather than by the geometrical parameters of the 
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system such as angular selectivity. This implication is generally correct for the 
holographic multiplexing methods such as angular multiplexing in the photorefractive 
crystals, which involve sharing the entire volume of the recording medium among the 
multiplexed holograms. 
5.6 Pixel Matching Experiments 
In this section, the experimental results of the pixel matching of the SLM bit pattern with 
the camera using the implemented 4-f imaging system are presented. In all these 
experiments, the signal beam has been traveled through the holographic crystal. A 
conventional normalization technique for reducing the diffraction and interference fringes 
is explained. A new method for the image normalization is introduced that offers 
complete elimination of the diffraction and interference fringes from high resolution bit 
pattern images and significantly reduces the random speckles. The conventional and new 
normalization methods are compared. After the normalization, the data per each 
holographic channel is extracted from the oversampled bit pattern image.
1
 The 
imperfections of the high resolution imaging, such as demagnification error and optical 
distortion, are handled using a simple method for data detection, resulting in accurate 
pixel matching of the SLM and camera. 
5.6.1 Blank Image Normalization 
The fringes and intensity nonuniformities of the coherent images can be alleviated by 
normalization techniques. One straightforward method to obtain a normalization base is 
to have an all-bright pattern on the SLM (i.e., all the SLM pixels transmitting with largest 
                                                 
1
 Refer to Section  5.4.2 for oversampling definition. 
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brightness), which is called the blank pattern, and capture its image on the camera 
thorough the holographic imaging system [43]. Hereinafter, the normalization with the 
blank pattern is referred to as the blank normalization. The acquired image has most of 
the intensity nonuniformities such as the curvature of the Gaussian intensity profile of the 
illuminating beam and the fringes that are commonly present in the bit pattern images. By 
dividing the pixel intensity values of the bit pattern images to the pixel intensity values of 
the normalization base image, most of the mentioned irregularities are removed from the 
bit pattern images, leaving an image with the pixel intensity values in the same range as 
the pixel intensity values of the bit pattern at the SLM. In other words, the normalization 
process yields narrower peaks in the histogram of the bit pattern image, which results is 
the improvement of the SNR of the system, as explained in Section  5.1. 
For high resolution bit pattern images, however, not all the common intensity 
nonuniformities are eliminated by the blank normalization. As experimented, after 
applying the blank normalization a trace of the fringes still can be easily seen in high 
resolution random bit pattern images. A quantitative explanation is given for this effect in 
Appendix B. 
5.6.2 New Image Normalization Method 
The new normalization method is based on creating a specific normalization base for 
every bit pattern to be recorded. The following steps are performed to produce a new type 
of normalization base: 
1. Figure 43(a) shows the image of the bit pattern. The interference and diffraction 
fringes and the illumination intensity nonuniformities are apparent. The 
concentric circular fringes are due to the interference of the reflections inside the 
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photorefractive crystal. That the center of the circles is on the right edge of the 
image is because of the deliberate rotation of the crystal from its perfectly aligned 
orientation, as discussed in Section  5.4.3. It has been observed that when the 
crystal is perfectly aligned, pixels in the center of the image are quite blurred. 
 
2. The bit pattern on the SLM is inverted, swapping the bright pixels with the dark 
pixels and vice versa. The new image is the complement of the original bit pattern 
to be recorded. With the exact same illumination power, the image of the 
complement pattern is captured by the camera, referred to as the complement 
image. The complement image is shown in Figure 43(b). The same fringes and 
illumination nonuniformities as in Figure 43(a) are observed in the complement 
image as well. 
 
3. The pixel intensity values of the original and complement images are added 
together pixel by pixel. The resultant image shown in Figure 43(c) is the desired 
normalization base. 
 
The dark and bright pixels of the original bit pattern image shown in Figure 43(a) 
are removed from the normalization base. All the interference and diffraction fringes and 
the illumination nonuniformities are quite visible in Figure 43(c). A few circular 
diffraction patterns due to dust particles and the defects of the optical surfaces are 







   




Figure 43. Steps to produce the normalization base for coherent image normalization. The 
resolution in all the images is 1024 × 768. The bit pattern on the SLM is oversampled by 
2 × 2 superpixels. (a) Image of the original bit pattern is captured. (b) Image of the 
inverted bit pattern is captured. (c) The images of the original and inverted patterns are 
added together pixel by pixel. The resultant is the new type normalization base. The 




A small portion of the normalization base image is magnified, in which the 
texture of the normalization base is visible. This texture is the unique feature of the new 
normalization base and is specific for every bit pattern originating the normalization base. 
As experimented, this texture is stationary and is not visible in the image of the blank 
pattern. As it will be discussed in Appendix B, the texture appeared in the new 
normalization base is primarily attributed to the speckle pattern due to the scattering 
noise produced specifically by each bit pattern on the SLM. 
For the normalization, the pixel intensity values of the bit pattern image in Figure 
43(a) are divided by those of the normalization base in Figure 43(c) pixel by pixel. The 
normalized image is shown in Figure 44. As observed, the diffraction and interference 
fringes are totally eliminated with no visible trace and the average intensity all over the 
image is uniform. Furthermore, a major portion of the speckles are removed by the 
introduced normalization. The speckle reduction property of the introduced normalization 
method will be experimentally and quantitatively demonstrated in Section  5.6.4 and 
Appendix B, respectively. 
As explained above, it is required to have the images of the original and the 
complement bit patterns to create the specific normalization base for each bit pattern. 
Therefore, during the holographic reconstruction of the bit pattern images, it becomes 
necessary to have the original and the complement images for the normalization. Thus, 
there will be required to record two holograms per each bit pattern, which halves the 
capacity and the data retrieving speed at the same time. The SNR improvement with the 
new normalization method is not enough to compensate for the capacity and data rate 
loss. However, it is possible to perform the normalization during the recording by 
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precompensation of the fringes and the speckles in the recorded bit pattern and only 
record the precompensated bit pattern once [60]. For the precompensation, the images of 
the original and complement bit patterns are captured before the recording, then the 
normalization base is created through the steps mentioned above, and then the original 
pattern is normalized to the normalization base. The normalized bit pattern is put on the 
SLM for the recording.  
 
 
Figure 44. Normalized image of the bit pattern. The image resolution is 1024 × 768. The 
bit pattern on the SLM is oversampled by 2 × 2 superpixels. The diffraction and 




5.6.3 Pixel Matching Results 
For the pixel matching of the SLM and the camera, the 2D bit pattern on the SLM has 
been imaged onto the camera by means of a 4-f imaging system with a demagnification 
error of 0.05%, as explained in Section  5.4.2. Figure 45(a) schematically shows the effect 
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of the demagnification error on the pixel matching. Over each pixel row of a bit pattern 
image with 1024 pixels, if at one end the image and camera pixels are perfectly matched 
then at the other end the pixels are mismatched by half a pixel because of the 
demagnification error. The deviation along the columns is less than half a pixel as the 
height of the bit patterns is 768 pixels, which is 25% less than the width of the bit 
patterns. 
The alignments of the lens pairs for each of the Fourier transform lens assemblies 
have been examined by the autocollimator as well. The measurements confirm 5 arc 
minutes and 1 arc minutes of misalignment of the lenses for the front (FT lens 1) and rear 
(FT lens 2) Fourier transform lens assemblies, respectively. The effect of the lens 
misalignment can appear as the tilt of the rows and/or columns of the bit pattern image 
with respect to the rows and columns of the camera detector array. As observed in the 
implemented system, there is a small tilt of the image columns versus the columns of the 
camera 2D pixel arrays by which the image pixels are gradually shifted to the right by 
about half a pixel. The tilt effect is schematically shown in Figure 45(b). 
The combination of the demagnification deviation and the tilt effects is 
schematically shown in Figure 45(c). The pixels at the center of the SLM image and the 
camera sensor are perfectly matched by lateral shift of the camera. It is observed that no 
significant pixel mismatch occurs in the vertical direction. However, the horizontal pixel 
mismatch becomes significant in some sections of the image because of the tilt of the 
image columns. 
Because the bit patterns are oversampled with 2 × 2 pixel blocks as explained in 




Figure 45. Pixel mismatch due to demagnification error and optical distortion. (a) The 
demagnification ratio is deviated by 0.05% resulting in varying pixel misregistration over 
the area of the image. (b) Because of optical distortion the image pixel columns are tilted 
versus the camera pixel columns. When the pixels at the top of the columns are perfectly 
matched, the pixels at the bottom of the columns are shifted by about half a pixel away 
from each other. (c) The demagnification deviation and the column tilt effects are 
combined. The pixels are perfectly matched at the center of the image, bit mismatched 



















intensity values received through each holographic channel. A simple downsampling 
method has been employed, with which the imaging imperfections as observed in Figure 
45(c) are handled. Figure 46 shows how the downsampling is performed. The 
downsampling is carried out by averaging over one column of each 2 × 2 pixel block and 
the other column, which is the affected column due to pixel misregistration, is discarded. 
Whether the left column or right column of each pixel block is considered depends on the 
pixel misregistration direction at the coordinates of that pixel block. Figure 47 shows the 
areas in the bit pattern image where the left or right columns of the pixel blocks are 
chosen. The designation of the areas in Figure 47 follows the directions of the pixel 
misregistration at different areas of the bit pattern image, as observed in Figure 45(c).  
The downsampled bit pattern image is shown in Figure 48. The good contrast of 
the normalized bit pattern image in Figure 44 has been preserved over the entire image 
area. In Figure 49, a few sections of Figure 48 have been zoomed in to better observe the 
contrast of the dark and bright pixels. In all the areas, the dark and bright pixels can be 
 
 
 (a) (b) 
Figure 46. Downsampling method in the pixel misregistration condition (a) Right-shifted 
camera pixels versus the SLM image pixels. The left columns of the camera pixel blocks 
are kept. The right columns are affected by the neighbor pixels on the right side, hence 
discarded. (b) Left-shifted camera pixels versus the SLM image pixels. The right columns 
of the camera pixel blocks are kept. The left columns are affected by the neighbor pixels 
on the left side, hence discarded. 
 







Figure 47. Downsampling of the bit pattern image by choosing left or right column of 
each 2 × 2 pixel block (see Figure 46). The bit pattern image is divided into two upper 
and lower areas. The arrows show whether the left or right columns of the pixel blocks 
are considered in the designated areas. 
 
 
easily distinguished. Less contrast is observed in the upper zoomed sections. The reason 
is that the SLM illumination brightness has been smaller in the upper section of the SLM, 
which can be seen in Figure 43(a), resulting in less signal power in the darker areas. 
Therefore, the SNR has been poorer in the less illuminated areas of the SLM. It is implied 
that a more uniform illumination can improve the overall SNR of the data channels. 
Using beam shaping optics to convert the Gaussian beam to a beam with flat top intensity 
profile will result in uniform illumination of the SLM and larger data detection SNR. 
5.6.4 Bit Pattern Image Histogram 
The individual pixels in the downsampled bit pattern image (Figure 48) are associated 
with a holographic channel. The analog data received through each channel (i.e., the pixel 
intensity) has to be converted to digital data through a digital value assignment scheme, 
which is designed based on the raw SNR of the holographic channels. The histogram of 










Figure 48. Downsampled image using the method explained in Figure 46. The image 
resolution is 512 × 384. The individual pixels represent the data channels. 


























Figure 50 is the histogram of the entire bit pattern image in Figure 48. In the 
histogram, the two distributions corresponding to the dark and bright pixels are very well 
separated on the intensity scale with minimal overlap. It is observed that the dark and 
bright distributions are almost identical and resemble two identical Gaussian 
distributions. In the conventional holographic data storage systems, the intensity 
distribution of the holographic channels is Rician [61] rather than Gaussian. With Rician 
distribution, the variance of the intensity distributions of the bright pixels is larger than 
that of the dark pixels, which is due to the random phasor noise corresponding to the 
image speckles that is added to the complex field value at each pixel in the coherent 
imaging [61]. The larger intensity variance of the bright pixels increases the overlap of 
the dark and bright intensity distributions, leading to a larger BER. It is implied that a  
 
 
Figure 50. Histogram of the entire bit pattern in Figure 48. The pixel intensity values are 
normalized to the average pixel intensity. The estimated SNR is 4.7/ 22
2
121 =+− σσµµ . 
 
















n 2σ1 = 2σ2 ≈ 2×0.12 
µ2 ≈ 1.65 µ1 ≈ 0.4 
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major portion of the speckle noise is removed by the new normalization method 
explained in Section  5.6.2, resulting in a symmetric histogram with narrower intensity 
distribution for the bright pixels and less BER. 
The estimated SNR measured as 2
2
2
121 / σσµµ +−  is 7.4 for the entire image, 
where µi and σi are the mean and the standard deviation of the intensity distributions of 
the dark and bright pixels, respectively. This SNR is the largest reported for a 
holographic data storage system based on two-center recording along with the smallest 
image pixel size.
1
 If the two intensity distributions are approximated with identical 
Gaussian distributions, then the raw BER estimated as the overlap of the areas under the 
two Gaussian curves is about 10
-7
 [43] for about 200,000 data channels per page. 




 is desired [62]. Even though the SNR is decreased 
by multiplexing more holograms, the initial achieved BER is small enough for the final 
BER levels of the multiplexed holograms being in the acceptable range. 
Two experiments have been conducted to further explore the effectiveness of the 
new normalization method. In one experiment, a bit pattern image has been normalized 
by the new normalization base originated from another bit pattern. The two bit patterns 
have been fully uncorrelated. The resulting histogram of the downsampled bit pattern 
image shows a larger variance for the bright pixel intensities, which is similar to the 
Rician distribution. This confirms that the new normalization method is only efficient 
when the normalization base is specifically created for each bit pattern.  
In another experiment, a bit pattern image has been normalized by the new 
normalization base originated from the same pattern, but the normalization base was low 
                                                 
1
 For comparison, refer to [48]. 
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pass filtered by applying a 2 × 2 moving average block. The moving average filtering 
removes the texture of the normalization base
1
 leaving an image that is very similar to the 
blank normalization base.
2
 The resulting histogram of the downsampled bit pattern is 
similar to that from the previous experiment with larger variance of the bright pixel 
intensities. It is inferred that the new normalization base without its specific texture is not 
able to reduce the speckle noise of its associated bit pattern image. A quantitative 
explanation regarding the effect of the normalization base texture in the speckle reduction 
is given in Appendix B. 
5.7 Hologram Multiplexing 
The problems involved with two-center recording of holograms of high resolution 
patterns have been addressed. The refractive index fluctuations within the crystal volume 
produced by the nonuniformities of the UV (sensitizing) beam profile and tight focusing 
of the signal beam have been significantly reduced by spatial filtering of the UV beam 
and defocused recording, as explained in Sections  5.4.4 and  5.4.3, respectively. With the 
implemented holographic data storage system, it has been possible to multiplex 10 
holograms. The reference beam has been rotated by 0.05º between each two recordings, 
which is 6.5 times the predicted angular selectivity of the system as calculated in 
Equation (22) to ensure minimal crosstalk in reading the multiplexed holograms. The 





, and 30 mW/cm
2
, respectively. All the holograms have been recorded for 10 
minutes and read for 15 minutes once all the holograms have been recorded.  
                                                 
1
 Refer to Figure 43(c) for the texture of the normalization base. 
2
 Refer to Section  5.6.1 for the blank normalization. 
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5.7.1 Instability Problem 
The reconstructed bit pattern images from most of the multiplexed holograms show 
promising contrast as the initial multiplexing results. However, they are not as high 
contrast as the bit pattern image as shown in Figure 43(a), though for a small number of 
multiplexed holograms, the same quality of the reconstructed images as that of the direct 
image is expected [43. 48]. This has been attributed to the slow recording and instability 
of the recording system, as the noise gratings continue to randomly build up despite the 
desired hologram failing to strengthen monotonically. As explained in Section  5.4.2, 
among many diffraction orders of the SLM, only the zeroth order is recorded and the 
others are blocked, resulting in low power efficiency of the recording system. Therefore, 
despite of using the maximum power of the green laser (5 Watts) the recording beam 
intensities are small, compared with the intensity levels acquired when a simple pixelated 
mask was used in the demonstration of the LHC.
1
 The low recording beam intensities 
lead to slow hologram recording. Therefore, for a hologram to be recorded to its 
saturation strength the recording time can be as long as two hours. Similar to the 
multiplexing procedure for the localized holograms presented in Section  4.5 in Chapter 4, 
it has been intended to calculate a recording time schedule for the multiplexing with 
recording one strong hologram to its saturation strength and erasing it. 
For long recording times, maintaining the stability of the system and fixing the 
recorded interference fringes becomes quite challenging. As mentioned in Section  5.4.6, 
by use of a protection cover it has been attempted to block the air flow that might have 
caused refractive index variations. Also, the temperature inside the lab and under the 
                                                 
1
 Refer to Section  3.2 in Chapter 3 and Section  4.4 in Chapter 4. 
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protection cover has been stabilized by turning on the laser several hours before the 
recording. The final instability source has been the green laser itself. The variation of the 
emitted wavelength of the laser has been confirmed using a Mickelson interferometer and 
observing the movement of the produced fringes. In the following, two modifications to 
address the instability issue are proposed. With the stability improvement of the 
recording system, multiplexing of about 100 holograms with acceptable raw BER of the 
retrieved bit patterns is envisioned, based on the M/# estimation given in Section  5.5. 
5.7.2 Reflection Micromirror SLM 
The transmissive SLMs, specifically the ones with higher resolutions and smaller pixel 
sizes, have much less pixel fill factor and transmission efficiency, which greatly decrease 
the effective power of the signal beam. For example, DLP micromirror SLM from Texas 
Instruments provides about 90% pixel fill factor and 68% reflection efficiency [63]. The 
transmissive SLM used in this research has a pixel fill factor of 40% and its transmission 
efficiency is 20% [56]. By using larger fill factor, the number of the diffraction orders 
emitted from the SLM is greatly reduced, leading to larger power efficiency. The large 
reflection efficiency of the SLM further increases the intensity of the signal power. 
5.7.3 Fringe Locking Mechanism 
With a fringe locker, the system becomes much more stabilized versus variations such as 
the laser instability, temperature change, air flow, and mechanical vibrations [31]. Most 
of the fringe lockers work based on the parallel interference of collimated beams. 
Therefore, a portion of the signal beam has to be diverted to the fringe locker before the 
beam strikes the SLM. Also, it is difficult to use the rotating part of the reference beam in 
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the fringe locker. Therefore, the required reference beam for the fringe locker should be 
sampled from the fixed part of the reference beam. Sampling from the signal and 
reference may exclude some components of the recording system from the stabilization. 
Nonetheless, it will be still very useful as some of the variations such as laser instability 
and temperature change will be greatly compensated. 
5.8 Discussion 
The holographic data storage system developed in this research offers multiplexing 
persistent holograms with erasure capability. In this system, all the multiplexed 
holograms overlap in the same volume of the recording medium. As such, it is not 
possible to erase and re-record individual holograms without affecting the other 
multiplexed hologram, unless the entire database is refreshed afterwards. Moreover, as 
predicted in Section  5.5, the storage density of a holographic data storage system with 
volume multiplexing is limited because of the diffraction efficiency degrading inversely 
proportional to square of the number of the multiplexed holograms (1/M
 2
; M: number of 
multiplexed holograms) [13]. The 1/M
 2
 behavior of the diffraction efficiency is because 
of the erasure of the previously multiplexed holograms when a new hologram is recorded 
as all the holograms share the same medium volume. Finally, the large absorption of the 
sensitizing beam and the recording beams reduces the practical thickness of the recorded 
holograms, leading to storage density limitation. 
 All the above shortcomings can be addressed by adopting the localized recording 
technique
1
 for developing holographic data storage systems, making them competitive 
read/write storage modules. The selective recording/erasure is the exclusive advantage of 
                                                 
1
 Refer to the previous chapters for localized recording. 
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localized recording, where the holograms are localized in separate thin slices of the 
recording medium. Hence, the erasure/re-recording of each hologram is dynamically 
performed without affecting the recorded holograms. Consequently, the mentioned 1/M
 2
 
behavior of the diffraction efficiency in volume multiplexing turns into a 1/M behavior in 
localized recording [35], leading to very large diffraction efficiency of the localized 
holograms.
 1
 Moreover, as the signal beam is only absorbed within the thin sensitized 
slice prepared for the recording, it can travel throughout the length of the recording 
medium without much absorption; hence, the crystal can be technically as lengthy as 
needed. 
The existing data storage system with angular multiplexing can be transformed to 
employ the localized recording technique. Figure 51 shows the proposed configuration 
for the localized holographic memory (LHM). The optimized 4-f imaging system of the 
current system can remain intact with only changing the crystal with one suitable for the 
localized recording. A longer crystal for the LHM can be used to increase the system 
capacity. In that case, the Fourier plane of FT lens 1 is shifted farther from it. Therefore, 
FT lens 2 and the camera are accordingly shifted back farther from the crystal so the 
camera sensor is placed at the new image plane of the 4-f imaging system. The current 
reference and UV arms are removed. The new reference and UV arms are implemented 
in the exact same way as in the LHC. 
In general, the number of localized holograms that can be recorded in a crystal is 
less than the number of holograms that can be volume multiplexed in the same crystal. 
This is because the localized slices cannot be thinner than a certain limit imposed by the 
                                                 
1






Figure 51. Holographic data storage with localized recording. HWP: half-wave plate, 
PBS: polarizing beamsplitter, NPBS: non-polarizing beamsplitter, FT: Fourier transform, 
CL: cylindrical lens, Pol: polarizer. 
 
 
diffraction of the sensitizing and reference beams shaped as thin films that define the 
localized slices. As such, the number of localized slices per unit length of the recording 
medium is limited, which is potentially a major limit to the storage density of an LHM. In 
the work presented in Chapter 3 for the LHC, localized holograms as close as 33 µm to 
each other were demonstrated, resulting in 303 localized holograms per one centimeter of 
the recording medium. For comparison with the predicted capacity of 150 holograms for 
the angular multiplexing in a 4 mm thick crystal calculated in Equation (27), the possible 
number of localized holograms in 4 mm length of the crystal is 303 × 4 mm / 10 mm = 
121. 
On the other hand, the diffraction efficiency of the localized holograms is 
excessively large, leading to large SNR of the holographic data channels. This extra SNR 
can be employed to increase the storage density of the LHM through multilevel (M-ary) 
FT lens 1 
FT lens 2 
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data coding versus the conventional binary data coding. Thereby, the number of 
information bits per data channel can be increased. From the optics standpoint, the 
multilevel data coding is translated to gray level SLM pixels instead of only dark and 
bright pixels. 
For large SNR of the holographic data channels, the storage density advantage of 
using M-ary data coding in LHM over the conventional binary data coding in the volume 
multiplexing systems has been theoretically demonstrated [52]. Therefore, it becomes 
necessary to improve the SNR of the data channels to take advantage of the M-ary data 
coding. As mentioned in Section  5.6.4, the histogram of the pixel matched image is 7.4, 
which is the best achieved among the holographic memories based on two-center 
recording. However, according to Ref. [52], to start benefiting from M-ary data coding, 
the SNR is required to be above 17 dB with the SNR definition in Ref. [52], which is 
equivalent to 16 with the SNR definition given in Section  5.6.4, assuming infinite 
contrast of the SLM. For the contrast of the SLM used in this research, which is about 4, 
the equivalent SNR is about 30. It seems that with the simple pixel matching procedure 
used in this research, these SNR levels are beyond reach. 
More sophisticated data detection scheme, such as sequential [54] or parallel [64] 
algorithms can be employed for the data detection from the bit pattern images with pixel 
misregistration and inter-pixel crosstalk due to limited spatial bandwidth of the system. 
These algorithms significantly improve the SNR of the data channels, whereby the M-ary 
data coding becomes a practical way of improving the storage density of the LHM. In the 
cases of magnification ratio deviation and optical distortion, the misregistration is a 
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function of the pixel coordinates over the image area. The existing sequential and parallel 
algorithms can be adopted to compensate the variable misregistration. 
The phase conjugate configuration is another way of improving the SNR of the 
data channels for the M-ary data coding, which is simply implemented in the LHM [48]. 
With the phase conjugate configuration, the aberrations of the imaging system and the 
distortions imposed by the crystal are eliminated and there is no need for sophisticated 
Fourier transform lenses. Moser, et al. showed the SNR improvement of using the phase 
conjugate method for binary data coding [48]. However, it should be noted that the 
reconstructed image produced by the phase conjugate method has the exact same size and 
pixel pitch as the bit pattern on the SLM. Thus, a demagnification imaging will be 
necessary to capture the image with a camera with smaller pixel pitch. Nonetheless, that 






CONCLUSION AND FUTURE WORK 
 
6.1 Work Summary and Contributions 
In this section, a summary of the achievements of this research is presented and the main 
contributions for the optical correlator and holographic data storage projects are 
reviewed.  
6.1.1 Optical Correlation with Localized Holography 
The capabilities of optical correlators are significantly extended using the localized 
recording technique in doubly doped photorefractive crystals. The localized recording is 
an example of the 90-degree geometry for the recording beams incident on two normal 
faces of the recording medium [37]. With this technique, the holograms are recorded 
within separate slices along the recording medium. The slices are defined with the 
reference and sensitizing beams shaped as thin films of light crossing the width of the 
recording medium where the signal and reference beams interfere and record a thin 
localized hologram. 
The recording slices are physically separate along the recording medium, which 
enables the unique feature of selective recording/erasure of individual holograms in 
localized holography. Thereby, the patterns stored in the optical correlation system can be 
dynamically modified without affecting the entire stored pattern database. Moreover, 
using longer crystals it is possible to extend the capacity of the localized holographic 
correlators (LHCs). This is possible because the signal beam traveling along the crystal is 
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not absorbed except in the thin sensitized slices, as opposed to the major absorption of the 
beam in the conventional volume multiplexing methods. The physical separation of the 
holograms allows for placing a detector array right next to the recording medium for the 
detection of the diffraction signals. This way, the collecting lens and the required space 
for the diffracted signals to focus on the detector cells are eliminated and the optical 
correlator becomes more compact. 
 The performance of the LHC has been simulated for the crosstalk, shift 
invariance, and capacity. A theoretical comparison between the conventional angle-
multiplexed optical correlator and the LHC shows that the LHC has higher capacity while 
the crosstalk in both methods is comparable and the shift invariance is the same. The 
trade-off between the LHC spatial bandwidth determined by the recording medium width, 
and the shift invariance has been identified and explained in detail.
1
 By using the crystal 
width to record half of the pattern Fourier transform (i.e., shifted configuration versus 
symmetric configuration
2
) the spatial bandwidth of the LHC has been doubled without 
sacrificing the shift invariance. 
The LHC has been experimentally demonstrated in the laboratory. Several 
persistent holograms have been recorded within separate slices as close as 33 µm apart 
along the crystal. To the best of the author’s knowledge, the recorded localized 
holograms are the thinnest reported for localized holography. This has been made 
possible by 1D spatial filtering of the sensitizing and reference beams. The correlation 
capability, crosstalk, and shift invariance of the LHC have been measured and the results 
                                                 
1
 Refer to Section  2.4.2 in Chapter 2 for the detailed discussion. 
2
 Refer to Section  2.3.1 in Chapter 2 for the shifted and symmetric configurations. 
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have been promising. The capability of dynamic content modification of the LHC has 
been experimentally verified. 
6.1.2 Performance Enhancement of LHC 
The physical separation of the localized holograms within the recording medium allows 
for much larger diffraction efficiency versus the volume multiplexed holograms recorded 
with conventional multiplexing methods. The excess of the diffraction efficiency allows 
for volume multiplexing of several holograms within each slice with sufficient diffraction 
efficiency. This multiplexing capacity has been utilized to enhance the performance of 
the LHC. The in-plane shift invariance and the rotation invariance of the LHC are 
improved by multiplexing several holograms from shifted and rotated versions of a 2D 
pattern within a slice of the recording medium. The reference beam has been intact 
during the multiplexing providing one specific diffracted signal per all different versions 
of each stored pattern. 
Theoretical study of the multiplexing procedure for the in-plane shifted pattern is 
presented and the trade-off between the enhanced shift invariance and the spatial 
frequency bandwidth of the correlated 2D patterns is discussed. This trade-off exists 
because of the phase variation associated with the shifted configuration used to double 
the correlation spatial bandwidth. The associated phase variation leads to the phase 
mismatch among the diffraction signals from the multiplexed holograms within one slice 
that are recorded with the same reference beam. 
The experimental results of the shift and rotation invariance enhancement are 
demonstrated. With an optimized recording schedule, the in-plane shift invariance of the 
LHC is improved by a factor of 9 by multiplexing 20 holograms originated from 20 
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shifted versions of the 2D pattern under correlation in one slice of the recording medium. 
By the same method, the rotation invariance of the LHC is enhanced by a factor of 8 by 
multiplexing 12 holograms from 12 rotated versions of the same pattern. There is a trade-
off between the final diffraction efficiency and the invariance enhancement, which is due 
to the diffraction efficiency being inversely proportional to the square of the number of 
multiplexed holograms in volume multiplexing. Therefore, the desired level of diffraction 
efficiency determines the number of multiplexed hologram and the enhancement factor 
resulting from the multiplexing. 
In an effort to extend the capabilities of the LHC for 3D object recognition, the 
2D LHC experimental setup is transformed to a 3D object recognition system. With a 
localized hologram of a 3D object recorded, the rotation invariance of the 3D LHC has 
been measured, which shows a very narrow selectivity to the rotation of the object during 
the readout. The limitations of the LHC for 3D object recognition are investigated and the 
existing trade-off between the rotation invariance of the system and the spatial bandwidth 
is studied, which is similar to the existing trade-off between the shift invariance and the 
spatial bandwidth in the 2D LHC. 
6.1.3 Holographic Data Storage with Two-Center Recording 
A holographic data storage system based on two-center recording in a doubly doped 
LiNbO3:Fe:Mn crystal with angular multiplexing capability is developed. The bit patterns 
used in this system have larger resolution (512 × 384) with finer pixel pitch (p = 28 µm × 
28 µm using 2 × 2 SLM superpixels) compared to those used in the holographic memory 
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with two-center, localized recording demonstrated by C. Moser, et al.
1
 Two Fourier 
transform lenses have been designed and fabricated that are used in a 4-f imaging system 
for imaging the SLM pattern onto the camera sensor array. 
A simple beam steering mechanism for the reference beam rotation has been 
devised, whereby the lenses in a conventional 4-f system for the beam rotation are 
eliminated. The sensitizing UV beam in a two-center recording system can impose 
refractive index nonuniformities within the recording crystal volume when its intensity 
profile has sharp roughnesses. By performing spatial filtering to the UV beam and 
expanding it, this effect has been greatly alleviated leading to good fidelity of the 
recorded holograms. The spatial filtering of the UV beam becomes important when high 
resolution bit patterns are recorded and retrieved. 
The effects involved with the coherent imaging of the bit pattern from the SLM to 
the camera, such as the speckling and the diffraction/interference fringes have been 
investigated. The presence of these effects adds a significant amount of noise to the 
image and complicates the data detection from the bit pattern images. With the 
conventional blank normalization of the images, the fringes are reduced and the SLM 
illumination nonuniformities are compensated. A novel normalization technique has been 
developed that completely eliminates the fringes and illumination irregularities and 
efficiently reduces the speckles as well, leading to larger SNR of the images. The 
normalization bases in the newly developed method are specific for every bit pattern and 
contain the particular speckle pattern produced by their associated bit pattern through the 
coherent imaging. 
                                                 
1
 Refer to Ref. [48]. 
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Pixel matching has been performed between the bit pattern image pixels and the 
camera pixels for the entire area of the SLM image. Because of the imperfections in the 
imaging system components, there is a very small deviation in the demagnification ratio. 
Also, there is a slight optical distortion, because of which the SLM image is a little 
deviated from a perfect square grid. By taking advantage of the oversampling of the bit 
patterns (i.e., using 2 × 2 superpixels on the SLM and camera), a simple method has been 
developed, by which the oversampled bit pattern images are downsampled and the bit 
pattern data is efficiently detected. 
The intensity histogram of the downsampled image shows a large separation 
between the dark and bright pixels on the intensity scale. The reduction of the speckle 
noise is evident in the histogram being symmetric, as opposed to the well known Rician 
distribution observed in the coherent image histograms in the conventional holographic 
data storage systems. The SNR of the entire image calculated as 2
2
2
121 / σσµµ +−  is 
7.4,
1
 which is the largest reported for a holographic data storage system based on two-
center recording with the smallest pixel size. The theoretically estimated raw BER based 
on the achieved SNR is about 10
-7
 [43] for about 200,000 data channels per page, which 




 [62]. The estimated raw 
BER is small enough for the final BER levels being in the acceptable range for a large 
number of multiplexed holograms. 
The optimized imaging system with the demonstrated pixel matching capability 
can be used to develop holographic data storage systems with other multiplexing 
schemes, such as localized holographic recording. 
                                                 
1
 Refer to Section  5.6.4 and Figure 50 for the histogram. 
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6.2 Future Directions 
In this section, the envisioned tasks to improve the achievements of this research, the 
suggested approaches to realize practical devices based on this research, and the 
recommended solutions to some of the complications are outlined. The suggestions are 
presented separately for the optical correlator and holographic data storage projects. 
6.2.1 Localized Holographic Correlator 
• Using longer crystals to increase the capacity of the LHC. Because there is no major 
absorption for the signal beam propagating along the crystal in localized holography, 
the use of long crystals is possible. 
• Using a detector array and placing it in close proximity of the crystal facet where the 
diffraction signals diffract out. This way the imaging lens in front of the CCD camera 
in Figure 14 in Chapter 3 is eliminated, which saves a large space and make the LHC 
much more compact. 
• Eliminating the 4-f system for DC blocking. The DC blocking can be performed at 
the Fourier plane right in front of the crystal by attaching the DC blocking filter to the 
front facet of the crystal or placing a very small opaque spot on the font facet of the 
crystal, where the common DC component of the patterns occurs. 
• Adding a red laser to address the broadening issue of re-recording. This is for the post 
treatment of the erased localized slices to avoid the broadening effect of the re-
recorded holograms.
1
 The red beam can overlap with the sensitizing and reference 
                                                 
1
 Refer to Section  3.5.2 in Chapter 3 for detailed discussion. 
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beams and can be a little defocused to be broader as needed for more uniform 
illumination. 
• Automating the co-alignment of the reference and sensitizing beams. The reference 
and sensitizing beams always have to overlap inside the crystal. A feedback based 
system can be devised to maintain the co-alignment of the two beams by sensing their 
incidence locations on the detector array and correcting any misalignment by rotating 
mirrors M2 and M3 in Figure 14 in Chapter 3. 
• Optimizing the thickness of the localized slices for specific applications. Larger slice 
thickness allows for more multiplexed holograms within each slice, leading to larger 
robustness improvement of the LHC. On the other hand, the number of stored 
patterns per unit length of the crystal will decrease for thicker slices. By designing the 
slice thickness the associated trade-off can be optimized for specific applications. 
• Preconditioning the recorded and correlated patterns. Because the LHC is sensitive to 
the scale, shift, and rotation of the correlated patterns, the recorded and correlated 
images can be preconditioned before putting them on the SLM. Within specific 
classes of patterns to be recognized by the LHC (e.g., fingerprints), designing the 
preconditioning algorithms for having the patterns at the desired coordinates, scale, 
and orientation can be more straightforward. In general, integrating the LHC with an 
electronic pattern recognition system can greatly improve the performance of the 
system in terms of speed and capacity. 
• Using a smaller object with larger features for the 3D object recognition using the 
LHC. The system will be less sensitive to the object rotation. Also, the object 
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illumination as shown in Figure 38 in Chapter 4 can be changed to make the 
illuminating beam as less diverging as possible, which helps improving the rotation 
invariance of the system. This is easier to accomplish for illuminating smaller objects. 
6.2.2 Holographic Data Storage with Two-Center Recording 
• Forming a beam with a flat top intensity profile using beam shaping optics. Using the 
conventional Gaussian beam for the illumination of the SLM imposes intensity 
variation over the recorded bit patterns, resulting in diffraction efficiency variation 
over the area of the bit pattern image. With a flat top beam, the diffraction 
efficiencies associated with all the bit pattern pixels will be about the same, leading to 
more uniform SNR over the bit pattern area. 
• Design and fabrication of Fourier transform lenses with zooming capability, less 
aberration, and larger numerical aperture (NA). The zooming capability allows for 
accurate magnification adjustment, which considerably facilitates the pixel matching. 
Also, for accurate imaging of high resolution bit patterns with good contrast, it is 
important to have an imaging system with sufficient NA with as less aberration as 
possible. 
• Using a reflection micromirror SLM instead of a transmissive SLM. A reflection 
micromirror SLM (e.g., DLP micromirror SLM from Texas Instruments) provides 
larger pixel fill factor that reduces the number of diffraction orders, and larger 




• Precompensation for the interference fringes and speckles in the bit patterns before 
the recording. Using the new normalization method introduced in Section  5.6.2 in 
Chapter 5, the bit patterns can be normalized before the recording. Therefore, the 
fringes and speckles associated with the coherent imaging of the patterns will be 
greatly reduced in the retrieved bit pattern images and there will be no need to record 
two holograms per bit pattern for the original and complement patterns. 
• Implementing a holographic data storage system with localized recording. The unique 
feature of selective recording and erasure of the holograms can make the holographic 
data storage a competitive read/write storage device. Furthermore, the large 
diffraction efficiency of the localized hologram provides much larger SNR that can be 
utilized to encode the digital data sent through the holographic channels (i.e., pixels 
or pixel blocks) with multilevel (M-ary) data coding. 
• Compensation for pixel misregistration and inter-pixel crosstalk with more advanced 
algorithms. Sequential or parallel algorithms can be utilized for the data detection 
from the bit pattern images with pixel misregistration and inter-pixel crosstalk due to 
limited spatial bandwidth of the system. Thereby, the SNR of the holographic data 
channels is significantly increased, and the storage density improvement with M-ary 
data coding becomes viable. 
• Implementing the phase conjugate configuration with localized recording. The phase 
conjugate configuration eliminates the aberrations of the imaging system, leading to 




DERIVATION OF FRESNEL DIFFRACTION FORMULA 
 
In this Appendix the Fresnel diffraction formula is derived that relates the EM field 
within the recording slice volume [i.e., F(u,v,z)] to that at the SLM plane [i.e., f(ξ,η)] in 
Figure 7. For the simplicity of deriving the diffraction pattern in the recording medium, 
the front face of the recording medium is assumed to be at the Fourier plane of the lens. 
Because the height of the recording medium (LX) in LHCs is relatively small (about 
1mm), it is also important to couple most of the signal beam into the recording medium. 
Therefore, focusing the signal beam at the entrance of the recording medium is useful in 
that way as well. The EM field at the back focal plane of the lens (z = 0) is 











ηξFTyx G,f,H  (28) 
where FT represents Fourier transformation, and the Fourier transform of the function f is 
represented by the function G. Afterwards, light propagates through the crystal with 
average refraction index of n. The Fresnel diffraction approximation is used to evaluate the 
EM field at any location within the recording medium with longitudinal distance z to the 
back focal plane of the lens. Moreover, it is assumed that the reflection coefficient at the 
boundary between air and the recording medium is constant within the whole spatial 
frequency spectrum of the signal beam. Assuming paraxial approximation and using the 
kernel of the Fresnel diffraction [59] yields 






























































































1 , (29) 
where ⊗ stands for 2D convolution and FT-1 represents inverse Fourier transformation. 
Rewriting the FT
-1
 in its integral form and omitting the constant term of 1/jλ yields 

























jηξzvu . (30) 
By negating the variables ξ and η, the final form of the EM field within the recorded slice 
is obtained 





























QUANTITATIVE COMPARISON OF NORMALIZATION 
METHODS 
 
In this appendix, a mathematical comparison of the blank normalization and the newly 
developed normalization is presented. In a pixel matched coherent imaging system, for a 
specific SLM pixel in a typical bit pattern the received intensity at the associated camera 
pixel can be depicted as: 
 2
2
δσ +++= faI a , (32) 
where a is the SLM pixel amplitude, f is the added complex field value due to the fringes, 
σ is the stationary phasor noise, and δ 2 is the overall camera detector noise that is 
randomly time varying. The phasor noise at the image plane is due to any rough 
randomness of the phase distribution over the input field pattern [53,59], volume optical 
scatterings, or sharp roughnesses of the optical surfaces [61]. Therefore, it is a 
sophisticated, linear function of the input field pattern at the SLM. The image speckles 
are in fact produced by the phasor noise denoted by σ in Equation (32). The pixel 
amplitude is either 1 or 0, assuming infinite contrast of the SLM. The quantities f , σ , 
and δ 2 are assumed much smaller than unity. The proportionality constant in the 
relationship between the intensity and the magnitude squared of the field value is 
dropped. The first order approximation of Equation (32) based on the mentioned 
assumptions yields 
 



















For a blank pattern with unity pixel amplitudes on the SLM, the received intensity 
at the same camera pixel as in Equation (32) is 
 2
2
1 bbb fI δσα +++= . (34) 
The subscript b denotes the blank normalization. The fringe pattern due to the diffractions 
and interferences retains its shape when the SLM pattern is changed from a typical bit 
pattern to a blank pattern. The reason is with a high resolution pattern on the SLM with 
small pixels, the dark and bright pixels are closely spaced. Thus, when a fringe pattern 
with much larger features than the pattern pixels is created, replacing the dark pixels with 
bright ones can be approximately interpreted as increasing the bright pixel intensities of 
the bit pattern leading to stronger fringes. The multiplier 1>α  in Equation (34) denotes 
the increase of the fringe amplitude for an SLM blank pattern. 
The phasor noise σb produced by the blank pattern is different than the phasor 
noise σ due to the bit pattern in Equation (32), because of the sophisticated dependence of 
the phasor noise to the SLM input field pattern, as mentioned in the beginning of this 
appendix. As it will be shown later in this chapter, the texture visible in the new 
normalization base as illustrated in Figure 43(c) is due to the phasor noise. That the 
texture is not obviously visible in the image of the blank pattern
1
 implies small amplitude 
of σb compared to that of σ. The noise quantity 2bδ  is uncorrelated with δ
 2
 in Equation 
(32) as it is a randomly time varying quantity. All the assumptions in Equation (33) are 
considered true for the fringe and noise quantities in Equation (34) as well. Therefore, the 
first order approximation of Equation (34) yields 
                                                 
1
 Refer to Section  5.6.2 in Chapter 5. 
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 { } { } 2Re2Re21 bbb fI δσα +++≈ . (35) 
 Performing the blank normalization, Equation (33) is divided by Equation (35) to 
calculate the normalized pixel intensity: 
 
{ } { }
{ } { }
























































It is notable in Equation (36) that for 1>α , the fringes are still traceable in the 
normalized pattern. Also, the resultant phasor noise is not changed much because of the 
small amplitude of σb compared to that of σ as explained above. It is implied that the 
blank normalization may not yield much gain in the overall SNR of the system when high 
resolution bit patterns are used. 
As for the new normalization method, the same assumptions as for the blank 
normalization are considered for the first order approximation of the pixel intensities 
received by the camera pixels. The pixel intensity for the original pattern is the same as 
depicted in Equation (33). For the complement pattern image, the received pixel intensity 
is 
 



















where the SLM pixel field value a corresponds to the original pattern as in Equation (33). 
The prime notation in Equation (37) denotes differentiation with respect to the original 
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bit pattern. However, the fringe field value is the same as in Equation (33) for the original 
bit pattern. This is based on the assumption that the probabilities of the occurrences of 
dark and bright pixels in a typical bit pattern are equal at every location of the bit pattern. 
Therefore, the number of the bright pixels contributing to the creation of the fringes is the 
same for the original and complement bit patterns, resulting in the same fringe filed value 
at the image for both patterns. The summation of Equations (33) and (37) yields 
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which is the new normalization base. Comparing Equations (35) and (38) as the blank 
and new normalization bases, respectively, it is clear that the stationary terms of the two 
equations are differentiated by the phasor noise contributions and the fringe amplitude. 
As mentioned above, the stationary texture of the new normalization base in Figure 43(c) 
is not visible is the blank normalization base. It is deduced that the new normalization 
texture is produced by the phasor noise from the original and complement bit patterns. 
Also, the phasor noise from the blank pattern is negligible. 
Performing the new normalization, Equation (33) is divided by Equation (38) to 
calculate the normalized pixel intensity: 
 
{ } { }
{ } { }























































Comparing Equations (36) and (39) for the normalized bit patterns with the blank and 
new normalization methods, respectively, it is evident that in the new normalization 
method the fringes and the speckles due to the phasor noise are completely removed. 
Furthermore, the effect of the overall camera noise is reduced by half at the bright pixels. 
These equations have been derived based on infinite SLM contrast assumption. 
Nonetheless, it can be shown that for limited SLM contrast also the new normalization 
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