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У статті запропоновано лінгвістичний підхід до моделювання 
процесу управління інформаційними ризиками в корпоративній 
інформаційній системі. Зроблено формалізований опис нечіткої 
ієрархічної моделі оцінювання якості засобів управління інфор-
маційними ризиками за критеріями захищеності інформації. Роз-
роблено алгоритм визначення інтегрального показника якості 
ресурсу управління інформаційними ризиками. 
 
Ключові слова. Корпоративна інформаційна система, інформа-
ційні ризики, лінгвістична змінна, лінгвістичний критерій, функ-
ція належності, нечітка множина. 
 
В статье предлагается лингвистический подход к моделирова-
нию процесса управления информационными рисками в корпо-
ративной информационной системе. Предложено формализо-
ванное описание нечеткой иерархической модели оценивания 
качества средств управления информационными рисками согла-
сно критериев защищенности информации. Разработан алго-
ритм определения интегрального показателя качества ресурса 
управления информационными рисками.  
 
Ключевые слова. Корпоративная информационная система, ин-
формационные риски, лингвистическая переменная, лингвистиче-
ский критерий, функция принадлежности, нечеткое множество. 
 
The linguistic approach to modeling of information risk management 
in corporate information system is proposed in this article. The fuzzy 
evaluation of quality of information risk management resources is 
grounded on the hierarchical model according to information security 
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criteria. It’s developed the algorithm of definition of generalized in- 
dicator of risk management resource quality in the article. 
 
Keywords. Corporative information system, information risk, linguistic 
variable, linguistic criterion, membership function, fuzzy set. 
 
 
Створення розвиненого і захищеного інформаційного середо-
вища є неодмінною умовою розвитку суспільства та держави, в 
основі яких мають бути найновіші технічні засоби. Більшість біз-
нес-функцій та управлінських процесів підприємств охоплюють 
корпоративні інформаційні системи (надалі КІС). В умовах вели-
ких підприємств та корпорацій КІС є найбільш ефективними систе- 
мами, тому що забезпечують взаємодію масових процесів швид-
кодіючими засобами сучасних інформаційних та телекомуніка-
ційних технологій. Чим складнішою є структура системи, тим ви- 
щим є ризик здійснення стосовно неї загроз: проникнення ззовні 
чи несанкціонований доступ зсередини підприємства, зокрема з 
метою навмисної зміни чи знищення інформації тощо [1]. А коли 
збитки від потенціальних загроз достатньо великі, необхідно 
впроваджувати економічно виправдані заходи щодо захисту і 
безпеки.  
У сучасній науковій літературі, в національних і міжнародних 
стандартах приділяється велика увага проблемам управління ри-
зиками, зв’язаними з використанням інформації в діяльності під-
приємств. Разом з тим залишається невирішеним цілий ряд проб- 
лем. Головна з них — відсутність методології управління інфор-
маційними ризиками підприємств, що забезпечувала б системний 
підхід до управління інформаційною сферою підприємства та бу-
ла б орієнтована на досягнення кінцевого результату бізнес-
процесів, злагоджене використання методів і моделей аналізу та 
управління. 
Управління інформаційними ризиками передбачає узгоджене 
комплексне застосування методів і засобів різного фізичного по-
ходження в межах єдиного технологічного ланцюга для збере-
ження надійності інформації в КІС. Стосовно засобів і методів 
прийнято використовувати узагальнений термін — ресурс управ-
ління інформаційними ризиками [2]. Різноманіття та ускладнена 
взаємодія методів і засобів, узгодження в місці та часі їх викори-
стання викликають необхідність застосування різноманітних мож- 
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ливостей таксономії на концептуальному рівні дослідження проб- 
лем управління інформаційними ризиками [3]. В противагу успіш- 
ному розвитку теорії та практики створення апаратно-програм- 
них засобів і технологій захисту та безпеки інформації, поглиб-
люється проблема формального представлення і оцінювання якос- 
ті та ефективності функціонування вищезазначених засобів як пі-
дсистеми КІС.  
Якість та безпека, які гарантує інформаційний ресурс управ-
ління інформаційними ризиками, визначаються за наступними 
критеріями [1]: конфіденційність, цілісність, спостережність, до-
ступність, гарантії (коректність реалізації послуг захисту). Кож-
ний з приведених критеріїв, у свою чергу, визначається низкою 
характеристик. Таким чином, якість ресурсу управління, що ви-
користовується в КІС, може оцінюватися ієрархічною системою 
характеристик та показників [4].  
Для оцінювання якості ресурсів, механізмів, підсистем систе-
ми управління інформаційними ризиками автори пропонують за-
стосувати ієрархічну нечітку модель, що ґрунтується на викорис-
танні лінгвістичних змінних [5, 6].  
Опишемо якість ресурсу управління інформаційними ризика-
ми в корпоративній інформаційній системі такою нечіткою мо-
деллю:  
 
ASLGQ ,,, ,  (1) 
 
де G  — граф дерева з вершинами ),1( Nig i  , кожній з яких пос-
тавлено у відповідність одне з можливих значень лінгвістичної 
змінної Lxi  , яка характеризує показник якості інформаційного 
ресурсу за відповідним критерієм;  njLL j ,1,   — набір лінгвіс- 
тичних значень (якісних оцінок) кожного показника; S  — систе-
ма відношень пріоритетів (переваги) одних показників перед ін-
шими відповідного рівня ієрархії показників; A — алгоритм агре-
гування інформації, який дозволяє отримувати узагальнений 
показник якості на даному рівні ієрархії шляхом обробки значень 
оцінок якості підлеглих вершин. Приклад подання графа G  при-
водиться на рисунку 1. 
Вершинам графа G  пропонується поставити у відповідність 
наступний розподіл показників якості ресурсу управління інфор-
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маційними ризиками відповідно до функціональних критеріїв за-
хищеності інформації в КІС [1]: 0Y  — інтегральний показник, 
0
11Y  — конфіденційність, 
0
12Y  — цілісність, 
0
13Y  — спостережність, 
0
14Y  — доступність, 
0
15Y  — гарантій (оцінка коректності реалізації 
послуг захисту), 1121Y  — адміністративна конфіденційність, 
11
22Y  — 
довірча конфіденційність, 1123Y  — повторне використання об’єктів 
та аналіз прихованих каналів, 1124Y  — конфіденційність при обмі-
ні, 1225Y — довірча цілісність, 
12
26Y — адміністративна цілісність,  
13
27Y  — ідентифікація й автентифікація користувачів, 
13
28Y  — керо-
ваність комп’ютерною системою, 2231Y  — забезпечення механізмів 
захисту об’єктів системи, 2232Y  — забезпечення механізмів вибір-
ковості керування, 2233Y  — забезпечення механізмів розмежування 
доступу користувачів та процесів до захищених об’єктів системи. 
 
 
Рис. 1. Приклад подання графа G 
По відношенню до всіх лінгвістичних змінних сформуємо 
шкалу з п’яти якісних термів: VL — «дуже низький» рівень, L — 
«низький», M — «середній», H — «високий», VH — «дуже висо-
кий». Тоді кожному j -му значенню лінгвістичної змінної ,LL j  , 
де L = {VL, L, M, H, VH}, можна поставити у відповідність трапе-
цієподібну функцію належності )(xj  [7], визначену на  1,0  з 
набором нейтральних точок (наприклад, з координатами (0,2; 0,4; 
0,6; 0,8)): 































































































































































xVH  (6) 
 
Графіки трапецієподібних функцій належності )5,1()(  jxj  
представлені на рисунку 2. 




Рис. 2. Трапецієподібні функції належності 
Агрегований показник 0Y  визначається наступним способом. 
Агрегування здійснюється за рівнями з пересуванням від нижніх 
рівнів графа G  до верхніх. Попередньо за допомогою експертних 
методів оцінювання визначаються значення лінгвістичних змін-
них ix  для кінцевих вершин графа. За графом визначається підм-
ножина вершин (показників) lik Gg   ( klNi 1,1  ) рівня l , які 
зв’язані з k -ою вершиною старшого рівня 1l . Для кожної підм-
ножини вершин визначається зважена сума відповідних функцій 
належності. З цією метою може бути використаний OWA-
оператор Ягера [8]: 
 









1 ,  (7) 
 
де  xkl 1  — функція належності k-го показника (l-1)-го (старшо-
го за ієрархією) рівня;  xli  — функція належності i-го показни-















1  l-го рівня; klN 1  — кількість показників нижнього рів-
ня, що зв’язані з k-им показником (l-1)-го рівня. 
В запропонованій моделі вагові коефіцієнти визначаються з 
використанням коефіцієнтів Фішберна [9]. Коефіцієнт Фішберна 
залежить від співвідношення показників якості, що належать пі-
дмножині зв’язаних показників одного рівня. На основі вербаль-
ної чи статистичної інформації можна на якісному рівні встано-
вити пріоритетність показників l -го рівня. Тобто, для кожної 








  l -го рівня, які визначають значення 
k -го показника старшого рівня 1l , можна вказати, що або один 
з них має більший пріоритет ( ) по відношенню до іншого, або 
пара показників знаходиться у відношенні еквівалентності ().  
У випадку, якщо кожна з пар показників klliY



























  в порядку спадання значимості показників. 

































  для всіх klliY
1 , то коефіцієнти Фіш-














У випадку змішаних характеристик переваги показників однієї 
підмножини використовується наступний підхід. Для показника 
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Для обчислення значень функції належності  xkl 1  викорис-
товується можливість переходу від операцій з трапецієподібними 
функціями до дій над абсцисами вершин трапеції  jjjj aaaa 4321 ;;;  
(див. рис. 2) [10]. Тобто абсциси вершин трапеції, що відповідає 
функції належності  xkl 1 , визначаються з виразу: 
 






















































;;; klklklkl aaaa   — абсциси вершин трапеції, що відпові-
дає функції належності  xkl 1  k -го показника (l-1)-го (старшого 
за ієрархією) рівня;  
4321
;;; lililili aaaa  — абсциси вершин трапеції, 
що відповідає функції належності  xli  i-го показника l-го (ниж-
нього) рівня. 
Обчислене значення функції належності  xkl 1  необхідно 
порівняти з функціями належності 5,1),(  jxj , для одержання 





  (де t вказує на номер показника ще вищого рівня за 




  вибирається лінгвісти-
чне значення LL j  , для якого значення )(x
j  є найближчим до 
 xkl 1 . Близькість функцій належності може визначатися з до-
помогою квадратичної відстані Евкліда, лінійної (відносної) відс-
тані Хеммінга, відстані Махалонобіса, максимальної відстані за 
ознаками тощо [11, 12, 13]. 
Враховуючи трапецієподібні форми функцій належності  xkl 1  
та )(xj  та використовуючи максимальну відстань за ознаками, 
близькість функцій належності j kl 1  пропонуємо визначати на-


























Оцінювання якості ресурсів управління…  В. В. Вітлінський, Г. В. Мельник 
 
 11 
де j kl 1  — максимальна відстань за ознаками від параметрів тра-
пецієподібної функції належності k-го показника (l-1)-го рівня до 
параметрів функції належності j-го терму; jma  — абсциси трапе-
цієподібної функції належності   4,1,5,1,  mjxj  (2) — (6); 
mkl
a 1  — відповідні абсциси обчисленої функції належності 
 xkl 1  (10). В якості лінгвістичної змінної вибирається та з Lj, 
якій відповідає функція )(xj  з координатами, що забезпечують 
мінімальне значення з усіх j kl 1 , які були отримані з (11). 
Алгоритм визначення узагальненого показника супроводжу-
ється перевіркою умови на допустимість часткових показників 
якості засобу управління інформаційними ризиками. Якщо зна-
чення *kj LL  , де 
*
kL  — множина дозволених (допустимих) для k-
го показника значень лінгвістичної змінної, то якість засобу вва-
жається незадовільною.  
Розглянемо приклад. Нехай вихідні дані для визначення якості 
ресурсу управління інформаційними ризиками КІС представлені 
в таблиці 1. При заповненні таблиці використовуються дані графа 
G , дані про переваги параметрів, значення лінгвістичних змін-
них для кінцевих вершин графа та допустимі значення парамет-




ВИХІДНІ ДАНІ ДЛЯ ВИЗНАЧЕННЯ ІНТЕГРАЛЬНОГО 
ЛІНГВІСТИЧНОГО ПОКАЗНИКА ЯКОСТІ ІНФОРМАЦІЙНОГО РЕСУРСУ 
Позна-
чення 







0Y  Інтегральний  Високий Визначити 
0
11Y  Конфіденційність 
0
12Y  Високий Визначити 
0
12Y  Цілісність 
0
13Y  Високий Визначити 
0
13Y  Спостережність 
0
14Y  Високий Визначити 
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Закінчення табл. 1 
Позна-
чення 








14Y  Доступність 
0
15Y   Середній 
0






22Y   Високий 
11
22Y  Довірча конфіденційність 
11
23Y  Високий Визначити 
11
23Y  
Повторне використання об’єк- 
тів та аналіз прихованих ка-
налів 
11
24Y   Середній 
11
24Y  Конфіденційність при обміні   Високий 
12
25Y  Довірча цілісність 
12















  Високий 
22
31Y  
Забезпечення механізмів за- 
хисту об’єктів системи 
22





Забезпечення механізмів ви- 
бірковості керування 
22
33Y   Високий 
22
33Y  
Забезпечення механізмів роз- 
межування доступу 
  Середній 
 
Потрібно визначити інтегральний лінгвістичний показник 
якості ресурсу управління інформаційними ризиками. На першо-
му кроці у відповідності до графа G  (див. рис. 1) шляхом уза-
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 13 
гальнення показників 2231Y , 
22
32Y  та 
22
33Y  третього рівня графа G  ви-
значається показник довірчої конфіденційності 1122Y , що міститься 





дяться один відносно іншого в стані змішаної нечіткої переваги, 
їх вагові коефіцієнти визначаються за формулами (8), (9): 
 














31   
 
За значеннями лінгвістичних змінних параметрів 2231Y , 
22
32Y  та 
22
33Y , відповідно «дуже високий», «високий» та «середній» оби-
раються відповідні функції належності )(5 x , )(4 x  і )(3 x . За 
функціями належності (4) — (6) обираються відповідні коорди-
нати вершин трапецій та підставляються у вираз (10). В результа-
ті отримано координати абсцис трапеції, що відповідає агрегова-




   
   









Визначаємо максимальну відстань за ознаками (11): 
 







 ,45,07,0,35,06,0max322   
 ;275,065,0875,0,55,0825,0   









  .7,025,0875,0,15,0825,0,07,0,06,0max122   
 
Оскільки   42222 075,05,1,min  jj , то в якості агрегованої 
функції належності обираємо )(4 x . Тоді агрегований показник 
11
22Y  — довірча конфіденційність, характеризується лінгвістичною 
змінною «високий». 
За приведеним алгоритмом визначаємо характеристики показ-
ників якості ресурсів управління інформаційними ризиками. Ре-















Абсциси вершин  
трапеції отриманої  
функції належності 





Високий Високий )8,0;7,0;6,0;5,0(  
0
12Y  Цілісність Високий Високий )925,0;875,0;75,0;65,0(  
0





Високий Високий )875,0;825,0;7,0;6,0(  
 
Використання лінгвістичних змінних в моделі аналізу ефектив- 
ності та якості засобів управління інформаційними ризиками в 
КІС дозволяє отримувати інтегральний (агрегований) показник, 
що базується на системі взаємопов’язаних ієрархічних показни-
ків. Порівняно з існуючими методами та моделями запропонова-
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ний підхід характеризується наступними перевагами: рішення 
про якість засобів управління інформаційними ризиками прийма-
ється не тільки на основі узагальненого показника, але й з ураху-
ванням обмежень на значення окремих показників, в тому числі і 
показників, що отримані під час процедури моделювання; для пі-
двищення точності алгоритму координати трапецієподібних фун-
кцій належності, що обчислюються на кожному кроці, перевіря-
ються на близькість до однієї з п’яти функцій належності з 
ідентифікацією значення лінгвістичної змінної. 
Концептуальні положення, що приведені в статті, та відповід-
ний інструментарій дозволяють усунути ресурси управління ін-
формаційними ризиками з незадовільною якістю, і тим самим пі-
двищити ефективність засобів управління інформаційними 
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