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Abstract
We consider approaches to the classical problem of establishing a statistical ranking
on a given set of items from incomplete and noisy pairwise comparisons, and
propose spectral algorithms able to leverage available covariate information about
the items. We give a comprehensive study of several ways such side information can
be useful in spectral ranking. We establish connections of the resulting algorithms
to reproducing kernel Hilbert spaces and associated dependence measures, along
with an extension to fair ranking using statistical parity. We present an extensive
set of numerical experiments showcasing the competitiveness of the proposed
algorithms with state-of-the-art methods.
1 Introduction
Data concerning user preferences for items or services is ubiquitous and is often used to detect
patterns in user behaviour for the purpose of making recommendations. However, in many cases, an
explicit direct feedback from the user-specific objective function of interest (e.g. a product rating),
which is needed to make recommendations, is scarce and the quantity of implicit feedback data
(in the form of clicks, views or purchases when faced with multiple choices) far outnumbers the
explicit data. Moreover, when the feedback comes from human users, they are known to be better in
evaluating relative differences than absolute quantities [Kahneman et al., 1979] and, in the absence
of a reference point, explicit feedback may be unreliable.
Motivated by this, we consider the setting of establishing a ranking on n items, given a set of
incomplete and noisy relative preferences, but we revisit this classical problem in light of item
covariate information. Ranking is a well-studied discipline with an active and rich literature that dates
back to the 1950s [Bradley et al., 1952, Luce, 1959]. There exists a wide range of settings under which
the problem of ranking arises and can be studied, mainly motivated by information retrieval tasks.
In our work, we consider the setting where a single observation between pairs of items is observed,
and aim to recover a total ordering that is as consistent as possible with the given data. To study
this problem, spectral ranking methods such as SERIAL-RANK [Fogel et al., 2016], SYNC-RANK
[Cucuringu, 2016] and SVD-RANK [Alexandre et al., 2019] have been proposed. However, the
aforementioned algorithms do not consider cases where side information or relationships between
items are available, which is often the case. In fact, there are other ranking methods that do use
covariates as well, but they are not designed for our setting.
It is natural to combine ranking with item covariates. For example, when ranking a set of clothing
articles, it is no surprise that their attributes such as size, style and colour will have an impact on the
ranking. Moreover, covariate-free algorithms cannot take into account instances where new items
are added to the set, without generating new matches with existing items. Finally, these methods
often break down if the sample complexity of the comparison graph does not scale as O(n log(n)),
meaning the graph being disconnected with high probability [Alexandre et al., 2019]. With the
presence of features, even if the comparison graph is very sparse or even disconnected, we can still
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produce a meaningful ranking since our proposed algorithm effectively ranks in both match outcomes
and feature representations, as opposed to just based on the match outcomes.
Contributions Besides proposing spectral methods that connect item covariates to their ranking,
we also consider the following questions:
1. Given a list of item attributes, how does one quantify their relevance to the ranking problem?
To build on top of that, can one identify the subset of attributes (if any) that are most relevant
for the ranking task?
2. Can we rank a previously unseen item solely based on its attributes, without having access
to any pairwise comparisons?
3. Since ranking is a sensitive task arising in a myriad of information retrieval problems
handling sensitive personal user data, is there a way to make our algorithm fair with respect
to certain sensitive features such as gender and ethnicity?
In this work, we introduce a suite of algorithms, C-SERIAL-RANK, SVDCOV-RANK and KCCA-
RANK. Both C-SERIAL-RANK and SVDCOV-RANK are built on existing spectral ranking techniques,
while KCCA-RANK directly tackles the question of attribute relevance outlined above. All the
proposed methods appeal to a class of expressive non-parametric models based on reproducing kernel
Hilbert spaces (RKHS).
The core idea behind our proposed methodologies is to treat the pairwise comparisons and the item
covariates as two sources of information describing the same set of items. We consider ranking as a
skill function such that similar items will give similar evaluations, where the notion of similarity is
computed using the comparisons (classical setting) or a combination of comparisons and covariate
information.
Outline The paper is organised as follows. Section 2 covers related work in the spectral ranking
and kernel methods literature. Our proposed methodologies will be presented in Section 3. Sections
4 and 5 cover experiments and concluding remarks.
Notations Vectors and matrices are denoted by lower case and upper case letters respectively.
In general, there will be n items to compare, and we denote the pairwise comparison matrix by
C ∈ Rn×n, where Ci,j = 1 if i beats j: -1 if j beats i: or 0 if draw or no match for ordinal
comparisons. In the case for cardinal comparisons, Ci,j = ri− rj for a given ranking/strength vector
r. We denote the covariate matrix by Φ ∈ Rn×p. Furthermore, given r, we can infer the ranking by
sorting the entries of r, choosing either increasing or decreasing order to minimise the number of
upsets. We formalise the notion of upsets below:
Definition 1 (Upsets). Given a ranking vector r, an upset is a pair of items for which the higher
ranked item is preferred over the lower ranked item. For example, there is an upset if ri > rj but
Ci,j < 0.
2 Background
We briefly survey related work in the ranking and kernel methods literature, and lay out the foundation
for Section 3.
2.1 Ranking Methods
We will briefly review relevant ranking methods that also rely on features, and a number of existing
spectral ranking algorithms on which our proposed methods build on.
Ranking with Covariates
The two most relevant lines of work in ranking with covariates are from [Yi et al., 2016] and [Niranjan
et al., 2017]. However, it is worth noting that the two methods are designed for rank aggregation,
where multiple observations between selected pairs are recorded from multiple sources in order to
generate a better single ranking list. This is different from our setting where only a single observation
is recorded for each of the selected pairs.
Bayesian Aggregation of Rank-data with Covariates [Yi et al., 2016] incorporated not only side
information on the ranked items, but also features about the sources. They set up a Bayesian model
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and connect the items and sources’ features to a latent underlying score vector, and treat observations
as a deviation from this truth. A parameter-expanded Gibbs sampler is then used for the inference
task.
Inductive Pairwise Ranking (IPR) On the other hand, [Niranjan et al., 2017] looked into settings
where each selected pair is compared multiple times (at least twice). They assume features lie in a
low-dimensional space and use matrix completion in the presence of side information to obtain a
ranking. They computed an empirical probability score using those multiple observations for each
pair of matches. In our setting, as we only have a single observation, the empirical probability
measure will not be reliable.
To apply the algorithm to our problem, we will appeal to the adjustment similar to how [Cucuringu,
2016] adjusted Rank centrality [Negahban et al., 2016] using similarity measures between matches to
construct a proxy for probabilities. For example, given a symmetric similarity matrix S with Sij ≤ n
(we will demonstrate how one could compute it from C), one considers the following probability
matrix
Pˆi,j =
 1−
Si,j
2n , if i won against j,
Si,j
2n , if j won against i,
1
2 , otherwise.
 (1)
Note that, whenever Si,j is large, meaning the two players are very similar, the quantity 1− Si,j2n will
be small, thus it is a good proxy for the difference in the winning probabilities.
Spectral Ranking
Next, we move on to summarize existing spectral algorithms, on which our proposed methods are
based.
Serial-Rank [Fogel et al., 2014, 2016] proposed a seriation approach to ranking building on
[Jonathan et al., 1998], by making use of the similarity between players. The approach is based
solely on the available pairwise comparisons, in the spirit of standard spectral clustering techniques
that consider the graph Laplacian. Given an ordinal pairwise comparison matrix C, where Ci,j ∈
{−1, 0, 1}, we construct a similarity matrix S = 12 (n11T + CCT ) such that Si,j counts the number
of agreeing comparisons between i and j with other items. To recover the true ordering in this
seriation process, we proceed by setting up the graph Laplacian L(S) = diag(S1)− S and obtain
the eigenvector of L(S) corresponding to the second smallest eigenvalue,
r∗ = arg min
r
r>L(S)r s.t r>r = 1, r>1 = 0. (2)
The resulting r∗ will be a smooth vector with respect to the similarity graph S since r>L(S)r =
1
2
∑
i>j Si,j(ri − rj)2 measures the smoothness of a vector with respect to graph S [Shuman et al.,
2013]. To recover the final ranking, one simply sorts the ranking vector r∗ to minimise the upsets.
SVD-Rank [Alexandre et al., 2019, Cucuringu, 2016] considered a simple spectral method for
cardinal measurements, arising from the model wherein the pairwise comparisons are modelled as
noisy entries of a rank-2 matrix C = r1T −1rT , or a proxy of it. By a simple spectral decomposition
r∗ = arg max
r
(
r>CC>r
)
, s.t. r>r = 1, r>1 = 0. (3)
one computes the top two singular vectors of the pairwise comparisons matrix C, and extracts the
rankings induced by their entries.
The extension SVD-NORM RANK considers the normalisation akin to the connection-Laplacian
[Singer et al., 2012], and relies on Cˆ = D−1C, where D is the diagonal matrix with entries equal
to the total degree (both out and in degree) of the corresponding node in the pairwise comparison
network [Alexandre et al., 2019]. As illustrated by the numerical experiments, SVD-NORM-RANK
performs better than SVD-RANK. Furthermore, [Alexandre et al., 2019] provide a detailed theoretical
consistency analysis of both algorithms, under a random measurement model in terms of robustness
against sampling sparsity of the measurement graph and noise level.
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2.2 Kernel Methods, Hilbert Schmidt Independence Criterion and Kernel Canonical
Correlation
For any positive definite function k : X × X 7−→ R, there exits a unique reproducing kernel Hilbert
space (RKHS)Hk of real-valued functions on X . Function k(·, x) is an element ofHk and represents
evaluation at x, i.e. 〈f, k(·, x)〉 = f(x),∀f ∈ Hk,∀x ∈ X .
Hilbert-Schmidt Independence Criterion Now consider random variables x and z taking values
in general domains X and Z . Given kernel functions k and g on X and Z respectively, with RKHS
Hk andHg, the cross-covariance operator is defined as a linear operator Σxz : Hg → Hk such that
〈f,Σxzh〉 = Cov[f(x), h(z)] for all h ∈ Hg, f ∈ Hk. Hilbert-Schmidt Independence Criterion
(HSIC) measuring dependence between x and z is then given by the Hilbert-Schmidt norm of Σxz .
HSIC can also be seen as the maximum mean discrepancy (MMD) [Gretton et al., 2012] between the
joint probability measure Pxz and the product of their marginals. The empirical estimator of HSIC
[Gretton et al., 2005] is given by
ĤSICk,g(x, z) =
1
n2
Tr(KHGH), (4)
where K,G are the kernel matrices computed on paired observations {xi}ni=1 and {zi}ni=1 using
kernels k and g respectively, and H = I − 1n11> is the centering matrix for data in the feature space.
For a broad family of kernels such as the Gaussian and Matérn family, the population HSIC is 0 if
and only if x and z are statistically independent. Based on this fact, nonparametric independence
testing [Gretton et al., 2008] can be conducted with null hypothesis H0 : Pxz = PxPz vs. the general
alternative H1 : Pxz 6= PxPz to test for independence. Feature selection methods based on this
dependence measure have been proposed in [Song et al., 2012].
Kernel Canonical Correlation Analysis Besides the independence test, the cross covariance
operator Σxz can also be used in the Kernel Canonical Correlation Analysis (KCCA) [Fukumizu et
al., 2007], which lies at the core of one of our proposed ranking methods.
Assume we are given two sets of data {xi}ni=1 and {zi}ni=1, which describe the same set of items
through possibly two very different ways. We are interested to learn the optimal transformation in
the feature spaces of these two views of the items, such that the two resulting embeddings have the
maximal correlation under some restrictions in the RKHSs. Mathematically, this corresponds to the
following optimisation
f∗, g∗ = argmax
f∈Hk,g∈Hh
〈f, Σˆxzg〉Hh s.t
{
〈f, (Σˆxx + In)f〉 = 1
〈g, (Σˆzz + In)g〉 = 1, (5)
where Σˆxz is the empirical estimate of Σxz and  is small perturbation for numerical stability. The
KCCA solution can be obtained via computing the eigenfunctions of the normalised cross-covariance
operator Σxz or via a generalised eigendecomposition route. For further details, we refer the reader
to [Fukumizu et al., 2007].
Algorithmic Fairness using HSIC Algorithmic fairness is an emerging field motivated by increas-
ing concerns about the lack of fairness, equity and ethics in machine learning practice, and the way it
impacts society. There are many definitions of algorithmic fairness, and we will focus on fairness by
statistical parity as discussed in [Perez et al., 2017, Li et al., 2019], and in particular, parity-fairness
in expectation.
Consider a general empirical risk minimisation (ERM) setting where we use x to predict y by
constructing a function f : X 7→ Y to minimise empirical risk for some loss function L. We also
have in hand some sensitive features z, e.g. gender or ethnicity, and we aim to minimise their
influence on the learned function. To this end, we enforce parity-fairness in expectation, requiring
that Ex|z[f(x)|z] does not depend on z. Following [Li et al., 2019], this corresponds to including the
empirical HSIC as a regularisation term in the objective function
f∗ = arg min
f∈H
1
n
n∑
i=1
L(f(xi), yi) + λ
1
n2
f>HGHf, (6)
using a linear kernel k on function values f(x), with H a hypothesis class, and a regularisation
parameter λ.
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3 Proposed Methodology
In this section, we introduce C-SERIAL-RANK, SVDCOV-RANK and KCCA-RANK. All three lines
of algorithms have a different flavour in mixing the information between matches and covariates.
C-SERIAL-RANK can control via its hyperparameter, the information contributed from features, thus
even if they are noisy, it can still give a robust ranking. On the other hand, SVDCOV-RANK connects
r with covariates via a regression fashion, allowing us to predict the rank on completely unseen items
while no comparison with existing items are needed. Finally, KCCA-RANK combines the merit of
the two methods above by learning two functions f and g separately on the matches and covariates to
rank.
3.1 C-Serial-Rank
Recall in Serial-Rank, we first compute a similarity graph based on the matches and compute a
non-constant smooth vector r with respect to the graph Laplacian, which itself can be seen as an
operator that measures smoothness [Shuman et al., 2013].
With the available covariate information about the items, we construct another similarity matrix using
the Gram matrix K, with Ki,j = k(φi, φj). The gist of the idea is to merge this extra source of
similarity with S, and consider the eigen-decomposition on the resulting Laplacian
r∗ = arg min
r
rT
(L(S + λK))r s.t rT r = 1 rT1 = 0, (7)
where the trade-off parameter λ controls the information contributed from the features. λ and the
kernel hyperparameters can be tuned using cross-validation on held out matches.
Algorithm 1: C-SERIAL-RANK
Input : A set of pairwise comparisons Ci,j ∈ {−1, 0, 1}, a feature matrix Φ, a kernel function
k, hyperparameter λ
1 Compute a similarity matrix S = 12 (n11
T + CCT ) and kernel matrix K with Ki,j = k(φi, φj)
2 Set up the graph Laplacian matrix L(Sˆ) = diag(Sˆ1)− Sˆ where Sˆ = S + λK. Compute the
eigenvector r of the smallest non-zero eigenvalue of L(Sˆ).
Output :A ranking induced by sorting the eigenvector r to minimise the number of upsets.
3.2 SVD-Rank with covariates
The previous section provided a simple method that incorporate features into the similarity graph.
However, a downside of this extension is that one cannot perform predictions on unseen items using
available covariate information. To this end, we introduce SVD-Rank with covariates, for connecting
features to the ranking vector r in a regression fashion.
In order to solve SVD-RANK, we convert Eq (3) into a standard eigenvector problem. We project r
onto {1}⊥ by setting r = Zq, where Z ∈ Rn×(n−1) is a matrix whose columns form an orthonormal
basis of {1}⊥. Thus Eq (3) becomes
q∗ = arg max
q
(
q>Z>CC>Zq
)
, s.t. q>q = 1. (8)
By construction, r∗ = Zq∗ is orthogonal to 1, where q∗ is the top eigenvector of Z>CC>Z.
Now consider the scenario where we also have access to covariates Φ ∈ Rn×p, and we assume the
final ranking implied by r varies smoothly as a linear function of these covariates, e.g r = Φβ. By
considering the same previous line of thought, we set Φβ = Zq, and substitute q = Z>Φβ into (8)
to arrive at
β∗ = arg max
β
(
β>Φ>HCC>HΦβ
)
, s.t. β>Φ>HΦβ = 1. (9)
It is interesting to note that (9) corresponds to finding the optimal embedding for the cross-covariance
matrix Φ>HC, in a similar fashion as Principal Component Analysis.
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To solve for β, we decompose our feature covariance matrix Φ>HΦ ∈ Rp×p into LL>, which can be
done using Cholesky decomposition or Singular Value decomposition. We obtain again the standard
eigenvector problem by setting β = L−>γ, which leads to
γ∗ = arg max
γ
(
γ>Ψγ
)
, s.t. γ>γ = 1, (10)
with Ψ = L−1Φ>HCC>HΦL−>. Finally, we recover the ranking from r = HΦL−>γ?, where γ?
is the top eigenvector of Ψ.
Furthermore, if there is reason to believe that the ranking vector r relates to the features non-
linearly, it is straightforward to “kernelise” the above by setting r = Kα, where K is the kernel
matrix of covariates, and obtain a non-parameteric version of SVDCOV-RANK, which we denote as
SVDKCOV-RANK. Substituting q = Z>Kα into (8), leads to
α∗ = arg max
α
(
α>KHCC>HKα
)
, s.t. α>KHKα = 1. (11)
The rest follows closely to the derivation of SVDCOV-RANK with details in Algorithm 3.
Note that for large scale ranking problems where the comparison matrix is usually sparse in nature
(and so is the corresponding Graph Laplacian), one can compute (via the power iteration method)
the dominant eigenvectors in almost linear time in the number of edges of the graph. For sparse
matrices, each iteration of the power method is of linear time and the number of iterations depends
on the spectral gap. As a consequence of this, spectral ranking methods such as SERIAL-RANK and
C-SERIAL-RANK are able to scale to very large problems in practice.
Algorithm 2: SVDCOV-RANK
Input : A set of pairwise comparisons Ci,j ∈ {−1, 0, 1} or Ci,j ∈ R, covariate matrix Φ
1 Compute Ψ = L−1Φ>HCC>HΦL−>, where L is the Cholesky decomposition of Φ>HΦ.
2 Compute the top eigenvector γ of Ψ and set r = HΦL−>γ
Output :A ranking induced by sorting the r to minimise the number of upsets.
Algorithm 3: SVDKCOV-RANK
Input : A set of pairwise comparisons Ci,j ∈ {−1, 0, 1} or Ci,j ∈ R, kernel matrix K
1 Compute Ψ = L−1KHCC>HKL−> where L is the Cholesky decomposition of KHK.
2 Compute the top eigenvector γ of Ψ and set r = HKL−>γ
Output :A ranking induced by sorting the r to minimise the number of upsets.
3.3 SVDKFAIR-RANK
We consider a notion of fairness following [Perez et al., 2017], known as fairness by statistical parity,
which states that the learning process should be as statistically independent of sensitive variables as
possible. As we will see, the proposed method is well suited to this notion of fairness and it leads to
simple modifications due to an additional regulariser to the objective.
To achieve this, as described in Section 2.2, we incorporate the empirical HSIC as a regulariser to the
SVDKCOV-RANK objective function Eq (11). The optimisation objective becomes
r∗ = arg max
r
(
r>CC>r − λ
n2
r>HGHr
)
. (12)
Setting L = (KHK)
1
2 and r = KL>γ, we arrive at the following optimisation
γ∗ = arg max
γ
(
γ>L−1KHΞHKL−>γ
)
s.t γ>γ = 1
where Ξ = CC> − λn2G, G is the kernel matrix of the sensitive features and λ being the hyperpa-
rameter controlling the degree of fairness imposed from the regularisation. To recover the ranking
vector, we simply set r∗ = HKL−>γ∗.
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Algorithm 4: SVDKFAIR-RANK
Input : A set of pairwise comparisons Ci,j ∈ {−1, 0, 1} or Ci,j ∈ R, kernel matrix K from
item covariates, kernel matrix G from sensitive features, λ.
1 Compute Ψ = L−1KH
(
CC> − λn2G
)
HKL−>, where L is the Cholesky decomposition of
KHK.
2 Compute the top eigenvector γ of Ψ and set r = HKL−>γ
Output :A ranking induced by sorting the eigenvector r to minimise the number of upsets.
3.4 KCCA-RANK and testing for feature relevance
To utilise both sources of item information from matches and features, we appeal to the KCCA method
described in Section 2, and compute the optimal embeddings that maximise the correlation between
them in the embedding space. In other words, given {ci}ni=1, the row vectors of the comparison
matrix C, and {φi}ni=1, the covariate information, we consider the following optimisation problem
f∗, g∗ = argmax
f∈Hk,g∈Hh
〈f, Σˆφcg〉Hh s.t
{
〈f, (Σˆφφ + In)f〉 = 1
〈g, (Σˆcc + In)g〉 = 1 (13)
where  are small perturbation to ensure numerical stability. The resulting vectors f∗(φ1:n) and
g∗(c1:n) can both be used as the ranking vector, and we choose the one that minimises the number of
upsets. However, one should note that g∗ cannot be used for predicting unseen items, by construc-
tion. The rest follows similarly to the derivation of KCCA, and can be solved using a generalised
eigenvector decomposition. The details can be seen in Algorithm 5.
Algorithm 5: KCCA-RANK
Input : Pre-computed kernel matrix K from item covariates, kernel matrix G from matches
outcome, small perturbation 
1 Compute K˜ = HKH and G˜ = HGH
2 Compute K∗ = 1nK˜
[
K˜ + In
]
and G∗ = 1n G˜
[
G˜+ In
]
3 Compute the top generalised eigenvector of the problem[
0 1nK˜G˜
1
n G˜K˜ 0
] [
α
β
]
= λ
[
K∗ 0
0 G∗
] [
α
β
]
(14)
4 Compute the ranking vectors r1 = KHα∗ and r2 = GHβ∗
Output :A ranking induced by sorting r1 or r2, whichever one minimises the number of upsets.
Feature relevance and selection test Following the above setup, by treating the matches and the
features as two sets of information about the same items, we can perform the kernel independence
test [Gretton et al., 2008] mentioned in Section 2 to test for statistical independence. This is to ensure
the features we collected are informative for our ranking problem. Furthermore, using HSIC, one can
conduct backward (or forward) feature selection using dependence maximisation to obtain a subset
that is most relevant to the ranking problem [Song et al., 2012].
4 Experiments
In this section, we compare the performance of C-SERIAL-RANK (CS in the figure legends for
brevity), SVDCOV-RANK (SVDC), SVDKCOV-RANK (SVDK) and KCCA-RANK (KCCA) with
that of a number of other benchmark algorithms from the literature, including SERIAL-RANK (SER),
SVD-NORM-RANK (SVDN). The Adjusted INDUCTIVE PAIRWISE RANKING (IPR) will be compared
against when we conduct experiments on real data. Finally, we conclude by presenting numerical
results for our SVDKFAIR-RANK algorithm.
Before performing experiments on real data, we applied the Backward Elimination Using HSIC
algorithm (BAHSIC) [Song et al., 2012] to select the most informative subset of features to train on.
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Figure 1: Performance statistics in terms of Kendall’s tau score (the closer to 1 the better) for our
methods under different synthetic noise models. The network has 1000 nodes and a sparsity of 0.008.
Results are averaged over 20 iterations.
For both BAHSIC and our algorithms, we used the Radial basis function kernel (RBF) K(x, x′) =
exp(− ||x−x′||22d2 ) and select its length scale d using 10 fold cross-validation. The same procedure is
performed for the λ trade-off parameter in CS. In practice, we should pick the kernel that reflects the
nature of the nonlinearity in the data.
4.1 Simulation Studies
This section details the outcomes of synthetic numerical experiments, under two noise model for
ordinal and cardinal data respectively. For ordinal comparisons, we consider the FLIP model
where for each observation we flip the outcome with probability p. For cardinal data, we use the
adjusted Erdös-Rényi model (ERO) from [Cucuringu, 2016], where with probability η, we replace a
comparison with maxi,j(ri − rj)U for U ∼ U [−1, 1], given the true underlying ranking vector r.
Besides the noise model on the observed matches, we are interested to investigate the algorithmic
performance when noise is added between the features and r. With this objective in mind, we set
up our skill function f(x) = sin 3pix − 1.5x2, and the ranking vector as ri = f(xi) + σN(0, 1),
with σ being the feature noise level. We sample 1000 players {xi}1000i=1 from U [0, 1] to compute r.
The corresponding comparison matrix will be given by Ci,j = ri − rj for the cardinal case, and
Ci,j = sign(ri− rj) for ordinal matches. We measure the Kendall’s Tau score between the recovered
ranking vector r∗ and the ground truth r for different noise levels. Our experiments are conducted on
a highly sparse yet connected graph (with sparsity = 0.008).
Different noise models correspond to different challenges in ranking with covariates. While σ
regulates how informative features are for the true ranking, η/p regulate how noisy comparisons are
given the true ranking. In other words, high σ means features are less relevant and we should focus
on C, while high η/p means C is less informative and we need side information from the features.
Figure 1 demonstrates how the proposed algorithms perform at varying levels of noise. Both CS and
SER, on average, outperform the rest in the match noiseless case and when the feature noise level σ is
high; this shows how SER can balance the trade-off between matches and covariates. On the other
hand, when we start adding noise to the comparison graph (ERO or FLIP), covariate based methods
such as KCCA, SVDC and SVDK were consistently the best performers, demonstrating their merits
even with extreme feature noises.
4.2 Experiments on real data
We apply all algorithms to a variety of real data sets corresponding to a range of different comparison
graphs, and measure outcome by their proportion of upsets in the final ranking, computed with respect
to the given pairwise measurements. We will conduct two main types of experiments, described as
follows.
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Rank Inference Given a set of pairwise comparisons with corresponding item features, we are
interested in finding the optimal ranking that best describes the given set of comparisons.
Rank Prediction In addition to the given pairwise comparisons and item attributes on already seen
items, we are interested in predicting the rank of unseen items where only side information about
them is available. In our experiments, we perform a 70/30 train-test split to our items, and train the
model on the induced subgraph from the training set. We then predict the ranking for the unseen
items using their features. The random splitting is repeated 20 times in order to obtain confidence
bounds. Since SVDN, SER and CS do not connect the features with the ranking vector directly, they
cannot be used for prediction.
(a) Inference on seen lizards (b) Prediction on unseen
lizards
(c) Inference on seen Poké-
mon
(d) Prediction on unseen
Pokémon
Figure 2: Percentage of upsets (the lower the better) in the Flatlizard competition and Pokémon Battle
network, under the rank inference and rank prediction setup, respectively. Proposed algorithms are
colored in blue.
(a) Inference on seen NFL
teams (Upsets averaged over
2000-2018)
(b) Yearly % of upsets
(Inference)
(c) Prediction averaged over
years
(d) Averaged yearly %
upsets (Prediction)
Figure 3: Comparison of algorithms for the NFL Competition data set (2000 - 2018); both rank
inference and rank prediction are studied. Proposed algorithms are colored in blue.
FlatLizard Competition The data is collected at Augrabies Falls National Park (South Africa)
in September-October 2002 [Whiting et al., 2009], on the contest performance and background
attributes of 77 male flat lizards (Platysaurus broadleyi). The results of exactly 100 ordinal contests
were recorded (sparsity = 0.017), along with 18 physical measurements made on each lizard, such as
weight and head size. After BAHSIC, we retain 9 of such features.
Figure 2a and 2b showcase the performance of the algorithms. In the inference setting (2a), focusing
on CS, SVDC and SVDK, we see a clear improvement in comparison to their covariate-free respective
versions. In particular, CS performed the best, followed by KCCA. For the prediction setting (2b),
all our methods overperform the benchmark method (ipr), with SVDC and KCCA achieving the best
recovery scores. Overall, we observe that the features are related to the rankings in a nonlinear
fashion, and that our kernelised algorithms are able to capture such available side information.
Pokémon Battle Our next data set comes from a Kaggle competition. Approximately 45,000
battles between 800 Pokémon are recorded in ordinal format (with sparsity equal to 0.071). We also
have available 25 features for each Pokemon, such as their type, attack and defense. The battles are
generated by a custom algorithm written by the Kaggle host that closely reflects the game mechanics.
After BAHSIC, we retain 6 of such features.
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The results are presented in Figure 2c and 2d. It is no surprise that SVDC performed the best in both
inference and prediction tasks, since features such as attack and defense are linearly related to the
strength of a Pokémon.
National Football League 2000 - 2018 Our final real data set comes from sports, and contains the
outcome of National Football League (NFL) matches during the regular season, for the years 2000
- 2018. In addition, 256 matches per year between 32 teams, along with 18 performance metrics,
such as yards per game and number of fumbles are recorded. After the BAHSIC test, 6 features are
retained.
For the inference task, as illustrated in Figure 3a, CS achieves the smallest fraction of upsets, followed
by KCCA and SER. For prediction, as shown in Figure 3c, SVDC was the best performer, followed
by KCCA. This is indeed no surprise, as the features we collected are again linearly related to the
strength of the teams.
4.3 Fair Ranking Experiment
We demonstrate the fair ranking algorithm derived in Section 3.3 using the Communities and Crime
[Redmond et al., 2002] data set. We will create a pseudo ranking data set out of the original input, by
comparing the capita violent crime rate between each community, eg. community i is preferred over
community j if i has a lower crime rate etc. Socio-economical features, such as median family income
and family size, are used as predictive features. Furthermore, we also treat race as the sensitive
variable for our fair ranking problem.
Figure 4 illustrates the connection between the sensitive feature with the ranking vector of
SVDKFAIR-RANK and SVDKCOV-RANK. We observe that, by adding the HSIC regulariser,
the number of upsets increases slightly. However, the right plot of Figure 4 shows that SVDKCOV-
RANK has learned a very strong correlation between the ranking values and the sensitive variable,
while SVDKFAIR-RANK does not have such an undesirable behaviour. In practice, our fair ranking
method can mitigate the unfairness of the problem by trading it off for the number of upsets (possibly
computed on biased comparisons), by tuning a suitable hyperparameter λ.
Figure 4: Illustration of the relationship between the sensitive variable race and the recovered ranking
vector r, for the SVDKFAIR-RANK and SVDKCOV-RANK algorithms.
5 Conclusions and future directions
We considered the problems of ranking given a subset of noisy pairwise comparisons in light of item
covariate information. We proposed three lines of spectral ranking methods to solve the ranking
with covariate task, each with different strengths and weaknesses demonstrated in the experiments.
Furthermore, we extended SVDKCOV-RANK to a fair ranking setting using the statistical parity
formalism. In addition, a feature selection method for the ranking problem using dependence
maximisation is also demonstrated.
We have presented an extensive set of numerical experiments on three real data sets, which altogether
contain 21 distinct comparison graphs, showcasing the competitiveness of our approach compared to
other state-of-the-art algorithms from the literature. Moreover, we demonstrated how our algorithms
are able to predict the ranking of new items, which previous spectral methods cannot handle, while
the existing method (IPR) generally has poor performance. In particular, C-SERIAL-RANK and
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SVDCOV-RANK were shown to perform particularly well on many of the inference tasks, often
achieving the best performance in terms of the number of upsets induced by the recovered ranking.
When it comes to prediction, SVDCOV-RANK was the best overall performer, followed by KCCA-
RANK. The latter outperforms the former when there exists a strong non-linearity between the
features and the ranking problem.
There are several avenues for future work. An interesting direction would be to incorporate more
general type of side information into the ranking problem, e.g., prior information on partially observed
player relationships. Yet another relevant direction is the extraction of partial rankings using the side
covariates. In many real world scenarios, aiming for a global ordering of the items is unrealistic, and
one is often interested in uncovering partial orderings that reflect accurately various subsets/clusters
of a less homogeneous population of items/players. Leveraging features for the discovery of latent
structures behind cyclical and inconsistent preferences is also an interesting direction to explore.
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