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Abstract
Formulated by the beginning of the XX-th century, the method of steepest descents is
the most classical among asymptotic methods for approximations of integrals. Used
extensively in various areas of physics dealing with wave phenomena, this method
was extended in the 1960's to the uniform treatment of several coalescing saddle
points. Soon it benefitted from recent results of pure mathematics in what is known
as catastrophe theory. Since then efforts have been devoted to the computation of the
canonical integrals involved in these generalized steepest descent expansions. With
the emergence of symbolic computation, it is then quite natural to launch the idea of
systematic implementations and uses of the method of steepest descents for numerical
computations.
Steepest descent expansions, being asymptotic, possess the distinctive advantage over
numerical integration techniques of providing robustness, a property needed in certain
applications. We study here two practical problems on which the robustness of these
implementations depends.
Hence we address the problem of finding the relevant saddle points of an inte-
gral for which we propose a rigorous formulation. Although this formalism seems
promising, much efforts remain to be done both at practical and fundamental levels.
Regarding the task of computing numerically the coefficients of the expansions,
we study the algorithms of the ordinary method of steepest descents. We show that
the robustness of the expansions can be conveyed in numerical applications, and that
implementations in the frame of symbolic computation preserve the generality of the
method. The simplest case of a generalized steepest descent expansion, i.e. a fold
catastrophe expansion, is then considered. For this case, we provide algorithms and
guidelines for the building of robust numerical procedures. The composite nature of
these algorithms forbids us of presenting general purpose forms for these procedures.
The effectiveness of these results is demonstrated in treating the Kelvin wave
source potential in hydrodynamics. Finally we consider the application of the method
of steepest descents to the three-dimensional Cauchy-Poisson problem in finite depth.
We show there that more powerful results from asymptotics of multi-dimensional
integrals and classification of catastrophes are necessary.
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Notations
We define here the main notations used throughout this work and refer at the same
time to definitions given therein. However basic notions of set theory, topology, theory
of analytic functions and graph theory are not detailed.
We use the notations:
IN, for the set of positive integers
Z, for the set of integers
Q, for the set of rational numbers
IR, for the set of real numbers
(, for the set of complex numbers
If A and B are two sets, B being a subset of A, we denote in general:
A \ B, the complementary of B in A
for any integer n, A" the product set A x A ... x A (n times)
A, the closure of A (in some superset to be specified)
0
A , the interior of A
OA, the boundary of A, defined as A \ A
A is a domain, if it is open and connected.
We use the following conventions and their variations for intervals of IR:
[a, b] the set of elements x of IR such that a < x 5 b (a and b in IR)
]a, b] the set of elements x of IR such that a < x K b (a might be in IR now)
and the notation D,(a, p) for the open disc of ( centered at a and of radius p.
Any element (z 1i,... , zn) of ("l is denoted i, ("n being considered as a C -vectorial
space of dimension n. At times, (" will also be identified to its structure of IR-
vectorial space, or IR2 ". If z is a complex number, z stands for its conjugate (with of
course the same convention for a vector 4
We denote indifferently the mapping f from a set E to a set F, f : E -+ F or
X '-* f(x). We say that f is injective if f is one-to-one, surjective if one-onto-one,
bijective if injective and surjective. We recall that f is a homeomorphism if it is
continuous and has a continuous inverse, a diffeomorphism if it is differentiable and
has an inverse which is differentiable. When dealing with functions of several complex
variables, we will always consider functions that are holomorphic in some domain.
(A function f : U -> C, U domain of ("l, is holomorphic, if it is continuously
differentiable and if df = E> of/Ozk dzk. f holomorphic in U is equivalent to f
analytic for all Yin U.)
Let f be analytic at z = zo, then we denote:
EZwo af,, (z - zo)", its entire series at z =zo
f0d), the value of its d-th derivative at z = zo
Several sequences or series are defined and used extensively:
the sequence (Pp), or Bleistein sequence (§ 1.2.2 a) and § 1.2.2 b))
the sequences (p,), (q,), or the sequences of Chester, Friedman and Ursell (Sec-
tion 5.1)
the series (A,/N 2 '), (B,/N 2 '), (C,/N 2 '), (D,/N 2 ') which define the expansion
of Chester, Friedman and Ursell (Section 5.1)
Certain notations and definitions relative to a function f of the complex variables
(z, a) are specific to this work:
Z, the set of cols or saddle points of f (Section 1.1.2)
B, a basin of f (Section 3.1.1)
G1 , the graph associated to f (Section 3.1.1)
K, the set of catastrophes of f and K., the set of catastrophes of f of co-
dimension at least q (Section 3.1)
R, the set of ramifications of f (Section 3.1.2)
and referring to a contour integral I = fc g(z, a) exp[N f(z, a)] dz:
ZR, the set of relevant cols of f (§ 1.1.5 1 and Section 3.3.1)
B, the set of singular points of f and g (Section 3.2)
C, the set of critical values of a for I (Section 3.2)
Introduction
Integrals with a large parameter are encountered in many areas of physics. They
appear as solutions of various problems such as: propagation equations in optics,
Schr6dinger equations in quantum mechanics, boundary value problems of Laplace's
equation in hydrodynamics or acoustics, etc... Their common ground is to model the
propagation of certain forms of energy. Interpreted as waves, their behavior can be
as opposite as one of pure exponential decay, or one of ever increasing frequency
oscillations. In order to infer such behaviors from integral expressions in their large
parameter limits, methods were developed by the end of the XIX-th century. Taking
into account the computational means of that period, these methods made use of
accuracy properties provided by certain diverging series. Historically, the first of
these methods - the principle of stationary phase - was formulated in 1887 by Lord
Kelvin, probably influenced by Stokes, for the study of waves in dispersive media, and
free-surface waves in hydrodynamics in particular (Kelvin, 1887a). Some twenty years
later, for the purpose of treating Bessel functions of large orders, Debye introduced the
method of steepest descents (Debye, 1909). Encompassing the principle of stationary
phase and making use of the power of complex analysis, this method became the most
classical and probably most powerful tool for obtaining asymptotic approximations of
integrals.
However, the method of steepest descents demonstrated its limitations when ap-
plied to the problem of the wave pattern generated by a ship. Hence the method
failed, in the same manner as Kelvin's principle of stationary phase (Kelvin, 1887b),
to approximate the transition between the pure exponentially decaying and the pure
oscillatory behaviors present in a ship wave pattern. This transition, a well known
phenomenon in optics, had already been modeled in 1838 by Airy. In 1957, moti-
vated by the ship wave problem, Chester, Friedman and Ursell extended the method
of steepest descents to the uniform treatment of this transition, or the coalescence of
two saddle points. Further developments followed in the 1960's which soon resulted
in the generalization of the method to the uniform treatments of several coalescing
saddle points and neighboring singularities. Around the same period (1955) but in
differential topology, was formulated the idea, in the spirit of Poincar6's work, of a
classification of coalescences of critical points: singularity theory was laid. A product
of this new theory and of bifurcation theory, catastrophe theory was proposed by the
beginning of the 1970's as a universal theory of evolution of systems (Thom, 1977).
Surrounded by much controversy, this theory received however a special attention
from physicists in quantum mechanics who soon found quantitative applications to it
through the generalized method of steepest descents. Since then, efforts have been
devoted to the numerical computation of the special functions required by these gen-
eralized steepest descent expansions. Currently and following the revision by Dingle
(Dingle, 1973) of the concept of asymptotics enunciated by Poincar6, the method of
steepest descents is being extended to the field of hyperasymptotics.
Hence despite the use of computers allowing the numerical evaluations of integrals
with unprecedented facility, there is a persisting interest for the method of steepest
descents. It is then natural to consider its applications to numerical evaluations of
integrals with a large parameter. If in most cases numerical integration techniques are
sufficient, certain applications necessitate more powerful methods. This corresponds
by example to integrals whose integrand presents highly oscillatory behaviors which
worsens as its large parameter increases in magnitude. These integrals may not be
absolutely convergent in their original definition, such an example is the Kelvin wave
source potential in hydrodynamics (see Chapter 2 and 6), or the potential of a source
moving with steady forward speed in otherwise calm water.
In dealing with numerical evaluations two aspects intervene: the accuracy of the
results and the time required by the implemented algorithm to obtain them. Efficient
techniques are of course those for which the former is high and the latter small.
With "pathological" integrals such as the ones we are concerned with, there exists an
obvious trade-off between the simplicity of the method and its efficiency measured in
terms of computational time versus accuracy. Moreover when evaluations are needed
for a wide or unbounded range and for any value of some parameters, bounds on the
accuracy and time are needed for whole regions of the parametric space. Tentatively,
we would define the robustness of a method as the ability to ensure a fixed error,
uniformly over a given region.
The association of efficiency and robustness is of particular importance for certain
applications of acoustics and hydrodynamics where evaluations of such integrals are
done on a regular basis. In solving a realistic problem of hydrodynamics, a Green's
function in integral form is evaluated of the order of a 1000 000 times prior to obtain-
ing any solution (Newman, 1990). Other areas of physics have different requirements:
a single evaluation of such an integral might yield a complete solution (e.g. in quan-
tum mechanics). In general, computations of an integral with a large parameter
appear mainly under three forms and their combinations:
a) the evaluation of a time dependent solution for large times
b) the evaluation of the high frequency components of a solution
c) the evaluation of a solution at large distances
In hydrodynamics, a) is becoming more common as time-domain studies are of in-
creasing interests. c) has gotten recent attention with the problems of ship wake
detection, although it was already involved in wave resistance prediction. It must
also be noted that since distances are intrinsically non-dimensionalized in formula-
tions of Green's functions, a "large" distance may well correspond to the description
of a part of a body. In acoustics the three cases a), b) and c) may be encoun-
tered. The case of b) is of crucial interest for optics and quantum mechanics. We
should not omit the case of a large non-dimensional parameter which can arise in lo-
cal solutions, such as boundary layer solutions, solutions of differential equations with
turning points (e.g. Schr6dinger's equation). This covers investigations of unstable
wave solutions, boundary layers in fluid flows, etc...
In the numerical treatment of a given problem, it is necessary to distinguish the
concept of uniform global validity as opposed to ad hoc considerations. In general, it is
desirable not to sacrifice the physical hypotheses of a model for the sake of numerical
convenience. Discarding regions of a physical domain, because of the failure there of
a numerical technique, is highly suspicious. The linear ship wave pattern problem in
hydrodynamics is a famous example of such expedients. The advantage of asymptotic
methods in general, and of the method of steepest descents in particular, over any
numerical technique, is to guarantee robustness in open (in the topological sense)
regions of a parametric space. Naturally this particular feature must be preserved in
any implementation of the method in order to be of interest in numerical applications.
Hence we launch the idea of systematic implementations of the method of steep-
est descents for robust numerical evalutations of integrals. Our purpose is then to
demonstrate that such implementations which preserve the robustness as well as the
generality of the method of steepest descents, are possible.
This requires us, at first, to review the procedures involved in the ordinary method
of steepest descents as well as in its generalization. This review, well suited for our
purpose but far from being complete, leads us to define a theoretical frame for robust
and general implementations of the method (Chapter 1).
The extent of the practical difficulties inherent to the method of steepest descents
necessitates an evaluation of its characteristics as well as its treated and untreated
aspects (Chapter 2). From there we focus on two problems encountered in any appli-
cation of the method and which are not yet fully treated.
Hence we address the crucial but still untreated problem of determining the relevant
saddle points in a steepest descent expansion of an integral (Chapter 3). For the first
time a formalism for the rigorous formulation of this problem is proposed. Although
this approach seems promising and well suited to implementations on computers,
much work remains to be done.
The second aspect we are concerned with, consists in obtaining numerically the coef-
ficients of the expansions. We start first by considering the cases of ordinary steepest
descent expansions. In the same spirit as Dingle (1973) but benefitting from symbolic
computation, we present the algorithms for the ordinary method of steepest descents
and study their numerical properties (Chapter 4). These algorithms, characterized by
possible cancellations, preserve however the robustness and generality of the method.
Moreover, if implemented in the frame of symbolic computation, they allow us to
obtain analytical formulas as well as numerical results of arbitrary accuracy.
More arduous is the corresponding task for generalized steepest descent expansions.
We treat here the simplest case of the uniform treatment of the coalescence of two
saddle points, or fold catastrophe (Chapter 5). Hence, for the first time, algorithms
and guidelines are proposed for robust numerical evaluations of fold catastrophe ex-
pansions. However contrary to the ordinary steepest descent expansions, implemen-
tations of these algorithms are necessarily case specific. Moreover they are limited to
isolated fold catastrophes.
As a direct demonstration of the robustness provided by both types of algorithms, we
apply these to the Kelvin wave source potential in the far-field regime (Chapter 6). In
particular we conclude that the corresponding fold catastrophe expansion, originally
given by Ursell in 1960 (Ursell, 1960), is valid in more than half of the Kelvin wedge.
More importantly we outline a fundamental property of catastrophe expansions which
could lead to highly efficient numerical implementations as well as powerful numerical
tools.
Finally, we discuss the application of the method of steepest descents to another
example taken from hydrodynamics: the three-dimensional Cauchy-Poisson problem
in finite depth in the vicinity of the wave front (Chapter 7). Following previous
works on the subject, we present an asymptotic expansion in terms of the butterfly
integrals as well as specific algorithms for its evaluation. However this expansion
fails to be uniform in the vicinity of the wave front, evidencing the inappropriateness
of the method of steepest descents for this case. Consequently we propose a new
approach based on asymptotics of multi-dimensional integrals and on the classification
of catastrophes, yielding an expansion uniformly valid in the neighborhood of the wave
front. A complete justification of this result as well as practical methods for obtaining
this expansion are yet to be produced.
Chapter 1
The method of steepest descents
Before proceeding to the description of the practical aspects of the method of steep-
est descents, it is desirable to give a review of the ordinary method (Section 1.1)
and of what we call the generalized method of steepest descents (Section 1.2). This
review, based on results from numerous works on the subject by different authors,
is sufficiently thorough for allowing us to define the theoretical frame of our imple-
mentations. However many details are omitted since a complete description of the
method would certainly require a whole book on the subject.
The method of steepest descents belongs to this part of applied mathematics called
asymptotic methods. Under this name is in fact gathered many different "methods"
often regarded just as simple tools, if not "recipes" ready to be applied to obtain
asymptotic expressions. They share the particularities of providing very accurate re-
sults with very few terms extracted from divergent series (quite the opposite of what
can be obtained from convergent series) for usualy small regions of validity, and of
being able to fail in very perverse ways, that is in fact being asymptotic. The method
of steepest descents - "methode du col" in French or "Methode der Sattelpunkte" in
German - follows this pattern although it is a development of the theory of complez
contour integration. Its first appearance is due to Debye who formalized and applied
this theory to Bessel functions of large order to obtain asymptotic expansions (Debye,
1909). But a first sketch of the method can be traced back to Riemann in a posthu-
mous work (Riemann, 1892). A noticeable contribution to the theory was made by
Watson in 1918, through his proof of the asymptotic nature, in the Poincard sense, of
steepest descent expansions, using what is now called Watson's lemma. An account
of the method as well as many remarkable examples of its applications are found in
his Treatise on the Theory of Bessel Functions (Watson, 1944). Other contributions
were subsequently made, mainly by applied mathematicians, on specific aspects of the
method as well as on the problems of its extensions to more general cases. They will
be referred to, all along this presentation. Other general references on the method can
be found in various books on asymptotic methods: Copson (1965), Erd6lyi (1966),
Dingle (1973), Olver (1974), Wong (1989). Among asymptotic methods for evalua-
tions of integrals, the method of steepest descents is undoubtedly the most frequently
treated, so numerous are the articles on the subject. However, as noted in Wong
(1989), the descriptions of the method are always too sketchy to be appropriate. The
formulation of a complete mathematical theory is difficult as the method intersects
with fundamental problems of mathematics far from being completely treated. Such
an attempt is made in Wyman (1964), in the form of a tentative unification of the
methods of stationary phase and steepest descents as subsets of Laplace's method.
However opinions vary with different authors and, by example, Olver (1970) gives
another point of view on the subject.
Both articles by Wyman and Olver prove more general theorems than Watson's
lemma. The article of Olver, "Why steepest descents?", is of particular interest since
it outlines the importance of the paths of steepest descent, distinguishing the method
of steepest descents, or the procedure of Riemann, Debye and Watson, from what is
sometimes called the saddle point method or Perron's method (Copson, 1965, § 8.36,
or Wong, 1989, § 11.5), where paths of descent, not necessarily steepest, are con-
sidered as approximations to steepest descent paths. We make the same distinction
here when speaking of the method of steepest descents. On the more general topic
of asymptotic expansions and their peculiarities, the work of Dingle (1973) goes par-
ticularly in depth, introducing the concepts of what is now called surperasymptotics
and hyperasymptotics (Berry, 1992). Those leave interesting prospects for improve-
ments in accuracy of numerical implementations of the method of steepest descents.
Modestly we will stay in this work at the stage of simple asymptotics.
1.1 The ordinary method of steepest descents
1.1.1 Assumptions
For the sake of clarity, and applicability, it is necessary to impose some restrictions
to the class of integrals considered. The mathematical assumptions stated here will
pertain to the rest of the discussion including the numerical implementations of the
method although we will mention at times practical restrictions.
We shall consider complex contour integrals of the form:
I(Nci) = J g(z, l) exp[Nf(z, 5)] dz (1.1)
where:
(i) N E IR+
(ii) z E 4: and a'CE (1,1lE IN
(iii) f and g are holomorphic in W x D, W and D being domains of C and C'
respectively.
(iv) C is a contour included in W such that I(N, 5) exists in the Riemann sense. If
the end-points of C are located at infinity, we require uniform convergence of I
with respect to (N, a) in [6, +oo[x D, > 0.
* We have chosen to resctrict N to be real since the more general case of N complex
can be treated by including the argument of N in the definition of f. Reminiscent of
the method of stationary phase some definitions use iN, or i/h as h -+ 0+, instead of
N but we prefer to use a real positive parameter.
* In addition to (iii) we require that the singularities of f and g be discrete in (1+1,
and that any singularity zo, of f or g as functions of z, be such that:
3ro E IR / f(z) = (z - zo)'* h(z)
with h holomorphic in the disc D,(zo, p), p > 0. This covers the cases of poles and
branch points, but avoids the consideration of pathological cases such as exp[1/z].
* Finally the specification on C is necessary to have an integral which has a sense.
The requirement for the integrand to be Riemann integrable ensures us of a numerical
meaning.
The principle
We are interested in obtaining evaluations of I when N becomes large. Momen-
tarily we make the assumption that indeed W is C. The method of steepest descents
then states that for a fixed a, an expansion asymptotic in the Poincari'sense, is ob-
tained as the sum of local contributions from saddle points of f, plus eventually the
contributions from the end-points of the contour C. Each of these contributions is
in fact asymptotic in N and is obtained by integrating the integrand along paths of
steepest descents originated from the saddle points or end-points. (For a review of
the method see Watson (1944, chap. 8) and Wong (1989, II.4).)
Before going into further details, we need to give some definitions and notations
used throughout this work.
1.1.2 Some definitions
We have already mentioned the terms saddle point and steepest descent, and we add
here other notions as well as notations to be used in different parts of the discussion.
Extended definitions will be given in Chapter 3.
saddle point or col: A zero of 8f(-, i)/B9z as function of z only, denoted z(5).
Since f is holomorphic saddle points are isolated points and the set of saddle
points is a discrete set. Hence we can index this set with the set of positive
integers IN: Z = {z;(a) i E IN}.
order of a col: The order of z(d) as a solution of the equation 8f(z, i)/8z = 0.
The original method of steepest
order cols, or cols of order 1.
descents is concerned with simple cols, or first
path: The definition of a mapping -y : J -+ C, continuous on J, an interval of IR.
y(J) can be a segment, a curve, etc... but is generally referred as a contour or
arc.
A contour is the image of an infinite number of paths.
path of descent (ascent): A path -y for which the function t '-4 R{f(y(t), )}, for
a fixed, is strictly decreasing (increasing) in J.
path of steepest descent (ascent): A path of descent (ascent) y for which the
function t F-+ a{f(y(t), d)} is constant.
Notation: We will use the letter S to name such paths in general, and D (A
respectively) in particular.
e This definition comes from the fact that f is holomorphic. Thus paths for
which t '-4 Rf{f(y(t), a)} is the most decreasing (increasing) - i.e. for which its
derivative with respect to t is maximum or minimum - are paths along which
a{f(Y(t), e)} is constant.
level curve: A path y for which the function t ( {f~y(t), i)} is constant.
Notation: L will stand for level curves.
We have the duality bewtween f anf if: level curves of one are the steepest
paths of the other.
Among level curves we will consider in particular:
curves of -oo-level: These are level curves -y for which Rf{f(y(t), a)} = -oo, noted
The ideas behind the consideration of paths of descent and steepest descent can
be visualized more easily if one considers for a fixed a the function of the two real
variables (x, y):
W -+ IR
(z, y) -Rff( + iy, )}
The graph of this function defines a surface E in IR' where the saddle points are
passes, hence the terminology of cols (see Figure 3-1). This surface does not possess
any local extrema in W identified as a subset of IR2, since f is holomorphic. As N
increases the relief steepens. The analogy with a topographical relief can be further
pursued (see Chapter 3).
Meanwhile some remarks follow:
- If we arbitrarily name valleys the regions of E for which R3{f(x + iy, 5)} is
negative, it is obvious that the end-points of C, say a and b, must be in such
valleys for the integral to exist as N -+ +oo.
- Intuitively, the method states that when going from a to b the main contri-
butions to the integral as the relief steepens, come from the vicinity of the
end-points of the path and of the cols the path has to go through in order to
join a to b. The total and exact contribution stays of course the same whatever
the path since the integrand is holomorphic.
- Obviously the path joining a to b need not pass through any cols of f if the
two points are in the same valley or basin (used here in the same meaning as an
hydrologic basin in geography). One then could think of the method as finding
the "minimal" path joining a to b, minimal in some sense of a "least effort"
path similarly to what a mountain climber would seek in a massif.
Another way of looking at paths of descent is to consider their image by f in
U There, a steepest path is a straight line parallel to the real axis whereas a level
curve is a straight line parallel to the imaginary axis (the duality of f and if is there
obvious). This image space was first used by Van der Waerden (Van der Waerden,
1950) in order to formalize the problem of the deformation of C.
1.1.3 The procedure
We now detail the procedure of Riemann, Debye and Watson. In this part we assume
that a is fixed and that in fact W is the whole complex plane C so that f and g
are holomorphic everywhere. Furthermore f is assumed to only have cols of order 1.
The set of cols is indexed by a subset of IN, [L..J] (J might be oo) and we denote it:
Z = {z : 1 < j 1 5 J} or (zj)j.
To keep notations simple we drop the dependence on a throughout this section.
A) The deformation of C
Using Cauchy theorem we deform the initial contour C into C' such that C' is com-
posed only of paths of steepest descent issued from the end-points a and b, of paths
of steepest descent issued from saddle points and of curves of -oo-level. Using the
notations: Sa and (-Sb) for the paths issued from the end-points, Sz, for the paths
issued from the col zj, and -,,i for curves of -oo-level, the new path C' is written:
Ji. J-+1
C'= Sa U U Sz, U U C-0, U c-Sb) (1.2)
j=1 i=1
It is easy to see that the contributions from any of the level curves C-.,; are exactly
zero. Hence I is written:
I(N) = j g(z) exp[Nf(z)] dz + L g(z) exp[Nf(z)] dz
J,
+ > g(z) exp[Nf(z)] dz (1.3)
j=1 Z
assuming that the contributions from the end-points are not zero.
* Note that the union and the sum over j range from 1 to J,., an integer smaller
than J which we do not specify. (The cols are supposedly reindexed from 1 to J,. if
necessary.)
So far we have only used the fact that C' is homotopic to C in W and that the
integrand is holomorphic in W. The result obtained is therefore ezact.
B) The restrictions of the paths to neighborhoods of their highest points
Since each of the paths now considered is a steepest path of descent issued from
its highest point - the highest in the sense of R3{f(z)} - we can restrict the path
of integration to a neighborhood of this point. The argument for performing this
restriction is entirely similar to what is used in Laplace's method for integrals of
the real variable: the contributions from the remaining portions of the paths are
exponentially negligible in N (see Wong, 1989, § II.1 by example). Remember that
on steepest paths the imaginary part of f stays constant and the integral can be
considered as of the real variable Rf {f(z)}. In other words as the oscillating part of
the exponent is constant we have avoided the complex interferences which occur as
N gets large (Watson, 1944).
These new paths being noted S we have:
I(N) ~ g(z) exp[Nf(z)] dz + -S g(z) exp[Nf(z)] dz
J1.
+z J g(z) exp[Nf(z)] dz (1.4)j=1 Z
where - implies that terms of order exp[-Ne], e > 0 have been neglected.
C) The changes of variables
Hence I is now reduced to a sum of local integrals in neighborhoods of end-points
and/or cols. For each integral we perform a change of variable which will reduce it to
a Laplace kind integral. The cases of end-points and saddle points must be treated
differently.
a) Change of variable at an end-point e
We assume that the end-point e of C' is "sufficiently" distant from any cols of f.
The notion of "sufficiently" is totally arbitrary but let us say that they are separated
by a certain, non-zero distance S. Then the local change of variable - we perform this
change only on the integral over S, - is defined by the mapping: u : z F-+ u, bijective
in a neighborhood of e and defined by the equation:
f(z) - f(e) = -u (1.5)
The integral along 3, after applying the change of variable is written:
J, g(z) exp[Nf(z)] dz = i exp[Nf(e)] f G(u) exp[-Nu] du (1.6)Se 0
with G,(u) = g(z) dz/du.
* The sign + or - depends whether the path 3 (hence S) is a path of descent (+) or
ascent (-). (3, is a path of descent, but -3b is a path of ascent ending at b.)
e 8(e) is the image by u of the lowest end-point of 3,, and is positive. The condition on
e and any other critical points of being "sufficiently" distant would be that 8 > 28(e)
for example.
b) Change of variable at a col z3
Here we require the cols to be "sufficiently" distant from each other and from the
end-points of C'. The change of variable is now defined after the mapping u : z - u,
again bijective in a neighborhood of z3 , defined by the equation:
U2
f(z) - f(z,) = -- (1.7)
Performing the change of variable z -+ u, the integral along Szi becomes:
g(z) exp[Nf(z)] dz = exp[Nf(z)] Gz,(u) exp[-N-] du (1.8)1 -6(z) 2
where -6(z,) and 6(z 3 ) are the images by u of the starting point and the ending point
of Sz, respectively (Sz, being chosen accordingly).
e The use of the quadratic polynomial in u is necessary to have a bijective mapping.
D) The expansions of the local integrals
We now use the fact that each of the newly defined functions G can be expanded in
entire series of u. Again we need to distinguish the cases of end-points from the cases
of cols.
a) Expansion of the integral at an end-point e
By the choice of u there exists a radius
series:
p(e) say greater than S(e), such that the
E aG,k uk = Ge(u)
k=O
is convergent in D0 (O, p(e)).
Then we can write:
6(e) Ke] Ge(u) exp[-Nu] du = E aG,k
k=0
where K, is arbitrary but finite and E1,K,(
of the series, that is:
J 6(e)
0
uk exp[-Nu] du + E1,K,(e) (1.9)
e) denotes the error due to the truncation
91,K,(e) () aG,kuk) exp[-Nu] du
0 k=K,+1
(1.10)
b) Expansion of the integral at a col z3
Similarily, the definition of the mapping u (in fact its inverse z) allows the expan-
sion of Gz in an entire series in u in a disk Do(O, p(z,)):
00
Gz, (u) = E aG,k uk
k=O
On substituting this expansion in the integral, we obtain:
6(z) U2
Gz, (u) exp[-N-| du =
-6(z,) 2
Kz. 6(zj) 2( aG,k uk xp[-N-] du
k=O -6(zj) 2
+E1,Kz. (z,) (1.11)
where Kz, is again arbitrary and E1,Kz, (Z3 ) stands for the error due to the truncation
of the series.
E) The extension of the paths of integration
Instead of considering the finite integrals in the new expressions, their paths are
extended to infinity with additional errors. This allows the expression of each series
in terms of powers of N without referring to the arbitrary values of the finite bounds
of the integrations.
Hence, for an end-point we have:
I/6(e)0 Ge u) ex p[-Nu] du = K, +00( aG,kk=0 Uk exp[-Nu]du
+E1,K.(e) + 62,K,(e) (1.12)
and for a col:
f( Gz, (u) exp[-
-6(z )
N-] du=2
Kz.
E ak(Zj)
k=O ~~
00
uk exp[-
**
N-] du2
+E1,Kz. (Zj) + E2,Kz. (Z) (1.13)
where the terms E2 account for the errors made by extending the ranges of integration
to infinity.
The integrals involved are now depending only on N and can be expressed in
terms of the Gamma function P. Thus we have:
j+00 k k!uk exp[-Nu] du = Nk+ (1.14)
if k odd
2 (k+1)/2 k + 1T( 2 )
Finally, the two kinds of integrals are written:
Kg
g(z) exp[Nf (z)] dz = exp[Nf (e)] [
*e k=0
if k
(1.15)
even
aG,k Nk+1 + 61,Ke) + £2,K,(e)
g(z) exp[Nf(z)] dz = exp[Nf(z3 )] [N12 Z aG,2kk=O (2k-1)(2k-3)...1Nk
+E1,2KZ. (Zj) + 62,2Kz (z )I
and:
oo 2
U k exp[-NU ] du =
*0 2
and:
Jz j
It is shown by Watson's lemma that indeed both types of series are asymptotic in
N, that is we have:
1 Ke
g(z) exp[Nf(z)] dz ~ exp[Nf(e)] - aG,k (1.16)
e N ~k=0 N
and:
f g(z) exp[Nf (z)] dz ~exp[Nf (zj)] N1/f2 E a, 2k N )(k -3 .
zj' k=O
(1.17)
in the Poincar6 sense, when N is sufficiently large.
* The form of (1.16) is reminiscent of the results of Laplace's method, and in fact is
not different, however the change of variables as well as the other steps differ from
Laplace's method.
* In fact Watson's lemma as well as the improved theorems proved in Wyman (1964)
and in Olver (1970), covers the last two steps D) and E) of the procedure.
The total expression for I is then obtained by replacing the different integrals in
(1.3) by their expansions as given by (1.16) or (1.17).
1.1.4 The asymptotic nature of the expansions
The asymptotic nature of the results is proved by applying Watson's lemma. The
paths we have used are steepest paths, but similar results can be obtained by con-
sidering a more general class of paths as shown in Wyman (1964) and Olver (1970).
Results are then obtained by using paths that are much easier to determine than
steepest paths. This method, or saddle point method, is in most cases more practical
than the method of steepest descents and can be applied to numerical evaluations by
using numerical integration along these approximated paths. However Olver showed
that considering steepest paths gives the minimal errors for E1 and 62. The detailed
bounds for these errors are found in Olver (1970, eq. 3.18 & 3.21).
1.1.5 The failures of the method
So far we have made some restrictive assumptions regarding the integral I: a was
held fixed, the domain W was assumed to be the whole complex plane C, cols and
end-points were supposed to be "sufficiently" distant and we were considering only
cols of order 1. What happens if these assumptions are not made? Can we expect to
obtain an asymptotic expansion in similar ways?
More precisely, in many problems a is allowed to describe the whole domain D, and
asymptotic expansions are then needed for any values of a. In what subdomain of
D is a given expression an asymptotic expansion of I? Can a covering of D by such
domains, each of them associated with a certain expression, be found, thus furnishing
an asymptotic expansion of I for every a in D?
This raises the problem of the uniformity, with respect to a, of these expansions,
and the search for those subdomains of D on which corresponding expressions are
uniformly valid, i.e. uniformly asymptotic as N gets large. Indeed, the method of
steepest descents fails to provide such a uniformity in several ways. In asymptotic
methods, such failures are known under the general term of Stokes phenomenon.
They occur when a' approaches the boundary of one of these subdomains. There the
corresponding expression ceases to be an asymptotic expansion of I - the error made
when disgarding the terms E is no longer negligible - and another expression is to be
seeked. In fact for practical applications one looks rather for non-empty intersections
of these subdomains in order to ensure matching between several expressions, hence
the uniformity of an asymptotic treatment of I.
Problems that arise in different areas of physics motivated further efforts in order
to circumvent these failures and resulted in extensions of the method which we group
under the term of generalized method of steepest descents. Prior to the presentation
of this generalization we describe each one of these failures.
1. The relevance of the cols
Probably the most subtle way in which an asymptotic expansion obtained by the
method of steepest descents fails, is through modifying the set of relevant cols. Recall
that we have been totally unclear about the value of J, in (1.2) and the way we could
determine which of the cols the deformed path C' has to go through. From (1.3) it
is also obvious that, by adding a (J, + 1)-th saddle point to the sum over the cols,
the result will be changed. In fact at this stage of the method we have not used yet
any kind of expansion and so this problem of adding a col has indeed very little to do
with the Stokes phenomenon. However it does change the result since the equality in
(1.3) might not hold anymore! By chance the contribution from this new col could be
subdominant and therefore would not modify significantly the result, but this might
not be the case as well!
Since the cols z(') are functions of a, the set of relevant cols, say ZR, might
change and with it the asymptotic expansion. But how is this set of relevant saddle
points defined? Is this set well determined - unique - for a given value of a? How
can it be modified as a varies?
This problem of the relevance of saddle points is never treated and not even mentioned
in the corresponding litterature, except for an article by Ursell (1970). None of the
books on asymptotic methods or discussing the method of steepest descents, mentions
the problem of determining this set despite its cruciality for the correctness of the
result. The principles for deforming the original path are given but nothing more.
Even Watson in his treatise if he stipulates that the paths should be deformed in
a certain way by considering certain cols, never mentions any rule for determining
which cols should be considered. In the many examples he gives this step always
stays in the dark.
* It might be argued that an obvious way of selecting a col zj, is to compare the
quantity R{exp[f(zjo, i)]} - the "altitude" of zj, - to the same quantities from other
cols. But this would only determine if zj, is subdominant or not with respect to other
saddle points - i.e. if zgo is of lower altitude than all of the other cols - and C might
well be such that zj, is the only col to consider in the expansion!
A classical example of the modification of the set of relevant cols and its influence
on the results, is the case of the Airy function:
/3() 3
Ai(N 2 /3  =J.f exp[N( - - (z)] dz
and was treated in Ursell (1965). The asymptotic expansions for large N present
discontinuities along the lines (Stokes lines): arg ( = 0, 2ir/3, 47r/3, delimiting regions
where successively the first col, then both and then the second one are relevant.
Meanwhile the results stay continuous up to exponentially small errors. This is a
consequence of the set of relevant cols being modified. Note that this happens for
certain values of ( which define the boundaries of three regions in the (-space. For
practical application the determination of this set is crucial and needs to be studied
in more details.
2. The coalescence of several cols
The second kind of failures showed by steepest descent expansions occurs when for a
certain value of a, say 6o, two or more cols are coalescing, that is: zi( o) = z2(do) =
... = Zm(do) = zo. Then the saddle point zo is a col of order m. Although the usual
method of steepest descents can be modified to treat cols of higher order by defining
the mapping u using the equation:
Um+i
f(z) - f(zo) = - (1.18)M +1
the expansions thus obtained fail as soon as a do. The need for an expansion
uniformly valid in a neighborhood of Co motivated the pioneering work of Chester,
Friedman and Ursell, "An extension of the method of steepest descents" (Chester et
al., 1957) for the case of two nearly coalescent cols. The principle was to use the Airy
function in place of the Gamma function, initiating the idea of using generalized Airy
functions or canonical integrals for two or more coalescing cols. This generalization to
the case of many cols was made possible by the work of Levinson (1960a, b, 1961) on
the reduction of functions with m coalescing saddle points to canonical polynomials
of degree m+ 1, stimulating several works on the topic: Bleistein (1967), Ursell (1972)
and Martin (1973).
The values of a for which coalescence of several cols occurs, form a subset of the
values of a for which the set ZR might be modified. In a recent theory of differential
topology - catastrophe theory, Thom (1977) - this subset is named the set K of
catastrophes of f. The first applications of catastrophe theory to the evaluation of
integrals with a large parameter are due to Connor (1976). Connor uses the theory to
broaden the applications of the generalized method of steepest descents to integrals in
several dimensions through the classification of canonical integrals into Thom's seven
elementary catastrophes. The results of Connor (1976) are noticeable in the fact that
they are applied to practical examples in quantum mechanics. In the same context
the works of Berry in optics should be mentioned (see Berry, 1976).
3. The coalescence of cols with algebraic singularities and end-points
We allow I to present more complex features as we do not assume anymore that W
is the entire complex plane C and that the end-points of C are "sufficiently" distant
from from any of the cols. We also include the cases where zeros of the function g
coalesce with saddle points of f in order to treat the most general cases. As W can
now be any kind of domain of ( satisfying (iii) in 1.1.1, algebraic singularities of g,
that is poles and branch points, can approach cols of f. (The treatment of algebraic
singularities apart from this problem of coalescence is part of contour integration and
is understood to be taken care of in such a way: necessary residus appearing when C
is deformed into C' are supposed to be added to (1.3).)
Modifications of the usual method of steepest descents are necessary for the sim-
plest cases of the coalescence of a col and an end-point (Wong, 1989, § VIII.3), and
of a col and a pole (Van.der Waerden, 1950, or Wong, 1989, § VIII.2). As the num-
ber of coalescing critical points (i.e. cols, zeros, poles, branch-points and end-points)
involved increases, the practicality of these uniform expansions becomes doubtful
(Bleistein, 1967). But they provide the greatest simplicity that can be hoped for if
the full generality and uniformity of I need to be retained in its asymptotic expansion.
In addition to the modifications due to the coalescence of, say m saddle points of f,
additional changes are necessary, based upon the following ideas:
- When a pole, zero or branch point of g is involved, the canonical integrals
are modified to include a pole, zero or branch point being the image of the
corresponding point of g. These functions are then called generalized Weber
functions (Bleistein, 1967).
- When an end-point is involved (thus not at infinity), the canonical integrals are
defined along a contour with a finite end-point and called incomplete canonical
integrals. The contribution from the end-point is to be added in the expansion.
(The case m = 1 is special in the fact that a linear term is to be included in the
definition of the mapping as given by (1.7).)
Here again, as for the case of the coalescence of many cols, we must emphasize
that the difficulties do not arise when all the critical points are coalescent, but when
seeking a uniform expansion as they coalesce.
1.2 The generalized method of steepest descents
We now make the assumptions of 1.1.1 without any other restrictions. As we have
seen, certain steps of the procedure require a different treatment and we detail them
hereafter, while the others stay unchanged, namely the steps A) and B).
1.2.1 The changes of variables
For the mapping u to be holomorphic and bijective we need to modify its definition
equation by taking into account the coalescence of many cols. Let (z,(6 ))1<j<. be m
cols of order 1 of f which are coalescing only, and only if a' = 0o. That is we have:
Z(a) = Z2 () =...=Zm() = Zo a = o
-(z(6), ) = 0 Va- in a neighborhood of 50
i9z
okf
o5zk (zj( a), 5) =0 2 < k < m a = 50O
8M+1 f
Ozm+l (zo, a0) # 0
In fact we could have a fewer number of cols of higher orders and the results would
not be changed. (What matters is the total number of cols of f in a neighborhood of
zo counted with their order of multiplicity.) The simplest form for such a function f
would be defined by:
Of
-(z, ci) = J(z - zj(A)j=1
It is a known result - Cartan (1961) - that for a' = alo, the mapping defined by (1.18)
is bijective and holomorphic in an open disk D,(zo, p). Therefore we can expect
a similar result with a full polynomial of degree m + 1 for f for a' : 05o. This
transformation of f into a canonical form - or Levinson's transformation - is given
by applying Levinson's theroem; see Levinson (1961). We then have the following
results (Martin, 1973):
There exists a neighborhood of zo in W, W1, a neighborhood of 0 in (, U1, and a
neighborhood of 50 in C 1, D1 , such that there exists:
U: W - U 1
z - u(z, a) = u
uniformly regular and bijective, and its inverse:
z: U1 - W
u z(U, a) = z
such that:
Um+1 M-1f(z,a) = + r (-A() m + 1 j u a*m+1 Z~i~)u'A~d)(1.19)
pm+1(U,()) + A(5)
The functions ( = ( ) and A are regular functions of a in D 1, and {{5) = 0
a = do. D1 may be chosen small enough so that W1 is a neighborhood of all the cols
a(') , 1 < j < m.
On applying this result, we can perform the change of variable z -+ u in the
integral:
g(z, -) exp[Nf(z, -)] dz
and obtain:
exp[NA(5)] G(u, a) exp[Npm+1(u, 6] du (1.20)
with:
d z
G(u, d') =g(z, d') -u d(1.21)
= g(z,t5) (,5
7m being the image by u(., a) of ~(z,)m, a path included in U1 and passing through
the relevant cols among (zj)m.
* The regularity of z is required to ensure that Oz/Ou(u, ') stays finite as -- do,
and necessitates the use of a polynomial of degree m+ 1, the simplest function to have
m coalescing saddle points. At this stage we do not need to consider the coalescence
of any other critical points.
The unfolding of a singularity
This process of transforming f into a canonical form, is an important part of catastro-
phe theory (Thom, 1977) and the central topic of singularity theory (due to H. Whit-
ney in 1955). It is called the unfolding of a singularity. (The term singularity here is
not to be mistaken with the singularities of f or g as functions of complex variables.
Subsequently we will use the term catastrophe to avoid any confusion.) 6o is then
an element of the set of catastrophes K of f, that is the set of values of a for which
there is coalescence of saddle points of f. Although catastrophe theory is entirely
qualitative, it places the problem of the coalescence of saddle points in the method
of steepest descents in a much broader perspective. Hence the results valid for one
dimensional integrals can be extended to higher dimensional integrals using Morse's
lemma and the Splitting Lemma.
The dimension of the space of variables in the mapping (here 1) is called the co-rank
of the catastrophe whereas the number of parameters involved in the definition of
the unfolding (here the dimension of the -space, m - 1) is the co-dimension of the
catastrophe. Catastrophe theory classifies the singularities into elementary catastro-
phes and this is a strong result of the theory that this classification only depends on
the co-rank, k and the co-dimension of the catastrophe. Hence n-dimensional inte-
grals can be reduced to expansions involving k-dimensional canonical integrals in the
neighborhood of a catastrophe.
Thom has classified seven elementary catastrophes for real mappings (six for complex
mappings since sign differences disappear in complex variables) of which we reproduce
the most classical ones found in asymptotic evaluations of integrals in Table 1.1.
These are the first three out of four cuspoid catastrophes (singularities of co-rank 1),
the others considered by Thom, being the first two umbilic catastrophes (singularities
of co-rank 2).
All of these catastrophes correspond to physical phenomena that can be observed
in nature. By example the hyperbolic umbilic (co-rank 1 and co-dimension 3) can
catastrophe unfolding canonical integrals
u3
fold p 3 (u, 1 ) =- + 6iu Airy function3
U4 2
cusp p 4 (u,i,67 2 ) = - + 2u2 + 6iu Pearcey's integral4
swallowtail p 5 (u, 1 , 2 ,( 3 ) = - + 6au 3 + 2 U2 + (iu swallowtail integral5
Table 1.1: The first elementary catastrophes.
be seen in a breaking wave crest (Thom, 1977, p. 78). The Airy function is present
in numerous solutions to physical problems like in semi-classical collision theory in
quantum mechanics, in optics (Berry, 1976), in acoustics and in hydrodynamics as we
will see later. The cusp integral appears in the work of Pearcey on electromagnetic
fields near a "cusp". The swallowtail integral plays an important role in optics: see
Gilmore (1981).
1.2.2 The local expansions
Once the mapping u is defined, it remains to expand the new function G(u, a) in terms
of u. If for m = 1 the entire series is used, as soon as m > 2 different expansions
have to be used in order for the final expansion to be asymptotic. The first use of
such expansion is found in Chester et al. (1957) for the case m = 2. The procedure
for an arbitrary m was later formalized and studied in Bleistein (1967) and is known
as the Bleistein sequence. Iere again we need to distinguish the cases of neighboring
algebraic singularities since then the canonical integrals differ.
a) The coalescence of several cols
When m cols coalesce with no neighboring critical points, the expansion of G is
obtained by defining the following function sequences (Gk(us)), (Ha(u, )), and
(P(")(a)) for u in U1, a in W1 :
Go(u, d) = G(u, a)
M-1
Gk(u, i) = Z P(6) u' + pm+ 1 (u,()) Hk(ud) (1.22)
p=o
8 Hk
G+(U = - for k > 0
The existence of such sequences follows from the Weierstrass Division Theorem. The
choice of these sequences is motivated by the fact that the second term in the definition
of Gk(u, ') vanishes at each of the saddle points of f. By repeated integration by
parts, we obtain from (1.20):
Ir G(u,a-) exp[Npm+ 1 (u, )] du
m-1 K
= Z pP)(d) N- u exp[Npm+1(u,)] du
p=O k=O ')"N
+N- GK+1 (u,) exp[Npm+1 (u,] du
(1.23)
e The term in GK+1 is of the same nature as the integral in G except for the factor
N-(K+l), hence enabling the process to be repeated up to any order n. The expansion
makes use of the integrals:
u ' exp[Npm+1(u, ] du
which, if we extend -ym to infinity into T m and neglect the corresponding error, can
be expressed as:
N-(P+1)/(m+1) f up exp[p.+1(u, Z)] du (1.24)
with i = (Xi), Xi = N-i/(m+1)(;. If we denote by ur)(X, rm) the integral present
above, we then have as an asymptotic expansion:
g(z , ') exp [Nf (z, 5)] dz ~ exp [NA( ')]
S(Zj)m
m-1 K
xn- N-(P+1)/(mn+1) ug(Z, m) E P P)() N-
p=O k=O
(1.25)
Contour integral expressions of the sequences are also given by Bleistein:
1 Gk(t, a)Hk(u, 5) = . dt k > 0 (1.26)
2zir (t - u) p' +1 (t,)
and:
Rk(u a) = m1p) _ 1 Pm+1(t, -pm+1(P( G)(t, a) dt , k > 0
k~ 2i-7r (t - U) p t,
(1.27)
where the contours should include all of the points u and u(z3(')), 1 < j < m.
In the same manner one could obtain the coefficients P p)(d) of the expansion by
contour integration around 0 of Rk(u, a)/uP+1. These sequences are useful for they
define the expansion for any m in a systematic manner.
e Proofs of the asymptotic nature of the series are given in Bleistein (1967) but for
regions of validity that are shrinking as N -+ +oo. A different proof was given in
Ursell (1972) where it was showed that indeed these expansions are valid in neighbor-
hoods of go of constant size. This result was extended by Martin (1973) who found
that these regions have definite geometrical shape determined by the properties of
the functions f and g and the contour C.
b) The coalescence of several cols and algebraic singularities
Apart from the coalescence of m saddle points of order 1 for a = do, we assume here
that g can be written, see Bleistein (1967, eq. 3.1):
gza) = II (z - bA(a))'' h(z, al) (1.28)
yA=1
where rp E IR, h and 1/h are holomorphic in W x D 1.
Consequently the integral to be considered in U1 is:Jq
I7J(u - p,(5))'P G(u, a) exp[Npm+1(u,)] du (1.29)
"' ,=1
where G is defined by:
Gu, ) =[( z - b() , ) (1.30)
_a u -(1(.)0d
The definition of G is such that all of its poles and branch points have been removed
by introducing the points #,(a) defined by the (mapping) conditions:
f(b,(6), ) = pm+1(f,(5), I(a)) + A(a) , 1 < y q (1.31)
From there the expansion is defined using the following function sequences:
= G(u, a)
=k( dt
2i~r (t - u) %Ft ap)
k > 0
F(t) - (u,5, 3) G,(t, a) dt
k > 0
] (u
v=
q
F(u, ,)= H(u - ,3( ')) p'M+1(u,
,A=1
Here the contours of integration should include all of the points u, u(zj), 1 < j < m,
and #,,(5), 1 < pL < q.
After substituting G by its expansion up to the order K and then extending the
path 7fm to infinity into Fm, we get:
f g(z, a) exp[Nf(z,a)] dz
m+q-1E
P=o
K
rm) E P(P)(a-) N-k
k=O
(1.34)
with [r] = E i ry, and the integrals U$)(i, )', m) being defined by:
U,(i, ', Pm) = j )(u - ')'' exp[p'+i(u,.Z)] du
,r. j=1
(1.35)
Go(u, a)
Hk(u, ')a
Rk(u, ')
m+q-1
= E Pp (5) up
p=o
Gk+1 (u, a)
q
=-I
with:
k > 0
(1.32)
(1.33)
2iir
-,3.r.,+1 Hk(U, a)
N-(HIr+1+)/(m+1) y()(,', ~-1 exp[NA(a-)]
where j' = Nl/(m+1)(3,) and i = (X;) with Xi = Ni(m+).
9 Proof of the asymptotic nature of the expansion as well as the expressions of the
function sequences are given in Bleistein (1967) (apart from an error of sign in the
expression of Gk+1)-
c) The coalescence of critical points with end-points of C
Apart from the case m = 1, where the mapping u has to be redefined (see Section
1.1.5) by:
(Z, I) a f a() a 2 + Oi'~Uu2
to account for the coalescence of zi and e, the definition of u is unchanged for m > 2
and so are the definitions of the function sequences (Gk), (Hk), (Pk) for both cases
a) and b). However another sequence (Bk(')) must be introduced to account for the
proximity of e, and is defined by the relations:
B () = -(±)H(u(e), ') exp[Npm+1(u(e),()] (1.36)
for the case a), and:
Bk(s) = -(t) J7(u(e) - Om)r,+1 Hk(u(e), i) exp[Npm+1(u(e),()] (1.37)
,A=1
for the case b). The sign of ± is determined similarly as in (1.6) depending on wether
e is a or b; and u(e, d) is the image of e by u, since e is assumed to be in W for a
in D1 . These sequences are obtained as the contribution from e after the integration
by parts of:
j pm+ 1(u, () Hk(u, 5) exp[Npm+ 1 (u,()] du (1.38)
in a), and:
j (u - ,)'Y T(u, ,jP) Hk(u, a) exp[Npm.1(u,()] du (1.39)
in b), at each step k.
The process of extending 7m, to infinity is not possible since u(e) is now one of its
end-points. Therefore the extended path rm has a finite bound and the corresponding
canonical integrals are then called incomplete.
This changes the final expansions in (1.25) and (1.34) not only through the definitions
of the functions ug)(., r.) or Ut(., ., ].) but also by adding the contribution from
the sequence (Bk(')) in the form of the sum:
-K Z Bk(5) N-(k+l) (1.40)
k=0
to (1.25) and (1.34).
* These results are again found in Bleistein (1967).
1.2.3 The canonical integrals
As the last step, we need to evaluate the different canonical integrals. In the ordinary
method of steepest descents these are just Gamma functions. When m > 2 the
functions U.') are called generalized Airy functions since for m = 2, p <_ 1, they are
expressed in terms of the Airy function Ai and its derivative Ai'. Each of the family
(Uk)) and (U,() as well as their incomplete forms can be defined through integral
representations and ordinary differential equations: see Bleistien (1967).
a) The generalized Airy functions Um
The integral representation for Um is given after (1.24) with p = 0:
um( ,r) = exp[pm+ 1(u, )] du
with pm+1 defined as in (1.19). By differentiating Um( , F) with respect to (1 and
under the condition that r is such that the integral is uniformly convergent with
respect to 1, we obtain the relation:
- (F) = j' exp[pm+1(ul )] du = Um)((, F)
d Pjur rf
(1.41)
This suggests that Um satisfies the ordinary differential equation with respect to 41
(Bleistein, 1967, eq. (14)):
P'+1 (Z )Um(F, r) = 0 (1.42)
b) The generalized Weber functions Um,
When neighboring algebraic singularities are involved in the coalescence of m saddle
points, the definition of the canonical integrals (1.35) gives for the particular case
p = 0:
Um,q(f, ,, F) = (u - fp)'' exp[pm+1(u, )] du
p=1
Similarly as for the case of the generalized Airy functions, by differentiation with
respect to 4i and under the same conditions on F, we have the relation:
dPU(UF) = (1.43)
Using this result it can be checked that Um,q satisfies the differential equation in 41:
pftv
p=1J
(di-p )Um,(f, , F) = 0 (1.44)Ipm, -)+1( d J 11 _ _,3,4) _E(r,,+l)d i JA= 1 d i V=1
* The special case m = q = 1 involves a solution of Weber's equation of order
-(r1 + 1). Hence, Um,q is thought of as a generalized Weber function.
* Both families are called incomplete generalized Airy, or Weber functions when r is
not of infinite extent although they do not satisfy anymore the differential equations
(1.42) or (1.44) since the finite end-point of rm, u(e, 5), is now a function of 5.
These different relations and expressions are not only useful from the theoretical
point of view but might be used for numerical computation of these canonical integrals
as will be seen later on.
This concludes our presentation of the method of steepest descents and its gen-
eralization. Hereafter the latter will be understood when mentioning the method of
steepest descents. Thus we include in our applications the search for uniform asymp-
totic expansions of integrals of the sort I when there is coalescence of several critical
points. Although far from being complete, this description mentions all the points
that might lead to difficulties in applications of the method. There remains now to
effectively detail the practical problems encountered when using the method. This
will be done in two steps, one with respect to works previously accomplished by dif-
ferent authors (Chapter 2), the other by fully treating the cases of an end-point then
of an isolated col (Chapter 4), and the case of the coalescence of two cols (Chapter 5).
Chapter 2
Practical aspects
From the preceding description of the method, its complexity can be perceived, espe-
cially in the uniform treatment of the coalescence of critical points. This complexity
found in the form of the expansions will undoubtedly be present in the procedures
used to obtain them. By reviewing the difficulties embedded in the method of steep-
est descents (Section 2.1), the practical problems encountered in its applications may
be perceived. In view of this complexity, it is then natural to question the relevance
of applying this method to numerical computations. However, the method of steep-
est descents, through its mathematical nature and the asymptotic properties of its
results, presents some irreplaceable features which are needed for certain applications
in various areas of physics (Section 2.2). Prior to any implementation we review the
treated and untreated practical aspects of the method (Section 2.3) and define our
frame of assumptions for practical implementations (Section 2.4).
2.1 Some inherent difficulties
Difficulties exist at each step of the procedure, except for the one concerned with the
restrictions of the paths of integration (§ 1.1.3 B)) which is purely theoretical.
They can be detailed accordingly:
(i) Determining the relevant cols (§ 1.1.3 A)):
As noted earlier this problem, being omitted in reference books, is rarely men-
tioned in practical applications. However there is a need to clarify the "mystery"
that surrounds the determination of such cols, as pointed out in Choudhari and
Kerschen (1990). Ad hoc procedures based on subdominance arguments are
not only unsatisfactory but can be erroneous and should be ruled out. The fact
that this problem is a global question, asserts its difficulty: see Ursell (1970).
(ii) The definitions of the mappings (§ 1.1.3 C) and Section 1.2.1):
Here the difficulty is two fold: the appropriate mapping, or unfolding, must be
determined, and this mapping must be defined through the computation of f.
The identification problem implies that the relevant cols, or in other words
certain solutions of the equation, Of/Oz = 0, have to be found. This task in
itself is uneasy and necessitates some suitable analysis for each case in order to
make it as simple as possible.
The definition of the mapping through the computation of fis directly depend-
ing on the dimension of the -space, or the co-dimension of the catastrophe.
Thus for the cases of an end-point, an isolated col or even the fold catastrophe
(at least in theory) there are no major difficulties. However for the cusp (co-
dimension 2), the swallowtail (co-dimension 3) and higher order unfoldings, the
practical problems raised by the determination of ( become rapidly complex.
(iii) Obtaining the local expansions (§ 1.1.3 D) and Section 1.2.2):
Closely related to the choice of the mapping and to the coalescence of any critical
points other than cols, the process of obtaining the coefficients PP)(d) of the
Bleistein sequence inherits the same progression of complexity as the number
of critical points increases. In principle these coefficients can be computed by
solving a triangular system of linear equations and present no difficulty for the
cases of end-points or isolated cols. But as soon as a uniform treatment near a
catastrophe is required, this ease disappears. Moreover this system of equations
being ,defined from (1.21) or (1.30), the mapping u has to be inverted since
dz/du is needed. Except for particular cases, this inversion can be problematic
as noted in Copson (1965, p. 91-92).
(iv) The evaluation of the canonical integrals (§ 1.1.3 E) and Section 1.2.3):
Last but not least, the canonical integrals involved in the expansions (see equa-
tions (1.16), (1.17), (1.25), (1.34)) whether they are incomplete or not, have to
be computed for various values of their parameters. Again the task is fairly lim-
ited for end-points (1.14), isolated cols (1.15), and even for the coalescence of two
cols since the Airy function and its derivative are well known (see Abramovitz
and Stegun, 1964). This is a totally different matter for Pearcey's integral, the
swallowtail integral and so on, as these functions are not known. Special proce-
dures must be found to be able to compute such functions and their derivatives
with a relative facility. Nevertheless, a degree of ease comparable to the com-
putation of the Airy function cannot be expected, for these functions present
higher degrees of complexity.
2.2 Why numerical applications?
Needless to say, that after this short review the prospect of applying the method
to practical cases is not exactly the most appealing. This method was formulated
long before (nearly a century) the computer era. At this time the only access to new
functions was either to recognize and study them in the class of special functions
(Bessel functions, error functions, etc...), or to look for their decompositions onto
sets of well known functions. After all, this last idea is at the foundation of Fourier
analysis and all integral transforms (whether they be Fourier, Laplace, Mellin or
Hankel transforms) and seems, at least now, rather natural. In fact at that time - one
has to go back to the XVIII-th century - the interest was much more to capture the
behavior(s) of a solution to a particular problem, than to investigate the legitimacy of
such decompositions. This is precisely what was at the root of the use of asymptotic
approximations. After nearly two centuries of wonder by mathematicians such as
Euler, Laplace or Legendre, about the accuracy resulting from considering only the
first few terms of certain diverging series, the formalism of asymptotic expansions
finally emerged in the work of Poincar6 in 1886. Hence asymptotic approximations
were widely used before their concept was defined (although the term asymptotic
is still subject to discussion), and this primarily to obtain numerical results (the
computation of Euler's constant y up to 15 decimal places is an example). Even
today one can admire the wonderful properties of such approximations.
But since the introduction and the generalized use of digital computers, "un-
known" functions and especially integrals can be accessed through numerical compu-
tations. Using the fact that elementary operations can be performed without error
(apart from the finite representation of numbers) in a short time, various algorithms
have been devised to perform numerical integration. Ranging from the simplest ones
to more elaborate ones, they are often applications of well known and fairly old (from
the XIX-th century and earlier) methods of numerical analysis. Problems arise of
course when singularities are present in the integrand over the range of integration,
or when this range is of infinite extent. There, more analysis is often required to
deal with these singularities (to remove them for example) and more sophisticated
algorithms have to be devised which accelerate the speed of convergence of partial
sums, such as: Shanks transformation (1955), Richardson extrapolation, Padi ap-
proximants, use of continued fraction representations. Some of these methods are
much more recent and really belong to computational methods. The situation be-
comes more complex when the integral is slowly converging and the integrand is
highly oscillatory over part of integration range. Such an example is famous in hy-
drodynamics and is encountered in the problem earlier mentioned (see Introduction)
of the Kelvin wave source potential.
Example 1:
The wave like disturbance of the Kelvin wave source can be expressed, see Newman
(1987,b , eq. (4) with y # 0), as:
f(X, Y, Z) = -8 j sin Xv/t2+1 cos Yt/2 + 1 exp[-Z(t 2 + 1)] dt (2.1)
which must be evaluated for X < 0, p = v/y2 +Z2 > 0, and Z > 0. The case of
Z = 0 (when both the source and the feld point are on the free-surface) and X and
y "large", is of course the worst, as the integral is not even absolutely convergent and
the integrand highly oscillatory. Numerical integrations are limited by cancellation
errors between contributions from successive humps and hollows, the picture getting
worse as the 'pulsations' x and y increase (see Baar and Price (1988) for a graph of
the integrand). The fact that the range of integration is infinite is spurious since by
letting t = tan 3 the range becomes then finite, but bringing no improvements. Some
numerical techniques, specifically developed for very oscillatory functions and based
on non-linear extrapolations could be used for Z > 0 (Sidi, 1982) but not for the case
Z = 0 as they require an absolute convergence of the integrand.
* Kelvin treated his expression of (2.1) by using his principle of stationary phase
(Kelvin, 1887b) for large distances away from the source. Since then many efforts
have been made to compute this integral or related forms of it.
e A procedure used by Tuck, Collins and Wells to assess ship wakes using thin-ship
theory, "mimicked" numerically the method of stationary phase: Tuck et al. (1971,
App. 1). The integrand was integrated along the real axis in the neighborhoods of
the stationary phase points, and a fading factor was included at the edges of the in-
tervals of integration to avoid dependence of the results on these arbitrary end-points.
The problem posed by the coalescence of the two stationary phase points where the
intervals would overlap, was treated by a simple test. When there was no station-
ary phase point, the integration was performed at the inflection point of the phase
function. The fading factor was determined experimentally. Another characteristic
is that the integral was evaluated at points of a fixed discrete grid in X and Y.
e Baar and Price showed that applying to numerical computations expressions
derived by Bessho (namely series expansions in terms of Bessel functions), was more
efficient than numerical integration techniques (Baar and Price, 1988). Thorough
analysis of the derivations of these series are found in Ursell (1988) and Clarisse
(1989), and numerical procedures are given in Newman (1988) and Clarisse (1989).
Apart from leaving a domain of the parameter space untreated, these expressions
are very specific and cannot be applied to other cases. But they demonstrate the
relevance of asymptotic methods in the treatment of a singular behavior (here for
Z = 0 and p -+ 0) that no numerical procedure could capture.
* More recently Iwashita and Ohkusu have proposed a numerical steepest descent
integration - similar to an implementation of Perron's method - of the same function
(although in a different form); see Iwashita and Ohkusu (1989). Their idea was to
integrate numerically the function along its paths of steepest descent, in order to take
advantage there of its minimal oscillations and maximal convergence in modulus.
This approach however raises the problem of determining such paths - a task that
must be done at each evaluation - far enough from the saddle point to ensure a
minimal truncation error. The accuracy achieved is as high as 8 significant digits,
but the lowest value of the submergence Z considered by Iwashita et al. is 10-. It
must be noted that the singular behavior of the integral as well as the problem of
the coalescence of the two saddle points which occurs for Z = 0 and X/Y = 2I2
and which would certainly result in numerical problems in determining the paths, are
thus avoided.
Another example taken from hydrodynamics is concerned with the solution to the
time-domain problem, or Cauchy-Poisson problem, in finite depth.
Example 2:
In linear free-surface wave theory, the response to a Dirac perturbation of the
free-surface elevation at the origin and at t = 0, is given by (Whitham, 1974, eq.
13.33):
77(R,t) = - Jo(kR) cosw(k)t k dk t > 0 (2.2)
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where w(k) = y/gk tanh kh, h being the depth and R the radial distance from the
origin.
Evaluations of q (or of the corresponding potential) are needed for any value of t
and R. The use of panel methods for solving realistic problems impose the same
constraints of robustness and efficiency as for the Kelvin wave source potential. Ef-
ficiency is even more important since solutions are obtained by convolution in time.
Asymptotic methods are then appropriate for large times t and distances R.
Some features need to be highlighted. The two-dimensional solution shows the coales-
cence of two cols at the wave front characterized by the presence of an Airy function
(see Rayleigh, 1909, Whitham, 1974). A similar result could be expected for (2.2) but
in fact it appears to be more complex: see Kajiura (1963), Newman (1990), Ursell
(1991) and Chapter 7.
The above examples are specific to hydrodynamics, but similar problems appear
in other fields (see Introduction).
2.2.1 Numerics and physical understanding
Each application of these various fields has its own requirements and peculiarities.
For instance semi-classical theory in quantum mechanics is specifically concerned with
uniform treatments of coalescences of several cols - catastrophes - for construction
of interference figures and assessments of semi-classical trajectories in particle colli-
sions: see Mount (1973), Connor (1976). In fact the method of steepest descents and
its numerical implementation have found numerous applications in this field, first by
applying the results of Chester et al. (1957), then the more general results of Bleis-
tein (1967) and Ursell (1972). There the interest was double in obtaining accurate
numerical results with efficiencies that proved to be higher than numerical integration
techniques in the limits of large N's (in fact N = 1/h with h --+ 0), and in provid-
ing theoretical indications for the understanding of the physical phenomena studied:
short wave-length scattering or caustics. Robustness is necessary but in a restricted
domain (the vicinity of the catastrophe), efficiency is not crucial as these evaluations
are final answers, but appear to be better than other methods (Mount, 1973). It must
be emphasized that only the computations of the terms P(')(6) are needed.
The role of this theoretical knowledge is probably as important if not more than the
numerical capabilities of the method for these specific applications. This became espe-
cially true after the emergence of catastrophe theory: see Berry (1976), Connor(1976).
However as these functions present highly complex behaviors and are not known, the
only access to their features is through numerical values (see Connor (1980, Fig. 2,
3 & 4) for an example of such a function). This duality of numerical efficiency and
theoretical power is uniquely combined in the method of steepest descents (among
methods for computing integrals with a large parameter). Current investigations are
aiming at extremely high accuracy through "exact" asymptotics or hyperasymptotics
(Berry, 1992).
A steepest descent analysis is also particularly suitable to the study of instabilities
as shown in Choudhari and Kerschen (1990). In fact such analysis are applicable to
more general problems of acoustics. Their relevance can be perceived from simple
remarks.
If a wave solution is obtained as an integral of the form I, its behavior for large
values of N - whether distance or time - can be assessed by the method of steepest
descents. Expressed now as the sum of contributions from certain saddle points,
this solution can be decomposed as the superposition of "distinct" waves. Indeed, to
each col z3 is associated, along the direction of increasing N's, a growth rate, namely
R{f(z,, a)}, and a frequency, a{f(z3 , 5)}. Each of these waves is then given, in
first approximation, by the leading term of the contribution of the corresponding col.
Strong interferences occur when two (or more) waves present similar growth rates and
frequencies in the same region of the 6-space. This simply corresponds to the vicinity
of a catastrophe, i.e. the coalescence of saddle points. Instabilities are identified with
components of positive growth rate.
The determination of the relevant cols is obviously crucial and indicates the regions
of the parametric space (s-space) in which unstable solutions exist. The robustness
of the computations depends of course on the ability to solve this problem. It must be
noted that this is not the case in the uniform treatment of catastrophes, and hence in
quantum mechanic applications. The same remark as above concerning the efficiency
of the method can be made as integrations are performed for the computations of
final quantities. Only the leading terms in the expansions are needed although higher
order terms may be required for improved accuracy and validity.
If the physical interpretations here rely on much simpler concepts than catastrophe
theory (note that the study of catastrophes pertains as well to this approach), they
are of equal importance for acoustics (and even hydrodynamics). Future develop-
ments in these fields might show an increasing interest in the uniform treatment of
catastrophes.
A different aspect of the method has been emphasized, namely the importance of
the question of the relevant cols. But the combination of theoretical and numerical
results remain a characteristic of the application of the method.
2.2.2 Robustness and efficiency guaranteed by the theory
The requirements in hydrodynamics are much more technical. Thus for the Kelvin
wave source potential, numerical evaluations of the potential and its derivatives with
respect to X, Y and Z are needed with a certain accuracy throughout the physical
domain. Procedures must be developed to satisfy these criteria with the additional
constraints of efficiency since they will be used in panel codes for forward speed
problems. Typically such codes involve the construction of a P x P matrix, where
P is the number of panels discretizing the body. Each coefficient of the matrix is
obtained by computing an integral containing (2.1). Since the number of panels can
be of the order of 1000, speed is necessary. As said earlier, special expressions have
been developed to compute the wave like part of the Kelvin wave source potential in
various regions of the physical domain allying robustness and high efficiency. However
a part of the domain for large distances downstream of the source remains untreated
and appears to be suitable for the application of the method of steepest descents.
This has been done analytically by Hogner (1923), Peters (1949) and Ursell (1960),
for Z = 0.
Robustness requires to be able to compute the coefficients P P)(5 ) up to any order k
for the desired accuracy to be satisfied. Once this accuracy is ensured for the smallest
values of N, robustness is guaranteed throughout the whole domain by the asymptotic
nature of the expansions. These very same asymptotic properties ensure a bound
on the computational time over this domain, thus providing a minimum efficiency.
Moreover, if the method is applied by following the theory, explicit bounds on the
errors are provided. This association of analytical formulas with their corresponding
numerical results and error bounds are then useful for deriving procedures to compute
derivatives of the potential.
While totally absent form hydrodynamics, catastrophe theory through some of its
results could lead to a better physical understanding of the regions of the critical lines
161 = 19028' in ship wave patterns, or of the wave front in the Cauchy-Poisson problem.
Interpretations similar to the ones mentioned in acoustics can also be applied to ship
wave patterns and the problem of their detection (see Tuck et al., 1971).
2.2.3 The characteristics of the method
We can now characterize numerical applications of the method of steepest descents
from the different examples mentioned above.
1. Efficiency and robustness
The first group of features is closely linked to the mathematical properties of steepest
descent expansions. These are:
- the robustness of the implementation on a domain of the a-space on which
a given expansion is valid. The "global" robustness is then ensured by the
uniform treatment of the coalescence of critical points, by solving the problem
of the relevance of the cols and by the matching of the different expansions on
intersections of their regions of validity. This pertains to the uniformity of the
expansions with respect to a.
- the efficiency guaranteed by a minimum value over each domain of validity,
This minimum efficiency is given by the accuracy/computational time ratio
obtained for the portion of the border of this domain for which N is minimal.
For larger values of N, higher accuracy will be achieved and/or fewer terms
will be needed at constant accuracy. This is a natural consequence of the use
of asymptotic expansions. The control of the error over the (N, a)-space is
both numerical and theoretical through the analytical formulas provided for its
bounds.
2. "Classical" wave analysis
This aspect is imparted by the class of physical problems for which the method can
be used. However the validity of such analysis is entirely deriving from the power of
the method of steepest descents to reduce a global integration into local expansions.
3. The understanding of special phenomena
This is probably the most striking quantitative application of catastrophe theory,
which is initially a qualitative theory. The emergence of this theory despite its recent
age, induced many developments in different fields whether in mathematics, physics
(quantum mechanics and optics) or biology. The method of steepest descents has and
will benefit from this interaction as well as other fields for which catastrophe theory
can intervene through the use of the method. This leaves open a whole spectrum of
future applications.
4. The generality of the method
Finally the method is applicable to a wide variety of functions. This includes the
treatment of partial derivatives of a given function once it has already been treated
by steepest descent. Of course this generality is limited by the applicability of the
method.
Requirements of certain applications
The risk in choosing to implement a method of applied mathematics to numerics, is
often to devote much effort in taking care of the theoretical "details". The irony is
then that a certain numerical integration method might give comparable results of
robustness and efficiency in a much simpler way. But even in terms of efficiency, this
effort could turn out to be very rewarding.
When applicable, if a theoretical frame in the form of analytical formulas associated
with numerical results is preferable, then the application of the method of steepest
descents is highly recommended. This of course corresponds mainly to numerical
considerations. Moreover, as soon as the use of the method appears to contribute to
the understanding of physical phenomena, we believe, its use is invaluable.
Quite the opposite to many numerical integration techniques (although the ones
useful for pathological integrals are necessarily specific), the method of steepest de-
scents requires knowledge of its theory in order to be applied. Outside this rigid frame
- such as in the case of Perron's method - the benefits of having theoretical results
(formulas and bounds on the errors) along with the validity of their interpretations -
namely the advantages of the method - are lost (at least partially).
Therefore rigor is necessary in the implementation, if we wish to take full advan-
tage of the method and not to reduce it to a simple numerical technique prone to
failures in delicate situations. The difficulty is then to formulate the necessary knowl-
edge in a form suitable for computer implementations. We certainly cannot eliminate
yet the necessary analytical work that a scientist or an engineer has to furnish in
order to render a given problem suitable for computations (whether by numerical
techniques or steepest descent)! Of course additional work is required when using the
method of steepest descents (e.g. Chapter 7), and we propose to produce tools to
facilitate this analysis as well as the rest of the procedures.
Many contributions have been made toward easier applications of the method and we
certainly wish to include their results in our implementations.
2.3 The treated and untreated practical aspects
of the method
If we consider our dissection of the method as of Section 2.1, most of the efforts toward
its practical applications have been focusing on (ii) and (iv). The question of the
relevance of the cols - (i) - is still untreated and we will devote a whole chapter
(Chapter 3) to the development of a formalism and of tools (both mathematical and
computational) in order to facilitate its treatment.
* In (ii) the problem of locating the roots of the equation, Of/8z = 0, cannot be
treated in a general context. In fact appropriate analysis is required for each case,
although iterative root finders or fixed point algorithms could be used. In any case it
is implied when applying the method, that the locations of these points are accessible.
The second part of (ii), or the definition of the mapping, does not present difficulties
for the simplest cases. The case of the fold catastrophe is given in Chester et al.
(1957), at least in theory. Much more effort is needed in order to define the cusp map
and higher order maps. The general procedure can be described as follows.
From the equation of the mapping (1.19), the necessary condition for the mapping
to be bijective, is written for the m cols:
f(z 3 , 5) = p.+, (uj,) + A(s) for 1 < j :i m (2.3)
where u3 = u(z,, 5). (Note that prior to this a problem of indexing of the cols needs
to be addressed.)
Then, the values of the (;'s and A are obtained by solving this system of m non-
linear equations in the m unknowns ((, A), the (u1 ) being obtained as solution of the
equation, p' 1 (u,() = 0.
No explicit solutions are known for the case of arbitrary m. Using the theory of
equations and the theory of symmetric polynomials, results for the cusp map (m = 3)
have been obtained in Connor and Farelly (1981a). The case of m = 4 (swallowtail
map) is found in Connor, Curtis and Farelly (1984a), by using this algebraic method
and an iterative method. The formal generalization of these procedures for arbitrary
m is described in Connor and Curtis (1984b). So far the cases m > 5 have not been
treated.
* The determination of the coefficients of the expansions - (iii) -, or the terms of
the Bleistein sequence, is in principle straightforward as they are obtained by solving
a triangular set of linear equations. Full details are given in Dingle (1973) for the
ordinary steepest descent expansions and certain special expansions. The principles
are given in Chester et al. (1957), for m = 2, and can easily be generalized for an
arbitrary m. For an isolated col an alternative procedure consists in using contour
integration about the image of the col ( Copson, 1965, p. 69). One could also
consider applying the contour integral formulas given by Bleistein. A discussion of
the corresponding problems will be given for m = 1 and m = 2 in Chapters 4 and 5,
respectively.
* The method of steepest descents can be seen as a decomposition of a function (the
integral I) onto a set of simpler functions, the canonical integrals and their derivatives.
This decomposition is in fact a sequence of local projections of the function onto some
suitable sets (the germs). Each set is determined from the local "degree of complexity"
of the exponent function f, i.e. whether there is no col (isolated end-point), one
col, two cols (fold catastrophe), three cols (cusp catastrophe), etc... This degree of
complexity is embedded in the co-dimension of the catastrophe and appears clearly in
the graphs of the different canonical integrals (e.g. Connor, 1983, Fig. 2, 3, 4). The
power of the method is then to reduce a global behavior (the integral is over a whole
range) into a sequence of local behaviors. From there the local treatments pertain
in fact to a completely different part of mathematics, namely singularity theory in
differential topology (Duistermaat, 1974). It then appears inevitable to be able to
compute efficiently and accurately these canonical integrals, if one wants to access
this complexity.
The case of the Airy function is well known (since 1838) and efficient algorithms
have been developed to this end; see Schulten, Anderson and Gordon (1979). The
task for other values of m (m > 3) has been undertaken only recently by Connor
and others, once the importance of such integrals in quantum mechanics had been
revealed. The procedures used by Connor to compute numerically these functions are
based on two approaches:
- deformation of the path of integration into steeper paths, followed by numerical
integration of the integrand along these paths where its oscillations are less
detrimental
- use of the partial differential equations satisfied by each canonical integral (see
Section 1.2.3)
These results however are limited to real values of the parameter . Apart from the
earlier work of Pearcey, the evaluation of Pearcey's integral - or cusp integral - is
treated along these lines in Connor et al. (1981a, b & 1983). Similar procedures for
the swallowtail integral are given in Connor et al. (1983 & 1984a).
In view of completing these results, Kaminsky has studied the asymptotic expansions
of such canonical integrals, using, of course, the method of steepest descents. From
this, it appears that for the study of a given canonical integral (say the swallowtail
integral), the results from the analysis of canonical integrals of lower complexities
(the Airy function and the cusp integral) are necessary.
In all of the cases the difficulties are directly proportional to the richness contained
in these functions and cannot be avoided.
2.4 The frame of the proposed implementations
We now propose to define the frame within which implementations of the method of
steepest descents will be considered hereafter. To the assumptions of 1.1.1 we add the
further restriction that f and g be holomorphic in (+1 (that is, all of their algebraic
singularities are at infinity). The cases of singular points at finite distance will not
be treated in general, although their impact on the results and the corresponding
necessary modifications will be mentioned.
The goal
Upon this, the purpose is to obtain, once the relevant cols are determined, the local
expansions numerically in the form of the values of their coefficients and the values
of the canonical integrals they contain.
The conditions
Toward this aim, we impose:
I - the space of the parameter a to be of "reasonable" dimension I (and in any case
finite!), say: I < 10
II - to be able to locate all of the cols, or at least the relevant ones, of f for any
value of a in D (we can always restrict D to be so)
III - that the cols present in the expansions be in a finite and "reasonable" number
or at least that, by considering such a number of them, the errors on the results
are negligible. (In general an infinite number of cols would require analysis
and formal computations which will not be developed here.) This does not
imply that the procedures described in what follows could not be applied if this
condition was not satisfied.
IV - to have access to the numerical values of the derivatives of f and 9, with respect
to z, taken at the cols up to any order (of course finite and "reasonable")
e The qualification of being "reasonable" is imposed by computational constraints.
Certain programming environments can handle the concept of infinity and this cer-
tainly could be used, but the constraints on the numerical computations necessitate
this restriction.
Under these conditions, the goal as stated above can be achieved and the algo-
rithms for the cases of:
- an end-point (Chapter 4)
- an isolated col of order 1 (Chapter 4)
are given, and guidelines are proposed for the case of two coalescing cols of order 1,
or fold catastrophe (Chapter 5).
We finally apply these algorithms to our main example of the Kelvin wave source
potential (Chapter 6) and discuss the case of the Cauchy-Poisson problem in finite
depth (Chapter 7).
Chapter 3
Of basins and cols
We propose here to study the problem of determining the set of relevant saddle points
for a given integral I. We do not claim by any means to provide a complete treatment
of the question. (Any such attempt is way beyond the scope of a single chapter.) For
the first time, a rigorous formulation of the problem of deforming the initial path of
integration is proposed. Hence the problem of finding the relevant saddle points is
shown to be equivalent to the finding of a path in a certain connected graph. Except
for values of a in a certain subset of D, this graph, denoted G1 , is shown to be a tree.
Being an intrinsic property of f, Gf is modified only through combinations of certain
elementary events. Hence it suffices to know Gf for a given dlo in order to infer Gf
for any other value of a'. We are thus reduced to the problem of determining Gf for
a certain a'. At first we treat the case of f holomorphic in ( x D (Section 3.1), and
then study how these results could be extended to the cases of f with singular points
(Section 3.2). Finally we review the practical aspects and restrictions in eventual
applications. This brings us back to a still unanswered and fundamental question of
characterizing certain regions of the complex plane (Section 3.3).
The only previous attempt of treating this problem, at least in relation with the
method of steepest descents, can be found in an article by Ursell "Integrals with a
large parameter: paths of steepest descent and conformal mapping" (Ursell, 1970).
Therein the problem is formulated as follows:
Given '2 points z = a and z = P where Rf(a) > Rff(,3), can a path of
descent be drawn from a to 3? If also 2 f(a) = 2 f(fl) can a path of
steepest descent be drawn from a to 3?
and its global character is emphasized. Ursell presents a practical method for answer-
ing this question based on properties of conformal mappings and on the method of
univalent dissection. His approach uses the correspondence between W and f(W),
and the simple geometry of steepest paths in f(W). However when the mapping is
non-univalent on a given subdomain, an understanding of Riemann surfaces is neces-
sary. This method is of great help when the tracing of steepest paths is unpractical
(typically and in most cases when doing it by hand). But the use of digital comput-
ers renders the task of curve tracing much easier than Ursell's method of conformal
mapping is.
In both approaches the action of tracing or drawing curves is central. Such pro-
cess simply corresponds to the property of connectedness under certain constraints
(monotonous variation of a certain function along the desired path). The connected-
ness of a region of simple shape in two or three-dimensional spaces is easily perceived
by a human being. On a computer however, paths must be numerically generated
as sequences of numbers in order to infer the connectedness of two points in a given
region, unless of course its shape is trivial. Assuming that this problem of finding the
relevant cols is solved for a given value of a', the parameter of f, by means of curve
tracing or conformal mapping, the whole process would have to be repeated a priori
for any other value of this parameter. The task would then be equivalent or even
more expensive than any numerical integration of the integrand along these paths of
steepest descent. In short there would be little interest in considering steepest descent
expansions.
It is worth noting that other problems closely related to the one we are concerned
with, are encountered in different areas of physics. Naturally the difficulties faced in
their solving are amazingly similar.
Several facets of the same problem
We have seen in Section 1.1 an intuitive interpretation of the process of deforming
the initial contour of integration. One can in fact think of several different ways of
formulating this problem.
Hence if one considers z = x + iy '-* f(z) = R f(z) + iQ f(z) as giving a potential
flow in two dimensions, R f is the potential function whereas a f is the stream func-
tion. The saddle points of f are now stagnation points of the flow and the steepest
paths, the streamlines. Posing the fundamental question in terms of steepest paths is
then asking whether or not two points are on the same streamline. The streamlines
ending or originating at the stagnation points play an important role in the physical
aspect of the flow, they are the dividing streamlines and actually divide the flow in
an arrangement of regions usually called the "topology" of the flow. Knowing this
topology is extremely close to solving our problem. However this analogy cannot be
pursued since we allow points to be connected not only by steepest paths.
Almost identical is the consideration of the gradient system governed by the au-
tonomous system of differential equations:
S= 
-(x, y)az
yw =-(X, y)ay
with p(x, y) = R f(x + iy).
The trajectories are then given by the level curves of p, that is the level curves of f as
defined in Section 1.1.2. The critical points of the phase flow in the space (zy,.,y)
are all saddle points (if f is holomorphic in () and are the cols of f. The trajectories
going through these critical points (i.e. the level curves of f going through its cols)
are then the projections of the separatrices of the phase flow. Those define the basins
of attractions of the flow. (Note that any attractor is at infinity if f is holomorphic
in C.) Again we are interested in the global arrangement of these basins (or at least
of their projections).
Similarly, yp can be assumed to be the potential energy of a unit mass particle.
The Hamiltonian of this conservative system is then:
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H(z, y, , y) =--: (62 + y2) - W(z, y)2
This defines a phase flow in the phase space (X, y, i, y), satisfying the differential
equations:
. OH
OH
z = x
yO=y
The level sets of the potential energy in the (x, y)-plane are the level curves of f, the
trajectories of zero initial velocity being then the paths of steepest descent of f. This
model represents by example the dynamics of a point mass sliding without friction on
the surface E = {(x, y, V(x, y))}. Identically to the above interpretation, the matter
is to characterize the basins of attraction of this flow.
More generally, f is treated as a mapping from W to C. The saddle points of
f are then the points of W of index of ramification > 1 (see Cartan, 1961). The
study of these points belongs to the study of singularities of differentiable mappings
as already mentioned in Chapter 1. Singularity theory and catastrophe theory, which
have obvious applications for the above problems and for the method of steepest
descents (see Section 1.2.1) are local theories. This locality is certainly not useless in
view of the recent developments in "non-linear" dynamics of systems, nor it is useless
in the method of steepest descents. Furthermore catastrophe theory as being the
association of singularity theory and bifurcation theory has important consequences
for the study of systems and their evolution. The key concept of catastrophe theory,
or the idea of forms and the breaking up of their generation into elementary events
- the catastrophes - is relentlessly present in the above examples if one studies their
evolution with respect to some parameters. We consider the same situation in the
method of steepest descents when we raise the question of identifying the set of
relevant saddle points and its modifications with the parameter 5. This idea of form
will be more present than ever in this chapter. Hence the parallel we just proposed
is more profound than it appears.
If the power of the concept of form is doubtless, we have to face the reality of
practical applications for our global problem. There, we are reduced to the process of
curve tracing which seems unavoidable for now. It is worth noting that the depiction
of a potential flow uses streamlines, and that identifying the properties of an attractor
in dynamics requires the consideration of trajectories (the geometry of this attractor
being well beyond our understanding in non-trivial cases). This similitude with our
case is self-explanatory.
3.1 Holomorphic functions
In this section, we develop the formalism corresponding to the case of f being a
holomorphic function of z in C. This is done first, by defining certain regions of the
complex plane and studying their topological properties (Section 3.1.1), and second,
by deriving from there more abstract concepts (Section 3.1.2). Finally, we make the
parallel between the concept of ramification introduced in this second step and the
concepts of catastrophe and form found in catastrophe theory (Section 3.1.3).
Since f is holomorphic, its set of saddle points, Z, is discrete and we suppose that
there exists a value of a in D such that all the elements of Z are of order exactly 1.
This corresponds to the simplest form, in the sense of catastrophe theory, that f can
possibly take.
The set of catastrophes is then defined as:
The set of catastrophes, K, is the subset of D such that one element, at
least, of Z is of order 2 or higher.
This definition is refined with respect to the nature of the catastrophes:
The set of catastrophes of co-dimension q, Kq, is the subset of D such that
one element at least of Z is of order q + 1.
Hence K = K1 and we have the sequence of inclusions:
K1 D K2 D ... D Kq D Kq+1 D . . .
The unfolding of a catastrophe of co-dimension q (note that all catastrophes in the
method of steepest descents as defined in Chapter 1, are of co-rank 1) is the local
immersion of K. into a q-dimensional (-vectorial space. These results come from
singularity theory.
In the method of steepest descents catastrophes correspond to the coalescence of
several saddle points and it is clear that Z is "modified" when a' goes from D \ K
to K, or from K. to K,+1. This modification is to be understood as the coalescence
of two or several elements of Z. (This notion will become clearer subsequently.)
Simultaneously the "topology" of the potential flow as defined at the beginning of
this chapter is modified. However this "topology" may change for values of a not
necessarily in K, and may result in a modification of the set of relevant saddle points
ZR. We emphasize that the modification of the latter is not systematic since ZR is
defined with respect to f and C the initial contour of integration, whereas Z and the
sets K, are defined only with respect to f.
3.1.1 On certain regions and their properties
In this section we define certain regions of ( with respect to f and its saddle points.
These regions and their properties will be used in the next section for more funda-
mental notions.
Steepest paths and crest lines
Since f is holomorphic, steepest paths have well defined properties. Hence a path of
steepest ascent issued from a point b, Ab, is such that its image by f is Rf(Ab) =
] Rf(b), +oo[, or in other words it satisfies the condition f(z) = f(b) + t with t in
]0, +oo[. (The same result bears for Db a path of steepest descent issued from b with
-t in place of +t.)
Consequently any steepest path must end at oo, the only singularity of f. This implies
also that two distinct steepest paths can only intersect at a saddle point of f.
The subset of ( made of the union of Z and of all the paths of steepest ascent
issued from its elements, or:
C= Z U {A : Ac= {z : f(z)=f(c)+t , iE]0,+oo[} and cE Z}
is the set of crest lines of the surface E. This set is composed of piecewise C** arcs
and is closed in C . Its complementary in C , C \ J, is thus open.
Basins
By considering C \ C, we define the basins of f:
basin('): The basins of f are the connected components of C \ £d.
Such regions satisfy the properties:
e Any basin B is open and simply connected (since any path A, ends at oo).
* The closure of B, B, contains at least an element of Z, c, and at least a path
Ac. Consequently the set of basins of f is countable.
e If c is a col of order p, there is at least (p + 1) basins such that each of their
closure contains c.
* A path of steepest descent issued from any element of B is unique and is con-
tained in B.
In fact this last property is characteristic of a basin and provides an equivalent defi-
nition:
basin(2 ): The basins of f are the connected subsets B of C such that any path of
steepest descent issued from any element of B is unique and contained in B.
This definition excludes naturally the cols of f and any path of steepest ascent issued
from a col, hence the equivalence holds.
By definition, f is locally univalent in any of its basins: all the points of a basin
have their index of ramification = 1. This leads to the following conjecture, given
without proof:
Conjecture:
Given a function f holomorphic in C and B one of its basins, f is univa-
lent in B.
One can verify the above conjecture on specific cases, by considering by
example images by f of subdomains of B. An attempt of proving this
result is most difficult. The problem is easily reduced to showing that a
certain mapping is univalent in the unit disc D,,(O, 1): it is clear that B is
different from C (unless Z is empty, a case of no interest here) and thus
isomorphic to D,(O, 1) (Riemann mapping theorem). This new mapping
appears to be a slit mapping (see Duren, 1983): the adjunction of two
points of 8B to B is sufficient to obtain a non-univalent mapping. There
exist sufficient criteria for the univalence of mappings defined in D, ( 0, 1),
but they require analytical knowledge of the mapping considered. Hence
we would need the explicit knowledge of the isomorphism mapping B onto
D,(O, 1), which cannot be obtained for general cases.
Our definition of a basin is identical to the definition of basins found in hydrology.
(See Figures 3-1 and 3-2 for an illustration.)
Valleys and hills
Using a somewhat more classical point of view we now introduce definitions that are
close to topographical notions. Hence come first the concepts of valleys and hills.
A valley of f is defined with respect to a col of f as follows:
valley: Given a col of f, c , the valleys of f at c are the connected components of
the subset of C { z : R f(z) < Rf(c)}, which closures contain c.
Naturally we can define the hills of f at a col c as the valleys of -f at c. Hills inherit
their properties from valleys.
These properties are:
e There are exactly (p + 1) valleys at a col of order p.
* Valleys are obviously open subsets of C and the intersection of a valley with a
basin, if non-empty, is open and connected.
* The important property of valleys as defined above is the following:
A valley contains any path of descent issued from any of its element.
We note that a path 'D, issued from a point z of a valley is not necessarily
unique: a valley may have cols for elements. (See Figure 3-3 for an example.)
The definition of valleys given here is a local definition, less restrictive than the
definition of basins. Therefore this does not quite serve our purpose and leads to the
definition of the property of confluence.
Figure 3-1: Cols, crest lines and basins on a surface
The symbol x is used for the cols here and after.
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Figure 3-2: Cols, crest lines and basins in the z-plane
Figure 3-3: An example of valleys
The continuous lines are the boundary of the two valleys, in white, defined with
respect to z1. The dashed lines are the boundary of the two valleys, in gray, defined
with respect to z2-
Confluent valleys and fjords
confluence: Two valleys V and V' are confluent in a basin B, if V n B and V' n B
are non-empty.
From this definition and the definition of basins, we conclude that two confluent
valleys have non-empty intersections. The interest lies here in considering the set of
all valleys which are confluent in a given basin B. This set is countable and we denote
it {Vf }3j with J countable.
The next idea is to consider the intersection of all valleys confluent in B. Thus
comes the definition of a fjord:
fjord: We say that B has a fjord, denoted 1F8 , if the set FB = B n fl V is non-
empty.
A basin does not always have a fjord: this might happen when the sequence of
cols contained in R is unbounded (see Figure 3-9 for such an example). In such a case
we say that B has a fjord at infinity. This corresponds to what is usually meant by
"a valley of f at infinity" and which is understood as a direction along which R f is
the most decreasing. The existence of such direction is also included in the definition
of a fjord when it exists.
Fjords have three important properties:
e Fy, if non-empty, is open and simply connected.
* Any two distinct points a and b of FB such that R f(a) = 3R f(b), are on the
same level curve of f.
* Two distinct points a and b of ( \ C, are in the same basin B of fjord FB if,
and only if, the intersections of the paths of steepest descent issued from a and
b with F, or Da n FB and Db n Fy, are non-empty.
Hence showing that two points a and b are in a basin with a fjord is equivalent
to showing that there exists a path joining a to b made of a portion of Da, a
level curve (in the fjord) and a portion of Db.
We conclude here this series of definitions and properties relative to domains of
( which will help us to introduce more fundamental notions.
3.1.2 Graph of f and ramification set
In this section we leave the study of the topological properties of regions of C to
introduce more abstract concepts.
Passes and graph of f
Here we use the properties of the basins of f to define a relation between cols and
basins.
pass: Let c be a col of f, we say that c is a pass for B, a basin of f, if and only if
c E iB.
Obviously any col is a pass for at least 2 basins of f. More precisely, if c is a col
of order p, c is a pass for at least (p + 1) basins, and at most 2(p + 1) basins. This
number of 2(p + 1) is obtained when the paths of steepest descent Dc are also paths
of steepest ascent issued from other cols of f.
Let {B 3 },Ej and Z = {Zh}hEH be the sets, respectively, of basins and cols of f,
and V and Ef the sets:
Vj = Zu U B3
jEJ
and:
E = { {B,,z} : Zh is a pass for B, }
We define the graph of f by:
graph of f: The graph of f is the graph Gf = (V, Ef ) where V is the set of vertices
and Ef the set of edges of G1 .
The term graph is to be understood in the sense of graph theory (see Wilson, 1986
or K6nig, 1989). By construction Gf is a connected, bipartite, simple graph with no
loops.
ramification set: We define the ramification set of f, R, as the subset of D such
that Gf has a circuit. a is said to be a ramification value for f if a- G R.
Before going further, we show the equivalence of the existence of a circuit in Gf and
the existence of two cols c, c' in the same connected component of C.
Proposition 1:
a is a ramification value for f if, and only if, there exist c and c' elements
of Z, such that c' is an element of a path Ac.
A proof comes as follows:
(+-) If there exist such cols, Gf has a circuit of length 4 (see Figures 3-6,
7 for an example).
(=>) Let us assume that Gf has a circuit 0:
0: B1 -+ c 1 -+B 2 --+ --... -+ B 1
By definition of basins and passes, we can construct a closed contour in
C, P, such that the intersection of r with C is exactly the set of cols of
o and such that the intersection of r with any basin of 0 is non-empty.
r being closed, is the boundary of a domain of C, say '. Assuming that
all the cols of 0 are on different connected components of C, there exists
a path, say Ac1 contained in ir. Since R f(Ac1 ) =]R f(c),+oo[, f has a
singular point in r, hence f is not holomorphic in C.
From there we deduce the following equivalence:
a I R # Gf is a tree
which has the strong consequence that the path joining two distinct vertices in Gf is
unique unless a is a ramification value for f.
The above results depend entirely on our choice for the definition of G1 . Would
this choice be different (e.g. considering only cols or basins as vertices) Proposition 1
and the above equivalence would not hold.
Similarly to catastrophe theory where an object is said to be structurally stable
if K is nowhere dense in the space of parameters, it is natural here to wonder about
the topological properties of R. Toward this aim, we can easily furnish a superset of
R as:
R'= a : c, c' Z, c / c', Z9{f(c,5) - f(c',S)} = 0 }
the inclusion R C R' being possibly strict. Then the question is whether or not R is
nowhere dense in D, knowing that R' (or I) is an analytic set. Indeed this problem
is closely related to the problem of structural stability in catastrophe theory since
K C R. (Regarding this question, we refer to results used in catastrophe theory;
see Thom, 1977). The interest of such a question is clearer when considering the
complementary of R, D \ R, and more precisely its connected components {1}aEs.
Each domain 01 is defined by a certain set of inequalities of the type:
{ff(C, ') - f(c', )} > 0 c, c' E Z
Consequently, the set S is countable. The fundamental property of the domains O
with respect to Gf is the following:
Given 01 and 5, 5' two of its elements, the graphs Gf(5) and Gy(5') are
identical.
This result is a consequence of Proposition 1 and of the inclusion K C R.
When a and a' are in two different domains 01, G,(a) and G1 (a') are not identical
although they might be isomorphic. This raises the question of how G1 (a) is modified
when going from a to a' along a path in D. For this purpose we investigate the
properties of the vertices of Gf.
Catastrophes and ramifications
In this section we infer the properties of basins and cols considered as vertices of G1 ,
from their properties as objects of C. Hence we have:
* The degree of a basin B in Gf is given by the cardinal of Fn Z and is at least 1.
9 The degree of a col of order p in Gf is (p + 1), unless a is a catastrophe or
ramification value for f at c.
When a is an element of R, we need to make the distinction between a catastrophe
and a ramification, both being local in Gf. The consideration of such elementary -
i.e. local - events comes readily from the study of subgraphs of G1 .
Effect of a catastrophe on Gf
Here we restrict our study to subgraphs of Gf given by two cols. More precisely if
c and c' are two cols of f, the graph Gf {c,c,} is defined by taking c, c' and all the
basins adjacent to them in G1 . Then 5 o is said to be a catastrophe value for Gf {c,ci},
or for f at c (or c'), if c and c' are coalescing for a = 5 o. Similarly, 5 o is said to
be a ramification value for Gf{c,c,, if G1 {c,c,l(So) is not a tree. In this localization
of the definition of catastrophe (respectively ramification) a might still be in K (R)
while not being a catastrophe (ramification) value for Gf {c,c,}. Thus in the following
we will refer to the "restriction" of K (respectively R) to catastrophe (ramification)
values for Gf {c,c,}, denoted Kfc,c,l (R{c,c,1).
The effect of a catastrophe on Gf {c,c,) is characterized as follows:
Let c be in D \ Ri 1 and So in K{c,ci} such that there exists a path joining
S to 5 o in D \ R{c,c,l. Then Gf fc,cl(Io) is obtained from Gf fc,c,(S) by
a collapse of the vertices {c, c'}, Gf {c,c,l(So) still satisfying the definition
of Gf (i.e. one edge between adjacent vertices).
In other words Gy {c,c,}(So) has one vertex, and one edge less than G {c,,)(a).
The effect of a catastrophe on Gf is then obtained by combinations of the above
elementary event:
The coalescence at S0 of m cols, while a stays in D \ R, corresponds to
(m - 1) collapses resulting in a graph G1 (5o) with (m - 1) vertices and
(m - 1) edges less than G 1 (S).
The edges to be deleted in this process are uniquely determined by each collapse.
Effect of a ramification on Gf
Using the same approach, we consider the effect of ramifications on a subgraph
Gf{ c,c}. We have then the characterization:
Let &o be in R{cc,1 and a in D \ R{c,c,} such that there exists a path joining
Sto do in D \ R{c,c,}. Then Gf {c,c,}(tao) is obtained from Gy (c,c,}(q) by
adding a specific edge.
In more details:
Let us assume that R f(c) > R f(c'), then as --+ 5o there exists a unique
path Ac, such that the distance d(c, Ac,) -+ 0. By definition, this path is
the boundary between two basins adjacent to c, say B' and B2 . One of
these basins, say B', is already adjacent to c (this basin contains one of
the paths Dc). Then G{c,c,) (&o) is Gf {c,c,}(5) plus the edge {B, c}.
The term ramification comes of course from this feature. (Two examples are given in
Figures 3-4, 5, 6, and 7.)
The effect of a ramification on Gf is obtained by combinations of the above el-
ementary ramification. Since an elementary ramification gives rise to a circuit of
length 4, any circuit in Gf contains a subcircuit of length 4.
Our introduction of the notion of ramification appears as a complement to the
concept of catastrophe in order to completely describe any change of the "topology"
of f. (We use abusively the term "topology" in the same sense as for a potential flow
here.) As we saw, this "topology" is entirely comprised by the graph of f.
3.1.3 Ramifications, catastrophes and forms
We have seen the distinct but determining roles of catastrophes and ramifications
in Gf. Similarly to catastrophe theory, we may consider Gf as being the form of f
which now is not only modified by catastrophes but also by certain other events called
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Figure 3-4: Example of ramification (1)
Basins and cols [top] and corresponding graph [bottom]. Here and after o represents
a basin.
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Figure 3-5: Example of ramification (2)
Basins and cols [top] and corresponding ramified graph [bottom].
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Figure 3-6: Example of ramification (3)
Basins and cols [top] and corresponding graph [bottom].
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Figure 3-7: Example of ramification and catastrophe
Basins and cols [top] and corresponding graph [bottom]. The col on the left is of
order 2 (fold catastrophe) while the one on the right is simple.
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ramifications. In the study of the evolution of Gf with a, the effect of a catastrophe or
a ramification is completely defined. However the ability of "following" this evolution
lies entirely on the assumption that the saddle points of f are continuous functions
of the parameter a' in D. The definition of D excludes any singular points of f as
function of a, and Z being an analytic set, its elements are locally continuous functions
of a. Extending this result to D belongs to the study of deformations of analytic sets.
Here, we make the assumption that indeed any col of f is a continuous function pf
a. Then the knowledge of Gf for io in some O is sufficient to infer Gy(a 1 ) for ai in
Ot, t / s, through combinations of catastrophes and ramifications.
Catastrophes and ramifications of Gf have corresponding effects for the "topol-
ogy" of the potential flow or the global arrangement of the basins of the phase flows
described at the beginning of this chapter. Their effects on the derivation of steepest
descent expansions for I are as remarkable. We already know (Chapter 1) that a
catastrophe requires for its uniform asymptotic treatment a special form of expan-
sion. It appears that a ramification, if affecting the path of Gf corresponding to C,
the initial contour of integration, gives rise to a Stokes phenomenon in the expansion
of I (see Section 3.3).
The differences between the local property of a catastrophe, which is bound to
the neighborhood of a coalescence in C, and the global (i.e. non-local) property of
a ramification seem to emphasize a fundamental difference in their nature. However
their common characteristic in inducing modifications of G1 , suggests that a ramifi-
cation might be in fact a catastrophe. Hence a ramification is characterized by the
coalescence of certain points 2s f(c, 5) with c E Z. But can a mapping having these
points as critical points be defined?
3.2 Functions with singular points
In the study of a function with singular points, we assume here that f : W x D -+ C
is holomorphic, W being a domain of C. The results of the holomorphic case seem
to be extendable under certain conditions.
Singular points and simple connectedness
We stipulated in Section 1.1.1 that W should be a domain, i.e. an open subset of C
simply connected. The necessity of satisfying this last constraint is the main difficulty
here.
Any branch point of a function of a complex variable is associated to a branch cut
of its definition set. Here we require that such cuts leave this set simply connected.
Moreover we extend the necessity of having branch cuts to the cases of poles (usually
this is not necessary) in order to preserve the simple connectedness of the definition
set W. This requirement leaves a priori a lot of freedom in the choices for such
cuts. But additional constraints arise if we wish to preserve the main results valid
for holomorphic functions. The principal consequence of considering a function with
singular points in ( is that oW might be at finite distances. Depending on the value
of r as given in Section 1.1.1, we distinguish two cases which determine the type of
singularity of f at b:
- If r > 0, b is a branch point, is in B1, and is considered as a point of OW with
of course the corresponding cut.
- If r < 0, b might be a pole or a branch point (r non entire) is in B2 , and is
considered in any case as a branch point with its associated cut. The crucial
difference with the above situation is that certain steepest paths now end at b.
In both cases b may be a singular point of g, i.e. an element of B. or a singular point
of f, an element of Bf.
In order to preserve the main results of Section 3.1.1, we impose the following
condition on the branch cuts of f:
For any singular point b of f of g, its branch cut is chosen to be a steepest
path ending at a singular point other than b.
The existence of such a cut is granted for both cases:
- If b E B1, since lim f(z,a) as z -+ b in W exists, such a path exists.
- If b E B2 , since f is singular at b, we can find a point zi in a neighborhood of b,
such that z1 is neither a col or a branch point (by definition of the singularity at
b), and A,1 (or D,,) ends at b. Then the steepest path is defined by the union
A2, U {z1} U D,.
We emphasize that it is not necessary for every branch cut to leave W simply con-
nected. However their union must be such that W is simply connected. The global
problem of arranging the cuts in order to satisfy this condition is not obvious and
would require further studies.
The changes induced by the presence of singular points necessitate an extension
of the definition of basins as of Section 3.1.1.
Splitting of basins
Let B = B1U B2 be the set of singular points of f and g for which we will use abusively
the term branch points. We define the set Z* as Z U B and consequently the set &
obtained from C by adding the elements of B and their branch cuts. In order to
include the coalescence of branch points with cols of f, we introduce the set C of
values of a for which such coalescences occur.
The basins are then defined as in Section 3.1.1 using C* instead of C. This may
result in the splitting of a basin as originally defined. The definitions of valleys, hills
and fjords come then naturally, their properties apart from losses of connectedness due
to splittings, being identical. It is not clear at that point whether Gf should include
the elements of B as vertices or not. Basins, as vertices of G1 , could well contain the
necessary information about their adjacent branch points and cuts without having to
convey this information to Gy. Three examples of graphs with singular points and
using the original definition of Section 3.1.2 are given in Figures 3-8, 9, 10. For these
cases this simple definition of Gf is entirely satisfactory. However one can imagine
cases where a branch point lies on the path of steepest descent issued from a col. There
the extension of the notion of ramification would be necessary, and the inclusion of
branch points as vertices of Gf seems recommendable. Undoubtedly further studies
are necessary in order to find the appropriate formalism permitting to consider the
most general cases.
It remains now to relate our initial problem of determining the relevant saddle
points to the results obtained so far.
3.3 Practical aspects: a still unsolved question
We propose here to investigate the practical aspects of applying the formalism devel-
oped in Sections 3.1 and 3.2 to the problem of finding the relevant cols of an integral
I. This investigation will stay at a theoretical level since no implementation of this
formalism has been done. However we will try to be as scrupulous as possible in
enumerating eventual difficulties.
3.3.1 Relevance and Stokes phenomenon
Let us consider our initial problem of the datum of an integral I. For any value of al
in D, we are capable of determining, at least in theory, the graph G1 . By definition,
the end-points of C, a and b, must be in some basins Ba and Bb of f. Since Gf reflects
the simple connectedness of W, the problem of finding the relevant saddle points of I
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Figure 3-8: Function with a pole
Basins and cols [top], corresponding graph [bottom]. The function presented here is
the exponent function of the Kelvin potential (see Chapter 6) for 0 = 10*, <p = 80*
in the domain -2 < Rz < 5, -2 < 2z < 5. The pole (K) is located at the origin,
the branch cut (- - -) splitting a basin in two.
at 5, is equivalent to finding a path joining B. to Bb in Gf. The set ZR is then given
by the elements of Z contained in this very path. Unless Gf has a circuit - i.e. for a
in R - such path is unique, its existence being granted by the connectedness of Gf.
When Gf presents a circuit, we require that the path joining Ba to Bb is of minimal
length, and if several choices exist, to select the one for which , !R f(z), z cols of this
path, is minimal.
As ZR is modified through a ramification, one could wonder whether the steepest
descent expansion obtained by adding the contributions from the elements of ZR is
valid. We already know that a must be away from neighborhoods of CR U KR (here the
subscript R signifies that we consider the parts of these sets relevant to the subgraph
Gf ZR) for this additivity to be legitimate. The modification of the expansion of I,
which takes place when Gf ZR presents a ramification, was first identified by Stokes in
1857 for Bessel functions (whence the term Stokes phenomenon). This modification
appears as the disruption of the asymptotic series through the adjunction of necessary
contributions from new cols.
We must emphasize that a ramification of Gf ZR corresponds to an exact result of
contour integration. A Stokes phenomenon appears only when reducing the global
behavior of I (along the deformed contour) to a discrete sum of local contributions.
The justification for such a disruption was left in the dark for a long time. It
is only recently (Dingle, 1973) that a rigorous treatment of the Stokes phenomenon
and of asymptotic series was suggested by introducing the notion of terminants. In
fact all this matter comes down to the definition of the validity of an expansion. If
indeed ezponentially negligible terms and error bounds are satisfactory, the disruption
of an asymptotic series along a Stokes "line" (in fact RR) is necessary and has no
consequence for the continuity of the result within, of course, some error bounds.
In an exact asymptotic expansion of I, the additional terms naturally arise from
retaining and rewriting the complete remainder of the expansion. The process of
recursively looking for the asymptotics of successive remainders, or terminants, is
named hyperasymptotics. In such treatments, resulting in extremely high accuracy,
the notion of "adjacent" saddle points is fundamental (Berry, 1992). This "adjacency"
based on distances is different from the adjacency of graph theory. However it clearly
appears that the consideration of Gf would be of great use in such procedures.
After this nearly complete (we will treat later the case of neighboring end-points
of C) inventory of the modifications that a steepest descent expansion may undergo
as ' describes D, the next step considers the domains of validity implicitly defined
by RR, and C.
3.3.2 Uniform asymptotic expansions and domains of
validity
We already mentioned the countable collection of domains of D given by the connected
components of D \ R in the holomorphic case (see Section 3.1.1). When f presents
singular points, a similar collection { O*}, s in S, is defined from D \ {R U C}. In
order to be complete, we need to introduce at this stage the subset Cc of D for
which coalescences of end-points (necessarily finite) of C and elements of Z* occur.
The corresponding effect of such coalescence on a steepest expansion was reviewed
in § 1.2.2 c). This leads us to define in fact the collection {01} as the connected
components of D \{Ri U CR U Cc}. We know then that within each of these domains,
the asymptotic expansion of I is formally identical and is given by a simple addition
of the contributions from saddle points of order 1, plus eventual contributions from
the end-points of C.
In neighborhoods of points of KR, CR or Cc, different expansions are required
which treat uniformly the various events: catastrophes, coalescences of branch points
or end-points. We generically denote such neighborhoods by the collection of domains
{02}, t in T. This collection is such that for each O there exists at least a domain
O such that O n O is non-empty. If the collection {01} is disjoint, the collection
{OW} furnishes a covering of D: for any domain O there exists a domain 01, such
that 61 n U1 is non-empty and in fact included in R . Finally the total collection
{ 0!, Ot}aES,tET gives a covering of at least D \ RR, with a given expansion associated
to each domain. In order to obtain a covering of D, the expansions corresponding
to the domains O must be extended to their boundaries (i.e. to components of RR)
through Stokes phenomena.
We now have a sound basis for the various expansions of I in terms of the topo-
logical properties of their domain of validity. (An in depth study of the geometry of
the domains O is found in Martin (1974).) We now focus on the practical remaining
tasks: the building of Gf and the finding of paths in this graph.
3.3.3 Characterizations of basins
The apparent simplicity in obtaining the set ZR in Section 3.3.1, relies entirely on
the ability of building the graph Gf, or more precisely of characterizing the basins of
f. Hence in fact we are brought back to the fundamental question as formulated by
Ursell but in terms of steepest paths only.
The finding and tracking of cols
So far we have assumed that for any a in D, we were capable of determining the
positions of all the cols of f (condition III of Section 2.4). The corresponding practical
task is not simple: finding the roots of analytic equations and following those roots for
finite variations of a are the main difficulties. These problems are being addressed
in studies of dynamical systems, but in a different form: namely the finding and
tracking of fixed points of mappings. We refer to techniques used in this field since
solving an analytic equation can be reduced to finding the fixed points of a mapping.
Inherent also to Gf is the necessity of indexing the saddle points, and keeping track
of their progress as a varies - i.e. preserving the indexing. Difficulties arise when
a catastrophe or a collision occur. However this obstacle is surmounted by taking
advantage of the analyticity of the cols in a neighborhood of a catastrophe.
By using the entire series associated to each col, we are capable of following
their evolution through a catastrophe. Obtaining the numerical values of the series
coefficients can be done efficiently using the equivalence between Fourier series on
poly-circles and entire series in poly-discs (see Appendix D for more details).
Characterizations of basins with fjords
Until now, we have not used the notions of valleys, confluence and fjords. These
definitions were precisely introduced toward the practical characterization of basins.
A basin, considered as a vertex of G1 , is entirely determined by its passes. Hence
the task of building the graph Gy consists in assessing whether or not 2 cols are
passes of the same basin. When this basin has a fjord, a practical criterion is given
in Section 3.1.1: we know how to create a path joining two points of this basin.
The actual process of showing that such points can effectively be joined, consists
in generating the path. This can be done by using algorithms similar to gradient
descent algorithm (all the steepest path shown in this chapter were traced using such
an algorithm). In fact the marching procedure is extremely simple since we know
that the imaginary (real) part of f is constant along steepest paths (respectively level
curves). The main difficulty lies in choosing the size of the steps since we do not know
a priori whether a path ends at the border of the computed domain, at a singular
point of f or at a col. (The dents present in some paths of steepest ascent shown
in this chapter are witnesses of this difficulty.) When branch points are involved the
task is worsened by the presence of branch cuts.
It appears that we cannot escape the process of curve tracing unless another
practical characterization of basins is found. This question is still open although
it must be noted that basins are very special regions of C. In fact, basins can be
interpreted as maximum domains of univalence. In that respect the formalism of
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Section 3.1.1 is very close to the method of univalent dissection of Ursell (1970).
The computational constraint bearing on the process of curve tracing implies a
priori that only functions with finite numbers of cols may be treated. (Note that a
finite set Z induces the existence of fjords for every basins.)
Similarly the practical identification of the basins (or fjords) containing the end-
points of C is bound to the consideration of finite end-points. A possible overcoming of
this limitation is the use of inversions of the complex plane and arguments of convexity
in the vicinity of the origin. After all, this case is equivalent to the consideration of
singular points of f.
Path finding
From the above restrictions, it appears that only finite graphs Gf can be considered.
Implementations of graphs Gf corresponding to holomorphic functions do not seem
to present any difficulties. On the contrary the introduction in Gf of vertices repre-
senting elements of B complicates the matter. The problem of finding paths in trees
or constrained paths in graphs is a classical and extensively treated topic of computer
science (see Gibbons (1985) by example). Algorithms solving such problems with
various efficiencies are available, and we do not go into details.
The restriction to finite graphs, may be lifted under certain conditions: namely, if
Gf presents a complete finite collection of generating finite subgraphs and if the prob-
lem of path finding in G1 can be reduced to some given problems in these subgraphs.
We call generating finite subgraph of Gf, any finite subgraph Go such that there exists
an infinite subgraph of G1 made entirely of an infinite union of graphs isomorphic to
Go. A collection of generating finite subgraphs is complete for G1 if the total union
of the generated graphs is G1 . This opens the possibility of treating periodic graphs
(the function f being not necessarily periodic) as well as using symmetry properties
of f. This feature emphasizes the advantage of using the formalism of graphs.
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Two examples of such graphs are given in Figures 3-9 and 3-10. In the first case
two generating subgraphs and a finite subgraph are identified, while in the second
two generating subgraphs are sufficient.
3.4 Conclusion
The formalism we defined in Section 3.1 is the first attempt to rigorously formulate
the problem of relevant cols in the method of steepest descents.
The central key of this formalism is to associate to any function f, a graph Gf
based uniquely on topological properties intrinsic to f. In the study of the evolu-
tion of this graph with the parameter a, the new notion of ramification arises as a
complement to the notion of catastrophe which plays a crucial role in the generalized
method of steepest descents. When f is holomorphic in the whole complex plane,
both ramifications and catastrophes appear to be the only agents in any change un-
dergone by G1 . When looking for a steepest descent expansion of the integral I,
the relevant saddle points for a given a come then readily as the vertices (cols) of
the path of Gf joining the 2 vertices (basins) associated to C. Stokes phenomena
occurring in the asymptotics of I are then directly related to the crossing by a of
certain components of R, i.e. to a ramification of Gf. From this it appears that Gf
contains some information which could be useful for the hyperasymptotic treatment
of I. Finally the domains of the a-space defined with the help of K and R, furnish a
basis for the domains of validity of the various asymptotic series.
However the appropriate modifications to the definition of Gf required by the con-
sideration of functions with singular points are still unclear and necessitate further
studies. More importantly remains the fundamental question of a practical char-
acterization of basins. Hence for the moment, the process of curve tracing seems
inevitable. This task however can be carried out on a computer for a function with
a finite number of cols. Furthermore the formalism provided by Gf is extremely well
suited to computer implementations. In principle such implementations are limited
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Figure 3-9: Graph with generating finite subgraphs: example 1
Cols and basins [top], and subgraph [bottom] of v/z tan z - 1.2z (see Chapter 7) in
the domain -10 < Rz < 10, -2 < 2 z < 2.
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Figure 3-10: Graph with generating finite subgraphs: example 2
Cols and basins [top], and subgraph [bottom] of -dz tan z - z (see Chapter 7) in the
domain -10 < Rz < 10, -2 < 2z < 2.
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to the consideration of finite graphs, but certain cases of infinite graphs could be
treated as well.
Based on the assumptions that cols and critical points of f and g can be located
and followed for any 5, a complete implementation of our formalism to the relevant
col problem, would then:
1) build the graph Gf for a given value of 5,
2) find in Gf the path corresponding to C (the initial contour of integration),
and subsequently:
3) update G1 , if necessary, through catastrophes or ramifications due to any vari-
ations of 5, and find the corresponding new path in Gf
Toward this aim much work is still required. The motivation and justification of
such efforts lay in the generality of the procedures through which steepest descent
expansions are obtained (e.g. Dingle, 1973). In the following chapters, we will see
how ordinary steepest descent expansions can be obtained in a systematic manner
(Chapter 4), and how algorithms could be devised to obtain robust numerical results
for the case of the coalescence of two saddle points (Chapter 5).
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Chapter 4
The ordinary method of steepest
descents
Hence we start here our detailed study of the numerical implementation of the method
of steepest descents under the conditions stated in Section 2.4. This chapter presents
the cases of the ordinary method of steepest descents, that is the case of an end-
point (Section 4.1), and the case of an isolated col of order 1 (Section 4.2). In both
cases we show that implementations which convey the robustness of the asymptotic
expansions are possible. Being at risk of giving a presentation which might seem too
technical, we wish to not leave any "detail" in the dark. This is possible, only through
the analysis of the procedures and their decomposition into simple tasks. A similar
decomposition can be found in Dingle (1973) without of course the numerical analysis
proper to computer implementations. The use of symbolic computation is emphasized
both for the analysis (Sections 4.1 and 4.2) and for the implementations (Section 4.3).
This allows us to present simple but illustrative examples of the properties of the
corresponding algorithms (Sections 4.1.2, 4.2.2 and 4.3.4).
Preamble
We have seen that given the set RR U CR U Cc of critical values of a in D, we could
define a countable collection of disjoint subdomains of D, {0}, such that their union
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with RR U CR U Cc is D. Over a given O, the set ZR of relevant cols stays identical.
Thus for all a in O, the asymptotic expansion of I is given, in theory, as the sum
over ZR of expansions, (1.16), from isolated cols of order 1 (the elements of ZR),
plus possibly the expansion(s), (1.17), from one (or both) end-point(s) of C. This
expansion fails as a tends to the boundary of 01, staying in 01. The hypothesis of
the ordinary method of steepest descents states that D n {KR U CR} is empty, or in
other words that a is always away from any catastrophe value or value corresponding
to a coalescence of cols and singular points of f or g.
The problem associated to the numerical evaluation of I for a in D, is to find a
countable (hopefully finite) collection of connected subsets of D, {0}, such that on
each O, the corresponding asymptotic expansion is uniformly approximating I with
error e. This leads us to define a uniform approximation of I in D in the following
sense:
Given c > 0, there exists a collection {j, t E T, satisfying the condi-
tions:
- T is countable (in practice finite),
- Vt c T, 0 is connected,
- if we denote by E the error made by approximating I by its expansion
for a given (N, a), there exists No positive and real such that:
VN > No , Vt T, Va E Ot E < e/2
and {Q}, t G T is a covering of D.
Then I is uniformly approximated over [No, +oo[ xD with the error c.
Of course the interest lies in finding the smallest possible value of e. We must em-
phasize that E contains any numerical errors made in the numerical evaluation of the
expansions. Therefore the determination of the regions 0t can only be made when
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for each 0t the corresponding expansion is numerically available. (See Appendix A
for additional details on the O.) This task of obtaining numerically these expansions
is undertaken in this chapter and pursued in the following. The problem of assess-
ing the shapes of the regions 6t will only be presented for the particular example of
Chapter 6.
4.1 The case of an end-point
Here, we consider an end-point e of the initial path of integration C. The problem is
then to compute the coefficients in the expansion (1.16). We assume that the cols of
f are sufficiently distant from e so that the mapping u defined as in Section 1.1.3 C)
a), from the equation:
f(z,a) - f(e, a) = -u (4.1)
is valid.
For a fixed value of a, the bijective property of the mapping u is ensured by the
fact that Of(e, a)/Oz / 0. Moreover we know that the inverse mapping, z, exists and
is analytic in (u, al) at (0, a). (An expansion of f(z, a) in its entire series in z shows
it.) Therefore, there exists a radius p, such that for u in the open disk D0 (O, p) and
a' in, say, W 1, the series:
00
z(u, a-) =E a,n u" (4.2)
n=O
is convergent.
From the fact that g is analytic in z at z = e, we conclude that G defined by:
G(u, a) = g(z, a) (u, (4.3)
is analytic at u = 0.
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Thus there exists p1, such that for u in D,(O, p1), the series:
00
n=o
is convergent for all a in W and is the entire series of G(., 5) at u = 0.
The coefficients aG,n( ) correspond to the coefficients of the final expansion (see
Section 1.1.3 E)). The problem is then to compute them numerically for any value of
a. This can be done, a priori, in two ways.
4.1.1 The contour integral method
Using the fact that G is analytic in u at u = 0, we have the obvious result:
=1 £G(u,ci du
aG,n(') = 2ix U+Gu 0du (4.5)
where the contour should include 0 and be contained in D,(0, p1). However under this
form, these results are unpractical as the knowledge of G is needed for u describing a
whole contour. (A priori Oz/Ou is unknown as a function of u.) We can modify these
expressions by performing the change of variable u -+ z in order to reduce them to
known functions. Hence we have:
aG~n( 2ix7 Un+1
(4.6)
1g(z' l , n+) d
2iir (f(e, a) - f(z, d))n+1
where the last integral involves only known functions. (Although we have assumed
that only the values of f and g at the points of interest - here the end-point e - are
known, it is reasonable to assume that values for other points are accessible.) The
contour integration is then to be done on the image by z of the initial contour in
the u-plane. In fact the initial contour is of no importance as long as it contains e
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and is included in the preimage of D,(O, p1). If we could perform this integration
numerically with sufficient accuracy, the results would be at hand.
If this approach is appealing by the elegance and the generality of its form, it
contains some difficulties. A numerical contour integration is depending on the geo-
metric shape of the contour - shape which is depending here on the value of a -, the
distribution of quadrature points along this contour - which should depend on the
local curvature - and the minimum of If(e, a) - f(z, 5)|, since the (n + 1)-th power of
this quantity is taken. These choices are determinant for the accuracy of the results
and as they depend on a and n, they might not be robust for all functions. Last
and most important, the fact that there is a choice to be made is an obstacle to a
practical usefulness.
Such numerical contour integration could be done by using fast Fourier transform
algorithms, but on the necessary condition that the contour be a circle in the variable
of integration. (This technique will be used a propos in Chapter 5.) Here this is
impossible since (f(e, 5) - f(z, a)) is involved at the denominator instead of (e - z).
This could be overcome by approximating the image by f of the circle of integration,
by a circle (after all the definition of u tells us that locally f is not "too far" from being
the identity function) in the u-plane. But this might require to consider values of the
radius that are too small (in order to minimize the error due to this approximation)
to provide the necessary accuracy as n increases.
These remarks about the practicality of numerical contour integration will be valid
for other cases, and we will not reproduce them subsequently. Of course there might
be cases where this approach is effective. For such particular cases this method is in
fact more efficient than its alternative.
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4.1.2 The point inversion method
The other approach consists in using of the definition equation of the mapping, (4.1),
and of course of the fact that g and z are C* at z = e and u = 0 respectively. This is
motivated by the fact that we have between ac,,(a) and 8"G(u, d)/au", the relation:
1 a"G
n! IU u=e
The n-th derivative of G is then obtained from the definition relation of G, (4.3), by
taking its successive derivatives, namely:
an"G --) dn az
u, )= dUn g(z, -) (, (4.8)
The right hand side of this last expression is obtained formally for 0 < n < K,
with K finite. K corresponds to the index at which the asymptotic expansion is
truncated. We thus have a set of (K + 1) equations, linear in derivatives of g and
involving powers of derivatives of z.
In using the following notations (note that we drop the dependence in a' although it
remains present in all the quantities):
g(n) = (,g
-G() = nG (,..) (4.9)
C anU au=O
Bn) a(c u=0
we obtain, by carrying these differentiations up to the order K and taking values at
the point z = e <-+ u = 0, a set of equations, explicit in the unknowns G").
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Hence we have:
G) =() z ()
G - g () Z2) + 92') z(1)2
G 2 ) = g(") Z3) + 3 g') z1) Z2)+ g 2 ) z)3
G ) = 9 ") Z 4) + 4 gl) z1) Z3) + 3 gl) Z2)2 + 6 (2) z()2 Z2) + 9e3) z1)
G K)
(4.10)
Since we have assumed that gj") was known, or computable, for any a and any n, there
remains to determine the values of zi"). In theory this would require the knowledge
of the mapping z, thus implying the inversion of equation (4.1). Except for particular
cases, this inversion is impossible in closed form, that is to express z as a function of
u and a. However we only need point values of the derivatives of z at u = 0. This
corresponds to what we call a "point inversion".
For this purpose we consider successive derivatives of (4.1), that is:
dk [ 5
duk for 1 < k < K + 1
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(4.11)
This results in a system of (K + 1) function equations valid for all u in D,(O, p), -
in W1. We then obtain a system of equations in the unknowns zk), by taking this
system at the point u = 0 <-+ z = e. Hence we get:
f 1) z(1) = 1
ftl) z(2) + f(2) z() 2  0
f Z 3) + 3 f Z (1) (2) + f(3) z') Z = 0 (4.12)
f() Z(4) + 4 f(2) z1) Z3) + 3 f 2) Z2) + 6 fe3) z1)2 Z2) + f 4) z1)4 0
This system forms a set of (K + 1) equations non-linear in the (K + 1) unknowns Z4 k),
1 < k < K +1. Fortunately this set is triangular and solutions are obtained explicitly
at each step k as functions of f(n), for n < k, and powers of Z n) for n < k - 1.
More explicitly we have:
1
z() =- ff2) z()2
) 3 f(2) z1) Z2) + ff3) z)3 (4.13)
fl)
44) - 4 f 4) z ) + 3 f 42)2 + 6 f 3) Z1)2 42) + f 4) Z(')4
Z (4))
113
9 We note that the forms of the solutions are generic in the sense that they all involve
the first derivative of f taken at e, fl), in the denominator.
The procedure
We now have the complete procedure to obtain the coefficients aG,k(i)
for 0 < k < K. We distinguish two main steps, to be performed for each
new value of 5:
1. the computations of z(k) , for 1 < k < K + 1, from the computed
values of the derivatives of f at e, f(n) for 1 < n < K + 1, using
the formulas (4.13)
2. the computations of G(k) , for 0 < k < K, from the values of the
derivatives of g computed at e, g!") , 0 < n < K, and powers, up to
K + 1, of Z , 1 < n < K. This uses the expressions in (4.10).
The coefficients are then computed from the relation:
1
aG,k( ) = G) (4.14)
and are summed into the expansion after being multiplied by the corre-
sponding factor k!/Nk. From there, it is obvious that in fact the expansion
should be rewritten in terms of G~k) rather than aG,k(&)- Indeed:
K K Gk) (4.15)
E aG, (.5k=O Nk k=0Nk
and naturally, the right hand side is used in the computation of the ex-
pansion.
Numerical aspects
The forms of the different equations in (4.13) or (4.10) are very general in the sense
that their various coefficients - understood as the quantities fi") and g,") - depend
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only on the choice of the functions f and g involved in I, and also on the end-point
e considered. It is therefore very difficult to proceed to a thorough analysis of their
numerical properties. However some remarks can be made, based on generic features.
* Floating point number representations
Considering (4.13), we have noticed that the first derivative of f, taken at the
end-point, appears in the denominator. This characterizes the fact that the radius p
of the entire series of z at u = 0, (4.2), is depending on the proximity of a saddle point
of f. Hence the algorithms given by these equations will fail when a col approaches e.
Numerically, this could translate into the handling of increasingly large values of zi")
as n increases, and the risk of exceeding the range of a given floating point number
representation whereas the expansion is still valid. It can be shown that, if If'I| < 1:
z")| > A - with A> 0 (4.16)
f)
and therefore that (z ")) and consequently (G ")) are increasing sequences of n.
It is interesting to note that all of the equations are homogeneous in du (this is due
to the fact that they are derivatives in u of some initial equations). Practically, this
signifies that if z(1) is multiplied by A, then z!") is multiplied by An, and so is Gl") by
A"+1. Therefore it is possible to avoid the troubles mentioned above by choosing an
appropriate value for A. This can be done as follows.
Consider the ratio |zn+1)/z ")|. Its limit, as n -+ oo, is 1-/p since the entire
series (4.2) has p for its radius of convergence. Therefore, in order to ensure that
z ) stays bounded, it suffices to take A = p12. (In fact a smaller value of A might
be needed since we are considering small indices n.) However the value of p is not
known a priori and much smaller values maybe needed. But the ratio |ff1)/f 2)I, if
j 2) :# 0, should give a good upper bound, as e is approaching a col of f.
Once this is done, there remains to compensate for the scaling at the very end of the
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computations in order to recover the right result. The value of A can then be included
in N, that is A N would replace N is the expansion. Hence this loss of magnitude of
the radius of convergence p, can be entirely accounted by the consideration of smaller
values of N, and thus by a weaker asymptotic property of the expansion.
e Cancellation errors
From the expressions of the solutions in (4.13) or (4.10), it appears that cancella-
tion errors might occur if all, or some, of the products are large quantities of different
signs. An example of this phenomenon is given by considering the simple case where:
f(z) =-z(z+l) (4.17)
g(z) = 2z + 1 (= -f'(z))
Here we have cancellations of large quantities in the computation of the Gn). The
exact result, if C is a path starting at e and ending in a valley of f, is for any e (away
from the saddle point z = -1/2) given by exp[N f(e)]/N. Numerically, this result is
recovered exactly if e is on the real axis, but with errors increasing with k (the index
of the coefficient) when e is non-real. This is easily seen for e = 0. The path C is
chosen to start at 0 and to be ending in the valley z -+ +oo. 0 is distinct from the
col of f, and therefore we can hope that the expansion for the end-point case will be
efficient. Indeed this is the case, since the final numerical result for K = 9 is:
1.0/N
which is also the exact result. (Note that the expansion is here "totally" asymptotic,
an ideal case, as all the other terms are zero.)
It is then interesting to study the formula giving the last term in the expansion,
G). This expression would be too large to be displayed in full. But thanks to the
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fact that g(O) and g,1) are the only non-zero terms, we are reduced to consider:
G(9)- 1 z(1) + 20 z(') Z( 9 ) + 90 Z( 2) Z( 8)
+240 Z(3) Z(7 ) + 420 Z( 4 ) Z(6) + 252 Zr?
after having replaced the g(") by their values. There remains now, to substitute the
values of z(1) involved in this expression. Thus we have:
0 = 1 (-1.7643225 1010) + 20 (1.0) (5.189184 108)
+90 (-2.0) (-1.729728 107) + 240 (12.0) (665280.0)
+420 (-120.0) (-30240.0) + 252 (1680.0)2
where it is obvious that we have cancellation of terms, although without any error!
But let us take another value of e, e = 0.2 + 0.1 i, for the sake of honesty. Then the
final numerical result for the same value of K is:
1.0000001 2.9802322 10-8 i - 1.1920929 10-7
N N2
2.1457672 10-6 i - 4.7683716 10-7
2.3841858 10-7 i
N3
7.6293945 10-5 i + 3.8146973 10-6
N 6
-9.765625 10-4 i - 2.4414063 10-4 0.0078125 i + 0.0036621094
V
+-0.125 i 0.125 1.4375 i + 1.25 ) exp [-N (0.14 i + 0.23)]Ne N1* 
obtained with "single" precision (8 significant digits), whereas the exact result is:
1
- exp [-N (0.14 i + 0.23)]
N
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IV
The effects of cancellation errors are there quite evident in the values of the successive
terms of the expansion. By example, the last term of the expansion, 1.4375 i + 1.25,
is the result of additions and subtractions of quantities of the order of 107.
Mainly three aspects have to be considered with respect to this phenomenon.
1. Cancellation errors at each step are bound to the loss of the last significant digit
in the floating point number representations of the largest quantity present at
the numerator. Therefore, the use of extended number representations is of
particular interest and is effective.
2. These errors are more and more acute as the order of the coefficients increases.
In regard of the growing number of operations performed in order to compute
these values, and of the propagation of the errors from previously computed
quantities, this is not surprising. Their influence on the results is driven by the
degree of cancellations which occur in the equations.
3. We must keep in mind that these expansions are asymptotic, and that conse-
quently, only the first few terms have to be computed. Hence, if the floating
point number representation is sufficient, the cancellation errors will remain
marginal in the numerical result of the expansion.
Thus it appears that this problem certainly does not eliminate the numerical interest
of using this method.
A general statement on the occurrence of cancellations in the formulas of (4.13)
or (4.10) is most uneasy if not impossible, as it depends exclusively on the properties
of the entire series of f and g at z = e. In order to make this point clearer, it suffices
to consider two simple examples.
With respect to the first step of the procedure (or the computations of z)) we first
consider f(z) = - log(1 + z), and performs the inversion at e = z = 0 (log(1 + z) is
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analytic there). The result is of course:
z(u) = e- 1
Now by expanding f and z in entire series we obtain:
fj") = (-1)n+ (n - 1)! for n > 1
and:
zi" for n > 1
Thus the value 1 for z ") is obtained after cancellations between terms of the order of
(n - 2)! . On the opposite, if the inversion of f(z) = 1 - ez was to be performed, the
results indicate that no cancellation at all takes place. Hence both extremes might
occur as well!
The most dramatic case is of course when 8z/Ou turns out to be 1/g(z(u, a), 5) (which
is what happens in the numerical example presented above). There the process of
obtaining the Gl") is nothing else than the product of two series, inverse one of the
other! Of course this is far from being the most efficient way to get the right result,
both in terms of number of operations and accuracy. But there is no other alternative,
except of being able to recognize that we are dealing with such a case.
It results from such examples, that there exists no solution for treating this prob-
lem in a satisfactory manner for general cases, apart from using extended number
representations. However, this leaves the freedom to adapt the above procedure to
any specific case where improvements ought to be expected: by example through the
use of symbolic computation on the analytical formulas of f and g (for the evaluation
of the coefficients of the expansion) or by identifying trivial cases rather than com-
puting them. This last possibility would require the elaboration of a series of tests to
be performed on the chosen functions. But this undoubtedly belongs to a preliminary
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analysis of the problem of evaluating the integral I, i.e. concerned with its formula-
tion, the use of changes of variables, considerations of similar functions, etc... aspects
which are out of the scope, so far, of any symbolic manipulation program (or expert
system), and of systematic numerical computations.
* Particular cases
In the case of a polynomial, fn) is equal to zero past a certain row. The formulas
giving Z "), are then simpler, and the same assumption on g has similar consequences
on the expressions of G") . The consideration of simple functions of this kind consti-
tutes good ways of testing the validity of the formal computations, and of assessing
the numerical problems that might arise in various cases.
An obvious application for this algorithm is the case of integrals for which Laplace's
method can be applied. As mentioned above, exact results for integrable cases can
be recovered. Limitations in accuracy exist due to the problem of cancellation errors,
however they can be handled so as to remain marginal. Of course this algorithm
breaks down when the end-point approaches a saddle point of f. This is easily seen
in the numerical results as the coefficients increase more and more drastically with n
as e tends to a col. The uniform treatment of this case is accomplished by considering
the more complex mapping of Section 1.2.2 c), but this really belongs to the next
section.
We would need now to present our implementation of this algorithm. As the
considerations will be similar for the case of an isolated col, we have grouped these
descriptions in Section 4.3.
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4.2 The case of an isolated col of order 1
We are now concerned with the expansion for the case of an isolated col of order 1 as
given in § 1.1.3 E) by equation (1.17), namely:
exp[Nf(zi)] N1K/2 E aG,2k(2- Nk (4.18)
k=0
for a col zi.
As in Section 4.1, we assume that end-points of C, eventual singularities of g and
other cols of f are sufficiently distant form zi for the mapping u defined in Section
1.1.3 C) b) to be valid in some neighborhood of zi. That is we have:
f(z, ) = -a+f(z,d) (4.19)
with u(., 0) : z - u bijective and analytic at (zi, a) for any a in, say, W,. Under these
conditions, we know that (4.18) is asymptotic, and we need to be able to compute
the terms of this expansion up to the power, say (K + 1/2) in N.
We immediately conclude from (4.18), that we will probably need to compute the
(2K + 1) terms, that is aG,k(') for 0 < k < 2K, or at least to perform part of the
computations for this range of the indices. In an identical manner to the case of an
end-point, the coefficients aG,k(d) correspond to the coefficients of the entire series of
the function G at (0, a). Although defined through the same formula, (4.3), G differs
by the choice of the mapping z. Here again two methods are possible to obtain these
coefficients numerically.
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4.2.1 The contour integral method
Quite evidently, aG,,(') is given by:
aGk(1) G(U, d)d
aGik 0 n+1
-1- g(z, d) dz (4.20)
2ivr JUn+1
_1 1 £g(z,5) dg (z dz
2i7r 2(n+1)/2 (f(z 1 , a) - f(z, a))(n+1 )/2
where the first integral is along a contour around u = 0, and the two others along a
contour in the z-plane around z = zi(a'). The square roots involve the choice of an
appropriate branch of the transformation z -+ u.
This approach suffers exactly the same drawbacks as its equivalent for the case
of an end-point. In addition, the question of the choice of the branch has to be re-
solved. This may cause problems when using numerical values, since no additional
information are available (like the expression of the integrand) except for the val-
ues themselves. However this difficulty cannot be avoided as it is embedded in the
quadratic transformation (4.19).
Therefore we propose another procedure which follows the same principles as the
method described in Section 4.1.2.
4.2.2 The point inversion method
The process for obtaining the coefficients aG,n(i) uses the relation:
1 89"G
aG,n(a) = - -( a (4.21)
n! Bu" u=z1
which differs from (4.7) only through the value of the point at which the derivatives
are taken (and implicitly through the definition of G). The expressions of the partial
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derivatives of G as functions of the
(4.8).
Therefore, if we use the notations:
(n)
9 I
<G "n)
(n)
zz1
partial derivatives of g and z, are identical to
9z" Iz=z1
a"G
0WU u=O
Ou~ u=0
we have the corresponding expressions:
G(0) = (0) Z(1)
G gz z
[~ G(2) + (1i) z1 2[G(1) = g(O)2) ig z1)
G(2) -(0) z(3) + (1) z(1) z(2) +(2) (1)3G g z 1 +Z 3 g z z1 z1 + gz z
(3) = g (0) Z (4 ) Z(1) Z(3) +3 ) Z(2)2+ (2) (1)2 (2) + (3 ()[G =9 z + 4 91l) z z + 3 9z z,+6gi l+97
G( K) _
(4.23)
where the lines between brackets need not be evaluated (since the corresponding
integrals are 0).
The evaluation of aG,2k( ')
0 < n i< 2K, and of z (")
inversion of the mapping u,
for 0 < k < K, requires the computations of gl") for
for 1 < n < 2K + 1. Here again, we perform a point
but at the col zi, and by considering successive derivatives
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(4.22)
of the definition equation of this mapping, (4.19), namely:
+ f(zi, ) for 1 < k < 2K +2 (4.24)
Hence after differentiation, we have the function equations:
Of Oz
iBz au
Of 82z 02f 0z2
z Bu 2 Oz2 IOU
= 0
of O4z + 2f (z az&
Oz ou 4  Oz2 OU 0u3
Of 0,z 02f az &4z
Oz us 5 0z 2 OU 0u4
02! 02z2 ga
+3 2 - 2 +6 z
40z2 0u2 9
02! O2z Oaz
+ 0 z2 8u2 B0au+
f Oz2 2z O4f az4
a U2 + 894 a
Oaf 822
10 -za 2IYZ3 a
O3f 0z
+15 --za og
aZ3 Ou
a2z 2  0 4f Oz3
Ot 2 0z 4 Bu
* Note that we have shown the first five differentiations of (4.19) and that the upper
bound of k is (2K + 2).
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2
dk
dUk [f()a
Of Oaz + 2 f Oz 02z a3f aZ
Oz Bu 3 8z 2 8u Ou2 +z 3 8U
= 0
B2 Z 85f Oz5
+ oz-5 i -
= 0
(4.25)
Now by considering these equations at z = z1 +-+ u = 0, we obtain:
(0=0)
f z = -1
f ( (1) ( )( ) ( ) 3 1 2 ( )( ) 
0( . 6
3f z z +f z 06f (4 ~
4 2 f 1 z 3 f z + 6 f3 2 + f z 0 (4.26)
5f z z1 1 + 10 f z z2 3 + 10 f z z1 2(3 + 15f (3 z1 ()
+10 f() (1)3 ( + f() (1 = 0
where ff stands for the value of azkf (Z )/9zk taken at zi.
This constitutes a system of (2K + 1) equations non-linear in the unknowns zzk,
1 < k < 2K + 1.
* The first equation, or 0 = 0, signifies that u = 0 corresponds to the col zi of f, by
the mapping u. As a consequence, the (k + 1)-th derivative of the mapping equation
(4.19) has to be taken in order to obtain z(C.
Solutions are obtained explicitly since the system is triangular. The value of z is
expressed in terms of the (k + 1) first derivatives of f at zi, and of powers of z() for
1 <n <k-1.
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Hence we have:
(2) f 1
f (3) (1)2
3 fZ)
(3) _3 f1) zi + 6 fz) z zz + fz) zi
z4 f() () (4.27)
4)= - (10 f() Z(2) + 10 f3) z1) z + 15 f() z1
+10 f ( z + f ) /5 f() (1)
* All of these solutions involve the quantity f() at their denominator. Since the col
z1 is of order 1, this value is of course non-zero. Apart for the square root in the first
equation, this quantity always appears in the form of the product fZ zZ, .
e The forms of these equations are more complex than their equivalent in (4.13).
The procedure
We can now decompose the procedure in two main steps, to be performed
for each new value of a:
1. the computations of the quantities z I) , for k in [1,..,2K +1] using
the formulas of (4.27). This requires the computations of the values
f() for k in
[2,.., 2K + 2].
2. and then the computations of G ) , for n in [0,.., K] by using the
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corresponding formulas in (4.23). This requires the computation of
gi) , for k in [0,.., 2K].
The expansion is then obtained through a summation, directly from the
G!n) having noticed that:
(2k - 1) (2k - 3) ... 1 G G 1
aG,2k Nk k! (2N)k (4.28)
Numerical aspects
The numerical problems encountered when using the equations in (4.27) and (4.23)
are similar to the ones faced when treating the end-point case. Therefore we will
resort to the same remedies when applicable. However, certain difficulties are specific
to the use of the quadratic mapping and need to be addressed.
* The problem of the square root
Such a problem is raised by the choice of the branch of the square root in the first
equation of (4.27):
(11
z 1 (4.29)
A change in the sign of zzl) induces a change of sign in all the quantities z(") for n
odd, whereas for n even, the signs remain the same. This results in the change of
signs of all the coefficients G(2k) in the expansion. (This can be seen directly in the
derivation of the expansion, as the choice of the branch of the mapping u signifies
that the path S*(zi) or its opposite is chosen.) The difficulty is then not so much to
choose the right branch - as this can be corrected by a change in the sign of the result
- but to make this choice consistent throughout the computation. For this purpose
we need to relate the local information needed - the branch to choose - to the global
process of deforming the initial path of integration C.
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This is done as follows. For a given value of a which is not a ramification value,
say aref, we have determined the set of relevant cols (of which z1 is an element), and
in the process the two (and exactly two) basins, say B_ and B+, for which zi is a
pass. When integrating along S*(zi), z goes from B. to B+ through z1. This must
correspond to the changing of the values of u from being negative to positive, in order
to respect the direction of the integration along C. Since dref is , B_ and B+ are the
only basins to be connected by z1 . Then, a point z of B_ in a neighborhood of z1 is
characterized by:
(Z -Z-i) <0
(1)
which determines uniquely the sign of zz') for the value drer. (z can be taken as
the starting point of a path of steepest descent in B_.) From there we choose the
determination of arg{-1/f(2} which is in [0, 27r[. This constitutes a reference value
for subsequent computations of zz1). The square root of -1/f(2 is naturally taken as
of argument arg{-1/f (}/2.
For any other values of a in the same region ot, the determination of z(1) is based
on continuity arguments along a path joining drcf to a' (see Appendix C for details
of the procedure and its implementation). Such a determination is then uniform on
0Q and stays valid as long as z1 is a relevant col of order 1 (thus eventually through
several 6t).
* Floating point number representations
Here, we face a similar problem as the one encountered with the procedure for
an end-point. Concerning (4.27), we have noticed that f() always appear in the
denominator. In fact apart from the second formula, the square root of this quantity
is involved (after replacing zz() by its value). Again, we can relate the presence of
as being a measure of the proximity of another col of f. The procedure fails when
such a col approaches zi. As usual, a numerical implementation of these formulas
will fail to be accurate and will exceed the capacity of a given number representation,
well before being close to the actual boundary of its domain of validity.
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Since these expressions are derived from the same equation, we have the same homo-
geneity property with respect to du. Hence if zii) is replaced by Azi , z "n is multiplied
by An and G(2k) is multiplied by A2k+1. The scaling is then compensated by including
A into N 1/2. An upper bound for A is here given by If(2)/2fla) ( ) ( 0). This
keeps all the magnitudes of the numerical values below a given bound.
9 Cancellation errors
The characteristics of the formulas in (4.27) differ in no way from the ones of
(4.13) with respect to the problem of cancellation errors. To convince ourselves, we
just need to reconsider the example of f being defined by a logarithmic function, but
this time in the form of f(z) = - log(1 + z 2). Then its inversion (f has indeed a
saddle point at z = 0) using the quadratic map at z = 0, will give:
z(u) = (eu 2 1)1/2
The coefficients of the corresponding entire series show the same pathological display
of cancellations, whereas the results from inverting the function f(z) = 1 - exp[z 2]
will not demonstrate such phenomenon.
The problems belonging to the computations of the G(2k) are unchanged, as the
procedure is identical.
Therefore, the same conclusions can be made regarding the influence of cancella-
tion errors on the numerical computation of the coefficients. However their effects are
more acute, as more terms are required to obtain the same asymptotic "quality" as
a Laplace kind expansion (the expansion is in G(2k) INk). It might then be necessary
to increase the lower bound of N for which a given accuracy is expected, in order to
be able to truncate the series at a lower k.
The total error in the numerical result of the expansion is accounted by the trun-
cation error (given by the asymptotic properties of the series) and the error due to
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cancellations. Both errors contribute in different manners depending on the value of
N. For small values of N, the loss of the asymptotic properties of the expansion is
dominant. In other words the expansion is truncated at a value of k too small for
cancellation errors to be significant. On the contrary, for larger values of N more
terms can be included in the expansion (their magnitude are now decreasing for a
greater range of the index k) if the minimal error is sought. Cancellation errors might
then be predominant since they increase with k, and the numerical estimate of the
truncation error would be erroneous. In such cases Dingle (Dingle, 1973) advocates an
asymptotic expansion of the remainder (or hyperasymptotics) rather than the search
for higher order terms. This could indeed furnish a remedy to the loss of accuracy in
higher order terms.
Again, we face the impossibility of formulating any general conclusion about the
limitations inherited from cancellation errors, as this depends on the functions f and
g. We can only sketch some tendencies.
Let us assume that the value of the n-th derivative of f at z = 0 is n! . The
absolute error for each n is at least n!x(machine accuracy). We can then form the
following table based on machine floating point number representations of 8 and 16
digits.
These values are to be multiplied by 1/N" for an end-point expansion or 1/N"I2
for an isolated col expansion. They are to be compared to the actual values of the
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\machine 8 digits 16 digits
accuracy
1 0(10-7) 0(10-15)
4 0(10-6) 0(10-14)
8 0(10-3) 0(10-11)
10 0(10-1) 0(10-9)
11 0(1) 0(10-8)
18 0(108) 0(1)
coefficients, which could be, as we have seen, 0 or of the order of n!, if not larger. In
any case the truncation of the expansion is driven by the values of the terms zo"/Nn
(or zo"IN), and the estimates of the absolute errors are given by k!x(machine
accuracy)/Nk (respectively 2k!x(machine accuracy)/Nk), for 0 < k < K.
In the worst case (depending on the behavior of the z" the values of the terms
might be increasing for a lower value of k than in theory, due to the overtaking of
cancellation errors. It is then wise to truncate the series at the value of K for which
the modulus of the corresponding term is the smallest , and not the theoretical value
of K given by the analytical expression of the expansion. Even then, truncation
errors can be significant (e.g. the integrable case of Section 4.1.2) with respect to the
theoretical accuracy of the expansion. Nevertheless, they can be brought well below
the desired numerical accuracy by choosing extended number representations.
9 Particular cases
The treatments of simple cases for which solutions are known constitute good
tests. The example of Section 4.1.2 can be used again, but this time by choosing C
to be any path starting at ooein and ending at oo (see Section 4.3 for other examples
as well).
There remains to discuss how such procedures can be implemented on a computer
and what are the practical restrictions of such implementations.
4.3 The implementation
4.3.1 The principles
The complete algorithms for obtaining the expansions (1.16) and (1.17) for a given
value of N and a, are built along identical principles. In both cases the procedures
as given in Sections 4.1.2 and 4.2.2 are used, but in a different layout. This is due
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to the fact that the index K, at which the appropriate expansion is truncated, is not
known a priori and depends on the values of the coefficients of the expansion. The
value of K is given by the following application of the asymptotic properties of the
expansions.
1. The truncation test
Both expansions are asymptotic in the Poincar6 sense, or in other words are such
that:
The error made in truncating the expansion is "o" of the last term included
in the expansion.
Therefore if we follow this definition and if we desire the maximum accuracy provided
by the expansion, K should be taken as the value of the index k for which the modulus
of the coefficient of index k is minimum. In our cases these moduli are given by:
G~k)
modk = Nk (4.30)
for the end-point case, and:
G( 2k) 1
modk = z1 (4.31)k! (2N)k
for the case of an isolated saddle point of order 1.
Then the truncation criterion is formulated as follows. K is the largest index such
that:
Vk ; K modk > modK (4.32)
As we have seen in Section 4.2.2, this condition is appropriate to the requirement
of minimizing the influence of cancellation errors. A better guarantee is in fact to
impose an alternative condition based on a fixed error tolerance e.
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The purpose of such a constraint is in fact double:
- one is to limit the influence of cancellation and round off errors, by imposing a
mnimum accuracy well below the accuracy of the machine,
- the other is to bound the computational time for large values of N. (The
theoretical accuracy of the expansion is increasing with N by including more
terms in the expansion and hence increasing the computational task.)
Hence K is chosen such that:
Vk < K modk > modK
or (4.33)
modk < e # k = K
In practice, the finite sequence (modk), for k < K is often a strictly decreasing
sequence of k, whereas for k > K it is strictly increasing. Therefore, K can be chosen
as the smallest index for which we have:
modK modK+l (4.34)
However, it might be the case that (modk), for k < K, is non strictly decreasing.
Then criterion (4.34) might result in a truncation of the expansion for a value of K,
too small. One can then enforce a stronger requirement, formalizing an increasing
sequence of three consecutive terms:
modK modK+1 modK+2 (4.35)
Although this last criterion is not failure proof, it provides a rather reliable test. Any
criterion of course can be associated with an alternative constraint such as in (4.33).
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It thus appears that in fact k + 2 terms of the expansion are needed for applying
the truncation test (4.35) at k. In terms of efficiency we would like to minimize the
number of terms computed for a given K. A criterion satisfying such constraint is:
modK-2 > modK-1 modK (4.36)
However this last example is a priori less reliable.
In any case, in order for the algorithm to be the most efficient, the value of
the coefficient at each step should be obtained by reducing the computation of the
quantities involved in the procedure, to the strict necessary. This is done by taking
advantage of already computed quantities from previous steps.
2. Reducing the computational task
In order to reduce the additional computational task when going from the step k to
the step k + 1, the algorithms have to obey a case specific rule. The rule for each
case is deduced from the forms of the coupled systems (4.13) and (4.10), or (4.27)
and (4.23).
End-point case
For each k, are evaluated in the following order:
1. f(k+i)
2. zd)P for E(k/d) 5 p E((k + 1)/d) , with 1 < d < k
3. z(k+') from the corresponding formula in (4.13)
4. g(k)
5. Gik) from the corresponding formula in (4.10)
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Isolated col case
For each k > 0 - i.e. for computing G2k) - are evaluated in the following
order:
1. f( 2k+1) and f( 2 k+ 2)
2. z for E(2k/d) 5 p 5 E((2k + 1)/d) , with 1 < d < 2k - 1
3. zz) from the corresponding formula in (4.27)
4. zzj for E((2k + 1)/d) 5 p 5 E((2k + 2)/d) , with 1 < d < 2k
5. z 2+) from the corresponding formula in (4.27)
6. g(2k-1) and g(2k)
7. G 2k) from the corresponding equation in (4.23)
Most of the computational effort, at least the one we can control, is spent in
computing z(k) and G('). From the forms of the formulas used for this purpose, it
appears that a great latitude is left with respect to their encoding. But first of all,
how can these formulas be obtained for an arbitrary k?
4.3.2 Obtaining the formulas
As the first step in elaborating the algorithms, the generation of the formulas is crucial
although it is done once and for all. These formulas result from the differentiations
of a composition of functions: f o z or g o z. This task is purely algebraic and the first
equations are obtained easily by hand. But getting the correct result for the order 9,
by example, is a cumbersome and tedious task, by hand. However such computations
were carried out by Dingle (Dingle, 1973, Chap V) for 0 < k < 8. These formulas
were obtained with a mechanical calculator! (Computations of the formulas for the
first 10 terms take 5 hours in Macsyma on a Symbolics 3640 machine.) Since the
process is repetitive and automatic, programs can be written in nearly any computer
language to perform this specific task. Of course the more specific f and g are, the
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easier the programming becomes. However, it is then very difficult to manipulate the
results, i.e. the representations of these formulas, without "reinventing the wheel".
Symbolic manipulation programs have been available in mature forms for about
fifteen years now, and it would have been a waste not to take advantage of them. Such
programs are especially useful when attempting to optimize the encoding of these
formulas in view of numerical computations. Any numerical programming language
is unable to handle such formulas in a systematic manner. We do not even mention
the eventuality of manipulating by hand an expression that would fill more than a
page!
Such programs can in fact be used for much more, if not all of the implementation.
The ability of deriving formally these expressions, manipulating them systematically,
for optimization and improvement of accuracy, of encoding their final forms for nu-
merical computations; the ability of performing numerical computations with an arbi-
trary (although finite) accuracy, are invaluable for the investigation of the numerical
properties of these algorithms. None of the usual computer languages (FORTRAN,
C,...) can provide the necessary environment for performing such tasks. Symbolic
manipulation is here necessary and appears as a powerful tool for the generation of
the formulas, their optimization and their encoding - i.e. the design of the algorithms
- and for performing numerical experiments.
The ease with which various examples can then be treated, simply by specifying the
analytical expressions of the functions f and g, apart for testing purposes, is particu-
larly helpful for the understanding of the mathematical properties of such expansions.
Indeed this aspect could be developed and extended to create a pedagogical, as well
as practical, tool for applications of the method of steepest descents. Here again the
frame of symbolic computation is unique in preserving the generality of the method
in its applications (whether numerical or analytical).
The optimization for a specific case, through the analytic knowledge of the functions
f and g, can easily be done and tested, a task which otherwise would have to be
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done by hand. Then it belongs to the user to choose whether or not to translate the
algorithms into a computer language specialized for numerical computation. In fact
a real opportunity for portability is offered.
As an illustration to the capabilities of such a programming environment, all of the
formulas, the numerical results and their break down in Sections 4.1.2 and 4.2.2 are
TEX versions of the outputs from various functions written and executed in Symbolics
Macsyma.
4.3.3 Optimization of the formulas
The optimization of the formulas with respect to the number of floating point op-
erations (or FLOPs) has to be done by considering simultaneously the systems of
equations giving z(k) and Gik) . From such a consideration it appears that apart from
the presence of f(k) in one and g k) in the other, the terms are identical. Each of the
equations giving z k+1) and Gik) involve the products:
fZ(di)Pi such that 1 < di 5 k , Ed;p =k+1 (4.37)
I i
multiplied by the same integer factors. Under the cost of storing, in memory, the val-
ues of these products multiplied by their corresponding factor between the evaluation
of z(k+1) and the evaluation of Glk), the number of multiplications in the computa-
tions of Gik) is significantly reduced compared to the rough number of ( 2 k+1 - 1
However this gain is pertaining to the computation of G('). The task of evaluating
the products (4.37) has to be done anyway when computing Z(k+1). But quantities
computed at previous steps can be used in order to minimize this task. Here the
problem is much more complex, as an optimization of this process might imply mod-
ifications of the algorithms for the computation of G('). It can be shown that if all
of the products (4.37) are known up to k + 1, the products at k + 2 are obtained
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in exactly (number of such products-1) multiplications. (The number of products
(4.37) is rather difficult to assess.)
Tools exist in symbolic manipulation programs to perform this kind of task. For
example, use of the function optimize( ) in Macsyma can generate an optimized
version of the systems of equations for a given K.
Once the optimization is fixed, translation functions can be used to generate
the equivalent statements in another language. (This possibility has been used in
the generation of the FORTRAN subroutines for the example of Chapter 6.) The
advantage is then to benefit from faster numerical computations allowed by the use
of these languages.
4.3.4 Some examples
As illustrations, we present here some examples of an implementation of these algo-
rithms in the frame of Macsyma. This results in a set of less than a dozen Macsyma
functions which perform the necessary tasks, starting with the analytical definitions of
the functions and producing the asymptotic expansion at a given point (end-point or
isolated col of order 1). Interactive capabilities of Macsyma are used when prompting
for the definitions of the functions f and g. This is summarized by screen hardcopies
(i.e. snapshots) as each example is treated, or by Macsyma TEX outputs of the results:
formulas (4.41) and (4.42) in Example 3.
Example 1
We promised at the end of Section 4.2.2 to reconsider the example of Section 4.1.2
but with a different path of integration. Namely we now consider the integral I given
by:
I(N) = (2z + 1) exp[-N z(z + 1)] dz
for which the result is now 0.
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The first step is to give the analytical expression of f and the order of the highest
derivative of f that will be necessary to consider (i.e. (2K + 1) since we are treating
the isolated col case).
Al..bra d~a Gaepiksa Me4v1a Parts Vtle UtWs**A Nalp
f should be en ANALYTIC function of Z and of some parameters.
You can choose any formula you want as long as Z is the primary
variable. The choice of the parameters is free as long as it
stays cons istent with ''" "' """ o" """'''" "t F ""a ""t'n a " ""' "'an '"at"a'
Cliek left an Valuaa to baehagHowever we recommend 
. "dth thm values.
indices >- 1. """. 
-i U
I No check is done on the analyticity of your expressioni
. The formula should be typed in Maceyme syntax. This will
correspond to the definition of the Nacsyma function:
FUNC(f)(Z) :a ( expression in Z and parameters }
Di. 25 Sgee SMa2S Claerisa 0. CAla, fbgea
Figure 4-1: Example 1: analytical formula of f
The second step is to define g by its analytical expression and also the order of
its highest derivative (in principle 2K).
The various functions generate then the corresponding derivatives of f and g, as
Macsyma functions, and forms (if they are not available yet) the formulas for the
computations of Z(k) and G k) up to the maximum order allowed by the restrictions
given by the user. It remains to compute the final expansion: we know that the only
relevant col to consider is -1/2 and therefore asks for the isolated col expansion at
this col for K = 4 (i.e. 2K = 8) by example. Of course we recover the exact result,
i.e. 0.
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you we odting the value of the grow of the hilgOwewt wue of 6 emodw eeer
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11oflenwlqan i~ t". -M flOqe~g .nt. andng with
Clcletoxt)t You we Satisfied withi tene volue.
2. Definition of I Vau. o an---
Exit U
g should be an RNALYTIC function of Z and of some parameters.
5 The same remarks an for f apply.
This is the expression of g that will be used hereafter:
g()M 2 2Z
M..e*~ Fr~n 1
A.i 2s s1aa7 Ciacsmee CL CuntN. g22..
Figure 4-2: Example 1: analytical formula of g
Example 2
As the last simple example, we consider I defined by:
I(N, ai) = exp[-N z(z - 2a1 )] dz
for which we know that the only col z = a1 is always relevant.
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Following the same process, we get as a final answer:
Algebra C&AdsIn Oraphieas Matrese Parts Trig UtilUIs Kelp
(COO) expansion.isolated(sa(11,8)$
2
RR N
1.772463898566163d@ %E
1/2
N
(C97)
tied aS se" l:e34P Keybene CL USER. z T
Figure 4-3: Example 2: result
where AA1 stands for a 1 and %E for e. The number 1.7724538509055163 is the value
of V/2 with an error of 5 1016. (Note that it is not necessary to use numerical values,
and that the analytical form of the expansion can be obtained.) One can check that
this result, apart from the round off error is the exact result.
Example 3
As a final example we treat the following Bessel function (see Watson, 1948, §8.31,
8.4):
JN( ) =
cosh B foo - i Wexp[N (sinh z - z)] dz~cosh B
with B real and positive.
* This example is historical. The asymptotic expansion for large N was established
by Debye in his article of 1909 in which he formulated, for the first time, the method
of steepest descents.
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(4.38)
The resulting asymptotic expansion given by Watson (1948, §8.4 eqs (3) & (4))
is, in a slightly different form:
Nh eN(tanhB-B) 0 Am (2m - 1)(2m - 3)... 1 (439)
JN( BVN12(tanh B)m+1/ 2  Nm
with:
Ao = 1
A, = 1 - coth 2 B8 24 7(4.40)
A 2 =g - &coth 2 B+jjjcoth4 BA2-128 -576 35
Additional terms can be found in Abramovitz and Stegun (1964).
The details of the computations of the first three values of Am are also given and
it appears that the task is rapidly becoming tedious as m increases. Our procedure
to obtain the coefficients is in no way different, apart from the use of a computer to
carry it.
This is an example where we can also produce the analytical formulas of the
coefficients up to an arbitrary order. Hence the expansion truncated at K = 2 gives:
N cosh B -5 cosh 3 B
JN(h B +
cosh B 8 sinh B N 24 sinh 3 B N
9 cosh2 B -77 cosh 4 B 385 cosh 6 B
128 sinh 2 B N 2  192 sinh4 B N 2  1152 sinh6 B N 2 /
coshi B eN (tanhB-B)
sinhi B 2i iri N'
(4.41)
which is the result given by Watson.
In order to perceive the numerical properties of this asymptotic series, we can
then ask for numerical results for various values of B as long as B > 0 (in theory),
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and observe its failure as B -- 0+. Such a result, for B = 1 and 2K = 14, is:
N
JN( ) ~ -4.5352466 10-14 i + 0.45713902
cosh 1
4.183574 10-10 i - 0.14056382
N
-1.4553914 10-9 i + 0.29339802
N 2
8.851943 10-9 i - 1.2746413
N 3
-7.2625326 10-8 i + 8.133791
N4
7.5040896 10-7 i - 68.762665
N5
-9.347177 10~6 i + 724.7438
N 6
1.362068 10-4 i - 9152.82)
N7
e- 0.23840585 N
N2
(obtained with a 8 digit mantissa in Macsyma, on a Symbolics 3600 series machine).
We can remark that this expansion is not very good in the asymptotic sense:
values of N above 10 have to be considered in order to have a remainder - in keeping
6 terms - smaller than 6 10-4. Round off and cancellation errors are obvious in the
imaginary parts of the coefficients (which should be purely real), but are negligible
in front of the magnitudes of the coefficients.
Of course one could think of many other examples. But as long as the method
of steepest descents is applicable and only end-points and isolated cols of order 1
are involved, the algorithms described in this chapter provide systematic means for
obtaining numerical results. This capacity, of course, is entirely depending on the
143
(4.42)
ability of locating the relevant saddle points.
4.4 Conclusion
We have presented two procedures and their implementation, for obtaining numeri-
cally the asymptotic expansions given by the method of steepest descents: one, for
the contribution from an end-point of the path of integration, the other, for the con-
tribution from an isolated saddle point of order 1. Both of these cases correspond
to the application of the "classical" method of steepest descents (as opposed to the
generalized method of steepest descents). Hence, we have set aside the considera-
tions of coalescing algebraic singularities or saddle points (singularities in the sense
of singularity theory). In this frame, we can state that these algorithms are robust,
efficient and of general use for the purpose of numerical applications.
1. Robustness
The asymptotic nature of the expansions obtained by the method of steepest descents,
guarantees the robustness of the procedures. However, this would fail if the corre-
sponding algorithms (or implementations) did not preserve the asymptotic properties
of the series. The study of these procedures showed that the main source of numerical
errors is caused by the occurrence of cancellations in the computations of the coeffi-
cients in the expansions. It appeared (Section 4.1.2) that no general treatment exists
to avoid such phenomena apart maybe from the possible use of hyperasymptotics.
This constitutes a possible development for numerical applications. Nevertheless,
influence of cancellations on the results can be rendered negligible in two ways:
- upon simplifications, in particular instances, of the formulas giving the coeffi-
cients. This includes the treatment of "integrable" cases or trivial situations
like in Section 4.1.2.
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- in a more systematic manner, by the use of extended number representation on
a computer at the price of increasing the computational time.
In any case, these errors become significant only through the inclusion of more terms
in the expansions. Since the expansions are asymptotic, this effect is limited to the
search for very high accuracy.
2. Efficiency
Several aspects intervene in the efficiency of these algorithms. The cost of computing
an additional term in the expansion is increasing with the index k of the term. This
trend is present in both algorithms, although it is much more pronounced in the
algorithm for the isolated col case (an additional term requires the computation of
two quantities z(k)). The efficiency of these procedures depends then on the ability of
optimizing the corresponding algorithms with respect to the number of floating point
operations.
- For large values of N, as the theoretical accuracy of the expansion increases, the
computational cost can be very high if more terms are included to improve the ac-
curacy. The bound on the efficiency is then driven by the choice of the truncation
test. A test which includes an alternative fixed accuracy constraint such as (4.33),
will guarantee a lower bound on the efficiency for large N. Thus we note that the
test given by (4.35) might reveal to be very expensive, as it requires the computation
of 2 additional terms after the last term included in the series.
- For small values of N, the theoretical accuracy of the expansion is limited, and
poor resulting efficiencies should not be imputed to the algorithms, but rather to the
inappropriate application of the method of steepest descents.
If speed is important, then other methods for obtaining the coefficients can be
considered: table look-up, approximation by basis functions. In any case, they will
be based on numerical values computed by the above algorithms. Case specific im-
provements are possible, but not always guaranteed, through the use of symbolic
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computation in order to derive analytical formulas for the coefficients.
3. Generality
In their essence, the procedures presented here, are general and applicable to a wide
class of functions, namely functions for which the classical method of steepest descents
can be applied in regions of their parametric space. The preservation of this generality
in the corresponding algorithms is made possible by the frame specified in Section 2.4.
The practical restrictions are then the ability of locating the relevant saddle points
and computing the derivatives of the functions f and g at these points.
As already mentioned, the role played by symbolic computation is there crucial.
Indeed, the generation of the algorithms and their optimization are only possible
through the use of symbolic computations. Such an environment brings the additional
advantages of performing numerical experiments, and the possibility of obtaining
analytical results as well, preserving the generality of the method in its entirety. On
a more practical level, it also provides the choice for encoding these algorithms into
different "numerical" computer languages. After all, these procedures have been
known for a long time and it is only with the help of symbolic computation that they
are of practical use in numerical applications.
In a uniform numerical treatment of the integral I, it would remain to verify that
the various expansions obtained by applying these algorithms at the relevant cols and
end-points, match within a required tolerance (the e of the preamble) along Stokes
lines (the common boundaries between two domains O). However, this would leave
the eventual cases of the coalescence of saddle points and algebraic singularities un-
treated ( the collection {o} would not then be a covering of D). These situations do
occur in solutions to physical problems. Can then algorithms with similar properties
of robustness, efficiency and generality be found for the uniform treatment of such
cases? We propose to investigate this question by considering the "simplest" case,
that is the uniform treatment of the coalescence of two cols, or fold catastrophe.
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Chapter 5
The fold catastrophe
We pursue here, in the same spirit as the previous chapter, a detailed study of the
algorithms for the numerical computations of the simplest case of catastrophe expan-
sions: the fold catastrophe. This analysis, permitted again by the use of symbolic
computation, is entirely new. We start by recalling the classical result from Chester,
Friedman and Ursell (1957), which is at the origin of the uniform treatments of
catastrophes in the evaluation of integrals with a large parameter (Section 5.1). Af-
ter reviewing the contour integral method for the corresponding Bleistein sequence
(Section 5.2), we detail the point inversion method for the series of Chester et al.
(Sections 5.3, 5.4 and 5.5). The cornerstone of this procedure lies in the actual inver-
sion of the unfolding of the fold catastrophe (Sections 5.3.4, 5.4 and Appendices B,
C, D). This major difficulty compels us to only produce guidelines (Section 5.6) for
building robust implementations in the case of isolated fold catastrophes.
Unlike Chapter 4, we now allow two cols of f to coalesce for certain values of
a. Hence we consider values of a in a domain 0, (that is a domain of non-empty
intersection with K, the set of catastrophes of f), but away from the sets K2, Cc
and C (i.e. only two saddle points are coalescing without neighboring end-points or
algebraic singularities of g). We are thus in the conditions expressed in Section 1.2.1,
for m = 2. Then, f presents a fold catastrophe for say a = alo, do in K.
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We deliberately use the terminologies of catastrophe theory and of singularity theory,
although this is not entirely necessary. The aim in doing so is double. First, we wish
to emphasize the difference between the preceding chapter where the parameter a
was always an ordinary point of the mapping f(., a), and the case we are concerned
with, where a can be in the set of bifurcations of f. Hence, if in the regions of D
previously considered, no structural changes occurred in f and consequently in I, such
changes now take place for a = do. The notion of structural change, borrowed from
catastrophe theory, is of importance in the link it makes between the mathematical
event of a taking the value do, and the visible change (i.e. the catastrophe) in I as a
model of a particular physical phenomenon. The second aspect is, in a sense, much
more practical, as the main problem in obtaining the coefficients of the expansion, is
the inversion of the appropriate Levinson's transformation defined by the unfolding
of the catastrophe at do.
5.1 The results of Chester, Friedman and Ursell
The purpose of the pioneering paper of Chester et al. (1957) was to furnish a uniform
asymptotic expansion of integrals of the form I, as two saddle points of order 1, zi(a)
and z2(a), of f, coalesced at z = zo for a = 0. The concern was to find an alternative
means of obtaining asymptotic expansions where the ordinary method of steepest
descents failed. The main idea was to introduce the new variable of integration u by
using a canonical form representation for such a function f.
Hence the mapping u : z '-* u was defined by the relation:
U3
f(z, a) = -- C(a) u + A(a) (5.1)
where the parameters ((a) and A(a) were chosen such that the transformation was
uniformly regular and bijective for (z, a) in a neighborhood of (zo, 0). As mentioned in
Section 1.2.1 on Levinson's transformation, the choice of a cubic mapping is motivated
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by the fact that a cubic polynomial is the simplest form of an analytic function
presenting two saddle points. The necessary conditions on C and A for the mapping
to be uniformly regular and bijective, were obtained from the differentiation of (5.1)
with respect to u once. Thus the equation:
-(Z, a) -(U, a) = U2 - ((a) (5.2)
az B9U
taken at zi and z2, imposes that the points zi and z2, on one hand, must correspond
to the points -C/ 2 and +C/ 2 on the other hand. In choosing u(zi, a) = +C1/ 2, and
so u(z 2 , a) = -(1/ 2 , the definition equation (5.1) determines C and A as:
1
A(a) = 1(f(zi, a)+ f(z2, a))
2
(5.3)
(3/2(a) = (f(z2, a) - f(zi, a))
(where the explicit dependence of z, and z2 on a has been dropped for convenience).
It was then showed that there exists one branch of this transformation for which
u is uniformly regular and bijective in a neighborhood of (zo, 0) in W x D. This
allows the expansion of the new function G(u, a) = g(z, a) 8z/i9u in an entire series
at u = 0. However the expansion thus obtained by formally replacing G by its series
in the integral, cannot be considered as an asymptotic series in N.
Another form of expansion was introduced, namely:
00 
00
G(u, a) = E p,(a) (u2 - C)y + E q,(a) u(u2 - C) (5.4)
r=O r=O
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which gave, upon its formal substitution in I, the expansion:
00 U3
I(N, a) ~ exp[N A(a)] Pf, j(u2 - [u)] du
(5.5)
+ jq, u(u2 - C)' exp[N(y- (u)] du
r=O r3
The canonical integrals involved were shown to be expressible in terms of an Airy
function and its derivative. Hence the asymptotic expansion was found to be of the
form - Chester et al. (1957, eq. (2.5)):
[Ai(N 2/3C) oo A (a) 1 ** D (a) )
I(N, a) ~exp[N A(a)] N1/ 3  N2, + N E N 2 , )
(5.6)
Ai(N2/3() * C(a) 1 ** B,(a)
N 2 13 N2, + 1: N 2 ,
if ' was joining ooe-iw/3 to ooeiw/3. The coefficients A,, B,, C, D, were obtained
from the sequences (Pr) and (q,) through certain recursion relations.
We must mention that:
- the results concerning the mapping u were obtained before Levinson's theorem,
- the expansion proposed by Bleistein for more general cases - or Bleistein se-
quence (1.22) - differs from (5.5) except for the first terms P(0), P() on one
hand and po, qo on the other.
We note that the process described here, in order to obtain the final form of
the expansion, is more complex than its equivalents for the cases previously treated.
Consequently, we expect the corresponding algorithm to be more complicated than
those presented in Chapter 4. Once Pr and q, are known, the coefficients in the
expansion (5.6) are easily obtained using the recursion formulas. The goal is then to
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obtain numerically p, and q,. uniformly in a. Two approaches are again available for
which both types of expansions - the expansion of Chester et al., and the expansion
of Bleistein - are more or less appropriate.
5.2 The contour integral method
Both expansions can be computed using contour integrals. However by the form of its
definition the Bleistein sequence is readily obtained from contour integral formulas.
This procedure makes use of the analyticity of the mapping u as defined by (5.1)
(with a in place of a) in a neighborhood of zo. This property is ensured by Levinson's
theorem (see Section 1.2.2 a)). We know then, from equation (1.27), that we have,
for our special case m = 2:
P + u 1=____ G,.(t, ia) dt for r > 0 (5.7)
T A~a) =2iir Jt 2 -
where:
... ~G -1 ,_(t, 5)
Gr u -) on- 2iix (t -U)(t2 _ dt
(5.8)
1G,_1(ta ) dt2ix (t - u) 2 (t 2 _()
for r > 1.
Here the expression of p3 (u,) is simple enough so that P,(O) and Pi) are obtained
explicitly as contour integrals in terms of G,.:
1 t
Pr") (a-) = -- G,( al) dt2xx t2 _ Grt
(5.9)
P a)d = . G,.(tI a) di
2iir t2 _ a
All the contours have to enclose the points u, -(1/ 2 and +(1/ 2 . In fact as u is just
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a variable in (5.7), the only constraint comes from -( 1/2 and +C/2. This necessi-
tates the knowledge of G,(t, a') on these contours, knowledge which is only accessible
through the contour integral formula of (5.8). Hence the integral in (5.8) will have to
be evaluated for u describing a given contour, therefore t describing contours around
u (and -(1/2, +C/ 2).
Starting at r = 0, i.e. with Go(u, al) = g(z, a) 8z(u, )/Ou, this method requires
the knowledge of the successive functions G,(.,a') on whole contours, or at least on
finite sets of points, of the u-plane and/or the z-plane. Similarly to Sections 4.1.1 and
4.2.1, we conclude that the problem of defining such sets of points to be uniformly
valid for a in a neighborhood of 5 o, is an obstacle to the practical application of this
method. We only presented formulas for the Bleistein sequence, but contour integral
formulas can also be found for the sequences (p,) and (q,) which will suffer form the
same drawbacks in practical applications.
5.3 The inversion method
This approach resembles the point inversion methods of Chapter 4 from which we
derived the algorithms used to treat the case of an-end-point or an isolated col. The
idea of performing a point inversion of the mapping u is still valid, except for the
fact that now it must be performed at both saddle points z1 and z2 . However, the
total procedure is more complex as it involves four main steps in order to obtain the
numerical values of the coefficients A,, B,, C, and D, of the final expansion. The
last and easiest step is to relate these coefficients to the sequences (p,) and (q,). Of
course this step would have been part as well of the contour integral method if we
could have used it.
We only consider here the expansion of Chester et al. since the procedure corre-
sponding to the inversion method is much simpler than for the Bleistein sequence.
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5.3.1 The computation of the coefficients A,, B,, C, D,
The recursion formulas to obtain these coefficients from the sequences (p,.) and (q,)
are given in Chester et al. (1957, eqs (4.1)-(4.4)). We here recall the various relations
as they will be used in the algorithm. We first introduce the notations:
.F((, N, F) = (u2 - C)' exp[N(- - Cu)] du
,((, N, F) = u(u2 - C), exp[N( - Cu)] du
where r is one of the contours: C1 from ooe-iw/3 to ooeiW/3, C2 from ooeiw/3 to ooe",
03 from ooeiw to ooe-i/3. These integrals are just variants of the canonical integrals
U ") and U(1) of Section 1.2.3. Hence we have the relations:
F.((, N, r) = N- F(N 2  , 1, r)
(5.10)
g,.((, N, ) = N'- 3g,(N2/g 1, r)
The relations between the choices of C1 and C2 for the contour r are:
.r (C N, C2) = exp[4irir + 2ir] F,.(N 2/3 (, 1, C1)I3 3
4 4
whereas the relations for C3 are obtained by changing the sign of i in the above
equations. With these results all the functions F(C, N, r) and g,(C, N, F) can be
computed from the following recursion relations:
2F(C, N, F) = (r - 1) [(2r - 5) F--((, N, F) + 2(r - 3) C YF.-4((, N, r)
g,((, N,F) = (2r - 1) (r - 2)g,.-3 ((, N, F) + 2(r - 1) (r - 3)!g,.4(( N, r)
(5.12)
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along with the first four functions of each kind for C1, given by:
.Fo((, N, C1) = N-1/ 3 Ai(N2/3() , Go(C, N, C1) = -N-2/ 3 Ai'(N2/3 C)
F1((, NC1) = 0 , 91((, N, C1) = -N- 4 /3 Ai(N 2/3 ()
.F2 ((, N, C1 ) = 2 N- 5 3 Ai'(N2/ 3C) 2(C, N, C1 ) = -2 ( N- 4 / 3 Ai(N2/ 3 C)
F3 ((, N, C1) = 4 N- 7/ 3 Ai(N2/ 3 C) , ((, N, C1 ) = -10 N-8!3 Ai'(N2/3 C)
(5.13)
As noted by Chester et al., the recursion relations are of depth four. Hence the
sequences (F,((, N, 1)) and (g,((, N, F)) tend to decrease only in sets of four, and
it was remarked that the resulting series are not optimal. In fact it is the Bleistein
sequence which is optimal. It is of interest to remark that the asymptotic nature
of the final expansion (5.6) comes in fact from the asymptotic properties of each of
the four series E_ A,/N 2 ', E B,/N 2', C,/N 2 ', E D,/N2 '. This implies that any
truncation test will have to be applied independently on each of these series.
The choice of r is given by the global information (with respect to the sense of
integration) of the deformation of the initial path C, and the necessary local corre-
spondence between the part of R (the set of ramification values of f) in the neigh-
borhood of 5o, and the set formed by the three Stokes lines arg ( = 0, 27r/3, 41r/3 in
the neighborhood of ( = 0. This question involves the determination of the subset
of relevant saddle points in the pair {zi, z2}. Once this choice is fixed, the coeffi-
cients A,, B,, C,, D, are computed directly from the decompositions of the prod-
ucts p, F,(C, N, F) and q, g,.((, N, F) onto the generic functions N-1/ 3 Ai(N2/ 3 ),
N-2/ 3 Ai'(N2/3 C), N-4/ 3 Ai(N2/3() and N-s/3 Ai'(N2/ 3 C). From the recursion rela-
tions it appears that for a given s, a finite number of p, and q,. are necessary in order
to compute these coefficients. The dependence of A,, B,, C,, D, on a comes from
the presence of ((a) in the recursion relations, and from the dependence of the terms
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p, and q, on 5. Hence the final result will be a function of a not only through the
arguments of the Airy function and its derivative, but also through the coefficients of
the series.
The problem of obtaining the expansion (5.6) is now reduced to the computation
of a finite number of terms of the sequences (p.) and (q.).
5.3.2 The computation of the sequences (Pt) and (q,.)
The sequences (p,) and (qr) introduced by Chester et al., are defined by the relation:
G(u, a) = Z p,(d) (u2 - (), + Ei q,(a) u(u2 - (5.14)
r=O r=O
Their existence is derived from the analyticity of G(., 5) in a neighborhood, U1, of
u = 0, u = -(1/2 and u = +(-1/2, and this uniformly for a in a neighborhood, D1,
of do (cf Levinson's theorem Section 1.2.1). This detail is of importance since we are
going to use this property of U1 in two different ways in the computation of the Pr'S
and q,'s.
1. The "direct" method
The method suggested by Chester, Friedman and Ursell consists in repeatedly differ-
entiating equation (5.14) with respect to u and making use of the correspondences
z1 4_ (1/2, Z2 -(1/2. Assuming that the P,'s and q,'s are needed for r up to a
certain order R, and using the notations:
Gi")= O"G
(5.15)
G")= G -(u,5)2 Un U U=C/
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we obtain a set of (2R+2)
namely:
equations, linear in the (2R+2) unknowns p,., q,, 0 K r K R,
= qo ( + po
= -qo (1 + po
= 2 q1 (+2p1 (2 + qo
S2 qi- 2 pi (2 + qo (5.16)
= 8 q2 ( +8p2 (+6 q1 (2 + 2 p1
= -8 q2 (I + 8 p2 -6 qi ( +2 pi
Since this set is triangular, explicit solutions can be obtained which express p,. -q
- in terms of G('), G'') , previously computed values of p,, - respectively q, - for
n K r - 1, and powers of (1/ 2 up to r. Thus the first few expressions of the p, and q,.
156
are:
G(") + G(*)
PO 2
G") - G
qO 12 (1/2
G(1) - G(1
4 (1/2
G + G(- 2 qo (5.17)
G(2) + - 4 p1
P2 16(
G - 2 - 12 q (1/2
q2 = 16 (3/2
The forms of these expressions present some generic features which can be deduced
from the principle used to generate them. From the fact that equation (5.14) is
repeatedly differentiated in u and taken at u = (1/2 and u = -(1/2, it can be shown
that:
1. The denominator in the expression of p, is proportional to (/2 while the de-
nominator for q, involves ((-+1)/2.
2. The quantities G") and G(") only appear under the form of their sum or differ-
ence. More precisely:
- p, with r even contains the sum (G + G
- p, with r odd, the difference (G r - G (),
- q, with r even, the difference ( -
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- and q, with r odd, the sum (G ') + G(')).
3. The numerators involve only certain powers of C1/2:
- For r even, pt contains only even powers of C1/2, and for r odd, odd powers.
- For r even, q, contains only odd powers of C1/2, and for r odd, even powers.
Such remarks are useful when trying to improve the efficiency of the corresponding
algorithm.
Of course, these expressions are valid as long as (1/ 2 $ 0, i.e. as long as the
cols are not coalescent. When (1/ 2 = 0 the sum of the series in (5.14) is identical
to the entire series of G(., a) at u = 0. There, we have the simple identification of
the coefficients: p, = G(2,)/(2r)! and q_ = G(2,/(2r + 1)!. (Note that the two
entire series at u = C1/ 2 and u = -(1/ 2 merge.) Undoubtedly numerical troubles will
arise as (1/2 gets smaller, and another method must be found for values of (1/2 in
a disk around 0. These troubles are only numerical as the functions Pr and q, are
holomorphic in a' (or of certain other parameters which will be defined subsequently)
in this same neighborhood of a5o, D1.
2. The power series method
We now propose a complementary procedure to compute the coefficients p, and q,
to be applied for C1" 2 in a disk D,(0, o-).
Consider (5.14). The equality must hold for u = -C/ 2 and u = C1/2, and this
over two disks centered at -C1/ 2 and (1/2. Hence we have the two equations:
* G(k) *o(U - (1/ 2)k (U2 - C' + E q() u(u2 - )' (5.18)
k=O r=O ,=0
158
and:
*G~k00 G(k (U + C1/ 2)k -_ ) (U2 + 2 - C)'
k=0 r=0 r=0
(5.19)
As each series is unique, we identify the corresponding terms on both sides of the
equations. These identifications can be formalized as Euclidean divisions (identical
to the procedure of Bleistein) of the polynomials (u - C1/ 2)k or (U + (1/2)k by the
quartic polynomial
series of (1/2 with
coupled equations:
(u 2 - (). The resulting expressions appear then as infinite power
coefficients taken from Gik) and G k). Hence, we have the set of
= G") - G(1 (I + G(2) +
= G +G(+2
(2)1
= G()- Gi(C
-2 C
2 3
3 3
2 GG24) C23C2+ C3
2G(3) G4) 52G2 G1(3 2 G15
+ 3 + 15
22 
_G2_(3 2 G 2
3 3 15
2 G(5)
+ 15
C2 2 G(16)
45 +
2  2G 6 )45
G(20 G(3 )
P1 
- 2 2
G(2" G (3
P1 
- 2 + 2
6
G 6)
=6
G(4)
6
+6
S (4) G 5 )C+ 3 6
G25 )
+6+ 3
I G(5C
10
( 2 10
G5
15
C0 + 15
2 G16) 3
45
2 G(26 )
45
(5.20)
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Po
P-
C7-
210
210
(3 G(27 (
63
Each pair of equations is in fact twice the same equation: they correspond to the
entire series of some derivative of G(., ') at (1/2 and -(1/2, taken at u = 0. However,
we cannot use directly such formulas since only a finite number of the terms G(k) and
G k) are computable.
The constraint of knowing only a finite number of the terms G(k) and G(") implies
the truncation of the series in the above formulas. Then the coupled equations are no
longer identical, and we need to decide what combination should be used. It is easy
to show that by considering half the sum of each pair of equations, the truncation
errors are optimal. Hence, if the sequences (G k)) are truncated at k = K, we obtain
the following finite sums:
G(0) + G(O)
po - 2
9= 2
G(2) + G(2)
Pi 4
G + G)
12
G(1) - G(1)
_ 1 2 +
2
G(2) -G2)
2
- ( +
4
- G (
(2 +
with Kp, = |E(-(K -2r)/2)| and K, = JE(-(K -2r-1)/2)|. (Note that the bound
on the index of truncation is a function of r.)
In fact these series are in powers of ( rather than (1/2, and can be rewritten in
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(5.21)
... +0(CKo
such a manner. Thus (5.21) is replaced by:
G"+G
Po = 2
G( + G(I) G3)1 + G(3 ) + G(5 )
- 2 6 15 C2 + +(CK9o)
G(2)+ G(2 ) G(4) +G G 6)+ G 6)
P1 = - ( + 1 2(2+...+0((Kj4 12 30
G( +3G) G(5 ) +G 17 (G(7 ) + G(7))
g = 12 30 1260 +...+(
(5.22)
A form much more appropriate to numerical evaluations, as the differences
(Gik) - Gik)) would have induced cancellation errors as -+ 0.
For K given, how far in r should we use these formulas, is a matter of imposing
the maximum permissible error in the computations of the p, and q,. By example,
we use the exact formula for po. Assuming that we want a truncation error for p, -
q, - in O((KPr) - respectively in O((Ket) - the computations of G(k) have to be done
up to K = max({2r + 2K,,}, {2r + 1 + 2Kq,}). The finite sequences (K,,) and (K,,)
need not be constant. This aspect, as well as the determination of the various radii a,
of the disks D0 (0, o,) within which these formulas should be used, will be discussed
later (see Section 5.5.4).
We are now reduced to a similar problem as the ones treated in Chapter 4, that
is the computation of a finite sequence of derivatives of G(., a) taken at the images
of the cols, or (Gik)) and (Gik)).
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5.3.3 The computation of (G1k)) and (Gk))
Without any further modification, the procedure in Section 4.1.2 can be applied at
each col. Unlike the case of an isolated col where only G(2k) were needed, here all of
the derivatives have to be computed at both cols. Therefore the formulas are given as
in (4.10) with zi and z2 in place of e, thus giving two sets of equations for 0 < k < K.
Thus we have broken down the task to the computation of two finite sequences
of derivatives of the mapping z taken at u = (1/2 and u = -(1/2, or the sequences
(zik)) and (z()). This problem is identical to its analogues treated in Chapter 4,
at least for a fixed value of the parameter a. However this simplicity is spurious.
The least we can say is that by looking for the knowledge of the mapping z, the
inverse of u, for a in D 1, we are asking for quantitative information whereas the
existing mathematical theory is entirely qualitative. Hence, more than ever before,
we will face the gap between theory and numerical (or quantitative) applications. The
difficulties encountered in the next section on the unfolding of the fold catastrophe,
give good indications of the kind of problems that would need to be addressed if we
were dealing with higher order catastrophes.
5.3.4 The unfolding of the fold catastrophe
The name of fold singularity was first used by Whitney in a 1955 article which laid
the foundation of singularity theory. The term cusp singularity, for the singularity
"immediately after" the fold, was also introduced. These were later renamed fold
and cusp catastrophes when catastrophe theory emerged. Singularity theory deals
principally with catastrophes of smooth (k-times differentiable) real mappings, al-
though some results exist for complex mappings (see Arnold (1986) for an overview
and references). Dealing with holomorphic (i.e. everywhere analytic), thus infinitely
differentiable, functions simplifies significantly the theory and consequently numerical
applications. Thus the results presented hereafter are specific to the cases of holomor-
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phic functions of several variables in much the same way as the results of Chapter 3.
1. The fold map
The fold map is defined as the parametric mapping u F-+ w given by the polynomial
P 3 of Table 1.1, or:
= U
3
In writing the equality f(z, a') = p 3 (u, -((a')) + A(a'), in other words the relation
which defines the change of variables, we imply that locally, for a in a neighborhood
of (zo, 6 0), the function of the variable (z, al), f(z, al) - A(a'), behaves like the function
of the variable (u, '), p 3 (u, -((a')). The definition of the Levinson's transformation,
that is the mapping u : z '-* u, regular and bijective for (z, 5) in W1 x D1 and given
by:
3
f(z, a) = - C(a)u + A(S) (5.23)3
is simply the formalization of this remark.
As before the exact knowledge of the inverse mapping z = u-1 is not as much
needed as the values of its derivatives at u(zi) and u(z 2 ). (The knowledge of a finite
number of these values correspond in fact to a local approximation of this mapping.)
In all of the examples about the coalescence of two saddle points, treated in various
articles - Chester et al. (1957), Ursell (1960, 1965) - , either an approximation of z,
or the mapping itself are explicitly known. Such cases are possible only when the cols
are explicitly known functions of a'. A constraint of this kind is too restrictive for our
purpose, therefore once again we use the idea of a point inversion.
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2. The point inversion of the Levinson's transformation
The procedure is globally the same as the ones used in Chapter 4: with ((a) defined
by the relation:
3
(3/2(-) = (f(z2, a) - f(zi, a))4 (5.24)
we repeatedly differentiate (5.23) with respect to u and thus obtain a system of
function relations:
Of Oz = 2
az 8U
Of a2z 02f az 2
9z 9u 2 + 6z 2 9u
Of 03z 0 2f O9z 02z a3f Oz3
Oz Bu3 az 2 Ou 8u 2 + 5z 3 TU
(5.25)
=2
valid for (z,a) in W x Di (correspondingly (u,a) in U1 x D1 ).
Upon using the correspondences z1 <-+ C1/ 2, z2 <-+ -(1/ 2, we obtain two sets of
equations:
f (2 ) z ( - 1 ) -- 
2
3 f(2) z(1) Z + f (3) z1)3 = 2
(5.26)
+3 f + 6 f)z =0
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4f (2) z(1 z 3)
for i = 1, 2 and with the notations:
f(n) =-(u, )
I T(U I=(-1)i+1(1/2
These sets are triangular and non-linear in the unknowns z "). Each system is
solved independently for ( $ 0, and gives the following explicit expressions:
I
z( - 21 ( 1)+1C 2f 2)
z(2) _ 2-ffa z
3 f  ) (5.27)
S = 3 f( 2) Z2 + 6 f() z2) + f (4 ) Z)4
4 f (2) ,1)
for i = 1,2.
Apart from the first two equations, these formulas are identical to (4.27). The only
difference lies in the fact that now fj(2) is allowed to tend to 0. Naturally, such
expressions are not valid for a = do and the corresponding equations have to be
solved.
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Thus for ( = 0, z1 = Z2 = zo, we have the system, degenerated form of (5.26):
f () z1 = 2
(3) z1 2 + f 4) z = 0
(5.28)
10Of a) z 30  + 15 f'3 z3 z + 10 f(4) z(1)32 + f( 2)=(1) (0 3) (1 (2zI 0  0
which once solved, gives the expressions:
z)
(2) 0 4)) z
6 ) (5.29)
(3) 15 fos) z(2) 2 + 10 fo4) z12 2) + ffS) Z(14
zo 
- 10 fo) (1)0Zo
Each of the formulas is obtained as the limit of its analogues in (5.27) by applying
L'Hospital rule. However such expressions are of no numerical utility at all!
Numerically the systems (5.27) become ill-conditioned as |(|gets smaller. However the
regularity of the functions of a, z "), indicates that since f!2) is 0(C1/2) as |(1/2| -+ 0,
the numerators must be 0((1/ 2). Thus cancellations will occur in the numerators,
which is acceptable, but followed by a division by a term of order C1/ 2 with a result
of order 1, which is unacceptable. Of course the theory guarantees the regularity of
these functions but does not give any other practical method to compute them.
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An approach for removing this obstacle, consists in expanding each term in the
numerators and the denominators in power series of (z2 - zi). Then C1/ 2 is shown to
be O((z 2 - zi)), and similarly for f 2). The necessary conditions for the derivatives
Z"), n ;> 2, to exist is then that the constant term in each denominator, obtained
after expanding and summing the various products, be zero. The whole process is
rather complex but can be carried out using symbolic computation. The details are
omitted but the coefficients would be functions of a. Thus the resulting formulas
would have to be evaluated at each new value of a rendering the computational effort
particularly heavy.
This last point requires some explanations: however close the local behaviors of
the functions p3 (u, 5) + A(S) and f(z, a) are, f cannot be reduced, in general,
to the behavior of a power series in (z2 - zi) or ( 1/ 2 . However a particular choice
for the parameter a under the constraint of taking a in C, leads to the results of
Chester et al. (1957) where all the quantities of interest are regular series of a1/2.
(This was actually used in the original proof of the regularity and bijective property
of the mapping u.) A generalization of this result to the case of a in C I is therefore
necessary. Indeed each zi") is a function of a and of a only. Therefore, a natural idea
is to look for multiple entire series of these quantities in terms of a.
3. An entire series method
We propose here a complementary method based on the existence of some multiple
entire series for Z "). In fact, what matters for our problem is not "simply" the
existence of some entire series for z but rather their forms and some practical
procedure to obtain them.
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Thus, we have the following results (see Appendix B):
Upon a translation on the variable z, there exists a choice of certain pa-
rameters j = (#1,... ,1) such that:
C/ 2 C1 PC(2,32, . . ., ) (5.30)
and for n > 1:
zi" oc 'Pn(#1,#2,...,)1
(5.31)
z" c ',(-#1,#2, ...
where the symbol ?(#1,32,... ,i3) denotes a multiple entire series in
#1,,...,#A of the form:
1 + E a(J),3 ... #' (5.32)
11|=1
An eventual procedure to obtain the various coefficients of the corresponding
truncated series, consists in following the steps of the proof of (5.31) as given in
Appendix B. This requires us to be able to expand fj") in multiple series of P and
necessitates a new local parameterization of f.
The advantage of this method lies in the fact that the coefficients of all the series
(5.31) are now depending on CO only, and thus can be determined once and for all.
Therefore for a given do, the computational task is reduced to the computation of
finite multiple series knowing the values of their coefficients. The orders at which the
series are truncated as well as the various radii rn defining the disks IC/2| I< rn within
which the series Pn are used to compute Z "), have to be determined in accordance
with the desired accuracy. As these values depend on the function f considered, this
task is performed on a case by case basis.
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5.3.5 The schematic procedure
From the previous analysis, we can sketch the overall procedure for computing the
coefficients A,, B,, C,, D,.
Given the index s and the type of series considered - i.e. A, B, C or D - it is
possible to determine the indices of the various quantities to be computed: r, of p,,
rq of q,, and consequently k,.,,, of G k) and n,, of zi").
The procedure
For each new value of a, the following steps have to be performed on the
desired ranges of s:
1. the computation of z("), for 1 < n < n,., using the equations of
(5.27) or the power series of (5.31), depending on the value of 11/ 21
with respect to rn qI
2. the computation of G.k), for 0 < k < kp,,, using the adapted formu-
las of (4.23),
3. the computation of p,, for 0 < r < rp, and q,, for 0 < r < rq, using
the expressions of (5.17) or the power series of (5.22) depending again
on the value of 1(1/21 with respect to o,, and a,.,.
4. finally the computation of A., B., C., or D. using the recursion
(5.12), (5.13).
(where i is taking the values 1, 2).
The final expansion is then obtained by computing the four partial sums
E AsN 2 , ' B/ N 2 , E C,N 2  and E' D./N 2 , and multiplying them
by the generic functions based on the Airy function or its derivative.
This procedure even in this schematic form, is obviously more complicated than
the ones described in Chapter 4. Since for the computation of Zi") or the G(k) two
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complementary procedures are available, we have four possible combinations of al-
gorithms. The total accuracy depends on this choice in an intricate manner. More
precisely, the dependence of the errors, at a given step, on errors inherited from pre-
vious calculations, is much stronger than in the procedures of Chapter 4. This is due
to the use of expressions which are nearly singular. By example, the misuse of the
"direct" procedure given by (5.27) in computing z(") is detrimental to the computa-
tion of p,. and q,, and this independently from the choice of the procedure at that
stage. A careful determination of the radii r,,,,q and o,.,, .q is therefore crucial for
the robustness of the results.
However, the difficulties of the uniform treatment of the coalescence of two cols are
not reduced to the above. In our analysis we have overlooked two essential "details"
which, if not correctly treated, would irremediably result in the failure of the method.
5.4 Some inevitable choices
In fact, the term of "details" is rather inappropriate and we shall use "choices" instead.
We have, voluntarily, passed over two steps in Section 5.3, which correspond effectively
to choices of root branches in the complex plane. They are essential as they are the
very definition of the Levinson's transformation for f.
Choosing the branch of a root in the complex plane always raises problems. In
general, theory is satisfied with the existence of such a choice: "one can choose".
However, in practice a choice has to be made, and difficulties arise there. In our
case, we know from Chester et al. (1957), that the Levinson's transformation is
uniquely defined. Therefore the correct choice has to be made, for which no criterion
exists apart from the existence of the transformation. Moreover, our applications
impose that these choices be uniform in 5, thus bringing additional difficulties in an
implementation. Finally, the entanglement of the numerical consequences of these
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choices with the numerical troubles described earlier, worsens the situation.
These choices are the essence of the uniform treatment of the coalescence of two
saddle points. In any application, whether analytical or numerical, they would have
to be faced. Of all the steps in the method of steepest descents, they are among the
most arduous ones to systematize. Similar, in a way, to the problem of determining
the relevant cols, the difficulty lies in the quantitative representations of qualitative
features.
5.4.1 The definition of ( 1/2
The first of these choices is encountered in the definition of C1/ 2. As we have seen in
the various formulas of Section 5.3, (1/2 plays a determining role. However, it is only
defined through its cubic power through equation (5.24):
3/2(-)= (f(z2, ) - f(zi, )
This choice of (1/2 is in fact related to the choice of the path P for the functions
.F,((, N, r) and ,((, N, F), and we now detail the process sketched in Section 5.3.1.
As a describes the neighborhood of alo, W1, the subset of relevant cols in {z1 ,z2}
changes each time a crosses a Stokes surface (i.e. a component of R). In fact it is
easier to consider the new parameter #. This local parameterization of f is such that
as 31 describes a circle around 0, the set of relevant cols in {z1 , z2} is modified 3 times,
say in the sequence: {z1}, {zi,z 2}, {z2}, {z1}. In the u-plane, this must correspond
to the exact same pattern with the cols (1/2 and -C1/ 2 of P3. Indeed, as #l1 describes
a circle, (1/2 describes a contour around 0 (see (B.10)). Therefore, we should have
the corresponding sequence: {(1/2}7 1(1/2 7_(1/2}, 1_(1/21, {C1/2}.
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In both spaces, these sequences depend on the paths of integrations: respectively C for
I, and F for F,((, N, F) and 9,.((, N, F). If C, and thus the sequence in the z-plane, are
given, we have the latitude of choosing r and C/ 2. Given the correspondences zi 
(1/2, Z2 - (1/ 2 , for a non-critical value 3 1,,., of 31, we have three possible choices
for arg (1/ 2 , corresponding to (1/ 2 being in one of the sectors: ]0, 27r/3[, ]27r/3, 47r/3[,
]47r/3,27r[. (Note that we also have three choices for F: C1, C2 or C3 .)
Let us choose a value of arg (1/2, and denote it arg (1/ 2ref. Then, there exists a unique
choice for F, say Fref for which, as arg #, describes [arg #1,,,, arg ,1,., + 27r], we recover
the sequence {(1/21, {Ci/2, _(1/2) {_Ci/2}, {C1/2} in the u-plane.
The pair (#31,, arg (1/ 2ref) constitutes then a reference value for all other computations
for a' in D1.
5.4.2 The choice of the correct branch
The second choice arises in the local inversion of the Levinson's transformation in the
form of the first equation of (5.27), namely:
z( = 21 (5.33)
and corresponds to choosing one of the branches of the square root.
This choice is in fact, part of the definition of the Levinson's transformation.
Chester, Friedman and Ursell showed that there exists only one branch of the trans-
formation which is uniformly regular and bijective. This is precisely this branch that
we must select when choosing the branch of the square root.
The consequences of a wrong choice are the definition of a mapping z which is singular
at dLo, denying any validity to the results. Numerically, this translates in values of
jz,')| which increase faster with n than the non-singular branch, this for i : o.
Such a behavior can be mistaken for the numerical failure of the formulas of (5.27),
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especially since as a -+ 5o these values increase without bounds. It is therefore
necessary to find some criterion that will enable us to choose the appropriate branch
of this square root. This can be done systematically for small enough values of Ij,
and extended to larger values using connectedness arguments.
Consider a' in a neighborhood of do, small enough so that the multiple series of
z are converging. The constraint of having regular series implies, as stated earlier,
that:
the constant term in the multiple series of the numerators, in the various
equations of (5.27), should be 0.
This necessary condition can be applied in particular to the numerator of the second
equation of (5.27) or:
2 - f(3) z1 3 (5.34)
Hence we deduce:
Criterion 1
a () a1(0)" = 2 (5.35)
As the definition of ff3) does not suffer from any indetermination, this condition only
bears on z1) 3 . It suffices then to change eventually the sign of Z in order to ensure
that the right branch has been selected. Since this problem of choosing the correct
branch only appears in (5.33), the computation of the series for zd) d > 2, does not
present additional problems.
This criterion is of course only valid for the multiple series method. When using the
direct method we can only formulate a condition which might not be uniformly valid
in W1 :
Criterion 2
The sign of z(1) is chosen such that: 12 - fi") zP1 3 | is minimal.
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This simple criterion is satisfactory as long as a is such that, for one of the branches:
I f{3) z) >6>0 (5.36)
and this uniformly in the region described by 5.
e It is interesting to note that the determination of C1/ 2 is of no consequence in the
choice of the appropriate branch of the Levinson's transformation since the cubic
power of z$' is involved in (5.35).
The extension of this choice to larger regions of D1 is done by ensuring its uniformity
along paths in D1 . This requires the knowledge of the branch for some reference value
and its extension along a continuous path in Di (see Appendix C).
Hence we conclude our considerations of the "delicate" choices in the uniform
treatment of the fold catastrophe, and our analysis of the procedure for computing
the expansion. It remains now to focus on the practical aspects of an implementation,
following the steps given in Section 5.3.5. The resulting algorithms do possess some
common numerical features inherited from the methods we proposed.
5.5 Numerical characteristics
The "direct" methods of Section 5.3 present the same numerical properties as those
for the cases of an end-point and an isolated col. Namely the same question of
floating point number representation, and more important, the same problems of
cancellations have to be addressed. If the remarks and remedies of Sections 4.1.2
and 4.2.2 regarding number representations are still valid, cancellations have to be
treated in a more radical way. They necessitate the use of complementary methods:
the multiple entire series (5.31) for the computation of Z "), and the power series
(5.22) for the sequences (p,) and (q,.).
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* Cancellation errors
Cancellations occur in the same manners as seen in Chapter 4, and in addition in the
computation of the sequences (p,) and (q,). A general statement on their occurrence
is again impossible as both extremes - total cancellation or absence of cancellation
- might take place. The resulting errors however cannot be reduced by extending
the floating point number representations as in Chapter 4, since the algorithms for
the local inversion of the Levinson's transformation and for the computation of the
sequences (p,) and (q,) become numerically ill-behaved. This motivated the search for
complementary methods for these particular steps. The computation of the sequences
G k) however did not require such alternative algorithms since the current method
stays well-behaved. Nevertheless cancellation errors may occur at this stage and the
final form of the power series method for the sequences (p,) and (q,) was devised to
minimize their influence on the final result.
The regimes in which cancellation errors affect the results the most, are undoubt-
edly at the boundaries of the regions of validity of the complementary methods. Their
importance there depends entirely on the local properties of the functions f and g,
or more precisely:
- on the occurrence or not of cancellations
- on the sizes of the domains of convergence of the series
The use of extended number representations is the only systematic means to minimize
them, but we cannot guarantee that they will not exceed a given bound for all of the
cases. The uniformity of the numerical evaluations will then have to be assessed when
encoding the algorithms for a specific case. The influence of such errors on the final
result depends of course as in Chapter 4 on the values of N and on the truncation
indices of the asymptotic series. In this respect their importance might be contained,
but this can only be asserted when the final result is available numerically.
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* Particular cases
Perhaps more than for the cases of the ordinary method of steepest descents, it is
of interest to test the methods for each stage of the whole procedure on simple but
characteristic examples. This is especially relevant to the inversion of the Levinson's
transformation upon which depend the results.
The comparison of numerical results from the inversion of polynomials and rational
functions highlights the influence of the local behavior of f on the properties of the
sequences (z$")).
5.6 The building of an implementation
Quite differently to Chapter 4 where we presented what the algorithms could be, here
we only describe how an algorithm should be built for the case of the fold catastrophe.
This lack of determination is inherent to this case: some of the methods detailed in
Sections 5.3 and 5.4 are obviously case dependent (e.g. the multiple entire series).
Therefore an implementation of the method of steepest descents for the fold catastro-
phe is necessarily case specific. This is apparent in the procedures we propose which
are combinations of complementary methods requiring numerical explorations of their
regions of validity.
Our claim is now that for a given case which presents a fold catastrophe, the
algorithm for its uniform evaluation by the method of steepest descents, can be built
in a systematic manner by using the methods given in Section 5.3.
Both for the inversion of the Levinson's transformation and for the computation
of the sequences (p,.), (q,), we need to introduce uniform errors associated to the
quantities zi"), p, and q,.. We name the assessment of these errors, their control and
the investigation of the corresponding regions of validity of the different procedures,
"the building of the uniform algorithms". The total algorithm is then constructed by
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assembling these uniform algorithms in the schematic procedure given in 5.3.5.
The first step is thus to build the uniform algorithm for the inversion of the
Levinson's transformation, the cornerstone of the whole procedure.
5.6.1 The numerical inversion of the Levinson's transfor-
mation
The task here is multiple. It consists in:
(i) fixing the reference value (#1,,f, arg (1/2re) for the definition of (1/2, and de-
termining the three regions of 62 where a given branch of (5.24) is uniformly
valid.
(ii) determining the regions of the 5-space where a given branch of (5.33) is uni-
formly valid
(iii) finding for each z ") the radius r, of the disk, J(1 /2 | < r,, inside which the
multiple entire series are to be used, the multi-index of truncation J,, and the
bound on the error E
Steps (i) and (ii) correspond to the choices described in Section 5.4. They involve
the "numerical" continuation of branches in the complex plane, uniformly in 5, and
its practical aspects are treated in Appendix C. The determination of the regions of 02
requires numerical "explorations" of a given neighborhood of 5 o, unless the boundaries
of these domains are simply defined. In addition, (ii) involves the computation of the
first coefficient of the multiple entire series for zf() and f1(). In fact, at this stage we
include the computation of the entire series for each z('). (A method for the numerical
computation of these coefficients is given in Appendix D.)
In (iii) we assess the numerical properties of the combination multiple series/direct
formulas, in terms of their regions of validity and the uniform minimal errors they
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guarantee. We choose to characterize these regions in the u-plane (i.e. in terms of
half the distance between the images by u of the cols, or (1/2), since they can be
quite well approximated by disks. This is justified by the form of the multiple entire
series where #1 plays a central role, and the fact that C1/ 2 ~ #1 in a neighborhood
of alo. Consequently the resulting tests are much simpler than the characterization
of regions of the a or #-spaces. Nevertheless we cannot rule out the necessity of
delimiting more finely the geometry of these regions in certain cases.
The finite sequence of the three determinant parameters, or ((rn, Jn, eg))), com-
pletely characterizes the uniform numerical inversion of the Levinson's transforma-
tion. Since the series are convergent series, the triplet (-n, Jn, ey,)) is such that:
- the series are convergent for |C1/21 < rn (upper bound on rn),
- J ensures a relative truncation error well below e(7
- rn is defined by the minimal relative difference between the series and the direct
formula results. The value of this difference gives e .
This description is enhanced by the following comments:
* For this investigation and for the final encoding, the use of large mantissas (16
digits if a final result of at least 5-6 digits is desired) is necessary as in most cases the
errors will be dominated by cancellation errors.
* Relative differences are used, since the z ") are usually increasing sequences of n.
* The number of derivatives i to be computed, or nma, has to be fixed a priori.
* The sequence rn is increasing with n (due to the worsening of cancellation errors
with n).
Once this "exploration" is completed, the different information (coefficients, region
definitions, formulas) can be encoded in their final form to constitute the algorithm
for the inversion of the Levinson's transformation. (This encoding should include an
178
eventual optimization of the formulas.) Then, and only then, the process of defining
the algorithm for the computation of the sequences (p,), (q,) can be considered.
5.6.2 The computation of (G ))
The direct algorithm based on the adapted formulation of (4.10) can be used without
any further modifications. Its generality is preserved, therefore its encoding can be
done as in Chapter 4, and will be valid for all cases.
5.6.3 The uniform computation of the sequences (p,), (q,)
The aim here is much simpler than for the computation of z('). It consists simply in
the equivalent of (iii) above. The same methodology as in Section 5.6.1 is employed
since the power series of (5.22) are also convergent. This results in the definition of
(e,,, Kp, e,,) for each p, (and similarly for each q,) where:
- u,, is the radius of the disk |(1/ 2 | < e,, in which the series for p, in (5.22) is
used.
- K,, is the order at which this series is truncated.
- e,, is the upper bound on the error, given by the relative difference between the
results from the series and the direct formulas on |1C/21 =
Remarks similar to those of Section 5.6.1 can be made. In addition we need to
relate the maximum order rmax at which the sequences (p,) and (q,) are computed,
to the truncation orders of the series, and to nmax. In particular rmax must satisfy
the constraint: max({2r + K,} {2r + 1 + K,,}) + 1 < nmax. Hence, for example,
computing p,, for 0 < r < 7, using series truncated at the order 3 in (, requires the
computation of the first 21 terms of (zi")).
Again, once this task is completed, the corresponding algorithm can be encoded
in its final form. The next step in building the implementation corresponds to the
179
arrangement of the three algorithms evaluating z,, G k), and the sequences (p,), (q,)
toward the computation of the four asymptotic series.
5.6.4 The truncations of the asymptotic series
The recursion relations (5.12) which give the sequences (A,/N 2'), (B,/N 2'), (C,/N 2,)
and (D,/N 2'), are not case specific. Therefore, they can be encoded in a fixed form,
valid for any integral I. The only information that might change, is the first terms
of the recursions which depend on 'rerf.
1. The recursions
The recursion relations, as noted earlier, tend to decrease in sets of four, for moderate
values of r, typically: 2r < N. This can be seen by rewriting (5.12) as:
(,. = 2 1 - 1 5 ,- + (1- (F,4
(5.37)
Q,. =2) 1 - ) 1_2 - r,--a+ 1 - 1 (1 - 3),- -4
However, we are interested in the sequences (p, F.r) and (q, 9,.). Since (pr) and (q,)
are (hopefully) most of the time decreasing, these product sequences are much better
behaved than the above recursion relations would indicate. Of course ultimately the
increasing trend will dominate, giving to the series this so characteristic feature of
being divergent, but asymptotic.
The encoding of these recursions does not present any numerical difficulty. Their
independence should be preserved in the algorithm, since the truncation tests are
performed independently on each of the four series.
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2. The truncation tests
The truncation tests are exactly the same as in Section 4.3.2. They have to be
performed independently on each of the four series, with:
A, B, C, D,
mod, = , N2' N2 or (5.38)
This complicates significantly the overall algorithm in the arrangement of the dif-
ferent procedures. Indeed, this independence is only apparent since the four series
share some common information. The main effort is then to combine these various
algorithms in order to make the evaluation of the series as efficient as possible.
3. The global arrangement
The recursion relations indicate that on one side, (p, F,) generates (A,/N 2') and
(B,/N 2 '), and on the other side, (q, F,.) generates (C,/N 2 ') and (D,/N 2'). Hence
we can draw the diagram of Figure 5-1 in terms of information flow. It appears then
that the feedback information issued from the truncation tests has to be distributed
at each stage of the computation, and depends on the series being considered. This
information is not easily accessible but can be determined once and for all, and
encoded as in Table 5.1.
The final stage consists in assembling the four series multiplied by the appropriate
generic functions.
5.6.5 Assembling the final expansion
This last step involves the computation of the Airy function and its derivative of a
complex argument. It also corresponds to the last stage in the computation of the
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Figure 5-1: Information flow
SA r, SB p C rq D q
0 0 0 2 0 0 0 1
1 3 1 5 1 3 1 2
2 4 2 6 2 4 2 4
3 6 3 8 3 6 3 5
4 7 4 9 4 7 4 6
5 8 5 10 5 8 5 7
6 9 6 11 6 9 6 8
7 10 7 12 7 10 7 9
8 11 - - 8 11 8 10
9 12 - - 9 12 9 11
- - - - - - 10 12
Table 5.1: Feedback information for each series
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expansion, once the asymptotic series have been truncated.
Efficient and accurate algorithms for the evaluation of the complex Airy function
exist, and can be found, by example, in Schulten, Anderson and Gordon (1979). Care
is required, taking into account the behavior of the Airy function and the details
of these algorithms. Such considerations are fundamental for the correctness of the
numerical results.
The main concern lies in the evaluation of the Airy function of large complex argu-
ment. Indeed, as N gets large and since C takes values a priori in a disk centered at
the origin, the argument of the Airy function, or N 2/3 (, can become large as well.
In this case it is appropriate to compute a "scaled" form of the Airy function, rather
than the function itself, that is:
Ai(N2/ 3  _ exp[- N C3/ 2] Ai(N 2/ 3 C) (5.39)3
where Ai stands for the "scaled" Airy function.
Scaled results are available from such algorithms, and must be used at all times since
the final result is multiplied by the exponential term exp[N A(d)] which depends on
N. In fact, both exponents are added, so that we have:
2 f (zi, )
A(a) -- = (5.40)
depending on the choice of the branch for (1/ 2 which is made in these algorithms.
Finally, the exponential term, including the scaling of the Airy function, becomes:
exp[N f(zi, a)] for i = 1 or i = 2 (5.41)
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At this stage the building of an algorithm which ensures a uniform numerical
evaluation of I over O is completed. In this presentation we have emphasized the
description of the rules in order to obtain an algorithm which will produce the uniform
numerical evaluation of a given integral I. Other aspects such as the optimization
of the various formulas, and the role of symbolic computations are the same as in
Chapter 4. In fact, the importance of such an environment is even more acute as
some of the algorithms are used in their critical regimes. The possibility of using
arbitrary number representations is particularly useful when attempting to isolate
the consequences of a wrong choice of a root branch from the numerical deterioration
of the direct methods.
5.7 Conclusion
We can only emphasize the contrast between the procedures presented in Chapter 4
and those described in this chapter on the fold catastrophe. The main striking feature
of the uniform treatment of this case is the complexity of the procedures it involves.
Exactly as suspected, the mathematical complexity of the fold catastrophe is mirrored
in the procedures for the numerical evaluation of the expansion, and in particular in
the point inversion of the Levinson's transformation.
This complexity has an obvious consequence: the apparent impossibility of provid-
ing an algorithm which will ensure the uniform numerical evaluation of any integral
I presenting a fold catastrophe. Nevertheless we can infer general rules regarding
the building of a robust algorithm for any particular integral I. Some of these rules
are given under the forms of tools for constructing such an algorithm. They consist
in procedures of symbolic computation for the systematic generation of the formulas
present in the direct methods and in the power series method for the sequences (p,),
(q,). They allow us to focus our efforts towards the fundamental problems of the
uniform evaluation of I: the determination of the regions of the -space in which
a given method, or choice of a root branch, is numerically uniformly valid. This
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task, which involves numerical explorations exceeds the capacity of systematization
provided by symbolic computations. However this can be carried out following the
guidelines given in Sections 5.6.1 and 5.6.3, along with the method for obtaining the
multiple entire series in the inversion of the Levinson's transformation.
1. Robustness
The robustness of the resulting algorithm depends in a crucial manner on the construc-
tion of uniform algorithms for each stage of the whole procedure. For this purpose
the guidelines we present, furnish a suitable frame.
The main obstacle in obtaining a minimal fixed error in the numerical results, is
the critical influence of cancellations in the direct methods for the inversion of the
Levinson's transformation, and the computation of the sequences (p,), (q,.). From the
analysis of these phenomena carried out in Chapter 4, their occurrence cannot be ruled
out, while the only systematic remedy is the use of extended number representations
in the direct methods. The final influence of cancellation errors can be estimated only
when assessing the regions of validity of the complementary methods based on series
expansions around do.
2. Efficiency
The efficiency of the resulting algorithm relies, as for the other cases, on the preser-
vation of the asymptotic nature of the expansions in their numerical forms. An algo-
rithm built along the guidelines of Section 5.6 will satisfy this condition. The remarks
on the influence of the range of values of N made in Section 4.4, are then relevant.
However, the total computational cost is here much higher in terms of numbers of
operations, even after optimization. This higher cost is imputed to the larger number
of stages in the global process: four instead of two; to an increased complexity in the
inversion of the Levinson's transformation, and to the use of an Airy function.
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In particular applications, where speed is a main priority, alternative methods for
obtaining more efficiently the coefficients of the series should be considered. Such
methods will be based on approximations and interpolations of numerical values ob-
tained from an algorithm of this kind. This option is of particular interest since it
allows the use of extended number representations for the computation of these values
without any consequences on the run time of the final algorithm.
3. Generality
If the principles given for constructing uniform algorithms are by essence of general
use, the algorithms are necessarily case specific. In addition, practical restrictions
intervene in the process of obtaining the multiple entire series (see Appendix D). If
those restrictions are acceptable for isolated fold catastrophes, they would become
extremely constraining for extended fold catastrophes such as in the cases of higher
catastrophes. Thus the practical extension of the methods for the fold catastrophe,
to other catastrophes, is highly questionable. We must also note that the sequences
of Chester et al. is particular to the fold catastrophe. For the treatment of other
catastrophes, algorithms for the computation of the Bleistein sequences are still to be
devised.
Our work would be incomplete if we did not investigate the overall numerical
properties of such a fold catastrophe expansion. To our knowledge, the procedures
described in this chapter and the previous one constitute the first attempt to numer-
ically obtain, in a systematic manner, uniform steepest descent expansions up to an
arbitrary order. Hence, we propose as an ultimate presentation of all the tools and
algorithms presented earlier, to treat in full a particular example.
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Chapter 6
The Kelvin wave source potential
We present here our first and main example of a numerical application of the method
of steepest descents.
The Kelvin wave source potential is particularly suitable for such an application.
Indeed this function has played a persistently stimulating role in the development of
asymptotic methods for approximations of integrals. Hence shortly after formulating
his principle of stationary phase (Kelvin, 1887a), Lord Kelvin revised his previous
article 'On Ship Waves' (Kelvin, 1887b) by applying this very method to the potential
of a translating source. Following the formulation by Debye of the method of steepest
descents, Hogner (1923) then Peters (1949) studied the Kelvin potential using this
new tool. However these studies failed to provide treatments of the vicinity of the
rays 9 = ±190 28' in the Kelvin wave pattern. This obstacle, characteristic in fact
of a fundamental failure of the ordinary method of steepest descents, motivated the
work of Chester, Friedman and Ursell (1957). Not surprisingly, Ursell applied this
latest improvement to the Kelvin potential (Ursell, 1960).
The application to the Kelvin potential of the algorithms described in Chapters 4
and 5 can be viewed as a numerical eztension of the treatment found in Ursell (1960).
Thus we extend the use of the method of steepest descents to the whole domain where
it can possibly be applied: namely, for any submergence of the pair source-field point
away from a neighborhood of the axis p = 0. This contrasts with previous theoretical
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works concerned only with the free-surface elevation when both the source and the
field-point are on the free-surface (with the exception of Chung and Lim, 1991) and
always at leading order, or numerical works persistently considering the source to be
submerged. The other and more interesting aspect from the standpoint of applied
mathematics, is the extension of the results in terms of accuracy, or the ability of
obtaining numerically the asymptotic series not only at leading order but at any order.
As a whole this particular example presents a complete numerical implementation of
the method of steepest descents using the algorithms devised in previous chapters.
In the following presentation, we want to demonstrate how the various tools and
algorithms could be applied to a given integral. Thus we start from the analytical ex-
pression of the integral, and perform the necessary analysis to obtain a form amenable
to the use of these algorithms. Obviously, some of the problems encountered in the
implementation of the method of steepest descent are greatly simplified by the form
of the Kelvin potential.
6.1 The "single integral" part of the Kelvin wave
source potential
The overall procedure for treating the Kelvin potential was outlined in Clarisse (1990).
We now give the corresponding details in this chapter. As already mentioned in Ex-
ample 1 of Section 2.2, the application of the method of steepest descents corresponds
precisely to the last portion of the physical space not yet treated (see Clarisse, 1989
& 1990). Hence there exists several complementary expressions for the potential:
- a convergent Neumann series obtained by Bessho (Bessho, 1964, eq. 4.2) and
valid in a region extending from the near field to the far field, away from the
axis p = 0 (see Section 2.2).
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- an asymptotic series originally found by Bessho (Bessho, 1964, eq. 4.3) but
in an incomplete form, and later fully derived by Ursell (1988), valid in the
neighborhood of p = 0 but away from the origin. (The results of Ursell (1988)
are stated for x bounded, but can be extended in their forms of Theorems 1 and 2
to unbounded x and bounded p.) This expression is numerically complementary
to the above in a region -16.75 < X < -1, corresponding to a six digit absolute
accuracy.
- an asymptotic series in the same spirit as the above (Clarisse, 1989), valid in
the neighborhood of the origin and complementary to both series, with again
six digit absolute accuracy.
They furnish efficient and robust means of obtaining numerical values of the potential
and its derivatives, or integrals. They also provide analytical formulas indispensable
to the analysis of the potential in its most critical regime (Clarisse, 1991). The goal
is here to provide a method for the complementary region - i.e. X < -16.75 and
away from p = 0 - which would present the same characteristics of robustness and
accuracy, as well as providing corresponding analytical formulas. Once completed,
this collection of algorithms would form a complete set of algorithms for the efficient
and robust numerical evaluation of the potential, anywhere in the fluid domain. Such
a set can be considered as a numerical and analytical reference for this function,
especially in conjunction with the algorithms for the near-field disturbance developed
in Newman (1987a).
The wave like disturbance of the Kelvin wave source potential is also often called
"single integral" part of the Kelvin potential. There exists various expressions for
this function (see Noblesse, 1981, by example), but we retain the form of (2.1), that
is:
w(X, Y, Z) = j sin X v1+t2 cos YtV1 +tz exp[-Z(1 + t2 )] dt (6.1)
for X < 0.
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Its mathematical properties are studied extensively in Euvrard (1983). By sym-
metry of its domain of definition, we are reduced to consider the eighth of space:
X < 0, Y > 0, Z > 0, p 1 0. Our goal is to find an expression of (6.1) which allows
its numerical evaluation in a region complementary to the domains of validity of the
expressions earlier mentioned. After numerical exploration of these domains, this
complementary region appears to be bounded by: X < -16.75 and p 1/2 (based
on a six digit absolute accuracy). Therefore, we can assume that the radial distance
from the origin, R, is large. The application of the method of steepest descents as
done by Hogner (1923), Peters (1949) or Ursell (1960), is then legitimate. We use
here a form of w which differs slightly from Ursell (1960, eq. (3.2)).
We consider w under the form (Ursell, 1988, eq. (2.2)):
ez I+ + I-
w(XY,Z)= R 2 (6.2)
with:
I+(X, p,<p) = J~+exp [---cosh(2u - isp) ± iX cosh u cosh u du (6.3)I, X, , 
-oo 0+iW/2 12
where (X, p, <p) are the cylindrical coordinates of axis X. The path of integration
ensures the uniform convergence of the integral with respect to its parameters.
The relation between I+ and I-:
I-(X, p,<p) = I+(X, p,p)
reduces the problem to the treatment of I+. Upon performing the change of variable
S = exp[-u + ip/2], we obtain I+ in the generic form of Section 1.1.1, namely:
I+(R, , <p) = I(N, a) = Jg(z, a) exp[N f(z,a)] dz (6.4)
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where (R, 0,<p) are now the spherical coordinates associated to (X, p, (p), and with:
- 5 E 2, with the relations: ai = e -i/2 and a 2 = i cot 6
-- g(z, al) =!(ai z + a-' z-')
-- f(z,5) = - (z2 - 2 a 2 ai z - 2 a 2 a- 1 z- 1 + z-2)
- N = Rsin6 = p
- and C being a path joining OetO to ooe'".
This definition of I draws some remarks:
* We have the freedom of choice for the parameterization of f and g in 5. The
only constraint is that this dependence must be holomorphic on some domains
of the 5-space.
* The form of (6.4) is much more suitable to a steepest descent analysis than (6.3),
mainly from the fact that the functions f and g are now rational functions. Thus
we are avoiding the considerations of periodic functions with an infinite number
of basins and cols.
* It appears from the definition of N that our expansions will be in powers of
p instead of R as in Ursell (1960). This difference is only apparent, and our
results will be entirely equivalent to those of Ursell.
6.2 The domains of definition
Most of the subsequent analysis, including the determination of the relevant cols,
depends on the domains W of the complex z-plane, and D of the S-space, in which
f and g will be considered.
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According to the assumptions of Section 1.1.1, z = 0 must be excluded from W. For
convenience, we in fact exclude a steepest path So issued from z = 0 and ending at
infinity, and thus define:
W = ( \So* (6.5)
a simply connected domain excluding the pole z = 0 (see Figure 6-4). This choice
allows the use of Cauchy's theorem freely in W.
Regarding the dependence on 5, both f and g have a pole of order 1 at ai = 0. We
therefore define:
D = ( 2\(1, a2) :arg(ai) = -7r} (6.6)
which is simply connected. Our region of interest is in fact restricted to a subset, D',
made of the portion of the cylinder tai I= 1, defined by: 0 < arg a 1 5 7r/4, Ra 2 = 0,
£a 2 > 0. In all the computations we will consider a in D', except when otherwise
specified.
By definition W x D' is such that f and g satisfy the assumptions of Section 1.1.1.
From there, we can apply the method of steepest descents and at first determine the
relevant cols.
6.3 The relevant col problem
A priori, we need to locate all the saddle points of f, or find the solutions of the
quartic equation:
z- a 2 ai z3 + a 2 al z - 1 = 0 (6.7)
for a in D. However, by restricting a to D', this equation takes the form of:
z4 + a z3 + iiz - 1 = 0 (6.8)
where: a = -ai a 2 = -icot O e-/2.
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1. Locating the cols
Obtaining numerically the solutions of (6.7) does not raise any specific difficulties,
since analytical expressions for the roots of a quartic polynomial provide an efficient
and robust numerical method. These formulas are preferred here, as pure numerical
methods are likely to fail in a neighborhood of the coalescence of the cols. Equation
(6.8) presents some symmetry properties which simplifies further the problem. Hence
if z1 and z2 are two roots of (6.8), we have:
1 1(6.8) (z - zi) (z - z 2) (z + -)(z +-)= 0 (6.9)
Zi Z2
As a describes an annular strip in the sector [r/2,37r/4], it appears that two of the
roots are bounded to be in the first quadrant, whereas the two others are in the third
quadrant of the complex z-plane. Since the end points of the path C are located
in the first quadrant, it seems reasonable to assume that only the two roots located
in the first quadrant will matter. If this assumption is confirmed subsequently, its
veracity is not obvious. The two roots in the first quadrant describes two subsets, 1:
{zi(i) : a' E D'} and 2: {z 2(') : a E D'}, of the z-plane as shown in Figure 6-1.
The intersection of these subsets is a single point, and corresponds to the coalescence
of the four roots in pairs. Double roots can be shown to occur only for (60, po) =
(sin-1(1/3),7r/2).
2. Indexing the cols
As discussed in Chapter 3, an important task is to be able to index and follow the
saddle points as a' describes D'. Here, this problem is simplified by the geometry
of the sets, and by the fact that the cols are coalescing by pairs. Although this is
possible, it is not necessary to use multiple entire series expansions as mentioned in
Section 3.3.3 in order to follow the cols in the vicinity of the double roots.
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Figure 6-1: The sets described by the roots in the first quadrant, for 40 < < 500,
0* < y 900
The curves inside the sets are curves of constant depth of the pair source-field-point;
or trajectories of the cols for a constant depth as (9, p) varies.
3. Determining the relevant cols
The problem of determining the relevant saddle points is here particularly a propos.
In the classical stationary phase analysis of the wave elevation, when the source is on
the free-surface (i.e. 'o = ir/2), three regimes are easily distinguished as 9 varies (see
Tuck et al. (1971) by example):
- the presence of two points of stationary phase, for 9 < 6o
- the coalescence of the two stationary phase points, for 9 = 6o
- the absence of stationary phase point, for 9 > Bo
However, this analysis fails as soon as W f 7r/2. For such cases, no point of stationary
phase appear in the range of integration, and the behavior of the integral cannot
be reduced to some local contributions as before. By studying the images, by f, of
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the sets 1 and 2 - that is the sets described by wi = f(zi, C) and w2 = f(z 2 , C)
respectively, as a' is in D' - we can infer that the value of the integral is given by
the contributions from the relevant saddle points among {z1 , z2}. For any value of L-
there will be at least one relevant saddle point, denoted zI.
Hence for V = Po, the above results are therefore modified as follows:
- for 9 < 9o, the cols zj and zu are relevant
- for 9 = 6o, both cols are coalescent at zo = 2+ -7 eiW/4, or in other words, f
presents a fold catastrophe
- for 9 > 9o, only zI is relevant
This is illustrated in Figure 6-2, under the form of the images, in the w-plane, of the
sets 1 and 2 of Figure 6-1.
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Figure 6-2: The images by f of the sets 1 and 2 of Figure 6-1
The curves are again curves of constant depth of the pair source-field-point. The
right view is an enlargement of the neighborhood of wo = f(zo, CIO).
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These two image sets are overlapping, and in fact we have the strict inclusion, in terms
of images: 1 C 2. To distinguish which of these two sets correspond to {f(z1 , )} is
most difficult. By chance, we can invoke physical arguments to solve this problem.
From observations of ship wakes, we know that no waves are present in a sector 6 > 60.
This implies that R?{f(zi, 5)} must be negative in this region, since the factor in front
of the expansion of I is exp[N f(zi, d)]. Hence we conclude that z1 is zi.
For other values of p, a Stokes surface (i.e. a component of the set RR) defined in
terms of (6, p) (in fact in terms of a), divides D' in two regions:
- one, where both z1 and z2 are relevant, characterized by:
7r/2 ; arg(w 2 - w1 ) < 4x
- the other, where only z1 is relevant, given by: 47r < arg(w 2 - wi)
The difference between the stationary phase analysis and the steepest descent analysis
for a non zero submergence of the source, is seen in an enlargement of the vicinity of
the line Rw = 0, as in Figure 6-3.
This line corresponds to the trajectories of w1 and w2, as 6 varies in ]0, 60] while p
remains constant at 'po. The method of stationary phase applied to I, is nothing else
but an integration on this line: by definition of the method, I must be such that
R{f(z, a)} = 0, which is precisely the line R w = 0. The results of the stationary
phase analysis appear then clearly, and the results of Ursell (1960) should be recovered
in the neighborhood of 60.
When the source submergence is non-zero, the saddle points follow trajectories
similar to those of Figure 6-3, for a constant depth of the field-point. Consequently,
none of the cols will cross the line of integration. (Each set is in fact on two separate
sheets of a Riemann surface which are connected at wo along the half-line R w = 0,
& w ;> 2 wo. When w2 crosses the line R w = 0, it does not lie on the same sheet
as the line of integration.) The limitations of the stationary phase analysis are then
obvious: as soon as $ c po, I cannot be reduced anymore to the local contributions
of some points of R w = 0. This drawback can be in part avoided if one uses physical
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Figure 6-3: The vicinity of R w = 0
Trajectories, passed a certain submergence, are not shown. Lines are referenced in
pairs (i.e. one line per col) by the submergence of the pair source-field-point.
cylindrical coordinates of axis Z, with the radial distance as large parameter. (This
approach is given in Wong, 1989, and used in Chung and Lim, 1991.) The formulation
of the single integral is then such that points of stationary phase will always be
present within the range of integration inside the Kelvin angle, while none are present
outside this angle. This situation is acceptable for obtaining leading behaviors, but
unsatisfactory when accurate results are needed for moderate values of R.
From this discussion, the problem of determining the relevant cols seems fairly
simple. Of course the long history of articles on the subject and the use of physical
observations are of precious help. Solving this problem in its mathematical context
would lead to apply the formalism of Chapter 3. As an illustration, we reproduce
in Figure 6-4 the representation of the basins of f for (0,<p) = (100,800) given in
Figure 3-8.
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Figure 6-4: The basins of f for (6, p) = (10*, 80*)
The domain in z is given by -2 < Rz < 5, -2 < 2 z < 5, the conventions being the
same as in Chapter 3. The four saddle points are given as well as the paths of steepest
ascent issued from them. The cut So is represented by the dashed line originating
from the origin. The end-point at infinity of the initial path of integration, C, is
symbolized by the arrow at the right of the plot.
The application of the formalism of Chapter 3 yields directly the result in the
form of the appropriate path in Gf (see Figure 3-8). Hence only the two saddle
points located in the first quadrant matter. We distinguish three subdomains of D
corresponding to three different expressions for I:
- O where I is given by an isolated col expansion from z1
- 0 where I is given by the sum of the isolated col expansions from zi and z2
- 02, a neighborhood of 5o, where I is given by a fold catastrophe expansion.
The task is then to obtain numerically the expansions for each of these domains, and
to ensure that they provide a uniform numerical approximation of I on a collection
{01,01,O2} of subsets of D'.
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6.4 The isolated col expansions
Since the path of integration C are such that Rf = -oo at its end-points, the con-
tribution to the integral comes solely from the saddle points. Hence the expansion is
formally written:
v/22- G (2k)
~N1/2 exp[N f(z;, )] $ ! 2Nk (6.10)
ziEZR k=o ( (
where ZR C {ziz 2}.
The algorithm presented in Chapter 4 is applied in its original form. The only
delicate point is the uniform determination of the square root present in the inversion
of the mapping u (see Section 4.2.2). For this particular example, a choice of the
branch is uniform for (9, p) in O1 U O1 as shown in Figure 6-5: the surfaces described
by the real and imaginary parts of z21 are smooth everywhere in the domains of
relevance of the respective cols.
Regarding these figures, some comments are necessary:
* All computations are in 16 digit mantissa (double precision in FORTRAN 77).
* The domain of computation used for this figure and the following, is a patch
[10, 500] x [00, 900] in terms of (9, sp), from which is excluded a neighborhood of
the fold catastrophe at (0o, po) since all the quantities are singular there.
* The real and imaginary parts of both zZ) and zz9 increase in magnitude in the
vicinity of (0, 'po), characterizing the failure of the quadratic mapping u, and
consequently of the asymptotic expansions.
* The discontinuities in the surfaces for z1 correspond to the trace of the com-
ponent of RR in this patch: the expansion relative to z2 is not computed outside
O and is set there to 0.
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0. 0so
Figure 6-5: The uniform choice of the branch for z(1) and z(1)
Real [left] and imaginary [right] parts of z) [top] and z(9 [bottom].
The computations of the coefficients of the series are carried up to a maximum order
of K = 5. This value will appear to be sufficient for the domain of interest and for
the desired absolute accuracy of six significant digits, but is in no way restrictive.
1. Coefficients of the expansion
Along with the numerical values of the terms G 2k)/k! (2N)k, for any value of N, we
have also access to intermediate results. This allows the study of the different stages
of the algorithm, especially in terms of cancellations. However in our case, the final
results do not show cancellation errors exceeding the desired minimal error.
The limitations of the validity of the expansions when (6, <o) is in a neighborhood
of the critical value, are clearly apparent in the values of IG 2k)I/k! (2N)k, under the
form of a volcano cone shape. This is illustrated in Figures 6-6 and 6-7.
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Figure 6-6: Values of IGlk)I/k! (2N)k for k = 0 and k = 3, at R = 16
The values are scaled by 10 and 10' respectively.
Figure 6-7: Values of |G 2k)|/k! (2N)k for k = 0 and k = 5, at R = 16
The values are scaled by 10 and 2 x 10' respectively.
201
The radii of the ridges are increasing with the order k as a consequence of applying
the truncation test: as terms get larger, they are not incorporated in the sum, hence
the value 0 is attributed. Each coefficient inherits its features from the terms zz"
it involves. We therefore find the same characteristics, modulated of course by the
factors 1/k! (2N)k.
The domain in (0, p) we have chosen for displaying these results does not neces-
sarily correspond to the actual domain in which the expansions will be used. This
remark is particularly valid for the vicinity of the fold catastrophe, where the practi-
cal boundary can only be assessed by numerical comparison with the fold catastrophe
expansion.
2. Region of validity
Once the numerical values of the expansions are available, the outer boundary of
O U 01 has to be determined with respect to a certain error e. This determination
is performed by comparing the results from the isolated col expansions, with the
already existing expressions for the potential. Using the notations of Clarisse (1989),
we denote:
- (CS1), the convergent Neumann series valid in a region delimited by the surface
M < 21 for X < -16, with M = X 2 /4p
- (AS1), the Bessho-Ursell asymptotic series, complementary of (CS1) for
-16 < X < -1. Its domain of validity for large |XI can be assessed to be of
the form p < 1, but necessitates an increasing number of terms (of the order of
M).
and in addition:
- (SD1), the steepest descent expansion given by (6.10), valid in the region
O U 01, which is to be determined.
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The constraint on the region of validity of (AS1) for large |X| has a symmetry of
revolution about the X-axis. The boundary of O1 U O6 is also expected to present a
symmetry of revolution in this region. The traces of the intersection between the two
domains, on portions of spheres of constant R give the results of Table 6.1 in terms
of R and 0, for <o in [00, 900].
Table 6.1: Explorations
and (SD1)
of the intersection between the domains of validity of (AS1)
These explorations are not maximal in any respect,
these expressions within e, over a connected region.
but guarantees the agreement of
The absolute error within which the numerical values compare is more than sat-
isfactory, especially since the magnitude of I+ can be of order 1 in these regions. It
should be noted that comparisons are performed in terms of I+, i.e. without includ-
ing the factor exp[-Z/2] of (6.2). The asymptotic properties of (SD1) appears to be
extremely good with respect to the values of p which stay near 1. It must be noted
that the task for computing (AS1) at R = 1000 is extremely heavy, and that another
asymptotic expansion is desirable to complement (AS1) and (SD1) in a sector of small
angle 0. Such expansion may be obtained by following the treatment of the singular
axis given in Ursell (1960).
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R e e
16 [60,6.50] < 10-7
20 [40, 7.80] < 10-7
30 [40, 5.80] < 10-7
40 [10,40] < 10-7
100 [0.50, 1.80] < 10-7
1000 [0.1*, 0.2*] < 10-7
"bow-MENNEN -
The comparison with (CS1) is simpler in terms of geometry. The surfaces at con-
stant M are of parabolic sections in any plane of constant Vp. Therefore for large
values of IXI, the region of validity of (CS1) corresponds to a domain where the mag-
nitude of I+ is well below the required error tolerance. Consequently the intersection
between the two domains of validity is of finite extent in R. For large values of R, the
boundary of O1 U O1 can be determined by fixing a lower bound on II+|. Such a defi-
nition produces a surface having the cone of angle po, as asymptote when R -+ +oo.
As above, the region of agreement can be probed by intersecting it with portions of
spheres. Such results are given in Table 6-2. The higher error observed for R = 16,
indicates that (SD1) may not be used in this region (for the values of 0 given above).
Table 6.2: Explorations
and (SD1)
of the intersection between the domains of validity of (CS1)
We emphasized, in the presentation of the algorithms (Chapters 4 and 5), the
importance of a uniform numerical approximation of an integral. Here, in a sense,
this uniformity is not sufficient. The constraint of providing numerical results in the
complementary region of validity of (AS1) and (CS1), requires us to define domains,
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R 0 f
16 [380, 400] < 10-6
20 [380, 400] < 10-7
30 [330, 400] < 10-7
40 [550, 600] < 10-7
100 32.50 |I+| < 10-7
1000 21.60 |I+| < 10~7
O U O, whose shapes depend on R (and therefore on N), at least for our choice of the
parameters. A specific choice of the parameters might allow the definition of a fixed
region of the a-space where uniformity is guaranteed. By example, (p, p) seems to
describe appropriately the boundary with (AS1), however this choice is not suitable
for the boundary with (CS1). In addition an asymptotic expansion whose region of
validity would fill a cylindrical wedge between the regions of validity of (AS1) and
(SD1), appears to be necessary. This would allow the consideration of (SD1) in a
bounded region in 0, a feature of great computational interest as we will later see.
The definition of O1 U 01 would be incomplete without the comparison between (CS1)
and the expansion for the fold catastrophe.
6.5 The fold catastrophe
The algorithm for the uniform numerical approximation of I+ near its fold catastrophe
is not readily provided by our analysis of Chapter 5. However, we claimed that, upon
following the guidelines of Section 5.6, we could build such an algorithm. It is now
appropriate to demonstrate how these directives actually result in the corresponding
algorithm for I+.
6.5.1 The building of the algorithm
This is the most arduous part of the treatment of I+. However this particular integral
does present some features which facilitate the task. This is especially true for the
inversion of the Levinson's transformation which is at the foundation of the procedure
leading to a fold catastrophe expansion.
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1. Inversion of the Levinson's transformation
For the building of the corresponding algorithm, we follow exactly the steps (i), (ii)
and (iii) of Section 5.6.1. First, it is necessary to parameterize f(z, i) into f(z, f)
and thus define the new local parameter = (#1,#2) as follows:
01 = 2 a 2 ai - ao + a 2 a -
#2 = a 2 a 1 - ao (6.11)
= 1 + i = a 20 a0
and the derivative of f in a neighborhood of (zo, 0) is then in the form:
f'(z,#) = -12+ + -(z-z)-- [(#2 + do) zo - 2] ( (6.12)
zo Zo
which, we note, is different from the form of (B.8).
(i) The definition of (1/2
The process of defining (1/2 is greatly simplified by the fact that there exists a
choice of the branch of (5.24) which is uniform over D'. Hence arg(C1/ 2) is chosen to
be in [77r/6, 57r/3], and its uniformity is illustrated, for (6, <) in [80, 400] x [40*, 900], in
Figure 6-8. The uniformity of this choice does not require the determination of pi,.
However when 8 is allowed to describe a whole neighborhood of 0 as in the generation
of the set of points of Appendix D, #1,., is determined by imposing arg((2,) = 77r/6.
As a consequence of the choice for the argument of C1/ 2, the path C2 is to be used in
the definition of F,. and 9,. (see Section 5.2.1).
(ii) Choice of the branch of the transformation
Selecting the right branch of the transformation is done in two parts. We first
compute the double entire series (01,02) for z"). The relations between fl' and a
are simple enough so that the set of points characterized in Appendix D is easily
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0.0 - - - - - - - - - - -- --- ---
-0.5 - - - -
Im{ l~}
-1.0 -0.5 0.0 0.5
Re(( 1/)
Figure 6-8: C/ 2 for (6, V) in [80, 400] x [400,900]
The lines of the grid represent curves of constant 6 or p. The uniformity of the choice
is apparent through the absence of jumps in the grid.
generated. Then the Fast Fourier Transform of the values of z,") given by the formulas
of (5.27) are performed while 3 describes this set. Criterion 1 of Section 5.4.2 is used
to determine the right branch. In practice, radii of 1, and 32 points were taken in
both variables, defining a set of 210 points. This allowed us to obtain the first 31
coefficients of the Fourier series for each z1", the coefficients for z2") being obtained
by replacing #1 by -#1.
Under the definition of / as given by (6.11), the Fast Fourier Transforms contain
positive and negative components. This is explained by the non generic form of (6.12):
the definition of /1 is not the rigorous one. Exact expansions of z" as obtained from
symbolic computations, contain negative powers of 31 and 32, confirming the results
of the Fourier transform. By keeping only the positive components of the Fourier
transform, we obtain the coefficients of double entire series which are approximating
the exact series. This approximation is justified by practical reasons: thus the value
of zo(a) (see Appendix B) does not need to be computed. We shall see that its
consequences on the numerical results are marginal. The forms of the series as given in
Appendix B are recovered. The numerical values of the coefficients thus obtained are
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particularly stable with respect to the radii [1,| and I$21: double precision results are
unchanged for the 13iI's varying in [0.1,1]. The choice of I1|3 1 = 121= 1, corresponds
to values of |(/21 of order 1. For this regime the direct algorithm is numerically well
behaved and the influence of cancellation errors are thus rendered negligible. The
consistency of the results for various values of the radii, confirms that the Levinson's
transformation is valid for the set of points considered.
The second part of this process consists in extending this choice to the portion
of the computational domain 02 where the direct algorithm is used. Here again a
single choice of the branch of (5.33) is uniform in D'. This is confirmed in Figure 6-9
where ff3) z , = 1, 2 is shown to describe a connected, with respect to some
discretization, domain in a univalent manner, as (0, p) is in [80, 400] x [400, 900].
1. ---- E.- - ---- -- -** ---
.- -25 - - - - -.
2 - -- -,
-2.0 ~-
-2-- -I. - - -
0 1-3.01
0.0 2.5575 0.0 0.5 1.0 1.5 2.0
Figure 6-9: f(3) and f (3) z 1) in 80 < 9 < 400 400 < o < 900
In both graphs, x corresponds to the values of ff z [left] and f z2  [right] at
(=0.
(iii) Determination of the radii r,,
We apply the rules relative to (iii) of Section 5.6.1 to our case of I+. For this
purpose the first 13 derivatives of z are computed. This maximum value for the order
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of the derivatives was fixed a priori. The determination of the radii r is done by
comparing the results from the entire series with the results from (5.27). The entire
series are truncated at the order 10 in terms of (ji + 2j2), where J = (ji, j 2) is the
power multi-index of S. Thus we obtain the results of Table 6.3 in terms of n, rn and
the relative error en. The deterioration of e, with n is due to the increasing influence
of cancellation errors with n, for the small values of 1(1/2 . No other remedies are
available, except for the use of extended mantissas in the computation of Z ") for
small |(1/2|. The relatively high errors for n < 3 are explained by the error made on
#, and 32 by using (6.12) instead of the exact form of (B.8). This error is also present
for larger values of n as the increase in C'/2 I accentuates the difference between the
exact and the approximated solution. The regions defined by the various radii are
confined to a small neighborhood of (9, p), typically inside the rectangular domain
[18.70, 20.30] x [870, 900]. We will have a full understanding of the consequences of
such approximations when analyzing the final results.
Table 6.3: Determination of (r)
The algorithm for the computation of G k) is available in a general form and no
additional work is necessary. This allows us to consider the last composite algorithm,
or the one concerned with the sequences (p,) and (q,.).
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n rTn en
1 3.8 10-2 < 10-6
2 6 10-2 < 10-7
3 6 10-2 < 10-6
4 6.16 10-2 < 10-1
5 1.15 10-1 < 10-5
6 1.15 10-1 < 10-5
7 1.15 10-1 < 10-4
8 1.7 10-1 < 10-4
9 1.65 10-1 < 10-3
10 2.05 10-1 < 10-3
11 2.5 10-1 < 10-3
12 2.5 10-1 < 10-2
13 2.5 10-1 < 10-2
2. Computation of the sequences (P,), (q,)
Following Section 5.6.3, the central task is the determination of the radii op, and 0 q,.
We here face a constraining limitation in the accuracy of the power series imposed by
the choice of the maximum value of n. If the sequences (p,) and (q,.) are available up
to r = 13 by using the direct method, because of the maximum value of n we chose, i.e.
n = 13, (pr) and (q,) are limited to the first 7 and 6 terms, respectively, when using
the power series method. Moreover these values are obtained with increasing error
due to the forced truncation of the series. This situation is illustrated in Table 6.4,
in terms of r and of the order of the first neglected term: CK,, or K,.
Table 6.4: Truncations of the power series for (Pr) and (q,)
For higher values of r, no complementary expressions in power series are available
since GCk) is available only for k < 13. The values of the radii ap, and a,,. have then
to be defined as additional boundaries of the domain of computation for each term
of the sequences. Their choice is not well defined as no comparison is possible with
other results. They should be chosen small enough in order to obtain the maximum
number of terms in each sequence, but large enough to avoid the introduction of
spurious values in the asymptotic series. It is advisable not to include them in the
final algorithm although the corresponding radii could be chosen in a suitable manner
(see Appendix E). Hence we obtain the determinations of (ap,) and (Uq,) given in
Table 6.5.
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r K,,. Kq,
0 exact 7
1 6 6
2 5 5
3 4 4
4 3 3
5 2 2
6 1 -
Table 6.5: Determination of the radii (UP,) and (o,,)
The comparison of the absolute errors with the orders of magnitude of the terms of
the series indicates a strong correlation between the loss in accuracy and the lowering
of the order of truncation in the power series. We note that for both series the radii
stay constant until r = 4, which corresponds to a truncated term in 0((a). For such
values of the radii, the order of this term can be assessed to be 0(10-8). Hence the
loss in accuracy of the last terms are directly related to the truncation of the series.
The influence of the errors made in the approximation of z,'), could be significant
at this stage. However they appear to be negligible in comparison with the truncation
errors. At this stage, we can state that the uniform computation of both sequences
(p,) and (q,) is ensured throughout the computational domain with an absolute ac-
curacy, as a function of r, given by the values of e of Table 6.5. The consequences of
these errors on the final result depend then entirely on the properties of the recursion
relations of (5.37) in terms of error propagation.
4. Computation of the series (A.), (Bs), (C,), (D.)
The recursion relations in the form of (5.37) provide the corresponding algorithm.
Consequently to the limitation of the order at which p, and q,. can be computed,
we obtain the numerical values of the coefficients of the series only for the following
orders:
- A, for 0 < s < 3
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- B, for 0 < s < 2
- C, for 0 < s <2
- D, for 0 < s < 3
By grouping the terms of the four series in two sums we get:
+ -. A~i(2/3 ,2iw/3 () a)1+ 0 exp[N f(zi, a)] Ne/3 ,(N'
(6.13)
A i (N2/3 e2iw/3 () b (d)
+ N 2/3  N's
where a, and b, are given by the relations:
a2 , = A,
a2+ ,s
=l Ds (6.14)
b2,= C,
2,+1= B,
and where Ai and Ai' are the scaled values of the Airy functions. The factor e2iw/3 in
the argument of the Airy functions is due to the use of C2 in the definition of F,. and
g,..
The algorithm, once built, allows the computation of the terms in the sums for any
values of (6, p) where this expansion is valid. The variations of the moduli of these
quantities as functions of (6, V) for a constant N are shown in Figures 6-10, 6-11, 6-12
and 6-13, for the computational domain 8' < 6 < 40*, 40* < V 900 in (6, p). We
choose to compute these values for R = 16 which corresponds to the lowest value of R
for which the fold catastrophe expansion will be needed. Graphs for greater values of
R are simply obtained by an appropriate scaling in N. The magnitudes of the moduli
are scaled in order to magnify their variations. In all figures the scale of the vertical
coordinate is the same as those for the horizontal coordinates. These surfaces were
obtained by computing 100 equidistant points in each variable.
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|A1/N2 x 5. 10'
|A21/N' x 5. 104
Figure 6-10: |A,|/N 2', S < 3, at R =
In this graph and the following, (0o, po) is
axis.
16 for 80
signaled
IA31/N' x 6. 106
<0 < 400, 40* < p 5 90*
by a vertical segment on the 0
The topographies of all these functions appear to be smooth everywhere except
for A3 and D3 in the vicinity of (6o, po). Otherwise, some common trends can be
observed. All functions are slowly increasing (with the exception of D3 ) in V. The
most pronounced variations are along the 0 direction, and, except when localized near
(0o, po), are present qualitatively for all values of V. The most important feature of
these functions is that they are slowly-varying: the real and imaginary parts of these
quantities present the same features. This contrasts with the behavior of I+ which is
known to present oscillations for 6 smaller than or near 8o.
One can observe that the coefficients are decreasing in magnitude as S increases.
As the recursion relations only induce decreasing sequences in sets of four terms, this
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I.
|A01 x 10
II
Figure 6-11: |B,I/N 2 ', S < 2, at R = 16 for 80 < 6 < 40*, 40* < p 900
property is inherited from the values of p, and q,, that is from the convergence of the
expansion of G(u, a) in the form of (5.14).
In order to perceive the limitations of the asymptotic properties of these series,
further terms have to be considered (see Appendix E). Additional terms improve the
accuracy of the series especially for values of (6, p) away from (0o, po). From the
graphs of Appendix E, it appears that the application of a truncation test will not
result in a truncation of any of the series uniformly in (6, p). Nevertheless for all
terms, we observe an increase in magnitude as 6 and V are moving further away from
the critical values. This phenomenon characterizes the limitations of the validity of
the expansion in (0, p), or the limited validity of the Levinson's transformation - i.e.
of the unfolding of the fold catastrophe.
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|Col x 50 1C11/N2 x 5. 10'
40*
40*
g*40'9
C2|/N' x 4. 10'
Figure 6-12: |C.l/N 2', s < 2, at R = 16 for 8* < 6 < 40*, 400 'p 900
6.5.2 Numerical characteristics
The reliability of the algorithm for the computation of the coefficients depends on
the control and the consequences of the errors introduced at the different stages of
the overall procedure. We are now able to discern, in this example, the influences of
the various approximations made principally during the inversion of the Levinson's
transformation and the computation of the sequences (p,) and (q,).
Regarding the inversion of the Levinson's transformation, it appears that the
approximation made when using the definition of the new parameter j given by
(6.11), is of no perceivable consequence in subsequent steps of the computation. In
a similar manner, the tolerances within which the results from the multiple entire
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|DOI x 2. 102 ID,|/N 2 x 5. 102
IDI/N' x 2. 10'
Figure 6-13: |D,|/N 2 ', S < 3, at R = 16 for 80 < 0 < 40*, 400 < o 90*
series and the direct algorithm compare are of consequences well below the minimal
accuracy of six significant digits. These assertions can be verified by inspecting the
various quantities z,' and Gk) in a close neighborhood of the critical value (0o, Wo).
This procedure is also useful for the understanding of the disturbed regions in the
graphs of A3 (Figure 6-10) and D3 (Figure 6-13).
Hence by computing values of |A31/N' and |D3 I/N6 at 100x100 points in the
rectangular domain [18.7*, 20.3*] x [87*, 90*], we obtain Figures 6-14 and 6-15.
From these graphs, three main features are noticeable:
1. the inclined planar (A3 ) or parabolic (D3 ) surface centered at (9o, 'po) of ap-
proximately elliptic projection on the (6, V)-plane. This surface is given by the
truncated power series for P6 and qs as shown on the right parts of the figures.
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|Al/N' x 4. 10'
I pal x 105
1a.r
Figure 6-14: A3 l/N6 and |p61, at R = 16 for 18.7* < 9 < 20.3*, 870 < o 5 900
ID31/N' x 106 |q4, x 10'
Figure 6-15: ID3 J/N6 and |q5|, at R = 16 for 18.7* < 0 < 20.30, 870 < (p 5 900
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The distinction between the two kind of surfaces is consistent with the order of
truncation of the series.
2. the boundary region of the rectangular domain away from 8o, nearly flat and
undisturbed. This corresponds to the results from the direct formulas for P6
and q5 in a regime where these are still well behaved numerically.
3. the disturbed region at the boundaries of 1(1/21 = op, and IC1/21 = Oq, re-
spectively, characterized by many spikes and oscillations. This reflects the
breakdown of the direct formulas as |(1/21 gets smaller. Spikes are much more
pronounced in the graph of IP61 due to the additional power of (1/ 2 in the de-
nominator compared to the formula for q5.
The limitations of the direct algorithm are clearly visible. Undoubtedly, the power
series truncated at order 1 and 2 in (1/2 provide poor approximants of the functions
P6(, S) and qs(6, ).
However, the consideration of more complete series might not furnish the necessary
increase in o which would entirely cover the regions of ill behavior of the direct
formulas. This can be seen in the increase in o necessary for the elimination of
numerical errors in the values of higher order terms as shown in Figures E-1, E-2,
E-3 and E-4 of Appendix E. Hence the limitations of the direct algorithms in double
precision have been reached. The search for higher accuracy would necessitate the
use of extended mantissas.
The behavior of these functions in the outer regions suggest that interpolation
methods might be more suitable than low order power series. However the results for
lower order coefficients (s < 2) are totally satisfactory, and such considerations are
not necessary. It must be emphasized that such errors are bounded by 3. 10-" for
R = 16, for s < 3. Consequently higher minimum values of R will have to be used in
order to guarantee higher accuracies.
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6.5.3 Domain of validity
Finally we need to compare the result from this last expansion, or (SD2), with the
results from other expressions, namely (AS1), (CS1) and (SD1). The region of validity
of (SD2) is such that simultaneous comparisons with (AS1), (CS1) and (SD1) have
to be performed. The localized nature of the critical value at (60, vo) requires us to
adapt the parameterization of I+. Hence, instead of presenting the results in terms
of (9, p), we use |(12 , where it is understood that comparisons are achieved within
c over the whole range of arg ('1/2, i.e. [77r/6, 57r/3]).
We first assess the validity of (SD2) at R = 16 by comparison with (AS1) and
(CS1) which are complementary. For (9, V) in [80, 300] x [30*, 900], an error smaller
than 10-' is ensured everywhere, while errors smaller than 10-6 are achieved in the
range [300, 400]. We pursue this investigation by including the results from (SD1) in
a region defined by: 9 > 9mm as given from Table 6.1, |(1/21 > 5. 10-1, 9 < Om.. as
given by Table 6.2 and ,o > 400. We know that for values of R greater than 16, the
region covered by (AS1), (SD1) and (CS1) is connected and ensures a maximum error
of 10-6 (10- for R > 20). Thus by considering (AS1) - (SD1) - (CS1) as a composite
expression, the task is reduced to the comparison with (SD2). (The arrangement of
the various domains is sketched in Figure 6-16.)
Similarly to Section 6.4 we obtain the results of Table 6.4 by intersection of these
regions with portions of spheres of various radii. The convergence properties of (SD2),
similarly to (SD1), are surprisingly good as N varies from 2 to 10 at R = 16. The
overall error bound of 10-' indicates a limitation in the accuracy of (SD2) for lower
values of N. This tendency is confirmed by the improvement of the accuracy for
larger values of 9, i.e. larger values of N. From this exploration, it appears that the
volume of the region of validity of (SD2) is significant. This observation is consistent
with the results of Ursell (1965).
These properties of accuracy and the features of the coefficients of the expansion
leads to further remarks on the numerical and mathematical characteristics of such
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Figure 6-16: Arrangement of the regions of validity of (AS1), (SD1), (SD2) and (CS1)
in terms of 9 and <p
Table 6.6: Explorations of the
- (SD1) - (CS1) and (SD2)
intersection between the domains of validity of (AS1)
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R |________| _ e______
20 [0.5, 0.8] < 10-5
30 [1.2,11.25] < 10-6
40 [1., 1.25] < 10-6
100 [0.75,1.25] < 10-7
1000 [0.5,0.8] < 10-7
El
an expansion.
6.5.4 Fundamental properties of catastrophe expansions
We emphasized in Section 6.5.2 the slowly varying behavior of the coefficients of the
expansion (6.13) as functions of (6, V). We now describe the decomposition which is
implied in writing (6.13). We illustrate our assertions by considering I+ for V = 900
which corresponds to the case where both the source and the field-point are on the
free-surface. The computational domain chosen is a sector 8* < 6 < 30* and 16 <
R < 40. We know then that the accuracy of the results given by (6.13), is greater
than 5 significant digits. The potential w appears as in Figure 6-17.
xI
Figure 6-17: The potential w for Z = 0, in the sector 8* 06 < 30* and 16 < R < 40
Let us decompose (6.13) in two sums: one associated with the Airy function
(Figure 6-18), the other associated with its derivative (Figure 6-19). This second
component is of weaker contribution than the first one, and consequently we will
only consider the latter. However the decomposition we carry on is identical for both
components.
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Figure 6-18: The component in Ai of w at Z = 0 for 8* <e < 30* and 16 < R < 40
Y
Figure 6-19: The component in Ai' of w at Z =0 for 8* <- 6 < 30* and 16 <- R 40
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We now break down the component in Ai in two factors: one involving the sum
E.y a./N' (Figure 6-20), the other the product exp[N f(zi, )] Ai (Figure 6-21).
x
Figure 6-20: The real part of E,<7 a,(8, p)/N' at V = 900 for 8* < 6 < 30* and
16 < R < 40
No variations are visible here.
Figure 6-21: The real part of exp[N f(zi,0, p)] Ai(N 2/3 e2iw/3 C) at p = 900 for
8* < 9 < 30' and 16 < R < 40
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It is then obvious that all of the oscillatory behavior of this component is contained
in the term exp[N f(zi, a)] Ali. We go further in isolating the scaled Airy function
(Figure 6-22) from its factor (Figure 6-23).
Figure 6-22: The real part of Ai(N2/a e22/3 () for < = 90*, 80 < e < 30* and
16 < R < 40
Figure 6-23: The real part of exp[N f(zi,e,<p)] for <p = 900, 80 < e < 300 and
16 < R < 40
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The purpose of this decomposition appears clearly: the "transverse wave" part is
entirely contained in the factor exp[N f(zi, 9, sp)] while the "diverging wave" part is
embedded in Ai(N2/3 e21w/3 C). The complex interferences observed on the boundary
and inside the Kelvin wedge is thus accounted for by the modulation of these two com-
ponents and not anymore by their sum. This feature is similar to the transformation
of a sum of sine functions into a product. But more profound is the total decompo-
sition of the qualitative and quantitative properties of w onto the Airy function, its
derivative and the factor exp[NA(5)], with the series _, a./N' and E, b,/N' playing
the role of coordinates.
A universal property
Perhaps for the first time are we able to perceive in its entirety the power a catastrophe
expansion. This power is mirrored in the features displayed by our example of the
Kelvin potential; namely:
- a significant region of validity in terms of the parameter a' (or 9 and p) charac-
teristic of the uniformity of the expansion,
- a complete decomposition of a function (our integral I+) on a set functions
(here exp[N A(a')] Ai and exp[N A(di)] Ai') which contains all the oscillatory
information, leaving slowly varying (as functions of N and a) factors. (We use
here the term complete in the sense "up to negligible terms".)
These two characteristics are of course embedded in the procedure used to obtain
the expansion: the cubic transformation and the sequences (p,), (q,) of Chester et
al. However this decomposition is not unique: the corresponding Bleistein sequence
would yield similar results in terms of validity and decomposition property.
This power is in no way restricted to fold catastrophe expansions but is common
to any catastrophe expansion. The generality of this feature is inherited from the uni-
versality of the classification of catastrophes and their unfoldings, and the generality
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of the Bleistein procedure. This remarkable characteristic has been acknowledged in
quantum mechanics for the past 20 years at the theoretical level. However until now,
the sole application of catastrophe expansions to hydrodynamics is the 1960 article
of Ursell... Our numerical results not only confirm the validity of such approach but
also open new prospects for numerical applications.
A powerful numerical tool
We saw the promising properties of accuracy and robustness permitted by generalized
steepest descent expansions. The use of the method of steepest descents, or rather
of properties of holomorphic functions, is here crucial in its ability to reduce a global
behavior to local contributions. We have demonstrated through the treatment of the
Kelvin potential, that the algorithm devised in Chapter 4 for an ordinary steepest
descent expansion conveys this accuracy and this robustness to numerical evaluations.
More importantly and for the first time, we have shown that by following the guide-
lines of Section 5.6, a robust algorithm can be built which preserves the accuracy and
uniformity of a fold catastrophe expansion. However in numerical applications these
qualities are paid by a low efficiency: typically 10 times lower than the ones permitted
by series like (AS1) or (CS1). (It must be noted that the latter are of the order of a
100 times faster than a direct numerical integration of w to the same accuracy.)
In fact what we called the decomposition property of a catastrophe expansion pro-
vides us with means of improving this low efficiency. The major task in evaluating a
fold catastrophe expansion is spent in computing the coefficients a,(a), b.(c'). More-
over the accuracy of the numerical values of these coefficients worsens as s increases,
requiring extended mantissas if higher order terms were needed. But since these co-
efficients are slowly varying functions over bounded regions in a, we could replace
their costly evaluations by some appropriate approximations. Then the task would
be divided into two parts:
1. high accuracy computations of the coefficients in the bounded region in a, using
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an algorithm built along the guidelines of Section 5.6 regardless of its efficiency,
2. building of appropriate approximations of the functions a,('), b.(') in this
domain.
Finally the real time evaluation would consist in computing the Airy function, its
derivative and the coefficients using these approximations. Gains in efficiency of a
factor of 10 could be expected.
There exists no theoretical limitation in applying such scheme to other catas-
trophes or even ordinary steepest descent expansions. However, we have seen the
practical limitations of the procedures used for the fold catastrophe with respect to
their extensions to non-isolated catastrophes. It is only through future applications
that the practicality of such extensions will be assessed.
Before concluding this presentation of the Kelvin potential we propose a "new"
physical interpretation for the interferences present in Kelvin's ship wave pattern.
6.6 Some results on Kelvin's ship wave pattern
The obvious consequence of the algorithms for the computation of (SD1) and (SD2)
is to provide complementary expressions to those already existing: (AS1), (CS1) and
(AS3). Rigorously we cannot state that the physical domain is treated in its entirety
since we noted that an expression is missing to fill the region between (AS1) and
(SD1) for large R (typically a finite sector of mean 0 between 1* and 30). Values of
R up to 1000 are however uniformly covered but at a high price in the computation
of (AS1). The absolute accuracy provided by the current expansions is of at least 5
significant digits in the quarter of sphere R < 1000, X < 0, and higher (6, 7 digits
and higher) away from the region R ~ 16.
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1. The "classical" wave analysis
The form of the isolated col expansion (6.10) is a typical example of an ordinary
steepest descent analysis. It is then usual to attribute to each saddle point a part
of the wave system inside the wedge |6| < 60. Hence the transverse wave system is
identified to z1 while the diverging waves are associated to z2. In such analysis the
graphs of Figure 6-2 and 6-3 have a particular significance: !R{w;} and 2&{w;} gives
respectively the growth rate and the frequency of the corresponding wave systems for
large N's. The decomposition of the wave pattern as a sum of diverging and transverse
wave systems is classical in hydrodynamics. Contour lines of such a decomposition at
leading order for the case of the free-surface elevation, when both the field point and
the source point are on the free surface, can be found in Euvrard (1983, Fig. VIII.1,
after A. Gamst).
In fact the main information about this expansion, concerns its region of validity:
(SD1) is characterized by a high accuracy despite the low values of N = p, typically
as small as 1, at which it might be used (see Table 6.1). More interest lies in the
study and interpretation of the wave field closer to the critical line 9 = 00.
2. A "non-classical" analysis
We first note that the region of validity of (SD2) covers an important part of the
wave field behind the disturbance: more than half of the Kelvin wedge is accurately
described by (SD2). The numerical values for the leading order given in Ursell (1960)
for 100 < 9 < 200, as well as the statement in Ursell (1965) about the extensions of
the validity of (6.13) to larger regions, were totally a propos. Contrary to the usual
opinion among hydrodynamicists, the expansion in Airy functions is valid in a much
wider region than the near vicinity of the critical line, and this for values of the radial
distance R as small as 16. This is clearly visible in the portion of sector 8* < 9 < 230
95 < R < 135, shown in Figure 6.24. Many diverging waves are present in this patch
which describes fairly well what a ship wave pattern resembles. We may even wonder
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if the expansion (6.10) is of any numerical use in view of its small region validity
(between 20 and 60)!
X/\
/ \
/ Z\
Figure 6-24: The potential w for <p = 90*, 80 < 6 < 23*, 95 < R < 135
An interpretation of the transition region around the line 8 = 60 when both
the source and the field-point are on the free-surface, is clearly suggested by the
decomposition carried out in Section 6.5.4. A rectilinear wave front along 8 = O0, of
amplitude decaying as the radial distance R increases through the factors in N- 1 /3 ,
propagates like a plane wave system. This wave system which corresponds in fact to
the diverging waves, is modulated by the transverse wave system. Hence we depart
from the "summation of contributions" assumption of the classical wave analysis. This
interpretation is in fact far from being new, at least in optics and quantum mechanics,
and is common to any fold catastrophe in asymptotics of integrals! We should note
that the product exp[N f(zi, d)] AXi(N2/a e2iw/3(C) comes originally from the products
exp[N (f(zi, 5) + f(z2 , 5))/2] Ai(N 2/3 e2sw/3 C), and thus that the modulations due
to the diverging wave system present in both parts of this last product are canceling
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out, leaving only the modulation from the transverse wave system. It must be noted
that only the diverging wave system presents a wave front. The transverse waves do
extend beyond the critical lines although with a vanishing behavior driven by f(zi, c).
Identical interpretations can be made for a submerged source. Naturally the Airy
function does not present anymore a pronounced transition as for the case of zero
submergence. The argument of Ai, or N 2/3 e2i1r/3 (, is no more purely real: in other
words the fold catastrophe only takes place when Z = 0. However, for small sub-
mergence of the pair source-field-point, the influence of the fold catastrophe is still
significant. Such examples are given for the potential over the domain 4 < Y < 15,
-16 < X < -40, for various submergences d of the source: d = 0 (Figure 6-25),
d = 27r/100 (Figure 6-26), d = 27r/10 (Figure 6-27) and d = 47r/10 (Figure 6-28),
where 27r is the wavelength of the transverse wave system.
Figure 6-25: The potential w at d = 0 over the domain 4 < Y < 15, -16 < X < -40
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Figure 6-26: The potential w scaled by exp[d/2] at d = 27r/100 over the domain
4 < Y < 15, -16 < X < -40
Figure
4 < Y
6-27: The potential w scaled by exp[d/2] at d = 27r/10 over the domain
< 15, -16 < X < -40
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Figure 6-28: The potential w scaled by exp[d/2] at d = 4r/10 over the domain
4 < Y < 15, -16 < X < -40
As the submergence increases the magnitude of the potential decreases (and this
independently from the factor exp[-d/2]). The diverging waves which are predomi-
nant in the structure of the wave pattern for d = 0 and even d = 2r/100, are much
weaker for d = 27r/10, and have nearly totally disappeared for d = 47r/10. This phe-
nomenon is again accounted by the Airy function whose arguments is of increasing
modulus as the submergence increases. Thus only the transverse wave modulation
associated to exp[N f(zi, a')] remains: R?{f(zi, a)} is a slowly decreasing function of
z as can be seen in Figures 6-2 and 6-3.
Such computations are not limited to this domain. In any case the same features
would be observed in any portions of the sector 8* < e < 40*. The presentation of
a full wave pattern, i.e. extending to small but non-zero values of p does present
some practical problem relative to the number of grid points. The patch of Figure 6-
23 by example, required 100 points in the radial direction and 400 points in the 8
direction. The constraint of representing the diverging waves without distorting them,
necessitates the use of adapted grids when treating the vicinity of the x-axis.
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All the results presented here, are in terms of the potential. However, quantities
like the wave elevation, or any derivatives of the potential can be obtained with
minimal additional effort. The necessary modifications take place at the stage of
the computation of G k): the function g(z, a) must be replaced by its corresponding
equivalent. In addition it is necessary to redefine the sequences of radii (Op,) and
(o,,), but no further modifications are necessary. Integrals of the potential can also
be treated in the same manner, as long as the integrand, or g(z, 5) exp[N f(z, a)] is
integrable in closed form with respect to the parameter 5.
This concludes our example of the application of our algorithms to the Kelvin
wave source potential.
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Chapter 7
The impulse response Green
function in finite depth
We present here the second example of the method of steepest descents applied to
the numerical evaluation of an integral. This example pertains again to the field
of free-surface hydrodynamics and is of interest in several aspects. The difficulties
associated with this new integral differ from those encountered in Chapter 6 with
the Kelvin wave source potential. The main problem is here to derive an analysis
which would result in a uniform expansion: indeed, the form of the integral we are
considering places the problem of its uniform treatment beyond the theoretical frame
of Section 1.2.
Several attempts of treatment of this integral (or related functions) using the
method of steepest descents have been made: Kajiura (1963), Newman (1990) and
Ursell (1991). All these results reduce to the same interpretation, namely: a fold
catastrophe along with a coalescing singularity in the integrand function g. The na-
ture of this singularity - a logarithmic branch point - and the presence of a large
parameter in the argument of g render these analyses difficult to justify. In addition,
as emphasized by Ursell, the validity of the resulting approximation is extremely
limited. Nevertheless we follow this approach and present an asymptotic expansion
for the impulse Green function. In the process, we deal with integrals for which the
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Levinson's transformations are trivial, thus avoiding most of the difficulties proper
to the fold catastrophe and detailed in Chapter 5. Consequently, we have the luzury
of having a complete knowledge of the functions G(u, '), enabling us to devise sim-
ple, robust, but specific algorithms for obtaining the coefficients of the expansions.
A numerical implementation shows that if the final expansion is well behaved, its
approximation of the Green function is unsatisfactory. The reason of this failure,
far from being obvious, seems to deny any possible uniform treatment through the
method of steepest descents. Consequently, we outline an new analysis based on
asymptotic approximations of two-dimensional integrals, which should yield a uni-
form expansion of the impulse response Green function. The complete justification
of this analysis lies beyond the scope of this work.
7.1 A mathematical problem
By the beginning of the XIX-th century, the problem of the evolution of the free
surface after an initial perturbation in the theory of linear free-surface waves was the
subject of a prize problem issued by the French Academy of Sciences ("Acad6mie
des Sciences"). Both Cauchy in 1815 and Poisson in 1816, independently, answered
the question in the case of infinite depth. Subsequent studies of other variants of
this problem - known now as the Cauchy-Poisson problem - were made by other
hydrodynamicists. Among those, was Lord Kelvin who formulated his principle of
stationary phase (Kelvin, 1887a) in order to infer the behavior, for large times and
distances away from the initial perturbation, of the three-dimensional solution in infi-
nite depth. The study of the two-dimensional case was undertaken by Lord Rayleigh
(1909) both in finite and infinite depth. The interest in first finding these solutions
and then studying their behavior was legitimate in regard of their general character
both for unsteady and steady problems. Hence the approach of Kelvin for ship wave
patterns (Kelvin, 1887b), was to consider an infinite sequence in space and time of
impulse disturbances. Knowing the solution for an impulse, the wave elevation was
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obtained by its indefinite integration thus yielding the steady solution.
For the problem of the impulse response in three dimensions, it is worth having
in mind the case of infinite depth as Lord Rayleigh did:
6 In infinite depth, the phase velocity of waves as function of their wave length is
unbounded. This corresponds to the stretching of the disturbance in space as time
increases: the longer the wave length is, the higher its phase velocity is.
* In finite depth however, the upper bound (V/g~, if h denotes the depth, and g
the acceleration of gravity) on the phase velocity results in the presence of a transition
region corresponding to a local, but moving, accumulation of energy. This transition
- a wave front - moving at the velocity 99 7E clearly separates two regions: one
ahead of the front for radial distances x >> t 9f~5 characterized by the absence of
waves (or rather the presence of only evanescent modes), the other behind the front
(x << t V/g E) where waves are clearly visible.
This distinction between finite and infinite depth is also valid for the two-dimen-
sional cases. It is also interesting to relate the elementary solution for the three-
dimensional case in infinite depth - with no wave front - to its equivalent with steady
motion, the Kelvin wave source potential, which presents wave fronts along the critical
lines. This calls for caution in any attempt of generalization of the features of a given
case to another. In the presence of a wave front in finite depth we can expect to
identify a catastrophe in the corresponding mathematical formulation of the solution.
This is indeed the case, as highlighted by Whitham (1974), for the impulse response
wave elevation in two dimensions (although without the formalism of catastrophe
theory!). An Airy function (characteristic of the fold catastrophe) appears quite
obviously in the asymptotic behavior for large times and distances close to the wave
front. The argument of this Airy function is proportional to the non-dimensional
distance (1 - X/T) (where X = x/h and T = t \/g/h). We could immediately
conclude that the three-dimensional case would be similar and thus expect again the
presence of an Airy function. Rigorously, however, since we know that the three-
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dimensional case does present a wave front, we should only presume the presence
of a catastrophe in the mathematical solution. The determination of the type of
catastrophe is then left to the analysis of the solution.
The three-dimensional case has been in fact treated by Kajiura (1963) as a model
for the behavior of an idealized tsunami. The initial condition was then of an impulsive
displacement of the bottom in a radius about the origin at t = 0. Kajiura found that
the leading order involved the integral:
J 0U exp i + i U2du (7.1)
where the parameter p is again proportional to (1 - X/T) (for details see also Mei,
1983). As noted by Kajiura, this integral is in fact:
d2  +x .u6  2 1 d
exp [ - + i p U
We recognize here the incomplete generalized Airy function U5((, ro) (using the no-
tations of Section 1.2.3) with (= (0, -p, 0, 0) and Po joining 0 to oo e-/4. In the
formalism of catastrophe theory, this integral is related to the partial derivative of
the butterfly integral:
[ 6 4U ~ f)=jexp[6 +Z U] du (7.2)
on the real axis 1 = = (4 = 0 in C 4. Hence the catastrophe associated to the
wave front in this case is the butterfly catastrophe which denotes, a priori, a much
more complex behavior than for the two-dimensional case.
When looking for the time solution potentials for large objects of complex shapes
such as offshore structures or ships, a slightly different integral than the ones previ-
ously mentioned is involved: namely the initial condition is given as a Dirac at t = 0
in terms of source strength. Solving the corresponding numerical problem after dis-
cretization of the body involves the numerical evaluation of this function at each point
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in space and time. As already seen in Chapter 2, the requirements for robustness and
efficiency are such that numerical integration techniques are inappropriate for large
times and distances. The consideration of the finite depth case is particularly relevant
to offshore structure problems, and as noted by Newman (1990) lacks the attention
that the infinite depth case was given.
In what follows we will be concerned with the time dependent part of the impulse
response Green function which can be written (Newman, 1990, eq. (23) & (25)):
4(X, Z, Z', T) = g1/2 h-3 / 2 [6(T) F1(X, Z, Z') + F2(X, Z, Z', T)] (7.3)
for T > 0, and where F 2(X, Z, Z', T) = F(X, Z - Z', T) + F(X, 2 - Z - Z', T) is the
time dependent part, with:
/+00 W(k) cosh(Vk)
F(X, V, T) = 2 f sh 2k sin(Tw(k)) Jo(Xk) dk (7.4)
The function w represents the dispersion relation: w(k) = vk tanh k based on the
non-dimensional quantities:
- X, the horizontal distance between the source point and the field point, non
dimensionalized by h, the water depth
- Z and Z', the non-dimensional altitude of the source point and field point, with
respect to the plane of the free-surface
- T, the non-dimensional time t g/h
Subsequently we will only consider the integral F of (7.4) which contains all the in-
formation regarding the propagation in time of the initial disturbance. This function
only differs from the two-dimensional case by the presence of the Bessel function JO in
place of a cosine function of the same argument. Although both functions have very
similar behaviors for large positive and real arguments, the Bessel function Jo compli-
cates significantly the matter. However Kajiura in his particular case, by relating JO
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to the Hankel function of the first kind H(1) and using the asymptotic expansion for
large arguments of the latter, obtained his result involving the integral (7.1). A sim-
ilar approach was followed by Newman (1990) for F, although independently from
the earlier work of Kajiura, and resulted in an asymptotic behavior involving the
square of an Airy function. Both of these results consisted in the leading order only
of the corresponding functions. A complete asymptotic expansion was later given by
Ursell (1991) for the Cauchy-Poisson problem. We now give an overview of this last
approach before applying it to the function F of (7.4).
7.2 The result of Ursell
Ursell considers the solution to the Cauchy-Poisson problem, that is the response to
an impulse disturbance of the free-surface elevation at t = 0. In particular the integral
(if written in non-dimensional coordinates):
+0o
T (X, T) = j Jo(Xk) cos(Tw(k)) k dk (7.5)
is treated.
The first obstacle to a steepest descent analysis is the dependence of T on two
large parameters X and T. The form of the integral strongly suggests a stationary
phase approach, but in order to apply the method of steepest descents, it is necessary
to extend the integrand to an holomorphic function of its variables. More precisely
the integrand should be in a form:
g(Xk) eXr(k) ejw(k)
where g would be such that k i-* |g(k)| exp[-a k], Va E IR+* is bounded in parts of
the complex plane.
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Ursell does so by introducing the Hankel function of the first kind, yielding:
T(X, T) = H( (Xk) cos(Tw(k)) kdk (7.6)
where r, joins -oo to +oo passing above the logarithmic branch point at k = 0. The
advantage is then that H()(Xk) exp[-iXk] is bounded in the half plane ak > 0.
From there T is rewritten as:
1
4
with:
= j HP')(Xk) e -iXk exp[i(Xk ± Tw)] dk (7.7)
In writing the exponent function as T (kX/T w), it can be seen that 'I- accounts
for the main contribution to 'I. Under the assumption that X/T stays in a small
enough neighborhood of 1, the saddle points of f(k,X/T) = kX/T - W are in a
neighborhood of 0. f can then be approximated by the polynomial:
f(k, X/T) ~ - (1 - )
and %F- replaced by the integral:
/ oo i /61A = J H2')(Xu) e-lXu exp i (-+ u) udu (7.8)
ooeisw/6 3
with 7 = 2(X/T - 1). The canonical form of a function with two coalescing critical
points clearly appear in the exponent function: the Levinson's transformation is
here simply the identity. It remains nevertheless to expand in a series in u, the
function H)(Xu) exp[-iXu] . The difficulty is here that X is large while u is in a
neighborhood of 0, and no local series expansion can be used legitimately. Ursell, by
means of the inverse Mellin transform, expresses H(1)(z) exp[-iz] as:
1 1/4+ioo
H' )(z) exp[-iz] = -- z~ e 2c(s) ds
7124-o
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with:
K(5r *1 2 (s) r(l- s)
(, )n~s) =2
This leads to:
Z0CoetW/6 e [. T 13U 7) 1/4+ioo
Jcoe5l/6 e 1/4-ioo
Ces"/6
X-' e ' X(S) JoceiSr6
X- u-1 '' n(s) ds du
Ul-'exp i-- p3 (u, 7) du ds
with the notations
is legitimate.
of Chapter 1, and where the interchange in the order of integration
Obtaining the asymptotic expansion consists then in shifting the contour of integra-
tion in s to the right. In doing so, the integral in s is transformed into a sum of
residues over the poles of K(s): s = m + 1/2, for m in IN. Hence the expansion is:
* 
dm
A =O (2X)m-1/
2
oCe i/6 T du
C./ [ **p i 2 ( ue-2)i m-1/2
with:
d_ - ( 1)m P2 (m + )
ra/2 I(m + 1)
If the integrals in (7.9) are denoted B(m - 1/2, y, T/2), Ursell proves the relation:
T T (s -1) T
B(s - 1, 7, ) - B(s - 3,77, ) = -2 T B 2(s, 1, ) (7.10)
and the identity:
B(1/2, , 1) = 2s/s 3r/2 Ai 2(2 2 / 3 7) (7.11)
Relation (7.10) signifies that (7.9) can be expressed in terms of B(1/2, , T/2),
B(-1/2,,q, T/2) and B(-3/2,y, T/2), where the last two functions are proportional
to the first and second derivatives in q of B(1/2,77, T/2). This canonical function is
not simply the Airy function as in the two-dimensional case, but a generalized Weber
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J 1/4+ioo1/4-ioo
(7-9)
A = 
-
7r2
function in the sense of Section 1.2.3. Although the asymptotic expansion of 14)
for large arguments has not been used in the process, Ursell notes that using this
expansion would bear an identical result.
Identity (7.11) relates the leading order found by Newman (1990), to the result of
Ursell. Moreover, if we perform the change of variable u = v2 , we recover a derivative
of the butterfly integral, and thus a form equivalent to the result of Kajiura. This same
identity furnishes also means of evaluating numerically, and efficiently, the canonical
function (and its derivatives), instead of having to devise methods to compute the
butterfly integral.
The form of (7.9) requires some comments. The integrals involved present square
root branch points at u = 0 from which the dependence in X has been extracted.
The series in (7.9) appears then as an attempt of uniformly decomposing the behavior
of H14)(Xu) on a sequence of rational functions. However this decomposition is
non-uniformly valid in a non-vanishing neighborhood of 7 = 0. This comes from
the fact that the behavior of H1)(Xu) is not uniform with respect to X in a fixed
neighborhood of u = 0. Hence the expanded form of (7.9), obtained by repeatedly
using recursion (7.10), has decreasing terms only for small values of l7| (of the order of
O(1/V/T)) as remarked by Ursell. However this expansion might still be of numerical
interest, since we are concerned with a fixed accuracy, and in any case is worth
considering from the algorithmic point of view.
7.3 An asymptotic expansion in terms of the but-
terfly integral
We have seen that it was sufficient to treat the function F of (7.4). Following the
same approach as Ursell, we rewrite F by introducing Hdl.
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Hence: /w(k) cosh(Vk)
= f wk sh(k ) HO')(Xk) sin(Tw(k))dk
Jr1  sinh 2k
where r1 is defined as in Section 7.2. For convenience we perform the change of
variables k = iu, so that:
F = g(u, V) h(Xu) e-Xu sinh(T(u)) du
where P2 now joins ooe-iw/2 to ooeiw/2, passing to the right of the origin, and with:
_ 
&(u) cos Vu(u,V) sin2u
D(u) = V/u tan u
h(Xu) = H()(iXu) eXU
F is then expressed as: F = (I+ - I-)/2 where:
I± = g(u, V) h(Xu) e-Xu exp [-X u t T 5(u)] du
A priori both integrals I+ and I- contribute (through their real part) to F, how-
ever only I+ is of importance. This last assertion is directly related to the problem
of finding the relevant cols.
7.3.1 The relevant cols
Finding the set of relevant cols necessitates a somewhat detail study of the exponent
functions.
Let f+(u, a) denote the functions -a u±Ci(u). f+ inherit the same branch points
as j;, namely the points u = (2k + 1) 7r/2, k in Z. In addition C is defined such that
&(ew u) = e'r 3(u) resulting in &' being holomorphic in the disc D,(O,ir/2). Thus r
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is an odd function of u, holomorphic in the region:
U \ { [(2n + 1) 7r/2, (2n + 2) 7r/2] U [-(2n + 2) 7r/2, -(2n + 1) 7r/2] }
n=o
where the omitted segments represent the necessary branch cuts. (This is illustrated
in Figure 7-1 for the real and imaginary parts of Y'.) However we have seen the
importance of defining functions on simply connected domains. Hence we define C
on the domain D; = ( \ { ] - oo, -7r/2] U [7r/2,+oo[ }.
Figure 7-1: Real and imaginary parts of j' in the strip 0 < Ru < 10, -0.5 < u < 0.5
(A good example of the algorithm of root extraction described in Appendix D: the
reference values are taken along the imaginary axis.)
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Finding the cols of f+ is then equivalent to finding the solutions of:
Y(u) = ±x for x real and x in a neighborhood of 1, u E D; (7.12)
Since ' has singularities in (u - (2k + 1)r/2)-3/2 at the branch points (2k + 1)7r/2,
and in (u - (2k + 1)?r/2)-1/2 at the branch points kir, k / 0, equation (7.12) has
obviously at least one solution in some neighborhoods of these points. Using the
additional property that ZD(V) = D(u), also true for its derivatives, we deduce that
there exists in fact two solutions, conjugate one of the other, in such neighborhoods.
Denoting these solutions uk and uk for f+, we have a countable infinity of solutions
given by:
U {, ,,-u (7.13)
n=1
where u+ is in a neighborhood of nir, while u; is in a neighborhood of (2n - 1)r/2.
In addition f+ has two additional saddle points in a neighborhood of 0 denoted uo
and -uO where uo is real if x < 1, imaginary if x > 1, and 0 if x = 1.
It remains of course to determine the relevant saddle points or finding the appro-
priate paths in the graphs G1 + and G1 -. The practical task of building the graphs
of f+ and f- is rendered difficult by an infinite number of cols. In this process, the
formalism of Chapter 3 and the properties of the graphs Gf+ and G1 - are extremely
helpful. We refer here to Figures 3-9 and 3-10 of Chapter 3, where the basins of f+
and f- are given in the domain [-10,10] x [-2,2] for a = 1.2 for f+, and a = 1.0
for f-.
Having noticed that af*(u) = af*(-z), we can infer that:
* For f+, only uo and -uo are possibly relevant for any value of a. More precisely,
only uo (assuming uo > 0) is relevant for a > 1, both uo and -uO being relevant for
a < 1. The values of a > 1 are ramification values for uO and -uo only, while any
a < 1 is non-critical for f+. This comes from the relations:
Va 0 < af+(uo) < af+(ut) < ... < 2f+(un+) < af+(u++ 1 ) < ...
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9 For f-, we have the following relations:
Va 0 > f-(ui) > ... > 2f (u-) > af-(u- 1 ) > ...
and similarly for the real parts. In addition a is always a ramification value for any
pair (ug, -un). The above relations ensure that the graph of f-, G-, is identical for
any two distinct values of a. Since for a = 1.0 all of the cols u-, u are relevant, they
will be relevant for any other value of a. (The cols -u-, -- u are also relevant but their
contributions to I- are without effect since a is a ramification value for f-.) Hence the
contribution of I- is in fact an infinite sum over n of the contributions from the cols
u;, u~ ! From the above relations and since I exp[Tf +(±uo, a)]| >> I exp[Tf-(u-, a)] I
for T >> 1, uniformly for a in a neighborhood of 1, the contribution from I- is in
fact exponentially small and we only need to consider I+.
We now impose a to be in a small enough neighborhood of 1, so that we may
approximate f+(u, a) by the polynomial P3(u, ()/2 with ( = 2(1 - X/T), under the
condition that 1(15/2 << 1. The extension of the region of validity of the expansion
to larger values of |J (larger domain around the wave front) would then require to
consider the exact Levinson's transformation u '-4 v defined by: f+(u, a) = p 3 (v, ()/2
requiring to use the procedures described in Chapter 5. However we choose the above
approximation since much stronger limitations bear on the validity of this expansion,
as we have seen in Section 7.2.
7.3.2 The butterfly catastrophe expansion
We are thus reduced to consider the integral:
j g(u, V) h(Xu) exp p3 (u, () du (7.14)
where 1'3 is now joining ooe-i/3 to ooei'r/a
and for which we follow the procedure of Ursell outlined in Section 7.2. There is no
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obstacle in doing so since the change in the order of integration, and the deformation
of the path of integration in s (see Section 7.2) are legitimate. Thus, this results in
the asymptotic expansion:
2- 00 ** 2(n + 1)
7r3/2X1/2 D-1 r(n + 1)
1 1In(T, V,()(2X)n (7.15)
where:
In(T, V, () = j g(uV) exp [ P3(U,) du (7.16)
Similarly to the case considered by Ursell, we are now left with integrals - In -
presenting square root branch points at u = 0. If in our case the functions in factor
of the exponential - g(u, V)/un+1/ 2 - are not of simple form, the integrals In are
suitable for an application of the generalized method of steepest descents. Hence, by
applying directly the procedure of Bleistein corresponding to the coalescence of two
saddle points with an algebraic singularity, we obtain (see eq. (1.34) of Section 1.2.2):
T)("-1/ 2 )/ o (T -k 2 T -p/3
k=0 p=o
with, according to the notations of Section 1.2.2:
(7.17)
u,(W,0,a) = u-"-1/2 exp[p 3(u, W)]du W=(T )2/3
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Pn(, (1C) U'(,, ( W, o0, r 3)
and with (P(P) defined through - see (1.32) and (1.33):
Go(u, V) = g(u, V)
Gn,k(u, V, ()
Gn,k+1 (U, V, ()
= Rn,k(U, V, C) + L(u, C) Hn,k(u, V, C)
2
where R,k(U, V,() = ZPP (Vi ) u
p=O
aS-u -- H,k(u, V,()+Bu
1
(n - -) Hk(U, V,()2
( I(u,() = u 3 + C u = u p(u,C )
The series (7.17) is asymptotic for large values of T, and obtaining the full expan-
sion at the wave front is just a matter of replacing each I by its asymptotic expansion
in (7.15). However we rearrange (7.17) as follows:
I n ~ 2 T "-1/6  ( T)
k=O
2
ZT
p=o
Pnd(V, () Un-p (7.19)
where (Un) satisfies the recursion:
1
2++=2n + 1 [T-2 Un-2 + C Cn] (7.20)
and:
Uo = us(f', r4)
r4) = T2/3
T 2
= T4/3 i96(2 ', W r4)= T 4/3
82
2C 5w14
14
with U5 defined by (7.2), P4 a path joining ooe-i'/6 to ooe*/6, and Wi?' being
(0,C T 2 / 3/2,0,0).
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(7.18)
U_1 = T2 /3
U- 2
a +
2Us(#', 7
It is not necessary to express the canonical function U2,1 in terms of the butterfly
integral U5 in order to obtain the recursion (7.20): the relation (7.10) is sufficient. The
point is here to interpret the combination of a fold catastrophe and of a coalescing
branch point at 0, as a catastrophe itself. This is possible here, and the catastrophe
we are concerned with, is the butterfly catastrophe.
By chance we are only dealing with a trace of the butterfly catastrophe on the real
line i = 6 = 4 = 0, instead of the complete space of parameters C4 (? IR'). For
this reason only the even derivatives of U5 in (1 are present in the expansion (instead
of the four derivatives BUs/(1a,. .. ,84U/8i4 for the general case).
The interpretation we propose is obvious for 1 which is in fact the leading behavior
in (7.15) as X and T are large, and ( in a neighborhood of 0. For the other integrals
I,, n > 1, the decomposition given by (7.17) is not so clear. However the recursion
relation (7.20) indicates that the expansions are in no way different in essence. Simply,
the coefficients of these expansions, once they are in canonical form (i.e. in terms of
Uo, U- 1 , U- 2 ), are not directly given by the Bleistein sequence (Rnk).
Aside from such considerations, remains the problem of evaluating these coeffi-
cients, or of devising the appropriate algorithms. We have seen in Chapter 4 and 5
that the procedure of Bleistein, at least in its contour integral formulation, was of
no practical use. We even preferred the method of Chester et al. for the treatment
of the fold catastrophe. But here, in presence of a coalescing branch point, we are
bound to find a numerical equivalent to (7.18).
7.3.3 The algorithms
The algorithms we present here, are entirely case specific. We are thus departing
from the constraints we fixed in Chapter 2. We could certainly devise algorithms for
the case of the coalescence of two cols with an algebraic singularity in the same spirit
as Chapter 5. However, their application to the impulse Green function would be
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awkward in view of the analysis of Sections 7.3.1 and 7.3.2. In other words by doing
so, we would deny the knowledge we have about the integral I,, and thus overlook
important simplifications. This knowledge - the analytical expression of the function
g(u, V) - provides us with the entire series of g(u, V) at u = 0. Hence we have access,
in theory, to the analytical formulas of these series coefficients as functions of V.
A general algorithm
Let us, for the moment, assume that we have a similar knowledge of G(u, al) of (1.29)
(see Chapter 1) and that _() and -0 ) are known functions of c. In fact we only
need the ability of computing the numerical values of these quantities for any a'. (This
requirement might seem weaker but in practice is as strong as the analytical knowledge
of the functions themselves.) Starting then from an approximant of Go in the form of
its truncated entire series at u = 0 - a polynomial in u of a certain degree - it is easy
to derive, at the level of symbolic computation, a procedure for the computation of
the coefficients of the various polynomials Rk, Hk and Gk. Such a procedure results
in explicit relations (functions of k) between the coefficients of these polynomials
or, if fully evaluated, in complete analytical expressions for the coefficients P(P) in
terms of 3(a'), c(a) and the coefficients of Go(u, a'). These explicit relations can in
turn be used as algorithms for the numerical evaluation of the coefficients PP) The
generality of these algorithms is then only restricted by the assumption we made, i.e.
the knowledge of the entire series of G(u, 5). However we need to keep in mind that,
for the results to be valid, all of the points fl,(5) and cols us(a') have to be within
the disk of convergence of this series. This might significantly restrict the domain of
validity in the a'-space of the above algorithms in certain cases. (These limitations
are consistent in our case with the approximations made in Section 7.3.2 and do not
entail any further the validity of the final results.)
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A specific case
By being more specific in our assumptions, i.e. by imposing (r,) (see (1.28)) and m
to be fixed, it is then possible, in reasonable cases (for moderate values of m and
q), to derive simple relations corresponding to each of the equations of (1.32). This
corresponds to the lowest level of abstraction, level suitable to an implementation in
any programming language.
Naturally we chose this last approach here, and detail the various steps implied
in (7.18).
a) Computation of the polynomial Go(u, V)
Since we know the expression of g(u, V) (see Section 7.3), we can obtain, through
symbolic computation, the coefficients of the truncated entire series as functions of
V. This entire series is even in u and its coefficients are even polynomials in V. Thus
we have:
PGO
Go(nV ) ~ Gk()(V2 2p
P=O
where God = 0 for p odd, and the degree of God in V 2 is p/2.
These polynomials are uniformly valid in V and their coefficients are computed once
PGo is fixed. The numerical values of Gf) (V2), p even, are then evaluated for each
new value of V.
In practice, since we know that V lies in the interval [0,2], we compute the coeffi-
cients of Gof)(4 v) where now v is in [0,1] (v = V 2 /4). This allows the elimination of
coefficients of magnitudes smaller than a certain tolerance, resulting in a significant
gain in number of FLOPs (from 30% to 70% at this stage).
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b) Euclidean division of Gk by T
Here we take
relations for k
advantage of the fact that * is of simple form. We have then the
< E(pGo /3):
H(PGk~ - G(PGk)
H(p) G4) - ( 2
1f(p) - (+3 -CH f(p+2 ) 0 p PG, - 5
and
p( 2 ) -( H
P(1) G - ()
P(o) - G0
with the notations: Gk = P> G(p u, etc... and where we have dropped the depen-
dencein n.
Such relations do not raise any difficulty whether in terms of numerical properties
(a priori ( is in - 1, 1[, and the above relations are stable) or implementation.
c) Obtaining Gk+1 from Hk
The differential equation giving Gk+1 from Hk results in the following linear relation
in terms of polynomial coefficients:
G(+= (n - p - 1) H(P) 0 p : PHj, = PG. - 3
Again, its implementation in floating point numbers does not raise any difficulty.
A variant may include at this stage the factor 2/T in order to avoid overflow for large
values of n and p.
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d) The asymptotic expansion of I,
The combination of the three above procedures, allows us to obtain the values of P(P)
0 < p < 2, for any n and k, k < E(pG/ 3). It remains to perform the summation
in p of (7.19) involving U,, Un1, Un- 2 expressed by their projections on the basis
UO, U- 1 , U- 2 . This is done through the use of recursion (7.18) with the initial terms
given by Uo, U_1, U- 2. The form of (7.18) was chosen so that (Un) is decreasing in
sequence of 3 as soon as T > 1, and |(| < 1. This induced the coefficient in factor of
(7.19) which is included when summing the series for T+.
The indices at which each of the sequences (Pp), 0 < p 2, are truncated, are
bounded by E(PGO /3), where PG0 is the degree of the approximation of Go. In fact
the actual number of non-zero terms might be smaller than this bound by a half (this
is the case for n = 0).
The asymptotic summation in (7.19) is performed in fact on three truncated series,
one for each of the three component of the basis (UO, U- 1 , U- 2). Hence a truncation
test is applied independently on each of the three finite series. This test is based on
an alternative of the type (4.33) of § 4.3.1 1, along with an enforcement of the bound
on the indices.
e) The asymptotic expansion of I+
The contributions from each In, n > 0, are incorporated in (7.15) under the form:
23/2 T 1/2 T 2 2 -I+ ~ i-2 a(n)y T-P P(Pk U,_,p (7.21)
712Xn=0 k T pO n
with:
a(0) = 1
1
4nh
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The truncation bears again on each of the three series in n, defined by the generic
terms a(n) (T/2X)" ('K(i'n) ... ) -_, 0 < i < 2, where the indices K(i, n) are given
by the truncations of the asymptotic expansion of In. Since the series in n are a
priori infinite, an arbitrary upper bound on n is a precaution against unnecessary
computations for small values of T and X or large values of C.
The asymptotic properties of (7.21) are more easily perceived if T/X is replaced
by 2/(2 - (). The behavior for varying k, all other variable being held fixed, is typical
of an asymptotic expansion as the magnitude of the coefficients are increasing past a
certain row, this again for values of C in a neighborhood of 0. For varying n however,
the magnitudes of all terms are decreasing if C < 1. This last property emphasize the
importance of having a truncation test based on a fixed tolerance and upper bounds
on the indices.
f) The computation of Uo, U 1 , U-2
The final step is the computation of the canonical function and its derivatives. Al-
though we have expressed the expansion (7.15) in terms of the butterfly integral, we
use the identity (after (7.11)):
U5 ((0, o2, 0,0), F4 ) = i 25/6 7r3/2 Ai 2(-2-/ 3 (2)
to compute U5 and its first two derivatives in 2. These derivatives are then expressed
in terms of 2, Ai and Ai' only.
We conclude here the presentation of our algorithm for the impulse response Green
function in finite depth, whose global arrangement is given in Figure 7-2. We can
only emphasize the ease with which we devised the various components. The dif-
ference with the procedure presented in Chapter 5 for the simpler case of the fold
catastrophe, both in terms of complexity and numerical properties, is striking. The
simplicity of this last example, apart from the analysis of Sections 7.3.1 and 7.3.2,
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comes entirely from the triviality of the Levinson's transformation. Since g(u, V) is
known analytically, we have the additional assumption on the knowledge of the entire
series of Go(u, V) at u = 0 which permits the derivation of the above procedures. This
simplicity is counterbalanced by a smaller region of validity than the one permitted
by a more general algorithm in the spirit of Chapter 5. However before considering
the inversion of a Levinson's transformation and its complications, it is of interest to
assess the numerical validity of (7.21).
Go
[Un Un- q-2 IzH
t r u n r t i o n 2 b2
trun ation
xUo U-1 U2
Figure 7-2: Global arrangement of the algorithm
7.3.4 Numerical results
The chosen implementation is based on a truncation of the entire series of G(u, V)
at the order 48 in u. This enables the computation of, between 8 and 17 terms for
each of the series in k, while the upper limit in n is fixed to 20. Such choices are
motivated more by an exploration of the properties of the asymptotic expansion than
by practical computations. In practice an order of truncation of PG, = 24 is sufficient.
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Tolerance for the truncation criterion is chosen to be 10-8 for an implementation in
double precision in FORTRAN 77. The numerical validity of the truncated expansion
is assessed by comparison with direct numerical integration as described in Newman
(1990), for the range 20 < T < 80 and |(I < 0.4. Higher values of T induce insufficient
convergence in the Romberg part of the numerical integration algorithm. This range
of T is indeed sufficient to appreciate the usefulness of the expansion. We present
F(X, T, 0) for T = 20, 40, 80, |(| < 0.4 evaluated both by the truncated asymptotic
expansion and by numerical integration (see Figures 7-3, 4, 5).
F(X,V,T) for T - 20
18 0 200 220 24 0
absdoi. aiffl
- rnao Saw
/
7
Figure 7-3: F(X, T, 0)
series
for T = 20, |(| < 0.4: numerical integration versus asymptotic
For these three cases it clearly appears that although the truncation errors in the
asymptotic expansion are small, the absolute errors between the expansion and the
numerical integration are significant as soon as ( is away from 0. Furthermore the
increase in the values of T does not bring any drastic improvement in the absolute
errors as it could be expected from a truly uniform asymptotic expansion. This denies
any practical use for this expansion.
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Figure 7-4: F(X, T, 0) for T = 40, |(| < 0.4: numerical integration versus asymptotic
series
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Figure 7-5: F(X, T, 0) for T = 80, (1 < 0.4: numerical integration versus asymptotic
series
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7.4 A uniform asymptotic expansion in terms of
the hyperbolic umbilic integral
In view of the failure of the approach of Sections 7.2 and 7.3, we now outline a
different analysis. This new approach yields an asymptotic approximation which
should be uniformly valid in a region of constant size in terms of (1 - X/T).
We start from the expression of F given in Section 7.3, or:
F(X, V, T) = j g(zi, V) H(1)(iXzi) sinh(T C(zi)) dzi (7.22)
where g and r2 are defined as before and with C and g defined in DZ; (see Sec-
tion 7.3.1).
Since we are dealing with two large parameters, X and T, it is natural to seek
not to favor one or the other. This is effectively done by introducing the integral
expression of H l):
1 /2
Hj')(z) = - exp[z sinh t] dt for 0 <argz <7r
zr -oo+iw/2
(Note the bounds of integration.)
This leads, by letting ai = V, to:
1 +ooI
F = - J g(zi, ai) +00 exp[-Xzi cosh z2] dz2 sinh(T Co(zi)) dziZ*7 r2 0
Both integrals are uniformly convergent with respect to the other variable of integra-
tion given the path r 2 in z1 and the real straight line in z2. We can thus rewrite F
as:
1
F g(zi, ai) exp[-Xz1 cosh z 21 sinh(T &(zi)) dzi dz 2zir JO
where the integration is understood to be a double integration over the domain , or
surface of C 2, f = {(z 1 , z2) : zi E r 2, z2 E IR}.
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Hence we consider the double integrals over 0:
1*(T, a) = g(zi, ai) exp[T f+(zi, z 2, a 2)] dzi dz 2  (7.23)
where: f*(zi, z 2, a 2) = iG(zi- a 2z1 cosh z 2 , so that:
F(X,V, T) 1 (1+(Tja) - I-(T, d))2ixr
with a = (a1, a 2 ) = (V, X/T).
The problem is now reduced to the finding of uniform asymptotic expansions for the
integrals ff as T gets large, while a remains in [0, 2] x [1-6, 1+8] with 0 < 8 < 1. The
results for the asymptotic approximation of multiple integrals (see Wong, Chap. VIII
and IX, 1989) are concerned mainly with stationary phase or Laplace type integrals.
However we have here two complez double integrals and the question of deforming
the initial surface is far from being trivial. The problem is nevertheless the same
as in the method of steepest descents and consists in finding the critical points of
an integral. Such points are eventually: points on the boundaries of the surface,
saddle points of the exponent functions, and of course singular points of the function
g when coalescing with other critical points. Naturally these points can form curves
on the surface of integration. The principles for deforming the surface of integration
are the same as for one-dimensional complex integrals (mainly Cauchy's theorem for
holomorphic functions of several variables) with the constraint that any deformation
must be uniform in both variables.
The relevant saddle points
The functions of (zi, z 2 ), f+ and f -, are defined in the domain (of C 2), Di = D~ x C.
Each function being periodic of period (0, 2iir), it is sufficient to consider the domain
D1± = D~ x (IRx] - iir,iir]). The domain of definition of g, Dg, coincides exactly
with Df±, therefore the singular points of G are of no matter here. We are thus left
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with finding only the saddle points of f+, since 11 is unbounded. Such points satisfy
the conditions:
f 0 i'(zi) - a 2 cosh z 2 = 0
=f -0 - 2 z1  sinh z 2 = 0az2
Using the same conventions as in Section 7.3.1 for the zeros of '(zi) = a 2 cosh z 2,
the set of saddle points of f+, Z(f+), is:
(+ilir), (4-,ilir), (_u+,il-7), (--6i+, il7) n > 1, 1 E Z
(uo,i2lr), (-uo,i2lir){ (0, arcosh 1/a 2 + i 2lr), (0, -arcosh 1/a 2 + i 2lr) if a 2 < 1
(0, i arccos 1/a 2 + i 2br), (0, -i arccos 1/a 2 + i2 lr) if a 2  1
(with coalescence of the last two pairs of sets onto (0, i 2lr) if and only if a 2 = 1)
while the set Z(f-), is:
(ug ilnr), (iii,ilzr), (-ug,il-7), (- u ,il17) n > 1, 1 E Z
(uo, i (21 + 1)7r), (-uo, i (21 + 1)7r)
(0, arcosh 1/a 2 + i (21 + 1)7r), (0, -arcosh 1/a 2 + i (21 + 1)7r) if a 2 < 1or
(0, i arccos 1/a2 + i (21 + 1)7r), (0, -i arccos 1/a 2 + i (21 + 1)7r) if a 2 > 1
(with the same remark as above).
Thus the coalescence of four saddle points (for a fixed 1) occurs at a2 = 1 both for
f+ and f-. For any path in z1 homotopic to I'2 in the right half-plane of D;;, the path
in z 2 (i.e. the real line) ensures the uniform convergence of (7.23). In other words,
any homotopic deformation of Q can be such that its projection on the z2-plane is
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the real straight line IR. This restricts the set of possible saddle points to:
Z(f+) with l = 0 for f+
(u;,0), (-U ,0), (-ug,0) (- ,) n>1 forf-
and hence the problem
Section 7.3.1.
of determining the relevant saddle points is the same as in
The unfolding of the catastrophe at a 2 = 1
According to the above results and those of Section 7.3.1, we only need to consider
f+. Since I+ is a double integral, the co-rank k of the catastrophe at a 2 = 1 might
be 1 or 2. The determination of this co-rank necessitates to consider the differential
forms of degree two and three of f+, in particular:
d2f+(zi, z 2 ) = ( z 2
-aCf2 sinhz2
-a 2 sinhz 2
-a2 z1 cosh z 2
which is of rank 2 except at (0,0) for a2 = 1 where its rank is
is however non null at this point. We are thus in presence of
catastrophe (co-rank 2, co-dimension 3); see Thom (1977).
0. The 3-form d3 f+
a hyperbolic umbilic
We know (singularity theory) that there exists a diffeomorphism u : (z1 , z 2) '-* (ui, u2)
from a neighborhood of (0,0) in Dz; to a neighborhood of (0,0) in (2 such that:
f+(zi,z 2 ,a 2 ) =u + ( U u 2 + C2 2 + C1 u
= .Fs(ui,u2, C)
(The right hand side is the canonical form of the hyperbolic umbilic singularity.)
Hence we have:
1 ~ G(a1 ,u2 , ) exp[T T5(1,u 2, )]du1 du2
261
where G(ui,u 2 ,a') = -g(zi, ai)/J[u] with J[u] the Jacobian of u, and where A is
the domain of (2, A = {(ui,u 2 ) I u1 E r 3 , U2 E r 3 } (r 3 being defined as in
Section 7.3.1).
The asymptotic expansion of I+ is then given by (see Connor, 1976):
oo (1,1)
g+~T2/3 00T -k 1j T-q+)/3 p p,q) .2al= ( p ( k ,U) 1 U2
k=O (P'q)=(OO)
exp[Fs(ui, U2,iX)] du1 du2
(7.24)
where X = T 2 / 3 , (p P",)) being defined through the recursion:
G(Ui, u2,OL
Rk(ul, u 2, ') + $k (ul, u2, a) - VFs(Ui, U2,
where Rk(Ul, u2,) =
(1,1)
(Pq)=(OO)
(7.25)
P(P'?) up uqU 1 U 2
G+1(Ui,2,a)= -v Hk (ul, U2, ')
Upon approximating, as in Section 7.3.1, f+ by its germ, u is given by:
:4 (2) 1/3 * 1/2-i a 21/2z 2 / z1Z2
and (= ((3/2)1/3(1 - a 2 ) , (3/2)1/3(1 - a 2 ) , 0).
The canonical functions are then the traces of the hyperbolic umbilic integral and its
derivatives taken on the real line (x, x, 0) in (3 (~ IR'), or:
'H(P'q'")(i)= u1 u2 exp[ul + u2 + X 2 u2 + X1 u1 ] dui du 2
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Go(u1,u 2,) =
Gk(U1,U 2, ') =
with:
,(p,q,O) = P+q 'H(OOO)
iaxp axq
which are easily expressible in terms of the Airy function and its derivatives since:
#H(0,0,) (X1, X2, 0)= 3-2/3 Ai(-3-1/ 3 X 1 ) Ai(-3 1 /3 X 2 )
Hence we recover the same behavior for the canonical functions present in (7.24)
as for those in (7.21), as well as the same dependence in powers of T-1 /3. However
the coefficients are different in essence. Thus the resulting expansion, (7.24), is a
single series of standard form for a steepest descent expansion, where only coalescing
saddle points are involved. In addition we expect that (7.24) will provide overlapping
regions with the classical steepest descent expansions (|1 - X/TJ away from 0) of
significant size.
For completeness, the steps underlying this analysis should be detailed. On a more
practical level remain also the questions of obtaining the coefficients of the expansion,
and especially of the inversion of the mapping u. This last point is of importance
since the form of (7.24) strongly suggests that the size of its region of validity in terms
of a 2 is significant.
7.5 Conclusion
In view of this last result, the failure of expansion (7.21) to furnish a uniform ap-
proximation of F at the wave front becomes clearer. Whether decomposed as a fold
catastrophe with a coalescing logarithmic branch point, or as a butterfly catastrophe,
the result obtained from the method of steepest descents (i.e. expansion (7.21)) is
incomplete. The true behavior of F at the wave front is in fact given, as implied
in (7.24), by a hyperbolic umbilic catastrophe, whose nature is intrinsically different
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from any catastrophe of co-rank 1.
This emphasizes the importance of a correct analysis (the main difficulty of this
last example) when in presence of a catastrophe. On this analysis rely the identifica-
tion of the catastrophe and consequently the whole nature of the resulting asymptotic
expansion. The fundamental differences between the various catastrophes are of im-
portant consequences for numerical applications: there exists no alternative but to
deal with the full complexity, i.e. exact identity, of a given case. This implies not only
the consideration of catastrophes of higher co-dimensions such as the cusp, swallow-
tail or butterfly in the method of steepest descents, but also of catastrophes of higher
co-ranks such as the hyperbolic or elliptic umbilics in methods for asymptotic approx-
imation of multi-dimensional integrals. The problem of devising practical methods
for the numerical evaluation of expansions other than the fold catastrophe type is still
open.
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Conclusion
We would like to view this work as contributing to two different areas. The first and
most important contribution in our mind concerns systematic implementations and
uses of the generalized method of steepest descents for numerical computations. The
analytical power of this method, especially after the emergence of catastrophe theory,
is well established but we wish to extend it to numerical applications as well.
Following other contributions toward this aim, we were able to focus our efforts
on two practical problems.
Hence we considered at first the untreated problem of determining the relevant saddle
points, and proposed a rigorous formulation of this problem in the cases of holomor-
phic functions. This formalism appears promising both for theoretical and practical
considerations. It remains nevertheless to extend it to the cases of functions with
singular points as well as to propose an implementation. A more fundamental work
is required to investigate a practical characterization of basins on which depends this
problem, and to prove the conjecture stated in Chapter 3.
The second practical obstacle in an implementation consists in obtaining numerically
the coefficients of steepest descent expansions. In the simple cases of the ordinary
method of steepest descents, the corresponding natural algorithms appear to preserve
the robustness of the method. The main numerical characteristic of these procedures
is the eventuality of cancellations whose effects can be limited by the use of sufficiently
large mantissas. In this study which can be viewed as a numerical complement of
the corresponding work done by Dingle (Dingle, 1973), the role played by symbolic
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computation is crucial. In addition, symbolic computation furnishes a frame for
implementations which preserve entirely the generality of the method and which are
capable of arbitrary precision and exact results.
In considering the simplest case of a generalized steepest descent expansion, i.e. a fold
catastrophe, the main difficulty lies in the inversion of the corresponding Levinson's
transformation. This requires complementary algorithms both for this inversion and
for the computation of the sequences of Chester, Friedman and Ursell. Despite the
lack of determination which results from such composite algorithms, we were able
to formulate guidelines for the building of robust algorithms for the fold catastrophe
expansion of Chester et al.. The application of these results to the Kelvin wave
source potential provided a confirmation of our claim of robustness. More importantly
this example allowed us to outline the decomposition property of a fold catastrophe
expansion in particular, and of catastrophe expansions in general. This property has
important consequences for the numerical evaluation of the coefficients of the series
and should induce drastic improvements in efficiencies of real time computations.
Further efforts are needed regarding the practical inversions implied by the unfoldings
of mappings and which are the cornerstone of the generalized method. Namely,
algorithms should be devised:
1. for fold catastrophes which are non isolated,
2. for catastrophes of higher co-dimensions and co-ranks,
although it is unclear whether the growing complexities of catastrophes will not deny
any practical use to these procedures.
Along the same line, algorithms for the computation of the Bleistein sequences should
be investigated.
The second contribution concerns two fundamental solutions of hydrodynamics.
In treating the wave part of the Kelvin potential we have furnished robust methods
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for evaluating the potential, its derivatives or certain integrals, in the far field and
for any submergence of the pair source-field-point. Yet, the whole physical domain
is not fully treated, and a last expansion based on the ordinary method of steepest
descents should be found for the neighborhood of the singular axis for large distances
(R > 100) away from the source. Perhaps the most remarkable feature of this example
is the extent of the region of validity of the fold catastrophe expansion which confirms
the results of Ursell (1960, 1965). This led us to propose a different interpretation
of the interferences taking place in more than half of the Kelvin wedge. However
new this interpretation might seem to hydrodynamicists, it is in fact a well known
phenomenon in optics and is an intrinsic property of the fold catastrophe.
Finally, our consideration of the three-dimensional impulse response Green function in
finite depth emphasizes the importance of asymptotic methods for multi-dimensional
integrals and of the classification of catastrophes. Previous asymptotic treatments
by the methods of stationary phase or steepest descents resulted in an expansion
valid only in a vanishing neighborhood of the wave front. Although the reason of
this failure is not obvious, the method of steepest descents is inappropriate in this
case. Thus we presented a uniform asymptotic expansion in terms of the hyperbolic
umbilic integral based on results from asymptotics of two-dimensional integrals and
from catastrophe theory. The complete justification of this expansion is yet to be
produced as well as practical methods for computing its coefficients.
Hence by this last example, we demonstrate the importance of catastrophe the-
ory in asymptotics of free-surface waves. From similitude with quantum mechanics,
hydrodynamics should gain new physical understandings of wave fronts, interferences
and other phenomena characteristic of catastrophes (e.g. Trulsen, 1991). The ques-
tion of the practicality of numerical implementations of the method of steepest de-
scents is however still open. In the case of an isolated fold catastrophe as for the
Kelvin potential, the answer is positive. But for catastrophes of higher co-dimensions
or co-ranks, or which are not isolated, answers will only be provided through future
investigations.
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Appendix A
On some properties of the sets Ot
From the properties of the various domains of a defined in Chapter 3, we can be more
precise about the topological properties of the sets 0Q. There is a genuine interest in
doing so since this information can be used when assessing the intersections of such
regions.
We distinguish two kinds of subsets O:
1. A subset O1 is belonging to the first kind, if it satisfies the condition:
SSt : 6 cO,
This corresponds to a connected subset of D for which ai is either not element
of KR, CR or Cc. That is we have the inclusion:
c Ot, U { RR \ {CR U CC }}
The expansion corresponding to O1 is the same as the one associated to 0 1,,
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and we have the following property:
Two susbsets of the first kind can only intersect on RR \ {CR U CC},
that is on a portion of a Stokes surfaces.
Thus the geometry of their intersections are "well defined" since they are parts
of Stokes surfaces.
2. A subset O of the second kind is associated to an expansion of any of the forms
given in Section 1.2.2. Such a subset is a neighborhood in D of the points of
KR U CR U CC.
Unlike subsets of the first kind, we have the property:
The intersection of a subset O with another subset of any kind, if it
is not empty, is of non-empty interior in D.
which is directly inherited from the properties of the domains O of Section 3.3.2.
These intersections are much more difficult to assess as their shapes are not well
defined (although they depend on properties of f and g, see Martin, 1974), and
they require computational intensive explorations.
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Appendix B
On certain multiple entire series
Here we are concerned with the existence and forms of certain multiple entire series
for the derivatives of z with respect to u, taken at z = z;, or the sequences (Z ")
i = 1, 2.
We assume that do is a fold catastrophe of f - or in other words that f has a
saddle point of order 2, zo(do), for a = do - away from any other critical points of f.
Using the set notations of Chapter 3, this is written as: d0 E K1 \ (K2 U Cc U C).
Consider a neighborhood of do in D, say D2, small enough, such that for a in
D2 \ K1, there exist two, and only two, distinct cols of order 1 of f, zi(d) and z2 (d).
Their limit as a -- do is in D2 \ K1 , is zo(do). By translation on the variable (z,a),
we are reduced to the case (zo, do) = (0,0).
If we write the conditions for z;(d) to be a col of order 1 of f, we have:
0 = f'(0, d) + f(2)(0, -) z, + f(3)(0, -) Zi+ < d) z? (B.1)
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with:
f(1)(0, 6) = 0
f(2)(0, 0) = 0 (B.2)
f(3)(0, 6) # 0
and 4 analytic at (0, ).
Since the function f is holomorphic, each of its derivatives with respect to z taken
at z = 0, can be written as a multiple entire series in a1,... Iai, or:
f (n) (0 i;)
f '( ) = A(.a) = E a,(J) all ... a'(B.3)
where J denotes the i-index (ji,...,ji) and |J = Ekjk.
More specifically we know that:
00
A1(a) = , Ea(J) all ... al'
IJI=1
(B.4)
oo
A2 (d)= a2 (J) al . a
IJI=1
and a3(0) # 0.
Let us write:
f = a) (B.5)
so that when substituting in (B.1) we get:
0 =#?+z;E a2 (J) al ... al iEa(J) aljl ... al' +.. (B.6)
11|=1 IJI=o
Before trying to express z; in a multiple power series, it is necessary to perform
an additional translation on the variable z.
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There exists zo(a) such that f(2)(zo(a), 5) = 0 for 5 in D 2\ K1 . Thus if we perform
the translation -zo(5) on z, we obtain, instead of (B.6):
00
O =# +z E A3(J) aj ... act+... (B.7)
IJI=o
with i(a) = z;(a) - zo(a).
* Since zo is a function of 5, we are in fact treating a function other than f(z, 5),
namely f(z, a) = f(z + zo(5), 5). However, these two functions merge as a -- So.
The next step is to define the new parameters that will be used in the multiple
series expressions of the z') (which should rather be denoted i(")). Thus, we choose
#1 as given by (B.5). The other parameters are chosen upon expressing one of the
ak's in terms of $1 and of the remaining ak's. This is done as follows: there exists at
least a multi-index Jo, such that i 1(Jo) / 0, and such that Jo = (ji,o, 0,... , 0) with
ji,o minimal. Then a,'* can be expressed as a function of (#1, a 2,..., al), analytic at
0. (This might require a redefinition of 31 if ji,o > 1, in order to have a series entire
in i1.) For the other parameters, we simply choose 32 = a 2,...,# = al.
Hence, we have:
o = #l + i l i 3(J)#8 ... f' + i f(ii;,i) (B.8)
IJI=o
from which we deduce that:
z;=(-1);+l 1 _0(1)i+1f1,#2, ... ,#01) (B.9)
ai (0)
where '(#1,32,... ,3) represents a multiple series of the form given in (5.3.4).
It can then be shown, using (5.24) and (5.27), that:
/12 oc #31 p&(3,2,12 ... ),31i) (B.10)
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and for n > 1:
i(n) z C "on((-l);+/1 1,32, ... ,13 L) (B.11)
e These results are just the generalization of the results for I = 1 of Chester, Friedman
and Ursell (1957). It is important to notice that the series thus obtained correspond
to the inversion of the Levinson's transformation associated with f.
The relations between i") and z(")
Since we are primarly interested in z$"), we ought to find the relationships between
i") and Z "). We have already, by definition of f(z, a):
(') = ii(') + zO(A) (B.12)
and with no further difficulty, we deduce that:
f ) =(n) (B.13)
In addition, it can be seen from (5.24) that is identical to (, and thus that ") = .
Thus everything is equivalent to the local inversion of the Levinson's transfor-
mation for f, except for the values of z;(a) which are not needed in the subsequent
computations.
Finally, if we could obtain the various multiple entire series in the parameter #, of
the functions (1 2 and fj"), it would be possible to obtain the series for Z ") by using
successively the equations of (5.27).
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The case of do describing part of K1
All the above results are based on a fixed value of do in K1 \ {K2 U Cc U C}. In the
most general case, do is allowed to describe a whole region of K1. This happens in
the consideration of any catastrophe of higher co-dimension such as the cusp (i.e.
Pearcey's integral), the swallowtail, etc... There, the fold catastrophe appears along
parts of the caustic set, and therefore not only at point values of the parameter a.
The results in entire series are easily extended to such cases simply by considering
the coefficients a(J) to be functions of do, as long as, of course, 5o stays in K1 \
{K 2 U Cc U C}. This implies that the process of obtaining the coefficients of the
series would have to be repeated at each new value of do. Moreover, the uniform
treatment of values of ao in a neighborhood of K1 would require the expansions of
these coefficients in entire series of 5o. We can perceive here, one aspect of the
increasing complexity of catastrophe of higher co-dimension, and henceforth could
question the practicality of their uniform treatment.
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Appendix C
Root extractions in the complex
plane
The methods presented in Chapters 4 and 5 involve in several places the extractions
of complex roots. These operations require the definition of certain branch cuts in
the complex plane. In an implementation of these methods, artificial discontinuities
may then appear along the selected cuts. Such discontinuities are inadmissible and
necessitate some refinements in the algorithms for the complex roots.
For this purpose, we simply apply the continuity property of the complex n-th
root, /, to paths of the complex plane. Thus we know that for any path P, its image
by g must be connected. This translates into the following definition of the complex
n-th root, based on the finite discrete equivalents of the paths r.
Given z and its argument arg z, /~ is given by: F expi arg z/n].
The continuity of the function thus defined relies on the determination of the
argument. The principle of this determination is as follows:
For a given z, say Zref, the argument of zref is chosen to be its determina-
tion in [0, 27r[.
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Z
For any z other than zref, we construct a finite sequence:
(zo = Zref, zI1 . ., zj-1, z3 = z)
such that I arg zj 4 1 - arg z;\ < 1r (; ir/2 is sufficient by example) for one
of their determinations. In practice this is always possible if zref and z are
finite.
Then arg z is determined from this sequence, using the above constraint to
determine all the arguments of the intermediate points zi.
In theory, the whole process would have to be repeated for each new value of z.
However in our applications, this task can be reduced to the stage of pre-computations.
Indeed, it suffices to determine the regions of the a'-space in which the quantities of
interest, say z, satisfies the condition I arg z - arg Zrefl < 7r for some reference value
zref. Then the determination of the arguments needs only to be performed for these
reference values.
This approach guarantees the uniformity in a of the results for the various roots
involved in our procedures.
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Appendix D
The computation of the
coefficients in the multiple entire
series
The usefulness of the entire series method for the computation of z(") in the vicinity
of do, relies on the ability of computing the coefficients of these series. Two aspects
intervene in this matter:
- the local transformation of f(z, a') into f(z,/)
- the numerical evaluation of the coefficients
The second aspect depends entirely on the possibility of defining the new parameters
3, but we consider it at first.
1. Numerical evaluation of the coefficients
We assume that the functions z; and fi") are known as functions of P in the sense
that for any 3 in a neighborhood of the origin, the numerical values of z;(') and of
the derivatives fin) up to some finite n, are available.
Since all the above functions of j are analytic at 0, we have the following formulas
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for the coefficients of the entire series:
Z(n)
a[zi")](J) = (2d,)3 ' # +1 d1 ... d,31  JI ; 0 (D.1)
where, by definition:
00
zi a[zi")](0) + E a[zi](J) 13i ... #/' (D.2)
|Ji=1
and where the k-th contour integral is around 0 in the variable 3 k. (From now on, we
will only consider z ") since the series for z ") is obtained by changing #1 into -31.)
We emphasize that the contours do not depend on 3. As a consequence, our
objections to the use of contour integral methods in computing the asymptotic series
are not relevant here.
In theory it suffices to perform numerically the multiple integrations along closed
contours. However, by imposing these contours to be circles in the plk-planes (i.e.
poly-circles), we benefit from the equivalence between the coefficients of the entire
series and the coefficients of the Fourier series of z ") taken as a function of the
arguments of the 3k's. This relationship between the two series is of special interest
since the coefficients of the Fourier series can be obtained accurately and efficiently
using Fast Fourier Transform algorithms. More precisely, we have the relation:
a[z(") ] (j) = 1 .1 . (czn)](j)(D3
(2i__ )l 1 | ... 1j hlD
where c[z(")](J) denotes the coefficients of the Fourier series, and |#3 | the radius of
the circle in 1k.
The computation of the Fourier coefficients is done by using finite sets of points
defined to satisfy the following constraints:
1. If maxjk = Jk - 1 is the maximum order in 3k, the corresponding set is given
by: { k,O exp[i2lrp/2Jk] 1 p 2Jk }.
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2. For all k, the radius |#k,oI is chosen such that the Levinson's transformation
exists. (This gives upper bounds for the radii.)
3. For all k, the radius 10k,O1 is chosen such that cancellation errors in the formulas
of (5.27) have minimal effects on the accuracy of the numerical result of z ").
(This imposes lower bounds on the radii.)
4. The parameters #k are eventually rescaled to improve numerical accuracy, so
that |4,oI = 1. This is done through a re-definition of f(z,#J).
With such sets of points the Fourier coefficients are computed from the numerical
values of z ") obtained at these points by applying the formulas of (5.27).
The advantage of this approach is to use the direct method where it is accurate,
and of being efficient while staying simple as the number of parameters increases.
The drawbacks are its dependence upon the generation of equally spaced points on
circles of the #-space.
2. The local re-parameterization of f
The generation of these circles is the practical aspect of the definition of the new
parameters described in Appendix B. This ability is not granted a priori by the
kind of knowledge of f that we have assumed so far, and therefore necessitates some
additional effort.
For this purpose we need to go back to the derivation of the series. This derivation
was based on the consideration of the function:
f(z,c) = f (z + zo(5),)
with zo(') satisfying:
f( 2) (Zo(i), 5) = 0
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If zo(a) is not known a priori, it can be approximated by solving numerically this
equation (note that f(a)(O, 5) / 0). Hence, we require to be able to determine not
only zi(a) and z2(5), but also this particular point zo(a). However this additional
constraint is restricted to a neighborhood of do.
Once this value is available, we recover (B.7) by considering the entire series of
f(z, ) at z = 0, or:
03 =#+1 l iia(J) af' ... aj' +.. (D.4)j0
IJI=o
with # = 15).
The definition of the new parameters is based on the application of the implicit
function theorem to the latter equality. This inversion can be performed symbolically,
and the coefficients in the series of A1(5) being computed numerically using again FFT
algorithms. This allows us to obtain the value of say a 1 in terms of 81 and ak for
k>2.
Thus finally, we can obtain a finite sequence of correspondences:
(#1, . .. ,I#I) +-+ (ai, . . ., a,)
as each #k describes a set of equally spaced points on a circle of radius |#k,,l and
centered at the origin. The generation of such a sequence involves extractions of
complex roots (in the definition of 61 by example) which are treated following the
principle described in Appendix C. This set of correspondences is then used directly
for the computation of the Fourier coefficients.
The fact that this procedure needs to be performed only once, compensates for
its complexity. However, if ao describes a whole subset, that is when K1 is a man-
ifold of dimension 1 or higher, the procedure becomes extremely heavy: the whole
process would have to be repeated for possibly all values of 5o which are of interest!
Undoubtedly another method must be sought to treat such cases.
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Appendix E
Higher order terms of the series
As, Bs, Cs, Ds
The results we present here are for the higher order terms of the fold catastrophe
expansion of Chapter 6, for which power series approximations in the neighborhood
of the fold catastrophe are not available due to the fixed arbitrary bound on n: n < 13.
Hence for IC 2 1 sufficiently large, we can compute the values of A,, for 4 < S < 9,
B8, for 3 < s < 7, C,, for 3 K s < 9 and D,, for 4 < s K 10. The moduli of
these coefficients divided by the corresponding powers of N, over the computational
domain [8,400] x [40',90'] in terms of (6,<p), are given respectively in Figures E-1,
E-2, E-3 and E-4.
Since no complementary approximations are available for the neighborhood of the
fold catastrophe where the direct algorithms are ill-behaved numerically, the values
are not computed there. In principle, the regions left by the indentations of the
computational domains for these coefficients, should correspond to regimes where the
direct formulas are well-behaved numerically. A criterion which would allow these
truncations to be defined rigorously should be based on upper bounds of the slopes
of the moduli. In practice the definition of such criteria is rather difficult, since the
bounds depend on the variations of each of these functions. The results shown in the
following figures, and which are far from being perfect in view of the spikes present
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in Figures E-1 and E-4, were obtained by arbitrary truncations based on contour
plots and upper bounds applied to the moduli themselves. The consideration of these
high order coefficients in such extreme regions, is only motivated by the search for
maximum accuracy of the expansions, which has a sense only for large values of N.
287
|Asl/N'* x 3. 10 7
|AI/N12 X 1 oa
|Aal/N* x 2. 10'
40*
Figure E-1: |A,1/N 2' at R = 16, for 4 < s < 9 and (6,p) in [8*,400] x [40*, 90*]
288
|A~j/N'' x 10'
40,
40* 90'
Figure E-2: IB,/N 2' at R = 16, for 3 < s < 7 and (0, po) in [8*, 40*] x [40*, 90*]
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|C41/Na x 4. 10'
IC5I/N'* X 4. 107 |Csl/N12 x 8. 107
|C7l/N'' x 5. 10 7 ICaI/N'' x 108
|C.j/N'' x 5. 108
Figure E-3: |C,|/N 2' at R = 16, for 3 < s < 9 and (6,<p) in [80,400] x [400,900]
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-- man
1D,,I/N 20 x 4. 107
Figure E-4: ID.,I/N 2' at R = 16, for 4 < s < 10 and (6, <) in [80, 40] x [400,900]
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AhD,1r/N'* x 3. 10'
