Ryser's Conjecture states that any r-partite r-uniform hypergraph has a vertex cover of size at most r − 1 times the size of the largest matching. For r = 2, the conjecture is simply König's Theorem. It has also been proven for r = 3 by Aharoni using a beautiful topological argument. This paper is the first part of the proof of a characterization of those 3-uniform hypergraphs for which Aharoni's Theorem is tight. It turns out that these hypergraphs are far from being unique; for any given integer k there are infinitely many of them with matching number k.
Introduction
A hypergraph H is a pair (V, E), where V = V (H) is the set of vertices, and E = E(H) is a multiset of subsets of vertices called the edges of H. The number of times a subset e ⊆ V appears in E is called the multiplicity of e. If the cardinality of every edge is r, we call H an r-graph. A 2-graph is called a graph. In our paper we mostly have no restriction on the multiplicity of edges; whenever we want to assume that each multiplicity is at most 1, we will explicitly say simple hypergraph, simple r-graph, or simple graph. An edge e ∈ E is called parallel to an edge f ∈ E if their underlying vertex subsets are the same. In particular, every edge is parallel to itself.
Let H be a hypergraph. A matching in H is a set of disjoint edges of H, and the matching number, ν(H), is the size of the largest matching in H. If ν(H) = 1, then H is called intersecting. A vertex cover of H is a set of vertices which intersects every edge of H. The size of the smallest vertex cover is called the vertex cover number of H and is denoted by τ (H). It is immediate to see that if H is r-uniform, then the following bounds always hold:
ν(H) ≤ τ (H) ≤ rν(H).
Both inequalities are easily seen to be tight for general hypergraphs. Ryser's Conjecture (see e.g. [25] ), which appeared first in the early 1970's, states that the upper bound can be lowered by considering only r-partite hypergraphs. (An even stronger conjecture was made around the same time by Lovász [15] .) An r-graph is called r-partite if its vertices can be partitioned into r parts called vertex classes such that every edge intersects each vertex class in exactly one vertex.
Conjecture 1 (Ryser's Conjecture). If H is an r-partite r-graph, then τ (H) ≤ (r − 1)ν(H).
This conjecture turned out to be extremely difficult to attack. It is solved completely only for r = 2 and 3, and a few partial results exist for r = 4 and 5. The conjecture is wide open for r ≥ 6. In particular, when r = 2, the conjecture is just the well known König's Theorem. It has been proven for intersecting hypergraphs when r ≤ 5 by Tuza ( [24] , [25] ), with r ≥ 6 still open. The general case of the conjecture for r = 3 was solved by Aharoni via topological methods [2] . Fractional versions of the conjecture have also been studied, and it was shown by Füredi [10] that τ * ≤ (r − 1)ν, and shown by Lovász [15] that τ ≤ r 2 ν * , where τ * and ν * are the fractional vertex cover and matching numbers, respectively. Aharoni and Berger [3] also formulated a generalization of the conjecture to matroids, which has been partially solved in a special case by Berger and Ziv [8] . Mansour, Song, and Yuster [16] have found bounds on the minimum number of edges for an intersecting r-partite r-graph to be tight for Ryser's conjecture, with exact numbers known only for the cases r ≤ 5. Haxell and Scott [13] have proven that for r = 4, 5 there is an ǫ > 0 such that τ (H) ≤ (r − ǫ)ν(H) for any r-partite r-graph H.
One plausible approach to Ryser's Conjecture for 4-graphs is via studying the 3-uniform link hypergraphs. Given three of the four vertex classes V 1 , V 2 , V 3 of a 4-partite 4-graph H, the link hypergraph of V 4 in H is the multiset of those 3-element sets which are the intersection of an edge of H with V 1 ∪ V 2 ∪ V 3 . Having structural information on the links would be helpful in understanding the situation for 4-graphs. Aharoni's proof however does not provide information on the 3-graphs which are extremal for his theorem. Our eventual aim is to give a complete characterization of them. In a follow-up paper [12] we prove the following theorem: Theorem 1.1 ( [12] ). Let H be a 3-partite 3-graph. Then τ (H) = 2ν(H) if and only if H is a home-base hypergraph.
Home-base hypergraphs are 3-graphs with a certain restricted structure. For every k, however, there are infinitely many of them with matching number k and covering number 2k. Home-base hypergraphs are not the focus of our current paper, hence their precise but somewhat technical definition will only be given in [12] .
We say that a 3-partite 3-graph H is Ryser-extremal if τ (H) = 2ν(H). In the present paper we develop the necessary knowledge about the link graphs of Ryser-extremal 3-graphs. First we show that these link graphs are extremal with respect to a natural extremal graph theoretic problem of topological nature. In our main theorem, Theorem 1.5 below, we characterize all those bipartite graphs that are extremal for this problem. The structure we derive from this characterization theorem will be an integral part of our proof of Theorem 1.1 in [12] , nevertheless we find the extremal graph theory problem interesting in its own right.
Connectedness of the Line Graphs of Bipartite Graphs
The connectedness of the independence complex will be our main parameter to describe the line graphs of the link graphs of Ryser-extremal 3-graphs.
Let k ≥ −1 be an integer. A topological space X is said to be k-connected if for any integer j with −1 ≤ j ≤ k, any continuous map from the j-dimensional sphere S j into the space X can be extended to a continuous map from the (j + 1)-dimensional ball B j+1 to X. The connectedness of X, denoted conn(X) is the largest k for which X is k-connected.
A simplicial complex K is a family of simplices in R N such that (1) if τ is a face of a simplex σ ∈ K then τ ∈ K and (2) if σ, σ ′ ∈ K then σ ∩ σ ′ is a face of both σ and σ ′ . The connectedness of a simplicial complex K is just the connectedness of its body K (the union of its simplices).
An abstract simplicial complex C is a simple hypergraph that is closed under taking subsets. The simple hypergraph consisting of the vertex sets of simplices of a simplicial complex K (called the vertex scheme of K) is an abstract simplicial complex. Every abstract simplicial complex C has a geometric realization, that is a simplicial complex whose vertex scheme is C. The geometric realization is unique up to homeomorphism. The connectedness of an abstract simplicial complex is just the connectedness of its geometric realization.
For a graph G, we define the independence complex I(G) to be the abstract simplicial complex on the vertices of G whose simplices are the independent sets of G. We will simply write conn(G) for conn(I(G)), and refer to this as the connectedness of G.
One of the basic parameters of a simplicial complex is its dimension, that is, the largest dimension that occurs among its simplices. The connectedness of an arbitrary simplicial complex, or even of an arbitrary graph's independence complex can be arbitrarily small while its dimension is large: just consider the complete bipartite graph K d+1,d+1 , having an independence complex with dimension d and connectedness −1.
Comparing dimension and connectedness becomes more interesting if we introduce restrictions on the graphs we consider. For line graphs for example, a lower bound on the connectedness in terms of the dimension is implicit in the work of Aharoni and Haxell [6] . The line graph L(H) of a hypergraph H is the simple graph L(H) on the vertex set E(H) with e, f ∈ V (L(H)) adjacent if e ∩ f = ∅. With foresight, we state the lower bound of [6] in a more general format, which will be necessary for our investigations. Note that the dimension of the independence complex of a line graph of a hypergraph is just its matching number minus 1. Theorem 1.2. Let G be an r-graph, and let J ⊆ L(G) be a subgraph of the line graph of G. Let M ⊆ V (J) be a matching in G. Then
In particular, for any graph
2 − 2. Aharoni and Haxell [6] essentially proved that the connectedness of the line graph is at least the so called independent set domination number iγ of the line graph minus 2 (where iγ(G) is the smallest number x, such that every independent set of G can be dominated with x vertices.) Theorem 1.2 then follows from iγ(L(H)) ≥ ν(H) r , which is immediate from the definitions. We begin our study of Ryser-extremal 3-graphs with their link graphs. Definition 1.3. Let H be a 3-partite 3-graph with parts V 1 , V 2 , and V 3 . Let S ⊆ V i for some i = 1, 2, 3. Then the link graph lk H (S) is the bipartite graph with vertex classes V j and V k (where {i, j, k} = {1, 2, 3}) whose edge multiset is {e \ V i : e ∈ E(H), e ∩ V i ⊆ S}.
Note that a pair of vertices appears as an edge in lk H (S) with the same multiplicity as the number of edges in H that contain it together with a vertex from S.
First we will show that the link graphs of Ryser-extremal 3-graphs attest that Theorem 1.2 is optimal for r = 2, that is, among bipartite graphs they minimize the connectedness of the independence complex of the line graph. Theorem 1.4. If H is a 3-partite 3-graph with vertex classes V 1 , V 2 , and V 3 , such that τ (H) = 2ν(H), then for each i we have
In particular
We prove Theorem 1.4 in Section 3. On the way, we also give a proof of Aharoni's Theorem [2] , that is somewhat different from the original argument. We also mention here that in [12] we derive, as a consequence of Theorem 1.1, a sort of converse of Theorem 1.4: every bipartite graph which is optimal for Theorem 1.2 is the link of some Ryser-extremal 3-graph.
In the main theorem of this paper, proven in Section 4, we characterize those bipartite graphs which are extremal for Theorem 1.2 and hence we also obtain valuable structural information about the link graphs of Ryser-extremal 3-graphs.
2 − 2 if and only if G has a collection of ν(G)/2 pairwise vertex-disjoint subgraphs, each of them a C 4 or a P 4 , such that every edge of G is parallel to an edge of one of the C 4 's or is incident to an interior vertex of one of the P 4 's.
To be precise, in this paper, we will in fact only prove the "only if" direction of this theorem. The other direction will be proven in [12] , as it is not necessary for Theorem 1.1, and its proof makes use of the concept of home-base hypergraphs.
Topological Tools
The proofs of Theorems 1.4 and 1.5, as well as the proof of Theorem 1.1 (given in [12] ) use two tools to bound the topological connectedness of graphs.
The first one is a non-homological version of a theorem of Meshulam [17] , which is particularly well-suited for inductive arguments. Let G be a graph, and let e be an edge of G. We denote by G − e the graph G with the edge e deleted. We denote by G e the graph G with both endpoints of e and their neighbors deleted. G e is called G with e exploded. We will often write edges with endpoints x and y as xy. Theorem 1.6. Let G be a graph and let e ∈ E(G). Then we have
Meshulam proved a homological version of this theorem, where everywhere in the statement conn is replaced by the homological connectedness conn H . As conn H (G) could be strictly larger than conn(G), these two statements do not immediately imply each other. In Section 2 we indicate how to extend Meshulam's argument using the approach of Adamaszek and Barmak [1] and obtain (1.2). It is also possible to give a homology-free proof of Theorem 1.6 via triangulations along the lines of [23] (cf [19] ). Theorem 1.6 in this formulation but with a modified (non-topological) definition of conn was also stated in [11] and proved without direct reference to topology.
Our second tool makes a direct connection between the size of the largest hypergraph matching and the connectedness of the link. Theorem 1.7. Let d ≥ 0 be an integer and let H be a 3-uniform 3-graph with vertex classes V 1 , V 2 , and
For d = 0 this theorem is implicit in [6] and was stated explicitly in [3] . For our application we will need the deficiency version with d ≥ 0. We prove it by constructing a special colored triangulation of the simplex and using Sperner's Lemma. The argument works naturally in the following more general setup about colored simplicial complexes.
A coloring of the vertices of a simplicial complex C by colors from a set X is a function χ : V (C) → X. For a subset S ⊆ X of colors, denote by C| S the subcomplex of C induced by the vertices which have colors from S: that is, let V (C| S ) = χ −1 (S) and C| S = {σ ∈ C : χ(σ) ⊆ S}. For the proof of Theorem 1.7 the crucial thing to note is that if for each hyperedge xyz ∈ E(H) we color the corresponding edge xy of the link graph lk H (V i ) with the third vertex z ∈ V i , then a matching in the hypergraph H corresponds to a rainbow matching (a matching with edges having pairwise distinct colors) in the link graph lk H (V i ). Then Theorem 1.7 is an immediate consequence of Theorem 1.8 applied with the independence complex I(L(lk H (V i ))) of the link graph. Indeed, I(L(lk H (V i )))| S = I(L(lk H (S))) and the vertices of a rainbow simplex in the independence complex of L(lk H (V i )) correspond to pairwise disjoint edges in the link lk H (V i )), which extend to pairwise distinct vertices in V i , and hence form a hypergraph matching.
Extremal Problems with Many Extremal Structures
Before beginning the main work of this paper, we take a moment here to reflect on why it is that our task of characterizing Ryser-extremal hypergraphs seems to require rather complex arguments. For many of the questions of extremal combinatorics that are solved, there is a unique example that provides the extremal value. In such cases, a proof of optimality can be guided by the properties and features of this extremal structure. The situation becomes more complex for problems in which there there are two or more very different extrema. Then a purely combinatorial argument is less and less likely to succeed, because the proof must eventually consider all the extremal structures. For our characterization problem, the number of extremal structures is infinite for every fixed value of the benchmark parameter. This is one of the few cases in which the full characterization of the extremal structures of an extremal combinatorial problem with infinitely many extrema is known.
On rare occasions, the difficulties posed by multiple extremal examples can be mitigated by realizing that the combinatorial problem, or rather its extremal structures, hide the features and concepts of another mathematical discipline in the background. In such cases, the extremal structures can be described more naturally in "another mathematical language," making a translation back to the language of combinatorics at least a possibility.
A simple example of a problem of this sort is the one described by the famous Oddtown Theorem of Berlekamp [9] . The problem asks for the maximum size of a family of subsets of odd cardinality in an n-element base set, such that the intersection of any two members of the family has even cardinality. It turns out that this problem can easily be solved by a simple application of linear algebra, even though there are superexponentially many extremal structures [7, Exercise 1.1.14]. A combinatorial characterization of the extremal families however is still outstanding, and it is questionable whether it is feasible at all.
Another prominent example is the extremal problem known as Sidorenko's Conjecture [21, 20] . Roughly speaking, Sidorenko's Conjecture asks for the minimum number of copies of a fixed bipartite graph H in a "large" graph on n vertices with m = Θ(n 2 ) edges. The conjecture states that for every bipartite graph H the minimum is essentially taken by quasirandom graphs. Sidorenko's conjecture is known to hold for many bipartite graphs, for example trees, even cycles, the hypercube, complete bipartite graphs, but wide open in general; see [14] and its references. Since the random graph G(n, m) is conjectured to be essentially extremal for the problem, it is then also plausible to expect that there are many combinatorially different extremal or close to extremal constructions and hence a combinatorial characterization of the extremal examples seems out of reach. However, in the analytic language of graph limits, where graphs are interpreted as symmetric measurable functions on the unit square (called graphons), the asymptotically equivalent formulation of Sidorenko's Conjecture is conjectured to have a unique extremal graphon (for every bipartite graph H with a cycle): the constant function 2m/n 2 . This stronger uniqueness statement, called the forcing conjecture, is also known to hold for all cases when Sidorenko's Conjecture is known to be true [14] . So it seems that the concept of graph limits provide the proper, now analytic, language for Sidorenko's Conjecture and it would probably be futile to try to give a combinatorial description of the various (almost) extremal structures, because they are unique only in the language of analysis.
Aharoni [2] invoked topological considerations to prove Ryser's Conjecture for 3-graphs and hence overcame the combinatorial difficulty of having infinitely many extremal structures. Our main tasks, the characterization of the extremal 3-graphs for Ryser's Conjecture (in [12] ) and their link-graphs (in the present paper), go a step further in this direction: they show that the extremal structures naturally live in the field of topology and hence it is not unexpected that their combinatorial characterization is complicated.
The Structure of the Paper
In Section 2, we prove Theorem 1.8 using triangulations. As we have seen above, Theorem 1.7 is a corollary. We also discuss here the proof of Theorem 1.6 and include an argument to derive Theorem 1.2 from it.
In Section 3 we go on to prove Theorem 1.4, and on the way we reprove Aharoni's Theorem for the 3-partite case of Ryser's Conjecture.
In Section 4 we prove our main theorem, Theorem 1.5. We show that those bipartite graphs whose line graphs are optimal for Theorem 1.2 must have a certain form, which we call a CP-decomposition. We show a slightly more general statement involving any subgraph of the line graph of a bipartite graph. The precise definition of CP-decomposition in this general setup is given in Section 4.
In Section 5 we prove a theorem that will be crucial for our proof of Theorem 1.1 in [12] . We define the notion of good sets. Good sets will turn out to be very useful to have in one of the link graphs of a Ryser-extremal 3-graph. In the main theorem of Section 5 we show that the lack of good sets in a bipartite graph imposes very strong restrictions on its structure. The proof of this theorem is included in this paper because it uses several of the technical definitions and lemmas introduced for the proof of our main theorem in Section 4.
In the final section we collect several remarks and open problems.
Topological Preliminaries

Rainbow Simplices
We now briefly introduce a couple of topological notions which we need for the proof of Theorem 1.8. The join of two abstract simplicial complexes C and D is the abstract simplicial complex C * D = {(σ × {0}) ∪ (τ × {1}) : σ ∈ C, τ ∈ D}. A useful fact relating connectedness to joins is the following:
If K is a simplicial complex, then a subdivision of K is a simplicial complex
To determine the connectedness of a simplicial complex, it is sufficient to consider simplicial maps into subdivisions of the simplex.
Proposition 2.2 ([23, Proposition 2.8]).
A simplicial complex C is k-connected if and only if for every j with −1 ≤ j ≤ k and for every simplicial map f :
, where S is a subdivision of the boundary of a (j + 1)-simplex, there is a subdivision B of a (j + 1)-simplex with S as its boundary, and a simplicial mapf :
We prove Theorem 1.8 by constructing an appropriate colored triangulation of the simplex and then using Sperner's Lemma. This type of approach was introduced in [6] . Then there is an n-dimensional rainbow simplex in T .
Proof of Theorem 1.8. We will prove the statement by induction on d. Let first d = 0. Let C be a simplicial complex with a coloring c : V (C) → X of its vertices satisfying the conditions of the theorem and let ∆ be an (|X| − 1)-dimensional simplex (so with |X| vertices). The k-skeleton of ∆ is the subcomplex containing all faces of dimension up to k. By induction on k, we construct a subdivision T k of the k-skeleton of ∆ for every k = 0, 1, . . . , |X| − 1, together with a simplicial map f k : V (T k ) → V (C) so that coloring each vertex v ∈ V (T k ) of the subdivision by the color c(f k (v)) produces a coloring which has property (1) of Sperner's Lemma, as well as property (2) for each face σ of ∆ up to dimension k. (Such a coloring of will be called a Sperner coloring.)
We start with the 0-skeleton T 0 = ∆ (0) , which consists of just the vertices of ∆. We choose a simplicial map f 0 : V (T 0 ) → V (C) so that every vertex is sent to a vertex with a different color. This is possible because we have as many vertices as there are colors and, most importantly, because the assumption on the connectedness requires that there is a vertex of every color in C. Indeed, for any x ∈ X, we have conn(C| {x} ) ≥ |{x}| − 2 = −1, hence the subcomplex C| {x} is nonempty. Now suppose that we have already defined a subdivision T k of the k-skeleton of ∆ and a simplicial map f k : V (T k ) → V (C) such that if one colors the vertices of the subdivision by the colors of their images under f k , we get a Sperner coloring. We will extend T k and f k to the (k + 1)-skeleton of ∆ by defining the extensions independently for each (k + 1)-face σ of ∆. The boundary ∂σ of σ is contained in the k-skeleton, so T k contains a subdivision D of ∂σ. Let S = c(f k (V (σ))) ⊆ X be the set of colors of the images of the vertices of σ under f k . Because f k induces a Sperner coloring, we must have that |S| = k + 2 and f k (V (D)) ⊆ C| S . By assumption, conn(C| S ) ≥ |S| − 2 = k, and since D is a subdivision of the boundary of a (k + 1)-simplex, by Proposition 2.2 there is a subdivision E of σ with D as its boundary, and a simplicial map f σ : V (E) → V (C| S ) extending f k . Doing this for each (k + 1)-simplex one after another, we obtain a subdivision T k+1 of the (k + 1)-skeleton and a map f k+1 : V (T k+1 ) → V (C) defined as the union of all the maps f σ with σ ranging over the (k + 1)-faces of ∆. Since each f σ agrees with f k on the boundary, the union agrees with f k on the k-skeleton and it is well-defined. Also, f k+1 induces a Sperner coloring by construction.
Continuing in this manner, we end up with a subdivision T |X|−1 = T of the entire simplex ∆ and a simplicial map f : V (T ) → V (C) inducing a Sperner coloring. Hence, by Sperner's Lemma, there is a rainbow simplex τ in T with |X| vertices. The colors of V (τ ) were defined as the colors of its image via f , hence the simplex of C with vertices f (V (τ )) must also have |X| vertices with all different colors. So we found our rainbow simplex, which concludes the proof for d = 0.
Let now d ≥ 1 and let C be a simplicial complex with a coloring c : V (C) → X of its vertices such that for every S ⊆ X we have that conn(C| S ) ≥ |S| − d − 2. Our strategy is to add some new vertices and new simplices to C to get a complexĈ and extend the coloring c toĈ such thatĈ satisfies the conditions of the theorem with dĈ = d − 1. We will then apply the induction hypothesis to find a rainbow simplex inĈ, and since it will turn out that it may contain at most one new vertex, removing it will yield a rainbow simplex in C with at least |X| − d vertices.
For each x ∈ X, let v (x) be a new vertex which we color by x. Let M be the simplicial complex consisting of the isolated vertices v (x) : x ∈ X , and let C = C * M. We claim thatĈ fulfills the conditions of the theorem with dĈ = d−1. Indeed, applying Proposition 2.1 we get that conn(Ĉ| S )
Here we used thatĈ| S = C| S * M| S and that conn(M| S ) = −1, as each color is represented among the new vertices, so M| S is non-empty. Thus, by induction,Ĉ contains a rainbow simplex τ with |X| − d + 1 vertices. To complete the proof of the theorem we just need to recall that no two vertices of M form a simplex, hence τ can contain at most one of the new vertices. Thus there is a face of τ spanned by at least |X| − d vertices from C, providing the rainbow simplex we were looking for.
The Independence Complex
Meshulam [17] proved a homological version of Theorem 1.6, where everywhere in the statement conn is replaced by the homological connectedness conn H . He used the Mayer-Vietoris sequence and the observation that, provided G is simple, I(G − e) = I(G) ∪ (e * I(G e)) and I(G) ∩ (e * I(G e)) is the suspension of I(G e). (Once proved for simple graphs, Theorem 1.6 follows easily for arbitrary G.) Adamaszek and Barmak [1] , mostly concerned with a question of Aharoni, Berger, and Ziv [4] , proved that the conn on the right hand side of inequality (1.2) can be replaced with the following function ψ:
It can be easily seen by induction on |E(G)| that Theorem 1.6 implies the theorem of Adamaszek and Barmak [1] , but there seems to be no direct way to derive the implication in the other direction. However, the proof in [1] can easily be modified to give Theorem 1.6. One simply takes e to be an arbitrary edge, defines k = min(conn(G − e), conn(G e) + 1), and proceeds as in [1] to show that the homological connectedness of G is at least k. To conclude that conn(G) ≥ k, one only needs to show that k ≥ 1 implies that I(G) is simply connected and then appeal to the Hurewicz Theorem. This can be done in an argument identical to the one in [1] .
One can apply Theorem 1.6 to prove Theorem 1.2.
Proof of Theorem 1.2. We proceed by induction on |E(J)|. If J contains an isolated vertex, the lemma is trivially true, since then conn(J) = ∞. Thus we may assume that every vertex of J has a neighbor. If M = ∅, the lemma is trivially true, since the connectedness of anything is at least −2, so assume |M | ≥ 1. Now consider an edge m ∈ M ⊆ V (J). This edge (vertex of J) has a neighbor e in J. Since M ⊆ V (J − me), by induction we have conn(J − me) ≥ |M | /r − 2. Now consider what happens when we explode me. We remove from V (J) all neighbors of m and e. Since m ∈ M , none of the neighbors of m are in M , and since e has size at most r, it intersects at most r edges of M (one of them being m). Therefore, V (J me) still contains a matching of size at least |M |−r. By induction, we then have conn(J me) ≥ (|M |−r)/r−2 = |M | /r−3.
Applying Theorem 1.6, we obtain
which is what was wanted.
Connectedness of the Link Graph
In this section we prove Theorem 1.4, which states that the link graph of any Ryser-extremal 3-graph minimizes the connectedness of the independence complex of its line graph. On the way we also give a proof of Aharoni's Theorem, which is somewhat different from the original argument. Let H be a 3-partite 3-graph with vertex classes V 1 , V 2 , and V 3 . We aim to show that τ (H) ≤ 2ν(H). To do this, we will consider the link graph (recall Definition 1.3). An important thing to note is that if each edge of a matching in the link graph lk H (V i ) extends to a different vertex of V i , then the extended edges form a matching in H. Thus, we can color each edge of the link graph by the vertex to which it extends (since we are considering the link graph as a multigraph, that vertex is uniquely determined for each edge) so that a rainbow matching (a matching with each edge of a different color) in the link graph corresponds to a matching in the hypergraph H. Now we will use the vertex cover number of H to find a lower bound on the connectedness of the line graphs of the link graphs, and we will use the matching number of H to find an upper bound for at least one link. Combining these bounds will yield the desired inequality τ (H) ≤ 2ν(H). So let's calculate. Proposition 3.1. Let H be a 3-partite 3-graph with vertex classes V 1 , V 2 , and V 3 . Then for each i ∈ {1, 2, 3} we have the following:
(ii) There is some S ⊆ V i such that
(iii) For every S ⊆ V i for which the inequality in (ii) holds we have
Proof. Let S ⊆ V i . We want to show that the line graph L(lk H (S)) has sufficiently high connectedness. We construct a vertex cover T S of H by taking the vertices in V i \ S and a minimum vertex cover of lk H (S). This is clearly a vertex cover of H because any edge not incident to S intersects V i \ S and any edge incident to S induces an edge in the link of S, and hence intersects the vertex cover of the link. We have |T S | = |V i | − |S| + τ (lk H (S)), and since this is a vertex cover, we thus have
for all subsets S ⊆ V i . By König's Theorem, we have τ (lk H (S)) = ν(lk H (S)). We therefore have a lower bound on the matching number of the link graph, and so by Theorem 1.2, we have
which is the inequality in statement (i). Now we want to show that the inequality in statement (ii) holds for some S. Suppose to the contrary that for every S ⊆ V i we had conn(L(lk H (S))) ≥ ν(H) − (|V i | − |S|) − 1. We will aim to apply Theorem 1.8 with X = V i and C = I(L(lk H (V i ))) to find a large rainbow matching in lk H (V i ) and hence a large matching in H. By our supposition, for each S ⊆ V i we have conn(L(lk H (S))) ≥ |S| − (|V i | − ν(H) − 1) − 2, and hence we can apply Theorem 1.8 with d = |V i |−ν(H)−1 to get a rainbow matching of size
which is a contradiction. Thus some S ⊆ V i must indeed satisfy the inequality in (ii). Now consider such an S. Combining the inequalities in (i) and (ii), we get
from which the inequality in (iii) follows after some rearranging. Now Aharoni's Theorem follows in one line from the above proposition: there is an S ⊆ V i such that |S| ≥ |V i | − (2ν(H) − τ (H)), and hence
Since |V i | ≥ |S|, we thus have τ (H) ≤ 2ν(H) as desired.
We also use Proposition 3.1 to derive the main theorem of this section. 
where the first inequality is valid because of Theorem 1.2, the equality following it is König's Theorem, and the last inequality is just equation (3.1) for S = V i . It follows that every inequality is actually an equality, from which part (ii) of Theorem 1.4 follows. From parts (i), (ii), and the fact that ν(H) = τ (H)
2 , it follows that the link graphs lk H (V i ) of a Ryser-extremal 3-graph H must be extremal for Theorem 1.2:
The Characterization Theorem
In the main theorem of this section we fully characterize those bipartite graphs for which the connectedness of the line graph is as small as possible, that is, it is equal to two less than half its matching number. For the proof we need to choose our definitions very subtly and in order to make the induction work, we need to consider a carefully formulated more general statement involving arbitrary subgraphs of the line graphs.
Definition 4.1. Let G be a bipartite graph, and let J ⊆ L(G) be a subgraph of its line graph. Two edges of G are called J-adjacent if they are connected by an edge in J, and otherwise J-nonadjacent. An edge e ∈ V (J) is at home in a subgraph T ⊆ G if T is a path on 4 vertices, e intersects T in an interior vertex, and e is J-adjacent to some edge of T . Definition 4.2. Let k ∈ N, let G be a bipartite graph, let J ⊆ L(G) be a subgraph of its line graph, and let M ⊆ V (J) be a matching in G of size 2k. A CP-decomposition of J with respect to M is a set of k vertex-disjoint subgraphs S 1 , . . . , S s , T 1 , . . . , T t of G such that (1) Each S i is isomorphic to C 4 (a cycle on 4 vertices), contains two edges of M , and every two intersecting edges are J-adjacent.
(2) Each T j is isomorphic to P 4 (a path on 4 vertices), contains two edges of M , and every two intersecting edges are J-adjacent.
(3) Every edge in V (J) is equal to or parallel to an edge of some S i , or is at home in some T j .
We call k = |M | /2 the order of the CP-decomposition. Observe for property (3) that the edges of any of the subgraphs T j are themselves at home in T j by definition. First we spell out the special case when J is the entire line graph and prove Theorem 1.5. This will provide a characterization of those bipartite graphs G whose line graphs have connectedness as small as possible in terms of the matching number of G.
Proof of Theorem 1.5. Suppose conn(L(G)) = ν(G) 2 − 2. Then by Theorem 4.3, L(G) has a CP-decomposition, which is a collection of ν(G)/2 pairwise vertexdisjoint subgraphs, each of them a C 4 or a P 4 , such that every edge of G is either an edge of one of the C 4 's or is incident to an interior vertex of one of the P 4 's.
As it was mentioned in the introduction, the converse of this statement is not used at all in our argument. We include it only to provide a full characterization of the extremal graphs. It will be proven in our follow-up paper [12] , since the proof uses the concept of home-base hypergraph which is the central concept of that paper.
The proof of Theorem 4.3 is quite involved and will take up the next two subsections. We start with some auxiliary lemmas.
Lemmas on M-reduced Subgraphs
For the proof of Theorem 4.3 and later we will often use Theorem 1.6 in its contrapositive form, which we state here as a corollary.
Corollary 4.4. Let H be a graph, let e ∈ E(H), and let k ∈ N. If conn(H) ≤ k, then either conn(H − e) ≤ k or conn(H e) ≤ k − 1.
In light of Corollary 4.4, the following definitions will be useful. Definition 4.5. An edge e ∈ E(H) is called decouplable if conn(H − e) ≤ conn(H), and explodable if conn(H e) ≤ conn(H) − 1.
By Corollary 4.4 every edge is either decouplable or explodable (or both).
In the grand plan of our proof of the CP-decomposition theorem we intend to delete edges of J ⊆ L(G) iteratively until there are no decouplable edges left and hence all edges are explodable (and then we explode one, hence decreasing the connectedness). Crucially, deleting decouplable edges does not increase the connectedness. This explains the following key definition of this subsection. It will be important to note that if J is M -reduced, then J is also M ′ -reduced for any matching M ′ ⊆ V (J) with |M ′ | = |M |. In particular, if we replace edges of M by parallel edges in V (J), these must share any properties we can deduce for the original edges.
Assumptions. For the remainder of the section let G be a bipartite graph, let M ⊆ E(G) be a matching of size 2k in G, and let J ⊆ L(G) be an M -reduced subgraph of the line graph.
Lemma 4.7 (Degree Lemma). For every edge e ∈ V (J) \ M either no edge of M is J-adjacent to e or two edges of M are J-adjacent to e. In particular, if e is parallel to an edge of M , then it is not J-adjacent to that edge.
Proof. Since J is M -reduced, we have conn(J) ≤ k − 2. Clearly an edge can be J-adjacent to at most two edges of M because M is a matching in G and J ⊆ L(G). Suppose for the sake of contradiction that some edge e ∈ V (J) is J-adjacent to m ∈ M , but not J-adjacent to any other edge of M . Since me ∈ E(J) and J is M -reduced, by Corollary 4.4, upon exploding me we have conn(J ′ ) ≤ k − 3 for J ′ = J me. Since e is J-adjacent to only one edge from M , the explosion keeps M \ {m} in J ′ , so J ′ still contains a matching of size 2k − 1. Then by Theorem 1.2 we have conn(J ′ ) ≥ 2k−1 2 − 2 > k − 3, which is a contradiction. Thus every edge in V (J) is J-adjacent to either two edges of M or no edge of M .
Corollary 4.8. Let x, y, x
′ , and y ′ ∈ V (G) be the vertices of a C 4 such that xy, x ′ y ′ ∈ M , and xy ′ , x ′ y ∈ V (J). Then for every zy ∈ V (J) with z ∈ V (G) \ {x, x ′ } we have that zy is J-adjacent to xy if and only if it is J-adjacent to x ′ y.
Proof. Suppose z ∈ V (G) \ {x, x ′ } with zy ∈ V (J), and zy is J-adjacent to xy. Then by the Degree Lemma there is an edge zw ∈ M which is J-adjacent to zy. Now consider the matching
. Applying the Degree Lemma to M × , we have that since zw ∈ M × is J-adjacent to zy, also x ′ y ∈ M × must be J-adjacent to zy. The reverse inclusion can be shown by exchanging the roles of M and
If M is a matching in a graph, then an M -exposed vertex is one not in any edge of M . A path or cycle is M -alternating if for every pair of consecutive edges, exactly one of them is in M .
Lemma 4.9 (Alternating Lemma). Let J be M -reduced, and let e 1 , . . . , e q ∈ V (J) be the edges of an M -alternating path in G starting at an M -exposed vertex or the edges of an M -alternating cycle in G with e q e 1 / ∈ E(J). Then in both cases e i e i+1 / ∈ E(J) for all i = 1, . . . , q − 1.
Proof. Case 1. e 1 , e 2 , . . . , e q ∈ V (J) are the edges of an M -alternating path starting at an M -exposed vertex. Suppose the lemma did not hold and let j = min {i : e i e i+1 ∈ E(J)}. If j is odd, then e j / ∈ M . Since e j e j+1 ∈ E(J), by the Degree Lemma there must be another edge of M which is J-adjacent to e j . However, e 1 has an M -exposed vertex, so j = 1, from which it follows that e j−1 e j ∈ E(J), which contradicts the minimality of j.
Therefore j is even and e j ∈ M . Since by assumption J is M -reduced, e j e j+1 is explodable, hence J ′ = J e j e j+1 satisfies conn(J ′ ) ≤ k − 3. Note that since e j−1 e j / ∈ E(J), the explosion does not delete e j−1 . Thus M ′ = M ∪ {e 1 , e 3 , . . . , e j−1 } \ {e 2 , e 4 , . . . , e j , e j+2 } ⊆ V (J ′ ) is a matching of size 2k − 1 (if j + 2 > q, let e j+2 be the second edge of M that is J-adjacent to e j+1 , which exists by the Degree Lemma). This means that by Theorem 1.2, conn(J ′ ) ≥ 2k−1 2 − 2 > k − 3, which is a contradiction. Thus the lemma holds for paths. Case 2. e 1 , e 2 , . . . , e q ∈ V (J) are the edges of an M -alternating cycle with e q e 1 / ∈ E(J). Since we can reverse the direction of the cycle if necessary, we can assume without loss of generality that e q ∈ M and e 1 / ∈ M . If the lemma does not hold, then let j = min {i : e i e i+1 ∈ E(J)}. If j is odd, then a reasoning identical to the one in Case 1 yields a contradiction.
Therefore j is even and e j ∈ M . By assumption, e j e j+1 is explodable, hence J ′ = J e j e j+1 satisfies conn(J ′ ) ≤ k − 3. We have a matching M ′ = M ∪ {e 1 , e 3 , . . . , e j−1 , e j+3 , . . . , e q−1 } \ {e 2 , e 4 , . . . , e q } ⊆ V (J ′ ) of size 2k − 1, so by Theorem 1.2, conn(J ′ ) ≥ 2k−1 2 − 2 > k − 3, which is a contradiction. Thus the lemma also holds for cycles.
Given two incident non-parallel edges m ∈ M and e ∈ V (J) \ M , we define P M (m, e) to be the set of edges of M which participate in some M -alternating path in G starting with m, continuing with e, and using only edges from V (J). Note that we do not require the edges of the path to be J-adjacent. Also note that m ∈ P M (m, e), and if me ∈ E(J), then P M (m, e) contains at least one more edge of M , namely the other one J-adjacent to e, which exists by the Degree Lemma.
Lemma 4.10. Let m ∈ M , e ∈ V (J) \ M with me ∈ E(J), and let m ′ ∈ M be the other M -edge J-adjacent to e. Let W 1 and W 2 be the vertex classes of the bipartite graph G, and let m∩e ⊆ W i . Then for every m * ∈ P M (m, e)\{m, m ′ }, there is an edge g ∈ V (J) for which the following hold:
Proof. Suppose not. Then fix m * ∈ P M (m, e) \ {m, m ′ } for which the lemma fails. Let Q = {g ∈ V (J) :
If Q is not empty, then by assumption every edge g ∈ Q fails property (iii).
Since J is M -reduced, we have conn(J) ≤ k − 2 and when we explode me, we get conn(J me) ≤ k − 3. We then iteratively delete decouplable edges of J me in an arbitrary order until no edge is decouplable. This results in an M ′ -reduced J ′ ⊆ J me, where M ′ = M \ {m, m ′ } and conn(J ′ ) ≤ k − 3 (recall that deleting a decouplable edge does not increase the connectedness). Let a be the vertex in m ′ \ e. Note that if a is not the endpoint of any edge contained in V (J ′ ), we are done, since then P M (m, e) = {m, m ′ }, so there is no m * to choose, and the statement is vacuously true. Thus, assume this is not the case.
We will arrive at a contradiction by showing that m * is isolated in J ′ , which implies conn(J ′ ) = ∞. First, we show that m * has no J ′ -neighbors incident to it in W 3−i . Take an arbitrary edge g which intersects m
, so we are done. Thus assume m * g ∈ E(J), which implies g ∈ Q, and this means thatm, the other M -edge J-adjacent to g (which exists by the Degree Lemma for M and J), is in P M (m, e) by our assumption on m
). Otherwise, there is an M -alternating path e 1 , . . . , e q =m starting at the vertex a ∈ e 1 . This is clearly also an M ′ -alternating path, and since a is an M ′ -exposed vertex in J ′ , the Alternating Lemma (Lemma 4.9) applied to M ′ and J ′ gives that none of the pairs e i , e i+1 are J ′ -adjacent; in particular, e q−1m / ∈ E(J ′ ). Now there are two cases. Case 1. m * is on this path.
Then the segment of the path starting at m * and ending withm, together with g, forms an M ′ -alternating cycle. Since e q−1m / ∈ E(J ′ ), the Alternating Lemma tells us that m * and g are not J ′ -adjacent. Case 2. m * is not on the path. Then e 1 , . . . , e q , g, m * is an M ′ -alternating path, and the Alternating Lemma again tells us that m * and g are not J ′ -adjacent. This proves that m * has no J ′ -neighbor which intersects it in W 3−i . We now show that it also has no J ′ -neighbor intersecting it in W i . Take an arbitrary edge g which intersects m * in W i . We may again assume g is J-adjacent to m * , and hence there is anm ∈ M , which is the other M -edge J-adjacent to g. Again, ifm ∈ {m, m ′ }, then m * g / ∈ E(J ′ ) because then m / ∈ V (J ′ ) and the Degree Lemma for J ′ gives that g is not J ′ -adjacent to any edge of
There is an M ′ -alternating path e 1 , . . . , e q = m * starting at the vertex a ∈ e 1 . Because the path starts at an M ′ -exposed vertex, no two consecutive edges are J ′ -adjacent by the Alternating Lemma. Again there are two cases. Case 1.m is on this path.
Then the segment of the path starting atm and ending with m * , together with g, forms an M ′ -alternating cycle. Since e q−1 m * / ∈ E(J ′ ), the Alternating Lemma tells us that m * and g are not J ′ -adjacent. Case 2.m is not on the path.
Then e 1 , . . . , e q , g is an M ′ -alternating path, and the Alternating Lemma will again tell us that m * = e q and g are not J ′ -adjacent. In conclusion, we have shown that m * does not have any neighbor in J ′ , which was our desired contradiction. Hence no such m * exists and the proof is complete. 
Proof. Let a be the vertex in m ′ ∩f . Any M -alternating path starting with m, e must continue with m ′ and then a path starting at a and never again intersect the vertices of the C 4 . Similarly, any M × -alternating path starting with e, m must continue with f and a path starting at a and never again intersect the vertices of the C 4 . Thus the edges outside of the C 4 which are reached will be the same, because the matchings are the same outside the C 4 . Proof. Suppose J has a CP-decomposition with respect to M . We will show that it has a CP-decomposition with respect to M × . Since the roles of M and M × are symmetric, the reverse implication is analogous. Note also that J is M -reduced if and only if it is M × -reduced. There are two cases. Case 1. mem ′ f is a C 4 in the CP-decomposition with respect to M .
Then mem ′ f is still an M × -alternating 4-cycle and incident edges are Jadjacent, so the same CP-decomposition is also a CP-decomposition with respect to M × . Case 2. mem ′ f is not a C 4 in the CP-decomposition with respect to M . Then m and m ′ must be in either a C 4 or a P 4 in this decomposition. Suppose first that m ∈ S 1 , where S 1 is a C 4 in the CP-decomposition. Then m ′ / ∈ S 1 , and hence e, f / ∈ S 1 . It follows that e and f are neither equal to nor parallel to edges of any C 4 in the CP-decomposition, and thus by property (3) of the CP-decomposition, they are each at home in some P 4 of the CP-decomposition. This means that both endpoints of m ′ must be interior vertices of some P 4 . However this is impossible, since M -edges are the ending edges of the P 4 's of the decomposition, so only one endpoint could be interior. So m is not in a C 4 of the decomposition and by symmetry, neither is m ′ . From now on we assume that m and m ′ are in two distinct P 4 's (they are not in the same P 4 because then either e or f would not be at home in any P 4 ). Call these P 4 's T 1 and T 2 with edges mgh and m ′ g ′ h ′ , respectively. Note that m ∩ g contains an interior vertex, as does m ′ ∩ g ′ , and since e and f must be at home somewhere, one of them, say e, is at home in m ∩ g and the other (f ) in m ′ ∩ g ′ (since e and f are disjoint). We claim now that replacing T 1 and T 2 by egh and f g ′ h ′ gives us a CPdecomposition with respect to M × . To check this, we must show that egh and f g ′ h ′ are both P 4 's whose incident edges are J-adjacent, and that every edge which was at home in T 1 or T 2 is still at home in either egh or f g ′ h ′ . Both are straightforward consequences of Corollary 4.8, which states that the J-neighbors of e and of m at e ∩ m, which are outside of the 4-cycle are the same (and likewise for f and m ′ ). Thus, e is J-adjacent to g and f is J-adjacent to g ′ . And any edge which was at home in T 1 because it was J-adjacent to m is J-adjacent also to e, and so still at home in egh (and likewise for T 2 and f g ′ h ′ ). The only edges left to check are m and m ′ and edges parallel to m, m ′ , e, or f . Here m and m ′ are at home in egh and f g ′ h ′ , respectively, because they are J-adjacent to g and g ′ , respectively. Edges parallel to m or m ′ are J-adjacent to g or g ′ , respectively, since they needed to be at home in some P 4 of the original CP-decomposition and those are the only possibilities (they are not J-adjacent to m or m ′ by the Degree Lemma, because J is M -reduced). Thus they are at home in the new P 4 's. All e-parallel edges are also J-adjacent to g, and f -parallel ones to g ′ because of Corollary 4.8. This means that this is indeed a CP-decomposition with respect to M × , and it is clearly of the same order. This completes the proof.
Proof of the CP-Decomposition Theorem
We are now ready to start the proof of Theorem 4.3.
Proof of Theorem 4.3. We prove this by induction on |M |. Recall that |M | must be even, so write |M | = 2k and proceed by induction on k.
For k = 0, we have conn(J) = −2, which means V (J) is empty. Thus, it has a CP-decomposition of order 0, which is an empty collection of cycles and paths.
For k = 1, we get conn(J) = −1, so I(J) must have at least two components. Thus there exist two disjoint non-empty subsets E 1 , E 2 ⊆ V (J) with V (J) = E 1 ∪ E 2 such that for all e 1 ∈ E 1 and e 2 ∈ E 2 , we have e 1 e 2 ∈ E(J). By assumption there is a matching M = {m 1 , m 2 } ⊆ V (J). Since m 1 and m 2 are not J-adjacent (as they are disjoint), they must be in the same component of I(J), and so assume without loss of generality that m 1 , m 2 ∈ E 1 . Then every edge in E 2 is J-adjacent to both m 1 and m 2 , and since G is bipartite, every such edge must intersect m 1 in one vertex class of G and m 2 in the other. Thus the graph formed by the edges in E 2 together with m 1 and m 2 is either a C 4 or a P 4 together with possibly some parallel edges. If it forms a C 4 , then the rest of E 1 must consist of edges parallel to m 1 and m 2 because they must be J-adjacent to both of the non-M edges of the C 4 . If the graph is a P 4 , then the rest of the edges in E 1 must be J-adjacent to all of the middle edges, and hence are at home in that P 4 . Therefore, J has a CP-decomposition consisting of a single C 4 or P 4 . This completes the proof for k = 1. Now assume k ≥ 2. If |E(J)| = 0, then conn(J) = ∞, so the statement is vacuously true. So assume |E(J)| ≥ 1. We may assume J is M -reduced so that all edges of J are explodable. (If J is not M -reduced, iteratively delete decouplable edges of J until the subgraph is M -reduced. A CP-decomposition for the subgraph of J will also be a CP-decomposition of J.) Case 1. There is an edge m = ab ∈ M with no J-neighbor incident to a.
Then there must be a J-neighbor e of m incident to b, otherwise m is isolated, and conn(J) = ∞, which is a contradiction. Since J is M -reduced, when we explode me ∈ E(J), we have that J ′ = J me satisfies conn(J ′ ) ≤ k − 3. By the Degree Lemma for J, there is another edge m ′ ∈ M which is J-adjacent to e.
is a matching of size 2k − 2, we have that J ′ together with M ′ satisfy the conditions of the theorem for k ′ = k − 1, so by induction, there is a CP-decomposition of J ′ with respect to M ′ , say S 1 , . . . , S s , T 1 , . . . T t with s + t = k − 1, where each S i ∼ = C 4 and each T j ∼ = P 4 .
Define T t+1 to be a P 4 consisting of the edges m, e, and m ′ . We claim that S 1 , . . . , S s , T 1 , . . . , T t+1 is a CP-decomposition of J with respect to M . Since J ′ ⊆ J and M ′ ⊆ M , the subgraphs S i form C 4 's with two M -edges, with intersecting edges J-adjacent to each other, and the subgraphs T j with j < t + 1 form P 4 's also with this property. The new path T t+1 of course satisfies this as well, so the only thing we still need to check is that the remaining edges are parallel to edges of some S i or at home in some T j . Clearly, this is already true of the edges in
If f ∈ N J (e), then f is at home in T t+1 , because both endpoints of e are interior in T t+1 . If f ∈ N J (m), then f is also at home in T t+1 because m did not have a J-neighbor incident to a, so f must be adjacent to m at b, which is an interior vertex of T t+1 . This completes the proof of Case 1. Case 2. Every edge in M has a J-neighbor on both sides.
Recall that given two incident non-parallel edges m ∈ M and e ∈ V (J) \ M , we define P M (m, e) to be the set of edges of M which participate in some M -alternating path in G starting with m, e using edges in V (J). Note that m ∈ P M (m, e), and if me ∈ E(J), then P M (m, e) contains at least one more edge of M , namely the other one J-adjacent to e (which exists by the Degree Lemma). Let M = M(M, J) be the smallest family of all matchingsM ⊆ V (J) with the properties that
(2) For everyM ∈ M and for every C 4 with edgesm,ê,m
Obviously, each member of M can be obtained from M by a finite sequence of the above "C 4 -switch" operation. Observe also that J isM -reduced for every matchingM ∈ M. Let (M 1 , m, e) be chosen such that |P M1 (m, e)| is maximum among
Note that the set we are maximizing over is non-empty because we are in Case 2, so M ∈ M has an edge J-adjacent to another edge. Our plan is to find a CPdecomposition with respect to M 1 . This will be enough to prove our theorem because we can then "undo" the switches to arrive at our original matching M by repeatedly applying Lemma 4.12. For convenience we denote the vertex classes of G by A and B, with m ∩ e ⊆ A. Let m ′ ∈ M 1 be the other M 1 -edge J-adjacent to e. If m has no J-neighbor intersecting it in B, we may proceed as in Case 1, and thereby have a CPdecomposition with respect to M 1 . Otherwise, m has a J-neighbor on both sides, so let f be a J-neighbor of m with m ∩ f ⊆ B. By the Degree Lemma, f is J-adjacent to another edge m * ∈ M 1 . We claim that in fact m * = m ′ , and hence the edges m, e, m ′ , f form a C 4 . Suppose m * = m ′ . If m * / ∈ P M1 (m, e), we immediately arrive at a contradiction, because P M1 (m * , f ) would then properly contain P M1 (m, e) (just prepend m * , f onto any M 1 -alternating path starting with m, e), which contradicts the maximality of |P M1 (m, e)|. Thus we must have m * ∈ P M1 (m, e) \ {m, m ′ }. By Lemma 4.10, there is an edge g ∈ V (J) \ M 1 which is J-adjacent to m * with m * ∩ g ⊆ B so that its other J-adjacent matching edge,m ∈ M 1 , is not in P M1 (m, e). Then we claim P M1 (m, g) properly contains P M1 (m, e), which would again be a contradiction.
To see that this is the case, take any matching edgem ∈ P M1 (m, e), and we will show thatm ∈ P M1 (m, g). If an M 1 -alternating path starting with m, e reachingm contains m * , then we can start withm, g and continue along the segment of this path starting at m * , since neitherm nor g could be used in this path (otherwisem ∈ P M1 (m, e)). If, on the other hand,m is reachable from m, e without touching m * , then we may reachm by a path starting with m, g, m * , f, m, e. Thus, P M1 (m, e) ⊆ P M1 (m, g), and since the latter containŝ m, while the former does not, we have the contradictory proper containment we were hoping for. Therefore m * = m ′ . Thus m has only f and edges parallel to f as J-neighbors at B. We will show now that similarly, m ′ has only e-parallel edges as J-neighbors at B.
By Lemma 4.11 applied to mem ′ f , we have
is also a maximizing triple, where
Thus, the argument of the previous two paragraphs can be applied to show that e only has m ′ -parallel edges as J-neighbors at B. By Corollary 4.8, this implies that m ′ also has only e-parallel edges as J-neighbors on that side. We claim that among m, e, m ′ , f , and all parallel edges we have that every parallel pair is non-J-adjacent and every pair of intersecting non-parallel edges is J-adjacent. To see that two parallel edges are not J-adjacent to each other, one must simply apply the Degree Lemma to M 1 , M × 1 , or one of these with a matching edge switched out for a parallel edge. Now suppose on the contrary that edges g parallel to m and h parallel to e are not J-adjacent. Then the Alternating Lemma for M 1 ∪ {g} \ {m} would imply that m ′ and f are not J-adjacent, which would be a contradiction. Now we distinguish two further cases. ′′ and M ′′ satisfy the conditions of the theorem for k ′′ = k − 2, so J ′′ has a CP-decomposition with respect to M ′′ , say S 1 , . . . , S s , T 1 , . . . , T t with s + t = k − 2.
We define T t+1 to be the P 4 with edges {m, g, m 1 }, and T t+2 to be the P 4 with edges {m ′ , g ′ , m 2 }. Then we claim S 1 , . . . , S s , T 1 , . . . , T t+2 is a CP-decomposition of J with respect to M 1 . To see this, we must verify that every edge not in an S i and not parallel to an edge of an S i is at home in some T j . This is already true for all edges in V (J ′′ ) (since J ′′ ⊆ J), so we only need to consider the edges we have removed by exploding mg and m ′ g ′ . However, all of these edges were by definition J-adjacent (or even J ′ -adjacent) to m, g, m ′ , or g ′ . The edges J-adjacent to g and g ′ are automatically at home in T t+1 or T t+2 because the vertices of g and g ′ are the interior vertices of the respective P 4 's. However, the only edges J-adjacent to m or m ′ but not at m ∩ g or m ′ ∩ g ′ are parallel to e and f . However, e-parallel edges are J-adjacent to g and f -parallel edges are J-adjacent to g ′ by Corollary 4.8, so they are also at home in T t+1 or T t+2 . Thus we have a CP-decomposition with respect to M 1 .
All we need now is to use this CP-decomposition to get a CP-decomposition with respect to our original M . This is possible by several applications of Lemma 4.12 because M 1 is obtainable from M by a sequence of C 4 -switches.
Good Sets
This section introduces the concept of good sets, which (as we will later see in [12] ) will help us find the substructure we need in our Ryser-extremal hypergraph in order to prove our characterization theorem by induction. The main result of this section implies that we can find good sets inside our link graphs in several cases, and hence if there are no good sets, we will know that the link graphs must have a certain form.
We start with a graph-theoretic definition, which will form the backbone of the definition of a good set.
Definition 5.1. Let G be a bipartite graph with vertex classes A and B. A subset X ⊆ B is called decent if it satisfies the following conditions:
For every x ∈ X and y ∈ N (x) the edge xy participates in a maximum matching of G.
Lemma 5.2. Let G be a bipartite graph with vertex classes A and B, and let M be a maximum matching in G. Let X 0 ⊆ B be the set of M -unsaturated vertices in B, and let X be the set of vertices in B reachable on an M -alternating path from X 0 (including X 0 ). Then X is decent, and |N (X)| = |X| − |X 0 |.
Then Y is the set of vertices in A reachable on an Malternating path from X 0 . To see this, consider a vertex x ∈ X and a neighbor y ∈ N (x). Either x is unsaturated, in which case x ∈ X 0 , so xy is an Malternating path from X 0 to y, or there is an M -alternating path from X 0 to x, which must end with a matching edge. If y is on this path, we are done. Otherwise, xy is not a matching edge, and hence we can extend our path by the edge xy.
We claim that M saturates Y with (X, Y )-edges. This is because M is maximum, and thus every M -alternating path starting from an unsaturated vertex must end in a saturated vertex, and therefore every vertex of Y is incident to an edge of M . Extending the path by such a matching edge must land us in X by definition. Thus this matching edge is an (X, Y )-edge. Therefore |N (X)| = |X| − |X 0 | ≤ |X|, so X satisfies property (1) . Since X contains all M -unsaturated vertices, M saturates Y and B \ X with distinct edges, and these are clearly all the edges of M . Thus ν(G) = |Y | + |B \ X|, so we have (2) as well.
We now show that X satisfies (3). Take an edge e ∈ E(G) between X and Y . If e ∈ M , then we are done. If it has an M -unsaturated vertex, then it is only adjacent to one matching edge m ∈ M , and so M ∪{e}\{m} is a maximum matching containing e.
Otherwise, e is adjacent to two matching edges m, m ′ ∈ M . Since e goes between X and Y , the vertices of m and m ′ are reachable by an M -alternating path starting from X 0 . Without loss of generality, the vertex in m ∩ e is in X. So consider an M -alternating path from X 0 which ends at that vertex. Note that its last edge is m. If m ′ is not in this path, then we can extend the path by e and m ′ . Switching along this extended path will create a maximum matching containing e (since the path ends at an M -unsaturated vertex). If, however, m ′ was in the original path, then adding e to the path forms an M -alternating cycle. Switching the matching along the cycle produces the desired matching. Therefore X is decent, as desired. Note that if G has a perfect matching, then each vertex class is an equineighbored set (unless G is the empty graph).
Lemma 5.4. Let G be a bipartite graph with vertex classes A and B and let M be a perfect matching in G. Let X 0 ⊆ B, and let X be the set of vertices in B reachable on an M -alternating path from X 0 (including X 0 ) starting with a non-matching edge. Then X is equineighbored.
Proof. Let Y = N (X). Since M is a perfect matching, every y ∈ Y has a partner x ∈ B matched to it by M . If there is an M -alternating path from X 0 to y starting with an edge not in M , then x ∈ X because either x ∈ X 0 ⊆ X or the path can be extended by the matching edge xy. If this holds for every y ∈ Y , then there is a matching from Y to X, so that |Y | ≤ |X|, from which |Y | = |X| follows by Hall's Theorem.
Therefore, we need to show that every y ∈ Y can be reached from X 0 by an M -alternating path starting with a non-matching edge. Since y ∈ N (X), it has a neighbor x ∈ X. By the definition of X, there is such an M -alternating path ending in x. If y is on that path, we are done. Otherwise, xy is not an edge of M (because the path to x ends with the matching edge incident to x), and so the path could be extended by xy, and thus y is on such a path. This concludes the proof.
So suppose that |X| = 2. We will show that X is good. By Lemma 5.5, X is decent, so we must simply check that for all y ∈ N (X), the graph G y formed by erasing from G all edges incident to y and not incident to X has the property that conn(L(G y )) ≥ k − 1.
Indeed suppose it did not. We could then apply Theorem 4.3 to get a CPdecomposition of L(G y ). Note that X is still a minimal equineighbored subset of B in G y .
Claim. X does not contain any interior vertex of a P 4 in any CP-decomposition of L(G y ) with respect to any perfect matching.
Proof. Fix a perfect matching M of G y , and fix a CP-decomposition S 1 , . . . , S s , T 1 , . . . , T t of L(G y ) with respect to M . Let X 0 be the set of interior vertices of the paths T j in X. Then X \ X 0 is also equineighbored because the endpoints of the paths T j which are partnered with the vertices of X 0 in the matching M are not in the neighborhood of X \ X 0 since all edges incident to them must connect to interior vertices of the paths. Since there are |X 0 | endpoints in X, we have removed at least as many vertices from the neighborhood as we have removed from X. Note that X \ X 0 cannot be empty as X could not have consisted entirely of interior vertices of the paths, since those have at least two distinct neighbors each. It follows that X 0 must have been empty and the claim follows.
Claim. X does not contain any vertices of a C 4 in any CP-decomposition of L(G y ) with respect to any perfect matching.
Proof. Fix a perfect matching M of G y , and fix a CP-decomposition S 1 , . . . , S s , T 1 , . . . , T t of L(G y ) with respect to M . Let X 0 be the vertices of some 4-cycle S i which are contained in X. Then X \ X 0 is also equineighbored because the two vertices of that S i which are adjacent to X 0 are not in the neighborhood of X \ X 0 as X does not contain any interior vertices of any T j by the previous claim, and the only neighbors of the vertices of S i are other vertices of S i and interior vertices of paths T j by the definition of a CP-decomposition. Therefore we would remove at least as many vertices from the neighborhood of X as we would remove from X. It follows that if X 0 is nonempty, then |X 0 | = 2, because if |X 0 | = 1, then we would have |N (X \ X 0 )| < |X \ X 0 |, which contradicts the fact that G y has a perfect matching. Since |X| = 2, we cannot have X \ X 0 = ∅, so X \ X 0 is a proper equineighbored subset of X, which is a contradiction to the minimality of X.
Thus we have shown that X consists entirely of endpoints of P 4 's (there are no other types of vertices, since we have a perfect matching). Then y is an interior vertex of some P 4 . However, y only has neighbors in X, so this cannot be the case (since every interior vertex of a path is adjacent to another interior vertex). Since we have reached a contradiction, it follows that we must have conn(L(G y )) ≥ k − 1. Thus X is a good set, which is a contradiction to the conditions of the lemma. Therefore, we must have |X| = 2 and G[X ∪ N (X)] is a C 4 , which is (ii). This proves the lemma.
Remarks and Open Problems
Concerning the tightness of Theorem 1.2 several interesting questions remain open. In the main result of our paper we characterized those bipartite graphs for which the theorem is tight when r = 2.
What happens with this characterization if one leaves out the restriction of bipartiteness? The graph G consisting of a triangle and a hanging edge is an example of a non-bipartite graph which is tight for Theorem 1.2. Indeed, ν(G) = 2 while the line graph is K 4 minus an edge, having a disconnected independence complex. It would be very interesting to obtain a full characterizations of those graphs G which are tight for Theorem 1.2.
Another natural direction is to consider hypergraphs with uniformity higher than 2. It is not difficult to see that Theorem 1.2 is also best possible for every r > 2. Just take a matching of size mr and add m edges that intersect r different matching edges each. However, a characterization of those r-graphs for which conn(H) = ν(H) r − 2 is still outstanding; the case of r-partite r-graphs already being very interesting.
A related question concerns the relationship of Theorem 1.2 to Ryser's Conjecture for r > 2. We mentioned already that in [12] we complete the proof that a graph is tight for Theorem 1.2 if and only if it is the link graph of a Ryser-extremal 3-graph. Is this equivalence or at least one of its directions true for r > 2?
Finally, Theorem 1.2 has a chance to be best possible only for graphs whose matching number is even. It would be interesting to prove a characterization of 2-graphs with an odd matching number and having a line graph with connectedness as small as possible (in terms of the matching number). Is there is a CP-decomposition-type characterization of all (bipartite) graphs with matching number 2k + 1 and connectedness k − 1?
