Abstract. Motivated by the construction of Bach flat neutral signature Riemannian extensions, we study the space of parallel trace free tensors of type (1, 1) on an affine surface. It is shown that the existence of such a parallel tensor field is characterized by the recurrence of the symmetric part of the Ricci tensor. 
1. Introduction 1.1. Bach flat modified Riemannian extensions. Let M = (M, ∇) be an affine surface (see Section 1.2 below). Let π : T * M → M be the canonical projection from the cotangent bundle to M . Let (x 1 , x 2 ) be local coordinates on M . Expand ω = y i dx i ∈ T * M to define canonical coordinates (x 1 , x 2 , y 1 , y 2 ) on T * M where, by an abuse of notation, we identify x i with π * x i . Let T = T i j ∂ x i ⊗ dx j be a tensor of type (1, 1) and let φ = φ ij dx i • dx j be a symmetric 2-tensor field where we adopt the Einstein convention and sum over repeated indices. The modified Riemannian extension is the invariantly defined Walker metric of neutral signature (2, 2) on T * M given locally by: Let N := (N, g) be a pseudo-Riemannian manifold with Levi-Civita connection ∇ g and let ρ ∇ g denote the Ricci tensor. Let W be the Weyl conformal curvature tensor. Then the Bach tensor is defined by B ij := ∇ gk ∇ g ℓ W kijℓ + 1 2 ρ ∇ g kℓ W kijℓ . The Bach tensor, which was introduced in [3] to study conformal relativity, is trace free and is conformally invariant in dimension four. Bach If 0 = T ∈ P 0 (M), then the eigenvalues of T are {±λ} so Tr{T 2 } = 2λ 2 . If 2λ 2 < 0 (resp. 2λ
2 > 0), we can rescale T so T 2 = − id (resp. T 2 = id) and T defines a Kähler (resp. para-Kähler) structure on M ; the almost complex (resp. almost paracomplex) structure being integrable as M is a surface [12, 19] . Finally, if λ = 0, then T is nilpotent and defines what we will call a nilpotent Kähler structure; such tensors appear in the construction of Bach flat manifolds using the Riemannian extension by Theorem 1.1. The symmetric Ricci tensor plays a crucial role. We will establish the following result in Section 3. Generically, of course, dim{P 0 (M)} = 0. Furthermore, there exist examples with Rank{ρ s } = 1 (resp. Rank{ρ s } = 2) where dim{P 0 (M)} = 0 as we shall show in Remark 5.2 (resp. Remark 1.11). What is somewhat surprising is that the existence of parallel (1, 1) tensor fields is completely characterized by the geometry of the symmetric part of the Ricci tensor ρ s .
Recall that a tensor field T on an affine manifold M is said to be recurrent if ∇T = ω ⊗ T for some recurrence 1-form ω. Let M be an affine surface where the skew-symmetric Ricci tensor ρ sk = 0. Then ρ sk defines a volume element.
Furthermore, ρ sk is recurrent, i.e. ∇ρ sk = ω ⊗ ρ sk . The symmetric Ricci tensor is not recurrent in general . We will also prove the following result in Section 3. Theorem 1.6. Let M = (M, ∇) be a simply connected affine surface with ρ s = 0.
(1) M admits a Kähler structure if and only if det{ρ s } > 0 and ρ s is recurrent.
(2) M admits a para-Kähler structure if and only if det{ρ s } < 0 and ρ s is recurrent. (3) M admits a nilpotent Kähler structure if and only if ρ s is of rank one and recurrent.
Remark 1.7. Affine surfaces with P 0 (M) = 0 have appeared in the literature in several contexts. For instance, affine surfaces with parallel shape operator have been investigated in [17] , where it is shown that any such surface is either an equiaffine sphere or the shape operator is nilpotent, thus corresponding to Assertion (1.c) in Theorem 1.5.
Let M be an affine surface equipped with a parallel volume form Ω. Since dΩ = 0 and ∇Ω = 0, M is a Fedosov manifold [16] and there is a notion of symplectic sectional curvature (see [15, 16] ). A symplectic surface (M, ∇, Ω) has zero symplectic sectional curvature if and only if the Ω-Ricci operator Ω(Ric Ω (X), Y ) = ρ(X, Y ) is a nilpotent Kähler structure. Moreover the symplectic sectional curvature is positive definite (resp., negative definite) if and only if Ric Ω is a Kähler (resp., para-Kähler) structure [15] .
Moreover, since a symplectic surface has constant symplectic sectional curvature if and only if the Ricci tensor is parallel [15] , it must be locally symmetric and thus locally homogeneous [13] . Hence the cases of non zero constant symplectic curvature correspond to affine structure defined by the Levi-Civita connections of the sphere, the hyperbolic plane and the Lorentzian hyperbolic plane. The case of zero symplectic sectional curvature corresponds to the Type A homogeneous surfaces given in the notation of [5] by
In the proof of Theorem 1.5 and Theorem 1.6, we will give a complete local description of the setting where dim{P 0 (M)} = 1; this naturally decomposes into 3 cases where M admits a Kähler structure, a para-Kähler structure, or a nilpotent Kähler structure. We will give a complete local description of these 3 settings in Section 3. When examining the case where dim{P(M)} = 4, we will give a complete local description of the setting where ρ s = 0. Although these results will provide a general solution to the problem of finding parallel tensors of type (1, 1) on an affine surface, it is of interest to find homogeneous solutions; this will be done presently but does not follow directly from this result owing to the difficulty of determining when such a structure is homogeneous.
1.3. Homogeneous affine geometries. We say that M is locally homogeneous if given any two points P and Q of M , there exists a local diffeomorphism Ψ from a neighborhood of P to a neighborhood of Q so Ψ * ∇ = ∇. The following result was first proved by Opozda [20] in the torsion free setting and subsequently extended by Arias-Marco and Kowalski [2] to surfaces with torsion. It is fundamental in the subject. Theorem 1.8. Let M = (M, ∇) be a locally homogeneous affine surface which is not flat. Then at least one of the following three possibilities holds which describe the local geometry:
(A) There exists a coordinate atlas so the Christoffel symbols Γ ij k are constant. (B) There exists a coordinate atlas so the Christoffel symbols have the form [5] ).
We shall classify the Type A and Type B surfaces with P 0 (M) = {0}. To avoid difficulties with holonomy (i.e. with the fundamental group), we will assume henceforth that M = R 2 in the Type A setting and that M = R + ×R in the Type B setting. We shall be interested in geometries which are not flat. Since we are in the 2-dimensional setting, this is equivalent to imposing the condition that ρ = 0.
1.4.
Type A geometries. We say that two Type A structures on R 2 are linearly equivalent if there exists an element Θ ∈ GL(2, R) which intertwines the two structures. We will prove the following result in Section 4. Theorem 1.10. Let M = (R 2 , ∇) be a Type A structure which is not flat. Then P 0 (M) = {0} if and only if the Ricci tensor is of rank one. Furthermore, M is linearly equivalent to a structure where Γ 11 2 = 0 and Γ 12 2 = 0, and 2 ∂ x 1 ⊗ dx 2 be a nilpotent Kähler structure as in Theorem 1.10. A straightforward calculation shows that the corresponding modified Riemannian extension (T * M, g ∇,φ,T ) with deformation tensor field φ ≡ 0 is anti-self-dual. This is due to the fact that any Type A homogeneous geometry is projectively flat (see Remark 3.5). Moreover it has been shown in [5] that any Type A surface with Ricci tensor of rank one admits affine gradient Ricci solitons (i.e., smooth functions f ∈ C ∞ (M ) satisfying Hess(f ) + 2ρ s = 0) so that df (ker(ρ)) = 0. Hence
is an anti-self-dual gradient Ricci soliton which is never locally conformally flat. In this setting, the soliton is steady (i.e., λ = 0) and isotropic (i.e., dπ * f 2 = 0). In a more general setting, results in [6] show that any Type A surface with Ricci tensor of rank one admits solutions of the affine quasi-Einstein equation (i.e., smooth functions f ∈ C ∞ (M ) satisfying Hess(f ) + 2ρ s − µ df ⊗ df = 0) so that df (ker(ρ)) = 0. Hence (T * M, g ∇,0,T , h = π * f ) is an anti-self-dual quasi-Einstein manifold which is never locally conformally flat.
The situation is more complicated in the Type B setting. (1,1) is again parallel. Since id = (δ i j ) is parallel, P(M) is a unital algebra. Fix a point P ∈ M . Since M is connected, a parallel tensor is defined by its value at a single point. Thus the map T → T (P ) is a unital algebra homomorphism which embeds P(M) into M 2 (R) relative to the coordinate basis. Thus P(M) has dimension at most 4. Let T ∈ P(M). Since d{Tr(T )} = Tr(∇T ) = 0, Tr(T ) is constant. By replacing T by T − 1 2 Tr(T ) id, we may assume that T ∈ P 0 (M) is trace free. The eigenvalues of T are then {λ(P ), −λ(P )} so Tr{T 2 } = 2λ 2 (P ). Since T 2 is parallel, this implies λ 2 (·) is constant and hence the eigenvalues themselves are constant.
2.2.
Canonical local coordinates. Let T be a tensor of Type (1,1) on a smooth surface M such that the eigenvalues of T are constant; this is equivalent, of course, to assuming either that Tr{T } and Tr{T 2 } are constant on M or that Tr{T } and det{T } are constant on M . By subtracting a suitable multiple of the identity from T , we can assume T is trace free. We have the following useful observation.
Lemma 2.1. Let 0 = T be a trace free tensor of Type (1,1) on a smooth manifold M with det{T } ∈ {0, ±1}.
(1) If det{T } = 0, we can choose local coordinates so
Proof. Let 0 = T be nilpotent. Let Y 1 be a nonzero vector field which is defined locally so that
We then have T ∂ x 1 = ∂ x 2 and T ∂ x 2 = 0; Assertion (1) follows after interchanging the roles of x 1 and x 2 . If det{T } = 1, then T 2 = − id and T defines an almost complex structure. Since M is a surface, the Nirenberg-Newlander Theorem [19] shows that we can choose local coordinates so T ∂ x 1 = ∂ x 2 and T ∂ x 2 = −∂ x 1 . Assertion (2) now follows.
Let det{T } = −1. Then T 2 = id and T defines an almost para-complex structure. Since we are in dimension 2, the para-complex structure is integrable and we can choose local coordinates so T ∂ x 1 = ∂ x 1 and T ∂ x 2 = −∂ x 2 (see, for example, [12] ). Assertion (3) follows.
3. The proofs of Theorem 1.5 and Theorem 1.6
In Section 3.1, we give a local form for the Christoffel symbols (see Equation (3.a)) that holds if and only if ρ s = 0. If Equation (3.a) holds, we compute ρ, we show that dim{P(M)} = 4, and we give an explicit basis for P(M) in this setting. In Section 3.2, we give a local form for the Christoffel symbols (see Equation (3.b)) that holds if and only if M is nilpotent Kähler, i.e. P(M) contains a non-trivial nilpotent element. If Equation (3.b) holds, we compute ρ s and exhibit a non-trivial nilpotent element of P 0 (M) quite explicitly. We show that if Equation (3.b) holds, and if dim{P 0 (M)} ≥ 2, then additional relations on the Christoffel symbols pertain (see Equation (3.c)). If both Equation (3.b) and Equation (3.c) hold, then dim{P 0 (M)} = 3, ρ s = 0, and we exhibit an explicit basis for P 0 (M). This shows that dim{P 0 (M)} = 2 if P 0 (M) contains a non-trivial nilpotent element. In Section 3.3, we perform a similar analysis for Kähler structures and in Section 3.4, we treat para-Kähler structures. Theorem 1.5 and Theorem 1.6 will follow from this analysis.
Trivial symmetric Ricci tensor.
Lemma 3.1. Let (M, ∇) be an affine surface which is not flat.
(1) ρ s = 0 if and only if there is a coordinate atlas with locally defined ϕ so:
Proof. Suppose ρ s = 0. Fix a local basis {e 1 , e 2 } for T P M . Let σ(t) := exp P (te 2 ). Extend e 1 along σ to be parallel and let Ψ(s, t) := exp σ(t) (se 1 (t)). This gives a system of local coordinates where
ϕ for some smooth function ϕ. This yields the relations of Equation (3.a). Conversely, if Equation (3.a) holds, then a direct computation shows that ρ s = 0 and that the 3 endomorphisms of Assertion (2) are parallel. Since these endomorphisms are linearly independent and dim{P 0 (M)} ≤ 3, Assertion (2) holds.
Nilpotent Kähler structures.
Lemma 3.2. Let (M, ∇) be an affine surface which is not flat.
(1) If M admits a nilpotent Kähler structure, there is a coordinate atlas so 
If T is a nilpotent Kähler structure, then results of [8] show that the gradient Ricci soliton (T * M, g ∇,φ,T , h = π * f ) given in Theorem 1.2 is strictly Bach flat.
Proof. Let 0 = T ∈ P 0 (M) be nilpotent. By Lemma 2.1, we may choose coordinates so T = ∂ x 1 ⊗ dx 2 . Setting ∇T = 0 yields the following relations from which Equation (3.b) follow (see also [8] ):
Assume Equation (3.b) holds. A direct computation establishes Assertion (2). To prove Assertion (3), assume in addition that dim{P 0 (M)} ≥ 2 and choose S ∈ P 0 (M) so S and T are linearly independent. We must establish the relations of Equation (3.c).
Since ST ∈ P(M), Tr{ST } = S 2 1 is constant. Thus S 2 1 = c for c ∈ R and
T . Since S and T are parallel, dS 1 2 = 0 so S 1 2 ∈ R and S and T are linearly dependent contrary to our assumption. Thus c = 0 and we may rescale S to assume c = 1. Setting det(S) = 0 yields
. This yields the additional relations given in Equation (3.c).
Case 2. Suppose that S is not nilpotent. The map S → S(P ) is an algebra morphism which embeds P(M) in M 2 (R). Consequently, if dim{P 0 (M)} = 3, then dim{P(M)} = 4 and P(M) contains a linearly independent nilpotent element S ∈ P(M) and the argument given in Case 1 pertains. We therefore assume dim{P(M)} = 3 and that any nilpotent element of P(M) is a constant multiple of T . Express
and T = 0 1 0 0 .
We compute
As ST is parallel, Tr{ST } = S 2 1 is constant so S 2 1 = c for some constant c and
Since the eigenvalues of S are constant, S 1 1 is constant as well. If S 1 1 = 0, then ∇S = 0 implies S 1 2 ∈ R and hence S and T are not linearly independent. Thus we may assume S 1 1 = 1. We set S 1 2 = −2ψ. Setting ∇S = 0 then shows that Γ 12 1 = −∂ x 1 ψ and Γ 22 1 = −∂ x 2 ψ which yields, as desired, Equation (3.c). Assertion (4) follows by a direct computation.
Proof of Theorem 1.6 (3). Let M be an affine surface with ρ s = 0. Assume M admits a nilpotent Kähler structure. Take adapted coordinates as in Lemma 3.2 so that the Christoffel symbols are given by the relations in Equation (3.b). Then ρ s is recurrent of rank one with recurrence 1-form given by
Conversely, let M be a recurrent affine surface with Rank{ρ s } = 1. Take local coordinates (x 1 , x 2 ) so that ker{ρ s } = Span{∂ x 1 } (see Theorem 4.1 in [22] ). If ρ s = ρ s,22 dx 2 ⊗ dx 2 , a straightforward calculation shows that ∇ρ s = ω ⊗ ρ s for some 1-form ω if and only if Γ 11 2 = 0 and Γ 12 2 = 0. Furthermore, one has
Since ρ s,12 = 0 one has the additional relation
Change the coordinates as (u 1 , u 2 ) = (x 1 + a(x 1 ), x 2 ) so that
Now, one has that
Hence choosing a(x 1 ) to be a solution of a ′′ − µa ′ − µ = 0 one may assume that
Let T = T 1 2 ∂ x 1 ⊗ dx 2 be a nilpotent tensor field on M. Then T is parallel if and only if
Use the equation T 1 2;2 = 0 and set
thus showing that T is a nilpotent Kähler structure.
Observation 3.4. Let M be a simply connected affine surface with Rank{ρ s } = 1.
The following conditions are equivalent:
Proof. Assume that Rank{ρ s } = 1. Choose local coordinates so that the symmetric Ricci tensor has the form ρ s = ρ s,22 dx 2 ⊗ dx 2 . A straightforward calculation shows that any of the conditions of the observation is equivalent to the condition Γ 11 2 = Γ 12 2 = 0.
Consequently, if the ρ s has rank one and if ker(ρ s ) is parallel, then the affine surface admits a nilpotent Kähler structure (see, for example [21] ). (1) If M admits a Kähler structure, then there is a coordinate atlas so
(2) If Equation (3.d) holds, then 
Proof. Suppose T ∈ P 0 (M) satisfies T 2 = − id. By Lemma 2.1, we can choose local coordinates so
Setting ∇T = 0 yields the relations: 
These relations establish Equation (3.d). A direct computation establishes Assertion (2)
. Suppose dim{P(M)} ≥ 3. Choose S ∈ P 0 (M) to be linearly independent of T . Express
.
We have det(S + εT
We use the quadratic formula to solve the equation det(S + εT ) = 0 setting:
Since S and T are assumed linearly independent, S + εT is a non-trivial nilpotent element. We can then apply Lemma 3.2 and Assertion (2) to see ρ s = 0 and derive the relations of Equation (3.e). This proves Assertion (3); Assertion (4) follows by a direct computation.
Proof of Theorem 1.6 (1). Let M be an affine surface with ρ s = 0 admitting a Kähler structure. Take local coordinates as in Lemma 3.6. Then the relations in Equation (3.d) show that det{ρ s } > 0 and ρ s recurrent, i.e., ∇ρ s = ω ⊗ ρ s with
Conversely, if ρ s is recurrent and det{ρ s } > 0, there exist local coordinates (
, see for example Theorem 3.2 in [22] . Now a straightforward calculation using ∇ρ s = ω ⊗ ρ s gives the relations of Equation (3.d) and thus Assertion (2) in Lemma 3.6 shows that M is Kähler.
Para-Kähler structures.
Lemma 3.7. Let (M, ∇) be an affine surface which is not flat.
(1) If M admits a para-Kähler structure, then there is a coordinate atlas so
(2) If Equation (3.f) holds, then Proof. Let T ∈ P 0 (M) satisfy T 2 = id. We apply Lemma 2.1 to see we may choose local coordinates so
Setting ∇T = 0 yields the relations
This yields Equation (3.f). Suppose dim{P 0 (M)} ≥ 2. If dim{P 0 (M)} = 3, then P 0 (M) contains a nilpotent element and we may apply Lemma 3.2 to conclude ρ s = 0 and Assertion (2) gives the relations of Equation (3.g) for suitably chosen θ. We therefore suppose dim{P 0 (M)} = 2. Let {S, T } be linearly independent elements of P 0 (M). Expand
Since Tr(ST ) = 2S 1 1 is constant, we obtain S 1 1 is constant. Define S = S − S 1 1 T . Then S is parallel and S = 0 since S and T are linearly independent. We then have
0 .
Since S ± ST are nilpotent and not both are zero, P(M) contains a non-trivial nilpotent element and we can use Lemma 3.2 to conclude ρ s = 0 and (2) establishes Assertion (3). Assertion (4) follows by a direct computation.
Proof of Theorem 1.6 (2). Let M be an affine surface with ρ s = 0 admitting a para-Kähler structure. Take local coordinates as in Lemma 3.7. Then the relations in Equation (3.f) show that det{ρ s } < 0 and ρ s recurrent, i.e., ∇ρ s = ω ⊗ ρ s with
Conversely, if ρ s is recurrent and det{ρ s } < 0, there exist local coordinates (
, see for example Theorem 3.2 in [22] . Now a straightforward calculation using ∇ρ s = ω ⊗ ρ s gives the relations of Equation (3.f) and thus Assertion (2) in Lemma 3.7 shows that M admits a para-Kähler structure.
4. Type A geometry: the proof of Theorem 1.10
The Ricci tensor of any Type A homogeneous model is symmetric. Furthermore, the Ricci tensor is recurrent if and only if it is of rank one (see Lemma 2.3 in [5] ). Therefore Theorem 1.6 (3) shows that a Type A homogeneous surface admits a parallel tensor field if and only if the Ricci tensor is of rank one, in which case it is a nilpotent Kähler surface.
The constructions in Theorem 1.2 and Theorem 1.3 make an explicit use of the nilpotent Kähler structure. Therefore, it is important to have concrete expressions. We begin with a useful algebraic fact that we will use to explicitely determine all nilpotent Kähler structures on Type A homogeneous models.
Lemma 4.1. Let ∇ be a Type A connection on M = R 2 which is not flat and which satisfies P 0 (M) = {0}. There exists (a 1 , a 2 ) ∈ R 2 and 0
Proof. It is convenient to complexity and set P 0 2 t for 0 = t ∈ M 0 2 (C). Since M is not flat, the Ricci tensor is nonzero. Since the Ricci tensor is symmetric for a Type A geometry, ρ s = 0. Theorem 1.5 then implies dim{P 0 C (M)} = 1. Thus the real and imaginary parts of T are linearly dependent and we can assume T is real. The desired result now follows. Theorem 1.10 will follow from the following result. Lemma 4.2. Let M = (R 2 , ∇) be a Type A structure which is not flat. Then P 0 (M) = {0} if and only if M is linearly equivalent to a Type A structure with Γ 11 2 = Γ 12 2 = 0. In this setting,
Let a 1 := −Γ 11 1 , let a 2 := Γ 22 2 − Γ 12 1 , and let T = e a1x 1 +a2x
Proof. Let ∇ define a Type A structure on R 2 with P 0 (M) = {0} which is not flat. We apply Lemma 4.1 to choose (a 1 , a 2 ) so that 0 = T = e 2 is constant and hence a 1 = a 2 = 0. By rescaling T , we may assume the eigenvalues are ±1 and hence, after making a complex linear change of coordinates, we may assume T 1 1 = 1, T 2 2 = −1, and T 1 2 = T 2 1 = 0. Setting ∇T = 0 then yields the relations
This forces the Ricci tensor to be zero which is false. Thus no Type A geometry which is not flat admits a Kähler or a para-Kähler structure. We may therefore assume the eigenvalues of T are constant and zero. After making a linear change of coordinates, we can assume T = e a1x 1 +a2x
2 ∂ x 1 ⊗ dx 2 . We compute ∇T = 0 if and only if
Thus M admits a non-trivial parallel nilpotent tensor of type (1, 1) if and only if Γ 11 2 = Γ 12 2 = 0. We make a direct computation to determine ρ. Since the Ricci tensor is symmetric, we use Theorem 1.5 to see dim{P 0 (M)} = 1.
Results of [5] show that if M is a Type A geometry which is not flat, then either dim{K(M)} = 2 or dim{K(M)} = 4. 
Type B geometry
Let M = (R + × R, ∇) where Γ ij k = (x 1 ) −1 C ij k and C ij k ∈ R be a Type B surface which is not flat such that P 0 (M) is non-trivial. In Lemma 5.1, we give an algebraic criteria for determining when P 0 (M) is non-trivial. In Lemmas 5.6-5.14, we use this criteria to divide the analysis into 5 different cases and to determine when dim{P 0 (M)} = 1 or dim{P 0 (M)} = 3. We first prove an analogue of Lemma 4.1 in this setting.
The vector fields ∂ x 2 and X := x 1 ∂ x 1 + x 2 ∂ x 2 are affine Killing vector fields (see [5] ). We have:
Therefore the components do not interact and we have:
is a finite dimensional ∂ x 2 module, we can find a non-trivial complex eigenvector, i.e. 0 = T ∈ P
Thus if a 2 = 0, the elements {T, L X T, . . . , L X T k } are linearly independent for any k. This is false since dim{P
. We let V = {0} be the subspace of all elements of P 0
Remark 5.2. In the Type A setting, the condition Rank{ρ s } = 1 implies P 0 (M) is non-trivial. This fails in the Type B setting. Let M be the Type B surface defined by setting C 22 2 = (3 + 2 √ 3)/3 and C ij k = 1 otherwise. We compute that α−1
We solve this relation to see t 2 1 = t 1 2 and t
. Substituting these relations and setting T i j;1 = 0 then yields:
This shows t 1 2 = 0 and hence T = 0. This shows P 0 (M) is trivial. The result also follows from Theorem 1.6 just observing that the symmetric Ricci tensor ρ s is not recurrent.
Definition 5.3. We follow the discussion of [5] and introduce the following surfaces of Type B.
(1) For c ∈ R, let Q c be the affine manifold of Type B defined by
2) For 0 = c ∈ R, let P ± 0,c be the affine manifold of Type B defined by
Since ρ = ±(
By Theorem 1.5, ρ s = 0 if and only if dim{P 0 (M)} = 3. We give a complete description of Type B manifolds which are not flat where ρ s = 0 as follows. (1) If M is a Type B manifold which is not flat but which has ρ s = 0, then M is linearly equivalent either to Q c or to
Proof. Assertion (1) follows from Lemma 4.6 in [5] ; the remaining assertions follow from a direct computation. In view of Lemma 5.4, we will assume ρ s = 0 henceforth. Let M be a Type B geometry with P 0 (M) non-trivial and, since ρ s = 0, dim{P 0 (M)} = 1. By Lemma 5.1, there exists α ∈ C and 0 = t ∈ M 0 2 (C) so that (x 1 ) α t ∈ P 0 C (M). By Remark 5.5, α ∈ R and thus, by taking real and imaginary parts, we may assume that 0 = t ∈ M 0 2 (R). Suppose α = 0. We deal with the case t 1 2 = 0 in Lemma 5.6, the case t 1 2 = 0 and t 2 1 = 0 in Lemma 5.8, and the case t 1 2 = t 2 1 = 0 and t 1 1 = 0 in Lemma 5.10. We then turn to the situation where α = 0. Since det{T } = (x 1 ) 2α det{t} is constant and since α = 0 is real, we conclude that t is nilpotent. In Lemma 5.12, we assume t 1 2 = 0 and in Lemma 5.14, we assume t 1 2 = 0 to complete our analysis. Lemma 5.6. Let ∇ define a Type B structure on R + × R with ρ s = 0. Suppose that there exists 0 = t ∈ P 0 (M) ∩ M 2 (R) with t 1 2 = 0. Rescale t to assume that t 1 2 = 1. Then
Proof. The equations ∇ ∂ x i t = 0, i = 1, 2 become: 
These equations yield the relations amongst the C ij k ; a direct computation then yields ρ s ; we obtain C 22 1 = 0 since ρ s = 0. Furthermore, since ρ s = 0, we have dim{P 0 (M)} = 1 and the element given spans P 0 (M).
Remark 5.7. Let t be a nilpotent Kähler tensor field as in Lemma 5.6. Then, in contrast with Remark 1.12, the modified Riemannian extension (T * M, g ∇,0,t ) is never anti-self-dual. Indeed, the affine structures in Lemma 5.6 are never projectively flat unless ρ s = 0 (see Remark 3.5).
Lemma 5.8. Let ∇ define a Type B structure on R + × R with ρ s = 0. Suppose that there exists 0 = t ∈ P 0 (M) ∩ M 2 (R) with t 1 2 = 0 and t 2 1 = 0. Rescale t to assume t 2 1 = 1. Then
Proof. Setting ∇t = 0 yields the relations
We solve these relations to obtain the relations amongst the C ij k . We then compute ρ. Since ρ s = 0, C 12 2 = 0. Furthermore, since ρ s = 0, dim{P 0 (M)} = 1 and the element given spans P 0 (M).
Remark 5.9. Modified Riemannian extensions of nilpotent tensor fields in Lemma 5.8 corresponding to t 1 1 = 0 are anti-self-dual whenever the deformation tensor field φ ≡ 0. In this case Lemma 5.8 gives C 12 1 = 0, C 22 1 = 0, C 22 2 = 0, and thus M is also of Type A (see Remark 1.9). In this case, Remark 1.12 applies.
Lemma 5.10. Let ∇ define a Type B structure on R + × R with ρ s = 0. Suppose that there exists 0 = t ∈ P 0 (M) ∩ M 2 (R) with t 1 2 = t 2 1 = 0. Rescale t to assume t 1 1 = 1. Then Lemma 5.12. Let ∇ define a Type B structure on R + × R with ρ s = 0. Suppose that there exists 0 = t ∈ M 2 (R) with t 1 2 = 0 and that there exists α = 0 so that (x 1 ) α t ∈ P 0 (M). Rescale t so that t 1 2 = 1. Proof. As noted previously, α = 0 implies t is nilpotent. Since we assumed t 1 2 = 1, We solve these relations to obtain the relations amongst the C ij k . The expression of α and ρ s then follows by a direct computation. Since ρ s = 0, we obtain C 22 1 = 0, α = 0, and α = −1. Furthermore, since ρ s = 0, dim{P 0 (M)} = 1 and the element given spans P 0 (M).
Remark 5.13. Let T be a nilpotent Kähler tensor field as in Lemma 5.12. The modified Riemannian extension (T * M, g ∇,0,T ) is not anti-self-dual.
Lemma 5.14. Let ∇ define a Type B structure on R + × R with ρ s = 0. Suppose that there exists 0 = t ∈ M 2 (R) with t 1 2 = 0 and that there exists α = 0 so that (x 1 ) α t ∈ P 0 (M). Since t is nilpotent, t 1 1 = 0 and t 2 1 = 0. Rescale t so that t 2 1 = 1. Then C 12 1 = 0, C 22 1 = 0, C 22 2 = 0, α = C 11 1 − C 12 2 / ∈ {0, −1},
Proof. Setting ∇T = 0 yields the vanishing of the matrices The relations amongst the C ij k follows and α is determined. A direct computation yields the Ricci tensor. Since ρ = ρ s = 0, dim{P 0 (M)} = 1 and the element given spans dim{P 0 (M)}.
Remark 5.15. We note that the structure of Lemma 5.14 is also Type A (see Remark 1.9); this is the only both Type A and Type B structure which is not flat with P 0 (M) = {0} up to linear equivalence. We also see by inspection that the structures of Lemma 5.4, Lemma 5.6, Lemma 5.8, Lemma 5.10, Lemma 5.12, and Lemma 5.14 are distinct; there is no intersection amongst these classes. 
