The multicollinearity in multiple linear regression models and the existence of influential data points are common problems. These problems exert undesirable effects on the least squares estimators. So, it is very important to introduce some alternative biased estimators of the robust ridge regression to overcome the influence of these problems simultaneously. In this paper, alternative biased robust regression estimator is defined by mixing the ridge estimation technique into the robust least median squares estimation to obtain the Ridge Least Median Squares (RLMS). The efficiency of the combined estimator (RLMS) is compared with some existing regression estimators, which namely, the Ordinary Least Squares (LS); Ridge Regression (RR) and Ridge Least Absolute Deviation (RLAD). The numerical results of this study show that, the RLMS regression estimator is more efficient than other estimators, based on, Bias and mean squared error criteria for many combinations of influential data points and degree of multicollinearity.
Introduction
Two important problems are considered in regression analysis; multicollinearity and the existence of influential data points. The ordinary least squares estimators (LS) of coefficients are known to possess certain optimal proper-ties when explanatory variables are not correlated among themselves, and the disturbances of the regression equation are independent, identically distributed normal random variables. The presence of correlation among the explanatory variables may result in imprecise information being available about the regression coefficients. In addition, the least squares estimator may produce extremely poor estimates in the presence of leverage or influential data points. Thus, various remedial techniques have been suggested for these problems separately. One such remedial technique is ridge regression to deal with multicollinearity, and the robust estimation techniques are not as strongly affected by the presence of influential data points. However, although, we usually think of these two problems separately, but in practical situations, these problems occur simultaneously. To remedy these two problems simultaneously, several robust ridge regression estimators have been put forward that are much less influenced by the influential data points and multicollinearity. Askin and Montgomery (1980) , suggested combining the ridge and the least absolute deviation (LAD) robust regression techniques. Montgomery and peck (1982) , have suggested that either robust or ridge estimation methods alone may be sufficient for dealing with the combined problem. In this paper, we take the initiative to develop a more robust technique to remedy these two problems. We proposed combining the ridge regression with the highly efficient and high breakdown point estimator, namely the Ridge Least Median Squares (RLMS) estimator. We call this modified method, the robust ridge regression based on Least Median Squares estimation (RLMS). We expect that, the modified method would be less sensitive to the presence of influential points and multicollinearity. So, the aim of this paper is devoted to examine some estimators which are resistant to the combined problems of multicollinearity and influential points. Exactly, can the ridge estimators and some robust estimation techniques be combined to produce a robust ridge regression estimator?. The remainder of the paper is organized as follows. In section (2), the ridge regression estimator will be reviewed. The robust regression estimation will be discussed in section (3) . In section (4), we discuss the augmented ridge robust estimators as a way of combining biased and robust regression techniques, while, Section (5) introduces the proposed combined ridge robust estimator (RLMS). Section (6) presents the results of a Monte Carlo simulation study to investigate how such estimators perform well, and some concluding remarks are presented in section (7). 
Ridge Regression Estimators
where:  are the eigenvalues of the matrix ) ' ( X X . Belsley et al. (1980) have empirically shown that weak dependencies are linked to CN around 5 to 10, whereas moderate to strong relations are linked to CN of 30 to 100. Hoerl and Kennard (1976) pointed out that adding a small constant to the diagonal of a matrix, will improve the conditioning of a matrix as this would dramatically reduced its CN . The ridge regression is defined as
where: I is the ) ( p p  identity matrix and K is the biasing constant. Various methods for determining K value been introduced in the literature such as described by Hoerl and Kennard (1976) and Gibbons (1981) as:
where, 
Robust Regression Estimators
Robust regression estimators have been proven to be more reliable and efficient than least squares estimator especially when the data are contaminated with influential observations. Since the influential data points greatly influence the estimated coefficients, standard errors and test statistics, the usual statistical procedure may be most inefficient as the precision of the estimator has been affected. Several different robust regression estimators exist. Two of the most commonly considered are: LAD-estimators and LMS-estimators.
The Least Absolute Deviation Estimator (LAD):
The LAD estimator, LAD
ˆ
, can be defined as the solution to the following minimization problem :
Rather than minimizing the sum of squared residuals as in least squares estimation, the sum of the absolute values of the residuals is minimized. Thus, the effect of influential data points on the LAD estimates will be less than that on LS estimates.
The Least Median Squares Estimator (LMS):
The Least Median Squares (LMS) estimator was proposed by Rousseeuw and Leroy (1987) and has the advantage of minimizing the influence of influential data points. According to (Venables and Ripley, 1999) , this estimation minimizes the median of ordered squares of residuals in order to get the estimated of the regression coefficients ˆL MS  , which can be defined by:
Robust Ridge Regression Estimators
There are many studies that have been related using the robust ridge regression estimators in literature such as: Pariente Mal and Dul (2014) . In this section, we present some combinations of ridge and robust regression estimation discussed in sections (2) and (3) respectively. In this respect, the RLAD estimator, which is based on the LAD and ridge estimators denoted by ,ˆR LAD  , can be computed using the following:
where the value of * K is determined from data using:
and,
where ,ˆL AD  is the LAD estimator defined as the solution to equation (7). It be noted that the value of * K is the estimator of K presented by equation (5) with two changes. First, the LAD estimator of  is used rather than LS estimator.
Second, the estimator of 2  used in equation (11) is modified by the LAD coefficient estimates rather than the least squares estimates. These changes are aimed to reduce the effect of extreme points on the value chosen for the biasing parameter.
The Proposed Augmented Estimator

Instead of RLAD
ˆ
estimator which was aimed to reduce the effect of influential data points on the value chosen for the biasing parameter k. Another alternative augmented estimator between robust and ridge regression estimation is ˆR LMS  . In this respect, it is hoped that, the problems of multicollinearity and influential data points can be solved simultaneously. The ˆR LMS  estimator can be calculated by the following.
where the value of * K is given by:
and
where, p is the number of independent variables, n is the number of observations in the data and ˆL MS  is the estimator of  using the least median of squares. x are generated as:
Simulation Study
where, ij z are independent standard normal random numbers generated by the normal distribution. The value of  representing the correlation between the two explanatory variables and its values were chosen as : 0.0 and 0.99. Once, for a given sample size n , the explanatory variables values were generated. The sample sizes which will be examined in this study are: 20 and 60 and the percentage of influential points present in this data is 30 %. The number of replications used is 1000 .The statistics computed are the bias (B) , mean squared error(MSE), standard error (SE), and 6 pairwise MSE ratios of the estimators. The bias and MSE are given as: The results of Table ( 1) show that, the maximum value of CN is 82.532 when the correlation between the two explanatory variables was very high with different sample size. So, it is clear that the multicollinearity problem exists.
On the other hand, Tables (2) and (3) show the summary statistics such as: bias (B), mean squared error (MSE) and standard error (SE) for all estimators of the normal distribution for different two sample sizes (20 and 60) with 0% and 30 % influential observations and different values of  .
In addition, for the purpose of comparison, 
MSE of (RLMS) MSE of (others)
In this case, values of ratios MSE less than 1, denotes that, the RLMS estimator is more efficient, however, values greater than 1 denotes that, other estimator is more efficient.  using error normal distribution of (n=20 and 60)) with 0% influential observations and  Table ( The results of Table ( 2) show that, The MSE of the OLS estimators are relatively smaller than the other estimators when the errors are normally distributed without multicollinearity and no influential data points. However, for the case of high correlation between variables (  =0.99), the results of all other estimators are better than the OLS. While, the results of Table ( 3) show that, the RLMS estimator is more efficient than the others (OLS, RR and RLAD), especially in the presence of multicollinearity and influential data points. In addition, from the results of Table (4) , ( when  =0.00 and no influential points) it be noted that, the values of MSE ratios for the RLMS , RLAD and RR estimators to OLS are greater than 1.00, denoting that the OLS estimator is more efficient than other estimators when no multicollinearity and no influential data points. However, when multicollinearity and influential points are present in the data, the RLMS estimator is better than the OLS, RLAD and RR estimators. To conclude, the results from comparisons of RLMS estimator to OLS, RLAD and RR estimators denote that the RLMS estimator is more efficient than RR and RLAD, and much more efficient than OLS when multicollinearity and influential points are present in the data.
Concluding Remarks
The presence of influential data points and multicollinearity are considered two of the more frequent problems in regression analysis. Although, we usually think of these two problems separately, however, these problems occur simultaneously in applied situations. A Monte Carlo simulation was designed to compare the performance of some augmented ridge and robust regression estimators for dealing with these two problems. The results of comparisons indicated that, the ridge least median squares (RLMS) estimator is better than other estimators (OLS, RR and RLAD) for many combinations of non-normal error distribution (which reflected the presence of influential data points) and when the degree of multicollinearity is high (Tables (2) , (3) and (4)). Therefore, the RLMS estimator appears to be a suitable alternative to other estimators for the different combinations of multicollinearity and influential data points.
There are limitations to the present study, however. First, since this is a simulation study, its limitations must be recognized. Data have been generated to try and allow generalization to practical situations, however. Second, other possible members of the robust regression approach may be used to construct the title of combined biased robust estimators.
