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Abstract. The generalized configuration spaces of a topological space X are the
subspaces ∆?`Xm ⊆ Xm, defined, for all 0 6 ` 6 m ∈ N, as:{
∆6`Xm :=
{
(x1, . . . , xm) ∈ Xm
∣∣ Card {x1, . . . , xm} 6 `} ,
∆`X
m := ∆6`Xm r∆6`−1Xm , Fm(X) := ∆mXm .
(∗)
They are endowed with the action of the symmetric group Sm permuting coordi-
nates. Our first motivation in this work was to transpose standard problems on
classical configuration spaces Fm(X) to the generalized ones (∗) and to try to solve
them for large families of spaces using uniform methods. Among the questions we
considered, the following had quite complete answers.
– Compute the character of the representation Sm :H(∆?`Xm).
– Compute the Poincaré polynomial of the quotients of ∆?m−aXm by finite sub-
groups of Sm. Show that, for fixed a ∈ N the Betti numbers of ∆?m−aXm are
given by ‘universal’ polynomials on m and the Betti numbers of X .
– Prove the degeneracy of the Leray spectral sequences for usual maps between gen-
eralized configuration spaces, e.g. the canonical projections Fb+a(X)→ Fa(X).
– Given a ∈ N, estimate the ranks for representation stability and character poly-
nomiality, in the Church-Farb sense ([8]), of the family {Sm :H(∆?m−aXm)}m.
In our approach to these problems, we used what we call ‘the fundamental com-
plex of X for ∆6`Xm ’. This is a particular complex of graded Sm-modules
0→H∗−`+1c (∆1Xm)→· · ·→H∗−1c (∆`−1Xm)→H∗c (∆`Xm)→H∗c (∆6`Xm)→ 0 ,
having the remarkable property of being exact whenever the ‘interior’ cohomology
of X , i.e. the image of the natural map Hc(X)→H(X), vanishes. Moreover, these
are equivalent properties when X is an oriented topological manifold (th. 3.2.3).
We call ‘i-acyclic’ any space with no interior cohomology. First examples of such
spaces are non-compact acyclic spaces, non-compact connected real Lie groups, and,
more generally, if X is i-acyclic, by every open subset U ⊆X , every quotient X/W
by a finite group W , and every cartesian product X×Y for arbitrary Y .
An important part of this work is about what follows the fact that the fundamen-
tal complex is an Sm-module resolution for Hc(∆6`Xm), and thereafter, that ques-
tions about Betti numbers, character formulas and representation stability, may be
tracked through recursive methods.
Another important part, is devoted to the design of a spectral sequence that
creates a bridge from configuration spaces of i-acyclic spaces to configuration spaces
of general spaces. The device allows the generalization of some of our main results
for configuration spaces of i-acyclic spaces to the general case.
(∗) Université Paris Diderot-Paris 7, IMJ-PRG, CNRS, Bâtiment Sophie Germain, bureau
608, Case 7012, 75205. Paris Cedex 13, France. Contact : alberto.arabia@imj-prg.fr.
MSC-class : 55-XX (Algebraic topology), 55R80 (Configuration spaces), 20-XX (Group
theory), 20C30 (Representations of finite symmetric groups), 18G40 (Spectral sequences)
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– For the character formula problem, we generalize Macdonald’s well-known formula
of the character of the cohomology of the cartesian products Xm ([28]), to the case
of the configuration spaces Fm(X).
Theorem (10.5.3). Let X be an i-acyclic space. If α ∈ Sm, we have
χc(Fm(X))(α, T )
Tm
=
∏m
d=1
dXd
(∑
e |d µ
( d
e
)Pc(X)(−T e)
dT e
)Xd
,
where χc(Fm)(α, T ) :=
∑
i∈Z tr(α:H
i
c(Fm)) (−T )i, and (1X1 , 2X2 , . . . ,mXm ) ` m is
the type of the permutation α, µ(−) is the Möbius function, Pc(−) is the Poincaré
polynomial of Hc(−), and (−)
r denotes the falling factorial.
– For the Poincaré polynomial problem, we settled the case of Fm(X) by a simple
closed formula, almost immediate consequence of the i-acyclicity property, while
for the quotients of Fm(X) by finite subgroups of Sm, we use the previous char-
acter formula (10.5.3). As examples, we worked through the cases of the ‘cyclic’
configuration space CFm(X) := Fm(X)/Cm, where Cm := 〈(1, . . . ,m)〉 ⊆ Sm, and
of the ‘unordered’ configuration space BFm(X) := Fm(X)/Sm.
Let Pc(−) denote the Poincaré polynomial of Hc(−), φ(−) the Euler φ function,
µ(−) the Möbius function, and (−)
r the falling factorial. The following equalities
hold whenever X is an i-acyclic space.
Theorem (4.2.1):
Pc(Fm(X))(−T )
Tm
=
(Pc(X)(−T )
T
)m
.
Theorem (11.2.1):
Pc(CFm)(−T )
Tm
=
1
m
∑
d |m
φ(d) dm/d
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)m/d
.
Theorem (11.3.1)
Pc(BFm(X))(−T )
Tm
=
1
m!
∑
λ:=(1X1 ,...,mXm )`m
hλ
∏m
d=1
dXd
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)Xd
,
where hλ is the cardinal of the set of permutations of Sm whose cycle decomposition
is of type λ := (1X1 , . . . ,mXm ) ` m.
– The particularly simple form of the Poincaré polynomial of Fm(X) suggested
a sort of cohomological triviality for the projections pia : Fb+a(X) → Fa(X) and
consequently, the degeneration of the associated Leray spectral sequences. We show
that this is indeed the case when X is i-acyclic and locally connected (Th. 12.4.9).
– For the representation stability problem, we prove the following theorems.
Theorem (9.3.15). LetM be a connected oriented pseudomanifold of dimension > 2.
For a, i ∈ N, the family of representations {Sm :Hibm(∆?m−aMm)}m is monotone
and stationary for m > 4i + 4a, if dM = 2, and for m > 2i + 4a, if dM > 3. The
corresponding families of characters and Betti numbers are (hence) polynomial and
the family {Bettiibm(∆?m−aMm/Sm)}m is constant within the same ranges of m.
Proposition 11.6.1 states moreover that the family {Bettiibm(BFm(M))}m is con-
stant for m > 2i, if dM = 2, and for m > i, if dM > 3.
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These theorems were proved by Church ([7], 2012) for M smooth and for the
family {Sm :Hbm(Fm(M))}m. We succeeded in generalizing Church’s theorems fol-
lowing two directions. First by removing the regularity assumption in the space
M , and second by incorporating the families of generalized configuration spaces
{∆6m−aMm}m (singular even if M is smooth), for which there was no previous
conjecture. Our methods are completely different from those of Church, who re-
lies on the work of Totaro ([35]) on the Leray spectral sequence associated to the
embedding Fm(M) ↪→Mm when M is smooth.
Our strategy was to prove first the theorems when M is i-acyclic (9.2.3) using a
combinatorial argument based on the exactness of the fundamental complexes that
allows the computation of the stability and monotonicity ranks from those of the
spaces ∆6mMm = Mm for which the answer is quite simple. The combinatorics
make use of two induction functors in the category of FI-modules, the functors
Ia,Θa : Mod(k[FI])→ Mod(k[FI]) (8.2) that shift Sm−a-modules to Sm-modules
and for which we can control the way they modify the stability and monotonicity
ranks (thm. 8.2.2).
The statement for a general pseudomanifold M is afterwards handled through
the fact thatM is the differenceM =M>0rM>0 where bothM>0 :=M×R>0 and
M>0 := M×R>0 are i-acyclic. One is then naturally lead to construct a spectral
sequence (IEσ(Um)r , dr) (6.5.2) converging to Hbm(Fm(M)) and such that the IE1
page only concerns configuration spaces for i-acyclic spaces. We have (9.3.13-(b)):
IEσ(Um)p,q1 =
⊕
τ∈T(p+1,m) ind
Sm
Hτ
σ ⊗HQbm(Fp+1(M>0)) ⇒ Hibm(Fm(M)) ,
with Q := i−(m−(p+1)) (dM−1). We denote by T(p+1,m) the set of Young
tableaux of m boxes with first column (m−p, . . . ,m), and by Hτ the stabilizer
of τ in Sm−(p+1)×Sp+1 acting on Hbm(Fp+1(M>0)) through the alternate repre-
sentation σ of Sm−(p+1). We call this spectral sequence ‘basic’. The construction
makes it compatible with pull-backs and allows the estimation of the stability and
monotonicity ranks of the family {Hibm(Fm(M))}m from those already known in
the i-acyclic case of {Hibm(Fm(M>0))}m. The induction functor Ia is then used
again to settle the case of {Hibm(∆m−aMm)}, and a decreasing induction based on
long exact sequences handles the remaining case of {Hibm(∆6m−aMm)}.
The study of the families {Bettiibm(BFm(M))}m follows the same approach.
When M is i-acyclic, the explicit formula for the character χc(Fm(X)) in theorem
10.5.3 gives us quite precise information on the multiplicity of the trivial represen-
tation of Sm in Hbm(Fm(M)). We are then able to prove the following fact.
Proposition 11.5.3. Let M be a connected oriented i-acyclic pseudomanifold. The
family {Bettiibm(BFm(M ;Q))}m is constant for each i ∈ N and all m > i.
Based on this result, the use of basic spectral sequences settles the case already
mentioned (prop. 11.6.1) where M is a general pseudomanifold.
We believe that even if there are many questions still to be settled, the usefulness
of fundamental complexes as a combinatorial tool in the case of i-acyclic spaces, and
of the basic spectral sequences to pervade the broader category of pseudomanifolds,
should be clear following this work.
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Résumé. Les espaces de configuration « généralisés » d’un espace topologique X
sont les sous-espaces ∆?`Xm ⊆ Xm définis, pour 0 6 ` 6 m ∈ N, par{
∆6`Xm :=
{
(z1, . . . , zm) ∈ Xm
∣∣ Card {z1, . . . , zm} 6 `} ,
∆`X
m := ∆6`Xm r∆6`−1Xm , Fm(X) := ∆mXm .
Ils sont munis de l’action du groupe symétrique Sm par permutation de coordon-
nées. Notre première motivation dans ce travail a été de transposer certaines ques-
tions standard sur les espaces de configuration classiques Fm(X) aux espaces de
configuration généralisés, pour ensuite tenter de les résoudre pour des larges fa-
milles d’espaces à l’aide de méthodes uniformes. Parmi ces questions, les suivantes
ont trouvé des réponses très complètes pour les coefficients de cohomologie dans un
corps de caractéristique nulle.
– Calculer le caractère de la représentations Sm :H(∆?`Xm).
– Calculer le polynôme de Poincaré des quotients de ∆?m−aXm pas des sous-
groupes de Sm. Montrer que, pour a ∈ N fixé, les nombres de Betti de ∆?m−aXm
sont donnés un polynôme « universel » en m et en les nombres de Betti de X .
– Montrer que la suite spectrale de Leray des fibrations entre espaces de configura-
tion dégénèrent, notamment celles associées aux projections Fb+a(X)→ Fa(X).
– Pour a ∈ N fixé, estimer les rangs de stabilité de représentation et de polynomia-
lité de caractère, au sens de Church-Farb ([8]), de la famille {H(∆?m−aXm)}m.
Ces questions sont abordées au moyen de ce que nous appelons le « complexe
fondamental de X pour ∆6`Xm ». Il s’agit d’un complexe de Sm-modules gradués :
0→H∗−`+1c (∆1Xm)→· · ·→H∗−1c (∆`−1Xm)→H∗c (∆`Xm)→H∗c (∆6`Xm)→ 0 ,
qui a la propriété remarquable d’être exact lorsque la cohomologie « intérieure » deX ,
i.e. de l’image de l’application naturelleHc(X)→H(X), est nulle. Il y a même équi-
valence de ces propriétés lorsqueX est une variété topologique orientable (th. 3.2.3).
Nous appelons « i-acyclique » tout espace sans cohomologie intérieure. Les pre-
miers exemples de tels espaces sont les espaces acycliques connexes non compacts,
les groupes de Lie réels connexes non compacts, et, plus généralement, si X est i-
acyclique, tout ouvert U ⊆ X , tout quotient X/W par un groupe fini W , et tout
produit cartésien X×Y , où Y est quelconque, le sont aussi.
Une large partie de ce travail s’intéresse aux conséquences du fait que le complexe
fondamental est une résolution par Sm-modules de Hc(∆6`Xm). Les questions de
stabilité de représentations, de formules de caractères, de nombres de Betti, sont
alors susceptibles d’approches récursives. Une autre partie importante est consacrée
à la conception d’une suite spectrale particulière qui établit un pont entre les espaces
de configuration des espaces i-acycliques et ceux des espaces généraux, ce qui permet
d’entreprendre la généralisation des résultats connus du cadre i-acyclique au cadre
général.
– Pour le problème de la formule des caractères, nous étendons la formule bien
connue de Macdonald du caractère de la cohomologie des produits cartésiens Xm
([28]), au cas des espaces de configuration Fm(X).
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Théorème. Soit X un espace i-acyclique. Si α ∈ Sm, on a
χc(Fm(X))(α, T )
Tm
=
∏m
d=1
dXd
(∑
e |d µ
( d
e
)Pc(X)(−T e)
dT e
)Xd
,
où χc(Fm)(α, T ) :=
∑
i∈Z tr(α:H
i
c(Fm)) (−T )i, et où (1X1 , 2X2 , . . . ,mXm ) ` m est
le type de la permutation α, µ(−) est la fonction de Möbius, Pc(−) est le polynôme
de Poincaré de Hc(−), et (−)
r est la factorielle décroissante.
– Pour le problème des polynômes de Poincaré, le cas de Fm(X) relève d’une formule
fermée très simple conséquence de la i-acyclicité de X , tandis que les cas plus
généraux des quotients de Fm(X) par des sous-groupes finis de Sm sont traités via
la formule des caractères 10.5.3. C’est ainsi que nous procédons pour l’espace des
configurations « cycliques » CFm(X) := Fm(X)/Cm, où Cm := 〈(1, . . . ,m)〉 ⊆ Sm,
et celui des configurations « non ordonnées » BFm(X) := Fm(X)/Sm.
Notons, Pc(−) le polynôme de Poincaré de Hc(−), φ(−) la fonction indicatrice
d’Euler, µ(−) la fonction de Möbius, et (−)
r la factorielle décroissante. Pour tout
espace i-acyclique X , nous prouvons les égalités suivantes.
Théorème (4.2.1) :
Pc(Fm(X))(−T )
Tm
=
(Pc(X)(−T )
T
)m
.
Théorème (11.2.1) :
Pc(CFm)(−T )
Tm
=
1
m
∑
d |m
φ(d) dm/d
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)m/d
.
Théorème (11.3.1)
Pc(BFm(X))(−T )
Tm
=
1
m!
∑
λ:=(1X1 ,...,mXm )`m
hλ
∏m
d=1
dXd
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)Xd
,
où hλ est le cardinal de l’ensemble des permutations de Sm dont la décomposition
en cycles disjoints est de type λ := (1X1 , . . . ,mXm ) ` m.
– L’expression simple du polynôme de Poincaré de Fm(X) suggérait l’existence
d’une forme de trivialité cohomologique des projections pia : Fb+a(X)→ Fa(X), et
donc la dégénérescence des suites spectrales de Leray associées. Nous montrons que
c’est en effet le cas lorsque X est i-acyclique et localement connexe (Th. 12.4.9).
– Pour la stabilité de représentations, nous prouvons les théorèmes suivants.
Théorème (9.3.15). SoitM une pseudovariété connexe orientable de dimension > 2.
Pour a, i ∈ N, la famille de représentations {Sm :Hibm(∆?m−aMm; k)}m est mono-
tone et stationnaire pour m > 4i+4a, si dM = 2, et pour m > 2i+4a, si dM > 3.
Les familles des caractères et des nombres de Betti correspondantes sont (donc) po-
lynomiales et la famille {Bettiibm(∆?m−aMm/Sm)}m est constante sur ces mêmes
intervalles de m.
La proposition 11.6.1 va encore plus loin pour la famille {Bettiibm(BFm(M))}m en
montrant qu’elle est constante pour m > 2i, si dM = 2, et pour m > i, si dM > 3.
Ces théorèmes sont dus à Church ([7], 2012) dans le cas où M est lisse et pour la
famille {Sm :Hbm(Fm(M))}m. Nos énoncés généralisent ceux de Church dans deux
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directions. Premièrement, en s’affranchissant de l’hypothèse de lissité de M , et,
deuxièmement, en incorporant les familles des espaces de configuration généralisés
{∆?m−aMm}m (singuliers, même si M ne l’est pas) pour lesquelles il n’y avait
pas de conjecture. Notre approche est totalement différente de celle de Church qui
s’appuie sur les travaux de Totaro ([35]) sur la suite spectrale de Leray associée au
plongement Fm(M) ↪→Mm lorsque M est lisse.
La stratégie de la preuve a consisté à se restreindre dans un premier temps aux
pseudovariétés M qui sont i-acycliques (9.2.3) et pour lesquelles on peut élaborer
une combinatoire basée sur l’exactitude des complexes fondamentaux qui réduit les
questions de stabilité et monotonie au cas des familles d’espaces produit {Mm}m où
la réponse est assez simple. La combinatoire repose sur deux foncteurs d’induction
dans la catégorie des FI-modules, les foncteurs Ia,Θa : Mod(k[FI])→Mod(k[FI])
(8.2) qui décalent les Sm−a-modules vers des Sm-modules et pour lesquels nous
avons un contrôle assez précis de la manière dont ils perturbent les rangs de stabilité
et monotonie (thm. 8.2.2).
Le cas où M est une pseudovariété générale est ensuite abordé moyennant la re-
marque que M se réalise comme différence M = M>0 rM>0, où M>0 := M×R>0
et M>0 := M×R>0 sont des pseudovariétés i-acycliques. Cette observation simple
conduit naturellement à la construction de la suite spectrale (IEσ(Um)r , dr) (6.5.2)
qui converge vers Hbm(Fm(M)) et dont la page IE1 concerne uniquement des es-
paces de configuration pour des espaces i-acycliques. Nous avons (9.3.13-(b)) :
IEσ(Um)p,q1 =
⊕
τ∈T(p+1,m) ind
Sm
Hτ
σ ⊗HQbm(Fp+1(M>0)) ⇒ Hibm(Fm(M)) ,
où Q := i−(m−(p+1)) (dM−1). Nous y avons noté T(p+1,m) l’ensemble des ta-
bleaux de Young à m boites et première colonne (m−p, . . . ,m), et Hτ le stabilisa-
teur de τ dans Sm−(p+1)×Sp+1 et dont l’action sur Hbm(Fp+1(M>0)) est tordue
par la signature σ de Sm−(p+1). Nous appelons ces suites spectrales « basiques ».
Leur construction est compatible aux images-inverses et permet d’estimer les rangs
de monotonie et stabilité de {Hibm(Fm(M))}m à partir de ceux déjà connus dans
le cas i-acyclique de {Hibm(Fm(M>0))}m. Le foncteur d’induction Ia est ensuite de
nouveau utilisé pour atteindre {Hibm(∆m−aMm)}m et une récurrence descendante
basée sur des suites longues de cohomologie fixe le cas de {Hibm(∆6m−aMm)}.
L’étude des familles {Bettiibm(BFm(M))}m suit la même approche. Lorsque M
est i-acyclique, la formule explicite du caractère χc(Fm(X)) donnée par le théorème
10.5.3 nous permet d’obtenir une information assez précise de la multiplicité de la
représentation triviale de Sm dans Hbm(Fm(M)). Nous sommes alors en mesure de
prouver le résultat suivant.
Proposition 11.5.3. Soit M une pseudovariété connexe orientable et i-acyclique. La
famille {Bettiibm(BFm(M ;Q))}m est constante pour chaque i ∈ N et tout m > i.
À partir de là, les suites spectrales basiques permettent d’examiner le cas où M
est une pseudovariété générale et d’établir la proposition 11.6.1 déjà mentionnée.
Nous pensons que même s’il reste beaucoup de questions ouvertes, l’utilité des
complexes fondamentaux en tant qu’outil d’approche combinatoire dans le cas des
espaces i-acycliques, et l’utilité des suites spectrales basiques pour s’étendre dans
le cadre plus large des pseudovariétés, devrait être clair d’après ce travail.
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0. Introduction
Les motivations à l’origine de ce travail ont été les suivantes.
– La recherche d’une large classe d’espaces X pour lesquels le polynôme de
Poincaré des espaces de configuration Fm(X) et le caractère de la repré-
sentation par permutation de coordonnées du groupe symétrique Sm sur
H(Fm(X)) sont donnés par une formule fermée ne dépendant que de m
et du polynôme de Poincaré de X .
– La généralisation des théorèmes de Church (2012 [7]) sur la polynomialité
de la famille de représentations {Sm :H(Fm(X))}m du cas où X est une
variété différentiable au cas où X est une variété algébrique complexe.
– L’étude de la dégénérescence des suites spectrales de Leray associées aux
projections Fb+a(X)→ Fa(X).
– L’étude de toutes ces questions pour les espaces de configuration généra-
lisés ∆?`Xm (cf. 0.2).
0.1. Polynômes de Poincaré. On suppose m > 0. Pour tout espace topo-
logique X , le produit cartésien X×Fm(X) contient Fm+1(X) comme partie
ouverte. Son complémentaire est l’ensemble :
∆m(X×Fm(X)) = {(x0, x1, . . . , xm) ∈ X×Fm(X) | x0 ∈ {x1, . . . , xm}} ,
réunion disjointe des sous-espaces fermés :
∆(0,i)(X×Fm(X)) = {(x0, x1, . . . , xm) ∈ X×Fm(X) | x0 = xi} ,
où i = 1, . . . ,m, clairement homéomorphes à Fm(X). On a donc
Hc(∆m(X×Fm(X))) ∼ Hc(Fm(X))m ,
et la décomposition en parties respectivement ouverte et fermée
X×Fm(X) = Fm+1(X) unionsq ∆m(X×Fm(X)) , ()
donne lieu à la suite exacte longue de cohomologie (1) à support compact
→ Hc(Fm+1(X)) ι→ Hc(X×Fm(X)) ρ→ Hc(∆m(X×Fm(X))) c→ (∗)
dont on déduit la relation de récurrence entre caractéristiques d’Euler des
cohomologies à support compact χc(Fm+1) = (χc(X)−m) · χc(Fm) à l’ori-
gine de l’égalité
χc(Fm+1(X)) = χc(X)
m+1 ,
où (−)
m+1 désigne la factorielle décroissante (14.1). Mais cette égalité ne ren-
seigne pas sur la valeur de chaque nombre de Betti de Fm+1(X) séparément,
ce pour quoi il faudrait une certaine forme de scindage de la suite (∗). Cela
arrive, par exemple, lorsque X est un groupe de Lie G réel connexe et non
1À coefficients dans un corps de caractéristique nulle.
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compact. Dans ce cas, le morphisme de restriction
ρ : Hc(G×Fm(G))→ Hc(∆m(G×Fm(G)))
est nul et la suite courte
0→ Hc(Fm(X))m[−1]→ Hc(Fm+1(X))→ Hc(X)⊗Hc(Fm(X))→ 0 , (‡)
extraite de (∗) est exacte. En effet, le morphisme ρ est somme des restrictions
ρi : Hc(G×Fm(G))→ Hc(∆(0,i)(G×Fm(G))) ,
et, d’autre part, on dispose de l’application ϕi : G×Fm(G)→ G×Fm(G),
(g, x) 7→ (g−1 · xi, x), qui est un difféomorphisme qui échange les inclusions : G×Fm(G)⊆
∆(0,i)(G×Fm(G))
←→
ϕi
 G×Fm(G)⊆
{e}×Fm(G)
 ,
de sorte que l’annulation de ρi équivaut à l’annulation du morphisme de res-
triction Hc(G×Fm(G)) = Hc(G) ⊗ Hc(Fm(G)) → Hc({e}) ⊗ Fm(G), elle-
même équivalente à l’annulation de la restriction Hc(G)→ Hc({e}), autre-
ment dit à la non compacité de G.
L’exactitude de la suite courte (‡) donne alors la relation de récurrence (2)
Pc(Fm+1(G))(T ) = (Pc(G)(T ) +mT ) · Pc(Fm(G))(T ) , dont on déduit
Pc(Fm+1(G))(T ) =
∏
i=0,...,m
(Pc(G)(T ) + i T ) , (†)
et, par dualité de Poincaré,
P(Fm+1(G))(T ) =
∏
i=0,...,m
(P(G)(T ) + i T dimG−1) , (††)
ce qui est le type de formule fermée que nous avions en vue.
0.2. Les espaces de configuration généralisés. Dans nos recherches
nous avons aussi été guidés par une autre nécessité : celle de trouver un
cadre aussi symétrique que possible pour préserver l’action du groupe des
permutations Sm sur les coordonnées de Fm(X), ce qui n’est pas le cas de
la décomposition (). Cela nous a conduit à nous intéresser aux espaces de
configuration « généralisés » suivants. Pour 0 6 ` 6 m ∈ N, on pose{
∆6`X
m := {(x1, . . . , xm) ∈ Xm | Card {x1, . . . , xm} 6 `} ,
∆`X
m := ∆6`X
m r∆6`−1Xm , Fm(X) := ∆mXm .
La décomposition en parties Sm-stables respectivement ouverte et fermée :
∆6`X
m = ∆`X
m unionsq ∆6`−1Xm ()
2On note Pc(M) := ∑i∈N dimQHic(M)T i (resp. P(M) := ∑i∈N dimQHi(M)T i) le
polynôme de Poincaré pour la cohomologie à support compact (resp. ordinaire) de M .
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donne alors lieu à la suite courte de Sm-modules (à priori non exacte)
0→ Hc(∆6`−1Xm)[−1]→ Hc(∆`Xm)→ Hc(∆6`Xm)→ 0 , (‡‡)
extraite de la suite longue de cohomologie à support compact associée à ().
En cherchant à montrer l’exactitude de (‡‡) lorsqueX est un groupe de Lie
non compact, nous avons réalisé que ce n’était pas tant le fait que X possède
une structure de groupe, mais plutôt que sa cohomologie intérieure est nulle,
qui est à l’origine du phénomène de scindage. Le théorème « de scindage »
3.1.1 énonce cette observation sous l’a forme de l’implication (A)⇒ (B) des
propriétés suivantes.
(A) La cohomologie « intérieure » de X , i.e. l’image de l’application natu-
relle Hc(X)→ H(X), est nulle.
(B) Pour tous 0 6 ` 6 m, les suites courtes (‡) et (‡‡) sont exactes.
Des propriétés qui sont même équivalentes lorsque X est une variété topo-
logique orientable.
0.3. Les espaces i-acycliques. À partir du théorème de scindage, une
partie importante de notre travail va se concentrer dans les espaces vérifiant
la propriété (A). Ce sont les espaces que nous appelons « i-acycliques ».
Il existe des familles assez larges d’exemples de tels espaces :
– Les espaces acycliques (p.e. contractiles) non compacts.
– Les ouverts des espaces i-acycliques.
– Les groupes de Lie G tels que H0c (G) = 0.
– Tout produit X×Y , où X est i-acyclique et Y est quelconque.
0.4. Le complexe fondamental de X pour ∆6`Xm. Dans 3.2.2, on
concatène les suites (‡‡) pour construire le complexe de Sm-modules gradués
0→ Hc(1)[−`+ 1]→ · · · → Hc(`−1)[−1]→ Hc(`)→ Hc(∆6`Xm)→ 0
avec Hc(a) := Hc(∆aXm), que nous appelons « complexe fondamental de X
pour ∆6`Xm ». Son principal intérêt réside dans l’assertion (a) suivante.
Théorème (3.2.3)
a) Les complexes fondamentaux d’un espace i-acyclique sont exacts.
b) Une variété topologique orientable est i-acyclique, si et seulement si, ses
complexes fondamentaux sont exacts.
Les complexes fondamentaux sont donc des résolutions de Sm-modules de
Hc(∆6`Xm) et permettent, lorsque Hc(X)<∞, de réduire la détermination
du caractère Hc(∆6`Xm) à ceux de Hc(∆aXm) pour a 6 `.
0.5. Les polynômes de Poincaré de ∆`Xm et de ∆6`Xm. Les re-
marques des premiers paragraphes, étant basées sur le scindage de la suite
longue (‡), s’appliquent par conséquent lorsqueX est i-acyclique. On a donc :
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Proposition (4.2.1). Si X est i-acyclique et que Hc(X) < +∞, le polynôme
de Poincaré Pc(Fm(X)) est le polynôme
Pc(Fm(X))(T ) =
∏m−1
i=0
(Pc(X)(T ) + i · T ) .
À partir de là, le passage de Fm(X) à ∆`Xm est assez simple dans la me-
sure où ∆`Xm admet une décomposition en parties ouvertes homéomorphes
à F`(X) indexée par les partitions de l’intervalle [[1,m]] en ` parties non
vides. La proposition suivante établit alors que Pc(∆`Xm) seul dépend de
Pc(X), le lien étant donné par un certain polynôme « universel » de Z[P, T ].
Proposition (4.2.5). Si X est i-acyclique et tel que Hc(X)<+∞, le polynôme
de Poincaré Pc(∆`Xm) s’obtient en évaluant en P := Pc(X) le polynôme
homogène de degré ` de Z[P, T ] :
Qm` (P, T ) = |P`(m)| ·
∏
i=0,...,`−1(P + i T ) .
Ici, P`(m) désigne l’ensemble des partitions de [[1,m]] en ` parties non vides.
Le polynôme de Poincaré de Pc(∆6`Xm) est ensuite obtenu comme somme
alternée des P(Hc(∆aXm)[a− `]), grâce aux complexes fondamentaux.
Proposition (4.3.1). Soit X un espace i-acyclique. Le polynôme de Poincaré
Pc(∆6`Xm) est le polynôme homogène de Z[Pc(X), T ], de degré `, donné
par la somme alternée (cf. 2.3.3)
Pc(∆6`Xm) =
∑
06a<`
(−1)a · |P`−a(m)| · Pc(F`−a(X)) · T a .
0.6. Le caractère de Hc(∆?`Xm). Pour Z ⊆ Xm stable sous l’action de
Sm et tel que dimHc(Z) < ∞, notons χc(Z; i) le caractère du Sm-module
H ic(Z,Q). Le théorème suivant est conséquence immédiate de l’exactitude
des complexes fondamentaux.
Théorème (5.3.3). Soit X un espace i-acyclique.
a) Le caractère χc(Fm(X); i) du Sm-module H ic(Fm(X)) vérifie
χc(Fm(X); i) = χc(X
m; i) + χc(∆6m−1Xm; i− 1) .
b) Le caractère χc(∆6`Xm; i) du Sm-module H ic(∆6`Xm) vérifie
χc(∆6`X
m; i) =
∑
06a<`
∑
λ∈Y`−a(m)
(−1)a IndSmGλ χc(F`−a(X); i− a) .
où Y`−a(m) est l’ensemble des décompositions de m en `−a entiers posi-
tifs, et où, si λ = (λ1, . . . , λ`−a) = (λ
µ1
1 , . . . , λ
µr
r ), on a noté
Gλ := NSm (Pλ)/Pλ = Sµ1× · · ·×Sµr
où Pλ = Sλ1× · · ·×Sλ`−a .
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Le caractère χc(∆6`Xm) apparaît ainsi comme combinaison des caractères
χc(Fa(X)) pour a 6 `. D’autre part, grâce à l’exactitude des suites (‡‡), le
caractère χc(Fa(X)) est somme de χc(∆6a−1Xa), avec (donc) a− 1 < `, et
de χc(Xa) = χSa (Hc(X)⊗a), caractère bien connu d’après Macdonald [28]
(cf. 10.5.4). On a donc tous les ingrédients pour un algorithme de calcul des
caractères de Hc(Fm(X)) et Hc(∆?`Xm) à partir uniquement de la connais-
sance de χc(X`) pour ` 6 m. Cette observation est développée dans la sec-
tion 5.4 qui introduit certains opérateurs d’induction dans les groupes de
Grothendieck des catégories de représentations des groupes symétriques
Θm` , I
m
` : K0(Mod(k[S`])) K0(Mod(k[Sm]))
qui permettent dans le théorème suivant de relier les caractères des cohomo-
logies des espaces de configuration généralisés à ceux des produits cartésiens.
Théorème 5.4.1-(a). Soit X un espace i-acyclique tel que dimHc(X) <∞.
a) Pour tout m > ` > 0 et tout i ∈ N, on a
i) χc(Fm(X); i) =
∑
06a<m
Θmm−a
(
χc(X
m−a; i− a))
ii) χc(∆`Xm; i) = Im`
(∑
06a<`
Θ``−a
(
χc(X
`−a; i− a)))
iii) χc(∆6`Xm;i) =
∑
06b<`
(−1)b Im`−b
(∑
06a<`−b
Θ`−b`−b−a
(
χc(X
`−b−a;i−b−a)))
A partir de là nous avons suivi deux voies de recherche, celle de l’étude de
la polynomialité des familles de caractères {χ(∆m−aXm, i)}m et celle de la
détermination explicite des caractères χc(Fm(X)). Les sections 7 à 9 sont
consacrées à la première question et la section 10 à la seconde.
0.7. Les familles de représentations {Sm :Hi(∆?m−aXm)}m. Bien
de recherches sur les espaces de configuration concernent le comportement
asymptotique d’invariants cohomologiques. Par exemple, le résultat pionnier
d’Arnold (1970 [1]) qui établit que pour i∈N, la suite {Bettii(Fm(C)/Sm)}m
est stationnaire, ou, plus récemment, celui de Church (2012 [7]) qui montre
que si X est une variété différentielle connexe orientable et que dX > 2,
les multiplicités des facteurs irréductibles des représentations de Sm dans
H i(Fm(X)) sont stationnaires (dans un sens à préciser, cf. 7.4).
Les complexes fondamentaux s’avèrent particulièrement commodes pour
aborder ces questions de nature qualitative. Ils indiquent aussi que la direc-
tion à suivre pour les généraliser doit concerner les familles {∆?m−aXm}m
pour a ∈ N fixe. Les sections 7 à 9 sont consacrées à ces questions. Nous y
rappelons la théorie des FI-modules de Church et Frab ([10]). Un FI-module
est un foncteur covariant de la catégorie FI des ensembles finis et des appli-
cations injectives vers la catégorie des k-espaces vectoriels, il peut être re-
présenté par la donnée d’une famille dénombrable d’applications k-linéaires
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V = {φm : Vm → Vm+1}m∈N où Vm est un Sm-module et φm est compatible
aux actions de Sm et Sm+1. Nous rappelons les concepts importants de rang
de « monotonie », de « stabilité » et de « polynomialité » (cf. 7.4.6) de FI-
modules et nous prouvons la généralisation suivante des résultats de Church.
Théorème (9.2.3). Soit X une pseudovariété i-acyclique, connexe orientable
et de dimension dX > 2. Pour a, i ∈ N, la famille {Sm :H ibm(∆?m−aXm)}m
est monotone pour m > i+a et est monotone et stable pour m > 4i+4a, si
dX = 2, et pour m > 2i+4a, si dX > 3.
La démonstration est basée sur le théorème 5.4.1-(a) déjà mentionné. Dans
le cas du FI-module V(i) := {p∗m :H ibm(Fm(X))→H ibm(Fm+1(X))}m où p∗m
est dual de l’intégration sur les fibres de la projection sur les m premières co-
ordonnées pm : Fm+1(X)→ Fm(X), l’idée est de montrer que les foncteurs
Θmm−a : Mod(k[Sm−a]) Mod(k[Sm]) définissent un foncteur dans la catégo-
rie de FI-modules Θa : Mod(k[FI]) Mod(k[FI])>2a donnant lieu à une éga-
lité de FI-modules virtuels V(i) =∑06a<m(−1)a Θa(W(dX (m−a)−i+a)) ,
où W(j) est le FI-module {p∗m : Hjbm(Xm) → Hjbm(Xm+1)} dont les rangs
sont faciles à déterminer. Il est alors essentiel de comprendre comment Θa
perturbe les rangs de monotonie et stabilité rgm et rgs. Le théorème 9.2.3
ci-dessus est alors corollaire du résultat suivant où rgms := sup{rgm, rgs}.
Théorème (8.2.2)
a) Le foncteur Θa :Mod(k[FI]) Mod(k[FI])>2a est covariant, additif, exact.
b) Si V est (de type fini) engendré en degrés 6 d, le FI-module Θa(V) est
(de type fini) engendré en degrés 6 sup(d+ a, 2a).
c) On a rgms(ΘaV) 6 rgms(V) + 4a et rgm(ΘaV) 6 rgm(V) + a.
0.8. Suites spectrales basiques. Dans le but d’étendre la portée du théo-
rème 9.2.3 aux espaces non i-acycliques, nous avons introduit dans la section
6 la « suite spectrale basique ». Associée à un espace localement compact M
de dimension cohomologique finie, elle converge vers Hbm(Fm(M)) et a la
propriété remarquable de ne faire intervenir que des espaces de configuration
associés à l’espace i-acyclique M>0 := M×R>0.
Théorème (6.5.2, 9.3.13-(b)). Soit M une pseudovariété orientée de dimen-
sion dM . La suite spectrale IEσ(Um) converge en tant que suite spectrale de
complexes de Sm-modules vers le Sm-module bi-gradué associé au Sm-module
gradué filtré Hbm(Fm(M))[1−m]. Pour i ∈ Z, on a :
IEσ(Um)p,q1 =
⊕
τ∈T(p+1,m)
indSmHτ σ ⊗H
Q
bm(Fp+1(M>0)) ⇒ H ibm(Fm(M))
où q=i+(m−(p+1)) et Q := i−(m−(p+1)) (dM−1), où T(p+1,m) est l’en-
semble des tableaux de Young à m boites et première colonne (m−p, . . . ,m),
et où Hτ est le stabilisateur de τ dans Sm−(p+1)×Sp+1 dont l’action sur
Hc(Fp+1(M>0)) est tordue par la signature σ de Sm−(p+1).
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Une propriété remarquable des suites spectrales basiques est leur compa-
tibilité aux morphismes p∗m : H ibm(Fm(M))→ H ibm(Fm+1(M)). Cela nous a
permis de généraliser le théorème 9.2.3 (p. 14) aux pseudovariétés, en par-
ticulier, aux variétés algébriques complexes. L’énoncé suivant ne diffère de
9.2.3 que par le fait que M n’est plus supposée i-acyclique et aussi par la
perte de l’estimation du rang de monotonie.
Théorème (9.3.15). Soit M une pseudovariété connexe orientable de dimen-
sion dM > 2. Pour a, i ∈ N fixés, la famille {Sm :H ibm(∆?m−aMm)}m est
monotone et stable pour m > 4i + 4a, si dM = 2, et pour m > 2i + 4a,
si dM > 3. Les familles des caractères et des nombres de Betti correspon-
dantes sont (donc) polynomiales et la famille {Bettiibm(∆?m−aMm/Sm)}m
est constante, sur les mêmes intervalles.
0.9. Le calcul explicite du caractère de Hc(Fm(X)). Dans la sec-
tion 10, on revient sur les espaces i-acycliques. On y considère suivant Mac-
donald ([28]), la « série des caractères » de Z ⊆ Xm qui vaut
χc(Z)(α, T ) :=
∑
i∈Z(−1)
i tr(α:H ic(Z))T
i , ∀α ∈ Sm ,
et on mène à terme le calcul des séries χc(Fm(X))(α, T ) grâce notamment
à l’exactitude des complexes fondamentaux de X . On prouve :
Théorème (10.5.3). Soit X un espace i-acyclique. Pour α ∈ Sm, on a
χc(Fm(X))(α, T )
Tm
=
m∏
d=1
dXd
(∑
e |d
µ
( d
e
)χc(X)(1, T e)
dT e
)Xd
,
où (1X1 , 2X2 , . . . ,mXm ) ` m est le type de la permutation α, où µ(−) est la
fonction de Möbius et où (−)
r est la factorielle décroissante (cf. 14.1).
0.10. Les polynômes de Poincaré des espaces quotients Fm(X)/H .
Le théorème précédent s’applique aussitôt pour donner les dimensions des
sous-espaces invariants H ic(Fm(X))H , quel que soit le sous-groupe H ⊆ Sm.
Les polynômes de Poincaré des quotients Fm(X)/H en résultent.
La section 11 illustre le procédé en déterminant le polynôme de Poincaré de
l’espace des configurations « cycliques » CFm(X) := Fm(X)/Cm, où Cm :=
〈(1, . . . ,m)〉 ⊆ Sm, et celui de l’espace des configurations « non ordonnées »
BFm(X) := Fm(X)/Sm. Pour X i-acyclique, on obtient :
–Théorème (11.2.1) :
Pc(CFm)(−T )
Tm
=
1
m
∑
d |m
φ(d) dm/d
(∑
e |d
µ(d/e)
Pc(X)(−T e)
dT e
)m/d
.
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–Théorème (11.3.1)
Pc(BFm(X))(−T )
Tm
=
1
m!
∑
λ:=(1X1 ,...,mXm )`m
hλ
∏m
d=1
dXd
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)Xd
,
où hλ est le cardinal de l’ensemble des permutations de Sm dont la décom-
position en cycles disjoints est de type λ := (1X1 , . . . ,mXm ) ` m.
0.11. Rangs de stabilité des familles {Bettiibm(BFm(M))}m. Les for-
mules explicites de caractères 10.5.3 (p. 15) permettent aussi de raffiner la dé-
termination des multiplicités de la représentation triviale dans Hbm(Fm(X)).
On a :
Proposition (11.5.3). Soit X une pseudovariété i-acyclique de type fini telle
que dimHdXc (X ;Q)6 1. Alors, pour i∈N, la famille {Bettii(BFm(X ;Q))}m
est constante pour tout m > i.
Ce résultat s’étend ensuite aux pseudovariétés connexes orientées à l’aide
des suites spectrales basiques. La proposition suivante termine alors la section
sur les question de stabilité. (3)
Proposition (11.6.1). Soit M est une pseudovariété connexe orientée. La fa-
mille {Bettiibm(BFm(M))}m est constante pour m > 2i, si dM = 2, et pour
m > i si dM > 3.
0.12. La dégénérescence des suites spectrales de Leray. Pour a, b ∈N,
notons pia : Xb+a → Xa la projection sur les a dernières coordonnées. Sa
restriction à Fb+a(X) est la fibration pia : Fb+a(X)→ Fa(X) (4) de fibres de
la forme X r a où a désigne un sous-ensemble de X de cardinal a.
Lorsque X est i-acyclique et que Hc(X) < +∞, l’expression du polynôme
de Poincaré de la proposition 4.2.1 (p. 12) montre que l’on a
Pc(Fb+a(X)) = Pc(Fa(X)) · Pc(Fb(X r a)) ,
ce qui suggère une certaine forme de trivialité cohomologique pour la fibra-
tion pia. C’est en effet le cas et c’est le sujet de la section 12.
Notons, plus généralement ∆[a]?`X
m, pour 0 < a 6 ` 6 m ∈ N, l’ouvert
des m-uplets de ∆?`Xm dont les a dernières coordonnées sont deux à deux
distinctes, soit :
∆[a]?`X
m := ∆?`X
m ∩ (Xm−a×Fa(X)) .
La section 12.4 est consacrée à l’étude des suites spectrales de Leray associées
à l’application pia : ∆
[a]
?`X
m → Fa(X) dont la fibre au-dessus de x ∈ Fa(X)
3La section 11.7, rajoutée tardivement, améliore aussi les bornes pour les rangs de
stabilité des familles {Bettiibm(∆?m−aMm/Sm)}m données dans le théorème 9.3.15.
4Généralement non localement triviale, sauf si X est une variété topologique.
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est ∆?`(Xm−a×x). Cela nous a emmené à nous intéresser également à la
cohomologie à support pia-propre que nous notons Hpi!(∆
[a]
` X
m), et aussi
aux faisceaux de cohomologie à support pia-propre :
Hipi!(∆[a]?`Xm) := IRipia!(k∆[a]?`Xm ) ,
Le principal résultat concernant ces faisceaux est le suivant.
Théorème (12.3.2-(c)). Si X i-acyclique et localement connexe, les faisceaux
Hipi!(∆[a]?`Xm) sont constants sur les composantes connexes de Fa(X).
À partir de là, l’étude des suites spectrales de Leray pour les cohomolo-
gies Hc(∆
[a]
?`X
m) et Hpi!(∆
[a]
?`X
m) se simplifie et nous montrons le théorème
suivant.
Théorème (12.4.9). Soient a 6 ` 6 m ∈ N. Soit X un espace i-acyclique
localement connexe. Notons
(IEr(∆
[a]
?`X
m)c, dr) et (IEr(∆
[a]
?`X
m)pi!, dr) (IEr) .
les suites spectrales de Leray associées à pia : ∆
[a]
?`X
m→Fa(X) qui convergent
respectivement vers Hc(∆
[a]
?`X
m) et Hpi!(∆
[a]
?`X
m). On a :{
IE2(∆
[a]
?`X
m)c ∼ Hpc (Fa(X))⊗Hqc (F )⇒ Hp+qc (∆[a]?`Xm)
IE2(∆
[a]
?`X
m)pi! ∼ Hp(Fa(X))⊗Hqc (F )⇒ Hp+qpi! (∆[a]?`Xm)
où F est une fibre quelconque de pia. Les suites spectrales (IEr) sont dégéné-
rées, i.e. dr = 0 pour r > 2.
0.13. Exemples et contre-exemples d’espaces i-acycliques. La sec-
tion 13 est un appendice destiné à donner des exemples d’espaces i-acycliques,
ainsi que des contre-exemples à certaines propriétés les concernant.
0.14. D’autres approches à la stabilité. Lors de l’écriture de cet article
nous avons eu connaissance du travail de Dan Petersen [31] (2016) où il as-
socie à un espace topologique stratifié une suite spectrale qui calcule l’ho-
mologie de Borel-Moore de l’espace en termes de celle de ses strates fermées.
Dans le cas des espaces de configuration Fm(M), il retrouve la suite spec-
trale de Getztler [20] qui généralise celle de Totaro ([35]) pour le plongement
Fm(M) ↪→Mm, du cas où M est une variété différentielle au cas où M est
générale. Petersen est alors en mesure de montrer, lorsque M une variété
algébrique complexe, que les FI-modules {Fm(M)}m sont de type fini. La
stabilité de {Fm(M)}m en découle mais sans pour autant permettre d’obte-
nir des indications sur les rangs de monotonie et stabilité concernés.
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1. Espaces i-acycliques
1.1. Généralités sur les espaces topologiques considérés
Dans ce travail on entend par espace (topologique) tout espaceX ,Y ,Z, . . . ,
métrisable, localement compact et dénombrable à l’infini. De tels espaces
sont alors à base dénombrable, séparables et (totalement) paracompacts.
Tout fermé et tout ouvert de X est alors également métrisable, localement
compact et dénombrable à l’infini. Les pseudovariétés (dénombrables à l’in-
fini), en particulier les variétés algébriques complexes, constituent une large
famille d’exemples de tels espaces (5).
1.1.1. Cohomologies. On désignera par k un corps de caractéristique ar-
bitraire sauf mention explicite du contraire. On note k
X
le faisceau constant
sur X de fibre k, puis Mod(k
X
) la catégorie des faisceaux de k-espaces vec-
toriels sur X . Les espaces de cohomologie respectivement : ordinaire, à sup-
port compact et à support dans une partie localement fermée Z ⊆ X , notés
H(X ; k), Hc(X ; k), et HZ (X , k), sont les foncteurs dérivés des foncteurs de
sections globales
Γ (X ;−), Γc(X ;−), ΓZ (X ;−) : Mod(kX )→ Vec(k) .
On a donc
H i(X ; k) := IRiΓ (X ; k
X
) , H ic(X ; k) := IR
iΓc(X ; kX ) ,
H iZ (X ; k) := IR
iΓZ (X ; kX ) .
1.1.2. Résolution Φ-molle canonique. La résolution du faisceau constant
k
X
de référence sera celle des faisceaux de « germes de cochaînes d’Alexander-
Spanier de X » (6), noté (A•(X ; k), d∗). Les faisceaux Ai(X ; k) sont Φ-mous
pour toute famille paracompactifiante Φ (loc.cit.), ils sont donc Γ (X ,−),
Γc(X ;−) et ΓZ (X ,−)-acycliques. Le complexe des cochaînes d’Alexander-
Spanier
0→ k
X
→ A0(X ; k) d0−−→A1(X ; k) d1−−→· · ·
est une résolution Φ-molle de k
X
et l’on a
H i(X ; k) := hi(Γ (X ;A•(X ; k))) , H ic(X ; k) := h
i(Γc(X ;A
•(X ; k))) ,
H iZ (X ; k) := h
i(ΓZ (X ;A
•(X ; k))) .
5Dans [4] : A. Haefliger, “Introduction to piecewise linear intersection homology” (p. 1) ;
et A. Borel, “Sheaf theoretic intersection cohomology” (V-§2.1, p. 60).
6 [21], §2.5, exemple 2.5.2, p. 134, puis §3.7, exemple 3.7.1, p. 157.
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1.1.3. Notons (K(X),⊆) la famille des parties compactes K ⊆ X munie de
l’ordre d’inclusion. Le morphisme naturel en homologie singulière
lim−→K∈K(X)H∗(K; k)
'−−→H∗(X , k)
est un isomorphisme et induit (par dualité vectorielle) l’isomorphisme de
cohomologies ordinaires
H∗(X , k) −−→' lim←−K∈K(X)H
∗(K, k) ,
qui fait correspondre à une classe de cohomologie ω ∈H∗(X , k) la famille de
ses restrictions {ω K ∈ H∗(K, k)}K∈K(X).
De manière duale, nous disposons pour chaque K ∈K(X) d’un morphisme
naturel en cohomologie H∗K (X , k) → H∗c (X , k). La limite inductive de ces
morphismes
lim−→K∈K(X ,k)H
∗
K (X)→ H∗c (X , k)
est alors aussi un isomorphisme.
1.1.4. Suite exacte longue de cohomologies à support compact. Si
X = U unionsq Z est une partition en parties respectivement ouverte et fermée,
dont on note j : U → X et i : Z → X les inclusions, on dispose de la suite
longue de cohomologie à support compact
Hc(U)
j!−−→Hc(X) i
∗−−→Hc(Z)−−→
où j! est le « prolongement par zéro » et i∗ est la « restriction ».
1.1.5. Isomorphismes de Künneth. Si p : X×Y → X et q : X×Y → Y
sont les projections canoniques, les morphismes
 : Aa(X ; k)⊗Ab(Y ; k)→ Aa+b(X×Y ; k)
induits par le cup-produit de cochaînes  : α ⊗ β 7→ α  β := p∗(α) ∪ q∗(β)
induisent des isomorphismes gradués (7)
H(X×Y ) ' H(X)⊗H(Y ) et Hc(X×Y ) ' Hc(X)⊗Hc(Y ) .
Le cup-produit en cohomologie résulte alors du morphisme de restriction
à la diagonale, soit des composées
∪ : H(X)⊗H(X) −−→ H(X×X) δ
∗
X−−→ H(∆X )
∪ : Hc(X)⊗Hc(X) −−→ Hc(X×X) δ
∗
X−−→ Hc(∆X )
7L’isomorphisme de Künneth en cohomologie ordinaire exige une hypothèse de finitude
de cohomologie sur l’un des deux espaces.
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1.2. Espaces i-acycliques et ∪-acycliques
1.2.1. i-acyclicité. Pour tout espace X , on notera X : Hc(X)→ H(X) le
morphisme induit par l’inclusion Γc(X ;−) ⊆ Γ (X ;−). L’image de X dans
H(X), notée H!(X), est « la cohomologie intérieure de X », on pose donc
H!(X) := im
(
X : Hc(X)→ H(X)
)
.
On dira que X est « i-acyclique » lorsque H!(X) = 0 .
1.2.2. (Totale) ∪-acyclicité. Le plongement diagonal δX : ∆X ↪→X×X
induit des morphismes de restriction rendant commutatif le diagramme :
Hc(X)⊗Hc(X) ' //
X⊗X

Hc(X×X)
δ∗X //
X×X

Hc(∆X )
∆X

H(X)⊗H(X) ' // H(X×X)
δ∗X // Hc(∆X )
On dira que X est « ∪-acyclique » lorsque δ∗X : Hc(X×X)→ Hc(∆X ) est
nul, autrement dit, lorsque le cup-produit ∪ : Hc(X)⊗Hc(X)→ Hc(X) est
nul. Plus généralement, X sera dit « totalement ∪-acyclique » lorsque le cup-
produit ∪ : Hc(X)⊗Hc(U)→ Hc(U) est nul pour tout ouvert U ⊆ X .
1.2.3. Premières propriétés d’espaces i-acycliques
La condition d’i-acyclicité est une condition de non compacité, aussi, son
étude nous place d’emblée en opposition aux espaces compacts.
1.2.4. Proposition
a) Un espace contractile non compact est i-acyclique.
b) i-acyclique⇒ totalement ∪-acyclique.
c) Sur une variété topologique orientable, i-acyclique⇔∪-acyclique (8).
d) Un ouvert U d’un espace i-acyclique X , est i-acyclique. Et de même en
remplaçant i-acyclique par totalement ∪-acyclique.
e) Un produit cartésien X×Y est i-acyclique si et seulement si l’un des
facteurs l’est.
Démonstration. (a) Comme X est contractile, H i(X) = 0 pour i > 0 et
commeX est connexe non-compacteH0c (X) = 0, dans tous les casH i! (X) = 0.
(b) Si ω et $ sont des cocycles à support compact d’un espace i-acyclique,
on a ω = dα pour une certaine cochaîne α (à support fermé), mais alors
ω ∪$ = dα ∪$ = d(α ∪$) où α ∪$ est clairement à support compact.
8Voir 13.10, p. 181, pour un contre-exemple si la variété n’est pas orientable.
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(c) Supposons que pour ω ∈ Hc(X) on ait X (ω) 6= 0. Il existe alors, par
dualité de Poincaré, une classe $ ∈Hc(X) telle que
∫
X
ω∪$ = 1, mais alors
ω ∪$ 6= 0 dans Hc(X) et X n’est pas ∪-acyclique.
(d) Résulte du fait que U : Hc(U)→ H(U) est la composée de
Hc(U) U // H(U)
Hc(U)

// Hc(X)
X // H(X)
r // H(U)
où  désigne le prolongement par zéro et r est le morphisme de restriction.
(e) La condition est suffisante d’après le factorisation de Künneth :
Hc(X×Y ) X×Y // H(X×Y )
Hc(X)⊗Hc(Y ) X⊗Y // H(X)⊗H(Y )
κ
OO
où κ(α⊗ β) = p∗X (α) ∪ p∗Y (β). La nécessité résulte de l’injectivité de κ. 
1.3. Caractérisations de la i-acyclicité
1.3.1. Théorème. Pour un espace X , il y a équivalence entre
a) X est i-acyclique.
b) Pour tout espace Y et toute application continue f : Y → X , le mor-
phisme image-inverse f∗ : Hc(X)→ H(Y ) est nul.
c) Pour tout espace compact K et toute application continue f : K → X , le
morphisme image-inverse f∗ : Hc(X)→ H(K) est nul.
d) Étant donnés Z et Y et une application continue f : Z → X×Y , notons
p2 :X×Y →Y , (x,m) 7→m, puis f2 := p2 ◦ f . Soit j : V ↪→Y un plonge-
ment ouvert, notons f ′2 : f−1(V )→ V la restriction de f2, et considérons
le diagramme commutatif suivant
f−12 (V )
f ′2
&&
  // Z
f2
%%
f // X×Y
p2

V 

j // Y .
Alors, si f et f ′2 sont propres et si j!:Hc(V )→Hc(Y ) est surjective, on a(
f∗ : Hc(X×Y )→ Hc(Z)
)
= 0 .
Démonstration. (a⇔b) Évident. (a⇔c) Le morphisme f∗ : Hc(X)→ H(K)
se factorise à travers X puisque l’on a le diagramme commutatif
Hc(X) f∗ //
X

Hc(K)
K
H(X) f∗ // H(K)
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L’implication a⇒c en résulte. Réciproquement, soit (K(X),⊆) l’ensemble des
parties compactes de X , ordonné par inclusion. La famille des morphismes
Hc(X)
X // H(X)
(−) K−−−−−→ H(K)
avec K ∈ K(X) induit alors un morphisme sur la limite projective
Hc(X)
X // H(X)
lim←−(−) K−−−−−−−−→ lim←−K∈K(X) H(K)
dont la composée est nulle lorsque (b) est vérifié. L’espace X est donc i-
acyclique puisque le morphisme lim←−(−) K est bijectif.
(a⇒d) Soient p1 : X×Y → X la projection canonique et f1 := p1 ◦ f .
Pour prouver (d), il suffit, par Künneth, de montrer que pour tous cocycles
à support compact ω ∈ Zc(X) et $ ∈ Zc(Y ), le cocycle
f∗1ω ∪ f∗2$ ∈ Zc(Z) . (∗)
est la différentielle d’une cochaîne à support compact de Z.
Or, il existe par hypothèse τ ∈ Zc(V ) qui représente $ dans Hc(Y ). On
peut donc remplacer dans (∗) f∗2$ par f∗2 τ , et affirmer que f∗2 τ est à support
compact dans f−12 (V ) donc dans Z.
Cela étant, comme X est i-acyclique, on a f∗1ω = dα pour une certaine
cochaîne α de Z (à support non nécessairement compact), et alors
f∗1ω ∪ f∗2 τ = d(α ∪ f∗2 τ) ,
où α ∪ f∗2 τ est une cochaîne à support compact de Z puisqu’il en est ainsi
de f∗2 τ . Par conséquent, f∗(ω ⊗$) = 0 ∈ Hc(Z).
(d⇒c) Dans (d), on prend Z compact, Y := {pt} et V := Y . 
1.3.2. Complémentaires des parties finies d’un espace i-acyclique.
Pour a ∈ N, la notation « X r a » sera un raccourci pour « X privé de a
points ». On rappelle qu’en dehors du cas où X est une variété topologique
connexe de dimension > 1, le type d’homéomorphie de X r a dépend des
points qu’on enlève. Cependant, lorsque H0c (X) = 0, p.e. si X est i-acyclique,
la suite 0 → Hc(F )[−1] → Hc(X r F ) → Hc(X) → 0 est exacte pour tout
F ⊆X fini, et la famille {Bettiic(X r F )}i∈N, et donc le polynôme de Poincaré
Pc(X r F ) pour la cohomologie à support compact, seul dépendent de #F .
1.3.3. Trivialité de la monodromie. Lorsque X est un espace i-acyclique
localement connexe, la remarque précédente peut être raffinée pour montrer
l’existence d’une action par monodromie de Π1(Fa(X), x) sur Hc(pi−1a (x)) où
pia : F1+a(X)→ Fa(X) est la projection sur les a dernières coordonnées, et
ce, même lorsque cette projection n’est pas localement triviale. Pour le voir,
considérons dans un premier temps le cas où a = 1.
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Notons K(C) la famille des parties compactes et connexes contenues dans
une composante connexe C de X . Étant donnés z ∈ Z ∈ K(C), on dispose
du morphisme naturel de suites exactes courtes
0 // Hc(Z)[−1] //
ρ(Z)z

Hc(X r Z) //
ρ(Z)

Hc(X) // 0
0 // Hc(z)[−1] // Hc(X r z) // Hc(X) // 0
()
où le prolongement par zéro ρ(Z) est bijectif en degrés cohomologiques i 6 1
et induit pour i > 2 l’isomorphisme canonique :
ρ˜(Z)z :
H ic(X r Z)
H i−1c (Z)
∼=−−→H ic(X r z) , ∀z ∈ Z .
Cette construction est naturelle par rapport à l’inclusion de compacts et font
de K(C) un système inductif filtrant dont la réunion recouvre X tout entier.
On en déduit un isomorphisme canonique
lim←−Z∈K(C)
H ic(X r Z)
H i−1c (Z)
∼=−−→H ic(X r x) , ∀x ∈ C ,
dont on conclut que l’isomorphisme
φ(Z)y,x := (ρ˜(Z)y ◦ ρ˜(Z)−1x ) : Hc(X r x)→ Hc(X r y)
est indépendant du compact connexe K ⊇ {x, y} ⊆ C. En particulier, une
application continue γ : [0, 1]→ X détermine l’isomorphisme
φγ := φ(γ([0, 1]))γ(1),γ(0) = Hc(X r γ(0))→ Hc(X r γ(1)) ()
qui seul dépend de extrémités de γ. C’est l’action par« monodromie le long
du chemin γ », et elle est clairement triviale lorsque γ(0) = γ(1).
Ces remarques se généralisent à tout a ∈ N.
1.3.4. Proposition. Pour a ∈ N, soit pia : F1+a(X)→ Fa(X) la projection
sur les dernières a coordonnées. Lorsque X est i-acyclique, il existe pour tout
x ∈ Fa(X) une action par monodromie de Π1(Fa(X), x) sur Hc(pi−1a (x)).
Cette action est triviale.
Indication. Commençons par justifier l’existence de l’action par monodromie.
Soit γ := (γ1, . . . , γa) : [0, 1] → Fa(X) une application continue. Par com-
pacité, il existe une famille finie T :={0=t0<t1, · · ·<tr=1} telle que pour
chaque 0 6 s < r la famille {Z(s)k := γk([ts, ts+1])}16k6a, est constituée de
parties compactes connexes deux à deux disjointes. Notons Z(s) :=
⋃
k Z(s)k
et reprenons le diagramme () pour z := {zk ∈ Z(s)k}k , on a
0 // Hc(Z(s))[−1] //
ρ(s)z

Hc(X r Z(s)) //
ρ(s)

Hc(X) // 0
0 //
⊕
k Hc(zk)[−1] // Hc(X r z) // Hc(X) // 0
(s)
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où le prolongement par zéro ρ(s) est un isomorphisme en degrés 6 1 et induit
pour i > 2 l’isomorphisme canonique :
ρ˜(s)z :
H ic(X r Z(s))
H i−1c (Z(s))
∼=−−→H ic(X r z) , ∀z ∈ Z(s)1× · · ·×Z(s)a ,
d’où l’isomorphisme
φs := ρ(s)γ(ts+1) ◦ ρ(s)−1γ(ts) : Hc(X r γ(ts)) ∼= Hc(X r γ(ts+1)) .
La composée des φs est « l’action par monodromie le long du chemin γ »
φγ : Hc(X r γ(0))→ Hc(X r γ(1)) ,
dont on vérifie aisément qu’il ne dépend que de γ et non pas de la famille T.
Montrons maintenant, par induction sur a, que φγ seul dépend des extré-
mités de γ. Lorsque a = 1, c’est l’indépendance (). Dans le cas où a > 2,
notons γ′ := (γ1, . . . , γa−1) le chemin dans Fa−1(X). La naturalité de la
construction de l’action par monodromie donne lieu à un morphisme des
suites courtes, extraites de suites longues de Mayer-Vietoris,
0 // Hc(X r γ(0))
φγ

// Hc(X r γ′(0))⊕Hc(X r γa(0))
φγ′ 
φγa
// Hc(X) // 0
0 // Hc(X r γ(1)) // Hc(X r γ′(1))⊕Hc(X r γa(1)) // Hc(X) // 0
où les lignes sont exactes puisque X est i-acyclique. Comme φγ′ et φγa seul
dépendent de leurs extrémités par hypothèse de récurrence, on conclut qu’il
en est de même pour φγ . 
1.3.5. Commentaire. Nous verrons lors de l’étude des suites spectrales
de Leray associées à l’application pia : Fb+a(X) → Fa(X), que l’action par
monodromie de Π1(Fa(X), x) sur Hc(pi−1a (x)) existe et est triviale aussi pour
tout b > 1 (cf. 12.3.3).
2. Espaces de configuration généralisés
2.1. Définitions et notations. Nous rappelons quelques notations habi-
tuelles et introduisons d’autres nouvelles.
N-1) Pour tout ` ∈ N et pour tout sous-ensemble Z ⊆ Xm, « l’ensemble de
configuration généralisé dans Z pour le cardinal 6 ` (resp. = `) », est{
∆6`Z := {(z1, . . . , zm) ∈ Z | Card {z1, . . . , zm} 6 `} ,
∆`Z := {(z1, . . . , zm) ∈ Z | Card {z1, . . . , zm} = `} .
. La notation ∆?` désignera l’une quelconque des notations ∆6` ou ∆`.
. Si m > 0, on a ∆?0Xm = ∅. Si 0 = ` = m, on a ∆?0X0 = {pt}.
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N-2) L’« espace des configurations (ordonnées) de n éléments de X », tra-
ditionnellement noté Fm(X) est :
Fm(X) := ∆mX
m , si m > 0 , F0(X) = {pt} .
N-3) Pour Z ⊆ Xm, et 0 < a ∈ N, on note
Z[a] := Z ∩ (Xm−a×Fa(X))
= {(z1, . . . , zm) ∈ Z | Card {zm−a+1, . . . , zm} = i} .
N-4) Pour 0 < a 6 m ∈ N, on note
pia = X
m → Xa , (resp. pa = Xm → Xa)
la projection sur les a dernières coordonnées pia(x) := (xm−a+1, . . . , xm)
(resp. les a premières coordonnées pia(x) := (x1, . . . , xa)) . Les restrictions
de pia seront notées par abus de la même manière, par exemple dans
l’écriture, pour tout Z ⊆ Xm,
pia : Z
[a] → Fa(X) .
2.1.1. Convention. Lorsque la référence à X sera superflue elle sera parfois
omise et les notations ∆?`Xm et Fm(X) seront abrégées en ∆m?` et Fm.
2.1.2. Topologie et caractéristique d’Euler. Lorsque X est un espace
topologique, Xm est muni de la topologie produit et tout Z ⊆Xm de la topo-
logie induite. Pour `,m ∈ N, et Z ⊆ Xm, l’espace ∆6`Z admet la décompo-
sition en parties respectivement ouverte et fermée ∆6`Z = ∆`Z unionsq ∆6`−1Z ,
d’où la suite exacte longue de cohomologie à support compact que l’on ren-
contrera fréquemment dans ce travail
· · · → H∗c (∆`Z)→ H∗c (∆6`Z)→ H∗c (∆6`−1Z)→ · · · .
Dans le cas où Z = X×Fm−1(X) et ` = m, on obtient
· · ·→H∗c (Fm(X))→H∗c (X×Fm−1(X))→H∗c (∆m−1(X×Fm−1(X)))→· · · .
où ∆m−1(X×Fm−1(X)) est la réunion disjointe dem−1 copies de Fm−1(X),
ce qui permet une récurrence pour la détermination de la caractéristique
d’Euler de Fm(X). La proposition suivante en découle aussitôt.
Proposition (4.2.1). Supposons que Hc(X) < +∞ et notons χc(Fm(X))
la caractéristique d’Euler de la cohomologie à support compact de Fm(X).
On a
χc(Fm(X)) =
∏m−1
i=0
χ(X)− i.
En particulier, on a la série génératrice∑
m>0
χc(Fm(X))
tm
m!
= (1 + t)
χ
c(X) .
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2.1.3. Remarque. On trouve cette série génératrice déjà dans Félix-Thomas
([15], 2000) pour la cohomologie ordinaire et lorsque X est une variété topo-
logique orientable de dimension paire (cas auquel χc(X) = χ(X)).
2.2. Fibrations des espaces de configuration généralisés
La proposition suivante est une extension assez légère du théorème de
trivialité locale de la projection pia :Fb+a(X)→Fa(X) de Fadell et Neuwirth
([13]), elle nous a servi dans l’élaboration de la section 12.2 où l’hypothèse
de lissité sur X s’est averée à postériori superflue.
2.2.1. Proposition. Si X une variété topologique et a6 `6m, l’application
pia : ∆
[a]
?`X
m → Fa(X)
est une fibration localement triviale.
Démonstration. Soit G le groupe des homéomorphismes φ : X → X dont le
support |φ| := {x ∈ X | φ(x) 6= x} est compact. Soit dX : X×X → R une
distance. Munissons G de la distance dG(φ, φ′) := supx∈X dX (φ(x), φ′(x)).
Le groupe G, muni de la topologie associée à dG, est un groupe topologique
et pour chaque x ∈ X , l’application d’évaluation
evx : G→ X , φ 7→ φ(x)
est continue.
Pour x ∈ Fa, notons IB(x, ) le produit des boules ouvertes
∏a
i=1 IB(xi, ).
Pour  > 0 assez petit, on a IB(x, ) ⊆ Fa et l’application
∏
evxi : G→ Fa
admet des sections locales continues σ : IB(x, )→ G, soit
σ(y)(x) = y , IB(x, )
⊆
77
σ // G
∏
evxi // Fa
L’application
IB(x, )×pi−1a (x)−−→ pi−1a (IB(x, )) ⊆ ∆[a]6`Xm ,
y×w 7−→ σ(y)(w)
avec w = (x, xa+1, . . . , xm) et σ(y)(w) = (y, σ(y)(xa+1), . . . , σ(y)(xm)) est
alors un homéomorphisme et une trivialisation de pia au-dessus de IB(x, ).
De manière entièrement analogue, l’application
IB(x, )×pi−1a (x)−−→ pi−1a (IB(x, )) ⊆ Fb+a(X) ,
y×w 7−→ σ(y)(w)
est une trivialisation locale de pia. La fibre pi−1a (x) est canoniquement ho-
méomorphe au sous-espace Fb(X r x) ⊆ Xb. 
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2.2.2. Remarque à propos des fibres de pia. Si X est une variété topo-
logique connexe de dimension > 1, il existe des homéomorphismes φ :X→X
tels que φ(x) = y, et les fibres de pia : ∆
[a]
6`X
m → Fa sont deux à deux ho-
méomorphes (cf. 1.3.2). Par contre, si X n’est pas connexe, cette propriété
peut être en défaut. Par exemple, si X = U unionsq V est une réunion disjointe
d’ouverts non vides, les fibres de pi2 : F3(X)→ F2(X) en (x, y) ∈ F2(X) sont
de la forme :
U\{x, y} unionsqV , U unionsqV\{x, y} , U\{x} unionsqV\{y}
suivant que (x, y ∈ U), que (x, y ∈ V ), ou que (x ∈ U et y ∈ V ).
Il est facile de trouver des exemples pour U et V tels que, non seulement
il n’y a pas d’homéomorphisme entre ces trois types de fibres, mais il n’y
a pas, non plus, d’isomorphisme entre leurs cohomologies. Lorsque X est i-
acyclique de type fini (9), la situation change puisque les nombres de Betti
des fibres sont constants (1.3.2). Par exemple, si U = R2 et V = R×S1, on
a H∗(pi−1a (u, v)) = k(0)2 ⊕ k(1)3 quel que soit (u, v).
Dans ce cas, les algèbres de cohomologie à support compact Hc(pi−1a (u, v))
sont isomorphes, mais pas les algèbres de cohomologie ordinaire qui valent
H(U r {u, v})⊕H(V ) = k[X,Y ]
(X,Y )2
⊕ k[Z]
(Z)2
H(U)⊕H(V r {u, v}) = k ⊕ k[X,Y, Z]
(X,Y, Z)2
et où l’on remarque que dans la première AnnulH0 (H1) = 0, tandis que dans
la seconde AnnulH0 (H1) = k · (1, 0).
Tout ceci indique que même dans le cas où X est une variété topologique
i-acyclique, les monodromies des systèmes locaux :{ Hipi!(∆[a]?`Xm) := IRipia! k∆[a]?`Xm
Hi(∆[a]?`Xm) := IRipia∗ k∆[a]?`Xm
de fibres respectives Hc(pi−1a x) et H(pi−1a x) (en dualité), ont peu de chances
d’être triviales sur Fa(X) tout entier. On verra dans la section 12.3, consa-
crée à leur étude, que ces faisceaux sont cependant constants sur toute com-
posante connexe de Fa(X) (cf. comm. 1.3.5 et th. 12.3.2-(c)).
2.3. Sous-espaces Fp(X) et décomposition de ∆`Xm
2.3.1. Partitions d’un ensemble. Pour tout ensemble E et tout ` ∈ N, on
note P`(E) l’ensemble des partitions de E en ` parties non vides. On pose
ensuite P(E) =
⋃
`∈NP`(E).
9On dira que X est de type fini lorsque Hc(X) et H(X) sont de dimension finie.
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Une partition p ∈ P définit une relation d’équivalence ‘∼
p
’ sur E par
(x ∼
p
y)⇔ (∃I ∈ p)({x, y} ⊆ I) .
Pour tout m ∈ N, on note P`(m) := P`([[1,m]]).
2.3.2. Les sous-espaces Fp(X). Si p∈P`(m), on notera Fp(X) l’ensemble
des m-uplets (x1, . . . , xm) tels que (xi = xj)⇔ (i ∼p j).
2.3.3. Proposition. Pour 0 6 ` 6 m ∈ N, on a la décomposition ouverte :
∆`X
m =
∐
p∈P`(m)
Fp(X) (∗)
(cf. notation 2.1-(N-2)) où Fp(X) ' F`(X). En particulier,
Hc(∆`X
m) = Hc(F`(X))
|P`(m)| ,
où le nombre |P`(m)| est le nombre de Stirling de seconde espèce (cf. 14.4) :∣∣P`(m)∣∣ = {m
`
}
:=
1
`!
∑`
j=0
(−1)`−j
( `
j
)
jm .
De plus,
a) Si {Cα}α∈A est la famille des composantes connexes de X . On a la dé-
composition en parties ouvertes
F`(X) =
∐
:[[1,`]]→A
F(C(1)× · · ·×C(`)) =
∐
:[[1,`]]→A
∏
α∈im()
F|−1(α)|(Cα) .
b) Si X est une variété topologique connexe de dimension > 1, l’espace
F`(X) est connexe et la décomposition (∗) est la décomposition de ∆`Xm
en composantes connexes.
2.4. Dimension et finitude cohomologique de ∆?`Xm
2.4.1. Définition. Soit X un espace topologique. Notons Dk(X) l’ensemble
des d ∈ N tels que pour tout ouvert U ⊆ X , on ait H ic(U ; k) = 0, ∀i > d. Si
Dk(X) 6= ∅, on dit que X est de dimension cohomologique finie (sur k) de
dimension dX := dimch(X) = inf Dk(X). Autrement, X est dit de dimension
cohomologique infinie et l’on pose dX = +∞ (cf. [4] V, def. 1.15, p. 55).
2.4.2. Proposition. Soient 0 6 ` 6 m ∈ N. Si X est respectivement locale-
ment compact, localement connexe (par arcs), localement cohomologiquement
trivial, il en est de même de ∆?`Xm. De plus,
a) Le sous-complexe (Ω•X , d•) := τ6dX (A
•(X ; k), d∗) du complexe des germes
de cochaînes d’Alexander-Spanier, à savoir
Ωi<dX
X
= Ai(X ; k) , ΩdX
X
:= ker(ddX ) , Ω
i>dX
X
= 0 ,
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est une résolution c-molle de kX . Pour toute partie Y ⊆ X localement
fermée, les complexes Γ (Y ; (Ω•
X
, d•)) et Γc(Y ; (Ω•X , d•)) calculent res-
pectivement H(Y ; k) et Hc(Y ; k).
b) On a dimch(∆?`Xm) = ` dX .
c) Si dimk Hc(X ; k) < +∞, on a dimk Hc(∆?`Xm; k) < +∞ .
Indications. Les assertions préliminaires à propos de la structure locale sont
immédiates pour Xm, puis pour Fm(X) car ouvert dans Xm, et alors pour
∆`X
m d’après la décomposition (∗) de 2.3.3. Le cas de ∆6`Xm résulte aussi
de la décomposition (∗) qui montre qu’il est réunion finie des fermés Fp(X),
tous homéomorphes à X`.
(a) Voir [4] V, §1.14 (p. 55) ou [25] exercice II.9 (p. 132).
(b) L’égalité classique dimch(Xm) = mdX donne dimch(Fm(X)) 6 mdX ,
d’où dimch(∆`Xm) 6 `dX . Ensuite, pour tout ouvert U ⊆ ∆6`Xm, la suite
longue de cohomologie à support compact
· · · → H i−1c (U ∩∆6`−1Xm)→ H ic(U ∩∆`Xm)→ H ic(U)→ · · · (∗)
et un raisonnement inductif sur ` > 0 permettent de voir que l’on a
dimch(∆6`X
m) 6 `dX . ()
L’assertion (b) en découle aussitôt lorsque dX = 0. Lorsque dX > 1, on
fait une récurrence sur m. Les cas où m 6 1 sont triviaux. Lorsque m > 2,
on fait une récurrence sur `. Les cas où ` 6 1 sont triviaux. Si 1 < ` < m,
on a dimch(∆`Xm) = dimch(F`(X)) = `dX par l’induction en m, et comme
dimch(∆`X
m) 6 dimch(∆6`Xm), l’assertion (b) pour ` < m résulte d’appli-
quer la majoration (). Lorsque ` = m, il existe un ouvert U ⊆ Xm tel que
HmdXc (U) 6= 0 et comme nous venons de prouver que dimch(∆6m−1Xm) =
(m−1)dX et que (m−1)dX < mdX puisque dX > 1, l’exactitude de (∗)
montre l’existence d’une surjection HmdXc (U ∩ Fm(X))→ HmdXc (U) 6= 0 et
l’on conclut que mdX 6 dimch(Fm(X)). L’assertion (b) pour ` = m résulte
alors d’appliquer, une fois de plus, la majoration ().
(c) On raisonne par induction sur `. Si ` 6 1, l’assertion est claire, quel
que soit m ∈ N. Dans le cas général, on suppose la proposition établie pour
`−1 et tout m ∈ N. Par la suite exacte longue (2.1.2)
→ H∗c (∆`Xm)→ H∗c (∆6`Xm)→ H∗c (∆6`−1Xm)→ ,
on a dimHc(∆6`Xm) < +∞, si et seulement si, dimHc(∆`Xm) < +∞,
donc, si et seulement si dimHc(F`(X)) < +∞ (2.3.3). Or, l’utilisation de la
suite exacte longue
→ H∗c (F`(X))→ H∗c (X)⊗` → H∗c (∆6`−1X`)→ ,
associée à la décomposition X` = F`(X) unionsq∆6`−1X`, montre qu’une condi-
tion suffisante pour dimHc(F`(X))<+∞ est que dimHc(∆6`−1X`)<+∞,
ce qui fait partie de l’hypothèse inductive. 
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3. Théorèmes de scindage et complexes fondamentaux
3.1. Théorème de scindage pour ∆6`Xm
Dans ce travail, en parlant d’une suite exacte longue, on dira qu’elle est
« scindée » lorsque un morphisme sur trois est nul. La suite exacte longue se
scinde alors en une famille dénombrable de suites exactes courtes.
· · · // C−1 (0) // C0 // C1 // C2 (0) // C3 // C4 // C5 (0) // C6 // · · ·
· · · // // C−1 C0 // // C1 // // C2 C3 // // C4 // // C5 C6 // // · · ·
Le théorème suivant donne les deux résultats de scindage de suites longues
de cohomologie à support compact qui ont motivé notre intérêt pour les
espaces i-acycliques. Nous verrons que lorsque X est localement connexe, un
tel scindage est intimement lié à la dégénérescence des suites spectrales de
Leray (cf. 12.3.2) associées aux fibrations pia : ∆
[a]
?`X
m → Fa(X) de 2.2.
3.1.1. Théorème de scindage pour ∆6`Xm
a) Pour m ∈ N, si X est i-acyclique, le morphisme de restriction
Hc(X×Fm(X))→ Hc(∆6m(X×Fm(X))) (‡)
est nul. La suite exacte longue de cohomologie associée à la décomposition
X×Fm = (Fm+1(X))unionsq(∆6m(X×Fm)) est scindée et la suite extraite :
0→ Hc(Fm(X))[−1]m → Hc(Fm+1(X))→ Hc(X×Fm(X))→ 0 ,
est exacte.
b) Pour 0 < ` 6 m ∈ N, si X est i-acyclique, le morphisme de restriction
Hc(∆6`X
m)→ Hc(∆6`−1Xm) (‡‡)
est nul. La suite exacte longue de cohomologie associée à la décomposition
(∆6`Xm) = ((∆`Xm)) unionsq (∆6`−1Xm) est scindée et la suite extraite :
0→ Hc(∆6`−1Xm)[−1]→ Hc(∆`Xm)→ Hc(∆6`Xm)→ 0 ,
est exacte.
c) Soit X une variété topologique orientable. L’annulation des morphismes
(‡) pour tout m (resp. des morphismes (‡‡) pour tous ` 6 m) équivaut à
la i-acyclicité de X .
Démonstration. (a) L’ensemble ∆6m(X×Fm) est celui des (m+1)-uplets
d’éléments de X de la forme (y, x1, . . . , xm) avec xi 6= xj si i 6= j et où
y ∈ {x1, . . . , xm}. On comprend donc que dans le diagramme commutatif
∆6m(X×Fm)
f2
))
 
f // X×Fm
p2

Fm
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où f est l’inclusion fermée, l’application f2 := p2 ◦ f est un revêtement tri-
vial à m nappes. Les hypothèses de 1.3.1-(d) sont clairement vérifiées et le
morphisme (‡) est bien nul.
(b) Si `= 1, on a ∆61Xm 'X et ∆60Xm = {pt}, donc (‡‡) est immédiate.
Nous sommes ainsi réduits aux cas où ` > 1. On raisonne par récurrence pour
m > 2. Supposons l’assertion établie pour (m−1), et soit 1 < ` 6 m. Par la
factorisation : ∆m6`−1 ⊆ X×∆m−16`−1 ⊆ ∆m6` , l’assertion résulte de montrer
que le morphisme de restriction Hc(X×∆m−16`−1) → Hc(∆m6`−1) est nul. On
considère pour cela le diagramme commutatif
f−12 (∆
m−1
`−1 )
  //
f ′2
''
∆m6`−1
f2
''
 
f // X×∆m−16`−1
p2

∆m−1`−1
 
j // ∆m−16`−1
où f est l’inclusion (fermée) et j est l’inclusion (ouverte).
La restriction f ′2 de f2 := p2 ◦ f est propre. En effet, f−12 (∆m−1`−1 ) est l’en-
semble des m-uplets (y, x1, . . . , xm−1) ∈ ∆m`−1 tels que #{x1, . . . , xm−1} =
`−1 et y ∈ {x1, . . . , xm−1}, de sorte que f ′2 est une fibration trivial à `−1
nappes au-dessus de chaque composante ouverte Fp de ∆m−1`−1 (2.3.3-(b)).
Comme `−1 > 1 le morphisme j! : Hc(∆m−1`−1 )→Hc(∆m−16`−1) est surjectif par
hypothèse de récurrence. Ainsi, toutes les conditions d’application de 1.3.1-
(d) sont vérifiées et f∗ = 0. Le morphisme (‡‡) est donc bien nul.
(c) En prenant m = 1 dans (a), ou m = ` = 2 dans (b), l’espace X est
∪-acyclique donc i-acyclique d’après 1.2.4-(c). 
3.1.2. Remarques sur le théorème de scindage
a) Les preuves des assertions 3.1.1-(a,b) montrent aussi l’exactitude des
suites courtes
0→ Hc(∆mZ)[−1]m → Hc(∆m+1(X×∆mZ))→ Hc(X×∆mZ)→ 0
0→ Hc(∆6`−1Z)[−1]−−→Hc(∆`Z)−−→Hc(∆6`Z)→ 0 ,
avec Z ⊆Xm de la forme Y1× · · ·×Ym où les Yi sont des sous-espaces i-
acycliques deX tels que l’ensemble {Y1, . . . ,Ym} est totalement ordonné
par la relation d’inclusion.
b) Dans 3.1.1-(b) l’hypothèse ` 6 m est indispensable. En effet, lorsque
` > m, on a ∆6`−1Xm = ∆6`Xm = Xm et le morphisme (‡‡) est l’iden-
tité. Dans un tel cas, on a aussi ∆m−1`−1 = ∅ et l’argument à la fin de la dé-
monstration précédente, basé sur la surjectivité de j!, ne s’applique pas.
(Cette remarque est un rapport avec la remarque 3.3.2.)
3.1.3. Remarque et corollaire. Notons
◦
X le complémentaire dans X d’un
singleton {•}. Lorsque X est i-acyclique, il en est de même de ◦X et nous
31
avons grâce à 3.1.1-(a) un morphisme de suites exactes courtes
0 // Hc(Fm(
◦
X))[−1]m //

Hc(Fm+1(
◦
X)) //

Hc(
◦
X)⊗Hc(Fm(
◦
X)) //

0
0 // Hc(Fm(X))[−1]m // Hc(Fm+1(X)) // Hc(X)⊗Hc(Fm(X)) // 0
qui permet de montrer, par induction sur m > 1, que le prolongement par
zéro Hc(Fm(
◦
X))→ Hc(Fm(X)) est un morphisme surjectif.
Notons aussi que Fm(X) r Fm(
◦
X) :=
∐
i=1,...,m F
xi=•
m (X) =: F
•
m(X) , où
Fxi=•m (X) désigne l’ensemble des x ∈ Fm(X) avec xi = •. On a une identi-
fication évidente Fxi=•m (X) = Fm−1(
◦
X) et Fm(X) r Fm(
◦
X) se voit comme
réunion disjointe fermée de m copies de Fm−1(
◦
X). On a ainsi montré le co-
rollaire suivant (qui sera utilisé dans 10.6.1).
Corollaire. Si X est i-acyclique, la suite de Sm-modules gradués
0→ Hc
(
F•m(X)
)
[−1]→ Hc(Fm(
◦
X))→ Hc(Fm(X))→ 0
est exacte.
3.1.4. À propos des différentes hypothèses d’acyclicité. Dans le théo-
rème de scindage 3.1.1, l’hypothèse d’i-acyclicité n’est pas optimale même
lorsque X est une variété topologique. En effet, nous verrons dans dans 13.10
que la bouteille de Klein épointée vérifie les scindages (a) et (b) alors qu’elle
n’est n’est pas i-acyclique. On y montre aussi qu’elle n’est pas totalement ∪-
acyclique (1.2), mais qu’elle est ∪-acyclique. En somme, la i-acyclicité est une
condition suffisante et la ∪-acyclicité est une condition nécessaire, mais en
dehors du cas où X est une variété topologique orientable, nous ne connais-
sons pas de condition sur X équivalente aux scindages. Nous verrons cepen-
dant, plus loin, que la condition de i-acyclicité est bien nécessaire et suffi-
sante pour la localisation des scindages (12.2.4), ce qui conforte l’idée que la
i-acyclicité est la bonne hypothèse de travail.
3.2. Complexe fondamental de X pour ∆6`Xm
3.2.1. Action du groupe symétrique. L’espace Xm est muni de l’ac-
tion du groupe symétrique Sm par permutation des coordonnées. On pourra
noter cette action par ‘Sm :Xm’, et de même pour celles induites sur des sous-
espaces Sm-stables Z ⊆Xm, leurs cohomologies Sm :H ic(Z), Sm :H i(Z), etc. . .
Les espaces de configuration généralisés ∆?`Xm et leurs cohomologies sont
considérés munis de cette action de Sm.
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3.2.2. Définition. Pour ` 6 m ∈ N, le complexe fondamental de X pour
∆6`Xm est, par définition, la suite des morphismes de Sm-modules gradués
0→Hc(1)[−`+1]→·· ·→Hc(`−1)[−1]→Hc(`)→Hc(∆6`Xm)→0 (?)
avec Hc(a) := Hc(∆aXm), où le morphisme Hc(a − 1)[−1] → Hc(a) est la
composée des morphismes
Hc(∆
m
a−1)[−1]
ιa−1 [−1]−−−−−−→ Hc(∆m6a−1)[−1] ca−−→ Hc(∆ma ) ,
où ιa−1 est le prolongement par zéro et ca est le morphisme de liaison de la
suite longue de cohomologie à support compact associée à la décomposition
Sm-stable ∆m6a = ∆ma unionsq∆m6a−1 (2.1.2).
La suite (?) est un complexe puisque, par construction, ιa ◦ ca = 0.
3.2.3. Théorème
a) Les complexes fondamentaux d’un espace i-acyclique sont exacts.
b) Une variété topologique orientable est i-acyclique, si et seulement si, ses
complexes fondamentaux sont exacts.
Démonstration. (a) Immédiat d’après 3.1.1-(b), et (b) s’ensuit par 3.1.1-(c).
3.3. Le théorème de scindage pour ∆6`Fλ(X)
Nous étendons dans cette section le théorème de scindage 3.1.1-(b) à
d’autres espaces que Xm, à savoir : aux produits Fλ := Fλ1× · · ·×Fλr , et
aux espaces Fq ⊆ Xm où q est une partition de [[1,m]] (cf. 3.4).
Ces généralisations seront utilisées dans la section 10 pour la détermina-
tion du caractère de la représentation de Sm :Hc(Fm(X)), notamment pour
expliciter la trace de l’action sur Hc(Fm(X)) d’une permutation α ∈ Sm
dont la décomposition en produit cycles disjoints est de type λ (cf. 10.5.3).
On considère les suites (peut être vides) de nombres entiers λ= (λ1, . . . , λr)
avec λi > 0 et r > 0. Lorsque r > 0, on note |λ| :=
∑
i λi et on pose
Fλ(X) := Fλ1 (X)× · · ·×Fλr (X) .
Pour la suite vide (), on conviendra que |()| = 0 et que F()(X) = {pt}.
La « concaténation » de deux suites λ = (λ1, . . . , λr) et λ′ = (λ′1, . . . , λ′s)
est, par définition, la suite λ ∨ λ := (λ1, . . . , λr , λ′1, . . . , λ′s). On a donc
Fλ∨λ′ = Fλ×Fλ′ ,
ainsi que les égalités évidentes
F(1,...,1)(X) = Xm , F(m)(X) = Fm(X) = ∆mF
(1,...,1)(X) .
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3.3.1. Théorème de scindage. Soit X un espace i-acyclique.
a) Pour tout a > 0 et tout ` ∈ N, la décomposition en parties respectivement
ouverte et fermée
∆`
(
X×Fa×Fλ
)
= ∆`
(
F1+a×Fλ
) unionsq∆`((∆a(X×Fa))×Fλ)
donne lieu à une suite exacte longue de cohomologie dont la suite courte
extraire
0→ Hc(∆`(F1+a×Fλ))→ Hc(∆`(X×Fa×Fλ))→
→ Hc(∆`(∆a(X×Fa)×Fλ))→ 0
est exacte.
b) Pour tout ` 6 |λ|, le morphisme de restriction
Hc(∆6`(F
λ))→ Hc(∆6`−1(Fλ))
est nul. La suite exacte longue de cohomologie associée à la décomposition
en parties respectivement ouverte et fermée
∆6`(F
λ) = ∆`(F
λ) unionsq∆6`−1(Fλ)
est scindée et les suites courtes extraites :
0→ Hc(∆6`−1(Fλ))[−1]→ Hc(∆`(Fλ))→ Hc(∆6`(Fλ))→ 0 ,
sont exactes.
Démonstration. L’assertion (a) est évidente si a = 0. Pour a > 0, notons
m := 1 + a+ |λ| et considérons l’inclusion
X×Fa×Fλ ⊆ X×Xa×X |λ| = Xm .
Comme m > 0, le cas ` = 0 est immédiat, on peut donc supposer que ` > 0.
Nous avons montré dans 2.3.3 que ∆`Xm se décompose en réunion disjointe
des sous-espaces ouverts Fp(X) où p := {I1, I2, . . . , I`} désigne une partition
de [[1,m]] en ` parties non vides. L’ensemble Fp(X) est l’ensemble des m-
upltes (x1, . . . , xm) tels que (xi=xj) ⇔ (i ∼p j) où l’on note (i ∼p j) ⇔def
(∃k)({i, j} ⊆ Ik) (cf. 2.3.1). Il s’ensuit que X×Fa×Fλ1× · · ·×Fλr est la
réunion des Fp tels que la relation (i ∼p j) n’est pas vérifiée lorsque i et j
sont des coordonnées correspondantes à un même facteur Fa ou Fλi . On
obtient ainsi une partition de ∆`(X×Fa×Fλ) en sous-espaces ouverts et
fermés de ∆`Xm. Ces mêmes remarques s’appliquent à ∆`(F1+a×Fλ) qui
est alors aussi un sous-espace ouvert et fermé de ∆`Xm, de même donc qu’à
son complémentaire ∆`
(
∆a(X×Fa)×Fλ
)
. On donc une décomposition en
somme directe
Hc
(
∆`(X×Fa×Fλ)
)
= Hc
(
∆`(F1+a×Fλ)
)⊕Hc(∆`(∆a(X×Fa)×Fλ)) ,
dont on déduit aussitôt (a).
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(b) Lemme préliminaire. Si Z ⊆ Xm est telle que(
Hc(∆6`Z)→ Hc(∆6`−1Z)
)
= 0 , ∀` 6 m, (∗)
alors, on a aussi(
Hc(∆6`(X×Z))→ Hc(∆6`−1(X×Z))
)
= 0 , ∀` 6 m+ 1 . (∗∗)
Preuve du lemme. On peut supposer `−1 > 0. L’inclusion ∆6`−1(X×Z) ⊆
∆6`(X×Z) se factorise en
∆6`−1(X×Z) 

f // X×∆6`−1Z 

// ∆6`(X×Z) ,
et l’on a le diagramme commutatif
f−12 (∆`−1Z)
  //
f ′2
**
∆6`−1(X×Z)
f2
**
 
f // X×∆6`−1Z
p2

∆`−1Z
 
j // ∆6`−1Z
où f2 := p2 ◦ f . On raisonne alors comme dans la preuve de 3.1.1-(b). L’ap-
plication j! : Hc(∆`−1Z) → Hc(∆6`−1Z) est surjective par l’hypothèse (∗).
Si ∆`−1Z = ∅, on déduit aussitôt que Hc(X×∆6`−1Z) = 0 et alors f∗ = 0.
Autrement, la restriction f ′2 de f2 est propre (`−1 > 0), les hypothèses de
1.3.1-(d) sont donc vérifiées et f∗ = 0. Tout ceci implique (∗∗). 
Prouvons (b) par induction sur le nombre r des termes de λ= (λ1, . . . , λr).
Cas r 6 1. Si r = 0, on a ` 6 0 et donc ∆`−1(−) = ∅. Si r = 1, Fλ est de
la forme Fa, mais alors ` 6 a et ∆6`Fa 6= ∅ seulement si ` = a, auquel cas
∆`−1Fa = ∅.
Cas r > 1. Supposons (b) établie pour toute suite λ comportant r > 1
termes. Soit λ = (λ1, . . . , λr) et montrons, par induction sur l’entier a, que
Fa×Fλ vérifie également (b).
Le cas a = 1 était l’objet du lemme préliminaire. Supposons maintenant
que Fa×Fλ vérifie (b) et montrons qu’il en est de même de F1+a×Fλ.
Pour ` 6 1 + a+ |λ|, on considère le diagramme commutatif (D`) suivant
où l’on a omis d’écrire le symbole Hc(−) pour gagner de la place. On y a
noté aFa, l’espace qui consiste en a copies de l’espace Fa, ce qui correspond
très exactement à ∆a(X×Fa). Le diagramme (D`) se prolonge indéfiniment
par ses quatre côtés via les suites longues de cohomologie à support com-
pact. Dans ce prolongement, le nombre ` reste bien sûr constant et seuls
les degrés cohomologiques changent. Les quatre flèches marquées ‘}’ y sont
nulles. Cela résulte, pour la colonne et la ligne centrales, respectivement par
l’assertion (a) et par le lemme préliminaire.
Lorsque ` 6 a+ |λ|, l’hypothèse inductive s’applique et les flèches ‘’ sont
nulles. Le morphisme β et surjectif et on en déduit la surjectivité de α. Les
flèches ‘⊗’ sont donc nulles. Comme ces propriétés sont également vérifiées
sur le diagramme (D`−1) et que les flèches ‘⊗’ de (D`−1) sont les flèches ‘	’
de (D`), on conclut que ces dernières sont nulles. À partir de là, une chasse
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
}

⊗

⊕⊗ // ∆6`−1(F1+a×Fλ)[−1] γ //

∆`(F1+a×Fλ) // ∆6`(F1+a×Fλ) ⊕⊗ //

} // ∆6`−1(X×Fa×Fλ)[−1] // //

∆`(X×Fa×Fλ) // //



∆6`(X×Fa×Fλ) } //
α

 // ∆6`−1(aFa×Fλ)[−1] //
	

∆`(aFa×Fλ) β //
}

∆6`(aFa×Fλ)  //
⊗

Diagramme D`
au diagramme élémentaire montre que le flèches ‘⊕⊗’ sont également nulles,
ce qui prouve l’assertion (b) pour l’espace F1+a×Fλ et pout ` 6 a+ |λ|.
Soit maintenant ` = 1 + a + |λ|. Les flèches de la première colonne de
(D1+a+|λ|) marquées ‘	’ sont nulles puisqu’elles coïncident avec les flèches
‘⊗’ du diagramme (Da+|λ|) dont la nullité a déjà été établie. On en déduit
l’injectivité de γ, et donc la nullité des flèches ‘⊕⊗’. Ceci prouve l’assertion
(b) pour l’espace F1+a×Fλ et pout ` = 1 + a+ |λ|.
La récurrence par rapport à a est terminée et l’assertion (b) est vérifiée
par Fa×Fλ pour tout a ∈ N et pour tout `6 a+ |λ|. Ceci à son tour termine
la récurrence par rapport au nombre r dans λ = (λ1, . . . , λr). L’assertion
(b) est par conséquent vérifiée par Fλ pour tout λ = (λ1, . . . , λr), pour tout
r ∈ N et pour tout ` 6 |λ|. C.Q.F.D 
3.3.2. Remarque. On prendra garde du fait que l’analogue de 3.3.1-(a)
pour l’opérateur ∆6`, i.e. l’exactitude des suites
0→ Hc(∆6`(F1+a×Fλ))→ Hc(∆6`(X×Fa×Fλ))→
→ Hc(∆6`(∆a(X×Fa)×Fλ))→ 0 ,
n’est pas vrai pour `= 1 +a+ |λ|, cas auquel on peut effacer ∆6`(−). Dans ce
cas, le morphisme de droite est la restrictionHc(X×Fa×Fλ)→Hc(aFa×Fλ)
qui est nulle d’après 3.1.1-(a), alors que le morphisme de gauche n’est gé-
néralement pas injectif. On remarquera que la démonstration du théorème
prouve cependant que la suite en question est bien exacte pour ` 6 a+ |λ|.
3.4. Sous-espaces Fq(X) et sous-groupes Sq ⊆ Sm
3.4.1. Les sous-espaces Fq(X). Soit q = {I1, . . . , Ir} une partition de
[[1,m]] en parties non vides, notons λi := |Ii| et λ := (λ1, . . . , λr). Pour chaque
i = 1, . . . , r, fixons arbitrairement une bijection ϕi : Ii → [[1,λi]]. Notons
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ensuite ϕ : [[1,m]]→ [[1,m]] la bijection
t ∈ Ii 7→ ϕ(t) =
∑
j<i
λj + ϕi(t) ,
et soit Φ : Xm → Xm l’homéomorphisme (x1, . . . , xm) 7→ (xϕ(1), . . . , xϕ(m)).
L’ensemble
Fq(X) := Φ−1(Fλ(X)) = Φ−1(Fλ1× · · ·×Fλm ) ,
est indépendant de l’indexation des parties Ii ∈ q et des choix des bijections
ϕi, il dépend uniquement de la partition q.
3.4.2. Commentaire à propos des notations. Il convient de souligner
la différence entre les notation Fp(X) et Fq(X). Dans les deux cas, p et q
désignent des partitions de [[1,m]] et nous avons (10)
(x1, . . . , xm) ∈ Fp(X) ⇔def (∀i 6= j)
(
(i ∼
p
j)⇔ (xi = xj)
)
(x1, . . . , xm) ∈ Fq(X)⇔def (∀i 6= j)
(
(i ∼q j)⇒ (xi 6= xj)
)
3.4.3. Sous-groupe Sq ⊆ Sm. Pour toute partie I ⊆ [[1,m]], notons
SI := FixSm ([[1,m]] r I) = {α ∈ Sm | α(j) = j ∀j 6∈ I} ,
puis, si q = {I1, . . . , Ir} est une partition de [[1,m]], posons
Sq := SI1× · · ·×SIr .
On a SI ∼ S|I| et Sq ∼ S|I1 |× · · ·×S|Ir |.
L’action de Sq sur Xm laisse clairement stables les sous-espaces ∆?`(Fq),
quel que soit `. La section suivante 3.5 étend les résultats de la section 3.2
qui concernaient les Sm-espaces ∆?`Xm, au cas des Sq-espaces ∆?`Fq(X).
3.4.4. Définition. Deux partitions p, q∈P([[1,m]]) sont dites « transverses »,
et l’on note, p t q, si l’on a (∀i 6= j)(i ∼
p
j ⇒ i 6∼q j
)
(cf. 3.4.2). On note
qt := {p ∈ P([[1,m]]) | p t q} .
La relation de transversalité est une relation symétrique.
3.4.5. Proposition
a) Pour q ∈ P(m), on a Fq(X) := ∐ptq Fp(X).
b) Le sous-groupe Sq ⊆ Sm (3.4.3) fixe q et laisse stable qt.
10On rappelle que si p est une partition de [[1,m]], on écrit (i ∼
p
j), si et seulement si, il
existe I ∈ p tel que {i, j} ⊆ I.
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Démonstration. (a) On rappelle que l’on a, par définition (3.4.2),
{ (
(x1, . . . , xm) ∈ Fp
) ⇐⇒ (∀i 6= j)((i ∼
p
j)⇔ (xi = xj)
)
,(
(x1, . . . , xm) ∈ Fq
)⇐⇒ (∀i 6= j)((i ∼q j)⇒ (xi 6= xj)) .
L’inclusion Fp ⊆Fq est alors immédiate si pt q. Réciproquement, un élément
x ∈ Fq définit la partition px qui regroupe dans une même partie les indices
des coordonnées identiques, i.e. (i ∼
px
j)⇔ (xi = xj), or (xi = xj)⇒ (i 6∼q j).
Par conséquent, px t q et x ∈ Fpx ⊆ Fq.
(b) Pour tout α ∈ Sm, si p t q, on a α · p t α · q. D’autre part, si α ∈ Sq,
l’égalité α · q = q est évidente. 
3.5. Complexe fondamental de X pour ∆6`Fq(X)
3.5.1. Le théorème de scindage pour ∆6`Fq(X). Compte tenu de l’ho-
méomorphisme Fλ ∼ Fq de 3.4.1, le corollaire suivant de 3.3.1 est immédiat.
3.5.2. Corollaire. Soit X un espace i-acyclique. Pour toute partition q de
[[1,m]] et pour tout ` 6 m, le morphisme de restriction
Hc(∆6`(F
q))→ Hc(∆6`−1(Fq))
est nul. La suite exacte longue de cohomologie associée à la décomposition
en parties respectivement ouverte et fermée
∆6`(F
q) = ∆`(F
q) unionsq∆6`−1(Fq)
est scindée et les suites courtes extraites :
0→ Hc(∆6`−1(Fq))[−1]→ Hc(∆`(Fq))→ Hc(∆6`(Fq))→ 0 ,
sont exactes.
3.5.3. Définition. Soit q une partition de [[1,m]] et soit ` 6m. Le complexe
fondamental de X associé à ∆6`(Fq) est le complexe de Sq-modules gradués
0→Hc(1)[−`+1]→·· ·→Hc(`−1)[−1]→Hc(`)→Hc(∆6`(Fq(X)))→0
avec Hc(a) := Hc(∆a(Fq)), obtenu par concaténation des suites courtes du
corollaire 3.5.2 (cf. 3.2.2).
3.5.4. Théorème. Soit X un espace i-acyclique. Le complexe fondamental
de ∆6`(Fq) est un complexe de Sq-modules gradués exact.
Démonstration. Conséquence du corollaire 3.5.2. 
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4. Cohomologie des espaces de configuration, cas i-acyclique
4.1. Généralités sur le polynôme de Poincaré
4.1.1. Polynôme de Poincaré d’un espace vectoriel gradué
Le polynôme de Poincaré d’un k-espace vectoriel gradué V :=
⊕
i∈Z V
i de
dimension finie est le polynôme P(V ) ∈ Z[T, 1/T ]
P(V ∗)(T ) :=
∑
i∈Z dimk(V
i)T i .
4.1.2. Lemme
a) Si 0→ V1 → V2 → V3 → 0 est une suite exacte courte d’espaces vectoriels
gradués, on a P(V2) = P(V1) + P(V3).
b) P(V [−1])(T ) = T · P(V ) (11).
c) P(V1 ⊗k V2) = P(V1) · P(V2).
d) P(Homgrk(V1, V2))(T ) = P(V1)(1/T ) · P(V2)(T )
4.1.3. Polynômes de Poincaré d’un espace topologique
Les polynômes de Poincaré pour la cohomologie ordinaire et à support
compact d’un espace topologique X de type fini (9) sont notés
P(X , k)(t) := P(H(X , k)) et Pc(X , k)(t) := P(Hc(X , k)) .
Le corps k sera omis de ces notations lorsque son indication sera superflue.
4.1.4. Remarque et notation. Comme nous l’avons déjà signalé dans
la remarque 1.3.2, lorsque H0c (X) = 0, le polynôme de Poincaré pour la
cohomologie à support compacte de X rF seul dépend du cardinal a := #F
de la partie finie F ⊆ X . C’est le sens de la notation Pc(X r a), p.e. dans
l’assertion (c) du lemme suivant.
4.1.5. Lemme. Si X et Y sont des espaces topologiques de type fini, on a
a) P(X×Y ) = P(X) · P(Y ) et Pc(X×Y ) = Pc(X) · Pc(Y ).
b) (Dualité de Poincaré) Si de plus X est une variété topologique orientable,
de dimension dX et de type fini, on a
P(X)(T ) = Pc(X)(1/T ) · T dX .
c) Si H0c (X) = 0 (p.e. si X est i-acyclique), on a
Pc(X r a)(T ) = Pc(X)(T ) + a · T ,
et donc ∏m−1
i=0 Pc(X r i)(T )
Tm
=
(Pc(X)(T )
T
)m
.
11On rappelle que V [−1]i := V i−1, par convention.
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4.2. Polynômes de Poincaré de Fm(X) et de ∆6m−1Xm
La proposition suivante est une application immédiate du théorème de
scindage 3.1.1-(a). Elle donne une formule fermée pour les polynômes de
Poincaré de deux espaces de configuration.
Avertissement. La donnée d’un espace i-acyclique X présupposera que
dimHc(X) <∞.
4.2.1. Proposition. Soit X un espace i-acyclique.
a) Le polynôme de Poincaré Pc(Fm(X)) est le polynôme
Pc(Fm(X))(T ) =
∏m−1
i=0
Pc(X r i)(T ) =
∏m−1
i=0
(
Pc(X)(T ) + i · T
)
,
soit,
Pc(Fm(X))(T ) = Tm
(Pc(X)(T )
T
)m
.
b) L’espace ∆6m−1Xm est « la diagonale épaisse de Xm », son polynôme de
Poincaré est le polynôme Pc(∆6m−1Xm) homogène de degré m−1 dans
l’anneaux Z[Pc(X), T ], vérifiant :
Pc(∆6m−1Xm)(T )
Tm−1
=
(Pc(X)(T )
T
)m − (Pc(X)(T )
T
)m ·
Démonstration. (a) La suite exacte courte de 3.1.1-(a) et les lemmes 4.1.2 et
4.1.5 donnent aussitôt la relation de récurrence :
Pc(Fm+1) = Pc(X) · Pc(Fm) +m · T · Pc(Fm)
= (Pc(X) +m · T ) · Pc(Fm) = Pc(X rm) · Pc(Fm)
qui permet de conclure.
(b) Montrons la surjectivité du morphisme de prolongement par zéro
Hc(Fm)→ Hc(Xm) . (∗)
Immédiat si m = 1, on raisonne par induction. Si Hc(Fm−1) → Hc(Xm−1)
est surjectif, le morphisme Hc(X×Fm−1)→ H(X×Xm−1) , l’est aussi (par
Künneth), et, composé à Hc(Fm)→ Hc(X×Fm−1), surjectif d’après 3.1.1-
(a), on conclut que (∗) l’est aussi.
Maintenant, le complémentaire de l’ouvert Fm dans Xm est la diagonale
épaisse ∆6m−1Xm, et la suite longue de cohomologie à support compact
associée à la décomposition Xm = Fm unionsq ∆m6m−1 est scindée au niveau du
prolongement par zéro (∗). On a donc la suite exacte courte :
0→ Hc(∆m<m)[−1]→ Hc(Fm)→ Hc(Xm)→ 0 ,
dont résulte l’assertion (b). 
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4.2.2. Remarque. Dans cette proposition, si X est en plus une variété
topologique orientable et de dimension dX , l’ouvert Fm ⊆Xm (de dimension
mdX ) l’est également et la dualité de Poincaré (4.1.5-(b)) s’applique pour
donner l’égalité analogue à 4.2.1-(a) :
P(Fm(X))(T ) =
∏m−1
i=0
P(X r i)(T ) =
∏m−1
i=0
P(X)(T ) + i · T dX−1
= T (dX−1)m
(P(X)(T )
T dX−1
)m
.
4.2.3. Remarque. Soient 16 a6m∈N et pia :Fm→Fa la projection sur les
a dernières coordonnées . Pour tout ouvert U ⊆ Fa, notons UFm := pi−1a (U).
La même preuve de 3.1.1-(a) (cf. rem. 3.1.2-(a)) montre que la suite
0→ Hc(UFm)[−1]m → Hc(UFm+1)→ Hc(X×UFm)→ 0 , ()
est exacte. On en déduit, comme pour 4.2.1-(a), que l’on a
Pc(UFb+a) = Pc(UFb−1+a) · (Pc(X) + (b− 1 + a)T )
et par itération (cf. 12.2.8) :
Pc(UFb+a(X)) = Pc(U) · Pc(Fb(X r a)) .
Il est intéressant d’observer qu’une condition nécessaire pour l’exactitude
des suites () pour tout U ⊆ X , est que X soit totalement ∪-acyclique. En
effet, dans un tel cas et sim= 1, le morphismeHc(X)⊗Hc(U)→Hc(U) doit
être nul. On ignore si la totale ∪-acyclicité suffit à l’exactitude des suites ()
lorsque, par exemple, X est une variété topologique non orientable.
4.2.4. Remarque. Les fibres des applications pia : Fb+a(X)→ Fa(X) sont
de la forme Fb(X r a) et, d’autre part, ce qui précède montre que l’on a
Pc(pi−1a C) = Pc(C) · Pc(Fb(X r a)) , (∗)
pour toute composante connexe C de Fa. Cette observation qui suggère
l’existence d’une forme de trivialité cohomologique pour les applications pia,
est à l’origine de l’étude de la section 12.4 destinée à prouver la dégénéres-
cence des suites spectrales de Leray associées à pia lorsque X est i-acyclique
et localement connexe (mais pas forcément de type fini). Plus précisément,
on y montre que si C est une composante connexe de Fa(X) et si x ∈ C,
le terme IE2 de la suite spectrale de Leray pour la cohomologie à support
compact de la fibration pia : pi−1a C → C est
IE2 = Hc(C)⊗Hc(pi−1a x)⇒ Hc(pi−1a C) .
On observera déjà à ce niveau que lorsque X est de type fini, l’égalité (∗)
force l’annulation des différentielles de la suite spectrale en question (IEr , dr)
pour r > 2, car autrement dim(IE∞) < dim(IE2), ce qui n’est pas le cas.
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4.2.5. Corollaire. Soit X un espace i-acyclique. Le polynôme de Poin-
caré Pc(∆`Xm) s’obtient en évaluant en P := Pc(X) le polynôme homo-
gène Qm` (P, T ) ∈ Z[P, T ], de degré ` :
Qm` (P, T ) = T
` · |P`(m)| ·
(P
T
)`
.
Démonstration. Clair d’après 2.3.3 et 4.2.1-(a). 
4.2.6. Commentaire. Notre approche des polynômes de Poincaré de Fm(X)
pour variété topologique orientable X repose sur l’annulation du morphisme
de restriction δ∗X : Hc(X×X)→ Hc(X) (1.2.4-(c)). Cela restreint considéra-
blement la portée de la méthode, mais n’exclut pas qu’elle puisse être appli-
quée à d’autres cas, et même pour X compact. Par exemple, lorsque X est
un groupe de Lie compact connexe K de dimension dK , il est avantageux de
profiter de l’action diagonale libre de K sur Fm(X). Notons
◦
K = K r {e}.
On a la bijection
Ψ : Fm−1(
◦
K)×K → F(n,K) , (x, g) 7→ (x1g, . . . , xn−1g, g) ,
et ceci donne aussitôt l’égalité Hc(Fm(K)) = Hc(Fm−1(
◦
K))⊗Hc(K), où
◦
K
n’est plus compact. On peut alors se demander si
◦
K est ∪-acyclique.
CommeK est compact, le prolongement par zéro Hc(
◦
K)→H(K) identifie
Hc(
◦
K) à H+(K) et nous avons le diagramme commutatif
Hc(
◦
K)⊗Hc(
◦
K) ρ ◦K // _

Hc(∆ ◦K ) _

H(K)⊗H(K) ρK // H(∆K )
où ρK est le cap-produit. Si ρ ◦K = 0, nous devons avoir
H+(K) ∧H+(K) = 0 ,
mais ceci n’est possible, par dualité de Poincaré, que si le groupe de Lie K à
la même homologie qu’une sphère. Lorsque le corps des coefficients est Q, cela
arrive seulement dans trois cas K = S0, K = S1 et K = S3 ' SU(2) = Sp(1).
Dans ces cas la proposition 4.2.1-(a) s’applique et on trouve :
Pc(Fm(K))=Pc(K) ·Pc(Fm−1(
◦
K))=Pc(K) ·Tm−1 ·
(Pc( ◦K)/T )m−1
=(T dK +1) ·Tm−1 ·(T dK−1)m−1 .
4.3. Polynômes de Poincaré de ∆6`Xm
Une application immédiate de l’exactitude du complexe fondamental est
la détermination du polynôme de Poincaré Pc(∆6`Xm) lorsque X est de
type fini. L’assertion suivante généralise la proposition 4.2.1.
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4.3.1. Corollaire. Soit X un espace i-acyclique. Le polynôme de Poincaré
Pc(∆6`Xm) est le polynôme homogène de Z[Pc(X), T ], de degré `, donné
par la somme alternée (cf. 2.3.3)
Pc(∆6`Xm) =
∑
06a<`
(−1)a · |P`−a(m)| · Pc(F`−a(X)) · T a ,
avec comme termes de plus bas et plus haut degrés en T :
Pc(∆6`Xm) = |P`(m)| · Pc(X)` · T 0 + · · ·
· · ·+
∑
06a<`
(−1)a · |P`−a(m)| · (`− a− 1)! · Pc(X) · T `−1 .
Démonstration. Résulte d’appliquer le théorème 3.2.3, l’explicitation du co-
rollaire 4.2.5 et le fait que le terme de plus haut degré en T de Pc(F`−a(X))
est (`− a− 1)! · Pc(X) · T `−a−1 d’après 4.2.1-(a). 
4.4. Polynôme universel pour ∆6`Xm
Le corollaire 4.3.1 montre que le polynôme de Poincaré de Hc(∆6`Xm)
s’obtient en évaluant un certain polynôme homogène de l’anneau Z[P, T ],
degré `, en P = Pc(X). Ce polynôme est indépendant de X et il est unique.
Définition. Le « polynôme universel pour la cohomologie à support compact
des espaces ∆m6` », noté Q
m
6`(P, T ), est le polynôme de Z[P, T ], homogène de
degré total `, donné par
Qm6`(P, T ) := T
`
∑
a=1,...,`
(−1)`−a · |Pa(m)| ·
(P
T
)a
,
où |Pa(m)| := 1
`!
∑`
j=0
(−1)`−j
( `
j
)
jm . (Cf. 2.3.3.)
4.4.1. Remarque. Il peut y avoir beaucoup de simplifications dans l’ex-
pression donnant ces polynômes. Par exemple, sachant que ∆6mXm = Xm,
on peut anticiper l’égalité Qm6m(P, T ) = Pm , ce qui est loin d’être une évi-
dence uniquement à partir de la définition de Qm6`.
4.4.2. Un exemple de polynômes universels
Voici les six polynômes universels pour m = 6.
Q61,6(P, T ) = P T 0
Q62,6(P, T ) = 31 P 2T 0 + 30 P T
Q63,6(P, T ) = 90 P 3T 0 + 239 P 2T + 150 P T 2
Q64,6(P, T ) = 65 P 4T 0 + 300 P 3T + 476 P 2T 2 + 240 P T 3
Q65,6(P, T ) = 15 P 5T 0 + 85 P 4T + 225 P 3T 2 + 274 P 2T 3 + 120 PT 4
Q66,6(P, T ) = P 6T 0.
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5. Représentations du groupe symétrique
Dans 3.2.2 nous avons muni les espaces ∆?`Xm de l’action de Sm. Nous
allons maintenant explorer en détail la structure de Sm-espace de ∆?`Xm.
5.1. Notations pour le décompositions et les diagrammes de Young
– Une « décomposition » λ d’un entier m > 0, notée λ `m, est la donnée
d’une suite décroissante d’entiers positifs λ := (λ1 > λ2 > · · · > λ` > 0)
telle que m = λ1 + λ2 + · · ·+ λ`. On note |λ| = m et `(λ) := `.
– Étant données une famille d’entiers naturels {X1, . . . ,Xm}, telle quem=∑
i Xi i, on notera de manière équivalente
(m, . . . ,m︸ ︸
Xm
,m−1, . . . ,m−1︸ ︸
Xm−1
, . . . 1, . . . , 1︸ ︸
X1
) = (1X1 , 2X2 , . . . ,mXm )
–
(λ1)
(λ2)
(λ3)
(λ4)
Un « diagramme de Young » est un empilement vertical de juxtaposi-
tions horizontales de boites dont le nombre, λi, dé-
croît. La suite λ := (λ1, . . . , λ`) est une décomposi-
tion de m := |λ|. On identifie ainsi décompositions
et diagrammes. On note Y`(m) l’ensemble des dia-
grammes à m boites et à ` lignes, soit donc
Y`(m) :=
{
(λ ` m) & (`(λ) = `)} .
–
τ(λ) :=
 1 2 3 4 5 67 8 9 10
11 12 13 14
15

Un « tableau de Young standard » est un diagramme de Young λ
dont on rempli les boites par les entiers
1, 2, . . . , |λ|. On note τ(λ) le tableau ob-
tenu par une numérotation successive, de
gauche à droite et de haut en bas, tel
qu’indiqué dans la figure ci-contre.
– Si λ ∈ Y`(m), on note Pλ le sous-groupe de Sm des permutations qui
conservent les lignes de τ(λ). On a
Pλ = Sλ1× · · ·×Sλ` .
– Un diagramme λ ∈ Y`(m) décompose l’intervalle [[1,m]] suivant les `
sous-intervalles définis par les lignes de τ(λ). On note pλ ∈ P`(|λ|) la
partition ainsi déterminée. Le sous-groupe
Sλ := NSmPλ
où NSm (Pλ) désigne le normalisateur de Pλ dans Sm, est le sous-groupe
des éléments de Sm qui fixent la partition pλ.
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5.1.1. Lemme. On fait agir Sm sur P`(m) par son action naturelle. Pour
toute partition p ∈ P, on note Sp le sous-groupe de Sm qui fixe p. Chaque
orbite de Sm rencontre une unique partition de la forme pλ. On a
Pr(m) =
∐
λ∈Y`(m)
Sm · pλ '
∐
λ∈Y`(m)
Sm/Sλ .
où λ parcourt l’ensemble Y`(m) des décompositions de m en ` entiers 6= 0.
a) Si λ = (λ1, . . . , λ`) = ((λ1)Xλ1 , . . . , (λ`)Xλ` ), on a
Sλ = Spλ = NSm(Pλ) et Gλ := Sλ/Pλ ' SXλ1× · · ·×SXλ` ,
b) Le groupe Gλ s’identifie au sous-groupe SXλ1× · · ·×SXλ` ⊆ Sλ et l’on a
Sλ =
(
SXλ1× · · ·×SXλ`
)
n Pλ .
5.2. Décomposition ouverte Sm-stable de ∆`Xm
Par le lemme 5.1.1 la décomposition ouverte de ∆m` de 2.3.3 s’écrit
∆`X
m =
∐
λ∈Y`(m)
Sm · Fpλ (X) .
La proposition suivante est alors immédiate.
5.2.1. Proposition. Soit λ = (λ1, . . . , λ`) = (1X1 , . . . ,mXm ) ∈ Y`(m).
a) Le groupe Pλ = Sλ1× · · ·×Sλ` est le sous-groupe de Sm des permutations
qui agissent comme l’identité sur Fpλ (X). Son normalisateur Sλ est le
sous-groupe de Sm qui laisse stable Fpλ (X).
Soit maintenant la surjection canonique de groupes
νλ : Sλ → Gλ := Sλ/Pλ ' SXλ1× · · ·×SXλ` ⊆ S`
et considérons Fpλ (X) muni de sa structure de Gλ-espace.
b) L’application φλ :Fpλ (X)→F`(X) , φλ : (x1, . . . , xm) 7→ (y1, . . . , y`) avec
yk := xλ1+···+λk , est un isomorphisme de Gλ-espaces.
c) L’application
Ψλ : Sm×SλF`(X)→ Sm · Fpλ (X) ⊆ Xm , (α, x) 7→ α · φ−1(x) ,
est un isomorphisme de Sm-espaces.
5.2.2. Caractères de Sm associés à ∆6`Xm
Pour toute partie Z ⊆ Xm, de type fini et stable sous l’action de Sm,
les espaces H ic(Z, k) et de H i(Z, k) sont les Sm-modules de dimension finie,
leurs les caractères seront respectivement notés :{
χc(Z; i) : Sm → k , χc(Z; i)(α) := tr(α:H ic(Z; k))
χ(Z; i) : Sm → k , χ(Z; i)(α) := tr(α:H i(Z; k)) .
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5.2.3. Commentaire. Si X est une variété topologique orientable de di-
mension dX , l’ouvert Fm ⊆ Xm, de dimension mdX , est une variété topo-
logique orientable, H i(Fm) et HmdX−ic (Fm) sont des Sm-modules en dualité
et χc(Fm, ∗) détermine χ(Fm, ∗) (cf. 6.2.4-(b)). En dehors de ce cas, nos mé-
thodes ne s’appliquent pas à l’étude de la cohomologie ordinaire H(∆?`Xm),
ni en tant qu’espace vectoriel ni, à fortiori, en tant que Sm-module. Elles s’ap-
pliqueront par contre à la cohomologie de Borel-Moore Hbm(∆?`Xm) (6.1).
Avertissement. Dans toutes les sections concernant les représentations
des groupes symétriques on suppose car(k) = 0 (cf. 7.3.3).
5.3. Foncteurs d’induction IndSmGλ et I
m
`
Pour 0 < ` 6 m, et tout λ ∈ Y`(m), on note
Ind
S|λ|
Gλ
: Mod(k[S`]) Mod(k[S|λ|]) (Ind)
le foncteur indSmSλ ◦Res
S`
Gλ
où Sλ agit à travers de la surjection νλ : Sλ → Gλ
de 5.2.1-(a). On considère ensuite le foncteur
Im` :=
∑
λ∈Y`(m)
IndSmGλ : Mod(k[S`]) Mod(k[Sm]) (I)
(Remarquer que l’on a Imm = id.) On notera par la même notation l’opérateur
linéaire d’induction Im` : kc[S`]→ kc[Sm] défini sur les fonctions centrales.
5.3.1. Proposition. Pour 0< `6m, on a un isomorphisme de Sm espaces :
∆`X
m ∼=
∐
λ∈Y`(m)
Sm×SλF`(X) .
En particulier, on a
χc(∆`X
m; i) = Im`
(
χc(F`(X); i)
)
et χ(∆`Xm; i) = Im`
(
χ(F`(X); i)
)
.
Démonstration. Corollaire immédiat de 5.1.1 et 5.2.1-(c). 
5.3.2. Présentation de Sm-module de Hic(∆6`X
m). Nous pouvons à
présent rassembler les résultats précédents pour donner une présentation de
la représentation de Sm sur H ic(∆6`Xm) lorsque X est i-acyclique.
5.3.3. Théorème. Soit X un espace i-acyclique tel que dimHc(X) <∞.
a) Le caractère du Sm-module H ic(Fm(X)) vérifie
χc(Fm(X); i) = χc(X
m; i) + χc(∆6m−1Xm; i− 1) .
b) Pour 0 < ` 6 m, le caractère du Sm-module H ic(∆6`Xm) vérifie
χc(∆6`X
m; i) =
∑
06a<`
(−1)a Im`−a
(
χc(F`−a(X); i− a)
)
.
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Démonstration. Par 3.2.3, la suite de Sm-modules
0→H i−`+1c (∆m1 )→···→H i−1c (∆m`−1)→H ic(∆m` )→H ic(∆m6`)→0
est exacte. On a donc l’égalité χc(∆m6`; i) =
∑
06a6`(−1)a χc(∆m`−a; i − a) à
laquelle on applique la proposition 5.3.1. 
5.3.4. Expression de χc(∆?`Xm; ∗) en termes de χc(X`; ∗). Le théo-
rème 5.3.3 est la base d’un algorithme de calcul pour χc(∆6`Xm; i). En ef-
fet, l’égalité (b) l’exprime comme combinaison des induits des χc(F`′ (X), i′)
pour `′ 6 ` et i′ 6 i, et l’égalité (a) exprime chaque χc(F`′ (X), i′) comme la
somme de χc(X`
′
, i′), caractère calculé par Macdonald [28] (cf. aussi 10.5.4),
et de χc(∆6`′−1X`
′
, i′), avec (donc) `′ − 1 < `.
La section suivante précisera davantage cette idée.
5.4. Opérateurs d’inductions itérées I(σ) et Θm`
Pour toute suite d’entiers positifs σ = (m0 > m1 > · · · > mt−1 > mt)
strictement décroissante, on pose |σ| := t etsi |σ| = 0, I((m0)) := id : kc[Sm0 ]→ kc[Sm0 ]si |σ| > 0, I(σ) := Im0m1 ◦ · · · ◦ Imt−1mt : kc[Smt ]→ kc[Sm0 ] (I(σ))
et l’on définit pour ` 6 m, l’opérateur d’inductions itérées :
Θm` := (−1)m−`
∑
σ:m↘ `
(−1)|σ|−1 I(σ) : kc[S`]→ kc[Sm] (Θ)
où la sommation est indexée par l’ensemble des suites strictement décrois-
santes qui partent de m et aboutissent à `.
On remarquera que l’on a Θmm = id.
5.4.1. Théorème Soit X un espace i-acyclique tel que dimHc(X) <∞.
a) Pour tous 0 < ` 6 m et tout i ∈ N, on a
i) χc(Fm(X); i) =
∑
06a<m
Θmm−a
(
χc(X
m−a; i− a))
ii) χc(∆`Xm; i) = Im`
(∑
06a<`
Θ``−a
(
χc(X
`−a; i− a)))
iii) χc(∆6`Xm;i) =
∑
06b<`
(−1)b Im`−b
(∑
06a<`−b
Θ`−b`−b−a
(
χc(X
`−b−a;i−b−a)))
b) Soient X et Y des espaces i-acycliques à cohomologies à support compact
de dimensions finies. On a(
χc(∆?`X
m, ∗) = χc(∆?`Ym, ∗)
) ⇐⇒ (Pc(X) = Pc(Y )) .
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Démonstration. (a-i) On procède par récurrence sur m. Lorsque m = 1, on
a F1(X) = X , a = 0, la somme est réduite à un seul terme et l’égalité est
immédiate. Dans le cas général, l’égalité du théorème 5.3.3-(b) pour ` = m
donne l’égalité :
χc(Fm; i) = χc(X
m; i)−
∑
m>m−a>0
(−1)a Imm−a
(
χc(Fm−a; i− a)
)
où l’on peut remplacer, par hypothèse inductive,
χc(Fm−a; i−a) = χc(Xm−a; i−a)+
∑
m−a>m−a−b>0
Θm−am−a−b
(
χc(X
m−a−b; i−a−b)) .
On exprime ainsi χc(Fm; i) comme somme de deux termes.
A := χc(X
m; i) +
∑
m>m−a>0
(−1)a+1 Imm−a
(
χc(X
m−a; i− a))
B :=
∑
m>m−a>0
(−1)a+1 Imm−a
∑
m−a>m−a−b>0
Θm−am−a−b
(
χc(X
m−a−b; i− a− b))
Le terme A contient Θmm = I((m)) et les opérateurs (−1)a+1 I((m,m− a))
qui interviennent dans le développement de Θmm−a pour a > 0. Le terme B,
quant à lui, contient exactement tous les opérateurs qui manquent encore
pour reconstruire le second membre de (a-i). En effet,∑
m>m−a>0
(−1)a+1 Imm−a
∑
m−a>m−a−b>0
Θm−am−a−b =
∑
a>0 & σ:m−a↘m−a−b>0
(−1)a+1 Imm−a(−1)b(−1)|σ|−1 I(σ)
= (−1)a+b
∑
σ:m↘m−(a+b) & |σ|>2
(−1)|σ| I(σ) .
Ceci termine la preuve de l’égalité (a-i). La formule (a-ii) en découle aussitôt
puisque χc(∆`Xm; i) = Im`
(
χc(F`(X); i)
)
(5.3.1), et (a-iii) en résulte par
application directe de 5.3.3-(b).
(b) L’implication ⇒ est immédiate en prenant m = ` = 1. Pour la réci-
proque, il suffit, grâce à (a), de montrer que les caractères χc(Xm; i) sont
déterminés par Pc(X). Or, ceci est clair d’après le travail de Macdonald [28]
(eq. 4.5) (cf. aussi 10.5.4 pour la formule explicite). 
6. Cohomologie des espaces de configuration, cas général
6.1. Cohomologie de Borel-Moore. Comme nous l’avons déjà indiqué
dans 5.2.3, l’utilisation des complexes fondamentaux limite la portée de nos
méthodes sur au moins deux aspects : les espaces X sont i-acycliques et la
cohomologie est à support compact. Ce sont des limitations assez contrai-
gnantes en particulier lors de l’étude du comportement asymptotique de la
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cohomologie de Fm := Fm(X) suivant les tours de projections
· · · oooo Fm−1 oooo pm−1 Fm oooo pm Fm+1 oooo · · ·
où pm : Fm+1 → Fm désigne la projection sur les m premières coordonnées,
autrement dit, pour l’étude des tours de représentations des groupes symé-
triques : les « FI-modules » (cf. 9.2)
· · · // H(Fm−1)
p∗m−1
// H(Fm)
p∗m // H(Fm+1) // · · · (∗)
Lorsque X est une variété topologique orientée la dualité de Poincaré
établit un isomorphisme canonique entre la suite (∗) et la suite
· · · // Hc(Fm−1)∨
pm−1!∨
// Hc(Fm)
∨ pm!
∨
// Hc(Fm+1)
∨ // · · · (∗∗)
où pm! : Hc(Fm+1)→ Hc(Fm)[−dX ] est l’intégration sur les fibres, de sorte
que si X est en plus i-acyclique nos méthodes pourront s’appliquer. Or, la
suite (∗∗) a encore un sens dans le cas plus général oùX est une pseudovariété
orientée, par exemple une variété algébrique complexe. Ainsi, dans le but
d’inclure ces espaces dans nos énoncés, nous sommes conduits à remplacer
dans (∗) la cohomologie ordinaire par la « cohomologie de Borel-Moore ».
6.1.1. L’« homologie de Borel-Moore » Hbm∗ (M) d’un espace localement
compact M , est le dual de sa cohomologie à support compact. Lorsque
M est de dimension cohomologique finie dM (2.4.1), nous définissons sa
« cohomologie de Borel-Moore » par l’égalité
H ibm(M) := H
dM−i
c (M ; k)
∨
6.1.2. Fonctorialité de la cohomologie de Borel-Moore. La foncto-
rialité de la cohomologie de Borel-Moore est liée à celle de la cohomolo-
gie à support compact et cela impose certaines limitations. Par exemple,
si f : N → M est une application continue et propre, l’image-inverse des
cochaînes d’Alexander-Spanier induit bien un morphisme en cohomologie à
support compact f∗ : Hc(M)→ Hc(N) et, par dualité, un morphisme
f! : Hbm(N)→ Hbm(M)[dM−dN ]
qui étend le morphisme de Thom-Gysin en cohomologie ordinaire. La coho-
mologie de Borel-Moore est alors fonctorielle sur la catégorie des espaces lo-
calement compacts de dimension finie et des application continues et propres.
En dehors de ce cas, les applications continues n’induisent pas toujours de
morphisme en cohomologie de Borel-Moore, ce pour quoi il faut une approche
au cas pas cas qui est le but de la section suivante.
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6.2. Quelques morphismes en cohomologie de Borel-Moore
On donne des analogues à l’image-inverse de la cohomologie ordinaire
dans le contexte de la cohomologie de Borel-Moore dans des cas qui inté-
ressent dans les espaces de configuration, notamment : l’action de Sm sur
Hbm(Fm(M)) et la projection pm : Fm+1(M)→ Fm(M).
6.2.1. Rappel du cas des variétés topologiques. SupposonsM etN des
variétés topologiques orientées de dimensions respectives dM et dN . Notons
〈−,−〉M l’accouplement de la dualité de Poincaré sur M (resp. N), à savoir
〈−,−〉M : H(M)×Hc(M)→ k , 〈ν, µ〉M :=
∫
M
ν ∧ µ .
Pour toute application f : M → N continue, notons
f! : Hc(M)→ Hc(N)[−dM + dN ]
l’adjoint pour la dualité de Poincaré de l’image-inverse f∗ : H(N)→H(M),
il est caractérisée par l’égalité
〈f∗(ν), µ〉M = 〈ν, f!(µ)〉N , ∀ν ∈ H(N) , ∀µ ∈ Hc(M) .
On dira alors que le couple (f∗, f!) est un « couple adjoint ».
On a quatre cas essentiels pour la suite.
[ad-1] L’application ι :N ⊆M est l’inclusion d’une sous-variété fermée orien-
tée. Alors, si ι! :H(N)→H(M)[dM−dN ] est la multiplication par la classe
de Thom de N ⊆M , le couple
(ι!, ι
∗) est un couple adjoint.
[ad-2] L’application j : U ⊆ M est une inclusion ouverte et U est muni
de l’orientation induite. Alors, j! : Hc(U)→ Hc(M) est le morphisme de
prolongement par zéro et l’on a
(j∗, j!) est un couple adjoint.
[ad-3] L’application f : M → N est localement triviale de fibre F , et M est
munie d’une orientation compatible à celles de N et de F . L’opération f!
coïncide alors à l’« intégration sur les fibres » ([5] p. 61) et l’on a toujours :
(f∗, f!) est un couple adjoint.
[ad-4] L’application f : M →M est un homéomorphisme. Alors
f! : Hc(M)→ Hc(M)
est induit par l’image-directe des cochaînes à support compact.
SoitM =
∐
a∈Π0(M) Ma la décomposition en composantes connexes. On
note par f : Π0(M) → Π0(M) la bijection induite et fa : Ma → Mf(a)
la restriction de f . Chaque fa est un homéomorphisme de pseudovariétés
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connexes et orientées. On note σM (fa) le scalaire défini par l’action de fa !
sur la classe fondamentale [Ma] de Ma, i.e. tel que :
f!([Ma]) = σMa (f) · [Mf(a)] .
On a alors〈
f∗(ν), µ
〉
M =
∑
a
∫
Ma
f∗(νf(a) ∧ f!(µa)) d([Ma])
=
∑
a
∫
Ma
f∗(νf(a) ∧ f!(µa))σM (fa) d(f−1a ! [Mf(a)])
=
∑
a
〈
νf(a), σM (fa) f!(µa)
〉
Mf(a)
Par conséquent,(
f∗,
∑
a
σM (fa) · fa !
)
est un couple adjoint. ()
Lorsque M est connexe la somme est réduite à un seul terme et l’adjoint
à droite de f∗ est juste σM (f) · f!.
6.2.2. Suite exacte longue de cohomologie de Borel Moore. Soit M
un espace localement compact de dimension cohomologique finie dM . Soit
j :U ⊆M une inclusion ouverte où dU = dM et notons i :N ⊆M l’inclusion
du fermé complémentaire N := M rU . En dualisant la suite exacte longue
de cohomologie à support compact associée à la décomposition M = U unionsqN ,
on obtient « la suite exacte longue de cohomologie de Borel-Moore » :
−−→Hbm(N)[dN−dM ] ι!−−→Hbm(M) j
∗−−→Hbm(U)−−→ .
Lorsque M et N sont des variétés topologiques orientées, j∗ est la restric-
tion et ι! est multiplication par la classe de Thom de N ⊆M .
6.2.3. Le cas des pseudovariétés orientées. Pour un espace localement
compact M de dimension cohomologique finie, la substitution de la cohomo-
logie ordinaire H(M) par la cohomologie de Borel-Moore Hbm(M) conduit
à substituer l’accouplement 〈−,−〉M par l’accouplement (−,−) : V ∨×V → k,
(α, v) := α(v). Les adjonctions (ad 2,3,4) servent alors à définir les analogues
de l’image-inverse en cohomologie de Borel-Moore de telle sorte qu’ils coïn-
cident avec l’image-inverse en cohomologie ordinaire pour les variétés topo-
logiques orientées. Dans le cas particulier des espaces de configuration, on
est conduit aux définitions suivantes.
6.2.4. Définitions. Soit M une pseudovariété orientée (12).
a) Image-inverse associée aux projections pb : Fb+a(M)→ Fb(M)
L’application pb : Fb+a(M) → Fb(M), pb(x1, . . . , xb+a) = (x1, . . . , xb),
est composée de l’inclusion ouverte ι : Fb+a(M) ⊆ Fb(M)×Ma et de la
12C’est-à-dire, munie d’une section globale nulle part nulle, sur la partie régulière de
M , du faisceau H−dM (ID•
M
(k)), où ID•
M
(k) est le complexe dualisant de M .
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projection p(~x, ~y) := ~x
Fb+a(M)
pb ))
ι // Fb(M)×Ma
p

Fb(M)
L’analogue de l’opération « d’intégration sur les fibres » de [ad-3] (13)
pb! : Hc(Fb+a(M)→ Hc(Fb(M))[−a dM ]
vérifie l’égalité
pb! := p! ◦ ι! ,
où ι! : Hc(Fb+a(M)) → Hc(Fb(M)×Ma) est le prolongement par zéro,
et p! : Hc(Fb(M))⊗Hc(Ma)→ Hc(Fb(M))[−a dM ], ω ⊗$ 7→ ω
∫
M
$ .
L’opérateur « image-inverse » pour la cohomologie de Borel-Moore et
alors défini, suite à [ad-3], comme le dual vectoriel de pb!, donc par :
p∗b := p
∨
b! : Hbm(Fb(M))→ Hbm(Fb+a(M)) .
b) Action de Sm sur Hbm(∆?mMm). L’action de g ∈ Sm par image-
inverse sur Hbm(Fm(M)) est donnée par l’égalité () dans 6.2.1-[ad-4].
L’espace Fm(M) est un ouvert de Mm et l’action de Sm est la restric-
tion de son action sur Mm, le scalaire σFm(M)(ga !), qui coïncide avec
σMm (gb !) pour une certain b ∈ Π0(Mm), est indépendant de b. En effet,
on a σMm (gb !) = sgn(g)dimM , où sgn(−) est la signature. On pose alors,
σMm (g) := sgn(g)
dimM
de sorte que g∗ :Hbm(Fm(M))→ Hbm(Fm(M)) est donnée par
g∗ = σMm (g) · (g!)∨ ,
où g! : Hc(Fm(M))→Hc(Fm(M)) est l’image-directe et où (−)∨ désigne
l’adjoint pour la dualité vectorielle. Le lemme suivant est immédiat.
6.2.5. Lemme. L’application Sm 3 g 7→ σMm (g) est un caractère multi-
plicatif. Pour tout g ∈ Sm, on a
σ(M×X)m (g) = σMm (g) · σXm (g) .
6.2.6. Commentaires
a) Si M est lisse et orientée, on a H i(Fm(M) ' H ibm(Fm(M)) par dualité
de Poincaré, et les définitions d’image-inverse concordent.
b) L’opérateur pb! est défini même si la projection pb : Fb+a(M)→ Fb(M)
n’est pas localement triviale, donc même lorsque M n’est pas lisse. Par
contre, l’hypothèse d’orientabilité sur M est indispensable.
13C’est pour cette unique raison que nous avons été contraints de nous limiter aux
pseudovariétés orientables.
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c) Lorsque M est une pseudovariété connexe orientée de dimension dM ,
on a HdMc (M ;Z) = Z et donc H0bm(M ;Z) ' Z ' H0(M ;Z). De plus, si
f : M → M est un homéomorphisme, l’image-inverse f∗ opère comme
l’identité sur H0bm(M ;Z).
6.2.7. Ingérence de la signature dans Hbm(Fm). Dans 6.2.4-(b) nous
avons défini l’action de Sm sur Hbm(Mm) de sorte qu’elle coïncide avec
l’action par image-inverse en cohomologie ordinaire H(Mm) lorsque M est
lisse. Cette action n’est pas l’action duale de l’action de Sm sur Hc(Mm).
La proposition suivante précise la différence entre les deux action dans une
situation importante pour la suite de cette section 6.
6.2.8. Proposition et notation. SoientM et X deux pseudovariétés orien-
tées et connexes. Pour x ∈ X , posons MX := M×X et Mx := M×{x}. Le
morphisme dual de la restriction ρ : Hc(Fm(MX )) → Hc(Fm(Mx)) est le
morphisme de Sm-modules
ρ∨(−)⊗ 1 : Hbm(Fm(Mx))→ Hbm(Fm(MX ))⊗ (σm)⊗ dimX ,
où σm est la « représentation par signature » de Sm et où Hbm(Mx) et
Hbm(MX ) sont munis des structures de Sm-modules de 6.2.4-(b).
Démonstration. Par définition, la représentation de Sm sur Hbm(Fm(MX ))
est la représentation duale de celle de Hc(Fm(MX )) tordue par le caractère
σ(M×X)m = σMm · σXm (6.2.5) tandis que pour celle de Hbm(Fm(Mx)), il
faut tordre par σMm . La différence est donc le caractère σXm qui est trivial
si dimX est paire est qui est le caractère signature autrement. 
6.3. Approche de Hbm(Fm(M)) à l’aide d’espaces i-acycliques
Dans les sections 3 et 4 (resp. la section 10), les méthodes pour la dé-
termination du polynôme de Poincaré (resp. du caractère de Sm-module)
de Hc(Fm(M)) s’appliquent lorsque M est i-acyclique (4.2.1, 4.2.2), mais
pas lorsque M est général, ce pour quoi il faut une nouvelle idée, comme
par exemple, celle que nous donnons à continuation qui permet d’appro-
cher Hbm(Fm(M)), où M est un espace localement compact quelconque, à
l’aide d’une suite spectrale dont les termes sont de la forme Hbm(F`(X))
avec ` 6m, et, surtout, où X est i-acyclique, suite qu’on appellera « la suite
spectrale basique pour Hbm(Fm(M)) » (cf. thm. 6.5.2).
6.3.1. L’idée est basée sur le fait que :
` Tout espace localement compact M peut être réalisé comme fermé dans
un espace i-acyclique, de complémentaire (donc) également i-acyclique.
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En effet, si X est i-acyclique et si x ∈ X , l’espace M s’identifie au fermé
Mx := M×{x} de l’espace i-acyclique MX := M×X (1.2.4-(e)). On note
alors V := X − x et MV := M×V et l’on remarque que dans la suite longue
de cohomologie à support compact :
→ Hc(∆m(MmX rMmx )) ι−−→Hc(Fm(MX )) ρ−−→Hc(Fm(Mx))→ ,
on a ρ = 0. En effet, le prolongement par zéro Hc(MV ) → Hc(MX ) est
surjectif, les arguments de la remarque 3.1.3 s’appliquent et établissent la
surjectivité du prolongement par zéro ι˜ : Hc(Fm(MV )) → Hc(Fm(MX )) .
La surjectivité de ι en résulte, car im(ι) ⊇ im(ι′), et la nullité de ρ s’ensuit.
Ces arguments et la proposition 6.2.8 prouvent la proposition suivante.
6.3.2. Proposition. Soient M et X des espaces localement compacts. On
suppose que X est i-acyclique et l’on fixe x ∈ X .
a) La suite courte de Sm-modules
0→ Hc(Fm(Mx))[−1]→ Hc(∆m(MmX rMmx ))→ Hc(Fm(MX ))→ 0
extraite de la suite longue de cohomologie à support compact, est exacte.
b) On suppose M et X des pseudovariétés orientées de dimensions cohomo-
logiques finies dM et dX . La suite courte de Sm-modules (14)
0→ Hbm(Fm(MX ))[mdX−1]→
Hbm(∆m(M
m
X
rMmx ))[mdX−1]→
Hbm(Fm(Mx))⊗ (σm)⊗ dimX → 0
extraite de la suite longue de cohomologie de Borel-Moore, est exacte.
Le polynôme de Poincaré de Hbm(Fm(M)) est donc déterminé par celui
de Hbm(Fm(MX )), déjà connu, et par celui de Hbm(∆m(MmX rM
m
x )), qui
fera l’objet d’étude des sections suivantes.
6.4. Une suite spectrale pour Hbm(∆m(MmX rM
m
x ))
6.4.1. Rappel : cochaînes simpliciales, ordonnées et alternées. Étant
donné une famille finie d’ouverts U = {U1, . . . , Um} d’un espace topologique
X , on rappelle que l’on dispose classiquement de trois notions de p-cochaînes
de Čech pour le foncteur des section locales. A savoir,
– Le groupe des « p-cochaînes simpliciales (non ordonnées) »
Cˇp(U ,−) :=
⊕
(i0 ,...,ip)
Γ (Ui0 ,...,ip ,−)
où (i0, . . . , ip) est un suite d’éléments deux à deux distincts de [[1,m]].
14L’énoncé est valable plus généralement pour les espaces localement compacts de di-
mensions cohomologiques finies (2.4.1), sauf pour ce qui est des structures de Sm-modules
que nous n’avons pas définies dans cette généralité.
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– Le groupe des « p-cochaînes (simpliciales) ordonnées »
Cˇp<(U ,−) :=
⊕
16i0<···<ip6m
Γ (Ui0 ,...,ip ,−)
– Le groupe des « p-cochaînes (simpliciales) alternées » Cˇpε (U ,−). C’est le
sous-groupe des p-cochaînes ω ∈ Cˇp(U ,−) vérifiant pour α ∈ S[[0,p]] :
ωi0 ,...,ip = sgn(α)ωiα(0) ,...,iα(p) . (∗)
Remarquons en passant que l’application « d’antisymétrisation »
εp : Cˇ
p
<(U ,−)→ Cˇpε (U ,−) (ε)
définie, suivant la même égalité (∗), par εp(ω)iα(0) ,...,iα(p) := sgn(α)ωi0 ,...,ip ,
pout tout α ∈ S[[0,p]] et tout 1 6 i0 < · · · < ip 6 m, est bijective.
Dans les trois cas, l’opérateur cobord δp : Cˇ
p
? (U ,−)→ Cˇp+1? (U ,−)
(δω)i0 ,...,ip+1 =
∑p+1
k=0
(−1)k ωi0 ,...,îk ,...,ip+1 Ui0 ,...,ip+1
a un sens et respecte chaque type de cochaîne. L’antisymétrisation
ε∗ : (Cˇ∗<(U ,−), δ∗)→ (Cˇ∗ε (U ,−), δ∗) ,
est alors un isomorphisme de complexes. L’assertion suivante est classique
(cf. [21], §I.3.8, p. 58.).
6.4.2. Proposition. Les inclusions de complexes
(Cˇ∗<(U ,−), δ∗) ⊆ (Cˇ∗(U ,−), δ∗) ⊇ (Cˇ∗ (U ,−), δ∗) . ()
sont des quasi-isomorphismes.
Les complexes () sont donc interchangeables pour les besoins du calcul
de la cohomologie de Čech.
6.4.3. Faisceaux et complexes de Čech Sm-équivariants
Revenons sur le cas de l’espace ∆m(MmX rM
m
x ) de 6.3.2. Munissons-le du
recouvrement Um = {Um1 , . . . , Umm }, où :
Umi := ∆m(MX× · · ·×
︷ i ︷
MV × · · ·×MX ) ⊆ Fm(MX ) ,
avec V := X − x. Notons ensuite
Um := Um1 ∪ · · · ∪ Umm , Umi0 ,...,ip := Umi0 ∩ · · · ∩ Umip ,
et même U(i0 ,...,1p) : une copie de Ui0 ,...,ip paramétrée par l’uplet (i0, . . . , ip).
Le groupe Sm agit sur Um par permutation des coordonnées, nous avons
donc g · Umi0 ,...,ip = Umg(i0),...,g(ip), pour tout g ∈ Sm.
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Définition. Un faisceau G sur Um est dit « Sm-équivariant » s’il est muni
d’une famille d’isomorphismes {φg,V :Γ (gV ;G)→Γ (V ;G)}(g,V ) , indexée par
les couples (g, V ) où g ∈ Sm et V est un ouvert de Um, telle que la relation
cocyclique φh,gV ◦ φg,V = φhg,V est satisfaite pour h, g ∈ Sm et tout ouvert
V de Um. Les définitions de morphisme Sm-équivariant entre faisceaux Sm-
équivariants et de catégorie des faisceaux Sm-équivariants s’ensuivent.
Les faisceaux des germes de cochaînes de Borel-Moore Ωibm,Um sur U
m,
que nous allons introduire dans 6.4.5, constituent le principal exemple dans
ce travail de faisceau Sm-équivariant. Définis comme duaux des cofaisceaux
des cochaînes d’Alexander-Spanier à support compact ΩdM−ic,Um , les faisceaux
Ωibm,Um héritent naturellement de l’action duale de l’action de Sm sur Ωc,Um .
6.4.4. Proposition.Munissons Umm−p,...,m = ∆m(M
m−(p+1)
X ×Mp+1V ) de l’ac-
tion de Sm−(p+1)×Sp+1 par permutation de coordonnées.
a) L’application
Φp : Sm ×
Sm−(p+1)×1p+1
Umm−p,...,m −−→
∐
(i0 ,...,ip)
Um(i0 ,...,ip)
(g, x) 7−−−−−−−−−−→ g(x) ∈ Um(g(m−p),...,g(m))
où (i0, . . . , ip) est une suite d’éléments deux à deux distincts de [[1,m]],
est un homéomorphisme.
Soit maintenant G un faisceau Sm-équivariant sur Um. On note σ 7→ g ? σ
l’action de g ∈ Sm sur une section locale σ ∈ G.
b) Le morphisme image-directe défini par l’homéomorphisme Φp, à savoir
Φp ! : ind
Sm
Sm−(p+1)×1p+1
Γ (Umm−p,...,m;G)−−→ Cˇp(Um;G) =
⊕
(i0 ,··· ,ip)
Γ (Um(i0 ,...,ip);G)
(g, σ) 7−−−−−−−−−−→ g ? σ ∈ Γ (Um(g(m−p),··· ,g(m));G) ,
est un isomorphisme. Il induit sur Cˇp(Um;G) l’action ω 7→ g  ω de Sm :
(h  ω)i0 ,...,ip := h ? (ωh−1(i0),...,h−1(ip)) .
Cette action est compatible au cobord des cochaînes simpliciales et le com-
plexe de Čech augmenté :
0→ Γ (Um;G) −−→ Cˇ0(U ;G) δ0−−→ Cˇ1(U ;G) δ1−−→· · ·
est un complexe de Sm-modules.
c) Le complexe des cochaînes alternées (Cˇ∗ε (Um;G), δ∗) est un sous-complexe
de Sm-modules du complexe des cochaînes simpliciales (Cˇ∗(Um;G), δ∗).
L’antisymétrisation ε∗ : (Cˇ∗<(Um;G), δ∗)→ (Cˇ∗ε (Um;G), δ∗) transfère cette
structure et munit chaque groupe Cˇp<(Um;G) de l’action ω 7→ g ?ω de Sm.
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En particulier, le complexe de cochaînes ordonnées de Čech augmenté :
0→ Γ (Um;G) −−→ Cˇ0<(U ;G) δ0−−→ Cˇ1<(U ;G) δ1−−→· · ·
est un complexe de Sm-modules. De plus, l’application
Ψp : ind
Sm
Sm−(p+1)×Sp+1
Γ (Umm−p,...,m;G)⊗σp+1 → Cˇp<(Um;G) =
⊕
16i0<···<ip6m
Γ (Umi0 ,...,ip ;G)
(g, σ) 7−−−−−−−−−−−−→ g  σ ∈ Γ (g(Umm−p,...,m);G)
où ‘’ désigne l’action ‘?’ de Sm−(p+1)×Sp+1 tordue par le caractère si-
gnature σp+1 de Sp+1, est un isomorphisme de Sm-modules.
Démonstration. (a) L’application Φp est définie sur la réunion disjointe de co-
pies de Umm−p,...,m indexées par les éléments g ∈ Sm/Sm−(p+1). Pour chaque
g ∈ Sm, la restriction de Φp à (g, Umm−p,...,m) est un homéomorphisme sur
Um(g(m−p),...,g(m)). On conclut que Φp est bijective en remarquant que le car-
dinal |Sm/Sm−(p+1)| est précisément celui de l’ensemble des (p+1)-uplets
(i0, . . . , ip) d’éléments deux à deux distincts de [[1,m]].
(b) résulte de (a) et des identités :
δ(h  ω)i0 ,...,ip+1 =
∑p+1
j=0
(h  ω)i0 ,...,îj ,...,ip+1 Um(i0 ,...,ip+1)
=
∑p+1
j=0
(
h ? (ωh−1(i0 ,...,îj ,...,ip+1))
)
Um
(i0 ,...,ip+1)
= h ?
(∑p+1
j=0
ωh−1(i0 ,...,îj ,...,ip+1) Umh−1(i0 ,...,ip+1)
)
= (h  δω)i0 ,...,ip+1 .
(c) Soit ω ∈ Cˇpε (Um;G). Pour α ∈ S[[0,p]] et h ∈ Sm, on a :
(h  ω)iα(0) ,...,iα(p) = h ? (ωh−1(iα(0)),...,h−1(iα(p)))
= sgn(α)h ? (ωh−1(i0),...,h−1(ip))
= sgn(α)(h  ω)i0 ,...,ip ,
et Cˇpε (Um;G) est bien un sous-Sm-module de Cˇpε (Um;G).
Le sous-espace εp(Γ (Umm−p,...,m;G)) est stable sous Sm−(p+1)×Sp+1 dont
l’action est tordue par le caractère signature de Sp+1. Le morphisme de Sm-
modules Ψp est donc bien défini et il est surjectif puisque εp(Γ (Umm−p,...,m;G))
engendre clairement Cˇpε (Um;G) en tant que Sm-module. Le fait que Ψp est
bijectif résulte alors du fait que |Sm/(Sm−(p+1)×Sp+1)| est également le car-
dinal de l’ensemble des parties I ⊆ [[1,m]] telles que |I| = p+1. 
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6.4.5. Suite spectrale de Borel-Moore d’un G-espace. Nous rappelons
maintenant, pour un G-espace donné, les bases théoriques de la construction
de la suite spectrale de G-modules associée à un recouvrement G-stable et
pour la cohomologie de Borel-Moore.
Faisceaux de germes de cochaînes de Borel-Moore
SoitM un espace localement compact de dimension cohomologique dM muni
de l’action d’un groupe fini G. Dans 2.4.2-(a) nous avons introduit la réso-
lution c-molle
0→ k
M
↪−→Ω0
M
d0−−→Ω1
M
d1−−→· · · ddM−1−−−→ ΩdM
M
→ 0
qui est une résolution dans la catégorie des faisceaux G-équivariants (6.4.3).
Pour tout ouvert U ⊆M , le complexe des « cochaînes à support compact »
(Ω∗c(U), d) := Γc(U ; (Ω
∗
M
, d∗))
calcule la cohomologie à support compact H∗c (U), et si U est en plus stable
sous l’action de G, c’est aussi un complexe de G-modules pour l’action
d’image-directe topologique.
Si ιV⊆U : V ⊆ U est une inclusion ouverte, le prolongement par zéro
ιV⊆U ! : (Ω∗c(V ), d∗)→ (Ω∗c(U), d∗)
est une inclusion de complexes et la correspondance
U // (Ω∗c(U), d∗)
V
?
OO
// (Ω∗c(V ), d∗)
?
ιV⊆U
OO
définit un complexe (Ω∗M ,c, d∗) de pré-cofaisceaux flasques sur M qui sont en
fait des cofaisceau puisque les Ωi
M
sont c-mous (cf. [6] V.1.6, p. 282).
Pour tout ouvert U ⊆M , le « complexe des cochaînes de Borel-Moore sur
U » est défini par dualité et décalage : (15)
(Ω∗bm(U), d∗) := ((Ω∗c(U), d∗)
∨)[−dM ] . (‡)
Lorsque U est G-stable, chaque Ωibm(U) est à priori muni de l’action de G
duale de son action par image-directe sur Ωic(U), mais cette action ne cor-
respond pas à l’action de G par image-inverse lorsque M est une variété to-
pologique orientée, ce pour quoi il faut tordre l’action duale par le caractère
σM tel qu’expliqué dans 6.2.4-(b). Plus généralement, si M est une pseudo-
variété orientée, on notera ‘?’ l’action duale de G sur Ωic(−) tordue par σM .
Dans tous les cas, le complexe (‡) ci-dessus est un complexe de G-modules.
15On remarquera l’abus de notation qui consiste à noter de la même manière les diffé-
rentielles des deux complexes (Ω∗c (U), d∗) et (Ω∗bm(U), d∗).
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Le complexe (Ω∗bm(U), d∗) calcule la cohomologie de Borel-Moore H∗bm(U)
et la correspondance
U // (Ω∗bm(U), d∗)
ι∗V⊆U
V
?
OO
// (Ω∗bm(V ), d∗)
où ι∗V⊆U est le dual de ιV⊆U !, est le complexe (Ω
∗
M ,bm, d∗) des « faisceaux
(flasques) de germes de cochaînes de Borel-Moore » sur M . C’est un com-
plexe de faisceaux G-équivariants.
Bicomplexe de cochaînes Čech-Borel-Moore
Soit Um = {Um1 , . . . , Umm } une famille G-stable d’ouverts de M , c’est à dire
telle qu’il existe une action de G sur [[1,m]] vérifiant g(Umi ) = U
m
g(i). On pose
Um := Um1 ∪ · · · ∪ Umm , Umi0 ,...,ip := Umi0 ∩ · · · ∩ Umip ,
et l’on considère le bicomplexe (Cˇ(Um)∗c,•, ∂•, d∗) :
  
0 // Cˇ1(Um,Ω0M ,c)
d0 //
∂0

Cˇ1(Um,Ω1M ,c)
d1 //
∂0

Cˇ1(Um,Ω2M ,c)
d2 //
∂0

0 // Cˇ0(Um,Ω0M ,c)
d0 //


Cˇ0(Um,Ω1M ,c)
d1 //


Cˇ0(Um,Ω2M ,c)
d2 //


0 // Ω0
M ,c(U
m)
d0 //

Ω1
M ,c(U
m)
d1 //

Ω2
M ,c(U
m)
d2 //

0 0 0
(Cˇc)
dont les colonnes sont les complexes de « chaînes de Čech à valeurs dans un
cofaisceau » et sont exactes puisque les cofaisceaux Ωi
M ,c sont flasques (
16).
En dualisant, on obtient un bicomplexe de colonnes exactes
OO OO OO
0 // Cˇ1(Um,Ω0
M ,bm)
d0 //
OO
δ0
Cˇ1(Um,Ω1
M ,bm)
d1 //
OO
δ0
Cˇ1(Um,Ω2
M ,bm)
d2 //
OO
δ0
0 // Cˇ0(Um,Ω0
M ,bm)
d0 //
OO

Cˇ0(Um,Ω1
M ,bm)
d1 //
OO

Cˇ0(Um,Ω2
M ,bm)
d2 //
OO

0 // Ω0
M ,bm(U
m)
d0 //
OO
Ω1
M ,bm(U
m)
d1 //
OO
Ω2
M ,bm(U
m)
d2 //
OO
0 0 0
(Cˇbm)
qui est un bicomplexe de G-modules puisque l’analogue du théorème 6.4.4
est vérifié pour les données en cours.
16Cf. Bredon [6] chap. VI.— Cosheaves and Čech Homology, corollary VI.4.5, p. 426.
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On appellera « bicomplexe de cochaînes de Čech-Borel-Moore de Um », le
bicomplexe du premier quadrant
Cˇ(Um)•,∗bm :=
(
Cˇ•(Um; Ω∗
M ,bm), δ•, d∗
)
.
Filtration régulière de H∗bm(Um) et suite spectrale
En raison de l’exactitude des colonnes de (Cˇbm), le morphisme d’augmenta-
tion  induit un quasi-isomorphisme de complexes de G-modules
∗ : (Ω∗bm(Um), d∗)→ tot∗(Cˇ(Um)•,∗bm)
où ‘tot’ désigne le complexe simple associé. On a donc un isomorphisme de
G-modules
hi(∗) : H ibm(Um) ' hi(tot∗(Cˇ(Um)•,∗bm)
pour tout i ∈ Z.
Pour k ∈ N, notons Cˇ(Um)•,∗bm,k le sous-bicomplexe de Cˇ(Um)•,∗bm défini parCˇ(U
m)i,∗bm,k = 0 , si i < k,
Cˇ(Um)i,∗bm,k = Cˇ(Um)i,∗bm , si k 6 i 6 m−1.
On a la filtration décroissante de bicomplexes de G-modules
Cˇ(Um)•,∗bm = Cˇ(Um)•,∗bm,0 ⊇ Cˇ(Um)•,∗bm,1 ⊇ Cˇ(Um)•,∗bm,2 ⊇ · · ·
induisant une filtration positivement graduée décroissante et régulière du
complexe tot∗(Cˇ(Um)•,∗bm) de même donc que pour H∗bm(Um) pour lequel on
pose
H∗bm(Um)k := h(∗)−1
(
h∗(tot∗(Cˇ(Um)•,∗bm,k)))
)
.
On notera IFH∗bm(Um) et IF tot∗(Cˇ(Um)•,∗bm) ces objets filtrés.
6.4.6. Remarque. Dans ce qui précède nous aurions tout aussi bien pu
considérer les cochaînes de Čech ordonnées ou alternées, ce qui aurait fournit
les bicomplexes de G-modules Cˇ<(Um)•,∗bm et Cˇ(Um)•,∗bm.
La proposition suivante est bien connue (17).
6.4.7. Proposition. La suite spectrale deG-modules IE(Um) := (IE(Um)r , dr)
associée au complexe deG-modules gradué filtré IF tot∗(Cˇ?(Um)•,∗bm)) converge
vers le bigradué de IFH∗bm(Um). On a
IE(Um)p,q1 := Cˇp? (Um,Hqbm(−))et
IE(Um)p,q2 := Hˇp(Um,Hqbm(−)) =⇒ Grp,q(IFH∗bm(Um)) . (IE)
17Cf. Godement [21] chap. I.4, thm. 4.2.2.
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Le théorème suivant est maintenant corollaire immédiat de 6.4.7 et de 6.4.4.
6.4.8. Théorème. Soient M et X des espaces localement compacts de di-
mensions cohomologiques finies. Le Sm-module Hbm(∆m(MmX rM
m
x )) est
l’aboutissement de la suite spectrale IE(Um) de 6.4.7 pour le recouvrement
Um := {Um1 , . . . , Umm }, où
Umi := ∆m(MX× · · ·×
︷ i ︷
MX−x × · · ·×MX ) ⊆ Fm(MX ) .
L’identification de 6.4.4-(c) pour le groupe des p-cochaînes ordonnées
Cˇp<(Um; Ω∗Um ,bm) = indSm
Sm−(p+1)×Sp+1
Γ (Umm−p,...,m; Ω
∗
Um ,bm)⊗ σp+1 ,
munit (Cˇ∗<(Um,−), δ∗) d’une structure de complexe de Sm-modules. Les ter-
mes (IE(Um)r , dr) de la suite spectrale IE(Um) héritent d’une structure de
complexe de Sm-modules et la suite spectrale converge au sens de suite spec-
trale de complexes de Sm-modules vers le Sm-module bi-gradué associé au
Sm-module gradué Hbm(∆m(MmX rM
m
x )) muni de filtration régulière de la
proposition 6.4.7. Dans le cas particulier où r = 1, on a
IE(Um)p,q1 = indSm
Sm−(p+1)×Sp+1
Hqbm(U
m
m−p,...,m)⊗ σp+1 ,
et d1 : IE(Um)p−1,q1 → IE(Um)p,q1 un morphisme de Sm-modules.
6.4.9. Remarque. Le même énoncé est valable pour le complexe des co-
chaînes non ordonnées (Cˇp(Um,−), δ∗), auquel cas on a
IE(Um)p,q1 = indSm
Sm−(p+1)×1p+1
Hqbm(U
m
m−p,...,m) ,
en raison de l’égalité Cˇp(Um,−) = indSm
Sm−(p+1)×1p+1
Γ (Umm−p,...,m,−) de 6.4.4-(b).
6.5. La suite spectrale « basique » pour Hbm(Fm(M))
Nous nous restreignons maintenant à une situation qui simplifie remarqua-
blement les considérations précédentes. C’est le cas où l’espace X est l’espace
R>0 := [0,+∞[, puis x := 0 et V := R>0. Dans la suite, M sera localement
compact de dimension cohomologique finie dM (2.4.1), et l’on notera
M>0 := M×R>0 , M0 := M×{0} , M>0 := M×R>0 .
Les espaces M>0 et M>0 sont i-acycliques et l’on a
M 'M0 =
(
M>0\M>0
)
.
On aura remarqué que ces choix renferment l’égalité Hc(R>0) = 0, et donc
le fait que l’on aura (4.2.1-(a))
Hc(Fm(M>0)) = 0 , ∀m > 1 .
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6.5.1. La proposition 6.3.2 se simplifie et donne des isomorphismes de Sm-
modules
Hc(Fm(M)) ' Hc(∆m(Mm>0\Mm0 ))[1], ()
et lorsque M est une pseudovariété orientée (18)
Hbm(Fm(M)) ' Hbm(∆m(Mm>0\Mm0 ))[m−1]⊗ σm ()
où l’apparition du caractère signature a été justifiée dans 6.2.8.
Avec ces données, la suite spectrale de 6.4.8 convenablement modifiée par
le caractère σm, converge vers Hbm(Fm(M))[1−m], on l’appellera « la suite
spectrale basique pour Hbm(Fm(M)) ».
6.5.2. Théorème (des suites spectrales basiques). Soit M une pseu-
dovariété orientée de dimension dM (19). La suite IEσ(Um) := IE(Um)⊗σm
converge, en tant que suite spectrale de complexes de Sm-modules, vers le Sm-
module bi-gradué associé au Sm-module gradué Hbm(Fm(M))[1−m] muni de
filtration régulière induite par l’isomorphisme () ci-dessus. De plus,
a) Pour tout i ∈ Z, on a
IEσ(Um)p,q1 = indSm
Sm−(p+1)×Sp+1
σm−(p+1) ⊗Hqbm(Umm−p,...,m) ⇒ H ibm(Fm(M))
avec q = i + (m−(p+1)). Dans cette écriture, le groupe Sm−(p+1)×Sp+1
opère sur Hbm(Umm−p, . . . ,m) par image-inverse (6.2.4-(b)) et le caractère
σm−(p+1) affecte uniquement l’action du sous-groupe Sm−(p+1)×1.
b) On a une décomposition canonique d’espaces vectoriels
Ξmp+1 : H
q
bm(U
m
m−p,...,m) '
⊕
f∈F(p+1,m) H
q−(m−(p+1)) dM
bm (Fp(f)(M>0))
où F(p+1,m) est l’ensemble des applications f : [[1,m]]→ [[1,m]] telles que
x < f(x) si x <m− p, et f(x) = x sinon. On a |F(p+1,m)|= (m−1)!/p!.
La paramétrisation associe à f ∈ F(p+1,m) le sous-espace Fp(f)(M>0)⊆
∆p+1(M
m−(p+1)
>0 ×Fp+1(M>0)) où p(f) est la partition de [[1,m]] définie
par les fibres de f (cf. 2.3.2).
c) Pour avoir IEσ(Um)p,q1 6= 0, il faut que (m−(p+1))dM 6 q 6 mdM .
d) Pour i ∈ N donné, les termes de IEσ(Um)p,qr , pour r > 1, qui contribuent
à H ibm(Fm(M)) sont ceux pour lesquels on a (m−(p+1))(dM−1) 6 i .
18Dans le cas général où M n’est pas une pseudovariété, on a toujours un isomorphisme
d’espaces vectoriels, mais on perd l’aspect représentation de Sm (cf. note (14)).
19Comme dans la note précédente, si l’on néglige l’aspect représentations, l’énoncé est
valable plus généralement pour les espaces localement compacts de dimension finie.
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Indications. (a) Le foncteur (−)⊗σm étant exact, la convergence de IEσ(Um)
vers Hbm(Um)⊗ σm est assurée. Ensuite, l’égalité classique (20)(
indSm
Sm−(p+1)×Sp+1
Hqbm(U
m
m−p,...,m)⊗ σp+1
)
⊗ σm =
= indSm
Sm−(p+1)×Sp+1
(
Hqbm(U
m
m−p,...,m)⊗ σp+1 ⊗ ResSm
Sm−(p+1)×Sp+1
σm
)
explique le changement de σp+1 en σm−(p+1) dans l’énoncé 6.4.8. L’égalité
p+ q = i+ (m−1) découle quant à elle de 6.5.1-().
(b) On remarque que dans la mesure où Hc(Fm(M>0)) = 0, le morphisme
de liaison dans la suite longue de cohomologie à support compact 2.1.2 pour
Z := M>0×∆a−1+b(Ma−1>0 ×M b>0), à savoir
Hc(∆6a−1+b(M>0×∆a−1+b(Ma−1>0 ×M b>0)))→ Hc(∆a+b(Ma>0×M b>0))[1] ,
est un isomorphisme. Comme d’autre part, la projection sur les dernières
coordonnées
pia−1+b : ∆6a−1+b(M>0×∆a−1+b(Ma−1>0 ×M b>0))→ ∆a−1+b(Ma−1>0 ×M b>0) .
est un revêtement trivial à (a−1+b) nappes paramétrées par les applications
de F(a+ b, a− 1 + b), on a un isomorphisme canonique
∆a−1+b(Ma−1>0 ×M b>0)a−1+b[−1] ' ∆a+b(Ma>0×M b>0)a+b ,
et par induction
Hc(Fb(M>0))
(a+b−1)!/(b−1)![−a] ' Hc(∆a+b(Ma>0×M b>0))
où (a+ b− 1)!/(b− 1)! = |F(b, a+b)|.
Par conséquent,
Hc(U
m
m−p,...,m) = Hc(∆m(M
m−(p+1)
>0 ×Mp+1>0 ))
=
⊕
F(p+1,m)
Hc(Fp+1(M>0))[−(m−(p+1))] ,
et par dualité, l’isomorphisme annoncé dans (b)
Hbm(U
m
m−p,...,m)
Ξmp+1−−→'
⊕
F(p+1,m)
Hbm(Fp+1(M>0))[−(m−(p+1))dM ] . (†)
(c) Comme on a H ibm(Fp+1(M>0)) = 0 pour tout i 6∈ [[0,(p+1)dM ]], puisque
H ic(Fp+1(M>0)) = 0 si i< p+1 (4.2.1-(a)), on comprend par (†) que pour si
Hqbm(U
m
m−p,...,m) 6= 0, alors q ∈ [[(m−(p+1))dM ,mdM ]] , d’où (c). A partir de
là, si l’on fixe i∈N, la majoration (d) résulte de l’égalité q= i+m−(p+1).
20Étant donnée une inclusion de groupes H ⊆ G, un H-module V et un G-module W,
on a indGH V ⊗k W ∼= indGH (V ⊗k resGH W ).
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6.5.3. Termes non nuls de la suite spectrale basique. La figure sui-
vante illustre les assertions 6.5.2-(c,d). Les termes IEσ(Um)p,qr non nuls pour
r > 1 sont dans la région hachurée, et, pour chaque i ∈ N fixé, ceux qui
contribuent à H ibm(Fm(M)) sont dans la région à la fois hachurée et grisée.
−
Hˇ
Hbm
}m 1
p
q0
0 0
mdM
⌊
i
dM−1
⌋
m−1
(m−1)dM
IEσ(Um)p,q1H ibm(Fm(M>0))Hbm(Fm(M>00 ))
(m−(p+1))dM 6q6mdM
σ(k)0
σ(k)1
σ(k)2
σ(k) −m 1
............ p+q=i−(m−1)
Le petit tableau à gauche rappelle que l’action de Sm−(p+1)×Sp+1 par image-
inverse sur les termes de la ligne p est tordue par le caractère σm−(p+1).
6.6. Naturalité de la suite spectrale basique pour Hbm(Fm(M))
6.6.1. On rappelle que l’on note pm : Fm+1(M)→ Fm(M) la projection sur
lesm premières coordonnées. Nous supposerons queM est une pseudovariété
orientée de dimension finie dM (21) de sorte que le morphisme d’intégration
sur les fibres pm! : Hc(Fm+1) → Hc(Fm) est défini, ainsi que son dual, le
morphisme d’image-inverse p∗m : Hbm(Fm)→ Hbm(Fm+1) (cf. 6.2.4-(a)).
Dans cette partie nous préparons le terrain pour l’étude ultérieure en 9.2
de certaines propriétés asymptotiques des familles des morphismes d’image-
inverse en cohomologie de Borel-Moore{
H ibm(Fm(M))
p∗m−−→ H ibm(Fm+1(M))
}
m∈N .
Notre but est la construction d’un morphisme de suites spectrales (cf. 6.6.7)
IEσ(q
∗
m) : (IEσ(Um)r , dr)→ (IEσ(Um+1)r , dr) ,
induisant par passage à la limite, les bi-gradués des morphismes p∗m pour les
filtrations du théorème 6.5.2, but qui sera atteint dans le théorème 6.7.1.
21 Si dans les précédentes sections cette hypothèse n’était pas vraiment indispensable,
maintenant elle l’est car autrement nous ne voyons pas comment donner un sens au mor-
phisme d’image-inverse en cohomologie de Borel-Moore.
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6.6.2. Compatibilité des opérations d’intégration sur les fibres. En
accord avec les notations de 6.4.3, où nous avons introduit l’ouvert
Um+1 := Fm+1(M>0)\Fm+1(M0)
et son recouvrement Um+1 := {Um+11 , . . . , Um+1m+1 }, on note maintenant
Wm+1 :=
(
Fm(M>0)×M>0
)\(Fm(M0)×M0)
=
(
Um×M>0
) ∪ (Fm(M>0)×M>0)
et son recouvrement Wm+1 := {Wm+11 , . . . ,Wm+1m+1 }, avec{
Wm+1i := U
m
i ×M>0 , si i 6 m,
Wm+1m+1 := Fm(M>0)×M>0 .
On a donc :
Um+1 =Wm+1 e Um+1 := {Wm+1i ∩ Um+1 = Um+1i } .
Le diagramme suivant, où les flèches verticales désignent les morphismes
de prolongement par zéro, est un morphisme de suites exactes longues :
// Hc(U
m+1)
ιU !

// Hc(Fm+1(M>0))

// Hc(Fm+1(M0))
ιF!

cm+1
//
// Hc(W
m+1) // Hc(Fm(M>0)×M>0) // Hc(Fm(M0)×M0)
c′m+1
//
et comme la colonne centrale est nulle, il en résulte le diagramme commutatif
où les flèches horizontales sont des isomorphismes :
Hc(Fm+1(M0))
ιF!

cm+1
' // Hc(U
m+1)[1]
ιU !

Hc(Fm(M0)×M0))
c′m+1
' // Hc(W
m+1)[1]
(†)
D’autre part, pour m > 1, l’ouvert Wm+1 ⊆ Fm(M>0)×M>0 est réunion
de deux ouverts Hc(−)-acycliques
Wm+1 = Wm+1U ∪Wm+1F avec
{
Wm+1U :=
(
Um×M>0
)
Wm+1F :=
(
Fm(M>0)×M>0
) (††)
Le morphisme de liaison dans la suite de Mayer-Vietoris pour la coho-
mologie à support compact relative à {Wm+1U ,Wm+1F } est donc un isomor-
phisme :
Hc(W
m+1)
cMV
' // Hc(U
m×M>0)[1] .
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6.6.3. Proposition. Soit M une pseudovariété orientée de dimension dM .
Pour tout m > 1, le diagramme suivant où les flèches horizontales sont des
isomorphismes, est commutatif au signe près.
Hc(Fm+1(M0))
ιF!

cm+1
' //
(I)
Hc(U
m+1)[1]
ιU !

Hc(Fm(M0))⊗Hc(M0))
(II)id⊗
∫
M0

c′m+1
' // Hc(W
m+1)[1]
cMV
' // Hc(U
m)⊗Hc(M>0)[2]
id⊗ ∫
M>0

Hc(Fm(M0))[−dM ] cm [−dM ]' // Hc(Um)[1][−dM ]
Plus précisément, (I) et commutatif et dans (II) on a∫
M>0
(cMV ◦ c′m+1)(α⊗ β) = (−1)|α|+|β| cm
(∫
M0
α⊗ β
)
()
Démonstration. La commutativité de (I) a été justifiée dans (†). Pour le
sous-diagramme (II), on utilise le fait que les cofaisceaux Ωc(−) sont flasques.
Quitte à prendre des recouvrements assez fins, un cocycle ω ∈Ωc(Fm(M0))⊗
Ωc(M0) s’exprime comme la restriction
∑
i αi ⊗ βi de
ω˜ =
∑
i
α˜i ⊗ β˜i , avec α˜i ∈ Ωc(Fm(M>0)) et β˜i ∈ Ωc(M>0) .
On a donc c′m+1
(∑
i αi ⊗ βi
)
=
∑
i dα˜i ⊗ β˜i +
∑
i(−1)|αi |α˜i ⊗ dβ˜i , avec
dα˜i ⊗ β˜i ∈ Ωc(Wm+1U ) et α˜i ⊗ dβ˜i ∈ Ωc(Wm+1U ) . Et alors, par le morphisme
de liaison de Mayer-Vietoris cMV relatif à {Wm+1U ,Wm+1F }, on a
(cMV ◦ c′m+1)
(∑
i
αi⊗βi
)
=
∑
i
(−1)|αi |dα˜i⊗dβ˜i ∈ Ωc(U)⊗Ωc(M>0) ,
de sorte que∫
M>0
(cMV ◦ c′m+1)
(∑
i
αi ⊗ βi
)
=
∑
i
(−1)|αi |+|βi | dα˜i
∫
M0
βi ,
puisque, avec les conventions en cours,
∫
M>0
dβ˜ = (−1)|β| ∫
M0
β .
On conclut par le fait que si α ∈ Zc(Fm(M0)), on a cm(α) = dα˜. 
6.6.4. Remarque pour le cas m = 0. L’énoncé de 6.6.3 doit être modi-
fié, puisqu’alors les morphismes cMV et cm sont nuls. En effet, dans ce cas
Fm(M>0) = Fm(M0) = {pt}, et alors Um = ∅. Donc, cm = 0 et le premier
terme de l’égalité (††) est vide, ce qui entraîne la nullité de cMV. On a aussi
ιF = id, ιU = id et cm+1 = c′m+1. Le diagramme de la proposition devient
Hc(M0))∫
M0

c′1
' // Hc(M>0)[1]
∫
M>0
{{Hc(pt)[−dM ]
où
∫
M>0
c′1(β) = (−1)|β|
∫
M0
β.
66
6.6.5. Renormalisation des morphismes de liaison. Sur le sous-diagram-
me suivant de la proposition 6.6.3
Hc(Fm+1(M0)
∫
M0

γm+1 // Hc(U
m+1)[1]
ιU !

qm!
oo
Hc(W
m+1)[1]
cMV
' // Hc(U
m)⊗Hc(M>0)[2]
id⊗∫
M>0

Hc(Fm(M0))[−dM ] γm [−dM ] // Hc(Um)[1][−dM ]
on a noté, pour m > 1,
qm! : Hc(U
m+1)→ Hc(Um)[−dM ] , qm! :=
(
id⊗
∫
M>0
)
◦ cMV ◦ ιU ! ,
et nous avons remplacé cm : Hc(Fm(M0))→ Hc(Um)[1] par
γm : Hc(Fm(M0))→ Hc(Um+1)[1] , γm(ω) = (−1)|ω|m+
m(m−1)
2 dM cm(ω) .
6.6.6. Proposition. Soit M une pseudovariété orientée de dimension dM .
a) Pourm> 1, le diagramme suivant de morphismes compatibles aux actions
des groupes symétriques par image-directe, est un diagramme commutatif,
Hc(Fm+1(M0))
pm! [−dM ]

γm+1
' // Hc(U
m+1)[1]
qm![−dM ]

Hc(Fm(M0))
γm
' // Hc(U
m)[1] .
b) Le diagramme suivant obtenu en dualisant et concaténant les diagrammes
de (a) et où l’on a noté Fi pour Fi(M0), est un diagramme commutatif,
Hbm(F1)
p∗1
// Hbm(F2)
p∗2
// ··· // Hbm(Fm)
p∗m
// Hbm(Fm+1) //
Hbm(U1)
q∗1
//
γ∗1 [0]
OO
Hbm(U2)[1]
q∗2
//
γ∗2 [−1]
OO
··· // Hbm(Um)[m−1]
q∗m
//
γ∗m [1−m]
OO
Hbm(Um+1)[m] //
γ∗m+1 [−m]
OO
Les morphismes y sont compatibles aux actions des groupes symétriques
lorsque l’on tord Hbm(Um) par σm (cf. 6.5.1-()). Les suites horizontales
sont alors des FI-modules (cf. 7.2.1) et la famille {γ∗m[1 − m]} est un
isomorphisme de FI-modules.
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Démonstration. (a) Notons Q(m) = m(m−1)2 dM . Compte tenu de l’égalité ()
de 6.6.3, on a
(qm! ◦ γm+1)(ω) = (−1)|ω|m+Q(m+1) cm(pm!(ω))
= (−1)(|ω|−dM )m+Q(m)cm(pm!(ω)) = (γm ◦ pm!)(ω)
La compatibilité par rapport aux actions des groupes symétriques est claire.
(b) On verra dans 7.2.1 que la condition pour que les suites horizontales
soient des FI-modules est que pour tous m < n, on ait
(p∗n−1 ◦ · · · ◦ p∗m)(Hbm(Fm(M0))) ⊆ Hbm(Fn(M0))1m×Sn−m
et de même pour la deuxième ligne. C’est évident pour la première ligne, et
donc aussi pour la seconde qui en est isomorphe. 
6.6.7. L’image-inverse sur les suites spectrales basiques. Nous allons
relever le morphisme q∗m : Hbm(Um)→ Hbm(Um+1)[1], pour m > 1, de 6.6.6
en un morphisme IE(q∗m) : IE(Um)→ IE(Um+1)[1, 0] de suites spectrales ba-
siques, de sorte que nous aurons le diagramme commutatif
Hbm(Um) q∗m // Hbm(Um+1)[1]
IE(Um)
KS
IE(q∗m) // IE(Um+1)[1, 0]
KS
répondant ainsi à la principale motivation de cette section 6.6 (cf. 6.6.1).
Les morphismes q∗m sont les duaux des morphisme qm! qui on été définis
comme la composée de trois morphismes
Hc(W
m+1)
cMV // Hc(U
m×M>0)[1]
pm! :=
∫
M>0
**
Hc(U
m+1)
ιU !
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qm! // Hc(U
m)[−dM ]
Dans ce qui suit, nous montrerons que le dual de chacun de ces morphismes
admet un relèvement spectral. Rappelons maintenant quelques notations.
– L’ouvert Um+1 ⊆ Fm+1(M>0) est muni du recouvrement (6.4.3)
Um+1 = {Um+11 , . . . , Um+1m+1 } où
(
x ∈ Um+1i ⇔ xi 6∈M0
)
.
– L’ouvert Wm+1 ⊆ Fm(M>0)×M>0 est muni du recouvrement (6.6.2)
Wm+1 :={Wm+11 , · · · ,Wm+1m+1 } où
{
Wm+1i :=U
m
i ×M>0 , si i6m,
Wm+1m+1 :=Fm(M>0)×M>0 .
On décompose Wm+1 en réunion de deux ouverts Hc(−)-acycliques
Wm+1 = Wm+1U ∪Wm+1F avec
{
Wm+1U :=
(
Um×M>0
)
Wm+1F :=
(
Fm(M>0)×M>0
)
.
(††)
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Relèvement spectral de ι∗U . Comme le recouvrement Um+1 est la trace
sur Um+1 du recouvrement Wm+1, i.e.
Um+1 =Wm+1 e Um+1 := {Wm+1i ∩ Um+1 = Um+1i } ,
la naturalité de bicomplexes de cochaînes de Čech-Borel-Moore vis-à-vis des
restrictions ouvertes, induit un morphisme de bicomplexes de degré (0,0)
(ι∗U )•,∗ : Cˇ<(Wm+1)•;∗bm → Cˇ<(Um+1)•;∗bm
et donc un morphisme de suites spectrales
(ι∗U,r) : (IE(Wm+1)r , dr)→ (IE(Um+1)r , dr) .
Proposition A (relèvement de i∗U ). Le morphisme
IE(Wm+1)p,q1 = Cˇp(W;Hqbm(−))
(ι∗U,1)p,q
// IE(Um+1)p,q1 = Cˇp(U ;Hqbm(−)) ,
en fonction de p> 0 et de 16 i0< · · ·<ip6m+1, prend les valeurs suivantes.
. Si p = 0, on a (ι∗U,1)0,q = 0 puisque les W
m+1
i sont Hbm(−)-acycliques.(
IE(Wm+1)0,q1
)
i0 (ι∗U,1)0,q=0
//
(
IE(Um+1)0,q1
)
i0
Hqbm(W
m+1
i0
) = 0 Hqbm(U
m+1
i0
)
. Si p > 0 et ip < m+ 1, on a aussi (ι∗U,1)p,q = 0 puisque
Wm+1i0 ,...,ip = U
m
i0 ,...,ip×M>0
est Hbm(−)-acyclique.(
IE(Wm+1)p,q1
)
i0 ,...,ip (ι∗U,1)p,q=0
//
(
IE(Um+1)p,q1
)
i0 ,...,ip
Hqbm(U
m
i0 ,...,ip
×M>0) = 0 Hqbm(Um+1i0 ,...,ip )
. Si p > 0 et ip = m+ 1, on a
Wm+1i0 ,...,ip=m+1 = U
m
i0 ,...,ip−1×M>0 ,
et ι∗U,1 s’identifie à la restriction de
(
Umi0 ,...,ip−1×M>0
)
à Um+1i0 ,...,ip−1 ,m+1(
IE(Wm+1)p,q1
)
i0 ,...,ip=m+1 (ι∗U,1)p,q
//
(
IE(Um+1)p,q1
)
i0 ,...,ip=m+1
Hqbm(U
m
i0 ,...,ip−1×M>0)
restriction // Hqbm(U
m+1
i0 ,...,ip−1 ,m+1)
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Relèvement spectral de c∗MV. On commence par un scholie sur les bi-
complexes Cˇ•,∗< (U ; Ω∗) de cochaînes de Čech ordonnées, relatives à un recou-
vrement U = {U1, . . . , Um+1} et à valeurs dans le complexe de faisceaux de
cochaînes de Borel-moore (Ω∗bm, d∗) (6.4.5), ce que nous notons
Cˇ•,∗(U) := Cˇ•,∗< (U ; Ω∗bm) .
Soient U ′ := {U1, . . . , Um} et U ′′ := {Um+1} dont on remarquera tout de
suite que Cˇp(U ′) = 0 si p > m, et Cˇp(U ′′) = 0 si p > 1.
Définissons les restrictions de cochaînes de Čech ρ′, ρ′′ :
ρ : Cˇ•(U) −−→ Cˇ•(U ′)⊕ Cˇ•(U ′′)
ω 7−−→ (ρ′(ω), ρ′′(ω))
par {
ρ′(ω)i0 ,...,ip = ωi0 ,...,ip ∈ Ω∗(Ui0 ,...,ip ) , où 1 6 i0, . . . , ip 6 m,
ρ′′(ω)0 = ωm+1 ∈ Ω∗(Um+1) .
Posons ensuite U ′′′ := {U1 ∩ Um+1, . . . , Um ∩ Um+1}, et définissons
c : Cˇ•(U ′′′) −−→ Cˇ•+1(U) ()
par
c(ω)i0 ,...,ip =
{
ωi0 ,...,ip−1 , si ip = m+ 1,
0 , sinon.
Proposition. La suite
0→ Cˇ•(U ′′′) c−−→ Cˇ•+1(U) ρ−−−→
(ρ′ ,ρ′′)
Cˇ•+1(U ′)⊕ Cˇ•+1(U ′′)→ 0 (‡)
est une suite exacte courte de morphismes de bicomplexes. Les morphismes
qu’elle induit sur les cohomologies des complexes simples associés coïncident
alors avec les morphismes de la suite exacte longue de Mayer-Vietoris pour
le recouvrement ∪U = (∪U ′) ∪ (∪U ′′), soit
→H∗bm(∪U ′′′) cMV−−→H∗+1bm (∪U) ρ−−→H∗+1bm (∪U ′)⊕H∗+1bm (∪U ′′)→H∗+1bm (∪U ′′′)→
En particulier, le morphisme de liaison cMV est l’aboutissement du mor-
phisme des suites spectrales (cr) : (IE(U ′′′), dr)→ (IE(U ′′′)[1, 0], dr) induit par
le morphisme de bicomplexes () et dont la restriction aux termes IE1 est
IE(U ′′′)p,q1 =
⊕
i0<···<ip
Hqbm(Ui0 ,...,ip ∩ Um+1)
(c1)p,q 
IE(U)p+1,q1 =
⊕
i0<···<ip
Hqbm(Ui0 ,...,ip+1 )
où, si ω ∈ (IE(U ′′′)p,q1 )i0 ,...,ip , on a
((c1)p,q(ω))k0 ,...,kp+1 =
{
ω , si (k0, . . . , kp+1) = (i0, . . . , ip,m+ 1)
0 , sinon.
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Démonstration. Le fait que ρ est un morphisme de bicomplexes surjectif de
bidegré (0, 0) est immédiat. Son noyau ker•(ρ) est le sous-bicomplexe de
Cˇ•(U) vérifiant
ker0(ρ) = 0 et (∀p > 0)(ω ∈ kerp(ρ)⇔ ωi0 ,...,ip = 0 , si ip 6 m) ,
où l’on reconnaît l’image de c : Cˇ•−1(U ′′′) → Cˇ•(U). La suite (†) est donc
bien une suite exacte courte de bicomplexes.
Notons
U := ∪U , U ′ := ∪U ′ , U ′′ := ∪U ′′ , U ′′′ := ∪U ′′′ .
La suite courte de Mayer-Vietoris de bicomplexes
0→ Cˇ•(U) α−−→ Cˇ•(U e U ′)⊕ Cˇ•(U e U ′′) β−−→ Cˇ•(U e U ′′′)→ 0
est exacte puisque le faisceau Ω∗bm est flasque. Comme on a U e U ′ ⊇ U ′ et
U eU ′′ ⊇ U ′′, on dispose de morphismes de restriction de cochaînes de Čech
r′, r′′ et du diagramme commutatif
0→ Cˇ•(U) α //
id

Cˇ•(U e U ′)⊕ Cˇ•(U e U ′′) β //
r′′

r′

Cˇ•(U e U ′′′)→ 0
0→ Cˇ•−1(U ′′′) c // Cˇ•(U) ρ // Cˇ•(U ′) ⊕ Cˇ•(U ′′)→ 0
où r′ et r′′ induisent des quasi-isomorphismes au niveau des complexes
simples associés.
Il en résulté un isomorphisme canonique en cohomologie
ξ∗ : h∗ tot
(
Cˇ•,∗(U e U ′′′))→ h∗ tot (Cˇ•,∗(U ′′′))
rendant commutatif le diagramme
h∗−1 tot
(
Cˇ•,∗(U e U ′′′))
ξ∗−1

γ
//⊕ h∗ tot
(
Cˇ•,∗(U))
id

h∗−1 tot
(
Cˇ•,∗(U ′′′)) c // h∗ tot (Cˇ•,∗(U))
où γ correspond ou morphisme de liaison cMV : Hbm(U ′′′)→Hbm(U)[1] de la
suite longue de Mayer-Vietoris pour le recouvrement U = U ′ ∪ U ′′. A partir
de là la suite de la proposition est claire. 
Cette proposition, appliquée au recouvrementWm+1, fournit le relèvement
spectral du morphisme de liaison c∗MV : Hbm(U
m×M>0)→ Hbm(Wm+1)[1]
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Proposition B (relèvement de c∗MV). On munit W
m+1 du recouvrement
Wm+1, et Um×M>0 du recouvrement Um×M>0 et l’on note (IE(Wm+1)r , dr)
et (IE(Um×M>0)r , dr) les suites spectrales correspondantes. Alors, il existe
un morphisme de suites spectrales
(c∗MV,r) : (IE(Um×M>0)r , dr)→ (IE(Wm+1)r , dr))[1, 0]
convergeant vers le bigradué du morphisme de liaison
c∗MV : Hbm(Um×M>0)→ Hbm(Wm+1)[1] .
L’action de (c∗MV,r) sur IE1 est donnée par le plongement canonique
IE(Um×M>0)p,q1
(cMV,1)p,q

⊕
16i0<···<ip6m
Hqbm(U
m
i0 ,...,ip
×M>0)
IE(Wm+1)p+1,q1 oo ? _
⊕
16i0<···<ip6m
Hqbm(W
m+1
i0 ,...,ip ,m+1
)
Relèvement spectral de
( ∫
M>0
)∗. On commence par rappeler que le
morphisme d’intégration sur les fibres a un sens déjà au niveau des complexes
de cochaînes à support compact :
pm! =
∫
M>0
: Ωc(−)⊗ Ωc(M>0)→ Ωc(−)[−dM−1]
et c’est un morphisme compatible à l’opération de cobord. Par dualité et
naturalité vis-à-vis des inclusions ouvertes, on obtient le morphisme de bi-
complexes de cochaînes de Čech-Borel-Moore de degré [0, 0]
(p∗m)•,∗ : Cˇ(Um)•,∗bm → Cˇ(Um×M>0)•,∗bm . (‡)
Le théorème suivant et immédiat.
Proposition C (relèvement de p∗m). Par passage aux complexes simples
associés, le morphisme de bicomplexes (‡) induit le morphisme image-inverse
p∗m : Hbm(Um)→ Hbm(Um×M>0) .
Il induit également un morphisme de suites spectrales
(p∗m,r) : (IE(Um)r , dr)→ (IE(Um×M>0)r , dr) .
L’action de (p∗m,r) sur IE1 est donnée par les morphismes image-inverse :
IE(Um)p,q1
(p∗m,1)p,q

⊕
16i0<···<ip6m
Hqbm(U
m
i0 ,...,ip
)
p∗m

IE(Um×M>0)p,q1
⊕
16i0<···<ip6m
Hqbm(U
m
i0 ,...,ip
×M>0)
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Conclusion. La composition des morphismes des suites spectrales des pro-
positions ABC donne le morphisme de suites spectrales annoncé dans 6.6.7
IE(q∗m) : (IE(Um)r , dr)→ (IE(Um+1)r , dr)[1, 0] .
Le diagramme commutatif suivant traque sa valeur sur les termes IE1
IE(Um)p,q1
(p∗m,1)p,q

⊕
16i0<···<ip6m
Hqbm(U
m
i0 ,...,ip
)
p∗m

p∗m
oo
IE(Um×M>0)p,q1
(cMV,1)p,q

⊕
16i0<···<ip6m
Hqbm(U
m
i0 ,...,ip
×M>0)
IE(Wm+1)p+1,q1 oo ? _
(ι∗U,1)p,q

⊕
16i0<···<ip6m
Hqbm(W
m+1
i0 ,...,ip ,m+1
)
ι∗U

IE(Um+1)p+1,q1 oo ? _
⊕
16i0<···<ip6m
Hqbm(U
m+1
i0 ,...,ip ,m+1
)
Toutes ces observations conduisent à l’énoncé suivant.
6.6.8. Proposition. Soit M une pseudovariété orientée de dimension dM .
Il existe un morphisme de suites spectrales basiques
IE(q∗m) : (IE(Um)r , dr)→ (IE(Um+1)r , dr)[1, 0] ,
qui est compatible aux actions des groupes symétriques et qui rend le dia-
gramme suivant commutatif (22).
Hbm(Um) q∗m // Hbm(Um+1)[1]
IE(Um)
KS
IE(q∗m) // IE(Um+1)[1, 0]
KS
De plus, l’action de IE(q∗m) sur les termes IE(−)1 est donnée par
IE(Um)p,q1
IE(q∗m)
p,q
1 // IE(Um+1)p+1,q1OO
?⊕
16i0<···<ip6m
Hqbm(U
m
i0 ,...,ip
)
⊕
p∗m //
⊕
16i0<···<ip6m
Hqbm(U
m+1
i0 ,...,ip ,m+1
)
22On rappelle que γ∗m est la renormalisation donnée dans 6.6.5 du morphisme de liaison
c∗m : Hbm(U
m)→ Hbm(Fm(M0))[1−m]. On a γm(ω) = (−1)|ω|m+
m(m−1)
2
dM cm(ω).
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6.7. Relèvement spectral de p∗m : H
i
bm(Fm(M))→ Hibm(Fm+1(M))
Si nous combinons la proposition précédente 6.6.8 aux théorèmes 6.6.6 et
6.5.2, nous obtenons les suites de représentations de groupes symétriques
Hbm(F1)
p∗1
// Hbm(F2) // ··· // Hbm(Fm)
p∗m
// Hbm(Fm+1) //
Hbm(U1)
q∗1
//
γ∗1 [0]'
OO
Hbm(U2)[1] //
γ∗2 [−1]'
OO
··· // Hbm(Um)[m−1]
q∗m
//
γ∗m [1−m]'
OO
Hbm(Um+1)[m] //
γ∗m+1 [−m]'
OO
IEσ(U1)
IEσ(q∗1 )
//
KS
IEσ(U2)[1,0] //
KS
··· // IEσ(Um)[m−1,0]
IEσ(q∗m)
//
KS
IEσ(Um+1)[m,0] //
KS
où la ligne centrale doit être tordue par les caractères σm correspondants.
L’énoncé suivant est alors corollaire de 6.6.8 et 6.5.2.
6.7.1. Théorème. Soit M une pseudovariété orientée de dimension dM .
a) Le morphisme de suites spectrales basiques
IE(q∗m) : (IE(Um)r , dr)→ (IE(Um+1)r , dr)[1, 0] ,
définit, pour chaque i ∈N, chaque couple (p, q) tel que q = i+ (m−(p+1))
et chaque r > 1, une suite indexée par m ∈ N
IEσ(q
∗
m)
p,q
r : IEσ(Um)p,qr → IEσ(Um+1)p+1,qr ,
qui est un FI-module. La somme de ces suites pour chaque r > 1 converge
vers le bi-gradué du morphisme de Sm-modules
p∗m : H
i
bm(Fm(M))→ H ibm(Fm+1(M))
pour les filtrations régulières induites par les isomorphismes γ∗m et γ∗m+1.
b) Sur la page IEσ(U∗)1 les FI-modules en question, sont naturellement iso-
morphes aux FI-modules définis par les morphismes
IEσ(q
∗
m)
p,q
1 = ind
Sm
Sm−(p+1)×Sp+1 (p
∗
m)
qui rendent commutatif le diagramme suivant.
IEσ(Um)p,q1 = indSm
Sm−(p+1)×Sp+1
σ ⊗Hqbm(Umm−p,...,m) +3
ind(p∗m)

H ibm(Fm(M))
p∗m

IEσ(Um+1)p+1,q1 = indSm+1
Sm−(p+1)×Sp+2
σ ⊗Hqbm(Um+1m−p,...,m+1)

IEσ(q∗m)
p,q
1
+3 H ibm(Fm+1(M))
où σ indique que l’action de Sm−(p+1)×1 est tordue σm−(p+1).
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c) Modulo les isomorphismes Ξ de 6.5.2-(b), on a le diagramme commutatif
d’espaces vectoriels
Hqbm(U
m
m−p,...,m)
p∗m //
Ξmp+1 '

Hqbm(U
m+1
m−p,...,m+1)
⊕
f∈F(p+1,m)
HQbm(Fp(f)(M>0))
⊕
p∗p+1
//
⊕
f•∈F•(p+2,m+1)
HQbm(Fp(f•)(M>0))
?
(Ξm+1p+2 )
−1
OO
()
où nous avons noté
– Q := q − (m−(p+1)) dM = i− (m−(p+1)) (dM−1).
– F(p+1,m) := ensemble des applications f : [[1,m]] telles que(
x < f(x), si x < m− p) et (f(x) = x, autrement) .
– F•(p+2,m+1) := ensemble des applications f : [[1,m+1]] telles que(
x < f(x) < m+1, si x < m− p) et (f(x) = x, autrement) .
– p(f) est la partition de [[1,m]] définie par les fibres de f et la fonction
f• : [[1,m+1]] est le prolongement de f qui vérifie f•(m+1) = m+1.
Démonstration. (a,b) L’identification des morphismes IEσ(q∗m)
p,q
1 comme mor-
phismes induits résulte de 6.5.2 qui montre que l’on a
IEσ(Um)p,q1 = indSm
Sm−(p+1)×Sp+1
σm−(p+1) ⊗Hqbm(Umm−p,...,m) ,
et comme IEσ(q∗m)
p,q
1 est un morphisme de Sm-modules (6.6.8), il est dé-
terminé par sa restriction à σm−(p+1) ⊗Hqbm(Umm−p,...,m) qui n’est autre que
id⊗p∗m où id désigne l’identité sur σm−(p+1). Le fait que l’on obtient ainsi
un FI-module est alors immédiat. A partir de là, on conclut grâce à la com-
patibilité des différentielles dr avec les actions des groupes symétriques et au
fait que la catégorie des FI-modules est abélienne (7.2).
(c) Compte tenu de 6.5.2-(b), nous avons seulement à justifier la dernière
ligne () du diagramme, somme directe des duaux des morphismes d’inté-
gration sur les fibres
pm! : Hc(U
m+1
m−p,...,m+1)→ Hc(Umm−p,...,m)[−dM>0 ]
où, en notant Fp+2 := Fp+2(M>0) pour simplifier,
Um+1m−p,...,m+1 = ∆m+1(M
m−(p+1)
>0 ×Fp+2) .
Avertissement. Dans un souci d’allégement de notations, nous allons omettre
d’écrire ‘Hc(−)’ autour des termes des diagrammes qui vont suivre.
Pour tous a, b ∈ N, le morphisme d’intégration sur la dernière coordonnée
p! : ∆a+b+1(M
a
>0×Fb+1)→ ∆a+b(Ma>0×Fb) (†)
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est défini dans 6.2.4-(a) à travers l’inclusion ouverte
∆a+b+1(M
a
>0×Fb+1) ι //
p! ++
∆a+b(M
a
>0×Fb)×M>0
∆a+b(M
a
>0×Fb)[−dM>0 ]

∫
M>0
et lorsque a > 0, on est conduit à considérer le diagramme suivant
∆a+b+1(M
a
>0×Fb+1) ι //


∆a+b(M
a
>0×Fb)×M>0
× id

∫
M>0
//
M>0×∆a+b(Ma−1>0 ×Fb+1)
ρ

ι′ //
[
M>0×∆a+b−1(Ma−1>0 ×Fb)
]×M>0
ρ× id
∐
F(a+b,a+b+1)
∆a+b(M
a−1
>0 ×Fb+1) ι
′′
//
c [+1]

∐
F(a+b−1,a+b)
∆a+b−1(Ma−1>0 ×Fb)×M>0
c× id [+1]

∫
M>0 //
où les colonnes sont les suites exactes longues de cohomologie à support
compact habituelles dans nos théorèmes de scindage (3.1.1). Les termes de
la deuxième ligne sont nuls puisque M>0 apparaît en facteur, les flèches de
liaison c sont donc des isomorphismes et la question que nous cherchons à
comprendre concerne l’interprétation de p! dans (†) en termes de la der-
nière ligne du diagramme. Or, la flèche en pointillé n’est pas tout à fait
bien définie. En effet, les composantes du fermé
∐
F(a+b,a+b+1)
∆a+b(M
a−1
>0 ×Fb+1)
sont bien les traces des composantes de
∐
F(a+b−1,a+b)
∆a+b−1(Ma−1>0 ×Fb)×M>0 sur
l’ouvert M>0×∆a+b(Ma−1>0 ×Fb+1), que l’on va noter U dans la suite, à
l’exception près de celle indexée par la fonction f0 : [[a+b+1]] définie par
f0(1) = a+ b+ 1, composante, par ailleurs, clairement fermée dans l’ouvert
∆a+b(M
a
>0×Fb)×M>0 que l’on va noter V dans la suite.
On a donc l’inclusion fermée
(M>0×∆a+b(Ma−1>0 ×Fb+1))f0 ⊆ U ∩ V
et tout cocycle ω d’Alexander-Spanier (faisceau c-mou) à support compact
de cette composante se prolonge en une cochaîne $ à support compact de
U∩V. Le morphisme de liaison donne alors c(ω) = d$, ce qui est un cocycle
à support compact dans ∆a+b+1(Ma>0×Fb+1). Or,
p!(c(ω)) =
∫
M>0
ι(c(ω)) =
∫
M>0
d$ = 0 ,
puisque $ ∈ Zc(V) et que V est le domaine de définition de
∫
M>0
.
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Ces remarques prouvent la commutativité du diagramme∐
F(a+b,a+b+1)
∆a+b(M
a−1
>0 ×Fb+1)[−1] ι
′′
//
c'

∐
F(a+b−1,a+b)
∆a+b−1(Ma−1>0 ×Fb)[−dM>0 ][−1]
c'

∆a+b+1(M
a
>0×Fb+1)
p! // ∆a+b(M
a
>0×Fb)[−dM>0 ]
où maintenant ι′′ est bien définie. Sa valeur, qui dépend des composantes,
vaut
ι′′ =
{
0 sur (M>0×∆a+b(Ma−1>0 ×Fb+1))f0 ,
p! : ∆a+b(M
a−1
>0 ×Fb+1)→ ∆a+b−1(Ma−1>0 ×Fb) , autrement.
L’itération de ces idées conduit au diagramme commutatif∐
F(b+1,a+b+1)
Fb+1[−a] ι
′′
//
'

∐
F(b,a+b)
Fb[−dM>0 ][−a]
'

∆a+b+1(M
a
>0×Fb+1)
p! // ∆a+b(M
a
>0×Fb)[−dM>0 ]
où ι′′ = 0 sur les composantes indexées par les fonctions f : [[1,a+b+1]] telles
que |f−1(a+ b+ 1)| > 1, et c’est l’intégration sur les fibres autrement.
En dualisant, on obtient la description de la ligne () du diagramme du
théorème pour la cohomologie de Borel-Moore. 
7. Stabilité des familles de représentations
7.1. Motivations
Le comportement lorsque m 7→ ∞ des invariants associés aux espaces
Fm(X), notamment leurs groupes d’homotopie, leurs nombres de Betti, les
caractères de leurs cohomologies en tant que Sm-modules, ont fait l’objet
de très nombreux travaux. Un des résultats pionniers dans ces questions
est dû à V.I. Arnold (circa 1970) et concerne la détermination de la coho-
mologie des groupes de tresses d’E. Artin (1925) à un moment où l’on sa-
vait, grâce aux travaux de Fadel-Fox-Neuwirth ([13,16], 1962), que les es-
paces Fm(C) et BFm(C) := Fm(C)/Sm étaient asphériques, de groupes fon-
damentaux Π1Fm(C) = Pm : « le groupe des tresses colorées à m brins »,
et Π1BFm(C) = Bm : « le groupe des tresses non colorées à m brins », et
donc que les cohomologies des espaces Fm(C) et BFm(C) étaient canoni-
quement isomorphes à celles des groupes de tresses. C’est ainsi que Arnold
procède dans [1,2] où il énonce son « théorème de stabilité » , théorème qui
établit que, pour chaque i ∈ N fixé, le morphisme naturel H i(BFm(C);Z)→
H i(BFm+1(C);Z) est bijectif pour m > 2i − 2. C’est un résultat remar-
quable que ne révèle pas la connaissance explicite du polynôme de Poincaré
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de Fm(X) (voir thm. 11.3.1). Parallèlement, le même phénomène de stabi-
lité pour l’espace Fm(X) ne se produit pour ainsi dire jamais, déjà si nous
appliquons la formule de la remarque 4.2.2 pour X = C, nous voyons que
P(Fm(C))(T ) = (1 +T )(1 + 2T ) · · · (1 + (m−1)T ) d’où Betti1(Fm(C)) =
(
m
2
)
(polynomiale en m tout de même !).
Il faut attendre les années 2011 pour comprendre le lien entre ces deux
phénomènes grâce aux travaux de T. Church et B. Farb ([7,8]). En s’intéres-
sant, non pas à la famille {Bettii(BFm(C))}m, mais à la famille des représen-
tations {Sm :H i(Fm(C))}m, Church et Farb se livrent à des calculs explicites
en s’appuyant sur les recherches de Lehrer ([26], 1987) qui donnaient déjà la
« polynomialité » des caractères de cette famille (7.3.1), et sont conduits à
conjecturer que les multiplicités des composantes irréductibles des représen-
tations {Sm :H i(Fm(X))}m sont stationnaires (dans un sens qui sera précisé
dans 7.4.1), de sorte que lorsque X est en plus de type fini, la polynomialité
des caractères en découle moyennant un résultat classique de Macdonald (cf.
7.3.6, 1995). Church et Farb développent alors la théorie de « FI-modules »
(7.2) et remarquent que le phénomène de multiplicités stationnaires pouvait
s’expliquer comme conséquence de ce qu’ils ont appelé la « stabilité » (7.4.1)
de la famille de morphismes {p∗m : H i(Fm(X)) → H i(Fm+1(X))}m, ce qui
s’avéra être effectivement le cas.
Théorème (Church [7], 2012). Soit X une variété topologique, connexe et
orientable. Pour i ∈ N fixé, la famille {p∗m : H i(Fm(X))→H i(Fm+1(X))}m
est stable pour m> 2i si dimX > 3, et pour m> 4i si dimX = 2. Les familles
des caractères et des nombres de Betti correspondantes sont polynomiales et
la famille {Bettii(Fm(X)/Sm)}m est constante, sur les mêmes rangs.
Le théorème de stabilité d’Arnold apparaît de lors comme le fait que la
famille des sous-représentations triviales {H i(Fm(C))Sm}m est stationnaire.
Les paragraphes qui suivent sont destinés à rappeler les bases de la théo-
rie de FI-modules ([10]) qui a servi à prouver le théorème de Church. Nous
introduirons ensuite certains foncteurs d’induction dans la catégorie des FI-
modules qui vont nous permettre de généraliser le théorème de Church aux
familles {Sm :∆?m−aXm}m où X est une pseudovariété orientable. On pro-
cédera dans un premier temps en supposant que X est i-acyclique (thm.
9.2.3), puis, dans un deuxième temps, sans cette hypothèse (thm. 9.3.15)
mais à l’aide d’un nouvel instrument : les suites spectrales basiques (6.5.2).
7.2. Catégorie des FI-modules
Suivant [10], on note FI la catégorie dont les objets sont les ensembles
finis, et dont les morphismes sont les applications injectives. Si A est un an-
neau, on note Mod(A[FI]) la catégorie dont les objets, les «A[FI ]-modules »
(et même simplement FI-modules lorsque A est sous-entendu), sont les fonc-
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teurs covariants V : FI  Mod(A) et dont les morphismes sont les transfor-
mations naturelles entre ces foncteurs. Si V et W sont des FI-modules, on
note HomFI (V,W) l’ensemble des morphismes de V vers W.
Conventions et notations. Dans ce qui suit, on identifie pour tous b > 0
Sm = FixSm+b [[m+1,m+b]] et Im×Sb = FixSm+b [[1,m]] ,
ce qui donne le sens à l’inclusion Sm×Sb ⊆ Sm+b.
Dans une notation Vm  Ab, on désigne par Vm un Sm-module et par Ab
la représentation triviale de Sb dans A. Le produit tensoriel en question est
alors le Sm×Sb-module défini par (α, β) · (v ⊗ w) := (α · v, β · w).
7.2.1. Une équivalence de catégories. La restriction d’un FI-module à
la sous-catégorie pleine des intervalles de la forme [[1,m]] ⊆ N est une équi-
valence de catégories entre Mod(A[FI]) et la catégorie des familles dénom-
brables V = {φm : Vm → Vm+1}m, où les Vm sont des A[Sm]-modules et où
les φm sont des morphismes de A[Sm]-modules dont les composées
φm+b,m := φm+b ◦ · · · ◦ φm+1 ◦ φm , ∀b ∈ N , (‡)
vérifient
φm+b,m(Vm) ⊆ (Vm+b)Im×Sb , ∀m, b ∈ N . ()
Les morphismes φm+b,m sont les « les morphismes de transition de V », ils
se factorisent suivant le diagramme
Vm
ι
##
φm+b,m // Vm+b
::
Φm+b,m
ind
Sm+b
Sm×Sb (Vm Ab)
()
où ι : Vm → Vm  A est le plongement v 7→ v ⊗ 1A et où Φm+b,m est le
morphisme de A[Sm+b]-modules induit (23).
Dans cette équivalence, un morphisme f : V → W de FI-modules se voit
comme une famille {fm : Vm → Wm}m de morphismes de A[Sm]-modules
vérifiant φm ◦ fm = fm+1 ◦ φm. Les familles {ker(fm)}m et {coker(fm)}m
ker(fm)

  // Vm
φm

fm //⊕ Wm
φm

// // coker(fm)

ker(fm+1)
  // Vm+1
fm+1
//Wm+1 // // coker(fm+1)
munies des morphismes de transition induits sont des FI-modules et font de
Mod(A[FI]) une catégorie abélienne (24).
23La condition () qui porte sur les Im×Sb-invariants est vide pour b = 1 et n’est donc
pas transitive, il suffit par contre qu’elle soit vérifiée pour b = 2 et tout m ∈ N.
24Dans [33], Sam et Snowden donnent une équivalence de catégories explicite entre
Mod(A[FI]) et une catégorie de modules sur un anneau.
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7.2.2. Troncatures de FI-modules. Soit q ∈ N. Pour tout FI-module
V = {φm : Vm → Vm + 1}, on notera V>q = {Wm → Wm+1} le sous-FI-
module de V avec Wm := 0 si m 6 q − 1, et Wm := Vm autrement.
On pose ensuite V6q−1 := V/V>q , d’où la suite exacte courte de FI-modules
V>q


// 0

// 0 //

Vq // Vq+1 // Vq+2 //
V

// Vq−2 // Vq−1 // Vq

// Vq+1

// Vq+2

//
V6q−1 // Vq−2 // Vq−1 // 0 // 0 // 0 //
On notera Mod(A[FI])>q (resp. Mod(A[FI])6q) la sous catégorie pleine de
Mod(A[FI]) dont les objets sont les FI-modules tronqués V>q (resp. V6q).
Les correspondances V  V>q et V  V6q sont clairement fonctorielles
covariantes et exactes.
7.2.3. Les FI-modules M(a). Pour 0 < a ∈ N, on note a := [[1,a]] , et
ensuiteM(a) := le foncteur covariant représenté par a, soit
M(a) : FI //Mod(A)
S  //M(a)S := A[MorFI (a, S)]
La famille {φm :M(a)m →M(a)m+1}m est alors caractérisée par{
si b < 0, M(a)a+b = 0
si b > 0, M(a)a+b = indSa+bSa×Sb A[Sa] Ab ,
et le morphisme de transition φa+b :M(a)a+b →M(a)a+b+1 est celui induit
à partir de l’identification de Sa×Sb-modules k[Sa] Ab = k[Sa] Ab+1,
k[Sa] Ab _

k[Sa] Ab+1 _

ind
Sa+b
Sa×Sb A[Sa] Ab
φa+b
// ind
Sa+b+1
Sa×Sb+1 A[Sa] Ab+1
où les flèches verticales désignent les inclusions canoniques.
7.2.4. Par le lemme de Yoneda, pour tout FI-module V l’application
Y : HomFI (M(a),V)→ Va , Y (f) = f(ida) ,
80
est bijective. Si v ∈ Va, on note eva(v) := Y −1(v), il s’agit du morphisme de
foncteurs dont les valeurs eva(v)a+b :M(a)a+b → Va+b sont
si b < 0, eva(v)a+b = 0
si b = 0, eva(v)a : A[Sa]→ Va, eva(v)a(α) = α · v
si b > 0, eva(v)a+b est la composée :
ind
Sa+b
Sa×Sb A[Sa] Ab
ind(eva(v)a)−−−−−−−−→ indSa+bSa×Sb Va Ab
Φa+b,a−−−−→ Va+b
7.2.5. Sous-FI-modules et FI-modules quotients. On appelle « sous-
FI-module » d’un FI-module V tout sous-foncteur W ⊆ V. En termes des
familles dénombrables V = {φm : Vm → Vm+1}m (7.2.1), l’inclusion W ⊆ V
équivaut à la donnée d’une famille de sous-Sm-modules Wm ⊆ Vm vérifiant
φm(Wm) ⊆Wm+1, auquel cas W := {φm Wm : Wm →Wm+1}.
L’intersection d’une famille de sous-FI-modules est un sous-FI-module.
On définit dualement la notion de « FI-module quotient ».
7.2.6. Systèmes générateurs de FI-modules. Soit V un FI-module.
Pour tout sous-ensemble Σ⊆∐m Vm, on appelle « sous-FI-module engendré
par Σ » et on le note 〈Σ〉, l’intersection de la famille des sous-FI-modules
W de V tels que Σ ⊆∐mWm.
Pour a ∈ N, notons Σa := Σ∩Va. D’après 7.2.3, chaque s ∈ Σa détermine
un et un unique morphisme de FI-modules
eva(s) :M(a)→ V , eva(s)(ida) = s .
Le lemme suivant est alors immédiat.
Lemme ([10] 2.3.2). Le sous-FI-module 〈Σ〉 ⊆ V est l’image du morphisme∏
0<a∈N,s∈Σa
eva(s) :
⊕
0<a;s∈Σa
M(a)→ V ,
7.2.7. FI-modules de type fini. Soit V un FI-module.
a) V est dit « engendré en degrés 6 d » si V = 〈Σ〉 avec Σ ⊆∐a6d Va.
b) V est dit « de type fini » si V = 〈Σ〉 avec Σ fini.
7.2.8. Proposition ([10] Finitude et noethérianité)
a) Un FI-module V est de type fini si et seulement si, il admet une surjection⊕
iM(ai)→ V pour une certaine famille finie {ai}
b) Un quotient d’un FI-module de type fini est de type fini.
c) Si l’anneau A des coefficients est noethérien, tout sous-FI-module d’un
FI-module de type fini est encore de type fini. (25)
25Prouvé dans [10] en supposant Q ⊆ A, et dans [9] en général.
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7.3. Caractères polynomiaux et stabilité des FI-modules
L’anneau A est un corps k de caractéristique nulle.
7.3.1. Caractères (éventuellement) polynomiaux. SiW := {Sm :Wm}m
est une famille de représentations de dimensions finies, on note χ(W) :=
{χSm (Wm)}m la famille de leurs caractères. Pour chaque m, il existe un po-
lynôme Pm ∈ k[X1, . . . ,Xm] tel que pour α ∈ Sm, on a
χ
Sm (Wm)(α) = Pm(X1, . . . ,Xm)(α) ,
où Xi(α) est le nombre des cycles de longueur i dans la décomposition de α
en produit de cycles disjoints. La famille χ(W) peut ainsi être décrite par
des familles {Pm}m de polynômes de l’algèbre k[X ] = k[X1,X2, . . .].
Définition. La famille de représentationsW est dite « à caractère éventuel-
lement polynomial » s’il existe N, r ∈ N et P ∈ k[X1, . . . ,Xr ] tels que
χ
Sm (Wm)(α) = P (X1, . . . ,Xr)(α) , ∀m > N , ∀α ∈ Sm . (∗)
On dit alors que χ(W) « est polynomiale pour m > N ».
7.3.2. Remarques
a) Un caractère du groupe Sm admet plusieurs écritures dans k[X1, . . . ,Xm]
(cf. 11.4.3), par contre, lorsque la condition (∗) est satisfaite, le polynôme
P est unique (cf. (39), p. 144).
b) Notons dimk(W) := {dimkWm}m. Lorsque χ(W) est éventuellement po-
lynomiale, on a, pour m assez grand,
dimkWm = P (X1,X2, . . . ,Xr)(Im) = P (m, 0, . . . , 0)
et la suite dimk(W) est éventuellement polynomiale en m.
7.3.3. Représentations irréductibles V (λ)m. Sous l’hypothèse en cours
de car(k) = 0, les représentations des groupes symétriques sont semi-simples
et définies sur Q. Les décompositions en composantes irréductibles sont alors
“indépendantes” de k ⊇ Q.
7.3.4. Reparamétrisation des représentions irréductibles
Pour 0 < a ∈ N, les représentations irréductibles de Sa sur k sont paramé-
trées par les décompositions λ ` a. On note Vλ la représentation irréductible
de Sa correspondante à λ ` a.
Définition. Soit λ = (λ1 > · · · > λ`) ` a. Pour tout m > |λ|+ λ1, on note
λ[m] ` m la décomposition (m− |λ|, λ1, . . . , λ`)
· · · ·
·λ =
{ }
·
·
7−→ λ[m] :=

(m− |λ|)...
· (λ1)· · ·
· ...·
· (λ`)
 ,
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Pour m > |λ| + λ1, on note V (λ)m la représentation irréductible de Sm
correspondante à λ[m], on pose donc :
V (λ)m := Vλ[m]
Les notations V (0)m et V (1)m = V ()m désignent ainsi respectivement la re-
présentation triviale et la représentation standard de dimension m−1 de Sm.
7.3.5. Remarques
a) Une décomposition µ ` m s’écrit d’une et d’une unique manière sous la
forme µ = λ[m]. Si µ = (µ1 > µ2 > · · · > µ`), on a λ = (µ2 > · · · > µ`)
et λ ` a := m− λ1 (y compris a = 0).
b) Dans la notation ‘λ[m]’, le nombre ‘m’, qui vérifie m > |λ|+ λ1, indique
la taille finale du diagramme. On a
`(λ[m]) = `(λ) + 1 ,
et si m 6 n, on a (λ[m])[n] 6= λ[n] .
c) Si λ[m] ∈ Y`(m), on a |λ| 6 m−
⌈m
`
⌉
. (26)
7.3.6. Les familles {V (λ)m}m apparaissaient déjà dans le livre de Macdonald
[29] comme exemple de famille de représentations à caractère polynomial.
L’auteur y établit par un calcul explicite le fait suivant (ex. I.7.14, p. 122).
Proposition ([29]). Pour λ ` a, il existe Pλ ∈ k[X] tel que, pour tout m >
|λ|+ λ1, on a
Pλ(α) = χSm (V (λ)m)(α) , ∀α ∈ Sm.
7.4. Monotonie et stabilité des FI-modules
7.4.1. Stabilité. Suivant [10], un FI-module V = {φm : Vm → Vm+1} est
dit « (uniformément) stationnaire », s’il existe N ∈ N tel que les conditions
suivantes sont satisfaites pour m > N .
a) Injectivité. Les applications φm : Vm → Vm+1 sont injectives.
b) Surjectivité. Vm+1 est engendré en tant que Sm+1-module par im(φm).
c) Multiplicités. (27) Dans la décomposition en représentations irréductibles
Vm =
⊕
λ
c(λ)m V (λ)m ,
les multiplicités c(λ)m ne dépendent pas de m.
26On désigne par dxe ∈ Z la partie entière par excès de x ∈ R, i.e. dxe − 1 < x 6 dxe.
Dans (c), le terme dm/`e représente le plus petit nombre de colonnes d’un diagramme de
Young de taille m possédant ` lignes, il faudrait donc convenir que d0/0e = 0.
27L’adverbe “uniformément” est utilisé dans [10] pour distinguer du cas où la condition
de stabilité de multiplicités (c) est demandée séparément pour chaque λ.
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Lorsque ces conditions sont satisfaites, on dit que V est un FI-module
« stable pourm>N ». Le « rang de stabilité de V », noté rgs(V), est la borne
inférieure de tels N , et si V n’est pas stationnaire, on pose rgs(V) = +∞.
Fait : la famille de caractères χ(V) est polynomiale pourm> rgms(V) (7.3.6).
7.4.2. Monotonie. Suivant la terminologie de Church ([7]), un FI-module
V = {φm : Vm→ Vm+1}m est dit «monotone pourm>N » lorsque pour tout
m > N et tout Wm ⊆ Vm isomorphe à V (λ)⊕km pour certain λ et k, le sous-
Sm+1-module Sm+1 · φm(W ) ⊆ Vm+1 contient un sous-module isomorphe à
V (λ)⊕km+1. On notera rgm(V) le plus petit des ces N .
Fait : les morphismes de transition de V sont injectifs pour m > rgm(V).
7.4.3. Lemme et définition. On appellera « rang de monotonie et stabi-
lité » d’un FI-module V, le nombre
rgms(V) := sup{rgm(V), rgs(V)}
Pour tout FI-module V et tout s ∈ N, on a rgms(V) 6 sup{rgms(V>s), s}, et
pour rgms(V>s), seul deux cas sont possibles
i) rgms(V>s) = sup{rgms(V), s} , ou bien
ii) rgms(V>s) = 0 , auquel cas V>rgms(V) = 0 et s > rgms(V).
Démonstration. Notons r := rgms(V). L’assertion (a) est claire et immédiate
lorsque V>r 6= 0 et aussi lorsque V>r = 0 et que s < r. Le cas restant est celui
où V>r = 0 et que s > r, cas auquel V>s = 0 et donc rgms(V>s) = 0. 
7.4.4. Proposition. Dans les énoncés qui suivent, ‘monotone’ est un rac-
courci pour ‘monotone pour m > N ’, et de même pour ‘monotone-stable’.
a) Un sous-FI-module d’un FI-module monotone est monotone.
b) Tout quotient monotone Q d’un FI-module monotone-stable V est mono-
tone-stable ainsi que le noyau de la surjection canonique ν : V → Q.
c) SoitW→V→Q→ 0 une suite exacte de FI-modules oùW est monotone-
stable. Alors, si V est monotone (resp. monotone-stable), Q l’est aussi.
d) Soit 0 → K → V → Q → 0 une suite exacte de FI-modules. Alors Si K
et Q sont monotones (resp. monotones-stables), V l’est aussi.
e) Soit · · · → V−1 d−1−−→V0 d0−−→V1 → · · · un complexe de FI-modules. Alors
i) Si V−1 est monotone-stable et V0 est monotone, H0(V∗) est monotone.
ii) Si V−1 et V0 sont monotones-stables et V1 est monotone, H0(V∗) est
monotone-stable.
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Démonstration. (a) Immédiat d’après la définition de monotonie.
(b) Le noyau K := ker(ν) est monotone d’après (a). La monotonie assure
la condition d’injectivité 7.4.1-(a) pour K, V et Q, mais aussi le fait que les
multiplicités c(λ)m pour Km, Vm et Qm sont non décroissantes pour m>N .
Il s’ensuit que si V est monotone-stable, les familles de multiplicités sont
constantes et la condition de multiplicités 7.4.1-(c) est satisfaite. Enfin, la
condition de surjectivité 7.4.1-(b) est une conséquence logique des propriétés
de monotonie et de multiplicités constantes.
(c) Pour la monotonie, il suffit, pour λ et n > N donnés, de se restreindre
au sous-FI-module Q′ ⊆ Q engendré par V (λ)⊕kn ⊆ Qn. On note V ′ le sous-
FI-module de V défini parV ′m = pi−1m (Q′m), d’où la suite exacte W → V ′ →
Q′ → 0 avec V ′ monotone d’après (a). On considère ensuite le diagramme
des morphismes de transition restreint aux composantes λ-isotypiques en n
K


V (λ)⊕ln
φn //


K ′′n ⊆ Kn+1


V ′
ν

V (λ)⊕kn ⊕ V (λ)⊕ln

φn // V ′′n ⊆ V ′n+1

Q′ V (λ)⊕kn
φn // Q′′n ⊆ Q′n+1
La composante λ-isotypique de Q′′n := Sn+1 · φn(V(λ)⊕kn ) ⊆ Q′n+1 est celle
de V ′′n := Sn+1 · φn(V(λ)⊕k+ln ) modulo celle de K ′′n := Sn+1 · φn(V(λ)⊕ln ).
Or, cette dernière est de multiplicité exactement l puisque K est supposé
monotone-stable, tandis que celle en V ′′n est de multiplicité > k+l puisque
V ′ est supposée (seulement) monotone. Par conséquent Q vérifie la condition
de monotonie pour λ en n. Cette conclusion étant valable pour tout n > N
et tout λ, le FI-module Q est bien monotone.
Maintenant, si l’on suppose V monotone et stable, Q est monotone d’après
ce qui précède et, donc, monotone-stable par (b).
(d). Même type de raisonnements que pour (c).
(e). (i) Si V0 est monotone, ker(d0) est monotone par (a), im(d−1) est
monotone-stable par (b), et on applique (c) à im(d−1) ↪→ ker(d0)→ H0(V∗).
(ii) Si V0 est monotone-stable et que V1 est monotone, ker(d0) est monotone-
stable par (a) et H0(V∗) est monotone-stable à nouveau par (c). 
La proposition suivante est une reformulation des résultats de Church
concernant les concepts de monotonie et de stabilité (loc.cit. prop. 2.5, p. 475).
7.4.5. Corollaire
a) La sous-catégorie pleine Modrgm6N (k[FI]) des FI-modules monotones
pour m > N , est stable par extensions dans Mod(k[FI]).
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b) La sous-catégorie pleine Modrgms6N (k[FI]) des FI-modules monotones
et stables pour m > N , est une sous-catégorie abélienne et stable par
extensions dans Mod(k[FI]). En particulier,
i) Si (V∗, d∗) est un complexe de Modrgms6N (k[FI]), ses FI-modules de
cohomologie hi(V∗, d∗) vérifient aussi rgms(hi(V∗, d∗)) 6 N .
ii) Dans le groupe K0(Mod(k[FI])), un FI-module V appartient au sous-
groupe K0(Modrgms6N (k[FI])), si et seulement si rgms(V) 6 N .
7.4.6. Commentaire. Un théorème important de la théorie de Church et
Farb établit l’équivalence pour un FI-module entre le fait d’être de type fini
et être éventuellement monotone et stable et (donc) à caractère polynomial
([10], thm. 1.13), mais ce type d’affirmation, de nature uniquement quali-
tative, ne renseigne pas sur les valeurs des rangs concernés. Les notions de
« poids » et de « degré de stabilité » d’un FI-module ont été introduites
dans le but de préciser cette question (cf. 7.9.8). Les sections 7.5–7.9 qui
vont suivre rappellent ces notions.
7.5. Poids d’un FI-module
7.5.1. Règles de branchement pour les représentations de Sm. Elles
expliquent les manipulations à effectuer sur le diagramme de Young µ cor-
respondant à une représentation simple Vµ d’un groupe symétrique, pour dé-
crire les composantes irréductibles de ses induits et ses restrictions. Le lemme
suivant rappelle ces règles ([10], lemma 3.2.3). (28)
7.5.2. Lemme. Le corps k est de caractéristique nulle.
a) [Règle de Pieri] Soit Vν la représentation irréductible de Sa correspon-
dante à un diagramme de Young ν ` a. On a :
ind
Sa+b
Sb×Sa kb  Vν ∼ ind
Sa+b
Sa×Sb Vν  kb =
⊕
µ`a+b Vµ ,
où les diagrammes µ ` a+ b sont ceux qui s’obtiennent en rajoutant une
boite sur b colonnes distinctes du diagramme ν.
b) Soit Vµ la représentation irréductible de Sa+b correspondante à un dia-
gramme de Young µ ` a+ b. On a :(
Res
Sa+b
Sa×Sb Vµ
)
Sb
=
⊕
ν`a Vν ,
où les diagrammes ν ` a sont ceux qui s’obtiennent en enlevant une boite
sur b colonnes distinctes du diagramme µ.
28Une bonne référence pour ces questions est [18], exercices 4.42-45, pp. 57-59. Les règles
de branchement découlent plus généralement de la règle de Littlewood-Richardson loc.cit.
appendice A, eq. (A.8) p. 456.
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7.5.3. Définitions
– Soit m > 0. Le « poids » d’un Sm-module W , noté P(W ), est le plus
grand des |λ| tels que Vλ[m] est facteur irréductible de W . Si W = 0, on
pose P(W ) := 0. On a toujours P(W ) < m (7.3.5(c)).
– Le « poids » d’un FI-module V = {Vm}, noté P(V), est la borne supé-
rieure de l’ensemble {P(Vm)} dans N ∪ {+∞}.
7.5.4. Proposition. Pour `, a ∈N, soit λ= (λ1 > · · ·> λ`) ` `+a et notons
` := #{i | λi > 1}. Pour tout S`-module W , on a
P
(
IndS`+aGλ W
)
6 P(W ) + `+ a
Démonstration. On a
Pλ E
(
Sλ1× · · ·×Sλ`×S`−`
)
E(1) NS|λ|Pλ = Sλ , (†)
d’où une surjection de S|λ|-modules
M := ind
S|λ|
Sλ1×···×Sλ`×S`−`
W → indS|λ|Gλ W . (‡)
(C’est même un isomorphisme lorsque (λ1, . . . , λ`) est strictement décrois-
sante, car, dans ce cas, l’inclusion E(1) dans (†) est une égalité.) On remarque
alors que le terme de gauche de (‡) n’est autre que le S`+a-module
M = ind
Sλ1+···+λ`+`−`
Sλ1×···×Sλ`×S`−`
kλ1  · · ·  kλ`  ResS`S`−` W ,
puisque dans l’action de Sλ1× · · ·×Sλ`×S`−` à travers Gλ, les Sλi agissent
trivialement sur W . L’itération de la règle de Pieri 7.5.2-(a) conduit alors à
la majoration
P(M) 6 λ1 + · · ·+ λ` + P(ResS`1`×S`−` W ) ,
avec λ1 + · · ·+ λ` = `+ a et où
P(ResS`1`×S`−` W ) 6 P(W ) . ()
En effet, un cas particulier de 7.5.2-(b) dit que P(ResS1+n11×Sn M) 6 P(M) ,
pour tout n ∈ N et tout S1+n-module M , ce qui conduit à () par itération.
On a donc montré que P(M)6P(W ) + `+a et la proposition résulte puisque
P(M) majore le poids des quotients de M , en particulier (‡). 
7.5.5. Remarque. Dans 7.5.4, l’égalité P
(
ind
S|λ|
Gλ
W
)
= P(W ) + `+ a peut
être atteinte. En effet, soit W = V (ν)`. Par la règle 7.5.2-(b), V (ν)`−` est
facteur de ResS`S`−` V (ν)` si et seulement si
`− `− |ν| > ν1 , (∗)
auquel cas P
(
ResS`S`−` V (ν)`
)
= |ν| est le plus grand poids possible.
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Notons M := ind
S|λ|
Sλ1×···×Sλ`×S`−`
V (ν)`−`. Par ce qui précède et par ité-
ration de la règle de Pieri 7.5.2-(a), on aura P(M) = |ν| + ` + a, si et
seulement si ` − ` − |ν| > sup{ν1, λ1} . Or, cette condition est vérifiée si
λ = (ν1, ν1 − 1, ν1 − 2, . . . , 1, . . . , 1), auquel cas ` = ν1 − 1 et (∗) est vérifiée
dès que ` > |ν| + 2ν1 − 1. Enfin, pour un tel λ, on a bien Sλ = Pλ et donc
ind
S|λ|
Gλ
V (ν)` = M .
7.5.6. Scindage d’un FI-module par le poids. Soit
Wm =
⊕
|µ|<m c(µ)mV (µ)m
la décomposition en facteurs irréductibles d’un Sm-module Wm.
Pour t ∈ N, on pose
W (>t)m :=
⊕
|µ|>t c(µ)mV (µ)m ,
et mutatis mutandis pour W (>t)m , W
(6t)
m , W
(<t)
m et W
(=t)
m , aussi noté W
(t)
m .
7.5.7. Proposition et définitions. Soit W := {φm : Wm → Wm+1}m un
FI-module.
a) On a φm(W>tm ) ⊆W>tm+1 pour tout t ∈ N. On définit alors
i) le sous-FI-moduleW(>t) ⊆W déterminé par les restrictions φ(>t)m des
morphismes de transition φm aux sous-modules W
(>t)
m , soit
W(>t) := {φ(>t)m : W (>t)m →W (>t)m+1}m ;
ii) le FI-module quotient W/W(>t)
W(6t) := {φ(6t)m : W (6t)m →W (6t)m+1}m := WW(>t) ;
iii) le FI-module W(t) sous-quotient de W « de poids unique t »
W(t) := {φ(t)m : W (t)m →W (t)m+1}m := W>tW>t .
(Dans tous les cas, on aura remarqué l’abus de notation pour les mor-
phismes de transition induits. . .)
b) Un FI-module W tel que P(W) < +∞, est extension successive de ses
FI-modules à poids unique W(t), t 6 P(W).
c) On a rgms(W) = sup
{
rgms(W(>t)), rgms(W(6t))
}
, ∀t ∈ N. En particulier
rgms(W) = sup
{
rgms(W(t))
∣∣ t ∈ N} .
Et de même avec rgm à la place de rgms.
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Démonstration. (a) Si V (µ)m est un facteur irréductible de Wm, le sous-
Sm+1-module engendré par φm(V (µ)m) est un quotient de indSm+1Sm V (µ)m.
Or, la règle de Pieri 7.5.2-(a) stipule que les composantes irréductibles de
indSm+1Sm V (µ)m sont les V (ν)m+1 dont le diagramme de Young est obtenu en
rajoutant une boite sur une colonne du diagramme de V (µ)m. Ces compo-
santes sont donc de multiplicité 1 et de poids |ν| > |µ|, (avec égalité |ν| = |µ|
si et seulement si µ= ν). Ceci établit l’inclusion φm(W>tm )⊆W>tm+1. La suite
de (a) est alors immédiate.
(b) Lorsque t := P(W) < +∞, on a W(>t) 6= 0 et W(>t) = 0 auquel cas
W(>t) =W(t). On donc la suite exacte courte de FI-modules
0→W(t) ↪→W →W(<t) =W/W>t → 0
où, par construction, P(W(<t)) < t. Un raisonnement par induction sur le
poids termine la preuve.
(c) On a rgms(W) = sup
{
rgms(W(>t)), rgms(W(6t))
}
par la définition même
de rgms. L’égalité rgms(W) = sup
{
rgms(W(t))
∣∣ t ∈ N} s’ensuit par (b) et par
la stabilité par extensions de Modrgms6N (k[FI]) (7.4.5-b). La preuve du cas
rgm à la place de rgms est essentiellement la même moyennant 7.4.5-(a). 
7.6. Les FI-modulesMHa (W ). Pour tout 0 < a ∈ N et tout sous-groupe
H ⊆ Sa, on définit le foncteur
MHa : Mod(k[H])→ Mod(k[FI])>a
par
MHa (W )a+b =
{
0 , si b < 0,
ind
Sa+b
H×Sb W  kb , si b > 0.
Pour tous 0 6 b1 6 b2, l’égalité W  kb1 = W  kb2 induit le morphisme de
H×Sb1 -modules de W  kb1 → ind
Sa+b2
H×Sb2 W  kb2 , d’où le morphisme (cano-nique) de transition
φa+b2 ,a+b1 : ind
Sa+b1
H×Sb1 W  kb1 → ind
Sa+b2
H×Sb2 W  kb2
dont l’image est clairement invariante sous l’action de 1a+b1×Sb2−b1 . La
famille MHa (W ) : {φm+1,m : MHa (W )m →MHa (W )m+1} définit donc bien
un FI-module.
L’action du foncteurMHa sur les morphismes suit le même principe d’in-
duction et ne sera pas détaillée.
7.6.1. Les FI-modulesMSaa (k[Sa]) etM(a) de 7.2.3 sont les mêmes. Dans
la suite on noteraMa :=MSaa .
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7.6.2. Proposition ([10])
a) Le foncteurMHa : Mod(k[H])→Mod(k[FI])>a est additif, exact et fidèle.
Il est aussi l’adjoint à gauche du foncteur « d’évaluation en a », i.e. pour
tout H-module W et tout FI-module V, on a :
HomFI (Ma(W ),V) = HomH (W,Va) .
En particulier, le FI-moduleMa(W ) est un objet projectif de Mod(k[FI]).
b) Le foncteurMa :=MSma est pleinement fidèle.
c) MHa (W ) est un FI-module de type fini si et seulement si, dimkW <∞.
d) (29) Pour tout Sa-module W , on a P(Ma(W )) = a .
e) (30) Pour tout Sa-module W , le FI-module MHa (W ) est éventuellement
monotone et stationnaire. On a
rgm(MHa (W )) 6 a et rgs(MHa (W )) 6 2a .
En particulier, si dimkW <+∞, la famille de caractères χ(MHa (W )) est
polynomiale à partir de m = 2a.
Indications. (a,b,c) sont immédiates. (d,e) résultent d’une étude fine des
règles de branchement 7.5.2 par Church (loc.cit.). Lorsque W = Vλ on a
même rgs(Ma(Vλ)) = |λ| + λ1. La dernière partie de (e) découle du calcul
de Macdonald 7.3.6. 
7.7. Catégorie des FB-modules. L’article [10] s’intéresse également aux
représentations de la sous-catégorie pleine FB ⊆ FI des ensembles finis et
leurs bijections. Un k[FB]-module est alors, par définition, un foncteur co-
variant R : FB → Vec(k), ce qui équivaut à la donnée d’une famille de re-
présentations de groupes finis R := {ρm : Sm 7→ Glk(Wm)}m. On a donc
Mod(k[FB]) =
∏
m∈N Mod(k[Sm]) .
Dans Mod(k[FB]), la notion de FB-module de type fini est inintéressante
car équivalente à la donnée d’une famille de représentions {Wm}m de di-
mensions finies presque toutes nulles. Par contre, la notion de « stabilité des
multiplicités des représentations V (λ)m » (7.4.1-(c)) garde tout son intérêt.
Définition. On dit que un FB-module est « (éventuellement) stationnaire »
lorsque la condition 7.4.1-(c) est satisfaite pour un certain N ∈ N.
7.8. Le FI-modules M(λ) et V(λ). On introduit un certain quotient
V(λ) := {φm : V (λ)m → V (λ)m+1}m du FI-module M|λ|+λ1 (V (λ)|λ|+λ1 )
29 [10], prop. 3.2.4.
30Hemmer [24] thm. 2.4, Church [7] §5 thm. 2.8, p. 494.
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(7.6) qui rassemble les représentations V (λ)m. La proposition 7.8.2 donne
ses principales propriétés, notamment pour la description des catégories
Modrgms6s(k[FI]) et Modrgm6s(k[FI]).
7.8.1. Définition. Étant donnée une décomposition λ, notons le FI-module
M|λ|(Vλ) de 7.6 plus simplement par
M(λ) := {φm : M(λ)m →M(λ)m+1}m .
D’après les règles de Pieri 7.5.2-(a), pour m > |λ|, la multiplicité c(µ)m de
V (µ)m dans la décomposition en facteurs irréductibles
M(λ)m := ind
Sm
Sa×Sm−a V (λ)a  k =
⊕
µ
c(µ)mV (µ)m ,
est le nombre de fois que l’on peut obtenir le diagramme µ[m] en rajoutant
une boite sur m−|λ| colonnes distinctes de λ. On a
c(µ)m > 0⇒
(|λ| 6 |µ| 6 |λ|+ λ1) ,
V (λ)m _
ι

M(λ)m
φm //M(λ)m+1
ν 
V (λ)m+1
et le FI-module M(λ)(|λ|) (le sous-quotient de M(λ) à poids unique |λ|
(7.5.7-(a))), est un quotient de M(λ). D’autre part, on a c(λ)m = 1 pour
m > |λ|+ λ1, puisque |µ| = |λ| équivaut à µ = λ.
Ceci implique que la composée ν ◦φm ◦ ι ci-contre,
où ν est la surjection canonique, est une injection
dont l’image engendre V (λ)m+1. On note alors
V(λ) = {φm : V (λ)m→ V (λ)m+1} := M(λ)(>|λ|)M(λ)(>|λ|) ·
7.8.2. Proposition
a) Pour toute décomposition λ, on a
P(V(λ)) = |λ| et rgm(V(λ)) = 0 et rgs(V(λ)) = |λ|+ λ1 .
b) Soit W = {φm : Wm → Wm+1}m un FI-module à poids unique t. Pour
n ∈ N, si Wn =
⊕
|µ|=t c(µ)nV (µ)n est la décomposition en composantes
irréductibles, on note
V(W, n) :=
⊕
|µ|=t c(µ)nV(µ)>n .
i) Pour tout λ et tout n > |λ|+ λ1, l’application canonique
HomFI (V(λ)>n,W)→ HomSn (V (λ)n,Wn)
est bijective. Dans la suite, on notera Υ (n) : V(W, n) → W le mor-
phisme de FI-modules correspondant à l’identité en degré n.
ii) rgms(W) 6 s, si et seulement si, Υ (s) : V(W, s)→W>s est bijectif.
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iii) rgm(W)6s, si et seulement si, Υ (n):V(W,n)→W est injectif ∀n>s.
En particulier, si rgm(W) 6 s et si Wm ∼ V (λ)m pour tout m > s,
on a W>s ' V(λ)>s.
c) Si W est tel que s := rgms(W) < +∞, le FI-module W>s est extension
de FI-modules de la forme V(µ)>s où |µ|+ µ1 6 s.
d) Un FB-module W = {Wm}m est stable pour m>N , si et seulement si, il
existe un FI-module Z = {φm : Zm → Zm+1}m monotone et stable pour
m > N , tel que Wm = Zm pour tout m > N .
Démonstration. (a) est implicite dans la définition 7.8.1
(b) Pour m ∈ N, si nous considérons V (µ)m+1 comme Sm-module, la règle
de Pieri 7.5.2-(a), nous dit qu’il contient une et une seule composante irré-
ductible de poids |µ|, à savoir V (µ)m et que sa multiplicité est égale à 1. Il
s’ensuit que la restriction φ(µ)m du morphisme de transition de W,
φm :
(
Wm =
⊕
|µ|=t c(µ)mV (µ)m
)
→
(
Wm+1 =
⊕
|µ|=t c(µ)m+1V (µ)m+1
)
,
à c(µ)mV (µ)m est à valeurs dans c(µ)m+1V (µ)m+1. Les sous-familles
W(µ) := {φ(µ)m : c(µ)mV (µ)m → c(µ)m+1V (µ)m+1}m
sont donc des sous-FI-modules de W et nous avons la décomposition
W =
⊕
|µ|=tW(µ) .
Chaque morphisme φ(µ)m se factorise suivant le diagramme
c(µ)mV (µ)m
φ(µ)m
//
 _
ι(µ)m

c(µ)m+1V (µ)m+1
c(µ)m ind
Sm+1
Sm
V (µ)m
pi(µ)m
// //
Φ(µ)m
55
c(µ)mV (µ)m+1
Ψ(W)(µ)m+1
OO
où φ(µ)m = Φ(W)(µ)m ◦ ι(µ)m est la factorisation standard (7.2.1-()), où
pi(µ)m : ind
Sm+1
Sm
V (µ)m → V (µ)m+1 est la surjection canonique sur l’unique
composante irréductible de indSm+1Sm V (µ)m de poids |µ|, et où Ψ(µ)m est le
morphisme induit par Φ(µ)m.
En additionnant, on obtient la factorisation de φm =
∑
µ φ(µ)m :
Wm
  ιm // ind
Sm+1
Sm
Wm
pim // //
[
ind
Sm+1
Sm
Wm
]
t
Ψ(W)m+1
//Wm+1 (∗)
où on a noté [M ]t la somme des composantes irréductibles de poids t d’un
Sm+1-module M .
La même démarche pour le FI-module U := V(W, n) conduit au même
type de factorisation (∗) (à ceci près que Ψ(U)m+1 un isomorphisme). La
92
naturalité de cette factorisation permet de construire, à partir de la donnée
d’un morphisme fn : Un → Wn, une famille (unique) de morphismes {fm :
Um →Wm}m>n qui constitue un morphisme de FI-modules f : U → W.
En effet, fixons fn : Un → Wn et supposons avoir défini fn+1, . . . , fz de
manière compatible aux morphismes de transition de U et W. On a alors le
morphisme de factorisations (∗)
Uz
(I)fz

  ιz // ind
Sz+1
Sz
Uz
ind
Sz+1
Sz
fz

piz // //
(II)
[
ind
Sz+1
Sz
Uz
]
t
[ind
Sz+1
Sz
fz ]t

∼
Ψ(U)z+1
// Uz+1
fz+1

Wz
  ιz // ind
Sz+1
Sz
Wz
piz // //
[
ind
Sz+1
Sz
Wz
]
t
Ψ(W)z+1
//Wz+1
(∗∗)
où les flèches en pointillé sont induites par fz et sont uniques à rendre com-
mutatifs les sous-diagrammes (I) et (II). Enfin, comme Ψ(U)z+1 est bijectif,
l’existence et unicité de fz+1 sont claires, ce qui termine la preuve de (b-i).
On remarque alors que lorsque fz est un isomorphisme, fz+1 est un iso-
morphisme, si et seulement si, Ψ(W)z+1 l’est. Or cette dernière condition est
une condition de monotonie et stabilité surW, de sorte que si s := rgms(W),
le morphisme Υ (s) : V(W, s)→W>s est un isomorphisme, d’où (b-ii).
De manière analogue, lorsque fz est une injection, on note W ′z := im(fz),
et l’on fixe une décomposition Wz = W ′z ⊕ Nz . La dernière ligne de (∗∗)
se décompose alors en somme directe de deux lignes, ce qui permet de
voir que fz+1 est injective, si et seulement si, la restriction de Ψ(W)z+1
à
[
ind
Sm+1
Sm
W ′z
]
t l’est. Or, ceci est très précisément la condition de monoto-
nie en z pour W, et l’assertion (b-iii) s’ensuit.
(c) Résulte de (b) et de 7.5.7-(b,c).
(d) Il suffit de prendre Z := V(W, N). 
7.9. Monotonie, stabilité et co-invariants
7.9.1. Co-invariants. Dans [10] (§3.1), on introduit, pour 0 6 t 6 m, le
foncteur des « Sm−t-co-invariants » (pour l’inclusion St×Sm−t ⊆ Sm)
(−)Sm−t : Mod(Sm) Mod(St)
W  WSm−t := k ⊗k[Sm−t ] W .
Pour tout FI-module W = {φm : Wm → Wm+1} et tout m > t, notons
νm : Wm → (Wm)Sm−t la surjection w 7→ 1⊗ w. La composée
−−−→Wm
νm+1◦φm
''
φm //Wm+1−−−→
νm+1

(Wm+1)Sm+1−t
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se factorise à travers νm : Wm → (Wm)Sm−t en un unique morphisme de St-
modules (φm) : (Wm)Sm−t → (Wm+1)Sm+1−t rendant les diagrammes suivants
commutatifs
−−−→Wm
νm

φm //Wm+1−−−→
νm+1

(Wm)Sm−t
(φm)
// (Wm+1)Sm+1−t
7.9.2. Le foncteur Φt. Pour t ∈ N, on note dans [10] (déf. 3.1.2)
Φt : Mod(k[FI]) ModN(k[St][T ]) ,
le foncteur qui fait correspondre à W = {φm : Wm →Wm+1}m le St-module
positivement gradué Φt(W)∗ défini par
Φt(W)m−t := (Wm)Sm−t , ∀m > t .
muni de l’action de degré +1 de T qui vaut (φm) sur (Wm)Sm−t .
7.9.2.1. A propos des notations. Le foncteur de co-invariants (−)Sm−t :
Mod(Sm) Mod(St) sera parfois aussi noté Φt(−) : Mod(Sm) Mod(St).
En particulier, on pourra écrire Φt(W)m−t = Φt(Wm) et (φm) = Φt(φm).
7.9.3. Lemme. Soit V(λ) = {φm : V (λ)m→ V (λ)m+1} le FI-module de 7.8.
Pour tout m > t, le morphisme de St-modules
Φt(φm) : Φt(V (λ)m)→ Φt(V (λ)m+1)
est injectif, et il est bijectif si t < |λ| ou si m > t+ λ1.
En particulier, siW =⊕λ c(λ)V(λ) = {φm :Wm→Wm+1}. Le morphisme
Φt(φm) est injectif pour tout m > t.
Démonstration. Pour m > |λ| + λ1 numérotons le diagramme de Young de
λ[m] de haut en bas et de gauche à droite comme dans le tableau :
τλ(m) :=
1 5 8 10 ... ... m
2 6 9 11
3 7
4
Notons (suivant [18] §4.1) Lλ(m), Pλ et Qλ les sous-groupes de Sm qui
laissent respectivement stables, la première ligne, les autres lignes et les co-
lonnes du diagramme sous-jacent à τλ(m). Notons ensuite, dans k[Sm],
lλ(m) :=
∑
α∈Lλ(m)
, aλ :=
∑
α∈Pλ
, bλ :=
∑
α∈Qλ
sgn(α)α .
Le « symétriseur de Young » associé à τλ(m) est l’élément de k[Sm]
cλ(m) := lλ(m) · aλ · bλ ,
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et le sous-Sm-module à gauche k[Sm] · cλ(m) ⊆ k[Sm] est isomorphe à la
représentation irréductible V (λ)m. On a aussi (loc.cit. ex. 4.4)
k[Sm] · cλ(m) = k[Sm] · bλ · aλ · lλ(m) .
Soient maintenant |λ| + λ1 6 m 6 n. D’après le choix du schéma de nu-
mérotations des tableaux, il est clair que par le plongement Sm ⊆ Sn on a
lλ(m) · lλ(n) = (m− |λ|)! lλ(n) .
La multiplication à droite par lλ(n) définit par conséquent un morphisme de
Sm-modules à gauche injectif :
φn,m : k[Sm] · bλ · aλ · lλ(m) (−)·lλ(n)↪−−−−−−−−→ k[Sn] · bλ · aλ · lλ(n) . ()
On remarque ensuite que toute permutation α ∈ Im×Sn−m fixe l’image de
φn,m puisque, d’une part, α commute à k[Sm] donc à k[Sm] ·bλ ·aλ et, d’autre
part, on a α · lλ(n) = lλ(n) parce que Im×Sn−m ⊆ lλ(n).
Si nous notons maintenant φm = φm+1,m, l’injection φn,m est multiple de
la composée φn−1 ◦ · · · ◦ φm et la familleW(λ) dont les termes Wm sont nuls
pour m < |λ|+ λ1 et qui, pour m > |λ|+ λ1, coïncide avec{
φm : k[Sm] · cλ(m)→ k[Sm+1] · cλ(m+ 1)
}
m
est un FI-module canoniquement isomorphe à V(λ) d’après 7.8.2-(b-iii).
Ce qui précède justifie l’égalité
Φt(V (λ)m) = k
[
Sm−t\Sm
] · lλ(m) · aλ · bλ , ∀m > t ,
et Φt(φm) sera injective si et seulement si le morphisme induit par la multi-
plication à droite par lλ(m+1) :
k
[
Sm−t\Sm
] · lλ(m)→ k[Sm+1−t\Sm+1] · lλ(m+1)
est injectif. Or, ceci revient à montrer que l’application naturelle
Sm−t\Sm/Lλ(m) −−→ Sm+1−t\Sm+1/Lλ(m+1)
est injective, ce qui résulte d’une analyse élémentaire.
Maintenant, du fait de l’injectivité de Φt(φm), sa bijectivité résulte du
décompte des composantes irréductibles de Φt(V (λ)m+1) en tant que St-
module. La règle de branchement 7.5.2-(b) nous dit que ce nombre est le
nombre des manières d’enlever m+1−t boites de colonnes différentes de
λ[m+1]. Il s’ensuit que si m+1−t > λ1, on est obligé d’enlever la dernière
boite de la première ligne de λ[m+1] et l’on retrouve alors le nombre des
composantes irréductibles de Φt(V(λ)m) par la même règle de branchement.
Le assertion concernant W =⊕λ c(λ)V(λ) est conséquence immédiate du
cas où la somme et les multiplicités sont finies, ce qui est clair d’après la
première assertion. 
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7.9.4. Définitions. Le « degré de stabilité (resp. d’injectivité) en t ∈ N »
d’un FI-module W, noté deg-stabt(W) (resp. deg-injt(W)), est le plus petit
d ∈ N ∪ {+∞} tel que l’application T : Φt(W)n → Φt(W)n+1 est bijective
(resp. injective) pour tout n > d.
7.9.5. Proposition. On fixe t ∈ N.
a) Le foncteur Φt : Mod(k[FI]) ModN(k[St][T ]) est covariant et exact.
b) Soit λ une partition. Pour tous m > t, notons It(V (λ)m) la famille des
partitions ν ` t telles que Vν est un facteur irréductible de Φt(V (λ)m),
répétées autant de fois que leurs multiplicités. Alors, on a des inclusions
It(V (λ)m) ⊆ It(V (λ)m+1) , ∀m > t ,
et ces inclusions sont des égalités si et seulement si m > t+ λ1.
c) Soit λ une partition et soit V(λ) le FI-module de 7.8.2. Alors,
i) Pour tout t ∈ N, deg-injt(V(λ)>s) = 0 , ∀s ∈ N .
ii) t < |λ| ⇔ Φt(V(λ)) = 0. Dans ces cas,
deg-stabt(V(λ)>s) = 0 , ∀s ∈ N .
iii) t = |λ| ⇔ Φt(V(λ))m−t = Vλ et T = id. Dans ces cas,
deg-stab|λ|(V(λ)>s) = sup{λ1, s− |λ|} , ∀s ∈ N .
iv) Si t > |λ| et m > t+ λ1 , on a Φt(V(λ))m−t ' indStS|λ|×St−|λ|Vλ  k , et
T : Φt(V(λ))m−t → Φt(V(λ))m+1−t est bijective. Dans ces cas,
deg-stabt(V(λ)>s) = sup{λ1, s− t} , ∀s ∈ N .
Démonstration. (a) est immédiat.
(b) et (c-i) par l’injectivité de (φm) du lemme 7.9.3.
(c-ii)-(c-iv) c’est le lemme 3.2.7 de [10], qui résulte également du lemme
7.9.3 et de la règle de branchement 7.5.2-(b). Nous omettons les détails. 
7.9.6. Suite du commentaire 7.4.6. L’intérêt du poids et du degré de sta-
bilité d’un FI-moduleW apparaît dans la proposition 3.3.3 de [10] qui établit
la majoration rgs(W) 6 P(W) + deg-stab(W) (31). Un outil important dans
notre travail est le foncteur d’induction Indλ : Mod(k[FI])  Mod(k[FI])
qui sera introduit dans la section 8. Ce foncteur est un ‘recollement’ des
foncteurs IndSmGλ\m de 5.3.3-(b) et lorsqu’il est appliqué à un FI-moduleW, il est crucial de comprendre le rapport entre les rangs de W et ceux
de Indλ(W). En ce sens, la proposition 3.3.3 loc.cit. était à priori intéres-
sante dans la mesure où nous avons un meilleur contrôle de la perturba-
31Le « degré de stabilité » deW y est défini par deg-stab(W) := supt∈N{deg-stabt(W)}.
Il ne sera pas utilisé dans ce travail.
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tion de P(W) et de deg-stab(W) lors de ces inductions (cf. 7.5.4). Cela n’a
pourtant pas suffi et nous avons été emmenés à caractériser autrement les
rangs de W. La suite décrit cette nouvelle approche. Elle conduira au théo-
rème 8.1.5 qui donne les majorations rgms(Indλ(W)) 6 rgms(W) + 2|λ| et
rgm(Indλ(W)) 6 rgm(W) + |λ|.
7.9.7. Rangs étendus
Les « rangs étendus » de W = {φm : Wm →Wm+1}m sont les nombres{
rgems(W) := inf
{
s ∈ N ∣∣ Φt(φm) est bijective ∀m > s ,∀t 6 P(W) 6 m}
rgem(W) := inf
{
s ∈ N ∣∣ Φt(φm) est injective ∀m > s ,∀t 6 m}
rgems
Φt(φm)
est bijectif
Φt(φm)
est injectif
P
t
m0 rgem
P
t
m0
7.9.8. Proposition. Pour tout FI-module W, on a
rgm(W) = rgem(W) et rgms(W) = rgems(W)
La démonstration résultera du lemme suivant.
Lemme
a) Soit rge ∈ {rgem, rgems}.
i) Si 0→ X //W // Y → 0 est une suite exacte de FI-modules, on a
rge(W) 6 sup{rge(X ), rge(Y)} .
ii) Si {W(t)} est la famille des sous-quotients à poids unique de W, on a
rge(W) = sup{rge(W(t))} .
b) Si W est à poids unique (7.5.7-(a-iii)), on a
rgm(W) = rgem(W) et rgms(W) = rgems(W) .
Preuve du lemme. (a-i) Pour chaque t ∈ N, la suite de k[St][T ]-modules
gradués 0→ Φt(X ) // Φt(W) // Φt(Y)→ 0 est exacte (7.9.5-(a)), auquel cas
deg-stabt(W)6 sup{deg-stabt(X ), deg-stabt(Y)} , et de même pour deg-injt.
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(a-ii) On suppose P(W) < +∞. Montrons que pour le plus petit entier a
tel que W(a) 6= 0, on a
rge(W) = sup{rge(W(>a)), rge(W(a))} . (1)
En effet, (a-i) donne déjà l’inégalité ‘6’. Ensuite, rge(W) > rge(W (a)) vient
de ce que si t 6 a, on a Φt(W>a) = 0 et alors Φt(W ) ∼ Φt(W a). Il nous reste
rge(W) > rge(W(>a)) . (2)
Le cas où rge = rgem est clair puisque Φt(W(>a)) est un sous-k[St][T ]-
module de Φt(W(>a)). Le cas rge = rgems, résulte de se placer dans la situation
où a < t 6 P 6 rgems(W) 6 m et de considérer le diagramme de colonnes
exactes
Φt(W
(>a)
m ) _

(φ>am ) // Φt(W
(>a)
m+1 ) _

Φt(Wm)

//
(φm)
' // // Φt(Wm+1)

Φt(W
(a)
m )
(φam) // Φt(W
(a)
m+1)
où (φam) est bijective, car injective d’après 7.9.5-(c-i) et surjective d’après les
autres flèches. On en déduit la bijectivité de (φ>am ) d’où (2) et donc (1).
À partir de là, l’assertion (a-ii) résulte par un argument inductif qui affirme
que W(>a) la vérifie.
(b) pour rgm(W). On a tout de suite que
Φt(φm) est injectif, ∀t < P(W) , ∀m, (3)
tout simplement parce que Φt(W) = 0 pour tout t < P(W) (7.9.5-(c-ii)).
Pour étudier les cas où t > P(W), on rappelle que d’après 7.8.2-(b-iii),
rgm(W) est le plus petit des s ∈ N tel que
Υ (n) : V(W, n)→W est injectif ∀n > s . (4)
Si nous appliquons, pour P(W) 6 t 6 n, le foncteur Φt(−) au diagramme
V(W, n)
_
Υ (n)

V (W, n)n
Υ (n)n
φn′ ,n
// V (W, n)n′
_
Υ (n)n′

W Wn
φW
n′ ,n
//Wn′
on obtient
Φt(V(W, n))
Φt(Υ (n))

Φt(V (W, n)n)
Φt(Υ (n)n)
  // Φt(V (W, n)n′ )
_
Φt(Υ (n)n′ )
Φt(W) Φt(Wn)
Φt(φWn′ ,n)
// Φt(Wn′ )
(5)
où clairement Φt(φWn′ ,n) est injective. Par conséquent, et compte tenu de (3),
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on conclut que l’on a
rgem(W) 6 rgm(W) .
Maintenant, si cette inégalité était stricte, il y aurait un certainm>P(W) tel
que φm : Wm →Wm+1 n’est pas monotone alors que Φt(φm) serait injective
pour tout t 6 P(W), ce qui est clairement impossible déjà pour t = P(W).
L’inégalité (5) est donc une égalité.
(b) pour rgms(W). On procède pareillement en remarquant cette fois que
dans (5) le morphisme Φt(φn′ ,n) est bijectif pour n > rgms(W) et t = P(W)
auquel cas, Φt(φWn′ ,n) est bijective si et seulement si, Υ (n) : V(W, n)→W>n
l’est. On conclut ensuite en appliquant 7.8.2-(b-ii). 
Preuve de la proposition 7.9.8. Le cas non trivial est celui où P := P(W) <
+∞. Dans ce cas, si {W(t)} est la famille des sous-quotients à poids unique
de W, on a vu dans (a-ii) du lemme et dans 7.5.7-(c) que l’on a
rge(W) = supt6P{rgeW(t)} et rg(W) = supt6P{rgW(t)}
avec rg∈ {rgm, rgms}. La proposition résulte alors de l’assertion (b) du lemme
qui établit les égalités rgm(W(t)) = rgem(Wt) et rgms(Wt) = rgems(Wt) . 
8. Foncteurs d’induction dans Mod(k[FI])
Nous introduisons certains foncteurs d’« induction » dans Mod(k[FI]) qui
« recollent » naturellement les foncteurs Ind S|λ|Gλ , I
m+a
m et Θ
m+a
m des sections
5.3 et 5.4. Nous étudions ensuite la perturbation du rang de monotonie et
stabilité des FI-modules sous l’influence de ces foncteurs (cf. 8.1.5-(d)).
8.1. Les foncteurs d’induction Indλ et Indρ,λ
8.1.1. Lemme et définition. Pour λ = (1X1 , 2X2 , . . . ,mXm ) `m et n >m,
on définit λ\n := (1(n−m)+X1 , 2X2 , . . . ,mXm ) ` n . Alors, pour tous a ∈ N et
n > m ∈ N, l’application
Ym−a(m) // Yn−a(n)
λ  // λ\n
· · · · ·
·m− a
 · ·· ··  //
· · · · ·
·m− a
 · ·· ··

n− a
...n−m
{
est bijective dès que m > 2a. On a donc |Ya(2a)| = |Ym−a(m)| .
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Démonstration. En effet, les décompositions de λ ` m vérifient l’inégalité
m = X1 + 2X2 + · · · ,mXm > X1 + 2(X2 + · · ·+ Xm) = X1 + 2(m− a− X1) ,
dont on déduit que X1 > m − 2a. Il en résulte que si m > 2a toute décom-
positions λ ` m comporte au moins m− 2a singletons, le fait de les enlever
ou de les rajouter établit la bijection entre Ym−a(m) et Ya(2a). 
8.1.2. Remarques et notations
a) Dans la notation ‘λ\n’, le nombre ‘n’, qui vérifie n > |λ|, indique la taille
finale du diagramme. On a (comparer à 7.3.5-(b)) :
`(λ\n) = `(λ) + (n− |λ|) ,
et si n 6 n′
(λ\n)\n′ = λ\n′ .
b) Étant donné λ = (1X1 , 2X2 , 3X3 , . . .) ∈ Y`(`+ a), on pose
` := `− X1 et λ = (10, 2X2 , 3X3 , . . .) ∈ Y`(`+ a) .
Les données suivantes sont associées au diagramme λ\m :
· · · · ·
· · ·
(λ)


`
·}
X1(λ\m)

m− |λ|...
(λ)
· · · · · }
` := `− X1· · ·
·
|λ| = `+ a
|λ| = |λ| − X1 6 2a
#{ · } = a
On a en particulier : λ\m= λ\m, ∀m> |λ|, ce qui nous conduit à étendre
la portée des notations en posant
λ\m := λ\m, ∀m > |λ| = |λ| − X1 .
8.1.3. Le foncteur Indλ sur Mod(k[FB]). Pour λ ∈ Y`(`+ a) donné,
Indλ : Mod(k[FB]) Mod(k[FB])>|λ|
est le foncteur qui fait correspondre à un Sm−a-module Vm−a, le Sm-module
Wm :=
{
0 , si m < |λ| ,
IndSmGλ\m Vm−a , si m > |λ|.
et qui fait correspondre à un morphisme de FI-modules f : V →W, la famille
de morphismes :
Indλ(f) :=
{
IndSmGλ\m (fm−a) : Ind
Sm
Gλ\m Vm−a → Ind
Sm
Gλ\m Wm−a
}
m>|λ| .
100
La proposition suivante étend la définition de Indλ à la catégorie des FI-
modules. Le théorème 8.1.5 établit ensuite le fait que le foncteur est exact
et respecte la finitude des FI-modules. Le théorème décrit également son
influence sur le rang de monotonie et stabilité des FI-modules.
8.1.4. Proposition et définition de Indλ sur Mod(k[FI])
Soit λ ∈ Y`(`+ a) et soient 0 6 |λ| 6 m 6 n.
a) L’inclusion Sm ⊆ Sn induit des inclusions (voir 5.1, 5.1.1)
Pλ\m ⊆ Pλ\n , Sλ\m ⊆ Sλ\n , Gλ\m ⊆ Gλ\n ,
b) Une application k-linéaire φn,m : Vm−a → Vn−a d’un Sm−a-module Vm−a
vers un Sn−a-module Vn−a, compatible à l’action de Sm−a et telle que
im(φn,m) ⊆ V Im−a×Sn−mn−a , admet un unique prolongement en une applica-
tion k-linéaire compatible à l’action de Sm
Indλ(φn,m) : IndSmGλ\m Vm−a → Ind
Sn
Gλ\n Vn−a
De plus,
im(Indλ(φn,m)) ⊆
(
IndSnGλ\n Vn−a
)Im×Sn−m .
c) Dans (b), si l’on suppose en plus que k[Sn−a] · im(φn,m) = Vn−a, on a
k[Sn] · im(Indλ φn,m) = Indλ Vn−a .
d) Pour tout FI-module V = {φm : Vm → Vm+1}, le FB-module Indλ(V)
muni de la famille de morphismes Indλ(φm) est un FI-module qui sera
pareillement noté. De plus, si f : V → W est un morphisme de FI-
modules, les morphismes des familles Indλ(φV ) et Indλ(φW ) commutent
à ceux de la famille Indλ(f) de 8.1.3. Les correspondances V Indλ(V),
f  Indλ(f) définissent un foncteur
Indλ : Mod(k[FI]) Mod(k[FI])>|λ| (Indλ)
Démonstration. (a) Résulte de remarquer que Pλ\m = Pλ×Im−|λ|, ce qui
implique que si Xr est le nombre des λi = r, on a Gλ = SXλ1× · · ·×SX2×SX1
alors
Gλ\m = SXλ1× · · ·×SX2×SX1+m−|λ| .
(b) Compte tenu de (a), le prolongement Indλ(φ) annoncé est bien défini et
est unique. L’image de Indλ φ est alors le sous-Sm-module de IndSnGλ\n Vn−a
engendré par im(φ), et le fait que im(Indλ φ) est invariant sous l’action du
groupe Im×Sn−m résulte de ce que ce groupe commute à l’action de Sm ⊆ Sn,
qu’il est contenu dans Sλ\n, et que, par la surjection Sλ\n → Gλ\n, il est en
bijection avec Im−a×Sn−m qui, lui, fixe im(φ) par hypothèse.
(c,d) Clairs. 
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8.1.5. Théorème. Soit λ ∈ Y`(`+ a). Notons ` := `(λ).
a) Le foncteur Indλ : Mod(k[FI]) Mod(k[FI])>|λ| de 8.1.4-(d), est cova-
riant, additif et exact. Il est fidèle sur la sous-catégorie Mod(k[FI])> `.
b) Si V est (de type fini) engendré en degrés 6 d, le FI-module Indλ(V) est
(de type fini) engendré en degrés 6 sup(d+ a, |λ|).
c) On a P(Indλ V) 6 P(V) + |λ| .
d) On a rgms(Indλ V) 6 rgms(V) + 2|λ| et rgm(Indλ V) 6 rgm(V) + a.
Démonstration. (a) Clair. (b) Un FI-module V = {φm : Vm → Vm+1}m est
engendré en degrés 6 d, si et seulement si, k[Sd+n] · im(φd+n,d) = Vd+n, pour
tout d> 0. L’assertion 8.1.4-(c) montre alors que Indλ V est bien engendré en
degrés 6 sup(`, d) + a. La deuxième partie de (b) résulte de même, puisque
V est de type fini, si et seulement si, il est engendré en degrés 6 d (pour d
assez grand), et dimk Vm < +∞ pour tout m 6 d. (c) est établi dans 7.5.4.
(d) pour rgms(Indλ V).
Si rgms(V) = +∞ on n’a rien à prouver, on suppose donc rgms(V) < +∞.
(A) Réduction au cas V := V(µ).
Soit V un FI-module et notons pour simplifier
P := P(V) et s := rgms(V) .
Par 7.8.2-(c), V>s est extension de FI-modules V(µ)>s où |µ| + µ1 6 s.
Maintenant, pout toute extension de deux tels FI-modules
0→ V(µ)>s //W // V(µ′)>s → 0 ,
la suite
0→ Indλ(V(µ)>s)→ IndλW → Indλ(V(µ′)>s)→ 0
est exacte et on aura
rgms(IndλW) 6 s+ 2|λ| , (1)
en appliquant 7.4.5-(b) si les extrémités vérifient cette majoration.
Or, on a Indλ(V(µ)>s) = Indλ(V(µ))>s+a et
rgms(Indλ(V(µ))>s+a) 6 sup{rgms(Indλ(V(µ)), s+ a}
= sup{|µ|+ µ1 + 2|λ|, s+ a} 6 s+ 2|λ| ,
et de même pour le terme en µ′, en supposant (d) vérifiée pour les extrémités.
En itérant l’idée, la majoration (1) est vérifiée pour toute extension finie
de FI-modules V(µ)>s, donc par V>s. On considère alors la suite exacte
0→ Indλ(V>s)→ Indλ V → Indλ(V<s)→ 0 ,
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où Indλ(V<s)m = 0 pour tout m > s+ a. On a donc bien
rgms(Indλ V) = rgms(Indλ(V>s)) 6 rgms(V) + 2|λ| .
(B) Le cas V = V(µ).
Nous devons prouver la majoration :
rgms(Indλ(V(µ))) 6 |µ|+ µ1 + 2|λ| ,
ce pour quoi, il suffira de prouver que l’on a
sup
06t6|µ|+|λ|
{
t+ deg-stabt
(
Indλ(V(µ))
)}
6 |µ|+ µ1 + 2|λ| , (2)
par 7.9.8-(b) et puisque P(Indλ(V(µ))) 6 |µ|+ |λ| par (c).
Dans ces questions il sera important de savoir à partir de quel m ∈ N le
poids de Indλ(V(µ)) est atteint. Les idées de la remarque 7.5.5 montrent que
pour avoir P(IndSmGλ\m V (µ)m−a) = |µ|+ |λ|, il faut µ[m−a]1 > `+sup{λ1, µ1}
µ[m−a] :=
(m−a−|µ|) > `+sup{λ1 , µ1}...
(µ1)
...
...
autrement dit, il faudra que
m > |µ|+ |λ|+ sup{µ1, λ1} (3)
ce que nous supposons désormais.
La preuve de (2) demande plusieurs étapes.
(B1) Réduction de IndSmGλ\m V (µ)m−a à Ind
Sm
1|λ|×Sm−|λ| V (µ)m−a.
D’après 8.1.4, on a Sλ\m = Sλ×Sm−|λ|, d’où
Gλ\m = Gλ×Sm−|λ| ⊆ Sm−a .
On considère alors le morphisme surjectif de Sm-modules
IndSm1|λ|×Sm−|λ| Vm−a
ρm // // IndSmGλ\m Vm−a
k[Sm]
⊗
Sm−|λ|
Vm−a
ρm // // k[Sm]
⊗
G|λ|×Sm−λ
Vm−a
(4)
On remarque ensuite que la surjection (4) établit un isomorphisme de Sm-
modules à gauche entre(
k[Sm]
⊗
Sm−|λ|
Vm−a
)
Gλ ' // k[Sm]
⊗
G|λ|×Sm−λ
Vm−a (5)
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où le groupe Gλ agit à droite sur le terme de gauche par
(P ⊗ v) · α := Pα⊗ α−1(v) .
Maintenant, si φm−a : V (µ)m−a → V (µ)m+1−a est un morphisme de tran-
sition de V(µ), le morphisme induit
k[Sm]
⊗
Sm−|λ|
Vm−a
id⊗φm−a
// k[Sm+1]
⊗
Sm+1−|λ|
Vm+1−a
est un morphisme de Sm×Gλ-bimodules. Il suffira par conséquent que le
morphisme de transition de co-invariants
Ψm,t :
(
k[Sm]
⊗
Sm−|λ|
Vm−a
)
Sm−t
(id⊗φm−a)
//
(
k[Sm+1]
⊗
Sm+1−|λ|
Vm+1−a
)
Sm+1−t
(6)
soit un isomorphisme de St-modules (à gauche) pour qu’il soit aussi un iso-
morphisme de Gλ-modules à droite et donc pour qu’il induise aussi un iso-
morphisme sur le sous-St-module des Gλ-invariants à droite, autrement dit,
pour que le morphisme de transition induit(
IndSmGλ\m V (µ)m−a
)
Sm−t
(indλ φm−a) //
(
IndSm+1Gλ\(m+1) V (µ)m+1−a
)
Sm+1−t
soit un isomorphisme (32).
(B2) Équivalences dans la description du morphisme Ψm,t dans (6).
Pour tout m ∈ N et tout L ⊆ [[1,m]], identifions le groupe SL des bijections
de L, au sous-groupe de Sm qui fixe i 6∈ L. Le centralisateur de SL dans
Sm est le sous-groupe S[[1,m]]rL qui fixe i ∈ L. Tout comme dans 7.9.1, le
foncteur des SL-co-invariants est le foncteur
(−)SL : Mod(Sm) Mod(S[[1,m]]rL)
W  WSL := k ⊗k[SL ] W .
On note ensuite L′ := L unionsq {m + 1} ⊆ [[1,m+1]]. Pour tout FI-module W,
le morphisme de transition φm : Wm → Wm+1 passe aux co-invariants où il
définit le morphisme de S[[1,m]]rL-modules
(φm) : (Wm)SL → (Wm+1)SL′ .
Maintenant, pour t 6 m fixés, notons
L := [[t+1,m]] et A := [[|λ|+1,m]] .
32La réciproque n’est à priori pas vraie, et nos estimations pour les degrés de stabilité
ne seront donc pas toujours optimales, elles le seront lorsque l’action de Gλ sur V (µ)m
est triviale, par exemple si la suite λ = (λ1, λ2, . . .) est strictement décroissante.
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L’étude de Ψm,t se ramène alors à l’étude du morphisme de St×Gλ-bimodules
k
⊗
SL
k[Sm]
⊗
SA
V (µ)m−a
Ψm,t
// k
⊗
SL′
k[Sm+1]
⊗
SA′
V (µ)m+1−a . (7)
Lemme 1. On a des identifications de SA-modules à droite
k ⊗SL k[Sm] = k
[
SL\Sm
]
=
⊕
α∈
(
SA\Sm/SL
) k[SA∩αL\SA] ,
d’où un isomorphisme canonique de foncteurs sur Mod(k[Sm−a])
(indSmSA (−))SL '
⊕
α∈
(
SA\Sm/SL
)(−)SA∩αL .
Indication. Les représentations en question ont les même caractères. 
Grâce à ce lemme, le morphisme (7) se voit comme le morphisme⊕
α∈
(
SA\Sm/SL
)(V (µ)m−a)SA∩αL Ψm,t−−−→ ⊕
α∈
(
SA′\
Sm+1/SL′
)(V (µ)m+1−a)SA′∩αL′
induit terme à terme par le morphisme de transition φm−a via l’inclusion
naturelle (
SA
\Sm/SL
)
⊆
(
SA′
\Sm+1/SL′
)
. (8)
Lemme 2. L’inclusion (8) est une égalité lorsque
m > |λ|+ t (9)
auquel cas, on a un isomorphisme de foncteurs sur Mod(k[Sm−a])
(indSmSm−|λ| (−))Sm−t '
⊕
α∈
(
SA\Sm/SL
)(−)S|A∩αL| .
De plus, on a
` 6
(
(m−a)− |A ∩ αL|) 6 `+ t . (10)
et α ∈ Sm est tel que A ∩ αL est l’intervalle des derniers |A ∩ αL| éléments
de l’intervalle [[1,m]].
Preuve du lemme 2. Pour toute double classe α ∈ (SA′\Sm+1/SL′), on a
|A′ ∩ αL′| > |L′|+ |A′| − (m+1) = (m−(|λ|+t))+ 1 ,
et lorsque (9) est vérifié, il existe α ∈ α tel que L′ ∩ αA′ est l’intervalle des
derniers |L′ ∩αA′| éléments de [[1,m+1]], en particulier α ∈ Sm. Dans ce cas,
on a L′ ∩αA′ = (L∩αA)unionsq {m+1} et l’inclusion (8) est bien une égalité. La
fin de la preuve est immédiate d’après le lemme 1. 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(B3) Condition d’isomorphie du morphisme Ψm,t dans (6).
Nous sommes maintenant en mesure de prouver l’inégalité (2). D’après le
lemme 2, l’application Ψm,t sera bijective lorsque m > |λ|+ t et que les
(V (µ)m−a)S|A∩αL|
(φm−a)−−−−−−→ (V (µ)m+1−a)S|A′∩αL′ | ()
sont bijectifs. Or, si nous notons t′′ := (m−a)− |A ∩ αL|, on sait par 7.9.5-
(c) que l’application () est bijective dès que m−a > t′′ + µ1 , et comme
t′′ 6 `+ t d’après (10), et que t 6 |µ|+ |λ| dans (2), on voit qu’il suffit que
m > a+ `+ |µ|+ |λ|+ µ1 = |µ|+ µ1 + 2|λ|
(condition qui garantit aussi (3)) pour que Ψm,t soit bijective. L’inégalité
(2) est donc bien satisfaite et ceci termine la preuve de la partie de (d) qui
concerne rgms(Indλ V).
(d) pour rgm(Indλ V), on suit la même démarche que pour rgms.
(A) Réduction au cas V est à poids unique t. (33)
Soit p est le plus petit poids tel que V(p) 6= 0. On a la suite exacte courte
0→ V(>p) → V → V(p) → 0 ,
d’où la suite exacte d’extensions
0→ Indλ(V(>p))→ Indλ(V)→ Indλ(V(p))→ 0 .
Maintenant, si (d) satisfaite par les extrémités, on aura
rgm(Indλ(V)) 6 sup{rgm(Indλ(V(>p))), rgm(Indλ(V(p)))}
= sup{rgm(V(>p)) + a, rgm(V(p)) + a} = rgm(V) + a .
par 7.4.5-(a) et d’après 7.5.7-(c), et Indλ(V) vérifie (d).
L’itération de cette idée montre que si (d) est satisfaite par les FI-modules
à poids unique, elle sera satisfaite par les quotients V(6t) pour tout t ∈ N,
donc par V, qu’elle soit de poids fini ou non.
(B) Le cas où V est à poids unique.
Notons φIm le morphisme de transition à l’ordre m de Indλ(V) et utilisons
l’égalité rgm = rgem de 7.9.8-(b). On a donc
rgm(Indλ(V)) = ind
{
s ∈ N ∣∣ Φt(φIm) est injective ∀m > s ,∀t 6 m} .
L’étude de l’injectivité de Φt(φIm) suit les mêmes étapes (Bi) que pour le
cas rgms, mais en plus simple puisque seul l’injectivité nous intéresse. De ce
fait, on ne rencontre aucune contrainte sur m en (B1) et (B2), mais si en
(B3) où il faudra que Φt(φm−a) soit injective, soit que m−a> rgm(V), grâce,
une fois de plus, à l’égalité rgm = rgem de 7.9.8-(b). 
33Cette étape n’est pas indispensable, mais elle simplifie quelque peu l’étape (B).
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8.1.6. Le foncteur Indρ,λ
Lors de l’étude de rangs de monotonie et stabilité des termes des suites
spectrales basiques de 9.3.14, nous aurons besoin d’une version légèrement
plus élaborée des foncteurs d’induction Indλ.
Étant donnés, λ ∈ Y`(` + a) et une représentation ρ : Hλ → Glk(σ) d’un
sous-groupe Hλ ⊆ Sλ, on définit le foncteur
Indρ,λ : Mod(k[FI]) Mod(k[FI])>|λ| (Indρ,λ)
qui fait correspondre à un Sm−a-module Vm−a, le Sm-module
Wm :=
{
0 , si m < |λ| ,
indSmHλ×Sm−|λ| σ ⊗ Vm−a , si m > |λ|.
Les analogues de la proposition 8.1.4 et du théorème 8.1.5 sont encore vérifiés.
En particulier, on contrôle toujours le rang de monotonie et stabilité.
8.1.7. Théorème. Soit λ ∈ Y`(`+a) et ρ :Hλ→Glk(σ) une représentation
d’un sous-groupe Hλ ⊆ S|λ|. Alors, P(Indρ,λ V) 6 P(V) + |λ| et
rgms(Indρ,λ V) 6 rgms(V) + 2|λ| , rgm(Indρ,λ V) 6 rgm(V) + a
Indication. On a une surjection naturelle de Sm-modules
indSmHλ×Sm−|λ| σ 
(
Res
Sm−a
Sm−|λ| Vm−a
)→ indSmHλ×Sm−|λ| σ ⊗ Vm−a
et le règles de Littlewood-Richardson (cf. note (28), p. 86) appliquées au
Sm-module de gauche confirment le majorant P(V) + |λ|. La preuve de 8.1.5
s’applique alors telle quelle grâce à la réduction B1 qui fait abstraction de la
représentation σ. 
8.1.8. Rangs des produits tensoriels d’un espace gradué
Étant donné un k-espace vectoriel positivement gradué
A :=
⊕
i∈N A
i ∈ VecN(k) avec A0 = k ,
on munit A⊗m := A⊗k · · · ⊗k A︸ ︸m de l’action de α ∈ Sm
α · (a1 ⊗ · · · ⊗ am) := aα−1(1) ⊗ · · · ⊗ aα−1(m) .
L’application φm : A⊗m → A⊗m+1, ω 7→ ω ⊗ 1k , où 1k ∈ A0, est alors un
morphisme de Sm-modules positivement gradués, et
A⊗ := {φm : A⊗m → A⊗m+1}m (A⊗)
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est un FI-module. Pour chaque i∈N, les restrictions des φm aux composantes
homogènes de degré i donnent le sous-FI-module de (A⊗)i ⊆ A⊗
(A⊗)i :=
{
φm : (A
⊗m)i → (A⊗m+1)i}
m
. (A⊗)i
8.1.9. Proposition ([10]). Soit A un k-espace vectoriel positivement gradué
avec A0 = k. Alors, pour tout i ∈ N, on a
P((A⊗)i) 6 i , rgm((A⊗)i) 6 i et rgms((A⊗)i) 6 2i .
Démonstration. Pour tout m > i, on a un isomorphisme
(A⊗m)i =
⊕
λ∈Yi(2i)
indSmGλ×Sm−` A
λ1−1 ⊗ · · · ⊗ Aλ`−1︸ ︸
`
 k ⊗ · · · ⊗ k︸ ︸
m−`
(∗)
Où Gλ×Sm−` est sous-groupe de S`×Sm−` ⊆ Sm. Les règles de Littlewood-
Richardson (7.5.1) montrent aussitôt que le poids de chaque induit est majoré
par `= `(λ)6 i. Chaque terme de la somme (∗) n’est autre que le FI-module
MGλ` (Aλ1−1 ⊗ · · · ⊗Aλ`−1) de 7.6 dont le rang de monotonie est majoré par
` et celui de stabilité par 2` d’après 7.6.2-(e). 
8.1.10. Commentaire. Si W est une représentation de Gλ, la famille de
foncteurs {indSmGλ×Sm−`W  (−)}m se recolle en un foncteur IndGλ W  (−)
défini sur Mod(k[FI]). Il est alors possible d’adapter la démarche des théo-
rèmes 8.1.5 et 8.1.7 pour démontrer que l’on a
P(IndGλ W  V) 6 P(V) + ` et
{
rgms(IndGλ W  V) 6 rgms(V) + 2` ,
rgm(IndGλ W  V) 6 rgm(V) + ` .
Le cas W := Aλ1−1 ⊗ · · · ⊗ Aλ`−1 et V := V(0) aurait alors fournit une
nouvelle preuve de 8.1.9.
8.2. Les foncteurs d’induction Ia, I(a) et Θa
Dans la section 5.3, nous avons introduit le foncteur I`+a` qui associe à une
représentation de S` une représentation de S`+a en induisant suivant tous
les diagrammes de Young λ ∈ Y`(`+ a) :
I`+a` : Mod(k[S`]) Mod(k[S`+a]) , I
`+a
` :=
∑
λ∈Y`(`+a)
IndS`+aGλ . (I)
Ce foncteur apparaît naturellement dans l’étude des espaces ∆`X`+a. Il
intervient notamment dans la proposition 5.3.1, où il donne l’égalité
χc(∆`X
`+a; i) = I`+a` (
χc(F`(X); i)) .
Nous allons maintenant recoller la famille des foncteurs {Imm−a}m en un
unique foncteur Ia : Mod(k[FI]) Mod(k[FI]) dans le but d’étudier la sta-
bilité (cf. 7.7) des k[FB]-modules {H ic(∆m−aXm)}m et {H i(∆m−aXm)}m .
108
Dans la section 8.1.4, nous avons associé à chaque λ∈Y`(`+a) un foncteur
Indλ : Mod(k[FI]) Mod(k[FI])>|λ| .
Sa définition est telle que Indλ = Indλ où |λ| 6 2a, de sorte que la corres-
pondance (⋃
16i6a
Yi(i+ a)
)
3 λ 7→ Indλ
est surjective sur l’ensemble de tels foncteurs. Mieux encore, le lemme 8.1.1
montre que cette correspondance devient bijective pour peu que l’on tronque
les foncteurs : Ya(2a) 3 λ←→' Indλ(−)>2a . On pose alors pour a ∈ N :
Ia :=
∑
λ∈Ya(2a)
Indλ(−)>2a : Mod(k[FI]) Mod(k[FI])>2a (Ia)
qui est un foncteur exact, fidèle sur Mod(k[FI])>a.
8.2.1. Nous pouvons maintenant facilement introduire l’analogue des induc-
tions composées I(σ) et Θ`+a` de 5.4.
Pour a∈N, notons A(a) l’ensemble des suites d’entiers a= (a1, a2, . . . , ar),
avec ai > 0 et tels que a =
∑
i ai. On pose pour chaque a ∈ A(a) :
I(a) := Ia1 ◦ Ia2 ◦ · · · ◦ Iar : Mod(k[FI])→ Mod(k[FI])>2a .
C’est un foncteur exact. La valeur de troncature de l’image, fixée à 2a, est
plus large que nécessaire, mais elle est ainsi indépendante de a. De même, le
noyau de I(a) dépend beaucoup de la suite a. La figure suivante illustre ces
remarques, en grisé la zone de fidélité d’un foncteur composé pour a = 20.
I1
I5
I4
I8
I2
0 1 2 84 5 10 15 20 25a=
I(a)
Foncteur d’inductions composées I(a) = I(2, 8, 4, 5, 1)
On pose ensuite
Θa := (−1)a
∑
a∈A(−1)
|a| I(a) : Mod(k[FI])→K(Mod(k[FI])>2a) (Θa)
où la présence de signes indique que l’on a affaire à des FI-modules virtuels.
Le corollaire suivant du théorème 8.1.5 est immédiat.
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8.2.2. Théorème. Soient a ∈ N et a ∈ A(a) et désignons par La l’un des
trois foncteurs Ia, I(a),Θa.
a) Le foncteur La :Mod(k[FI]) Mod(k[FI])>2a est covariant, additif, exact.
b) Si V est (de type fini) engendré en degrés 6 d, le FI-module La(V) est
(de type fini) engendré en degrés 6 sup(d+ a, 2a).
c) On a rgms(LaV) 6 rgms(V) + 4 a , rgm(LaV) 6 rgm(V) + a
9. Stabilité des familles {Sm :Hibm(∆?m−aXm)}m
Dans cette section on généralise le théorème de stabilité de Church ([7])
sur les familles {Fm(M)}m où M est une variété différentielle orientée, au
cas des des familles {∆?m−aMm}m où M est une pseudovariété orientable,
et où a ∈ N est quelconque.
9.1. Structure de FI-module de {Hibm(∆?m−aMm)}m
Dans les sections précédentes (cf. 6.1, 6.6.5), nous avons muni les familles
H ibm(X
m) et H ibm(∆m−aXm) de structures de FI-modules induites par les
projections pm : Xm+1 → Xm. On étend maintenant ces structures aux fa-
milles {H ibm(∆?m−aMm)}m pour toute pseudovariété orientée M . Pour cela
on considère le diagramme commutatif de décompositions ouvertes-fermées :
∆m+1−aMm+1 

ouvert
//
 _
j

∆6m+1−aMm+1 oo
ferme´
? _
OO
i
 ?
∆6m−aMm+1
OO
i
 ?
∆m−aMm×M  ouvert //
pm

∆6m−aMm×M oo
ferme´
? _
pm

∆6m−a−1Mm×M
pm

∆m−aMm 
 ouvert // ∆6m−aMm oo
ferme´ ? _∆6m−a−1Mm
où j est une inclusion ouverte et les inclusions i sont fermées entre des espaces
de même dimension cohomologique (m−a) dM et mêmes orientations. On en
déduit par les règles de fonctorialité de la cohomologie de Borel-Moore, le
diagramme commutatif de suites exactes longues :
H∗bm(∆m+1−aMm+1) ooOO
(j!)
∨
H∗bm(∆6m+1−aMm+1) ooOO
(i∗)∨
H∗−dMbm (∆6m−aMm+1)
OO
(i∗)∨
oo
H∗bm(∆m−aMm×M) ooOO
p∗m
H∗bm(∆6m−aMm×M) ooOO
p∗m
H∗−dMbm (∆6m−a−1Mm×M)
OO
p∗m
oo
H∗bm(∆m−aMm) oo H∗bm(∆6m−aMm) oo H
∗−dM
bm (∆6m−a−1Mm) oo
où les composées des flèches verticales sont compatibles à l’action des groupes
symétriques et vérifient la condition pour définir des FI-modules.
Ces observations constituent l’essentiel de la preuve des assertions (a,b)
de proposition suivante.
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9.1.1. Proposition et définitions. Soit M une pseudovariété orientée de
dimension dM , et soient 0 < a 6 m.
a) Dans le diagramme précédent, les morphismes verticaux définissent les
FI-modules {H ibm(∆?m−aMm)}m et les horizontaux définissent alors la
suite exacte longue de FI-modules
→{H i−dMbm (∆6m−a−1Mm)}→{H ibm(∆6m−aMm)}→{H ibm(∆m−aMm)}→
b) Les complexes fondamentaux en cohomologie de Borel-Moore de la famille
{∆6m−aMm}m, obtenus en dualisant les complexes 3.2.2, s’organisent
naturellement en « complexe fondamental de FI-modules »
0→{H ibm(∆6m−aMm)}m→H(m−a)→H(m−a−1)→ · · · →H(1)→ 0
où H(m−a−b) := {H i−b (dM−1)bm (∆m−a−bMm)}m et i > b(dM−1).
Lorsque M est i-acyclique, le complexe fondamental est exact et l’on a
l’égalité suivante dans K(Mod(k[FI])),{
H ibm(∆6m−aMm)
}
=
∑
06b<m−a
(−1)b({H i−b (dM−1)bm (∆m−a−bMm)}m−a−b) .
c) Le foncteur Ia : Mod(k[FI]) Mod(k[FI])>2a identifie les FI-modules{
H ibm(∆m−aMm)
}
m>2a = I
a
({
H ibm(Fm−a(M))
}
m−a
)
.
d) Si X est i-acyclique, les foncteurs Θa, Ia : Mod(k[FI]) Mod(k[FI])>2a
donnent les identifications suivantes dans K(Mod(k[FI])),
{
H ibm(Fm(X))
}
m>2ı˜ =
∑
06a<m
Θa
({
H
i−a (dX−1)
bm (X
m−a)
}
m−a
)
{
H ibm(∆m−aXm)
}
m>2a+2ı˜ =
= Ia
(∑
06b<m−aΘ
b
({
H
i−b(dX−1)
bm (X
m−(a+b)}
m−(a+b)
))
{
H ibm(∆6m−aXm)
}
m>2a+2ı˜ =
=
∑
06b<m−a
(−1)b Ia+b
(
∑
06c<m−a−b
Θc
({
H
i−(b+c)(dX−1)
bm (X
m−(a+b+c)}
m−(a+b+c)
) )
avec ı˜ = bi/(dX−1)c.
Indications. (c) résulte de 5.3.1 et de la définition de Ia (8.2), et (d) résulte
de la définition de de Θa (loc.cit.) et des égalités 5.4.1-(a)-(i,ii,iii), le tout
modulo les équivalences H ic(∆6rXs)∨ = H
r dX−i
bm (∆6rXs). 
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9.2. Les familles de représentations {Hibm(∆?m−aXm)}m
Nous supposons dans un premier temps queX est une pseudovariété orien-
table i-acyclique. Plus tard, dans 9.3, nous nous affranchirons de l’hypothèse
de i-acyclicité.
9.2.1. Le cas de la stabilité de la cohomologie à support compact.
Ce cas est inintéressant si X est i-acyclique puisque, d’après 4.2.5 et 4.4, les
polynômes de Poincaré pour Hc(∆?m−aXm) sont de valuation m− a, ce qui
implique que
H ic(∆?m−aX
m) = 0 , ∀m > a+ i .
9.2.2. Le cas de la stabilité de la cohomologie de Borel-Moore.
LorsqueM est de type fini, la condition de stabilité de représentations impose
sur M qu’elle soit connexe et que dimRM > 2, car, autrement, les FI-
modules H ibm(∆m−aMm) ne sont pas de type fini. En effet, si r := |pi0(M)|,
on a |pi0(Mm)|= rm et |pi0(Fm(M))|= (rm)m ce qui exclut toute possibilité
de finitude pour le FI-module {H ibm(∆m−aMm)}m pour peu que r > 1.
D’autre part, si M est connexe et dimR(M) = 1, c’est une courbe illimitée
avec un nombre fini f de points multiples et alors |pi0(Fm(M))| > (m− f)!
d’où encore une obstruction à la finitude.
On suppose que X est une pseudovariété i-acyclique connexe orientable.
• (A) Le cas de {∆6m(Xm)}m.— On s’intéresse au FI-module
A(X ; i) := {H ibm(Xm)}m .
La proposition 8.1.9 s’applique, car H0bm(X ; k) = k (cf. 6.2.6-(c)), et donne
rgms(A(X ; i)) 6 2i , et rgm(A(X ; i)) 6 i . (A)
• (B) Le cas de {∆m(Xm)}m.— (34) On s’intéresse au FI-module
B(X ; i) := {H ibm(Fm(X)}m .
L’égalité 9.1.1-(d) nous conduit à chercher un majorant pour les rangs de
stabilité des FI-modules
Ba(X ; i) := Θa
({H i−a (dX−1)bm (Xm−a)}m−a) (∗)
pour 0 6 a < m vérifiant
a(dX−1) 6 i . (‡)
On sait d’après (A) que le FI-module {H i−a(dX−1)bm (Xm−a)}m−a est stable
pour m−a > 2(i−a (dX−1)) et le théorème 8.2.2-(c) permet d’évaluer les
34Le cas particulier où X est une variété topologique est étudié par Church dans [7],
(cf. 7.1) ; il a suscité ce chapitre de généralisations.
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rangs de monotonie et stabilité de Ba(X ; i). On aboutit alors aux majorations
{ rgms(Ba(X ; i)>2ı˜) 6 2(i− a(dX−1))+ 4a 6 {4i, si dX =2,
2i, si dX>3,
rgm(Ba(X ; i)>2ı˜) 6
(
i− a(dX−1)
)
+ a = i− a(dX−2) 6 i ,
(B)
dont la première résulte d’expliciter 2
(
i+ (3− dX )a
)
suivant que dX = 2 ou
dX > 3 et moyennant la majoration (‡).
Il faut encore remarquer que le foncteurs Θa considérés sont à valeurs
dans Mod(([FI]) k)>2a et que dans tous les cas on a 2a 6 2i de sorte que les
majorations (B) sont aussi valables pour B(X ; i).
• (C) Le cas de {∆m−a(X)}m.— On s’intéresse au FI-module
Ca(X ; i) := {H ibm(∆m−aXm)}m .
On raisonne exactement comme dans (B) à l’aide de la formule 9.1.1-(d), ce
qui nous conduit à calculer les rangs de stabilité des FI-modules
Ia
(∑
06b<m−aΘ
b
({
H
i−b (dX−1)
bm (X
m−(a+b)}
m−(a+b)
))
.
On est conduit à trouver le borne supérieures{
rgms ↔ sup06b
{
2
(
i− b (dX−1)
)
+ 4b+ 4a
}
rgm ↔ sup06b
{(
i− b (dX−1)
)
+ b+ a
}
sachant que b (dX−1) 6 i. On trouve les majorations{ rgms(Ca(X ; i)>2a+2ı˜) 6 {4i+ 4a, si dX = 2,
2i+ 4a, si dX > 3,
rgm(Ca(X ; i)>2a+2ı˜) 6 i+ a ,
(C)
qui sont également valables pour Ca(X ; i) puisque ı˜ = bi/(dX−1)c 6 i.
• (D) Le cas de {∆6m−a(X)}m.— On s’intéresse au FI-module (9.1)
Da(X ; i) := {H ibm(∆6m−aXm)}m
On trouve encore les mêmes majorations des rangs que dans (C). Pour s’en
convaincre, on pourrait raisonner à l’aide de la formule 9.1.1-(d), mais il
s’avère plus intéressant d’appliquer (C) au complexe fondamental de FI-
modules pour la cohomologie de Borel-Moore (9.1.1-(b)),
0→ {H ibm(∆6m−aXm)}m → H(m−a)→ H(m−a−1)→ · · · → H(1)→ 0
avec H(m−a−`) := {H i−(dX−1)`bm (∆m−a−`Xm)}m et aussi i > (dX−1)`, et
qui est exact dans le cas présent puisque X est i-acyclique.
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Le FI-module {H ibm(∆6`Xm)}m apparaît ainsi comme somme alternée des
FI-modules H(m−a−`) dans le groupe de Grothendieck K0(Mod(k[FI])),
et hérite donc des mêmes rangs de monotonie et stabilité d’après 7.4.5-(b-ii).
Résumons les conclusions de ces observations sous forme de théorème.
9.2.3. Théorème. Soit X une pseudovariété i-acyclique connexe orientable
de dimension dX > 2. Pour a, i ∈ N, le FI-module {Sm :H ibm(∆?m−aXm)}m
est monotone pour m > i+ a et est monotone et stable pour m > 4i+ 4a, si
dX = 2, et pour m > 2i + 4a, si dX > 3. Les familles des caractères et des
nombres de Betti correspondantes sont (donc) polynomiales sur les mêmes
intervalles d’entiers m.
9.2.4. Remarque. Dans les arguments qui précèdent, {H ibm(∆?m−aXm)}m
a une structure à priori de FI-module, celle donnée par les morphismes
image-inverse (9.1). Lorsque nous utilisons le théorème 9.1.1-(d) nous passons
de la catégorie des FI-modules à son groupe de GrothendieckK0(Mod(k[FI]))
mais la conclusion se fait de nouveau dans Mod(k[FI]). Par exemple, le FI-
module {H ibm(∆6m−aXm)}m (†) se retrouve identifié à une somme alternée
de FI-modules ayant les bons rangs de monotonie et stabilité, mais cette
somme alternée provient en fait d’une résolution dans Mod(k[FI])>? par des
FI-modules à la fois monotones et stables. Le fait que la sous-catégorie pleine
Mod(k[FI])>? de ce type de FI-modules en soit une sous-catégorie abélienne
permet de conclure que (†) est également monotone et stable pour m > ?.
C’est d’ailleurs ce que dit la proposition 7.4.5-(b-ii).
9.3. Stabilité des familles de représentations {Hibm(∆?m−aMm)}m
On rappelle que M désigne une pseudovariété orientée de type fini.
Nous démontrerons l’analogue du dernier théorème 9.2.3 pour la famille de
représentations {Sm :H ibm(Fm(M))}m où M est une pseudovariété orientée
générale, i.e. qu’elle soit i-acyclique ou non.
9.3.1. Stabilité dans les suites spectrales basiques. Le théorème 6.7.1
établit que les FI-modules définis par les morphismes
IEσ(q
∗
m)
p,q
1 : IEσ(Um)p,q1 → IEσ(Um+1)p+1,q1 ,
sont canoniquement isomorphes aux FI-modules définis par les morphismes
indSm
Sm−(p+1)×Sp+1
σ ⊗Hqbm(Umm−p,...,m)
ind p∗m−−−−−→ indSm+1
Sm−(p+1)×Sp+2
σ ⊗Hqbm(Um+1m−p,...,m+1)
où σ indique que l’action de Sm−(p+1)×1 est tordue σm−(p+1) et lorsque le
couple (p, q) ∈ N2 est soumis à la contrainte q = i+ (m−(p+1)).
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Le théorème (loc.cit.) décrit aussi, dans son assertion (c), le diagramme
commutatif d’espaces vectoriels
Hqbm(U
m
m−p,...,m)
p∗m //
Ξmp+1 '

Hqbm(U
m+1
m−p,...,m+1)
⊕
f∈F(p+1,m)
HQbm(Fp(f)(M>0))
⊕
p∗p+1
//
⊕
f•∈F•(p+2,m+1)
HQbm(Fp(f•)(M>0))
?
(Ξm+1p+2 )
−1
OO
où les isomorphismes Ξmp+1 pourraient nous inciter à transporter l’action des
Sm−(p+1)×Sp+1 pour en faire un diagramme commutatif de représentations,
quelque chose dont nous n’avons pas encore eu besoin. Or, un tel transfert
formel de structure sur des sommes directes dont la définition est basée sur un
ordre précis des m − (p+1) premières coordonnées ne rend pas transparent
le fait que l’on est en présence de sommes directes de FI-modules. C’est
pour cette raison que nous introduisons dans les sections qui suivent une
nouvelle décomposition de Hbm(Umm−p,...,m) qui respecte par construction les
symétries et pour laquelle les analogues du diagramme précédent seront à
priori compatibles à l’action de Sm−(p+1)×Sp+1.
9.3.2. Tableaux et fonctions de F(p+1,m). Nous encodons une fonc-
tion f ∈ F(p+1,m) sous la forme d’un tableau à p+1 lignes et m boites.
L’idée est la suivante. Soit a > 0. Pour toute suite x = (x1, . . . , xa) d’élé-
ments deux à deux distincts de [[1,a]], associons la fonction fx ∈ F(1, a+ 1)
définie pour i 6 a, par la règle suivante
Pour i ∈ [[1,a]], notons Ix(i) := {j 6 i | xj > xi}. Alors
fx(xi) =
{
a+ 1 , si Ix(i) = ∅
xsup Ix(i), autrement.
Par exemple :
x = (1, 2, . . . , a−1, a) 7→ fx(i) = a+1
x = (a, a−1, . . . , 2, 1) 7→ fx(i) = sup{i+1, a+1}
Cette correspondance est injective. En effet, si x 6= y, il existe un premier
i tel que xi 6= yi. Supposons que l’on ait xi < yi. Alors, comme il existe h > i
avec yh = xi, on aura fy(xi) = fy(yh) = yk 6= a + 1 pour un certain k > i,
tandis que fx(xi) = xk = yk pour un certain k < i, ou bien fx(xi) = a + 1.
dans tous les cas, fx 6= fy .
>
xi
y i yhyk
a + 1
xk
=
. . .
. . .
. . .
. . .
x1 x2
y1 y2
•
•
•
=•
•
=•
•
=•
•
•
•
•
•
•
•
•
•
•
•
•
•
= xi
Comme d’autre part a! = |F(1, a+ 1)|, on conclut que la correspondance en
question est bijective. Cette idée est la base de la preuve du lemme suivant.
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9.3.3. Lemme et notations. L’ensemble F(p+1,m) est en bijection avec
l’ensemble T(p+1,m) des tableaux à (p+1) lignes et m boites de formes :
τ :=

m−p • •
m−p+1 •
m−p+2 • • • •
... (j)
7 −−−−−−−−−−→
(i)
m−2
m−1 •
m • • •
où les boites marquées par ‘•’ sont remplies par les entiers de [[1,m−(p+1)]]
de manière biunivoque. La correspondance associe au tableau τ la fonction
fτ qui, appliquée à i ∈ [[1,m−(p+1)]], donne le premier entier j > i à gauche
de i sur la ligne de τ où il figure.
L’ensemble F•(p+2,m+1) est en bijection avec l’ensemble des tableaux
T•(p+2,m+1) dont la ligne (m+1) est de longueur 1. L’application
(−)
• : T(p+1,m)→ T•(p+2,m+1)
qui associe à τ le tableau τ• obtenu en rajoutant la boite (m+1) est bijective.
9.3.4. Décomposition symétrique de Hc(∆a+b(Za×Xb))
Avant d’aborder le cas spécifique de Umm−p,...,m = ∆m(M
m−(p+1)
>0 ×Mp+1>0 ), on
se place dans un contexte plus général avec des notations plus légères.
9.3.4.1. Données et notations
N-1) Soit X ⊆ Z une inclusion d’espaces i-acycliques et Hc(Z) = 0 .
N-2) Pour I ⊆ [[1,a]], on note ZI le produit Z |I | où les coordonnées sont
indexées par I . On notera FI := ∆|I |(ZI ) et Fb := Fb(X). Les notations
∆?`(FI×Fb) et ∆?`(ZI×Fb) ont alors le sens habituel de 2.1-(N-1).
N-3) Soit Tb(I) l’ensemble des tableaux à (|I |+b) boites dont la première
colonne est (1, . . . , b) et dont la forme est
τ :=

1 • •
2 •
3 • • • • • •
...
b−2 •
b−1
b • • •
où les boites ‘•’ sont remplies avec tous les éléments de I . Le groupe
SI×Sb agit sur Tb(I) par son action sur le contenu des tableaux. Par
exemple, si τ := 1 x y
2 z
, on a (1, 2)(x, y, z) · τ = 2 y z
1 x
= 1
x
2 y z
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N-4) Pour τ ∈ Tb(I), on notera p(τ) la partition de I unionsq [[1,b]] déterminée par
les lignes de τ . Par exemple,
τ :=
1 x y z
2
3 a
=⇒ p(τ) = {{1, x, y, z}, {2}, {3, a}} .
Alors, conformément à la notation de 2.3.2, on pose
Fτ := Fp(τ) ⊆ ∆b(ZI×Fb) .
La projection pib : Fτ → Fb est clairement un homéomorphisme.
9.3.4.2. Les isomorphismes ΨIb
On définit par induction sur |I | un isomorphisme de SI×Sb-modules
ΨIb :
⊕
τ∈Tb(I)
Hc(Fτ ) −−−→+|I | Hc(∆|I |+b(Z
I×Fb))
On utilisera de manière systématique le complexe fondamental (3.5.4) pour
l’espace (FI×Fb). Lorsque I 6= ∅, on a Hc(FI×Fb) = 0, car Hc(Z) = 0, et ce
complexe donne la présentation de S|I |×Sb-modules
∆|I |+b−2(FI×Fb) c2−−→+1 ∆|I |+b−1(FI×Fb)
c1−−→
+1
∆|I |+b(FI×Fb) ()
où la notation ‘Hc(−)’ est absente pour gagner de la place.
On rappelle qu’on est sous l’hypothèse b > 0.
Le cas |I| = 0. L’ensemble Tb(∅) comporte l’unique tableau τ =
1
2
...
b
. On a
clairement Fτ = Fb = ∆|I |+b(ZI×Fb) et l’on pose Ψ∅b = idFb .
Le cas |I| = 1. L’ensemble Tb(I) comporte b tableaux
1 •
2
...
b
,
1
2 •
...
b
, . . .
1
2
...
b •
.
Le complexe fondamental () est réduit au seul isomorphisme
c1 : Hc(∆b(Z×Fb)) '−−→+1 Hc(∆1+b(Z×Fb))
où le terme de gauche se décompose naturellement en
Hc(∆b(Z×Fb)) =
⊕
τ∈Tb(I)
Hc(Fτ ) .
On définit alors ΨIb = c1, c’est un isomorphisme de SI×Sb-modules
ΨIb :
⊕
τ∈Tb(I)
Hc(Fτ )
Σ Ψτ−−−→
+|I | Hc(∆1+b(Z×Fb)) .
où on a noté Ψτ la restriction de ΨIb au facteur Hc(Fτ ).
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Le cas |I| > 1. Le complexe fondamental () fournit la surjection
c1 : Hc(∆|I |+b−1(FI×Fb)) −−→+1 Hc(∆|I |+b(FI×Fb))
où le terme de gauche se décompose en
Hc(∆|I |+b−1(FI×Fb)) =
⊕
x∈I ,16j6bHc(∆
(x,j)
|I |+b−1(FI×Fb))
où ∆(x,j)|I |+b−1(FI×Fb) est l’ouvert-fermé de ∆|I |+b−1(FI×Fb) des uplets dont
les éléments en coordonnées x ∈ I et j ∈ [[1,b]] coïncident. Notons c1(x, j) la
restriction de c1 au terme en question, i.e.
c1(x, j) : Hc(∆
(x,j)
|I |+b−1(FI×Fb)) −−→+1 Hc(∆|I |+b(FI×Fb)) .
En négligeant la coordonnée redondante x, on identifie ensuite
Hc(∆
(x,j)
|I |+b−1(FI×Fb)) = Hc(∆|I |+b−1(FI−x×Fb)) ,
où le terme de droite est l’image de l’isomorphisme SI−x×Sb-modules
ΨI−xb :
⊕
τ∈Tb(I−x)
Hc(Fτ )
∼−−−−→
+|I−x| Hc(∆|I |+b−1(FI−x×Fb))
que l’on peut supposer déjà défini (induction). On a donc les morphismes⊕
τ∈Tb(I−x)
Hc(Fτ )
ΨI−xb−−−→
+|I | Hc
(
∆
(x,j)
[−1] (FI×Fb)
) c1(x,j)−−−−→
+1
Hc
(
∆[0](FI×Fb)
)
()
où la notation ∆[−i](−) abrège ∆|I |+b−i(−).
Maintenant, pour ν ∈ Tb(I−x) notons ν+(x, j) le tableau de Tb(I) obtenu
en rajoutant la case x à l’extrémité droite de la ligne j de ν. Par exemple,
si ν =
1 u v
2
3 a
, ν+(x, 1) =
1 u v x
2
3 a
et ν+(x, 2) =
1 u v
2 x
3 a
.
Alors, pour chaque (x, j) et ν ∈ Tb(I−x), on identifie Fν+(x,j) à Fν par
l’oubli de la x-ième coordonnée et l’on définit le morphisme (de degré |I |)
Ψν,(x,j) : Hc(Fν+(x,j)) −−−→+|I | Hc(∆|I |+b(FI×Fb)) (‡‡)
comme la restriction de la composée de morphismes () à Hc(Fν).
9.3.5. Lemme. Ψν,(x,j) est déterminé par le tableau τ := ν+(x, j).
Démonstration. Dans la suite, l’opérateur ‘Hc(−)’ étant omniprésent, il sera
effacé pour gagner de la place dans les diagrammes. De même, la notation
∆[−i] sera un raccourci pour Hc(∆|I |+b−i(FI×Fb)).
Soient w, x, y, z ∈ I et i, j, k, l ∈ [[1,b]], avec x 6= y et j 6= k, et considérons
le diagramme suivant.
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OO
c2
OO
c2
(0) (1) (2)
(0) ∆[0]
δ
↪−−−→
(
∆[0] ⊕ ∆[0]
)
c1
x
+1 c1(x,j)
x+1 c1(y,k)x+1
(1)
⊕
(w,i)
∆
(w,i)
[−1]
proj−−−→
(
∆
(x,j)
[−1] ⊕ ∆
(y,k)
[−1]
)
y y y
(2) ∆6[−1]
rest−−−→
(
∆
(x,j)
6[−1] ⊕ ∆
(y,k)
6[−1]
)
0
y 0y 0y
(3) ∆6[−2]
rest−−−→
(
∆
(x,j)
6[−2] ⊕ ∆
(y,k)
6[−2]
)
x x x
(4)
⊕
w 6=z,i 6=l
∆
(w,i)(z,l)
[−2]
projj−−−→
( ⊕
x 6=z,j 6=l
∆
(x,j)(z,l)
[−2] ⊕
⊕
y 6=z,k 6=l
∆
(y,k)(z,l)
[−2]
)
↪−→ ↪−→ ↪−→
(5) ∆
(x,j)(y,k)
[−2]
δ
↪−−−→
(
∆
(x,j)(y,k)
[−2] ⊕ ∆
(y,k)(x,j)
[−2]
)
Diagramme I
Dans le diagramme I
– Les lignes (0) et (5) sont les plongements diagonaux.
– Les lignes (1,2,3) résultent d’appliquer verticalement la suite de foncteurs
→ Hc(∆[−1](−))→ Hc(∆6[−1](−))
ρ−−→Hc(∆6[−2](−))→ ,
scindée en ρ (3.5.2). Les morphismes de liaison entre lignes (3)[−1]→ (1)
sont alors injectifs, et ceux des colonnes (1) et (2) sont même bijectifs
puisque l’on a Hc(∆
(x,j)
6[−1]) = Hc(∆
(y,k)
6[−1]) = 0, .
– La flèche ‘
proj−−→ ’ en ligne (1) est la surjection de Hc(∆[−1]) sur les facteurs
indiqués de sa décomposition en somme directe. Tandis que la flèche ‘
projj−−→’
en ligne (4) est la projection de Hc(∆[−2]), colonne par colonne, sur les
sommes de facteurs indiqués, elle n’est pas nécessairement surjective.
– Les flèches ‘ rest−−→’ désignent les restrictions aux les sous-espaces fermés.
– La ligne (5) est restriction de la (4) aux espaces indiqués et c’est un plon-
gement diagonal. L’injection (5) ↪→(4) est par prolongement par zéro.
– Le diagramme est commutatif par construction.
Suite à ces remarques, on remplace le sous-diagramme en pointillé par les
morphismes c2 de complexes fondamentaux. On obtient alors le diagramme
commutatif II.
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(0) ∆[0]
δ
↪−−→
(
∆[0] ⊕ ∆[0]
)
c1
x
+1 c1(x,j)
x+1 c1(y,k)x+1
(1)
⊕
(w,i)
∆
(w,i)
[−1]
proj−−→
(
∆
(x,j)
[−1] ⊕ ∆
(y,k)
[−1] ⊕ ∆
(w,l)
[−1]
)
c2
x+1 c2(x,j)x+1 c2(y,k)x+1 c2(w,l)x+1
(4)
⊕
w 6=z,i 6=l
∆
(w,i)(z,l)
[−2]
projj−−→
( ⊕
x6=z,j 6=l
∆
(x,j)(z,l)
[−2] ⊕
⊕
y 6=z,k 6=l
∆
(y,k)(z,l)
[−2] ⊕ ∆
(w,l)
[−2]
)
↪−→ ↪−→ ↪−→
(5) ∆
(x,j)(y,k)
[−2]
δ
↪−−→
(
∆
(x,j)(y,k)
[−2] ⊕ ∆
(y,k)(x,j)
[−2]
)
Diagramme II
Maintenant, pour τ =
...
j ... ... x
...
k ... y
...
∈ Tb(I) , notons τ−x, τ−y, τ−xy les ta-
bleaux obtenus en enlevant les boites x, y comme indiquent les notations. Le
morphisme Ψτ−x,(x,j) est, par la définition (‡‡), la composée
Hc(Fτ−xy)
Ψτ−xy,(y,k)−−−−−−→
+|I−xy| ∆[−1](FI−x×Fb) = ∆
(x,j)
[−2]
c1(x,j)◦c2(x,j)−−−−−−−−−→
+2
∆[0] .
Or, l’image de Ψτ−xy,(x,j) est contenue dans le facteur ∆
(x,j)(y,k)
[−2] de ∆
(x,j)
[−2] ,
facteur qui est le même pour Ψτ−xy,(y,k) modulo le plongement diagonal de
la ligne (5). L’égalité
Ψτ−x,(x,j) = Ψτ−y,(y,k)
résulte alors de ce que la projection de c2
(
∆
(x,j)(y,k)
[−2]
)
sur un facteur de ∆[−1]
de la forme ∆(w,l)[−1] avec (w, l) 6∈ {(x, j), (y, k)} est nul. Ce qui est clair déjà sur
la ligne (4) où ∆(x,j)(y,k)[−2] ∩∆
(w,l)
[−1] = 0 et par commutativité du diagramme.
Le lemme précédent montre que le morphisme Ψ(τ−x),(x,j) de la définition
(††) est indépendant de l’écriture τ = (τ−x)+(x, j), raison pour laquelle il
sera noté simplement
Ψτ : Hc(Fτ ) −−−→+|I | Hc(∆|I |+b(FI×Fb)) .
9.3.6. Proposition. Le morphisme
ΨIb :
⊕
τ∈Tb(I)
Hc(Fτ )
Σ Ψτ−−−→
+|I | Hc(∆|I |+b(FI×Fb)) .
est un isomorphisme de SI×Sb-modules.
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Démonstration. Le fait que c’est un morphisme de SI×Sb-modules résulte
de ce que, par construction, pour tout α ∈ SI×Sb le diagramme
Hc(Fτ )
Ψτ−−−→
+|I | Hc(∆|I |+b(FI×Fb))
α
y αy
Hc(Fα(τ))
Ψα(τ)−−−→
+|I | Hc(∆|I |+b(FI×Fb))
est commutatif. Il est surjectif puisqu’il en est ainsi de⊕
(x,j)
∆
(x,j)
[−1] = ∆[−1]
c1−−→ ∆[0] ,
et que ΨI−∗b est une surjection sur chaque ∆
(∗,·)
[−1] par hypothèse de récurrence.
Pour conclure maintenant que l’on a un isomorphisme il suffit de comparer
les dimensions. On a
dim
(⊕
τ∈Tb(I)
Hc(Fτ )
)
= |Tb(I)| · dimHc(Fb) (d1)
et, par 6.5.2(b),
dim
(
Hc(∆|I |+b(FI×Fb))
)
= |F(b, |I |+ b)| · dimHc(Fb) . (d2)
L’égalité de dimensions dans (d1) et (d2) résulte alors du lemme 9.3.3 qui
établit que l’on a |F(b, |I |+ b)| = |T(b, |I |+ b)| = |Tb(I)|. 
Cette proposition achève la dernière étape de la définition inductive des
isomorphismes ΨIb commencée dans 9.3.4.2.
9.3.7. Structure de Sm−b×Sb-module de Hc(∆m(Zm−b×Fb(X)))
On applique les considérations précédentes au cas où I = [[1,m−b]] et où
l’intervalle [[1,b]] est décalé vers [[m−b+1,m]]. Il est alors avantageux de rem-
placer la notation de l’ensemble TIb par celle, équivalente, de l’ensemble de
tableaux T(b,m) de la section 9.3.2.
9.3.7.1. Tableaux normaux. Chaque orbite de Sm−b×Sb dans T(b,m)
contient un unique tableau où la longueur des lignes est décroissante et le
contenu des boites ‘•’ est strictement croissant. Par exemple, si m = 50 et
m−b = 14,
τ =

15 1 2 3 4 5 6
16 7 8 9
17 10 11 12
18 13 14
19

b
...
29
...
 b−(m−b) = 22
50
(∗)
Un tel tableau sera dit « normal », leur ensemble est noté T0(b,m).
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9.3.8. Remarque. On a indiqué en gris la plus petite colonne de lignes de
cardinal 1 dans les tableaux normaux, son cardinal, b−(m−b), est atteint
lorsque la longueur des lignes de τ est 6 2 et que m > 2(m−b). Il y a alors
autant de tableaux normaux que des partitions de [[1,m−b]] et l’application
(−)
• : T(b,m)→ T•(b+1,m+1) de 9.3.3 est une bijection sur T(b+1,m+1).
9.3.9. Lemme et notation. Le stabilisateur Hτ de τ dans Sm−b×Sb est le
produit direct
Hτ = Hτ×Sm−|τ | ,
où τ désigne le sous-tableau des lignes de longueur > 1 de τ , et où Hτ désigne
le stabilisateur de τ dans S|τ | ∩
(
Sm−b×Sb
)
. On a{
Hτ ⊆ Sm−b×S[[m−b+1,m−|τ | ]] ,
1|τ |×Sm−|τ | ⊆ 1m−b×Sb .
La projection p2 :Hτ → S[[m−b+1,m−|τ | ]] est un isomorphisme sur son image.
9.3.10. Commentaire. Dans 9.3.7.1-(∗), on a Hτ ⊆ S[[1,14]]×S[[15,18]]. C’est
le groupe cyclique d’ordre 2 engendré par l’involution
(
16 7 8 9
17 10 11 12
)
.
9.3.11. Proposition. Pour toute inclusion d’espaces i-acycliques X ⊆ Z
avec Hc(Z) = 0, il existe un isomorphisme canonique de Sm−b×Sb-modules
Ψmb :
⊕
τ∈T(b,m)
ind
Sm−b×Sb
Hτ
Hc(Fτ (X))
'−−−−→
+(m−b) Hc(∆m(Z
m−b×Fb(X)))
Démonstration. Corollaire de 9.3.6. 
9.3.12. Structure de Sm−(p+1)×Sp+1-module de Hbm(Umm−p,...,m)
On reprend maintenant le sujet de 9.3 qui concerne la donnée d’une pseu-
dovariété orientée M de type fini de dimension dM . On appliquera la propo-
sition 9.3.11 au cas où Z := M>0, où X := M>0 et où b = p+1. Pour chaque
tableau τ ∈ T(p+1,m), on a
Fτ (M>0) :=
{
x ∈Mm−(p+1)>0 ×Fp+1(M>0)
∣∣ xi = xfτ (i)} .
9.3.13. Proposition
a) Il existe un isomorphisme canonique de Sm−(p+1)×Sp+1-modules gradués,
de degré −(m−(p+1))dM ,
σ ⊗Hbm(Umm−p,...,m) ∼=
⊕
τ∈T(p+1,m)
ind
Sm−(p+1)×Sp+1
Hτ
σdM ⊗Hbm(Fτ (M>0)) ,
où σ est la signature de Sm−(p+1). On a |T(p+1,m)| 6 |P(m−(p+1))|
avec égalité pour tout m > 2(m−(p+1)).
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b) Le FI-module défini dans 6.7.1 par les morphismes des suites spectrales
IEσ(q
∗
m)
p,q
1 : IEσ(Um)p,q1 → IEσ(Um+1)p+1,q1 ,
où q=i+(m−(p+1)), est canoniquement isomorphe au FI-module défini
par les morphismes
⊕
τ∈T(p+1,m)

indSmHτ×Sm−|τ | σ
dM ⊗HQbm(Fp+1(M>0))y ind p∗p+1
ind
Sm+1
Hτ×Sm+1−|τ | σ
dM ⊗HQbm(Fp+2(M>0))

où σ est la restriction à Hτ de la signature de Sm−(p+1), où Fp+1 et Fp+2
réfèrent respectivement à Fp(τ) et Fp(τ•) (cf. 9.3.4.1-N-4 et 9.3.3), et où
Q := q − (m−(p+1)) dM = i− (m−(p+1)) (dM−1) .
Indication. (a) En dualisant 9.3.11 et en incorporant les caractères signature
nécessaires (6.2.4-(b)), on a l’isomorphisme de Sm−(p+1)×Sp+1-modules
(Ψmb )
∨ : σdM+1m−(p+1) ⊗ σdM+1p+1 ⊗Hbm(Umm−p,...,m)
'−−−−−−−−−→−(m−(p+1))dM⊕
τ∈T(b,m) ind
Sm−b×Sb
Hτ
σdM+1p+1 ⊗Hbm(Fτ (X)) ,
dont on conclut en simplifiant les caractères redondants (cf. note (20)). L’as-
sertion (b) est alors une simple reformulation de 6.7.1-b. 
9.3.14. Monotonie et stabilité dans les suites spectrales basiques
Pour chaque τ ∈ T(p+1,m), on reconnaît dans 9.3.13-(b) le FI-module
Indρ,τ
({
HQbm(Fp+1(M>0))
}
p+1
) ∈ Mod(k[FI])>2(m−(p+1)) .
où ρ désigne l’action deHτ sur σm−(p+1) et Indρ,τ est le foncteur d’induction
introduit dans 8.1.6.
9.3.15. Théorème. SoitM une pseudovariété connexe orientée avec dM>2.
a) Pour Q := i− (m−(p+1)) (dM−1) et τ ∈ T(p+1,m), on a{
rgms
(
Indρ,τ
({HQbm(Fp+1(M>0))}p+1)) 6 {4i , si dM = 2
2i , si dM > 3.
rgm
(
Indρ,τ
({HQbm(Fp+1(M>0))}p+1)) 6 i .
b) Pour a, i ∈ N fixés, le FI-module {H ibm(∆?m−aMm)}m est monotone et
stable pour m > 4i + 4a, si dM = 2, et pour m > 2i + 4a, si dM > 3.
Les familles des caractères et des nombres de Betti correspondantes sont
(donc) polynomiales sur les mêmes intervalles d’entiers m.
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Démonstration. (a) On applique le théorème 9.2.3 à l’espace i-acycliqueM>0.
Comme dim(M>0)> 3, la famille {HQbm(Fp+1(M>0))}p+1 est monotone pour
(p+1) > Q et est monotone et stable pour (p+1) > 2Q. Le théorème 8.1.7
garantit alors que le FI-module induit par Indρ,τ est monotone pour tout
m > Q+
(
m−(p+1)) = i− (m−(p+1))(dM−2) ,
et est monotone et stable pour tout
m > 2Q+ 4
(
m−(p+1)) = 2i+ (m−(p+1))(4−2(dM−1)) , (∗)
et comme on dispose de l’inégalité 6.5.2-(d) : i > (m−(p+1))(dM−1), le
dernier terme de (∗) est majoré par 4i si dM = 2, et par 2i si dM > 3.
(b1) Le cas de la famille
{
p∗m : H ibm(Fm(M))→ H ibm(Fm+1(M))
}
m
.
Fixons i ∈ N. D’après 6.5.2 les termes IEσ(Um)p,qr de la suite spectrale
basique (IEσ(Um)r , dr) qui convergent vers H ibm(Fm(M)) sont ceux pour
lesquels on a q = i+ (m−(p+1)). Si maintenant on fixe q, la différence (m−p)
est constante et si l’on augmente m et p simultanément, ces contraintes
décrivent un facteur direct du FI-module défini par la famille de morphismes
de suites spectrales basiques (6.7.1){
IEσ(q
∗
m)
p,q
r : IEσ(Um)p,qr → IEσ(Um+1)p+1,qr
}
m ,
facteur que nous allons noter
Ei,qr :=
{
IEσ(q
∗
m)
p,q
r : IEσ(Um)p,qr → IEσ(Um+1)p+1,qr
∣∣ q = i+ (m−(p+1))}m .
Les différentielles des suites spectrales basiques définissent alors un complexe
de FI-modules
(Er(q), dr) :=
( · · · −−→Ei−1,q+r−1r dr−−→Ei,qr dr−−→Ei+1,q−r+1r −−→· · · ) . (∗)
Nous avons des isomorphismes canoniques
hi(Er(q), dr) ' Ei,qr+1 et Ei,qr = Ei,qr+1 , ∀r > q+1 ,
et donc la condition de convergence (6.7.1-(a))(⊕
q∈N E
i,q
q+2
)
=⇒ {p∗m : H ibm(Fm(M))→ H ibm(Fm+1(M))}m . ()
Lemme. Pour tout r > 1, on a
rgm(E
i+1,q
r ) = rgms(E
i,q
r ) = 0 , ∀i < 0 ,
rgms(E
i,q
r ) 6 sup{i , 1} , ∀i > 0 ,
rgm(E
i,q
r ) 6 sup{(i−1), 1} , ∀i > 1 ,
avec  = 4 si dM = 2, et  = 2 si dM > 3.
Er E
−1
r E
0
r E
1
r E
2
r E
3
r E
i
r
rgms 6 0 1  2 3 i
rgm 6 0 0 1  2 (i−1)
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Preuve. • Le cas r = 1. On a par définition et 9.3.13-(b)
(Ei,q1 )m =
⊕
τ∈T(p+1,m) Indρ,τ H
Q
bm(Fp+1(M>0)) . (‡)
L’assertion (a) donne, pour chaque τ ∈ T(p+1,m) et tout i > 0{
rgms(Indρ,τ (H
Q
bm(Fp+1(M>0))) 6 i
rgm(Indρ,τ (H
Q
bm(Fp+1(M>0))) 6 i
La majoration rgm(E
i,q
1 )6 i s’ensuit puisque (−)• :T(p+1,m)→T(p+2,m+1)
est toujours injective, mais pour avoir rgms(E
i,q
1 ) 6 i, il faut s’assurer que si
l’on a m > i et HQbm(Fp+1(M>0)) 6= 0, l’application (−)• est bijective. Rai-
sonnons par l’absurde, si (−)
• n’est pas bijective, on a (p+1) <m/2, et si de
plus m > i, on a
(dM−1)(m− (p+1)) > dM−1
2
m > dM−1
2
i > i ,
donc Q = i− (dM−1)(m− p+1) < 0 et alors HQbm(Fp+1(M>0)) = 0.
Le tableau qui suit illustre ces conclusions dont on remarquera qu’elles sont
compatibles à celles du lemme pour E1 puisque i 6 (i−1) dès que 2 6 i.
E1 E
−1
1 E
0
1 E
1
1 E
2
1 E
3
1 E
i
1
rgms 0 0  2 3 i
rgm 0 0 1 2 3 i
(‡‡)
• Le cas général. Si nous appliquons au tableau (‡‡) les règles suivantes,
établies dans 7.4.4-(e),{
rgm E
i
r+1 6 sup{rgms Ei−1r , rgm Eir}
rgms E
i
r+1 6 sup{rgms Ei−1r , rgms Eir , rgm Ei+1r }
on obtient aussitôt le tableau du lemme pour E2, et comme ce tableau est
laissé stable par ces règles le lemme résulte pour tout r > 1. 
Ceci étant, on rappelle que la convergence () aboutit en fait sur le bi-
gradué du FI-module Hi := {p∗m : H ibm(Fm(M))→ H ibm(Fm+1(M))}m rela-
tivement à la filtration par le degré p des cochaînes de Čech (cf. 6.4.7). Or,
comme nous sommes soumis à la condition Q = i−(m−(p+1))(dM−1) > 0,
la filtration en question possède un nombre fini de termes (6 idM−1 + 1), et
les majorations des rangs de Ei,qq+2 sont aussi valables pour Hi d’après 7.4.5.
Dans le cas particulier où i = 0, ces raisonnements donnent seulement la
majoration rgmsH0 6 1 (c’est ce qui arrive lorsque H0bm(M) = 0). Lorsque
H0bm(M) = k, un calcul direct élémentaire montre que l’on a H0 = V(0) et
donc que rgmsH0 = 0.
(b2) Le cas des familles {H ibm(∆m−aMm)}m résulte de a) exactement
comme dans le cas (C) des espaces i-acycliques (p. 113).
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(b3) Pour le cas général des familles {H ibm(∆6m−aMm)}m, on ne peut pas
faire appel au complexe fondamental des FI-modules, comme dans le cas (D)
des espaces i-acycliques (p. 113), puisque ce complexe n’est plus exact. On
fait plutôt appel aux suites longues de FI-modules de 9.1.1
→{H i−dMbm (∆6m−a−1Mm)}→ {H ibm(∆6m−aMm)}→ {H ibm(∆m−aMm)}→
où l’on peut supposer que les termes de droite et gauche sont monotones
et stables pour m > 2i + 4a ou m > 4i + 4a suivant le cas. On en déduit
(7.4.5-(b)) le même rang de monotonie et stabilité pour {H ibm(∆6m−aMm)}
puisque extension d’un noyau et conoyau de FI-modules monotones est
stables sur le même rang des entiers m. C.Q.F.D 
9.3.16. Commentaire. Au delà du fait que X est maintenant une pseudo-
variété, la démarche de Church dans la démonstration de son théorème de
stabilité ([7], cf. 7.1) est très différente de la nôtre. Elle utilise de manière
essentielle les résultats de Totaro ([35]) sur la de suite spectrale de Leray as-
sociée au plongement Fm(X) ↪→Xm, valable parce que X est lisse.
10. Calcul du caractère de Sm-module de Hc(Fm(X))
On étend les résultats de Macdonald ([28]) concernant le caractère du Sm-
moduleHc(Xm) au cas du Sm-moduleHc(Fm(X)) lorsqueX est i-acyclique.
Avertissement. Dans cette section et la suivante, car(k) = 0 et la donnée
d’un espace i-acyclique X présuppose que dimHc(X) <∞.
10.1. Série de caractères de Sm
10.1.1. Série de caractères d’un Sm-module gradué. Nous appellerons
Sm-module gradué, la donnée d’un k-espace vectoriel gradué V :=
⊕
i∈Z V
i,
tel que chaque V i est un Sm-module.
Lorsque, de plus, chaque V i de dimension finie sur k, la « série de caractères
de V », est l’application χV : Sm → k[[T ]] définie par (cf. [28] (2.3))
Sm 3 α 7→ χV (α, T ) :=
∑
i∈Z(−1)
i tr(α:V i)T i .
Le lemme suivant, pendant du lemme 4.1.2, est élémentaire.
10.1.2. Lemme
a) Si (· · · → Vi−1→ Vi→ Vi+1→ · · · ) est un complexe borné de Sm-modules
gradués, on a
∑
i∈Z(−1)i χV i (α, T ) = 0 .
b) Pour r ∈ Z, on a χV [−r](α, T ) = χV (α, T ) · (−T )r .
c) χV1⊗kV2 (α1 ⊗ α2, T ) = χV1 (α1, T ) · χV2 (α2, T ).
d) P(Homgrk(V1, V2))(T ) = P(V1)(1/T ) · P(V2)(T )
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10.1.3. Série de caractères d’un Sm-espace topologique. Si M est
un espace topologique de type fini, muni d’une action de Sm, les « séries de
caractères de Hc(M) et de H(M) » seront respectivement notées
χc(M)(α, T ) := χHc(M ,k)(α, T ) , et χ(M)(α, T ) := χH(M ,k)(α, T ) .
On a donc vis-à-vis des définitions de 5.2.2, l’égalité
χc(M)(−, T ) =
∑
i∈N(−1)
i χ
Hic(M)
(−)T
i =
∑
i∈N(−1)
i χc(M ; i)(−)T
i .
10.1.4. Remarque. Il convient de retenir pour la suite les expression sui-
vantes. Pour tout espace topologique X et tout m > 0, on a :
Pc(Xm)(−T )
Tm
=
(χc(X)(1, T )
T
)m
,
Pc(Fm(X))(−T )
Tm
=
(χc(X)(1, T )
T
)m
.
10.2. Séries de caractères de Fq(X)
L’exactitude des complexes fondamentaux associés aux espaces ∆6`(Fq)
du théorème 3.5.4 s’avère particulièrement adaptée à la détermination des
séries de caractères. La proposition suivante est un ingrédient important dans
le calcul des caractères.
10.2.1. Théorème. Soit X un espace i-acyclique. Pour toute partition q de
[[1,m]], tout ` 6 m et tout α ∈ Sq (3.4.3), on a
χc
(
∆6`Fq(X)
)
(α, T )
T `
=
∑
a>0
χc
(
∆`−aFq(X)
)
(α, T )
T `−a
.
Démonstration. Corollaire immédiat de 3.5.4 et du lemme 10.1.2. 
10.3. Séries de traces pour un m-cycle
L’action de Sm sur [[1,m]] induit une action sur l’ensemble P(m) des par-
titions de [[1,m]] qui sera sous-entendue dans la suite. Pour m > 0 donné,
on note σm ∈ Sm, ou simplement σ s’il est superflu de préciser l’entier m,
la permutation cyclique (1, 2, . . . ,m). On notera Cm := 〈σm〉 le sous-groupe
de Sm engendré par σm.
10.3.1. Lemme. Les points fixes de l’ensemble P(m) sous l’action de Cm
sont les partitions en orbites de [[1,m]] sous l’action des différents sous-
groupes de Cm. On a{
Pd(m)
Cm =
{
[[1,m]]/〈σm/dm 〉
}
, si d |m,
Pd(m)
Cm = ∅ , sinon.
En particulier,
∣∣P(m)Cm ∣∣ = ∣∣{d ∈ N t.q. d ∣∣m}∣∣ .
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Démonstration. L’application Cm → [[1,m]], α 7→ α(1) est un isomorphisme
de Cm-espaces lorsque l’on munit Cm de son action par multiplications à
gauche. Les partitions Cm stables par multiplication à gauche sont aussi
stables par multiplication à droite puisque Cm est abélien. Or, les parti-
tions de Cm stables par multiplication à droite sont les ensemble des classes
d’équivalence à gauche de Cm des sous-groupes H ⊆ C, autrement dit, ce
sont les partitions de Cm en H-orbites. Enfin, comme Cm est cyclique en-
gendré par σ, ses sous-groupes sont les 〈σd〉 avec d |m. 
10.3.2. Théorème. Soit X un espace i-acyclique. Pour tout m> 1, la série
de traces de l’action de σm sur Hc(Fm(X)) vérifie
χc(Fm(X)(σm, T ))
Tm
=
∑
d |m
µ
(m
d
)χc(X)(1, T d)
T d
,
où µ(−) est la fonction de Möbius.
Démonstration. Le théorème 10.2.1 appliqué à la partition q = (1, . . . , 1) et
pour ` = m donne l’égalité de séries de traces
χc(X
m)(σ, T )
Tm
=
∑
a>0
χc(∆m−aXm)(σ, T )
Tm−a
(∗)
D’après 2.3.3, on a la décomposition
Hc(∆m−aXm) =
⊕
p∈Pm−a(m)
Hc(Fp) ,
et la trace de l’action de σ sur Hc(∆m−aXm) se lit sur les termes Hc(Fp)
tels que σ · p = p. Or, on a vu dans le lemme 10.3.1 qu’il n’y a de telles
partitions que lorsque d := m− a est un diviseur de m, et dans ces cas, il y a
une et une seule partition telle, à savoir p := Cm · 〈σdm〉. L’action de σm sur
Fp coïncide avec l’action de σd sur Fd, on a donc l’égalité de séries de traces{
χc(∆dX
m)(σm, T ) = χc(Fd(X))(σd, T ) , si d |m,
χc(∆dX
m)(σm, T ) = 0 , si d -m,
dont on déduit l’expression du deuxième membre de (∗) suivante :∑
a>0
χc(∆m−aXm)(σm, T )
Tm−a
=
∑
d |m
χc(Fd(X))(σd, T )
T d
. (†)
Maintenant, si pi : Xm →X est la projection x 7→ xi, on a σ∗ ◦ p∗σi = p∗i et
l’action de σ sur les tenseurs simples de Hkc (X)⊗m se fait par permutation
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signée (cf. [28]) :
σ∗(ω1 ⊗ ω2 ⊗ · · · ⊗ ωm) = (−1)k(m−1)(ω2 ⊗ ω3 ⊗ · · · ⊗ ω1) .
Comme l’opérateur σ∗ agit sur une base de tenseurs simples de Hc(X)⊗m, sa
trace le lit sur ceux de tels tenseurs fixés par σ, donc de la forme ω⊗ · · · ⊗ω
pour ω appartenant à une base de Hc(X). On a alors l’égalité{
tr(σ∗ :Hkmc X
m) = (−1)k(m−1) dimHkc (X)
tr(σ∗ :HjcX
m) = 0 , si m -j,
et, par définition de la série des traces 10.1.1,
χc(X
m)(σm, T ) =
∑
k>0
(−1)km · (−1)k(m−1) dimHkc (X) · T km
=
∑
k>0
(−1)k dimHkc (X) · (Tm)k = χc(X)(1, Tm) .
(‡)
En reportant les égalités (†) et (‡) dans la formule (∗), on obtient :
χc(X)(1, T
m)
Tm
=
∑
d |m
χc(Fd(X))(σd, T )
T d
, ∀m > 1 ,
et la formule d’inversion de Möbius donne l’égalité recherchée :
χc(Fm(X)(σm, T ))
Tm
=
∑
d |m
µ
(m
d
)χc(X)(1, T d)
T d
.

10.3.3. Remarque pour Xm. D’après l’égalité (‡) de la preuve précédente
qui donne
χc(X
m)(σm, T ) = χc(X)(1, T
m) ,
l’analogue du théorème 10.3.2 pour l’espace Xm s’énonce par la même for-
mule où la sommation est restreinte au seul terme d’indice d := m. On re-
trouve alors les résultats de Macdonald ([28], formule (3.2)).
10.4. Séries des traces pour une puissance d’un m-cycle
10.4.1. Partitions en orbites qr
On s’intéresse maintenant au cas où m = dr avec 1 6 d 6 m et à la trace
de l’opérateur σrdr agissant sur Fdr(X). Notons qr la partition de [[1,dr]]
et 〈σrdr〉-orbites. Pour l’étude de χc(Fdr(X))(σrdr , T ) nous allons utiliser le
théorème 10.2.1 avec q := qr et ` := dr. Dans ce cas, on a (10.1.2-(c))
χc
(
Fqr (X)
)
(σrdr , T )
T dr
=
(χc(Fd(X))(σd, T )
T d
)r
,
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d’où l’égalité :(χc(Fd(X))(σd, T )
T d
)r
=
∑
a>0
χc
(
∆dr−aFqr (X)
)
(σrdr , T )
T dr−a
,
qui nous emmène à l’étude de l’espace ∆dr−aFqr (X) sous l’action de σrm.
10.4.2. Proposition. Soit qr la partition de [[1,dr]] en 〈σrdr〉-orbites et soit
p = {I1, . . . , I`} t qr telle que σrdr · p = p. Alors, ` = dr′, pour un certain r′
vérifiant 1 6 r′ 6 r, et l’on a une identification d’espaces munis d’actions
(σrdr :Fp(X)) ' (σr
′
dr′ :Fdr′ (X)) .
Le cardinal de l’ensemble de telles partitions p est∣∣∣(qt ∩Pdr′ (dr))σrdr ∣∣∣ = { r
r′
}
d(r−r
′) .
Démonstration. Commençons par remarquer qu’une partition p ∈ P(dr) vé-
rifie σr · p = p, si et seulement si, la relation ∼
p
est « 〈σr〉-équivariante »,
c’est-à-dire :
i ∼
p
j ⇒ σra(i) ∼
p
σra(j) , ∀a ∈ N.
L’illustration ci-dessous représente, sur la partie gauche, la partition qr .
Chaque colonne étant l’une des parties de qr , est remplie d’indices i de [[1,dr]]
pour lesquels les coordonnées xi de x ∈ Fq sont deux à deux distinctes. Le
cycle à l’intérieur des colonnes rappelle l’action simplement transitive du
groupe 〈σr〉 sur chacune d’elles.
Sur la partie droite, on représente, à l’aide de flèches, les identifications
définies par l’équivalence ∼
p
. Il faut remarquer le parallélisme des flèches dans
le sens vertical qui reflète la σr-équivariance de ∼
p
.{
{ . . . . . .. . . . . .. . .. . .. . .d r { 1k { 2k
qr
kr ′
σrdr〈 〉
Les regroupements k1, k2, . . . , kr′ sont tels que r =
∑
i ki. On voit donc bien
qu’au final on a Fp ' Fdr′ et que l’action σrdr :Fp s’identifie à σr
′
dr′ :Fdr′ .
La partie de droite de la figure permet aussi de comprendre que pour
chaque partition de l’ensemble qr en r′ parties non vides de cardinaux ki, les
différentes manières de définir les partitions p ∈ (qt)σrdr pour les regroupe-
ments ki sont en bijection avec les différentes manières de dessiner les flèches,
soit au nombre dk1−1dk2−1 · · · dkr′−1 = dr−r′ , nombre qui seul dépend de r′
et pas de la suite (k1, . . . , kr′ ). La proposition en découle. 
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10.4.3. Théorème. Soit X un espace i-acyclique. Pour tous d, r > 1 ∈ N,
la série de traces de l’action de σrdr sur Hc(Fdr(X)) vérifie l’égalité :
χc(Fdr(X))(σ
r
dr , T )
(dT d)r
=
(χc(Fd(X))(σd, T )
dT d
)r
,
soit
χc(Fdr(X))(σ
r
dr , T )
(dT d)r
=
(∑
e |d
µ
( d
e
)χc(X)(1, T e)
dT e
)r
où µ est la fonction de Möbius et (−)
r est la factorielle décroissante de 14.1.
Démonstration. Dans la formule de l’introduction 10.4.1 :(χc(Fd(X))(σd, T )
T d
)r
=
∑
a>0
χc
(
∆dr−aFqr (X)
)
(σrdr , T )
T dr−a
,
nous pouvons maintenant préciser le membre de droite. Par 10.4.2, on aχc
(
∆`F
qr (X)
)
(σrdr , T ) = 0 , si d -` ,
χc
(
∆dr′F
qr (X)
)
(σrdr , T ) =
{ r
r′
}
d(r−r′) χc
(
Fdr′ (X)
)
(σr
′
dr′ , T ) .
En substituant les expressions, on obtient, pour tout r > 1,
(χc(Fd(X))(σd, T )
(dT )d
)r
=
∑
r′>1
{ r
r′
} χc(Fdr′ (X))(σr′dr′ , T )
(dT d)r′
,
soi, en écriture vectorielle,
(χc(Fd)(σd, T )
dT d
)
1
...(χc(Fd)(σd, T )
dT d
)
r
 =
({i
j
})

χc(Fd·1)(σ1d·1, T )
(dT d)1
...
χc(Fd·r)(σrdr , T )
(dT d)r
 .
La matrice
(
{ij}
)
est la matrice des nombres de Stirling de deuxième es-
pèce (S(i, j)) (14.4.1). Son inverse est la matrice des nombres de Stirling de
première espèce signés (s(i, j)). Cette matrice est aussi la matrice de chan-
gement d’un système de puissances (X1, . . . , Xr) vers un système de facto-
rielles décroissantes (X1, . . . , Xr) (14.3.3), par conséquent :
χc(Fdr(X))(σ
r
dr , T )
(dT d)r
=
(χc(Fd(X))(σd, T )
dT d
)r
.
131
Le théorème découle alors de l’égalité du théorème 10.3.2 qui donne :
χc(Fd(X)(σd, T ))
dT d
=
∑
e |d
µ
( d
e
)χc(X)(1, T e)
dT e
. 
10.4.4. Remarque pour Xm. La remarque de l’introduction 10.4.1 est la
même pour l’espace Xm, mais en plus simple. On a clairement (cf. 10.3.3,
mais aussi [28] (eq. 4.5))
χc(X
dr)(σrdr , T ) = χc(X)(1, T
d)r .
Aussi, l’analogue du dernier théorème 10.4.3 pour l’espace Xm est donné
par la même formule où la factorielle décroissante (−)
r est remplacée par la
puissance (−)
r et où la sommation est restreinte au terme d’indice e := d.
10.5. Séries des traces pour une permutation générale
10.5.1. Permutations immiscibles
À une permutation α ∈ Sm, on associe la partition pα de [[1,m]] en 〈α〉-
orbites. Les cardinaux des 〈α〉-orbites définissent une décomposition de m
que l’on note λ(α) = (1X1(α), 2X2(α), . . . ,mXm(α)), ce qui signifie le fait qu’il
y a exactement Xi(α) orbites de cardinal i.
Définition. Étant données deux parties non vides I et J de [[1,m]] et deux
permutations α ∈ SI et β ∈ SJ (voir 3.4.3), on dit qu’elles sont « immis-
cibles », si l’on a
∑
i Xi(α)Xi(β) = 0, autrement dit, si les orbites de 〈α〉 dans
I ont toutes des cardinaux différents de celles de 〈β〉 dans J .
10.5.2. Proposition. Soit X un espace i-acyclique. Pour toute partition
q := {J1, . . . , Jr} ∈P(m), et toute famille de permutations {αi ∈ SJi}i=1,...,r
deux à deux immiscibles, on a
χc(Fm(X))(α, T ) =
∏r
i=1
χc(F|Ji |(X))(αi, T )
où α désigne le recollement des αi et où, dans les terme de droite, nous avons
identifié le support Ji de αi avec l’intervalle [[1,|Ji|]].
Démonstration. Grâce au complexe fondamental de Fq(X), pour ` = m et
pour α le recollement des αi, on a l’égalité (10.2.1)
χc(F
q)(α, T )
Tm
=
∑
a>0
χc(∆m−aFq(X))(α, T )
Tm−a
,
où, dans le premier membre, on a clairement
χc(F
q)(α, T ) =
∏r
i=1
χc(F|Ji |(X))(αi, T ) .
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Dans le second membre, pour a = 0, on a bien
χc(∆mF
q(X))(α, T ) = χc(Fm(X))(α, T )
ce qui nous emmène à montrer que pour tout a > 1, on a
χc(∆m−aFq(X))(α, T ) = 0 (∗)
Or, d’après 3.4.5, on a la décomposition en sous-espaces ouverts
∆`F
q(X) :=
∐
p∈P`(m), ptq
Fp(X) ,
et la série de traces de α pour ∆`Fq est concentrée sur les espaces Fp cor-
respondants aux partitions p vérifiant, de plus, α · p = p, donc, telles que
(i ∼
p
j) =⇒ (αri ∼
p
αrj) .
Maintenant, s’il existait une telle partition pour `<m, on aurait un certain
couple (i 6= j) vérifiant (i ∼
p
j), auquel cas, par transversalité, on aurait
(i 6∼q j) et il existerait des parties Ja 6= Jb de q telles que i ∈ Ja et j ∈ Jb. En
particulier, les orbites 〈α〉 · i= 〈αa〉 · i et 〈α〉 · j = 〈αb〉 · j seraient de cardinaux
différents puisque αa et αb sont immiscibles. Si  := ord(αa) < ord(αb), on
aurait
(i ∼
p
j) et (i = αa i ∼p αb j) , et donc (j ∼p αb j) ,
avec αb j 6= j, et ceci contredirait la transversalité de p et q puisque (j ∼q α j).
L’égalité (∗) se trouve ainsi justifiée et la proposition résulte. 
On peut maintenant énoncer le théorème principal de cette section.
10.5.3. Théorème. Soit X un espace i-acyclique. Étant donné une permu-
tation α ∈ Sm, soit λ(α) = (1X1 , 2X2 , . . . ,mXm ) la décomposition de m déter-
minée par la partition de [[1,m]] en 〈α〉-orbites. Alors,
χc(Fm(X))(α, T )
Tm
=
m∏
d=1
d Xd
(∑
e |d
µ
( d
e
)χc(X)(1, T e)
dT e
)Xd
où µ est la fonction de Möbius et (−)
r est la factorielle décroissante de 14.1.
Démonstration. Pour chaque d = 1, 2, . . . ,m, notons Jd la réunion des 〈α〉-
orbites de [[1,m]] qui sont de cardinal d. Notons q la partition de [[1,m]] définie
par les parties Jd non vides, i.e. telles que Xd 6= 0.
Pour chaque J ∈ q, notons αJ la restriction de α à J . On a α ∈ Sq, et
ses différentes composantes αJ sont deux à deux immiscibles. On peut donc
appliquer la proposition 10.5.2 à la partition q et à la permutation α. On
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obtient l’égalité
χc(Fm(X))(α, T )
Tm
=
∏
J∈q
χc(F|J |(X))(αJ , T )
T |J |
. (∗)
Maintenant, comme une partie Jd ∈ q est la réunion de Xd orbites de
cardinal d, l’action de α sur Jd est équivalente à l’action de σ
Xd
dXd
sur [[1,dXd]]
et chaque terme du produit dans (∗) est, d’après 10.4.3,
χc(FdXd (X))(σ
Xd
dXd
, T )
T dXd
= dXd
(χc(Fd(X))(σd, T )
dT d
)Xd
.
Le théorème résulte alors de remarquer que dans le produit de la formule à
démontrer, les termes d’indices d tels que Xd = 0 sont tous égaux à 1. 
10.5.4. Remarque pour Xm. Tout comme dans les remarques 10.3.3 et
10.4.4, l’analogue du dernier théorème 10.5.3 pour l’espace Xm est donné
par la même formule où (−)
r est remplacée par (−)
r et où la sommation est
restreinte au seul terme d’indice e := d (cf. aussi [28] (eq. 4.5)). On a donc
pour tout α ∈ Sm avec λ(α) = (1X1 , 2X2 , . . . ,mXm ) :
χc(X
m)(α, T ) =
∏m
d=1
dXd χc(X)(1, T
d)Xd .
10.6. Comparaison entre χc(Fm(X)) et χc(Fm(X r a))
Pour α ∈ Sm, notons λ(α) = (1X1(α), 2X2(α), . . . . . .) `m son type. Le coef-
ficient X1(α) est le cardinal de l’ensemble des α-orbites réduites à un point,
autrement dit, de l’ensemble des i ∈ [[1,m]] fixés par α.
10.6.1. Le cas ou X1(α) = 0. On a vu dans le corollaire de 3.1.3 que si X
est i-acyclique, on dispose d’une suite exacte courte de Sm-modules gradués
0→ Hc
(
F•m(X)
)
[−1]→ Hc(Fm(
◦
X))→ Hc(Fm(X))→ 0 (∗)
où
◦
X :=X r {•} pour un certain • ∈X , et où F•m(X) est la réunion disjointe
des Fxi=•m (X) := {(x1, . . . , xm) ∈ Fm | xi = •} où i = 1, . . . ,m.
Or, par l’égalité évidente α(Fxi=•m ) = F
xα(i)=•
m , on voit que si X1(α) = 0,
on a α(Fxi=•m ) 6= (Fxi=•m ), et donc que χc(F•m)(α, T ) = 0. On conclut alors,
par l’exactitude de (∗), que χc(Fm(X r 1))(α, T ) = χc(Fm(X))(α, T ), d’où
le lemme suivant.
10.6.2. Lemme. Soit X un espace i-acyclique. Pout tout m > 0 et toute
permutation α ∈ Sm telle que X1(α) = 0, on a
χc(Fm(X r a))(α, T ) = χc(Fm(X))(α, T )
pour tout a ∈ N.
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10.6.3. Remarque. Ce lemme peut aussi être vérifié en appliquant le théo-
rème 10.5.3. Dans ce cas, il suffit de voir que pour tout d > 1 on a∑
e |d
µ
( d
e
)χc(X r 1)(1, T e)
T e
=
∑
e |d
µ
( d
e
)χc(X)(1, T e)
T e
.
Or, d’après 4.1.5-(c), on a χc(X r 1)(1, T ) = χc(X)(1, T )− T , et alors∑
e |d
µ
( d
e
)χc(X r 1)(1, T e)
T e
=
∑
e |d
µ
( d
e
)(χc(X)(1, T e)
T e
− 1
)
.
On conclut par le fait bien connu sur la fonction de Möbius que affirme que
l’on a
∑
e |d µ(d/e) = 0 lorsque d > 1.
10.6.4. Le cas général. Pour α ∈ Sm, notons I := {i ∈ [[1,m]] | α(i) = i}
et J := [[1,m]] r I. Les permutations idI ∈ SI et α J ∈ SJ sont clairement
immiscibles et on peut appliquer 10.5.2. On a
χc(Fm(X))(α, T ) = χc(F|I|(X))(1, T ) · χc(F|J |(X))(α J , T ) ,
d’où la proposition suivante.
10.6.5. Proposition. Soit X un espace i-acyclique. On a
χc(Fm(X))(α, T )(χc(X)(1, T )
T
)X1(α) = χc(Fm(X r a))(α, T )(χc(X)(1, T )
T
− a
)X1(α)
10.7. Comparaison entre χc(Fb+a(X)) et χc(Fb(X r a)) ·χc(Fa(X))
Dans la section 12, nous allons nous intéresser de plus près aux projections
pia : Fb+a(X) → Fa(X) de fibre Fb(X r a). Le théorème 12.4.9 établit que
lorsque X est, de plus, i-acyclique et localement connexe, la suite spectrale
de Leray associée à pia est dégénérée (dr = 0, pour r > 2), auquel cas on a
un isomorphisme
Hc(Fb+a(X)) ∼ Hc(Fb(X r a))⊗Hc(Fa(X)) .
Notons Sa (resp. Sb) le sous-groupe des permutations α ∈ Sb+a telles que
α(i) = i pour tout i 6 b (resp. b < i). Le groupe Sa agit sur la base Fa(X),
et le groupe Sb sur la fibre Fb(X r a).
La proposition suivante montre qu’il n’est généralement pas vrai que le
caractère de Sb×Sa sur Hc(Fb+a) soit le produit des deux autres caractères,
i.e. on n’a pas pour tous (α, β) ∈ Sb×Sa l’égalité :
χc(Fb+a(X))((β, α), T ) = χc(Fb(X r a))(β, T ) · χc(Fa(X))(α, T ) . (‡)
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10.7.1. Proposition. Soit X un espace i-acyclique.
a) Pour d > 1 et r > r′ > 1, et pour pi : Fdr(X)→ Fdr′ (X) la projection sur
la réunion de r′ orbites de 〈σrdr〉. On a
χc(Fdr(X))(σ
r
dr)=(dT
d)rQd(X)
r
χc(Fb(Xrdr
′))(σr
′′
dr′′ )·χc(Fdr′ (X))(σr
′
dr′ )=(dT
d)rQd(X)
r′′ ·Qd(X)r′
où r′′ := r − r′ et Qd(X) := χc(Fd(X))(σd, T )/(dT d).
Dans cette situation, l’égalité (‡) n’est donc jamais vérifiée.
b) Pour a, b > 1. On a pour tout α ∈ Sa,
χc(Fb+a(X))(1b×α,T )=T b+aQ1b+X1(α) ·R
χc(Fb(Xra))(1b,T )·χc(Fa(X))(α,T )=T b+a(Q1−a)b ·Q1X1(α) ·R
où Q1 := (χc(X)(1, T )/T ) et R := χc(Fb+a(X))(α′, T )/T b+a avec α′ tel
que X1(α′) = 0 et Xi(α′) = Xi(α) pour les autres indices i.
Dans cette situation, la formule (‡) est vérifiée si et seulement si α = 1a.
Démonstration. (a) La fibre de pi étant Fdr′′ (X r dr′), on a par 10.4.3
χc(Fdr(X))(σ
r
dr , T ) = (dT
d)rQd(X)
r
χc(Fdr′ (X))(σ
r′
dr′ , T ) = (dT
d)r
′
Qd(X)
r′
χc(Fdr′′ (X r dr
′))(σr
′′
dr′′ , T ) = (dT
d)r
′′
Qd(X r dr
′)r
′′
.
où, dans la troisième égalité on a Qd(X r dr′) = Qd(X), d’après 10.6.2.
(b) Les égalités résultent aussitôt de 10.5.3. La formule (‡) est vérifiée si
et seulement si,
Q1
b+X1(α) = (Q1 − a)b ·Q1X1(α)
et la conclusion résulte de ce que Q1b+X1(α) = Q1X1(α) · (Q1 − X1(α))b. 
10.7.2. Proposition. Soit X un espace i-acyclique. Si α et β sont immis-
cibles et si X1(β) = 0, l’égalité (‡) est vérifiée.
Démonstration. Conséquence du théorème 10.5.3 et du lemme 10.6.2. 
11. Quotients d’espaces de configuration généralisés
La possibilité d’un algorithme de calcul des caractères de Sm-modules
H ic(∆`X
m) donnée par le théorème 5.3.3 et évoquée dans la remarque 5.3.4,
ouvre la porte à la détermination des polynômes de Poincaré de la cohomo-
logie des espaces d’orbites (∆?`Xm)/H où H est un sous-groupe de Sm.
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11.1. Polynômes de Poincaré de (∆?`Xm)/H
L’énoncé bien connu suivant rappelle le lien entre le polynôme de Poincaré
des quotients et les séries de caractères.
11.1.1. Proposition. Soit Z un espace topologique de type fini muni d’une
action de Sm. Pour tout sous-groupe H ⊆ Sm, on a
Pc(Z/H)(−T ) = 1|H |
∑
h∈H
χc(Z)(h, T )
=
1
m!
∑
g∈Sm
χc(Z)(g, T ) · χ(indSmH 1)(g)
=
1
m!
∑
λ
hλ χc(Z)(gλ, T ) · χ(indSmH 1)(gλ)
Dans la dernière formule, la sommation est indexée par les décompositions
λ = {1X1 , 2X2 , . . . ,mXm} de m, le nombre hλ est le cardinal de l’ensemble
pi(λ) des permutations dont la décomposition en produit de cycles disjoints
est de type λ, l’élément gλ est alors un représentant quelconque de pi(λ).
Démonstration. Un théorème classique de Grothendieck ([22])35 donne l’équi-
valence H ic(Z/H) = H ic(Z)H , pour tout i ∈ N. On a donc
Pc(Z/H)(−T ) =
∑
i∈N
( 1
|H |
∑
h∈H tr(h:H
i
c(Z))
)
(−T )i
=
1
|H |
∑
h∈H
χc(Z)(h, T ) .
Les autres égalités sont classiques (cf. [28] eq. (6.1) et (6.2)). 
11.1.2. Commentaire. Lorsque l’espace X est i-acyclique, cette proposi-
tion et l’explicitation des séries de caractères des Sm-modules Hc(Fm(X))
du théorème 10.5.3, donnent des formules très explicites des polynômes de
Poincaré pour les espaces de configurations cycliques et non-ordonnées asso-
ciés à Fm(X), ce qui constitue le sujet des deux sections suivantes.
11.2. Espaces de configurations cycliques CFm(X)
Soit Cm le sous-groupe de Sm engendré par le cycle σm := (1, . . . ,m).
L’« espace de configurations cycliques de X », noté CFm(X), est l’espace
CFm(X) := Fm(X)/Cm .
35Loc.cit. Théorème 5.3.1 et corollaire de la Proposition 5.2.3.
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11.2.1. Théorème. Soit X un espace i-acyclique. Pour tout m ∈ N, on a
Pc(CFm)(−T ) = T
m
m
∑
d |m
φ(d) dm/d
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)m/d
,
où φ(−) est la fonction indicatrice d’Euler, µ(−) est la fonction de Möbius et
(−)
r est la factorielle décroissante de 14.1.
Démonstration. Par 11.1.1, on a
Pc(CFm)(−T )
Tm
=
1
m
∑
dr=m
φ(d)
χc(Fm)(σ
r
m, T )
Tm
.
Par 10.4.3, on a alors
Pc(CFm)(−T )
Tm
=
1
m
∑
dr=m
φ(d) dr
(χc(Fd(X))(σd, T )
dT d
)r
,
et la proposition résulte de l’égalité 10.3.2 :
χc(Fd(X)(σd, T ))
T d
=
∑
e |d µ
( d
e
)Pc(X)(−T e)
T e
. 
11.2.2. Remarque. Un cas particulier de la proposition précédente est
lorsque m est un nombre premier p. Dans ce cas, on a simplement
Pc(CFp)(−T )
T p
=
1
p
(χc(Fp)(1,T )
T p
+(p−1)
χc(Fp)(σp,T )
T p
)
=
1
p
((χc(X)(1,T )
T
)p
+(p−1)
(χc(X)(1,T p)
T p
−
χc(X)(1,T )
T
))
Où l’on remarquera que si nous notons Q(T ) := χc(X)(1, T )/T , la dernière
expression entre les grandes parenthèses est
Q(T )p + (p− 1)(Q(T p)−Q(T )) ,
qui est nulle modulo p puisque l’on a
Q(T )p ≡p Q(T )p −Q(T ) ≡p Q(T p)−Q(T ) .
11.2.3. Remarque. En suivant la méthode décrite dans [28], la proposition
résulte également comme application de la troisième égalité de 11.1.1. Dans
ce cas, χ(indSmCm )(gλ) 6= 0, si et seulement si, gλ est conjuguée à σ
m/d
m pour
un certain d |m, auquel cas
λ =
{
dm/d
}
, hλ =
m!
dm/d
, gλ := σ
m/d
m , χ(ind
Sm
Cm
)(gλ) = φ
(
d
) dm/d
m
,
d’où
Pc(CFm(X))(−T ) = 1
m
∑
d |m φ(d)
χc(Fm(X))(σ
m/d
m , T ) ,
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et la conclusion suit par application de 10.5.3 à la décomposition λ en ques-
tion, ce qui donne
χc(Fm(X))(σ
m/d
m , T ) = T
m dm/d
(χc(Fd(X))(σd, T )
dT d
)m/d
.
11.2.4. Remarque pour Xm. En accord avec la remarque 10.5.4, l’ana-
logue du théorème 11.2.1 pour le produit cyclique X [m] := Xm/Cm (36) est
donné par la même formule où la factorielle décroissante (−)
r est rempla-
cée par la puissance (−)
r et où la deuxième sommation est restreinte au seul
terme d’indice e := d. On a donc :
Pc(X [m])(T ) = 1
m
∑
d |m φ(d)Pc(X)((−1)
d+1T d)m/d ,
qui est très précisément la formule (8.4) de [28].
11.3. Espaces de configurations non-ordonnées BFm(X)
On appelle « espace de configurations non ordonnées deX », notéBFm(X),
l’espace
BFm(X) := Fm(X)/Sm .
11.3.1. Théorème. Soit X un espace i-acyclique. Pour tout m ∈ N, on a
Pc(BFm(X))(−T )
Tm
=
1
m!
∑
λ:=(1X1 ,...,mXm )`m
hλ
∏m
d=1
dXd
(∑
e |d
µ
( d
e
)Pc(X)(−T e)
dT e
)Xd
où µ(−) est la fonction de Möbius, (−)
r est la factorielle décroissante (14.1),
et hλ est le cardinal de l’ensemble des permutations de Sm dont la décompo-
sition en cycles disjoints est de type λ := (1X1 , . . . ,mXm ) ` m, soit :
hλ =
m!
X1!X2! . . .Xm! (1!)X1 (2!)X2 · · · (m!)Xm .
Démonstration. Corollaire immédiat de la troisième formule de 11.1.1 modulo
le calcul de séries de traces de 10.5.3. La valeur de hλ est classique et bien
connue (cf. [3] thm. 13.2, p. 215). 
11.3.2. Remarque pour Xm. Comme pour les autres remarques concer-
nant Xm, l’analogue du dernier théorème 11.3.1 pour le produit symétrique
X(m) := Xm/Sm (37) est donné par la même formule où la factorielle dé-
croissante (−)
r est remplacée par la puissance (−)
r et où la deuxième som-
36Notation de [28] p. 568.
37Notation de [28] p. 568.
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mation est restreinte au seul terme d’indice e := d. On a donc :
Pc(X(m))(T )= 1
m!
∑
λ:=(1X1 ,...,mXm )`m
hλ
∏m
d=1
Pc(X)((−1)d+1T d)Xd
qui est très précisément la formule (8.3) de [28].
Concernant cette formule, on rappelle que Macdonald en a donné une
très belle fonction génératrice (loc.cit. eq (8.5)) : le k-ième coefficient de
Pc(X(m)) est le coefficient en xktm du développement en série entière de
(1 + xt)β1 (1 + x3t)β3 · · ·
(1− t)β0 (1− x2t)β2 (1− x4t)β4 · · ·
où βk est le k-ième coefficient de Pc(X).
Nous ne connaissons pas de résultat semblable pour Pc(BFm(X)), la dif-
ficulté essentielle, par rapport à l’approche de Macdonald, réside dans les
factorielles décroissantes.
11.3.3. Commentaire. Conformément au théorème 9.2.3 de monotonie et
stabilité des familles {Sm :H ibm(Fm(M))}m, lorsqueM est une pseudovariété
connexe orientable de dimension dM > 2 et pour chaque i ∈ N fixé, la famille
de polynômes de Poincaré{Pc(BFm(M))(1/T ) · TmdM (mod T i+1)}m (∗)
est stationnaire. C’est un phénomène qui n’est pas apparent à la lecture de la
formule 11.3.1. Cela nous a intrigué et nous a conduit à la rédaction de la sec-
tion suivante où nous déterminons assez précisément le rang de stabilité de
la famille de nombres {Bettiibm(BFm(M))}m. On y procède en deux temps.
D’abord, lorsque M est i-acyclique (11.5.3), en étudiant le coefficient de T i
dans développement de la série (1/m!)
∑
α∈Sm χBM(Fm(M))(α, T ) d’après
la formule 10.5.3. Ensuite, lorsque M est général, à l’aide des suites spec-
trales basiques. Ce faisant, nous obtenons la proposition 11.6.1 qui est une
importante amélioration de l’estimation de la plage de stabilité de la famille
de nombres (∗) puisque l’on passe de {m > 4i} à {m > 2i} si dM = 2, et de
{m> 2i} à {m> i} si dM > 3. Cette dernière proposition généralise les théo-
rèmes A et B de Randal-Williams [32], mais aussi le corollaire 3 de Church
([7], p. 470) valables seulement lorsque M est une variété topologique.38
38 Il convient cependant de signaler que pour M une variété topologique de dimension
dM = 2, Church améliore encore la plage de stabilité à {m > i} ce que nous n’avons pas
établi, mais que nous n’excluons pas comme accessible avec nos méthodes.
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11.4. Sur le rang de stabilité de la famille {Bettiibm(BFm(M))}m
11.4.1. Rang de stabilité des caractères polynomiaux. Dans 7.3.1,
nous avons rappelé la notion de polynomialité d’une famille de caractères
{χSm (Wm)}m. Nous y avons introduit la fonction Xi : Sm → N qui fait cor-
respondre à α ∈ Sm le nombre Xi(α) de cycles de longueur i dans la décom-
position de α ∈ Sm comme produit de cycles disjoints.
11.4.2. Polynomialité des fonctions centrales. Pour m > 0, on note
Qcl(Sm) la Q-algèbre des fonctions f : Sm→Q dites centrales, i.e. constantes
sur chaque classe de conjugaison de Sm. On note ensuite
ρm : k[X] := k[X1,X2, . . .]→ Qcl(Sm)
l’homomorphisme d’algèbres défini et faisant correspondre à Xi la fonction
centrale α 7→ Xi(α). On a donc
ρm(X
d1
1 X
d2
2 · · ·Xd`` )(α) :=
∏
k
Xk(α)
dk , ∀dk ∈ N .
11.4.3. Proposition. L’homomorphisme de Q-algèbres
ρm : k[X]→ Qcl(Sm)
est surjectif et son noyau contient les polynômes :(
X1 +2X2 + · · ·+mXm−m
)
and
(
Xi(Xi−1) · · ·
(
Xi−
⌊
m/i
⌋))
.
En particulier, les caractères de Sm peuvent être réprésentés par des poly-
nômes à coefficients rationnels en les variables X1, . . . ,Xm−1.
Démonstration. Pour i ∈ [[1,m]] et j ∈ [[0,bm/i⌋]] soit le polynome de Z[Z] :
Zi,j := Z(Z− 1) · · · (̂Z− j) · · ·
(
Z− ⌊m/i⌋)
et notons
Qi,j := Zi,j(Xi)/Zi,j(j) ∈ k[X] .
On a clairement l’égalité
ρm(Qi,j)(α) = δXi(α),j (delta de Kronecker)
En particulier, si µ = (1a1 , . . . ,mam ) ` m, d’image par ρm du polynôme
Qµ :=
∏m
i=1
Qi,ai
est la fonction caractéristique de l’ensemble des permutations de type µ. 
11.4.4. La graduation deg de k[X]. Il s’agit de la graduation des poly-
nômes dans l’algèbre k[X] := k[X1,X2, . . .] qui résulte de poser deg Xi = i.
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11.4.5. Proposition. Pour P ∈ k[X1, . . . ,X`], la famille de nombres{ 1
m!
∑
α∈Sm
P
(
X1(α), . . . ,X`(α)
)}
m
est constante pour m > deg(P ).
Démonstration. Il suffit de le prouver pour les monômes P := Xd11 X
d2
2 · · ·Xd`` ,
où deg(P ) > 0, vu que pour P = 1 la proposition est évidente.
On introduit les ensembles Ci(m), pour 1 6 i 6 m.
On pose C1(m) := [[1,m]], et, pour i > 1, on pose Ci(m) := le sous-ensemble
de Sm des i-cycles. On fait agir Sm sur C1(m) par son action naturelle et
sur Ci(m) par conjugaison, α · γ := αγα−1. On note ensuite Ei(m) le k[Sm]-
module engendré par les éléments de Ci(m), et l’on note
EP (m) := E1(m)⊗d1 ⊗ · · · ⊗ E`(m)⊗d` .
muni de sa structure de Sm-module produit tensoriel de représentations.
(A) Rang de stabilité de dimk(EP (m)Sm ).
L’espace EP (m) a une base paramétrée par l’ensemble de deg(P )-uplets
CP (m) :=
{
(γ1,1, . . . , γ1,d1 , γ2,1, . . . , γ2,d2 , . . . , γ`,1, . . . , γ`,d` )
}
,
où γi,j ∈ Ci(m), de sorte que le sous-espace EP (m)Sm admet une base para-
métrée par l’ensemble CP (m)/Sm des orbites de l’action Sm sur CP (m).
L’inclusion canonique Sm ⊆ Sm+1 induit des inclusions CP (m)⊆CP (m+1),
et donc EP (m) ⊆ EP (m+1), compatibles aux actions des groupes symé-
triques. On vérifie alors aisément que les applications induites
CP (m)/Sm ⊆ CP (m+1)/Sm+1 et EP (m)Sm ⊆ EP (m+1)Sm+1 , (∗)
sont injectives.
Maintenant, pour i > 1 et γ ∈ Ci(m), notons |γ| le « support de γ »,
i.e. l’ensemble des x ∈ [[1,m]] tels que γ(x) 6= x, et pour i = 1 et γ ∈ C1(m),
notons plus simplement |γ|= {γ}. Avec ces conventions, on définit le support
de γ = (γi,j) ∈ CP (m) par |γ| :=
⋃
i,j |γi,j | , où la réunion est paramétrée par
les couples (i, j) tels que di > 1 et 1 6 j 6 di.
Le support de γ ∈ CP (m) vérifie #(|γ|)6 deg(P ). Lorsque m> deg(P ), on
peut trouver, pour γ donné, un élément α∈ Sm+1 tel que |α ·γ| ⊆ [[1,deg(P )]].
On vérifie alors que les injections (∗) sont bijectives, et donc
dimk
(EP (m)Sm) = #(CP (m)/Sm) ()
est indépendant de m > deg(P ).
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(B) Formule de traces.
Notons Yi : Sm → k la fonction centrale définie par
Yi(α) := tr(α :Ei(m)) .
On a
dimk
(EP (m)Sm) = 1
m!
∑
α∈Sm
Y1(α)
d1 · · ·Y`(α)d` . ()
et la sommation de droite est bien indépendant de m > deg(P ), d’après ().
Nous devons obtenir la même conclusion en remplaçant les Y par des X.
– Pour i = 1, on a Y1(α) = tr(α :E1(m)) = C1(m)〈α〉 = X1(α).
– Pour i > 2, on a
Yi(α) = tr(α :Ei(m)) = Ci(m)〈α〉 = #{γ ∈ Ci(m) | αγ = γα} .
La condition αγ = γα implique que α laisse stable l’ensemble |γ|
qui va donc se décomposer en réunion disjointe de cycles de α, tous
de la même longueur puisque γ agit transitivement sur son support. Il
s’ensuit que les éléments de Ci(m)〈α〉 sont les i-cycles de Sm obtenus,
pour chaque d | i, en concaténant i/d cycles distincts de α de longueur d.
On en déduit l’égalité
Yi(α) = φ(i)Xi(α) +
∑
d | i, d<i φ(d)
d(i/d)
i
Xd(α)
i/d
, (‡)
où φ est l’indicatrice d’Euler. Il convient de remarquer que dans le
membre de droite tous les termes sont de degré deg majoré par i, et
que ceux après le signe somme ne concernent que des variables Xj avec
j < i avec un degré polynôme strictement supérieur à 1.
(C) Conclusion. La partie (A) nous dit que la proposition est vraie pour les
monômes Yd11 · · ·Yd`` . Mais, si nous remplaçons chaque Yi par son expression
en termes des Xi de (‡), nous avons une somme de termes de la forme
Yd11 · · ·Yd`` = ∗Xd11 · · ·Xd`` +
∑
∗Xr11 · · ·Xr``
avec deg(Xr11 · · ·Xr`` ) 6 deg(P ), mais où le degré polynôme de Xr11 · · ·Xr`` est
strictement plus grand que celui de P . Il est donc envisageable de raisonner
par récurrence inverse sur le degré polynôme des monômes Xd11 · · ·Xd`` , ce
qui nous fait aboutir au monôme Xr1 , pour lequel la conclusion résulte de
l’égalité X1 = Y1. 
11.4.6. La série de caractères χBM(Y )(−, T ). De manière analogue à
10.1.3, nous définissons la série des caractères pour la cohomologie de Borel-
Moore d’une pseudovariété Y orientable (6.1.1) et munie d’une action de Sm
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(6.2.1-[ad-4]), par la formule
χ
BM(Y )(α, T ) =
∑
i∈Z(−1)
i χ
Hibm(Y )
(α)T i .
Nous avons montré dans 6.2.4-(b) que si M est une pseudovariété orien-
table de type fini de dimension dM , on a une identification de Sm-modules
H ibm(BFm(M)) = sgn(−)
dM ⊗HmdM−ic (BFm(M); k)∨ ,
d’où
χ
BM(BFm(M))(α, T ) =
(
sgn(α)dM (−T )mdM )χc(BFm(M))(α−1, T−1) ,
avec sgn(α)dM (−T )mdM = ∏d(−T d)dMXd(α) d’après un calcul élémentaire.
Maintenant, si M est en plus i-acyclique, le théorème 10.5.3 et des mani-
pulations simples (10.1.4), nous conduisent à la formule explicite
χ
BM(Fm(M))(α,T )=
m∏
d=1
((−T d)dM
d−1 T d
)
Xd
(∑
e |d
µ
( d
e
)Pc(M)(−T−e)
dT−e
)Xd
où ‘Xd’ est un raccourci pour ‘Xd(α)’.
11.5. Stabilité de {Bettiibm(BFm(M))}m, cas i-acyclique. La propo-
sition 11.5.2 qui suit étudie la formule de χBM(Fm(M))(α, T ) indépendam-
ment de toute théorie de représentation ou topologie. La formule dépend
alors seulement de la donnée de m et dM ∈ N et de la suite des nombres de
Betti compacts c = (c0, . . . , cdM ) ⊆ ZdM+1, on notera
χ(c)m := χBM(Fm(M))(α, T ) .
Polynomialité de la famille χ[i](c). Évaluée en α ∈ Sm, la formule de
χ(c)m donne le polynôme de Z[T, 1/T ] noté
χ(c)m(α) =
∑
i∈Z
χ[i](c)m(α)T
i ,
d’où les familles de fonctions centrales χ[i](c) = {χ[i](c)m : Sm → Z}m .
On dira d’une famille de fonctions centrales f = {fm : Sm→Z}m qu’elle est
« (éventuellement) polynomiale » s’il existe un polynôme Qf ∈ Z[X1,X2, . . .]
tel que fm(α) = Qf (α) pour tout m (assez grand) et tout α ∈ Sm. Un tel
Qf est unique (39) et le « degré polynôme de f » est alors celui de Qf . Si
fm = Qf pour tout m > N , on dira que « f est polynomiale sur {m > N} ».
39En effet, si Q(X1, . . . ,X`)∈ Z[X] est non nul, il existe ai ∈N tels que Q(a1, . . . , a`) 6= 0.
Il est alors facile de fabriquer des permutations αm ∈ Sm, pour tout m >∑i ai i, telles
que ai = Xi(αm), auquel cas Q(αm) = Q(a1, . . . , a`) et Q n’est pas éventuellement nulle.
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11.5.1. Critère de polynomialité. Soit f (Xi1 , . . . ,Xi` ) une expression telle
que pour tout m, la fonction fm(α) := f (Xi1 (α), . . . ,Xi` (α)) soit bien définie
sur Sm à valeurs dans Z. Alors, pour que la famille de fonctions centrales
f = {fm : Sm → Z} soit polynomiale sur {m > N}, il est nécessaire que
f (n1, . . . , n`) soit un polynôme en les entiers nj > 0 tels que
∑
j nj · ij > N .
Démonstration. Pour n := (n1, . . . , n`), notons |n| =
∑
j nj · ij et choisissons
σ(n)∈ S|n| vérifiant Xij (σ(n)) = nj , pour 16 j 6 `. Alors, si Q∈Z[X1,X2, . . .]
est un polynôme tel que fm = Q sur tous les Sm tels que m > N , on a
f (n1, . . . , n`) = f|n|(σ(n)) = Q(σ(n)) = Q′(n1, . . . , n`)
où Q′ ∈ Z[Y1, . . . ,Y`] est obtenu de Q en posant Yj := Xij et en annulant les
autres variables. 
Factorielle décroissante modifiée. On utilisera une extension de la notion
de factorielle décroissante (14.1). Pour a, b dans un anneau et X ∈ N, on note
a0∗b = 1 , et aX∗b := a(a− b)(a− 2b) · · · (a− (X−1)b) ,
On a alors : bXaX∗c = (ba)X∗(bc) et aX+1∗b = aX∗b(a− X b) .
11.5.2. Proposition. Étant donnés dM ∈ N et c = {c0, . . . , cdM } ⊆ Z, on
note Pc(T ) = c0 + c1T + · · ·+ cdM T dM et
χ(c)m(X, T ) :=
m∏
d=1
((−T d)dM
d−1 T d
)Xd(∑
e |d
µ
( d
e
)Pc(−T−e)
d T−e
)Xd
.
Alors, pour tout i ∈ N, la famille χ[i](c) est éventuellement polynomiale si
et seulement si, cdM ∈ {0, 1}. Dans ce cas, on a les propriétés suivantes de
χ(c) suivant les valeurs de dM .
dM χ
[i](c0, . . . , cdM )
0 • degχ[−i](c0=1) 6 2i , ∀i > 0
• χ[−i](c0=0)m = 0 , ∀m,∀i > 0
1 • χ[0](c0=0, c1) = (c1) X1∗(−1)
∏
d>1 0
Xd∗(−d) ,
• χ[i](c0=0, c1)m = 0 , ∀m,∀i > 0
2 • degχ[i](c0, c1, c2=1) 6 2i , ∀i > 0
• χ[i](c0, c1, c2=0)m = 0 , ∀m > i > 0
> 3 • degχ[i](c0, . . . , cdM =1) 6 i , ∀i > 0
• degχ[i](c0, . . . , cdM =0) 6 idM−1 , ∀i > 0
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Démonstration. Pour d > 1, notons

Qd(c)(Xd, T ) :=
((−T d)dM
d−1 T d
)Xd(∑
e |d µ
( d
e
) Pc(−T−e)
d T−e
)Xd
,
R(c)d(T ) :=
((−T d)dM
d−1 T d
) (∑
e |d µ
( d
e
) Pc(−T−e)
d T−e
)
,
(1)
de sorte que (40)
Qd = (Rd)Xd∗((−1)dM dT d(dM−1)) . (2)
Lorsque l’on évalue Qd en α ∈ Sm, on a Xd(α) ∈ N et le développent de la
factorielle décroissante génère une série
Qd(Xd(α), T ) =
∑
i∈ZQ
[i]
d (Xd(α))T
i
où Q[i]d définit la famille fonctions centrales {Sm 3 α 7→ Q[i]d (Xd(α)) ∈ Z}m.
Le terme Rd(c) dans (1) vaut, suivant les cas d = 1 ou d > 1,
R1(c)(T ) =
∑
06j6dM
cj (−T )(dM−j) ,
Rd(c)(T ) =
∑
06j6dM , j 6=1 , e |d
µ
( d
e
)
cj(−1)dM−j T d(dM−1)−e(j−1) .
(3)
Il s’agit de polynômes, en T±, en T si dM > 0 et en 1/T si dM = 0. Le
coefficient du terme constant est cdM , sauf si dM = 1 et d > 1 auquel cas
il est nul. Ensuite, le premier terme non constant, de la forme ?T 6=0, varie
suivant les situations. Le calcul explicite à partir des formules (3) donne
– Si d = 1, (∀dM ) ?T  = −cdM−1 T± .
– Si d > 1,

dM = 0, ?T
 = c0 T
−d(p−1)/p
dM = 1, ?T
 = −c0 µ(d)T
dM = 2, ?T
 = c2 T
d(p−1)/p
dM > 3, ?T  = −cdM−1 T d
d’où les expressions
∀dM Q1(c) =
(
?T± + cdM
)X1∗((−1)dM T (dM−1))
dM = 0, Qd(c) =
(
?T−d(p−1)/p + c0
)Xd∗(d T−d)
dM = 1, Qd(c) =
(
?T
)Xd∗(−d)
dM = 2, Qd(c) =
(
?T d(p−1)/p + c2
)Xd∗(d T d)
dM > 3, Qd(c) =
(
?T d + cdM
)Xd∗((−1)dM d T d(dM−1))
(4)
où p désigne le plus petit facteur premier de d.
40On omet d’indiquer ‘c’ lorsqu’il est sous-entendu superflu.
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• Conditions nécessaires à la polynomialité. En dehors du cas dM = 1 qui pose
de problèmes particuliers, dans tous les autres cas, le critère de polynomialité
11.5.1 appliqué aux expressions (4) donne aussitôt la condition(
Q[i]d (c) est éventuellementpolynomiale
)
=⇒
(
cdM ∈ {0, 1}
)
En effet, c’est déjà clairement la condition pour que Q[0]d (c) = cXddM soit po-
lynomial. Ensuite, par exemple dans les cas dM > 3, le terme qui suit est
Q[d]d =?cXd−1dM T d où la même condition apparaît, etc. . .
• Les cas dM = 1. On a c = (c0, c1) et{Q1(X1, T ) = (−c0 T + c1)X1∗(−1)
Qd(Xd, T ) =
(
−c0
∑
e |d µ
( d
e
)
T e
)
Xd∗(−d) , si d > 1,
Le critère de polynomialité appliqué à Q1 nous emmène à regarder les pro-
duits de n facteurs(−c0 T + c1)(−c0 T + c1 + 1) · · · (−c0 T + c1 + (n− 1)) .
Pour chaque i > 0, le coefficient en T i du produit est (−c0)i
(∑
x1 · · ·xn−i
)
,
où la somme concerne les (n−i)-uplets d’éléments deux à deux distincts de
l’ensemble {c1, c1+1, . . . , c1+(n−1)}. Une telle somme est donnée par un
polynôme en n de degré n−i+1, le coefficient en question n’est pas polyno-
mial, sauf évidemment si c0 = 0 auquel cas on a{Q[0]1 (0, c1) = cX1∗(−1)1
Q[0]d (0, c1) = 0Xd∗(−d)
et Q[i]d (0, c1) = 0 , ∀i > 1 ,∀d > 1 .
Par conséquent, {χ[0](0, c1) = cX1∗(−1)1 (∏d>1 0 Xd∗(−1))
χ[i](0, c1) = 0 , ∀i > 0 .
• Les cas dM ∈ {0, 2}. Pour c respectivement (c0) et (c0, c1, c2) on a
Qd(c0) =
(∑
e |d µ
( d
e
) c0
T d−e
)Xd∗(d/T d)
,
Qd(c0, c1, c2) =
(∑
e |d µ
( d
e
)(
c0 T
d+e + c1 T
d + c2 T
d−e))Xd∗(d T d) ,
où l’on constate aussitôt l’égalité
Qd(c0)(Xd, 1/T ) = Qd(0, 0, c0)(Xd, T ) , (5)
qui réduit le cas dM = 0 à un cas particulier de dM = 2.
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Pour dM = 2, on a vu dans (4) que l’on a les expressions{Q1(c) = (?T + c2)X1∗T
Qd(c) =
(
?T d((p−1)/p) + c2
)Xd∗(dT d) , si d > 1. (6)
où seuls les cas c2 ∈ {0, 1} nous intéressent.
– Pour c2 = 1, on a Q[0]d = 1. Ensuite, les propriétés élémentaires des
factorielles décroissantes dans les expressions (6) justifient les relations
Q1(X1, T )−Q1(X1−1, T ) = Q1(X1−1, T ) (?− (X1−1))T
Qd(Xd, T )−Qd(Xd−1, T ) = Qd(Xd−1, T ) (?T d((p−1)/p)−?(Xd−1)T d) ,
dont on déduit, pour tout i > 1,
(i)degQ[i]1 6 2 + degQ[i−1]1
(ii)degQ[i]d 6 d+ sup
{
degQ[i−d((p−1)/p)]d , d+ degQ[i−d]d
}
.
On peut alors prouver par induction sur i que l’on a
degQ[i]d (c0, c1, c2=1) 6 2i , ∀i > 0 , ∀d > 1 . (7)
En effet, pour i= 0 l’assertion est claire puisqueQ[0]d = 1. Ensuite, si l’on
suppose degQ[i−1]1 6 2(i−1), l’égalité (i) donne degQ[i]1 6 2i. Pour Q[i]d ,
on remarque que 2i − 2d(p − 1)/p 6 2i − d , puisque 1/2 6 (p − 1)/p,
et, à l’aide de (ii), on tire
degQ[i]d 6 d+ sup
{
2i− d, d+ 2(i− d)} = 2i ,
ce qui prouve (7). Par conséquent,
degχ[i](c0, c1, c2=1) 6 2i , ∀i > 0 ,
puisque χ[i](c) =
∑
i1+i2+···=iQ[i1](c)1Q[i2](c)2 · · · . On en déduit
degχ[−i](c0=1) 6 2i , ∀i > 0 ,
grâce à l’égalité (5).
– Lorsque c2 = 0, on a
Q1(X1, T ) =
(
c0 T
2+c1 T
)X1∗T
= (−T )X1 (−c0 T−c1)X1∗(−1)
Qd(Xd, T ) =
(
(−T d)
∑
e |d µ
( d
e
)
(−c0)T e
)Xd∗(dT d)
, si d > 1,
=
(−T d)Xd(∑
e |d µ
( d
e
)
(−c0)T e
)Xd∗(−d)
ce qui montre que pour tout m, la fonction centrale
χ(c0, c1, c2=0) : Sm → Z[T ]
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coïncide avec
(−T )mχ(c0,−c1) : Sm → Z[T ] .
En particulier,
χ[i](c0, c1, c2=0)m = 0 , ∀m > i > 0 ,
alors que χ(c0=0) =
∏
d>1 0
Xd∗(d/T d) et donc
χ[−i](c0=0)m = 0 , ∀m > 1 ,∀i > 0 .
• Les cas dM > 3. On suit la même démarche que pour le cas dM = 2 en se
restreignant (donc) aux cas où cdM ∈ {0, 1}.
– Pour cdM = 1 et tout d > 1, on a Q[0]d = 1, et grâce à (6), la relation
Qd(Xd, T )−Qd(Xd−1, T ) = Qd(Xd−1, T ) (?T d−?(Xd−1)T d(dM−1)) ,
dont on déduit, pour tout i > 1, la majoration
degQ[i]d 6 d+ sup
{
degQ[i−d]d , d+ degQ[i−d(dM−1)]d
}
, (8)
où d(dM−1) > 2d, ce qui permet de prouver par induction sur i
degQ[i]d (cdM =1) 6 i , ∀i > 0 ,∀d > 1 .
et donc
degχ[i](cdM =1) 6 i , ∀i > 0 ,
– Lorsque cdM = 0, la majoration (8) se simplifie en
degQ[i]d 6 sup
{
degQ[i−d]d , d+ degQ[i−d(dM−1)]d
}
,
ce qui permet de prouver par induction sur i
degQ[i]d (cdM =0) 6
i
dM−1 , ∀i > 0 ,∀d > 1 .
et donc
degχ[i](cdM =0) 6
i
dM−1 , ∀i > 0 ,
ce qui termine la preuve de la proposition. 
11.5.3. Corollaire. Soit M une pseudovariété i-acyclique de type fini telle
que dimHdMc (M ;Q) 6 1. Pour i ∈ N, la famille {Bettiibm(BFm(M ;Q))}m
est constante pour m > i. On a aussi,
a) si dM = 1, constance sur {m > 1} ;
b) si dM = 2 et c2 = 0, nullité sur {m > i} ;
c) si dM > 3 et cdM = 0, constance sur
{
m > idM−1
}
.
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Démonstration. On applique les estimations de 11.5.2 avec cdM ∈ {0, 1}. Pour
dM = 1, seul le cas i = 0 et c0=0 est à considérer. On a pour tout m > 1
1
m!
∑
α∈Sm
χ[0](c0=0, c1)(α) =
1
m!
∑
α∈Sm
(c1)
X1∗(−1)∏
d>1
0 Xd∗(−d)(α)
=
{
1 si c1 = 1
0 si c1 = 0
Les estimations de 11.5.2 pour le degré deg des familles de fonctions cen-
trales polynomiales χ[i](c) jointes à la proposition 11.4.5 justifient les autres
assertions à l’exception du cas dM = 2. Dans ce cas, le procédé donne la
constance seulement sur {m > 2i}. Pour aller plus loin, on remarque que
χ
BM
[i](M) seul dépend des nombre de Betti compacts de M . Le cas M = C
est connu depuis Arnold ([2]) qui montre que la cohomologie rationnelle de
BFm(C) est nulle en degrés i> 2 et est de dimension constante 1 sur {m> i}
pour i ∈ {0, 1}, ce qui règle le cas i-acyclique avec dM = 2 et c1 = 0. Le cas
c1 > 0 résulte de considérer la suite exacte courte de Sm-modules de 10.6.1
0→ Hc
(
F•m(M)
)
[−1]→ Hc(Fm(
◦
M))→ Hc(Fm(M))→ 0 (∗)
où
◦
M := M r {•} pour un certain • ∈ M , et où F•m(M) est la réunion
disjointe des ouverts Fj=•m (M) := {x ∈ Fm | xi = •} où j = 1, . . . ,m. On
remarquera ici que Hkbm(M) et Hkbm(
◦
M) seul diffèrent en degré dM−1 où
dimHdM−1bm (
◦
M) = dimHdM−1bm (M)+1 .
En dualisant (∗) on obtient :
0→ H ibm
(
Fm(M)
)→ H ibm(Fm( ◦M))→ indSmSm−1 H i−(dM−1)bm (Fm−1( ◦M))→ 0
et donc
Bettii(BFm(
◦
M)) = Bettii(BFm(M)) + Betti
i−(dM−1)(BFm−1(
◦
M)) .
Lorsque dM = 2, ces remarques montrent que {Bettii(BFm(C r c1))}m
est constante pour m > i, alors que Betti1(C r c1) = c1. Ceci termine la
justification du cas dM = 2, et achève la preuve du corollaire. 
11.6. Stabilité de {Bettiibm(BFm(M))}m, cas général
On étend le corollaire 11.5.3 au cas des pseudovariétés générales M orien-
tables. Nous procédons comme dans la preuve du théorème 9.3.15, à l’aide
de la suite spectrale basique
IEσ(Um)p,q1 =
⊕
τ∈T(p+1,m)
indSmHτ×Sm−|τ | σ
dM ⊗HQbm(Fτ (M>0)) ⇒ H ibm(Fm(M))
avec Q = i− (dM−1)(m−(p+1)).
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La compatibilité entre les morphismes p∗m :H ibm(Fm(M))→H ibm(Fm+1(M))
et ceux des suites spectrales basiques (9.3.13-(b))
IEσ(q
∗
m)
p,q
1 : IEσ(Um)p,q1 → IEσ(Um+1)p+1,q1 , (†)
y compris avec les actions des groupes symétriques, ramènent la question de
la stabilité de la famille {Bettiibm(BFm(M))}m, à celle de la stabilité des
morphismes de suites spectrales de co-invariants (7.9.1) induits par (†), i.e.
Φ0(IEσ(q
∗
m)
p,q
1 ) : Φ0(IEσ(Um)p,q1 )→ Φ0(IEσ(Um+1)p+1,q1 ) .
On est alors emmené à trouver le rang de stabilité des familles de morphismes⊕
τ∈T(p+1,m)
HQbm(Fτ (M>0))Hτ×Sm−|τ |
∑
p∗τ−−−→
⊕
τ∈T(p+2,m+1)
HQbm(Fτ (M>0))Hτ×Sm+1−|τ | ()
définis par les morphismes de Hτ -modules
Φ`(p
∗
τ ) : Φ`(H
Q
bm(Fτ (M>0))→ Φ`(HQbm(Fτ• (M>0))) ()
où pτ : Fτ• (M>0)→ Fτ (M>0) est la projection sur les p+1 premières coor-
données, et où ` est tel que m−|τ | = (p+1)−`, conformément à la notation
8.1.2-(b). L’étude de cette question conduit à l’énoncé suivant.
11.6.1. Proposition. Soit M une pseudovariété connexe orientée. Pour
tout i ∈ N fixé, le morphisme
Φ0(p
∗
m) : Φ0(H
i
bm(Fm(M)))→ Φ0(H ibm(Fm+1(M)))
est bijectif pour m > 2i si dM = 2, et pour m > i si dM > 3.
Démonstration. Soit  := 2 si dM = 2 et  := 1 si dM > 3. D’après les remarques
préliminaires, la proposition résultera de montrer que les morphismes
∑
p∗τ
dans () sont des isomorphismes pour m > i, ce qui découle clairement de
ce que pour tout m > i,
a) le morphisme Φ`(p∗τ ) dans () est un isomorphisme ;
b) l’application (−)
• : T(p+1,m)→ T(p+2,m+1) est bijective pour Q > 0.
(a) Commençons la généralisation suivante du corollaire 11.5.3.
Lemme. Soit X est une pseudovariété i-acyclique connexe orientée de dimen-
sion dX > 2. Pour tout t > 0, le morphisme induit
Φt(p
∗
m) : Φt(H
i
bm(Fm(X)))→ Φt(H ibm(Fm+1(X)))
est bijectif pour m > i+ t.
Preuve. On raisonne par induction sur t∈N puis, pour chaque t par induction
sur i ∈ N. Le cas t = 0 est réglé pour tout i ∈ N, par le corollaire 11.5.3
modulo le théorème 9.2.3 qui donne le rang de monotonie m > i. Supposons
donc t > 0 et le lemme vérifié pour (t−1). En dualisant la suite exacte du
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théorème de scindage 3.1.1-(a) et en appliquant le foncteur Φt(−) (possible
puisque t > 0), on a la suite exacte courte
0→
⊕
a+b=i
Habm(X)⊗ Φt−1(Hbbm(Fm−1))→ Φt(H ibm(Fm))
m→ Φt−1(indSm−1Sm−2 H
i−(dX−1)
bm (Fm−1))→ 0
(‡)
qui montre que la bijectivité de Φt(p∗m) au niveau du terme central est su-
bordonnée par celle des termes extrêmes.
Lorsque i= 0, le terme de droite de (‡) est nul puisque dX > 1 et le lemme
résulte des terme de gauche Φt−1(Hbbm(Fm−1(X))) par l’hypothèse inductive.
Lorsque i > 0, le terme de droite n’est pas forcément nul. On remarque
alors que la preuve du lemme 1 (p. 105) dans la démonstration du théorème
8.1.5, donnait déjà l’identification
Φt−1(ind
Sm−1
Sm−2 (−)) '
⊕
α∈
(
Sm−2\Sm−1/Sm−t
)(−)S[[2,m−1]]∩α[[t,m−1]] ,
où ∣∣[[2,m−1]] ∩ α[[t,m−1]]∣∣ = (m−1)−t′ , avec t′ ∈ [[t−1,t]].
On y montrait aussi que l’application naturelle
(−)
•
m :
(
Sm−2\Sm−1/Sm−t
)
−−→
(
Sm−1\Sm/Sm−(t−1)
)
,
où α• = α sur [[1,m−1]] (donc α•(m) = m), est bijective dès que m > t+ 1 .
De ces remarques, suit que sur les termes de droite de (‡), l’application
Φt−1(ind
Sm−1
Sm−2 (H
i−(dX−1)
bm (Fm−1)))→ Φt−1(indSmSm−1 (H
i−(dX−1)
bm (Fm))) (∗)
sera bijective dès lors que
m > i+ t . ()
En effet, pour que (∗) soit bijective, il suffit de vérifier que
i) l’application (−)
•
m est bijective, donc que m > t+ 1 ;
ii) l’application Φt′ (H
i−(dX−1)
bm (Fm−1)) → Φt′ (H i−(dX−1)bm (Fm)) est bijective
pour t′ ∈ [[t−1,t]], donc, que m−1 > i−(dX−1)+t′, par hypothèses in-
ductives puisque i−(dX−1) < i et t′ 6 t ;
et comme i > 1, la condition () suffit pour avoir (i,ii), ce qui termine la
preuve du lemme. 
Revenons à la preuve de l’assertion (a). Lorsque dM > 1, le lemme s’ap-
plique aux morphismes ()
Φ`(p
∗
τ ) : Φ`(H
Q
bm(Fτ (M>0)))→ Φ`(HQbm(Fτ• (M>0)))
et montre que Φ`(p∗τ ) est bijective sous les conditions(
(p+1) > (Q+`)
)
ou bien
(
Q < 0
)
. (‡)
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En substituant (cf. notations 8.1.2-(b)){ Q ↔ i−(dM−1)(m−(p+1)) ,
` ↔ |τ |−(m−(p+1)) ,
m−(p+1)↔ |τ |−` ,
la première condition dans (‡) s’écrit aussi(
m > i− (dM−2)|τ |+ (dM−1)`
)
, (‡‡)
et comme |τ | > 2`, on voit aisément que si dM = 2, l’intervalle {m > 2i} est
conforme à (‡‡), tandis que si dM > 3, c’est le cas de {m > i}.
(b) On raisonne par l’absurde. Nous avons vu dans la preuve du théorème
9.3.15-(b) (p. 125) que l’application (−)
• n’est pas bijective si et seulement
si, 2(p+1) < m. Dans ce cas, si m > i, on a
Q = i−(m−(p+1)) < i− (dM−1)m
2
6
(
(2/)+1−dM
)m
2
6 0 ,
puisque dM > 2, ce qui est contraire à la condition Q > 0. 
11.7. Stabilité de {Bettiibm(∆?m−a(Mm)/Sm)}m, cas général
Dans cette dernière section nous esquissons la démarche à suivre pour
démontrer la généralisation suivante de la proposition 11.6.1.
11.7.1. Théorème. Soit M une pseudovariété connexe orientable, et soient
a, i ∈ N.
a) La famille
{
Bettiibm(∆m−a(Mm)/Sm)
}
m est constante pour{m > 2i+ 2a , si dM = 2,
m > i + 2a , si dM > 3.
b) La famille
{
Bettiibm(∆6m−a(Mm)/Sm)
}
m est constante pour{m > 2i+ 4a , si dM = 2,
m > i + dMa , si dM > 3.
Indications. Des modifications simples dans la preuve de la proposition 11.6.1
conduisent à l’énoncé suivant :
Proposition. Soit M une pseudovariété connexe orientée. Pour tous t, i ∈ N
fixés, le morphisme
Φt(p
∗
m) : Φt(H
i
bm(Fm(M)))→ Φt(H ibm(Fm+1(M)))
est bijectif pour m > i+ t, où  = 2 si dM = 2, et  = 1 si dM > 3.
• Les cas {Bettiibm(∆m−a(Mm)/Sm)}m. Par la proposition 5.3.1, on a
∆m−a(Mm)/Sm ∼=
∐
λ∈Ym−a(m)
Fm−a(M)/Sλ .
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où Sλ ⊇ 1a×Sm−2a, de sorte que la stabilité recherchée est majorée par celle
des familles {Bettii(ΦaHbm(Fm−a(M))}, donc par {m− a > i+ a} d’après
la Proposition.
• Les cas {Bettiibm(∆6m−a(Mm)/Sm)}m. Par induction sur a ∈ N. Le cas
a= 0 est le lemme 4.2 de Church ([7], p. 492). Dans le cas général on considère
le complexe exact de Sm-modules de cohomologie de Borel-Moore :
→ H i−1bm (∆6m−a)→ H i−1bm (∆m−a)→
→ H i−dMbm (∆6m−(a+1))→
→ H ibm(∆6m−a)→ H ibm(∆m−a)→
et le théorème résulte du lemme des cinq. 
12. Suites spectrales de Leray
Cette section est consacrée à l’étude de la dégénérescence des suites spec-
trales de Leray associées aux fibrations pia = ∆
[a]
?`X
m→Fa(X) (en particulier
pia = Fb+a(X)→ Fa(X)), lorsque X est i-acyclique et localement connexe.
Avertissement. Le corps k est de caractéristique quelconque et l’espace
i-acyclique X n’est pas supposé de type fini.
12.1. Cohomologie à support pi-propre
12.1.1. Catégorie d’espaces au-dessus de B.
Y
piY 
f // Z
piZ  
B
Soit B un espace topolo-
gique. On rappelle qu’on appelle « espace de base B, ou au-dessus de B, » la
donnée d’une application continue piY : Y → B, et « mor-
phisme d’espaces au-dessus de B » de piY : Y → B vers
piZ : Z → B la donnée une application continue f : Y → Z
rendant commutatif le diagramme ci-contre.
Pour piY : Y → B donné, la « cohomologie à support piY -propre », notée
Hpi!(piY ) où Hpi!(Y ;B) où même Hpi!(Y ), suivant les contextes, comme la
cohomologie du complexe
(Cpi!(Y ;B), dpi!) := IRΓ (B, IRpiY ! kY ) .
Les morphismes naturels de complexes
IRΓc(B, IRpiY ! kY )→ IRΓ (B, IRpiY ! kY )→ IRΓ (B, IRpiY∗ kY )
induisent des morphismes naturels en cohomologie :
Hc(Y )→ Hpi!(Y ;B)→ H(Y ) . (‡‡)
12.1.2. On rappelle (cf. 1.1.2) que dans la mesure où la résolution du fais-
ceau constant par les cochaînes d’Alexander-Spanier k
Y
→ (A•(X ; k), d•)
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est une résolution Φ-molle pour toute famille paracompactifiante Φ de B, on
dispose du candidat canonique des « cochaînes à support pi-propre » :
(Cpi!(Y ;B), dpi!) := Γ (B, piY !(A•(X ; k), d•)) ,
puisque piY ! conserve la propriété d’être c-mou (41) et qu’un c-mou sur la
pseudovariété dénombrable à l’infiniB est Γ (B,−)-acyclique (
42). Des raisons
qui expliquent aussi que Hc(Y ) est calculée par le complexe des « cochaînes
à support compact »
(Cc(Y ;B), dc) := Γc(B, piY !(A•(X ; k), d•)) .
Dans la suite on notera
Zpi!(Y ;B) := ker(dpi!) et Bpi!(Y ;B) := im(dpi!).
et de manière analogue pour le complexe (Cc(Y ;B), dc).
12.1.3. Lorsque B = {pt}, on a Hpi!(−;B) = Hc(−). La cohomologie à sup-
port pi-propre étend la cohomologie à support compact et tout comme elle,
si j : U ↪→Y est une inclusion ouverte, complémentaire de l’inclusion fermée
i : F ↪→Y , on munit U et F des structures d’espaces basés sur B en compo-
sant les inclusions avec piY : Y → B, et l’on dispose alors des morphismes
– de prolongement par zéro j! : Hpi!(U ;B)→ Hpi!(Y ;B)
– de restriction à un fermé i∗ : Hpi!(Y ;B)→ Hpi!(F ;B)
et d’une suite exacte longue de cohomologie à support pi-propre
···→H i−1pi! (F ;B)→H ipi!(U ;B)→H ipi!(Y ;B)→H ipi!(F ;B)→H i+1pi! (U ;B)→···
qui est aussi un complexe de H(B)-modules.
En effet, une décomposition en parties respectivement ouverte et fermée
Y = U unionsq F donne lieu à la suite exacte courte 0→ j! kU → kY → i! kF → 0
de Mod(k
Y
), et donc au triangle exact de D+k (B) :
IRpiY ! j! kU → IRpiY ! kY → IRpiY ! i! kF → ,
où nous avons IRpiY ! j! = IRpiU ! et IRpiY ! i! = IRpiF !, puisque j! et i! sont
exacts et transforment c-mous en c-mous (41).
Enfin, dans le modèle des cochaînes d’Alexander-Spanier, les morphisme
naturels piY !j! AiU → piY ! AiY et piY ! AiY → piY ! AiF correspondent clairement
aux opérations de prolongement par zéro et de restriction habituels.
12.1.4. Si f : Z → Y est une application continue et propre entre deux
espaces au-dessus de B, le morphisme d’adjonction k
Y
→ (IRf∗ ◦ f−1) kY
41 cf. [25] proposition 2.5.7-(ii), p. 105.
42 cf. [25] proposition 2.5.10, p. 106.
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donne lieu au morphisme de complexes de faisceaux
IRpiY ! kY → (IRpiY ! ◦ IRf∗) kZ = (IRpiY ! ◦ IRf!) kZ = IRpiZ! kZ ,
d’où le morphisme « image-inverse » pour la cohomologie à support pi-propre
f∗ : Hpi!(Y ;B) → Hpi!(Z;B). La naturalité des morphismes (‡‡) de 12.1.1,
donne alors lieu au diagramme commutatif de morphismes image-inverse
Hc(Y )
f∗

// Hpi!(Y ;B)
f∗

// H(Y )
f∗

Hc(Z) // Hpi!(Z;B) // H(Z)
L’analogue pour la cohomologie Hpi!(−;B) de la propriété caractéristique
des espaces i-acycliques, le théorème 1.3.1-(d), est également vérifiée.
12.1.5. Proposition. Soit X un espace i-acyclique. Étant donnés des es-
paces basés piZ : Z → B et piY : Y → B, soit piX×Y : X×Y → B, (x, y) 7→
piY (y) et notons p2 : X×Y → Y , (x,m) 7→ m. Soit f : Z → X×Y un mor-
phisme d’espaces au-dessus de B, notons f2 := p2 ◦ f . Soit j : V ↪→Y un
plongement ouvert, notons f ′2 : f−1(V ) → V la restriction de f2. On a le
diagramme commutatif d’espaces au-dessus de B suivants,
f−12 (V )
f ′2
%%
  // Z
f2
$$
f // X×Y
p2

V 

j // Y .
Alors, si f et f ′2 sont propres et si j! : Hpi!(V ;B)→ Hpi!(Y ;B) est surjectif,
on a (
f∗ : Hpi!(X×Y ;B)→ Hpi!(Z;B)
)
= 0 .
Démonstration. C’est presque littéralement la même preuve que 1.3.1-(d).
Soient p1 :X×Y →X la projection canonique et f1 := p1 ◦f . Par Künneth,
on a Hpi!(X×Y ;B) = Hc(X) ⊗Hpi!(Y ;B) et il suffit de montrer que pour
tous cocycles ω ∈ Zc(X) et $ ∈ Zpi!(Y ;B), le cocycle
f∗(ω ⊗$) = f∗(p∗1ω ∪ p∗2ϕ) = f∗1ω ∪ f∗2$ ∈ Zpi!(Z;B) (∗)
est la différentielle d’une cochaîne à support pi-propre de Z. Or, il existe par
hypothèse τ ∈ Zpi!(V ;B) qui représente la classe de $ dans Hpi!(Y ;B). On
peut donc remplacer dans (∗) f∗2$ par f∗2 τ qui est à support pi-propre dans
f−12 (V ) donc dans Z par le prolongement par zéro j!. D’autre part, comme
X est i-acyclique, on a f∗1ω = f∗1 dα pour une certaine cochaîne α de X (à
support non nécessairement compact), et alors
f∗1ω ∪ f∗2 τ = d(f∗1α ∪ f∗2 τ) ,
où f∗1α ∪ f∗2 τ est à support pi-propre de Z puisqu’il en est ainsi de f∗2 τ . On
a donc bien f∗(ω ⊗$) = 0 dans Hpi!(Z;B). 
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12.2. Localisation du théorème de scindage
12.2.1. Naturalité de Hpi!(−;B) relative aux ouverts de B. Soit B
′
un ouvert de B. Étant donné piY : Y → B, on note Y ′ := pi−1Y (B′) et piY ′ :
Y ′ → B′ la restriction de piY . Nous avons ainsi un diagramme cartésien de
plongements ouverts :
Y ′
piY ′  
  // Y
piY
B′ 

// B
et un morphisme naturel de restriction de complexes
IRΓ (B, IRpiY ! kY )→ IRΓ (B′, IRpiY ! kY ) = IRΓ (B′, IRpiY ′ ! kY ′ ) .
donnant lieu à un morphisme naturel de restriction :
Hpi!(Y ;B)→ Hpi!(Y ′;B′) .
Nous aurons besoin du résultat classique suivant (43).
12.2.2. Proposition. Soient Y et B des espaces localement compacts et
soit pi : Y → B une application continue. Pour tout b ∈ B, le morphisme
canonique
lim−→B′3bHpi!(pi
−1(B′);B′)→ Hc(pi−1(b))
est un isomorphisme.
12.2.3. Notations. Pour la suite de cette section nous fixons un espace X
et un entier 0 6 a ∈ N. On note Fa := Fa(X), si a > 0, et F0 := {pt}.
Pour tous a 6 ` 6 m ∈ N, nous avons introduit (2.1-(N-3)) les espaces
∆[a]?`X
m := ∆?`X
m ∩ (Xm−a×Fa) ,
que nous notons aussi ∆m[a]?` := ∆
[a]
?`X
m lorsque l’on aura besoin d’une écriture
plus compacte. Nous y avons aussi introduit la projection pia : Xm→Xa sur
les dernières a coordonnées, et les espaces de base Fa
pia : ∆
m[a]
?` → Fa et pia : Fm → Fa .
Maintenant, pour tout ouvert U ⊆ Fa, nous notons
U∆m[a]?` := pi
−1
a U ∩∆m[a]?` et UFm := pi−1a U ∩ Fm ,
et considérons les produits fibrés :
U∆m[a]?`
  //
pia


∆m[a]?`
pia

U
  // Fa
UFm
  //
pia


Fm
pia

U
  // Fa
X×UFm   //
pia


X×Fm 3 (x, y)ypia pia

U
  // Fa 3 pia(y)
43Conséquence immédiate de la proposition 2.5.2 p.103, [25].
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Les décompositions ouvertes-fermées
U∆m[a]6` = U∆
m[a]
` unionsqU∆m[a]6`−1
X×UFm = UF1+m unionsq∆m(X×UFm)
sont alors des décompositions d’espaces basés sur U .
On peut maintenant énoncer l’analogue du théorème 3.1.1 dans le contexte
d’espaces basés sur U . Il est important de remarquer que si dans 3.1.1 la i-
acyclicité était une condition suffisante, maintenant elle apparaît comme une
condition nécessaire et suffisante.
12.2.4. Théorème de scindage local. Soient 1 6 a 6 ` 6 m ∈ N. On
fixe un ouvert U ⊆ Fa. Les espaces dans cet énoncé sont des sous-espaces de
pia : X
m−a×U → U . On note Hpi!(−) la cohomologie à support pia-propre.
Alors, X est i-acyclique, si et seulement si, il vérifie les assertions suivantes.
a) Pour m > a > 1 et un ouvert U ⊆ Fa, le morphisme de restriction
Hpi!(X×UFm)→ Hpi!(∆6m(X×UFm))
est nul et la suite
0→ Hpi!(UFm)[−1]m → Hpi!(UFm+1)→ Hpi!(X×UFm)→ 0 ,
extraite de la suite longue de cohomologie à support pi-propre, est exacte.
b) Pour m > ` > a > 1 et un ouvert U ⊆ Fa, le morphisme de restriction
Hpi!(U∆
m[a]
6` )→ Hpi!(U∆m[a]6`−1)
est nul et la suite
0→ Hpi!(U∆m[a]6`−1)[−1]→ Hpi!(U∆m[a]` )→ Hpi!(U∆m[a]6` )→ 0 ,
extraite de la suite longue de cohomologie à support pi-propre, est exacte.
Démonstration. On suppose queX est i-acyclique. La preuve de (a) et (b) est
alors la même que dans 3.1.1 modulo la version de la propriété fondamentale
des espaces i-acycliques pour les espaces basés surU de la proposition 12.1.5.
Pour l’assertion (a), on est conduit au diagramme
∆6m(X×UFm)   //
f2
**
X×UFm
p2

UFm
où l’application f2 est propre car revêtement trivial d’ordre m.
Pour (b), on raisonne par induction sur `. Sa valeur la plus petite est ` := a,
auquel cas ∆m[a]6`−1 = ∅ et l’assertion est claire quel que soit m. Ensuite, en
supposant l’assertion établie pour `−1 > a, on est conduit à considérer le
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diagramme commutatif suivant où m > `
f−12 (U∆
m−1[a]
`−1 )
  //
f ′2 ))
U∆m[a]6`−1
  //
f2
((
X×U∆m−1[a]6`−1
p2

U∆m−1[a]`−1
  // U∆m−1[a]6`−1
où f ′2 est propre car restriction (par l’image) de l’application propre de même
nom f ′2 : f
−1
2 (∆
m−1
`−1 )→ ∆m−1`−1 de la preuve de 3.1.1-(b).
Réciproquement, sim= `= a= 1 et siU =X , le morphismeHpi!(X×X)→
H(∆1(X×X)) est nul. Or, ce morphisme s’identifie au cup-produit
∪ : Hc(X)⊗H(X)→ H(X)
et X est bien i-acyclique. 
12.2.5. Le corollaire suivant est un résultat technique qui sera très utile
pour montrer que les faisceaux des cohomologie à support pi-propre de la
fibration pia : Fm → Fa sont constants sur les composantes connexes de Fa.
Ceci participera ensuite de manière décisive dans l’étude des suites spectrales
de Leray correspondantes. (Voir la remarque 4.2.4.)
12.2.6. Proposition. Soit X un espace i-acyclique. Soient a 6 m ∈ N et
pim,a :Fm(X)→Fa(X), (x1, . . . , xm) 7→ (xm−a+1, . . . , xm). Pour tout x∈Fa,
le morphisme de restriction
ρm,a : Hpi!(Fm(X))→ Hc(pi−1m,ax)
est surjectif.
Démonstration. On raisonne par induction sur m > a. Lorsque m = a, on
a pia = idFa et donc Hpi!(Fm) = H(Fa), et cette cohomologie se surjecte
clairement sur Hc(x) = H0(x) = k.
Dans le cas général, on considère décomposition en parties respectivement
ouverte et fermée
X×Fm = Fm+1 unionsq ∆m(X×Fm)
et la décomposition qu’elle induit sur le fermé X×pi−1m,ax, à savoir
X×pi−1m,ax = pi−1m+1,ax unionsq ∆m(X×pi−1m,ax) .
On considère alors le morphisme de restrictions des suites de cohomologie à
supports pi-propres
0 // Hpi!(Fm)[−1]m //
(ρm,a)m 
Hpi!(Fm+1) //
ρm+1,a

Hpi!(X×Fm) //
ξ

0
// Hc(pi
−1
m,ax)[−1]m // Hc(pi−1m+1,ax) // Hc(X×pi−1m,ax) //
(∗)
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où la première ligne est exacte d’après 12.2.4-(a) (la seconde aussi, mais on
n’en aura pas besoin). La colonne de gauche est surjective puisque ρm,a l’est
par hypothèse de récurrence, et la colonne de droite l’est puisque le mor-
phisme de restriction ξ : Hpi!(X×Fm → Hc(X×pi−1m,ax) s’identifie triviale-
ment à id⊗ρm,a : Hc(X)⊗Hpi!(Fm)→ Hc(X)⊗Hc(pi−1m,ax). Une chasse au
diagramme élémentaire montre alors la surjectivité de ρm+1,a. 
12.2.7. Polynôme de Poincaré de la cohomologie à support pi-propre
Pour tout ouvert U ⊆ Fa et tout pi : Z →U tel que dimk Hpi!(Z;U) <∞,
on note, de manière analogue à 4.1.3,
Ppi!(Z;U)(T ) :=
∑
i∈Z dimk(H
i
pi!(Z;U))T
i .
Le corollaire suivant de 12.2.4-(a) est un ingrédient essentiel dans la preuve
de dégénérescence de la suite spectrale de Leray du théorème 12.4.9. (Com-
parer à 4.2.3.)
12.2.8. Corollaire. Soit X un espace i-acyclique tel que dimk Hc(X) <∞
et soit U ⊆Fa(X) un ouvert tel que dimk H(U)<∞. Alors, pour tout b > 0,
Ppi!(UFb+a(X);U) = P(U) · Pc(Fb(X r a)) .
Démonstration. Par 12.2.4-(a), on a l’égalité
Ppi!(UFm;U) = Ppi!(UFm−1;U) · (Pc(X) + (m−1)T )
que l’on va itérer jusqu’à ce que m−1 = a, auquel cas Ppi!(UFa;U) = P(U)
puisque UFa = U et que pia = idU . Le produit résiduel
(Pc(X) + aT ) · · · (Pc(X) + (m−1)T )
étant alors clairement égal à Pc(Fm−a(X r a)). 
12.3. Constance des faisceaux de cohomologie à support pi-propre
Pour a 6 ` 6 m, reprenons les espaces Fm et ∆m[a]?` de base Fa et les
décompositions ouvertes-fermées de base Fa
X×Fm = F1+m unionsq∆m(X×Fm) (1)
∆m[a]6` = ∆
m[a]
` unionsq∆m[a]6`−1 (2)
12.3.1. Les faisceaux Hipi!(−) sur Fa
Le cas ∆m[a]?` . Reprenons l’application pia : ∆
m[a]
?` → Fa et introduisons les
faisceaux :
Hipi!(∆m[a]?` ) := IRipia!(k∆m[a]?` ) , ∀i ∈ Z
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dont les fibres sont (12.2.2)
Hipi!(∆m[a]?` )x = H ic(pi−1a (x)) , ∀x ∈ Fa(X)
D’autre part, le foncteur IRpia! appliqué au le triangle exact de D+k (∆
m[a]
6` )
j!k∆m[a]`
j!−−→ k∆m[a]6`
ρ−−→ i!k∆m[a]6`−1 →
associé à la décomposition (2), où j! est le prolongement par zéro et ρ la
restriction, donne la suite exacte longue de faisceaux localement constants :
−−→Hipi!(∆m[a]` )
j!i−−→Hipi!(∆m[a]6` )
ρi−−→Hipi!(∆m[a]6`−1)
+1−−→ . (‡‡)
Le cas Fm(X). La même démarche sur la décomposition (1), nous conduit
à la suite longue de faisceaux localement constants sur Fa :
−−→
+1
Hipi!(F1+m) j!i−−→Hipi!(X×Fm) ρi−−→Hipi!(∆m(X×Fm))−−→
+1
. (‡)
12.3.2. Théorème de scindage. Soit X un espace i-acyclique.
a) Pour a 6 m ∈ N, les morphismes de faisceaux de la suite (‡)
Hipi!(X×Fm) ρi−−→Hipi!(∆m(X×Fm)) , ∀i ∈ Z ,
sont nuls et l’on a une suite exacte courte de faisceaux
0→ Hpi!(∆mX×Fm)[−1]→ Hpi!(F1+m)→ Hpi!(X×Fm)→ 0 .
b) Pour 0 6 a 6 `−1 et ` 6 m ∈ N, les morphismes de faisceaux dans (‡‡)
Hipi!(∆m[a]6` )
ρi−−→Hipi!(∆m[a]6`−1) , ∀i ∈ Z ,
sont nuls et l’on a la suite exacte courte de faisceaux
0→ Hpi!(∆m[a]6`−1)[−1]→ Hpi!(∆m[a]` )→ Hpi!(∆m[a]6` )→ 0 .
c) Si X est, de plus, localement connexe, les faisceaux dans (a,b) sont cons-
tants sur les composantes connexes de Fa(X) (cf. 1.3.5 et 2.2.2).
Démonstration. La preuve de (a) et (b) est essentiellement la même que celle
de 3.1.1. On indique brièvement les modifications à faire pour prouver (b).
La preuve pour (a) suit exactement la même démarche.
Preuve de (b). On reprend les notations de 12.2.3. Pour un ouvert U ⊆ Fa,
on pose U∆m[a]?` := pi
−1
a (U). On a les suites exactes courtes (12.2.4-(b)) :
0→ Hpi!(U∆m[a]6`−1)[−1]→ Hpi!(U∆m[a]` )→ Hpi!(U∆m[a]6` )→ 0 . (∗)
Cela étant, la naturalité de la cohomologie à supports propres relative à la
base (12.2.1) permet de dire que si pia : M → Fa est un espace topologique
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basé sur Fa, et que l’on note UM := pi−1a (U), la correspondance
U  Hpi!(UM)
définit le préfaisceau Hpi!(M) de k-espaces vectoriels sur Fa. Cette idée ap-
pliquée aux suites (∗) donne la suite exacte de préfaisceaux sur Fa :
0→ Hpi!(∆m[a]6`−1)[−1]→ Hpi!(∆m[a]` )→ Hpi!(∆m[a]6` )→ 0 ,
et comme le faisceau engendré par Hpi!(−) est précisément le faisceau Hpi!(−),
on obtient l’exactitude de la suite courte des faisceaux sur Fa :
0→ Hpi!(∆m[a]6`−1)[−1]−−→Hpi!(∆m[a]` )−−→Hpi!(∆m[a]6` )→ 0 ,
et donc aussi l’annulation du morphisme ρi dans la suite longue (‡‡).
Commentaire. On remarquera que grâce à l’exactitude des ces suites courtes,
l’assertion : “ le faisceauHpi!(∆m[a]6` ) est constant sur une composante connexe
C de Fa ” sera conséquence de ce que le faisceaux Hpi!(∆m[a]6`−1) et Hpi!(∆m[a]` )
la vérifient. Or, comme la plus petite valeur possible de ` vérifie a = `−1
et que Hpi!(∆m[a]6a ) = Hpi!(∆m[a]a ), une preuve de l’assertion par récurrence
découle de prouver seulement que les faisceaux Hpi!(∆m[a]` ) sont constants
sur C et ce, pour tout ` > a (et pas seulement ` > a).
Preuve de (c). Nous commençons par montrer que les faisceaux Hpi!(Fm)
sont constants sur une composante connexe C de Fa.
Nous procédons par induction sur m > a, le cas m = a étant évident. Sup-
posons maintenant que Hpi!(Fm) est constant sur C. Comme ∆m(X×Fm)
est isomorphe au produit [[1,m]]×Fm, le faisceau Hpi!(∆mX×Fm) est iso-
morphe à Hpi!(Fm)m et il est donc constant sur C. D’autre part, on a
Hpi!(X×Fm) ' Hc(X) ⊗k Hpi!(Fm) et Hpi!(X×Fm) est aussi constant sur
C. Par conséquent, dans la suite exacte courte de (a)
0→ Hpi!(∆mX×Fm)[−1]→ Hpi!(F1+m)→ Hpi!(X×Fm)→ 0 , (∗∗)
les faisceaux de droite et de gauche sont constants. Nous allons en déduire
que celui du centre l’est également.
• Critère de trivialité d’extensions de faisceaux constants. (44) Dans une suite
exacte courte de faisceaux sur une composante connexe C de Fa
0→ A→ L → B → 0
où A et B sont constants, le faisceau L est constant, si et seulement si la
suite est scindée, donc si et seulement si, l’application naturelle
Homk
Fa
(B,L)→ Homk
Fa
(B,B)
est surjective, et comme B est constant sur un espace localement connexe,
ceci équivaut à la surjectivité de
Γ (C,L)→ Γ (C, B) = Bz , ∀z ∈ C .
44Voir aussi la remarque 4.2.2.
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Dans le cas de la suite de faisceaux (∗∗), si x∈Fa et si C est la composante
connexe de Fa contenant x, on a
Γ (C,Hpi!(X×Fm)) = Hpi!(X×Fm)x = Hc(X)⊗Hpi!(Fm)x
= Hc(X)⊗Hc(pi−1a x) ,
d’après 12.2.2. D’autre part, le morphisme Γ (C,−)→ (−)x « germe en x »,
donne sur le préfaisceau Hpi!(X×Fm)
Γ (C,Hpi!(X×Fm)) // Hpi!(X×Fm)x = Γ (C,Hpi!(X×Fm))
Hc(X)⊗Hpi!(CFm) id⊗ρC // // Hc(X)⊗Hc(pi−1a x)
(†)
où l’on voit apparaître la restriction ρC :Hpi!(CFm)→Hc(pi−1a x) qui est sur-
jective comme conséquence de la surjectivité de ρm,a :Hpi!(Fm)→Hc(pi−1a x),
d’après 12.2.6, et du fait que, dans la décomposition
Hpi!(Fm) =
⊕
C′∈Π0Fa
Hpi!(C
′Fm) ,
la restriction Hpi!(C ′Fm)→ Hc(pi−1a x) est nulle si C ′ 63 x. Le morphisme (†)
est par conséquent surjectif. Comme d’autre part une section globale d’un
préfaisceau détermine une section globale du faisceau associé, le diagramme
naturel induit par les prolongements par zéro
Γ (C,Hpi!(F1+m))

j! // // Γ (C;Hpi!(X×Fm))
(†)
Γ (C,Hpi!(Fm+1)) j! // Γ (C;Hpi!(X×Fm))
permet de conclure à la surjectivité du morphisme
Γ (C,Hpi!(F1+m))−−→Γ (C,Hpi!(X×Fm)) ,
et le critère de trivialité d’extensions de faisceaux constants s’applique, et le
faisceau Hpi!(F1+m) est bien constant sur C.
Preuve de la deuxième partie de (c). D’après le commentaire à la fin de la
preuve de (b), il suffit de prouver que les faisceaux Hpi!(∆m[a]` ) sont constants
sur les composantes connexes de Fa.
On a la décomposition en parties ouvertes (cf. 2.3.3)
∆m` =
∐
p∈P`(m)
Fp .
L’inclusion Fp ⊆ ∆m[a]` a lieu, si et seulement si, la partition p de [[1,m]] dé-
compose l’intervalle [[m−a+1,m]] en singletons. Appelons une telle partition
« pia-adaptée ». Si p n’est pas pia-adaptée, on a Fp ∩∆m[a]` = ∅.
Si p est pia-adaptée, la projection pia : Fp → Fa (sur les a derniers termes)
est trivialement équivalente à des projections pia : F` → Fa déjà traitées. Le
faisceau Hpi!(Fp) est donc constant sur les composantes connexes de Fa. On
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conclut ensuite grâce à la décomposition évidente
Hpi!(∆m[a]` ) =
⊕
p
Hpi!(Fp) ,
où p décrit l’ensemble des partitions p ∈ P`(m) qui sont pia-adaptées. 
12.3.3. Remarque et notation. L’assertion 12.3.2-(c) est la généralisation
de la trivialité monodromique annoncée dans le commentaire 1.3.5 par le fait
qu’elle montre pour pia :Fb+a(X)→Fa(X) l’une identification canonique des
fibres Hpi!(Fb+a(X))x = Hc(Fb(X r x)) lorsque x parcourt une composante
connexe C de Fa(X). Il est intéressant d’observer que la connexité par arcs
n’est pas concernée et que le phénomène dépasse de ce fait le cadre classique
de la monodromie. L’assertion permet de comprendre le sens à donner à la
notation Hc(Fm(X r a)) où a,m ∈ N (cf. 12.4.4).
12.4. Dégénérescence des suites spectrales de Leray
12.4.1. Critère élémentaire de dégénérescence. Nous donnons ici un
critère de dégénérescence de suites spectrales par comparaison à une suite
spectrale dégénérée. Le critère est très élémentaire, mais il sera utilisé à
plusieurs reprises, ce qui justifie que nous l’énoncions séparément.
Comme il est d’usage, l’expression « « la suite spectrale (IEr , dr) est dégé-
nérée » » sera synonyme de « dr = 0, pour tout r > 2 ».
12.4.2. Proposition. Soit
{
ϕr : (IEr , dr)→ (IE′r , d′r)
∣∣ r ∈ N} un morphisme
de suites spectrales.
a) Si (IEr , dr) est dégénérée et ϕ2 est surjectif, alors (IE′r , d′r) est dégénérée.
b) Si (IE′r , d′r) est dégénérée et ϕ2 est injective, alors (IEr , dr) est dégénérée.
Dans les deux cas on a ϕr = ϕ2, pour tout r > 2.
Démonstration. (a) On montre par induction sur r>2, que d′r = 0 et que
ϕr =ϕ2. Lorsque r := 2, le complexe (IE′2, d′2) est quotient de (IE2, 0) par
hypothèse, donc d′2 = 0. Maintenant, si nous avons montré que d′r = 0, on
aura ϕr+1 = ϕr et alors ϕr+1 = ϕ2 puisque par hypothèse inductive ϕr = ϕ2,
le morphisme de complexes ϕr+1 est alors surjectif et d′r+1 = 0. L’assertion
(b) se démontre par un raisonnement dual. 
12.4.3. Les suites spectrales de Leray. Le théorème 12.3.2 établit que
pour un espace i-acyclique X localement connexe, les faisceaux
Hipi!(∆m[a]?` ) := IRipia!(k∆m[a]?` ) , ∀i ∈ Z ,
sont constants sur les composantes connexes de Fa(X).
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Notons c : Fa → {pt} l’application constante. Comme nous l’avons déjà
rappelé dans 12.1.1, la théorie des foncteurs dérivés donne des identifications
IR
(
cφ ◦ pia!
)
(k∆m[a]?`
) = IRcφ
(
IRpia!(k∆m[a]?`
)
)
, où φ ∈ {∗, !} ,
dont on tire les suites spectrales de Leray
(IEr(∆
m[a]
?` )ϕ, dr) , où ϕ ∈ {pi!, c} .
Ces suites se décomposent en sommes directes de suites spectrales
IEr(∆
m[a]
?` )ϕ =
⊕
C∈Π0Fa
IEr(C∆
m[a]
?` )ϕ ,
où C est une composante connexe de Fa. Les termes de IE2(C∆
m[a]
?` )ϕ sont
IE2(C∆
m[a]
?` )ϕ := Hφ(C,Hpi!(∆m[a]?` )) , où Hφ ∈ {Hpi!, Hc} ,
et comme le faisceau Hpi!(∆m[a]?` ) est constant sur C, on a respectivement{
IEp,q2 (C∆
m[a]
?` )c := H
p
c (C)⊗Hqc (FC ) =⇒ Hp+qc
(
∆m[a]?`
)
IEp,q2 (C∆
m[a]
?` )pi! := H
p(C)⊗Hqc (FC ) =⇒ Hp+qpi!
(
∆m[a]?`
)
.
(IE2(C))
où FC désigne la fibre de pia : ∆
m[a]
?` → Fa au-dessus de C.
12.4.4. Remarque sur les notations. Concernant l’expression « FC est
la fibre de pia », on rappelle que bien que ces fibres ne sont généralement pas
homéomorphes, nous les notons depuis 4.2.3 par la notation Fb(X r a). C’est
une notation commode mais qui demande à être réinterprétée en fonction
du contexte. Par exemple, les termes IE2(Fb+a(X))ϕ sont notés de manière
succincte
IE2(UFb+a(X))ϕ = Hφ(U)⊗Hc(Fb(X r a)) . (∗)
Lorsque U ⊆Fa(X) est connexe, la constance de Hpi!(Fb+a(X)) au dessus de
U enlève toute ambiguïté à la notation Hc(Fb(X r a)) (12.3.3). Autrement,
l’égalité (∗) sous-entend de décomposer U en ses composantes connexes C
et d’interpréter IE2(UFb+a(X))ϕ comme la somme
⊕
C IE2(CFb+a(X))ϕ des
formules (IE2(C)) ci-dessus.
L’intérêt pratique de la notation (∗) est que comme Pc(Fb(X r a)) est
intrinsèque d’après 4.2.3, elle donne une description immédiate du polynôme
de Poincaré de termes IE2(UFb+a(X))ϕ.
12.4.5. Le cas où dimk(Hc(X)) < +∞. Lorsque X est i-acyclique et
que dimHc(X) < +∞, on a Hc(Fm(X r n)) < +∞, pour tous m,n ∈ N,
d’après 2.4.2-(c). Les remarques 4.2.3 et 12.2.8 s’appliquent alors au cas de
la fibration pia : Fb+a(X) → Fa(X) de fibre Fb(X r a), de sorte que, pour
tout ouvert U de Fa(X), on a
(A) si Hc(U) < +∞, alors Pc(UFb+a(X)) = Pc(U) · Pc(Fb(X r a)) ;
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(B) si H(U) < +∞, alors Ppi!(UFb+a(X)) = P(U) · Pc(Fb(X r a)).
On en déduit, respectivement dans chaque cas, que :
(A) si Hc(U) < +∞, alors
dimk IE2(UFb+a)c = Hc(UFb+a) = dimk IE∞(UFb+a)c ;
(B) si H(U) < +∞, alors
dimk IE2(UFb+a)pi! = Hpi!(UFb+a) = dimk IE∞(UFb+a)pi! ;
et on conclut que les suites (IEr(UFb+a)c, dr) et (IEr(UFb+a)pi!, dr) sont dé-
générées, car si jamais on avait dr 6= 0 pour un certain r, on aurait forcément
dim(IE2) > dim(IEr) > dim(IEr+1) > dim(IE∞) ,
ce qui n’est pas le cas.
12.4.6. Remarque. Dans cette approche, la finitude joue un rôle essentiel
mais nous verrons qu’elle n’est pas nécessaire. La proposition suivante s’af-
franchi des hypothèses de finitude sur U , mais demande encore celle sur X .
Ce sera le théorème 12.4.9 qui aura l’énoncé le plus général, i.e. sans aucune
hypothèse de finitude sur X .
12.4.7. Proposition. Soit X un espace i-acyclique, localement connexe et
tel que dimk Hc(X) < +∞. Alors, pour tout ouvert U ⊆ Fa(X), les suites
spectrales (IEr(UFb+a(X))c, dr) et (IEr(UFb+a(X))pi!, dr) sont dégénérées.
Démonstration. Comme Fa(X) localement connexe, il suffit de considérer
le cas où U est connexe. Nous pouvons alors fixer une famille croissante
U := {↑Um}m∈N d’ouverts connexes et de type fini qui recouvre Fa(X). Pour
chaque Um ∈ U, on considère le produit fibré
Um×UUFb+a = UmFb+a
pia

 
jm // UFb+a
pia

Um
 
jm // U
◦ La suite spectrale IE(UFb+a)c.— Le cas où Hc(U) < +∞ est celui déjà
considéré dans 12.4.5-(A) où (IEr(Fa)c, dr) est bien dégénérée. Dans le cas
général on a recours au recouvrement U. Les morphismes canoniques
jm! IRpia! kUmFb+a = IRpia! jm! kUmFb+a → kUFb+a
induisent un morphisme de “prolongement par zéro” de suites spectrales
jm! : (IEr(Um), dr)→ (IEr(U , dr) , (IEr)
qui s’identifie pour r = 2, au morphisme de complexes
Hc(Um)⊗Hc(Fb(X r a)) jm!⊗id−−−−→ Hc(U)⊗Hc(Fb(X r a)) . (IE2)
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Maintenant, le fait que lim−→m jm! : lim−→mHc(Um) = Hc(U) implique que le
morphisme de complexes
lim−→m jm! ⊗ id : lim−→m(IE2(Um), d2)→ (IE2(U , d2)
est bijectif, et alors, comme les suites (IE(Um), dr) sont dégénérées, le critère
de dégénérescence 12.4.2 s’applique et (IEr(U), dr) est bien dégénérée.
◦ La suite spectrale IE(UFb+a)pi!.— Le cas où H(U) < +∞ est celui déjà
considéré dans 12.4.5-(B) où (IEr(Fa)pi!, dr) est bien dégénérée. Dans le cas
général on a recours au recouvrement U. Les morphismes canoniques
IRpia! kUFb+a → IRjm∗ j
−1
m IRpia! kUFb+a = IRjm∗ IRpia! kUmFb+a
donnent les morphismes “de restriction” de complexes
IRΓ (U ; IRpia! kUFb+a )→ IRΓ (Um; IRpia! kUmFb+a )
d’où les morphismes de suites spectrales
(IEr(UFb+a)pi!, dr)→ (IEr(UmFb+a)pi!, dr) ,
et donc le morphisme de suites spectrales
(IEr(UFb+a)pi!, dr)→ lim←−m(IEr(UmFb+a)pi!, dr) . (IEr)
Or, comme l’application en homologie lim−→mH∗(Um, k) → H∗(U , k) est bi-
jective, on a par dualité, que H(U) = lim←−mH(Um) l’est également. On en
déduit les identifications suivantes pour les termes IE2,
UIE2(Fb+a)pi!=H(U)⊗Hc(F )
=
(
lim←−mH(Um)
)⊗Hc(F )= lim←−m(H(Um))⊗Hc(F ))
= lim←−mIE2(UmFb+a)pi!,
(IE2)
où on a noté Hc(F ) := Hc(Fb(X r a)) et où l’égalité de la ligne centrale est
justifiée par le fait que dimk Hc(F ) < +∞. Ces identifications sont compa-
tibles aux différentielles d2. Les conclusions de (B) s’appliquent aux suites
(IEr(UmFb+a)pi!, dr), et alors d2 = 0 dans IE2(UFb+a)pi!. Le critère de dégé-
nérescence 12.4.2 s’applique et (IEr(UFb+a)pi!, dr) est bien dégénérée. 
12.4.8. Le cas général. Nous nous affranchissons maintenant de l’hypo-
thèse de finitude pour Hc(X) et montrons la dégénérescence des suites spec-
trales en question en nous appuyant sur la proposition précédente 12.4.7.
12.4.9. Théorème. Soient a 6 ` 6 m ∈ N. Soit X un espace topologique
i-acyclique et localement connexe. Pour tout ouvert U ⊆ Fa(X), les appli-
cations pia : U∆
m[a]
?` → U donnent lieu à des suites spectrales de Leray pour
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les cohomologies Hc(−) et Hpi!(−) notées respectivement
(IEr(U∆
m[a]
?` )c, dr) et (IEr(U∆
m[a]
?` )pi!, dr) (IEr) .
telles que{⊕
C∈Π0U IE
p,q
2 (C∆
m[a]
?` )c = H
p
c (C)⊗Hqc (FC )⇒ Hp+qc (∆m[a]?` )⊕
C∈Π0U IE
p,q
2 (C∆
m[a]
?` )pi! = H
p(C)⊗Hqc (FC )⇒ Hp+qpi! (∆m[a]?` )
où C désigne une composante connexe de U et où FC désigne une fibre
quelconque de pia au-dessus de C. De plus, les suites spectrales (IEr) sont
dégénérées.
Démonstration. Compte tenu des résultats qui précèdent, il ne nous reste
qu’à justifier la dégénérescence des suites spectrales, ce pour quoi nous allons
nous limiter aux ouverts U connexes. Les faisceaux Hpi!(∆m[a]?` ) sont donc
constants sur U .
On fixe une famille croissante V := {↑Vn}n∈N d’ouverts Vn (pas forcément
connexes) de type fini qui recouvre X .
• Le cas des fibrations pia : UFb+a(X)→ U ⊆ Fa(X)
◦ Dégénérescence de (UIEr(Fb+a)c,pi!, dr).— Compte tenu de la proposition
12.4.7, nous avons juste à vérifier le cas où dimk(Hc(X)) = +∞.
Pour chaque m ∈ N, notons Um := Fa(Vm)∩U . La famille U := {Um}m∈N
est clairement un recouvrement ouvert croissant de U . On remarquera aussi
que l’on des inclusions ouvertes
Um ⊆ Fa(Vm) ⊆ Fa(Vn) ⊆ Fa(X)
pour tous m 6 n.
Considérons ensuite les diagrammes commutatifs où n > m
Fb+a(Vn)
pia

(I)
oo ? _UmFb+a(Vn)
pia

 
jm,n //
(II)
UmFb+a(X)
pia

 
jm //
(III)
UFb+a(X)
pia

Fa(Vn) oo ?
_
Um Um
 
jm // U
Les sous-diagrammes (I) et (III) sont des produits fibrés et les cohomolo-
gies à support compact des fibres de pia y sont (constantes carU est connexe)
respectivement Fb(Vn r a) et Fb(X r a).
Dans le sous-diagramme (II), la base est constante et seul les fibres changent.
La famille croissante de plongements ouverts {jm,n}n recouvre UmFb+a(X)
et les morphismes de complexes
lim−→n∈N IRcφ IRpia! jm,n! kUmFb+a(Vn) → IRcφ IRpia! kUmFb+a(X)
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où c : Um → {pt} est l’application constante et φ ∈ {∗, !}, induisent alors les
morphismes de suites spectrales
lim−→n∈N
(
IEr(UmFb+a(Vn))ϕ, dr
)→ (IEr(UmFb+a(X))ϕ, dr) (IEr)
où ϕ ∈ {pi!, c}, qui s’identifient pour r = 2, au morphisme
lim−→n∈N
(
Hφ(Um)⊗Hc(Fb(Vnra)) id⊗jn!−−−→Hφ(Um)⊗Hc(Fb(Xra))
)
, (IE2)
où Hφ ∈ {H,Hc} et où jn : Hc(Vn)→ Hc(X) est le prolongement par zéro.
Or, comme la famille {Fa(Vn)}n>m∈N recouvre Fb(X r a), la limite inductive
des morphismes (id⊗jn!) est un isomorphisme.
Enfin, les suites spectrales (IEr(UmFb+a(Vn))ϕ, dr) sont dégénérées d’après
12.4.7 puisque dimHc(Vn) < +∞. Le critère de dégénérescence 12.4.2 s’ap-
plique et les suite spectrales (IEr(UmFb+a(X))ϕ, dr) sont bien dégénérées.
Revenons maintenant au sous-diagramme (III). Ici, les fibres sont fixes et
égales à Fb(X r a) mais la base change. Aussi, nous avons deux situations
différentes à considérer.
◦ La suite spectrale (IEr(UFb+a(X))c, dr).— Les morphismes de complexes
des prolongements par zéro
lim−→m IRc! IRpia! jm! kUmFb+a(X) → IRc! IRpia! kUFb+a(X) ,
induisent un morphisme de suites spectrales
lim−→m(IEr(UmFb+a(X))c, dr)→ (IEr(UFb+a(X))c, dr) , (IEr)
qui s’identifie pour r = 2, au morphisme
lim−→m
(
Hc(Um)⊗Hc(Fb(Xra))
) lim−→m jm!⊗id−−−−−−−→Hc(U)⊗Hc(Fb(Xra)), (IE2)
clairement bijectif puisque {Um} recouvre U . Ce fait, et la dégénérescence
déjà établie des suites spectrales (IEr(UmFb+a(X))c, dr) font que le critère de
dégénérescence 12.4.2 s’applique et la suite spectrale (IEr(UFb+a(X))c, dr)
est dégénérée.
◦ La suite spectrale (IEr(UFb+a(X))pi!, dr).— On commence par rappeler le
morphisme canonique de restriction de complexes dans D+(U)
IRpia! kUFb+a(X) → IRpia! IRjm∗ kUmFb+a(X) = IRjm∗ IRpia! kUmFb+a(X) ,
où l’égalité est justifiée puisque (III) est un produit fibré. On en déduit le
morphisme de complexes
IRΓ (U ; IRpia! kUFb+a(X))→ IRΓ (Um; IRpia! kUmFb+a(X)) ,
qui donne lieu au morphisme de suites spectrales
(IEr(UFb+a(X))pi!, dr)→ lim←−m(IEr(UmFb+a(X))pi!, dr) , (IEr)
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qui s’identifie pour r = 2, au morphisme
H(U)⊗Hc(Fb(Xra))
lim←−m j
∗
m⊗id−−−−−−−−→ lim←−m
(
H(Um)⊗Hc(Fb(Xra))
)
. (IE2)
Or, comme {Um} recouvreU , on aH(U) = lim←−mH(Um) et (IE2) est injectif.
Nous savons d’autre part, que les suites spectrales (IEr(UmFb+a(X))pi!, dr)
sont dégénérées. Le critère de dégénérescence 12.4.2 s’applique et la suite
spectrale (IEr(UFb+a(X))pi!, dr) est dégénérée.
Ceci termine la preuve du cas des fibrations pia :UFb+a(X)→U ⊆Fa(X).
• Le cas des fibrations pia : U∆[a]` Xm → U ⊆ Fa(X)
Résulte du cas précédent, en raison de la décomposition ouverte (45)
∆[a]` X
m =
∐
p
Fp
où p est une partition pia-adaptée de P`(m), et où Fp ' F`.
• Le cas des fibrations pia : U∆[a]6`Xm → U ⊆ Fa(X)
Notons j : U∆m[a]` → U∆m[a]6` l’inclusion ouverte. Le morphisme de pro-
longement par zéro dans D+(U)
j! IRpia! kU∆m[a]`
= IRpia! j! kU∆m[a]`
→ IRpia! kU∆m[a]6`
donne lieu aux morphismes de complexes
IRΓφ
(
U ; IRpia! kU∆m[a]`
)→ IRΓφ(U ; IRpia! kU∆m[a]6` ) ,
avec Γφ ∈ {Γ, Γc}, qui induisent des morphismes de suites spectrales(
IEr(U∆
m[a]
` )ϕ, dr
)→ (IEr(U∆m[a]6` )ϕ, dr) , (IEr)
avec ϕ ∈ {pi!, c}, qui s’identifient pour r := 2, aux morphismes
Hφ(U)×Hc(F`) id⊗j!−−−→ Hφ(U)×Hc(F6`) (IE2)
avec Hφ ∈ {H,Hc}, et où F?` désigne la fibre de pia : U∆m[a]?` → U , et
j! : Hc(F`)→ Hc(F6`) (†)
est le prolongement par zéro. Or, le théorème 12.2.4-(b) établit la surjectivité
du prolongement par zéro
Hpi!(V∆
m[a]
` )−−→Hpi!(V∆m[a]6` ) (‡)
pour toutV ⊆Fa. Si maintenantV parcours une base de voisinages connexes
d’un point, la proposition 12.2.2 assure la surjectivité de (†), et donc aussi
celle des morphismes (IE2). Comme nous avons déjà établi la dégénérescence
de (IEr(U∆
m[a]
6` )ϕ, dr), le critère 12.4.2 s’applique et (IEr(U∆
m[a]
6` )ϕ, dr) est
aussi dégénérée. Ceci termine la preuve du théorème. 
45Cf. fin de la démonstration du théorème 12.3.2.
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12.4.10. Sur l’action de Sb×Sa sur la suite spectrale de Leray
Reprenons la discussion de 10.7. Pour a, b ∈ N, réalisons Sb×Sa comme
le sous-groupe de Sb+a des permutations laissant stables les sous-intervalles
[[1,b]] et [[b+1,b+a]] et faisons-le agir sur Fb+a par son action naturelle à
travers Sb+a. Faisons-le ensuite agir sur Fa, à travers de la projection sur
Sa. La projection (2.1-(N-3))
pia : Fb+a(X)→ Fa(X) ,
est alors Sb×Sa-équivariante.
Action de Sb sur IE
p,q
2 (C)
Notons par Φh : Fb+a → Fb+a l’homéomorphismes de l’action de h ∈ Sb. On
a pia ◦ Φh = pia. L’action de Φh respecte donc les fibres de pia et l’action
induite sur Hc(C,Hipi!(Fa)) correspond à l’action de Sb sur le second facteur
du produit tensoriel Hc(C)⊗Hc(FC ).
Action de Sa sur IE
p,q
2 (SaC)
Les exemples de la proposition 10.7.1, montrent bien que l’action de Sa sur
Hc(SaC,Hipi!(Fa)) ne correspond pas à l’action de Sa sur le premier facteur
du produit tensoriel Hc(SaC)⊗Hc(FC ), et ne se voit donc pas sur la suite
spectrale de Leray.
Conclusion
Ces remarques montrent que seule l’action Sb×1a surHc(Fb+a) etHpi!(Fb+a)
se voit sur les termes IE2 des suites spectrales de Leray (cf. 12.4.9){⊕
C IE
p,q
2 (C) := H
p
c (C)⊗Hqc (FC )⇒ Hp+qc (Fb+a) ,⊕
C IE
p,q
2 (C) := H
p(C)⊗Hqc (FC )⇒ Hp+qpi! (Fb+a) .
Elle se voit comme étant l’action de Sb sur Hc(FC ) = Hc(Fb(X r a)).
13. Questions diverses sur les espaces i-acycliques
Nous rassemblons ici des exemples d’espaces i-acycliques ainsi que des
contre-exemples à certaines propriétés de l’i-acyclicité que l’on aurait sou-
haité avoir mais qui ne sont pas vérifiées en toute généralité.
13.1. Espaces de configuration généralisés
` Si X est i-acyclique, l’espace ∆?`Xm est i-acyclique pour 0 < ` 6 m.
Démonstration. Si X est i-acyclique, Xm l’est aussi (1.2.4-(e)), et donc
aussi l’ouvert Fm(X) ⊆ Xm (1.2.4-(d)) de même que tout espace ∆`Xm,
car réunion disjointe ouverte d’espaces homéomorphes à F`(X) (2.3.3).
Pour établir la i-acyclicité des espaces ∆6`Xm, nous utilisons le critère
1.3.1-(c) selon lequel un espace Y est i-acyclique lorsque pour tout compact
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K ⊆ Y , la restriction ρK : Hc(Y ) → H(K) est nulle. Dans le cas présent,
comme en plus le prolongement par zéro j! : Hc(∆`Xm)→ Hc(∆6`Xm) est
surjectif (3.1.1-(b)) et que ∆`Xm est réunion disjointe des ouverts Up :=
Fp(X), avec p ∈ P`(m) (cf. 2.3.2), le critère en question sera validé par la
nullité, pour tous p et K, des composées
Hc(Up)
j!−−→Hc(∆6`Xm) ρK−−→H(K) . ()
Pour p etK donnés, notons Up l’adhé-
Up
δUp
K
KpUp
Δ6`X
m
rence de Up dans ∆6`Xm, puis
δUp := Up r Up et Kp := K ∩ Up .
Les triplets d’espaces (Up ⊆ Up ⊇ δUp)
et (F`(X)⊆X` ⊇∆`6`−1) sont homéomorphes et l’annulation de () résultera
du lemme suivant qui généralise quelque peu le théorème 3.1.1-(b).
 Lemme. Soit X un espace i-acyclique. Pour tout compact J ⊆ X`, le
morphisme de restriction
Hc(X
`)→ Hc((∆6`−1X`) ∪ J) (‡‡J )
est nul. En particulier, le prolongement par zéro Hc(F`(X) r J)→ Hc(X`)
est surjectif.
Preuve du lemme. On procède comme dans la démonstration de 3.1.1. On
considère le diagramme commutatif
f−12 (F`−1(X))
  //
f ′2 ++
(
(∆6`−1X`) ∪ J
)
f2
**
 
f // X×X`−1 = X`
p2

F`−1(X)
 
j // X`−1
où f est l’inclusion (fermée) et j est l’inclusion (ouverte). La restriction f ′2
de f2 := p2 ◦ f est propre puisque si L ⊆ F`−1(X) est compact, on a
f−12 (L) =
(
p−12 (L) ∩∆`−1X`
) ∪ (p−12 (L) ∩ J)
où p−12 (L) ∩∆`−1X` est compact puisque la restriction de p2 à ∆`−1X` est
un revêtement fini au-dessus de F`−1(X) (cf. loc.cit.). L’annulation de (‡‡J )
résulte alors d’appliquer 1.3.1-(d), exactement comme dans 3.1.1. 
Dans la situation présente, ce lemme (avec J := Kp) nous dit que le mor-
phisme de prolongement par zéro
Hc(Up rK)→ Hc(Up)
est surjectif. Une classe de cohomologie [α]∈Hc(Up) est donc représentée par
une cocycle d’Alexander-Spanier α ∈ A(Up) dont le support |α| est compact
dans Up r K. Comme cette partie est ouverte dans ∆6`Xm, le cocycle α
représente aussi l’image j![α] de [α] dans Hc(∆6`Xm). Or, on a |α| ∩K = ∅
et donc ρK (j![α]) = 0. L’annulation des morphismes () est ainsi établie et
l’espace ∆6`Xm est bien i-acyclique. 
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13.2. Variétés toriques affines
` On suppose le corps k de caractéristique nulle.
a) Si G un groupe fini agissant sur un espace i-acyclique X , l’espace des
orbites X/G est i-acyclique.
b)Une variété torique affine Uσ associée à un cône simplicial σ est i-
acyclique.
Démonstration. (a) Résulte aussitôt des égalités Hc(X/G) = Hc(X)G et
H(X/G) = H(X)G et de la commutativité du diagramme
Hc(X/G)

Hc(X)
G   // Hc(X)
0

H(X/G) H(X)G 

// H(X)
(b) On a Uσ = An(C)G×(C∗)m, où G est un groupe abélien fini agissant
sur l’espace affine complexe An(C) (cf. [17], §2.1, p. 29 et §2.2, p. 34). 
13.3. Groupes de Lie non-compacts
` Tout groupe de Lie réel connexe non compact est i-acyclique.
Démonstration. Comme un groupe de Lie G est toujours une variété diffé-
rentielle orientable, il revient au même de montrer que G est ∪-acyclique
(1.2.4-(c). Pour cela, on remarque que l’application
Ψ : ∆G×G→ G×G
(x, x)g 7→ (x, xg)
est bien un homéomorphisme échangeant les plongements fermés
∆G×{e} ⊆ ∆G×G , et ∆G ⊆ G×G
Le morphisme de restriction à la diagonale s’identifie alors par Künneth au
morphisme
Hc(∆G)⊗Hc(G)→ Hc(∆G)⊗Hc({e})
ω ⊗$ 7→ ω ⊗$ e
clairement nul lorsque G n’est pas compact. 
13.4. Ouverts i-acycliques de IPn(R)
` Si car k 6= 2, tout ouvert de IPn(R) est i-acyclique.
Démonstration. Résulte de ce que H i(IPn(R); k) = 0 pour tout i < n. 
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13.5. Ouverts i-acycliques de IPn(C)
` Soit U un ouvert de IPn(C) dont le complémentaire contient une hyper-
surface complexe Z.
a) Si car(k) = 0, l’espace U est i-acyclique.
b) Si car(k) = p > 0, l’espace U est i-acyclique si n = 1 mod 2, ou bien
si n = 0 mod 2 et si les degrés des composantes irréductibles de Z sont
premiers à p.
Démonstration. Par 1.2.4-(d), l’assertion résulte aussitôt du cas où l’ouvert
est U := IPn(C) r Z. L’ouvert U est alors une variété complexe affine lisse
de dimension n. D’après un théorème de Hamm (cf. [11] th. (6.8) p. 26), il a
le type d’homotopie d’un CW-complexe fini de dimension réelle n. Il s’ensuit
que les groupes d’homologieHi(X ;A) sont nuls, pour i > n et tout anneau A,
et de même en cohomologie. Comme U est non singulière et orientable, on
dispose de la dualité de Poincaré-Lefschetz Hi(U ;A)'H2n−ic (U ;A), et donc
H ic(U ;A) = 0 pour tout i < n. Par conséquent, on a à priori(
U,i : H
i
c(U ;A)→ H i(U ;A)
)
= 0 , ∀i 6= n ,
et la preuve de la proposition se réduit à montrer l’annulation de U,n.
Notons j : U ↪→ IPn l’inclusion ensembliste.
Le morphisme U,n se factorise à travers Hn(IPn) suivant les morphismes
Hnc (U ;A)
j!−−→Hn(IPn;A) j
∗−−→Hn(U ;A)
↑U,n
où j! désigne le prolongement par zéro et j∗ la restriction. On a aussitôt deux
cas à considérer suivant la parité de n.
n = 1 mod 2. On a Hn(IPn;A) = 0 et donc U,n = 0. La proposition est
alors prouvée et ce, quel que soit l’anneau de coefficients A.
n = 0 mod 2. On a H(IPn;A) = A. Dans ce cas, on a intérêt à reprendre
notre convention et considérer que l’anneau de coefficients A est un corps,
auquel cas on a l’équivalence
(U,n = 0)⇐⇒
 le morphisme de restrictionρn : Hn(IPn)→ Hn(Z)
est injectif
 (‡)
En effet, comme Hn(IPn) est une droite vectorielle, l’annulation de U,n
équivaut au fait que soit j!, soit j∗, est nul. Or, la dualité de Poincaré échange
ces morphismes et il sont tous les deux nuls ou non nuls. Ainsi, l’annulation
de U,n équivaux à l’annulation de j! et donc à l’injectivité de ρn, par la suite
exacte longue de cohomologies.
· · · −−→Hnc (U) j!−−→Hn(IPn) ρn−−→Hn(Z)−−→· · ·
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Notons L l’opérateur sur H(IPn) et H(Z) de multiplication par la classe
fondamentale ω ∈ H2(IPn) de IP1 ⊆ IPn, et considérons le diagramme com-
mutatif suivant où la deuxième ligne est la suite exacte de cohomologies
Hn(IPn) ⊕
L(n−2)/2 '

ρn // Hn(Z)
L(n−2)/2

· · ·H2n−2c (U)
j! // H2n−2(IPn)
ρ2n−2
// H2n−2(Z) c // H2n−1c (U) · · ·
(‡‡)
Nous avons maintenant besoin de plus de renseignements sur le morphisme
de liaison c. Pour cela, on commence par remarquer que l’on peut supposer
Z irréductible. En effet, si Z ′ est une composante irréductible de Z, l’ouvert
U = IPn rZ est contenu dans l’ouvert U ′ = IPn rZ ′ et il est donc i-acyclique
si U ′ l’est (1.2.4-d).
Supposons donc que Z = V (f) est irréductible et, compte tenu des hypo-
thèses, que deg f n’est pas multiple de la caractéristique du corps de coeffi-
cients. L’espace vectoriel H2n−2(Z) est alors de dimension 1 et comme
H2n−1c (U ;Z) = H1(U ;Z) ' Z/(deg f) (?)
(cf. [11] chap. 4, prop. 1.3, p. 102), on aH2n−1c (U) =H1(U) = 0 . Ces données
reportées sur (‡‡) assurent que ρn−2 est surjective, et donc injective aussi.
L’injectivité de ρn découle alors de la commutativité du même diagramme.
13.5.1. Remarque. L’hypothèse dans la proposition 13.5 concernant la
caractéristique du corps de coefficients de la cohomologie est optimale. En
effet, si Z = V (f) ⊆ IP2(C) avec f irréductible homogène de degré p, on a
pour U := IP2(C) r V (f) d’après (?) :
H3c (U ; IFp) ' H1(U ; IFp) ' IFp ,
auquel cas, la suite exacte longue de cohomologie devient
H2(IP2; IFp)
ρ2−−→(H2(V (f); IFp) = IFp) c−−→(H3(U ; IFp) = IFp)→ 0 ,
le morphisme c est bijectif, et alors nécessairement ρ2 = 0.
On en déduit la surjectivité de j! : H2c (U ; IFp)→ H2c (IP2; IFp) et, par dua-
lité, l’injectivité de j∗ : H2(IP2; IFp) → H2(U ; IFp). À partir de là, la non
nullité de U ;2 = j∗ ◦ j! découle de ce que H2(IP2(C); IFp) = IFp. L’ouvert U
n’est donc pas i-acyclique pour la cohomologie à coefficients dans IFp.
13.5.2. Remarque. Dans le cas où la proposition 13.5 intéresse la cohomo-
logie à coefficients dans un corps de caractéristique nulle, le fait que H!(U)
soit concentrée en dimension moitié n, peut aussi être justifié en invoquant le
théorème de comparaison de Grothendieck entre la cohomologie des formes
différentielles holomorphes (dont le degré est à priori majoré par n) et la co-
homologie du faisceau constant.
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Hn−2c (U)
j!

Hn−2(IPn)
ρn−2

L
∼ // H
n(IPn)
ρn

Hn−2(Z) L // Hn(Z)
Dans le même ordre d’idées, si l’on se restreint au cas où l’hypersurface est
supposée non-singulière, l’injectivité de ρn
(et donc la i-acyclicité de U) admet aussi
une justification via le théorème de Lef-
schetz vache. En effet, notons L l’opéra-
teur de multiplication par la classe généra-
trice ω ∈ H2(IPn(C)) et considérons, pour
n pair, le diagramme commutatif ci-contre.
L’injectivité de ρn : Hn(IPn) → Hn(Z) découle alors par une chasse au
diagramme élémentaire de ce que :
– L : Hn−2(IPn)→ Hn(IPn) est trivialement bijectif,
– L : H(n−1)−1(Z)→ H(n−1)+1(Z) est bijectif d’après le théorème vache
de Lefschetz.
– ρn−2 :Hn−2(IPn)→Hn−2(Z) est injectif puisqueHn−2c (U) = 0 en raison
de précisément de l’affinité de U .
13.6. Ouverts non i-acycliques de IPn(C)
` Un ouvert de IPn(C) dont le complémentaire est contenu dans un fermé
F algébrique complexe (ou réel) et tel que dimR(F)<n, n’est pas i-acyclique.
Démonstration. Un tel ouvert contient le complémentaire U d’un fermé algé-
brique Y de petite dimension. Il suffira donc, d’après 1.2.4-(d), de ne consi-
dérer que ce cas. Des suites longues de cohomologie, on retire les sous-suites
Hn−1(Y )→ Hnc (U) → Hn(IPn)→ Hn(Y ) = 0
0 = HnY (IPn) → Hn(IPn)→ Hn(U) → Hn+1Y (IPn)
où Hn(Y ) = 0 puisque dimR(Y ) < n, et HnZ (IPn) = H
n(Y )∨ = 0 (46). 
13.7. Courbes algébriques i-acycliques
` Une courbe algébrique complexe irréductible C qui est i-acyclique est
rationnellement lisse. Si de plus C est affine, elle est homéomorphe à un
ouvert algébrique de C.
Démonstration. Pour chaque x ∈ X , et tout voisinage ouvert V 3 x, le mor-
phisme αx : Hx(C)→ H(C) se factorise à travers Hc(C) de sorte que si C
est supposée i-acyclique, on a αx = 0 d’où la suite exacte courte
0→ H(C)→ H(C r {x})→ Hx(C)[1]→ 0 .
Il s’ensuit que lorsque C est complexe irréductible, on a H1x(C) = 0 (‡)
puisque C et C r {x} sont connexes. D’autre part, la singularité Σ de C est
46Par le formalisme de la dualité de Poincaré-Grothendieck-Verdier, cela résulte de ce
que ID•IRcY !c!YZIP = IRcY∗c
−1
Y ID
•
IP
= IRcY∗c−1Y ZIP [2n] et du fait que ID
•
IP
= Z
IP
[2n].
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une partie fermée de dimension 0 donc discrète, et x admet des voisinages
ouverts coniques V = cˆ(L(x,C)), où L(x,C), le « lien de x dans C », est
une réunion disjointe de cercles unionsqri=1S1. On a donc d’après (‡), l’égalité
0 = H1x(C) = H
1
x(cˆ(L(x,C))) = H0(L(x,C)) = kr−1 ,
où H désigne la cohomologie réduite. Par conséquent, r = 1 et x est ration-
nellement lisse dans C.
Supposons maintenant que C est en plus affine. Quitte à remplacer les
voisinages coniques cˆ(S1) par des disques ID2, nous pouvons supposer que C
est une sous-variété fermée et différentiable de An(C) à laquelle nous pouvons
appliquer la théorie de Morse (47). Soit donc h : C → R+ une fonction de
Morse et notons C<r := {x ∈ C | h(x) < r}, c’est un espace i-acyclique car
ouvert de C qui l’est par hypothèse. Montrons que C<r est homéomorphe à
un ouvert algébrique de C.
Pour r petit on a Cr ∼ C. Supposons ensuite que pour une certaine valeur
critique r, l’espace C<r est homéomorphe à C privé d’un ensemble fini de
disques fermés disjoints homéomorphes à ID2. Le bord Cr = ∂C<r est alors
une réunion finie de cercles S1.
Par la théorie de Morse, C<r+ est homéomorphe au récolement de C<r
et d’une anse A1,2 = ID1×ID1 de noyau de dimension 1, ou bien d’une anse
A2,2 = ID
2×ID0 de noyau de dimension 2. Comme C<r+ est un ouvert
d’une variété algébrique complexe, il est orientable, ce qui exclu certains
recollements.
C<r+²
A1,2
A1,2
A1,2A1,2
A2,2
8
8 4
4
4
Pour une anseA1,2, il y a deux recollements orientables possibles qui résultent
du fait que le bord du cœur de A1,2, à savoir ID1 = [0, 1], possède deux
composantes connexes {0, 1}. Ces composantes peuvent être collées tantôt
sur deux composantes connexes de ∂C<r tantôt sur la même. Dans le premier
cas, C<r+ serait homéomorphe à un tore T := S1×S1 privé d’un ensemble
fini de points F, mais alors on aurait la suite exacte
0→ H0(F)→ H1c (T r F)→ H1(T)→ 0 ,
et H1(T) ↪→H1(T rF) par dualité. Donc dimH1! (Cr+) = dimH1(T) = 2 ,
ce qui contredit la i-acyclicité de C<r+. Dans le deuxième cas, un trou de
Cr est partiellement comblé par l’anse et C<r+ est bien comme annoncé.
47Cf. le théorème fondamental de structure dans [30], thm. 2.7, p. 47.
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Pour une anse A2,2. On recolle le disque ID2 par son bord S1 sur le bord
de C<r . Par connexité, il n’y a qu’une seule manière de le faire et c’est
en comblant l’un des trous de C<r . L’espace C<r+ est donc, de nouveau,
homéomorphe à C privé d’un nombre fini de points. 
13.7.1. Remarque. Dans la preuve de 13.7, le tore T := S1×S1 privé d’un
nombre fini non nul de points est une variété affine complexe non singulière
C qui n’est pas i-acyclique. Les produits finis P :=
∏
iCi de tels espaces
sont des exemples de variété affine complexe non singulière non i-acycliques,
contrairement à tout produit de la forme C×P (1.2.4).
13.8. Bouquet d’espaces i-acycliques
` Un bouquet d’espaces i-acycliques est i-acyclique. Et de même en rem-
plaçant i-acyclique par (totalement) ∪-acyclique.
Démonstration. Soient X et Y deux espaces i-acycliques. Notons X ∨Y le
bouquet qui identifie x ∈ X et y ∈ Y .
X
X ∨Y
Y
x = y
On considère le morphisme suivant de suites exactes de Mayer-Vietoris as-
sociées à la décomposition en parties fermées X ∨Y = X ∪Y .
// Hc(x = y) // Hc(X ∨Y )
X∨Y

// Hc(X)⊕Hc(Y )
X

Y

//
// H(x = y) // H(X ∨Y ) ρ // H(X)⊕H(Y ) //
où ρ : H+(X ∨Y )→ H+(X) ⊕H(Y ) est clairement injectif. La nullité de
X∨Y résulte alors immédiatement de celles de X et Y .
Le même raisonnement prouve que X ∨Y est (totalement) ∪-acyclique si
les espaces X et Y le sont. 
13.9. Sommes amalgamées d’espaces i-acycliques
` La somme amalgamée de variétés i-acycliques est i-acyclique si et seule-
ment si au moins l’une des variétés est orientable.
Démonstration. Soient X et Y deux variétés topologiques i-acycliques de di-
mension n. Notons X ′ et Y ′ des complémentaires d’un point dans X et Y
respectivement, ce sont des espaces i-acycliques d’après 1.2.4-(d). La somme
amalgamée X + Y est la variété topologique obtenue en recollant homéo-
morphiquement X ′ et Y ′ le long du cylindre ouvert bordant Sn−1×R noté
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V bordant respectivement X ′ et Y ′.
′X
′Y
V ∼ Sn−1×R
X Y+
On considère alors les suites exactes longues de Mayer-Vietoris pour le re-
couvrement ouvert X +Y = X ′ ∪Y ′
// H ic(V )
αi //
V ,i

H ic(X
′)⊕H ic(Y ′)
βi //
X′ ,i⊕Y ′ ,i

H ic(X +Y )
X+Y ,i

//
oo H i(V ) oo
δi
H i(X ′)⊕H i(Y ′) oo γi H i(X +Y ) oo
(?)
où {
H ic(V ) = k(1)⊗
(
k(0)⊕ k(n− 1)) = k(1)⊕ k(n) ,
H i(V ) = k(0)⊕ k(n− 1) .
Cas i 6= n − 1. Le morphisme βi est surjectif et γi est injectif, soit parce
que i < n auquel cas H i−1(V ) = 0, soit parce que i = n auquel cas les
cohomologies Hn(−) sont nulles. On considère alors le diagramme
H ic(X
′)⊕H ic(Y ′)
βi−−→ H ic(X +Y ) −−→ 0y X+Y ,i
H i−1(V ) −−→ H i(X +Y ) γi↪−−→ H i(X ′)⊕H i(Y ′)
(∗)
où les lignes sont exactes. On y voit que
γi ◦ X+Y ,i ◦ βi = X ′ ,i ⊕ Y ′ ,i = 0 ,
et nous concluons, indépendamment de l’orientabilité de X et Y , que
X+Y ,i = 0 , ∀i 6= n− 1 .
Cas i = n− 1. La suite de Mayer-Vietoris en degré n est
−−→ (Hnc (V ) = k) αn−−→Hnc (X ′)⊕Hnc (Y ′)−−→Hnc (X +Y )→ 0 . (‡)
montre que αn est injective pour peu que X ou Y soit orientable. Dans ces
cas, βn−1 sera surjective et le diagramme (∗) pour i = n− 1 fournit toujours
l’annulation X+Y ,n−1 = 0 puisque γn−1 est injective. Ceci termine la preuve
de l’un des sens de la proposition.
Réciproquement, ni X ni Y ne sont orientables, ce qui équivaut à dire que
ni X ′ ni Y ′ ne le sont. Nous allons nous intéresser à des suites longues de
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cohomologies associées à la décomposition ouvert/fermé
X ′ = V unionsq (X ′ rV )
où X ′ rV est clairement est une variété à bord Sn−1 et d’intérieur homéo-
morphe à X ′, raison pour laquelle on la notera X ′. Enfin, l’adhérence de V
dans X ′ qui sera notée V , est une variété à bord dont le bord Sn−1 est aussi
le bord de X ′.
′X ′X
V V
Sn−1
On a alors le diagramme de suites exactes longues :
Hn−1c (X ′)
rest //
rest

Hn−1c (X ′)
(I)
cX //
rest

(Hnc (V ) = k) //
id

(Hnc (X
′) = 0)
rest

(Hn−1c (V ) = 0) // Hn−1c (Sn−1)
cX
' // (H
n
c (V ) = k) // (H
n
c (V ) = 0)
On y constate que la classe fondamentale de V se relève bien en un classe
[VX ] ∈ Hn−1c (X ′) et que cette classe se restreint sur la classe fondamentale
[S] de Sn−1, d’où le carré :
Hn−1c (X ′) 3 [VX ]
(I)
_
rest

 cX // [V ]
Hn−1(Sn−1) 3 [S]  cX // [V ]
Maintenant, en remarquant que Hc(X ′)
rest−−→Hc(Sn−1) se factorise suivant
Hc(X ′)

X′−−→H(X ′) rest−−→H(Sn−1) ,
on déduit que
X ′ ([VX ]) 6= 0 . (∗∗)
Ces observations s’appliquent telles quelles également à Y et conduisent
aux mêmes conclusions où Y vient remplacer X .
Considérons à présent la décomposition ouvert/fermé
X +Y = V unionsq (X +Y rV ) = V unionsq (X ′ unionsqY ′)
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et le morphisme de suites exactes de cohomologie
Hn−1c (X +Y )
II
//
X+Y

Hn−1c (X ′)⊕Hn−1c (Y ′)

X′⊕Y ′

cX+cY // (Hnc (V ) = k)
V

Hn−1(X +Y ) // Hn−1(X ′)⊕Hn−1(Y ′) cX+cY // (Hn(V ) = 0)
La classe ([VX ],−[VY ]) ∈ Hn−1c (X ′) ⊕ Hn−1c (Y ′) appartient clairement
au noyau de cX ⊕ cY et survit au morphisme X ′ ⊕ Y ′ d’après (∗∗). La
commutativité de (II) permet alors de conclure que X+Y 6= 0 et donc que
l’espace X +Y n’est pas i-acyclique. 
13.10. La bouteille de Klein épointée
Dans l’implication (∪-acyclique)⇒ (i-acyclique) de l’assertion 1.2.4-(c),
l’hypothèse d’orientabilité est indispensable. On donne ici un contre-exemple
lorsque cette hypothèse fait défaut.
` La bouteille de Klein épointée vérifie le théorème de scindage 3.1.1. Elle
n’est ni i-acyclique ni totalement ∪-acyclique, mais elle est bien ∪-acyclique.
Notons T le tore R2/Z2. L’anneau de cohomologie H(T) est engendré par
les 1-cocycles dx et dy. Si nous notons Cx := R/Z×{0} et Cy := {0}×(R/Z),
on peut voir que
H1Cx (T) = 〈dy〉k ⊆ H1(T) , H1Cy (T) = 〈dx〉k ⊆ H1(T) .
−
T
σ
y
x
yC
xC
0
11/2
1
2
1
2
L’involution σ : (x, y) 7→ (x+ 1/2,−y), induit sur
H(T) l’action σ : dx 7→ dx et σ : dy 7→ −dy de
sorte que l’on a
H(T)〈σ〉 ' k(0)⊕ 〈dx〉k(1) .
Comme la bouteille de Klein est la variété quo-
tient K := T/〈σ〉, si ν : T → K est la surjec-
tion canonique, le morphisme ν∗ :H(K)→H(T)
identifie H(K) à H(T)〈σ〉 ' k(0)⊕ k(1).
On pose maintenant X := K r pt.
∪-acyclicité de X. L’examen des suites exactes longues
// H ipt(X) = k(2) // H
i(K)
ρi // H i(X) //
// H ic(X)
ιi // H ic(K) // H
i
c(pt) = k(0) //
()
montre que l’on a
H(X) = k(0)⊕ (〈dx〉k ⊕ 〈dx ∧ dy〉k)(1) = k(0)⊕ k(1)2 ,
Hc(X) = H
+(K) = 〈dx〉k(1) = k(1) .
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et Hc(X) ∧Hc(X) = 0. L’espace X est donc bien ∪-acyclique.
Non i-acyclicité de X. Comme le cycle Cy est plongé (via ν) dans X ,
l’espace H1c (X) est engendré par dx ∈ H1Cy (X) ⊆ H1c (X) et le morphisme
ι1 : H
1
c (X) → H1c (K) est bijectif. D’autre part, il est clair par la première
suite dans () que le morphisme ρ1 :H1(K) ↪→H1(X) est injectif. On a donc
H1c (X)
ι1−−→∼ H1c (K)∣∣∣∣
0 = H1pt(K)
0−−→ H1(K) ρ1↪−−→ H1(X) −−→ H2pt(K) = k(2)
et X ,1 = ρ1 ◦ ι1 est non nul. L’espace X n’est donc pas i-acyclique.
Non totale ∪-acyclicité de X. Soit maintenant U un ouvert connexe de
X . Comme Hc(X) = k(1), le cup-produit
∪ : Hc(X)×Hc(U)→ Hc(U) (∗)
est automatiquement nul si U n’est pas orientable car alors H2c (U) = 0.
Lorsque, par contre, U est orientable, la dualité de Poincaré s’applique et le
cap produit (∗) est nul, si et seulement si, la restriction H1c (X)→ H(U) est
nulle, donc si et seulement si dx U = 0 dans H(U).
On a deux cas possibles.
– Cas Cy ⊆ U . La restriction du revêtement ν : T → K à ν−1(U) est tri-
viale à deux nappes U1 et U2 = σU1, car U orientable. On peut supposer
Cy ⊆ U1 et alors σCy ∩ U1 = ∅. On a donc U ' U1 ⊆ T r Cy , et U est
i-acyclique puisque ouvert de T r Cy ∼ S1×R, espace i-acyclique. Mainte-
nant, comme Cy ⊆ U1, l’image de H1Cy (X) = H1c (X)→ H1(U) est l’image
de H1Cy (U)→ H1(U), morphisme qui se factorise na-
turellement à travers U :Hc(U)→H(U), nul puisque
U i-acyclique. Par conséquent, si Cy ⊆ U le cup pro-
duit (∗) est nul.
– Cas Cy 6⊆ U . Il existe des ouverts U ⊆ X tels que (∗)
dydx
U
σU
TCy
n’est pas nul. En effet, si U est l’ouvert indiqué par
la figure ci-contre, on y voit que c’est un cylindre et
que dx ne s’intègre pas en une fonction sur U . Par conséquent, dx 6= 0 dans
H1(U) et l’espace X n’est pas totalement ∪-acyclique.
Le théorème de scindage 3.1.1 pour X. L’espace X vérifie les assertions
(a) et (b) de ce théorème, et la raison vient de ce queHc(X) est concentrée en
degré 1. En effet, dans de tels cas, on s’aperçoit rapidement que Hc(∆?`Xm)
doit être concentré en degré `, ce que l’on démontre par induction sur ` et
prouve, en passant, les assertions en question.
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Plus précisément, dans le cas des espaces Fm, on s’intéresse au morphisme
Hc(X)⊗Hc(Fm)→ Hc(∆6m(X×Fm)) ∼ Hc(Fm)m (‡)
où le terme de gauche est concentré en degrém+1 puisqueHc(X) = k(1)# et
que Hc(Fm) = k(m)#, par hypothèse inductive. Le morphisme (‡) est alors
nul puisque Hc(∆6m(X×Fm))k(m)#, également par hypothèse inductive.
On a donc la suite exacte courte
0→ Hc(Fm)[−1]m → Hc(Fm+1)→ Hc(X×Fm)→ 0 ,
et elle montre que Hc(Fm+1) est concentré en degré m+ 1, et l’étape induc-
tive peut être itérée.
Dans le cas des espaces ∆6`Xm, on s’intéresse au morphisme
Hc(∆6`X
m)→ Hc(∆6`−1Xm) (‡‡)
dont la preuve de 3.1.1 montre que son annulation résulte de l’annulation de
Hc(X)⊗Hc(∆m−16`−1)→ Hc(∆m6`−1) .
Cela résulte pour les mêmes raisons de degré que précédemment, sous l’hy-
pothèse d’induction que ∆??6`−1 est concentré en degré `−1. À partir de là,
on a la suite exacte courte
0→ Hc(∆6`−1Xm)[−1]→ Hc(∆`Xm)→ Hc(∆6`Xm)→ 0 ,
où le terme central est concentré en degré ` car somme directe d’espaces
gradués isomorphes à Hc(F`) (cf. 2.3.3). On conclut que Hc(∆6`Xm) est
concentré en degré `, et l’étape inductive peut être itérée.
13.11. Revêtements non i-acycliques à base i-acyclique
` Un revêtement fini de base i-acyclique peut ne pas être i-acyclique.
Une manière élémentaire de produire des contre-exemples consiste à prendre
une variété orientable Y non i-acyclique, donc telle que Hc(Y )∧Hc(Y ) 6= 0,
et à faire agir librement sur Y un groupe fini W qui conserve l’orientation
et tel que Hc(Y )W ∧Hc(Y )W = 0.
dx
dy
XT
Le tore T de dimension 2 est le domaine carré
ci-contre sur lequel on a identifié les côtés op-
posés. Cet espace privé de quatre points, noté
X , est représenté par la figure à droite. La
suite exacte longue
0→H0c (T)→H0c (4)→H1c (X)→H1c (T)→0→H2c (X)→H2c (T)→0 , (†)
montre que les 1-cocycles dx et dy dans T sont représentés par des 1-cocycles
à support compact dans X . La classe fondamentale de X se retrouve alors
représentée comme le produit de ces deux cocycles. Il s’ensuit que X n’est
pas ∪-acyclique (ni i-acyclique). La suite (†) révèle aussi l’apparition de trois
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nouveaux 1-cocycles dans X provenant de H0c (4), nous avons donc
H0c (X) = 0 , H
1
c (X) = Q5 , H2c (X) = Q .
Voici une représentation de 1-cycles de X générant H1c (X)(= H1(X)) :
γ0 γ0
γ0 γ0
γ2 γ3
γ3
γ4 γ4
γ1
(‡)
Notons maintenant θ : T → T l’isomorphisme d’ordre 4 qui se voit sur (∗)
par une rotation horaire d’angle pi/4. Il est clair que θ agit librement sur X
et préserve son orientation. L’espace quotient B :=X/〈θ〉 est par conséquent
une variété différentiable orientable et
Hc(B) = Hc(X)
〈θ〉 .
Or, l’action de θ sur les 1-cycles se lit facilement sur (‡). On y voit que
θ(γ0) = γ0 ,

θ(γ1) = γ2
θ2(γ1) = γ0 − γ1 + γ3
θ3(γ1) = γ0 − γ2 + γ4
et
{
θ(γ3) = γ4
θ(γ4) = γ3 ,
de sorte que H0c (B) = 0, H1c (B) = [γ0]Q ⊕ [γ3 + γ4]Q, et H2c (B) = Q, où
[γ0]∧ [γ3 + γ4] = 0 puisque l’intersection des cycles sous-jacents est vide. On
conclut que Hc(B) ∧ Hc(B) = 0 et B est ∪-acyclique et donc i-acyclique.
(En fait, on peut vérifier que B est un cylindre ouvert épointé (S1×R) r •.)
Le revêtement X → B est bien à base i-acyclique alors que X ne l’est pas.
13.12. Fibrations non i-acycliques à fibre et base i-acycliques
` Une fibration à fibre et base i-acycliques peut ne pas être i-acyclique.
Rappelons que la cohomologie de l’espace projectif complexe IP := IPn(C)
est isomorphe à l’anneau gradué Q[z]/(zn+1) où deg(z) = 2.
Le fibré tautologique TIP au-dessus de IP est le sous-espace de IP×Cn+1
des couples (D, z) où D est une droite vectorielle de Cn+1 et z ∈ D. L’ap-
plication pi : TIP → IP , (D, z) 7→ D, est une fibration vectorielle localement
triviale de fibres isomorphes à C. Notons IP ⊆ TIP sa section nulle. La classe
de Thom Φ(IP,TIP ) ∈ H2c (TIP ) de la section nulle se restreint à la classe géné-
ratrice de H(IP ), autrement dit,
Φ(IP,TIP ) IP = z
En fait, on a
Hc(TIP ) = Q[Φ]/(Φn+2)
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et la restriction à la section nulle s’identifie à l’isomorphisme canonique
Q[Φ]/(Φn+2)→ Q[z]/(zn+1) , Φ 7→ z
En particulier, la multiplication par ΦIP,T n’est pas une opération nulle
dans H+c (TIP ) pour peu que n > 1.
Maintenant, si nous restreignons le fibré tautologique au complémentaire
de deux points IP ′ := IP r 2, nous avons la suite exacte longue
0→ H2c (TIP ′)−−→H2c (TIP ) = Φ · C ρ−−→H2c (C)2 −−→H3c (TIP ′)→ 0
où ρ est injective. On en déduit que H ic(TIP ) = 0 pour i ∈ {0, 1, 2}, puis que
H3c (TIP ) = Q, et enfin que
H ic(TIP
′) = H ic(TIP ) , pour tout i > 4. (∗)
Par conséquent, si n > 4 on a
i 0 1 2 3 4 5 6 7 8 . . .
dimH ic(TIP
′) 0 0 0 0 1 0 1 0 1 . . .
dimH ic(IP
′) 0 1 1 0 1 0 1 0 1 . . .
et si ω est non nulle de H4c (TIP ′), on a ω ∧ ω 6= 0 dans H8c (TIP ′) compte
tenu de (∗) et du fait qu’il en est ainsi pour Hc(TIP ) (pour n > 3).
Considérons maintenant IP ′ pour n= 3. Dans ce cas, on dispose sur IP3(C)
de l’involution θ sans point fixes :
θ(〈a, b, c, d〉) = 〈b,−a, d,−e〉
dont on sait que son action sur z est θz = −z, de même par ailleurs que
l’action sur le générateur de H1c (IP ′). Il s’ensuit que l’on a
i 0 1 2 3 4 5 6 7 8
dimH ic(TIP
′) 0 0 0 0 1 0 1 0 1
dimH ic(IP
′) 0 1 1 0 1 0 1
dimH ic(IP
′/〈θ〉) 0 0 0 0 1 0 0
dimH i(IP ′) 1 0 1 0 1 1 0
dimH i(IP ′/〈θ〉) 0 0 1 0 0 0 0
Et on voit bien que la variété (IP3(C) r 2)/〈θ〉 n’est pas ∪-acyclique.
14. Rappels sur les nombres de Stirling
Pour les notions de cette section de rappels, nous renvoyons à [23] pour
plus de détails.
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14.1. Factorielles croissantes et décroissantes
Pour n ∈ N, les « n-ièmes factorielles croissante et décroissante » (48) d’un
élément x d’un anneau, notées respectivement xn et xn, sont définies par{
x0 := 1 , et xn := x(x+ 1)(x+ 2) · · · (x+ (n− 1)) ,
x0 := 1 , et xn := x(x− 1)(x− 2) · · · (x− (n− 1)) .
On a clairement
xn+1 = xn(x− n) et xn+1 = xn(x+ n) .
14.2. Nombres de Stirling de première espèce
Dans l’anneau de polynômes Z[X], le sous-module Zn[X] des polynômes
de degré majoré par n admet les trois bases suivantes
B := {x0, x1, . . . , xn} , B := {x0, x1, . . . , xn} , B := {x0, x1, . . . , xn} ,
Le développement des polynômes Xn et Xn en somme de monômes donne
les coefficients des matrices de passage de B vers les deux autres bases. On
note ces matrices respectivement par (s(i, j)) et (s(i, j)). On a donc
Xi =
∑
i>j>0
s(i, j)Xj et Xi =
∑
i>j>0
s(i, j)Xj .
Les matrices (s(i, j)) et (s(i, j)) sont triangulaires inférieures avec des 1 sur
la diagonale. On voit clairement que s(i, j) > 0 et que (−1)i−j s(i, j) > 0.
On étend la définition de s(i, j) et s(i, j) à tous les indices i, j ∈ N, par la
valeur 0 lorsque j > i. Ainsi, les sommations ci-dessous peuvent être indexées
tout simplement indexées par ‘j > 0’.
14.2.1. Définition. Pour i, j ∈ N, les entiers naturels s(i, j) ∈ N sont « les
nombres de Stirling de première espèce (non signés) », et les entiers relatifs
s(i, j) ∈ Z sont « les nombres de Stirling de première espèce (signés) ».
14.2.2. Lemme. Les nombres de Stirling de première espèce vérifient les
propriétés suivantes.
a) Pour tous i, j ∈ N, on a s(i, j) = (−1)i−j s(i, j). En particulier, si D
désigne la matrice diagonale diag(1,−1, . . . , (−1)i), on a
(s(i, j)) = D(s(i, j))D−1
b) Pour tout i > 0, on a s(i, i) = 1 et s(i, i) = 1.
c) Pour tout i > 1, on a s(0, i) = s(i, 0) = 0 et s(0, i) = s(i, 0) = 0.
d) Pour tous i, j > 1, on a{
s(i, j) = s(i− 1, j − 1) − (i− 1) s(i− 1, j) ,
s(i, j) = s(i− 1, j − 1) + (i− 1) s(i− 1, j) .
48 « rising and falling factorials » en anglais.
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e) Pour tout i > 1, on a s(i, 1) = (−1)i−1 (i− 1)! et s(i, 1) = (i− 1)!.
Démonstration. (a) Évident puisque Xi = (−1)i(−X)i. (b,c) Pour tout i > 0,
les polynômes Xi sont clairement de coefficient constant 0 et de coefficient
principal 1. (d) Résulte de ce que pour i > 1, on a
Xi = Xi−1(X − (i− 1)) =
(∑
j>0
s(i− 1, j)Xj
)
(X − (i− 1))
=
∑
j>0
s(i− 1, j)Xj+1 −
∑
j>0
s(i− 1, j)(i− 1)Xj =
∑
j>0
s(i, j)Xj .
(e) Pour i > 0, on a(
s(i, 1) = (X − 1) · · · (X − (i− 1))) X=0 = (−1)(−2) · · · (−i+ 1) .
Les égalités concernant les coefficients s(i, j) résultent ensuite de (a). 
14.3. Nombres de Stirling de deuxième espèce
Les coefficients des matrices (S(i, j)) := (s(i, j))−1 et (S(i, j)) := (s(i, j))−1
vérifient :
Xi =
∑
j>0
S(i, j)Xj =
∑
j>0
S(i, j)Xj , ∀ i > 0.
Les matrices (S(i, j)) et (S(i, j)) sont triangulaires inférieures avec des 1 sur
la diagonale. On verra que S(i, j) > 0 et que (−1)i−jS(i, j) > 0.
14.3.1. Définition. Pour i, j ∈ N, les entiers naturels S(i, j) ∈ N sont « les
nombres de Stirling de seconde espèce (non signés) », et les entiers relatifs
S(i, j) ∈ Z sont « les nombres de Stirling de seconde espèce (signés) ».
14.3.2. Lemme. Nombres de Stirling de deuxième espèce vérifient les pro-
priétés suivantes
a) Pour tous i, j ∈ N, on a S(i, j) = (−1)i−j S(i, j). En particulier, si D
désigne la matrice diagonale diag(1,−1, . . . , (−1)i), on a
(S(i, j)) = D(S(i, j))D−1
b) Pour tout i > 0, on a S(i, i) = 1 et S(i, i) = 1.
c) Pour tout i > 1, on a S(0, i) = S(i, 0) = 0 et S(0, i) = S(i, 0) = 0.
d) Pour tous i, j > 1, on a{
S(i, j) = S(i− 1, j − 1) + j S(i− 1, j) ,
S(i, j) = S(i− 1, j − 1) − j S(i− 1, j) .
e) Pour tous i, j ∈ N, on a S(i, j) > 0 et (−1)i−jS(i, j) > 0.
f) Pour tout i > 0, on a S(i, 1) = 1 et S(i, 1) = (−1)i+1.
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Démonstration. (a) Évident d’après 14.2.2-(a). (b,c) Évidents. (d) Résulte
de ce que pour j > 0, on a XjX = Xj+1 + jXj et alors
Xi = Xi−1X =
(∑
j>0
S(i− 1, j)Xj
)
X
=
∑
j>0
S(i− 1, j)Xj+1 +
∑
j>0
S(i− 1, j)jXj =
∑
j>0
S(i, j)Xj .
(e) La positivité de S(i, j) résulte inductivement de (d) à partir de la positi-
vité de S(0, j) et S(1, j), ce qui a été établi dans (b) et (c). (f) La question
(b) fixe le cas i = 1, pour i > 1, on a S(i, 1) = S(i− 1, 0) + S(i− 1, 1) =
S(i− 1, 1), d’après (c) et (d), et par induction, S(i, 1) = S(1, 1) = 1. 
14.3.3. Remarques
– Valeurs initiales des nombres de Stirling. Les nombres de Stirling ont
été indexés par les couples (i, j) ∈ N2. Dans tous les cas, les coefficients
de la colonne (j = 0) et la ligne (i = 0) sont nuls sauf pour i = j = 0 où
ils valent 1. Tous les autres termes découlent de ces « valeurs initiales »
via les quatre règles de récurrence (d) des lemmes 14.2.2 et 14.3.2.
– On remarquera aussi les égalités suivantes qui concernent les sous-
matrices de nombres de Stirling d’indices non nuls.{
(S(i, j)i,j>1)
−1 = (s(i, j)i,j>1)
(S(i, j)i,j>1)
−1 = (s(i, j)i,j>1)
14.4. Nombres de Stirling non signés et cardinaux
Pour tous i, j > 0 ∈ N, on définit :
•
[ i
j
]
:= cardinal de l’ensemble des permutations d’un ensemble à i élé-
ments qui sont produits d’exactement j cycles.
•
{i
j
}
:= cardinal de l’ensemble Pj(E) de partitions d’un ensemble E à i
éléments en j parties non vides.
On remarquera l’égalité
{0
0
}
= 1 qui dit qu’il y a une unique partition de
l’ensemble vide en 0 parties non vides, et l’égalité
[0
0
]
= 1 qui dit qu’il y a
une unique permutation qui soit produit de 0 cycles.
14.4.1. Proposition. Pour tous i > j > 0 ∈ N, on a
a)
{i
j
}
= S(i, j). Lorsque i > 1, on a
{i
j
}
= 1j!
j∑
k=0
(−1)j−k
( j
k
)
ki .
b)
[ i
j
]
= s(i, j) = (−1)i−j s(i, j).
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Démonstration. On a bien 1 =
[0
0
]
=
{0
0
}
et 0 =
{i
0
}
=
[ i
0
]
=
{0
j
}
=
[0
j
]
pour
tous i, j 6= 0. Les familles des nombres en question ont donc bien les même
valeurs initiales que les nombres de Stirling.
Pour i > j > 1, on trie les partitions de Pj([[1,i]]) en deux parties suivant
qu’elles contiennent ou non le singleton {i}. Les cardinaux de ces parties
sont respectivement
{i−1
j−1
}
et j
{i−1
j
}
. On a donc
{i
j
}
=
{i−1
j−1
}
+ j
{i−1
j
}
, ce
qui correspond à la récurrence 14.3.2-(d) pour les nombres S(i, j).
De même, en triant les permutations de [[1,i]], suivant que {i} est fixé ou
non, on obtient deux classes de cardinaux
[ i−1
j−1
]
et (i− 1)
[i−1
j
]
, on a donc :[ i
j
]
=
[ i−1
j−1
]
+ (i− 1)
[i−1
j
]
, ce qui correspond à la récurrence 14.2.2-(d) pour
les nombres s(i, j).
Enfin, on rappelle que la formule dans (a) provient du dénombrement des
surjections de [[1,i]] → [[1,j]] (modulo les permutations de [[1,j]]). Cet en-
semble est le complémentaire F∗ dans l’ensemble F de toutes les applica-
tions de [[1,i]]→ [[1,j]] de l’ensemble des applications qui ne sont pas surjec-
tives. Notons Ft le sous-ensemble ses applications de F qui n’atteignent pas
la valeur t ∈ [[1,j]]. Notons Ft1 ,...tk := Ft1 ∩ · · · ∩ Ftk . On a alors
|F∗| =
j∑
k=1
(−1)k−1
∑
16t1<···<tk6j
|Ft1 ,...tk | =
j∑
k=1
(−1)k−1
( j
k
)
(j − k)i ,
et la formule découle aussitôt. 
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