Various opposition-based learning (OBL) strategies were proposed to further improve solution quality since 2005. However, in all existing OBLs, only one opposite point is generated for a given candidate solution in population. There is the old saying that there is strength in numbers. The purpose of this study is to examine the feasibility and effectiveness of double-points opposition-based learning (DOBL). The basic concept of DOBL is first proposed and then some viable forms are introduced in this paper. In addition, previous evaluation function and calculation method are highly complex, which block its application in DOBL. Based on a new evaluation function, another approach is presented to calculate its mathematical expectation more easily. The results by theoretical analysis and simulation experiment over sampling problems indicate that DOBL is better than the conventional OBL. In engineering application, double-points opposition-based learning differential evolution (DODE) is first developed to accelerate its convergence speed. Experiment results over 58 optimization problems show that DODE has an eclectic convergence speed in a fair competitive environment. Furthermore, the contribution of opposite points and the effect of jumping rate are also discussed in detail. When both considering algorithm convergence and reliability, a small jumping rate is generally recommended for an unknown optimization problem.
I. INTRODUCTION
Inspired by the opposition concept in many real-world areas around us, such as opposite particle in physics, antonym in language, and subject/object in philosophy, a novel learning strategy, opposition-based learning (OBL), was firstly put forward and simply defined by Tizhoosh [1] . Its key idea is, the simultaneous consideration of a soluation and its corresponding opposite solution in the current population is beneficial to find a better candidate solution for the next generation. As a novel research opportunity in machine learning and artificial intelligence, opposition-based learning strategy has already attracted rapidly increasing and active interest since 2005 [2] - [4] . According to the latest statistical result by Mahdavi et al. [3] , more than 400 papers have been published in conferences, journals and books on this topic from algorithm to application from January 2005 to December 2016.
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In the past decade, in order to improve estimate reliability and efficiency, the OBL approach was extended to some other techniques, such as quasi-opposition-based learning (QOBL) [5] , quasi-reflection opposition-based learning (QROBL) [6] , center-based sampling (CBS) [7] , generalized oppositionbased learning (GOBL) [8] , opposition-based learning using the Current Optimum (COOBL) [9] , partial oppositionbased learning (POBL) [10] , rotated-based learning (RBL) [11] , opposite-center learning (OCL) [12] and comprehensive opposition (CO) [13] . Actually, each oppositional strategy has two forms, namely, type-I opposition and type-II opposition [14] , [15] . The former is linear in nature and easy to calculate in the variable space. On the other hand, the latter requires prior knowledge of the objective function and can capture the better oppositeness in the output space. In addition, the opposition-based learning strategies above were also successfully incorporated into swarm and evolutionary algorithms to solve science and engineering problems of different areas, such as power system, pattern recognition and image processing, identification, bioinformatics, and medicine, etc [3] , [14] .
By definition, we know that the opposite point of a given point is generated in a deterministic or stochastic way. For example, for the classical OBL, it is calculated by a simple equation based on the center of the search space. The resulting combination of a given point and its corresponding opposite point has mirror symmetry definitely. On the other hand, in QOBL, quasi-opposite point is a uniform random point generated between the center and the opposite point. For a black-box optimization problem, a point and its corresponding opposite point are measured by fitness function for purpose, and then the optimization process continues with the fitter one.
Over the past years, people experience from elsewhere has shown that there is strength in numbers. For example, using two computer-supported learning strategies (notetaking and highlighting) is more effective in learning processes and learning outcome than using one [16] . For the dependence between face regions from the same image, recognition decisions made jointly across the faces show some improvements in accuracy than independently [17] .
In the field of evolutionary computation, our experience also highlights the advantage of using more candidate solutions together to explore and exploit the search space simultaneously. However, for all OBL schemes proposed until now, only one opposite point is generated for a given candidate solution in population. Thus, the first goal of this study is to propose the concept and some viable forms of double-points opposition-based learning (DOBL).
After the first effort of embedding it in differential evolution (DE) algorithm [18] , in order to strengthen the theoretical foundation of this fast growing research, there is naturally a need to compare these opposition schemes. Recently a uniform theoretical approach was put forward to objectively measure and compare the quality of opposition strategies [19] , [20] . As the second contribution of this paper, a new evaluation function is defined and then another approach is presented to calculate its mathematical expectation easily. The last contribution (but not the least one) is to examine the effects of two separate opposite points from a given point on the algorithm efficiency.
The remainder of this paper is organized as follows. The original concept of opposition-based learning and a uniform approach to compare different OBL schemes are reviewed in Section II. The basic concept of double-points oppositionbased learning (DOBL) is proposed and some viable forms are introduced in Section III. In order to easily compare OBL schemes, a new evaluation function is defined and then a new calculation method is presented to calculate its mathematical expectation in Section IV. In addition, Section IV also contains two examples using this novel calculation method and some simulation results to verify the theoretical results. In Section V, by embedding DOBL in DE, doublepoints opposition-based differential evolution (DODE) is developed to accelerate its convergence speed. Further experimental results of DODE and other three algorithms over 58 optimization problems are given in Section VI.
Finally, Section VII concludes this paper with a brief discussion of future work.
II. PRELIMINARIES A. CONCEPT OF OPPOSITION-BASED LEARNING
Generally speaking, an intelligence algorithm starts from an initial population, iteratively replaces solutions with better ones and converges toward the optimal solution. If the decision-maker has not any prior knowledge about the blackbox problem and its solution, then there is no reason to consider one distribution more likely than another. At this point, the Principle of Insufficient Reason [21] suggests that, assuming a uniform distribution of initial population on the entire range can be serious as a reasonable course of action [22] . In fact, starting with the closer of two guesses (candidate point and its opposite point) may show huge potential to accelerate convergence and improve algorithm accuracy. What is important is that this idea is effective not only to initial solutions, but also to an evolving population [18] . Now the definition of some oppositional strategies studied in this paper is provided as follows.
Let p = (p 1 , p 2 , . . . , p D ) be an arbitrary point in [18] , quasi-opposite pointp q = (p q1 ,p q2 , . . . ,p qD ) [5] , quasi-reflection pointp qr = (p qr1 ,p qr2 , . . . ,p qrD ) [6] , center-based opposite pointp cb = (p cb1 ,p cb2 , . . . ,p cbD ) [7] of p can be completely defined on the base of their coordinates, respectivelyp
where c i (calculated as a i +b i 2 ) is the center of the search interval [a i , b i ] for each dimension, rand(c i ,p i ) is a random number uniformly distributed between c i andp i , rand(p i , c i ) is a random number uniformly distributed between p i and c i , and rand(p i ,p i ) is a random number uniformly distributed between p i andp i .
B. UNIFORM COMPARISON APPROACH FOR VARIOUS OBL SCHEMES
The idea of uniform comparison approach in this section is consistent with [19] , [20] . For convenience and easy understanding, we rewrite the function expression and calculation process in this study.
An evaluation function g(x) is defined as the mean minimum distance between a candidate point p (or its opposite pointp) and the global optimum x.
where x ∈ R D is the global optimum of black-box problem, f (x) is a known or supposed probability distribution function of variable X and · is a suitable distance metric (e.g., Euclidean distance in this paper). When given the variable X, it measures the mean minimum Euclidean distance from a candidate point (or its opposite point) to the global optimum.
Next the corresponding evaluation index, the expectation of mean minimum distance (EMMD), is defined as follows:
For every OBL scheme, if the global optimum x is fixed, the evaluation function g(x) and its corresponding evaluation index (EMMD) can be obtained by exhaustive candidate points in search space. By this way, OBL schemes are quantitatively evaluated and compared with each other.
The calculation process of EMMD includes mainly six steps as depicted in [19] : (1) determine the probability distribution of p andp; (2) divide the whole space into several subregions based on the position of p,p and x; (3) simplify the expression min ( p − x , p − x ) under each subregion; (4) calculate the expectation over every integration subregion; (5) get the evaluation function g(x) by summing these expectations; (6) calculate the expectation based on the probability distribution of x.
III. DOUBLE-POINTS OPPOSITION-BASED LEARNING A. BASIC CONCEPT
In order to express convenience, all OBL strategies mentioned in Section I, are categorized as single-point oppositionbased learning (SOBL). On the other hand, double-points opposition-based learning (DOBL) is first proposed in this study.
Double-Points Opposition-Based Learning: Let p = (p 1 , p 2 , . . . , p D ) be a point in D-dimensional space andp 1 = (p 1 1 , p 1 2 , . . . ,p 1 D ) andp 2 = (p 2 1 ,p 2 2 , . . . ,p 2 D ) be two opposite points of p. Assume f (·) is a fitness function which is used to measure the candidate's fitness. Now, for the minimization problem, if f (p) ≥ minf p 1 , f (p 2 )}, then point p can be replaced withp 1 orp 2 depending on which fitness is smaller; otherwise, we continue with p. Hence, the optimization process continues with the fittest one amongp 1 ,p 2 and p.
For SOBL, a single mathematical formula (e.g. OBL in [18] ) or computational method (e.g. OCL in [12] ) is needed to calculate opposite point. In contrast, DOBL is more like an idea instead of a specific calculation approach. Specifically speaking, two opposite points are generated without limitation in any scheme and then select the fittest one among p 1 ,p 2 and p. Theoretically, it allows us to calculate two opposite points using any method, even different methods for different opposite points. In the rest of this paper, an annotation is appended to algorithm abbreviation DOBL to distinguish them. For instance, DOBL(OBL) represents that two opposite points are both generated by OBL scheme, and for DOBL(OBL+QOBL), OBL and QOBL schemes are utilized, respectively. 
B. MORE VIABLE FORMS
In fact, opposite points in DOBL can be generated by not only the conventional SOBL, but also other methods. Inspired from the random version of ODE (called RDE) in [18] , DOBL(Random) is introduced as follows:
where rand(a i , b i ) is a random number uniformly distributed between a i and b i . In unconstrained optimization field, Nelder-Mead Simplex method [23] is a classical algorithm, in which the update operation is based on multiple possible operations (reflection, expansion, contraction, and shrink) and vertex. It is a direct algorithm rather than a population-based algorithm. As a result, infinite Simplex method is inadvisable or impossible to be executed at each iteration of evolutionary algorithm. As an alternative, in case a point is replaced by a better one, Simplex method should be ceased immediately. Inspired by Simplex method, a novel DOBL(Simplex) strategy is designed for a minimization problem as depicted in Fig. 1 . Note that it looks like three points are calculated in update operation. Actually, only two points are checked in any situation: p r and p e in the former case, and p r and p c in the latter case. Thus, this computational method to generate two opposite points is also in the scope of DOBL scheme.
The advantage of SOBL and DOBL is derived from the fact that the opposite points have a shorter expected distance towards the global optimum than randomly generated ones. This leads to a question whether there are two optimal opposite points. Our study gives an affirmative answer as explained in Section IV.D. In this paper, it is called DOBL(Optimal) as another interesting form of DOBL scheme.
IV. NEW COMPARISON APPROACH FOR OPPOSITION-BASED LEARNING A. APPROACH DESCRIPTION
As explained in [19] , the evaluation function g(x) is the footstone of uniform comparison approach. Take QOBL as an example, in order to calculate it accurately, the whole search space must be divided into 12 subregions based on the values of p,p and x. For DOBL scheme, follow the same idea of segmenting search space based on the values of p,p 1 ,p 2 and x, the resulting number of subregions may be too large to handle correctly.
In this section, another computation approach is presented to calculate the evaluation index EMMD easily. Let's take SOBL as an example. As a starting point to this approach, a new evaluation function h (p,p) is defined as follows:
The calculation of expectation of evaluation function (g (p,p) or h (p,p)) involves a triple integral over the whole search space, as deduced in (10) . It is obvious that, the global optimum x of an optimization problem is independent to the candidate point p and its corresponding opposite pointp. Thus, the order of integration in triple integral can be exchanged without affecting the final result. As a result, the expectation, E(h (p,p)) and E(g(x)), are equal to each other.
Similar to the previous approach in [19] , the new calculation process of EMMD includes four steps as follows:
Step 1: Based on the prior knowledge about the optimization problem to be solved, the probability distributions of the global optimum x, the candidate point p and its corresponding opposite pointp could be properly defined in advance. Otherwise, the uniform distribution over the whole search space is used as an alternative to case studies.
Step 2: The minimum Euclidean distance min( p − x , p − x ) is simplified based on the relative position of p,p and x.
Step 3: The evaluation function h (p,p) can be calculated based on the probability distributions of x.
Step 4: The expectation E(h (p,p)) or EMMD can be calculated based on the probability distributions of p andp.
Note that the evaluation function g(x) proposed in [20] and h (p,p) proposed in this paper are both defined in D-dimensional space. However, an extraordinarily complex relationship among p, x, andp exits in high dimension space. Thus, it is almost impossible to calculate the evaluation function over high (even two) dimension search space. In the next subsections, the expectation E(h (p,p)) is calculated only in one-dimensional case to illustrate the rationality and efficiency of new evaluation function and comparison approach.
B. AN EXAMPLE FOR SOBL
In this subsection, the expectation E(h (p,p)) for QOBL in the one-dimensional case presented here serves as an illustration to show this idea. Hence, all points are naturally represented by scalar variables instead of vector. To make the expression more readable, without loss of generality, we let the search interval be [0, 1].
Step 1: As mentioned above, the global optimum x and the candidate point p in this case are both assumed to follow the uniform distribution between 0 and 1, which means mathe-
us that, quasi-opposite pointp q is a random number between 1 2 and (1-p). Thus, when the candidate point p is located
in this particular case, the candidate point p and its quasiopposite pointp q are independent of each other, f p,
, which is in general appropriate.
Step 2: Now let's discuss the minimum Euclidean distance firstly. In the situation of 0 < p <p < 1, we get:
Step 3: Then, the evaluation function
Similarly, in the situation of 0 <p < p < 1, we get:
Step 4: Therefore, the mathematical expectation E(h (p,p)) for QOBL can be calculated as follows:
This theoretical result is the same as that in [19] , [20] , which illustrates clearly the correctness of new calculation approach in this study. What is important is that, compared with the previous approach in [19] , [20] , it is easy to execute and track.
C. AN EXAMPLE FOR DOBL
In order to demonstrate fully the advantages of our method, DOBL(OBL+QOBL) mentioned in Section III.A is analyzed thoroughly in one-dimension search space. The assumption is similar to QOBL in Section IV.B.
Step 1: In the search interval [0, 1], the global optimum x and the candidate point p both follow the uniform distribution between 0 and 1, that is f (
According to (1) and (2), the first opposite pointp 1 is equal to (1-p) and the second one is a random number between 1 2 and
Step 2: Now let's discuss the minimum Euclidean distance min |p − x| , p 1 − x , p 2 − x firstly. Here, we consider a more general case: two opposite points can be generated by any method known. In the situation of 0 < p <p 2 <p 1 < 1, we get:
According to the definition of DOBL(OBL+QOBL), let
Then we get the evaluation function E h p,p 1 ,p 2 as follows:
Similarly, in the situation of 0 < 1-p <p 2 < p < 1, we get:
Step 4: Therefore, the mathematical expectation E(h p,p 1 ,p 2 ) for DOBL(OBL+QOBL) can be calculated as follows:
Two methods can be naturally used to examine the correctness of this result: calculation by the previous approach in [19] , [20] , and simulation experiment. In the following of this subsection, it is recalculated by the previous approach in [19] , [20] . The involved simulation experiments will be conducted to verify the theoretical result in Section IV.E.
As described in Section II.B, the previous method essentially bears six steps. A key procedure is to divide the whole space into several subregions based on the position of p,p 1 ,p 2 and x. And the goal of such divi-
. For DOBL(OBL+QOBL), the whole plane is divided into 14 portions as follows. For the former seven cases, the candidate point p is confined to the left part of search interval (0 < p < 1 2 ). For the latter seven cases, it is confined to the right part of search interval ( 1 2 < p < 1). For each case as illustrated in Fig. 2 , the upper limit and the lower limit of variables p andp 2 are also indicated and then the corresponding evaluation function g(x) can be discussed precisely here.
Case 1: We assume that 0 < x < p < 1 2 <p 2 < 1 − p < 1. Hence, we get g(x) =
(1−p)− 1 2 dp 2 ) dp = 1 8 (2x − 1) 2 as illustrated in Fig. 2(a) . (1−p)− 1 2 dp 2 )dp + Fig. 2(c) .
(1−p)− 1 2 dp 2 )dp = 1 16 (4x − 1) 2 if 1 4 < x < 1 2 as illustrated in Fig. 2(d) . Fig. 2(e ). Case 5: We assume that 0 < p < Fig. 2(f) , and Fig. 2(g) . Fig. 2(h Fig. 2 
(1−p)− 1 2 dp 2 )dp = 1 8 (2x − 1) 2 as illustrated in Fig. 2(j) .
For the latter seven cases, the corresponding results can be obtained in the same way or simply by replacing x with (1-x). For the limitation of length, the detailed calculation process is omitted here, and the final result is provided by summing these exceptions.
At last, we get expectation E (g (x)) = 1 0 g (x) f (x) dx = 5 36 . Note that in the calculation process, the following indefinite integration must be used:
Obviously, two calculation approaches to EMMD can prove and confirm each other.
D. OPTIMAL DOBL
In this subsection, the fundamental purpose of our effort is to find two opposite points (p 1 opt andp 2 opt ) such that minimize the expectation E(h p,p 1 ,p 2 ). This outcome can answer the important question raised in Section III.B, and help to design an optimal DOBL scheme.
As deduced in Section IV.C, in the situation of 0 < p < p 2 <p 1 < 1, we get h p,p 1 ,p 2 = p 2 2 + (p 2 −p) . As we all know, the necessary condition for the extreme point of multivariable function is that each partial derivative is equal to zero. First, we let p is a constant in the above equation. To seek the extreme value of this function of VOLUME 7, 2019 two variables (p 1 andp 2 ), we solve
and then get the minimum h min p,p 1 ,p 2 As a result, we get
At last, we get the expectation E(h min (p,p 1 ,p 2 )) = − x|} is calculated for each optimal solution as illustrated in Fig. 3 .
In fact, its computation process is identical to that used in [24] . Specifically, all optimal solutions of sampling problem, located between 0 and 1, are successively fixed at [0.00, 0.01, 0.02, . . . , 0.99, 1.00]. Given a DBOL scheme, 10 4 point pairs (a candidate point and its corresponding opposite point) are then sampled randomly for each optimal solution. As seen from Fig. 3 , there is only one global minimum at the center of interval [0,1] for DOBL(Random), and two or three local minimum for other DOBL schemes. For most DOBL schemes excepting DOBL(Random) and DOBL(Optimal), the mean minimum Euclidean distance between to the interval center and the optimal solution is a local maximum. Compared with other DOBL, for most optimal solutions, DOBL(Optimal) scheme just presents the best performance as expected.
For these DOBL schemes and some SOBL schemes discussed in [19] , the theoretical and simulation results are tabulated in Table 1 . In view of its logic complexity, the theoretical analysis of DOBL(Simplex) is not feasible by two methods, and the only approximate result can be obtained by simulation experiment.
As can be observed from Table 1 , the relative error between theoretical result and simulation result is very small (less than 0.9%), which shows the validity of two calculation approaches. On the whole, DOBL is better than SOBL experimentally for sampling problem. It supports a clear affirmative answer to the title question. Just as expected, DOBL(Optimal) can obtain the best theoretical and simulation results among all sampling strategies. It should be noted that DOBL always uses an additional point compared to SOBL, which will induce more computational resources. As a result, DOBL has natural superiority in theory as expected, and its practical superiority should be assessed using experiments and numerical simulations.
V. DOUBLE-POINTS OPPOSITION-BASED DIFFERENTIAL EVOLUTION
In order to verify its preliminary utilization of oppositionbased learning, some simple optimizers, such as differential evolution (DE), particle swarm optimization (PSO), genetic algorithm (GA), estimation of distribution algorithm (EDA), are used as metaheuristic algorithm, although they are not very powerful optimizer.
From statistical results reported in the literature [2] , simple DE is the most widely utilized to examine and reveal the underlying context of OBL strategy. Compared with other soft computing algorithms, its two main preferences are simple design and easy implementation, which are basic reasons for widespread application of DE in the last decade.
It is emphasized again that, the main purpose of this paper is to examine the feasibility and effectiveness of the novel OBL strategy, DOBL proposed in this paper. Thus, in this study, DOBL is also embedded in the classical DE, DE/rand/1/bin, and then a novel algorithm called doublepoints opposition-based differential evolution (DODE) is developed to enhance solution quality and accelerate its convergence speed. The corresponding pseudo code of the proposed DODE is listed in Fig. 4 . Similar to other opposition-based DE, population initialization (step 1 in Fig. 4 ) and generation jumping (step 2.4 in Fig. 4 ) are both enhanced using the DOBL scheme. Obviously, many DODE algorithms can be constructed based on different DOBL schemes. As a typical example, DODE(OBL+QOBL) is studied carefully, and without ambiguity, is abbreviated as DODE in the following of this paper.
Note that DODE and other opposition-based DE are significantly different in the embedding method of opposition concept. Individual-based embedding method proposed in [25] is adopted in this study. For the conventional populationbased embedding method, all opposite solutions are firstly generated by OBL definition to constitute an oppositionbased population, with the same size as the original one (e.g. N p ), and then the N p fittest individuals are selected from the joint population (the original population and the corresponding opposition-based population) to remain in the child generation. On the contrary, for the individual-based embedding method adopted in this paper, the solution and its corresponding opposite solution are compared directly and then the fitter one is selected. In this way, only one of a pair of solutions can, in any case, be survived to the child generation and another will be discarded.
VI. SIMULATION RESULTS AND DISCUSSION A. EXPERIMENTAL SETUP
Similar to the pioneering work by Rahnamayan et al. [18] , the same benchmark function set is employed for the performance analysis in this study. 58 well-known unimodal and highly multimodal test functions are included in the function suite [25] - [27] . These optimization problems (from 2 to 30 dimensions) are chosen to cover a wide range of problem complexity encountered in real-world settings.
The optimum of each function can be located anywhere in search space. According to the relative position of the optimum within the area, these benchmark functions can be divided into four categories: locating at the center (Type I), VOLUME 7, 2019 closing to the center for partial dimension (Type II(part)), closing to the center for whole dimension (Type II(whole)) and keeping away from the central zone (Type III) [25] .
As listed below, all these parameters are borrowed from [5] , [22] . Furthermore, their values stay the same for all conducted experiments, unless we take special action to change them. The termination criterion of each run is set to the best fitness value, which is less than the value-to-reach (VTR), before reaching the maximum number of function evaluations (MAX NFE ). · Population size, N p = 100 · Differential amplification factor, F = 0.5 · Crossover probability, C r = 0.9 · Jumping rate, J r = 0.05 · Mutation strategy: DE/rand/1/bin (a classic version of DE) · Maximum NFE, MAX NFE = 10 6 · Value to reach, VTR = 10 −8 For measuring convergence speed, it is decided to use the number of function evaluations (NFE) until a solution of a certain quality (e.g. the given VTR) is found for the first time, which is the most commonly used metric in literatures. A smaller NFE indicates a higher convergence speed, due to the good distribution of solutions found so far. In order to maintain a reliable and fair comparison, for all 58 experiments, extra fitness evaluations required for the opposite points both in population initialization and generation jumping phases are also counted.
Algorithm reliability can be measured by success rate (SR), defined as the ratio of runs where at least one successful solution can be found. Low success rate means that the algorithm has to run many times in order to converge to a higher precision solution, and vice versa.
For opposition-based algorithm, utilization rate of opposite points (UR) is a specific index to judge the influence of opposite points in this paper. It is measured by the ratio of the number of opposite solutions inherited from previous populations through fitness selection to the number of all opposite solutions. Large UR implies that opposite points would have a strong effect on the resulting solutions from parent population to child population.
In order to minimize the stochastic nature of populationbased algorithms on each measured metric, the summary statistics are reported as the mean value based on 100 independent trials. Table 2 summarizes the experimental results (NFE and SR) of DE, ODE, QODE, and DODE for 58 benchmark functions. The key reason for using ODE and QODE algorithms to compare with DODE is that, they use the same oppositional strategy (OBL or QOBL) to generate opposite points. So, the possible influence factors of performance improvement or degradation are identified easily. These algorithms can solve most of problems with 100% success rate, and also might fail totally in some cases, which is represented by a cross-bar in Table 2 . Note that the self-explanatory SRs (e.g. one or zero) are omitted here to make the table concise. For example, DE can solve function F1 successfully over all trials and its SR (the fourth row and the third column in Table 2 ) is equal to one. Correspondingly, the others are represented by the decimal numbers. The best NFE for each case are highlighted in boldface. The results of DE and ODE are borrowed from [25] . As stated in [25] , individual-based OBL can be considered as a mutation operation to some extent. Thus, individual-based ODE has high population diversity and low convergence speed. As a result, more NFEs are needed for ODE to solve optimization problems.
B. EXPERIMENTAL SERIES 1: COMPARISON OF DE, ODE, QODE AND DODE
QOBL always try to explore the area near the domain center, which help DE to converge quickly. The experiment results indicate that, like population-based QODE in [25] , individual-based QODE also performs better than ODE and DE on most benchmark functions in convergence speed.
In order to compare the convergence speed of different algorithms intuitively and quantitatively, we use a new index in this paper, acceleration rate (AR), which was first proposed in [25] as follows, based on their NFEs for two algorithms:
where AR 1:2 > 0 means algorithm 1 can find a feasible solution within a smaller NFE (e.g. higher convergence speed). The boxplots of AR between DE and ODE (QODE, DODE) for four kinds of functions are presented in Fig. 5 . From Table 2 and Fig. 5 , the total average AR DE:ODE (0.0463) is larger than zero, which implies ODE requires more NFE compared with DE to solve these problems. On the contrary, AR DE:QODE (-0.2531) and AR DE:DODE (−0.1992) are both smaller than zero, which means QODE and DODE can speed up algorithm convergence more or less. On the whole, the convergence speed of DODE falls in between ODE and QODE. This experiment result seems contradictory on the surface with the theoretical conclusion in Section IV.E. In fact, the good theoretical result of DODE heavily depends on the extra one opposite point than any SOBL schemes. That is to say, the high computational cost (extra function evaluation) involved in DOBL scheme can lead to good performance. On the other hand, as illustrated in this section, DOBL may be worse than SOBL at equal computational effort (maximum number of function evaluations).
Furthermore, the performance is not the same on four kinds of benchmark functions. Comparatively speaking, DODE is very close to QODE when solving Type I functions. However, this feature is not obvious for the left kinds of functions as shown in Fig. 5 . For most cases, SR of four algorithms is basically equal to each other. Little difference can simply be considered as random error. The only exception for all tested functions is function F4. The success probability of QODE is about one third in 100 independent experiments. Even if successful, more NFEs are required to find the global optimum. One possible explanation is that, when solving function F4, QODE premature convergence to sub-optimal solutions due to the quick lost population diversity.
C. EXPERIMENTAL SERIES 2: CONTRIBUTION OF OPPOSITE POINTS
The most notable feature of opposition-based algorithm is large opposite points are involved and play a role in accelerating algorithm convergence. The contribution of opposite points is studied in this section. Average UR of ODE, QODE and DODE versus the generation in 100 experiments are depictured for four typical functions in Fig. 6 . Note that, for DODE method, two separate URs (UR OBL and UR QOBL ) are recorded and then its accumulative total UR is displayed in a bar graph. On the other hand, the average UR for ODE and QODE methods are both illustrated using a line plot in Fig. 6 .
What needs to be explained firstly is the times that opposition-based learning is embedded are different versus the generation for each independent experiment. On the whole, the average times is smaller and smaller. Hence, the average UR may fluctuate violently in the last part of each curve.
Whilst some models or hypotheses exit on the variation trend of UR, none is yet universally according to Fig. 6 . General speaking, in opposition-based population initialization, almost half the population for ODE and almost whole population for QODE remain to child generation. At the initial stage of population evolution, the population is distributed in the whole spatial domain. Some opposite points generated by OBL or QOBL may be unsatisfactory compared with the original solutions. As seen from Figs. 6(b), 6(c) and 6(d), average UR for some anterior generations is the lowest point of the curve. After that, it climbs slowly and then moves towards stabilization.
An interesting phenomenon is that two average UR OBL and UR QOBL of DODE are similar to that of ODE and QODE, respectively. For function F1 as an example, quasiopposition-based points dominate two kinds of opposite points in DODE, and from Fig. 6(a) , its average UR QOBL stay above 90%. At the same time, the average UR of QODE is also larger than 90%, while only 20% of oppositionbased points is inherited to the next generation. As illustrated in Fig. 6(c) , function F50 is another case, in which oppositionbased points dominate DODE, and the average UR of ODE is also far larger than that of QODE.
D. EXPERIMENTAL SERIES 3: PROPER SETTING OF JUMPING RATE
The jumping rate is an important control parameter, which determines the probability by which an opposition-based generation jump will be applied to the current population. If it is optimally set, the algorithm can achieve an even better result. In the above experiments, the value 0.05 of jumping rate is fixed and borrowed from [5] . Now, the detailed effect of jumping rate values on DODE is discussed in this subsection.
We repeat the conducted experiments for J r ∈ [0.05, 0.3] with step size of 0.05. The results (NFE and SR) for a discrete set of jumping rate are tabulated in Table 3 . The total average AR between two DODE algorithms are summarized in the last row of the table to ease the comparison.
From the total average AR in the last row, DODE (J r = 0.1) gets the minimum value, which implies that its convergence speed is the highest among all tested algorithms. With the increasing jumping rate, the convergence of DODE algorithm deteriorates gradually.
On the other hand, the algorithm reliability is also worse with the large jumping rate. For function F8 as a typical example, if jumping rate varies from 0.05 to 0.3 gradually, the corresponding SR can decrease from 100% even to 7%. Thus, when both considering algorithm convergence and reliability, the limited experiments suggest that a smaller value (e.g. 0.05 or 0.1) is generally recommended for an unknown optimization problem.
VII. CONCLUSION
Until now, some powerful OBL strategies were proposed to improve solution quality since 2005. However, in all existing OBL schemes, only one opposite point is generated for a given candidate solution in population. The goal of this paper is to examine the feasibility and effectiveness of doublepoints opposition-based learning.
Due to its explicit geometric meaning, EMMD is a good evaluation index to compare OBL schemes. The computational complexity of the previous approach proposed in [19] , [20] blocks its application widely. Hence, a new approach is presented to easily calculate the mathematical expectation of a new evaluation function. The results by theoretical analysis and simulation experiment on onedimensional sampling problem indicate that DOBL is better than SOBL. It supports a clear affirmative answer to the title question.
In engineering application, DOBL is embedded in the conventional DE, and then DODE is first developed to accelerate its convergence speed. Experiment results over 58 optimization problems show that the convergence speed (characterized by the NFE and AR in this paper) of DODE falls in between ODE and QODE, which seems contradictory with the theoretical conclusion. One possible explanation is that the good theoretical result of DOBL heavily depends on the extra one opposite point, which inevitably induces high computational cost. As a result, DOBL may be worse than SOBL in a fair competitive environment (e.g. maximum number of function evaluations in this paper). At last, the contribution of opposite points and the effect of jumping rate are discussed in this paper. When both considering algorithm convergence and reliability, a smaller value of jumping rate is generally recommended for an unknown optimization problem.
This paper is only a very first step towards double-points opposition-based learning, and rigorous investigation of some theoretical and practical aspect in this direction is needed in the future. For instance, by the definition of EMMD, the number of opposite points (or function evaluations) is not considered for all oppositional strategies. Extra computational efforts will naturally get better theoretical results, but that would be very misleading. Hence, it is an interesting research to account for the number of opposite points (or function evaluations) and then define a new evaluation index.
Finally, in order to illustrate its superiority, DOBL is preliminarily compared with OBL and QOBL in this paper. In order to enhance persuasion, it is better to compare it with another state of the art OBL schemes [7] - [13] and even other advanced optimization methods, such as the winner of CEC-2018 competition on single objective numerical optimization [28] . Furthermore, the used benchmark functions are not general enough. The CEC-2018 benchmark suite contains 29 test functions with different properties [29] . These complex optimization problems and even some real-world problems should be taken into account in the future.
