Introduction
It is common to model many processes in communication in terms of two-dimensional Markov chains of special structure. These chains are valued in {0,1,...} x {0,...,W} and we assume that the one-step transition probabilities P{i,+ 1-i', u' u} possess two properties: Un + 1 in i, u n 1 . They are homogeneous with respect to n. 2 . There exists such J0, that for all _> J0, P{in+l Pn+l ,' i, -i, u n u} Qi'-i (u, u'), i'>i-1.
(1.1)
as the state of some internal process, which governs the arrival process. Nests called these chains M/G/1 type chains.
The same class of chains encountered in queueing systems operating in synchronous random environment (see Dudin and Slimenok [4, 6] ). Here the component Un is interpreted as the state of some external random process (random environment), which governs the system's behavior. By analogy with Dukhovny [7] , who investigated one-dimensional quasitoeplitz Markov chains, Dudin and Klimenok called these chains quasitoeplitz two-dimensional Markov chains. This term stems from matrix theory. The matrix (aij)i,j 1,N is said to be Toeplitz, if aij-aj_ i. Dukhovny [7] called the chain quasitoeplitz if its transition probabilities Pij possess the property Pij Pj-i for all >_ J0, where J0 is some fixed integer. Because Property 2 o is the two-dimensional analog of Dukhovny's definition, the term "two-dimensional quasitoeplitz Markov chain" was introduced.
We prefer to use term "two-(three-, multi-) dimensional quasitoeplitz Markov chain" instead of the traditional term "M/G/1 type Markov chain," because our paper is devoted merely to quasitoeplitz Markov chains of different dimensionality.
As a natural generalization of two-dimensional quasitoeplitz Markov chains, Lucantoni and Nests [18] introduced a three-dimensional quasitoeplitz Markov chain.
In [18] , one finite component of the chain represented the state of a BMAP-directing process. The second finite component represented a current state of a semi-Markovian process, which governed the service time distributions of consecutive customers.
When analyzing such a Markov chain, Lucantoni and Nests [18] offered a unified mathematical treatment and generalization of many classical results. Later on, F.
Machihara [19] generalized the system in [18] to the case with the removable server and semi-Markovian control of vacations.
In this paper, we generalize the three-dimensional chains studied by Lucantoni and Nests [18] and Machihara [19] in two different ways. The first one is the following. Lucantoni and Nests [18] introduced a three-dimensional quasitoeplitz Markov chain, mainly for investigating the BMAP/SM/1 queue. They rigorously described the finite components as it is indicated above and the finite components were supposed to be mutually independent. Also, the component describing the service process, was independent of the queue length. In our model, we do not make any assumptions on independence of finite components. In addition, we allow both of them to depend on the queue length. This generalization is essential. E.g., the queueing models which we consider in Sections 6 and 7, illustrate the power of generalized Markov chains, but they cannot be embedded in the model of Lucantoni and Nests [18] . However, they are successfully investigated in terms of multi-dimensional Markov chains, which are introduced in Section 2.
The second way to generalize the chains in [18, 19] consists of increasing the dimensionality of the quasitoeplitz Markov chain. We consider an M-dimensional quasitoeplitz Markov chain, which has one of denumerable and M-1 finite components. In Section 6 , we see that the chains of dimensionality M > 3 describe the behavior of quite practical queueing systems. A pertinent queueing system, previously studied by Dudin and Klimenok [4] , operates in synchronous random environment. It implements the performance evaluation of an ISDN (Integrated Service Digital Networks) channel with package switching/circuit switching hybrid adaptive communication protocol. The authors in [4] used quasitoeplitz Markov chains for the analysis of the system. The introduction of the additional finite component in Section 6 is moti vated by the presence of non-Poisson flows in the ISDN (see, e.g., Comb [2] ). The third finite component reflects the possibility of exploiting the ISDN channel for transmitting the non-priority flows of data, when the channel becomes idle.
It should be mentioned that F. Machihara [19] [5] (the system with passive servers) to the case of a BMAP-input and removable server.
Definition of Multi-Dimensional Quasitoeplitz Markov Chain
(1) r(2), (M)}, n > 1 n 0 1, 2, r (m)
We consider the Markov chain {in, r n n "",rn ()
The matrices Y(z)and V(z)define the behavior of Markov chain {in, r n ,..., r(nM)} completely.
We suppose that the latter is irreducible. Note that it does not imply the irreducibility of both matrices Y(z), V(z).
(1), (M)) is aperiodic.
Suppose also that the chain {in, r n r n Because the dynamics of component n is described by equations (2.1) and (2.2), (1) r(nM)} is indeed quasitoeplitz it is evident that the chain {zn, r n Since this definition of quasitoeplitz multi-dimensional Markov chain is rather general and formal, to make easier an application of these chains to the queueing models we should give some physical interpretation to the components of the chain (1) {in, r n Among other things, the one-dimensional quasitoeplitz Markov chain {in} n _ 1, describes the queue length in the ordinary M/G/1 queue, the M/G/1 queue with start-ups, and in M/G/1 vacation models.
(1)}, n _ 1, describes the queueing process of the The two-dimensional chain {in, r n BMAP/G/1 queue [6] , the M/G/ queue in synchronous random environment [4] , and the system with passive servers [5] .
Let M-2 and n be a sequence of embedded epochs for some queueing model, e.g., service completion epochs, n >_ 1.
The component n could be interpreted as a queue length at the moment n. We call n the principal component of the Markov chain.
The component r(n 1) could be interpreted as a system operation mode after the epoch t n. It controls the distance between the epochs n + 1 and t n and the behavior of the component r(n 2).
The component r(n 2) could be interpreted as a state of directing process of BMAPinput into the system. So, the triple {in, r (1),n rn(2)} represents the queue length, the system operation mode, and the state of directing process at the nth embedded epoch, n > 1.
(1), (2)} with mutually indepen-dent compon-
The three-dimensional chain {in, r n r n (1) and r(n 2) describes the BMAP/SM/1-type model of Lucantoni and Neuts [18] ents r n and the model of Machihara [19] . For (1) ., r (M)) -nlirnP{in -i,r(n 1) r(1), r(n M) r(M)}, [8, 9] and Dudin and Klimenok [5] for the two-dimensional chains (the case M 1 in the above notations). To obtain necessary and sufficient steady-state conditions, in [8, 9] a system of linear algebraic equations for boundary probabilities were examined. The coefficients of the system depend not only on the transition probabilities of the chain but also on the singularities of matrix zE-Y(z) in the unit disk. The method [9] allows us to get the general mathematical result for the two-dimensional chains, but it is rather complicated.
The alternative approach is applied in [5] to obtain a sufficient condition for the steady-state probabilities of a specific chain.
This approach exploits the generalization of Moustafa's theorem [20] and the properties of the transition probabilities of the chain. To prove Theorems 1 and 2 that follow, we use an approach of [5] . In principle, it is possible to derive the statements of Theorems 1 and 2 from the results of Gail et al. [9] . Nevertheless, we present our proof because of its simplicity and applicability to the analysis of a more general class of chains than quasitoeplitz.
In Corollaries 1 and 2 we interpret abstract-form conditions (3.1), (3.2) in terms of real physical values.
Let us first assume that the matrix Y(z) is irreducible. Then the following assertion is valid.
(1) PjiXi-Xj <_ 1, j > Jo,
PjiXi < oc, j <_ Jo" EPjiXi-Xj-
With the notation of Section 2,
Using (3.8), we obtain the following inequalities, which are equivalent to (3.3)" System (3.10) is obtained from (3.9) when the inequality sign is replaced by equality and vector 1 is replaced with some vector g-(1,2,...,g)T n > 0, n [1" Find the condition under which system (3.10) has a solution. 1 Since the matrix Y(1) is irreducible and stochastic, the rank of matrix E-Y(1) is equal to K 1 1 (see, e.g. [1, 11] ). Let Dn('g ), n 1,K1, be the determinant of the matrix obtained by replacing the nth column of matrix E-Y(1) with the column of the system (3.10) constant terms. System (3.10) has a solution if and only if Dn(g) 0, n 1,K 1. Expanding determinants D,(g) along the entries of the nth column we get the system of linear algebraic equations for entries of the vector g:
Here A n is the column vector of the cofactors of the entries of nth column of the determinant det(E-Y(1)). It is easy to see that the matrix of coefficients at unknowns in (3.11) is the adjoint of matrix E-Y(1). It can be shown that all columns of matrix Adj(E-Y(1)) are right null vectors (vector x is the right null vector of matrix A iff Ax 0) of matrix E-Y(1). 1 is the right null vector of this matrix also. Since 1 is an eigenvalue of the matrix Y(1) of multiplicity one, according to [13] , the dimension of the right null space of E-Y (1) (3.12) It is known (see, e.g., [1] ) that all cofactors of det(E-Y(1)) are nonnegative. Then c m >_ 0 in (3.12) . It can be shown that there is at least one positive cofactor (coinciding with the principal (K 1 1) x (K 1 1) minor of det(E Y(1))). Then there is at least one positive coefficient c m in (3.12) .
The right-hand side of each equation (3.11 ) is equal to (det(zE-Y(z)))' z 1"
To verify this fact, we add columns from 1 to n-1, and from n + 1 to K 1 of det(zE-Y(z)) to the nth column, expand the obtained determinant along the entries of the nth column and differentiate it at point z 1.
Consequently, system (3.11) becomes equivalent to one equation (3.14) Note that the stability condition (3.14) coincides with the stability condition, which is presented in [18, 19] for the special three-dimensional Markov chain describing a BMAP/SM/1 queue. In this special case, traffic intensity pTp coincides with the classical notion of the traffic intensity as a ratio A/# of average arrival and service intensities. In general, the intensities A and # can not be separated in stability condition (3.14). Now we suppose that matrix Y(z)is reducible. In this case, Y(z) can be reprec sented in the normal form of the reducible matrix (see, e.g., [11] ) The analysis of the nth system (3.17), n-1,m, does not differ from that of system (3.10). As a result of this analysis we get the following proposition.
- (0) [4] , Gaff et al. [9] ) from the computational point of view.
So, we describe this algorithm rather briefly. At first, we need some preliminary derivation.
We are interested in calculation of first N factorial moments, 1 (i) of the Markov chain stationary distribution:
In this case, we should require the existence of derivatives
The problem of calculating matrices y(i) and V (i), >_ 0 is rather complicated.
Corresponding results for =0,1,2 with some additional assumptions could be obtained following Nishimura and Sato [23] . [16, 17] . Note that Dr(z)-ED r)zk' [zl <1, k=0 where the (u,u')-th entry of the matrix D r), k > 1, is the transition rate of the pro- Note that the breakdowns of the server can also be interpreted as a flow of lowpriority customers. The customers from this low-priority stream would enter service only if the server is idle upon arrival epochs. Consequently, Gr(t is interpreted as the service time of low-priority customers.
In the case when the corresponding arrival processes are just Poisson processes and the server is reliable, this model was investigated by Dudin and Klimenok [4] .
They found the stationary queue distribution for arbitrary and embedded epochs and the sojourn time distribution. The partial case of this model was early investigated by Gelenbe and Rosenberg [12] by approximate methods. So, this model is the generalization of model [4] to the case of an unreliable BMAP/G/1. At the same time, it is the generalization of the BMAP/G/1 model [16] to the case of the randomly varying service and input rate and an unreliable server.
Both models, [4] and [16] , were analyzed by exploiting the two-dimensional quasito- 
where 5 is Kronecker's symbol, p are the entries of the transition probability matrix P of the random environment rl 1), and /lu(1)))(r(2),u(2)),(r(3),u(3))is the (r(3),u(3))-th entry of the (r(2),u(2))-th block of K2xK2 matrix R u (1) To obtain an explicit formula for matrix V(z) we will go over some preliminaries.
The beginning of a busy period is either a moment of a batch arrival to the idle system with the server in good working order or a moment of repair comp)etion if cu.stomers arrive during the repair time. So, to find the probabilities Vl(r(1),r(2),r(3); v(1),u(2),v(3)), we have to calculate the joint distrib,tion of the number of customers and the states of the processes r (1), r (2), r (3) upon the beginning of a busy period.. The proof of (6.4) is based on the matrix analog of the well-known method of catastrophes (method of collective marks) (see, e.g., Klimov [15] ).
In the case of the Poisson input of breakdowns, this assertion follows from the lemma in Dudin [3] .
Taking into account that system's behavior during the busy period starting with k customers present in the system is the same as the system behavior after the usual service completion epoch, when k customers are present in the system, it can and the matrices (I) i) are the K 2 x K 2 matrices in the expansion of the matrices (I)(r)(z) at the point z-1.
Thus, we reduced the problem of calculating the stationary distribution of the given queueing system to solving equation (6.7) . To solve it we should implement the algorithm described in Section 5.
A Queueing System with Passive Servers and a BMAP
A queueing system with passive servers was introduced in Dudin and Klimenok [5] as an adequate mathematical model for many processes in telecommunications, data bases, etc., when the service of customers is performed by an active server and a group of passive servers. As mentioned above, the real traffic in communication networks is not Poisson, as it is supposed in [5] , but it is well described by a BMAP; see [2] . So it is interesting to generalize the results of [5] In the first one, the active server interrupts the service of a customer and the customer leaves the system unprocessed. The second one is as follows. The active server waits until the necessary number of passive servers become free. After that, the second phase of service by the active server is activated. For the sake of generality, we suppose that the system selects the first variant of behavior with probability 0 and the second one with probability 1-0, whenever there is a lack of passive servers. A passive server, which is switched to a busy state by the active server, remains at this state during the random time having an expor/ential distribution with intensity 7. The passive server transfers into a free state without interference by the active server after this random time expires. We distinguish two different ways of employment of passive servers. For case a, the period of passive service begins upon completion of the second phase of service by the active server, while the case b it begins at the beginning of the second phase of service by the active server.
In addition to model [5] , we suppose that the active server begins vacationing whenever the queue becomes empty. The server repeats vacations until it finds at least one customer in the queue at the end of a vacation trip. The successive vacation trips are i.i.d, random variables with the common distribution W(t) and finite first moment.
Consider the process {in, r(nl),r(n2)}, where n is the queue length at the epoch t n +0, t n is the service completion epoch of the nth customer, n >_ O, r(n ) is a number of busy passive servers at n+O, r(n 1) =0-W1, and r(n 2 .V (z, r, 1)Y(z, l, r'), (8.5) l=r where the matrices V(z,r,l) have the following probabilistic sense. The (u,u')-th entry of the matrix V(z,r,/) is the generating function of the queue length upon the beginning of a busy period given that the process r 1) goes from state r to state and the process r 2) goes from state u to state u' during a vacation time.
The proof of (8.5) is rendered by using the method of collective marks (see Klimov [15] ). By the same method, expression (8.4) [18] and F. Machihara [19] : in contrast to [18, 19] we allow the finite components to be dependent.
As a natural extension of results of Neuts [21] , Gail et al. [8] [9] [10] , Dudin and Klimenok [4] [5] [6] 
