Abstract. We consider the inclusion and equivalence problem for unambiguous Büchi automata. We show that for a strong version of unambiguity introduced by Carton and Michel these two problems are solvable in polynomial time. We generalize this to Büchi automata with a fixed finite degree of ambiguity in the strong sense. We also discuss the problems that arise when considering the decision problems for the standard notion of ambiguity for Büchi automata.
Introduction
The model of unambiguous automata is located between deterministic and nondeterministic automata. An unambiguous automaton is a nondeterministic automaton such that each input that is accepted has a unique accepting run. The concept of unambiguity also occurs in other areas of theoretical computer science, for example in complexity theory. The problems solvable in polynomial time by unambiguous (nondeterministic) Turing machines are collected in the subclass UP (Unambiguous Polynomial time) of NP [1] .
There are two aspects in the study of unambiguous automata: expressiveness and computational complexity. Concerning expressiveness, because of the wellknown equivalence between deterministic and nondeterministic finite automata over finite words and trees, unambiguous automata can recognize all the regular languages over these two domains. For automata over ω-words it is known that deterministic Büchi automata are strictly less expressive than nondeterministic ones [2] . However, Arnold showed that all the ω-regular languages can be recognized by an unambiguous Büchi automaton [3] . For automata over ω-trees, the class of unambiguous automata is not as expressive as the class of full nondeterministic tree automata (with standard acceptance conditions like parity, Rabin or Muller) [4, 5] .
An interesting subclass of the class of unambiguous Büchi automata is considered by Carton and Michel [6] : Their definition requires that for each input (accepted or not) there is a unique run passing infinitely often through a final state (whether from an initial state or not). Thus, an infinite word is accepted if the initial state is the first state of the path passing infinitely often through a final state. Non-acceptance means that the unique path of this form does not start in an initial state. Carton and Michel show [6] that this restricted class of Büchi automata suffices to capture the class of ω-regular languages. We consider in this paper a slight modification of their definition, and refer to these automata as strongly unambiguous.
The second interesting aspect for unambiguous models is the computational complexity of algorithmic problems. We consider here the equivalence problem (as well as the inclusion problem which turns out to have the same complexity). It is well known that there is a gap in complexity for the equivalence problem between deterministic and nondeterministic automata. The problem can be decided in polynomial time over finite words [7] and finite trees for deterministic automata, whereas the problem is PSPACE-complete over finite words (see Section 10.6 of [8] 3 ) and EXPTIME-complete over finite trees [9] for nondeterministic automata.
As shown by Stearns and Hunt, the equivalence problem for unambiguous finite automata over finite words is still polynomial [10] and Seidl showed the same over finite trees [11] . In the present paper, we show that this result also holds for strongly unambiguous Büchi automata. To our knowledge, this identifies the first subclass of Büchi automata that is expressively complete for the ω-regular languages and at the same time allows a polynomial time equivalence test.
The polynomial time equivalence test over finite words from [10] uses a counting argument: The main idea is that, for unambiguous automata, the number of accepting runs is equal to the number of accepted inputs. Stearns and Hunt proved that it is sufficient to count the number of accepting paths of the given unambiguous automata only up to a certain length and that this can be done in polynomial time. The problem when trying to adapt such an approach to Büchi automata is that runs of Büchi automata are infinite and one cannot simply count the number of accepted words up to a certain length. However, it is possible to restrict the problem of equivalence of regular languages of infinite words to ultimately periodic words [12] (see also [13] ). A word is ultimately periodic if it is of the form u·v ω where u and v are finite. It turns out that this restriction to ultimately periodic words allows to adapt the counting argument to the case of strongly unambiguous Büchi automata. Instead of presenting a direct adaption of the proof for finite words we show that the equivalence problem for strongly unambiguous automata can be reduced in polynomial time to the equivalence problem for unambiguous automata on finite words.
This kind of reduction does not seem to work for unambiguous Büchi automata. We show that deciding whether an unambiguous Büchi automaton (even a deterministic one) accepts some periodic word v ω , where v is of a given length n, is NP-complete. Although this proof does not show that the equivalence prob-lem for unambiguous Büchi automata is difficult, it shows that different methods are required.
The remainder of the paper is structured as follows. In the second section we give some definitions and simple properties of Büchi automata. In Section 3 we show how to reduce the equivalence problem for strongly unambiguous Büchi automata to the case of unambiguous automata on finite words. In Section 4 we extend these results to strongly k-ambiguous automata, a relaxed notion of strong unambiguity, where each word can have at most k final paths. In Section 5 we show that deciding if a deterministic Büchi automaton accepts periodic words of a given length is NP-complete. We conclude in the last section.
Definitions and Background
For an alphabet Σ we denote as usual the set of finite words over Σ by Σ * , the set of nonempty finite words by Σ + , and the set of infinite words by Σ ω . The length of a finite word u ∈ Σ * is denoted by |u|. For an infinite word α ∈ Σ ω we denote the jth letter by α(j), i.e., α = α(0)α(1) · · · .
An infinite word of the form uv ω = uvvv · · · for finite words u, v is called ultimately periodic.
We consider nondeterministic finite automata (NFA) on finite words of the form A = (Q, Σ, Q in , ∆, F ), where Q is a finite set of states, Σ is the input alphabet, Q in ⊆ Q is the set of initial states, ∆ ⊆ Q × Σ × Q is the transition relation, and F ⊆ Q is the set of final states. We use the standard terminology for NFAs (see e.g. [14] ) and denote the language of words accepted by A by L(A).
A Büchi automaton A = (Q, Σ, Q in , ∆, F ) is of the same form as an NFA. In contrast to NFAs, a Büchi automaton defines a language of infinite words. A path for the infinite word α ∈ Σ ω is an infinite sequence of states q 0 q 1 ... such that for all j ∈ N, (q j−1 , α(j), q j ) ∈ ∆. A final path is a path that passes infinitely often through a final state. A path begins in q if q 0 = q. If a final path for α begins in some q 0 ∈ Q in , then the word α is accepted by A. So a final path is accepting if it starts with an initial state. If an accepting path for α exists, then A accepts α. The language L(A) is the set of infinite words α accepted by A. For an automaton A = (Q, Σ, Q in , ∆, F ) we denote by L A (q) the language accepted by (Q, Σ, {q}, ∆, F ). The class of languages that can be accepted by Büchi automata is called the class of ω-regular languages.
For a finite word u and two states q, q of A we write A : q u − → q if one can reach q from q on reading u, and we write A : q u − → F q if one can reach q from q on reading u and by passing through a final state on the way.
It is well known that the equivalence problem for NFAs, i.e., the question whether two given NFAs accept the same language, is PSPACE-complete (see [8] ). The same holds for the inclusion problem because equivalence can easily be tested by checking for both inclusions. Furthermore, the lower bound on the complexity easily extends to Büchi automata.
In [10] unambiguous NFAs are considered and it is shown that the equivalence and inclusion problem for these automata are solvable in polynomial time. Unambiguous automata are nondeterministic automata in which for each word there is at most one accepting path.
Our aim is to see to what extent these results can be lifted to Büchi automata. We introduce two notions of unambiguity, the standard one and a stronger notion introduced in [6] . Definition 1. A Büchi automaton A is called unambiguous if every infinite word has at most one accepting path in A, and it is called strongly unambiguous if every infinite word has at most one final path.
Clearly, if A is strongly unambiguous, then for each infinite word α there is at most one state q such that α ∈ L A (q). We state this observation as a remark for later reference. Remark 1. Let A be a strongly unambiguous Büchi automaton and α be an
Consider, for example, the automata shown in Figure 1 . Both automata accept the language over {a, b} consisting of all words that contain infinitely many b. The automaton on the left-hand side is deterministic (where deterministic automata as usual only have a single initial state and for each state and letter at most one outgoing transition) and therefore unambiguous, but it is not strongly unambiguous: the word b ω is accepted from both states q 0 and q 1 . The automaton on the right-hand side is strongly unambiguous. It accepts the same language as the deterministic automaton, but from state p 0 all accepted words start with a, and from p 1 all accepted words start with b. Note that each strongly unambiguous automaton is unambiguous because each accepting path is also a final path. It has been shown in [3] that each ω-regular language can be accepted by an unambiguous Büchi automaton. The class of strongly unambiguous automata has been introduced in [6] 4 and it has been shown that this class is expressively complete for the ω-regular languages.
Theorem 1 ([6]
). Every ω-regular language can be recognized by a strongly unambiguous Büchi automaton.
This expressive completeness makes strongly unambiguous Büchi automata an interesting class. It is also worth noting that strongly unambiguous Büchi automata naturally occur in the translation from linear temporal logic formulas into Büchi automata. In the standard approach for this translation the Büchi automaton guesses valuations of all subformulas of the given formula and verifies that the guesses are correct (see [15] ). An input word is accepted from the unique state that evaluates all subformulas correctly. Hence the automaton that is constructed in this standard way is strongly unambiguous.
Before we turn to the decision problems for strongly unambiguous Büchi automata, we compare them to deterministic automata. Note that deterministic Büchi automata do not capture the full class of ω-regular languages, but using extended acceptance conditions like the Muller acceptance condition, deterministic automata become expressively complete [16] (see also [17] ).
The example from Figure 1 already shows that deterministic Büchi automata need not to be strongly unambiguous. In fact, there is no deterministic Büchi automaton that is strongly unambiguous and equivalent to the one from Figure 1: Assume A is a deterministic and strongly unambiguous Büchi automaton accepting all words containing infinitely many b. Then the word b ω is accepted from the unique initial state. Then b ω is not accepted from any other state by Remark 1. Thus, the initial state is final and has a b-loop. The only way to accept ab ω would be to also have an a-loop on the initial state. This would mean that A accepts all ω-words over {a, b}. Note that we only used the fact that a deterministic automaton has only a single initial state. So this example shows that a set of initial states is necessary for strongly unambiguous Büchi automata, in general.
The next example shows that strongly unambiguous automata can be exponentially more succinct than deterministic ones. We formulate the following remark for deterministic Muller automata, because the Muller condition is the most general one of the standard acceptance conditions that are usually considered: A Muller condition is specified by a family F of state sets. A run is accepting if the set of states that appear infinitely often in this run is a member of F.
Remark 2.
There is a family (L n ) n≥1 of ω-languages over the alphabet {a, b} such that each L n can be accepted by a strongly unambiguous Büchi automaton with n + 2 states, and each deterministic Muller automaton for L n needs at least 2 n states.
Proof. We use the standard syntactic right-congruence for ω-languages L, defined by u ∼ L v iff uα ∈ L ⇔ vα ∈ L for all α ∈ Σ ω . As for automata on finite initial states. We have chosen the more relaxed notion because the polynomial time equivalence test also works in this setting. Further note that in [6] theses automata are simply called unambiguous and not strongly unambiguous.
words (see [14] ), one can show that each Muller automaton for L needs at least as many states as there are classes of ∼ L . The language L n = Σ * aΣ n−1 ab ω can be recognized by a strongly unambiguous Büchi automaton of size n + 2 as shown in Figure 2 . The number of ∼ Ln classes is at least 2 n , so a deterministic Muller automaton which recognizes L n has at least 2 n states.
Finally, we would like to mention that there are also deterministic Büchi automata exponentially smaller than strongly unambiguous ones. This is in contrast to unambiguous automata, since each deterministic automaton is unambiguous.
Remark 3.
There is a family (L n ) n≥1 of ω-languages over the alphabet {a, b} such that each L n can be accepted by a deterministic Büchi automaton with n + 1 states, and each strongly unambiguous Büchi automaton for L n needs at least 2 n−1 states.
Proof. Let L n be the language of all words in {a, b} n in which the nth letter is a. Using n + 1 states a deterministic automaton can check this property.
Let A n be a strongly unambiguous automaton for L n . Assume that A n has less than 2 n−1 states. Then there are two different words w 1 , w 2 ∈ {a, b} n−1 of length n − 1 such that w 1 ab ω and w 2 ab ω are accepted by A n from the same state q. Since w 1 and w 2 are different, we can assume w.l.o.g. that w 1 = waw 1 and w 2 = wbw 2 for some words w, w 1 , w 2 . Let m = |w| and v be a word of length n−m−1. Then vwaw 1 b ω is in L n . The corresponding accepting run must reach q after having read v because otherwise there would be two different final paths for waw 1 b ω . Hence, there is also an accepting run for vwbw 2 b ω : the one that moves to q on reading v, and then accepting wbw 2 b ω from q. Since wbw 2 b ω / ∈ L n we get a contradiction and thus A n has at least 2 n−1 states.
Equivalence for Strongly Unambiguous Büchi Automata
In this section we prove that the equivalence problem for strongly unambiguous Büchi automata can be solved in polynomial time. For general infinite words it is impossible to count final paths in a reasonable way. However, there are infinite words that can be represented in a finite way: the ultimately periodic words introduced in the previous section. This class of words is particularly interesting because it can be used to characterize equivalence and inclusion of ω-regular languages. This easily follows from the closure properties of the class of ω-regular languages and the fact that each non-empty ω-regular language contains an ultimately periodic word.
Theorem 2 ([12]
). Let A 1 and A 2 be two Büchi automata. Using this fact one can indeed adapt the counting argument from [10] to count ultimately periodic words accepted by Büchi automata. However, instead of adapting the proof of [10] we can also give a reduction of the equivalence problem for strongly unambiguous Büchi automata to the equivalence problem for unambiguous automata over finite words. The idea of reducing decision problems for Büchi automata to automata over finite words has already been used in [13] .
The main difference here is that the reduction is computable in polynomial time when starting from a strongly unambiguous automaton. Before we present the reduction we state a simple but important property of strongly unambiguous Büchi automata that makes our reduction work. Lemma 1. Let A = (Q, Σ, Q in , ∆, F ) be a strongly unambiguous Büchi automaton. An ultimately periodic word uv ω is accepted by A iff there are states q 0 ∈ Q in and q ∈ Q such that A :
Proof. Obviously, if A : q 0 u − → q v − → F q for states q 0 ∈ Q in and q ∈ Q, then uv ω is accepted. Now suppose that uv ω is accepted by A. Then there is an accepting path ρ = q 0 q 1 .... on uv ω that starts in some q 0 ∈ Q in . Let q = q |u| be the state reached in ρ after reading u, and let q = q |u|+|v| be the state reached after reading uv. Then v ω is in L A (q) and in L A (q ) and thus, by Remark 1 we have q = q . Furthermore, that path A : q v − → q must pass through a final state because otherwise there would be another accepting path for v ω that starts from q. By prefixing this accepting path with the v-loop from q to q we would obtain more than one accepting path for v ω starting in q, contradicting the strong unambiguity of A.
For the reduction to unambiguous automata on finite words we now build from a strongly unambiguous Büchi automaton an unambiguous automaton on finite words that accepts precisely the words of the form u#v such that uv ω is accepted by A. By Theorem 2 two strongly unambiguous Büchi automata are equivalent iff the resulting finite automata are.
Let A = (Q, Σ, Q in , ∆, F ) be a strongly unambiguous Büchi automaton. The finite automaton we are constructing simulates A on the first part u of the input u#v. When reading # it stores the current state q and continues reading the input. It accepts if it reaches q again after having read v, and if it has passed through a final state on the way. Since the automaton accepts codings of ultimately periodic words, we call it A up , where the subscript abbreviates ultimately periodic.
Formally, A up = (Q , Σ ∪ {#}, Q in , ∆ , F ) is defined as follows:
• all transitions of the form (q, #, (q, q, 0)) with q ∈ Q, and • all transitions of the form ((q, p, i), a, (q, p , i )), where (p, a, p ) ∈ ∆, and
Lemma 2. The automaton A up over finite words is unambiguous and accepts the language L(
Proof. It is clear from the construction that A up only accepts words of the form u#v ∈ Σ * #Σ + . Furthermore, one easily sees that A up accepts precisely those u#v such that there are states q 0 ∈ Q in and q ∈ Q with A : q 0 u − → q and A : q v − → F q. Lemma 1 allows us to conclude that L(A up ) = {u#v ∈ Σ * #Σ + | uv ω ∈ L(A)}. The automaton A up simulates the automaton A when reading its input. In particular, if there are two different paths for accepting u#v, then there are also two different paths in A accepting uv ω . Thus, since A is strongly unambiguous, A up is unambiguous.
Since inclusion and equivalence for unambiguous automata on finite words are decidable in polynomial time [10] , we obtain the following result for strongly unambiguous Büchi automata.
Theorem 3. The inclusion and equivalence problem for strongly unambiguous Büchi automata are decidable in polynomial time.
Proof. Given two strongly unambiguous Büchi automata A and B we transform them into the unambiguous automata A up and B up . For these we can test inclusion or equivalence in polynomial time. By Lemma 2 and Theorem 2 the corresponding result is correct for A and B.
Extension to Strongly k-Ambiguous Automata
An automaton over finite words is called k-ambiguous if each accepted word has at most k accepting runs. In [10] it is shown that equivalence and inclusion of kambiguous automata can be solved in polynomial time (for a fixed k). Following this idea, we extend the result from the previous section to strongly k-ambiguous Büchi automata, as defined below.
Definition 2. A Büchi automaton
A is called k-ambiguous if each infinite word has at most k accepting paths in A, and is called strongly k-ambiguous if each infinite word has at most k final paths in A.
The accepting paths for ultimately periodic words are not as constrained in strongly k-ambiguous automata as they are in strongly unambiguous automata, but there is a similar characterization. The difference is that the loop on the periodic part can be longer, but it can consist of at most k repetitions of the periodic pattern.
Lemma 3. Let A = (Q, Σ, Q in , ∆, F ) be a strongly k-ambiguous Büchi automaton. An ultimately periodic word uv ω is accepted by A iff there are states q 0 ∈ Q in and q 1 , . . . , q k+1 ∈ Q such that
Proof. The proof is similar to the proof of Lemma 1. Assume that uv ω is accepted by A, let ρ be an accepting path, and let q 0 , . . . , q k+1 be such that ρ starts as follows:
Then v ω is in L A (q i ) for all i ∈ {1, . . . , k + 1}. Since A is strongly k-ambiguous, there must be some i = j such that q i = q j . Now assume that q k+1 = q s for all s ∈ {1, . . . , k}. Then we get arbitrarily many different accepting paths of A on uv ω by repeating the loop between q i and q j an arbitrary number of times before continuing the path towards q k+1 . Hence, there must exist some 1 ≤ s ≤ k with q k+1 = q s .
It remains to show that there is some i ∈ {s, . . . , k} such that q i v − → F q i+1 . Assume the contrary. Then we can again produce an arbitrary number of accepting paths for uv ω by repeating the loop q s v − → · · · q k v − → q s (that does not contain a final state) before continuing the path with the accepting part after q k+1 in ρ. All these paths are different because we always increase the part that does not contain a final state before continuing with the part of ρ after q k+1 that contains infinitely many accepting states. This proves one direction of the claim. The other direction is obvious.
We now construct an automaton A k up that has the same property as A up from the previous section. This automaton, after having read u and when reading #, guesses the states q 2 , . . . , q k and then verifies that the properties from Lemma 3 are satisfied.
Formally A k up = (Q , Σ ∪ {#}, Q in , ∆ , F ) is constructed as follows:
. . , k}). -∆ contains all transitions from ∆, all transitions of the form
and all transitions of the form (written with an arrow for better readability)
where (p j , a, p j ) ∈ ∆ for all j, and 
Proof. The proof is based on Lemma 3 and is similar to the proof of Lemma 2.
As in the previous section we conclude:
Theorem 4. For a fixed k, the inclusion and equivalence problem for strongly k-ambiguous Büchi automata can be decided in polynomial time.
Periodic Words in Deterministic Automata
In this section we show that deciding for a given deterministic Büchi automaton whether it accepts a periodic word with a period of a given length is NPcomplete. Since deterministic automata are special cases of unambiguous automata, this shows that it is unlikely that the counting techniques that work for unambiguous automata on finite words and for strongly unambiguous Büchi automata can be transferred to unambiguous Büchi automata. More formally, consider for a class C of Büchi automata the following decision problem Periodic(C):
Given: A Büchi automaton A from the class C and a natural number n. Question: Does there exist a word v with |v| ≤ n such that A accepts v ω ? Proposition 1. The problem Periodic(C) is NP-complete for the class C of deterministic Büchi automata.
Proof. Membership in NP can easily be verified: If n is bigger than the number of states of A, then A accepts a periodic word of length n iff the initial state of A is contained in a loop with a final state. This can be checked in polynomial time by standard graph algorithms. If n is smaller than the number of states of A, then we can guess a word v of length at most n and verify in polynomial time whether v ω is accepted by A. For the NP-hardness we give a reduction from the satisfiability problem of Boolean formulas in conjunctive normal form (CNF). Let ϕ = C 1 ∧ · · · ∧ C k be such a formula over n variables x 1 , . . . , x n consisting of clauses C 1 , . . . , C k . A truth assignment of the variables can naturally be encoded by a word of length n over the alphabet {0, 1}: Position i of the word is 0 if x i is false, and 1 if x i is true.
The deterministic Büchi automaton that we construct works over the alphabet {0, 1, #} and only accepts words from ({0, 1} n #) ω : It basically consists of a loop of length (n + 1) · k that reads words v 1 #v 2 # · · · v k # where each v i is from {0, 1}
n . Each v i encodes an assignment of the n variables as described above. The automaton A checks whether the assignment coded by v i satisfies the clause C i : Assume that A reads letter j of v i . If this letter is 0 and ¬x j is contained in C i or the letter is 1 and x j is contained in C i , then A sets a bit indicating that the current clause is satisfied. If it reaches the end of v i without the bit being set it rejects by moving to a sink state. Otherwise it reads # and proceeds to v i+1 . After having processed k such words, A loops back to the initial state. All states except the sink state are accepting.
If this automaton accepts a periodic word with period of length at most n+1, then it must be of the form (v#) ω , where v ∈ {0, 1} n satisfies all the clauses of ϕ. This shows that ϕ is satisfiable iff the constructed automaton accepts a periodic word with period of length at most n + 1. This is of course not a proof for the hardness of equivalence for unambiguous Büchi automata. It only shows that the techniques that have been used so far for obtaining polynomial time equivalence tests are unlikely to work for the case of unambiguous Büchi automata.
Conclusion
The class of strongly unambiguous Büchi automata is the first known class of Büchi automata as expressive as nondeterministic Büchi automata for which the inclusion and equivalence problem can be decided in polynomial time. However, this class is quite difficult to understand because strongly unambiguous Büchi automata are co-deterministic [6] and we usually think in a deterministic way. In addition, there are deterministic Büchi automata exponentially smaller than strongly unambiguous ones, which is impossible for unambiguous Büchi automata, because every deterministic Büchi automaton is unambiguous. Therefore, it would be interesting to settle the complexity of the equivalence problem for unambiguous Büchi automata.
