We use an extended theory of integral that generalizes the integration of vector valued functions with respect to non-negative, monotonic, countably subadditive set functions, in order to introduce a new approach to stochastic integral. With such an approach, we will explore the possible extension of the theory of stochastic integration to the more general setting of integrable processes taking values in normed vector spaces. We show that our approach makes applications possible to stochastic processes that are not necessarily square integrable, nor even measurable. Such an extension generally consolidates the typical and classical results obtained for the standard scalar case.
I. INTRODUCTION
The theory of stochastic integration has become an intensely studied topic in recent years owing to its extraordinarily successful application to the growing area of financial mathematics, stochastic differential equations, probability, and more. The classical theory of stochastic integration for real valued processes essentially reduces to integration with respect to a square integrable martingale. This is usually done by defining the stochastic integral for simple processes and then extending it to a more general class of processes by approximation assisted by some Hilbert-space functional analysis. Some research results in the last decade have shown obvious need for the extension of stochastic integration to vector valued setting (see for example Maas [1] , Noreddine and Nourdin [2] ). It becomes obvious that a more rigorous approach to a more general definition of the stochastic integral need to be developed. Many attempts have already been made in this direction (see for example Kussmaul [3] , Pellaumail [4] ). However, a number of subtleties still arise when the integral is intended to satisfy additional more abstract properties. In his book, Dinculeanu [5] introduces a measure theoretic approach to stochastic integration. He first develops a general integration theory with respect to vector measures with finite semivariation. To a Banach-valued process , he associates a measure on the ring generated by the predictable rectangular sets. If can be extended to a -additive measure with finite semivariation on the -algebra of predictable sets, then he the process is said to be summable. Roughly speaking, he defines the stochastic integral of a process with respect to to be the process , of integrals with respect to . Such an approach is relatively satisfactory but also highly technical and therefore requires a mastery of the full theory of vector measures and the theory of integration with respect to vector measures.
It is our aim in this note to introduce a new approach to stochastic integration that is simpler yet more general and more efficient than the classical theory. We first define a stochastic process as any well-ordered family of vector-valued extended integrable functions in the sense of integration theory first introduced in Robdera [6] , and further developed in Robdera [7] . The stochastic integral of a process with respect to another process is then simply defined as the net-limit of some 'stochastic Riemann sums' defined for one of the processes with respect to the other. The theory of stochastic integral introduced in this paper extends the classical case with the advantage of not requiring any Hilbert-space functional analysis making applications possible to the cases of more abstract vector-valued integrable processes. The originality of our approach also stems from the fact that it frees stochastic integration from the heavy machinery of the vector measure theory. Such a new approach naturally leads to a further opening to the field of research in stochastic processes.
The reader is supposed to be familiar with the classical theory of integral as well as the general theory of stochastic processes for the scalar case presented in any elementary textbook on stochastic processes, for example Dellacherie [8] .
II. EXTENDED INTEGRATION THEORY
For the sake of clarity and completeness, we summarize in this section, the main points of the basic concepts in the extension of the theory of integration introduced and developed in Robdera [7] .
Let be a normed vector space and let a measure space Ω, Σ, μ , be given. We denote by * the outer-measure obtained by the Carathéodory extension of the measure \mu to the whole of the power set 2 Ω . The restriction of * to any -algebra Σ containing the -algebra Σ will also be denoted by * . Such an extension satisfies * ∅ 0; * * We now recall the main ideas of the construction of the integral with respect to * . By a Σ-subpartition of a subset of Ω, we mean any finite collection satisfying ∩ whenever . We shall denote by ⋃ the subset of obtained by taking the union of all elements of .
A Σ-subpartition : ⊂ , 1,2, … , is said to be tagged if a point ∈ is chosen for each ∈ 1,2, … , .
We shall write if we wish to specify the tagging points. We denote by Π A, Σ the collection of all tagged Σ-subpartitions of the set , , 1,2, … ,
The mesh or the norm of the subpartition ∈ Π A, Σ with respect to * is defined to be ‖ ‖ max * : ∈ .
(
If , ∈ Π A, Σ , we say that is a refinement of and we write ≻ if ‖ ‖ ‖ ‖ and ⋃ ⊂ ⋃ .
It is readily seen that such a relation does not depend on the tagging points. It is also easy to see that the relation ≻ is transitive on Π A, Σ .
Given , ∈ Π A, Σ , we shall denote the subpartition ∨ ≔ ∖ , ∩ , ∖ : ∈ , ∈ . Clearly, ∨ ∈ Π A, Σ , ∨ ≻ , and ∨ ≻ . That is, the binary relation ≻ has the upper bound property on Π A, Σ .
We then infer that the set Π A, Σ is directed (in the sense defined in McShane [4] ) by the binary relation ≻.
Given a function : Ω ⟶ , and a tagged Σ-subpartition, we define the Σ-Riemann sum (with respect to * ) of at to be the vector * ∑ * .
Thus the function ⟼ * is a net defined on the directed set Π A, Σ , ≻ taking values in the normed vector space .
For convenience, we are going to denote the net-limit by * ≔ lim , ,≻ *
whether or not such a limit exists. For details on net-limit werefer the reader to McShane [9] .
The notion of integrability with respect to the size function is defined as follows.
Definition 2. We say that a function : Ω ⟶ is -integrable over a subset of Ω , if the limit * represents a vector in .
The vector * is then called the -integral of over the set .
In other words, : Ω ⟶ is Σ-integrable over the set with Σ -integral : Ω ⟶ if for every 0 , there exists a Σ-subpartition of the set such that for every ≻ in Π A, Σ , we have * * .
For every measure, we shall simply denote by , Σ, the set of all Σ, * -integrable functions over the set . If is the scalar field, we simply write , instead of where , Σ, where or . One of the advantages of the above definition of the integral is the fact that no notion of measurability needs to be postulated. This approach allows us to free integration theory from the measure theory.
It is easily verified that if Σ and Σ are two -algebras in 2 such that Σ ⊂ Σ , then clearly
Hence we have the following proposition stating the relationship between -integrability and -integrability. Proposition 3. Let ⊂ , be two -algebras in 2 .
Then for every ∈ 2 , for ∈ , Σ, * | , Σ, * | , ⊂ , Σ, * | ,
And * | * |
In view of Proposition 1 and Proposition 3, we can always consider integrability with respect to the outer-measure * on the whole of 2 and we shall write * instead of * | . It should be clear from the above proposition that Lebesgue-Bochner integrable functions with respect to a measure defined on a -algebra are integrable with respect to the Carathéodory extension * of on any -algebra Σ containing Σ .
As shown in Robdera [10] , if is a Banach space, the space , Σ, can be given a structure of complete seminormed space with respect to the seminorm defined for every ∈ , Σ, by
It follows that the integral does not distinguish between functions which differ only on set of size zero. More precisely, * * (9) whenever * ∈ : 0.
We say that a function is * -essentially equal on to another function , and we write ~ , if * ∈ : 0.
It is readily seen that the relation is an equivalence relation on , Σ, . We shall denote by , Σ, the quotient space , Σ, /~. It goes without saying that when the * -equivalent functions taking values in a Banach space are identified, the restriction of the seminorm ‖•‖ , defines a norm on , Σ, , and gives the space , Σ, the structure of a Banach space.
In what follows, by integrable functions we shall always mean * -integrable functions, i.e. functions in the vector space , Σ, . For every 1
, we shall call -spaces and we denote by , Σ, the vector space of all (not necessarily measurable) functions such that the scalar function ⟼ ‖ ‖ is in , Σ . Such a space will be endowed with the norm defined by
It is easily checked that the Minkowski's inequality and the Hölder's inequality hold for the -spaces. The classical proof of the fact that the space of Lebesgue -integrable functions , can be paralleled to show that , Σ, is complete with respect to the seminorm ‖•‖
The classical Riemann approach to integral lacks the all important convergence properties of the Lebesgue integral. However, it is shown in Robdera [7] that the Lebesgue convergence theorems, namely the Fatou's Lemma, the monotone and the dominated convergence theorems all have their counterparts in the space of extended integrable functions , Σ, .
III. CONDITIONAL EXPECTATION, STOCHASTIC PROCESS, MARTINGALES
In this section, we extend some of the basic notions in the general theory of stochastic processes.
Again, will denote a normed vector space. We have seen in Proposition 3 that if Σ ⊂ Σ , are two -algebras of elements in 2 , then for every ∈ 2 , and if ∈ , Σ , then
Conversely, assume that ∈ , Σ , . Then the map is an additive set function. According to the extended version of the Lebesgue-Nikodým Theorem proved in Robdera [10] , there exists a * -almost unique function ∈ , Σ , such that
Such a function is called the conditional expectation of given Σ and is denoted by |Σ . Remark. Note that as opposed to the classical definition of conditional expectation, here the measurability of the function |Σ is not required. However, it is easily checked that the basic properties of the classical conditional expectation are preserved, namely:-If ∈ , Σ , , then |Σ ~ . If Σ ⊂ Σ ⊂ Σ are -algebras, ∈ , Σ, , then
If Σ ⊂ Σ are -algebras, , ∈ , Σ , and , scalars, then
We define a stochastic process as an ordered family of integrable functions: Definition 4. Let be a normed space. A -valued stochastic process is any function : ⟶ Ω, Σ, where is an ordered set.
Again in this definition, no notion of measurability is required. However, we shall say that the stochastic process is Σ-measurable if for every ∈ , the function ⟼ is Σ-measurable.
A stochastic process is said to be discrete if is the set of all natural numbers, and continuous if is uncountable. The usual and typical examples are given by , 0, ∞ , and , ⊂ . A stochastic process Θ: ⟶ Ω, Σ, is said to be a nil-process over a subset of if for each ∈ , Θ ~0 in Ω, Σ, . A stochastic process : ⟶ Ω, Σ, is said to be -integrable over a subset of if for each ∈ , ∈ Ω, Σ, . It is worth mentioning that most of the processes in the classical scalar case are 2-integrable. For example, the Brownian process is 2-integrable.
An important class of stochastic processes is given by the so-called martingales. First recall that a filtration is a family Σ : ∈ of -algebras in Σ satisfying ⊂ whenever . A stochastic process is said to be adapted to a filtration Σ : ∈ if for each ∈ , ∈ Ω, Σ , . We extend the definition of a martingale as follows. Definition 5. A martingale is a stochastic process : ⟶ Ω, Σ, adapted to some filtration Σ : ∈ that satisfies for all .
|Σ (18)
Here again, as opposed to the classical case, neither the absolute integrability nor the measurability of the functions involved is required.
IV. STOCHASTIC INTEGRATION
In what follows, the projective tensor product of two normed spaces and shall be denoted by ⨂ . For details on tensor products of normed spaces, the reader is referred to Ryan [11] . We fix a measure space Ω, Σ, , and a well-ordered index set .
Given in , the set of all ∈ such that will be denoted by , and will be called interval. Definition 6. Let and be normed vector spaces. Let : ⟶ Ω, Σ, and : ⟶ Ω, Σ, be two stochastic processes. Given a partition of the interval , , we define the stochastic Riemann sum of with respect to at to be the tensor.
It is easily verified that ∈ Ω, Σ, ⨂ for every partition of , .
Remark 7. For the particular case where is a multiplicative normed space, that is to say, -to every pair , ∈ , one can associate a vector ∈ in such a way that ‖ ‖ ‖ ‖‖ ‖ -, we simply use the tensor product defined by , ⟶ ⊗ . The stochastic Riemann sum of with respect to is then given by
which is obviously an element of Ω, Σ, ⨂ . Such is the case, for example when , or more generally, when has the structure of a Banach algebra. We shall denote by , the set of all partitions of directed by the usual partition refinement . It follows that , the map is a net. We let ≔ lim ≻ whether or not such a limit exists.
: π a, b ⟶ Ω, Σ, ⨂ ⟼ (21)
We are now ready to give our definition of stochastic integral.
Definition 8. Let Vand Wbe normed spaces. Let : ⟶ Ω, Σ, and : ⟶ Ω, Σ, be two stochastic processes. We say that is stochastically integrable with respect to over the interval , if the limit represents an element in Ω, Σ, ⨂
The limit is then called the stochastic integral of with respect to over , . In other words, the process is stochastically integrable with respect to the process over the interval , , if there exists an element in Ω, Σ, ⨂ such that for every 0, there exists ∈ , such that if ≻ in , , then , ⨂
It follows immediately from the linearity of the net-limit that the stochastic integration is a linear operator; that is to say, if both the processes , : ⟶ Ω, Σ, are both integrable over , ∈ , with respect to the same process : ⟶ Ω, Σ, and if and are any pair of scalars, then . (23) It also follows from the stochastic Riemann sum that if 1 , where 1 , is the indicator function of , , and a constant vector in , then
We notice that if : ⟶ Ω, Σ, is stochastically integrable over an interval , ⊂ with respect to : ⟶ Ω, Σ, then it is stochastically integrable over any subinterval [c,d] subset , .
If : ⟶ Ω, Σ, is stochastically integrable with respect to : ⟶ Ω, Σ, over , then defines another stochastic process that we shall call the indefinite stochastic integral of with respect to over the interval , .
: a, b ⟶ Ω, Σ, ⨂ ⟼ (25)
As in the classical theory, the case of martingales presents a particular feature.
Theorem 9. The indefinite stochastic integral of a martingale with respect to a martingale adapted to the same filtration is a martingale adapted to the same filtration.
Proof. Let ⟼ be the indefinite integral of a martingale : ⟶ Ω, Σ, with respect to a given martingale : ⟶ Ω, Σ, adapted to the same filtration as . We notice that for ,
We note that whenever ≻ in , , then ∈ Ω, Σ , and thus |Σ .
It follows that and hence
Since 0 is arbitrary, |Σ 0. It follows from (26) that |Σ 0 or equivalently |Σ =Z(s). This completes the proof.
V. A CONVERGENCE THEOREM
In this section, we assume that the normed vector spaces and are both Banach spaces (real or complex). We say that a process : ⟶ Ω, Σ, is of bounded variation if is finite, where the supremum is taken over all partitions
We denote by , , Ω, Σ, the space of all processes : ⟶ Ω, Σ, stochastically integrable with respect to the same process over an interval , . It follows immediately from the properties of limit that the space , , Ω, Σ, has the structure of a vector space. We define
It is easily checked that the map ⟼ ‖ ‖ defines a seminorm on , , Ω, Σ, . Our next result is a convergence theorem. Theorem 10. Let and be two Banach spaces. Let : ⟶ Ω, Σ, be a process of bounded variation. Let ⟼ be a sequence of elements of the linear space , , Ω, Σ,
. Assume that for every ∈ , , the sequence ⟼ is Cauchy in Ω, Σ, ;
The sequence ⟼ is Cauchy in , , Ω, Σ, . Then the sequence ⟼ converges in , , Ω, Σ, .
Proof. Since is a Banach space, the space Ω, Σ, is complete. We then can define a process by
We are going to show that the sequence ⟼ converges to the process ∈ , , Ω, Σ, ).
We first claim that the sequence ⟼ is Cauchy
in Ω, Σ, ⨂ . Fix 0 . By the Cauchy condition on the sequence ⟼ , there exists such that for , , we have ‖ ‖ .
Since for every ∈ , , both the processes and belong to , , Ω, Σ, , there exist two partitions and in , , such that whenever ≻ , We can then define the process
On the other hand, by our hypothesis there exists such that for natural numbers , satisfying , , 
Since lim → , there exists such that for . It follows that for , Since 0 is arbitrary, this shows that . It follows that ∈ , , Ω, Σ, ⨂ .
By (39), for , and for every ∈ , ,
. (42)
Letting → ∞ in the above inequality, we obtain
It follows that for ,
Since 0 is arbitrary, this completes the proof.
VI. CONCLUSION
The lack of a satisfactory general and unified integration theory is still evident in mathematics, leaving many important goals in research only at best partially fulfilled. The extensions of both the vector integration theory and the stochastic integration theory in normed vector spaces given in this note go far beyond the classical treatment of the corresponding scalar cases. We have no doubt that our approach will open up new fields for researchers in functional analysis, in probability theory, in stochastic processes, and in broader areas of research. 
