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Cloud Computing technologies have recently gained momentum and moved from a hyped trend to
a mature set of technological innovations providing an infrastructure for the Software-as-a-Service
(SaaS) paradigm. However, a number of questions about Cloud-deployed applications inter -
operability and cross-integration, stemming from multiple areas of Computer Science domains,
have also been raised from a Platform-as-a-Service angle.  In this paper, we present CARL, a novel,
cutting-edge, interoperative and integration-oriented language based on Semantic Technologies.
We provide a formal model and semantics to enable Complex Application management and
integration in PaaS environments, together with a thorough demonstration of the breakthroughs
being provided by CARL.
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1. INTRODUCTION
The Internet of services is turning the Web into a new platform for business services and transactions
based on information exchange. In recent years there has been an increasing trend for large
organizations to present their Business Processes through the Web for the large-scale development
of software, as well as to share their services within and outside the organization. However, new
         
1
paradigms for software and services engineering such as Cloud Computing and SaaS and PaaS
models are promising to create new levels of efficiency through large-scale sharing of functionality
and computing resources. Cloud Computing can be defined as an IT infrastructure provisioning
model in which applications and services from many organizations are hosted in a single large-scale
facility. Tightly related to Cloud Computing are SaaS and PaaS models. SaaS is a software
distribution model in which, besides providing software, the supplier offers additional services such
as maintenance and support. The advantage of SaaS is that the software is distributed and hosted on
the Internet, so eliminating the requirement for the users to install the software in their own
computing infrastructure, or any related data either. PaaS is one of the three provision service
models that can be defined as the set of platforms composed of one or more application servers and
databases that offer the possibility of executing applications. The work presented focuses on the
inte gration of applications at PaaS level, there will be special emphasis on the concepts related to it.
Cloud Computing and these models open the doors for large economies-of-scale, but they face
a number of challenges. Foremost among these are: (i) the lack of proven models for determining
under what conditions it is cost-effective for IT user organizations to migrate towards these models,
taking into account legal, business and technical factors; (ii) the lack of proven methods (e.g.
architectural guidance) for facilitating this migration; and (iii) the lack of integration methods at
different levels which make the process of developing and delivering software able to communicate
with other parts of the cloud platform harder, so losing one of its most powerful features.  This last
challenge is far and away the hardest of all and will receive special attention in this paper.
Fundamentally, the main reason is that since Cloud Technologies emerged, transforming the ways
we do business and, consequently, redesigning the world, they have faced the same problems as
previous waves of technology Web Services or Application-based Enterprise Application
Integration (García-Sánchez et al, 2009). One of those problems is the lack of integration and
interoperability among different applications and their enabled cross-communication.
In addition, specific challenges include how to represent SaaS and Cloud Computing capabilities
and requirements, and how to enable brokers to match between such capabilities and requirements. 
This work seeks to bring these technologies closer together and solve the problem of integration
at application level with the challenges mentioned. It presents an original approach based on
semantic technologies and languages the design of a semantic declarative language able to capture
the content of the applications uploaded to a cloud platform and also able to understand the data
requirements for establishing a nexus between applications which allows the communication
between them, so making the most of the characteristics provided by the paradigm. Summarizing,
our work addresses one of the hardest problems on the Web the integration of heterogeneous
applications that the Semantic Web has been confronting since its very beginnings Semantic
technologies deal with adding machine-understandable and machine-processable metadata to Web
resources through its key-enabling technology: ontologies. Ontologies are a formal, explicit and
shared specification of a conceptualization. Ontologies acquire high importance in this work as the
tool that will allow us to represent the knowledge in the domain and be able to recognize the
necessary aspects to establish communication between applications in the cloud environment. A
design of the ontology used is provided in the “Conceptual model” section in order to show the
information needed to achieve the goals. 
The aim of CARL is to gather these emerging concepts (SaaS, Semantic Technologies, Business
Process Modeling, Cloud Computing and interoperability) to foster dramatic evolution of new
platforms oriented towards application interoperability and cost reduction which can impact
significantly on industry. Thus, CARL can be defined as a complex application interoperability
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language based on semantic technologies for Platform-as-a-Service integration and Cloud
Computing.
The remainder of the paper is organized as follows. Section 2 outlines the relevant literature in
the area including Cloud Computing, declarative languages and Semantic Web. Section 3 describes
the conceptual model and requirements. Section 4 presents the architecture of CARL. Section 5
describes the testing performed in order to ascertain the suitability of the systems and Section 6
concludes the paper.
2. BACKGROUND
Giving the ambitious aims of this system, it is necessary to establish different points of view when
talking about the related work behind it. Three main concepts and paradigms are involved in this
project, namely, Cloud Computing (SaaS and PaaS), declarative languages and Semantic Web. By
combining the state-of-the-art of all of them, and finding a new breakthrough in terms of the current
state-of-the-art, which is the goal of our project, it is possible to build the language and system we
are focusing on, with an orientation towards interoperability, cost reduction and automation, which
can impact significantly on industry. A brief review of these technologies is now provided.
2.1 Cloud Computing: SaaS & PaaS 
To fully understand the concepts related to Cloud Computing, it is necessary to clarify what Cloud
Computing is. The concept of “cloud” is used as a metaphor of the Internet, as an abstraction of the
complex infrastructure that it represents as appears in Armbrust et al (2009). For this reason, as
mentioned in Hayes (2008), we can assert that Cloud Computing is the paradigm or the information
technology model which offers computational services throughout the Internet. 
Cloud Computing is often defined as a new technology but it is not. It is more appropriate to
state that is a new approach that combines known technologies (Buyya et al, 2008a) like operative
systems, databases, servers, networks, multitenancy, middleware, virtualization, management tools,
etc. There exists a common misunderstanding between Cloud Computing and autonomous
computation, grid computing or utility computing. Actually, Cloud Computing usually depends on
grids for its implementation. It has some autonomy (it reacts when the demand increases and
readjusts the resources automatically) and it is charge on demand. Otherwise, Cloud Computing has
a higher scope as pointed out in Foster et al (2009). The essence of Cloud Computing is not focused
so much in the tools that it uses (software, platforms, technologies...), but in the way it uses, groups
and makes up by unifying some of the most important principles for creating a proper dynamics, as
shown in Buyya et al (2008b). 
Nowadays some systems have merged, using these approaches and presenting different points
of view or focusing on different aspects of this paradigm. In this context we can find a study (Buyya
et al, 2009) where an extensible simulation toolkit that enables modeling and simulation of Cloud
Computing environments is presented or (Lenk et al, 2009) where an integrated Cloud Computing
architecture is proposed.
Within Cloud Computing paradigm, three provision service models can be distinguished
(Vaquero et al, 2009): Infrastructure-as-a-Service (IaaS), Platform-as-a-service (PaaS) and SaaS
depending on the levels of services provided. It is important to underline that any one of these models
can exist in an isolated environment, so it is imperative to understand the close relation between them
(Keller and Rexford, 2010). IaaS is the base of all the services in the cloud and is focused oat network
architects level; PaaS is articulated on top of IaaS establishing it in an application developer level and
finally SaaS is also articulated on IaaS and it appears as the front-end for final users.
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Software-as-a-Service (SaaS) (Campell-Kelly, 2009) is a term that refers to a software
distribution model where the supplier of the service provides, besides the software itself, other
services like maintenance, help and support. The main advantage is that the required software is
distributed and placed on the Internet. Thanks to this, the user does not need to install this software
and other aspects like security, quality of service and performance are completely managed by the
service provider. In other words, the client has his system hosted in the IT company (Knorr and
Gruman, 2009). Due to this, in functional areas like human capital management, SaaS continues to
grow at two to three times the pace of on-premises (Galinec, 2010). This change in the conception
of software distribution brings great advantages like high scalability, drastic decrease in costs and a
higher efficiency in terms of performance and availability for the corporative information systems
in any segment of the market (Armbrust et al, 2009). A further interesting aspect is that the use of
the application is carried out in centralized servers, instead of being hosted by clients’ locations,
who can access the services over the Web. 
Furthermore, in relation to data storage, it should be mentioned that user data are stored on an
external server, thereby ensuring that the client does not require large storage capacities when
working with large quantities of information, such as metadata (Aymerich et al, 2008). This also
guarantees that the software user always has secured copies of his data, entrusting the supplier
company with responsibility for data storage, without having to be concerned about the data. The
distribution model is based on the premise that the supplier company offers the maintenance and
support service. This entails the assumption that all of the information, processing and business logic
is stored in the same location, a fact from which ICT companies greatly benefit, given that the lack
of such a concept (which is so often the case) frequently leads to the dispersion and lack of
integration and communication between distinct business processes. We are then in a model that joins
products and services to provide a complete solution for the user that optimizes costs and resources.
The most well-known case of a company working with this paradigm is Salesforce (2009),
which offers SaaS applications through its Cloud Computing platform and it has been a leader of
this movement from the very beginning, providing different services depending on client needs. An
interesting economic study of SaaS is presented in Vaquero et al (2009) where all the implications
of investments are clearly set out.
PaaS can be defined, as commented before, as the set of platforms composed of one or more
application servers and databases (the existence of a database in the platform is not necessary) that
offers the possibility of application execution. The provider will be responsible for the resources
scale and, when necessary, for maintaining an optimal performance of the platform, ensuring the
security of it, etc. 
There are not many works that centre their efforts at the PaaS level but it is interesting how
Lawton (2008) expresses the possibility of creating software based on this part of the Cloud
Computing paradigm due to the fact that, in terms of configuration and customization, PaaS level
allows designers to build the platform according to the features and needs that they consider in each
case. CARL benefits from most of its intrinsic features (Web based user interface creation tools,
Web services and databases integration, Support for development team collaboration, Integrated
environment to cover the application cycle from development to maintenance …) and establishes
the foundations of the applications of semantic interoperability enabled by PaaS.
2.2 Declarative Languages
A declarative language can be defined as a programming language based on Mathematics and
Logics of imperative languages near to human reasoning, due to its not pointing out how to perform
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a task, but what has to be done (Dekel et al, 2005). In this sense, declarative languages provide an
interesting approach in the development of a variety of paradigm systems as indicated in Hanus
(2007). 
Declarative languages have been used in several ambits and scopes due to their flexibility and
adaptability to different environments. The works already done in Cloud Computing systems are
limited but it is possible to find the work of Alvaro et al (2010), where a declarative programming
model for distributed environments like cloud is addressed. 
The most relevant works in this field can be found in approaches to the security of the Web
(Abadí and Thau Loo, 2007) or for structuring its information, as in Lakshmanan et al (2006) where
a simple logic system based on declarative languages is capable of retrieving information from
HTML documents in the Web. It is also possible to find some approaches for business. This is the
case of Pesic et al (2006) where a declarative approach is proposed to reach a fundamental paradigm
for a flexible dynamic process management, due to the property of these models for specifying what
should be done instead of how, so facilitating the work of the users who in most cases are not able
to complete these tasks. Nearer to CARL, Panetto et al (2004) tackle the problem of interoperability
in enterprise models by creating a modeling language that serves as an Interlingua for the
communication between the different entities that take part in the process.
2.3 Semantic Web
Semantic Technologies are a new way of supporting knowledge in a wide range of domains,
including recommender systems (García-Crespo et al, 2010), biomedical (García-Sánchez et al,
2008; Ruiz-Martínez et al, 2011), security (Blanco et al, 2011; García-Crespo et al, 2011),
innovation (Colomo-Palacios et al, 2010) or software engineering (García-Crespo et al, 2009), to
cite just a few of the most recent and relevant works. The knowledge representation technology used
in the Semantic Web is the ontology, which formalizes this meaning and facilitates the search for
contents and information (Jiang and Ah-Hweetana, 2009), as well as improving crawling (Zeng et
al, 2008) by providing a common framework which enables data integration, sharing and reuse
from multiple sources. A number of different ontology definitions can currently be found in the
literature. In this work we adopt the following: “ontology is a formal and explicit specification of a
shared conceptualization” (Studer et al, 1998). In this context formal refers to the need for machine-
understandable ontologies. This definition emphasizes the need for agreement in carrying out a
shared conceptualization. Besides, the ontology language selected in this work was OWL (Web
Ontology Language) (McGuinnes and Van Harmelen, 2004), which is the ontology language
recommended by the World Wide Web Consortium (W3C). 
There are many ontologies with different purposes that cover a concrete domain, for example
this is the case of BORO (Business Object Reference Ontology) (Partidge and Stefanova, 2001), an
ontology that is intended to be suitable as a basis for facilitating, among other things, the semantic
interoperability of an enterprise’s operational systems, or another example from a completely
different domain like security in the publication of Vorobiev and Bekmamedova (2010), where a
ontology-driven approach allows the enforcement of the security of information. More  within the
domain of Cloud Computing, we find in Youseff et al (2008) one of the first attempts to establish
an ontology of the cloud and to provide a better understanding of the technology so as to develop
more efficient portals and gateways for cloud environments. 
When dealing with the application of semantic technologies it is important to comment that the
spheres in which they are used are varied and range from a recent application of Semantic Web
techniques to access control in networks (Fitzgerald et al, 2009) to integration and analysis models
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for information systems (Sheth and Ramakrishnan, 2003) or even applications in e-business, as in
Singh et al (2005). Semantic web has also been used in the creation of models for interoperability
in the Web as presented in Melnik et al (2000), where a layered approach is used.
Focusing now on a Cloud Computing environment, there are few works that use semantic
technologies to exploit its features but in Ahlmann and Jaatun (2009) we find an interesting survey
on the potential of a semantic cloud if privacy challenges are solved. Other approaches have been
taken in García-Sánchez et al (2010), which are more in line with the objectives of this paper where
the semantic technologies assume a leading role in the achievement of the proposed goals,
combining their capacity with the advantages of SaaS and Cloud Computing and laying the
foundations for cloud platforms able to support all this potential and make it available to the user. 
3. CONCEPTUAL MODEL AND REQUIREMENTS
In this section, we provide first an introductory paragraph about the main source problems that
motivated this research. Then we will go into a deeper explanation of the conceptual model and
requirements developed in this work. A contextualized and well-referenced description of these
elements concludes this section. 
3.1 Source Problems
Most applications are aimed to interoperate and to be integrated into more complex systems where
their functionality could be appraised with a higher added-value.  Cloud Technologies, and
particularly, Platform-as-a-Service (PaaS) infrastructures, are a perfect example of such an
ecosystem.
Hence, the problems we are trying to deal with in this work stem from the lack of three major
aspects of interoperability:
• Lack of Data Interoperability: Applications need to share common understanding and common
grounds in terms of the input and output data they exchange.
• Lack of Process Interoperability: Applications should understand and share a common logic of
interweaving communication, not only at a communication protocol level, but also from a
“control flow” perspective. Notions like sequence, parallelism, conditional communication
should be rooted in similar groundings.
Once these two major interoperability issues have been dealt with in the next sections, a number
of challenges devised will also be outlined and analyzed.
3.2 Requirements
When introducing requirements of a particular software endeavor, two aspects must be considered.
First, it is important to know what is encompassed by those requirements and how current related
work and state-of-the-art technologies may fulfill them. Hence, we will first give the rationale for
the importance of these requirements by providing a background and context for them. Then, we
will explain why they are not fully addressed by the current state-of-the-art.
Our first requirement is a conceptual description of a Complex Application (CA), which will be
described below. A CA is considered one of the entities involved in the application platform and the
main entity of the Conceptual Model. A CA must be made explicit from a conceptual viewpoint and
it must also be reflected by the underlying syntax.
The second requirement is Potential Transactionality (PT). PT implies that a number of CAs
might hold a number of ACID transactions properties. Those ACID properties encompass Atomicity,
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Consistency, Isolation and Durability. The adjective “Potential” refers to the fact  that CA might hold
or profit from these properties but that is not a sine qua non condition to perform in the CARL
environment. However, there should be mechanisms in place to enable CAs to benefit from potential
“commit” or “roll-back” mechanisms.
A third requirement is Potential Security (PS). Security is a vital requirement when designing a
communication mechanism. Given the intrinsic nature of information exchange, privacy and
confidentiality must be guaranteed from non intended members of this exchange. Security is a broad
topic and covers a multitude of facets and social implications, but in our context, security is defined
through four main concepts: secrecy, authentication, non-repudiation and integrity control. Secrecy
is about keeping information out of the hands of unauthorized users. Authentication deals with
determining the identity of the participants before revealing sensitive information or entering into a
business negotiation. Non-repudiation tackles signatures, for instance, how to prove a customer
placed an electronic order in the specific terms of the contract, when he claims the opposite. Finally,
integrity control enables us to make sure that a received message is what was sent, and not a
modified message from a malicious adversary. These four issues can be summarized as the need to
ensure that the transmitted information is encrypted and secured and only Sender and Receiver
follow the conversation. Secrecy can be achieved by encrypting the information. In a communi -
cation network, encryption takes place at the highest level, from which the information can be
encrypted and then communicated. There are many encryption techniques based on different
cryptographic algorithms and combinations of them. Currently, two types of algorithms are used:
symmetric key and asymmetric key algorithms. Symmetric key algorithms use the same key for
encrypting and decrypting the information. They are fast but need to distribute the key and the key
could be stolen or revealed. Asymmetric algorithms use a public key, which is of public domain and
known by other users and a private key, known only to its owner. Messages are encrypted by the
public key of the sender and de-encrypted by the private key of the receiver. Currently, the most
common techniques used are Pretty Good Privacy (PGP) or Secure Socket Layer (SSL) (Rescorla,
2001). Claiming Potential Security (PS), similarly to Potential Transactionality (PT), implies that
most of the CAs included in the platform might or might not include security as a basic feature 
and constraint, but there must definitely be a means of implementing security if needed in the
CARL scope.
The fourth requirement is the Conceptual Compliance of CARL. We define Conceptual
Compliance as the actual compliance of the CARL approach with a particular conceptual model.
Conceptual Compliance is difficult to be gauged, but in Computer Science, it is vital to distribute a
particular vision throughout an ambitious research effort, like CARL, which will encompass a
software architecture and implementation.  A conceptual model is a set of concepts and relationships
which describes a specific domain. Conceptual modeling is a very active research area and has been
the subject of intensive research activity, especially by the Knowledge Representation research area
(Patil et al, 1992).
Our conceptual model consists of a set of concepts, relationships and instances. We will use a
UML graphical notation to represent it, but it will be accompanied by a textual description of the
concepts. This model is the conceptual grounding for the CARL underlying language that will be
rooted in Semantic Technologies, that is, by means of the CARL ontology. 
A problem often encountered when trying to define relationships between concepts is the lack
of clarity of the definition of a concept, which relationships a concept can present and how
individuals of these concepts can be categorized. A common example is the following. If “Plane” is
a concept, i.e., an abstraction which represents all planes, a “Boeing 747” may be an individual of
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this concept, i.e., the “Boeing 747”  that has left the airport or a concept encompassed by the
“Plane” concept, i.e., a subconcept, which represents all “Boeing 747” planes. 
For the sake of clarity, we make use of a well-known and widely meta-model to describe the
different levels of abstraction of our conceptual model. This meta-model is the Meta Object Facility
(MOF) (MOF, 2002), a specification to define abstract languages and frameworks for specifying,
constructing and managing technology-neutral meta-models. MOF defines a meta-data architecture
consisting of four layers as follows:
• Information layer: This comprises the data that we want to describe.
• Model layer: This comprises the meta-data that describes data in the information layer.
• Meta-model layer: This comprises the descriptions that define the structure and semantics of
the meta-data.
• Meta-meta-model layer: This comprises the description of the structure and semantics of the
meta-model layer data.
Hence, the CARL conceptual model has several classes and relationships. The MOF meta-meta-
model layer defines the corresponding meaning (semantics) of what we understand by concepts and
relationships as the MOF Class construct (and implicitly the sub-Class generalization as construct),
and the Relationships (e.g. Association, Aggregation), respectively (MOF, 2002). In the meta-meta-
model layer, we only have, then, Class, sub-Class and relation constructs.
Finally, the fifth and last requirement for CARL is to hold a Formal Foundation. In CARL, the
Formal Foundation is based on Formal Semantics, which provides meaning to computer programs.
This meaning enables reasoning about such programs, based on the mathematical properties of the
applied semantics. Reasoning is the process of drawing conclusions from facts. 
Three main styles of formal reasoning about computer systems, focused on giving semantics
(meaning) to programs are defined:
• Operational semantics: A computer program is modeled as an execution of an abstract machine.
A state of such a machine is defined as an evaluation of variables. Simple program instructions
represent transitions between states (McCarthy, 1963).
• Denotational semantics: Computer programs are just represented as a function between the
input and the output (Scott et al, 1971).
• Axiomatic semantics: Programs are proved to be correct using proof methods. Central notations
are program assertions, proof triples consisting of precondition, program statement, post-
conditions and invariants (Hoare, 1985).
For execution semantics, we follow the first approach, also called operational semantics.
Execution semantics describes how the program evolves and behaves, but it is more efficient when
described by a formal method. A formal method is used to describe mathematically and reason
about a computer system. There are two advantages of describing execution semantics formally. 
Firstly, we believe that one advantage of using a formal method to model the execution
semantics is that, if the specification is written in a logical language that could use inference, it is
feasible to derive consequences from the specification. Using this inference feature, properties of
the specification that were not explicitly stated can be proven. In this way, invisible behaviour and
properties of the system can be predicted and tested without, for instance, deadlocks or errors
needing to be implemented. 
Secondly, the verification of properties is another advantage. Two well-established approaches
for verification with formal methods are model checking and theorem proving. These formal
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methods are used to analyze a system for desired properties.
Model checking is a technique that relies on building a finite model of a system and checking
that a desired property holds in that model.  In other words, an exhaustive state space search check
is performed which is guaranteed to finish, given that the model is finite.  Given this restriction,
model checking must devise algorithms and data structures to handle large search spaces.  This
technique has been widely used in hardware and protocol verification and recently, the intention has
been to use it for analyzing specification of software systems.
Fundamentally, there are two general approaches to model checking, as discussed in Clarke et
al (1987). The first is temporal model checking. In this approach, specifications are expressed in
Temporal Logic and systems are modeled as finite state transition systems. The procedure used is
to check if a given finite state transition system is a model for the specification. The second
approach is called automaton model checking. It requires an automaton behaviour for the
specification. The system is, then, also modeled as an automaton, and both are confronted to
determine if the system behaviour conforms to the specification. 
In contrast to theorem proving, model checking is automated and fast, it checks partial
specifications, even if the system is just partially designed and produces counterexamples, i.e.,
situations in which the model does not comply with the specifications, and this can be used in
debugging. 
The main drawback of model checking is state explosion. State explosion happens when the
number of states of the behavioural representation of the limited grows exponentially and reaches
a number from which it is difficult to calculate or verify all the states. There a number of methods
to alleviate this problem, such as appropriate reduction or abstraction techniques (Clarke et al,
1987), which basically allow checking an almost unlimited number of states.
Theorem proving is used when system properties are specified in a certain mathematical logic.
This logic defines a set of axioms and a set of inference rules. Theorem proving is the process of
finding a proof of a property from the axioms of the system.  This technique is being increasingly
used in mechanical verification of safety-critical properties of software designs.
Theorem proving can deal with infinite states if it relies on techniques such as structural
induction to prove over infinite domains. 
Formal execution semantics is also used as a prescription during the implementation of a
system, where it is of the utmost importance that the specification is human-understandable.
Otherwise the situation could arise where the specification is perfect, several properties have been
checked and verified, but since the developer does not understand the specification correctly, the
implementation does not follow the specification and the system does not behave correctly. 
Our requirement is to use formal execution semantics in the design of our language. The reasons
are twofold: to automatically check the system properties and to help developers understand the
specification.
3.3 Conceptual Model
The conceptual model represents the different components that take part in an information system.
In this case, the conceptual model refers to the ontology designed to capture the necessary context
knowledge for performing the previously defined tasks and requirements.
Figure 1 shows the different classes created in CARL Ontology that allows modeling the
interoperability between different applications.
A brief description of each class in the ontology is provided:
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• DataType (DT). This class models the different types of data that can go through the system.
These data types will be inputs and outputs of the applications, and allow the ontology to know
the requirements of these applications in order to be able to establish the communication
between them. 
• Simple/Complex. These classes represent the kind of data that are allowed by the applications
depending on whether it is simple or complex as normal conventions.
• Complex Application (CA). This is the class that manages the CA that can be interconnected
through the language. As can be seen in the figure, this class has a relationship with DT which
establishes that a CA works with certain types of data. The most interesting aspect of this
relationship is the existence of preconditions and post-conditions within the data types of the
complex application. These pre- and post-conditions are axioms of CARL Ontology, which
means that it is possible to make logical operations with them and use the power of the ontology
to improve the quality of the process and ensure the feature of the whole system. This point
clarifies the use of an ontology instead of other language representations for the following
reasons. First and foremost, more syntax-based notations, such as BNF or XML, would prevent
the use of logical operations and hence fail the requirements stipulated in the previous sections.
Second, ontologies can by their own nature easily absorb the conceptual specifications raised in
the Conceptual Model section of this work. They also provide an easy integration with inference
engines and other knowledge-based mechanisms that will bolster CARL to meet the Data and
Process interoperability expectations outlined in the Source Problems section. Finally,
ontologies are also a significant underlying concept of the software architecture, by providing
solid foundations as a Data input and output mechanism for the different software components. 
• Complex App Atomic (CAA). With this class a single application is represented that is
susceptible to being interconnected with another. As it is easy to see, it is directly related with
CA in order to manage the interoperability process.
• Composed Application (CAPP). This class represents a set of applications that are already con -
nected and all its associated properties. As expressed in the figure, it is composed of several CAA.
• Potential Transactionality (PT)/Potential Security (PS). These classes show possible features
that can be enabled by the CA. As PT and PS are requirements established for the language, it
is necessary to represent them as classes with their own properties that can vary from one
Figure 1: CARL Ontology/Conceptual Model
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application to another. In each case, these properties will have different values that will be
managed by the CA in order to complete the process of interoperation. 
With the design of this ontology, all the requirements are fulfilled and the main goals of the
language can be reached. The next section will explain the architecture followed by CARL in order
to implement this platform.
4. ARCHITECTURE
In this section, we present the CARL architecture, a three-layer software architecture, which
partitions the functionality of the system into Graphical User Interface (GUI), Business Logic and
Persistence and Storage Systems level. Each level has a different functionality to tackle with the
various challenges CARL faces when enabling Complex Applications Interoperability through
Semantic Technologies. The final architectural approach is a tailor-made value-adding tech -
nological solution which addresses the aforementioned challenges and provides a basis for the
implementation that will be shown in the next section. The CARL architecture comprises a number
of components, depicted in the following figure. 
We will now detail the different components without focusing on the software layer where they
belong. This is not necessary since the three functionalities are well defined and have a commonly
shared and used pattern:
Figure 2: CARL Architecture
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• Complex Application Editor and Mapper: This component interacts with a particular expert user
by providing a set of graphical elements to annotate the resources by means of semantic
annotations based on the CARL ontology schema. This would include input and output, simple
or complex data types. 
• Complex Application Access Web Interface-based: This component offers an interaction with
the Complex Application that the Platform-as-a-Service (PaaS) will always provide for starters. 
• This module also provides retrieval-related capabilities by providing a query system for finding
Complex Applications, grounded in the CARL reasoner. 
• Interoperability interface. This component is in charge of the management of the communication
between the applications which allow the interoperability process to be completed.
• CARL Reasoner: This component derives facts from a knowledge base, reasoning about the
information with the ultimate purpose of formulating new conclusions. It is based on a particular
implementation of an OWL Description Logics based Reasoning Engines - the Renamed A-Box
and Concept Expression Reasoner (RACER). It uses subsumption to find sets and subsets of
annotations based on logical constraints. 
• PaaS Application Engine: The PaaS Application Engine is the core of the operational semantics
of the PaaS. It allows the execution of applications and its particular implementation is based on
existing approaches for SaaS services.
• CARL Ontology: This software component implies a semantic data store system that enables
ontology persistence, querying performed by the Business Logic layer components and offers a
higher abstraction layer to enable fast storage and retrieval of large amounts of OWL DL
ontologies together with their RDF syntax while keeping a small footprint and a lightweight
architecture approach. 
• Data-intensive Storage: This software component adds networked online storage where data is
stored on the Infrastructure as a Service (IaaS) provided by the underlying Cloud Computing
infrastructure.
The CARL language, which is represented by an ontology for the reasons outlined, is parsed and
exchanged by the different software components, resulting in the common underlying format for
input and output operations between the different building blocks. All these components form the
foundations of the system and allow communication between applications by means of CARL
language. In the following section a set of test results that prove the performance of the whole
system will be shown.
5. TESTING
In order to find out if CARL provides desirable outputs, a testing process of the prototype was
conducted. The whole testing was carried out in a single multi-core machine whose hardware
configuration is AMD Phenom X6@3.2 GHz with 8GB RAM DDR3-1333. This machine is located
in our laboratory and it is used as a server and as a testing platform for different research lines.
The testing consisted of a set of executions of fifteen of the basic operations supported by
CARL. Each operation was executed a hundred times and the results of the operations were encoded
using the statistical analysis tool GNU R. Testing data was designed in order to provide proper test
cases, including main errors that could appear in CARL execution environments. Table 1 shows
main statistics from executions.
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As can be seen, Table 1 is divided in two different blocks which represent those executions with
and without errors. In this way it is easy to check whether a result is suitable for the achievements
of the goals in the test phase or not. For a better understanding of the information captured in the
table, a brief definition of each field is provided. The first column shows the name of the fifteen
operations taken for the test phase. The “%” columns illustrate the percentage of executions that
belong to the group of successful or unsuccessful executions. “Exect Time” is the abbreviation of
“Execution Time” and depicts the average time taken to perform the operation in question. The “%
Rec.” column shows the percentage of the unsuccessful group where a recovery process has been
made after an error occurred. Finally, “R Time” is the average time taken in the recovery process. 
Looking at Table 1, we can entail that the test performed reaches interesting values in terms of
efficiency and time. The chosen operations show their behaviour and the differences of complexity
among them by showing different execution times. It is also important to note that recovery times
are very different depending on the operation performed, a fact that gives a new dimension of the
operation’s complexity and which, in addition, shows how some operations are able to recover the
system when an error occurs and others not. 
In order to depict the distribution of errors in greater depth, Figure 3 shows error distribution
among operations in terms of error appearance.
Results show that the higher amounts of errors appear in Operate, followed by Convert and all
transaction related operations. A deeper view of the implications of errors shows that in 18 of 91
cases, almost 20%, CARL recovers from these errors and resumes operations in a proper way.
Figure 4 shows the distribution of these errors.
Successful Executions Unsuccessful Executions
% Exec Time % % Rec. Exec Time R Time
Open Channel 98 44 2 50% 88.5 74
Accept Open 98 63 2 50% 120.0 81
Operate 80 159 20 5% 294.0 253
Operate Result 98 663 2 50% 1020.5 571
Check 98 41 2 50% 80.5 68
Check Result 98 99 2 50% 156.0 103
Convert 87 302 13 40% 546.6 237
Close Request 98 39 2 50% 71 74
Close Result 98 58 2 50% 111 72
Ping 98 125 2 0% 158
Ping Result 98 102 2 0% 147.5
Begin Trans 90 204 10 29% 321.85 78
Rollback Trans 90 762 10 29% 1100.71 679
Commit Trans 90 432 10 29% 877.57 355.5
End Trans 90 321 10 29% 472.71 169.5
Table 1: Statistics extracted from the tests performed
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Most error recoveries come from bad data types that CARL is able to correct in an intelligent
way. Regarding performance, error recovery implies a loss of throughput, but not necessarily a
dramatic loss of performance. Figure 5 depicts global execution times and recovery times for errors
present in Figure 4.
Figure 3: Error distribution among operations and errors
Figure 4: Recovery figures per error
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Figure 5 shows that recovery times are more than acceptable, being around 40% of the total
execution time in all cases (Connection error: 40.2%; Timeout exceeded: 39.1%; Type compatibility
error: 41.1%). However these figures must be compared with correct executions of the operations
recovered to contribute useful results. Figure 6 shows compared results of recovered executions and
correct executions.
Figure 5: Execution and Recovery time in errors
Figure 6: Average execution time of correct operations compared with recovery and execution time 
of recovered operations with error
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On average, correct execution time represents 61.3% of the total error recovery execution time
and error recovery time represents 50.5% of this total error recovery execution time. This implies
that, on average, adding the correct execution time to error recovery time gives a figure that is over
the total error recovery execution time. This means that there are improvements in the total recovery
time that have their roots in time savings.
Regarding errors, the last test to be performed is the distribution of execution times with respect
to operations. ANOVA analysis was used to analyze whether there were differences between
operations, since the means comparison comprised more than two groups. Results indicated that
groups presented statistically significant differences (F(90)=31.393, p<.05). The result of this test
means that different operations denote different error handling times. It is also important to know if
such differences appear in error recovery times with respect to operation type. The results show that
these differences appear in this case (F(18)=25.429, p<.05).
6. CONCLUSIONS AND FUTURE WORK
The research challenges of application interoperability and integration have been around for the last
forty years of Computer Science research. Cloud-based Platform-as-a-Service domains offer a
unique environment where a number of properties and constraints for interoperability can be set up
front. Due to the very exclusive nature of these domains, a particular number of requirements such
as transactionality and security in the applications should be respected, together with a formal
representation of most of the features the applications could develop.
In this work, we have presented CARL, an interoperative and integration-oriented strategy to
enable Complex Application, a concept which encompasses applications being deployed, managed
and used in a PaaS environment in order to benefit from a very specific set of rules to enact cross-
domain integration and tackling several challenges that could not occur in open spaces like the
World Wide Web.
The future work challenges are tremendously open and varied. In the short term, on the one
hand, we will focus on how applications behave and interact among themselves. On the other hand,
we will research the benefits of adding new approaches of Semantic Technologies to CARL, such
as Linked Data or Open Linked Data. 
In the long term, our goals are much more ambitious. Since CARL will be evolving from a
dynamic requirement real-world base scenario perspective, this canonical work will be the
fundamental seed of upcoming evolutions of the language in our goal to answer and address part of
those questions in a set of environments which can yield very different results from previous
attempts in Enterprise Application Integration and B2B Integration.
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