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Abstract. We continue the investigation of CW homotopy type of spaces
of continuous functions between two CW complexes begun by J. Milnor in
1959 and P. Kahn in 1984. Viewing function spaces as particular cases of
inverse limits we also study certain inverse systems of fibrations between CW
homotopy type spaces.
If the limit space Z∞ of an inverse sequence {Zi} of fibrations between
CW type spaces has CW type then a subsequence of {ΩZi} splits into the
product of a sequence of homotopy equivalences and one of nullhomotopic
maps.
If for some N > 0, all spaces Zi have pik(Zi) = 0 for k > N , then the
question of CW type of Z∞ depends solely on the induced functions pik(Zj)→
pik(Zi). This applies to Zi = Y
Li where pik(Y ) = 0 for k > N and {Li} is
an ascending sequence of finite complexes. Here Z∞ = Y ∪Li , the space of
continuous functions (∪Li)→ Y with the compact open topology.
In general, if the path component of g ∈ Y X has CW type then Ω(Y X , g)→
Ω(Y L, g|L) is a homotopy equivalence for a countable subcomplex L of X. A
suitable converse holds as well.
Function spaces of CW type lack phantom phenomena in a strong sense.
This provides interesting examples. One is a space of pointed maps that is
weakly contractible but not contractible. Next, for X the localization of a
finite complex at a set of primes P , the question of CW type of Y X is related,
and sometimes equivalent, to that of eventual geometric H-space exponents of
Y .
If Y is a P -local and X a simply connected complex then localization
X → X(P ) induces a genuine homotopy equivalence Y
X(P) → Y X regardless
of whether Y X has CW type or not.
For Y = K(G,n) we give necessary and sufficient conditions for Y X to
have CW type in terms of homology of X. If ⊕npin(Y ) is finitely generated
and X is 1-connected then we give necessary and ‘almost’ sufficient conditions.
Some properties of CW complexes X are equivalent to Y X having CW
homotopy type for a certain family of complexes Y . For example, X is finitely
dominated if and only if pi1(X) is finitely presented and Y X has CW type for
all complexes Y .
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Introduction
For topological spaces X and Y we denote by Y X the space of continuous
functions X → Y with the compact open topology.
One of the first results on CW homotopy type of function spaces is a result of
Kuratowski [30], saying that if Y is an absolute neighbourhood retract for the class
of metric spaces and K is a compact metric space, then Y K is also an absolute
neighbourhood retract for the class of metric spaces. (Later it was shown that
Y has the homotopy type of a countable CW complex if and only if it has the
homotopy type of an absolute neighbourhood retract for the class of metric spaces;
see Milnor [43] for details.)
In his fundamental study of spaces having the homotopy type of a CW complex,
Milnor [43] strengthened Kuratowski’s result to show that Y X has CW homotopy
type of a CW complex if Y has and X is a compact Hausdorff space. Some effort
has already been made to extend Milnor’s theorem. P.J.Kahn [29] proved that Y X
has the homotopy type of a CW complex when Y has the homotopy type of a CW
complex with πk(Y ) trivial for k > n + 1 and X has the homotopy type of a CW
complex with finite n-skeleton.
We are interested in both sufficient and necessary conditions on CW complexes
X and Y for the function space Y X to have CW homotopy type. The restriction
that X be a CW complex (or have homotopy type of one) is motivated by Kahn’s
result and is natural for homotopy theory.
Previous work of the author [56] on this problem shows that the conditions
of Kahn are not necessary and gives other examples of function spaces of CW
homotopy type.
To develop sufficient conditions for the space Y X to have CW homotopy type,
we view Y X as the limit of inverse system
{
Y L |L ∈ L
}
where L is a suitable set of
subcomplexes of X , and the bond for L 6 L′ is the restriction fibration Y L
′
→ Y L.
Notably, choosing L to be the set K of finite subcomplexes of X , the associated
inverse system is one of spaces of CW homotopy type, by Milnor’s theorem.
This inverse system approach makes it natural to consider the problem in a
slightly more general setting. Namely, if Z is the limit space of an inverse system
{Zλ |λ} of fibrations between CW homotopy type spaces, when has Z the homotopy
type of a CW complex?
Milnor has shown that CW homotopy type is intimately related to local con-
tractibility notions. One of them is equilocal convexity. Milnor introduced it in
[43] to show that if a space is paracompact and equilocally convex, then it has the
homotopy type of a CW complex. He used this to prove his fundamental result
concerning CW homotopy type of function spaces.
iv
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To investigate necessary conditions for a topological space to have the homo-
topy type of a CW complex it is natural to consider a much weaker form of local
contractibility, namely semilocal contractibility, since it is homotopy invariant.
The lack of semilocal contractibility has been used a few times to demonstrate
that spaces do not have the homotopy type of a CW complex; see for example
Skljarenko [55] as well as Dydak and Geoghegan [12]. In presence of additional
properties, semilocal contractibility can be a necessary and sufficient condition for
a space to have CW homotopy type, see Allaud [1] and Scho¨n [53].
In tune with the cited existing results on CW homotopy type of function spaces,
we pursue the intuition that CW complex X must be ‘small’ with respect to CW
complex Y for the space Y X to have CW type. This intuition is justified in various
ways in this paper.
Acknowledgement. This work was begun at the University of Ljubljana and
completed at the Centre de Recerca Matema`tica of Barcelona while on a one-year
leave. The author wishes to express sincere appreciation to both institutions for
making this possible.
Overview of results
In Chapter 1 we treat CW homotopy type of certain inverse systems of fibra-
tions. Let X be a CW complex. The set X of all subcomplexes of X is a complete
lattice, and the subset K of finite subcomplexes is a sublattice with the property
that every L ∈ X can be expressed as the supremum of a subset of K.
In §1.1 and §1.3 we study CW homotopy type of limits of inverse systems
indexed over a complete lattice that admits an appropriate sublattice over which
the system is one of CW homotopy type spaces. We give necessary conditions for
CW type which serve as our main obstruction throughout the paper, and some
sufficient conditions. The developed results are mostly results of technical nature
to be applied to function spaces in subsequent sections.
However, the results obtained for sequences in §1.2 are important independently
of applications to function spaces. Consider an inverse sequence · · · → W3 →
W2 → W1 of fibrations between spaces of CW homotopy type. We show the
following. If the limit space W∞ also has CW homotopy type, then a subsequence
of the sequence of loop spaces {ΩWi} splits into the product of a sequence of
nullhomotopic fibrations and a sequence of homotopy equivalences. Conversely, if
{Pi} is an inverse sequence of fibrations that are nullhomotopic, and {Qi} is an
inverse sequence of fibrations that are homotopy equivalences, then the limit space
of the sequence {Pi ×Qi} is homotopy equivalent to Q1 (and has CW homotopy
type if Q1 has).
Thus the limit space of an inverse sequence of fibrations between spaces of CW
type has itself CW type if and - up to a looping - only if it is trivial in a certain
sense; see Theorem 1.2.6 below. In particular, this settles a gap in Theorem B of
Dydak and Geoghegan [12].
In §1.4 we introduce the notion of ‘phantom path components’ of the limit
space Z of an inverse system of fibrations {Zλ |λ} between spaces of CW type. In
the particular case when Z = Y X is the limit of
{
Y L |L finite 6 X
}
this notion
coincides with path components of phantom maps X → Y with respect to the class
of finite subcomplexes of X .
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We show that if Z has CW type then the systems of groups {πk(Zλ) |λ} satisfy
the Mittag-Leffler condition ‘uniformly with respect to k’ (see Theorem 1.4.4). In
particular, Z has no ‘phantom components’.
In §1.5 we consider sequences of fibrations · · · → Y3 → Y2 → Y1 of spaces of
CW type with πk(Yi) = 0 for k > N independently of i. We show that, roughly,
(see Theorem 1.5.1) the limit space Y∞ has CW homotopy type if and only if for
each k > 1 the sequence {πk(Yi) | i} satisfies the Mittag-Leffler condition and the
canonical morphisms limj πk(Yj)→ πk(Yi) are injective for all but finitely many i,
and all k > 0.
In Chapter 2 we specialize to spaces of continuous functions between CW com-
plexes.
In §2.1 we define a family F(X,Y ) of subspaces of Y X that contains ‘all function
spaces arising in practice’ and is suitable for application of machinery developed in
§1.1. We give two simple-minded examples of function spaces not of CW type.
In §2.2 we apply the machinery of §1.1 to spaces of functions between CW
complexes X and Y .
We show that Y X has CW homotopy type if and only if it admits a numerable
covering of open sets contractible within Y X (see Theorem 2.2.1). Such a covering
exists in every paracompact semilocally contractible space. For countable X , the
space Y X is always paracompact, but it may lack semilocal contractibility.
Next, if Y X has CW homotopy type, then for every map g : X → Y and
every countable subcomplex L of X there exists a bigger countable subcomplex L′
(depending on g and L) such that the map
Ω(Y X , g)→ Ω(Y L
′
, g|L′)
is a homotopy equivalence (see Theorem 2.2.5). This is to say that if Y X has CW
type, then X is essentially countable with respect to Y .
Conversely, if for each countable subcomplex L ofX there exists a bigger count-
able subcomplex L′ such that Y X → Y L
′
is a weak equivalence onto image which
has CW type, then Y X itself has CW type.
Both Theorem 2.2.1 and Theorem 2.2.5 are appropriately stated for arbitrary
elements of F(X,Y ).
A particular case of Theorem 2.2.6 is the following. If for each countable sub-
complex L of X there exists a larger countable subcomplex L′ such that (Y, ∗)(L
′,∗)
is contractible, then (Y, ∗)(X,∗) is contractible.
In §2.3 we study restrictions on the set of path components of Y X of CW type,
an issue which is delicate because this set does not in general admit a natural group
structure. We show that (Proposition 2.3.4) if X has ℵξ cells and all homotopy
groups of Y have cardinality at most ℵη then Y X has at most ℵmax{ξ,η} path
components.
If X is countable and Y has finite homotopy groups then (Proposition 2.3.6)
Y X has actually finitely many path components.
In §2.4 we note that results of §1.4 imply that if Y X has CW type then it
does not contain nontrivial phantom maps. In fact there are no nontrivial phantom
maps X → ΩkY for any k, in a ‘uniform way’ with respect to k.
We give an example of a function space with essential phantom maps (which
consequently does not have CW type) and study its properties. Then we recall some
examples from existing literature on phantom maps. In particular, it follows from a
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famous theorem of Zabrodsky [65] that for simply connected CW complexes X and
Y where X has finitely many nontrivial homotopy groups and Y is a finite complex
the space Y X does not have CW type if (Y, ∗)(X,∗) is not weakly contractible.
In §2.5 we apply results of §2.2 and §1.5 to show that, roughly, for Y a CW
complex with finitely many nontrivial homotopy groups the question of whether
Y X has CW type only depends on the induced morphisms πk(Y
M )→ πk(Y L) for
L 6M 6 X . (See Theorem 2.5.1.) In particular, vanishing of phantom phenomena
together with an additional condition suffice for CW homotopy type in this case.
For X a countable complex the statement becomes very simple. Let L1 6 L2 6
. . . be a filtration of finite subcomplexes for X and assume that Y has only finitely
many nontrivial homotopy groups. Then the path component C of g ∈ Y X has CW
homotopy type if and only if the sequences
{
πk(Y
Li , g|Li) | i
}
, for k > 1, satisfy
the Mittag-Leffler condition, and the arrows limj πk(Y
Lj , g|Lj ) → πk(Y
Li , g|Li)
are injective for all but finitely many i, and all k > 0 (for k = 0 in the usual
sense). In particular, if the homotopy groups of Y are countable, then (Y, ∗)(X,∗)
is contractible if and only if it is weakly contractible. The latter is ‘far from true’
for Y with infinitely many nontrivial homotopy groups, see Example 8 on page 45.
In §2.6 we present a few general sufficient conditions for a function space to
have CW homotopy type; which we use in subsequent sections. In particular, in
Proposition 2.6.1 we recover Theorem 1.1 of Kahn [29].
In Chapter 3 we investigate some effects of localization of both domain and
target complexes.
In §3.1 we prove an auxiliary result used later on; a strengthened ‘Zabrodsky
lemma’. The well known ‘Zabrodsky lemma’ (see Miller [40]) says that if E → B is
a fibration with fibre F and for some CW complex X the function space (X, ∗)(F,∗)
is weakly contractible, then XB → XE is a weak homotopy equivalence. Upon
assuming that (X, ∗)(F,∗) is contractible, we observe that then XB → XE is a
genuine homotopy equivalence.
In §3.2 we consider localizations of the target complex Y . We prove (see The-
orem 3.2.1) that if Y is a P -local CW complex with respect to a set of primes P
then the natural map (Y, ∗)(X(P ),∗) → (Y, ∗)(X,∗) is a homotopy equivalence for any
simply connected CW complex X .
In §3.3 we study the space of functions from K(P ) where K is the suspension
of a finite complex and P is a set of primes. Applying §1.4 we show that, given
a CW complex Y of finite type over Z(R) where P ∩ R is nonempty, the space
(Y, ∗)(K(P\P),∗) has CW type only if (Y(P ), ∗)
(K(P\P ),∗) is contractible and the H-space
(ΩY(P ), ∗)
(K,∗) has an H-space exponent. We show that a partial converse holds in
that (Y(P ), ∗)
(K(P\P ),∗) is contractible if (Y(P ), ∗)
(K,∗) has an H-space exponent. (See
Theorem 3.3.8.) Applying this to spheres in place of K (see Proposition 3.3.1) we
relate the problem to the Moore conjecture on homotopy (and H-space) exponents.
We provide a restatement of the (geometric part of the) conjecture in the language
of CW homotopy type of function spaces.
Relying on results from H-space exponent theory we give non-trivial examples
of both function spaces that have CW homotopy type, and of such that do not.
Relying on Serre’s theorem on torsion in homotopy groups of spheres we show
that for any m,n > 2, the space Z = (Sn, ∗)(S
m
(0),∗) does not have CW homotopy
type. In particular, if m > n then Z is a weakly contractible space which is not
contractible (indeed this holds for all ΩkZ, k > 0).
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In Chapter 4 we investigate spaces of maps into Eilenberg-MacLane spaces.
In §4.1 we note (see Theorem 4.1.1) that the homotopy type of K(G,n)X (for
abelian G) depends only on homology groups of X , a result whose weak version
was already established by Thom [61].
According to §4.1 it suffices to study spaces of functions M(A,m) → K(G,n)
where M(A,m) denotes a Moore space of type (A,m). In §4.2 we give sharpened
versions of results of §2.2 for this particular case.
Applying almost everything of the preceding sections, we give in §4.3 necessary
and sufficient conditions on abelian groups A and G for K(G,n)M(A,m) (see Theo-
rem 4.3.1) respectively K(G,n)K(A,m) (see Theorem 4.3.3) to have CW homotopy
type. The conditions fit well into the intuition that ‘A must be small with respect
to G’ in order for the mentioned function spaces to have CW type.
In §4.4 we complement §4.1 and §4.3 to give necessary and sufficient conditions
for a function space K(G, 1)X to have CW type, for arbitrary G.
The results of P.J.Kahn [29] as well as those of the author [56] exhibit function
spaces Y X of CW homotopy type where the restriction map Y X → Y L, for a
suitable finite subcomplex L of X , is a homotopy equivalence onto the union of
some path components, reducing the problem to Milnor’s theorem. With this in
mind one might conjecture that - at least for some CW decomposition of X - this is
the only possible way for a function space Y X to have CW type. This is not true,
as we note in Example 10 on page 60 as a consequence of results of §4.3.
However, Milnor’s result is best possible in a global sense, as we discuss in
§4.5 where we give necessary and sufficient conditions on X for Y X to have CW
homotopy type for all CW complexes Y belonging to certain classes. For example
(see Theorem 4.5.3), a connected CW complex X is finitely dominated if and only
if π1(X) is finitely presented and Y
X has CW type for all CW complexes Y . For
another example, X has homological finite type if and only if Y X has CW type for
all nilpotent CW complexes Y of finite type.
In Chapter 5 we establish sufficient and ‘almost necessary’ conditions for Y X
to have the homotopy type of a CW complex when X is a simply connected CW
complex, and Y is simply connected of finite type with only finitely many nontrivial
homotopy groups. (See Theorem 5.0.1.) Thereby we enhance Kahn’s result in this
case, and give a suitable partial converse.
In Appendix A we provide an explicit determination of a homotopy equivalence
arising from a fibration with fibre that contracts in the total space; a result that in-
volves exhibiting particular lifting functions for certain fibrations, and is (directly)
applied once in the paper. Furthermore we give the proof of a result (see Propo-
sition A.0.2) which also involves lifting functions and is essentially applied once in
the paper.
In Appendix B we introduce the notion of ‘quasitopological’ group. We use this
essentially to circumvent difficulties arising from the fact that function spaces in
general are not compactly generated. The results of this appendix are of technical
character and are used on a single occasion to extend properties that hold for
countable CW complexes to the general case.
Conventions and basic tools
Both domain and target spaces of our function spaces are assumed to be CW
complexes (or have CW homotopy type). Let (X ;A1, . . . , An) be a CW n-ad and
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(Y ;B1, B2, . . . , Bn) of the homotopy type of a CW n-ad. We may form the n-
ad function space (Y ;B1, B2, . . . , Bn)
(X;A1,...,An) of maps f : X → Y for which
f(Ai) ⊂ Bi for all i. This n-ad function space is a subspace of Y
X and belongs to
the class F(X,Y ) discussed above and defined in §2.1. Some results, in particular
those of more topological nature in Chapter 2, are naturally stated for n-ad function
spaces. See also Milnor [43], Theorem 3.
However, in later chapters where we treat particular families of function spaces,
and determine explicit homological conditions, we consider spaces of free maps Y X
and spaces of pointed maps (Y, ∗)(X,∗), for X a CW complex and Y a Hausdorff
space of CW type. In this case the space Y X has CW type if and only if the spaces
(Y, y0)
(X,∗) have, for y0 ranging over different path components of Y , see Corol-
lary 0.0.10 below. At the end of this section we note that for questions concerning
Y X and (Y, y0)
(X,x0) it suffices to consider path-connected spaces and assume that
x0 is a 0-cell of X and y0 is a nondegenerate base point of Y .
When topological spaces are involved we use continuous function, function, and
map synonymously.
We use throughout the compact open topology. While its compactly generated
refinement (used for example by Kahn in [29]) is more appealing from a categorical
point of view, it is not very useful when discussing properties concerning open sets,
such as semilocal contractibility. Fortunately when X is a countable CW complex,
and Y is any CW complex, the compact open topology on Y X and its refinement
are homotopy equivalent, see Lemma 3.4 of [56]. In general only our ‘positive’
results can be applied to the compactly generated refinement; if Y X has CW type
then so has K(Y X) (see [56], Remark 2.5).
We distinguish strictly between homotopy equivalent and weakly homotopy
equivalent, shortly just equivalent and weakly equivalent, respectively. Indeed, in
this paper we are concerned exactly with the difference between homotopy equiv-
alences and weak homotopy equivalences, since every topological space is weakly
equivalent to a CW complex. In the course of our investigation we prove some
results which in their weak version are well known or obvious, but not so in the
genuine homotopy equivalence setting.
We use ‘type’ for homotopy type.
The term fibration is used for a Hurewicz fibration, that is a not necessarily
surjective map with the homotopy lifting property with respect to all spaces.
We refer to Chapter 6 of Maunder’s book [35] for a concise treatment of basic
facts regarding the compact open topology that circumvents in a very nice way the
problem of local compactness of the domain. (Specific CW decompositions of our
infinite domain complexes will almost never be locally compact.)
We use the following notation. By Y X we denote the space of continuous func-
tionsX → Y . Function spaces are endowed with the compact open topology, and we
use G(K,V ) for the standard subbasic open set, G(K,V ) =
{
f ∈ Y X | f(K) ⊂ V
}
,
with K compact and V open.
The symbol SX denotes the reduced suspension of the complex X (with the
standard CW structure).
We denote the n-skeleton of X by X(n). When there is no danger of confusion,
we denote by Yi the i-th stage of the Postnikov tower of Y .
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The space of paths in a space Z starting with a (sometimes tacitly understood)
fixed base point is denoted by PZ. The corresponding evaluation at endpoint is
denoted by ε1 : PZ → Z.
We adopt the convention that all spaces considered are Hausdorff. For a brief
explanation, we want the domain space of a function space to be Hausdorff since
every compact subspace is normal. On the other hand, compact open topology is
Hausdorff if the target space is. Moreover, if two Hausdorff spaces are homotopy
equivalent, then so also are their compactly generated refinements. Occasionally
we add the Hausdorff assumption to the statement of a proposition, for emphasis.
By Zp we will denote the group of integers mod p, by Zp∞ the quasicyclic p-
group (divisible p-torsion group of rank 1), and by Zˆp the group of p-adic integers.
For a short exact sequence of groups 0 → B → A → Q → 0 we will say that A is
an extension of B by Q (in accord with Fuchs [20]).
For a set of primes P we will denote by A(P ) the localization of A at P (for A
an abelian group or a suitable CW complex).
We record here a handful of basic results on (CW) homotopy type of function
spaces, which will be extensively used in the paper.
Lemma 0.0.1. Let X be a Hausdorff space.
(i) If Y is homeomorphic to
∏
λ Yλ, then Y
X is homeomorphic to
∏
λ Y
X
λ
and consequently (Y, ∗)(X,∗) is homeomorphic to
∏
λ(Yλ, ∗λ)
(X,∗).
(ii) If X is homeomorphic to ∨λXλ then (Y, ∗)(X,∗) is homeomorphic to the
product
∏
λ(Y, ∗)
(Xλ,∗λ). 
Proposition 0.0.2. Let
ϕ : (A;A1, . . . , An)→ (X ;X1, . . . , Xn) and ψ : (Y ;Y1, . . . , Yn)→ (B;B1, . . . , Bn)
be maps of n-ads. Define Φ(ϕ, ψ) : Y X → BA by f 7→ ψ ◦ f ◦ ϕ. Then Φ(ϕ, ψ) is a
map of n-ads
(∗)(
Y X ; (Y, Y1)
(X,X1), . . . , (Y, Yn)
(X,Xn)
)
→
(
BA; (B,B1)
(A,A1), . . . , (B,Bn)
(A,An)
)
.
If there exist homotopies of n-ads ϕ ≃ ϕ′ and ψ ≃ ψ′, then the maps Φ(ϕ, ψ) and
Φ(ϕ′, ψ′) are homotopic as maps of n-ads (∗). Moreover, the homotopy sends the
subspace Y Xi to the subspace B
A
i , for all i. (The latter applies if we want to consider
function spaces with constants as base points.)
In particular, if ϕ admits a right (or double sided) homotopy inverse as a map
of n-ads and ψ admits a left (or double sided) homotopy inverse as a map of n-ads,
then Φ(ϕ, ψ) admits a left (respectively double sided) homotopy inverse as a map of
n-ads, and induces a homotopy domination (respectively equivalence)
(Y ;Y1, . . . , Yn)
(X;X1,...,Xn) → (B;B1, . . . , Bn)
(A;A1,...,An).
Proof. See Maunder [35], Theorem 6.2.25, for n = 0. The generalization is
evident. 
The following is Theorem 3 of Milnor [43]. In what follows we will simply call
it ‘Milnor’s theorem.’
Theorem 0.0.3 (Milnor’s theorem). Let (A;A1, A2, . . . , An) be a compact n-ad
(A is a compactum and the Ai are closed in A) and let (Y ;Y1, Y2, . . . , Yn) have the
homotopy type of a CW n-ad. Then
(
Y X ; (Y, Y1)
(X,X1), . . . , (Y, Yn)
(X,Xn)
)
also has
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the homotopy type of a CW n-ad. Consequently (Y ;Y1, Y2, . . . , Yn)
(A;A1,A2,...,An)
has the homotopy type of a CW complex. 
A topological space is called finitely dominated if it is dominated by a finite
CW complex (see J. Whitehead [64]), that is there exist a finite CW complex K
and continuous maps i : X → K and p : K → X such that p◦ i is homotopic to idX .
Corollary 0.0.4. Let X be finitely dominated. Then Y X has CW homotopy
type for every space Y of CW homotopy type.
Proof. If X is dominated by finite complex K, then Y X is dominated by Y K
by Proposition 0.0.2. The space Y K has CW homotopy type by Theorem 0.0.3.
Then Y X is dominated by a CW complex and hence has CW homotopy type by
Theorem 23 of Whitehead [64]. 
We note that using Proposition 0.0.2 and Theorem 0.0.3 to full extent, together
with Theorem 2 of Milnor [43] concerning homotopy type of n-ads, the above
corollary generalizes trivially to function spaces of n-ads.
Lemma 0.0.5. If X is homotopy equivalent to ∨λXλ in the pointed sense, then
(Y, ∗)(X,∗) is homotopy equivalent to
∏
λ(Y, ∗)
(Xλ,∗λ).
Consequently if (Y, ∗)(X,∗) has CW type, so has (Y, ∗)(Xλ,∗λ), for each λ. If Λ
is finite, then the converse also holds.
Proof. The first statement follows from (ii) of Lemma 0.0.1 and Proposi-
tion 0.0.2, the second statement follows from Proposition 3 of Milnor [43]. 
Lemma 0.0.6. Consider the following topological pushout diagram.
(∗)
A B
C D = B ⊔A C
v w
i
u
ϕ
u
Φ
v w
j
Given a space Y , we get an induced diagram
(∗∗)
Y D Y B
Y C Y A
w
Φ#
u
j#
u
i#
w
ϕ#
Then (∗∗) is a pullback diagram if either
• i is a closed embedding, and ϕ is a proper closed map, or
• (B,A) is a CW pair, and C admits a CW structure such that ϕ : A→ C
is a cellular map.
If a0 ∈ A, b0 ∈ B, c0 ∈ C, d0 ∈ D are base points coherent with respect to (∗), and
y0 is a base point in Y , then (∗∗) is a pullback also if Y A, Y B, Y C , Y D are replaced
by, respectively, (Y, y0)
(A,a0), (Y, y0)
(B,b0), (Y, y0)
(C,c0), (Y, y0)
(D,d0). 
Taking the diagram ∗ ← L →֒ X for a CW pair (X,L) we obtain the following
corollary (which is not true for general pairs (X,L)).
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Corollary 0.0.7. Let (X,L) be a CW pair and (Y, y0) a pointed space. Then
the space (Y, y0)
(X,L) is homeomorphic with (Y, y0)
(X/L,∗). 
Corollary 0.0.8. Let ϕ : A → L be a cellular map of CW complexes (with
respect to some decomposition of L) and let Cϕ = CA ⊔ϕ L denote the (either
reduced or unreduced) mapping cone of ϕ. Choose a0 ∈ A and set x0 = ϕ(a0).
Then the following is a pullback diagram.
(†)
(Y, y0)
(Cϕ,x0) (Y, y0)
(CA,a0)
(Y, y0)
(L,x0) (Y, y0)
(A,a0)
w
u u
w
The vertical arrows are fibrations and (Y, y0)
(CA,a0) is contractible. This exhibits
(Y, y0)
(Cϕ,x0) → (Y, y0)
(L,x0)
as a principal fibration with all fibres either empty or homotopy equivalent to the
space Ω
(
(Y, y0)
(A,a0), consty0
)
≈ (Y, y0)(SA,∗).
In addition, if (X,L) is a CW pair such that ϕ induces a homotopy equivalence
Cϕ → X then
(‡) (Y, y0)
(Cϕ,x0) → (Y, y0)
(X,x0)
(respectively Y Cϕ → Y X) is a fibre homotopy equivalence over (Y, y0)(L,x0) (respec-
tively Y L).
Proof. The space (Y, y0)
(CA,a0) is contractible by Proposition 0.0.2, hence (†)
is the diagram of a principal fibration. (It is equivalent to the standard one when we
are pulling back the path fibration P (Y, y0)
(A,a0) → (Y, y0)(A,a0) by the coglueing
theorem of Brown and Heath [3].)
By Proposition 0.0.2 the map (‡) is a homotopy equivalence hence it is a fibre
homotopy equivalence by [3], Corollary 3.7. 
The following is a result of Stasheff [59] (see also Scho¨n [53]). We will simply
call it ‘Stasheff’s theorem’ in what follows.
Theorem 0.0.9 (Stasheff’s theorem). Let p : E → B be a fibration where B
has the homotopy type of a CW complex.
If E has the homotopy type of a CW complex then so have all fibres of p.
Conversely if for every path component C of B and some b0 ∈ C the fibre
p−1(b0) has CW type, then the total space E has CW homotopy type. 
The quoted theorems of Milnor and of Stasheff, as well as the above cited
coglueing theorem of Brown and Heath (see [3]), and Theorem 3.4.1 of Edwards
and Hastings [14] together with its simplified proof by Geoghegan [22] form the
basis for our work.
Reduction to connected spaces with nondegenerate base points. At
the end of this section we show that to address the question of CW homotopy type
of the function space Y X or that of (Y, y0)
(X,x0) it suffices to consider connected
CW complexes X with a single 0-cell x0, and path-connected Hausdorff spaces Y
with nondegenerate base point y0. Moreover it suffices to consider spaces of pointed
functions (Y, y0)
(X,x0).
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We begin with the following easy application of Stasheff’s theorem.
Corollary 0.0.10. Let X be a Hausdorff space with nondegenerate base point
x0 and let Y be a space of CW homotopy type. For each path component Dλ of Y
choose a point yλ ∈ Dλ. Then Y X has CW homotopy type if and only if all spaces
(Y, yλ)
(X,x0) have CW homotopy type.
Fix y0 ∈ Y . The path component of consty0 in Y
X has CW type if and only if
the path component of consty0 in (Y, y0)
(X,x0) has CW type. (If π1(Y, y0) is trivial
then this holds for any map g : (X, x0)→ (Y, y0) in place of consty0 .)
Proof. Since x0 is nondegenerate, the evaluation map
Y X → Y, f 7→ f(x0),
is a fibration. (See also Lemma 2.1.1 and the remark after it.)
Let D be the path component of y0 ∈ Y . Pick a pointed map g : (X, x0) →
(Y, y0) and let C be the path component of g in Y
X . Then C ∩ (Y, y0)
(X,x0) is a set
of path components of (Y, y0)
(X,x0). In case C is the constant component, C ⊂ DX
and C ∩ (Y, y0)(X,x0) = C ∩ (D, y0)(X,x0) is path-connected. (And if π1(Y, y0) is
trivial this holds for any g.) The restricted map C → Y is still a fibration.
Now apply Stasheff’s theorem. 
Corollary 0.0.11. If Z has CW type and z0 is any point in Z then Ω(Z, z0)
has CW type.
Proof. The space ZS
1
has CW type by Milnor’s theorem, hence so has the
space Ω(Z, z0) = (Z, z0)
(S1,∗), by Corollary 0.0.10. 
Let X be a CW complex and Y a space of CW type. Write X = ∪λ∈ΛXλ where
{Xλ |λ} is the set of path components of X . Pick x0 ∈ Xλ0 ⊂ X . Then Y
X is
homeomorphic to
∏
λ Y
Xλ , and (Y, y0)
(X,x0) is homeomorphic to (Y, y0)
(Xλ0 ,x0) ×∏
λ6=λ0
Y Xλ . In light of Example 1 on page 4 it suffices to consider X path-
connected.
Let X be a path-connected CW complex and let x0 ∈ X . Then any given CW
decomposition may be refined in such a way that x0 becomes a 0-cell. In particular,
x0 is a nondegenerate base point.
Let Y be a space of CW type and let y0 ∈ Y . Since X is path-connected,
evidently (Y, y0)
(X,x0) = (D, y0)
(X,x0) where D is the path component of y0, and by
Corollary 0.0.10 the space Y X has CW type if and only if (Y, y0)
(X,x0) has for y0
ranging over all different path components of Y . In this way it suffices to consider
Y path-connected.
LetX be a path-connected CW complex with a 0-cell x0 and let T be a maximal
tree with vertex x0 in X . Then (X, x0) → (X/T, ∗) is a homotopy equivalence of
pairs and in light of Proposition 0.0.2 it suffices to consider CW complexes X with
a single 0-cell.
Now we take care of the base point in Y . Let y0 be an arbitrary base point of a
path-connected space Y of CW type. If y0 is degenerate, attach a whisker at y0 to
obtain Y ′ with nondegenerate base point y′0. (That is Y
′ is the mapping cylinder of
{y0} → Y .) The retraction Y
′ → Y is a homotopy equivalence (sending y′0 to y0),
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hence so is the induced function Y ′
X → Y X , by Proposition 0.0.2. The diagram
Y ′
X Y X
Y ′ Y
w
u
u
w
retraction
where the vertical arrows are evaluations at x0, is a map of fibrations. Since the
horizontal arrows are homotopy equivalences, so is the induced map
(†) (Y ′, y′0)
(X,x0) → (Y, y0)
(X,x0)
on the fibres, by Brown and Heath [3], Corollary 1.5. Hence we may assume that
Y has a nondegenerate base point.
CHAPTER 1
CW homotopy type of certain inverse limits
A topological space Z is semilocally contractible (see for example Dydak and
Geoghegan [12] or Fritsch and Piccinini [19]) if every point z ∈ Z has a neigh-
bourhood that deforms in Z to a point. The deformation is not required to be
z-preserving, but we may clearly assume that the final point is z.
Semilocal contractibility is also referred to as weak local contractibility, see for
example [16], [11].
Definition. A space Z is a Dold space if it admits a numerable covering of
open sets deformable in Z to a point.
Such spaces are called locally contractible in the large in Allaud [1].
Obviously a Dold space is semilocally contractible.
A space dominated by a semilocally contractible (respectively Dold) space is
itself semilocally contractible (respectively Dold); see Fadell [16] and Dold [8]. In
particular, the two properties are homotopy invariant, and we note (see [8])
Lemma 1.0.1. Spaces of CW homotopy type are Dold spaces. 
Path components of a semilocally contractible space are open, and therefore a
space is semilocally contractible (respectively Dold) if and only if its path compo-
nents are open and semilocally contractible (respectively Dold). Similarly a space
has the homotopy type of a CW complex if and only if its path components are
open and each has the type of a CW complex.
It is easy to see (see [8])
Lemma 1.0.2. A paracompact and semilocally contractible space is a Dold space.

1.1. General necessary conditions for CW type of certain inverse limits
Let (X ,6,∨,∧) be a complete lattice. We use also sup in place of ∨, and inf
in place of ∧.
Definition. We say that an element κ ∈ X is compact (see for example Davey,
Priestley [68]) if for an arbitrary subset Λ ⊂ X the relation κ 6 supΛ implies that
already κ 6 supF for some finite subset F of Λ. Let K = K(X ) denote the set of
compact elements of X .
A subset I of X is an ideal if for each κ, κ′ ∈ I and ξ ∈ X also κ∨ κ′ and κ∧ ξ
belong to I. (In particular, I is a sublattice.)
A subset G is generating in or generates X if for each ξ ∈ X there exists a
subset Ξ of G with ξ = supΞ.
If the set of compact elements generates the complete lattice X we call X an
algebraic lattice.
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Finally, we call X a regular lattice if it is a distributive algebraic lattice whose
set of compact elements is an ideal. (Note that the set of compact elements is
always closed for finite supremums.)
Let X be a regular lattice and let ξ ∈ X . We define the cardinality of ξ with
respect to the set K of compact elements1 as
cardK ξ = min {cardK |K ⊂ K such that ξ = supK} .
As every set of cardinal numbers is well-ordered, the above definition makes sense.
For ξ ∈ X the cardinality cardK ξ is finite if and only if it is equal to 1 which is if
and only if ξ belongs to K.
Remark. Every distributive algebraic lattice X satisfies the strong (more pre-
cisely the ‘join-infinite’) distributive law
(⋆) µ ∧ sup {λi | i} = sup {µ ∧ λi | i}
for all elements µ ∈ X and subsets {λi | i} ⊂ X . (See Davey, Priestley [68], Exercise
4.22.)
Let us mention an alternative sufficient condition for regularity. Let X be
a complete lattice which satisfies the join-infinite distributive law (⋆). Further
let F be a generating ideal in X . Assume that for any element φ ∈ F the set
{ξ ∈ X | ξ < φ} is finite. Then X is a regular lattice with K(X ) = F . An example
is the lattice of all subcomplexes of a given CW complex.
Let Z be an inverse system of topological spaces indexed by X , that is a co-
functor X → T op. As customary we write Zλ for Z(λ) and employ an additional
symbol pλ,µ for the arrow, or bonding morphism, Z(µ)→ Z(λ) whenever λ < µ.
Let L be a directed subset of X and let µ = supL. The morphisms Zµ → Zλ,
for λ ∈ L, induce a map
(∗∗) Zµ → lim
λ∈L
Zλ.
Definition. The inverse system Z is restricted if the map (∗∗) is a homeo-
morphism, for each directed subset L of X .
Remark. The only type of lattice that we are going to consider (apart from
the lattice of natural numbers together with∞) is the lattice X of all subcomplexes
of a given CW complex X . Given a topological space Y we may form the induced
inverse system of function spaces
{
Y L |L ∈ X
}
together with restriction fibrations
as bonding maps. This system is certainly restricted in the sense defined above,
and systems of this type will be considered below.
Therefore we restrict our attention to (restricted) inverse systems indexed by
complete lattices. Some results of general nature below, for instance Proposi-
tion 1.1.1, could be formulated in a more general setting. However, we insist that
all morphisms in the system be fibrations. This is a strong requirement which is
difficult to check in ‘practice.’ In a complete lattice we can choose a maximal to-
tally ordered subset which is well-ordered because of completeness. For a restricted
inverse system indexed by a well-ordered set all bonding maps are fibrations if and
only if all consecutive bonding maps are fibrations. (See Corollary 1.3.2.)
With ‘target lattice’ being subcomplexes of a CW complex, it may appear ar-
tificial to work with abstract complete lattices. We have two justifications. We
1In fact the definition would make sense with any generating subset.
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exhibit some interesting results for inverse sequences which do not involve function
spaces. On the other hand, for function spaces with domain an uncountable com-
plex our results follow from easy transfinite induction arguments that rely mainly
upon properties of the lattice of subcomplexes of domain and not particularly on
the function space structure. Stripped of the ‘unnecessary extra’ structure, proofs
involving transfinite arguments appear more natural. Thus we have taken an inter-
mediate approach.
Proposition 1.1.1. Let Z be a restricted system of fibrations indexed by a
regular lattice X with set of compact elements K. Set α = supX = maxX . Assume
that for each κ ∈ K the space Zκ has the homotopy type of a CW complex. Assume
also that α /∈ K, for nontriviality.
Denote the limit space Zα = limλ∈X Zλ = limκ∈K Zκ simply by Z. Let C be an
arbitrary path component of Z, and let Cκ denote the image of C under Z → Zκ.
(i) C is semilocally contractible if and only if for each ζ ∈ C there exists
κ ∈ K such that the fibre of C → Cκ over ζ|κ contracts in C.
(ii) C is semilocally contractible and open if and only if for each ζ ∈ C there
exists κ ∈ K such that the fibre of Z → Zκ over ζ|κ contracts in Z.
(iii) If C is semilocally contractible then the loop space Ω(Z, ζ) has CW homo-
topy type for each ζ ∈ C.
(iv) Z has the homotopy type of a CW complex if and only if it is a Dold space.
Proof. Assume that C is semilocally contractible and let ζ ∈ C. There exists
a neighbourhood, with no loss of generality basic, of ζ ∈ C that contracts in C.
Suppose this neighbourhood has the form
(†) 〈Uκ1 , . . . , Uκr〉 ∩ C
where κ1, . . . , κr ∈ K. Since K is a sublattice, κ = sup {κ1, . . . , κr} belongs to K.
Thus the neighbourhood (†) contains the neighbourhood 〈Uκ〉 ∩ C where
Uκ =
r⋂
i=1
p−1κi,κ(Uκi).
The latter contains the fibre Fκ of C → Cκ over ζκ = ζ|κ. Thus Fκ contracts in
the total space C and therefore the loop space Ω(Cκ, ζκ) has the same homotopy
type as the product Fκ × Ω(C, ζ). (See Spanier [58], Corollary 2.8.15, as well as
Proposition A.0.6.) In particular, Ω(Z, ζ) = Ω(C, ζ) is dominated by Ω(Cκ, ζκ)
which has CW homotopy type by assumption and Milnor’s theorem. This shows
(iii) and the necessity part of (i). To prove necessity of (ii), note that if C is open
in Z, then (†) may be assumed equal to 〈Uκ1 , . . . , Uκr〉 ∩ Z.
For the sufficiency part of (i), let ζ ∈ C and assume that the fibre Fκ over ζ|κ
of C → Cκ contracts in C. Since Cκ has CW type, there exists a neighbourhood
Uκ of ζ|κ that contracts in Cκ to ζ|κ. Let U be the preimage of Uκ in C. By
homotopy lifting property the deformation of Uκ lifts to a homotopy that deforms
U into the fibre Fκ. Since the latter deforms to a point, we may concatenate to
obtain a deformation of U into a point. This concludes (i).
Note that Cκ is open in Zκ, hence Uκ is open in Zκ, and the preimage U˜ of Uκ
in Z is an open neighbourhood of ζ. If the fibre of Z → Zκ contracts in Z, then so
does U˜ , by the above. The image of the contracting homotopy is a path-connected
subset of Z, hence U˜ is contained in C. This shows that C is open, and proves the
sufficiency part of (ii).
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If Z is semilocally contractible it follows by (iii) that for each ζ ∈ Z, the loop
space Ω(Z, ζ) has CW homotopy type. If, in addition, Z is a Dold space, it has
CW homotopy type by the ‘delooping’ theorem of Allaud [1]. 
Example 1. Let I be an infinite set and let {Wi | i ∈ I} be a family of nonempty
spaces of CW type. Let K denote the set of all finite subsets of I, and X the set
of all subsets of I. For λ ∈ X let Zλ denote the cartesian product of Wi for i ∈ λ,
and for λ ⊂ µ let Zµ → Zλ denote the projection. The limit space of the system
{Zλ |λ ∈ X} is the cartesian product Z =
∏
iWi.
Proposition 1.1.1 implies that Z is semilocally contractible if and only if there
exists κ ∈ K such that Z ′ =
∏
i/∈κWi contracts in Z. By virtue of the projection
Z → Z ′ this implies that Z ′ is contractible and hence so are the spaces Wi for
i /∈ K. In this case Z is homotopy equivalent to the finite product
∏
i∈κWi and has
CW homotopy type. 
Proposition 1.1.2. Given hypotheses of Proposition 1.1.1, assume that C has
the homotopy type of a CW complex. Then, given any κ ∈ K there exist λ, λ′ ∈ K
with κ 6 λ 6 λ′ so that the following is true.
(i) For every µ ∈ X such that µ > λ the fibre Fµ of C → Cµ over ζµ
contracts in C and the fibration Ω(C, ζ) → Ω(Cµ, ζµ) is a domination
map. Moreover, there exists a commutative diagram
Ω(Zµ, ζµ) Ω(Zλ, ζλ)
Fµ × Ω(Z, ζ) Fλ × Ω(Z, ζ)
w
Ω(pλ,µ,ζµ)
u
≃
w
inclusion
u
≃
where the vertical arrows are homotopy equivalences of the form
Fλ × Ω(Z, ζ)→ Ω(Zλ, ζλ), (z, γ) 7→ pλ,α#(γ) ∗ θλ(z)
where θλ : Fλ → Ω(Zλ, ζλ) is a map, and ∗ denotes concatenation.
(ii) For every µ ∈ X with µ > λ′ the inclusion Fµ → Fλ (and hence also
Fµ → Fκ) is homotopic to a constant map. Consequently the inclusion
Fµ × Ω(Z, ζ) →֒ Fλ × Ω(Z, ζ) is homotopic to the projection onto {ζ} ×
Ω(Z, ζ), and the fibration Ω(Zµ, ζµ)→ Ω(Zλ, ζλ) factors as
Ω(Zµ, ζµ)
j
−→ Ω(Z, ζ)
Ω(pλ,α,ζ)
−−−−−−→ Ω(Zλ, ζλ)
where j is a right homotopy inverse of the fibration Ω(Z, ζ)→ Ω(Zµ, ζµ).
Proof. If µ > λ then Fµ ⊂ Fλ, so by (i) of Proposition 1.1.1 and directedness
of K there exists λ > κ so that Fλ contracts in C and consequently so does Fµ for
any µ > λ.
View Ω(Z, ζ) and Ω(Zλ, ζλ) as subspaces of C
I and CIλ, respectively. Let
k : Fλ → CI denote the adjoint of a contracting homotopy. By Proposition A.0.6 a
homotopy equivalence Fλ × Ω(Z, ζ)→ Ω(Zλ, ζλ) is given by
(‡) (z, γ) 7→ pλ,α ◦
[
γ ∗ k−1(z)
]
= [pλ,α ◦ γ] ∗ [pλ,α ◦ k
−1(z)].
For fixed z, the map (‡) amounts to the induced fibration Ω(Z, ζ) → Ω(Zλ, ζλ)
followed by a multiplication homotopy equivalence; which concludes the proof of
(i).
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Since both C and Cλ have CW type, so has Fλ by Stasheff’s theorem. Hence
also Fλ is semilocally contractible and there exists a basic neighbourhood of ζ in Fλ
that contracts in Fλ. Using directedness of K as in the proof of Proposition 1.1.1 we
may assume that the neighbourhood has the form 〈Uλ′〉∩Fλ for some λ′ ∈ K, λ′ > λ,
and open Uλ′ ⊂ Zλ′ . But this neighbourhood contains the set {z | zλ′ = ζλ′} ∩ Fλ
which equals Fλ′ . The commutativity of the diagram of (i) follows from (‡) upon
having chosen k|Fµ for the ‘contraction’ Fµ → C
I . 
1.2. Results on sequences
In this section we study inverse sequences of fibrations between spaces of CW
type, and show that the inverse limit space has CW type only if the sequence of
loop spaces splits into the product of a sequence of nullhomotopic maps and one
of homotopy equivalences. Moreover, a converse holds as well (see Theorem 1.2.6
below). Thus the limit space has CW type if and only if the sequence is trivial
in some sense, in the spirit of Theorem B of Dydak and Geoghegan [12] (see also
[13]).
We first recall a well known result due to Edwards and Hastings (see Geoghegan
[22] for details).
Proposition 1.2.1. Assume given a commutative diagram of topological spaces
and continuous functions
. . . W3 W2 W1
. . . Z3 Z2 Z1
w w
p3
u
f3
w
p2
u
f2
u
f1
w w
r3
w
r2
where the maps pi as well as ri are fibrations and the maps fi are homotopy equiv-
alences. Then the induced inverse limit map f∞ : W∞ → Z∞ is also a homotopy
equivalence. 
Corollary 1.2.2. Suppose · · · → Z3 → Z2 → Z1 is an inverse sequence of
fibrations which are homotopy equivalences. Then any canonical projection from
the inverse limit Z∞ → Zi is a homotopy equivalence. 
Apply homotopy lifting property to inductively construct commutative squares
in order to infer
Corollary 1.2.3. In order to conclude thatW∞ and Z∞ are homotopy equiva-
lent it is enough to assume commutativity only up to homotopy in Proposition 1.2.1.

The following proposition generalizes Lemma 2.8 of Kahn [29], and is crucial
for understanding the problem of CW homotopy type of inverse limits.
Proposition 1.2.4. Let · · · → Z3
r3−→ Z2
r2−→ Z1 be an inverse sequence of
fibrations and let Z∞ denote the inverse limit space. If each fibration ri+1 : Zi+1 →
Zi is homotopic to a constant map, then the limit space Z∞ is contractible.
Proof. Define W1 = Z1 and let f1 : W1 → Z1 be the identity. Assume having
constructed a suitable homotopy equivalence fi : Wi → Zi. Let ri+1 : Zi+1 → Zi be
homotopic to the constant ζi ∈ Zi. Let wi be a point in Wi that is mapped by fi
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into the path component of ζi. Let PWi denote the space of paths in Wi that start
in wi and set Wi+1 = Zi+1×PWi. Let pi+1 : Wi+1 →Wi be the composite Zi+1×
PWi
pr
−→ PWi
ε
−→Wi where pr is the obvious projection and ε denotes the evaluation
at end point. Let fi+1 : Wi+1 → Zi+1 be the projectionZi+1×PWi → Zi+1. Clearly
fi+1 is a homotopy equivalence. The composite ri+1 ◦ fi+1 is homotopic to constζi
while the composite fi◦pi+1 is homotopic to constfi(wi). The two constant maps are
homotopic by choice of wi. We proceed inductively, and appeal to Corollary 1.2.3
to conclude that Z∞ is homotopy equivalent to W∞ = limWi. But the latter is
homeomorphic to the limit space of the sequence · · · → PWi+1 → PWi → · · · →
PW1 where the map PWi+1 → PWi is a fibration. By Corollary 1.2.2 the limit
space is contractible. 
Definition. Let Z be an inverse system indexed by X and let ζ = {ζλ |λ ∈ X}
be a coherent choice of base points, that is ζ ∈ limZ. We denote by Ω(Z, ζ) the
inverse system of spaces Ω(Zλ, ζλ) with the induced bonds
Ω(Zµ, ζµ)
Ω(Zµ→Zλ)
−−−−−−−→ Ω(Zλ, ζλ).
Let P and Q be inverse systems indexed by the same set X . We define the
product system P × Q as the inverse system of products with product bonding
maps.
Lemma 1.2.5. Let Z,P,Q be restricted inverse systems of fibrations indexed
by complete lattice X , and let ζ ∈ limZ. Then Ω(Z, ζ) and P ×Q are restricted
inverse systems of fibrations. 
Definition. We say that the inverse sequenceW splits as a product of inverse
sequences P and Q if there exists a level preserving morphism (up to homotopy)
of sequences f : P×Q→W which is a homotopy equivalence on each level.
(Care should be taken to define splitting up to homotopy of a general inverse
system. We will not need this.)
Theorem 1.2.6. (i) Let (W,w) be an inverse sequence of fibrations that
splits into the product of (P,p) and (Q,q) where P is a sequence of null-
homotopic maps and Q is a sequence of homotopy equivalences. Then the
limit space W∞ is homotopy equivalent to Q1.
In particular, if the space Q1 has CW type, so has W∞.
(ii) Let (Z, r) be an inverse sequence of fibrations between spaces of CW ho-
motopy type. If the limit space Z∞ also has CW type then, for any
ζ ∈ Z∞, a subsequence of the induced inverse sequence Ω(Z, ζ) splits into
the product of a sequence of nullhomotopic maps and the identity sequence
{· · · = Ω(Z∞, ζ∞) = Ω(Z∞, ζ∞)}.
Proof. We change (P,p) and (Q,q) inductively to obtain sequences of fibra-
tions (P′,p′) and (Q′,q′) together with (strict) level preserving morphisms P→ P′
andQ→ Q′ consisting of homotopy equivalences. Thus there exists a level preserv-
ing morphism (up to homotopy) P′×Q′ →W consisting of homotopy equivalences.
The limit space ofP′×Q′ is P ′∞×Q
′
∞ where P
′
∞ = limP
′ is contractible by Proposi-
tion 1.2.4, and Q′∞ = limQ
′ is homotopy equivalent to Q′1 = Q1 by Corollary 1.2.2.
By Corollary 1.2.3 the space W∞ = limW is homotopy equivalent to P
′
∞ × Q
′
∞
which in turn is homotopy equivalent to Q′∞. This proves (i).
Statement (ii) follows immediately from Proposition 1.1.2. 
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Corollary 1.2.7. Given the assumptions of (ii) of Theorem 1.2.6, if Z∞ has
CW type and Ω(Z∞, ζ∞) is contractible, then a subsequence of Ω(Z, ζ) is a sequence
of nullhomotopic maps. 
Note that while Proposition 1.2.4 yields a number of counterexamples to Theo-
rem B of Dydak and Geoghegan [12], Theorem 1.2.6 says these represent essentially
the only kind of counterexample. In a sense therefore the cited theorem is ‘not far’
from being correct.
1.3. Some sufficient and some necessary conditions
The purpose of this section is proving Theorem 1.3.9 and Theorem 1.3.12, to be
applied in later sections. We begin with some results on inverse systems indexed by
well-ordered sets; then we show that given a regular lattice, suitable well-ordered
subsets can be chosen, for better grip on the inverse limit space.
Definition. For any ordinal number α we will denote by W (α) the ordinal
number segment consisting of the set of ordinal numbers λ such that λ < α. Recall
that every well-ordered set W can be indexed uniquely in an order preserving
manner by an ordinal number segment W (α) for α = ordW .
For convenience denote W¯ =W (α) ∪ {α} =W (α+ 1) = {λ |λ 6 α}.
Let α be a limit ordinal and let (Z,p) be an inverse system of fibrations indexed
by W (α). Note that W¯ (α) is a complete lattice. We let Zα denote the limit of Z,
and may view Z as an inverse system indexed by a complete lattice. Our notion of
restrictedness of the system (Z,p) now coincides with terminology used by J. Cohen
[6].
For emphasis, the system (Z,p) is restricted if for each limit ordinal µ ∈W (α)
the canonical map
ϑµ : Zµ → Z¯µ = limZ|W (µ)
is a homeomorphism. (In fact for our applications it would suffice for ϑµ to be a
fibration and a homotopy equivalence.)
The projections pλ,λ+1 are called consecutive bonding maps (or bonds).
Remark. If (Z,p) is indexed by W (α) where α has a predecessor α − 1 then
Zα−1, together with pλ,α−1, is the limit of the system. 
Proposition 1.3.1. Let α be a limit ordinal and (Z,p) a restricted inverse
system of fibrations, indexed by W (α). Set Zα = limZ. The canonical projection
p0,α : Zα → Z0 is a fibration.
Proof. Let Y be a topological space. Suppose we are given continuous func-
tions h : Y × I → Z0 and f : Y → Zα such that p0,α ◦ f = h|Y×0.
Let T be the set of pairs (λ, hλ) where λ < α and hλ : Z × I → Zλ makes the
following diagram commutative.
Y × 0 Zα Zλ
Y × I Z0
u
w
f
w
u
A
A
A
A
A
A
A
A
C
hλ
w
h
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Using transfinite construction we will define Φ: W (α) → T such that Φ(λ) =
(λ, hλ), and pλ,λ′ ◦ hλ′ = hλ for λ < λ′.
Assume Φ defined for λ < µ. If µ has a predecessor, then we may lift hµ−1
along pµ−1,µ to a homotopy hµ. (To fulfill set theoretical requirements we may use
a previously chosen well ordering on the set ZY×Iµ and take a minimal hµ.)
If µ is limiting, the coherent system {hλ|λ < µ} defines a unique limit map
hµ : Y × I → limλ<µ Zλ. Restrictedness guarantees that limλ<µ Zλ = Zµ, so in fact
this yields the successor hµ : Y × I → Zµ.
Thus there exists a function Φ as required, and the coherent system {hλ |λ < α}
yields the asserted lifting hα : Y × I → Zα of h. 
Using Proposition 1.3.1 and transfinite induction it is straightforward to prove
Corollary 1.3.2. Let (Z,p) be a restricted inverse system indexed by W (α)
where the consecutive bonds are fibrations. Then all bonds are fibrations. 
The following theorem is the transfinite analogue of Proposition 1.2.1. The
proof depends upon restrictedness and the induction step employed by Geoghegan
in [22].
Theorem 1.3.3. Let α be a limit ordinal and let (W,p) and (Z,q) be restricted
inverse systems of fibrations indexed by W (α). If f : W → Z is a level-preserving
system consisting of homotopy equivalences, then the limit map fα : Wα → Zα is
also a homotopy equivalence.
Proof. Let T be the set of triples (λ, gλ, hλ) where λ < α, the map gλ : Zλ →
Wλ is a homotopy inverse of fλ, and hλ is a homotopy between gλ ◦ fλ and idWλ .
We use transfinite construction to define Φ: W (α)→ T , where Φ(λ) = (λ, gλ, hλ),
such that for λ < λ′ the following coherence conditions hold.
pλ,λ′ ◦ gλ′ = gλ′ ◦ qλ,λ′ and pλ,λ′ ◦ hλ′ = hλ ◦ (pλ,λ′ × idI).
Assume Φ defined for λ < µ. If µ is limiting, then the coherent systems {gλ |λ < µ}
and {hλ |λ < µ} trivially define gµ and hµ, relying upon restrictedness. Universality
guarantees the required properties.
If µ has a predecessor µ− 1, the maps gµ−1 and hµ−1 are already given. Now
we obtain gµ and hµ using the inductive step from Geoghegan [22]. More precisely,
consider the diagram
Wµ Wµ
M(fµ) Wµ−1
w
id
u
u





w
where M(fµ) is the mapping cylinder of fµ, and the arrow M(fµ) → Wµ−1 is
induced by the composite hµ−1 ◦ (pµ−1,µ × id) on Wµ × I and by the composite
gµ−1 ◦ qµ−1,µ on Zµ.
The liftingM(fµ)→Wµ (minimal one in a previously established well ordering
on W
M(fµ)
µ ) induces a homotopy hµ : Wµ× I →Wµ as well as a map gµ : Zµ →Wµ
with the requisite properties.
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Thus there exists a function Φ as required. Coherent systems {gλ}, {hλ} for
λ < α yield a limit map gα : Zα → Wα and a limit map hα : Wα × I → Wα. The
latter is a homotopy between gα ◦ fα and idWα , by universality.
Repeating the above for g : Z → W we get a homotopy inverse f ′α of gα.
Therefore gα has both a left and a right homotopy inverse, hence is a homotopy
equivalence. 
Using Theorem 1.3.3, restrictedness, and transfinite induction it is easy to prove
Corollary 1.3.4. Let f : W→ Z be a level-preserving morphism of restricted
inverse systems of fibrations as above. Let f0 : W0 → Z0 be a homotopy equivalence.
If upon assuming that fλ is a homotopy equivalence it follows that also fλ+1 is a
homotopy equivalence for each λ < α, then the limit map fα : Wα → Zα is a
homotopy equivalence. 
Immediately we infer
Corollary 1.3.5. Let (W,p) be a restricted inverse system of fibrations in-
dexed by W (α) for some limit ordinal α. If each consecutive bonding map pλ,λ+1 is
a homotopy equivalence then the limit projection Wα → W0 is a homotopy equiva-
lence. 
For an abelian group G, a well-ordered ascending chain of subgroups
N0 6 N1 6 . . . 6 Nλ 6 . . . (λ < α)
is called a smooth chain if for each limit ordinal µ the subgroup Nµ equals the union
(‘supremum’) of all Nλ with λ < µ. (See for example Fuchs [21] or Loth [33].)
Thus we may think of the assignment λ→ Nλ as ‘limit preserving,’ and could
call it ‘continuous.’ In accord with the group-theoretic terminology and to avoid
confusion we agree to the following
Definition. Let f : W (α) → X be a monotone function from the segment
W (α) to a complete lattice X . The function f is smooth if for each limit ordinal µ
in W (α), the following equality holds
f(µ) = sup {f(λ) |λ < µ} .
If a smooth chain {Nλ |λ < α} in abelian group G has all successive quotients
Nλ+1/Nλ cyclic groups (of infinite or prime order), and N0 = 0, ∪λ<αNλ = G, then
{Nλ} is called a composition series for G. We view the notion of good filtration,
defined in Lemma 1.3.7 below, as analogous to that of composition series for abelian
groups.
The proof of the following lemma is straightforward and will be omitted.
Lemma 1.3.6. Let W be a well-ordered set, and let f : W → X be an order
preserving smooth function into a complete lattice. Then the preimages of f are of
the form {µ |λ1 6 µ < λ2} where λ2 has a predecessor. The quotient set W of the
preimages is well-ordered, and the natural function q : W →W is order preserving.
Moreover ordW 6 ordW . An element Λ ∈ W is limiting if and only if minΛ is
limiting in W . Furthermore the ordinal number of W is limiting if and only if the
ordinal number of W is.
The induced function F : W → X is an order preserving smooth injection and
sup f(W ) = supF (W). 
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Lemma 1.3.7. Let X be a regular lattice with set of compact elements K. Set
ξ = supX . Let α denote the initial ordinal of cardinality cardK(ξ).
There exists an order preserving smooth injection U : W (α)→ X whose image
U is well-ordered, and exhaustive in the sense that supU = ξ. Moreover, for each
subset Λ ⊂ U either supΛ = ξ or supΛ ∈ U (in X ). In addition, the following two
properties hold.
• For each µ ∈ W (α), the image U(µ + 1) of µ + 1 equals U(µ) ∨ κ =
sup {U(µ), κ} for some κ = κ(µ) ∈ K, and
• for each µ < α+1, the image U(µ) is bounded as cardK U(µ) 6 cardW (µ).
We name U a good filtration for X with respect to K.
Proof. Let E be a subset of K with supE = ξ and cardE = cardK ξ. Abusing
notation we assume that E is an initial ordinal corresponding to the cardinal of E.
To avoid ambiguity we denote the (new) relation in E by ≺. We define u : E → X
by setting
u(f) = sup {e | e ∈ E, e ≺ f} .
Obviously u is monotone. Since it is initial, E is limiting, and hence f 6 u(f + 1)
(in X ) for each f ∈ E. In particular, sup {u(f) | f ∈ E} = supE = ξ. Moreover,
note that if g is limiting in E, then
u(g) = sup {u(f) | f ≺ g} .
This says that u is smooth.
Let E denote the quotient set of preimages, and let U : E → X denote the
induced function. Furthermore let j : E → E denote the function defined by j(λ) =
maxE λ. By Lemma 1.3.6 the function U is an order preserving smooth injection,
and j is a well-defined order preserving injection. In particular, ordE 6 ordE.
Note that U = u ◦ j, and an easy transfinite argument shows that
U(µ) = sup {j(λ) |λ < µ} .
This yields cardK U(µ) 6 cardW (µ). Moreover, ξ = supE = sup {j(λ) |λ ∈ E}
from which it follows that cardE = cardE. Since E is initial it follows that ordE =
ordE, as claimed. 
Lemma 1.3.8. Let α be a limit ordinal and let Z be a restricted inverse system
of fibrations indexed by W (α). Let Z denote the limit space and let C be the union
of some path components of Z. For each λ < α denote by Cλ the image of C under
Z → Zλ. If for each λ the induced fibration Cλ+1 → Cλ is a homotopy equivalence,
then the system {Cλ |λ ∈ W (α)} is restricted and hence a system of homotopy
equivalences. In particular, its limit space is C and is homotopy equivalent to C0.
Proof. Let S be the set of those µ ∈ W (α) for which the system {Cλ |λ 6 µ} is
restricted (and hence a system of homotopy equivalences). The set S is nonempty,
and it is evidently an initial segment of W (α). Suppose S = W (η) for some
η ∈W (α).
Immediately we infer that the system {Cλ |λ < η} is restricted.
If η has a predecessor η − 1, then {Cλ |λ 6 η} is automatically a restricted
system.
Suppose that η is limiting. Denote C¯ = limλ<η Cλ. Trivially C¯ is a subspace
of limλ<η Zλ which is equal (homeomorphic) to the space Zη, by restrictedness. By
definition of the spaces Cλ, the space Cη is a subset of C¯. Moreover Cη → C0
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is surjective. By Corollary 1.3.5 the map C¯ → C0 is a homotopy equivalence.
Therefore C¯ cannot meet path components of Zη different from those that meet
Cη. But Cη is the union of some path components, therefore in fact C¯ equals Cη,
and Cη → C0 is a homotopy equivalence. Thus the system {Cλ |λ < η} is restricted.
The contradiction yields S = W (α), and it follows that {Cλ |λ < α} is a re-
stricted system. 
We come to the two main results of the section.
Theorem 1.3.9. Let Z be a restricted inverse system of fibrations indexed by
a complete lattice X with a set of finite elements K. Assume that X is uncountable
with respect to K. Let Z denote the inverse limit space of Z and let C be a set of
path components of Z. For L ∈ X let CL denote the image of C under Z → ZL.
Let Γ be a topological space which maps to the system {CL |L}.
Let L be the set of those L ∈ X for which CL has CW type and the map Γ→ CL
is a weak equivalence.
Let X (η) (respectively L(η)) denote the subset of X (respectively L) of elements
of K-cardinality at most ℵη.
If L(0) is cofinal in X (0), then L(η) is cofinal in X (η), for any ordinal η. In
particular, C has CW homotopy type, and Γ→ C is a weak equivalence.
Remark. The role of Γ mapping into {CL |L} is the implication
(∗) L′, L′′ ∈ L, L′ 6 L′′ =⇒ CL′′ → CL′ is a homotopy equivalence,
by Whitehead’s theorem.
We will make use of the following observation.
Let η be a limit ordinal and let f : W (η)→ L be an order preserving(∗∗)
smooth function. Then L = sup {f(λ) |λ < η} ∈ L.
Proof of (∗∗). By Lemma 1.3.6 the function f induces an order preserving
smooth injection F : W → X for which supF = sup f . Here W denotes the well-
ordered quotient set. Since Z is a restricted inverse system, so is
{
ZF (λ) |λ ∈ W
}
.
The limit space of the latter is Zsupλ F (λ):
Indeed, if µ is a limit ordinal in W , then smoothness implies that F (µ) =
supX {F (λ) |λ < µ}. The set F (W (µ)) is a directed (in fact well-ordered) subset
of X , and since Z is a restricted system, it follows that
ZsupX F (W (µ)) = lim
(
Z|F (W (µ))
)
.
This is to say that Z|F (W) is a restricted system. Again using restrictedness of the
system Z we infer the equality lim
(
Z|F (W)
)
= ZsupX F (W).
Let L = sup f = supF . For λ ∈ W the set CF (λ) is the image of CL under
projection ZL → ZF (λ). The system
{
CF (λ) |λ ∈ W
}
is one of homotopy equiva-
lences by (∗), therefore it is restricted by Lemma 1.3.8, and CL is its limit space.
In particular, CL → CF (0) is a homotopy equivalence, and L belongs to L. 
Proof of the theorem. Let S be the set of those λ ∈W (ξ) for which L(λ)
is cofinal in X (λ). By hypothesis 0 ∈ S.
We will prove that S has the inductive property. To this end supposeW (η) ⊂ S,
and choose L whose K-cardinality is exactly ℵη. Lemma 1.3.7 guarantees a good
filtration {Lλ |λ ∈W (α)} for L, selected from the regular lattice {M ∈ X |M 6 L}
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with the set of compact elements K ∩ L. In particular, α is an initial ordinal of
cardinality ℵη, and for each element λ ∈ W (α), the K-cardinality of Lλ is at most
cardW (λ).
Let X ′ be the subset of those elements of X whose K-cardinality is strictly
smaller than ℵη. Set L
′ = L ∩ X ′, and choose a well-ordering of L′.
Using transfinite construction we define an order preserving smooth function
f : W (α)→ L′ for which f(λ) > Lλ, ∀λ.
Assume f already given for λ < µ where µ < α. Note that cardW (µ) < ℵη,
and that the following implication holds.
(†) (∀λ < µ : cardKMλ < ℵη) =⇒ cardK
(
sup {Mλ |λ < µ}
)
< ℵη.
Suppose that µ has a predecessor µ− 1. Then the K-cardinality of the element
f(µ− 1) ∨ Lµ is strictly smaller than ℵη. Since by assumption W (η) is contained
in S, there exists an element of L′, which is bigger than f(µ− 1)∨Lµ with respect
to the lattice ordering. Let f(µ) be the least of those in the well-ordering of L′.
If µ is limiting we define f(µ) = sup {f(λ) |λ < µ}. Equality Lµ = supλ<µ Lλ
evidently implies f(µ) > Lµ. Moreover, f(µ) belongs to L′ by (∗∗) and (†).
Thus there exists a function f : W (α)→ L′ with the requisite properties. Now
set L′ = sup {f(λ) |λ < α}. The K-cardinality of L′ is at most cardW (α) = ℵη.
Again from the equality L = supλ<α Lλ it follows that L
′ > L. By (∗∗), the element
L′ belongs to the set L, whence we infer that L′ ∈ L(η), and η ∈ S.
Transfinite induction yields S =W (ξ), and applying the definition of S to the
element X we conclude the proof. 
Lemma 1.3.10. Let p : E → B be a fibration where E is a Dold space. Suppose
p(e0) = b0 and let F be the fibre of p over b0. Then the induced map Ωp : Ω(E, e0)→
Ω(B, b0) is a homotopy equivalence if and only if F is contractible.
Proof. The proof is contained in the proof of the ‘delooping theorem’ of Al-
laud [1]. 
Definition. Let X be a regular lattice with set of compact elements K. A
property P = P (α, β) of pairs (α, β) ∈ K ×K is an order preserving property if for
any α′, α, β, β′ ∈ K the implication
α′ 6 α, β 6 β′, P (α, β) =⇒ P (α′, β′).
(For example 6 is an order preserving property.)
If, in addition, for each α ∈ K there exists β ∈ K with β > α and P (α, β) then
P is a directed order preserving property.
We say that an ascending sequence
λ1 6 λ2 6 . . .
of elements of K is a P -sequence if P (λi, λi+1) holds for all i > 1.
The proof of the following lemma is trivial.
Lemma 1.3.11. Let X be a regular lattice with set of compact elements K.
Suppose P is a directed order preserving property of ordered pairs. Then for any
ascending sequence
κ1 6 κ2 6 . . .
of elements of K there exists a P -sequence
λ1 6 λ2 6 . . .
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of elements of K which dominates {κi} in the sense that λi > κi. 
Theorem 1.3.12. Let Z be a restricted inverse system of fibrations indexed by
a regular lattice X with set of compact elements K, and let Z denote the limit space
of Z. Let ζ ∈ Z.
(i) If the path component of ζ has CW homotopy type then for every K-
countable κ∞ there exists a bigger K-countable λ∞ such that
(⋆) Ω(Z, ζ)→ Ω(Zλ∞ , ζ|λ∞)
is a homotopy equivalence. Consequently the fibre of C → Cλ∞ is con-
tractible.
In addition, if P is a directed order preserving property of ordered
pairs in K, then λ∞ may be chosen to be the supremum of a P -sequence.
(ii) Conversely, if for each K-countable κ∞ there exists a bigger K-countable
element λ∞ such that Ω(Zλ∞ , ζ|λ∞) has CW type and the map (⋆) is a
weak homotopy equivalence, then Ω(Z, ζ) has CW homotopy type.
Proof. Assume the path component C containing ζ has CW homotopy type.
As usual, let Cµ denote the image of C under Z → Zµ.
Assume κ∞ = sup {κ1, κ2, . . . } where κi ∈ K. By Proposition 1.1.2 there exists
κ0 ∈ K such that for each µ ∈ X with µ > κ0 the fibre Fµ of C → Cµ over ζµ
contracts in C.
For α, β ∈ K we define Q(α, β) if α 6 β, P (α, β), and the inclusion Fβ → Fα
is nullhomotopic. Clearly Q is an order preserving property. By assumption on P
and by Proposition 1.1.2 the property Q is also directed.
We apply Lemma 1.3.11 to obtain a Q-sequence {λi} dominating the sequence
{κi ∨ κ0}. In particular P (λi, λi+1) for all i > 1 and λi > κ0 for all i. Let
λ∞ = sup {λi}. By domination λ∞ > κ∞.
To continue we write i instead of λi for 1 6 i 6 ∞ to ease the notation.
Proposition 1.1.2 further guarantees commutative diagrams
Ω(Zi, ζi) Ω(Zi−1, ζi−1)
Fi × Ω(Z, ζ) Fi−1 × Ω(Z, ζ)
w
pi−1,i#
u
≃
w
inclusion
u
≃
where the vertical homotopy equivalences are given by
Fi × Ω(Z, ζ)→ Ω(Zi, ζi), (z, γ) 7→ pi,α#(γ) ∗ θi(z),
and the maps θi satisfy pi−1,i# ◦ θi = θi−1 ◦ inclusion.
Set Φ1 = F1 and let · · · → Φ3 → Φ2 → Φ1 be the inverse sequence obtained by
changing · · · → F2 → F1 inductively into a sequence of fibrations. Thus we obtain
(strictly) commutative diagrams
Fi Fi−1
Φi Φi−1
u
fi ≃
w
u
≃ fi−1
w
qi−1,i
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where the fi : Fi → Φi are homotopy equivalences. Pick homotopy inverses gi for
fi. Since the maps pi−1,i# are fibrations, we may homotope the composites θi ◦ gi
inductively to maps ϕi : Φi → Ω(Zi, ζi) for which
pi−1,i# ◦ ϕi = ϕi−1 ◦ qi−1,i.
By defining ψi : Φi × Ω(Z, ζ) → Ω(Zi, ζi) as ψi(x, γ) = pi,α#(γ) ∗ ϕi(x), we get a
(strict) map between towers of fibrations
Ω(Zi, ζi) Ω(Zi−1, ζi−1)
Φi × Ω(Z, ζ) Φi−1 × Ω(Z, ζ)
w
pi−1,i#
u
ψi ≃
w
u
≃ ψi−1
consisting of homotopy equivalences. By Proposition 1.2.1 the limit map ψ∞ is also
a homotopy equivalence.
The limit space of {Φi × Ω(Z, ζ)} is Φ∞ ×Ω(Z, ζ) where Φ∞ is the limit space
of {Φi}. If we let ϕ∞ : Φ∞ → Ω(Z∞, ζ∞) denote the limit map of the sequence
{ϕi}, then by universality,
(⋆⋆) ψ∞(x, γ) = p∞,α#(γ) ∗ ϕ∞(x).
Let x ∈ Φ∞. By Proposition 1.2.4 the space Φ∞ is contractible, hence the inclusion
ι : Ω(Z, ζ) ≡ {x} × Ω(Z, ζ) →֒ Φ∞ × Ω(Z, ζ)
is a homotopy equivalence. Therefore so is the map ψ∞◦ι. But by (⋆⋆), the map ψ∞
for a fixed x is the restriction Ω(Z, ζ) → Ω(Z∞, ζ∞) followed by a multiplication
homotopy equivalence. Hence the map (⋆) is a homotopy equivalence, and an
application of Lemma 1.3.10 concludes the proof of (i).
Statement (ii) follows immediately from Theorem 1.3.9, by setting Γ = Ω(Z, ζ),
and using Lemma 1.2.5. 
1.4. Phantom components and the uniform Mittag-Leffler property
We introduce the notion of phantom path components of the limit space of an
inverse system of fibrations between CW type spaces. If X is a CW complex then
Y X is the limit of
{
Y K
}
with K ranging over the set K of finite subcomplexes
of X . Phantom path components of Y X then coincide with path components of
phantom maps X → Y with respect to K (see also Section 2.4 below).
Definition. Let Λ be a directed set and let {Gλ} be an inverse system of
groups indexed by Λ. For λ1 6 λ2 we denote the corresponding bonding morphism
pλ1λ2 : Gλ2 → Gλ1 . We say that {Gλ} satisfies the Mittag-Leffler condition if for
each λ ∈ Λ there exists µ ∈ Λ with µ > λ so that for each ν > µ the images of pλν
and pλµ coincide.
Recall the following well known result (see for example Mardesˇic´ and Segal [34]
II, Theorem 7.1.1, and J. Cohen [6] for generalizations)
Proposition 1.4.1. Let (Z,
{
P i
}
) be the limit of inverse sequence of fibrations
· · · → Z3
p3
−→ Z2
p2
−→ Z1. For each number k > 0 there exists a natural exact
sequence (of pointed sets)
∗ → lim1 πk+1(Zi, ∗i)
φ
−→ πk(Z, ∗)
limpik(P
i)
−−−−−−−→ limπk(Zi, ∗i)→ ∗.
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In particular, φ is an injection. 
We refer to [34], II, Theorems 6.2.10 and 6.2.11 for a proof of
Proposition 1.4.2. Let {Gj , pj} be an inverse sequence of groups. Then
lim1Gj is trivial if the sequence satisfies the Mittag-Leffler condition. If the groups
Gj are countable, the converse also holds. 
Definition. Let Z be a restricted system of fibrations indexed by a regular
lattice X with set of compact elements K. Let Z denote the inverse limit of Z.
Path components C, D of Z form a phantom pair with respect to K if the
images of C and D under Z → Zκ coincide for each κ ∈ K. They form a nontrivial
phantom pair if C 6= D.
Clearly the relation ‘phantom pair’ is an equivalence relation, and we denote
by Ph(C) the equivalence class of C, i.e. the set of all path components D such
that C, D form a phantom pair.
Lemma 1.4.3. Assume that X is K-countable, and let supX equal sup {κi}
where κ1 6 κ2 6 . . . is a countable ascending chain in K. Clearly {κi} is cofinal
in K and by Proposition 1.4.1 we may identify
Ph(C) = lim1 π1(Zκi , ζi)
where ζ belongs to C and ζi = ζ|κi . 
Theorem 1.4.4. Given hypotheses of Proposition 1.1.1, assume that C has the
homotopy type of a CW complex. Then, given any κ ∈ K there exists λ′ ∈ K such
that for all k > 1 and any µ ∈ X , for which µ > λ′, the image of
πk(Cµ, ζµ)→ πk(Cκ, ζκ)
equals that of
(∗) πk(C, ζ)→ πk(Cκ, ζκ).
Moreover, for all large enough κ, the morphism (∗) is injective for k > 1.
In particular, the K-indexed induced inverse system of groups
(∗∗) {πk(Cλ, ζλ)}
satisfies the Mittag-Leffler condition uniformly with respect to k > 1.
If C is open then for all large enough κ ∈ K the preimage of Cκ under Z → Zκ
equals C. Consequently Ph(C) = {C}.
If X is K-countable then Ph(C) = {C} regardless of whether C is open or not.
Proof. The first statement follows from (ii) of Proposition 1.1.2 by applying
homotopy groups to the diagram of (i) of the same proposition.
We may first choose κ′ ∈ K such that the fibre of C → Cκ′ over ζκ′ contracts
in C. Then if κ > κ′ the morphism (∗) is an injection.
If X is K-countable then by Lemma 1.4.3 we may identify Ph(C) with lim1 of
a subsequence of (∗∗) which is trivial by Proposition 1.4.2.
If C is open then by Proposition 1.1.1 we may assume that the fibre of Z → Zκ′
over ζκ′ contracts in the total space. By applying π0 this shows that the preimage
of Cκ′ under Z → Zκ′ is exactly C. 
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1.5. Sequences of Postnikov sections
Let · · · → Yi
pi
−→ Yi−1 → · · · → Y1 be an inverse sequence of fibrations between
CW type spaces. We do not know whether in general the question of CW type of
the limit space Y∞ can be reduced to studying the morphisms πk(Yi) → πk(Yi−1)
induced on homotopy groups. However, this is the case when all the Yi have trivial
homotopy groups above a certain level (independent of i).
While Proposition 1.5.7, the key ingredient of Theorem 1.5.1, is more general in
nature, we need the vanishing of homotopy groups to ‘reach an end’ of an inductive
if and only if argument.
Definition. Let · · · → G3 → G2 → G1 be an inverse sequence of groups with
inverse limit G∞. We say that {Gi} is injectively Mittag-Leffler if it satisfies the
Mittag-Leffler condition and the canonical projections G∞ → Gi are injective for
all but finitely many i.
Let K denote the ‘k-ification functor’, that is the functor which to every topo-
logical space assigns the space with the same underlying set whose topology is the
compactly generated refinement of the original one. (See Steenrod [60].)
Theorem 1.5.1. Let · · · → Yi
pi
−→ Yi−1 → · · · → Y1 be an inverse sequence
of fibrations with a coherent set of nondegenerate base points {ηi}. Let Y∞ be the
limit space and let C be the path component of η∞ = {ηi} in Y∞. Further let Ci
be the image of C under Y∞ → Yi. Assume that all spaces Yi have CW homotopy
type and that there exists a number N so that πk(Yi, ηi) = 0 for k > N + 1 and all
i.
(i) If C has the homotopy type of a CW complex then for each k > 1 the
sequence {πk(Yi, ηi) | i} is injectively Mittag-Leffler.
If, in addition, C is open, then the preimage of Ci under Y∞ → Yi
equals C for all but finitely many i.
(ii) Conversely, if for each k > 1 the sequence {πk(Yi, ηi) | i} is injectively
Mittag-Leffler, then K(C) has CW homotopy type. If, in addition, πk(Yi, ηi)
is countable for k > 2 and all i then C has CW type.
If, in addition, the preimage of Ci under Y∞ → Yi equals C then C
is open in Y∞.
Corollary 1.5.2. Let · · · → Yi
pi
−→ Yi−1 → · · · → Y1 be an inverse sequence
of fibrations with a coherent set of nondegenerate base points {ηi}. Assume that all
spaces Yi have homotopy types of countable CW complexes and that there exists a
number N so that πk(Yi, ηi) = 0 for k > N + 1 and all i.
Then the inverse limit of {Yi} is contractible if and only if it is weakly con-
tractible.
Proof of Corollary. Weak contractibility implies the vanishing of lim1
terms by Proposition 1.4.1. By Proposition 1.4.2 the sequences {πk(Yi, ∗) | i} satisfy
the Mittag-Leffler property. 
Example 2. Consider the inverse sequence of circles
· · · → S1
p2
−→ S1
p1
−→ S1.
where pi denotes the ni-sheeted cover ζ 7→ ζni for a number ni, and we understand
S1 as the set of complex numbers of absolute value 1.
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The induced sequence on π1 is · · · → Z
n2−→ Z
n1−→ Z. This has the Mittag-Leffler
property if and only if either
• ni = ±1 for all but finitely many i in which case the limit is S1, or
• ni = 0 for infinitely many i in which case the limit is a point.
In particular, the p-adic solenoid Tp for a prime p obtained by setting ni = p for all
i, has Zˆp/Z path components all of which form a single phantom class, and each is
weakly contractible but not contractible. 
The rest of this section is devoted to the proof of Theorem 1.5.1.
Proposition 1.5.3. Let k be a natural number and let
· · · → Ki
pi
−→ Ki−1 → · · · → K1
be an inverse sequence of fibrations where the Ki are Eilenberg-MacLane spaces
with the single nonvanishing homotopy group in dimension k.
Let K∞ denote the inverse limit of the sequence, together with natural projec-
tions P i : K∞ → Ki. Pick a base point ζ = {ζi} ∈ K∞ and let Gi = πk(Ki, ζi).
Denote the induced morphism Gi → Gi−1 simply by pi and let G∞ denote the
inverse limit of {Gi, pi}.
Assume that the sequence {Gi, pi} is injectively Mittag-Leffler, and, in case
k = 1, that the point ζi is nondegenerate in Ki, for each i.
Then the limit space K∞ has the homotopy type of K(G∞, k). In particular, it
has the homotopy type of a CW complex.
Proof. Note that since πk+1(Ki, ζi) = 0, πk(K∞, ζ) ∼= G∞, by Proposi-
tion 1.4.1. By the same proposition, the space K∞ has a single nonvanishing
homotopy group, since the sequence {Gi, pi} has the Mittag-Leffler property.
More precisely, the Mittag-Leffler property implies that the images of Gj → Gi
stabilize for large enough j. By replacing the sequence {Gi} with an appropriate
subsequence we may assume that for each i the image Si−1 of Gi → Gi−1 equals
that of Gj → Gi−1 for all j > i (including j =∞).
In addition, we may assume that for each i, the morphismG∞ → Gi is injective.
This implies that the morphisms G∞ → Si are bijective and consequently so are
Si → Si−1, for all i.
Now we treat cases k > 2 and k = 1 separately.
Assume first that k > 2. The composite G∞ → G2 → G1 is then an isomor-
phism onto S1. Hence the injection G∞ → G2 has a left inverse, and since the
groups are abelian, G∞ → G2 splits. By possibly neglecting the first term we may
therefore assume that all injections G∞ → Gi are split. LetK0 be a CW complex of
type K(G∞, k) and let p1 : K1 → K0 be a map inducing a ‘projector’ G1 → G∞ on
the homotopy group. Split p1 canonically as K1
f1
−→ L1
q1
−→ K0 where f1 is a homo-
topy equivalence and q1 is a fibration. Given fi : Ki → Li split fipi+1 : Ki+1 → Li
as Ki+1
fi+1
−−−→ Li+1
qi+1
−−−→ Li with fi+1 a homotopy equivalence and qi+1 a fibration.
Let f∞ : K∞ → L∞ denote the induced homotopy equivalence on the limit spaces.
We note that the projection L∞ → L1 is a fibration and consequently so is the
composite map L∞ → K0. Clearly the fibre of L∞ → K0 over b0 ∈ K0 is the
inverse limit of the fibres Fi of Li → K0 over b0. But the induced maps Fi → Fi−1
are nullhomotopic, and hence the limit F∞ is contractible. Therefore L∞ ≃ K0, as
claimed.
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Now assume that k = 1. For each i choose a CW complex Ci having the
homotopy type of Ki. Next choose a base point γi ∈ Ci. Since the base points
γi ∈ Ci and ζi ∈ Ki are nondegenerate, (Ki, ζi) and (Ci, γi) are equivalent as pairs;
that is there exist pointed maps gi : Ki → Ci, fi : Ci → Ki such that gi ◦ fi and
fi ◦ gi are homotopic to the respective identity maps via base point preserving
homotopies.
Set S¯i = gi#(Si) and let C¯i → Ci be a covering associated to the subgroup
S¯i 6 π1(Ci, γi). Pulling back this covering over gi : Ki → Ci yields a fibration
qi : Wi → Ki with discrete fibres, which maps π1(Wi, wi) isomorphically onto Si.
By construction the composite Ci+1
fi+1
−−−→ Ki+1 → Ki lifts to a map into Wi
(sending γi+1 to wi). Precomposition with gi+1 defines a map Ki+1 → Wi which
lifts Ki+1 → Ki up to homotopy. Since Wi → Ki is a fibration, a strict lifting
ri+1 can be obtained. Since ζi+1 is nondegenerate in Ki+1, we may arrange that
ri+1(ζi+1) = wi.
Note that since the fibres of qi are discrete, the map ri+1 is a fibration. The
limit space is thus homeomorphic to the limit space of
· · · →W3 →W2 →W1
which is a sequence of fibrations that are homotopy equivalences. 
We recall a definition due to J. Cohen [7] in a slightly modified version that is
suitable for our purposes.
Definition. Let Φ: G×E → E denote a free left action of a topological group
G on a space E. The action Φ is open if for every space Z and every pair of maps
f1, f2 : Z → E such that f1(z) and f2(z) lie in the same orbit for each z there exists
a map f : Z → G so that
Φ(f(z), f1(z)) = f2(z), ∀z.
A fibration p : E → B is called a principal open fibration if E is a free left G-space
with an open action such that p(e1) = p(e2) if and only if e1 and e2 lie in the same
orbit. (This is to say that p induces a continuous injection E/G→ B for which in
general we do not require to be onto or open.)
For example, if G is a closed subgroup of a topological group H , then the action
of G on H by multiplication on the left is an open action.
The proofs of the following two lemmas are straightforward.
Lemma 1.5.4. (i) Let p : E → B be a morphism of topological groups and
let G := ker p. Let G act on the left on E. If p is a fibration then it is a
principal open fibration.
(ii) Let p : E → B be a principal open fibration and let f : X → B be a map.
Then the pullback fibration f∗E → X is a principal open fibration. 
Lemma 1.5.5. Let the groups G and G′ act freely on, respectively, E and E′.
Let p : E → B and p′ : E′ → B′ be fibrations coherent with the respective actions.
Suppose given a commutative diagram
E′ E
B′ B
u
p′
w
η
u
p
w
β
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Assume that p is a principal open fibration, and that η is an equivariant map in the
sense that η(g · x) = ω(g) · η(x) for some continuous morphism ω : G′ → G. If ω
and β are fibrations, so is η. 
The following proposition is due to J. Cohen; see [7], Theorem 1.1.
Proposition 1.5.6 (J. Cohen). Let {pi : Ei → Bi} be a level preserving mor-
phism of inverse sequences where for each i, the space Ei is a free left Gi-space and
pi : Ei → Bi is a principal open fibration. Assume that the maps Ei → Ei−1 are
equivariant given by homomorphisms ωi : Gi → Gi−1.
Let p∞ : E∞ → B∞ denote the induced inverse limit map, and set G∞ = limGi.
If the ωi are fibrations then p∞ is a principal open fibration. 
Proposition 1.5.7. Let · · · → Zi
pi
−→ Zi−1 → · · · → Z1 be an inverse sequence
of fibrations with a coherent set of base points {ζi}. Assume that the Zi are (k−1)-
connected spaces of CW type where k > 1 and denote Gi = πk(Zi, ζi). Further let
G∞ denote the limit group of the induced sequence · · · → Gi → Gi−1 → · · · → G1.
If k = 1, assume also that ζi is a nondegenerate base point of Zi for each i.
There exists a morphism of towers
. . . Z¯3 Z¯2 Z¯1
. . . Z3 Z2 Z1
w w
u
w
u u
w w w
where all arrows are fibrations and the arrows Z¯i → Zi are k-connected covers. The
limit map Z¯∞ → Z∞ fits into a pullback square
Z¯∞ P∞
Z∞ K∞
u
w
u
w
where P∞ is contractible and the vertical arrows are always fibrations for the class
of compactly generated spaces.
If the sequence {Gi} satisfies the Mittag-Leffler condition and the canonical
projections G∞ → Gi are injective, then the space K∞ has CW homotopy type.
Hence K(Z∞) has CW homotopy type if and only if K(Z¯∞) has.
If k = 1 or the groups Gi are countable, then the arrows Z¯∞ → Z∞ and
P∞ → K∞ are fibrations and the space Z∞ has CW homotopy type if and only if
Z¯∞ has.
Proof. Assume that k > 2. First inductively construct an inverse sequence
· · · → K(Gi, k)
αi−→ K(Gi−1, k)→ · · · → K(G1, k)
of fibration homomorphisms between topological abelian groups which on the non-
trivial homotopy group agree with the induced maps πk(Zi, ζi) → πk(Zi−1, ζi−1).
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This can be done as follows. Using infinite symmetric products (see Dold and Thom
[9]) or geometric realization of simplicial groups (see Milnor [42]) it is possible to
construct an inverse sequence · · · → A3 → A2 → A1 with Ai → Ai−1 a morphism
of topological abelian groups for all i. Since the space of free paths on a topolog-
ical group is canonically equipped with a compatible topological group structure,
the factorization of A2 → A1 as a composite of homotopy equivalence A2 → A′2
followed by fibration A′2 → A1 is one of morphisms of topological abelian groups.
Hence A3 → (A2 → A′2) is a morphism of topological groups and we may proceed
inductively.
In case the groupsGi are not countable, the above construction yields an inverse
sequence of morphism-fibrations of quasitopological groups (see Appendix B).
By applying the functorial contractible path-space ‘covering’ construct a com-
mutative ladder
. . . P3 P2 P1
. . . K(G3, k) K(G2, k) K(G1, k)
w w
u
w
u u
w w w
where all arrows are both fibrations and morphisms of topological abelian groups.
Pick maps Zi → K(Gi, k) corresponding to an isomorphism on the homotopy
group πk. Using homotopy lifting property to change Zi → K(Gi, k) for homotopic
maps inductively construct a commutative ladder
. . . Z3 Z2 Z1
. . . K(G3, k) K(G2, k) K(G1, k)
w w
u
w
u u
w w w
Finally form an inverse sequence of pullback squares
P∞ . . . Pi Pi−1
Z¯∞ . . . Z¯i Z¯i−1
K∞ . . . K(Gi, k) K(Gi−1, k)
Z∞ . . . Zi Zi−1
w w w
u
A
A
AC
w
u
u
A
A
AC
w
u
u
A
A
AC
w
u
u
A
AC
u
w w w
A
A
C
w
A
A
AC
w
A
AC
w
A
AC
Since Pi → K(Gi, k) is a fibration morphism, it is a principal open fibration.
Hence so is the pullback map Z¯i → Zi by Lemma 1.5.4. Further note that the
restriction of Pi → Pi−1 to the fibre is trivially a fibration morphism. Hence the
induced equivariant map Z¯i → Z¯i−1 is also a fibration by Lemma 1.5.5. The
morphism P∞ → K∞ is the limit of principal open fibrations, and is itself such by
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Proposition 1.5.6. Moreover, the square
Z¯∞ P∞
Z∞ K∞
u
w
u
w
is a pullback by construction. Hence Z¯∞ → Z∞ is a principal open fibration by
Lemma 1.5.4.
In case the groups Gi are not countable, the actions are only compactly open
(see Proposition B.0.6), and the limit maps under consideration have the homotopy
lifting property with respect to compactly generated spaces (see Corollary B.0.7).
If the inverse sequence of groups {Gi} satisfies the hypotheses of the proposi-
tion, K∞ has the homotopy type of a K(G∞, k) by Proposition 1.5.3. In particular,
it has CW homotopy type.
Hence Z∞ has CW homotopy type if and only if Z¯∞ has.
If the groups Gi are not countable then after K-ification, the square remains
a pullback, and the vertical arrows are fibrations in the category of compactly
generated Hausdorff spaces. Stasheff’s theorem remains valid in that category (see
for example P. Kahn [29]), hence in this case K(Z∞) has CW type if and only if
K(Z¯∞) has.
In case k = 1, first inductively construct a based inverse sequence of fibrations
· · · → (Ki, κi)
αi−→ (Ki−1, κi−1)→ · · · → (K1, κ1)
where κi is nondegenerate in Ki, the pair (Ki, κi) has the type of a (K(Gi, 1), ∗),
and αi# : π1(Ki, κi)→ π1(Ki−1, κi−1) realizes the morphism Gi → Gi−1.
For each i, let qi : Pi → Ki denote the fibration with discrete fibre, obtained
by pulling back a universal covering Ei → K(Gi, 1) over the homotopy equivalence
Ki → K(Gi, 1). Since the Pi are contractible, any map Pi → Pi−1 is a lifting
of Ki → Ki−1 up to homotopy, and since Pi → Ki is a fibration, a strict lifting
may be obtained. The composite Pi → Pi−1 → Ki−1 is a fibration since it equals
Pi → Ki → Ki−1 and since Pi−1 → Ki−1 has discrete fibres, also Pi → Pi−1 is a
fibration.
We use well-pointedness of the Zi to inductively construct a level-preserving
map of inverse sequences {Zi} to {Ki}. Form Z¯i as the pullback of Zi → Ki ← Pi
as before. Since Pi → Ki and Z¯i → Zi are fibrations with discrete fibres, the limit
maps P∞ → K∞ and Z¯∞ → Z∞ are always fibrations. 
Proof of Theorem 1.5.1. Statement (i) is clear by Theorem 1.4.4.
As for (ii), let C∞ be the limit space of {Ci}. Since {π1(Ci, ηi) = π1(Yi, ηi)}
satisfies the Mittag-Leffler property, C∞ is path-connected by Proposition 1.4.1.
Evidently C ⊂ C∞ and thus C = C∞ since C is a path component. By inductive
application of Proposition 1.5.7 it follows that K(C) has CW type if and only if K(Z)
has where Z is the limit space of N -connected covers of Ci. By Proposition 1.2.4
the space Z and consequently K(Z) are contractible. Hence K(C) has CW type. 
CHAPTER 2
CW homotopy type of function spaces
In this chapter we discuss various properties of function spaces of CW homotopy
type. We give some necessary conditions, and some sufficient conditions.
First we show that certain spaces of continuous functions between CW com-
plexes fit into the framework of Chapter 1. In particular, n-ad function spaces
(Y ;Y1, Y2, . . . , Yn)
(X;A1,A2,...,An) are suitable for study.
Then we give our main ‘topological’ characterizations of CW type function
spaces. For CW complexes X and Y , the function space Y X has CW type if and
only if Y X admits a numerable covering of open sets contractible within Y X . In
particular, if X is countable then Y X has CW type if and only if it is semilocally
contractible. Hence function spaces between CW complexes carry so much structure
that local contractibility properties are sufficient.
Next, Y X has CW type if and only if X is essentially countable with respect
to Y . More precisely, if Y X has CW type then for every g : X → Y and every
countable subcomplex L of Y there exists a bigger countable subcomplex L′ such
that the fibre over g|L′ of the fibration Y X → Y L
′
is contractible and consequently
Ω(Y X , g)→ Ω(Y L
′
, g|L′) is a homotopy equivalence.
Conversely, if for each countable subcomplex L there exists a bigger countable
subcomplex L′ such that Y X → Y L
′
is a weak equivalence onto image of CW type,
then Y X has CW type.
The results of Section 1.1 (see also Section 1.4) impose severe restrictions on
homotopy groups πk(Y
X , g), where k > 1, for Y X of CW type. Below we show
that there are also restrictions on the set of path components. In particular, path
components must be small in number, and there can be no phantom path compo-
nents.
For Y a CW complex with finitely many nontrivial homotopy groups, the ques-
tion of CW type of Y X depends only on the induced morphisms πk(Y
M )→ πk(Y L)
for L 6M 6 X , and k > 0, and we give necessary and sufficient conditions.
At the end of this chapter we present three types of ‘constructions’ of CW type
function spaces, which we apply in later chapters.
2.1. Function spaces as inverse limits
Let (X ;A1, . . . , An) be a CW n-ad and let (Y ;B1, . . . , Bn) have the homotopy
type of a CW n-ad. Our general aim is to study the homotopy type of n-ad function
spaces (Y ;B1, . . . , Bn)
(X;A1,...,An).
Let SX be the set of all subcomplexes of X , and let AX be the direct sum
⊕∞i=1SX whose elements are sequences A = (A1, A2, A3, . . . ) of subcomplexes of
X with Aj = ∅ for all but finitely many j. Let BY denote the subset of ⊕
∞
i=12
Y
22
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consisting of those sequences B = (B1, B2, . . . ) of subsets of Y where (Y ;B1, . . . , Bj)
has the homotopy type of a CW j-ad for each j.
Let K be a compact CW complex and let SK be the set of subcomplexes of
K. Then X × K is a CW complex and the cartesian product defines a function
SX × SK → SX×K .
We define obvious operations AX × SX
∩
−→ AX , AX × SK
×
−→ AX×K , and
AX ×AX
∪
−→ AX .
Let T be a subcomplex of X and let γ : T → Y be a map. For A ∈ AX and
B ∈ BY let (Y ;B)(X;A) denote the ‘n-ad’ function space, and (Y ;B)(X;A)[T, γ] its
subspace
{f : X → Y | f(Ai) ⊂ Bi ∀i, f |T = γ} .
Lemma 2.1.1. Let L be a subcomplex of X. The restriction map
(Y ;B)(X;A)[T, γ]→ (Y ;B)(L;A∩L)[T ∩ L, γ|T∩L]
is a fibration.
Proof. We may assume T 6 L, since (Y ;B)(L;A∩L)[T∩L, γ|T∩L] is homeomor-
phic to (Y ;B)(L
′;A∩L′)[T, γ] where L′ = L∪T . Then (Y ;B)(X;A)[T, γ] is the preimage
of (Y ;B)(L;A∩L)[T, γ] under the restriction map (Y ;B)(X;A) → (Y ;B)(L;A∩L). Thus
it suffices to show that the latter is a fibration.
For a compactly generated space M and a compactum C the product M ×
C is compactly generated and (YM )C is homeomorphic to YM×C . In particu-
lar, this holds for a CW complex M . Thus [(Y ;B)(X;A))]I is homeomorphic to
(Y ;B)(X×I,A×I) and the pullback of (Y ;B)(X;A) → (Y ;B)(L;A∩L) ← [(Y ;B)(L;A∩L)]I
is homeomorphic to (Y ;B)(X×0∪L×I;A×0∪(A∩L)×I).
Let ρ : X × I → X × 0 ∪ L× I be a retraction such that ρ(Ai × I) ⊂ Ai × 0 ∪
(Ai ∩ L)× I for all i. Composition with ρ defines a lifting function
λ : (Y ;B)(X×0∪L×I;A×0∪(A∩L)×I) → (Y ;B)(X×I,A×I)
for (Y ;B)(X;A) → (Y ;B)(L;A∩L). 
Remark. Note that Lemma 2.1.1 remains valid if we assume that the entries
Ai of A are closed subsets of a space X such that all possible intersections ∩iAi are
cofibered subsets of X .
If (Y ;B)(X;A)[T, γ] is non-empty then it contains a map Γ: X → Y . Therefore
it makes sense to define
F(X,Y ) =
{
(Y ;B)(X;A)[T,Γ|T ] |A ∈ AX , B ∈ BY , T ∈ SX , Γ ∈ (Y ;B)
(X;A)
}
.
For Z = (Y ;B)(X;A)[T,Γ|T ] ∈ F(X,Y ) define
Z(L) = (Y ;B)(L;A∩L)[T ∩ L,Γ|T∩L].
Lemma 2.1.2. Let Z ∈ F(X,Y ).
(i) For arbitrary subcomplexes L 6 L′ 6 X, the restriction map Z(L′) →
Z(L) is a fibration. The fibre of Z → Z(L) is an element of F(X,Y ).
(ii) Let M 6 X and let L be an exhaustive directed system of proper subcom-
plexes of M . Then Z(M), together with restriction maps Z(M)→ Z(L),
is the limit of the inverse system {Z(L) |L ∈ L}.
(iii) For K a finite subcomplex of X, the space Z(K) has CW homotopy type.
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Proof. Statement (i) is contained in Lemma 2.1.1.
To prove (ii), note that directedness of L guarantees that every compact subset
of M is already contained in a member of L. Thus (ii) is an easy consequence of
the fact that CW complexes have the weak topology with respect to the family of
closed cells.
Let Z = (Y,B)(X,A)[T,Γ|T ]. Then Z(K) = (Y,B)(K,A∩K)[T ∩K,Γ|T∩K ] is the
fibre of (Y,B)(K,A∩K) → (Y,B)(T∩K,A∩T∩K) over Γ|T∩K . The total space and the
base space have CW homotopy types by Theorem 3 of [43] hence so has the fibre
Z(K) by Stasheff’s theorem. 
We have established
Proposition 2.1.3. Let Z ∈ F(X,Y ), and let X denote the set of all subcom-
plexes of X. Then the functor X → T op,
L 7→ Z(L), (L 6M) 7→ (Z(M)
restriction
−−−−−−−→ Z(L))
is a restricted inverse system of fibrations indexed by the regular lattice X . The
sublattice K of X consisting of finite subcomplexes is the set of compact elements
and Z(K) has CW homotopy type for each K ∈ K. 
One of the nice features of F(X,Y ) is that it is ‘closed under forming loop
spaces.’ More precisely, let g ∈ Z = (Y ;B)(X;A)[T,Γ|T ]. Then Ω(Z, g) is homeo-
morphic to
(Y ;B)(X×I;A×I)[T × I ∪X × ∂I, Γ|T ◦ prT ⊔g ◦ prX ].
In this way we may view Ω(Z, g) ∈ F(X × I, Y ), and the restriction Ω(Z, g) →
Ω(Z(L), g|L) can be identified with Ω(Z, g)→ Ω(Z, g)(L × I).
Also note that in this way Ω(Z, g) may naturally be viewed as the limit of a
restricted inverse system of fibrations indexed by X .
Convention. If X is a CW complex then under cardinality of X we under-
stand the cardinality of the set of cells X .
Lemma 1.3.7 implies
Lemma 2.1.4. Let X be an infinite CW complex, and let X be the set of all
subcomplexes of X. For an initial ordinal α of cardinality cardX there exists an
order-preserving injection W (α) → X , λ 7→ Xλ, whose image is well-ordered and
exhaustive in the sense that ∪λ<αXλ = X. For each µ ∈ W (α) the quotient
complex Xµ+1/Xµ is finite and, if µ is limiting, Xµ = ∪λ<µXλ. Moreover, for
each µ < α+ 1, the subcomplex Xµ has cardW (µ) cells. 
Remark. If necessary, we may replace each ‘successive pair’ (Xµ+1, Xµ) by a
finite refinement Xµ = X0 < X1 < · · · < Xr = Xµ+1 where for each i, the pair
(Xi, Xi−1) is the adjunction of a single cell. 
Definition. Let X be a CW complex and let Xλ, λ ∈ W (α), be a filtration
of subcomplexes of X . We say that {Xλ |λ} is a good filtration if it is exhaustive
in the sense that ∪λXλ = X , the assignment λ → Xλ is order-preserving, and for
each limiting µ < α the subcomplex Xµ is given by Xµ = ∪λ<µXλ. 
Lemma 2.1.4 asserts that every complex X admits a good filtration indexed
by W (α) where α is a limit ordinal such that consecutive steps are adjunctions
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of finitely many cells (or a single one, if desired) and for each µ < α + 1, the
subcomplex Xµ has exactly cardW (µ) cells.
The ‘goodness’ of a good filtration is apparent from
Lemma 2.1.5. Let α be an ordinal number and let {Xλ |λ < α} be a good filtra-
tion for X. Let Y be any CW complex. We may form an inverse system indexed by
W (α) consisting of spaces Y Xλ where for each λ < µ the bonding map Y Xµ → Y Xλ
is the restriction fibration. Since ∪λXλ = X, the limit of this system is Y X , to-
gether with restriction projections.
Moreover, if µ is a limit ordinal, µ < α, then
Y Xµ = lim
λ<µ
Y Xλ ,
which is to say that
{
Y Xλ |λ ∈W (α)
}
is a restricted inverse system. 
We close this section with two simple-minded examples of function spaces that
are not of CW type.
Lemma 2.1.6 (Splittings of domain). Assume X = ∨λ∈ΛXλ. Let C (respec-
tively Cλ) denote the path component of the constant map in (Y, ∗)(X,∗) (respectively
(Y, ∗)(Xλ,∗)). If C has CW type, then Cλ is contractible for all but finitely many λ.
Proof. Since (Y, ∗)(X,∗) (respectively C) is homeomorphic to
∏
λ(Y, ∗)
(Xλ,∗)
(respectively
∏
λCλ), this follows immediately from Example 1 on page 4. 
Example 3 (Infinitely many “free” cells). Assume that Y T has CW type and
let X be obtained from T by attaching an infinite family of cells {emλλ |λ} along an
attaching map ⊔λSmλ−1 → T . This is to say that we attach infinitely many free
cells. If for each λ there exists a number nλ > mλ with πnλ(Y ) nontrivial, then
Y X cannot have CW type.
If Y X has CW type then so has the space (Y, ∗)(X/T,{T}), by Stasheff’s theorem.
But X/T =
∨
λ S
mλ , and πk
(
(Y, ∗)(S
mλ ,∗), ∗
)
∼= πk+mλ(Y, ∗), by adjunction. The
assumptions on Y contradict Lemma 2.1.6.
For an explicit example we may take X = M(F,m) and Y = K(Z2, n) where
m 6 n. Here M(F, n) denotes a Moore space of type (F, n), and F is the free abelian
group on countably many generators.
The case m = n generalizes Milnor’s example X = N, Y = {0, 1} (see [43])
if we understand N as a M(F, 0) and {0, 1} as a K(Z2, 0). It was pointed out
by Milnor that ({0, 1} , ∗)(N,∗) is homeomorphic to the Cantor set. We note that
(K(Z2, n), ∗)(M(F,n),∗) is homeomorphic to (ΩnK(Z2, n), ∗)(N,∗) which in turn is
homotopy equivalent to the Cantor set. 
Example 4 (A stable splitting). Let Y be a CW complex with infinitely many
nontrivial homotopy groups. (By a theorem of Serre [52], see also Neisendorfer
[46], Y may be a finite CW complex which is simply connected but not contractible.)
Then the path component C of the constant map in (Y, ∗)(ΩS
p+1,∗) does not have
CW type for any p > 1.
Since ΩSp+1 is homotopy equivalent to the James construction J(Sp) (see
James [28], and also Puppe [49]), we may take X = J(Sp). If C has CW type,
so has the loop space Ω(C, ∗) ≈ (Y, ∗)(SX,∗). It is well known that SX = SJ(Sp)
splits as SX ≃ ∨∞j=1S
pj+1. By adjunction the group πk
(
(Y, ∗)(S
pj+1,∗), ∗
)
is isomor-
phic to πk+pj+1(Y, ∗). The latter is nontrivial for infinitely many k, contradicting
Lemma 2.1.6. 
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2.2. Properties of function spaces of CW type
Proposition 1.1.1 says
Theorem 2.2.1. Let X and Y be CW complexes and Z ∈ F(X,Y ). Let C be
the union of some path components of Z, and for each subcomplex L of X let CL
denote the image of C under Z → Z(L).
(i) C is semilocally contractible if and only if for each map g ∈ C there exists
a finite subcomplex K of X such that the fibre FK over g|K of C → CK
contracts in the total space.
(ii) C is semilocally contractible and open if and only if for each map g ∈ C
there exists a finite subcomplex K such that the fibre of Z → Z(K) over
g|K contracts in the total space.
(iii) If C is semilocally contractible then for each map g ∈ C the loop space
Ω(Z; g) has CW homotopy type.
(iv) Z has CW homotopy type if and only if it is a Dold space. 
Lemma 2.2.2. If Z ∈ F(X,Y ) where X is a countable complex, then Z is
hereditarily paracompact (in fact stratifiable).
Proof. By Cauty [4], the function space Y X is stratifiable, and hence hered-
itarily paracompact. 
Corollary 2.2.3. Let Z ∈ F(X,Y ) where X is countable, and let C be a
set of path components of Z. Then C has CW homotopy type if and only if it is
semilocally contractible.
In particular, if C is globally well-pointed, it has CW homotopy type. Compare
Theorem 3.1 of [56]. 
Lemma 2.2.4. (i) Let X be a connected CW complex and K a finite sub-
complex of X. Then there exists a finite subcomplex L of X such that the
inclusion induced morphism H˜∗(L)→ H˜∗(X) is injective on the image of
H˜∗(K)→ H˜∗(L).
(ii) Let L0 6 L1 6 L2 6 . . . be an ascending sequence of finite subcomplexes
of X with union L∞. If for each i > 1 the morphism H˜∗(Li)→ H˜∗(X) is
injective on the image of H˜∗(Li−1)→ H˜∗(Li) then the morphism
H˜∗(L∞)→ H˜∗(X)
is injective.
Proof. For (i) see the proof of Lemma 4.1.3 of Gray and McGibbon [24], and
(ii) is evident. 
Theorem 1.3.12 says
Theorem 2.2.5. Let Z ∈ F(X,Y ), let C be a set of path components of Z,
and let g ∈ C be a map. Let CL denote the image of C under Z → Z(L).
(i) If C has CW homotopy type then for every countable complex L of X
there exists a bigger countable complex L′ such that Ω(CL′ , g|L′) has CW
type and
(∗) Ω(C; g)→ Ω(CL′ , g|L′)
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is a homotopy equivalence. Consequently the fibre of C → CL′ over g|L′
is contractible.
In addition, if P is a directed order preserving property defined on
pairs (K,K ′) of finite subcomplexes with K 6 K ′ then L′ may be assumed
to be the union of a P -sequence.
In particular, we may assume H∗(L
′;Z)→ H∗(X ;Z) to be injective.
(ii) Conversely, if for each countable complex L there exists a bigger countable
complex L′ such that Ω(CL′ , g|L′) has CW homotopy type and (∗) is a weak
homotopy equivalence then Ω(C, g) has CW homotopy type.
Proof. We need only discuss the statement about H∗(L
′;Z) → H∗(X ;Z) of
(i).
Let Q(K,K ′) if H˜∗(K
′) → H˜∗(X) is injective on the image of H˜∗(K) →
H˜∗(K
′). Then Q is a directed order preserving property by (i) of Lemma 2.2.4.
Now apply (ii) of Lemma 2.2.4 together with Theorem 1.3.12. 
Theorem 1.3.9 translates into
Theorem 2.2.6. Let X be a CW complex with uncountably many cells, and
let Y be an arbitrary CW complex. Let Z ∈ F(X,Y ) and let C be a set of path
components of Z. For each subcomplex L of X denote by CL the image of C under
Z → Z(L).
Let Γ be a topological space and assume that there exists a map of Γ into the
inverse system {CL |L}.
Let L be the set of those subcomplexes L of X for which CL has CW homotopy
type and Γ→ CL is a weak equivalence.
Assume that for each countable subcomplex L there exists a countable subcom-
plex L′ ∈ L containing L.
Then for any ordinal η and every subcomplex L of X with ℵη cells there exists
a larger subcomplex L′ ∈ L with ℵη cells.
In particular C has CW homotopy type, and Γ→ C is a weak equivalence. 
Corollary 2.2.7. Let X be a CW complex with uncountably many cells such
that for each countable subcomplex L there exists a countable subcomplex L′ con-
taining L so that (Y, ∗)(L
′,∗) is contractible. Then (Y, ∗)(X,∗) is contractible.
Proof. Note that (Y, ∗)(L
′,∗) is contractible if and only if the section Y → Y L
′
is a homotopy equivalence. By Theorem 2.2.6 the space Y X has CW type and
Y → Y X is a (weak and hence genuine) homotopy equivalence. 
Lemma 2.2.8. Let X and Y be connected CW complexes. Assume that the path
component C of g ∈ (Y, ∗)(X,∗) has CW homotopy type. Then there exists a finite
subcomplex K of X such that for any L > K and every k > 2 the sequence of
groups and homomorphisms
(∗) 0→ πk((Y, ∗)
(X,∗), g)→ πk((Y, ∗)
(L,∗), g|L)→ πk−1(FL, g)→ 0
is exact. Here FL denotes the fibre of (Y, ∗)
(X,∗) → (Y, ∗)(L,∗) over g|L. In addition,
the morphism
(∗∗) π1((Y, ∗)
(X,∗), g)→ π1((Y, ∗)
(L,∗), g|L)
is injective. If C is open in (Y, ∗)(X,∗) then for k = 1, (∗) is an exact sequence of
pointed sets, and so is ∗ → [X,Y ]∗ → [L, Y ]∗ at the base point g.
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If g ≡ ∗ then (∗) transforms as 0 → [Sk ∧ X,Y ]∗ → [Sk ∧ L, Y ]∗ → [Sk−1 ∧
(X/L), Y ]∗ → 0, and similarly also (∗∗).
Proof. Follows from (i) and (ii) of Proposition 1.1.1 by applying the long ho-
motopy exact sequence of fibration together with the observation that πk(FL, g) ∼=
πk(FL∩C, g) for k > 1. For g constant apply adjunction πk
(
(Y, y0)
(L,x0), consty0
)
∼=
[Sk ∧ L, Y ]∗. 
Remark. If the function [X,Y ]∗ → [L, Y ]∗ is naturally equivalent to a group
morphism, the conclusion of Lemma 2.2.8 in case C is the path component of the
constant map (and is open) implies it is an injection.
Corollary 2.2.9. Let Y be an Eilenberg-MacLane space K(G,n), and let X
be an arbitrary CW complex. If the path component C of the constant map in
(Y, ∗)(X,∗) has CW type then there exists a finite subcomplex K of X such that for
any L > K and every k with 1 6 k 6 n− 1 the inclusion induced morphism
(∗) H˜k(X ;G)→ H˜k(L;G)
is injective. If, in addition, C is open, then (∗) is also injective for k = n. 
2.3. Counting path components
Here we focus on the restrictions that we may impose on path components
of a function space of CW type, an issue which is delicate since the set of path
components in general does not carry a group structure. We begin with the case
when it does.
Proposition 2.3.1. Let X and Y be CW complexes such that the space Y X
has CW type. If either X is an H-cogroup or Y is an H-group, then for all large
enough finite K, the functions
π0((Y, ∗)
(X,∗))→ π0((Y, ∗)
(K,∗)) and π0(Y
X)→ π0(Y
K)
are injective.
Proof. We prove the pointed version first. If Y is an H-group then the con-
travariant functor C( , Y )∗, (L, ∗) 7→ (Y, ∗)(L,∗) maps into the category of H-groups
and H-morphisms, hence this case is an immediate consequence of Theorem 1.4.4.
Assume that X is an H-cogroup and denote comultiplication ν : X → X ∨ X
and coinverse ι : X → X . The path component C of the constant map in (Y, ∗)(X,∗)
is open and has CW type hence by Theorem 1.4.4 there exists a finite subcomplex
K of X such that the fibre of
(Y, ∗)(X,∗) → (Y, ∗)(L,∗)
contracts in C for every L > K. In particular, if for some f : (X, ∗) → (Y, ∗) and
L > K the restriction f |L is nullhomotopic, then also f is nullhomotopic.
The image ν(K) is a compact subset of X ∨ X , hence there exists a finite
subcomplex L of X such that L > K and ν(K) ⊂ L ∨ L.
Let M be a finite subcomplex that contains L. Let f, g : (X, ∗) → (Y, ∗) be
such that f |M and g|M are homotopic. Then so also are f |L, g|L. Pick a (pointed)
homotopy h : L× I → Y , and define H : K × I → Y as follows
(∗) K × I
ν
−→ (L ∨ L)× I = L× I ⊔∗×I L× I
h⊔g◦ι◦prL−−−−−−−→ Y ∨ Y
▽
−→ Y.
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Then H0 equals the composite K → X
ν
−→ X ∨ X
f∨g◦ι
−−−−→ Y ∨ Y
▽
−→ Y , and H1
equals the composite K → X
ν
−→ X ∨X
g∨g◦ι
−−−−→ Y ∨ Y
▽
−→ Y . This is to say that H0
is the restriction of f − g to K and H1 is the restriction of g − g to K. Since g − g
is nullhomotopic, so is H1. Thus (f − g)|K is nullhomotopic. But then f − g is also
nullhomotopic which is to say that f and g are homotopic, using the H-cogroup
structure. Thus π0((Y, ∗)(X,∗))→ π0((Y, ∗)(M,∗)) is injective for all M > L.
The homotopy ladder with exact rows which is induced by the morphism of
evaluation fibrations (Y X → Y ) → (YM → Y ) implies that π0(Y
X) → π0(Y
M ) is
injective. (See (i) of Lemma 2.3.3.) 
Definition. A space Y has finite homotopy groups (respectively of cardinality
at most ℵη) if it has finitely many (respectively at most ℵη) path components and
the homotopy groups of each path component are finite (respectively at most ℵη).
An n-ad (Y ;B) has finite homotopy groups if Y and all possible intersections
∩iBi have finite homotopy groups.
Similarly, an n-ad (Y ;B) has homotopy groups of cardinality at most ℵη if Y
and all possible intersections ∩iBi have homotopy groups of cardinality at most ℵη.
An n-ad (Y ;B) is said to be an r-Postnikov section if Y and all possible inter-
sections ∩iBi are r-Postnikov sections.
Proposition 2.3.2. (i) Let (L;A) be an n-ad with L a finite complex.
Let (Y ;B) have finite homotopy groups (respectively of cardinality ℵη).
Then (Y ;B)(L;A) has finite homotopy groups (respectively of cardinality
ℵη).
(ii) Let (Y ;B) be an r-Postnikov n-ad. Let (L′;A) be an n-ad with L′ ar-
bitrary. Suppose (L′, L) is an adjunction of one cell of dimension d. If
d > r + 1 then the restriction fibration
(Y ;B)(L
′;A) → (Y ;B)(L;A∩L)
is a homotopy equivalence onto its image, and if d > r+2, then it is also
surjective.
Lemma 2.3.3. (i) Let p : Y → X be the principal fibration obtained by
pulling back f : X → B over the evaluation PB → B. Assume b0 is the
base point of B. Then there exists a left action of π1(B, b0) on π0(Y )
such that p# : π0(Y )→ π0(X) collapses precisely the orbits of this action.
Moreover for g ∈ π1(B, b0) and [y] ∈ π0(Y ) we have g[y] = [y] if and only
if there exists g˜ ∈ π1(X, p(y)) such that f#(g˜) = g.
(ii) Let E → B be a fibration. If E and B have finite (resp. ℵη) homotopy
groups, then so has each fibre. Conversely, if B and all fibres of E → B
have finite (resp. ℵη) homotopy groups, then so has E. 
Proof of Proposition 2.3.2. Denote for convenience Y = B0, L = A0.
Suppose L = {x1, . . . , xr}, a finite discrete set. Let Kj denote the set of indices
i for which xj ∈ Ai. Then (Y ;B)(L;A) =
∏r
j=1
(
∩i∈Kj Bi
)
which has finite (ℵη)
homotopy groups.
Thus we can make an induction on the number of cells of dimension > 1. In
other words, it suffices to prove the following. If (L′;A) is an n-ad where L′ is
obtained from a subcomplex L by attaching a cell e, and (Y ;B)(L;A∩L) has finite
(ℵη) homotopy groups, then so has (Y ;B)
(L′;A).
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Let x0 be an appropriate point (not necessarily a 0-cell) in L
′. Let J denote
the set of j > 0 for which x0 ∈ Aj . We can consider the fibration (see the remark
after Lemma 2.1.1)
(†) (Y ;B)(L
′,A) ε−→ (Y ;B)({x0},A∩{x0}) = ∩j∈JBj = B
′′.
By Lemma 2.3.3 it suffices to show that for any y0 ∈ B
′′ the fibre of ε over y0 has
finite (ℵη) homotopy groups. The fibre of (†) over y0 is the space (Y, y0⊕B)(L
′,x0⊕A).
Suppose x0 ∈ L. By inductive assumption and Lemma 2.3.3 also the space
(Y, y0 ⊕ B)
(L,x0⊕A∩L) has finite (ℵη) homotopy groups.
Let K denote the set of indices i > 0 for which e ⊂ Ai, and let A′ = ∩i∈KAi.
Let ϕ : Sd−1 → A′ ∩ L 6 L be the attaching map, and Φ: Bd → A′ 6 L′ the
characteristic map for e. Pick a base point ζ0 ∈ Sd−1 and set x0 = ϕ(ζ0). Note
that since e¯ ⊂ A′, the set K is a subset of J . Thus y0 ∈ ∩j∈JBj ⊂ ∩i∈KBi = B′.
Consider the following diagram.
(•)
(Y ; y0 ⊕ B)
(L′,x0⊕A) (B′, y0)
(A′,x0) (B′, y0)
(Bd,ζ0)
(Y ; y0 ⊕ B)
(L,x0⊕A∩L) (B′, y0)
(A′∩L,x0) (B′, y0)
(Sd−1,ζ0)
w
restriction
u
w
Φ#
u
u
w
restriction
w
ϕ#
The left-hand square is a pullback square by construction while the right-hand
square is a pullback induced by the pushout diagram of the adjunction of e. By
‘horizontal composition’, the large rectangle is also a pullback. This exhibits
(‡) (Y ; y0 ⊕ B)
(L′,x0⊕A) → (Y ; y0 ⊕ B)
(L,x0⊕A∩L)
as a principal fibration with fibre (B′, y0)
(Sd,ζ0). By inductive hypothesis and an-
other application of Lemma 2.3.3 we conclude the proof of (i).
Consider the following morphism of fibrations over B′′.
(Y ;B)(L
′;A) (Y ;B)(L;A∩L)
B′′
w
'
'
'
)εx0
[
[
[
^
εx0
By Theorem 6.3 of Dold [8], the map (Y ;B)(L
′;A) → (Y ;B)(L;A∩L) is a homotopy
equivalence onto image if and only if for every y0 ∈ B′′ the induced map of fibres
over y0 is a homotopy equivalence onto image. The induced map of fibres is (‡).
Since d > r + 1 and B′ is an r-Postnikov section, the space (B′, y0)
(Sd−1,ζ0)
is homotopy discrete. In particular, the path component of the constant map
is contractible, and the pullback rectangle of diagram (•) implies that (‡) is a
homotopy equivalence onto image. If d > r+2 then (B′, y0)
(Sd−1,ζ0) is contractible
hence (‡) is surjective. This concludes the proof of (ii). 
The following is a very rough estimate which we do by simply counting.
Proposition 2.3.4. Let (Y ;B)(X;A) have CW homotopy type. Assume that the
homotopy groups of Y are of cardinality at most ℵη, and that X has ℵξ cells. Then
(Y ;B)(X;A) has at most ℵξ × ℵη = ℵmax{ξ,η} path components.
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In particular, if Y is a countable complex, then (Y ;B)(X;A) has at most ℵξ path
components.
Proof. Let K be the set of finite subcomplexes of X . Note that the cardinality
of K is also ℵξ. By Theorem 1.4.4 there exists for each [g] ∈ [(X ;A), (Y ;B)] an
element K = K(g) ∈ K such that the preimage of [g|K ] under [(X ;A), (Y ;B)] →
[(K;A∩K), (Y ;B)] is exactly [g]. By making a choice over all path components we
define a function [(X ;A), (Y ;B)]→ K. Evidently for each K ∈ K the function
Φ−1(K)→ [(K;A ∩K), (Y ;B)]
is an injection. By (i) of Proposition 2.3.2 the cardinality of Φ−1(K) is at most ℵη.
Since [(X ;A), (Y ;B)] =
∐
K∈KΦ
−1(K), the assertion follows. 
Definition. For a topological space Z let Compon(Z) denote the quotient
space of Z obtained by collapsing path components.
Lemma 2.3.5. Let · · · → Z3
p3
−→ Z2
p2
−→ Z1 be an inverse sequence of spaces
of CW homotopy type, and let ζ = {ζi} be an element of the limit space Z∞. If
lim1 π1(Zi, ζi) vanishes then ComponZ∞ is homeomorphic to limComponZi.
Proof. For each j let p¯j : Compon(Zj) → Compon(Zj−1) denote the map
induced by pj : Zj → Zj−1. By assumption on lim1 and Proposition 1.4.1 the
natural function Compon(Z) → limj Compon(Zj) is a continuous bijection. We
claim that it is a homeomorphism. Since the spaces Zj have CW type, the spaces
Compon(Zj) are discrete and by a trivial induction we may construct left in-
verses ϑj : Compon(Zj) → Zj for the quotient maps qj : Zj → Compon(Zj) so
that pj ◦ ϑj = ϑj−1 ◦ p¯j for all j. The maps ϑj then furnish a continuous map
lim(ComponZj) → Z which we compose with the quotient Z → Compon(Z) to
obtain the desired inverse lim(ComponZj)→ Compon(Z). 
Proposition 2.3.6. Let (X ;A) be an n-ad where X is countable. Let (Y ;B)
be an n-ad with finite homotopy groups. If (Y ;B)(X;A) has CW homotopy type, it
has finitely many path components.
Proof. Take any filtration L1 6 L2 6 . . . of finite subcomplexes for X
(i.e. a countable cofinal subset of K) and consider the associated inverse sequence
Zj = (Y ;B)
(Lj ;A∩Lj). Denote also Z = (Y ;B)(X;A). By Proposition 1.4.4 and
Lemma 2.3.5 ComponZ is homeomorphic to limComponZj . Since the Zj have
CW homotopy types, the spaces ComponZj are discrete, and by (i) of Proposi-
tion 2.3.2 they are finite. Hence the limit space is compact. Since it is discrete by
assumption, it must be finite. 
2.4. Phantom maps
If a path component of a function space has CW type and is open then it does
not form a nontrivial phantom pair by Theorem 1.4.4. Indeed, Theorem 1.4.4 says
much more but we will apply it in full strength in later chapters. Here we list a few
classical examples of function spaces with phantom maps which are consequently
examples of function spaces not of CW type. We make a brief introduction to phan-
tom maps so as to identify them with our previously defined concept of phantom
path components from section 1.4. The reader is invited to consult McGibbon’s
survey article [36] on phantom maps for a comprehensive treatment.
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A (pointed) map f : X → Y between CW complexes is called a phantom map
if the restriction f |K : K → Y to any finite subcomplex K of X is nullhomotopic.
This may be restated in the following homotopy invariant manner as (cf. Roitberg
[50])
Definition. A pointed map f : X → Y between connected CW complexes
is a phantom map with respect to the class K of finite connected CW complexes
if for any W ∈ K and any map j : W → X the composition W
j
−→ X
f
−→ Y is
nullhomotopic.
This definition agrees with that studied by, for example, Meier [39] and Zabrod-
sky [65]. The other standard definition (see McGibbon [36]) takes instead of K the
class of all finite dimensional spaces.
For investigations involving the compact open topology, it is natural to consider
phantom maps with respect to K. It is convenient to generalize the concept to
functions between n-ads as follows.
Definition. Let X be a CW complex and let Y have CW type. Further let
A ∈ SX and B ∈ SY . We say that maps f, g : (X ;A) → (Y ;B) form a phantom
pair if for every finite subcomplex K of X the restrictions f |K , g|K are homotopic
as maps (K;A ∩K)→ (Y ;B). This is to say that the restrictions f |K , g|K belong
to the same path component of the function space (Y ;B)(K;A∩K).
The definition depends only on the path components of the maps involved,
whence
Lemma 2.4.1. If two maps f, g form a phantom pair then their path components
form a phantom pair of path components as defined in section 1.4, with respect
to the inverse system
{
(Y ;B)(L;A∩L) |L
}
indexed by the regular lattice X of all
subcomplexes of X with set of compact elements K the subset of finite subcomplexes.

As before we denote by Ph[g] the set of phantom components that form a
phantom pair with the path component [g] of g : (X ;A) → (Y ;B). Denoting the
natural function
Ψ: π0
(
(Y ;B)(X;A)
)
→ lim
K
π0
(
(Y ;B)(K;A∩K)
)
it is clear that Ψ−1
(
Ψ[g]
)
= Ph[g].
Proposition 2.4.2. Let X be a countable CW complex. Let (X ;A) be a CW
n-ad and let (Y ;B) have the type of a CW n-ad. Let L1 6 L2 6 L3 6 . . . be a
filtration of finite subcomplexes for X. Let g : (X ;A) → (Y ;B) be a map of n-ads.
Then the following natural identification can be made
Ph[g] = lim
j
1 π1
(
(Y ;B)(Lj ;A∩Lj), g|Lj
)
.
Proof. Follows directly from Proposition 1.4.1. 
Example 5. Let m < n. We consider the space of maps M(Z[ 1p ],m) →
K(Z, n).
(i) The space K(Z, n)M(Z[
1
p
],m) has the weak homotopy type of a product
K(Zˆp/Z, n−m−1)×K(Z, n), but does not have the type of a CW complex.
2.4. PHANTOM MAPS 33
In particular, for m = n − 1 the space in question has uncountably
many homotopy equivalent path components that have the weak homotopy
type of K(Z, n) but do not have CW homotopy type.
(ii) The space (K(Z, n), ∗)
(
M(Z[ 1
p
],m),∗
)
of pointed maps has the weak homo-
topy type of a K(Zˆp/Z, n−m− 1) but does not have CW homotopy type.
In particular, for m = n − 1, the space in question has uncountably
many homotopy equivalent path components that are weakly contractible
but not contractible.
If we take for M(Z[ 1p ],m) the usual telescoping construction (see for example
Hatcher [26], §3.F) and denote the finite stages of the telescope by Lk, say, then
it can be easily verified that the sequence
{
πn−m(K(Z, n)
Lk) | k
}
fails to be Mittag-
Leffler.
In case m = n − 1 this implies the existence of phantom components. In
particular, the space of pointed maps has weakly contractible path components none
of which has the homotopy type of a CW complex. The path components are those
of an H-group and hence homotopy equivalent. See Proposition 3.3.1 for a detailed
proof of a more general result.
Here we focus on a more geometric representation of case m = n − 1. First
consider the short exact sequence 0 → Z → Z[ 1p ] → Zp∞ → 0. This we can realize
as a cofibration sequence
(∗) Sn−1
ϕ
−→M(Z[ 1p ], n− 1)
6
−→M(Zp∞ , n− 1).
Suppose we construct M(Z[ 1p ], n − 1) as the reduced mapping telescope of the se-
quence
(∗∗) Sn−1
p
−→ Sn−1
p
−→ . . . .
The first stage of the telescope L1 may be identified with the sphere S
n−1 and the
map ϕ : Sn−1 → M(Z[ 1p ], n− 1) is then also a degree p map S
n−1 → L1 composed
by the inclusion into the telescope.
Set Y = K(Z, n). The associated fibrations (Y, ∗)(Li,∗) → (Y, ∗)(Li−1,∗) may be
identified as Ωn−1K(Z, n)
p
−→ Ωn−1K(Z, n) where p denotes the H-group p-th power
map. An application of Proposition 1.2.1 yields a homotopy equivalence
(K(Z, n), ∗)(M(Z[
1
p
],n−1),∗) ≃ Tp
where Tp denotes the p-adic solenoid of Example 2 on page 16. Moreover the induced
map
ϕ# : (Y, ∗)(M(Z[
1
p
],n−1),∗) → (Y, ∗)(S
n−1,∗)
may be identified with the canonical projection Tp → S
1.
By Lemma 0.0.8 the restriction fibration
(Y, ∗)(M(Zp∞ ,n−1),∗) → (Y, ∗)(M(Z[
1
p
],n−1),∗)
is the principal fibration obtained by taking the homotopy fibre of ϕ#. Since Tp → S1
is a fibration, (Y, ∗)(M(Zp∞ ,n−1),∗) is homotopy equivalent to the fibre of Tp → S1,
the group Zˆp of p-adic integers with its profinite topology.
Thus while (Y, ∗)(M(Z[
1
p
],n−1),∗) ≃ Tp has uncountably many weakly contractible
path components none of which is contractible, (Y, ∗)(M(Zp∞ ,n−1),∗) ≃ Zˆp has every
finite set of path components (homotopy) discrete, contains countable sets of path
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components which are not homotopy discrete (hence not of CW type), and countable
sets of path components which are homotopy discrete (hence of CW type). 
We apply Theorem 1.4.4 to give an alternative proof of a theorem of Meier [39].
Corollary 2.4.3 (Theorem 2. (a) of Meier [39]). Let X be a nilpotent CW
complex of finite type. If there exists an integer n such that Hi(X) = 0 for i > n+1
then the natural function [X,Y ]∗ → lim[K,Y ]∗ is bijective. Here K ranges over the
finite subcomplexes of X.
Proof. The hypotheses on X imply that X is dominated by a finite complex
L (see Mislin [44]). Hence Y X and (Y, ∗)(X,∗) have CW type by Corollary 0.0.4.
By Theorem 1.4.4 the space (Y, ∗)(X,∗) does not have phantom path components,
and the result follows. 
Function spaces with essential phantom maps exist in abundance. In particu-
lar, we recall the following Zabrodsky’s generalization of Miller’s theorem on the
Sullivan conjecture.
Theorem (Zabrodsky [65]). Let X and Y be nilpotent connected CW com-
plexes of finite type with finite fundamental groups. If X is a Postnikov space, or
an iterated suspension of such a space, and if Y has the homotopy type of a fi-
nite complex, or an iterated loop space of such a space, then all maps X → Y are
phantom maps. 
The following is a trivial consequence.
Corollary 2.4.4 (of Zabrodsky’s theorem and Theorem 1.4.4). Let X and Y
be nilpotent connected CW complexes of finite type with finite fundamental groups.
Assume that X is a Postnikov space, or an iterated suspension of such a space, and
that Y has the homotopy type of a finite complex, or an iterated loop space of such
a space.
Then if the space (Y, ∗)(X,∗) is not contractible, it does not have the homotopy
type of a CW complex. Consequently the space Y X has CW type if and only if the
evaluation Y X → Y is a homotopy equivalence.
Proof. Let (Y, ∗)(X,∗) have the homotopy type of a CW complex that is not
contractible, and let k denote the least nonnegative integer for which πk((Y, ∗)(X,∗), ∗)
is non-trivial. Since iterated loop spaces of CW type spaces have CW type, the
space Z = Ωk
(
(Y, ∗)(X,∗), ∗
)
≈ (ΩkY, ∗)(X,∗) has CW type. By Zabrodsky’s the-
orem, every map in Z is a phantom map, and since Z is not path-connected, it
contains an essential phantom map, a contradiction. 
Example 6. The space of (pointed) maps K(Z, 2n) → S2n+1 has Ext(Q,Z)
phantom components and does not have CW homotopy type. 
If X is a Postnikov section and Y is a simply connected finite complex, then
Zabrodsky’s theorem conveniently implies that the function space (Y, ∗)(X,∗) cannot
have CW homotopy type – if it has a nontrivial homotopy group.
If (Y, ∗)(X,∗) is weakly contractible, then we cannot say whether it has CW
homotopy type or not. In particular, this is the case with ‘Miller function spaces’
(Y, ∗)(K(G,1),∗) for a locally finite group G and a finite dimensional complex Y .
We conjecture that these spaces do not have CW homotopy type, having in mind
the following observation. Let L1 6 L2 6 . . . be a filtration for X = K(G, 1).
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If (Y, ∗)(X,∗) is contractible, then Corollary 1.2.7 yields a subsequence
{
Lϕ(i) | i
}
such that for each i the restriction fibration (ΩY, ∗)(Lϕ(i+1),∗) → (ΩY, ∗)(Lϕ(i),∗) is
nullhomotopic. In particular, the induced morphisms on homotopy groups are all
trivial. By adjunction, this means that the morphisms
[Sk ∧ Lϕ(i+1), Y ]∗ → [S
k ∧ Lϕ(i), Y ]∗
are trivial for all k > 1.
However, refining Miller’s proof of the Sullivan conjecture for the case X =
RP∞, Lesh [31] exhibits a function j(k, i), going to infinity with k, such that
[SkRP j(k,i), Y ]∗ → [SkRP i, Y ]∗ is trivial. The nature of dependence of j on k gives
reason to believe that this cannot be done uniformly with respect to k.
2.5. Spaces of maps into Postnikov n-ads
Theorem 2.5.1. Let (Y,B) be an r-Postnikov n-ad and let (X,A) be a CW
n-ad. Let g : (X ;A)→ (Y ;B) be a map.
Let for a subcomplex L of X the symbol FL denote the fibre of the restriction
fibration (Y ;B)(X;A) → (Y ;B)(L;A∩L) over g|L.
The path component Z of (Y ;B)(X;A) containing g is open in (Y ;B)(X;A) and
has CW homotopy type if and only if for each finite subcomplex L there exists
a larger finite subcomplex L′ such that the inclusion FL′ →֒ FL induces trivial
morphisms on all homotopy groups.
Remark. Let K denote the set of finite subcomplexes of X , and let I denote
the subset of K consisting of those finite subcomplexes L for which the restriction
induced morphism
πk
(
(Y ;B)(X;A), g
)
→ πk
(
(Y ;B)(L;A∩L), g|L
)
is injective for all k > 0 (for k = 0 in the usual sense).
The condition in the theorem is then equivalent to the following two.
(i) I is cofinal in K, and
(ii) for each L in K there exists a larger L′ ∈ K such that for any subcomplex
M of X containing L′ and any k > 1, the image of
πk
(
(Y ;B)(M ;A∩M), g|M
)
→ πk
(
(Y ;B)(L;A∩L), g|L
)
coincides with that of
πk
(
(Y ;B)(L
′;A∩L′), g|L′
)
→ πk
(
(Y ;B)(L;A∩L), g|L
)
.
Note that if I is cofinal in K, this implies that Z is open.
Proof. The necessity part is clear by Theorem 1.4.4; we have to prove suffi-
ciency.
Let L be a countable subcomplex of X and let K1 6 K2 6 . . . be a filtration
for L of finite subcomplexes. There exists a sequence of finite subcomplexes of X
L1 6 L2 6 L3 6 . . .
such that L1 ∈ I (hence Li ∈ I for all i), Li > Ki, and for each i, the im-
age of πk
(
(Y ;B)(Li;A∩Li), g|Li
)
→ πk
(
(Y ;B)(Li−1;A∩Li−1), g|Li−1
)
equals that of
πk
(
(Y ;B)(M ;A∩M), g|M
)
→ πk
(
(Y ;B)(Li−1;A∩Li−1), g|Li−1
)
for any M containing
Li−1 (including infinite M). In particular π∗(FLi , g)→ π∗(FLi−1 , g) is trivial.
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Let L∞ = ∪iLi. Note that the fibre of (Y ;B)(X;A) → (Y ;B)(L∞;A∩L∞) over
g|L∞ is weakly contractible. In particular, it is path-connected and is equal to the
fibre of Z → Z∞ where Z∞ is the image of Z. Let Zi denote the path component
of g|Li in (Y ;B)
(Li;A∩Li). By Theorem 1.5.1 the space K(Z∞) has the homotopy
type of a CW complex. But L∞ is a countable complex, hence the natural map
K((Y ;B)(L∞;A∩L∞))→ (Y ;B)(L∞;A∩L∞) is a homotopy equivalence (see Lemma 3.4
of [56]). Since compactly generated refinement preserves path components and
inclusions, also the natural map K(Z∞) → Z∞ is a homotopy equivalence. In
particular, Z∞ has CW homotopy type. By Theorem 2.2.6, Z has CW homotopy
type. 
For countable domain complexes X the statement of Theorem 2.5.1 can be
somewhat simplified.
Corollary 2.5.2. Let (X ;A) be a CW n-ad with X countable and let (Y ;B)
be an arbitrary Postnikov CW n-ad. Let L1 6 L2 6 . . . be a filtration of finite
subcomplexes for X. Further let C be the path component of some g ∈ (Y ;B)(X;A).
Then C is open and has CW type if and only if
(i) for each k > 1 the sequence
{
πk
(
(Y ;B)(Li;A∩Li), g|Li
) ∣∣ i} satisfies the
Mittag-Leffler condition, and
(ii) there exists j > 0 such that for each k > 0 (for k = 0 in the usual sense)
the ‘morphism’ πk
(
(Y ;B)(X;A), g
)
→ πk
(
(Y ;B)(Lj ;A∩Lj), g|Lj
)
is injective.
In particular, C is contractible if and only if for each k > 1 and each i > 1 there
exists s(i) such that πk
(
(Y ;B)(Ls(i);A∩Ls(i)), g|Ls(i)
)
→ πk
(
(Y ;B)(Li;A∩Li), g|Li
)
is
trivial, and, in addition, exists j such that [(X ;A), (Y ;B)] → [(Lj ;A ∩ Lj), (Y ;B)]
is ‘injective’ at the base point g. 
Corollary 2.5.3. If X and Y are countable CW complexes and Y has only
finitely many nontrivial homotopy groups then (Y, ∗)(X,∗) is contractible if and only
if it is weakly contractible.
Proof. Let L1 6 L2 6 . . . be a filtration of finite subcomplexes for X . By
(i) of Lemma 2.3.2 the spaces (Y, ∗)(Li,∗) have countable homotopy groups. By
Proposition 1.4.1 the groups lim1 πk
(
(Y, ∗)(Li,∗), ∗
)
vanish for all k > 1, hence by
Proposition 1.4.2 the sequences
{
πk
(
(Y, ∗)(Li,∗), ∗
) ∣∣ i} satisfy the Mittag-Leffler
condition. 
Corollary 2.5.3 is in sharp contrast with the case of general Y , see Example 8
on page 45.
2.6. General constructions of function spaces of CW type
Proposition 2.6.1. Let (Y ;B) be an r-Postnikov n-ad, and let (X ;A) be a
CW n-ad. Let T be a subcomplex of X. If the pair (X,T ) has relative dimension
> r + 1 (i.e. every cell in X − T has dimension at least r + 1), then the fibration
(•) (Y ;B)(X;A) → (Y ;B)(T ;A∩T )
is a homotopy equivalence onto image. In particular, this is true for T = X(r).
If (X,T ) has relative dimension > r + 2, then the fibration (•) is a homotopy
equivalence. In particular, T may be X(r+1).
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Proof. Let {Lλ |λ ∈W (α)} be a good filtration for the pair (X,T ) with each
consecutive step the adjunction of a single cell. Set Zλ = (Y ;B)
(Lλ;A∩Lλ). Then
{Zλ |λ} is a restricted inverse systems of fibrations indexed by W (α). The limit
space of this system is (Y ;B)(X;A) = Z. For each λ denote by Cλ the image of Z
under Z → Zλ. By (ii) of Proposition 2.3.2 for each λ the fibration Zλ+1 → Zλ is
a homotopy equivalence onto image. Hence Cλ+1 → Cλ is a homotopy equivalence.
By (ii) of Lemma 1.3.8 the system {Cλ |λ} is a system of homotopy equivalences
with limit Z. In particular Z → C0 is a homotopy equivalence, and C0 is the image
of the map (•).
If (X,T ) is an adjunction of cells of dimension > r + 2, then each Zλ+1 → Zλ
is a homotopy equivalence, and the assertion follows. 
Corollary 2.6.2. Given the hypothesis of Proposition 2.6.1, if (Y ;B)(T ;A∩T )
has CW type then so has (Y ;B)(X;A). In particular, if the r-skeleton X(r) of X is
finite, we may take T = X(r). 
Proposition 2.6.3. Let X be a simply connected, and Y an arbitrary CW
complex. Assume that for each m the function space (Y, ∗)(M(Hm(X),m),∗) has CW
type. Then (Y, ∗)(X,∗) has CW type in the following three cases.
(i) The complex X is finite dimensional.
(ii) The complex Y has finitely many nontrivial homotopy groups.
(iii) The spaces (Y, ∗)(M(Hm(X),m),∗) are contractible for all m.
Proof. By possibly replacing X with a homotopy equivalent complex we may
assume a homology decomposition for X , i.e. a filtration of subcomplexes X2 6
X3 6 X4 6 . . . whereX2 is of typeM(H2(X), 2) and for each i > 3 the subcomplex
Xi is the mapping cone of a (based) cellular map M(Hi(X), i− 1)→ Xi−1. (For a
particular choice of homology decomposition see Chapter 4.)
Note that (i) implies (ii) since by Proposition 2.6.1 the fibrations (Y, ∗)(Xi,∗) →
(Y, ∗)(Xi−1,∗) are homotopy equivalences for all large enough i, and we may apply
Corollary 1.2.2.
We prove by induction that the space (Y, ∗)(Xi,∗) has CW type for each i. The
basis i = 2 holds trivially. Assume that (Y, y0)
(Xi−1,x0) has CW type.
By Corollary 0.0.8 the fibration R : (Y, y0)
(Xi,x0) → (Y, y0)(Xi−1,x0) is a princi-
pal fibration with fibres either empty or homotopy equivalent to (Y, y0)
(M(HiX,i),∗).
The latter has CW type by assumption, and therefore (Y, ∗)(Xi,∗) has CW type by
Stasheff’s theorem.
If X is finite-dimensional then X = XN for some N and (i) follows. In case
the spaces (Y, ∗)(M(Hi(X),i),∗) are contractible for all i, the above induction shows
that also the spaces (Y, ∗)(Xi,∗) are contractible for all i, hence (iii) follows from
Proposition 1.2.4. 
Proposition 2.6.3 has the dual
Proposition 2.6.4. Let YN → YN−1 → · · · → Y2 → Y1 be a sequence of
fibrations where Y1 = K(G1, n1) with G1 abelian and for each i > 2 the fibration
Yi → Yi−1 is a principal fibration obtained by taking the homotopy fibre of a pointed
map (Yi−1, yi−1)→ (K(Gi, ni + 1), ∗) of well-pointed spaces (where Gi is abelian).
Let (X, x0) be an arbitrary pointed CW complex.
If for each i the space K(Gi, ni)
X has the homotopy type of a CW complex then
so has the space Y XN .
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Proof. By Lemma A.0.1 and Proposition A.0.2 the map (Yi, yi)
(X,x0) →
(Yi−1, yi−1)
(X,x0) is a principal fibration with fibres either empty or homotopy
equivalent to (K(Gi, ni), ∗)(X,x0) which has CW homotopy type by hypothesis.
Hence we may proceed inductively using Stasheff’s theorem, the basis of the induc-
tion holding trivially. 
Corollary 2.6.5. If Y is a simply connected CW complex with πk(Y ) = 0 for
all k > n+1 and X is a CW complex such that the space K(πiY, i)
X has CW type
for each i, then also the space Y X has CW type. 
CHAPTER 3
Localization
3.1. A genuine Zabrodsky lemma
In this section our aim is to prove
Proposition 3.1.1. Let E → B be a fibration with fibre F where B has the
homotopy type of a connected CW complex. Assume that E as well as F have the
homotopy type of compactly generated Hausdorff spaces, and let X be a Hausdorff
space. If the section X → XF is a homotopy equivalence, then so is XB → XE.
Remark. The condition on E and F is fulfilled for example if E has CW
homotopy type.
Let y0 be a base point of F . Since the evaluation map X
F → X , f 7→ f(y0), is
a left inverse for the section X → XF , one of the maps is a homotopy equivalence if
and only if the other is. If y0 is a nondegenerate base point in F , then the evaluation
at y0 is a fibration. In this case by Theorem 6.3 of Dold [8] for any path-connected
Dold space X (in particular any connected space of CW type)
(i) (X, ∗)(F,∗) is contractible if and only if the evaluation XF → X is a
homotopy equivalence, and also
(ii) XB → XE is an equivalence if and only if (X, ∗)(B,∗) → (X, ∗)(E,∗) is.
In ‘most’ cases we may assume that F has a nondegenerate base point. Notably, if
(Y, y0)
g
−→ (B, b0) is a map of well-pointed spaces, then the base point (y0, constb0)
is nondegenerate in the homotopy fibre of g (formed as a subspace of Y ×BI).
The proposition analogous to 3.1.1 that assumes weak contractibility, and infers
weak homotopy equivalence is known as ‘the Zabrodsky lemma’ (see Miller [40], §9
or McGibbon [36], Lemma 5.5).
Our proof of Proposition 3.1.1 is essentially that of Lemma 1.5 of Zabrodsky
[66] modulo some care about genuine homotopy type; whence our name.
Proof of Proposition 3.1.1. There exists a homotopy equivalence B′
f
−→ B
where B′ is a simplicial complex. Consider the diagram
K(E′) E′ E
B′ B
[
[
[
[℄
p¯
w w
f¯
u
p¯
u
p
w
f
The square above is a pullback, and by Corollary 1.4 of Brown, Heath [3] the map
f¯ : E′ → E is an equivalence. The map K(E′) → E′ is the natural map from the
compactly generated refinement, and p¯ : K(E′) → B′ is a fibration for the class of
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compactly generated Hausdorff spaces. Since E′ has the homotopy type of one,
K(E′)→ E′ is an equivalence. For each b0 ∈ B′ the induced map on fibres over b0
in K(E′) and E′ is exactly the natural map K(F )→ F , where F is the fibre in E′.
Using the mapping space functorX(−) and applying Proposition 0.0.2 it suffices
to prove Lemma 3.1.2 below. 
Lemma 3.1.2. Let B be a connected simplicial complex, let E be a compactly
generated Hausdorff space, and let X be a Hausdorff space. Let p : E → B be a
fibration for the class of compactly generated Hausdorff, and let F be a fibre. If the
map X → XF is a homotopy equivalence, so is the map XB → XE.
Remark. For compactly generated spaces E and B let p : E → B be a fibration
for the class of compactly generated spaces. Note that the following hold.
(i) If A →֒ B is a closed cofibration, so is E|A →֒ E.
(ii) If B is a compact contractible space then E is fibre homotopy equivalent
to the trivial space B × F where F is the fibre.
(iii) Fibres over points in the same path component are homotopy equivalent.
The standard proofs for Hurewicz fibrations carry over because, given our assump-
tions, in each particular case the homotopy lifting property is applied to compactly
generated spaces. (Notably for (i) see Strøm [69], Theorem 12.)
Proof. Let B be the set of subcomplexes of B. By Lemma 2.1.4 there exists
a limit ordinal α and an order preserving injection U : W (α) → B such that for a
limiting µ < α, U(µ) = ∪λ<µU(λ). Moreover ∪λ<αU(λ) = B, and we may assume
that U(λ + 1) = U(λ) ∪ σλ where σλ is a simplex, for each λ. Clearly U(0) is a
0-simplex. We write Bλ = U(λ), and set Eλ = p
−1(Bλ). Let λ < λ
′. Since Bλ is
cofibered in Bλ′ , also Eλ is cofibered in Eλ′ . (See the above remark.) Since the
system {Bλ |λ} dominates compact subsets of B, also {Eλ |λ} dominates compact
subsets of E. Since E and B are compactly generated, the systems
{
XBλ |λ
}
and{
XEλ |λ
}
are restricted inverse systems of fibrations with limit spaces, respectively,
XE and XB, and the map p∗ : XB → XE is the limit of maps p∗λ : X
Bλ → XEλ .
In light of Corollary 1.3.4 it is therefore enough to prove the following. Suppose
L and L′ are subcomplexes of B such that L′ = L ∪ σ where σ is a simplex. If
XL → XE|L is a homotopy equivalence, then so is XL
′
→ XE|L′ .
Note E|L′ = E|L ∪ E|σ. Since σ is contractible, there exists a fibre homotopy
equivalence σ × F → E|σ (over σ). In particular this equivalence restricts to a
(fibre) homotopy equivalence ∂σ × F → E|∂σ.
Thus there exists the following commutative diagram.
XE|L′ XE|σ Xσ×F
XL
′
Xσ
XE|L XE|∂σ X∂σ×F
XL X∂σ
w
u
w
≃
u
A
AC
w
u
u
A
A
C
u
w w
≃
A
A
C
w
A
AC
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Since σ × F → E|σ is a map over σ, the composite Xσ → XE|σ → Xσ×F is
induced by projection σ × F → σ. Similarly for the composite X∂σ → XE|∂σ →
X∂σ×F .
Since the projection induced maps Xσ → Xσ×F , respectively X∂σ → X∂σ×F ,
are homotopy equivalences, so are the maps Xσ → XE|σ , respectively X∂σ →
XE|∂σ . By assumption, XL → XE|L is a homotopy equivalence. The cube in the
diagram is a morphism of pullback diagrams with vertical arrows fibrations, so by
coglueing homotopy equivalences [3] also the map (of pullback spaces)XL
′
→ XE|L′
is a homotopy equivalence.
(We note that expressing the sphere Sn as the union of two disks meeting in
a common boundary it follows by a similar finite inductive argument that XS
n
→
XS
n×F is a homotopy equivalence for all n.) 
We immediately infer
Corollary 3.1.3. Assume Y is a connected CW complex, and X is a con-
nected CW complex. If (Y, ∗)(ΩX,∗) is contractible, so is (Y, ∗)(X,∗). 
3.2. Local target complex
In the theory of homotopy localization with respect to a map (see Dror Farjoun
[10]) function spaces play a central role. Given a map of CW complexes f : A→ B,
a CW complex Y is called f -local if the induced map Y B → Y A is a weak homotopy
equivalence. In particular, in case f is the map W → ∗ then f -local CW complexes
Y are called W -null.
There exist the notions of strongly f -local and strongly W -null obtained by
replacing weak homotopy equivalence above for genuine homotopy equivalence. It
would be of some importance in homotopy theory to be able to characterize the
difference between f -local and strongly f -local (see V. Halperin [25]). However,
this seems to be a difficult task in general.
In Section 3.3 below (see Theorem 3.3.8 and Example 8 on page 45) we exhibit
pairs Y,W such that Y is weakly W -null but not strongly W -null.
For any map f : A → B there exists a ‘localization functor’ Lf , that is a
homotopy idempotent functor equipped with a natural transformation Id→ Lf so
that for every space X of CW type the map X → LfX is a homotopically universal
map to f -local spaces.
If Y is an f -local space then the natural map X → LfX induces a weak
homotopy equivalence (see [10])
(⋆) Y LfX → Y X .
So a problem related to the one above would be to investigate when the map (⋆)
is a genuine equivalence. We show below that this is the case for localization with
respect to a set of primes which is a particular case of localization with respect to
a map (see [10]).
Our basic reference for localization with respect to a set of primes is Hilton,
Mislin, Roitberg [27].
If P is a set of primes then
Z(P ) =
{
a
b | prime divisors of b belong to the complement of P
}
6 Q.
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For an abelian group A we will denote A(P ) = A⊗Z(P ) the localization of A at the
set P (or just A(p) in case of a single prime P = {p}), and for a (nilpotent) CW
complex X we will denote by X(P ) the localization of X at the set P .
Theorem 3.2.1. Let P be a set of primes and let X be a simply connected CW
complex. Let Y be a P -local complex. Then the map (Y, ∗)(X(P ),∗) → (Y, ∗)(X,∗)
induced by localization X → X(P ) is a homotopy equivalence.
We list first a few corollaries and an example, and later prove the theorem.
Corollary 3.2.2. Let P = P1 ∪P2 be a partition of the primes. Let X and Y
be simply connected CW complexes. There exists a pullback square
(Y, ∗)(X,∗) (Y(P2), ∗)
(X(P2),∗)
(Y(P1), ∗)
(X(P1),∗) (Y(0), ∗)
(X(0),∗)
w
u u
w
Proof. We construct the square by first constructing a rationalization Y(0)
(which we may assume to be a CW complex), followed by localizations Y(P1),
Y(P2) so that the maps Y(Pi) → Y(0) are fibrations. The topological pullback Y
′
of Y(P1) → Y(0) ← Y(P2) is then homotopy equivalent to Y , and (Y
′, ∗)(X,∗) is the
pullback of (Y(P1), ∗)
(X,∗) → (Y(0), ∗)
(X,∗) ← (Y(P2), ∗)
(X,∗) (see Lemma A.0.1). The
resulting diagram is one of fibrations by Proposition A.0.2, and an application of
Theorem 3.2.1 to its nodes proves the assertion. 
Corollary 3.2.3. Let X be a simply connected CW complex with torsion ho-
mology H˜∗.
(i) For any partition of the primes P = P1 ∪ P2, the space of pointed maps
(Y, ∗)(X,∗) is homotopy equivalent to the product
(Y(P1), ∗)
(X(P1),∗) × (Y(P2), ∗)
(X(P2),∗).
In particular if Y X has CW homotopy type, so has the space [Y(p)]
X ∼=
[Y(p)]
X(p) for any prime p.
(ii) If in fact the homology H˜∗(X) is P -torsion for some P ⊂ P, the restriction
map (Y, ∗)(X,∗) → (Y(P ), ∗)
(X,∗) is a homotopy equivalence.
Proof. If H˜∗(X) is torsion, the rationalization X(0) is contractible. In partic-
ular, if H˜∗(X) is P -torsion then already X(P\P ) is contractible. Our assertions now
follow from Corollary 3.2.2, Proposition 0.0.2, and the coglueing theorem (Brown,
Heath [3].) 
It is natural to ask for some kind of converse to (i) above. The following
example shows it is not possible.
Example 7. Set X = ∨p∈PM(Zp, p) and let Y be a CW complex with πp2 (Y ) =
Zp for p ∈ P and πk(Y ) = 0 for k /∈ P. The localization Y(p) at each prime p is
an Eilenberg-MacLane space K(Zp, p
2), hence Y X(p) has the homotopy type of a CW
complex by Proposition 2.6.1.
However, since (Y, ∗)(M(Zp,p),∗) is not contractible for any p, Y X does not have
the homotopy type of a CW complex, by Lemma 2.1.6. 
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The rest of this section is devoted to the proof of Theorem 3.2.1.
Proposition 3.2.4. Let P = P∪P ′ be a partition of the primes with P ′ 6= ∅ and
let X be a simply connected CW complex with H˜∗(X) torsion P
′-primary. Further
let Y be a P -local complex. Then (Y, ∗)(X,∗) is contractible.
Lemma 3.2.5. Proposition 3.2.4 holds for countable CW complexes X.
Proof. In light of Proposition 2.6.3 it is enough to prove the special case
X = M(A,m) where A is a P ′-torsion group and m > 2. Since A is a count-
able torsion group, its q-primary components are totally q-projective (see [21]),
and consequently A is the union of a possibly infinite ascending sequence of finite
subgroups A0 6 A1 6 . . . where A0 ∼= Zq0 and Ai/Ai−1 ∼= Zqi where qi ∈ P
′
for each i. Then X may be obtained as the union of an ascending sequence of
subcomplexes M(A0,m) 6 M(A1,m) 6 . . . . Consequently (Y, ∗)(X,∗) is the limit
of (Y, ∗)(M(Ai,∗),∗). Since the fibre of (Y, ∗)(M(Ai,∗),∗) → (Y, ∗)(M(Ai−1,∗),∗) over the
constant map is (Y, ∗)(M(Zqi ,m),∗) it suffices for a proof by induction to prove that
(Y, ∗)(M(Zq,m),∗) is contractible for each q ∈ P ′. Since Y is P -local, (Y, ∗)(M(Zq,m),∗)
is weakly contractible. ButM(Zq,m) is a finite complex, and hence (Y, ∗)(M(Zq,m),∗)
has CW type by Milnor’s theorem. 
Proof of Proposition 3.2.4. Let K∞ be a countable subcomplex of X . By
Lemma 2.2.4 and Lemma 1.3.11 (see also the proof of Theorem 2.2.5) there exists
a countable subcomplex L∞ of X containing K∞ such that the inclusion induced
morphism
H∗(L∞)→ H∗(X)
is injective. In particular, H˜∗(L∞) is torsion P
′-primary. By Lemma 3.2.5 the space
(Y, ∗)(L∞,∗) is contractible. By Corollary 2.2.7, also (Y, ∗)(X,∗) is contractible. 
Proof of Theorem 3.2.1. Let F denote the homotopy fibre of the localiza-
tion map X → X(P ). Then F is a connected space of CW type with homotopy
groups π∗(F ) abelian torsion P
′-primary. Moreover π = π1(F ) is divisible. Let
f : F → K(π, 1) denote a map inducing the identity on the fundamental group,
and let p : F˜ → F be the homotopy fibre of f . Then F˜ has the homotopy type
of a simply connected CW complex with torsion P ′-primary homotopy groups.
Since these form a Serre class, also H˜∗(F˜ ) is P
′-primary torsion. Then by Proposi-
tion 3.2.4, the space (Y, ∗)(F˜ ,∗) is contractible. (Note that F has nondegenerate base
points.) By Proposition 3.1.1, the map (Y, ∗)(K(pi,1),∗) → (Y, ∗)(F,∗) is a homotopy
equivalence. We claim that (Y, ∗)(K(pi,1),∗) is contractible.
Since π is divisible P ′-torsion, it is isomorphic to the direct sum of some copies
of the quasicyclic groups Zq∞ , for various q ∈ P ′. This is to say π is the direct
sum of totally projective q-groups (for various q), and as such admits a composition
series (see the discussion preceding Lemma 1.3.7 on page 9, and Fuchs [21])
N0 6 N1 6 . . . 6 Nλ 6 . . . (λ < α)
where the successive quotients Nλ+1/Nλ are cyclic of prime power qλ with qλ ∈ P ′.
Using transfinite construction we may represent K(π, 1) as the colimit of a
system of CW complexes {K(Nλ, 1) |λ < α}, where K(Nλ, 1) →֒ K(Nλ+1, 1) is a
cofibration for each λ, and for a limit ordinal µ < α the space K(Nµ, 1) is the
colimit of {K(Nλ, 1) |λ < µ}.
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By Corollary 1.3.4 it suffices to show that contractibility of (Y, ∗)(K(Nλ,1),∗)
implies contractibility of (Y, ∗)(K(Nλ+1,1),∗). The extension 0 → Nλ → Nλ+1 →
Zq → 0 induces a fibration
K(Nλ, 1)→ K(Nλ+1, 1)→ K(Zq, 1).
If (Y, ∗)(K(Nλ,1),∗) is contractible, the map (Y, ∗)(K(Zq,1),∗) → (Y, ∗)(K(Nλ+1,1),∗) is
a homotopy equivalence by Proposition 3.1.1. Since q belongs to P ′, the space
(Y, ∗)(K(Zq,1),∗) is contractible by Example 1 of [56]. 
3.3. Local domain complex and relation to the Moore conjecture
Let K be the suspension of a finite complex and P a set of primes. The H-
cogroup structure allows us to form a sequence
(⋆) K
q1
−→ K
q2
−→ . . .
where qi denotes H-cogroup multiplication. If {qi} is a sequence of primes in
P \ P with each member occurring infinitely many times, then the telescope of the
sequence (⋆) is the P -localization of K. Then for a space Y the function space
(Y, ∗)(K(P),∗) can be viewed as the inverse limit of
· · · → (Y, ∗)(K,∗)
q2
−→ (Y, ∗)(K,∗)
q1
−→ (Y, ∗)(K,∗)
where now qi denotes the induced H-group multiplication by qi. This construction
is particulary suitable for application of Theorem 1.4.4 and we do so in this section.
For the particular case when K is a sphere, we obtain the following result.
Proposition 3.3.1. Let P = P ∪ P ′ be a partition of the primes and let Y be
a simply connected finite complex. Further let R be a set of primes with R ∩P 6= ∅
and m a positive integer.
(i) If the space (Y(R), ∗)
(Sm
(P ′)
,∗) has the homotopy type of a CW complex then
for k > 1 the homotopy groups πm+k(Y(P∩R)) are finite abelian groups
bounded by a common bound. Moreover, the loop space Ωm+1Y(P∩R)
has an H-space exponent, the space (Y(P∩R), ∗)
(Sm(0),∗) is contractible and
(Y(R), ∗)
(Sm
(P ′)
,∗) ≃ ΩmY ′ where Y ′ denotes the homotopy fibre of the lo-
calization Y(R) → Y(P∩R). In particular, Y is an elliptic complex.
(ii) If, in addition, the homology group Hk(Y ) is infinite for some positive k,
then P ∩R must be finite.
(iii) Conversely, if for some l the space ΩlY(P∩R) admits an H-space exponent,
then (Y(R), ∗)
(Sl
(P ′)
,∗) has CW homotopy type, and is homotopy equivalent
to ΩlY ′.
Recall that a simple space Z is said to have a homotopy exponent at prime p if
there exists k such that pk annihilates the p-primary component of πl(Z) for all l.
If Z is a homotopy associative H-space then Z is said to have an H-space (or
geometric) exponent if there exists a number b such that the map b : Z → Z, sending
z to zb, is nullhomotopic. Note that if Z has H-space exponent b, then also ΩZ has
H-space exponent b.
We refer the reader to the survey article of Neisendorfer and Selick [48] for an
introduction to (geometric) exponents in homotopy theory.
A simply connected finite complex Y is elliptic if πk(Y ) is torsion for all but
finitely many k. Otherwise it is hyperbolic. See Felix, Halperin, Thomas [18].
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We will prove Proposition 3.3.1 as a corollary to the more general Theorem 3.3.8
below.
Example 8. The function space (Sn, ∗)(M(Q,m),∗) does not have CW type for
any m. In particular, for m > n the space is weakly contractible but not contractible.
Thus for m > n the sphere Sn is weakly M(Q,m)-null but not strongly so.
Since Ω
(
(Sn, ∗)(M(Q,m),∗), ∗
)
≈ (Sn, ∗)(M(Q,m+1),∗) the situation does not ‘im-
prove’ after looping. 
Until the end of this section let Xm denote the localization of the m-sphere
away from p where p is a prime understood from the context.
By exploiting results from the theory of homotopy exponents and H-space ex-
ponents (see [48]) we give the following rather nontrivial
Example 9. For all large enough m, the function space (Sn, ∗)(Xm,∗) has the
homotopy type of a CW complex (and is homotopy equivalent to ΩmXn).
This follows from the fact that ΩlSn(p) has an H-space exponent for all large
enough l (the case n even is due to James [28], the case n, p odd is due to Cohen,
Moore, Neisendorfer [5], and the case n odd, p = 2 is attributed to an unpublished
result of Moore).
Let W denote the localization at p of the n-connected cover of Sn. It was shown
by Neisendorfer and Selick [48] that Ωn−3W does not have an H-space exponent.
However, Ωn−2W does, see Neisendorfer [47].
In particular, the space (W, ∗)(Xn−4,∗) does not have the type of a CW complex,
and the space (W, ∗)(Xn−2,∗) does. 
As a consequence we infer
Proposition 3.3.2. Let Y be a rationally elliptic simply connected finite com-
plex. For large enough m and almost all primes p the function space (Y, ∗)(Xm,∗)
has the homotopy type of a CW complex.
Proof. By McGibbon and Wilkerson [38] the loop space ΩY is p-equivalent
to a finite product of spheres and loop spaces of spheres, for almost all primes p.
Our assertion now follows from Proposition 3.3.1 in conjunction with Example 9
on page 45. 
We recall the following conjecture due to John C. Moore (see Selick [54]).
Conjecture 3.3.3 (Moore). Let Y be the localization at p of a simply connected
finite complex. Then the following are equivalent.
(1) There exists a number l such that ΩlY has an H-space exponent.
(2) The complex Y has a homotopy exponent.
(3) The rational homotopy groups π∗(Y )⊗Q are totally finite-dimensional.
This conjecture can now be rephrased in the following manner.
Conjecture 3.3.4. Let Y be the localization at p of a simply connected finite
complex. Then the following are equivalent.
(1∗) There exists a number m such that the function space (Y, ∗)(Xm,∗) has the
homotopy type of a CW complex.
(2) The complex Y has a homotopy exponent.
(3∗) There exists a number m such that the function space (Y, ∗)(Xm,∗) is weakly
contractible.
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We turn to the proof of Proposition 3.3.1.
Consider the space of maps K(P ) → Y where K is a simply connected finite
complex, P is a set of primes (possibly empty), and Y is any simply connected
complex. Let P ′ = P \ P .
Corollary 3.2.2 yields the pullback diagram
(Y, ∗)(K(P),∗) (Y(P ), ∗)
(K(P ),∗)
(Y(P ′), ∗)
(K(0),∗) (Y(0), ∗)
(K(0),∗)
w
u u
w
Note that reapplying Theorem 3.2.1 we deduce (Y(P ), ∗)
(K(P ),∗) ≃ (Y(P ), ∗)
(K,∗) and
(Y(0), ∗)
(K(0),∗) ≃ (Y(0), ∗)
(K,∗) whence by Milnor’s theorem we infer
Proposition 3.3.5. (i) The space (Y, ∗)(K(P ),∗) has CW type if and only
if the image of (Y, ∗)(K(P ),∗) → (Y(P ′), ∗)
(K(P ),∗) ≃ (Y(P ′), ∗)
(K(0),∗) has.
In particular, if Y is R-local where R is a set of primes contained in
P , then (Y, ∗)(K(P),∗) has CW homotopy type.
(ii) If Y is a loop space, then (Y, ∗)(K(P ),∗) has CW type if and only if
(Y(P ′), ∗)
(K(P ),∗) ≃ (Y(P ′), ∗)
(K(0),∗) has.
Proof. Only (ii) needs be discussed. Suppose Y ≃ Ω(Z, ∗). Let F be the
homotopy fibre of Z → Z(P ′), and F
′ the homotopy fibre of F → Z. Then F ′ is
homotopy equivalent to Ω(Z(P ′), ∗) ≃ Y(P ′), and F
′ → F is a principal fibration
with fibre homotopy equivalent to Ω(Z, ∗) ≃ Y . Then
(F ′, ∗)(K(P),∗) → (F, ∗)(K(P ),∗)
is a (principal) fibration with fibre (over the constant map) homotopy equivalent
to (Y, ∗)(K(P),∗). Note that F is P -local. Thus by Theorem 3.2.1, (F, ∗)(K(P ),∗) is
homotopy equivalent to (F, ∗)(K,∗) which has CW type. Thus if (Y, ∗)(K(P),∗) has
CW type, so has (F ′, ∗)(K(P),∗) ≃ (Y(P ′), ∗)
(K(P),∗), by Stasheff’s theorem. 
Corollary 3.3.6. If (Y(P ′), ∗)
(K(0),∗) happens to be contractible, then the space
(Y, ∗)(K(P),∗) is homotopy equivalent to (YτP , ∗)(K,∗) where YτP denotes the homo-
topy fibre of the localization Y → Y(P ′). 
Lemma 3.3.7. Let P and R be sets of primes with P ∩ R 6= ∅, and let Y be a
simply connected complex of finite type over Z(R). Further let A be a finite complex,
and denote Γ = [SA, Y ]∗. Let p1, p2, . . . be a sequence of primes in P with each
prime in P occurring infinitely many times. The limit group of the inverse sequence
· · · → Γ
ξ 7→ξp2
−−−−→ Γ
ξ 7→ξp1
−−−−→ Γ is trivial.
Proof. Since A is finite, [SA, Y ]∗ ∼= [SA, Yi]∗ for some Postnikov section Yi of
Y . Using left-exactness of the functor lim and the fact that no element of a finitely
generated Z(R)-module is infinitely divisible by a prime belonging to P ∩R ⊂ R, it
follows easily by induction that [SA, Yi]∗ is trivial for all i. 
Before stating and proving Theorem 3.3.8 we recall some properties of abelian
groups, which we will need to a larger extent in Section 4.3. We refer to Fuchs
[20],[21] for all results on abelian groups.
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Let P be a set of primes and A an abelian group. Then A is called P -divisible
if it is divisible by each prime belonging to P , i.e. if for each y ∈ A and p ∈ P
there exists x ∈ A with px = y. If A is divisible by all primes, it is called a divisible
group. Divisible abelian groups are exactly injective abelian groups.
It is well known that every divisible group is isomorphic with a direct sum of
some copies of the rationals Q and some copies of the quasicyclic groups Zp∞ for
various primes p, say A ∼= (⊕Λ0Q) ⊕ ⊕p∈P(⊕ΛpZp∞). The cardinalities of Λ0 and
Λp for p ∈ P form a complete system of invariants of A (see Fuchs [20]). Moreover
in this case the rank of A equals Λ0 +
∑
p∈P Λp.
An abelian group is called reduced if it contains no nontrivial divisible sub-
groups. For an abelian group A we may define d(A) to be the unique maximal
divisible subgroup of A. Then A/d(A) is a reduced group and since d(A) is injec-
tive, A is isomorphic to d(A) ⊕ A/d(A). Although A/d(A) is unique only up to
isomorphism, we may still define the ‘reduced part’ of A as a representative of the
isomorphism class of A/d(A), and denote it by r(A). This makes sense when we
are only interested in the isomorphism class.
We say that an abelian group G is bounded (or that it admits an exponent) if
there exists a number b such that b · x = 0 for all x ∈ G. Such a number b is called
an exponent of G. (See also Proposition 4.3.4.)
Theorem 3.3.8. Let P be a set of primes. Let Y be a simply connected
CW complex and let K be the suspension of a finite complex. Denote Γk =
πk
(
(Y, ∗)(K,∗), ∗
)
.
a. If the function space (Y, ∗)(K(P\P),∗) has the homotopy type of a CW com-
plex, then there exists an integer b ∈ (P ) so that for all k > 1 the group
Dk = b·Γk is P -divisible and contains no P -torsion summands. The short
exact sequence 0→ Dk → Γk → Γk⊗Zb → 0 induces the split short exact
sequence
0→ Dk(P ) → Γk(P ) → Γk ⊗ Zb → 0
where Dk(P ) is a rational group.
Moreover, the divisible part of Γ0 does not contain P -torsion, and
therefore the divisible part of Γ0(P ) is rational.
b. If, in addition to the assumption of a., Y is of finite type over Z(R) where
P ∩ R is nonempty then for all k > 1 the localization Γk(P ) is a finite
abelian b-bounded group. Consequently (Y(P ), ∗)
(K(P\P ),∗) is contractible
and the abelian H-space (ΩY(P ), ∗)
(K,∗) admits an H-space exponent.
c. Conversely, if the H-space (Y(P ), ∗)
(K,∗) admits an H-space exponent, then
(Y(P ), ∗)
(K(P\P),∗) is contractible.
Proof. We construct localization X = K(P\P ) as the reduced infinite mapping
telescope of the sequence
K
p1
−→ K
p2
−→ K
p3
−→ . . .
where p1, p2, . . . is a sequence of primes in P with each prime in P occurring
infinitely many times.
More precisely, we assume X filtered by a based sequence L0 6 L1 6 L2 6 . . .
of finite subcomplexes each of which is homotopy equivalent to K, and for all
i, the inclusion Li−1 6 Li corresponds to H-cogroup multiplication by pi. Then
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(Y, ∗)(X,∗) is the limit of the associated inverse sequence (Y, ∗)(Li,∗) where the bond-
ing map (Y, ∗)(Li,∗) → (Y, ∗)(Li−1,∗) is equivalent to H-group multiplication by pi
on (Y, ∗)(K,∗).
In particular, the morphisms πk((Y, ∗)(Li,∗), ∗) → πk((Y, ∗)(Li−1,∗), ∗) corre-
spond to multiplication by pi on Γk (the pi-th power map on Γ0). Since (Y, ∗)(X,∗)
has the homotopy type of a CW complex, it follows by Theorem 1.4.4 that there
exists a number i such that for all j > i and for all k > 1, the image of the mor-
phism πk((Y, ∗)(Lj,∗), ∗) → πk((Y, ∗)(L0,∗), ∗) equals that of πk((Y, ∗)(Li,∗), ∗) →
πk((Y, ∗)(L0,∗), ∗). Set b = p1 . . . pi. We have shown
(∗) ∀ j > i ∀ k > 1 : pi+1 . . . pj(bΓk) = bΓk.
Denote Dk = bΓk. Property (∗) shows that Dk is P -divisible, hence Dk(P ) is
divisible and consequently
(∗∗) 0→ Dk(P ) → Γk(P ) → Γk ⊗ Zb → 0
is a split exact sequence. In particular, r(Γk(P )) ∼= Γk ⊗ Zb.
For k = 0 let D0 be the divisible part of Γ0. We may also record this in a short
(split) exact sequence 0→ D0 → Γ0 → R0 → 0.
The sequence of fundamental groups π1((Y, ∗)(Li,∗), ∗) satisfies the Mittag-
Leffler property, and by Proposition 1.4.1 the set of path components [X,Y ]∗ is
the limit of
(⋆) · · · → [Li, Y ]∗ → [Li−1, Y ]∗ → . . . .
Hence [X,Y ]∗ has a group structure with which the restrictions [X,Y ]∗ → [Li, Y ]∗
are homomorphisms. Thus Theorem 1.4.4 implies that for some N > 0, the restric-
tion induced morphisms
(†) πk((Y, ∗)
(X,∗), ∗)→ πk((Y, ∗)
(Li,∗), ∗)
are injective for all k and all i > N .
Let k > 0. Let for any group G the symbol limpi G denote the limit group of
the sequence · · · → G
p2
−→ G
p1
−→ G. Functoriality of lim guarantees commutativity
of
lim
pi
Dk lim
pi
Γk
Dk Γk
w
u u
w
Here the vertical arrows denote canonical projections. Left-exactness of lim implies
that the morphism limpi Dk → limpi Γk is injective (actually bijective for k > 1). If
Dk contains a Zp∞ summand for some prime p ∈ P , then the kernel of any canonical
projection limpi Dk → Dk is uncountable. In particular, the kernel is nontrivial.
Hence the same holds for limpi Γk → Γk, contradicting injectivity of (†).
Thus for all k > 0, Dk does not contain Zp∞ -summands for p ∈ P . For
k > 1 it follows that Dk(P ) is torsion-free, and since it is divisible, it is a rational
group. For a reduced group R, the divisible part d(R(P )) of localization R(P ) is
always rational, hence since D0 = d(Γ0) does not contain P -torsion summands,
d(Γ0(P )) ∼= D0(P ) ⊕ d(R0(P )) is rational. This proves a.
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If Y is of finite type over Z(R) then the groups Γk are finitely generated as
modules over Z(R), and Γk(P ) finitely generated as modules over Z(P∩R). Since
P ∩ R is nonempty the rational group Dk(P ) must be trivial and Γk(P ) a finite
abelian group bounded by b. We form a sequence
i = ϕ(0) < ϕ(1) < ϕ(2) < . . .
such that for each j, the product pϕ(j−1)+1pϕ(j−1)+2 . . . pϕ(j) is a multiple of b.
Then the restriction (Y(P ), ∗)
(Lϕ(j),∗) → (Y(P ), ∗)
(Lϕ(j−1),∗) induces trivial mor-
phisms on homotopy groups Γk(P ) for k > 1 and consequently all corresponding
homotopy groups of the limit space (Y(P ), ∗)
(X,∗) are trivial. We have to show that
(Y(P ), ∗)
(X,∗) is also path-connected.
As discussed above, [X,Y(P )]∗ is the limit of (⋆), i.e. of the sequence
· · · → [K,Y(P )]∗
ξ 7→ξp2
−−−−→ [K,Y(P )]∗
ξ 7→ξp1
−−−−→ [K,Y(P )]∗.
The limit vanishes by Lemma 3.3.7. Hence (Y(P ), ∗)
(X,∗) is contractible. Corol-
lary 1.2.7 yields the rest of b. while Theorem 1.2.6 gives c. 
Proof of Proposition 3.3.1. Statements (i) and (iii) follow from Theo-
rem 3.3.8 in conjunction with Proposition 3.3.5 and Corollary 3.3.6 by taking
K = Sm.
In order to prove (ii) we note that by the generalized Serre’s theorem (see
McGibbon and Neisendorfer [37]) the group πk(Y ) contains a subgroup of order p
for infinitely many k, and each prime p. 
CHAPTER 4
Maps to Eilenberg-MacLane spaces
The purpose of this chapter is to investigate the space of pointed maps from
an arbitrary CW complex X to an Eilenberg-MacLane space K(G,n), where G is
an abelian group.
Lemma 4.0.1 (Minimal decomposition). Given a simply connected CW complex
X and a specific free presentation of each of its homology groups Hn(X) ∼= 〈Sn; Σn〉
(n > 2), there is a CW complex Z and a homotopy equivalence f : Z → X such
that each cell of Z is either
a. a ‘generator’ n-cell enα which is a cycle in cellular homology mapped by f
to a cellular cycle representing the specified generator α ∈ Sn; or
b. a ‘relator’ (n + 1)-cell en+1β with cellular boundary corresponding to the
specified relator β ∈ Σn+1.
In addition, we may assume that all cells are attached along based maps of spheres,
and that
(•) The closure of an n-cell en meets an (n − 1)-cell en−1 if and only if the
incidence number [en : en−1] is non-zero. These are necessarily only gen-
erator (n− 1)-cells.
In particular, each generator n-cell enα is attached along a (based) map
ϕnα : S
n−1 → Z(n−2) of the (n− 1)-sphere into the (n− 2)-skeleton.
Proof. Theorem 4C.1 of Hatcher [26] states a. and b. for X of finite type.
The finite type restriction is unnecessary, and the generalization to b.’ is easy.
(Compare also Rutter [51], Lemma 2.1.) 
Definition. A CW decomposition with the properties of Z as in Lemma 4.0.1
is called minimal.
To a minimal decomposition of a complex X we may associate a homology
filtration
{∗} = X1 6 X2 6 X2 6 X3 6 . . .
by letting Xi be the union of the i-skeletonX
(i) of X and all the relator (i+1)-cells.
Then the inclusion induced morphism Hj(Xi)→ Hj(X) is bijective for j 6 i, and
Hj(Xi) = 0 for j > i. Moreover, if we set Hi = Hi(X), then the quotient Xi/Xi−1
is a Moore complexM(Hi, i), and there exists a map ϕ : M(Hi, i−1)→ Xi−1 which
induces a homotopy equivalence Cϕ → Xi. Here Cϕ denotes the homotopy cofibre
of ϕ.
4.1. Homotopy type of K(G,n)X depends only upon homology of X
Let Y be a CW complex of type K(G,n) for G abelian and let X be any CW
complex. Then Y and consequently (Y, ∗)(X,∗) are topological abelian monoids
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(if G is uncountable then in the category of compactly generated spaces; see also
Appendix B). As has been observed by Thom [61], it follows that all Postnikov
invariants of (a CW approximation of) (Y, ∗)(X,∗) vanish, and (Y, ∗)(X,∗) is a weak
product of Eilenberg-MacLane spaces. Thus the weak homotopy type of (Y, ∗)(X,∗)
only depends upon homology groups of X . We show that the actual homotopy type
of (Y, ∗)(X,∗) only depends upon homology groups of X .
Theorem 4.1.1. Let X be a connected CW complex and let Y be a CW complex
of type K(G,n) where G is abelian. Then (Y, ∗)(X,∗) has the homotopy type of the
product
(Y, ∗)(M1,∗) × · · · × (Y, ∗)(Mn,∗),
where Mi = M(HiX, i). In particular, (Y, ∗)(X,∗) has the homotopy type of a CW
complex if and only if the spaces (Y, ∗)(Mi,∗), for i 6 n, have.
Remark. Since Y is homotopy equivalent to ΩK(G,n+1), the function space
(Y, ∗)(X,∗) is homotopy equivalent to (ΩK(G,n+1), ∗)(X,∗) ≈ (K(G,n+1), ∗)(SX,∗),
and it suffices to consider both X and Y simply connected. In view of this we define
M(A, 1) to be a CW complex M with H1(M) ∼= A and Hk(M) ∼= 0 for k > 2.
Note that by Proposition B.0.3 we may arrange for a pointed homotopy equiv-
alence in Theorem 4.1.1, by choosing an appropriate space Y of type K(G,n).
The rest of this section will be devoted to proving Theorem 4.1.1.
Lemma 4.1.2. Let Y be an Eilenberg-MacLane space K(G,n) and let X be
a simply connected CW complex with homology filtration X2 6 X3 6 . . . associ-
ated to a minimal decomposition. Then (Y, ∗)(X,∗) → (Y, ∗)(Xn,∗) is a homotopy
equivalence.
Proof. By Proposition 2.6.1 we know that (Y, ∗)(X,∗) → (Y, ∗)(X
(n+1),∗) is a
homotopy equivalence, and that
(∗) (Y, ∗)(X
(n+1),∗) → (Y, ∗)(Xn,∗)
is a homotopy equivalence onto image. It suffices to prove that (∗) is surjective. By
assumption X(n+1) is obtained from Xn by attaching generator (n + 1)-cells, that
is X(n+1) is the cofibre of a map
ϕ :
∨
λ
Sn → X(n−1) →֒ Xn.
Then the restriction (∗) is the homotopy fibre of the induced map ϕ# : (Y, ∗)(Xn,∗) →
(Y, ∗)(∨λS
n,∗) which factors through (Y, ∗)(X
(n−1),∗). Since Y is a K(G,n), on the
group of path components ϕ# transforms as
H˜n(Xn;G)→ H˜
n(X(n−1);G)→ H˜n(∨λS
n;G).
But H˜n(X(n−1);G) is trivial hence the homotopy fibre (∗) is surjective. 
Proof of Theorem 4.1.1. Thus we may assume a minimal decomposition
for X and take the associated homology filtration X2 6 X3 6 . . . . By Lemma 4.1.2
we know that the restriction (Y, ∗)(X,∗) → (Y, ∗)(Xn,∗) is a homotopy equivalence,
and we may replace X by its n-th homology stage Xn. For convenience concerning
connectedness, we may view Y as the triple loop space of the H-group K(G,n +
3). Thus it suffices to show that (K(G,n + 3), ∗)(Xn,∗) has the homotopy type
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of
∏n
i=2(K(G,n + 3), ∗)
(Mi,∗). By renumbering, it suffices to prove Lemma 4.1.3
below. 
Lemma 4.1.3. Let Y = K(G,n) and 3 6 i 6 n−3. The fibration (Y, ∗)(Xi,∗) →
(Y, ∗)(Xi−1,∗) is trivial.
The following step is crucial.
Lemma 4.1.4. Let (L′, L) be the adjunction of an i-cell e attached along a based
map
ϕ : (Si−1, ∗)→ (L(i−2), x0)
of the (i−1)-sphere to the (i−2)-skeleton of L. Denote by K the smallest subcomplex
of L that contains the image of ϕ. Note that K is finite and contained in L(i−2).
Set K ′ = K ∪ e.
Then the induced map ϕ# : (Y, ∗)(K,∗) → (Y, ∗)(S
i−1,∗) is nullhomotopic as a
pointed map. Hence the restriction fibration (Y, ∗)(K
′,∗) → (Y, ∗)(K,∗) is fibre-
homotopy trivial and consequently so is (Y, ∗)(L
′,∗) → (Y, ∗)(L,∗). If Φ denotes the
fibre of (Y, ∗)(B
i,∗) → (Y, ∗)(S
i−1,∗) (over the constant), the canonical fibre-homotopy
equivalence (Y, ∗)(L,∗) × Φ → (Y, ∗)(L
′,∗) restricts to (Y, ∗)(K,∗) × Φ → (Y, ∗)(K
′,∗).
In particular, the canonical sections give rise to a commutative diagram as follows.
(Y, ∗)(L
′,∗) (Y, ∗)(K∪e,∗)
(Y, ∗)(L,∗) (Y, ∗)(K,∗)
w
w
u
s
u
sK
In other words, if f, g : L → Y are functions with f |K = g|K, the extensions s(f)
and s(g) restrict to the same function on K ∪ e.
Remark. We use the term ‘canonical section’ according to definition following
Lemma A.0.3.
Proof. Lemma 0.0.8 yields the following pullback.
(Y, ∗)(L
′,∗) (Y, ∗)(B
i,∗)
(Y, ∗)(L,∗) (Y, ∗)(S
i−1,∗)
u
w
u
w
ϕ#
This is to say that the fibration (Y, ∗)(L
′,∗) → (Y, ∗)(L,∗) is the principal fibration
obtained as the homotopy fibre of ϕ#. The latter factors as
(Y, ∗)(L,∗) → (Y, ∗)(K,∗)
ϕ#
−−→ (Y, ∗)(S
i−1,∗).
Since K is finite, (Y, ∗)(K,∗) is globally well-pointed (see Lemma 3.3 of [56]) and
has the homotopy type of a CW complex (hence has the pointed homotopy type of
a CW complex). Thus we compute
[(Y, ∗)(K,∗), (Y, ∗)(S
i−1,∗)]∗ ∼= H˜
n−i+1
(
(Y, ∗)(K,∗);G
)
.
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But πk
(
(Y, ∗)(K,∗), const
)
∼= H˜n−k(K;G) is trivial for n− k > (i− 2)+1 since K is
(i− 2)-dimensional. By the Hurewicz theorem the group [(Y, ∗)(K,∗), (Y, ∗)(S
i−1,∗)]∗
is trivial, therefore ϕ# is nullhomotopic as a pointed map. Let h : (Y, ∗)(K,∗)× I →
(Y, ∗)(S
i−1,∗) denote a homotopy between the constant map and ϕ#.
The canonical section (Y, ∗)(K,∗) → (Y, ∗)(K
′,∗) is homotopic as a pointed map
to the section
sK : (Y, ∗)
(K,∗) → (Y, ∗)(K
′,∗), sK(f)|K = f, sK(f)(φ[ζ, t]) = h(f, t)(ζ).
Here [ , ] denotes the quotient map Si−1 × I → Si−1 × I/Si−1 × 0 = Bi, while
φ : Bi → K ∪ e denotes the characteristic map.
The pre-composition of h with restriction (Y, ∗)(L,∗) → (Y, ∗)(K,∗) gives a
pointed trivialization of ϕ# : (Y, ∗)(L,∗) → (Y, ∗)(S
i−1,∗) and the induced fibre ho-
motopy equivalence (Y, ∗)(L,∗) × Φ → (Y, ∗)(L
′,∗) clearly lifts (Y, ∗)(K,∗) × Φ →
(Y, ∗)(K
′,∗).
In particular, the section s : (Y, ∗)(L,∗) → (Y, ∗)(L
′,∗), defined by
s(f)|L = f, s(f)
(
φ[ζ, t]
)
= h(f |K , t)(ζ)
(is homotopic to the canonical one and) lifts sK . 
Proof of Lemma 4.1.3. We construct Xi from Xi−1 in two stages. First, we
attach all the generator i-cells via an attaching map
ϕ = ∨λϕλ :
∨
λ
Si−1 → X
(i−2)
i−1 →֒ Xi−1
to obtain X(i). By Lemma 0.0.8 the map ϕ induces the pullback diagram below.
(Y, ∗)(X
(i),∗) (Y, ∗)(∨λB
i,∗)
∏
λ
(Y, ∗)(B
i,∗)
(Y, ∗)(Xi−1,∗) (Y, ∗)(∨λS
i−1,∗)
∏
λ
(Y, ∗)(S
i−1,∗)
u
w
u
w
=
u
w
ϕ#
w
=
The induced map ϕ# maps into the product
∏
λ(Y, ∗)
(Si−1,∗). The composition with
the λ-th projection prλ ◦ϕ
# equals ϕ#λ which is nullhomotopic as a pointed map by
Lemma 4.1.4. Hence so is ϕ#, by a product homotopy. Let Kλ denote the smallest
subcomplex of X that contains imϕλ and fix homotopies hλ : (Y, ∗)(Kλ,∗) × I →
(Y, ∗)(S
i−1,∗) between ∗ and ϕ#λ . Then the ‘canonical section’ s : (Y, ∗)
(Xi−1,∗) →
(Y, ∗)(X
(i),∗) has the form
s(f)|Xi−1 = f, s(f)
(
φλ[ζ, t]
)
= hλ(f |Kλ , t)(ζ).
Now we attach the relator (i + 1)-cells to X(i) via an attaching map
ψ = ∨µψµ :
∨
µ
Si → X(i).
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We obtain a pullback diagram similar to the one above
(Y, ∗)(Xi,∗) (Y, ∗)(
W
µ B
i+1,∗)
(Y, ∗)(X
(i),∗) (Y, ∗)(
W
µ S
i,∗)
u
w
u
w
ψ#
We claim that we can lift s to a map (necessarily a section) s′ : (Y, ∗)(Xi−1,∗) →
(Y, ∗)(Xi,∗). To prove this we observe projections of the composite
(Y, ∗)(Xi−1,∗)
s
−→ (Y, ∗)(X
(i),∗) ψ
#
−−→ (Y, ∗)(
W
µ S
i,∗) =
∏
µ
(Y, ∗)(S
i,∗)
onto the factors. Let eµ be an (i+1)-relator cell with attaching map ψµ : S
i → X(i),
and let L denote the smallest subcomplex containing the image of ψµ. Note that
L contains only generator i-cells; by property b.’ of Lemma 4.0.1. (On L ∩X(i−1)
there are no particular restrictions.) We number the i-cells e1, . . . , er and let K
denote L\{e1, . . . , er}. Then K is a finite subcomplex contained in X(i−1) ⊂ Xi−1.
By construction, the following diagram is commutative.
(Y, ∗)(X
(i),∗) (Y, ∗)(L,∗) (Y, ∗)(S
i,∗)
(Y, ∗)(Xi−1,∗) (Y, ∗)(K,∗)
w w
ψ#µ
u
s
w
u
sK
We compute
[(Y, ∗)(K,∗), (Y, ∗)(S
i,∗)]∗ ∼= H˜
n−i
(
(Y, ∗)(K,∗);G
)
.
But πk
(
(Y, ∗)(K,∗), const
)
∼= H˜n−k(K;G) is trivial for n − k > (i − 1) + 1, i.e.
k 6 n − i, since K is (i − 1)-dimensional. By the Hurewicz theorem, the group
[(Y, ∗)(K,∗), (Y, ∗)(S
i,∗)]∗ is trivial, and therefore the composite ψ
#
µ ◦ sK is null-
homotopic (as a pointed map). Hence so is the pre-composite with restriction
(Y, ∗)(Xi−1,∗) → (Y, ∗)(K,∗). By commutativity, this equals ψ#µ ◦ s : (Y, ∗)
(Xi−1,∗) →
(Y, ∗)(S
i,∗). Hence also the map into the product ψ#◦s is nullhomotopic. Therefore
s may be lifted to σ : (Y, ∗)(Xi−1,∗) → (Y, ∗)(Xi,∗), and σ is automatically a section.
But there exists a (pointed cellular) map k : M(HiX, i− 1)→ Xi−1 such that the
inclusion Xi−1 → Xi extends to a homotopy equivalence F : Ck → Xi with Ck the
mapping cone of k. Lemma 0.0.8 gives the following commutative diagram where
the square is a pullback and F# is a fibre homotopy equivalence.
(Y, ∗)(Xi,∗) (Y, ∗)(Ck,∗) (Y, ∗)(CM(HiX,i−1),∗)
(Y, ∗)(Xi−1,∗) (Y, ∗)(M(HiX,i−1),∗)
w
F#







w
u u
w
k#
4.2. SPACES OF MAPS M(A,m)→ K(G,n) 55
The section of (Y, ∗)(Xi,∗) → (Y, ∗)(Xi−1,∗) trivially defines a section of (Y, ∗)(Ck,∗) →
(Y, ∗)(Xi−1,∗). Since (Y, ∗)(CM(HiX,i−1),∗) is contractible, the existence of a section
implies that k# is nullhomotopic. Hence (Y, ∗)(Ck,∗) → (Y, ∗)(Xi−1,∗) is fibre homo-
topy equivalent to a product fibration. Since F# is a fibre homotopy equivalence
also (Y, ∗)(Xi,∗) → (Y, ∗)(Xi−1,∗) is fibre homotopy equivalent to a product fibra-
tion. 
4.2. Spaces of maps M(A,m)→ K(G,n)
The purpose of this section is to strengthen Theorem 2.2.5 in the particular
case of function spaces K(G,n)M(A,m), see Corollary 4.2.3 below. We apply the
latter in the following section where we give necessary and sufficient conditions for
K(G,n)M(A,m) to have CW homotopy type.
The following delooping proposition is an immediate consequence of Theo-
rem 2.5.1.
Proposition 4.2.1. Let X = M(A,m) and Y = K(G,n) where m 6 n − 2.
If (Y, ∗)(X,∗) has CW homotopy type, then so also has (Y ′, ∗)(X,∗) where Y ′ =
K(G,n+ 1). 
The case m = n− 1 can, by a different method, be obtained in a weaker form.
Proposition 4.2.2. Let X = M(A,m) and Y = K(G,n) where m 6 n − 1.
Assume that (Y, ∗)(X,∗) is contractible. Then so also is (Y ′, ∗)(X,∗) where Y ′ =
K(G,n+ 1).
Proof. We assume that X has a minimal decomposition. Let K∞ be a count-
able subcomplex of X , and let K1 6 K2 6 . . . be a filtration of finite subcomplexes
for K∞. By Theorem 2.2.5 and Proposition 1.1.2 there exists a sequence of finite
subcomplexes L0 6 L1 6 L2 6 . . . such that Li > Ki for all i and, moreover
(i) the inclusion H∗(Li) → H∗(X) is injective on the image of H∗(Li−1) →
H∗(Li).
(ii) The restriction Ω
(
(Y, ∗)(Li,∗), ∗
)
→ Ω
(
(Y, ∗)(Li−1,∗), ∗
)
is nullhomotopic.
The subcomplexes Li are Moore spaces of type M(HmLi,m). In particular,
πn−m
(
(Y, ∗)(Li,∗), ∗
)
→ πn−m
(
(Y, ∗)(Li−1,∗), ∗
)
transforms naturally as
(†) Hom(HmLi, G)→ Hom(HmLi−1, G)
which is trivial by property (ii) since n−m > 1. For each i let Bi denote the image
of HmLi → HmX = A. By property (i) actually Bi−1 6 HmLi, for all i > 1. For
i > 1 the induced morphism Hom(Bi+1, G)→ Hom(Bi−1, G) factors as
Hom(Bi+1, G)→ Hom(HmLi+1, G)→ Hom(HmLi, G)→ Hom(Bi−1, G)
and is therefore trivial.
Set L∞ = ∪iLi. By (i) (see Lemma 2.2.4) the morphism H∗L∞ → H∗X is
injective. Denote HmL∞ = B∞. The group B∞ is the union of groups Bi. We
may inductively form an expanding sequence of finite CW complexes
M(B1,m) →֒M(B2,m) →֒M(B3,m) →֒ . . .
the union of which is a CW complex of type M(B∞,m). Set M(Bi,m) = Mi,
1 6 i 6 ∞. Since Bi 6 A for all i, the exact sequence Ext(A,G) ։ Ext(Bi, G)→
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0 shows that Ext(Bi, G) = 0. Therefore the space (Y, ∗)(Mi,∗) has the type of
K
(
Hom(Bi, G), n−m
)
, and (Y ′, ∗)(Mi,∗) has the type of K
(
Hom(Bi, G), n−m+
1
)
. Then since the restriction (Y ′, ∗)(Mi+1,∗) → (Y ′, ∗)(Mi−1,∗) induces the trivial
morphism Hom(Bi+1, G)→ Hom(Bi−1, G) on the single non-zero homotopy group,
it is nullhomotopic. By Proposition 1.2.4, the space (Y ′, ∗)(M∞,∗) is contractible.
Since L∞ ≃M∞, also (Y ′, ∗)(L∞,∗) is contractible.
This shows that every countable subcomplex K∞ of X is contained in a big-
ger countable subcomplex L∞ such that (Y
′, ∗)(L∞,∗) is contractible. Hence by
Corollary 2.2.7 also (Y ′, ∗)(X,∗) is contractible which completes the proof. 
Corollary 4.2.3. Let X = M(A,m), Y = K(G,n) where m 6 n − 1. If
(Y, ∗)(X,∗) has CW homotopy type, there exists a countable subcomplex L (con-
taining a given countable subcomplex) of X such that the restriction (Y, ∗)(X,∗) →
(Y, ∗)(L,∗) is a homotopy equivalence. In addition, we may assume L =M(AL,m)
with AL → A injective.
Proof. Since (Y, ∗)(X,∗) ≃ (K(G,n + i), ∗)(M(A,m+i),∗) for all i > 0 we may
assume m > 3 with no loss of generality.
By Theorem 2.2.5 there exists a countable subcomplex L (containing a given
countable subcomplex) of X such that the homology of L injects into that of X
and the space (Y, ∗)(X/L,∗) is contractible. Since B = HmL → HmX = A is
injective, X/L is a Moore complex of type M(A/B,m). By Proposition 4.2.2 also
(Y ′, ∗)(X/L,∗) is contractible where Y ′ = K(G,n+ 1).
Since all spaces in question are simply connected, there exists a pointed cel-
lular map ϕ : M(A/B,m − 1) → L such that the mapping cone of ϕ is homotopy
equivalent to X . By Lemma 0.0.8 the fibration (Y, ∗)(X,∗) → (Y, ∗)(L,∗) is (fibre
homotopically equivalent to) the principal fibration obtained by taking the homo-
topy fibre of ϕ# : (Y, ∗)(L,∗) → (Y, ∗)(M(A/B,m−1),∗). Since (Y, ∗)(M(A/B,m−1),∗) ≃
(Y ′, ∗)(M(A/B,m),∗) is contractible, (Y, ∗)(X,∗) → (Y, ∗)(L,∗) is a homotopy equiva-
lence. 
Case m = n is particular.
Lemma 4.2.4. Let W be an (n − 1)-connected CW complex. Let C = Hn(W )
and assume that Hom(C,G) = 0. Then (K(G,n), ∗)(W,∗) is contractible.
Proof. By Lemma 4.1.2 we may assume that W = M(C, n). Set Y =
K(G,n). Note that Z = (Y, ∗)(W,∗) is path-connected. Let K∞ be a countable sub-
complex ofW , and letK1 6 K2 6 . . . be a filtration of finite complexes forK∞. For
any subcomplex L of W denote by ZL the image of Z = (Y, ∗)(W,∗) → (Y, ∗)(L,∗).
Note that ZL is the path component of the constant map in (Y, ∗)(L,∗). Then {ZKi}
is an inverse sequence of contractible spaces. By (i) of Lemma 1.3.8 its inverse limit
is ZK∞ and is contractible. 
Proposition 4.2.5. Let X = M(A, n) and Y = K(G,n). Then (Y, ∗)(X,∗)
has CW homotopy type if and only if there exists a finitely generated subgroup
B of A such that Hom(A/B,G) = 0. In this case, if the decomposition of X is
minimal, there exists a finite subcomplex L of X such that (Y, ∗)(X,∗) → (Y, ∗)(L,∗)
is a homotopy equivalence onto image.
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Proof. Assume that X has a minimal decomposition. If (Y, ∗)(X,∗) has CW
type, then by Theorem 1.4.4 and Proposition 2.3.1 there exists a finite subcom-
plex L of X such that the morphisms πk((Y, ∗)(X,∗), ∗) → πk((Y, ∗)(L,∗), ∗) are
injective for all k > 0. All higher homotopy groups vanish, so automatically
(Y, ∗)(X,∗) → (Y, ∗)(L,∗) is an equivalence onto image. On π0 the condition says
that H˜n(X ;G)→ H˜(L;G) is injective. Since L is a complex of type M(Λ, n), the
morphism Hom(A,G)→ Hom(Λ, G) is injective. Let B denote the image of Λ→ A.
Then also Hom(A,G)→ Hom(B,G) is injective which shows Hom(A/B,G) = 0.
Conversely, if Hom(A/B,G) = 0 for a finitely generated subgroup B of A,
then (Y, ∗)(M(A/B,n),∗) is contractible by Lemma 4.2.4, hence (Y, ∗)(X,∗) has CW
homotopy type by Lemma 4.3.7. 
Corollary 4.2.6. Let X = M(A, n), Y = K(G,n). Assume that A admits a
finitely generated subgroup B such that Hom(A/B,G) = 0. Assume X is in a min-
imal decomposition and let K∞ be a countable subcomplex of X. Then there exists
a countable subcomplex L∞ of X such that L∞ > K∞, the morphism H∗(L∞) →
H∗(X) is injective and the restriction fibration (Y, ∗)(X,∗) → (Y, ∗)(L∞,∗) is a ho-
motopy equivalence onto image.
Proof. There exists a finite subcomplex L0 = M(A0, n) of X such that the
image B0 ofHnL0 → HnX = A contains B. By Lemma 2.2.4 and Lemma 1.3.11 we
may construct an ascending chain L1 6 L2 6 . . . such that L0 6 L1, K∞ 6 L∞ and
H∗(L∞) → H∗(X) is injective. Note that for all i the image Bi of HnLi → HnX
contains B. Consequently Hom(A/Bi, G) = 0 for all i and (Y, ∗)(X,∗) → (Y, ∗)(Li,∗)
is a homotopy equivalence onto image which we denote by Γi. Let Γ∞ denote the
image of (Y, ∗)(X,∗) → (Y, ∗)(L∞,∗). Evidently then Γi is the image of Γ∞ under
(Y, ∗)(L∞,∗) → (Y, ∗)(Li,∗). Since for each i, restriction Γi → Γi−1 is a homotopy
equivalence, Γ∞ → Γi is a homotopy equivalence for all i, by Lemma 1.3.8. 
4.3. Explicit determinations
Here we give necessary and sufficient conditions on abelian groups A and G for
CW homotopy type of K(G,n)M(A,m) and that of K(G,n)K(A,m) for m > 2.
Theorem 4.3.1. Let A and G be abelian groups. Let T (G) denote the torsion
subgroup of G, and F the quotient G/T (G). Define
P = {p ∈ P |G ∗ Zp 6= 0} , S =
{
p ∈ P
∣∣∣ F ⊗Q
F (p)
6= 0
}
.
The function space K(G,n)M(A,m) has CW homotopy type if and only if
(i) m > n, or
(ii) m = n, and there exists a finitely generated subgroup B of A such that
Hom(A/B,G) = 0, or
(iii) m < n, and there exists a short exact sequence 0 → B → A → A′ → 0
such that B is finitely generated, A′ is P -divisible, the divisible T (A′)(P )
has finite rank, and, in addition, either
• G is a P -bounded group, or
• A′ is a torsion group such that for R =
{
p ∈ P
∣∣A′(p) 6= 0
}
a. T (G)(R) is bounded and F(R) is rational (if and only if
R ∩ S = ∅),
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b. A′(S) is a finite group.
(See page 46 for definitions concerning divisible and reduced abelian groups.)
An abelian group is called cocyclic if it is isomorphic with a finite cyclic group
Zpk for some prime p and k > 1 or with a quasicyclic group Zp∞ .
Corollary 4.3.2. Let A be a torsion, and G an arbitrary abelian group. Let
P and S be defined as above, and let m < n. The space K(G,n)M(A,m) has CW
homotopy type if and only there exists R ⊂ P such that T (G)(R) is bounded, F(R)
is rational, A(R) is isomorphic with the direct sum of finitely many cocyclic groups,
and A(P∪S\R) is a finite group. 
Theorem 4.3.3. Let A and G be abelian groups, and m,n > 2. Then the
function space K(G,n)K(A,m) has CW type if and only if K(G,n)M(A,m) has, and
consequently if and only if the conditions of Theorem 4.3.1 hold.
In subsequent sections we will frequently use some well known results on abelian
groups, and for convenience we summarize a few in Proposition 4.3.4.
A subgroup S of A is pure in A if nS = S ∩ nA for every integer n.
Proposition 4.3.4. (1) (Pru¨fer and Baer.) A bounded abelian group
splits into the direct sum of finite cyclic groups (bounded by a common
bound).
(2) (Kulikov.) A bounded pure subgroup is a direct summand. In particular if
the P -torsion part of a group A is bounded then it is a direct summand.
(3) (Kulikov.) If an abelian group contains elements of finite order, then it
contains a cocyclic direct summand. In particular, if a reduced torsion
abelian group is unbounded, it contains finite cyclic direct summands of
arbitrarily large orders.
Proof. See Theorem 17.2, Theorem 27.5, and Corollary 27.3 of Fuchs [20]. 
We are now ready to pursue the proof of Theorem 4.3.1.
Proposition 4.3.5. Let G be an abelian group and let Y denote the Eilenberg-
MacLane space K(G,n). Decompose G as G ∼= D ⊕ R where D is divisible and R
a reduced group. Further let X be an (r− 1)-connected rational CW complex where
r > 2. Set Qk = Hk(X). Assume Qr 6= 0. The space (Y, ∗)(X,∗) has CW homotopy
type if and only if one of the following requirements is met.
(i) r > n.
(ii) r = n, D is torsion free, and dimQ(Qr) is finite if D is nontrivial.
(iii) r < n, the group D is torsion free, R is bounded, and for r 6 k 6 n, the
dimension dimQ(Qk) is finite if D is nontrivial.
Moreover (Y, ∗)(X,∗) is always contractible if r > n (case (i)) or D is trivial.
Proof. By Theorem 4.1.1 it suffices to consider X = M(Q,m) where Q is a
rational group. More precisely, Q is isomorphic to the direct sum ⊕ΛQ for some in-
dexing set Λ. Then X =
∨
ΛM(Q,m) =
∨
Λ S
m
(0), and (Y, ∗)
(X,∗) ≈
∏
Λ(Y, ∗)
(Sm(0),∗).
Thus (see Example 1 on page 4) the space (Y, ∗)(X,∗) has CW type if and only if
(Y, ∗)(S
m
(0),∗) has CW type and is either contractible or else Λ is finite.
Ifm > n, then Sm(0) may be assumed to have trivial n-skeleton, hence (Y, ∗)
(Sm(0),∗)
is contractible by Proposition 2.6.1.
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Let m 6 n. Set YD = K(D,n) and YR = K(R, n). Then Y ≃ YD × YR and
(Y, ∗)(S
m
(0),∗) ≃ (YD, ∗)
(Sm(0),∗) × (YR, ∗)
(Sm(0),∗). If D is torsion free then by Theo-
rem 3.2.1 the space (YD, ∗)
(Sm(0),∗) is equivalent to (YD, ∗)(S
m,∗), and has nontrivial
homotopy group πn−m if and only if D is nontrivial.
By a. of Theorem 3.3.8 and the above remark concerning finiteness of Λ it
already follows that for m 6 n the stated conditions are necessary.
Consider the case m = n. Since there are no morphisms from a divisible to a
reduced group, the space (YR, ∗)
(Sn(0),∗) is contractible by Lemma 4.2.4.
If m < n and R is bounded, then the H-spaces YR and consequently also
(YR, ∗)(S
m,∗) = Ωm(YR, ∗) admit H-space exponents. Thus (YR, ∗)
(Sm(0),∗) is con-
tractible by c. of Theorem 3.3.8. 
Proposition 4.3.6. Let T be a divisible torsion group, and write T ∼= ⊕p∈P⊕λ∈Λp
Zp∞ where Λp is nonempty for each p ∈ P . Set X = M(T,m) and Y = K(G,n).
Then (Y, ∗)(X,∗) has CW type if and only if one of the following is true.
(i) m > n,
(ii) m = n, and d(G(P )) is rational,
(iii) m < n, d(G(P )) is rational, r(G(P )) is bounded, and for
R =
{
p ∈ P | r(G(P ))(p) 6= 0
}
the set ∪p∈RΛp is finite.
Proof. By (ii) of Corollary 3.2.3 the space (Y, ∗)(X,∗) is equivalent to (Y(P ), ∗)
(X,∗).
Set T ′ = ⊕p∈PZp∞ and X ′ = M(T ′,m). Then X ′ is a wedge summand of
X , and by Lemma 0.0.5 the space (Y(P ), ∗)
(X,∗) dominates (Y(P ), ∗)
(X′,∗). Since
T ′ is the cokernel of the monomorphism Z→ Z(P\P ), the map (Y(P ), ∗)
(Sm(P\P),∗) →
(Y(P ), ∗)
(Sm,∗) is a principal fibration (see Lemma 0.0.8) with fibres either empty
or equivalent to (Y(P ), ∗)
(X′,∗). Hence the latter has CW type if and only if
(Y(P ), ∗)
(Sm(P\P ),∗) has. By Theorem 3.2.1, the space (Y(P ), ∗)
(Sm(P\P ),∗) is homotopy
equivalent to (Y(P ), ∗)
(Sm(0),∗).
Thus the necessity of the stated conditions follows immediately from Proposi-
tion 4.3.5, with the exception of the condition on the set ∪p∈RΛp.
Now assume that m < n, d(G(P )) is rational, and r(G(P )) is bounded. Since
X splits as X ≃
∨
p∈P
∨
λ∈Λp
M(Zp∞ ,m), (Y(P ), ∗)
(X,∗) factors as
(Y(P ), ∗)
(X,∗) ≃
∏
p∈P
∏
λ∈Λp
(Y(P ), ∗)
(M(Zp∞ ,m),∗).
Note that
πn−m−1
(
(Y(P ), ∗)
(M(Zp∞ ,m),∗), ∗
)
∼= Ext(Zp∞ , r(G(P ))) ∼= r(G(P ))(p),
since r(G(P )) is bounded. A space of CW type only admits factorizations into
products of finitely many non-contractible factors (see Example 1 on page 4), and
∪p∈RΛp must be a finite set.
Conversely, if ∪p∈RΛp is finite, then (Y(P ), ∗)
(X,∗) is homotopy equivalent to a
product of finitely many factors each of which is dominated by (Y(P ), ∗)
(X′,∗), and
by sufficiency part of Proposition 4.3.5 the stated conditions evidently suffice here
as well. 
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Example 10. Let X = M(Zp∞ ,m) and Y = K(Zp, n). By Proposition 4.3.6
the space (Y, ∗)(X,∗) has the type of a CW complex (of type K(Zp, n − m − 1)).
Contrary to examples provided in Kahn [29] and in [56], this function space of CW
type is not covered by Milnor’s theorem in the sense that if X is any CW complex
of type M(Zp∞ ,m) and L is a finite subcomplex of X, then (Y, ∗)(X,∗) → (Y, ∗)(L,∗)
is not a homotopy equivalence. 
Lemma 4.3.7. Let B be a finitely generated subgroup of A, and let Y be an
arbitrary CW complex. Then (Y, ∗)(M(A,m),∗) has CW homotopy type if and only if
(Y, ∗)(M(A/B,m),∗) has if m > 3.
Remark. If Y is an infinite loop space, for example an Eilenberg-MacLane
space, then the restriction on m is unnecessary, since then (Y, ∗)(M(A,m),∗) is homo-
topy equivalent to (Y ′, ∗)(M(A,m+2),∗), and (Y, ∗)(M(A/B,m),∗) is homotopy equiva-
lent to (Y ′, ∗)(M(A/B,m+2),∗).
Proof. There is a cellular map M(B,m − 1) → M(A,m − 1) which realizes
the inclusion B 6 A in homology, since m − 1 > 2. Expanding this to the Puppe
sequence yields a subcomplex inclusion M(B,m) 6 M(A,m) which is the cofibre
of a map ϕ : M(A/B,m− 1)→M(B,m).
Thus by Lemma 0.0.8 the map (Y, ∗)(M(A,m),∗) → (Y, ∗)(M(B,m),∗) is a principal
fibration with fibres either empty or of the type of (Y, ∗)(M(A/B,m),∗), and the
assertion follows by Stasheff’s theorem. 
Lemma 4.3.8. Let Φ be a nontrivial countable torsion-free abelian group, and
let G be an arbitrary abelian group. Assume m < n. If (K(G,n), ∗)(M(Φ,m),∗) is
contractible then G is bounded by a number b, and Φ is b-divisible.
Proof. The group Φ may be represented as the union group of an expanding
sequence of subgroups
(†) 0 = Φ0 6 Φ1 6 Φ2 6 Φ3 6 . . .
where for each i, the group Φi is a free group of finite rank ri, and ri−1 6 ri 6 i,
for all i > 1. Inductively we can form a sequence of inclusions
M(Φ1,m) 6M(Φ2,m) 6M(Φ3,m) 6 . . .
with union space a CW complex homotopy equivalent to M(Φ,m). Set Li =
M(Φi,m) and Y = K(G,n). Note that (Y, ∗)(Li,∗) is a space of type K(Gri , n−m).
By Proposition 4.2.2 and Theorem 1.2.6 the space (K(G,n), ∗)(M(Φ,m),∗) is
contractible if and only if there exists a sequence i1 < i2 < i3 < . . . such that for
each j, the restriction
(∗) (Y, ∗)(Lij ,∗) → (Y, ∗)(Lij−1 ,∗)
is nullhomotopic.
We replace the original sequence {Li | i} by the subsequence
{
Lij | j
}
.
We fix isomorphisms Zri ∼= Φi and rewrite (†) as
(‡) Zr1
A2−−→ Zr2
A3−−→ Zr3
A4−−→ . . .
where theAi are matrices with integral entries. The map (Y, ∗)(Li,∗) → (Y, ∗)(Li−1,∗)
is nullhomotopic if and only if the πn−m-induced morphism
(∗∗) Hom(Zri , G) ∼= Gri
ATi−−→ Gri−1 ∼= Hom(Zri−1 , G)
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is trivial. Here ATi denotes the transpose of Ai, that is, the morphism
(g1, . . . , gri) 7→ (h1, . . . , hri−1), hk =
ri∑
l=1
(Ai)l,kgl.
If this is the trivial morphism, then (Ai)l,kg = 0, for all l, all k, and all g.
Since this is valid for all i, either Ai = 0 for all i which is a contradiction, or
else G is bounded by a number b. Supposing b minimal it follows that Ai = b · A′i
for all i. Thus Φ is b-divisible. 
Proposition 4.3.9. Let A be a nontrivial torsion free abelian group, and let
G be an arbitrary abelian group. Assume m < n. Then (K(G,n), ∗)(M(A,m),∗) is
contractible if and only if G is bounded by a number b, and A is b-divisible.
Proof. Set Y = K(G,n). By Corollary 4.2.3 there exists a countable subcom-
plex L ofM(A,m) withH∗(L)→ H∗(M(A,m)) injective, so that (Y, ∗)(M(A,m),∗) →
(Y, ∗)(L,∗) is a homotopy equivalence. Then L is of type M(Φ,m) with Φ 6 A, and
by Lemma 4.3.8 G is bounded by a number b. Assume a minimal b.
By Proposition 4.2.2 and Theorem 2.2.5 the space (Y, ∗)(M(A,m),∗) is con-
tractible if and only if for each countable subgroup Φ of A there exists a bigger
countable subgroup Φ′ of A such that (Y, ∗)(M(Φ
′,m),∗) is contractible. By the
lemma and minimality of b, the group Φ′ is b-divisible. But this implies that A is
P -divisible for P the set of prime divisors of b.
Conversely, assume that A is P -divisible and G is P -bounded. Then
(Y, ∗)(M(A(P ),m),∗) → (Y, ∗)(M(A,m),∗)
is a homotopy equivalence by Theorem 3.2.1. Since A is torsion-free, A(P ) is ratio-
nal, and Proposition 4.3.5 shows that (Y, ∗)(M(A(P ),m),∗) has CW type. 
Lemma 4.3.10. Assume the notation of the theorem, and let T be a torsion
group with trivial (P ∪ S)-part. Then (K(G,n), ∗)(M(T,m),∗) is contractible.
Proof. The rationalization K(G,n) → K(G(0), n) may be viewed as a prin-
cipal fibration with fibre Φ such that πn(Φ) ∼= T (G) and πn−1(Φ) ∼= (F ⊗ Q)/F .
Thus Φ is a P ∪S-local torsion space, so Theorem 3.2.1 implies that (Φ, ∗)(M(T,m),∗)
is homotopy equivalent to (Φ, ∗)(M(T,m)(P∪S),∗). The latter is contractible since
M(T,m)(P∪S) is. By Theorem 3.2.1 also (K(G(0), n), ∗)
(M(T,m),∗) is contractible.
Hence so is (K(G,n), ∗)(M(T,m),∗), as claimed. 
Proof of Theorem 4.3.1. Assume a minimal decomposition forX =M(A,m),
and set Y = K(G,n). Case m > n follows from Proposition 2.6.1, and case m = n
by Proposition 4.2.5, so we assume m < n. Let Y X have CW homotopy type.
By Corollary 2.2.9 there exists a finite subcomplex L of X such that for every
k ∈ {0, . . . , n} the inclusion induced morphism
(∗) H˜k(X ;G)→ H˜k(L;G)
is injective.
Minimal decomposition of X implies that L is of type M(AL,m). Denote by
ϕ : AL → A the morphism induced by inclusion L 6 X , and set B = imϕ.
Injectivity of (∗) says that the morphisms ϕ∗ : Hom(A,G)→ Hom(AL, G) and
ϕ∗ : Ext(A,G)→ Ext(AL, G) are injective. Consequently also
Hom(A,G)→ Hom(B,G) and Ext(A,G)→ Ext(B,G)
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are injective.
Plugging this into the exact sequence
0→Hom(A/B,G)→ Hom(A,G)→ Hom(B,G)
→Ext(A/B,G)→ Ext(A,G)→ Ext(B,G)→ 0
it follows that Hom(A/B,G) is trivial and
Ext(A,G) ∼= Ext(B,G) ∼= T (B)⊗G is a bounded abelian group.
Set A′ = A/B. By Lemma 4.3.7 the space K(G,n)M(A
′,m) also has CW type.
Reapplying the above with A′ in place of A yields a finitely generated subgroup B′
of A′ with
Ext(A′, G) ∼= Ext(B′, G) ∼= T (B′)⊗G a bounded abelian group.
SetX ′ =M(A′,m). We proceed with investigating Y X
′
of CW type with Hom(A′, G)
trivial and Ext(A′, G) a bounded abelian group.
Let p ∈ P . The epimorphism A′ → A′ ⊗ Zp induces the monomorphism
Hom(A′ ⊗ Zp, G) → Hom(A′, G). Furthermore the monomorphism G ∗ Zp → G
induces the monomorphism Hom(A′ ⊗ Zp, G ∗ Zp) → Hom(A′ ⊗ Zp, G). Since
Hom(A′, G) is trivial and G ∗ Zp is nontrivial, A′ ⊗ Zp must be trivial. In other
words, A′ is p-divisible.
Consider the exact sequence
0→Hom(A′/T (A′), H)→ Hom(A′, H)→ Hom(T (A′), H)(∗∗)
→Ext(A′/T (A′), H)→ Ext(A′, H)→ Ext(T (A′), H)→ 0
Since Hom(A′, G) = 0, substituting H = G simplifies (∗∗) to the exact sequence
0→ Hom(T (A′), G)
δ
−→ Ext(A′/T (A′), G)
α
−→ Ext(A′, G)→ Ext(T (A′), G)→ 0.
It follows that Hom(T (A′), G) ∼= kerα, and that coker δ → Ext(A′, G) is injective.
However, since A′/T (A′) is torsion-free, Ext(A′/T (A′), G) is divisible, and hence
so is its quotient group coker δ. Since no divisible group is bounded, coker δ = 0,
and consequently
Ext(A′, G)
∼=−→ Ext(T (A′), G)
and Hom(T (A′), G)
∼=
−→ Ext(A′/T (A′), G) are isomorphisms. Since T (A′) is a tor-
sion group, Hom(T (A′), G) is a reduced group (see Theorem 46.1 of Fuchs [20]).
The only possibility is
Hom(T (A′), G) = Ext(A′/T (A′), G) = 0.
Applying Hom(T (A′), ) to 0→ T (G)→ G→ F → 0 yields the equality Hom(T (A′), G) ∼=
Hom(T (A′), T (G)) = 0 and the exact sequence
(†) 0→ Ext(T (A′), T (G))→ Ext(T (A′), G)→ Ext(T (A), F )→ 0.
Since
Hom(T (A′), G) ∼= Hom(T (A′), T (G)) ∼=
∏
p∈P
Hom(T (A′)(p), T (G)(p))
it follows immediately that for p ∈ P , either T (A′)(p) is trivial or else T (G)(p) is
reduced.
The sequence (†) shows that both Ext(T (A′), T (G)) and Ext(T (A), F ) are
bounded.
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Consider
Ext(T (A′), T (G)) ∼=
∏
p∈P
Ext(T (A′)(p), T (G)(p)),
and let R =
{
p ∈ P |T (A′)(p) 6= 0
}
. Take p ∈ R. Then T (G)(p) is reduced. If it
is unbounded, then it admits cyclic direct summands of arbitrarily large orders,
and consequently so does Ext(T (A′)(p), T (G)(p)), contradiction. Furthermore, if R
is infinite, then
∏
p∈P Ext(T (A
′)(p), T (G)(p)) contains elements of arbitrarily high
orders which again contradicts boundedness of Ext(T (A′), T (G)). Thus R is finite,
and we conclude that
T (G)(R) is a bounded group.
In the short exact sequence
0→ T (G)(R) → G(R) → F(R) → 0
the group T (G)(R) is a bounded pure subgroup of G(R), hence it is a direct sum-
mand. It follows that the divisible part d(G(R)) ofG(R) is isomorphic to the divisible
part of F(R), and as such is rational. Furthermore,
r(G(R)) ∼= T (G)(R) ⊕ r(F(R)).
Since T (A′)(R) is divisible, it is a direct summand of A
′; we decompose A′ ∼=
T (A′)(R)⊕A1. ThenM(A
′,m) ≃M(T (A′)(R),m)∨M(A1,m), and by Lemma 0.0.5,
the space (Y, ∗)(M(T (A
′)(R),m),∗) has CW homotopy type. By Proposition 4.3.6 it
follows that r(F(R)) is trivial, and that T (A
′)(R) only admits finitely many nontrivial
direct summands.
Since r(F(R)) is trivial, F(R) is a rational group. In particular, F ⊗ Q ∼= F(R),
and consequently (F ⊗Q)/F is torsion away from R. In other words R ∩ S = ∅.
Now we consider
Ext(T (A′), F ) ∼= Hom(T (A′), F⊗QF )
∼=
∏
p∈S
Hom(T (A′)(p), (F(R)/F )(p)).
(Note that from boundedness of Ext(T (A′), F ) it also follows that R ∩ S = ∅.)
Since for p ∈ S the torsion group (F(R)/F )(p) is divisible, and Ext(T (A
′), F ) is
bounded, T (A′)(p) must be reduced, and bounded as well. Furthermore, T (A
′)(p)
can be nontrivial for at most finitely many p ∈ S. Hence T (A′)(S) itself is bounded,
and as such a direct summand of A′. As above, it follows that (Y, ∗)(M(T (A
′)(S),m),∗)
has CW type. As a bounded group, T (A′)(S) splits into a direct sum of finite cyclic
groups, say T (A′)(S) ∼= ⊕λ∈ΛCλ. Consequently (Y, ∗)
(M(T (A′)(S),m),∗) is homotopy
equivalent to the product ∏
λ∈Λ
(Y, ∗)(M(Cλ,m),∗).
Since all factors are noncontractible, Λ must be finite by Example 1 on page 4. In
particular, T (A′)(S) is a finite group.
We decompose
T (A′) ∼= T (A′)(R) ⊕ T (A
′)(S) ⊕ T
′′.
Since T ′′ has trivial (P ∪ S)-torsion, the space (Y, ∗)(M(T
′′,m),∗) is contractible by
Lemma 4.3.10. Hence (Y, ∗)(M(T (A
′),m),∗) has CW homotopy type by Lemma 0.0.5.
By the above we already know that
(Y, ∗)(M(A
′,m),∗) → (Y, ∗)(M(T (A
′),m),∗)
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is a weak homotopy equivalence, hence it is a genuine homotopy equivalence, and
the fibres are contractible. The fibre over the constant map is homotopy equivalent
to
(Y, ∗)(M(A
′/T (A′),m),∗).
If A′/T (A′) is nontrivial then by Proposition 4.3.9, G is bounded. Thus G =
T (G) = T (G)(P ), and the bound of G is a number whose prime divisors equal P .
This concludes the proof of necessity.
Conversely, if G is P -bounded, A′ is P -divisible and T (A′)(P ) only admits
finitely many direct summands, then K(G,n)(M(A
′,m),∗) which is equivalent to
K(G,n)(M(A
′
(P ),m),∗) by Theorem 3.2.1 has CW homotopy type by Proposition 4.3.5
and Proposition 4.3.6.
If A′ is a torsion group with A′(P ) = A
′
(R) divisible with finitely many sum-
mands, A′(S) finite, T (G)(R) bounded and F(R) rational, then K(G,n)
M(A′(R),m) has
CW type by Proposition 4.3.6,K(G,n)M(A
′
(S),m) has CW type by Milnor’s theorem,
and K(G,n)M(A
′
(P\(P∪S)),m) has CW type by Lemma 4.3.10. Then K(G,n)M(A
′,m)
has CW type by Lemma 0.0.5.
An application of Lemma 4.3.7 concludes also the proof of sufficiency. 
Now we turn to the proof of Theorem 4.3.3.
By Theorem 4.1.1 the necessity part is clear, and we have to prove sufficiency.
Definition. Let C be a class of abelian groups. Then C is a Serre class if
• for a short exact sequence 0 → A′ → A → A′′ → 0 the group A belongs
to C if and only if both A′ and A′′ do,
• if A and B belong to C then so do A⊗B and A ∗B, and
• for A ∈ C also H˜i(K(A, 1);Z) ∈ C, for all i.
Lemma 4.3.11. Let R be a (finite) set of primes, and let Q be a set of primes
(possibly empty) disjoint from R. Let C be the class of torsion abelian groups A
such that
• A(R) is the direct sum of finitely many cocyclic groups, and
• A(Q) is finite.
Then C is a Serre class with the additional property that if A ∈ C and B is finitely
generated, then A⊗B and A ∗B belong to C.
Proof. It suffices to show that the required properties hold for the class Cp
of torsion abelian groups that are isomorphic with a direct sum of finitely many
cocyclic p-groups.
Let D be a divisible torsion p-group of finite rank, i.e. D is isomorphic to the
direct sum of finitely many quasicyclic groups Zp∞ . It follows easily by induction
on the rank of D that
• if E is a quotient group of D it is divisible with rankE 6 rankD,
• if C is a subgroup of D then C is the direct sum of cocyclic p-groups (and
rankC 6 rankD).
Consequently if A ∈ Cp and
(∗) 0→ A′ → A→ A′′ → 0
is exact, then A′ ∈ Cp and A
′′ ∈ Cp.
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Conversely, assume that in (∗) the groups A′ and A′′ belong to C. We may
decompose A′ ∼= D ⊕ F where F a finite p-group, and D is a divisible p-group of
finite rank. Since D is injective, it also splits A, say A ∼= D ⊕ Γ where Γ is an
extension of F by A′′, i.e.
0→ F → Γ→ A′′ → 0.
There exists a bound pm for F , and since A′′ is also isomorphic to the direct sum of
a finite p-group and a divisible p-group of finite rank, pnA′′ is divisible for some n.
Consequently also pm+nΓ is divisible. Considering a decomposition Γ ∼= d(Γ)⊕r(Γ)
with d(Γ) divisible and r(Γ) reduced it follows that r(Γ) is bounded, and hence
isomorphic to the direct sum of cyclics. Rank considerations imply that Γ belongs
to Cp, and hence so does A.
For tensor and torsion products we note that if T is any torsion group, Zp∞ ⊗
T = 0, and for any group G, the torsion product Zp∞ ∗G is isomorphic to T (G)(p).
Since K(Zp∞ , 1) is the colimit of lens spaces, we know that H˜i
(
K(Zp∞ , 1);Z
)
is isomorphic to Zp∞ for i odd and zero for i even.
If A ∈ Cp then H˜i(K(A, 1);Z) ∈ Cp by the Ku¨nneth theorem, combined with
what we have shown above. 
Lemma 4.3.12. Let C be as in Lemma 4.3.11 and let 0 → B → A → A′ → 0
be a an exact sequence with B finitely generated and A′ ∈ C. Then for each i > m,
the group Hi(K(A,m);Z) is given by an extension
0→ Bi → Hi(K(A,m);Z)→ A
′
i → 0
with Bi finitely generated and A
′
i ∈ C.
Proof. We consider the Serre homology spectral sequence of the fibration
K(B,m)→ K(A,m)→ K(A′,m). By Lemma 4.3.11, for the E2-term
E2p,q = Hp
(
K(A′,m);Hq(K(B,m))
)
we have E20,q a finitely generated group and E
2
p,q ∈ C for p > 1. Since finitely
generated groups and C are Serre classes, also E∞0,q is finitely generated, and E
∞
p,q ∈ C
for p > 1. This implies that for each i, the group Hi(K(A,m)) has a filtration
F0 6 F1 6 . . . 6 Fn = Hi(K(A,m)) with F0 finitely generated, and Fj/Fj−1 ∈ C
for positive j. Set Bi = F0 and suppose that for some j, the group Fj−1/Bi belongs
to C. Then also Bi 6 Fj , and Fj/Bi is given by the extension
0→ Fj−1/Bi → Fj/Bi → Fj/Fj−1 → 0.
By inductive hypothesis, Fj−1/Bi ∈ C, and since Fj/Fj−1 ∈ C, also Fj/Bi ∈ C, and
our assertion follows. 
Proof of Theorem 4.3.3. By Theorem 4.1.1 the case m > n is already con-
tained in Theorem 4.3.1. So we assume that m < n.
Assume that G is a P -bounded group (with G ∗ Zp 6= 0 for all p ∈ P ) and
that A is given by an extension 0 → B → A → A′ → 0 where A′ is P -divisible
and T (A′)(P ) is the sum of finitely many quasicyclic groups. Let T
′ = T (A′) and
Φ = A′/T ′. The kernel Γ of the composite A → A′ → Φ is given by the extension
B → Γ→ T ′.
Consider the fibration K(Γ(P ),m) → K(A(P ),m) → K(Φ(P ),m). Since Φ is
P -divisible and torsion-free, Φ(P ) is a rational group. Hence K(Φ(P ),m−1) is a ra-
tional space, and thus (K(G,n), ∗)(K(Φ(P ),m−1),∗) ≃ (K(G,n+1), ∗)(SK(Φ(P),m−1),∗)
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is contractible by Proposition 4.3.5. Since K(Φ(P ),m− 1) is the homotopy fibre of
K(Γ(P ),m)→ K(A(P ),m), the map
K(G,n)K(A(P ),m) → K(G,n)K(Γ(P ),m)
is a homotopy equivalence by Proposition 3.1.1. By Theorem 3.2.1,K(G,n)K(A(P ),m)
is homotopy equivalent to K(G,n)K(A,m), so it suffices to prove that the space
K(G,n)K(Γ(P ),m) ≃ K(G,n)K(Γ,m) has CW homotopy type.
By Lemma 4.3.12, for each i the homology group Hi = H˜i(K(Γ,m)) is the ex-
tension of a finitely generated group by a torsion group whose P -part is isomorphic
with the direct sum of finitely many cocyclic groups, say 0→ Bi → Hi → Ti → 0.
Set Y = K(G,n). Since Bi is finitely generated, (Y, ∗)(M(Hi,i),∗) has CW type if
and only if (Y, ∗)(M(Ti,i),∗) has, by Lemma 4.3.7. We split
Ti = T1 ⊕ T2 ⊕ T3
where T1 = Ti(P\P ), T2 is the direct sum of finitely many quasicyclic groups and
T3 is a finite P -group. By Corollary 0.0.5 the space (Y, ∗)(M(Ti,i),∗) has CW type
if and only if the (Y, ∗)(M(Tj ,i),∗), for 1 6 j 6 3, have. The space (Y, ∗)(M(T1,i),∗)
is contractible by Proposition 3.2.4, and (Y, ∗)(M(T3,i),∗) has CW type by Milnor’s
theorem. Furthermore, (Y, ∗)(M(T2,i),∗) has CW type by Proposition 4.3.6.
Thus (K(G,n), ∗)(K(Γ,m),∗) has CW type by Theorem 4.1.1, and consequently
K(G,n)K(A,m) has CW type, as claimed.
Assume the notation of the statement of Theorem 4.3.1. Our second case is
that A′ is torsion with A′(R) the sum of finitely many cocyclic groups, A
′
(S∪P\R) is
a finite group, T (G)(R) is bounded, and F(R) is rational.
By Lemma 4.3.12 every Hi = H˜i(K(A,m)) is given by an exact sequence
0 → Bi → Hi → A′i → 0 where Bi is finitely generated, and A
′
i is torsion such
that A′i(R) is isomorphic with a direct sum of finitely many cocyclic groups, and
A′i(S∪P\R) is finite.
Since Bi is finitely generated, (Y, ∗)(M(Hi,i),∗) has CW homotopy type if and
only if (Y, ∗)(M(A
′
i,i),∗) has. Split
A′i
∼= A′1 ⊕A
′
2 ⊕A
′
3
where A′1 is a P\ (S∪P )-group, A
′
2 is isomorphic with a direct sum of finitely many
R-quasicyclic groups, and A′3 is finite. Then (Y, ∗)
(M(A′1,i),∗) and (Y, ∗)(M(A
′
2,i),∗)
have CW type by Corollary 4.3.2, and (Y, ∗)(M(A
′
3,i),∗) has CW type by Milnor’s
theorem. Consequently (Y, ∗)(M(A
′
i,i),∗) has CW type by Corollary 0.0.5, hence so
has (Y, ∗)(M(Hi,i),∗), and hence so has (Y, ∗)(K(A,m),∗), by Theorem 4.1.1. 
4.4. Spaces of maps into K(G, 1)
Proposition 4.4.1. Let X be a connected CW complex with base point x0.
Pick a base point y0 in K(G, 1). Then (K(G, 1), y0)
(X,x0) has CW homotopy type
if and only if for each g : (X, x0)→ (K(G, 1), ∗) there exists a finite subcomplex L
of X (containing x0) such that the induced function
(∗) Hom(π1(X, x0), G)→ Hom(π1(L, x0), G)
only sends the class [g] to [g|L].
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Proof. The condition is necessary by Lemma 2.2.8.
For sufficiency, note that ‘injectivity’ of (∗) implies that the path component of
g in (K(G, 1), y0)
(X,x0) is open, and Lemma 4.4.3 below concludes the proof. 
We note the easy
Lemma 4.4.2. Let Y be an aspherical space of CW type with base point y0 and
let X be a connected CW complex with base point x0. Then for any g : (X, x0) →
(Y, y0) the path component of g in (Y, y0)
(X,x0) is weakly contractible. 
Lemma 4.4.3. Let (X, x0) be a based connected CW complex and let Y =
K(G, 1). The space (Y, y0)
(X,x0) has contractible path components, for any y0 ∈ Y .
Proof. With no loss of generality assume that X has a single 0-cell which is
x0. Let g : (X, x0)→ (Y, y0) be a map, and let C denote the path component of g
in (Y, y0)
(X,x0). Let K∞ be any countable subcomplex of X and let K1 6 K2 6 . . .
be a filtration of finite subcomplexes for K∞. For L 6 X let CL denote the image
of C under (Y, y0)
(X,x0) → (Y, y0)(L,x0).
By Lemma 4.4.2 andMilnor’s theorem the spaces CKi are contractible. By (i) of
Lemma 1.3.8 so is CK∞ = limi CKi . Then by Theorem 2.2.6 also C is contractible,
as claimed. 
4.5. CW complexes X such that Y X has CW type for ‘all’ Y
We close this chapter by showing that Milnor’s theorem cannot be improved in
the sense that if for a space X the function space Y X has CW homotopy type for
all CW complexes Y , then X is ‘almost finitely dominated’. We begin with a few
preliminary results.
Lemma 4.5.1. Let A be an arbitrary abelian group.
(i) The torsion-free rank of Hom(A,Z) is at least d if and only if A admits a
direct summand which is a free group of rank d.
(ii) If the torsion-free rank of Hom(A,Z) is exactly d then there exists a de-
composition A ∼= Zd ⊕A′ with Hom(A′,Z) = 0. 
Proof. See Fuchs [20], §43, Exercise 10. 
Proposition 4.5.2. Let X be a connected CW complex. Then K(Z, n)X has
CW homotopy type if and only if the groups Hi(X) are finitely generated for 1 6
i 6 n−1, and there exists a decomposition Hn(X) ∼= Zd⊕H ′ with Hom(H ′,Z) = 0.
Proof. By Theorem 4.1.1 and Theorem 4.3.1 combined with Milnor’s theorem
the sufficiency part is clear, and so is the necessity part except for the splitting of
Hn(X).
If K(Z, n)X has CW type, then by Theorem 4.3.1 there exists a finitely gen-
erated subgroup B of Hn(X) such that Hom(Hn(X),Z) → Hom(B,Z) is injec-
tive. Since Hom(B,Z) is free of finite rank, the desired splitting follows from
Lemma 4.5.1. 
Recall that a CW complexX is called quasifinite (see Mislin [44]) if⊕nHn(X ;Z)
is a finitely generated abelian group.
Theorem 4.5.3. a. Let X be a connected CW complex. Then the fol-
lowing are equivalent.
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(i) For each i > 1, the group Hi(X) is finitely generated.
(ii) For each nilpotent CW complex Y with finitely many nontrivial ho-
motopy groups, the space Y X has CW homotopy type.
(iii) For each n > 2 the path component C of the constant map in K(Z, n)X
has CW homotopy type.
b. Let X be a connected CW complex and let n > 2. Then the following are
equivalent.
(i) For each 1 6 i 6 n, the group Hi(X) is finitely generated.
(ii) For each nilpotent CW complex Y with πk(Y ) = 0 for k > n+ 1 the
space Y X has CW homotopy type.
(iii) For each abelian group G the space K(G,n)X has CW homotopy type.
c. Let X be a nilpotent connected CW complex. Then the following are equiv-
alent.
(i) The space Y X has CW homotopy type for every CW complex Y .
(ii) The path component C of the constant map in Y X has CW homotopy
type for every simply connected CW complex Y of finite type.
(iii) X is dominated by a finite CW complex.
d. Let X be any connected CW complex. Then the following are equivalent.
(i) For every CW complex Y the path component C of the constant map
in Y X is open and has CW homotopy type.
(ii) There exists a finite subcomplex L of X such that the quotient X/L
is homotopy equivalent to a finite CW complex.
e. Let X be a connected CW complex and n > 2. Then X is homotopy
equivalent to a complex with finite n-skeleton if and only if π1(X) is finitely
presented and Y X has CW type for all CW complexes Y with πk(Y ) = 0
for k > n+ 1.
f. Let X be a connected CW complex. Then X is finitely dominated if and
only if π1(X) is finitely presented and Y
X has CW type for all CW com-
plexes Y .
Proof. a. Implication (i) =⇒ (ii) follows by Proposition 2.6.4, Theo-
rem 4.1.1 and Milnor’s theorem.
Let n > 2 and assume that the path component C of the constant
map in (K(Z, n), ∗)(X,∗) (if and only if the path component of the constant
map in K(Z, n)X) has CW homotopy type. By Corollary 2.2.9 it follows
that the cohomology groups Hi(X ;Z) are finitely generated for i 6 n− 1.
Hence the homology groups Hi(X) are finitely generated for i 6 n− 2. If
this holds for all n > 2, it follows that the Hi(X) are finitely generated
for all i. This shows (iii) =⇒ (i).
b. We need only show (iii) =⇒ (i). As above, by taking G = Z it follows
from Corollary 2.2.9 that the Hi(X) are finitely generated for i 6 n − 1.
Let B be the set of all finitely generated subgroups of Hn(X), and define
G =
∏
B∈BHn(X)/B. By Corollary 2.2.9 it follows that Hn(X) = B for
B the image of Hn(L)→ Hn(X) for some finite subcomplex L of X .
c. Assume that the path component C of the constant map in Y X has CW
homotopy type for every simply connected CW complex Y of finite type.
By a. it follows that H∗(X) is of finite type. Let Y be a simply connected
CW complex with πk(Y ) ∼= Z for all k > 2 and all k-invariants trivial.
In other words, Y is weakly equivalent to the product
∏
k>2K(Z, k). By
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Lemma 2.2.8 there exists a finite complex L such that for all k > 1 the
morphism
[SkX,Y ]∗ → [S
kL, Y ]∗
is injective. By choice of Y this morphism is the product morphism∏
j>k+1
(
H˜j−k(X ;Z)→ H˜j−k(L;Z)
)
.
It follows that there exists a number N with Hi(X ;Z) = 0 for i > N and
consequently Hi(X) = 0 for i > N . Thus X is quasifinite, and nilpotent
by assumption. Hence it is finitely dominated by Mislin [44]. This shows
(ii) =⇒ (iii).
d. Assume (i). The proof of (ii) =⇒ (iii) of c. shows that X is quasifinite.
Let L be any finite subcomplex of X . Consider the fibration Y X →
Y L. Let C, respectively CL, denote the path component of the constant
map in Y X , respectively Y L. Then C → CL is a fibration, and since
C has CW type, so has the fibre FL over the constant map. Note that
FL = C ∩ (Y, ∗)(X,L) is open in (Y, ∗)(X,L). The path component C′ of
the constant map in (Y, ∗)(X,L) is a path component of FL, and since FL
has CW type, C′ is open in FL, and has CW type. Hence C
′ is open in
(Y, ∗)(X,L) which is homeomorphic with (Y, ∗)(X/L,∗).
By Lemma 4.5.4 there exists a finite subcomplex K of X such that
the function
[X,K(π1(X/M, ∗), 1)]∗ → [L,K(π1(X/M, ∗), 1)]∗
is injective for all finite subcomplexes M and all finite subcomplexes L
containingK. It follows that π1(X/L, ∗) is trivial for all finite L containing
K. Thus X/L is simply connected, and is quasifinite, hence is homotopy
equivalent to a finite complex.
Conversely, assume that for some finite subcomplex L of X the quo-
tient X/L is homotopy equivalent to a finite complex. Consider the fibra-
tion Y X → Y L. By Milnor’s theorem the fibre over the constant map has
CW homotopy type, hence by Stasheff’s theorem the preimage C˜ of the
path component of the constant map CL in Y
L has CW type, and is open
since CL is open in Y
L. Since C˜ is a union of path components of Y X
which contains C, C has CW type and is open in C˜, and hence in Y X .
e. Let π be a group and letM be a left π-module; that is we are given a mor-
phism h : π → Aut(M). Further let k > 2. By Gitler [23] there exists a
(pointed) space Lpi(M,k) and a ‘fundamental class’ u ∈ H
k(Lpi(M,k);h,M)
such that the assignment
(∗) [X,Lpi(M,k)]α → H
k(X ;hα,M), [f ] 7→ f∗(u),
is a bijection. Here [X,Lpi(M,k)]α denotes those pointed classes [f ]
for which f# : π1(X) → π1(Lpi(M,k)) = π realizes a given morphism
α : π1(X, x0)→ π.
Let now π = π1(X, x0). By our assumption and Lemma 4.5.4 there
exists a finite subcomplex K of X such that the restriction induced func-
tion
(†) [X,Lpi(M,k)]∗ → [K,Lpi(M,k)]∗
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is an injection for all k with 2 6 k 6 n and all (h,M) belonging to a given
set M of left π-modules.
Denote the inclusion i : K → X . Note that (†) maps the set [X,Lpi(M,k)]1
to [K,Lpi(M,k)]i# . Hence the natural bijection (∗) together with (†) show
that
(‡) Hk(X ;h,M)→ Hk(K;hi#,M)
is a monomorphism for 2 6 k 6 n and all M ∈M.
Assume that M = {(hλ,Mλ) |λ ∈ Λ} is a system of left π-modules
indexed by a directed set Λ and let (h∞,M∞) = colimλ(hλ,Mλ).
Consider the following commutative diagram.
colim
λ
Hk(X ;hλ,Mλ) Hk(X ;h∞,M∞)
colim
λ
Hk(K;hλi#,Mλ) Hk(K;h∞i#,M∞)
w
u
u
w
SinceK is a finite complex, the bottom horizontal arrow is an isomorphism
by Theorem 1 of K. Brown [2]. Since Hk(X ;hλ,Mλ)→ Hk(K;hλi#,Mλ)
is injective for all λ so is the induced map of colimits. By commutativity
also
(⋆) colim
λ
Hk(X ;hλ,Mλ)→ H
k(X ;h∞,M∞)
is injective. In particular if M∞ = 0, also colimλH
k(X ;hλ,Mλ) = 0, for
2 6 k 6 n.
Let X˜ denote the universal cover of X at x0. If π1(X) is finitely gen-
erated, then we may assume X to have a single 0-cell x0 and finitely many
1-cells. Thus Ci(X˜), for i = 0, 1, are finitely generated (free) Zπ-modules.
By Theorem 2 of [2] it follows that ifM∞ = 0 then colimλH
k(X ;hλ,Mλ) =
0 for k = 0, 1. Reapplying Theorem 2 of [2] it follows that for any direct
system {(hλ,Mλ) |λ} with colimit (h∞,M∞) the morphism (⋆) is an iso-
morphism for k < n and a monomorphism for k = n. Our claim follows
by Wall [63], Theorem A.
f. Assume Y X has CW type for all CW complexes Y . Proceeding as above
we may assume that, in addition, (‡) is a monomorphism for all k > 2.
Thus X has finite cohomological dimension and is finitely dominated by
[63], Theorem F. (See also Mislin [45], Theorem 3.4). 
We say that a space Z is n-coconnected if πk(Z) = 0 for all k > n+ 1.
Lemma 4.5.4. Let X be a connected CW complex such that Y X has CW ho-
motopy type for every CW complex Y (respectively every CW complex Y with
πk(Y ) = 0 for k > n+ 1). Then for any set
{Yλ |λ ∈ Λ}
of arbitrary CW complexes (respectively of n-coconnected CW complexes) there ex-
ists a finite subcomplex K of X such that for any L > K and every λ, the restriction
induced function
[X,Yλ]∗ → [L, Yλ]∗
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is injective.
Proof. Let Y be a connected CW complex. Pick a choice function [X,Y ]∗ →
(Y, ∗)(X,∗), say C 7→ g(C). Set
Z =
∏
C∈[X,Y ]∗
Y
and let ω : W → Z be a CW approximation for Z. By contracting a path in W
if necessary we may assume that for some w0 ∈ W we have ω(w0) = z0 = {y0}.
Note that Z is path-connected, and since (Z, z0)
(Sk,∗) ≈
∏
C(Y, y0)
(Sk,∗), also Z is
n-coconnected if Y is. The same properties hold for W , and thus by assumption,
(W,w0)
(X,x0) has CW homotopy type.
Note that ω induces a natural equivalence of functors ω# : [ ,W ]∗ → [ , Z]∗.
Define Γ: X → Z by Γ = {ΓC}C where ΓC = g(C), and let G : X → W be a
representative for ω−1# [Γ].
There exists a finite subcomplex K of X such that for any L containing K the
restriction induced function [X,W ]∗ → [L,W ]∗ is ‘injective at G’, that is, if for
some function F : X → W the restriction F |L is homotopic to G|L, then F and G
are homotopic.
In view of the natural equivalence the function [X,Z]∗ → [L,Z]∗ is ‘injective
at Γ’. Assume that for f, g : X → Y the restrictions f |L : L→ Y and g|L : L→ Y
are homotopic. With no loss of generality we may assume g = g(C0) for some C0.
We define Φ = {ΦC}C : X → Z by
ΦC = g(C) if C 6= C0 and ΦC0 = f.
Then clearly Φ|L and Γ|L are homotopic. Therefore Φ and Γ are homotopic. By
projecting the homotopy, it follows that f and g are homotopic. We have shown
that [X,Y ]∗ → [L, Y ]∗ is injective for any L containing K. Applying this with Y
the CW approximation of
∏
λ Yλ we prove the lemma. 
CHAPTER 5
Spaces of maps into finite type Postnikov sections
For a CW complex Y let Y〈k〉 denote the k-connected cover of Y . In this
chapter our aim is to prove Theorem 5.0.1 below. In Example 11 on page 81 at
the end we illustrate one of the reasons for the discrepancy between the necessary
conditions and the sufficient conditions given.
Theorem 5.0.1. Let X be a simply connected CW complex and let Y be a
simply connected complex of finite type with πk(Y ) = 0 for all k > n + 1, and
πn(Y ) 6= 0.
Set r = sup {k |πk(Y )⊗Q 6= 0} and let rp = sup {k |πk(Y ) ∗ Zp 6= 0} for a
prime p. As usual, we understand sup ∅ = −∞.
If Y X has CW type then the following hold.
(1) For i 6 r − 2 the group Hi(X) is finitely generated, and there exists a
decomposition Hr−1(X) ∼= Zdr−1 ⊕H ′r−1 with Hom(H
′
r−1,Z) = 0.
(2) For each i 6 n there exists a finitely generated subgroup Bi 6 Hi(X) (we
may assume Br−1 > Z
dr−1 and Bi = Hi(X) for i 6 r − 2) so that
a. For i 6 rp the quotient Hi(X)/Bi is p-divisible, and moreover
b. for i 6 rp − 1 the divisible p-localization (Hi(X)/Bi)(p) admits a
direct sum decomposition into Q ⊕
(
⊕j Zp∞
)
where Q is a rational
group and j ranges over a finite set.
If, in addition, either X is an H-cogroup or Y〈r − 1〉 is an H-group or r > n−1
then in fact
(1*) for i 6 r − 1 the group Hi(X) is finitely generated and there exists a
decomposition Hr(X) ∼= Zdr ⊕ H ′r with Hom(H
′
r,Z) = 0, and we may
assume Br > Z
dr .
Conversely, conditions (1*) and (2) are sufficient for Y X to have CW type.
Remark. The (r − 1)-connected cover of Y in the statement of the theorem
admits the structure of an H-group for example if n 6 2r − 3, see Copeland [67],
section 3.2, in combination with Spanier [58], Chapter 7, Exercise H.
We record a few auxiliary results. See Section 4.3 for a recollection of some
definitions and results from the theory of abelian groups.
Lemma 5.0.2. Let P be a finite set of primes and let A be a P -divisible abelian
group.
(i) If A has an element of infinite order, then for each p ∈ P there exists a
subgroup of A, isomorphic to Z[ 1p ].
(ii) If A has an element of order p ∈ P then A contains Zp∞ as a direct
summand. 
Proposition 5.0.3. Let A be an arbitrary abelian group.
72
5. SPACES OF MAPS INTO FINITE TYPE POSTNIKOV SECTIONS 73
a. If Hom(A,Zpn) is finitely generated, then there exists a finitely generated
subgroup B of A so that A/B is p-divisible, and consequently (A/B)(p) =
A(p)/B(p) is a divisible p-local group which is trivial if and only if A/B
is P \ {p}-torsion. In particular Hom(A,Zpn) is finite. If (A/B)(p) is
nontrivial, then B can be so chosen that A/B contains Zp∞ as a direct
summand. Moreover, B may be replaced with any bigger finitely generated
subgroup without affecting the properties stated.
b. If also Ext(A,Zpn) is finitely generated (and hence finite), then in the
splitting (A/B)(p) ∼=
(
⊕i Q
)
⊕
(
⊕j Zp∞
)
the index j must range over a
finite family.
Proof. Since A/pA is a vector space over Zp, it is isomorphic to a direct sum
A/pA ∼= ⊕NZp. Apply Hom( ,Zpn) to the exact sequence 0 → p · A → A →
A/pA→ 0 to note that Hom(⊕NZp,Zpn) ∼=
∏
N Zp is a subgroup of Hom(A,Zpn).
Then N must be finite if Hom(A,Zpn) is finitely generated.
Choose a finite subset S of A whose image generates A/pA and let B =
〈S〉. Then B/pB → A/pA is onto which shows that A/B is divisible by p. By
Lemma 5.0.2 the localization (A/B)(p) is trivial if and only if A/B is P \ {p}-
torsion. If this is not the case, then A/B contains a subgroup isomorphic to either
Zp∞ or Z[
1
p ]. In the latter case enlarge S to kill the subgroup Z of Z[
1
p ] in A/B to
obtain Zp∞ .
Let B′ be a finitely generated subgroup of A that contains B. The sequence
0→ B′/B → A/B → A/B′ → 0 is exact. This is to say that if A/B is p-divisible,
so is A/B′, and if A/B is P \ {p}-torsion, so is A/B′. Moreover if A/B contains
a subgroup isomorphic to Zp∞ then A/B
′ contains a subgroup isomorphic to a
quotient of Zp∞ modulo a finitely generated subgroup, which is again isomorphic
to Zp∞ .
Since (A/B)(p) is a divisible p-local group it is isomorphic to the direct sum
of a rational group R and some copies of Zp∞ , say of cardinality M . Then
Hom(A/B,Zpn) is trivial and
Ext(A/B,Zpn) ∼= Ext
(
(A/B)(p),Zpn
)
∼=
∏
M
Zpn .
An application of Hom( ,Zpn) to 0→ B → A→ A/B → 0 concludes the proof. 
Lemma 5.0.4. Let R be an infinite set of primes and let A be an R-torsion
group. If A is not finitely generated, then Ext(A,Z) contains an uncountable R-
local subgroup.
Proof. We splitA into the direct sum of r-primary componentsA ∼= ⊕r∈RA(r).
Since A(r) is torsion, the sequence 0 → Ext(A(r) ⊗ Zr,Z) → Ext(A(r),Z) is exact.
If A(r)⊗Zr is infinite then Ext(A(r),Z) contains as a subgroup an infinite product∏
Zr.
If A(r) ⊗ Zr is finite then for a finitely generated subgroup B of A(r) the quo-
tient A(r)/B is r-divisible. Since A(r)/B is r-torsion, it contains Zr∞ as a direct
summand, if it is nontrivial. Again 0 → Ext(A(r)/B,Z) → Ext(A(r),Z) is exact,
hence Ext(A(r),Z) contains a subgroup isomorphic to Zˆr .
If for all r the group A(r) is finitely generated, and A itself is not finitely
generated, then A splits into a direct sum ⊕λ∈ΛCλ where Λ is infinite and for each
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λ ∈ Λ, the summand Cλ is a cyclic group of order a power of some element of R.
Then Ext(A,Z) ∼=
∏
λ Cλ, and the result follows. 
Lemma 5.0.5. Let H be an abelian group with a finitely generated subgroup B
such that the quotient H/B is p-divisible for some prime p. Then Hom(H,Z) is
finitely generated hence H admits a splitting H ∼= Zd ⊕H ′ with Hom(H ′,Z) = 0.
Proof. The exact sequence 0 → B → H → H/B → 0 induces the exact
sequence 0 → Hom(H/B,Z) → Hom(H,Z) → Hom(B,Z) → . . . . Since H/B is p-
divisible, Hom(H/B,Z) = 0, hence Hom(H,Z) is finitely generated by Lemma 4.5.1.

For convenience we record another easy lemma.
Lemma 5.0.6. Let Q,P ⊂ P where P denotes the set of all primes. Set P ′ =
P \ P . Let π be a finite Q-torsion group. Let H be an arbitrary abelian group with
a finitely generated subgroup B.
(i) Suppose that the quotient H/B is P -divisible. Then Hom(H, π) is iso-
morphic to a direct sum of a finite Q ∩ P -group and a Q ∩ P ′-bounded
group.
(ii) Suppose that the quotient H/B is Q-divisible, and the (divisible) local-
ization (H/B)(Q) is isomorphic to the direct sum of some copies of the
rationals Q, some copies of groups Zq∞ with q ∈ Q \ P and at most
finitely many copies of groups Zq∞ with q ∈ Q∩P . Then Ext(H, π) is an
extension of a Q ∩ P ′-bounded group by a finite Q ∩ P -group. 
Lemma 5.0.7. Let B be a bounded abelian group. Let Zˆp denote the group of
p-adic integers, Zˆp = limZpi . Any morphism Zˆp → B factors through a canonical
projection πn : Zˆp → Zpn ; hence the kernel is isomorphic to Zˆp.
Proof. With no loss of generality we may assume that B is a bounded p-
group. By the theorem of Pru¨fer and Baer (see Proposition 4.3.4) B decomposes
as B ∼=
⊕
µ Cµ where the Cµ are cyclic p-groups bounded by a common bound, say
pn. Set Gr = Zpr .
First we determine Hom(Zˆp, Gr). The quotient Zˆp/Z is divisible, Gr is a
reduced group, and Z is free, hence the exact sequence obtained by applying
Hom( , Gr) to 0→ Z→ Zˆp → Zˆp/Z→ 0 simplifies to
0→ Hom(Zˆp, Gr)→ Gr → Ext(Zˆp/Z, Gr)→ Ext(Zˆp, Gr)→ 0.
The natural projection πr : Zˆp → Gr is clearly nontrivial, hence Hom(Zˆp, Gr) ∼= Gr
and every morphism Zˆp → Gr is obtained as the composite of πr followed by an
endomorphism Gr → Gr.
Evidently then for r 6 n every morphism Zˆp → Gr factors through Gn since
Gr 6 Gn.
As for the general case, since
⊕
µCµ 6
∏
µ Cµ, a morphism Zˆp → B may be
viewed as a morphism ϕ : Zˆp →
∏
Cµ. Since Cµ ∼= Grµ with rµ 6 n, it follows by
the above that ϕ factors as a composite Zˆp
pin−−→ Zpn
ψ
−→
∏
Cµ. Since the projection
πn is surjective and ϕ maps to
⊕
Cµ, so does ψ. 
Lemma 5.0.8. Let P = P ∪P ′ be a partition of the primes. Let A be a P ′-local
group, and let G be a P -bounded group. Then Hom(A,G) = 0.
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Proof. Since G is P -local, Hom(A,G) is isomorphic to Hom(A(P ), G). Since
A is P ′-local, its P -localization A(P ) is a rational group. In particular, it is divisible.
As it is bounded, G is a reduced group, hence Hom(A(P ), G) = 0. 
Convention. As discussed in section 4.3, the torsion-free rank and p-ranks
for primes p are invariants of a divisible abelian group A. Instead of saying that the
p-rank of a divisible group A is finite we will also say that A admits only finitely
many p-torsion (or quasicyclic) summands.
Lemma 5.0.9. Assume that πk(Y ) = 0 for k > n+1, and that for some m 6 n,
the skeleton T = X(m−1) is compact. If Y X has the type of a CW complex, then
there exists a finite subcomplex L containing T so that the morphisms
Hm(X,T ;πn(Y ))→ H
m(L, T ;πn(Y )), and(†)
Hm+1(X,T ;πn(Y )→ H
m+1(L, T ;πn(Y ))(‡)
induced by inclusion are injective.
Proof. By Stasheff’s theorem the fibre (Y, ∗)(X/T,∗) of (Y, ∗)(X,∗) → (Y, ∗)(T,∗)
over the constant map also has CW type. We appeal to Lemma 2.2.8 with X/T in
place of X and infer the existence of a finite subcomplex L of X containing T such
that the functions
βk : [S
k ∧ (X/T ), Y ]∗ → [S
k ∧ (L/T ), Y ]∗
are ‘monomorphisms’. We are interested in cases k = n −m and k = n −m − 1.
LetWi denote the i-connected cover of Y . For connectivity reasons we may replace
Y with Wn−1 in case k = n−m, respectively Wn−2 in case k = n−m− 1. Since
Wn−1 is an Eilenberg-MacLane space K(πn(Y ), n), the function βn−m is equivalent
to the natural morphism Hm(X/T ;πn(Y )) → H
m(L/T ;πn(Y )) and the assertion
follows if k = n−m.
If k = n−m− 1 then we may assume a fibration F →֒Wn−2 → B with F and
B Eilenberg-MacLane spaces. Then the induced map (Wn−2, ∗)(A,∗) → (B, ∗)(A,∗)
is a fibration for any CW complex A (see Proposition A.0.2). The fibre over the
constant map is (F, ∗)(A,∗). Using naturality of this construction in A (applied to
inclusion L/T → X/T ) and naturality of the arising long homotopy exact sequence,
the assertion follows easily also in this case. 
Proof of sufficiency of Theorem 5.0.1. By Proposition 2.6.4 it suffices
to show that for each j the space (K(πjY, j), ∗)(X,∗) has CW type. Then by Propo-
sition 2.6.3 it suffices to show that for each i the space (K(πjY, j), ∗)(M(HiX,i),∗)
has CW type.
Let τj denote the torsion subgroup of πjY . Then πjY ∼= τj ⊕ Z
νj where νj is
the rank of the free abelian group πjY/τj . Hence K(πjY, j) ≃ K(τj , j)×K(Z, j)νj
and
K(πjY, j)
M(HiX,i) ≃ K(τj , j)
M(HiX,i) ×
[
K(Z, j)M(HiX,i)
]νj
.
Conditions (2) and (1*) now justify the application of Theorem 4.3.1 and Proposi-
tion 4.5.2 to conclude the proof. 
We turn to necessity.
First note that if r < n, and (2) of Theorem 5.0.1 holds then the quotient
Hr(X)/Br is divisible by some prime, and Lemma 5.0.5 implies the existence of a
decomposition Hr(X) ∼= Z
dr ⊕H ′r with Hom(H
′
r ,Z) = 0.
76 5. SPACES OF MAPS INTO FINITE TYPE POSTNIKOV SECTIONS
Step 1. There exists a finite subcomplex L of X so that the space FL =
(Y, ∗)(X/L,∗) has finitely generated abelian homotopy groups πk for k > 1 and at
most a countable set of path components.
Proof. By Proposition 1.1.2 there exists a finite subcomplex K of X such
that for all L > K the fibre FL of Y
X → Y L over the constant map deforms in Y X
to a point. Since FL is homeomorphic to (Y, ∗)(X/L,∗), we infer immediately from
the fibration homotopy exact sequence that for k > 1 the group πk(FL, ∗) is finitely
generated abelian and that the set of path components π0(FL) is at most countable.
Moreover FL is an H-space (not necessarily homotopy associative or with inverse).
We may assume a minimal decomposition for X (in the sense of Lemma 4.0.1) and
hence for some m > 2 the skeleton X(m−1) is finite. Therefore we may choose L
so that it contains X(m−1) and consequently that the (m − 1)-skeleton of X/L is
trivial. 
Step 2. Assume that r = n, i.e. the top group πn(Y ) contains a Z summand.
Then the groups Hi(X) are finitely generated for i 6 n − 1, and there exists a
decomposition Hn(X) ∼= Zd ⊕H ′ with Hom(H ′,Z) = 0. If the torsion subgroup τn
of πn is nonempty, then there exists a finitely generated subgroup B
′ 6 H ′ with the
quotient H ′/B′ divisible by any prime t with τn ⊗ Zt nontrivial.
Proof. Assume inductively that X has finite (m−1)-skeleton for somem > 2.
Assume also m 6 n− 1. It follows from Lemma 5.0.9 that both Hm(X ;πnY ) and
Hm+1(X ;πnY ) are finitely generated. In particular, H
m(X ;Z) and Hm+1(X ;Z)
are finitely generated, and hence Hm(X) is finitely generated. The decomposition
of X is assumed minimal and therefore X(m) is finite. This may be continued until
m = n− 1, as asserted. For m = n− 1 we can still go on and apply Lemma 5.0.9 to
conclude that Hn(X ;πn) is finitely generated, and hence that Hom(Hn(X),Z) and
Hom(Hn(X), τn) are finitely generated. The asserted decompositionHn(X) ∼= Zd⊕
H ′ follows immediately from Lemma 4.5.1. Now Hom(Hn(X), πn) is isomorphic
with a direct sum of Hom(H ′, τn) and a finitely generated group. This implies the
existence of B′ as in the statement by Proposition 5.0.3. 
Convention. Let A be an abelian group and G,H two finite abelian groups.
Let P be the (finite) set of primes p for which G⊗Zp 6= 0 and Q the set of primes
q for which H ⊗ Zq 6= 0.
By abuse of language, saying that A is a G-group we mean it is a torsion P -
primary group; saying it is G-divisible, we mean it is divisible by primes belonging
to P ; saying it is G-bounded we mean that it is bounded by a number all of whose
prime divisors belong to P ; saying it is a G∩H-group we mean it is a torsion P ∩Q-
primary group; saying it is G \H-bounded we mean it is bounded by a number all
of whose prime divisors belong to P \Q.
In particular we note that if B is G \ H-bounded and A is H-bounded then
Hom(A,B) = 0.
Step 3. Assume that r < n. There exist finitely generated subgroups Bi 6
Hi(X) for 2 6 i 6 n so that the following hold.
(i) If r = −∞ then for each i 6 n
(Di) the quotient Hi(X)/Bi is T (πi+1)∪πi+2∪· · ·∪πn-divisible, and for t ∈
T (πi+1)∪πi+2 ∪ · · · ∪πn the divisible localization (Hi−1(X)/Bi−1)(t)
contains at most finitely many torsion summands.
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(ii) If r is positive then for i 6 r − 2 the groups Hi(X) are finitely gener-
ated, and there exists a decomposition Hr−1(X) ∼= Zdr−1 ⊕ H ′r−1 with
Hom(H ′r−1,Z) trivial. (Therefore it makes sense to assume r −m > 1.)
Moreover, the property (Di) can be established for i > r − 1.
Proof. Set Ξ = X/L. We consider the Federer spectral sequence converging
to the homotopy groups of Y Ξ. This is a second quadrant homology type spectral
sequence with E2−p,q
∼= Hp(Ξ;πqY ) for q − p > 1 and E2−p,q 6 H
p(Ξ;πqY ) for
q − p = 0. For details see Federer [17].
Set Hi = Hi(Ξ) and πj = πj(Y ).
Assume for a decreasing induction on k that for q − p = k (with q > r and
p > 2) there exists a finitely generated subgroup Bp of Hp such that
(∗) the quotient group Hp/Bp is T (πq) ∪ πq+1 ∪ · · · ∪ πn-divisible,
(∗∗) for a prime t with t ∈ πq+1∪· · ·∪πn the divisible t-local group
(
Hp/Bp
)
(t)
admits only a finite number of torsion (i.e. Zt∞) summands.
Using Lemma 5.0.6 it is easy to see that (∗) and (∗∗) imply that Hp(Ξ;πq) is
a finite πq-group and E
2
−(p+1),q
∼= Hp+1(Ξ;πq) is a split extension of a πq \ (πq+1 ∪
· · · ∪ πn)-bounded group by a finite πq ∩
(
πq+1 ∪ · · · ∪ πn
)
-group, say
0→ I2−(p+1),q → H
p+1(Ξ;πq)→ F
2
−(p+1),q → 0.
Evidently then for each u > 3 there exists an exact sequence
0→ Iu−(p+1),q → E
u
−(p+1),q → F
u
−(p+1),q → 0
where Iu−(p+1),q is a homology group of I
u−1
−(p+1),q, and F
u
−(p+1),q is a homology group
of Fu−1−(p+1),q. In particular, I
u
−(p+1),q is a πq \ (πq+1 ∪ · · · ∪ πn)-bounded group and
Fu−(p+1),q is a finite πq ∩
(
πq+1 ∪ · · · ∪ πn
)
-group.
For k = n−m+1 there is nothing to prove. Assume that the inductive hypoth-
esis holds for k > max {r −m, 1} and consider the diagonal q− p = k− 1. Suppose
that for some u > 2 the subgroup Iu−p,q of E
u
−p,q is not finitely generated. The group
Iu−p,q is πq \ (πq+1 ∪ · · · ∪ πn)-bounded, while E
u
−p−u,q+u−1 is πq+u−1-bounded (or
even trivial), hence the kernel of du : Eu−p,q → E
u
−p−u,q+u−1 contains I
u
−p,q. Since
by inductive hypothesis the diagonal j − i = k has all entries Eu−i,j finitely gener-
ated, the group Iu+1−p,q contains a quotient of I
u
−p,q by a finitely generated subgroup
and hence cannot be finitely generated. Hence I∞−p,q is not finitely generated. The
contradiction implies that I2−p,q is finite, hence also the group H
p(Ξ;πq) is finite.
Let 2 6 p, q < n, and q − p = k − 1. Since q + 1 − p = k, our inductive
hypothesis guarantees that the group Hp/Bp is πq+1 ∪ · · · ∪ πn-divisible and that
for t ∈ πq+2 ∪ · · · ∪ πn its localization (Hp/Bp)(t) admits only finitely many tor-
sion summands. By the above the groups Hp(Ξ;πq) and H
p+1(Ξ;πq−1) are finite.
In particular, the groups Hom(Hp, πq) and Ext(Hp, πq−1) are finite. By Proposi-
tion 5.0.3 we may enlarge Bp to yield (∗) and (∗∗) for the pair (p, q). For q = n we
get a finitely generated subgroup Bn−k+1 of Hn−k+1 such that the quotient group
Hn−k+1/Bn−k+1 is πn-divisible.
The above works as stated unless k − 1 = r − m or k − 1 = 0. Note that
k − 1 = 0 occurs if r = −∞.
• If k−1 = 0, then we have shown that the groups Hi−1(Ξ;πi) are finite for
all i. Let Wi denote the i-connected cover of Y for i > 1. We may assume
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that K(πn, n) = Wn−1 →Wn−2 → · · · → W2 → W1 = Y is a sequence of
principal fibrations where for each i the fibre of Wi →Wi−1 is a K(πi, i−
1). Therefore since [Ξ,Wi]∗ → [Ξ,Wi−1]∗ collapses precisely the orbits
of the action of Hi−1(Ξ;πi) on [Ξ,Wi]∗, it follows by a trivial induction
that if [Ξ,Wn−1]∗ ∼= H
n(Ξ;πn) is uncountable then so is [Ξ, Y ]∗ which is a
contradiction. Hence Hn(Ξ;πn) is finitely generated, there exists a finitely
generated subgroup Bn of Hn such that Hn/Bn is πn-divisible, and Bn−1
may be enlarged to assume that the divisible (Hn−1/Bn−1)(pin) contains at
most finitely many Zt∞ summands if πn⊗Zt 6= 0. In particular,H
n(Ξ;πn)
is finite.
• If k − 1 = r − m, we proceed just as above, showing that the groups
Hp(Ξ;πq) are finite for pairs (p, q), where q − p = k − 1 and q > r.
This establishes (∗) and (∗∗) for p > m. Now consider the pair (m, r)
corresponding to E2−m,r
∼= Hm(Ξ;πr) ∼= Hom(Hm, πr). Since Hm/Bm is
πr+1 ∪ · · · ∪πn-divisible the restriction Hom(Hm,Z)→ Hom(Bm,Z) is an
injection which by Lemma 4.5.1 implies the existence of a decomposition
Hm ∼= Zdm ⊕H ′m with Hom(H
′
m,Z) = 0. Since Bm may be assumed to
contain the summand Zdm there exists finitely generated B′m 6 H
′
m with
H ′m/B
′
m isomorphic to Hm/Bm.
Using Lemma 5.0.6 we note that Hom(Hm, πr) is a split extension of
a τr \ (πr+1 ∪ · · · ∪ πn)-bounded group, say I2−m,r, by a finitely generated
group. Reasoning as above it follows that the group I2−m,r is finitely
generated. Hence also Hm(Ξ;πr) is finitely generated.
In particular, Hom(Hm, τr) is finitely generated (in fact finite). By
Proposition 5.0.3 we may enlarge Bm so that Hm/Bm is τr ∪ πr+1 ∪
· · · ∪ πn-divisible. As we already know that Hm+1(Ξ;πr+1) is finite, so
is Ext(Hm, πr+1). Applying the inductive hypothesis we infer that the
localization (Hm/Bm)(t) has at most finitely many torsion summands for
t ∈ πr+1 ∪ · · · ∪ πn.
We have assumed that r −m > 1 hence also k − 2 = r −m− 1 > 1.
On diagonal k − 1 there appear now only finitely generated groups and
we may proceed as above to show that the groups Hp(Ξ;πq) are finite for
all pairs (p, q) with q− p = k− 2 and q > r. This establishes (∗) and (∗∗)
for p > m+ 1. Now we consider E2−(m+1),r
∼= Hm+1(Ξ;πr). Split
Hm+1(Ξ;πr) ∼=Hom(Hm+1,Z
ρ)⊕ Ext(Hm,Z
ρ)
⊕Hom(Hm+1, τr)⊕ Ext(Hm, τr).
We know thatHm+1/Bm+1 is πr+1∪· · ·∪πn-divisible. Using the above
determined properties of the quotient groupHm/Bm and Lemma 5.0.6, we
infer that the group Hm+1(Ξ; τr) is a split extension of a τr \ (πr+1 ∪· · · ∪
πn)-bounded group, say I
2
−(m+1),r, by a finite τr ∩ (πr+1 ∪· · ·∪πn)-group.
Then also E2−(m+1),r is a split extension of I
2
−(m+1),r and we proceed as
before to infer that I2−(m+1),r is finite. Therefore H
m+1(Ξ; τr) is a finite
group, whence by Proposition 5.0.3 we may assume that Bm+1 is such
that the quotient Hm+1/Bm+1 is divisible by τr ∪ πr+1 ∪ · · · ∪ πn, and
that for t ∈ τr ∪πr+1 ∪· · · ∪πn the divisible localization (Hm/Bm)(t) only
admits finitely many torsion summands.
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By Lemma 5.0.5 the divisibility properties of Hm+1/Bm+1 imply a
decomposition Hm+1 ∼= Zdm+1 ⊕H ′m+1 with Hom(H
′
m+1,Z) trivial (and
Hm+1/Bm+1 ∼= H ′m+1/B
′
m+1 for a suitable B
′
m+1).
Next we take care of Ext(Hm,Z
ρ). Set P = τr ∪ πr+1 ∪ · · · ∪ πn and
let R = P \ {P}. Since Hm/Bm is P -divisible, it is either an R-torsion
group or we may enlarge Bm if necessary to assume that Hm/Bm admits
a Zt∞ -summand for some t ∈ P . Thus if Hm/Bm is not finitely generated,
Ext(Hm,Z) either contains a subgroup isomorphic to Zˆt modulo a finitely
generated group or it contains an uncountable R-local subgroup ΓR (see
Lemma 5.0.4).
On diagonal k−3 there are only P -bounded groups strictly above row
r. Hence if ΓR 6 E
2
−(m+1),r, then by Lemma 5.0.8 also ΓR 6 E
u
−(m+1),r
for u > 3. If E2−(m+1),r contains a quotient of Zˆt by a finitely generated
subgroup, then by Lemma 5.0.7 each Eu−(m+1),r for u > 3 admits a sub-
group isomorphic to a quotient of Zˆt by a finitely generated group. See
the figure below.
Hm+2+n−r(Ξ, ) Hm(Ξ, )
∗
Zˆt πr(Y )
πn(Y )
Both cases lead to contradiction hence Hm/Bm is finitely generated,
and hence so isHm. The exact sequenceHm(L)→ Hm(X)→ Hm(X,L) =
Hm implies that also Hm(X) is finitely generated, hence the m-skeleton
X(m) is finite and we may restart with Step 1 in case still m < r − 2.
Therefore with no loss of generality we may assume m = r − 2.
We have shown that for q − p > r + 1 − m as well as for q − p ∈
{r −m, r −m− 1} with q > r + 1 the groups Hp(Ξ;πq) are finite. Fur-
thermore the groups Hm(Ξ;πr) and H
m+1(Ξ;πr) are finitely generated.
By considering exact sequences
H˜p(Ξ;πq) ∼= H
p(X,L;πq)→ H
p(X ;πq)→ H
p(L;πq)
we note that exactly analogous properties hold for the groups Hp(X ;πq).
Hence we may apply Proposition 5.0.3 and Lemma 4.5.1 to deduce the
asserted properties of groups Hi(X). 
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Step 4. Let Y → Y¯ denote Zabrodsky’s integral approximation with homotopy
fibre Yt. Then Y
X
t has the homotopy type of a CW complex, and (2) of Theo-
rem 5.0.1 holds.
Proof. The map Yt → Y is a principal fibration with fibre ΩY¯ hence the fibre
of the associated fibration (Yt, ∗)(X,∗) → (Y, ∗)(X,∗) over any point is either empty
or homotopy equivalent to the space (ΩY¯ , ∗)(X,∗).
According to Zabrodsky [65], ΩY¯ is homotopy equivalent to the product
K(Zdr , r − 1)× · · · ×K(Zd2 , 1)
where di denotes the torsion-free rank of πi(Y ). Then Y
X
t has CW type by Propo-
sition 4.5.2, together with Stasheff’s theorem.
For j > r + 1, the morphism πj(Yt)→ πj(Y ) is bijective, and πr(Yt)→ πr(Y )
is a monomorphism onto the torsion subgroup τr of πr(Y ). In general there exist
short exact sequences
0→ coker(πj+1Y → πj+1Y¯ )→ πjYt → T (πjY )→ 0.
Since the groups coker(πj+1Y → πj+1Y¯ ) are finite, the following implication holds
(∗) πjY ∗ Zp 6= 0 =⇒ πjYt ∗ Zp 6= 0.
Note that Yt ≃
∏
p∈P Yt(p) where P is a finite set of primes. This implies that
for each p ∈ P the space (Yt(p), ∗)
(X,∗) has CW type and (i) of Step 3 applies to
establish (2) of Theorem 5.0.1 by virtue of (∗), as claimed.
In particular, for i > r + 1 the groups Hi(X ;πi) are finite. 
Step 5. Let Y〈r − 1〉 denote the (r−1)-connected cover of Y . Then Y〈r − 1〉X
has CW homotopy type.
Proof. The map Y〈r − 1〉 → Y is the principal fibration obtained by taking
the homotopy fibre of Y → Yr−1. The fibres of the induced principal fibration
(Y〈r − 1〉 , ∗)(X,∗) → (Y, ∗)(X,∗) are either empty or are homotopy equivalent to
(ΩYr−1, ∗)(X,∗). Since πk(ΩYr−1) = 0 for k > r − 1 and X has finite (r − 2)-
skeleton, the assertion follows. 
Step 6. By the previous step we may assume that Y is (r − 1)-connected.
Assume that X is an H-cogroup or that Y is an H-group. Then also Hr(X ;πr) is
finitely generated.
Proof. Note that in case X is an H-cogroup we cannot afford to replace it by
a (homologically more convenient) quotient X/L for suitable L. Hence we proceed
with X as it is.
We consider the Postnikov tower of principal fibrations Yn → Yn−1 → · · · → Yr
for Y . We know that for i > r + 1 the groups Hi(X ;πi) are finite, and the groups
Hi+1(X ;πi) are always πi-bounded.
We know that Hr/Br is πr+1 ∪ · · · ∪ πn-divisible, and therefore Hom(Hr,Z)→
Hom(Br,Z) is an injection. This guarantees Hr ∼= Zdr ⊕H ′r with Hom(H
′
r,Z) = 0.
We also know that Hr−1/Br−1 is τr ∪ πr+1 ∪ · · · ∪ πn-divisible and that for
t ∈ πr+1 ∪ · · · ∪ πn the localization (Hr−1/Br−1)(t) contains at most finitely many
torsion summands. Set P = τr ∪ πr+1 ∪ · · · ∪ πn. If Hr−1 itself is not finitely
generated, we may assume that either Hr−1/Br−1 contains a Zt∞ summand for
some t ∈ P or that Hr−1/Br−1 is an infinitely generated P \ P -torsion group. It
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follows that Ext(Hr−1,Z) contains either a subgroup isomorphic to a quotient of
Zˆt modulo a finitely generated subgroup or an uncountable P \ P -local group, the
latter by Lemma 5.0.4. This leads to contradiction as follows.
Our additional hypotheses guarantee that for each i > r the Puppe exact
sequence
Hi+1(X ;πi+1)→ [X,Yi+1]∗ → [X,Yi]∗ → H
i+2(X ;πi+1)
derived from the principal fibration Yi+1 → Yi, is an exact sequence of groups
and group-morphisms. Since Yr = K(πr, r), the group [X,Yr]∗ is isomorphic to
Hr(X ;πr). If Ext(Hr−1,Z) has a subgroup isomorphic to a quotient of Zˆt by a
finitely generated subgroup we apply Lemma 5.0.7, and if Ext(Hr−1,Z) has an
uncountable P \ P -local subgroup Γ we apply Lemma 5.0.8 in a straightforward
induction to show that [X,Yn]∗ = [X,Y ]∗ contains a subgroup which is an extension
of a finite group by a quotient of Zˆt by a finitely generated group or an extension
of a finite group by an uncountable P \ P -local subgroup. In particular, [X,Y ]∗
is uncountable; which contradicts Proposition 2.3.1. This establishes (1*) for this
case, and concludes the proof of Theorem 5.0.1. 
Example 11. Suppose that Y is the total space of a fibration K(Zp, n)→ Y →
K(Z, r) where n > r. This is to say that Y is the homotopy fibre of a single k-
invariant k : K(Z, r) → K(Zp, n + 1). Let X be a simply connected CW complex.
If Y X has CW type, then Hi(X) is finitely generated for 1 6 i 6 r − 1.
By Theorem 5.0.1 we know already that for each i 6 n the group Hi(X)
admits a finitely generated subgroup Bi such that Hi(X)/Bi is p-divisible and
(Hi−1(X)/Bi−1)(p) only admits finitely many quasicyclic summands. Moreover for
i 6 r − 2 already Hi(X) is finitely generated.
By passing to cohomology, it follows that H˜i(X ;Zp) is finite for all i 6 n, and
that H˜i(X ;Z) is finitely generated for i 6 r − 1. If L is a finite subcomplex of X
then the quotient X/L has the same cohomological properties as X and by Proposi-
tion 5.0.3 and Lemma 4.5.1 we may infer also the same homological properties as
X.
Assume a minimal decomposition of X with the associated homology decompo-
sition {Xi}. We may pick a finite subcomplex L of X such that L contains Xr−2,
the image B′r−1 of Hr−1(L)→ Hr−1(X) contains the subgroup Br−1, and the fibre
of the restriction fibration Y X → Y L deforms to a point in the total space. Set
Ξ = X/L. Note that H˜i(Ξ) = 0 for i 6 r − 2 and that Hr−1(Ξ) ∼= Hr−1(X)/B′r−1
is p-divisible. Thus if Hr−1(Ξ) is not finitely generated, we may assume by Proposi-
tion 5.0.3 that either it contains a quasicyclic summand Zp∞ or that it is a P\ {p}-
torsion group. Moreover, as in Step 1 it follows that the set [Ξ, Y ]∗ is countable.
We replace X by Ξ.
We are interested in the induced function
(∗) k# : [X,K(Z, r)]∗ → [X,K(Zp, n+ 1)]∗
More precisely we would like to determine (the size of) the preimage of k−1# (0).
The homotopy class of k is represented by an element kˆ of Hn+1
(
K(Z, r);Zp
)
.
By results of Cartan and Borel the mod-p cohomology algebra H∗
(
K(Z, r);Zp
)
has
a p-simple system of generators which are transgressive with respect to the Serre
cohomology spectral sequence of the fibration
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(∗∗) K(Z, r)→ PK(Z, r + 1)→ K(Z, r + 1).
Using the associated vector-space basis for H∗
(
K(Z, r);Zp
)
we expand kˆ as
kˆ =
∑
i λiξi where λi ∈ Zp and ξi ∈ H
n+1
(
K(Z, r);Zp
)
. For each i we may write
(†) ξi = αi ⌣ βi
where αi is transgressive (and βi may be 1).
Applying H∗( ;Zp) to f : X → K(Z, r) we get the induced morphism
f∗ : H∗
(
K(Z, r);Zp
)
→ H∗
(
X ;Zp
)
.
Thus we may represent the composite
X
f
−→ K(Z, r)
k
−→ K(Zp, n+ 1)
with the cohomology class
(‡) f∗(kˆ) =
∑
i
λi f
∗(αi)⌣ f
∗(βi).
Set ai = degαi 6 n + 1. Transgressive elements are in the image of the coho-
mology suspension with respect to (∗∗), hence for each i there exists an element
ηi ∈ Hai+1
(
K(Z, r + 1);Zp
)
such that σ∗(ηi) = αi where
σ∗ : [K(Z, r + 1),K(Zp, ai + 1)]∗ → [ΩK(Z, r + 1),ΩK(Zp, ai + 1)]∗
is induced by the adjoint of the natural map
l : SΩK(Z, r + 1)→ K(Z, r + 1).
This implies that f∗(αi) may be represented in [X,K(Zp, ai)]∗ as the composite
X
f
−→ K(Z, r)
≃
−→ ΩK(Z, r + 1)
Ωψi
−−→ ΩK(Zp, ai + 1)
≃
−→ K(Zp, ai)
for some map ψi : K(Z, r + 1) → K(Zp, ai + 1). Now we view f∗(αi) rather as
Ωψi#([f ]). Since Ωψi is an H-group morphism, the induced function Ωψi# is a
group homomorphism. So we consider Ωψi# : [X,K(Z, r)]∗ → [X,K(Zp, ai)]∗.
We distinguish two possibilities. The first is that Hr−1(X) contains a quasi-
cyclic summand Zp∞ . Then [X,K(Z, r)]∗ contains Ext(Zp∞ ,Z) ∼= Zˆp as a direct
summand. Since [X,K(Zp, ai)]∗ ∼= H˜ai(X ;Zp) is p-bounded (even finite if ai 6 n),
the kernel Ai of
Ωψi#|Zˆp : Zˆp → [X,K(Zp, ai)]∗
is a subgroup of finite index in Zˆp, by Lemma 5.0.7. The intersection A = ∩iAi
of finitely many subgroups of finite index is also a subgroup of finite index in Zˆp.
This is to say that Ωψi#[f ] = f
∗(αi) = 0 for [f ] ∈ A 6 Zˆp 6 H
r(X ;Z). By (‡)
also k#[f ] = 0 for all [f ] ∈ A. Hence the function k# sends an uncountable set to
0 ∈ [X,K(Zp, n+ 1)]∗. By exactness of the sequence (of pointed sets)
[X,Y ]∗ → [X,K(Z, r)]∗ → [X,K(Zp, n+ 1)]∗
the set [X,Y ]∗ is uncountable.
The other possibility is that Hr−1(X) is a P \ {p}-torsion group which is not
finitely generated. By Lemma 5.0.4 the groups Ext(Hr−1(X),Z) and hence H
r(X ;Z)
contain an uncountable P \ {p}-local subgroup Γ. By Lemma 5.0.8 every morphism
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from Γ into a bounded p-group is trivial, and, proceeding as above, it follows that
Γ ⊂ k−1# (0).
Both cases contradict the assumption that Hr−1(X) is not finitely generated.

APPENDIX A
Pullbacks and lifting functions
Lemma A.0.1. Let A be the pullback of B
β
−→ D
γ
←− C, and let X be any
space. Then AX is the pullback of BX
β#
−−→ DX
γ#
←−− CX . If β : (B, b0) →
(D, d0) and γ : (C, c0)→ (D, d0) are maps, then (A, (b0, c0))
(X,x0) is the pullback of
(B, b0)
(X,x0)
β#
−−→ (D, d0)(X,x0)
γ#
←−− (C, c0)(X,x0).
Proof. The natural map F : (B × C)X → BX × CX is a homeomorphism
(see Maunder [35], Theorem 6.2.34), and it is trivial to check that F ((B ⊓C)X) =
BX ⊓ CX . 
Definition. Let p : E → B be a map and let ε0 : B
I → B be evaluation at
0. Let E¯ denote the pullback of E
p
−→ B
ε0←− BI . A lifting function for p is a map
λ : E¯ → EI that makes the following diagram commute.
E¯ BI
EI
E B
[
[℄
λ
w
u u
ε0


p#


ε0
wp
It is well known that p has a lifting function if and only if it is a fibration. (See
Fadell [16].)
The author was unable to find a proof of the following result which should be
folklore. (However, for the compactly generated refinement of the compact open
topology the analogous result is well known, see Fritsch and Piccinini [19].)
Proposition A.0.2. Let p : E → B be a fibration and let X be a compactly
generated space. Then p# : E
X → BX is a fibration.
If p(e0) = b0 where e0 and b0 are nondegenerate base points of their respective
spaces, then p# : (E, e0)
(X,x0) → (B, b0)(X,x0) is a fibration, for any choice of x0.
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Proof. Let λ : E ⊓ BI → EI be a lifting function for p. Here E ⊓ BI is the
pullback of E
p
−→ B
ε0←− BI . The left-hand side diagram below commutes.
E ⊓BI BI
EI
E B
[
[
[℄
λ
w
u u
ε0



p#



ε0
wp
(E ⊓BI)X (BI)X
(EI)X
EX B
(
(
()
Λ
w
u
u
(ε0)#
[
[
[℄
p##
[
[
[
^
(ε0)#
wp#
We claim that there exists a lifting function Λ: EX ⊓ (BX)I → (EX)I for p#.
Since X is compactly generated, so is the product X×I, and therefore (BX)I is
homeomorphic to (BI)X and (EX)I is homeomorphic to (EI)X (see Dugundji [11],
Theorem XII.5.3). By Lemma A.0.1 the pullback EX ⊓ (BI)X is homeomorphic to
(E ⊓BI)X , and the lifting function diagram for p# transcribes into the right-hand
side diagram above. Thus we may set
(†) Λ = λ#,
and the first assertion follows.
If p(e0) = b0 and e0, b0 are nondegenerate, then e¯ = (e0, constb0) is nondegen-
erate in E ⊓ BI , and consequently λ may be so chosen that λ(e¯) = conste0 . The
function Λ as defined in (†) is a lifting function for p# : (E, e0)(X,x0) → (B, b0)(X,x0),
as is readily verified. 
Following the proof of Theorem 2.8.14 of Spanier [58] we extract
Lemma A.0.3. Let p : E → B be a fibration and let f0, f1 : X → B be homotopic
maps. Set E0 = f
∗
0E, and E1 = f
∗
1E. The fibrations E0 → X and E1 → X are
fibre homotopy equivalent.
Let E¯ denote the pullback of E → B
ε0←− BI where ε0 denotes evaluation at 0.
Let λ : E¯ → EI be a lifting function for p. Let h˜ : X → BI denote the adjoint of a
homotopy between f0 and f1. Then the map
(⋆) E0 → E1, (x, e) 7→ (x, [ε1 ◦ λ](e, h˜(x)))
is a fibre homotopy equivalence with the obvious inverse. 
Definition. Let p : E → B be a fibration, and let f : X → B be a map. If f
is homotopic to constb0 then by Lemma A.0.3 the pullback fibration f
∗E → X is
fibre homotopy equivalent to the trivial fibration X × F → X where F is the fibre
of p over b0.
We will call the fibre homotopy equivalence f∗E → X × F given by (⋆) the
‘canonical fibre homotopy equivalence’, and the associated section X → f∗E the
‘canonical section’. Note that the equivalence (⋆) depends on the choice of homo-
topy.
The following is well known. It is contained implicitly for example in Fadell
[16].
Lemma A.0.4. Let p : E → B be a fibration with p(e0) = b0, and let F denote
the fibre of p over b0. Let Λ be the homotopy fibre of the inclusion F →֒ E. More
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precisely, Λ is the pullback of F →֒ E
ε1←− PE where ε1 is evaluation at 1. We
may view Λ = (E, e0, F )
(I,0,1) ⊂ EI and Ω(B, b0) ≡ {e0} × Ω(B, b0) ⊂ E¯. In
this way composition with p yields a map Λ → Ω(B, b0), while the lifting function
λ : E¯ → EI maps Ω(B, b0) to Λ.
The maps Λ → Ω(B, b0) and Ω(B, b0) → Λ are homotopy inverses of each
other. 
The following is a particular case of lifting functions for restriction fibrations.
Lemma A.0.5. LetW be a Hausdorff space and PW = {γ | γ : I →W, γ(0) = w0}
the path space. The pullback PW of PW
ε1−→ W
ε0←− W I may be identified with
(W,w0)
(I×0∪1×I,(0,0)), the space PW I may be identified with (W,w0)
(I×I,0×I), and
if ρ : I × I → I × 0 ∪ 1× I is any retraction such that ρ(0× I) = {(0, 0)}, then
µ : PW → PW I , µ(φ) = φ ◦ ρ
is a lifting function for ε1 : PW → W . In particular, ρ may be chosen so that
ρ(s, 1) = (2s, 0) for s 6 12 and ρ(s, 1) = (1, 2s− 1) for s >
1
2 . 
Lemmas A.0.3, A.0.4, A.0.5 readily yield
Proposition A.0.6. Let p : E → B be a fibration and let E¯ denote the pullback
of E → B
ε0←− BI where ε0 denotes evaluation at 0. Let λ : E¯ → EI be a lifting
function for p. Let F be the fibre of p over b0 ∈ B.
Assume that F contracts in E to e0 ∈ E, and let k : F → EI denote the adjoint
of a contracting homotopy. Further let ε1 : E
I → E denote evaluation at 1.
Then the map
Ω(B, b0)→ F × Ω(E, e0), γ 7→
(
ε1[λ(e0, γ)], λ(e0, γ) ∗ k(ε1[λ(e0, γ)])
)
is a homotopy equivalence with inverse
F × Ω(E, e0)→ Ω(B, b0), (x, ω) 7→ p ◦ [ω ∗ k
−1(x)] = (p ◦ ω) ∗ (p ◦ k−1(x)). 
APPENDIX B
Quasitopological groups
If G is an uncountable abelian group then the geometric realization Y of the
simplicial Eilenberg-MacLane group K(G,n) (see Milnor [42]) is not a topological
group in its CW topology with the cartesian product. More precisely, there exists
a function µ : Y × Y → Y which is the multiplication of an abelian group but is
continuous only on compact subsets of Y × Y .
In general this is still perfectly acceptable since the category of compactly
generated spaces is usually suitable enough for homotopy theory. However, if we
want to consider function spaces of maps into Y equipped with the compact open
topology to have a good grip on the open sets, we encounter problems which stem
from the fact that even for compact spaces K the function space Y K need not be
compactly generated.
Definition. Let Y be a (Hausdorff) topological space with distinguished ele-
ment y0 and a function µ : Y × Y → Y such that (Y, µ) is a monoid with unit y0,
and for every compact subset C ⊂ Y the restrictions
(†) µ|Y×C : Y × C → Y, µ|C×Y : C × Y → Y,
are continuous. Then we say that Y is a quasitopological monoid.
If, in addition, there exists a continuous function inv : Y → Y such that
(Y, µ, inv) is a group with unit y0 then we say that Y is a quasitopological group.
A morphism of quasitopological groups is a continuous homomorphism.
Evidently if Y is compactly generated then µ is continuous on compact subsets
of Y × Y if and only if the restrictions (†) are continuous for compact C.
Therefore by [42] for every abelian group G there exists a CW complex Y of
type K(G,n) which is an abelian quasitopological group. (And if G is countable,
‘quasi’ may be omitted.)
For another example, by Dold and Thom [9] for every connected simplicial
complex X , the infinite symmetric product SP (X) is an abelian quasitopological
monoid.
Clearly,
Lemma B.0.1. If Y is an abelian quasitopological monoid or a quasitopolog-
ical group then continuity of (†) for all compact C is equivalent to continuity of
µ|Y×C : Y × C → Y for all compact C. 
Proposition B.0.2. Let (Y, µ, inv, y0) be a quasitopological group and K a
compactum. Given f, g ∈ Y K , the function K → Y , defined by x 7→ µ(f(x), g(x)),
is continuous. Define
M : Y K × Y K → Y K , M(f, g)(x) = µ(f(x), g(x)); I : Y K → Y K , I(f) = inv ◦f.
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Then (Y K ,M, I, consty0) is a quasitopological group. If A is any subset of K then
(Y, y0)
(K,A) is a closed quasitopological subgroup.
Proof. Let Γ be a compact subset of Y K . The evaluation map e : Y K ×K →
Y , e(f, x) = f(x), is continuous, and hence L = e(Γ×K) = {f(x) | f ∈ Γ, x ∈ K}
is compact. Note that Γ ⊂ LK . Since µ|Y×L is continuous, so is the composite
Y K × Γ →֒ Y K × LK
≈
−→ (Y × L)K
(µ|Y×L)#
−−−−−−→ Y K .
The other assertions are trivial. 
Quasitopological groups have enough structure to avoid base point problems;
the proof carries over from the standard case mutatis mutandis.
Proposition B.0.3. (1) Let G be a quasitopological group with unit e
and let Z be a space with z0 ∈ Z. Let f : Z → G be a map. Then f can
be homotoped to a map that sends z0 to any point in the path component
of f(z0).
If f, g : Z → G are freely homotopic, then they are homotopic with a
homotopy preserving z0.
(2) If G1 and G2 are freely homotopy equivalent quasitopological groups then
for any choice of base points g1 ∈ G1, g2 ∈ G2, the pairs (G1, g1) and
(G2, g2) are homotopy equivalent. 
The proof of the following is straightforward.
Lemma B.0.4. (1) The cartesian product of finitely many quasitopological
groups is a quasitopological group.
(2) If B
ϕ
−→ A
ε
←− P is a diagram of quasitopological groups and morphisms,
then the pullback space E admits a natural quasitopological group structure
so that the pullback square is a diagram of quasitopological groups and
morphisms. 
Proposition B.0.2 and Lemma B.0.4 yield
Corollary B.0.5. Let ϕ : B → A be a morphism of quasitopological groups.
Then the canonical factorization B
≃
−→ B′
ϕ′
−→ A of ϕ into the composite of a
homotopy equivalence followed by a fibration is a sequence of morphisms of qua-
sitopological groups. 
Definition. Let G be a quasitopological group and E a space. Then E is a
left G-space if there exists a left action Φ: G × E → E such that the restrictions
Φ|C×E and Φ|G×D are continuous for all compact subsets C of G and D of E.
Proposition B.0.6. Let p : E → B be a surjective morphism of quasitopological
groups and let G = ker p. Then G is a quasitopological group and E is a free left
G-space with the following property.
For any space Z and continuous maps f1, f2 : Z → E such that p ◦ f1 = p ◦ f2
there exists a function f : Z → G which is continuous on the compact subsets of Z
such that f(z) · f1(z) = f2(z), for all z ∈ Z. 
Definition. Let G be a quasitopological group. A free left action of G on
E with the property as in Proposition B.0.6 is compactly open. (Compare the
definition preceding Lemma 1.5.4 on page 18.)
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Corollary B.0.7. Let {Gi} be a sequence of quasitopological groups. Let
{pi} : {Ei} → {Bi} be a level preserving morphism of inverse sequences where for
each i, the space Ei is a free left Gi-space and pi : Ei → Bi is a compactly open
fibration. Assume that the maps Ei → Ei−1 are equivariant given by morphisms
ωi : Gi → Gi−1.
Let p∞ : E∞ → B∞ denote the induced inverse limit map. If the ωi are fibra-
tions then p∞ is a fibration for the class of compactly generated spaces. 
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