The Eastern Canadian Diatom Index (IDEC) was developed to evaluate the ecological integrity of streams along a pollution gradient, as a function of the dissimilarity between current diatom communities and suitable reference communities. Distinguishing natural variations in community structure from those induced by human activities is essential for proper assessment of dissimilarity. To account for the effect of the natural variation in pH on this assessment, two IDEC subindices were used: one for sites with diatom reference communities typical of naturally alkaline water pH, and another for sites with communities typical of naturally circumneutral water pH. This study used three statistical models, namely classifi cation trees (CT), random forests (RF), and artifi cial neural networks (ANN) to: (i) identify the environmental variables discriminating between alkaline and neutral reference communities ("biotypes"), and (ii) compare their predictive capacities. Models identifi ed clay rocks, gneiss/paragneiss rocks, siliceous rocks, and carbonated rocks as the main geological features discriminating reference biotypes. For the reference streams, clay, siliceous, and carbonated rocks were associated with high water pH while gneiss/paragneiss rocks were associated with low water pH. Both ANN and RF models behaved similarly across all performance criteria and yielded general models useful for identifying the appropriate IDEC sub-index.
Introduction
The development of accurate ecological assessment tools represents an important contribution to watershed management. In recent decades, many of these tools have been developed using the Reference Condition Approach (RCA), in which minimally impacted reference sites are used to set benchmarks for impacted "test" sites (Bailey et al. 2004) . With this approach, the ecological integrity of a site is evaluated by the magnitude of the deviation from appropriate reference sites. The RCA includes four main steps: (i) selecting reference communities (sites), (ii) classifying reference communities into biologically similar groups (biotypes) and identifying to which reference biotype a "test" community belongs, (iii) comparing a "test" community with reference biotypes, and (iv) diagnosing the cause of site impairment. Although reference sites are used to establish baselines in all variants of the RCA, the methods used to group reference communities, and to identify to which reference biotype a "test" community belongs to, differ among studies. This step is essential for the proper assessment of biological integrity because it contributes to separate the effect of natural variations from those related to human activities. It ensures that the difference between current and reference communities is only due to alteration and not to natural factors.
The RCA generally relies on either "abiotic" or "biotic" methods. For reference site classifi cation, abiotic methods make a priori assumptions about the similarity of biological communities at different sites, based on criteria such as ecoregions or subecoregions. The ecoregion concept recognizes geographic patterns of similarity among ecosystems, grouped together on the basis of environmental variables such as climate, soil type, physiography, and vegetation (Omernik 1987) . Based on a priori assumptions, biological communities should be similar within ecoregions and differ among ecoregions. The abiotic method has been used to develop several multimetric biotic indices in North America (e.g., B-IBI; Kerans and Karr 1994) .
In contrast to abiotic methods, biotic methods classify reference sites a posteriori based solely on the similarity of biological communities (Reynoldson et al. 1997) . A statistical model (e.g., multiple discriminant analysis) is then developed to identify physical and chemical variables that discriminate between reference biotypes. Only features that are unlikely to be affected by anthropogenic activities (e.g., stream order, geology) are used to develop the model. The model is then used to identify the reference biotype associated with individual impacted sites in order to separate the effect of natural variations from those induced by human activities. The biotic method has been used to develop bioassessment tools focusing on macroinvertebrate biotypes, such as RIVPACS (Wright et al. 1993) , AusRivAS (Parsons and Norris 1996) , and BEAST (Reynoldson et al. 1995) .
The Eastern Canadian Diatom Index (IDEC; Lavoie et al. 2006 ) was developed to evaluate the ecological integrity of streams and rivers in eastern Canada on the basis of diatom community structure. The IDEC evaluates the ecological integrity of sites along a pollution gradient as a function of their dissimilarity from diatom reference communities (RCA approach). A previous study established reference conditions in southern Québec based on benthic diatoms ) and classifi ed stream segments using an ecoregion-type approach (abiotic method). However, pH and conductivity were the main discriminating factors, regardless of ecoregion and stream type. This suggests that only two reference biotypes need to be considered in this region: a neutral-condition biotype and an alkalinecondition biotype. Accordingly, two sub-indices of the IDEC were developed: one index for the neutral diatom reference biotype, the other for the alkaline diatom reference biotype.
While some studies have shown correspondence between ecoregions and diatom reference communities (e.g., Wasson et al. 2002) , other studies (e.g., Gosselain et al. 2005; Tison et al. 2007 ) have pointed out that the spatial distribution of diatom reference communities should correspond mainly to factors responsible for natural stream pH rather than to all the regional factors used to defi ne ecoregions. Because the pH of an impacted stream is explained by both natural and anthropogenic factors, it is important to identify the factors responsible for natural stream pH and use them to select an appropriate diatom reference biotype for each impacted stream site (biotic method). These considerations contribute to favour the use of a biotic method using predictive models instead of the ecoregion-type approach used for the initial development of the IDEC.
Multiple discriminant analysis has been used to identify natural discriminating variables for RIVPACS, AusRivAS, and BEAST systems. Given the limitations of traditional methods for modeling ecological data (James and McCulloch 1990) , researchers have increasingly recognized the potential of using computerintensive statistical approaches such as classifi cation and regression trees, referred to as CT and RT, (e.g., De'ath and Fabricius 2000; De'ath 2002) , ANN (e.g., Lek et al. 1996; Brosse and Lek 2000) , genetic algorithms (e.g., D'heygere et al. 2006; Termansen et al. 2006) , and RF (e.g., Pediguero-Alonso et al. 2008) . Studies carried by Tison et al. (2007) and Hawkins et al. (2010) compared the predictive capacities of statistical models, such as CT, RF, and ANN, to discriminate reference biotypes. Note that applications of RF models in ecology are recent (e.g., Iverson et al. 2004; Cutler et al. 2007 ).
The objectives of this study were to: (i) identify the natural variables that discriminate the neutral diatom reference biotype and the alkaline diatom reference biotype, and (ii) evaluate and compare the performance of CT, RF, and ANN models as predictors of these reference biotypes. Globally, the more effective model(s) was selected to identify the corresponding IDEC subindex of each site, which implied the comparison of different modeling approaches.
Materials and Methods

Study Area and Diatom Reference Biotypes
Diatom samples were collected from 154 sites distributed among 34 watersheds in the St. Lawrence River Basin (Québec, Canada; Fig. 1 ). Sites were selected along a broad gradient of ecoregions and pollution levels and sampled at least twice. A total of 269 samples were collected in September 2002 September , 2003 September , 2005 September , and 2006 . Benthic diatoms were scraped off the top surface of fi ve rocks (composite sample) from riffl es in unshaded areas where possible. Samples were collected within a ~5 m 2 area at depths varying between 20-50 cm depending on water level and turbidity, preserved with Lugol's solution, and stored. Diatoms were digested using hydrogen peroxide and mounted onto microscope slides using Naphrax. A minimum of 400 valves per slide were counted and identifi ed to the lowest possible taxonomic level at 1250X under a microscope equipped with differential interference contrast imaging (Zeiss Axioskop II). Taxonomic identifi cations generally followed Lavoie et al. (2008) .
Following the method introduced by Grenier et al. (2006) , reference biotypes associated with neutral and alkaline conditions were identifi ed. The choice of reference biotypes arose from the a posteriori classifi cation of sites based mainly on diatom community structure, without a priori assumptions about the similarity of biological communities at different sites. As a result, 46 samples (from 24 sampling sites) were identifi ed as neutral reference communities, and 18 samples (from 14 sampling sites) as alkaline reference communities (Grenier, unpublished data; Fig. 2) . Most of the neutral reference sites were located on the north shore of the St. Lawrence River, whereas most of the alkaline sites were on the south shore. However, two alkaline sites on the north shore (5280019 and 4040001) and three neutral sites on the south shore (2330010, M1, and 2340041) differed from this pattern. Additionally, sites 3090047 and 3090009, located in the south-west region of the St. Lawrence River, were the only two reference sites underlain by limestone, which can markedly infl uence stream pH. Because of their particular characteristics, it was anticipated that these sites might pose special challenges for model prediction.
The environmental variables used to distinguish between reference biotypes were used to predict which diatom reference biotype (neutral or alkaline) was most likely to have existed during the pre-impacted state of a stream. A geographic information system (ArcGIS V.8, ESRI, Redlands, Calif., USA) was used to determine watershed characteristics (surface deposits, geology, and ecoregion) upstream of each sampling site, based on the following variables (expressed as % of watershed area) : alluvium deposits (ALLU), eolian deposits (EOL), fl uvioglacial deposits (FLUVIO), lacustrine deposits (LACU), marine deposits (MARIN), outcrop (ROCK), till deposits (TILL), carbonated rocks (CARBON; mostly limestone, marble, and dolomite), clay rocks (CLAY; mostly mudrock and schist), felsic rocks (FELS; mostly granite and tonalite), gneiss/paragneiss (GNEISS), intermediate rocks (INTER; mostly syenite), mafi c rocks (MAF), siliceous rocks (SILI; mostly sandstone, arkose, and quartzite), ultramafi c rocks (UMAF), and wetlands + bogs (WETLAND).
Predicting Diatom Reference Biotypes
The CT model is a nonparametric classifi cation approach that excels at detecting complex interactions among predictors (De'ath and Fabricius 2000; De'ath 2002 ; Sharma et al. 2008) . It is most commonly implemented using the recursive-partitioning algorithm developed by Breiman et al. (1984) , the best known and most commonly recommended procedure (Turgeon and Rodríguez 2005; Maindonald and Braun 2007) . This algorithm divides data iteratively into two groups with mutually exclusive memberships, while maximizing the homogeneity within the two groups. The splitting of each new subgroup continues until a signifi cant decrease in the misclassifi cation rate is achieved or until the subgroup contains a predetermined small number of observations.
The CT model was developed in three steps. First, a maximal ("unpruned") tree was calibrated using all predictors. A modifi ed version of the Gini index, recommended by Wilkinson (1999) , was used as a homogeneity index for partitioning the tree and for indicating the contribution of variables responsible for the discrimination between the two biotypes. Second, the maximal tree was pruned to a smaller (optimal) size to eliminate ineffectual predictors and avoid overfi tting (Breiman et al. 1984; Maindonald and Braun 2007) . The number of splits necessary to obtain optimal tree size was determined using the complexity parameter value for which the one-standard-error rule (1-SE) was minimal (Maindonald and Braun 2007) . The 1-SE rule favours the largest tree for which the cross-validated error falls within one standard error of the minimum relative error determined by cross-validation (Atkinson and Therneau 2000) . Third, for each impacted site, the most appropriate biotype was predicted using both the calibrated unpruned CT and the calibrated pruned CT (Fig. 3) . CT analyses were performed using the R environment (R Development Core Team 2006, Vienna, Austria) and the rpart package (Atkinson and Therneau 2000) .
The RF model generates a collection of CT by independently growing multiple unpruned trees (500 by default) for each subset of a large number of bootstrapped data subsets (Breiman 2001; Liaw and Wiener 2002) . In contrast to the CT model, which splits each node using the best predictors among all variables, the RF model splits nodes using the best predictors among a reduced, randomly chosen, number of variables at that node (by default, the square root of the total number of predictors). The RF response model combines results from all trees by bagging (bootstrap aggregating). The model does not require the pruning of trees and is robust to overfi tting. Three diagnostics can be obtained: an estimate of the error rate, a proximity matrix, and an importance measure for each variable. The estimation of the error rate is obtained by predicting the "leave-out" bootstrap samples using the fi tted tree at each iteration. The proximity matrix indicates the number of trees within which two samples are in the same terminal node. It can thus be used as a measure of similarity between all samples. The contribution of an individual variable was determined from the total decrease in node homogeneity, measured by the Gini index (Breiman and Cutler 2007) , due to splitting of the variable averaged over all the trees.
The RF model was developed in two steps. First, the RF model was calibrated using all predictors. Default values were used for both the number of variables in the random subset at each node and the number of trees in the forest, as suggested by Liaw and Weiner (2002) . Second, the most appropriate biotype for each impacted site was predicted using the calibrated RF model. The RF analyses were performed using the R environment and the randomForest package (Breiman and Cutler 2007 ).
The ANN model can solve problems involving nonlinear and complex relationships between categorical or numeric responses, and categorical or numeric predictors (Lek et al. 1996; Lek and Guégan 1999) . Multi-layer, feed-forward, neural networks trained by backpropagation algorithms (Rumelhart et al. 1986 ), the most popular architecture based on the supervised learning procedure, were used in this study. During the learning phase, information fl ows unidirectionally from input layer to output layer through one or more hidden layers (Lek and Guégan 1999) . The algorithm then adjusts the connection weights, attempting to minimise the error between observed and predicted values. A sensitivity analysis based on the partial derivatives algorithm (PaD), which calculates the partial derivatives of the ANN model output with respect to the input, can be used to determine the contribution of each predictor. This method also indicates the direction (negative or positive) of the relationship between the response and predictor variables, and sheds light on the mechanisms underlying the ANN model predictions. Gevrey et al. (2003) and Olden et al. (2004) found that the partial derivatives approach performed relatively well for quantifying variable contribution.
The ANN model was developed in three steps. First, to avoid overfi tting, predictors were selected if their averaged contribution to the prediction was ≥ 5% for 50 models. Second, to fi nd the optimal number of hidden neurons and avoid overfi tting, several models were calibrated with different numbers of hidden neurons (from 2 to 10), and using two thirds of the samples randomly selected and tested on the remaining samples. Model calibration was stopped when the error between estimated and observed values was minimal for several learning iterations. The fi nal ANN model was optimised using three neurons in the hidden layer and nearly 300 iterations. The network consisted of three layers: an input layer of ten neurons (one for each input variable), a hidden layer of three neurons, and an output layer of two neurons (two reference biotypes). Third, the most appropriate biotype for each impacted site was then predicted using the calibrated ANN model. ANN analyses were performed using the Matlab software (version 7.0.4, The Mathworks, Mass., USA).
Model Validation and Assessment
Three criteria were used to assess model performance: (i) the percentage of correct classifi cations obtained during validation (generalization capacity), (ii) the balance between sensitivity (percentage of true positives correctly predicted) and specifi city (percentage of true negatives correctly predicted), and (iii) the spatial distribution of errors. The assessment of a predictive model should take into account the model's capacity for generalisation. Testing the predictive capacity on new, independent data, that is, "external" validation (crossover fi eld tests), is a rigorous method for assessing model performance (e.g., Turgeon and Rodríguez 2005) . When independent data are not available, data-partitioning techniques, such as k-fold cross-validation, are often used for "internal" validation. In this case, a "leave-one-out" crossvalidation was applied to evaluate the generalization capacity of the CT, RF, and ANN models. The correct classifi cation rate, sensitivity (neutral biotype correctly predicted), and specifi city (alkaline biotype correctly predicted) were obtained from the confusion matrix identifying the true positive (a), false positive (b), false negative (c), and true negative (d) cases predicted by each model (Manel et al. 2001) . Because accuracy can be artifi cially infl ated by a small sample size (Fielding and Bell 1997 ), Cohen's kappa (K; range: -1 to 1) was calculated from the confusion matrix to assess whether the model performance differed from expectations based on chance alone (Turgeon and Rodríguez 2005) . A K value of zero indicates no difference from a random prediction. Model performance is deemed slight to fair for K = 0.1-0.4, moderate for K = 0.4-0.6, substantial for K = 0.6-0.8, and near perfect for K = 0.8-1.0 (Manel et al. 2001) . Prediction maps, based on the best models with the lowest validation error, were created to represent the spatial distribution of the two diatom reference biotypes. The spatial distribution of errors was examined to assess the capacity of the models to predict responses at exceptional sites ("singularities") in the study region.
Results
All models identifi ed the presence of CLAY and SILI rocks as key predictors (Figs. 3 and 4) of reference biotypes. The unpruned CT model correctly classifi ed all reference sites (Fig. 3, Table 1 ). Watersheds having greater than 53.0% CLAY or greater than 39.5% SILI were predicted to have an alkaline diatom reference biotype. The pruned CT model correctly classifi ed 86% (12/14) of alkaline reference sites (misclassifi ed: 5280019 and 4040001) and misclassifi ed one neutral reference site (2340041; Fig.  3b ). For these remaining reference sites, the unpruned CT model retained the presence of LACU and ALLU deposits as additional predictors. In the validation procedure, the pruned CT model correctly classifi ed 73.7% of reference sites, whereas the unpruned CT model correctly classifi ed 68.4% of them (Table 1) . Two nearly equivalent CT models, each yielding four classifi cation errors, retained either CLAY and CARBON, or GNEISS and MAF as predictors. Correlations (Spearman) between CLAY, CARBON, and GNEISS were moderate to strong (0.38-0.73; p ≤ 0.05), but MAF was not well correlated with any of these variables (0.01-0.17; p ≤ 0.05).
The RF model correctly classifi ed all reference sites (Table 1) , and identifi ed CLAY, GNEISS, and SILI as the best predictors (Fig. 4a) .Together, these variables provided approximately 50% of the predictive capacity of the RF model. In the validation procedure, the RF model correctly classifi ed 81.6% of the reference sites (Table 1) .
The 50 sensitivity analyses were performed to determine the minimum number of variables required to run the ANN model. This exercise led to the identifi cation of the following predictors: CLAY, GNEISS, SILI, ALLU, CARBON, FELS, and MAF (Fig. 4b) . Only two alkaline sites (4040001 and 5280019) and one neutral site (2330010) were misclassifi ed by the ANN model (Table  1) . A sensitivity analysis indicated that CLAY (64.5%), SILI (12.1%), and CARBON (11.4%) contributed the most (together, 88%) to the predictive capacity of the ANN model (Fig. 4c) . It correctly classifi ed 86.8% of reference sites in the validation procedure (Table 1) .
In the training procedure, the CT, RF, and ANN models correctly classifi ed greater than 92% of the reference sites (Table 1 ). The unpruned CT and the RF models correctly classifi ed all the reference sites, including the exceptional sites described earlier. The pruned CT and ANN models failed to predict the two alkaline sites located on the north shore of the St. Lawrence River and one neutral site on the south shore. However, the validation procedure suggested that the ANN, the RF, and the pruned CT models showed the least overfi tting (Table 1) . Although all models seemed balanced in the training procedure, the pruned and unpruned CT models were sensitive but lacked specifi city during the validation procedure (Table 1) . Both the RF and the ANN models showed balance between sensitivity and specifi city. The ANN model had the best biotype inference performance during the validation procedure. However, the RF model also had a low validation error and had a better spatial distribution of errors.
The prediction map for the pruned CT model (Fig.  5) indicated that all watersheds north and southwest of the St. Lawrence River should have a neutral reference biotype at their natural state. The RF and ANN models prediction maps yielded similar results predicting that only a small region north of the St. Lawrence River should have an alkaline reference biotype, while only a few watersheds located in the south-eastern region of the south shore should have a neutral reference biotype.
Discussion and Conclusion
Classifi cation of Reference Communities
In Grenier et al. (2006) , the reference communities were selected and classifi ed into two reference biotypes using an a posteriori approach, as a function of natural pH variability. The classifi cation method was based on the similarity of the diatom assemblages at the study sites. In the present study, the predictive models developed were used to match each "test" site with its appropriate reference biotype. In other words, the models allow for the prediction of the expected diatom community structure at a "test" site. The biological community of a "test" site is then compared with the reference communities of the corresponding biotype to evaluate biological integrity. This classifi cation/ modeling (a posteriori, or biotic) approach reduces the effect of natural pH in the evaluation of biological integrity, allowing a proper assessment of the impairment due to pollution. It differs from the ecoregion approach (a priori, or abiotic), where classifi cation of reference communities (sites) is achieved a priori using abiotic spatial factors, usually as a function of ecoregion or sub-ecoregion (e.g., Barbour et al. 1995) . Based on an a priori approach, the biological integrity of a "test" site is determined by comparing the community assemblage with the ecoregion reference communities. These regions are predefi ned based on various characteristics such as climate, physiography, geology, soils, and vegetation (Omernik 1987) . A combination of ecoregion and watershed characteristics has also been used for the development of 22 hydroecoregions in France (Rogers and Wasson 1997) . For example, a hydroecoregion includes the sections of a watershed that are located in a particular ecoregion. These approaches postulate that the reference communities are similar for a certain (hydro) ecoregion, and differ between (hydro) ecoregions. Studies have shown that there is a certain correspondence between ecoregions and diatom or macroinvertebrate communities in reference conditions (e.g., Wasson et al. 2002) , but several studies have also shown a weak correspondence (e.g., Mazor et al. 2006) . Mazor et al. (2006) used various abiotic (ecoregions, stream order, null model) and biotic (biotypes) methods to classify 202 reference sites based on periphytic and macroinvertebrate communities. Their results showed that the biotic classifi cations successfully partitioned the communities (sites) into homogeneous groups, while the abiotic classifi cations explained only a small portion of the variance in the community structures of periphyton and macroinvertebrates. Similar fi ndings have been reported in Reynoldson et al. (1995) and Hawkins et al. (2000) . Other studies (e.g., Gosselain et al. 2005; Grenier et al. 2006; Tison et al. 2007 ) have shown that the spatial distribution of reference diatom communities should primarily refl ect the factors affecting the natural variability in pH, rather than the factors considered to defi ne different ecoregions.
All these considerations have contributed to the rethinking of the abiotic approach used for the initial development of the IDEC. Predictive models were therefore developed in the present study in order to identify the factors responsible for the natural pH variability in streams (neutral and alkaline). These models were then used to predict to which sub-index (IDEC biotype) a "test" site belongs.
Environmental Factors Explaining the Difference Between Reference Biotypes
The RCA is based on the premise that the biological composition of minimally impacted reference sites can be predicted using physical and chemical attributes (Bowman and Somers 2005) . However, many of the physical and chemical attributes (conductivity, dissolved organic carbon, pH, temperature, turbidity) of natural waters can be impacted by human activities. Consequently, the value currently measured in streams may not be useful to identify reference conditions (Bailey et al. 2004 ). For example, pH increases in nutrientrich rivers due to the assimilation of carbon dioxide by aquatic plants and algae. Despite this fact, measured pH has been used previously to predict reference biotypes for diatoms (e.g., Descy et al. 2005; Tison et al. 2007) and invertebrates (e.g., Reynoldson et al. 1995) . The predictors (geology, surface deposits, and wetlands) used in this study were considered only if they could potentially account for natural variation in stream pH, conductivity, and alkalinity (additionally, since they were in all likelihood unaffected by anthropogenic activities). The models developed in the present study identifi ed geological features (clay, gneiss/paragneiss, siliceous, and carbonated rocks) as the best predictors of diatom reference biotypes. Many studies have shown links between geology, pH, and diatom reference communities or biotypes in the Unites States (e.g., Leland 1995; Leland and Porter 2000; Potapova and Charles 2002) and Europe (e.g., Descy et al. 2005; Gosselain et al. 2005; Tison et al. 2007 ).
Clay and siliceous rocks occupy most of the region south of the St. Lawrence River, where alkaline reference diatom communities predominate. Alkaline streams in the Appalachians have reference communities similar to those found in the alkaline streams of the St. Lawrence Lowlands . The presence of gneiss/ paragneiss rocks with low buffering capacity was associated with the low pH of reference streams located on the northern portion of the St. Lawrence River, primarily for the Canadian Shield and St. Lawrence Lowlands reference sites, which have a large portion of their watershed located on the Canadian Shield. The addition of carbonated rocks as a predictor in the models including clay and siliceous rocks led to the improved prediction of alkalinity on both sides of the St. Lawrence River. Carbonated rocks occupy the lowlands on the northern side and the south-western part of the south shore. Because the models could not explain the presence of neutral reference communities on the south shore, they should be used carefully for biotype prediction at sites where thick surface deposits or the presence of wetlands may reduce the effect of geology on water pH. For example, the presence of thick marine deposits along many tracts of the St. Lawrence Plains may have a greater infl uence on the alkalinity of stream pH than the underlying geology.
Predictive Models
In order to be useful as conservation and management tools, predictive models should be accurate (correctly predict alkaline and neutral reference biotypes), general (transferable to new sites), and easily applied (parsimonious and readily interpretable) (Lek et al. 1996) . Both the unpruned CT and RF models correctly classifi ed all the reference sites. However, the ANN model performed better in the validation procedure and showed a better balance between sensitivity and specifi city. The RF model also was nearly equivalent to the ANN model with respect to these two criteria. Consequently, the ANN and the RF models seemed to be the most general and transferable models. The spatial distribution of errors for the studied Québec territory was also considered in the model selection process because the goal of this study was not only to obtain the best predictive model in terms of validation error, but also to produce a useful management tool for Québec streams. The spatial analysis of errors showed that the RF and unpruned CT models had high specifi city by correctly predicting the exceptional sites at the alkaline reference sites north of the St. Lawrence River and at the neutral sites south-east of the river. In contrast, the ANN and the pruned CT models failed to predict the two alkaline sites on the north shore of the St. Lawrence River. Thus, they were the least useful models for the prediction of reference conditions in this region. In summary, the ANN and RF models yielded general models that were useful for identifying an appropriate IDEC sub-index (Fig. 6) .
The RF model, however, has advantages over the CT and ANN models. The RF model does not require the pruning of trees, is robust to overfi tting and very userfriendly (low calibration and testing effort); it requires the specifi cation of only two parameters (the number of trees grown and the number of variables used at each tree split), the specifi cation of which has little effect on model results (Lawrence et al. 2006) . The RF and ANN models are often criticized and called "black box" approaches because they provide limited explanatory insights into the contributions of the variables in the prediction process. However, this contribution is clearer for the RF model. For the RF model, the contribution of variables is measured by the Gini index (Breiman and Cutler 2007) which measures the total decrease in node homogeneity due to the splitting of each variable of each tree, and then averaged over all trees. Different methodologies are used in ecology to estimate indirectly the contribution of variables in ANN. Olden et al. (2004) and Gevrey et al. (2003) demonstrated that the PaD approach used in this study performed relatively well, while Olden et al. (2004) also showed that the Connection Weight Approach provides the best overall methodology among eight of them. This later approach could be used for future studies, but the PaD approach seemed to give good results in this study since similar key variables were identifi ed by all models. This limited insight into the contributions of variables to RF and ANN models highlights the main advantage of using CT, which directly evaluates the contribution of variables and identify thresholds for each of them.
The results of this study seem consistent with recent ecological studies comparing the performance of ANN models with other linear and non-linear models. In a number of bioassessment studies examining fi sh (Joy and Death 2005; Moreau et al. 2005) , invertebrate Horrigan et al. 2005; Joy and Death 2005) , and diatom (Tison et al. 2007 ) communities, an ANN appeared to be the most effective predictive model. In some cases, general additive models Moreau et al. 2005) , CT (Moreau et al. 2005) , and linear discriminant analysis (Joy and Death 2005) models were equivalent to an ANN model. Meanwhile, a study carried by Marmion et al. (2008) showed that ANN models perform better than CT and RF when predicting the distribution of periglacial landforms. However, Perdiguero-Alonso et al. (2008) obtained better predictions with an RF model than with an ANN model when discriminating fi sh populations using parasites as biological tags, and Williams et al. (2009) obtained the same result when predicting new occurrences for rare plants. Maloney et al. (2009) showed that the RF model performed better to CT models and other modeling methods to predict stream biological condition (very poor, poor, fair, or good) based on benthic macroinvertebrate Index of Biotic Integrity data. Finally, similar results were obtained by Cutler et al. (2007) when predicting the presence of invasive plants and rare lichens species. These studies showed that ANN and RF were often the best modeling techniques, but also that there is no best techniques; there exists rather different datasets. The advantages of each modeling technique also justify the use of different models and the comparison of their results. Boosted regression trees (De'ath 2007) have shown to be effective in recent studies and thus they could also be used in a future study.
Toward a New Version of the IDEC
The fi rst version of the Eastern Canadian Diatom Index ) was developed to evaluate the ecological integrity of streams and rivers in eastern Canada based on diatom community structure. The selection of the appropriate sub-index (one for reference biotypes found in naturally neutral to acidic water, and one for the reference biotypes found in naturally alkaline water) was based on an ecoregion-type approach. However, Grenier et al. (2006) also showed that the spatial distribution of reference diatom communities should primarily refl ect the factors affecting the natural variability in pH, rather than a combination of regional factors. In the present study, the predictive models indicated that geology was the main natural factor discriminating between alkaline and neutral diatom reference biotypes. Based on this study, a new version of the IDEC was created (Lavoie et al. 2010) where the selected models were used to determine which sub-index is the most appropriate for each site. These models allow for a proper assessment of site impairment using the IDEC by reducing the effect of natural pH on this assessment. For future IDEC users, the sub-index selection implies to: (i) delineate the drainage area of each sampling sites, (ii) determine the area occupied by each geological unit using a Geographical Information System (GIS), and (iii) use the ANN and RF models to determine which sub-index should be used at each sampling site. The models can be run with either Matlab or the public-domain R software using the script developed by the authors.
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