Purpose -Cash flow forecasting is an indispensable tool for construction companies, and is essential for the survival of any contractor at all stages of the work. A simple and fast technique of forecasting cash flow accurately is required, considering the short time available and the associated cost. Seeks to examine this issue. Design/methodology/approach -The paper argues that instead of producing an S-curve that is based on historical projects combined (state-of-the-art is based on classifying projects into groups and producing a standard curve for each group simply by fitting one curve into the historical data), here the attempt is to produce an individual S-curve for an individual project. A sample of data from 50 projects was collected and 20 criteria were identified to classify these projects. Using the most influential criteria, a multiple linear regression model was created to forecast the programme of works and hence the S-curves. A further six projects were used to validate and test the model. Findings -The results of the model developed in this paper were compared with previous models and evaluated. It is concluded that the model produced more accurate results than existing value and cost models. Originality/value -The paper proposes an alternative and novel approach to the development of standard value and cost commitment S-curves. This approach is based on a multiple linear regression model of the programmes of works.
Introduction
Cash is the most important of a construction company's resources, because more companies become bankrupt due to lack of liquidity for supporting their day-to-day activities, than because of inadequate management of other resources (Singh and Lakanathan, 1992) . Insolvency is more likely to occur in this industry than any other (Kaka and Price, 1993) .
Cash flow forecasting is essential for the survival of any contractor at all stages of the work. Ideally, cash flow forecasts should be based on the construction programme and a bill of quantities (Allsop, 1980) . Cash flow forecasting at the tendering stage needs to be simple and fast however, considering the short time available and the associated cost. Contractors rarely prepare a detailed construction plan at this stage, and usually wait until winning the contract. Therefore a simple and fast technique for forecasting cash flow accurately is required.
The majority of cash flow forecasting models developed have been based on standard value S-curves, representing the running cumulative value of work, developed using data from completed construction projects. S-curves are widely used in the industry for controlling projects throughout their execution phases. They are valuable to project management in stating current status and predicting the future of projects. Although they are used in scheduling and planning, for reporting actual, earned and planned values and for resource loading various activities of a project (Miskawi, 1989) , their reliability and accuracy is still in question.
The paper begins with a clear statement of the main objectives of the research followed by a detailed literature review based on previous attempts at developing models to forecast S-curves. A section on how and where the data was collected and used in the development of the model is then discussed. The model is developed and then tested with a set of new projects from the sample that were not used in creation of the initial model. The accuracy of the present model is again tested against relevant previous research models and conclusions are made to determine whether or not the current research has improved on existing research.
Objectives of the research
The research objective was to produce a model that would standardise activities, and forecast the duration, cost and end dates of these activities based upon determined project characteristics. Using this output, the model will then rapidly produce a forecast of cost flow and cash flow for a project at the pre-tender stage. Cost flow and cash flow, if accurately forecast, can be used to plan and control the financial recourses of the project This paper attempts to automatically produce a programme of work based on characteristics of the individual projects (so it produces a project schedule and cost of each activity using regression models). This is then converted into an S-curve. The authors' argument is that instead of producing an S-curve that is based on historical projects combined (state of the art is based on classifying projects into groups and producing a standard curve for each group simply by fitting one curve into the historical data), here the attempt is to produce an individual S-curve for an individual project. It is the belief of the authors that each project is unique and has a unique S-curve. In order to generate this, regression models are developed to predict what the programme of work should look like.
The methodology of the work described in this paper therefore, was to produce a multiple linear regression model that predicts S-curves for individual projects, based on project characteristics (function of building, size, location, construction form etc.). In order to do this the model would be required to both forecast the overall cost and duration of a project, and moreover to establish the costs and timings of individual activities within the construction programme. In order to do the latter, it was necessary to map the programme of works for each building onto a generic format and then to consider the time relationships (or lags), between individual activities. This model would then be tested in order to confirm the hypothesis that the accuracy of such predictions would be greater than for previous models.
To the authors' knowledge there has not been an attempt at automatically forecasting an S-curve that is unique to project characteristics (in the level of details reported in this paper at least). The other question the paper addresses is whether more accuracy can be achieved by calculating the S-curve from automatically generated work schedules or rather by directly forecasting the S-curve without reference to the programme of works.
Previous attempts at developing models to forecast S-curves There have been many attempts in the past to develop cash flow forecasting models. They were mainly part of more comprehensive models aimed at assisting contractors Model for forecasting S-curves or clients forecast their cash flow on an individual project level (Kaka and Price, 1996 ), or on a company level (Kaka, 1994) . The majority of these models were based on the idea of developing standard S-curves to represent the running value or cost of different types of construction projects. Typically this was achieved by collecting data relating to the monthly valuations and the projects' general characteristics. These projects would then be classified and distributed into groups and average S-curves would then be fitted on the individual groups (Balkau, 1975; Bromilow and Henderson, 1977; Hudson, 1978; Oliver, 1984; Miskawi, 1989; Khosrowshahi, 1991; Evans and Kaka, 1998) . Several mathematical models were used to fit the S-curves (e.g. alpha-beta cubic equation, Weibull function, DHSS model etc.). These models could be used, given that the total value and duration of the projects to be constructed are known, to forecast the cumulative monthly (or at any other time interval), value/cost of that project. The accuracy of these previous models is in question (see Kaka and Price (1993) , for detailed analysis of previous models). Kenley and Wilson (1986) , argued that the underlying principle of the idiographic approach is that the value curves are generally unique and that they should be modelled separately, hence a curve should be fitted for each project. This concept acts as a basis for the work involved in this paper. Petros (1996) , investigated the effect of having different works plans on the cost flow curve of one project. Four different planners attempted to schedule the construction activities of the same industrial project. Each of the four plans was analysed and used to estimate a cost flow curve. Results showed the significant variability of the possible S-curves for the same project arising from planning differences. Kaka (1999) , suggested that unless more accurate standard S-curves are produced (perhaps by the use of a more detailed classification criteria), contractors should resort to detailed calculations using the works plan and cost estimates. He also indicated that as construction projects are unique, future attempts to standardise the cost/value relationship were likely to fail. He instead used a stochastic model based on historical data, as it allowed users to incorporate variability and inaccuracy in their forecasts and decision making.
The two main findings of the literature search applicable to this research revealed that previous attempts to forecast S-curves have not been accurate. First, that cash flow forecasts are likely to be inaccurate due to the fact that construction projects are unique and the progress of work varies greatly from one project to another, and second, that the choice of project groupings in previous work has been poor. These problems helped shape the nature of this research to test the first hypothesis that more accurate S-curves could be modelled if projects had the same base activities in the works programme, and hence could be more easily related, thus improving the accuracy of the S-curves produced by the model. The second hypothesis responds from the first in that, groups of the same type of project can be more easily modelled as a result.
Data collection
It was necessary to include a wide range of firms in the construction industry to provide a variety of construction projects. The information was sought from clients, contractors, and quantity surveyors as it was believed that these would be the most likely to yield the detailed cost and programme information required. The contractors were identified from the New Civil Engineer Contractors File, 1999 and client and ECAM 13,1 quantity surveying organisations were identified via general and employment publicity material. Information was not sought, for example, from architects or engineers, as it is believed that they will not have the access to the detailed information on the costs and programmes that were needed.
The sample consisted of over 200 firms. Each firm was sent a structured, multiple-choice questionnaire, consisting of 20 questions based on the characteristics of the project, along with an accompanying letter explaining the purposes of the data collection and why they had been asked to participate. If it was easier for a company to discuss the data collection, interviews were arranged to collect the data in person, and to discuss any queries that may have been apparent. The structure, content and format of the questionnaire was created from a sample in line with the Nkado (1992) , study plus additional questions and also with the principle that characteristics based around the project size are perceived as being effective in the current research in that the determination of such information could be obtained quickly and easily by the respondents in the sample. The questionnaire was split into two sections. Questions 1-8 sought non-numerical (non-interval level), data (e.g. project type, location etc.), whereas questions 9-20 sought numerical (interval level), data (e.g. ground floor area, number of floors etc.). The data required for each project for use in the model were as follows:
. the project's characteristics (based on the multiple-choice questionnaire);
. the project programme (i.e. the bar chart for the construction plan); and . the individual activity/element and overall costs (or approximate estimates).
A total of 47 projects meeting the above specifications were received. The data on a further 14 projects were obtained from a series of cost models published in Building magazine using data provided by the QS practice, Davis, Langdon & Everest (1988 -1994 . In this, a building project was published each week and a breakdown of the programme of works and the costs of each activity were provided. Five projects were unfinished and therefore rejected. This made a total of 56 building projects for use in the analysis. The sample consisted of building projects only. The projects were finished in the period 1993-1999. The costs were not adjusted using relevant cost indices as it is only the proportions of total cost that are important when used in the S-curve analysis. The cost breakdown of the data can be seen in Table I . It was decided to use 50 random projects in the development of the model and the remaining six were put aside to be used for testing. The sample sizes of both the development data and test data were considered sufficient for this research. Table I . Cost breakdown of the data received
Model for forecasting S-curves
When analysing the S-curves, the point of 100 per cent cost commitment for the contractor was taken to be the time of practical completion on site. The origin was taken to be the commencement of work on site, a convenient and easily identified point.
Developing the model Standardising activities and amalgamating durations and costs
As the projects in the data set differed greatly, especially in the number of activities, it was necessary to standardise them in order to be able to compare and combine them. All of the Gantt charts for 50 projects received were analysed to see if any similarities could be found in their activities. The frequency with which specific design options occurred suggested that many could be regarded as generic. A range of between 20 (minimum, one storey), and 39 (maximum, seven storeys), activities were identified and used as a template for the projects in the sample. This was achieved by combining sub-activities into logical groups determined by analysis of all the programmes in conjunction with advice from professional practitioners. The overall duration of a standardised activity was calculated from the start date of the first sub-activity to the end date of the last sub-activity. Costs for each standardised activity were similarly aggregated.
Determination of time lags
The next step in the analysis was to calculate the time lags relating activities to those dependent upon them. This would determine when a specific activity would begin. Initially, based on the practitioners' advice referred to above and the specific programmes collected, a "normal" sequence of activities and activity relationships was determined and the associated lag times calculated. If any lag time determined in this manner was negative, then the previous activity in the programme was chosen as predecessor and the lag recalculated until there was a zero or positive lag for all activities in all of the projects. Table II shows the resulting set of relationships.
Using the above relationships, each activity in each programme was then analysed thus:
Time lag ¼ Activity start 2 Start of predecessor activity ð1Þ
Duration of activity ¼ End date of activity 2 Start date of activity ð2Þ
The time lag expressed as a percentage of the predecessor activity was then calculated:
Regression modelling Regression analysis is a technique that will fit an expression to a set of collected data.
In multiple linear regression analysis, as used in this model, several independent variables are used to model a single response variable (Weisberg, 1980) . In this case, since the aims of the project include prediction of overall duration and cost and of cost flow, each activity in the programme may require three models; one whose dependent variable is activity duration, one whose dependent variable is lag time and one whose dependent variable is cost. That is, it was anticipated that, for time prediction alone, up to 78 models would be needed. In fact, as outlined below, in order to deal with variability in projects and their characteristics, significantly more models were produced. In all types of model the independent variables are project characteristics collected in the survey. The regression analysis was performed using a combination of largely automated analysis using SPSS and user-directed analysis using Microsoft Excel. Several hundred models were generated, tested and modified or rejected, using a total of 16 different modelling strategies. Three methodological issues are of interest in this process: dealing with variability in the input data; dealing with non-numerical variables and determining the optimum structure for each model. Model for forecasting S-curves As was discussed above, the projects in the data set varied significantly in their nature, not least in the functions of the buildings and their sizes. It was expected therefore, that "outliers", i.e. data-points distant from the general trend lines, might prejudice the goodness-of-fit of the regression models. However, decisions on the removal of outliers always represent a compromise between improving accuracy and reducing the applicability of the data set. Two strategies were used to attack this problem.
First, previous studies have generally indicated that building function is a strong influence on times and costs, therefore tests were performed to examine the relationship between other variables (e.g. size in terms of gross floor area), and building type. On the basis of these tests, it was decided that a number of building types should be modelled separately. This action, though increasing the number of models and the complexity in their application, was considered worthwhile since it greatly reduced the number of outliers across the range of variables.
Second, the remaining apparent outliers were examined in SPSS by assessing their uniqueness. Projects that were apparent outliers, when considering a given variable, and whose characteristics were commonly found amongst the data set were deemed "true" outliers (i.e. truly unrepresentative of the group of projects that shared the characteristics). These data points were removed from the consideration of the specific variable. Projects that appeared to be outliers, but whose characteristics were not represented elsewhere in the data set, were considered to form a logically different group of projects and were retained in the analysis. Any change was not finalised until its effects on both goodness-of-fit (R squared), and accuracy of prediction for the test projects were assessed. It was found that the former and latter tests were sometimes contradictory, in which case the latter test took precedence.
Not all of the input variables can be expressed directly in numerical form (e.g. location), and cannot therefore be used in a regression analysis without further processing. Several strategies were tested to deal with the problem. SPSS provides for the problem by allowing the use of "boolean" variables. This method was initially used on the integers designated to the relevant non-interval variable. For example, in dealing with building function each possible value (e.g. "office", "school" etc.), is assigned a variable that can be either "on" (value ¼ 1), or "off" (value ¼ 0). Obviously, for any single project only one variable for building type can be "on". As an alternative, this approach was compared to a number of patterns of manual allocation of integer values to represent the different values of a variable (e.g. values in the range 1 to 11 in the case of building type). This approach was also found to be effective by Ameen et al. (2003) . A huge number of patterns of allocation were possible, but several random patterns and patterns based on the frequency of occurrence of values were tried. In each case the best method was chosen by goodness-of-fit to the sample data and the accuracy achieved by the regression models produced in predicting values for the test projects.
Not all input variables have the same influence on the predictions produced by the models. Furthermore, the importance of variables may vary between models (i.e. the different models for each activity and each dependent variable). It is therefore usually possible to simplify models by removing the least influential variables. As with the elimination of outliers described above, this process represents a compromise, in this case between simplicity (and thus speed and ease of use), and accuracy. Again, SPSS offers automated methods for this process, identifying the relative influence of each independent variable and adding or removing them in a stepwise fashion (e.g. working ECAM 13,1 from most to least influential), and testing the effects at each change. This method was also used by Draper and Smith (1998) . As above, this process was compared to number of manual manipulations of the model, including various random selections of variables as starting points for stepwise refinements. In each case the best result, judged by goodness-of-fit to sample data and accuracy of prediction for the test projects, was selected.
Utilizing the modelling framework
The final predictive models were constructed as an Excel template, using the regression equations generated. The template performed any manipulation necessary for preparing input data for use in the equations and did the necessary repetition of calculation needed to deal with multi-storey buildings of varying sizes. When inputting the maximum number of 21 (coded where necessary in the methods discussed previously), interval and non-interval level data variables into the template, it immediately produces predictions for individual activity duration and cost, activity start and end date, as well as the associated time lag from its chosen predecessor and consolidates these into a single programme prediction. A maximum of 16 variables could be chosen and used (out of the 21 input), in the modelling of each dependent variable in the Excel model. This limit was sufficient for most of the models, since SPSS indicated that greatest accuracy could be achieved with fewer than 16 variables. In the few cases where more than 16 variables were identified by SPSS, the final model included only the most influential variables. Tests on the effects on the accuracy of prediction of this simplification showed its influence to be negligible. The predictive data produced were then automatically linked from Microsoft Excel and transferred into Microsoft Project where it could then be developed further in line with other topics of research that are discussed in other papers.
Calculation of S-curves
The programme and cost data predicted by the regression model was transferred into Microsoft Project and this software calculated the actual monthly costs and hence the cumulative running and total costs for each standardised project. An S-curve was then fitted for each of the fifty projects using the logit transformation and standardised over a set duration of ten time periods, in order to be represented graphically. See Figure 1 for an example of the S-curve generated for a typical project. The logit transformation has been confirmed to be an appropriate and accurate method for fitting S-curves. For more details on the logit transformation see Kenley and Wilson (1986) .
Measuring the accuracy of fit
It is necessary to measure the accuracy of fit for the S-curves of any given project for three reasons. The first reason is to compare the actual and predicted curves with each other for any given project. Second, to compare a project's S-curves with other curves for that given project type. And third, to draw comparisons with this and other calculated models.
The measure chosen, the "standard deviation about the estimate of Y", or "SDY", was first put forward as a risk index by Jepson (1969) , and was later adopted by Berny and Howes (1982) . It was used by Kenley and Wilson (1986) , in their idiographic value model. Kaka and Price (1993) , Evans et al. (1996) , Petros (1996) , and Al-Jifri (1998), also Model for forecasting S-curves used this method. "SDY" adopts the common measure of dispersion and is calculated as follows:
Where: Y ¼ actual value at any accounting period; YE ¼ estimated (or fitted), value; N ¼ number of observations/intervals (accounting periods). This allows models to be compared with one another. The model with the lowest value of SDY has the best fit, and hence is the most accurate. Kenley and Wilson (1986) , devised a systematic process of trial and error to locate an optimum exclusion range in their value curves. It was concluded that an approximate exclusion range of 10 percent at both extremes would produce the lowest average SDY value.
The extreme data points within a cash flow analysis are likely to be the least significant, as they involve small amounts of monies, but can be the most dominant in the regression analysis. It therefore makes sense to leave out the data points outside the 10 per cent range at the extremes.
The exclusion range of 10 per cent was also used by Kaka and Price (1993) , but Evans et al. (1996) , used an exclusion range of between 10 per cent and 16 per cent in order to achieve better results with their data.
Analysis and testing
The first stage of analysis and testing was to apply the modelling to the 50 projects used to create it. The regression model results for the 50 projects were placed individually into MS Project and their cash flow profiles generated. S-curves were fitted for each of the projects and presented graphically with the actual curves, in order to make a quick visual comparison. The calculation of SDY values, between modelled and actual curves, was used as a final, objective measure of the accuracy of the individual fits. A total of 11 project groupings were identified based upon project function (e.g. offices, industrial etc.). The SDY results for the 50 sample projects, distributed according to the 11 project types, can be seen in Table III . The most accurate predictions (ignoring "airports" which had a sample size of one), were for shopping centres (PF9), and produced an average SDY of 1.088 per cent. Furthermore, the standard deviation of 0.357 per cent suggests that the variation around this mean is small. The highest mean SDY of 4.735 per cent for any group came from the "hospitals" (PF6). Conversely, this group also produced the lowest standard deviation and which might suggest strong similarities between the buildings. "General retail projects" (PF2), contained the best and least accurate fits for any individual project (0.533 per cent and 8.852 per cent), and thus, had the highest standard deviation of SDY values. This was possibly indicative of a large variation between buildings in this group.
Although the projects produced good SDY values overall, with a mean error for all projects of under 2.5 per cent, it is clear that some group results were of low significance due to their small sample sizes. Hence, increasing the sample size in each case would give a more realistic measure of accuracy.
Initial results of applying the model were very encouraging, but a more rigorous test would be to apply it to a new set of projects not used in the initial analysis nor used in the development of the model. As mentioned previously, six projects were randomly selected from the initial data set for this purpose. As before, the programme and cost data were generated by entering the projects' characteristics into the regression template and Microsoft Project was used to process these results into a cash flow prediction. The goodness-of-fit of the predicted curves to the actual curves was assessed and Table IV gives the individual SDY results.
As expected, the test results as a whole were less accurate than for the original projects, but still deemed reliable. The overall mean SDY was a little under 4 per cent and individual projects varied between about 1 per cent and 8 per cent.
Comparisons with previous models In order to evaluate how accurate the present study is, it was necessary to compare the results with previous value and cost models. Model for forecasting S-curves A small difference in the accuracy when compared to the other models might demonstrate that construction projects are unique, and thus contractors must conduct detailed estimates of the cost and schedule of work in order to forecast cash flow (Kaka and Price, 1993) . While an improved accuracy would reveal that the causes of variability of value and cost commitment curves, mentioned earlier, have significant influence. Despite producing the lowest individual SDY value of 0.250, the Al-Jifri (1998), study was the least accurate, and produced a high maximum of 17.660 and also produced the highest mean average of 7.580. This was mainly due to the fact that the SDY was calculated for cost elements, as well as a limited number of projects, and the absence of features that connected the projects together, e.g. building type. Kenley and Wilson (1986) , produced the most accurate results overall, with regards to the lowest mean average of 1.750, but this was put down to the fact that despite the larger sample size than the present study, there were only two building types. This meant that buildings were more likely to be similar and hence use comparable building methods, techniques, etc. Although slightly less accurate in terms of SDY results, but not sample size, than the previously mentioned study, similar reasons can be identified for Kaka and Price (1993) , as they only used a total of three building types i.e. commercial, industrial and public, but produced specialised categories like size and type of contract etc. Kenley and Wilson (1986) analysed a total of 72 projects spread into two sample groups, i.e. commercial and industrial, it was decided to combine the findings to produce one set of overall results. This would be a slightly more accurate indicator in comparison, as the present model encompasses a variety of building types The present cost curve model produced more accurate SDY results overall in four out of the five cases, and queries the conclusion that cost commitment curves, as proposed by Kaka and Price (1993) , are the most reliable. The minimum SDY value of 0.533 produced was lower than that of 1.030, 1.413, and 4.308, for Kenley and Wilson (1986) , Kaka (1998), and Petros (1996) , respectively, and compared very well with the other two studies. Again, the maximum value of 8.852 compared very well with the more accurate models. Apart from the Kenley and Wilson (1986) , study, the present model produced the smallest mean and median, of 2.493 and 2.099 respectively, when compared to the other models, and confirms the overall accuracy of this study. This is reinforced by the small standard deviation of 1.636 establishing that the SDY all of the projects do not diverge from the small mean. When analysing the Kenley and Wilson (1986) , study, Kaka and Price (1993) , concluded that a group of one type of buildings would have a smaller variability in project S-curves, and hence emphasises the accuracy of the present study which encompasses 11 building groups.
Conclusions
The use of cost curves for the production of standard S-curves has been developed and successfully tested. Previous value and cost models have been discussed and the inadequacies of each have been established. A cost commitment curve was produced by Kaka and Price (1993) , and was said to eliminate some of these reasons, and hence concluded that the cost commitment model would be more reliable. Petros (1996) , concluded that although slightly more reliable, their accuracy was still in question. With this in mind, it was decided to use cost curves as the basis of the present model, as they are more accurate in general than value curves, for reasons mentioned earlier.
A total of 50 projects were used in the development of the regression model. Prior to this, the programmes of work for all of the projects were standardised so they could be compared more accurately and realistically. This involved producing a set of between 20 and 39 (depending on number of storeys), standardised activities, to which sub-activity costs and durations where amalgamated accordingly. These data were then used in the development of a multiple linear regression model that uses the characteristics of each project to predict each actual activity cost, duration, and start and end date. Hence, the whole programme of works could be predicted. From this the cumulative and monthly cash flow can be produced.
The actual and fitted cost curves were then generated for the 50 projects. The projects were classified into various criteria and distributed into 11 groups based upon project function (building type). The cost curves were then subjected to the logit transformation. The alpha and beta values derived were used to regenerate the average curves of the eleven groups. To determine the accuracy of the model, the SDY was measured to evaluate the individual fits and against the average within a group. A minimum and a maximum SDY of 0.533 and 8.852 respectively were produced. These results were complemented with a 2.493 mean average. With regards to the grouping, it was found that the shopping centres (PF9), were the most accurate buildings as a whole, and produced the lowest mean average of 1.088 compared to the hospitals (PF6), which produced the highest mean SDY average of 4.735.
The model was tested on a further six test projects that were not included in the initial development of the multiple linear regression model. This would be a more objective test of the accuracy of the model. As expected, the results for SDY were Model for forecasting S-curves slightly less accurate but very similar, with a 1.181 minimum, an 8.282 maximum, and a mean of 3.885. This reinforced the initial conclusion that the model was reliable. The results were compared with previous value and cost models to establish the effectiveness of the present model. A total of five models were identified and used in the comparison. In general the present model was proven to be more accurate than four out of the five models. In terms of maximum and minimum values, the most accurate model, Kenley and Wilson (1986) , only consisted of two building types though, and hence results are expected to be accurate, because of the specific nature of the data. Apart from this study, the present model produced the lowest mean SDY of 2.493, and median of 2.099, showing the small spread of results. The results were also more accurate than the alternative to value curves, the cost commitment model, as proposed by Kaka and Price (1993) . The majority of the SDY values for that model ranged from between 3.2 and 8.4, compared to the Kenley and Wilson (1986) , study that produced figures of between 4.8 and 11.6. The bulk of the SDY values for the present model ranged 1.580 to 3.493 with a median of 2.099, and confirms that better overall results are achieved with the multiple linear regression cost model. The reasons why the results are not significantly lower could be the size of the sample data. This limited difference in the accuracy when compared to the other models confirm the conclusion that construction projects in the sample are unique, but can be modelled more easily via a standardised works programme that consists of the same base activities for each project. The research has therefore proved that, subject to reservations about the moderate sample size used in development, a multiple linear regression model based on the framework for a standardised works programme can be used to accurately model S-curves. It provides the first innovative steps as a basis for further research, and would benefit from an increasing number of projects, that would help determine the true accuracy of the proposed model.
