Machine Learning Approaches for analysis of League of Legends by Janežič, Simon
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Simon Janezˇicˇ
Pristopi strojnega ucˇenja za analizo
igre League of Legends
DIPLOMSKO DELO
VISOKOSˇOLSKI STROKOVNI SˇTUDIJSKI PROGRAM PRVE
STOPNJE RACˇUNALNISˇTVO IN INFORMATIKA
Mentor: prof. dr. Blazˇ Zupan
Ljubljana, 2016

To delo je ponujeno pod licenco Creative Commons Priznanje avtorstva-Deljenje
pod enakimi pogoji 2.5 Slovenija (ali novejˇso razlicˇico). To pomeni, da se tako
besedilo, slike, grafi in druge sestavine dela kot tudi rezultati diplomskega dela
lahko prosto distribuirajo, reproducirajo, uporabljajo, priobcˇujejo javnosti in pre-
delujejo, pod pogojem, da se jasno in vidno navede avtorja in naslov tega dela in
da se v primeru spremembe, preoblikovanja ali uporabe tega dela v svojem delu,
lahko distribuira predelava le pod licenco, ki je enaka tej. Podrobnosti licence
so dostopne na spletni strani creativecommons.si ali na Insˇtitutu za intelektualno
lastnino, Streliˇska 1, 1000 Ljubljana.
Besedilo je oblikovano z urejevalnikom besedil LATEX.

Kazalo
Povzetek
Abstract
1 Uvod 1
1.1 Opis igre League of Legends . . . . . . . . . . . . . . . . . . . 3
1.2 Sorodna dela . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Cilji diplomske naloge . . . . . . . . . . . . . . . . . . . . . . 8
2 Uporabljene metode 9
2.1 Algoritmi strojnega ucˇenja . . . . . . . . . . . . . . . . . . . . 9
2.2 Metode za izbiro parametrov ter ocenjevanje modelov . . . . . 14
2.3 Ocenjavanje atributov . . . . . . . . . . . . . . . . . . . . . . 17
3 Podatki 21
3.1 Neprofesionalne tekme . . . . . . . . . . . . . . . . . . . . . . 21
3.2 Profesionalne tekme . . . . . . . . . . . . . . . . . . . . . . . . 28
4 Analiza podatkov 31
5 Rezultati 35
5.1 Neprofesionalne tekme . . . . . . . . . . . . . . . . . . . . . . 35
5.2 Profesionalne tekme . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Sklepne ugotovitve 43
Literatura 45
A Opis atributov 47
A.1 Neprofesionalne tekme . . . . . . . . . . . . . . . . . . . . . . 47
A.2 Profesionalne tekme . . . . . . . . . . . . . . . . . . . . . . . . 49
Povzetek
V diplomskem delu zˇelimo z uporabo strojnega ucˇenja napovedovati izide
tekem igre League of Legends. Igra je vecˇigralska in zdruzˇuje elemente
stratesˇkih in akcijskih iger. Zaradi popularnosti igre so vecˇkrat na leto po
vsem svetu organizirana tekmovanja, kjer se profesionalne ekipe borijo za
denarne nagrade. Napovedovati poizkusˇamo tako profesionalne kot neprofe-
sionalne tekme. Izziv je zˇe pridobitev podatkov za oba tipa tekem. Podatke
za neprofesionalne tekme pridobimo s pomocˇjo uradne spletne knjizˇnice, za
profesionalne pa s filtriranjem vsebin spletnih strani, ki vsebujejo rezultate
tekem. Raziskavo pricˇnemo s krajˇso analizo, kjer primerjamo statistike igral-
cev razlicˇnih rangov ter najdemo zanimive ugotovitve, ki bi jih igralci nizˇjih
rangov lahko uporabili za izboljˇsanje. Na podatkih nato uporabimo in te-
stiramo algoritme za klasifikacijo. Pri neprofesionalnih tekmah dobimo po-
dobne rezultate kot obstojecˇ cˇlanek na to temo, ki je bil objavljen v Journal of
Machine Learning Research. Primerjamo tudi rezultate klasifikatorjev obeh
tipov tekem ter ugotovimo, da so profesionalne tekme bolj napovedljive.
Kljucˇne besede: strojno ucˇenje, podatkovno rudarjenje, League of Legends,
napoved izida igre.

Abstract
Our goal is to use machine learning for predicting winners of League of Leg-
ends matches. League of Legends is a multiplayer game that combines el-
ements from strategic and action games. Every year, multiple professional
League of Legends competitions are being held acros the globe. We try to
predict both professional and non-professional matches. Getting data for
both types of matches is already a challenge. For non-professional matches
official application programming interface is used, while data for professional
matches is gathered using web scraping. We begin our research by using the
collected data for initial analysis, where we compare player statistics from
different ranks. We find some interesting differences that lower-ranked play-
ers could use to improve their game without huge amount of effort. After
that, we use standard machine learning approaches to predict match winners.
Classificators for non-professional matches yield similar results to a recently
published study. We also compare the results for both types of matches and
find that it is easier to predict the outcomes of professional matches.
Keywords: machine learning, data mining, League of Legends, game out-
come prediction.

Poglavje 1
Uvod
League of Legends je vecˇigralska spletna igra razvita v podjetju Riot Ga-
mes1. Zdruzˇuje elemente stratesˇkih in akcijskih iger. Vsak igralec nadzoruje
svojega heroja z unikatnimi sposobnostmi in se skupaj s soigralci bori proti
nasprotni ekipi igralcev. Vsako ekipo sestavlja 5 igralcev. Cilj igre je unicˇiti
glavno nasprotnikovo zgradbo, ki je z vseh strani zavarovana z obrambnimi
zgradbami. Za dosego tega cilja je potrebna strategija, ekipno usklajevanje
in mehanicˇne sposobnosti posameznika (npr. refleksi, natancˇnost). Igra je
izredno popularna, saj ima po zadnjih informacijah 67 milijonov mesecˇno
aktivnih uporabnikov [5]. Primer izgleda igre podaja slika 1.1.
Zaradi popularnosti igre so vecˇkrat na leto po vsem svetu organizirana
tekmovanja, kjer se profesionalne ekipe borijo za denarne nagrade. V Ameriki
in Evropi sta najbolj prestizˇni organizirani tekmovanji NA League Champi-
onship Series in EU League Championship Series, kjer sodeluje 10 profesi-
onalnih ekip z vsakega kontinenta. Podobna tekmovanja obstajajo tudi na
Kitajskem, v Juzˇni Koreji ter jugovzhodni Aziji. Najboljˇse ekipe vsake po-
samicˇne regije se enkrat na leto zberejo na svetovnem prvenstvu, katerega
glavna nagrada je v letu 2015 znasˇala milijon dolarjev [5].
1http://riotgames.com
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Slika 1.1: Uporabniˇski vmesnik igre.
S priljubljenostjo tekmovanj je postalo zanimivo tudi podrocˇje napove-
dovanja izzidov tekem, saj se pojavlja vse vecˇ stavnic, ki ponujajo stave na
razlicˇna profesionalna tekmovanja. Tudi napovedovanje neprofesionalnih te-
kem je koristno, saj se lahko igralec na podlagi verjetnosti zmage odlocˇi, da
prihodnje tekme ne bo igral in si s tem prihrani od 20 do 50 minut, kar je
obicˇajna dolzˇina ene tekme.
V diplomski nalogi poizkusˇamo z metodami strojnega ucˇenja napovedati
izid profesionalnih in neprofesionalnih (obicˇajnih) tekem na podlagi zgodo-
vine igranja udelezˇencev. Pri profesionalnih tekmah so tako kot pri vecˇini
sˇportov nekatere ekipe konsistento boljˇse kot druge. Za obicˇajne tekme pa
igra tezˇi k temu, da ima vsaka stran enake mozˇnosti za zmago. To dosezˇe
z ocenami igralcev, ki temeljijo na ocenjevalnem sistemu Elo, poznanem po
njegovi uporabi pri sˇahu, bilijardu in drugih igrah [2]. Zaradi te razlike med
dvema tipoma iger se pricˇakuje boljˇsa napovedna sposobnost pri profesional-
nih tekmah.
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1.1 Opis igre League of Legends
V eni tekmi League of Legends naekrat sodeluje 10 igralcev. Razdeljeni so v
modro in rdecˇo ekipo. Pred pricˇetkom tekme mora vsak igralec iz nabora vecˇ
kot 100 herojev izbrati enega, ki ga bo nadzoroval. Dva igralca v isti tekmi ne
moreta izbrati enakega heroja. Izbira herojev poteka v vecˇih fazah. Modra
ekipa ima manjˇso prednost, saj zacˇne z izbiro prvega heroja. Vsak igralec
izbere heroja s katerim bo zasedel eno izmed spodaj opisanih pozicij/vlog na
igralnem polju (slika 1.2) [5].
• Zgornja (top): obicˇajno zelo vzdrzˇljivi heroji, ki tezˇko umrejo. V sku-
pinskih bojih je njihova naloga zamotiti ali pa celo ubiti najbolj nevarne
nasprotnikove heroje.
• Srednja (mid): heroji, ki lahko zelo hitro umrejo in tudi hitro ubijejo
nasprotnikovega heroja. V skupinskih bojih poleg nosilne pozicije nare-
dijo najvecˇ sˇkode. Obicˇajno heroji, ki lahko napadejo z daljˇse razdalje.
• Nosilna (carry): heroji, ki lahko zelo hitro umrejo in tudi hitro ubijejo
nasprotnikovega heroja. V skupinskih bojih naredijo najvecˇ sˇkode.
Obicˇajno heroji, ki napadajo s krajˇse razdalje.
• Podporna (support): heroji, katerih sposobnosti omogocˇajo podporo
ekipi. Primera takih sposobnosti sta preprecˇitev soigralcˇeve smrti in
omejitev gibanja nasprotnikovega heroja. Brez pomocˇi zelo tezˇko ubi-
jejo nasprotnikovega heroja.
• Gozdna (jungle): obicˇajno dobra kombinacija vzdrzˇljivosti in napa-
dalne mocˇi. Za razliko od ostalih pozicij se v v zacˇetnem delu tekme
premika po celem igralnem polju ter pomaga soigralcem, ki to potre-
bujejo.
Vecˇino herojev ne spada strogo v eno vlogo ampak jih je mozˇno igrati na
vecˇ nacˇinov. Primere nekaterih herojev in njihove izstopajocˇe sposobnosti
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najdemo na tabeli 1.1.
Tabela 1.1: Primeri nekaterih herojev in njihove izstopajocˇe sposobnosti.
ime heroja izstopajocˇe sposobnosti
Blitzcrank Izstreli desno roko, zagrabi nasprotnika in ga povlecˇe k
sebi.
Ashe Izstreli pusˇcˇico, ki potuje cˇez celo igralno polje ter rani in
zacˇasno ustavi nasprotnika.
Twitch Sposobnost aktiviranja nevidnosti. Po pretecˇenem cˇasu ali po prvem
uporabljenem napadu postane viden, njegovi napadi pa so
zacˇasno veliko hitrejˇsi.
Po izbiri herojev se tekma pricˇne. Igralno polje z oznacˇenimi zgradbami in
s pozicijami, ki jih v zacˇetku tekme zasedejo igralci je prikazano na sliki 1.2.
Cilj je unicˇiti glavno nasprotnikovo zgradbo, ki je z vseh strani zavarovana z
obrambnimi zgradbami. Preden lahko ekipa te zgradbe unicˇi morajo svoje he-
roje primerno nadgraditi. Heroji se nadgrajujejo z aktivnostmi, ki vkljucˇujejo
ubijanje nasprotnikovih herojev, unicˇevanje nasprotnikovih zgradb in ubija-
nje raznih posˇasti, ki jih nadzoruje racˇunalnik. Vse te aktivnosti igralcu
prisluzˇijo igralno valuto (denar) in tocˇke izkusˇenj. Heroj preko pridoblje-
nih tocˇk izkusˇenj postaja v vseh pogledih vedno mocˇnejˇsi. Kako porabiti
pridobljen denar pa je izbira igralca. Skozi tekmo lahko igralec kupi veliko
razlicˇnih objektov, ki dodatno nadgradijo dolocˇene statistike heroja ali pa
pomagajo drugim cˇlanom ekipe. Primer takih je objekt, ki izboljˇsa obrambo
vseh blizˇnjih soigralcev [5].
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Ko heroj umre, igralec nekaj cˇasa ne more narediti nicˇesar. Daljˇsa kot
je tekma, daljˇse so kazni za smrt. Hkrati pa scˇasoma vsi heroji postajajo
dovolj mocˇni, da precej hitro lahko unicˇijo nasprotnikove zgradbe. Zaradi teh
razlogov proti koncu tekme igralci vedno pogosteje zapustijo njihove pozicije
in se borijo kot skupina, saj vsaka smrt lahko pomeni dovolj cˇasa za konec
tekme.
Slika 1.2: Igralno polje z oznacˇenimi pozicijami in zgradbami. Polje je raz-
deljeno na dve polovici, ki pripadata modri in rdecˇi ekipi.
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Za razumevanje diplomskega dela je potrebna tudi obrazlozˇitev koncepta
odkrivanja nasprotnikovih informacij in skrivanja svojih. Vsak igralec v
tekmi vidi le omejeno kolicˇino igralnega polja: svojo okolico, okolico soi-
gralcev, okolico ekipnih zgradb in okolico vseh postavljenih razsvetljevalcev
ekipe. Razsvetljevalec je objekt, ki ga med tekmo lahko pridobimo na vecˇ
nacˇinov: nekaj jih je danih zastonj, nekaj pa jih lahko tekom igre kupimo. Ko
ga postavimo na igralno polje nam za nekaj minut razkrije njegovo okolico.
Nacˇeloma je ta objekt za nasprotnikovo ekipo neviden, a obstajajo objekti,
ki jih lahko igralci uporabijo, da nasprotnikove razsvetljevalce najdejo ter jih
unicˇijo. S postavljanjem in unicˇevanjem teh objektov torej govorimo o odkri-
vanju nasprotnikovih informacij in skrivanju svojih [5]. Cˇe razsvetljevalci ne
bi bili del igre, bi bila ta veliko bolj odvisna od srecˇe, saj ob mnogih premikih
po igralnem polju ne bi vedeli, cˇe nas nekaj korakov naprej cˇaka nasprotnik.
1.2 Sorodna dela
V cˇlanku objavljenem v Journal of Machine Learning Research [4] so poiz-
kusili s strojnim ucˇenjem napovedati izide neprofesionalnih tekem League of
Legends na podlagi zgodovine igralcev. Z metodo zlaganja klasifikatorjev, ki
zdruzˇuje odlocˇitvena drevesa, nakljucˇne gozdove, naivnega bayesa, logisticˇno
regresijo in podporne vektorje so uspeli dosecˇi klasifikacijsko tocˇnost 65%. Na
podlagi rezultatov so predlagali izboljˇsavo sistema, ki pred zacˇetkom tekme
iˇscˇe enakovredne igralce. Njihove rezultate v nasˇem delu uporabimo za pri-
merjavo z nasˇimi.
Raziskovalca iz Univerze Stanford2 sta s strojnim ucˇenjem poizkusˇala na-
povedati izide podobne igre Dota 2. Kot vhodne podatke sta uporabila le
izbrane heroje obeh ekip. Z logisticˇno regresijo jima je uspelo dosecˇi 70% na-
tancˇnost. Na podlagi rezultatov sta nato razvila priporocˇilni sistem, ki pred
tekmo na podlagi izbranih herojev nasprotnikov in soigralcev predlaga izbiro
2http://www.danieljamesperry.com/s/Dota2.pdf
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optimalnega heroja. Sistem deluje tako, da za vse mozˇne heroje na podlagi
prej naucˇenega modela izracˇuna verjetnost zmage. Raziskovalci z univerze v
Waterlooju3 so prav tako s podatki o izbranih herojih poizkusˇali napovedati
izide za igro League of Legends. Dosegli so precej manjˇso natancˇnost (55%).
V cˇlanku, ki je bil predstavljen na konferenci Foundations of Digital Ga-
mes [10] so za napoved izida uporabili nekoliko drugacˇen pristop. Izide igre
Dota 2 so poizkusili napovedati z analizo bojev, ki se dogajajo med igro.
Boj je interakcija med heroji nasprotnih ekip. To interakcijo so modelirali
z grafom. Vozliˇscˇa predstavljajo vpletene igralce, usmerjene povezave pa in-
terakcije med njimi. Obstaja tudi posebno vozliˇscˇe smrti. Povezava s tem
vozliˇscˇem pomeni smrt heroja. Tekmo so predstavili kot zaporedje grafov
(bojev). S teh grafov so nato za vsa mozˇna vozliˇscˇa (10 igralcev in vozliˇscˇe
smrti) izracˇunali vecˇ metrik (npr. sˇtevilo povezav, ki kazˇejo v to vozliˇscˇe) in
te uporabili za strojno ucˇenje. Dosegli so 80% natancˇnost. Potrebno je ome-
niti, da je to natancˇnost pri napovedovanju izida, kjer so vsi boji dane tekme
znani. Modela torej ne bi bilo mogocˇe uprabiti za napoved izida tekme, pre-
den se ta zacˇne. To tudi ni bil cilj cˇlanka. Cilj cˇlanka je bilo najti vzorce
zmagovalnih ekip v bojih. Ker so za strojno ucˇenje uporabili odlocˇitveno
drevo, so iz naucˇenih pravil te vzorce tudi nasˇli.
3http://arghorashy.ca/assets/lol_match_prediction.pdf
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1.3 Cilji diplomske naloge
V diplomski nalogi smo zˇeleli:
1. Pridobiti podatke o profesionalnih in neprofesionalnih igrah.
2. Analizirati podatke z metodami podatkovnega rudarjenja ter prikazati
zanimive vizualizacije.
3. Iz podatkov pridobiti znacˇilke, ki so primerne za atributno strojno
ucˇenje.
4. Oceniti uporabnost razlicˇnih tehnik strojnega ucˇenja ter primerjati nasˇe
rezultate z obstojecˇimi [4].
Poglavje 2
Uporabljene metode
Glavni cilj nasˇe diplomske naloge je uporaba strojnega ucˇenja za napovedo-
vanje izida tekem. V tem pogljavu opiˇsemo uporabljene algoritme strojnega
ucˇenja, metode za ocenjevanje njihove uporabnosti ter metode za ocenjavanje
koristnosti atributov.
2.1 Algoritmi strojnega ucˇenja
Problemi strojnega ucˇenja so v splosˇnem razdeljeni na nadzorovano in ne-
nadzorovano ucˇenje. Pri nadzorovanem ucˇenju razredni atribut znan pri
nenadzorovanem pa ne. Razredni ali ciljni atribut je lastnost primerov ucˇne
mnozˇice, ki jo zˇelimo iz ostalih atributov napovedati [6]. V nasˇi ucˇni mnozˇici
je primer ena tekma. Za vsako tekmo imamo znanega zmagovalca, ki ga
zˇelimo napovedati. Zmagovalec tekme je v nasˇem primeru torej razredni
atribut, kar pomeni da bomo za napovedovanje uporabili metode nadzorova-
nega ucˇenja.
Metode nadzorovanega ucˇenja se nadalnje delijo na dve vecˇji skupini: kla-
sifikacija in regresija. Pri klasifikaciji imamo opravka z diskretnim razrednim
atributom, pri regresiji pa z zveznim [6]. Zmagovalec tekme je lahko v nasˇi
domeni modra ali rdecˇa ekipa, kar pomeni, da imamo opravka z diskretnim
9
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razrednim atributom. Torej uporabimo klasifikacijske metode.
Med znanimi klasifikacijskimi metodami smo se odlocˇili za uporabo lo-
gisticˇne regresije, metode podpornih vektorjev (SVM), nakljucˇnih gozdov in
metode zlaganja s katero bomo zdruzˇili napovedi vseh prej omenjenih algo-
ritmov. Uporabili smo implementacijo omenjenih metod v knjizˇnici scikit-
learn [8]. Knjizˇnjica vsebuje velik nabor metod za strojno ucˇenje ter podat-
kovno rudarjenje. Uporablja popularna paketa Numpy in Scipy, ki omogocˇata
vektorsko predstavitev, racˇunanje in manipuliranje podatkov. Zaradi pod-
pore vektorskih operacij je knjizˇnjica tudi ucˇinkovita.
2.1.1 Logisticˇna regresija
Kljub njenemu imenu je logisticˇna regresija linearna metoda za klasifikacijo
in ne regresijo. Pri tej metodi so verjetnosti, ki opisujejo mozˇne izide ucˇnega
primera, modelirane s sigmoidno funkcijo [8]:
S(t) =
1
1 + e−t
Implementacijo logisticˇne regresije v knjizˇnici scikit-learn najdemo v ra-
zredu LogisticRegression. Implementacija deluje tako za binarne kot
vecˇrazredne probleme. Vkljucˇuje tudi regularizacijo. Regularizacija je po-
memben del vecˇih algoritmov strojnega ucˇenja saj preprecˇuje premocˇno pri-
lagajanje modela na ucˇne podatke. O premocˇnem prilagajanju je govora ta-
krat, ko model strojnega ucˇenja deluje bistevno slabsˇe za nove, prej nevidene
podatke. Mocˇ regularizacije nadzorujemo z regularizacijskim parametrom.
Scikit-learn ima za logisticˇno regresijo implementirana 2 tipa regularizacije
in s tem tudi 2 razlicˇna optimizacijska problema [8]:
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1. Lasso ali L1 regularizacija:
min
w,c
‖w‖1 + C
n∑
i=1
log (exp (−yi(XTi w + c)) + 1)
2. Ridge ali L2 regularizacija:
min
w,c
1
2
wTw + C
n∑
i=1
log (exp (−yi(XTi w + c)) + 1)
Tu je w vektor utezˇi posameznih atributov, C regularizacijski parameter,
yi vrednost razreda ucˇnega primera i in Xi vektor vrednosti posameznih
atributov ucˇnega primera i.
Regularizacija Lasso na nek nacˇin naredi tudi izbor atributov, saj lahko
utezˇ nekega atributa nastavi tudi na vrednost 0, medtem ko bo regularizacija
Ridge takemu atributu sicer znizˇala vpliv, ne bo pa ga iznicˇila [8]. V nasˇem
primeru smo poizkusili oba nacˇina regularizacije.
2.1.2 SVM
Metode podpornih vektorjev spadajo med najbolj uspesˇne metode strojnega
ucˇenja. Lahko se uporabljajo za klasifikacijo in regresijo. V osnovni obliki
SVM pri klasifikaciji deluje za dvo-razredne probleme [6]. Algoritem po-
izkusˇa v prostoru atributov postaviti optimalno hiperravnino (2.1). To je
hiperravnina, ki je enako in najbolj oddaljena od najbljizˇjih primerov iz obeh
razredov. Najbljizˇjim primerom optimalne hiperravnine pravimo podporni
vektorji, razdalji hiperravnine od podpornih vektorjev pa rob. Torej je opti-
malna hiperravnina tista, ki ima maksimalni rob [6].
Knjizˇnica scikit-leran vsebuje vecˇ implementacij podpornih vekotorjev.
Uporabil sem implementacijo v razredu SVC. Implementacija je zelo vsestran-
ska, saj poleg linearne locˇitve ucˇnih podatkov podpira tudi bolj kompleksne
funkcije (npr. polinomsko). Takim funkcijam pravimo jedra. Knjizˇnjica nam
omogocˇa tudi implementacijo lastnega jedra. V nasˇem primeru sem poizkusil
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vsa jedra, ki jih podpira razred SVC. Poleg izbire jedra implementacija vse-
buje tudi regularizacijo in s tem regularizacijski parameter, ki dolocˇa vpliv
le te. Glede na izbiro jedra ima metoda lahko tudi dodatne parametre [8].
Slika 2.1: Primer optimalne hiperravnine v prostoru atributov. Modre pike
so ucˇni primeri, ki pripadajo prvemu razredu, rdecˇe pike pa drugemu.
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2.1.3 Nakljucˇni gozdovi
Osnovna ideja metode nakljucˇnih gozdov je, da zgenerira vecˇ modelov odlocˇit-
venih dreves. Za klasifikacijo posameznega primera se nato uporabi metoda
glasovanja - vsako odlocˇitveno drevo prispeva en glas razredu, v katerega kla-
sificira primer. Klasifikator nakljucˇnih gozdov nato izbere razred z najvecˇ gla-
sovi. Za razliko od klasicˇne metode odlocˇitvenih dreves se pri nakljucˇnih goz-
dovih pri izboru atributov v vsakem vozliˇscˇu posamicˇnega drevesa uposˇteva
le nakljucˇno zbrana podmnozˇica vseh atributov. Z metodo nakljucˇnih goz-
dov zmanjˇsamo varianco odlocˇitvenih dreves. Spada med najboljˇse algoritme
strojnega ucˇenja [6].
Knjizˇnica scikit-learn implementira nakljucˇne gozdove v razredu
RandomForestClassifier. Implementacija namesto glasovanja rezultate po-
samicˇnih odlocˇitvenih dreves zdruzˇi s povprecˇenjem verjetnosti za vse ra-
zrede. Torej namesto, da posamicˇno drevo glasuje za en sam razred, uposˇte-
vamo verjetnosti vseh razredov, ki jih napove to drevo [8]. Pri tem modelu
lahko nastavljamo veliko parametrov. Najpomembnejˇsa sta sˇtevilo zgeneri-
ranih odlocˇitvenih dreves in najvecˇja velikost nakljucˇne podmozˇice atributov,
ki bodo obravnavani za vsako vozliˇscˇe posamicˇnega drevesa. Nastavimo lahko
tudi vecˇ parametrov za preprecˇitev gradnje prekompleksnih dreves. Primer
takega parametra je najvecˇja globina posamicˇnega zgeneriranega drevesa.
2.1.4 Zlaganje vecˇih modelov
Zlaganje [9] spada med metode zdruzˇevanja modelov strojnega ucˇenja. Zdruzˇimo
jih tako, da zgradimo novo ucˇno mnozˇico, kjer vsak model predstavlja atri-
but, njegove vrednosti pa so napovedi modela. Tu lahko uporabimo dejanske
vrednosti napovedanih razredov ali pa njihove verjetnosti. Poizkusili bomo
oba pristopa. Razredni atribut pridobimo s prvotne ucˇne mnozˇice. Nato
lahko nad novo pridobljeno ucˇno mnozˇico uporabimo poljubno metodo stroj-
nega ucˇenja. Zˇelimo, da koncˇni zdruzˇeni model v napovedovanju premaga
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vsakega posamicˇnega, ki je del njega. V nasˇem primeru bomo z logisticˇno
regresijo zdruzˇili vse do sedaj opisane metode, torej logisticˇno regresijo, SVM
in nakljucˇne gozdove.
2.1.5 Vecˇinski klasifikator
Vecˇinski klasifikator vedno napove isti razred in sicer tistega, ki se v podat-
kovni mnozˇici najpogosteje pojavi. Uporablja se le za primerjavo z ostalimi
klasifikatorji. Njegove ocene predstavljajo spodnjo mejo, ki jo morajo prema-
gati vsi koristni klasifikatorji. V scikit-learn je implementiran kot del razreda
DummyClassifier.
2.2 Metode za izbiro parametrov ter ocenje-
vanje modelov
Izbiro parametrov ter ocenjevanje modelov smo za neprofesionalne tekme
izvedli po naslednjem postopku:
1. Izbor 1000 nakljucˇnih tekem (25% celotne mnozˇice) za koncˇno testira-
nje (testna mnozˇica). Preostalim 3000 recˇemo ucˇna mnozˇica.
2. Izbira parametrov modelov z uporabo mrezˇnega iskanja na podlagi ocen
10-kratnega precˇnega preverjanja nad ucˇno mnozˇico.
3. Izvedba koncˇnega testiranja pridobljenih modelov nad testno mnozˇico.
Za profesionalne tekme si taksˇnega postopka ne moremo v celoti privosˇcˇiti,
saj je sˇtevilo primerov majhno (300). Zaradi tega naredimo dve prilagoditvi:
1. Izbira parametrov in testiranje potekata nad vsemi podatki. Za zmanjˇsanje
mozˇnosti pretiranega prilagajanja uporabimo mrezˇno iskanje na pod-
lagi rezultatov metode izlocˇi enega (angl. leave-one-out).
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2. Cˇe dobimo vecˇ modelov z zelo podobnimi rezultati, izberemo prepro-
stejˇsega (npr. tistega z najvecˇjim vplivom regularizacije). S tem doda-
tno zmanjˇsamo mozˇnost pretiranega prilagajanja.
2.2.1 Metrike za ocenjevanje ucˇenja
Za ocenjevanje posameznega koraka precˇnega preverjanja in koncˇno testiranje
smo uporabili dve metriki in sicer klasifikacijsko tocˇnost (CA) in povrsˇino pod
krivuljo AUC.
Klasifikacijska tocˇnost (CA)
Klasifikacijska tocˇnost je najbolj preposta in intuitivna metrika za ocenjava-
nje klasifikacije. Pove nam delezˇ pravilno klasificiranih primerov:
CA =
Np
N
N je sˇtevilo vseh klasificiranih primerov, Np pa sˇtevilo pravilno klasificiranih
primerov [6]. Za podatke z neuravnotezˇeno razredno porazdelitvijo klasifi-
kacijska tocˇnost ni dobra mera. V nasˇem primeru je razredna porazdelitev
precej uravnovesˇena.
Povrsˇina pod krivuljo (AUC)
Mera AUC je poleg CA najbolj popularna metrika za ocenjevanje binarnih
klasifikatorjev. Predstavlja povrsˇino pod ROC (Receiver operating charac-
teristic) krivuljo [3]. Primerom ucˇne mnozˇice glede na vrednost razrednega
atributa pravimo pozitivni ali negativni. Povrsˇina pod ROC krivuljo nam
pove verjetnost, da bo klasifikator nakljucˇnemu pozitivnemu primeru napo-
vedal viˇsjo verjetnost za pozitivni razred kot nakljucˇnemu negativnemu pri-
meru. Za razliko od CA je mera neodvisna od razredne porazdelitve. Vecˇinski
klasifikator dobi AUC oceno 0.5, idealni klasifikator pa oceno 1. Za ocene
nasˇih modelov zato pricˇakujemo vrednosti med tema dvema ekstremoma [6].
16 POGLAVJE 2. UPORABLJENE METODE
2.2.2 Precˇno preverjanje
Precˇno preverjanje je metoda s katero za ucˇenje modelov in njihovo testiranje
uporabimo vse podatke. V nasˇem primeru bomo uporabili k -kratno precˇno
preverjanje, kjer primere ucˇne mnozˇice najprej razdelimo na k delov [6]. Nato
za vsakega od k delov ucˇne mnozˇice naredimo naslednje:
1. Izbrani del uporabimo kot testno mnozˇico
2. Nad ostalimi deli mnozˇice naucˇimo model strojnega ucˇenja ter ga oce-
nimo na testni mnozˇici.
Ocene vseh k modelov za pridobitev koncˇne ocene preprosto povprecˇimo.
Omenjenjena je bila tudi metoda izlocˇi enega (angl. leave-one-out). Ta
metoda je posebni primer k -kratnega precˇnega preverjanja, kjer je k = n,
pri cˇemer je n sˇtevilo vseh primerov v ucˇni mnozˇici. Torej je ob vsakem
koraku metode izlocˇi enega velikost testne mnozˇice 1, velikost ucˇne pa n-
1. Ta pristop je koristen, kadar imamo manjˇse sˇtevilo primerov. Za velike
podatkovne mnozˇice bi namrecˇ gradnja n modelov trajala predolgo cˇasa [6].
V scikit-learn je precˇno preverjanje implementirano v razredih KFold in
LeaveOneOut, kot bljizˇnica pa obstaja tudi prirocˇna funkcija cross validation [8].
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2.2.3 Mrezˇno iskanje optimalnih parametrov
Parametre, ki niso direktno naucˇeni med izvajanjem algoritma strojnega
ucˇenja (npr. vpliv regularizacije) lahko dolocˇimo tako, da poizkusimo vecˇ
kombinacij le teh ter vsako kombinacijo ocenimo glede na rezultate precˇnega
preverjanja. Temu preprostemu postopku pravimo mrezˇno iskanje [8].
V nasˇem primeru bomo uporabili najbolj osnoven tip mrezˇnega iskanja,
kjer vse kombinacije parametrov, ki naj jih algoritem preizkusi, navedemo
sami. Knjizˇnica scikit-learn ima tocˇno v ta namen implementiran razred
GridSearchCV [8]. Poleg kombinacij parametrov lahko podamo tudi para-
metre precˇnega preverjanja in funkcijo, ki se bo uporabila za ocenjevanje
posamicˇnega koraka precˇnega preverjanja. Za neprofesionalne tekme smo
uporabili 10-kratno precˇno preverjanje, za profesionalne tekme pa metodo
izlocˇi enega. Za ocenjevanje smo uporabili CA.
2.3 Ocenjavanje atributov
Poleg gradnje in ocenjavanja klasifikatorjev zˇelimo najti pomembne atribute
z velikim vplivom na izid tekme. Vpliv vsakega atributa je mogocˇe oceniti z
merami za ocenjevanje atributov.
Uporabili smo eno izmed preprostejˇsih mer ocenjavanja atributov: in-
formacijski prispevek. Kot pove ime, mera temelji na kolicˇini informacije.
Vpeljimo notacije:
n - sˇtevilo ucˇnih primerov,
nk. - sˇtevilo ucˇnih primerov iz razreda rk,
n.j - sˇtevilo ucˇnih primerov z j-to vrednostjo danega atributa A,
nkj - sˇtevilo ucˇnih primerov iz razreda rk in z j-to vrednostjo danega
atributa A.
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Vpeljimo naslednje delezˇe:
pkj = nkj/n
pk. = nk./n
p.j = n.j/n
Vpeljimo naslednje entropije:
HR = −
∑
k
pk. log pk.
HA = −
∑
k
p.j log p.j
HRA = −
∑
k
∑
j
pkj log pkj
Informacijski prispevek atributa A je definiran kot prispevek informacije atri-
buta k dolocˇitvi vrednosti razreda[6]:
Gain(A) = HR + HA −HRA
Vrednost razredne entropije HR je za vse atribute enaka. Bolj kot je
razredna porazdelitev ucˇne mnozˇice enakomerna, vecˇja bo vrednost te entro-
pije. HA predstavlja entropijo vrednosti danega atributa. Torej je odvisna
od porazdelitve vrednosti atributa A v ucˇni mnozˇici. HRA pa je entropija
produkta dogodkov razred-vrednost atributa. Ta entropija nam pove, kaksˇna
je ob locˇitvi ucˇne mnozˇice glede na mozˇne vrednosti danega atributa A, ra-
zredna porazdelitev podmnozˇic.
Informacijski prispevek v osnovni obliki deluje le nad diskretnimi atri-
buti [6]. Ker v nasˇem primeru delamo z zveznimi atributi, je te pred izracˇunom
informacijskega prispevka potrebno pretvoriti v diskretne. Eden od pristopov
je, da vrednosti zveznega atributa razdelimo na dva dela, mejo pa postavimo
tako, da bo informacijski prispevek atributa najvecˇji.
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Mera ima dve slabosti. Prva je, da precenjuje vecˇvrednostne atribute.
V nasˇem primeru se lahko temu problemu z zgoraj opisano diskretizacijo
izognemo. Druga slabost informacijskega prispevka je njegova kratkovidnost.
Nekateri atributi so pomembni sˇele, ko jih gledamo v kombinaciji z drugimi
atributi. Te interkacije informacijski prispevek ne uposˇteva [6].
Uporabili smo implementacijo informacijskega prispevka v orodju Orange.
Orange je odprtokodno orodje za vizualizacijo ter podatkovno analizo [1].

Poglavje 3
Podatki
V tem poglavju opiˇsemo kje in kako smo pridobili podatke ter kako smo jih
obdelali v obliko, ki je primerna za strojno ucˇenje.
3.1 Neprofesionalne tekme
Za pridobivanje neprofesionalnih tekem smo uporabili paket RiotWatcher 1.
Paket nudi funkcije v programskem jeziku Python za pridobivanje podatkov
z uradne spletne knjizˇnice Riot Games API for League of Legends2. Funkcije
vrnejo normalne slovarje programskega jezika Python. Glavne funkcije, ki
smo jih uporabili za pridobivanje podatkov, so opisane v tabeli 3.1. Primer
uporabe paketa v interaktivni konzoli programskega jezika Python:
from r io twatche r import RiotWatcher
watcher = RiotWatcher (RIOT GAMES API ID)
match id = 2381146548
p r i n t ( watcher . get match ( match id ) )
{u ’ queueType ’ : u ’RANKED SOLO 5x5’ , . . . }
1http://github.com/pseudonym117/Riot-Watcher
2https://developer.riotgames.com
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Tabela 3.1: Uporabljene funkcije RiotWatcher.
ime funkcije vhodni podatki izhodni podatki
get matchlist identifikacijska sˇtevilka igralca zgodovina tekem
get match identifikacijska sˇtevilka tekme podrobnosti tekme
get stats identifikacijska sˇtevilka igralca celoletne agregirane statistike igralca
Za zacˇetek smo potrebovali nekaj identifikacijskih sˇtevilk igralcev. Pridobili
smo jih z javno dostopne lestvice najboljˇsih igralcev. S funkcijo get matchlist
smo nato pridobili zgodovino zadnjih 15 tekem vsakega igralca. Ker s tem sˇe
nismo imeli dovolj podatkov za nadaljevanje smo uporabili metodo get match
za podrobnosti vsake posamicˇne tekme. Za zgodovinske agregirane stati-
stike vsakega posamicˇnega igralca, ki je sodeloval v tej tekmi, smo uporabili
sˇe funkcijo get stats. Za vse udelezˇence ene tekme smo s tem pridobili
tudi njihove identifikacijske sˇtevilke. Z novo pridobljenimi identifikacijskimi
sˇtevilkami smo nato lahko celoten opisan postopek ponovili ter tako prido-
bili nove tekme. Seveda smo se morali prepricˇati, da nismo vecˇkrat pridobili
podatke o istih tekmah. Na tak nacˇin smo pridobili podatke za 4000 tekem.
Opisan postopek predstavlja glavni del spisane Python skripte3. Ta vsebuje
veliko obravnavanja mozˇnih napak, saj se je program moral zaradi omejitve
sˇtevila klicev spletne knjizˇnice izvajati vecˇ dni zapored.
3http://github.com/simejanko/diplomska-lol/blob/master/get_data.py
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3.1.1 Gradnja ucˇne mnozˇice
Za pridobitev urejene ucˇne mnozˇice smo morali prvotne podatke sˇe kar precej
obdelati. V ta namen smo spisali Python skripto4, ki opravi to nalogo.
Primeri v ucˇni mnozˇici so neprofesionalne tekme. Za vsakega udelezˇenca
dane tekme imamo agregirane celoletne statistike. Pomembnejˇsi primeri ta-
kih statistik:
• sˇtevilo odigranih tekem: dober pokazatelj izkusˇenosti ter koristen za
zdruzˇevanje z drugimi atributi,
• sˇtevilo zmag,
• sˇtevilo ubojev: kolikokrat je igralec skozi celo leto uspesˇno ubil naspro-
tnikovega heroja,
• sˇtevilo smrti,
• sˇtevilo asistenc: kolikokrat je igralec skozi celo leto pomagal pri uboju
nasportnikovega heroja.
Najprej se moramo prepricˇati, da statistike igralcev zajemajo le stanje, kakrsˇno
je bilo pred dano tekmo. Le tako namrecˇ lahko kasneje resnicˇno ovrednotimo
modele strojnega ucˇenja. Pri prvem koraku obdelave podatkov smo torej
od celoletnih statistik igralcev odsˇteli statistike vseh tistih tekem, ki so se
zgodile po trenutno opazovani tekmi. Pri vseh tekmah imamo tudi podatek
o cˇasu zacˇetka, zato ni bilo tezˇko najti novejˇsih tekem.
Poleg celoletnih statistik imamo za vsakega udelezˇenca tudi podatke o
zadnjih desetih tekmah, odigranih pred opazovano tekmo. Drugi korak ob-
delave podatkov je torej izracˇun agregiranih statistik za teh deset tekem.
S tem pridobimo sˇe informacije o tem kako dobro je sˇlo igralcu v blizˇnji
preteklosti.
4http://github.com/simejanko/diplomska-lol/blob/master/atribute_
extraction_relative_attrs.py
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Vsak igralec sam izbere heroja, ki ga bo igral. Na tabeli 1.1 opazimo, da
so si heroji med seboj zelo razlicˇni. To pomeni, da igralcu dolocˇeni heroji
bolj lezˇijo, kot drugi. To prikazuje slika 3.1. Ker izbire herojev poznamo
preden se tekma zacˇne, lahko to informacijo izkoristimo. Celoletne statistike
igralca lahko pridobimo le za dolocˇenega heroja. Prav tako lahko pridobimo
zadnjih 10 tekem (cˇasovno pred opazovano tekmo), v katerih je igralec igral
enakega heroja kot pri opazovani tekmi.
Slika 3.1: Povprecˇni delezˇi zmag najbolj igranih herojev in standardni od-
kloni. Za vsakega igralca smo dobili pet herojev, ki jih je igral najvecˇkrat.
Nato smo izracˇunali delezˇe zmag tega igralca, ko je igral vsakega od pe-
tih herojev in jih razporedili od najvecˇjega do najmanjˇsega. Dobljenih pet
vrednosti vseh igralcev smo nato povprecˇili in dobili zgornje vrednosti in
standardne odklone.
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Da povzamemo, po do sedaj opisanih korakih imamo agregirane statistike
igralcev, izracˇunane v sˇtirih razlicˇnih obdobjih ter pogojih:
• od zacˇetka sezone do opazovane tekme (celoletne),
• 10 tekem pred opazovano tekmo,
• od zacˇetka sezone do opazovane tekme za izbranega heroja (celoletne),
• 10 tekem pred opazovano tekmo z izbranim herojem.
V naslednjem koraku obdelave podatkov zdruzˇimo atribute, kjer je to smi-
selno. Nekateri primeri zdruzˇevanj so navedeni spodaj.
• Skoraj vse statistike je smiselno deliti s sˇtevilom odigranih tekem (npr.
bolj informativen kot sˇtevilo zmag je delezˇ zmag).
• Namesto ubojev, smrti in asistenc uporabimo v domenah videoiger
dobro poznano KDA razmerje:
KDA = (uboji + asistence)/smrti (3.1)
• Uboje in asistence lahko zdruzˇimo tudi kot sodelovanje igralca pri ubo-
jih (angl. kill participation), ki je za eno tekmo izracˇunano po naslednji
enacˇbi:
KP = (uboji + asistence)/uboji celotne ekipe (3.2)
V poglavju 1.1 smo zˇe omenili, da en igralec pripada rdecˇi ali modri ekipi.
Namesto atributov vsakega posameznega igralca je torej smiselno, da izracˇunamo
atribute vsake ekipe. Prej pridobljene atribute preprosto povprecˇimo med
petimi igralci, ki pripadajo isti ekipi.
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Podatke, pridobljene pri prejˇsnjem koraku, bi zˇe lahko uporabili za ucˇenje.
Vendar v resnici nas bolj kot absolutne agregirane statistike za vsako po-
samicˇno ekipo zanimajo relativne vrednosti. Te izracˇunamo tako, da sorodne
atribute obeh ekip odsˇtejemo. Vsak atribut torej predstavlja razliko neke sta-
tistike med modro in rdecˇo ekipo. Vse pridobljene atribute smo normalizirali
tako, da so njihove vrednosti na intervalu [−1, 1].
Koncˇno sˇtevilo atributov je 50 (tabela A.2). Za strojno ucˇenje manjkata
le sˇe razredni atribut ter zapis podatkov v primernem formatu. Prvega pre-
prosto pridobimo iz podatkov opazovane igre in lahko zaseda vrednosti modra
ali rdecˇa. Podatke pa smo se odlocˇili zapisati v zapisu, kjer so vrednosti med
seboj locˇene s tabulatorjem.
3.1.2 Ekipna kompozicija
Pokazali smo zˇe, da igralcem nekateri heroji bolj lezˇijo kot drugi. Neka-
teri heroji pa tudi v splosˇnem veljajo za mocˇnejˇse. To opazimo tudi s slike
3.2. Poleg tega so tudi dolocˇene kombinacije herojev v ekipi mocˇnejˇse kot
druge. Razmerja mocˇi herojev se lahko spreminjajo z vsako posodobitvijo
igre, ki se obicˇajno zgodi na vsaka dva tedna, zato izracˇun mocˇi herojev iz
celoletnih statistik vseh igralcev ne pride v uposˇtev. Ker je v igri na izbiro
vecˇ kot 100 herojev, nasˇih 4000 tekem ne bo dovolj za zanesljiv izracˇun teh
statistik (nekateri heroji so redko igrani), poleg tega pa za pravicˇne ocene
napovedi v vsakem primeru nocˇemo uporabiti istih iger, ki jih bomo kasneje
napovedovali.
Zaradi vseh teh razlogov smo pridobili locˇeno mnozˇico tekem pri katerih so
nas zanimali le izbrani heroji ter zmagovalci. Ostalih statistik za te igre nismo
potrebovali, kar je bistevno znizˇalo sˇtevilo klicev spletne knjizˇnice in nam
omogocˇilo pridobiti 150.000 tekem, ki so se zgodile pred prej pridobljenimi
4000 tekmami. Na podlagi teh tekem smo nato izracˇunali delezˇe zmag vseh
herojev. Na ta nacˇin je pridobljena slika 3.2. Sˇli smo sˇe korak dlje ter
izracˇunali delezˇe zmag vseh pojavljenih kombinacij herojev (pari, trojke, ...).
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Za vsako ekipo od prej pridobljih 4000 tekem smo nato na podlagi teh
izracˇunov pridobili pet atributov: povprecˇni delezˇ zmag izbranih herojev
ekipe, povprecˇni delezˇ zmag izbranih parov herojev ekipe, ..., povprecˇni delezˇ
zmag izbrane celotne ekipne kompozicije (pet herojev). Tudi te atribute smo
spremenili v pet relativnih atributov, ki so bili dodani prvotnim. Skupno
sˇtevilo atributov ucˇne mnozˇice po tej transformaciji je bilo potem 55.
Slika 3.2: Trije najviˇsji (modra barva) ter trije najnizˇji (rdecˇa barva) heroji
glede na delezˇ zmag. Izracˇunano na locˇenih podatkih 150.000 tekem za vecˇjo
zanesljivost.
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3.2 Profesionalne tekme
Spletna knjizˇnica, ki smo jo uporabili za pridobivanje neprofesionalnih te-
kem, ne vkljucˇuje dostopa do profesionalnih tekem. Poslednicˇno smo se mo-
rali zatecˇi k filtriranju vsebin spletnih strani, ki vsebujejo rezultate tekem.
Odlocˇili smo se za popularno spletno stran Gamepedia5. Na strani so v dokaj
cˇisti tabelaricˇni obliki objavljeni rezultati, statistike in cˇasovne znamke po-
samicˇnih tekem iz razlicˇnih tekmovanj. Omejili smo se na najbolj prestizˇno
korejsko ligo: League Champions Korea. Izmed vseh lig, ki se odvijajo v po-
samicˇnih regijah sveta, ravno ta velja za najboljˇso. Pridobivanje tekem smo
s pomocˇjo ogrodja Scrapy6 implementirali kot programskega pajka7. Scrapy
je odprtokodno Python ogrodje za pridobivanje podatkov s spletnih strani.
Pajek na spletni strani poiˇscˇe tabele, ki predstavljajo posamicˇne tekme. Ko
tako tabelo najde iz nje iz ustreznih okenc prebere razlicˇne statistike ter jih
zapiˇse v datoteko v zapisu JSON. Na tak nacˇin smo pridobili podatke za 300
profesionalnih tekem.
5http://gamepedia.com
6http://scrapy.org/
7http://github.com/simejanko/diplomska-lol/tree/master/scrap_esports_
data/scrap_esports_data
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3.2.1 Gradnja ucˇne mnozˇice
Za pridobitev urejene ucˇne mnozˇice je bilo potrebno prvotne podatke dodatno
obdelati. V ta namen smo spisali Python skripto8, ki opravi to nalogo.
Primeri v ucˇni mnozˇici so profesionalne tekme. Delno je procesiranje
profesionalnih tekem zelo podobno procesiranju neprofesionalnih (obicˇajnih)
tekem:
• Za vsako tekmo moramo uposˇtevati le statistike ekip, ki so bili znane
preden se je ta tekma odvila. Le tako lahko kasneje resnicˇno ovredno-
timo model.
• Poleg statistik za celotno znano zgodovino ekipe locˇeno izracˇunamo tudi
statistike za zadnjih nekaj (4) tekem. S tem pridobimo informacijo o
nedavni pripravljenosti ekipe.
• Na podlagi preteklih tekem v katerih so igralci izbrali enake heroje kot
za dano tekmo, izracˇunamo dodatne statistike.
• Zdruzˇimo atribute, kjer je to primerno.
• Namesto locˇenih atributov za vsako ekipo, uporabimo relativne atri-
bute.
• Atribute normaliziramo tako, da so njihove vrednosti na intervalu [−1, 1].
Opazimo, da atribute igralcev, ki pripadajo enaki ekipi, tu nismo povprecˇili.
Pri profesionalnih tekmah imamo namrecˇ tudi informacijo o poziciji igralcev.
Razlike med vsemi pozicijami smo opisali v poglavju 1.1. Pri profesionalnih
tekmah en igralec obicˇajno vedno igra enako pozicijo. Torej bomo namesto
povprecˇnih atributov igralcev gledali atribute vsake pozicije posebaj.
8http://github.com/simejanko/diplomska-lol/blob/master/scrap_esports_
data/atribute_extraction_esports.py
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Pri profesionalnih tekmah lahko izkoristimo sˇe dejstvo, da sta se 2 ekipi v
preteklosti lahko zˇe srecˇali. Iz preteklih srecˇanj ekip izracˇunamo sˇe en nabor
statistik. V primeru, da je dana tekma prvo srecˇanje dveh ekip, uporabimo
smiselne privzete vrednosti (npr. za delezˇ zmag bi bila smislna vrednost
50%). Koncˇno sˇtevilo atributov profesionalih tekem je 82. Vse atribute
navaja tabela A.4.
Poglavje 4
Analiza podatkov
Kljub temu, da je glavni cilj diplomske naloge napovedovanje izzidov iger,
pridobiljeni podatki ponujajo prilozˇnost za dodatno kratko analizo. Nepro-
fesionalne tekme, ki smo jih pridobili so v bistvu oddigrane v zvrsˇcˇevalnem
nacˇinu igre. To pomeni, da igra vsekega igralca glede na njegov uspeh zvrsti
v eno izmed sedmih lig. Najslabsˇa liga je imenovana Bronze, najboljˇsa pa
Challenger. Vredno je omeniti, da mora igralec, preden je lahko razvrsˇcˇen,
oddigrati kar veliko tekem (povprecˇno 500) v nezvrsˇcˇevalnem (normalnem)
nacˇinu igre. To pomeni, da med razvrsˇcˇenimi igralci ni zacˇetnikov. Ker
smo pridobili podatke za tekme vseh lig, z analizo v tem poglavju zˇelimo
primerjati povprecˇne statistike igralcev, ki pripadajo posamicˇnim ligam ter
prikazati zanimivejˇse vizualizacije. Zˇelimo odkriti vplivne statistike, ki bi jih
igralci nizˇjih lig lahko izboljˇsali brez ogromnega napora. Ta analiza za samo
napovedovanje iger ne predstavlja koristi, saj se v igrah, ki jih napovedujemo,
med seboj spopadajo igralci enakih lig.
Napisali smo locˇen program1 za pridobivanje atributov, ki zapiˇse v vsako
vrstico statistike in ligo enega igralca. Sˇtevilo zapisanih igralcev je priblizˇno
40.000. Za filtriranje in racˇunanje povprecˇij smo uporabili knjizˇnico NumPy,
1http://github.com/simejanko/diplomska-lol/blob/master/good_player_
analysis/atribute_extraction.py
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za vizualizacijo pa knjizˇnico matplotlib.
Slika 4.1: Povprecˇno sˇtevilo odigranih tekem v obdobju od januarja do junija
leta 2016. Vsak stolpec predstavlja povprecˇno vrednost za eno ligo.
Rezultati s slike 4.1 so vecˇinoma zelo pricˇakovani. Boljˇsi igralci igrajo
pogostoje. Zanimiv je padec vrednosti v zadnjih dve ligah. Tu najdemo le
pesˇcˇico igralcev. V ligi Master je 0.06% igralcev, v Challenger pa 0.01%
igralcev . Tu je govora o porazdelitvi vseh igralcev2 in ne le teh, ki smo jih
zbrali. V nasˇih podatkih smo med 40.000 igralci uspeli zbrati priblizˇno 1000
igralcev iz najviˇsjih dveh lig, kar tudi predstavlja vse igralce v teh dveh ligah
na strezˇniku s katerega smo dobili podatke (zahodno-evropejeski strezˇnik).
Problem, ki ga predstavlja tako nizko sˇtevilo igralcev, je cˇas cˇakanja na novo
tekmo. Igra poizkusˇa za eno tekmo najti igralce v enakih/podobnih ligah. Za
2http://na.op.gg/statistics/tier
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igralce najviˇsjih dveh lig to pomeni od 15 do 30 minut cˇakanja na novo tekmo,
vcˇasih pa je cˇakalni cˇas tudi do 60 minut. Zaradi tega razloga se nekateri
igralci odlocˇajo za igranje z drugimi uporabniˇskimi racˇuni, kjer lahko igrajo
v nekoliko nizˇjih ligah. Temu bi torej lahko prepisali padec vrednosti zadnjih
dveh lig na grafu 4.1.
Slika 4.2: Povprecˇno sodelovanje pri ubojih, ki smo ga izracˇunali po enacˇbi
3.2.
Na sliki 4.2 opazimo, da igralci viˇsjih lig sodelujejo pri vecˇjem delezˇu
ubojev svoje ekipe. To pomeni, da se igralci viˇsjih lig vecˇ cˇasa premikajo v
skupinah namesto, da igra vsak po svoje.
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Slika 4.3: Povprecˇno sˇtevilo postavljenih in unicˇenih razsvetljevalcev na mi-
nuto.
Najbolj zanimiv rezultat pokazˇe slika 4.3, saj so razlike med ligami ve-
like, hkrati pa predstavlja dve statistiki, za izboljˇsavo katerih igralci nizˇjih
lig ne bi potratili veliko cˇasa. Statistiki predstavljata kolicˇino odkrivanja
informacij nasprotnika ter skrivanja svojih informacij. Ta koncept in objekt
razsvetljevalca smo opisali v poglavju 1.1.
V nizˇjih ligah igralci nocˇejo investirati pridobljene igralne valute za do-
datne razsvetljevalce ali pa za unicˇenje nasprotnikovih, cˇeprav so relativno
zelo poceni. Zgodi se tudi, da pozabijo izkoristiti razsvetljevalce, ki so jim
dani zastonj. V vsakem primeru poviˇsanje teh dveh statistik za igralce nizˇjih
lig ne bi bila zahtevna naloga.
Poglavje 5
Rezultati
Nad podatki opisanimi v poglavju 3 smo izvedli metode opisane v poglavju
2. V tem poglavju predstavimo in analiziramo rezultate teh metod.
5.1 Neprofesionalne tekme
Rezultate neprofesionalnih tekem smo primerjali z rezultati solezˇnih metod,
ki so bile uporabljene v obstojecˇem cˇlanku opisanem v poglavju 1.2. Rezul-
tate prikazuje tabela 5.1.
Tabela 5.1: Rezultati strojnega ucˇenja za napoved izida neprofesionalnih
tekem. Metrike so bile izracˇunane na testni mnozˇici. ∆CA predstavlja pri-
merjavo z rezultati solezˇnih metod z obstojecˇega cˇlanka [4].
metoda strojnega ucˇenja AUC CA ∆CA
Vecˇinski klasifikator 0.5 50,89% /
Logisticˇna regresija 0.7022 64.13% +2.94%
SVM 0.7019 64.33% +2.14%
Nakljucˇni gozdovi 0.6906 64.92% +2.54%
Zlaganje 0.7031 65.22 % +0.41%
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Vsi testirani modeli (z ocˇitno izjemo vecˇinskega klasifikatorja) so po oce-
nah zelo blizu. Najbolje je ocenjena metoda zlaganja, od posamicˇnih metod
pa so po klasifikacijski tocˇnosti najbolje ocenjeni nakljucˇni gozdovi, po AUC
pa logisticˇna regresija. Dobili smo malenkost boljˇse rezultate od obstojecˇega
cˇlanka, kjer je prav tako najbolje ocenjena metoda zlaganja. Razlika je, da
so z zlaganjem zdruzˇili pet klasifikatorjev [4].
Za logisticˇno regresijo smo izrisali tudi ucˇno krivuljo na sliki 5.1. Ucˇna kri-
vulja je koristna in intiutivna metoda za analizo rezultatov strojnega ucˇenja.
Z nje lahko do neke mere razberemo, cˇesa se lotiti ali cˇesa se ne lotiti, cˇe
zˇelimo izboljˇsati natancˇnost modela. Pridobimo jo tako, da eno metodo
strojnega ucˇenja uporabimo in ocenimo pri razlicˇnih velikostih ucˇne mnozˇice.
Zacˇnemo z majhnim sˇtevilom ucˇnih primerov, koncˇamo pa ko smo uporabili
celotno ucˇno mnozˇico. Pri vsakem koraku ocenimo natancˇnost modela nad
uporabljeno ucˇno mnozˇico in locˇeno testno mnozˇico, katero moramo dolocˇiti
pred opisanim postopkom.
Ko se blizˇamo uporabi celotne ucˇne mnozˇice na grafu 5.1 opazimo, da je
CA na testni in ucˇni mnozˇici skoraj enak. To pomeni, da nasˇ model ni preti-
rano prilagojen ucˇnim podatkom in da pridobivanje vecˇje mnozˇice podatkov
ne bi pripomoglo k natancˇnosti nasˇega modela. Za zviˇsanje natancˇnosti bi
morali torej razmiˇsljati o spremembi obstojecˇih atributov ali o dodajanju
novih.
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Slika 5.1: Ucˇna krivulja logisticˇne regresije. Vrednosti na abcisi predstavljajo
sˇtevilo primerov uporabljenih pri strojnem ucˇenju, na ordinati pa natancˇnost
naucˇenega modela. Zelena cˇrta predstavlja natancˇnost izracˇunano na ucˇni
mnozˇici, modra cˇrta pa na testni mnozˇici. Uporabili smo testno mnozˇico, ki
smo jo pridobili pri postopku opisanem v poglavju 2.2.
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Tabela 5.2: Atributi neprofesionalnih tekem z naviˇsjim informacijskim pri-
spevkom. Imena atributov so podana za eno ekipo. Koncˇni atributi so po
postopku opisanem v poglavju 3 odsˇteti med ekipama (relativna vrednost).
atribut inf. prispevek
Povprecˇna liga igralcev 0.044
Delezˇ zmag parov herojev (atr. kompozicije - 3.1.2) 0.011
Delezˇ zmag posamicˇnih herojev (atr. kompozicije - 3.1.2) 0.011
Povprecˇni KDA (formula 3.1) z izbranim herojem 0.009
Povprecˇno sˇt. unicˇenih zgradb na igro 0.009
V tabeli 5.2 je opazno napomembnejˇsi atribut povprecˇna liga igralcev.
Cˇeprav igra poizkusˇa za eno tekmo najti igralce, ki so v enakih ligah, to ni
vedno izvedljivo, saj igralci na novo tekmo nocˇejo cˇakati predolgo cˇasa. Zato
se pojavijo razlike v povprecˇni ligi obeh ekip. Porazdelitev te razlike prikazuje
slika 5.2. Opazimo, da obstajajo celo tekme, kjer je razlika povprecˇne lige
med ekipama 1. Tu gre najbrzˇ za sˇum, saj pri dolocˇenih tekmah nismo
morali pridobiti lige za vse pristojne igralce, zato ekipno povprecˇje ni vedno
predstavljeno z vsemi petimi cˇlani. Primer so tekme z igralci, ki sˇe niso
uvrsˇcˇeni v nobeno ligo. Igralec ligi namrecˇ pripada sˇele po prvih desetih
odigranih tekmah v zvrsˇcˇevalnem nacˇinu igre (angl. ranked mode).
Pomembna sta tudi prva dva od petih atributov ekipne kompozicije opi-
sanih v poglavju 3.1.2. Tudi za delezˇe zmag trojk herojev je informacijski
prispevek relativno visok (0.006), pri daljˇsih kombinacijah ekipne kompozi-
cije pa precej pade.
Da je razmerje KDA med najbolje ocenjenimi atributi nas ne presenti,
saj je dober pokazatelj mehanicˇnih sposobnosti igralca. Povprecˇno sˇtevilo
unicˇenih zgradb pa je po drugi strani eden izmed pokazateljev ekipnega dela
ter strategije.
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Slika 5.2: Porazdelitev razlike povprecˇnih lig igralcev med ekipama.
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5.2 Profesionalne tekme
Rezultate profesionalnih tekem smo primerjali z rezultati solezˇnih metod, ki
so bile uporabljene za napoved neprofesionalnih tekem, na tabeli 5.1. Rezul-
tate prikazuje tabela 5.3.
Tabela 5.3: Rezultati strojnega ucˇenja za napoved izida profesionalnih tekem.
Metrike so bile izracˇunane na podlagi metode izlocˇi enega. ∆AUC in ∆CA
prestavljata primerjavo z rezultati solezˇnih metod na tabeli 5.1.
metoda strojnega ucˇenja AUC ∆AUC CA ∆CA
Vecˇinski klasifikator 0.5 0 55,03% +4.14%
Logisticˇna regresija 0.7115 +0.0093 69.80% +5.67%
SVM 0.7302 +0.0283 70.46% +6.13%
Nakljucˇni gozdovi 0.7255 +0.0319 70.81% +5.89%
Zlaganje 0.7343 +0.0312 71.14% +5.92%
Vsi testirani modeli (z ocˇitno izjemo vecˇinskega klasifikatorja) so po oce-
nah zelo blizu. Najbolje je ocenjena metoda zlaganja, od posamicˇnih metod
pa so po CA najbolje ocenjeni nakljucˇni gozdovi, po AUC pa SVM.
Nekoliko boljˇsi modeli so bili za profesionalne tekme pricˇakovani, saj so
tako kot pri drugih sˇportih dolocˇene profesionalne ekipe konsistentno boljˇse
od drugih, medtem ko pri neprofesionalnih tekmah igra tezˇi k temu, da med
seboj igrajo cˇimbolj enakovredni igralci.
Opazimo, da so profesionalne tekme nekoliko manj razredno uravnovesˇene.
Kar 55% tekem zmaga ekipa na modri strani. To nesorazmerje je na pro-
fesionalni sceni igre zˇe nekaj cˇasa dobro poznano [7]. Ena izmed bistevnih
razlik med modro in rdecˇo ekipo je izbira herojev. Prednost modre ekipe
pri izbiri herojev smo zˇe omenili v pogavlju 1.1. Manjˇse razlike se pojavijo
tudi na igralnem polju, a podrobna analiza tega ni cilj diplomske naloge.
Iz primerjave z neprofesionalnimi tekmami je jasno, da te manjˇse prednosti
vecˇinoma znajo izkoristiti le profesionalne ekipe.
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Tudi za profesionalne tekme smo izrisali ucˇno krivuljo na sliki 5.3. Za izris
te smo bili primorani uporabiti 100 primerov kot testno mnozˇico. Opazimo,
da bi potencialno lahko z pridobitvijo vecˇ primerov sˇe za malenkost zviˇsali
natancˇnost modela.
Slika 5.3: Ucˇna krivulja logisticˇene regresije za profesionalne tekme. Os x
predstavlja sˇtevilo primerov uporabljenih pri strojnem ucˇenju, y os pa na-
tancˇnost naucˇenega modela. Zelena cˇrta predstavlja natancˇnost izracˇunano
na ucˇni mnozˇici, modra cˇrta pa na testni mnozˇici.
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Tabela 5.4: Atributi profesionalnih tekem z naviˇsjim informacijskim prispev-
kom. Imena atributov so podana za eno ekipo. Koncˇni atributi so po po-
stopku opisanem v poglavju 3 odsˇteti med ekipama (relativna vrednost).
atribut inf. prispevek
KDA igralca na podporni poziciji (support) 0.135
KDA igralca na zgornji poziciji (top) 0.115
Delezˇ zmag ekipe 0.115
KDA igralca na nosilni poziciji (carry) 0.108
KDA igralca na srednji poziciji (middle) 0.108
Tudi pri profesionalnih igrah je KDA (enacˇba 3.1) pomemben atribut.
Lahko vidimo celo razporeditev pomembnosti pozicij. Ni presenecˇenje, da
je delezˇ zmag tu bolj informativen, kot pri neprofesionalnih igrah. Pri ne-
profesionalnih tekmah nam igra namrecˇ glede na nasˇe zmage daje vedno
mocˇnejˇse/slabsˇe nasprotnike, zato delezˇ zmag ne pomeni veliko.
Poglavje 6
Sklepne ugotovitve
Glavni cilj diplomskega dela je bilo oceniti uporabnost razlicˇnih tehnik stroj-
nega ucˇenja za napovedovanje izida League of Legends tekem. Za dosego
tega cilja smo pridobili podatke o tekmah ter izracˇunali znacˇilke, ki dobro
opiˇsejo igralce in so primerne za strojno ucˇenje. Nato smo nad pridoblje-
nimi podatki pognali vecˇ algoritmov strojnega ucˇenja: logisticˇno regresijo,
metode podpornih vektorjev in nakljucˇne gozdove. Vse tri metode so dosegle
primerljive napovedne tocˇnosti, najbolje pa se je odrezala metoda zlaganja
klasifikatorjev, ki zdruzˇuje napovedi vseh treh uporabljenih algoritmov.
Rezultate smo primerjali z rezultati iz nedavno objavljene sˇtudije [4] v ka-
teri poizkusˇajo napovedovati izide neprofesionalnih tekem. V primerjavi s to
sˇtudijo nasˇa ucˇna mnozˇica vsebuje veliko vecˇ atributov. Dodatne atribute v
precejˇsni meri predstavljajo statistike izracˇunane na nedavni zgodovini igral-
cev. Kljub dodatnim atributom smo izide tekem napovedovali le z malenkost
boljˇso natancˇnostjo, kjer je nasˇ najboljˇsi rezultat CA = 65.22% rahlo presegel
rezultat CA = 64.81% iz sˇtudije. Cˇlanek smo razsˇirili sˇe z napovedovanjem
profesionalnih tekem. Tehnike strojnega ucˇenja so nad tem tipom tekem do-
segle viˇsjo natancˇnost, naprimer CA = 71.14%. Omenimo naj, da sˇtudija [4]
ne analizira te vrste podatkov.
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Diplomsko nalogo bi lahko sˇe dodatno izboljˇsali oziroma razsˇirili. Za
profesionalne tekme smo s pomocˇjo ucˇne krivulje ugotovili, da bi z vecˇjo
ucˇno mnozˇico potencialno lahko sˇe nekoliko izboljˇsali napovedno natancˇnost.
Pri neprofesionalnih tekmah bi bilo zanimivo uposˇtevati kvaliteto internetne
povezave igralcev. Ta namrecˇ vpliva na odzivni cˇas igralca. Poleg tega pa
lahko vsaka odsotnost igralca zaradi tezˇav z internetno povezavo vpliva na
izid tekme. Zanimivo bi bilo tudi napovedovanje izida tekem po petih, desetih
in dvajsetih pretecˇenih minutah ter primerjava rezultatov.
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Dodatek A
Opis atributov
V tem dodatku navedemo in opiˇsemo atribute, ki smo jih uporabili pri na-
povedovanju izidov neprofesionalnih in profesionalnih tekem.
A.1 Neprofesionalne tekme
Vecˇina statistik pri neprofesionalnih tekmah se izracˇuna pod sˇtirimi razlicˇnimi
pogoji. To pomeni sˇtiri locˇene atribute. Da ne bomo vseh statistik vecˇkrat
nasˇtevali, smo navedbo atributov razdelili na tabelo pogojev atributov (A.1)
in tabelo atributov (A.2).
Tabela A.1: Opis pogojev atributov za neprofesionalne tekme. Vecˇino sta-
tistik na tabeli A.2 se izracˇuna pod vsakim zgornjim pogojem posebaj, kar
pomeni sˇtiri razlicˇne atribute.
pogoj opis
nedavno zadnjih 10 tekem igralca
celoletno celotna sezona igralca
nedavno z izbranim herojem zadnjih 10 tekem, kjer je igralec izbral enakega heroja
celoletno z izbranim herojem tekme celotne sezone, kjer je igralec izbral enakega heroja
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Tabela A.2: Atributi neprofesionalnih tekem. Vsi atributi so zvezni. Z izjemo
atributov ekipne kompozicije so opisane statistike za enega igralca. Koncˇni
atributi so povprecˇeni med igralci ter odsˇteti od atributov nasprotne ekipe.
Vecˇina atributov obstaja v sˇtirih razlicˇicah opisanih v tabeli A.1. Za atribute
kompozicije to ne velja.
opis atributa
razmerje sesˇtevka ubojev in asistenc ter smrti (KDA)
razmerje sodelovanja pri ubojih ekipe
delezˇ zmaganih tekem
sˇtevilo odigranih tekem
povprecˇno sˇtevilo ubitih nasprotnikovih posˇasti na tekmo
povprecˇno sˇtevilo ubitih nevtralnih posˇasti na tekmo
povprecˇno sˇtevilo unicˇenih zgradb na tekmo
povprecˇna kolicˇina pridobljenega denarja na tekmo
razmerje med storjenimi ter prejetimi tocˇkami sˇkode
liga igralca
koncˇna liga igralca v prejˇsnjem letu/sezoni
povprecˇno sˇtevilo postavljenih razsvetljevalcev na minuto igranja
povprecˇno sˇtevilo unicˇenih razsvetljevalcev na minuto igranja
povprecˇno sˇtevilo pridobljenih tocˇk izkusˇenj na minuto igranja
sˇtevilo tekem v katerih je bil igralec na enaki poziciji (nezanesljivo)
povprecˇni globalni delezˇ zmag izbranih herojev (ekipna kompozicija)
povprecˇni globalni delezˇ zmag izbranih parov herojev (ekipna kompozicija)
povprecˇni globalni delezˇ zmag izbranih trojk herojev (ekipna kompozicija)
povprecˇni globalni delezˇ zmag izbranih cˇetverk herojev (ekipna kompozicija)
globalni delezˇ zmag celotne izbrane kompozicije (ekipna kompozicija)
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A.2 Profesionalne tekme
Polovica statistik pri profesionalnih tekmah se izracˇuna pod tremi razlicˇnimi
pogoji. To pomeni tri locˇene atribute. Da ne bomo vseh statistik vecˇkrat
nasˇtevali, smo navedbo atributov razdelili na tabelo pogojev atributov (A.3)
in tabelo atributov (A.4). Druga polovica atributov, ki jim pravimo pozi-
cijski atributi, pa se poleg teh treh pogojev izracˇuna sˇe za vsako od petih
mozˇnih pozicij igralcev, ki so opisane v poglavju 1.1. Pozicijski atributi torej
obstajajo v petnajstih razlicˇicah.
Tabela A.3: Opis pogojev atributov za profesionalne tekme. Vecˇino statistik
na tabeli A.4 se izracˇuna pod vsakim zgornjim pogojem posebaj, kar pomeni
tri razlicˇne atribute.
pogoj opis
nedavno zadnje 4 tekme ekipe
celotno celotna znana zgodovina ekipe
pretekla srecˇanja pretekle tekme, kjer sta se spopadli isti ekipi
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Tabela A.4: Atributi profesionalnih tekem. Vsi atributi so zvezni. Opisane
so statistike za eno ekipo. Koncˇni atributi so odsˇteti od atributov nasprotne
ekipe. Nepozicijski atributi obstajajo v treh razlicˇicah opisanih v tabeli A.3.
Pozicijski atributi obstajajo v petnajstih razlicˇicah - za vsako od petih pozicij,
ki so opisane v poglavju 1.1, v treh pogojih opisanih v tabeli A.3.
opis atributa pozicijski atribut
razmerje sesˇtevka ubojev in asistenc ter smrti (KDA) da
razmerje sodelovanja pri ubojih ekipe da
delezˇ zmaganih tekem ne
delezˇ zmaganih tekem na modri strani ne
delezˇ zmaganih tekem na rdecˇi strani ne
delezˇ zmaganih tekem izbranega heroja da
globalen (vse ekipe) delezˇ zmaganih tekem izbranega heroja da
povprecˇno trajanje zmaganih iger ne
povprecˇno trajanje izgubljenih iger ne
povprecˇno sˇtevilo ubitih posˇasti na minuto igranja da
