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Introduction
Lattice QCD simulations have the capability to render precious information about various
non-perturbative aspects of QCD which would otherwise be unknown to us. Among these
aspects, the properties of scattering of relativistic particles - namely phase shifts, scattering
lengths, resonance couplings etc. - play a central role.
At first sight, lattice QCD may not seem a suitable framework to handle scattering. As
the theory is defined on a finite discrete Euclidean space-time, it is not possible to introduce
the notion of asymptotic states. Particles can never be isolated and will always feel the effect
of each other due to the presence of the boundary. Consequently, a scattering formalism
together with the features that result cannot be introduced. No scattering happens on the
lattice.
Fortunately, the lack of a scattering formalism in Lattice QCD does not prevent us from
accessing, from lattice simulations, the collision properties of particles of our real world.
The outstanding relations introduced by Lüscher and subsequently generalised by others,
determine a connection between the energies on the lattice and the scattering matrix of the
infinite volume quantum field theory. If the systematics are kept under control, results can
be compared to experiment.
The task of this work is to employ Lüscher’s method for studying the elastic scattering
in four different channels, DK, D∗K, pipi and Kpi, in the JP = 0+, 1+, 1− and 1− sectors,
respectively. In the first two channels the enigmatic D∗s0 (2317) and Ds1 (2460) bound states
are respectively present, while the last two couple to the ρ and K∗ resonances.
The thesis is presented in an approximately self-contained fashion. Many of the formulae
and features which are concretely applied in chapters (3) and (4) to the channels under
consideration are defined and discussed in general in the supporting chapters (1) and (2).
Specifically, relativistic scattering theory is the topic of chapter (1). Starting from basic
principles, as Poincaré invariance, asymptotic completeness and analyticity of the S-matrix,
the whole theory can be constructed in a general way. Concepts such as phase shifts and
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resonances in the relativistic setting appear as a consequence and are also treated. In chapter
(2) some general features of continuum QCD and lattice QCD are discussed. The way
Lüscher’s formalism connects lattice data to physical scattering information is presented in
detail at the end of the chapter. The scattering parameters of the DK and D∗K system
as well as the mass, the coupling and the decay constants of the D∗s0 (2317) and Ds1 (2460)
states are calculated and discussed in Chapter (3). Finally, in chapter (4), the results for
the masses and widths of the ρ and K∗ resonances and their coupling to the channels pipi
and Kpi are presented.
Chapter 1
Relativistic scattering
Since Lüscher has extended the window of applications of lattice simulations from isolated
particles to scattering states, many of the notions inherent to scattering theory have become
widely used in the lattice community. It is today possible to address on the lattice questions
such as “what is the decay width of the ρ resonance?”, or “what is the threshold behaviour
of neutron-proton scattering and is this behaviour compatible with the existence of a bound
state?”. Due to the significant role played for the lattice, this chapter is dedicated to the
theory of relativistic scattering and to some of its notions relevant for this work.
Relativistic scattering theory is based on general, non-perturbative and model independ-
ent principles which are shared by any reasonable relativistic quantum field theory. A rigor-
ous treatment is not required here and the assumptions listed in the following by no means
constitute a formal set of mathematical postulates1. With this clarification, we require that:
• The space of states is a separable Hilbert space H in which the laws of quantum
mechanics apply.
• The Hamiltonian is such that the system behaves freely at asymptotic times t→ ±∞
and the space enjoys the property of asymptotic completeness.
• The Poincaré group is a symmetry of the theory, i.e., the Hilbert space carries a unitary
representation U (a,Λ) of the Poincaré group. The spectrum of the four-momentum
operator P µ spans the space and lies in the forward light cone, P 2 ≥ 0 and P 0 ≥ 0.
• There exists a unique state, the vacuum |0〉, which has unit norm and is invariant under
Poincaré transformations, U (a,Λ) |0〉 = |0〉, as well as a set of stable particles (mi, si)
1Readers interested in a formal definition may refer to those applications of constructive quantum field
theory where a rigorous axiomatic formulation is attempted.
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which transform irreducibly from which, the whole Hilbert space can be constructed
by tensor products.
• A field theoretical description on Minkowski spacetime can be given. In particular,
observables commute for space-like distances (causality),
[O1 (x) , O2 (y)] = 0, (x− y)2 < 0.
The first two assumptions are at the base of a general scattering theory and are discussed
in Sec. (1.1). The second two specialise to relativistic scattering and introduce the concept
of relativistic particle states. These will be discussed in Sec. (1.2). The field description is
actually not required in this chapter but was added for completeness. Instead, in Sec. (1.4),
the additional assumption of analyticity of the S-matrix - in the sense that will be explained
- will be added.
The topics covered in this chapter can be found in several textbooks, see e.g. Refs. [1–5].
1.1 The S-matrix
As quantum field theory is a particular case of a quantum mechanical theory, the same laws
of quantum mechanics apply. In particular, a Hamiltonian operator is present in the Hilbert
space H of the theory. The dimensionality of the latter is not finite, although the notion
of separability is required, i.e. a countable orthonormal basis is present. Nevertheless, we
will not be concerned with mathematical formalities and non-normalisable states will be
extensively considered.
Concerning time evolution, we will work in the Heisenberg picture, where operators are
time-dependent and state vectors are constant. The second condition above assumes that at
asymptotic times t→ ±∞ the Hamiltonian of the quantum theory is such that the system
behaves freely. In ordinary quantum mechanics, the existence of this freedom can be proved
for potentials (in the coordinate representation) going to zero fast enough as the coordinate
tends to infinity. In a quantum field theory, such a behaviour must be postulated. We are in
the setting of a scattering experiment: at time t→ −∞, long before the collision, a system
of isolated and non-interacting particles are prepared and will undergo scattering at finite
times. Similarly, long time after the collision takes place, the particles no longer interact and
behave freely. At this stage, it is irrelevent whether the states have a particle interpretation
and the content of this subsection can be applied in general.
1.1. THE S-MATRIX 9
Due to the freedom at asymptotic times, “in” states and “out” states can be naturally
introduced: |φ, in〉 and |ψ, out〉 are states which are non-interacting in the infinite past and
infinite future, respectively. As the Heisenberg picture is being considered, please note that
e.g. the state |φ, in〉 describes the whole history of the system, also when the interaction is
over, and the label “in” just reminds one that at t→ −∞ the system was free.
The asymptotic completeness assumption states that in-states and out-states both span
the physical Hilbert space. This means that it is possible to find in H two complete ortho-
gonal bases2
∑
a
1
fa
|a, in〉 〈a, in| = 1, 〈a, in|a′, in〉 =
√
fafa′δaa′ , (1.1.1)
∑
a
1
fa
|a, out〉 〈a, out| = 1, 〈a, out|a′, out〉 =
√
fafa′δaa′ . (1.1.2)
The sums run over the eigenvalues of a complete set of commuting operators. |a, in〉 is a
state such that a simultaneous measurement of such operators performed at t→ −∞, when
the system is free, will result in the set of values “a”. At a later time, the measurament
of the same observables will lead in general to a different result, as the eigenstates of the
evolving operators corresponding to the eigenvalues a will have evolved. Similarly, the state
|a, out〉 is labelled by the result of a measurement performed at t→∞.
The S-matrix, or the scattering matrix, is defined to be the operator S that maps the
out-states onto the in-states,
|ψ, in〉 = S |ψ, out〉 . (1.1.3)
It is unitary,
SS† = S†S = 1, (1.1.4)
as it can be seen using Eqs. (1.1.1) and (1.1.2):
1 =
∑
a
1
fa
|a, in〉 〈a, in| = S∑
a
1
fa
|a, out〉 〈a, out|S† = SS†. (1.1.5)
The unitarity of the S-matrix will have profound consequences, as we will see.
Suppose that the physical state is |a, in〉. By the laws of quantum mechanics, the prob-
ability amplitude that a measurement at time t→∞ will result in “a′” is given by (fafa′)−
1
2
2The annoying normalisation factors fa = 〈a|a〉 are shown to make contact to the relativistic normalisation
that will be used.
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times
〈a′, out|a, in〉 = 〈a′, in|S|a, in〉 = 〈a′, out|S|a, out〉 = Sa′a,
which are the matrix elements of the operator S in either basis. The unitarity of S is just a
conservation of probability - the probability that at time t → ∞ |a, in〉 will be found to be
in any state is one:
∑
a′
1
fa′fa
|Sa′a|2 =
∑
a′
1
fa′fa
| 〈a′, in|S|a, in〉 |2 = ∑
a′
1
fa′fa
〈a, in|S†|a′, in〉 〈a′, in|S|a, in〉
= 1
fa
〈a, in|S†S|a, in〉 = 1
fa
〈a, in|a, in〉 = 1. (1.1.6)
If S = 1, no interaction takes place in the theory, or |a, out〉 = |a, in〉 for any a. It is
customary to separate the non-trivial part of S from the T -matrix term which is due to
interaction:
S = 1 + iT, Sa
′a√
fa′fa
= δa′a + i
Ta′a√
fa′fa
. (1.1.7)
Unitarity SS† = 1 implies
1
i
(
T − T †
)
= TT †, 1
i
(Ta′a − T ∗aa′) =
∑
a′′
1
fa′′
Ta′a′′T
∗
aa′′ . (1.1.8)
The lhs is called the absorptive part and would be twice the imaginary part of Ta′a if, for
some reason, Ta′a = Taa′ . This happens for instance for elastic scattering of spinless particles
or if time reversal is a symmetry of the theory. In this case,
2ImTa′a =
∑
a′′
1
fa′′
Ta′a′′T
∗
aa′′ . (1.1.9)
In particular, taking a = a′,
2ImTaa =
∑
a′′
1
fa′′
|Taa′′ |2. (1.1.10)
These formulas are different versions of what in the literature is known as the optical theorem.
1.1.1 Symmetries of the S-matrix
Suppose there is an observable X that commutes with the S-matrix, [X,S] = 0. Then
clearly, if the initial state |a, in〉 is an eigenstate of X with eigenvalue x, X |a, in〉 = x |a, in〉,
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so will be S |a, in〉:
X (S |a, in〉) = SX |a, in〉 = x (S |a, in〉) . (1.1.11)
Thus, final states |a′, out〉 should be looked for only in the subspace relative to the eigenspace
x and the latter is referred to as a good quantum number. In terms of scattering of particles,
the collision will not alter the result of the measurement of the observable X. From now on,
the labels “in/out” will be dropped with the understanding that all considerations are valid
for both cases.
Suppose now that there is a group G and a representation D acting on the Hilbert
space such that [Dg, S] = 0 for all g in G. By Schur’s lemma, the S-matrix is diagonal if
sandwiched by elements of an irreducible representation of the group and does not depend
on the particular elements of the representation space. To be specific, suppose we choose
our basis as a = (x, cx, µ), where x identifies the irreducible representation of G, cx labels its
vectors and µ are the remaining indices to completely identify the state. Then, the S-matrix
simplifies to
〈x′ c′x µ′ |S|x cx µ 〉 = Sx′c′xµ′,xcxµ = δxx′δcxc′xSxµ′µ, (1.1.12)
where the non trivial part Sxµ′µ is a function of the irreducible representation labelled by
x. Thus, to exploit this symmetry, it is convenient to choose a basis for the Hilbert space
according to irreducible representations of the symmetry group. If we had chosen another
basis, labelled say by b = (y, µ), a change of basis could have been performed,
|b〉 = | y µ 〉 = ∑
xcx
gyxcx |x cx µ 〉 (1.1.13)
and the S-matrix element with respect to the original basis could have be expanded,
〈 y′ µ′ |S| y µ 〉 = ∑
xx′
∑
cxc′x
gy
′∗
x′c′xg
y
xcx 〈x′ c′x µ′|S|x cx µ〉
=
∑
xx′
∑
cxc′x
gy
′∗
x′c′xg
y
xcxδxx′δcxc′xS
x
µ′µ =
∑
x
(∑
cx
gy
′∗
xcxg
y
xcx
)
Sxµ′µ
=
∑
x
hy
′y
x S
x
µ′µ. (1.1.14)
For fixed µµ′, the S-matrix element 〈 y′ µ′ |S| y µ 〉 is a sum over irreducible components Sxµ′µ.
Partial wave decompositions, both in ordinary quantum mechanics and in quantum field
theory, are typical examples of Eq. (1.1.14). In our context, the symmetry groups will
include the Poincaré group as well as internal symmetries as isospin.
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1.2 Particle states
Up to this point we have considered a quantum mechanical theory equipped with a unitary
S-matrix operator in the Hilbert space. We now want to add the condition of relativistic
invariance, i.e., we want to implement in the theory the well established fact that physics is
the same in all inertial frames of reference. The transformation between frames is enforced
by the Poincaré action x → Λx + a on Minkowski spacetime, leaving the distance ds2 =
ηµνdx
µdxν invariant.
In the quantum mechanical setting, this symmetry is represented by requiring that the
action of the Poincare transformation on the Hilbert spaceH via an operator U (g) ≡ U (a,Λ)
is such that measurable quantities are unchanged,
|〈ψ′|φ′〉| =
∣∣∣〈ψ|U † (g)U (g) |φ〉∣∣∣ = |〈ψ|φ〉| . (1.2.1)
This means that, for any g, U † (g)U (g) = eiφ1 for some phase φ. Moreover, any subsequent
transformation should imply U (g′g) = eiφU (g′)U (g). The phase factors can be set to
±1 without loss of generality, so that the operators are either unitary or anti-unitary and
representations may be double-valued. Quantum-mechanically, one considers the universal
cover of the Poincaré group so that operators are unitary and representations are single-
valued.
Then, the Hilbert space H must carry a (reducible) unitary representation
U (a,Λ) = eiaµPµe− i2ωµνMµν , (1.2.2)
where P µ and Mµν are meant to be operators on H satisfying the Poincaré algebra, Eqs.
(A.1.15) and (A.1.21). The Hamiltonian operator H is identified with P 0, P is the three-
momentum operator and the Mµν includes the angular momentum J operator. Let us now
look at the states in the Hilbert space.
1.2.1 Vacuum and one-particle states
First of all, we assume the existence of a unique vacuum state |0〉 ≡ |0, in〉 = |0, out〉 with
unit norm which is associated to the trivial irreducible representation and which is invariant
under U (a,Λ), U (a,Λ) |0〉 = |0〉. This implies that |0〉 is annihilated by the generators,
P µ |0〉 = 0 and Mµν |0〉 = 0 and hence has zero energy.
Secondly, we require that there are subspaces of H, say N of them, that transform
1.2. PARTICLE STATES 13
irreducibly under the Poincaré group. More precisely, for each i = 1, ..., N there is a positive3
numbermi and a non-negative integer or semi-integer si which identify the smallest subspace
H(mi,si) ⊂ H made of all those states |mi si ; ψ 〉 on which the Casimir operators P 2 and
W 2, built from the algebra in Eq. (1.2.2), assume the same value m2i and −m2i si (si + 1),
respectively. A basis |mi si ; pi σi 〉 of H(mi,si), with scalar product given by (A.1.38), is
labelled by the eigenvalues pi ∈ R3 and σi = −s, ..., s of respectively P and Σ, where Σ
is some operator constructed from the algebra and commuting with P 2, W 2 and P . As
discussed in App. (A.1.4), H(mi,si) is an irreducible space of the Poincaré group and the
action of the general element Eq. (1.2.2) on H(mi,si) is given by Eq. (A.1.36).
We see that the concept of relativistic particle emerges automatically once we include the
Poincaré group in our quantum mechanical theory. Indeed to the couple (mi, si) we associate
a particle with mass mi and spin si, which are identified simply by the constant eigenvalues
of P 2 and W 2 respectively when acting on H(mi,si). The degrees of freedom of the particle
are instead provided by the operators P , P 0 = H (redundant) and Σ, whose eigenvalues
on H(mi,si) identify respectively the three-momentum pi, the energy Ei =
√
m2i + |pi|2 and
the spin degeneracy σi of the particle. Σ can be chosen such that it reduces to J3 in
the centre of mass frame (the standard or canonical basis), the component of the angular
momentum along the z-axis, leading to the usual non-relativistic interpretation of spin4.
Another common choice is to take Σ = J ·P|P | , so that its eigenvalue σi represents the helicity
of the particle5 (the helicity basis).
Due to the particle interpretation, the states |mi si ; ψ 〉 considered are referred to as
one-particle states. Just as for the vacuum, the in and out states for one-particle states
coincide: if only one particle is present before the scattering, the same particle will emerge
after, with unit probability.
1.2.2 n-particle states
Starting from the N one-particle states (mi, si) in the theory we can identify n-particle
systems by tensor products. The label (mi, si) generalises to α = (mi1si1 , ....,minsin) where
3Massless representations are not considered here.
4The knowledge of Σ for an arbitrary frame is not important. For a relativistic particle it is enough
to define the spin component in an arbitrary frame by its value in the centre of mass frame, where the
Pauli-Lyubanski three-vector satisfies the spin algebra and W3 = mJ3.
5Usually one considers helicity only if the particle is massless, for which the representation space structure
is different than the one discussed. Nevertheless, it can be defined for massive particles also. In this case,
helicity is frame-dependent although some formulae are particularly simple if this basis is considered.
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each index can be any in {1, 2, ..., N}6. We assume that the tensor product space, Hα, is
still in the Hilbert space H of the theory. When acting on this space, U (a,Λ) in Eq. (1.2.2)
is a tensor product representation operator and the generators are the (Kronecker) sums of
the one-particle correspondents, Mµν = Mµνi1 + ...+M
µν
in and P µ = P
µ
i1 + ...+P
µ
in , the latter
being the total four-momentum of the system. The values in α = (mi1si1 , ....,minsin) are
the eigenvalues of P 2i1 ,W 2i1 , ..., P 2in ,W 2in (assumed fixed for now) and a basis in Hα can be
specified by the eigenvalues of P i1 , ...,P in ,Σi1 ...Σin ,
|a〉 = |α ; pi1 ...pin σi1 ... σin 〉 . (1.2.3)
The quantities referring to each particle,
pi1 =
(
Ei1 ,pi1
)
, m2i1 = E2i1 − |pi1|2,
...
pin =
(
Ein ,pin
)
, m2in = E2in − |pin|2,
(1.2.4)
can be expressed in terms of the quantities of the whole system,
p = pi1 + ....+ pin or E = Ei1 + ...+ Ein , p = pi1 + ...+ pin , (1.2.5)
with
p = (E,p) , s ≡ m2 = E2 − |p|2. (1.2.6)
The Mandelstam variable s is the invariant mass squared and is the energy squared of
the n-particle system in the centre of mass frame. It is an eigenvalue of the operator P 2 =
(Pi1 + ...+ Pin)
2 which, unlike the four-momenta, is not additive. Then, the n-particle states
can be alternatively labelled in terms of the total four-momenta or in terms of
√
s and p:
|a〉 = |α ; √sp ρα 〉 or |a〉 = |α ; p ρα 〉 . (1.2.7)
ρ includes all the relative momenta variables (3n− 4 variables, for n > 1) as well as the spin
component indices σ1 ... σn.
The n-particle Hilbert space Hα is not an irreducible space for the Poincaré group. In
other words, the Casimir operators P 2 and W 2 do not assume a unique value in this space.
For instance, the eigenvalues s of P 2 can take any value s ≥ sth = (mi1 + ...+min)2, where
6The same particle may appear more than once. In this case a symmetrisation or anti-symmetrisation in
the relevant indices is understood, according to the spin-statistics theorem.
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sth is referred to as the threshold of the n-particle system. The relabelling of the states Eq.
(1.2.3) in terms of Eq. (1.2.7) already identifies, fixing
√
s, an invariant subspace7, but an
exhaustive decomposition requires a change of basis in terms of the eigenvalues −sj (j + 1)
of the other Casimir operator W 2 = (Wi1 + ...+Win)
2. The transformed basis has the form
|a〉 = |α ; √s j pσj µα 〉 , (1.2.8)
on which Eq. (1.2.2) acts just as Eq. (A.1.36),
U (a,Λ) |α ; √s j pσj µα 〉 ∼ |α ;
√
s j p′ σ′j µα 〉 (1.2.9)
without leaving the space H(√s,j). The symbol j labels the total angular momentum of the
system, σj is the eigenvalue of Σ8 and µα identifies the copy of the decomposition of Hα in
terms of H(√s,j)9. For a one-particle system, α = (mi, si),
√
s and j assume just one value,
mi and si respectively, and µα is empty.
Two-particle states As a practical example, we consider a two particle system and denote
α = (mi1si1 ,mi2si2) = (mAsA,mBsB). The six variables pA and pB in Eqs. (1.2.3) and
(1.2.4) can be traded off by the energy in the centre of mass frame
√
s and by the direction
of the relative momentum k = 12 (pB − pA), eigenvalue of 12 (PB − P A). Then, Eq. (1.2.7)
becomes (ρ =
(
kˆ, σA, σB
)
)
|a〉 = |α ; √sp kˆ σA σB 〉 or |a〉 = |α ; p kˆ σA σB 〉 (1.2.10)
Let us explicitly look at the ranges of the variables in the first equation of (1.2.10). The
energy in the centre of mass,
√
s, starts at the threshold of the two-particle system,
√
s ≥
√
sth = mA +mB. It can be parametrised in terms of one parameter k = |k| ≥ 0,
√
s =
√
m2A + k2 +
√
m2B + k2, (1.2.11)
7|α ; √sp ρα 〉 → |α ;
√
sp′ ρ′α 〉 under U (a,Λ).
8If we choose to use the standard basis, then, in the centre of mass frame, Σ reduces to the z-axis
component J3 of the total angular momentum J .
9We can write
Hα =
⊕
√
s,j.
c√s,jH(√s,j)
where the direct integral and sum run over
√
s ≥ √sth and j = 0, 12 , 1, ... .
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and, the energy in any frame can be obtained from (1.2.11) by E2 = s + |p|2. The total
three momentum p varies in R3, kˆ varies in all directions and σi = −si, ..., si. The inverse
relation of Eq. (1.2.11), which will be useful later, is
k2 =
(
s− (mA +mB)2
) (
s− (mA −mB)2
)
4s . (1.2.12)
The decomposition into irreducible spaces is a partial-wave decomposition and affects
the variables ρ =
(
kˆ, σA, σB
)
so that
√
s and p can be kept fixed. Recall that according to
the basis chosen (helicity basis or canonical basis), σi may refer either to the helicity of the
particle or to the spin component in the z direction. In the first case the expansion is simple
and has the form
|α ; √sp kˆ , σA σB 〉 =
∑
j
j∑
σj=−j
√
2j + 1
4pi D
σAσB
(
kˆ; j σj
)
|α ; √s j , pσj , σA σB 〉 . (1.2.13)
The degeneracy label µ in Eq. (1.2.8) represents the helicities of the two particles them-
selves, µ = (σA, σB). Alternatively, the canonical basis is the most common in non-
relativistic quantum mechanics, although the expansion is much more complicated as it
involves products of several Clebsch-Gordan coefficients. In the l-s coupling scheme, one
first adds the spins of the two particles (σA, σB)→ (s, σs), then expands kˆ in partial waves
for definite orbital angular momenta, kˆ → (l, σl) and finally adds s and l to obtain j,
(s, σs, l, σl) → (s, l, j, σj). The basis obtained, |α ; √s j pσj l s 〉, has well defined total spin
and orbital angular momentum and the degeneracy label in (1.2.8) is µ = (l, s).
The formulas simplify greatly for spinless particles, where α = (mA0,mB0). In this case,
the total angular momentum coincides with the orbital angular momentum and the partial
wave decomposition reads simply
|α ; √sp kˆ 〉 =
∞∑
j=0
(2j + 1)Pj
(
kˆ · uˆz
)
|α ; √s j , p 〉 , (1.2.14)
where Pj are the Legendre polynomials.
1.2.3 The full space
We claim now that the whole Hilbert space can be spanned by an arbitrary number of tensor
products of one-particle states, i.e., the N spaces H(mi,si) serve as a building blocks for the
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=
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Figure 1.2.1: The low-energy spectrum of a typical theory. The horizontal axis represents
the three-dimensional total momentum p. One particle systems are represented in blue.
full space. In other words, in the Hilbert space there is nothing else than particles or com-
binations of them (or the absence of them). Hence we vary the label α = (mi1si1 , ....,minsin)
and obtain, in addition to the vacuum and to the one-particle states 1, 2, ..., N , the so
called scattering states, i.e. two-particle states 11, 12, ..., 1N, 22, ..., NN , three-particle states
111, 112, ..., NNN and so on, a Fock space.
In Fig. (1.2.1) we can visualise the spectrum in terms of (p, E (p)) of a a typical arbitrary
theory which exhibits, within the range shown, three particles with positive masses mA
mB and mC . A central vertical line (0, E (0) ≡ √s) represents the energy in the centre of
mass. Let’s follow this line from bottom to top, as all other points in the the corresponding
hyperboloid are obtained by Eq. (1.2.6). The origin (0,0) represents the vacuum and has zero
energy and momentum. The next energy value, which is followed by a mass gap, is obtained
at (0,mA) from which all A-particle states can be obtained by Lorentz transformations.
Particle A is the lightest in the theory and all other one-particle states appear at higher
energies. The point (0, 2mA) represents the threshold of the AA-particle production, i.e.
the starting point of a continuous spectrum of hyperboloids each identified by Eq. (1.2.11)
as k increases from zero to infinity. A new threshold AB appears at (0,mA +mB) from
which, a new set of continuous states superimposes on that of AA. At even higher energies
we have three particle production AAA, the states of the BB system and so on.
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Spacetime symmetries are not the only ones we see in our world. The theory can be
adapted to include internal symmetries, as isospin, charge conjugation etc., collectively im-
plemented by some group G, by enlarging the Hilbert space to be a representation of the
direct product group P×G. Poincaré and internal symmetries commute so that each can be
handled separately. Additional labels will be added to |mi si , pi σi 〉 to identify irreducible
states of P ×G and consequently, additional labels will be added to the tensor product Eq.
(1.2.3) and will be included in ρ and µ in Eqs. (1.2.7) and (1.2.8).
The particle states discussed in this section determine a relativistic particle realisation
of the abstract in and out states described in Sec. (1.1). We remind the reader that, with
the exception of the vacuum and of one-particle states, the specification in and out is always
understood for the particle states - Eqs. (1.2.3),(1.2.7) and (1.2.8) - in order to specify if
their labels refer to the infinite past or to the infinite future. Unlike the four-momentum of
each particle, the total four-momentum, as well as the total angular momentum, commutes
with the Hamiltonian and does not evolve with time. The labels p j and σj then refer to the
eigenvalue of the corresponding operator at any time. The bases Eqs. (1.2.3), (1.2.7) and
(1.2.8) are Heisenberg asymptotic states, free10 only at asymptotic times, eigenstates of the
Hamiltonian and span the whole (interacting) Hilbert space. In terms of states Eq. (1.2.7),
the completeness relation Eqs. (1.1.1) and (1.1.2) reads, for either in or out states,
1 =
∑
a
1
fa
|a〉 〈a| = ∑
α
∫ d4p
(2pi)4
dΦα |α ; p ρα〉 〈α ; p ρα | . (1.2.15)
The sum is over all sets of particles α, over all total four-momenta p and over the whole phase
space dΦα. For economy of notation, also the sum over all spin components and internal
symmetry indices are understood in
∫
dΦα. The scalar product in H is
〈α′ ; p′ ρ′α′ |α ; p ρα 〉 =
√
NαNα′δαα′ (2pi)4 δ(4) (p− p′) δρ′
α′ρα
, (1.2.16)
where the normalisation N is a phase space factor that must be compatible with the denom-
inator of (1.2.15) once dΦ, for a given α, is expressed in terms of the variable ρ, symbolically
dΦ = dΦ
dρ
dρ = 1N dρ.
The notion of asymptotic completeness would fail in the presence of bound states: the
interaction survives in the infinite future when two particles form a bound state. Asymptotic
completeness can be safely retained by simply including all possible bound states in the
10The energies in the tensor products are additive and do not contain an interaction term.
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spectrum of the stable one-particle states. We do not question, in this context, whether a
stable particle is formed by other particles or not. For instance, in Fig. (1.2.1), particle
C may be referred to as a bound state of A and B, but the system, as a whole, is free
at asymptotic times. For QCD, the one-particle spectrum includes the pions, protons, the
nucleus of the carbon atom, etc. On the contrary, resonances are unstable and do not appear
in this spectrum but, as we shall see, have a different origin.
Fields The construction outlined in this section is particle-oriented and does not require
the existence of field operators. Indeed, apart from these few lines, no mention of them will
be made in this chapter. On the other hand, it is hard to imagine a quantum field theory
without fields. If we were to build a Lagrangian (which may be an effective Lagrangian) in
terms of some fields defined on Minkowski spacetime and which is capable to represent the
physical spectrum, then the quantities that connect the field and particle description are
given by the overlaps of general operators O (x), built from the fields of the Lagrangian, and
the particle states. Examples of these which involve one-particle states are the overlaps of
the form 〈0|O (x) |ms ; pσ 〉 or more general matrix elements 〈ms ; p′ σ′ |O (x) |ms ; pσ 〉
which identify decay constants and form factors, respectively. There does not need to be an
operator associated to each one-particle state or vice versa, all that matters are the non-zero
overlaps. The operators O (x) can be combined in time-ordered correlation functions and
the S-matrix elements, described in detail in the following sections, are obtained from these
via the LSZ reduction formula.
1.3 Relativistic scattering
1.3.1 Poincaré invariance of the S-matrix
Except for the vacuum and for one-particle states, the connection between the in and out
variants of the particle states is absolutely non trivial and the knowledge of this connection is
exactly the aim of scattering theory. The number of independent S-matrix elements can be
reduced by the fact that the S matrix commutes with U (a,Λ), or equivalently, the S-matrix
is invariant under a Poincaré transformation,
[S, U (a,Λ)] = 0, U (a,Λ)SU−1 (a,Λ) = S. (1.3.1)
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This implies that, for each generator:
[S, P µ] = 0, [S,Mµν ] = 0. (1.3.2)
Therefore, based on our considerations in Sec. (1.1), the S or T matrix elements are diagonal
with respect to the total four-momentum and the total angular momentum. Moreover, they
are independent of p and σj. In the three bases Eqs. (1.2.3), (1.2.7) and (1.2.8) we can write
〈α′ ; p′i1 ...p′in σ′i1 ...σ′in |T |α ; pi1 ...pim σi1 ...σim 〉 = (2pi)4 δ4 (p′ − p)T (α′ ← α) , (1.3.3)
〈α′ ; p′ ρ′ |T |α ; p ρ〉 = (2pi)4 δ4 (p− p′)T [α′α]ρ′ρ (s) , (1.3.4)
〈α′ ; p′ j′ σ′j′ µ′ |T |α ; p j σj µ 〉 = (2pi)4 δ4 (p− p′) δjj′δσ′j′σjT
[α′α] j
µ′µ (s) ,
(1.3.5)
where s = p2. The indices [α′α] identify the channel in which the T -matrix elements are
taken and will be dropped only when no confusion can arise. The conservation of the total
angular momentum is exploited in the last relation which uses the basis Eq. (1.2.8).
It was previously mentioned that indices of internal symmetries were included in ρ and
µ. Namely, say that the vectors at the lhs of Eq. (1.3.5) have well defined total isospin I,
µ = (I, cI , µ) and µ′ = (I ′, c′I , µ′) where cI labels the particular vector in the I subspace and
µ¯ all remaining indices. Then, if isospin is a symmetry of the theory, the Kronecker deltas
δII′δcIc′I can be extracted from the T -matrix element at the rhs,
T
[α′α] j
µ′µ (s) = δII′δcIc′IT
[α′α] jI
µ′µ (s) , (1.3.6)
resulting in a T -matrix independent of cI and with an explicit label I.
1.3.2 Two particle scattering
Two-particle states were explicitly discussed in Sec. (1.2.2) and we focus now on the scat-
tering of these, i.e., we focus on the particular case of Sec. (1.3.1) where AB → CD. The
masses and the spins of the i-th particle are denoted by (mi, si) and, in some frame of
reference, the four-momenta are
pi = (Ei,pi) with p2i = m2i ⇒ E2i = m2i + |pi|2, i = A,B,C,D. (1.3.7)
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The process is described by the T -matrix element Eq. (1.3.3) with α = (mAsA,mBsB) and
α′ = (mCsC ,mDsD). Apart from the spin variables, there are sixteen degrees of freedom for
the four-particle system, pi = (Ei,p). Four are constrained by the masses which are fixed
and an additional restriction comes from the four-momentum conservation:
pA + pB = pC + pD ⇐⇒

EA + EB = EC + ED
pA + pB = pC + pD
Finally, Lorentz invariance adds six further restrictions, so that a 2 → 2 scattering can be
described by just two variables. Hence, multiple kinematic situations in terms of pi lead to
the same value for the T matrix and only two variables have to be considered. We can choose
these variables to be Lorentz invariant, so that the scattering formulae are the same in any
frame. In particular, any two of the following Mandelstam variables is a possible choice
s = (pA + pB)2 ≡ (pC + pD)2 , (1.3.8)
t = (pA − pC)2 ≡ (pB − pD)2 , (1.3.9)
u = (pA − pD)2 ≡ (pB − pC)2 , (1.3.10)
as their sum is fixed by
s+ t+ u = m2A +m2B +m2C +m2D. (1.3.11)
The variable s, already introduced in Sec. (1.2.2), is the square of the centre-of-mass energy
and t is the momentum transfer squared. Then, Eq. (1.3.3) can be written as
〈CD ; pC pD , σC σD |T |AB ; pA pB , σA σB 〉 = (2pi)4 δ(4) (pA + pB − pC − pD)TσCσD,σAσB (s, t) .
(1.3.12)
We have a set of (2sA + 1) (2sB + 1) × (2sC + 1) (2sD + 1) functions. Further symmetries,
as parity or time reversal may reduce this number. The physical domain of definition of
TσCσD,σAσB (s, t) depends on the masses of the particles. It is clear that
s ≥ sth = max
{
(mA +mB)2 , (mC +mD)2
}
, (1.3.13)
where sth is the threshold for the scattering to occur. The condition on t is more complicated
and for general masses it can be found in Ref. [6].
An alternative choice of variables is the absolute value of the relative momentum of the
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particles and the scattering angle. These quantities depend on the frame of reference and
hence we choose one, the CM frame. Here, relations Eq. (1.3.7) are simplified and the
relative momenta become pA = −pB ≡ k and pC = −pD ≡ k′. We denote k = |k| and
k′ = |k′| (not to be confused with four-vectors). The Lorentz invariant Mandelstam variables
can be expressed in terms of these CM quantities via
√
s =
√
m2A + k2 +
√
m2B + k2 =
√
m2C + k′2 +
√
m2D + k′2, (1.3.14)
t = (m
2
A −m2C +m2B −m2D)2
4s −
(
k2 + k′2
)
+ 2kk′ cos θ. (1.3.15)
For spinless particles, the decomposition Eq. (1.2.14) of the two bases imply a similar
decomposition (the partial wave decomposition) for the T -matrices appearing in the rhs of
Eqs. (1.3.4) and (1.3.5). We have
T (s, t) =
∞∑
j=0
(2j + 1)Pj (x)T j (s) , (1.3.16)
T j (s) =
∫ 1
0
dxT (s, t (s, x))Pj (x) . (1.3.17)
where x = cos θ is the scattering angle of the two particles in the centre of mass frame.
Elastic scattering For elastic scattering, mC = mA and mD = mB, the kinematical
formulas simplify. It is clear from Eq. (1.3.14) that in this case k = k′ so that Eqs. (1.3.14)
and (1.3.15) imply
√
s =
√
m2A + k2 +
√
m2B + k2, (1.3.18)
t = 2k2 (cos θ − 1) . (1.3.19)
The physical ranges −1 ≤ cos θ ≤ 1 and k > 0 imply physical ranges of the Mandelstam
variables,
s ≥ (mA +mB)2 , −4k2 ≤ t ≤ 0. (1.3.20)
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1.3.3 Crossing
Of course, all energies of the four scattering particles are positive, i.e. the positive solution
to the rhs of Eq. (1.3.7) is taken. Let us suppose instead that we had taken the unphysical
negative solution for particles B and C, i.e. EB, EC < 011. If we denote pB = −pB and
pC = −pC , then pA + pB = pC + pD implies
pA + (−pC) = (−pB) + pD or pA + pC = pB + pD.
pC and pB are four-momenta with physical positive energy but are on the opposite side of the
conservation relation. This corresponds to another channel, AC → BD, where the physical
four-momenta of particles B and C can be identified from the unphysical four-momenta of
AB → CD via pB = −pB and pC = −pC . In other words, the unphysical domain of the
AB → CD scattering corresponds to the physical domain of the scattering AC → BD. The
particles B and C are identified as the anti-particles of B and C, respectively.
Similarly, if EB, ED < 0 then the channel AD → CB is identified. If we refer to
AB → CD as the s-channel, then AC → BD and AD → CB are the t-channel and u-
channel, respectively. In summary, in terms of the energy variables Ei of the s-channel, we
have
s− channel AB → CD EA, EB, EC , ED ≥ 0
t− channel AC → BD EA, ED ≥ 0, EB, EC ≤ 0
u− channel AD → CB EA, EC ≥ 0, EB, ED ≤ 0
decay-channel A→ BCD EA, EC , ED ≥ 0, EB ≤ 0
Allowing for negative s-channel energies corresponds to allowing the s-channel Mandel-
stam variables for unphysical regions. The physical regions Σs,Σt and Σu for the correspond-
ing channels can be visualised collectively in a symmetric way in the Mandelstam plane and
are shown (blue shaded area) in Fig. (1.3.1) for a given fixed choice of the particle masses.
The variables s, t and u in the figure refer to those of the s-channel12 (bottom-right region)
and every point (s, t, u) in the plane satisfies the condition Eq. (1.3.11), whose constant
11In the language of App. (A.1.3), we are considering the backward hyperboloid orbits for particles B
and C. The representations of the Poincaré group associated to these orbits are absolutely analogous to the
physical ones.
12If the channels AC → BD or AD → CB are to be referred to as the s-channel, we rotate the figure
clockwise by 120° or 240°, respectively.
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Figure 1.3.1: The physical regions of the crossed channels in the Mandelstam plane for some
given particle masses. The arrows indicate the direction of increasing variables and the red
dashed lines indicate the threshold value for each channel. In the case of all degenerate
masses, as in pi+pi+ → pi+pi+ scattering, the red dots would have been placed on the vertices
of the triangle and the region boundaries would have been determined simply by the s = 0,
t = 0 and u = 0 axes.
value is the height of the equilateral triangle appearing in the middle. Inside this triangle,
the decay channel is present, as mA is chosen to be mA > mB + mC + mD. Each point
(s, t) in the physical regions correspond to an independent kinematical situation to which
the scattering amplitude T (s, t) is associated.
In summary, we have seen that enlarging the domain on which the kinematic variables
assume values allows one to consider all three channels at once by using the same variables.
The usefulness of this approach would be limited just to this statement if it wasn’t for
crossing symmetry. As it will be discussed in the next section, each region can be accessed
from the others by the analytic properties of T (s, t). In Fig. (1.3.1), the function T (s, t)
can be analytically continued to the white regions and indeed also to complex values of s
and t, identifying therefore a unique analytic function for all crossed channels.
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1.4 Causality, analyticity, unitarity
1.4.1 Causality implies analyticity
Causality, the concept that cause always precedes effect, is at the base of any physical
theory. In several physical theories it is demonstrated that causality implies the analyticity
of a function describing the physical system. Unlike for the case of non-relativistic scattering,
a formal proof connecting causality and analyticity is missing in relativistic quantum field
theory and must be postulated. An analytic S-matrix (or T -matrix), as a consequence of
causality, has very powerful implications: once the S-matrix is known in a small region, it is
known on all the domain of analyticity and dispersion relations can be formulated. To see
the basic concept underlying the causality-analyticity connection, let us consider a general
physical system which responds linearly to an input function h (t) with an output function
f (t) via the response function G (t, t′):
f (t) =
∫ ∞
−∞
G (t− t′)h (t′) dt. (1.4.1)
Here time translation invariance is assumed, i.e. G (t, t′) depends only on the difference of its
arguments. Applying the convolution theorem, in the Fourier transform space Eq. (1.4.1)
becomes
f˜ (ω) = G˜ (ω) h˜ (ω) . (1.4.2)
We add now the causality assumption: the response function f (t) in Eq. (1.4.1) receives
contributions from the input function h (t′) only at times t′ < t, i.e. G (t− t′) is zero for
t′ > t. Then,
G˜ (ω) =
∫ ∞
−∞
dτeiωτG (τ) =
∫ ∞
0
dτeiωτG (τ) . (1.4.3)
This relation can be used to analytically extend G˜ (ω) in the upper-half complex plane.
Indeed, letting ω = ωR + iωI :
G˜ (ω) =
∫ ∞
0
dτei(ωR+iωI)τG (τ) =
∫ ∞
0
dτeiωRτe−ωIτG (τ) . (1.4.4)
The factor e−ωIτ can only improve the convergence so that G˜ (ω) is well defined on the whole
upper half ω plane. It is clear that this is possible only because of causality, as negative
values of τ would have introduced a non-converging factor eωI |τ |.
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By a similar reasoning, the T matrix is considered to be an analytic function in the s-
variable in all the upper Ims > 0 plane. We will see in the next section that the analyticity
can be extended also to the lower Ims < 0 plane.
1.4.2 Unitarity
Analyticity, when combined with unitarity, pose strong restrictions on the dynamics. In
this section, the unitarity condition Eq. (1.1.8) and its powerful implications for the elastic
scattering of two particles, AB → AB will be investigated. Here, the kets |a〉 and |a′〉 are
more explicitly denoted by the basis Eq. (1.2.7) with α = (mAsA,mBsB) and ρα contains
the direction of the relative momentum, kˆ, as well as spin components and internal quantum
numbers:
|a〉 = |α ; p ρα 〉
|a′〉 = |α ; p′ ρ′α 〉 .
The left hand side of Eq. (1.1.8) is
2Im 〈α ; p′ ρ′α |T |α ; p ρα 〉 = (2pi)4 δ(4) (p′ − p) 2ImTααρ′αρα (s) (1.4.5)
Inserting the completeness relation Eq. (1.2.15), for the right hand side we have
〈α ; p′ ρ′α |TT † |α ; p ρα 〉 =
∑
β
∫ d4q
(2pi)4
dΦβ 〈α ; p′ ρ′α |T | β ; q ρβ 〉 〈 β ; q ρβ |T †|α ; p ρα 〉
=
∑
β
∫ d4q
(2pi)4
dΦβ (2pi)4 δ(4) (p′ − q)Tαβρ′αρβ (s
′) (2pi)4 δ(4) (p− q)Tαβραρβ (s)∗
= (2pi)4 δ(4) (p− p′)∑
β
∫
dΦβTαβρ′αρβ (s)T
αβ
ραρβ
(s)∗ .
Then, “simplifying” the Dirac delta δ(4) (p− p′) we obtain the generalised optical theorem
2ImTααρ′αρα (s) =
∑
β
∫
dΦβTαβρ′αρβ (s)T
αβ
ραρβ
(s)∗ . (1.4.6)
For each s, the imaginary part of the T -matrix for the elastic α→ α channel is given by the
T -matrices of all channels α → β allowed by the symmetries of the underlying theory. For
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instance, if α = pi−p, then β = pi−p, pi0n,K0Λ, pi0K0Λ, ... . We see now what terms on the
rhs can contribute to the lhs as we vary s and keeping µ′α and µα fixed.
Below threshold, s < sth = (mA +mB)2, there are no states on the rhs that can contribute
and thus ImTααρ′αρα (s) = 0
13. This is true apart for possible one-particles states (e.g. bound
states of AB or the particles A and B themselves if allowed by the theory) with mass
m1,m2, ... which couple to AB. These will give isolated contributions to ImTααρ′αρα (s) at
s = √m1,√m2, ... which are proportional to δ (s−m21) , δ (s−m22) , ... . As s increases and
reaches the threshold sth, the same AB states suddenly appear on the rhs, i.e., the term β = α
appears. This leads to an abrupt increase of ImTααρ′αρα (s), which starts varying continuously.
The AB states will provide the only contributions to the rhs of Eq. (1.4.6) until s has
increased enough, above inelastic threshold sinth, to allow new states with β 6= α which couple
to AB to appear. Once again, the opening of the new channel results in an abrupt increase
to ImTααρ′αρα (s) which adds to the still present AB contribution. This behaviour continues as
more and more inelastic thresholds are reached.
More explicitly, for the case of AB being spinless (and neglecting other quantum numbers)
we have Tααρ′αρα (s) ≡ Tααkˆ′kˆ (s) ≡ Tαα (s, t) and dΦα =
k
16pi2
√
s
d2Ωk with k = |k|. Dropping the
αα label, Eq. (1.4.6) reads
2ImT (s, t) = −pi∑
i
g2i δ
(
s−m2i
)
+ θ (s− sth)
∫
d2Ωk
(
16pi2
√
s
k
)−1
T (s, t)T ∗ (s, t′)
+θ
(
s− sinth
) ∑
β 6=α
... (1.4.7)
In the range sth ≤ s ≤ sinth, Eq. (1.4.7) is a closed relation in T (s, t) which in principle
can be solved. Unitarity provides the imaginary part while the real part depends on the
particular dynamics for the theory under consideration. The isolated terms can be seen to
be proportional to δ (s−m2i ) when inserting a one-particle state in 〈α ; p′ ρ′α |TT † |α ; p ρα 〉.
The coefficient g2i is the coupling of AB to the i-th one-particle state.
In terms of Fig. (1.3.1), we are looking at the values of 2ImT (s, t) along an horizontal
line representing a fixed t. This line is chosen to be negative but above the intersection point
of the s = sth and u = uth lines, so that the u-channel contribution to 2ImT (s, t), present
in the region s ∈ ]−∞, u0] with u0 = ∑4i=1 m2i − t− uth, does not overlap with the physical
s-channel contributions displayed in Eq. (1.4.7).
13Indeed, Tααµ′αµα (s) is initially defined only for s ≥ sth but it is extend to unphysical regions.
28 CHAPTER 1. RELATIVISTIC SCATTERING
Now, let us make use of the analyticity of T (s, t). Since below threshold sth there is a
region where ImT (s, t) = 0, apart from possible isolated points, we can apply the Schwartz
reflection principle14 to T (s, t) as a function of s and analytically continue it for Ims < 0
with the relation
T (s∗, t) = T ∗ (s, t) . (1.4.8)
For s = sR + i, Eq. (1.4.8) implies
ReT (sR − i, t) = ReT (sR + i, t) , (1.4.9)
ImT (sR − i, t) = −ImT (sR + i, t) , (1.4.10)
or, equivalently, it provides a formula for the the discontinuity along the real axis:
T (sR + i, t)− T (sR − i, t) = 2iImT (sR + i, t) ≡ 2iImT (sR, t) . (1.4.11)
Unitarity requires that the discontinuity is zero below threshold (since here ImT (sR, t) = 0)
and non zero for s ≥ sth. The point s = sth is thus a branch point in the complex plane. At
the opening of a new threshold, the rhs of Eq. (1.4.11) is itself going through a discontinuous
change and a new branch point is identified. Conventionally all branch cuts are taken along
the real axis in the positive direction (up to infinity). It is clear then that the analytic
structure of T (s, t) is involved, as it is made of an infinite number of Riemann sheets.
Due to the discontinuity, a specification must be made to identify from which side the
physical region is reached. The convention usually adopted assumes that the physical region
is reached from above,
T (s, t) = lim
→0 T (s+ i, t) , s real,
and the physical sheet is defined to be the Riemann sheet which contains the physical region.
In this context, adding a small imaginary part i is equivalent to Feynman’s prescription in
perturbation theory .
The isolated δ terms for ImT (s, t) in Eq. (1.4.7) translates into simple poles for the full
T (s, t). Indeed, due to the well known relation
1
s−m2 + i = P
1
s−m2 − ipiδ
(
s−m2
)
,
14If a function f (z) is analytic in a region containing a segment of the real axis and is real here, it can be
continued to the complex conjugate region and satisfies f∗ (z) = f (z∗).
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where P denotes the principal value, we have, close to the stable particle mass s ≈ m2i ,
T (s, t) = g
2
i
s−m2i
. (1.4.12)
Even though these pole contributions are located in the unphysical region of the scattering,
particularly shallow bound states can be close enough to sth to give a significant contribution
to the physical region.
In the previous subsection we have seen that all crossed channel reactions can be reached
in suitable regions of the same variables s and t. Since T (s, t) is analytic, the same function
T (s, t) describes the scattering of the crossed channels. Then, for fixed t, T (s, t) will also
have a cut for s ∈ ]−∞, u0] as well as bound state poles of the u-channel.
1.4.3 Partial wave amplitudes, phase shifts
More explicit unitarity constraints can be derived when using the total angular momentum
basis Eq. (1.2.8). This time, instead of implementing unitarity via the T -matrix, it will be
more instructive to use the S-matrix, namely Eq. (1.1.6),
∑
b
1
fb
| 〈b|S|a〉 |2 = fa. (1.4.13)
The matrix element 〈b|S|a〉 cannot represent a probability amplitude, as the states are not
normalised to one. Instead, one defines S matrix elements via
〈α′ ; p′ j′ σ′j′ µ′ |S |α ; p j σj µ 〉 =
√
Nα′Nα (2pi)4 δ(4) (p− p′) δjj′δσjσ′jS
[α′α] j
µ′αµα (s) (1.4.14)
where the Nα compensate the normalisations in Eq. (1.4.13). Here, |b〉 runs over the
whole total angular momentum basis while we take |a〉 to be a two-particle state with
α = (mAsA,mBsB) ,
|a〉 = |α ; p j σj µα 〉 .
Recall that µα could represent either the helicities of the particles or the orbital and spin
angular momenta (l, s). Further labels due to internal symmetries may be fitted inside µα.
Then, Eq. (1.4.13) reads
∑
β
∑
j′σ′j
∫ d4p′
(2pi)4
dΦβ| 〈 β ; p′ j′ σ′j µ′β |S |α ; p j σj µα 〉 |2 = Nα (2pi)4 δ(4) (0) (1.4.15)
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The factor (2pi)4 δ(4) (0) can be thought of as a large spacetime volume TV when putting
the system in a large box.
Using Eq. (1.4.14), the expression simplifies to
∑
β
∫
dΦβNβ|S[βα] jµ′
β
µα
(s) |2 = 1. (1.4.16)
There is a unitarity relation for each value of j and each value of s. The probability for
particles α to be found after the scattering in any other set of particles β is unity. Of course,
β runs also over α itself and moving all β 6= α terms to the rhs, we get
∫
dΦαNα|S[αα] jµ′αµα (s) |2 = 1−
∑
β 6=α
∫
dΦβNβ|S[βα] jµ′
β
µα
(s) |2. (1.4.17)
The phase space integral
∫
dΦα acts on µ′α which, for a two particle system, is just a spin
index (there is no relative momentum label). The integration over the phase space can be
trivially performed and cancels out with Nα. We are left with a sum over the spins15,
∑
µ′α
|S[αα] jµ′αµα (s) |2 = 1−
∑
β 6=α
∫
dΦβNβ|S[βα] jµ′
β
µα
(s) |2. (1.4.18)
The lhs represents the probability for elastic scattering AB → AB and, for a given j and
s, it is in general smaller than one due to the possibility of the inelastic contributions at
the rhs. Let us now suppose that, for some reason, the S-matrix at the lhs is diagonal in
µα (or can be set to be so). This is always the case for spinless particles, where the index
µ is just not there (apart for possible further internal symmetries). It is also the case for
Npi scattering thanks to parity conservation. Then, the sum at the lhs is non-zero only for
µ′α = µα and for each diagonal element we have (the α labels are dropped now)
|Sjµ (s) |2 = η2jµ (s) . (1.4.19)
η2jµ (s) is the rhs of Eq. (1.4.18) and of course, as a consequence of conservation of probability
(unitarity), 0 ≤ ηjµ ≤ 1. Then Sjµ (s) is a complex number whose amplitude is ηjµ (s),
Sjµ (s) = ηjµ (s) e2iδjµ(s), 0 ≤ ηjµ ≤ 1, δjµ real. (1.4.20)
15Recall that the sum over all spins and quantum number indices are included in
∫
dΦα for economy of
notation.
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The real phase δjµ is called the phase shift and ηjµ is called inelasticity. The unitarity
condition is expressed in terms of the bounds for ηjµ. Alternatively, one can write ηjµ =
e−2Imδjµ so that the phase shift gets complex and the unitarity restriction is exhibited by
the non-negativity of the imaginary part of δjµ.
Now, if s is below the inelastic threshold, all terms in ∑β at the rhs of Eq. (1.4.18) will
be zero since there is not enough energy to create intermediate states. This means that the
probability to obtain the same state again after the scattering is one, or, in other words,
ηjµ = 1:
Sjµ (s) = e2iδjµ(s), δjµ real, elastic scattering.
Below inelastic threshold, the dynamics of the elastic scattering is just expressed by a real
function.
Alternatively, as done in the previous section, we could have used Eq. (1.1.9) to im-
plement unitarity. Below inelastic threshold, the dΩkˆ-independent T j (s) amplitudes would
have appeared in the integral of Eq. (1.4.7), leading to
ImT j (s) = ρ (s)T j (s)T j∗ (s) , (1.4.21)
where ρ (s) is the two-particle phase space factor
ρ (s) = − k8pi√s. (1.4.22)
Here, k is the three momentum modulus of either particle in the CM frame, related to s via
Eq. (1.2.12).
In the total angular momentum basis, the complicated unitarity relation reduces to a
simple algebraic relation. Including spins and additional quantum numbers, Eq. (1.4.21) is
to be viewed as a matrix relation. Then, since
Sj (s) = e2iδj(s) = 1 + 2iρT j (s) ,
we have an expression of T j in terms of the phase shift,
T j (s) = 1
ρ
eiδj sin δj ≡ 1
ρ
e2iδj − 1
2i ≡
1
ρ
1
cot δj − i ≡ −
8pi
√
s
k cot δj − ik . (1.4.23)
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From Eq. (1.4.23), it is clear that the imaginary part of T−1j is fully provided by unitarity,
ImT−1j (s) = −ρ (s) ≡
k
8pi
√
s
. (1.4.24)
1.4.4 Threshold behaviour, bound states, resonances
Previously we have studied the analytical properties of the scattering amplitude T (s, t)
for elastic scattering of two particles A and B. The function is analytic over the whole s
complex plane, except for regions on the real axis which include a branch cut at s > sth =
(mA +mB)2, possible poles due to one-particle states below threshold, and the u-channel
cut and poles.
The partial wave amplitudes T j (s) are obtained from T (s, t) by integrations over the t
variable, Eq. (1.3.17) for spinless particles. In this section we are interested in the way the
analytical properties of T j (s) are inherited from T (s, t) via the integration and for simplicity
we limit ourselves to elastic scattering of spinless particles. The detailed analysis requires
dispersion relations and the reader is forwarded to textbooks like Ref. [3]. Here we briefly
summarise the results:
• The physical cut s > sth survives the integration and is present in T j (s) for every j.
• A stable particle pole survives the integration only for one value of j, the spin of the
particle.
• The t and u channel singularities lead to an unphysical cut for s < 0 and, if mA 6= mB,
additional cuts are present in the circle |s| = m2A−m2B (mA > mB) and along the real
axis in the negative direction starting from (mA −mB)2.
Threshold behaviour Partial wave amplitudes are particularly useful also thanks to the
fact that close to the elastic threshold ReT l (s) ∼ k2l, where k = |k| is the modulus of the
CM momentum of each particle, Eq. (1.2.12). This implies that, close to threshold, only
the lowest partial waves contribute to T (s, t). The function k2l+1 cot δl (k), which explicitly
appears at the denominator of Eq. (1.4.23) when l = 0, is real for real s or k and depends
on k2. The expansion around the threshold k2 = 0,
k2l+1 cot δl (k) =
1
al
+ 12rlk
2 +O
(
k4
)
, (1.4.25)
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is called effective range expansion and defines the scattering length al and effective range rl
for the partial wave l. Dropping the O (k4) term results in what is known as the effective
range approximation. At the threshold sth = (mA +mB)2 (or k2 = 0), Eq. (1.4.23) implies,
for l = 0, the exact relation
T l=0 (sth) = −8pia0 (mA +mB) . (1.4.26)
Bound states Below elastic threshold,
√
s < mA + mB, k2 becomes negative and k ima-
ginary, k = i |k|, as it can be seen from Eq. (1.3.18) or its inverted relation Eq. (1.2.12).
If in this region there is a bound state with spin l, mass mB and coupling g, Eq. (1.4.12)
implies the behaviour
T l (s) = g
2
s−m2B
(1.4.27)
at s ≈ sB = m2B, corresponding to k ≈ kB = i |kB|. The bound state pole can be identified
by setting the denominator of Eq. (1.4.23) to zero,
kB cot δl (kB) = ikB ≡ − |kB| (1.4.28)
and the coupling can be obtained by
g2 = lim
s→m2B
T l (s)
(
s−m2B
)
= lim
s→m2B
−8pi√s (s−m2B)
k cot δl (k)− ik . (1.4.29)
If the bound state is shallow enough such that the effective range approximation is still valid
at s = m2B, then Eq. (1.4.28) and Eq. (1.4.29) become more explicit. For an s-wave channel
we have
|kB| = 12r0 |kB|
2 − 1
a0
, (1.4.30)
g2 = 64pimB |kB|
(1− r0kB)
(
1−
(
m2A−m2B
m2B
)2) . (1.4.31)
Resonances Resonances are “particles” whose instability is believed to be the only funda-
mental feature that distinguishes them from stable particles. Consequently, as for a stable
particle, we expect a simple pole of the scattering amplitude to be associated to a resonance.
However, while stable particle poles appear on the real axis of the physical sheet, resonances
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are relagated to unphysical sheets16. Due to hermitian analyticity, resonance poles always
come in complex conjugate pairs, sR and s∗R. The situation is sketched in Fig. 48.1 of the
PDG review [7]: starting from the physical region of scattering (where s is real and above
threshold), it is possible to smoothly cross the cut by decreasing Ims (entering the unphys-
ical sheet) and to access the resonance pole sR. The path in reaching the complex conjugate
s∗R is longer (one would have to go around the branch point sth), hence this pole usually has
negligible impact on the physical region and will not be considered here.
Starting from the pole position sR, one may define the mass and the width of the reson-
ance as17
sR = ResR + iImsR =
(
m− iΓ2
)2
= m2BW − iΓBWmBW . (1.4.32)
The pole (m,Γ) and the Breit-Wigner (mBW ,ΓBW ) definitions are related by

mBW = mγ
ΓBW = Γ/γ
γ =
√
1− (Γ/2m)2, (1.4.33)
and coincide for Γ  2m. A low width resonance is very close to the physical region
which will be then strongly influenced by its pole. Experimentally, the characteristic bump
observed in the cross section on the real s-axis is reminiscent of the pole lying nearby in the
complex plane.
The partial-wave T -matrix can be expressed via a function f (s) which is regular at sR,
T l (s) = f (s)
s− sR , (1.4.34)
Explicitly, f (s) can be expanded in a power series around sR18
f (s) = f (sR) + f ′ (sR) (s− sR) + ... . (1.4.35)
The positive power terms make up the background of the T -matrix, while the pure pole
16This is a consequence of the Mandelstam’s maximal analyticity hypothesis.
17Numerous definitions of the mass of a resonance have been introduced in the literature. These definitions
include the peak position of the cross section or the value of
√
s at which the phase shift is pi2 . What is
model-independent and fundamental about a resonance is just the pole position, i.e. the couple (ResR, ImsR).
18The series converges in a disc centered on sR and bounded by the nearest singularity. The boundary
may be due to an additional resonance or to the threshold branch point. In the latter case, the circle includes
part of the physical region.
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contribution is given by the residue term f (sR) = −g2,
T lR (s) =
−g2
s− sR =
−g2
s−
(
m− iΓ2
)2 ≡ −g2s− (m2BW − iΓBWmBW ) . (1.4.36)
One may want to keep the background terms and parametrise the scattering amplitude in
a way that the behaviour at the threshold (discussed earlier in this subsection) is reproduced.
In the case of a single and narrow resonance generated by the elastic scattering of two
particles (and with far away negligible inelastic thresholds), the common relativistic varying-
width Breit-Wigner parametrisation is often accurate,
T lBW (s) =
1
ρ (s)
−√sΓl (s)
s− (m2BW − i
√
sΓl (s))
, (1.4.37)
Γl (s) =
g2
6pi
k2l+1
sm2l−2BW
(1.4.38)
and satisfies the unitarity condition Eq. (1.4.24). Comparing with Eq. (1.4.23), we easily
get
cot δl (s) =
m2BW − s√
sΓl (s)
. (1.4.39)
It is clear that the value of s such that δl (s) = pi2 is m
2
BW which, as mentioned above, differs
from m2. For l > 0, the width Eq. (1.4.38) increases unrealistically with the energy and
the effect of the resonance is felt far away from its position. This behaviour can be fixed by
adding some damping factors to Eq. (1.4.38).
1.4.5 Potential
We have seen in the previous section that partial wave amplitudes T j (s) possess a physical
right hand cut for s above the lowest threshold as well as unphysical left hand cuts which
originate from the crossed channels. In theN/D method [8], the two sets of cuts are separated
into two distinct functions N j (s) and Dj (s) which in full generality form T j (s) through
their ratio, T j (s) = N j (s) /Dj (s). The numerator N j (s) carries all and only left hand cuts
and the denominator Dj (s) carries exclusively the physical cut. It was shown in Ref. [9]
that if the unphysical cuts can be neglected, the numerator function can be set to one and
the denominator assumes a simple form such that the two-body partial wave amplitude with
masses m2 > m1 is (the index j is dropped and we are restricting to s-wave but the relation
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is valid in general),
T (s) = 1
V −1 (s)−G (s) . (1.4.40)
V (s) is called potential and is a real function well behaved at threshold which encodes the
dynamics of the system. G is an infinite19 loop function that can be either regularised with
a cutoff Λ,
Gc (s,Λ) =
∫
|q|<Λ
d3q
(2pi)3
I (s, q) , (1.4.41)
I (s, q) = 12E1 (q)E2 (q)
E1 (q) + E2 (q)
s+ i− (E1 (q) + E2 (q))2
, (1.4.42)
with E1/2 (q) =
√
m21/2 + |q|2, or alternatively, can be renormalised with a subtraction con-
stant α (µ) at scale µ,
GD (s, α) = 116pi2
[
α (µ) + log m1m2
µ2
+ δm2s log
m22
m21
+ k√
s
l (s)
]
, (1.4.43)
l (s) = + log
(
2
√
sk + s+ δm
)
+ log
(
2
√
sk + s− δm
)
− log
(
2
√
sk − s+ δm
)
− log
(
2
√
sk − s− δm
)
, (1.4.44)
where δm = m22 −m21 and k is related to s via Eq. (1.2.12).
The notation G (s) in Eq. (1.4.40) can refer to either Eq. (1.4.41) or to Eq. (1.4.43).
Of course, the potential V (s) has the corresponding form V c (s,Λ) or V D (s, α). The T -
matrix T (s) is a physical quantity and does not depend on the regularisation artefacts. In
particular, in the cutoff form, T−1 (s) is obtained as the infinite cutoff limit of the difference
V c (s,Λ)−1 − Gc (s,Λ). In the dimensional notation, changes in G due to changes of µ are
absorbed by changes in V −1, such that the physical T (s) is unchanged. Explicitly,
T (s) = lim
Λ→∞
1
V c (s,Λ)−1 −Gc (s,Λ) =
1
V D (s, α)−1 −GD (s, α) . (1.4.45)
An explicit (non-integral) expression also for Gc (s,Λ) can be found in the erratum [10] of
Ref. [11]. The same work connects the renormalisation scale µ with the cutoff Λ via the
relation µ = 2√
e
Λ ≈ 1.2Λ.
In both cases, the form Eq. (1.4.40) guarantees the analytic and unitary properties of the
19The real part is infinite, the imaginary part is trivial and dictated by unitarity, see Eq. (1.4.46).
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partial wave. In particular, the function G (s), viewed as a complex function, is equipped
with the correct physical cut. For real values of s, its imaginary part is zero below threshold
and is equal to −k/ (8pi√s) above, in agreement with Eq. (1.4.24):
G (s) = ReG (s)− i k8pi√s, s > sth. (1.4.46)
The derivative of G with respect to s, ∂G
∂s
, is independent of α in its dimensional renormalised
form (which appears just as a constant in Eq. (1.4.43)) and coincides with the Λ→∞ limit
of the cutoff regularised derivative counterpart, which is regular,
∂G
∂s
= ∂G
D (s, α)
∂s
≡ lim
Λ→∞
∂Gc (s,Λ)
∂s
. (1.4.47)
Below threshold, G (s) (real) is a decreasing function with respect to s, therefore the deriv-
ative Eq. (1.4.47) is negative.
Although the notation adopted follows that of Unitarised Chiral Perturbation theory, Eq.
(1.4.40) is valid in general and the potential can be any function that describes the elastic
scattering of the two particles.
In the notation Eq. (1.4.40), a possible bound state below threshold at s = sB = m2B is
determined by setting the denominator of Eq. (1.4.40) to zero,
V (sB)G (sB) = 1. (1.4.48)
The bound state sB is a physical quantity and the solution(s) to Eq. (1.4.48) should be
independent of renormalisation parameters.
Using Eq. (1.4.27), it is straightforward to obtain the sum rule
g2
∂V −1
∂s︸ ︷︷ ︸
Z
+ g2
(
−∂G
∂s
)
︸ ︷︷ ︸
1−Z
= 1 (1.4.49)
which is valid at s = sB ; 0 ≤ 1− Z ≤ 1 is known as the compositeness factor.
Interpretation of Z The interpretation of the factors Z and 1 − Z appearing in Eq.
(1.4.49) was discussed in Ref. [12] (see also Ref. [13]) as a generalisation of Weinberg’s work
[14].
As explained in Sec. (1.2.3), the state |B〉 = |mB sB ; pσ 〉 associated with a bound
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state, as well as the scattering state20 |12〉 that we are considering and all others |1′2′〉 , ...
are asymptotic states and eigenstates of the interacting Hamiltonian H of the theory. The
same Hilbert space may be spanned in terms of the eigenstates |B0〉 , |120〉 , |1′2′0〉 , ... of a
bare Hamiltonian H0 and the state |B〉 can be decomposed in terms of these,
|B〉 = cB |B0〉+ c12 |120〉+ c1′2′ |1′2′0〉+ ... . (1.4.50)
The state |B0〉 is a “bare bound state”, |120〉 is the bare version of the |12〉 scattering state
that we are considering and c1′2′ |1′2′0〉 + ... denote all other states. We say that the bound
state |B〉 has an “elementary” or “genuine” component |B0〉 with probability
c2B =
∣∣∣∣∣ 〈B0|B〉〈B0|B0〉
∣∣∣∣∣
2
, (1.4.51)
as well as “molecular” components c212, c21′2′ , ... and all amplitudes squared sum up to one.
Then,
1− Z = c212 (1.4.52)
Z = c2B + c21′2′ + ... (1.4.53)
1− Z represents the probability for the bound state |B〉 to be found in the 12 channel, and
can be calculated from Eq. (1.4.49). Z represents all other possibilities, including “element-
ariness” and couplings to other channels. An approximately vanishing Z is associated with
a strong 12 molecular component for the bound state. It is clear from Eq. (1.4.49) that
an energy-independent potential can not allow couplings of the bound state to other states
than the |12〉 scattering state in question.
The discussion of compositeness was introduced by Weinberg [14] in a non-relativistic
setting. He considered the Hilbert space of two-particle states formed by a proton and a
neutron, |12〉 = |pn〉, as well as a state associated to the deuteron |B〉 = |deuteron〉. With no
other scattering states (the particle number is fixed in this non-relativistic formulation), Z =
c2B represents just the elementary contribution. In the low binding energy approximation,
Weinberg linked Z to the measurable and known scattering length and effective range of
the proton-neutron system, finding Z ≈ 0 and thus stating that the deuteron is mainly a
20Momenta and spin component labels are hidden. For instance |12〉 = |m1 s1m2 s2 ; ... 〉.
1.4. CAUSALITY, ANALYTICITY, UNITARITY 39
composite system of a proton and a neutron.
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Chapter 2
QCD on the continuum and on the
lattice
The introduction of QCD as a theory for strong interactions was revolutionary. Before its
emergence, the theoretical world was living a period of confusion as it could not keep pace
with all experimental phenomena that were being discovered in the laboratories, a situation
which is basically the opposite of that of today. A number of isolated phenomenological
models were being developed but a general field description which was so successful for QED
seemed to be impossible to achieve for the strong interaction. S-matrix theory, based on the
general symmetry considerations of the previous chapter could provide actual results only
for a limited number of cases. Therefore it is no surprise that S-matrix theory was swamped
by the advent of QCD and was almost forgotten. QCD was able to explain experimental
evidence like colour and asymptotic freedom and furnished a calculative tool with predictive
power via perturbation theory in the high energy limit.
Nevertheless, non-perturbative aspects like confinement are yet to be derived analytically
from QCD. These are believed to be hidden behind the complicated mathematical structure
of the theory. Placing the theory on the lattice and understanding the connection with the
continuum version allows to numerically access its non-perturbative features.
This chapter is organised as follows. In Sec. (2.1) QCD and its dynamical fields and
symmetries are introduced and the connection with the physical spectrum is discussed.
In Sec. (2.2) how QCD can be implemented on a finite discretised lattice is explained.
The Wilson action and the partition function are introduced and a quantum mechanical
Hilbert space is identified. Sec. (2.3) collects some useful technical methods relevant to
perform calculations in the next chapters and, finally, Sec. (2.4) shows how to access physical
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quantities in the continuum from the lattice results.
2.1 Continuum QCD
2.1.1 The classical action
The dynamical fields of QCD are
ψfiα (x) , ψ
f
iα (x) , A
µ
ij (x) , f = 1, ..., Nf i, j = r, g, b α = 1, 2, 3, 4
where ψ and ψ represent quarks and anti-quarks and Aµ represents the gauge bosons. Apart
from spacetime variables, the former carry a flavour index f (= u, d, c, s, t, b in the real
world), a spin index α and a colour index i. With respect to the spin index α, they are Dirac
fermions and transform under the
(
1
2 , 0
)
⊕
(
0, 12
)
representation of the Lorentz group. With
respect to the colour index i, they are vectors that live in the 3 (quarks) and 3 (antiquarks)
representation of the gauge group SU (3). The gauge fields Aµ carry a Lorentz index µ and
transform as vectors under the Lorentz group, according to the
(
1
2 ,
1
2
)
representation. For
each µ, they are traceless hermitian 3× 3 matrices. Therefore they belong to the algebra of
SU (3), i.e. they are a linear combination of the generators ta of SU (3) with coefficients Aµa :
Aµ =
8∑
a=1
Aµata. (2.1.1)
The generators ta are half the Gell-Mann matrices, ta = λa2 , and satisfy the SU (3) commut-
ation and trace relations
[ta, tb] = ifabctc, (2.1.2)
Tr [tatb] =
1
2δab, (2.1.3)
where fabc are the structure constants of SU (3).
A local gauge transformation is defined to be
ψfα → Ωψfα, (2.1.4)
ψ
f
α → ψfαΩ−1, (2.1.5)
Aµ → ΩAµΩ−1 − iΩ
(
∂µΩ−1
)
, (2.1.6)
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where, for each spacetime x, Ω is a SU (3) matrix,
Ω (x) = eiωa(x)ta . (2.1.7)
The (classical) QCD Lagrangian is a locally gauge invariant quantity (flavour indices are
summed)
L = −12Tr [F
µνFµν ] + ψ
f
(
iγµ∂µ −mf
)
ψf − gψfγµAµψf , (2.1.8)
F µν = ∂µAν − ∂νAµ + ig [Aµ, Aµ] . (2.1.9)
The first term is purely bosonic and contains, besides the kinetic term Tr [∂µAν∂µAν ], cubic
and quartic self-interactions of the gauge field Aµ. The second term is the kinetic and mass
term for the quarks1 and the last term expresses the antiquark-gauge-quark interaction.
Depending on the quark masses, the QCD Lagrangian (2.1.8) enjoys, apart from gauge
invariance, different flavour symmetries, i.e. symmetries under transformations that mix the
flavour index f while keeping all others fixed:
Classical symmetry
Massless quarks SU (Nf )V × U (1)V × SU (Nf )A × U (1)A
Degenerate quark masses SU (Nf )V × U (1)V
Arbitrary quark masses U (1)Nf .
Here V stands for vector and A for axialvector. For massless quarks we have maximal
chiral symmetry. U (1)V is the symmetry associated to baryon number conservation while
the U (1)A symmetry does not survive quantisation due to the non-invariance of the path-
integral measure (the axial anomaly). SU (Nf )V is the Nf -isospin symmetry and survives
quantisation while the SU (Nf )A symmetry is spontaneously broken.
The mass term of the Lagrangian explicitly breaks chiral symmetry. The vector sym-
metries survive for degenerate masses. In particular, in the real world mu ≈ md so SU (2)V ,
isospin, is an good approximate symmetry which can be enlarged to SU (3)V if also the
strange quark is considered degenerate. For generic masses, U (1)Nf is the remaining sym-
metry which is associated to the conservation of each flavour and includes U (1)V .
In general, to each quark the baryon number B = 13 and the flavour quantum numbers
1a 14×4 spin matrix is understood in the latter as well as an overall 13×3 colour matrix
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u d s c b t
Iz 1/2 −1/2 0 0 0 0
S 0 0 −1 0 0 0
C 0 0 0 +1 0 0
B 0 0 0 0 −1 0
T 0 0 0 0 0 +1
Table 2.1: Flavour quantum numbers of the quarks. Iz is the z-axis projection of the isospin,
S the strangeness, C the charmness, B the bottomness and T the topness. Antiquarks carry
the opposite signs.
of Tab. (2.1) are associated.
2.1.2 Quantisation and the QCD Hilbert space
The difference between a classical and a quantum system resides in the fact that, given a
classical action S of variables φ, not only the δS = 0 solution will be the dynamical one
but each variable contributes with a weight given by the exponential of the action. A naive
application of this concept to QCD results in a partition function
Z =
∫
DAµDψDψe
iScl[ψ,ψ,Aµ], (2.1.10)
where Scl refers to the classical action of the previous subsection. As for general continuum
gauge theories, some complications arise in this quantisation procedure. The presence of all
gauge-equivalent degrees of freedom in Eq. (2.1.10) leads to an over-counting of the path-
integral making it infinite. In light of the Faddeev-Popov procedure, after fixing a gauge it
is possible to factor out from Eq. (2.1.10) the infinite contribution (which cancels out in the
expectation values) leading to the partition function for QCD
Z = N
∫
DAµDψDψDcDc
∗ei(Scl[ψ,ψ,Aµ]+Sgf [Aµ,c,c∗]), (2.1.11)
which includes unphysical ghost fields, c and c∗. We end up with a general non-perturbative
formalism from which all features of the strong interactions could in principle be derived.
Correlator functions can be generated from Eq. (2.1.11) equipped with a source term and
quark and gluon operators can be defined. In the high-energy limit a perturbative treatment
can be performed and results can be compared to experiment.
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Physical spectrum of QCD from quarks and gluons The set of physical states of
QCD is highly complicated. These include all stable (under the strong interaction) particles,
hadrons as pions and protons as well as stable atomic nuclei. Among the zoo of particles
that have been discovered and that are listed on the particle data group [7], only a few are
actually stable under the strong interaction, even fewer if considering also electromagnetism
and weak interactions. The majority are instead resonances which can, however, be treated
as stable in those contexts where the decay width is small enough to have no significant
impact.
The classification of the physical spectrum derives from the symmetries of QCD. Apart
from the Poincaré symmetry, which for QCD includes also parity and time-reversal and which
results in the classification of states in terms of momenta and angular momenta (described in
Sec. (1.2)), conservation of flavour is always valid in QCD. The spectrum is then separated
into sectors of well defined flavour quantum numbers as strangeness and charmness.
On the other hand, the QCD Lagrangian is expressed in terms of quarks and gluons. The
connection between the quark-gluon perspective and the physical spectrum is absolutely non
trivial. When expressing the latter in terms of the former, in light of confinement which is
a non-perturbative feature of QCD, only gauge-invariant combinations out of quarks and
gluons are to be formed to match the colourless spectrum observed.
From quarks q and antiquarks q living respectively in the fundamental 3 and anti-
fundamental 3 representation of the SU (3) gauge group, gauge-invariant combinations can
be formed by tensor products qq and qqq, which are the (conventional) mesons and baryons,
respectively. Gauge-invariant combinations are not limited to these, as any exotic aggregate
of qq and qqq results in a singlet. We have tetraquarks (qq) (qq) made out of a diquark and an
antidiquark, mesonic molecules (qq) (qq), pentaquarks (qq) (qq) q, molecules (qqq) (qq) and
so on. In addition, gluons g living in the adjoint 8 representation can form colourless objects,
either by themselves, creating e.g. glueballs gg, or in association with quarks, forming for
instance hybrid mesons qqg or hybrid baryons qqqg .
Matrix elements between the gauge-invariant operators and the physical states and the
resulting decay constants provide the bridge between the two aspects of the theory.
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JP (s, l)
0− (0, 0)
0+ (1, 1)
1− (1, 0) or (1, 2)
1+ (0, 1) or (1, 1)
2− (0, 2) or (1, 2)
2+ (1, 1) or (1, 3)
... ...
Table 2.2: Spin-orbital angular momentum combinations for a given JP .
2.1.3 The quark model for mesons
In the quark model only the simplest gauge-invariant combinations, qfqf ′ for mesons and
qf1qf2qf3 for baryons, are taken as the fundamental structure of the hadrons2. In this frame-
work, qfqf ′ and qf1qf2qf3 define the mesons and hadrons, respectively.
Let us focus on the first. The flavour quantum numbers listed in Tab. (2.1) are additive
so that a first classification of mesons, which have (additive) baryon number B = 0, is in
terms of their flavour content. For instance, cs has zero flavour quantum numbers except
for C = S = −1 while the non zero flavour quantum numbers of sd are S = 1 and Iz = −12 .
No mesons are believed to be formed by the top quark as it decays too quickly to form one.
A second classification of the mesons is provided by their angular momentum. The
addition of the 12 spins of the quark and anti-quark results in a meson with either spin 1 or
0, 12 ⊗ 12 = 1, 0. There is no limit on the orbital angular momentum of the quarks, which can
be any l = 0, 1, 2, ... with parity P = (−1)l+1 = ±1 and charge conjugation C = (−1)l+s for
unflavoured mesons qfqf . Thus, combining spin and orbital angular momentum, mesons
can by classified according to the total angular momentum, parity and charge conjugation3,
JPC . As shown in Tab. (2.2), a given JP does not identify a unique spin-orbital combination
except for the J = 0 case.
Mesonic states of the form 0+−, 1−+, 2+−... as well as 0−− are legitimate states for QCD
but are not allowed within the quark model.
The mesons states we obtained, in the form qq′, can be rearranged in multiplets according
to the representations of the vector special unitary group. In particular, in terms of the
isospin group SU (2), the light quarks u and d with Iz = ±12 correspond to an isodoublet
2The notion of quark was introduced in this context before the advent of QCD as an attempt to classify
and explain the zoo of hadrons which were relentlessly being discovered.
3Also radial excitations are present.
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in the fundamental representation 2 with I = 12 . The corresponding antiquarks live in 2
representation and the combination 2 ⊗ 2 = 3 ⊕ 1 leads to an isotriplet and an isosinglet.
For JP = 0− these are respectively associated to the I = 1 pions (pi+, pi0, pi−) and to the
I = 0 η0 state. Mesons with only one light quark carry the isospin of the light quark. For
instance, Kaons are identified by two I = 12 doublets, (K
+, K0) and
(
K−, K
0).
When isospin is considered as a true (or at least an approximate) symmetry, this ar-
rangement becomes particularly useful as the degeneracy of the masses of the light quarks is
reproduced in the degeneracies of the particles composing each multiplet. By extension, also
the enlarged SU (3) flavour group leads to degenerate multiplets when all u d and s quarks
are treated with the same mass.
2.2 QCD on the lattice
The first step in constructing a formulation of QCD accessible for numerical simulations is
to set up a discretised Euclidean spacetime. The relevant formulas can be found in App.
(A.2).
Once a lattice is introduced, a discretised action has to be defined on it such that Eu-
clidean QCD is reproduced in the continuum limit. The choice of the lattice action is not
unique as any kind of discretisation which differs by irrelevant operators all lead to the
same continuum limit. Some of them may be easier to simulate, others may lead to reduced
discretisation errors. In any case, the lattice introduces a cutoff a which provides a non-
perturbative regularisation of the continuum theory. In momentum space this becomes pi
a
(see App. (A.2)) and therefore only low energy quantities, at momentum scales less than pi
a
,
can be calculated.
While the identification of QCD in the continuum limit is mandatory for a lattice action,
preserving gauge invariance also at finite a is strongly advisable in order to benefit from
simplifying relations that this symmetry guarantees. In the next two subsections the simplest
gauge-invariant actions will be introduced.
2.2.1 The pure gluonic action
We define the gauge fields as dimensionless elements Uµ (x) of SU (3), where x denotes the
space-time point and µ = 1, 2, 3, 4 is the directional index. They are represented as links
between two adjacent points and are thus referred to as link variables. The index µ can be
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extended also to negative values, µ = −1,−2,−3,−4, once the connection between opposite
signs is defined:
U−µ (x) = U †µ (x− µˆ) . (2.2.1)
A local gauge transformation is implemented by a local SU (3) matrix,
Ω (x) = eiωa(x)ta . (2.2.2)
which, apart for the discontinuous range of x, it is exactly the same of the continuum
counterpart Eq. (2.1.7).
The gauge transformation applied on the link variables is defined via
Uµ (x) → U ′µ (x) = Ω (x)Uµ (n) Ω† (x+ µˆ) , (2.2.3)
U †µ (x) → U †
′
µ (x) = Ω (x+ µˆ)U †µ (x) Ω† (x) . (2.2.4)
The gluon part of the action is to be constructed from gauge invariant combinations of the
link variables. For this purpose, given a field configuration Uµ (x), we can build a “path”
between two points x and y, which is a SU (3) matrix defined as
PC [U ] = Uµ0 (x)Uµ1 (x+ µˆ0) ...UµN−1 (y − ˆµN−1) , (2.2.5)
where the directional indices are allowed to be negative. A closed path, where y = x, is
called a loop. The shortest non trivial loop is a plaquette, and is denoted as
Uµν (x) = Uµ (x)Uν (x+ µˆ)U−µ (x+ µˆ+ νˆ)U−ν (x+ νˆ)
= Uµ (x)Uν (x+ µˆ)U †µ (x+ νˆ)U †ν (x) . (2.2.6)
Under a gauge transformation acting on Eq. (2.2.5) all Ω terms lying between the fields
cancel out, leaving just the endpoint terms:
PC [U ]→ PC [U ′] = Ω (x)PC [U ] Ω† (y) . (2.2.7)
It is clear that, due to the cyclic property of the trace, when C is a loop, the object TrPC [U ]
is gauge invariant and does not depend on the endpoint y = x .
For a given gluon configuration Uµ (x), the Wilson gauge action is defined to be [15]
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SG [U ] =
2
g2
∑
x∈Λ
∑
µ<ν
ReTr [1− Uµν (x)] , (2.2.8)
where the sum ∑µ<ν is over all positively oriented plaquettes, 1 ≤ µ < ν ≤ 4 and g is the
bare strong coupling.
The fact that this action reproduces the correct (naive) continuum limit is seen by ex-
pressing the link variables, elements of SU (3), in terms of fields Aµ (x) that live in the
algebra of the group,
Uµ (x) = eiaAµ(x) ≡ eiaAµa(x)ta , (2.2.9)
Fµν (x) = ∂µAν (x)− ∂νAµ (x) + i [Aµ (x) , Aν (x)] . (2.2.10)
Then, one can show that the action Eq. (2.2.8) when expressed in terms of Aµ (x) reads
SG [A] =
1
2g2a
4 ∑
x∈Λ
∑
µν
Tr [Fµν (x)Fµν (x)] +O
(
a2
)
. (2.2.11)
When letting a → 0, derivatives in Fµν become continuous, a4∑x∈Λ → ∫ d4x and SG [A]
approaches the (Euclidean) continuum gauge action.
2.2.2 The Wilson fermionic action
Similarly to the continuum, fermionic fields representing quark and anti-quarks ψfiα (x) and
ψ
f
iα (x) are introduced on the lattice. The flavour f , colour i and spin α indices are identical
to the continuum, the difference being only the fact that the spacetime variables are dis-
crete. Also, the dimensions are the same, [ψ] =
[
ψ
]
= 32 . As in the continuum, the gauge
transformation on the fermionic fields read
ψfα (x) → Ω (x)ψfα (x) , (2.2.12)
ψ
f
α (x) → ψfα (x) Ω† (x) , (2.2.13)
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where Ω (x) is the SU (3) matrix Eq. (2.2.2). Introducing the covariant derivative operator
Dµ and covariant Laplacian D2µ by
Dµψ (x) =
1
2a [Uµ (x)ψ (x+ µˆ)− U−µ (x)ψ (x− µˆ)] , (2.2.14)
D2µψ (x) =
1
a2
[Uµ (x)ψ (x+ µˆ) + U−µ (x)ψ (x− µˆ)− 2ψ (x)] , (2.2.15)
the Wilson fermionic action can by defined (for r = 1):
SW
[
ψ, ψ, U
]
= a4
∑
x
ψ
f (x)
(
γµDµ − ar2 D
2
µ +mf
)
ψf (x) . (2.2.16)
It is made up of three terms, with kernels γµDµ, −ar2 D2µ (a sum over µ is understood
in both) and mf . The first and last term resemble the continuum action. The correctness
of the continuum limit and gauge invariance can be easily checked. A convenient way to
express the Wilson action Eq. (2.2.16) is via the Dirac matrix DU (y;x),
SW
[
ψ, ψ, U
]
= a4
∑
yx
ψ
f (y)DfU (y;x)ψf (x) , (2.2.17)
DfU (y;x) ≡
(
mf + 4r
a
)
δy,x −
4∑
µ=1
(r − γµ)Uµ (y) δy+µˆ,x + (r + γµ)U−µ (y) δy−µˆ,x
2a .
(2.2.18)
For each flavour f , it is a matrix Dfiα,jβ (y, x) in all spin, colour and spacetime indices. In
terms of explicit spin-colour indices, the first term contains a δijδαβ factor and in the second
we have rδij. Note that
[
DfU (y;x)
]
= 1 so that [SW ] = 0 . It satisfies γ5-hermiticity, i.e.
γ5Dγ5 = D† where the symbol † is applied to all indices, spin, colour and spacetime.
The Wilson term The inverse of the Dirac matrix for a given flavour f is the propagator
of the corresponding quark. As we shall see, performing inversions of Dirac matrices is a
central topic in Lattice QCD. For the free case, i.e. setting Uµ (x) = 1 for each µ, x, an exact
form of the propagator exists. For flavour f we have
D0 (x; 0) =
(
m+ 4r
a
)
δx,0 − 12a
∑
µ
[(r − γµ) δx+µˆ,0 + (r + γµ) δx−µˆ,0] (2.2.19)
and its Fourier transform can be shown to be
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a−4D˜0 (p) =
∑
x
D0 (x; 0) e−ipx = m+
r
a
(
4−∑
µ
cos (pµa)
)
+ i
a
∑
µ
γµ sin (pµa) ,
which has inverse
G0 (p) ≡ D˜−10 (p) = a−4
m+ r
a
(
4−∑µ cos (pµa))− ia ∑µ γµ sin (pµa)[
m+ r
a
(
4−∑µ cos (pµa))]2 + 1a2 ∑µ sin2 (pµa) . (2.2.20)
The importance of the factor r, deriving from the −ar2 D2µ term in Eq. (2.2.16) which was
added by Wilson, can be seen here. Indeed, for r = 0 and for simplicity m = 0, we would
have sixteen poles for G0 (p) corresponding to the solutions of
sin2 (p1a) + sin2 (p2a) + sin2 (p3a) + sin2 (p4a) = 0. (2.2.21)
Explicitly, the expression is zero when choosing pµa = 0, pi, i.e.,
pa = (0, 0, 0, 0) , (pi, 0, 0, 0) , (0, pi, 0, 0) , ..., (pi, pi, pi, pi) (2.2.22)
This is a problem for the quantised theory as, apart from the physical pole at (0, 0, 0, 0),
fifteen unphysical degrees of freedom, called doublers, survive the continuum limit. With
the Wilson term, the doublers acquire a mass m + 2rl
a
and thus become very heavy in the
continuum (a→ 0) and decouple from the theory .
The inclusion of the Wilson term fixes the doublers problem but comes at a price as it
introduces other issues. Firstly, chiral symmetry on the lattice is explicitly broken by the
Wilson term. Although chiral symmetry is restored in the continuum, the presence of the
Wilson term is unsettling when considering observables for which chiral symmetry plays a
crucial role. The issue is solved by generalising the definition of chiral transformation on the
lattice in terms of the Ginsparg-Wilson equation.
Secondly, the Wilson action has larger O (a) discretisation errors. We will now discuss
how these errors can be removed.
Clover improvement The freedom in the choice of the lattice action that was mentioned
at the beginning of this section is exploited by the Symanzik improvement programme [16]
which, by adding irrelevant operators with suitable coefficients to a given action, identifies in
a systematic way a new action with the same continuum limit but with reduced discretisation
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errors. Specifically for the Wilson action, at leading order O (a), one can determine five
operators with the same symmetries of the Wilson action which are reduced to three when
imposing the Dirac field equation. Two of them have the same form of the existing action and
their net effect consists in a redefinition of the mass and the coupling. The remaining term
is explicitly added to the Wilson action, resulting in the so-called clover-improved action:
SWC = SW + cSWa4
∑
x
∑
µ<ν
ψ (x)f σµν
a
2Fµν (x)ψ
f (x) , (2.2.23)
where σµν = [γµ, γν ] /2i and
Fµν (x) =
−i
8a2 (Qµν −Qνµ) , (2.2.24)
Qµν = Uµν (x) + Uν,−µ (x) + U−ν,µ (x) + U−µ,−ν (x) . (2.2.25)
Qµν is a sum over four plaquettes Eq. (2.2.6) resulting in a shape that reminds one of a clover
leaf, hence the name. If the coefficient cSW is tuned non-perturbatively in a convenient way,
the resulting action have discretisation errors of order O (a2) [17].
2.2.3 Path integral quantisation on the lattice
We have seen how to build a gauge invariant action which reproduces QCD in the continuum.
The quantisation of the classical system is obtained via the path integral
Z =
∫
D [U ]D
[
ψψ
]
e−(SG[U ]+SF [U,ψ,ψ]). (2.2.26)
SG [U ] and SF
[
U, ψ, ψ
]
are the gauge and fermionic actions and the measure is
D [U ] = ∏
x
∏
µ
dUµ (x) , (2.2.27)
D
[
ψψ
]
≡ ∏
x
∏
f,i,α
dψfαi (x) dψ
f
αi (x) . (2.2.28)
Recall that each link Uµ (x), for fixed µ and x, is an element of SU (3) and each integration∫
dUµ (x) is performed over the whole group. The measure dUµ (x) is the Haar measure of
SU (3) which, by definition, is gauge invariant and is normalised to one,
∫
dUµ (x) = 1.
As fermions obey the Fermi statistics, the quark fields appearing in Eq. (2.2.26) are
Grassmann variables and anti-commute with each other. This implies that the product of
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two fermions at the same spacetime point and with same flavour/spin/colour index vanishes.
Since on the lattice the number of degrees of freedom is finite, gauge-fixing is not man-
datory and ghost-fields are not needed. The path-integral Eq. (2.2.26) is ready to go.
Expectation values Expectation values have the form
〈A〉 =
∫ D [U ]D [ψψ] e−(SG[U ]+SF [U,ψ,ψ])A [U, ψ, ψ]∫ D [U ]D [ψψ] e−(SG[U ]+SF [U,ψ,ψ]) , (2.2.29)
where the denominator is the partition function Z, Eq. (2.2.26). The functional A
[
U, ψ, ψ
]
usually depends on a subset of indices of the fields, for instance on only those fields which
have spacetime label x. An important simple example is
A
[
U, ψ, ψ
]
= ψfαi (y)ψ
f
βj (x) , (2.2.30)
a quadratic functional that depends only on the two fermionic fields at the lattice coordinates
shown. Then, also the lhs of Eq. (2.2.29) will carry the labels (f, αβ, ij, yx) 4.
The measure and the exponential in Eq. (2.2.29) are gauge invariant, so 〈A〉 will be so
if A
[
U, ψ, ψ
]
is.
Let us introduce the fermionic partition function,
ZF [U ] =
∫
D
[
ψψ
]
e−SF [U,ψ,ψ] =
∏
f
detDf [U ] . (2.2.31)
The second equality can be shown using the Grassmann nature of the fermionic fields and
reduces ZF [U ] to a product of determinants of the Dirac matrix which are called fermion
determinants. Then, keeping in mind this relation, Eq. (2.2.29) can be written as
〈A〉 ≡
〈
〈A〉UF
〉
G
=
∫ D [U ] e−SG[U ]ZF [U ] 〈A〉UF∫ D [U ] e−SG[U ]ZF [U ] , (2.2.32)
〈A〉UF =
∫ D [ψψ] e−SF [U,ψ,ψ]A [U, ψ, ψ]∫ D [ψψ] e−SF [U,ψ,ψ] . (2.2.33)
The expectation value of A is viewed as the expectation value of 〈A〉UF with respect to
4This is just like a standard expectation value 〈A〉1,3,8 = Z−1
∫
dx1...dx9x
5
1x
11
3 x8e
−S(x1,...,x9) where each
index a = 1, ..., 9 would correspond to space-spin-colour-flavour.
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the gluonic weight Z−1D [U ] e−SG[U ]ZF [U ]; 〈A〉UF is in turn the expectation value of A with
respect to the fermionic weight Z−1F [U ]D
[
ψψ
]
e−SF [U,ψ,ψ]. The symbol U in 〈A〉UF emphasises
that 〈A〉F is a functional of U . This is the case also if A
[
U, ψ, ψ
]
does not depend on the
link variables U as the latter explicitly appear in the fermionic action.
The fermionic part For a given link configuration U , the fermionic expectation value
〈A〉UF can be calculated exactly due to the gaussian nature of the fermionic action. The basic
object is the fermionic expectation value of Eq. (2.2.30) which is basically the propagator
with flavour f , 〈
ψfαi (y)ψ
f
βj (x)
〉U
F
= a−4
(
D−1U,f
)
αi,βj
(y;x) . (2.2.34)
The γ5-hermiticity of the Dirac matrix, if valid, is inherited by its inverse.
More general functions are combinations of products of quarks-antiquarks ψa1ψb1 ...ψanψbn
with U -dependent coefficients5. Here all spin-colour-spacetime indices for quarks and anti-
quarks have been condensed to ai and bi, respectively. Then, Wick’s theorem asserts that the
fermionic expectation value of ψa1ψb1 ...ψanψbn is a sum over all n! possible ways to contract
a quark with an antiquark, more explicitly
〈
ψa1ψb1 ...ψanψbn
〉U
F
=
∫ D [ψψ] e−SF [U,ψ,ψ]ψa1ψb1 ...ψanψbn∫ D [ψψ] e−SF [U,ψ,ψ]
= (−1)n ∑
P (1,2,...,n)
sign (P )
n∏
k=1
a−4
(
D−1U
)
akbPk
, (2.2.35)
where P (1, 2, ..., n) is a permutation of (1, 2, ..., n). Eq. (2.2.35) refers to one flavour but
it is generalisable to products of multiple flavours due to factorisation of Eq. (2.2.33) with
respect to f .
The fermionic expectation value is reduced to the calculation of the Dirac matrix inverse.
Please note that usually D is a sparse matrix (compare with Eq. (2.2.18) for the Wilson
case) but its inverse is not. Even just storing 2×12×12×N3L×NT ×N3L×NT real numbers
in a RAM memory is today technologically prohibitive. How to by-pass this problem will be
seen in the following sections.
The gluonic part Once the Wick contractions are performed, 〈A〉UF is known. This is
not the end of the story, as the integral Eq. (2.2.32) has still to be calculated to obtain our
5The coefficients can involve e.g. Dirac matrices, Levi-Civita symbols or Fourier-transforming exponen-
tials.
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desired answer 〈A〉. A direct numerical calculation is excluded due to the large number of
degrees of freedom but a importance sampling Monte Carlo approach can be applied. NC
link configurations Ui are generated weighted on Z−1D [U ] e−SG[U ]ZF [U ] and
〈A〉 = 1
NC
NC∑
i=1
〈A〉UiF +O
(
1√
NC
)
. (2.2.36)
The integral Eq. (2.2.29) can be estimated at the price of introducing statistical errors which
decrease with the reciprocal of the square root of the number of configurations. The link
configurations are not independent as they form a Markov chain sequence U0 → U1 → ....
Selecting only configurations separated by enough steps or binning over the configurations
are standard ways to deal with autocorrelation issues.
The generation of link configurations involves the calculation of fermion determinants Eq.
(2.2.31) which is not an easy task. The fermion determinant for flavour f can be interpreted
in a hopping parameter expansion as the exponential of a sum over closed fermionic loops.
As mf → ∞, the contributions of the loops vanish, i.e. detDf [U ] → 1. Hence, setting the
determinant to unity for higher mass flavours is a very reasonable approximation. Setting all
determinants to unity, or quenching, is instead a crude approximation and yields reasonable
results only for a limited number of cases. In present simulations, one distinguishes between
Nf = 2 simulations, where the (degenerate) light quarks are fully simulated, Nf = 2 + 1
simulations which includes the strange quark and Nf = 2 + 1 + 1 which includes the charm.
2.2.4 The lattice Hilbert space and the spectral decomposition
The path integral we obtained and discussed in the previous section is Euclidean, an essen-
tial requirement in order to interpret the exponential of the action as a probability weight
function and to perform a Monte-Carlo simulation. The resulting expectation values are
therefore also Euclidean. However, our physical world is Minkowskian and there is no guar-
antee that, in the continuum limit, our Euclidean correlators can be analytically continued
to Minkowski space and will correspond to a physical Hilbert space with a well-behaved
Hamiltonian (positive norm, bounded by below spectrum, Poincaré invariance etc.).
The Osterwalder-Schrader theorem [18] provides conditions to which continuum Euc-
lidean correlators should comply in order for this to be true. These include SO (4) (Euc-
lidean) covariance, reflection positivity and other technical conditions.
These requirements can be adapted for lattice Euclidean correlators [19]. Alternatively,
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for the lattice, if we are clever enough to construct an explicit strictly positive, bounded,
symmetric, unique transfer matrix Tˆ = e−aHˆ and identify operators evolving in Euclidean
time,
Oˆ (t) = etHˆOˆ (0) e−tHˆ , (2.2.37)
such that
lim
T→∞
〈O2 (t)O1 (0)〉T = limT→∞
Tr
[
Oˆ2 (t) Oˆ1 (0) e−THˆ
]
Tr
[
e−THˆ
] = 〈0|Oˆ2 (t) Oˆ1 (0) |0〉 , (2.2.38)
then the resulting lattice Hamiltonian Hˆ is unique and enjoys the physical properties for the
discretised theory. A continuum Hamiltonian can then be identified by the limit
Hˆcont. = lim
a→0 Hˆ = lima→0−
1
a
log Tˆ . (2.2.39)
Such an explicit construction was made by Lüscher for the Wilson action [20].
In Eq. (2.2.38) the quantity 〈O2 (t)O1 (0)〉T is the expectation value Eq. (2.2.29) of
A = O2 (t)O1 (0), a product of functionals of quarks and gauge fields at time t and 0 for
respectively O2 (t) and O1 (0). A subscript T is appended to highlight the finite time extent.
The traces are defined in an operatorial sense, i.e. for an operator Aˆ, Tr
[
Aˆ
]
= ∑i 〈i|Aˆ|i〉,
where the sum runs over an orthonormal basis of the Hilbert space. The denominator
identifies the partition function of the previous section, ZT = Tr
[
e−THˆ
]
.
Eigenstates of the lattice Hamiltonian Since lattice QCD is defined on a finite volume,
the energy spectrum is discrete and can be identified by a discrete index n
Hˆ |n〉 = En |n〉 n = 0, 1, 2, ... . (2.2.40)
We assume normalised eigenvectors |n〉 and sort them according to E0 = 0 ≤ E1 ≤ E2 ≤ ... .
The vacuum energy E0, corresponding to the vacuum state |0〉, is set to zero.
The eigenstates |n〉, for fixed En, contain degeneracies ruled by the symmetries of the
lattice Hamiltonian. To see these, let us recall from chapter (1) and App. (A.1.4) that in
the continuum Minkowski theory, the Hamiltonian eigenstates can be expressed in the form
|E p j σj µ〉, Eq. (1.2.8), with E and p being the total energy and momentum of the state,
j = 0, 12 , 1,
3
2 , ... the total angular momentum (defined for p = 0 but extended for general
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p) and σj = −j, ..., j its projection to the z-axis. This classification is a consequence of the
Poincaré group and the spatial symmetries are dictated by its subgroup T 3oO (3), formed by
the semidirect product of spatial translations with the group of rotations in three dimensions.
Spatial reflections IS are being explicitely considered now, O (3) = SO (3)× {e, Is}, so that
j carries the parity label, j±. Moreover, the fermionic semi-integer representations should
be thought as single-valued representations of the double covering group6 OD (3) of O (3).
Following Ref. [21], on the lattice the symmetry is reduced to the analogous T 3lattoOh, the
semidirect product of the group of lattice spatial translations with the group of lattice spatial
rotations (the octahedral group) and reflections, Oh = O×{e, Is}, which has 24×2 elements.
Analogously to the continuum, the double cover group ODh of Oh should be considered7 and
has 96 elements.
In a lattice Hamiltonian eigenstate we can add to the energy label a total momentum
label p = 2pi
L
d which is, however, restricted to the 3d-integer values of d. Let us now fix p. In
contrast to the Minkowski continuum, where the little groups for each p are all isomorphic
to each other and isomorphic to the common rotational group (for massive states), on the
lattice this is no longer true. The group that satisfies gp = p for each g is a subgroup of ODh
and depends on p or, less restrictively, on classes of p. The eigenstates in Eq. (2.2.40) may
be then expressed as
|n〉 = |E pΛp σΛp µ 〉 , (2.2.41)
where Λp identifies a representations of the little group of p (just as j labels the representa-
tions of the rotation group in continuum Minkowski), σΛp identifies a specific vector in that
representation (a row) and, as usual, µ includes additional non-spatial symmetries. For each
p = 2pi
L
d, there is a finite number of irreps Λp (in contrast to the infinite span of the label j
in the continuum) and, for each Λp, there is a number of energies E = Em each degenerate
in the remaining σΛp labels.
The little group for p = 0 is the full group ODh itself. The 96 elements of ODh are
distributed in sixteen classes, therefore there are sixteen (non-double-valued) irreducible
representations Λ0,
6Just like SU (2) being the double covering group of SO (3).
7The notion of cover of a group presumes a topological structure which is absent for finite groups.
Nevertheless, in this context, the notion can be transferred from the infinite topological counterpart.
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Bosonic Fermionic
Irreps of ODh
Dim.
A±1 A
±
2 E
± T±1 T
±
2
1 1 2 3 3
G±1 G
±
2 H
±
2 2 4
(2.2.42)
We distinguish between bosonic representations, which are the lattice analogous to the con-
tinuum representations identified by j = 0±, 1±, 2±, ... and fermionic representations, ana-
logous to j = 12
±
, 32
±
, 52
±
, ... .
Let us consider now a continuum state |E p j σj µ〉 for simplicity at zero total momentum
and focus on its rotational part | j σj 〉. On the state | j σj 〉, for fixed j, the irreducible
representation g → D(j) (g) of the continuous rotational group OD (3) acts. This action can
be restricted to elements of g ∈ ODh . Being ODh a subgroup of OD (3), the resulting subduced
representation D(j) (g)
∣∣∣
g∈OD
h
is also a representation for ODh , although it is in general a
reducible one. This means that the vector space V (j) associated to the j-th representation
of OD (3) can be decomposed into vector spaces V (Λ) of the representation Λ,
V (j) =
⊕
Λ
mjΛV
(Λ), (2.2.43)
where mjΛ denotes the multiplicity in the decomposition. Correspondingly, an orthonormal
basis | j σj 〉 in V (j) can be decomposed into orthonormal bases |ΛσΛ ; η 〉 of the η-th copy
of V (Λ),
| j σj 〉 =
∑
Λ
mjΛ∑
η=1
〈ΛσΛ ; η | j σj 〉 |ΛσΛ ; η 〉 . (2.2.44)
Under the action of g ∈ ODh , the state |ΛσΛ ; η 〉 → |Λσ′Λ ; η 〉 remains in the same subspace.
Integer representations j couple only to the bosonic representations and semi-integer only
to fermionic. Explicitly, for j up to 92 , the decomposition reads
V (0) = A1 V (
1
2) = G1
V (1) = T1 V (
3
2) = H
V (2) = E ⊕ T2 V ( 52) = G2 ⊕H
V (3) = A2 ⊕ T1 ⊕ T2 V ( 72) = G1 ⊕G2 ⊕H
V (4) = A1 ⊕ E ⊕ T1 ⊕ T2 V ( 92) = G1 ⊕ 2H
...
(2.2.45)
A ± symbol is understood in both sides of the equations, for instance V (2)± = E± ⊕ T±2 .
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Figure 2.2.1: Lattice energy levels approaching the continuum value as a→ 0.
Of course, the dimensions 2j + 1 at the left-hand-sides are reproduced to the corresponding
right-hand-sides, e.g. 272 + 1 = 2 + 2 + 4.
This discussion applies independently from the lattice theory - it is always possible to
think of such a decomposition for states in the continuum. However, the relevance of the
decomposition is based on the fact that the degeneracy of the continuum Hamiltonian in the
whole V (j) is broken to a degeneracy for just each subspace V (Λ) for the lattice Hamiltonian.
As the lattice spacing approaches zero, the discrete energy levels approach the common
continuum value and the degeneracy of the whole V (j) is recovered. This is depicted schem-
atically in Fig. (2.2.1). If we are able to access the lattice energy levels (and how this can be
done will be shown in a while), simulations at multiple lattice spacings and an extrapolation
to a→ 0 can often provide the correct identification of the continuum angular momentum.
We can invert the decompositions Eq. (2.2.45) to see to which j each Λ couples to,
Λ j Λ j
A1 0, 4, 6, ... G1 12 ,
7
2 ,
9
2 , ...
A2 3, 6, 7, ... G2 52 ,
7
2 ,
11
2 , ...
E 2, 4, 5, ... H 32 ,
5
2 ,
7
2 , ...
T1 1, 3, 4, ...
T2 2, 3, 4, ...
and, as usual, a ± is understood. To a given irrep Λ corresponds an infinite number of
continuum angular momenta.
We restricted ourselves to the sector of zero total momentum p = 0, both on the lattice
and on the continuum. For states with p = 2pi
L
d 6= 0, the same assertions apply when
replacing ODh and its irreducible representations Λ ≡ Λ0 with the little group of p and its
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irreps Λp.
The discussion in this paragraph is general and is relevant for any kind of state. In
particular, the same considerations are valid for one-particle states for which the total angular
momentum is simply its spin. For instance, a particle in the continuum with spin two in the
centre of mass frame corresponds to two non-degenerate states (E and T2) on the lattice.
Two-particle states In the continuum, we have seen that the energy spectrum of the
Hamiltonian in the CM frame is made of discrete one-particle states, and continuum spectra
for multi-particle states each starting from the threshold of their production. In particular,
two particle states in the CM frame have their energies parametrised by the continuous
parameter k = |k| ∈ [0,∞[ according to Eq. (1.2.11), starting from the threshold, at k = 0
or at E = m1 +m2. In the finite box instead, only a discrete number of k in the range [0,∞[
are present and
En =
√
m21 + k2n +
√
m22 + k2n (2.2.46)
=
√
m21 + q2n +
√
m22 + q2n + ∆En, n =
√
|n|2 = √0,√1,√2, ... . (2.2.47)
In Eq. (2.2.46), the momenta kn do not have the form 2piL n valid for non-interacting particles,
the 3d-integers n are instead replaced by an element of R3. Indeed, in contrast to the
continuum case, at finite volume the two particles are always within interaction range and
necessarily interact. The interaction is made explicit in the second line, where the energy
is expressed in terms of “free” momenta qn = 2piL n (n ∈ Z3 in a continuous box) added
to a usually small interaction term ∆En that depends on L. Note that, although in a
lower amount, the masses mi themselves depend on L due to polarisation effects. As in the
continuum case, the energy En is degenerate for a fixed q = |q|. At finite-volume, there are
θn momenta with same energy En, where θn is the theta series introduced in App. (A.2).
Spectral decomposition The relation Eq. (2.2.38) shows that it is possible to access the
spectrum directly using our Euclidean correlators, even if these are unavoidably at non-zero
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temperature. We insert a complete set of orthonormal eigenstates Eq. (2.2.40),
〈O2 (t)O1 (0)〉T =
∑
m 〈m|e−(T−t)HˆOˆ2e−tHˆOˆ1|m〉∑
m 〈m|e−THˆ |m〉
=
∑
nm 〈m|Oˆ2e−tHˆ |n〉 〈n|Oˆ1|m〉 e−(T−t)Em∑
m e−TEm
=
∑
nm 〈m|Oˆ2|n〉 〈n|Oˆ1|m〉 e−(T−t)Eme−tEn∑
m e−TEm
=
∑
n
〈0|Oˆ2|n〉 〈n|Oˆ1|0〉+∑m6=0 〈m|Oˆ2|n〉 〈n|Oˆ1|m〉 e−(T−t)Em
1 +∑m 6=0 e−TEm e−tEn
≈ ∑
n
〈0|Oˆ2|n〉 〈n|Oˆ1|0〉 e−tEn ≡ 〈0|Oˆ2 (t) Oˆ1 (0) |0〉 ≡ C (t) . (2.2.48)
The terms ∑m 6=0 do not survive the T →∞ limit, resulting in a simple sum of exponentials.
The sum is restricted to all those states to which the operators Oˆ2 and Oˆ1 couple. For
instance, operators with a well defined momentum, obtainable from a Fourier transform Eq.
(A.2.14) of operators in coordinate space, identify only those states with the corresponding
momentum. Translational invariance
〈0|Oˆ2 (y, t) Oˆ1 (x, 0) |0〉 = 〈0|eix·Pˆ Oˆ2 (y, t) e−ix·Pˆ Oˆ1 (0, 0) eix·Pˆ |0〉 = 〈0|Oˆ2 (y − x, t) Oˆ1 (0, 0) |0〉
assures that 〈0|Oˆ2 (p, t) Oˆ1 (q, 0) |0〉, is non-zero only for p = q. Similarly, projecting the
operators on a given lattice irrep furnish states which live only in the irrep considered.
As time increases, the lowest energy contribution in the sum Eq. (2.2.48) becomes the
dominant one as long as the overlap 〈1|Oˆ1/2|0〉 is not too small compared to the others. The
dominance of the ground state and the quality of the signal can be inspected by calculating
the effective mass
Eeff
(
t+ a2
)
= log C (t)
C (t+ a) ≈ E1. (2.2.49)
For sufficiently large times, i.e. when the contribution from excited states no longer is
significant, the effective mass exhibits a plateaux from which the ground state energy can
be read off. Varying t in this region, a simple one-exponential fit furnishes the amplitude
and a more accurate value for the energy. If the ground state corresponds to a one-particle
state, E1 is simply the mass of the particle when p = 0.
The choice of the operators depends on the sector of the spectrum we are interested in.
In any case, to maximise overlap, it should resemble the physical state.
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Mesonic operators For mesonic states, we can be inspired by the quark model to con-
struct mesonic operators of the form
O (x) = ψf (x) Γψf ′ (x) , (2.2.50)
where f and f ′ are the quark flavours and Γ is a gamma matrix (or a derivative operator)
with the quantum numbers of the meson under consideration. With the aid of the adjoint
operator
O† (x) =
(
ψ†f (x) γtΓψf
′ (x)
)†
= −ψf ′† (x) Γ†γtψf (x) = −ψf ′† (x) γt
(
γtΓ†γt
)
ψf (x)
= −ψf ′ (x) Γ˜ψf (x) , (2.2.51)
Γ˜ = γtΓ†γt = ±Γ, (2.2.52)
it is then possible to build a correlator C (y − x) = 〈O (y)O† (x)〉 whose spectral decom-
position runs over all states with the mesonic quantum numbers. The Wick contractions
discussed in Sec. (2.2.3) are straightforward in this case (ty > tx),
C (y − x) = 〈O (y)O† (x)〉 = −〈
(
ψ
fΓψf ′
)
y
(
ψ
f ′Γ˜ψf
)
x
〉
= Tr
[
ΓGf ′ (y;x) Γ˜Gf (x; y)
]
− δff ′Tr
[
ΓGf (y; y)
]
Tr
[
Γ˜Gf (x;x)
]
.(2.2.53)
For f 6= f ′ the second term drops. Using anti-hermiticity of the propagator we obtain
C (y − x) = Tr
[
(γ5Γ)Gf
′ (y;x)
(
Γ˜γ5
)
Gf† (y;x)
]
. (2.2.54)
Thanks to γ5-hermiticity and to translational invariance the calculation of this correlator on
the computer is not significantly expensive.
2.3 Lattice methods
2.3.1 Quark field smearing
Ameson interpolator of the form Eq. (2.2.50) is localised in space with the two quarks sharing
the same spatial coordinate x. A more realistic operator, that would create from the vacuum
a state that looks more like a meson (i.e., has a better overlap with the physical meson),
should instead be spread in space and adhere to the “size” of it. Then, with such smeared
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operators, the excited (unwanted) states have less weight in the spectral decomposition Eq.
(2.2.48), leading to a better signal. For this reason, from the local quark fields ψ (x, t), so
called smeared quarks are created via a smearing function S:
ψS = Sψ, ψSiα (x, t) =
∑
zj
Sij (x, z)ψjα (z, t) , (2.3.1)
ψ
S = ψS†, ψSiα (x, t) =
∑
zj
ψjα (z, t)S
†col
ji (x, z) , (2.3.2)
with S†colji (x, z) ≡ S∗ij (x, z). In Eqs. (2.3.1) and (2.3.2) the smearing function is assumed
to be spin-independent. Additionally, they are usually considered hermitian in colour and
space, i.e. S = S† or, for given (x,y), S†col (x, z) = S (z,x).
Technically, the smearing process is often computed iteratively, i.e., starting from the local
quark field ψ (z, t), nitr iterations of a basic smearing algorithm are performed, resulting in
the final ψS (x, t). The number of iterations is related to the spatial distribution extent of
the quark field.
A smeared mesonic operator has the form
OS1S2 = ψS1,f1ΓψS2,f2 = ψf1
(
S†1ΓS2
)
ψf2 (2.3.3)
or, more explicitly,
OS1S2 (x) = ψS1,f1 (x, t) ΓψS2,f2 (x, t) =
∑
z1z2
ψ
f1 (z1, t)S†col1 (x, z1) ΓS2 (x, z2)ψf2 (z2, t) .
(2.3.4)
If Γ does not contain derivative operators, the smearing functions commute with it thanks
to spin-independence.
Smearing the quark-fields is equivalent to smearing the propagators at the source and at
the sink:
〈ψS1ψS2〉 = 〈S1ψψS†2〉 = S1 〈ψψ〉S†2 = S1D−1S†2. (2.3.5)
In general, the smearing functions depend on the links U and can be constructed to
be gauge covariant such that the combination Eq. (2.3.4) is gauge-invariant. The gauge
links fluctuate between neighbouring lattice positions and can be smoothened to improve
the signal. Typically, this is done by averaging between nearby links and this can be done
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preserving gauge-invariance.
The Wuppertal smearing [22]
Swupp (x, z) =
1
1 + 6κ
δxz + κ ∑
j=±1,±2,±3
U j (x) δx+jˆ,z
 (2.3.6)
with APE smoothed spatial links [23] U j (x) will be used throughout this work.
2.3.2 Stochastic sources
In Sec. (2.2.3) the difficulty of inverting a Dirac matrix was mentioned. In many cases,
due to translational invariance, the calculation of a correlator requires only one column of
the propagators (see e.g. Eq. (2.2.54)). In more general cases, as for the calculation of
3-point or 4-point correlators, translational invariance does not prevent us from the need
of the knowledge of the whole propagator. With the present technology, the inversion of
the full Dirac matrix is prohibitively expensive computationally and a cheaper approximate
evaluation of the propagator is therefore required. One option is provided by stochastic
source method (see e.g. [24]) which is described in this subsection.
Denoting a = (i, α, x) ∈ R as a multi-index for spin, colour and space-time, let us
introduce N fields ηra = ηriα (x) with the property
1
N
N∑
r=1
ηraη
r∗
b = δab + ab, ab = O
(
1√
N
)
, (2.3.7)
where δab = δijδαβδxy. Random elements of Z2 satisfy this requirement and will be used
throughout this thesis. More precisely, for a given point a = (i, α, x) and a given r, ηra is
randomly chosen from {1, i,−1,−i}. Note that for a = b, the lhs of Eq. (2.3.7) is exactly
one,
1
N
N∑
r=1
|ηra|2 =
1
N
N∑
r=1
1 = 1, (2.3.8)
so that ab is zero for a = b. For a 6= b, each ab has comparable size ∼ O
(
1√
N
)
. Given a
Dirac matrix Dab = Diα,jβ (y, x), for each r we solve
∑
b
DabQ
r
b = ηra, (2.3.9)
which means
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Qra =
∑
b
Gabη
r
b . (2.3.10)
Then,
Gab ≡ 1
N
N∑
r=1
Qraη
r∗
b =
∑
c
Gac
1
N
N∑
r=1
ηrcη
r∗
b =
∑
c
Gacδcb +
∑
c
Gaccb
= Gab +
∑
c 6=b
Gaccb ≈ Gab. (2.3.11)
By computing only N vector-like inversions Eq. (2.3.9) we can calculate the quantity
1
N
∑N
r=1Q
r
aη
r∗
b which is the wanted propagator Gab added to a stochastic noise term which
tends to zero as N increases.
Partitioning (diluting) For fixed points b (source) and a (sink), the noise term in Eq.
(2.3.11) receives contributions from the value of G at any source c 6= b and sink a. Due to the
exponential decay of the propagator with the space-time distance, the major contributions
will come from the space-time components of c that are close to those of a, including a itself.
It is then advisable to remove these contributions as much as possible.
One way to achieve this is by using the partition (or dilution) technique [25]. The set of
spacetime-colour-spin points is partitioned8 R = ∪Mm=1Rm and the stochastic sources ηra are
decomposed into fields which have support on a partition element identified by m,
ηra =
M∑
m=1
ηr,ma , η
r,m
a = 0 if a /∈ Rm. (2.3.12)
The fields ηr,ma are defined over the whole space R but are non-zero only for a belonging to
the partition element Rm. The analogous to Eq. (2.3.7) is
1
N
N∑
r=1
ηr,ma η
r,m∗
b =

δab + ab a, b ∈ Rm
0 else
. (2.3.13)
8For instance, if a = 1, ..., 11 then a possible partition with M = 4 elements is
a = 1, 2, 3︸ ︷︷ ︸
m=1
, 4, 5︸︷︷︸
m=2
, 6, 7, 8, 9︸ ︷︷ ︸
m=3
, 10, 11︸ ︷︷ ︸
m=4
.
Generalising, each number here corresponds to a point a = (x, i, α) on the lattice.
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One example of partitioning is time-dilution with M = NT partition elements and ηr,ma =
ηr,t0iα (x, t) = η
r,t0
iα (x) δt,t0 : we have a stochastic field with non-zero elements η
r,t0
iα (x) only at
t = t0. Another example is spin dilution (M = 4 partition elements), ηr,ma = η
r,α0
iα (x, t) =
ηr,α0i (x, t) δα,α0 or even spin-colour-time dilution (M = 12NT partition elements), ηr,ma =
ηr,α0i0t0iα (x, t) = ηr,α0i0t0 (x) δα,α0δi,i0δt,t0 . The convenience in choosing one specific way to
partition the space R depends on the problem under consideration.
For fixed partition element m, the equation
∑
b∈R
DabQ
r,m
b = ηr,ma (2.3.14)
can be solved for all r, leading to Qr,mb . Just like Eq. (2.3.9), the indices a and b here run
over the whole space, so that
Qr,ma =
∑
b∈R
Gabη
r,m
b . (2.3.15)
Then, for a given m, a given b ∈ Rm and any a ∈ R:
Gmab =
1
N
N∑
r=1
Qr,ma η
r,m∗
b =
∑
c∈Rm
Gac
1
N
N∑
r=1
ηr,mc η
r,m∗
b =
∑
c∈Rm
Gac (δcb + cb)
= Gab +
∑
c∈Rm,c 6=b
Gaccb a ∈ R, b ∈ Rm. (2.3.16)
Here, the sum over c runs initially over the whole R (due to Eq. (2.3.15)) but it is then
restricted to Rm as ηr,mc is non-zero only in this region. From Eq. (2.3.16) we see that now
the noise gets contributions only from the points lying in Rm (c.f. Eq. (2.3.11)). With only
one fixed m, we have an improved estimate for the propagator Gab for any sink a but for
sources b only belonging to the partition element Rm. In some cases this is enough (e.g.
when only timeslice-to-all propagators have to be calculated) but in order to reconstruct
the full improved propagator all N ×M inversions Eq. (2.3.14) have to be performed. The
stochastic noise reduction due to partitioning has to justify theM fold increase of the number
of inversions Eq. (2.3.14).
The one-end trick In many cases, the propagators themselves are not needed, but their
combination inside spin-colour traces are. Naively, a set of stochastic fields would be required
for each propagator, increasing the computational effort and the noise. A smart way to
handle this for connected diagrams is to use the so called one-end trick [26], where the
Kronecker deltas in Eq. (2.3.7) or Eq. (2.3.13) are appropriately inserted in the traces with
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a consequent contamination of only one set of stochastic fields. The exact way how this
works will be seen directly in the context of this work.
2.3.3 The variational method
The spectral decomposition formula Eq. (2.2.48) provides a way to calculate on the lattice
the spectrum of the lowest lying states in the sector of non-zero overlap of the operators O1
and O2. As it stands, the formula is useful only if one is interested in the ground state or
the first excited state, as multi-exponential fits become unreliable when higher energies and
the related amplitudes are included. The variational method [27] is a very useful way to
calculate excited states. Before seeing how it applies to our context, let us briefly see how it
works in general.
The generalised eigenvalue problem Consider two hermitian N × N matrices C and
C0
9 and define the generalised eigenvalue problem,
Cv(i) = λ(i)C0v(i) i = 1, ..., N. (2.3.17)
λ(i) and v(i) are the generalised eigenvalues and eigenvectors of C with respect to C0. Since
C and C0 are hermitian, the eigenvalues are real and the eigenvectors are C0-orthogonal,
λ(i) = λ(i)∗ (2.3.18)
v(i)†C0v(j) = δijfj (2.3.19)
Note that if v(i) is an eigenvector, so is αv(i) for any complex number α. The eigenvectors
can be fixed once the fj in Eq. (2.3.19) are10, setting them for instance to one (resulting in
C0-orthonormal eigenvectors).
Given a complex N -dimensional non-zero vector v, the (generalised) Rayleigh quotient
of C and C0 is defined as a function of v:
R (v) = v
†Cv
v†C0v
. (2.3.20)
If in particular v is an eigenvector v(i), the Rayleigh quotient is just the corresponding
9C0 is assumed to be positive definite also.
10There is still a phase ambiguity eiθj , which becomes ±1 when C and C0 are real.
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eigenvalue,
R
(
v(i)
)
= v
(i)†Cv(i)
v(i)†C0v(i)
= λ(i)v
(i)†C0v(i)
v(i)†C0v(i)
= λ(i). (2.3.21)
As the vector v is varied over the whole space CN \ {0} one can show that Rayleigh quotient
R (v) is always bounded by the minimum and maximum eigenvalue,
λmin = R
(
vmin
)
≤ R (v) ≤ R (vmax) = λmax. (2.3.22)
Moreover, it can be shown that the Rayleigh quotient is stationary at the eigenvector posi-
tions,
δR
(
v = v(i)
)
≡ δ v
†Cv
v†C0v
∣∣∣∣∣
v=v(i)
= 0 (2.3.23)
Finding the vectors that make the Rayleigh quotient stationary is thus equivalent to solving
the generalised eigenvalue problem Eq. (2.3.17).
Application to lattice QCD In our spectroscopic problem, instead of using one operator,
a set of N operators O1, O2, ...ON which create N linearly independent states O†i |0〉 = |Oi〉
are introduced. One then forms a linear combination operator
Ω =
N∑
i=1
v∗iOi Ω† =
N∑
i=1
viO
†
i , (2.3.24)
Given a fixed time t0 < t, we want to maximise the quantity
R (v) = 〈0|Ω (t) Ω
† (0) |0〉
〈0|Ω (t0) Ω† (0) |0〉 =
∑
n
( |〈0|Ω (0) |n〉|2∑
m |〈0|Ω (0) |m〉|2 e−Emt0
)
e−Ent (2.3.25)
Eq. (2.3.25) can be immediately put in Rayleigh quotient form (2.3.20),
R (v) = 〈0|Ω (t) Ω
† (0) |0〉
〈0|Ω (t0) Ω† (0) |0〉 =
∑N
i,j=1 v
∗
i 〈0|Oi (t)O†j (0) |0〉 vj∑N
i,j=1 v
∗
i 〈0|Oi (t0)O†j (0) |0〉 vj
= v
†C (t) v
v†C (t0) v
(2.3.26)
C (t) is called the correlator matrix and has entries
Cij (t) = 〈0|Oi (t)O†j (0) |0〉 =
∑
n
〈0|Oi|n〉 〈n|O†j |0〉 e−tEn ≡
∑
n
a†inanje
−tEn . (2.3.27)
where we have denoted anj = 〈n|O†j |0〉 and a†in = 〈0|Oi|n〉.
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C (t) is hermitian11 and so is, of course, C (t0). Then, based on what was said in the
previous paragraph, the optimal operator is found by solving the generalised eigenvalue
problem
C (t) v(i) (t, t0) = λ(i) (t, t0)C (t0) v(i) (t, t0) i = 1, ..., N t > t0 ≥ 0 (2.3.28)
along with an eigenvector normalisation condition,
v(i)† (t, t0)C (t0) v(i) (t, t0) = 1. (2.3.29)
For each i-th eigenvector, a different operator Ωi is identified according to Eq. (2.3.24) and
the following relations are valid in general
λ(i) (t, t0) = 〈0|Ωi (t) Ω†i (0) |0〉 =
∑
n
∣∣∣〈n|Ω†i (0) |0〉∣∣∣2 e−Ent, (2.3.30)
N∑
j=1
anjv
(i)
j = 〈n|Ω†i (0) |0〉 . (2.3.31)
The first equation is an application of Eq. (2.3.21) to Eq. (2.3.25) , λ(i) = R
(
v(i)
)
, with
the denominator removed due to the exact relation Eq. (2.3.29). The second equation is
straightforward to see when using (2.3.24). Note that in general the eigenvectors depend on
t, so a t-dependence is present also in 〈n|Ω†i (0) |0〉.
If the Hilbert space was finite, with dimensions N as the number of operators, then the
anj = 〈n|O†j |0〉 form a square matrix and inserting Eq. (2.3.27) in Eqs. (2.3.28) and (2.3.29)
we get an explicit expression for Eqs. (2.3.30) and (2.3.31)
λ(i) (t, t0) = e−(t−t0)Ei , (2.3.32)
N∑
j=1
anjv
(i)
j = δnieiθieEi
t0
2 , (2.3.33)
where θi is an arbitrary real number. Because of the Kronecker delta, the Ωi operator overlaps
only with the i-th state,
∣∣∣〈i|Ω†i (0) |0〉∣∣∣2 = eEit0 , leading to the simple form Eq. (2.3.32) of
11
C∗ji (t) =
(∑
n
a†jnanie
−tEn
)∗
=
∑
n
aTjna
∗
nie
−tEn =
∑
n
a†inanje
−tEn = Cij (t)
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Eq. (2.3.30). Eq. (2.3.33) is a matrix equation of the form AV = K, where V is the t-
independent eigenvector matrix (Vji = v(i)j , each column corresponds to an eigenvector) and
K is diagonal. Along with Eq. (2.3.32), the energies and amplitudes can then be obtained
from the eigenvalues and eigenvectors12.
Of course the Hilbert space is not finite, but Eq. (2.3.32) is still the leading order term
for the general case. In this way, the i-th state is directly accessible using the variational
method as if it was a ground state for a standard one-operator analysis.
2.4 Extracting scattering data from lattice simulations
In Minkowskian quantum field theory, the S-matrix elements, expressed in terms of asymp-
totic states, can be accessed from correlators (in momentum space) by looking at the on-shell
region. This is the content of the LSZ reduction formula. On the other hand, in an Eu-
clidean formulation, the Euclidean correlation functions do not contain information about
the S-matrix elements (apart from values at thresholds), a statement known as the Maiani-
Testa no-go theorem [28]. Wick-rotating approximate Euclidean correlation functions back
to Minkowski space is in principle a possible solution but it is numerically prohibitive.
2.4.1 Lüscher’s method
The negativity of the Maiani-Testa theorem is based on assuming infinite volume Euclidean
correlators and can be evaded when the theory is placed in a box, which is exactly the
setting of Lattice QCD. The finite volume, which could initially be thought as a limitation
of the lattice formulation, instead endows the Euclidean correlators with precious scattering
information. The resulting discrete (and interacting) spectrum is linked to the infinite volume
value of the S-matrix. This is the idea which was initiated by Lüscher [29, 30] for the
simple case of s-wave scattering of spinless particles in the CM frame. Since then, several
generalisations of his work were achieved, allowing for moving frames, asymmetric lattices,
higher angular momenta, coupled channels. As of today, the most general result was obtained
by Briceño [31], which holds for an arbitrary number of 2 → 2 channels, particle masses,
particle spins and angular momenta. Recall the T -matrix element Eq. (1.3.5) for 2 → 2
12Note that it is not necessary to invert the eigenvector matrix to extract the amplitudes. Indeed, using
the matrix form of Eq. (2.3.29), V †C (t0)V = 1, we have A = KV −1 = KV †C (t0).
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scattering13
〈p′ j′ σ′j′ l′ s′ |T |p j σj l s 〉 = (2pi)4 δ4 (p− p′)Tj′σ′j l′s′,jσj ls (E) , (2.4.1)
where due to total angular momentum symmetry, Tj′σ′j l′s′,jσj ls is diagonal in j (but in general
not in l and s),
Tj′σ′j l′s′,jσj ls (E) = δjj′δσ′jσjT
j
l′s′,ls (E) . (2.4.2)
Then, if En is an energy level extracted at finite volume L in a frame with total momentum
p, the quantisation condition (just one channel is considered here)
det
[
T−1 (En) + F (En,p)
]
= 0 (2.4.3)
is satisfied, with F being a complicated volume-dependent matrix diagonal only in the total
spin s,
〈 j′ σ′j′ l′ s′ |F | j σj l s 〉 = δss′F sj′σ′j l′,jσj l. (2.4.4)
The matrix F is known and is associated with the “kinematics” at finite volume and
thus depends on L (details can be found in Ref. [31]). The matrices T−1 and F contain all
possible angular momenta labels and are therefore infinite in size. Since F is not diagonal
in j, as a consequence of angular momenta mixing on the lattice, it is not possible to split
the quantisation condition Eq. (2.4.3) into separate conditions for each j in an exact way.
In order to turn Eq. (2.4.3) into a practical calculative tool, we note that at low energies
only the lowest angular momenta give a significant contribution to the scattering matrix,
Sec. (1.4.4). Based on the magnitude of the energies of the specific problem, a cutoff jmax
should be imposed on Eq. (2.4.3) making sure that external arguments (experimental data,
model calculations, etc.) show that higher angular momenta do indeed have no significant
impact. The determinant equation becomes finite but it is in general still underdetermined.
The situation can be improved by decomposing the vectors in Eq. (2.4.4) into irreducible
spaces for the little group of the momentum p under consideration via the coefficients in Eq.
13The same notation of Eq. (1.3.5) is used. For the two particle system, p is the total four-momentum,
j and σj the total angular momenta with the corresponding z-projection, l the orbital angular momentum
and s the total spin. Here the energy in the CM is used, E =
√
s.
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(2.2.44)14. In this basis, the F operator in Eq. (2.4.4) becomes (block-) diagonal,
〈Λ′p σ′Λp η′ l′ s |F |Λp σΛp η l s 〉 = δΛ′pΛpδσ′ΛpσΛpF
Λp,σΛp ,s
l′η′,lη (2.4.5)
The quantisation condition Eq. (2.4.3) becomes therefore a determinant of block-diagonal
matrices which is a product of determinants for each irreducible block. The whole product is
zero and thus a separate quantisation condition for each irreducible space is identified. This
procedure reduces the under-determination and will also lead, for simple cases, to a unique
solution for one or more blocks.
Although very general, the Briceño relation is valid only for energies below three-particle
thresholds and does not consider exponentially suppressed terms∼ e−mL. Studies attempting
to deal with the arduous problem of extending the region of application of the quantisation
condition above the three-particle threshold are ongoing, see e.g. [32–34].
A simple case Let us make this more clear in the simplified case of spinless particles
in s-wave. We assume that the energy is low enough such that higher partial waves are
suppressed and resulting in a closed relation involving only s-waves. Also, the energy range
is kept below inelastic threshold, so that only two (or one)-particle states are present with
centre of mass energies En linked to kn via Eq. (2.2.46),
En =
√
sn =
√
m21 + k2n +
√
m22 + k2n (2.4.6)
=
√
m21 + q2n +
√
m22 + q2n + ∆En n =
√
0,
√
1,
√
2, ... . (2.4.7)
Then, Eq. (2.4.3) reduces just to Lüscher’s relation [30] and for each k = kn,
k cot δ (k) = 2
L
√
pi
Z00
(
1; L
2
4pi2k
2
)
. (2.4.8)
Z00 is the analytical continuation of the generalised zeta-function and, recall, the phase shift
δ (k) is related to the T -matrix via Eq. (1.4.23),
T (s) = −8pi
√
s
k cot δ (k)− ik . (2.4.9)
14The decomposition Eq. (2.2.44) was expressed in the context of p = 0 but, as mentioned in Sec. (2.2.4),
it is valid in general. Note also that the general framework of Sec. (2.2.4) is being applied here for two-particle
states.
2.4. EXTRACTING SCATTERING DATA FROM LATTICE SIMULATIONS 73
Given an energy-level En from a lattice simulation with spatial extent L, one can calculate
the rhs of Eq. (2.4.8) obtaining, from the lhs, one data point (kn, δ (kn)) or (sn, T (sn)), with
sn = E2n. It should be clear that, although the simulation is performed at finite-volume,
the information we obtain directly refers to the infinite-volume quantities (T (s) or δ (s)),
the finite-volume theory being limited to establish the positions (s = sn) at which these
quantities are extracted. These positions depend on the result of the lattice simulation and
cannot be known a priori but can easily be estimated by looking for instance at the non-
interacting finite-volume spectrum. Multiple data points are needed in order to correctly
probe the phase shift in the region of interest and to perform a fit to a modelling form. How
the points are gathered from the lattice is a matter of convenience depending on the particular
problem and the region of interest. Typical examples include simulating on different spatial
extents, lattice geometries, moving frames, etc.
In Sections (1.4.2) and (1.4.4) we have seen that, although the T -matrix is physical in
the region of scattering, k2 > 0 or
√
s ≥ m1 + m2, it can be analytically continued below
threshold. We have also seen that the imaginary part becomes null here. This is consistent
with the partial wave expression Eq. (2.4.9) where the function k cot δ (k) remains real below
threshold, where k2 < 0 and k = i |k| is purely imaginary. Also, the rhs of Lüscher’s relation
can be analytically continued, so that, the whole relation Eq. (2.4.8) is valid also below
threshold. In particular, in this region, Lüscher’s relation has a simple series representation
k cot δ (k) = ik + 1
L
∞∑
n=1
θn√
n
e−
√
n|k|L (2.4.10)
= ik + 1
L
(
6e−|k|L + 12√
2
e−
√
2|k|L + ...
)
, (2.4.11)
where θn is the theta series introduced in Sec. (A.2).
A possible bound state particle at infinite-volume with mass mB lying below threshold is
also present at finite-volume with a modified mass mB˜ = mB˜ (L). The corresponding energy
level also satisfies Lüscher’s relation Eq. (2.4.8), in particular Eq. (2.4.10), and can join the
tower of levels Eqs. (2.4.6) and (2.4.7) by allowing n to assume the additional value n = B˜.
Then EB˜ = mB˜ is the mass, kB˜ = i |kB˜| the binding momentum, qB˜ is zero and ∆EB˜ < 0
represents the binding energy. Explicitly plugging in the solution k = kB˜ in Eq. (2.4.10)
we see that, as L → ∞, the sum goes to zero, resulting in the bound state condition Eq.
(1.4.28) for kB. At the same time, the quantities mB˜ and ∆EB˜ will tend to their infinite
volume values mB and ∆EB as L→∞.
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Eq. (2.4.8) can also be viewed as a set of implicit relations for kn (L), one for each n,
kn (L) cot δ (kn (L)) =
2
L
√
pi
Z00
(
1; L
2
4pi2k
2
n (L)
)
. (2.4.12)
If the T -matrix of a two-particle system elastically scattering at infinite volume is known,
Eq. (2.4.12) allows for the calculation of the volume dependence of the energies En (L) (or
kn (L)) of the same system when placed in a finite volume.
2.4.2 The potential method
In Sec. (1.4.5) the partial-wave T matrix was expressed in a model-independent way in
terms of a real potential V (s), Eq. (1.4.40), a relation which neglects all unphysical cuts.
A corresponding expression at finite volume can be constructed [35],
T˜ (s, L) = 1
V −1 (s)− G˜ (s, L) . (2.4.13)
T˜ (s, L) will be improperly15 referred to as the finite-volume T -matrix. The finite-volume
potential V (s, L) is assumed to be equal to its infinite-volume version V (s), a statement
which is true up to exponentially suppressed terms, restricting all volume dependencies to
the G˜ function. The cutoff-regularised form is obtained by simply replacing the integral Eq.
(1.4.41) with a sum over discrete momenta q = 2pi
L
n with n ∈ Z3,
G˜c (s,Λ, L) = 1
L3
|q|<Λ∑
q
I (s, q) , (2.4.14)
where I (s, q) is again Eq. (1.4.42). The dimensional-renormalised finite-volume version of
Eq. (1.4.43) is instead obtained by
G˜D (s, α, L) = GD (s, α) + ∆G (s, L) (2.4.15)
15No scattering happens at finite volume.
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where ∆G (s, L) is the cutoff-independent regular function
∆G (s, L) = lim
Λ→∞
(
G˜c (s,Λ, L)− G˜c (s,Λ)
)
≡ lim
Λ→∞
 1
L3
|q|<Λ∑
q
−
∫ d3q
(2pi)3
 I (s, q) . (2.4.16)
Then, in either regularisations, the finite volume T -matrix Eq. (2.4.13), is written as
T˜ (s, L) = lim
Λ→∞
1
V c (s,Λ)−1 − G˜c (s,Λ, L) =
1
V D (s, α)−1 − G˜D (s, α, L) (2.4.17)
which is the finite volume version of Eq. (1.4.45).
The finite volume T -matrix is equipped with a pole at each finite-volume energy Eq.
(2.4.6) (including bound state poles), which means16
V (sn) G˜ (sn, L) = 1 n = B˜,
√
0,
√
1, ... . (2.4.18)
Thanks to this relation it is possible to probe the potential from the knowledge of the
finite-volume spectrum. A fit to the potential can be performed and can be compared to
expressions stemming from models like unitarised Chiral PT. Knowing the (fitted) potential,
the bound state parameters can be extracted. Its mass (and in turn, binding momentum and
binding energy) can be obtained by solving Eq. (1.4.48), the coupling g from Eq. (1.4.49)
(which is realised at s = sB) and finally, the compositeness parameter is Z = g2 ∂V
−1
∂s
∣∣∣
s=sB
.
Let us finally note that the infinite volume T -matrix can be accessed bypassing the fit to
the potential, if this is not needed. Indeed, V −1 (sn) = G˜ (sn, L) from Eq. (2.4.18) can be
plugged directly into Eq. (1.4.40) for each n, leading to
T (sn) =
1
∆G (sn, L)
n = B˜,
√
0,
√
1, ... (2.4.19)
This relation does not require the knowledge of the V (s) and is valid as long as the potential
is volume-independent. It is analogous, in fact more general as shown in [35], to Lüscher’s
relation Eq. (2.4.8). The calculation of Eq. (2.4.16) at s = sn results directly to T−1 (sn),
without having to consider renormalisation parameters. Then, the phase shift or the k cot δ
16Note that the infinite volume version of this relation, Eq. (1.4.48) contains only the bound state(s)
solution, n = B, since the infinite tower of poles at finite volume is replaced by the physical cut.
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function can be accessed using Eq. (2.4.9).
Chapter 3
DK and D∗K scattering from lattice
QCD
The necessary apparatus to understand scattering processes and to treat them using lattice
simulations were discussed in the previous chapters. Here, the general formalism will be
applied specifically to two similar physical situations. Based on the work in [36], we will
consider the scattering of a kaon and aD meson as well as a bound state which couples to this
channel, the D∗s0 (2317). In parallel, the D∗K scattering and the corresponding Ds1 (2460)
will be dealt with.
An overview of the situation - both from an experimental and a lattice point of view - will
be discussed in Sec. (3.1). The details of the simulation and the application of the variational
method introduced in Sec. (2.3.3) to extract the energies will follow in Sec. (3.2). The latter
will be used to obtain scattering information according to Sec. (2.4) and the precise way
this is done for this case is presented in Sec. (3.3). The chapter ends with Sec. (3.4) which
is dedicated to the calculation of the decay constants of the two bound states.
3.1 Overview of the problem
3.1.1 The physical picture
By today, all masses of the lowest lying states in the C = S = ±1 sector have been measured
and are listed in Tab. (3.1). Of these, our study focuses on the JP = 0+ D∗s0 (2317) which
has the same quantum numbers of the DK scattering state and the JP = 1+ Ds1 (2460)
which couples to D∗K. The former state was not seen before 2003 when the BABAR
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JP State Mass [MeV] Width [MeV]
2+ D∗s2 (2573) 2571.9± 0.8 17± 4
1+ Ds1 (2536) 2535.11± 0.06 0.92± 0.05
1+ Ds1 (2460) 2459.5± 0.6 < 3.5
0+ D∗s0 (2317) 2317.7± 0.6 < 3.8
1− D∗s 2112.1± 0.4 < 1.9
0− Ds 1968.30± 0.10 τ = 5.00 (7)× 10−3s
Table 3.1: Charmed-strange spectrum up to JP = 2+. The values are from the PDG [7].
Collaboration [37] observed the associated peak in the D+s pi0 invariant mass distribution.
The decay to D+s pi0 is a strong decay, however it is isospin-violating, resulting in a small
D∗s0 (2317) width which is less than 3.8 MeV. The discovery motivated the search by the
CLEO collaboration for the Ds1 (2460), which was successfully found decaying to D∗+s pi0
and was announced later in the same year [38]. The identification of the two states with the
quark model charm-strange JP = 0+ and 1+ P -wave levels appeared natural but was affected
by a mass puzzle. Indeed, the measured masses were surprisingly found to be few tens of
MeVs below the respective DK and D∗K thresholds, in contrast with the expectations of
theoretical studies which were based on a two-quark interpretation and which include quark
models [39, 40] and early lattice simulations [41–44]. These studies predicted instead broad
resonances which were allowed to decay to the corresponding DK and D∗K states.
In addition to the D∗s0 (2317) and the Ds1 (2460), the other 1+ state listed in the table,
the Ds1 (2536), is also considered in this work. This particle was first seen back in 1989 by
ARGUS [45] and decays mainly to D∗K either in s- or d-wave, the first being dominant,
with a small width of 0.78 MeV.
From a theoretical point of view, the relatively heavy mass of the charm quark can be
exploited to treat the states in Tab. (3.1) according to heavy quark effective theory. In the
limit of mc → ∞, the strong interaction does not depend on the spin and the mass of the
charm quark (which becomes a static colour source) and the mesons in Tab. (3.1) can be
classified in terms of the spin of the strange quark. By adding this to the orbital angular
momentum l = 0, 1, ..., we get jP = 12
−
, 12
+
, 32
+
, ..., each value corresponding to a degenerate
doublet, respectively (Ds, D∗s) , (D∗s0 (2317) , Ds1 (2460)) and (Ds1 (2536) , D∗s2 (2573)).
3.1.2 Finite volume considerations
In the previous section, the infinite volume aspects of the 0+ and 1+ charm-strange sectors
were introduced. As discussed in Sec. (2.4), it is possible, thanks to Lüscher’s formalism,
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to extract infinite volume information from the finite volume energy levels which can be
computed in a model independent way on the lattice. Thus, in this section the relevant
finite volume spectrum will be discussed along with the computational challenges required
for its extraction.
In the 0+ channel and restricting to the CM frame, the energy levels at infinite volume
corresponding to the D∗s0 (2317) state, |Ds〉, and the continuous set of DK levels starting at
threshold are replaced by the tower of levels Eq. (2.4.7). The lowest level, with n = D˜s, is
ED˜s (L) ≡ mD˜s (L) =
√
m2K + k2D˜s +
√
m2D + k2D˜s (3.1.1)
= mK +mD + ∆ED˜s (L) (3.1.2)
and corresponds to the lattice Hamiltonian eigenstate |D˜s〉L . This level is below threshold
so that the binding momentum squared and the binding energy of the D and K mesons
are negative, k2
D˜s
< 0 and ∆ED˜s (L) < 0. Above the energy Eq. (3.1.1) we find the first
scattering level (Eq. (2.4.7) for n = 0)
E0 (L) =
√
m2K + k20 +
√
m2D + k20 (3.1.3)
= mK +mD + ∆E0 (L) . (3.1.4)
As this level corresponds to a scattering state, the momentum squared k20 and the interaction
energy term ∆E0 (L) are both positive. This level is distinguished from what will be referred
to as the non-interacting threshold, i.e. Efree0 (L) = mK + mD - the energy level of a non-
interacting system of a kaon and D meson in a box. Apart from polarisation effects, this
quantity coincides with the lowest scattering state energy in the continuum. The energy of
the second scattering state is
E1 (L) =
√
m2K + k21 +
√
m2D + k21 (3.1.5)
=
√
m2K +
(2pi
L
n
)2
+
√
m2D +
(
−2pi
L
n
)2
+ ∆E1 (L) . (3.1.6)
The K and D have opposite momenta and the level is degenerate for all six values of
n = (±1, 0, 0) , (0,±1, 0) , (0, 0,±1).
Parallel considerations are valid for the 1+ channel, which, in addition to the analogous
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finite-volume versions of the Ds1 (2460) and the D∗K states, shows an additional level due
to the presence of the Ds1 (2536) resonance.
The main difficulty for the lattice calculation stems from the small difference between
the lowest two energy levels, the one associated to the D∗s0 (Ds1), Eq. (3.1.1), and to the
threshold DK (D∗K), Eq. (3.1.3). Indeed, the previously mentioned overestimation of the
D∗s0 mass in cs operator-based lattice simulations originated from the failure to resolve the
two levels within the finite time available on the lattice. The D∗s0 mass was misidentified with
the resulting plateaux which lies between the two energy levels; the overestimation exceeds
the non-interacting DK threshold and erroneously places the D∗s0 above it. The importance
of the employment of a variational approach founded on operators that adequately couple
to the scattering state is thus evident. The most obvious way for this purpose is to include
in the basis DK-like interpolators that resemble the scattering state, in addition to the
standard two-quark cs operators.
Secondly, a simulation with close-to-physical pion masses is strongly advisable. The
scattering state is particularly sensitive to the value of mpi due to the presence of valence
light quarks in the D and K mesons and employing particularly heavy pion masses would
lead to results far from physical situation.
The presence of the charm quark in this sector, which is too light for a reliable static
limit approach but also too heavy to neglect discretisation effects, poses an additional issue.
The heavy charm quark mass leads to possibly sizeable discretisation error terms O (amc)
as amc is of order one. This term affects fine structure splittings, while spin averages are
altered by milder effects O
(
aΛ
)
, with Λ ≈ 500 MeV for heavy-light systems. Lattices at
several values of a generated using improved actions are preferred in order to perform the
continuum-limit of the lattice results.
Less stringent conditions are instead necessary for the spatial extent of the lattice. As the
connection between finite and infinite volume is well understood in the Lüscher’s formalism,
also moderately small volumes are considerably helpful to investigate physical properties of
the system. The requirement for the volume size can be relaxed as long as exponentially
suppressed terms in the Lüscher’s formalism are under control.
3.2. FINITE ENERGY EXTRACTION 81
κl a(fm) V ampi mpi (MeV) Lmpi mK (MeV) mD (MeV) mD∗ (MeV) Nconf
0.13632 0.071 243 × 48 0.1112 (9) 306.9 (2.5) 2.67 540(2) 1907(3) 2038(5) 2222
0.071 323 × 64 0.10675 (52) 294.6 (1.4) 3.42 528(1) 1902(3) 2030(5) 1453
0.071 403 × 64 0.10465 (38) 288.8 (1.1) 4.19 527(1) 1901(2) 2030(4) 2000
0.071 643 × 64 0.10487 (24) 289. (0.7) 6.70 526(1) 1898(1) 2030(2) 1463
0.13640 0.071 483 × 64 0.05786 (55) 159.7 (1.5) 2.78 500(1) 1880(2) 2007(3) 2501
0.071 643 × 64 0.05425 (49) 149.7 (1.4) 3.49 497(1) 1877(1) 1996(3) 1591
Table 3.2: The six ensembles employed. Details can be found in Ref. [46].
JP Physical states Two-quark op. Four-quark op.
0+ D∗s0 (2317) , DK Ds = s1c, sγtc DK = (uγ5c) (sγ5u) +
(
dγ5c
)
(sγ5d)
1+ Ds1 (2460) , Ds1 (2536) , D∗K Ds = sγiγ5c, sγtγiγ5c DK = (uγic) (sγ5u) +
(
dγic
)
(sγ5d)
Table 3.3: The interpolators used in the analysis.
3.2 Finite energy extraction
3.2.1 Lattice setup
The ensembles available, generated by the RQCD and QCDSF collaborations, are listed in
Tab. (3.2) and can tackle some of the issues raised in the previous section. Four ensembles
with mpi ≈ 290 MeV and lattice length L/a = 24, 32, 40, 64 (2.67 ≤ Lmpi ≤ 6.70) are
present, in addition to two ensembles with close-to-physical mpi ≈ 150 MeV and L/a =
48, 64 (Lmpi = 2.78, 3.49). Multiple-volumes were employed in order to study the volume
dependence of physical quantities and to obtain enough energy levels to probe the phase shift.
An Nf = 2 non-perturbatively improved clover fermion action was used, with discretisation
errors of order O (a2). The lattice spacing is the same for all ensembles and is fairly small,
a = 0.071 fm, corresponding to a−1 = 2760 MeV and amc ≈ 0.5. The strange and charm
quark mass were tuned to reproduce respectively the experimental value of the combination√
2m2K −m2pi = 685.8 MeV and the 1S charmonium spin average 3068.5 MeV. It is a high
statistic study, with number of configurations varying from 1453 to 2501. Autocorrelations
were taken into account by binning the configurations in an amount that was dependent on
the particular ensemble.
3.2.2 Operator basis and the correlator matrix
Based on the statements in Sec. (3.1.2), both two-quark and four-quark interpolators are
employed and are represented in Tab. (3.3). It is important to stress that the symbols
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Ds and DK are just for notational convenience: both Ds and DK interpolators have the
quantum numbers to create both the physical Ds and the physical DK state. For each
channel, the correlator matrix has then the form
C (t) =
 〈Ds (t)D†s (0)〉 〈Ds (t) (DK)† (0)〉
〈(DK) (t)D†s (0)〉 〈(DK) (t) (DK)† (0)〉
 . (3.2.1)
The variational basis is enlarged by applying several smearing levels to the operators. Ex-
plicitly, for the 0+ channel
Ds = sAc,
DK = DuKu +DdKd
= (uBc) (sBu) +
(
dBc
)
(sBd) ,
(3.2.2)
where
A = (1)16 , (1)60 , (1)180 , (γt)16 , (γt)60 , (3.2.3)
B = (γ5)180 . (3.2.4)
The numbers appearing on the gamma matrices indicate the smearing level. Eqs. (3.2.2)
are valid also for the 1+ channel when replacing 1→ γiγ5, γt → γtγiγ5 and γ5 → γi in Eqs.
(3.2.3) and (3.2.4). For the adjoint,
D†s = (sAc)
† = −cA˜s,
(DK)† = (DuKu)† + (DdKd)† = K†uD†u +K
†
dD
†
d,
K†l = (sBl)
† = −lB˜s,
D†l =
(
lBc
)†
= −cB˜l,
with X˜ = γtX†γt. The correlator matrix (3.2.1) is then to be viewed as a 6×6 matrix which
is real and symmetric. All Ds, K and D operators are at zero momentum.
3.2.3 Wick contractions
Using the explicit formulas for the operators Eq. (3.2.2) and their adjoints, the Wick con-
tractions of all four entries in Eq. (3.2.1) will be performed in this section. The same
relations apply for both the 0+ and 1+ channels and the spatial index i in the latter case is
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assumed fixed in the following calculations and is summed at the end. Since the valence up
u and down d quarks are degenerate, the distinction between the two can be dropped once
the contractions are made. The label l (light quark) will then be adopted.
In the following, the x symbol will be reserved for zero time sites, x = (x, 0). A subscript
D and K to x and x is added to indicate the position of a D and K interpolator while no
subscript indicates the position of the Ds interpolator. The same logic is valid for sites at
timeslice t, which are indicated by y = (y, t).
The upper-left entry of Eq. (3.2.1) is the meson-meson propagation term:
CDs,D′s (t) = 〈Ds (t)D
′†
s (0)〉 = a6
∑
yx
〈Ds (y, t)D′†s (x, 0)〉
= −a6∑
yx
〈(sAc)y
(
cA˜′s
)
x
〉 = a6∑
yx
Tr
[
AGc (y, x) A˜′Gs (x, y)
]
. (3.2.5)
As this is a submatrix of Eq. (3.2.1), primed indices are attached in D′s and A˜′ to
distinguish its off-diagonal terms.
The DK → Ds and Ds → DK entries read
CDs,DK (t) = 〈Ds (t) (DK)† (0)〉 = 〈Ds (t)K†u (0)D†u (0)〉+ u→ d
= 2 〈Ds (t)K†l (0)D†l (0)〉 = 2a9
∑
yxKxD
〈Ds (y, t)K†l (xK , 0)D†l (xD, 0)〉
= 2a9
∑
yxKxD
〈(sAc)y
(
lB˜s
)
xK
(
cB˜l
)
xD
〉
= 2a9
∑
yxKxD
〈(sAc)y
(
cB˜l
)
xD
(
lB˜s
)
xK
〉
= −2a9 ∑
yxKxD
Tr
[
AGc (y;xD) B˜Gl (xD;xK) B˜Gs (xK ; y)
]
, (3.2.6)
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CDK,Ds (t) = 〈(DK) (t)D†s (0)〉 = 〈Du (t)Ku (t)D†s (0)〉+ u→ d
= 2 〈Dl (t)Kl (t)D†s (0)〉 = 2a9
∑
yDyKx
〈Dl (yD, t)Kl (yK , t)D†s (x, 0)〉
= −2a9 ∑
yDyKx
〈
(
lBc
)
yD
(sBl)yK
(
cA˜s
)
x
〉
= −2a9 ∑
yDyKx
〈
(
lBc
)
yD
(
cA˜s
)
x
(sBl)yK 〉
= 2a9
∑
yDyKx
Tr
[
BGc (yD;x) A˜Gs (x; yK)BGl (yK ; yD)
]
. (3.2.7)
The correlator matrix is symmetric and thus computing only one of Eqs. (3.2.6) and
(3.2.7) is sufficient. Nevertheless, the symmetry is valid only in the limit of infinite config-
urations and the two terms can be averaged for an improved signal.
The lower-right entry is more involved,
CDK,DK (t) = 〈(DK) (t) (DK)† (0)〉
= 〈(Du (t)Ku (t) +Dd (t)Kd (t))
(
K†u (0)D†u (0) +K
†
d (0)D
†
d (0)
)
〉
= 2 〈Du (t)Ku (t)K†u (0)D†u (0)〉+ 2 〈Du (t)Ku (t)K†d (0)D†d (0)〉
= 2a12
∑
yDyKxDxK
〈Du (yD, t)Ku (yK , t)Ku† (xK , 0)D†u (xD, 0)〉
+2a12
∑
yDyKxDxK
〈Du (yD, t)Ku (yK , t)Kd† (xK , 0)D†d (xD, 0)〉
= 2a12
∑
yDyKxDxK
〈(uBc)yD (sBu)yK
(
uB˜s
)
xK
(
cB˜u
)
xD
〉
+2a12
∑
yDyKxDxK
〈(uBc)yD (sBu)yK
(
dB˜s
)
xK
(
cB˜d
)
xD
〉 .
The second term can be immediately contracted while the first has two contributions. We
get
CDK,DK (t) = 〈(DK) (t) (DK)† (0)〉
= a12
∑
yDyKxDxK
{
2Tr
[
BGc (yD;xD) B˜Gl (xD; yD)
]
Tr
[
B˜Gs (xK ; yK)BGl (yK ;xK)
]
−4Tr
[
BGc (yD;xD) B˜Gl (xD;xK) B˜Gs (xK ; yK)BGl (yK ; yD)
]}
. (3.2.8)
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Figure 3.2.1: The Wick diagrams associated with the correlator matrix. Each line with
quark q represents the corresponding propagator connecting the vertices identified by the
spacetime points. Time runs from right to left. Numerical factors are understood. In terms
of the text in Sec. (3.2.4), the stochastic sequential propagators are shown with open arrows
and the source positions as black dots.
The traces are over the spin and colour indices and satisfy the cyclic property. The correlator
matrix can thus be expressed graphically as closed oriented diagrams, Fig. (3.2.1).
3.2.4 Stochastic sources insertion
The Wick contractions performed in the previous subsection show the presence of all-to-all
propagators in the box and triangular diagrams. This is the expected price to pay when
two-particle operators are included in the variational basis. The problem is addressed here
by the stochastic method discussed in Sec. (2.3.2). Time-spin-colour diluted noise vectors
assuming values in Z2 = {1, i,−1,−i} are introduced
η
r,(i0α0t0)
iα (x, t) = ηr,(i0α0t0) (x) δi,i0δα,α0δt,t0 (3.2.9)
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and each partition element is identified by (i0α0t0), i.e., we have 3 ·4 ·NT different stochastic
sources ηr,(i0α0t0)iα (x, t) which are non-zero only for (iαt) = (i0α0t0). Explicitly, for t = t0
η
r,(i0α0t0)
iα (x, t = t0) =

ηr,(11t0) (x)
0
...
0
 ,

0
ηr,(12t0) (x)
...
0
 , ...,

0
0
...
ηr,(34t0) (x)
 . (3.2.10)
Each of the 3 · 4 columns in Eq. (3.2.10) is identified by the labels i0α0 while the label
iα identifies the colour-spin components of each source. For a given Dirac matrix D, the
inversions Eq. (2.3.14) can be performed,
∑
xtxjβ
Diα,jβ (u, tu;x, tx)Qr,(i0α0t0)jβ (x, tx) = η
r,(i0α0t0)
iα (u, tu) , (3.2.11)
such that the objects Eq. (2.3.15) for each (i0α0t0) are obtained
Q
r,(i0α0t0)
iα (u, ut) =
∑
xxtjβ
Giα,jβ (u, ut;x, xt) ηr,(i0α0t0)jβ (x, xt) (3.2.12)
=
∑
x
Giα,i0α0 (u, ut;x, 0) ηr,(i0α0t0) (x) . (3.2.13)
Instead of solving Eq. (3.2.11) for each (i0α0t0) (and thus estimating each propagator via
Eq. (2.3.16)), it is particularly useful to employ the one-end trick mentioned in Sec. (2.3.2).
As it is explicitly shown in App. (A.3), all the Wick-contracted correlators of the previous
subsection can be expressed in terms of the following combinations
Qq,r (u, ut) =
∑
x
Gq (u, ut;x, 0) ηr (x) , ut = 0, t q = l, s, c (3.2.14)
Scl,r (y, t) =
∑
x
Gc (y, t;x, 0) γtB†γtQl,r (x, 0) , (3.2.15)
Sls,r (y, t) =
∑
y′
Gl (y, t;y′t) γ5B†γ5Qs,r (y′, t) . (3.2.16)
These will be referred to as (stochastic) propagators. The first are just the objects Eq.
(3.2.13) for t0 = 0. This means that only the fields with t0 = 0 are needed, such that for
each q = l, s, c and r only 3 · 4 inversions Eq. (3.2.11) have to be performed. Eq. (3.2.14) is
in spin-colour matrix form and the superscript (i0α00) on η is hidden. All other propagators
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can be obtained sequentially, i.e., the S stochastic propagators appearing in Eqs. (3.2.15)
and (3.2.16) are obtained by inversions similar to Eq. (3.2.11) using Q as a source1:
∑
xtxjβ
Dq
′
iα,jβ (u, tu;x, tx)S
q′q,r,(i0α0tI)
jβ (x, tx) = ±BQqr,(i0α0tI)iα (u, tu) (3.2.17)
where Q ∝ δtI tu . The Gc propagator in Eq. (3.2.15) is needed only for tI = t0 = 0 and thus
only 3 · 4 inversions (for each i0 and α0) are to be performed in order to obtain Scl. On the
contrary, in addition to the spin-colour inversions, all tI = t inversions are required for Sls.
This is the dominant contribution to the computational cost for the study of this channel
with this method and, moreover, the cost is aggravated by the fact that each tI inversion to
obtain Sls involves a light-quark.
Then, as shown in App. (A.3),
CDs,D′s (t) =
a6
N
∑
ry
Tr
[
(γ5A)Qc (y; ηr)
(
A˜′γ5
)
Qs† (y; ηr)
]
(3.2.18)
CDs,DK (t) = −2
a9
N
∑
ry
Tr
[
(γ5A)Scl (y; ηr)
(
B˜γ5
)
Qs† (y; ηr)
]
(3.2.19)
CDK,Ds (t) = 2
a9
N
∑
ryD
Tr
[
(γ5B)Qc (yD; ηr)
(
A˜γ5
)
Sls† (yD; ηr)
]
(3.2.20)
CDK,DK (t) = 2CD (t)CK (t)− 4Cbox (t)
= 2
a6
N
∑
ryD
Tr
[
(γ5B)Qc (yD; ηr)
(
B˜γ5
)
Ql† (yD; ηr)
]×
a6
N
∑
ryK
Tr
[
(γ5B)Ql
(
yK ; η
′r
) (
B˜γ5
)
Qs†
(
yK ; η
′r
)]
−4a
12
N
∑
ryD
Tr
[
(γ5B)Scl (y; ηr)
(
B˜γ5
)
Sls† (yD; ηr)
]
(3.2.21)
where yi = (yi, t). In these expressions, the propagators Q and S are to be viewed as 12×12
matrices in spin-colour space, Qr,(i0α00)iα ≡ Qriα,i0a0 ; the indices i0α0 that label the partition
element serve as matrix-multiplying indices in the spin-colour trace.
3.2.5 Technical implementation
This section is dedicated to more technical topics about the actual way the correlator func-
tions in the previous subsection were obtained on the computer.
1The spin index α includes B, i.e. in terms of spin the rhs of Eq. (3.2.17) is (BQ)α =
∑
α′ Bαα′Qα′
88 CHAPTER 3. DK AND D∗K SCATTERING FROM LATTICE QCD
Utilising only one set of stochastic sources was enough, as the stochastic error for N = 1
was seen to be negligible compared to the gauge error. As mentioned in App. (A.3),
only spin-dilution is essential in order to recycle as many propagators as possible, although
diluting also the colour was convenient.
The Wick-contractions in Sec. (3.2.3) do not explicitly show the smearing functions.
As seen in Eq. (2.3.5), quark (or operator) smearing is equivalent to smearing directly
the propagators such that those appearing in the Wick-contracted correlators Eqs. (3.2.5),
(3.2.6), (3.2.7) and (3.2.8) are smeared both at the source and at the sink. The smearings
are inherited by the stochastic propagators Q and S. In fact, inverting Eq. (3.2.11) with
the smeared source S1η and successively smearing the result by S2 leads to the stochastic
Q in Eq. (3.2.15) in terms of the smeared propagator G = S2D−1S1. A similar argument
applies for the sequential stochastic propagators S, which are obtained by the inversion Eq.
(3.2.17) with a smeared S3Q source and are successively smeared at the sink.
The smearing function used in this work is the Wuppertal-smearing Eq. (2.3.6) with
APE-smoothed links and it is applied nitr times to lattice objects, according to Eqs. (3.2.3)
and (3.2.4). As the Wuppertal smearing is spin-independent, the smearing function can
be split unevenly between the propagators. This freedom is exploited in order to minimise
the number of inversions, to favour cheaper charm-quark inversions and, most importantly,
calculate the expensive sequential propagator Eq. (3.2.16) only once.
The calculation of the correlator matrix required ultimately fourteen charm-quark , three
strange-quark and 15+3 light-quark inversions. The fifteen inversions refer to the propagator
Eq. (3.2.16) which was restricted to the interval 5 ≤ t/a ≤ 19, a convenient range where the
effect of excited states in the correlator have died away and where the errors are still small.
The computational time of the run, for each configuration, is determined mainly by the
quark inversions but other factors have an impact. For instance, the smearing procedure
itself can be time costly (especially for particular large number of iterations) and, in light
of maximal efficiency, higher smeared propagators were obtained by iteratively smearing the
lower ones, whenever possible.
Once all inversions and smearings were performed, the traces and the sums in Eqs.
(3.2.18) (3.2.19) (3.2.20) (3.2.21) were calculated for each configuration. The Ds − Ds
and Ds − DK diagrams were calculated for all timeslices t/a = 0, ..., NT − 1 and, due
to (anti)periodic boundary conditions in the temporal direction, their value at time t was
averaged with those at time Nt − t/a for a better signal. The DK − Ds and DK − DK
diagrams, which contain the expensive Slc propagator, were limited to the 5 ≤ t/a ≤ 19
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range (4 ≤ t/a ≤ 17 for the 243 × 48 ensemble). Finally, the correlator matrix was made
symmetric by averaging the transposed entries.
In addition to the calculation of the correlator matrix, also the negative parity Ds and
D∗s states were simulated for every ensemble. Only two-point functions built from cγ5s and
cγis interpolators were required for the extraction of their masses. These will be displayed
in Sec. (3.3.3).
This concludes the discussion regarding the computation of the correlators. Starting from
the next subsection, the way how the data was analysed and linked to physical information
is presented.
3.2.6 Energy results
With the correlator matrix at our disposal we can determine its eigenvalues and eigenvectors
by means of the variational method discussed in Sec. (2.3.3). This is performed for each
ensemble, each channel and each timeslice 6 ≤ t/a ≤ 19 with the reference time t0 = 5.
The n-th energy level En can be obtained by the exponential decay of n-th eigenvalue whose
leading term is Eq. (2.3.32).
Effective mass Before dealing directly with fits of the eigenvalues, a rough idea about the
spectrum and the stability of the variational method can be given by computing the effective
mass of the eigenvalues which tends to a constant value once the contamination from excited
states have disappeared,
Ek
(
t+ a2 , t0
)
= log λk (t, t0)
λk (t+ a, t0)
. (3.2.22)
The effective masses for the lowest two eigenvalues for the 4×4 correlator matrix (discarding
the operators that include γ4) are shown in Fig. (3.2.2) for both channels. The plots show
separately the mpi ≈ 290 MeV and the mpi ≈ 150 MeV results. It is clear that, as the volume
is increased, the separation between the two levels gets smaller: as one would expect, the
energy level corresponding to the scattering state decreases towards the infinite volume
threshold (horizontal black line), while the level corresponding to the bound state increases
to its infinite volume mass. The excited state contributions to the eigenvalues appear to
fall below the noise at approximately t/a = 12 − 14. The error bars, obtained by the
jackknife resampling method, increase with time but are still under control in the range
under consideration.
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Figure 3.2.2: The effective mass of the lowest two eigenvalues for the 0+ (top) and 1+
(bottom) channels and for the mpi = 290 MeV (left) and mpi = 150 MeV (right) ensembles.
Also shown are the non-interacting D (0)K (0) and (lowest) D (q)K (−q) levels for the
largest spatial volume. The figure is taken from Ref. [36].
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Fit The precise extraction of the energies requires a fit to the eigenvalues. Given a fitting
function2 λα (t) with parameters α, the fit is performed by minimising the chi-square
χ2 (α) =
tmax∑
t,t′=tmin
(λα (t)− λ (t))σ−1tt′ (λα (t′)− λ (t′)) (3.2.23)
with respect to α. In Eq. (3.2.23), tmin and tmax indicate the fitting boundaries, λ (t) denotes
the eigenvalue data and σtt′ is the covariance matrix (expressible in terms of the eigenvalue
jackknives) which takes care of correlations between different times. The fit functions which
were considered are the one-exponential and two-exponential functions
λ
(k)
1exp (t, t0) = Ae−Ek(t−t0), (3.2.24)
λ
(k)
2exp (t, t0) = Ae−Ek(t−t0)
(
1 +
( 1
A
− 1
)
e−E
′
k(t−t0)
)
. (3.2.25)
The first is the leading term Eq. (2.3.32) for A = 1 and can result in a reasonable χ2/d.o.f.
only for large tmin. The amplitude parameter A was kept free to allow for any residual
contamination and was checked to be close to one for large tmin. Note that for this func-
tion, the minimisation of the χ2 can be performed analytically in terms of the linear function
log λ(k)1exp (t, t0) = logA−Ek (t− t0), avoiding therefore subtleties of a numerical minimisation
in the choice of suitable input parameters. The two exponential form models the contam-
inations of Eq. (2.3.32) in terms of a one exponential correction to Eq. (3.2.24) and can
be fitted for lower times. The exact relation λ(k) (t = t0, t0) = 1, which can be immediately
seen from Eq. (2.3.28), allows to reduce the number of parameters of the two exponential
function from four to three, resulting in a more stable fit.
Of course, the two fitting functions should give comparable results in the corresponding
region of ranges [tmin, tmax] (different for each one) where the χ2/d.o.f. is stable and close to
one. This was always the case and it can be seen in Fig. (3.2.3) for a particular ensemble.
Discussion The variational method and the subsequent fitting was applied to each en-
semble, channel and for several subsets of the interpolator basis. Also the fitting ranges
[tmin, tmax] were varied and an optimal choice was made for each case. The fitted energies
are shown in Fig. (3.2.4) for both channels, for different operator bases and for the most
physical ensemble mpi = 150 MeV and L = 64a. In both channels it is clear that, when only
the Ds-like operators are included, the lowest level obtained is influenced by both the actual
2The reference time t0 and the label n which identifies the eigenvalue are hidden.
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Figure 3.2.3: Comparison of the energy fits using Eqs. (3.2.24) and (3.2.25) for k = 1, 2 for
the mpi = 290 MeV and L = 64a ensemble. The darker colours indicate the fitting ranges
and the widths indicate the error of Eq. (3.2.22) when using the fitted eigenvalues.
ground state and the scattering state and is correctly resolved only with the incorporation of
the DK-like operators. One can note that also in the former case the position of the lowest
level is below the non-interacting threshold, in agreement with a bound state interpretation,
whereas some previous lattice studies placed it above.
In the 1+ channel there is an additional level which is easily identified3 with theDs1 (2536).
The level associated to this state is easily distinguished from that of the D∗K as it behaves
differently. It has a less pronounced volume dependence and it is observed only when the
∝ γt interpolators are present, independently of the presence of the DK operators. This
level is unaffected by the DK operators, compatible with a low coupling of the Ds1 (2536)
to the D∗K state in s-wave.
The other ensembles show a similar pattern to that of Fig. (3.2.4), the main differ-
ence being that the heavy pion mass for the mpi = 290 MeV ensembles increases the D∗K
scattering level which surpasses the Ds1 (2536).
Just as one does not resolve the D (0)K (0) state without the four-quark operator, the
next scattering state D (q)K (−q) with |q| = 2pi
L
and energy Eq. (3.1.6) is not resolved
without the corresponding operator. The absence of such operator in our analysis could in
3Please note that a direct identification of a finite-volume level with a resonance can only make sense for
resonances with particularly low coupling which implies a narrow avoided level crossing.
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Figure 3.2.4: The fitted energy levels for the mpi = 150 MeV and L = 64a ensemble for
different operator bases. Here the symbol Γ identifies the operator basis according to Tab.
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basis includes all smearing levels, Eq. (3.2.3), except for the combination (Γ, γtΓ) in the
scalar sector which discards the (γtΓ)16 operator. The non-interacting threshold is shown as
a dashed horizontal line.
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JP = 0+ JP = 1+
L/a D∗s0 DK Ds1 D
∗K Ds1
mpi = 290 MeV
24 2318(5) 2594(13) 2435(6) 2691(16) 2549(14)
32 2352(5) 2529(5) 2469(6) 2621(14) 2540(17)
40 2362(4) 2485(6) 2477(8) 2602(6) 2574(11)
64 2382(3) 2440(5) 2496(4) 2570(3) 2552(5)
mpi = 150 MeV
48 2332(5) 2417(6) 2440(4) 2535(4) 2533(6)
64 2344(4) 2402(6) 2449(5) 2513(8) 2519(5)
Table 3.4: The lowest energy levels in MeV for both channels. The errors are statistical and
obtained by the jackknife resampling method.
principle lead to a significantly overestimated energy level for the D (0)K (0) state. That
this is not the case can be inferred by looking at the expected position of the D (q)K (−q)
level, which, due to the small size of the interaction terms in Eq. (3.1.6), is close to the
related (and known) non-interacting level. The difference between the two scattering levels
then ranges from approximately 85 MeV to 500 MeV according to the volume. Based on
these large numbers (especially for the ensembles with smaller spatial extent) and on the
results of Ref. [47] which explicitly include the D (q)K (−q) operators, we can confidently
conclude that this contamination is indeed small.
Finally, we summarise our final energy results in Tab. (3.4).
3.3 Connection to infinite volume
The energies which were extracted from the lattice simulation all lie around and close to the
non-interacting threshold. The data points related to the Ds particle Eq. (3.1.1) and the
first scattering state Eq. (3.1.3) are slightly below (k2 < 0) and above (k2 > 0) threshold,
respectively. This is the region of the T -matrix that can be probed when using the methods
of Sec. (2.4). These require the single-meson masses, mK , mD and mD∗ as an input but
ignore their mild volume dependence (see Tab. (3.2)). The single-meson masses are set to be
those of the largest volume L = 64a of the related set of ensembles and systematics arising
from this procedure will be discussed later.
The infinite-volume analysis was performed according to both the methods discussed in
Sec. (2.4). Lüscher’s formalism and the application of the effective range approximation is
the topic of Sec. (3.3.1), while the employment of the potential method is discussed in Sec.
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(3.3.2). The two methods were previously also applied to the DK and D∗K channels in
Refs. [47] and [48], respectively. Finally, the results obtained are summarised and compared
to experiment in Sec. (3.3.3).
3.3.1 Phase shift
As the simulation was carried out in the CM frame, the momentum k2 which appears in
Lüscher’s relation Eq. (2.4.8) could be calculated by directly inverting Eq. (3.1.1) and Eq.
(3.1.3). The Z00 function is then calculated by means of the formula in the appendix of Ref.
[49] for data points above threshold, while the simpler Eq. (2.4.10) is used for those below
threshold. The resulting k cot δ (k) function is then probed and presented for both channels
and pion masses in Fig. (3.3.1).
Except for the rightmost data point, we see a reasonable linear behaviour of our data,
compatible with the effective range approximation Eq. (1.4.25) which is valid close to the
threshold k2 = 0. The fit to Eq. (1.4.25) is performed excluding the suspicious L = 24a
data point and the values of the scattering length and effective range are then obtained. The
linear model for k cot δ is represented by the blue and red lines in Fig. (3.3.1). In all cases,
a slightly positive slope is visible, corresponding to a slightly positive r0. Also, the value of
a−10 can be read off from the intersection with the k2 = 0 threshold and is always negative,
compatible with the existence of the bound state. In the plot, also the curve ik = −√−k2
is shown as a dotted curve in the left regions. By Eq. (1.4.28) and its effective range form
Eq. (1.4.30), k cot δ intersects4 this curve at the infinite-volume binding momentum |kDs|,
with the index Ds referring to the D∗s0 (2317) bound state for the 0+ channel and to the
Ds1 (2536) for the 1+. Knowing this quantity, the bound state mass mDs and binding energy
∆EDs can be obtained from the infinite-volume versions of Eq. (3.1.1) and Eq. (3.1.2) while
the bound state coupling g2, defined in Eq. (1.4.27), can be obtained from Eq. (1.4.31). All
results are listed in Tab. (3.5).
As already deduced from Fig. (3.2.2), the energy levels approach the threshold as L is
increased. In particular, all below-threshold L = 64a data points are compatible (considering
the errors) with the ik = −√−k2 curve and, consequently, the infinite volume masses shown
in Tab. (3.5) are compatible with the L = 64a results of Tab. (3.4).
The pion mass plays an important role for the infinite volume results. Smaller pion masses
are associated to larger (in absolute value) scattering lengths, smaller energy bindings and
4Note that if a0 was positive this intersection could have not taken place.
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Figure 3.3.1: The real k cot δ combination as a function of k2 for both channels and values of
mpi extracted using Lüscher’s relation applied to the ground state, the left region (k2 < 0),
and to the first scattering state, the right region (k2 > 0). The two regions are separated
by the vertical line with represents the threshold k2 = 0. Data from [47] are included for
comparison. The blue and red lines represent the result of the fit of the data to the effective
range approximation and the dotted curve in the left region represents ik = −√−k2.
3.3. CONNECTION TO INFINITE VOLUME 97
mpi = 290 MeV mpi = 150 MeV Expt.
0+ channel
a0 (fm) −1.13 (0.04) (+0.05) −1.49 (0.13) (−0.30)
r0 (fm) 0.08 (0.03) (+0.08) 0.20 (0.09) (+0.31)
|kDs| (MeV) 180 (6) (0) 142 (11) (−9)
−∆EDs (MeV) 40 (3) (0) 26 (4) (−3) 42.6 (0.7) (2.0)
mDs (MeV) 2384 (2) (−1) 2348 (4) (+6) 2317.7 (0.6) (2.0)
g (GeV) 11.9 (0.3) (+0.5) 11.0 (0.6) (+1.2)
1+ channel
a0 (fm) −0.96 (0.05) (−0.04) −1.24 (0.09) (−0.12)
r0 (fm) 0.11 (0.06) (+0.08) 0.27 (0.07) (+0.13)
|kDs| (MeV) 219 (7) (0) 180 (11) (−3)
−∆EDs (MeV) 59 (4) (0) 42 (5) (−2) 42.9 (0.7) (2.0)
mDs (MeV) 2497 (4) (−1) 2451 (4) (+1) 2459.5 (0.6) (2.0)
g (GeV) 14.2 (0.6) (+0.7) 13.8 (0.7) (+1.1)
Table 3.5: The scattering length a0, the effective range r0, the binding momentum |kDs|, the
binding energy ∆EDs , the bound state mass mDs and the bound state coupling g calculated
for both channels and mpi in the setting of the effective range approximation. The first errors
are statistical, the second are systematic and are obtained by repeating the analysis using
only the L = 64a ensemble for mpi = 150 MeV and the L = 64a, 40a ensembles for mpi = 290
MeV.
lower masses mDs . In particular, the masses of the D∗s0 (2317) and Ds1 (2460) at mpi =
150 MeV differ considerably from their values at mpi = 290 MeV, with a difference of ∼
35 MeV and ∼ 45 MeV, respectively. Such a strong pion mass dependence, not seen in
the corresponding negative parity Ds and D∗s states, makes it hard to conceive a simple
charm-strange composition of these particles, favouring instead a more complicated structure
involving light quarks.
Volume dependence The same information contained in Fig. (3.3.1) can be re-expressed
in a convenient way that emphasises the volume dependence of the energies extracted on the
lattice and their infinite-volume value. In particular, the volume dependence of the binding
energy ∆ED˜s (L) in Eq. (3.1.2) and the interaction term of the first scattering state, ∆E0 (L)
in Eq. (3.1.4), are displayed in the lower and upper regions of Fig. (3.3.2), respectively. Here
the threshold is represented by the horizontal black line ∆E = 0, to which ∆E0 (L) tends
as L→∞. In this limit, the negative binding energy ∆ED˜s (L) is seen to increase towards
the infinite volume value ∆EDs . It is clear from this plot that a reduction of the pion mass
gives rise to a more shallow bound state. With the knowledge of the k cot δ function in
the effective range approximation it is possible to obtain the solutions kn (L) of the implicit
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Figure 3.3.2: The splittings of the lowest two energy levels with the non-interacting threshold
as a function of L. The results are compared to those of Ref. [47].
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relation Eq. (2.4.12). These were plotted in Fig. (3.3.2) in terms of ∆En (L) for n = Ds, 0.
Systematics We list here the systematic errors which may have had an impact on our
analysis:
• Discretisation effects are expected to be the leading contamination to our results and
will be discussed in Sec. (3.3.3).
• The effect of higher partial waves is suppressed at low energies so that Lüscher’s simple
form Eq. (2.4.8) of the quantisation condition could have been used. This is no longer
true at high energies.
• Only DK two-particle states were considered while an opening of the Dsη and D∗sη
channels in respectively the 0+ and 1+ sector is expected. The positions of the corres-
ponding non-interacting thresholds can not be inferred from our analysis as it would
have required the (expensive) calculation of the mass of the η. Nevertheless, these
thresholds are expected to be located in the high energy region of Fig. (3.3.1) and do
not have an impact on the lower energy points. The effect of these states should be
investigated in a future work in the setting of a coupled channel analysis.
• The exponentially suppressed corrections ∼ e−mpiL are not considered in Lüscher’s
approach and are responsible for the volume dependence of mK , mD and mD∗ . These
effects are mostly notable for the 24a ensemble which has Lmpi = 2.67.
• The effective range approximation itself will eventually break down away from the
threshold. The potential method, described in the next subsection, does not rely on
the effective range approximation and consequently it is uneffected by this systematic
error.
Apart from discretisation effects, all these systematics become small at lower energies, close
to the threshold. The L = 24a data point lies in the high energy region, the rightmost part
of Fig. (3.3.1) and is therefore particularly prone to these systematics. As a consequence,
this ensemble was excluded from the fit to the effective range approximation. The systematic
errors, which are shown in Tab. (3.5) were estimated by repeating the fit considering only
the L = 64a ensemble for mpi = 150 MeV (two data points) and L = 64a, 40a for mpi = 290
MeV (four data points).
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3.3.2 Potential
The potential formalism discussed in Sec. (2.4.2) is an alternative method for extracting
infinite-volume information and was also employed in our work. The central equation is Eq.
(2.4.18) and it was used in the dimensional-regularised form5,
V (sn, α)−1 = G˜ (sn, α, L) , n = D˜s,
√
0. (3.3.1)
The finite-volume loop function G˜ (sn, α, L) was calculated using Eq. (2.4.15) for the energy
levels n = D˜s and n =
√
0 of each ensemble. The renormalisation scale µ was set to
mD and mD∗ for the scalar and axialvector channels, respectively. To check consistency,
the subtraction constant α was varied in five steps in the range between −0.4 and −2.2.
Although the potential depends on the value of α, physical quantities should not be affected
by it.
The calculation of G˜ (sn, α, L) requires the calculation of ∆G (s, L), Eq. (2.4.16). This
is not a trivial function and its calculation is complicated by the presence of unphysical
fluctuations as Λ increases. These die away in the Λ→∞ limit, see the left part of Fig. 2 in
Ref. [50]; one may average the fluctuations over several values of Λ or, even better, introduce
a smooth cutoff Λ (q) = ατ
aτ+|q|τ as suggested in Ref. [35]. The latter approach was chosen
in our work for the values above threshold and the independence of Λ (q) I (s, q) on the
direction of q was exploited to transform the integral and summation parts of Eq. (2.4.16)
in a one-dimensional integral and sum, respectively. The integrand contains a singularity6
at |q| = k and thus the Cauchy’s principal method is optimal for the numerical integration.
For values of s below threshold we can use a simpler formula from Ref. [50], which in our
case reads
∆G (s, L) = − 18pi2
∫ 1
0
dx
∞∑
n=1
θnK0
(
L
√
nf (s, x)
)
, s < sth,
f (s, x) = x (x− 1) s+ xm2D + (1− x)m2K .
K0 is the m = 0 modified Bessel function of the second kind and θn is the usual theta series
in App. (A.2).
Note that we could have avoided the calculation of ∆G by employing the cutoff reg-
5The label D is dropped and the potential and loop functions in this section are understood to be in
dimensional regularised scheme.
6k is related to s by Eq. (2.4.6), as usual.
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ularisation instead, so that V −1 could have easily been obtained by calculating just Eq.
(2.4.14)7. Nevertheless, the calculation of ∆G allows to explicitly extract the T -matrix via
Eq. (2.4.19) and in turn, to access the k cot δ function. This approach for the calculation
of the k cot δ function could then be compared to Lüscher’s approach, based on Eq. (2.4.8),
in order to investigate the magnitude of small effects which are present in the former ap-
proach but neglected in the latter. These turned out to be minimal (especially for the large
volume ensembles) and all results quoted in the previous subsection could have been taken
interchangeably from the two methods.
Another reason to employ the dimensional regularisation comes from the possibility to
directly compare our potential to the explicit expression obtained from leading order heavy
meson chiral perturbation theory (HMChPT) for the scalar channel [51],
V (s) = 14F 2pi
[
−3s+ (m
2
D −m2K)2
s
+ 2
(
m2D +m2K
)]
, (3.3.2)
where Fpi is the pion decay constant (with the normalisation such that it is = 92 MeV in
experiment). This expression should be evaluated with the parameters of the simulation. As
usual, mD/K are taken to be those of the L = 64a ensemble of each pion mass and Fpi was
determined in Ref. [52], with 95.1 (3) MeV at mpi = 290 MeV and 85 (1) MeV at mpi = 150
MeV.
With these values, this function is essentially linear in the region of energies we are
considering and justifies the reasonable linear behaviour that can be seen in Fig. (3.3.3) for
all our data points, except for the L = 24a point in the extreme right region. This modest
deviation from the trend for the L = 24a point was also seen for the k cot δ data of the
previous subsection and the breakdown of the effective range approximation was a plausible
explanation, amongst others, for this behaviour. Yet, the same deviation is seen also in
this context which does not have a corresponding breakdown. This suggests that sources of
non-linearity of the potential, and in turn of our k cot δ data, should be looked for elsewhere.
Non-linear contaminations were discussed in Ref. [53], namely CDD poles [54], unphysical
cuts and the influence of the Dsη channel. The first two are shown to be negligible (see also
Ref. [48]) while the last could be the responsible for the peculiar behaviour of the L = 24a
data point. Indeed, as discussed in Ref. [53], the effect of the new channel is to add a term
∝ GηDs (s) to the potential, where GηDs (s) is the loop function Eq. (1.4.43) for the ηDs
system. With an estimated mass for the η, the resulting behaviour is compatible with the
7Of course, both regularisations were ultimately used to check consistency of the results.
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Figure 3.3.3: The potential extracted for the scalar channel and both pion masses. The
subtraction constant is chosen to match the HMChPT expression (3.3.2) (shown grey) to
the lowest level of the corresponding L = 64a ensemble. The linear fits to the data are shown
with one sigma error bars. The figure is taken from Ref. [36].
high energy region of Fig. (3.3.3) and is more evident for the 1+ channel (not displayed), to
which this discussion also applies. Together with the exponentially suppressed contributions,
this could be the leading effect contaminating the potential and the k cot δ function at higher
energies but an ultimate statement can be made only when including the ηDs (and ηD∗s)
interpolators in the simulation and performing a coupled channel analysis.
Excluding the L = 24a data point, linear fits to the data are performed and the bound
state mass is obtained by numerically solving Eq. (1.4.48). In turn, the coupling g2 and
compositeness 1− Z are calculated from Eq. (1.4.49) and are reported in Tab. (3.6).
The independence of these results on the subtraction constant and the consistency with
the previous section gives confidence in our results.
Eq. (1.4.49) tells us that the magnitude of the compositeness factor Z of the bound
state can be read from the slope of the potential at s = sB. Physical values 0 ≤ Z ≤ 1
correspond to a negative slope, with the null slope (Z = 0) being the extreme case of pure
DK-molecular structure. Fig. (3.3.3) shows a slightly negative slope for the mpi = 290
MeV which becomes even positive at mpi = 150 MeV but still compatible with zero due to
the large size of the relative errors. As reported in Tab. (3.6), we then find a strong DK
3.3. CONNECTION TO INFINITE VOLUME 103
α mDs (MeV) g (GeV) 1− Z
Scalar
mpi = 290 MeV
−0.4 2384(3)(0) 11.7 (0.3) (+0.7) 0.90 (0.04) (+0.10)
−1.4 2384(2)(0) 11.7 (0.3) (+0.7) 0.90 (0.03) (+0.10)
−2.2 2384(2)(0) 11.8 (0.3) (+0.7) 0.90 (0.03) (+0.10)
mpi = 150 MeV
−0.4 2348 (5) (+3) 11.2 (0.6) (+1.0) 1.08 (0.08) (+0.23)
−1.4 2348 (4) (+3) 11.1 (0.6) (+1.0) 1.04 (0.08) (+0.30)
−2.2 2348 (4) (+3) 11.1 (0.6) (+1.1) 1.04 (0.08) (+0.31)
Axialvector
mpi = 290 MeV
−0.4 2500 (4) (−3) 14.3 (0.5) (+1.2) 1.00 (0.08) (+0.14)
−1.4 2498 (4) (−1) 14.1 (0.5) (+1.0) 0.95 (0.07) (+0.14)
−2.2 2497 (3) (−1) 14.0 (0.5) (+1.0) 0.94 (0.07) (+0.13)
mpi = 150 MeV
−0.4 2451 (4) (+1) 13.8 (0.6) (+0.6) 1.13 (0.08) (+0.17)
−1.4 2451 (4) (+1) 13.8 (0.6) (+1.0) 1.14 (0.09) (+0.19)
−2.2 2451 (4) (+1) 13.8 (0.6) (+1.0) 1.14 (0.09) (+0.19)
Table 3.6: The bound state mass, coupling and compositeness calculated with the potential
method for each channel, pion mass and subtraction constant. The first errors are statistical,
the second are systematic calculated as described in the caption of Tab. (3.5).
component in the wave function of the bound state, especially for light pion masses and for
the axialvector channel. These values are larger than those determined in Ref. [48], who
find 0.57 (21) (6) and 0.72 (13) (5) for the scalar and axialvector channel, respectively.
The quantities g and 1 − Z can be compared to those of the HMChPT potential Eq.
(3.3.2) fed with the input values of mD,mK and Fpi of our simulation. For pion masses
mpi = 290 MeV and 150 MeV, we obtain slightly lower couplings g = 10.7 GeV and 9.8 GeV
and considerably lower factors 1− Z = 0.75 and 0.81, respectively.
3.3.3 Final spectrum and comparison to experiment
The final charm-strange spectrum calculated in our work is now displayed in Fig. (3.3.4).
The left part presents directly the masses of theDs (0−), D∗s (1−), D∗s0 (2317) (0+), Ds1 (2460)
(1+) and Ds1 (2536) (1+), as well as the finite-volume thresholds mK (L) + mD (L) and
mK (L) +mD∗ (L) (DK and D∗K).
The masses of the negative parity states, denoted in this section by m0− and m1− , show
poor volume dependence and can be represented by their values extracted from the most
physical ensemble, L = 64a andmpi = 150 MeV. The masses of theD∗s0 (2317) andDs1 (2460),
m0+ and m1+ , are taken from Tab. (3.5) and result from the phase shift analysis of Sec.
(3.3.1) applied to the mpi = 150 MeV case. Due to its extremely low width, the Ds1 (2536)
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Figure 3.3.4: The final spectrum and spin averaged quantities obtained from our simulation
(red labels) compared to the values from experiment (black horizontal lines). The green lines
refer to the experimental thresholds. The figure is taken from [36].
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Energy (MeV) Expt. (MeV)
Ds m0− 1976.9 (2) 1966.0 (4)
D∗s m1− 2094.9 (7) 2111.3 (6)
m− 2065.4 (5) 2075.0 (4)
∆m− 118 (1) 145.3 (7)
Ds (2317) m0+ 2348 (4) (+6) 2317.7 (0.6) (2.0)
Ds1 (2460) m1+ 2451 (4) (+1) 2459.5 (0.6) (2.0)
m+ 2425 (4) (+2) 2424.1 (0.5) (2.0)
∆m+ 103 (6)
(
+1
−6
)
141.8 (0.9) (2.0)
Ds1 (2536) m1′+ 2519 (5) 2535.1 (0.1) (2.0)
Table 3.7: Final spectrum results.
state is treated as a stable particle. Similarly to the 0− states, its mass m1′+ shows an
insignificant volume dependence and is also represented in the figure by the L = 64a and
mpi = 150 MeV ensemble.
The large number of configurations employed in our analysis enable us to achieve statist-
ical errors smaller than 0.2% for the positive parity states and even smaller for the negative
ones. At this level of accuracy the discrepancy with the experimental masses are visible,
as displayed in Fig. (3.3.4). The experimental values to which we compare our results are
corrected for isospin and QED effects and details can be found in Ref. [36]. The discretisa-
tion effects play the leading role in the discrepancy and, as mentioned in Sec. (3.1.2), these
affect mainly hyperfine splittings while spin-averaged quantities are less altered by the finite
lattice spacing. These quantities are denoted according to
Masses Spin averages Hyp. splittings
Negative parity m0− ,m1− ⇒ m− = 14 (3m1− +m0−) ∆m− = m1− −m0−
Positive parity m0+ ,m1+ ⇒ m+ = 14 (3m1+ +m0+) ∆m+ = m1+ −m0+
and are given in Tab. (3.7). As shown in this table and in the right region of Fig. (3.3.4),
both positive parity spin average m+ and the spin-averaged thresholds are well reproduced.
On the other hand, the severeness of the discretisation effects for the splittings ∆m− and
∆m+ are evident and differ from experiment respectively by 27.3 MeV and 39 MeV.
To disentangle the effect of the charm quark mass from the light and the strange quarks,
the difference m+−m−, as well as mass splittings of the two j = 12 doublets of heavy quark
theory (see Sec. (3.1.1)) are shown in Fig. (3.3.5). The mass difference is then dominated by
energy scales of order Λ ∼ 500 MeV  a−1 = 2760 MeV. Besides the results for mpi = 150
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Figure 3.3.5: Mass splittings as a function of the pion mass. The errors are statistical only.
The figure is from [36].
MeV, which are still slightly affected by a heavier than physical pion mass, the figure also
includes corresponding results for mpi = 290 MeV and the experimental values (at mpi = 135
MeV, shown black). A crude linear extrapolation in the pion mass can be carried out, which
displays, apart from a 6% difference for m0+ −m0− , compatibility with experiment of these
quantities.
3.4 Decay constants
We are interested in the matrix elements of the physical D∗s0 and Ds1 with local bilinear
operators. These define the scalar fS, vector fV , axialvector fA and tensor fT decay constants
via the relations
〈0|sc|D∗s0 (p)〉 = fSm0+ , (3.4.1)
〈0|sγµc|D∗s0 (p)〉 = fV pµ, (3.4.2)
〈0|sγνγ5c|Ds1 (p, )〉 = fAm1+ν , (3.4.3)
〈0|sγ5σµνc|Ds1 (p, )〉 = fT (pµν − pνµ) , (3.4.4)
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where ν are the polarisations of the spin-one Ds1 particle. fS and fV are connected by the
conserved vector current relation (CVC),
fV = fS
mc −ms
m0+
. (3.4.5)
We set p = 0, µ = t and select ν = i ∈ {1, 2, 3} (the corresponding values will be averaged),
obtaining
〈0|sc|D∗s0〉 = fSm0+ , (3.4.6)
〈0|sγtc|D∗s0〉 = fVm0+ , (3.4.7)
〈0|sγiγ5c|Ds1 ()〉 = fAm1+i, (3.4.8)
〈0|sγ5γtγic|Ds1 ()〉 = fTm1+i. (3.4.9)
The basic objects needed to extract the decay constats are the correlators
CXi (t) = 〈0|JX (t)O†i (0) |0〉 , (3.4.10)
which were computed in addition to the correlators entering the correlator matrix. In Eq.
(3.4.10) JX are the local (unsmeared) currents, X ∈ {S, V,A, T}, and O†i (0) are the interpol-
ators (see Tab. (3.3)) of the respective channel, X = S, V for 0+ and X = A, T for 1+. The
calculation of the correlators Eq. (3.4.10) do not pose significant additional computational
cost, as the JX are just two-quark operators and only at the source four-quark operators can
appear. Using Eq. (2.3.24), where Ω and vi correspond to the ground state,
∑
i
viCXi (t) = 〈0|JX (t)
(∑
i
viO
†
i (0)
)
|0〉 = 〈0|JX (t) Ω† (0) |0〉
= L3
∑
n
〈0|JX |n〉 〈n|Ω†|0〉 e−tEn
≈ L3 〈0|JX |Ds〉√
2mL3
〈Ds|Ω†|0〉√
2mL3
e−tm
= L3 f
latt
X m√
2mL3
√
emt0e−tm = f lattX
√
mL3
2 e
mt0e−tm (3.4.11)
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The states |n〉 in Sec. (2.3.3), which satisfy
∣∣∣〈n|Ω†|0〉∣∣∣2 = et0En , are normalised and therefore
correspond here to |1〉 = 1√2mL3 |Ds〉 and 〈Ds|Ω†|0〉 /
√
2mL3 = et0m/2, in agreement with the
normalisation
〈D∗s0 (p) |D∗s0 (p′)〉 = 2EpL3δp,p′ . (3.4.12)
The overall L3 factor in Eqs. (3.4.11) originates from converting the JX (t) operators, defined
in momentum space (at zero momentum), to coordinate space operators at x = 0 (denoted
again by JX).
In Eq. (3.4.11) m refers to m0+ for X = S, V and to m1+ for X = A, T and two one-
exponential simultaneous fits were performed, one for each group, to ensure consistency of
the corresponding mass. The latter were compatible to those obtained from the variational
analysis.
In contrast to hadron masses m, which are “physical” as they are accessed directly from
one-particle states via the spectral decomposition, decay constants are related to operators
which undergo renormalisation. The bare values f lattX are matched to the MS scheme,
f renX = ZX (1 + ambX) f lattX , (3.4.13)
where bX are improvement factors and m = (mc +ms) /2 are defined from the vector Ward
identity, 2amc/s = κ−1c/s− κ−1crit. The renormalisation factors ZX and the one loop expressions
used for the bX are taken from Ref. [46] and Refs. [55–57], respectively, and are displayed
in Ref. [36].
For each ensemble, we perform the fits to Eq. (3.4.11), extract f lattX , multiply by the
factors in Eq. (3.4.13) and obtain the renormalised decay constants f renX which are displayed
in Fig. (3.4.1) and in Tab. (3.8). A mild volume dependence for fS and fV is observed.
Moreover, the decay constants at L = 64a tend to decrease slightly as the pion mass is
reduced. Note that the combination fS (mc −ms) in Eq. (3.4.5) is a renormalisation group
invariant (ZSZm = 1) and thus the renormalised vector decay constant can be acquired
directly from the bare quantities
f renV = f lattS
mc −ms
m0+
(3.4.14)
without any need for renormalisation factors or improvement terms. It is also automatically
O (a) improved (as it can be seen by using bS = −2bm). The f renV obtained this way is shown
by the black data points in Fig. (3.4.1) and is compatible with the direct determination of
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Figure 3.4.1: The renormalised decay constants calculated in this work as a function of the
volume. The black points indicate f renV as calculated from (3.4.14).
mpi = 290 MeV mpi = 150 MeV
L/a 24 32 40 64 48 64
D∗s0
f renS 233(8)(2) 225(8)(2) 249(8)(2) 270(7)(2) 238(25)(2) 241 (4) (2) (+12) (10)
f renV 108(3)(2) 104(4)(2) 114(3)(2) 123(3)(2) 109(11)(2) 111 (2) (2) (+05) (10)
fCV C,renV 112(4)(0) 106(4)(0) 117(4)(0) 126(3)(0) 113(12)(0) 114 (2) (0) (+05) (10)
Ds1
f renA 191(6)(4) 187(3)(4) 202(7)(4) 205(6)(4) 191(4)(4) 194 (3) (4) (+5) (10)
f renT 137 (4) (2) 130(2)(2) 140(5)(2) 141(4)(2) 134(2)(2) 135 (2) (2) (+3) (10)
Table 3.8: The renormalised decay constants in MeV. fCV C,renV refers to the value calculated
with (3.4.14). The first error is statistical, the second considers the uncertainty of the
renormalisation and improvement factors. The additional errors in the last column are an
estimation of finite-volume and discretisation effects, see Ref. [36] for details.
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f renV via Eq. (3.4.13). The small difference can be attributed to the O (a2) discretisation
effects.
The normalisation in Eqs. (3.4.1), (3.4.2), (3.4.3) and (3.4.4) are in agreement with
the definition in the FLAG review [58] and in Ref. [59] of the negative parity counterpart
fDs . Across this chapter, we have collected indications of a non irrelevant structure for the
D∗s0 (2317) particle more than once (strong coupling to the DK state, pion mass dependence,
Weinberg’s compositeness). The suppression of roughly 45% of its decay constant relative to
theDs equivalent which results from the comparison with Refs. [58] and [59], suggests a more
spatially extended state and therefore, provides an additional indication of a non-ordinary
meson structure8.
In the literature it is possible to find several theoretical calculations of the decay con-
stants we have calculated which can be useful for comparison, see Ref. [36] and references
therein. These values are strongly variable according to the method used and the only lattice
calculation known to us was performed by UKQCD [60]. With an Nf = 2 action at a single
coarse lattice spacing a = 0.10, at a single small volume L = 1.6 fm and with no mention
about the coupling to the threshold, they obtain the results (affected by strong uncertain-
ties) fS = 340 (110) and fV = 200 (50), which are larger but consistent with ours. It will be
interesting if the lattice community could provide us in the future with additional means of
comparison with more realistic simulations.
8A larger spatial extention is generally expected for p-wave states, therefore this argument alone does not
necessarily imply a molecular interpretation.
Chapter 4
pipi and Kpi scattering
4.1 Introduction
4.1.1 Experimental overview
The elastic scattering of two pions is one of the simplest topics of QCD. Pions are spinless
particles with negative intrinsic parity and form a I = 1 triplet (pi+, pi0, pi−) with components
Iz = 1, 0,−1 respectively and have S = C = B = 0 . They are the associated Goldstone
bosons to the spontaneously broken SU (2)A chiral symmetry. As this symmetry is not exact,
their masses are non-zero although very small with mpi± ≈ 140 MeV and mpi0 ≈ 135 MeV.
In fact, they are the lightest hadrons of the QCD spectrum. The near mass degeneracy is
instead a consequence of the isospin symmetry SU (2)V which is violated only in a small
amount.
Pions are one of the few truly stable particles under the strong interaction. The pi± decay
almost exclusively via the weak interaction to µ±νµ with a branching factor of 99.99% and
have a long mean lifetime of 2.6 · 10−8 secs. The electromagnetic interaction is responsible
for the shorter lifetime of the neutral pi0, 8 · 10−17 seconds, which decays to 2γ in 99% of the
times.
A system of two pions are arranged in I = 0, I = 1 and I = 2 multiplets. In terms
of angular momenta, as for spinless particles, their total angular momentum J coincides
with the orbital angular momentum of their relative motion. The parity of the system is
(−1) (−1) (−1)J and thus JP (pipi) = 0+, 1−, 2+, ....
Regarding elastic scattering of two pions, assuming perfect isospin (which will be the case
here) we have three T I=0,1,2 (s, t) scattering amplitudes and only one is independent thanks
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to crossing symmetry1.
The scattering amplitudes can be decomposed into partial waves T I,JP (s) with JP ex-
pressed as before. We consider I = 1 and JP = 1−. Here, one finds the ρ resonance,
ρ = (ρ+, ρ0, ρ−), with an experimental mass of mρ ≈ 775 MeV and a width Γρ ≈ 148 MeV.
We discuss in this chapter also Kpi scattering. Kaons are spinless and have negative
intrinsic parity. In terms of flavour, they are arranged in two I = 12 multiplets (K
+, K0)
with S = 1 and
(
K
0
, K−
)
with S = −1. The masses are mK± ≈ 494 MeV and mK0,K0 ≈ 498
MeV which are also alike due to isospin symmetry. The pion-kaon system is formed by a
I = 32 quadruplet and a I =
1
2 doublet in spin-parity combinations J
P = 0+, 1−, 2+, ...,
analogously to the pipi system. We study Kpi scattering in the I = 12 and J
P = 1− sector
which yields the strange-light analogous of the rho, the K∗ resonance, with an experimental
mass and decay with of mK∗ ≈ 896 MeV and ΓK∗ ≈ 47 MeV.
4.1.2 Lattice implementation
Similarly to the DK and D∗K analysis, we proceed with the extraction of the energies
from the lattice and convert them to scattering information at infinite-volume via Lüscher’s
approach. However, there are both physical and computational differences from the DK and
D∗K analysis. While in the latter Lüscher’s formalism was exploited in the region around the
elastic scattering threshold to extract its parameters and the properties of a nearby bound
state, here we are interested to derive the mass and decay width of both ρ and K∗ resonances
which are located well above threshold. The flavour sector is also different, as well as the
partial wave angular momentum of the infinite volume phase shift. From a computational
perspective, for DK and D∗K scattering the energy data points were collected by varying
the volume. For pipi and Kpi we employ moving frames instead. To see the relevance of
these, let us consider the tower of energies, Eq. (2.2.47), which are the relevant ones if the
simulation was to be performed in the centre of mass frame. For two pions scattering in
p-wave, the n = 0 threshold state in Eq. (2.2.46) is not present since a relative motion of
the two pions must exist. The lowest energy level is then
Enon-inter.1 (L) = 2
√
m2pi +
(2pi
L
)2
, (4.1.1)
1See Sec. (1.3.3). All three isospin amplitudes can be obtained by the pi+pi− → pi0pi0 amplitude, see e.g.
Ref. [61]. With lattice simulations, we access only the physical region of a channel and since the results are
spoiled by errors, the crossed channels cannot be obtained by analytical continuation. Each channel has to
be determined independently.
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where the small interaction term was dropped as it is not relevant for this argument. Typical
simulations with mpi = 270 MeV and L = 3 fm imply E1 ∼ 1 GeV which is well above the
resonance region. If this region is to be accessed via Lüscher’s formalism, lattice scenarios
which provide lower energy levels are to be employed. One may use twisted boundary
conditions, asymmetric boxes, or, as in our case, moving frames. For instance, setting one
pion to zero momentum and the other to total momentum p = 2pi
L
(0, 0, 1) leads to the lowest
energy
Enon-inter.1 (L) =
√
m2pi +
(2pi
L
)2
+mpi (4.1.2)
which now corresponds to ∼ 770 MeV with the same parameters used above. We em-
ploy ensembles with L = 64a and L = 48a at mpi ≈ 150 MeV which are two of those
used for DK scattering, Tab. (3.2). With these values, along with moving frames, p ∝
(0, 0, 0) , (0, 0, 1) , (0, 1, 1), the resonance region can be probed for both pipi and Kpi scatter-
ing.
For fixed frame p = 2pi
L
d, the tower of energies is then
Epn =
√
m21 + p21,n +
√
m22 + p22,n. (4.1.3)
Here m1/2 refer to the masses of either pipi or Kpi. The individual momenta p1,n and p2,n,
encompass the interaction of the mesons and are related with each other by p2,n = p−p1,n.
Also, the additional level due to the presence of the resonance should be added to in the
tower of energies Eq. (4.1.3).
Just as forDK andD∗K, the operator basis includes four-quark operators which resemble
the pipi and Kpi as well as two-quark operators for the ρ and K∗. These are to be chosen with
well-defined total momentum p and isospin according to what was mentioned previously in
Sec. (4.1.1), i.e. I = 1 for ρ↔ pipi and I = 12 for K∗ ↔ Kpi. The ρ is interpolated by ψγiψ,
ψγiγtψ and ψ∇iψ where ψ are light quarks and similarly for K∗ when replacing one light
quark by the strange. The four-quark operators have the form
pipi (p) = 1√
2
[
pi+ (q1) pi− (q2)− pi− (q1) pi+ (q2)
]
, (4.1.4)
Kpi (p) = 1√
3
[√
2pi+ (q1)K− (q2)− pi0 (q1)K0 (q2)
]
, (4.1.5)
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where p = q1 + q2. Finally, all operators are projected to the irreducible representation Λp
of the little group of p.
An 8× 8 correlator matrix is then constructed for each frame and channel and the Wick
contractions show diagrams similar to those for DK and D∗K2. All-to-all propagators which
appear also in this case are dealt with by employing spin-diluted stochastic sources.
4.2 Results
4.2.1 Phase shifts
The fit to the eigenvalues of the correlator matrix provides for each frame and channel the
lowest two energy levels, Epn in Eq. (4.1.3). These are to be converted into the centre of
mass frame in order to match the phase shift δ (s) at infinite volume. The conversion is
straightforward and arranged by the formula3
√
spn =
√
m21 + (kpn)
2 +
√
m22 + (kpn)
2 =
√
(Epn)2 − p2. (4.2.1)
As discussed in Sec. (2.4.1), the quantisation condition Eq. (2.4.3), which reduces to the
formulas in Ref. [62] for this case, has to be truncated. Experiment and previous lattice
studies show that we can restrict to j ≤ 1, i.e. δj (s) is set to zero for j > 1. This leads to a
one-to-one relation between the pipi p-wave phase shift δpipij=1 (s) and the energies on the lattice
for every irreducible representation. For the Kpi channel, mixing with δKpij=0 (s) is present only
for one representation. This problem is dealt with by including a systematic error estimated
by repeating the analysis with the corresponding energies removed.
The phase shift as a function of the centre of mass energy ECM =
√
s for both channels
are displayed in Fig. (4.2.1) . The statistical errors are particularly large for the pipi channel
as a result of the small pion mass used in the analysis. The data point shown as dashed is
not considered as it is located above the four-pion threshold.
The typical resonant behaviour with a transition of the phase shift from 0 to pi across
its mass is seen in the figure. Fits were performed to the simple Breit-Wigner form, Eqs.
2An additional crossed box diagram is present for Kpi ↔ Kpi.
3Please note that on the lattice, for two or more particle states, if En are energies in a frame with total
momentum p, the transformation En → ECM,n =
√
E2n − p2 does not identify the energy levels of the centre
of mass frame, not even in the non-interacting case. Therefore,
√
spn and kpn in Eq. (4.2.1) do not correspond
to the energies and momenta that we would have obtained if the simulation was performed at the centre of
mass frame. They are just the values at which the phase shift, which is evalutated in the continuum centre
of mass frame, will be extracted via Lüscher’s formula.
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Figure 4.2.1: The p-wave phase shift for pipi → pipi (squares and circles data points) and
Kpi → Kpi (triangles) around the resonant region. The Breit-Wigner parametrisation curves
are also shown. The figure is taken from Ref. [63].
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Lattice Expt.
ρ
mρ 716 (21) (21) 775
Γρ 113 (35) (3) 148
gρpipi 5.64± 0.87 5.93
K∗
mK∗ 868 (8) (26) 896
ΓK∗ 30 (6) (1) 47
gK∗pipi 4.79± 0.49 5.39
Table 4.1: The ρ and K∗ resonance parameters calculated using a Breit-Wigner paramet-
risation.
(1.4.39) and (1.4.38). More complex parametrisations were also accounted for but were found
to be negligible compared to the dominant Breit-Wigner form.
The results for the mass, width of the resonances and the coupling to the respective chan-
nels are shown in Tab. (4.1) . Both the masses and the widths are below the corresponding
physical values. The latter undershooting can be explained by noting that the pion mass is
by ∼ 10% above the physical value, leading to a lower phase-space for the resonances and
thus, a smaller width. Couplings to the channels are instead consistent with experiment.
4.2.2 Comparison with other results
The pipi system is one of the most simple to simulate on the lattice and therefore it is not
surprising to find in the literature a number of works carried out over the years to which
compare our results. The comparison is shown in Fig. (4.2.2) which displaysmρ as a function
of m2pi and the coupling gρpipi against mpi. A special emphasis is given in distinguishing
Nf = 2 simulations (open symbols) from Nf = 2 + 1 simulations (filled symbols) in order to
understand the impact of the strange quark on the results.
The coupling presents no apparent pion mass dependence in the range displayed and
shows consistency with the physical value, in agreement with NNLO chiral perturbation
theory [64]. The pion mass dependence of the width has therefore just a kinematical origin.
Less straightforward statements can be made for the resonance mass. A qualitative linear
trend is visible, in agreement with NLO chiral perturbation theory [64, 65], but the effect
of the strange quark is not clear. Using unitarised chiral perturbation theory, the authors
of Ref. [66] performed an extrapolation of Nf = 2 lattice data both to physical pion mass
and to three flavours. Their claim is that the strange quark, or the neglected KK channel,
is decisive for the physical determination of the resonance mass. On the other hand, the
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Figure 4.2.2: Our results for ρ mass and its coupling to pipi compared to the results of a
variety of lattice calculations based on different methods and lattice parameters.
Nf = 2 + 1 result of Ref. [67] coincides with the Nf = 2 result of Ref. [68], suggesting no
strange quark effect or an accidental cancellation with lattice spacing systematics. Regarding
the latter, the authors of Ref. [67] suggest to replace the variables mρ and m2pi in Fig. (4.2.2),
which are affected by the obviously non-universal methods for the lattice scale setting, in
favour of the dimensionless amρ/amN and ampi/amN , with mN being the nucleon mass.
The resulting plot, displayed in figure 12 of their paper, shows a clear linear dependence
of the Nf = 2 + 1 data heading towards the experimental value while the Nf = 2 points
are distributed around the line without revealing an evident pattern. They claim that the
strange quark mass plays little role in determining the value ofmρ and associate the disparity
of the Nf = 2 calculations with several systematics not kept under control. Of these, the
only one that can be relevant in our study are due to the finite lattice spacing. If the
strange quark mass truly has a negligible impact, a continuum extrapolation of the ρ mass
from a multi-lattice spacing simulation, never performed in the past, should identify the
experimental value also for Nf = 2.
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Summary
We have seen how Lüscher’s formalism and its extensions provide a bridge between lattice
QCD and relativistic scattering theory. The finite-volume energy levels extracted from lattice
simulations identify the values of the scattering T -matrix of the channel under consideration.
As the T -matrix encapsulates the dynamics of the scattering process, all relevant information
can be accessed, including bound states and resonances properties.
It is hence clear that the same framework can be applied to a number of systems which
show different dynamical behaviour. In this work, the DK, D∗K, pipi and Kpi channels were
analysed with JP = 0+, 1+, 1− and 1−, respectively.
The first two were investigated in the region around the corresponding threshold. In this
region, the T -matrix exhibits an effective range behaviour, from which the scattering length
and the effective range parameters are obtained. The bound states D∗s0 (2317) and Ds1 (2460)
were found below the threshold and their masses and binding energies were calculated.
The pipi (I = 1) and Kpi (I = 12) channels were instead investigated in the region around
the ρ and the K∗ resonances, respectively. Here, a clear resonant behaviour was visible and
the Breit-Wigner parameters were extracted.
In all cases, the energies were extracted by employing the variational method, with a basis
formed by both two-quark and four-quark operators, resembling respectively the one-particle
and the scattering states. The inclusion of the four-quark operators was essential to resolve
the lowest lying energy levels but came at the price of introducing sequential propagators,
whose calculation increased substantially the computational effort, in particular for those
ensembles with a close to physical pion mass. These were dealt with by means of the
stochastic sources method.
Only one lattice spacing was employed and discretisation effects were the predominant
source of systematic errors for all cases. Regarding theDK andD∗K channels, spin-averaged
quantities, which suffer less from lattice artifacts, were found to be in reasonable agreement
with experiment. Ambitious future work should enable a continuum-limit extrapolation
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by employing ensembles with several lattice spacings while keeping the pion mass close to
physical. Such analysis would allow one to understand the impact of lattice artifacts on the
ρ meson’s mass.
A possible way to extend the DK and D∗K analysis is to include the ηDs and ηD∗s
interpolators in the variational basis and to perform a coupled-channel scattering analysis.
This will allow one to have higher energy regions above threshold under control and to verify
the impact of these states to the D∗s0 (2317) and Ds1 (2460).
Appendix A
Appendix
A.1 Some group theory
We summarise here the notions of group theory which are relevant for relativistic scattering
and for lattice QCD. For an explicit exposition of the following ideas, some of the notation
is appropriate only for finite groups but can be extended also to infinite groups.
A.1.1 Cosets, orbits and little groups
Consider a group G and a subgroup H of G. The left coset of H in G with respect to a
given g ∈ G is the set
gH = {gh ∈ G|h ∈ H} . (A.1.1)
The element g represents the coset gH and it belongs to it; any element of gH can serve as
a representative. One can show that the left cosets partition the group and each coset has
the same cardinality of H, |gH| = |H|. We can write G as the union of the disjoint cosets,
i.e.
G = g1H ∪ g2H... ∪ gsH (A.1.2)
where {g1, ..., gs} are representatives of the corresponding coset and s = |G||H| , the number of
cosets, is called the index of H in G. g1 can be taken to be the (common) identity element
of G and H so that g1H = eH is basically H itself.
Given a g ∈ G and a representative gi of giH, the product ggi is of course an element
of G and so it belongs necessarily to one coset. This means that there is a unique h ∈ H
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(which depends on i) and a unique σi ∈ {1, 2, ..., s} such that
ggi = gσih, h ∈ H, σi ∈ {1, 2, ..., s} . (A.1.3)
In order words, given g and gi, there will be a unique σi such that the combination g−1σi ggi
belongs to H,
g−1σi ggi = h ∈ H. (A.1.4)
This result will be useful later.
We can define an equivalence relation within each coset and define the set of all cosets
G/H = {eH, g2H, ..., gsH} . (A.1.5)
The subgroupH is normal if the left cosets coincide with the right cosetsHg = {hg ∈ G|h ∈ H}.
In this case, G/H itself enjoys a group structure and is referred to as the quotient group.
If a group G has two subgroups H1 and H2 such that
1. H1 ∩H2 = {e},
2. any element of g ∈ G can be expressed as g = h1h2 with h1 ∈ H1 and h2 ∈ H2,
3. any element of H1 commutes with any element of H2,
then a direct product group H1 ×H2 can be identified and it is isomorphic to G. The third
condition can be traded off with the requirement that H1 and H2 are normal. If we relax
the condition of normality for one of the subgroups, say H2, then G is isomorphic to the
semidirect product H1 oH21. In both cases, the decomposition of point (2.) is unique.
Given a group G and any set X, a (left) action of G on X is defined to be a map
G×X → X which takes a point x ∈ X and identifies a new one gx ∈ X such that ex = x
and g (g′x) = (gg′)x. If X is a vector space and G acts linearly on it, we are reduced to
the definition of a (linear) representation2. Given x ∈ X, the orbit and the little group (or
stabiliser) of x with respect to G are respectively defined as
OrbG (x) = {gx ∈ X| g ∈ G} , (A.1.6)
LG (x) = {g ∈ G| gx = x} . (A.1.7)
1Note that a vertical line is added to the symbol × in the orientation of the non-normal subgroup.
2In this case we write D : G→ GL (V ) and replace gv by the less ambiguous D (g) v.
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The orbit of x is the subset of X that can be reached from x under the group action. The set
of all orbits partition X. A group element g ∈ G can be visualised as an arrow connecting
x to another point, gx, in the same orbit OrbG (x). The little group of x is the set of
elements of G that leave x invariant. The latter is easily shown to be a subgroup of G
(although typically not a normal one) and, based on what addressed earlier, one can then
define G/LG (x) = {eLG (x) , g2LG (x) , ..., gsLG (x)}, the set of left cosets of G with respect
of LG (x). Points on the same orbit have isomorphic little groups.
The orbit-stabiliser theorem provides an important connection between orbits, little
groups and cosets. Let us consider a fixed x ∈ X and the orbit OrbG (x) that it iden-
tifies. There is a bijection (one-to-one correspondence) between OrbG (x) and G/LG (x),
namely each point in the orbit gx identifies the left coset gLG (x). The point x ≡ ex itself
identifies LG (x) ≡ eLG (x). Therefore, once x is fixed, the group elements of G can be
visualised directly from the points in OrbG (x), modulo the little group LG (x).
As a practical example, let us consider SO (3), the group of three-dimensional proper
rotations and its action on R3. The orbit of x = (0, 0, r)T with r > 0 is a the spherical surface
with radius r. The little group LSO(3) (x) is the set of rotations in the plane orthogonal to
x (i.e. the xy plane), namely
LSO(3) (x) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1
 ,
which is isomorphic to SO (2). To another point in the same orbit, say x′ = (r, 0, 0)T , is
associated a different little group LSO(3) (x′) which is, however, isomorphic to LSO(3) (x) and
to SO (2).
A.1.2 Subduced and induced representations
Given a representation D : G → GL (V ) of G it is straightforward to identify a represent-
ation of a subgroup H of G by just restricting the domain of definition of D to H. The
representation D|H is called the representation of H subduced from the representation of G.
If D is irreducible, D|H is in general not. The opposite statement is although verified, i.e.,
if D|H is irreducible then also D is.
Let us now consider a representation DH : H → GL (W ) of a subgroup H of G with
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index s = |G||H| . DH acts on vectors of W ,
|ψ〉 → DH (h) |ψ〉 = |ψ′〉 . (A.1.8)
Starting from this, we want to build a representation DG : G → GL (V ) for the whole G,
i.e., we want to identify a vector space V and an action DG on it. In order to achieve this,
we consider the partitioning of G in terms of cosets giH and to each coset we create a copy
Wi of the vector space W ,
G = g1H ∪ g2H ∪ ... ∪ gsH
V = W1 ⊕ W2 ⊕ ... ⊕ Ws ≡ W s
(A.1.9)
Vectors inWi can be expressed by |i, ψ〉 where i = 1, ..., s identifies the copy and ψ labels the
vectors within the copy. Taking g1 = e, DH already acts on the “first” copy in Eq. (A.1.9)
and its action, Eq. (A.1.8), can be trivially cloned to any copy,
|i, ψ〉 → DH (h) |i, ψ〉 := |i, ψ′〉 . (A.1.10)
Now, consider a general g ∈ G and a gi associated to the i-th space. Recall from Eq. (A.1.3)
that the product ggi identifies uniquely an element h ∈ H and a representative gσi which
is, in this context, associated to the σi-th vector space. Therefore, we can define the action
of DG for a general g ∈ G on the i-th space by the action of DH via h on the σi-th space,
namely
DG (g) |i, ψ〉 := DH (h) |σi, ψ〉 = |σi, ψ′〉 . (A.1.11)
The action is extended for a general vector in V by linearity of DG with respect to the direct
sum. It can be shown that DG is indeed a representation for G and it is said to be induced
from DH . In summary, given g ∈ G, the induced representation DG acts in two steps:
1. It changes the space from i to σi.
2. In this new space, H acts via DH (h) as usual.
The induced method is particularly useful for groups which have a semidirect product form
G = A o B where A is an abelian normal subgroup. In this case, all irreducible unitary
representations of G can be identified by induction from a non-trivial subgroup of G. This
is a fulfilling statement since physically important groups as the Euclidean group, as well
as the Poincaré group happen to have this structure. As we will see explicitly for the
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Poincaré group, decompositions of the form (A.1.9) are continuous for infinite groups but
the underlying concept is unchanged3.
A.1.3 The Lorentz group
The Lorentz group O (1, 3) is the set of all real 4× 4 matrices that leaves the Minkowskian
metric η = diag (1,−1,−1,−1) unchanged4,
η = ΛTηΛ. (A.1.12)
It forms a group under matrix multiplication with identity element 14 = diag (1, 1, 1, 1)
and inverse elements given by the matrix inverse operation. The Lorentz group defines
four-vectors b = (b0, b) ∈ R1,3 by the action b′µ = Λµvbν which leaves the quadratic form
b2 = ηµνbµbν = bµbµ = bµbµ = b20 − |b|2 invariant. Examples of four-vectors are space-time
coordinates x = (t,x) in Minkowski space, four-momenta p = (p0,p), electromagnetic fields
A = (A0,A) etc.
The Lorentz group is a six-dimensional Lie group which is neither compact nor connected.
From the definition Eq. (A.1.12) one can immediately see that det Λ = ±1 and Λ00 ≥ 1 or
Λ00 ≤ −1. Based on these values, four connected components are identified:
SO (1, 3)
Proper
detΛ = 1
Improper
detΛ = −1
O↑ (1, 3)
Orthochronus
Λ00 ≥ 1
Restricted
L = SO↑ (1, 3)
P→
↓PT ↘T ↓PT
Non-orthochronus
Λ00 ≤ −1
P→
The component which contains the identity is called the restricted Lorentz group and
will be denoted here by L = SO↑ (1, 3). A general Lorentz transformation can be accessed
by multiplying any element Λ ∈ L with an element of the group of components
O (1, 3) /SO↑ (1, 3) = {1, P, T, PT} ∼= Z2 × Z2 (A.1.13)
3Technically the corresponding W s are fibers of vector bundles with an orbit of G (or left cosets) as base
manifold.
4In components, diag (1,−1,−1,−1) = ηµν = (ΛT )µ
ρ
ηρσΛ νσ ≡ ηρσΛ µρ Λ νσ .
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where P ≡ η = diag (1,−1,−1,−1) and T = diag (−1, 1, 1, 1) are the space and time
inversions respectively.
Let us focus now on the restricted Lorentz group L = SO↑ (1, 3). It is connected but
not simply connected and its (simply connected) universal cover is the group L = SL (2,C)
with SL (2,C) /Z2 ∼= L. Each element in L can be expressed in terms of its Lie algebra via
antisymmetric elements Mµν = −Mνµ
Λ (ω) = e− i2ωµνMµν , (A.1.14)
[Mµν ,Mρσ] = i (ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ) . (A.1.15)
Alternatively, defining
J1 = M23, J2 = M31, J3 = M12,
K1 = M01, K2 = M02, K3 = M03,
a general Λ ∈ L is parametrised in terms of the angular momentum J and boosts K
Λ (φ,w) = e−i(φ·J+w·K) (A.1.16)
with [
J i, J j
]
= iijkJk,
[
Ki, Kj
]
= −iijkJk,
[
J i, Kj
]
= iijkKk. (A.1.17)
We see that the algebra [J i, J j] is closed, therefore SO (3) rotations form a subgroup of L.
Orbits Let us now look at how the space of four-momenta p = (p0,p) ∈ R1,3 is partitioned
via orbits under the action of the restricted Lorentz group L5. Since any Λ ∈ L does not
change the value of p2 and the sign p0, the Minkowski space is parametrised in terms of
surfaces, hyperboloids and cones, of constant values of these variables. Denoting m2 = p2 =
5We use four-momenta variables for a direct connection to the representations of the Poincaré group but,
of course, all following statements apply also for Minkowski space-time variables x = (t,x).
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I
I'
II
II'
III
III
p
p0
k
p
Lp,k
Lk,k
IV
Figure A.1.1: Orbit representatives of the Lorentz group for each class. The three-
dimensional p is collapsed to one-dimension for illustration.
p20 − |p|2, the orbits are arranged according to six distinct classes6,
Class Description p2 sgn (p0) Standard k Little group
I Forward hyperboloid m2 > 0 p0 > 0 (m,0) SO (3)
I’ Backward hyperboloid m2 > 0 p0 < 0 (−m,0) SO (3)
II Forward light cone m2 = 0 p0 > 0 (κ, 0, 0, κ) E (2)
II’ Backward light cone m2 = 0 p0 < 0 (−κ, 0, 0, κ) E (2)
III Spacelike hyperboloid m2 ≡ −κ2 < 0 (0, 0, 0, κ) SO (1, 2)
IV Null vector p = 0 (0,0) SO↑ (1, 3)
which can be visualised in Fig. (A.1.1). Only elements belonging to the same orbit can be
connected by a restricted Lorentz transformation. The table shows also a “standard” vector
belonging to the corresponding class.
Let us consider one of these, k = (m,0)T (shown in the figure) which generates the orbit
OrbL (k) belonging to class I. The little group LL (k) of k, i.e. the subgroup of L of elements
Lk,k which leaves k invariant, k → k = Lk,kk, is clearly the SO (3)-isomorphic group of three
6Note that the same orbit classification is valid for the more general O↑ (1, 3) which includes improper
transformations. On the other hand, for SO (1, 3) and for the full Lorentz group O (1, 3), the possibility of
time reflections merge the orbits I I ′ to I ∪ I ′ and II II ′ to II ∪ II ′, resulting in just four distinct classes.
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dimensional rotations in the subspace orthogonal to k,
Lk,k =
 1 0
0 R
 .
Now, any p ∈ OrbL (k) can be identified by a so called Wigner boost Lp,k ∈ L, p = Lp,kk.
Just as there is a SO (3) “degeneracy” in connecting k → k, there is a similar one connecting
k → p. Indeed, if p = Lp,kk, then also Lp,kLk,k for any Lk,k ∈ LL (k) identifies p,
(Lp,kLk,k) k = Lp,k (Lk,kk) = Lp,kk = p.
As discussed in Sec. (A.1.1) in general, each p ∈ OrbL (k) identifies uniquely a left coset
Lp,kLL (k) ∈ L/LL (k) of the restricted Lorentz group with respect to LL (k) with represent-
ative Lp,k. The restricted Lorentz group is decomposed into left cosets Lp,kLL (k) represented
by elements Lp,k labelled by p varying in the orbit of the fixed k7. Moreover, given any Λ ∈ L
and a coset representative Lp,k, the unique decomposition (A.1.3) reads
ΛLp,k = LΛp,kLk,k (A.1.18)
or, in other words, L−1Λp,kΛLp,k belongs to the little group8 LL (k) and is called Wigner
rotation.
Since little groups in the same orbit are isomorphic, these results are independent on
the choice of the standard vector k in the same orbit. For a different orbit class, analogous
considerations are valid. We obtain a different little group (see the table above) and partition
the restricted Lorentz group in terms of cosets corresponding to this little group. For the
trivial case of p = (0, 0, 0, 0), any element in L leaves the null vector unchanged and the
little group is trivially L itself.
We finally note that these considerations apply also to SL (2,C), the universal cover of the
restricted Lorentz group. The orbit classification is unchanged and the little groups are the
universal covers of the corresponding little groups for L. For instance, LSL(2,C)
(
k = (m,0)T
) ∼=
SU (2).
7Note the analogy with the notation in (A.1.1), i←→ p and gi ←→ Lp,k.
8Indeed, when applying L−1Λp,kΛLp,k on k we have k
Lp,k−→ p Λ−→ Λp Lk,Λp−→ k.
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Finite-dimensional representations Eq. (A.1.18) is the equation which is at the base
of the induction method for generating infinite-dimensional representations of L from those
of LG (k). Nevertheless, for L these turn out to be reducible and Eq. (A.1.18) will be used for
the Poincaré group. For completeness, we state here instead that the finite-dimensional irre-
ducible representations of the restricted Lorentz group, or more precisely of its double cover
SL (2,C), are identified by a pair of integers and semi-integers, (j1, j2) j1/2 = 0, 12 , 1,
3
2 , ...
with dimension (2j1 + 1) (2j2 + 1). This follows directly from the fact that the algebra Eq.
(A.1.17) can be decomposed in two independent SU (2) subalgebras. The finite-dimensional
representations determine the transformation properties of the components of relativistic
fields which live in the corresponding vector space. The lowest-dimensional representations
and the related relativistic fields are listed in the following table.
Field Representation Dimension Spin Examples
Scalar (0, 0) 1 0 Pions, Higgs
Weyl left-handed spinor
(
1
2 , 0
)
2 1/2 Neutrinos
Weyl right-handed spinor
(
0, 12
)
2 1/2 Anti-neutrinos
Dirac
(
1
2 , 0
)
⊕
(
0, 12
)
4 1/2 leptons, nucleons
Vector
(
1
2 ,
1
2
)
4 1 Gauge fields: γ Z W± g
Rarita-Schwinger
(
1, 12
)
6 3/2
Spin 2 field (1, 1) 9 2 Graviton
A.1.4 The Poincaré group and its unitary irreducible representa-
tions
The Poincaré group (or the inhomogeneous Lorentz group) is the generalisation of the
Lorentz group which includes translations. Formally it is the semidirect product R1,3 o
O (1, 3) of two of its subgroups, the abelian four-dimensional translation group and the
Lorentz group. The elements of the Poincaré group are denoted by the couple g = (a,Λ)
where a ∈ R4 and Λ satisfies Eq. (A.1.12). The group law is defined by
(a2,Λ2) (a1,Λ1) = (Λ2a1 + a2,Λ2Λ1) (A.1.19)
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with identity element (0, 14) and inverse (a,Λ)−1 = (−Λ−1a,Λ−1). Each element can be
written uniquely as (a,Λ) = (a, 14) (0,Λ). The Poincaré group is the group of isometries on
Minkowski space, i.e., the action on a four-vector x = (x0,x), given by x → x′ = Λx + a,
preserves distances (x− y)2. The Lorentz group is the little group of the Poincaré group at
the origin.
Just as the Lorentz group, the Poincaré group is not compact and is formed by the
analogous four connected components. The component connected to the identity (with
det Λ = 1,Λ00 ≥ 1) is called the restricted Poincaré group and is denoted here by P = R1,3o
L = R1,3oSO↑ (1, 3). P is not simply-connected and has universal cover P = R1,3oSL (2,C).
Elements of P can be expressed via its Lie algebra
(a,Λ (ω)) = eiaµPµe− i2ωµνMµν (A.1.20)
with
[P µ, P ν ] = 0, [P µ,Mρσ] = i (ηµρP σ − ηµσP ρ) , (A.1.21)
in addition to Eq. (A.1.15). The P µ are the generators of the space-time translations.
Similarly Eq. (A.1.16) generalises to
(a,Λ (φ,w)) = eiaµPµe−i(φ·J+w·K) (A.1.22)
with algebra
[J i, J j] = iijkJk [Ki, Kj] = −iijkJk [J i, Kj] = iijkKk
[J i, P j] = iijkP k [Ki, P j] = −iδijP 0 [P i, P j] = 0
[J i, P 0] = 0 [Ki, P 0] = −iP i [P i, P 0] = 0
(A.1.23)
We also define the Pauli-Lyubanski vector
Wµ (P ) =
1
2µνλσM
νλP σ, (A.1.24)
which satisfies orthogonality and commutation with P µ,
Wµ (P )P µ = 0 (A.1.25)
[W µ (P ) , P ν ] = 0 (A.1.26)
[W µ (P ) ,W ν (P )] = iµνρσWρ (P )Pσ (A.1.27)
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The quantities P 2 = PµP µ andW 2 = Wµ (P )W µ (P ) are Casimir invariants for the Poincaré
group. Moreover, for a four-vector k 6= 0, the independent components of Wµ (k) are the
generators of the little group of L with respect to k,
Lk,k (b) = e−ibcW
c(k). (A.1.28)
This can be seen by expressing the condition Λk = k in terms of the generators in (A.1.14).
Unitary irreducible representations The non-compactness of the Poincaré group im-
plies that its unitary irreducible representations have infinite dimensionality. We have men-
tioned at the end of Sec. (A.1.2) the important result that for this group all such representa-
tions can be obtained by induction from some subgroup. The construction and classification
using the induction method was accomplished by Wigner [69]. We will follow the procedure
outlined in Sec. (A.1.2) for the construction of the representations of the universal cover
P = R1,3 o SL (2,C).
The first step is to identify a subgroup of P and one of its representations. Given a
standard vector k = (k0,k), this is chosen to be the group H = R1,3oLL (k), the semidirect
product of translations with the little group of k with respect to L. Irreducible representa-
tions of this subgroup are known. For the translation group we select the (unidimensional)
representation eiaµPµ |k〉 = eiaµkµ |k〉; for the little group, we take any of its irreducible
representations with label s and express it in terms of (A.1.28),
D(s) (Λk,k) ≡ D(s) (Λk,k (b)) = e−ibcW c(k), (A.1.29)
where the W c (k) satisfy the k-dependent Lie algebra corresponding to Eq. (A.1.27). Then,
for (a,Λk,k) ∈ H, the action of H on a vector space Wk (analogous to the W ≡ W1 in Sec.
(A.1.2) ) is written as
|k, σ〉 → DH (a,Λk,k) |k, ψ〉 = eikaD(s) (Λk,k) |k, ψ〉 = eika |k, ψ′〉 . (A.1.30)
The dimensionality ofWk is given by the the dimensionality of the irreducible representation
D(s) of LL (k) considered.
The second step is to create copies of Wk, one for each left coset of P = R1,3 o SL (2,C)
with respect to H = R1,3 o LL (k). These are the same of those of the Lorentz group with
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respect to LL (k)9, already discussed in Sec. (A.1.3), each represented by some Lp,k ∈ L
identified uniquely by a p ∈ OrbL (k). For each p, we create a copy Wp of Wk and, according
to Eqs. (A.1.11) and (A.1.18), the Poincaré group action DP ≡ U on Wp is given by the
action of H on WΛp,
|p, ψ〉 → U (a,Λ) |p, ψ〉 = ei(Λp)aD(s) (Λk,k) |Λp, ψ〉 = ei(Λp)a |Λp, ψ′〉 , (A.1.31)
where Λk,k = L−1Λp,kΛLp,k ∈ LL (k). If the representation LL (k) is irreducible, this construc-
tion identifies an irreducible representation of P for each orbit and for each value of s. These
are parametrised in terms of the eigenvalues of the Casimir operators W 2 and P 2 = m21,
and by the sign of p0.
In particular, for orbits in class I with standard vector k = (m,0), the Pauli-Lyubanski
vectors in (A.1.29) become simplyW 0 = 0 andW = mJ with algebra (A.1.27) that reduces
to the algebra of SU (2), reflecting the isomorphism LL (k) ∼= SU (2). Then, the label s ∈{
0, 12 , 1,
3
2 ...
}
refers to the eigenvalues ofW 2 = −m2J2 = −m2s (s+ 1) and dimWk = 2s+1.
We have an irreducible representation for each couple (m, s) on the full space V(m,s) on which
a complete set of commuting operators {P 2,W 2,P ,Σ} act,
P 2 |ms ; p σ 〉 = m2 |ms ; p σ 〉 (A.1.32)
W 2 |ms ; p σ 〉 = −m2s (s+ 1) |ms ; p σ 〉 (A.1.33)
Pµ |ms ; p σ 〉 = pµ |ms ; p σ 〉 (A.1.34)
Σ |ms ; p σ 〉 = σ |ms ; p σ 〉 (A.1.35)
U (a,Λ) |ms ; p σ 〉 = ei(Λp)a
s∑
σ′=−s
D
(s)
σ′σ
(
L−1Λp,kΛLp,k
)
|ms ; Λp σ′ 〉 (A.1.36)
where p2 = m2 > 0 and p0 > 0. The operator Σ with eigenvalues σ = −s, ..., s is a P -
dependent relativistic generalisation of the spin. It depends on the particular choice of the
representatives of the cosets. In the so-called standard basis it reduces to W3/m = J3 in the
k = (m,0) subspace. In the helicity basis, Σ = J ·P|P | .
The expressions above constitute the foundations of relativistic quantum field theory. Us-
ing group theoretical arguments alone, and more precisely, investigating the consequences of
the preservation of isometries of Minkowski space-time, a natural connection between special
relativity and quantum mechanics is created. Indeed, a quantum mechanical interpretation
9P/H = R1,3 o SL (2,C) /R1,3 o LL (k) ≡ SL (2,C) /LL (k)
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stems from the identification of the Hamiltonian with the P 0 generator of the Poincaré group
with eigenvalue Ep =
√
m2 + |p|2 and from the definition of a scalar product
〈ms ; p σ |ms ; p′ σ′ 〉 = (2pi)4 δ(4) (p− p′) δσσ′ (A.1.37)
≡ 2Ep (2pi)3 δ(3) (p− p′) δσσ′ , (A.1.38)
which promotes V(m,s) to an Hilbert space. A relativistic particle interpretation is straight-
forward. The value p2 = m2 > 0 is identified with the mass of the particle and s is its spin.
Using (A.1.38) we can write the general state of a particle with mass m and spin s, called a
one-particle state,
|ψ〉 =
s∑
σ=−s
∫ d3p
(2pi)3 2Ep
ψσ (p) |ms ; pσ 〉 , (A.1.39)
where ψσ (p) = 〈pσ |ψ〉 is the particle’s (momentum) wave function. Massless particles
appear also in this framework in a natural way, i.e. from the representations s± = 0, 12
±
, 1±, ...
of the Euclidean group E (2) identified with the spin s and a sign which refers to helicities
±s. Other representations, e.g. those associated to the orbit class III (tachyonic), have no
present physical interpretation.
The irreducible basis of P provide, by tensor products, all possible scattering states which
form a basis of the whole Hilbert space of any relativistic quantum theory.
A.2 Space-time discretisation
In this appendix the definition of a discretised space-time is given and the notation used
throughout the thesis is settled.
Let us start by introducing a four-dimensional space-time box discretised such that,
given a non-zero lattice spacing a with spacelike dimensions [a] = −1 and four numbers Nµ,
µ = 1, 2, 3, 4, we have the set of space-time points
Λ = {x = (x1, x2, x3, x4)|xµ = nµa , nµ = 0, ..., Nµ − 1} . (A.2.1)
A given lattice point is thus identified by four-dimensional integers:
x = (x1, x2, x3, x4) = (n1a, n2a, n3a, n4a) = (n1, n2, n3, n4) a = na. (A.2.2)
The lattice extent for all spatial directions is assumed to be the same, N1 = N2 = N3 ≡ NL,
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while the time extent is denoted by N4 = NT . The physical dimensions of the box are
L = NLa and T = NTa, resulting in a volume L3 × T . Vector notation for space indices is
also used:
x = (x, t) = (na, nta) = (n, nt) a = na. (A.2.3)
The range of n is such that ni = 0, ..., Ni ≡ NL and n4 = 0, ..., N4 ≡ NT . Elementary
directions are identified by
1ˆ = (a, 0, 0, 0) , 2ˆ = (0, a, 0, 0) , 3ˆ = (0, 0, a, 0) , 4ˆ = (0, 0, 0, a) ,
such that
x = n11ˆ + n22ˆ + n33ˆ + n44ˆ. (A.2.4)
All eight neighbouring points of x are reached by x± µˆ as µ varies from one to four.
Functions can be defined on the lattice, f (x) = f (na). If f has a canonical dimension
of a[f ], a dimensionless quantity can be introduced as fˆ (n) = a−[f ]f (an).
Periodic boundary conditions are assumed, i.e., for a function f ,
f (x+ µˆNµ) = f (x) . (A.2.5)
For some functions the periodic boundary conditions are reserved only for spatial directions.
Derivatives in the direction µ and Laplacians are defined by
∂µf (x) =
f (x+ µˆ)− f (x− µˆ)
2a , (A.2.6)
f (x) =
∑
µ
f (x+ µˆ) + f (x− µˆ)− 2f (x)
a2
. (A.2.7)
Integrals in the continuum are replaced on the lattice by
∫
d4xf (x)→ a4∑
x
f (x) ≡ a4∑
n
f (na) . (A.2.8)
Momentum space To the space-time set of points (A.2.2) and to the periodic boundary
conditions (A.2.5) is associated the momentum space
Λ˜ =
{
p = (p1, p2, p3, p4)| pµ = 2pi
aNµ
kµ , kµ = −Nµ2 + 1, ..., 0, ...,
Nµ
2
}
. (A.2.9)
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We can thus write
p = (p1, p2, p3, p4) =
(2pi
L
k1,
2pi
L
k2,
2pi
L
k3,
2pi
T
k4
)
≡ (p, k4) =
(2pi
L
k,
2pi
T
)
. (A.2.10)
The momentum in direction µ increases by steps of 2pi
aNµ
and is limited in the region −pi
a
+
2pi
aNµ
≤ pµ ≤ pia . The finite lattice spacing introduces a cutoff in momentum space. As a
gets smaller and smaller, the distance between space-time points gets smaller (and so does
the total volume) while the distance between momenta points gets larger and larger and
the cutoff is extended. On the other hand, for fixed a and for increasing lattice extent
aNµ → ∞, spacetime becomes an infinite grid and momentum space becomes continuous
but is still restricted in a box by the cutoff pi
a
.
On the 3d-lattice, the modulus of k assumes values |k| =
√
k21 + k22 + k23 =
√
0,
√
1,
√
2, ...,
√
m, ...
. There are θm = 1, 6, 12, 8, 6, 24, ... vectors for each |k| = √m, θm being the Theta series of
a simple cubic lattice.
Given a space-time point x and a four-momentum point p, the scalar product is dimen-
sionless:
p · x = (p, p4) · (x, x4) = p · x+ p4x4 = 2pi
NL
k · n+ 2pi
NT
k4n4.
In particular, for x = µˆ:
p · µˆ = pµa. (A.2.11)
From the Dirac delta identity in the continuum, the corresponding on the lattice is obtained,
∫
d3xeip·x = (2pi)3 δ3 (p) (A.2.12)
a3
∑
x
eip·x = L3δ3p,0 (A.2.13)
Note that, while δ3 carries the inverse of the dimension of its variable (cubed), the corres-
ponding Kronecker delta is dimensionless. With (A.2.13), the 3D Fourier transform of a
function f and its inverse can be defined for a given t
f˜ (p, t) = αa3
∑
x
e−ip·xf (x, t) , (A.2.14)
f (x, t) = 1
α
1
L3
∑
p
eip·xf˜ (p, t) . (A.2.15)
The value of α is arbitrary and will be set to one in this work. The analogous relation holds
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for the 4-dimensional case with functions f (x) and f˜ (p).
A.3 Evaluation of the Ds ←→ DK diagrams
In Sec. (3.2.3) the Wick contractions for the four entries of the correlator matrix (3.2.1) were
performed, resulting in Eqs. (3.2.5), (3.2.6), (3.2.7) and (3.2.8). In this appendix, by means
of the one-end trick, the correlators are expressed in terms of the stochastic propagators
(3.2.14), (3.2.15) and (3.2.16) which are directly obtainable by numerical inversions on the
computer. The derivation is based on the insertion of the spin-colour-time diluted stochastic
sources Eq. (3.2.9) at time t0 = 0 whose non-zero components satisfy
1
N
N∑
r=1
ηr (z) ηr∗ (x) ≈ δz,x. (A.3.1)
In light of full spin-colour dilution, the stochastic sources at each space point are pure c-
numbers. The advantage of diluting the spin is that the ηr (z) can be moved at will in the
traces, such that the resulting stochastic propagators Q (3.2.5) do not depend on the gamma
matrices that appear at the vertices of the diagrams. This allows for extensive recycling of
the Qs.
The following expressions rely on the γ5-hermiticity of the propagators, on the cycle
nature of the trace, as well as its additivity which allows to insert sums inside it:
Tr [A1A2A3...An] = Tr [A2A3...AnA1] = Tr [A3...AnA1A2] = ... (A.3.2)
n∑
i=1
Tr [AiB] = Tr [A1B] + ...+ Tr [AnB] = Tr [A1B + ...+ AnB]
= Tr [(A1 + ...+ An)B] = Tr
[(
n∑
i=1
Ai
)
B
]
. (A.3.3)
The spacetime notation of Sec. (3.2.3) will be retained, i.e. xi = (xi, 0), yi = (yi, t), as well
as zi = (zi, 0).
The most simple correlator is (3.2.5) and, inserting the Kronecker delta (A.3.1), we have
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CDs,D′s (t) = a
6∑
yx
Tr
[
AGc (y;x) A˜′γ5Gs† (y;x) γ5
]
= a6
∑
yxz
Tr
[
γ5AG
c (y;x) δxzA˜′γ5Gs† (y; z)
]
= a
6
N
∑
ryxz
Tr
[
γ5AG
c (y;x) ηr (x) ηr∗ (z) A˜′γ5Gs† (y; z)
]
= a
6
N
∑
ry
Tr
γ5A
(∑
x
Gc (y;x) ηr (x)
)
A˜′γ5
(∑
z
Gs (y; z) ηr (z)
)†
= a
6
N
∑
ry
Tr
[
(γ5A)Qc (y; ηr)
(
A˜′γ5
)
Qs† (y; ηr)
]
.
Although the Ds−Ds correlator can be calculated by the traditional one-to-all propagators,
for consistency and for better recycling of the propagators, also this correlator is treated
stochastically.
The off-diagonal terms (3.2.6) and (3.2.7) are
CDs,DK (t) = −2a9
∑
yxKxD
Tr
[
AGc (y;xD) B˜Gl (xD;xK) B˜γ5Gs† (y;xK) γ5
]
= −2a9
∑
yxKxDzK
Tr
[
γ5AG
c (y;xD) B˜Gl (xD;xK) δxKzK B˜γ5Gs† (y; zK)
]
= −2a
9
N
∑
ryxKxDzK
Tr
[
γ5AG
c (y;xD) B˜Gl (xD;xK) ηr (xK) ηr∗ (zK) B˜γ5Gs† (y; zK)
]
= −2a
9
N
∑
ryxD
Tr
γ5AGc (y;xD) B˜(∑
xK
Gl (xD;xK) ηr (xK)
)
B˜γ5
(∑
zK
Gs (y; zK) ηr (zK)
)†
= −2a
9
N
∑
ry
Tr
[
γ5A
{∑
xD
Gc (y;xD) B˜Ql (xD; ηr)
}
B˜γ5Q
s† (y; ηr)
]
= −2a
9
N
∑
ry
Tr
[
(γ5A)Scl (y; ηr)
(
B˜γ5
)
Qs† (y; ηr)
]
,
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CDK,Ds (t) = 2a9
∑
yDyKx
Tr
[
BGc (yD;x) A˜γ5Gs† (yK ;x) γ5Bγ5Gl† (yD; yK) γ5
]
= 2a9
∑
yDyKxz
Tr
[
γ5BG
c (yD;x) δx,zA˜γ5Gs† (yK ; z) γ5Bγ5Gl† (yD; yK)
]
= 2a
9
N
∑
ryDyKxz
Tr
[
γ5BG
c (yD;x) ηr (x) ηr∗ (z) A˜γ5Gs† (yK ; z) γ5Bγ5Gl† (yD; yK)
]
= 2a
9
N
∑
ryDyKxz
Tr
[
γ5BG
c (yD;x) ηr (x) A˜γ5
(
Gl (yD; yK) γ5B†γ5Gs (yK ; z) ηr (z)
)†]
= 2a
9
N
∑
ryD
Tr
γ5B(∑
x
Gc (yD;x) ηr (x)
)
A˜γ5
∑
yK
Gl (yD; yK) γ5B†γ5
∑
z
Gs (yK ; z) ηr (z)
†

= 2a
9
N
∑
ryD
Tr
γ5BQc (yD; ηr) A˜γ5
∑
yK
Gl (yD; yK) γ5B†γ5Qs (yK ; ηr)
†

= 2a
9
N
∑
ryD
Tr
[
(γ5B)Qc (yD; ηr)
(
A˜γ5
)
Sls† (yD; ηr)
]
.
The DK −DK entry has a disconnected and a box contribution with the following form,
CDK,DK (t) = 2CD (t)CK (t)− 4Cbox (t) .
The CD (t) correlator is
CD (t) = a6
∑
yDxD
Tr
[
BGc (yD;xD) B˜γ5Gl† (yD;xD) γ5
]
= a6
∑
yDxDzD
Tr
[
γ5BG
c (yD;xD) δxDzDB˜γ5Gl† (yD; zD)
]
= a
6
N
∑
ryDxDzD
Tr
[
γ5BG
c (yD;xD) ηrDD (xD) ηrD∗D (zD) B˜γ5Gl† (yD; zD)
]
= a
6
N
∑
ryD
Tr
γ5B
(∑
xD
Gc (yD;xD) ηrDD (xD)
)
B˜γ5
(∑
zD
Gl (yD; zD) ηrDD (zD)
)†
= a
6
N
∑
ryD
Tr
[
(γ5B)Qc (yD; ηr)
(
B˜γ5
)
Ql† (yD; ηr)
]
.
The kaon correlator is obtained by simply substituting (c, l)→ (l, s):
CK (t) =
a6
N
∑
ryK
Tr
[
(γ5B)Ql (yK ; ηr)
(
B˜γ5
)
Qs† (yK ; ηr)
]
.
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Please note that two different stochastic sources are required for the disconnected part, i.e.,
two separate sources ηrD and ηrK should be generated. Finally, the box diagram reads,
Cbox (t) = a12
∑
yDyKxDxK
Tr
[
BGc (yD;xD) B˜Gl (xD;xK) B˜γ5Gs† (yK ;xK) γ5Bγ5Gl† (yD; yK) γ5
]
= a12
∑
yDyKxDxKzK
Tr
[
γ5BG
c (yD;xD) B˜Gl (xD;xK) δxKzK B˜γ5Gs† (yK ; zK) γ5Bγ5Gl† (yD; yK)
]
= a
12
N
∑
yDyKxDxKzK
Tr
[
γ5BG
c (yD;xD) B˜Gl (xD;xK) ηr (xK) ηr∗ (zK) B˜γ5Gs† (yK ; zK) γ5Bγ5Gl† (yD; yK)
]
= a
12
N
∑
yDyKxDxKzK
Tr
[
γ5BG
c (yD;xD) B˜Gl (xD;xK) ηr (xK) B˜γ5
(
Gl (yD; yK) γ5B†γ5Gs (yK ; zK) ηr (zK)
)†]
= a
12
N
∑
ryD
Tr
[
γ5B
(∑
xD
Gc (yD;xD) B˜
(∑
xK
Gl (xD;xK) ηr (xK)
))
×B˜γ5
∑
yK
Gl (yD; yK) γ5B†γ5
(∑
zK
Gs (yK ; zK) ηr (zK)
)†

= a
12
N
∑
ryD
Tr
γ5B(∑
xD
Gc (yD;xD) B˜Ql (xD; ηr)
)
B˜γ5
∑
yK
Gl (yD; yK) γ5B†γ5Qs (yK ; ηr)
†

= a
12
N
∑
ryD
Tr
[
(γ5B)Scl (y; ηr)
(
B˜γ5
)
Sls† (yD; ηr)
]
.
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