Abstract: This article focuses on the effect of built-environment factors on travel behavior in the context of small cities. Urban size and spatial context are central to travel behavior analysis because of the spatiotemporal nature of transportation. Different urban structural attributes exert travel behavioral influences at different spatial scales (local vs. regional) and urban sizes. Due to this inherent geographic dimension in travel studies, findings from larger urban areas may not be transferable to small cities. Despite this, however, small cities remain scantily represented in the literature. Using multivariate analysis on survey data from three small cities in Norway, this paper finds that the built-environment effects on travel behavior are highly influenced by regional characteristics and the city's center structure (poly-centered vs. single centered). Residential proximity to the city center leads to reduced car driving distance through its distance-minimizing effect to concentrations of facilities for local travel. At the regional scale, proximity to the city center influences car driving distance via the higher likelihood among centrally located commuters of choosing transit as their commute mode.
Background
A sizable share of the Norwegian as well as the European 1 population live in small cities. The latest figures from Statistics Norway, the national statistics office, show that about 23 percent 2 of the Norwegian population reside in small cities (with inhabitants ranging between 5000 and 30,000). Understanding the dynamics of travel behavior at this geographic scale is important in setting realistic sustainability oriented transportation and environmental goals and consequently designing appropriate policies to achieve them.
Due to the inherent urban structural differences induced by differences in urban size (small vs large cities) and geographic scale of analysis (local vs regional contexts), findings from larger urban areas may not be transferable to small cities. Yet, with very few exceptions (Naess & Jensen, 2004) small cities have conspicuously been overlooked in travel studies. Much of what we know about the relationship between built environment and travel behavior comes from larger metropolitan areas.
Various studies (Bhat & Guo, 2007; Hong, Shen, & Zhang, 2014; Kwan, 2012; Kwan & Weber, 2008) show that the geographic scale of analysis plays an important role for the significance and validity of empirical assertions on causality between built environment and travel behavior. Hence, knowledge based on a skewed focus towards larger metropolitan areas may lack external validity and thus offer little practical guidance for small-city planners. This article will complement the existing literature by investigating whether, and in which way, the distribution of residential locations in small cities influences travel behavior. Besides urban form characteristics, the article assesses the effect of demographic and socio-economic characteristics on travel behavior.
Most travel, at least most of the non-ad-hoc, recurring travel, starts from home and ultimately ends at home. Once households decide where to reside, travel scheduling decisions such as where to travel, how often, which route to take and which mode of travel to adopt etc. are made with a constant point of reference in mind, which is their place of residence (Ellegård & Vilhelmson, 2004) . Consequently, understanding how the spatial distribution of dwellings relates to people's travel behavior is an important concern for urban planners. Studies in many cities and urban areas show that residential distance from the city center and the spatial configuration around these residences offer a consistent and strong explanation of the variations in travel behavior above and beyond the issue of residential self-selection (Cao, Mokhtarian, & Handy, 2009; Cho & Rodríguez, 2014; Ettema & Nieuwenhuis, 2017; Naess, 2009; Naess, Strand, Wolday, & Stefansdottir, 2017; Zegras, 2010) .
Longer travel distances, lower non-motorized and transit mode shares, as well as higher car use are all strongly associated with residential distance from city centers. These associations make up the core argument for compact urban development as a gateway for sustainable travel. Attesting to this, planning authorities employ land-use strategies as preferred policy tools in reducing car driving and the overall quantity of travel, promote health-enhancing travel habits as well as to curb urban encroachment on nature and agricultural land. Norwegian national planning guidelines, for example, have among their main goals to reduce land-use-induced transport demand and promote environmentally friendly modes of travel. The guidelines state that land development patterns and provision of transportation facilities should promote compact urban development and environmentally friendly means of conveyance. Central locations should be exhaustively utilized through densification before expansive land development could be considered (Norway's Government, 2014) . This legal provision allows at the same time for local adaptability. Understanding travel behavioral responses in cities with differing sizes and regional contexts is therefore an important contribution in devising policies to achieve the intended outcomes.
1Eurostat news release, 51/2012 , March 30, 2012 2Statistics Norway, population in urban settlements, 2015 The distribution of dwellings in the urban space and the regional urban structure within which it is embedded induces people to adopt certain ways of travel. This again depends on the economic and socio-demographic attributes of the traveler, access to alternative means of transport and individual preferences and attitudes. The availability of destinations, the breadth of alternative means of transport and diversity of facilities may in turn be conditional on the size and density of a given urban area (city). To draw meaningful conclusions from the complex web of interrelationships, understanding the appropriate variables to be measured, the geographic scale of analysis and its regional context is therefore vital (Crane & Guo, 2012) . This article will utilize survey data from three small cities with comparable population sizes but varying urban structures and hierarchical position at a regional scale.
The article is organized under seven sub-themes. The next section outlines the research problem and the derived research questions. Section 3 looks into the theoretical framework in some detail, followed by data description in Section 4. Section 5 focuses on the analytical model. Results and discussion appear in Section 6, followed by concluding remarks at the end.
Problem statement and research questions
The tendency of built environment characteristics to be triggered as causal factors at varying spatial scales is an important dimension in the nexus between built environment and travel behavior (Bhat & Guo, 2007; Milakis, Cervero, & van Wee, 2015) . This is partly because size and regional hierarchy of cities have significant behavioral implications on travel decisions. Variation in city size is expected to influence people's travel behavior by varying the size of the concentrations of activities of interest as well as the range of activities present. As such, the size of a given city partly determines how different facilities are related in terms of origins and destinations of travel and the modes people use to access them. One important representation of how facilities are related from travel behavioral perspective is residential distance from the city center. As mentioned in the previous section, residential location is, presumably, the most frequently investigated facility in travel studies, because it is where daily life is planned, travel scheduled, family life organized and not least it is the origin and ultimate destination of most of daily travel activities. Likewise, the city center, by providing the highest concentration of facilities in the urban space, establishes itself, presumably, as a highly attractive destination. The distance of residences from the city center, by bringing together the two important aspects of travel activity (the origin and destination), becomes an important construct in understanding the effect of built environment on travel behavior.
Residential distance from the city center has been an important and consistently robust representation of the influence of built environment on travel behavior in metropolitan areas (Cao, Naess, & Wolday, 2017; Ewing & Cervero, 2010; Naess, 2006 Naess, , 2011 Naess et al., 2017; Zegras, 2010; Zhou & Kockelman, 2008) . In two meta-analyses comparing built environment elasticities, Reid Ewing and Cervero (2010) and Stevens (2017) found residential distance to downtown to be the variable with the strongest influence (in terms of effect size) on driving distance. Investigating whether the same also holds for smaller cities with varying urban hierarchies will be an important contribution to the transferability of findings across city sizes and hence broader understanding of the built environment-travel behavior relationship.
The primary question this paper tries to address is whether car driving distance vary significantly with variation in residential distance from the city center in a small-city context. This main question is addressed by three follow-up questions. Firstly, how does the relationship between car driving distance and residential distance from the city center manifest itself after accounting for differences in demographics, socio-economic attributes and residential preferences? Questions pertaining to the effect of socio-economic and demographic attributes on travel behavior while controlling for residential distance from the city center are also addressed here. Secondly, how does the relationship between car driving distance and neighborhood built environment factors look like after accounting for residential distance from the city center, and differences in socio-economic and demographic attributes? Thirdly, how important are neighborhood and city-scale built environment factors in influencing total driving distance in the context of regional influence?
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Theoretical framework
This section explores characteristics that may influence travel behavior in the context of a small city and the theoretical underpinning for those claims. But first, a brief theoretical argument as to why size matters and hence the focus on small cities is in order. As put forth in Christaller's central place theory (1966) , the establishment of firms in a given location depends on the minimum threshold of potential customers, on the one hand, and the maximum range its customers are willing to travel to acquire the goods and services it provides, on the other. Put differently, population size and its geographic distribution is crucial for the constellation of a variety of facilities at a given location. High density implies a threshold (critical mass) being met within a narrower range, which again means a large concentration of facilities in a small area. Although the significance of density is undisputed, it is, however, not a sufficient condition for a wide-ranging diversity to take root, and that is where size comes in. Some occupations require a large customer base and hence a wide catchment area. In such cases, densification may not contribute much unless the size satisfies the minimum threshold required. Population density can therefore be seen as an enabler -an enabler that creates conditions for destinations of interest (such as shops and other facilities) to establish themselves.
In small cities, the diversity of facilities, and therefore the number of potential destinations, will be limited by the low population size of these cities. For small-city dwellers, the significance of the city center as a major trip generator will also likely depend (in part) on city size. As a result, small-city dwellers may, for a variety of facilities, depend on locations other than those in the city where they reside. In this case, the relevance of the center of a small city can be expected to be weakened somewhat. Whether neighboring, higher-order destinations can be viable alternative options will, however, depend on the position of the small city in question in a regional hierarchy of cities and its proximity to the nearest higher-order city.
An attempt to explain the causal nature of the relationship between urban form and travel behavior is a challenging task, given the diversity of reasons people may have for traveling. The multidimensional nature of urban form characteristics, the moderating effect of individual and household characteristics as well as spatial scale of analysis (Bhat & Guo, 2007; Boarnet & Crane, 2001a; Ewing et al., 2014) are other additional factors that add to the complexity. Fortunately, a lot of progress has been made in not only describing but also in explaining travel behavior (and the role of the built environment) over the last two decades. Boarnet and Crane (2001b) , Handy, Cao, and Mokhtarian (2005) , Naess (2006 Naess ( , 2013 , Røe (2000) and Naess (2015) are a few among several influential studies that have documented the theoretical grounds as to how and why built environment has causal influence on travel behavior.
On the empirical front, residential distance from the city center has been found to exert a consistent positive influence on the extent of car use (Naess, 2011; Zegras, 2010; Zhang, Hong, Nasri, & Shen, 2012) while high local density has been found to promote non-motorized travel. Jobs located at highdensity destinations generate a large proportion of commutes by transit (Naess, 2012) . Similarly, Cervero and Kockelman (1997) found that mixed development, density and pro-walking design elements discourage car use and promote non-motorized travel. Still, the influence of density on travel behavior is to some degree conditional on size of the area studied (Naess, 2011; Zhang et al., 2012) .
Progress in behavioral and empirical modeling in travel research during the last decades has shed light and amended issues that were major sources of inconsistencies in many empirical studies. Two of the most prominent sources of inconsistency across studies are issues related to geographic scale and residential self-selection. The problem related to geographic scale is primarily an empirical problem and has two sources. The first relates to the aggregation of geographic data and is known as the modifiable areal unit problem (MAUP). Aggregation of spatial data can often make empirical results sensitive to the way spatial boundaries or zones are defined (as the basis for aggregation) resulting in inconsistent parameter estimates (Hong et al., 2014) .
The second scale-related problem is associated with the spatial uncertainty about the actual geographic areas that exert causal influences (Kwan, 2012) . This is distinct from MAUP and is known as uncertain geographic context problem (UGCoP). Arbitrarily delimiting a certain location in a continuous urban settlement and analyzing it independent of the wider urban context it is part of, presents certain challenges. Neighborhood-scale studies usually give a higher relative weight to built environment factors around residence and less attention to relevant attributes associated with important destinations further away from place of residence such as work commutes (Crane & Guo, 2012) . Considering that individuals in contemporary high-mobility and specialized societies tend to choose among facilities within a wider acceptable travel distance rather than choosing the closest single facility of a category (Naess, 2011 (Naess, , 2013 , neglecting geographic scale related issues could lead to serious inconsistencies in research findings.
The availability of agent-based disaggregate data with high geographic resolution solves empirical challenges associated with MAUP (Fotheringham, 1989) . Likewise, UGCoP is mainly addressed by adopting empirical models where neighborhood as well as city-scale variables are integrated in to the same analysis. Considering accessible destinations by mode as well as city-scale variables such as residential distance from the city center has the potential to avoid biases resulting from not including a significant part of the agent's activity space. This paper employs disaggregate neighborhood and city-scale variables. Population density is measured for 250mx250m grid cells containing the residence. Moreover, residential distance from the city center is measured along the road network for each residential unit (respondent) using Arc Map.
The second problem that has been the subject of intense debate during the last decade is residential Self-selection (RSS). The discussion on the magnitude of causal influence between built environment and travel behavior has been revolving around the issue of RSS. RSS refers to the assumption that individuals choose their residential location based on their travel preferences. A strong tendency for RSS means that travel attitude confounds the relationship between built environment and travel behavior and therefore has to be controlled for in empirical analyses, as do many studies (Cao & Cao, 2014; Circella, Mokhtarian, & Handy, 2008; Frank, Saelens, Powell, & Chapman, 2007; Handy, Cao, & Mokhtarian, 2006; Kitamura, Mokhtarian, & Laidet, 1997) . The working assumption in controlling for RSS has been that the effect of built environment on travel behavior will be biased upwards if RSS is not accounted for.
However, recent theoretical and empirical studies indicate that controlling for RSS can also lead to underestimation of the true built environment effects (Cao & Chatman, 2016; Chatman, 2009 Chatman, , 2014 Naess, 2009 ). Furthermore, some recent studies question the magnitude and significance of the influence of travel attitudes on residential location decisions. Naess (2009 Naess ( , 2014 , for example, presents empirical as well as theoretical grounds showing that RSS does not significantly bias the effect of built environment on travel behavior. Ettema and Nieuwenhuis (2017) , on their part, found RSS and built environment to be marginally confounding as strong travel preferences translate only weakly into residential selection. Also, studies that looked into the relative priority of various factors in residential loca-tion choice found travel preference to be second-tier as a selection criteria in residential location choice (Cao, 2008; Filion, Bunting, & Warriner, 1999; Wolday, Cao, & Naess, 2018) .
A sound theory is antecedent to sound empirical models (Kendall & Stuart, 1961) . Although controlling for RSS has been standard practice in land-use and travel behavior studies during the last couple of decades, this paper assumes the role of RSS in discounting the influence of built environment on car driving distance in the context of a small city to be marginal at best. Because of the smaller geographic size, the average distance to facilities within the small-city limits is relatively short and the diversity of transit services or hindrances to car use is limited. Nonetheless, residential preferences may represent individual heterogeneities that are correlated with built environment characteristics, which can have implications for car driving distance (confounding effect). Therefore, this paper will address whatever little effect self-selection might have, by explicitly specifying residential preferences in its analytical model and thereby empirically sorting out potential confounding effects.
Despite the immense research focus on the built environment-travel behavior relationship and advances in modeling it during the last decade, external validity considerations seem to have received limited attention. To my knowledge, the few studies that set out to address external validity such as Ewing et al. (2014) limit themselves to harmonizing types of built environment variables and the measurement methods employed. Differences in city size across study areas and how that influences the relationship between built environment and travel behavior are rarely addressed.
3 The few studies (Sun, He, Zhang, & Wang, 2016; Zhang et al., 2012) that have addressed this, show that the effectiveness of many built environment attributes in reducing driving distance is conditional on city size.
This study intends to fill the void in the literature by employing disaggregate data obtained from three Norwegian small cities and considering the local as well as the regional structural contexts in which the cities are embedded.
Data description
The scope of the study is limited to small cities with populations in their continuous built-up area ranging between 10 000 and 20 000 inhabitants (Table 1 ). The data was collected using a web survey from three small cities: Kongsvinger, Jessheim and Drøbak in the municipalities of Kongsvinger, Ullensaker and Frogn, respectively. In larger cities, the continuously built-up area often outstretches the administrative areas and include more than one jurisdiction. In small cities however, the continuous built-up area is often smaller than the administrative zone to which it belongs. The three cities discussed here are administrative centers of their respective municipalities and the built-up areas do not outstretch the municipal borders. The three cities are comparable in terms of population size. Kongsvinger, on the other hand, stands out with a lower population density. Drøbak and Jessheim are located at a comparable distance from Oslo, at respectively 39 and 45 kilometers away from the city center of Oslo along the road network at opposite ends of the Oslo metropolitan area. Both cities are connected to Oslo with well-functioning road networks. The two cities do differ, though, in terms of railway infrastructure linking them to Oslo. Jessheim is integrated into the rail network with scheduled train departures to Oslo every half hour while Drøbak is not integrated into the rail network. Compared to Drøbak and Jessheim, Kongsvinger is located further away from Oslo, at a distance of 96 kilometers along the road network. Kongsvinger is integrated into the rail network and has an hourly scheduled train departure to Oslo.
4.1
Center structure and regional context of the cities
The three small cities represent three different urban structural conditions both locally (city center structures) as well as in their role in the urban hierarchy in the wider regional context. Jessheim and Drøbak are closer to Oslo than Kongsvinger and hence more integrated in the Oslo metropolitan labor market. Built environment variables are classified into three categories depending on the geographic scale considered. One, neighborhood scale refers to built environment attributes within the vicinity of the residence. Neighborhood scale refers here to an area within about a kilometer of a residence. Population density is the only neighborhood variable included in this paper. Population density is calculated for a 250m x 250m grid containing the residence. Two, local scale refers to built environment variables that are within the bounds of the particular small city. Local scale variables in this article primarily include job density (which is calculated for an area within 2 km of the residence), residential distance from the city center and city center structure (polycentric vs monocentric). The local scale also includes neighborhood-scale variables. Three, regional scale refers to variables reflecting regional spatial interactions as a result of a city's level in the urban hierarchy in a regional context. Centrality and distance to the nearest higher-order city are two regional variables considered in this paper.
The centrality variable is defined using commuter flow patterns (Aguilera & Mignot, 2004) . Commuter flows between the case cities and the adjacent urban areas characterizes the small cities as either regional centers or satellites. Kongsvinger, with its secluded location away from regional influences of other major cities, has a smaller proportion of its resident labor force out-commuting. In 2015, 71% percent of the resident labor force in Kongsvinger municipality were locally employed whereas the corresponding figures for the municipalities containing Drøbak and Jessheim are about 37 and 49 percent, respectively. 4 On the basis of commuter flow data and proximity to a higher-order urban area, Kongsvinger is defined as regional center while Drøbak and Jessheim are defined as satellites. Table A2 in the appendix summarizes commuter flow pattern for the sample.
Apart from the regional structural disparities, the three cities also differ in the way the city centers are structured. Drøbak city has two competing centers. The city market (Torget) close to the harbor is traditionally considered as the main city center. The second center, AMFI-Drøbak, is a recent development with shopping centers and other service-rendering facilities at the outskirt of the city. Both centers have a significant number of facilities but the largest shopping facilities are located at AMFI-Drøbak. The two centers are about 3 kilometers apart. Jessheim and Kongsvinger, on the other hand, have monocentric urban structures with most of the commercial and other service facilities concentrated in the city center.
The contrast in center structures is reflected by the distribution of facilities in the three cities as shown by Figure 1 . The vertical axis shows the cumulative accessibility to facilities while the horizontal axis represents residential distance (in kilometer) from the city center. 
The survey
The survey was conducted using a self-administered web-questionnaire. The sampling frame was residential units in the continuous built-up area of the three cities. An adult between the age of 18 and 75 was randomly selected from each residential unit resulting in a sample of 4591, 5609 and 5074 potential respondents for Kongsvinger, Jessheim and Drøbak respectively. Response rates for travel surveys nowadays often range between 10 and 20 percent (Hjorthol, Engebretsen, & Uteng, 2014; Naess, 2016) . To mitigate the continuously declining response rates in Norway and elsewhere (Amundsen & Lie, 2013) , I included in my gross sample more than 90 percent of the residential units within the continuous builtup area in each of the three cities. An invitation letter was sent to each potential respondent in December 2015 with information on the purpose of the survey, how to access and complete the survey and contact information. The survey did not use follow-ups in the form of reminders. 6 The response rates were 11.1%, 11.0%, and 16.6% for Kongsvinger, Jessheim and Drøbak, respectively. Although the response rates were low, they are within the mainstream and hence typical for surveys administered to the general population. The net sample reflects the population characteristics with minimum skewness, as reported in Table 2 .
Sample demographic characteristics such as household size, average number of children per household, average number of dependents 17 years of age and below, average age of respondents, and gender proportions conform well to their population counterparts in all three cities. On the socio-economic factors, respondents with college education or above seem to be overrepresented. I believe, however, that the disparity is lower than what appears in Table 2 for the following two reasons. The values are calculated slightly differently between the sample and the population. The proportion of respondents with college education in the sample shows the share of college educated individuals in the age bracket of 18 to 75 years. For the municipalities, it is calculated for the population subgroup 16 years or older. Besides, a higher proportion of individuals with college education live in the cities, raising the city average compared to the municipality average. Average household income is also slightly skewed towards higher income individuals, but the difference between the sample and population average is likely to be lower than reported above due to the above two reasons. The employed share of the labor force in the sample mirrors the population average fairly well. 5Accessibility to facilities is calculated based on gravity model. The facilities comprise of grocery stores, medical facilities (medical clinics, dental clinics and pharmacies), restaurants and cafés, facilities for errands other than grocery stores, and fitness centers. 6To incentivize participation, respondents who completed the survey were eligible for a gift card lottery worth 6,000 NOK (approx. USD 750). 
Analytical model
The empirical model employed is a multivariate analysis involving multiple linear regression and a logistic regression. First, car driving distance 7 is regressed linearly on the list of independent variables to investigate the influences of neighborhood, local and regional built environment attributes on car driving distance. Regional influence is modeled by introducing a centrality variable and interacting it with residential location. Second, a binary logistic regression of commuting modes is employed to explore the causal pathways through which residential location influences local and regional car driving distance. The independent variables include built environment attributes (residential distance from the city center, job density and population density), demographics (gender, household size, respondent's age and number of children below 18 years), socioeconomic variables (employment status, education level and income) as well as five residential preference factors (discussed in detail in Section 5.1). An exhaustive list of variables is presented in Appendix 1.
The models are estimated stepwise. To begin with, car driving distance is modeled as a function of a single independent variable, the residential distance from the city center. Additional variable groups of demographic, socioeconomic and other built environment characteristics are then added sequentially into the model. Control variables related to residential preference are also included by the end of the recursive estimation process. At each step, estimates that are significant at a 10% level are retained. At the final stage of the estimation, only estimates that are significant at 5% level are reported.
Metric values such as car driving distance and residential distance from the city center are transformed into logarithmic form. Strictly positive values have conditional distributions that often are positively skewed (heteroskedastic). A log transformation mitigates this problem. Log transformation also tends to make ordinary least square regression estimates less sensitive to outlying or extreme values (Wooldridge, 2014) . 7Car driving distance, as used here, refers to total distance traveled by car with the respondent as a driver. The concept of car refers to automobiles primarily used for personal transport. Ordinary cars, Light pick-up trucks, and other small vehicles used for personal mobility fall in to this category. A city's place in a center hierarchy, positions a city in the context of regional socio-cultural and economic life. As such, regional physical attributes are likely to influence individuals' travel decisions. To reflect the effect of regional conditions on car driving distance, two regional variables are defined, namely the centrality variable as well as an interaction term between centrality and residential distance from the city center. The centrality variable, a dichotomous variable, is defined based on whether a city is a satellite or a regional center (see Section 4.1). The centrality dummy assumes the value "1" for the regional center and "0" otherwise. The rationale for the interaction between the centrality dummy and residential distance from the small-city center, is to test how regional context influences the effect of residential location on driving distance.
Factor analysis
To account for individual heterogeneities due to residential preference, factor variables are extracted from a wide-ranging battery of 4-scale Likert items. In the survey, respondents were asked to indicate the importance of 21 housing and neighborhood characteristics when they were looking for a place to live (or if they were to move to a new dwelling) on a four-point scale from "not at all important" (1) to "highly important" (4). Likert item-based measures of stated preferences are known to be highly correlated as many of those items measure similar underlying factors. Replacing the preference items with components generated through factor analysis does not only eliminate a potential serial correlation but also compresses the items to the essential underlying factors. Using component factor analysis, the residential preference items are compressed to five factors in two steps. In step one, an exploratory factor analysis on the whole set of 21 preferences generated seven factors. Then, preferences that load on the first five factors were retained using a scree plot. 8 In step two, the same process was repeated again on the retained preference items 9 generating the results reported in Table 3. 8Due to low loading, four items (low housing cost, proximity to family and friends, architectural quality and familiar neighborhood) were dropped 9Further two preference items, namely proximity to train station and proximity to bus stop were dropped in step two due to conceptual interpretability. One of the research questions this paper intended to address is how the regional context influences driving distance and whether the effect of residential location on driving distance varies depending on regional context. To address these questions, a multivariate regression of car driving distance is modeled on built-environment, socio-economic, demographic, residential preference and regional variables. Data from the three small cities are pooled together for this analysis. Table 4 presents model results. A city's regional context (centrality) has a bearing on car driving distance. Controlling for the other investigated variables, residents of a city that is a regional center (Kongsvinger) drive about 35% shorter distance than those in the satellite cities (Jessheim and Drøbak) do.
Among the local built environment variables, only residential location is significant. Living far away from the city center is associated with longer car driving distances. Due to the interaction term between centrality and residential location, the net effect of residential location has two components: the independent effect and the interaction effect. The interaction effect, which shows how the effect of residential location varies depending on whether a small city is a satellite or not, is weakly significant. The net effect (sum of the independent effect of residential location and the effect of the interaction term) of residential location is therefore more than twice as high in Kongsvinger as in Jessheim and Drøbak. For Kongsvinger, the effect is in line with the literature (Boarnet, Nesamani, & Smith, 2003; Ewing & Cervero, 2010; Naess, 2005; Pushkar, Hollingworth, & Miller, 2000; Stevens, 2017; Zegras, 2010) whereas it is significantly lower for the satellites. Neighborhood built environment attributes (job density and population density) show no effect on car driving distance. This is as expected and conforms to previous findings (Ewing & Cervero, 2010; Kockelman, 1997) . Among the socio-demographics, gender and employment status exert significant influence, with men driving 54% longer than women and the employed 45% longer than those who are not workforce participants. Income is also statistically significant but smaller in effect size, but this is partly because I have also controlled for employment.
6.2
How significant is regional context and city center structure in the relationship between residential location and car driving distance?
City center structures and regional context are relevant spatial structures influencing travel decisions. As suggested by the centrality variable and the interaction term between centrality and residential location (Section 6.1), the regional location of a small city has significant implication for the relationship between built environment and car driving distance. To highlight the effect of varying regional context on the relationship between built environment (neighborhood and city-scale variables) and travel behavior, a separate model is developed for each city.
Kongsvinger city
Regressing the log of car driving distance on residential distance from the city center and recursively controlling for demographic, socio-economic, neighborhood built environment attributes and residential preferences yields only four significant variables among which residential distance from the city center is the only built environment variable. Table 5 presents summary of the results. Residential distance from the city center has an elasticity of 0.26, which is within the mainstream of the literature. Residents who live closer to the city center of Kongsvinger, overall, tend to have fewer total kilometers driven. Built environment attributes at the neighborhood scale, on the other hand, show no influence on car driving distance, which is also in accordance with the mainstream in the literature (Kockelman, 1997; Naess, 2012) .
Among the demographic and socio-economic variables, only gender and employment were found to be influential. The literature conforms widely in that men drive longer distances on average (Hjorthol, 2003 (Hjorthol, , 2008 Zegras, 2010) . Similarly, employees, due to their daily commutes, are expected to drive longer distances than those who are not workforce participants. The other two important socioeconomic attributes included in the analysis are income and education. Both are insignificant.
11 Income remains insignificant when employment and education are not controlled for. 
Number of observations 361
Note: 1. Dependent variable: Log of car driving distance (km). 2. Job density (number of jobs in a 2 kilometer radius from the residence) is dropped due to high correlation with residential distance from the city center (r=0.91). Another important reason for its exclusion also relates to micronumerosity. Central urban locations capture the same jobs reducing the variability between observations for that particular variable.
The effect of residential distance from the city center on car driving distance is robust even after controlling for transit commutes (Table 8 ). This result is an indication that people residing closer to the city center have shorter car driving distance not only because of their tendency to utilize transit but also primarily due to the distance-minimizing effect of the built environment. As a regional center, Kongsvinger employs a substantial proportion of the resident workforce locally, about 72% for the sample and a comparable 71 per cent for the population in the municipality. This helps reduce regional commuting pattern and overall commuting distances. Lower regional commuting pattern, in turn, is likely to boost the effect of local built environment factors such as residential distance from the city center.
From the residential preference variables, the investment factor is positively associated with driving distance. The result is not counterintuitive as the investment factor may represent consumerism-oriented attitude that might manifest itself as higher levels of driving.
Drøbak city
The regression model for Drøbak, besides the built environment variables specified in Section 5, includes residential distance to the second center, AMFI-Drøbak. Model results are presented in Table 6. 11Theoretically, income may influence travel behavior directly by easing capability constraints and in ways that are more complex such as inducing individuals to adopt a certain lifestyle, which then can have a trickle-down effect on travel behavior. Despite the strong underlying arguments, income has no effect on driving distance at a 5% significance level even when employment and education are controlled for. Nonetheless, the findings fit well into the narrative of the small city as being secluded from immediate regional influences. The high affluence (average income) among the populace means there is less variability in access to mobility resources.
None of the built environment variables, including residential distance from both centers, have significant influence on car driving distance. In the literature, residential distance from the city center is established as the built environment variable with strongest influence on car driving distance. The most recent comprehensive reviews put the weighted elasticities of the variable at 0.34 (Stevens, 2017) and 0.22 (Ewing & Cervero, 2010) . The likely explanation for the dissociation in Drøbak of residential distance from both centers and total driving distance is the result of at least two main mechanisms. First, the dispersal of facilities away from the city center weakens the city center as a hub of local travel. Second, regional influence. Drøbak is at the outer edge of the Oslo metropolitan region. As a result, a large proportion of its resident labor force commutes to Oslo. The longer commuting distance hence dwarfs (as a share of total travel distance) whatever gains the local environment may be able to induce in terms of short driving distances and non-motorized travel. Men and the employed have significantly longer total driving distances. Total driving distance for men is 64% longer than for women. Correspondingly, the employed have 37% longer driving distance than the unemployed. The effect of gender and employment on car driving distance is as expected and conforms with the literature. Employed individuals tend to travel longer due to daily commutes than those that are not. In addition to gender and employment status, higher levels of income also tend to lead to higher driving distances. Among the residential preference factors, the investment factor and family factor are significant with expected signs.
Jessheim
As with the other two cities, multivariate regression with the same model specification and recursive estimation method was repeated for the city of Jessheim. Results are reported in Table 7 .
Among the built environment variables, residential distance from the city center has the expected sign and is significantly associated with total car driving distance. Population density also appears to have a positive association with car driving distance, indicating that more densely populated areas initiate higher car driving distance. The sign reversal is an anomaly, nonetheless, opposite to what is widely documented in the literature. One plausible explanation for this could be the non-continuous clusters of residential development around the city of Jessheim. Moreover, individuals often have to drive through the central part of Jessheim to connect to the highway passing through Jessheim. From the socio-economic and demographic characteristics, gender, employment and income are significant with associated semi-elasticities of 0.30, 0.49 and 0.0016 respectively. Controlling for the other investigated variables, men have 30% longer driving distances than women and the employed 49% percent longer than the unemployed, while increasing annual gross income by NOK 10 000 leads to an increase in driving distance by about 16%. Employment obviously has the highest impact on car driving distance due to the tendency for skilled workers to commute to Oslo similar to what is observed in the city of Drøbak. None of the residential preference indicators is significant in the model for Jessheim.
There are at least three ways by which local-scale built environment attributes can influence total car driving distance. One, by influencing the extent of active travel; two, by influencing the number of local and regional transit commutes; and three, by contributing to shorter trip distances (car driving distance) in the local action space. The following section addresses the likely pathways through which residential distance from the city center influences total driving distance. The relationship between a small-city's built environment and active travel is discussed in detail in another article (Wolday, 2018 , under review) and will therefore not be addressed here.
6.3
How resilient is the effect of local built environment on total driving distance in the face of regional influence?
The effect of residential distance from the city center on car driving distance is both positive and significant in the cities of Jessheim and Kongsvinger (Tables 5 & 7) . This, however, does not tell whether the relationship characterizes regional influence, influence due to local-scale structural conditions or both. Is the influence of residential location on driving distance due to the local city center being an attractive destination or is it regional pull factors outside the local city's domain that are more influential? To sort out the local from the regional effects, a transit dummy is introduced to the significant estimates in Tables 5, 6 and 7. The transit dummy is a dichotomous variable representing commuting by transit three or more days a week. Table 8 summarizes results that are significant at 5% level.
Commuting by transit three or more days a week turned out to have highly significant effect on car driving distance in all three cities but the effect size is greater in Jessheim and Drøbak. Commuting by transit reduces driving distance on average by the extent of 49%, 65% and 71% for Kongsvinger, Jessheim and Drøbak, respectively, ceteris paribus.
More importantly, the introduction of the transit dummy causes residential location from the city center to be insignificant in the city of Jessheim. In Kongsvinger on the other hand, the effect of residential location remains unchanged despite controlling for transit commutes. In the case of Drøbak, residential location was insignificant prior to controlling for commuting by transit (Table 6) .
Looking at the relationship between residential location, regional context and transit commutes, the influence of residential location on car driving distance can be deduced to be indirect. Residential location influences commute mode choice for regional transport with residential distance from the city center acting as proxy for access to transit, more specifically distance to the transit station. Higher income appears to induce longer driving distances in Jessheim and Drøbak whereas it is insignificant in Kongsvinger. This is likely related to regional influences, that is, higher concentration of specialized jobs in Oslo leading for skilled and well remunerated workers to tend to commute to Oslo. Conversely, less skilled, low-earning workers are likely to take up local jobs, as longer commutes may not be fully compensated. The effect of employment is also stronger in Jessheim and Drøbak mainly due to the longer average commuting distances in both cities.
To back the claim that reduction in car driving distance in Jessheim is due to centrally located commuters choosing to commute by train instead of a car, a logistic regression provides a more direct measure of association between train commute and residential location. Table 9 presents results from a logistic model of commuting by train at least three times a week for commuting distances exceeding 20 kilometers on the usual independent variables specified in the linear regression models above. 
Number of observations 227
Note: the independent variables in the models include demographics (age, household size, responsibility for transporting children), socio-economic (education, income, employment), built environment (residential distance from the city center, population density, job density) and residential preference factors (shopping, amenities, investment, family and exercise). Summary statistics for the variables related to the model are reported in Table A3 under the appendix. Built environment and car driving distance in a small city context
Although the model has lower coefficient of determination (Nagelkerke R 2 ), the model as a whole is significant. Only one variable is significant in the model. Residential distance from the city center is negatively and significantly associated with the likelihood of commuting by train. As residential distance from the city center increases from 1 km to 3 km, the probability of commuting by train declines by 0.17. A further increase in residential location from the city center from 1 km to 5 km would correspondingly decrease the probability of commuting by train by 0.24.
Conclusion
This article discusses the association between built environment characteristics and car driving distance in a small city context. It started out with the question about whether residential distance from the city center influences car driving distance and whether there is a local or regional dimension to that association. Survey data from three small cities, namely Kongsvinger, Jessheim and Drøbak, were analyzed. The results underscore that regional context is an important denominator on how and to what extent the influence of the distribution of settlement locations is reflected on travel behavior in a small city context. In a city such as Kongsvinger, where regional pull-factors from a nearby higher-order city is weaker, proximity to the city center significantly reduces total car driving distance. In cities with proximity to a higher-order city, the influence of distance from the city center on driving distance is weaker and likely mediated by transit commutes.
Among the demographic and socio-economic characteristics, gender has a consistently strong influence on car driving distance whereas income and employment are strongest where regional characteristics are influential.
The contribution of any practice-oriented planning research is ultimately measured by how informative it is for the planning practice on the ground. This article tried to shed light on two issues with policy implications: Which policy options are likely to reduce car driving distance originating from small cities? Can densification be a viable guiding principle for urban spatial development in small cities?
Reducing car driving distance originating from a small city may require a combination of policy options geared at the local city-scale travel and regional travel. For local travel, reducing the average distance from the city center would reduce car driving distance. At the regional scale, efficient transit with high average accessibility (with a station at the center of the city) would also reduce car driving distance.
On the issue of densification in small cities, this paper answers the question only partially. The analysis at a local scale shows that proximity to the city center in a monocentrically structured city reduces travel distance by car as well as increases the likelihood of commuting by transit. Hence, densification in and close to the city center can contribute to reducing car driving distance. However, due to the small geographic size, the sustainability potential of small cities lies in fostering travel by active modes. Consequently, the effect of relevant local built environment factors such as accessibility to and dispersal of facilities as well as design features such as street network on active travel have to be explored to give a more nuanced answer.
Small cities are often cash strapped because they lack economies of scale associated with administrative costs while at the same time having a limited taxable population and business base. In such conditions, the push to adopt expansionary spatial development may be more appealing as opposed to densifying at city centers. The question that begs answering is therefore, do small municipalities (cities) have the economic incentive to densify? Future study on the economic viability of densification can help clarify on the incentives to utilize central-city locations for development.
