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Abstract 
Meredith, D. and H. Rasmussen, Boundary approximation methods for potential problems associated with 
moving boundary problems, Journal of Computational and Applied Mathematics 39 (1992) 133-149. 
A boundary approximation method or spectral method for the numerical solution of the potential problem 
associated with a certain class of moving boundary problems is analyzed. The questions of existence and 
convergence of a sequence of best approximations and the rate of convergence are studied for two-dimen- 
sional problems using classical complex function theory. Numerical results for an example for which an exact 
solution is known, are presented. 
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1. Introduction 
We consider moving and free boundary problems for which the field equation is Laplace’s 
equation. As examples of such problems we can mention flow in a Hele-Shaw cell, steady and 
unsteady water waves, free surface flow in a porous medium, electrochemical machining and 
Rayleigh-Taylor instability,. The numerical solution of such problems can in general be divided 
into first solving the potential problem for a given shape of the domain and then using this 
solution to solve the evolution equation for the moving boundary. In this paper we concentrate 
our attention on the first part. 
* This work was financially supported by the Natural Science and Engineering Research Council, Canada. 
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Many methods for solving the potential problem have been discussed in the literature. 
Basically they can be divided into the following groups: 
(I) finite-difference methods applied to a physical plane or to a transformed plane; 
(2) finite-element methods; 
(3) boundary integral methods; 
(4) expansion or spectral methods. 
In this paper we analyze in detail the boundary expansion method for problems in two space 
dimensions. This is a special case of the more general expansion technique (see [3]). The 
analysis is motivated by recent applications of the technique under the guise of Fourier 
methods. For example, in [8,13] excellent results for both the steady and unsteady wave 
problem using a version of the boundary method are obtained. Our aim is to properly 
formulate the technique as a problem in best approximation. This reveals the full potential 
(limitations) of the method, without which a thorough assessment of its performance is lacking. 
We show that if the solution domain is periodic in one of the space variables, classical results in 
complex function theory, obtained by Runge [14] and Walsh [15-171 can be used to study 
questions such as completeness of the basis functions and the degree of convergence for 
increasing number of terms in the expansion. We also show by numerical experiments that, for 
at least a restricted class of problems for which exact solutions are known, more accurate 
results are obtained if the number of points along the boundaries is greater than the number of 
terms in the expansion. 
In the next section we formulate the general class of moving boundary problems that we will 
consider. In Section 3 we define the boundary approximation method to be analyzed and 
indicate the various theoretical and computational aspects associated with it. In Section 4 we 
discuss the different theoretical aspects and obtain some results for the degree of convergence. 
The numerical aspects are treated in Section 5. Numerical results for an example are presented 
and compared with an exact solution in Section 6. 
2. Formulation 
We are considering the numerical solution of moving boundary problems of the general form 
V’c#l(x, t) = 0, =D(t), 
B&(x, t) =f(x), x E aD(t), 
s, = -vl#rvs, x E S(x, t) = 0, 
(2 1) . 
(2 2) . 
( 3) 2. 
where D(t) is an unknown domain with boundary aD( t), S(x, t) = 0 is the moving portion of 
aD( t ), B is a boundary operator and f(x) is a given function. 
A numerical procedure for (2.1)-(2.3) consists in general of two parts: 
(i) given D(t) for t fixed, an efficient procedure is required for solving for 4 and obtaining 
accurate estimates for V& at S(x, t) = 0; 
(ii) a procedure for solving (2.3) for S(x, t) given V+. 
In this paper we shall concentrate our attention on part (i). 
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We shall restrict our attention to two-dimensional problems for which the potential problem 
can be expressed in the following way. Let 4(x, y, t) be periodic in x with period 2~ and be 
defined on the infinite strip 
h(x, t&y<&, t), --<x<T 
where both h and g are periodic in x. Then, 
D(t) = ((x, y) I h(x, t) <y <g(x, t), -T <x CT]. 
Thus we have for fixed t: 
V’&(x) = 8, XE D, 
B+(x) =f(x), x= (x, h(x)), x = (x, g(x)), 
4(x, Y) =4(x + 2nn, Y). 
(2 4) . 
(2 5) . 
(2 6) . 
3. Boundary approximation method 
For much of the subsequent analysis it J s convenient to transform D to a region in the 
complex plane where the conditions of periodic@ are an intrinsic property of the domain 
involved. 
Consider a conformal mapping 
c = emiz, z =x + iy, 
of the strip 
h(x) <y <g(x), --oo <x < 00. 
If 5 = yei’, then r=ey and 8= -x. The curves h(x) and g(x) map into the inner and outer 
(a) 
Fig. 1. (a) Sketch of the domain D; (b) sketch of the domain D,. 
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boundaries of the annular domain Ds, (see Fig. 1). The boundary value problem (2.4)-(2.6) 
becomes 
V’@(g)=O, FEDS, (3 1) . 
B@(6) =f(Sh SE a& (3 2) . 
where 4(x, y) = N&Y, y), q(x, y)) and 5 = (5, q)* 
A boundary method for (3.1) and (3.2) takes as an approximation to the solution @, a 
function of the form 
@II(Z) = i bjuj(&)a 
j=l 
The uj(~) form a linearly independent set of particular solutions to the Laplace equation. The 
coefficients bj are chosen to best approximate the boundary data (3.2). This is accomplished by 
minimizing the residual 
E(@,J = II B@,, -f 11 a~<, 
where ]I l II ao, is a suitable norm. 
Formally this is a problem of best approximation. The approximate solution (3.1) and (3.2) is 
to be sought from within the space L,(aD,). 
Now, any problem of best approximation must consider the existence and uniqueness of a 
best approximation, the completeness of the basis functions and the convergence of the 
sequence of best approximations, the degree of convergence for increasing values of n, and the 
characterization of a best approximation. The first three points which are of more theoretical 
interest will be dealt with in the next section, while the last will be considered in Section 5. 
As we shall see, establishing the convergence in norm is an easy matter (once we have 
demonstrated the completeness of our basis functions); but determining a useful measure of 
the degree of approximation is more difficult. 
The characterization of best approximations is concerned with the finding of certain 
properties the best approximation might satisfy. We are concerned with this feature only 
insofar as such characterizations might suggest numerical algorithms to use. 
4. Analysis 
Existence and uniqueness of a best approximation 
The existence of a best approximation (b.a.) follows from a standard argument. The relevant 
theorem on this matter is the following. 
Thewem 1. Let M be a finite-dimensional subspace of a normed linear space X. Then there exists 
a best approximation @* E M to an J‘ in X (see [6]). 
In the case of the Dirichlet boundary value problem corresponding to (3.1) and (3.2), we 
have the b.a. problem: for given n, find @z such that 
Ii @; -f II aD i < II @),I -f II c3D,, 
for all afl in M. 
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(4 I (b) 1 
Fig. 2. (a) Simply connected region; (b) doubly connected region. 
For the purpose of this subsection, assume the normed linear space X to be the space 
L,,(aD,) with corresponding norm. Let M c Lp(aDC) such that 
M= @,,= 
i 
~ bjUj(~), bj E Iw, s E ads . 
j=l 1 
Theorem 1 is directly applicable to this situation and hence a b.a. does exist. It is even 
possible to conclude that the b.a. @z is unique, if the norm is the L, norm. In fact, if 
1 <p < 00, then the L, norms possess the property that they are strictly convex; and strict 
convexity is sufficient to establish uniqueness of a b.a. 
Convergence 
In Section 3 it was mentioned that the basis functions Uj were to be chosen from a complete 
set of particular solutions to the Laplace equation. This is an essential feature if we are to 
establish that the sequence of best approximations {Gn*} converges in some sense to the true 
solution of the given boundary value problem. If the sequence {Uj(X)} is complete and Gn* is a 
sequence of best approximations to 4 EX, then the sequence @Jo* converges in norm to @: 
lim 114 - &II = 0. 
rl+m 
We now proceed to construct a complete set of functions for the class of elliptic boundary 
value problems at hand. Once again, it is instructive to work in the transformed c-plane 
(5 = exp( - it)). We consider two cases separately. In the first case (Fig. 2(a)) D, is a simply 
connected domain covering the origin. This case corresponds, in the z-plane, to the boundary 
value problem (2.4)-(2.6) where the lower boundary y = h(x) is absent (i.e., a semi-infinite 
z-plane). An example of this is the &ele-Shaw flow in a semi-infinite channel (see [l]). Ia the 
second case to be examined DC is a doubly connected annular domain surrounding the origin 
(Fig. 2(b)). Thr ‘s corresponds in the z-plane to the usual domain already discussed 
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For the simply connected case, we have the following result on approximation of harmonic 
functions. Let Di be a simply connected domain whose boundary is a Jordan curve. Runge [14] 
has established the uniform approximation of a sequence of harmonic polynomials to arbitrary 
harmonic functions, on closed subsets of the domain in question. (Or at least this result can be 
inferred from his results on uniform approximation of analytic functions by complex polynomi- 
als.) Walsh [15] extended this result to allow for uniform approximation, on the correspond&g 
closed region B< by harmonic polynomials to functions harmonic in DJ and continuous in D4. 
For multiply connected domains Walsh [17] has established the following generalization of 
Runge’s work. 
Theorem 2. Let Dr be a finitely connected omain bounded by the nonintersecting Jordan curves 
Co, C,, l l - 3 Cp, and such that C,,.. ., Cr., lie interior to C,. Let f(& rl) be an arbitrary function, 
continuous on the closed region Dg and harmonic on the domain DC. Given E > 0, there exist 
harmonic polynomials p@, 17), q(& $ in 5 and (& - {j>- I, j = 1,. . . , p, respectively, and real 
constants A,, . . . , A, such that 
for all (5, t7) E ng. The points ~~ are arbitrarily chosen to reside one in each of the holes 
surrounded by C,,...,C,. 
(The theorem includes the previous result on simply connected domains as a subcase.) 
If X(@ is the linear space of functions harmonic in D4 a& i;ontinuous on El and the 
norm is the maximum norm, the theorem implies that the set 
{ 
Re, 
is complete for 
In our case, 
take the set 
(1 gl 0 
Im(lk, (i-5,)-t), l"gI(-ljI, j= I,..., p, k=O, l,... } 
the space X(0,). 
(4 1) . 
the domain DC is doubly connected and surrounds the origin, so that we may 
ll,Re,Im 4k, k=O, fl, +2 ,...) (4 2) . 
to be complete in the maximum norm. 
Of course, the associated Dirichlet problem is not soluble on an arbitrary doubly connected 
region; but if the boundary a0, is sufficiently smooth such that a solution @ exists, then 
Theorem 2 guarantees the existence of a series 
an = A log I 5 I + k (ok Re -t b, Im)lk, 
k=-n 
which converges uniformly to @. 
By definition this must be true of the sequence of best approximations @F derived from the 
best linear approximation in the maximum norm to boundary data. What is more, a similar 
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result must hold for the sequence of best approximations Gn* in the L, norm. For we have the 
inequality 
Note that if the maximum norm is used, the convergence is actually uniform. 
Now, the above results pertain to the l-plane. Under the inverse mapping z = i log 5 to the 
z-plane we have that the set of functions 
iy, Re, Im ewikz, Ik = 0, + 1, 5 2, . . .) (4 3) . 
is complete for the linear space X(o) of functions harmonic on D and continuous on B and 
extendable in a continuous fashion to be 2v-periodic on the strip 
h(x) <y <g(x), --oo <x < 00. 
(Recall that D corresponds to just one period of this strip.) 
For the case of complex analytic functions, the corresponding theory on rational and 
polynomial approximation has been thoroughly examined over the past century. The work of 
Walsh on harmonic functions is not in all cases an obvious extension of this theory, but many 
analogous results do follow readily. For a discussion concerning the origin of the logarithmic 
terms in the complete set (4.1), see the Appendix. 
Degree of conuergence 
Consider the potential problem 
V’4(x) = 0, XED, 
4(x) =f(x), x~aD, 
where D is a semi-infinite domain, and it is understood that 4 is bounded at - 00. Assume that 
dD is an analytic Jordan curve and that @Y s) E Lip ar; that is, 4P(~) satisfies a Lipschitz 
condition of order cy with respect to arclength s. More precisely, if s is the arclength 
parameter, then 4(x, y) is harmonic in D, continuous in B and 
ap+(sl) aP4(s2) ~ M, s 
w - asp 
1 -s* I a, 
for all sl, s2 E i3D, A4 is a constant and 0 < cy \< i. 
Under the transformation J = e-“, --7h <x 4 n, the domain D is mapped into the simply 
connected DC; surrounding the origin, see Fig. l(b). Assuming that the Lipschitz condition is 
invariant under such a mapping, we again have a Dirichlet potential problem for @@, 7) in the 
l-plane with 4P(r) E Lip cy, where t is the arclength in the transformed plane. 
Now, Walsh et al. [18] have established that a sequence of harmonic polymonials Qin exists 
such that 
for all (5, 7) E B6 where K is a positive constant and 
@,, = t (ak Re + b, Im)lk. 
k=O 
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Under the inverse mapping, then, we have the corresponding result in the z-plane. There exists 
a harmonic function 
& = i (a, Re +b, Im) eBikz, 
k=O 
such that 
(4 4) . 
for all (x, y) E 0. This is an error estimate for the best approximation problem in the 
maximum norm to the boundary value problem. We can infer a similar estimate for the b.a. &,* 
to boundary data f in the L, norm. Namely, 
(4 5) . 
where K, is a positive constant. 
It only remains to establish the invariance of the Lipschitz condition under a conformal 
mapping. Let s = g(t) be an analytic function relating the arclength parameters in the z- and 
[-planes. Then, if 4%) exists and is bounded, so W’(t) exists and is bounded. That is, 
a”(t) =a,(s)@(s) +a2(s)t#+) + l - l +ap(s)4p(s), 
where a,(s), a,(s), . . . , a,(s) are multiples of the derivatives of s with respect to t. Now, if 
4p(s) E Lip cy, then (bp-*(s), c$“-~(s), . . . , t/~(s) E Lip cy. This follows from the mean value 
theorem: 
~qslJ - t#v(s2) 
Sl -S2 
G l(b”(so:I, s1 a0 a2, 
Therefore, 
(4p-1(sI) -4”-ys2)( <MIS, -4 
and we have &p-* (s) E Lip 1. But Lip 1 s Lip a! if 0 < cy < 1. Therefore &p- l(s) E Lip cy and 
so on for the lower derivatives. By the same argument aj(s) E Lip cy for all j = 1, 2, l l l , p. That 
each product 
ak( s)&k( s) E Lip a 
follows from the inequality 
lab-cdl < Ial. lb-dl+ldI+J-cl. 
Hence we have desired result 
G”(t) E Lip a. 
The estimate clearly indicates how strongly the degree of convergence is dependent on the 
sms~hness of the boundary data. Formula (4.5) by itself is a proof of convergence l>f the 
qeqkcqce of best approximations {4:} for the Dirichlet problem. 
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We shall now derive a similar result for the case where the domain is doubly connected and 
surrounds the origin. We have the following result (due to Walsh [Ml) on the- degree of 
approximation to an analytic function by means of rational functions Let D& be the closed 
annular region bounded by the two Jordan curves C, and C, with C, interior to C,, and C, 
surrounding the origin. Let o = q+,(J) denote the function which conformally maps the exterior 
of C, onto the exterior of the unit circle and u = $1(l) denote the function which conformally 
maps the interior of C, onto the interior of the unit circle. Let rO be the curve 
M&)I =R> 1, 
and ri be the curve 
Suppose g(c) is given, single-valued and analytic in the closed region r which is interior to 
rO and exterior to &. Then there exists a rational function r,(l) of degree 2n SUM that 
for all l E El. r,(s) has its only pole at the origin and may be taken to be a polynomial in 5 
plus a polynomial in l/c, both of degree n. M is a constant. 
Now, this result can be used to derive an error estimate for the approximation of harmonic 
functions on & If f(S) is the analytic function formed from the single-valued harmonic 
function @(l, q) and its conjugate, then we can express 
f(f) =s(5) +A log 59 
for some real constant A; g(l) is a single-valued analytic function (for a proof, see the 
Appendix). Since log I [ 1 is bounded in the closed region r, we can find constants A ,, M, and 
M2 and a rational function r,(l) such that 
B&c(l)] - Re[r,(l)] I G $ 
and 
4 
IA w51-A, logl~] I <R”’ 
for all c E El. Thus we have 
IRe[f(f)] -4 W5l -~e[m(~>] I 
G IRe[g({)] -Re[r,(S)]I+IA logM--A, W6l I 
M 
GR”’ 
for l E El. That is, 
M 
I @(iA 77) -A, log Is I -r,(S, 77) I G R”’ 
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for (5, 17) E &. m( & ‘11 is the rational function formed from the sum of a harmonic polynomial 
of degree n in 5 and a harmonic polynomial of degree n in 1 /c. M is independent of n. 
The larger the region for which @(& q) has a harmonic extension, the greater the rate of 
convergence. This result is applicable to the Dirichlet problem on the annular region DC where 
the solution @(& ~1 has a harmonic extension to the larger region r. 
Of course, under the inverse transformation to the z-plane, we have the degree of conver- 
gence estimate 
M 
4(x, y) -A,y - Re i ck exp(-ikz) Q R”, 
k= -n 
for all x E D and where ck = nk - ibk. 
5. Numerical algorithms 
Best approximations in different norms can be characterized by certain conditions they must 
satisfy. Once discovered, these conditions often suggest numerical algorithms to be used for 
determination of the b.a. 
For the class of problems at hand, the best approximation problem outlined in Section 3 
leads to minimization of the error residual 
where the norm is the L, norm 
11 B4, -f II 2 = (1 (B4, -f )’ ds)1’2y 
?D 
(5 1) . 
and the boundary aD is made up of the curves y = Z(X) and y = /z(x) (see Fig. l(a)). Define the 
L, norm of a function on the finite point set S, = {si, i = 1, 2,. . . , m} by 
II f II 2 = _ [g If(S.v)1’2. ( 2) 5. 
Then for given n, the problem of b.a. becomes one of finding 
min II Bt& -f 112 = min 
4 
E I W&) -f(sJl 2 
i= 1 ) 
l/2 
9 (5 3) . 
for m 2 n where the points Si are coordinate points along a0 
Now, it is the continuous approximation, minimization of (5.11, that we wish to solve; but fnr 
computational purposes, we must solve the discrete approximation problem (5.3) instead. 
Nevertheless, it is hoped that for m sufficiently large, the discrete problem is a close 
approximation to the continuous case. Jn fact, Rice [12] has shown that for suitably chosen 
point sets S,, the b.a. on a finite point set converges to the b.a. on a continuous interval in the 
limit as m and n tend to infinity. The choice of point sets required is sufficiently general to 
expect that (5.3) closely approximates (5.1) for most choices of boundary points taken in 
practice. Davis and Rabinowitz [7] believe that a value of m that is two or three times that of n 
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(the number of basis functions) is sufficient to reflect convergence of the discrete to the 
continuous cases. It should be noted, moreover, that Davis and Rabinowitz did find examples 
of poor approximation of their trial solution for points not in the point set S,,, when m was 
taken equal to n. 
The best approximation problem (5.3) ca- be expressed in matrix notation 
minIIrll~=~~~~ll~~-fIl~, 
where A is the matrix of coefficients BUj(S,) in the expression 
By, = E bjBL!j(Si), 
j=l 
(5 4) . 
b is the n-dimensional Y/ector of unknowns bj, j = 1, 2,. . . , n, f is an nz-dimensional vector of 
known data values fi, i = 1,. . . , m. 
In matrix form, a characterization is available, which immediately suggests a numerical 
approach. The vector b E IFP which minimizes ]I Ab -f 11,’ does so if and only if ATr = 0, that 
is, 
ATAb = ATf . s (5 51 . 
The equations (5.5) (i.e., one equation for each i = 1, . . . , n) are referred to as the normal 
equations. Unfortunately, the solution of the normal equations is not the recommended 
approach. If the matrix A is ill-conditioned, then the product ATA is only much more so. 
Golub has suggested an alternative algorithm (see [9]j for the solution of (5.4) which avoids the 
explicit formation of ATA. The method proceeds by rereated application of Householder 
transformation to r = Ab -f. For some of the results presented in the next section we used a 
singular-value decomposition procedure. 
Let us consider the case m = n again. In this case, the b.a. probltm is solved directly by 
cjnding the b E IR” such ihat 
Ab=f. 
This corresponds to interpolation (or collocation) to boundary data by the function 4,. Under 
the conformal mapping J = e - iz, this is just interpolation to boundary data by harmonic 
polynomials (plus a log term). 
Now, although interpolation may be the simpltist and most natural approximation to 
implement on a finite point set, it is by no means the best. In fact, it can lead to entirely 
erroneous results. This is often most graphically illustrated if derivatives of the approximate 
series solution are required, or values of the approximate solution are computed at noncolloca- 
tion points. What is more, convergence of the series of approximating functions 4, as n + 00 
cannot be expected for all sequences of sets of interpolation points. (The classic examples of 
Runge, see [6], can be alluded to for the one-dimensional interpolation by polynomials.) 
Curtiss [5] has examined the convergence question for complex and harmonic polynomial 
interpolation to boundary values on the unit circle. It is possible to find sequences of 
interpolation points on the unit circle that guarantee convergence of the polynomials. He 
concludes that, for a general smooth boundary r, it is most probable that sequences of sets of 
interpolation points do exist for which accompanying polynomials converge to the solution of a 
Dirichlet boundary value problem; but to determine these sequences would require knowledge 
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of the proper placement of the interpolation points on the corresponding unit circle. That is, 
the unit circle could be obtained under a conformal map, but in general such a map would not 
be known and in the event that it was, an alternative method of solution would undoubtedly be 
employed. 
Since the present method is essentially approximation by harmonic polynomials in the 
appropriate transformed plane, it is expected that these same conclusions apply to interpola- 
tion in our case. In short, the simplest approach, that of interpolation to boundary values, 
should be used with some caution. 
On the other hand, Fenton and Rienecker [8] solve a water wave problem using interpolation 
to harmonic functions and do not report any difficulties with differentiating the series that they 
obtain, even though such derivatives are used in subsequent calculations. It is not clear if they 
monitored the derivatives to check on such errors. As well, they did not have an analytic 
solution to compare with. However, they did get good agreement with solutions obtained by 
other approximate methods. 
In the following section we will present some results which dramatically reveal the errors 
that can be incurred with the naive use of interpolation. We shall see that even a slightly 
overdetermined (m > n) system leads to perfectly acceptable behaviour. 
6. Numerical results 
We present some numerical results which illustrate the different points discussed in the 
previous sections. The problem we consider is related to a steady-state electrochemical 
machining problem for which an analytic solution exists. 
Let y = g( x1 and y = h(x) be the anode and cathode surfaces, respectively, of an electrolytic 
cell. Then the steady-state lectrochemical machining problem consists of finding the electric 
potential 4(x, y) and g(x) such that 
v24 = 0, h(x) <Y <g(x), 
Y =h(x), 4=0, 
Y=g(x), 4=L 4,-4,g,=a, 
where a! is the given cathode feedrate; for more detail see [ll]. 
We assume that we know both h(x) and g(x), and then we calculate 4. Since this problem 
can in certain circumstances be solved exactly, it will be easy to check the accuracy of the 
solution obtained by the boundary approximation method. 
If we restrict our attention to the case where 
1 
g(x) =a cos x+ -, 
cl! 
with 0 G-X < n only, because of the symmetry, the solution can be written in the form 
1-W 
2 =i a cosh- +o 
a! 1 Q! ’ (6 1) . 
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where o = C$ + i+ is the complex potential. On 4 = 1, 
$ 
Y=g ; 
( 1 
+ 
and x=--. 
CY 
There are singularities in the solution, corresponding to the zeros of dz/dw. These are given 
bY 
4=l+asinh-’ 
The two electrodes are given by 
1 
g(x) 
rl/ 
=acosx+-, x= --, 
a! cl! 
and 
h(lir)=acosh(k) cos(z), 
x(ti) = -z+asinh($)sin(z). 
(6 2) . 
(6 3) . 
(6 4) . 
The approximate solution is written in the form 
P-1 
4,, =bp + bZpy + C [ bj sinh( jy) + bj+p cosh( jy )] COS( jx), 
j=l 
where n = 2~. Along y = g(x) we use the uniform x grid 
0=x, <x,< **. <x,,,z=7r. 
Along y = h(x) we use a uniform $ grid which because of the second equation in (6.4) leads to 
a nonuniform x grid: 
0=x m/2+1 <xm,/2+2 < l * ’ <xm = 7T* 
With this notation n represents the total number of unknowns and m is the total number of 
boundary points. 
The results are mainly presented in the form of the root mean square (RMS) error between 
the calculated soiution and the analytic solution as given by (6.1); we compare not only 4 but 
also C#I, and &,, We define 
RMS error of 4 = 
where Xi is a point on y = g(x) or y = h(x), and ~( Xi) is the exact boundary value of 4 at Xi. 
Expressions for the RMS error in 4, and C#Q are defined similarly with the computed values of 
4, and &, determined by term by term differentiation. 
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Table 1 
Effects ot increasing m /n; (Y = 2.5, Q = 0.5 
M N 
50 50 
60 50 
80 50 
100 50 
150 50 
RMS error cb RMS error 4, 
-- 
0.382. 10-x 0.181~10f’ 
0.809- lo-’ 0.624.10+” 
0.279. lo-” 0.493. lo-2 
- o.278*1o-q 0.495 * 10 z 
0.277. 1o-J 0.495. lo-” 
RMS error &> 
0.787. lotu 
0.129. IO+’ 
0.507. lo-” 
- 0.503 - 10 3 
0.501~10-” 
MAX error 4 
0.283.10+’ 
o.104*10+0 
0.845. 1o-4 
0.839*10-j 
0.834. lo-” 
Condition 
number 
6.56*10+ l’ 
2.2s.10+ lo 
1.63*10+” 
1.62.10+’ 
1.53*10+” 
We also calculate the maximum (MAX) error defined by 
MAX error of (b = max I&(q) - +(xi) 1, 
X, 
where the points xi are the m boundary points with an additional 100 points on the boundary 
(these additional points were not used in the calculation of the series coefficients). 
An interesting feature of the exact solution (6.1) from a computational point of view is the 
existence of the singularity given by (6.2). We showed in Section 4 that the rate of convergence 
should decrease as this singularity moves closer to the boundary of the solution domain, and 
our numerical calculations confirm this. 
The solution of the system was carried out using a singular-value decomposition. If the 
expansion procedure is applied to a time-dependent problem it would be faster to use repeated 
application of the Householder transformation. For the cases presented herein, the results by 
these two methods were identical. 
In Table 1 we use a! = 2.5 and a = 0.5, which places the singularity a vertical distance of 3.52 
from h(x). The results in the table show that for n fixed (n = 50) an increase in m, the number 
of boundary points, gives a rapid decrease in the errors for 4, and 4,. However, we see that 
m/n = 2/l is sufficient. As expected the errors in 4, and c&, are larger than the errors in 4. 
Another important issue is the convergence of the approximation with increasing number of 
terms in the expansion. For Table 2 we used ar = 3.0 and a = 0.25, which places the singularity 
further away from h(x) than in Table 1. A constant ratio of 2 : 1 (m : n) was maintained and the 
corresponding results for collocation are given simultaneously. In both cases, the convergence 
of the method is clearly demonstrated. For all choices of n the overdetermined system 
performs better than collocation. As n grows larger, the condition number of the matrix 
equation is enormous and the results of collocation in particular may become suspect. The 
condition number of the overdetermined system is in all cases less than that of the correspond- 
ing collocation system. 
In Table 3 we present some results showing the effects of the proximity of the singularity to 
h(x). With n = 30, m = 60 and a = 0.25 we calculated solutions for three different feedrates cy. 
The results show that the accuracy of the solution deteriorates as the singularity moves closer 
to y = h(x). This is in agreement with our error estimates in Section 4. 
The solution (6.1) can also be interpreted as the solution of a potential probleln with 
Dirichlet boundary conditions at y = g( x) and y = h(x). Since the problem of steady water 
waves (see [13], for example) can be modelled by a Dirichlet problem for the stream function, it 
is possible that a singularity similar to (6.2) is also present in this problem. In fact, Grant [lo] 
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Table 2 
Convergence for increasing n; (Y = 3.0, a = 0.25 
147 
11 
10 
20 
m RMS error 4 
20 0.107. lo-’ 
10 0.232. lo- l3 
40 0.705. 1o-5 
20 0.496. lo- l3 
. RMS error 4, RMS error 4J MAX error 4 Condition 
number 
0.485. lo-’ 0.612. lo-’ 0.248.10-” 1.23.10+’ 
0.121*10- ’ 0.479 - 10 - z 0.742. lo-’ 2.42.lo+’ 
0.642. 1O-4 0.675. 1O-4 0.172. 1O-4 2.50.10+’ 
0.804 - 10 - ’ 0.224. lo-” 0.285.10-” 1 . 72.10+” 
30 60 0.687. 1O-7 0.941. 1 
30 0.902. lo- l3 0.102. 1 
40 SO 0.793. lo-” 0.145 * 1 
40 0.957. lo- I3 0.538 - 1 
50 100 0.100. lo-“’ 0.230 - 1 
O-+ 0.966.10+ 0.167.10+ 6.75. 1O+3 
O-3 0.233. 1O-4 $254. 1O-4 2.15. 1O+5 
O-7 0.148. 1O-7 o.198~10-x 1.89. 1O+5 
0-s 0.979. 10-h 0.927.10+ 1.08. 1o+7 
0-” 0.233. lo-’ 0.254. lo- “’ 5.37.10’ G 
50 0.100. lo- I1 0.420. lo-’ 0.632. 1O-8 0.492. lo-” 1.30*10+8 
60 120 0.174. lo- lZ 0.376. lo- ” 0.383. lo- l1 0.343.10~” 1.54. 10+H 
60 0.137. lo- ” 0.238. lo-’ 0.536~10 ’ 0.348. lo-’ 8.16.10+” 
Table 3 
Effects of proximity of singularity; a = 0.25, n = 30, m = 60 
Feedrate (Y 
RMS error 4 
RMS error 4, 
RMS error 4_, 
MAX error 4 
Condition number 
Vertical distance from 
h(x) of singularity 
~ ----*_-_ - 
1.0 2.0 3.0 
0.117. lo-” 0.449. lo-” 0.687. 1O-7 
0.139. lo-? 0.603. 1O-5 0.941. 10-h 
0.143. lo-’ 0.618. 1o-5 0.966. lo-’ 
0.333. lo-” 0.177. lo-” 0.167.10+ 
1.60.10+7 4.94. 1o+4 6.75. 1O+3 
0.45 2.44 4.52 
has shown that in some circumstances this is the case. A similar problem arises in Hele-Shaw 
flow in a semi-infinite channel, see [l], where two types of solution exist, one with a singularity 
and one which is analytic. 
Our results indicate that if a singularity is present, even when it is outside the solution 
domain, care must be taken when a boundary expansion method is used. 
Appendix 
Many of the results on the approximation of harmonic functions can be readily inferred from 
already established results on the approximation of analytic functions by complex polynomials. 
Suppose the function f<S> to be approximated is analytic on a closed region. Then, the 
corresponding results on completeness and degree of convergence for the case of harmonic 
functions can be deduced by taking the real parts of f(S) and its approximating function. 
However, the results referred to above for analytic unctions are restricted to single-valued 
analytic functions, even on multiply connected regions. 
This represents a limitation if we are to apply the results on analytic functions to general 
harnlsnic functions (associated with a boundary value problem) on multiply connected do- 
mains. The reason is the following. Although the harmonic function @f& q) is the desired 
solution to our boundary value proh!em and, as such, is assumed to be single-valued, there is no 
reason to believe that the analytic function, constructed from @ and its harmonic conjugate, is 
also single-valued. 
As an example, we consider the case of a doubly connected domain Ds, bounded by the two 
@rdan curves CO and C, with CO interior to C,. Let @(& q) be harmonic on the closed region 
D<. Now let C be a simple closed contour in DC and surrounding the hole. Let 
aa, 
P = /==ds= 
Then, the harmonic conjugate to @(c, q) may be expressed as the multi-valued function 
q5, rl) = qs, 77) +qf, m =R rt: 1, zt2,..., 
where PI& q) is single-valued in Dr. The multiplicity derives from the number of circuits 
around the hole. This is precisely the multi-valued nature of the function 
P 
A log<, if A=%, 
that is, 
P 
A log &I=% Log J+imp, 
where Log 5 is the principal branch of jog 5. 
Thus it follows that we can represent any function J(l) in the form 
f(s) =d5) +A fog 57 
where g(l) is single-valued. What is more, 
@k 11) = Re f(l) = Re g(l) +A log I5 I. (A-1) 
Note that it appears that it is a well-known fact that the logarithmic terms must be present in 
the complete set of harmonic functions for multiply connected domains (see 171, for example). 
However, the origin and the proof of this fact are more difficult to come by, as is the expression 
(A-1). Axler [2] mentions this point and references Walsh 1171 as ;he only location where the 
proof was found. Axler provides an alternative proof of (A.1) making use of the Cauchy 
Integral Theorem and without recourse to the notion of a multi-valued analytic function. 
References 
[lf J.M. Aitchison and S.D. Howison, Computation of HeIe-Shaw flows with free boundaries, J. Comput. Phys. 60 
f 1985) 376-390. 
[2j S. Axler, Harmonic functions from a compIex analysis viewpoint, Amer. Math. MonthZy 93 (4) (1986) 246-258. 
131 L. Collatz, The Numerical Treatment of Differential Equations (Springer, New York, 1966). 
!41 f.H. Curtiss, A note on the degree of polynomial approximation, BUZZ. Amer. Math. Sot. 42 (1936) 873-878. 
D. Meredith, H. Rasmussen / Boundary approximation methods 149 
[5] J.H. Curtiss, Interpolation with harmonic and complex polynomials to boundary values, J. Math. Mech. 9 (1960) 
167-192. 
[6] P.J. Davi s, n erpolation and Approximation (Blaisdell, Waltham, MA, 1963). I t 
[7] P.J. Davis and P. Rabinowitz, Advances in orthonormalizing computation, in: Advances in Computers, Vol. 2 
(Academic Press, New York, 1961) 55-133. 
[8] J.D. Fenton and M.M. Rienecker, A Fourier method for solving nonlinear water-wave problems: Application to 
solitary-wave interactions, J. Fluid Mech. 118 (1982) 411-443. 
[9] G.H. Golub and C.F. Van Loan, Matrix Computations (Johns Hopkins Univ. Press, Baltimore, MD, 1983). 
[lo] M.A. Grant, The singularity of the crest of a finite amplitude progressive Stokes wave, J. Fluid Mech. 59 (1973) 
257-262. 
[ll] J.A. McGeough and H. Rasmussen, On the derivation of the quasi-steady model in electrochemical machining, 
J. Inst. Math. Appl. 13 (1974) 13-22. 
[12] J.R. Rice, The Approximation of Functions, Vol. I (Addison-Wesley, Reading, MA, 1964). 
[13] M.M. Rienecker and J.D. Fenton, A fourier approximation method for steady water waves, J. Fluid Mech. 104 
(1981) 119-137. 
[14] C. Runge, Zur Theorie der eindentigen analytischen Functionen, Acta Math. 6 (1885) 229-245. 
[15] J.L. Walsh, On the approximation by harmonic polynomials, J: 1Math. 159 (1928) 197-209. 
[ 161 J.L. Walsh, On the degree of approximation to an analytic function by means of rational functions, Trans. Amer. 
Math. Sot. 30 (1928) 838-847. 
[17] J.L. Walsh, The approximation of harmonic functions by harmonic polynomials and by harmonic rational 
functions, Bull. Amer. Math. Sot. 35 (1929) 499-544. 
[18] J.L. Walsh, W.E. Sewell and H.M. Elliott, On the degree of polynomial approximation to harmonic and 
analytical functions, Trans. Amer. Math. Sot. 67 (!?X9) 381-420. 
