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Abstract
Vertical discretization of the hydrostatic atmospheric models is considered. The matrices of the vertical struc-
ture are derived for three di3erent vertical approximations: simpli6ed vertical discretization, Charney-Phillips
and Lorenz staggered grids. Analysis of the properties of these vertical structure matrices is performed using
matrix factorization and results about total positivity. The well-posedness of initial value problem for vertically
discretized equations is shown based on oscillatory properties of the vertical structure matrices.
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1. Introduction
Baroclinic numerical weather prediction models are important part of weather forecasting and at-
mospheric modeling at any meteorological center. Many of these models are based on hydrostatic
equations. Starting with the 6rst three-dimensional numerical model formulations (about 50 years
ago) the problem of vertical discretization of these equations was considered from di3erent points
of view by a number of authors. However there is one point commonly omitted in these researches:
this point is the analytical investigation of the properties of the vertical structure matrices, which can
in>uence crucially on the numerical solution. In fact, the vertical structure matrix is generated by ver-
tical di3erencing of the linear terms. Using spectral decomposition of this matrix, three-dimensional
space problem can be reduced to the set of two-dimensional systems in the form of shallow water
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equations. Of course, the properties of these two-dimensional systems are determined by the matrix
of the vertical structure. Usually the analysis of the linearized equations (including stability and
convergence analysis) is based on an assumption that this matrix has positive distinct eigenvalues,
which guarantees a complete decoupling of the primitive linearized equations and well-posedness of
initial value problems for all obtained shallow water systems [1,3,16,18,19]. As far as we know,
this assumption has not been demonstrated analytically for any numerical scheme, it has only been
con6rmed by numerical computations for di3erent models. The purpose of the present work is ana-
lytical veri6cation of the well-posedness of initial value problem for a family of linearized vertically
discretized hydrostatic equations written in pressure coordinate. This will provide additional theoreti-
cal justi6cation for the use of certain types of vertical discretization in numerical weather prediction
models.
The paper is structured as follows. In Section 2 primitive equations are considered and their lin-
earization about a state of rest is performed. Section 3 is dealing with simpli6ed vertical discretization
when temperature function is eliminated. Staggered vertical grid is considered and matrix of vertical
structure is formed. The three oscillatory properties of the vertical structure matrix are shown, which
guarantees a well-posedness of the initial value problem on considered grid. Analogous technique
of matrix analysis is applied to Charney–Phillips and Lorenz vertical discretizations in Section 4.
Both vertical structure matrices are shown to be oscillatory matrices and the correctness of the initial
value problems is proved for these vertical grids.
2. Primitive equations and their linearization
Choosing Cartesian coordinates x; y of a conformal mapping projection and vertical pressure co-
ordinate p, the primitive hydrostatic equations can be written as follows (see page 17 of Section 9
of chapter 1 in [9]):
Horizontal momentum equations
du
dt
=−u
2 + v2
2
m2x + fv− 
x; (1)
dv
dt
=−u
2 + v2
2
m2y − fu− 
y; (2)
Hydrostatic equation

lnp =−RT; (3)
Continuity equation
m2(ux + vy) + !p = 0; (4)
Thermodynamic equation
dT
dt
=
RT
cp
!
p
: (5)
The essential upper and lower boundary conditions have a form:
!(pup) = 0; (
t − RT!)(plw) = 0: (6)
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Here, the following common denotations are used:
d
dt
≡ @t + m2(u@x + v@y) + !@p
is the three-dimensional individual derivative operator, t is the time, u and v are the horizontal
velocity components, obtained from physical components by formulas (u; v) ≡ (uphys; vphys)=m, ! ≡
dp=dt is the vertical velocity component, T is the temperature, 
 ≡ gz is the geopotential, z is the
height, g is the gravitational acceleration, m is the mapping factor, f is the Coriolis parameter, R
is the gas constant, cp is the speci6c heat at constant pressure. The subscripts t; x; y; p denote the
partial derivatives with respect to indicated variable as well as @t; @x; @y; @p.
The 6rst step of transformations consists of linearization of Equations (1)–(5) about a state of
rest
uˆ ≡ vˆ ≡ !ˆ ≡ 0; Tˆ = T0; 
ˆ= 
ˆ(p): 
ˆlnp =−RTˆ ;
which leads to the following system:
ut =−
x; (7)
vt =−
y; (8)

lnp =−RT; (9)
ux + vy + !p = 0; (10)
Tt =
RT0d
gp
!; (11)
Linearized boundary conditions (6) have a form
!(pup) = 0; (
t − RT0!)(plw) = 0: (12)
Here, d ≡ g=cp is the adiabatic lapse rate, T0 = const is the reference temperature pro6le and we
set m ≡ 1, f ≡ 0 to simplify analysis of vertical structure matrices.
3. Simplied vertical grid
Using the hydrostatic equation (9) to substitute 
 for T in (11) and applying divergence operator
to momentum equations (7), (8) we obtain the following system:
Dt =−∇2
; (13)

tlnp =−RT0 Rdg
!
p
; (14)
!p =−D; (15)
where D ≡ ux + vy is horizontal divergence and ∇2 ≡ @xx + @yy is the horizontal Laplace operator.
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Fig. 1. Simpli6ed staggered grid.
Introducing a staggered vertical grid (see Fig. 1), which divides the considered atmosphere in K
vertical layers with boundaries pk+1=2; k = 0; : : : ; K (solid lines in Fig. 1)
pup = p1=2¡p3=2¡ · · ·¡pk−1=2¡pk+1=2¡ · · ·¡pK−1=2¡pK+1=2 = plw
and with inner levels pk; k = 1; : : : ; K (dashed lines in Fig. 1) satisfying the natural inequalities
pk−1=2¡pk ¡pk+1=2; k = 1; : : : ; K;
we can discretize Eqs. (13)–(15) joined with boundary conditions (12) as follows:
(Dt)k =−(∇2
)k ; k = 1; : : : ; K; (16)
(
t)k+1 − (
t)k
lnpk+1 − lnpk =−RT0
Rd
g
!k+1=2
pk+1=2
; k = 1; : : : ; K − 1;
(
t)K+1=2 − (
t)K
lnpK+1=2 − lnpK =−RT0
Rd
g
!K+1=2
pK+1=2
; (17)
!k+1=2 − !k−1=2
pk+1=2 − pk−1=2 =−Dk; k = 1; : : : ; K; (18)
!1=2 = 0; (
t)K+1=2 = RT0!K+1=2:
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Solving Eqs. (17) and (18) with respect to (
t)k and !k+1=2 we get
!k+1=2 =−
k∑
i=1
Di(pi+1=2 − pi−1=2); k = 1; : : : ; K; (19)
(
t)k = RT0!K+1=2 + RT0
Rd
g
[
K∑
i=k+1
!i−1=2
pi−1=2
ln
pi
pi−1
+
!K+1=2
pK+1=2
ln
pK+1=2
pK
]
; k = 1; : : : ; K:
(20)
In the last formula, summation is de6ned to be zero if the lower limit of the summation index
exceeds the upper limit.
Using the vector-columns of the order K
D= (D1; : : : ; DK)T; = (
1; : : : ; 
K)T; = (!3=2; : : : ; !K+1=2)T;
we can rewrite (16), (19), (20) in the form:
Dt =−∇2; (21)
=−BD; (22)
t = RT0
Rd
g
A: (23)
Here, A and B are the K × K upper and lower triangular matrices
A =


a1 a2 · · · ak · · · aK
0 a2 ak aK
...
. . .
...
...
0 0 · · · ak · · · aK
...
...
. . .
...
0 0 · · · 0 · · · aK


; B=


b1 0 · · · 0 · · · 0
b1 b2 0 0
...
. . .
...
...
b1 b2 · · · bk · · · 0
...
...
. . .
...
b1 b2 · · · bk · · · bK


with positive elements
ak =
1
pk+1=2
ln
pk+1
pk
; k = 1; : : : ; K − 1; aK = 1pK+1=2 ln
pK+1=2
pK
+
g
Rd
; (24)
bk = pk+1=2 − pk−1=2; k = 1; : : : ; K: (25)
Substituting D for  in (23) we reduce the system (21)–(23) to a simpler form:
Dt =−∇2; (26)
t =−RT0 Rdg CD; (27)
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where C=AB is the K ×K matrix of vertical structure. If all eigenvalues of matrix C are positive
and respective eigenvectors are linearly independent, then the system (26), (27) can be vertically
decoupled in the K linearized shallow water systems with di3erent gravitational wave speeds.
If at least one of the eigenvalues of the matrix C is negative or complex-valued, then the cor-
respondent shallow water system is not hyperbolic and initial value problem is not well-posed for
this system which implies ill-posedness of Eqs. (16)–(18) and, therefore, their numerical solution
has no mean. Thus, properties of the vertical structure matrix C are important for well-posedness
of semi-discrete primitive equations, which is a necessary condition for well-posedness of numerical
scheme. In what follows, we prove that matrix C is oscillatory, that is, there exists a positive integer
m such that all minors of the matrix Cm are positive. We use the following suNcient conditions for
oscillatory matrices shown by Gantmacher and Krein (see Theorem 10 of Section 7 of chapter II in
[8]):
Theorem GK1. A matrix C is oscillatory if:
(1) C is totally positive,
(2) C is non-singular, that is, detC¿ 0 and
(3) all its diagonal and codiagonal entries are positive, that is, cij ¿ 0 for |i − j|6 1.
According to Theorem GK1 we have to show three properties of the matrix C to guarantee its
oscillatority. We start with study of total positivity of this matrix.
By de6nition, totally positive matrices are matrices whose minors are non-negative. A direct
consequence of the well-known Cauchy–Binet identity for determinants is that the product of totally
positive matrices is again a totally positive matrix. Thus, to prove that matrix C = AB is totally
positive it is suNcient to prove that each matrix A and B is totally positive.
Let us consider matrix A. We can factorize it in the form
A = AIAD;
where AI is K × K matrix
AI =


1 1 · · · 1 · · · 1
0 1 1 1
...
. . .
...
...
0 0 · · · 1 · · · 1
...
...
. . .
...
0 0 · · · 0 · · · 1


and AD is diagonal matrix AD = diag[a1; : : : ; aK ] with positive diagonal entries (24).
Obviously, the matrix AD is totally positive. A complete discussion of the total positivity of the
matrix AI is done in [11] (see p. 16 of Section 2 of Chapter 1). Thus, the matrix A is totally
positive as product of two totally positive matrices AI and AD.
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The total positivity of the matrix B can be shown analogously. In fact, using factorization B=BIBD,
where
BI =


1 0 · · · 0 · · · 0
1 1 0 0
...
. . .
...
...
1 1 · · · 1 · · · 0
...
...
. . .
...
1 1 · · · 1 · · · 1


and BD = diag[b1; : : : ; bK ], we observe, that BD is totally positive due to positivity of entries bj; j =
1; : : : ; K and BI is totally positive because its transpose is equal to AI . Therefore, the matrix B is
totally positive too. This completes the proof that matrix C= AB is totally positive.
It remains now to show the second and third conditions of the Theorem GK1. To do this we
observe that
detC= detA · detB¿ 0
and the positivity of the entries cij ¿ 0 for |i − j|6 1 follows directly from the structure of the
matrices A and B and positivity of their non-zero entries.
Thus, all three conditions of the Theorem GK1 are satis6ed and, therefore, matrix C is oscillatory.
The following fundamental theorem holds for oscillatory matrices (see Theorem 6 of Section 5 of
Chapter II in [8]):
Theorem GK2. An oscillatory matrix C has n distinct positive eigenvalues %1¿%2¿: : :¿%n¿ 0
and eigenvector sk ; k = 1; : : : ; K , which corresponds to eigenvalue %k , has k − 1 variations of sign.
Thus, oscillatory property of matrix C guarantees the well-posedness of the initial value problem
for vertically discretized equations (16)–(18).
4. Vertical grids used in atmospheric models
Now we are ready to apply the above technique to the investigation of the oscillatory properties
of the vertical structure matrices generated by two actual grids widely used in the numerical weather
prediction models. To do this we have to go back to linearized system (7)–(11), which contains the
temperature function. Using divergence we rewrite this system in the form
Dt =−∇2
; (28)

ln p =−RT; (29)
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Fig. 2. Charney–Phillips staggered grid.
Tt =
RT0d
gp
!; (30)
!p =−D: (31)
In numerical weather prediction models, a di3erence approximation is commonly applied to sys-
tems containing temperature as one of unknown functions. This is because the temperature (proper
function and its space and time derivatives) is an important parameter for detection and computa-
tion of subgrid scale processes, such as local convection, condensation and precipitation, turbulence
and radiation. So a vertical discretization of any actual atmospheric model involves distribution of
temperature values at atmospheric levels and respective approximation of hydrostatic equation. We
consider two widespread vertical discretizations: Charney–Phillips and Lorenz ones [4,14].
To use a staggered Charney–Phillips vertical grid we have to add the temperature de6ned at
boundaries pk+1=2; k = 0; : : : ; K , to the previous simpli6ed staggered grid (see Fig. 2). In this way,
we have the grid as shown in Fig. 2.
We can discretize equations (28)–(31) joined with boundary conditions (12) as follows:
(Dt)k =−(∇2
)k ; k = 1; : : : ; K;

k+1 − 
k
lnpk+1 − lnpk =−RTk+1=2; k = 1; : : : ; K − 1;

K+1=2 − 
K
lnpK+1=2 − lnpK =−RTK+1=2;
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(Tt)k+1=2 = RT0
d
g
!k+1=2
pk+1=2
; k = 1; : : : ; K;
!k+1=2 − !k−1=2
pk+1=2 − pk−1=2 =−Dk; k = 1; : : : ; K;
!1=2 = 0; (
t)K+1=2 = RT0!K+1=2:
We have 4K + 1 equations (without equation for !1=2) for 4K + 1 unknown functions (excluding
!1=2), that is, the system is closed.
This type of vertical approximation is used in di3erent actual numerical weather prediction models:
for example, in the UKMO (United Kingdom Meteorological ONce) model [6], in the models of
Florida State University [13] and University of California [12]. Also this vertical grid is used in
non-hydrostatic mesoscale models (for example, [17]).
Now, eliminating T and solving with respect to (
t)k and !k+1=2 we obtain
!k+1=2 =−
k∑
i=1
Di(pi+1=2 − pi−1=2); k = 1; : : : ; K;
(
t)k = RT0!K+1=2 + RT0
Rd
g
[
K∑
i=k+1
!i−1=2
pi−1=2
ln
pi
pi−1
+
!K+1=2
pK+1=2
ln
pK+1=2
pK
]
; k = 1; : : : ; K:
That is, we have the same equations (16), (19), (20) as in the previous simpli6ed case. Therefore
the vertical structure matrix CCP for Charney–Phillips grid coincides with matrix C for simpli6ed
grid and we have already proved the oscillatory properties of this matrix.
To use a staggered Lorenz vertical grid we have to add the temperature de6ned at the inner levels
pk; k = 1; : : : ; K to the 6rst staggered grid (see Fig. 3).
Now we can discretize equations (28)–(31) joined with boundary conditions as follows:
(Dt)k =−(∇2
)k ; k = 1; : : : ; K;

k+1 − 
k
lnpk+1 − lnpk =−R
Tk+1 + Tk
2
; k = 1; : : : ; K − 1; 
K+1=2 − 
K
lnpK+1=2 − lnpk =−RTK;
(Tt)k = RT0
d
g
!k+1=2 + !k−1=2
2pk
; k = 1; : : : ; K;
!k+1=2 − !k−1=2
pk+1=2 − pk−1=2 =−Dk; k = 1; : : : ; K;
!1=2 = 0; (
t)K+1=2 = RT0!K+1=2:
We obtain 4K + 1 equations (without upper boundary condition for !1=2), for 4K + 1 unknown
functions (excluding !1=2), that is, the system is closed.
This type of vertical di3erencing is the mostly widespread in atmospheric modeling. We can men-
tion the National Aeronautics and Space Administration, USA (NASA) numerical weather prediction
and climate models [1,5,20] and National Centers for Environmental Predictions, USA (NCEP) global
and mesoscale models [2,10] among others which use this vertical approximation. This grid is also
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Fig. 3. Lorenz staggered grid.
used in mesoscale models of National Oceanic and Atmospheric Administration, USA (NOAA),
Pennsylvania State University and German Meteorological Service [7,15,21].
It is evident that matrix BL in relation
=−BLD;
coincides with matrix B from (22). However the matrix AL in the equation
t = RT0
Rd
g
AL
has more complicated form than matrix A in (23).
To simplify the analysis of the matrix AL, we keep the temperature T as one of the unknowns
and rewrite the second and the third equations of the last system in the matrix form:
t =
R
2
ATT
and
Tt = RT0
d
2g
A!;
where
D= (D1; : : : ; DK)T; 
= (
1; : : : ; 
K)T; T= (T1; : : : ; TK ; 
K+1=2)T; = (!3=2; : : : ; !K+1=2)T;
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AT is K × (K + 1) quasi upper triangular matrix
AT =


Pa1 Pa1 + Pa2 · · · Pak−1 + Pak · · · PaK−2 + PaK−1 PaK−1 + PaK 1
0 Pa2 · · · Pak−1 + Pak · · · PaK−2 + PaK−1 PaK−1 + PaK 1
...
...
. . .
...
...
...
...
0 0 · · · Pak · · · PaK−2 + PaK−1 PaK−1 + PaK 1
...
...
...
. . .
...
...
...
0 0 · · · 0 · · · PaK−1 PaK−1 + PaK 1
0 0 · · · 0 · · · 0 PaK 1


with positive elements
Pak = ln
pk+1
pk
; k = 1; : : : ; K − 1; PaK = 2 ln pK+1=2pK
and A! is (K + 1)× K bidiagonal matrix
A! =


aˆ1 0 · · · 0 · · · 0 0
aˆ2 aˆ2 · · · 0 · · · 0 0
...
...
. . .
...
...
...
0 0 · · · aˆk · · · 0 0
...
...
...
. . .
...
...
0 0 · · · 0 · · · aˆK−1 0
0 0 · · · 0 · · · aˆK aˆK
0 0 · · · 0 · · · 0 aˆK+1


with positive elements
aˆk =
1
pk
; k = 1; : : : ; K ; aˆK+1 = 2
d
g
:
So, in this case, the matrix AL is factorized as
AL = 14 ATA!:
Each one of these two matrices can be decomposed one more time. For the 6rst matrix we have
AT = AI PADAB
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with K × K upper triangular matrix AI
AI =


1 1 · · · 1 · · · 1
0 1 1 1
...
. . .
...
...
0 0 · · · 1 · · · 1
...
...
. . .
...
0 0 · · · 0 · · · 1


K × K diagonal matrix PAD = diag[ Pa1; : : : ; PaK ] and K × (K + 1) bidiagonal matrix AB
AB =


1 1 · · · 0 · · · 0 0 0
0 1 · · · 0 · · · 0 0 0
...
...
. . .
...
...
...
...
0 0 · · · 1 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 · · · 0 · · · 1 1 0
0 0 · · · 0 · · · 0 1 Pa−1K


:
The second matrix is product of the (K + 1) × (K + 1) diagonal matrix AˆD and (K + 1) × K
bidiagonal matrix AC :
A! = AˆDAC;
where AˆD = diag[aˆ1; : : : ; aˆK ; aˆK+1] and
AC =


1 0 · · · 0 · · · 0 0
1 1 · · · 0 · · · 0 0
...
...
. . .
...
...
...
0 0 · · · 1 · · · 0 0
...
...
...
. . .
...
...
0 0 · · · 0 · · · 1 0
0 0 · · · 0 · · · 1 1
0 0 · · · 0 · · · 0 1


:
Each of these matrices has zero or positive entries and their forms are suNciently simple. Total
positivity of bidiagonal matrices AB and AC can be shown by a direct check using similar arguments
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as those used for upper triangular matrices in [11]. It was mentioned above that matrix AI is totally
positive. Diagonal matrices PAD and AˆD are totally positive because all their diagonal entries are
positive. Therefore, the matrix AL is totally positive as product of the totally positive matrices.
Matrix BL is the same as in previous cases, so it is totally positive too. Finally we can conclude,
that matrix CL = ALBL generated on the Lorenz grid for the system
Dt =−∇2;
t =−RT0 Rdg CLD
is oscillatory. Hence, the initial value problem for this system is correct, which is necessary condition
for well-posedness of the primitive vertically discretized equations.
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