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Abstract
In this paper we propose several adaptive gradient methods for stochastic optimiza-
tion. Unlike AdaGrad-type of methods, our algorithms are based on Armijo-type
line search and they simultaneously adapt to the unknown Lipschitz constant of
the gradient and variance of the stochastic approximation for the gradient. We
consider an accelerated and non-accelerated gradient descent for convex problems
and gradient descent for non-convex problems. In the experiments we demonstrate
superiority of our methods to existing adaptive methods, e.g. AdaGrad and Adam.
1 Introduction
In this paper we consider unconstrained minimization problem
min
x∈Rn
f(x), (1)
where f(x) is a smooth, possibly non-convex function with L-Lipschitz continuous gradient. We say
that a function f : E → R has L-Lipschitz continuous gradient if it is continuously differentiable
and its gradient satisfies
f(y) ≤ f(x) + 〈∇f(x), y − x〉+ L
2
‖x− y‖22, ∀ x, y ∈ E.
We assume that the access to the objective f is given through stochastic oracle ∇f(x, ξ), where
ξ is a random variable. The main assumptions on the stochastic oracle are standard for stochastic
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approximation literature [28]
E∇f(x, ξ) = ∇f(x), E (‖∇f(x, ξ)−∇f(x)‖22) ≤ D. (2)
One of the cornerstone questions for optimization methods is the choice of the stepsize, which has a
dramatic impact on the convergence of the algorithm and the quality of the output, as, e.g., in deep
learning, where it is called learning rate. Standard choice of the stepsize for the gradient descent
in deterministic optimization is 1/L [31] and it is possible to use the (accelerated) gradient descent
without knowing this constant [29, 26, 10] in convex case and gradient method [2] in non-convex
case using an Armijo-type line search and checking whether the quadratic upper bound based on
the L-smoothness is correct. Another option to adapt to the unknown smoothness is to use small-
dimensional relaxation [27, 32]. So far there is only partial understanding of how to generalize
these ideas for stochastic optimization. Heuristic adaptive algorithms for smooth strongly convex
optimization is proposed in [3, 11] (see also review [33]). Theoretical analysis in these papers is
made for the idealised versions of their algorithms which either are not practical or not adaptive.
Authors of work [19] propose and theoretically analyse a method for stochastic monotone variational
inequalities.
Another way to construct an adaptive stepsize comes from non-smooth optimization [35], where
it is suggested to take it as 1/‖∇f(x)‖2. This idea turned out to be very productive and allowed
to introduce stochastic adaptive methods [8, 21, 5], among which usually the Adam algorithm is a
method of choice [36]. Recently this idea was generalized to propose adaptive methods for smooth
stochastic convex optimization, yet with acceleration only for non-stochastic optimization in [25]; for
smooth stochastic monotone variational inequalities and convex optimization problems in [1, 20];
for smooth non-convex stochastic optimization [37]. One of the main drawbacks in these methods
is that they are not flexible to mini-batching approach, which is widespread in machine learning.
The problem is that to choose the optimal mini-batch size (see also [14]) for all these methods, one
needs to know all the parameters like D, L and the adaptivity vanishes. Moreover, these methods
usually either need some additional information about the problem, e.g., distance to the solution of
the problem, which may not be known for a particular problem, or have a set of hyperparameters, the
best values for which are not readily available even in the non-adaptive setting. Finally, the stepsize
in these methods is decreasing and in the best case asymptotically converges to a constant stepsize of
the order 1/L. This means that the methods could not adapt to the local curvature of the objective
function and converge faster in the areas where the function is smoother. We summarize available
literature in the Table above.
In this paper we follow an alternative line, trying to extend the idea of Armijo-type line search for the
adaptive methods for convex and non-convex stochastic optimization. Surprisingly, the adaptation is
needed not to each parameter separately, but to the ratio D/L, which can be considered as signal to
noise ratio or an effective Lipschitz constant of the gradient in this case. We propose an accelerated
and non-accelerated gradient descent for stochastic convex optimization and a gradient method
for stochastic non-convex optimization. Our methods are flexible enough to use optimal choice of
mini-batch size without additional information on the problem. Moreover, our procedure allows an
increase of the stepsize, which accelerated the methods in the areas where the Lipschitz constant
is small. Also, as opposed to the existing methods, our algorithms do not need to know neither the
distance to the solution, nor a set of complicated hyperparameters, which are usually fine-tuned by
multiple repetition of minimization process. Moreover, since our methods are based on inexact oracle
model (see e.g., [6, 13]), they are adaptive not only for a stochastic error, but also for deterministic,
e.g., non-smoothness of the problem. This means that our methods are universal for smooth and
non-smooth optimization [30, 39]. Finally, we demonstrate in the experiments that our methods work
faster than state-of-the-art methods [8, 21].
The paper is structured as follows. In Sect. 2 we present two stochastic algorithms based on stochastic
gradient method to solve optimization problem of type (1) with convex objective function. The first
algorithm is accompanied by the complexity bounds on total number of iterations and oracle calls for
the approximated stochastic gradients. The second algorithm is fully-adaptive and does not require
the knowledge of Lipschitz constant for the gradient of the objective and the variance of its stochastic
1N-C stands for availability of an algorithm for non-convex optimization, N-Ac for a non-accelerated
algorithm for convex optimization, Ac for accelerated algorithm for convex optimization, Prf for proof of the
convergence rate, Btch for possibility to adaptively choose batch size without knowing other parameters, Par for
non-necessity to know or tune hyperparameters like distance to the solution for choosing the stepsize.
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DUCHI ET AL.’11 × √ × √ × ×
BYRD ET AL.’12 × √ × × × ×
FRIEDLANDER ET AL.’12 × √ × × × ×
KINGMA & BA’15 × √ √ × × ×
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DENG ET AL.’18 × × √ × × ×
WARD ET AL.’19
√ × × √ × √
BACH & LEVY’19 × √ × √ × ×
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√ √ √ √ √ √
approximation. Sect. 3 renews Sect. 2 for non-convex objective function. Finally, in Sect. 4 we show
numerical experiments supporting the theory in above sections.
2 Stochastic convex optimization
In this section we solve problem (1) for convex objective. Assuming the Lipschitz constant for the
continuity of the objective gradient to be known we prove the complexity bounds for the proposed
algorithm. Then we refuse this assumption and provide complexity bounds for the adaptive version
of the algorithm which does not need the information about Lipschitz constant.
2.1 Non-adaptive algorithm
Firstly, we consider stochastic gradient descent with general stepsize h
xk+1 = xk − h∇rf(xk, {ξk+1l }rl=1). (3)
where ∇rf(x, {ξl}rl=1) is stochastic approximation for the gradient∇f(x) with mini-batch of size r
∇rf(x, {ξl}rl=1) =
1
r
r∑
l=1
∇f(x, ξl).
Here each stochastic gradient∇f(x, ξl) satisfies (2).
We start with the Lemma characterizing the decrease of the objective on one step of the algorithm (3).
Lemma 1. For the stochastic gradient descent (3) with step size h = 12L the following holds
f(xk+1)− f(xk) ≤ − 1
4L
‖∇rf(xk, {ξk+1l }rl=1)‖22 +
1
2L
‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22.
Proof. From Lipschitz continuity of∇f(x) we have
f(xk+1) ≤ f(xk) + 〈∇f(xk), xk+1 − xk〉+ L
2
‖xk+1 − xk‖22. (4)
By Cauchy–Schwarz inequality and since ab ≤ a22 + b
2
2 for any a, b, we get
〈∇f(xk)−∇rf(xk, {ξk+1l }rl=1), xk+1 − xk〉 ≤
1
2L
‖∇f(xk)−∇rf(xk, {ξk+1l }rl=1)‖22
+
L
2
‖xk+1 − xk‖22. (5)
Then we add and subtract∇rf(xk, {ξk+1l }rl=1) in (4). Using (5) we get
f(xk+1) ≤ f(xk) + 〈∇rf(xk, {ξk+1l }rl=1), xk+1 − xk〉+
2L
2
‖xk+1 − xk‖22 +
1
2L
δ2k+1, (6)
where δ2k+1 = ‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22.
From (3) and (6) we have
f(xk+1) ≤ f(xk)− h‖∇rf(xk, {ξk+1l }rl=1)‖22 + Lh2‖∇rf(xk, {ξk+1l }rl=1)‖22 +
1
2L
δ2k+1
= f(xk)− h(1− Lh)‖∇rf(xk, {ξk+1l }rl=1)‖22 +
1
2L
δ2k+1. (7)
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Thus, the step size h is chosen as follows
h = arg max
α≥0
α(1− Lα) = 1
2L
.
Substituting this h in (7) and using definition for δ2k+1 we finalize the proof.
Algorithm 1 Stochastic Gradient Descent
Require: Number of iterations N , variance D, Lipschitz constant L, accuracy ε, starting point x0.
1: Calculate batch size r = max{ DLε , 1}.
2: for k = 0, . . . , N − 1 do
3: xk+1 = xk − 12L∇rf(xk, {ξk+1l }rl=1).
4: end for
Ensure: x¯N = 1N
∑N
k=1 x
k.
Theorem 1. Algorithm 1 with stochastic gradient oracle calls T = O
(
DR2
ε2
)
, batch size r =
max{ DLε , 1}, number of iterations N = O
(
LR2
ε
)
outputs a point x¯N satisfying
Ef(x¯N )− f(x∗) ≤ ε. (8)
Proof. For the sequence x1, x2, ... generated by Algorithm 1 the following holds
‖xk+1 − x‖22 = ‖xk − x−
1
2L
∇rkf(x, {ξk+1l }rl=1)‖22
= ‖xk − x‖22 +
1
4L2
‖∇rkf(xk, {ξk+1l }rl=1)‖22 −
1
L
〈∇rkf(xk, {ξk+1l }rl=1), xk − x〉.
(9)
From (9) and Lemma 1 we get
〈∇rf(xk, {ξk+1l }rl=1), xk − x〉 ≤ f(xk)− f(xk+1)
+ L‖xk − x‖22 − L‖xk+1 − x‖22 +
1
2L
δ2k+1, (10)
where δ2k+1 = ‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22. Using the convexity of f(x), (2) and taking the
conditional expectation Exk+1 [ · |x1, . . . , xk] from both sides of (10), we have
f(xk)− f(x) ≤ 〈∇f(xk), xk − x〉
≤ f(xk)− Exk+1 [f(xk+1)|x1, ..., xk] + L‖xk − x‖2
− Exk+1 [L‖xk+1 − x‖22 | x1, ..., xk] +
1
2L
Exk+1 [δ2k+1|x1, ..., xk].
Then we summarize this inequality and take the total expectation
Ef(x¯N )− f(x∗) ≤ LR
2
2N
+
1
2L
Eδ2, (11)
where we used x = x∗ and introduced upper bound δ ≥ δk for any k. We choose batch size r in
respect with Eδ = εL. Since E‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22 ≤ Dr we obtain
r = max
{
D
Lε
, 1
}
. (12)
We define total number of iterations N from (11) such that (8) holds. Summing r over all iterations
we get the total number of oracle calls T .
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2.2 Adaptive algorithm
Now we assume that the constant L may be unknown (but we can estimate it as L ∈ [L, L¯] in case
when we will obtain theoretical bounds), moreover, if the true variance D is unavailable we use
its upper bound D0 ≥ D. We provide an adaptive algorithm which iteratively tunes the Lipschitz
constant. Importantly, the approximation of the Lipschitz constant used by the algorithm may decrease
as iteration go, leading to larger steps and faster convergence.
Sinse Lipschitz constant L varies from iteration to iteration we need to define different batch size at
each iteration. Similar to (12) we choose batch size as follows rk+1 = max
{
D0
Lk+1ε
, 1
}
. Using (15)
we similarly to (10) get the following
〈∇rk+1f(x, {ξk+1l }rk+1l=1 ), xk − x〉 ≤ f(xk)− f(xk+1) + Lk+1‖xk − x‖22
− Lk+1‖xk+1 − x‖22 + ε/2. (13)
Since Lk+1 is random now, rk+1 will be random as well and, consequently, the total number of oracle
calls T is not precisely determined. Let us choose it similarly to its counterpart in Theorem 1 which
ensures (8)
T =
N−1∑
k=1
rk+1 = O
(
D0R
2
ε2
)
. (14)
This number of oracle calls can be provided by choosing the last batch size rN as a residual of the
sum (14) and calculate the last Lipschitz constant LN = D0rNε . In practice, we do not need to limit
ourselves by fixing the number of oracle calls T .
Algorithm 2 Adaptive Stochastic Gradient Descent
Require: Number of iterations N , accuracy ε, σ0, initial guess L0, starting point x0.
1: for k = 0, . . . , N − 1 do
2: Lk+1 :=
Lk
4
3: repeat
4: Lk+1 := 2Lk+1.
5: rk+1 = max{ D0Lk+1ε , 1}.
6: xk+1 = xk − 12Lk+1∇rk+1f(xk, {ξ
k+1
l }rk+1l=1 ).
7: until
f(xk+1) ≤ f(xk) + 〈∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk+1 − xk〉+ Lk+1‖xk+1 − xk‖22 + ε/2.
(15)
8: end for
Ensure:
x¯N =
∑N−1
k=0
1
Lk+1
xk+1∑N−1
k=0
1
Lk+1
. (16)
From the convexity of f we have
f(xk)− f(x) ≤ 〈∇f(xk), xk − x〉.
From this it follows
〈∇rkf(xk, {ξk+1l }rl=1), xk − x〉 ≥ f(xk)− f(x) + 〈∇rkf(xk, {ξk+1l }rl=1)−∇f(xk), xk − x〉.
From this and (13) we have
1
Lk+1
(f(xk)− f(x)) + 1
Lk+1
〈∇rk+1f(xk, {ξk+1l }rk+1l=1 )−∇f(xk), xk − x〉
≤ 1
Lk+1
(
f(xk)− f(xk+1))+ ‖xk − x‖22 − ‖xk+1 − x‖22 + ε2Lk+1 . (17)
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The same proof steps with taking conditional expectation, summing progress over iterations and
taking the full expectation as for the non-adaptive case fails here. This happens due to this fact:
the following sum
∑N−1
k=0
1
Lk+1
〈∇rk+1f(xk, {ξrk+1l }rk+1l=1 ) − ∇f(xk), xk − x〉 is not the sum of
martingale-differences and therefore the total expectation is not zero, since rk is random. Thus,
unfortunately, we cannot guarantee that Algorithm 2 converges in O
(
LR2
ε
)
iterations.2
However, numerical experiments are in a good agreement with the provided complexity bound.
Nevertheless, to overcome theoretical gap, we refer to large deviation technique and slightly change
Algorithm 2 and modify the assumptions on the stochastic oracle (2)
E
(
exp(‖∇f(x, ξ)−∇f(x)‖22σ−2)
) ≤ exp (1).
If the true variance σ2 is unavailable we use its upper bound σ20 ≥ σ2.
Theorem 2. The output x¯N of Algorithm 2 with the following change in the step 2: Lk+1 :=
max
{
Lk
2 , L
}
; in the change step 4 Lk+1 := min
{
2Lk+1, L¯
}
; and following change in step 5:
rk+1 = max
{
Θ
(
σ20L¯
2
LkεL
2 (lnα
−1 +m lnN))
)
, 1
}
,
where L ≤ L0 ≤ L¯, L ≡ L0 ≡ L¯ mod 2 and m = log2(L¯/L) ∈ N, after N = Θ
(
L¯R2
ε
)
iterations
and T = O˜
(
σ20R
2L¯3
ε2L3
)
gradient oracle calls, satisfies the following inequality with probability
≥ 1− α
f(x¯N )− f(x∗) ≤ ε.
The proof of this theorem is significantly rely on the following lemma.
Lemma 2. Let the sequence x0, x1, . . . , xN be generated after N = O
(
L¯R2
ε
)
iterations of Algo-
rithm 2 with the change made in Theorem 2. Then with probability ≥ 1− α it holds
N−1∑
k=0
1
Lk+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉 = O
(‖x0 − x∗‖2) = O (R2) .
Sketch of the Proof. Let us denote
∆N ({Lk+1}N−1k=0 ) =
N−1∑
k=0
1
Lk+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉.
Let Li1, L
i
2, . . . L
i
N be i-th realization of Algorithm 2 among all possible realization. Then from union
bound we have for t ≥ 0
P(∆N ({Lk+1}N−1k=0 ) ≥ t) ≤ P(∪|{Lk}|i=1 ∆N ({Lik+1}N−1k=0 ) ≥ t)
≤
|{Lk}|∑
i=1
P(∆N ({Lik+1}N−1k=0 ) ≥ t) = |{Lk}| · P(∆N ({Lik+1}N−1k=0 ) ≥ t), (18)
where |{Lk}| is the cardinality (all realizations of Li1, Li2, . . . LiN ). From steps 2 and 4 of Algorithm
2 |{Lk}| ≤ Nm, where we suppose m = log2(L¯/L) ∈ N.
Using Azuma–Hoeffding inequality we have
P(∆N ({Lik+1}N−1k=0 ) ≥ t) ≤ exp(−t2/C2), (19)
where constant C will be determined further.
From (18) and (19) we have
P(∆N ({Lk+1}N−1k=0 ) ≥ t) ≤ |Lk| exp (−t2/C2) = exp
(−t2/C2 +m lnN).
2We expect that this problem can be solved by using the technique from [16, 18].
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From this inequality with the following change
t =
√
C2 lnα−1 + C2m lnN ≤ C(
√
lnα−1 +
√
m lnN)
we get with probability ≥ 1− α the following
∆N ({Lk+1}N−1k=0 ) ≤ C(
√
lnα−1 +
√
m lnN). (20)
Now we need to estimate C. From Cauchy–Schwarz inequality we have
〈∇f(xk)−∇rk+1f(x, {ξk+1l }rk+1l=1 ), xk − x∗〉 ≤
max
k=1,...,N
‖xk − x∗‖2‖∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 )‖2.
Follow the papers [9, 17] we can similarly prove the following result for the Algorithm 2
max
k=1,...,N
‖xk − x∗‖2 = O
(‖x0 − x∗‖2) = O (R) . (21)
Indeed, denote Rk = ‖xk−x∗‖. If we sum (17) for k = 0 . . . N −1 for x = x∗ and fixed realization
Li1, L
i
2, . . . L
i
N , we obtain
R2N ≤ R20 +
ε
2
N−1∑
k=0
1
Lik+1
+
N−1∑
k=0
1
Lik+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉
≤ R20 +
Nε
2L
+
N−1∑
k=0
1
Lik+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉
≤ R20 +O
(
R20
L¯
L
)
+
N−1∑
k=0
1
Lik+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉.
By induction, let us assume that R2k ≤ A3R20 for all k = 0 . . . N − 1, we define A3 further. Due to
the following inequality
1
Lik+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉 ≤
√
A3R0
L
‖f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 )‖2
for all k = 0 . . . N−1 and assumption about stochastic oracle we have, that each conditional variance
of each term in the last sum is less or equal to
O
(
A3R
2
0σ
2
L2rk+1
)
≤ O
(
A3R
2
0ε
(lnα−1 +m lnN)L
)
.
Using Lemma 2 from [23] we have, that with probability ≥ 1− α3
R2N ≤ O
(
R20
)
+O
(√
lnα−1 +m lnN
√
A3R20Nε
(lnα−1 +m lnN)L
)
≤ A1R20 +A2
√
A3R
2
0,
where A1 and A2 are constants. Let us define A3 using equation A3 = 1 +A1 +A2
√
A3, thus
R2N ≤ A1R20 +A2
√
A3R
2
0 ≤ A3R20.
We proved inequality (21).
Using (21) we get
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉 ≤ cR2‖∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 )‖2,
3We have to insure that with high probability the next inequality holds for all realizations Lik, thus we have
term
√
lnα−1 +m lnN .
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where c > 0. Now we estimate C in (19) using rk+1 from Algorithm 2, N = Θ
(
L¯R2
ε
)
and
E exp
(
‖∇f(xk)−∇rk+1f(xk,{ξk+1l }
rk+1
l=1 )‖22
c˜σ2/rk+1
)
≤ exp (1), where c˜ > 1
C =
√√√√3N−1∑
k=0
c2R2
L2k+1
c˜σ
rk+1
= Θ
(
R2√
lnα−1 +
√
m lnN
)
.
Substituting this C in (20) we get the statement of the lemma.
Proof of Theorem 2.
To get the total number of oracle calls we summarize the batch size over all iterations
T =
N−1∑
k=0
O˜
(
σ20L¯
2
LkεL
2
)
≤ O˜
(
σ20R
2L¯3
ε2L3
)
.
Let us summarize (17) over all iterations, divide it by
∑N−1
k=0 1/Lk+1 and take x = x
∗. Then using
Jensen’s inequality we get
f(x¯N )− f(x∗) ≤ 1∑N−1
k=0
1
Lk+1
‖x0 − x∗‖22 +
ε
2
+
1∑N−1
k=0
1
Lk+1
N−1∑
k=0
1
Lk+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉,
where x¯N is defined in (16) By the definition of L¯ we have
f(x¯N )− f(x∗) ≤ L¯R
2
N
+
ε
2
+
L¯
N
N−1∑
k=0
1
Lk+1
〈∇f(xk)−∇rk+1f(xk, {ξk+1l }rk+1l=1 ), xk − x∗〉.
(22)
Next we use Lemma 2 for the last term in (22) and N = Θ
(
L¯R2
ε
)
to get the statement of the
theorem.
2.3 Accelerated adaptive algorithm
To compare our complexity bounds for adaptive stochastic gradient descent with the bounds for
accelerated variant of our algorithm we refer to [34]. For the reader convenience we provide
accelerated algorithm in a simpler form.
For Algorithm 3 the number of oracle calls T will be the same as for the non-accelerated version of
the algorithm (see (14)) while the number of iterations will be smaller N = O
(√
LR2/ε
)
. Both
these bounds are optimal [38].
Unfortunately, to prove these bounds we also met the problem of martingale-differences mentioned
above. But analogously to Theorem 2 one can obtain a little bit weaker result.
Theorem 3. The output of Algorithm 3 with the following change in the steps 2: Lk+1 :=
max
{
Lk
2 , L
}
; and following change in step 4 Lk+1 := min
{
2Lk+1, L¯
}
; in step 6:
rk+1 = max
{
Θ
(
αkσ
2
0L¯
2
εL2
(lnα−1 +m lnN)
)
, 1
}
;
where L ≤ L0 ≤ L¯, L ≡ L0 ≡ L¯ mod 2 and m = log2(L¯/L) ∈ N, after N = Θ
(√
L¯R2
ε
)
itera-
tions and T = O˜
(
σ20R
2L¯3
ε2L3
)
gradient oracle calls, satisfies the following inequality with probability
≥ 1− α
f(xN )− f(x∗) ≤ ε.
We prove the theorem in supplementary materials.
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Algorithm 3 Adaptive Stochastic Accelerated Gradient Method
Require: Number of iterations N , D0 accuracy ε, A0 = 0, initial guess L0, y0 = u0 = x0.
1: for k = 0, . . . , N − 1 do
2: Lk+1 :=
Lk
4 .
3: repeat
4: Lk+1 := 2Lk+1.
5: αk+1 = (1 +
√
1 + 4AkLk+1)/(2Lk+1),
Ak+1 = Ak + αk+1.
6: rk+1 = max
{
αk+1D0
ε , 1
}
7: yk+1 = (αk+1uk +Akxk)/Ak+1.
8: uk+1 = uk − αk+1∇rk+1f(yk+1, {ξk+1l }rk+1l=1 ).
9: xk+1 = (αk+1uk+1 +Akxk)/Ak+1.
10: until
f(xk+1) ≤ f(yk+1) + 〈∇rk+1f(yk+1, {ξk+1l }rk+1l=1 ), xk+1 − yk+1〉
+ Lk+1‖xk+1 − yk+1‖22 +
αk+1
2Ak+1
ε.
11: end for
Ensure: xN .
2.4 Practical implementation of adaptive algorithms
Next we comment on applicability of Algorithm 2 and Algorithm 3 in real problems. Generally, in
case when the exact gradients of function f(xk) is unavailable, function values itself of f(xk) are
also unavailable. It holds, e.g. in stochastic optimization problem, where the objective is presented
by its expectation
f(x) = Ef(x, ξ). (23)
In this case we estimate the function as a sample average
f(x, {ξl}rl=1) =
1
r
r∑
l=1
f(x, ξl)
and use it in adaptive procedures. In this case we interpret Lk as the worst constant among all
Lipschitz constants for f(x, ξ) with different realization of ξ. Indeed, if Lk+1 satisfies the following
f(xk+1, ξk+1) ≤ f(xk, ξk+1) + 〈∇f(xk, ξ), xk+1 − xk〉+ Lk+1‖xk+1 − xk‖22 + ε/2.
Then it satisfies
f(xk+1, {ξk+1l }rk+1l=1 ) ≤ f(xk, {ξk+1l }rk+1l=1 ) + 〈∇rk+1f(x, {ξk+1l }rk+1l=1 ), xk+1 − xk〉
+ Lk+1‖xk+1 − xk‖22 + ε/2. (24)
If, e.g, (23) holds we replace adaptive procedure in the algorithms by (24).
We also comment on batch size. If the batch size rk decreases during the process of Lk selection,
we preserve rk from the previous iteration in order not to recalculate stochastic approximation
∇rk+1f(xk, {ξk+1l }rk+1l=1 ).
All these remarks remain true also in non-convex case.
3 Stochastic non-convex optimization
In this section we assume that the objective f may be non-convex. As in the previous section we
consider two cases: known and unknown Lipschitz constant L.
3.1 Non-adaptive algorithm
The next Lemma provides general quite simple inequality which is necessary to prove complexity
bounds.
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Algorithm 4 Non-convex Stochastic Gradient Descent
Require: Number of iterations N , variance D, Lipschitz constant L, accuracy ε, starting point x0.
1: Calculate batch size r = max{ 12Dε2 , 1}.
2: for k = 0, . . . , N − 1 do
3: xk+1 = xk − 12L∇rf(xk, {ξk+1l }rl=1).
4: end for
Ensure: xˆ = arg min
k=1,..N
‖∇f(xk)‖2.
Theorem 4. Algorithm 4 with the total number of stochastic gradient oracle calls4 T =
O
(
DL(f(x0)−f(x∗))
ε4
)
and number of iterations N = O
(
L(f(x0)−f(x∗))
ε2
)
outputs a point5 xˆN
which satisfies
E‖∇f(xˆN )‖22 ≤ ε2. (25)
Proof. Due to ‖a‖2 ≤ 2‖b‖2 + 2‖a− b‖2 for any a, b ∈ Rn we get the following inequality
‖∇rf(xk,{ξk+1l }rl=1)‖22 ≥
1
2
‖∇f(xk)‖22 − ‖∇f(xk)−∇rf(xk, {ξk+1l }rl=1)‖22. (26)
In non-convex case Lemma 1 remains true. Using it and (26) we get (see also [12])
f(xk+1)− f(xk) ≤ − 1
8L
‖∇f(xk)‖22 +
3
4L
δ2k+1,
where δ2k+1 = ‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22.
If Eδk ≤ ε212 for any k, then to achieve convergence in the norm of the gradient (25), we need to do
N = 16L(f(x0)− f(x∗))/ε2 iterations.
Then we can define batch size from
Eδ2k+1 = E‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22 = D/r ≤ ε2/12.
Consequently, r = 12Dε2 . Summing r over all N iterations we get the total number of oracle calls
T .
3.2 Adaptive algorithm
Theorem 5. Algorithm 5 (with line 3 Lk+1 := min
{
Lk
4 , L
}
line 5 Lk+1 := min
{
2Lk+1, 2L¯
}
)
with expected number of stochastic gradient oracle calls T˜ = O
(
D0L¯
2(f(x0)−f(xN ))
Lε4
)
and expected
number of iterations N˜ = O
(
L¯2(f(x0)−f(xN ))
Lε2
)
outputs a point xˆN satisfying
E‖∇f(xˆN )‖22 ≤ ε2.
Sketch of the Proof. From (27) using Lemma 1 we get
f(xk+1)− f(xk) ≤− 1
4Lk+1
‖∇rf(xk, {ξk+1l }rl=1)‖22 + ε2/(32Lk+1). (28)
From (26) and (28) and we have
f(xk+1)− f(xk) ≤− 1
8Lk+1
‖∇f(xk)‖22 +
1
4Lk+1
δ2k+1 + ε
2/(32Lk+1),
where δ2k+1 = ‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22.
4 According to recent works [4, 7], T and N corresponds to lower bounds.
5 This xˆ is difficult to calculate in practice. Therefore, we refer to the paper [15], in which this problem is
partially solved.
10
Algorithm 5 Adaptive Non-convex Stochastic Gradient Descent
Require: Number of iterations N , D0, accuracy ε, initial guess L0, starting point x0.
1: Calculate r = max{ 8D0ε2 , 1}.
2: for k = 0, . . . , N − 1 do
3: Lk+1 :=
Lk
4 .
4: repeat
5: Lk+1 := 2Lk+1.
6: xk+1 = xk − 12Lk+1∇rf(xk, {ξ
k+1
l }rl=1).
7: until
f(xk+1) ≤ f(xk) + 〈∇rf(xk, {ξk+1l }rl=1), xk+1 − xk〉+ Lk+1‖xk+1 − xk‖22 +
ε2
32Lk+1
.
(27)
8: end for
Ensure: xˆ = arg min
k=1,..N
‖∇f(xk)‖2.
If ‖∇f(xk)‖22 ≥ ε2. Then
f(xk+1)− f(xk) ≤ −(3ε2 − 8δ2k+1)/(32Lk+1). (29)
We have that Lk+1 ≤ 2L¯.
If 3ε2 − 8δ2k+1 ≥ 0 we may replace Lk+1 by 2L¯. Therefore, we rewrite (29) with minor changes and
after taking the expectation we get
Ef(xk+1)− Ef(xk) ≤ −L(2ε2 − 8Eδ2k+1)/(64L¯2).
Ensuring Eδ2k+1 ≤ ε2/8 we obtain
Ef(xk+1)− Ef(xk) ≤ −Lε2/(64L¯2).
Summing this over expected number of iteration we get
N˜ = 64L¯2(f(x0)− f(x∗))/Lε2. (30)
This N˜ ensures that for some k we get ‖∇f(xk)‖22≤ε2.
We choose the batch size according to
Eδ2k+1 = E‖∇rf(xk, {ξk+1l }rl=1)−∇f(xk)‖22 = ε2/8 ≤ D0/r.
Consequently, r = 8D0ε2 . Using the expected number of algorithm iterations (30) we get expected
number of oracle calls
T˜ = N˜r = 512D0L¯
2(f(x0)− f(xN ))/Lε4.
4 Experiments
We perform experiments using proposed methods with and without acceleration6 on convex and
non-convex problems and compare results with commonly used methods — Adam, [21] and Adagrad,
[8]. We trained logistic regression, two-layer sigmoid-activated and ReLU-activated fully-connected
networks on MNIST [24] and CNN with three filters and three fully-connected layers on CIFAR10
[22]. Objective for all the problems is cross-entropy function between predicted class distribution
and ground-truth class. Hyperparameters for Alg. 2, 3 were D0 = 0.01, ε = 10−5, Lk = 100, and
6In practice we use slightly different rule in line 2: Lk+1 := Lk/4 and simpler formula for batch size rk+1 –
without constants L and L¯.
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D0 = 0.1, L0 = 1, ε = 0.002 for Alg 5. Adam and Adagrad had batch size equals to 128, learning
rate = 0.001 and β1 = 0.9, β2 = 0.999 — these parameters are frequently used in various machine
learning tasks and are used in [21]. Dynamics of objective function value on training set and testing
accuracy for every task are depicted on Fig 1. Since our tasks come from machine learning domain
we measure not only objective, but also accuracy on test set Fig 2. We also investigate convergence by
epochs and sensibility to starting point and hyperparameters on logistic regression and fully connected
network. We fix 5 starting points and exponential hyperparameter grids. For our methods the
grid was D0 = [0.1, 0.01, 0.001, 0.0001], ε = [0.01, 0.001, 0.0001, 0.00001], L0 = [1000, 10000],
min L (minimal cut off for Lipshitz constant for more stable convergence, but it is not necessary)
= [101, 11, 2]; for Adam and Adagrad we use lr = [0.00001, 0.0001, 0.001, 0.01, 0.1] and batch
size = [32, 64, 128, 256, 512, 1024]. The procedure is follows. We fix hyperparameters and average
all runs by starting point. Then we compute median for each epoch by all hyperparameters (median is
used to avoid outliers caused by bad sets of hyperparameters). So, this analysis gives us picture of how
algorithms perform in average (by starting points and hyperparameters). Results of the analysis are
summarized on Fig 3 and Fig 4 for objective and testing accuracy correspondingly. One can see that
proposed methods are very robust to hyperparameters set and can be used for wide range of tasks and
settings. The code for all proposed methods is available, visit https://github.com/alexo256/
Adaptive-Gradient-Descent-for-Convex-and-Non-Convex-Stochastic-Optimization.
Figure 1: Objective by iteration
Figure 2: Testing accuracy by iteration
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Figure 3: Averaged objective by epoch
Figure 4: Averaged testing accuracy by epoch
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A Appendix
A.1 Accelerated adaptive algorithm
In order to prove the main result we have to prove the following lemmas.
Lemma 3. Let ψ(x) be a convex function, and
y = arg min
x∈Rn
{ψ(x) + β
2
‖x− z‖22}.
Then
ψ(x) +
β
2
‖x− z‖22 ≥ ψ(y) + β
2
‖y − z‖22 + β
2
‖x− y‖22, ∀x ∈ Rn.
The lemma can be proved using optimality condition and β–strong convexity of the optimized function. Here and
after we simplify formula∇rf(·, {ξk+1l }rl=1) as∇rf(·). Let us denote lf (x; y) = f(y)+ 〈∇rk+1f(y), x−y〉.
Lemma 4. For all x ∈ Rn
lf (x
k+1; yk+1) +
Lk+1
2
‖xk+1 − yk+1‖22
≤ Ak
Ak+1
lf (x
k; yk+1) +
αk+1
Ak+1
(
lf (x; y
k+1) +
1
2αk+1
‖x− uk‖22 − 1
2αk+1
‖x− uk+1‖22
)
Proof.
lf (x
k+1; yk+1) +
Lk+1
2
∥∥∥xk+1 − yk+1∥∥∥2
2
(step 9)
= lf
(
αk+1u
k+1 +Akx
k
Ak+1
; yk+1
)
+
Lk+1
2
∥∥∥∥αk+1uk+1 +AkxkAk+1 − yk+1
∥∥∥∥2
2
(step 7)
= f(yk+1) +
αk+1
Ak+1
〈∇rk+1f(yk+1), uk+1 − yk+1〉
+
Ak
Ak+1
〈∇rk+1f(yk+1), xk − yk+1〉+ Lk+1α
2
k+1
2A2k+1
∥∥∥uk+1 − uk∥∥∥2
2
=
Ak
Ak+1
(
f(yk+1) + 〈∇rk+1f(yk+1), xk − yk+1〉
)
+
αk+1
Ak+1
(
f(yk+1) + 〈∇rk+1f(yk+1), uk+1 − yk+1〉
)
+
Lk+1α
2
k+1
2A2k+1
∥∥∥uk+1 − uk∥∥∥2
2
=
1
Ak
Ak+1
lf (x
k; yk+1) +
αk+1
Ak+1
(
lf (u
k+1; yk+1) +
1
2αk+1
∥∥∥uk+1 − uk∥∥∥2
2
)
≤
2
Ak
Ak+1
lf (x
k; yk+1) +
αk+1
Ak+1
(
lf (x; y
k+1) +
1
2αk+1
∥∥∥x− uk∥∥∥2
2
− 1
2αk+1
∥∥∥x− uk+1∥∥∥2
2
)
.
1 – from Ak+1 = Lk+1α2k+1 (step 5).
2 – Lemma 3. Note that we can rewrite step 8 as
uk+1 = arg min
x∈Rn
{lf (x; yk+1) + 1
2αk+1
∥∥∥x− uk∥∥∥2
2
}.
Lemma 5. For all x ∈ Rn,
Ak+1f(x
k+1)−Akf(xk) + 1
2
∥∥∥x− uk+1∥∥∥2
2
− 1
2
∥∥∥x− uk∥∥∥2
2
≤ αk+1f(x) + αk+1ε
2
+ αk+1〈∇rk+1f(yk+1)−∇f(yk+1), x− uk〉.
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Proof.
f(xk+1)
(22) (main part)
≤ lf (xk+1; yk+1) + Lk+1
2
∥∥∥xk+1 − yk+1∥∥∥2
2
+
αk+1
2Ak+1
ε
Lemma 4≤ Ak
Ak+1
lf (x
k; yk+1) +
αk+1
Ak+1
(
lf (x; y
k+1)
+
1
2αk+1
∥∥∥x− uk∥∥∥2
2
− 1
2αk+1
∥∥∥x− uk+1∥∥∥2
2
)
+
αk+1
2Ak+1
ε.
From the last inequality we have
f(xk+1) ≤ Ak
Ak+1
(
f(yk+1) + 〈∇rk+1f(yk+1), xk − yk+1〉
)
+
αk+1
Ak+1
(
f(yk+1) + 〈∇rk+1f(yk+1), x− yk+1〉
+
1
2αk+1
∥∥∥x− uk∥∥∥2
2
− 1
2αk+1
∥∥∥x− uk+1∥∥∥2
2
)
+
αk+1
2Ak+1
ε
=
Ak
Ak+1
(
f(yk+1) + 〈∇f(yk+1), xk − yk+1〉
+ 〈∇rk+1f(yk+1)−∇f(yk+1), xk − yk+1〉
)
+
αk+1
Ak+1
(
f(yk+1) + 〈∇f(yk+1), x− yk+1〉
+ 〈∇rk+1f(yk+1)−∇f(yk+1), x− yk+1〉
+
1
2αk+1
∥∥∥x− uk∥∥∥2
2
− 1
2αk+1
∥∥∥x− uk+1∥∥∥2
2
)
+
αk+1
2Ak+1
ε
≤
1
Ak
Ak+1
f(xk) +
αk+1
Ak+1
(
f(x) +
1
2αk+1
∥∥∥x− uk∥∥∥2
2
− 1
2αk+1
∥∥∥x− uk+1∥∥∥2
2
)
+
αk+1
2Ak+1
ε+
αk+1
Ak+1
(
〈∇rk+1f(yk+1)−∇f(yk+1), x− yk+1〉
)
+
αk+1
Ak+1
〈∇rk+1f(yk+1)−∇f(yk+1), yk+1 − uk〉
=
Ak
Ak+1
f(xk) +
αk+1
Ak+1
(
f(x) +
1
2αk+1
∥∥∥x− uk∥∥∥2
2
− 1
2αk+1
∥∥∥x− uk+1∥∥∥2
2
)
+
αk+1
2Ak+1
ε+
αk+1
Ak+1
〈∇rk+1f(yk+1)−∇f(yk+1), x− uk〉.
1 – convexity and Ak(yk+1 − xk) = αk+1(uk − yk+1) from (step 7).
Lemma 6. Let the sequence u0, u1, . . . , uN and sequence y0, y1, . . . , yN be generated after N =
Θ
(√
L¯R2
ε
)
iterations of Algorithm 3 with the change made in Theorem 3. Then with probability ≥ 1− α it
holds
N−1∑
k=0
αk+1〈∇rk+1f(yk+1)−∇f(yk+1), x∗ − uk〉 = O
(‖x0 − x∗‖2) = O (R2) .
Proof of Lemma 6 is the same as Lemma 2 (main part). Now we are ready to prove Theorem 3.
Proof of Theorem 3. Let us telescope inequality from Lemma 5 for k = 0, ..., N − 1,
ANf(x
N )−A0f(x0) + 1
2
∥∥∥x− uN∥∥∥2
2
− 1
2
∥∥x− u0∥∥2
2
≤ (AN −A0)f(x) +
N−1∑
k=0
αk+1〈∇rk+1f(yk+1)−∇f(yk+1), x− uk〉+ ANε
2
In view of 1
2
∥∥x− uN∥∥2
2
≥ 0, ∀x ∈ Rn, we have
ANf(x
N )−ANf(x) ≤ 1
2
∥∥x− u0∥∥2
2
+
N−1∑
k=0
αk+1〈∇rk+1f(yk+1)−∇f(yk+1), x− uk〉+ ANε
2
.
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With x = x∗ we get
ANf(x
N )−ANf(x∗) ≤ R2 +
N−1∑
k=0
αk+1〈∇rk+1f(yk+1)−∇f(yk+1), x− uk〉+ ANε
2
.
Using Lemma 6 we have that with probability ≥ 1− α it holds
ANf(x
N )−ANf(x∗) ≤ R2 +O
(
R2
)
+
ANε
2
and
f(xN )− f(x∗) ≤ R
2
AN
+O
(
R2
AN
)
+
ε
2
.
Next we use 1
AN
= O
(
L¯
N2
)
and N = Θ
(√
L¯R2
ε
)
in order to get the statement of the theorem. It is remains
to show that T = O˜
(
σ20R
2L¯3
ε2L3
)
. Indeed, from AN = O
(
N2
L
)
we have
T =
N−1∑
k=0
O˜
(
αkσ
2
0L¯
2
εL2
)
= O˜
(
ANσ
2
0L¯
2
εL2
)
= O˜
(
σ20R
2L¯3
ε2L3
)
.
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