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Abstract—Use of aerial base stations (ABSs) is a promising
approach to enhance the agility and flexibility of future wireless
networks. ABSs can improve the coverage and/or capacity of a
network by moving supply towards demand. Deploying ABSs
in a network presents several challenges such as finding an
efficient 3D-placement of ABSs that takes network objectives
into account. Another challenge is the limited wireless backhaul
capacity of ABSs and consequently, potentially higher latency
incurred. Content caching is proposed to alleviate the backhaul
congestion and decrease the latency. We consider a limited
backhaul capacity for ABSs due to varying position-dependent
path loss values and define two groups of users (delay-tolerant
and delay-sensitive) with different data rate requirements. We
study the problem of jointly determining backhaul-aware 3D
placement for ABSs, user-BS associations and corresponding
bandwidth allocations while minimizing total downlink transmit
power. Proposed iterative algorithm applies a decomposition
method. First, the 3D locations of ABSs are found using semi-
definite relaxation and coordinate descent methods, and then
user-BS associations and bandwidth allocations are optimized.
The simulation results demonstrate the effectiveness of the
proposed algorithm and provide insights about the impact of
traffic distribution and content caching on transmit power and
backhaul usage of ABSs.
Index Terms—5G mobile network, UAV, aerial base station,
drone, 3D placement, user-BS association, wireless backhaul,
content caching, semi-definite relaxation.
I. INTRODUCTION
UNMANNED aerial vehicles (UAVs), also known asdrones or aerial base stations (ABSs), can play an
important role in future wireless networks. ABSs have salient
attributes; they can make wireless networks more flexible and
agile, and act as an additional layer for existing heterogeneous
networks (HetNets). ABSs can assist ground BSs by injecting
capacity into the network during hard-to-predict congestion
times or by temporarily covering users when ground BSs are
not accessible, such as in remote areas or in the case of a
natural disaster.
A. Related Work
There has been a growing interest in the use of ABSs over
the past few years [1]–[7]. One of the most challenging issues
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in integrating ABSs1 in wireless networks is finding their
optimum 3D positions. This was not an issue in terrestrial
networks, given that service providers would install BSs in
specific areas on the basis of the average traffic in a region. If
the average traffic changed over time, the capacity or coverage
could be increased/decreased by installing new cells or by
switching off existing ones, but once the BSs were installed,
their locations were fixed. Because of this, the use of ABSs
is very promising as they add a degree of freedom to the
network by their adjustable height and their potential mobility,
yet finding the best 3D placement for an ABS in relation to
terrestrial BSs and other ABSs remains a complex problem.
Several papers have investigated the problem of the 3D
placement of ABSs in networks. Some have focused on finding
the optimal trajectory or 3D deployment of a single ABS in
a network [9]–[11]. In [9], the authors assumed that users
will move to a location with better coverage if they are
offered incentives and they jointly found the 3D location of an
ABS and incentives suggested to users. In [10], an algorithm
was proposed by decoupling the vertical dimension from the
horizontal dimension, to find the maximum number of covered
users while the transmit power was minimized. For the vertical
dimension, the optimum angle that maximized the coverage
radius was found, followed by the optimum height. Also, in
the horizontal dimension, the deployment was modeled as
a circle placement problem. Utilizing solar-powered ABSs
is a promising approach to address limited operational time
in ABSs. By harvesting solar energy and converting it into
electrical energy, longer endurance flights becomes possible;
therefore, in [11], the authors considered a solar-powered UAV
and suggested an off-line and two online algorithms to jointly
find the trajectory of the UAV and resource allocation to serve
a set of users while maximizing the system sum throughput
during a period of time.
To model more practical scenarios, other papers have
considered networks with more than one ABS or with the
integration of terrestrial networks as in [1], [12]–[16]. Machine
learning is an important enabler in such involved problems;
therefore, in [12], using discounted reward reinforcement
learning method, the authors determined the optimum 3D
placement of an ABS in a network with ground BSs while
1What we refer to as ABS in this paper, is a study item for 3GPP Release-
17 and is referred to as "on-board radio access node (UxNB)" in the 3GPP
documents [8].
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2user mobility is also taken into account. In [1], a heuristic
algorithm based on particle swarm optimization (PSO) was
suggested for finding the minimum number of ABSs and
their 3D placements in order to meet the minimum quality-of-
service (QoS) requirements of the users. In [13], two heuristic
approaches, namely genetic algorithm and PSO, were used to
maximize the user satisfaction with provided data rates and to
find the user-BS associations and optimal positions of ABSs.
In [14], an integration of ABSs and drone users was proposed.
ABSs were deployed on the basis of the notion of truncated
octahedron shapes, and cell associations for minimizing the
latency was performed using optimal transport theory. In [15],
the trajectory and deployment of ABSs to minimize the power
consumption of the users was investigated. In [16], the total
transmit powers of the users were minimized while satisfying
some QoS constraints in the uplink, and by converting the
problems into subproblems, the resource allocations, user
associations, and placements of ABSs were found.
Another major aspect of ABSs is their wireless backhaul.
Unlike ground BSs, which are usually connected to the core
network by high capacity fibre links, ABSs should have
a wireless backhaul of limited capacity. Moreover, wireless
backhaul capacity may also change dramatically due to in-
clement weather conditions, environmental parameters, and the
distance of an ABS from a backhaul source. Therefore, it is
crucial to consider a wireless backhaul with limited variable
capacity in designing the network with ABSs. There are a few
works that have considered this issue [17]–[21]. In [17], the
optimum placement of an ABS was found using a network-
centric or user-centric approach for maximizing the network
throughput. In this work, the backhaul had a fixed capacity and
the effect of its variation on the throughput of the network was
investigated. In [18], a number of ABSs were connected to a
macro base station (MBS) for backhauling, and the problem
jointly optimized the 3D placement of ABSs and the user-BS
associations and bandwidth allocations in order to maximize
the total rate of the users in a proportional fairness approach.
To overcome the limited backhaul capacity of ABSs, in [19],
non-orthogonal multiple access (NOMA) was employed on
backhaul transmission, and the authors jointly optimized the
resource allocation at the MBS and ABSs along with the
decoding order of the NOMA process and the positions of the
ABSs to maximize the sum of achievable rate of the users. In
[20], the total data rate of the users is maximized in a network
with multiple ABSs with fixed altitudes, while taking into
account the backhaul capacity limitations of ABSs. In [21], an
interference management algorithm is proposed to maximize
the sum rate of the network while optimizing the user-BS
association and power allocations. In this paper, the depen-
dency between the backhaul and access links is considered in
a binary fashion in a way that there will be no transmissions in
access side if the received signal to interference plus noise ratio
(SINR) at backhaul links are below a predefined threshold. In
[22], an integrated network of a satellite, and several MBSs,
small BSs, and ABSs are considered where the satellite and
MBSs provide backhaul connectivity for small BSs and ABSs.
The problem is formulated using a competitive market setting
and by applying a heavy ball iterative algorithm, the user-BS
association and resource allocation are jointly found and the
total profit in the network is maximized.
The diversity of use cases in 5G is classified in three broad
categories: enhanced mobile broadband (eMBB), massive
machine-type communications (mMTC), and ultra-reliable and
low latency communications (uRLLC) [23]. All of them have
different challenging demands such as seamless user experi-
ence, very low latency or very high data rates. A comprehen-
sive study about the key technologies that should be employed
in 5G wireless systems in order to support applications with
stringent QoS requirements is provided in [24]. Edge-caching
is one of the propitious techniques to address very low latency
requirements of future wireless networks by bringing content
closer to end-users via distributed storage in the network.
Edge-caching also helps alleviate backhaul congestion es-
pecially during peak traffic times in networks with limited
backhaul capacity [25], [26]. Having wireless backhaul in
ABSs and using terrestrial BSs as hubs for backhauling can
be an issue for some delay-sensitive applications. Moreover,
ABSs also have limited battery life. Therefore, it is crucial to
equip ABSs with local caches to help with both the backhaul
congestion and the latency issue. Enabling ABSs with caching
will also reduce energy consumption and prolong battery life.
To increase the probability of users requesting files that are
available in the local cache of an ABS, content caching is
often designed using popularity distributions, e.g., the Zipf
distribution [27]. However, files may be cached at an ABS
whose channel to the user requesting the file is poor. In this
case, data transmission may not be reliable or high transmit
power will be required. Therefore, we may have to send the
requested files via backhaul to other ABSs who have better
channels to that user or directly via the terrestrial BSs in the
network. The caching placement phase is usually implemented
during an offline interval when the ABS is being charged at
an ABS park as illustrated in Fig. 1. When the ABS is on
duty, the delivery phase happens after users send their requests.
There are a few papers which consider caching in ABSs. In
[28], an algorithm based on the machine learning framework
of conceptor based echo state networks was proposed to find
user-ABS associations, the optimal location of ABSs, and the
contents to be cached at each ABS while increasing the quality
of experience of users and minimizing the transmit power of
ABSs. In [29], ABSs captured videos on live games and sent
them to small BSs that served the virtual reality users. To
meet the delay requirements, BSs were able to cache some
popular contents from the data. A distributed deep learning
algorithm based on echo liquid state machine was proposed to
solve the optimization problem. In [30], a network of ABSs
that can operate on both licensed and unlicensed bands are
considered and an optimization problem is formulated that
tries to maximize the number of stable queue users in the
network by applying a distributed algorithm based on the
machine learning framework of liquid state machine. Using the
algorithm, the cloud could predict content request distribution
of the users and determine the contents that need to be cached
in each ABS. Moreover, each ABS could decide autonomously
about its spectrum allocation. In [31], throughput among
Internet of Things (IoT) devices was maximized by finding
3the location of the ABS and the placement of content caching.
To sum-up, utilizing ABSs in wireless networks is very
promising, yet a number of issues remain to be effectively
addressed, including 3D positioning of ABSs, wireless back-
hauling, user-BS associations for users with different QoS
requirements, and resource allocation.
B. Our Contribution
As mentioned above, an important difference between a
ground BS and an ABS is the major limitation in the
backhaul link of ABSs; therefore, considering this constraint
in deploying ABSs is essential. To this end, we provide a
novel framework that accounts for limited backhaul capacity
in ABSs and distinct types of users in the network. In so
doing, we propose an algorithm that determines a backhaul-
aware 3D placement for ABSs while minimizing their transmit
power; further, the algorithm we propose also determines user-
BS associations and their bandwidth allocations in a HetNet.
In the literature, determining user-BS associations is usually
considered in isolation from other aspects of network design;
however, for the association of a user with a BS several consid-
erations must be taken into account. These include the channel
condition between the BS and the user, the user type, the
requested content, and the QoS demand. Therefore, efficient
utilization of resources and association of users is coupled
with the deployment of ABSs in the network. To the best of
our knowledge, this is the first work that considers limited
variable backhaul capacity as one of the design constraints in
a vertical HetNet and jointly finds 3D location of ABSs, user-
BS associations, and bandwidth allocations. The distinctive
features of this paper are outlined as follows:
• We consider wireless backhaul with limited variable ca-
pacity for ABSs. The capacity is affected by the network
parameters and the distance from the MBS. This limita-
tion affects both the association of the users and the 3D
placement of the ABSs.
• One of the main differences in 5G networks and beyond
is the capacity to provide seamless service for different
applications with diverse demands. Accordingly, we as-
sume two types of users in the network: delay-sensitive
and delay-tolerant, and find the user-BS associations and
the 3D placement of the ABSs considering user types and
their requested contents.
• In contrast to a number of previous studies that considered
only ABSs in a network, here we consider a vertical
HetNet that includes both ground and aerial BSs. The
ground BS can provide service for the users and is also
considered as the backhaul source for ABSs.
• One of the important add-ons to the ABSs is content
caching to alleviate network congestion and decrease
latency, especially for delay-sensitive users. We assume
that ABSs can cache some popular contents when they
are not on-duty. When a user triggers a request, it can be
responded to by both ABSs or MBS, depending on the
location, requested content, and type of application.
• The optimization problem is decoupled into two parts.
The 3D placement problem is a non-convex quadratic
Fig. 1. Graphical illustration for the integration of cache-enabled ABSs in
a cellular network. Only users that are in LoS coverage of an ABS can be
associated with it. User (a) is delay-sensitive and its requested content is not
available in the ABS; therefore, it has to be served by the MBS. User (b) is
delay-tolerant; therefore, it can connect to the ABS, even though its requested
content is not available in that ABS. User (c) requests the data that is cached
in the ABS; so whether it is delay-tolerant or delay-sensitive does not matter,
and it can be served by the ABS. The ABS park is for energy charging and
content caching.
constraint quadratic programming (QCQP) problem
which is transformed into a convex problem using a semi-
definite relaxation (SDR) technique, while the association
problem is transformed into a binary linear programming
and solved by existing optimization tools.
• We cancel the effect of co-channel interference in ABSs
by employing ideal directional antennas and show the
importance of applying interference mitigation techniques
in aerial networks by illustrating the effect of such
interference on the performance of the network when
directional antennas are not ideal.
The rest of this paper is organized as follows. In Section
II, the system model is introduced. The problem is described
in Section III, and the algorithm is proposed in Section IV. A
performance evaluation is presented in Section V, and finally
conclusions are drawn in Section VI.
II. SYSTEM MODEL
We consider a downlink wireless HetNet including two tiers
of BSs, an MBS, and several ABSs as depicted in Fig. 1. ABSs
utilize wireless connections for both access and backhaul links.
Wireless links provide a mobility advantage to ABSs such
that they can be positioned relative to user locations, which
can increase spectral efficiency and decrease average path
loss. However, wireless links can be less reliable compared
to wired connections, and energy expenditure increases too.
Therefore, a careful system design is key for ABS operations.
We assume that high capacity fibre links carry information
from the MBS to the core network; therefore, there is no
congestion in the backhaul link of the MBS. We also consider
MBS as a hub to connect ABSs to the network. Wireless links
are capacity-limited and may suffer congestion during peak
network times. They can also increase the latency compared
4to a wired backhaul; therefore, we assume that ABSs can
cache some data. Caching popular content is a very effective
method to alleviate backhaul congestion and decrease delays
in delivering service to end-users by bringing the data closer
to the users. It will also decrease the total transmit power
in the network as there is no need to fetch data every time
a user requests data from the core network. Hit probability
is a principal metric that shows the probability of a user’s
requested content being stored in a BS or not [32]. A lower
probability means that more backhaul capacity has to be
consumed. Different placement strategies yield different hit
probabilities. The mechanism is commonly designed on the
basis of the popularity of the content. It is observed that
content popularity follows a generalized Zipf law which states
that the request rate q(n) for the n-th most popular content is
proportional to 1nα for some α [33]. Typically, α is between
0.64 and 0.83.
Let us consider two groups of users in the system, namely
delay-tolerant and delay-sensitive users. Such users can be
defined either on the basis of the application they use or the fee
they pay for their subscribed services. Delay-sensitive users are
prone to high latency, while delay-tolerant users can tolerate
some delay and receive service at a later time. To overcome
the latency issue, a delay-sensitive user should either associate
with an MBS that has a wired backhaul to the core network
or connect to an ABS that has the requested data in its local
cache to avoid the need for a 2 hub connection from the ABS
to the core network and consequently lessen the delay.
We consider centralized decision-making in our network
whereby a central entity (can be the MBS) is aware of the
necessary information and the network parameters and makes
the user association decision along with bandwidth allocation,
power level transmission, and ABS locations in a region of
a network. At the end of section IV-A, a partially distributed
decision-making framework is also discussed.
We denote by I the set of users and by J the set of BSs.
We use i ∈ I = {1, 2, ..., I} and j ∈ J = {0, 1, ..., J} to index
users and BSs, respectively. Index 0 in J denotes the only
MBS in the system.
To avoid interference between backhaul and access links
of ABSs, we assume that backhaul links are operated at
mmWave frequencies. We also consider wireless point-to-point
Xn links between BSs, which do not interfere with access
and backhaul links. Due to non-ideal Xn connections and
the energy cost of wireless links, real-time coordination for
interference management among BSs may not be efficient.
Hence, to decrease inter-cell interference in different tiers,
reverse time division duplex (TDD) is employed, which uses
reversed uplink (UL)/downlink (DL) time slot configurations
for MBS and ABSs as seen in Fig. 2. When the MBS is in
the DL mode, the ABSs are in the UL mode and vice versa.
As a result, the only interference the users receive is from
the users that are using the same frequency spectrum and
associated with a BS in the other tier as observed in Fig. 3.
Such interference is usually negligible as the channels between
users usually have substantially higher path loss compared to
channels between BSs and users and the transmit power of
the user is usually much less than that of a BS [34]. Such
Fig. 2. Reverse-TDD time slot configuration for MBS and ABSs in a vertical
HetNet.
Fig. 3. When the MBS is in the DL/UL mode, the ABSs are in the UL/DL
mode; hence, the user that is served by a BS in a tier, receives interference
from the users in the other tier (dashed arrow). Arrows with similar colors
show that they are sharing the same time and frequency slot.
interference can also be mitigated by utilizing fast steerable
antennas in users devices and directing the signals towards the
serving BSs.
A. Channel Models
1) ABS-to-user: The path loss between an ABS and a
user depends on the altitude of the ABS and its elevation
angle from the user. There are mainly two propagation groups
corresponding to the receivers with line-of-sight (LoS) con-
nections and those with non-line-of-sight (NLoS) connections
which can still receive the signal from the transmitter due
to strong reflections and diffractions [35]. The total average
power reduction of a signal transmitted from an ABS to a
ground user can be written as
PL (dB) = FSPL + ψk, (1)
where FSPL is the free space path loss according to Friis
equation and it is equal to 20 log( 4pi fcdc ), where fc is the carrier
frequency, c stands for the speed of light, and d stands for
the distance between the transmitter and the receiver. Also
ψk, k = {LoS,NLoS} shows the excess path loss due to the
LoS or NLoS channel between the ABS and the user.
The probability of establishing a LoS connection between
an ABS and a user can be formulated as
P(LoS) = 1
1 + κ exp(−ζ( 180pi θ − κ))
, (2)
where κ and ζ are constant values depending on the environ-
ment, and θ is the elevation angle equal to arcsin( zd ), where z
is the altitude of an ABS, and d is its distance from a user. Fur-
thermore, the probability of NLoS is P(NLoS) = 1 − P(LoS).
5To mitigate the effect of co-channel interference, we assume
that ABSs are equipped with directional antennas. The antenna
gain can be approximated by [36]
g =

g0,− θB2 ≤ φ ≤
θB
2
,
g(φ), otherwise,
(3)
where |φ| = 90− θ, θB denotes the ABS directional antenna’s
half-power beamwidth, and g0 ≈ 30,000θ2B is the maximum gain
of the directional antenna [37]. We assume g(φ) is negligible.
2) MBS-to-user: We adopt the MBS channel model from
3GPP [38]. The average path loss in dB can be expressed as
15.2+37.6 log10(d), where d is the distance between the MBS
and the user in meters. Moreover, we assume that MBS has
omni-directional antenna.
3) MBS-to-ABS: We assume that wireless backhaul links
from the MBS to all ABSs experience the LoS propagation
condition. The average path loss in dB at 28 GHz is given as
61.4 + 20 log10(d), where d is the distance between the MBS
and ABSs in meters [39].
III. POWER MINIMIZATION PROBLEM
In this section, we propose an optimization framework that
determines the user-BS associations and bandwidth allocations
in addition to the 3D locations of the ABSs to minimize the
total transmit power of the ABSs in downlink transmission.
First, we introduce the constraints along with the design
objectives considered in the system and then present the
transmit power minimization problem formulation.
A. System Constraints
1) BS Association Constraints: In our framework, each user
should be served by only one BS. This yields the following
constraint: ∑
j∈J
ρi j = 1, ∀i ∈ I, (4)
where ρi j ∈ {0, 1} is a binary association indicator variable
for user i and BS j, and 1 indicates association.
2) Bandwidth Allocation Constraints: The total amount of
resources allocated by each BS to all the users cannot exceed
the available bandwidth of that BS. Therefore,∑
i∈I
ρi j βi j ≤ 1, ∀ j ∈ J, (5)
where βi j ∈ [0, 1] is the normalized resource of BS j that is
assigned to user i.
3) Data Rate Constraints: The wide range of services
requested by the users makes their demands fairly disparate.
To ensure that data rate demands of the users are met, each
user’s rate must not be less than its target rate. Therefore,∑
j∈J
ρi jBβi jri j ≥ ηi, ∀i ∈ I, (6)
where ηi is the data rate demanded by user i, B is the
total bandwidth of a BS, variable ri j is the received spectral
efficiency of user i when connected to BS j, and ηi is the
minimum required rate of user i. Assuming Shannon capacity
is achieved, ri j = log2(1+γi j), where γi j is the SINR received
by user i from jth BS.
4) User Type Constraints: We assume that the total data
in the network is K files. We also consider a finite cache
capacity in each ABS, which means that each ABS can store
part of the whole data in its local cache and refresh the
contents periodically. Caching generally has a different time
scale compared to other parts of the wireless communication
systems. Therefore, in this paper we assume that the ABSs
have already stored some contents in their local cache using
placement algorithms.
Let us define the cache matrix EJ×K = [ejk] = {0, 1} for
ABSs, where ejk = 1 denotes that ABS j caches kth file and
ejk = 0 indicates the opposite. The user request matrix is also
defined by U I×K = [uik] = {0, 1}, where uik = 1 means that
user i requests file k and uik = 0 means the opposite. We
assume that the central entity is aware of both matrices E and
U and therefore, can control the caching strategy by obtaining
the cache association matrix F I×J = [ fi j] = {0, 1}, where
fi j = 1 means that the content requested by user i is cached
in ABS j; otherwise, fi j = 0. Here is an example to explain
the caching strategy in more detail: Assume that there are 10
contents available in the network and each ABS can cache 20
percent of the total contents. Based on a certain placement
strategy, ABS 1 decides to keep contents 2 and 4 in its local
cache; therefore, e12 = 1 and e14 = 1. On the user side, if
user 3 requests for content 4, u34 becomes 1. As the central
entity is aware of the whole matrix E and U, it can obtain the
entries of matrix F. In the aforementioned example, f31 = 1
as the requested content of user 3 is available in ABS 1.
Let us consider the case of delay-sensitive users only
associating with the MBS or ABSs if they have their requested
data in their local cache, hence∑
j∈J
fi j ρi j ≥ τi, ∀i ∈ I, (7)
where τi ∈ {0, 1}. τi = 1 indicates that the user i is delay-
sensitive and τi = 0 indicates the opposite. We consider fi j = 1
for j = 0 as there is a wired connection from the MBS to the
core network.
5) LoS Constraints for Association: Adjustable altitudes
in ABSs can increase the likelihood of establishing an LoS
connection to ground users. A weaker channel implies higher
transmit power and resource usage; therefore, to decrease the
transmit power, we assume that user i can be associated with
ABS j only if it has an LoS channel with a high probability
with that ABS. Therefore,
P(LoS)i j ≥ aρi j, ∀i ∈ I, ∀ j ∈ J\0, (8)
where a is a number close enough to one.
6) Backhaul Capacity Constraints: The total data rate an
ABS can support should not exceed its backhaul capacity. Note
that by storing the content in the local cache of ABSs, we can
alleviate the backhaul consumption. Accordingly,∑
i∈I
ρi jBβi jri j(1 − fi j) ≤ Cj, ∀ j ∈ J\0, (9)
where Cj is the backhaul capacity of ABS j.
6B. Problem Formulation
Communication technologies are currently responsible for
around five percent of the total generated carbon footprint,
and this amount is expected to increase significantly with
the proliferation of data traffic and the number of connected
devices [40]. Therefore, due to both economic and environ-
mental concerns, it is not only data rate and throughput that
are important factors in network deployment these days, but
also how much energy is spent delivering that rate. Moreover,
by considering the limited energy in ABSs the importance is
doubled. To address the issue of energy efficiency, we optimize
the locations of ABSs to minimize the total transmit power
(to all the users) considering the data rate requirements of the
users and limited backhaul capacity of the ABSs. Therefore,
the optimization problem is expressed as follows:
P1: min
{Pi j }, {l j }, {ρi j }, {βi j }
∑
j∈J
∑
i∈I
Pi j ρi j (10a)
subject to∑
j∈J
ρi j = 1, ∀i ∈ I, (10b)∑
i∈I
ρi j βi j ≤ 1, ∀ j ∈ J, (10c)∑
j∈J
ρi jBβi jri j ≥ ηi, ∀i ∈ I, (10d)∑
j∈J
fi j ρi j ≥ τi, ∀i ∈ I, (10e)
P(LoS)i j ≥ aρi j, ∀i ∈ I, ∀ j ∈ J\0, (10f)∑
i∈I
ρi jBβi jri j(1 − fi j) ≤ Cj, ∀ j ∈ J\0, (10g)
ρi j ∈ {0, 1}, βi j ∈ [0, 1], ∀i ∈ I, ∀ j ∈ J, (10h)
where Pi j is the transmit power from BS j to user i and
l j = (xj, yj, zj) is the 3D location of ABS j. This optimization
problem has a non-convex objective function and nonlinear
constraints with a combination of binary and continuous vari-
ables. In other words, it is a non-convex, NP-hard optimization
problem.
IV. PROPOSED ALGORITHM
To alleviate the difficulties mentioned in the preceding
section, we break the problem down into subproblems and
solve them iteratively until they converge into a local optimum.
First, for fixed {ρi j} and {βi j}, we find {l j}, and then for new
3D locations of ABSs, we update {ρi j} and {βi j}. Finally
Pi j is calculated using the updated information. The detail is
explained in the following.
A. 3D Locations of ABSs
In this step, we assume that {ρi j} and {βi j} are known and
hence we find {l j}.
According to (10b), each user is associated with only one
BS; therefore, (10d) can be simplified to
ρi jBβi jri j ≥ ηiρi j, ∀i ∈ I, ∀ j ∈ J . (11)
By replacing ri j , we have
log2(1 + γi j)ρi j ≥
ηi
Bβi j
ρi j, (12)
where γi j =
Pi jgi j
hi jN0Bβi j
. Variable hi j is the path loss between
BS j and user i, gi j is the antenna gain, and N0 denotes
the noise power spectral density of the additive white Gaus-
sian noise (AWGN). If a user is associated with an ABS,
hi j = ( 4pi fcc )210ψk /10d2i j , where di j is the distance between
ABS j and user i. By substituting γi j in (12) and after some
manipulations we have
Pi j ρi j ≥ g−1i j hi j(2
ηi
Bβi j − 1)N0Bβi j ρi j, (13)
which can be simplified as
Pi j ρi j ≥ Ai jd2i j ρi j, (14)
where Ai j = g−1i j ( 4pi fcc )210ψk /10(2
ηi
Bβi j − 1)N0Bβi j and di j =
((xj − xi)2 + (yj − yi)2 + z2j )1/2, where (xj, yj, zj) and (xi, yi)
are the coordinates related to the location of ABS j and
user i, respectively. Therefore, in P1 instead of minimizing
the transmit power of ABSs, one can minimize the weighted
distance between the ABSs and their associated users.
Inequality (10f) can be rewritten as
θi j ≥ bρi j, ∀i ∈ I, ∀ j ∈ J\0, (15)
where b = −pi180ζ ln
1−a
κa +
piκ
180 . Therefore,
((xj − xi)2 + (yj − yi)2 + Vz2j )ρi j ≤ 0, (16)
where V = 1 − 1sin2 b .
Minimizing the total transmit power implies that each user
receives service with the minimum required rate; therefore,
(10g) can be changed to∑
i∈I
ηiρi j(1 − fi j) ≤ Cj, ∀ j ∈ J\0. (17)
By considering equal bandwidth allocations between ABSs for
backhauling, Cj = WJ · log2(1 + P0h j0N0W ), where W is the total
available bandwidth for backhaul connection from an MBS to
ABSs, P0 is the MBS transmit power for backhauling, and
hj0 is the path loss from the MBS to ABS j and it is equal
to 106.14d2
j0. After some manipulations, we have
Lj[(xj − x0)2 + (yj − y0)2 + z2j ] ≤ D, (18)
where Lj = 2
J
W
∑
i∈I ηiρi j (1− fi j ) − 1 and D = P0106.14N0W .
Finally, P1 is simplified to
P2: min
{x j,yj,z j }
∑
j∈J\0
∑
i∈I
Ai j[(xj − xi)2 + (yj − yi)2 + z2j ]ρi j
(19a)
subject to
[(xj − xi)2 + (yj − yi)2 + Vz2j ]ρi j ≤ 0, ∀i ∈ I, ∀ j ∈ J\0,
(19b)
Lj[(xj − x0)2 + (yj − y0)2 + z2j ] − D ≤ 0, ∀ j ∈ J\0.
(19c)
7The optimization problem P2 is in the form of separable
QCQP problems [41] whose general form is given as
min
{ξ j }
∑
j∈J\0
1
2
ξTj G0 jξj + q0
T
j ξ j + n0j (20a)
subject to
1
2
ξTj Gt jξ j + qt
T
j ξ j + nt j ≤ 0, ∀t = {1, ..., I + 1}, ∀ j ∈ J\0.
(20b)
Here we have
ξ j =
[
xj yj zj
]T
, (21)
and
G0 j =

2
∑
i Ai j ρi j 0 0
0 2
∑
i Ai j ρi j 0
0 0 2
∑
i Ai j ρi j
 . (22)
Also
q0 j =
[∑
i −2xiAi j ρi j
∑
i −2yiAi j ρi j 0
]
, (23)
and n0j =
∑
i(x2i + y2i )Ai j ρi j .
For the constraints we have
Gt j =


2ρi j 0 0
0 2ρi j 0
0 0 2V ρi j
 , if t = i,
2Lj 0 0
0 2Lj 0
0 0 2Lj
 , if t = I + 1.
(24)
Also
qt j =
{[−2xiρi j −2yiρi j 0] , if t = i,[−2Lj x0 −2Lj y0 0] , if t = I + 1, (25)
and
nt j =
{
(x2i + y2i )ρi j , if t = i,
Lj x20 + Lj y
2
0 − D , if t = I + 1.
(26)
Here we note that Gt j is not a positive semidefinite (PSD)
matrix; therefore, the QCQP problem is not convex. To solve
this issue, we apply the Suggest-and-Improve framework to
get approximate solutions to the non-convex QCQP problem
[42].
1) Suggest: In this step a candidate point is found. To find
a candidate point, we transform the problem to a semi-definite
programming problem using the SDR technique. SDR is a
computationally efficient approximation approach to QCQP.
Using ξTj G0 jξj = Tr(G0 jξ jξTj ) and by introducing the new
variable X j = ξ jξ
T
j we can rewrite each QCQP problem for
every ABS as
min
{X j }, {ξ j }
1
2
Tr(G0 jX j) + q0Tj ξ j + n0j (27a)
subject to
1
2
Tr(Gt jX j) + qtTj ξ j + nt j ≤ 0, ∀t = {1, ..., I + 1}, (27b)
X j = ξ jξ
T
j . (27c)
Using this transformation, we have embedded the original
problem with three variables into a much larger space by
obtaining the additional property that the objective and con-
straints are affine in X j and ξ j except the constraint (27c)
which is not convex. Problem (27) can be relaxed into a convex
problem by replacing this non-convex equality constraint with
a PSD constraint X j−ξ jξTj  0. Then by solving the following
convex problem in each ABS, a lower bound on the optimum
value of the problem P2 is found.
min
{X j }, {ξ j }
1
2
Tr(G0 jX j) + q0Tj ξ j + n0j (28a)
subject to
1
2
Tr(Gt jX j) + qtTj ξ j + nt j ≤ 0, ∀t = {1, ..., I + 1}, (28b)[
X j ξ j
ξTj 1
]
 0, (28c)
where the last constraint is formulated as a Schur complement
[43]. This problem is convex and can be conveniently solved
by available software packages such as convex optimization
toolbox CVX [44] in MATLAB.
Afterwards, one can apply the randomization procedure
explained in Algorithm 1 to improve the solution found via
SDR. Gaussian randomization procedure minimizes the ex-
pected objective function subject to holding the constraints in
expectation; therefore, there is no guarantee that the sampling
points from the normal distribution give feasible points of
problem P2 at all. However, these points are a good choice
for the Suggest method and can serve as a starting point for
the Improve method.
2) Improve: In this step, we run a local method to find
a solution point that is not worse than the candidate point.
As the candidate points might be infeasible, the goal in
this step is to minimize the constraint violation and obtain
a smaller value in the objective function. Here we apply a
coordinate-descent method to improve the candidate point δl∗ j .
Coordinate-descent method is an algorithm that solves opti-
mization problems by successively performing minimizations
along coordinate directions to find the local minimum of a
function, and it includes two phases.
The goal in the first phase is to reduce the maximum
constraint violation and achieve a feasible point if possible. Let
us consider δl∗ j as the candidate point. We repeatedly cycle
over each coordinate of δl∗ j and update it to the value that
minimizes the maximum constraint violation. If the violations
on all constraints along all the coordinates become zero or
smaller, a feasible point γ j is found.
In the second phase, we look for other feasible points
with better objective values. To do so, we cycle over each
coordinate of γ j and optimize the objective function while all
the constraints are satisfied. In other words, we solve P2 with
all the variables fixed but one.
As shown above, the problem of finding the 3D placements
of the ABSs was transformed to separable QCQPs; therefore,
for decision making, a partially distributed solution is possible
where the 3D location of each ABS is computed locally
at that particular ABS, but the decisions for associations
8Algorithm 1 Gaussian randomization procedure for the QCQP
problem
1: Inputs: SDR solution X∗j and ξ
∗
j , the number of randomizations
L.
2: for l = 1, ..., L do
3: generate δl j ∼ N(ξ∗j, X∗j − ξ∗jξ∗Tj ).
4: end for
5: determine l∗ = argminl=1,...,L 12δ
T
l j
G0 jδl j + q0
T
j δl j + n0j .
6: output: δl∗ j , which is the approximate solution for the QCQP
problem.
are made at a central controller. The distributed solution is
indeed preferred due to not relying on a single controller in
the network. Because if the centralized system suffers from
a failure, the operation of the entire network is disrupted.
A centralized solution may also endure signaling overhead,
outdated information, and scalability problems [45].
B. User-BS Associations and Bandwidth Allocations
In the second step, we assume that the locations of ABSs
are known and hence the problem is transformed to
P3: min
{ρi j }, {βi j }
∑
i∈I
∑
j∈J
g−1i j hi j(2
ηi
B j βi j − 1)N0Bβi j ρi j (29a)
subject to∑
j∈J
ρi j = 1, ∀i ∈ I, (29b)∑
i∈I
ρi j βi j ≤ 1, ∀ j ∈ J, (29c)∑
j∈J
fi j ρi j ≥ τi, ∀i ∈ I, (29d)
ρi j ≤ P(LoS)i j/α, ∀i ∈ I, ∀ j ∈ J\0, (29e)∑
i∈I
ηiρi j(1 − fi j) ≤ Cj, ∀ j ∈ J\0, (29f)
ρi j ∈ {0, 1}, βi j ∈ [0, 1], ∀i ∈ I, ∀ j ∈ J . (29g)
This problem is non-convex due to the non-convexity of
the objective function, binary variables {ρi j}, and the product
relationship between {ρi j} and {βi j}. To circumvent this
difficulty, we consider equal resource allocation between all
the users that are associated with a BS and assume all the
users in LoS coverage of an ABS are associated with that
ABS; therefore, P3 is transformed to
min
{ρi j }
∑
i∈I
∑
j∈J
g−1i j hi j(2
ηi
B j βi j − 1)N0Bβi j ρi j (30a)
subject to∑
j∈J
ρi j = 1, ∀i ∈ I, (30b)∑
j∈J
fi j ρi j ≥ τi, ∀i ∈ I, (30c)
ρi j ≤ P(LoS)i j/α, ∀i ∈ I, ∀ j ∈ J\0, (30d)∑
i∈I
ηiρi j(1 − fi j) ≤ Cj, ∀ j ∈ J\0, (30e)
ρi j ∈ {0, 1}, ∀i ∈ I, ∀ j ∈ J . (30f)
Algorithm 2 Finds 3D locations of ABSs, user-BS associa-
tions, and bandwidth allocations
1: Inputs: User locations, number of ABSs.
2: Initialization: Choose initial locations of the ABSs randomly.
Set t = 1, P(t) = ∑i∈I ∑j∈J g−1i j hi j (2 ηiB j βi j − 1)N0Bβi j ρi j , and
m(t) = P(t)−P(t−1). Define m(1) = N , where N is a big number.
 is a small positive number.
3: while m(t) ≥  do
4: Find ρi j (t) and βi j (t) in P3 and update P(t).
5: t = t + 1.
6: Find l j in P2 and update the ABSs locations. Find P(t) and
m(t), accordingly.
7: end while
Since this problem is a binary linear programming problem,
it can be solved by optimization tools such as MOSEK [46].
To refine {βi j} values, we solve the problem below in each
ABS j for known {ρi j}.
min
{βi j }
∑
i∈I
g−1i j hi j(2
ηi
B j βi j − 1)N0Bβi j ρi j (31a)
subject to∑
i∈I
ρi j βi j ≤ 1, (31b)
βi j ∈ [0, 1], ∀i ∈ I. (31c)
Optimization problem (31) is convex as the objective function
and all the constraints are convex. The convexity of (31a) is
proved by showing that its second derivative is greater than
zero for all positive values of {βi j}; therefore, (31) can be
solved efficiently by existing optimization tools. Algorithm
2 explains the iterative procedure that solves the two sub-
problems and updates the variables until convergence to a
local optimum. It should be noted that although the main
problem P1 is always feasible, by dividing it to subproblems
and iteratively solving them, we may face infeasible solution
for subproblem P2. This is due to the fact that {ρi j} found
in subproblem P3, can force an ABS to move to a higher
altitude based on (19b) to provide a good LoS channel, while
at the same time it can force the ABS to move to a lower
altitude and closer to MBS to satisfy capacity constraint in
(19c), and therefore, there might exist no feasible solution for
this subproblem.
C. Implementation
In this section we provide an explanation regarding the
implementation of our proposed algorithm and investigate the
required message passing between different parts of the net-
work. By applying the proposed method, finding the user-BS
associations along with the bandwidth allocations and ABSs
locations is an iterative process. The signaling between the
radio network and the users is done by radio resource control
(RRC) protocol which is mainly responsible for broadcasting
the system information and establishment and configuration of
radio bearers. All the information related to the channels and
topology of the network will be communicated by the central
entity through control channels. By knowing the location of
the users and the ABSs, the central entity can find the elevation
9angle between them and calculate the probability of LoS and
path loss, accordingly. In the first iteration, after randomly
initializing the locations of ABSs, l j , the central entity can
find the user-BS associations, {ρi j}, by solving subproblem
(30). Then the bandwidth allocations, {βi j}, can be improved
by solving subproblem (31) and ABSs locations are updated
using subproblem (19). In each iteration all the parameters are
updated. These calculations are iteratively done in the central
entity without having to physically move the ABSs to their lo-
cations. After convergence, the optimum values of {l j}, {ρi j},
and {βi j} are obtained and broadcast to the ABSs through Xn
interface. Each BS will capture its required information and
move to its optimum location; then, they can find their precise
channels with the users and update the bandwidth allocations
and their locations by solving subproblems (31) and (19) to
minimize the total transmit power. The information related to
the new locations of ABSs and the required bandwidth per user
are gathered by the MBS through Xn interface to update the
user-BS associations. This information will then be broadcast
to the ABSs which can adjust their locations if necessary.
D. Computational Complexity Analysis
Problem P1 is a non-convex NP-hard problem where finding
the optimum solution using exhaustive search is computation-
ally prohibitive. In contrast with the exhaustive search, the
iterative algorithm proposed herein, has a polynomial time
complexity and therefore, is suitable for solving large scale
problems. To analyze the computational complexity, we first
derive the complexity of solving P2. Convex problem (28) can
be solved with a complexity of O((I + 1)3) ≈ O(I3) in each
ABS, by exploiting the problem structure and building cus-
tomized interior-point algorithms [41]. To find a better solution
for P2, Gaussian randomization procedure is applied which is
computationally efficient since the complexity of evaluating
the objective function corresponding to the L random samples
is O(n2L), where n is the number of variables equal to 3
[47]. Also, the coordinate-descent method which is applied
to improve the suggested solution for location of ABSs has
a computational complexity of O(Liter), where Liter is the
number of iterations required to find the solution. In fact, the
complexities of the randomization procedure and coordinate-
descent methods are almost negligible compared with that of
solving the SDP problem (28).
Problem P3 is divided to 2 subproblems (30) and (31),
where both can be efficiently solved by interior-point methods.
Such methods are iterative algorithms where each iteration
has a cubic complexity and the number of iterations for a
given accuracy is at most O(m0.5), where m is the number of
constraints. Therefore, O((J + 1)3.5I3.5) iterations are required
in the worst case to obtain an optimal feasible solution for
(30) and the complexity order of solving (31) is O((J+1)I3.5),
where J + 1 is the number of BSs in the network. Finally, the
number of required iterations to converge to a local optimum
solution for P1 should also be considered. Based on this
analysis, it is observed that solving (30) which has to be done
in a central entity has the highest computational complexity
between all the subproblems.
TABLE I
SIMULATION PARAMETERS
Parameter Value Parameter Value
P0 40 dBm (κ, ζ) (9.61, 0.16)
α 0.9 (ψLoS, ψNLoS) (1 dB, 20 dB)
fc 2 GHz N0 -170 dBm/Hz
zmax 600 m noise figure 10
V. PERFORMANCE EVALUATION
In this section, we investigate the performance of the pro-
posed algorithm and provide numerical examples to illustrate
the merits of these approaches for different network instances.
We consider an urban square region with a side length of 1000
meters and a two-tier HetNet scenario. One MBS is located
in the center of the area which can serve both the users and
the ABSs (as a backhaul hub). There are also several ABSs in
the network whose locations should be determined. We also
assume that θB2 is equal to 90− b; therefore, all the users that
are in LoS coverage of an ABS, are also in the main lobe
coverage of the directional antennas of ABSs. The bandwidth
for each BS in access side is 40 MHz and total bandwidth
for backhaul of ABSs is 400 MHz. We assume that the total
size of the available data in the system is 10 files and each
ABS can store a fixed number of contents in its local cache
based on the popularity. For simplicity, we assume that all
files have the same size. The users are placed according to a
uniform or Mate´rn distribution in different scenarios where
the latter is a doubly Poisson cluster process [48]. In such a
distribution, the parent points (the centers of the clusters) are
created by a homogeneous Poisson process and the daughter
points (users in our model), are uniformly scattered in circles
with a specific radius around parent points using another
homogeneous spatial Poisson process. We also consider that
the user types, i.e., delay-tolerant or delay-sensitive, are known
to the BSs and the core network. The users have different data
rate demands drawn from a set of {5, 7, 10 Mbps}. Other
simulation parameters are provided in TABLE I. All results
are averaged over 100 Monte Carlo simulations. A typical
user distribution with CoV=2 along with an MBS and 2 or 3
ABSs are demonstrated in Fig. 4. An explanation about CoV
is provided in the Appendix. As seen, the location of ABSs
is determined based on different parameters such as the traffic
distribution, the data rate requirements of the users, and the
number of ABSs, to name a few. When the number of ABSs
is 2 as in Fig. 4a, to increase the chance of establishing an
LoS connection with more users, the ABSs move to higher
altitudes and consequently they have to increase their transmit
power. On the other hand, when the number of ABSs is 3
as in Fig. 4b, the ABSs can move to lower altitudes when
the users are highly clustered in a small area to decrease the
required transmit power. As observed, 2 ABSs can serve the
same number of users for this typical user distribution simply
by changing their 3D locations and their transmit power.
Therefore, based on the traffic distribution, user requirements,
and power budgets, sometimes using fewer number of ABSs is
preferred as they can do the same job with lower complexity
in the system. In Fig. 5a, the total transmit power of all the
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Fig. 4. A typical user distribution with CoV=2 along with the MBS and 3D
placement of ABSs: (a) 2 ABSs, (b) 3 ABSs. The MBS is shown in a black
square at the center of the coordinate system. ABSs and their projections on
the XY-plane are represented by squares and circles, respectively. Also, users
and their associated BSs are represented with similar colours. 10% of the
users are delay-sensitive and each ABS can cache 20% of the total contents.
BSs and only ABSs for 2 different CoVs are shown. It is
observed that by increasing the CoV, although more users
are served by ABSs, as seen in Fig. 5b, the transmit power
is decreased. This is due to the fact that by increasing the
CoV, the average distance between users and ABSs is reduced,
which also decreases the required transmit power.
Fig. 6 shows the number of required iterations to converge
to a local optimum across different snapshots. There are 70
users in the network with uniform distribution and 10% of the
users are delay-sensitive. The number of ABSs is 3. As shown,
the algorithm converges quickly. In the majority of snapshots
the local optimum is found in less than 3 iterations, and the
maximum number of iterations in all the snapshots is less than
8.
Fig. 7 depicts the effect of caching in ABSs on backhaul
capacity usage and number of users associated with ABSs. As
shown in Fig. 7a, the backhaul is less consumed when the
ABSs are cache-enabled and by increasing the size of local
cache in ABSs, although more users are served by ABSs as
observed in Fig. 7b, the backhaul capacity usage is reduced.
The figure also shows the effect of bachhaul capacity limitation
on the number of served users. When the total backhaul
bandwidth is increased from 200 MHz to 400 MHz, due to
higher capacity, more users are served by ABSs; while by
increasing the backhaul bandwidth from 400 MHz to 600
MHz, we almost obtain similar results. This is due to the
fact that by increasing the bandwidth, the noise power is
also increased and therefore, there will be no huge increment
in backhaul capacity by increasing the bandwidth from 400
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Fig. 5. Total required transmit power for 2 different CoVs. When the users are
more clustered, the required transmit power in ABSs is decreased, although
the number of users associated with the ABSs is increased. There are 3 ABSs
in the network and each one can cache 20% of the total contents. Also 10%
of the users are delay-sensitive.
Fig. 6. The number of iterations required for convergence to a local optimum.
There are 70 users in the network with CoV=1 and 10% of them are delay-
sensitive. Also the number of ABSs is 3, and each ABS can cache 20% of
the total contents.
MHz to 600 MHz. It is also observed that the number of
associated users with ABSs are almost the same for different
sizes of caching in ABSs when the total number of users is
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Fig. 7. (a) Average backhaul capacity usage in each ABS, and (b) average
number of users associated with ABSs, with and without content caching
in ABSs for different backhaul bandwidths. The number of ABSs is 3 and
users are placed according to a uniform distribution with 10% of them being
delay-sensitive.
low. By increasing the number of users, the backhaul capacity
usage is increased and finally no more users can be associated
with ABSs due to limitation in backhaul capacity. This issue
happens much faster in ABSs that are not enabled with caching
and have low backhaul bandwidth.
Fig. 8 illustrates the number of users associated with ABSs
for different percentage of delay-sensitive users. By increasing
the number of delay-sensitive users, more users have to
associate with the MBS, because delay-sensitive users can
associate with ABSs only if their requested content is available
in the local cache of an ABS that is in their LoS coverage.
Therefore, by increasing the caching size as shown in Fig. 8,
this issue can be alleviated.
Fig. 9 shows the total transmit power in ABSs versus the
available access bandwidth in BSs for different number of
users in the network. As shown, by increasing the available
bandwidth, the required transmit power is decreased with a
higher rate at first and then the decrement gradually reduces.
This is due to the fact that by increasing the bandwidth, the
noise power is also increased. It is also observed that by
increasing the traffic in the network, the required power and/or
bandwidth will increase. Therefore, due to scarcity of available
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Fig. 8. Number of users associated with 3 ABSs for different percentage of
delay-sensitive users. The number of users is 80 and they are placed according
to a uniform distribution.
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Fig. 9. Total transmit power in ABSs for different access bandwidths. There
are 3 ABSs in the network and the users are placed according to a uniform
distribution (CoV=1). Each ABS can cache 20% of the content and 10% of
the users are delay-sensitive.
resources in the network, careful design is essential to meet
the requirements of the system, while minimizing the resource
consumption in the network.
Fig. 10 shows the effect of interference on the achieved
rate of the users. In our system, we considered ABSs with
directional antennas and assumed that the gain out of the
main lobe is negligible; however, this is not the case in
practice and therefore, co-channel interference exists in the
system. Fig. 10a illustrates the effect of such interference (in
the worst case) on the achieved users’ rates. The blue lines
show the CDF of target rates; while other curves illustrate
the CDF of achieved rates when the side lobe gains are not
negligible. As observed, co-channel interference can dramat-
ically decrease the performance of the network; therefore,
it is important to mitigate the effect of such interference in
radio resource allocations. To do so, in a centralized approach
joint optimization among different cells is required; while
alternatively, in a decentralized approach, it is possible to
achieve similar performance by exchanging messages among
ABSs and letting each ABS make its local decision based on
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Fig. 10. (a) CDF of achieved user rates for different antenna gains out of the
main lobe in ABSs, (b) CDF of achieved user rates when there is interference
from users in the other tier.
the information received from the other ABSs. A promising
approach to decrease the interference in ABSs is utilizing
multiple antennas to employ interference-aware beamforming.
Highly directional beams can provide spatial orthogonalization
which enable ABSs deployment with low interference [24]. We
also investigate the effect of interference caused by users in
different tiers on the achieved rates in Fig. 10b. In our system,
we assumed user devices with ideal directional antennas
with narrow beams towards the serving BS, so there is no
interference from other users; however, to see the effect of
such interference in practice, we consider two scenarios where
the user devices have directional antennas with side lobes or
omni-directional antennas. We assume that the transmit power
in user devices is 0.1 watts and the average path loss in dB is
given as 28+40 log10(d), where d is the distance between the
users [38]. As observed, by utilizing steerable antennas in user
devices and directing the signals towards the serving BSs, the
interference caused by the users is significantly reduced.
To show the effectiveness of our proposed algorithm, Fig. 11
compares the performance of our proposed method with a
baseline scheme described in Algorithm 3. As observed in this
figure, the performance of the proposed method in terms of
the required transmit power and the number of users that are
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Fig. 11. Comparison between our proposed method and a baseline algorithm.
There are 70 users in the network with CoV=1 and 10% of them are delay-
sensitive. Also each ABS can cache 20% of the total contents.
Algorithm 3 Baseline algorithm
1: Inputs: user locations, number of ABSs (J), maximum allowed altitude
for ABS (zmax).
2: Divide users to different groups by k-means clustering. Assume that the
number of clusters is equal to the number of ABSs.
3: Consider the center of the clusters as the projection of ABSs locations
on the ground.
4: Find {ρi j } based on closest horizontal distance between users and ABSs.
5: Find the altitude of ABS j as z j = min(max{zi j }, zmax), where zi j =
di j sin b, ∀i that ρi j = 1.
6: for ∀i ∈ I and ∀j ∈ J do
7: If ρi j = 1 and zi j > z j then
8: ρi j = 0 and ρi0 = 1
9: end for
10: for ∀j ∈ J do
11: while
∑
i∈I ρi jri (1 − fi j ) > C j do
12: based on central entity decision for some i that ρi j = 1, put
ρi j = 0 and ρi0 = 1
13: end while
14: Find new z j based on updated ρi j variables.
15: Find allocated bandwidth for each user: βi j = 1∑
i∈I ρi j .
16: end for
17: Find P =
∑
i∈I
∑
j∈J g−1i j hi j (2
ηi
B j βi j − 1)N0Bβi jρi j .
associated with ABSs, is substantially better than the baseline
algorithm.
VI. CONCLUSION
In this study, we developed a novel framework to jointly
optimize the 3D placement of ABSs, the association of users
with BSs, and bandwidth allocations, while minimizing the to-
tal transmit power of the BSs. To decrease both the latency and
congestion issue in the backhaul, we proposed content caching
in the ABSs. Based on different applications in future wireless
systems, we defined two groups of users: delay-sensitive and
delay-tolerant. It was shown that delay sensitive users could
either associate with the MBS or the ABSs which have their
requested content in their local caches, while delay-tolerant
users could connect to all the ABSs with LoS coverage or the
MBS. Due to the intractability of the problem, we divided the
optimization problem into subproblems and iteratively updated
them. First, user-BS associations and bandwidth allocations
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Fig. 12. Sample user distributions with different CoV values, a) CoV=1, b)
CoV=2, and c) CoV=4.
were found using existing optimization tools, and then 3D
placements of ABSs were updated using the SDR approach
and coordinate-descent method. Simulation results showed that
the proposed algorithm yields significant performance gains
and indicated that caching can extensively decrease backhaul
usage and help congestion issue. It was also shown that in
networks with highly clustered users, there is a higher chance
of establishing LoS connections between ABSs and users and
hence more users can be associated with ABSs.
VII. APPENDIX
A. Coefficient of Variation (CoV)
The heterogeneity of user distribution can be measured by
the CoV of the Voronoi area of the users [49]. CoV is a scalar
metric that measures the regularity of the user locations. It
is defined as 10.529
σV
µV
, where σV and µV are the standard
deviation and the mean of the Voronoi tessellation areas of the
users, respectively. CoV=1 corresponds to the Poisson point
process, while CoV>1 represents clustered distribution of the
users. To better visualize different CoV values, Fig. 12 shows
sample user distributions with their corresponding CoVs. As
we can see, higher CoV means that users are more clustered.
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