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1. EINLEITUNG
1.1 Laser-angeregte Nano-Plasmen
In den letzten 20 Jahren wurden eine Reihe von Experimenten zur Erzeugung von
Nano-Plasmen durchgeführt. Im Laufe dieser Zeit wurden Kurzpuls-Laser ständig
weiterentwickelt, so dass Cluster mit immer höheren Intensitäten I = 1012   1017
Wcm 2 untersucht werden konnten. An dieser Stelle werden zunächst einige Expe-
rimente vorgestellt und einige Anwendungsbereiche herausgearbeitet, für die Nano-
Plasmen von Bedeutung sind.
Mitte der 1990er Jahre wurde von einigen experimental-physikalischen Gruppen
entdeckt, dass Gase, die nicht aus Atomen oder kleinen Molekülen, sondern aus
Clustern bestehen, trotz ihrer geringen Teilchendichte eine vergleichsweise hohe Ab-
sorption haben [1], wenn sie mit Laserpulsen angeregt werden. Das Gas, das aus
Clustern zusammengesetzt ist, hat eine relativ geringe Teilchendichte im Vergleich
zum einzelnen Cluster mit Dichten im Bereich der Festkörperdichte. Diese hohe
Absorption führt zu einem sehr ezienten Energie-Eintrag in den Cluster. In der
Konsequenz werden Elektronen frei und es entsteht im Cluster ein Nano-Plasma.
Ein Teil dieser Elektronen verlässt den Cluster. Ein zweiter Teil ist nicht länger an
ein einzelnes Atom, aber dennoch an den Cluster insgesamt gebunden.
Eine Besonderheit des dynamischen Verhaltens dadurch zustande, dass die Elek-
tronen sehr viel leichter sind als die Ionen. Während die Elektronendynamik sich
auf Zeitskalen von mehreren Femtosekunden (e  10 15 s) abspielt, hat man es bei
Ionen mit Zeitskalen von mehreren Picosekunden (i  10 12 s) zu tun. Die ver-
gleichsweise schweren Ionen des Nano-Plasmas werden daher aufgrund ihrer Masse
lediglich die Response im Infrarot-Bereich bestimmen. Doch die Response im opti-
schen Frequenzbereich von 1015 Hz wird fast ausschlieÿlich durch die Elektronendy-
namik bestimmt. Da einige Elektronen den Cluster gänzlich verlassen haben, ist das
Nano-Plasma im allgemeinen stark geladen. Es kommt auf der Zeitskala der Ionen
 also einigen Picosekunden  zur Coulomb-Explosion, da sich die Ionen gegenseitig
abstoÿen.
Erste Untersuchungen [1, 2, 3, 4] richteten sich auf das Emissionsspektrum der
Elektronen von relativ groÿen Edelgas-Clustern (ca. 106 Atome pro Cluster) nach
der Laser-Anregung. Von der Elektronen-Emission ausgehend, wurde versucht, auf
den Energie-Eintrag in den Cluster zurück zu schlieÿen [3, 5, 4, 6, 7, 8].
Auch die Strahlungsemission im Röntgenbereich [9, 10, 11, 12] wurde genauer
betrachtet. Es wurde versucht, die einzelnen Prozesse dem Röntgenspektrum zuzu-
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ordnen [2]. Auch dies ist wichtig, um auf den Energie-Eintrag zurück schlieÿen zu
können.
Um die Entwicklung der Nano-Plasmen auf gröÿeren Zeitskalen nach der Laser-
anregung nachzuvollziehen, wurden gerade für die groÿen Edelgas-Cluster hydro-
dynamische Expansions-Modelle verwendet und weiterentwickelt. Untersuchungen
dazu wurden in Verbindung zur Elektronen-Emission [5, 6] angefertigt. Schlieÿ-
lich wurde in Abhängigkeit von der Clustergröÿe bestimmt, ob man es mit einer
Coulomb-Explosion oder einer hydrodynamischen Expansion [6] zu tun hat. Wäh-
rend die Coulomb-Explosion den Ausdehnungsprozess weitgehend dominiert, wird
die hydrodynamische Expansion für groÿe, stark aufgeladene Cluster zunehmend
wichtiger, um den Expansionsprozess zu beschreiben.
Später war es möglich, experimentell immer kleinere Cluster zu separieren. In [7]
wurde die Elektronenemission an kleinen Metall-Clustern (bestehend aus wenigen
100 Atomen) nach der Laseranregung untersucht. Auÿerdem gibt es mittlerweile
Arbeiten, die sich neben dem Energiespektrum der emittierten Elektronen auch mit
der Winkelverteilung der Elektronenemission [8] beschäftigen.
Um die Bedingungen für die Untersuchung der Nano-Plasmen besser kontrollie-
ren zu können, wurden die Experimente mit der Zeit weiterentwickelt. So gibt es
bereits mit [13] ein Experiment, in dem die Resonanz-Absorption von Na-Clustern
untersucht wurde. Ziel war es, mit der Laserfrequenz die Resonanzfrequenz des Elek-
tronengases im Na-Cluster zu treen. Die Resonanzfrequenz des Elektronengases
hängt von der Elektronendichte im Cluster ab. Durch Wahl verschiedener Laser-
pulslängen war die Elektronendichte des Clusters unterschiedlich groÿ und es wurde
resonante Absorption bei einer bestimmten Elektronendichte gefunden.
Das letzte Experiment ist bereits ein Schritt hin zu Pump-Probe-Experimenten
[14]. Bei diesen Pump-Probe-Experimenten wird ein Cluster mit einem Laser nicht-
resonant geheizt, so dass man es mit einer freien Elektronenwolke im Cluster zu tun
hat, deren Dichte aufgrund der Coulomb-Explosion sinkt. Das expandierende Nano-
Plasma kann schlieÿlich mit einem zweiten Laserpuls zu einem späteren Zeitpunkt
resonant geheizt werden. Entscheidend ist, dass die Frequenz des Lasers mit der
Resonanzfrequenz der Elektronenwolke übereinstimmt.
Diese Resonanzfrequenz heiÿt Mie-Frequenz. Im Verlauf der Arbeit wird die Mie-
Frequenz noch näher untersucht und deren Bedeutung erläutert. An dieser Stelle soll
nur erwähnt werden, dass es experimentelle Untersuchungen [15] von laserangeregten
Na- und Ag-Clustern gibt, durch die das Resonanzverhalten im Bereich der Mie-
Frequenz festgestellt werden konnte. Darüber hinaus wurde in [16] auch die Blau-
Verschiebung der Resonanzfrequenz diskutiert, die nach Auassung der Autoren
auf Schalen-Übergänge zurückzuführen ist. Bei der Betrachtung des in Abb. 1.1
gezeigten Frequenzspektrums aus [16] fällt auf, dass genau genommen neben einer
deutlich ausgeprägten Resonanz auch ein schwächer ausgeprägtes Nebenmaximum
bei höheren Energien zu nden ist. Es wird festgestellt, dass dieses Nebenmaximum
nicht auf eine kollektive Elektronenbewegung, sondern auf Einteilchen-Übergänge
zurückzuführen ist.
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Abb. 1.1: Frequenzspektrum eines laserangeregten stark entarteten ( = 0; 05, siehe Gl.
(2.18)) Ag-Clusters mit starker Kopplung (  = 35, siehe Gl. (2.17)). Die Daten
wurden mit freundlicher Genehmigung von Tiggesbäumker et al. [16] verwendet.
Phänomene wie die resonante Absorption und die eziente Erzeugung von Rönt-
genstrahlung machen die Untersuchung von Clustern interessant. Nach [1] liegt
die Ezienz der Erzeugung von Röntgenstrahlung in Clustern im Bereich eines
Festkörper-Targets.
Eine weitere bedeutende Anwendung ist in der Fusionsforschung zu nden. Zahl-
reiche wissenschaftliche Untersuchungen [17, 18, 19] belegen, dass Fusionsprozesse
ausgelöst werden können, wenn Deuterium-Cluster mit starken Laserpulsen ange-
regt werden. Bei der sogenannten Trägheitsfusion bewirkt der Strahlungsdruck des
Lasers eine Fusion der Kerne des Deuteriums. Entsprechende Neutronen-Signale
wurden nachgewiesen. Die Trägheitsfusion ist ein wichtiger und bereits sehr weit
entwickelter Teil der Fusionsforschung, die eine Reihe von Energieerzeugungs- bzw.
Energieumwandlungsproblemen und der damit einhergehenden Probleme mit der
Umweltverschmutzung lösen könnte.
1.2 Ziele der Arbeit
Es gibt eine Reihe von Experimenten, die die Wechselwirkung und Eigenschaften
bereits angeregter Cluster untersuchen. Das Ziel dieser Arbeit ist es, die Eigenschaf-
ten dieser Cluster zu bestimmen. Cluster können nach ihrer Anregung z.B. durch
intensive Laser als stark gekoppelte Nanoplasmen aufgefasst werden. Im Gegensatz
dazu gibt es Bulk-Plasmen, die als unendlich ausgedehnt angenommen werden kön-
nen. Die Oberäche von Bulk-Plasmen beeinusst daher nicht die physikalischen
Eigenschaften des Plasmas. Stark gekoppelte Nanoplasmen hingegen haben eine
nite räumliche Ausdehnung, die im Gegensatz zu einem makroskopischen Bulk-
Plasma einen Einuss auf die physikalischen Eigenschaften hat. Dieser Eekt wird
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zunehmen, je kleiner das Nanoplasma ist. Es soll auÿerdem gezeigt werden, wie
sich die Eigenschaften angeregter Cluster mit abnehmender Clustergröÿe von Bulk-
Eigenschaften entfernen. Die Abhängigkeit von der Ausdehnung des Plasmas wird in
dieser Arbeit anhand des Strukturfaktors diskutiert. Diese Methode ist vergleichbar
mit Untersuchungen, [20], der GDR (giant dipole resonance) von Atomkernen.
In Kapitel 2 soll zunächst ein Einblick in die Theorie zu Berechnung optischer
Eigenschaften von Plasmen gegeben werden. Da angeregte Cluster als stark gekop-
pelte Nanoplasmen beschrieben werden, liegt der Vergleich mit Bulk-Plasmen star-
ker Kopplung nahe. Deshalb werden Eigenschaften stark gekoppelter Bulk-Plasmen
ebenfalls in diesem Kapitel vorgestellt. Auÿerdem werden erste Besonderheiten auf-
gezeigt, die sich ergeben, wenn statt Bulk-Plasmen Systeme mit endlicher Ausdeh-
nung berechnet werden sollen.
Im 3. Kapitel wird die Molekulardynamik-Simulation (MD-Simulation) als nume-
rischer Zugang genauer erläutert, mit dem in dieser Arbeit Nanoplasmen untersucht
werden sollen. Es werden Möglichkeiten und Grenzen des numerischen Verfahrens
erläutert, die bei der Untersuchung von Nanoplasmen beachtet werden müssen. In
diesem Kapitel werden Ansätze dargestellt, wie mit Hilfe der MD-Simulation von
stark gekoppelten Bulk-Plasmen Eigenschaften, wie Temperatur, Druck und Dichte
bestimmt werden können. Aber auch auf die Berechnung optische Eigenschaften,
wie Absorption oder Reektivität wird diskutiert. Im Vergleich dazu sollen die Ei-
genschaften stark gekoppelter Nanoplasmen ebenfalls unter Verwendung von MD-
Simulationen berechnet werden. Das Kapitel schlieÿt daher mit Besonderheiten ab,
die bei der numerischen Behandlung von Nanoplasmen zu beachten sind und gibt
einen ersten Einblick über Besonderheiten, die bei Nanoplasmen auftreten. Die be-
grenzte Ausdehnung des Clusters führt zu charakteristischen Eigenheiten. Finite
Plasmen sind somit auch durch ihre Auadung bestimmt, d.h. anders als Bulk-
Plasmen sind diese nicht notwendigerweise elektrisch neutral.
Um die Vergleichbarkeit von Nanoplasmen mit Bulk-Plasmen herzustellen, ist
es wichtig, zu untersuchen, ob es in Nanoplasmen ein lokales thermodynamisches
Gleichgewicht (LTE) gibt. Dies würde bedeuten, dass das Nanoplasma durch ther-
modynamische Gröÿen wie Temperatur und Dichte beschrieben werden kann, die
dann mit denen des Bulk-Plasmas vergleichbar wären. Daher wird in Kapitel 4 zu-
nächst ausführlich darauf eingegangen, ob ein-zeitige Verteilungsfunktionen des Na-
noplasmas Rückschlüsse auf LTE-Parameter zulassen. Es wird auÿerdem zu klären
sein, wie es möglich ist, für jeden Zeitpunkt und jeden Ort im Cluster den lokalen
thermodynamischen Zustand zu bestimmen.
Da bei lokalem thermodynamischem Gleichgewicht der Mittelwert über ein
Ensemble gleichwertiger Simulationen durch einen Mittelwert über ein Zeit-
ensemble ersetzt werden kann, wird die eingeschränkte MD-Simulation einge-
führt und ebenfalls in Kapitel 4 erörtert. Die eingeschränkte MD-Simulation
ermöglicht, Gröÿen im thermodynamischen Gleichgewicht mit höherer statis-
tischer Genauigkeit zu bestimmen. Unter Verwendung dieser eingeschränkten
MD-Simulation werden eine Reihe wichtiger Eigenschaften von Nanoplasmen im
1.2. Ziele der Arbeit 7
LTE, wie die einsetzende Elektronen-Kristallisation, beschrieben. Es wird schlieÿ-
lich mit Hilfe der eingeschränkten MD-Simulation gelingen, die Nanoplasmen durch
LTE-Parameter zu charakterisieren und sie mit Bulk-Plasmen vergleichbar zu ma-
chen.
Um den dynamischen Strukturfaktor von angeregten Clustern zu bestimmen,
werden in Kapitel 5 ortsaufgelöste Kreuzkorrelationsfunktion (KKF) als zwei-zeitige
Verteilungsfunktionen vorgestellt. Für den allgemeinen Überblick zur Berechnung
des Strukturfaktors wird die Beziehung zwischen der Stromdichte- und der Teilchen-
dichte-KKF diskutiert. Der Vergleich zu Bulk-Plasmen wird gewährleistet, indem
gezeigt wird, wie die Stoÿfrequenz aus der Stromdichte-Autokorrelation für Bulk-
Plasmen berechnet werden kann. Aufgrund der fehlenden Homogenität in Nanoplas-
men ist es im Gegensatz zu Bulk-Plasmen notwendig, die ortsaufgelöste KKF zur
Erfassung des dynamischen Strukturfaktors zu berechnen. Das Kapitel schlieÿt daher
mit der Darstellung des Verfahrens der numerischen Bestimmung der Stromdichte-
KKF für Nanoplasmen unter Verwendung der eingeschränkten MD-Simulation.
Da sehr komplexe Strukturen in der Stromdichte-KKF auftreten, wird in Kapi-
tel 6 zur Veranschaulichung die eindimensionale Kette eingeführt. In dieser linearen
Kette von Ionen bewegen sich hoch angeregte Elektronen und bilden ein eindimen-
sionales Plasma. Die Stromdichte-KKF dieser eindimensionalen Kette ist weitaus
einfacher strukturiert, so dass durch Lösung des Eigenwertproblems Moden sepa-
riert werden können. Die daraus gewonnenen Erkenntnisse helfen anschlieÿend bei
der Analyse der Stromdichte-KKF dreidimensionaler Cluster.
In Kapitel 7 werden dann Ergebnisse für die ortsaufgelöste Stromdichte-KKF von
dreidimensionalen Clustern diskutiert, indem auch hierfür das Eigenwertproblem
gelöst wurde. Dies führt zu Moden mit sehr komplexen räumlichen Strukturen, die
zunächst interpretiert und charakterisiert werden. Dabei ist vor allem eine Grund-
mode auällig, die die ortsaufgelöste Stromdichte-KKF dominiert und räumliche
Strukturen zeigt, die mit denen der linearen Kette vergleichbar sind.
Die Resonanzfrequenzen der Grundmode, die den dynamischen Strukturfaktor
maÿgeblich prägen, werden in Kapitel 8 durch analytische Berechnungen nachvoll-
zogen. Es gelingt sowohl für die lineare Kette als auch für die dreidimensionalen
Cluster, die Resonanzfrequenz einer annähernd starren Oszillation von Elektronen
zu bestimmen. Für eine ebene Welle, die im Cluster eingeschlossen ist, wurde das
Dispersionsverhalten berechnet. Die Lage dominanter Resonanzen, die im Struktur-
faktor von Nanoplasmen auftreten, werden somit in diesem Kapitel in Abhängigkeit
von Clustergröÿe, Elektronentemperatur und Auadung berechnet.
Im vorletzten Kapitel wird die Dämpfungsbreite der Resonanzen als weitere Ei-
genschaft des Strukturfaktors diskutiert. Der Zusammenhang der Dämpfung mit der
Stoÿfrequenz wird erläutert und erste Ergebnisse, die eine Hinweis auf die Frequenz-
abhängigkeit der Stoÿfrequenz liefern, werden gezeigt.
Die Arbeit schlieÿt mit dem 10 Kapitel ab, in dem eine kurze Zusammenfassung
der Ergebnisse und ein Ausblick zu nden sind.
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2. STARK KORRELIERTE ZWEI-KOMPONENTEN-PLASMEN
2.1 Optische Eigenschaften
Grundlage zur Beschreibung optischer Wechselwirkung von kontinuierlich verteilter
Materie mit externen Feldern, die z.B. im Falle laserangeregter Plasmen auftritt,
sind die Maxwell-Gleichungen in Medien. Die dielektrische Verschiebung ~D(~k; !)
bestimmt die Elektronendichte ne. In Fourier-Darstellung lautet die Gleichung für
die dielektrische Verschiebung:
i~k  ~D(~k; !) = e ne(~k; !); (2.1)
wobei der Fall instantaner Wechselwirkung betrachtet wird. Relativistische
Retardierungen spielen keine Rolle. Folgende Beziehungen gelten zwischen den ex-
ternen Gröÿen und den induzierten Feldern:
~D(~k; !) = "0"^(~k; !) ~E(~k; !): (2.2)
Das externe elektrischen Feld ~E(~k; !), z.B. eines Lasers, induziert eine dielektrische
Verschiebung ~D(~k; !) im Material. Das Verhältnis zwischen beiden wird durch die
dielektrische Funktion bestimmt.
Die optische Response-Funktion steht folgendermaÿen mit der dielektrischen
Funktion "^(~k; !) in Verbindung:
(~k; !) = 0k
2
 
1
"(~k; !)
  1
!
: (2.3)
Die optischen Eigenschaften können demnach auch mit Hilfe der Response-Funktion
(~k; !) bestimmt werden. Über den Zubarev-Formalismus gibt es einen direkten Zu-
gang zur Response-Funktion. Eine weitere wichtige Gröÿe ist die Polarisationsfunk-
tion:
(~k; !) =
(~k; !)
1 + (
~k;!)
"0k2
: (2.4)
Der dynamische Strukturfaktor hängt ebenfalls mit der Response-Funktion zusam-
men:
S(~k; !) =
~
nee2
1
e ~!   1Im(
~k; !): (2.5)
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Diese Gröÿen beschreiben unter anderem das kollektive Verhalten stark korre-
lierter Plasmen im Verhältnis zur Anregung durch externe Felder. Optische Eigen-
schaften wie z.B. Emission, Absorption, Reexion und Lichtstreuung werden unter
anderem durch dieses kollektive Verhalten bestimmt, siehe [21, 22, 23].
Die einzelnen optischen Phänomene hängen im langwelligen Limes (k ! 0) über
die dielektrische Funktion "(!) folgendermaÿen zusammen:p
"(!) = n(!) +
ic
2!
(!); (2.6)
mit dem Brechungsindex n(!) und dem Absorptionskoezienten (!). Somit gilt
für den Brechungsindex:
n(!) =
1p
2
h
Re"(!) +
p
(Re"(!))2 + (Im"(!))2
i(1=2)
; (2.7)
und für den Absorptionskoezienten:
(!) =
!
cn(!)
Im"(!): (2.8)
Der Reexionskoezient R(!) kann bestimmt werden, indem man das Verhältnis
zwischen der Stärke des elektrischen Feldes Er, das vom Material zurückgeworfen
wird, und des einfallenden elektrischen Feldes Ei berechnet. Es gilt:
R(!) =
ErEi
2 : (2.9)
In dem Fall, dass die Reexion an einer scharfen Materialgrenze stattndet, lässt
sich der Reexionskoezient folgendermaÿen auf die dielektrische Funktion zurück-
führen:
R(!) =
p"  1p"+ 1
2 (2.10)
An Stelle einer scharfen Kante muss ein Dichteprol angenommen werden, wenn
das Material kontinuierlich ins Vakuum übergeht. Geht man davon aus, dass die
Materialoberäche in der x-y-Ebene liegt und dass sich die Strahlung des externen
Feldes in z-Richtung ausbreitet, wird das externe Feld normal zur Oberäche in das
Material eindringen. Es wird so stückweise an dem Dichteprol ne(z) reektiert. Das
Verhältnis aus einfallender Strahlung Ei(z) und reektierter Strahlung Er(z) kann
bestimmt werden, indem die Helmholtz-Gleichung:
@2E(z)
@ z2
+ "(!; z)E(z) = 0 (2.11)
gelöst wird. Das Dichteprol ne(z) ndet Eingang in die dielektrische Funktion und
wird somit den Reexionskoezienten bestimmen. Es gibt bereits Experimente und
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vergleichende Rechnungen, die mit schrägem Einfall externer Strahlung durchgeführt
wurden.
In linearer Response werden Transporteigenschaften, wie die elektrische
Leitfähigkeit, durch Gleichgewichts-Korrelationsfunktionen bestimmt. Die Kubo-
Formel stellt z.B. eine Beziehung zwischen der dc-Leitfähigkeit und der Strom-
Autokorrelationsfunktion (AKF) her, siehe [21, 22, 23, 24].
Eine Korrelationsfunktion beschreibt den Einuss auf das Systems bei ~r 0; t0,
hervorgerufen durch eine Wirkung am Ort ~r und der Zeit t. Im thermischen
Gleichgewicht ist lediglich die Zeitdierenz t   t0 von Bedeutung. Dadurch hängt
die Response-Funktion nur von einer Frequenz ! ab. Auÿerdem gilt im räumlich
homogenen Medium, dass die Response-Funktion nur von der Dierenz der Orte
~r ~r 0 abhängt, wodurch die Response-Funktion in der Fourierdarstellung vom Wel-
lenvektor ~k abhängt.
In der verallgemeinerten linearen Response-Theorie nach Zubarev [21, 23, 24]
kann die Response-Funktion:
(~k; !) = i
0
k2
!
1
M(~k; !)
(2.12)
durch die inverse Response-Funktion M(~k; !) ausgedrückt werden. Im Rah-
men der quantenstatistischen Beschreibung erlaubt dies eine systematische
störungstheoretische Behandlung. Die inverse Response-Funktion wird aus einer Ma-
trix gebildet, deren Elemente aus Gleichgewichtskorrelationsfunktionen eines geeig-
net gewählten Satzes von Quantenoperatoren gegeben sind [24]. Die Gleichgewichts-
korrelationsfunktionen sind durch das Kubo-Produkt:
(A;B) =
1
Z
Z 
0
dTr

e H+NA( i~)By (2.13)
und durch die Laplace-Transformierte dieses Produktes:
hA;Biz =
Z 1
0
eizt (A;B) (2.14)
gegeben. In linearer Response-Näherung gilt schlieÿlich:
(~k; !) =  i
0 e
2
m2e
k2
!
h~Pk; ~P ki!; (2.15)
mit dem Normierungsvolumen 
0. Um die nichtlokalen Impulsdichte-AKF
h~Pk; ~P ki! zu berechnen, wird die Impulsdichte wie folgt bestimmt:
Pk = 

 1
0
X
p
~p ayp k=2ap+k=2: (2.16)
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2.2 Stark korrelierte Bulk-Plasmen
Das stark korrelierte Bulk-Plasma sei ein Zwei-Komponenten-Plasma, bestehend
aus negativ geladenen Elektronen und einfach positiv geladenen Ionen. Derartige
Plasmen sind allgemein deniert durch die Elektronentemperatur Te(~r; t) und die
Ionentemperatur Ti(~r; t) sowie durch die Elektronendichte ne(~r; t) und die Ionen-
dichte ni(~r; t).
Unter Bulk-Plasmen versteht man Plasmen sehr groÿer Ausdehnung. Als Richt-
maÿ wird eine Zahl von 1023 homogen verteilten Teilchen angenommen, die das
Plasma bilden. Die optischen Eigenschaften von homogenen Bulk-Plasmen werden
im thermodynamischen Gleichgewicht aufgrund der geringen Masse me der Elektro-
nen im Wesentlichen durch die Elektronendichte ne und die Elektronentemperatur
Te bestimmt.
Das homogene Bulk-Plasma wird daher durch folgende zwei Gröÿen charakteri-
siert. Zunächst ist der Plasmaparameter hilfreich:
  =
e2
 
4
3
ne
1=3
4"0 kBTe
; (2.17)
um die Kopplungsstärke der Elektronen anhand der mittleren potenziellen Energie
hEpoti = e24"0hdi im Verhältnis zur Temperatur der Elektronen kBTe als Maÿ für deren
kinetische Energie zu beurteilen. Der mittlere Abstand hdi =  4
3
ne
 1=3
der Elek-
tronen wird aus der Elektronendichte ne bestimmt. Stark korrelierte Plasmen, die
in dieser Arbeit untersucht werden sollen, sind durch eine hohe mittlere potenzielle
Energie hEpoti im Verhältnis zur Temperatur kBTe gekennzeichnet. Das bedeutet,
für stark korrelierte Plasmen gilt:    1.
Die zweite wichtige Gröÿe ist der Entartungsparameter:
 =
2mekBTe
~2(32ne)2=3
; (2.18)
durch den die Temperatur kBTe und die Fermi-Energie EF =
~2(32ne)
2=3
2me
ins Ver-
hältnis gesetzt werden. Die Elektronendynamik muss quantenmechanisch behandelt
werden, wenn die kinetische Energie der Elektronen im Bereich der Fermi-Energie
liegt. Dieses Plasma nennt man entartet und es gilt:   1. Die Elektronendynamik
nichtentarteter Plasmen ( > 1) kann dagegen klassisch bestimmt werden.
Das Plasma kann zu kollektiven Schwingungen der geladenen Teilchen durch
externe Felder angeregt werden. Es tritt eine Resonanz bei der Eigenfrequenz des
Plasmas auf. Im Falle des homogenen Bulk-Plasmas ist diese Eigenfrequenz die
Plasmafrequenz:
!2pl =
X
c
Z2c e
2nc
"0mc
: (2.19)
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Wegen der sehr viel kleineren Masse der Elektronen und der Neutralität von Bulk-
Plasmen (ne = Zni) wird die Plasmafrequenz durch die Elektronen bestimmt, so
dass gilt:
!2pl =
e2ne
"0me
: (2.20)
Die Plasmafrequenz als Eigenfrequenz des Bulk-Plasmas ist demnach ein Maÿ für
die Elektronendichte.
Der Wigner-Seitz-Radius wird aus der Teilchendichte der Sorte c berechnet:
rs =

3
4nc
1=3
(2.21)
und ist ein Maÿ für den mittleren Abstand zu benachbarten Teilchen der gleichen
Sorte.
Ein weiterer wichtiger Parameter ist die inverse Debye-Abschirmlänge:
2 =
X
c
Z2c e
2nc
0kBTc
: (2.22)
Die Ladungsdichte nc der Sorte c bestimmt, wie durch die Anwesenheit umliegender
Teilchen die Wechselwirkung zwischen zwei Teilchen abgeschirmt wird. Die Debye-
Abschirmlänge taucht auch bei der Herleitung des Debye-Potenzials [25] auf.
Auÿerdem wird das System dadurch charakterisiert, wie groÿ die thermische
Wellenlänge des Systems ist:
c =
s
2~2
mckBT
: (2.23)
Sie gibt in Abhängigkeit von der Temperatur die räumliche Unbestimmtheit eines
Teilchens der Sorte c aufgrund der Unschärferelation an.
Für den Fall externer Felder im Bereich optischer Frequenzen und damit groÿer
Wellenlängen im Verhältnis zum Wigner-Seitz-Radius, also wenn gilt k rs < 1, kann
der langwellige Limes (~k ! 0) der dielektrischen Funktion angenommen werden.
Durch die phänomenologische Drude-Formel erhält man für die Response-Funktion:
lim
~k!0
(~k; !) =
"0k
2 !2pl 
!2   !2pl

+ i!

; (2.24)
wobei der Parameter  eingeführt wurde, um die Abklingdauer - also die Dämp-
fung - kollektiver Plasmaschwingungen zu beschreiben. Entsprechende Werte für
die Dämpfung müssen aus experimentellen Beobachtungen entnommen werden. Es
wird die Stoÿfrequenz  =  1 eingeführt, die die Abklingdauer  mit der Häug-
keit von Stöÿen zwischen den Teilchen des Plasmas in Verbindung bringt. Durch
den Zubarev-Formalismus werden Stöÿe störungstheoretisch behandelt, was zu
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einer konsistenteren Beschreibung der Stoÿfrequenz führt. In einer verallgemeinerten
Drude-Formel, siehe [26], tritt schlieÿlich die dynamische Stoÿfrequenz (!) auf:
lim
~k!0
(~k; !) =
"0k
2 !2pl 
!2   !2pl

+ i!(!)
: (2.25)
Die Stoÿfrequenz (!) ist demnach im Allgemeinen abhängig von der Anregungs-
frequenz ! des externen Feldes.
Die Response-Funktion (~k; !) weist im langwelligen Limes eine scharfe
Resonanz bei der Plasmafrequenz !pl auf. Für endliche Wellenlängen ist die Reso-
nanzfrequenz verschoben. Diese Verschiebung wird durch die Gross-Bohm-Plasmon-
Dispersionsbeziehung, siehe [21, 27, 28], genähert:
!2(k)  !2pl + 3k2=2 + ::: (2.26)
mit der Debey-Abschirmungslänge . Das allgemeine Verhalten der Response-
Funktion (~k; !) im langwelligen Limes kann mit Hilfe der dynamischen Stoÿfre-
quenz, siehe [28] und [29], verstanden werden. In Zweikomponenten-Plasmen kann
zudem eine Phononen-Mode zur Plasmon-Mode hinzutreten.
Auÿerdem wurden die Response-Funktion (~k; !) und der damit in Bezie-
hung stehende Strukturfaktor S(~k; !), sowie die optischen Eigenschaften von Bulk-
Plasmen für Elektron-Ion-Bulk-Systeme intensiv untersucht, siehe [28] und [30].
2.3 Eigenschaften von Nano-Plasmen
Der wesentliche Unterschied von Nano-Plasmen zu Bulk-Plasmen ist deren geringe
Ausdehnung über wenige Nanometer im Verhältnis zur Wellenlänge des externen
Feldes des optischen Lasers. Es muss demnach berücksichtigt werden, dass die Gröÿe
des Nano-Plasmas die optische Response externer Felder beeinusst. Anders als in
Bulk-Plasmen kann man nicht mehr von einem homogenen, unendlich ausgedehnten
System ausgehen.
Die Betrachtung von laserangeregten Clustern als Nano-Plasmen und den daraus
folgenden Eigenschaften wurden umfassend durch Krainov et al. [31] sowie Reinhard
und Suraud [32] zusammengefasst. Dies wurde durch Hilse et al. [33] aufgegrien,
indem die hydrodynamischen Gleichungen für das Nano-Plasma numerisch gelöst
wurden. Durch Ansätze der dynamischen Stoÿfrequenz, die aus der Theorie von
Bulk-Plasmen bekannt sind, wurde die Absorption der Laserstrahlung von Clustern
untersucht.
Ein anderes Beispiel für die numerische Behandlung physikalischer Gleichungen
von Nano-Plasmen ist die Lösung der Vlasov-Gleichung [8, 34]. Durch die Testteil-
chenmethode wird die Verteilungsfunktion der Elektronen im gesamten Phasenraum
für einen laserangeregten Cluster gelöst. Die Absorption wird durch einen Stoÿterm
bei der Lösung der Vlasov-Gleichung berücksichtigt. In [34] wurde unter anderem
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die resonante Absorption durch Pump-Probe-Experimente untersucht. In [8] wur-
de die verstärkte Elektronenbeschleunigung untersucht, die durch Experimente bei
resonanter Anregung gefunden worden waren.
Auÿerdem sind MD-Simulationen zur Untersuchung von laserangeregten
Clustern bekannt. In [35] wird ein Verfahren einer MD-Simulation vor-
gestellt, das zur Untersuchung von Metall-Clustern benutzt wird. Da es
sich hierbei um eine numerische Behandlung klassischer Bewegungsgleichun-
gen handelt, sind MD-Simulationen im Bereich nichtentarteter Nano-Plasmen
( > 1) gültig, wie es auch am Beispiel der Bulk-Plasmen ausgeführt wurde. Der
Vorteil von MD-Simulationen ist, dass im Vergleich zu quantenmechanischen Simu-
lationen einfache Newtonschen Bewegungsgleichungen für Punktteilchen gelöst wer-
den, so dass die Laufzeit der Berechnungen vergleichsweise kurz ist und dass Stöÿe
zwischen den simulierten Teilchen von vornherein berücksichtigt werden. Dies ist bei
der Lösung der Vlasov-Gleichungen, der hydrodynamischen Gleichungen oder in der
Dichtefunktionaltheorie nicht der Fall. In diesen Fällen müssen dissipative Eekte,
wie Stöÿe, nachträglich ergänzt werden.
Die Berechnung der Wechselwirkung von Clustern mit intensiven Laserpulsen
durch MD-Simulationen wurde umfassend in [36] und [37] behandelt. In [38] wurden
durch Last und Jortner Skalierungsparameter für Testteilchen einer MD-Simulation
entwickelt, die abhängig sind von der Anregungsfrequenz und der Anregungsstärke.
Das Verfahren der MD-Simulation wurde von Fennel et al. verwendet [39], um die
Ionisation in Clustern zu untersuchen. Es wurde in diesem Rahmen der Eekt einer
erweiterten Stoÿionisation gefunden, der auf lokale Felder zurückzuführen ist.
In den Dissertationen von Greschik [40] und Arndt [41] wird die Anregung von
Metall-Cluster durch Laserstrahlung in Abhängigkeit von der Laserfrequenz unter-
sucht. Während bei Greschik unterschiedliche Moden durch 2D particle-in-cell (PIC)
Simulationen gefunden wurden, die für verschiedene Frequenzen angeregt werden
können, ist bei Arndt ein Frequenz-Spektrum der Anregungsstärke von Cluster, be-
rechnet durch MD-Simulationen, zu nden. Durch die Auösung des Frequenzspek-
trums sind lediglich andeutungsweise Resonanzstrukturen zu erkennen, die auf eine
zweite Resonanz bei höheren Frequenzen schlieÿen lassen. Auf diese zweite Resonanz
wird aber im Rahmen dieser Arbeit nicht weiter eingegangen.
Es gibt eine Reihe von Untersuchungen von Nano-Plasmen mit Hilfe der Dich-
tefunktionaltheorie (DFT) [42, 43, 44, 45, 46, 47, 48], durch die mehrere resonante
Anregungen bei verschiedenen Frequenzen gefunden wurden. Häug wird eine zweite
Resonanzfrequenz identiziert, die auf die Bulk-Resonanz zurückgeführt wird. In [47]
wird das Auftreten von verschiedenen Resonanzfrequenzen auf nicht-isotrope räum-
liche Ausdehnungen von Clustern zurückgeführt. Eine konsequente Verbindung von
verschiedenen Resonanzfrequenzen mit Schwingungsmoden ist nicht zu nden. Au-
ÿerdem wurden dissipative Eekte  etwa durch Stöÿe zwischen den Elektronen 
im Rahmen der DFT-Rechnung nicht berücksichtigt.
Die Dämpfung kollektiver Elektronenschwingungen in Clustern wurde hingegen
in [49] untersucht. Es handelt sich um eine MD-Simulation mit tree-code, in der die
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Stöÿe zwischen den Teilchen enthalten sind. Die Korrelationsfunktion des Stromes
der Elektronen wurde für groÿe Wassersto-Cluster (ca. 106 Atome) untersucht. Aus
der Abklingdauer der kollektiven Schwingung der Elektronen, die aus der Korrela-
tionsfunktion zu entnehmen ist, wurde eine statische Stoÿfrequenz bestimmt.
Die kollektive Resonanzfrequenz des Elektronengases liegt für Nano-Plasmen
nicht mehr bei der Plasmafrequenz !pl, Gl. (2.20), die für das Bulk-Plasma gül-
tig ist, sondern bei der Mie-Frequenz:
!2Mie =
e2ne
3"0me
=
!2pl
3
: (2.27)
Die Mie-Frequenz ist das Ergebnis der Berechnung der Eigenfrequenz, wenn ein Elek-
tronengas im externen Potenzial einer homogen positiv geladenen Kugel schwingt,
ohne sich dabei zu verformen. Die genauere Ausführung der Berechnung wird in
Kapitel 8.1.1 gezeigt.
Eine wichtige Konsequenz ist die Auadung von Clustern. Nano-Plasmen sind
anders als Bulk-Plasmen nicht notwendigerweise elektrisch neutral. Das nite System
wird also zusätzlich durch den Ionisationsgrad bestimmt. Unter der Annahme, dass
lediglich einfach positiv geladene Ionen auftreten, gilt:
I =
Ne
Ni
; (2.28)
mit den der Anzahl der Elektronen Ne und der Ionen Ni, die jeweils zum Nano-
Plasma gehören. Die Unterscheidung, welche Teilchen zum Nano-Plasma gehören
bzw. welche im Gegensatz dazu durch äuÿere Ionisation abhanden kommen, ist
nicht trivial und wird in dieser Arbeit näher untersucht. Aufgrund der geringen
Ausdehnung des Nano-Plasmas wird zu prüfen sein, ob die Beschreibung als homo-
genes Material genügt oder ob das Plasma als inhomogenes System durch andere
Symmetrien charakterisiert werden kann.
Anwendungsgebiet für die ortsaufgelöste KKF kann unter anderem die Bestim-
mung des dynamischen Struktur-Faktors eines stark korrelierten Nano-Plasmas sein.
Auÿerdem ist eine interessante Frage, inwiefern eine dynamische Stoÿfrequenz ni-
ter Systeme bestimmt werden kann. In beiden Fälle ist die Abhängigkeit von der
Ausdehnung des niten Plasmas von groÿer Bedeutung, um den Übergang von Nano-
Plasmen zum Bulk-Plasma nachvollziehen zu können. Erste Ergebnisse wurden in
[50, 51, 52, 53] durch Raitza, Reinholz et al. angegeben.
3. MD-SIMULATIONEN ZUR UNTERSUCHUNG VON PLASMEN
Da stark korrelierte Plasmen (  > 1) untersucht werden sollen, bietet sich die Mole-
kulardynamik-Simulation (MD-Simulation) an. In diesem Fall hat man es mit Wech-
selwirkungen zwischen den Teilchen zu tun, die sehr stark im Vergleich zur kineti-
schen Energie sind. Zur Berechnung physikalischer Eigenschaften solcher Systeme ist
es wichtig, mit der MD-Simulation einen Zugang zu wählen, bei dem keine Wech-
selwirkungen unterdrückt oder vernachlässigt werden. Bei der MD-Simulation geht
man von punktförmigen Teilchen aus. Die Teilchen sind einer Sorte zugeteilt und sie
wechselwirken je nach Sorte mit anderen Teilchen über Wechselwirkungspotenziale.
Die MD-Simulation ist ein numerisches Verfahren zur Lösung der klassischen Bewe-
gungsgleichungen, das in diesem Kapitel näher erläutert werden soll.
Im klassischen Fall müssen die Newtonschen Bewegungsgleichungen gelöst wer-
den. Für ein abgeschlossenes System ohne externe Kräfte mit N Teilchen gilt fol-
gende Gleichung für das Teilchen mit Index a:
ma~ra = ~Fa(~r1 : : : ~rN ; _~r1 : : : _~rN): (3.1)
Das bedeutet, die Beschleunigung des Teilchens a wird durch die Kraft ~Fa bestimmt,
die im Allgemeinen von den Orten und Geschwindigkeiten aller anderen Teilchen
abhängt.
Bei der MD-Simulation werden punktförmige Teilchen angenommen, die jeweils
einen Impuls besitzen und über ein Potenzial miteinander wechselwirken. Im Fol-
genden wird die Beschränkung auf den Fall erläutert, in dem die Bewegungsglei-
chungen der Teilchen durch elektrostatische Kräfte bestimmt werden. Für die nicht-
relativistische Wechselwirkung mit elektrischen Feldern wird diese Näherung genü-
gen. Es gilt somit:
ma~ra = ~Fa(~r1; : : : ~rN): (3.2)
Es resultiert hieraus ein N -fach gekoppeltes System von Dierentialgleichungen 2.
Ordnung. Dieses kann in zwei Dierentialgleichungen 1. Ordnung für jedes Teilchen
a zerlegt werden:
_~pa = ~Fa(~r1; : : : ~rN); (3.3)
_~ra =
~pa
ma
: (3.4)
Im Falle eines Zwei-Komponenten-Plasmas hat man es mit einem System, bestehend
aus Elektronen und Ionen, zu tun. Die Kraft ~Fa ist demnach zusammengesetzt aus
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den paarweisen Wechselwirkungen mit allen Ne Elektronen und Ni Ionen mit dem
Teilchen a. Im Falle, dass Teilchen a ein Elektron ist, gilt:
_~pa =
NeX
b=1;
b 6=a
~Fab(j~rb   ~raj) +
Ne+NiX
b=Ne+1
~Fab(j~rb   ~raj) (3.5)
Die Kraft auf das Teilchen a setzt sich also aus der Summe der Beiträge der Wechsel-
wirkung mit allen anderen Teilchen zusammen und bestimmt die zeitliche Änderung
seines Impulses ~pa. Wichtig ist, dass das Teilchen a aus der Summation ausgeschlos-
sen wird, um die Selbstwechselwirkung auszuschlieÿen.
Die Kraft der paarweisen Wechselwirkung erhält man aus dem Gradienten des
Wechselwirkungspotenzials:
~Fab(rab) =  gradVab(rab); (3.6)
mit dem Abstand zwischen den Teilchen rab = j~rb   ~raj. Da man es mit geladenen
Teilchen zu tun hat, handelt es sich um das Coulombpotenzial:
~Vab(rab) =
ZaZbe
2
4"0rab
; (3.7)
mit der Ladung der wechselwirkenden Teilchen Za und Zb. Da ein System, beste-
hend aus Elektronen und einfach geladenen Ionen, betrachtet werden soll, gilt für
Elektronen demnach Z =  1 und für Ionen Z = 1.
Es gibt zwei wichtige Einschränkungen, die beachtet werden müssen. Einerseits
ist eine MD-Simulation ein numerisches Verfahren. Da es sich um ein Vielteilchensys-
tem handelt, für das keine analytische Lösung der klassischen Bewegungsgleichun-
gen bestimmt werden kann, bietet sich die numerische Lösung dieses physikalischen
Problems an. Allerdings muss sichergestellt werden, dass die Ergebnisse der MD-
Simulation nicht durch die numerische Behandlung verfälscht werden.
Andererseits liefert die MD-Simulation nur gültige Ergebnisse im Bereich ge-
ringer Entartung ( > 1 nach Gl. (2.18)). Ein Überlapp der Wellenfunktion der
verschiedenen Teilchen ist in diesem Bereich sehr unwahrscheinlich und Quantenef-
fekte tragen somit nicht signikant zum physikalischen Verhalten bei. Das bedeutet,
dass die Wechselwirkungen der Teilchen im Plasma mit klassischen Bewegungsglei-
chungen beschrieben werden können. Auf beide Einschränkungen werde ich bei der
folgenden Erläuterung der MD-Simulation eingehen.
Bei Abständen rab = 0 hat das Coulomb-Potenzial eine Polstelle. Für die nu-
merische Bestimmung der Trajektorien werden solche Polstellen problematisch, da
an dieser Stelle die Kraft divergiert. Entscheidender ist allerdings, dass bei kleinen
Abständen der Teilchencharakter verschwindet. Der Quantencharakter der Teilchen
tritt zu Tage und sie müssen vielmehr als Wellenpakete betrachtet werden. An-
genommen, man hat es bei kleinen Abständen mit einer Gauÿschen Ladungswolke
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nG(r) = exp( r2=2) zu tun, kann ein eektives Wechselwirkungspotenzial wie folgt
als Fehlerfunktions-Potenzial (error function potential) bestimmt werden:
Verf(r) =
Z
dr03 nG(r   r0)Vab(r0) = ZaZbe
2
4"0
erf
 
r


r
: (3.8)
Der Parameter  kann materialabhängig bestimmt werden. Im Falle dieser Arbeit
wurde der Parameter anhand der Ionisationsenergie von Natrium festgelegt. Für
 = 0:318 nm hat das Wechselwirkungspotenzial zwischen einem Elektron und einem
Ion bei einem Abstand von r = 0 den Wert der Ionisationsenergie IP = 5:1 eV. In
Abb. 3 ist das Fehlerfunktions-Potenzial im Vergleich zum Coulomb-Potenzial zu
sehen.
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Abb. 3.1: Fehlerfunktions-Potenzial (schwarz) im Vergleich zum Coulomb-Potenzial (blau)
für die Wechselwirkung eines Elektrons mit einem Ion.
Der Anfangszustand des Systems f~ra(t0); ~pa(t0)g als Randbedingung des Systems
von Dierentialgleichungen muss bekannt sein und wird für die jeweiligen Simula-
tionen diskutiert. Die Trajektorien f~ra(t); ~pa(t)g der Teilchen werden ausgehend da-
von durch numerische Zeitintegration gewonnen. Dabei wurde der Geschwindigkeits-
Verlet-Algorithmus [54] verwendet:
~ra(t+t) = ~ra(t) + t ~pa(t) +
t2
2
~Fa(t)
ma
; (3.9)
~pa(t+t) = ~pa(t) +
t
2
h
~Fa(t) + ~Fa(t+t)
i
: (3.10)
Damit ist im Rahmen der numerischen Genauigkeit gesichert, dass die totale Energie
des abgeschlossenen Systems konstant bleibt.
Der Zeitschritt t dieser numerischen Integration muss klein genug gewählt wer-
den, damit die Trajektorien nicht durch numerische Abweichungen von der analyti-
schen Lösung abweichen. Eine Möglichkeit ist, die Zeit zwischen zwei Stöÿen aus dem
Wigner-Seitz-Radius rs, Gl. (2.21), und der mittleren Geschwindigkeit v =
p
3Te=me
zu berechnen:
t <
d
v
=
rs
v
(3.11)
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Die Gröÿe des maximalen Zeitschritts t muss demnach mit zunehmender Elek-
tronendichte ne und Elektronentemperatur Te kleiner gewählt werden. Für die hier
ausgeführten Untersuchungen wird eine Dichte von ne = 1023 cm 3 und eine Tem-
peratur von Te = 10 eV nicht überschritten. In diesem Fall wird eine obere Grenze
für den Zeitschritt von t < 0; 058 fs errechnet. Daher wurde zur Durchführung der
MD-Simulationen ein Zeitschritt von t = 0; 01 fs gewählt. Der Zeitschritt sollte auf
der anderen Seite auch nicht zu klein gewählt werden, da der Rechenaufwand zur
Bestimmung einer Trajektorie von mehreren hundert Femtosekunden zu aufwendig
werden würde.
3.1 Optische Eigenschaften in Bulk-Plasmen
Zur Untersuchung von Bulk-Plasmen werden in der Regel periodische Randbe-
dingungen angenommen. Die Bewegungsgleichungen der Teilchen gemäÿ Gl. (3.4)
und Gl. (3.3) werden in einem Würfel der Kantenlänge L gelöst. Teilchen, die den
Würfel auf der einen Seite verlassen, treten auf der entgegengesetzten Seite wieder in
den Würfel ein. Somit können physikalische Eekte eines Festkörpers beliebig groÿer
Ausdehnung beschrieben werden, sofern die Korrelationslänge die Ausdehnung des
Würfels nicht überschreitet.
Über eine geeignete Wahl der Anfangsbedingungen können verschiedene Zustän-
de des thermodynamischen Gleichgewichts untersucht werden. Abgesehen von Fluk-
tuationen kann über die Teilchenzahl eine homogene Plasmadichte eingestellt wer-
den. Im Falle des Zwei-Komponenten-Plasmas hat man somit eine Elektronendichte
ne und eine Ionendichte ni. Für Bulk-Plasmen gilt allgemein, dass sie elektrisch neu-
tral sind, so dass die Gleichung ne = Zni erfüllt sein muss. Über einen Thermostat
kann die Temperatur des Plasmas, also die Temperatur der Elektronen Te und die der
Ionen Ti, eingestellt werden. Sofern man im Bereich nicht entarteter Plasmen bleibt
( > 1), sind MD-Simulation nützlich, um optische Eigenschaften zu bestimmen,
die zudem stark gekoppelt sind (  > 1). Dieser Bereich ist für analytische Ansätze
schwer zugänglich und MD-Simulationen liefern hier verwertbare Ergebnisse.
Die Wechselwirkung der Teilchen von Bulk-Plasmen wird durch eektive Poten-
ziale beschrieben. Es werden neben dem bereits eingeführten Fehlerfunktions-Po-
tenzial Gl. (3.8) zur Untersuchung von Bulk-Plasmen auch andere Potenziale, wie
das korrigierte Kelbg-Potenzial [55]:
VKelbg(r) =
ZiZje
2
4"0

F

r
ij

  r kBT
ZiZj
~Aij(ij)exp

  r
2
2ij

; (3.12)
mit
ij =   ZiZj
kBTij
; F (x) = 1  exp( x2)px(1  erf(x)); (3.13)
~Aee(ee) =
p
 jeej+ ln

2
p
 jeej
Z 1
0
yexp( y2)dy
exp( jeej =y)  1

; (3.14)
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unter Verwendung der Riemann-Zeta-Funktion (n) oder das Deutsch-Potenzial [56]:
VD(r) =
ZiZje
2
4"0

1  exp

  r
Dij

(3.17)
benutzt. Der Parameter Dij =
ijp

= ~p
2mijkBT
hängt mit der thermi-
schen Wellenlänge zusammen und berechnet sich aus der reduzierten Masse
mij = mimj=(mi + mj) der wechselwirkenden Teilchen. Diese eektiven Poten-
ziale wurden eingeführt, um temperatur- und dichteabhängige Abschirmeekte in
Plasmen zu berücksichtigen.
Optische Eigenschaften von Bulk-Plasmen können im Rahmen der linearen
Response berechnet werden, indem man Korrelationsfunktionen aus den Trajek-
torien der Teilchen des Plasmas berechnet:
KAB(t) = hA(t)Bi; (3.18)
wobei man es hierbei mit dem Mittelwert zu tun hat, der dadurch gewonnen wird,
dass über den gesamten Phasenraum der klassischen Verteilungsfunktion integriert
wird. Entsprechend dem Ergodizitätsprinzip entspricht der Mittelwert über einen
genügend groÿen Zeitraum dem Mittelwert über ein genügend groÿes Ensemble von
Teilchen im Phasenraum:
KAB(t) = hA(t)Bi = lim
T!1
1
T
Z t0+T
t0
dt0A(t+ t0)B(t0): (3.19)
So können Gleichgewichtskorrelationsfunktionen bestimmt werden, wenn man die
Trajektorien der Teilchen des Bulk-Plasmas durch MD-Simulation numerisch für
einen genügend groÿen Zeitraum berechnet.
Aus der MD-Simulation kann z.B. die Elektronendichte an jedem Ort und zu
jeder Zeit bestimmt werden:
n(~r; t) =
X
i
Zie(~r   ~ri(t)); (3.20)
wobei hier der Ort ~ri(t) der Teilchen mit Hilfe der Simulation berech-
net wird. Die ortsaufgelöste Dichte kann durch eine Fourier-Transformation
nk(t) =
P
i Ziexp
h
 i~k~ri(t)
i
in eine wellenzahlabhängige Dichte umgewandelt wer-
den. Daraus kann der Strukturfaktor bei endlicher Wellenzahl berechnet werden:
S(~k; !) =
1
2N
Z
dthnk(t)nk(0)ie i!t; (3.21)
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indem mit Gl. (3.19) die Korrelationsfunktion hnk(t)nk(0)i der Dichte bestimmt
wird. Der Strukturfaktor ist wichtig, um die Thomson-Streuung an Bulk-Plasmen
zu beschreiben. Durch die Berechnung der Trajektorien der Teilchen wurde also
die Dichte-Korrelationsfunktion berechnet, die im direkten Zusammenhang mit dem
Strukturfaktor steht und somit optische Eigenschaften des Plasmas bestimmt.
Eine weitere Anwendung besteht darin, die MD-Simulation zu nutzen, um den
Impuls pi(t) aller Teilchen nach Gl. (3.3) zu berechnen und daraus den makro-
skopischen Strom des Plasmas zu bestimmen:
~J(t) =
e
mi
X
i
Zi~pi(t): (3.22)
Daraus wird die Autokorrelationsfunktion des makroskopischen Stroms des Plasmas
bestimmt:
(J(t); J(0)) =
1
N
NX
i=1
J(t+ i) J(i); (3.23)
indem über alle Zeitschritte i summiert wird. Dies führt zum Mittelwert des Pro-
duktes des Stromes mit dem Zeitunterschied t und gibt an, wie stark der Strom nach
dieser Zeit korreliert ist. Schlieÿlich kann durch Laplace-Transformation:
hJ ; Ji! = hJ2i
Z 1
0
dtei!t (J(t); J(0)) ; (3.24)
die frequenzabhängige Autokorrelationsfunktion des Stroms berechnet werden. Die
frequenzabhängige Autokorrelationsfunktion hJ ; Ji! ist wegen des Fluktuations-
Dissipations-Theorems mit der Leitfähigkeit (!) verbunden:
(!) =


0
hJ ; Ji! = "0!pl
Z 1
0
dtei!thJ(t)J(0)i; (3.25)
wobei  = (kBT ) 1 die inverse Temperatur und 
0 das Normierungsvolumen sind.
Die Leitfähigkeit hängt direkt mit der dielektrischen Funktion zusammen. Die Be-
rechnung der Leitfähigkeit bestimmt demnach wichtige optische Eigenschaften wie
Reexion, Absorption und Streuung von Licht durch das Plasma.
Die numerische Berechnung der Trajektorien durch MD-Simulation kann also
benutzt werden, um verschiedene Korrelationsfunktionen im thermodynamischen
Gleichgewicht zu berechnen, die im Zusammenhang mit Materialgröÿen des Bulk-
Plasmas stehen, die dissipative und optische Eigenschaften des Systems bestimmen.
Entscheidend ist bei der Nutzung von MD-Simulationen zur Berechnung von
Korrelationsfunktionen, dass das Ergodizitätsprinzip genutzt wird. Um die Korrela-
tionsfunktionen zu bestimmen, müssen Informationen über den gesamten Phasen-
raum vorhanden sein. Der Phasenraum wird nur ungenügend durch das sehr kleine
Teilchen-Ensemble abgedeckt. Im thermodynamischen Gleichgewicht hingegen wird
der gesamte Phasenraum nach einem hinreichend groÿen Zeitraum abgedeckt. Das
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thermodynamische Gleichgewicht ist dadurch gekennzeichnet, dass sich makrosko-
pische Gröÿen oder Korrelationsfunktionen im Mittel nicht ändern. Die zeitliche
Evolution der Trajektorien der einzelnen Teilchen können also berechnet werden, oh-
ne dass sich thermodynamische Mittelwerte ändern. Dies macht die MD-Simulation
zur Bestimmung von Korrelationsfunktionen sehr nützlich. Man ist zur Nutzung
dieses Verfahrens aber darauf festgelegt, dass sich das System im thermischen
Gleichgewicht bendet. Dies gilt es zunächst zu prüfen.
3.2 Anregung von Clustern
Damit MD-Simulationen an Clustern durchgeführt werden können, muss zunächst
der Anfangszustand festgelegt werden. Als Modell-System betrachte ich Natrium-
Cluster verschiedener Gröÿen. Verschiedene Experimente [57] zeigen, dass kleine
Natrium-Cluster aus Atomen bestehen, die in ikosaedrischen Schalen angeordnet
sind. In Abb. 3.2 habe ich drei Beispiele verschiedener Cluster-Gröÿen dargestellt.
Die Cluster haben bei abgeschlossener ikosaedrischer Schale also eine bestimmte
Anzahl von Atomen - die sogenannten magischen Zahlen. Der kleinste Cluster, der
untersucht wurde, besteht aus 55 Atomen (einem Zentralatom und zwei Schalen).
Der nächstgröÿere Cluster mit abgeschlossener ikosaedrischer Schale besteht aus 147
Atomen. Ein Cluster mit 309 Atomen besteht aus 4 Schalen.
Abb. 3.2: Cluster, bestehend aus ikosaedrischen Schalen dreier verschiedener Gröÿen: 55
Atome (links), 147 Atome (Mitte) und 309 Atome (rechts).
Die Atome bestehen jeweils aus einem Elektron und einem einfach geladenen Ion.
Das Elektron bendet sich an genau demselben Ort wie das Ion. Die Wechselwirkung
der Teilchen wird durch das Fehlerfunktions-Potenzial gemäÿ Gl. (3.8) beschrieben.
Die Dichte der Cluster entspricht mit ni = 35  1021 cm 3 der Festkörperdichte von
Natrium. Die Temperatur der Cluster liegt vor der Anregung in den Plasmazustand
bei Zimmertemperatur. Das bedeutet, im Vergleich zur Temperatur im Plasmazu-
stand (einige eV) ist die Zimmertemperatur im Anfangszustand vernachlässigbar
klein, so dass der Cluster am Anfang mit T = 0 angenommen wird.
Die Elektronen und Ionen werden, von diesem Anfangszustand ausgehend, mit
einem Laser-Puls angeregt, mit einer Wellenlänge von 436 nm, einem cos2-Prol,
einer Pulsdauer von 100 fs und einer Intensität von I = 1012 Wcm 2. Die Pulsdauer
ist sehr kurz im Vergleich zur Zeitskala der Ionendynamik, die sich im Bereich von
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mehreren Picosekunden abspielt. Die Laserintensität liegt in einem Bereich, in dem
die Natriumionen einfach ionisiert werden. Das bedeutet, dass die Laseranregung
des Clusters mit dem oben diskutierten Atom-Modell beschrieben werden kann. In
Abb. 3.3 ist ein Beispiel für die Laser-Anregung eines Na309-Clusters dargestellt.
Die Laseranregung wird vorrangig am Beispiel des Na309 beschrieben. Die Ionisation
ist in diesem Modell auf die Feldionisation beschränkt. Die Feldstärke des Lasers
koppelt an die geladenen Teilchen an und diese werden ausgelenkt. Prozesse, wie
Tunnelionisation und Stoÿionisation spielen auch eine groÿe Rolle. Da diese Arbeit
nicht den Anregungsprozess, sondern den bereits angeregten Cluster als Gegenstand
hat, sollen diese Eekte nicht berücksichtigt werden.
Abb. 3.3: Laseranregung des Na309-Clusters. Die durchgehenden schwarzen Linien geben
die z-Komponente der expandierenden Ionen wieder. Die turbulenten roten Li-
nien repräsentieren die z-Komponente der Elektronen. Der Laserpuls mit cos2-
Prol mit seinem Maximum bei 50 fs wurde schematisch als blaue Linie angege-
ben.
Einige Elektronen verlassen den Cluster. Dadurch ist der Cluster positiv aufgela-
den. Die Ionen stoÿen sich ab und der Cluster beginnt zu expandieren. Es kommt zur
Coulomb-Explosion. Viele Elektronen bleiben allerdings im positiven Hintergrund-
potenzial der Ionen gefangen. Diese Elektronen sind aber nicht länger Teil eines
Atoms. Sie bewegen sich frei im Cluster und bilden ein Nano-Plasma.
Um die Eigenschaften eines solchen Nano-Plasmas zu bestimmen, wurden 150
MD-Simulationen mit verschiedenen Randbedingungen ein und desselben Anfangs-
zustandes gerechnet, um ein Ensemble des physikalischen Prozesses zu erhalten.
Dazu wurden die Elektronen im Anfangszustand zufällig um einen kleinen Betrag
(r < 0:01 aB  ) gegen die Ionenposition versetzt. Damit wird garantiert, dass
die totale Energie des Clusters lediglich unwesentlich gestört wird. Es kann also nach
wie vor von ein und demselben Anfangszustand gesprochen werden.
Die hoch angeregten Elektronen können anhand des Mittelwertes über die En-
sembles analysiert werden. Die totale Energie Etot der Elektronen wurde zu ver-
schiedenen Zeitpunkten t = 100; 200; 300 fs betrachtet, dargestellt in Abb. 3.4.
Elektronen mit positiver totaler Energie, die den Cluster verlassen sollten, werden
als ungebunden betrachtet. In Abb. 3.4 ist zu erkennen, dass sie exponentiell verteilt
sind. Die exponentielle Verteilung der Elektronen bei positiver Gesamtenergie Etot
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ist von der Zeit unabhängig.
Die Mehrheit der Elektronen behalten eine negative totale Energie Etot und sind
somit im Cluster gebunden. Die Energieverteilung ist mit der Boltzmann-Verteilung
vergleichbar, was auf Stoÿprozesse im Cluster hinweist. Das Maximum der Verteilung
der Gesamtenergie ist von der Zeit abhängig. Auÿerdem ändert sich die Höhe und
die Breite der Energieverteilung. Diese Elektronen bilden nach der Laser-Anregung
das Nano-Plasma, da sie nicht an einzelne Atome, jedoch an den Cluster gebunden
sind. Von diesem Nano-Plasma wird eine Temperatur und eine Dichte zu bestim-
men sein. Dazu wird es aber nützlich sein, sich die Orts- und die Impulsverteilung
getrennt zu betrachten. Die Verteilung der Gesamtenergie hingegen ist aus beiden
Verteilungsfunktionen zusammengesetzt.
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Abb. 3.4: Energie-Verteilung der Elektronen des Na309-Clusters für verschiedene Zeitpunk-
te nach der Laseranregung.
Die Auadung des Clusters durch die Ionisation von Elektronen ist ein neuer
Parameter zur Beschreibung von Nano-Plasmen gegenüber den Bulk-Plasmen, denn
Bulk-Plasmen sind im allgemeinen neutral. Um die Auadung des Clusters zu be-
stimmen, müssen Kriterien aufgestellt werden, die bei einem Elektron zu nden sein
müssen, damit es den Cluster verlässt und als frei gelten kann.
Zunächst wird die Gesamtenergie Etot = Ekin+Epot jedes Elektrons als Kriterium
betrachtet, ob es am Cluster gebunden ist oder ob es frei ist. Ist die Gesamtenergie
Etot eines Elektrons positiv, hat es mehr kinetische Energie als potenzielle Ener-
gie, die aus der Wechselwirkung mit den umgebenden Elektronen und den Ionen
entsteht. Demnach sollten Elektronen mit positiver Gesamtenergie Etot die Clus-
tergeometrie verlassen können. Es wäre frei. Es wurden alle Elektronen, die eine
negative Gesamtenergie Etot haben, gezählt, um die Gesamtheit der Elektronen Ne
zu erhalten, die nach diesem Modell am Cluster gebunden bleiben. Das Ergebnis
dieses Modells wurde in Abb. 3.5 durch eine rote Linie dargestellt. Man sieht, dass
das Modell während der Laserwechselwirkung starke Schwankungen aufweist. Da-
raus lässt sich schlieÿen, dass viele Elektronen durch die Wechselwirkung mit dem
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Abb. 3.5: Zeitliche Entwicklung der Elektronenzahl Ne der gebundenen Elektronen ei-
nes Na309-Clusters, ermittelt nach verschiedenen Modellen. Der cos
2-Laser-Pulse
wurde schematisch blau dargestellt.
Laser kurzzeitig stark angeregt sind. Durch Stoÿprozesse miteinander und mit den
Ionen geben sie ihre Energie allerdings schnell ab. Die Energie wird auf alle Teilchen
verteilt. Viele Elektronen, die zunächst eine positive Gesamtenergie haben, verlieren
so viel Energie, dass die Gesamtenergie am Ende negativ ist und sie gebunden blei-
ben. Eine kurze Anregung der Elektronen auf positive Gesamtenergien ist demnach
kein Garant dafür, dass die Elektronen den Cluster verlassen.
In einem alternativen Modell kann man die Elektronen zählen, die einen be-
stimmten Raum nicht verlassen. Zu untersuchen wäre, ob es einen charakteristischen
Cluster-Radius gibt, anhand dessen entschieden werden kann, welche räumlichen
Ausmaÿe der Cluster hat. Alle Elektronen, die sich innerhalb dieses Cluster-Radius
benden, gelten als gebunden und gehören somit zum Cluster. Der Cluster-Radius
soll sich an der Verteilung der Ionen orientieren:
hr2i =
Z
dr3 r2ni: (3.26)
Da die Verteilung der Ionen, abgesehen von eher kleinen Abweichungen, homogen
sein sollte, kann man von einer Kugel aus Ni Ionen mit dem Radius rcl und einer
konstanten Ionendichte ni ausgehen, um den Cluster-Radius zu bestimmen:
rcl =
vuut 5
3Ni
NionX
i=1
r2i : (3.27)
Dieser Radius wird als root-mean-square (rms) Radius bezeichnet. Elektronen, die
sich innerhalb dieses Radius benden, sind gebunden. Jedes Elektron wurde zu jedem
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Zeitpunkt nach diesem Kriterium geprüft. In Abb. 3.5 ist das Resultat als grüne
Linie zu erkennen. Es werden durch dieses Modell zwei Phänomene oensichtlich.
Zum Einen gelten zu jedem Zeitpunkt zu viele Elektronen als frei. Es gibt also zu
jedem Zeitpunkt Elektronen, die sich zwar jenseits des Cluster-Radius Gl. (3.27)
benden, aber nicht als frei gelten können, da sie eine negative Gesamtenergie Etot
haben. Zum Anderen kommt es zu einer kollektiven Rekombination, die nach 70 fs
einsetzt und mehrere hundert fs andauert und somit verhältnismäÿig langsam ist.
Dies ist auf Elektronen zurück zu führen, die zwar angeregt sind und sich an der
Oberäche des Clusters aufhalten, aber dennoch eine zu geringe Energie haben, um
den Cluster zu verlassen. Diese Elektronen können mit den Zuständen in Rydberg-
Atomen verglichen werden. Mit der Expansion des Clusters durch die Coulomb-
Explosion holen die Ionen diese Elektronen allmählich ein.
Ein drittes Modell wird nun vorgestellt, in dem die beiden ersten Kriterien kom-
biniert werden. Zählt man zu jedem Zeitpunkt alle Elektronen Ne, die keine po-
sitive Gesamtenergie oder sich innerhalb des Clusters aufhalten, erhält man die in
Abb. 3.5 schwarz dargestellte Linie. Dieses Modell beschreibt eine langsam veränder-
liche Ionisation, die nach 30 fs einsetzt und bis 100 fs andauert - also bis zum Ende
der Einwirkung des Laserpulses. Nach der Wirkung des Laserpulses auf den Cluster
sind bis auf geringe Abweichungen Ne = 261 Elektronen am Cluster gebunden. Die
Auadung des Clusters beträgt angesichts der 309 Ionen demnach Z = Ni Ne = 48.
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4. THERMODYNAMISCHE EIGENSCHAFTEN ANGEREGTER
CLUSTER
Zunächst werden ein paar einführende Worte zum Konzept des lokalen thermody-
namischen Gleichgewichtes LTE (local thermodynamic equilibrium) gesagt. Dabei
wird das LTE einer Verteilung von Elektronen betrachtet, die in einem externen
Ionenpotenzial gefangen sind. Durch Stoÿprozesse stellt sich bei den freien Elek-
tronen, die aber im Cluster gebunden sind, ein Gleichgewicht ein, das durch lokale
Temperaturen, chemische Potenziale und mittlere Geschwindigkeiten beschrieben
werden kann. Dies wurde schon bei der Verteilung der Gesamtenergie festgestellt.
Nimmt man weiterhin an, dass Korrelationen zwischen den Elektronen vernachläs-
sigt werden können, ist man in der Lage, die Wechselwirkung der Elektronen über
ein Mean-Field-Potenzial U(r) zu bestimmen, indem die Poisson-Gleichung für die
mittlere Elektronendichte ne(r) für jede Zeit t gelöst wird. Für ein nicht entartetes
Elektronengas der Temperatur Te ist die Gleichgewichts-Verteilung aus der statisti-
schen Physik bekannt:
fe(~r; ~p) =
1
Z
exp

 

p2
2me
+ U(~r)  

; (4.1)
mit der inversen Temperatur  = 1=kBTe und der Zustandssumme
Z =
R
d3pd3r exp [  (p2=2me + U(r)  )]. Der Schwerpunktimpuls ist vernachläs-
sigbar klein, da sich der Cluster in keine ausgezeichnete Richtung bevorzugt bewegt.
Die inverse Temperatur  und das chemische Potenzial  ändern sich nicht mit dem
Ort, aber mit der Zeit.
Integriert man diese Gleichung über alle Orte, erhält man die Maxwell-
Boltzmann-Impulsverteilung:
fe(p) = 4p
2


2me
3=2
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
  p
2
2me

: (4.2)
Die Impulsverteilung der Elektronen des Na309-Clusters wurde mit der MD-
Simulation für drei verschiedene Zeitpunkte nach der Laseranregung berechnet.
Nachdem über 150 MD-Simulationen gemittelt wurde, wurden die Komponenten
der Impulsverteilung aller drei Raumrichtungen miteinander verglichen (px, py, pz).
Innerhalb der statistischen Unsicherheit von 10 % kann man von einer isotropen
Impulsverteilung ausgehen. Es genügt demnach, den Betrag des Impulses zu unter-
suchen.
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4.1 Einstellung eines lokalen thermischen Gleichgewichts
In Abb. 4.1 ist das Ergebnis von 150 MD-Simulationen für die Impulsverteilung
der gebundenen Elektronen zu nden. Für einen groÿen Impulsbereich stimmen die
Simulationsdaten mit der Maxwell-Boltzmann-Verteilung überein. Allein direkt nach
der Laseranregung bei t = 120 fs tritt eine signikante Abweichung für kleine Impulse
auf, welche zu späteren Zeitpunkten verschwindet. Jedoch kann für jeden Zeitpunkt
nach der Laseranregung eine Elektronen-Temperatur Te über die Impuls-Verteilung
ermittelt werden, sofern man von einem System im LTE ausgeht.
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Abb. 4.1: Impulsverteilung der Elektronen im Na309-Cluster zu verschiedenen Zeitpunkten
(Symbole) sowie ein Maxwell-Boltzmann-Fit Gl. (4.2) für jeden Zeitpunkt.
Da die Impulsverteilung der Elektronen im Cluster einer Maxwell-Boltzmann-
Verteilung entspricht, kann die Temperatur ebenso über die mittlere kinetische Ener-
gie Te = hp2i=3mekB bestimmt werden. Die Temperatur sinkt wegen der Coulomb-
Explosion des Clusters, wie in Abb. 4.2 gezeigt wird. Die Temperatur, berechnet
mit der mittleren kinetischen Energie, wurde mit den Ergebnissen vom Maxwell-
Boltzmann-Fit (Kreuze) verglichen. Beide Rechnungen sind zu jeder Zeit in Über-
einstimmung. Aufgrund dieser Übereinstimmung kann man davon ausgehen, dass
das Elektronen-Gas im LTE ist.
Die räumliche Verteilung des Elektronen-Gases wird ebenfalls untersucht, um der
Frage nach dem LTE noch weiter auf den Grund zu gehen. Zuvor wird die dafür re-
levante Expansion der Ionen-Schalen nach der Lasereinwirkung genauer betrachtet.
Diese Schalen beeinussen als externes Fallen-Potenzial die räumliche Verteilung der
Elektronen entscheidend. Um die Abhängigkeit dieses Eektes von der Gröÿe des
Clusters darstellen zu können, wird zusätzlich die Expansion der Ionenschalen des
Na147-Clusters untersucht. In Abb. 4.3 sind die Radien der Ionenschalen für einen
Na309- und einen Na147-Cluster zu sehen. Die Schalen bleiben zwar bestehen, aber sie
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Abb. 4.2: Zeitentwicklung der Elektronen-Temperatur Te, berechnet aus der mittleren kine-
tischen Energie für den Na309-Cluster. Die Kreuze markieren die Temperaturen,
die durch den Maxwell-Boltzmann-Fit gewonnen wurden.
expandieren. Im Falle beider Cluster-Gröÿen expandiert die äuÿerste Schale schnel-
ler als die inneren Schalen. Dadurch kommt es zu einer inhomogenen Expansion der
Cluster. Die äuÿerste Schale des kleineren Clusters expandiert schneller als die des
gröÿeren Clusters. Demnach ist die Inhomogenität der Clusterexpansion abhängig
von der Clustergröÿe. Dies ist darauf zurück zu führen, dass der kleinere Cluster
stärker aufgeladen ist und somit die abstoÿende Kraft zwischen den Ionen an der
Oberäche zunimmt.
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Abb. 4.3: Zeitliche Entwicklung des Radius der Ionenschalen des Na309-Clusters (links)
und des Na147-Clusters (rechts), normiert auf ihre Ursprungsgröÿe r0 bei t = 0.
Die radiale Verteilung der Elektronendichte für verschiedene Zeitpunkte nach
der Laser-Anregung wurde in Abb. 4.4 dargestellt. Die Elektronendichte fällt im
Zentrum des Clusters durch die Expansion ab. Anfangs ist ein Dichte-Plateau im
Zentrum des Clusters zu erkennen, welches mit der fortschreitenden Expansion des
Clusters allerdings verschwindet. Es bilden sich Schultern im Dichteprol des Elek-
tronengases aus, die an der äuÿersten Ionenschale gebunden sind.
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Abb. 4.4: Logarithmische Darstellung des radialen Elektronen-Dichteprols des Na309-
Clusters zu verschiedenen Zeitpunkten nach der Laser-Anregung, berechnet aus
150 MD-Simulationen (Symbole) und aus der Boltzmann-Verteilung Gl. (4.4) un-
ter Verwendung des Mean-Field-Potenzials Gl. (4.3) (Linien). Die Position der
äuÿersten Schale wurde durch eine vertikale Linie angedeutet.
Für eine nähere Analyse wird das Mean-Field-Potenzial U(r) eingeführt. Die
Kraft, die auf ein Elektron j wirkt, wird nach Gl. (3.5) berechnet. Wird davon
lediglich die radiale Komponente Fj(~rj) betrachtet und die mittlere Kraft F (r) =
hFj(~rj)i über alle Elektronen aus 150 Simulationen in einer Kugelschale mit dem
Abstand r vom Cluster-Zentrum berechnet, ist das Mean-Field-Potenzial bestimmt
durch:
U(r) =
Z 1
r
dr0 F (r0): (4.3)
Nimmt man abermals Elektronen im LTE an, die sich in einem Mean-Field-
Potenzial U(r) bewegen, kann das Prol der Elektronendichte durch die Integration
der Gleichgewichts-Verteilung aus Gl. (4.1) über alle Impulse berechnet werden:
ne(r) = n0 exp

 U(r)
kBTe

; (4.4)
wobei n0 = Ne=
R1
0
dr 4r2 exp [ U(r)=kBTe] der Normierungsfaktor ist. Dabei wur-
de die Elektronen-Temperatur Te aus der Impuls-Verteilung bestimmt. Die Dichte-
prole in Abb. 4.4, die aus der Boltzmann-Verteilung mit dem Mean-Field-Potenzial
bestimmt wurden, sind sowohl im Cluster-Zentrum als auch am Rand in Überein-
stimmung mit dem Dichteprol, das direkt aus 150 MD-Simulationen gewonnen
wurde.
Im Gegensatz zu Bulk-Plasmen hängt die Dichte im Cluster stark vom Abstand
zum Cluster-Zentrum ab. Mit steigender Clustergröÿe sollte sich ein wachsendes
Plateau im Elektronen-Dichteprol herausbilden. Die lokalen Eigenschaften gleichen
daher mit wachsender Clustergröÿe im Zentrum den Bulk-Eigenschaften. Ein Dichte-
Plateau konnte lediglich direkt nach der Laser-Anregung für groÿe Cluster mit 309
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Ionen gefunden werden. Auf jeden Fall kann man auch hinsichtlich der räumlichen
Verteilung zu dem Schluss kommen, dass sich das Elektronen-Gas im LTE bendet.
Demnach kann man in einer Zeitspanne von mindestens 300 fs nach der Laseranre-
gung von einem Nano-Plasma sprechen, dem zu jedem Zeitpunkt eine Temperatur
Te(t) und ein Dichteprol ne(r; t) zugeordnet werden kann.
4.2 Die eingeschränkte MD-Simulation
In bisherigen Rechnungen wurden Ergebnisse gewonnen, indem über ein Ensem-
ble aus 150 MD-Simulationen gemittelt wurde. Die Simulationen dieses Ensembles
unterscheiden sich lediglich durch verschiedene Anfangsbedingungen, die den glei-
chen Grundzustand beschreiben. Es ist gelungen, den Zustand des Nano-Plasmas
als LTE für alle Zeitpunkte im betrachteten Intervall nach der Laseranregung zu
identizieren. So entspricht die Impulsverteilung dem LTE. Daher konnte für jeden
Zeitpunkt nach der Laseranregung eine Temperatur ermittelt werden. Das Dichte-
prol weist ebenso auf eine Ortsverteilung im LTE hin, wenn man es mit Rechnungen
der Boltzmann-Verteilung unter Verwendung eines Mean-Fields für die Elektronen
vergleicht. Es sei noch einmal auf die Inhomogenitäten in der Elektronendichte hin-
gewiesen, die mit der inhomogenen Expansion der Ionenschalen zusammenhängen.
Um die Rechnung zu vereinfachen und um die Gestalt der Verteilungsfunktion
besser verstehen zu können, wird nun die so genannte eingeschränkte MD-Simulation
eingeführt. Dazu wird die Zeitentwicklung des Clusters bis zu einem bestimmten
Punkt tfr nachvollzogen. Von diesem Zeitpunkt an werden die Ionen festgehalten und
die gesamte Konguration somit eingefroren. Die eingeschränkte MD-Simulation ist
lediglich mit der Berechnung der Elektronendynamik befasst, die mit der Ionenkon-
guration wie mit einem externen Potenzial wechselwirken.
Wie vorherige Betrachtungen zeigten, ändern sich die Verteilungsfunktionen der
Elektronen lediglich mit der Expansion des Clusters. Er kühlt ab und das Dichtepro-
l der Elektronen ändert sich gemäÿ der inhomogenen Expansion der Ionenschalen.
Demnach bleiben die Verteilungsfunktionen stabil, wenn die Ionen festgehalten wer-
den. Es ist möglich, die Parameter, die das LTE charakterisieren, zu einem bestimm-
ten Zeitpunkt zu xieren und die Trajektorien der Elektronen in diesem Gleichge-
wicht weiter zu berechnen. Die MD-Simulation würde also die Elektronendynamik
für ein Zeitensemble dieses Zustandes berechnen.
Das Ziel ist, mit der eingeschränkten MD-Simulation die Eigenschaft des
Nano-Plasmas mit Bulk-Rechnungen vergleichen zu können, die einen bestimm-
ten thermischen Gleichgewichtszustand beschreiben. Um Inhomogenitäten in der
Ionendichte zu vermeiden, ist ein weiterer Schritt nötig. Die entscheidende Eigen-
schaft der Ionenkonguration wird auf den Grad der Expansion reduziert. Es wird für
die folgenden Berechnungen eine homogene ikosaedrische Ionenkonguration verwen-
det, die annähernd einer Kugel entspricht. Für eine solche homogene Ionenkongu-
ration kann im Zentrum eine Ionendichte ni angegeben werden, die mit einem Bulk-
System vergleichbar ist. Es wurden auch Berechnungen mit dem Jellium-Modell
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durchgeführt, das einer homogenen N -fach geladenen ionischen Kugel mit dem Ra-
dius [3N=(4ni)]1=3 entspricht. Die Ionen nehmen keine bestimmten Positionen ein.
Um die Elektronentemperatur Te für die eingeschränkte MD-Simulation des Zeit-
punktes tfr einzustellen, die für den expandierenden Cluster bestimmt wurde, wurden
die Elektronen zunächst an den selben Ort platziert wie die Ionen. Jedes Elektron
wurde mit einem Kick-Puls in z-Richtung, der einer Energie von 1 eV entspricht,
angeregt. Anschlieÿend wurde ein Thermostat verwendet, um die Elektronentempe-
ratur einzustellen, die aus dem expandierenden System bekannt ist. Die Elektronen
können dabei ins Gleichgewicht relaxieren, bis sich die Temperatur Te und eine Clus-
terladung Z eingestellt hat. Hoch angeregte Elektronen verlassen den Cluster bis die
Zieltemperatur Te eingestellt ist. Danach stellt sich eine Auadung Z des Clusters
ein, die aus den Berechnungen für das expandierende System zu erwarten ist. Da die
Ionengeometrie nun xiert ist und sich die Elektronenwolke im Gleichgewicht ben-
det, kann die Berechnung der Verteilungsfunktion aus einem Ensemble verschiedener
MD-Simulationen durch ein Mittel über die Zeit ersetzt werden:
fe(~r; ~p) = h%e(~r; ~p; t)i = 1
T
Z T
0
dt%e(~r; ~p; t); (4.5)
mit der mikrokanonischen Dichte %e(~r; ~p; t) =
PNe
i (~r ~ri(t))(~p  ~pi(t)). Die Orts-
und Impulsverteilungsfunktion der Elektronen kann nun aus einem Mittelwert nach
Gl. (4.5) einer einzigen eingeschränkten MD-Simulation über einen langen Zeitraum
gewonnen werden.
Es wurde nun die Elektronentemperatur Te eines Na309-Clusters untersucht. Die
Ionengeometrie, die sich aufgrund der Coulomb-Explosion ausdehnt, wurde dazu im
Sinne der eingeschränkten MD-Simulation an drei verschiedenen Zeitpunkten tfr fest-
gehalten. Somit kann das dynamische Verhalten der Elektronen unabhängig von der
Ionenbewegung untersucht werden. Für den Zeitbereich nach der Laser-Einwirkung,
in dem die Elektronen ein Nano-Plasma im LTE bilden, kann dieses Verfahren an-
gewendet werden.
Eine Beispiel-Rechnung der eingeschränkten MD-Simulation wird für eine fest-
gehaltene Ionengeometrie präsentiert, die bereits aus dem Fall des expandierenden
Clusters bei tfr = 100 fs bekannt ist. Bereits diskutiert wurden Inhomogenitäten in
der Ionengeometrie, die bei der Expansion des Clusters entstehen. Die Ionenscha-
len expandierten unterschiedlich schnell. Um den Einuss der Inhomogenitäten in
der ionischen Hintergrund-Dichte auf die Elektronendynamik zu unterdrücken, wur-
de eine ikosaedrische Ionengeometrie, mit dem mittleren Ionenabstand, der aus der
inhomogenen Geometrie berechnet wurde, eingesetzt.
Die Impulsverteilung wurde unter Verwendung der eingeschränkten MD-Simu-
lationmit Gl. (4.5) bestimmt, wobei über alle Orte ~r integriert wurde. Ein Mittelwert
für die Impulsverteilung über N = 2  108 Zeitschritte von 0; 1 fs Länge wurde
errechnet.
Das Maxwell-Boltzmann-Verhalten der Impulsverteilung gemäÿ Gl. (4.2) kann
aus Abb. 4.5 entnommen werden. Unter Verwendung der eingeschränkten MD-
4.2. Die eingeschränkte MD-Simulation 35
Simulation ist es möglich, die Impulsverteilung durch den Mittelwert über die
Zeit statistisch viel genauer zu bestimmen als über den Ensemble-Mittelwert. Der
Aufwand ist viel geringer, für die Elektronen-Trajektorien eine höhere Anzahl von
Zeitschritten im selben LTE-Zustand zu erzeugen, als die selbe Anzahl von Mo-
menten des expandierenden Clusters zu generieren, die im gleichen LTE-Zustand
sind. Für kleine Impulse sind Abweichungen vom Maxwell-Boltzmann-Verhalten in
der Impulsverteilung für den expandierenden Cluster zu erkennen, die auf Abwei-
chungen vom LTE kurz nach der Lasereinwirkung hindeuten. Die Impulsverteilung,
die mit der eingeschränkten MD-Simulation bestimmt wurde, bendet sich hingegen
in Übereinstimmung mit dem Maxwell-Boltzmann-Verhalten. Aus einem Maxwell-
Boltzmann-Fit wurde eine Temperatur Te = 5:9 eV bestimmt. Abgesehen von den
geringen Abweichungen vom LTE für kleine Impulse im Falle des expandierenden
Clusters ist festzustellen, dass sie mit den Berechnungen der eingeschränkten MD-
Simulation übereinstimmen.
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Abb. 4.5: Impulsverteilung fe(p) des Na309-Clusters mit festgehaltener Ionengeometrie bei
tfr = 100 fs, berechnet mit Gl. (4.5), im Vergleich zum expandierenden Cluster
(Symbole). Die Temperatur wurde aus einem Maxwell-Boltzmann-Fit bestimmt,
der ebenfalls dargestellt wurde (Linie).
Auch die Ortsverteilung der Elektronen wurde mit dem Mittelwert
über die Zeit nach Gl. (4.5) berechnet, wobei diesmal über alle Impul-
se ~p integriert wurde. Im Gegensatz zum expandierenden Cluster kommt
bei den Berechnungen mit der eingeschränkten MD-Simulation an dieser
Stelle zum Tragen, dass eine homogene ionische Hintergrund-Dichte von
ni = 27  1021 cm 3 verwendet wird. Das Dichteprol der Elektronen des
Na309-Clusters wurde für drei verschiedene Temperaturen Te = 1; 2 eV;
3; 3 eV; 5; 9 eV bestimmt.
Für Te = 5; 9 eV wurde das aus der Simulation gewonnene Dichteprol der
Elektronen mit der LTE-Verteilung aus Gl. (4.4) unter Verwendung des Mean-Field-
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Potenzials aus Gl. (4.3) verglichen. Das Dichteprol der Elektronen konnte mit dem
LTE identiziert werden, wie in Abb. 4.6 zu sehen ist. Im Unterschied zur homogenen
positiven Hintergrunddichte sind im Dichteprol der Elektronen Oszillationen zu
erkennen.
Das oszillierende Verhalten an der Oberäche des Clusters wurde als Beginn der
Ausbildung von elektronischen Schalenstrukturen erkannt. Dieser Eekt ist bereits
bekannt von klassischen Coulomb-Plasmen, z.B. staubigen bei Plasmen [58]. Os-
zillationen im Dichteprol wurden auÿerdem auch in eingeschlossenen Quantensys-
temen [59] und in quantenmechanischen Rechnungen entarteter Elektronengase an
Oberächen [60] beobachtet. Im letzten Fall ist die temperaturabhängige Wellenzahl
das Ergebnis einer modizierten Thomas-Fermi-Näherung. Werden Quanten-Eekte
vernachlässigt, bilden sich aufgrund räumlicher Korrelationen Schalenstrukturen im
Elektronengas, die wie bei [58] mit abnehmender Temperatur immer stärker aus-
geprägt sind. Der Beginn dieses Prozesses ist in Abb. 4.6 zu sehen, in der auch
Berechnungen mit niedrigeren Temperaturen zu nden sind.
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Abb. 4.6: Prol der Elektronendichte eines Na309-Clusters bei tfr = 100 fs für verschiede-
ne Temperaturen (Symbole). Die berechnete Dichte vom Mean-Field-Potenzial
nach Gl. (4.3) (durchgezogene Linie) ist ebenfalls für Te = 5:9 eV zu sehen.
Dieses Dichteprol steht im Zusammenhang mit dem Beispiel in Abb. 4.4 (ge-
punktete Linie) des expandierenden Clusters. Zum Vergleich wurde die ionische
Hintergrunddichte (blaue durchgezogene Linie) ebenfalls angedeutet.
Um die Oszillation hin zur Oberäche im Dichteprol in Abb. 4.6 genauer
zu untersuchen, wurde die Temperatur mit Hilfe des Thermostats deutlich auf
Te = 0:012 eV gesenkt. Dadurch verstärkten sich die im Dichteprol auftretende
Oszillation und es traten die in Abb. 4.7 gezeigten radialen Elektronenschalen auf.
Diese Elektronenschalen sind unabhängig von der Ionengeometrie des externen
Potenzials. Dies wird deutlich durch eine weitere Berechnung der Elektronenbe-
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wegung bei Te = 0:012 eV in einem externen Potenzial, das durch eine homogen
geladene Kugel erzeugt wird (dem Jellium-Potenzial), an Stelle der vorher verwen-
deten Ionengeometrie. Die Ergebnisse dieser Berechnung sind ebenfalls in Abb. 4.7
zu nden und stimmen mit denen der Ionengeometrie überein.
In [58] wurde eine ähnliche Berechnung für staubige Plasmen durchgeführt. Ein
stark korreliertes Plasma mit   > 80:000 bildet -artige Schalen. Um dies zu verste-
hen, wurde ein T = 0 Schalen-Modell eingeführt, wobei die potenzielle Energie der
negativ geladenen Schalen im externen Feld einer homogen positiv geladenen Kugel
minimiert wurde.
Dieses Modell wird für die Berechnungen des Elektronengases adaptiert. Es gibt
Ne Elektronen, die über Ns Schalen verteilt sind. Die Schalen werden mit i und
j durchgezählt. Jede Schale ist mit einer Anzahl von Nj Elektronen besetzt und
wechselwirkt über Vi(Rj) mit allen anderen Schalen. Die interne potenzielle Energie
ist dann:
Uint =
1
2Ne
NsX
i=1
NsX
j=1
NjVi(Rj): (4.6)
Der Faktor 2 erscheint im Zähler wegen des Eektes der Doppelzählung. Die externe
Energie pro Elektron wird anhand des ionischen Jellium-Potenzials bestimmt:
Uext =
1
Ne
NsX
i=1
NiVext(Ri); (4.7)
wobei das externe Potenzial:
Vext(r) =
Z
d~r03 ni(~r0)Vei(j~r   ~r0j); (4.8)
=
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; (4.9)
mit der ionischen Hintergrunddichte ni und das Fehlerfunktions-Wechselwirkungs-
potenzial Gl. (3.8) verwendet wurde. Die potenzielle Energie ist am Ende die Summe
aus beiden Beiträgen U = Uint + Uext.
Anhand der Daten der MD-Simulation des Na309-Clusters ist zu sehen, dass
Ns = 3 drei Schalen auftreten. Diese Anzahl wird als Richtwert xiert, um das
Minimierungsproblem zu vereinfachen. Die Anzahl der Elektronen pro Schale und
der Radius der Schale werden variiert, bis die potenzielle Energie minimal ist.
Das Ergebnis dieser Minimierung der potenziellen Energie ist sowohl in Tab.
4.2 als auch in Abb. 4.7 zu nden. Die Berechnungen des T = 0 Schalen-Modells
stimmen mit den Berechnungen aus der MD-Simulation für niedrige Temperaturen
bis auf die innere Schale überein. Die Besetzungszahl der inneren Schale beträgt
der statistischen Verteilung der MD-Simulation zufolge N1 = 11; 6. Das T = 0
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Abb. 4.7: Dichteprol ne(r) der Elektronen, die sich im externen Feld a) einer homogen
positiv geladenen Kugel (durchgezogene Linie) und b) einer homogenen Ionen-
geometrie (gestrichelte Linie) bewegen, jeweils berechnet mit MD-Simulation. In
beiden Fällen ist die Temperatur mit Te = 0:012 eV sehr niedrig. Die Dichte
der homogen positiv geladenen Kugel wurde durch eine gepunktete Linie an-
gedeutet. Das Ergebnis eines T = 0 Schalen-Modells wurde durch horizontale
Punkt-Strich-Linien dargestellt. Die Besetzungszahlen der Schalen sind in Tab.
4.2 zu nden.
Modell liefert dagegen die Besetzungszahl N1 = 13. In der inneren Schale ist somit
ungefähr ein Elektron mehr zu nden und der Schalenradius ist etwas gröÿer. Dieser
Unterschied kann darauf zurück geführt werden, dass bei der MD-Simulation zwar
mit einer geringen Temperatur von Te = 0:012 eV gerechnet wurde, aber eben nicht
für T = 0. Durch die endliche Temperatur werden die Schalen etwas aufgeweicht und
auch die Besetzungen und somit die Radien der Schalen können leicht abweichen.
Ergebnisse dieser Rechnung sind auch in [52] zu nden.
MD-Simulation T = 0 Schalenmodell
shell Ni ri Ni ri
i nm nm
1 176.2 1.105 176 1.098
2 63.2 0.688 62 0.695
3 11.6 0.295 13 0.335
Tab. 4.1: Vergleich der Ergebnisse der eingeschränkten MD-Simulation und des T = 0
Schalen-Modells gemäÿ Gl. (4.6), ebenfalls diskutiert in [52]. In beiden Fällen
sind drei Schalen i zu vergleichen, die mit jeweils Ni Elektronen besetzt sind und
einen Abstand ri vom Clusterzentrum haben.
Die Position und die Besetzungszahl der Elektronenschalen, die hinter der Er-
scheinung des oszillierenden Verhaltens an der Oberäche stehen, kann also mit
einem T = 0 Schalen-Modell bestimmt werden, das in [58] genauer beschrieben und
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für den Fall kalter Elektronen im Cluster adaptiert wurde. Man ist also in der La-
ge, den Eekt der Oszillation im Dichteprol am Rand des Clusters zu bestimmen.
Die Berechnungen für sehr niedrige Temperaturen Te = 0; 0012 eV dienen selbstver-
ständlich lediglich als Vergleich mit den Rechnungen bei hohen Temperaturen ab
Te = 1; 2 eV. Bei sehr niedrigen Temperaturen ist das Elektronengas stark entartet
und es müssen Quanteneekte berücksichtigt werden, um die Dynamik der Elektro-
nen richtig zu beschreiben. An dieser Stelle wurde ein System klassischer Teilchen
berechnet, deren Dynamik durch klassische Bewegungsgleichungen bestimmt wird.
So soll die Verstärkung des Eektes der Oszillation im Dichteprol für kleine Tempe-
raturen erläutert werden. Der Vergleich dieser MD-Rechnungen mit Na-Cluster ist
bei diesen tiefen Temperaturen nicht mehr möglich, da das Elektronengas entartet
wäre und quantenmechanisch beschrieben werden müsste.
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5. ORTSAUFGELÖSTE KORRELATIONEN ZUR
UNTERSUCHUNG FINITER SYSTEME
Im vorangegangenen Kapitel ist es anhand der Analyse der Verteilungsfunktionen im
Orts- und Impulsraum gelungen, Cluster für einen herausgegrienen Zeitpunkt nach
der Laseranregung als Nano-Plasma im lokalen thermodynamischen Gleichgewicht
zu identizieren. Wie bereits in Kapitel 4 erläutert, gibt es zwei verschiedene Zeit-
skalen für die dynamischen Eigenschaften des Clusters. Die Elektronen sind sehr viel
leichter als die Ionen. Daher ndet die Elektronendynamik auch auf deutlich kleine-
ren Zeitskalen (e  1 fs) statt als die Ionendynamik (i  1 ps). Die Ionen bilden
demnach ein externes Potenzial, in dem sich das Elektronengas im thermodynami-
schen Gleichgewicht (LTE) bendet. Das Ziel soll sein, die optischen Eigenschaften
der Cluster nach der Laseranregung zu bestimmen, die gerade durch das Elektro-
nengas im LTE bestimmt sind. Da sich die Elektronen im LTE benden, werden die
optischen Eigenschaften des Clusters durch Gleichgewichts-Korrelationsfunktionen
bestimmt.
Im Vergleich zu Bulk-Plasmen besteht bei Clustern jedoch ein entscheidender
Unterschied. Während die Verteilungsfunktionen der Elektronen von Bulk-Plasmen
als homogen angenommen werden können, zeigen die Ergebnisse des letzten Kapitels
zwar, dass der Cluster ein isotropes Nano-Plasma in Bezug auf das Clusterzentrum
ist; es ist jedoch nicht homogen. Das hat zur Folge, dass bilokale Verteilungsfunk-
tionen von Elektronen in Bulk-Plasmen, die also von zwei Orten ~r und ~r0 abhängen,
aufgrund der Homogenität auf die Abhängigkeit vom Abstand ~r  ~r0 reduziert wer-
den können. Im Fall homogener Bulk-Plasmen können Verteilungsfunktionen daher
durch Fourier-Transformation in Moden mit dem Wellenzahl-Vektor ~k zerlegt wer-
den. Das isotrope Verhalten der Verteilungsfunktionen in Clustern bleibt hingegen
bilokal, also von ~r und ~r0 abhängig. Anders als für Bulk-Plasmen können Anregungs-
zustände von niten Clustern nicht in einfache Moden ebener Wellen mit einem
Wellenzahl-Vektor ~k zerlegt werden.
In diesem Kapitel werden die grundsätzlichen Eigenschaften von ortsaufgelös-
ten Korrelationsfunktionen niter Systeme diskutiert. Eine wichtige Frage ist, für
die Berechnung der Korrelationsfunktion geeignete physikalische Gröÿen zu wäh-
len. Neben der Korrelationsfunktion von Clustern werden auch die Eigenschaften
eindimensionaler Rechnungen für Korrelationsfunktionen von linearen Ketten dis-
kutiert. Dies ermöglicht den Vergleich der Ergebnisse von Clustern mit einer einfa-
chen systematischen Test-Rechnung. Zunächst werden in diesem Kapitel grundlegen-
de Beziehungen zwischen der Stromdichte- und der Dichteuktuations-Korrelation
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gezeigt. Es wird die Idee aufgegrien, wie die Stoÿfrequenz in Bulk-Plasmen durch
die Stromdichte-Korrelation bestimmt wird, die mit Hilfe von MD-Simulationen zu-
gänglich ist. Danach wird das Kapitel abgeschlossen, indem die numerische Berech-
nung der ortsaufgelösten Stromkorrelation erläutert wird.
5.1 Die Stromdichte- und Teilchendichte-Korrelation
Der Zusammenhang zwischen der ortsaufgelösten Dichte- und Stromdichtekorrelati-
on wird zunächst für den eindimensionalen Fall diskutiert. Dies hat den Vorteil, dass
zunächst auf die Unterscheidung zwischen Longitudinal- und Transversal-Eekten
verzichtet werden kann.
Es wird an späterer Stelle genauer erläutert, wie mit Hilfe der MD-Simulation so-
wohl die lokale Stromdichte je(x; t) als auch die lokale Dichte ne(x; t) der Elektronen
aus den Trajektorien numerisch bestimmt werden können. An dieser Stelle werden
beide Gröÿen als gegeben angenommen. Die Erwartungswerte hje(x; t)it = je(x) der
lokalen Stromdichte sowie hne(x; t)it = ne(x) der lokalen Dichte sind im lokalen
thermodynamischen Gleichgewicht unabhängig von der Zeit und können daher aus
dem Mittelwert des Zeitensembles bei der eingeschränkten MD-Simulation berech-
net werden. Sowohl die Stromdichte- als auch die Dichte-Fluktuation ergeben sich
aus der Abweichung von deren Erwartungswerten:
je(x; t) = je(x; t)  je(x); (5.1)
ne(x; t) = ne(x; t)  ne(x): (5.2)
Da je(x) = 0 gilt und somit je(x; t) = je(x; t), wird statt der Stromdichte-Fluk-
tuation je(x; t) im Folgenden die Stromdichte je(x; t) diskutiert. Der Erwartungs-
wert der Elektronendichte ne(x) repräsentiert das Dichteprol der Elektronen im
Gleichgewicht.
Die Änderung der Elektronendichte ne(x) nach der Zeit ist durch die Kontinui-
tätsgleichung mit dem Gradienten der Stromdichte verbunden:
e _ne(x; t) =  @ je(x; t)
@ x
: (5.3)
Unter Verwendung von Gl. (5.2), in Kenntnis von je(x) = 0 und durch Einführung
des Gradienten je;x(x; t) =
@ je(x;t)
@ x
der elektrischen Stromdichte erhält man schlieÿ-
lich die Form:
e  _ne(x; t) =  je;x(x; t): (5.4)
Ortsaufgelöste Korrelationsfunktionen können zunächst als zwei-zeitige Vertei-
lungsfunktionen eingeführt werden. Zum einen ist die ortsaufgelöste Korrelations-
funktion der Stromdichte-Fluktuation aus MD-Simulationen zugänglich:
(je(x; t); je(x
0; t0)) = lim
T!1
1
T
Z T
0
d je(x; t+ )  je(x0; t0 + ): (5.5)
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Aber auch die ortsaufgelöste Korrelationsfunktion der Dichte-Fluktuation wird häu-
g diskutiert:
(ne(x; t); ne(x
0; t0)) = lim
T!1
1
T
Z T
0
d ne(x; t+ )  ne(x0; t0 + ): (5.6)
In beiden Fällen wird der Erwartungswert der Korrelation zwischen den Zeitpunkten
t und t0 ermittelt, indem über das Zeitensemble  integriert wird.
Im thermodynamischen Gleichgewicht hängen diese zwei-zeitigen Verteilungs-
funktionen lediglich von der Zeitdierenz t = t0  t ab. Benennt man anschlieÿend
t = t um, erhält man folgende Form der Korrelationsfunktionen:
(je(x; t); je(x
0; 0)) = lim
T!1
1
T
Z T
0
d je(x; t+ )  je(x0; ); (5.7)
(ne(x; t); ne(x
0; 0)) = lim
T!1
1
T
Z T
0
d ne(x; t+ )  ne(x0; ): (5.8)
Durch Laplace-Transformation wird das Spektrum der Korrelationsfunktionen
berechnet:
hje(x); je(x0)i! =
Z 1
0
dt ei!t (je(x; t); je(x
0; 0)) ; (5.9)
hne(x); ne(x0)i! =
Z 1
0
dt ei!t (ne(x; t); ne(x
0; 0)) : (5.10)
Die Korrelationsfunktion von der zeitlichen Änderung der Dichteuktuation ist
durch die Kontinuitätsgleichung Gl. (5.4) direkt mit der Korrelationsfunktion des
Gradienten der Stromdichte verknüpft:
e2 h _ne(x);  _ne(x0)i! = hje;x(x); je;x0(x0)i! : (5.11)
Ziel soll sein, das Verhältnis von Stromdichte- zur Dichteuktuations-Korrelation
zu diskutieren. Dazu muss zunächst geklärt werden, wie man von der Dichteuk-
tuations-Korrelation auf die Korrelationsfunktion derer zeitlichen Änderung schlie-
ÿen kann. Die Korrelationsfunktion der zeitlichen Änderung der Dichteuktuation
ist:
( _ne(x; t);  _ne(x
0; 0)) = lim
T!1
1
T
Z T
0
d
@ ne(x; t+ )
@ t
  _ne(x0; ); (5.12)
=
@
@ t
(ne(x; t);  _ne(x
0; 0)) : (5.13)
Folgendermaÿen kann die Korrelationsfunktion unter Verwendung von  =  0   t
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umgebildet werden:
(ne(x; t);  _ne(x
0; 0)) = lim
T!1
1
T
Z T
0
d ne(x; t+ )   _ne(x0; ); (5.14)
= lim
T!1
1
T
Z T+t
t
d 0 ne(x;  0)   _ne(x0;  0   t); (5.15)
= lim
T!1
1
T
Z T
0
d 0 ne(x;  0)   _ne(x0;  0   t); (5.16)
(ne(x; t);  _ne(x
0; 0)) =   ( _ne(x; t); ne(x0; 0)) : (5.17)
Mit Hilfe von Gl. (5.13) und Gl. (5.17) erhält man schlieÿlich:
@2
@ t2
(ne(x; t); ne(x
0; 0)) =   ( _ne(x; t);  _ne(x0; 0)) : (5.18)
Wegen dieser Zeit-Inversions-Symmetrie gilt allgemein für Kreuzkorrelationen:
(A(t);B(0)) = (A( t);B(0)) = (B(t);A(0)) ist real und symmetrisch. Für das
Spektrum der Korrelationsfunktion gilt somit: hA;Bi! = hA;Bi !.
Das Frequenz-Spektrum der zweiten Ableitung der Dichteuktuations-
Korrelationsfunktion erhält man durch partielle Integration:
h _ne(x);  _ne(x0)i! =
Z 1
0
dt ( _ne(x; t);  _ne(x
0; 0)) ei!t; (5.19)
=  
Z 1
0
dt
@2
@ t2
(ne(x; t); ne(x
0; 0)) ei!t; (5.20)
=  

@
@ t
(ne(x; t); ne(x
0; 0)) ei!t
1
0
+
i!
Z 1
0
dt
@
@ t
(ne(x; t); ne(x
0; 0)) ei!t; (5.21)
=  

@
@ t
(ne(x; t); ne(x
0; 0)) ei!t
1
0
+
i!
 
(ne(x; t); ne(x
0; 0)) ei!t
1
0
 
i!
Z 1
0
dt (ne(x; t); ne(x
0; t)) ei!t

; (5.22)
h _ne(x);  _ne(x0)i! = !2 hne(x); ne(x0)i!   i! (ne(x)ne(x0)) ; (5.23)
wobei aus

@
@ t
(ne(x; t); ne(x
0; 0)) ei!t
1
0
=   ( _ne(x; 0); ne(x0; 0)) = 0
ein Erwartungswert resultiert, der verschwindet. Der Erwartungswert
(ne(x; t); ne(x
0; 0)) ei!t
1
0
=   (ne(x; 0); ne(x0; 0)) ist weiter zu berücksich-
tigen.
Die Korrelationsfunktion des Stromdichtegradienten je;x(x) =
@ je(x)
@ x
kann gemäÿ
Denition folgendermaÿen dargestellt werden:
hje;x(x); je;x0(x0)i! =  
@
@ x
@
@ x0
hje(x); je(x0)i! : (5.24)
5.2. Bestimmung der Stoÿfrequenz in Bulk-Plasmen 45
Da die Korrelationsfunktion der zeitlichen Änderung der Dichteuktuation ver-
knüpft ist mit der Korrelationsfunktion des Stromdichtegradienten, ist es von Vorteil,
das Verhältnis im k-Raum zu untersuchen. Es sei:
hje; jeiks;ks0 ;! =
2

20
Z 
0=2
 
0=2
dx
Z 
0=2
 
0=2
dx0eiksxeiks0x
0 hje(x); je(x0)i! ; (5.25)
mit diskreten Wellenzahlen ks = 2
0 s. Im eindimensionalen Fall entspricht das Nor-
mierungsvolumen 
0 gerade der Länge des niten Systems. Es gilt schlieÿlich für
die Korrelationsfunktion des Gradienten der Stromdichte je;x:
hje;x; je;xiks;ks0 ;! = ksks0 hje; jeiks;ks0 ;! : (5.26)
Somit kann das Verhältnis aus Gl. (5.11) als Umrechnung der Dichteuktuations-
Korrelationsfunktion in die Stromdichte-Korrelationsfunktion dargestellt werden.
Beide Korrelationen könne direkt mit der MD-Simulation berechnet werden:
hje; jeiks;ks0 ;! =
e2!2
ksks0
hne; neiks;ks0 ;!   i
e2!
ksks0
(ne(ks; 0); ne(ks0 ; 0)) : (5.27)
Man erhält schlieÿlich eine Matrix, die von diskreten Wellenzahlen ks und ks0 ab-
hängt. Aufgrund der Inhomogenität des niten Systems enthält die Matrix nicht-
diagonale Elemente, so dass die Abhängigkeit der Matrix nicht auf eine Wellenzahl
reduziert werden kann.
5.2 Bestimmung der Stoÿfrequenz in Bulk-Plasmen
Zur Untersuchung von Bulk-Plasmen wurden Autokorrelationsfunktionen von glo-
balen Gröÿen des Systems gewählt. So wurde z.B. die Stromdichte der Elektro-
nen je;k(t) des gesamten Bulk-Plasmas berechnet und die optischen Eigenschaften
durch die Autokorrelationsfunktion der Stromdichte hje;k(t); je;k(0)i bestimmt, siehe
[61, 29]. Im Falle dichter Plasmen und einer externen Anregung mit kleiner Wellen-
zahl k, wenn gilt k rs < 1, kann der langwellige Limes k ! 0 betrachtet werden. So
ist dadurch z.B. die longitudinale gleich der transversalen elektrischen Leitfähigkeit.
Es gilt:
(!) =

0
kBTe
hjjje ; jjje i!; (5.28)
mit dem Normierungsvolumen 
0. Optische Eigenschaften von Bulk-Plasmen kön-
nen daher in linearer Response Gl. (2.15) durch die longitudinale Stromdichte-
Autokorrelationsfunktion hjjje ; jjje i! bestimmt werden, d.h., es wird die Korrelation
der Stromdichte in gleicher Richtung untersucht. Die Stromdichte derNe Elektronen,
die sich in dem Volumen 
0 aufhalten, kann nach:
jze (t) =
e
me
0
NeX
l=1
pzl (t); (5.29)
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durch die MD-Simulation berechnet werden, wobei es sich hierbei beispielhaft um die
Summe der z-Komponente des Impulses pzl (t) aller Elektronen handelt. Die longitu-
dinale Stromdichte-Korrelation kann auch berechnet werden, indem auf eine andere
Komponente der Stromdichte zurück gegrien wird.
Werden die optischen Eigenschaften eines homogenen Bulk-Plasmas in einem
festen Volumen untersucht, ist es kein Problem, statt der Berechnung der Leitfähig-
keit durch die Stomdichte-Korrelationsfunktion die Strom-Korrelationsfunktion zu
verwenden:
(!) =
1
kBTe
0
hJ jje ; J jje i!: (5.30)
Entsprechend wird der Strom durch die MD-Simulation wie folgt berechnet:
Jze (t) =
e
me
NeX
l=1
pzl (t): (5.31)
Bezogen auf das ganze homogene System unterscheidet sich die Strom- von der
Stromdichte-Korrelationsfunktion lediglich durch einen Vorfaktor, der durch das
Normierungsvolumen 
0 zustande kommt. Allerdings hängt der Strom von der Grö-
ÿe des gewählten Volumens 
0 ab, das man betrachtet. Die Stromdichte hingegen
ist normiert mit dem Volumen 
0 und hängt somit im Falle des homogenen Systems
nicht mehr von der Wahl des Volumens ab. Die Stromdichte ist daher die physi-
kalisch relevante Gröÿe, auch wenn aus technischen Gründen später durchaus an
einigen Stellen auf den Strom zurückgegrien wird.
Die Leitfähigkeit (!) steht nach dem verallgemeinerten Drude-Ansatz zur dy-
namischen Stoÿfrqeuenz (!) und der Plasmafrequenz !pl in folgender Beziehung:
(!) =
"0!
2
pl
 i  !2   !2pl+ !(!) : (5.32)
Unter Verwendung des verallgemeinerten Drude-Ansatzes Gl. (5.32) und dem Zu-
sammenhang der Leitfähigkeit (!) mit der Stromdichte-Korrelation Gl. (5.28) kann
die dynamische Stoÿfrequenz schlieÿlich direkt aus der Korrelationsfunktion be-
stimmt werden:
(!) =
"0!plkBTe

0
1D
j
jj
e ; j
jj
e
E
!
+ i

!   !
2
pl
!

: (5.33)
Während diese Eigenschaften des homogenen Bulk-Plasmas durch die totale
Stromdichte-Korrelationsfunktion beschrieben werden, werden die Inhomogenitä-
ten, die in niten Plasmen auftreten, durch ortsaufgelöste Stromdichte-Korrelations-
funktionen erfasst. Dieses Kapitel wird zunächst mit einer Einführung abschlieÿen,
die beschreibt, wie ortsaufgelöste Stromdichte-Korrelationsfunktionen numerisch mit
Hilfe von MD-Simulationen bestimmt werden können. Im Anschluss daran wird die
Struktur der Stromdichte-Korrelation diskutiert und Gröÿen vorgestellt, die sich
daraus ableiten lassen und das inhomogene, nite System beschreiben.
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5.3 Numerische Berechnung der ortsaufgelösten
Stromdichte-Korrelation
Die zunächst eher triviale Unterscheidung zwischen Strom- und Stromdichte-
Korrelation gewinnt an Bedeutung, wendet man sich Clustern als niten, inhomoge-
nen Systemen zu. Der Inhomogenität des Systems wird Rechnung getragen, indem
die ortsaufgelöste Stromdichte-Korrelations-Funktion Gl. (5.7) berechnet wird:
Kjj(~r; ~r
0; t) = (jze (~r; t); j
z
e (~r
0; 0)) ; (5.34)
Die Stromdichte jze (~r; t) in z-Richtung kann für jeden Zeitpunkt t am Ort ~r in einem
innitesimal kleinen Teilvolumen V~r nach der Laseranregung ermittelt werden:
jze (~r; t) =
e
me
lim
V~r!0
1
V~r
NeX
l=1
p
(z)
l (t) V~r(~rl(t)); (5.35)
wobei über alle Ne Elektronen summiert wird. Für die -artige Funktion gilt:
V~r(~rl(t)) =
(
1; wenn ~rl(t) 2 V~r;
0; sonst:
(5.36)
Es tragen somit die Impulse p(z)l (t) aller Ne Elektronen zur Stromdichte bei, wenn
die Elektronen am Ort ~rl(t) im Sektor des Volumens V~r des Ortes ~r liegen. Liegen
die Elektronen auÿerhalb des Volumens V~r, tragen sie jedoch nicht zur Stromdichte
am Ort ~r bei.
Analog kann auch der Strom Jze (~r; t) in z-Richtung zum Zeitpunkt t am Ort ~r
im innitesimal kleinen Teilvolumen V~r bestimmt werden:
Jze (~r; t) =
e
me
lim
V~r!0
NeX
l=1
p
(z)
l (t) V~r(~rl(t)); (5.37)
Das innitesimal kleine Teilvolumen als Vorfaktor unterscheidet die ortsaufgelöste
Stromdichte vom ortsaufgelösten Strom. Dadurch ist der lokale Strom nicht normiert
und hängt davon ab, wie groÿ das Teilvolumen V~r ist.
Mit der im voran gegangenen 3. Kapitel beschriebenen eingeschränkten MD-
Simulation kann die ortsaufgelöste Stromdichte-Korrelationsfunktion für Cluster be-
rechnet werden. Dazu wurde der Cluster in endlich groÿe Zellen mit dem Index a
geteilt und die Stromdichte für jede dieser Zellen bestimmt:
jze (~ra; t) =
e
me
1
Va
NeX
l=1
p
(z)
l (t) a(~rl(t)); (5.38)
wobei sich ~ra auf den geometrischen Schwerpunkt der Zelle a mit dem Volumen Va
bezieht. Die Funktion a(~rl(t)) ist deniert nach Gl. (5.36) mit dem Unterschied,
dass der Index a auf das Teilvolumen Va verweist.
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Die ortsaufgelöste Korrelationsfunktion wird unter Verwendung von Gl. (5.7)
numerisch folgendermaÿen berechnet:
Kjj(~ra; ~ra0 ; t) =
1
N
NX
i=1
jze (~ra; t+ i  )  jze (~ra0 ; i); (5.39)
wobei die Korrelationsfunktionen über eine genügen groÿe Zahl von Zeitschritten
N  106 berechnet werden muss, um statistische Schwankungen zu unterdrücken.
Das Frequenzspektrum der ortsaufgelösten Korrelationsfunktionen wird durch
Laplace-Transformation berechnet:
Kjj(~ra; ~ra0 ; !) =
Z 1
0
dtKjj(~ra; ~ra0 ; t)e
 i!t; (5.40)
Für den direkten Vergleich mit homogenen Systemen wird die totale Stromdichte-
Korrelationsfunktion des niten, inhomogenen Systems aus der ortsaufgelösten
Stromdichte-Korrelation berechnet. Das nite System mit dem Volumen 
0 ist in Nc
unterschiedlich groÿen Zellen Va unterteilt. Die totale Stromdichte-Korrelations-
funktion lautet demnach:
hjjje ; jjje i! =
1

20
NcX
a=1
NcX
a0=1
Kjj(~ra; ~ra0 ; !)VaVa0 : (5.41)
Bei der numerischen Behandlung der Stromdichte-Korrelationsfunktion wird das
nite System in endlich groÿe Teilvolumen Va geteilt. Dadurch ist es für einige
Anwendungen numerisch von Vorteil, den Strom im Teilvolumen zu bestimmen.
Die Strom-Korrelation unterscheidet sich von der Stromdichte-Korrelation lediglich
durch das Normierungsvolumen. Somit gilt zwischen den ortsaufgelösten Korrelati-
onsfunktionen der Stromdichte und des Stromes folgende Beziehung:
Kjj(~ra; ~ra0 ; t) =
1
VaVa0
KJJ(~ra; ~ra0 ; t): (5.42)
Und es gilt für die totale Stromdichte-Korrelationsfunktion:
hjjje ; jjje i! =
1

20
NcX
a=1
NcX
a0=1
KJJ(~ra; ~ra0 ; !): (5.43)
Das bedeutet, die totale Stromdichte-Korrelationsfunktion ist direkt zusammenge-
setzt aus der ortsaufgelösten Strom-Korrelationsfunktion. Die ortsaufgelöste Strom-
Korrelationsfunktion Kjj(~ra; ~ra0 ; t) und deren Laplace-Transformation Kjj(~ra; ~ra0 ; !)
sind Matrizen mit den Elementen a und a0 für die Korrelation zwischen den Zellen.
Im Grenzfall unendlich kleiner Zellen Va ! 0 erhält man die Korrelationsfunktion
Kjj(~r; ~r
0; t) bzw. deren Laplace-Transformation Kjj(~r; ~r0; !), Gl. (5.34).
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In dreidimensionalen Clustern ist zu erwarten, dass das Ergebnis für die orts-
aufgelöste Strom-Korrelationsfunktion sehr komplex und auf den ersten Blick
schwer zu interpretieren ist. Deshalb wird im nächsten Kapitel zunächst die eindi-
mensionale, lineare Kette als einfaches Vergleichssystem vorgestellt und diskutiert.
Die ortsaufgelöste Strom-Korrelationsfunktion ist in diesem Fall einfacher zu be-
rechnen und einfacher zu interpretieren. Im Anschluss daran wird die ortsaufgelöste
Korrelationsfunktion von dreidimensionalen Clustern im Vergleich zur linearen Ket-
te diskutiert.
50 5. Ortsaufgelöste Korrelationen zur Untersuchung niter Systeme
6. STRUKTURFAKTOR EINDIMENSIONALER KETTEN
Kettenförmig äquidistant aufgereihte Ionen bilden ein eindimensionales externes Po-
tenzial für die Elektronen, das wie in [62] als einfaches Vergleichssystem verwendet
werden kann, um einige Begrie und Konzepte zu erläutern und erste Ergebnisse
zu zeigen, die für das komplexere dreidimensionale System den Weg weisen. Eindi-
mensionale Systeme sind kein rein theoretisches Konstrukt, sondern sind in Form
von Quantendrähten oder Molekularsträngen zu nden. Die Elektronen benden sich
auch in diesem Fall im lokalen thermodynamischen Gleichgewicht. Die Elektronendy-
namik kann somit auch in einer Dimension mit der eingeschränkten MD-Simulation
berechnet werden, wenn Quanteneekte vernachlässigt werden können. Die Elektro-
nen im LTE sind weitgehend homogen in der Kette verteilt. Ein Thermostat, das
nach demselben Prinzip funktioniert wie bei den dreidimensionalen Clustern, wurde
verwendet, um die Elektronentemperatur vorzugeben.
Bei der Gesamtladung der Kette wurde als Orientierung die Gesamtladung der
3D-Cluster mit derselben Zahl von Ionen angenommen. Bei der Wahl der Tem-
peratur und der Ionendichte wurden ebenfalls die 3D-Parameter als Orientierung
verwendet. Die Kette besteht daher aus 55 Ionen als Hintergrundkonguration mit
einer Ionendichte ni = 35 nm 1 bzw. einer Kettenlänge von Lc = 1; 57 nm für
das geheizte System von Elektronen mit einer Temperatur von Te = 2 eV und ei-
ner Teilchenzahl von Ne = 46. Ziel ist es, die Resonanzstruktur des Spektrums der
Strom-AKF genauer verstehen zu können. Dazu wurde die bilokale Stromdichte-
Korrelationsfunktion oder auch Stromdichte-Kreuzkorrelationsfunktion (KKF) von
dieser eindimensionalen linearen Ketten berechnet. Das Normierungsvolumen ent-
spricht der Kettenlänge 
0 = Lc. Da durch Ionisationsprozesse weniger Elektronen
als Ionen vorhanden sind, wird die Kettenlänge der Ionen Lc von den Elektronen
im LTE nicht überschritten. Als Normierungsvolumen wird daher die Kettenlänge

0 = Lc genommen, die der Ausdehnung der Ionen entspricht.
Um die räumliche Struktur der Anregung des Elektronengases aufzulösen, wurde
die Kette zunächst in Nc Zellen gleicher Länge L0 = Lc=Nc geteilt. In der eindimen-
sionalen Kette kann für jede Zelle i am Ort xi auf vergleichbare Weise nach Gl.
(5.35) die Stromdichte berechnet werden:
je(xi; t) =
1
L0
NeX
l=1
pl(t)i(xl(t)); (6.1)
wobei die Länge der Zelle L0 in diesem eindimensionalen Falle dem Normierungs-
volumen V~r entspricht. Die Kreuzkorrelation Kjj(xi; xi0 ; !) wurde entsprechend
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Gl. (5.39) für das eindimensionale System bestimmt. Die Diagonalelemente i = i0
sind demnach Autokorrelationen der lokalen Stromdichte je(xi; t).
6.1 Eigenschaften der Stromdichte-Korrelationsmatrix
Der Realteil der Stromdichte-KKF der eindimensionalen Kette ist nach der Eintei-
lung der Kette in Nc = 10 Zellen eine 10 10-Matrix für jede einzelne Frequenz !.
Ein wichtiger Aspekt sind Symmetrie-Eigenschaften der Matrix. Die Berechnung
des Imaginärteils wurde ebenfalls durchgeführt und es gilt die Kramers-Kronig-
Beziehung zum Realteil. Der Imaginärteil soll daher an dieser Stelle nicht näher
untersucht werden. Untersucht wird zum Einen, ob die Matrix symmetrisch bezüg-
lich der Diagonal-Elemente ist. Dazu wird geprüft, ob die Elemente der Matrix bei
der Vertauschung von xi und xi0 gleich sind. Als zweite wichtige Symmetrie ist die
Rauminverionssymmetrie zu erwarten, da die Kette von ihrem Zentrum aus als iso-
tropes System zu verstehen ist. Keine der beiden Richtungen ist ausgezeichnet. In
diesem Fall gilt xi ! xNc i+1. Die Elemente der Korrelation sind diesem Argument
nach also gleich, wenn die Zellen denselben Abstand zum Zentrum der Kette haben.
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Abb. 6.1: Symmetrien der Matrix-Elemente mit vertauschtem Index, entnommen vom
Realteil der Stromdichte-KKF-Matrix, sind bis auf statistische Schwankungen
gleich. Die Matrix ist somit symmetrisch.
In Abb. 6.1 wurde beispielhaft gezeigt, dass die Korrelations-Matrix abgesehen
von statistischen Fluktuationen dasselbe Spektrum aufweist, wenn i = 3 und i0 = 5
vertauscht werden. Dies gilt für die gesamte Matrix. Somit ist die Korrelations-
Matrix symmetrisch. Auÿerdem ist in Abb. 6.2 am Beispiel i = 2 und i0 = 6 zu
sehen, dass die Matrix auch symmetrisch bezüglich der Rauminversion ist. Die raum-
inversen Zellen bei i = 9 und i0 = 5 haben den selben Abstand zum Zentrum der
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Kette und liegen jeweils am anderen Ende. Das Spektrum der Korrelation dieser Zel-
len ist bis auf statistische Fluktuationen gleich. Die hier auszugsweise angegebenen
Symmetrien gelten für die gesamte Matrix. Damit wurden zunächst grundlegende
Symmetrien der eindimensionalen Korrelationsfunktion erfasst.
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Abb. 6.2: Die Matrix ist symmetrisch bezüglich der Rauminversion (xi ! xNc i+1). In
diesem Fall ist Nc = 10.
Es sollen nun ausgewählte Elemente des Realteils der Spektren der Stromdichte-
KKF-Matrix ReKjj(xi; xi0 ; !) in Abb. 6.3 als Kurvenschar verglichen werden. In
Abb. 6.3 wird die Korrelation der Zelle i = 1 (Dieser Index bezeichnet die Zelle
am Rand der Kette.) mit allen anderen 10 Zellen der Kette durch eine Kurvenschar
repräsentiert. In Abb. 6.4 hingegen ist die Korrelation für i = 5 (der Index von der
Zelle im Zentrum der Kette) mit allen Zellen (i0 = 1::10) zu sehen.
Es sind mehrere Resonanzen zu erkennen. Bei der niedrigsten in Abb. 6.3 und
Abb. 6.4 markierten Frequenz ! = 5:8 fs 1 tragen alle Matrixelemente der Strom-
dichte-KKF mit gleichem Vorzeichen zur Resonanz bei. Im Gegensatz dazu tritt die
Resonanz bei der Frequenz ! = 8:2 fs 1 nur in der Korrelation mit der äuÿeren Zelle,
zu sehen in Abb. 6.3, auf. Sie ist in der Korrelation mit der Zelle im Zentrum, darge-
stellt in Abb. 6.4, kaum zu erkennen. Die Resonanzstruktur der Korrelation der äu-
ÿeren Zelle weist auf gegenläuge Oszillationen hin, die sich gegenseitig auslöschen.
Auÿerdem ist noch eine Resonanz bei ! = 9:2 fs 1 zu nden. Die Korrelationen
mit allen Zellen tragen zu dieser Resonanz bei, jedoch in sehr unterschiedlicher Wei-
se. Teilweise kompensieren sich die Beiträge der Korrelation mit den verschiedenen
Zellen gegenseitig.
Zum Vergleich mit der ortsaufgelösten Stromdichte-KKF wurde die totale Strom-
dichte-AKF aus der Kreuzkorrelation der lokalen Stromdichte Kjj(xi; xi0 ; !) berech-
net:
hjjje ; jjje i! =
X
i;i0
Kjj(xi; xi0 ; !): (6.2)
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Abb. 6.3: Realteil der Stromdichte-KKF einer angeregten Kette mit 55 Atomen. Es sind
die Kreuzkorrelationen von Zelle i = 1 (links auÿen) mit allen Zellen i0 zu sehen.
Die Korrelation mit den ersten fünf Zellen (linke Seite der Kette) wurde in beiden
Fällen schwarz dargestellt. Die Korrelation mit den letzten 5 Zellen (rechte Seite
der Kette) wurde rot dargestellt. Die näher untersuchten Frequenzen wurden mit
gestrichelten blauen Linien markiert.
Da alle Zellen das gleiche Volumen L0 einnehmen, ergibt sich in diesem Fall die
totale Stromdichte einfach aus der Summe der lokalen Stromdichten.
In Abb. 6.5 wurde das Spektrum der totalen Stromdichte-AKF hjjje ; jjje i! dar-
gestellt. Neben einer stark ausgeprägten Resonanz sind schwächere Resonanzen bei
höheren Frequenzen zu nden. Die vertikalen, blau gestrichelten Linien in Abb. 6.5
verweisen auf die Resonanzen, die bereits in der ortsaufgelösten Stromdichte-KKF
gefunden wurden.
So stimmt die Frequenz der am stärksten ausgeprägten Resonanz im Spektrum
der totalen Stromdichte-AKF bei ! = 5; 8 fs 1 in Abb. 6.5 überein mit der Frequenz
im Spektrum der lokalen Stromdichte-KKF-Matrix, dargestellt in Abb. 6.3 und Abb.
6.4. Alle Elemente dieser KKF-Matrix wiesen eine Resonanz mit gleichem Vorzeichen
auf und in der Summe tragen alle Elemente zur Resonanz der totalen Stromdichte
bei.
In der ortsaufgelösten Stromdichte-KKF Kjj(xi; x0i; !) tritt allerdings bei der
zweiten markierten Frequenz ! = 8; 2 fs 1 bereits eine Resonanz auf, die in der
totalen Stromdichte-AKF, wie in Abb. 6.5 dargestellt, nicht zu nden ist. Die Er-
klärung hierfür ist, dass zwar eine Resonanz der lokalen Stromdichten auftritt, dies
aber dadurch kompensiert wird, dass sich die gegenüberliegenden Teile der Kette ge-
rade gleich stark gegeneinander bewegen, was später als Atmungsmode bezeichnet
wird. In der Summe ist keine Resonanz in der totalen Stromdichte-AKF zu nden.
Die dritte Resonanz weist eine kompliziertere räumliche Struktur auf. Einige
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Abb. 6.4: Dieselbe Darstellung wie Abb. 6.3. Hier sind die Kreuzkorrelationen von Zelle 5
(linke Seite des Zentrums) mit allen Zellen i0 zu sehen.
Matrix-Elemente kompensieren sich in der Summe, da sie unterschiedliche Vorzei-
chen im Spektrum bei ! = 9; 2 fs 1 aufweisen. Andere verstärken sich wie-
derum durch gleiche Vorzeichen. Am Ende bleibt im Vergleich zur Hauptreso-
nanz ein relativ schwacher Restbeitrag im Spektrum der totalen Stromdichte-AKF
Kjj(!) =
P
i;i0 Kjj(xi; xi0 ; !), die in Abb. 6.5 dargestellt wurde, bei ! = 9:2 fs
 1
übrig.
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Abb. 6.5: Realteil der totalen Stromdichte-AKF hjjje ; jjje i! angeregter Elektronen einer Ket-
te mit 55 Ionen. Die näher untersuchten Frequenzen wurden durch vertikale,
gestrichelte Linien angedeutet.
In der vergleichsweise einfachen linearen Kette wurde deutlich, dass das Auf-
treten mehrerer Resonanzen auf die räumliche Struktur der Elektronenbewegung
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zurückzuführen ist. Des Weiteren sind die Stärke der Resonanz und die Resonanz-
frequenz mit der räumlichen Struktur verknüpft. Bisher konnte die räumliche Struk-
tur der Elektronenbewegung allerdings nur grob anhand von Kurvenscharen aus
der Stromdichte-KKF nachvollzogen werden. Es liegt die Vermutung nahe, dass die
räumlichen Strukturen in von einander unabhängige Resonanzmoden zerlegt werden
können mit individueller räumlicher Gestalt und Resonanzfrequenz. Dies ermöglicht
eine genauere Analyse der räumlichen Bewegungsstruktur der Elektronen und be-
wahrt den Überblick, wenn man sich anschlieÿend den sehr viel komplizierteren
dreidimensionalen Clustern zuwendet.
6.2 Analyse von Anregungsmoden
Die gefundenen Symmetrien wurden genutzt, um den Mittelwert über gleiche
Matrix-Elemente der Stromdichte-Korrelation zu bilden. Somit konnten statistische
Schwankungen, die im Frequenzspektrum auftraten, weiter reduziert werden. Die
KKF-Matrix Kjj(xi; xi0 ; !) ist symmetrisch bezüglich der Vertauschung von i und
i0 und in Bezug auf die Rauminversion. Bei insgesamt Nc Zellen bedeutet Raumin-
version, dass die Korrelation der Zellen mit den Indizes i und i0 vertauscht werden
kann gegen die Korrelation der Zellen mit den Indizes Nc  i+1 bzw. Nc  i0+1. Es
wird eine neue Matrix gebildet, die aus dem Mittelwert der symmetrischen Elemente
zusammengesetzt ist. Es gilt:
Kjj(xi; xi0 ; !) =
1
4
[Kjj(xi; xi0 ; !) +Kjj(xi0 ; xi; !)+
Kjj(xNc i+1; xNc i0+1; !) +Kjj(xNc i0+1; xNc i+1; !)] : (6.3)
Alle folgenden Untersuchungen beziehen sich auf die in dieser Form symmetrisier-
te Matrix. Hierdurch werden die vorhandenen Symmetrien unabhängig von statis-
tischen Schwankungen garantiert.
Um die räumliche Anregungsstruktur des Elektronengases bei den in Abb. 6.3
und Abb. 6.4 markierten Frequenzen genauer untersuchen zu können, wird die linea-
re Kette in Nc = 50 gleich groÿe Zellen geteilt. Damit erhält man eine 5050Matrix
Kjj(xi; xi0 ; !). Die Information über diese räumlichen Anregungsstrukturen ist im
Realteil der symmetrischen, ortsaufgelösten Stromdichte-KKF ReKjj(xi; xi0 ; !) ent-
halten. In diesem Fall ist es jedoch nicht länger möglich, die räumliche Anregungs-
struktur anhand ausgewählter Kurvenscharen zu interpretieren. Das Ziel muss sein,
für jede Frequenz ! die räumliche Struktur der Matrix von der Anregungsstärke zu
trennen. Da man es nun mit einer symmetrischen Matrix zu tun hat, bietet es sich
an, für jede Frequenz ! das Eigenwertproblem für die KKF-Matrix Kjj(xi; xi0 ; !) in
folgender Form zu lösen:
NcX
i0=1
ReK(xi; xi0 ; !)	(xi0 ; !) = K(!)	(xi; !): (6.4)
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Die Strom-KKF wurde somit in Moden mit dem Index  zerlegt. Jede Mode be-
steht aus einem Eigenwert K(!) und einem Eigenvektor 	(xi; !). Die Eigenwerte
K(!) repräsentieren die Anregungsstärke der Elektronenbewegung und die Eigen-
vektoren 	(xi; !) stehen für die räumliche Struktur der Elektronenbewegung. Die
Anzahl der Moden mit dem Eigenwert K(!) und dem Eigenvektor 	(xi; !) ent-
spricht der Anzahl der Zellen Nc = 50, in die das nite System aufgelöst wurde. Die
Eigenvektoren sind orthonormal, das heiÿt, es gilt:
NcX
i=1
	(xi; !)	0(xi; !) = ;0 : (6.5)
Der Realteil der ortsaufgelösten Strom-KKF-Matrix kann aus den Eigenvektoren
	(xi; !) und Eigenwerten K(!) folgendermaÿen rekonstruiert werden:
ReKjj(xi; xi0 ; !) =
NcX
=1
	(xi; !)K(!)	(xi0 ; !): (6.6)
Somit lautet die totale Stromdichte-AKF gemäÿ Gl. (6.2):
Rehjjje ; jjje i! =
NcX
=1
K(!)
 
NcX
i=1
	(xi; !)
!2
: (6.7)
Es wird zunächst das Ergebnis aus der Lösung des Eigenwertproblems Gl. (6.4)
für die Frequenz ! = 5; 8 fs 1 diskutiert, bei der zuvor die stärkste Resonanz ge-
funden wurde. Die Verteilung der Eigenwerte K(!) ist in Abb. 6.6 bei der Reso-
nanzfrequenz ! = 5; 8 fs 1 (schwarz) und bei der Frequenz ! = 7; 0 fs 1 (rot) zu
nden. Der Index  steht in diesem Zusammenhang also für die Sortierung der Ei-
genwerte nach Stärke. Es ist ein einzelner, deutlich führender Eigenwert im Falle
der Resonanz zu sehen, der um zwei Gröÿenordnungen stärker ist als alle anderen
Eigenwerte. Vergleichbare Ergebnisse sind auch an allen anderen Resonanzfrequen-
zen zu nden, die zuvor bereits anhand der Kurvenschar in Abb. 6.3 sowie Abb. 6.4
ausgewählt wurden. Das Verhalten der Stromdichte-KKF wird demnach bei den Re-
sonanzfrequenzen fast ausschlieÿlich durch die Mode mit dem stärksten Eigenwert
geprägt. Im Gegensatz dazu liegt jenseits der Resonanzfrequenzen (etwa bei ! = 7; 0
fs 1) eine Mischung verschiedener Moden vor, was sich aus deren Anregungsstärke
ableiten lässt, die für mehrere Moden in derselben Gröÿenordnung liegt.
Die Art der kollektiven Elektronenbewegung im Bereich der Resonanzfrequen-
zen wird anhand des Eigenvektors bestimmt. Auf der linken Seite von Abb. 6.7 ist
der Eigenvektor 	(x; !) des mit Abstand gröÿten Eigenwertes bei den jeweiligen
Resonanzfrequenzen (markiert in Abb. 6.3, Abb. 6.4 und Abb. 6.5) zu sehen. Der
Eigenvektor der ersten Mode 	1(x; !) bei ! = 5; 8 fs 1 ist an den Rändern der
linearen Kette verformt.
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Abb. 6.6: Logarithmische Darstellung der Eigenwerte für die Frequenzen ! = 5; 8 fs 1
(schwarz) und ! = 7; 0 fs 1 (rot), der Gröÿe nach sortiert.
Der Eigenvektor der zweiten Mode 	2(x; !) mit der Resonanzfrequenz
! = 8; 2 fs 1 ist eine Atmungsmode. Die Bewegung ist in Bezug auf das Zentrum
der linearen Kette antisymmetrisch. Die Elektronen auf der linken Seite vom Zen-
trum bewegen sich entgegengesetzt zu den Elektronen auf der rechten Seite. Dadurch
verschwindet der totale Strom der Elektronen, die in dieser Weise oszillieren, voll-
ständig. Daher ist diese Mode in der totalen Stromdichte-AKF (Abb. 6.5) auch nicht
zu sehen.
Der Eigenvektor der dritten Mode 	3(x; !) bei ! = 9; 2 fs 1 ist wieder symme-
trisch in Bezug zum Zentrum der linearen Kette. Im Gegensatz zur ersten Mode
	1(x; !) hat der Eigenvektor dieser Mode allerdings zwei Knoten. Die Elektronen
am Rand der linearen Kette bewegen sich kollektiv in die entgegengesetzte Rich-
tung zu den Elektronen im Zentrum. Der totale Strom dieser Mode als Summe aller
räumlichen Anteile verschwindet nicht. In der Stromdichte-AKF (Abb. 6.5) ist daher
auch eine Resonanz zu erkennen.
Durch die Lösung des Eigenwertproblems für die KKF-Matrix der Stromdichte
Gl. (6.4) und der daraus zusammengesetzten Stromdichte-AKF Gl. (6.7) sind die
Eigenvektoren Moden der Stromdichte Gl. (6.1). Es gilt demnach:
	(xi; !)  je;(xi; !) = e ne(xi; !) v(xi; !); (6.8)
repräsentativ für die räumliche Verteilung der Beiträge zur Stromdichte je;(xi; !)
der Mode. Diese können auch durch die lokale Elektronendichte ne(xi; !) und die
Geschwindigkeit der Elektronen v(xi; !) ausgedrückt werden.
Auf der rechten Seite von Abb. 6.7 wurde die mittlere Geschwindigkeit
v(xi; !) der Elektronen für dieselben Frequenzen gezeigt wie auf der lin-
ken Seite. Die erste Mode v1(xi; !) bei ! = 5:8 fs 1 erscheint als homoge-
ne Bewegung von Elektronen, die an verschiedenen Orten dieselbe Geschwin-
digkeit haben. Die zweite Mode v2(x; !) bei ! = 8:2 fs 1 weist auf ho-
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Abb. 6.7: Links: Eigenvektoren 	(x; !) als Lösung der Eigenwertgleichung Gl. (6.4).
Rechts: Die Geschwindigkeitsmode der Elektronen nach Gl. (6.8).
he Geschwindigkeiten der Elektronen an den Rändern der Kette hin und es
gibt einen Knoten im Zentrum.Das bedeutet, die Elektronen dieser Mode ru-
hen demnach im Zentrum. Die Elektronen an den Rändern bewegen sich je-
weils entgegengesetzt zu einander. Die Elektronen der dritten Mode v3(xi; !) bei
! = 9:2 fs 1 hingegen haben hohe Geschwindigkeiten im Zentrum und an den Rän-
dern der Kette. Jedoch bewegen sich die Elektronen der dritten Mode im Zentrum
entgegengesetzt zu den Elektronen an den Rändern. Die dritte Mode hat folglich
zwei Knoten.
Im Bereich jeder Resonanzfrequenz kann eine führende Mode mit einem deutlich
stärkeren Eigenwert identiziert werden. Die Moden mit unterschiedlichen Reso-
nanzfrequenzen unterscheiden sich durch die räumliche Gestalt ihrer Eigenvektoren.
Im Folgenden soll nun die Anregungsstärke dieser Moden in Bereichen untersucht
werden, die weit von der Resonanzfrequenz entfernt liegen. Man kann in diesen
Bereichen nicht davon ausgehen, dass der Eigenwert dieser gegenüber den ande-
ren dominant ist. Daher wurde versucht, die räumliche Gestalt des Eigenvektors im
nicht-resonanten Bereich zu nden. Dazu wurden alle Eigenvektoren mittels Fourier-
Analyse nach ebenen Wellen zerlegt:
	(k; !) =
Z Lc=2
 Lc=2
dx eikx	(x; !): (6.9)
Jeder Eigenvektor hat eine charakteristische Wellenzahl k = 2(   1)=Lc, wobei
Lc die Länge der linearen Kette ist.
Im Ergebnis war es möglich, von einander unabhängige Moden-Spektren K(!)
zu unterscheiden. In Abb. 6.8 wurden die ersten drei Moden dargestellt, die das
Verhalten der Stromdichte-KKF am meisten bestimmen und daher Hauptmoden
genannt werden. Jede Hauptmode weist genau eine Resonanz auf. Die Resonanz der
ersten Mode bei ! = 5:8 fs 1 fällt am stärksten aus. Die Stärke der Modenresonanz
nimmt mit steigender Resonanzfrequenz ab. Dieses wird durch die Resonanzstruktur
der Stromdichte-AKF in Abb. 6.5 bestätigt. Auf jeden Fall erscheint die Resonanz-
breite für die dritte Hauptmode gröÿer. Die Breite lässt auf die Dämpfungsrate 
der Mode  schlieÿen. In ausgedehnten Plasmen, siehe Gl. (2.25), wird die Plasmon-
Resonanz durch das Lorentz-Prol beschrieben. Wenn für jede Mode unabhängig
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Abb. 6.8: Frequenzabhängige Eigenwerte K(!) der drei unabhängigen Hauptmoden der
KKF-Matrix K(xi; xi0 ; !).
dieses Prol angenommen wird, erhält man:
K(!) = K0Re
"
!2!
!   i
 
!2   !2
# ; (6.10)
wobei ! die Resonanzfrequenz und  die Resonanzbreite der Mode  ist. Durch An-
passung des Lorentz-Prols an die Moden-Spektren kann die Resonanzfrequenz und
die Breite der Resonanz bestimmt werden. Die angepassten Lorentz-Prole für jede
Mode wurden ebenfalls in Abb. 6.8 gezeigt. Die Ergebnisse der Anpassung sind in
Tab. 6.1 zu nden. Die Resonanzfrequenzen !, die durch den Lorentz-Fit gewonnen
wurden, liegen an genau den Stellen, die aus dem Spektrum der Stromdichte-AKF
in Abb. 6.5 bekannt sind. Die Resonanz der zweiten Mode ist nicht sichtbar, da es
sich um eine Atmungsmode handelt. Die Dämpfungsrate  steigt mit wachsender
Modenzahl .
Mode  ! in fs 1 k in nm 1  in fs 1
1 5.77 0 0.253
2 8.17 1.62 0.19
3 9.26 3.70 0.419
Tab. 6.1: Resonanzfrequenz !, die dazu gehörige Wellenzahl k und Stoÿfrequenz  der
ersten drei Hauptmoden  der linearen Kette mit 55 Ionen mit der Dichte ni = 35
nm 1 und 46 Elektronen mit der Temperatur Te = 2 eV.
7. OSZILLATIONSMODEN VON FREIEN ELEKTRONEN IN
CLUSTERN
In Kapitel 4 wurde am Beispiel des Na309-Clusters erläutert, dass sich das Elektro-
nengas nach der Laseranregung im LTE bendet und die Ionen als fest stehendes
externes Potenzial betrachtet werden können, in dem das Elektronengas eingeschlos-
sen ist. Die Elektronendynamik kann daher mit der eingeschränkten MD-Simulation
berechnet werden. Die Response dieses Elektronengases auf lineare externe Störun-
gen sollen nun mit Hilfe der ortsaufgelösten Stromdichte-Kreuzkorrelationsfunktion
(KKF) untersucht werden. Die Stromdichte-KKF wurde bereits in Kapitel 5 einge-
führt. Sie wird durch die eingeschränkten MD-Simulation berechnet.
Der Cluster als nites System ist durch Eigenschaften charakterisiert, die sich aus
folgendem Prozess ergeben. Nachdem der Cluster im Anfangszustand bei Zimmer-
temperatur und Festkörperdichten durch einen Laser angeregt wird, sind es zunächst
die Elektronen, die durch Laseranregung geheizt werden. Die Elektronen besitzen
im Falle des Na309-Clusters eine Temperatur von Te = 1 eV. Dadurch kommt es zur
externen Ionisation. Der Cluster verliert Elektronen und wird dadurch positiv aufge-
laden. Es sind schlieÿlich Ne = 293 Elektronen vorhanden, die bei dieser Temperatur
am Cluster gebunden bleiben und ihn nicht verlassen.
Aufgrund der Auadung beginnt der Cluster zu expandieren, da sich die Ionen
aufgrund der Coulomb-Kräfte abstoÿen. Die Expansion wird also durch die Ionen-
bewegung beschrieben, die im Bereich von ca. 1 ps auf sehr viel gröÿeren Zeitskalen
stattndet, als die Elektronendynamik, die sich auf einer Zeitskala von wenigen Fem-
tosekunden abspielt. Die Ionendichte ni nimmt durch die Expansion mit der Zeit ab
und ist somit ein weiterer wichtiger Parameter des niten Systems. Ich werde hier
den Na309-Cluster bei ni = 28  1021 cm 3 untersuchen. Dies entspricht der Ionen-
dichte, die der Cluster direkt nach dem Ende der Laseranregung hat.
Im vorherigen Kapitel wurde deutlich, dass für eindimensionale Ketten meh-
rere Resonanzen in der Strom-AKF auftraten, die mit der Überlagerung räumli-
cher Strukturen der Elektronenbewegung in Verbindung stehen. Die Information
über diese räumlichen Strukturen ist im Realteil der symmetrischen, ortsaufgelös-
ten Strom-KKF ReKJJ(xa; xa0 ; !) enthalten. In diesem Teil wird nun der dreidi-
mensionale Fall erläutert, in dem die Ergebnisse aus der eindimensionalen Kette
berücksichtigt werden.
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7.1 Aufbau und Symmetrien ortsaufgelöster Korrelationsfunktionen
Unter einem angeregten Cluster wird also ein Nano-Plasma frei beweglicher Elek-
tronen in einem niten System verstanden, das sich nach einer externen Anregung
im LTE bendet. Es wird untersucht, ob kollektive Bewegungen der Elektronen im
LTE zur dynamischen Response des Nano-Plasmas beitragen. Als Beispiel werden
die bereits beschriebenen ikosaedrischen Cluster bestehend aus 55 und 309 Ato-
men untersucht. Ziel soll die Analyse der bereits eingeführten Stromdichte-KKF aus
Gl. (5.39) sein.
Um die räumliche Struktur der Anregung des Elektronengases aufzulösen, wurde
der Cluster aufgrund seiner kugelsymmetrischen Geometrie zunächst in Nc Sektoren
ausgehend vom Clusterzentrum unterteilt. Für jeden Sektor wurde die Stromdichte
nach Gl. (5.35) berechnet. Die Kreuzkorrelation Kjj(~ra; ~ra0 ; !) wurde entsprechend
Gl. (5.39) bestimmt. Die Diagonalelemente a = a0 sind demnach Autokorrelationen
der lokalen Stromdichte je(~ra; !).
In Kugelkoordinaten wird der Ort ~ra eines Sektors im Cluster durch den Azi-
mutwinkel  zwischen der Projektion des Ortsvektors ~r auf die x-y-Ebene und der
x-Achse, durch den Polarwinkel  zwischen dem Ortsvektor ~r und der z-Achse so-
wie durch den Abstand zum Clusterzentrum r festgelegt. Beide Winkel werden in
Abb. 7.1 schematisch durch weiÿe Linien auf einer roten Cluster-Kugel angedeutet.
Der Azimutwinkel  liegt in einem Intervall zwischen 0 und 2  und wurde ebenfalls
in N gleich groÿe Abschnitte unterteilt. Der Polarwinkel  liegt damit in einem
Intervall zwischen 0 und . Dieses Intervall wurde in N gleich groÿe Abschnitte un-
terteilt. Die Einteilung der Intervalle wurden in Abb. 7.1 anhand schwarzer Linien
dargestellt. Der Clusterradius rcl wurde in Nr gleich groÿe Abschnitte geteilt. Somit
hat man es insgesamt mit Nc = N N Nr Sektoren zu tun. Für jede Frequenz !
erhält man somit eine NcNc Matrix KJJ(i; j; rk; i0 ; j0 ; rk0 ; !). Die Indizes i; j; k
bzw. i0; j0; k0 markieren die Sektoren in Azimut- und Polarrichtung bzw. den Radius.
Durch die endliche Zahl von Sektoren können die Matrix-Elemente einfach linear
durchnummeriert werden, indem ein globaler Index a eingeführt wird, der folgende
Ordnung unter den Indizes i; j; k der Raum-Richtungen herstellt:
a = NN (k   1) +N (j   1) + i: (7.1)
Entsprechendes gilt für den Index a0. Beide Indizes laufen von 1 bis Nc, so dass
alle Sektoren im Cluster für die Elemente der KKF-Matrix gemäÿ Gl. (5.39)
KJJ(~ra; ~ra0 ; !) linear durchnummeriert sind.
Im Gegensatz zur linearen Kette sind die Teilvolumen Va der Sektoren aller-
dings nicht gleich groÿ. Sie hängen vom Polarwinkel j = =N (j   0:5) und vom
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Abb. 7.1: Schematische Darstellung der Einteilung des Clusters in Polar- () und Azimu-
trichtung ().
Radius rk = rcl=Nr(k   0:5) ab:
Vi;j;k =
Z 2i=N
2(i 1)=N
Z j=N
(j 1)=N
Z rclk=Nr
rcl(k 1)=Nr
r2 sin  dr d d;
Vi;j;k =
2
3N

rcl
Nr
3  
3k2   3k + 1cos  
N
(j   1)

  cos


N
j

:(7.2)
Die Symmetrien der Strom-KKF KJJ(~ra; ~ra0 ; !) werden für das Beispiel des iso-
tropen, ikosaedrischen Clusters mit 309 Atomen untersucht. In diesem Fall wurde
der Cluster in N = 4 gleich groÿe Abschnitte in Azimutrichtung, in N = 4 gleich
groÿe Abschnitte in Polarrichtung und in Nr = 8 gleich groÿe, radiale Abschnitte
geteilt. Die Anzahl der Zellen ist demnach Nc = N N Nr = 128. Die Strom-KKF
ist somit für jede Frequenz eine Nc Nc Matrix mit 1282 Elementen.
Durch den Radius r und den Polarwinkel   also in Absehung von der bereits
behandelten Azimutrichtung   wird eine Matrix aufgespannt, die Nr; = NrN
Elemente hat. Diese Matrix weist eine Symmetrie KJJ(~ra; ~ra0 ; !) = KJJ(~ra0 ; ~ra; !)
auf, die sich bereits aus den Vorbetrachtungen zur Rauminversion ergibt. Dadurch
können Mittelwerte über all jene Matrixelemente berechnet werden, die der Sym-
metrie zufolge gleich sind. Dadurch werden statistische Schwankungen weiter mi-
nimiert. Durch diese Symmetrie der Rauminversion sind in radiale Richtung und
Polarrichtung lediglich (Nr; + 1)Nr;=2 Elemente von einander unabhängig.
Die Abstände rk bzw. rk0 werden nun beispielhaft bei k = 3 und k0 = 5 xiert.
Dies soll ebenfalls in Polarrichtung mit j = 0 und j0 = 2 geschehen. Danach bleibt
eine 4  4 Sub-Matrix in Azimut-Richtung i bzw. i0 bestehen. In Abb. 7.2 wur-
de das Frequenzspektrum der Sub-Matrix Ksub(i; i0 ; !) dargestellt. Sieht man von
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statistischen Schwankungen ab, sind in Abb. 7.2 drei Spektren prinzipiell von einan-
der zu unterscheiden. Die Symmetrie der Sub-Matrix, wie sie in Abb. 7.2 beispielhaft
dargestellt wurde, ist an allen beliebigen anderen Orten (j; rk) bzw. (j0 ; rk0) zu n-
den. Schematisch kann die Symmetrie der Sub-Matrix dadurch dargestellt werden,
dass alle Elemente, die aus Symmetriegründen gleich sind, den selben Buchstaben
erhalten: 
A B C B
B A B C
C B A B
B C B A
 : (7.3)
Ein solche Symmetrie lässt den Rückschluss zu, dass die Korrelationen zwischen
den Sektoren mit dem Azimutwinkel i und i0 nicht voneinander unabhängig sind.
Es lässt sich eine reduzierte Matrix bilden, die von der Dierenz der Azimutwinkel
abhängt: i00 = ji   i0j bzw. i00 = 2   ji   i0j, wenn ji   i0 j > N=2. Es
gilt:
KJJ(~ra; ~ra0 ; !) = KJJ(i00 ; j; rk; j0 ; rk0 ; !): (7.4)
Somit erhält man schlieÿlich Round (N=2)+Nmod2 unabhängige Elemente in der
Sub-Matrix Ksub(i; i0 ; !). Die Funktion Round (x) rundet die reelle Zahl x auf den
nächstgelegenen ganzzahligen Wert. In diesem Beispiel, fürN = 4, sind es insgesamt
drei von einander unabhängige Werte in der Sub-Matrix, wie Abb. 7.2 zeigt.
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Abb. 7.2: Spektrum der Matrixelemente ReKsub(i; i0 ; !) des Na309-Clusters, farblich ge-
trennt nach Elementen in Gl. (7.3), die voneinander unabhängig sind.
Man erhält am Ende eine Matrix der Form:
KJJ(i; j; rk; j0 ; rk0 ; !) = KJJ(i0 ; j0 ; rk0 ; j; rk; !); (7.5)
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mit folgender Anzahl voneinander unabhängigen Elementen:
Nind =
(NrN + 1)NrN
2

Round

N
2

+Nmod2

: (7.6)
Die Korrelationsmatrix, die aus Nc  Nc Elementen (mit Nc = NNNr) besteht,
hat mit Nind demnach aufgrund der Symmetrien weit weniger voneinander unab-
hängige Elemente. Am Beispiel des Clusters bestehend aus 309 Ionen, in dem die
Korrelationsmatrix aus N2c = 16384 Elementen besteht, sind durch Symmetrien am
Ende lediglich Nind = 1584 Elemente voneinander unabhängig.
3 4 5 6 7 8
ω in fs-1
0,0001
0,001
0,01
0,1
R
e 
<j|
| e;
 j|| e
>
ω
3 4 5 6 7 8 9 10
ω in fs-1
0,0001
0,001
0,01
0,1
R
e 
<j|
| e;
 j|| e
>
ω
Abb. 7.3: Spektrum des Realteils der Strom-AKF ReKJJ(!) berechnet nach Gl. (7.7) des
Na55-Clusters (links) und des Na309-Clusters (rechts). Die gestrichelten blauen
Linien deuten die Resonanzfrequenzen an, die im Frequenzspektrum auftreten.
Die durchgezogenen roten Linien stehen für die Plasmafrequenz und die niedri-
gere Mie-Frequenz.
Wegen der Zeit-Inversions-Symmetrie gilt KJJ(~r; ~r0; t) = KJJ(~r; ~r0; t) =
KJJ(~r
0; ~r; t) ist real und symmetrisch, so dass durch die Symmetrie der Raumin-
versions zusätzlich gilt: KJJ(~ra; ~ra0 ; !) = KJJ(~ra0 ; ~ra; !) = KJJ(~ra; ~ra0 ; !).
Die Stromdichte-AKF des gesamten Clusters kann aus der bis hierhin diskutier-
ten ortsaufgelösten Strom-KKF Matrix nach Gl. (5.43) berechnet werden, indem
man unter Beachtung von Gl. (7.1) über alle Sektoren summiert:
hj(z)e ; j(z)e i! =
1
V 2c
X
a;a0
KJJ(~ra; ~ra0 ; !); (7.7)
In Abb. 7.3 wurde der Realteil der totalen Stromdichte-AKF Rehj(z)e ; j(z)e i!, nach
Gl. (7.7) berechnet, für den Na55-Cluster (links) und den Na309-Cluster (rechts) dar-
gestellt mit einer Elektronentemperatur von jeweils Te = 1 eV. Der kleinere Na55-
Cluster hat eine Ionendichte von ni = 21; 5 1021 cm 3 und der gröÿere Na309-Cluster
hat eine höhere Ionendichte von ni = 28  1021 cm 3. In beiden Fällen sind mehrere
Maxima bei verschiedenen Frequenzen zu erkennen. Jedes einzelne Maximum lässt
auf eine Resonanz schlieÿen, deren Resonanzfrequenz durch die Lage des Maximums
bestimmt ist. Die Resonanzfrequenzen wurden in Abb. 7.3 durch vertikale, gestri-
chelte, blaue Linien markiert. Im Falle des Na55-Clusters sind zwei Resonanzen zu
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sehen. Der Realteil der Stromdichte-AKF des Na309-Clusters weist hingegen drei Re-
sonanzen auf. In beiden Fällen ist die Resonanz bei der geringsten Resonanzfrequenz
besonders stark ausgeprägt.
Das Stromdichte-AKF-Spektrum Rehj(z)e ; j(z)e i! ist vergleichbar mit dem Spek-
trum für eindimensionale Ketten, das in Abb. 6.5 dargestellt wurde. Die Resonanz-
struktur beider Cluster weist auf verschiedene Formen kollektiver Bewegungen freier
Elektronen im niten System hin, wie es schon im vorangegangenen Kapitel für ein-
dimensionale Ketten festgestellt wurde.
7.2 Analyse der Stromdichte-Korrelationsfunktion
Um die Überlagerung der räumlichen Strukturen der Elektronenbewegung getrennt
von einander behandeln zu können, wird genau wie für die eindimensionale Kette
für jede Frequenz das Eigenwertproblem für den Realteil der symmetrischen, orts-
aufgelösten Strom-KKF ReKJJ(~ra; ~ra0 ; !) behandelt:
NcX
a0=1
ReKJJ(~ra; ~ra0 ; !)	(~ra0 ; !) = K(!)	(~ra; !): (7.8)
Die Strom-KKF wurde somit in Moden mit dem Index  zerlegt. Jede Mode be-
steht aus einem Eigenwert K(!) und einem Eigenvektor 	(~ra; !). Die Eigenwerte
K(!) repräsentieren die Amplitude der Elektronenbewegung und die Eigenvektoren
	(~ra; !) stehen für die räumliche Struktur der Elektronenbewegung. Die Anzahl
der Moden mit dem Eigenwert K(!) und dem Eigenvektor 	(~ra; !) entspricht der
Anzahl Nc der Zellen, in die das nite System aufgelöst wurde. Die Eigenvektoren
sind orthonormal. Das heiÿt, es gilt:
NcX
a=1
	(~ra; !)	0(~ra; !) = ;0 : (7.9)
Der Realteil der ortsaufgelösten Strom-KKF kann aus den Eigenvektoren und Ei-
genwerten rekonstruiert werden:
ReKJJ(~ra; ~ra0 ; !) =
NcX
=1
	(~ra; !)K(!)	(~ra0 ; !): (7.10)
Der Realteil der totalen Stromdichte-AKF lautet gemäÿ Gl. (7.7) demnach:
Re hj(z)e ; j(z)e i! =
NcX
=1
K(!)
 
NcX
a=1
	(~ra; !)
!2
: (7.11)
Der Beitrag zum Realteil der totalen Stromdichte-AKF Rehj(z)e ; j(z)e i! ist also vor
allem durch die Amplitude K(!) gegeben, die man als Eigenwert aus der Eigen-
wertgleichung Gl. (7.8) erhält.
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In Abb. 7.4 sind die zehn stärksten Eigenwerte K(!) für den Na55-Cluster und
den Na309-Cluster zu nden, die aus der Lösung des Eigenwertproblems Gl. (7.8) ge-
wonnen wurden. Im dargestellten Frequenzraum sind Eigenwerte K(!) in Abhän-
gigkeit von der Frequenz zu erkennen, die stetig zusammenhängen. Es treten noch
mehr Maxima auf, als bei der in Abb. 7.3 gezeigten Stromdichte-AKF Gl. (7.7). Dies
lässt auf die Existenz von Resonanzen schlieÿen, die nicht in der Stromdichte-AKF
zu sehen sind. Eine Resonanz ist für beide Clustergröÿen besonders stark ausgeprägt.
Diese Resonanz liegt in beiden Fällen bei der gleichen Frequenz, bei der sich auch die
stärkste Resonanz der Stromdichte-AKF Abb. 7.7 in Abb. 7.3 bendet. Einige ste-
tig verlaufende Eigenwerte überschneiden sich aber innerhalb des Frequenzbereichs.
Die Sortierung der Eigenwerte K(!) der Gröÿe nach ist also nicht sehr aussagekräf-
tig, wenn Eigenwerte an verschiedenen Frequenzen miteinander verglichen werden
sollen, da hierbei Schnittpunkte ignoriert werden.
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Abb. 7.4: Spektrum der zehn stärksten Eigenwerte ReK(!) des Na309-Clusters.
Im folgenden Abschnitt wird daher eine Methode vorgestellt, die Eigenwerte nicht
nach ihrer Gröÿe, sondern nach der räumlichen Struktur ihrer Eigenvektoren sortiert.
Das Verfahren ist an die in Abb. 6.8 dargestellte Idee bei den eindimensionalen
Ketten angelehnt, Eigenwerte einander zuzuordnen, die den gleichen Wellenvektor
haben.
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7.3 Identikation und Auswertung der Anregungsmoden
7.3.1 Sortierung von Eigenwertspektren nach Anregungsmoden
Es wird nun geprüft, welches Kriterium den stetigen Zusammenhang von Eigen-
werten K(!) im Frequenzspektrum begründet. Eine Möglichkeit für den stetigen
Zusammenhang von Eigenwerten K(!) ist die Interpretation der Eigenwerte als
Amplituden einer Mode, die durch einen bestimmten Eigenvektor 	(~r; !) deniert
ist.
Es ist sinnvoll, einen Algorithmus zu entwickeln, mit dem die Eigenwerte einer
Mode über den gesamten Frequenzen selektiert werden können. Jeder Mode liegt ein
spezischer Eigenvektor 	(~r; !) zugrunde. Ob ein Eigenwert K 0(!
0) zu der Mode
gehört, wird bestimmt durch den dazu gehörigen Eigenvektor 	0(~r; !
0). Sowohl im
Frequenzspektrum der Stromdichte-AKF in Abb. 7.3 als auch im Spektrum der
Grundmode in Abb. 7.4 des Na309-Clusters liegt die Resonanzfrequenz bei !R = 4; 42
fs 1 und ist am stärksten ausgeprägt. Für diese Grundmode soll das Prinzip der
Eigenwertzuordnung zu einer Mode genauer erläutert werden.
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Abb. 7.5: Räumliche Struktur der Grundmode der Strom-KKF (links) und der
Stromdichte-KKF (rechts) des Na309-Cluster bei der ersten Resonanzfrequenz
! = 4; 42 fs 1. Die -Abhängigkeit wird nicht gezeigt. Die Farbskala verdeut-
licht, wie stark die Auslenkung ist.
Der Eigenwert K(!) der Grundmode ist bei der Resonanzfrequenz ! = 4; 42
fs 1 in Abb. 7.4 deutlich gröÿer als alle anderen Eigenwerte. Der zu diesem Eigenwert
gehörige Eigenvektor 	(~r) der Strom-KKF ist in Abb. 7.5 (links) dargestellt.
Später wird eine genaue Analyse dieses Eigenvektors folgen. Hier soll zunächst
genügen, zu zeigen, dass dies eine Mode ist, in der sich alle oszillierenden Elektronen
in dieselbe Richtung bewegen. Es gibt also keine gegenläuge Oszillationen in der
Grundmode. Um zu prüfen, ob dieser Eigenvektor auch den stetig zusammenhän-
genden Eigenwerten K(!) an anderen Frequenzen zu Grunde liegt, wird folgende
Kongruenzfunktion eingeführt. Es soll also keine Rolle spielen, wie stark die Ei-
genmode im Vergleich zu anderen gleicher Frequenz sind. Es sei der Eigenvektor
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der Grundmode 	1(~r; !R) der Referenzvektor. Folgendermaÿen wird die Kongruenz
zwischen den Eigenvektoren 	0(~r; !) bei einer anderen Frequenz mit dem Referenz-
vektor geprüft:
c1;(!R; !) =
R
d3~r	1(~r; !R)	(~r; !)R
d3~r	21(~r; !R)
: (7.12)
Bei vollständiger Kongruenz gilt c1;(!R; !) = 1. In Abb. 7.6 ist anhand der schwar-
zen Linie zu sehen, wie die im Frequenzbereich kontinuierlich zusammenhängenden
Eigenwerte durch die Kongruenzfunktion Gl. (7.12) selektiert werden können. Als
Kriterium wurde nicht die vollständige Übereinstimmung mit dem Referenzvektor
gefordert. Der Eigenvektor, der die gröÿten Übereinstimmung mit dem Referenzvek-
tor hat, wird der Mode zugeordnet. Doch das Verfahren versagt, wenn die Frequenz
mit ! = 6:8 fs 1 zu weit von der Resonanzfrequenz entfernt liegt. Ein kontinuierli-
cher Zusammenhang der Eigenwerte wird auch jenseits dieser Frequenz vermutet.
Die Überprüfung des stetigen Zusammenhangs von Eigenwerten einer Mode wird
daher geprüft, indem die Kongruenzfunktion optimiert wird. Als Referenzvektor wird
sukzessiv der zuvor selektierte Eigenvektor 	0(~r; !   !) bei der Nachbarfrequenz
benutzt. Die rekursive Kongruenzfunktion lautet demnach:
~c0;(!) =
R
d3~r	0(~r; !   !)	(~r; !)R
d3~r	20(~r; !   !)
: (7.13)
Die Rekursion wird begonnen mit dem wohl bekannten Referenzvektor
	0(~r; !   !) = 	1(~r; !R). Das Ergebnis dieser rekursiven Moden-Selektion wurde
ebenfalls in Abb. 7.6 als rote Linie dargestellt. Der stetige Zusammenhang der Eigen-
werte dieser Mode kann mit diesem Verfahren über den gesamten Frequenzbereich
nachvollzogen werden.
Mit der rekursiven Methode Gl. (7.13) ist ein stetiger Verlauf einer Mode über
den gesamten in Abb. 7.6 dargestellten Frequenzbereich zu sehen. Es treten Maxima
bei genau den Frequenzen auf, die auch in der Stromdichte-AKF in Abb. 7.3 zu
sehen sind. Diese Maxima lassen auf verschiedene Resonanzen schlieÿen. Dies würde
allerdings bedeuten, dass es bei aller Ähnlichkeit der Eigenvektoren innerhalb dieses
Frequenzbereichs verschiedene Moden zu geben scheint, die noch herausgearbeitet
werden müssen.
Die rekursive Kongruenzprüfung wird nun ausgeweitet auf andere Moden. So
sind im Bereich der Resonanzfrequenz !R = 4; 42 fs 1 der Grundmode weitere Re-
sonanzen zu sehen. In Abb. 7.7 sind kontinuierlich zusammenhängende Eigenwerte
von vier unterschiedenen Moden zu sehen. Jede dieser Moden hat auch mehrere
Resonanzen an verschiedenen Frequenzen. Einige Resonanzen dieser Moden sind in
der Stromdichte-AKF Abb. 7.3 nicht zu sehen. Die zweite Mode (rot) und die vierte
Mode (blau) in der Legende werden durch zwei Eigenwerte K(!) gleicher Stärke
repräsentiert. Dies weist auf zweifach entartete Moden hin  also auf zwei Eigenvek-
toren, die bei jeder Frequenz den gleichen Eigenwert haben. Auf die Benennung der
Moden in der Legende wird später eingegangen.
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Abb. 7.6: Kontinuierlich zusammenhängende Eigenwerte ReK(!) des Na309-Clusters,
ausgewählt nach Kongruenz der Eigenvektoren.
7.3.2 Charakterisierung der Anregungsstruktur durch Kugelächenfunktionen
Es wird nun versucht, die räumliche Struktur der Anregung, repräsentiert durch
die Eigenvektoren 	(~ra; !), eindeutig zu charakterisieren. Der Eigenvektor gibt
die räumliche Gestalt der kollektiven Mode an. Die Grundmode mit der stärksten
Resonanz bei ! = 4; 42 fs 2 wurde in Abb. 7.5 (links) dargestellt. Dieser Eigenvektor
repräsentiert die Anregungsmode der Strom-KKF KJJ(~ra; ~ra0 ; !). Auÿerdem wurde
die Anregungsmode für die Stromdichte-KKF Kjj(~ra; ~ra0 ; !) berechnet:
~	(~ra; !) =
	(~ra; !)
Va
(7.14)
Da bereits in Kapitel 5 erläutert wurde, dass die Stromdichte die physikalisch sinn-
volle Gröÿe ist, da diese die räumliche Anregung unabhängig von der Wahl des
Teilvolumens Va wiedergibt, wird die räumliche Anregungsstruktur auch bei den
folgenden Erläuterungen in der Form je(~ra; !)  ~	(~ra; !) nach Gl. (7.14) angege-
ben.
Abb. 7.5 (rechts) zeigt den Eigenvektor in der Form ~	(~ra; !) nach Gl. (7.14),
der repräsentativ ist für die stärkste Stromdichte-Oszillation bei ! = 4; 42 fs 1.
Diese Mode hat radialsymmetrischen Charakter. In dieser Darstellung ist deutlich
zu erkennen, dass alle Elektronen stets in gleicher Richtung oszillieren  wenn auch
Unterschiede der Amplitude in Bezug auf die räumliche Struktur vorhanden sind.
Da nun der Eigenvektor ~	(~ra; !) in Abb. 7.5 (rechts) die räumliche Gestalt der
Grundmode der Stromdichte-KKF angibt, gilt folgende Relation:
~	(~ra; !)  j(z)e (~ra; !) = e ne(~ra; !) v(z)(~ra; !): (7.15)
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Abb. 7.7: Spektrum der zehn stärksten Eigenwerte K(!) des Na309-Clusters (wie in Abb.
7.4), diesmal sortiert nach der räumlichen Struktur der Moden.
Die ortsaufgelöste Stromdichte ist aus der Elektronendichte ne(~ra; !) und der mitt-
leren Geschwindigkeit v(z)(~ra; !) in z-Richtung der Mode zusammengesetzt. Auf-
grund des radialsymmetrischen Charakters des Eigenvektors sollen Winkelanteile bei
der folgenden Betrachtung vernachlässigt werden. Mit Hilfe des radialen Prols der
Elektronendichte ne(r) im LTE und dem radialen Anteil des Eigenvektors ~	(r; !)
kann das qualitative Verhalten der mittleren Geschwindigkeit in Abhängigkeit vom
Abstand bei der ersten Resonanzfrequenz ! = 4; 42 fs 1 bestimmt werden:
v(z)(~r; !) 
~	(r; !)
ne(r)
: (7.16)
In Abb. 7.8 ist die radiale Abhängigkeit der mittleren Geschwindigkeit v(z)(r; !) zu
sehen. Die mittlere Geschwindigkeit ist über einen groÿen Bereich fast konstant und
weicht nur geringfügig von der mittleren Geschwindigkeit v0 ab. Lediglich am Rand
des Clusters bei r  1; 5 nm treten Schwankungen auf, weil die Elektronendichte
sehr stark abfällt. Die Schwankungen können also auf die Unsicherheit der mittleren
Geschwindigkeit bei diesem Radius zurückgeführt werden. Diese Schwankungen ma-
chen eine qualitative Aussagen unmöglich. Das Elektronengas der führenden Mode
bei der Resonanzfrequenz ! = 4; 42 fs 1 bewegt sich dem konstanten Geschwin-
digkeitsprol v(z)(r; !) zufolge starr durch den Cluster, ohne dass das Prol der
Elektronendichte ne(r) merklich verformt wird.
In Abb. 7.9 (links) ist der Eigenvektor der Grundmode an der zweiten Reso-
nanzfrequenz bei ! = 6; 25 fs 1 und (rechts) bei der dritten Resonanzfrequenz bei
! = 8; 10 fs 1 zu sehen. In beiden Moden ist deutlich zu erkennen, dass die Elek-
tronen gegenläug oszillieren. Bei der dritten Resonanzfrequenz ist die gegenläuge
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Abb. 7.8: Radiales Geschwindigkeits-Prol v(z)(r; !) der Elektronen in Einheiten der mitt-
leren Geschwindigkeit v0 (markiert als blaue Linie), die mit der Grundmode bei
der Resonanzfrequenz ! = 4; 42 fs 1 oszillieren.
Oszillation stärker ausgeprägt als bei der zweiten. Auÿerdem ist in beiden Fällen
die radiale Symmetrie im Gegensatz zum Eigenvektor der ersten Resonanzfrequenz
nicht gegeben.
Alle drei Eigenvektoren weisen jedoch Eigenschaften räumlich stehender Wellen
auf. Um das Verhalten der Eigenvektoren der Grundmode und der anderen Mo-
den auf ihre räumliche Gestalt zu untersuchen, wird eine Fourier-Transformation
in Kugelkoordinaten durchgeführt. Dahinter steht die Frage, wie eindeutig sich die
Eigenvektoren in die Basisfunktion radialer Wellen zerlegen lassen. Die Basisfunk-
tionen radialer Wellen lauten:
Bn;l;m(~r) = Rn;l(r)Yl;m(; ): (7.17)
Der Radialanteil dieser Basisfunktion ist dabei:
Rn;l(r) = Nn;l jl(kn;lr); (7.18)
wobei jl(x) die sphärische Besselfunktion ist. Der Vorfaktor Nn;l =
r3cl
2
jj+1(xn;l) und
der radiale Wellenvektor kn;l =
xn;l
rcl
werden durch die Ordnungszahlen n und l be-
stimmt. Die Ordnungszahl n gibt an, wie viele Nullstellen die sphärische Besselfunk-
tion jl(kn;lr) in radialer Richtung vom Clusterzentrum bis hin zur Clusteroberäche
bei rcl hat. Der Vorfaktor wurde in der Form gewählt, dass eine Nullstelle an der
Clusteroberäche bei rcl liegt. Die Ordnungszahl l legt die Anzahl von Nullstellen
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Abb. 7.9: Stromdichte-Eigenvektoren der Grundmode des Na309-Cluster bei den Resonanz-
frequenzen ! = 6; 25 fs 1 (links) und ! = 8; 10 fs 1 (rechts).
in Polar-Richtung  fest, die in der Kugelächenfunktion Yl;m(; ) auftreten:
Yl;m(; ) =
1p
2
s
2l + 1
2
(l  m)!
(l +m)!
Pl;m(cos ) e
im; (7.19)
mit den Legendre-Polynomen Pl;m(x).
Die Eigenvektoren werden als Komposition dieser Basisfunktionen dargestellt:
	(~r; !) =
NnX
n=1
NlX
l=0
lX
m= l
Sn;l;m(!)Bn;l;m(~r): (7.20)
Die sphärischen Fourier-Koezienten Sn;l;m(!) geben an, wie stark die Basisfunk-
tionen Bn;l;m(~r) zur Gestalt des Eigenvektors beitragen. Die Randbedingung der
Basisfunktion wurde so gewählt, dass der Radial-Anteil am Rand des Clusters ver-
schwindet: Rn;l(rcl) = 0. Das bedeutet, dass die sphärische Besselfunktion jl(x) an
der Stelle x = kn;lrcl die n. Nullstelle hat. Da der Cluster in Nr = 8 Schalen unter-
teilt ist, können Basisfunktionen mit nicht mehr als Nn = 4 Nullstellen dargestellt
werden. Die Anzahl der Nullstellen in Polarrichtung  ist gegeben durch l. Da die
Auösung in Polarrichtung N = 4 beträgt, genügt eine Beschränkung auf Basis-
funktionen bis l = 2 und damit ist auch der Bereich des Parameters m =  l:::l
festgelegt, wobei jmj die Zahl der Nullstellen in Azimutrichtung  angibt.
Die sphärischen Fourier-Koezienten Snlm(!) des Eigenvektors 	(~r; !) werden
durch Fourier-Analyse in Kugelkoordinaten bestimmt:
Sn;l;m(!) =
Z 2
0
Z 
0
Z rcl
0
	(~r; !)Bn;l;m(~r) r
2 sin() dr d d: (7.21)
Anhand der Stärke der Fourier-Koezienten Snlm(!) kann nun bestimmt werden,
mit welcher Gewichtung die Basisfunktionen Bn;l;m(~r) zur Gestalt des Eigenvektors
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	(~r; !) beitragen. Da die Eigenvektoren 	(~r; !) reelle Funktionen sind, gelten
zusätzlich folgende Bedingungen:
ImSn;l;0 = 0 (7.22)
Sn;l;m =  Sn;l; m: (7.23)
Für die stärkste Resonanzfrequenz bei ! = 4; 42 fs 1 in der Grundmode des
Na309-Clusters, dargestellt in Abb. 7.5 (rechts), soll dies beispielhaft in aller Aus-
führlichkeit gezeigt werden. Die Fourier-Koezienten Snlm(!) des Eigenvektors wur-
den in Abb. 7.10 dargestellt. Zu sehen sind links die Fourier-Koezienten Snlm(!)
für l = 0, in der Mitte für l = 1 und rechts l = 2. Grundsätzlich werden die
Fourier-Koezienten Snlm(!) für m = 0 schwarz, für m = 1 rot und m = 2 blau
dargestellt. Es sei angemerkt, dass man sich bei der Darstellung aufgrund der Be-
dingung m =  l:::l und Gl. (7.23) in jeder Abbildung lediglich auf den Realteil der
Fourier-Koezienten m = 0::l beschränken kann. Das bedeutet in Abb. 7.10 links
(für l = 0) ist nur eine Reihe von Fourier-Koezienten (nämlich für m = 0) zu sehen
und rechts (für l = 2) sind es dementsprechend drei Reihen.
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Abb. 7.10: Sphärische Fourier-Koezienten Snlm(!) des Eigenvektors der Grundmode des
Na309-Cluster bei ! = 4; 42 fs
 1 berechnet nach Gl. (7.21).
Die Fourier-Analyse des Eigenvektors der Grundmode an der ersten Resonanz-
frequenz (! = 4; 42 fs 1) zeigt, dass die Fourier-Koezienten Sn;0;0(!) signikant
gröÿer sind als die anderen Koezienten. Ein sehr viel kleinerer Beitrag ist auÿer-
dem bei genauerer Analyse von den Fourier-Koezienten Sn;2;0(!) zu erkennen. Der
Eigenvektor 	(~r; !) ist für  = 1 bei ! = 4; 42 fs 1 somit eine Mischung aus den
Basisfunktionen Bn;0;0(~r) und Bn;2;0(~r). Es dominiert eindeutig die Basisfunktion
Bn;0;0(~r). Es ist keine herausragende Besetzung an Basisfunktionen zu erkennen, die
die Anzahl der Nullstellen n im Abstand vom Clusterzentrum angibt. Der Eigen-
vektor erscheint vielmehr als eine Mischung aus sphärischen Besselfunktionen.
Auch die Fourier-Analyse der Eigenvektoren der Grundmode an der zweiten und
dritten Resonanzfrequenz (! = 6; 15 fs 1 und ! = 8; 15 fs 1) ergibt ein ähnliches
Bild. Der hauptsächliche Unterschied besteht darin, dass der Einuss der Basis-
funktion Bn;2;0(~r) auf die Gestalt des Eigenvektors 	(~r; !) mit steigender Frequenz
zunimmt. Bei der dritten Resonanzfrequenz ! = 8; 15 fs 1 hat die Gewichtung der
Basisfunktionen Bn;0;0(~r) und Bn;2;0(~r), dargestellt in Abb. 7.11, bereits die gleiche
Gröÿenordnung.
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Abb. 7.11: Gleiche Darstellung wie in Abb. 7.10, hier für ! = 8; 15 fs 1.
In Bezug auf die anderen Moden hilft die Fourier-Analyse ebenfalls bei der Be-
stimmung der räumlichen Gestalt der zugrunde liegenden Eigenvektoren. Während
die Winkelanteile der Grundmode noch eine Mischung aus den Kugelächenfunk-
tionen Y0;0(; ) und Y2;0(; ) waren, sind die Winkelanteile der anderen Moden
eindeutigen Kugelächenfunktionen Yl;m(; ) zuzuordnen. In Abb. 7.7 wurde das
Ergebnis der sphärischen Fourier-Analyse für den Na55 und den Na309 gezeigt. Die
Moden wurden in der Legende nach ihren eindeutig zuordbaren Kugelächenfunk-
tionen benannt. Allgemein lässt sich sagen, dass alle betrachteten Eigenvektoren
stets eine Mischung aus sphärischen Besselfunktionen sind, so dass sich eine feste
Anzahl von Nullstellen in radialer Richtung nicht festlegen lässt.
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Abb. 7.12: Spektrum der sphärischen Fourier-Koezienten Sn10(!) der Atmungsmode des
Na309-Cluster für n = 1 ::: 4.
In Abb. 7.12 wurden die Fourier-Koezienten Sn;1;0(!) der Mode dargestellt, die
eindeutig der Kugelächenfunktion Y1;0(; ) zugeordnet werden können. Die Elek-
tronen bewegen sich bei dieser Mode in Polarrichtung  gegeneinander. Daher wird
diese Mode als Atmungsmode bezeichnet. Der Einuss der Fourier-Koezienten
höherer Ordnungszahl n in Abb. 7.12 nimmt mit der Frequenz zu. Es sind aber
auch hier bei keiner Frequenz eindeutig zuzuordnende Besetzungen von sphärischen
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Besselfunktion jl(kn;lr) zu sehen. Das Frequenzspektrum des Eigenwertes Atmungs-
mode, bei der die Kugelächenfunktion Y1;0(; ) dominiert, ist in Abb. 7.7 als grüne
Linie zu sehen. Es treten Resonanzen in der Atmungsmode bei Frequenzen auf, die
sich von den Resonanzfrequenzen der Grundmode unterscheiden und in der totalen
Stromdichte-AKF, Abb. 7.3, nicht zu nden sind. Dies ist darauf zurückzuführen,
dass die Atmungsmode kein Dipolmoment hat, bei der die Elektronen zu gleichen
Anteilen gegenläug oszillieren.
Hingegen zeigt sich bei der Fourier-Analyse der Moden, die den Kugelächen-
funktionen Y1;1(; ) und Y2;1(; ) zugeordnet wurden, dass es sich jeweils um zwei-
fach entartete Moden handelt. Schaut man sich beispielsweise die Mode an, bei
der die Kugelächenfunktion Y1;1(; ) dominiert, gibt es zwei identische Eigenwert-
spektren K1;1(!), d.h. die Eigenwerte sind für jede Frequenz ! gleich. In Abb. 7.7
repräsentiert die rote Linie demnach zwei gleiche Eigenwerte-Spektren. Die Eigen-
vektoren, die diesen beiden Eigenwertspektren zugrunde liegen, weisen als einzigen
Unterschied auf, dass sie in Azimutrichtung  gegeneinander um 
2
verschoben sind.
Da bei beiden Eigenvektoren die Kugelächenfunktion Y1;1(; ) dominiert, werden
sie zur Unterscheidung als 	(A)1;1 (r; ; ) und 	
(B)
1;1 (r; ; ) benannt. Diese beiden Ei-
genvektoren stehen in folgendem Verhältnis:
	
(A)
1;1 (r; ; ) = 	
(B)
1;1 (r; ; +

2
): (7.24)
Dies gewährleistet, dass jeder dieser Eigenvektoren eine individuelle Lösung des Ei-
genwertproblems Gl. (7.8) ist und beide der Orthonormalitätsbedingung Gl. (7.9)
genügen. Diese Mode kann somit als entartet identiziert werden.
Dieses Verhalten, das hier am Beispiel der Mode diskutiert wurde, bei der die
Kugelächenfunktion Y1;1(; ) dominiert, ist ebenso für die Mode zu nden, in der
die Kugelächenfunktion Y2;1(; ) dominiert. In Abb. 7.7 wurden die beiden iden-
tischen Spektren dieser Moden als blaue Linie dargestellt. Beide Fälle der Entartung
sind auf die Symmetrie der Kreuzkorrelationsfunktion in Azimutrichtung  zurück-
zuführen.
Im sich anschlieÿenden Kapitel wird für die Grundmode, dargestellt als schwarze
Linie in Abb. 7.7, eingehender untersucht, wie die Resonanzfrequenz mit der räum-
lichen Struktur der Mode zusammenhängt. Deswegen wurde das Frequenzspektrum
der Grundmode charakterisiert, indem die Resonanzfrequenzen ! und die Resonanz-
breiten  dieser Mode separat ermittelt wurden. In Anlehnung an das Verfahren bei
den eindimensionalen Ketten wurden die Resonanzfrequenzen ! und die Breiten 
für jede in Abb. 7.7 dargestellte Mode erhalten, indem ein Lorentz-Prol Gl. (6.10)
angepasst wurde.
In Tab. 7.1 ist das Ergebnis der Lorentz-Anpassung für den Na55-Cluster mit
ni = 21; 5  1021 cm 3 und den Na309-Cluster mit ni = 28  1021 cm 3 zu nden,
deren Eigenwertspektren in Abb. 7.7 zu sehen sind. In beiden Fällen beträgt die
Elektronen-Temperatur Te = 1 eV. Die Bezeichnung in der ersten Spalte leitet sich
aus der dominierenden Kugelächenfunktion Y00 ab. Der zusätzliche Index verweist
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auf die Lage der Resonanz im Frequenzspektrum. So ist Y00;1 die erste Resonanzfre-
quenz (mit der kleinsten Frequenz) im Frequenzspektrum der Grundmode.
Ni 55 309 Ni 55 309
Ne 43 293 Ne 43 293
!  !  !  ! 
fs 1 fs 1 fs 1 fs 1 fs 1 fs 1 fs 1 fs 1
Y00;1 3,95 0,234 4,42 0,662 Y11;1 4,19 0,61 4,51 1,32
Y00;2 6,27 0,710 6,22 1,351 Y11;2 - - 6,42 1,63
Y00;3 - - 8,15 0,566 Y11;3 - - 7,74 0,96
Y10;1 4,23 0,63 4,74 1,80 Y21;1 4,62 1,61 4,76 1,95
Y10;2 5,62 2,06 6,80 2,22 Y21;2 - - 6,96 2,42
Y10;3 - - 7,68 1,09 Y21;3 - - 8,09 0,75
Y10;4 - - 8,48 0,51
Tab. 7.1: Resonanzstruktur der stärksten Moden für den Na55-Cluster mit ni = 21; 5  1021
cm 3 und den Na309-Cluster mit ni = 28 1021 cm 3. Die Elektronen-Temperatur
beträgt in beiden Fällen Te = 1 eV.
7.3.3 Zerlegung der Anregungsstruktur nach ebenen Wellen
Der Eigenvektor der Grundmode an der dritten Resonanzfrequenz ! = 8; 15 fs 1
des Na309-Clusters, dargestellt in Abb. 7.9 (rechts), hat die Gestalt einer ebenen
Welle in z-Richtung, die im Cluster eingeschlossen ist. Die Zerlegung dieser Mode in
Kugelächenfunktionen hat ergeben, dass sie in diesem Bild als eine Mischung aus
der Kugelächenfunktion Y0;0(; ) und Y2;0(; ) erscheint. Es dominiert keine der
beiden Kugelächenfunktionen deutlich über die andere.
Daher soll die Mode in z-Richtung durch eine eindimensionale Fourier-Analyse
in ebene Wellen zerlegt werden. Es gilt im Gegensatz zur Fourier-Transformation
nach Kugelwellen Gl. (7.21) in diesem Fall:
~	(kz; !) =
Z
dz e ikzz 	(~r; !): (7.25)
Das Ergebnis der Zerlegung der Grundmode an der dritten Resonanzfrequenz
! = 8; 15 fs 1 nach ebenen Wellen in z-Richtung ist in Abb. 7.13 zu sehen. Es ist
ein deutliches Maximum bei kz = 2; 46 nm 1 erkennbar. Dies lässt darauf schlieÿen,
dass diese Mode vorrangig aus ebenen Wellen dieser Wellenzahl zusammengesetzt
ist. Auÿerdem ist zu sehen, dass das Maximum im k-Raum stark verbreitert ist. Es
tragen somit auch ebene Wellen zur Gestalt dieser Mode bei, deren Wellenzahl in
der Nähe von kz = 2; 46 nm 1 liegt. Dies hängt damit zusammen, dass man es hier
nicht mit einer reinen ebenen Welle zu tun hat. Die Mode, die in Abb. 7.9 (rechts)
78 7. Oszillationsmoden von freien Elektronen in Clustern
dargestellt wurde, ist an den Rändern verformt. Die Mode entspricht daher eher
einer eingeschlossenen ebenen Welle, eingefangen im Na309-Cluster.
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Abb. 7.13: Fourier-Analyse nach ebenen Wellen in z-Richtung der Grundmode bei der drit-
ten Resonanzfrequenz ! = 8; 15 fs 1.
Dieser Cluster hat einen Radius von rcl = 1; 38 nm. Das Maximum der Fourier-
Analyse weist deutlich darauf hin, dass eine ebenen Wellen mit einer Wellenlänge
dominiert, die aus der Wellenzahl bestimmt werden kann: z = 2=kz = 2; 55 nm.
Diese Wellenlänge liegt im Bereich des doppelten Clusterradius 2rcl = 2; 76 nm,
der aus der Ionenkonguration berechnet wurde. Die Wellenlänge z der ebenen
Welle ist allerdings etwas kleiner. Wie bereits erörtert, sind aufgrund von exter-
nen Ionisationsprozessen zuvor Elektronen verloren gegangen. Dies führt dazu, dass
die Ausdehnung des Elektronengases kleiner ist als der Clusterradius. Die kleinere
Wellenlänge z der ebenen Welle ist daher auf die geringere Ausdehnung des Elektro-
nengases zurückzuführen, da die ebene Welle durch das Prol der Elektronendichte
eingeschlossen ist.
Es ist in diesem Kapitel gelungen, die Moden so ihrer räumlichen Struktur nach
zu charakterisieren, wie sie als Eigenvektoren aus der Lösung des Eigenwertpro-
blems Gl. (7.8) resultieren. Besondere Aufmerksamkeit verdient die Grundmode
bei den Resonanzfrequenzen, denn diese Resonanzen treten ebenfalls in der tota-
len Stromdichte-AKF auf. Auÿerdem liegen die Resonanzen der Grundmode bei
Frequenzen, die sich in der Nähe der Mie-Frequenz !Mie und der Plasmafrequenz !pl
benden. Um die bis hierhin charakterisierten Moden zu identizieren, muss gezeigt
werden, wie die räumliche Struktur mit der Resonanzfrequenz zusammenhängt. Dies
wird ausführlich im sich anschlieÿenden Kapitel erörtert.
8. DISPERSIONSBEZIEHUNG KOLLEKTIVER
ELEKTRONENBEWEGUNGEN
8.1 Zusammenhang von Resonanzfrequenz und Modenstruktur in
Clustern
Es ist bis hierher gelungen, das dynamische Verhalten des inhomogenen, niten
Systems genauer zu analysieren, indem mittels MD-Simulationen die ortsaufgelöste
Stromdichte-Korrelations-Matrix berechnet wurde. Eine wichtige Systematisierung
der Ergebnisse ist dadurch erreicht worden, dass sowohl in ein- wie auch dreidimen-
sionalen, niten Systemen die räumliche Anregungsstruktur der Korrelationsmatrix
von der Anregungsstärke getrennt werden konnte. Dazu wurde für die Matrix das
Eigenwertproblem gelöst.
Die ortsaufgelöste Korrelations-Matrix erscheint zunächst sehr kompliziert.
Es ist allerdings gelungen, räumliche Strukturen zu nden, aus denen die
Korrelations-Matrix zusammengesetzt ist. Die Lösung des Eigenwertproblems für
die Korrelations-Matrix führte schlieÿlich dazu, dass die überlagerten räumlichen
Anregungsstrukturen voneinander getrennt werden konnten. Auÿerdem konnte da-
durch erörtert werden, mit welcher Stärke jede einzelne räumliche Struktur dazu
beiträgt, die Matrix zu konstituieren. Diese Analyse ist für jede einzelne Frequenz
des betrachteten Spektrums gelungen.
Die räumliche Anregungsstrukur, die durch den Eigenvektor bei einer Fre-
quenz wiedergegeben wird, ist als eine bestimmte Mode kollektiver Elektronen-
Oszillationen zu interpretieren. Die Anregungsstärke, die aus der Lösung des Ei-
genwertproblems als Eigenwert resultiert, wird durch den Eigenwert repräsentiert,
der dem Eigenvektor zugeordnet ist. Es war schlieÿlich möglich, weitgehend kongru-
ente Eigenvektoren über ein ganzes Frequenzspektrum zu verfolgen und die dazu
gehörigen Eigenwerte zuzuordnen. Im Ergebnis erhält man ein Frequenzspektrum,
das aus Eigenwerten besteht, die zu kongruenten Eigenvektoren gehören. In die-
sen Spektren wurden Resonanzen bei Frequenzen gefunden, die mit der räumlichen
Struktur der Anregung charakteristisch verknüpft zu sein schienen. So wurde in
Clustern verschiedener Gröÿe und mit ganz unterschiedlichen Plasma-Parametern
eine Grundmode gefunden, die Resonanzen bei Frequenzen in den Eigenwerten zeigt,
die auch in der totalen Stromdichte-AKF gefunden wurden. Es wurden aber auch
Resonanzen anderer Moden gefunden, die in der totalen Stromdichte-AKF nicht zu
sehen sind.
Es liegt nahe, dass sich die Resonanzfrequenzen im Spektrum der Grundmode auf
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eben diese Änderung in der räumlichen Struktur zurückführen lässt. Zwei Resonan-
zen sollen näher untersucht werden. Zum einen die erste Resonanz der Grundmode,
bei der alle Elektronen gleichförmig stets in die selbe Richtung oszillieren. Zum an-
deren wird die dritte Resonanz mit der räumlichen Struktur einer ebenen Welle
untersucht, die im Cluster eingeschlossen ist. Für beide Fälle wird die Resonanz-
frequenz auf die räumliche Struktur der Oszillation zurückgeführt werden können.
Auÿerdem wird geprüft, inwiefern die Abhängigkeit der Resonanzfrequenz von der
Clustergröÿe rcl sowie von Plasma-Parametern, wie der Elektronendichte ne und der
Elektronentemperatur Te, als auch Ionendichte ni nachvollzogen werden kann.
Um die Abhängigkeit der Resonanzfrequenz von der Clustergröÿe und den
Plasma-Parametern untersuchen zu können, wurde die Resonanzstruktur der Grund-
mode für verschiedene Cluster untersucht. Im vorigen Kapitel wurde die Resonanz-
struktur des Na55-Clusters bei einer Ionendichte von ni = 21; 5  10 21 cm 3 und
des Na309-Clusters bei einer Ionendichte von ni = 28  10 21 cm 3 ausführlich vor-
gestellt. In beiden Fällen lag die Elektronentemperatur bei Te = 1 eV. Auÿerdem
haben beide Cluster gemeinsam, dass die Ionen, die das externe Potenzial bilden, in
einer ikosaedrischen Form angeordnet sind.
Im Spektrum der Stromdichte-AKF niter Systeme unterschiedlicher Ausdeh-
nungen sind mehrere von einander getrennte Resonanzen zu nden. Dies unterschei-
det das Spektrum der Stromdichte-AKF niter Systeme grundsätzlich von denen,
die von Bulk-Plasmen bekannt sind. In Bulk-Plasmen ist die Resonanzfrequenz ge-
geben durch die kontinuierliche Dispersionsbeziehung Gl. (2.26), abhängig von der
Wellenzahl k. Im Grenzfall groÿer Wellenlängen (k ! 0) liegt die Resonanzfrequenz
bei der Plasmafrequenz !pl. Man kann im thermodynamischen Gleichgewicht davon
ausgehen, dass die Ionendichte gleich der Elektronendichte ist (ni = ne). Somit liegt
die Plasmafrequenz im Falle des kleineren Na55-Cluster bei !pl = 8:3 fs 1 und des
gröÿeren Na309-Cluster bei !pl = 9:4 fs 1. Die Plasmafrequenz wurde in Abb. 7.3
durch vertikale, durchgezogene rote Linien gekennzeichnet. Die Breite der Resonanz
wird in Bulk-Plasmen durch die Stoÿfrequenz  bestimmt.
Die Resonanzen, die im Spektrum der Stromdichte-AKF niter Systeme auftre-
ten, liegen jedoch lediglich bei Bruchteilen der Plasmafrequenz !pl. Die am stärksten
ausgeprägte Resonanz liegt im Bereich der Mie-Frequenz !Mie = !pl=
p
3 (in Abb. 7.3
ebenfalls durch eine vertikale, durchgezogene rote Linien gekennzeichnet), die man
bei der kollektiven Schwingung einer homogen geladenen starren Elektronenkugel
gegen die Ionengeometrie erwarten würde. Der Ionendichte nach zu urteilen, lautet
die Mie-Frequenz !Mie = 4; 7 fs 1 für den kleineren Na55-Cluster und !Mie = 5; 5
fs 1 für den gröÿeren Na309-Cluster. Dennoch treten erhebliche Abweichungen auf,
die in diesem Kapitel näher erläutert werden. Diese Abweichungen scheinen unter
anderem von der Gröÿe des Systems oder der Ionendichte abzuhängen, denn die
Lage der stärksten Resonanzfrequenzen weicht für den groÿen Na309-Cluster stärker
von der Mie-Frequenz ab. Die stärkste Resonanzfrequenz des Na55-Cluster bendet
sich in etwas besserer Übereinstimmung mit der Mie-Frequenz. Dennoch treten in
beiden Fällen Abweichungen auf, für die Erklärungen gefunden werden müssen. Au-
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ÿerdem muss das Auftreten und die Lage der schwächeren Resonanzen bei höheren
Frequenzen erklärt werden. Die schwächste Resonanz des gröÿeren Na309-Cluster
liegt z.B. in etwa im Bereich der Plasmafrequenz, während im Spektrum für den
kleineren Na55-Cluster gar keine Resonanz im Bereich der Plasmafrequenz zu nden
ist.
Der Datensatz der Resonanzstruktur wird nun um eine Reihe von Clustern er-
gänzt, die durch eine Ionendichte von ni = 28  10 21 cm 3 charakterisiert sind, bei
denen die Ionen aber zufällig verteilt sind. Dies ermöglicht, die Clustergröÿe bis auf
eine Anzahl von Ni = 1000 Ionen zu erhöhen. Eine derartig groÿe Zahl von Ionen
würde nicht in einer ikosaedrischen Geometrie angeordnet sein, da die Mantelächen
des Ikosaeders zu groÿ wären. Cluster dieser Gröÿe neigen dazu eine unregelmäÿigere
Struktur anzunehmen, um die Form einer Kugel zu bewahren. Die Elektronentem-
peratur wurde auch für diese Fälle mit Te = 1 eV so gewählt, dass die Ergebnisse
vergleichbar sind.
Ionen 55 147 309 1000
Elektronen 43 135 293 981
!  !  !  ! 
fs 1 fs 1 fs 1 fs 1 fs 1 fs 1 fs 1 fs 1
Y00;1 4,575 1,62 4,499 1,429 4,575 0,4695 4,804 1,001
Y00;2 7,091 1,64 6,634 2,162 6,405 1,285 6,176 2,084
Y00;3a - - - - - - 8,235 2,132
Y00;3 - - 8,006 1,55 8,235 0,6925 9,150 0,8492
Tab. 8.1: Resonanzstruktur der stärksten Moden für verschiedene Clustergröÿen. Für al-
le Cluster ist die Ionendichte ni = 28  1021 cm 3. Die Elektronen-Temperatur
beträgt in allen Fällen Te = 1 eV.
In Tab. 8.1 wurden alle Resonanzfrequenzen für die verschiedenen Clustergrö-
ÿen und Eigenschaften zusammengetragen. Die erste Spalte der Tabelle gibt die
Bezeichnung der Resonanzmode an. Der Name wurde nach der dominierenden Ku-
gelächenfunktion Y00 vergeben, die charakteristisch für die Grundmode ist. Dem
folgt ein Index, der die Lage im Frequenzspektrum angibt. So ist Y00;1 die erste
Resonanzfrequenz im Frequenzspektrum der Grundmode. Die Resonanzfrequenzen
wurden so zueinander sortiert, dass in die Modenstruktur in einer Zeile der Tabel-
le gleich ist. So wurde die Resonanzstruktur mit dem Namen Y00;3a lediglich beim
Cluster mit 1000 Ionen gefunden. Die in Tab. 7.1 und Tab. 8.1 zusammengetragenen
Daten wurden im Zuge der Diskussion analytischer Ergebnisse in Abb. 8.1 und Abb.
8.4 grasch dargestellt.
Alle Resonanzfrequenzen der Grundmode wachsen grob betrachtet mit der Clus-
tergröÿe. Aber auch die Ionendichte ni hat einen Einuss auf die Resonanzfrequenz.
Dies ist zu erkennen, wenn man die Frequenzen der Na55-Cluster bei verschiede-
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nen Dichten vergleicht. In den folgenden Abschnitten wird die genaue Abhängigkeit
der verschiedenen Resonanzfrequenzen der Grundmode von der Gröÿe und von den
Plasmaparametern diskutiert.
8.1.1 Resonanzfrequenz der starr oszillierenden Elektronen
Die Spektren der Stromdichte-AKF in Abb. 7.3 weisen ein ausgeprägtes Maximum
auf, das auf eine starke Resonanz schlieÿen lässt. Die Mie-Frequenz liegt für den
Na55-Cluster in Tab. 8.1 mit einer Ionendichte von ni = 21; 5  1021 cm 3 bei
!Mie = 4; 8 fs 1. Für alle anderen Cluster mit einer Ionendichte von ni = 28  1021
cm 3 lautet die Mie-Frequenz !Mie = 5; 5 fs 1. Unabhängig von der Clustergrö-
ÿe liegt die Resonanzfrequenz für die Mode der starr oszillierenden Elektronen Y00;1
zwar im Bereich der Mie-Frequenz, sie ist jedoch in allen Fällen systematisch kleiner.
Die genaue Resonanzfrequenz hängt oensichtlich von der Clustergröÿe, aber
auch von Plasmaparametern wie Dichte und Temperatur der Elektronen ab. Diese
Resonanz ist auf die erste Resonanz der Grundmode zurückzuführen, deren räum-
liche Struktur anhand von Abb. 7.5 (rechts) mit Hilfe der Eigenvektoren bereits
ausführlich in Kapitel 7.3 diskutiert wurde. Es bewegen sich Ne Elektronen mit dem
Dichteprol ne(~r) im externen Ionenpotenzial Vext;ei(~r). Die Bewegungsgleichung ei-
nes starren Körpers ist gegeben durch die Änderung seiner potenziellen Energie in
z-Richtung:
meNez(t) = Fz(z(t)); (8.1)
meNe!
2
Rz =
@ Ue(z)
@ z
; (8.2)
meNe!
2
R =
@2 Ue(z)
@ z2
: (8.3)
Da sich die Elektronen nicht gegeneinander bewegen, wurden sie als starr in z-
Richtung schwingender Körper aufgefasst. Das bedeutet, folgender Ansatz wurde
gewählt: z(t) = z0 ei!Rt. Wird das Dichteprol ne(~r) der Elektronen um den Betrag
z ausgelenkt, wächst die potenzielle Energie an. Als Konsequenz hat die potenzielle
Energie bei z = 0 ein Minimum. Die potenzielle Energie lässt sich mit Hilfe des
Dichteprols ne(~r) der Elektronen und des externen Ionenpotenzials Vext;ei(~r) wie
folgt berechnen:
Ue(z) =
Z
d3~r ne(~r)Vext;ei(~r   z~ez): (8.4)
Der Ausdruck für die Resonanzfrequenz lautet gemäÿ Gl. (8.3) daher:
!2R =
1
meNe
@2 Ue(z)
@ z2
=
1
meNe
@2
@ z2
Z
d3~rne(~r)Vext;ei(~r   z~ez): (8.5)
Die zweite Ableitung des externen Ionenpotenzials Vext;ei(), das isotrop und nicht
divergent ist, mit  = j~r   z~ezj =
p
r2   2rzt+ z2 kann an der Stelle z = 0 wie folgt
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gebildet werden:
@2 Vext;ei()
@ z2
= V 00ext;ei()
(z   rt)2
2
+ V 0ext;ei()
2   (z   rt)2
3
; (8.6)
mit t = cos , dem Kosinus des Winkels  zwischen ~ez und ~r. Für kleine Auslenkungen
z ! 0 gilt ! r. Ferner kann das Dichteprol ne(~r) = ne(r) als isotrop angenommen
werden. Für die Resonanzfrequenz der starren Bewegung in Gl. (8.5) ist das Integral
schlieÿlich in Kugelkoordinaten zu lösen:
!2R =
2
meNe
Z 1
0
dr ne(r) r
2
Z 1
 1
dt

V 00ext;ei(r)t
2 +
V 0ext;ei(r)
r
(1  t2)

; (8.7)
!2R =
4
3meNe
Z 1
0
dr ne(r) r
2

V 00ext;ei(r) + 2
V 0ext;ei(r)
r

: (8.8)
Demgemäÿ wird zum Einen zu diskutieren sein, inwiefern das externe Ionenpotenzial
Vext;ei(~r) bei der Berechnung der Resonanzfrequenz berücksichtigt werden muss. Zum
Anderen wird der Ansatz für das Dichteprol ne(r) der Elektronen diskutiert werden
müssen.
Das externe Ionenpotenzial wird durch die Verteilung der Ionen ni(~r) und durch
das Wechselwirkungspotenzial Ve;i(~r) zwischen Elektronen und Ionen bestimmt:
Vext;ei(~r) =
Z
d3~r1ni(~r1)Ve;i(~r1   ~r): (8.9)
Als ersten einfachen Ansatz wird eine homogen geladene Ionenkugel mit dem
Radius Ri und der konstanten Dichte ni =
3Ni
4R3i
angenommen. Dies bedeutet, dass
die Ionendichte durch die Anzahl der Ionen Ni und den Kugelradius Ri festgelegt
ist. Als Wechselwirkungspotenzial Vext;ei(~r) = VC(r) zwischen den Elektronen und
Ionen wurde das Coulomb-Potenzial verwendet, mit VC(r) = e
2
4"0r
. Man erhält im
Ergebnis das bekannte Jellium-Potenzial:
Vext;ei(r) =
e2
2"0
ni
Z Ri
0
dr0 r02
Z 1
 1
dtp
r2   2rr0t+ r02 (8.10)
Vext;ei(r) =
e2
"0
ni
Z Ri
0
dr0
jr0 + rj   jr0   rj
2r0r
r02; (8.11)
VJellium(r) =
(
e2
"0
ni

r2
6
  R2i
2

; wenn r < Ri;
  e2
4"0
Ni
r
; wenn r > Ri;
(8.12)
mit der Ionenzahl Ni = ni4R3i =3. Das Jellium-Potenzial kann nun in Gl. (8.8) als
externes Ionenpotenzial eingesetzt werden, um die Resonanzfrequenz zu bestimmen.
Konsistenterweise wird die Verteilung der Elektronen ebenfalls als homogen gelade-
ne Kugel angenommen. MD-Simulationen des Elektronengases im LTE zeigen, dass
die Dichte der Elektronen ne = ni über einen weiten Bereich des Zentrums gleich der
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Ionendichte ist. Lediglich an der Oberäche des Clusters treten Abweichungen auf,
die aber zunächst durch dieses sehr einfache Modell der homogen geladenen Kugel
vernachlässigt werden sollen. Im Vergleich zum Ionenkugelradius ist der Kugelradius
der Elektronen Re = ( 3Ne4ne )
1=3 < Ri kleiner, da der Cluster aufgrund äuÿerer Ioni-
sation Elektronen (Ne < Ni) verloren hat. Daher kann man auch davon ausgehen,
dass sich die Elektronen in den hier behandelten Fällen lediglich im harmonischen
Teil des Potenzials (r < Ri) aufhalten. Aus den MD-Simulationsdaten über die Auf-
ladung Z = Ni   Ne von 4 verschiedenen Clustergröÿen wurde ein Fit folgender
Funktion durchgeführt:
Z(Ni) = Zmax

1  e 
Ni
Ni

; (8.13)
wobei die Funktion mit den Parametern Zmax = 16; 5 und Ni = 50 mit den Daten
am besten in Übereinstimmung zu bringen ist. Im Ergebnis oszillieren die Elektronen
nach Gl. (8.8) im Jellium-Potenzial mit der Mie-Frequenz:
!2R = !
2
Mie =
e2ni
3"0me
; (8.14)
Die Resonanzfrequenz ist also für homogen geladene Kugeln unter Annahme der
Coulomb-Wechselwirkung nicht abhängig von der Clustergröÿe. Generell ist die Re-
sonanzfrequenz nach diesem Ansatz unabhängig von der Verteilung der Elektronen,
sofern angenommen werden kann, dass sich die Elektronen im harmonischen Teil
des externen Potenzials aufhalten. Doch dies ist gegeben, sofern der Kugelradius
der homogen geladenen Elektronenkugel kleiner ist als der der Ionen. Davon kann
man in diesem Fall jedoch aufgrund der Ionisation des Clusters sicher ausgehen.
Es wird nun ein zweiter Ansatz erläutert, indem statt des Coulomb-Potenzials
das Fehlerfunktions-Potenzial Gl. (3.8) als Wechselwirkungspotenzial zwischen Io-
nen und Elektronen angenommen werden soll. Es ist davon auszugehen, dass es
zur Abschirmung der Wechselwirkung zwischen Elektronen und Ionen durch die am
Ionenkern gebundenen Elektronen kommt. Deswegen wurde das Fehlerfunktions-
Potenzial zur Berechnung der Wechselwirkung in der MD-Simulation verwendet.
Insofern werden die Ergebnisse der Simulation genauer nachvollzogen, wenn dieses
Potenzial auch bei der Berechnung der Resonanzfrequenz in Gl. (8.8) berücksichtigt
wird. Die Ionen- und Elektronenverteilung wird einmal mehr jeweils als homogen
geladene Kugel mit gleichen Dichten (ni = ne) und entsprechend kleinerem Elek-
tronenradius Re < Ri im Vergleich zum Ionenradius angenommen. Es ist möglich,
das Integral in Gl. (8.9) in Kugelkoordinaten zu lösen. Man erhält schlieÿlich einen
langen Ausdruck, der in Gl. (8.8) analytisch ausgewertet werden kann. Als Ergebnis
erhält man die Resonanzfrequenz in Abhängigkeit vom Elektronenradius Ri und Re
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und Ionenradius:
!2R(Ri; Re) = !
2
Mie

R3i +R
3
e
2R3e
erf

Ri +Re


  R
3
i  R3e
2R3e
erf

Ri  Re


+
e 
R2i +R
2
e
2p
R3e

3
2
    R2i +R2e sinh2RiRe2

 
RiRecosh

2RiRe
2

: (8.15)
Die Resonanzfrequenz skaliert mit der Mie-Frequenz !Mie und enthält neben den
Kugelradien Ri und Re den Parameter  des Fehlerfunktions-Potenzials.
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Abb. 8.1: Resonanzfrequenz !R(Ni) in Abhängigkeit von der Clustergröÿe. Die Ergebnisse
der Simulation (schwarze Punkte) und die aus Gl. (8.15) analytisch berechnete
Resonanzfrequenz (durchgezogene Linie) für ni = 21; 5  1021 cm 3 (rot) und
ni = 28  1021 cm 3 (blau) sind zu sehen. Der Grenzwert für groÿe Cluster
(gestrichelte Linie) ist ebenfalls gegeben. Auÿerdem sind numerische Ergebnisse
aus Gl. (8.8) (blaue und rote Punkte) zu sehen.
In Abb. 8.1 wurde die erste Resonanzfrequenz !R der Grundmode in Abhängig-
keit von der Clustergröÿe aufgetragen. Es wurden Ergebnisse für ni = 21; 51021 cm 3
(rot) und für ni = 28 1021 cm 3 (blau) dargestellt. Für den Fall beider Dichten wur-
de das Ergebnis der analytischen Rechnung der Resonanzfrequenz nach Gl. (8.15)
als durchgezogene Linie in entsprechender Farbe eingetragen. Eine gestrichelte Linie
markiert die Mie-Frequenz als Grenzfall groÿer Cluster und wurde der Ionendichte
entsprechend farblich zugeordnet. Die schwarzen Punkte repräsentieren die Ergeb-
nisse der MD-Simulation. Die farbliche Umrandung der Punkte deutet dabei auf die
verwendete Ionendichte hin. Sowohl für kleine (Na55-) als auch für groÿe (Na1000-)
Cluster stimmt die aus der MD-Simulation bestimmte Resonanzfrequenz mit der
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berechneten Resonanzfrequenz nach Gl. (8.15) bis auf eine Abweichung von weni-
ger als 5% überein. Gröÿere Abweichungen von der berechneten Resonanzfrequenz
treten hingegen im Bereich mittlerer Clustergröÿen auf.
An dieser Stelle ist der Hinweis von Bedeutung, dass in Gl. (8.15) von homogen
geladenen Kugeln sowohl bei der Ionen- als auch der Elektronenverteilung ausgegan-
gen wurde. Da über ein Ensemble verschiedener Kongurationen zufällig verteilter
Ionen gemittelt wurde, hindert im Falle der Ionen nichts daran, von einer homogen
geladenen Kugel auszugehen. Doch die Elektronen können nicht notwendigerweise
als homogen geladene Kugel angenommen werden. Dazu sei auf das Dichteprol
ne(r) der Elektronen aus der MD-Simulation in Abb. 8.2 hingewiesen, dass sich mit
der Clustergröÿe ändert. Das Prol jeder Clustergröÿe weicht deutlich von dem ei-
ner homogen geladenen Kugel ab. Die Dichteprole ne(r) aus der MD-Simulation
werden verwendet, um das Integral in Gl. (8.8) numerisch zu lösen. Das Ergebnis
dieser Rechnungen ist in Abb. 8.1 ebenfalls jeweils als farbiger Punkt zu sehen. Die
Abweichung der Resonanzfrequenz von Gl. (8.15) im Bereich mittlerer Clustergrö-
ÿen kann eindeutig durch die Verwendung der realistischeren Dichteprole aus der
Simulation nachvollzogen werden.
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Abb. 8.2: Elektronendichteprol für verschiedene Clustergröÿen bei Te = 1 eV.
Für neutrale Cluster mit gleicher Dichte der Elektronen und Ionen sind die Ku-
gelradien ebenfalls gleich groÿ (Re = Ri) und die Cluster elektrisch neutral. In
diesem Fall ist der Ausdruck für die Resonanzfrequenz wie folgt reduziert:
!2R(Re ! Ri) = !2Mie
24e  2R2i2p


3
2R3i
  
Ri

sinh

2R2i
2

  
Ri
e
2R2i
2

+
erf

2Ri


: (8.16)
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In Abb. 8.3 wird die Resonanzfrequenz des aufgeladenen und des neutralen Clus-
ters mit der Ionendichte ni = 281021 cm 3 in Abhängigkeit von der Gröÿe verglichen.
Man kann gut erkennen, dass die Auadung des Clusters lediglich Abweichungen
zwischen den Grenzfällen sehr kleiner und sehr groÿer Cluster aufweist. Die Ab-
weichung aufgrund der Auadung des Clusters ist zudem unbedeutend im Vergleich
zur Abweichung der Simulationsergebnisse, auf die im folgenden Absatz eingegangen
werden soll.
Es sollen nun beide Grenzfälle diskutiert werden. Zum Einen muss aus Gl. (8.16)
für gröÿere Cluster (Ri  ) die Mie-Frequenz als Grenzfall resultieren. Dieser
Grenzfall beschreibt die Resonanzfrequenz für Cluster, die gerade noch zu klein sind,
um als Bulk-Plasmen behandelt werden zu können, die aber deutlich gröÿer sind als
der Potenzialparameter . Im Gegensatz dazu gibt es für sehr kleine Cluster einen
Grenzfall, der durch eine konsequente Reduzierung der Ionenzahl entsteht. Am Ende
bildet lediglich ein Ion das externe Potenzial und die Resonanzfrequenz wird durch
die Krümmung des Pseudo-Potenzials beschrieben. Durch Taylor-Entwicklung kann
die harmonische Näherung des Fehlerfunktions-Potenzials angegeben werden:
lim
r!0
Verf(r) =
e2
4"0

2p

  2r
2
3
p
3

: (8.17)
Die Resonanzfrequenz eines Elektrons, dass im externen Fehlerfunktions-Potenzial
eines einzelnen Ions oszilliert lautet schlieÿlich:
!2mono =
e2
4"0
4
3
p
3me
: (8.18)
Auch dieser Grenzfall kann durch Gl. (8.16) reproduziert werden.
Im Grenzfall sehr groÿer Cluster (Ri ! 1) verliert die Auadung des Clusters
an Bedeutung und er kann als annähernd neutral betrachtet werden. Man erhält
tatsächlich im Grenzfall von Gl. (8.16) limRi!1 !R(Ri) = !Mie. Die Resonanzfre-
quenzen in Abb. 8.1, die für die unterschiedlich groÿen Cluster via MD-Simulation
bestimmt wurden, weisen darauf hin, dass für gröÿere Cluster die Mie-Frequenz der
Grenzfall für die Resonanzfrequenz ist.
Für das externe Potenzial, dass von nur einem Ion gebildet wird, resultiert für die
Resonanzfrequenz Gl. (8.16) zudem genau der Grenzfall limNi!1 !R(R) = !mono. Die
Resonanzfrequenzen aus der MD-Simulation zeigen, dass mit abnehmender Cluster-
gröÿe die systematische Abweichung von der Mie-Frequenz hin zu !mono nachvollzo-
gen wird.
Somit kann die dominante Resonanz im Frequenzspektrum der Stromdichte-
AKF auf die starre Oszillation der Elektronen im externen Ionenpotenzial zurück-
geführt werden. Einüsse von Plasmaparametern wie Elektronendichte, Temperatur
der Elektronen, aber auch Dichte der Ionen sowie die Clustergröÿe haben einen
Einuss auf die Resonanzfrequenz, der weitgehend nachvollzogen werden kann.
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Abb. 8.3: Resonanzfrequenz des aufgeladenen Clusters Gl. (8.15) (durchgezogene Linie) im
Vergleich zum neutralen Cluster Gl. (8.16) (gepunktete Linie). Die Mie-Frequenz
für ni = 28  1021 cm 3 (gestrichelte Linie) als Grenzfall groÿer Cluster und die
Ergebnisse der MD-Simulation (Punkte) sind ebenfalls zu sehen.
8.1.2 Resonanzfrequenz der ebenen Welle im Cluster
Die dritte Resonanzfrequenz in Abb. 7.3 des Stromdichte-AKF-Spektrums ist durch
den Eigenvektor auf eine räumliche Oszillationsstruktur zurück zu führen, die in
Abb. 7.9 (rechts) dargestellt wurde. Die räumliche Struktur entspricht einer ebenen
Welle, die im Cluster eingeschlossen ist. Die Resonanzfrequenzen dieser Mode sind
in Tab. 8.1 zu nden. Sowohl die Mode mit der Bezeichnung Y00;3 als auch mit der
Bezeichnung Y00;3a haben die räumliche Gestalt einer ebenen Welle. Die Resonanz-
frequenz dieser Oszillation liegt nach Tab. 8.1 im Bereich von !R = 8; 14 fs 1 bis
!R = 9; 2 fs 1.
Die Elektronen dieser Mode bewegen sich nicht wie im vorigen Fall starr in die
selbe Richtung, sondern schwingen dem Eigenvektor entsprechend gegeneinander
in Form einer ebenen Welle in z-Richtung. Zur Berechnung der Resonanzfrequenz
muss solch eine Bewegung der Elektronen gegeneinander berücksichtigt werden. Um
dies zu gewährleisten, wird das Elektronengas als hydrodynamische Flüssigkeit mo-
delliert, die sich im externen Potenzial der Ionen bewegt. Die hydrodynamische
Bewegungsgleichung einer reibungsfreien Flüssigkeit ist durch die Euler-Gleichung
gegeben und beschreibt die zeitliche Änderung der Stromdichte:
@~j(~r; t)
@ t
=  div
h
~j(~r; t)
 ~v(~r; t)
i
  1
me
grad p(~r; t)  ne(~r; t)
me
gradVext(~r; t); (8.19)
mit der ortsaufgelösten Stromdichte der Elektronen ~j(~r; t) = ne(~r; t)~v(~r; t) sowie
dem Gesamtdruck p(~r; t) auf die Elektronen. Als Ansatz wird nun abermals eine
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lineare Störung in z-Richtung angenommen, die nun allerdings im Gegensatz zur
starren Auslenkung den Charakter einer ebenen Welle hat und somit die Bewegung
der Elektronen gegeneinander berücksichtigt:
jz(~r; t) = j~eze
i(kz !Rt); (8.20)
vz(~r; t) = v~eze
i(kz !Rt); (8.21)
ne(~r; t) = ne;0(r) + nee
i(kz !Rt); (8.22)
Vext(~r; t) = Vext;0 + Vext(~r)e
i(kz !Rt); (8.23)
mit der Wellenzahl k der ebenen Welle. Man kann bei dem Elektronensystem davon
ausgehen, dass es sich im thermodynamischen Gleichgewicht bendet, das durch
das Elektronendichteprol ne;0(r) im externen Potenzial Vext;0(r) sowie ~j0(~r) = 0,
~v0(~r) = 0 deniert ist. Da lediglich lineare Störungen in z-Richtung Berücksichtigung
nden und transversale Eekte keine Rolle spielen sollen, nimmt die Euler-Gleichung
Gl. (8.19) folgende einfachere Form an:
@ jz(~r; t)
@ t
=   1
me
@ p(~r; t)
@ z
  ne;0(r)
me
@ Vext;0(r)
@ z
 ne(~r; t)
me
@ Vext;0(r)
@ z
  ne;0(r)
me
@ Vext(~r; t)
@ z
: (8.24)
Nun wird die Konstruktion der linear gestörten Gröÿen näher erläutert. Zur Li-
nearisierung des externen Potenzials wird es zunächst in seine Komponenten zerlegt.
Die Elektronen bewegen sich in einem externen Potenzial, dass sowohl durch die Io-
nen als auch durch die Elektronen, die eine lineare Störung enthalten, erzeugt wird.
Das externe Potenzial in Gl. (8.9), das durch die Ionen erzeugt wird, ist bereits
von der Lösung der Bewegungsgleichung des starren Körpers bekannt. Aufgrund der
Bewegung der Elektronen gegeneinander entsteht ein zusätzlicher Beitrag, und man
erhält schlieÿlich:
Vext(~r; t) =
Z
d3~r1ni(r1)Ve;i(~r1   ~r)
+
1
2
Z
d3~r1 (ne;0(r1) + ne(~r1; t))Ve;e(~r1   ~r); (8.25)
und mit Ve;i(r) =  Ve;e(r) kann das Potenzial in ein Gleichgewichtspotenzial und
einen Teil der Störung überführt werden:
Vext(~r; t) =
Z
d3~r1

ni(r1)  ne;0(r1)
2

Ve;i(~r1   ~r) +
1
2
Z
d3~r1ne(r1; t)Ve;e(~r1   ~r);
Vext(~r; t) = Vext;0(r) + Vext(~r; t): (8.26)
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Im Ergebnis erhält man ein externes Potenzial, das einen Gleichgewichtsanteil
Vext;0(r) hat, der durch die Dichteprole ni(r) der Ionen und ne(r) der Elektro-
nen im LTE gebildet wird. Der Potenzialanteil der linearen Störung Vext(~r; t) ist
auf die Verschiebung der Elektronen ne(r; t) zurückzuführen. Das externe Potenzial
wurde somit in die erforderliche Form gemäÿ Gl. (8.23) gebracht.
Näherungsweise können die Elektronen als ideales Gas beschrieben werden. Der
Druck des idealen Elektronengases lautet dann p(~r; t) = kBTene(~r; t). Durch die
Boltzmann-Verteilung steht das Elektronendichteprol ne(~r; t) ferner mit dem ex-
ternen Potenzial in Verbindung:
kBTe
ne;0(r)
@ ne;0(r)
@ z
=  @ Vext;0(r)
@ z
: (8.27)
Das führt zur wichtigen Konsequenz, dass das Gleichgewichtspotenzial, das sowohl
beim Druck als auch beim externen Potenzial auftaucht, kompensiert wird und nicht
weiter in der Euler-Gleichung (Gl. (8.19)) auftritt. Es verbleibt der Teil der Störung
aus Gl. (8.26) in der Euler-Gleichung:
@ jz(~r; t)
@ t
=  kBTe
me
@ ne(~r; t)
@ z
  ne(~r; t)
me
@ Vext;0(r)
@ z
 
ne;0(r)
me
@
@ z
Z
d3~r1ne(~r1 + ~r; t)Ve;e(~r1): (8.28)
Auÿerdem lässt sich die zeitliche Änderung der Elektronendichte durch die Kon-
tinuitätsgleichung auf den Gradienten der Stromdichte zurückführen:
@ ne(~r; t)
@ t
= div jz(~r; t): (8.29)
Den Ansatz der linearen Störung für ne(~r; t) (Gl. (8.22)) und für jz(~r; t) (Gl. (8.20))
kann man in die Kontinuitätsgleichung einsetzen:
!ne = kj: (8.30)
Die lineare Störung der Elektronendichte ne kann also auf die lineare Störung
der Stromdichte j zurückgeführt werden. Die Euler-Gleichung in Gl. (8.28) kann
schlieÿlich insgesamt reduziert werden auf eine Störung der Stromdichte nach Gl.
(8.20) und man erhält im Ergebnis:
!2R(k) =  
kBTe
me
k2 +
ik
me
@ Vext;0(r)
@ z
+
ne;0(r)
me
e2
8"0
k2
Z
d3~r1e
ikz1
erf
 
r1


r1
: (8.31)
Die Temperatur des Elektronengases ist zu klein, um einen Druck im idealen Elek-
tronengas aufzubauen, der die Resonanzfrequenz beeinusst. Daher kann der erste
Term der rechten Seite vernachlässigt werden. Der zweite Term der rechten Seite wird
durch die Krümmung des Gleichgewichtsanteils des externen Potenzials bestimmt:
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@ Vext;0(r)
@ z
. Die Elektronen kompensieren im LTE das Ionenpotenzial für kleine Aus-
lenkungen, so dass auch dieser Term zu vernachlässigen ist. Das Integral im dritten
Term der rechten Seite kann in Zylinderkoordinaten analytisch gelöst werden:
!2R(k) =
ne;0(r)
me
e2
8"0
2k2
Z Re
 Re
dz1e
ikz1
Z max(z1)
0
d11
erf
p
21+z
2
1


p
21 + z
2
1
; (8.32)
unter Berücksichtigung der Zusatzbedingung max(z1) =
p
R2e   z21 . Damit wird
dem Umstand Rechnung getragen, dass die ebene Welle in der Kugel, bestehend
aus Elektronen mit dem Radius Re = ( 3Ne4ne )
1=3 eingeschlossen ist. Der Radius ist
festgelegt durch die Anzahl der Elektronen Ne. Die Integration über 1 wird bis
zu diesem Kugelradius Re ausgeführt. In erster Näherung wird das Dichteprol der
Elektronen vereinfachend als homogen geladene Kugel betrachtet mit ne = ni der
gleichen Dichte wie die Ionen. Man erhält schlieÿlich:
!2R(k) =
ne
me
e2
4"0
k2
Z Re
 Re
dz1e
ikz1 24e R2e2 p

+Reerf

Re


 
0@e  z212 p

+ z1erf
z1

1A35 ; (8.33)
=
!2pl
4
e 
k
4 (k2+4iRe)
ieikRe

er

k2   2ikRe
2

  er

k2 + 2ikRe
2

 
e
k22
4

1 + e2ikRe

erf

Re


(8.34)
Es ist somit gelungen, durch die Analyse der Elektronen-Bewegung gegeneinander
die Dispersionsbeziehung Gl. (8.34) einer ebenen Welle herzuleiten, die in einer Clus-
terkugel eingeschlossen ist.
Die räumliche Struktur der Mode, die in Abb. 7.9 (rechts) dargestellt wurde,
weist auf eine Wellenzahl k = 2=(2Re) hin, da genau ein Wellenzug in der Kugel
eingeschlossen ist. Dies wird durch die ebene Fourierzerlegung in z-Richtung bestä-
tigt, die in Abb. 7.13 bei k = 2=(2Re) ein Maximum aufweist. In Abb. 8.4 ist die
Dispersion Gl. (8.34) von ebenen Wellen zu sehen, die in einer Kugel vom Radius Re
eingeschlossen sind. Es treten deutliche Maxima bei kn = n=Re für alle ungeraden
n = 2i + 1 auf (i 2 N0). Für k1 liegt die Wellenlänge bei  = 2Re und die Reso-
nanzfrequenz im Bereich der Plasmafrequenz !pl. Im Grenzfall sehr groÿer Cluster
(Re !1) gilt für die Wellenzahl k ! 0 und man erhält die Resonanzfrequenz des
Bulk-Plasmas limk!0 !R(k) = !pl. Für n ! 1 erhält man einen Grenzfall hoher
Wellenzahlen limn!1 !R(kn) = !pl=
p
(2). Dies wird auf den Einschluss der ebenen
Welle in die Clusterkugel zurückzuführen sein. Es sei hingegen hervorgehoben, dass
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Abb. 8.4: Dispersion Gl. (8.34) einer ebenen Welle in einer homogen geladenen Kugel für
ne = 28  1021 cm 3 (schwarz). Im Vergleich dazu wurde die Plasmafrequenz !pl
(rot) und der Wert !pl=
p
2 (blau) hervorgehoben.
auch Resonanzfrequenzen bei Indizes mit gebrochenem n zu nden sind. Dagegen
gibt es verbotene Zonen jeweils um n = 2i herum. Diese verbotenen Zonen werden
mit n dominant.
Für jede Clustergröÿe wurde eine Mode gefunden, die einer ebenen Welle mit
k = k1 entspricht. In Abb. 8.5 wurde die Dispersion Gl. (8.34) der Resonanzfrequenz
für k = k1 der ebenen Welle dargestellt. Es sind in Abb. 8.5 zum Einen die Ergebnisse
der MD-Simulation für ne = 21; 5 1021 cm 3 (rot) und ne = 28 1021 cm 3 (blau) zu
nden. Dem gegenüber ist das Ergebnis der analytischen Rechnung aus Gl. (8.34)
für beide Dichten entsprechend farblich als durchgezogene Linie gekennzeichnet. Der
Grenzfall limk!0 !R(k) = !pl wurde ebenfalls entsprechend farblich als gestrichelte
Linie eingezeichnet. Mit abnehmender Clustergröÿe nimmt die Wellenzahl k zu.
Die Wellenzahl k hängt somit direkt von der Ausdehnung des Clusters Re ab.
Besonders betont werden sollte, dass für den Na1000-Cluster zusätzlich eine Resonanz
in der Grundmode bei k = k3 gefunden wurde. Das bedeutet, dass hier 3 Wellenzü-
ge in der Clusterkugel eingeschlossen sind. Die Ausnahme macht daher der letzte,
quadratisch gezeichnete Punkt der MD-Simulation für ne = 28  1021 cm 3 (blau).
Dieser ist dem gröÿten Na1000-Cluster bei erhöhter Wellenzahl k = k3 zuzuordnen
Vor diesem Hintergrund wird deutlich, dass sich der analytische Ausdruck aus
Gl. (8.34) für groÿe Cluster in guter Übereinstimmung mit den MD-Simulationen
bendet. Abweichungen treten verstärkt bei kleinen Clustern auf. Dies wird haupt-
sächlich auf zusätzliche Verformungen der ebenen Welle zurückzuführen sein, die in
diesem Modell nicht enthalten sind. Derartige Verformungen sind gerade für kleine
Cluster zu erwarten.
Somit lassen sich die Resonanzen geringerer Stärke im Frequenzspektrum der
Strom-AKF, die bei höheren Frequenzen neben der Hauptresonanz auftauchen, auf
den Einschluss einer ebenen Welle mit unterschiedlich groÿem Wellenvektor k zu-
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Abb. 8.5: Dispersion Gl. (8.34) einer ebenen Welle eingeschlossen in einer homogen gelade-
nen Kugel (durchgezogene Linie) für ne = 21; 51021 cm 3 (rot) und ne = 281021
cm 3 (blau) sowie Ergebnisse der MD-Simulation für k1 (Kreise) und k3 (Qua-
drat). Zur Orientierung wurde die Zahl der Ionen Ni als Gröÿenparameter jedem
Simulationsergebnis zugeordnet.
rückführen. Die Änderung der Resonanzfrequenz Gl. (8.34) der eingeschlossenen
ebenen Welle mit der Clustergröÿe wurde diskutiert. Aber auch der Einuss von
Plasmaparametern wie Elektronendichte ne, -temperatur Te und Ionendichte ni auf
die Lage der Resonanzfrequenzen kann anhand des Modells der eingeschlossenen
ebenen Welle nachvollzogen werden.
So hängt die Dispersion Gl. (8.34) der Resonanzfrequenz davon ab, wie viele
Ionen Ni das externe Potenzial bilden. Auch die Ionendichte ni geht als Parameter
ein, denn beides bestimmt den Kugelradius der homogen geladenen Kugel Ri. Die
Anzahl der Elektronen Ne bestimmt hingegen die Gröÿe des Kugelradius der Elek-
tronen Re. Die Anzahl der Elektronen Ne richtet sich danach, wie viele Elektronen
durch äuÿere Ionisation verloren gegangen sind. Dies wird aber durch die Tempe-
ratur Te festgelegt. Der Kugelradius der Elektronen ist also ein Parameter für die
Elektronentemperatur.
8.2 Einuss der Anregungsstruktur auf die Resonanzfrequenz in
eindimensionalen Ketten
In Kapitel 6.2 wurden mit eindimensionalen MD-Simulationen bis zu elf von einan-
der unabhängige Moden in linearen Ketten getrennt. Dies ermöglichte den direkten
Vergleich mit dreidimensionalen Rechnungen von Clustern. Die lineare Kette weist
weitaus einfachere Modenstrukturen aus. So konnte jeder Mode eine Wellenzahl k
zugeordnet werden, durch die die räumliche Struktur der Mode als stehende Welle
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Abb. 8.6: Resonanzfrequenzen ! in Abhängigkeit von der Wellenzahl k.
in der linearen Kette identiziert werden konnte. Jede dieser Moden mit dem Wel-
lenvektor k hat eine Resonanzfrequenz, bei der der Eigenwert maximal wird. Die
Resonanzfrequenz muss - wie auch bei den Clustern - zum einen auf die räumli-
che Moden-Struktur und somit auch auf die Clustergröÿe, zum anderen aber auch
auf Plasma-Parameter wie Elektronendichte und -temperatur zurückgeführt werden
können.
Um den Zusammenhang von Resonanzfrequenz und Modenstruktur im Falle von
linearen Ketten zu untersuchen, wurden eindimensionale MD-Simulationen von Ket-
ten mit Ni = 55; 200; 250; 309 Ionen gerechnet. Die Ionendichte der eindimensiona-
len Kette ni = Ni=(2Lc) = 35 nm 1 wurde so gewählt, dass die Länge Lc einer Kette
mit Ni = 55 Ionen gleich dem Radius rcl des dreidimensionalen Na55-Clusters mit
einer Dichte von ni = 28  1027 cm 3 ist. Im Ergebnis gilt: L = rcl = 0; 786 nm für
die Kette mit 55 Ionen. Für die Ketten mit mehr Ionen wurde die die selbe Dichte
angenommen wie bei der Kette mit 55 Ionen. Die Kettenlänge änderte sich entspre-
chend proportional. Die Elektronen wurden in allen Fällen auf eine vergleichbare
Temperatur von Te = 2 eV geheizt. In Abb. 8.2 wurden die Resonanzfrequenzen !
der Moden in Abhängigkeit von der Wellenzahl k für Ketten verschiedener Länge
als Kreuze entsprechend farblich dargestellt.
Für jede Kettenlänge wurde die stärkste Resonanz bei k = 0 gefunden. Die
Frequenz dieser Resonanz kann auf eine starre Oszillation aller Elektronen im exter-
nen Ionenpotenzial Vext;ei(z) zurückgeführt werden. Dies galt bereits für die stärkste
Resonanz in dreidimensionalen Clustern. Es wird also auch in diesem Fall die Bewe-
gungsgleichung Gl. (8.3) des starren eindimensionalen Dichteprols ne(z) der Elek-
tronen gelöst. Die potenzielle Energie der Elektronen im externen Ionenpotenzial
Vext;ei(z) in einer Dimension ist folgendermaÿen modiziert:
Ue(z) =
Z
ne(z
0   z)Vext;ei(z0)dz0: (8.35)
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Bei z = 0 benden sich die Elektronen mit dem Dichteprol ne(z) im Gleichgewicht,
so dass die potenzielle Energie an dieser Stelle ein Minimum hat. Die potenzielle
Energie wächst mit der Auslenkung z an, was mit den dreidimensionalen Cluster
Gl. (8.4) vergleichbarer ist. Winkelabhängigkeiten, die im dreidimensionalen Cluster
berücksichtigt werden mussten, treten bei Betrachtungen in einer Dimension nicht
auf.
Das externe Ionenpotenzial Vext;ei(z) wird in einer Dimension - auf vergleichbare
Weise zum dreidimensionalen Fall Gl. (8.9) - entsprechend aus der Ionenverteilung
ni(z) und dem Wechselwirkungspotenzial Ve;i(z) zwischen Elektronen und Ionen ge-
bildet:
Vext;ei(z) =
Z
ni(z
0   z)Ve;i(z0)dz0: (8.36)
Gegenüber den dreidimensionalen Clustern ändert sich lediglich, dass wir es mit
einem Linienintegral statt eines Volumenintegrals zu tun haben. Winkelabhängig-
keiten treten daher auch an dieser Stelle nicht auf.
Für das eindimensionale System kann man die homogen geladene Kette als Mo-
dell sowohl für das Dichteprol der Elektronen als auch der Ionen annehmen. Die
eindimensionale Elektronendichte ist gleich der Ionendichte, so dass ne = ni. Die
Länge der homogen geladenen Kette ist daher durch die Teilchenzahl festgelegt. Es
gilt für die Elektronen Le = Ne=(2ne) und für die Ionen Li = Ni=(2ni). Die homogen
geladenen Ketten sind von z = 0 aus in beide Richtungen mit Le bzw. Li ausge-
dehnt. Die homogen geladene Ionenkette hat somit eine Gesamtausdehnung von 2Li
und die Elektronenketten entsprechend 2Le. Um dem Vergleich mit dreidimensio-
nalen Clustern zu gewährleisten, wurden positiv geladene lineare Ketten untersucht
(Ne < Ni). Das bedeutet es gilt Le < Li.
Als Wechselwirkungspotenzial wurde das in der MD-Simulation bereits verwen-
dete Fehlerfunktions-Potenzial Gl. (3.8) benutzt. Die homogen geladene Ionenkette
bestimmt das externe Potenzial wie folgt:
Vext;ei(z) =
e2
4"0
ni
Z Li
 Li
erf
 
z+z0


z + z0
; dz0
Vext;ei(z) =
e2
4"0
ni
2p


(Li   z) 2F2

1
2
;
1
2
;
3
2
;
3
2
;
 (Li   z)2
2

+(Li + z) 2F2

1
2
;
1
2
;
3
2
;
3
2
;
 (Li + z)2
2

; (8.37)
mit der hypergeometrischen Funktion 2F2(1=2; 1=2; 3=2; 3=2; z).
Die Resonanzfrequenz wird im Falle homogen geladener Ketten gemäÿ Gl. (8.3)
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schlieÿlich folgendermaÿen berechnet:
!2R =
e2
4"0
nine
Neme
Z Le
 Le
Vext;ei(z
0   z)dz0; (8.38)
!2R =
e2
4"0
nine
Neme
Z Le
 Le
e2
4"0
ni
2p


(Li   z) 2F2

1
2
;
1
2
;
3
2
;
3
2
;
 (Li   z)2
2

+(Li + z) 2F2

1
2
;
1
2
;
3
2
;
3
2
;
 (Li + z)2
2

dz0: (8.39)
Im Ergebnis erhält man einen langen Ausdruck zur Berechnung der Resonanzfre-
quenz. In Tab. 8.2 ist das Ergebnis !R der Berechnung aus Gl. (8.39) im Vergleich
zur ersten und stärksten Resonanzfrequenz !1 im Frequenzspektrum aus der MD-
Simulation für k = 0 zu nden. Man kann festhalten, dass die Frequenz der am
stärksten ausgeprägten Resonanz für kleine Ketten bis auf Abweichungen von we-
niger als 10% genau berechnet werden kann. Bei den langen Ketten, bestehend aus
250 bzw. 309 Ionen, sind die Abweichungen mit bis zu 20 % gravierender. Dennoch
liegt das analytische Ergebnis im Bereich der simulierten Resonanzfrequenz. So-
wohl das Ergebnis der MD-Simulation als auch der analytischen Auswertung zeigen,
dass mit die Resonanzfrequenz mit zunehmender Kettenlänge sinkt. Damit stimmen
beide Rechnungen zumindest qualitativ überein. Die deutlichen Abweichungen der
Resonanzfrequenz bei langen Ketten wird auf die Elektronenverteilung ne(z) zu-
rückzuführen sein. Für lange Ketten ist das Modell homogen geladener Ketten nicht
anwendbar.
Ni Ne !1 in fs 1 !R in fs 1
55 43 5,77 6,02
200 165 2,73 2,57
250 205 2,30 2,05
309 250 1,97 1,62
Tab. 8.2: Resonanzfrequenzen der ersten Mode !1 berechnet mit MD-Simulation im Ver-
gleich mit der Berechnung !R unter Annahme einer starr oszillierenden Elektro-
nenverteilung mit Te = 2 eV im externen Ionen-Potenzial mit ni = 35 nm
 1.
Es muss dem Umstand Rechnung getragen werden kann, dass die Elektronenver-
teilung nicht starr im Potenzial der Ionen oszilliert. Vielmehr treten bei der Oszillati-
on Verformungen und Verschiebungen im Dichteprol der Elektronen auf. Dies ndet
Berücksichtigung in dem hydrodynamischen Modell, das bereits zur Berechnung der
Dispersionsbeziehung von ebenen Wellen in dreidimensionalen Cluster diskutiert
wurde. Dabei werden Inhomogenitäten in der Stromdichte j(z; t) der Elektronen
durch die Euler-Gleichung Gl. (8.28) berücksichtigt. Genau wie bei den dreidimen-
sionalen Clustern dominiert auch in diesem Fall der dritte Term auf der rechten Seite
der Euler-Gleichung Gl. (8.28), der von der Störung des externen Potenzials stammt.
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Es wurden homogen geladene Elektronen und Ionenketten und das Fehlerfunktions-
potenzial als Wechselwirkungspotenzial zwischen den Teilchen angenommen. Im Er-
gebnis kann auf die Herleitung von Gl. (8.32) zurückgegrien werden. Lediglich das
externe Potenzial, in dem sich die Elektronen bewegen, muss dem eindimensionalen
Fall wie folgt angepasst werden:
!2R(k) =
ne;0(r)
me
e2
4"0
Z Le
 Le
erf
 
z0+z


jz   z0j dz
0: (8.40)
Bei der Betrachtung in einer Dimension muss das Integral numerisch ausgewertet
werden, um die Abhängigkeit der Resonanzfrequenz von der Wellenzahl zu bestim-
men. Durch die Integrationsgrenzen wird dem Umstand Rechnung getragen, dass
die homogene Kette bei z =  Le bzw. z = Le endet. Dies ist vergleichbar mit der
ebene Welle in Clustern, die in der Kugel der Elektronen eingeschlossen ist. Dies
wirkt sich vor allem auf das Verhalten groÿer Wellenlängen, d.h. k ! 0, aus. In
diesem Fall wird die homogen geladene Elektronenkette starr im externen Potenzial
schwingen.
Als Grenzfall kann die Dispersionsbeziehung der unendlich ausgedehnten Kette
Le !1 berechnet werden:
!2R(k) =
ne;0(r)
me
e2
4"0
Z 1
 1
erf
 
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

jz   z0j dz
0: (8.41)
Es wird die Fourier-Transformation des Fehlerfunktionspotenzials durchgeführt. Die
Dispersionsbeziehung der unendlich ausgedehnten Kette lautet demnach:
!(k) = k
s
e2
4"0
ne
me
 

0;
(k)2
4

: (8.42)
Es wurde dabei die Funktion  (x; y) =
R1
y
tx 1e tdt verwendet.
In Abb. 8.2 ist das Ergebnis der Dispersionsbeziehung in Form von durchge-
zogenen Linien zu sehen. Zum Vergleich mit den Ergebnissen der MD-Simulation
wurden diesen die entsprechend farblich gekennzeichneten Dispersionskurven gegen-
über gestellt. In Übereinstimmung mit der Rechnung des starren Körpers in Tab. 8.2
treten Abweichungen im Vergleich den Simulationsergebnissen bei k = 0 auf. Das
qualitative Dispersionsverhalten in Abhängigkeit von der Kettenlänge wird jedoch
wiedergegeben. Neben der Abhängigkeit der Resonanzfrequenz von der Kettenlän-
ge bei k = 0 wird auch das qualitative Verhalten der Resonanzfrequenz !(k) bei
gröÿeren Wellenzahlen k übereinstimmend beschrieben. Das Ergebnis der Dispersi-
onsbeziehung einer unendlich ausgedehnten Kette im Vergleich zur Dispersion der
Resonanzfrequenzen ist ebenfalls in Abb. 8.2 zu sehen. Es ist zu erkennen, dass
sich das Dispersionsverhalten mit zunehmender Kettenlänge dem Fall der unendlich
ausgedehnten Kette angleicht.
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9. DÄMPFUNG KOLLEKTIVER OSZILLATIONEN DER
ELEKTRONEN IN NANOPLASMEN
Bisher wurde die Möglichkeit diskutiert, die ortsaufgelöste Stromdichte-KKF in Mo-
den zu zerlegen. Dabei ist die eindimensionale Kette, diskutiert in Kapitel 6, als ein
einfaches Referenz-System zu verstehen. Es wurden Moden der Stromdichte-KKF
des eindimensionalen Systems, Abb. 6.8, gefunden, bei denen wesentliche Eigen-
schaften zu nden sind, die auch bei den Moden dreidimensionaler Cluster, Abb.
7.7, auftreten. Die Moden beider Systeme weisen charakteristische Resonanzstruk-
turen auf.
Es ist bereits gelungen, sowohl für die eindimensionalen Ketten als auch für
die Cluster moden-spezische Resonanzfrequenzen zu nden, deren Lage durch die
räumliche Amplituden-Struktur bestimmt wird. Ein weiteres Charakteristikum der
Resonanzstruktur neben den Resonanzfrequenzen sind die Resonanzbreiten im Fre-
quenzspektrum. Die Resonanzbreiten beschreiben, wie stark die Resonanz der Mode
gedämpft ist. Die Dämpfung einer resonanten Oszillation nimmt mit der Resonanz-
breite zu. Bei einer ungedämpften Schwingung würde die Resonanzstruktur im Fre-
quenzspektrum auf eine -Funktion an der Stelle der Resonanzfrequenz reduziert
werden.
Stöÿe sind als ein statistischer Prozess aufzufassen, der dazu führt, dass sich die
Elektronen nicht kollektiv, sondern statistisch verteilt bewegen. Daher werden die
kollektiven Oszillationen der Moden, die als Resonanzen im Frequenzspektrum auf-
treten, durch Stöÿe zwischen den Teilchen zerstört. Dies tritt schlieÿlich als Dämp-
fung der Oszillation in Erscheinung.
Für stark gekoppelte Bulk-Plasmen wurden Untersuchungen [29, 61] der Stoÿ-
frequenz unter Verwendung von MD-Simulation durchgeführt. In Abb. 9.1 ist das
Ergebnis einer dynamischen Stoÿfrequenz (!) aus [61], berechnet nach Gl. (5.33),
für   = 1; 27 bei einer Temperatur von Te = 3 eV zu sehen. Im statischen Grenzfall
(! ! 0) liegt die Stoÿfrequenz bei 0 = 0; 2!pl. Sie hat bei ! = 2!pl ein Maxi-
mum und fällt danach stark ab. Die maximale Stoÿfrequenz liegt mit 0; 8!pl in der
Gröÿenordnung der Plasmafrequenz.
Die Resonanzbreiten, die sowohl für eindimensionale Ketten in Abb. 6.8 als auch
für Cluster in Abb. 7.7 zu nden sind, können auf Stoÿprozesse zwischen den Elek-
tronen und zwischen Elektronen und Ionen zurück geführt werden. Die Resonanz-
breiten der Moden können daher als Stoÿfrequenz  interpretiert werden. In Tab.
6.1 wurden die Stoÿfrequenzen m eindimensionaler Ketten bereits durch Anpassung
eines Lorentz-Prols Gl. (6.10) an die Moden-Spektren ermittelt. Im eindimensio-
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Abb. 9.1: Dynamische Stoÿfrequenz (!) eines Bulk-Plasmas [61] mit   = 1; 27 und einer
Temperatur von Te = 3 eV.
nalen Plasma ist das Konzept des Stoÿes zwischen zwei Teilchen allerdings stark
beschränkt auf eine Reexion oder Transmission der Teilchen. Daher ist die Stoÿ-
frequenz in Abb. 9.2 eindimensionaler Plasmen auch stark unterdrückt. Im Rahmen
statistischer Schwankungen können in diesem Fall keine Aussagen über die Stoÿfre-
quenz getroen werden.
Gleichermaÿen wurden auch die Resonanzbreiten, aufgelistet in Tab. 8.1, für
Cluster gefunden. Zunächst wird die Stoÿfrequenz verschiedener Moden bei fest-
gelegter Clustergröÿe gezeigt. Als Beispiel wird der Na309-Cluster aus Tab. 8.1
(2. Spalte) betrachtet. Dieser Cluster hat eine Ionendichte von ni = 28  1021 cm 3.
Die Elektronentemperatur beträgt Te = 1 eV und es bewegen sich nach äuÿeren
Ionisationsprozessen noch Ne = 293 Elektronen frei im Cluster.
In diesem Fall wurden vier verschiedene dominante Moden gefunden, die die
Resonanzstruktur der kollektiven Bewegung der Elektronen beschreiben. Jede dieser
Moden weist mehrere Resonanzen bei verschiedenen Frequenzen auf. In Abb. 9.3 ist
die Dämpfung der Resonanz in Abhängigkeit von der Resonanzfrequenz für alle vier
Moden des Na309-Cluster zu sehen. Man gewinnt dadurch einen ersten Eindruck
von der Frequenzabhängigkeit der Stoÿfrequenz (!). Für alle Moden ist einheitlich
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Abb. 9.2: Dämpfung der Moden in linearen Ketten, Tab. 6.1, verschiedener Länge mit einer
Ionendichte von ni = 35 nm
 1 und einer Elektronentemperatur von Te = 2 eV.
zu erkennen, dass es einen Anstieg der Stoÿfrequenz im Bereich von ! = 4; 5 fs 1
zu ! = 6; 5 fs 1 gibt, der allerdings unterschiedlich stark ausfällt. So steigt die
Stoÿfrequenz der Mode Y0;0; Y2;0 von  = 0; 66 fs 1 auf über das Doppelte, nämlich
 = 1; 4 fs 1. Die Stoÿfrequenz der Mode Y2;1 hingegen steigt in diesem Bereich nur
leicht von  = 2; 0 fs 1 auf  = 2; 4 fs 1 an.
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Abb. 9.3: Dämpfung der Resonanzen untersuchter Moden des Na309-Cluster, Tab. 8.1. Die
Ionendichte betrug ni = 28 1021 cm 3 und die Elektronentemperatur Te = 1 eV.
Die Moden unterscheiden sich durch die Winkelabhängigkeit der Amplituden-
Struktur voneinander. Die Bezeichnung der Moden geht auf die dominierende Kugel-
ächenfunktion Yl;m(; ) zurück. Die Ordnungszahlen l und m geben an, wie viele
Knoten die Mode in Polar- bzw. Azimutrichtung aufweist. Die Anzahl der Knoten
sind ein Maÿ für die Wellenzahl ~k der Mode im Cluster. Um die Wellenzahl ~k der
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Moden festzulegen, benötigt man zusätzlich die Anzahl der radialen Knoten. Eine
exakte Bestimmung der Wellenzahl ~k ist für die vorliegenden Moden nicht möglich,
da sie stets gemischt auftreten. Allerdings bleiben die Ordnungszahlen der dominie-
renden Kugelächenfunktion ein Maÿ für die Wellenzahl ~k. So ist die Wellenzahl ~k
um so gröÿer, je höher die Ordnungszahlen l und m sind.
Vergleicht man unter diesem Aspekt die Stoÿfrequenz der Moden in Abb. 9.3
untereinander, treten nur bedingt Unterschiede zwischen den Moden auf. Es gibt
deutliche Unterschiede im Bereich von ! = 4; 5 fs 1. Es ist allerdings keine Sys-
tematik nach Gröÿe der Wellenzahl zu erkennen. So ist insgesamt die Tendenz zu
erkennen, dass die Stoÿfrequenz  mit der Wellenzahl ~k zunimmt, denn die Stoÿfre-
quenz der Mode Y0;0; Y2;0 ist bei dieser Frequenz deutlich niedriger als für die Mode
Y2;1. Die Stoÿfrequenz  scheint demnach mit der Wellenzahl ~k zu wachsen. Aller-
dings steht dieser Tendenz entgegen, dass die Stoÿfrequenz der Mode Y1;0 gröÿer ist
als die Stoÿfrequenz der Mode Y1;1. Mit zunehmender Frequenz ! ist diese Tendenz
immer weniger deutlich ausgeprägt. Die Stoÿfrequenzen der Moden liegen dichter
bei einander.
Um die Abhängigkeit der Stoÿfrequenz von der Clustergröÿe zu untersuchen,
wurde die Stoÿfrequenz der Resonanzen für Cluster mit unterschiedlicher Ionenzahl
Ni verglichen, indem als Beispiel die Grundmode Y0;0; Y2;0 ausgewählt wurde. Zum
Einen dominiert die Grundmode das kollektive Verhalten der Elektronenbewegung.
Zum anderen ist die Resonanzstruktur der Grundmode für alle Clustergröÿen am
deutlichsten ausgeprägt. Die Cluster weisen die gleiche Ionendichte und Elektronen-
temperatur auf, wie der Na309-Cluster. Weitere wichtige Details wie die Anzahl der
Elektronen sind in Tab. 8.1 zu nden.
Die Stoÿfrequenz ist für alle Clustergröÿen sehr stark um den Wert  = 1; 5 fs 1
gestreut. Die Tendenz, dass die Stoÿfrequenz im Bereich ! = 6; 5 fs 1 am gröÿten
ist, wird auch beim Vergleich von Clustern verschiedener Gröÿen bestätigt. Zwischen
den Ketten und den Clustern besteht somit die Gemeinsamkeit, dass sich in beiden
Fällen ein Anstieg der Resonanzfrequenz mit der Frequenz ! vermuten lässt. Es ist
allerdings keine eindeutige Abhängigkeit der Stoÿfrequenz von der Clustergröÿe zu
erkennen. Während die Stoÿfrequenzen kleiner Cluster mit Ni = 55 bzw. Ni = 147
Ionen mit   1; 5 fs 1 bereits vergleichsweise hohe Werte haben, sinken die Stoÿfre-
quenzen für den Na309-Cluster deutlich unter  = 1; 5 fs 1. Doch die Stoÿfrequenzen
des groÿen Clusters mit 1000 Ionen sind abhängig von der Frequenz stark um  = 1; 5
fs 1 verteilt und liegen im Vergleich zur Stoÿfrequenz des Na309-Cluster höher.
Insgesamt kann man festhalten, dass schon kleine Cluster mit 55 Ionen ei-
ne relativ hohe Stoÿfrequenz haben, während Stöÿe in eindimensionalen Ketten
für kleine Ketten stark reduziert sind. Die Stoÿfrequenz von Clustern liegt mit
  0; 2!pl im Bereich der statischen Stoÿfrequenz von Bulk-Plasmen mit vergleich-
baren Plasmaeigenschaften.
Diese Ergebnisse sind allerdings mit äuÿerster Vorsicht zur Kenntnis zu nehmen.
Es gibt eine Reihe von Faktoren, durch die Unsicherheiten bei der Bestimmung
der Resonanzbreiten auftreten. Die Moden, deren Stoÿfrequenz hier diskutiert wur-
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Abb. 9.4: Dämpfung der Grundmode Y0;0; Y2;0, Tab. 8.1, für verschiedene Clustergröÿen
bei ni = 28  1021 cm 3 und Te = 1 eV.
de, sind Lösungen des Eigenwertproblems Gl. (7.8) der Stromdichte-KKF-MatrixD
j
(z)
e (~ra); j
(z)
e (~ra0)
E
!
. Diese Matrix weist statistische Schwankungen auf, die im Be-
reich von 5% liegen. Dies beeinusst sowohl die Gestalt der Amplituden-Struktur
	(~ra; !) als auch die Anregungsstärke K(!). Durch die Anregungsstärke K(!)
wird das Frequenzspektrum der Moden gebildet, deren statistische Schwankung be-
reits gröÿer als 5% ist. Das Frequenzspektrum der Moden folgt schon durch diese
Schwankungen nicht dem idealen Verhalten eines Lorentz-Prols. Da nun die Stoÿ-
frequenzen ermittelt wurden, indem ein Lorentz-Prol an das Frequenzspektrum der
Moden angepasst wurde, kommen durch Abweichungen weitere Unsicherheiten ins
Spiel. Daher ist im Falle der Stoÿfrequenzen von einem relativ groÿen Fehler von
10% bis 15% auszugehen.
Somit kann anhand der vorliegenden Daten keine Aussage über die Abhängigkeit
der Stoÿfrequenz von der Clustergröÿe getroen werden. Auch die Unterschiede der
Stoÿfrequenz zwischen den Moden ist nicht signikant. Es scheint allerdings auch
vor dem Hintergrund dieser groÿen Unsicherheit einen Anstieg der Stoÿfrequenz mit
der Anregungsfrequenz ! zu geben.
Der Abfall der Stoÿfrequenz im Bereich von ! > 8; 0 fs 1 könnte hingegen mit
dem Hochfrequenzverhalten zusammenhängen, das in Korrelationsfunktionen in Ab-
hängigkeit von der Wahl des Wechselwirkungspotenzials auftritt. Die Modenspek-
tren des Na309-Cluster in Abb. 7.7 fallen jenseits von ! = 8; 5 fs 1 stark ab und
weisen keine kollektiven Resonanzen auf. Ein solches Verhalten wurde für alle Clus-
tergröÿen in diesem Frequenzbereich gefunden - unabhängig von der Modenstruktur.
Die Abnahme der Stoÿfrequenz für groÿe Frequenzen hängt also eventuell mit dem
Wegfall kollektiver Resonanzen im Hochfrequenzbereich zusammen.
Die in dieser Arbeit diskutierten Stoÿfrequenzen von Clustern sind somit etwas
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niedriger als die dynamische Stoÿfrequenz, [61], im Bulk-Plasma. Dies bestätigt auf
qualitativer Ebene Rechnungen für groÿe Cluster [49], die Stoÿfrequenzen in glei-
cher Gröÿenordnung berechneten. Die quantitative Beschreibung des Übergangs der
Stoÿfrequenz von Clustern zu Bulk-Plasmen bedarf allerdings weiterführender Un-
tersuchungen.
10. ZUSAMMENFASSUNG UND AUSBLICK
Während der dynamische Strukturfaktor für homogene dichte Plasmen
(Bulk-Plasmen) und die damit zusammenhängenden Eigenschaften gut untersucht
sind, ergeben sich neue Fragestellungen bei niten Systemen, etwa Nanoplasmen in
stark angeregten Clustern, die Gegenstand dieser Arbeit sind. Es wurde untersucht,
in welcher Weise Gröÿen, die von Bulk-Plasmen gut bekannt sind und speziell die
optischen Eigenschaften beschreiben, auf nite Systeme verallgemeinert werden
können.
In dieser Arbeit wurde als Beispiel die Anregung von Clustern durch einen
Ultrakurzpuls-Laser diskutiert. Während der Dauer des Laserpulses von einigen
Femtosekunden werden insbesondere die Elektronen geheizt und erhalten eine hohe
kinetische Energie. Einige Elektronen können entweichen und der Cluster wird gela-
den. In der anschlieÿenden Expansionsphase des aufgeladenen Clusters (Coulomb-
Explosion) bildet sich durch die im Cluster verbleibenden Elektronen ein Nano-
plasma. Die Eigenschaften dieser Nanoplasma-Phase wurden in der vorliegenden
Arbeit näher diskutiert.
Es wurde das Verhalten von Clustern mit Hilfe des Verfahrens der klassischen
MD-Simulation untersucht. Ein Elektron ist über das Fehlerfunktions-Potenzial als
Pseudopotenzial an ein Ion gebunden und wird durch den Laser angeregt. Diese
Prozesse werden nicht analysiert, sondern nur modellhaft beschrieben. Es wurde in
dieser Arbeit das dynamische Verhalten des bereits angeregten Systems via MD-
Simulation untersucht.
Die Verwendung von klassischen MD-Simulationen ist möglich, sobald das be-
schriebene Plasma nicht entartet ist ( > 1). Im Falle des angeregten Clusters
ist diese Bedingung erfüllt. Das auf Suraud basierende Modell kann einerseits da-
durch verbessert werden, dass Quanteneekte z.B. durch DFT-Rechnungen, [48],
oder Wavepacket-MD einbezogen werden, um auch unterhalb der Entartungstem-
peratur Simulationen durchzuführen. Andererseits kann der Aufheiz- und Ionisa-
tionsvorgang besser beschrieben werden, indem man quantenmechanische Ansätze
benutzt.
Es stellt sich heraus, dass die Elektronendynamik auf Zeitskalen weniger
Femtosekunden (e  10 15 s) stattndet, während die Zeitskala der Ionendynamik
mit einigen Picosekunden (i  10 12 s) deutlich gröÿer ist. Da in dieser Arbeit die
dynamischen Eigenschaften der Cluster im optischen Bereich, d.h. für externe An-
regungen im Frequenzbereich von 1015 Hz untersucht werden, trägt fast ausschlieÿ-
lich die Elektronendynamik auf Zeitskalen weniger Femtosekunden zum dynamische
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Strukturfaktor bei.
Im Unterschied zu neutralen Bulk-Plasmen sind die angeregten Cluster geladen.
Durch die Kombination aus totaler Energie der Elektronen und der Überschreitung
des Clusterradius rcl, Gl. (3.27), wurde ein Kriterium gefunden, das eine brauchbare
Beschreibung des äuÿeren Ionisationsprozesses liefert.
Die Ionen hingegen, deren Dynamik aufgrund ihrer groÿen Zeitskala vernach-
lässigt werden kann, bilden ein externes Potenzial für die Elektronen, das sich
im Vergleich zur Elektronendynamik nur langsam mit der Zeit ändert. Mit Hilfe
der MD-Simulation wurde herausgefunden, dass sich bereits wenige Femtosekunden
nach Beendigung des Aufheizprozesses bei den Elektronen ein lokales thermodynami-
schen Gleichgewicht (LTE) einstellt. Dieses LTE wird durch die Verteilung der Ionen
(Ionendichte und Clusterradius), die Temperatur der Elektronen und den Ionisati-
onsgrad bestimmt. Sowohl die Impulsverteilung als auch das Dichteprol der Elek-
tronen im LTE wurden via MD-Simulation reproduziert.
Die eingeschränkte MD-Simulation wurde verwendet, um die Elektronendynamik
im LTE von der Ionendynamik zu trennen. Dafür werden die Ionen zu einem Zeit-
punkt tfr festgehalten und die Parameter des LTE xiert. Schlieÿlich wird nur noch
die Elektronendynamik im externen Potenzial der Ionen durch die MD-Simulation
berechnet. Die Verteilungsfunktionen der Elektronen müssen nicht länger durch den
Mittelwert über ein Teilchenensemble berechnet werden, sondern es wird der Mit-
telwert über die Zeit bei xierten Parametern des LTE bestimmt.
Anschlieÿend wurde der dynamische Strukturfaktor des angeregten Clusters
diskutiert, der als zwei-zeitige Verteilungsfunktion im LTE aufzufassen ist. Nach
Laplace-Transformation ist der dynamische Strukturfaktor daher durch ein Fre-
quenzspektrum charakterisiert. Im Gegensatz zu Bulk-Plasmen ist es aufgrund der
fehlenden Homogenität in Nanoplasmen notwendig, die ortsaufgelöste Kreuzkorrela-
tionsfunktion (KKF) zur Erfassung des dynamischen Strukturfaktors zu berechnen.
Die ortsaufgelöste Stromdichte des angeregten Clusters sowie die Stromdichte-KKF
wurden aus den Trajektorien der Elektronen berechnet, indem die eingeschränkte
MD-Simulation verwendet wurde. Es wurden eine Reihe komplexer Resonanzstruk-
turen in der ortsaufgelösten Stromdichte-KKF gefunden.
Zur Veranschaulichung der komplexen Strukturen wurde die Stromdichte-KKF
eindimensionaler Plasmen berechnet, die durch eine lineare Kette von Ionen gebildet
wurden. Die Analyse der ortsaufgelösten Stromdichte-KKF der linearen Kette ver-
deutlicht, dass mehrere Resonanzen vollkommen unterschiedlich stark an verschie-
denen Orten in der Kette angeregt werden. Durch Lösung des Eigenwertproblems
war es möglich, die Stromdichte-KKF in mehrere Moden zu zerlegen.
Es wurde eine Mode gefunden, die annähernd die starre Bewegung der Elektronen
in der Kette beschreibt. Eine andere Mode gibt in etwa das Bild einer Atmungsbe-
wegung wieder, bei der die Elektronen zu beiden Seiten der Kette entgegengesetzt
oszillieren. Die räumliche Struktur der Moden konnte mit der Wellenzahl k charak-
terisiert werden. Durch die Anregungsstärke der Mode wurde das individuelle Fre-
quenzspektrum bestimmt. Jede Mode ist durch eine individuelle Resonanzfrequenz
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gekennzeichnet.
Weiterhin wurde die Analyse der ortsaufgelösten Stromdichte-
Korrelationsfunktion in Moden für dreidimensionale Cluster durch Lösung
des Eigenwertproblems durchgeführt. Es wurden ebenfalls Resonanzstrukturen
unterschiedlicher Moden herausgearbeitet - genau wie in der eindimensionalen
Kette. Die Moden konnten durch die jeweils dominanten Kugelächenfunktio-
nen charakterisiert und unterschieden werden. Es wurde eine Grundmode der
Stromdichte-Korrelationsfunktion gefunden, die am stärksten ausgeprägt ist. Die
räumliche Strukturen der Grundmode bei den Resonanzfrequenzen waren denen
der linearen Kette sehr ähnlich.
Schlieÿlich ist es gelungen, die Resonanzfrequenz für die annähernd starre Bewe-
gung der Elektronen gleichermaÿen für den Cluster und die eindimensionale Kette
analytisch für unterschiedliche Clustergröÿen bzw. Kettenlängen sowie für verschie-
dene Plasmaparameter zu berechnen. Im Falle der Cluster konnte gezeigt werden,
dass die Resonanzfrequenz der starren Elektronenbewegung auf die Mie-Frequenz
!Mie zurückzuführen ist. Abweichungen von der Mie-Frequenz sind auf die Wahl des
Wechselwirkungspotenzials, auf die Clustergröÿe, auf die Elektronentemperatur und
auf das Dichteprol der Elektronen zurückzuführen.
Des Weiteren wurde ein analytischer Ausdruck für die Resonanzfrequenz der ebe-
nen Welle gefunden, die im Cluster bzw. in der Kette eingeschlossen ist. Aufgrund
der Wellenzahl k der eingeschlossenen ebenen Welle konnte sowohl für Cluster als
auch für lineare Ketten eine Dispersionsrelation angegeben werden, mit der die Reso-
nanzfrequenz in beiden Fällen in Abhängigkeit von Systemgröÿe und Eigenschaften
des LTE bestimmt werden konnten. Im Falle der Cluster skaliert die Dispersionsre-
lation mit der Plasmafrequenz !pl.
Ergänzende Rechnungen für andere Moden, wie z.B. der Atmungsmode, wären
vorstellbar. Die in dieser Arbeit eingeführte eingeschränkte MD-Simulation kann in
weiterführenden Arbeiten dazu verwendet werden, die ortsaufgelöste Stromdichte-
KKF zu verschiedenen Zeitpunkten nach der Anregung des Clusters zu bestimmen
und so ein geschlossenes Bild vom expandierenden System zu geben. Die Frage der
resonanten Anregung bei Pump-Probe-Experimenten kann so sehr präzise beantwor-
tet werden. Beispielsweise wirft diese Arbeit die Frage auf, ob auch andere Moden,
die in der Stromdichte-KKF gefunden wurden, durch Pump-Probe-Experimente an-
geregt werden können. Die Berechnung gröÿerer Cluster würde schlieÿlich die Lücke
der Beschreibung zwischen Bulk-Plasma und Nanoplasma schlieÿen.
Die Untersuchungen des Strukturfaktors von Clustern wurde durch die Diskussi-
on der Stoÿfrequenz abgeschlossen. Stöÿe der Elektronen treten in Form der Dämp-
fung von Resonanz-Moden auf und werden durch die Stoÿfrequenz beschrieben. Es
wurden in dieser Arbeit erste Ergebnisse dargestellt, die darauf hinweisen, dass die
Stoÿfrequenz von Clustern mit der Resonanzfrequenz variiert. Allerdings wurde für
Cluster bisher keine signikante Abhängigkeit der Dämpfung von der räumlichen
Struktur der Mode gefunden. Für eingehendere Untersuchungen der Stoÿfrequenz
wäre es von Vorteil, statistische Schwankungen weiter zu senken. Vorstellbar wäre
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die Beschreibung einer dynamischen Stoÿfrequenz, die je nach der Modenstruktur
von diskreten Wellenzahlen abhängt. Diese wäre dann mit der dynamischen Stoÿ-
frequenz bei niten Wellenlängen in Bulk-Plasmen vergleichbar.
Mit den Untersuchungen dieser Arbeit wurde ein erster Beitrag zur Bestim-
mung von dynamischen Eigenschaften von Nanoplasmen geleistet und im Vergleich
zu Bulk-Plasmen diskutiert. Die komplexe Resonanzstruktur der hoch angeregten
Cluster legt weiterführende Untersuchungen nahe.
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