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a b s t r a c t
In order to solve the multi-objective performance optimal problems, SPEA2+ is used to
realize the performance design of injection molding machine. The optimization objectives
are constructed to maximize mould control power, maximize injection quantity and
minimize injection power. The mathematical model is found to optimize the problem. A
solution is extracted to eliminate the imprecise nature of preference through the Pareto
optimal set based on fuzzy set theory. Compared with NSGA-II and SPEA2, SPEA2+ could
acquire the Pareto front with better distribution and smaller distance with the optimum
solutions. Finally, the case illustration of HTG1000X3Y injection molding machine is taken
as an example to demonstrate that such method is effective and practical. Effective
references could be provided to decisionmakers for objectives tradeoff at the performance
conceptual design stage of injection molding machine.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Performance is the symbol of successful design [1]. Injectionmoldingmachine is a complexmechanical product involving
fields of mechanism, controlling, electric, hydraulic pressure and pneumatic. So it is a complicated engineering problem to
solve the optimal and simulation design of product performance.
Scholars in the world put forward many new ideas and new methods in the optimized design, all of them are valuable.
Multi-Objective Evolutionary Algorithms based on the principle of Pareto optimality are designed to explore the complete
set of non-dominated solutions, which then allows the user to choose amongmany alternatives. However, although it is very
difficult to exactly define the weighting of different optimization criteria, usually the user has some notion as to what range
ofweightingsmight be reasonable [2]. The use of genetic algorithms for feature selection for handwriting recognitionnovelty
lies in the use of multi-objective genetic algorithms where sensitivity analysis and neural networks are employed to allow
the use of a representative database to evaluate fitness and the use of a validation database to identify the subsets of selected
features that provide a good generalization. Comprehensive experiments on the NIST database confirm the effectiveness of
the proposed strategy [3]. Scheduling for the flexible job-shop is very important in both fields of production management
and combinatorial optimization. However, it is quite difficult to achieve an optimal solution to this problemwith traditional
optimization approaches owing to the high computational complexity. The combining of several optimization criteria
induces additional complexity and new problems. Particle swarm optimization is an evolutionary computation technique
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mimicking the behavior of flying birds and theirmeans of information exchange. It combines local search (by self experience)
and global search (by neighboring experience), possessing high search efficiency. Simulated annealing (SA) as a local search
algorithm employs certain probability to avoid becoming trapped in a local optimum and has been proved to be effective
for a variety of situations, including scheduling and sequencing [4]. In the first stage, multiple objectives are combined
via the multiplication of the relative measure of each objective. Solutions of the first stage are arranged into several sub-
populations, which become the initial populations of the second stage. Each sub-population then evolves separately while
an elitist strategy preserves the best individuals of each objective and the best individual of the combined objective. This
approach is applied in parallel machine scheduling problems with two objectives: makespan and total weighted tardiness
(TWT). The MPGA is compared with a benchmark method, the multi-objective genetic algorithm (MOGA), and shows better
results for all of the objectives over a wide range of problems. The MPGA is extended to scheduling problems with three
objectives: makespan, TWT, and total weighted completion times (TWC), and also performs better than MOGA [5].
Evolutionary techniques for multi-objective (MO) optimization are currently gaining significant attention from
researchers in various fields due to their effectiveness and robustness in searching for a set of trade-off solutions.
Unlike conventional methods that aggregate multiple attributes to form composite scalar objective function, evolutionary
algorithms with modified reproduction schemes for MO optimization are capable of treating each objective and lead the
search in discovering the global Pareto-optimal front. The rapid advances of multi-objective, however, poses the difficulty
of keeping track of the developments in this field as well as selecting an existing approach that best suits the optimization
problem in-hand. This paper thus provides a survey on methods for MO optimization [6]. Query processing in database
systems has developed beyond mere exact matching of attribute values. Scoring database objects and retrieving only the
top kmatches or Pareto-optimal result sets (skyline queries) are already common for a variety of applications. Specialized
algorithms using either paradigm can avoid naïve linear database scans and thus improve scalability. However, these
paradigms are only two extreme cases of exploring viable compromises for each user’s objectives. To find the correct result
set for arbitrary cases of multi-objective query processing in databases we will present a novel algorithm for computing
sets of objects that are non-dominated with respect to a set of monotonic objective functions [7]. It is pretty well-known
how to solve such problems if the closed-loop specifications are formulated in terms of the solvability of linear matrix
inequalities. However, all approaches proposed so far suffer from a substantial inflation of size of the resulting optimization
problems if improving the approximation accuracy [8]. Amultiobjective optimization algorithm is applied to a groundwater
quality management problem involving remediation by pump-and-treat (PAT). The RS failed to find any Pareto optimal
solutions. The optimal population size for the NPGA was found by sensitivity analysis to be approximately 100, when the
total computational cost was limited to 2000 function evaluations [9].
The design of injection molding machine is a complex process. Performance of mechanical product is an effective tool to
drive the process of such large scale mechanical product design [10]. There have been very few attempts and methods at
optimizing these objectives, simultaneously. It is necessary to develop an efficient design method to solving such problems.
AMulti-objective genetic algorithmbased on Pareto optimal solution sets is used for unitary performance concept design
of injectionmoldingmachine. The calculated result shows that the optimal designmethod based on this algorithm can avoid
over-reliance on design experience and enhance the integration of option and experience.
2. Multi-objective optimization method based on SPEA2+
2.1. Description of multi-objective optimization problem
Injection molding machine performance optimal design problem belongs to binding non-linear programming problem.
Product performance is decided by injection device, module device and other devices. The solution is also determined by
minimumobjective functionswith n numbers, andmaximumobjective functionswith k numbers and the function variables’
area is bounded.
In the case of injection molding machine performance design, maximize mould control power, maximize injection
quantity andminimize injection power are the targets of performance optimization. In order to get performance indication,
some parameters need to be associated. Such as efficient area of injection piston tank, injection piston inside diameter,
screw cross-sectional area, screwdiameter,working oil pressure, injection tank number,working oil flow,measuring section
thread groove depth, screw speed, screw angle, screw itinerary, etc.
The multi-objective optimization problem is a problem of minimization or maximization of multiple evaluation criteria
that conflict with each other. The multi-objective optimization problem with i objective functions can be loosely posed
as [11].
min /max F(x) = (f1(x), . . . , fi(x)). (2.1)
Subject to
gp(x) ≤ 0, p = 1, 2, . . . , P (2.2)
hq(x) = 0, q = 1, 2, . . . ,Q (2.3)
where x is the decision vector, P and Q are the number of inequality and equality constraints, respectively.
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2.2. Presentation of algorithm of SPEA2+
SPEA2+ is SPEA2 with the addition of the following mechanisms:
(1) Neighborhood crossover.
(2) Mating selection.
(3) Two archives to maintain diverse solutions in the objective space and the design variable space.
Manypractical design optimizationproblemshave to optimize several conflicting goals at the same time. And the solution
should be a Pareto optimization set except an optimization solution. The concept of Pareto optimization can be illustrated
by dominance relation [12]. In this algorithm, advantage points keeping method and crowded distance calculation method
without external parameters are used to get a Pareto-optimal set of multi-objective and multi-constraint problem. SPEA2+
is more efficient and more stable than SPEA and NSGA-II, it has been applied in many engineering design optimization
successfully [13].
2.3. Process of SPEA2+ algorithm
Initial species colony P including N individuals values are random in the bounding range. First, according to optimization
goal and constraint condition, species colony ranking will be done and crowded distance will be calculated. Then
intermediate species colony will be generated through league matches-choosing, crossover and mutation. Intermediate
species colony combines with initial species colony, then sorting will be calculated and a species colony which can be
generated through choosing N individuals. That is a completed process of optimization algorithm. When the previously-
set maximum generation is got by circulation, the algorithm will be end and the Pareto optimization set will be achieved.
According to the definition of constraint domination, we can know that any one reasonable solution has a better non-
domination number than solutions that are unreasonable. Between two unreasonable solutions, the one which has smaller
constraint violation volume would own preferential sorting privilege.
All reasonable solutions will be sorted by their domination relations. SPEA2+ changes the domination rules to reveal
design constraint condition, which can avoid unsteady factor of penalty coefficient value in penalty function approach. Each
solution is reasonable or unreasonable to all design constraint.
Parameters:
I: population size,
I: archive size,
H: maximum generations’ number.
Begin
Initialization of individuals.
Create two empty archives, A and B
Main loop
for each individual in S, A and B
from S, A and B
creating new archives A = A+ 1, B = B+ 1
If the number of A+ 1 and B+ 1 = I
Then archive truncation in objective space of A = A+ 1 and archive truncation in variable space of B = B+ 1
Neighborhood crossover and mutation operations Generate A by copying B t = t+ 1
Until t = T
Output all solutions
End
2.4. Pareto optimizing based on fuzzy sets theory
An optimization solution in next step will be selected out from Pareto sets which are calculated by NSGA-II. Because
manual Pareto-optimizing includes several uncertain factors, Pareto sets optimization method is used based on fuzzy sets
theory [14].
3. Multi-objective optimization design of injection molding machine
3.1. Description of optimization problem
Multi-objective optimized objective functions of injection molding machine performance design are chosen as follows:
F(x) = (fD(x), fQ (x), fR(x), fS(x)) (3.1)
D = (D0/Di)2p0n (3.2)
Q = nD0F0/R (3.3)
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Table 1
The performance parameters of injection molding machine.
Parameters Mould control power Injection quantity Injection power
Value 10–100 0.35 3–5
Value 101–1000 0.55 6–10
Value 1001–3500 0.60 11–15
Value 3501–5000 0.74 16–20
Relationship of performance design parameters.
R = (pi)2Dm tanαh23 (3.4)
S = DQ/R. (3.5)
In the case of injection molding machine, the invaluable solution is avoid. Bounding area of performance parameters
need to be set for the multi-objective optimized design. Main constraints are shown as follows: According to the limitation
of total power, weight, volume and other elements, the number of injection tank could only be set as n = 1(single-cylinder)
or n = 2 (two-cylinder).
And according to the injectionmoldingmachine design standard (standard JB/T 7267-94), the scope of injection pressure
is decided between 130 Mpa and 150 Mpa.
The plastics capacity of screw should be ensure to provide sufficient quantity of plastic material in time, which is well-
proportioned and is used for injection then.
Correction factor should be set between 0.85 and 0.9. The injection rate also has some inherent constraints with working
oil pressure. And the relationship is showed in Table 1.
Mould control power, injection quantity and injection power are three basic performance parameters of injection
molding device. According to function requirements of HTG1000X3Y injection molding machine, any two of parameters
will be chosen as optimized targets to establish the two-target optimization mathematical model which is illustrated as
below.
min f (x) = (D,−S). (3.6)
Subjects:
Q : Between 152 and 314
R: Between 14 and 23
R: Between 463 and 791
R: Between 0.78 and 1.01
Where:
Q0: Between 6 and 9
Ds: Between 5 and 8
m: Between 12 and 125
α: Between 30 and 50
D0: Between 130 and 280
P0: Between 98 and 110
h3: Between 0.11 and 0.18
3.2. Experiment and analyses
Maximize mould control power, maximize injection quantity and minimize injection power are chosen as the three
optimization targets. SPEA2+ changes the domination rules to reveal design constraint condition, which can avoid unsteady
factor of penalty coefficient value in penalty function approach.
Each solution is reasonable or unreasonable to all design constraint. There are three instances for two different
individuals:
(1) All are reasonable;
(2) All are unreasonable;
(3) One is reasonable, the other is not.
Operational parameters which NSGA-II are used are listed as follows.
Colony number: 250;
Generation degree of circulation: 600;
Crossover probability: 0.6;
Mutation probability: 0.2;
Crossover distribution index: 25;
Mutation distribution index: 30.
In computer equipped Pentium 2.4 GHz and 512 M memory, the cost of calculating is 31.6 s in average. The multi-
combination of three different optimized targets could achieve three Pareto-fronts.
Z. Wei et al. / Computers and Mathematics with Applications 57 (2009) 1943–1948 1947
Table 2
The relation of injection pressure and injection power.
Parameters Q R D S
Value 1 181.3 17.4 531.6 0.138
Value 2 181.3 17.4 543.2 0.140
Value 3 181.3 17.4 545.8 0.142
Value 4 181.3 17.4 550.3 0.145
Value 5 181.3 17.4 555.7 0.151
Value 6 181.3 17.4 558.1 0.152
Value 7 181.3 17.4 561.0 0.156
Value 8 181.3 17.4 568.9 0.158
Value 9 181.3 17.4 569.8 0.158
Value 10 181.3 17.4 575.5 0.160
Value 11 181.3 17.4 583.6 0.163
Value 12 181.3 17.4 589.2 0.164
Value 13 181.3 17.4 594.4 0.167
Value 14 181.3 17.4 599.9 0.167
Value 15 181.3 17.4 601.3 0.169
Value 16 181.3 17.4 604.3 0.171
Value 17 181.3 17.4 607.8 0.173
Value 18 181.3 17.4 611.7 0.177
Value 19 181.3 17.4 620.1 0.177
Value 20 181.3 17.4 625.8 0.178
Performance design results.
Table 3
The corresponded relation between injection rate and injection power.
Parameters Q R D S
Value 1 158.8 17.4 575.5 0.171
Value 2 160.2 17.4 575.5 0.169
Value 3 163.9 17.4 575.5 0.168
Value 4 168.5 17.4 575.5 0.168
Value 5 169.9 17.4 575.5 0.167
Value 6 172.9 17.4 575.5 0.165
Value 7 176.5 17.4 575.5 0.163
Value 8 178.6 17.4 575.5 0.163
Value 9 179.3 17.4 575.5 0.162
Value 10 181.3 17.4 575.5 0.160
Value 11 182.1 17.4 575.5 0.159
Value 12 185.9 17.4 575.5 0.158
Value 13 189.1 17.4 575.5 0.156
Value 14 192.6 17.4 575.5 0.153
Value 15 194.7 17.4 575.5 0.153
Value 16 198.2 17.4 575.5 0.152
Value 17 201.6 17.4 575.5 0.152
Value 18 207.8 17.4 575.5 0.152
Value 19 218.9 17.4 575.5 0.151
Value 20 230.5 17.4 575.5 0.151
Performance design results.
The relation of injection pressure and injection power is illustrated in Table 2. And we can know that the injection power
is gradually increasing with the increasing of injection pressure.
Table 3 illustrates that the corresponded relation between injection rate and injection power. It is illustrated that the
injection power is also gradually increasing with the increasing of injection rate.
Table 4 illustrates that the game relation of injection pressure and injection rate. On the premise of constrainedmaximum
injection power, injection rate is descending reversely with the increasing of injection pressure. Injection pressure and
injection rate are two indexes that have competition relationship.
Designers could meet with the injection pressure, injection power and injection rate according to the Pareto-front. It
could improve the economic performance of large scale injection molding machine.
Table 5 shows the comparison of SPEA2+, SPEA2, and NSGA-II about the ratio of non-dominated individuals in order to
evaluate the accuracy of the obtained solution set.
4. Conclusion
Injection devices performance of an injection molding machine are improved. It makes use of two optimization models.
As a result, design solution can balance freely between multi-objectives. Pareto optimal-choosing method that is based
on fuzzy sets theory, excludes artificial optimal-choosing preference factors of uncertainty. When screw diameter and
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Table 4
The game relation of injection pressure and injection rate.
Parameters Q R D S
Value 1 275.8 32.7 575.5 0.160
Value 2 256.7 28.9 575.5 0.160
Value 3 251.1 25.6 575.5 0.160
Value 4 230.6 22.5 575.5 0.160
Value 5 215.5 21.9 575.5 0.160
Value 6 208.7 21.1 575.5 0.160
Value 7 196.3 19.8 575.5 0.160
Value 8 193.2 18.6 575.5 0.160
Value 9 189.6 17.9 575.5 0.160
Value 10 181.3 17.4 575.5 0.160
Value 11 178.3 17.0 575.5 0.160
Value 12 170.6 16.2 575.5 0.160
Value 13 160.2 15.6 575.5 0.160
Value 14 155.5 15.4 575.5 0.160
Value 15 149.7 15.1 575.5 0.160
Value 16 146.1 14.7 575.5 0.160
Value 17 144.5 14.5 575.5 0.160
Value 18 140.3 14.1 575.5 0.160
Value 19 138.9 13.7 575.5 0.160
Value 20 136.2 13.2 575.5 0.160
Performance design results.
Table 5
The comparison of SPEA2+, SPEA2, and NSGA-II.
Parameters SPEA2+ SPEA NSGA-II
Ratio 24 43 33
Cover rate 0.83 0.87 0.86
Comparison results.
maximum screw rotating speed are fixed, with the increasing of screw thread angle and measurable-section spiral groove
depth, the plasticizing capability of the screw is also gradually increasing.
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