Chemical reaction and optical dynamics in the liquid phase are strongly affected by specific solute-solvent interactions. The dynamical part of this coupling leads to energy fluctuations. The associated energy gap dynamics can be probed by using various nonlinear optical spectroscopies. We discuss various forms of photon echo-time-integrated, time-gated, and heterodyne-detected photon echo-as well as Fourier transform spectral interferometry. It is shown that for solutions of the dye molecule DTTCI, a system-bath correlation function can be acquired that provides a quantitative description of all (non)linear spectroscopic experiments. The deduced correlation function is projected onto the multimode Brownian oscillator model, which allows for a physical interpretation of the multiple-time correlation function and a determination of the spectral density relevant to the solvation process. The following applications of photon echo to condensed phase dynamics are discussed: enhanced vibrational mode suppression, Liouville pathways interference, and dynamical Stokes shift. Recent results of echo-peak shift experiments on the hydrated electron are also presented. The review concludes that photon echo should be useful as a novel tool to explore transition state dynamics.
INTRODUCTION
In the last decades, one of the greatest challenges for physical chemistry has been to relate solvent and solvation dynamics to chemical reactivity. Milestones are the work by Kramers (1) , who first modeled solvent-assisted barrier crossing, and the work by Marcus & Sutin (2, 3) , who laid the foundation for current understanding of electron transfer in solution. Marcus showed that next to the free energy difference between reactant and product, the solvation timescale is also an essential element.
Since these pioneering works, considerable advances have been made, both theoretically (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) and in terms of experiments testing these theories. For instance, on the theoretical side, the models to describe electron transfer have become more refined by including low-and high-frequency molecular vibrations explicitly into the calculations (22) . Also, the description of solvent dynamics has become more realistic by allowing solvent fluctuations to occur on multiple timescales (18) (19) (20) (21) instead of one, as in the original Marcus theory. Progress was also made in a description of solvation dynamics on a microscopic scale by molecular dynamics simulations (6) (7) (8) (9) (10) (11) (12) (13) (14) and the connection of the solvation to fluorescence Stokes shift dynamics. Successful attempts were also made to describe solvation dynamics in terms of instantaneous normal modes (15) (16) (17) . Despite the appeal of this approach, its usefulness remains to be tested and some problems, for instance the interpretation of the imaginary frequencies, remain to be adressed.
An important link between theory and condensed phase dynamics was made by the development of the multimode Brownian oscillator (MBO) model (18, 19) . This heuristic model allows for a simple interpretation of system-bath (SB) dynamics in terms of overdamped and underdamped oscillators. These oscillators can be viewed as solvent (or solute) degrees of freedom that are strongly coupled to the electronic states of interest. An equally important asset of the MBO model is that it provides a direct connection between experimental observables in linear and nonlinear optical spectroscopy and the rate of an electron-transfer reaction (20, 21) .
Although from a theoretical perspective it has been clear that measuring the solvation dynamics is important to further progress in our comprehension of electron transfer, experimentally the timescales for these liquid state dynamics, ranging from tens of femtoseconds to milliseconds, could not be covered before femtosecond lasers were developed (76) (77) (78) (79) .
Although optical spectra are determined by the full range of the solutesolvent dynamics, the retrieval of these dynamics from the spectra alone is impossible. It turns out that nonlinear optical spectroscopic techniques provide the key to map out the dynamics of the solute-solvent coupling underlying the optical lineshape . In case of solutions, pump-probe (45) (46) (47) , transient hole burning (48, 49) , resonance Raman scattering [50, see also the review by Myers (51) in this volume], and photon echo have been extensively used. Below we discuss the concept of photon echo in greater detail. For pure solvents, Rayleigh/Raman scattering (52) (53) (54) (55) , Raman echo (56) (57) (58) , and optical Kerr effect (59-69) have been explored.
Femtosecond photon echo is well suited to probe solvation dynamics, because it creates a time window through which this dynamical process can be monitored (80) . In the MBO model the decay of the photon echo is connected to solvation dynamics by the correlation function M(t):
where δω(t) is the time-dependent optical transition frequency of the solvated molecule and · · · indicates a statistical average over the ensemble. The solutesolvent coupling is thus projected into the SB correlation function M(t).
In this review we show that M(t) can be obtained by the use of different photon echo techniques. Although several of these echo techniques are not simple to implement in the laboratory, there is one notable exception: the socalled echo-peak shift (EPS) method. This method, first applied by De Silvestri et al (73, 74) , recently made its comeback after it was shown (75) that the EPS function tracks the SB correlation function remarkably well, except at very early times. Because photon echo probes the loss of coherence as well as the flow of population in a system, the EPS method will rapidly gain ground as a tool to probe condensed phase dynamics.
EXPERIMENTAL
For an experiment to be a success, a number of conditions must be met. Below we review briefly some prerequisites for a proper photon echo experiment.
Excitation Pulse Energy
To stay within the limits of the χ (3) perturbative approximation, the excitation pulses should rotate the Bloch vector over only a few degrees (81) . Typical dye molecules used have a dipole moment of about 1 D, implying that for a 10-fs pulse only 25 nJ is needed to generate a π/2-area pulse. This result shows that, in principle, a conventional continuous wave, mode-locked Ti:sapphire laser could be used for femtosecond photon echo experiments. However, for time-gated echo and higher-order spectroscopies (32, 33, (63) (64) (65) (66) (67) (68) (69) , a continuous wave mode-locked laser is not powerful enough.
Single-Shot Regime
To avoid accumulation of long-lived photoproducts, which can severely distort the signals, photon echo experiments should be done in the single-shot regime, where the system has completely relaxed. Another approach uses a new sample in every measurement, as can be achieved by use of a jet or by high-speed spinning of the sample. At typical sample speeds of 0.1-10 m/s, repetition rates of 5-500 kHz are allowed. Clearly, a conventional continuous wave, femtosecond Ti:sapphire, operating at 80 MHz, cannot be used, and either pulse picking or cavity dumping (yielding higher pulse energies as well) is necessary.
Cavity-Dumped Ti:Sapphire Laser
A simple and convenient way to generate higher-pulse intensities is to incorporate a cavity dumper into the resonator (82, 83) . In this manner, 13-fs, 60-nJ pulses can be generated at variable repetition rates. This laser can also easily be tuned (84) in the range of 760-860 nm, though at the expense of the pulse duration (∼25 fs). The short pulse duration, high peak power, variable repetition rate, and excellent stability of the cavity-dumped Ti:sapphire laser have been crucial to the success of the experiments described in this review.
THEORETICAL APPROACH
The interaction between an optically active chromophore and the solvent is described by a specific set of generalized solvation coordinates ( Figure 1a ). In the case of a linear coupling, these coordinates are represented by displaced harmonic oscillators. A direct consequence of this approach is that the optical dynamics of the system and in particular the energy gap fluctuations [characterized by the energy gap correlation function M(t)] are isomorphic with the nuclear dynamics of the generalized solvation coordinates. Knowledge of the dynamics of these solvation coordinates thus suffices to characterize the complete optical dynamics of the system. For a phenomenological description of the molecular motions in liquids, the MBO model will be employed (18, 19) . In this model, the solvation coordinates are coupled to a set of harmonic bath modes. Here we assume that the spectral distribution of these bath modes is uniform (Ohmic disspiation). With this particular choice of the bath, analytical expressions for the solvation coordinates can be derived. These enable the evaluation of the correlation function M(t) or, equivalently, the spectral density C(ω). From either of these functions, the complex lineshape function g(t) can be derived (Figure 1b ), from which the steady-state absorption and emission spectra can be calculated. From a cumulant expansion, the nonlinear response functions R(t 1 , t 2 , t 3 ) are obtained as a linear combination of line shape functions, taken at times t 1 , t 2 , t 1 + t 2 , etc. Finally, the induced third-order nonlinear polarization P (3) (t) is expressed as a convolution of the response function with the excitation fields. Depending on the experimental conditions, one observes specific projections of the polarization (Figure 1b ), which can be probed experimentally. In this paper, we discuss time-integrated, time-gated, and heterodyne-detected photon echo and spectral interferometry ( Figure 1b ). Once the induced polarization is fully characterized, the SB correlation function can be retrieved.
PHOTON ECHO SPECTROSCOPIES

Photon Echo: a Holographic Probe
Photon echo (81) is an optical response from a hologram written in frequency space. This hologram or frequency grating (85) is actually a fringe pattern of the form cos( − k 12 · r + φ 12 ), created in the sample's optical spectrum by the effect of two excitation pulses at a delay time τ . In the cos function, is the difference between the carrier frequency of the light field and the frequency of the absorber, whereas k 12 and φ 12 are the wave vector and phase difference, respectively, between the first two excitation pulses. The upper inset in Figure 2 depicts the frequency grating that is created after its formation [around M(t) = 1] in the ground state. In the excited state, a similar hologram denotes the frequency detuning from the optical transition. The excitation pulse sequence E 1 -E 3 as well as the emitted signals are depicted for M(t) = 1 (inhomogeneous broadening) and M(t) = 0 (homogeneous broadening). Note that in the former case, the signal is delayed with respect to the last excitation pulse (photon echo), whereas in the latter case, the signal maximum coincides with the last excitation pulse (free induction decay is formed but phase shifted by 180 degrees. These holograms fade in time by relaxation processes, which reduce the amplitude and contrast of the fringes (Figure 2 ). When the holograms are probed after a certain delay (waiting time), each hologram is read out, thereby generating a coherent response, called photon echo. The intensity of the echo field is related to the sum of the grating amplitudes in the ground and excited state, which decay through fluctuations of the transition frequencies, described by the correlation function M(t). The decay of the echo signal with time is therefore directly related to the solute-solvent dynamics.
To take advantage of the phase-match condition, photon echo experiments are often performed with the excitation pulses crossed at a small angle. In this way, the echo is launched into a direction different from any of the excitation pulses. In the simplest case, the signal is recorded using a slow detector, for instance a photodiode. More advanced detection schemes employ timegating (37, 38) or heterodyning (34, (70) (71) (72) . It is also possible to retrieve the echo using spectral interferometry (86) . The various techniques are addressed below.
Time-Integrated Detection: the Echo-peak Shift Measurement
The time-integrated stimulated photon echo (SPE) signal can be expressed as follows:
Here, P SPE denotes the third-order polarization, whereas t 12 and t 13 are the delays between the first two pulses and the first and third pulses, respectively. It has been shown that SPE intensity measurements as a function of the delays t 12 and t 23 provide no direct information on the SB dynamics, unless there is a strict separation of timescales [Bloch limit (28, 87) ]. Evidently, for solutions, a more direct probe of the correlation function is desired. More than a decade ago, it was shown that the EPS is an excellent probe of optical dynamics (73, 74) . A direct link between the EPS and a dynamical model, however, was not made. Recently, however, the EPS method revived, after it had been shown that there is a direct connection between the EPS and the amplitude of the SB correlation function at the selected waiting time (41, 75) . In an EPS experiment (Figure 3a ), the integrated photon echo intensity is measured for a fixed delay t 23 while scanning t 12 (Figure 3b ). The shift of the echo maximum with respect to zero delay along the t 12 axis constitutes the observable, the so-called EPS. It was demonstrated that a plot of the EPS as a function of waiting time t 23 tracks the SB correlation function, except at the earliest times (42, 75) :
where S EPS (t 23 ) is the measured EPS at delay t 23 and is the coupling strength parameter.
Experimentally, a precise measurement of the EPS is made as follows: Two echo signals in conjugate phase-matched directions k 3 + k 2 − k 1 and k 3 + k 1 − k 2 are recorded simultaneously (Figure 3a ). The EPS is then calculated as half the distance between the two corresponding maxima of the profiles fitted with a smooth function (e.g. polynomial or Gaussian). Using this procedure, the experimental precision can be as high as 0.2 fs. An example is shown in Figure 3c , based on a few hundred measurements. The quantum beats in the EPS function are due to wave packet dynamics in ground and excited states (42) . Because these dynamics are solvent independent, these beats must reflect intrachromophore vibrational dynamics. In contrast, the solute-solvent dynamics vary greatly between solvents. For instance, in ethylene glycol (EG) the EPS decays on a timescale of 50-200 ps, whereas in acetonitrile this timescale is approximately 3 ps. The long timescale dynamics in EG is, most likely, caused by diffusive solvent motion.
Although the EPS method can be used to determine the correlation function in various systems [for instance, dye solutions (34, 41, 42) , dye-doped polymers (88) , and biological systems (89)], it only yields a first-order estimate of the correlation function. Further improvement of this function is obtained by numerical calculations, which include the actual pulse shape (42) . Furthermore, the correlation function that emerges from the EPS measurement should be substantiated by other experiments and simulations thereof.
Time-Gated Photon Echo Spectroscopy
As noted above, there are fundamental reasons why the EPS method fails to yield the initial part of the correlation function (34, 42) . A more advanced-yet more elaborate-detection scheme employs time-gating, where the echo signal is mixed with a gate pulse in a nonlinear optical crystal ( Figure 4a ) (37, 38, 42) . For a gate pulse that is short compared with the temporal width of the echo, the signal at the sum frequency maps out the echo as a function of time t g (Figure 4b ):
One important observable concerns the maximum of the echo intensity profile (t max ) (42) as a function of the pulse delays t 12 and t 13 . In a typical time-gated echo experiment, the position of the echo maximum t max is plotted as a function of t 12 (Figure 4c ). The apparent break point in the curve at t 12 ≈ 30 fs signifies the presence of, at least, two distinctly different timescales in the correlation function. This break point reflects the average correlation time τ c of the fast part of the correlation function: The slow part of the echo-maximum curve equals the slope at long times t 12 (Figure 4c ):
∂t max ∂t 12 t 12 →∞ = arctg(α) = M slow (t 23 ).
6.
From the fits, given as solid lines in Figure 4c , we obtain τ c ∼ 10 fs and M slow (t 13 = 210 fs) ∼ 0.85. A 10-fs correlation time is consistent with earlier time-gated, two-pulse echo experiments (37) . With increasing waiting time t 13 , the slope of the echo-maximum curves decreases, eventually changing the echo-maximum curve from slightly upwardbending to an almost straight line (Figure 4d ). At this point, the loss of phase memory has transformed the echo into a free-induction-decay-like signal (see also the insets in Figure 2 ).
Comparing the EPS with time-gated echo, it is clear that the latter provides more detailed information on the correlation function. On the other hand, the EPS method is a much simpler technique.
Heterodyne-Detected Photon Echo
EPS and time-gated echo are both homodyne-type experiments, which implies that the information on the phase of the induced polarization is lost. Such data, however, is crucial if one wants to get facts on the time dependence of the mean energy, as reflected in the dynamical Stokes shift. To get access to the phase of the induced polarization, a heterodyne-detected photon echo (HSPE) experiment (34, 70-72, 84, 90) needs to be performed.
In a HSPE experiment, the fourth field, E 4 (t), serves as local oscillator, E LO (t), in heterodyne detection (Figure 5a ) of the induced polarization ( Figure 5b ):
In contrast to time-gated echo, which probes the modulus square of the polarization (Equation 4 ), the heterodyne-detected signal is directly proportional to the induced polarization. Furthermore, by controlling the optical phase between the signal and local oscillator, the in-phase (real) and in-quadrature (imaginary) components of the nonlinear polarization can be probed, from which the amplitude and phase of the polarization and the nonlinear response functions can be determined. Experimentally, phase control is achieved by using an actively stabilized Mach-Zehnder interferometer (91) (92) (93) . To properly define a spatially independent optical phase between the pulses, the wavevectors of the first and the second excitation pulses need to be equal: k 1 = k 2 (Figure 5b ). Two phase differences thus play a role: the relative phase φ 12 between the first pulse pair (E 1 -E 2 ) and the phase difference φ 34 for the second pulse pair (E 3 -E 4 ). It has been shown (72, 84) that for impulsive excitation, a measurement of phase-orthogonal HSPE signals (i.e. with φ 12 , φ 34 = 0, π/2) permits a full reconstruction of the echo amplitude S echo ∝ [S HSPE (0, 0) + S HSPE (π/2, π/2)] 2 + [S HSPE (π/2, 0) − S HSPE (0, π/2)] 2 ,
8.
and phase echo = arctan S HSPE (π/2, 0) − S HSPE (0, π/2) S HSPE (0, 0) + S HSPE (π/2, π/2) , 9.
where the arguments stand for the phases φ 12 and φ 34 , respectively. Note that the derivative of the echo phase (Equation 9) with respect to t 34 gives the instantaneous frequency of the echo signal. A full set of phase-orthogonal HSPE signals (71, 72, 84) was measured, from which the echo fields were reconstructed (Figure 5c, d ) , using Equations 8 and 9. For a waiting time of 210 fs, the echo amplitude peaks near t 34 ∼ 20 fs, consistent with time-gated echo experiments (Figure 4c ). For a waiting time of 200 ps, all phase memory is lost-the system is homogeneously broadened at this point-and the amplitude of the induced polarization peaks near t 34 = 0 ( Figure 5d ). Inspection of Figure 5c and d shows that the phase varies linearly with the delay t 34 . This indicates that the instantaneous frequency is constant at the timescale over which t 34 is scanned. If t 13 increases, the phase-vs-t 34 curve becomes steeper, indicating a red shift of the emission. In fact, this instantaneous frequency-shift tracks the dynamical Stokes shift, usually measured by fluorescence up-conversion (vide infra). Note that both the Bloch (87) and the Kubo model (94) cannot handle such frequency shifts.
Spectral Interferometry
Spectral interferometry (86) can be viewed as the frequency-domain analog of HSPE. Rather than monitoring the interference between the signal and the local oscillator in the time domain (HSPE), spectral interferometry explores their interference in the frequency domain. From the spectral interferogram one can readily deduce the spectral amplitude and phase of the signal field, provided the reference pulse has been completely characterized (95) (96) (97) (98) (99) . The main advantage of spectral interferometry compared with HSPE is that the full spectrum can be taken in a single shot, using an optical multichannel analyser, without having to measure the echo signal as a function of delay time t 34 .
Spectral interferometry can easily be done by a slight adjustment of the HSPE setup (Figure 6a ). However, there are two important differences. The first is that three instead of four pulses are needed. The second distinction is that the signal is dispersed through a polychromator prior to being detected by an optical multichannel analyzer. Note that the third excitation pulse acts also as the reference pulse, implying that all information on the induced polarization with respect to any of the excitation pulses is conserved. The recorded spectral interferogram is proportional to the imaginary part of the induced nonlinear polarization:
From Fourier-transformation of Equation 10, while taking into account that the polarization obeys causality [i.e. P (3) (t, t 12 , t 13 , φ 12 ) ≡ 0 for t < 0], the following relation can be derived (100):
11.
In general, Equation 11 yields a complex value for P (3) (t, t 12 , t 13 , φ 12 ). Performing two phase-orthogonal measurements, the transient echo amplitude can be derived (84):
from which the temporal amplitude and phase of the echo signal can be calculated. Figure 6b and c shows the spectrally resolved signals measured for φ 12 = 0 and φ 12 = π/2. Note that the interferograms are different from the excitation spectra. This is a clear signature of dephasing occurring during the time intervals t 12 and t 13 (86) .
Calculated according to Equation 12 , the amplitude and the phase of the echo signal (Figure 6d , e) are in close agreement with those obtained previously ( Figure 5c ). However, because the nonlinear polarization P (3) (t) has a non-zero amplitude for t < 0 in the case of finite pulse duration, the assumption made in the derivation of Equation 11 is not strictly fulfilled. This causes the maximum of the calculated echo profile to be slightly shifted toward shorter delays. Nonetheless, the spectral interferometry method presents an easy and simple alternative to the more accurate but tedious time-domain HSPE technique (42) .
DISCUSSION
The System-Bath Correlation Function
To relate the experimental data to the energy-gap correlation function, the MBO model was employed (19) . The EPS and time-gated echo-maxima functions (Figure 3) were used as a first-order approximation to the slow and fast part of the correlation function, respectively. From here on, iterative numerical calculations were performed to achieve the best fit to all data (Figures 3-5 (42). The resulting SB correlation functions of DTTCI in EG and acetonitrile (Figure 7a ) reflect the intrachromophore dynamics as well as the chromophoresolvent dynamics. The initial fast decay (on a 10-fs timescale) is attributed to energy redistribution among intrachromophore modes. The fastest solvation process takes place on a 100-fs timescale, whereas at slightly longer times, the decay of the prominent low-frequency intrachromophore mode occurs. On a 1-ps timescale, diffusive solvent motion occurs. The decay times of prominent high-frequency intramolecular modes proceeds on the same timescale. On longer timescales (∼10-100 ps, not shown), still slower diffusional processes occur as well as reorientational relaxation. Finally, the optical cycle is completed by population relaxation on a 1-ns timescale.
)
So far, the dye's optical transition has been described in terms of an electronic two-level system interacting with a bath comprised of both intra-and intermolecular degrees of freedom (Figure 1a ). Elimination of the intrachromophore dynamics from the total SB correlation function leaves the bare solvation correlation function (Figure 7b ). The ultrafast part of the depicted correlation functions (∼200 fs for EG and ∼150 fs for acetonitrile) is, most likely, linked to inertial solvation dynamics. The picosecond timescale part of the correlation function (up to 200 ps for EG) is attributed to a diffusive type of solvent motions.
Spectral Density of Solute-Solvent Interaction
Once the SB correlation function has been obtained, one can readily calculate the corresponding spectral density via a Fourier-transformation ( Figure 8 ) (19) . It has been suggested (35, 36, 38, 101) that solvation dynamics is induced by the same solvent motions that are probed in the optical Kerr effect (59) (60) (61) (62) . Figure  8b shows that for acetonitrile, the agreement between these spectral densities is remarkable, showing that in this solvent the solvent modes with the largest anisotropic polarizabilities are the ones that relax the optical dipole (35, 36, 101) .
For EG, a hydrogen-bonded solvent, the optical Kerr effect spectral density and the one derived from the SB correlation function overlap only at low frequencies, where the spectrum is mainly determined by collision-induced effects. Higher-frequency solvent motions seem to have little impact on the solvation process in EG (59, 61, 102) . A similar discrepancy occurs for methanol (42) , pointing at our lack of understanding of solvation processes on a microscopic level.
SELECTED RESULTS
Heterodyne-Detected Photon Echo as Alternative to Fluorescence Upconversion
In the framework of the MBO model, the instantaneous frequency of the HSPE signal is directly proportional to M(t) (72, 84) : Figure 9a presents the time-dependent phase of the HSPE signal for different waiting times t 13 . A nearly linear time dependence of the phase on the delay t 34 is observed, implying a constant instantaneous frequency of the emitted polarization. Figure 9a shows that with increasing delay t 13 , the phase-vs-t 34 curves exhibit a greater negative slope. For long times t 13 , the frequency shift approaches −λ, which is in fact the average of the Stokes shift in the ground state (0) and the excited state (−2λ). The deduced instantaneous frequency shift reflects directly the system correlation function (Figure 9b ). HSPE is therefore an alternative-although not easy to implement-to conventional fluorescence up-conversion methods (22, (103) (104) (105) (106) (107) (108) in measurement of the correlation function. It is especially useful in systems that exhibit a moderate Stokes shift.
Enhanced Vibrational Mode Suppression
Molecular electronic transitions are often strongly coupled to molecular vibrations. In order to capture the genuine solute-solvent dynamics, intramolecular wave packet dynamics either have to be accounted for in the analysis of the data or suppressed in the experiment. Suppression of a single vibrational mode can be accomplished if the third excitation pulse is delayed with respect to the first one by the inverse vibrational frequency (109, 110) . The system behaves then as if it were a pure two-level system. However, this method works well only for solids where inhomogeneous broadening is overwhelming. In solution, where homogeneous and inhomogeneous broadening are of the same order, the echo decays and profiles are virtually independent of whether the third pulse is in or out of phase with the rephasing wave packet (Figure 10a ).
In this case, mode suppression can be accomplished by diagonal time-gating (t = t 12 ) of the SPE (111). Diagonal time-gated SPE leads to enhanced mode suppression for systems that exhibit multiple timescale dynamics (Figure 10b ). For t 13 = 210 fs, where maximal mode suppression is expected, the slope of the signal is almost linear, signifying exponential decay of the echo, with a time constant of about 9 fs. For longer waiting times, the time-gated echo decays faster because of the vibrational dephasing. Another factor contributing to a faster echo decay is the transition from an inhomogeneous to a more homogeneous system.
Liouville-Pathway Interference and Coherent Control
The existence of multiple excitation pathways invites the exploration of Liouville-pathway interference effects in HSPE (49) . Interference occurs between the conventional and the virtual echo polarization, which in HSPE are emitted in the same direction (112) (113) (114) . The setting of the relative phases of the excitation pulses determines whether the interference between the conventional and virtual echoes is constructive or destructive. If φ 12 = 0, the echo fields interfere constructively, resulting in an enhanced signal (Figure 11a ). In contrast, if φ 12 = π/2, a phase shift of π occurs between the conventional and virtual echo fields. The resulting destructive interference leads to suppression of the signal at long delays t 13 (Figure 11b ). At the longest delays, the real and virtual echoes have merged, and the signal vanishes by destructive interference of equally intense but oppositely phased fields. Therefore, active control of the relative phases allows for switching between constructive and destructive interference. This phase-locked excitation scheme is of special interest to coherent control experiments in chemistry, where Liouville-space pathway interference is thought to be an important option (115) (116) (117) .
Ultrafast Hydrated-Electron Dynamics
The aqueous electron (118) is one of the simplest physical systems to study, therefore grasp of its dynamics is extremely important. It is unique in the sense that it provides the opportunity to confront results of state-of-the-art nonlinear optical experiments (119-129) with quantum molecular dynamics simulations (130) (131) (132) (133) (134) (135) (136) (137) (138) (139) . The hydrated electron is also important from a chemical point of view, as water is one of the most important solvents in chemistry. Because water has a large dipole moment and exhibits strong hydrogen bonding, its dynamics are often strongly coupled to the reaction path, especially when electronic charges are being shifted. Figure 12 presents results of EPS measurements on the hydrated electron, along with the deduced correlation function. The figure shows that excellent agreement exists between the calculated EPS based on the assumed correlation function. These ultrafast photon echo experiments also clearly resolve the wave packet dynamics in the coherent response of the hydrated electron. This wave packet feature is assigned to librational motions of water molecules, forming the cage in which the electron is trapped. Interestingly enough, this phenomenon has not been predicted by quantum-molecular dynamics simulations. Photon echo experiments on the hydrated with sub-5-fs optical pulses (140, 141) are 
CONCLUSIONS AND PROSPECTS
Using a variety of photon echo experiments, we have determined the SB correlation function of a dye molecule in solution. The physics of the correlation function was analyzed in terms of under-and overdamped Brownian oscillators, representing intramolecular vibrations and solvent motions, respectively. The spectral density of the solvent motions, which dominate the solvation response, agrees well with the spectral density obtained from optical Kerr effect measurements in the case of acetonitrile, but in the case of EG and other hydrogen-bonded solvents only the low-frequency parts overlap. This indicates that polarizability changes are not the only factor determining the effectiveness of the solute-solvent coupling.
The fact that only a few Brownian oscillators are needed to simulate the complex optical dynamics of a dye molecule in solution validates the use of the MBO model for liquid state dynamics. The next step is to project this parametrization onto a more microscopic model. The next challenge is to employ photon echo as a probe of reactive dynamics, for instance electron-and proton-transfer reactions, which are key processes in nature. In electron-and proton-transfer reactions, the solvent (or protein) responds to a change of electronic or protonic state by solvent shell (or protein nuclear) reorganization. An ultrafast study of reactive systems, aiming at a grasp of the interplay between reactive and solvent dynamics, seems promising. Photon echo is particularly suited to address these issues because it senses both electronic and vibrational coherences. In addition to single-color photon echo, two-color photon echo, which relies on correlations of the solvation response, should be explored.
