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The one-dimensional (1D) Hubbard model, describing electrons on a lattice with an on-site re-
pulsive interaction, provides a paradigm for the physics of quantum many-body phenomena. Here
by solving the thermodynamic Bethe ansatz equations we study the universal thermodynamics,
quantum criticality and magnetism of the 1D attractive Hubbard model. We show that the com-
pressibility and the susceptibility of the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO)-like state obey
simple additivity rules at low temperatures, indicating an existence of two free quantum fluids. The
magnetic properties, such as magnetization and susceptibility, reveal three physical regions: quan-
tum fluids at low temperatures, a non-Fermi liquid at high temperatures and the quantum fluid to
non-Fermi liquid crossover in between. The lattice interaction is seen to significantly influence the
nature of the FFLO-like state in 1D. Furthermore, we show that the dimensionless Wilson ratio
provides an ideal parameter to map out the various phase boundaries and to characterize the two
free fluids of the FLLO-like state. The quantum scaling functions for the thermal and magnetic
properties yield the same dynamic critical exponent z = 2 and correlation critical exponent ν = 1/2
in the quantum critical region whenever a phase transition occurs. Our results provide a rigorous
understanding of quantum criticality and free fluids of many-body systems on a 1D lattice.
PACS numbers: 71.10.Fd, 75.40.Cx,02.30.Ik
I. INTRODUCTION
How to capture the essential features of many-body
physics through a simple model is always of great im-
portance in condensed matter physics. In this regard,
the Hubbard model1 has long provided an active area
of research since it was put forward as an instance of a
Mott insulator and later considered as a potential high-
Tc superconductor. The Hubbard model has thus be-
come a prototypical strongly correlated system which
provides rich many-body phenomena, such as a Mott
transition, superconductivity, spin-charge separation and
a Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state. How-
ever, the Hubbard model, as a simplification of in-
teracting fermions on realistic lattices, can be analyti-
cally resolved in neither two-dimensions (2D) nor three-
dimensions (3D). The one-dimensional (1D) case within
a single band is integrable, firstly solved by Lieb and Wu
in terms of the Yang-Baxter equation2,3 and the nested
Bethe ansatz4 (see Ref. 5 for an extensive review). More
specifically, since Lieb and Wu’s seminal work, the 1D
repulsive Hubbard model has been investigated in vari-
ous aspects, including, but not restricted to, thermody-
namic properties in the ground state6–11, low-lying exci-
tations12–19, finite temperature thermodynamics16,20–24
and correlation functions25–35.
The thermodynamics of the 1D Hubbard model is ac-
cessible through two alternative approaches – the ther-
modynamic Bethe ansatz (TBA) equations20 and the
2quantum transfer matrix method36. The former is es-
tablished on the so-called ‘string hypothesis’ and Yang-
Yang grand canonical ensemble approach37, whereas the
latter stems from the lattice path integral formulations
for the partition function38. In principle, the low-lying
excitations can be constructed with the help of the TBA
equations in the zero temperature limit and by the log-
arithm of the Lieb-Wu equations16,18,19. Despite these
systematic approaches and other methods employed for
the study of the ground state properties4,6–11 and low-
lying excitations12–15,17, a complete understanding of the
universal thermodynamics and quantum criticality of the
1D Hubbard model has not yet been achieved. The key
reason for preventing the solution of this problem is the
difficulty of finding a suitable generating function for the
equation of state at low temperatures.
On the other hand, the correlation functions are also
extremely difficult to calculate directly using the Bethe
wave function. For a 1D conformally invariant system,
the critical exponents determining the power law decay
of correlation functions are connected with finite-size cor-
rections to the ground state energy39–41. The 1D re-
pulsive Hubbard model is conformally invariant only in
the vicinity of Fermi points. The conformal field the-
ory (CFT) approach provides one method to obtain the
asymptotics of correlation functions42. The low-lying
excitations provide a practicable opportunity for an in-
vestigation of long distance asymptotics of correlation
functions25, where the finite-size corrections are accessi-
ble through the Bethe ansatz method26. However, diffi-
culties involved in the actual calculations of correlation
functions usually prevent full access to the many-body
correlations27–31.
The mechanism of Cooper pairing in the 1D attrac-
tive Hubbard model has attracted attention32 due to the
discovery of high-temperature superconductors. In par-
ticular, the FFLO-like pair correlation and spin correla-
tions are consequently investigated by various methods,
such as density-matrix renormalization group33, quan-
tum Monte Carlo34 and CFT35,43. The nature of the
FFLO-like pair correlation was predicted in expansion
dynamics of the attractive Hubbard model trapped in
1D44. Very recently, trapping cold atoms on optical lat-
tices becomes a promising method to simulate the many-
body physics of the Hubbard model45–52. In particular,
ultracold atoms offer an ideal platform for testing results
predicted from 1D exactly solvable models50.
It is understood that the macroscopic behaviour
of 1D materials, such as the spin compound
Cu(C4H4N2)(NO3)2
53 and the heavy fermion mate-
rial YbNi4P2
54, demonstrates a type of 3D Fermi liquid
behaviour55,56. The motivation of the present work is to
provide understanding of free fluid nature and quantum
criticality in the context of the 1D attractive Hubbard
model. Firstly, the 1D attractive Hubbard model plays
an important role in understanding many-body phe-
nomena such as superconductivity, BEC-BCS crossover
and FFLO-like correlation33, with several publications
touching upon it6,9,11,17–19,22,24,32. Secondly, one expects
to find universal behaviour for this model, including
thermodynamics, quantum criticality and Luttinger
liquid properties. Thirdly, regarding the complicated
FFLO state, it is highly desirable to obtain simple
rules to describe the nature of quantum liquids in the
attractive Hubbard model. Last, but not least, the
interplay of this work with experiments with ultracold
atoms45–52 may broaden our knowledge of many-body
physics through 1D exactly solvable models.
This paper is organized as follows. In section II, we
present a derivation of the TBA equations for the 1D at-
tractive Hubbard model and determine the ground state
phase diagram. In section III, we derive the equation of
state in the strong coupling regime. In section IV, using
the equation of state, we obtain various analytical results
for the thermodynamics and magnetism which are rele-
vant to experimental study. We also investigate quantum
criticality and obtain the universal scaling forms of ther-
modynamic quantities. In section V, we demonstrate the
free fluid nature of the FFLO phase through the simple
additivity rules of the thermodynamic quantities. We
find that the compressibility Wilson ratio is very power-
ful in identifying the Fermi liquid/Tomonaga-Luttinger
liquid phases in the low temperature phase diagram. The
last section VI is reserved for a summary and conclusion.
We conclude this section by noting that this article
provides a fuller and more detailed account of our key
results presented elsewhere57.
II. THERMODYNAMICS: THE YANG-YANG
APPROACH
A. Thermodynamic Bethe Ansatz equations
The 1D Hubbard model is described by the Hamilto-
nian
H =−
L∑
j=1
∑
a=↑,↓
(
c†j,acj+1,a + c
†
j+1,acj,a
)
+ u
L∑
j=1
(1− 2nj,↑) (1− 2nj,↓) , (1)
where c†j,a and cj,a are the creation and annihilation op-
erators of fermions with spin a (a =↑ or a =↓) at site
j in a 1D periodic lattice of length L, nj,a = c
†
j,acj,a is
the corresponding particle number operator, and u rep-
resents an on-site interaction between particles (u > 0
for repulsion and u < 0 for attraction). By means of the
Bethe ansatz, the eigenenergies of the Hamiltonian are
given by E = −2∑Nj=1 cos kj + u(L − 2N), where the
quasimomenta {kj} satisfy the Lieb-Wu equations4
exp(i kjL) =
M∏
α=1
sin kj − Λα + iu
sin kj − Λα − iu, (2)
3N∏
j=1
sin kj − Λβ + iu
sin kj − Λβ − iu = −
M∏
α=1
Λα − Λβ + 2 iu
Λα − Λβ − 2 iu, (3)
where {Λβ} denote spin rapidities, j = 1, 2, . . . , N , β =
1, . . . ,M , with N and M the total particle number and
spin down particle number, respectively.
FIG. 1: A schematic configuration of the k-Λ strings of length-
1, 2, 3. The k-Λ bound states are formed by the charge mo-
menta and spin rapidities displayed within the dashed bound-
aries. In each k-Λ bound state sin k’s share a real part with
the spin rapidities. A length-m k-Λ string contains m rapidi-
ties in Λ-space and 2m quasimomenta in k-space. In contrast
to the two component Fermi gas, many electrons on a 1D
lattice are allowed to form a bound state of multiparticles.
Similar to the analysis20 used for the repulsive case
u > 0, one finds that the roots to the Bethe ansatz equa-
tions (2) and (3) for the attractive Hubbard model can be
divided into three categories: single real k, k − Λ string
and Λ−Λ string, which constitute the string hypothesis.
They are given by19,22
• single real k’s.
• the α-th k-Λ string of length-m, for which there
are 2m k’s,
k1α = arcsin(Λ
′
α
m
+ im |u|),
k2α = arcsin(Λ
′
α
m
+ i (m− 2) |u|),
k3α = π − k2α,
...
k2m−2α = arcsin(Λ
′
α
m − i (m− 2) |u|),
k2mα = arcsin(Λ
′
α
m − im |u|), (4)
accompanied by m spin-rapidities
Λ′α
m,j
= Λ′α
m
+ i (m+ 1− 2j) |u|, (5)
in Λ space, where j = 1, 2, 3, . . . ,m and Λ′α
m
is the
real center of the k − Λ string, see Fig. 1.
• the β-th Λ-Λ string of length-m,
Λm,jβ = Λ
m
β + i (m+ 1− 2j) |u|, (6)
where j = 1, 2, 3, . . . ,m, and Λmα is the real center
of the Λ string. The Λ strings represent the spin
wave bound states in the spin sector.
In the above equations we denoted Mm, M
′
m, and Me
as the number of Λ strings of length m, of k-Λ strings
of length-m, and of single real k’s, respectively. It is
easy to see that M =
∑∞
m=1m(Mm + M
′
m) and N =
Me +
∑∞
m=1 2mM
′
m.
Substituting the string hypothesis into the Lieb-Wu
equations and taking logarithms leads to the discrete
nested BA equations
kj L = 2π Ij +
∞∑
m=1
M ′m∑
α=1
θ
(
sin kj − Λ′αm
m|u|
)
+
∞∑
m=1
Mm∑
α=1
θ
(
sin kj − Λmα
m|u|
)
, (7)
N−2M ′∑
j=1
θ
(
Λnα − sin kj
n|u|
)
= 2π Jnα +
∞∑
m=1
Mm∑
β=1
Θnm
(
Λnα − Λmβ
n|u|
)
, (8)
2LRe
[
arcsin(Λ′α
n
+ in |u|)] = 2π J ′αn +
N−2M ′∑
j=1
θ
(
Λ′α
n − sin kj
n|u|
)
+
∞∑
m=1
M ′m∑
β=1
Θnm
(
Λ′α
n − Λ′βm
|u|
)
, (9)
where M ′ =
∑∞
m=1mM
′
m is the total number of Λ’s involved in the k-Λ strings, θ(x) = 2 arctan (x), and
Θnm(x) =


θ
(
x
|n−m|
)
+ 2θ
(
x
|n−m|+2
)
+ · · ·+ 2θ
(
x
n+m−2
)
+ θ
(
x
n+m
)
if n 6= m
2θ
(
x
2
)
+ 2θ
(
x
4
)
+ · · ·+ 2θ
(
x
2n−2
)
+ θ
(
x
2n
)
if n = m.
(10)
The quantum numbers Ij , J
n
α and J
′
α
n
are either integers or half-odd integers, stemming from the multivaluedness
4of the log functions. They are determined by the relations
Ij =
{
integers if
∑∞
m=1(M
′
m +Mm) is even
half-odd integers if
∑∞
m=1(M
′
m +Mm) is odd,
Jnα =
{
integers if N −Mn is odd
half-odd integers if N −Mn is even,
J ′α
n
=
{
integers if L−N +M ′n is odd
half-odd integers if L−N +M ′n is even.
With the help of the string hypothesis, the eigenener-
gies are
E = −2
N−2M ′∑
j=1
cos kj − 2uN + uL (11)
−4
∞∑
n=1
M ′n∑
α=1
Re
[√
1− (Λ′αn + in |u|)2
]
.
We now introduce counting functions for the quan-
tum numbers, y(kj) = 2π Ij/L, zn(Λ
n
α) = 2π J
n
α/L and
z′n(Λ
′
α
n
) = 2π J ′α
n
/L. Considering the thermodynamic
limit, N,M,L → ∞ with N/L, M/L finite, we further
define the distributions
dy(k)
dk
= 2π
[
ρp(k) + ρh(k)
]
,
dzn(Λ)
dΛ
= 2π
[
σpn(Λ) + σ
h
n(Λ)
]
,
dz′n(Λ)
dΛ
= 2π
[
σ′n
p
(Λ) + σ′n
h
(Λ)
]
,
where ρp, σpn, σ
′
n
p
(ρh, σhn, σ
′
n
h
) are root densities of parti-
cles (holes) in quasimomenta of excess fermions, Λ-string
parameter space and k − Λ string space, respectively.
Then one can derive the densities of excess fermions, Λ-
spin strings and k − Λ strings, with
ρp(k) + ρh(k) =
1
2π
(12)
− cos k
∞∑
n=1
∫ ∞
−∞
dΛ an(sin k − Λ)
[
σpn(Λ) + σ
′
n
p
(Λ)
]
,
σhn(Λ) =
∫ pi
−pi
dk an(sin k − Λ)ρp(k)
−
∞∑
m=1
Anm ∗ σpm(Λ), (13)
σ′n
h
(Λ) =
1
π
Re
[
1√
1− (Λ + in |u|)2
]
(14)
−
∞∑
m=1
Anm ∗ σ′mp(Λ)−
∫ pi
−pi
dk an(sin k − Λ)ρp(k),
where the function
an(x) =
1
2π
2n|u|
(n|u|)2 + x2 .
As usual, ∗ stands for the convolution (f ∗ g)(Λ) =∫∞
−∞ f(Λ− Λ′)g(Λ′)dΛ′, namely,
Anm ∗f(x) = δn,m f(x)+
∫ ∞
−∞
dy
2π
d
dx
Θnm
(
x− y
|u|
)
f(y).
Here we denoted the derivative of the function Θnm as
1
2π
d
dx
Θnm (x) =


a|n−m|(x) + 2a|n−m|+2(x)
+ . . .+ an+m(x) if n 6= m
2a2(x) + 2a4(x) + . . .
+2a2n−2(x) + a2n(x) if n = m.
The root distribution functions (12)-(14) determine
spin and charge excitations, spin dynamics and full en-
ergy spectra. In the grand canonical ensemble, the Gibbs
free energy per site can be expressed in terms of these
root densities in different sectors
f = e− µnc − 2Bm− T s
=
∫ pi
−pi
dk (−2 cosk − µ− 2u−B)ρp(k)
−
∞∑
n=1
∫ ∞
−∞
dΛσ′n
p
(Λ)
[
4Re
√
1− (Λ′αn + in |u|)2
+n(2µ+ 4u)]
+
∞∑
n=1
∫ ∞
−∞
dΛ 2nB σpn(Λ)− T s+ u, (15)
where µ is the chemical potential, B the magnetic field
and T the temperature. In the above equations nc is the
particle density, m = N−2M2L the magnetization and s the
entropy per site.
Following the Yang-Yang grand canonical descrip-
tion37, the entropy per site is explicitly given by
s =
∫ pi
−pi
dk
{(
ρp(k) + ρh(k)
)
ln
(
ρp(k) + ρh(k)
)
− ρp(k) ln ρp(k)− ρh(k) ln ρh(k)
}
+
∞∑
n=1
∫ ∞
−∞
dΛ
{(
σ′n
p
(Λ) + σ′n
h
(Λ)
)
ln
(
σ′n
p
(Λ) + σ′n
h
(Λ)
)
− σ′np(Λ) ln σ′np(Λ)− σ′nh(Λ) lnσ′nh(Λ)
}
5+
∞∑
n=1
∫ ∞
−∞
dΛ
{(
σpn(Λ) + σ
h
n(Λ)
)
ln
(
σpn(Λ) + σ
h
n(Λ)
)
− σpn(Λ) lnσpn(Λ)− σhn(Λ) lnσhn(Λ)
}
. (16)
In the following, we only consider the physics with B ≥ 0
and µ ≤ 0.
In the thermodynamic equilibrium, the true equilib-
rium state can be determined by the minimization of the
free energy with respect to the densities. Carrying out
a variation of (15) under the restriction of (12)-(14), we
obtain the TBA equations for the attractive Hubbard
model in the form
εu(k) = −2 cosk − µ− 2u−B
+
∞∑
n=1
∫ ∞
−∞
dΛ an(sin k − Λ)ε′−n (Λ)
−
∞∑
n=1
∫ ∞
−∞
dΛ an(sin k − Λ)ε−n (Λ), (17)
εn(Λ) =
∫ pi
−pi
dk cos k an(sin k − Λ)εu−(k)
+ 2nB +
∞∑
m=1
Tnm ∗ ε−m(Λ), (18)
ε′n(Λ) = −4Re
√
1− (Λ + in |u|)2 − n(2µ+ 4u)
+
∫ pi
−pi
dk cos k an(sin k − Λ)εu−(k)
+
∞∑
m=1
Tnm ∗ ε′−m (Λ), (19)
where we have denoted
εu−(x) = T ln
(
1 + e−ε
u(x)/T
)
,
ε′−n (x) = T ln
(
1 + e−ε
′
n(x)/T
)
,
ε−n (x) = T ln
(
1 + e−εn(x)/T
)
.
In the above equations, we defined the dressed energies
εu(k) = T ln ζ(k) = T ln ρh(k)/ρp(k),
εn(Λ) = T ln ηn(Λ) = T lnσ
h
n(Λ)/σ
p
n(Λ),
ε′n(Λ) = T ln η
′
n(Λ) = T lnσ
′
n
h
(Λ)/σ′n
p
(Λ).
The convolution Tnm ∗ f(x) = Anm ∗ f(x) − δn,mf(x) is
defined by convention.
The TBA equations (17)-(19) indicate that the dressed
energies εu(k), εn(Λ), ε
′
n(Λ) describe the excitation ener-
gies which are subject to interactions among the bound
states of electrons, spin wave fluctuations, magnetic field
and chemical potential. They contain full thermal and
magnetic fluctuations in both spin and charge degrees of
freedom. Therefore from these equations we can deter-
mine the thermal and magnetic properties of the model in
full temperature regimes. After some algebra, the Gibbs
free energy per site is consequently given by
f = u−
∫ pi
−pi
dk
2π
εu−(k) (20)
−
∞∑
n=1
∫ ∞
−∞
dΛ
π
Re
[
1√
1− (Λ + in |u|)2
]
ε′−n (Λ).
This result builds up analytical access to the full ther-
modynamics of the model.
B. Zero Temperature Phase Diagram
In the zero temperature limit, most dressed energies
are nonnegative and thus make no significant contribu-
tions to the free energy (20). We observe that in the
ground state, there exist only unpaired fermions and
bound pairs of fermions. The spin Λ-Λ strings Eq.(18) are
suppressed due to the fact that in the FFLO-like phase
IV, the spin wave bound states ferromagnetically couple
to the Fermi sea of the unpaired fermions. The driving
term in the TBA equation (18) is positive due to this
ferromagnetic ordering. At T → 0, the Λ-Λ strings are
gapped. The driving term in the TBA equation (19) can
be positive when n ≥ 2 due to the negative chemical po-
tential. Taking the limit T → 0, the corresponding TBA
equations (17) and (19) thus reduce to coupled linear in-
tegral equations, called the dressed energy equations,
εu(k) =− 2 cosk − µ− 2u−B
−
∫ A
−A
dΛ a1(sin k − Λ)ε′1(Λ), (21)
ε′1(Λ) =− 2µ− 2
∫ pi
−pi
dk cos2 k a1(sin k − Λ)
−
∫ Q
−Q
dk cos k a1(sin k − Λ)εu(k)
−
∫ A
−A
dΛ′ a2(Λ− Λ′)ε′1(Λ′), (22)
where the integration boundaries Q and A represent the
Fermi points of these two kinds of states (pairs and single
fermions). In Eq. (22) we used the expression
4Re
√
1− (Λ− in|u|)2 − 4n|u|
=
∫ pi
−pi
dk
π
cos2 k 2n|u|
(nu)2 + (sin k − Λ)2 .
The integration boundaries are determined by εu(±Q) =
0 and ε′1(±A) = 0. Within the intervals [−Q,Q] and
[−A,A], the dressed energies are negative, i.e., εu(k) ≤ 0
6and ε′1(Λ) ≤ 0. This means that particle states occupy
all vacancies in the two Fermi seas.
With the help of (12)-(14), the root densities for quasi-
momentum k and spin rapidity Λ in the k-Λ string of
length-1 at zero temperature are expressed as
ρ(k) =
1
2π
− cos k
∫ A
−A
dΛ a1(sin k − Λ)σ′1(Λ), (23)
σ′1(Λ) =
1
π
Re
1√
1− (Λ + i |u|)2 −
∫ Q
−Q
dk a1(sin k − Λ)ρ(k)
−
∫ A
−A
dΛ′ a2(Λ− Λ′)σ′1(Λ′). (24)
In the grand canonical ensemble, we explicitly write
down the above root densities, which satisfy the two
conditions
∫ Q
−Q dk ρ(k) + 2
∫ A
−A dΛ σ
′
1(Λ) = N/L and∫ A
−A dΛ σ
′
1(Λ) = M/L = N↓/L. Thus the total par-
ticle density is given by nc = N/L =
∫ Q
−Q dk ρ(k) +
2
∫ A
−A dΛ σ
′
1(Λ) and the magnetization per site by m =
(N − 2M)/(2L) = 12
∫ Q
−Q dk ρ(k).
By varying the integration boundaries Q and A, the
system possesses different fillings and quantum phases.
A phase transition occurs when the dressed energies ex-
actly satisfy εu(0) = 0, εu(π) = 0 or ε′1(0) = 0. Con-
sequently we can determine five phases, (I) vacuum, (II)
fully polarized state, (III) half-filling state, (IV) partially
polarized state, i.e., FFLO-like state, (V) fully paired
state. The phase boundary between (I) and (V) is deter-
mined by ε′1(0) = 0 together with the condition Q = 0.
Then the TBA equation (22) leads to the critical field
value µc = 2|u| − 2
√
1 + u2. The phase boundary be-
tween (I) and (II) and between (II) and (III) are deter-
mined by the conditions A = 0, εu(0) = 0 and by A = 0,
εu(π) = 0, respectively. With regard to the boundaries
for the FFLO-like phase, the situation is much more
subtle. The phase boundary between (II) and (IV) is
determined by ε′1(0) = 0 and ε
u(Q) = 0, while the
phase boundary between (IV) and (V) is determined by
εu(0) = 0 and ε′1(A) = 0.
The phase boundaries in the ground state phase dia-
gram Fig. 2 are summarized as follows
• (I-V)
µc1 = 2|u| − 2
√
1 + u2. (25)
• (I-II)
µc2 = −B − 2u− 2. (26)
• (II-III)
µc3 = 2−B − 2u. (27)
• (II-IV)
µc4 =2|u| − 2
√
1 + u2
−
∫ Q
−Q
dk cos k a1(sin k)[cosQ− cos k], (28)
Bc4 =2
√
1 + u2 − 2 cosQ
−
∫ Q
−Q
dk cos k a1(sin k)[cosQ− cos k], (29)
with Q ∈ [0, π].
• (IV-V) This phase transition occurs if the critical
magnetic field is sufficient to break the bound state
of fermions, whose boundary in principle is fixed by
ε′1(Λ) =− 2µ− 2
∫ pi
−pi
dk cos2 k a1(sin k − Λ)
−
∫ A
−A
dΛ′ a2(Λ− Λ′)ε′1(Λ′), (30)
ε′1(A) = 0, (31)
µ =− 2− 2u−B −
∫ A
−A
dΛ a1(Λ)ε
′
1(Λ). (32)
When A ≪ 1, the density for pairs of fermions
is low, the phase boundary could be obtained by
iteration, i.e., by applying Taylor expansion to (30)
with respect to Λ, it can be approximately resolved
by iteration. The solution of (31) gives A in terms
of µ and B, then we derive the phase boundary by
substituting the above results for A into the Eqs.
(30) and (32). By iteration, we finally obtain
µc5 ≈ 2|u| −B − 2
+
4
√
2
π|u|α1
[
µc5 + 2(
√
1 + u2 − |u|)
] 3
2
. (33)
Here at low energy physics only length-1 k-Λ strings
are involved. From the TBA equations (17)-(19),
we may introduce the parameters αn and βn to
indicate the interacting effect of the length-n k-Λ
bound states on a lattice in the low density regiem.
They are given by
αn =
∫ pi
−pi
dk
2n |u| cos2 k(n2u2 − 3 sin2 k)
π(n2u2 + sin2 k)3
,
βn =
∫ pi
−pi
dk an(sin k).
In general, αn represents the lattice effect in the
length-n k-Λ strings.
Meanwhile, if A ≫ 1, the phase boundary is given by
(A23) and (A29) in Appendix (VIIA), where we have
used the Wiener-Hopf method to solve the TBA integral
equations.
From the dressed energy equations (21) and (22) the
complete phase diagram at zero temperature is shown
in Fig. 2. This phase diagram was also obtained by the
Shiba transformation, which builds up a mapping be-
tween repulsive and attractive regions in the ground state
7of the Hubbard model5. However, once we are concerned
with the low temperature thermodynamics, correlation
functions and quantum criticality, the Shiba transforma-
tion does not work in actual calculations, see the analysis
of the ground state properties of the attractive Hubbard
model27–31. This is mainly because the different spin-spin
strings, k − Λ strings and excess fermions have different
cut-off processes (the cut-off strings, see Appendix B) at
low temperature physics. For example, the spin fluctua-
tion term (the third term) in the unpaired dressed energy
can be safely ignored in the strongly attractive Hubbard
model at low temperatures. However, the counterpart
of such a spin fluctuation term in the repulsive Hubbard
model essentially determines the antiferromagnetic or-
dering. Even in the repulsive regime, such spin string
dynamics, quantum criticality and scaling functions still
lack an analytical calculation. The ground state proper-
ties of the attractive Hubbard model were initially stud-
ied by Woynarovich11. In this paper, using the TBA
equations (17)-(19), we obtain exact results for the FFLO
pairing correlation, universal thermodynamics and quan-
tum criticality of the 1D attractive Hubbard model. Our
study provides a precise understanding of the universal
low energy physics of interacting fermions with pairing
and depairing on a 1D lattice.
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FIG. 2: Ground state phase diagram of the 1D attractive
Hubbard model with |u| = 1 in the µ-B plane. In the phase
diagram, the critical fields are µc = 2|u| − 2
√
1 + u2 < 0,
Bc1 = 2|u| − 2+ 2
∫∞
−∞
dω J1(ω) exp(−|u|ω)
w cosh(uω)
and Bc2 = 2+ 2|u|.
The different phases are denoted by (I) vacuum, (II) fully
polarized state, (III) half-filling state, (IV) partially polarized
state, (V) fully paired state. The phase boundaries are defined
by equations (25)-(33). For comparison the low temperature
phase diagram is given in Fig. 9.
III. EQUATION OF STATE
The TBA equations describe the full thermodynamics
of the model. At low temperatures quantum liquid be-
havior and critical scaling in the thermodynamics should
be obtained from the TBA equations (17)-(19). However,
the analysis of such coupled nonlinear integral equations
provides a formidable challenge. In particular, it is chal-
lenging to solve infinitely many coupled nonlinear inte-
gral TBA equations, i.e., the desired analytical or numer-
ical solution is not achievable by solving the whole set of
TBA equations. This obstacle prevents us to understand
the microscopic Cooper pairing mechanism and many-
body phenomena for this model. On the other hand, in
the FFLO-like phase IV, the spin wave bound states fer-
romagnetically couple to the Fermi sea of the unpaired
fermions. In this phase, except two gapless excitations
in the sectors of bound pairs and excess fermions, there
exist a spin wave ferromagnetic fluctuation, which is no
longer a linear dispersion. Bosonization or Tomonaga-
Luttinger liquid (TLL) theory58 are not available once
such a ferromagnetic ordering is involved in the low tem-
perature physics. A similar situation was studied in the
1D two-component Bose gas59.
Moreover, the TLL is not applicable to the quantum
critical region near a phase transition. Here we proceed
with an analytical investigation of the low energy physics
of the 1D attractive Hubbard model beyond the scope
of the TLL approaches. In order to obtain the univer-
sal thermodynamics and quantum criticality of the 1D
attractive Hubbard model, we first solve the TBA equa-
tions (17)-(19) analytically in the strong coupling regime.
We will derive the equation of state which is crucial for
the investigation of the quantum criticality of the model.
These results can be helpful to understand current ex-
perimental developments in ultra-cold atoms45–50.
In the following discussion we mainly concentrate on
the low density regime. In general, it is very difficult to
find universal characteristics of quantum liquids in quan-
tum many-body systems, for example, for the Gaudin-
Yang Fermi gas60. Under the assumption that the den-
sity of pairs and the bound states of multiple fermions
are low and the interaction is strong, the TBA equations
(17)-(19) can be rewritten as
εu(k) =− 2 cosk + 2a¯ cos2 k − µ− 2u−B +
∞∑
n=1
pbn
+ a¯− Te−2B/T e−K¯I0(K¯) + o
(
1
|u|4
)
, (34)
ε′n(Λ) =− 2nµ+ ηn −
d1
πn|u| −
d2
π(n|u|)3
+ Λ2
[
d1
π(n|u|)3 − ϕn
]
+ o
(
1
|u|4
)
, (35)
where K¯ =
∫ pi
−pi
dk
2pi cos k ln(1+e
−εu(k)/T ) and I0(x) is the
zeroth order modified Bessel function, which stems from
the spin-wave contributions. In the above equations, we
8denoted
d1 = 2π −
∫ pi
−pi
dk cos k εu−(k),
d2 = −π
2
−
∫ pi
−pi
dk cos k sin2 k εu−(k),
ηn =
∞∑
m=1
∫ ∞
−∞
dΛTnm(Λ)ε
′−
m (Λ),
a¯ =
1
2
∞∑
n=1
∫ ∞
−∞
dΛ
[
bn(Λ)− 4bn(Λ)Λ
2
(nu)2 + Λ2
]
ε′−n (Λ),
ϕn =
∞∑
m=1
∫ ∞
−∞
dΛQnm(Λ)ε
′−
m (Λ),
with bn(Λ) =
an(Λ)
(nu)2+Λ2 and
Qnm(x) =


b|n−m|(x) + 2b|n−m|+2(x) + . . .
+2bn+m−2(x) + bn+m(x) if n 6= m
2b2(x) + 2b4(x) + . . .
+2b2n−2(x) + b2n(x) if n = m.
(36)
The results (34) and (35) are valid for the low density
limit and strong interaction regime.
Substituting Eqs. (34) and (35) into (20), the pressure
per unit length is given by p = pu +
∑∞
n=1 p
b
n + |u| with
pu = T
∫ pi
−pi
dk
2π
ln
(
1 + e−ε
u(k)/T
)
, pbn = T
∫ ∞
−∞
dΛ
π
Re
[
1√
1− (Λ + in |u|)2
]
ln
(
1 + e−
ε′n(Λ)
T
)
. (37)
Using the results (34) and (35) and taking integration by
parts within the above expressions for the effective pres-
sures (37), we then obtain the set of coupled equations
pu = T ln
(
1 + e(µ+2u+B−
∑∞
n=1 p
b
n+a¯−2)/T
)
(38)
−2a¯
π
∫ 1
−1
dx
x2/
√
1− x2
1 + e2x/T /z
+
2a¯
1 + e4/T /z2
+
2
π
∫ 1
−1
dx
arccos(−x)
1 + e2x/T /z
+ o
(
1
u4
)
,
pbn = T
[
1− 1
4(nu)2
]
ln
(
1 + e2nµ/T
)
(39)
+
2Dn
π
[
1− 1
4(nu)2
] ∫ ∞
0
dx
arctan
√
x
1 + eDnx/T /ζn
+o
(
1
u4
)
,
which serve as the equations of state. In the above equa-
tions,
Dn =
d1
πn|u| − (nu)
2ϕn,
z = e(µ+2u+B−
∑∞
n=1 p
b
n+a¯)/T ,
ζn = e
(
2nµ−ηn+ d1pin|u|+
d2
pi(n|u|)3
)
/T
.
We also defined the auxiliary functions
d1 = 2π − 4
∫ 1
−1
dx
√
1− x2
1 + e2x/T /z
−4a¯
∫ 1
−1
dx
x3/
√
1− x2
1 + e2x/T /z
+ o
(
1
u4
)
,
d2 = −π
2
− 4
3
∫ 1
−1
dx
(1− x2)3/2
1 + e2x/T /z
+ o
(
1
u4
)
,
a¯ =
∞∑
n=1
Dn
π(nu)2
∫ ∞
0
dx
√
x/(1 + x)2
1 + eDnx/T /ζn
+ o
(
1
u4
)
,
ηn =
∞∑
m=1
T
ξ
nm(m) + o
(
1
u4
)
,
ϕn =
∞∑
m=1
T
φ
nm(m) + o
(
1
u6
)
. (40)
In these equations, we define Txnm(m) = x
m
|n−m| +
2xm|n−m|+2 + · · · + 2xmn+m−2 + xmn+m, with xm0 = 0 (x =
η, φ) and auxiliary functions
ξmp =T ln
(
1 + e2mµ/T
)
+
2Dm
π
∫ ∞
0
dx
arctan
(
m
p
√
x
)
1 + eDmx/T /ζm
,
φmp =
T
2(pu)2
(
1 + e2mµ/T
)
+
m
p
Dm
πu2
∫ ∞
0
dx
√
x/(p2 +m2x)
1 + eDmx/T /ζm
+
Dm
π(pu)2
∫ ∞
0
dx
arctan
(
m
p
√
x
)
1 + eDmx/T /ζm
. (41)
These functions are indicative of the sophisticated many-
body effects induced by k-Λ strings of different lengths. A
more detailed derivation of the above result is presented
in Appendix VII B.
In order to conceive the universal behavior of the sys-
tem, we need to further simplify the equations of state
(38) and (39). To this end, we utilize the conditions
| µT | ≫ 1 and strong interaction |u| ≫ 1, which suppress
the large length k-Λ strings in this physical regime. We
9observe that no larger length-n k-Λ bound states than
n = 1 exist in the FFLO phase IV at low tempera-
tures. Then the pressure per unit length simplifies to
p = pu + pb + |u|, where pu and pb are given by
pu =T ln
(
1 + e(µ+2u+B−p
b−2)/T
)
+
2
π
∫ 1
−1
dx
arccos(−x)
1 + e2x/T /z1
+ o
(
1
u2
)
, (42)
pb =
2D1
π
∫ ∞
0
dx
arctan
√
x
1 + eD1x/T /ζ
+ o
(
1
u2
)
, (43)
where z1 = e
(µ+2u+B−pb)/T , ζ = e(2µ−η+
d1
pi|u| )/T and the
above auxiliary functions with n = 1 read
D1 =
d1
π|u| − u
2ϕ, (44)
d1 = 2π − 4
∫ 1
−1
dx
√
1− x2
1 + e2x/T /z1
+ o
(
1
u2
)
, (45)
η =
2D1
π
∫ ∞
0
dx
arctan
(
1
2
√
x
)
1 + eD1x/T /ζ
+ o
(
1
u2
)
, (46)
ϕ =
D1
2πu2
∫ ∞
0
dx
√
x/(4 + x)
1 + eD1x/T /ζ
+
D1
4πu2
∫ ∞
0
dx
arctan
(
1
2
√
x
)
1 + eD1x/T /ζ
+ o
(
1
u4
)
.(47)
Here we only consider the corrections up to order 1/|u|
in the strong coupling regime |u| ≫ 1. The equations
of state (42) and (43) give a very good approximation of
the low energy physics. In Fig. 3, we demonstrate the
accuracy of these equations compared to the numerical
results obtained from the TBA equations (17)-(19). The
peaks in the susceptibility and the discontinuities of the
first derivative of the density reveal important behavior
of the model near quantum phase transitions.
The pressures (42) and (43) could be further approx-
imately resolved by appropriate iteration. For the low
density regime nc ≪ 1, we expand the numerators in the
pressure pb and the auxiliary functions η and ϕ with re-
spect to a small value of x in these integrals. Then we
can represent η and ϕ in terms of pb. After iteration
we thus obtain pb ≈ −T 32 f 3
2
/
√
d1
|u| − pip
b
8 , where we have
defined fs = Lis
[
− exp
(
1
T
(
2µ− pb2 + d1pi|u|
))]
in terms
of the polylog function Lis (x). Using this expression for
pb and after some lengthy algebra, we finally obtain the
closed form expressions
pb =− 1√
πD0
T
3
2 f˜ 3
2
+ o
(
1
u2
, T 2
)
, (48)
pu =T ln
(
1 + e(µ+2u+B−p
b−2)/T
)
(49)
+
2
π
∫ 1
−1
dx
arccos(−x)
1 + e2x/T /(z0 e−p
b/T )
+ o
(
1
u2
, T 2
)
FIG. 3: A comparison between the analytic results (42) and
(43) and the numerical results obtained from the TBA equa-
tions (17)-(19). We set up natural units in the plots. The
upper and the lower panels respectively show the density and
susceptibility vs. magnetic field across phases V, IV, II, III at
a fixed chemical potential µ = −0.08, temperature T = 10−4
and interaction strength u = −10. The sudden changes in the
density and susceptibility show subtle scaling behavior near
phase transitions.
for the two pressures, with the auxiliary functions
d0 =2π − 4
∫ 1
−1
dx
√
1− x2
1 + e2x/T /z0
+ o
(
1
u2
, T 2
)
, (50)
D0 =
d0
|u|π +
1
8
√
|u|
d0
T
3
2 g 3
2
+ o
(
1
u2
, T 2
)
. (51)
In results (48) and (49), f˜s = gs − 12
√
|u|
d0
T
1
2 gs gs−1,
z0 = e
(µ+2u+B)/T and gs = Lis
[
−e(2µ+
d0
|u|pi )/T
]
. The
pressures (48) and (49) give deep insight into quantum
scaling in the critical regimes.
IV. QUANTUM CRITICALITY
Quantum phase transitions occur in the attractive
Hubbard model at zero temperature as the external mag-
netic field and chemical potential are varied across any
phase boundary in Fig. 2. In general, near a quantum
critical point, the model is expected to show universal
scaling behaviour in the thermodynamic quantities due
to the collective nature of many-body effects61. We see
that the 1D attractive Hubbard model is an ideal model
to explore such a universal scale-invariant description on
a 1D lattice, which can be determined by the power-law
scaling of the various thermodynamic properties. The
behavior of the thermodynamic quantities is governed
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by scaling functions with critical exponents in the V-
shaped region fanning out to finite temperatures from the
quantum critical point. In order to calculate the thermo-
dynamic quantities which contain enough thermal and
quantum fluctuations to describe quantum criticality, we
here use the form of the equation of state with the re-
sults given in (42), (43), and (45)-(47) for the pressure
terms. We observe that first-order derivatives of these
pressures with respect to µ or B form a set of linear equa-
tions. Solution to this set of linear equations directly
leads to the particle density nc =
(
∂p
∂µ
)
B
and magne-
tization m = 12
(
∂p
∂B
)
µ
. Similarly, one can derive the
second-order derivatives of the pressures, the compress-
ibility κ =
(
∂n
∂µ
)
B
and the susceptibility χ =
(
∂m
∂B
)
µ
.
The corresponding scaling laws can be obtained in the
different physical regimes.
At very low temperatures, spin fluctuation in the
FFLO-like phase is suppressed, as are the bound states
of higher k-Λ strings for |µ/T | ≫ 1. In this regime,
the thermodynamics of the model is governed by a two-
component TLL or say two-component Fermi liquid con-
sisting of excess fermions and of hard-core bosonic charge
bound states. The leading low-temperature correction to
the free energy is given by
f ≈ f0 − πT
2
6
(
1
v1
+
1
v2
)
, (52)
where f0 is the ground state free energy and v1 (v2) is the
sound velocity of excess fermions (bound pairs). This re-
sult is valid for arbitrary interaction strength. When the
particle density is very low, i.e., n1,2 ≪ 1, we explicitly
obtain the two velocities
v1 ≈ 2πn1
[
1 + 4
n2
|u| + 12
(
n2
|u|
)2]
,
v2 ≈π n2
√
2α1
β1
[
1 +
1
β1
(
2
n1
|u| +
n2
|u|
)
+
3
β21
(
2
n1
|u| +
n2
|u|
)2]
, (53)
where the lattice parameters
α1 =
∫ pi
−pi
dk
2|u| cos2 k (u2 − 3 sin2 k)
π(sin2 k + u2)3
,
β1 =
∫ pi
−pi
dk a1(sin k), (54)
are functions of |u| representing the lattice effect62. In
the above equations, n1,2 stands for the densities of ex-
cess fermions and the bound pairs, respectively. We plot
the two lattice parameters against interaction strength in
Fig. 4. We shall see that the critical exponents and ther-
modynamics of the model are subject to these two param-
eters. The susceptibility is independent of temperature
so that the dimensionless Wilson ratio reaches a constant
(we will study this nature of the Fermi liquid in the next
section). The TLL validates only in the region below
the crossover temperatures, where the entropy or specific
heat retains a linear temperature-dependence, see the
dashed lines in Fig. 5. The entropy in the temperature-
magnetic field plane displays the visible areas of the crit-
ical regions (QC) near different critical points. In what
follows, we will derive the scaling functions for the critical
regions.
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FIG. 4: The lattice interacting parameters for the length-1
k−Λ strings as a function of the interaction strength u. The
parameter α1 strongly affects the band dispersion of bound
pairs. The paramter β1 presents a lattice contribution to the
free energy of the pairs.
FIG. 5: Contour plot entropy vs. magnetic field B for the 1D
attractive Hubbard model. The numerical calculation is per-
formed by solving the TBA equations (17)-(19) with a fixed
chemical potential µ = −0.828 and interaction u = −1. The
crossover temperatures (white dashed lines) fanning out from
the critical points separate different TLL phases from the
quantum critical regimes. The linear temperature-dependent
entropy breaks down when the temperature is greater than
these crossover temperatures. Here TLLu and TLLb respec-
tively stand for the TLLs of unpaired fermions and bound
pairs. TLLm stands for the two-component TLL of the FFLO-
like state.
Using the equation of state with the pressures (42),
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(43), and (45)-(47), we can further derive the scaling
forms of the thermodynamic quantities in the critical
regimes. Analytic results for the scaling functions help to
understand the microscopic origin of quantum criticality
of the 1D attractive Hubbard model. For convenience,
we first simplify the auxiliary functions
δ =
1
π
∫ 1
−1
dx
1
1 + e2x/T /z¯0
x√
1− x2 ,
γ =
1
π
∫ 1
−1
dx
1
1 + e2x/T /z¯0
1√
1− x2 ,
γ′ =
1
πT
∫ 1
−1
dx
e2x/T /z¯0
(1 + e2x/T /z¯0)2
1√
1− x2 ,
δ′ =
1
πT
∫ 1
−1
dx
e2x/T /z¯0
(1 + e2x/T /z¯0)2
x√
1− x2 , (55)
where z¯0 = exp
(
µ+ 2u+B + T
3
2 g 3
2
/
√
πD0
)
with D0
given in (51). By virtue of results (42), (43), and (45)-
(47), the closed form expressions for thermodynamic
quantities can be derived. For strong attraction, we have
the relations
nc = γ + (1− γ)∂p
b
∂µ
, (56)
m =
1
2
[
γ + (1 − γ)∂p
b
∂B
]
, (57)
κ =
(
1− ∂p
b
∂µ
)2
γ′ + (1 − γ)∂
2pb
∂µ2
, (58)
χ =
1
2
[(
1− ∂p
b
∂B
)2
γ′ + (1− γ)∂
2pb
∂B2
]
, (59)
for thermodynamic quantities. Here we calculated the
derivatives of the pressures
∂pb
∂µ
= −
τ
1
2
(
2f 1
2
− τf 3
2
)
∆t
, (60)
∂pb
∂B
= −
2 δτ
1
2
(
f 1
2
− τf 3
2
)
|u|∆t , (61)
∂2pb
∂µ2
= −
f− 12
(
16π −√πτ 32 f 3
2
)
4D0τ
1
2∆3t
, (62)
∂2pb
∂B2
= −
2δ′τ
1
2 (f 1
2
− τf 3
2
)
|u|∆t −
πδ2f− 12
u2D1τ
1
2
(
4f 1
2
− τf 3
2
)
∆4t
×
(
16
√
πf 1
2
− 8τ 12 f21
2
− 5τ 32 f 1
2
f 3
2
− 4√πτf 3
2
)
(63)
with τ = T/D0 and ∆t =
√
π − 12τ
1
2 f 1
2
+ 18τ
3
2 f 3
2
. These
results constitute very accurate results for the thermody-
namics. The asymptotic results for the thermodynamic
properties (56)-(59) have been demonstrated in Fig. 3.
The universality class of quantum criticality is deter-
mined by the critical exponents. As we have seen in
Fig. 2, the 1D attractive Hubbard model has a rich
phase diagram. At least one branch of the density of
states shows sudden change when the driving parame-
ters vary across the phase boundary in the phase dia-
gram. The singular behavior of thermodynamic prop-
erties is uniquely determined by the critical exponents,
which are independent of the microscopic details of the
system. Indeed, quantum criticality of quantum many-
body systems depends solely on the dimensionality and
the symmetry of the Hamiltonian. Here we expand the
above equations of state for the thermodynamic quan-
tities in the limit |µ − µc| ≪ T . We derive the scaling
forms of the thermodynamics at quantum criticality and
thus read off the critical exponents.
We find that the suddenly changed density of state
usually results in a quantum phase transition, so that the
thermodynamical properties can be cast into the forms
of universal quantum scaling functions in the critical re-
gion. For example, for the phase transition from the
fully-paired phase V to the FFLO-like state IV, thermo-
dynamic quantities of excess fermions display the singu-
lar parts in the scaling functions, whereas the thermody-
namic properties of the bound pairs present the regular
parts. In contrast to the attractive SU(2) Fermi gas, the
half-filling phase in the attractive Hubbard model con-
tributes a constant regular part to the thermodynamic
quantities due to its unique band-filling.
Our results for the scaling functions of particle den-
sity, magnetization, compressibility and susceptibility are
summarized as follows:
• phase transition (I-V),
nc =−
√
2|u|
π
T
1
2 Li 1
2
(
− exp
(
2µ− 2µc1
T
))
,
m ≈ 0,
κ =− 2
√
2|u|
π
T−
1
2 Li− 12
(
− exp
(
2µ− 2µc1
T
))
,
χ ≈ 0. (64)
• phase transition (I-II),
nc =− 1
2
√
π
T
1
2Li 1
2
(
− exp
(
µ− µc2
T
))
,
m =− 1
4
√
π
T
1
2Li 1
2
(
− exp
(
µ− µc2
T
))
,
κ =− 1
2
√
π
T−
1
2Li− 12
(
− exp
(
µ− µc2
T
))
,
χ =− 1
4
√
π
T−
1
2Li− 12
(
− exp
(
µ− µc2
T
))
. (65)
• phase transition (II-III),
nc =1 +
1
2
√
π
T
1
2 Li 1
2
(
− exp
(
−µ− µc3
T
))
,
m =
1
2
+
1
4
√
π
T
1
2 Li 1
2
(
− exp
(
−µ− µc3
T
))
,
12
κ =− 1
2
√
π
T−
1
2Li− 12
(
− exp
(
−µ− µc3
T
))
,
χ =− 1
4
√
π
T−
1
2Li− 12
(
− exp
(
−µ− µc3
T
))
. (66)
• phase transition (II-IV),
nc =nb4 + λ1T
1
2Li 1
2
(
− exp
(
2(µ− µc4)
T
))
,
m =mb4 + λ2T
1
2Li 1
2
(
− exp
(
2(µ− µc4)
T
))
,
κ =κb4 + λ3T
− 12Li− 12
(
− exp
(
2(µ− µc4)
T
))
,
χ =χb4 + λ4 T
− 12Li− 12
(
− exp
(
2(µ− µc4)
T
))
. (67)
• phase transition (V-IV),
nc =nb5 + λ5 T
1/2Li1/2
(
− exp
(
µ− µc5
T
))
,
m = − 1
4
√
π
T 1/2 Li1/2
(
− exp
(
µ− µc5
T
))
,
κ =κb5 + λ6 T
−1/2 Li−1/2
(
− exp
(
µ− µc5
T
))
,
χ = − 1
4
√
π
T−1/2Li−1/2
(
− exp
(
µ− µc5
T
))
. (68)
In the above scaling forms some constants are given in
Appendix VIIC. These scaling forms can be cast into the
form of well known universal scaling laws. For example,
the universal scaling laws for the density and compress-
ibility read61,63–65
n(µ,B, T ) =n0(µ,B, T ) + T
d/z+1−(1/νz)G
(
µ− µc
T 1/νz
)
,
κ(µ,B, T ) =κ0(µ,B, T ) + T
d/z+1−(2/νz)F
(
µ− µc
T 1/νz
)
,
(69)
where n0 and κ0 are the regular parts, i.e., the back-
ground values before the phase transition. Meanwhile
G(x) = Li 1
2
(x), F(x) = Li− 12 (x) give the scaling func-
tions in the singular parts. From the above scaling forms,
we read off the dynamical exponent z = 2 and correla-
tion critical exponent ν = 1/2. This scaling theory is
valid for all phase transitions across the phase bound-
aries in the phase diagram 2. Such universal scaling laws
are demonstrated in Fig. 6 for various phase transitions.
The above scaling forms are observed to give the same
critical exponents which characterize the universality
class of free-fermion criticality. An intuitive explanation
for this result is that the phase transitions occurred in the
1D Hubbard model have a common feature: at least one
branch of Fermi sea vanishing, namely εu,b(0) = 0. This
naturally leads to a change in dispersion, i.e., a linear
dispersion vanishes while a quadratic dispersion is cre-
ated when the phase transition occurs. This change in
dispersion underlies a universality class of quantum crit-
icality, see also the recent studies of the 1D interacting
Bose gas66 and the 1D Heisenberg spin chain67.
Moreover, the phase V in the phase diagram Fig. 2
shows a gapped phase (fully paired phase), where the
susceptibility reveals a particular exponential decay at
low temperatures. Using the equation of state with the
pressures (42), (43), and (45)-(47), we further show that
the susceptibility decays exponentially with the energy
gap induced by the ferromagnetic ordering, namely
χ ≈ T
−1/2
4
√
π
e−∆/T , (70)
where the energy gap is given by ∆ = εu(0) = −2 −
µ − 2u − B + pb with pb = 4(2pi−q3/3)3|u|pi
(
1 + 2|u|piµ2pi−q3/3
) 3
2
.
This result can also be obtained by applying Sommer-
feld expansion in Eq. (48). We approximately obtain the
susceptibility χ ≈ 12γ′ ≈ −T
−1/2
2
√
pi
Li− 12
(−e−∆/T ) from
Eq. (59). In the next section, we further demonstrate
the macroscopic nature of the susceptibility in the FFLO
phase.
V. FREE FLUIDS AND ADDITIVITY RULES
Fermi liquid theory is believed to break down in 1D
strongly correlated systems due to the absence of well
defined quasi-particles58. Consequently the TLL theory
is generally believed to describe the collective low-lying
excitations in 1D many-body systems. Despite such a
big difference in the microscopic origins of the two low-
energy theories, both the Fermi liquid and the TLL share
a common feature – a small distortion of the Fermi sur-
face or Fermi points results in the universal low-energy
physics of many-body systems. From the results of the
last section, we observed that at very low temperatures
the low-energy physics of the FFLO-like state is governed
by the universality class of a two-component TLL. How-
ever, in view of the macroscopic properties of the 1D
attractive Hubbard model, we argue that such a univer-
sality class of two-component TLL reveals an important
nature of free fluids. In order to show this elegant nature,
we will introduce two effective chemical potentials for the
excess fermions and bound pairs on a 1D lattice. Then
we will show that the thermodynamic properties in the
FFLO-like phase behave like two independent free fluids.
In particular, we find simple additivity rules for the com-
pressibility and susceptibility which represent a universal
characteristic of quantum liquids at the renormalization
fixed point.
Prior to a discussion of the free fluids, we first make an
approximation for the zero temperature TBA equations
Eqs. (21) and (22) in the low density regime,
ε1(k) = k2 − µ1 − a1 ⋆ ε2(k), (71)
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FIG. 6: Scaling laws for thermodynamic quantities vs. chem-
ical potential at different temperatures. The intersection
points in (a), (b), (c) and (d) give the critical points for phase
transitions (I-II), (II-III), (II-IV) and (I-V), respectively.
ε2(Λ) =α1Λ
2 − α1µ2 − a1 ⋆ ε1(Λ)− a2 ⋆ ε2(Λ), (72)
where am ⋆ ε
n(x) =
∫ yc
−yc dy am(x− y)εn(y) with yc being
the Fermi point of εn(y), i.e., εn(yc) = 0. In the above
equations, we introduced the effective chemical potentials
for excess fermions and bound pairs as
µ1 =µ+B + 2u+ 2, (73)
µ2 =
2
α1
(
µ+ 2
√
u2 + 1− 2|u|
)
. (74)
The effective chemical potential of the bound pairs re-
veals a deep physical insight into the crossover from Bose-
Einstein condensate (BEC) to Bardeen-Cooper-Schrieffer
(BCS) superconductor. Later we shall see these effective
chemical potentials reveal an important free quantum liq-
uid nature. We will show that for the balanced case the
effective chemical potential µ2 varies from the kinetic en-
ergy of bound pairs to the free Fermi energy when the
interaction changes from negative infinity to zero. This
reveals a 1D analogue of the BEC-BCS crossover. This
form of the TBA equations is useful to access the ground
state properties, such as sound velocities, stiffness and
effective chemical potentials. By virtue of Eqs. (71) and
(72) we rewrite the free energy per site (20) as
f = u+
∫ kc
−kc
dk
2π
ε1(k) +
∫ Λc
−Λc
dΛ
2π
β1ε
2(Λ), (75)
where εu = ε1 and ε′1 = ε
2.
We now proceed to calculate the TLL parameters of
the model and compare them with those of the 1D attrac-
tive SU(2) Fermi gas60. The basic idea is to express the
effective chemical potentials in terms of the Fermi points
by employing iteration of Eqs. (71) and (72). Using the
fact that the two dressed energies vanish at their corre-
sponding Fermi points, we express those Fermi points in
terms of the densities of excess fermions and bound pairs.
We shall see that this process leads to a separation of two
free fluids in the ground state energy per site.
In order to simplify the lengthy iterations, we firstly
rescale the TBA equations (71) and (72) by defining
ε˜n = εn/u2, µ˜n = µn/u
2, y˜c = yc/|u|, and a˜n(x) =
n
pi
1
n2+x2 . Then we introduce a vector presentation of
the rescaled TBA equations. In view of the properties
of even functions, we utilize the base
{
k2n
}
and
{
Λ2n
}
(n = 0, 1, 2, . . .) to expand these scalar equations, thus
we have, respectively
~ε 1 = ~V 1 −A1(Λ˜c) ~ε 2, (76)
~ε 2 = ~V 2 −A1(k˜c) ~ε 1 −A2(Λ˜c) ~ε 2. (77)
The vectors ~V 1 = [−µ˜1, 1, 0, . . .]t and ~V 2 =
[−α1µ˜2, α1, 0, . . .]t are the driving terms and the su-
perscript t represents transpose operation. The matrix
A
n(y˜c)~ε corresponds to the integral
∫ y˜c
−y˜c dy a˜n(x−y)ε˜(y).
Furthermore, as we only retain the first few leading
terms, ~εn and An(y˜c) can be expanded as sums of a few
leading orders with respect to yc, i.e., ~ε
n = ~εn(0) + ~ε
n
(1) +
~εn(2)+ . . . and A
n(y˜c) = A
n
(1)(y˜c) +A
n
(3)(y˜c) +A
n
(5)(y˜c) +
. . .. More details of the latter expansion are presented
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in section VII D. Substituting these expansions into the
TBA equations of vectorial form Eqs. (76) and (77), and
sorting terms order by order, leads to the set of equations
~ε 1(0) =
~V 1, ~ε 2(0) =
~V 2,
~ε 1(1) =−A1(1)(Λ˜c)~ε 2(0),
~ε 2(1) =−A1(1)(k˜c)~ε 1(0) −A2(1)(Λ˜c)~ε 2(0),
~ε 1(2) =−A1(1)(Λ˜c)~ε 2(1),
~ε 2(2) =−A1(1)(k˜c)~ε 1(1) −A2(1)(Λ˜c)~ε 2(1),
~ε 1(3) =−A1(1)(Λ˜c)~ε 2(2) −A1(3)(Λ˜c)~ε 2(0),
~ε 2(3) =−A1(1)(k˜c)~ε 1(2) −A2(1)(Λ˜c)~ε 2(2) −A1(3)(k˜c)~ε 1(0)
−A2(3)(Λ˜c)~ε 2(0). (78)
It is easy to solve the above vectorial forms ~ε 1(r) and
~ε 2(r) with r = 1, 2, 3. We then substitute these results
into the scalar expression of the rescaled TBA equa-
tions. Together with ε˜n(y˜c) = 0 and the expansion
µ˜n = µ˜
(2)
n +µ˜
(3)
n +µ˜
(4)
n +· · · , we then obtain a set of recur-
rence equations for µ˜
(2)
n , µ˜
(3)
n and µ˜
(4)
n . Here we observe
that the expansions for chemical potentials begin from
n = 2 due to the fact that ε˜1(k˜c) = −µ˜1+k˜2c+o
(
k˜3c
)
= 0,
i.e., µ˜1 = k˜
2
c + o
(
k˜3c
)
. Similarly for µ˜2. We solve these
equations and then express the solution as the vectorial
equation [
µ˜1
α1µ˜2
]
=
(
I+
2
3
T
)[
k˜2c
α1Λ˜
2
c
]
, (79)
where the matrix T is given by
T =
1
π
[
0 2Λ˜c
2k˜c Λ˜c
]
. (80)
Finally, the free energy per site Eq. (75) is expressed in
terms of Fermi points kc and Λc, with result
f = − 2
3π
(
k3c + α1β1Λ
3
c
)
+ u. (81)
We now proceed to obtain the particle densities in
terms of the Fermi points. To this end, we turn to the
total particle density nc and magnetization m¯ per site
based on Eq. (75),
nc =− ∂f
∂µ
= −
∫ kc
−kc
dk
2π
∂ε1
∂µ
− β1
∫ Λc
−Λc
dΛ
2π
∂ε2
∂µ
,
m¯ =− ∂f
∂B
= −
∫ kc
−kc
dk
2π
∂ε1
∂B
− β1
∫ Λc
−Λc
dΛ
2π
∂ε2
∂B
.
In order to get closed forms for these two properties, we
first take partial derivatives of Eqs. (71) and (72) with
respect to µ and B, respectively. Then we rewrite these
integral equations in terms of the vectorial forms similar
to Eqs. (76) and (77). Finally, by lengthy iteration and
after some manipulations, we obtain[
n˜1
n˜2
]
=
1
π
(
I−T+T2)t [ k˜c
β1Λ˜c
]
, (82)
where n˜r = nr/|u| (r = 1, 2) with n1 = m¯ and
n2 = (nc − n1) /2 being respectively the densities for
the excess fermions and bound pairs. Here the redefined
m¯ = 2m is introduced according to the original TBA
equations. An inverse of Eq. (82) gives the cut-off mo-
menta in terms of the densities n1,2
kc ≈ πn1
3∑
n=0
(
2n2
|u|
)n
,
Λc ≈ πn2
β1
3∑
n=0
[
2n1 + n2
β1|u|
]n
. (83)
For the next step, substituting Eq. (83) into (81), leads
to separating the ground state energy per site into the
energies of excess fermions and bound pairs, with result
e = e1 + e2 + eb. (84)
Here eb is the binding energy and the subscripts 1 and 2
denote the excess fermions and bound pairs, respectively.
The terms are given explicitly by
e1 =
π2
3
n31
[
1 + 2
(
2n2
|u|
)
+ 3
(
2n2
|u|
)2]
, (85)
e2 =
π2
3
α1n
3
2
β21
[
1 + 2
(
2n1 + n2
β1|u|
)
+ 3
(
2n1 + n2
β1|u|
)2]
,
(86)
eb =− (2u+ 2)n1 − 4
(
u+
√
u2 + 1
)
n2. (87)
As usual, we define a dimensionless interaction strength
γs = 2|u|/ns (s = 1, 2)60. Using the relation
Ks = π/
√
3e(γs)− 2γsde(γs)
dγs
+
1
2
γ2s
d2e(γs)
dγ2s
, (88)
the Luttinger parameters for the excess fermions and
bound pairs can be directly worked out to be
K1 = 1, K2 = 2
√
2
β1√
α1
[
1− 2
β1 γ2
+
1
(β1 γ2)2
]
. (89)
We note that the Luttinger parameter K2 in the fully
paired phase depends explicitly on the lattice parameters
α1 and β1. This behavior is different from the constant
value K2 = 4 for the bound pairs phase of the strongly
attractive SU(2) Fermi gas60. In the limits u → 0 and
ns/|u| small, the lattice parameters α1 → 2, β1 → 2.
Thus we have K2 = 4 which is the same as for the SU(2)
Fermi gas. The two limits u → 0 and ns/|u| ≪ 1 repre-
sent the lattice-gas mapping between 1D attractive Hub-
bard model and SU(2) Fermi gas9.
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Beside this framework of the TLL theory, we also find
that for the low density case, the chemical potentials for
the unpaired fermions and pairs are given explicitly by
µ1 = πn
2
1A
2
1 +
4π2α1
3β31 |u|
n32A
3
2, (90)
µ2 = π
2n
2
2
β21
A22 +
4π2
3α1|u|n
3
1A
3
1 +
2π2
3β31 |u|
n32A
3
2, (91)
where A1 = 1 +
2n2
|u| +
(
2n2
|u|
)2
and A2 = 1 +
2n1+n2
β1|u| +(
2n1+n2
β1|u|
)2
, which indicate interacting effects among
pairs and unpaired fermions. We observe that the chem-
ical potential µ2 tends to the kinetic energy of bound
pairs in the BEC limit |u| → ∞. Whereas in the weak
coupling limit, |u| → 0, µ2 tends to the Fermi energy of
the free fermions on a 1D lattice. The effective chemical
potentials (90) and (91) reveal that the thermodynamic
quantities could be separable, i.e., the total is equal to
a sum of the effective thermodynamic quantities of two
individual constituents.
Here we further derive the additivity rules for the com-
pressibility and susceptibility. For the compressibility,
using the standard thermodynamic relation κ =
(
∂nc
∂µ
)
B
,
the derivatives of the density and effective chemical po-
tentials for fixed magnetic field could be further expressed
as dnc = dn1 + 2dn2 and dµ1 =
α1
2 dµ2 = dµ, respec-
tively. Inserting these relations into the definition of com-
pressibility, κ = ∂nc∂µ
∣∣∣
B
= dn1+2dn2
dµ , we thus obtain
κ = κ1 +
2
α1
κ2. (92)
Here the effective compressibilities of excess fermions and
bound pairs are defined as κ1 =
(
∂n1
∂µ1
)
B
and κ2 =
2
(
∂n2
∂µ2
)
B
. Details are given in see in Appendix VII D.
The additivity rule (92) for the compressibility can be
confirmed numerically, as shown in Fig. 7(a).
For the susceptibility in the canonical ensemble, de-
fined as χ¯ =
(
∂m¯
∂B
)
nc
, it is straightforward to see dnc =
dn1 + 2dn2 = 0 and dB = dµ1 − α12 dµ2, and thus the
additivity rule
1
χ¯
=
1
χ¯1
+
α1
2
1
χ¯2
. (93)
Here χ¯1 =
(
∂n1
∂µ1
)
nc
and χ¯2 = 2
(
∂n2
∂µ2
)
nc
are the effec-
tive susceptibilities for excess fermions and bound pairs,
respectively. These explicit expressions for the effec-
tive thermodynamic quantities can be found in Appendix
VIID. The additivity rule (93) for the susceptibility can
also be confirmed numerically, as shown in Fig. 7(b).
Similar to the observation concerning TLL parameters,
the additivity rules for the 1D attractive Hubbard model
also reduce to those for the SU(2) Fermi gas through the
FIG. 7: Additivity rules: (a) Compressibility κ and (b)
spin susceptibility χ vs. magnetic field B for the attractive
Hubbard model with u = −1 and µ = −0.8282. The red
dashed lines show the result obtained from the additivity rules
(92) and (93). At low temperatures, all compressibility and
susceptibility curves collapse into the zero temperature ones
obeying the additivity rules. In the vicinity of the critical
points such free fluids nature beaks down.
lattice-gas mapping. In Appendix VII D we calculate the
individual compressibility and susceptibility explicitly.
The simple additivity nature of the thermodynamics
at low temperatures characterizes the universal low en-
ergy physics of the FFLO-like state of the 1D attractive
Hubbard model. In this sense, the additivity rules reflect
a universal nature of the multicomponent TLL in 1D.
The simple additivity rule thus reveals the significant
two free fluid nature of the FFLO phase, as predicted
in expansion dynamics of the FFLO state in 1D44. The
macroscopic magnetic properties in the FFLO-like phase
show the properties of the ordinary higher-dimensional
Fermi liquid, see Fig. 8. This figure shows that in the
free fluids region the magnetization is nearly tempera-
ture independent. In the non-Fermi liquid region ther-
mal fluctuations gradually overwhelm quantum fluctua-
tions. Thus the magnetization has a uniform tempera-
ture dependence for different magnetic fields, indicating
paramagnetism. The non-Fermi liquid crossover region
reveals a scaling invariance, which was studied in Section
IV. Such Fermi liquid-like features have been found in
the spin compound Cu(C4H4N2)(NO3)2
53 and the heavy
fermion material YbNi4P2
54. The study of Fermi and
non-Fermi liquids in 1D has received significant recent
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FIG. 8: Numerical results for the magnetization vs. loga-
rithm of the temperature for different magnetic fields. Here
we have set a fixed chemical potential µ = −0.14 and interac-
tion strength u = −7. For magnetic field B > Bc = 12.11065
(phase IV), three regions are clearly displayed: The free fluids
region at low temperatures, non-Fermi liquid region at higher
temperatures, and a crossover in between. For magnetic field
B < Bc (phase V), the magnetization displays the gapped
nature of a non-Fermi liquid phase.
interest56,68,69.
Using the explicit expressions for the compressibility
(92) and susceptibility (93), we may calculate the Wil-
son ratio, which is a dimensionless ratio defined as the
susceptibility or compressibility over the specific heat di-
vided by the temperature. The Wilson ratio is the ra-
tio describing quantum fluctuations and energy thermal
fluctuations. Both the Fermi liquid and TLL give a con-
stant Wilson ratio60, i.e., two types of fluctuations are
on equal-footing in temperature scaling. However, near
a critical point, the dimensionless Wilson ratios exhibits
a sudden enhancement indicating a sudden change in the
density of state. Therefore the Wilson ratios serves as a
powerful tool for distinguishing the phases of a quantum
liquid and for determining the finite temperature phase
diagram as well.
The compressibility Wilson ratio RW is determined by
RκW =
π2k2B
3
κ
Cv/T
= π
(
κ1 +
2
α1
κ2
)/(
1
v1
+
1
v2
)
, (94)
where we have used Eq. (52) to calculate the specific
heat and set the Boltzmann constant to kB = 1. This
Wilson ratio vanishes in both phases I (vacuum) and III
(half-filling phase). In the limit nc/|u| → 0 the com-
pressibility Wilson ratio for phases II and IV are respec-
tively, RκW = 1 and R
κ
W = 2
√
2β1/
√
α1. These results
turn out to be the same as for the strongly attractive
SU(2) Fermi gas60 when the limit u → 0 is applied. On
the other hand, the susceptibility Wilson ratio is defined
by RχW =
4
3
(
pikB
µB gL
)2
χ
Cv/T
with Bohr magneton µB and
Lande factor gL. Fig. 9 shows a contour plot of each type
FIG. 9: Finite temperature phase diagrams obtained from
contour plots of the Wilson ratios. The plots in (a) and (b) are
determined from the susceptibility Wilson ratio RχW and from
the compressibility Wilson ratio RκW, respectively. Here u =
−1 and T = 0.001. The red balls and green balls represent
up spin and down spin respectively. Both diagrams agree well
with the zero temperature phase diagram Fig. 2, despite the
fact that the plot in (a) cannot distinguish phase I and V due
to the vanishing susceptibility in these two phases.
of Wilson ratio which demonstrates the macroscopic fea-
ture of the Fermi liquid nature. This figure also presents
the low-temperature phase diagram in the B − µ plane.
VI. CONCLUSION
In summary we have presented a framework to deter-
mine the nature of quantum criticality and quantum liq-
uids in the 1D attractive Hubbard model. We have ob-
tained the universal thermodynamics of the model by
solving the TBA equations. In particular, we have an-
alytically derived the equation of state at low temper-
atures, from which we have obtained effective chemical
potentials of excess fermions and bound pairs, along with
the density, compressibility, susceptibility and specific
heat in terms of the chemical potential µ, magnetic field
B, temperature T and interaction strength constant. At
quantum criticality the scaling forms of these thermal
and magnetic properties have been obtained. The dy-
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namical exponent z = 2 and correlation critical exponent
ν = 1/2, indicating the universality class of criticality of
free fermion theory.
Our results provide strong evidence for the existence of
two free fluids of bound pairs and of unpaired fermions,
which were noticed in the expansion dynamics of the
FFLO state in 1D44. Regarding the nature of the two
fluids in the attractive Hubbard model, we have shown
that in the low-density regime the interaction effect re-
sulting from the paired and unpaired fermions can be
absorbed into effective chemical potentials of two non-
interacting ideal gases. Consequently, the additivity rules
in the compressibility and susceptibility of the 1D attrac-
tive Hubbard model hold as long as the dimensionless
Wilson ratio remains a constant. This behavior signif-
icantly reflects the free fluids nature in thermodynamic
properties of the model. In this phase, the FFLO pair
correlation function
Gp(x, t) = 〈Ψ†↑(x, t)Ψ†↓(x, t)Ψ↑(0, 0)Ψ↓(0, 0)〉
≈ Ap,1 cos (π(n↑ − n↓)x)|x+ i v1 t|2θ1 |x+ i v2 t|2θ2
+Ap,2
cos (π(n↑ − 3n↓)x)
|x+ i v1 t|2θ3 |x+ i v2 t|2θ4 , (95)
shows a typical spatial oscillation which is a character-
istic of the FFLO state. In the above equation, the ex-
ponents θ1 ≈ 1/2, θ2 ≈ 1/2 + n2|u|β1 , θ3 ≈ 12 −
4n2
|u|β1 and
θ4 ≈ 52 − 4n1|u| − 3n2|u|β1 depend essentially on the lattice
parameter β1. Here n2,1 = N2,1/L are the dimensionless
densities of pairs and unpaired fermions, with the sound
velocities v1,2 given in (53). The study of the FFLO
pair correlation is presented elsewhere35. To conclude,
we note that our work provides benchmark physics of
the 1D attractive Hubbard model of relevance to experi-
ments with ultracold fermionic atoms on lattices.
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VII. APPENDICES
A. Wiener-Hopf method
The phase boundary between phases IV and V is de-
termined by the conditions εu(0) = 0 and εb(0) < 0,
which imply that Q = 0 and A is finite. Thus at zero
temperature the TBA equations are simplified to
εu(k) =− 2 cosk − µ− 2u−B
−
∫ A
−A
dΛ a1(sin k − Λ)ε′1(Λ), (A1)
ε′1(Λ) =− 2µ− 2
∫ pi
−pi
dk cos2 k a1(sin k − Λ)
−
∫ A
−A
dΛ′ a2(Λ− Λ′)ε′1(Λ′). (A2)
Particularly, if A =∞, it follows that the chemical poten-
tial µ = 0. The intersection of the phase boundary with
the B-axis could be calculated exactly by the Fourier
transformation
Bc1 = 2 |u| − 2 + 2
∫ ∞
0
dω
J1(ω) exp(−|u|ω)
w cosh(uω)
. (A3)
Now we consider the more general case A ≫ 1, for
which the phase boundary can be resolved using the
Wiener-Hopf method. By applying Fourier transforma-
tion on Eq. (A2) and after some algebraic manipulations,
we have
ε′1(Λ) = −µ−
∫ ∞
−∞
dω
J1(ω)
ω cosh(uω)
exp(i ωΛ) +
∫ ∞
0
dΛ′ ε′1(Λ
′ +A) [R(Λ− Λ′ −A) +R(Λ + Λ′ +A)] , (A4)
where we have introduced the function
R(x) =
∫ ∞
−∞
dw
2π
exp(iw x)
1 + exp(2|uw|) . (A5)
Substituting y(Λ) = ε′1(Λ + A) and expanding y(Λ) =∑∞
n=0 yn(Λ) in terms of powers of Λ in Eq. (A4), the
result can be separated into a series of Wiener-Hopf in-
tegral equations in terms of the functions yn(Λ), namely
yn(Λ) = gn(Λ) +
∫ ∞
0
dΛ′R(Λ− Λ′) yn(Λ′). (A6)
Here we denote the driving terms
g0(Λ) = −µ−
∫ ∞
−∞
dω
J1 (ω) e
iω(Λ+A)
ω cosh (uω)
,
gn(Λ) =
∫ ∞
0
dΛ′R(Λ + Λ′ + 2A) yn−1(Λ′). (A7)
To solve these integral equations for yn(Λ), we begin
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by defining
y˜±n (ω) =
∫ ∞
−∞
dΛ θH (±Λ) yn (Λ) eiωΛ,
where y˜+n (ω) (y˜n(ω)) is an analytic function in the up-
per (lower) half-plane. It is obvious that the Fourier
transformation of yn(x) satisfies the relation y˜n(ω) =
y˜+n (ω) + y˜
−
n (ω).
From Eq. (A6) it follows that
y˜+n (ω)
1
1 + exp(−2|u| |ω|) + y˜
−
n (ω) = g˜n(ω), (A8)
by applying Fourier transformation. We further decom-
pose the denominator 1 + exp(−2|u| |ω|) into a product
of two pieces,
1 + exp(−2|u| |ω|) = G+(ω)G−(ω), (A9)
where G+(ω) (G−(ω)) is an analytic function in the up-
per (lower) half-plane. Then substituting this last equa-
tion into Eq. (A8) results in the form
y˜+n (ω)/G
+(ω) +G−(ω)y˜−n (ω) = G
−(ω)g˜n(ω). (A10)
Furthermore, we decompose G−(ω)g˜n(ω) into a sum of
two pieces,
G−(ω)g˜n(ω) = Q+n (ω) +Q
−
n (ω), (A11)
where similarly Q+n (ω) (Q
−
n (ω)) is an analytic function in
the upper (lower) half-plane. Then substitution of this
last equation into Eq. (A10) gives
y˜+n (ω) =G
+(ω)Q+n (ω), (A12)
y˜−n (ω) =Q
−
n (ω)/G
−(ω). (A13)
In this way we can work out the Fourier transformation
of y0(Λ) and yn(Λ) itself.
To this end, recalling (A11), we firstly decompose 1 +
exp(−2|u| |ω|) as
G+(ω) = G−(−ω)
=
√
2π
Γ(12 − i|u|ωpi )
(
− i|u|ω
π
)− i|u|ωpi
exp
(
i|u|ω
π
)
, (A14)
where we should note that limω→∞G±(ω) = 1, along
with the special values G±(0) =
√
2 and G±
(
± ipi2|u|
)
=√
π/e of these functions.
The decomposition forG−(ω)g˜n(ω) in general is subtle,
however the leading case G−(ω)g˜0(ω) is accessible. We
start analysis from the Fourier transformation of g0(Λ),
g˜0(ω) = −µ 2πδD(ω)− 2πJ1(ω) exp(−iωA)
ω cosh(uω)
, (A15)
where on the rhs the δD function could be decomposed
as
2πδD(ω) = i
(
1
ω + i ǫ
− 1
ω − i ǫ
)
(ǫ→ +0) . (A16)
The second term on the rhs is a meromorphic function of
ω with poles located at
ωn = i
π
2|u|(2n+ 1) (n ∈ Z) (A17)
originating from the term 1cosh(uω) , implying the decom-
position
1
cosh(uω)
=χ+(ω) + χ−(ω),
χ+(ω) =
i
|u|
∞∑
n=0
(−1)n 1
ω + ωn
,
χ−(ω) =
1
cosh(uω)
− i|u|
∞∑
n=0
(−1)n 1
ω + ωn
, (A18)
where χ+(ω) and χ−(ω) are analytic functions in the up-
per and lower half-planes, respectively. With the help
of Eq. (A18), as for any analytic and bounded func-
tion f−(ω) in the lower half-plane, the decomposition
of f
−(ω)
cosh(uω) is
f−(ω)
cosh(uω)
=F+(ω) + F−(ω),
F+(ω) =
i
|u|
∞∑
n=0
(−1)n f
−(−ωn)
ω + ωn
,
F−(ω) =
f−(ω)
cosh(uω)
− F+(ω). (A19)
By virtue of Eqs. (A15) and (A19), we make the fol-
lowing decomposition for G−(ω)g˜0(ω),
Q+0 (ω) =−
iµG−(0)
ω + i ǫ
− q(ω) (A20)
Q−0 (ω) =
iµG−(0)
ω + i ǫ
− 2πJ1(ω) exp(−iωA)G
−(ω)
ω cosh(uω)
+ q(ω)
where q(ω) = 4i
∑∞
n=1(−1)n G
−(−ihn)I1(hn) exp(−hnA)
(2n+1)(ω+ihn)
,
I1(z) is the first order modified Bessel function, hn =
pi
2|u|(2n+ 1), with the series converging only if A > 1.
If A≫ 1, using Eq. (A12), we have
y+0 (ω) = G
+(ω)
[
− iµG
−(0)
ω + i ǫ
− q(ω)
]
. (A21)
Obviously, we know y(0) = ε′1(A) = 0, which implies
0 = y(0) = lim
ω→∞
−iω y˜+(ω). (A22)
Hereafter we replace y(ω) with y0(ω), which is a rea-
sonable approximation if A ≫ 1. Therefore Eqs. (A21)
and (A22) give rise to
µ = −4
∞∑
n=0
G−(−ihn)I1(hn) exp(−hnA)
(2n+ 1)G−(0)
. (A23)
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Since we have obtained a parametric expression for the
critical chemical potential, we turn to the expression for
the magnetic field. Due to the fact that the phase bound-
ary is determined by εu(0) = 0, we thus use Eq. (A1) to
determine the magnetic field.
For simplicity, we rewrite Eqs. (A1) and (A2) as
εu(k) =− 2 cos k − µ− 2u−B
+
∫ ∞
A
dΛ [a1(sin k − Λ) + a1(sin k + Λ)] ε′1(Λ)
−
∫ ∞
−∞
dΛ a1(sin k − Λ)ε′1(Λ), (A24)
ε′1(Λ) = ε
′(0)
1 (Λ)−
∫ A
−A
dΛ′ a2(Λ − Λ′)ε′1(Λ′), (A25)
where we have denoted
ε
′(0)
1 (Λ) = −2µ− 2
∫ pi
−pi
dk cos2 k a1(sin k − Λ). (A26)
Substituting Eq. (A25) into the last term on the rhs of
Eq. (A24) gives
εu(k)
=− 2 cos k − µ− 2u−B
+
∫ ∞
0
dΛ [s(Λ +A− sin k) + s(Λ +A+ sink)] y(Λ)
−
∫ ∞
−∞
dΛ s(Λ− sin k)ε′(0)1 (Λ), (A27)
where we have introduced the function s(x) =
1
4|u| cosh( pix
2|u|
) and made use of the two identities
1
4|u| cosh( pix2|u|)
=
∞∑
n=0
(−1)na2n+1(x),
∫ ∞
−∞
dy an(x − y)am(y − z) = am+n(x− z).
Substituting the expansion s(x) =
1
2|u|
∑∞
n=0(−1)n exp(−hnx), where |πx/u| < 1 and
Eq. (A26) into Eq. (A27), and after some algebraic
manipulations, we arrive at the result
εu(k) =− 2 cos k − 2u−B (A28)
+
∞∑
n=0
(−1)n
|u| y˜
+(ihn) cosh(hn sink) exp(−hnA)
+ 2
∫ ∞
0
dωJ1(ω) cos(ω sin k) exp(−|u|ω)
ω cosh(uω)
,
Using Eq. (A28) and εu(0) = 0 we derive the expres-
sion
B =− 2 + 2|u|+
∞∑
n=0
(−1)n
|u| y˜
+(ihn) exp(−hnA)
+ 2
∫ ∞
0
dω
J1(ω) exp(−|u|ω)
ω cosh(uω)
(A29)
for determining the critical magnetic field. Here we de-
noted hn =
pi
2|u| (2n + 1). The equation (A29) sets up a
relation between the magnetic field and the chemical po-
tential. In summary, the phase boundary between phase
IV and V is determined by Eqs. (A23) and (A29) for
A≫ 1.
B. Derivation of the Equation of State
The derivation of the equation of state is rather in-
volved. Here we sketch the calculations for the terms pu
and pbn.
Prior to substituting the dressed energies into the def-
initions of pu and pbn integrating by parts, we first need
to find a suitable form of the TBA equations for this
procedure, i.e., (34) and (35). For simplicity in later dis-
cussion, we approximate the definition of pbn as
pbn =
∫ ∞
−∞
dΛ
π
Re
1√
Λ + in |u|ε
′−
n (Λ)
=T
∫ ∞
−∞
dΛ
2π
∫ pi
−pi
dk an(Λ − sin k)
=
∫ ∞
−∞
dΛ ε′−n (Λ)∆n(Λ) + o
(
1
|u|4
)
, (B30)
where ∆n(Λ) = an(Λ)− 12bn(Λ)+2Λ2bn(Λ). In the above
equations, we used the abbreviations
ε′−n (x) = T ln
(
1 + e−ε
′
n(x)/T
)
,
ε−n (x) = T ln
(
1 + e−εn(x)/T
)
.
To obtain the result (34), regarding the first series of
integral terms on the rhs of (17), we expand them in the
strong coupling regime as
∞∑
n=1
∫ ∞
−∞
dΛ an(sin k − Λ)ε′−n (Λ)
=
∞∑
n=1
∫ ∞
−∞
dΛ∆n(Λ)ε
′−
n (Λ)×
an(Λ)
{
1 + 2Λ sin k−sin
2 k
(nu)2+Λ2 +
[
2Λ sin k−sin2 k
(nu)2+Λ2
]2}
∆n(Λ)
+ o
(
1
|u|4
)
=
∞∑
n=1
pbn + a¯+ 2a¯ cos
2 k + o
(
1
|u|4
)
, (B31)
where we have inserted (B30) and a¯ has been defined in
section III.
While for the second series of integral terms, it
is easy to see that under the assumption B/T ≫
1, these spin-wave contributions are no more than
20
−T e−2B/T e−K¯I0(K¯), which is accessible through sim-
ple iteration of (18). In fact, the spin degree of freedom
is frozen here, and thus this term could be neglected in
later discussion.
We can rewrite (34) as
εu(k) = εu0 (k)−Au, (B32)
where εu0 (k) = −2 cosk + 2a¯ cos2 k and Au = µ + 2u +
B −∑∞n=1 pbn + a¯.
Integrating by parts in pu, we obtain
pu =T ln
(
1 + e(µ+2u+B−
∑∞
n=1 p
b
n+a¯−2)/T
)
+
1
π
∫ 2a¯+2
2a¯−2
dεu0 k(ε
u
0 )
1 + eε
u
0 /T /z
, (B33)
where z = eA
u/T and k(εu0 ) = arccos
(
1−
√
1+2a¯εu0
2a¯
)
rep-
resents the inverse function of εu0 (k). By taking account
of a¯ ∼ ∑∞n=1 pbn(nu)2 for the strong coupling regime, the
integral in the above equation can be further simplified,
1
π
∫ 2a¯+2
2a¯−2
dεu0 k(ε
u
0 )
1 + eε
u
0 /T /z
=
2
π
∫ a¯+1
a¯−1
dx
k(2x)
1 + e2x/T /z
=
2
π
∫ 1
−1
dx
arccos(−x)
1 + e2x/T /z
− 2a¯
π
∫ 1
−1
dxx2/
√
1− x2
1 + e2x/T /z
+
2a¯
1 + e2εu(pi)/T
+ o
(
1
|u|4
)
, (B34)
where we have changed the integration variable εu0 = 2x
and then applied Taylor expansion with respect to a¯. See
εu(π) in section III. The result (38) is therefor achieved.
We then turn to the transformation of ε′n(Λ). Similar
to the treatment for εu(k), we employ Taylor expansion
to expand (19) in the strong coupling region, with result
ε′n(Λ) = −2nµ− an(Λ)
[
2π −
∫ pi
−pi
dk cos kεu−(k)
]
−bn(Λ)
[
−π
2
−
∫ pi
−pi
dk cos k sin2 k εu−(k)
]
+
∞∑
m=1
Tnm ∗ ε′−m (Λ) + o
(
1
|u|4
)
, (B35)
where the integral terms in the brackets are denoted as d1
and d2, respectively. Here d1 and d2 can be calculated via
integration by parts, similar to that done for pu above,
see the explicit expressions in section III. With respect to
the convolution term, due to the condition of low density,
the cut-off of the dressed energy ε′n(Λ) is small, thus in
general we can make the approximations∫ ∞
−∞
dΛ′ ap(Λ − Λ′)ε′−q (Λ′)
=
∫ ∞
−∞
dΛ′ ap(Λ′)ε′−q (Λ
′)
−Λ2
∫ ∞
−∞
dΛ′ bp(Λ′)ε′−q (Λ
′) + o
(
1
|u|4
)
, (B36)
which results in Eq. (35) in the main text.
We next rewrite (35) as
ε′n(Λ) = Dn
(
Λ
n|u|
)2
−Abn, (B37)
where Abn = 2nµ − ηn + d1pin|u| + d22pi(n|u|)3 and Dn was
defined in section III. section III is arrived at by substi-
tuting the above equation into the definition of pbn and
integrating by parts.
Lastly, a¯, ξmp = T
∫∞
−∞ dΛ
′ ap(Λ′)ε′−m (Λ
′) and φmp =
T
∫∞
−∞ dΛ
′ bp(Λ′)ε′−m (Λ
′) are calculated in a similar way.
C. Some constants in the scaling functions
The constants used in the scaling forms for the phase
transition (II-IV) are given explicitly by
λ1 = −2
√
|u|(1− qc4/π)√
2π − q3c4/3
,
λ2 =
(1− qc4/π)qc4/π√
|u|
√
2π − q3c4/3
,
nb4 = γ, mb4 =
1
2
γ,
κb4 = γ
′
(
1 +
4√
π
τ
1
2 f˜ 1
2
+
6
π
τf˜21
2
+
5
π
3
2
τ
3
2 f˜31
2
− 2√
π
τ
3
2 f˜ 3
2
)
,
λ3 = −4
√
|u|(1− qc4/π)√
2π − q3c4/3
,
χb4 =
1
2
γ ′ +
2δ γ ′ − (1− γ)δ′
|u|√π
(
τ
1
2 f˜ 1
2
+
1
2
√
π
τf˜21
2
+
1
4π
τ
3
2 f˜31
2
−τ 32 f˜ 3
2
)
,
λ4 = −2(qc4/π)
2(1− qc4/π)√
|u|3
√
2π − q3c4/3
. (C38)
Here the parameter qc4 =
√
B + 2− 2√1 + u2 +
1
3pi|u|
(
B + 2− 2√1 + u2).
The constants used in the scaling forms for the phase
transition (V-IV) are given explicitly by
nb5 = − 2√
π
τ
1
2 f˜ 1
2
− 1
π
τf˜21
2
− 1
2π
3
2
τ
3
2 f˜31
2
+
1√
π
τ
3
2 f˜ 3
2
,
λ5 = − 1
2
√
π
(
1− 4
π
√
1 +
2π|u|µ˜c5
2π − q3c5/3
)
,
λ6 = − 1
2
√
π
(
1− 8
π
√
1 +
2π|u|µ˜c5
2π − q3c5/3
)
κb5 = −
(1− γ) f˜− 12
D0τ
1
2
(
4√
π
+
6
π
τ
1
2 f˜ 1
2
+
6
π
3
2
τ f˜21
2
21
− 7
4π
τ
3
2 f˜ 3
2
+
5
π2
τ
3
2 f˜31
2
)
, (C39)
where µ˜c5 ≈ 2|u| −B − 2 + 8
√
2
3pi|u|α1
(
2
√
1 + u2 −B − 2) 32
and qc5 =
√
µ˜c5 + 2u+B + 2.
D. Explicit forms of the additivity rules
The vectorial forms of Eqs. (76) and (77) are accessible
by expanding the rescaled TBA equations in terms of
{
k2n
}
and
{
Λ2n
}
(n = 0, 1, 2 . . .). We here give the
explicit expression for the matrix An(y˜c) (n = 1, 2) with
the elements
{An(y˜c)}jl =
2
π
∑
0≤j≤i<∞
(−1)iC2j2i y˜2i−2j+2l+1c
n2i+1(2i− 2j + 2l+ 1) ,
(D40)
with j, l = 0, 1, 2, . . .. Thus the first two orders of
A
n
(q)(yc) are written as
A
1
(1)(y˜c) =
2
π


1 0 · · ·
−1 0 · · ·
...

 y˜c, A2(1)(y˜c) = 1π


1 0 · · ·
− 14 0 · · ·
...

 y˜c, (D41)
A
1
(3)(y˜c) =
2
π


− 13 13 · · ·
2 13 · · ·
...

 y˜3c , A2(3)(y˜c) = 1π


− 112 13 · · ·
1
8 − 112 · · ·
...

 y˜3c . (D42)
Next, the partial derivatives of Eqs. (76) and (77) read
∂~ε 1
∂µ˜
=
∂~V 1
∂µ˜
−A1(Λ˜c) ∂~ε
2
∂µ˜
, (D43)
∂~ε 2
∂µ˜
=~V 2 −A1(k˜c) ∂~ε
1
∂µ˜
−A2(Λ˜c) ∂~ε
2
∂µ˜
. (D44)
With the help of the explicit forms of An(y˜c), i.e., (D41)
and (D42), we can obtain Eq. (82), which relates the
densities and the cutoffs. Together with Eq. (79), we
then obtain the relation between the densities and the
effective chemical potentials (90) and (91).
On this basis, we now proceed to derive the explicit
expressions for the effective compressibility and suscep-
tibility in terms of densities of bound pairs and excess
fermions. Apparently, the densities of bound pairs and
excess fermions rely on the chemical potential and the
magnetic field, and vice versa, which in fact indicates
under fixed magnetic field one could obtain the following
results through the total derivatives,
κ1 =
(
∂n1
∂µ1
)
B
=
dn1
dµ
, κ2 = 2
(
∂n2
∂µ2
)
B
= α1
dn2
dµ
,
(D45)
where we keep dB = ∂B∂n1 dn1 +
∂B
∂n2
dn2 = 0. Thus we
have
dn1
dµ
=
1
J
(
∂B
∂n2
)
n1
,
dn2
dµ
= − 1
J
(
∂B
∂n1
)
n2
. (D46)
Here the Jacobian determinant
J =
(
∂µ
∂n1
)
n2
(
∂B
∂n2
)
n1
−
(
∂B
∂n1
)
n2
(
∂µ
∂n2
)
n1
=− α1
2
[(
∂µ1
∂n1
)
n2
(
∂µ2
∂n2
)
n1
−
(
∂µ2
∂n1
)
n2
(
∂µ1
∂n2
)
n1
]
,
(D47)
where we have used Eqs. (73) and (74).
Similarly, the magnetic field is dependent on the effec-
tive chemical potentials while the latter is dependent on
densities of bound pairs and excess fermions. Therefore
by application of chain rule we have(
∂B
∂n1
)
n2
=
(
∂µ1
∂n1
)
n2
− α1
2
(
∂µ2
∂n1
)
n2
,
(
∂B
∂n2
)
n1
=
(
∂µ1
∂n2
)
n1
− α1
2
(
∂µ2
∂n2
)
n1
. (D48)
It is obvious that once the explicit expression of µr in
terms of ns (r, s = 1, 2) is known, our goal of the effective
compressibilities is easy to achieve. We use Eqs. (79)
and (80) and section V to derive
µ1 =π
2n21
[
1 + 2
(
2n2
|u|
)
+ 3
(
2n2
|u|
)2]
+
4π2α1
3β31 |u|
n32
[
1 + 3
2n1 + n2
β1|u|
]
, (D49)
µ2 =
π2n22
β21
[
1 + 2
2n1 + n2
β1|u| + 3
(
2n1 + n2
β1|u|
)2]
+
4π2
3α1|u|n
3
1
[
1 + 3
(
2n2
|u|
)]
+
2π2
3β31 |u|
n32
[
1 + 3
2n1 + n2
β1|u|
]
, (D50)
22
and thus
κ1 =
π2
J
[
−α1n2
β21
− 4α1n1n2|u|β31
+
4n21
|u| −
4n31
u2
+
24n21n2
u2
−12α1n
2
1n2
u2β41
+
6α1n
3
2
u2β41
]
,
κ2 =− 2α1π
2
J
[
n1 − n
2
1
|u| +
4n1n2
|u| −
6n21n2
u2
− α1n
2
2
uβ31
+
12n1n
2
2
u2
− 6α1n1n
2
2
u2β41
]
, (D51)
J =− 2π
4α1
β21
n1n2
[
1 +
4n1
|u|β1 +
12n21
u2β21
+
4n2
|u| +
4n2
|u|β1
+
24n1n2
u2β21
+
8n1n2
u2β1
+
12n22
u2
+
10n22
u2β21
+
16n22
u2β1
]
.
(D52)
The situation for effective susceptibilities is rather sim-
ple. With fixed total particle density, one confirms that
dn1 + 2dn2 = 0, and thus the total derivative of the ef-
fective chemical potentials with respect to nr (r = 1, 2)
is
dµ1 =
[(
∂µ1
∂n1
)
n2
− 1
2
(
∂µ1
∂n2
)
n1
]
dn1,
dµ2 =− 2
[(
∂µ2
∂n1
)
n2
− 1
2
(
∂µ2
∂n2
)
n1
]
dn2. (D53)
After some algebraic manipulations we then obtain
χ¯1 =1
/(
∂µ1
∂n1
− 1
2
∂µ1
∂n2
)
,
χ¯2 =− 1
/(
∂µ2
∂n1
− 1
2
∂µ2
∂n2
)
, (D54)
which together with Eqs. (D49) and (D50) result in
χ¯1 =
1/(2π2)
n1 − n
2
1
|u| +
4n1n2
|u| −
6n21n2
u2 −
α1n22
|u|β31 +
12n1n22
u2 −
6α1n1n22
u2β41
,
χ¯2 =
1/π2
n2
β21
− 4n21|u|α1 +
4n31
u2α1
+ 4n1n2|u|β31 −
24n21n2
u2α1
+
12n21n2
u2β41
− 6n32
u2β41
. (D55)
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