We investigate an extension of CTL (Computation Tree Logic) by past modalities, called CTLP , interpreted over Mazurkiewicz's trace systems. The logic is powerful enough to express most of the partial order properties of distributed systems like serializability of database transactions, snapshots, parallel execution of program segments, or inevitability under concurrency fairness assumption. We show that the model checking problem for the logic is NPhard, even if past modalities cannot be nested. Then, we give a one exponential time model checking algorithm for the logic without nested past modalities. We show that all the interesting partial order properties can be model checked using our algorithm. Next, we show that it is possible to extend the model checking algorithm to cover the whole language and its extension to CTL*P . Finally, we prove that the logic is undecidable and we discuss consequences of our results on using propositional versions of partial order temporal logics to synthesis of concurrent systems from their speci cations.
Introduction
Linear time 1] and branching time 2] temporal logics are usually applied for specifying and proving properties of concurrent systems and programs. Lately, several attempts have been made to use also logics interpreted over partial order structures 3 -14] . The main motivation for de ning these logics was to express properties inherent in the partial order interpretations, more speci cally to distinguish concurrency from non-determinism.
There are two approaches to extend linear and branching time temporal logics to partial order logics on global states. Either run modalities are introduced (see QISTL 5] , ISTL 5, 6 ], CCTL 9,15], Petri Net Logics 11,12]), or past operators over partial order semantics are de ned (see POL 14] , PN-logics 11,12], and 13, 16]). Temporal logics over partial order semantics allow for expressing properties not expressible in logics over interleaving semantics. These properties are: inevitability under concurrency fairness assumption 17,18], serializability of database transactions 13, 16], causal successor 11, 12, 14] , or the parallel execution of program segments 13, 14] .
Model checking is one of the main methods of automated veri cation of concurrent systems 38]. It has been extensively studied for linear-time temporal logics 19,20], branching-time temporal logics 21 -26], and modal -calculi 25,27]. Model checking has been also applied to prove properties of systems, represented by partial orders of local states 3, 4] . Methods for making it applicable to very large systems and of avoiding the state explosion problem have been proposed in 28 -31].
So far no one has tried to investigate whether and how logics with partial order past operators, interpreted over global state models, can be used for automated veri cation of concurrent systems. Since Hennessy and Stirling 32] introduced backward modalities to program logics, all the work has concentrated around the induced equivalences 33,34], expressiveness issues 11, 12, 14, 32, 33] , and proof systems 13,16]. In this paper we ll this gap. Moreover, our results explain why it is so di cult to deal with partial order logics, which is a common observation.
We start with de ning a logic CTL P , which is a simple extension of CTL by past modalities. In fact, the language of CTL P is a restriction of that, considered in 3,4,13,16], and it is an extension of the language of Hennessy-Milner logic with past modalities 32]. Our choice is motivated by the following observations. CTL has proved to be a very useful logic for automated veri cation. Model checking for CTL is linear in the size of the model and linear in the length of a formula 21], and the complexity of checking satis ability is deterministic exponential in the size of the tested formula 35], whereas the complexity of model checking for CTL* is PSPACEcomplete 22], and checking satis ability is deterministic double exponential 36]. It turned out that it is possible to extend CTL to fair CTL (FCTL) 24] or to model check CTL formulas over fair paths 26] without changing the complexity of CTL model checking. Moreover, di erent methods dealing with the state explosion problem have been given 28,29].
We would be quite happy with these results, if the logic could distinguish concurrency from non-determinism and consequently, properties of partial order executions could be expressed. Unfortunately, this is not the case. Therefore, it seems very natural to consider a minimal extension of CTL such that properties of partial orders can be speci ed and proved. This can be done by introducing past modalities to the language. Then, our logic has to be interpreted over partial order models rather than over trees. Again, we select the simplest and the most frequently used partial order structures of global states, namely, Mazurkiewicz's trace systems (see 13, 17, 18, 37, 46] ). In this paper we investigate consequences of our extension. Firstly, we show that for proving all the interesting partial order properties for nite state systems we can restrict ourselves to a model checking algorithm for the language without nested past modalities, call it CTL P? . Then, we prove that model checking for CTL P? is NP-hard. Consequently, we give a one exponential time model checking algorithm for this restricted language and show how it can be extended (if ever needed) to cover the whole logic. Our model checking algorithm requires a new technique, not applied before to model checking for CTL or CTL*. Secondly, we turn to the problem of determining satis ability for CTL P formulas. To our surprise, we could show that even CTL P? is not decidable. Since this result can be extended as well to other partial order temporal logics, interpreted over trace systems, like ISTL 13], or the logic de ned in 16], therefore we show an important limitation in applying partial order logics to synthesis of concurrent systems from their speci cations.
The rest of this paper is organized as follows. In section 2 trace systems are introduced. EN -systems and trace semantics are de ned in section 3. Then, in section 4 the logic CTL P and its semantics are presented. Acceptors for nite state trace systems and model generators are de ned in section 5. Section 6 contains the proof of NP-hardness of CTL P model checking and section 7 shows a model checking algorithm for CTL P? and its possible extensions. In section 8 the state explosion problem is discussed. Undecidability of CTL P is proved in section 9 and then, in section 10, CTL P is compared with other temporal logics. Final remarks are given in section 11.
Trace Systems
We start with introducing notions of traces and trace systems from 17].
By an independence alphabet we mean any ordered pair ( ; I), where is a nite set of symbols (action names) and I is a symmetric and irre exive binary relation in (the independence relation). Let ( ; I) be an independence alphabet. De ne as the least congruence in the (standard) string monoid ( ; ; ) such that (a; b) 2 I ) ab ba, for all a; b 2 i.e., w w 0 , if there is a nite sequence of strings w 1 ; : : :; w n such that w 1 = w, w n = w 0 , and for each i < n, w i = uabv, 2Q " . We say that a subset Q of T dominates another subset R of T, if R # Q. Two traces are consistent, if there is a trace in T dominating both of them and inconsistent otherwise. A set R of traces is said to be proper, if any two of its consistent traces are dominated by a trace in R, and directed, if arbitrary two traces in R are dominated by a trace in R. A set of traces Q is said to be pre x-closed, if Q = # Q.
By a trace system T over ( ; I) we mean any pre x-closed and proper trace language over ( ; I). Let Tr(T ) be the set of all traces of a trace system T .
A trace together with its pre xes represents a partial execution of the system. Maximal (w.r.t. the inclusion ordering) directed subsets R of Tr(T ) are called runs of T . A run represents a single maximal execution of the system T . By a path in R Tr(T ) we mean a maximal sequence x = 0 a 0 1 a 1 : : : in R such that i a i ] = i+1 for all i 0 (by maximal we mean that a sequence is either in nite or its last trace is maximal in (Tr(T ); ) ). For convenience, we write also x = 0 1 : : :.
Let # x = f 2 Tr(T ) j i , for i 0g be a set of traces dominated by a path x. By an observation of a run R in T we mean any path x in R such that R = # x; we say also that x is an observation (of T ). Notice that an observation is a path which is co nal with some run. Thus, it carries the information about all actions executed in the run. A su x i a i i+1 a i+1 : : : of an observation x is said to be an observation starting at i . A subset Q Tr(T ) is said to be inevitable ( 17, 18] Proof can be found in 13] or in 39]. Obviously, the above lemma holds also for su xes of observations. The comparison between the notion of an observation and the notion of a just computation can be found in 18]. In fact, each just path is an observation, but not the other way round.
Since one of the aims of this paper is to show a method of proving properties of trace systems by model checking, the nitely representable trace systems are of interest. They are called nite state trace systems.
De nition 2.1 A trace system T is said to be nite state, if there is an equivalence relation EQ Tr(T ) Tr(T ) in the set of traces of T satisfying the following two conditions:
1. EQ has a nite index, 2. (8 ; 0 2 Tr(T ))(8 2 ]) (( EQ 0 and 2 Tr(T )) ) ( EQ 0 )). The above de nition says that T contains a nite number of traces \distinguishable w.r.t. their continuations in T ". It should be noticed that T may have in nitely many traces with di erent histories i.e., # 6 =# 0 , for in nitely many ; 0 2 Tr(T ).
Examples of trace systems and of accompanying notions are given in the next section. Trace systems are commonly used for giving semantics to Elementary Net Systems 17] and nite state programs. In 13] trace systems were used for giving semantics to a wider class of concurrent programs, namely those for which equivalence classes are associated with rst order interpretations. Below, EN-systems are de ned and it is shown how to de ne their trace semantics. EN-systems serve us as examples of nite state concurrent systems. There are in nitely many nite runs R i and one in nite run R in the trace system T 1 : The following is an example of an inevitability property:
INEVITABILITY: Either a or b will be eventually executed. (i.e., cases containing 2 or 4 will be reached inevitably).
One could be astonished that either a or b is inevitable as there is an in nite path In the next part of the paper it is shown how to express the mentioned properties in the logic and then how to prove them by model checking. 4 Logic CTL P and its Semantics Next, the language of CTL P is de ned and then semantics is presented.
Syntax of CTL P
Let be a xed set of action names. Now, we de ne the set of state and path formulas of CTL P .
Let PV be a set of propositional variables. The symbol E can be called an observation quanti er (it corresponds to path quanti ers in CTL). The other symbols have the following intuitive meaning: X a -next step "along" a, U -Until, G -always in the future, Y a -backward step "along" a, H -always in the past. Path formulas are interpreted over observations and state formulas are evaluated at states of models. The lack of symmetry between backward and forward operators stems from the fact that the past of a state is con ict-free whereas the future may not. Therefore, in order to express partial order properties we do not need to introduce quanti ers over backward paths.
In this paper we also consider the logic CTL P? , which is a restriction of CTL P such that past formulas cannot be nested. is said to be valid, if M j = ', for all models M.
Semantics of CTL
The language of CTL P contains all the CTL formulas (with slightly di erent semantics, tuned to observations) and moreover the formulas with the past modalities H and Y a .
Since our logic needs to be able to speak about actions, we have de ned labelled next and backward step operators. However, we have done that only for simplicity. To show that we could have avoided introducing labelled operators we give the following example of a valuation function, which encodes labels of transitions. Then, labelled operators are expressible using their unlabelled versions. 
Expressiveness of CTL P
We give several examples of expressiveness of CTL P . Then, we convince the reader that for nite state models, if we can express properties of partial executions and runs, then we can specify serializability. Let M = (F v0 ; V ) be a model for a trace system T . Assume now that the trace system T is nite state and let EQ be an equivalence relation in Tr(T ) such that jEQj = n. Moreover, we require that a valuation function takes the same value on equivalent states i.e., V ( ) = V ( 0 ), if EQ 0 . Now, we show how serializability of two transactions T 1 and T 2 can be speci ed.
Obviously, we consider here a simpli ed version of serializability without taking into account aborts and any consistency conditions of speci c operations of transactions. All these requirements could be also speci ed by translating rst order formulas, de ned in 16], into their propositional versions. Here, we concentrate our attention on specifying that transactions can be serialized.
Let M = (F v0 ; V ) be a model for T . Firstly, assume that transactions are executed only once. Denote by before i and after i the assertions meaning that control is before or after the execution of transaction T i , respectively. Then, serializability of T 1 and T 2 can be expressed as follows:
1. (before 1^b efore 2 ) ) AFP((before 1^a fter 2 ) _ (before 2^a fter 1 )), 2. AG(((before 1^a fter 2 ) _ (before 2^a fter 1 )) ) AF(P(after 1^a fter 2 ) _ (after 1^a fter 2 ))).
The rst formula expresses that each run contains a state at which either control is before the execution of T 1 and after the execution of T 2 , or the other way round. The second formula says that each run contains a state at which control is after the execution of T 1 and T 2 .
Secondly, we assume that T 1 and T 2 are executed in nitely many times. We denote by "quiescent i " and \active i " the assertions meaning that a transaction T i has already terminated or has not yet started, and that T i is active, respectively. Moreover, we assume that we have a set of assertions f 1 ; : : :; n g identifying uniquely states belonging to di erent equivalence classes of EQ, i.e., at each state exactly one i holds and at states belonging to the same equivalence class the same j holds. Then, serializability of T 1 and T 2 can be expressed as follows:
The formula SER1 expresses that if at some state w the transactions T 1 and T 2 are quiescent, then for each run in the future of w the transactions T 1 and T 2 will become active. The formula P( j ) is used in order to guarantee that the transactions become active in the future of w. The formula SER2 says that if at some state w the transactions T 1 and T 2 are active, then for each run at some state in the future of w the transactions T 1 and T 2 will become quiescent. We have to add also the third formula. Informally saying, the formula SER3 expresses that for each trace "starting" and "ending" at a state, where T 1 and T 2 are quiescent, but were active at some its pre x, there is a linearisation, which behaves in a serial manner.
Example 4.2 Now, it is shown how the properties, we have discussed in the former examples, can be formally expressed by CTL P formulas. Firstly, models are de ned.
Let PV i = fp b j b 2 B i g, where B i is the set of places of EN-system N i , for i 2 f1; 2g.
The valuation function assigns to each state these propositions which correspond to marked places.
The model M 1 = (F 1 ] ; V 1 ) for the trace system T 1 is de ned as follows: In the following way, the property discussed in Example 3.2 can be expressed by CTL P formulas:
; V 2 ) for the trace system T 2 is de ned as follows: In this case T 1 and T 2 can occur only once. Thus, our speci cation is simpler. In terms of propositional variables, the property can be expressed as:
SERIALIZABILITY:
In the following sections, it is shown how to prove the above property by model checking. The condition 3 requires that independent actions can commute, the condition 4 is called the "diamond property". The condition 5 expresses unambiguity. In our case, this condition does not introduce any limitation, but it is convenient for using sequences of actions to denote paths.
De nition 5. De nition 5. W 1 = ff1; 3g; f1; 5g; f4g;f2;3g;f2;5gg, 1 = fa; b; c; dg, ! 1 = f(f1; 3g; b; f4g); (f1; 3g; a;f2;3g);(f1;3g;c; f1; 5g); (f1; 5g; d; f1; 3g); (f1; 5g; a; f2;5g); (f2; 5g; d; f2; 3g); (f2; 3g; c;f2;5g)g, Thanks to such de nition a trace automaton TA w accepting a trace system T, may contain much less states and transitions than the concurrent transition system F w accepting the same trace system. It is shown in 37] how to obtain a trace automaton (not necessarily minimal, but in linear time) for the trace system representing behaviour of a contact-free EN-system. This automaton has always, obviously, not a greater number of states and transitions than a rooted concurrent transition system accepting the same trace system. There are, however, examples showing that for trace systems with many concurrent actions trace automata, generated by the algorithm given in 37], are often much smaller than concurrent transition systems.
Example 5.2 (trace automata accepting T 1 and T 2 )
Trace automata accepting the trace systems T 1 and T 2 are presented below.
The trace automaton TA 1 = (W; ; !; I; w 0 ) accepting the trace system T 1 is de ned as follows: W = ff1; 3g; f1; 5g; f4g;f2;5gg, = fa; b; c; dg, != f(f1; 3g; b; f4g); (f1;5g;a; f2;5g); (f1; 3g; c;f1;5g);(f1;5g;d;f1;3g)g, I = f (a; c); (c; a); (d; a);(a; d) Before discussing a model checking algorithm for CTL P , we show that, in fact, we can restrict ourselves to give an algorithm for CTL P? -the restriction of CTL P without nested past modalities and still we can check all the properties we are interested in. The only property, we have discussed, which required nested past operators, was serializability. But we show that for checking serializability, we can use the model checking algorithm for CTL P? . This follows from the following observation. Let 
Since M is a nite state model, then there are at most jEQj non-isomorphic submodels M . Therefore, fortunately we can give a model checking algorithm for CTL P? and we can still verify all the properties discussed so far.
Unfortunately, as we show in the next section, model checking for CTL P? is NPhard.
NP-hardness of CTL P Model Checking
In this section we show that model checking for CTL P? , and therefore for CTL P is NP-hard. Our problem has the following formulation: given a model generator M G = (F w0 ; V G ) and a formula ', is ' true in M G at w 0 ?
We prove that 3-SAT problem is polynomialy reducible to determining whether M G ; w 0 j = ', for some CTL P formula '. Let = c 1^: : :^c m be a boolean formula in 3-CNF, where c i = l i1 _ l i2 _ l i3 , for 1 i m, l ij = x k or :x k for some k such that 1 k n, x 1 ; : : :; x n are the propositional variables appearing in . The following equivalence holds: *) is satis able i M G ; w 0 j = EF(Pc 1^: : :^Pc m ). The above follows from the fact that since the independence relation I = ;, therefore the model generated by M G is a tree. Therefore, all c i must be true somewhere at the same path, which represents one of the possible valuations of propositional variables x i . This reduction is polynomial. Hence, model checking for CTL P is NP-hard.
In fact we have proved even more. Namely, that model checking is NP-hard, even if past modalities cannot be nested, i.e., model checking for CTL P? is NP-hard.
The next part of this paper is devoted for de ning a model checking algorithm for CTL P? and then, it is shown how our method can be extended to cover the whole language of CTL P .
Model Checking for CTL P?
Although, CTL P? seems to be a very mild extension of CTL, it turns out that using a model checking algorithm for CTL P? we can check all the partial order properties, we have discussed so far. Therefore, the model checking method for CTL P? is of interest. Because of NP-hardness, we can hardly believe in a polynomial time model checking algorithm. Thus, the best we can o er is an algorithm of one exponential complexity. Moreover, as we show later, as soon as we know how to check CTL P? formulas we can apply this method to the whole language of CTL P and its extension to CTL P .
Unfortunately, any of the known methods for model checking, applied to CTL or CTL*, cannot be used in the case of CTL P? . Showing why all these methods fail is going to be a good introduction to our method of model checking.
Let M G = (F w0 ; V G ) be a model generator for M (we assume that the set PV of propositional variables is nite) and be a CTL P? formula to be checked over. Firstly, let's try to apply the method used for CTL 21]. Immediately we nd an obstacle. We do not know how to label states of the model generator M G with subformulas of containing past operators. This problem stems from the fact that it may happen that for some ; 0 2 Tr(F w0 ): AC( ) = AC( 0 ) = w in M G and for some H' 2 Subformulas( ), M; j = H' and M; 0 j = :H'.
Secondly, let's try to apply the method used for LTTL 19] and CTL* 24]. De ne the cross product of M G with all subsets of Subformulas( ) PV . Then, we can obtain the structure which is not a concurrent transition system. In fact, it can violate all the conditions, but the one which cannot be repaired is the diamond property. It may happen that for some trace , two di erent states w and w 0 in the new structure accept it. Since, w and w 0 may have been assigned di erent formulas, therefore our construction fails.
Looking at automata theoretic constructions 20] we realize that the same problems appear as in the former case. Therefore, we need a new technique. The general idea is to unwind M G such that we can assign past formulas to states of a new structure and then use the most e cient method of CTL model checking, tuned to observations. We need the following lemmas. = 1 2 i 1) 2 = 00 and 1 00 = , for some 00 The de nition of Rep( ) gives rise to the equivalence relation satisfying the conditions of De nition 2.1 and carrying information about the past and predecessors of traces. The interested reader can check that Rep( ), de ned as fAC( 0 ) j 0 g or fAC( 0 ) j 0 ! g wouldn't give rise to an equivalence relation as required.
Next, it is shown that EQ is indeed an equivalence relation, which can be used for de ning a new nite representation of Tr(F w0 ). ii) The index of EQ is obviously nite and moreover, it can be shown to be smaller than 2 2 jWj jI ( )j .
Then, we prove that EQ 0 and 2 Tr(F w0 ) implies EQ 0 , for each 2 ]. To this end we show that Rep( ) can be de ned in terms of Rep( ), , and ( ; I). We need the following notation: for each w 2 W and a 2 en(w), by w(a) we denote the state w 0 2 W such that iii) It follows directly from the de nitions of EQ, states( ), and pred( ). 
Improving the Algorithm
In order to decrease the number of elements of W 0 we may require that:
if (w; ; tt) 2 Rep( ), then (w; ; ff) 6 2 Rep( ), if (w; ; ff) 2 Rep( ), then (w; 0 ; ff) 6 2 Rep( ), for 0 and 6 = 0 .
The de nition of Rep( ) with these changes remains correct. To estimate the complexity of the algorithm we have to assess how much it does cost to build M 0 G . Therefore, notice that: jW 0 j 2 2 jWj jI ( )j . Checking whether fag I, for all a 2 I and for all 2 I ( ) costs at most j I j jI ( )j j I j jIj.
Checking whether fag 6 2 I ( ), for all a 2 I and for all 2 I ( ) costs at most j I j jI ( )j j I j jIj, since for each a 2 I and 2 I ( ) the algorithm can check whether (fag Con( )) \ I 6 = ;, where Con( ) = fa 0 2 j fa 0 g Ig (Con( ) has been already computed by the algorithm while checking whether fag I, for all a 2 I ), which costs at most j I j jIj.
whether w 0 has been labelled with ' and . The complexity of checking a formula of the above form over all states is O(jW 0 j). Now, we de ne algorithms for checking formulas of the form Y a ', H', EX a ', E('U ), and EG'. Firstly, all the states at which holds are labelled with E('U ). Secondly, the algorithm goes backwards using the relation ! 0?1 and labels all states at which ' holds with E('U ).
The complexity of labelling states with E('U ) is O(jW 0 j + j ! 0 j).
Model Checking for EG'
We assume that I 6 = ;. Let w 00 be the rst state on x such that each w 0 2 W 0 either doesn't ap on x after w 00 or appears in nitely many times. Then, the set W 00 of all states appearing on x after w 00 is a strongly connected component. It follows from Lemma 7.1 that W 00 satis es the required property. If W 00 is not a maximal strongly connected component, then it can be extended to it and the property in question is preserved. 
Improving the Algorithm
Now, it is shown how to improve the algorithm. The above algorithm will be more e cient, if instead of checking for all a 2 , it will check only for those a, for which there exists at least one independent action, i.e., a 2 I . If a 6 2 I , then fag en(w 0 ; W 00 ) 6 I, so this does not need to be checked. Finding the set I costs O(jIj). Therefore, the complexity of the improved algorithm is O(j I j jIj (jW 0 j + j ! 0 j)):
It was assumed that I 6 = ;. In the other case, each path is an observation, so to prove that EG' holds does not require to check any property about maximal strongly connected components. Then, the complexity is O(jW 0 j + j ! 0 j).
Complexity of CTL P ? Model Checking
In order to handle an arbitrary CTL P? formula , the state-labelling algorithm is applied to the subformulas of starting with the shortest and most deeply nested one. Since j I j jIj jI ( )j and j ! 0 j j ! j jW 0 j, then each pass does not take more time than O(j ! j jI ( )j 2 2 jWj jI ( )j ), and since contains at most length( ) di erent subformulas, the algorithm requires time O(length( ) j ! j jI ( )j 2 2 jWj jI ( )j ): Example 7.1 (proving serializability) Below, it is shown how to prove serializability of the trace system T 2 .
We have to check whether:
3. all the above extensions together -(model checking for CTL* P ). For 1), we de ne a sequence of unfoldings M 1 ; : : :; M n , where M 1 = M 0 G , n is the maximal depth of nested past formulas in , M i+1 is obtained from M i in the same way as M 0 G was obtained from M G . Then, we inductively label states of M i with subformulas of containing nested past formulas of depth at most i. Then, M; ] j = i the beginning state of M n is labelled with . In the worst case we can arrive at the complexity exp n (2 jWj jI ( )j).
In this case, the meaning of our result is only theoretical, but, at least, we have shown that it is decidable whether any CTL P formula is true in a nite state trace model. This result seems to be interesting on its own, especially in comparison with the result of chapter 9.
For 2), after unwinding the model generator, we treat past formulas as fresh propositions and apply the standard methods for CTL* model checking 24]. Then, we arrive at the complexity exponential in the number of states and exponential in the number of subformulas of .
For 3), we combine the methods of 1) and 2).
CTL P and the State Explosion Problem
There are some important properties expressible in CTL, which can be proved more e ciently, using the CTL P approach. It turns out that we do not only need to unwind our model generator, but moreover we can use only a fragment of it, namely, a trace automaton. This method can be applied for proving deadlock-freeness and termination.
Let M be a nite state model for T and M G = (F w0 ; V G ) be a model generator for M, and W 0 W be a set of states of a trace automaton for T . Notice that formulas of the form EF', where ' does not contain past subformulas and ' is stable i.e., ' ) AG', can be model checked more e ciently using trace automata. This follows from the following theorem. Note that the deadlock-freeness property can be expressed by the formula :EF(deadlock), where deadlock is a proposition meaning that a system deadlocks and obviously deadlock ) AG(deadlock). The complexity of checking deadlockfreeness is O(jW 0 j). Now, we show that formulas of the form AF(ter), where ter is a proposition meaning that the system terminates, can be model checked more e ciently by using 9 Undecidability of CTL P We now turn to the problem of determining the satis ability of CTL P formulas. This problem may be stated as: Given a CTL P formula ', is there a model M = (F v0 ; V ) such that M; v 0 j = '. If ' is true at v 0 of M, M is said to be a model of '. Note also that the CTL P formula ' is satis able i :' is not valid, hence exhibiting a decision procedure for satis ability amounts to deciding the validity problem.
Unfortunately, to our big surprise we have to report a negative result. CTL P is not decidable ! It turns out that we can encode a grid using our language.
Consider a Petri Net N, composed of two independent transitions a and b, each of them can be executed in nitely many times. i; j) ), and c(i+1; j) 2 R(c(i; j)), and there are in nitely many colours in the leftmost column, which contain the tile type T f . The above formulation means that one has to exhibit a colouring of the lattice points in the plane such that if a point has a colour c, then the point just above has a colour from the set U(c) and the point to the right has a colour from the set R(c), the beginning has a colour of a given subset of Co and the given tile type T f occurs in nitely often in the leftmost column.
Let PV = fC i j c i 2 Cog, i.e., we de ne an atomic proposition for each colour. Now, it is possible to give a set of formulas of CTL P? such that its conjunction is satis able i the recurring tiling problem has a solution. Firstly, we give formulas encoding the grid: 1) expresses that the tile type T at the beginning is T 0 . 2) enforces exactly one colour at each point of the grid. 3) and 4) ensure that successors have the right colour. 5) requires that the tile type T f occurs in nitely often in the leftmost column.
The recurring tiling problem has a solution i the conjunction of our formulas A) and B) is satis able. As in 44], it follows that the validity problem for CTL P? is 1 1 -hard. It can be easily shown that our logic remains undecidable, even if it does not contain backward step operators, next step operators are not labelled, but each valuation function encodes labelling as shown in Example 4.1. Then, the formulas 1), 2) in A) and 3), 4) in B) can use unlabelled versions of next step operators (see Example 4.1), the formulas 3) in A) and 5) in B) can be replaced by: The undecidability result explains why we couldn't use any standard method for model checking.
10 Comparing CTL P with Other Logics CTL P contains CTL and, as it has been said before, it can be seen as a restricted version of the logic de ned in 16]. The language of CTL P is an extension of that of Hennessy-Milner logic with backward modalities and a restriction of the language of POTL 3, 4] . CTL P resembles also the partial order logic (P.O.-logic), introduced by A. Sinachopoulos 14] , which, however, does not contain path and observation quanti ers. A similar logic, but with run operators (PN-logic), has been also de ned by Reisig in 11, 12] . CTL P di ers from ISTL 13] in the de nition of a frame; ISTL is interpreted on runs of trace systems. Figure 9 shows which formulas in other logics correspond to CTL P formulas.
Final Remarks
The presented approach to model checking for a partial order logic with past modalities over structures of global states is the rst one, known from the literature. In 4] model checking for a similar logic, interpreted over local state models has been investigated. Our paper is also the rst one showing how to prove properties of partial order executions, of serializability, and snapshots by model checking. Therefore, it is not possible to compare the complexity of the model checking algorithm with others.
Our method can be viewed as an extension and re nement of the method of Clarke and al. 21] to cover also partial order properties. The alternative approach would be to apply automata-theoretic techniques in the style of 20] or 31]. This, however, cannot be done immediately as it is not clear how to build automata accepting CTL P formulas.
We have proved that model checking becomes NP-hard as soon as we have introduced backward modalities. Moreover, unfortunately, the best algorithm we could give is of exponential complexity in the number of states of a model and linear in the length of a formula. Therefore, our algorithm can be applied for systems with not too many states. It seems to be impossible to de ne an algorithm linear in the number of the states of the model (and, obviously, exponential in the length of the formula).
The undecidability results presented in this paper and in 48] show that in general it is not possible to synthesise systems from their speci cations in CTL P? , or any similar logic, e.g., de ned in 13, 14, 16] . Therefore, although, serializability and run properties can be proved by model checking, they cannot be imposed on systems, synthesised from their speci cations. (1) -In CTL and CTL* the path quanti ers range over all paths, in CTLP they range over observations 
