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A
reliable description of dense gas–solid two-phase ﬂows of Geldart A particles in gas-
ﬂuidized beds at life-size scale is of great practical importance in process industries.
The classical two-ﬂuid model, based on the kinetic theory of granular ﬂows (KTGF),
provides a very promising theoretical framework for predicting large-scale gas–solid two-
phase ﬂows. However, thus far the two ﬂuid model has not been successful in describing
gas–solid ﬂows of Geldart A particles. As the kinetic theory was originally developed for
cohesiveless particles, it is essential to check if the theory can still work for Geldart A par-
ticles, which are slightly cohesive. In this research, a soft-sphere discrete particle model
(DPM) is used to study the detailed particle–particle interactions in periodic boundary
domains, where interparticle van der Waals forces are taken into account, with no gas
phase present. In our simulations, we (1) compare the results for both the hard-sphere and
the soft-sphere discrete particle model for cohesiveless particles, with the theoretical predic-
tions obtained from the kinetic theory of granular ﬂows, and (2) study the effect of the cohe-
sive forces in the soft-sphere model and explore a way to modify the current kinetic theory
according to the soft-sphere DPM simulation results. The information obtained from these
simulations can be further incorporated into the KTGF based two-ﬂuid model.
Keywords: discrete particle simulation; Geldart A particles; ﬂuidized bed; ﬂuidization.
INTRODUCTION
Group A particles of the Geldart classiﬁcation (Geldart,
1973) are often encountered in chemical engineering. An
important example is the ﬂuid catalytic cracking (FCC)
catalysts, which are widely used for production of gasoline
from oil. For certain gas velocities, this type of particles
are found to display a unique homogeneous expansion in
gas-ﬂuidized bed reactors, where the solid fraction is nor-
mally very high (in the range of 0.5–0.6). However, up
to date, the physical mechanism behind this homogeneous
ﬂuidization is still not completely understood. This greatly
prevents construction of a reliable continuous model for
dense gas–solid two-phase ﬂow with Geldart A particles.
Such models, however, are of great practical interest in
the design and scale-up of engineering-size scale ﬂuidized
bed reactors.
In the past decades the two-ﬂuid models based on the
kinetic theory of granular ﬂows (KTGF) saw the rapid
development and wide applications in different gas–solid
two-phase ﬂows (Sinclair and Jackson, 1989; Ding and
Gidaspow, 1990; Ocone et al., 1993; Nieuwland et al.,
1996; Samuelsberg and Hjertager, 1996; Benyahia et al.,
2000; Goldschmidt et al., 2001; Zhang and Reese, 2003;
Yurong et al., 2004). However, most of the studies have
focused on either big particles (Geldart B or D particles)
or dilute systems (circulating ﬂuidized beds). Very little
work has been done on dense systems of ﬁne particles,
especially Geldart A particles. Recently, McKeen and
Pugsley (2003) reported a simulation of the bubbling ﬂuidi-
zation of Geldart A particles. It has been shown that with-
out modifying the drag laws, the bed expansion would be
over-predicted and the ﬂow patterns observed in the simu-
lations depart signiﬁcantly from that in real bubbling ﬂui-
dized beds. Normally the diameter of Geldart A particles
is less than 120 mm; for these sizes, the surface cohesion
between particles is believed to play a role in the ﬂuidiza-
tion behaviour. McKeen and Pugsley (2003) argued that
due to cohesion, the particles would form clusters, which
in turn reduces the average drag force acting on a single
particle. Nevertheless, the inﬂuence of the cohesion on
the KTGF has not been fully investigated. The KTGF
was originally developed based on the kinetic theory of
dense gas by taking into account the inelasticity of
particle–particle collisions (Lun et al., 1984). Recently,
Kim and Arastoopour (2002) tried to extend the kinetic
theory to cohesive particles, however, the ﬁnal expression
for the particulate stress is quite complex and difﬁcult to
incorporate in the current continuous models.
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(DPM) will be used to test the kinetic theory of granular
ﬂows, with the emphasis on the excess compressibility
since it plays a central role in calculation of particle
phase pressure and other transport coefﬁcients. In order to
test our simulation procedure, we ﬁrst compare the results
from both the soft-sphere model and the hard-sphere
model for simple elastic spheres with the prediction from
kinetic theory. Once we have established that the soft-
sphere model yields results similar to those from the
hard-sphere model, we investigate the effect of the ‘heat-
ing’ procedures, the coefﬁcients of restitution, and the
spring stiffness on the excess compressibility. Finally, we
turn on the cohesive forces and investigate the inﬂuence
of the cohesion on the excess compressibility. At present,
the effect of the gas phase is not considered.
KINETIC THEORY OF GRANULAR FLOWS
Elastic Particles
Ifnoenergydissipationispresentduringparticle–particle
collisions, the kinetic theory of molecular gases, as orig-
inally developed by Chapman and Enskog (Chapman and
Cowling, 1970), can be applied directly. The simplest situ-
ation is the ideal gas, where the motion of particles is
considered as the only source for momentum and kinetic
energy transfer in the system. In that case the particulate
pressure p0, the shear viscosity m0 and thermal conductivity
l0 are (Chapman and Cowling, 1970):
p0 ¼ nkBT, m0 ¼
5
16d2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mkBT
p
r
,
l0 ¼
75mkB
64d2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mkBT
p
r (1)
where n is the particle number density, kB the Boltzmann
constant, m is the mass of a single particle, d the
particle diameter, and T the granular temperature, which
is deﬁned as:
T ¼
2Ek
3NkB
(2)
with Ek representing the kinetic energy of the system, and
N the particle number. For the dense gas system, however,
the collisions between particles will also contribute signi-
ﬁcantly to the transfer of momentum and kinetic energy.
The effect of the particle–particle collisions was ﬁrst
studied by Enskog (Chapman and Cowling, 1970). Based
on the standard Enskog theory (SET), the particle pressure
is given by:
p1 ¼ nkBT(1 þ 41Sx) (3)
where 1S is the solid volume fraction, and x the radial
distribution function. From equation (1), it follows that
equation (3) can be rewritten in term of the excess com-
pressibility y1 ¼ 41Sx:
p1 ¼ p0(1 þ y1) (4)
According to the SET, the shear viscosity and the thermal
conductivity are completely determined by the excess
compressibility via:
m1 ¼ 41Sm0
1
y1
þ
4
5
þ 0:7614y1
  
(5)
l1 ¼ 41Sl0
1
y1
þ
6
5
þ 0:7574y1
  
(6)
Inelastic Particles
For the inelastic particles, there is a general consensus on
the form of the particle pressure in the literature, which is
given as (Lun et al., 1984):
p2 ¼ p0½1 þ 2(1 þ e)1Sx  (7)
In the case of e ¼ 1, equation (7) reduces to equation (3).
We can write equation (7) again in terms of an excess
compressibility y2:
p2 ¼ p0(1 þ y2) (8)
with
y2 ¼ 2(1 þ e)1Sx ¼ y1 þ 2(e   1)1Sx
The effect of the dissipation is thus that the excess com-
pressibility is modiﬁed by a factor (e þ 1)=2 compared to
the elastic case. In terms of the modiﬁed excess compressi-
bility y2, the expression for the shear viscosity and thermal
conductivity then take the same form as equations (5) and
(6), only with a slightly different prefactor (Nieuwland
et al., 1996):
m2 ¼ 4:0641Sm0
1
y2
þ
4
5
þ 0:761y2
  
(9)
l2 ¼ 4:100521Sl0
1
y2
þ
6
5
þ 0:748y2
  
(10)
Radial Distribution Function
As shown in the previous paragraph, the radial distri-
bution function x is of fundamental importance in the kin-
etic theory of dense granular ﬂows. In essence, the radial
distribution function gives the correction to probability of
a collision due to the presence of other particles. In the
case of slightly inelastic collisions, where the collisional
anisotropy plays a negligible role, the radial distribution
function only depends on the local particle volume fraction.
In the kinetic theory of granular ﬂows, normally only the
value at the point of contact is of interest. Therefore in
literature, the radial distribution at the point of particle
contact is mostly given as x0(1S).
In the early work of granular ﬂows (Lun et al., 1984), the
radial distribution function for dense rigid spherical gases
proposed by Carnahan and Starling (1969) is applied:
x0(1S) ¼
2   1S
2(1   1S)3 (11)
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results from molecular dynamics simulations for particle
volume fractions up to about 0.55, but above this it predicts
values that are too low. To obtain better agreement for high
volume fractions, and prevent particle volume fractions
higher than the theoretically maximum packing density
for uniform spheres, 1max
S ¼ 0:7495, Savage (1988) used a
simple approximate expression for the radial distribution
in his later work:
x0(1S) ¼ 1   1  
1S
1max
S
   1=3 "#  1
(12)
Subsequently, Ding and Gidaspow (1990) modiﬁed
equation (12) to get a better match with the molecular
dynamics data of Alder and Wainright (1960) for high
solid fractions:
x0(1S) ¼
3
5
1   1  
1S
1max
S
   1=3 "#  1
(13)
However, this radial distribution function does not
approach 1 for dilute systems. The best ﬁt to the data by
Alder and Wainright (1960) is presented by Ma and
Ahmadi (1986):
x0(1S) ¼
1 þ 2:51S þ 4:590412
S þ 4:51543913
S
½1   (1S=1max
S )3 
0:67802 (14)
with 1max
S ¼ 0:64356:
DISCRETE PARTICLE MODEL
In a discrete particle model, the equations of motion of
the particles are solved for each individual particle. The
discrete particle models can be roughly divided into two
groups: time driven (‘soft-sphere’) and event-driven
(‘hard sphere’). In hard-sphere simulations the particles
are assumed to interact through instantaneous, binary col-
lisions. In between the collisions, one has free ﬂight of
the particles (no force), so the system evolves directly
from one collision to the next (Hoomans et al., 1996;
Ouyang and Li, 1998; Zhou et al., 2002). In soft-particle
simulations, the system evolves in time from Newton’s
law, using a ﬁxed time step, and the particles are allowed
to overlap slightly (Tsuji et al., 1993; Xu and Yu, 1997;
Mikami et al., 1998; Kafui et al., 2002; Ye et al., 2004).
The contact forces are calculated from the deformation his-
tory of the contact, for which different models can be used.
The simplest and most widely used soft-sphere approach is
the linear spring/dash-pot model originally developed by
Cundall and Strack (1979). In this study, we will use the
soft-sphere approach, although the hard-sphere interaction
was a basic assumption in developing the kinetic theory.
The reasons for using the soft-sphere model are twofold:
(1) in the hard-sphere approach the occurrence of multiple
contacts at the same time is not possible; (2) the incorpora-
tion of a cohesive force between particles is not straight-
forward in the hard-sphere model, since the update of the
coordinates in that model is not based on forces.
Contact Force
Following the approach by Cundall and Strack (1979),
the contact force between two spheres is formulated by
F
(c)
ij ¼  Kdijnij   hvij (15)
where K is the spring stiffness, dij the overlap between par-
ticles, nij the unit vector pointing from particle i to j, and vij
the relative velocity between particles. The damping coefﬁ-
cient h is determined by the coefﬁcient of restitution e. The
details of this model can be found in Ye et al. (2004). No
frictional force has been considered at present since it
typically is ignored in the KTGF.
Cohesive Force
The cohesive interactions between particles are typically
short-range in nature. Subject to different conditions, the
cohesive forces can include van der Waals forces, liquid
bridges, and so on. In ‘dry’ granular ﬂows of ﬁne particles,
the van der Waals force is the dominating cohesive force,
and will be the only one considered in this study. The for-
mulation of the interparticle van der Waals force was ﬁrst
derived by Hamaker (Israelachvili, 1991). For two spheres
with the same diameter d, and with interparticle distance
(from centre to centre) rij . d, the van der Waals force
equals
F
(c)
ij ¼
Ad
12Z2
ij
nij (16)
with Zij(¼ rij   d) the intersurface distance. To avoid the
singularity that arises when two spheres are at contact
(Zij ¼ 0), we deﬁne the van der Waals force for Zij   Z0 as:
F
(c)
ij ¼
Ad
12Z2
0
nij (17)
where Z0 is a pre-deﬁned cut-off value. The interparticle
potential U corresponding to these forces is:
U ¼ 
Ad
12Zij
(Zij . Z0) (18)
U ¼ 
Ad
12Z2
0
(rij   d)( Zij   Z0) (19)
In Figures 1 and 2, we show the interparticle van der
Waals interaction as a function of the interparticle sur-
face distance. Note that the minimum of the cohesive
potential is:
Umin ¼ 
Ad
12Z0
(20)
In a system with gravity present, the magnitude of the
cohesive force is normally related to the weight of a
single particle. Since the gravitational forces are absent
in this work, it is essential to ﬁnd different gauge for the
cohesive force. As in molecular simulations, we scale
the cohesive potential with the average kinetic energy of
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w ¼
jUminj
kBT
¼
Ad
12Z0
 
1
kBT
(21)
For a particle with a diameter d   100mm, a value Z0 ¼
4:0nm is commonly used (Seville et al., 2000). In this
research, we set the ratio d=Z0 to a constant value
2:5   105.
We take the radius of a single particle as the unit of
length in this research, i.e., r ¼ 1:0. In this unit, the cut-
off value of the inter-surface distance is set to Z0¼
8.0   10
26. Furthermore the Boltzmann constant kB is
deﬁned as 1.0, so that scaling factor w equals
w ¼
5
24
  105 A
T
(22)
It is also important to compare the magnitudes of the
cohesive forces with the contact force. As the maximum
overlap between two particles was pre-deﬁned as 0.005d,
the maximum contact force will be 0.005 Kd. The ratio
between the cohesive force and contact force is then
F
(v)
ij
F
(c)
ij

1
0:005Kd
 
Ad
12Z2
0
¼ 2:6   1011 A
K
(23)
In any case we should keep the ratio F
(v)
ij =F
(c)
ij in the
range 0–10% to prevent very strong cohesion between
particles, since that could give rise to clusters, the study
of which is beyond the scope of this research.
SIMULATION PROCEDURE
In this research, periodic boundary domains are used in
order to minimize the effects of the size of the container,
since we have a relatively small amount of particles
(N ¼ 500) in our system, for reasons of computational efﬁ-
ciency. As for inelastic collisions, the particles will con-
tinuously dissipate energy, which could eventually cause
the particles come to a quiescent state. In this work, we
therefore drive the system by two different techniques:
(1) rescaling the particle velocities every time step, accord-
ing to the desired granular temperature; (2) accelerating the
particles randomly.
In the rescaling procedure, we scale the particle velocity
vector v(0) at the end of each time step by
v ¼ Lv(0) (24)
where L equals
L ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
3NT
2E
(0)
k
s
(25)
Here E
(0)
k is the kinetic energy at the end of each time step.
In the random acceleration method of driving, a random
force is applied to each particle. In this case, the velocity v
is given by
v ¼ v(0) þ aRuDt (26)
where R [ ( 1, 1) is a random number, and u the unit
vector. The parameter a is used to control the magnitude
of the acceleration.
In the simulations, the equilibrium pressure is obtained
from the following expression (Haile, 1992):
p ¼ nkBT(1 þ y),
y ¼
1
3NkBTk
X
i
X
j.i
(Fij   rij)l
(27)
In this expression Fij is the force acting on particle i due to
the interaction by particle j, and rij the vector distance
between particle i and j. The brackets stand for a time aver-
age, once the system has reached equilibrium. For a system
of cohesive particles, the pair-wise force Fij can be divided
into two parts: the contact (or collision) force F
(c)
ij and the
cohesive force F
(v)
ij . The contact force will contribute essen-
tially to y1 and y2. To account for the effect of cohesion
between particles, we similarly deﬁne a third contribution
to the excess compressibility, y3:
y3 ¼
1
3NkBTk
X
i
X
j.i
(F
(v)
ij   rij)l (28)
All the parameters are normalized by the particle radius,
particle density, and granular temperature. The parameters
that are not varied in the simulations are listed in Table 1.
Figure 1. The interparticle van der Waals force according to the Hamaker
theory.
Figure 2. The interparticle van der Waals potential according to the force
shown in Figure 1.
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RESULTS
Comparisons with the Hard-Sphere Results
First, we should check whether the soft-sphere model
gives results comparable to those from the hard-sphere
model.Tothisend,wecarriedoutseveralsetsofsimulations
with particles starting either from random positions or
face-centred cubic (FCC) positions. The hard-sphere simu-
lation results for these two conﬁgurations have been well
documented by many researchers (Alder and Wainwright,
1957; Hoover and Ree, 1968; Carnahan and Starling,
1969; Erpenbeck and Wood, 1984). It has been shown that
the Carnahan–Starling equation can describe these results
up to the solid-fraction of 0.55 very well (Carnahan and
Starling, 1969). According to the Carnahan-Starling
equation, the excess compressibility of a hard-sphere
system can be represented as:
y ¼
41S   212
S
(1   1S)3 (29)
In Figure 3 we show our simulation results for smooth,
elastic and cohesiveless spheres in periodic boundary
domains, where the particles are initially placed at the grid
pointsofaface-centrecubic(FCC)lattice.Forsuchsystems,
Hoover and Ree (1968) observed a phase transition from the
ﬂuidstatetoasolidstateaty ¼ 7:27.Ascanbeseen,boththe
hard-sphere and soft-sphere simulations clearly display this
transition point. We also compared the simulation results
with inelastic spheres, which are shown in Figure 4. The
solid fraction in the initial conﬁguration is ﬁxed at 0.05. It
is shown that in this dilute system, the soft-sphere model
can reproduce the results of the hard-sphere simulations,
and both simulations results are in agreement with equation
(9) (solid line). We will show in the following sections, that
also for the dense system, very good agreement between the
hard-sphere and soft-sphere results can be found. The con-
clusion is therefore that the soft-sphere model can be used
as an alternative for the hard-sphere model, as far as the
calculation of the excess compressibility is concerned.
Effect of the Procedures
In order to obtain a meaningful value for the excess
compressibility from the simulations, it is essential to
have the system in an equilibrium state. As discussed
before, the collisions between particles will dissipate kin-
etic energy of the system, so that an equilibrium state can
only be reached when the system is driven by external
forces. The two procedures discussed above can in prin-
ciple be used to drive the system. However, we ﬁnd these
two procedures can lead to different behaviours of the gra-
nular system. In Figure 5(a), we show the simulation results
for the face-centred cubic (FCC) conﬁgurations driven by
rescaling procedure. As can be seen, for all solid fractions
an equilibrium state is reached. However, this equilibrium
is found to be metastable, since after some time (depending
on the solid fraction) the compressibility decreases. This
break-down of equilibrium might be due to the formation
of clusters, which is a well-known feature of granular
system with inelastic collisions. However, it is extremely
difﬁcult to distinguish the clusters from the snapshots in
verydensesystems.Alternatively,wecheckthevelocitydis-
tribution of particles. In Figure 6, the typical instantaneous
Table 1. Some parameters used in the simulations.
Parameters Value
Particle number, N 500
Particle radius, r 1
Particle density 1
(Soft-sphere model) Normal
spring stiffness, K
70 000
Time step, Dt 10
24
Granular temperature, T 1/0.01
Boltzmann constant, kB 1
Cut-off value for inter-surface
distance between particles, Z0
10
26
Note: all parameters are normalized.
Figure 3. Simulation results for both the soft-sphere model (squares) and
the hard-sphere model (the crosses), compared to the Carnahan–Starling
equation (solid line). The particles are initially arranged in a face-centred
cubic (FCC) conﬁguration. Spring stiffness K ¼ 70 000, Hamaker constant
A ¼ 0.0, granular temperature T ¼ 1.0, and coefﬁcient of restitution
e ¼ 1.0. The system is driven by rescaling.
Figure 4. Excess compressibility as in Figure 3, but now as a function of
the coefﬁcient of restitution e, for one solid fraction (1S ¼ 0.05). The
excess compressibility has been normalized by y obtained in the case of
coefﬁcient of restitution e ¼ 1.0.
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initial velocities of particles are generated randomly. After
a sufﬁcient number of particle–particle collisions, the velo-
city distribution develops into a Gaussian distribution,
which leads the system to an equilibrium state. But after a
quite large number of collisions, the velocity distribution
becomes very narrow, which means most of the particles
are having a very small velocity or are even at rest. This
may indicate that denser regimes have formed where
particles experience more frequent collisions, and their
kinetic energy dissipates more quickly. Thus the velocities
of particles in the denser regime are relatively smaller than
particles in the dilute regime. In the rescaling procedure,
the slower particles will gain less kinetic energy and
remain slower.
This break-down is also found in random conﬁgurations.
In Figure 7(a) we show the simulation results for random
systems. As can be seen, the system quickly transforms
to a non-equilibrium state so that it is difﬁcult to get accu-
rate information for the equilibrium state. It is not clear at
present whether the transition from the equilibrium to the
non-equilibrium is an inherent phenomenon or not. Also,
it is not understood why in the non-equilibrium state,
the curves for y seem to collapse onto one single curve
[see Figure 5(a)]. Nevertheless, the transition to the non-
equilibrium state can be avoided by using the random
acceleration procedure. In Figures 5(b) and 7(b) we show
the results using this method. It is clearly demonstrated
that, at least within current simulation time, that the
system remains in equilibrium. Also, the plateau value for
y corresponds with the intermediate plateau value of the
metastable state of the system driven by scaling.
However, we would point that, although the random
acceleration procedure can generate a stable equilibrium
state, it requires a relatively longer simulation time. On the
other hand, the rescaling procedure is quite efﬁcient for
lower solid fractions (less than 0.45). Thus in this study, if
not speciﬁed, the random acceleration procedure will be
used to simulate the denser system with a solid fraction
Figure 5. The evolution of excess compressibility for dense systems with
solid fraction 1S ¼ 0:40, 0.45, 0.55 and 0.60, respectively. The coefﬁcient
of restitution e ¼ 0.9. The particles are initially arranged in a face-centred
cubic (FCC) conﬁguration. The system is driven by either rescaling (a) or
random acceleration (b).
Figure 6. The instantaneous velocity distribution for a granular system
with solid fraction 1S ¼ 0:60 (the excess compressibility for this system
is shown in Figure 5). The velocity distribution is taken for the y direction
at: t ¼ 0 (dotted line); t ¼ 25 (squares); and t ¼ 35 (solid line). The dash
line is a ﬁt of the squares using a Gaussian function.
Figure 7. The evolution of the excess compressibility for a granular system
with solid fraction 1S ¼ 0:54 and 0.60. The coefﬁcient of restitution
e ¼ 0.9. The particles are initially placed randomly. The system is
driven by either rescaling (a) or random acceleration (b).
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lower solid fractions (less than 0.45), where we take the
plateau value corresponding to the metastable equilibrium
state as the ﬁnal results for the excess compressibility.
Dependence on the Spring Stiffness
Although the linear spring/dashpot model provides a
convenient way to calculate the interparticle contact
force, it is still too simple for investigating the detailed
particle–particle interactions. For example, the deﬁnition
of the spring stiffness, K, is somewhat artiﬁcial in this
model. It has been argued that a rigorous selection of the
spring stiffness should be directly related to the material
properties of the particles. Yet this may lead to a relatively
large value of the spring stiffness, and consequently an
unrealistic small time step for the discrete particle simu-
lations. In our soft-sphere model, the selection of the
spring stiffness is based on the following criteria: (1) the
corresponding time step should be reasonable; (2) the over-
lap should have a maximum value equal to 0.5% of the
diameter of the particle. Clearly the larger the spring stiff-
ness, the closer it resembles a hard-sphere system. Yet, the
computation will be very expensive. The classical kinetic
theory of granular ﬂows is based on the assumption of
instantaneous and binary collisions of hard-spheres. In
soft-sphere simulations with a ﬁnite spring stiffness, mul-
tiple contacts will always be present. Therefore, it is a
prerequisite to investigate how the presence of multiple
contacts will inﬂuence the kinetic theory of granular
ﬂows. To this end, we carry out two sets of simulations
with exactly the same initial conﬁguration, using four
different spring stiffness: 700, 7000, 70 000, and 700 000.
In the ﬁrst and second set of simulations the coefﬁcient
of restitution is set to 1.0 and 0.9, respectively. In both
sets of simulations, the solid fraction is ﬁxed to 0.54,
which is a dense regime typically encountered in the
homogeneous ﬂuidization of Geldart A particles.
In Figure 8, we show the evolution of the excess compres-
sibility with time. For small spring stiffness (K ¼ 700 or
7000), the system displays the feature of a non-equilibrium
state for both elastic and inelastic system, since the
excess compressibility continuously decreases with time,
and the equilibrium ‘plateau’ value is not reached. This
suggests that an artiﬁcially small spring stiffness may
lead to the failure of prediction of excess compressibility.
For large spring stiffness (K ¼ 70000 and 700000), the
simulations with a system of elastic particles (e ¼ 1.0)
are shown in Figure 8(b). As can be seen, an equilibrium
state is reached. In Figure 9 we compare the steady state
values with correlations for hard-sphere systems. From
Figure 9, it can be argued that a reasonably large spring
stiffness can be used to get the correct excess compressibil-
ity. We also check with an inelastic system (e ¼ 0.9). For
large spring stiffness (K ¼ 70 000 and 700 000) only a
short equilibrium phase has ﬁrst been established, after
which a break-down of this equilibrium state is observed
[as shown in Figure 8(a)]. As discussed before, this indi-
cates that the dissipative nature of the particle–particle col-
lisions will lead the system to form clusters, which leads to
a non-equilibrium state. The excess compressibility is over-
predicted for inelastic systems. Therefore to calculate the
excess compressibility for dense inelastic systems, it is
essential to use the random acceleration procedure.
Effect of the Coefﬁcient of Restitution
As can be seen from equation (7), the kinetic theory of
granular ﬂow predicts that the excess compressibility is a
linear function of the coefﬁcient of restitution e,
y ¼ 2(1 þ e)1Sx (30)
Figure 8. The evolution of the excess compressibility in soft-sphere simu-
lations for random initial particle positions for different values of the
spring stiffness K. Hamaker constant A ¼ 0.0, granular temperature
T ¼ 1.0, and solid fraction 1S ¼ 0.54, and the coefﬁcient of restitution
e ¼ 0.9 (a) and 1.0 (b). The system is driven by rescaling.
Figure 9. The comparisons with the excess compressibility from different
spring stiffness. The simulation conditions are speciﬁed in Figure 8.
Crosses are the simulation results for e ¼ 0.9, and squares for e ¼ 1.0.
The solid line represents the correlation by Ma and Ahmadi, and dash
line represents the correlation by Carnahan and Starling.
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tion that the particles are slightly inelastic, i.e., e ¼ 1.0.
Therefore, it is necessary to examine the effect of the
coefﬁcient of restitution on the excess compressibility and
check the validity of equation (7).
We performed several sets of simulations for different
coefﬁcients of restitution. As was discussed above, in
the case of dense regime, the rescaling procedure will
not lead to a steady excess compressibility. Thus we use
the random acceleration procedure for the solid fraction
higher than (including) 0.45 and the rescaling procedure
for solid fractions less than 0.45. In Figure 10, the
excess compressibility is shown as a function of the
solid fraction for different coefﬁcients of restitution e.
These results are compared with the equation (30),
where the radial distribution function x is taken either
from the Ma-Ahmadi correlation or from the Carnahan–
Starling correlation. As can be seen the excess compressi-
bility agrees well with both correlations for a solid frac-
tion 1S up to 0.55. For extremely dense systems, i.e.,
1S . 0:55, the Ma-Ahmadi correlation presents a much
better estimate of the excess compressibility for slightly
elastic particles (e ¼ 0.8–1). A more detailed comparison
with the Ma-Ahmadi correlation is shown in Figure 11.
Therefore the Ma-Ahmadi correlation is suggested to be
a good representative of the radial distribution function
in the kinetic theory of granular ﬂows.
Effect of the Cohesive Force
For Geldart A type particles, the cohesive van der
Waals forces cannot be neglected. However, the inﬂuence
of such forces on the excess compressibility has not been
reported before. In Figure 11, the results for the excess
compressibility for different Hamaker constants A are
shown. For simplicity a coefﬁcient of restitution e ¼ 1:0i s
used. We consider two different Hamaker constants: A ¼
3:0   10 12 and A ¼ 3:0   10 10. From Figure 11, we see
that for these two Hamaker constants, the simulation results
show a very good agreement with equation (30) if the radial
distribution function x is calculated from the Ma-Ahmadi
correlation. Only a very small deviation has been found
in the dense regimes, which suggests that the cohesion
has only a quite weak inﬂuence on the excess compressibil-
ity, at least for the values of Hamaker constant that we
studied.
However, it should be noted that the quantiﬁcation of the
cohesive force is not straightforward, since there is no
reference force (such as gravitational force) in these
systems. We consider these systems as slightly cohesive
since the ratio of the cohesive potential and the average
kinetic energy per particle is small, i.e., w ¼
6:25   10 8–6:25   10 6. At the same time, the ratio
between the cohesive force and contact force ranges from
1:11   10 5–1:11   10 3. If a strong cohesive force is
Figure 10. The excess compressibility from soft-sphere simulations, with random initial particle positions. Hamaker constant A ¼ 0.0, granular temperature
T ¼ 1.0, and the coefﬁcient of restitution (a) e ¼ 1.0; (b) e ¼ 0.95; (c) e ¼ 0.90; and (d) e ¼ 0.80. Spring stiffness K ¼ 70 000. The results are compared
with equation (30) based on both Carnahan–Starling (solid line) and Ma-Ahmadi (dashed line) correlation.
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structures, whereas a homogeneous state is one of the
basic assumptions underlying the kinetic theory of granular
ﬂow. It is extremely difﬁcult to directly measure the cohe-
sive forces between Geldart A particles since this type of
forces strongly depend on the surface properties of par-
ticles. From our simulation results, it becomes clear that
the kinetic theory of granular ﬂows still holds for slightly
cohesive granular system.
The Contribution of Cohesion to the Excess
Compressibility
In order to check to what extent the cohesive forces
inﬂuence the excess compressibility, we calculate the con-
tribution of the cohesive force to the excess compressibil-
ity, which we deﬁne as:
y3 ¼
1
3NkBTk
X
i
X
j.i
(F
(v)
ij   rij)l (31)
Here F
(v)
ij is the van der Waals force between two spheres.
In Figures 12 and 13, we show the results obtained in a
system with constant granular temperature T ¼ 1.0, the
total excess compressibility of which are shown in
Figure 11. These results are plotted as a function of
1S, 12
S, 13
S, and 14
S. From Figures 12(a) and 13(a), we can
see that with an increasing solid fraction the magnitude
of y3 experiences a continuous increase. Also for the
same solid fraction 1S a larger cohesive force will
lead to a larger value y3. For a weak cohesive force
(A ¼ 3:0   10 12), as shown in Figure 12(c) and (d),
the contribution y3 is essentially a linear function of
13
S or 14
S, which can be well ﬁtted by a function
Figure 11. The effect of the cohesive force on the excess compressibility.
The coefﬁcient of restitution e ¼ 1.0, and granular temperature T ¼ 1.0.
The Hamaker constant A ¼ 3:0   10 12 (circles) and A ¼ 3:0   10 10
(crosses).
Figure 12. The contribution of the cohesive force to the excess compressibility y3. The coefﬁcient of restitution e ¼ 1.0, granular temperature T ¼ 1.0 and
the Hamaker constant A ¼ 3.0   10
212 in these results. The solid lines in (c) and (d) are linear ﬁts to the data.
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S   C214
S. If the cohesive interaction becomes
stronger, say A ¼ 3:0   10 10, the contribution y3 mani-
fests a linear dependence on the solid fraction 1S or 12
S.
Thus for slightly cohesive particles, we can write the con-
tribution y3 of cohesion to excess compressibility as
y3 ¼ 
X NC
i
Ci1i
S (32)
where the coefﬁcients Ci strongly depend on the magnitude
of cohesive force.
CONCLUSION AND DISCUSSIONS
The reliability of the classical two-ﬂuid models for
Geldart A particles depends very much on the accuracy
of the correlations for drag coefﬁcient, particle pressure,
and other transport coefﬁcients. Much research has been
devoted to obtaining accurate drag correlations, from
either experiments or direct numerical simulations (van
der Hoef et al., 2005). For particle pressure and other trans-
port coefﬁcients, however, results are few and far between.
It is becoming more popular nowadays to use the constitu-
tive closures based on kinetic theory of granular ﬂows for a
continuous representation for the particle phase. It is still
not clear whether the kinetic theory of granular ﬂows,
which was originally developed for cohesiveless particles,
can be applied to slightly cohesive systems (such as Geldart
A particles). It is also not obvious to what extent the kinetic
theory of granular ﬂows can be used for dense granular
systems.
In this paper we use a soft-sphere discrete particle model
to test the kinetic theory, with an emphasis on the excess
compressibility as it is the key quantity in KTGF for calcu-
lating the particle pressure and other transport coefﬁcients.
However, the excess compressibility should be obtained
from the equilibrium state. Due to the dissipative nature
of particle–particle collision, it is not possible for a granu-
lar system to stay at equilibrium without any other external
energy sources. Therefore it is essential to ﬁnd some man-
ners that can be used to continuously ‘heat’ the granular
system. On the other hand, however, the dissipation will
lead to form dense regimes. In these dense regimes the par-
ticles frequently collide with others and continuously lose
kinetic energy, which eventually leads to a very narrow vel-
ocity distribution. This clustering phenomenon is a typical
feature of granular systems. A simple rescaling procedure
is not sufﬁcient to keep the system running for a long
time in an equilibrium state. In the rescaling procedure,
the fast particles will gain more energy while the slower
particles will gain less energy. Since the particles in the
dense regimes normally have a lower velocity, they will
gradually slow down, which eventually leads to an inhomo-
geneous situation. In this case, it is not possible to get a
steady value of excess compressibility. Therefore it is
necessary to use another ‘heating’ procedure: the random
accelerating approach. By accelerating each particle with
a random acceleration, the granular system is found to
stay in the equilibrium state. The drawback is that it is
Figure 13. The same as in Figure 12, but the Hamaker constant A ¼ 3.0   10
210. The solid lines in (a) and (b) are linear ﬁts to the data.
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So for dense systems with a solid fraction higher than 0.45,
we use the random accelerating procedure. The rescaling
procedure can be efﬁciently used in dilute systems.
The equation of state given by equation (30) is found to
be justiﬁed for a coefﬁcient of restitution e ¼ 1:0, although
for high solid fractions, a better agreement can be obtained
if the Ma-Ahmadi correlation is taken as the radial distri-
bution function. For slightly cohesive particles, only a
very small deviation has been found from equation (30),
which suggests that with the Hamaker constants tested in
the range used in this research, the cohesion only has a
weak inﬂuence on the excess compressibility. However, it
should be noted that the quantiﬁcation of the cohesive
force is not straightforward, since there is no reference
force (such as gravitational force) in these systems. We
consider these systems as slightly cohesive since the ratio
of the cohesive potential and the average kinetic energy
per particle is small. It is expected that in the presence of
a strong cohesive force, particles will form complicated
agglomerates. In this case, an equilibrium state may not
exist, so that the validity of kinetic theory of granular
ﬂows becomes questionable in any case. It is extremely dif-
ﬁcult to directly measure the cohesive forces between
Geldart A particles as these forces strongly depend on the
surface properties.
Basically a correction of the KTGF can be made by using
a modiﬁed excess compressibility that accounts for the
effects of cohesion between particles. The excess compres-
sibility due to cohesion, y3 depend on the magnitude of the
cohesive force and solids volume fractions. For a weak
cohesive force (A ¼ 3:0   10 10), y3 can be well rep-
resented by y3 ¼  C113
S   C214
S. For a relatively strong
cohesive force, we found that y3 ¼  C31S   C412
S. In the
future work, the effect of the surrounding gas on y will
be addressed, which was neglected in this study.
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