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FUNDAMENTAL ELEMENTS OF AN AFFINE WEYL
GROUP
SIAN NIE
Abstract. Fundamental elements are certain special elements of
affine Weyl groups introduced by Go¨rtz, Haines, Kottwitz and
Reuman. They play an important role in the study of affine
Deligne-Lusztig varieties. In this paper, we obtain characteriza-
tions of the fundamental elements and their natural generaliza-
tions. We also derive an inverse to a version of “Newton-Hodge
decomposition” in affine flag varieties. As an application, we ob-
tain a group-theoretic generalization of Oort’s results on minimal
p-divisible groups, and we show that, in certain good reduction re-
duction of PEL Shimura datum, each Newton stratum contains
a minimal Ekedahl-Oort stratum. This generalizes a result of
Viehmann and Wedhorn.
1. Introduction
Let D be a p-divisible group over an algebraically closed field of
positive characteristic. Following Oort, we say D is minimal if for any
p-divisible group D′ one has
D[p] ∼= D′[p]⇔ D ∼= D′.
Oort proved that in each isogeny class of p-divisible groups there exists
a unique isomorphism class of minimal p-divisible groups [O]. By taking
its group-theoretic analogue, Viehmann andWedhorn constructedmin-
imal Ekedahl-Oort strata within a given Newton stratum for good re-
ductions of PEL Shimura varieties, which led to a proof of the “Manin’s
conjecture”, i.e., the nonemptiness of all Newton strata for the PEL-
case [VW]. In their construction, the fundamental (P -fundamental)
alcove elements, introduced by Go¨rtz, Haines, Kottwitz and Reuman
[GHKR], played an important role in providing minimal representa-
tives in each Newton stratum. The main purpose of this paper is to
provide a detailed study of fundamental elements and their relations
with minimal Ekedahl-Oort strata using group-theoretic methods.
Let Fq be the finite field of q elements and F an algebraic closure
of Fq. We denote by L = F((ǫ)) the field of formal power series
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over F. Let G a (connected) reductive group over Fq[[ǫ]].
1 Then G
is quasi-split and splits over a finite unramified extension of Fq[[ǫ]]. Fix
T ⊂ B ⊂ G, where T (resp. B) is a maximal torus (resp. Borel sub-
group) over Fq[[ǫ]]. Let I be the preimage of B(F) under the natural
projection K = G(F[[ǫ]])→ G(F), which is called an Iwahori subgroup
of G(L). By Bruhat decomposition, we have W˜ ∼= I\G(L)/I. Here
W˜ = NG(T )(L)/T (F[[ǫ]]) denotes the Iwahori-Weyl group of G.
Let σ be the Frobenius automorphism of L over Fq((ǫ)). We also
denote by σ the induces automorphism on G(L). Let L ⊂ G is a Levi
subgroup containing T . We say y ∈ W˜ is L-permissible if there exists a
cocharacter λ of T satisfying L =Mλ and y¯σ(λ) = λ. HereMλ denotes
the centralizer of λ in G. When G is split, y is L-permissible means y
if and only if in the Iwahori-Weyl group of L.
Let IL = I∩L(L), which is an Iwahori subgroup of L(L). For w˜ ∈ W˜
we denote by ILw˜σ(IL)/σIL (resp. Iw˜I/σI) the set of IL-σ-conjugacy
classes (resp. I-σ-conjugacy classes) of ILw˜σ(IL) (resp. Iw˜I). We
consider the following map
ψGL,w˜ : ILw˜σ(IL)/σIL → Iw˜I/σI
induced by the natural inclusion ILw˜σ(IL) →֒ Iw˜I. The most inter-
esting case is when w˜ is L-permissible. Then φGL,w˜ is an injection (see
Lemma 3.1) but in general not a surjection. However, for P -alcove ele-
ments of W˜ (see §2.5), we have the following affirmative answer. Here
P ⊂ G denotes a semistandard parabolic subgroup, i.e., a parabolic
subgroup containing T . We write P = MN to mean that M ⊃ T is
the unique Levi group, and N is the unipotent radical.
Theorem 1.1 ([GHKR], [GHN]). Let w˜ ∈ W˜ be a P = MN-alcove.
Then
(a) ψGM,w˜ is a bijection;
(b) If moreover w˜σ(IM)w˜
−1 = IM , then Iw˜I lies in a single I-σ-
conjugacy class. In this case, we say w˜ is P -fundamental.
The theorem was first established in [GHKR, Theorem 1.1.5] for split
groups, where part (a) is referred to as a version of Hodge-Newton de-
composition relating affine Deligne-Lusztig varieties associated to w˜
for G and those for L. Its generalization for quasi-split groups was
obtained in [GHN, Theorem 3.3.1]. In this paper, we adopt the (gener-
alized) notion of P -alcove element introduced in loc.cit, but in a slight
different form.
The first goal of this paper is to find an inverse of Theorem 1.1.
1We can also consider the reductive group defined over the ring of Witt vectors
over F. Since we use group-theoretic methods, all the results of the paper remain
true.
3Theorem 1.2. Assume w˜ is L-permissible. Then ψGL,w˜ is a bijection
if and only if w˜ is a P -alcove element for some semistandard parabolic
subgroup P =MN such that M ⊂ L.
When G is split, the theorem is an inverse of the Newton-Hodge
decomposition result of [GHKR].
Following [GHKR], we say w˜ ∈ W˜ is fundamental if Iw˜I lies in a
single I-σ-conjugacy class. By Theorem 1.1 we know that each P -
fundamental elements is fundamental. Conversely, we show that each
fundamental element arises as a P -fundamental element for some semi-
standard P .
Theorem 1.3. The following statements on w˜ ∈ W˜ are equivalent.
(a) w˜ is fundamental;
(b) w˜ is P -fundamental for some semistandard P .
(c) w˜ is straight, i.e., (Iw˜σI)n = I(w˜σ)nI for all n ∈ N.
(b)⇒ (a)&(c) is proved in [GHKR, Proposition 6.3.1 & 13.3.1], and
(c) ⇒ (a) is proved in [H2, Proposition 4.5]. By this theorem, we can
identify fundamental elements with straight elements which have been
studied in detail [HN1].
In [VW], the fundamental elements were used to construct minimal
Ekedahl-Oort strata of good reductions of a PEL type Shimura varieties.
By definition, we say x ∈ G(L) is minimal if K1xK1 lies in a single K-
σ-conjugacy class, where K1 is the kernel of the reduction modulo ǫ
map K = G(F[[ǫ]]) → G(F). We obtain a characterization of minimal
elements in terms of fundamental elements.
Theorem 1.4. An element of G(L) is minimal if and only if it lies in a
K-σ-conjugacy class of some fundamental element of W˜ . In particular,
when G is split, each σ-conjugacy class of G(L) contains one and only
one K-σ-conjugacy class of minimal elements.
The “In particular” part can be viewed as a group-theoretic gener-
alization of the main result of [O] on minimal p-divisible groups. A
special case was proved in [VW, Proposition 4].
We also obtain a generalization of [VW, Proposition 8.9].
Proposition 1.5. Let µ be a minuscule cocharacter. Then each σ-
conjugacy class intersecting with Kµ(ǫ)K contains a fundamental el-
ement in Wµ(ǫ)W . Here W = NGT (L)/T (L) denotes the (absolute)
Weyl group of G.
Combined with [VW, Theorem 9.1], Proposition 1.5 leads to a gen-
eralization of [VW, Theorem 5] and a direct proof [VW, Theorem 6].
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Corollary 1.6. Let A0 be the reduction (modulo p) of a Shimura va-
riety defined in [VW]. Then each Newton stratum of A0 contains a
fundamental Ekedahl-Oort stratum. In particular, all Newton strata of
A0 are non-empty.
At last, we consider the following natural generalization of funda-
mental elements. We say w˜ ∈ W˜ is K-fundamental (resp. G(L)-
fundamental) if Iw˜I lies in a single K-σ-conjugacy class (resp. σ-
conjugacy class). For example, all minimal length elements in a σ-
conjugacy class of W˜ are G(L)-fundamental (see [H2, Theorem 3.5]).
We obtain two criteria for K-fundamental (G(L)-fundamental) ele-
ments in Theorem 5.2. To avoid technical details, we just list the
one that uses the notion of P -alcove element.
Theorem 1.7 (Theorem 5.2 (c)). w˜ ∈ W˜ is K-fundamental (resp.
G(L)-fundamental) if and only if w˜ is a Pνw˜ =Mνw˜Nνw˜-alcove element
and w˜ is Mνw˜(F[[ǫ]])-fundamental (resp. Mνw˜(L)-fundamental).
Note that when Pνw˜ = G, Theorem 1.7 becomes a null criterion while
Theorem 5.2 (b) is still a valid one. See §2.3 and §2.2 for the definition
of the semistandard parabolic subgroup Pνw˜ .
The proofs of our main results of this paper are based on “reduction
method” of Deligne and Lusztig. We show that the notions of fun-
damental elements, P -alcove elements and so on are compatible with
this reduction so that the reduction is applicable. Then using some
interesting properties of affine Weyl groups (Theorem 2.4), we reduce
these problems to the cases of some special minimal length elements
and verify them directly.
Acknowledgement. The author would like to thank Xuhua He and
Chao Zhang for helpful advice and discussions.
2. Preliminaries
2.1. Keep the notations G, T , B and W˜ as in the introduction sec-
tion. Let (X∗(T ),Φ, X∗(T ),Φ
∨) be the (absolute) root datum of G
with X∗(T ) (resp. X∗(T )) the character (resp. cocharacter) group and
Φ (resp. Φ∨) the set of roots (resp. coroots). The Weyl group W0
acts naturally on the co-characters group X∗(T ). Set V = X∗(T )⊗ZR,
which admits a W -invariant inner product (, ) such that 〈α, β∨〉 =
2(α∨,β∨)
(α∨,α∨)
for any α, β ∈ Φ, where 〈, 〉 : Φ× Φ∨ → Z is the natural pair-
ing, and α ↔ α∨ denotes the natural correspondence between roots
and coroots. Define the norm || · || : V → R by v 7→
√
(v, v). We
view the extended affine Weyl group W˜ ∼= X∗(T )⋊W as an isometry
subgroup of V . We still denote by σ the linear isometry of V induced
5by the Frobenius automorphism. Let · : W˜ → W ⊂ End(V ) be the
natural projection.
Let Φ˜ be the set of real affine roots, i.e., affine functions on V of
the form a = α + k : v 7→ 〈α, v〉 + k with α ∈ Φ and k ∈ Z. We call
the vanishing set Ha of a an affine root hyperplane and the isometry
reflection sa ∈ W˜ of V along Ha a reflection. The subgroup W
a ⊂ W˜
generated by all reflections is called the affine Weyl group of G. Note
that W˜ and σ act naturally on the sets of real affine roots, affine root
hyperplanes and reflections. Let E ⊂ V be a convex subset. We say
e ∈ E is a regular point of E if for any affine root hyper plane H that
contains e, one has E ⊂ H . The set of regular points of E is open
dense in E.
Let Φ+ ⊂ Φ be the set of (positive) roots occurring in B and ∆ =
{v ∈ V ;−1 < 〈α, v〉 < 0, α ∈ Φ+} the anti-dominant alcove. Let Φ˜+ ⊂
Φ˜ be the set of (positive) real affine roots taking positive values on −∆.
Define the length function ℓ : W˜ → N by ℓ(w˜) = ♯{a ∈ Φ˜+; w˜(a) < 0}.
In other words, ℓ(w) is the number of affine root hyperplanes which
separate ∆ from w˜∆. Let Sa and S be the set of simple reflections,
i.e., reflections of lengths one, of W a and W respectively. Then both
(W a, Sa) and (W,S) are Coxeter systems. Since σ(B) = B, we have
σ(S) = S and σ(Sa) = Sa. Let Ω ⊂ W˜ be the subgroup of length zero
elements. We have W˜ =W a ⋊ Ω.
2.2. Let T ⊂ M ⊂ G be a semistandard Levi subgroup. With M and
B ∩ M playing the roles of G and B in §2.1 respectively, we obtain
W˜M , WM , Φ˜M , Φ˜
+
M , W
a
M , ℓM , S
a
M , SM , ∆M and so on. If z ∈ W˜ ⋊ 〈σ〉
preserves Φ˜M , we can also define ℓM(z) = ♯{a ∈ Φ˜
+
M ; z(a) < 0}.
Let v ∈ V . Set Φv = {α ∈ Φ; 〈α, v〉 = 0} and Φv,+ = {α ∈
Φ; 〈α, v〉 > 0}. Let Mv ⊂ G the semistandard Levi subgroup gen-
erated by T and the root subgroup Uα ⊂ G for α ∈ Φv. Let Nv ⊂ G be
the unipotent subgroup generated by root subgroups Uα with α ∈ Φv,+.
Then Pv = MvNv is a semistandard parabolic subgroup. For simplicity,
we will write W˜v = W˜Mv , Φ˜v = Φ˜Mv , ℓv = ℓMv and so on. Note that
each semistandard Levi subgroup (resp. parabolic subgroup) is of the
form Mv (resp. Pv) (resp. Pv) for some v ∈ V .
For any two alcoves C,C ′ we write C >α C
′ if 〈α,C〉 > k > 〈α,C ′〉
for some k ∈ Z and write C >α C
′ if C ′ ≯α C. Now we give the
definition of P -alcove element. We say w˜ ∈ W˜ is a P -alcove element
if there exists v ∈ V such that P = Pv, ¯˜wσ(v) = v and w˜∆ >α ∆
for all α ∈ Φv,+. Let w ∈ W such that w(v) is dominant and let
J = {s ∈ S; s(w(v)) = w(v)}. Then w˜ is a Pv-alcove element if and
only if w˜ is a (J, w−1, σ)-alcove element defined in [GHN, §3.3].
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Lemma 2.1. Let v ∈ V and w˜ ∈ W˜ such that w˜σ(v) = v. Let s ∈ W a
be a reflection such that s¯(v) = v and ℓ(sw˜) = ℓ(w˜) + 1. Then sw˜ is a
Pv-alcove element if and only if so is w˜.
Proof. We only prove the “if” part. The “only if” part can be proved
similarly. Let α ∈ Φ such that 〈α, v〉 > 0. We have to show sw˜∆ >α
∆. Assume otherwise, i.e., ∆ >α sw˜∆. Since w˜∆ >α ∆, we have
w˜∆ >α sw˜∆. By assumption, ℓ(sw˜) = ℓ(w˜) + 1, we see that the
affine root hyperplane H of s is the unique affine root hyperplane that
separates ∆ from s∆ and separates w˜∆ from sw˜∆. Since s¯ 6= sα, we
have s∆ >α sw˜∆. Taking the action of s yields
∆ = s(s∆) >s¯(α) s(sw˜∆) = w˜∆,
which contradicts the assumption that w˜ is a Pv-alcove element. 
Lemma 2.2. [HN2, Lemma 6.1] Let y ∈ W˜ and v ∈ V such that
y¯(v) = v and y is a Pv-alcove element. Let s ∈ S.
(a) if ℓ(y) = ℓ(syσ(s)), then sys is a Ps¯(v)-alcove element;
(b) If y > syσ(s), then s¯(v) = v. Moreover, both syσ(s) and yσ(s)
are Pv-alcove elements.
2.3. Let J ⊂ W a and WJ ⊂ W
a the parabolic subgroup generated by
J . We denote by W˜ J (JW˜ ) the set of minimal representatives of cosets
in W a/WJ (WJ\W
a). We set JW˜ J
′
= JW˜ ∩ W˜ J
′
. If J ⊂ S, we denote
by ΦJ the set of roots spanned by J .
Let s ∈ Sa and w˜, w˜′ ∈ W˜ . We say w˜
s
→σ w˜
′ if w˜′ = sw˜σ(s) and
ℓ(w˜) > ℓ(w˜′). We say w˜ →J,σ w˜
′ with J ⊂ Sa if there is a sequence
w˜ = w˜0, . . . , w˜r = w˜
′ such that for each i we have w˜i−1
si→ w˜i for some
si ∈ J . We say w˜ ≈J,σ w˜
′ if w˜ →J,σ w˜
′ and w˜′ →J,σ w˜. For simplicity,
we will use “→σ” and“≈σ” instead of “→Sa,σ” and “≈Sa,σ” respectively.
By the proof of [H1, Lemma 4.4], we have the following observation
Lemma 2.3. Let w˜, w˜′, x ∈ W˜ such that w˜ ≈σ w˜
′ ≥ x. Then there
exists y, which is σ-conjugate to x by W a, such that y ≤ w˜ and ℓ(y) 6
ℓ(x).
For w˜ ∈ W˜ , let νw˜ ∈ V to be the unique element such that (w˜σ)
nσ−n =
nνw˜ ∈ X∗(T ) for some proper nonzero n ∈ Z. We call the unique dom-
inant element ν¯w˜ of the W -orbit of νw˜ the Newton point of w˜, and call
the image κ(w˜) of w˜, under the natural projection W˜ → Ω→ Ω〈σ〉, the
Kottwitz point of w˜. Here Ω〈σ〉 denotes the 〈σ〉-coinvariant of Ω.
Following [HN1, §2.2], we define
Vw˜ = {v ∈ V ; w˜σ(v) = v + νw˜} = {
1
n
n−1∑
i=0
(w˜σ)i(v); v ∈ V },
which is a nonempty w˜σ-stable affine subspace. Note that for any
v ∈ V , ¯˜wσ(v) = v if and only if Vw˜ = v + Vw˜.
The following two theorems play a fundamental role in the paper.
7Theorem 2.4. [HN1, Proposition 2.8] Let O be a W a-conjugacy class
of W˜ and w˜ ∈ O. Then there exist w˜′ of minimal length in O, a subset
J ⊂ Sa and a straight element x ∈ JW˜ σ(J) such that
(a) w˜ →σ w˜
′ ∈ xWσ(J);
(b) The parabolic subgroup WJ and J = xσ(J)x
−1 and w˜′ = xu;
(c) The closure ∆¯ of ∆ contains a regular e point of Vw˜′. So any
affine root hyperplane that contains e also contains Vw˜′.
In particular, we have w˜′ > x and νw˜′ = νx. So x, w˜
′ and w˜ are in
the same σ-conjugacy class of G(L).
Theorem 2.5. [H1, Corollary 2.6] Let O be a W -conjugacy class of W˜
and w˜ ∈ O. Then there exists w˜′ of minimal length in O such that
(a) w˜ →S,σ w˜
′;
(b) There exist J ⊂ S, u ∈ Wσ(J) and x ∈
SW˜ σ(J) such that J =
xσ(J)x−1 and w˜′ = xu;
2.4. Let I ⊂ G(L) be the Iwahori subgroup defined in the introduction.
We have
I = T (F[[ǫ]])
∏
a∈Φ˜+
Ua(F),
where Ua is the corresponding affine root subgroup of a. For w˜ ∈
W˜ , each g ∈ Iw˜I has a unique expression g = g1g2, where g1 ∈∏
a∈Φ˜+,w˜−1(a)<0 Ua(F) and g2 ∈ w˜I.
Let s ∈ Sa. Define Is = T (F[[ǫ]])
∏
a∈Φ˜+\{as}
Ua(F) and Us = Uas(F),
where αs denotes the positive real corresponding to s. Then we have
the following decomposition
I = IsUs = UsI
s.
Note that both Is and Us are subgroups of I and I
s ∩ Us = {1}. We
will write Iv = ILv = I ∩ Lv(L) for v ∈ V . The following is a key
observation of this paper.
Lemma 2.6. Let w˜ ∈ W˜ and s ∈ Sa such that sw˜ < w˜ and w˜σ(s) < w˜.
Then (I ·σI
sw˜σ(Is))∩w˜I ⊂ w˜σ(Is). Here I ·σI
sw˜σ(Is) = {i−1hσ(i); i ∈
I, h ∈ Isw˜σ(Is)}.
2.5. By the definition in Theorem 1.3, we see that w˜ ∈ W˜ is straight if
and only if ℓ((w˜σ)n) = nℓ(w˜σ) = nℓ(w˜) for any n ∈ N or equivalently,
ℓ(w˜) = 〈2ρ, ν¯w˜〉, where ρ =
1
2
∑
α∈Φ+ α. A conjugacy class of W˜ is
straight if it contains some straight elements. Any straight element
is of minimal length in its conjugacy class. We have the following
refinement of Kottwitz’s classification of σ-conjugacy classes [K].
Theorem 2.7. [H2, Theorem 3.7] The natural inclusion NGT (L) →֒
G(L) induces a bijection between straight conjugacy classes of W˜ and
σ-conjugacy classes of G(L).
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We refer to [HN1, Section 3] for more on straight conjugacy classes.
Throughout the paper, we use the notation xg = xgx−1 and σg =
σ(g) for x, g ∈ G(L). In certain circumstance, we will use the same
symbol to denote an element of W˜ and one of its representatives in
NGT (L). For X, Y ⊂ G(L) we set X ·σ Y = {x
−1yσ(x); x ∈ X, y ∈ Y }.
3. Proof of Theorem1.2
In this section we prove Theorem 1.2.
Lemma 3.1. Let v ∈ V and w˜ ∈ W˜ with ¯˜wσ(v) = v. Then ψGMv,w˜ is
injective.
Proof. The proof is similar to that of the last statement of [GHKR,
Theorem 2.1.2]. The key fact is the following Iwahori decomposition
w˜σI ∩ I = (w˜σINv ∩ INv)(
w˜σIMv ∩ IMv)(
w˜σIN−v ∩ IN−v).
Here INv = I ∩Nv(L) and IN−v = I ∩N−v(L). 
Lemma 3.2. [GHN, Lemma 3.3] Let v ∈ V and s ∈ Sa such that
s¯(v) 6= v. Then we have s∆v = ∆s¯(v). In particular, s(Φ
+
v ) = Φ
+
s¯(v).
Lemma 3.3. Let v ∈ V and w˜ ∈ W˜ such that ¯˜wσ(v) = v. Let s ∈ Sa.
(a) If ℓ(w˜) = ℓ(sw˜σ(s)), then ψGMv,w˜ is surjective if so is ψ
G
Ms¯(v),sw˜σ(s)
.
(b) If sw˜σ(s) > w˜ and s¯(v) = v, then ψGMv,sw˜σ(s) is surjective if and
only if both ψGMv,w˜σ(s) and ψ
G
Mv,w˜
are surjective.
Proof. For simplicity, we will use the ordinary conjugation action of
G(L) on G(L)σ ⊂ G(L) ⋊ 〈σ〉 instead of the σ-conjugation action of
G(L) on itself since they are equivalent. Note that σI = I.
(a) Without of loss of generality, we can assume w˜ 6= sw˜σ(s) and
sw˜ > w˜ > w˜σ(s). To prove ψGMv,w˜ is surjective, it suffices to show
that for any j ∈ I, w˜σj is conjugate by I to some element of Ivw˜σIv.
Conjugating w˜σj by an appropriate element of Us we can assume w˜σj ∈
w˜σIs. Then s−1w˜σjs ∈ sw˜σsI. Since ψGMs¯(v),sw˜σ(s) is surjective, there
exist i ∈ I and is¯(v) ∈ Is¯(v) such that i
−1s−1w˜σsis¯(v)i = s
−1w˜σjs ∈
sw˜σsI. Hence i ∈ Is because w˜σs < sw˜σs. Now we have w˜σj =
si−1 w˜σ sis¯(v)
s˙i ∈ Iw˜σI with si ∈ I. It remains to show w˜σ sis¯(v) ∈ Iv.
If s¯(v) 6= v, then sis¯(v) ∈
sIs¯(v) = Iv by Lemma 3.2. Otherwise, is¯(v) ∈ Iv
and w˜σ sis¯(v) ∈ Ivw˜σIv. Therefore (a) is proved.
(b) (⇒) To prove ψGMv ,w˜σ(s) is surjective, it suffices to show that
for any j ∈ I, w˜σsj is conjugate by I to some element of Ivw˜σsIv.
Conjugating w˜σsj by an appropriate element of Us, we may assume j ∈
I\Is. Now s−1w˜σsjs ∈ Issw˜σsI. Since ψGMv ,sw˜σ(s) is surjective, there
exist iv ∈ Iv and i ∈ I such that i
−1s−1w˜σsivi = s
−1w˜σsjs ∈ Issw˜σsI.
Hence i ∈ Is because w˜σs < sw˜σs. Then w˜σsj = si−1 w˜σsivs
−1 si
with si ∈ I. Hence w˜σsivs
−1 ∈ Ivw˜σsIv as desired.
9To prove ψGMv,w˜ is surjective, it suffices to show that for any j ∈ I,
w˜σj is conjugate by I to some element of Ivw˜σIv. Conjugating w˜σj by
an appropriate element of Us, we may assume j ∈ I
s. Then s−1w˜σjs ∈
sw˜σsIs. Since ψGMv,sw˜σ(s) is surjective, there exist iv ∈ Iv and i ∈ I such
that s−1w˜σjs = i−1s−1w˜σsivi. Then i ∈ I
s and w˜σj = si−1 w˜σsivs
−1 si
with s˙i ∈ I. Hence w˜σsivs
−1 ∈ Ivw˜σIv as desired.
(b) (⇐) To prove ψGMv,sw˜σ(s) is surjective, it suffices to show that for
any j ∈ I, sw˜σs−1j is conjugate by I to some element of Ivsw˜σsIv.
If j /∈ Is, then w˜σs−1js ∈ Iw˜σsI. Since ψGMv,w˜σ(s) is surjective, there
exist iv ∈ Iv and i ∈ I such that w˜σs
−1js = i−1w˜σsivi. Write i = usis
with us ∈ Us and is ∈ I
s. Then si−1s su
−1
s w˜σsivuss
−1 sis = sw˜σs
−1j ∈
Isw˜σsI. We derive that sis ∈ I and su
−1
s w˜σsivuss
−1 ∈ Ivsw˜σsIv as
desired. If j ∈ Is, then w˜σs−1js ∈ w˜Is. Since ψGMv,w˜ is surjective, there
exist iv ∈ Iv and i ∈ I such that w˜σs
−1js = i−1w˜σivi. Write again
i = usis with us ∈ Us and is ∈ I
s. Then si−1s su
−1
s w˜σivuss
−1 sis =
sw˜σs−1j ∈ Isw˜σsI. We derive that su−1s w˜σivuss
−1 ∈ Ivsw˜σsIv as
desired. 
Proof of Theorem 1.2. (⇐) By Theorem 1.1 (a), ψGM,w˜ is a surjection
which factors through ψGL,w˜. Hence so is ψ
G
L,w˜. The injectivity of ψ
G
L,w˜
follows from to Lemma 3.1.
(⇒) We argue by induction on the length of w˜. First we show the
theorem is true if w˜ is of minimal length in its σ-conjugacy class. By
Theorem 2.4, there exists w˜′ such that w˜ ≈σ w˜
′ and the closure ∆¯
contains a regular point e of Vw˜′. Due to Lemma Lemma 3.3 (a) and
2.2 (a), we can assume w˜ = w˜′. Choose v ∈ V in a sufficiently small
neighborhood of νw˜ such that v is a regular point of vector subspace
spanned by λ and νw˜. Then we have ¯˜wσ(v) = v (recall that by assump-
tion, ¯˜wσ(λ) = λ) and Mv ⊂ Mλ = L. We show that w˜ is a Pv-alcove
element. It remains to prove that for any α ∈ Φ with 〈α, v〉 > 0, we
have w˜∆ >α ∆. Assume otherwise. Then there exists k ∈ Z such that
〈α, w˜∆〉 < k < 〈α,∆〉. Since e ∈ ∆¯ and e+νw˜ = w˜σ(e) ∈ w˜∆¯, we have
〈α, e + νw˜〉 6 k 6 〈α, e〉 and hence 〈α, νw˜〉 6 0. On the other hand,
〈α, νw˜〉 > 0 since v lies in a sufficiently small neighborhood of νw˜. So
〈α, νw˜〉 = 0 and 〈α, e〉 = k. In other words, e lies on the affine root
hyperplane H of α − k ∈ Φ˜. Since e is a regular point of Vw˜, we have
Vw˜ ⊂ H . Hence 〈α, v〉 = 0 since Vw˜ = v+ Vw˜, which is a contradiction.
Now we assume the theorem holds for any element whose length is
strictly less than that of w˜. We assume w˜ is not a minimal length
element in its conjugacy class. By Theorem 2.4, there exist w˜1 and s ∈
Sa such that w˜ ≈σ w˜1 and sw˜1σs < w˜1σ. By the same reason above,
we can assume w˜ = w˜1. We show that s¯(λ) = λ. Assume otherwise.
Then IL = IMλ ⊂ I
s. By Lemma 2.6, (I ·σ ILw˜σ(IL)) ∩ w˜I ⊂ w˜σ(I
s),
contradicting the fact that ψGL,w˜ is surjective. Hence by Lemma 3.3 (b),
ψGL,w˜σ(s) and ψ
G
L,sw˜σ(s) are also surjective. By induction hypothesis, there
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exists v′ ∈ V (resp. v′′ ∈ V ) such that Mv′ ⊂ L (resp. Mv′′ ⊂ L) and
w˜σ(s) (resp. sw˜σ(s)) is a Pv′-alcove (resp. Pv′′-alcove) element. We
also assume that ¯˜wσs¯(v′) = v′ and s¯ ¯˜wσs¯(v′′) = v′′. By [GHN, Lemma
4.4.4], either s¯(v′) = v′ or s¯(v′′) = v′′. Thanks to [GHN, Lemma 4.4.2],
w˜ is either a v′-alcove element or a v′′-alcove element as desired. 
4. Fundamental elements
In this section, we prove the main results on fundamental elements.
Proof of Theorem 1.3. (a)⇒ (c) Let w˜ ∈ W˜ be fundamental. We first
show that w˜ is of minimal length in its σ-conjugacy class. Assume
otherwise. By Theorem 2.4, there exists w˜′ and s ∈ S such that w˜ ≈σ
w˜′ and w˜′σ > sw˜′σs. By Lemma 3.3, w˜′ is also fundamental. Applying
Lemma 2.6, we see that Iw˜′I can not be contained in a single I-σ-
conjugacy class, which is a contradiction.
Now by Theorem 2.4, there exist J ⊂ Sa with WJ finite, u ∈ Wσ(J)
and a straight element x ∈ JW˜ σ(J) such that J = xσ(J)x−1 and w˜ ≈σ
xu. By Lemma [H2, Lemma 3.1], we may assume w˜ = xu. As in the
proof of [H2, Lemma 3.2], let P ⊂ G(L) be the standard parahoric
subgroup corresponding to J with prounipotent radical U. Then P¯ =
P/U is a reductive group and I¯ = I/U is a Borel subgroup of P¯. Since
x ∈ JW˜ σ(J), we have xσ I¯ = I¯. By assumption, w˜ = xu is fundamental,
which means (xuI ∩ I) ·σ (xu) = xuI. Hence (
xuI¯ ∩ I¯) ·σ (xu) = xuI¯. In
particular, dim xuI¯∩I¯ > dim I¯, which implies u = 1 ∈ Wσ(J). Therefore
w˜ = x is straight as desired.
It remains to show (c)⇒ (b). Let w˜ be a straight element. We show
that w˜ is Pνw˜-fundamental.
By Theorem [HN1, Theorem 2.8 & Proposition 3.2], there exists w˜′
such that w˜ →σ w˜
′ such that ∆∩Vw˜′ 6= ∅. Since w˜ is straight, w˜1 is also
straight and w˜ ≈σ w˜
′. We claim that w˜′ is Pν
w˜′
-fundamental. By the
same argument in the proof of Theorem 1.2, we see w˜′ is a Pν
w˜′
-alcove
element. Choose e ∈ ∆ ∩ Vw˜′ ⊂ ∆ν
w˜′
. Then w˜σ(e) = e + νw˜′ ∈ ∆ν
w˜′
,
which means w˜1∆ν
w˜′
= ∆ν
w˜′
and w˜
′
Iν
w˜′
= Iν
w˜′
. Therefore w˜′ is Pν
w˜′
-
fundamental as desired. To complete the inductive, it remains to show
the following statement.
Let s ∈ Sa and w˜, w˜1 ∈ W˜ such that w˜ = sw˜1σ(s) and ℓ(w˜) = ℓ(w˜1).
Suppose w˜1 is Pνw˜1 -fundamental, then w˜ is Pνw˜-fundamental.
Note that νw˜ = s¯(νw˜1). Hence by Lemma 2.2, w˜ is a Pνw˜-alcove
element. We show that w˜Iνw˜ = Iνw˜ . If s¯(νw˜1) 6= νw˜1 , it follows from
Lemma 3.2. Otherwise, νw˜ = νw˜1 and s ∈ S
a
νw˜1
. Since ℓ(w˜) = ℓ(w˜1),
we have ℓνw˜1 (w˜) = ℓνw˜1 (w˜1) = 0, where the last equality is due to the
assumption that w˜1 is Pν
w˜′
-fundamental. Therefore w˜ = w˜1. The proof
is finished. 
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To prove Theorem 1.4, we need a result analogous to [V, Theorem
1.1].
Lemma 4.1. Let h ∈ G(L)σ. Then there exist x ∈ SW˜ such that h
is conjugate by K to some element of K1xσK1. Moreover, if h ∈ IxI,
then h is conjugate by I to some element of K1xK1.
Proof. The proof consists of two steps.
Step 1. There exists x ∈ SW˜ , of minimal length in its W -conjugacy
class, such that h is conjugate by K to some element h1 ∈ UJxσUJ .
Moreover, if h ∈ IxI, then h is conjugate by I to some element of
UJxσUJ . Here J = max{J
′ ⊂ S; xσ(J ′)x−1 = J ′} and UJ = K1NJ ,
where NJ =
∏
α∈Φ+\ΦJ
Uα(F). This step follows from the proofs of [H2,
Lemma 3.1 & 3.2] by using Theorem 2.5 instead of Theorem 2.4.
Step 2. h1 ∈ UJxσ is conjugate by NJ into K1xσK1. By [HN2,
Lemma 4.3], for each α ∈ Φ+ \ ΦJ , there exists nα ∈ Z>0 such that
(xσ)−nα (Uα(F)) ⊂ K1 and
(xσ)−i(Uα(F)) ⊂ NJ for 0 6 i < nα. Let
< be a linear order on the set roots of NJ such that α > β if 〈α −
β, ρ∨〉 > 0, where ρ∨ = 1
2
∑
γ∈Φ+ γ
∨. Set N>αJ =
∏
α6β Uβ(F) and
N>αJ =
∏
α<β Uβ(F). Assume h1 ∈ KN
>α
J xσ \ KN
>α
J xσ. Write h1 ∈
KN>αJ uαxσ. Then uα 6= 1. Let zα =
(xσ)−nα+1uα · · ·
(xσ)−2uα
(xσ)−1uα ∈
NJ . Then we have zαh1z
−1
α ∈ KN
>α
J xσ. Now Step 2 follows by induc-
tion on the linear order >. 
The following lemma should be well known to experts. We give a
proof for completeness.
Lemma 4.2. Let x ∈ SW˜ and w ∈ W . If wxσ = xσw. Then there
exists J ⊂ S such that xσ(J)x−1 = J and w ∈ WJ .
Proof. Let w = s1s2 · · · sr be a reduce expression, where si ∈ S for
i = 1, 2, . . . , r. Let supp(w)
.
= {s1, . . . , sr} be the support of w, which is
independent of the choice of reduced expression of w. We show that J =
supp(w) meets the requirement of the lemma. Write xσs1 · · · si = wixiσ
with wi ∈ W and xi ∈
SW˜ for i = 1, . . . , r. Since ℓ(xσw) = ℓ(wxσ) =
ℓ(x) + ℓ(w), xi−1σsi > xi−1σ. Hence we have either xi = xi−1σ(si) ∈
SW˜ or xi = xi−1 and s
′
i
.
= xi−1σ(si)x
−1
i−1 ∈ S. In any case we have
xi > xi−1. Since xσw = wrxrσ = wxσ, we have wr = w and xi = x for
i = 1, . . . , r. Hence s′i = xσ(si)x
−1 ∈ supp(wr) = supp(w) = J , which
implies J = xJx−1 as desired. 
Proof of Theorem 1.4. Let g ∈ G(L) be a minimal element. By Lemma
4.1, g ∈ K ·σK1xK1 for some x ∈
SW˜ . We show that x is fundamental.
Since g is minimal, x is also minimal. Therefore
IxI ⊂ I ·σ K1xK1 ⊂ K ·σ x,
where the first inclusion follows from the “Moreover” part of Lemma
4.1. In other words, x is K-fundamental and the first statement of the
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theorem follows form Lemma 4.3 below. The “In particular” part now
follows from Theorem 1.3 and [V, Lemma 6.11]. 
Lemma 4.3. Let x ∈ SW˜ . Then x is K-fundamental if and only if x
is fundamental.
Proof. The “if” part is trivial. We show the “only if” part. Let g ∈
IuI ⊂ K with u ∈ S such that g−1xσg ∈ IxσI. Since xσ ∈ SW˜ , we
have ℓ(u−1xσu) = ℓ(u−1xσ) − ℓ(u) = ℓ(x) and u−1xσ(u) = x ∈ W˜ .
Applying Lemma 4.2, we have xσ(J)x−1 = J , where J = supp(u).
Write g = hui, where h ∈
∏
α∈Φ+
J
,u−1(α)<0 Uα(F) and i ∈ I. Then
g−1xσg = i−1u−1xσ (xσ)
−1
h−1h ui ∈ IxσI.
By the relations between xσ, u and J , we have
(xσ)−1h−1h ∈
∏
α∈Φ+
J
,u−1(α)<0
Uα(F).
Moreover, by ℓ(xσ) = ℓ(u−1xσ)− ℓ(u), we derive that (xσ)
−1
h−1h = 1,
which implies that g−1xσ(g) ∈ I ·σx. Therefore x ∈
SW˜ is fundamental
if it is K-fundamental. 
Proof of Proposition 1.5. Let C be a σ-conjugacy class of G(L) that
intersects with Kµ(ǫ)K. Assume C ∩ Iw˜I 6= ∅ for some w˜ ∈ Wµ(ǫ)W .
We claim that there exist a straight element x ∈ C such that w˜ ≥ x
in the sense of Bruhat order. Then the theorem follows in the same
way of [VW, Proposition 8.9]. We prove the claim by induction on the
length of w˜.
Assume w˜ is of minimal length in its σ-conjugacy class in W˜ . Then
w˜ ∈ C by [H2, Theorem 3.5]. Applying Theorem 2.4, we have w˜ ≈σ
w˜′ ≥ x, where x ∈ C ∩ W˜ is a straight element. Therefore, by Lemma
2.3, there exists y ∈ W˜ in the same σ-conjugacy class of x which
satisfies w˜ ≥ y and ℓ(y) 6 ℓ(x), which means y ∈ C is straight since so
is x (see §2.5).
If w˜ is not of minimal length in its σ-conjugacy class in W˜ . By
Theorem 2.4, there exist w˜1 ∈ W˜ and s ∈ S
a such that w˜ ≈σ w˜1
and w˜1 > sw˜1σ(s). Then C intersects with either Isw˜1I or Isw˜1σ(s)I.
Since w˜1 > sw˜1, sw˜1σ(s), the claim holds for w˜1 by induction hypoth-
esis, and hence holds for w˜ by the same argument in the above para-
graph. 
5. K-fundamental (G(L)-fundamental) elements
Lemma 5.1. Let w˜ ∈ W˜ be a K-fundamental (G(L)-fundamental) and
s ∈ S (s ∈ Sa).
(a) If ℓ(w˜) = ℓ(sw˜σ(s)), then sw˜σ(s) is K-fundamental (G(L)-
fundamental).
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(b) If w˜ > sw˜σ(s), then both w˜σ(s) and sw˜σ(s) are K-fundamental
(G(L)-fundamental). Moreover, s¯(νw˜) = νw˜ and s¯(νw˜σ(s)) = νw˜σ(s).
Proof. We only prove (b). (a) can be proved similarly. Let a ∈ Φ˜+ be
the simple real affine root corresponding to s, i.e., sa = s.
To show w˜σ(s) and sw˜σ(s) areK-fundamental (resp. G(L)-fundamental),
it suffices to show that any h ∈ Iw˜σs and any h′ ∈ Isw˜σs can be
conjugate by K (resp. G(L)) to some elements of Iw˜σI. Note that
w˜σs(a), sw˜σs(a) are positive real root different from a. We can σ-
conjugate h and h′ by suitable elements of Us respectively so that h ∈
Iw˜σs \ Isw˜σs and h′ ∈ Issw˜σs. Then we have s−1hs, s−1h′s ∈ Iw˜σI
as desired.
Now we come to the “Moreover” part. Let H = Ha be the affine
root hyperplane of a. If s¯(νw˜) 6= νw˜, then H ∩ Vw˜ 6= ∅ because Vw˜ =
w˜σVw˜ = Vw˜ + νw˜. Choose p ∈ H ∩ Vw˜. By [HN1, Lemma 2.3], we have
||νw˜σ(s)|| 6 ||w˜σs(p)− p|| = ||w˜σ(p)− p|| = ||νw˜||
and the equality holds if and only if p ∈ Vw˜σ(s). On the other hand, we
already show that w˜σ(s) and w˜ are in the same σ-conjugate class in
G(L). Hence νw˜σ(s) and νw˜ are conjugate by W and hence ||νw˜σ(s)|| =
||νw˜||. Therefore p ∈ Vw˜σ(s) and
¯˜wσs¯(νw˜σ(s)) = νw˜σ(s) = w˜σs(p)− p = w˜σ(p)− p = νw˜ = ¯˜wσ(νw˜),
which is a contradiction to the assumption s¯(νw˜) 6= νw˜. Exchanging the
roles of w˜ and w˜σ(s) in the above argument yields s¯(νw˜s) = νw˜s. 
Theorem 5.2. Let w˜ ∈ W˜ . Then the following statements are equiv-
alent:
(a) w˜ is K-fundamental (G(L)-fundamental).
(b) Write w˜σ ∈ xσW aνw˜ with ℓνw˜(xσ) = 0. Then x is fundamental
and there exists J ⊂ Sνw˜ (J ⊂ S
a
νw˜
withWJ finite) such that w˜ ∈ xσWJ ,
xσ(J)x−1 = J and ℓ(w˜σ) = ℓ(xσ) + ℓνw˜(w˜σ). In particular, νw˜ = νx.
(c) w˜ is both a Pνw˜-alcove element and a Mνw˜(F[[ǫ]])-fundamental
(Mνw˜(L)-fundamental) element.
Remark. It is worth mentioning that in Theorem 5.2 (b), x is uniquely
determined by w˜ by requiring that w˜σ ∈ xσW aνw˜ with ℓνw˜(xσ) = 0.
Moreover, we always have ℓ(w˜σ) > ℓ(xσ) + ℓνw˜(w˜σ).
Proof. We only give a proof for the K-fundamental case. The G(L)-
fundamental case can be handled similarly by using Theorem 2.4 in-
stead of Theorem 2.5.
(a) ⇒ (b) We argue by induction on the length w˜. If w˜ is of
length zero, it is trivial. We assume the statement is true for any
K-fundamental element with strictly smaller length than the length of
w˜.
By Theorem 2.5, we have w˜ →S,σ w˜
′ ∈ x′Wσ(J ′) for some x
′ ∈ SW˜
and J ′ ⊂ S such that x′σ(J ′)x′−1 = J ′. Hence νx′ = νw˜′ and J
′ ⊂ Sν
w˜′
.
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By Lemma 5.1, w˜′ is K-fundamental. Similar to [H2, Lemma 3.2],
we have K ·σ Iw˜
′I = K ·σ Ix
′I. Hence x′ is also K-fundamental. By
Lemma 4.3, x′ is fundamental. Hence ℓν
x′
(x′σ) = 0 since x′ is also
Pν
x′
-fundamental by the proof of Theorem 1.3. Obviously, we have
ℓ(w˜′σ) = ℓ(x′σ) + ℓν
w˜′
(w˜′σ). Therefore w˜′ satisfies (b). Thanks to
Lemma 5.1, to show w˜ satisfies (b), we can assume that there exists
s ∈ S such that w˜
s
→σ w˜1 = sw˜σ(s) and w˜1 satisfies (b). There are two
cases as follows.
Case 1 w˜ > w˜1. By Lemma 5.1, w˜σ(s) is K-fundamental and
s(νw˜σ(s)) = νw˜σ(s). Then w˜σ(s) satisfies (b) by induction hypothe-
sis. Hence w˜σs ∈ x2σWJ2 for some fundamental element x2 with
ℓνw˜σ(s)(x2σ) = 0 and J2 ⊂ Sνw˜σ(s) such that x2σ(J2)x
−1
2 = J2 and
ℓ(w˜σs) = ℓ(x2σ) + ℓνw˜σ(s)(w˜σs). Since s ∈ Sνw˜σ(s) and sw˜σs < w˜σs, we
have s ∈ J2 and w˜σ ∈ x2σWJ2, which means νw˜ = νw˜σ(s) = νx2 and
x = x2. It remains to show that ℓνw˜(w˜σ) = ℓνw˜(w˜σs)+1, which follows
from w˜σs < w˜σ and s ∈ Sνw˜ . Therefore w˜ satisfies (b).
Case 2 ℓ(w˜) = ℓ(w˜1) and w˜ 6= w˜1. By assumption, w˜1 ∈ x1σWJ1
for some fundamental element x1 with ℓνw˜1 (x1σ) = 0 and J1 ⊂ Sνw˜1
such that x1σ(J1)x
−1
1 = J1 and ℓ(w˜1σ) = ℓ(x1σ) + ℓνw˜1 (w˜1σ). First
we assume s ∈ Sνw˜1 , then x = x1. Since xσ(J1)x
−1 = J1 and either
sw˜1σ < w˜1σ or w˜1σs < w˜1σ, we have s ∈ J1 and w˜σ ∈ xσWJ1 . It
remains to show ℓνw˜(w˜σ) = ℓνw˜(w˜1σ) which follows from the equality
ℓ(w˜σ) = ℓ(w˜1σ). Now we assume s(νw˜1) 6= νw˜1 . By Lemma 3.2, we have
x = sx1σ(s) and ℓνw˜(xσ) = 0. Let J
′
1 = sJ1s ⊂ Sνx and ℓνw˜1 (w˜1σ) =
ℓνw˜(w˜σ). Moreover we have xσ(J
′
1)x
−1 = J ′1. Then
ℓ(x1σ) + ℓνw˜1 (w˜1σ) = ℓ(w˜1σ) = ℓ(w˜σ) > ℓ(xσ) + ℓνw˜(w˜σ),
which means ℓ(x1σ) > ℓ(xσ). Since x1 is fundamental (straight), x =
sx1σ(s) is also fundamental and ℓ(x) = ℓ(x1). In a word, w˜ satisfies
(b).
(b)⇒ (c) By the proof of [H2, Lemma 3.2], w˜ isMνw˜(F[[ǫ]])-fundamental.
Since x is fundamental, x is a Pνx-alcove element, hence a Pνw˜-alcove
element. By Lemma 2.1, we see that w˜ is a Pνw˜-alcove element.
(c) ⇒ (a) It follows from Theorem 1.2. 
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