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Abstract
We review the analog of Fontaine’s theory of crystalline p-adic Galois representations and their
classification by weakly admissible filtered isocrystals in the arithmetic of function fields over a
finite field. There crystalline Galois representations are replaced by the Tate modules of so-called
local shtukas. We prove that the Tate module functor is fully faithful. In addition to this e´tale
realization of a local shtuka we discuss also the de Rham and the crystalline cohomology realizations
and construct comparison isomorphisms between these realizations. We explain how local shtukas
and these cohomology realizations arise from Drinfeld modules and Anderson’s t-motives. As
an application we construct equi-characteristic crystalline deformation rings, establish their rigid-
analytic smoothness and compute their dimension.
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1 Introduction
Let X be a smooth proper scheme over a number field L. With X one associates various cohomology
realizations, for example the e´tale ℓ-adic realization Hie´t(X ×L Lalg,Qℓ), the de Rham realization
HidR(X/L) and the Betti realization H
i
Betti(X(C),Z). One has comparison isomorphisms between these
realizations. This lead Grothendieck to postulate a category of “motives” as a universal cohomology
theory through which all cohomology realizations factor.
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There exists a rich parallel between the above number field situation and the “Arithmetic of
function fields”. In the latter, Anderson [And86] introduced the concept of “t-motives”. We slightly
generalize his definition as follows. Let F be a finite field extension of the rational function field Fq(ϑ)
in the variable ϑ over a finite field Fq with q elements. Equip F with a morphism γ : Fq[t]→ F, t 7→ ϑ
where Fq[t] is the polynomial ring. Let σ be the endomorphism of F [t] with σ(t) = t and σ(b) = bq for
b ∈ F . An Fq[t]-motive of rank r over F is a pair M = (M, τM ) consisting of a free F [t]-module M of
rank r and an F [t][ 1t−ϑ ]-isomorphism τM : (σ
∗M)[ 1t−ϑ ]
∼−→ M [ 1t−ϑ ], where σ∗M := M ⊗F [t],σ F [t]. A
t-motive in the sense of Anderson [And86] is an Fq[t]-motive M such that in addition τM (σ∗M) ⊂M
and M is finitely generated over the non-commutative polynomial ring F{τ} := {∑ni=0 biτ i : n ∈
N, bi ∈ F
}
with τb = bqτ which acts on m ∈M by τ(m) := τM (σ∗Mm), where σ∗Mm := m⊗ 1 ∈ σ∗M .
Various “cohomology” realizations are attached to an Fq[t]-motive M ; see [Gos94, § 2]. Namely,
for a maximal ideal v of Fq[t] one has a v-adic realization given by the v-adic (dual) Tate module
TˇvM := (M ⊗F [t] Av,F sep)τ :=
{
m ∈M ⊗F [t] Av,F sep : τM (σ∗Mm) = m
}
,
where F sep is a separable closure of F and Av,F sep is the v-adic completion of F
sep[t]. For example
if v = (t) then Av,F sep = F
sep[[t]]. TˇvM is a free module over the v-adic completion Av of Fq[t] of
rank equal to the rank of M and carries a continuous action of Gal(F sep/F ). It is sometimes also
denoted H1v(M,Av). The de Rham realization is defined as H
1
dR(M,F ) = σ
∗M/(t − ϑ)σ∗M . If M
is “uniformizable” there is also a Betti realization with a Hodge structure, which is described for
example in [HJ16, § 3.5]. If M is the Fq[t]-motive associated with a Drinfeld module, resp. abelian
t-module E, the de Rham cohomology H1dR(E,F ) as defined by Deligne, Anderson, Gekeler and Jing
Yu [Gek89, Yu90], resp. Brownawell and Papanikolas [BP02], is canonically isomorphic to H1dR(M,F );
see [HJ16, § 5.7].
Assume now thatM has good reductionM at a maximal ideal m of the integral closure OF of Fq[ϑ]
in F ; see Example 2.2 for the precise definition. Set k := OF /m and ε := ker(Fq[t]→ OF /m), and let
Fm be the completion of F at the place m. If v 6= ε, the assumption of good reduction implies that the
Galois action on TˇvM is unramified at m by [Gar02, Theorem 1.1] and so the decomposition group
Gal(F sepm /Fm) acts through its quotient Gal(k
sep/k). This representation of Gal(ksep/k) is canonically
isomorphic to the (dual) Tate module TˇvM := (M ⊗k[t] Av,ksep)τ of M .
If v = ε however, the reduction M does not possess a v-adic Tate module. In the parallel between
function fields and number fields the Gal(F sepm /Fm)-representation TˇεM corresponds to what is called
a p-adic Galois representation (see [Ber04b] or [BC09] for an introduction), because Fm has the same
“residue Fq[t]-characteristic” ε as Aε. One aim of this survey article is to explain the function field
analog of Fontaine’s theory [Fon79, Fon82, Fon90, Fon94] of p-adic Galois representations. Namely,
Fontaine defined the notion of “crystalline p-adic Galois representation” and conjectured that the
Galois representations arising from the p-adic e´tale cohomology of a smooth proper variety with
good reduction over a finite field extension of Qp is crystalline. After contributions by Grothendieck,
Tate, Fontaine, Lafaille, Messing, Kato and many others, Fontaine’s conjecture was finally proved
independently by Faltings [Fal89], Niziol [Niz98] and Tsuji [Tsu99]. Moreover, Fontaine classified
crystalline representations by “filtered Frobenius-isocrystals” whose function field analogs we will
explain in Section 5 below.
It turns out that the appropriate function field analogs of crystalline p-adic Galois representations
are given by local shtukas; see Definition 2.1. To describe these let M be an Fq[t]-motive over Fm
with good reduction, and assume for simplicity that ε := ker(Fq[t] → OFm/m) = (t). Set z := t and
ζ := ϑ. Then the z-adic completion of the (unique) good model of M over OFm is a free OFm [[z]]-
module Mˆ equipped with an isomorphism τMˆ : σ
∗Mˆ [ 1z−ζ ]
∼−→ Mˆ [ 1z−ζ ]. The pair Mˆ = (Mˆ , τMˆ ) is
the local shtuka at ε associated with M ; see Example 2.2 for more details. Via their Tate modules
TˇεMˆ :=
(
Mˆ ⊗OFm [[z]] F
sep
m [[z]]
)τ
and VˇεMˆ := TˇεMˆ ⊗Aε Frac(Aε) local shtukas give rise to actual
representations of Gal(F sepm /Fm) on finite dimensional vector spaces over the field Qε := Frac(Aε)
which also equals the completion of Fq(t) at the place ε. The category of equal characteristic crystalline
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representations of Gal(F sepm /Fm) is defined to be the essential image of the functor Mˆ 7→ VˇεMˆ on local
shtukas over OFm . We explain the reason for this in Remarks 5.13 and 6.17.
Let us outline the content of this article. For ε 6= (t) the definition of local shtukas and of local
shtukas at ε associated with Fq[t]-motives is given in Section 2. In Section 3 we discuss their relation
with the function field analogs of p-divisible groups and in Section 4 we explain the Tate module functor
and show that it is fully faithful. Moreover, we define the de Rham realization of local shtukas and
Fq[t]-motives and establish a comparison isomorphism hε,dR between the ε-adic (dual) Tate module
and the de Rham realization. In Section 5 we define the crystalline realization of local shtukas and
Fq[t]-motives and we construct the comparison isomorphisms hdR,cris between the de Rham and the
crystalline realization and hε,cris between the ε-adic (dual) Tate module and the crystalline realization.
The former provides on the crystalline realization a Hodge structure in the sense of Pink. These are
the function field analogs of Fontaine’s filtered Frobenius-isocrystals which classify crystalline p-adic
Galois representations. In Section 6 we describe which function field isocrystals with Hodge-Pink
structure arise from local shtukas using the analog of Fontaine’s notion of weak admissibility.
The function field analog of Fontaine’s theory has a somewhat surprising application to Galois
deformation theory; namely, there exists an equi-characteristic local analog of flat deformation rings (or
rather, crystalline deformation rings, see Theorems 8.4 and 8.9), which have been intensively studied
in the p-adic setting for applications to modularity lifting theorems and congruences of modular forms;
see for example [Kis08, Kis09a, Kis09b, GK14]. The existence of equi-characteristic Galois deformation
theory is somewhat surprising because the usual (unrestricted) deformation ring does not exist in the
category of complete local noetherian rings since the tangent space cannot be bounded; cf. Remark 8.2.
Nonetheless, the equi-characteristic analog of Fontaine’s theory (or rather, its torsion version) provides
a means to bound the tangent space of the deformation functor. We give an expository overview of
the equi-characteristic local Galois deformation theory in Section 8, which is analogous to, and was
inspired by Kisin’s technique to study flat deformation rings [Kis09a]. In order to develop Galois
deformation theory, we need some techniques to handle torsion Galois representations – some analog
of Raynaud’s theory of finite flat group schemes – which is explained in Section 7.
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1.1 Notation
Throughout this article we denote by
Fq a finite field with q elements,
C a smooth projective geometrically irreducible curve over Fq,
Q := Fq(C) the function field of C,
∞ a fixed closed point of C,
A := Γ(C r {∞},OC) the ring of regular functions on C outside ∞. This generalizes the rings
A = Fq[t] and Q = Fq(t) from the introduction, which correspond to C = P1Fq .
K a field which is complete with respect to a non-trivial, non-archimedean ab-
solute value
| . | : K → R≥0
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|K× | = {|x| : x ∈ K×} its value group. We do not assume that |K× | is discrete in R>0.
K the completion of an algebraic closure Kalg of K,
R = {x ∈ K : |x| ≤ 1} the valuation ring of K,
mR = {x ∈ R : |x| < 1} the maximal ideal of R,
k = R/mR the residue field of R,
γ : A →֒ R an injective ring homomorphism,
ε := γ−1(mR) the kernel of the induced homomorphism A → k. It is called the A-
characteristic of k. We assume that ε ⊂ A is a maximal ideal.
Fε = A/ε the finite residue field at ε,
qˆ = #Fε the cardinality of Fε. It satisfies qˆ = q[Fε:Fq].
z a fixed uniformizing parameter of A at ε,
ζ = γ(z) the image of z in R,
Aε the completion of the stalk OC,ε at ε, which is canonically isomorphic to Fε[[z]],
Qε = Frac(Aε) its fraction field,
R[[z]] the power series ring in the variable z over R,
σˆ the endomorphism of R[[z]] with σˆ(z) = z and σˆ(b) = bqˆ for b ∈ R.
2 Local Shtukas
The function field analog of Fontaine’s theory of p-adic Galois representations rests on the concept
of local shtukas. We are interested in two kinds of base schemes S in this article. The first kind is
S = SpecR where R is a valuation ring as in Notation 1.1. The second kind are schemes S in the
category NilpAε of Aε-schemes on which a uniformizer z of Aε is locally nilpotent. We denote by ζ
the image of z in R, respectively in the structure sheaf OS of S. The relation between the two kinds
of base schemes is that SpecR/(ζn) ∈ NilpAε for all positive integers n.
To define local shtukas over S = SpecR we consider finite free modules Mˆ over the power series ring
R[[z]] and set σˆ∗Mˆ := Mˆ⊗R[[z]], σˆR[[z]], and Mˆ [ 1z−ζ ] := Mˆ⊗R[[z]]R[[z]][ 1z−ζ ], and Mˆ [1z ] := Mˆ⊗R[[z]]R[[z]][1z ].
For more general S we let OS [[z]] be the sheaf of OS -algebras on S for the fpqc-topology whose ring of
sections on an S-scheme Y is the ring of power series OS [[z]](Y ) := Γ(Y,OY )[[z]]. This is indeed a sheaf
being the countable direct product ofOS . Let OS [[z]][ 1z−ζ ], respectively OS((z)), be the fpqc-sheaf ofOS -
algebras on S associated with the presheaf Y 7→ Γ(Y,OY )[[z]][ 1z−ζ ], respectively Y 7→ Γ(Y,OY )[[z]][1z ].
If Y is quasi-compact then Γ
(
Y,OS [[z]][ 1z−ζ ]
)
= Γ(Y,OY )[[z]][ 1z−ζ ] and Γ
(
Y,OS((z))
)
= Γ(Y,OY )[[z]][1z ]
by [Harts77, Exercise II.1.11]. Also OS [[z]][ 1z−ζ ] = OS((z)) if S ∈ NilpAε . Let σˆ be the endomorphism
of OS [[z]] with σˆ(z) = z and σˆ(b) = bqˆ for sections b of OS . For a sheaf of OS [[z]]-modules Mˆ we set
σˆ∗Mˆ := Mˆ ⊗OS [[z]], σˆOS [[z]], as well as Mˆ [ 1z−ζ ] := Mˆ ⊗OS [[z]]OS [[z]][ 1z−ζ ] and Mˆ [1z ] := Mˆ ⊗OS [[z]]OS((z)).
There is a natural σˆ-semilinear map Mˆ → σˆ∗Mˆ, m 7→ σˆ∗
Mˆ
m := m ⊗ 1. For a morphism of OS [[z]]-
modules f : Mˆ → Mˆ ′ we set σˆ∗f := f ⊗ id : σˆ∗Mˆ → σˆ∗Mˆ ′. Note that by [HV11, Proposition 2.3] a
sheaf of OS [[z]]-modules which fpqc-locally on S is isomorphic to OS [[z]]⊕r is already Zariski-locally on
S isomorphic to OS [[z]]⊕r. We therefore call such a sheaf simply a locally free OS [[z]]-module of rank
r. If S = SpecR for a valuation ring R as above, such a sheaf corresponds to a free R[[z]]-module of
rank r. Note that in this case R[[z]][ 1z−ζ ] 6= R[[z]][1z ]
Definition 2.1. A local σˆ-shtuka (or local shtuka) of rank r over S is a pair Mˆ = (Mˆ, τMˆ ) consisting
of a locally free OS [[z]]-module Mˆ of rank r, and an isomorphism τMˆ : σˆ∗Mˆ [ 1z−ζ ] ∼−→ Mˆ [ 1z−ζ ]. If
τMˆ (σˆ
∗Mˆ) ⊂ Mˆ then Mˆ is called effective, and if τMˆ (σˆ∗Mˆ) = Mˆ then Mˆ is called e´tale.
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A morphism of local shtukas f : (Mˆ , τMˆ ) → (Mˆ ′, τMˆ ′) over S is a morphism of OS [[z]]-modules
f : Mˆ → Mˆ ′ which satisfies τMˆ ′ ◦ σˆ∗f = f ◦ τMˆ . We denote the set of morphisms from Mˆ to Mˆ ′ by
HomS(Mˆ , Mˆ
′).
A quasi-morphism between local shtukas f : (Mˆ , τMˆ )→ (Mˆ ′, τMˆ ′) over S is a morphism of OS((z))-
modules f : Mˆ [1z ]→ Mˆ ′[1z ] with τMˆ ′ ◦ σˆ∗f = f ◦ τMˆ . It is called a quasi-isogeny if it is an isomorphism
of OS((z))-modules. We denote the set of quasi-morphisms from Mˆ to Mˆ ′ by QHomS(Mˆ , Mˆ ′).
When S = SpecR we will show in Corollary 4.5 below that HomS(Mˆ, Mˆ
′) is a finite free Aε-module
of rank at most rk Mˆ · rk Mˆ ′. Of fundamental importance is the following
Example 2.2. As in Notation 1.1 let R be a valuation ring and set AR := A ⊗Fq R, and let σ :=
idA⊗Frobq,R be the endomorphism of AR with σ(a⊗ b) = a⊗ bq for a ∈ A and b ∈ R. By an effective
A-motive of rank r over R we mean a pair M = (M, τM ) consisting of a locally free AR-module M of
rank r and an injective AR-homomorphism τM : σ
∗M →֒ M whose cokernel is a finite free R-module
and annihilated by a power of the ideal J := (a⊗1−1⊗γ(a) : a ∈ A) = ker(γ⊗ idR : AR→ R) ⊂ AR.
More generally, an A-motive of rank r over R is a pairM = (M, τM ) consisting of a locally free AR-
module M of rank r and an isomorphism τM : σ
∗M |SpecARrV(J ) ∼−→M |SpecARrV(J ) of the associated
sheaves outside V(J ) ⊂ SpecAR. Note that if A = Fq[t] then J = (t− γ(t)) and SpecAR rV(J ) =
SpecR[t][ 1t−γ(t) ]. An A-motive over R should be viewed as a model over R with good reduction of the
A-motive M ⊗R K over K of generic A-characteristic (0) = ker(γ : A → K). Its reduction M ⊗R k
is an A-motive over k of A-characteristic ε = ker(A → k). Note that we discussed the case where
A = Fq[t] in the introduction.
Let M be an (effective) A-motive. We consider the ε-adic completions Aε,R of AR and M ⊗AR
Aε,R := (M⊗ARAε,R , τM⊗ id) ofM . If Fε = Fq, and hence qˆ = q and σˆ = σ, we have Aε,R = R[[z]] and
J ·Aε,R = (z− ζ) because R⊗AR Aε,R = R. So M ⊗AR Aε,R is an (effective) local shtuka over SpecR
which we denote by Mˆ ε(M) and call the local σˆ-shtuka at ε associated with M . If f := [Fε : Fq] > 1
the construction is slightly more complicated; compare the discussion in [BH11, after Proposition 8.4].
Namely, by continuity the map γ extends to a ring homomorphism γ : Aε →֒ R. We consider the
canonical isomorphism Fε[[z]] ∼−→ Aε and the ideals ai = (a ⊗ 1 − 1 ⊗ γ(a)qi : a ∈ Fε) ⊂ Aε,R for
i ∈ Z/fZ, which satisfy ∏i∈Z/fZ ai = (0), because ∏i∈Z/fZ(X − aqi) ∈ Fq[X] is a multiple of the
minimal polynomial of a over Fq and even equal to it when Fε = Fq(a). By the Chinese remainder
theorem Aε,R decomposes
Aε,R =
∏
i∈Z/fZ
Aε,R/ai .
Each factor is canonically isomorphic to R[[z]]. The factors are cyclically permuted by σ because
σ(ai) = ai+1. In particular σ
f stabilizes each factor. The ideal J decomposes as follows J ·Aε,R/a0 =
(z − ζ) and J ·Aε,R/ai = (1) for i 6= 0. We define the local σˆ-shtuka at ε associated with M as
Mˆ ε(M) := (Mˆ , τMˆ ) :=
(
M ⊗AR Aε,R/a0 , (τM ⊗ 1)f
)
, where τ fM := τM ◦ σ∗τM ◦ . . . ◦ σ(f−1)∗τM . Of
course if f = 1 we get back the definition of Mˆ ε(M ) given above. Also note if M is effective, then
M/τM (σ
∗M) = Mˆ/τMˆ (σˆ
∗Mˆ).
The local shtuka Mˆ ε(M) allows to recover M ⊗AR Aε,R via the isomorphism
f−1⊕
i=0
(τM ⊗ 1)i mod ai :
(f−1⊕
i=0
σi∗(M ⊗AR Aε,R/a0), (τM ⊗ 1)f ⊕
⊕
i 6=0
id
)
∼−→ M ⊗AR Aε,R ,
because for i 6= 0 the equality J ·Aε,R/ai = (1) implies that τM ⊗ 1 is an isomorphism modulo ai; see
[BH11, Propositions 8.8 and 8.5] for more details.
Note that M 7→ Mˆ ε(M ) is a functor. The philosophy is that Mˆ ε(M) encodes all the local infor-
mation of M at ε like the (dual) Tate module TˇvM encodes all the local information of M at v 6= ε.
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The whole example also works over a base scheme S ∈ NilpAε instead of S = SpecR; see [Har16,
Example 7.2] and [HS15, § 6].
We will need the following lemma whose second part is proved more generally for S ∈ NilpAε in
[HS15, Lemma 2.3].
Lemma 2.3. Let Mˆ = (Mˆ, τMˆ ) be a local shtuka of rank r over a valuation ring R as in Notation 1.1.
(a) There is an integer d ∈ Z such that det τMˆ ∈ (z − ζ)d ·R[[z]]×.
(b) If Mˆ is effective, the integer d from (a) satisfies d ≥ 0 and Mˆ/τMˆ (σˆ∗Mˆ) is a free R-module of
rank d which is annihilated by (z − ζ)d.
Proof. Compare [Har11, Proposition 2.1.3 and Lemma 2.1.2].
(a) Since R[[z]] is a local ring, we may choose a basis of Mˆ and non-negative integers s, t such that the
matrices of (z−ζ)s·τMˆ and (z−ζ)t·τ−1Mˆ with respect to this basis lie inMr(R[[z]]). Set f = (z−ζ)
rs det τMˆ
and g = (z − ζ)rt det τ−1
Mˆ
. Then f, g ∈ R[[z]] satisfy fg = (z − ζ)r(s+t). Since R is an integral
domain, (z − ζ)R[[z]] is a prime ideal. So f ∈ (z − ζ)u ·R[[z]]× for a non-negative integer u, and so
det τMˆ ∈ (z − ζ)u−rs ·R[[z]]×.
(b) Let d be the integer from (a). SinceM is effective we may take s = 0, and hence d ≥ 0. By Cramer’s
rule (e.g. [Bou70, III.8.6, Formulas (21) and (22)]) the matrix of τ−1
Mˆ
lies in Mr
(
(z − ζ)−dR[[z]]). This
implies that Mˆ/τMˆ (σˆ
∗Mˆ) is annihilated by (z − ζ)d. By [Har11, Lemma 2.1.2] it is a finite free
R-module. We can compute its rank after reducing modulo mR. Then we are over the principal
ideal domain k[[z]] and the elementary divisor theorem tells us that dimk
(
Mˆ/τMˆ (σˆ
∗Mˆ )
) ⊗R k =
ordz(det τMˆ mod mR) = ordz
(
(z − ζ)d mod mR
)
= d.
More precisely [Har11, Proposition 2.1.3] (and the lemma) say that all (effective) local shtukas
over SpecR are bounded (by (d, 0, . . . , 0) for d = rkR Mˆ/τMˆ (σˆ
∗Mˆ)) as in the following
Definition 2.4. Let µ1 ≥ . . . ≥ µr be a decreasing sequence of integers. A local shtuka (Mˆ , τMˆ ) of
rank r over S is bounded by (µ1, . . . , µr) if
∧iτMˆ
(∧iσˆ∗Mˆ) ⊂ (z − ζ)µr−i+1+...+µr · ∧iMˆ for 1 ≤ i ≤ r with equality for i = r .
Although over a general base boundedness is not preserved under quasi-isogenies this is true over
a valuation ring.
Lemma 2.5. Let Mˆ and Mˆ ′ be two isogenous local shtukas over a valuation ring R as in Notation 1.1.
If Mˆ is bounded by (d, 0, . . . , 0), respectively satisfies (z − ζ)aMˆ ⊂ τMˆ (σˆ∗Mˆ) ⊂ (z − ζ)bMˆ , then the
same is true for Mˆ ′.
Proof. Choosing bases of M andM ′ we write τM and τM ′ as matrices T, T
′ ∈ GLr(R[[z]][ 1z−ζ ]) and the
quasi-isogeny f : M [1z ]
∼−→M ′[1z ] as a matrix F ∈ GLr(R[[z]][1z ]) satisfying T ′ = F·T·σˆ∗(F )−1. Depend-
ing on the assumption on M , the matrix coefficients of T ′, (z − ζ)−d det(T ′) and (z − ζ)d det(T ′)−1,
respectively (z − ζ)−bT ′ and (z − ζ)a(T ′)−1 lie in R[[z]][1z ]. Since they also lie in R[[z]][ 1z−ζ ], we can
write them as f/zs = g/(z − ζ)t. The term (z − ζ)tf = zsg lies in the prime ideal (z− ζ) ⊂ R[[z]], but
z does not. Therefore g is divisible by (z − ζ)t and all the matrix coefficients g/(z − ζ)t lie in R[[z]] as
desired.
Remark 2.6. If we are considering a local shtuka Mˆ over SpecR for a valuation ring R as in Nota-
tion 1.1, we obtain for all i ∈ N a local shtuka Mˆ (i) := Mˆ ⊗R R/(ζ i) over SpecR/(ζ i). The Mˆ (i) form
a local shtuka over Spf R by which we mean a projective system (Mˆ (i))i∈N of local shtukas Mˆ
(i) over
SpecR/(ζ i) together with isomorphisms Mˆ (i+1)⊗R/(ζi+1)R/(ζ i) ∼−→ Mˆ (i). By [HV11, Proposition 3.16
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and § 4] the functor Mˆ 7→ (Mˆ (i))i∈N is an equivalence between local shtukas bounded by (µ1, . . . , µr)
over SpecR and over Spf R. In that sense the theory of local shtukas over SpecR is subsumed under
the theory of bounded local shtukas over schemes S ∈ NilpAε .
Example 2.7. We discuss the case of the Carlitz module [Car35]. We keep the notation from Exam-
ple 2.2 and set A = Fq[t]. Let Fq(ϑ) be the rational function field in the variable ϑ and let γ : A→ Fq(ϑ)
be given by γ(t) = ϑ. The Carlitz motive over Fq(ϑ) is the A-motive M =
(
Fq(ϑ)[t], t− ϑ
)
.
Now let ε = (z) ⊂ A be a maximal ideal generated by a monic prime element z = z(t) ∈ Fq[t].
Then Fε = A/(z) and Aε is canonically isomorphic to Fε[[z]]. Let R ⊃ Fε[[ζ]] be a valuation ring as in
Notation 1.1 and let ϑ = γ(t) ∈ R. The Carlitz motive has a model over R with good reduction given
by the A-motive M = (R[t], t− ϑ) over R.
If degt z(t) = 1, that is z(t) = t − a for a ∈ Fq, then Fε = Fq, ζ = ϑ − a, and z − ζ = t − ϑ. So
Mˆ ε(M) = (R[[z]], z − ζ).
If degt z(t) = f > 1, then Mˆ ε(M ) =
(
R[[z]], (t − ϑ)(t − ϑq) · · · (t − ϑqf−1)). Here the product
(t−ϑ)(t−ϑq) · · · (t−ϑqf−1) = (z−ζ)u for a unit u ∈ Fε[[ζ]][[z]]×, because τM (σ∗M) = (t−ϑ)M implies
that Mˆ ε(M ) is effective and the d from Lemma 2.3 is 1. In order to get rid of u we denote the image
of t in Fε by λ. Then Fε = Fq(λ) and z(t) equals the minimal polynomial (t − λ) · · · (t − λqf−1) of λ
over Fq. Moreover, t ≡ λ mod zAε and ϑ ≡ λ mod ζFε[[ζ]]. We compute in Fε[[ζ]][[z]]/(ζ)
z(t) = (t− λ) · · · (t− λqf−1) ≡ (t− ϑ) · · · (t− ϑqf−1) ≡ (z − ζ)u ≡ zu mod ζ .
Since z is a non-zero-divisor in Fε[[ζ]][[z]]/(ζ) it follows that u ≡ 1 mod ζ Fε[[ζ]][[z]]. We write u = 1+ζu′
and observe that the product
w :=
∞∏
n=0
σˆn(u) =
∞∏
n=0
σˆn(1 + ζu′) =
∞∏
n=0
(
1 + ζ qˆ
n
σˆn(u′)
)
converges in Fε[[ζ]][[z]]
× because Fε[[ζ]][[z]] is ζ-adically complete. It satisfies w = u · σˆ(w) and so
multiplication with w defines a canonical isomorphism (R[[z]], z − ζ) ∼−→ Mˆ ε(M).
We conclude that Mˆ ε(M ) = (R[[z]], z − ζ), regardless of degt z(t).
3 Divisible local Anderson modules
Let S ∈ NilpAε and let Mˆ = (Mˆ, τMˆ ) be an effective local shtuka over S. Set Mˆn := (Mˆn, τMˆn) :=
(Mˆ/znMˆ, τMˆ mod z
n). Form ∈ Mˆn set σˆ∗Mˆm := m⊗1 ∈ Mˆn⊗OS [[z]], σˆOS [[z]] =: σˆ∗Mˆn. Drinfeld [Dri87,
§ 2] associates with Mˆn a group scheme
Drqˆ(Mˆn) := Spec
(
SymOS (Mˆn)
/(
m⊗qˆ − τMˆ (σˆ∗Mˆm) : m ∈ Mˆn
))
(3.1)
= SpecOS [m1, . . . ,mnr]
/(
mqˆi − τMˆ (σˆ∗Mˆmi) : 1 ≤ i ≤ nr
)
, (3.2)
if Mˆn =
⊕nr
i=1OS ·mi locally on S. It has the following properties
• Drqˆ(Mˆn) ⊂ Spec SymOS (Mˆn) is a finite locally free subgroup scheme over S of order nr, that is,
the OS-algebra ODrqˆ(Mˆn) is a finite locally free OS-module of rank nr. Note that locally on S
we have Mˆn =
⊕nr
i=1OS ·mi and SpecSymOS (Mˆn) ∼= SpecOS [m1, . . . ,mnr] = Gnra,S .
• Drqˆ(Mˆn) inherits from Mˆn an action of Aε/(z
n) = Fε[z]/(zn).
• The Verschiebung map is zero on Drqˆ(Mˆn).
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• There is a canonical isomorphism between coker τMˆn = Mˆ/
(
znMˆ + τMˆ (σˆ
∗Mˆ)
)
and the co-Lie
module ωDrqˆ(Mˆn) := e
∗Ω1
Drqˆ(Mˆn)/S
where e : S → Drqˆ(Mˆn) is the zero section. See [HS15,
Theorem 5.2(f)] for a proof.
• Drqˆ(Mˆn) is a strict Fε-scheme in the sense of Faltings [Fal02] and Abrashkin [Abr06]. See [Abr06,
Theorem 2] for a proof, or [HS15, § 5].
Conversely we recover Mˆn as the Aε/(z
n)-module of Fε-linear morphisms of S-group schemes
HomS-groups,Fε-lin
(
Drqˆ(Mˆn) , Ga,S
)
by [Abr06, Theorem 2] or [HS15, Theorem 5.2]. Moreover the
structure as OS-module is given via the action of OS on the additive group scheme Ga,S and τMˆn
corresponds to the map τˆ : m 7→ Fqˆ,Ga,S/S ◦ m, where Fqˆ,Ga,S/S is the relative qˆ-Frobenius of Ga,S
over S. More precisely, since τˆ(bm) = bqˆ τˆ(m) for b ∈ OS , the map τˆ is σˆ-semilinear and satisfies
τMˆn(σˆ
∗
Mˆn
m) = τˆ(m) = Fqˆ,Ga,S/S ◦m.
The canonical epimorphisms Mˆn+1→ Mˆn induce closed immersions in : Drqˆ(Mˆn) →֒ Drqˆ(Mˆn+1).
The inductive limit Drqˆ(Mˆ) := lim
−→
Drqˆ(Mˆn) in the category of sheaves on the big fppf-site of S is a
sheaf of Fε[[z]]-modules that satisfies the following
Definition 3.1. A z-divisible local Anderson module over S is a sheaf of Fε[[z]]-modules G on the big
fppf-site of S such that
(a) G is z-torsion, that is G = lim
−→
G[zn], where G[zn] := ker(zn : G→ G),
(b) G is z-divisible, that is z : G→ G is an epimorphism,
(c) For every n the Fε-module G[zn] is representable by a finite, locally free, strict Fε-module scheme
over S in the sense of Faltings [Fal02] and Abrashkin [Abr06], and
(d) locally on S there exist an integer d ∈ Z≥0, such that (z− ζ)d = 0 on ωG where ωG := lim
←−
ωG[zn]
and ωG[zn] = e
∗Ω1G[zn]/S is the pullback under the zero section e : S → G[zn].
A morphism of z-divisible local Anderson modules over S is a morphism of fppf-sheaves of Fε[[z]]-
modules. The category of divisible local Anderson modules is Fε[[z]]-linear. It is shown in [HS15,
Lemma 8.2 and Theorem 10.8] that ωG is a finite locally free OS-module and we define the dimension
of G as rkωG .
Note that in [Har05, Definition 6.2] and W. Kim [Kim09, Definition 7.3.1] different definitions of
z-divisible local Anderson modules were given. Unfortunately, the latter definitions are both wrong,
because the strictness assumption in (c) is missing.
Remark 3.2. By [HS15, Theorem 8.3] the functor Mˆ 7→ Drqˆ(Mˆ) is an anti-equivalence between the
category of effective local σˆ-shtukas over S and the category of z-divisible local Anderson modules over
S. Moreover, it is Aε-linear and exact. Various properties are preserved under this anti-equivalence.
More precisely let Mˆ be an effective local σˆ-shtuka over S and let G = Drqˆ(Mˆ ).
Then the OS [[z]]-modules Mˆ/τMˆ (σˆ∗Mˆ ) and ωG are canonically isomorphic. In particular, Mˆ is
e´tale, if and only if ωG = (0), if and only if all G[z
n] are e´tale.
The map τMˆ is topologically nilpotent, in the sense that locally on S there is an integer n such
that im(τn
Mˆ
: σˆn∗Mˆ → Mˆ) ⊂ zMˆ , if and only if G is a formal Lie group.
If Mˆ is bounded by (d, 0, . . . , 0) we say that G is bounded by d. In this case (z − ζ)d · ωG = (0)
globally on S in axiom (d) and dimG = d as can be seen from the elementary divisor theorem applied
to the pullback s∗Mˆ to a closed point s : Specκ(s)→ S, where κ(s) is the residue field at s.
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Remark 3.3. If Mˆ is a local shtuka over a valuation ring R as in Notation 1.1 and we view it as
a projective system of local shtukas Mˆ (i) := (Mˆ (i), τMˆ (i)) := Mˆ ⊗R R/(ζ i) over SpecR/(ζ i) as in
Remark 2.6, then the following are equivalent.
(a) The map τMˆ is topologically nilpotent in the sense that τ
n
Mˆ
(σn∗Mˆ) ⊂ ζMˆ + zMˆ for n≫ 0.
(b) For all i ∈ N the map τMˆ (i) is topologically nilpotent, that is τnMˆ (i)(σˆn∗Mˆ (i)) ⊂ zMˆ (i) for n≫ 0.
(c) There exists an i ∈ N>0 for which the map τMˆ (i) is topologically nilpotent.
(d) Drqˆ(Mˆ ) := lim
−→
i
Drqˆ(Mˆ
(i)) is a formal Lie group over Spf R.
Indeed, (a) yields τ jn
Mˆ
(σjn∗Mˆ) ⊂ ζ1+qˆn+...+qˆ(j−1)nMˆ + zMˆ for all j ∈ N. This implies (b), from which
(c) follows trivially. Conversely if (c) holds for some i then τn
Mˆ
(σn∗Mˆ) ⊂ ζ iMˆ+zMˆ for n≫ 0, whence
(a). Finally, by Remark 3.2 assertion (b) implies (d), and (d) implies that every Drqˆ(Mˆ
(i)) is a formal
Lie group, whence (b).
Example 3.4. Let S = SpecB ∈ NilpAε be affine and let d and r be positive integers. An abelian
Anderson A-module of rank r and dimension d over S is a pair E = (E,ϕ) consisting of a smooth affine
group scheme E over S of relative dimension d, and a ring homomorphism ϕ : A→ EndS-groups(E), a 7→
ϕa such that
(a) there is a faithfully flat morphism S′ → S for which E ×S S′ ∼= Gda,S′ as Fq-module schemes,
(b)
(
ϕa − γ(a)
)d
= 0 on ωE := e
∗Ω1E/S for all a ∈ A, where e : S → E is the zero section,
(c) the set M := M(E) := HomS-groups,Fq-lin(E,Ga,S) of Fq-equivariant homomorphisms of S-group
schemes is a locally free module over AB := A⊗Fq B of rank r under the action given on m ∈M
by
A ∋ a : M −→M, m 7→ m ◦ ϕa
B ∋ b : M −→M, m 7→ b ◦m
In addition we consider the map τ : m 7→ Fq,Ga,S/S ◦ m on m ∈ M , where Fq,Ga,S/S is the relative
q-Frobenius of Ga,S over S. Since τ(bm) = bqτ(m) the map τ is σ-semilinear and induces an AB-linear
map τM : σ
∗M → M , which makes M(E) := (M(E), τM ) into an effective A-motive over S in the
sense of Example 2.2. The functor E 7→ M(E) is fully faithful and its essential image is described in
[Har16, Theorem 3.5] generalizing Anderson’s description [And86, Theorem 1].
Now let E = (E,ϕ) be an abelian Anderson A-module over S and let Mˆ := Mˆ ε(M(E)) be its
associated effective local σˆ-shtuka at ε; see Example 2.2. Let n ∈ N and let εn = (a1, . . . , as) ⊂ A.
Then
E[εn] := ker
(
ϕa1,...,as := (ϕa1 , . . . , ϕas) : E −→ Es
)
is called the εn-torsion submodule of E. It is an A/εn-module via A/εn → EndS(E[εn]), a¯ 7→ ϕa and
independent of the set of generators of εn; see [Har16, Lemma 6.2]. Moreover, by [Har16, Theorem 7.6]
it is a finite S-group scheme of finite presentation and a strict Fε-module scheme and there are canonical
A/εn-equivariant isomorphisms of finite locally free S-group schemes
Drqˆ(Mˆ/ε
nMˆ) ∼−→ E[εn] and
Mˆ/εnMˆ ∼−→ HomS-groups,Fε-lin
(
E[εn] , Ga,S
)
of torsion local shtukas in the sense of Definition 7.1 below. In particular, E[ε∞] := lim
−→
E[εn] =
Drqˆ(Mˆ ) is a z-divisible local Anderson module over S.
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Example 3.5. We continue with Example 2.7. Let A = Fq[t] and let ε = (z) ⊂ A be a maximal
ideal generated by a monic prime element z = z(t) ∈ Fq[t]. Let R = Fε[[ζ]] and let C := (Ga,R, ϕ)
with ϕt = ϑ + Fq,Ga,R be the Carlitz module over R. That is, if Ga,R = SpecR[x] then ϕ
∗
t (x) =
ϑx + xq. Then M(C) = (R[t], t − ϑ) is the Carlitz Fq[t]-motive over R from Example 2.7 with
associated local shtuka Mˆ := Mˆ ε(M(C)) ∼= (R[[z]], z − ζ) at ε. The εn-torsion submodule of C is
C[εn] := ker(ϕzn) = SpecR[x]/(ϕ∗zn(x)). We can compute Mˆ/znMˆ =
⊕n
i=1R ·mi with mi = zi−1 and
τMˆ (σˆ
∗
Mˆ
mi) = (z − ζ)mi = mi+1 − ζmi for 1 ≤ i < n and τMˆ (σˆ∗Mˆmn) = −ζmn. By Example 3.4 this
implies
C[εn] ∼= Drqˆ(Mˆ/εnMˆ) ∼= SpecR[m1, . . . ,mn]/(mqˆn + ζmn , mqˆi −mi+1 + ζmi : 1 ≤ i < n) .
On it z acts via ϕ∗z(mi) = mi+1 = ζmi +m
qˆ
i for 1 ≤ i < n and ϕ∗z(mn) = 0.
Since τMˆ (σ
∗Mˆ) = (z − ζ)Mˆ ⊂ ζMˆ + zMˆ , Remark 3.3 implies that G := C[ε∞] ∼= Drqˆ(Mˆ ) is a
formal Lie group over Spf R. Its dimension is 1 because ωG ∼= Mˆ/τMˆ (σˆ∗Mˆ) = R. Setting x := m1
it follows that G ∼= Spf R[[x]] is the formal additive group scheme with the action of Aε = Fε[[z]]
given by ϕ∗z(x) = ζ x + x
qˆ and ϕ∗a(x) = a x for a ∈ Fε. So we can alternatively describe C[εn] as
SpecR[x]/(ϕ∗zn(x)) with the latter expression for ϕ
∗
z .
4 Tate modules
With a local shtuka one can associate a Galois representation. More precisely let Mˆ = (Mˆ, τMˆ ) be a
local shtuka over SpecR for a valuation ring R as in Notation 1.1. Then τMˆ induces an isomorphism
τMˆ : σˆ
∗Mˆ ⊗R[[z]]K[[z]] ∼−→ Mˆ ⊗R[[z]]K[[z]], because z− ζ ∈ K[[z]]×. So one could say that Mˆ ⊗R[[z]]K[[z]]
is an “e´tale local shtuka over K”.
Definition 4.1. With Mˆ as above one associates the (dual) Tate module
TˇεMˆ := (Mˆ ⊗R[[z]] Ksep[[z]])τˆ :=
{
m ∈ Mˆ ⊗R[[z]] Ksep[[z]] : τMˆ(σˆ∗Mˆm) = m
}
and the rational (dual) Tate module
VˇεMˆ :=
{
m ∈ Mˆ ⊗R[[z]] Ksep((z)) : τMˆ (σˆ∗Mˆm) = m
}
= TˇεMˆ ⊗Aε Qε .
One also sometimes writes H1ε(Mˆ,Aε) = TˇεMˆ and H
1
ε(Mˆ ,Qε) = VˇεMˆ and calls this the ε-adic re-
alization of Mˆ . By Proposition 4.2 below, this defines a covariant functor Tˇε : Mˆ 7→ TˇεMˆ from the
category of local shtukas over R to the category RepAε Gal(K
sep/K) of continuous representations
of Gal(Ksep/K) on finite free Aε-modules and a covariant functor Vˇε : Mˆ 7→ VˇεMˆ from the cate-
gory of local shtukas over R with quasi-morphisms to the category RepQε Gal(K
sep/K) of continuous
representations of Gal(Ksep/K) on finite dimensional Qε-vector spaces. For n ∈ N we also define
(Mˆ/znMˆ)τˆ (Ksep) :=
{
m ∈ Mˆ ⊗R[[z]] Ksep[[z]]/(zn) : τMˆ (σˆ∗Mˆm) = m
}
= TˇεMˆ/z
nTˇεMˆ ,
which is a free Aε/(z
n)-module of rank equal to the rank of Mˆ with TˇεMˆ = lim
←−
(Mˆ/znMˆ)τˆ (Ksep).
Proposition 4.2. TˇεMˆ is a free Aε-module of rank equal to rk Mˆ and VˇεMˆ is a Qε-vector space of
dimension equal to rk Mˆ . Both carry a continuous action of Gal(Ksep/K). Moreover the inclusion
TˇεMˆ ⊂ Mˆ ⊗R[[z]] Ksep[[z]] defines a canonical isomorphism of Ksep[[z]]-modules
TˇεMˆ ⊗Aε Ksep[[z]] ∼−→ Mˆ ⊗R[[z]] Ksep[[z]] (4.1)
which is functorial in Mˆ and Gal(Ksep/K)- and τˆ -equivariant, where on the left module Gal(Ksep/K)-
acts on both factors and τˆ is id⊗σˆ, and on the right module Gal(Ksep/K) acts only on Ksep[[z]] and
τˆ is (τMˆ ◦ σˆ∗Mˆ )⊗ σˆ. In particular one can recover Mˆ ⊗R[[z]] K[[z]] =
(
TˇεMˆ ⊗Aε Ksep[[z]]
)Gal(Ksep/K)
as
the Galois invariants.
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Remark 4.3. We actually prove the stronger statement that for every s > 1/qˆ the isomorphism (4.1)
extends to a Gal(Ksep/K)- and τˆ -equivariant isomorphism
h : TˇεMˆ ⊗Aε Ksep〈 zζs 〉 ∼−→ Mˆ ⊗R[[z]] Ksep〈 zζs 〉, (4.2)
which is functorial in Mˆ . Here for a field extension K of Fε((ζ)) and an s ∈ R>0 we use the notation
K〈 zζs 〉 :=
{ ∞∑
i=0
biz
i : bi ∈ K, |bi| |ζ|si → 0 (i→ +∞)
}
.
These are subrings of K[[z]] and the endomorphism σˆ :
∑
i biz
i 7→ ∑i bqˆi zi of K[[z]] restricts to a
homomorphism σˆ : K〈 zζs 〉 → K〈 zζsqˆ 〉. Note that the τˆ -equivariance of h means h⊗ idK〈 zζsqˆ 〉 = τMˆ ◦σˆ
∗h.
Proof of Proposition 4.2 and Remark 4.3. That TˇεMˆ is an Aε-module and VˇεMˆ is a Qε-vector space
comes from the fact that the subring of σˆ-invariants in Ksep[[z]] is Fε[[z]] = Aε.
We set r = rk Mˆ , choose an R[[z]]-basis of Mˆ , and write τMˆ with respect to this basis as a matrix
T ∈ GLr
(
R[[z]][ 1z−ζ ]
)
. Since z − ζ is a unit in K〈 z
ζ qˆ
〉 with (z − ζ)−1 = −∑∞i=0 ζ−i−1zi there is an
inclusion R[[z]][ 1z−ζ ] →֒ K〈 zζ qˆ 〉, and we consider T as a matrix in GLr
(
K〈 z
ζ qˆ
〉). We claim that there is
a matrix U ∈ GLr
(
Ksep[[z]]
)
with σˆ(U) = T−1U . We write T−1 =
∑∞
i=0 Tiz
i and U =
∑∞
n=0 Unz
n.
We must solve the equations
σˆ(U0) = T0 · U0 and σˆ(Un) =
n∑
i=0
Tn−i · Ui . (4.3)
By Lang’s theorem [Lan56, Corollary on p. 557] there exists a matrix U0 ∈ GLr(Kalg) satisfying
(4.3). Since the morphism GLr(K
alg) → GLr(Kalg), U0 7→ U0 · σˆ(U0)−1 is e´tale, we actually have
U0 ∈ GLr(Ksep). Then the second equation takes the form
σˆ(U−10 Un)− U−10 Un =
n−1∑
i=0
σˆ(U0)
−1Tn−iU0 · (U−10 Ui) .
This is a system of Artin-Schreier equations for the coefficients of U−10 Un which can be solved in K
sep
and this establishes our claim.
We show that the matrix U ∈ GLr
(
Ksep[[z]]
)
obtained in this way lies in GLr
(
Ksep〈 zζs 〉
)
for every
1 ≥ s > 1/qˆ. Since T−1 ∈ GLr
(
K〈 z
ζsqˆ
〉) ⊂ GLr(K〈 zζ qˆ 〉) there is a constant c ≥ 1 with |Tiζ qˆi| ≤ c for
all i, where |Tiζ qˆi| denotes the maximal absolute value of the entries of the matrix Tiζ qˆi. We write
(4.3) as
σˆ
(
Unζ
n
)
=
n∑
i=0
(
Tn−iζ
qˆ(n−i)
)(
Uiζ
i
)
ζ i(qˆ−1) .
In view of |ζ| < 1 this implies the estimate
|Unζn|qˆ ≤ c ·max{ |Uiζ i| : 0 ≤ i ≤ n }
from which induction yields |Unζn| ≤ c1/(qˆ−1) for all n ≥ 0. In particular, if s > 1/qˆ, then sqˆ > 1
and U ∈ Mr
(
Ksep〈 z
ζsqˆ
〉). But now the equation σˆ(U) = T−1U shows that σˆ(U) ∈ Mr(Ksep〈 zζsqˆ 〉),
hence U ∈ Mr
(
Ksep〈 zζs 〉
)
. A similar reasoning with the equation σˆ(U−1) = U−1T shows that also
U−1 ∈Mr
(
Ksep〈 zζs 〉
)
and U ∈ GLr
(
Ksep〈 zζs 〉
)
as desired.
Multiplication with U provides an isomorphism (Ksep〈 zζs 〉⊕r, τˆ = id) ∼−→ Mˆ ⊗R[[z]]Ksep〈 zζs 〉. Since
(Ksep〈 zζs 〉)σˆ = Aε, it follows that TˇεMˆ = U·A⊕rε is free of rank r, and the inclusion TˇεMˆ ⊂ U·Ksep〈 zζs 〉⊕r
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induces the equivariant isomorphism (4.2). Since Ksep〈 zζs 〉 ⊂ Ksep[[z]] this induces the isomorphism
(4.1).
The continuity of the Galois representation ρMˆ : Gal(K
sep/K)→ AutAε(TˇεMˆ) means that for all
n ∈ N the subgroup { g ∈ Gal(Ksep/K) : ρMˆ (g) ≡ id mod zn } is open. This is true because ρMˆ is
given by the Galois action on the coefficients of the matrix U , and so this subgroup contains the open
subgroup Gal
(
Ksep/K(U0, . . . , Un−1)
)
. Finally, the functoriality of h is clear.
Remark 4.4. There is a statement similar to Proposition 4.2 for an e´tale local shtuka Mˆ over a
connected scheme S ∈ NilpAε . For a geometric base point s¯ ∈ S the (dual) Tate module and the
rational (dual) Tate module
TˇεMˆ := (Mˆ ⊗OS [[z]] κ(s¯)[[z]])τˆ and VˇεMˆ := TˇεMˆ ⊗Aε Qε
are free of rank rk Mˆ and carry a continuous action of the e´tale fundamental group πe´t1 (S, s¯). Moreover,
the functor Mˆ 7→ TˇεMˆ is an equivalence between the category of e´tale local shtukas over S and the
category of representations of πe´t1 (S, s¯) on finite free Aε-modules. Similarly, the functor Mˆ 7→ VˇεMˆ
is an equivalence between the category of e´tale local shtukas over S with quasi-morphisms and the
category of representations of πe´t1 (S, s¯) on finite Qε-vector spaces; see [AH14, Proposition 3.4].
Back in the situation over a valuation ring R as in Notation 1.1 there is the following
Corollary 4.5. For local shtukas Mˆ and Mˆ ′ over R the Aε-module HomR(Mˆ , Mˆ
′) is finite free of
rank at most rk Mˆ · rk Mˆ ′.
Proof. First of all HomR(Mˆ, Mˆ
′) is Aε-torsion free, because Mˆ
′ is. The functor Mˆ 7→ TˇεMˆ is faithful
by (4.1), because Mˆ ⊂ Mˆ ⊗R[[z]] Ksep[[z]]. Since TˇεMˆ is a free Aε-module of rank rk Mˆ , it follows that
HomR(Mˆ , Mˆ
′) is a finitely generated Aε-module, and hence free of rank at most rk Mˆ · rk Mˆ ′.
Proposition 4.6. If Mˆ = Mˆ ε(M ) for an A-motive M = (M, τM ) over R as in Example 2.2, the ε-
adic (dual) Tate module of M defined by TˇεM := {m ∈M⊗ARAε,Ksep : τM(σ∗Mm) = m} is canonically
isomorphic to TˇεMˆ as representations of Gal(K
sep/K). This isomorphism is functorial in M .
Proof. Consider the decomposition M ⊗AR Aε,Ksep =
∏
i∈Z/fZ
M ⊗ARKsep[[z]] discussed in Example 2.2.
An element m = (mi)i ∈
∏
i∈Z/fZ
M ⊗AR Ksep[[z]] satisfies τM (σ∗Mm) = m if and only if mi+1 =
τM (σ
∗
Mmi) for all i and m0 = τ
f
M(σ
f∗
M m0) = τMˆ (σˆ
∗
Mˆ
m0). So the isomorphism TˇεM
∼−→ TˇεMˆ is given
by (mi)i 7→ m0. It clearly is functorial.
Definition 4.7. Let R be a valuation ring as in Notation 1.1. For a z-divisible local Anderson module
G over R the Tate module TεG and the rational Tate module VεG are defined as
TεG := HomAε
(
Qε/Aε, G(K
sep)
)
and
VεG := HomAε
(
Qε, G(K
sep)
) ∼= TεG⊗Aε Qε ,
where the last isomorphism sends f⊗z−n ∈ TεG⊗AεQε to the homomorphism f˜ : Qε → G(Ksep) with
f˜(a) := f(az−n) for a ∈ Qε. To see that it is indeed an isomorphism, note that it is clearly injective,
because f can be recovered from f˜ and n. Conversely, since every f˜ ∈ VεG satisfies f˜(1) ∈ G(Ksep) =
lim
−→
G[zn](Ksep) by [HV11, Lemma 5.4], there is an n with f˜(1) ∈ G[zn](Ksep), and so f˜(znAε) = 0.
This shows that f˜ is the image of f ⊗ z−n for f ∈ TεG with f(a) := f˜(azn).
TεG is an Aε-module and VεG is a Qε-vector space. Both carry a continuous Gal(K
sep/K)-action
and G 7→ TεG and G 7→ VεG are covariant functors.
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For an abelian Anderson A-module E over R as in Example 3.4 the ε-adic Tate module TεE and
the rational ε-adic Tate module VεE are defined as
TεE := HomA
(
Qε/Aε, E(K
sep)
)
and VεE := TεE ⊗Aε Qε .
Since every element of Qε/Aε is annihilated by a power of ε, we have TεE = TεE[ε
∞].
After choosing a uniformizing parameter z of Aε there are isomorphisms
TεG
∼−→ {(Pn)n ∈ ∏
n∈N0
G[zn](Ksep) : z(Pn+1) = Pn
}
=: lim
←−
n
(
G[zn](Ksep), z
)
and
VεG
∼−→ {(Pn)n ∈ ∏
n∈Z
G(Ksep) : z(Pn+1) = Pn
}
,
which send f : Qε → G(Ksep) to the tuple Pn := f(z−n). These are indeed isomorphisms, because
from (Pn)n we can reconstruct f as follows. Every a ∈ Q×ε is of the form a = uz−n for an integer n
and a unit u ∈ A×ε . Then f(a) = u(Pn).
To describe the relation between TεG and TˇεMˆ consider the Aε-module HomFε(Qε/Aε,Fε) which
carries the trivial Galois action and is canonically isomorphic to the module of continuous differential
forms Ω̂1Aε/Fε under the map
Ω̂1Aε/Fε
∼−→ HomFε(Qε/Aε,Fε) , ω 7−→
(
a 7→ Resε(aω)
)
. (4.4)
After choosing a uniformizing parameter z of Aε we can identify Ω̂
1
Aε/Fε
∼= Fε[[z]]dz and the inverse map
is given by HomFε(Qε/Aε,Fε) → Fε[[z]]dz, λ 7→
∑∞
i=0 λ(z
−1−i)zidz. In particular HomFε(Qε/Aε,Fε)
is non-canonically isomorphic to Aε.
The following proposition generalizes Anderson’s result [And93, § 4.2] who treated the case where
G is a formal Lie group.
Proposition 4.8. Let Mˆ be an effective local shtuka over R, let G = Drqˆ(Mˆ) be the associated
z-divisible local Anderson module from Section 3 and view Mˆ as lim
←−
HomR-groups,Fε-lin(G[z
n] , Ga,R).
Then there is a Gal(Ksep/K)-equivariant perfect pairing of Aε-modules
〈 . , . 〉 : TεG× TˇεMˆ −→ HomFε(Qε/Aε,Fε) ∼= Ω̂1Aε/Fε , 〈f,m〉 := m ◦ f . (4.5)
which identifies TεG with the contragredient Gal(K
sep/K)-representation HomAε(TˇεMˆ, Ω̂
1
Aε/Fε
) of
TˇεMˆ . In particular TεG is a free Aε-module of rank equal to rk Mˆ that carries a continuous action of
Gal(Ksep/K).
Remark 4.9. (a) Note that indeed m ◦ f lies in HomFε(Qε/Aε,Fε), because m = τMˆ(σ∗Mˆm) =
Fqˆ,Ga,S/S ◦ m implies that m ◦ f(a) = Fqˆ,Ga,S/S
(
m ◦ f(a)) = (m ◦ f(a))qˆ in Ga(Ksep) = Ksep, and
hence m ◦ f(a) ∈ Fε for all a ∈ Qε.
(b) This pairing is functorial in Mˆ in the following sense. If α : Mˆ → Mˆ ′ is a morphism of local
shtukas over R and Drqˆ(α) : G
′ := Drqˆ(Mˆ
′)→ Drqˆ(Mˆ) = G is the induced morphism of the associated
z-divisible local Anderson modules then Tˇεα : TˇεMˆ → TˇεMˆ ′ and TεDrqˆ(α) : TεG′ → TεG satisfy
〈f ′, Tˇεα(m)〉 = m ◦Drqˆ(α) ◦ f ′ = 〈TεDrqˆ(α)(f ′),m〉 for f ′ ∈ TεG′ and m ∈ TˇεMˆ .
Proof of Proposition 4.8. From [BH07, Lemma 2.4 and Theorem 8.6] we have a perfect pairing of
Aε/(z
n)-modules
G[zn](Ksep)× (Mˆ/znMˆ)τˆ (Ksep) −→ HomAε(Aε/(zn),Fε) ,
(Pn,m) 7−→
(
hn : a 7→ m(aPn)
)
.
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Under the Aε-isomorphism HomAε
(
z−nAε/Aε, G(K
sep)
)
∼−→ G[zn](Ksep), f 7→ Pn := f(z−n) it trans-
forms into a perfect pairing of Aε/(z
n)-modules
HomAε
(
z−nAε/Aε, G(K
sep)
)× (Mˆ/znMˆ)τˆ (Ksep) −→ HomFε(z−nAε/Aε,Fε) ,
(f,m) 7−→ (hn : a 7→ m ◦ f(a)) .
Again the identification HomFε(z
−nAε/Aε,Fε) = Aε/(zn) · dz induced from (4.4), shows that this is
a free Aε/(z
n)-module of rank one. It follows that
HomAε
(
z−nAε/Aε, G(K
sep)
) ∼= HomAε/(zn)((Mˆ/znMˆ)τˆ (Ksep), Aε/(zn) · dz)
is a free Aε/(z
n)-module of rank rk Mˆ , because this holds for (Mˆ/znMˆ)τˆ (Ksep). This implies that for
varying n the inclusions z−nAε ⊂ z−(n+1)Aε induce vertical maps in the following diagram
HomAε
(
z−n−1Aε/Aε, G(K
sep)
)

× (Mˆ/zn+1Mˆ)τˆ (Ksep) //

Aε/(z
n+1) · dz

HomAε
(
z−nAε/Aε, G(K
sep)
) × (Mˆ/znMˆ)τˆ (Ksep) // Aε/(zn) · dz .
(4.6)
By evaluating these pairings on a fixed choosen Aε-basis of TˇεMˆ = lim
←−
(Mˆ/znMˆ)τˆ (Ksep), we obtain
isomorphisms
HomAε
(
z−nAε/Aε, G(K
sep)
)
∼−→ (Aε/(zn) · dz)rk Mˆ ,
which are compatible for all n. Since the middle and the right vertical maps in diagram (4.6) are
surjective, this shows that also the left vertical map is surjective. So the projective limit of this
diagram is the pairing (4.5), and this yields an isomorphism
TεG = HomAε
(
Qε/Aε, G(K
sep)
)
∼−→ (Aεdz)rk Mˆ ∼= HomAε(TˇεMˆ, Ω̂1Aε/Fε) .
This shows that (4.5) is a perfect pairing of free Aε-modules. If g ∈ Gal(Ksep/K) then 〈g(f), g(m)〉 =
g(m) ◦ g(f) = g(m ◦ f) = m ◦ f = 〈f,m〉, because g acts trivially on m ◦ f . Therefore, the pairing
(4.5) is Gal(Ksep/K)-equivariant.
Example 4.10. We describe the ε-adic (dual) Tate module TˇεM = TˇεMˆ ε(M) of the Carlitz motive
M = (R[t], t−ϑ) from Example 2.7 by using the local shtuka Mˆ := Mˆ ε(M ) = (R[[z]], z− ζ) computed
there. For all i ∈ N0 let ℓi ∈ Ksep be solutions of the equations ℓqˆ−10 = −ζ and ℓqˆi + ζℓi = ℓi−1.
This implies |ℓi| = |ζ|qˆ−i/(qˆ−1) < 1. Define the power series ℓ+ =
∑∞
i=0 ℓiz
i ∈ OKsep [[z]]. It satisfies
σˆ(ℓ+) = (z − ζ) ·ℓ+, but depends on the choice of the ℓi. A different choice yields a different power
series ℓ˜+ which satisfies ℓ˜+ = uℓ+ for a unit u ∈ (Ksep[[z]]×)σˆ= id = A×ε , because σˆ(u) = σˆ(ℓ˜+)σˆ(ℓ+) =
ℓ˜+
ℓ+
= u.
The field extension Fε((ζ))(ℓi : i ∈ N0) of Fε((ζ)) is the function field analog of the cyclotomic tower
Qp(
pi
√
1: i ∈ N0); see [Har09, § 1.3 and § 3.4]. There is an isomorphism of topological groups called
the ε-adic cyclotomic character
χε : Gal
(
Fε((ζ))(ℓi : i ∈ N0)
/
Fε((ζ))
)
∼−→ A×ε ,
which satisfies g(ℓ+) :=
∑∞
i=0 g(ℓi)z
i = χε(g)·ℓ+ in Ksep[[z]] for g in the Galois group. It is independent
of the choice of the ℓi. The ε-adic (dual) Tate module TˇεMˆ of Mˆ and M is generated by ℓ
−1
+ on which
the Galois group acts by the inverse of the cyclotomic character. According to Proposition 4.8,
Gal(Ksep/K) acts on the ε-adic Tate module Tε C of the Carlitz module C from Example 3.5 by χε.
So using the notation of Tate twists we may write TˇεM = Aε(−1) and VˇεM = Qε(−1), as well as
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Tε C = Aε(1) and Vε C = Qε(1). The isomorphisms (4.1) and (4.2) for s > 1/qˆ are given by sending
the generator ℓ−1+ of TˇεMˆ to ℓ
−1
+ ∈ Ksep〈 zζs 〉×.
We compute Tε C explicitly. By Example 3.5 the group scheme C[εn] equals the kernel of the
endomorphism ϕnz of Ga,R = SpecR[x] where ϕ
∗
z(x) = ζx+ x
qˆ. By definition ϕz(ℓ0) = 0 and ϕz(ℓi) =
ℓi−1 for all i. This means that C[εn](Ksep) = A/εn · ℓn−1 and Tε C = Aε · (ℓn−1)n with the action of g ∈
Gal(Ksep/K) given by g(ℓn−1)n = χε(g) · (ℓn−1)n. In this respect the power series ℓ+ =
∑∞
n=0 ℓnz
n is
the Anderson generating function from [And93, § 4.2] of the z-division tower (ℓn−1)n. The pairing (4.5)
sends (ℓn−1)n× ℓ−1+ to 1·dz. Indeed, if we write ℓ−1+ =
∑∞
k=0 ℓ
′
kz
k, then ℓ′0ℓ0 = 1 and
∑n
k=0 ℓ
′
kℓn−k = 0
for n ≥ 1. The element (ℓn−1)n ∈ Tε C corresponds to the element f ∈ HomAε
(
Qε/Aε, C(Ksep)
)
with
f(z−n−1) = ℓn. We compute ℓ
−1
+ ◦ f(z−n−1) =
∑∞
k=0 ℓ
′
kϕ
k
z(ℓn) =
∑n
k=0 ℓ
′
kℓn−k = δn,0 = Resε(z
−n−1dz)
for all n. This proves the claim.
Definition 4.11. Let Mˆ be a local shtuka over a valuation ring R as in Notation 1.1. We denote
by K[[z − ζ]] the power series ring over K in the “variable” z − ζ and by K((z − ζ)) its fraction field.
We consider the ring homomorphism R[[z]] →֒ K[[z − ζ]], z 7→ z = ζ + (z − ζ) and define the de Rham
realization of Mˆ as
H1dR
(
Mˆ ,K[[z − ζ]]) := σˆ∗Mˆ ⊗R[[z]] K[[z − ζ]] ,
H1dR
(
Mˆ,K((z − ζ))) := σˆ∗Mˆ ⊗R[[z]] K((z − ζ)) and
H1dR(Mˆ,K) := σˆ
∗Mˆ ⊗R[[z]], z 7→ζ K
= H1dR
(
Mˆ,K[[z − ζ]])⊗K[[z−ζ]] K[[z − ζ]]/(z − ζ) .
The de Rham realization H1dR
(
Mˆ,K((z−ζ))) contains a fullK[[z−ζ]]-lattice q := τ−1
Mˆ
(Mˆ⊗R[[z]]K[[z−ζ]]),
which is called the Hodge-Pink lattice of Mˆ . The de Rham realization H1dR(Mˆ ,K) carries a descending
separated and exhausting filtration F • by K-subspaces called the Hodge-Pink filtration of Mˆ . It is
defined via p := H1dR(Mˆ,K[[z − ζ]]) and (for i ∈ Z)
F iH1dR(Mˆ ,K) :=
(
p ∩ (z − ζ)iq)/((z − ζ)p ∩ (z − ζ)iq) ⊂ H1dR(Mˆ ,K) .
If we equip H1dR
(
Mˆ,K((z − ζ))) with the descending filtration F iH1dR(Mˆ,K((z − ζ))) := (z − ζ)iq by
K[[z− ζ]]-submodules, then F iH1dR(Mˆ,K) is the image of H1dR
(
Mˆ,K[[z− ζ]]) ∩ F iH1dR(Mˆ,K((z− ζ)))
in H1dR(Mˆ,K). Since z = ζ+(z−ζ) is invertible in K[[z−ζ]] the de Rham realization with Hodge-Pink
lattice and filtration is a functor on the category of local shtukas over R with quasi-morphisms.
Definition 4.12. If M = (M, τM ) is an A-motive over R as in Example 2.2 we use AK := A ⊗Fq K
and AK/J = K, as well as the identification lim
←−
AK/J n = K[[z − ζ]] from [HJ16, Lemma 1.3]. Then
the de Rham realization of M is defined as
H1dR
(
M,K[[z − ζ]]) := σ∗M ⊗AR lim←− AK/J n ,
H1dR
(
M,K((z − ζ))) := H1dR(M,K[[z − ζ]])⊗K[[z−ζ]] K((z − ζ)) and
H1dR(M,K) := σ
∗M ⊗AR AK/J .
(See [HJ16, §§ 3.5 and 5.7] for a justification of this definition and the relation with the de Rham
cohomology of a Drinfeld module, resp. abelian t-module, studied by Deligne, Anderson, Gekeler and
Jing Yu [Gek89, Yu90], resp. Brownawell and Papanikolas [BP02].) The Hodge-Pink lattice of M is
defined as q := τ−1M (M ⊗AR lim←− AK/J
n) ⊂ H1dR
(
M,K((z− ζ))), and the Hodge-Pink filtration of M is
defined via p := H1dR(M,K[[z − ζ]]) and
F iH1dR(M,K) :=
(
p ∩ (z − ζ)iq)/((z − ζ)p ∩ (z − ζ)iq)
= image of
(
σ∗M ∩ τ−1M (J iM)
)⊗R K ⊂ H1dR(M,K) ;
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see [Gos94, § 2.6]. Note that the de Rham realization with Hodge-Pink lattice and filtration only
depends on the generic fiber M ⊗RK of M . It is a functor on the category of A-motives over K with
quasi-morphisms.
Remark 4.13. If Mˆ := Mˆ ε(M ) is the associated local shtuka ofM and f = [Fε : Fq] as in Example 2.2,
the map
σ∗τ f−1M = σ
∗τM ◦ σ2∗τM ◦ · · · ◦ σ(f−1)∗τM : (σf∗M)⊗AR Aε,R/a0 ∼−→ (σ∗M)⊗AR Aε,R/a0
is an isomorphism, because τM is an isomorphism over Aε,R/ai for all i 6= 0. Therefore it de-
fines canonical functorial isomorphisms σ∗τ f−1M : H
1
dR
(
Mˆ,K[[z − ζ]]) ∼−→ H1dR(M,K[[z − ζ]]) and
σ∗τ f−1M : H
1
dR(Mˆ,K)
∼−→ H1dR(M,K), which are compatible with Hodge-Pink lattice and filtration
because σ∗τ f−1M ◦ τ−1Mˆ = τ
−1
M .
For the next theorem note that there is a ring homomorphism Qε = Fε((z)) →֒ K[[z − ζ]] sending
z to z = ζ + (z − ζ), because ζ + (z − ζ) is invertible in K[[z − ζ]].
Theorem 4.14. Let K be the completion of an algebraic closure Kalg of K. There is a canonical
functorial comparison isomorphism
hε,dR : H
1
ε(Mˆ,Qε)⊗Qε K((z − ζ)) ∼−→ H1dR
(
Mˆ,K((z − ζ)))⊗K((z−ζ)) K((z − ζ)) ,
which satisfies hε,dR
(
H1ε(Mˆ ,Qε)⊗Qε K[[z− ζ]]
)
= q⊗K[[z−ζ]]K[[z− ζ]] and which is equivariant for the
action of Gal(Ksep/K), where on the source of hε,dR this group acts on both factors of the tensor
product and on the target of hε,dR it acts only on K. However, if K is not perfect, hε,dR does
not allow to recover H1dR
(
Mˆ,K((z − ζ))) or H1dR(Mˆ,K) from H1ε(Mˆ ,Qε) because the field of Galois
invariants KGal(K
sep/K) equals the completion K̂perf of the perfect closure of K by the Ax-Sen-Tate
Theorem [Ax70, p. 417] and K((z − ζ))Gal(Ksep/K) = K̂perf((z − ζ)).
Remark. Regardless of the field K the comparison isomorphism does not allow to recover H1ε(Mˆ ,Qε)
from H1dR
(
Mˆ,K[[z − ζ]]) and q.
Proof of Theorem 4.14. Note that the map z 7→ ζ+(z−ζ) induces ring homomorphisms R[[z]][ 1z−ζ ] →֒
K((z− ζ)) and Ksep〈zζ 〉 →֒ K[[z− ζ]],
∞∑
n=0
bnz
n 7→
∞∑
n=0
bn
( n∑
i=0
(n
i
)
ζn−i(z− ζ)i) = ∞∑
i=0
ζ−i
( ∞∑
n=i
(n
i
)
bnζ
n
)
(z−
ζ)i. The series
∞∑
n=i
(
n
i
)
bnζ
n converges in K because |(ni)bnζn| ≤ |bnζn| → 0 for n → ∞. Thus we can
take the functorial isomorphism h from Remark 4.3 and define
hε,dR := (τ
−1
Mˆ
◦ h)⊗ idK((z−ζ)) : TˇεMˆ ⊗Aε K((z − ζ)) ∼−→ σˆ∗Mˆ ⊗R[[z]] K((z − ζ)) .
Clearly q⊗K[[z−ζ]] K[[z − ζ]] = τ−1Mˆ
(
Mˆ ⊗R[[z]] K[[z − ζ]]
)
= τ−1
Mˆ
◦ h(TˇεMˆ ⊗Aε K[[z − ζ]]).
Remark 4.15. This comparison isomorphism is the function field analog for the comparison iso-
morphism Hie´t(X ×L Lalg,Qp) ⊗Qp BdR ∼−→ HidR(X/L) ⊗L BdR for a smooth proper scheme X over
a complete discretely valued field L of characteristic 0 with perfect residue field of characteristic p.
The existence of the latter comparison isomorphism was conjectured by Fontaine [Fon82, A.6] and
proved by Faltings [Fal89]. It is equivariant for the action of Gal(Lsep/L) and allows to compute
HidR(X/L) =
(
Hie´t(X ×L Lalg,Qp) ⊗Qp BdR
)Gal(Lsep/L)
, because B
Gal(Lsep/L)
dR = L. Note that it does
not allow to reconstruct Hie´t(X×LLalg,Qp) from HidR(X/L). In our comparison isomorphismK((z−ζ))
is the analog of BdR; see [Har09, § 2.9].
The entries of a matrix representing the comparison isomorphism with respect to some bases are
called the periods of Mˆ , respectively of X. The transcendence degree of the periods of Mˆ was related
by Mishiba [Mis12] to the dimension of the Tannakian Galois group of Mˆ following the approach of
Papanikolas [Pap08].
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Example 4.16. For the Carlitz motive from Example 4.10 we have H1ε(M,Qε) = Qε · ℓ−1+ ∼= Qε
and H1dR(M,K[[z − ζ]]) = K[[z − ζ]] =: p. The Hodge-Pink lattice is q = (z − ζ)−1p and the Hodge
filtration satisfies F 1 = H1dR(M,K) ⊃ F 2 = (0). With respect to the bases ℓ−1+ of H1ε(M,Qε) and 1 of
H1dR(M,K[[z − ζ]]) the comparison isomorphism hε,dR from Theorem 4.14 is given by the ε-adic Carlitz
period (z − ζ)−1ℓ−1+ = σˆ(ℓ+)−1. It has a pole of order one at z = ζ because ℓ+ ∈ Ksep〈zζ 〉× ⊂ K[[z−ζ]]×.
So hε,dR
(
H1ε(M,Qε) ⊗Qε K[[z − ζ]]
)
= (z − ζ)−1K[[z − ζ]] = q ⊗K[[z−ζ]] K[[z − ζ]]. Mishiba [Mis12,
Example 6.6] shows that σˆ(ℓ+)
−1 is transcendental over Fq(ζ)((z)).
We next study properties of the (dual) Tate module functors.
Theorem 4.17. Assume that R is discretely valued. Then the functor Tˇε : Mˆ 7→ TˇεMˆ from the
category of local shtukas over R to the category RepAε Gal(K
sep/K) of representations of Gal(Ksep/K)
on finite free Aε-modules and the functor Vˇε : Mˆ 7→ VˇεMˆ from the category of local shtukas over R
with quasi-morphisms to the category RepQε Gal(K
sep/K) of representations of Gal(Ksep/K) on finite
dimensional Qε-vector spaces are fully faithful.
We will give a proof at the end of the section.
If we additionally require that τMˆ is topologically nilpotent in the sense of Remark 3.3, then the
above theorem was previously obtained by Anderson [And93, §4.5, Theorem 1] by a different method
from ours. Note that if τMˆ is “topologically nilpotent”, then the action of the (not necessarily commu-
tative) polynomial ring R[[z]]{τˆ} on Mˆ extends to the action of the formal power series ring R[[z]]{{τˆ}},
which is also a (not necessarily commutative) local ring.
The theorem allows to make the following
Definition 4.18. Let R be discretely valued. The full subcategory of RepQε Gal(K
sep/K) which is the
essential image of the functor Vˇε is called the category of equal characteristic crystalline representations.
We explain the motivation for this definition in Remarks 5.13 and 6.17 below.
Proposition 4.19. Let R be discretely valued, let Mˆ be a local shtuka over R, and set Vˇ := VˇεMˆ .
Then the map{
Mˆ ′ ⊂ Mˆ [1z ] : local shtukas
over R of full rank
}
Tˇε−−−→
{
Tˇ ′ ⊂ Vˇ : Gal(Ksep/K)-stable
full Aε-lattices
}
is a bijection.
Let us now prove Theorem 4.17 and Proposition 4.19. We begin with a few lemmas.
Lemma 4.20. Assume that R is discretely valued. Let Mˆ be a finitely generated torsion-free R[[z]]-
module (not necessarily free). We set Mˆ ′ := Mˆ [1z ] ∩ (Mˆ ⊗R[[z]] K[[z]]), where the intersection is taken
inside Mˆ⊗R[[z]]K((z)). Then Mˆ ′ is free over R[[z]] and we have Mˆ [ 1z−ζ ] = Mˆ ′[ 1z−ζ ]. In particular, if Mˆ
is equipped with an isomorphism τMˆ : σˆ
∗Mˆ [ 1z−ζ ]
∼−→ Mˆ [ 1z−ζ ], then Mˆ ′ := (Mˆ ′, τMˆ ′) is a local shtuka,
where τMˆ ′ = τMˆ . Furthermore, we have Mˆ
′ = Mˆ if Mˆ is already free.
Proof. Note that R[[z]][1z ] is a principal ideal domain, being a 1-dimensional factorial ring, so the
torsion-free module Mˆ ′[1z ] is free over R[[z]][
1
z ]. Likewise, Mˆ ⊗R[[z]] K[[z]] is free over K[[z]].
Clearly Mˆ ⊂ Mˆ ′ and Mˆ [1z ] = Mˆ ′[1z ]. Choose isomorphisms α : Mˆ [1z ] ∼−→ R[[z]][1z ]⊕r and β : Mˆ⊗R[[z]]
K[[z]] ∼−→ K[[z]]⊕r. After multiplying α with a high enough power of z we may assume that all entries
of the matrix A := αβ−1 ∈ GLr
(
K((z))
)
lie in K[[z]]. Then every m′ ∈ Mˆ ′ satisfies α(m′) = A ·β(m′) ∈
(R[[z]][1z ] ∩K[[z]])⊕r = R[[z]]⊕r. Let Mˆ ′′ := α−1(R[[z]]⊕r) so that Mˆ ′ ⊂ Mˆ ′′. Since R[[z]] is noetherian,
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Mˆ ′ is finitely generated over R[[z]]. Together with Mˆ [1z ] = Mˆ
′[1z ] this implies that there is a power
of z which annihilates Mˆ ′/Mˆ . From Mˆ ′ ⊗R[[z]] K[[z]] ⊂ Mˆ ′′ ⊗R[[z]] K[[z]] ∼= K[[z]]⊕r it follows that
Mˆ ′ ⊗R[[z]] K[[z]] has no z-torsion, whence Mˆ ′ ⊗R[[z]] K[[z]] ⊂ Mˆ ′ ⊗R[[z]] K((z)) = Mˆ ⊗R[[z]] K((z)). This
implies Mˆ ′ ⊗R[[z]] K[[z]] = Mˆ ⊗R[[z]] K[[z]] and (Mˆ ′/Mˆ) ⊗R K = (Mˆ ′/Mˆ )⊗R[[z]] K[[z]] = (0). So Mˆ ′/Mˆ
is annihilated by a power of ζ and thus by some power of z− ζ, which shows that Mˆ [ 1z−ζ ] = Mˆ ′[ 1z−ζ ].
So it remains to show that Mˆ ′ is free over R[[z]]. Note that by construction Mˆ ′ is a reflexive R[[z]]-
module; i.e., Mˆ ′ is naturally isomorphic to the R-linear double dual (Mˆ ′)∨∨; indeed, this follows from
the fact that Mˆ ′[1z ] and Mˆ
′ ⊗R[[z]] K[[z]] are free over R[[z]][1z ] and K[[z]], respectively, and the equality
R[[z]] = R[[z]][1z ] ∩ K[[z]] with the intersection taking place in K((z)). Now, it is well known that a
reflexive module over a regular 2-dimensional local ring is necessarily free; cf. [Ser58, §6, Lemme 6].
The last assertion follows from the equation R[[z]] = R[[z]][1z ] ∩K[[z]] in K((z)).
Lemma 4.21. Assume that
⋂
n σˆ
n(mR) = (0). Then the base change functor Mˆ 7→ Mˆ ⊗R k from the
category of local shtukas over R to the categories of local shtukas over k is faithful.
Remark. The assumption
⋂
n σˆ
n(mR) = (0) is satisfied if R is discretely valued.
Proof. For local shtukas Mˆ and Mˆ ′ over R, let f : Mˆ → Mˆ ′ be a morphism which becomes zero over
k; i.e., f(Mˆ) = (0) in Mˆ ′ ⊗R R/mR. Since we have τMˆ ′ ◦ σˆ∗f = f ◦ τMˆ , it follows inductively that
f
(
Mˆ [1z ]
)
= (0) in Mˆ ′[ 1z−ζ ]⊗R R/σˆn(mR) = Mˆ ′[1z ]⊗R R/σˆn(mR) for any n > 1. Now the assumption⋂
n σˆ
n(mR) = (0) forces f = 0.
Lemma 4.22. Assume that R is discretely valued, and let Mˆ and Mˆ ′ be local shtukas over R. Let
f : Mˆ → Mˆ ′ be a morphism such that Tˇεf : TˇεMˆ → TˇεMˆ ′ is an isomorphism. Then f is an isomor-
phism.
Proof. To show that f is an isomorphism, it suffices to show that the determinant of f is an isomor-
phism. Therefore we may assume that Mˆ and Mˆ ′ are of rank 1 by replacing Mˆ and Mˆ ′ with their
respective top exterior powers.
Let us first show that f is an isogeny; i.e., f [1z ] is an isomorphism. By Nakayama’s lemma, it
suffices to show the surjectivity of the following map induced by f [1z ]:
Mˆ ⊗R[[z]] k((z))→ Mˆ ′ ⊗R[[z]] k((z)).
Since both the source and the target are 1-dimensional vector spaces over k((z)), the above map is
surjective as long as it is non-zero. The latter follows from Lemma 4.21 and the assumption that Tˇεf
is an isomorphism, which implies that f 6= 0.
Let us now show that f is an isomorphism. By Proposition 4.2 it follows that f induces an
isomorphism
f ⊗ 1: Mˆ ⊗R[[z]] K[[z]] ∼−→ Mˆ ′ ⊗R[[z]] K[[z]].
Since f [1z ] is also an isomorphism, it follows from Lemma 4.20 that f is an isomorphism.
Proof of Theorem 4.17. Assume that R is discretely valued, and let Mˆ and Mˆ ′ be local shtukas over
R. To prove Theorem 4.17, it suffices to show that for any Gal(Ksep/K)-equivariant morphism
g : TˇεMˆ → TˇεMˆ ′ there exists a unique morphism f : Mˆ → Mˆ ′ with Tˇεf = g.
Since we have Mˆ ⊗R[[z]]K[[z]] = (TˇεMˆ ⊗Aε Ksep[[z]])Gal(K
sep/K) which matches τMˆ ⊗ 1 and 1⊗ σˆ by
Proposition 4.2, it follows that g induces a uniquely determined morphism
fK : Mˆ ⊗R[[z]] K[[z]]→ Mˆ ′ ⊗R[[z]] K[[z]]
satisfying (τMˆ ′ ⊗ 1) ◦ σˆ∗fK = fK ◦ (τMˆ ⊗ 1). Furthermore, any morphism f : Mˆ → Mˆ ′ with Tˇεf = g
has to satisfy f = fK |Mˆ . Therefore, it suffices to show that fK(Mˆ ) ⊂ Mˆ ′ for any g.
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We define Mˆ ′′1 , Mˆ
′′
2 ⊂ Mˆ ′ ⊗R[[z]] K[[z]] as follows:
Mˆ ′′1 := fK(Mˆ)[
1
z ] ∩
(
fK(Mˆ)⊗R[[z]] K[[z]]
)
Mˆ ′′2 := (fK(Mˆ ) ∩ Mˆ ′)[1z ] ∩
(
(fK(Mˆ ) ∩ Mˆ ′)⊗R[[z]] K[[z]]
)
.
By Lemma 4.20 applied to the torsion free modules fK(Mˆ) and (fK(Mˆ )∩Mˆ ′), we obtain local shtukas
Mˆ ′′1 and Mˆ
′′
2 with underlying R[[z]]-modules Mˆ
′′
1 and Mˆ
′′
2 , respectively, and the natural maps Mˆ → Mˆ ′′1 ,
Mˆ ′′2 →֒ Mˆ ′′1 , and Mˆ ′′2 →֒ Mˆ ′ are morphisms of local shtukas. Clearly, we have Mˆ ′′1 ⊗R[[z]] K[[z]] =
Mˆ ′′2 ⊗R[[z]] K[[z]] since both are equal to the image of fK , so the natural inclusion Mˆ ′′2 →֒ Mˆ ′′1 induces
an isomorphism TˇεMˆ
′′
2
∼−→ TˇεMˆ ′′1. We can now apply Lemma 4.22 to show that Mˆ ′′1 = Mˆ ′′2 . Therefore,
we obtain a map f : Mˆ → Mˆ ′ by the following composition
Mˆ → Mˆ ′′1 = Mˆ ′′2 →֒ Mˆ ′,
which clearly extends to fK .
Proof of Proposition 4.19. Let Mˆ be a local shtuka over R. We want to show that Tˇε induces a
bijection from the set of local shtukas Mˆ ′ ⊂ Mˆ [1z ] to the set of Galois-stable Aε-lattices Tˇ ′ ⊂ VˇεMˆ .
The injectivity of Tˇε is clear from Theorem 4.17, so it suffices to show the surjectivity.
Let Tˇ ′ ⊂ VˇεMˆ be a Galois-stable Aε-lattice. We want to show that there exists a local shtuka
Mˆ ′ ⊂ Mˆ [1z ] with TˇεMˆ ′ = Tˇ ′. We set N := (Tˇ ′ ⊗Aε Ksep[[z]])Gal(K
sep/K), which can be viewed as a
K[[z]]-lattice in Mˆ [1z ] ⊗R[[z]] K[[z]] by Proposition 4.2, and set Mˆ ′ := Mˆ [1z ] ∩ N . By construction, Mˆ ′
is finitely generated over R[[z]], and we have Mˆ ′ = Mˆ ′[1z ] ∩ (Mˆ ′ ⊗R[[z]] K[[z]]). So by Lemma 4.20,
Mˆ ′ := (Mˆ ′, τMˆ ′) is a local shtuka where τMˆ ′ is the restriction of τMˆ .
It remains to show that TˇεMˆ
′ = Tˇ ′. By Proposition 4.2, it suffices to show that Mˆ ′⊗R[[z]]K[[z]] = N ,
which follows from the left exactness of the following sequence:
0 // Mˆ ′ ⊗R[[z]] K[[z]] // N [1z ] // N [1z ]/N. (4.7)
Indeed, this sequence is the flat scalar extension of the left exact sequence 0→ Mˆ ′ → Mˆ [1z ]→ N [1z ]/N ;
note that we have N [1z ] = Mˆ [
1
z ]⊗R[[z]] K[[z]] and
(N [1z ]/N)⊗R[[z]] K[[z]] ∼= lim−→
r
(
z−rN/N ⊗R[[z]]/(zr) K[[z]]/(zr)
) ∼= lim−→
r
(z−rN/N)[1ζ ]
∼= N [1z ]/N.
This concludes the proof.
5 Hodge-Pink structures
From now on we work over the base scheme S = SpecR where R is a valuation ring as in Notation 1.1
with fraction field K and residue field k. In particular ζ = 0 in k. We assume that there is a section
k →֒ R and we fix one. As mentioned in the introduction we want to describe the analog of Fontaine’s
classification of crystalline p-adic Galois representations by filtered isocrystals. In this function field
analog we make the following
Definition 5.1. A z-isocrystal over k is a pair (D, τD) consisting of a finite dimensional k((z))-vector
space together with a k((z))-isomorphism τD : σˆ
∗D ∼−→ D. A morphism (D, τD) → (D′, τD′) is a
k((z))-homomorphism f : D → D′ satisfying τD′ ◦ σˆ∗f = f ◦ τD.
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Here again σˆ∗D := D ⊗k((z)), σˆ k((z)) and we set σˆ∗Dx := x⊗ 1 ∈ σˆ∗D for x ∈ D. By the assumed
existence of the fixed section k →֒ R there is a ring homomorphism
k((z)) −֒→ K[[z − ζ]] , z 7−→ ζ + (z − ζ) , ∑
i
biz
i 7−→
∞∑
j=0
(z − ζ)j ·∑
i
(i
j
)
biζ
i−j . (5.1)
We always consider K[[z − ζ]] and its fraction field K((z − ζ)) as k((z))-vector spaces via (5.1).
Definition 5.2. A z-isocrystal with Hodge-Pink structure over R is a triple D = (D, τD, qD) consisting
of a z-isocrystal (D, τD) over k and a K[[z − ζ]]-lattice qD in D ⊗k((z)) K((z − ζ)) of full rank, which is
called the Hodge-Pink lattice of D. The dimension of D is called the rank of D and is denoted rkD.
A morphism (D, τD, qD) → (D′, τD′ , qD′) is a k((z))-homomorphism f : D → D′ satisfying τD′ ◦
σˆ∗f = f ◦ τD and (f ⊗ id)(qD) ⊂ qD′ .
A strict subobject D′ ⊂ D is a z-isocrystal with Hodge-Pink structure of the form
D′ =
(
D′, τD|σˆ∗D′ , qD ∩D′ ⊗k((z)) K((z − ζ))
)
where D′ ⊂ D is a k((z))-subspace with τD(σˆ∗D′) = D′.
Remark 5.3. This definition slightly deviates from [GL11, § 3 and § 7] and [Har11, § 2.3] where the
Hodge-Pink lattice qD was defined to be a K[[z − ζ]]-lattice in σˆ∗D ⊗k((z)) K((z − ζ)). The reason for
our definition here is explained in Example 5.7 below.
Definition 5.4. On a z-isocrystal with Hodge-Pink structureD there always is the tautological lattice
pD := D ⊗k((z)) K[[z − ζ]]. Since K[[z − ζ]] is a principal ideal domain the elementary divisor theorem
provides basis vectors vi ∈ pD such that pD =
⊕r
i=1K[[z−ζ]] ·vi and qD =
⊕r
i=1K[[z−ζ]] · (z−ζ)µi ·vi
for integers µ1 ≥ . . . ≥ µr. We call (µ1, . . . , µr) the Hodge-Pink weights of D. Alternatively if e is large
enough such that qD ⊂ (z−ζ)−epD or (z−ζ)epD ⊂ qD then the Hodge-Pink weights are characterized
by
(z − ζ)−epD/qD ∼=
n⊕
i=1
K[[z − ζ]]/(z − ζ)e+µi ,
or qD/(z − ζ)epD ∼=
n⊕
i=1
K[[z − ζ]]/(z − ζ)e−µi
The category of z-isocrystals with Hodge-Pink structure possesses tensor products and duals
D ⊗D′ = (D ⊗k((z)) D′, τD ⊗ τD′ , qD ⊗K[[z−ζ]] qD′) ,
D∨ =
(
D∨ := Homk((z))(D, k((z))), (τ
−1
D )
∨,HomK[[z−ζ]](qD,K[[z − ζ]])
)
,
internal Hom’s, and the unit object
(
k((z)), τD = 1, qD = pD
)
. The endomorphism ring of the unit
object is Fε((z)). For every n ∈ Z we consider the Tate object
1l(n) :=
(
D = k((z)) , τD = z
−n , qD = (z − ζ)npD
)
.
The Hodge-Pink lattice qD induces a descending filtration of DK := D ⊗k((z)), z 7→ζ K by K-subspaces
as follows. Consider the natural projection
pD → pD/(z − ζ)pD = DK .
The Hodge-Pink filtration F •DK = (F
iDK)i∈Z is defined by letting F
iDK be the image in DK of
pD ∩ (z − ζ)iqD for all i ∈ Z. This means, F iDK =
(
pD ∩ (z − ζ)iqD
)/(
(z − ζ)pD ∩ (z − ζ)iqD
)
.
Example 5.5. The Hodge-Pink lattice contains finer information than the Hodge-Pink filtration. For
example let D = k((z))⊕r and qD = (z−ζ)2pD+K[[z−ζ]]·(v0+(z−ζ)v1) ⊂ pD for vectors v0, v1 ∈ K⊕r.
Then F−2DK = DK ⊃ F−1DK = K · v0 = F 0DK ⊃ F 1DK = (0). So the information about v1 is not
contained in the Hodge-Pink filtration.
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Remark 5.6. In comparison with the Hodge-Pink structures at ∞ from [HJ16, § 2] our Frobenius
τD replaces the weight filtration W•H from [HJ16, Definition 2.3] and the Hodge-Pink weights from
[HJ16, Remark 2.4] are the negatives of the Hodge-Pink weights we defined in Definition 5.4. Observe
that the Frobenius τD induces onD an increasing filtration given by Newton slopes similarly to [Zin84].
At the heart of the theory is the following
Example 5.7. Let Mˆ = (Mˆ, τMˆ ) be a local shtuka over SpecR. We set (D˜, τD˜) := (Mˆ, τMˆ )⊗R[[z]]k((z))
and take (D, τD) := σˆ
∗(D˜, τ
D˜
) as the underlying z-isocrystal. This deviates from [GL11, § 3 and § 7]
and [Har11, § 2.3] where instead (D˜, τD˜) was taken as the underlying z-isocrystal. Note however, that
there is a canonical isomorphism τ
D˜
: (D, τD)
∼−→ (D˜, τ
D˜
). The reason for our definition here is that
we also define an integral structure H1cris(Mˆ, k[[z]]) in Definition 5.14 below. In order to construct qD
we will need a “comparison isomorphism”. This does not exist in general. However, if R is discretely
valued it is constructed as follows. Consider the R-algebra
R[[z, z−1} := { ∞∑
i=−∞
biz
i : bi ∈ R , |bi| |ζ|ri → 0 (i→ −∞) for all r > 0
}
. (5.2)
It is a subring of K[[z−ζ]] via the expansion
∞∑
i=−∞
biz
i =
∞∑
j=0
ζ−j
( ∞∑
i=−∞
(
i
j
)
biζ
i
)
(z−ζ)j . The homomor-
phism (5.1) factors through R[[z, z−1}. We view the elements of R[[z, z−1} as functions that converge
on the punctured open unit disc {0 < |z| < 1}. An example of such a function is
ℓ− :=
∏
i∈N0
(1− ζ qˆ
i
z ) ∈ Fε[[ζ]][[z, z−1} ⊂ R[[z, z−1} , (5.3)
because the coefficient of z−n is
∑
0≤i1<...<in
(−ζ qˆi1 ) · · · (−ζ qˆin ) which has absolute value |ζ|1+qˆ+...+qˆn−1 =
|ζ|(qˆn−1)/(qˆ−1). Note that ℓ− = (1 − ζz ) · σˆ(ℓ−). If we evaluate σˆ(ℓ−) at z = ζ we obtain σˆ(ℓ−)|z=ζ =∏
i∈N>0
(1−ζ qˆi−1). If we were working at the place∞ on the projective line P1 instead of at ε ⊂ A, and
hence took ζ = ϑ−1 and qˆ = q, the number q−1
√−ζq · σˆ(ℓ−)|z=ζ would be the inverse of the period of the
Carlitz module which is considered to be the function field analog of 2πi. Moreover, q−1
√−ζq · σˆ(ℓ−)
would equal Papanikolas function Ω ∈ C∞[[ 1z ]]; see [Pap08, 3.3.4].
Further note that in the reduction we have R[[z, z−1} ⊗R k = k((z)) and ℓ− ≡ 1 mod mR.
The following lemma of A. Genestier and V. Lafforgue [GL11, Lemma 7.4] is used for the con-
struction of the Hodge-Pink lattice qD attached to the local shtuka Mˆ .
Lemma 5.8. If R is discretely valued then there is a unique functorial isomorphism
δMˆ : Mˆ ⊗R[[z]] R[[z, z−1}[ℓ−1− ] ∼−→ D˜ ⊗k((z)) R[[z, z−1}[ℓ−1− ]
which satisfies δMˆ ◦ τMˆ = τD˜ ◦ σˆ∗δMˆ and δMˆ ≡ idD˜ mod mR.
Proof. We refer to [GL11, Lemma 7.4] and [Har11, Lemma 2.3.1] for a proof and just present the idea.
We write τMˆ as a matrix T ∈ GLr
(
R[[z]][ 1z−ζ ]
)
and set S := T mod mR ∈ GLr
(
k((z))
)
. Under the
fixed section k →֒ R we view S as an element of GLr
(
R[[z]][z−1]
)
. We set
Cm := S · σˆ(S) · · · σˆm(S) · σˆm(T−1) · · · T−1 . (5.4)
Then Cm · T = S · σˆ∗Cm−1 and T−1 − S−1 ≡ 0 mod mR implies that
Cm − Cm−1 = S · · · σˆm(S) · σˆm(T−1 − S−1) · σˆm−1(T−1) · · · T−1 ≡ 0 mod mqˆ
m
R .
From this one derives that δMˆ := limm→∞
Cm converges in GLr
(
R[[z, z−1}[ℓ−1
−
]
)
and satisfies δMˆ ·T = S ·
σˆ∗δMˆ . For example if T = (z−ζ)d and hence S = zd, one obtains δMˆ = limm→∞
m∏
i=0
(1− ζ qˆ
i
z )
−d = ℓ−d
−
.
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If R is not discretely valued the isomorphism δMˆ might not exist, or if it exists it might not be
unique; see the discussion on [Har11, pp. 1293 f after Lemma 2.3.1]. Therefore we include it into the
data.
Definition 5.9. Let R be an arbitrary valuation ring as in Notation 1.1. A rigidified local σˆ-shtuka
over R is a triple (Mˆ , τMˆ , δMˆ ) where (Mˆ, τMˆ ) is a local σˆ-shtuka and δMˆ is an isomorphism as in
Lemma 5.8. A morphism of rigidified local shtukas over R is a morphism f : (Mˆ, τMˆ )→ (Mˆ ′, τMˆ ′) of
local shtukas with (f ⊗ 1k((z))) ◦ δMˆ = δMˆ ′ ◦ f .
Remark 5.10. The proof of Lemma 5.8 works not only if R is discretely valued, but more generally if
T − S ≡ 0 mod (π) and T−1 − S−1 ≡ 0 mod (π) for an element π ∈ mR. In particular if Mˆ = Mˆ ε(M )
for an A-motive M = (M, τM ) over R, then this is satisfied. Namely, after choosing bases of the
locally free AR-modules M and σ
∗M on a neighborhood SpecAR[f
−1] with f ∈ AR of the point
(mR,J ) ∈ SpecAR, the matrix T of τM with respect to these bases contains only finitely many
elements of R and therefore the differences T − S and T−1 − S−1 likewise contain only finitely many
elements of mR. All these elements lie in (π) for a suitable π ∈ mR. This implies that there exists a
canonical rigidification on Mˆ = Mˆ ε(M ) even if R is an arbitrary valuation ring as in Notation 1.1.
After these preparations we can complete Example 5.7 by defining the Hodge-Pink lattice qD
associated with a rigidified local shtuka (Mˆ, τMˆ , δMˆ ) as the image
qD := σˆ
∗δMˆ ◦ τ−1Mˆ
(
Mˆ ⊗R[[z]] K[[z − ζ]]
)
, (5.5)
under σˆ∗δMˆ ◦ τ−1Mˆ = τ
−1
D˜
◦ δMˆ : Mˆ ⊗R[[z]] K((z − ζ)) ∼−→ D ⊗k((z)) K((z − ζ)) = pD[ 1z−ζ ].
Definition 5.11. The functor
Mˆ = (Mˆ , τMˆ , δMˆ ) 7−→ H(Mˆ) := D := (D, τD, qD) with (5.6)
(D, τD) = σˆ
∗(Mˆ , τMˆ )⊗R[[z]] k((z)) and qD from (5.5)
from the category of rigidified local shtukas with quasi-morphisms over R to the category of z-
isocrystals with Hodge-Pink structure over R is called the mysterious functor. Clearly rkH(Mˆ) =
rk Mˆ .
We quote the following result from [Har11, Proposition 2.4.10].
Proposition 5.12. Let R be an arbitrary valuation ring as in Notation 1.1. The functor H from (5.6)
is fully faithful.
Remark 5.13. Let R be discretely valued. In view of Theorem 4.17 we like to view the essential image
of Vˇε as the (analog of the) category of crystalline Galois representations and the mysterious functor
H as the analog of Fontaine’s functor from crystalline Galois representations to filtered isocrystals:{
crystalline Gal(Ksep/K)-representations
}

 // RepQε Gal(K
sep/K)
{
local shtukas over R with quasi-morphisms
}Vˇε∼=
OO
H //
{
z-isocrystals with Hodge-Pink structure
}
.
(5.7)
The name “mysterious functor” derives from the fact that for an abelian variety X over a p-adic field
L with good reduction X0, Tate [Tat66] and Grothendieck [Gro74] had constructed a functor relating
the p-adic e´tale cohomology Hie´t(X ×L Lalg,Qp) to the crystalline cohomology Hicris(X0/L0) with its
Hodge filtration. Here L0 is the fraction field of the ring of p-typical Witt vectors with coefficients
in the (perfect) residue field of L and Hicris(X0/L0) is a “filtered isocrystal”; see Remark 5.21 below.
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Grothendieck then posed the problem to extend this functor (the “mysterious functor”) to general
proper smooth schemes X over L with good reduction. For those X the problem was solved by
Fontaine [Fon79, Fon82, Fon90, Fon94], who defined the notion of “crystalline p-adic Galois represen-
tations” and constructed a functor from crystalline p-adic Galois representations to filtered isocrystals.
Fontaine conjectured that Hie´t(X×LLalg,Qp) is crystalline. After contributions by Grothendieck, Tate,
Fontaine, Lafaille, Messing, Hyodo, Kato and many others, Fontaine’s conjecture was proved inde-
pendently by Faltings [Fal89], Niziol [Niz98] and Tsuji [Tsu99]. Tate’s original construction [Tat66]
proceeds similarly to our diagram (5.7), as it starts with the p-divisible group X[p∞] of the abelian
variety X and associates with it on the one hand the p-adic Tate module of X, which is the dual of
H1e´t(X ×L Lalg,Qp), and on the other hand the filtered isocrystal which is the dual of H1cris(X0/L0).
In our diagram the category of local shtukas over R with quasi-morphisms takes the place of the
p-divisible group in Tate’s construction. This is a perfect analog, because its full subcategory of
effective local shtukas is anti-equivalent to the category of z-divisible local Anderson modules (see
Remark 3.2). The latter arise from Drinfeld modules and abelian Anderson A-modules in the same
way as p-divisible groups arise from abelian varieties (see Example 3.4). The reader should also note
that in Fontaine’s theory the information given by the Hodge filtration is fine enough to determine
the Galois representation. In the function field analog this is not the case and one needs the finer
information contained in the Hodge-Pink lattice; compare Example 5.5. These observations are the
reason for Definition 4.18; see also Remark 6.17. They suggest the following
Definition 5.14. Let R be an arbitrary valuation ring as in Notation 1.1 and let Mˆ be a rigidified
local shtuka over R. Then H1cris
(
Mˆ , k((z))
)
:= σˆ∗(Mˆ , τMˆ )⊗R[[z]]k((z)) is called the crystalline realization
of Mˆ . It is a functor from the category of rigidified local shtukas over R with quasi-morphism to the
category of z-isocrystals. This functor is faithful by Lemma 4.21 if
⋂
n σˆ
n(mR) = (0).
If M is an A-motive over R as in Example 2.2 and Mˆ ε(M) is its associated rigidified local shtuka
(see Remark 5.10), then H1cris
(
M,k((z))
)
:= H1cris
(
Mˆ ε(M ), k((z))
)
is called the crystalline realization
of M .
We also define the integral structure H1cris
(
Mˆ, k[[z]]
)
:= σˆ∗(Mˆ, τMˆ )⊗R[[z]]k[[z]] ⊂ H1cris
(
Mˆ, k((z))
)
and
H1cris
(
M,k[[z]]
)
:= H1cris
(
Mˆ ε(M ), k[[z]]
)
. It is a functor from the category of rigidified local shtukas over
R with the usual morphism to the category of z-isocrystals. The crystalline realization only depends
on the special fiber Mˆ ⊗R k of Mˆ . This functor is faithful by Lemma 4.21 if
⋂
n σˆ
n(mR) = (0).
Example 5.15. We continue with the discussion of the Carlitz motive M = (R[t], t − ϑ) from
Example 2.7 and its local shtuka Mˆ := Mˆ ε(M) = (R[[z]], z − ζ). The associated z-isocrystal is
(k((z)), z). The isomorphism δMˆ from Lemma 5.8 is given by multiplication with the element ℓ
−1
−
from (5.3) because ℓ−1
−
· (z − ζ) = z · σˆ(ℓ−1
−
). Since σˆ(ℓ−) converges at z = ζ to the non-zero
element σˆ(ℓ−)|z=ζ =
∏
i∈N>0
(1 − ζ qˆi−1) ∈ Fε[[ζ]]×, we have σˆ(ℓ−) ∈ Fε((ζ))[[z − ζ]]× and qD =
σˆ(ℓ−1
−
)(z − ζ)−1 ·K[[z − ζ]] = (z − ζ)−1pD. So the Hodge-Pink weight is −1 and
H(Mˆ) =
(
k((z)), z, (z − ζ)−1pD
)
= 1l(−1) .
In order to describe comparison isomorphisms which relate the crystalline realization H1cris
(
Mˆ, k((z))
)
of a rigidified local shtuka with the other realizations we let K be the completion of an algebraic closure
of K, and we recall the definition of OK [[z, z−1} from (5.2) and the elements ℓ− ∈ Fε[[ζ]][[z, z−1} from
(5.3) and ℓ+ ∈ OK [[z]] from Example 4.10, which also satisfies ℓ+ ∈ K〈zζ 〉× and σˆ(ℓ+) = (z− ζ)·ℓ+. We
set
ℓ := ℓ+ℓ− ∈ OK [[z, z−1} . (5.8)
Then σˆ(ℓ) = z ·ℓ because ℓ− = (1 − ζz ) · σˆ(ℓ−), and g(ℓ) = χε(g) ·ℓ for g ∈ Gal(Ksep/K) where χε is
the cyclotomic character from Example 4.10. With these properties ℓ is the function field analog of
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Fontaine’s period log[e] ∈ B˜rig of the multiplicative group, where e = (ei : i ∈ N0) is a compatible
system of primitive pi-th roots of unity ei and [e] is its Teichmu¨ller lift; see [Har09, § 2.7].
The following lemma is the function field analog of the fundamental exact sequence [CF00, Propo-
sition 1.3(v)] of Qp-vector spaces
0 // Qp // B˜
ϕ= id
rig ⊕B+dR // BdR // 0 (5.9)
in which B˜ϕ= idrig = B
ϕ= id
cris ; see for example [Ber04b, § II.3.4].
Lemma 5.16. The following sequence of Qε-vector spaces is exact
0 // Qε // OK [[z, z−1}[ℓ−1]
σˆ= id ⊕K[[z − ζ]] // K((z − ζ)) // 0
a ✤ // (a, a) , (f, g) ✤ // f − g .
Remark. Note that in [Har09, § 2.9, last line on p. 1745] the exactness of a similar sequence was stated.
That sequence contains an error, as in the middle term “[ℓ−1]” is missing.
We prove the lemma simultaneously with the following
Corollary 5.17. For every c ∈ K there is an f = ∑i∈Z bizi ∈ OK [[z, z−1} with f = z−1σˆ(f) and
c = f(ζ) :=
∑
i∈Z biζ
i.
Proof of Lemma 5.16 and Corollary 5.17. In Lemma 5.16 the exactness on the left is clear because
the maps into each of the summands are ring homomorphisms.
To prove exactness in the middle let g = bℓn ∈ OK [[z, z−1}[ℓ−1]
σˆ= id∩K[[z−ζ]] with b ∈ OK [[z, z−1}.
Since σˆ(ℓn) = zn·ℓn we must have b = z−nσˆ(b). It follows from [Har11, Proposition 1.4.4] that b ∈ Qε·ℓn.
This can also be seen directly as follows. For s ≥ r > 0 consider the ring
K〈 zζr , ζ
s
z 〉 :=
{ ∞∑
i=−∞
biz
i : |bi| |ζ|ri → 0 (i→∞), |bi| |ζ|si → 0 (i→ −∞)
}
,
which is a principal ideal domain by [Laz62, Proposition 4]. Fix a real number r with 1/qˆ < r < 1.
Then 1 < rqˆ < qˆ. Therefore the elements ℓ+ and σˆ(ℓ−) are units in K〈 zζr , ζ
rqˆ
z 〉 and the element
(1 − ζz )ng = ℓ−n+ σˆ(ℓ−)−nb ∈ K〈 zζr , ζ
rqˆ
z 〉 has a zero of order ≥ n at z = ζ because g ∈ K[[z − ζ]]. By
[Laz62, Lemme 2] this shows that it is divisible by (1− ζz )n inK〈 zζr , ζ
rqˆ
z 〉. So g =
∞∑
i=−∞
biz
i ∈ K〈 zζr , ζ
rqˆ
z 〉
satisfies g = σˆ(g) =
∞∑
i=−∞
bqˆi z
i in K〈 z
ζrqˆ
, ζ
rqˆ
z 〉. It follows that bi = bqˆi , whence bi ∈ Fε. Now the
convergence condition |bi| |ζ|rqˆi → 0 for i → −∞ implies that g ∈ Fε((z)) = Qε as desired. Thus the
sequence is exact in the middle.
We next prove Corollary 5.17. The condition f = z−1σˆ(f) =
∑
i∈Z b
qˆ
i z
i−1 implies bi = b
qˆ−1
i−1 = b
qˆ−i
0 ,
whence f =
∑
i∈Z b
qˆ−i
0 z
i. The convergence condition on f for i → −∞ further implies that |b0| < 1.
Conversely this guarantees that f ∈ OK [[z, z−1}. Thus we must find an element b0 ∈ K with |b0| < 1
and
∞∑
i=−∞
bqˆ
−i
0 ζ
i = c . (5.10)
We consider the valuation v on K with v(x) := log |x|/ log |ζ|, which satisfies |x| = |ζ|v(x) and v(ζ) = 1.
If f ∈ OK [[z, z−1} satisfies f = z−1σˆ(f) and f(ζ) = c then znf ∈ OK [[z, z−1} satisfies znf = z−1σˆ(znf)
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and (znf)(ζ) = ζnc for all n ∈ Z. Therefore we may multiply c with an integral power of ζ and assume
that 1qˆ−1 < v(c) ≤ 1+ 1qˆ−1 , that is |ζ| > |c|qˆ−1 ≥ |ζ|qˆ. To solve equation (5.10) in this case we iteratively
try to find un ∈ K such that
n∑
i=−n
uqˆ
−i
n ζ
i = c (5.11)
for each n ∈ N with n ≥ 2. Writing un =
∑n
i=2 xn and i = n − j, multiplying (5.11) with ζn and
raising it to the qˆn-th power we have to solve the equations
2n∑
j=0
ζ(2n−j)qˆ
n
(xn)
qˆj = (xn)
qˆ2n + . . .+ ζ(2n−1)qˆ
n
(xn)
qˆ + ζ2nqˆ
n
xn = cn (5.12)
for xn ∈ K where c2 = ζ2qˆ2cqˆ2 and cn = −(un−1)qˆ2n − ζ2nqˆnun−1 for n ≥ 3. We claim that there are
solutions xn ∈ K with |x2| = |c| and |xn|qˆ = |c| |ζ|qˆn < |c| |ζ|qˆ ≤ |c|qˆ for n ≥ 3. From this claim it
follows that |un| = |c| and that the limit b0 := limn→∞ un exists in K with |b0| = |c| < 1. In the
expression
∑
|i|>n
bqˆ
−i
0 ζ
i +
n∑
i=−n
(b0 − un)qˆ−iζ i =
∞∑
i=−∞
bqˆ
−i
0 ζ
i −
n∑
i=−n
uqˆ
−i
n ζ
i =
∞∑
i=−∞
bqˆ
−i
0 ζ
i − c
the first sum goes to zero for n → ∞ because f ∈ OK [[z, z−1}. Since v(b0 − un) = v(xn+1) =
qˆ−1v(c)+qˆn the i-th summand in the second sum has valuation v
(
(b0−un)qˆ−iζ i
)
= qˆ−i−1v(c)+qˆn−i+i >
(qˆ − 1)(n − i) + 1 + i ≥ n + 1 by Bernoulli’s inequality. So the second sum likewise goes to zero and
b0 solves equation (5.10).
To prove the claim we use the Newton polygon of (5.12), which is defined as the lower convex hull
in the plane R2 of the points(
0, v(cn)
)
, (1, 2nqˆn) , (qˆ, (2n − 1)qˆn) , . . . , (qˆj , (2n − j)qˆn) , . . . , (qˆ2n, 0) .
The piecewise linear function passing through these points has slope − qˆn−jqˆ−1 on the interval [qˆj, qˆj+1] for
all j = 0, . . . , 2n−1. In particular, these slopes are strictly increasing. If n = 2 and v(c2) = qˆ2v(c)+2qˆ2
the Newton polygon starts with the line segment of slope −v(c) on the interval [0, qˆ2] because v(c) ≤
1+ 1qˆ−1 ≤ 2 implies v(c2)−1·v(c) = (qˆ2−1)v(c)+2qˆ2 < 4qˆ2 and v(c2)−qˆ·v(c) = (qˆ2−qˆ)v(c)+2qˆ2 ≤ 3qˆ2,
and because on the next interval [qˆ2, qˆ3] the slope is − 1qˆ−1 > −v(c). So by the theory of the Newton
polygon, (5.12) has a solution x2 ∈ K with v(x2) = v(c).
If n ≥ 3 then n < 3(n − 2) + 1 ≤ (qˆ2 − 1)(n − 2) + (qˆ − 1) implies ∑2nj=n+1(qˆn − qˆ2n−j) ≤ nqˆn <
(qˆn+2− qˆn)(n− 2) + (qˆn+1− qˆn) ≤∑nj=1(qˆ2n−j − qˆn), whence 2nqˆn <∑2nj=1 qˆ2n−j = qˆ2n−1qˆ−1 . Therefore
the induction hypothesis v(un−1) = v(c) >
1
qˆ−1 yields
v(uqˆ
2n
n−1) = qˆ
2nv(c) > v(c) + qˆ
2n−1
qˆ−1 > v(c) + 2nqˆ
n = v(ζ2nqˆ
n
un−1)
and hence v(cn) = v(c)+2nqˆ
n. It follows that the Newton polygon starts with the line segment of slope
− v(c)qˆ −qˆn−1 on the interval [0, qˆ] because v(c)+2nqˆn+1·(− v(c)qˆ −qˆn−1) = (qˆ−1)v(c)qˆ −qˆn−1+2nqˆn < 2nqˆn,
and because on the next interval [qˆ, qˆ2] the slope is − qˆn−1qˆ−1 ≥ −qˆn−1 > − v(c)qˆ − qˆn−1. Again by the
theory of the Newton polygon, (5.12) has a solution xn ∈ K with v(xn) = v(c)qˆ + qˆn−1 for n ≥ 3. This
proves our claim and hence also the corollary.
Finally, to prove exactness on the right in Lemma 5.16 let c (z − ζ)−n ∈ K((z − ζ)) for c ∈ K
and fix an n-th root n
√
c ∈ K. By the corollary there is an f ∈ OK [[z, z−1} with f = z−1σˆ(f)
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and f(ζ) = n
√
c · ( ℓz−ζ )
∣∣
z=ζ
= n
√
c · (z−1ℓ+σˆ(ℓ−))∣∣z=ζ . Therefore fn/ℓn ∈ OK [[z, z−1}[ℓ−1]σˆ=id and
f/ℓ ≡ n√c (z − ζ)−1 mod K[[z − ζ]] implies c (z − ζ)−n − fn/ℓn ∈ (z − ζ)1−nK[[z − ζ]]. In this way we
can successively get rid of all denominators in K((z − ζ)) and this proves exactness on the right.
Theorem 5.18. Let Mˆ be a rigidified local shtuka over R. There are canonical functorial comparison
isomorphisms between the de Rham and crystalline realizations
hdR,cris : H
1
dR(Mˆ,K[[z − ζ]]) ∼−→ H1cris
(
Mˆ, k((z))
)⊗k((z)) K[[z − ζ]] and
hdR,cris : H
1
dR(Mˆ,K)
∼−→ H1cris
(
Mˆ, k((z))
)⊗k((z)), z 7→ζ K ,
which are compatible with the Hodge-Pink lattices and Hodge-Pink filtrations. They usually are not
compatible with the integral structures H1dR(Mˆ,R) := σˆ
∗Mˆ/(z−ζ)σˆ∗Mˆ ⊂ H1dR(Mˆ ,K) and H1cris(Mˆ , k[[z]]).
Proof. Taking the functorial isomorphism σˆ∗δMˆ from Lemma 5.8, which is an isomorphism over
σˆ∗R[[z, z−1}[ℓ−1
−
] ⊂ R[[z, z−1}[σˆ(ℓ−)−1], and using the inclusion R[[z, z−1}[σˆ(ℓ−)−1] ⊂ K[[z − ζ]], see
Example 5.15, we define
hdR,cris := σˆ
∗δMˆ ⊗ idK[[z−ζ]] : σˆ∗Mˆ ⊗R[[z]] K[[z − ζ]] ∼−→ D ⊗k((z)) K[[z − ζ]] .
We will see in Example 5.19 below that hdR,cris does not need to be compatible with the integral
structures.
Example 5.19. To give an example in which hdR,cris is not compatible with the integral structures,
we let Aε = Fq[[z]] and assume that qˆ = q ≥ 3. As our base ring we take R = k[[π]] with ζ = πq+1.
So the ramification index of γ : Aε →֒ R is q + 1 > q. Over R we consider the local shtuka Mˆ =(
R[[z]]⊕2, τMˆ =
(
0 z−ζ
1 π−1
))
. It is the local shtuka at ε = (t) ⊂ Fq[t] associated with the Drinfeld Fq[t]-
module E = (Ga,R, ϕ) with ϕ : Fq[t]→ R{τ}, ϕt = ζ+(1−π)τ+τ2 which has good ordinary reduction.
We compute its rigidification δM , or rather δ
−1
M by following the proof of Lemma 5.8. We have
T =
(
0 z−ζ
1 π−1
)
and therefore S =
(
0 z
1 −1
)
and S−1 = z−1
(
1 z
1 0
)
. We obtain C−10 = T S
−1 =
(
1−ζ/z 0
π/z 1
)
and T − S =
(
0 −ζ
0 π
)
. The Cm from (5.4) satisfy the recursion formula
C−1m − C−1m−1 = T · · · σˆm−1(T ) · σˆm(T − S) · σˆm(S−1) · · · S−1 ∈ M2
(
πq
m
zm+1
R[[z]]
)
.
We have δ−1M = limm→∞C
−1
m and we want to evaluate σˆ
∗δ−1M at z = ζ. We observe σˆ(C
−1
0 )|z=ζ =(
1−ζq/ζ 0
πq/ζ 1
)
=
(
1−ζq−1 0
π−1 1
)
/∈ M2(R) and σˆ(C−1m − C−1m−1)|z=ζ ∈ M2
(
πq
m+1
zm+1
R[[z]]
)|z=ζ ⊂ M2(R) for
m ≥ 1, because πq
m+1
ζm+1 = π
qm+1−(q+1)(m+1) ∈ R as qm+1 − (q + 1)(m + 1) ≥ 0 for q ≥ 3 and m ≥ 1.
This shows that σˆ(δ−1M )|z=ζ /∈ GL2(R), that is hdR,cris is not compatible with the integral structures.
Note that this example is the function field analog of the example [BO83, Remark 2.10] which shows
that also for a proper smooth scheme X over OL the comparison isomorphism HidR(X/OL)⊗OL L ∼−→
Hicris(X0/W )⊗W L does not need to be compatible with the integral structures; see Remark 5.21.
Theorem 5.20. Let Mˆ be a rigidified local shtuka over R. There is a canonical functorial comparison
isomorphism between the ε-adic and crystalline realizations
hε,cris : H
1
ε(Mˆ,Qε)⊗Qε OK [[z, z−1}[ℓ−1] ∼−→ H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1] .
The isomorphism hε,cris is Gal(K
sep/K)- and τˆ -equivariant, where on the left module Gal(Ksep/K)
acts on both factors and τˆ is id⊗σˆ, and on the right module Gal(Ksep/K) acts only on OK [[z, z−1}[ℓ−1]
and τˆ is (τD ◦ σˆ∗D) ⊗ σˆ. In other words hε,cris = τD ◦ σˆ∗hε,cris. Moreover, hε,cris satisfies hε,dR =
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(h−1dR,cris ⊗ idK((z−ζ))) ◦ (hε,cris ⊗ idK((z−ζ))). It allows to recover H1ε(Mˆ,Qε) from H1cris
(
Mˆ, k((z))
)
as
the intersection inside H1cris
(
Mˆ, k((z))
)⊗k((z)) K((z − ζ))
hε,cris
(
H1ε(Mˆ ,Qε)
)
=
(
H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1])τˆ= id ∩ qD ⊗K[[z−ζ]] K[[z − ζ]] ,
where qD ⊂ H1cris
(
Mˆ, k((z))
)⊗k((z))K((z−ζ)) is the Hodge-Pink lattice of Mˆ . Since k((z)) ( R[[z, z−1} ⊂(OK [[z, z−1}[ℓ−1])Gal(Ksep/K), it does not allow to recover H1cris(Mˆ, k((z))) from H1ε(Mˆ ,Qε).
Remark 5.21. The comparison isomorphisms hdR,cris are the function field analogs for the comparison
isomorphism HidR(X/OL)⊗OLL ∼−→ Hicris(X0/W )⊗W L between de Rham and crystalline cohomology
of a proper smooth scheme X over a complete discrete valuation ring OL with perfect residue field
κ of characteristic p and fraction field L of characteristic 0, where W is the ring of p-typical Witt
vectors with coefficients in κ and X0 = X⊗OL κ; see [BO83, Corollary 2.5]. If L0 is the fraction field of
W then Hicris(X0/L0) = H
i
cris(X0/W )⊗W L0 is an F -isocrystal, that is a finite dimensional L0-vector
space equipped with a Frobenius linear automorphism, and the Hodge filtration on HidR(X/OL)⊗OL L
makes it into a filtered isocrystal via the comparison isomorphism.
Less straightforward is the comparison isomorphism hε,cris which is the function field analog of
Fontaine’s comparison isomorphism Hie´t(X ×L Lalg,Qp)⊗Qp B˜rig ∼−→ Hicris(X0/L0)⊗L0 B˜rig. Namely,
with a Gal(Lalg/L)-representation V such as Hie´t(X×LLalg,Qp) Fontaine associates a filtered isocrystal
Dcris(V ) := (V ⊗Qp Bcris)Gal(Lalg/L) and he calls V “crystalline” if dimL0 Dcris(V ) = dimQp V . In this
case there is a comparison isomorphism V ⊗Qp Bcris ∼−→ Dcris(V ) ⊗L0 Bcris, which is already defined
over the subring B˜rig ⊂ Bcris; see [Ber04b, II.3.5] and [Ber02, p. 228]. It was then conjectured by
Fontaine [Fon82, A.11] and proved by Faltings [Fal89] that Hie´t(X ×L Lalg,Qp) is indeed crystalline
and Dcris
(
Hie´t(X ×L Lalg,Qp)
)
= Hicris(X0/L0). The fundamental exact sequence (5.9) allows to also
recover
Hie´t(X ×L Lalg,Qp) ∼= F 0
(
Hicris(X0/L0)⊗L0 B˜rig
)Frob= id
from Hicris(X0/L0).
In our comparison isomorphism, ℓ is the analog of log[e] ∈ B˜rig where e = (ei : i ∈ N0) is a
compatible system of primitive pi-th roots of unity ei and [e] is its Teichmu¨ller lift; see Example 5.15.
Our ring OK [[z, z−1}[ℓ−1] is the analog of B˜rig; see [Har09, § 2.5 and § 2.7]. In that sense we could
write F 0H1dR
(
Mˆ ,K((z − ζ))) := q and
F 0H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1] :=
H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1] ∩ qD ⊗K[[z−ζ]] K[[z − ζ]] .
Proof of Theorem 5.20. To construct hε,cris we use for s ∈ R>0 the notation
K〈 zζs , z−1} :=
{ ∞∑
i=−∞
biz
i : bi ∈ K , |bi| |ζ|ri → 0 (i→ ±∞) for all r ≥ s
}
(5.13)
for the ring of rigid analytic functions with coefficients in K on the punctured closed disc {0 <
|z| ≤ |ζ|s} of radius |ζ|s. The ring K〈 zζ , z−1} contains both the rings K〈zζ 〉 and R[[z, z−1}, and
so ℓ+ ∈ K〈 zζ , z−1}
×
. In addition to δMˆ we take the isomorphism h from Remark 4.3 and define
hε,cris := (σˆ
∗δMˆ ◦ τ−1Mˆ ◦ h)⊗ idK〈 zζ ,z−1}[ℓ−1]
hε,cris : TˇεMˆ ⊗Aε K〈 zζ , z−1}[ℓ−1] ∼−→ H1cris
(
Mˆ, k((z))
)⊗k((z)) K〈 zζ , z−1}[ℓ−1] .
It satisfies hε,cris = τD ◦ σˆ∗hε,cris and is functorial in Mˆ . If we choose an Aε-basis of TˇεMˆ and
a k((z))-basis of H1cris
(
Mˆ, k((z))
)
= D := σˆ∗Mˆ ⊗R[[z]] k((z)), we may write hε,cris and its inverse as
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matrices H,H−1 ∈ GLr
(
K〈 zζ , z−1}[ℓ−1]
)
. Let also T ∈ GLr
(
k((z))
) ⊂ GLr(OK [[z, z−1}) be the
matrix of τD with respect to the second basis. Then the equivariance of hε,cris with respect to τˆ
implies that T · σˆ(H) = H. After multiplying H and H−1 each with a high enough power of ℓ we
have ℓnH, ℓmH−1 ∈ Mr
(
K〈 zζ , z−1}
)
with σˆ(ℓnH) = znT−1ℓnH and σˆ(ℓmH−1) = zmℓmH−1T . From
Lemma 5.22 below it follows that ℓnH, ℓmH−1 ∈ Mr
(OK [[z, z−1}) and H ∈ GLr(OK [[z, z−1}[ℓ−1]).
So hε,cris comes from an isomorphism
hε,cris : H
1
ε(Mˆ,Qε)⊗Qε OK [[z, z−1}[ℓ−1] ∼−→ H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1] .
By definition of hε,dR := (τ
−1
Mˆ
◦ h) ⊗ idK((z−ζ)) in Theorem 4.14 and hdR,cris := σˆ∗δMˆ ⊗ idK[[z−ζ]] in
Theorem 5.18 we obtain hε,dR = (h
−1
dR,cris ⊗ idK((z−ζ))) ◦ (hε,cris ⊗ idK((z−ζ))).
To prove the remaining statement we use the exact sequence of Qε-vector spaces from Lemma 5.16
and tensor it with H1ε(Mˆ,Qε) to obtain the left column in the diagram
0

0

H1ε(Mˆ,Qε)

hε,cris
∼= // hε,cris
(
H1ε(Mˆ ,Qε)
)

H1ε(Mˆ,Qε)⊗QεOK [[z, z−1}[ℓ−1]
σˆ=id
⊕ hε,cris
∼= //
(
H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1])τˆ= id⊕
H1ε(Mˆ ,Qε)⊗Qε K[[z − ζ]]

hε,cris
∼= // qD ⊗K[[z−ζ]] K[[z − ζ]]

H1ε(Mˆ,Qε)⊗Qε K((z − ζ)) hε,cris
∼= // H1cris
(
Mˆ, k((z))
)⊗k((z)) K((z − ζ)) .
The second horizontal map is an isomorphism because hε,cris is τˆ -equivariant. The third horizontal map
is an isomorphism because hε,dR
(
H1ε(Mˆ ,Qε)⊗QεK[[z−ζ]]
)
= q⊗K[[z−ζ]]K[[z−ζ]] by Theorem 4.14 and
because hdR,cris is compatible with the Hodge-Pink lattices by Theorem 5.18. From the right column
it follows that
hε,cris
(
H1ε(Mˆ ,Qε)
)
=
(
H1cris
(
Mˆ, k((z))
)⊗k((z)) OK [[z, z−1}[ℓ−1])τˆ= id ∩ qD ⊗K[[z−ζ]] K[[z − ζ]] .
The following lemma is the function field analog of [Ber04a, Proposition I.4.1 and Corollary I.4.2].
Lemma 5.22. Let U ∈ Mr(K〈 zζs , z−1}) for some s > 0, and let V,W ∈ Mr(R[[z, z−1}) such that
σˆ(U) = V UW . Then U ∈Mr(R[[z, z−1}).
Remark 5.23. The lemma and its proof are valid more generally if R is replaced by an admissible
formal R-algebra B◦ in the sense of Raynaud, if K is replaced by B := B◦⊗RK and | . | is a K-Banach
norm on B with B◦ = {b ∈ B : |b| ≤ 1}; see [BL93].
Proof of Lemma 5.22. For the elements
∞∑
i=−∞
biz
i ∈ K〈 zζs , z−1} we consider the norm
∥∥∑
i biz
i
∥∥
s
:=
maxi∈Z |bi| |ζ|si and we extend this to a norm on the matrix U by taking the maximum of the norms
of the entries of U . It satisfies ‖V U‖s ≤ ‖V ‖s · ‖U‖s. Since ‖z‖s = |ζ|s < 1 there is an integer c
such that ‖zcU‖s ≤ 1. Likewise there is an integer k such that ‖zkV ‖s, ‖zkW‖s ≤ 1. The entries
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of V and W are of the form
∑
i biz
i with |bi| ≤ 1. For those we have |bi|qˆ ≤ |bi| and this implies
‖σˆn(∑i bizi)‖s = ‖∑i bqˆni zi‖s ≤ ‖∑i bizi‖s, and hence ‖σˆn(zkV )‖s, ‖σˆn(zkW )‖s ≤ 1 for all n ∈ N0.
We obtain∥∥σˆn+1(zc+2k(n+1)U)∥∥
s
=
∥∥σˆn(zkV )σˆn(zc+2knU)σˆn(zkW )∥∥
s
≤ ∥∥σˆn(zc+2knU)∥∥
s
≤ 1
for all n ∈ N0 by induction. Let
∑
i biz
i be an entry of U . Then
∑
i b
qˆn
i z
i+c+2kn is the corresponding
entry of σˆn(zc+2knU). The estimate 1 ≥ ∥∥∑i bqˆni zi+c+2kn∥∥s = maxi |bi|qˆn |ζ|s(i+c+2kn) implies |bi| ≤
|ζ|−s(i+c+2kn)qˆ−n for all i. For fixed i and n → +∞ the exponent goes to 0 and so we find |bi| ≤ 1,
that is bi ∈ R for all i ∈ Z. In order that
∑
i biz
i ∈ R[[z, z−1} we have to verify that for all r > 0
the condition |bi| |ζ|ri → 0 for i → −∞ holds. From
∑
i biz
i ∈ K〈 zζs , z−1} we already know that this
condition holds for all r ≥ s. If r < s and i < 0 then |bi| |ζ|ri < |bi| |ζ|si and so the condition also
holds for the remaining r < s. This proves that U ∈Mr(R[[z, z−1}) as desired.
Example 5.24. For the Carlitz motive from Examples 4.16 and 5.15 the comparison isomorphisms
from Theorems 5.18 and 5.20 between H1dR(M,K[[z − ζ]]) = K[[z − ζ]] with basis 1 and H1ε(M,Qε) =
Qε · ℓ−1+ with basis ℓ−1+ on the one hand and H1cris
(
M,k((z))
)
= (k((z)), z, (z − ζ)−1pD) with basis 1
on the other hand are given explicitly as follows. With respect to these bases hdR,cris is given by
σˆ(ℓ−1
−
) ∈ K[[z − ζ]]× and hε,cris is given by σˆ(ℓ−1) = σˆ(ℓ−)−1σˆ(ℓ+)−1 = z−1ℓ−1. In particular, hdR,cris
modulo z − ζ is given by ∏i∈N>0(1 − ζ qˆi−1)−1 ∈ O×K . So in this example hdR,cris is compatible with
the integral structures.
6 Admissibility and weak admissibility
It turns out that not all z-isocrystals with Hodge-Pink structure can arise via the functor H from
(5.6). Namely a necessary condition is weak admissibility as in the following
Definition 6.1. Let R be an arbitrary valuation ring as in Notation 1.1, let D = (D, τD, qD) be a
z-isocrystal with Hodge-Pink structure over R and set r = dimk((z))D.
(a) Choose a k((z))-basis of D and let det τD be the determinant of the matrix representing τD with
respect to this basis. The number tN (D) := ordz(det τD) is independent of this basis and is
called the Newton slope of D.
(b) The integer tH(D) := −µ1 − . . . − µr, where µ1, . . . , µr are the Hodge-Pink weights of D from
Definition 5.4, satisfies ∧rqD = (z − ζ)−tH (D) ∧r pD and is called the Hodge slope of D.
(c) D is called weakly admissible (or semi-stable of slope 0) if
tH(D) = tN (D) and tH(D
′) ≤ tN (D′) for every strict subobject D′ ⊂ D.
(d) D is called admissible if there exists a rigidified local σˆ-shtuka Mˆ over R with D = H(Mˆ).
Remark 6.2. This definition parallels Fontaine’s definition [Fon79] of (weak) admissibility of filtered
isocrystals. Namely, Fontaine calls a filtered isocrystal admissible if it comes from a crystalline Galois
representation; compare Remark 5.13.
In comparison with the Hodge-Pink structures at ∞ from [HJ16, § 2] the Hodge slope tH(D) cor-
responds to degq, the Newton slope tN (D) corresponds to deg
W , and our notion of weak admissibility
corresponds to Pink’s notion of “local semi-stability”; see [HJ16, Definition 2.7].
Example 6.3. For the Carlitz motive from Example 5.15 and its z-isocrystal with Hodge-Pink struc-
ture D = (k((z)), z, (z − ζ)−1pD) one has tN (D) = 1 = tH(D). It is (weakly) admissible.
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To obtain a criterion for (weak) admissibility we need to recall a little bit of the theory of σ-bundles
from [HP04], see also [HJ16, § 7]. Here we consider a variant which also works if K is not algebraically
closed. Namely, we do not consider the punctured open unit disc {0 < |z| < 1} but instead the
punctured closed disc {0 < |z| ≤ |ζ|} of radius |ζ|, and the ring K〈 zζ , z−1} of rigid analytic functions
with coefficients in K on it from (5.13). There are two morphisms from K〈 zζ , z−1} to K〈 zζ qˆ , z−1},
namely
ι : K〈 zζ , z−1} −→ K〈 zζ qˆ , z−1},
∑
i biz
i 7−→∑i bizi and
σˆ : K〈 zζ , z−1} −→ K〈 zζ qˆ , z−1},
∑
i biz
i 7−→∑i bqˆi zi .
For a K〈 zζ , z−1}-module F we define the two K〈 zζ qˆ , z−1}-modules σˆ∗F := F ⊗K〈 zζ ,z−1}, σˆ K〈
z
ζ qˆ
, z−1}
and ι∗F := F ⊗K〈 z
ζ
,z−1}, ι K〈 zζ qˆ , z−1}.
Definition 6.4. A σˆ-bundle (on {0 < |z| ≤ |ζ|}) of rank r over K is a pair F = (F , τF ) consisting of
a free K〈 zζ , z−1}-module F of rank r together with an isomorphism τF : σˆ∗F ∼−→ ι∗F of K〈 zζ qˆ , z−1}-
modules.
A homomorphism f : (F , τF ) → (G, τG) between σˆ-bundles is a homomorphism f : F → G of
K〈 zζ , z−1}-modules which satisfies τF ◦ σˆ∗f = ι∗f ◦ τG.
The τˆ -invariants of (F , τF ) are defined as F τˆ := { f ∈ F : τF (σˆ∗f) = f }. It is a vector space over
{f ∈ K〈 zζ , z−1} : σˆ(f) = f } = Fε((z)) = Qε.
Example 6.5. 1. The trivial σˆ-bundle over K is F
0,1
:=
(
K〈 zζ , z−1}, idK〈 z
ζqˆ
,z−1}
)
.
2. More generally, for relatively prime integers d, r with r > 0 we let Fd,r be the σˆ-bundle over K
consisting of Fd,r = K〈 zζ , z−1}
⊕r
with
τ
Fd,r
:=


0 1 0 0
0
0 1
z−d 0 0

 .
3. We already saw in equation (5.8) that ℓ ∈ F
1,1
τˆ .
Lemma 6.6. If K is algebraically closed the evaluation at z = ζ induces an exact sequence of Fε((z))-
vector spaces
0 // Fε((z)) · ℓ // F1,1 τˆ // K // 0 ,
f(z) ✤ // f(ζ)
where K is an Fε((z))-vector space via the inclusion Fε((z)) →֒ K, z 7→ ζ.
Proof. The sequence is obviously exact on the left. Furthermore, ℓ maps to zero under the right
morphism. To prove exactness in the middle let f ∈ F1,1 τˆ vanish at z = ζ. Then it vanishes at
z = ζ qˆ
i
for all i ∈ N0 and g := f/ℓ ∈ K〈 zζ , z−1} satisfies g = σˆ∗(g) ∈ Fε((z)) as desired. The exactness
on the right was established in Corollary 5.17.
The structure theory of σˆ-bundles over an algebraically closed complete field (for example over the
completion K of an algebraic closure of K) was developed in [HP04] and [Har11, § 1.4].
Theorem 6.7. We assume that K is algebraically closed (or we work over K).
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(a) Any σˆ-bundle F over K is isomorphic to ⊕i Fdi,ri for pairs of relatively prime integers di, ri
with ri > 0, which are uniquely determined by F up to permutation. They satisfy rkF =
∑
i ri
and we define the degree of F as degF :=∑i di.
(b) There is a non-zero morphism Fd′,r′ → Fd,r if and only if d′r′ ≤ dr .
(c) Any σˆ-sub-bundle F ′ ⊂ Fd,r⊕n satisfies degF ′ ≤ dr · rkF ′.
Proof. Statements (a) and (b) are [Har11, Theorem 1.4.2 and Proposition 1.4.5]. Statement (c) follows
easily from (a) and (b). Namely, F ′ ∼=⊕iFdi,ri by (a) with diri ≤ dr by (b) yields (c).
Now let (Mˆ, δMˆ ) = (Mˆ, τMˆ , δMˆ ) be a rigidified local shtuka over R as in Definition 5.9, and let
D = (D, τD, qD) be the associated z-isocrystal with Hodge-Pink structure over R. We define two
σˆ-bundles on {0 < |z| ≤ |ζ|}
E(Mˆ) := (E(Mˆ ), τE ) := σˆ∗Mˆ ⊗R[[z]] k((z)) ⊗k((z)) K〈 zζ , z−1} = (D, τD)⊗k((z)) K〈 zζ , z−1} and
F(Mˆ) := (F(Mˆ ), τF ) := Mˆ ⊗R[[z]] K〈 zζ , z−1} .
There is a canonical isomorphism σˆ∗δMˆ ◦ τ−1Mˆ : F(Mˆ )[ℓ
−1
−
] ∼−→ E(Mˆ)[ℓ−1
−
]. We use this isomorphism to
view F(Mˆ ) as a K〈 zζ , z−1}-submodule of E(Mˆ )[ℓ−1− ]. If Mˆ is effective, that is if τMˆ (σˆ∗Mˆ) ⊂ Mˆ , we
have E(Mˆ ) ⊂ σˆ∗δMˆ ◦ τ−1Mˆ (F(Mˆ )). Assume that τMˆ (σˆ
∗Mˆ) ( Mˆ . Then we visualize these σˆ-bundles
by the following diagram, in which the thick lines represent K〈 zζ , z−1}-modules:
F(Mˆ )
E(Mˆ )
Mˆ ⊗
R[[z]]
K〈 zζ , z−1} σˆ∗Mˆ ⊗
R[[z]]
K〈 zζ , z−1}
{|ζ| ≥ |z| > 0}
z = ζ z = ζ qˆ . . .
Modules drawn higher contain the ones drawn below. All K〈 zζ , z−1}-modules coincide outside the
discrete set
⋃
i∈N0
{z = ζ qˆi} ⊂ {|ζ| ≥ |z| > 0}. At those points in ⋃i∈N0{z = ζ qˆi} where two modules
are drawn at almost the same height, they also coincide. Indeed, F(Mˆ ) equals Mˆ . Moreover, it
contains τMˆ (σˆ
∗Mˆ) and differs from it only at z = ζ by our assumption. Also E(Mˆ ) coincides with
(σˆ∗Mˆ) ⊗R[[z]] K〈 zζ , z−1} at z = ζ because σˆ∗δMˆ is an isomorphism of K〈 zζ , z−1}[σˆ∗ℓ−1− ]-modules and
σˆ∗ℓ− is a unit in K[[z − ζ]]. Finally, the strict inclusion τMˆ(σˆ∗Mˆ) ( Mˆ at z = ζ is transported by τF
and τE to strict inclusions E(Mˆ ) ⊂ F(Mˆ) at
⋃
i∈N0
{z = ζ qˆi}.
The stalks at z = ζ, or more precisely the tensor products with K[[z − ζ]] satisfy
E(Mˆ)⊗K〈 z
ζ
,z−1} K[[z − ζ]] = pD (6.1)
σˆ∗δMˆ ◦ τ−1Mˆ (F(Mˆ ))⊗K〈 zζ ,z−1} K[[z − ζ]] = qD ⊂ E(Mˆ)⊗K〈 zζ ,z−1} K((z − ζ)) = pD[
1
z−ζ ] .
We thus can view F(Mˆ ) as the modification of E(Mˆ) at ⋃i∈N0{z = ζ qˆi} defined by the inclusion
qD ⊂ pD[ 1z−ζ ], that is
σˆ∗δMˆ ◦ τ−1Mˆ (F(Mˆ )) = E(Mˆ )[ℓ
−1
−
] ∩
⋂
j∈N0
τ jE
(
qD ⊗K[[z−ζ]], σˆj K[[z − ζ qˆ
j
]]
)
=
{
f ∈ E(Mˆ)[ℓ−1
−
] : τ iE(σˆ
i(f)) ∈ qD for all i ≤ 0
}
.
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From this description it becomes clear that E(Mˆ) and F(Mˆ ) only depend on the z-isocrystal with
Hodge-Pink structure D = (D, τD, qD) = H(Mˆ) associated with Mˆ . Namely, we can define
E(D) := (E(D), τE ) := (D, τD)⊗k((z)) K〈 zζ , z−1} and (6.2)
F(D) = (F(D), τF ) := E(D)[ℓ−1− ] ∩
⋂
j∈N0
τ jE
(
qD ⊗K[[z−ζ]], σˆj K[[z − ζ qˆ
j
]]
)
. (6.3)
Definition 6.8. We call
(E(D),F(D)) from (6.2) and (6.3) the pair of σˆ-bundles associated with D.
The following proposition is analogous to [HJ16, Proposition 7.5] and was proved in [Har11,
Lemma 2.4.5], where we used the notation P = E(D) and Q = F(D).
Proposition 6.9. The degree (defined in Theorem 6.7(a)) satisfies
tN (D) = − deg E(D) and tH(D) = degF(D)− deg E(D) .
The criterion for (weak) admissibility is now the following
Theorem 6.10. Let D be a z-isocrystal with Hodge-Pink structure over R and let
(E(D),F (D)) be
the associated pair of σˆ-bundles. Then
(a) D is admissible if and only if over K there is an isomorphism F(D) ∼= F⊕ rkD
0,1
.
(b) D is weakly admissible if and only if degF(D) = 0 ≥ degF(D′) for every strict subobject
D′ ⊂ D.
Proof. (b) directly follows from Proposition 6.9.
(a) was proved in [Har11, Theorem 2.4.7]. We explain some parts of the proof.
The implication “=⇒” is easy to see. Choose a rigidified local shtuka Mˆ := (Mˆ, τMˆ , δMˆ ) over
R with D = H(Mˆ). We saw in Remark 4.3 that there is an isomorphism h : TˇεMˆ ⊗Aε Ksep〈zζ 〉 ∼−→
Mˆ ⊗R[[z]]Ksep〈zζ 〉, which is Gal(Ksep/K)- and τˆ -equivariant. Since Ksep〈zζ 〉 ⊂ K〈 zζ , z−1} we obtain an
isomorphism of σˆ-bundles F⊕ rkM
0,1
∼−→ TˇεMˆ ⊗Aε F0,1 ∼−→ F(Mˆ ) = F(D) over K.
The converse implication “⇐=” is more complicated, as one has to construct the local shtuka out
of F(D) ∼= F⊕ rkD
0,1
; see [Har11, Theorem 2.4.7 and Proposition 2.4.9].
Corollary 6.11. A z-isocrystal with Hodge-Pink structure over R which is admissible is also weakly
admissible.
Proof. This follows from the characterization of (weak) admissibility in Theorem 6.10 together with
Theorem 6.7(c) applied to the σˆ-sub-bundle F(D′) ⊂ F(D).
Whether the converse of Corollary 6.11 holds, depends on the field K. Before we state cases in
which it holds, we discuss the following
Example 6.12. For the Carlitz motive and its local shtuka Mˆ = (R[[z]], z − ζ) from Example 6.3 we
have E(Mˆ) = F−1,1 and F(Mˆ) =
(
K〈 zζ , z−1}, z − ζ
)
which is isomorphic over K〈 zζ , z−1} to F0,1 via
an isomorphism given by multiplication with ℓ+.
Example 6.13. If the z-isocrystal (D, τD) satisfies E(D, τD) = F−1,r , for example if (D, τD) is the
crystalline realization of a Drinfeld module over k, then every weakly admissible Hodge-Pink lattice
qD on (D, τD) is already admissible. This can be shown in the same way as [Har13, Theorem 9.3(a)].
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Example 6.14. We show that “weakly admissible does not imply admissible” if the field K is alge-
braically closed (actually perfect suffices) and complete. Let D = k((z))⊕2, τD =
(
0 1
z−3 0
)
. We search
a Hodge-Pink lattice qD ⊂ pD with dimK pD/qD = 3 for which D = (D, τD, qD) is not admissible.
This means the Hodge-Pink weights are (2, 1) or (3, 0). Note that any such D is weakly admissible,
because tN (D) = −3 = tH(D) and there are no proper subobjects D′ ⊂ D, as the z-isocrystal (D, τD)
is simple.
We find qD by imposing the condition that there is a σˆ-sub-bundle F1,1 ⊂ F(D) ⊂ E(D) = F3,2 .
Then F(D) 6∼= F⊕2
0,1
because there is no non-zero homomorphism F1,1 → F0,1 by Theorem 6.7(b).
Therefore Theorem 6.10 will imply that D is not admissible. One easily computes
Hom
(F
1,1
, E(D)) = { f =∑
i∈Z
zi ·
(
uqˆ
−2i
uqˆ
−2i−3
)
: u ∈ K, |u| < 1
}
, (6.4)
because f =
(
f1
f2
)
must satisfy the equation τD · σˆ(f) = f · z−1. This implies σˆ(f2) = z−1f1 and
z−3σˆ(f1) = z
−1f2, whence f1 = z
−1σˆ2(f1). Writing f1 =
∑
i∈Z biz
i, we must have bi = (bi+1)
qˆ2 . So for
b0 = u ∈ K we obtain f1 =
∑
i∈Z u
qˆ−2izi. Now the convergence condition for f ∈ K〈 zζ , z−1} implies
|u| < 1.
Thus, if we take any u ∈ K with 0 < |u| < 1 and the corresponding f 6= 0 from (6.4) and
qD := (z − ζ)3pD +K[[z − ζ]] · f the homomorphism f : F1,1 → E(D) factors through F(D) ⊂ E(D),
as can be seen from (6.3). This implies that D is not admissible.
On the positive side there is the following
Theorem 6.15. If the field K satisfies the following condition
(a) [GL11, The´ore`me 7.3]: K is discretely valued, or
(b) [Har11, Theorem 2.5.3]: the value group of K is finitely generated, or
(c) [Har11, Theorem 2.5.3]: the value group of K does not contain an element x 6= 1 such that
xqˆ
−n ∈ |K× | for all n ∈ N0, or
(d) [Har11, Theorem 2.5.3]: the completion K̂ ·kalg of the compositum K ·kalg inside Kalg does not
contain an element a with 0 < |a| < 1 such that aqˆ−n ∈ K̂ ·kalg for all n ∈ N0,
then every weakly admissible z-isocrystal with Hodge-Pink structure over R is admissible.
Proof. Clearly the conditions satisfy (a)=⇒(b)=⇒(c)=⇒(d), because the value groups ofK and K̂ ·kalg
coincide. Under condition (d) the theorem was proved in [Har11, Theorem 2.5.3]. In terms of Exam-
ple 6.14 the idea is that in this case one cannot have f ∈ qD.
Remark 6.16. This theorem is the analog of the Theorem of Colmez and Fontaine [CF00, The´ore`me A],
which states that in the theory of p-adic Galois representations every weakly admissible filtered isocrys-
tal D = (D, τD, F
•DL) over a discretely valued extension L of Qp with perfect residue field, comes
from a representation of Gal(Lalg/L) on a finite dimensional Qp-vector space; compare Remark 5.21.
In the special case where the Hodge filtration satisfies F 0DL = DL ⊃ F 1DL ⊃ F 2DL = (0) and all
Newton slopes of the isocrystal (D, τD) lie in the interval [0, 1] it was proved by Kisin [Kis06, Theorem
0.3] and Breuil [Bre00, Theorem 1.4] that D is (weakly) admissible if and only if D comes from a
p-divisible group. Also in this situation there are weakly admissible filtered isocrystals D over Cp
which do not come from a p-divisible group; see [Har13, Example 6.7].
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Remark 6.17. Note that the Theorem of Colmez and Fontaine [CF00, The´ore`me A] from the previous
remark actually says that a continuous representation of Gal(Lsep/L) in a finite dimensional Qp-vector
space is crystalline if and only if it isomorphic to F 0(D⊗L0 B˜rig)Frob= id for a weakly admissible filtered
isocrystal D = (D, τD, F
•DL) over L. In the function field case, when K is discretely valued, we could
therefore define the category of equal characteristic crystalline representations of Gal(Ksep/K) as the
essential image of the functor
D = (D, τD, qD) 7−→
(
D ⊗k((z)) OK [[z, z−1}[ℓ−1]
)τˆ=id ∩ qD ⊗K[[z−ζ]] K[[z − ζ]] (6.5)
from weakly admissible z-isocrystals with Hodge-Pink structure D to continuous representations of
Gal(Ksep/K) in finite dimensional Qε-vector spaces. By Theorems 6.15, 5.20 and 4.17 and Proposi-
tion 5.12 this functor is fully faithful and this definition coincides with our Definition 4.18 above.
Remark 6.18. The functor (6.5) can also be described via the associated σˆ-bundles. Namely if
D is admissible, that is arises from a (rigidified) local shtuka Mˆ over R with D = H(Mˆ), then
F(D) = F(Mˆ) = Mˆ ⊗R[[z]] K〈 zζ , z−1}, and hence(F(D)⊗K〈 z
ζ
,z−1} K〈 zζ , z−1}
)τˆ
=
(
Mˆ ⊗R[[z]] K〈 zζ , z−1}
)τˆ
=
(
TˇεMˆ ⊗Aε F0,1
)τˆ
= VˇεMˆ ;
see the proof of Theorem 6.10(a). In the analogous situation of p-adic Galois representations, men-
tioned in the previous remarks, there is a similar description due to Fargues and Fontaine [FF13].
Namely, consider the punctured open unit disc {0 < |z| < 1} over K. Then every σˆ-bundle on
{0 < |z| ≤ |ζ|} extends canonically to a σˆ-bundle over {0 < |z| < 1}; see [Har11, Proposition 1.4.1(b)].
The quotient {0 < |z| < 1}/σˆZ of {0 < |z| < 1} modulo the action of σˆ exists in the category of
Huber’s [Hub96] adic spaces and the category of vector bundles on {0 < |z| < 1}/σˆZ is equivalent to
the category of σˆ-bundles over {0 < |z| < 1}. Under this equivalence the Qε-vector space of global
sections of the vector bundle on {0 < |z| < 1}/σˆZ equals the τˆ -invariants of the associated σˆ-bundle.
In the theory of p-adic Galois representations the analog of the quotient {0 < |z| < 1}/σˆZ over
Qp is the adic curve XadF,E constructed by Fargues [Far14]. Every weakly admissible filtered isocrystal
D = (D, τD, F
•DL) over L gives rise to two vector bundles E∞ and E∞ on XadF,E which agree outside
the point corresponding to B+dR. These are analogous to the vector bundles on {0 < |z| < 1}/σˆZ
corresponding to our σˆ-bundles E(D) and F(D), which agree outside the image of the point z = ζ on
{0 < |z| < 1}/σˆZ corresponding to our analog K[[z − ζ]] of B+dR. By [Far14, The´ore`mes 4.43 and 3.5]
the p-adic Galois representation associated with D equals the global sections of E∞ over XadF,E.
7 Torsion local shtukas and torsion Galois representations
As a preparation for the equi-characteristic deformation theory, which will be discussed in Section 8,
we need a “torsion version” of equi-characteristic Fontaine’s theory – or rather, a suitable function
field analog of finite flat group schemes of p-power order. Let R be an arbitrary valuation ring as
in Notation 1.1. From Lemma 7.4 onwards we will assume that R is discretely valued. The analogy
between p-divisible groups and local shtukas suggests the following
Definition 7.1. A torsion local shtuka (over R) is a pair Mˆ = (Mˆ , τMˆ ) consisting of a finitely presented
R[[z]]-module Mˆ which is z-power torsion and free (necessarily of finite rank) as an R-module, and
an isomorphism τMˆ : σˆ
∗Mˆ [ 1z−ζ ]
∼−→ Mˆ [ 1z−ζ ]. If τMˆ (σˆ∗Mˆ) ⊂ Mˆ then Mˆ is called effective, and if
(z − ζ)dMˆ ⊂ τMˆ (σˆ∗Mˆ) ⊂ Mˆ then we say that Mˆ is of height 6 d. If τMˆ (σˆ∗Mˆ) = Mˆ then Mˆ is called
e´tale.
Amorphism of torsion local shtukas f : (Mˆ , τMˆ )→ (Mˆ ′, τMˆ ′) over R is a morphism of R[[z]]-modules
f : Mˆ → Mˆ ′ which satisfies τMˆ ′ ◦ σˆ∗f = f ◦ τMˆ .
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Remark 7.2. (a) Since ζ is Mˆ -regular and Mˆ is z-power torsion, Mˆ injects into Mˆ [ 1z−ζ ].
(b) Since Mˆ is finite free over R the pair (Mˆ , τMˆ ) with its R[[z]]-module structure can be defined in
terms of finitely many parameters over R. Therefore it is defined over R′[[z]] for some finitely generated
and hence discretely valued Aε-subalgebra R
′ ⊂ R. So we may assume that R is discretely valued.
(c) The definition of torsion local shtukas over S ∈ NilpAε is not completely straightforward, because
we have Mˆ [ 1z−ζ ] = 0 for any finitely generated OS [[z]]-module Mˆ killed by some power of z. Although
it is possible to define torsion local shtukas over S ∈ NilpAε (cf. Remark 7.6), we will only consider
torsion local shtukas over R.
The following example (together with Lemma 7.5) explains why we can regard torsion local shtukas
over R as the function field analog of finite flat group schemes of p-power order.
Example 7.3. Let f : Mˆ1 → Mˆ0 be an isogeny of local shtukas over R; i.e., a morphism which
is also a quasi-isogeny. Let Mˆ := coker f . Since f is a morphism of local shtukas, τMˆ0 induces
τMˆ : σˆ
∗Mˆ [ 1z−ζ ]
∼−→ Mˆ [ 1z−ζ ]. We claim that Mˆ := (Mˆ, τMˆ ) is a torsion local shtuka over R, which is
effective (respectively, of height 6 d) if Mˆ0 is effective (respectively, if (z−ζ)dMˆ0 ⊂ τMˆ0(σˆ∗Mˆ0) ⊂ Mˆ0).
Since R[[z]] ⊂ R[[z]][1z ] the map f is injective and there is an n such that znMˆ0 ⊂ f(Mˆ1). In
particular Mˆ is killed by zn. Tensoring with the residue field k over R yields an exact sequence
0 −→ TorR1 (k, Mˆ ) −→ Mˆ1 ⊗R[[z]] k[[z]]
f⊗ idk−−−−−→ Mˆ0 ⊗R[[z]] k[[z]] −→ Mˆ ⊗R k −→ 0 .
As Mˆ1 and Mˆ0 are free we have Mˆi ⊗R[[z]] k[[z]] ∼= k[[z]]⊕ rk Mˆ i for i = 0, 1 with rk Mˆ0 = rk Mˆ1.
Since Mˆ ⊗R k is killed by zn the map f ⊗ idk is injective by the elementary divisor theorem. So
TorR1 (k, Mˆ ) = (0) and since Mˆ = coker
(
f : Mˆ1/z
nMˆ1 → Mˆ0/znMˆ0
)
is finitely presented over R it is
free of finite rank by Nakayama’s Lemma; e.g. [Eis95, Exercise 6.2].
From now on we assume that R is discretely valued. We will need the following
Lemma 7.4. Assume that R is discretely valued, and let Mˆ be a finitely generated module over
R[[z]]/(zn) for some n. Then the following are equivalent
(a) Mˆ is flat over R;
(b) The kernel of any surjective map Mˆ0→ Mˆ , where Mˆ0 is a free R[[z]]-module of finite rank, is
free over R[[z]].
Proof. Since R[[z]] is regular, whence Cohen-Macaulay, the theorem of Auslander and Buchsbaum
[Eis95, Theorem 19.9] tells us that
proj.dimR[[z]]Mˆ + depthR[[z]]Mˆ = depth(R[[z]]) = dim(R[[z]]) = 2
for any finitely generated R[[z]]-module Mˆ . If Mˆ is flat over R, then ζ is Mˆ -regular so the depth of
Mˆ is at least 1. Therefore, the projective dimension of Mˆ is at most 1; in other words, Mˆ admits a
minimal projective resolution consisting of two terms, say Fˆ1 → Fˆ0. If Mˆ0→ Mˆ is an epimorphism for
a free R[[z]]-module Mˆ0 then Mˆ0 ∼= Fˆ0 ⊕ Nˆ0 for a free R[[z]]-module Nˆ0 and ker(Mˆ0→ Mˆ) ∼= Fˆ1 ⊕ Nˆ0
by [Eis95, Theorem 20.2 and Lemma 20.1].
Conversely, assume that Mˆ is not flat over R and killed by zn. Then the mR-torsion of Mˆ is of
finite positive length since it is non-zero and killed by some powers of z and ζ, so the depth of Mˆ as a
R[[z]]-module is zero. So the projective dimension of Mˆ is 2; in other words, any projective resolution
of Mˆ consists of at least three terms.
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The following lemma states that any torsion local shtuka over a discretely valued R arises from
the construction in Example 7.3. This is analogous to Raynaud’s theorem [BBM82, 3.1.1], which
states that any finite flat group scheme can be embedded, Zariski-locally on the base, in some abelian
scheme.
Lemma 7.5. Let Mˆ be a torsion local shtuka over R. Then there exist local shtukas Mˆ0 and Mˆ1, and
an isogeny f : Mˆ 1 → Mˆ 0 such that we have a short exact sequence
0 −→ Mˆ1 f−−→ Mˆ0 −→ Mˆ −→ 0 ,
where each arrow is τˆ -equivariant. If Mˆ is effective of height 6 d (i.e., it satisfies (z − ζ)dMˆ ⊂
τMˆ (σˆ
∗Mˆ) ⊂ Mˆ), then we may take Mˆ0 and Mˆ1 to satisfy (z − ζ)dMˆi ⊂ τMˆi(σˆ∗Mˆi) ⊂ Mˆi.
Proof. The proof is analogous to the proof of [Kis06, 2.3.4]. By replacing τMˆ with (z − ζ)nτMˆ for
some n, we may assume that Mˆ satisfies (z − ζ)dMˆ ⊂ τMˆ(σˆ∗Mˆ) ⊂ Mˆ . We now choose a finite free
R[[z]]/(z − ζ)d-module L which surjects onto Mˆ/τMˆ (σˆ∗Mˆ), and a finite free R[[z]]-module Mˆ0 which
fits into the following diagram
0 // ker(Mˆ0→ L)

// Mˆ0

// L

// 0
0 // σˆ∗Mˆ
τ
Mˆ // Mˆ // Mˆ/τMˆ (σˆ
∗Mˆ) // 0
.
Furthermore, by enlarging Mˆ0 we may arrange so that the left vertical map is also surjective; this can
be done by replacing Mˆ0 with Mˆ0 ⊕ Mˆ ′, where Mˆ ′ is a finite free R[[z]]-module which surjects onto
the kernel of L→ Mˆ/τMˆ (σˆ∗Mˆ) and maps to zero in Mˆ .
Applying Lemma 7.4 to Mˆ0→ L, ker(Mˆ0→ L) is free over R[[z]]. We decompose ker(Mˆ0→ L) =
Nˆ ⊕ Nˆ ′ into two free modules so that Nˆ ⊗R[[z]] k = (σ∗Mˆ)⊗R[[z]] k, and hence Nˆ→ σ∗Mˆ is surjective
by Nakayama. Then we may lift σ∗Mˆ0→ σ∗Mˆ to a map σ∗Mˆ0 → Nˆ which is also surjective by
Nakayama and therefore a direct summand. We can now lift the latter map to an isomorphism
σ∗Mˆ0
∼−→ Nˆ ⊕ Nˆ ′ = ker(Mˆ0→ L), as both modules are free of same finite rank over R[[z]]. Therefore,
we obtain a map
τMˆ0 : σˆ
∗Mˆ0
∼−→ ker(Mˆ0→ L) →֒ Mˆ0
lifting τMˆ : σˆ
∗Mˆ ∼−→ τMˆ (σˆ∗Mˆ). Clearly, Mˆ0 := (Mˆ0, τMˆ0) is an effective local shtuka over R with
(z − ζ)dMˆ0 ⊂ τMˆ0(σˆ∗Mˆ0) ⊂ Mˆ0. Applying Lemma 7.4 to Mˆ0→ Mˆ , Mˆ1 := ker(Mˆ0→ Mˆ) is free over
R[[z]] so Mˆ1 := (Mˆ1, τMˆ1 := τMˆ0 |Mˆ1[ 1z−ζ ]) is an effective local shtuka with (z − ζ)
dMˆ1 ⊂ τMˆ1(σˆ∗Mˆ1) ⊂
Mˆ1. Let f : Mˆ1 → Mˆ0 be the morphism induced by the natural inclusion, then Mˆ is the cokernel of
f .
Remark 7.6. We have seen that the definition of torsion local shtukas over R does not straightfor-
wardly apply to base schemes S ∈ NilpAε . On the other hand, Lemma 7.5 and the anti-equivalence
between effective local shtukas and z-divisible local Anderson modules (Remark 3.2) suggest the fol-
lowing notion as the function filed analog of finite flat group schemes of p-power order.
We define a torsion local Anderson module over S ∈ NilpAε to be a finite locally free Aε-module
scheme H over S such that for some Zariski covering {Sα} of S there exist a z-divisible local Anderson
module Gα over Sα and a monomorphism HSα →֒ Gα of fppf sheaves of Aε-modules for each α.
Note that the anti-equivalence of categories Drqˆ in Remark 3.2 can be extended to bounded effective
local shtukas over R by limit as in Remark 2.6. If Mˆ is a torsion local shtuka over R obtained as the
cokernel of an isogeny f : Mˆ1 → Mˆ0 of effective local shtukas, then we set
Drqˆ(Mˆ ) := ker(Drqˆ f : Drqˆ(Mˆ 0)→ Drqˆ(Mˆ1)).
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Then Drqˆ(Mˆ) is independent of the choice of f up to isomorphism, and this induces an anti-equivalence
of categories between effective torsion local shtukas and torsion local Anderson modules over R. Indeed,
it is possible to define Drqˆ directly without choosing f : Mˆ1 → Mˆ0 as
Drqˆ(Mˆ ) := Spec (SymR Mˆ)
/(
m⊗qˆ − τMˆ(σˆ∗Mˆm) : m ∈ Mˆ
)
;
like in (3.1) in Section 3. And if H = Drqˆ(Mˆ) for some effective torsion local shtuka Mˆ over R, then
we can recover Mˆ as HomR-groups,Fε-lin(H , Ga,R) by [Abr06, Theorem 2] or [HS15, Theorem 5.2].
To a torsion local shtuka over R, we associate a torsion Galois representation as follows.
Definition 7.7. Let Mˆ be a torsion local shtuka over R. We define the (dual) Tate module of Mˆ to
be
TˇεMˆ := (Mˆ ⊗R[[z]] Ksep[[z]])τˆ :=
{
m ∈ Mˆ ⊗R[[z]] Ksep[[z]] : τMˆ (σˆ∗Mˆm) = m
}
.
Proposition 7.8. For a torsion local shtuka Mˆ over R, TˇεMˆ is a torsion Aε-module of length equal
to rkR(Mˆ), which carries a discrete action of Gal(K
sep/K). Moreover the inclusion TˇεMˆ ⊂ Mˆ ⊗R[[z]]
Ksep[[z]] defines a canonical isomorphism of Ksep[[z]]-modules
TˇεMˆ ⊗Aε Ksep[[z]] ∼−→ Mˆ ⊗R[[z]] Ksep[[z]] (7.1)
which is Gal(Ksep/K)- and τˆ -equivariant, where on the left module Gal(Ksep/K) acts on both factors
and τˆ is id⊗σˆ, and on the right module Gal(Ksep/K) acts only on Ksep[[z]] and τˆ is (τMˆ ◦ σˆ∗Mˆ )⊗ σˆ.
In particular one can recover Mˆ ⊗R[[z]]K[[z]] =
(
TˇεMˆ ⊗AεKsep[[z]]
)Gal(Ksep/K)
as the Galois invariants.
If we have a τˆ -equivariant short exact sequence 0 → Mˆ ′ → Mˆ → Mˆ ′′ → 0 where each term is
either a local shtuka or a torsion local shtuka over R, then we have a Gal(Ksep/K)-equivariant short
exact sequence
0 −→ TˇεMˆ ′ −→ TˇεMˆ −→ TˇεMˆ ′′ −→ 0.
Proof. Let Mˆ be a torsion local shtuka over R. To see that TˇεMˆ carries a natural discrete action of
Gal(Ksep/K), note that Mˆ is killed by some power of z, say by zn, so the natural Gal(Ksep/K)-action
on
Mˆ ⊗R[[z]] Ksep[[z]] = Mˆ ⊗R[[z]] Ksep[[z]]/(zn)
is discrete and commutes with τMˆ .
Let us consider a τˆ -equivariant short exact sequence 0 → Mˆ1 f−→ Mˆ0 → Mˆ → 0, where Mˆ is a
torsion local shtuka over R and Mˆ0 and Mˆ1 are local shtukas over R. We obtain a Gal(K
sep/K)-
equivariant sequence
0 −→ TˇεMˆ1 Tˇεf−−→ TˇεMˆ 0 −→ TˇεMˆ −→ 0 , (7.2)
which by definition is exact on the left and in the middle. To see that it is also exact on the right, we
obtain from Proposition 4.2
coker(Tˇεf)⊗Aε Ksep[[z]] ∼−→ Mˆ ⊗R[[z]] Ksep[[z]] ←֓ TˇεMˆ ⊗Aε Ksep[[z]].
Combining these, it follows that the natural inclusion induces a Gal(Ksep/K)- and τˆ -equivariant
isomorphism
TˇεMˆ ⊗Aε Ksep[[z]] ∼−→ Mˆ ⊗R[[z]] Ksep[[z]].
Taking τˆ -invariants yields TˇεMˆ = coker(Tˇεf) and so the sequence (7.2) is also exact on the right. The
claim on the Aε-length of TˇεMˆ follows from this isomorphism.
It now remains to show that Tˇε on the category of torsion local shtukas over R is exact. Indeed, it
is clearly left exact by definition, and the right exactness follows from the length consideration.
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Recall from Remark 7.6 that to an effective torsion local shtuka Mˆ over R we associated a torsion
local Anderson module H := Drqˆ(Mˆ) over R. Hence we have a finite-length Aε-module H(K
sep)
equipped with a discrete Gal(Ksep/K)-action. We will now discuss the comparison between H(Ksep)
and TˇεMˆ in a way that is analogous to and compatible with Proposition 4.8. For this, we need some
preparations.
Lemma 7.9. Let H be the kernel of an isogeny G0 → G1 of z-divisible local Anderson modules over
R. Then there exists a natural Galois-equivariant short exact sequence
0 −→ TεG0 −→ TεG1 −→ H(Ksep) −→ 0 .
The surjective map on the right can be defined as follows. Given ξ : Qε/Aε → G1(Ksep) (which is an
element of TεG1), choose a lift ξ˜ : Qε → G0(Ksep). Then we have ξ˜(1) ∈ H(Ksep), and it only depends
on ξ (not on the choice of ξ˜). The surjective map on the right is given by ξ 7→ ξ˜(1).
Proof. For any n, consider the exact sequence 0 → Aε → ε−nAε → ε−nAε/Aε → 0, where the first
two terms are projective over Aε. By applying to it the long exact sequence for HomAε
(
• ,H(Ksep)
)
,
we obtain the following natural Galois-equivariant isomorphism
Ext1Aε
(
ε−nAε/Aε, H(K
sep)
) ∼= coker[HomAε(ε−nAε,H(Ksep)) //
ξ 7→ξ(z−n) ∼=

HomAε
(
Aε,H(K
sep)
)]
ξ 7→ξ(1)∼=

∼= coker[ H(Ksep) [zn] // H(Ksep) ],
(7.3)
where we let Gal(Ksep/K) act trivially on ε−nAε/Aε. (Indeed, this isomorphism is independent of
the choice of z.) In particular, if we choose n so that zn kills H, then we have a natural isomorphism
Ext1Aε
(
ε−nAε/Aε, H(K
sep)
) ∼−→ H(Ksep), and the natural inclusion ε−nAε/Aε →֒ ε−n−1Aε/Aε induces
an isomorphism Ext1Aε
(
ε−n−1Aε/Aε, H(K
sep)
) ∼−→ Ext1Aε(ε−nAε/Aε, H(Ksep)), which induces the
identity map on H(Ksep).
Recall that we have the following Galois-equivariant short exact sequence of Aε-modules
0 −→ H(Ksep) −→ G0(Ksep) −→ G1(Ksep) −→ 0 .
If zn kills H, then we have the following natural Galois-equivariant exact sequence via the Hom-Ext
long exact sequence (independent of the choice of z):
0 → HomAε
(
ε−nAε/Aε,H(K
sep)
) → HomAε(ε−nAε/Aε, G0(Ksep))
g−−→ HomAε
(
ε−nAε/Aε, G1(K
sep)
) → Ext1Aε(ε−nAε/Aε, H(Ksep)) → 0 . (7.4)
The right exactness follows from the fact that Ext1Aε
(
ε−nAε/Aε, Gi(K
sep)
)
= 0 by the analog of (7.3)
for Gi using that [z
n] : Gi(K
sep) → Gi(Ksep) is surjective as Gi is z-divisible. Now by taking the
projective limit of the sequence (7.4) as we increase n and observing that both the kernel and the
cokernel of g satisfy the Mittag-Leffler condition, we obtain
0 → HomAε
(
Qε/Aε,H(K
sep)
) → HomAε(Qε/Aε, G0(Ksep))
g−−→ HomAε
(
Qε/Aε, G1(K
sep)
) → H(Ksep) → 0 .
Since HomAε
(
Qε/Aε,H(K
sep)
)
= 0, we obtain the short exact sequence as in the statement.
It remains to explicitly describe the surjective map TεG1 → H(Ksep). Choosing n so that zn kills
H, the map, by construction, factors as follows:
TεG1 = HomAε
(
Qε/Aε, G1(K
sep)
)→ HomAε(ε−nAε/Aε, G1(Ksep))
→ Ext1Aε
(
ε−nAε/Aε, H(K
sep)
) ∼−→ H(Ksep),
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where the first arrow is the restriction map and the second arrow is the connecting homomorphism
in (7.4). Keeping in mind the description of Ext1Aε
(
ε−nAε/Aε,H(K
sep)
)
in (7.3), it is straightforward
that the description given in the statement matches with the connecting homomorphism of (7.4) given
by the snake’s lemma.
Remark 7.10. One can prove Lemma 7.9 by directly checking that the map TεG1 → H(Ksep) is
well defined and gives the desired short exact sequence. We instead appealed to the isomorphism
Ext1Aε
(
ε−nAε/Aε, H(K
sep)
) ∼−→ H(Ksep) for the sake of conceptual clarity.
In order to relate (7.2) with the exact sequence in Lemma 7.9, we need a little digression on (some
variant of) Pontryagin duality. Consider a short exact sequence of Aε-modules
0 −→ T0 −→ T1 −→ T −→ 0 ,
where T0 and T1 are finitely generated free Aε-modules, and T is of finite length. Then by applying
to it the long exact sequence for HomAε
(
• , Ω̂1Aε/Fε
)
, we get
0 −→ HomAε
(
T1, Ω̂
1
Aε/Fε
) −→ HomAε(T0, Ω̂1Aε/Fε) −→ Ext1Aε(T, Ω̂1Aε/Fε) −→ 0 , (7.5)
since HomAε
(
T, Ω̂1Aε/Fε
)
= 0 and Ext1Aε
(
Ti, Ω̂
1
Aε/Fε
)
= 0 for i = 0, 1 (as Ti are projective).
Now, consider the following exact sequence
0 −→ Ω̂1Aε/Fε −→ Ω̂1Aε/Fε ⊗Aε Qε −→ Ω̂1Aε/Fε ⊗Aε Qε/Aε −→ 0 .
Since Ω̂1Aε/Fε is a rank-1 free module over Aε, the last two terms are injective over Aε. Using that T
is torsion and Ω̂1Aε/Fε ⊗Aε Qε is torsion free, we get the following natural isomorphism
HomAε
(
T, Ω̂1Aε/Fε ⊗Aε Qε/Aε
)
∼−→ Ext1Aε
(
T, Ω̂1Aε/Fε
)
.
Combining this isomorphism with the exact sequence (7.5), we obtain the following exact sequence:
0 −→ HomAε
(
T1, Ω̂
1
Aε/Fε
) −→ HomAε(T0, Ω̂1Aε/Fε) −→ HomAε(T, Ω̂1Aε/Fε⊗AεQε/Aε) −→ 0 . (7.6)
We can make explicit the surjective map in (7.6) in a similar way as Lemma 7.9. Namely, we view
ξ : T0 → Ω̂1Aε/Fε as a map T1 → Ω̂1Aε/Fε ⊗Aε Qε (using the isomorphism T0 ⊗Aε Qε
∼−→ T1 ⊗Aε Qε),
and take ξ¯ : T = T1/T0 → Ω̂1Aε/Fε ⊗Aε Qε/Aε to be its reduction. Then the surjective map in (7.6) is
defined by ξ 7→ ξ¯.
Applying (7.6) to (7.2) and the exact sequence in Lemma 7.9, we obtain the following commutative
diagrams with exact columns:
0

0

0

0

TεG0
∼= //

HomAε
(
TˇεMˆ0, Ω̂
1
Aε/Fε
)

TˇεMˆ1
∼= //

HomAε
(
TεG1, Ω̂
1
Aε/Fε
)

TεG1
∼= //

HomAε
(
TˇεMˆ1, Ω̂
1
Aε/Fε
)

TˇεMˆ0
∼= //

HomAε
(
TεG0, Ω̂
1
Aε/Fε
)

H(Ksep)
∼=
(∗′)
//

HomAε
(
TˇεMˆ, Ω̂
1
Aε/Fε
⊗Aε Qε/Aε
)
;

TˇεMˆ
∼=
(∗)
//

HomAε
(
H(Ksep), Ω̂1Aε/Fε ⊗Aε Qε/Aε
)
;

0 0 0 0
(7.7)
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where the horizontal isomorphisms on the first two rows are defined in Proposition 4.8.
We now give an intrinsic description of the isomorphism (∗) and (∗′) in the above diagram, not
depending on the choice of the isogeny Mˆ1 → Mˆ0. Assume that H is killed by zn. Then we can
identify the Galois-equivariant A/εn-isomorphism
HomFε(A/ε
n,H(Ksep)) ∼−→ H(Ksep)),
defined by ξ¯ 7→ ξ¯(1). This isomorphism is compatible with increasing n with respect to the natural
projections A/εn+n
′ → A/εn.
Let us consider the following A/εn-linear isomorphism
Ω̂1Aε/Fε ⊗Aε ε−nAε/Aε ∼−→ HomFε(A/εn,Fε), ω 7→ (a 7→ Resε(a˜ω˜)),
where ω˜ ∈ ε−nΩ̂1Aε/Fε and a˜ ∈ Aε are some lifts of ω and a, respectively. Note that the residue Resε(a˜ω˜)
modulo εn only depends on a and ω. If we choose a uniformizing parameter z ∈ Aε, then this map can
be identified with the reduction of the isomorphism Ω̂1Aε/Fε
∼−→ HomFε(Qε/Aε,Fε) (introduced above
Proposition 4.8) via the isomorphism A/εn ∼−→ ε−nAε/Aε sending 1 to 1zn , and we can write down
the inverse map as λ 7→ dz ⊗ (∑ni=1 λ(zi−1)z−i).
Let us now state the following comparison result analogous to Proposition 4.8:
Proposition 7.11. We use the notation as above, and view Mˆ as HomR-groups,Fε-lin(H , Ga,R); cf.
Remark 7.6. Then the following Galois-equivariant pairing of Aε-modules
H(Ksep)× TˇεMˆ −→ Ω̂1Aε/Fε ⊗Aε Qε/Aε ,
(f,m) 7→ m ◦ f ∈ HomFε(A/εn,Fε) ∼= Ω̂1Aε/Fε ⊗Aε ε−nAε/Aε ⊂ Ω̂1Aε/Fε ⊗Aε Qε/Aε ;
is perfect; in other words, it induces the following Galois-equivariant Aε-linear isomorphisms:
H(Ksep) ∼−→ HomAε
(
TˇεMˆ, Ω̂
1
Aε/Fε⊗AεQε/Aε
)
and TˇεMˆ
∼−→ HomAε
(
H(Ksep), Ω̂1Aε/Fε⊗AεQε/Aε
)
.
Furthermore, if we choose an isogeny Mˆ1 → Mˆ0 whose cokernel is Mˆ , then the above isomorphism
coincides with the isomorphisms (∗) and (∗′) in the diagram (7.7).
If we choose a uniformizing parameter z ∈ Aε and identify Ω̂1Aε/Fε ∼= Aεdz, then the above pair-
ing non-canonically identifies H(Ksep) with the Pontryagin dual of TˇεMˆ as a torsion Gal(K
sep/K)-
representation.
Proof. By Lemma 7.5 we can find an isogeny of effective local shtukas Mˆ1 → Mˆ0 whose cokernel
is the given effective torsion local shtuka Mˆ . Therefore, it suffices to show that the pairing in the
statement induces the isomorphisms (∗) and (∗′) in the diagram (7.7). Now, since the surjective
vertical arrows in the diagram (7.7) are made completely explicit (cf. Lemma 7.9 and the discussion
below (7.6)), we can directly check the commutativity of (7.7) with horizontal maps given by the
pairings in Propositions 4.8 and 7.11.
Remark 7.12. As suggested in the proof of Proposition 7.11, one can easily show that Proposi-
tions 4.8 and 7.11 are equivalent. Indeed, it is possible to deduce Proposition 4.8 by directly proving
Proposition 7.11 and apply it to H = G[zn] for a z-divisible local Anderson module G over R.
Definition 7.13. Let ReptorsAε Gal(K
sep/K) denote the category of finite-length torsion Aε-modules
equipped with a discrete action of Gal(Ksep/K). Then for T ∈ ReptorsAε Gal(Ksep/K), a torsion local
shtuka model of T is a torsion local shtuka Mˆ over R equipped with a Gal(Ksep/K)-equivariant
isomorphism T ∼= TˇεMˆ .
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Contrary to the case of local shtukas over R, the functor Tˇε from the category of torsion local
shtukas over R to ReptorsAε Gal(K
sep/K) is not fully faithful. In particular, it is possible to have more
than one torsion local shtuka model for T ∈ ReptorsAε Gal(Ksep/K). For example, for any torsion local
shtuka Mˆ over R, the Galois action on TˇεMˆ trivializes after replacing R with some finite extension,
so as R gets more ramified we obtain more torsion local shtuka models of the trivial torsion Galois
module.
Example 7.14. In this example, we find more torsion local shtuka models of Aε/(z
n) with trivial
Gal(Ksep/K)-action. We consider the following torsion local shtuka for any d ∈ Z:
Mˆdn := (R[[z]]/(z
n), (z − ζ)d).
Using the notation from Example 4.10, it follows that TˇεMˆ
d
n ⊂ Ksep[[z]]/(zn) is an Aε/(zn)-lattice
generated by (ℓ+)
−d mod zn with the Galois action given by the character (χε)
−d mod zn. Moreover,
if e ∈ N is such that qˆe ≥ n and d = qˆe(qˆ − 1)d′ then we have (ℓ+)−d mod zn = ℓ−d0 = (−ζ)−qˆ
ed′ ∈
K[[z]]/(zn); in other words, (χε)
d ≡ 1 mod zn. Therefore, in this case Mˆdn defines a torsion local
shtuka model of the trivial Galois module Aε/(z
n) for any d ∈ Z. Note that all these are pairwise
non-isomorphic because (ℓ+)
−d mod zn is not a unit in R[[z]]/(zn).
Proposition 7.15. The full subcategory of ReptorsAε Gal(K
sep/K), consisting of torsion Galois rep-
resentations which admit an effective torsion local shtuka model with height 6 d, is stable under
subquotients, direct products, and twisted duality T 7→ T∨(d) := HomAε(T,Qε/Aε) ⊗ (χε)d, where χε
is defined in Example 4.10.
The proposition, especially the assertion about subquotients, is not obvious since Tˇε may not be
fully faithful. Recall that the analogous assertion for torsion representations of the Galois group of
a p-adic field which admit finite flat group scheme models over the valuation ring can be obtained
by working with the scheme-theoretic closure of the generic fiber. The following lemma provides an
analog of the scheme-theoretic closure, which is needed for the proof of Proposition 7.15.
Lemma 7.16. Let Mˆ be a torsion local shtuka over R, and consider a Gal(Ksep/K)-stable quotient
TˇεMˆ→ T ′. We define Mˆ ′ to be the image of the following map:
Mˆ →֒ Mˆ ⊗R[[z]] Ksep[[z]] ∼= TˇεMˆ ⊗Aε Ksep[[z]]→ T ′ ⊗Aε Ksep[[z]].
Then, τMˆ induces an isomorphism τMˆ ′ : σˆ
∗Mˆ ′[ 1z−ζ ]
∼−→ Mˆ ′[ 1z−ζ ], and Mˆ ′ := (Mˆ ′, τMˆ ′) is a tor-
sion local shtuka over R. If Mˆ is effective (respectively, effective with height 6 d), then so is Mˆ ′.
Furthermore, Mˆ ′ is the unique quotient of Mˆ such that T ′ = TˇεMˆ
′ as a quotient of TˇεMˆ .
Proof. Note that Mˆ ′ is flat over the discrete valuation ring R and finitely presented over the noetherian
ring R[[z]] because it is a submodule of T ′ ⊗Aε Ksep[[z]] and a quotient of Mˆ . The isomorphism τMˆ ′ is
obtained from the diagram
σˆ∗Mˆ [ 1z−ζ ]
// //
τMˆ ∼=

σˆ∗Mˆ ′[ 1z−ζ ]

 //
τMˆ ′ ∼=
✤
✤
✤
T ′ ⊗Aε Ksep[[z]]
Mˆ [ 1z−ζ ]
// // Mˆ ′[ 1z−ζ ]

 // T ′ ⊗Aε Ksep[[z]]
using that σˆ : R→ R is flat. The diagram also shows that Mˆ ′ is effective (respectively, effective with
height 6 d) if Mˆ is. Finally, the uniqueness of Mˆ ′ follows from Proposition 7.8.
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Remark 7.17. In the setting of Lemma 7.16, assume furthermore that Mˆ is effective. Then for a
Galois-stable quotient T ′ of TˇεMˆ , the associated Mˆ
′ is effective. So there is a unique Aε-submodule
scheme H ′K of the generic fiber of H := Drqˆ Mˆ
′ such that H ′K(K
sep) is the Pontryagin dual of T ′.
Then Drqˆ Mˆ
′ is the scheme-theoretic closure of H ′K in H, which can be seen from the uniqueness of
the scheme-theoretic closure.
Proof of Proposition 7.15. The claim on direct products is clear as Tˇε commutes with direct products.
Let Mˆ be an effective torsion local shtuka over R with height 6 d, and set T := TˇεMˆ . Lemma 7.16
shows that any Galois-stable quotient of T admits an effective torsion local shtuka model with height
6 d. Let T ′ ⊂ T be a Galois-stable Aε-submodule. Then by Lemma 7.16, there exists a quotient Mˆ ′′
of Mˆ corresponding to T/T ′. Then Proposition 7.8 implies that Mˆ ′ := ker(Mˆ→ Mˆ ′′) can naturally
be viewed as a torsion local shtuka model of T ′, which is effective and of height 6 d.
We construct a torsion local shtuka model of T∨(d) which is effective and of height 6 d. We first
define Mˆ∨ := (Mˆ∨, τMˆ∨) as follows:
Mˆ∨ := HomR[[z]](Mˆ ,R[[z]][
1
z ]/R[[z]]) , (7.8)
τMˆ∨ := (τ
−1
Mˆ
)∨ : σˆ∗Mˆ∨[ 1z−ζ ]
∼= (σˆ∗Mˆ)[ 1z−ζ ]∨ ∼−→ Mˆ∨[ 1z−ζ ] .
Note that if znMˆ = (0) then
HomR(M,R) ∼= HomR(M,R) ⊗R[[z]]/(zn) 1znR[[z]]/R[[z]]
∼ // Mˆ∨
h⊗ a ✤ // (m 7→ a · h(m)) .
So as an R-module it is flat and finitely generated over R. By [Eis95, Proposition 2.10] we have
Mˆ∨ ⊗R[[z]] Ksep[[z]] ∼= HomKsep[[z]]
(
Mˆ ⊗R[[z]] Ksep , Ksep[[z]][1z ]/Ksep[[z]]
)
∼= HomAε(TˇεMˆ,Qε/Aε)⊗Aε Ksep[[z]] ,
and hence TˇεMˆ
∨ ∼= HomAε(TˇεMˆ,Qε/Aε). Note that Mˆ∨ is not necessarily an effective torsion local
shtuka, but we can slightly modify to get
Mˆ∨,d := (Mˆ∨, (z − ζ)dτMˆ∨), (7.9)
which is effective and of height 6 d if the same holds for Mˆ . To see T∨(d) ∼= TˇεMˆ∨,d, note that
(ℓ+)
dTˇεMˆ
∨ = TˇεMˆ
∨,d inside Mˆ∨ ⊗R[[z]] Ksep[[z]], using the notation from Example 4.10.
Just as for finite flat group scheme models of torsion Galois representations of a p-adic field, there
exists a natural notion of partial ordering on (equivalence classes of) torsion local shtuka models.
Definition 7.18. We fix T ∈ ReptorsAε Gal(Ksep/K), and consider torsion local shtuka models Mˆ and
Mˆ ′ of T . We write Mˆ - Mˆ ′ if there exists a (necessarily unique) map Mˆ → Mˆ ′ which respects the
identification TˇεMˆ ∼= T ∼= TˇεMˆ ′. We say that Mˆ and Mˆ ′ are equivalent if Mˆ - Mˆ ′ and Mˆ % Mˆ ′; or
equivalently, if there exists a necessarily unique isomorphism Mˆ ∼= Mˆ ′ which respects the identification
TˇεMˆ ∼= T ∼= TˇεMˆ ′.
Lemma 7.19. For T ∈ ReptorsAε Gal(Ksep/K), we have the following:
(a) - defines a partial ordering on the set of equivalence classes of torsion local shtuka models of T .
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(b) In the set of equivalence classes of effective torsion local shtuka models of T with height 6 d, there
exist unique maximal and minimal elements with respect to the partial ordering -. Furthermore,
the formation of maximal and minimal effective torsion local shtuka models with height 6 d is
functorial in the sense that any Galois-equivariant morphism of torsion Galois representations
comes from a unique map of their maximal (respectively, minimal) effective torsion local shtuka
models with height 6 d.
(c) The set of equivalence classes of effective torsion local shtuka models of T with height 6 d is
finite.
Proof. For any torsion local shtuka models Mˆ and Mˆ ′ of T , the isomorphism TˇεMˆ ∼= T ∼= TˇεMˆ ′
enables us to identify the equivalence classes of Mˆ and Mˆ ′ as R[[z]]-submodules of T ⊗R[[z]] Ksep[[z]]
which are stable under 1⊗ σˆ. One can easily check that Mˆ + Mˆ ′ and Mˆ ∩ Mˆ ′ can naturally be viewed
as torsion local shtuka models of T , where τˆ is obtained by the restriction of 1⊗ σˆ. Namely, Mˆ+Mˆ ′ is
the torsion local shtuka from Lemma 7.16 associated with the quotient TεMˆ = TεMˆ
′ of Tε(Mˆ ⊕ Mˆ ′),
and Mˆ ∩Mˆ ′ is the kernel of Mˆ⊕Mˆ ′→ Mˆ+Mˆ ′. This shows that - is a partial ordering, i.e., part (a).
We next show that the set of equivalence classes of effective torsion local shtuka models of T admits
a unique maximal element (if the set is non-empty). For an effective torsion local shtuka model Mˆ of
T we consider
Drqˆ(Mˆ ) := Spec (SymR Mˆ)
/(
m⊗qˆ − τMˆ(σˆ∗Mˆm) : m ∈ Mˆ
)
;
as in Remark 7.6. If Mˆ ′ is another effective torsion local shtuka model of T with Mˆ - Mˆ ′, then there
exists a finite morphism Drqˆ(Mˆ
′) → Drqˆ(Mˆ) which is an isomorphism over SpecK. On the other
hand, the normalization X˜ of Drqˆ(Mˆ ) in its generic fiber is finite over Drqˆ(Mˆ) as the generic fiber is
e´tale over K by the Jacobi criterion or because Mˆ is e´tale over K. Indeed, the trace pairing
(ODrqˆ(Mˆ) ⊗R K)× (ODrqˆ(Mˆ ) ⊗R K)→ K
is perfect by e´taleness [EGA, IV4, Proposition 18.2.3(c)], so the dual of ODrqˆ(Mˆ) is finite over ODrqˆ(Mˆ)
and contains the normalisation of ODrqˆ(Mˆ). Thus the normalization is finite. This shows that the set
of equivalence class of effective torsion local shtuka models of T is bounded above with respect to -,
because every such is contained in the effective torsion local shtuka corresponding to X˜. On the other
hand, if Mˆ and Mˆ ′ are effective torsion local shtuka models of T , then so is the torsion local shtuka
model Mˆ + Mˆ ′. This shows the uniqueness of the maximal element.
Let us show there exists a unique minimal effective torsion local shtuka model with height 6 d up
to equivalence. Let Mˆ ′ be a torsion local shtuka model of T∨(d) maximal among those effective and
of height 6 d. Since Mˆ ′ 7→ (Mˆ ′)∨,d reverses the partial ordering by (7.8), it follows that (Mˆ ′)∨,d is
minimal among effective torsion local shtuka models of T with height 6 d.
For the functoriality claim on maximal and minimal objects, we may assume that Mˆ and Mˆ ′ are
maximal effective torsion local shtuka models of T = TˇεMˆ and T
′ = TˇεMˆ
′, respectively. (The case
of minimal objects is reduced to this since the functor (7.9) switches the maximal and the minimal
objects.) Let f : T → T ′ be a Gal(Ksep/K)-equivariant map. If f is surjective, then the image of Mˆ
under Mˆ →֒ T ⊗Aε Ksep[[z]] f⊗1−−→ T ′ ⊗Aε Ksep[[z]] is an effective local torsion shtuka model of T ′ with
height 6 d, so it is contained in Mˆ ′ by the maximality of Mˆ ′. If f is not surjective, then consider a
surjective map T ⊕T ′ f+ id−−−→ T ′. Let Mˆ ′′ denote a torsion local shtuka model of T ⊕T ′ maximal among
those effective and of height 6 d, then f + id induces a map Mˆ ′′ → Mˆ ′. By maximality of Mˆ ′′, there
is a map Mˆ ⊕ Mˆ ′ → Mˆ ′′, so we obtain
Mˆ
( id,0)−−−→ Mˆ ⊕ Mˆ ′ −→ Mˆ ′′ −→ Mˆ ′,
which induces f : T → T ′. This proves part (b).
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Let Mˆ+ and Mˆ− respectively denote the maximal and minimal effective torsion local shtuka models
of T with height 6 d. Since R is discretely valued, the quotient Mˆ+/Mˆ− is of finite length over R[[z]].
Since any equivalence class of effective torsion local shtuka models of T with height 6 d gives rise to
a unique R[[z]]-submodule of Mˆ+/Mˆ−, we obtain the desired finiteness claim (i.e., part (c)).
Lemma 7.20. Let T be a finitely generated free Aε-module equipped with a continuous action of
Gal(Ksep/K). Then the following are equivalent:
(a) There exists an effective local shtuka Mˆ with (z − ζ)dMˆ ⊂ τMˆ (σˆ∗Mˆ) ⊂ Mˆ such that T ∼= TˇεMˆ .
(b) For each positive integer n, there exists an effective torsion local shtuka Mˆn with height 6 d
(i.e., satisfying (z − ζ)dMˆn ⊂ τMˆn(σˆ∗Mˆn) ⊂ Mˆn) such that T/(zn) ∼= Tˇ (Mˆn).
Proof. It is clear that (a) implies (b), so let us assume (b). By choosing each Mˆn to be maximal among
effective torsion local shtuka models with height 6 d, we may assume that for each n there exists a (not
necessarily surjective) morphism Mˆn+1 → Mˆn that induces the natural projection T/(zn+1)→ T/(zn)
by Lemma 7.19(b). Set Mˆ ′ := lim←−n Mˆn, equipped with τMˆ ′ : σ
∗Mˆ ′[ 1z−ζ ]
∼−→ Mˆ ′[ 1z−ζ ] obtained as the
limit of {τMˆn}. Note that the projective system (Mˆn) satisfies the Mittag-Leffler condition, because
by Lemma 7.19(c) for each n the set of images Mˆn′ → Mˆn is finite. Therefore Mˆ ′/zMˆ ′ is a quotient
of Mˆn for n≫ 1, and since Mˆ ′ is z-adically separated and complete, it is finitely generated over R[[z]].
We next consider the following injective map
Mˆ ′ = lim←−
n
Mˆn → lim←−
n
(Mˆn ⊗R[[z]] Ksep[[z]]) ∼= lim←−
n
(T/znT ⊗R[[z]] Ksep[[z]]) ∼= T ⊗Aε Ksep[[z]],
where the non-trivial isomorphism is from Proposition 7.8. (The injectivity follows from the left
exactness of the projective limit.) In particular, Mˆ ′ is torsion-free. By Ksep[[z]]-linearly extending it,
we obtain a map
Mˆ ′ ⊗R[[z]] Ksep[[z]]→ T ⊗Aε Ksep[[z]], (7.10)
which is injective by torsion-freeness of Mˆ ′. We claim that this map is an isomorphism. Indeed, the
surjectivity follows since the image of Mˆ ′ in Mˆn ⊗R[[z]] Ksep[[z]] ∼= T/znT ⊗Aε Ksep[[z]] coincides with
the image of Mˆn′ for n
′ ≫ n by Lemma 7.19(c).
One can now apply Lemma 4.20 to (Mˆ ′, τMˆ ′) to obtain a local shtuka Mˆ
′′ := (Mˆ ′′, τMˆ ′′) with
Mˆ ′[ 1z−ζ ] = Mˆ
′′[ 1z−ζ ]. So we have (z − ζ)dMˆ ′′ ⊂ τMˆ ′′(σˆ∗Mˆ ′′) ⊂ Mˆ ′′. Furthermore, the isomorphism
(7.10) implies that VˇεMˆ
′′ ∼= T [1z ]. Then by Proposition 4.19, there exists a local shtuka Mˆ isogenous
to Mˆ ′′ with T = TˇεMˆ . Finally, the property (z − ζ)dMˆ ⊂ τMˆ(σˆ∗Mˆ) ⊂ Mˆ could be checked up to
isogeny, which concludes the proof.
Remark 7.21. Using the same notation in the proof of Lemma 7.20, one can also show that Mˆ = Mˆ ′′
by using the isomorphism (7.10) and suitably adapting the exact sequence (4.7).
We finish the section by discussing torsion local shtukas with coefficients. Let B be an Aε-algebra
with #B <∞, and set R[[z]]B := R[[z]]⊗Aε B. We define σˆ : R[[z]]B → R[[z]]B by B-linearly extending
σˆ : R[[z]]→ R[[z]].
Definition 7.22. A torsion local B-shtuka over R is a pair MˆB = (MˆB , τMˆB ) consisting of a finitely
generated free R[[z]]B-module MˆB , and an R[[z]]B-linear isomorphism τMˆB : σˆ
∗MˆB[
1
z−ζ ]
∼−→ MˆB [ 1z−ζ ].
We take the obvious notion of morphisms.
If B′ is a B-algebra with #B′ < ∞ and MˆB is a torsion local B-shtuka, then we define a torsion
local B′-shtuka MˆB⊗BB′ := (MˆB⊗BB′, τMˆB ⊗ idB′). We call MˆB⊗BB′ the scalar extension of MˆB
We may view a torsion local B-shtuka MˆB as a torsion local shtuka by forgetting the B-action.
We say that MˆB is effective (respectively, effective with height 6 d; respectively, e´tale) if it is so as a
torsion local shtuka. These properties are stable under scalar extensions.
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Lemma 7.23. (a) For any torsion local B-shtuka MˆB, TˇεMˆB is a finitely generated free B-module
of rank equal to rkR[[z]]B MˆB, where the B-action on TˇεMˆB is induced from the B-action on MˆB.
(b) For any B-algebra B′ with #B′ <∞, we have a natural Gal(Ksep/K)-equivariant isomorphism
Tˇε(MˆB ⊗B B′) ∼= (TˇεMˆB)⊗B B′.
Proof. Both claims are straightforward from the isomorphism (7.1).
Let Mˆ = (Mˆ, τMˆ ) be a torsion local shtuka equipped with a B-action that commutes with τMˆ ,
and assume that TˇεMˆ is free over B. Note that it does not necessarily follow that Mˆ is a torsion
local B-shtuka; indeed, if B is non-reduced then one can create an example where Mˆ is not free over
R[[z]] ⊗Aε B by the same approach as in [Kim11, Remark 1.6.3]. On the other hand, we have the
following lemma:
Lemma 7.24. Let F be a finite extension of Fε. Then any local shtuka Mˆ equipped with an F-action
is a torsion local F-shtuka; i.e., the underlying module Mˆ is free over R[[z]]F.
Proof. Since the assertion can be checked after increasing the residue field of R, we may assume that
R contains F. Since z = 0 in F we have R[[z]]F
∼= R ⊗Fε F ∼=
∏[F:Fε]−1
i=0 R
(i) where R(i) is R viewed
as an F-algebra via σˆi : F → R. Likewise, we obtain the isotypic decomposition Mˆ = ∏i Mˆ (i) for
any local shtuka Mˆ = (Mˆ, τMˆ ) with F-action. Since Mˆ is ζ-torsion free, each factor Mˆ
(i) is free over
R(i). It remains to show that the R(i)-rank of Mˆ (i) is constant, which follows since τMˆ restricts to an
isomorphism σˆ∗Mˆ (i−1)[ 1z−ζ ]
∼−→ Mˆ (i)[ 1z−ζ ] for any 1 6 i 6 [F : Fε]− 1.
8 Deformation theory of Galois representations
Mazur [Maz89] has introduced the notion of Galois deformation rings (both for number fields and
p-adic local fields), as an attempt to see the counterpart on the Galois representation side of p-adic
deformations of modular forms; cf. Hida theory. Since Wiles’s proof of Fermat’s last theorem, which
opened up its application to modularity of Galois representations, Galois deformation theory has
become an indispensable technical tool in number theory.
Among the important actors in modularity lifting theorems are p-adic local deformation rings with
a certain condition in terms of Fontaine’s theory, such as flat deformation rings, crystalline deformation
rings and potentially semi-stable deformation rings. In the second author’s thesis (cf. [Kim11, §4]),
it was shown that there exists an equi-characteristic analog of flat deformation rings (or crystalline
deformation rings) by working with torsion local shtukas and Hodge-Pink theory instead of finite flat
group schemes and Fontaine’s theory. The existence of such equi-characteristic deformation rings is
quite surprising because without imposing any deformation condition, the deformation functor would
have infinite-dimensional tangent space; cf. Remark 8.2. Indeed, the main result we obtain is the
finiteness of the tangent space when we impose a suitable deformation condition in terms of torsion
local shtuka models.
In this section, we indicate the main idea for the existence of the equi-characteristic deformation
rings, and list some of their properties, such as smoothness and dimension, which are analogous to
Kisin’s study of flat deformation rings; cf. [Kis09a].
Throughout this section, we assume that K is a finite extension of Qε. We fix a finite extension F
of Fε and a continuous homomorphism
ρ¯ : Gal(Ksep/K)→ GLr(F).
Let ArtF[[z]] denote the category of Artinian local F[[z]]-algebras with residue field F.
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Definition 8.1. For B ∈ ArtF[[z]], a framed deformation of ρ¯ over B is a continuous homomorphism
ρB : Gal(K
sep/K) → GLr(B) which reduces to ρ¯ modulo the maximal ideal mB of B. For any
morphism B → B′ in ArtF[[z]], we define the scalar extension ρB′ of a framed deformation ρB to be
the composite
ρB′ : Gal(K
sep/K)
ρB−−→ GLr(B)→ GLr(B′).
Let Dρ¯ denote the set-valued functor on ArtF[[z]], where Dρ¯ (B) is the set of framed deformations of ρ¯
over B, and for any morphism B → B′ in ArtF[[z]] the map Dρ¯ (B)→ Dρ¯ (B′) is defined by the scalar
extension ρB 7→ ρB′ .
A deformation of ρ¯ over B is an equivalence class of framed deformations of ρ¯ over B, where two
framed deformations ρB and ρ
′
B are equivalent if and only if there exists g ∈ ker(GLr(B)→ GLr(F))
which conjugates ρB to ρ
′
B. Let Dρ¯ denote a set-valued functor on ArtF[[z]], where Dρ¯(B) is the set of
deformations of ρ¯ over B.
Remark 8.2. If K is replaced by a finite extension of Qp, then it is a well-known result of Mazur
that Dρ¯ is pro-representable by a complete local noetherian ring (and Dρ¯ is pro-representable under
some restriction on ρ¯). For equi-characteristic K, on the other hand, these functors cannot be pro-
represented by a complete local noetherian ring because the reduced tangent spaces Dρ¯(F[u]/(u2)) and
Dρ¯ (F[u]/(u
2)) are infinite-dimensional. Indeed, we have Dρ¯(F[u]/(u2)) ∼= H1(K, ρ¯ ⊗ ρ¯∨) by [Maz89,
p. 391], and the Galois cohomology group is infinite-dimensional over F, because if 1 : Gal(Ksep/K)→
GL1(F) is the trivial representation H1(K, 1) ∼= Hom(Gal(Ksep/K),F) is infinite-dimensional (by
Artin-Schreier theory; see [NSW08, §VI.1]) and it maps to H1(K, ρ¯ ⊗ ρ¯∨) with finite dimensional
kernel, by the following long exact sequence
H0(K, ρ¯⊗ ρ¯∨/1) −→ H1(K, 1) −→ H1(K, ρ¯⊗ ρ¯∨) .
Definition 8.3. Let d be a non-negative integer. We define a subfunctor D,6dρ¯ of D

ρ¯ so that for
ρB ∈ Dρ¯ (B), we have ρB ∈ D,6dρ¯ (B) if and only if ρB admits an effective torsion local shtuka model
with height 6 d as a torsion Aε[Gal(K
sep/K)]-module; in other words, there exist a torsion local
shtuka Mˆ satisfying (z − ζ)dMˆ ⊂ τMˆ (σˆ∗Mˆ) ⊂ Mˆ , equipped with an Aε-linear Galois-equivariant
isomorphism ρB ∼= TˇεMˆ . Since the condition defining the subfunctor D,6dρ¯ ⊂ Dρ¯ only depends on the
equivalence classes of framed deformations (i.e., deformations), we may similarly define a subfunctor
D6dρ¯ of Dρ¯.
Theorem 8.4 (cf. [Kim11, Theorem 4.2.1]). Let K be a finite extension of Qε. Then the framed defor-
mation functor D,6dρ¯ is pro-representable by a complete local noetherian F[[z]]-algebra R
,6d
ρ¯ , and there
exists a complete local noetherian F[[z]]-algebra R6dρ¯ which is a pro-representable hull of the deformation
functor D6dρ¯ in the sense of Schlessinger [Sch68, Definition 2.7]. If we have EndGal(Ksep/K)(ρ¯) = F,
then D6dρ¯ is pro-representable by R
6d
ρ¯ .
Proof. The statement is an equi-characteristic analog of [Kim11, Theorem 1.3], and the proof can be
easily adapted by working with torsion local shtukas instead of torsion ϕ-modules over S. Let us
sketch the main ideas.
Let F be a set-valued functor on ArtF[[z]] such that F (F) is a singleton. By Schlessinger’s theo-
rem [Sch68, Theorem 2.11], the following conditions are equivalent to pro-representability of F by a
complete local noetherian F[[z]]-algebra:
(H1) For any surjective map B′→ B with length-1 kernel and a map B′′ → B in ArtF[[z]], the natural
map h : F (B′ ×B B′′)→ F (B′)×F (B) F (B′′) is surjective.
(H2) In the setting of (H1), h is bijective if B = F and B′ = F[u]/(u2). (This implies that
F (F[u]/(u2)) is an F-vector space; cf. [Sch68, Lemma 2.10].)
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(H3) Under (H2), the F-vector space F (F[u]/(u2)) is finite-dimensional.
(H4) For any surjective map B′→ B with length-1 kernel, the natural map h : F (B′ ×B B′) →
F (B′)×F (B) F (B′) is bijective.
Furthermore, the existence of a pro-representable hull of F is equivalent to the conditions (H1)–(H3).
The proof of the pro-representability result in [Maz89, §1.2] actually shows that Dρ¯ and Dρ¯ satisfy
(H1) and (H2), and (H4) is satisfied by Dρ¯ for any ρ¯ and by Dρ¯ if EndGal(Ksep/K)(ρ¯) = F. Since
the condition defining the sub-functors D,6dρ¯ and D
6d
ρ¯ is stable under finite direct products and
subquotients (by Proposition 7.15), one can check without difficulty that D,6dρ¯ (respectively, D
6d
ρ¯ )
satisfies (H1), (H2), or (H4) if and only if the same holds for Dρ¯ (respectively, for Dρ¯).
It remains to verify (H3) for D,6dρ¯ and D
6d
ρ¯ , which is the key step. Indeed, it suffices to show
that D6dρ¯ (F[u]/(u
2)) is a finite set, since D6dρ¯ (F[u]/(u
2)) is the quotient of D,6dρ¯ (F[u]/(u
2)) by the
natural action of ĜLr(F[u]/(u2)) := ker
[
GLr(F[u]/(u2))→ GLr(F)
]
; cf. the definition of deformations
as equivalence classes of framed deformations in Definition 8.1. The finiteness of D6dρ¯ (F[u]/(u
2)) can
be obtained by repeating the argument in [Kim11, §1.6]. The main ideas behind the argument can be
described roughly as follows:
(a) Any ρ ∈ D6dρ¯ (F[u]/(u2)) admits an effective torsion local shtuka model Mˆ with height 6 d with
an action of F[u]/(u2), which induces the correct scalar action on ρ; indeed, viewing ρ as a
torsion Aε[Gal(K
sep/K)]-module, the maximal torsion local shtuka model Mˆ+ of ρ with height
6 d (cf. Lemma 7.19) inherits the action of F[u]/(u2) by Lemma 7.19(b).
(b) Considering only the F-action on Mˆ , it follows that Mˆ is a torsion local F-shtuka by Lemma 7.24.
Then by the F[u]/(u2) action, Mˆ fits in the following short exact sequence of torsion local F-
shtukas:
0→ Mˆ1 → Mˆ → Mˆ 0 → 0,
where Mˆ0 and Mˆ1 are effective torsion local F-shtuka models of ρ¯ with height 6 d, and there
exists an F-linear map u : Mˆ0 → Mˆ1 of torsion local shtuka models of ρ¯ (induced by the action
of u).
(c) By Lemma 7.19, there are only finitely many choices of Mˆ0 and Mˆ1. (Recall that K is discretely
valued.) Therefore, it suffices to show that for any fixed Mˆ 0 and Mˆ 1 as above there exist only
finitely many extensions of Mˆ0 by Mˆ1 as effective torsion local F-shtukas with height 6 d. This
finiteness assertion can be read off from [Kim11, §1.6.9ff ]. Note that the argument uses the
finiteness of the residue field k of K as the extensions naturally form a k-vector space.
This concludes the proof.
Remark 8.5. One can define a notion of “ε-torsion A-motives” with good reduction at ε (over certain
open subschemes U of a finite cover of the curve C from 1.1) in an analogous way to torsion local
shtukas over R. It is possible to formulate a global deformation problem (with the height condition
at ε analogous to D6dρ¯ ) and prove a suitable global analog of Theorem 8.4.
For what follows, let us assume that EndGal(Ksep/K)(ρ¯) = F so that R
6d
ρ¯ pro-represents D
6d
ρ¯ .
Since R6dρ¯ is a complete local noetherian F[[z]]-algebra, it is possible to associate to it a rigid analytic
variety (Spf R6dρ¯ )
rig over F((z)), where ( . )rig denotes the rigid analytic generic fiber. Keeping the
analogy between p-adic crystalline representations and equi-characteristic crystalline representations,
(Spf R6dρ¯ )
rig can be viewed as an equi-characteristic analog of a p-adic crystalline deformation space.
Now we are going to prove some properties of equi-characteristic crystalline deformation spaces (such
as smoothness and the dimension formula), which will strengthen the analogy with p-adic crystalline
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deformation spaces. If D6dρ¯ is not pro-representable, then we can work with the framed deformation
ring R,6dρ¯ instead of R
6d
ρ¯ .
Let ρ6d : Gal(Ksep/K) → GLr(R6dρ¯ ) denote (a representative of) the universal deformation (ob-
tained by taking the limit of the deformations over Artinian quotients of R6dρ¯ ). Then given a finite-
dimensional F((z))-algebra B and a continuous F[[z]]-homomorphism fB : R
6d
ρ¯ → B, we obtain
f∗B(ρ
6d) : Gal(Ksep/K)
ρ6d−−→ GLr(R6dρ¯ ) fB−−→ GLr(B).
Let E be a finite extension of F((z)) with valuation ring OE , and fix a continuous F[[z]]-morphism
fE : R
6d
ρ¯ → E. We set ρE := f∗E(ρ6d). Since fE factors through OE by compactness, ρE comes
equipped with a distinguished Galois-stable OE-lattice.
Lemma 8.6. Let B be an Artinian local F((z))-algebra with residue field E, and let fB : R
6d
ρ¯ → B be
a continuous F[[z]]-homomorphism. Then there exists an effective local shtuka Mˆ with (z − ζ)dMˆ ⊂
τMˆ (σˆ
∗Mˆ) ⊂ Mˆ , with a Qε[Gal(Ksep/K)]-isomorphism f∗B(ρ6d) ∼= VˇεMˆ .
Conversely, let ρB : Gal(K
sep/K) → GLr(B) be a lift of ρE such that for some effective local
shtuka Mˆ with (z− ζ)dMˆ ⊂ τMˆ (σˆ∗Mˆ) ⊂ Mˆ , there exists a Qε[Gal(Ksep/K)]-isomorphism ρB ∼= VˇεMˆ .
Then there exists a unique continuous F[[z]]-homomorphism fB : R
6d
ρ¯ → B lifting fE, such that there
exists an isomorphism ρB ∼= f∗B(ρ6d) which reduces to the identity map on ρE.
Proof. For the first claim, observe that by the usual compactness argument one can find an F[[z]]-
subalgebra B0 ⊂ B, finitely generated as an F[[z]]-module, such that B0[1z ] = B and fB factors
through B0. By construction, f
∗
B(ρ
6d) has a distinguished Galois-stable B0-lattice, whose Artinian
quotients admit effective torsion local shtuka models with height 6 d. We now obtain the first claim
by applying Lemma 7.20.
For the converse, let B◦ ⊂ B denote the preimage of OE . Since ρE factors through GLr(OE), it
follows that ρB factors through GLr(B
◦). Since B◦ is a directed union of F[[z]]-sub-algebras of B which
are finitely generated as F[[z]]-modules, the usual compactness argument shows that there exists an
F[[z]]-subalgebra B0 ⊂ B, finitely generated as a F[[z]]-module, such that B0[1z ] = B and ρB is factored
by ρB0 : Gal(K
sep/K)→ GLr(B0).
Now viewing ρB as a Galois representation over Qε isomorphic to VˇεMˆ , its B0-lattice ρB0 yields
an Aε-lattice T
′ ⊂ VˇεMˆ . By Proposition 4.19 and Lemma 2.5 there exists an effective local shtuka Mˆ ′
isogenous to Mˆ with (z − ζ)dMˆ ′ ⊂ τMˆ ′(σˆ∗Mˆ ′) ⊂ Mˆ ′ with an isomorphism ρB0 ∼= TˇεMˆ ′. By applying
the universal property of R6dρ¯ to the mod z
n reduction of ρB0 for each n, we obtain a continuous
F[[z]]-morphism fB0 : R
6d
ρ¯ → B0 giving rise to ρB0 . By composing fB0 with the natural inclusion
B0 →֒ B, we obtain the desired fB.
Let us make a digression to the z-isocrystal with Hodge-Pink structure associated to an equi-
characteristic crystalline representation “with coefficients in B”. Let B be a finite-dimensional Qε-
algebra, and let ρB ∈ RepB Gal(Ksep/K) be a representation which is equi-characteristic crystalline if
viewed as a Galois representation over Qε, that is ρB ∼= VˇεMˆ as Qε[Gal(Ksep/K)]-modules for a local
shtuka Mˆ over R. By full faithfulness of Vˇε (Theorem 4.17), there exists a local shtuka Mˆ := (Mˆ, τMˆ ),
unique up to quasi-isogeny, such that B acts on Mˆ by quasi-morphism and we have a B[Gal(Ksep/K)]-
isomorphism ρB ∼= VˇεMˆ .
Lemma 8.7. In the above setting, Mˆ [1z ] is free over R[[z]]B := R[[z]]⊗Aε B with rank equal to rkB ρB.
Proof. One can repeat the proof of [Kis08, Proposition 1.6.1] via Fitting ideals, with S and E(u)
replaced with R[[z]] and z − ζ.
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Corollary 8.8. Let ρB and Mˆ be as above. We define H(ρB) := H(Mˆ) := (D, τD, qD), where we
give the unique rigidification to Mˆ ; cf. Lemma 5.8. Then the admissible z-isocrystal with Hodge-Pink
structure H(ρB) enjoys the following additional properties:
(a) D is free over k((z))B := k((z)) ⊗Qε B and τD is B-linear.
(b) qD ⊂ D⊗k((z))K((z−ζ)) is a finitely generated free submodule over K[[z−ζ]]B := K[[z−ζ]]⊗QεB.
Proof. This corollary follows directly from Lemma 8.7 and the construction of D and qD; cf. (5.6).
Assume that EndGal(Ksep/K)(ρ¯) = F, and fix fE : R
6d
ρ¯ → E for some finite extension E of F((z)).
Set ρE := f
∗
E(ρ
6d) and H(ρE) := (DE , τDE , qDE ), and write
H(ρE)⊗H(ρE)∨ =
(
Ad(DE), τAd(DE), qAd(DE)
)
,
with pAd(DE) denoting the tautological lattice; cf. Definition 5.2. Identifying Ad(DE)⊗K[[z]]EK((z−ζ))E
with EndK((z−ζ))E
(
DE ⊗K((z))E K((z − ζ))E
)
we can describe pAd(DE) and qAd(DE) as follows:
pAd(DE) = EndK[[z−ζ]]E
(
pDE ) and qAd(DE) = EndK[[z−ζ]]E
(
qDE
)
;
in other words, as a K[[z− ζ]]E-lattice of EndK((z−ζ))E
(
DE⊗K((z))E K((z− ζ))E
)
, pAd(DE) (respectively,
qAd(DE)) consists of endomorphisms preserving pDE (respectively, qDE ).
Theorem 8.9. In the above setting, the completion of R6dρ¯ ⊗F((z))E with respect to the kernel of fE⊗1
is isomorphic to a formal power series ring over E of dimension
1 + dimE
pAd(DE)
pAd(DE) ∩ qAd(DE)
(This is a finite number since K is a finite extension of Qε.) In particular, (Spf R
6d
ρ¯ )
rig is a smooth
rigid analytic variety over F((z)).
Remark 8.10. If we do not assume that EndGal(Ksep/K)(ρ¯) = F, one can still show that (Spf R
,6d
ρ¯ )
rig
is a smooth rigid analytic variety over F((z)), and its dimension at an E-point fE : R
,6d
ρ¯ → E is
r2 + dimE
pAd(DE)
pAd(DE) ∩ qAd(DE)
,
with the obvious notation, where r = dimF ρ¯ = dimE ρE . This formula is compatible with The-
orem 8.9 if EndGal(Ksep/K)(ρ¯) = F, since the natural morphism Spf R
,6d
ρ¯ → Spf R6dρ¯ is formally
smooth of relative dimension r2 − 1. (In fact, formal smoothness is clear, and to obtain the relative
dimension it suffices to look at the tangent spaces. Since we have EndGal(Ksep/K)(ρ¯) = F, the sta-
bilizer of the natural ĜLr(F[u]/(u2))-action on D
,6d
ρ¯ (F[u]/(u
2)) is the subgroup of scalar matrices
Ĝm(F[u]/(u2)), which shows that D
,6d
ρ¯ (F[u]/(u
2)) is a P̂GLr(F[u]/(u2))-torsor over D
6d
ρ¯ (F[u]/(u
2)).
Since P̂GLr(F[u]/(u2)) ∼= pglr(F), where the latter is an (r2−1)-dimensional F-vector space, we obtain
the desired numerology.)
This result should be thought of as an equi-characteristic analog of the formal smoothness and
the dimension formula for the (rigid analytic) generic fibers of crystalline deformation rings; cf. the
case with N = 0 of [Kis08, §3]. Note also that in the dimension formula, we have terms involving
the Hodge-Pink structure associated to ρE instead of the Hodge-Pink filtration, which supports that
the Hodge-Pink structure is the right equi-characteristic analog of the Hodge filtration associated to
a p-adic crystalline representation. (Compare with [Kis08, Theorems 3.3.4, 3.3.8].)
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Example 8.11. Assume that F = Fε so that R[[z]]F = R. Consider a local shtuka Mˆ where Mˆ = R[[z]]
2
and τMˆ is given by the matrix
(
1 1
0 (z−ζ)d
)
. Then the isomorphism δMˆ from Lemma 5.8 equals
(
1 g
0 ℓ−d
−
)
for some g ∈ R[[z, z−1}[ℓ−1
−
] and so qD = pD + (z − ζ)−d
(
σˆ(g)−1
σˆ(ℓ−)−d
)
K[[z − ζ]]. One can check that
ρ¯ := TˇεMˆ ⊗Aε Fε is a non-split extension of (χε)−d mod z by the trivial character. Therefore, we have
EndGal(Ksep/K)(ρ¯) = F if and only if qˆ − 1 does not divide d, which we assume; cf. Example 7.14.
Clearly, TˇεMˆ defines an Aε-point f : R
6d
ρ¯ → Aε. By Theorem 8.9, this implies that the dimension
of (Spf R6dρ¯ )
rig at f is given by
1 + dimQε
(
K[[z − ζ]]/(z − ζ)d
)
= 1 + d · [K : Qε],
because EndK[[z−ζ]](pD) = K[[z − ζ]]2×2 and EndK[[z−ζ]](pD) ∩ EndK[[z−ζ]](qD) ={ (
a b
c d
) ∈ K[[z − ζ]]2×2 : b ≡ c(σˆ(g) − 1)2σˆ(ℓ−)2d + (d− a)(σˆ(g) − 1)σˆ(ℓ−)d mod (z − ζ)d }.
Let us begin the proof of Theorem 8.9. Let B be an Artinian local E-algebra with residue field E,
and let I ⊂ B be an ideal annihilated by the maximal ideal of B. We fix a lift fB/I : R6dρ¯ → B/I of
fE, and set ρB/I := f
∗
B/I(ρ
6d).
In order to study a lift of fB/I to a B-point, we introduce the following complex concentrated in
degrees 0 and 1:
C•(ρE) :=
[
Ad(DE)
(τDE−1,incl)−−−−−−−−→ Ad(DE)⊕
pAd(DE)
pAd(DE) ∩ qAd(DE)
]
. (8.1)
Let H0(ρE) and H1(ρE) respectively denote the 0th and the 1st cohomology of C•(ρE). Clearly,
H0(ρE) is naturally isomorphic to the E-vector space of E-linear endomorphisms of H(ρE), which is
isomorphic to EndGal(Ksep/K)(ρE) by full faithfulness results (Theorem 4.17, Proposition 5.12).
Lemma 8.12. The set of maps fB : R
6d
ρ¯ → B lifting fB/I is a principal homogeneous space under
H1(ρE)⊗E I; in particular, there exists a lift fB of fB/I .
Proof. By filtering I if necessary, it suffices to show the lemma when I is 1-dimensional as an E-vector
space, which we assume from now on. Let u ∈ I denote a principal generator.
Let us first show the existence of a lift fB. Write H(ρB/I) = (D, τD, q). Since D is free over
k((z))B/I by Corollary 8.8, we pick a free k((z))B-module D that lifts D and lift τD arbitrarily to τD.
Note that (D, τD) is a z-isocrystal. Since q is free over K[[z − ζ]]B/I by Corollary 8.8, we choose a
free K[[z − ζ]]B-module q lifting q and an injective map q →֒ (z − ζ)−dp lifting the natural inclusion
q →֒ (z − ζ)−dp. (Here, p and p respectively denote the tautological lattices for D and D.) We set
D := (D, τD, q).
Let us first show that D is admissible. Indeed, choosing an E-basis u ∈ I, we have an isomorphism
H(ρE) ∼−→ D ⊗B I (with the obvious notation), so we have the following short exact sequence of
z-isocrystals with Hodge-Pink structure:
0→ H(ρE)→ D → H(ρB/I)→ 0.
Now, one can show that any extension of admissible z-isocrystals with Hodge-Pink structure is again
admissible, using the characterization of admissibility in terms of the associated σˆ-bundle F(D) (The-
orem 6.10(a)) and the classification of σˆ-bundles (Theorem 6.7(a)).
Let Mˆ denote a local shtuka with H(Mˆ) ∼= D, which exists by admissibility. By construction, all
the Hodge-Pink weights of Mˆ are between 0 and d, so Mˆ is effective with (z−ζ)dMˆ ⊂ τMˆ (σˆ∗Mˆ) ⊂ Mˆ .
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By full faithfulness (cf. Lemma 5.8 and Proposition 5.12), B acts on Mˆ by quasi-morphism, so Vˇε(Mˆ )
has a natural B-action commuting with the Galois action. On the other hand, Vˇε(Mˆ) is a free B-
module lifting ρB/I by comparing the E-dimension and the minimal number of generators obtained
by the Nakayama lemma. By Lemma 8.6 it follows that Vˇε(Mˆ) defines a B-point of R
6d
ρ¯ lifting fB/I .
Let us now show that the set of fB lifting fB/I is a principal homogeneous space under H1(ρE) ∼=
H1(ρE) ⊗E I. Let D be as above. Given γ ∈ Ad(DE) ∼= Endk((z))E(DE) and δ ∈ pAd(DE) ∼=
EndK[[z−ζ]]E(pDE ), we obtain another z-isocrystal with Hodge-Pink structure as follows:
D(γ,δ) := (D, (1 + uγ)τD, (1 + uδ)q).
By repeating the previous argument for D(γ,δ) instead of D, it follows that D(γ,δ) defines a B-lift of
fB/I , thus we obtain an E-linear transitive action of Ad(DE)⊕ pAd(DE) on the set of B-lifts of fB/I .
(Transitivity follows from Corollary 8.8.) One can easily check that D(γ,δ) and D(γ′,δ′) define the same
B-lift of fB/I if and only if (γ, δ) and (γ
′, δ′) define the same class in H1(ρE). This shows the desired
claim.
Proof of Theorem 8.9. Lemma 8.12 shows that the completion of R6dρ¯ ⊗F[[z]] E at the maximal ideal
corresponding to fE is a formal power series ring of dimension equal to dimE H1(ρE). It remains to
compute dimE H1(ρE). Note that
dimEH0(ρE)− dimEH1(ρE) = dimE Ad(DE)−
(
dimE Ad(DE) + dimE
pAd(DE)
pAd(DE) ∩ qAd(DE)
)
,
and H0(ρE) ∼= EndGal(Ksep/K)(ρE) is 1-dimensional since EndGal(Ksep/K)(ρF) ∼= F. This shows that
dimEH1(ρE) has the expected dimension.
By construction of rigid analytic generic fibers (cf. [dJ95, §7.1]), (Spf R6dρ¯ )
rig is the direct union
of affinoid rigid analytic spaces SpBn, where Bn is the completion of R
6d
ρ¯ ⊗F[[z]] F((z)) with respect to
the norm such that R6dρ¯ [
mn
z ] is the set of norm 6 1 elements in R
6d
ρ¯ ⊗F[[z]] F((z)). Since {SpBn} is an
admissible covering of (Spf R6dρ¯ )
rig, it remains to show that each Bn is a topologically smooth affinoid
algebra over F((z)). Since Bn is Jacobson [BGR84, §5.2.6, Theorem 3] and all ideals of Bn are closed
[BGR84, §5.2.7, Corollary 2], it suffices to show that the completion of Bn at any closed maximal ideal
(i.e., classical points of SpBn) is geometrically regular. (Note that the invertibility of Jacobian can
be captured by the completions at a dense set of prime ideals.)
By [dJ95, Lemma 7.1.9], any (closed) maximal ideal of Bn restricts to a maximal ideal of R
6d
ρ¯ ⊗F[[z]]
F((z)), and the completion of Bn at a maximal ideal is isomorphic to the completion of R
6d
ρ¯ ⊗F[[z]]F((z))
at the corresponding maximal ideal. Since Lemma 8.12 shows that the local ring of R6dρ¯ ⊗F[[z]] F((z))
at any maximal ideal is geometrically regular, we obtain the desired smoothness claim.
We end the section with discussing the equi-characteristic analog of moduli of finite flat group
schemes [Kis09a]. We first need the following definition:
Definition 8.13. Let B be an Aε-algebra with #B < ∞ (not a finite Qε-algebra), and let TB be a
finitely generated free B-module equipped with a discrete action of Gal(Ksep/K). Then a torsion local
B-shtuka model of TB is a torsion local B-shtuka MˆB equipped with a B[Gal(K
sep/K)]-isomorphism
TB ∼= TˇεMˆB .
We take the obvious notion of equivalence for torsion local B-shtuka models of TB. We can
understand an equivalence class of torsion local B-shtuka models of TB as a certain R[[z]]B-lattice of
TB⊗AεKsep[[z]] stable under 1⊗ σˆ and invariant under the Galois action, using the isomorphism (4.1).
Theorem 8.14 ([Kim11, Proposition 4.3.1]). We fix ρ¯ : Gal(Ksep/K) → GLd(F), and for simplicity
we assume that EndGal(Ksep/K)(ρ¯) ∼= F. Then there exists a projective scheme GR6dρ¯ over SpecR6dρ¯
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with the following property. For any local R6dρ¯ -algebra B with #B < ∞, HomR6dρ¯ (SpecB,GR
6d
ρ¯ ) is
functorially bijective with the set of equivalence classes of torsion local B-shtuka models of ρ6d⊗
R6dρ¯
B
which are effective and of height 6 d.
Proof. Indeed, GR6dρ¯ can be represented by a closed subscheme of a certain affine Grassmannian for
GLr, following the same idea as Kisin’s construction of moduli of finite flat group schemes; cf. [Kis09a,
Proposition 2.1.10].
Remark 8.15. In the p-adic setting, Kisin’s construction of moduli of finite flat group schemes over
flat deformation rings was “globalized” by Pappas and Rapoport; cf. [PR09]. Namely, the mod p local
Galois representation ρ¯ is allowed to vary in the moduli space constructed by Pappas and Rapoport,
and we recover moduli of finite flat group schemes by “fixing ρ¯”. Such “coefficient spaces” (which can
be thought of as fixing a base of p-divisible groups and varying coefficients) bear somewhat striking
similarities with moduli spaces of p-divisible groups (with fixed coefficients Zp and varying its base),
commonly known as Rapoport-Zink spaces. For example, there exists a natural “period-morphisms”
[PR09, §5] on the rigid analytic generic fiber of a Pappas-Rapoport coefficient space whose image was
computed by Hellmann and the first author; see [Hel13, Theorem 7.8] and [HH13, Corollary 6.12].
By repeating the construction in [PR09] or [HH13] by working with Aε instead of Zp, one can obtain
an equi-characteristic analog of Pappas-Rapoport coefficient spaces, which can roughly be thought of
as the moduli space of local shtukas with fixed base R and varying coefficients. Such equi-characteristic
coefficient spaces could be interesting objects to study; for example, one can ask about a description
of the image of the rigid analytic period morphism, analogous to [Hel13, HH13].
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