We consider the multiplicity of positive solutions (PSs) for a coupled system involving nonlinear impulsive fractional differential equations with parameters. By employing the classical Guo-Krasnosel'skii fixed point theorem, some sufficient criteria for the existence of multiple PSs in terms of different values of parameters are derived. As an application, an example is given to illustrate the theoretical results.
Introduction
The fractional calculus is an extension of the traditional integer calculus, which has the properties of an infinity memory and is hereditary. In recent decades, fractional calculus has aroused much attention and has been extensively applied to establish mathematical models in the fields of signals, viscoelastic theory, fluid dynamics, computer networking, electrical circuits, control theory and so on [1] [2] [3] [4] [5] [6] [7] [8] [9] . As a consequence, the subject of fractional differential equations (FDEs) is very popular and of importance. Especially, the investigation of the existence of the solution for FDEs has received considerable attention, the reader may refer to [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] and the references therein.
Though the theory of positive solutions (PSs) for ordinary differential equations with parameters is mature, not much has been done for FDEs with parameters [12, 13, 17, 20] .
By using the Guo-Krasnosel'skii fixed point theorem on cones, some sufficient conditions for the existence of multiple PSs and eigenvalue intervals are established in [17] It should be emphasized that much work focuses on the BVPs of nonlinear FDEs with impulses [11, 16, 18, 19, 21, 22] . The authors in [21] consider the following generalized For the BVPs of a nonlinear coupled fractional differential system with parameters, the existence of PSs is considered in [20] . Some multiplicity theorems of PSs for nonlinear impulsive FDEs are presented in [16] . However, as far as we know, there is no paper to investigate the multiplicity of PSs for impulsive fractional differential coupled system with parameters. The above-mentioned work and observation inspire us to address the following coupled system of nonlinear impulsive FDEs with parameters (abbreviated by BVPs (1)):
where
indicate the left and right limits of u(t) at t = t k , respectively, and the impulsive point set {t k } m k=1 satisfies 0 < t 1 
Due to the existence of impulsiveness in the nonlinear coupled system (1), it is challenging to deal with the existence of multiple PSs for BVPs (1) . We first give the natural formulas of PSs for the nonlinear coupled system by constructing the associated Green's function. Based on the properties of the Green's function and some assumptions on the nonlinear functions, some sufficient criteria for the multiplicity of PSs are obtained. Meanwhile, the ranges of the parameters λ and μ of the existence for PSs are also given. The multiplicity theorems of this paper are established by applying the Guo-Krasnosel'skii fixed point theorem. Finally, an example is provided to illustrate the validity of our main results. 
Preliminaries
where n -1 < α ≤ n, n ∈ {1, 2, . . .} and Γ (·) is the well-known Gamma function, defined as
where n -1 < α ≤ n, n ∈ {1, 2, . . .}.
where c k ∈ R and n is the smallest integer not less than α. 
Lemma 2.3
Given h ∈ C(J) and α ∈ (1, 2], the unique solution of
Proof By applying Lemma 2.1, the solution of impulsive BVPs (2) can be uniquely expressed as
From (6), one has
Applying the boundary value conditions of BVPs (2), we can see from (6) and (7) that
It can be derived from the impulsive condition of BVPs (2) that
It thus follows from (9) and (11) that
In the light of (11) and (12), we have
We can see from (8), (10) and (13) that
this together with (10) implies that
where k = 1, 2, . . . , m. It thus follows from (14) and (16) that
For t ∈ J k = (t k , t k+1 ], k = 1, . . . , m, by substituting (17) into (6), we obtain
in which G α (t, s), G a,b (t, t i ) and G a (t, t i ) are defined by (3), (4) and (5), respectively.
For t ∈ J 0 = [0, t 1 ], substituting (12) and (15) into (6) yields which G α (t, s), G a,b (t, t i ) and G a (t, t i ) are defined by (3), (4) and (5) 
Proof We can see from the expressions of
Clearly, for t ∈ J, G α (t, s) is decreasing with respect to t. Therefore,
In view of (4) and (5), it is obviously that
The proof is thus completed.
Similar results to Lemmas 2.3 and 2.4 can be formulated for the following BVPs (19):
where β ∈ (1, 2] and ζ (t) ∈ C(J), k = 1, . 
Main results
In this section, some sufficient criteria are derived to guarantee the multiplicity of PSs for BVPs (1) . Let E = {(u, v) : u, v ∈ C(J)} be endowed with the norm · defined as (u, v) = u + v for (u, v) ∈ E, where u = max t∈J |u(t)| and v = max t∈J |v(t)|. Let the Banach space PC(J) and the cone K ∈ PC(J) be, respectively, defined as
To begin with, we need the following assumptions to derive the main results.
For simplicity, some important notations and functions are introduced as follows:
u(t), v(t)), g(·) = g(t, u(t), v(t)) and δ denotes 0 or +∞. Define two operators T α , T β : PC(J) → PC(J) as
and the operator T :
It is obvious that (u, v) is a pair of PSs of BVPs (1) if (u, v) is a fixed point of T. 
Lemma 3.1 Assume that (B 1 )-(B 3 ) hold, then T : K → K is completely continuous. Proof Due to the functions
Similarly, one gets
We can further see from the Ascoli-Arzela theorem that T : K → K is completely continuous. 
Then, for each
BVPs (1) have at least two pairs of PSs (u i , v i ), i = 1, 2, which satisfy
Proof We first choose two constants r and R such that 0 < r < ρ < R. Considering the case when λ > (2γ σ 1 f 0 ) -1 and μ > (2γ σ 2 g 0 ) -1 . From the definitions of f 0 and g 0 , we can conclude that there exists r > 0 such that
and t ∈ J, where ε 1 > 0 and ε 2 > 0 satisfy 2λγ
Next, considering the case when λ > (2γ σ 1 f ∞ ) -1 and μ > (2γ σ 2 g ∞ ) -1 . In view of the definitions of f ∞ and g ∞ , we can see that there exists
and t ∈ J, where ε 3 , ε 4 > 0 with 2λγ σ 1 (f ∞ -ε 3 ) ≥ 1 and 2μγ σ 2 (g ∞ -ε 4 ) ≥ 1. Then, for (u, v) ∈ ∂K R and t ∈ J, it follows from (23) that
Finally, we can see from (21) that
Then, for each (u, v) ∈ ∂K ρ with ρ ≥ 4η, it follows from Lemma 2.4 that
Hence,
Thus, applying Lemma 2.2 to (23)- (25) shows that T(u, v) has the fixed point (
In the light of (25) 
have at least two pairs of PSs (u i , v i ), i = 1, 2, which satisfy
Proof Due to the proofs of case (H 1 ) and case (H 2 ) being similar, here we prove only case (H 1 ). We first consider the case when λ ≥ ξ 1 (2σ 1 φ(ξ 1 )) -1 and μ ≥ ξ 1 (2σ 2 φ(ξ 1 )) -1 . Note that
and t ∈ J. Then, for (u, v) ∈ ∂K ξ 1 and t ∈ J, one has
For the case when
Thus, applying Lemma 2.2 to (27)- (29) shows that T has the fixed point (
. In the light of (28), one gets (u 1 , v 1 ) = ξ 2 and (u 2 , v 2 ) = ξ 2 . Therefore (26) holds, and the proof is thus completed.
The following general theorem can be obtained by following a similar analysis to that of Theorem 3.2. , j = 1, 2, . . . , [ 
Therefore, by following the above analysis, we can see that (30) holds if (H 3 ) or (H 4 ) is satisfied. The proof is thus completed.
