Representation theory and the theory of symmetric functions have played a central role in Random Matrix Theory in the computation of quantities such as joint moments of traces and joint moments of characteristic polynomials of matrices drawn from the Circular Unitary Ensemble and other Circular Ensembles related to the classical compact groups. The reason is that they enable the derivation of exact formulae, which then provide a route to calculating the large-matrix asymptotics of these quantities. We develop a parallel theory for the Gaussian Unitary Ensemble of random matrices, and other related unitary invariant matrix ensembles. This allows us to write down exact formulae in these cases for the joint moments of the traces and the joint moments of the characteristic polynomials in terms of appropriately defined symmetric functions. For the joint moments of the traces, we use the resulting formula to determine the rate of approach to the central limit theorem when the matrix size tends to infinity.
Introduction
Many important quantities in Random Matrix Theory, such as joint moments of traces and joint moments of characteristic polynomials, can be calculated exactly for matrices drawn from the Circular Unitary Ensemble and the other Circular Ensembles related to the classical compact groups using representation theory and the theory of symmetric polynomials. In the case of joint moments of the traces, this approach has proved highly successful, as in, for example, the work of Diaconis and Shahshahani [12] . Similarly, the joint moments of characteristic polynomials were calculated exactly in terms of Schur polynomials by Bump and Gamburd [8] , leading to expressions equivalent to those obtained using the Selberg integral and related techniques [28, 9, 29, 2] . Our aim here is to develop a parallel theory for the classical unitary invariant Hermitian ensembles of random matrices, in particular for the Gaussian (GUE), Laguerre (LUE), and Jacobi ensembles (JUE).
Characteristic polynomials and their asymptotics have been well studied for Hermitian matrices using orthogonal polynomials, super-symmetric techniques, Selberg and Itzykson-Zuber integrals, see, for example, [6, 21, 22, 23, 1, 19] . Other properties including universality [33, 7] , and ensembles with external sources [20, 18] have also been considered. Here we give a symmetric-function-theoretic approach similar to that established by Bump and Gamburd [8] , using generalised Schur polynomials [32] or multivariate orthogonal polynomials [3, 4] to compute correlation functions of characteristic polynomials for β = 2 ensembles. Diaconis and Shashahani [12] used group-theoretic arguments and symmetric functions to calculate joint moments of traces of matrices for classical compact groups. Here, using multivariate orthogonal polynomials, we develop a similar approach to calculate joint moments of traces for Hermitian ensembles, leading to closed form expressions using combinatorial and symmetric-function-theoretic methods.
Moments of Hermitian ensembles and their correlators have recently received considerable attention. Cunden et al. [11] showed that as a function of their order, the moments are hypergeometric orthogonal polynomials. Cunden, Dahlqvist and O'Connell [10] showed that the cumulants of the Laguerre ensemble admit an asymptotic expansion in inverse powers of N of whose coefficients are the Hurwitz numbers. Dubrovin and Yang [13] computed the cumulant generating function for the GUE, while Gisonni, Grava and Ruzza [24] calculated the generating function of the cumulants of the LUE.
Using our formula for the joint moments of traces, we investigate the central limit theorem these obey for unitary invariant ensembles. For the classical compact groups M ∈ U(N), O(N), Sp(N), TrM k , k ∈ N, converges to a complex normal random variable. More generally, for a function f = ∞ j=−∞f j e ijθ , wheref j are Fourier coefficients, Trf (M) converges to a normal random variable and the rate of convergence was proved by Johansson [25] to be super-exponential for U(N) and exponential for O(N) and Sp (N) . The corresponding functions f in the case of Hermitian ensembles are Chebyshev polynomials of the first kind and the rate of convergence is shown here to be O(1/N) using Berry-Esséen inequalities.
This paper is structured as follows. In Sec. 2 we introduce our main results. The preliminaries, multivariate orthogonal polynomials and their properties are discussed in Sec. 3. The correlation functions of characteristic polynomials are calculated in Sec. 4. We discuss the change of basis among different symmetric functions in Sec. 5 and prove there the results for the moments of characteristic polynomials and the joint moments of traces for different ensembles. Finally, in Sec. 6, we determine the rate of convergence in the central limit theorem.
Statements and results
For the classical compact groups, Schur polynomials and their generalisations are the characters of U(N), O(N) and Sp(N). In this context they have been used extensively to calculate correlation functions of characteristic polynomials, joint moments of the traces, etc. [12, 8] . Although group theoretic tools are not available for the set of Hermitian matrices, multivariate orthogonal polynomials play the role of Schur functions for the GUE, LUE and JUE and can be used to study fundamental quantities like moments of traces and characteristic polynomials.
For a partition µ, let Φ µ be the multivariate symmetric polynomials with leading coeffi-cient equal to 1 that obey the orthogonality relation
for a weight function w. Here the lengths of the partitions µ and ν are less than or equal to the number of variables N, and C µ is a constant which depends on N. We prove the following lemma, which is a generalised form of the dual Cauchy identity.
This lemma appears in [17, p.625] for the Jacobi multivariate polynomials for arbitrary β. Here we present a different proof for β = 2, which holds for the Hermite and Laguerre polynomials, too. A crucial difference in our approach is that we have closed expressions of multivariate polynomials as determinants of univariate classical orthogonal polynomials, while in the previous literature their construction was based on recurrence relations. This means that in this paper formula (2.2) becomes a powerful tool and plays a role analogous to that of the classical dual Cauchy identity for U(N).
We focus in particular on when w(x) in (2.1) is a Gaussian, Laguerre and Jacobi weight:
The classical polynomials orthogonal with respect to these weights satisfy
The identity in (2.2) gives a compact way to calculate the correlation functions and moments of characteristic polynomials of unitary ensembles using symmetric functions. The results are as follows. 
Here the subscripts (H), (L), (J) indicate Hermite, Laguerre and Jacobi, respectively, and
are multivariate polynomials orthogonal with respect to the generalised weights in (2.1).
Similar to the case of the classical compact groups, correlations of traces of Hermitian ensembles can be calculated using the theory of symmetric functions. For a partition λ =
The constants C λ (N) and G λ (N, γ) have several interesting combinatorial interpretations which are discussed in Sec. 5.1.
which is a polynomial in N with zeros on the line Re(N) = 0 when N is treated as a complex number.
(2.10)
In the above equations χ λ µ are the characters of the symmetric group S m , m = |λ| = |µ|, associated to the λth irreducible representation on the µth conjugacy class.
Let us focus on the Gaussian ensemble. Let M be an N × N GUE matrix and let M = M/ √ 2N be the rescaled matrix. The joint probability density function (j.p.d.f.) of eigenvalues of the rescaled matrix is given bỹ
and the asymptotic eigenvalue density is
For a locally Hölder continuous function g : R → R, a version of the strong Szegő's theorem [26] says that as N → ∞,
where a k = 2 π π 0 g(cos θ) cos kθ dθ (2.14) are the coefficients in the Chebyshev expansion of g(t).
If g in (2.13) is a real-valued function such that
Here dM is the uniform probability measure on the space of N × N Hermitian matrices. In particular let the function be Chebyshev polynomial of the first kind T k of degree k.
where r j are independent standard normal random variables and d = ⇒ means convergence in distribution [26] .
The explicit expressions for the joint moments of the eigenvalues in Thm. 2.2 allows us to prove the following estimate. Theorem 2.3. Let r j ∼ N (0, 1) be independent standard normal random variables and let
17)
where T j is the Chebyshev polynomial of the first kind andρ(x) is the rescaled eigenvalue density in (2.11) . Let b j ∈ N be a sequence of integers. Then
This bound is optimal.
Consider the random variables
We are now in a position to prove the rate of convergence to a normal random variable of X(M ). By definition, the mean of X(M) is zero and using (2.7) the variance is
For fixed m,
where
Denote by F N (x) the distribution function of X(M)/σ and by Φ(x) that of the standard normal random variable, N (0, 1). Furthermore, let ψ(ξ) = exp(−ξ 2 /2) and ψ N (ξ) be the characteristic functions of N (0, 1) and of X(M)/σ, respectively. More precisely, we write
We have the following theorem. (b) Let f N and φ be the probability density functions of X and a standard normal Gaussian, respectively. Then for any δ ′ > 0 we have 
2πT N , (2.27) where T N is an appropriate cut-off. This formula transfers the problem of computing e(N) to that of finding a bound for |ψ N (ξ) − ψ(ξ)| for sufficiently large ξ.
The rate of convergence of X(M ) was estimated to be O(1/N 1 5 ) in [5] using Riemann-Hilbert techniques. Our result improves on this estimate.
Background
Symmetric polynomials arise naturally in random matrix theory because the joint eigenvalue probability density function remains invariant under the action of the symmetric group. There has been a considerable focus on symmetric functions to study moments in various ensembles [12, 8, 31, 11, 14] . Here we introduce some symmetric functions that will play a central role in our calculations and state some of their properties.
Review of symmetric functions
A partition λ is a sequence of non-negative integers such that λ 1 ≥ λ 2 ≥ · · · ≥ λ l > 0. We call the maximum l such that λ l > 0 the length of the partition l(λ) and |λ| = l i=1 λ i the weight. A partition can be represented with a Young diagram which is a left adjusted table of |λ| boxes and l(λ) rows such that the first row contains λ 1 boxes, the second row contains λ 2 boxes, and so on. The conjugate partition λ ′ is defined by transposing the Young diagram of λ.
Young diagram of λ
Young diagram of λ ′ (3.1)
In the above example λ = (4, 2, 2, 1), |λ| = 9 and l(λ) = 4. We denote a sub-partition µ of λ by µ ⊆ λ if the Young diagram of µ is contained in the Young diagram of λ. Another way to represent a partition is as follows: if λ has b 1 1's, b 2 2's and so on,
In this representation, the weight |λ| = k j=1 jb j and length l(λ) = k j=1 b j . In the rest of the paper, we use both notations interchangeably and we do not distinguish partitions that differ only by a sequence of zeros; for example, (4,2,2,1) and (4,2,2,1,0,0) are the same partitions. We denote the empty partition by λ = 0 or λ = ().
The elementary symmetric functions e r (x 1 , . . . , x N ) are defined by
and the complete symmetric functions h r (x 1 , . . . , x N ) by
Given a partition λ, we define
The Schur polynomials are symmetric polynomials indexed by partitions. Given a partition λ such that l(λ) ≤ N, we write
where ∆(x) is the Vandermonde determinant:
If l(λ) > N, then S λ = 0. The Jacobi-Trudy identities express Schur polynomials in terms of elementary and complete symmetric functions:
.
The power sum is defined by
Power sum and Schur functions are bases in the space of homogeneous symmetric polynomials and they are related by
where χ λ µ are the characters of the symmetric group S m , m = |λ| = |µ| and z µ is the size of the centraliser of an element of conjugacy class µ. Proposition 3.1 (Cauchy Identity [30] ). Let t 1 , t 2 , . . . and x 1 , x 2 , . . . be two finite or infinite sequences of independent variables. Then,
When the sequences t i and x j are finite,
where λ runs over all partitions of length l(λ) ≤ min(p, q). We also have the dual Cauchy identity [30] : 
Since the Schur polynomials are homogeneous, we have
The Cauchy and dual Cauchy identities, combined with the fact that the Schur polynomials are the characters of U(N), were essentials tools in the proofs of the ratios of characteristic polynomials by Bump and Gamburd [8] . In order to prove Thm. 2.1, we use a similar approach, in which (3.16) is replaced by the generalized Cauchy dual identity (2.2).
Multivariate orthogonal polynomials
Multivariate orthogonal polynomials can be defined by the determinantal formula [32] 
where l(µ) ≤ N and ϕ i , i = 0, 1, . . . , are a sequence of polynomials orthogonal with respect to the weight w(x). One can check by straightforward substitution that that up to a constant the multivariate polynomials (3.17) coincide with those in (2.1). When ϕ j in (3.17) are the Hermite, Laguerre and Jacobi polynomials we have the multivariate generalizations H µ ,
. These polynomials can be expressed as a linear combination of Schur
For the Hermite, Laguerre and Jacobi multivariate polynomials we set the leading coefficient κ µµ in consistency with the definitions (2.4) and (3.17) ,
The analogy between multivariate orthogonal polynomials and Schur functions becomes apparent by comparing definitions (3.5) with (3.17) . In the literature the polynomials (3.17) are called generalised orthogonal polynomials or multivariate orthogonal polynomials [3] as well as generalised Schur polynomials [32] . The multivariate orthogonal polynomials also satisfy a generalization of the Jacobi-Trudy identities [32] similar to (3.7).
The classical Hermite, Laguerre and Jacobi polynomials satisfy second order Sturm Liouville problems. Similarly, their multivariate generalizations are eigenfunctions of secondorder partial differential operators, known as Calogero-Sutherland Hamiltonians,
These generalised orthogonal polynomials obey similar properties to their univariate counterparts [3] . The differential equations in (3.20) are also related to the Dyson Brownian motion.
Correlation functions of characteristic polynomials
The main tool to compute correlations of characteristic polynomials and spectral moments is Lemma. 2.1 which we prove here. 
Prop. 4.1 is a fact from Linear algebra and the proof of Prop. 4.2 can be found in [30] .
Proof of Lemma. 2.1. Assume that ϕ j are monic. Using the definition of generalised polynomials, Proposition 4.1 and Proposition 4.2, the right-hand side of (2.2) can be written as
Now using column operations we arrive at
The determinant in (4.5) can be evaluated using the formula for the Vandermonde determinant. We have
Combining eqs. (4.4) to (4.6) proves the lemma.
If ϕ j (−x) = (−1) j ϕ j (x), as for Hermite polynomials, then
It follows that (2.2) becomes
Proof of Thm. 2.1. Unlike Hermite polynomials, the univariate Laguerre and Jacobi polynomials that obey (2.4) are not monic. This fact is reflected in the normalisation in (3.19) and also in the following formulae,
After taking the expectation value, the non-zero contribution comes fromλ = 0 because of (2.1). Thus λ ′ = (p N ) which implies λ = (N p ). Now using
proves the result.
Moments
In this section we calculate moments of traces and characteristic polynomials of N ×N GUE, LUE and JUE matrices. We can write
where x = (x 1 , . . . , x N ) are the eigenvalues of M. The power symmetric functions form a basis in the space of symmetric polynomials of degree |µ|. The main idea is to express them in the basis of the multivariate orthogonal polynomials.
Change of basis between symmetric functions
In this section we give expressions for change of basis between multivariate orthogonal polynomials and other symmetric functions. We mainly focus on the GUE but the same approach can be used for the LUE and JUE. Gaussian Ensemble. Let M be an N × N GUE matrix. The j.p.d.f. of the eigenvalues is
Denote by H n (x) the Hermite polynomials normalised according (2.4a). Given a partition λ with l(λ) ≤ N, the multivariate Hermite polynomials are given by
and satisfy the orthogonality relation
Since λ i ≥ 0, the constant C λ (N) is a polynomial in N of degree |λ|. It turns out that it has a nice interpretation in terms of characters of the symmetric group. It is shown in [27] that
The constant z λ is defined in (3.10) and dim V λ is the dimension of the irreducible representation labelled by λ of the symmetric group S |λ| given by
and
Schur polynomials can be expressed in terms of multivariate Hermite polynomials,
, |λ| is even, 2j + 1, |λ| is odd.
(5.9)
The function g(j) takes care of the fact that polynomials of odd and even degree do not mix similar to the one variable case. The first summation in (5.9) running over all lower order partitions takes care of the fact that H λ are, unlike S λ , not homogeneous polynomials. For example, when |λ| is even, the only partitions that appear in (5.9) are those of the form ν = |λ| −2k, k = 0, . . . , |λ| 2 , and ν ⊆ λ. The following proposition gives an explicit expression for the coefficients ψ λν is the following polynomial in N:
Proof. Let λ = (λ 1 , . . . , λ L , 0, . . . , 0) and ν = (ν 1 , . . . , ν l , 0, . . . , 0). Here l is the length of ν and N − l is the length of the sequence of zeros added to ν. From (5.4) and the fact that
The last N − L and N − l columns in S λ and in H ν , respectively, are written in terms of the Hermite polynomials using column operations. In addition, ψ (H) λν can be expanded as a sum over the permutations of N:
Since the integrand is symmetric in x i , every term in the above sum gives the same contribution and it is sufficient to consider only the identity permutation. All the factors can be absorbed into the determinant by multiplying the j th row with x
Then using orthogonality of Hermite polynomials (2.4a) for the last N − L rows gives
Expanding monomials in terms of Hermite polynomials with the formula 
By expanding monomials in terms of Hermite polynomials only the diagonal terms survive.
|λ| is odd,
where χ λ (2 |λ|/2 ) is the character of λth irreducible representation evaluated on the elements of cycle-type (2 |λ|/2 ).
Proof. Since Hermite polynomials of odd and even degree do not mix, ψ (H) λ0 = 0 when |λ| is odd. When |λ| is even,
Let n = |λ|/2 and L = l(λ). Let g(x 1 . . . x L ) be a formal power series, (k 1 , . . . , k L ) be a partition constructed from λ such that k j = λ j + L − j, j = 1, . . . , L. Let
Using Frobenius formula for characters of the symmetric group
After absorbing x 2n i i ! into the i th row of the determinant, for each n i at most one term in the i th row has the exponent λ i + L − i, say the (i, j) th element x 2n i +L−j i , which implies 2n i = λ i − i + j. For L-tuples {n 1 , . . . , n L } such that there is exactly one term in each row that has the required exponent, the non-zero summands are given by n! sgn(σ) i ((λ i −i+ σ(i)/2)!) −1 where σ ∈ S L . Considering all such L-tuples and using Laplace expansion for the determinant proves the proposition.
Using (5.10) and (5.6), the expansion of Schur polynomials in terms of multivariate Hermite polynomials can be written as
In a similar way, by expanding Hermite polynomials in terms of monomials in the definition of H λ , multivariate Hermite polynomials can be written in the Schur basis as follows:
, |λ| is even, 2j + 1, |λ| is odd, (5.24) where κ (H)
Alternatively, . . . , x N ), (5.26) where |λ| − |ν| = 0 mod 2.
where G λ (N, γ) is given in (2.6). The multivariate Laguerre polynomials defined by
, (5.28) l(λ) ≤ N, satisfy the orthogonality relation
The polynomials in the determinant (5.28) are normalized according to (2.4b) . The Schur polynomials can be expanded in terms of multivariate Laguerre polynomials as
The coefficients ψ (L) λν in (5.31) can be computed in a similar way as in Prop. 5.1. Multivariate Laguerre polynomials can also be expanded in the Schur basis:
λν .
(5.32)
Similar to the Hermite case, D
λ0 turns out to be a character of the symmetric group. Proposition 5.3. We have
j!Γ(j + γ 1 + 1)Γ(j + γ 2 + 1)Γ(j + γ 1 + γ 2 + 1) Γ(2j + γ 1 + γ 2 + 2)Γ(2j + γ 1 + γ 2 + 1) .
Classical Jacobi polynomials are given by
and satisfy the orthogonality relation (2.4c). The multivariate Jacobi polynomials are
, (5.36) l(λ) ≤ N, and obey the orthogonality relation
The expansion of the Schur polynomials in terms of multivariate Jacobi polynomials is
. (5.39) When N = 1 (5.38) coincides with the one variable analogue
Multivariabte Jacobi polynomials can be expanded in Schur polynomials via
(5.42)
Moments of Schur polynomials
Gaussian case. Similar to the moments of monomials with respect to the Gaussian weight,
the moments of Schur polynomials associated to a partition λ are given by
|λ| is odd, (5.44) where
This can be easily seen from (5.9), (5.19) , (5.26) and the fact that S λ = 1 for λ = () and S λ (0 N ) = 0 otherwise. Using (5.4), E (H) N [S λ ] is a polynomial in N with integer roots given by the content of λ whenever χ λ 2 |λ|/2 is non-zero. Laguerre case. The univariate moments are
The moments of the Schur polynomials with respect to the Laguerre weight can be computed using (5.30) , Jacobi case. We have
Similarly,
λ0 are given in (2.10) and (5.42), respectively, and
(5.50)
Moments of characteristic polynomials
The Cauchy identity can be written as
where Φ µ is one of the generalised polynomials H µ , L (γ) µ or J (γ 1 ,γ 2 ) µ . By using orthogonality of multivariate polynomials (5.4), (5.29) and (5.37) we have the following proposition. Proposition 5.4. Let t 1 , . . . , t p and T 1 , . . . , T q be two sets of variables. Then
Note that the RHS is a formal power series in the variable T .
53)
where dim V ν is given in (5.7).
Proof. Let us consider the GUE case. We have
Using (5.26) and calculating C λ in (5.4) for λ = (N p ),
proves the statement. Similarly, the Laguerre and Jacobi cases can be computed in an identical way.
Joint moments of traces
Recently the study of moments and joint moments of Hermitian ensembles have attracted considerable interest [10, 11, 13, 24] . Here we give new and self contained formulae for the joint moments of unitary ensembles in terms of characters of the symmetric group. We focus on the GUE but exactly the same method applies to the LUE and JUE. Using (3.10) and (5.9), power sum symmetric polynomials can be written in terms of multivariate Hermite polynomials
When |µ| is odd P µ is a sum of product of monomials in x i with the degree of at least one x i being odd. Since the generalised weight ∆ 2
When |µ| is even, writing P µ in terms of multivariate Hermite polynomials (5.56) and using (5.19) proves the first line of (2.7). E (5.57) where in the last expression we have used (5.4) . Thus, We have
which leads to two cases: 1) When |µ|/2 − l(µ) is even, E (H) N [P µ ] remains invariant under N ↔ −N, as can be seen from (5.58) . Hence the roots are either purely imaginary or real. 2) When |µ|/2 − l(µ) is odd, the summand in (5.60) factorises as Ng(N) where polynomial g(N) remains invariant under N ↔ −N. Thus N = 0 is a root and the remaining roots are either real or purely imaginary. But the joint moments of traces of GUE matrices are combinatorial objects, as they are related to counting ribbon graphs [15] , thus all the coefficients of polynomial E 
which is a Laurent polynomial in N with rational coefficients. The centred moments of traces of Chebyshev polynomials are also Laurent polynomials. Since X(M) converges in distribution to a normal random variable as N → ∞, E
is a polynomial in 1/N with constant term given in (2.18) . Furthermore, the bound O(1/N) is optimal.
Given below are the moments corresponding to partitions of 6 (Note that c j = 0 when j is odd).
64 (6.2) By the method of moments, it follows that Tr T j (M) converges to a normal random variable. We now need to prove that the rate of convergence is O(1/N). Lemma 6.1. There exists a constant ε > 0 such that if |ξ| ≤ εN δ/3 , δ > 0, then
Proof. Using the multinomial theorem and (2.18) , for N ≥ mk, the moments of X(M) are given by
In the last line η k = 1 if k is even and 0 otherwise and σ 2 0 is given in (2.22) . Clearly, the sub-leading term in (6.4) is O (1/N) .
The main inequality we use is the following:
Now use (6.5) for the first term and a safe assumption that σ 2 0 /σ 2 < 1. For the second term, add and subtract e iξ/σ and then use (6.5) and the triangle inequality. Approximate The last term is negligible compared to the first four terms. If m = 1, l = N the above equation becomes
Using Stirling's approximation, the first term in (6.12) can be estimated by 
The first integral gives the bound O(1/N 1−δ ). The third term is of lower order when com- (2.19) has to have continuous derivatives of all orders (since δ can be arbitrarily small). This is because if a function has continuous derivatives of order n then its Fourier transform is o(ξ −n ). In our case for any N, ψ N (ξ) = O(ξ −N ) since we can only calculate the first N moments of X(M ) in (2.19) for a matrix of size N. Thus in order to have all the moments, we smooth the distribution function F N with the following test function.
x ∈ R\(−ǫ, ǫ), (6.20) where the normalisation 22) where f N , f * N are both probability density functions, f * N ∈ C ∞ 0 (R) is positive and
Next we define is sufficiently small for appropriate choice of smoothing parameter ǫ. The choice of ǫ for which these two statements hold is a delicate balance: As ǫ decreases e * (N) approaches e(N) but if ǫ is too small, the Fourier transformζ ǫ (ξ) may spread over a range ξ > S N which prevents the integral in (6.29) from decaying at a sufficiently fast rate. To estimate ψ * N , we require the leading order asymptotics ofζ ǫ which has already been done in [27] . (6.30)
The above approximation is valid when ξ > 1/ǫ. Thus ǫ should be such that ǫ > C/S N , C > 1. But ǫ cannot be too large as it can smooth out the oscillations δ and δ * in (6.24). Estimation on the rate of oscillations can be obtained using (6.16) . The following lemma states that such a bound for e(N) exists. Proof. The proof of this lemma can be found in [27] .
Proof of Thm. 2.4(b):
To prove the bound for total variational norm, choose S N = N τ in (6.31), 0 < τ < δ/3.
where C τ is a constant. Now for some τ ′ > 0 and using the identity for the distribution
(6.33)
The second and the third terms in the above equation can be bounded using Thm. 2.4(a) and the last term can be estimated using (6.19) . Combining all these results proves the theorem.
Remark. For the Laguerre ensemble, Thm. 2.3 holds for shifted Chebyshev polynomials of the first kind T j (x − 1) and the associated central random variables converge to standard normals and the rate of convergence is O(1/N), like the Gaussian case. For Jacobi ensembles, the polynomials to consider are T j (2x − 1). For special values of γ 1 and γ 2 in (2.3) (γ 1 , γ 2 = ±1/2), the j.p.d.f. of eigenvalues of Jacobi ensembles represents that of compact groups O(2N) ± , O(2N + 1) ± , Sp(N) and the rate of convergence was proved by Johansson [25] to be exponentially fast.
The validity of the above formula can be easily verified for lower order partitions (say |λ| = 2, 4) using Pieri's formula but the second factor in (1.3) can be simplified further. [3] :
Several other analogues of properties of the classical Hermite polynomials, including an integral representation, summation, integration and differentiation formulae, are given for β−ensembles in [3] . Note that in [3] C α µ (α ∈ R) is used to denote Schur polynomials with a specific normalisation where as in this work C µ (N) is a constant given in (5.6) . 
