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The stability (or instability) of synchronization is important in a number of real world systems, including the
power grid, the human brain and biological cells. For identical synchronization, the synchronizability of a
network, which can be measured by the range of coupling strength that admits stable synchronization, can be
optimized for a given number of nodes and links. Depending on the geometric degeneracy of the Laplacian
eigenvectors, optimal networks can be classified into different sensitivity levels, which we define as a network’s
sensitivity index. We introduce an efficient and explicit way to construct optimal networks of arbitrary size
over a wide range of sensitivity and link densities. Using coupled chaotic oscillators, we study synchronization
dynamics on optimal networks, showing that cospectral optimal networks can have drastically different speed of
synchronization. Such difference in dynamical stability is found to be closely related to the different structural
sensitivity of these networks: generally, networks with high sensitivity index are slower to synchronize, and,
surprisingly, may not synchronize at all, despite being theoretically stable under linear stability analysis.
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1. INTRODUCTION
Synchronization of network coupled systems has a wide
range of real world applications [1–3]. This type of be-
havior has been observed in biological, chemical, mechan-
ical and electrical systems, [4–10] among others. Stable
synchronous states may be desirable, such as in the power
grid where an asynchronous system may lead to cascad-
ing power failures [11, 12]. In other cases, synchroniza-
tion can be undesirable, such as in the brains of Parkin-
son’s patients, where excessive synchronization in certain
parts of the brain leads to reduced control over motor skills
[13, 14]. The study of synchronization and its stability has
attracted extensive research efforts in the past two decades,
including both theoretical and experimental investigations
in many fields of science and engineering [15–26].
Focusing on network coupled dynamical systems, one
may ask the question of how large is the range of cou-
pling strength that guarantees stable synchronization, and
further, what networks are optimal in the sense of maximiz-
ing such range. Recent research on addressing these impor-
tant questions have yielded discovery of structural charac-
teristics of optimal networks [27–33]. In particular, under
the constraints of fixed number of nodes and edges, optimal
networks are always directed networks except for the spe-
∗Corresponding author. Email: sunj@clarkson.edu, Tel.: +1 315 2682388,
cial case of a complete network where every pair of nodes
is connected by a bidirectional edge. Interestingly, optimal
networks that have identical number of nodes, edges, and
range of stable coupling strengths can nevertheless yield
significantly different synchronization profiles [35].
In this paper, we introduce sensitivity index to quan-
tify the structural sensitivity of optimal networks, enabling
a finer distinction among optimal networks. We adopt a
generalized Krapivsky-Redner network growth model and
show that by appropriate choice of the initial network, one
obtains optimal networks. By controlling the redirection
parameter, we found that the model produces optimal net-
works with a range of sensitivity indices, thus offering a
first explicit and efficient construction of sensitive optimal
networks. We study synchronization speed and time using
the dynamics of coupled chaotic oscillators on optimal net-
works. Our numerical simulations show that optimal net-
works that are more sensitive with respect to structural per-
turbations (thus having higher sensitivity index) tend to be
slower in synchronization, andmay sometimes not synchro-
nize at all despite being deemed synchronizable under lin-
ear stability analysis.
2. STABILITY OF NETWORK SYNCHRONIZATION
We consider a widely used model for the synchronization
of network coupled oscillators [15]. The dynamics of the
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individual oscillators are given by:
x˙i = fi(xi) + ε
n∑
j=1
Aijh(xj − xi), i = 1, 2, . . . , n. (1)
Here fi : Rd → Rd represents the vector field of the iso-
lated node dynamics, h : Rd → Rd is the coupling func-
tion, and ε ∈ R is the global coupling strength. Matrix
A = [Aij ]n×n is the adjacency matrix of the network,
where Aij 6= 0 if and only if there is a directed link j → i.
The value of Aij can be interpreted as the relative weight
of coupling from node j to node i. The coupling received
at each oscillator is scaled by a single parameter (global
coupling strength). Such choice does not exclude the pos-
sibility of heterogeneous local couplings, the latter can be
modeled by weighted edges in the network (non-binary en-
tries in the adjacency matrix A). Throughout the paper
we focus on simple networks, where there is no self loop
(thus Aii = 0 for every i) and the edges are unweighted
(Aij ∈ {0, 1}). Furthermore, we assume that the network
contains a directed spanning tree, that is, there exists a node
i0 such that for every other node j 6= i0 there is a directed
path of finite length ℓ: v0 → v1 · · · → vℓ, where v0 = i0
and vℓ = j. Note that this “spanning tree” condition implies
that the network is weakly connected without requiring the
network to be strongly connected.
Assuming that the oscillators are identical (fi ≡ f, ∀i)
and coupling is diffusive (h(0) = 0), the network dynam-
ics (1) admits synchronous trajectories that follow the iso-
lated single-oscillator dynamics
s˙ = f(s). (2)
The collection of synchronous trajectories are embedded in
the synchronization manifold given by
M = {(x1, . . . , xn)|x1 = · · · = xn ∈ R
d}. (3)
2.1. Linear Stability of Identical Synchronization
A practical question regarding synchronization is that of
stability. That is, whether the system can maintain its syn-
chronization against perturbations. If the initial perturba-
tion to each node, denoted by δi ∈ Rd, is sufficiently small,
one can linearize Eq. (1) around the synchronization trajec-
tory, to obtain the so-called variational equations
δ˙i = Df(s)− εDh(0)
n∑
j=1
Lijδj , i = 1, . . . , n, (4)
whereD(·) denotes taking Jacobian and the network Lapla-
cian L = [Lij ]n×n is defined as
Lij =
{
−Aij , i 6= j(∑
k 6=iAik
)
−Aii, i = j.
(5)
Collecting the individual perturbation vectors into a single
column vector δ = [δ⊤1 , . . . , δ
⊤
n ]
⊤, the set of individual
variational equations (4) can be reduced to a single high-
dimensional variational equation
δ˙ = [In ⊗Df(s)−KL⊗Dh(0)] δ, (6)
where the symbol “⊗" denotes Kronecker product. Note
that the variational equation (6) is a linear time-dependent
ODE (it becomes time-independent when the synchronous
state s is a fixed point), which describes the evolution of an
initially “small” state perturbation over time. If δ → 0 as
t→∞, a small initial perturbation vanishes asymptotically
and synchronization is linearly (or locally) stable; otherwise
synchronization is not stable.
2.2. Master Stability Analysis
For a given system, one can in principle solve the full,
high-dimensional variational equation (6) to determine the
stability of synchronization. However, to do so requires nu-
merically integrating a system of potentially very high di-
mensions. Moreover, the variational equation itself does
not directly reveal how the structure of a network might
impact synchronization stability let alone designing net-
works that can optimize synchronization. To overcome
these limitations, Pecora and Carroll proposed to decouple
the high-dimensional variational equation (6) into a set of
low-dimensional, master stability equations (MSEs) [15].
Specifically, the starting point is to assume that the Lapla-
cian matrix L is diagonalizable, with
L = V ΛV −1, (7)
where Λ = diag(λ1, λ2, . . . , λn) is a diagonal matrix
whose diagonal elements are the eigenvalues of L, ordered
such that
Re (λ1) ≤ Re (λ2) · · · ≤ Re (λn), (8)
and the columns of V are the corresponding eigenvectors.
By definition, the row sums of L are all zeros, implying that
λ1 = 0 (called the null eigenvalue) with associated (null)
eigenvector v(1) = [1, . . . , 1]⊤. Under the assumption of
the network containing a directed spanning tree, all other
eigenvalues of L have positive real part, that is, Re(λi) > 0
for all i > 1. Using the coordinate transformation
η = (Id ⊗ V
−1)δ, (9)
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the high-dimensional variational equation (6) decomposes
into a set of n low-dimensional variational equations,
η˙i = [Df(s)−KλiDh(0)]ηi, i = 1, 2, . . . , n. (10)
The equation associated with the null eigenvalue λ1 = 0
corresponds to perturbation mode parallel to the synchro-
nization manifold whereas the others correspond to per-
turbations that are transverse to the synchronization mani-
fold and therefore relevant to stability of synchronization.
Given that these low-dimensional equations are identical
except for the parameter λi, one can define a generic, one-
parameter family of ODEs,
η˙ = [Df(s)− αDh(0)]η, (11)
referred to as master stability equations [15]. For given f
and h, the master stability function (MSF)
Ω : C→ R (12)
is defined as follows. For α ∈ C, the value of Ω(α) is the
maximal Lyapunov exponent of (11) associated with the dy-
namics (2), which gives the asymptotic rate of convergence
(or divergence) with respect to the state η = 0.
As an example, in Fig. 1 we show the MSF computed
for coupled Rössler oscillators. The individual (isolated)
dynamics of the Rössler oscillators are specified by
f(x) = f([x(1), x(2), x(3)]⊤) =


−x(2) − x(3),
x(1) + ax(2),
b+ (x(1) − c)x(3),
(13)
with parameters a = b = 0.2, and c = 7. The coupling
function h : R3 → R3 is given by
h(∆x) = H∆x, (14)
where H = diag([1, 0, 0]). Thus, coupling is through the
x(1) component of each oscillator. Computation of the Lya-
punov exponents are done using the MATLAB implemen-
tation of Wolf’s algorithm as developed in [34].
2.3. Region of Coupling for Stable Synchronization
For a given oscillator model and coupling function that
specifies f and h in Eq. (1), the master stability function
defines a master stability region in the complex plane:
S(f, h) = {α : Ω(α) < 0} ⊂ C (15)
for which perturbations that are transversal to the synchro-
nization manifold asymptotically decay to zero. Depending
on the type of dynamics and coupling, the master stability
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FIG. 1: Master stability function (MSF) Ω(α) of coupled Rössler
oscillators. The oscillator model f and coupling function h are
given in Eq. (13) and Eq. (14), respectively. (a) Values of Ω(α)
for real-valued α ∈ [0, 6]. The horizontal line marks the stability
threshold Ω = 0. (b) Values of Ω(α) for complex-valued α where
Re(α) ∈ [0, 5] and Im(α) ∈ [0, 3], shown as a contour plot.
region can be either infinite or finite, either convex or non-
convex, and either connected or disconnected [36]. Syn-
chronization of a particular network is stable if the scaled
eigenvalues ελi are all within the master stability region for
all nontrivial eigenvalues {λi}ni=2 of the network Laplacian
matrix, that is, if the following condition holds
{ελi : i = 2, . . . , n} ⊂ S(f, h). (16)
Furthermore, for a given network, the condition implies that
the set of all possible coupling strengths for stable synchro-
nization is given by
E(L) = {ε : ελi(L) ∈ S(f, h), ∀i = 2, . . . , n}, (17)
which we refer to as the region of coupling for stable syn-
chronization, or simply stability region of coupling.
3. OPTIMAL NETWORK STRUCTURE FOR
IDENTICAL SYNCHRONIZATION
From the master stability analysis, it becomes clear that
the Laplacian eigenvalues play a central role in determin-
ing the synchronizability of a network. Generally, the more
tightly clustered the nontrivial eigenvalues are, the more
flexible the network is to admit stable synchronization be-
cause it is easier to select coupling strength for the scaled
eigenvalues to be contained inside the master stability re-
gion(s). To quantify synchronizability independent of a par-
ticular oscillator model, one can consider the normalized
spread of nontrivial Laplacian eigenvalues, defined as [32]
σ2(L) =
1
d2(n− 1)
n∑
i=2
|λi − λ¯|
2, (18)
where d = 1n
∑
i Lii is the average degree of the net-
work, and λ¯ = 1n−1
∑n
i=2 λi is the average of the nontrivial
Laplacian eigenvalues. Generally, the smaller the spread σ2
is, the more synchronizable the network is.
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3.1. Structural Characterization of Optimal Networks
For fixed number of nodes n a natural question is, which
network(s) yield the minimal spread σ2 and therefore op-
timize synchronizability? This question was addressed in
depth in Ref. [32], giving rise to the following results de-
pending on the number of directed edgesm:
• If m = k(n − 1) for some k ∈ N, there exists net-
works with σ = 0, that is,
λ2(L) = · · · = λn(L). (19)
Since σ ≥ 0 by definition, networks that achieve
σ = 0 are termed optimal and minimize the spread
of nontrivial Laplacian eigenvalues.
• Ifm = k(n− 1) + r for some k, r ∈ N and 1 ≤ r <
n − 1, all networks with n nodes and m edges yield
σ > 0 and therefore cannot be (strictly) optimal.
What are the structural properties of networks that are
optimal (i.e., with σ = 0)? Perhaps the most basic property
is that, unless the network is a complete graph (whose adja-
cency matrix is given by Aij = 1 for all i 6= j and Aii = 0
for every i), the network can be optimal only if the Lapla-
cian matrix is not diagonalizable [30]. Therefore, except
for the trivial scenario of a complete network (only possi-
ble when m = n(n − 1)/2), optimal networks are always
directed because the Laplacian matrix of an undirected net-
work is symmetric and thus diagonalizable. Fundamentally,
a network being optimal requires its nontrivial Laplacian
eigenvalues to be completely degenerate (λ2 = · · · = λn).
Below we give a complete characterization of optimal
networks up to n = 5:
• n = 2: the possible number of directed edges that
yield optimal networks are m = 1 and m = 2. In
both cases there is only 1 network (up to isomor-
phism) and the network is optimal.
• n = 3: the possible number of directed edges that
yield optimal networks are m = 2, m = 4, and
m = 6. Them = 6 case corresponds to the complete
network, which is optimal. When m = 2, there are
two non-isomorphic optimal networks: one network
is the directed linear chain 1 → 2 → 3, correspond-
ing to A21 = A32 = 1 and Aij = 0 otherwise; and
the other network is the directed star with two links
1→ 2 and 1→ 3, thus A21 = A31 = 1 and Aij = 0
otherwise. For m = 4, there are also only two non-
isomorphic optimal networks, which can be obtained
by taking the complement of the optimal networks of
m = 2. Note that there is a simple rule relating the
adjacency matrixA of a graph and that of its comple-
ment, denoted by Ac: Acij = (1− δij)(1 −Aij).
• n = 4: there are 18 non-isomorphic optimal net-
works (4 with m = 3, 9 with m = 6, 4 with m = 9,
and 1 withm = 12), which were reported in the Sup-
plementary Material of Ref. [35].
• n = 5: through exhaustive search [40], we found 149
non-isomorphic optimal networks. These networks,
together with the corresponding value of k (which de-
terminesm asm = k(n− 1)), are shown in Fig. 2.
4. SENSITIVITY INDEX OF OPTIMAL NETWORKS
Given the abundance of optimal networks, and their ap-
parent structural differences (see for example Fig. 2), a nat-
ural question is: do these structural differences bear any-
thing relevant to the dynamics on the networks, in partic-
ular synchronization properties? This important question
was addressed in Ref. [35], where lab experiments using
optoelectronic oscillators show that optimal networks can
exhibit qualitatively and drastically different synchroniza-
tion properties. For example, the time it takes for a par-
ticular network to reach synchronization can vary greatly
among different optimal networks, even though these net-
works have the same number of nodes, same number of
edges, and identical Laplacian eigenvalues.
Optimal networks can be classified into sensitive and
nonsensitive, according to the geometric degeneracy of the
nontrivial Laplacian eigenvalues [35]. In fact, the alge-
braic multiplicity (or degeneracy) of the nontrivial Lapla-
cian eigenvalues of any optimal network is n− 1, since op-
timal implies that λ2 = · · · = λn = λ∗(> 0). However, the
geometric degeneracy of these eigenvalues can vary greatly
from one optimal network to another. In particular, when
the geometric multiplicity of λ∗ is n−1, there are n−1 lin-
early independent eigenvectors associated with λ∗, and the
optimal network is termed nonsensitive; otherwise the opti-
mal network is called sensitive. One reason for these terms
is that, when considering small, random structural pertur-
bations to the network, so that L → L + ε∆L, the change
of the Laplacian eigenvalues λ → λ + g(ε) following an
approximate scaling formula [37],
g(ε) ∼ ε1/β. (20)
When β > 1, the derivative of g with respect to ε diverges
and the function g becomes non-differentiable at ε = 0,
and thus the Laplacian eigenvalues exhibit sensitive depen-
dence on the network structure and edge weights; on the
other hand, when β = 1, it follows that g′(ε) is a constant
and therefore the Laplacian eigenvalues show no sensitive
dependence on the network. The quantitative nature of the
parameter β provides basis for a finer classification of the
4
Journal of Coupled Systems and Multiscale Dynamics • November 2017
k = 1
k = 2
k = 3
k = 4
k = 5
S = 1 S = 2 S = 3 S = 4
(0.3244) (0.5985) (0.0751) (0.0019)
(0.4004) (0.5440) (0.0556) (0)
(1) (0) (0) (0)
(1)
(0.6616) (0.3384) (0) (0)
FIG. 2: Non-sensitive and sensitive optimal networks with n = 5. At the top of each cell the probability listed corresponds to the
probability of drawing networks of the given sensitivity index S at the given k value using the generalized Krapivsky-Redner model.
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sensitive networks. In Ref. [37], the scaling parameter β is
shown to relate to the size of the Jordan blocks associated
with the network Laplacian. In particular, consider the Jor-
dan normal form of the Laplacian matrix L of an optimal
network,
J(L) =


0
J1
. . .
Jq


n×n
, (21)
where each Ji (i = 1, . . . , q) is a Jordan block
Ji =


λ 1
λ
. . .
. . . 1
λ


ni×ni
, (22)
arranged in a way such that
n1 ≥ · · · ≥ nq ≥ 1. (23)
Note that
∑q
i=1 ni = n− 1, and 1 ≤ q ≤ n− 1. It follows
that the scaling parameter β ≈ n1 except for some special
types of perturbations and network structures [37]. Conse-
quently, we define the sensitivity index of an optimal net-
work to be the value of n1. For the special case of n1 = 1
(thus q = n − 1), the network has the smallest sensitiv-
ity index 1 and is called nonsensitive; otherwise, whenever
n1 > 1, the network is sensitive.
5. GENERATION OF OPTIMAL NETWORKS WITH
CONTROLLED SENSITIVITY
Having developed the sensitivity index as a measure for
the structural sensitivity of optimal networks, we now wish
to address the problem of generating optimal networks with
prescribed sensitivity index.
We first review the generation of nonsensitive optimal
networks (sensitivity index equals 1), as previously re-
ported [30]. Give n andm = k(n− 1), the idea is to form
the network as a union of k directed stars. In particular,
define entries of the adjacency matrix as
Aij =
{
1− δij , j ≤ k,
0, j > k.
(24)
It follows that the eigenvalues of the Laplacian matrix
are {0, k, . . . , k}, and there are n − 1 linearly indepen-
dent eigenvectors associated with the (repeated) eigenvalue
λ = k, thus n1 = 1 and the network is nonsensitive. This
construction, however, cannot be readily extended to pro-
duce optimal networks with sensitivity index greater than
one.
Next, we note that any directed tree network is always
optimal, with the sensitivity index equalling the depth of
the tree. Thus, if m = n − 1, one can construct optimal
networks with arbitrary sensitivity index by controlling the
depth of the corresponding directed tree.
Finally, for the general case of m = k(n − 1) (k ∈ N),
there has been no previous studies on how to construct op-
timal networks with controlled sensitivity. We here offer a
method to accomplish this task, by considering a modified
version of the Krapivsky-Redner (KR) growth model [38],
with a single redirection parameter r ∈ [0, 1]. The start-
ing point is a complete network of k nodes (also called
a k-clique). Then, the additional n − k nodes are added
to the existing network one at a time. In each time step
i (i = 1, 2, . . . , n − k), a node (indexed as i) joins the
existing network and makes k directed links. Each one
of these k links are formed as follows. First, a node j is
chosen at random among the existing nodes in the network
(j ∈ {1, 2, . . . , i − 1}). Then, with probability 1 − r, the
link j → i is formed; otherwise, with probability r, another
node ℓ is chosen randomly among the directed neighbors of
node j, that is, from the set Nj = {ℓ : Ajℓ = 1}, and the
link ℓ→ i is formed instead. At the end of the process, we
obtain an optimal network of n nodes and m = k(n − 1)
directed links (the network Laplacian has an eigenvalue
λ = k with algebraic multiplicity n − 1). With a given set
of parameters (n and m = k(n − 1)) this generalized KR
model enables us to produce optimal networks, whose sen-
sitivity can be varied by controlling the redirection param-
eter r. In particular, the choice of r = 1 always produces
an optimal nonsensitive network. Generally, the smaller the
value of r is, the more sensitive the network tends to be.
In Fig. 3 we show the sensitivity index of optimal networks
generated using the proposed generalized KR model, for
several choices of parameter combinations. For fixed num-
ber of nodes n, we found that the method produces larger
range of sensitivity index under larger value ofm when the
network is sparse. Keep increasing the value ofm can even-
tually decrease the range of sensitive index (for the extreme
case of m = n(n − 1)/2, the network is always nonsensi-
tive, being a complete graph).
6. SYNCHRONIZATION TIME AND SPEED OF
OPTIMAL NETWORKS
Our final set of numerical experiments aims at explor-
ing the impact of sensitivity index on the synchronization
speed and time of optimal networks. To ensure a fair com-
parison, we construct optimal networks of the same number
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FIG. 3: Sensitivity index of optimal networks constructed by a generalized KR model (see text for details). Here for each parameter
combination (n, k, r), we computed and show the median value, 1st percentile, as well as the 99th percentile of the sensitivity index, all
estimated from 1000 independent realizations of the model.
of nodes n and same number of directed links m. Here
n = 100 and m = 5(n − 1). By using different values
of r ∈ {0.01, 0.25, 0.75, 0.95, 0.99, 1}, we obtain six net-
works with distinct sensitivity index, S = 1, 3, 5, 7, 9, 11.
We consider coupled Rössler oscillators as described by
Eqs. (13) and (14) on these networks. Since the Laplacian
eigenvalues of these six networks are the same, with λ1 = 0
and λ2 = · · · = λn = 5 for every network, an extended
version of the master stability analysis (see Ref. [30]) im-
plies that synchronization is stable for all these networks
so long as the coupling strength ε ∈ (0.02464, 0.9326).
We selected four coupling strengths in this interval: ε =
0.82, 0.85, 0.87, 0.89, for our numerical experiments. To
quantify synchronization, we define the synchronization er-
ror for the network state (x1(t), x2(t), . . . , xn(t)) as
e(t) = max
i,j
‖xj(t)− xi(t)‖. (25)
In Fig. 4, we show that for a random initial condition
where the initial state of each oscillator is independently
drawn from the uniform distribution in [10 − 0.005, 10 +
0.005]3, while keeping the same initial condition for all six
networks, the dynamics of these networks exhibit quite dif-
ferent behavior. For the coupling strength ε = 0.82, all net-
works synchronize, with the less sensitive networks (those
with smaller sensitivity index) synchronize faster. Inter-
estingly, and perhaps surprisingly, for the other coupling
strenghts, some of the more sensitive networks in fact lose
synchronization, despite the fact that synchronization is lin-
early stable for all networks. This loss of synchronization
cannot be interpreted by a linearization-based (local stabil-
ity) theory, since the equivalent linear system would always
converge to the (global) stable state despite initial transient
growth. The actual nonlinear system, however, can have a
local basin of synchronization. If the initial transient growth
is too fast, as seen in some of the very sensitive networks, it
can “kicks” the state of the system outside of the basin, and
thus prevent the system from returning to eventual synchro-
nization.
To investigate the dependence of synchronization er-
ror and speed on network sensitivity in a more system-
atically manner, we generated, in addition to the six net-
works considered in Fig. 4, six additional networks with
sensitivity index S = 2, 4, . . . , 12, using values of r ∈
{0.01, 0.2, 0.65, 0.85, 0.98, 0.999}. We numerically simu-
late the coupled Rössler oscillators on each of the twelve
networks, for 250 random initial conditions, where the ini-
tial state of each oscillator is independently chosen uni-
formly at random from the set [10 − 0.005, 10 + 0.005]3.
Note that the same initial conditions are used for all the
twelve networks. We then record the time it takes for each
network under each initial condition to synchronize, de-
fined as the first time at which the synchronization error
e(t) is less than 10−6. If such state is never reached, the
time to synchronization is considered∞. In Fig. 5 we plot
the average time to synchronize for the networks as func-
tions of the networks’ sensitivity index, for several coupling
strengths. We found that it takes longer time to synchronize
for optimal networks that are more sensitive (higher sen-
sitivity index). Under certain coupling strength, the most
7
Journal of Coupled Systems and Multiscale Dynamics • November 2017
FIG. 4: Synchronization error as functions of time for optimal networks of different sensitivity index. In (a) the coupling strength
ε = 0.82 and all of the networks synchronize, in (b) ε = 0.85 and despite the fact that this is in a predicted linear stability regime the two
most sensitive network desynchronize while the other networks synchronize, in (c) ε = 0.87: some of the networks synchronize, others
do not and (d) ε = 0.89 all of the networks except for the 2 least sensitive networks synchronize, despite being in the linearly stable
region.
sensitive networks can in fact lose synchronize, despite pre-
dicted otherwise by a linearization-based local stability the-
ory such as the master stability analysis.
7. CONCLUSION
In this work we quantify sensitivity of optimal networks
using the size of the largest Jordan block of a network’s
Laplacian matrix, called the network’s sensitivity index. We
developed a computationally efficient approach to construct
optimal networks of arbitrary size using a generalization
of the Krapivsky-Redner network growth model, and show
that the approach can explicitly produce optimal networks
of a range of sensitivity indices by controlling a single redi-
rection parameter. Using coupled Rössler oscillators, we
study the speed and time of synchronization on optimal net-
works that are identical in all means except for their sensi-
tivity index. We found that networks with higher sensitiv-
ity index generally take a longer amount of time to reach
synchronization. Interestingly, a sensitive optimal network
sometimes does not synchronize at all, which we attribute
to the more profound transient growth of perturbations in
these networks (comparing to less sensitive ones) as well as
the non-global nature of their basins of synchronization.
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