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Frequency Assignment Problem with Net Filter
Discrimination Constraints
H. Birkan Yilmaz, Bon-Hong Koo, Sung-Ho Park, Hwi-Sung Park, Jae-Hyun Ham, and Chan-Byoung Chae
Abstract: Managing radio spectrum resources is a crucial issue.
The frequency assignment problem (FAP) basically aims to allo-
cate, in an efficient manner, limited number of frequencies to com-
munication links. Geographically close links, however, cause in-
terference, which complicates the assignment, imposing frequency
separation constraints. The FAP is closely related to the graph-
coloring problem and it is an NP-hard problem. In this pa-
per, we propose to incorporate the randomization into greedy and
fast heuristics. As far as being implemented, the proposed algo-
rithms are very straight forward and are without system param-
eters that need tuned. The proposed algorithms significantly im-
prove, quickly and effectively, the solutions obtained by greedy al-
gorithms in terms of the number of assigned frequencies and the
range. The enhanced versions of proposed algorithms perform
close to the lower bounds while running for a reasonable duration.
Another novelty of our study is its consideration of the net filter
discrimination effects in the communication model. Performance
analysis is done by synthetic and measured data, where the mea-
surement data includes the effect of the real 3-dimensional (3D) ge-
ographical features in the Daejeon region in Korea. In both cases,
we observe a significant improvement by employing randomized
heuristics.
Index Terms: Frequency assignment problem, net filter discrimi-
nation, performance evaluation.
I. INTRODUCTION
THE radio spectrum is a scarce and valuable resource. Thus,managing such a scarce resource effectively is an important
issue. In wireless networks, connection links may interfere with
each other when they are close to one another with respect to
the distance of the geographical locations and the assigned fre-
quencies. To reduce the interference, geographically close links
should be assigned frequencies with sufficient separation, which
increases the resource requirements [1]. The problem of assign-
ing a limited number of radio frequencies to the communication
links of a network in such a way that interference requirements
are satisfied is the frequency assignment problem (FAP) [2–5].
The FAP, in its most basic form, has two architectural properties:
a limited number of frequency bands and frequency separation
constraints due to interference between links.
Formally, FAP can be considered as the collection of a set of
nodes, communication links, and frequency bands that need to
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be assigned to communication links with constraints that stem
from the interference caused by the assignment. Each commu-
nication link has to be assigned a frequency band such that it
will not significantly harm the other communication links. An
assignment satisfying these constraints is called a feasible as-
signment. There may be many feasible solutions and the objec-
tive of the assignment strategy can be minimizing the number
of assigned frequencies. Another useful objective can be mini-
mizing the range of the assigned frequencies, i.e., the difference
between the largest and smallest assigned frequencies [5, 6].
The FAP is closely related to the graph-coloring problem in
that it is a generalization of that problem. Hence, it is an NP-
hard problem, which was discovered by Metzger in 1970 [7, 8].
Therefore, researchers concentrate on developing heuristics to
find feasible solutions [9–11]. A high-level comparison among
several heuristic applications can be found in [12–16]. Ap-
plications in the satellite and cellular networks are analyzed
in [17–22]. In [3], net filter discrimination is taken into account
for more realistic communication scenarios with limited param-
eters (i.e., the filter effect is only considered for adjacent chan-
nels). In [16], realistic interference constraints are considered
and net filter discrimination is utilized.
In this paper, we propose incorporating randomization into
greedy heuristics so that the solution is significantly enhanced.
The proposed algorithms are based on graph coloring and pri-
oritizing the highest degree nodes. Our communication model
is novel in terms of including a net filter discrimination effect.
Moreover, we give a theoretical lower bound for the range of as-
signed frequencies in terms of Hamiltonian path cost. To verify
the proposed system, we carry out extensive numerical simula-
tions based on real geographical features.
The rest of the paper is organized as follows: In Section II,
we describe the system model including interference graph and
channel model. In Section III, we give the details of the prob-
lem within an analytical framework. Section IV summarizes the
solution methods and algorithms. We present the performance
of the proposed algorithms in Section VI, which is followed by
the Conclusion.
II. SYSTEM MODEL
In this section, we give the details of the system with Nm
quasi-static mobile nodes with uplink and downlink communi-
cation links and coordinates.
A. Connection and Interference Graphs
This system can be represented by a connection graph
GC = (M,L) where M and L are the set of communication
nodes and links, respectively. Each link is an ordered pair of
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GC = (M, L) 
M = {M1, M2, M3, M4} 
L = {l1, l2, l3, l4} 
Fig. 1. Example topology and system with four nodes.
communication nodes such that the order determines the direc-
tion of communication (e.g., `1 = (M1,M2)) and each node
has a coordinate in the geographical area (e.g., M1 = (x1, y1)).
Some of the nodes have wireless communication links. Each
of the communication links has a two-way link and each of the
nodes has one or zero outgoing/incoming communication links.
The goal of FAP is to assign each link a particular frequency
from the set of frequency bands F in a way that the other links’
qualities will stay above a required quality while minimizing the
number or the range of the assigned frequency bands. Range is
defined as the difference between the highest and the lowest fre-
quency that is assigned.
In Fig. 1, we have four nodes (i.e., Nm = 4) and four com-
munication links (i.e., N` = 4) between the nodes. When `1
is active (i.e., M1 is transmitting) `2, `3, and `4 are affected
with attenuated signals from M1 to the receiving nodes of the
links. Evaluating interference from each link to other links re-
sults in the interference graph GI = (V,E), where the vertices
are the edges of GC that are corresponding to the set of links
(i.e., V = L) and all possible link pairs correspond to an inter-
ference constraint (i.e., an edge in E). Note that the interference
constraints are not symmetric. For example, if you consider the
interference from `1 to `3, we consider the distance between
M1 and M4 while for the interference from `3 to `1 we need
to consider the distance between M3 and M2. We define the
interference matrix, I, for GI so that the entries of the matrix
correspond to the interference values between links (i.e., Iij is
the interference experienced at the receiver of the `j and caused
by the transmitter of the `i).
B. Channel Model
ITU-R P.525 model for free space attenuation is used in this
paper [23] and given by
PRx[dBW ] = P Tx[dBW ] +G− PL
G = 58−A(φt, φr)
PL = 32.4 + 20 log(f [MHz]) + 20 log(d [km])
(1)
where PRx, P Tx, G, PL, A(., .), φt, φr, f , and d correspond
to the received power, transmit power, antenna gain, path loss,
antenna pattern function, transmitter antenna angle, receiver an-
tenna angle, frequency, and distance, respectively. The antenna
pattern function, which depends on the angle, is illustrated in
Fig. 2, which depends on measurement data.1 We apply our al-
gorithms to both the simplified and the real measured data. The
1We cannot present the measured data for the antenna pattern due to non-
disclosure agreement.
Fig. 2. Simplified antenna pattern based on the measured data.
expected interference to tackle (that is from source link i to vic-
tim link j) is given as
Tij = Iij − Ts = PRxij − Ts (2)
where PRxij and Ts are the received interference power from link
i to j and the receiver sensitivity threshold, which is the required
signal strength for a link to be successful.
At the transmitter and receiver, net filter discrimination
(NFD) filtering is utilized for interference. NFD depends upon
transmitter spectrum mask and overall receiver filter character-
istics. The definition of NFD is given in [24] as follows:
NFD(∆f) = 10 log
(
Pc
Pa
)
Pc =
∞∫
0
D(f) |H(f)|2 df
Pa =
∞∫
0
D(f −∆f) |H(f)|2 df,
(3)
where Pc denote the total received power after co-channel RF,
IF, and base-band filtering, and Pa is the total received power
after offset RF, IF, and base-band filtering. D(f),H(f), and ∆f
correspond to the transmitter spectrum mask, overall receiver
filter response, and frequency separation between the desired
and interference signal, respectively. Note that, ∆f = 0 yields
to 0 dB NFD for the co-channel interference.
C. Frequency Separation
The inverse function of NFD can be utilized for evaluating the
pairwise-required frequency separation for the links as follows
∆ij = max{NFD−1(Tij), NFD−1(Tji)} (4)
where ∆ij stands for the required frequency separation for the
links i and j. Note that we have to consider both Tij and Tji
since the interference constraints are not symmetric.
The main goal of the FAP is to assign each link a frequency
band from F while satisfying the frequency separation con-
straints. Each frequency band has a bandwidth and center fre-
quency that are denoted by B and fi. If the unit frequency band
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(step size of the overlapping bands) is denoted by δf then the set
of frequency bands is defined as
F =
{(
fi−B
2
, fi+
B
2
) ∣∣∣i = 1...Nf}
fi = fstart +
B
2
+ (i− 1) δf
fend ≥ fNf +
B
2
(5)
where Nf , fstart and fend denote the number of frequency bands,
the start and the end frequency for the available range of fre-
quencies. Note that the frequency bands in F need not to
be exclusive but may, since we use NFD, intersect. However,
the assigned frequency bands should be separated (in terms of
center frequencies) according to separation constraints obtained
from (4). Having overlapping channels increases the number of
available frequency bands, thus complicating the solution meth-
ods. In shorthand notation, we use fi to refer to the frequency
band (fi − B2 , fi + B2 ).
Due to the discrete nature of F , frequency separation can be
done in a quantized manner with multiples of δf . Therefore, we
convert the frequency separation constraints to quantized fre-
quency separation constraints by
Sij = d∆ij/δfe (6)
where Sij corresponds to the required quantized frequency sep-
aration between link `i and `j . These constraints are used in
the problem definition and algorithms. To be successful, for ex-
ample, Sij = 4 means the difference of the assigned frequency
indices should be at least four for the links `i and `j .
III. PROBLEM DEFINITION & LOWER BOUND FOR
RANGE
We define a binary variable that is the assignment variable for
the given link and the frequency as
χ(`, f) =
{
1 If f is assigned to the link `
0 otherwise (7)
and a set that contains the assigned frequency indices as
A =
{
k
∣∣∣∣∣∑
`
χ(`, fk) > 0
}
(8)
for the problem definitions. Optimization problems aim to min-
imize the number of used frequencies and the range, R, while
considering the frequency separation constraint.
A. Minimizing Number of Used Frequencies
By using these variables, FAP minimizes the number of used
frequencies, which can be formalized as
Minimize
χ(`,f)
∑
f
min
{
1,
∑
`
χ(`, f)
}
(9)
subject to ∑
f
χ(`, f) = 1 ∀` (10)
|kχ(`i, fk)−mχ(`j , fm)| ≥ Sfkfmij ∀`i, `j , fk, fm (11)
R(A) ≤ TR (12)
χ(`, f) ∈ {0, 1} ∀ `, f (13)
where A is the set of assigned frequencies, TR is the range con-
straint, R(A) = (max(A)−min(A)) δf +B is the range of A,
and Sfkfmij = Sij χ(`i, fk)χ(`j , fm).
The first constraint in (10) guarantees exactly one frequency
assignment for each link. The second constraint in (11) enforces
the frequency separation requirements. The third constraint con-
cerns the range constraint and guarantees that the range of as-
signed frequencies is smaller than TR.
B. Minimizing Range
Minimize
χ(`,f)
R(A) (14)
subject to ∑
f
χ(`, f) = 1 ∀` (15)
|kχ(`i, fk)−mχ(`j , fm)| ≥ Sfkfmij ∀`i, `j , fk, fm (16)
χ(`, f) ∈ {0, 1} ∀ `, f (17)
In this optimization problem, the aim is to minimize the range
of assigned frequencies while satisfying the separation con-
straints.
C. Lower Bound for Number of Used Frequencies
The objective of the FAP is to minimize the number of fre-
quency bands so as to maximize the spectral efficiency. In graph
theory, the chromatic number of a graph is defined as the small-
est number of colors needed to color the vertices so that adjacent
vertices have different colors. The size of the maximum clique
of graph G is a lower bound for the chromatic number of G and
is denoted by w(G). Hence, we have the following lower bound
for the number of assigned frequencies for FAP
w(G) ≤ |A| =
∑
f
min
{
1,
∑
`
χ(`, f)
}
(18)
where |.| is the cardinality operator.
While it is NP-hard to enumerate all possible maximum
cliques, there is a simpler way does exist to decide whether a
graph has a clique of size k or not. The authors in [25] suggested
an effective method for filtering the nodes that are ineligible for
the k-clique. We use their method to find a lower bound for the
number of used frequencies.
D. Lower Bound for Range
In a graph G, a Hamiltonian path corresponds to a path
which visits each vertex once and only once. Finding the min-
imum cost Hamiltonian path is referred to as to Open Travel-
ing Salesman Problem. Let H(G) denote the weight cost of
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the shortest Hamiltonian path in G. In the literature, H(G) has
been shown to be a lower bound for the range of assignments
which is denoted by R(A) or R(χ(`, f), G) [26–28]. It can be
difficult to calculate H(G) for large constraint graphs, so re-
searchers have considered an alternative bound (based on span-
ning trees) [26, 28]. The motivation is rooted in each Hamilto-
nian path being a spanning tree. Let S(G) denote the cost of
a minimal weight spanning tree of G. So S(G) constitutes a
lower bound for H(G) and, fortunately, a greedy algorithm is
available for evaluating S(G). If we combine these, we end up
with
S(G) ≤ H(G) ≤ R(A) (19)
where R(A) corresponds to the range of any given frequency
assignment. In general, H(G) is a tighter bound, but for large
constraint graphs it can be more efficient to use S(G) since it
has an effective algorithm that runs for a feasible duration.
For special frequency-separation constraint graphs that are
derived from Sij , we introduce a new theorem to characterize
the equality condition of the minimum Hamiltonian path bound.
Theorem 1: If every triangle in the constraint graph, which
is derived from Sij , satisfies the triangle inequality, then the
minimum Hamiltonian path cost is equal to minimum R.
Proof: Suppose we have a constraint graph GS = (L, E)
derived from Sij and every triangle satisfies the triangle inequal-
ity. In other words, if e1, e2, and e3 form a triangle on the graph,
then the sum of any two edges’ costs (i.e., e1 and e2; or e1 and
e3; or e2 and e3) is greater than the other edge’s cost.
We denote the vertices of GS as V = {1, 2, 3, · · · , nv}. We
define frequency assignment functionC∗ :V →F asC(vi) = fi
if and only if the band with central frequency fi is assigned to
the link having the node vi as the transmitter. We define H(GS)
as the minimum Hamiltonian path cost and R(C∗, GS) as the
range of assigned frequencies to the graph GS when the assign-
ment C∗ satisfies the separation constraints. As C∗ has a finite
number of possible assignments (less than nNfv ), one of them
must be the optimal solution having the minimum range. We
denote the optimal one as Copt. Now we need to show that
R(Copt, GS) = H(GS).
First, we show that H(GS) ≥ R(Copt, GS) holds. Assume
that the Hamiltonian path with the shortest cost starts at vertex
h1 and is connected through hi for the ith vertex and ends at
the vertex hnv , where hi is the i
th element of a re-ordered se-
quence of V . Let C∗(h1) = f1 and ∀1 < i ≤ nv, C∗(hi) =
f1 + Σ
i−1
k=1Shkhk+1 . To show that C
∗ meets the separation con-
straints, we choose two arbitrary vertices, x and y from V . It is
enough to show that |C∗(x) − C∗(y)| ≥ Sxy . Let i, j be the
numbers so that hi = x and hj = y. Without loss of generality,
we say that i<j.
|C∗(x)− C∗(y)| = |C∗(hj)− C∗(hi)|
= |Σjk=i+1(C∗(hk)− C∗(hk−1))|
= |Σjk=i+1Shk−1hk | ≥ Shjhi = Sxy.
Note that the last inequality holds from the triangular inequality
condition. Hence, it is proved that C∗ is a valid assignment,
which implies that R(C∗, GS) ≥ R(Copt, GS).
R(C∗, GS)=C∗(hnv )−C∗(h1)=Σnv−1k=1 Shkhk+1 =H(GS).
∴ H(GS) ≥ R(Copt, GS).
Now we show that H(GS) ≤ R(Copt, GS) holds. Assume
that C∗ is one valid assignment to GS . ∀1 ≤ i ≤ nv , C∗(i)s
are given satisfying |C∗(j)−C∗(k)| ≥ Sjk for arbitrary j, k
from V . Let ai be a sequence of V such where C∗(ai) values
are sorted in ascending order. In other words, C∗(ai)≤C∗(aj)
holds if i< j holds. Then the range of the assignment becomes
C∗(anv )−C∗(a1).
R(C∗, GS) = C∗(anv )−C∗(a1)
= Σnvk=2C
∗(ak)−C∗(ak−1) ≥ Σnvk=2Sakak−1
= Sa1a2 +Sa2a3 +· · ·+Sanv−1anv ≥H(GS).
(20)
The first inequality of (20) comes from the condition that C∗
is a valid assignment, and the second inequality comes from
the fact that such a summation of nv − 1 path costs becomes
one of the possible Hamiltonian path costs of GS , which should
be larger than the minimum one of them, denoted as H(GS).
The inequality (20) indicates that for any valid assignment C∗,
H(GS)≤R(C∗, GS) holds. Since Copt is also one of the valid
assignments, we can say that H(GS)≤R(Copt, GS) holds.
Finally, H(GS)≤R(Copt, GS)≤H(GS) is achieved, which
leads to the desired equality H(GS)=R(Copt, GS).
2
Hence, we proved that the minimum Hamiltonian path cost
is equal to the minimum range for the frequency assignment
when the constraint graph satisfies with the triangle inequality.
In other words, the minimum Hamiltonian path cost is exactly
the minimum range for the given FAP as long as the constraint
graph satisfies the triangle inequality.
IV. ALGORITHMS
Even if all domains have size two, FAP is reduced to a maxi-
mum satisfiability problem, which means it is NP-hard [5]. A
graph-based dynamic programing algorithm is introduced for
graphs with bounded tree width [29] that runs in polynomial
time, but it is exponential in the width of tree decomposition.
Moreover, even with employing several reduction techniques,
due to time and memory requirements, it is hard to solve large
instances with dynamic programming [29].
Our requirement was to approach the problem with perspec-
tives that consider implementation and time complexity. Since
the target applications include military and government infras-
tructures, the approach should also consider ease of integration
while still aiming for an effective improvement in terms of re-
source utilization. Hence we focused on sequential, greedy, and
fast algorithms. First, we consider a greedy algorithm in which
the assignment is carried out in a greedy fashion, giving prior-
ity to the highest degree node in the undirected constraint graph
that is derived from Sij (i.e.,GS). Then we introduce a coloring-
based solution and a hybrid algorithm. Moreover, we enhance
the algorithms with randomization. Finally, for comparison, we
present a genetic algorithm to solve the FAP. Enhanced algo-
rithms are sequential in nature and faster than common and com-
plicated heuristics with many parameters such as in the cases of
YILMAZ et al.: FREQUENCY ASSIGNMENT PROBLEM WITH NET FILTER DISCRIMINATION CONSTRAINTS 5
simulated annealing and Tabu searches. Note also that our sys-
tem contains nearly 4000 overlapping frequency bands in our
system. Hence the problem is somewhat unique due to each it-
eration having a large number of neighbor candidates in the GA
and Tabu searches. This makes it a necessity to use sequential
and simple algorithms. Moreover, we will also present the per-
formances of the proposed algorithms and the Tabu search in a
time limited scenario for the CELAR data set.
A. Highest Degree-based Greedy Algorithm (HEDGE)
The main idea of the HEDGE algorithm is to give priority
to the highest degree nodes in the undirected constraint graph
(i.e., GS) and while assigning the frequency the best result
is chosen without knowing the future assignments. Here, the
Algorithm 1 HEDGE Algorithm Pseudocode
Require: Sij ∀ i, j
1: Generate GS
2: while There is unassigned link do
3: Choose a node (`i) with the highest degree in GS
4: if AssignFreqTo(`i) then
5: Remove the node and update the graph GS
6: else
7: Rollback neighbor assignments
8: end if
9: end while
AssignFreqTo(`i) is a greedy assignment procedure and given
in Algorithm 2. The AssignFreqTo(`i) procedure aims to utilize
the used frequencies again and again to reduce the number of
used frequencies. It also aims to utilize the smallest indexed fre-
quency to keep the range as small as possible. Due to the greedy
nature of the algorithm, we cannot be sure whether the solution
is optimal or not. However, it runs in a very feasible time.
Algorithm 2 AssignFreqTo(`i) Pseudocode
Require: `i
1: Sort the frequencies according to usage count
2: for Each frequency f do
3: f ← next minimum of most frequently used frequency
4: if Assigning f does not violate Sij for all j then
5: Assign f to `i
6: end if
7: end for
8: if Cannot assign a frequency to `i then
9: return false
10: else
11: return true
12: end if
B. Coloring-based Greedy Algorithm (COG)
Another heuristic we propose is the coloring-based algorithm
that aims to assign the least number of frequencies. The COG
algorithm has two phases. One is assigning colors to the links
without considering the separation constraint and the other is
assigning frequencies to the colors and consequently the links
while satisfying the separation constraints. COG pseudocode is
presented in Algorithm 3.
Algorithm 3 COG Algorithm Pseudocode
Require: Sij ∀ i, j
1: Generate GS
2: while There is unassigned link do
3: Choose a node (`i) with the highest degree in GS
4: Assign minimum of most frequently used color that is
different than the neighbors
5: Remove the node and update the graph GS
6: end while
7: Order the colors
8: for color=1:ncolor do
9: Assign frequency band to color according to Sij
10: end for
Since COG does not consider the Sij constraints in the first
phase, it is more relaxed than HEDGE. Therefore, the COG al-
gorithm has a solution of which the number of frequencies are
less than or equal to those of HEDGE, with a cost of higher R.
C. Hybrid Algorithm
HEDGE and COG both have their own pros and cons. Hence,
we developed a hybrid algorithm that utilizes both methods. The
main idea is to run the COG algorithm up to some predetermined
number of assigned links and continue with the HEDGE algo-
rithm on the remaining nodes.
Algorithm 4 Hybrid Algorithm Pseudocode
Require: Ncog
1: Run COG algorithm until Ncog assignments are done
2: Update GS
3: Run HEDGE algorithm for the remaining nodes
D. Ordering Enhancements
The ordering of the nodes for assignment determines the so-
lution quality. Since we cannot consider the future assignments
in an effective time complexity, we incorporated randomization
to the ordering. In order to add randomization to the HEDGE
algorithm, we randomly select one of the second-highest de-
gree nodes for the even-indexed assignments and highest degree
nodes for the odd-indexed assignments. Adding the randomiza-
tion resulted in different solutions and the run was replicated
many times. Selecting the best solution improved the original
HEDGE algorithm. For the COG algorithm, we select the col-
ors in a randomized order for the assignment phase.
When the ordering enhancement is applied and the algorithm
is run many times, we end up with different solution results
where the set of assigned frequencies corresponding to the ith
solution is denoted by Ai. Therefore, we need to sort the solu-
tions and choose the best one in terms of sorting criteria. We use
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10    |  22  |  345 | 111  |  975  |  412  |  ...  | 123  |  323  |  975
111 | 123 |  412  | 111 |  999  |  222  |  ...  |  10   |  153  |  975
10    |  22  |  412 | 111  |  975  |  222  |  ...  | 123  |  153  |  975
Parent 1:
Parent 2:
Child:
Selection Probability =0.5
Fig. 3. Representative crossover operation.
a scoring function, ψ, for the assignment solutions as follows
ψ(Ai) = BF
|Ai| −min
k
|Ak|
max
k
|Ak| −min
k
|Ak|
+ (1− BF)
R(Ai)−min
k
R(Ak)
max
k
R(Ak)−min
k
R(Ak)
(21)
where |.|, R(.) and BF are the cardinality operator, range op-
erator, and the balancing factor for the range and the number
of used frequencies. The scoring function in (21) is the sum of
normalized resources; hence we seek the smallest score(s).
E. Genetic Algorithm (GA)
The main idea of the GA is to iteratively keep the fit individ-
uals (i.e., candidate solutions) and create a new generation that
results in an improvement of the solution. In each generation,
the fitness of every individual in the population is evaluated. The
more fit individuals are stochastically selected from the current
population, and each individual’s genome is modified (recom-
bined and randomly mutated) to form a new generation. The
new generation of candidate solutions is then used in the next
iteration of the algorithm.
Gene representation of a solution is the ordered list of as-
signed frequencies for the links (e.g., [1, 45, 23, 16] could be
a sample assignment for the topology example in Fig. 1). Any
individual candidate solution can be, in therms of fitness func-
tion, good or bad. We define the fitness function in terms of the
number of failed links and used frequencies as follows:
fitness = |A|(Nfail + modifier) (22)
where Nfail denotes the number of links below a certain quality
threshold. We use a modifier to cope with the Nfail = 0 case
and to balance the weights of the metrics. More fit individu-
als have smaller values for the fitness function evaluation. For
equality cases, we consider the range of the assignment. Note
that implementing GA may be done in different ways (including
order preserving genetic operations). Here for a comparison we
consider the most straight forward one.
E.1 Initial Population
Initial population is formed by using the output of the
HEDGE algorithm and applying random swap, change, add
frequency, and permutation operations. The swap operation
switches the assigned frequencies of two random links. The
10    |  22  |  412 | 111  |  975  |  222  |  ...  | 123  |  153  |  975
Before mutation
- Choose a random frequency (111)
- Merge it to one higher frequency (123)
- Shift higher frequencies by (12)
After mutation
10    |  22  |  424 | 123  |  987  |  234  |  ...  | 123  |  165  |  987
Fig. 4. Representative mutation operation.
change operation randomly selects a link and changes the as-
signed frequency to the most and least frequently used frequen-
cies. The add frequency operation randomly selects a link and
changes the assigned frequency to a random new frequency that
does not violate the constraints. The permutation operation
shuffles the assigned frequencies. After creating new individ-
uals by using these operations, GA is iterated.
E.2 Genetic Operations
The iteration of GA mainly consists of crossover and muta-
tion operations followed by fitness evaluation. During execu-
tion of crossover, the best individuals are randomly matched and
the genes are combined with equal probability. A representative
crossover operations is presented in Fig. 3, in which a new indi-
vidual is created by combining the genes of the two parents.
After the crossover operation, randomly selected children of
the new generation are exposed to mutation operation, which
merge a randomly selected frequency to the next higher fre-
quency used. A representative mutation operation is depicted in
Fig. 4. The mutation operation reduces the number of assigned
frequencies at the cost of increased range.
V. IMPLEMENTATION & MEASUREMENT DATA
We measured the interference data between the nodes on ac-
tual map, with the real world 3-D ray tracing software. Figure 5
shows 50 communication links that are distributed on the real
map of Daejeon, South Korea. The location of nodes are arbi-
trarily decided due to classified issues, but any two nodes that
are communicating with each other are considered to be in a
line of sight. Figure 5(a) represents the exact distribution of the
nodes, while Fig. 5(b) shows the path environment between the
communication nodes, which includes the 3D features of the re-
gion.
The software was developed using the programming language
C# based on Microsoft Windows Network. The program has its
required input data as the type of antenna polarizations, trans-
mit power, antenna pattern and attenuation values for transmit
and receive mask. It also treats the climate and 3D geograph-
ical data so as to achieve a more accurate propagation model.
It calculates interference between the nodes and power of sig-
nal transmission. The calculated values are applied to obtain
the requirements for frequency separation. Frequencies are as-
signed to each node according to the proposed algorithms via
MATLAB, satisfying constraints from the measured data to set
interference zero between any of the two communication nodes.
We have run our proposed algorithms on several topologies,
including 20, 50, and 200-node cases. In this paper we present
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Fig. 5. An example of topology for analysis with the measured data, covering Daejeon region in South Korea with 50 communication nodes. The topology is
considering 3-D environments based on the real geographical features.
the figure of 50-node topology and the results for a 50-node and
200-node frequency assignments with the HEDGE, Enhanced
HEDGE, Hybrid and Enhanced Hybrid algorithms.
VI. PERFORMANCE ANALYSIS
In this section, we conduct analyses from two different per-
spectives: one is via synthetic data and the other is via measure-
ment data. For the analysis via measurement data, we integrated
our solution with a software program that utilizes 3-D ray trac-
ing. Hence the easy integration was a requirement for the de-
veloped algorithms. In both scenarios, we give topology details
and we analyze the performance of the proposed algorithms.
A. Analysis with Synthetic Data
In this section, we analyze the performance of the proposed
algorithms and the effect of the balancing factor on the enhanced
HEDGE and Hybrid algorithm. We mainly consider N` = 150
then focus on the scenarios with different numbers of links.
A.1 Topology & Parameters
Performance of the algorithms are evaluated within an area of
100 km × 100 km and the maximum link length is 20 km. We
consider topologies with 100-200 links within the same physical
area, shown in Fig. 6 for N` = 150 and N` = 200. The topol-
ogy consists of clusters 1 km in size and each cluster includes a
number of communication nodes. Other system parameters are
listed in Table 1.
Table 1. Range of parameters used in the analysis
Parameter Variable Values
Link count N` 100 ∼ 200
Receiver sensitivity Ts −79.12 dBm
Transmit power P Tx 1 W
Range constraint TR 600 MHz
Starting frequency fstart 7007.5 MHz
Unit frequency band δf 150 KHz
Bandwidth B 15 MHz
A.2 Analysis on Ordering Enhancement
HEDGE is the base-line algorithm and we enhance it by ran-
domizing the ordering. We present the genetic algorithm, the
raw HEDGE algorithm, and the enhanced version results in
Fig. 7(a). The GA improves the solution of HEDGE in terms
of the number of assigned frequencies at the cost of losing the
higher range of used frequencies. The GA does not improve on
the range axis. The enhanced HEDGE has many different solu-
tion results and we give all possible solutions as a point on the
performance metric space, namely range versus number of as-
signed frequencies. The left-most points correspond to the best
results for a given number of assigned frequencies. With the
enhanced HEDGE, we observe improvement in terms of both
metrics compared to raw HEDGE.
When we order the solutions according to the number of used
frequencies and range with the given order, we end up with the
list of solutions in Table 2. Performance metrics for GA, en-
hanced HEDGE, raw HEDGE algorithms, and the lower bounds
are given in Table 2. We want a solution with smaller |Ai| and
R(Ai). GA offers a better solutions in terms of the number of
assigned frequencies at the cost of a higher range. On the other
hand, the enhanced HEDGE has a smaller range for the same
number of frequencies. Moreover, the best solution in terms of
|Ai| has a smaller range compared to raw HEDGE algorithm.
Hence the enhancement is significant and we can claim that the
randomization enhancement (enhanced HEDGE) is more signif-
icant compared to GA enhancement.
Before starting to analyze the ordering enhancement on the
Hybrid algorithm, we focus on the Ncog (which determines the
number of links to be assigned by the COG algorithm). Increas-
ing Ncog results in less frequency usage with higher R(Ai). We
can safely select an Ncog between 80 and 130 for the rest of the
analysis while using the order enhancement.
With appropriate choices of Ncog, Hybrid algorithm solutions
are better than raw HEDGE and enhanced HEDGE algorithms
in terms of range and the number of used frequencies. Even
without utilizing the randomization enhancement, the Hybrid al-
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Fig. 6. Topology for analysis with synthetic data in a 100 km × 100 km region. Each shown link has two-way communication links (i.e., each link in the figure
corresponds to two links in the system model). For N` = 200 case, there are additionally 50 links, represented with different colors and line style (dashed). Red
circles indicate the clusters of communication node locations.
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(a) Enhanced HEDGE, raw HEDGE, and Genetic algorithms’ solution space
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circle markers correspond to the solution of the raw HEDGE and the genetic
algorithms, respectively. The small points correspond to the solutions obtained
by randomization of the HEDGE algorithm.
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(b) Enhanced and raw Hybrid algorithms’ solution space in terms of range
and the number of assigned frequencies. The triangle markers correspond to
the solutions of the raw Hybrid algorithm with different Ncog values (namely
140, 130, and 80). The small points correspond to the solutions acquired by
randomization of the Hybrid algorithm.
Fig. 7. Solution spaces of the algorithms (N` = 150) where the lower bounds for the number of frequencies and the range are 52 and 302.2MHz.
gorithm has promising solutions, as can be seen in Table 3.
When we consider randomization enhancement, we end up
with different solution results. In Fig. 7(b), each point corre-
sponds to a different solution, represented by its performance
metrics –the range and number of frequencies used. Three solu-
tions obtained from the raw Hybrid algorithm with Ncog values
80, 130, and 140 are also presented in Fig. 7(b) with a triangle
marker. The enhanced version has many solution results and for
each value in the y-axis, the left-most point corresponds to the
best result for that specific row. With randomized ordering en-
hancement, we observe a significant improvement on the Hybrid
algorithm. Table 4 presents the |Ai| and R(Ai) metrics for rep-
resentative solutions of the enhanced Hybrid and the raw Hybrid
algorithms. Note that the performance metrics of the enhanced
Hybrid algorithm are close to lower bound values.
Figure 8 shows the effect of the balancing factor on the en-
hanced HEDGE and Hybrid algorithms. The enhanced HEDGE
and Hybrid algorithms have many solution results and ranking
them according to (21) gives us the best solution with the given
parameters. Increasing the balancing factor parameter means
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Table 2. Effect of the ordering enhancement on the HEDGE algorithm.
Solution |Ai|(LB = 52)
R(Ai) (MHz)
(LB = 302.2)
Enhanced HEDGE S1 68 408.0
Enhanced HEDGE S2 69 403.8
Enhanced HEDGE S3 70 395.3
Enhanced HEDGE S4 71 394.8
Enhanced HEDGE S5 72 393.9
Enhanced HEDGE S6 73 390.1
Enhanced HEDGE S7 74 387.3
Genetic Algorithm S1 72 410.3
Genetic Algorithm S2 65 422.3
HEDGE (no enhancement) 73 410.1
LB: Lower Bound
Table 3. Effect of Ncog on the Hybrid algorithm.
Ncog
|Ai|
(LB = 52)
R(Ai) (MHz)
(LB = 302.2)
140 55 394.6
130 58 390.8
80 67 381.8
50 71 397.2
30 73 403.9
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Fig. 8. Effect of balancing factor on the enhanced HEDGE and Hybrid
algorithms where the lower bounds for the number of frequencies and the range
are 52 and 302.2MHz. The left axis and the curves with star markers show the
effect on the number of assigned frequencies. The right axis and the curves
with diamond marker show the effect on the range. Solid curves correspond to
the enhanced HEDGE algorithm while dashed curves correspond to the
enhanced Hybrid algorithm.
increasing the weight of the number of assigned frequencies.
When we consider the solid and dashed curves as two different
groups, we can see that the dashed curves (i.e., curves of the en-
hanced Hybrid algorithm) offer a better solution with a smaller
range and fewer number of assigned frequencies. When we fo-
cus on the curves with the same markers, we observe the affect
of the balancing factor on the corresponding metric. Increas-
Table 4. Effect of the ordering enhancement on the Hybrid algorithm.
Solution |Ai|(LB = 52)
R(Ai) (MHz)
(LB = 302.2)
Enhanced Hybrid S1 54 363.0
Enhanced Hybrid S2 55 354.6
Enhanced Hybrid S3 56 347.6
Enhanced Hybrid S4 58 345.6
Hybrid (Ncog = 140) 55 394.6
Hybrid (Ncog = 130) 58 390.8
Hybrid (Ncog = 80) 67 381.8
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Fig. 9. Effect of N` on the number of assigned frequencies.
ing the balancing factor results in a lesser number of assigned
frequencies at the cost of the increased range.
A.3 Analysis on Effect of N`
In Figs. 9 and 10, we analyze the effect of the number of links
on system performance metrics. The number of assigned fre-
quencies is presented in Fig. 9 and the range of the assignment
is presented in Fig. 10. In both of the figures, we selected the
balancing factor as 0.4.
In Fig. 9, the effect of N` on the number of assigned fre-
quencies is shown for the HEDGE, enhanced HEDGE, and en-
hanced Hybrid algorithms. The HEDGE algorithm, as a base-
line greedy algorithm, has the highest number of assigned fre-
quencies. Hence, it requires more resources than other algo-
rithms. The enhanced HEDGE algorithm is slightly better than
the HEDGE algorithm, while the enhanced Hybrid algorithm
has a significant advantage over both of them. Moreover, the
enhanced Hybrid algorithm finds, in a time-efficient manner, so-
lutions close to the lower bound values. With the given parame-
ters, the enhanced Hybrid algorithm requires 15 fewer frequency
bands on average than the HEDGE algorithm. Another observa-
tion is that the gain is increasing as we increase the N` (e.g., for
100 links, the gain, in terms of number of required frequency
bands, is nine while the improvement for 200 links is 22).
In Fig. 10, the effect of N` on the range of assigned frequen-
cies is presented for the HEDGE, enhanced HEDGE, and en-
hanced Hybrid algorithms. Having a smaller range is better for
re-utilizing and managing the resources at close locations. The
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Fig. 10. Effect of N` on the range of assigned frequencies.
HEDGE algorithm requires larger range values than do the en-
hanced HEDGE and Hybrid algorithms. The enhanced HEDGE
algorithm is slightly better than the HEDGE algorithm, while a
significant enhancement is achieved by the enhanced Hybrid al-
gorithm. Also we see that the improvement multiplies when we
increase N`. Moreover, the enhanced Hybrid algorithm is close
enough to the lower bound values with a reasonable run time
that it will be considered after analyzing the measured data.
B. Analysis with Measurement Data
The topology of the nodes is shown in Fig. 5, which is a region
in South Korea’s Daejeon. The links are placed in a more sepa-
rated manner to reduce interference constraints. The frequency
assignment solutions for the measured data for N` = 200 and
N` = 50 are given in Table 5.
The HEDGE algorithm performs poorly compared to the pro-
posed algorithms. For N` = 200 and N` = 50, the lower
bounds for the required number of frequencies are 5 and 4,
respectively. For both N` = 200 and N` = 50 cases, the
enhanced HEDGE algorithm requires fewer frequencies and a
smaller range compared to raw HEDGE (gain is at least 20%).
The enhanced Hybrid algorithm achieves more than 50% en-
hancement in terms of the number of assigned frequencies at
the cost of 25% range increments for N` = 200. In theN` = 50
case, the enhanced Hybrid algorithm achieves nearly 40% and
30% improvement in terms of the number of assigned frequen-
cies and the range, respectively. Hence, these results validate
our proposed algorithms also with the measured data and the re-
alistic antenna features. Also note that, for the measured data
the proposed algorithms achieve very close to the lower bound
and specifically the same for theN` = 50 case.
C. Time Analysis
We also analyzed the runtime costs of the proposed algo-
rithms and a straight forward tabu search algorithm. For the
analysis we used modified CELAR data and specifically the
scen02 data is used. There are 200 links and 1235 constraints for
the links. The minimum number of required frequencies that is
found in the literature is 14 while the lower bound is 13 [30–32].
Table 5. Effect of the ordering enhancement on the HEDGE and the Hybrid
algorithm with the measured data.
Solution |Ai| R(Ai) (MHz)
N
`
=
2
0
0 HEDGE 14 201.6
Enhanced HEDGE S1 10 160.8
Enhanced HEDGE S2 9 162.0
Enhanced Hybrid S1 6 259.1
N
`
=
5
0 HEDGE 7 196.2
Enhanced HEDGE S1 6 141.6
Enhanced HEDGE S2 5 142.5
Enhanced Hybrid S1 4 133.9
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Fig. 11. Performance in terms of number of assigned frequencies for a time
limited scenario. Each method is replicated 20 times with different time
limitations and the performance metric is averaged over run results.
Figure 11 displays the time-limited run results. Under a lim-
ited time assumption, due to the random nature of the algo-
rithms, we replicated the runs and at each run we ended up
with different solutions– sometimes with bad ones. Curves cor-
respond to the mean value of the number of used frequencies
with showing the maximum and the minimum values as bars
around the mean. When we increase the time limit is increased,
the achieved solutions tend to improve. However, prior to 500
seconds, a Tabu search generally leads to no feasible solutions.
Since our aim here is to develop an effective algorithm for easy
integration into existing software and achieving reasonable re-
sults in a short duration, we have focused on sequential greedy
algorithms. This analysis justifies our arguments.
VII. CONCLUSION
In this paper, we proposed frequency resource allocation al-
gorithms by using simple randomization step to enhance greedy
heuristics. The proposed algorithms were compared with greedy
heuristics and genetic algorithm in terms of the number of as-
signed frequencies and the range of the assignment. Our analy-
sis was carried out using synthetic data and measured data. First,
we observed that the conventional genetic algorithm’s enhance-
ment is not significant in terms of range. The enhanced HEDGE
algorithm significantly improved the solution by reducing the
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number of assigned frequencies by 7% for nearly the same range
withN` = 150. If we compare an equal number of assigned fre-
quencies, we confirm a significant improvement in terms of the
range. Similarly, the enhanced Hybrid algorithm significantly
reduced the number of assigned frequencies and the improve-
ment in terms of the range of assignment was 11-13% for the
same number of assigned frequencies with N` = 150. More-
over, if we consider the enhanced Hybrid and the base-line al-
gorithm (HEDGE), then increasing the number of links resulted
in nearly 20% improvement in terms of the number of assigned
frequencies. We also observed similar enhancements when we
used the measured data that includes the effects of the 3-D ter-
rain. Moreover, we compared the time cost of our proposed
methods with a Tabu search, and found our motivation to design
simple and effective randomized greedy algorithms to be jus-
tified. Therefore, by incorporating the randomization, the pro-
posed algorithms significantly enhanced the heuristics for the
FAP. Future work will consider more general system configura-
tions such as multiple antennas and polarization.
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