Abstract. We study a natural probabilistic model for motif discovery that has been used to experimentally test the quality of motif discovery programs. In this model, there are k background sequences, and each character in a background sequence is a random character from an alphabet Σ. A motif G = g1g2 . . . gm is a string of m characters. Each background sequence is implanted a randomly generated approximate copy of G. For a randomly generated approximate copy b1b2 . . . bm of G, every character is randomly generated such that the probability for bi = gi is at most α. In this paper, we give the first analytical proof that multiple background sequences do help for finding subtle and faint motifs.
Introduction
Motif discovery is an important problem in computational biology and computer science. For instance, it has applications to coding theory [3, 4] , locating binding sites and conserved regions in unaligned sequences [18, 10, 6, 17] , genetic drug target identification [9] , designing genetic probes [9] , and universal PCR primer design [13, 2, 16, 9] . This paper focuses on the application of motif discovery to finding conserved regions in a set of given DNA, RNA, or protein sequences. Such conserved regions may represent common biological functions or structures. Many performance measures have been proposed for motif discovery. Let C be a subset of 0-1 sequences of length n. The covering radius of C is the smallest integer r such that each vector in {0, 1} n is at a distance at most r from a set of 0-1 sequence of length n. The decision problem associated with the covering radius for a set of binary sequences is NP-complete [3] . Another similar problem called closest string problem was also proved to be NP-hard [3, 9] . Some approximation algorithms have also been proposed. Li et al. [12] gave an approximation scheme for the closest string and substring problems. The related consensus patterns problem is that give n sequences s 1 , · · · , s n , it asks for a region of length L in each s i , and a median string s of length L so that the total Hamming distance from s to these regions is minimized. Approximation algorithms for the consensus patterns problem were also reported in [11] . Furthermore, a number of heuristics and programs have been developed [15, 7, 8, 19, 1] .
In many applications, motifs are faint and may not be apparent when two sequences alone are compared but may become clearer when more sequences are together [5] . For this reason, it has been conjectured that comparing more sequences together can help identifying faint motifs. In this paper, we give the first analytical proof for this conjecture.
In this paper, we study a natural probabilistic model for motif discovery. In this model, there are k background sequences and each character in the background sequence is a random character from an alphabet Σ. A motif G = g 1 g 2 . . . g m is a string of m characters. Each background sequence is implanted a randomly generated approximate copy of G. For a randomly generated approximate copy b 1 b 2 . . . b m of G, every character is randomly generated such that the probability for b i = g i is at most α. This model was first proposed in [15] and has been widely used in experimentally testing motif discovery programs [7, 8, 19, 1] .
We design an algorithm that for a reasonably large k can discover the implanted motif with high probability. Specifically, we prove that for α < 0.1771 and any constant x ≥ 8, there exist constants t 0 , δ 0 , δ 1 > 0 such that if the length of the motif is at least δ 0 log n, the alphabet has at least t 0 characters, and there are at least δ 1 log n 0 input sequences, then in O(n 3 ) time the algorithm finds the motif with probability at least 1 − 1 2 x , where n is the longest length of any input sequence and n 0 ≤ n is an upper bound for the length of the motif. When x is considered as a parameter of order O(log n), the parameters t 0 , δ 0 , δ 1 > 0 do not depend on x. We also show some lower bounds that imply our conditions for the length of the motif and the number of input sequences are tight to within a constant multiplicative factor. This algorithm's time complexity depends on the length of input sequences and is independent of the number of the input sequences. This is because that for a fixed x, Θ(log n) sequences are sufficient to guarantee the probability of at least 1 − 1 2 x to discover the motif. In contrast to the NP-hardness of other variants of the common substring problem, motif discovery is solvable in O(n 3 ) time in this probabilistic model. Our algorithm is an exact algorithm that has provable high probability to return the motif. The algorithm employs novel methods that extract similar consecutive regions among multiple sequences while tolerating noises. The algorithm needs the motif to be long enough, but does not need to have the length of the motif as an input. The algorithm allows the motif to appear any position at each sequence, and each mutation in a motif to be arbitrary (a mutation lets a character to be changed to an arbitrary character without any probabilistic condition). We also derive lower bounds that indicate the upper bounds are almost optimal.
We give a brief description about the algorithm as section 3. Before giving the algorithm, we set up a few parameters and constants that will affect the algorithm at section 4.1. Then entire Algorithm Find-Noisy-Motif is described.
We give the analysis and proof about Algorithm Find-Noisy-Motif and state it in our main theorem (Theorem 1). Two lower bounds are presented at section 5.
Notations
For a set A, |A| denotes the number of elements in A. Σ is an alphabet with |Σ| = t ≥ 2. For an integer n ≥ 0, Σ n is the set of sequences of length n with characters from Σ. For a sequence S = a 1 a 2 · · · a n , S[i] denotes the character a i , and S[i, j] denotes the substring a i · · · a j for 1 ≤ i ≤ j ≤ n. |S| denotes the length of the sequence S. We use ∅ to represent the empty sequence, which has length 0.
Let G = g 1 g 2 · · · g m be a fixed sequence of m characters. G is the motif to be discovered by our algorithm.
where n 2 + m ≤ n, each a i has probability 1 t to be equal to π for each π ∈ Σ, and b i has probability at most α not equal to
The motif region b 1 · · · b m of S may start at an arbitrary or worst-case position in S. Also, a mutation may convert a character g i in the motif into an arbitrary or worst-case different character b i only subject to the restriction that g i will mutate with probability at most α.
A mutation converts a character g i in the motif into an arbitrary different character b i without probability restriction. This allows a character g i in the motif to change into any character b i in Σ − {g i } with even different probability.
For two sequences
, i.e., the ratio of difference between the two sequences.
Definition 1. Assume that
The analysis of our algorithm employs the well known Chernoff bound [14] .
The motif regions of S1, S2 and S3 are not aligned
A Sketch of the Algorithm Find-Noisy-Motif
Our Algorithm Find-Noisy-Motif has two phases. The first phase exploits the fact that with high probability, the motif area in some sequences conserves the first and last characters. Furthermore, the middle area of the motif changes with a small ratio. We will select enough pairs of Θ α (n, G)-sequences S , S and find their substrings G and G of S and S , respectively such that G and G match in their left and right most characters. Furthermore, G and G only have a relatively small difference in the middle area. For each such pair S and S , the substring G of S is extracted. During the second phase, a new set of Θ α (n, G)-sequences S 1 , S 2 , · · · , S k2 will be used. For each G extracted from a pair of sequences in the first phase, it is used to match a substring
. Some G i may be an empty sequence if G can not match well to any substring of S i . If G has the same length as that of motif G and is very similar to G, then the number of non-empty sequences among G 1 , · · · , G k2 is much larger than k2 2 and the i-th
is the character that appears more than
We prove that with high probability, such a G exists. The conversion from figure 1 to figure 2 shows how we recover the motif via voting.
On the other hand, if |G | > |G| or G does not match G well, we can prove that the number of non-empty sequences among G 1 , · · · , G k2 is less than k2 2 . Our algorithm's time complexity depends on the length of the input sequences and is independent of the number of the input sequences. This is because that for a fixed x, Θ(log n) sequences are sufficient to guarantee the probability of at least 1 − 1 2 x the motif will be discovered. Additional sequences can improve the probability but are not needed for the high probability guarantee. 
Algorithm Find-Noisy-Motif
In this section, we give an algorithm that any motif G can be discovered in O(n 3 ) time. It requires that the size of alphabet is larger than a fixed constant. Some parameters and constants will be used in Algorithm Find-Noisy-Motif . In section 4.1, we give a list of assignments for some parameters and constants that are used in the algorithm. The description of Algorithm Find-Noisy-Motif is given at section 4.2. The analysis of the algorithm is given at section 4.3.
Parameters
As multiple parameters affect the performance of Algorithm Find-Noisy-Motif, we list the parameters and discuss some useful inequalities here.
-Let x be any constant at least 8. We will prove that Algorithm Find-NoisyMotif has probability at least 1 − 
-Let v be the least integer that satisfies the inequalities below:
where c = e
. Note that the existence of v for (3) follows from (1). -We define the following Q 0 . It will be first used in Lemma 1. 2 be a constant to be specified in Lemma 6. -Let t 0 be any constant such that
where R is to be defined in Lemma 8. In the remainder of this paper, we always assume the parameter t ≥ t 0 . Combining (3), (5), (7) and the definition of R, we have
-Let β = 2α + 2 .
-The constant z is selected so that z ≥ v, and
≤ ρ 0 .
-The number k 1 is selected such that
where Q 1 is defined in Lemma 6 , and is at least
The motif G is a pattern unknown to Algorithm Find-Noisy-Motif , and Algorithm Find-Noisy-Motif will attempt to recover G from a series of Θ α (n, G)-sequences generated by the probabilistic model, which is controlled by the parameters α, n, and G. The source of randomness comes entirely from the input sequence.
Let's imagine how a sequence S is generated in this model. 1). Generate a sequence S with n − |G| characters, in which each character is a random character Σ. 2). Generate G such that with probability at most α,
, it represents a mutation. Note that there is no restriction about how a character will change to in a mutation. 3). Insert G , which servers the motif region ℵ(S) of S, into any position of S .
Let Z 0 be a set of k 1 pairs of random
, S k1 } in the k 1 pairs of sequences in Z 0 , where k 1 is defined by inequality (10). Let Z 2 be a set of k 2 sequences used in the second phase of Algorithm Find-Noisy-Motif . Let k = 2k 1 + k 2 be the total number of Θ α (n, G)-sequences that are used as the input to Algorithm FindNoisy-Motif . In the remainder of this paper, we assume that the alphabet has t ≥ t 0 characters.
Description of Algorithm Find-Noisy-Motif
Algorithm Find-Noisy-Motif has two phases. The input to Phase 1 is k 1 pairs of Θ α (n, G)-sequences in the set Z 0 . The input to Phase 2 is k 2 Θ α (n, G)-sequences in the set Z 2 and the output result from Phase 1. All the Θ α (n, G)-sequences are independent random Θ α (n, G)-sequences. Note that k 1 is constant, k 2 = O(log n 0 ), and n 0 (≤ n) is an upper bound for the length of the motif G according to the setting in Section 4.1. Algorithm Find-Noisy-Motif is a deterministic algorithm, which is based on the randomness of those sequences in both Z 0 and Z 2 and the independence in selecting them. Algorithm Find-NoisyMotif is deterministic, but its input is generated by a probabilistic model. The following steps generate data sequenced for Algorithm Find-Noisy-Motif for Z 0 and Z 2 .
Step 1. Randomly select 2k 1 
Step 2. Randomly select The function Extract(S 1 , S 2 ) below extracts the longest similar region between two sequences S 1 and S 2 .
Definition 2. -Two sequences X 1 and X 2 are left matched if (1) |X
1 | = |X 2 |, (2) X 1 [1] = X 2 [1], and (3) diff(X 1 [1, i], X 2 [1, i]) ≤ β for all integers i, v ≤ i ≤ |X 1 |. -Two
Function Extract(S 1 , S 2 )
Input: a pair of Θ α (n, G)-sequences S 1 and S 2 Output: a subsequence of S 2 which is similar to a subsequence of S 1 .
Steps:
for h = min( Output: a set W that contains a similar region of each pair in Z 0 .
Steps: let W = ∅ (empty set); for each pair of sequence (S, S ) ∈ Z 0 let G = Extract(S, S ) and put G into W ; return W , which will be used in Phase 2;
End of Phase 1
After a set of motif candidates W is produced from Phase 1 of Algorithm Find-Noisy-Motif, we use this set to match with another set of sequences to recover the hidden motif via voting.
Function Match(G , S i ) Input: a motif candidate G , which is returned from the function Extract(), and a sequence S from the group Z 2 ; Output: either a subsequence G i of S i of the same length as G or an empty sequence. G i will be considered the motif region ℵ(S i ) of S i if it is not empty, and the empty sequence means the failure in extracting the motif region ℵ(S i ) of S i .
Steps:
End of Match
The function Vote(
Output: a sequence G , which is derived from voting at every position of the input sequences.
End of Vote
The following are the steps of Phase 2 of Algorithm Find-Noisy-Motif . It uses the candidates of motif derived in the Phase 1 to extract the motif regions of another set Z 2 of sequences, and recover the motif via voting.
Phase 2:
be the list of all non-empty sequences in the list G 1 , · · · , G k2 (Note: For every non-empty sequence that appears multiple times in the second list, it also appears the same number of times in the first list.)
) (which will be proven to be identical to G with probability at least 1 − 
Analysis of Phase 1 of Algorithm Find-Noisy-Motif
We present Lemma 1 that shows that with high probability, the initial part and last part of motif region in a Θ α (n, G)-sequence do not change much. Lemma 2 shows that with small probability, a sequence can match a random sequence. It will be used to prove that when two subsequences in two different Θ α (n, G)-sequences are similar, they are unlikely to stay away the motif regions in the two Θ α (n, G)-sequences, respectively.
Lemma 1. With probability at least
Q 0 = (1 − α) 2 − 2c v 1−c , a Θ α (n, G)-sequence S contains G = ℵ(S) satisfying the following conditions: (1) G [1] = G[1]; (2) G [m] = G[m]; (3) diff(G [1, h], G[1, h]) ≤ β 2 for all h = v, v + 1, · · · , m; (4) diff(G [m − h, m], G[m − h, m]) ≤ β 2 for h = v − 1, v + 1, · · · , m − 1,
Lemma 2.
Assume that X 1 and X 2 are two independent sequences of the same length and that every character of X 2 is a random character from Σ. Then 
Function Extract(S 1 , S 2 ) returns a subsequence of S 2 . We expect that Extract( S 1 , S 2 ) is the motif region ℵ(S 2 ) in S 2 . Lemma 3 shows that with small probability, the region for Extract(S 1 , S 2 ) in S 2 has no overlap with the motif region ℵ(S 2 ) of S 2 .
Lemma 3. With probability at most ρ 0 , Extract(S 1 , S 2 ) and ℵ(S 2 ) are not overlaping substrings of S 2 . In other words, with probability is at most ρ 0 , Extract(S 1 ,
In order to show that Extract(S 1 , S 2 ) is efficient to find a motif region in S 2 , we give Lemma 4 show that with small probability, the region to fetch Extract(S 1 , S 2 ) in S 2 shift much from the motif region ℵ(S 2 ) of S 2 .
Lemma 4.
For every z > 0, the probability is at most H 1 = 2ρ 0 that for a pair of sequences
We need the Lemma 5, which will be useful to give the upper bound of probability analysis. It is derived by the standard methods in calculus.
Lemma 5. Let a be a real constant in interval (0, 1) and j be an integer ≥ 1. Then, 1.
Lemma 6 gives a lower bound for the probability that Extract(S 1 , S 2 ) returns the motif region ℵ(S 2 ) of S 2 . Furthermore, the motif region ℵ(S 2 ) of S 2 does not have much difference with the original motif G.
Lemma 6.
Given two independent Θ α (n, G)-sequences S 1 and S 2 , it has the probability at least (10) ), the probability is at least 1
, where S 1 and S 2 satisfy the conditions of Lemma 1. We now assume there is such a G 0 that satisfies the conditions described above.
Analysis of Phase 2 of Algorithm Find-Noisy-Motif
Lemma 7 shows that with small probability, Z 1 generated in the initial stage (step 2) of Algorithm Find-Noisy-Motif has a sequence whose motif region has many mutations. 
The probability is at least
Lemma 9 shows that we can use G to extract most of the motif regions for the sequences in Z 2 if G = G 0 (recall that G 0 is close to the original motif G and G 0 is defined right after Lemma 6). Assume that α is a constant less than 0. 1771. There exist constants t 0 , δ 0 , and δ 1 such that if the size t of the alphabet Σ is at least t 0 and the length of the motif G is at least δ 0 log n, then given k independent Θ α (n, G)-sequences with k ≥ δ 1 log n 0 , Algorithm Find-Noisy-Motif outputs G with probability ≥ 1 − 1 2 x and runs in O(n 3 ) time, where n is the longest length of any input sequences and n 0 ≤ n is a given upper bound for the length of G.
Lemma 9. Assume that |G | ≥ |G| and G
i = Match(G , S i ) for S i ∈ Z 2 = {S 1 , · · · ,
Theorem 1 (Main).

Lower Bounds on the Parameters
In this section, we show some lower bounds for the length of the motif and the number of input sequences that are needed to recover the motif with high probability.
Theorem 2 shows that when the motif is short, it is impossible to recover it with a small number O(log n) of sequences. Thus, the upper bounds of Algorithm Find-Noisy-Motif and the lower bounds here have constant factor multiplicative. We consider the lower bound for the number of sequences needed for recovering the motif. Theorem 3 shows that if the number of sequences is o(log n), it is impossible to recover the motif correctly.
Theorem 3.
There exists a constant δ such that no algorithm can recover the motif G with at most δ log n Θ α (n, G)-sequences.
Open Problems:
An interesting open problem is whether there exists an algorithm to recover all the motifs for the alphabet with four characters.
