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Abstract
Surface remeshing is a fundamental problem in computer graphics, and can be found
in most digital geometry processing systems. The majority of work in this area
has focused on remeshing with triangle elements, yet quadrilateral meshes are best
suited for many occasions, such as physical simulation and defining Catmull-Clark
subdivision surfaces.
In the first part of this work, we propose a quad-dominant remeshing method
based on the use of a smooth harmonic scalar function defined over the surface.
Given such a field, we compute its gradient field and a second vector field that is
everywhere orthogonal to the gradient. The two nets of integral lines of these vector
fields are used to form the polygons of the output mesh. Curvature-sensitive spacing
of the integral lines provides for anisotropic meshes that adapt to the local shape. Our
scalar field construction allows users to exercise extensive control over the structure
of the final mesh. The entire process is performed without computing an explicit
parameterization of the surface, and is thus applicable to manifolds of any genus
without the need for cutting the surface into patches.
In the next part, we present a new approach to the quadrangulation of manifold
polygon meshes using Laplacian eigenfunctions, the natural harmonics of the surface.
These surface functions distribute their extrema evenly across a mesh, which we
connect via gradient flow into a quadrangular base mesh. An iterative relaxation
algorithm simultaneously refines this initial complex to produce a globally smooth
parameterization of the surface. From this, we can construct a well-shaped pure
ii
quadrilateral mesh with very few extraordinary vertices. Our method is robust in
handling surfaces with arbitrary topology, and generates output with high element
quality.
In the third part, we deal explicitly with the problem of surface parameteriza-
tion. We present two complementary methods for automatically improving mesh
parameterizations, and demonstrate that they provide a desirable combination of
efficiency and quality. First, we describe a new iterative method for constructing
quasi-conformal parameterizations with free boundaries. We formulate the problem
as fitting the coordinate gradients to two guidance vector fields of equal magnitude
that are everywhere orthogonal. In only one linear step, our method efficiently gener-
ates parameterizations with natural boundaries from those with convex boundaries.
Next, we introduce a new non-linear optimization framework that can rapidly reduce
interior distortion under a variety of metrics. By iteratively solving linear systems,
our algorithm converges to a high quality, low distortion parameterization in very few
iterations.
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Chapter 1
Introduction
For a great many applications in computer graphics, surface meshes are used as the
fundamental representation of geometry. In practice, these meshes are frequently
generated by automated acquisition systems; laser scanning and isosurface extraction
are particularly common examples. Unfortunately, meshes produced by these systems
are often undesirable in a number of ways. For example, they may have a size
complexity far greater than required. Their tessellations are frequently noisy and
insensitive to the surface shape.
People have come up with different ways to solve these problems. Methods like
simplification take a progressive approach, performing successive decimations on ge-
ometric primitives to both reduce their size and improve their quality. A different
class of methods resample the whole surface at some desired resolution through vari-
ous mechanisms. The methods presented in this work falls into the second category.
Much of the remeshing work in the graphics literature focuses on triangle meshes,
though many graphics and scientific applications benefit from good quadrilateral
meshes. Quadrilaterals are the preferred primitive in several simulation domains.
In computational fluid dynamics, Stam [Sta03] uses pure quadrilateral meshes to
generate Catmull-Clark subdivision surfaces, and points out that extraordinary ver-
tices can lead to numerical instability. In finite element methods, quadrilateral ele-
ments perform better than triangular elements in tasks like stress and strain analy-
sis [SLI98, MG97]. In approximation theory, quadrilaterals may offer a higher order
approximation for saddle-shaped functions on a well-designed mesh [D’A00], although
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triangle elements may be advantageous in some other scenarios. The tensor-product
NURBS patches widely used in CAD/CAM production software work best on a mesh
composed exclusively of quadrilaterals.
Generating high quality quadrilateral meshes is challenging. In triangle remeshing,
we generally phrase requirements in terms of the element size and quality of the
output, which can be checked locally. For quadrilateral remeshing, an additional and
important criteria is to have directionality control of the quadrilateral elements, and
this has to be handled in a more global scale. Both of the quadrilateral remeshing
methods we present in the following chapters make use of global quantities defined
on the surface. In the first approach, we use a harmonic scalar field; in the second,
we use the Laplacian eigenfunction and a global parameterization.
In Chapter 3, our goal is to take a given triangulated manifold of arbitrary genus
and produce a new quad-dominant mesh that both preserves the shape of the original
and obeys a spacing function provided by the user. The general approach that we
take to this problem is to compute two smooth orthogonal direction fields over the
surface. The mesh is computed by tracing integral lines through these direction fields.
An overview of our method is shown in Figure 3.1.
The system that we have developed is based on computing a single scalar field over
the surface. From this scalar field, we compute both the gradient and an orthogonal
vector field. Specifically, we construct harmonic scalar fields, subject to boundary
constraints provided by the user. Because the direction field we use is the gradient
field of a harmonic scalar field, our direction fields are guaranteed (by construction)
to be very smooth and to be free of extraneous critical points.
Our approach to remeshing has several attractive properties. Unlike many remesh-
ing methods, it can operate on manifolds of any genus and does not require an explicit
parameterization. It is also very efficient, processing fairly large models in a matter
of seconds, and is easily implemented. We also demonstrate that it produces high
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quality output meshes and can conform quite well to user-specified spacing require-
ments. In addition, the anisotropic nature of the outputs also make them desirable
in approximation theory and geometric design [ACSD+03].
In Chapter 4, we target the problem of quadrilateral meshing through a different
approach. Specifically, we build a quadrangular base domain over a triangulated
manifold of arbitrary genus. This approach is based on the Morse theorem stating
that for almost all real functions, the Morse-Smale complex, consisting of the ridge
lines that extend from its saddles to its extrema, forms quadrangular regions. To space
these regions evenly over the surface, a shape harmonic of the appropriate frequency
is chosen as the real function, and computed as an eigenvector of the Laplacian matrix
of the input mesh.
My contribution to this method is a new iterative relaxation algorithm that si-
multaneously improves the base complex layout while computing a globally smooth
parameterization used to generate the final semi-regular grid of well-shaped quadri-
laterals.
The resulting method produces fully conforming pure-quad meshes that contain
fewer extraordinary points, and have better element quality and competitive geomet-
ric fidelity when compared to meshes produced by existing quadrangulation methods.
Because this method decomposes a surface into well-shaped quadranglar patches, it
makes trivial the construction of a texture atlas. Also, being a semi-regular approach
means many multiresolution algorithms can be applied to its outputs, including level-
of-detail rendering, progressive transmission, wavelet decomposition or multiresolu-
tion editing.
Parameterizations played an important role in achieving the goals of the two pre-
vious chapters. In Chapter 5, we switch our attention and study more directly the
problem of surface parameterization, another essential topic of computer graphics.
Many techniques in common use—including texture mapping, parametric remeshing,
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and finite element simulation—rely on the availability of high quality surface pa-
rameterizations. Several effective parameterization methods have been proposed in
recent years. In this chapter, we introduce a pair of new methods that can efficiently
produce high quality parameterizations by iterative improvement.
We begin by developing a method to compute a free boundary quasi-conformal
parameterization from one with prescribed boundary. The system is derived from
a variational problem of fitting the gradients of the parametric coordinate functions
to two orthogonal guidance vector fields. This produces an iterative method which,
in a single step, can significantly reduce parametric distortion by finding a more
“natural” boundary shape. Our method generates output that has considerably lower
distortion, both in areas and angles, than other linear methods that directly solve
for a free boundary conformal parameterization [LPRM02, DMA02]. It is also more
efficient than recent linear methods [ZRS05b], which require two improvement steps
rather than one to achieve a satisfactory boundary shape.
Next, we present a method for rapidly optimizing non-linear energy functions
to generate parameterizations low in both area and angle distortion. By using the
mean value weights derived from the local minimizer of the energy functions and
simultaneously optimizing the parametric values of all vertices, we obtain a very high
convergence rate. Compared with recent methods [ZRS05a] that also efficiently pro-
duce parameterizations with low distortion, we are able to reduce the area distortion
much further in a similar time frame while keeping the angle distortion low.
Chapter 6 summarizes the thesis and put forward possible directions for further
research.
4
Chapter 2
Related Work
Here we review prior results that are most relevant to our works category by category.
More details about research in these areas can be found in relevant survey articles.
For example, [FH04] on parameterization, [AUGA05] on remeshing and [Gar99] on
surface simplification.
2.1 Remeshing
2.1.1 Unstructured Triangle Remeshing
Several isotropic triangle remeshing methods have been described in recent years.
One class of methods operates by parameterizing the surface into the plane, then
distribute and tessellate vertices in the parameter domain, for example, using tools
related to the Delaunay triangulation [AMD02, AdVDI03]. Such methods must both
(1) cut the manifold into a disk and (2) map it onto the plane, usually via a conformal
mapping.
Taking a somewhat different approach, Surazhsky and Gotsman [SG03] remesh
the surface using local mesh operations and local parameterizations, obviating the
need for mapping the entire manifold into the plane. Sifri et al. [SSG03] also remesh
the surface without the need for a parameterization of the surface. They associate
with each vertex its geodesic distance to a single root vertex, then remesh the surface
using an expanding front method which produces strips of triangles aligned with the
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isocontours of the distance field.
2.1.2 Semi-Regular Triangle Remeshing
Semi-regular schemes map the input surface onto a triangulated base domain and then
regularly sample each triangular patch by recursive subdivision. Eck et al. [EDD+95b]
used the dual of a quasi-Voronoi decomposition of the surface to create a set of trian-
gular base patches. In a similar vein, the MAPS system [LSS+98] builds a triangular
base domain via simplification. Kobbelt et al. [KVLS99] explicitly “shrink wrap” a
specified mesh onto the input geometry. More recently, this fundamental approach
has been extended by the normal meshes construction [GVSS00, FSK04], which fo-
cuses primarily on the encoding efficiency of the multiresolution hierarchy, and glob-
ally smooth parameterization [KLS03], which produces a higher degree of parametric
smoothness across triangular patch boundaries. Distortion can be further reduced
using non-linear parameterization methods [SAPH04].
2.1.3 Quadrilateral Remeshing
Geometry images [GGH02] produce a fully regular quadrangular resampling of an
input mesh, producing a cut graph such that the entire surface can be mapped onto
a square domain. Semi-regular methods have also proven useful. Multi-chart ge-
ometry images [SWG+03] decompose the surface into patches each of which is sam-
pled regularly. However, strict sampling continuity across patch boundaries is not
enforced. Hormann and Greiner [HG00] also proposed a most-isometric parame-
terization scheme for resampling individual patches. Boier-Martin et al. [BMRJ04]
produces a fully conforming quadrilateral mesh by quadrangulating a patch decom-
position, which is derived from normal clustering and centroidal Voronoi tessellation.
Each quadrangular patch is then sampled with a regular grid of quadrilaterals.
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Eck and Hoppe [EH96] proposed a scheme for building a quadrangular base com-
plex by constructing a maximal matching over a triangular base complex. Shimada et
al. [SLI98] explored a similar triangle-pairing approach in the context of planar finite
element mesh generation. However, such methods cannot guarantee a purely quad-
rangular result. The Q-Morph algorithm [OSCS99] combines a more general triangle
fusion operation with an advancing front traversal of the triangle mesh.
A collection of recent methods have proposed a rather different approach to gener-
ating quad-dominant meshes (i.e., primarily, but not exclusively, composed of quadri-
laterals). Alliez et al. [ACSD+03] numerically compute integral lines of the two prin-
cipal direction fields of the surface in a conformal parametric domain. The spacing
of these lines is controlled by the local surface curvature, and vertices are created
where two orthogonal lines intersect. The stability of this method hinges on carefully
smoothing the curvature tensor field from which the principal directions are derived.
Marinov and Kobbelt [MK04] demonstrate how this approach can be made to work
without the need for a parameterization of the surface. Ray et al. [RLL+05] formulate
the quadrilateral meshing problem as the fitting of gradients of parametric functions
to the principal direction fields, also making use of the notion of transition function
between the coordinate system of different charts. Tong et al. [TACSD06] uses a
global parameterization scheme with flexible patch shapes. Only one linear system
solution is needed. Although it is not easy to automatically generate fully satisfactory
singularity graphs for complex surfaces, and the lack of further improvement steps
may cause noticable parametric distortions.
2.2 Vector Field Design on Surfaces
Vector field design on manifold surfaces is closely related to meshing, especially
quadrilateral meshing. Chapter 3 discusses a method to generate quad meshes by
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tracing integral lines of a pair of smooth vector fields. Ray et al. [RLL+05] demon-
strates another way of quad-dominant remeshing from vector fields.
There are several other graphics applications in which it becomes necessary to
allow the user to design a vector field covering a manifold surface. This is particularly
common in texture synthesis where the vector field is used to align the texture on
the surface. Typically, these systems are designed to allow the user to specify a
few constraints on the vector field, which is subsequently extended over the entire
surface automatically. In their lapped textures system, Praun et al. [PFH00] allow
the user to specify a few tangent vectors and then interpolate a vector field from
these constraints. Wei and Levoy [WL01] exclusively use relaxation to fill in the
vector field. In contrast, Zelinka and Garland [ZG03] also allow the user to specify
source and sink points for the vector fields, thus exerting greater control over where
the singularities occur.
Zhang et al. [ZMT04] describe a much more general system for vector field design.
In addition to allowing the user to specify critical points, they also provide a mech-
anism for the user to move and/or cancel critical points, an analog of cancellation
performed on topological structures on surfaces like the Morse-Smale complex we
would be discussing later. In a more recent work, Palacios and Zhang [PZ07] focuses
on the analysis and control of rotational symmetry fields. Fisher et al. [FSDH07]
used tools from Discrete Exterior Calculus to present a method for designing smooth
vector fields from interactively specified user constraints.
2.3 Parameterization
2.3.1 Linear Parameterization
Several authors have independently discovered the Discrete Conformal Parameter-
ization through different approaches [PP93, EDD+95a, HAT+00]. More recently,
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Desbrun et al. [DMA02] extended the same conformal condition to boundary faces.
Le´vy et al. [LPRM02] introduced a somewhat different approach to conformal pa-
rameterization based on a discretization of the Cauchy-Riemann equations. Both of
these two conformal techniques can be used to produce “natural” boundary shapes.
Floater [Flo97, Flo03] devised a different set of weights that is a convex combina-
tion map. So the resulting parameterization is provably bijective provided that the
boundary is mapped onto a convex polygon.
Zayer et al. [ZRS05a] extended the usual linear system construction by solving
a quasi-harmonic problem. Their approach attempts to reduce the distortion of an
initial convex parameterization by computing a mapping of the plane onto itself that
reproduces, as nearly as possible, the Jacobian of the initial parameterization. In
effect, it tries to find the most isometric (least squares sense) mapping of the surface
possible. Their approach also accommodates unconstrained boundaries [ZRS05b].
2.3.2 Non-Linear Parameterization
Non-linear optimization methods can generally be used to produce parameterizations
with lower distortion than the linear methods cited above, but at the cost of longer
running times and greater implementation complexity.
The angle-based flattening (ABF) scheme developed by Sheffer and de Sturler [SdS01]
results in very low angular (i.e., conformal) distortion. Sheffer et al. [SLMB05] sub-
sequently devised a more efficient numerical method (ABF++) for solving the same
underlying problem.
It is often convenient to express parametric distortion measures in terms of the
singluar values Γ, γ of the 3×2 Jacobian matrix Jφ. This approach can accommodate
a number of different metrics [SSGH01, SCOGL02, DMK03].
Most previous techniques for minimizing such distortion metrics have focused on
iteratively repositioning single vertices—by random line search [SSGH01], Newton’s
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method [HLG01], or conjugate gradient [DMK03], for example—until convergence.
Yoshizawa et al. [YBS04] take a somewhat different approach, iteratively reweighting
a convex combination linear system in order to diffuse distortion error over the mesh.
2.4 Spectral Methods
Spectral graph theory is a well-developed branch of mathematics and has produced
many fascinating results [Chu97]. As the spectral decomposition of a mesh exposes
a great deal of its structure, it has been successfully applied in many diverse ways.
It defines a natural frequency domain over the mesh, providing an attractive for-
malism for surface smoothing and mesh signal processing [Tau00]. Retaining and
quantizing only the most important frequency bands provides a very effective means
for compressing the surface geometry [KG00].
The eigenvector corresponding to the first non-zero eigenvalue—the Fiedler vector—
has been used with great success for graph bisection [HL95]. Similarly, it can be used
to provide a high-locality ordering for mesh data [IL04] or, more generally, to solve
the “seriation” problem [ABH99]. Eigenvectors corresponding to the first d non-
zero eigenvalues can also be used to automatically and aesthetically embed graphs in
Rd [KCH02].
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Chapter 3
Harmonic Functions for
Quad-Dominant Remeshing
Figure 3.1: Overview of our remeshing algorithm. From a triangulated manifold of
arbitrary genus, we compute a harmonic scalar field (shown by its isobars) over the
mesh. The gradient and isoparametric lines of this field guide our remeshing; two
different sampling rates are shown.
In this chapter, we present a quad-dominant remesh method that is able to pro-
duce high quality and flexible results efficiently. We assume that we are given as
input a triangulated manifold mesh M = (V, F ), composed of a set of vertices V and
a set of triangles F . Each vertex i is assigned a position xi ∈ R3 in a 3-D Euclidean
space. While we require that the mesh be manifold, it may be of arbitrary genus,
and we place no restriction on the number of boundary curves.
At a high level, our remeshing algorithm consists of the following basic steps:
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1. Build a piecewise-linear scalar field u : V → R over the vertices of M .
2. From u derive two orthogonal piecewise-constant tangent vector fields g1,g2 :
F → R3 over the faces of M .
3. Form a net of polygons over the surface by tracing integral lines of the vector
fields g1 and g2.
This will produce a non-conforming quad-dominant mesh covering the input manifold
M . We conclude with an optional post-processing step.
(4) (Optional) Eliminate all T-junctions and triangulate polygons with more than
4 vertices.
The heart of our system is thus the construction of the vector fields g1 and g2,
as they will determine the structure of the mesh. Our approach is to derive both
vector fields from a single harmonic scalar field u. We construct the scalar field u by
solving the Laplace equation ∆u = 0 subject to user-specified constraints. We choose
the first vector field g1 = ∇u to be the gradient of this scalar field. The second
orthogonal field is then g2 = Rg1, where Rg1 indicates a counter-clockwise rotation
by pi/2 in the local tangent plane1.
Our choice of harmonic scalar fields to drive the remeshing process has a number
of important advantages. Of primary importance is that it guarantees a high degree
of smoothness. As the mesh lines will follow the field, this means that the mesh will
flow smoothly over the surface. It also guarantees that the vector fields will be free
of extraneous critical points. Thus our choice of harmonic scalar fields simplifies the
process of tracing integral lines considerably.
Throughout the discussion that follows, we show scalar fields by texturing isobars
onto the input surface mesh. This provides a concise depiction of both the gradient
1This R operator is also known as the Hodge star operator.
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(g1) and isoparametric (g2) vector fields. Unless noted otherwise, we show remeshing
results without the optional post-process. Therefore, the meshes shown will in general
contain a number of non-conforming vertices.
3.1 Building the Fields
In this section, we seek to construct a scalar function u : V → R assigning scalar
values to each vertex ofM . We assume that this function is extended into a piecewise
linear function over the entire mesh via linear interpolation within each triangle.
Specifically, we are interested in constructing a harmonic function, satisfying the
Laplace equation ∆u = 0 subject to Dirichlet boundary conditions.
Our formulation of this problem follows that proposed by Ni et al. [NGH04]. It
is a scalar analog of linear parameterization methods [Flo97, DMA02], a connection
that we will revisit in Section 3.6.3. For the moment, we assume that we are provided
with a set C of vertices whose values should be constrained. These constraints may
be specified by the user in order to control the structure of the mesh, or they may be
constructed automatically. We provide the details of determining these constraints
in Section 3.4.
3.1.1 Harmonic Scalar Fields
Our goal is to construct a scalar field u such that
∆u = ∇2u = 0, (3.1)
where ∆ is the Laplace-Beltrami operator, subject to the Dirichlet boundary condi-
tions that vertices in the set C ⊂ V of constrained vertices take on the prescribed
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values:
ui = ci for all i ∈ C. (3.2)
A function u satisfying this constrained Laplace equation is a discrete harmonic
function. An important consequence of the harmonicity of u is that it will have
no local extrema other than at constrained vertices. Furthermore, if all constrained
minima are assigned the same global minimum value and all constrained maxima are
assigned the same global maximum value, then all the constraints will be guaranteed
to be extrema in the resulting field. This is important from the user’s perspective as
it implies that the mesh will converge precisely at the specified constraint points and
will flow smoothly everywhere else.
On a triangulated manifold, the usual discretization of the Laplacian operator is
∆ui =
∑
j∈Ni
wij(uj − ui) (3.3)
where Ni is the set of vertices adjacent to vertex i and wij is a scalar weight assigned
to the directed edge (i, j) such that
∑
j wij = 1. The standard choice for the weights
wij are the discrete harmonic weights
wij = −1
2
(cotαij + cot βij) (3.4)
where αij and βij are the angles opposite the edge. This choice of weights guarantees
that u for which ∆u = 0 has minimal Dirichlet energy [PP93, DCDS97]. It further has
the property that ∆x is a discretization of the Laplace-Beltrami operator, meaning
that ∆x is the gradient of the 1-ring surface area [DMA02] and approximates the
mean curvature normal κ¯n [MDSB03].
If we represent the function u by a column vector of its values at all vertices
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(a) Scalar field (b) Gradient field
Figure 3.2: A harmonic field (shown as isobars) determined by one minimum (at left)
and one maximum (at right). The gradient field g1 (red) and the isoparametric field
g2 (blue) are both shown (with normalized magnitudes).
u = [u1 u2 . . . un]
T, we can rewrite the Laplacian operator as a matrix equation:
∆u = −Lu (3.5)
where the matrix L has entries:
Lij =

1 if i = j,
−wij if j ∈ Ni,
0 otherwise.
(3.6)
We seek to solve the linear system
Au = b (3.7)
where
Aij =

δij if i ∈ C,
Lij otherwise.
bi =

ci if i ∈ C,
0 otherwise.
(3.8)
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with δij being the Kronecker delta function. This is a sparse system and any efficient
sparse linear solver can be used2. For very large meshes, the system can be solved
more efficiently using a simple multigrid technique [NGH04]. It will have a unique
non-trivial solution as long as we are provided with at least two distinct constraints.
Figure 3.2a shows an example harmonic field determined by exactly two constraints
(one minimum and one maximum).
3.1.2 Constructing the Vector Fields
Having computed the scalar field u, we can now easily define both orthogonal tangent
vector fields. Recall that we wish to find g1 = ∇u and g2 = Rg1.
Let us consider a triangle (i, j, k) whose corners lie at the corresponding positions
xi,xj,xk ∈ R3. Furthermore, let n be a unit normal vector perpendicular to the
plane of the triangle. We can easily find the gradient vector g1 = ∇u by solving the
linear system: 
xj − xi
xk − xj
n

g1
 =

uj − ui
uk − uj
0
 . (3.9)
This gives us the closed-form solution
g1 =
n×[(xk − xj)ui + (xi − xk)uj + (xj − xi)uk]
2A
(3.10)
where A is the area of the triangle (i, j, k).
Once we have the gradient field, we can construct the orthogonal vector field g2,
which we refer to as the isoparametric field. Again, for a given triangle with unit
2Our implementation uses the SuperLU library [DEG+99].
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normal n, the orthogonal vector is simply:
g2 = Rg1 = n×g1 (3.11)
Figure 3.2 shows a visualization of both the gradient and isoparametric fields derived
from the shown scalar field. Note that the vectors have been drawn with their mag-
nitudes normalized. And to avoid clutter we have not drawn vectors in every triangle
of the mesh.
3.1.3 Critical Points and Surface Topology
The field construction process that we have described is always valid, regardless of
the topology of the input manifold. The user may specify any number of two or more
extremal points and may freely chose whether any particular point is to be a local
minimum or maximum. No matter the choice, a field u satisfying (3.7) exists.
The Euler characteristic relates the genus g of the manifold to the number of its
vertices, edges, and faces
χ = 2− 2g = |V | − |E|+ |F | (3.12)
By applying Morse theory, we can also relate the Euler characteristic to the number
of critical points — the minima, maxima, and saddle points3 — of the function u
χ = nmin − nsaddle + nmax (3.13)
The effect of the choice of extremal constraints is thus clear: the more extremal points
constrained by the user, the more saddle points will exist in the field. As saddle points
3For simplicity, we assume saddles of multiplicity 1 and no flat edges. Ni et al. [NGH04] provide
details on removing these restrictions.
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require extra care on the part of the remeshing procedure it is desirable to minimize
their number. One of the important properties of our harmonic scalar fields is that
they provably minimize the number of saddle points for a given number of extremal
constraints [NGH04, SF01].
3.2 Flow Line Tracing
At this point, we have constructed two piecewise constant vector fields g1,g2 that are
everywhere orthogonal. We will build the new surface mesh by tracing the locally
orthogonal families of integral lines of these vector fields. Our basic approach is
inspired by the tracing procedure used in the anisotropic remeshing algorithm of
Alliez et al. [ACSD+03]. However, the details of our technique are rather different,
as we perform this tracing directly on the surface rather than in a planar parameter
domain.
The first vector field g1 is defined by the gradient of the scalar function u. There-
fore, we refer to its integral lines as the gradient flow. The integral lines of the second
vector field g2 coincide with the isoparameter lines of u, thus we refer to them as the
isoparametric flow. Both flows cover the entire surface, and they will ultimately form
the edges of the polygons in the output mesh. Figure 3.3 shows a simple example of
their structure.
In this section, we address the tracing of these flow lines. We use a simple and
efficient method for tracing integral lines of the vector field. The spacing of these
lines is controlled by a spacing function, locally adapted in response to the curvature
of the surface. Once both families of flow lines have been traced, they are used to
construct the output mesh. Details of this process are given in Section 3.3.
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(a) Gradient flow (b) Isoparametric flow (c) Overlayed
Figure 3.3: Tracing integral lines of the given vector fields produces the (a) gradient
and (b) isoparametric flows. They will combine (c) to form the edges of the mesh.
3.2.1 Tracing a Single Flow Line
A flow line is a piecewise linear curve over the surface that is an integral line of one
of our underlying vector fields. Each flow line consists of a sequence of flow nodes
connected by straight-line segments. These flow nodes, which form the vertices of
the flow lines, coincide with the intersection of the integral line with the edges of the
original mesh.
The placement of flow lines is controlled by the location of certain seed points.
Given a particular seed point, our goal is to trace out the integral line on which
it lies. We will revisit the problem of placing these seed points shortly. For the
moment, let us assume that we are given a single seed point and that we wish to
trace its corresponding integral line.
Accurately tracing the integral lines of an arbitrary vector field, even in the plane,
is in general a difficult problem. It requires careful use of stable numerical methods
(e.g., the Runge–Kutta integration used by Alliez et al. [ACSD+03]). Integration
of the vector field directly on a 2-manifold further complicates this process. Yet in
our specific case, the expense and complexity of sophisticated integration schemes is
unnecessary. The gradient field is extremely smooth and all integral lines converge at
well-defined extremal points. The orthogonal field consists of the isoparameter lines
of a known scalar field, eliminating the need for explicit integration entirely.
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Because of the special structure of the fields we are tracing, we can use a straight-
forward scheme to find the flow lines. This is both efficient and stable. Even for
meshes with hundreds of thousands of faces, all flow lines can be traced in less than
10 seconds. Our flow line tracing is also performed directly on the triangulated sur-
face, avoiding the need for parameterizing the surface. Because we do not require
even a local parameterization, our method can easily handle surfaces of arbitrary
genus.
Gradient Flow
A gradient flow line will always begin at a local minimum of u and then follow the
gradient field g1 = ∇u until it reaches a local maximum of u. Given an arbitrary
seed point on the surface, we must therefore trace a flow line in both the positive and
negative gradient directions until we reach the bounding maximum and minimum,
respectively.
p
q
r
(a) Regular case
p
q
r
(b) Vertex case
p
q
r
(c) Edge case
Figure 3.4: Flow lines propagate through the gradient field by following the gradient
vector across triangles. Special cases arise when the flow intersects a vertex or when
the vector field converges toward an edge.
In the general case, the endpoint q of the flow line will lie along some edge of the
input mesh. The flow line will have already crossed one of the triangles incident on
this edge, and we wish to extend it across the other incident triangle. This situation
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is illustrated in Figure 3.4a. Given that segment −→pq is the last segment of the flow
line, we wish to extend the flow line with segment −→qr. In the regular case, we can
construct this segment simply by walking across the triangle from q in the direction
of the gradient vector within this triangle. Thus both −→pq and −→qr will be parallel to
the gradient vectors in their respective triangles.
Two special cases can arise in the tracing of the gradient field. First, a flow
node may coincide with a vertex of the mesh (as in Figure 3.4b). In this case, we
must examine each of the triangles incident on this vertex. We advance the flow line
through the triangle in which we can move the furthest in the gradient direction.
Second, the gradient field may converge on an edge (as in Figure 3.4c). In this case,
we cannot extend the segment −→qr through the neighboring face, and must instead
simply follow the edge connecting the two triangles. This is the only case in which
the flow fails to follow the vector field exactly. It is a fairly uncommon occurrence,
as this case typically only arises near critical points and our scalar fields generally
contain a very small number of them.
Isoparametric Flow
The isoparametric flow lines can be traced using an even simpler process than the
gradient flow lines. This is because they are, by definition, the isoparameter curves
of a known scalar field. Within any triangle, we can thus compute exactly where the
isoparameter lines should cross a particular edge.
This fact is also important for guaranteeing that the isoparametric flow has the
right structure. Except in the presence of open boundaries, each isoparametric flow
line is obviously a closed curve. In a general integration scheme, accumulated numer-
ical error might cause a traced isoparameter line to fail to connect with itself. We
can avoid such errors entirely. Because we explicitly follow the exact isoparameter
curve, we can guarantee that the resulting curve is always closed.
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3.2.2 Placing Flow Lines
As mentioned previously, tracing of a specific flow begins at a seed point. Herein,
we describe how we place these seeds so as to effectively sample the surface. This
relies on the existence of two piecewise linear, positive real-valued functions h1 and
h2, defined over the vertices of the mesh, which specify the desired spacing of the
gradient and isoparametric flows, respectively. The generation of h1 and h2 will be
addressed in the next section. Here, our goal is to place flow lines such that they
obey the spacing requirements of these two functions. That is, the distance between
neighboring gradient flows is governed by h1; and the distance between isoparametric
flow lines is governed by h2. Throughout this section, the distance between two
neighboring flows is given by the distance along the surface in the orthogonal flow
direction. This is the most relevant distance to measure, because distance along the
orthogonal direction reflects the length of the edges of the output mesh. Since h1 and
h2 are independent, our method can produce both isotropic and anisotropic meshes.
The path of a flow line is determined completely by the underlying vector field.
Thus, we need only determine where to start tracing a flow (i.e., where to place seed
points) and when to stop. Stopping is fairly simple, so it will be described first. Since
we want flow lines to be spaced a certain distance apart (given by either h1 or h2)
we stop tracing a new flow when it gets too close to an existing flow of the same
type. To get good layout of flows, we stop tracing a flow when it gets closer than τh1
to an existing flow, where τ is a user controllable tolerance parameter. We employ
an octree data structure to accelerate the detection of nearby flow lines. All meshes
shown in this chapter were generated with τ = 0.5, which we have found to give good
results. We also discard flows that are too short to avoid fragmented flows.
To place seed points, we extend the evenly spaced streamline method described in
[JL97] to work directly on a surface in 3D. We place an initial seed at each extremal
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point and one on each feature corner (see §3.2.4). This guarantees that each extremum
and each corner will be properly covered. Saddle points can cause instability in the
flow line tracing. Therefore we isolate them by placing a seed point in each of the up
and down directions around the saddle — a total of 4 seeds for regular saddle points.
This guarantees that we will properly sample the saddle point and the presence of
these seeds will prevent the tracing of other flow lines through the saddle.
Figure 3.5: Seeds placed along a single flow line.
Once we have the initial seeds, we can begin tracing flow lines one at a time.
After each flow line is traced, we place additional seed points to either side of it, at
even intervals along the flow line as shown in Figure 3.5. The distances from the
flow line to the newly placed seed points are given by h1 (or h2 if we are tracing
isoparametric flows). The spacing between seeds generated along the same flow is
not crucial (although a minimum number of seeds should be generated by each flow).
The important aspect here is that seeds are placed the proper distance away from
the flow, as measured along the orthogonal flow direction.
All the seeds are stored in a priority queue, with the key being the distance to its
generating flow. Each time we select the seed with the largest key, because they are
located in regions with larger value of the sampling distance function (h1 or h2), and
are therefore more likely to produce longer flow lines. Initial seeds are given large
keys to make sure they are handled first.
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(a) Input (b) α = 0 (c) α = 10 (d) α = 300
Figure 3.6: Comparison of different values of the curvature sensitivity parameter, α.
The output meshes have the same face count, but different α values. For high α
value, notice how faces cluster near curved regions such as the dent near the mouth
and in the hair.
3.2.3 Sampling Distance Functions
The sampling distance functions h1 and h2 can be completely specified by the user.
However, usually a user desires either a uniform, isotropic mesh, or a curvature-
sensitive, anisotropic mesh (the benefits of anisotropy in remeshing have been de-
scribed extensively by Alliez et al. [ACSD+03]). In this section, we provide our
default functions for computing h1 and h2 from the local curvature of the surface and
two user-supplied parameters. These heuristic functions are chosen so that the user
can easily control the overall (isotropic) density of the output, as well as the degree
of anisotropic curvature sensitivity.
We begin with a user-supplied isotropic sampling distance function h. This can
be either a single constant (i.e., a uniform sampling distance), or it can vary over
the mesh. A second user parameter, α governs the degree of anisotropic curvature
sensitivity. We then construct h1 and h2 by
h1 =
h
1 + α log10 (1 + κ
2
n)
h2 =
h
1 + α log10 (1 + κ
1
n)
(3.14)
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where κ1n and κ
2
n are the normal curvatures of the surface in the directions of g1
and g2, respectively. The normal curvatures are estimated by intersecting a normal
plane with the surface, in the direction of interest. We then perform a few Laplacian
smoothing steps on the curvature values to remove high-frequency variations. Since
h1 governs the spacing between flow lines through g1, it is related to κ
2
n, not κ
1
n. We
use the log scaling function because we have found, empirically, that it provides a
pleasing feel to the user as they vary the sensitivity parameter α. Generally α is
set to be less than 20, but can be much higher (see Figure 3.6). If α = 0, then the
remeshing is isotropic (h1 = h and h2 = h).
Note that gradient flow lines converge at extrema. Thus, only a few flows will
actually get very close to the extrema, as they must obey the spacing requirements
given by h1. Even though this behavior is correct, allowing flow lines to get closer
to each other near extrema usually produces nicer results. Therefore, by default, we
decrease the isotropic spacing h slightly near all critical points.
3.2.4 Features
A good number of meshes have sharp features that must be preserved when remeshing
the surface. This is particularly true of mechanical parts, but even relatively smooth
meshes, like the hand, often have sharp features (see the base of the hand in Figure
3.12). Given a set of feature edges, we construct a feature skeleton consisting of
chains. A chain is a sequence of neighboring feature edges beginning and ending at
darts (vertices with only one feature edge neighbor) or corners (vertices with at least
three feature edge neighbors), or forming a closed loop. If a chain is too short, it is
considered noise and is thrown away.
When the flow lines are traced, they may cross feature edges. In this case, a flow
node will actually lie on a feature edge, so we mark this flow node as a “feature”. We
then sort the feature flow nodes on each chain by their order of occurance. During
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(a) Original (b) Field (c) Remesh
Figure 3.7: Preservation of automatically detected feature lines. Notice that the
sharp edges are preserved even though the field is not necessarily aligned with them.
Two constraints have been placed, one on each of the top and bottom tips.
the mesh construction phase (§3.3), additional edges will be added to connect all the
neighboring feature flow nodes of the same feature chain to recover the feature. Note
that corner vertices will automatically be preserved in the output mesh, since they
are included in the initial seeding.
A number of methods have been proposed in the literature for detecting feature
edges (e.g., [WB01, PSK+02]). Our implementation currently uses a simple tagging
scheme based on edge dihedral angle, yet any feature-detection system can be choosen
by the user to provide the set of feature edges. Figure 3.7 shows an example of a
model containing visually essential sharp features of non-trivial shape. As we can see,
even though they are not aligned with the flow lines, these feature lines are preserved
well by the remeshing system, .
3.3 Constructing the Output Mesh
Once we have a complete set of flow lines for the vector fields g1 and g2, we are ready
to construct the output mesh. The vertices of this mesh will lie at the intersection
of unique gradient and isoparametric flow lines. Its edges will follow the flow lines
themselves, thus determining the polygons as well. Our meshing algorithm is done
directly on the surface, without the help of a parameter domain.
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If we were presented with an arbitrary collection of flow lines, constructing the
output mesh in this fashion would essentially be a generalization of finding arrange-
ments of lines in the plane [Ede87, GS93]. However, the set of flow lines we have are
highly structured, so we are able to extract the mesh quite efficiently.
3.3.1 Extracting Connectivity
We begin extracting the connectivity of the output mesh by computing all intersec-
tions of gradient and isoparametric flow lines, called crossings. For efficiency, we
consider each triangle of the input mesh separately. Within each triangle, the net of
flow lines is a (sparse) planar grid of line segments. The set of crossings within each
triangle are easily computed. We exclude all critical points from the set of crossings,
as the flow lines either converge or diverge in these areas. Instead, we treat critical
points specially during polygon creation.
If a flow node has been marked as a “feature”, it is also added to the list of
crossings, even though two flow lines do not necessarily cross at that point. Such
crossings are called feature crossings.
Once the crossings have been detected, we must correctly identify the connections
between them. For each flow line, we create a list of the crossings along this flow
line sorted by their order of occurrence. Feature crossings are also ordered by their
position along the feature chain.
In the normal case each crossing will have 4 neighbors, two each along the gradient
and isoparametric flow lines. In rare cases, a crossing will have only 1 neighbor. Such
dangling crossings are deleted to provide more well-formed meshes. Also there may be
normal crossings that are very close to a feature crossing. In such cases, we eliminate
the non-feature crossing by contracting it into the feature crossing.
At this point, we have constructed a graph over the surface, as in Figure 3.8b.
The green knots are the crossings. And the edges connect consecutive crossings along
27
(a) Field (b) Crossings (c) Remesh (d) Post-process
Figure 3.8: The 3 stages of mesh generation. First, we build the set of crossings along
each flow line. Next we extract a non-conforming mesh from this net of flow crossings.
A final post-process produces a conforming mesh composed solely of triangles and
quadrilaterals.
flow lines.
3.3.2 Polygon Generation
Once the connectivity graph is complete (as in Figure 3.8b), we are ready to generate
the polygons of the output mesh (as in Figure 3.8c). Extracting the faces of this graph
is straightforward, as the flow lines provide an explicit ordering and orientation for all
edges. We traverse each face ring of the graph in counter-clockwise order, emitting a
polygon for each such ring.
Because extremal points are excluded from the crossing lists, we must generate
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additional polygons around each of them in order to close up the mesh. To do this,
we simply find the isoparametric flow line closest to a given extremal vertex. We
extract the list of vertices along this flow line, and connect consecutive pairs to the
extremal point, forming a triangle fan.
At this point, the mesh is complete. We have generated one polygon for each face
ring of the connectivity graph and a triangle fan around each extremal point. The
vertices of the final mesh are positioned at their respective locations on the original
surface (e.g., where two flow lines crossed). Therefore, all vertices of the output are
always guaranteed to lie on the original surface mesh.
As mentioned before, the resulting mesh is generally non-conforming. There will
be so-called T-junctions where flow lines were terminated by the local spacing con-
trol. This is quite apparent in Figure 3.8c. For those applications in which non-
conforming meshes are undesirable, we perform an optional post-process to remove
all T-junctions, adopting the same template-based strategy as Alliez et al. [ACSD+03].
We also triangulate polygons with more than 4 sides using a simple ear-cutting algo-
rithm. After post-processing, the mesh consists solely of quadrilaterals and triangles,
and is strictly conforming. Figure 3.8 shows an example of a mesh both (c) before
and (d) after post-processing.
3.4 Placing Extrema
Our remeshing method provides the user a great deal of control over the output
mesh. The location of singularities and thus the alignment of quad edges and can be
controlled by the user, through their selection of constraint points for the harmonic
field. Usually it is desirable to have several constraints, to ensure that the field follows
the geometric structure of the mesh, but only two (a minimum and a maximum) are
required. Placing these constraints by hand is generally quick and painless, as the
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user need only click on a few locations on the mesh. In this section we provide a few
guidelines to help the user in deciding where to place extrema for best results. The
extrema can also be placed automatically, as described in [DKG05].
The minima and maxima of the scalar field are sources and sinks for the gradient
field. Gradient flow lines will flow from a minimum towards a maximum. Thus, for
example, we can specify that the quad edges in the remeshing output should flow
along the mesh from one protrusion to another, or in any other manner we choose.
This gives the user a high degree of control over the way the quad edges are aligned
in the output mesh. Generally it is desirable to place minima and maxima on the
tips of protrusions, so that the gradient flow lines follow the shape of the surface. In
addition, the gradient flow lines will converge at minima and maxima, so placing the
extrema on tips of protrusions looks more natural. For example, placing an extrema
on the tip of the camel’s snout looks better than placing it on the side of the camel’s
cheek (see Figure 3.9). There is also some theoretical support for using this “tip of
protrusions” heuristic, in terms of reducing the stretching of the harmonic field, as
analyzed in [JWYG04].
Even greater control over the alignment of the field can be achieved by using
curve or loop constraints on the model, rather than only selecting isolated points. A
curve constraint consists of a connected sequence of vertices such that each vertex
has one or two neighbors constrained to the same value. A loop constraint is a closed
curve constraint (each vertex in the loop has exactly two constrained neighbors).
Curve and loop constraints are usually unnecessary, but they can be useful in certain
situations. For example, they can be used to orient an otherwise lopsided field so that
the isoparametric flow lines form shortest path circles around a cylindrical portion of
a mesh. They can also be used to force the remeshing to follow the important lines
of a human face (see Figure 3.10). Another important use of loop constraints is to
allow the remeshing of genus-1 surfaces without any singularities (see Figure 3.11).
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(a) Snout field (b) Snout remesh
(c) Cheek field (d) Cheek remesh
Figure 3.9: Different choices of constraints produce different Laplacian fields, and
hence different remeshing outputs. When placed manually, extrema should generally
be located on local feature points.
In our examples, we manually identify these loops, but they can also be computed
automatically [GY03, SF04].
3.5 Results
We have already shown several examples of our results. To demonstrate the flexibility
of our algorithm, and the quality of the results that it generates, we show several
more complex examples in this section. Note that most output meshes in this section
are shown without post-processing, and thus are generally non-conforming. All of
the remeshing results were generated using user-specified field constraints, and the
specification of these constraints generally required less than 1 minute.
We begin with a summary of timing results for our experimental implementation.
All times were measured on a 2.66 GHz Pentium IV, with 512MB of RAM. The results
are shown in Table 5.2. Running times are split into several categories. Solution time
includes the assembly and solution of the Laplacian linear system. Initialization time
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(a) (b) (c) (d)
Figure 3.10: Usage of curve constraints to improve the artistic properties of the
remeshing. (a-b) Single minimum and single maximum on the top and bottom of the
head. (c-d) Lines of minima (blue) and maxima (red) have been placed on the eyes,
ears, and mouth, generating a more aesthetically pleasing remeshing result.
(a) Input mesh with field (b) Output
Figure 3.11: By placing two ring constraints on the torus, we can generate a smooth
remeshing result with no singularities. It should be noted that, since we do not make
use of the magnitudes of the gradient or isoparametric fields, the ring constraints
need not be symmetrically placed.
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Running time (sec)
Model Fig h α |Vin| |Vout| Solve Init Trace Mesh Total
sculpture 3.1(c) 39 4 25,382 8,434 6.4 3.9 5.0 0.6 15.9
3.1(d) 27 4 25,382 3,789 6.4 4.0 3.3 0.2 13.9
isis 3.8(c) 20 6 188,496 1,538 81.6 31.1 5.5 0.1 118.3
head 3.10(d) 30 4 39,955 2,376 11.6 5.8 3.1 0.1 20.6
hand 3.12(b) 51 4 38,218 6,070 9.9 5.6 5.0 0.2 20.7
3.12(c) 26 4 38,218 1,660 9.9 5.8 2.5 0.1 18.3
3.12(d) 12 4 38,218 473 9.9 7.9 1.4 0.0 19.2
octopus 3.14(c) 30 9 16,554 3,785 3.1 2.7 2.8 0.2 8.8
3.14(d) 21 9 16,554 2,107 3.1 3.1 2.1 0.1 8.4
bull 3.16(b) 29 4 5,002 3,188 1.1 0.8 1.7 0.2 3.8
Table 3.1: Remeshing times for several models. The isotropic spacing (h) and curva-
ture sensitivity (α) parameters are also shown.
measures the time necessary to compute the sample spacing functions h1, h2 over the
surface and to distribute the initial seed points. Tracing time is the time required
to actually trace all flow lines over the mesh, and meshing time is the time taken to
generate the output polygons. All times are reported in seconds, and are exclusive
of file I/O time. Overall, our system is quite fast, requiring less than a minute to
remesh any model under 100,000 vertices.
Our first example is a mannequin hand, shown in Figure 3.12. We see the results of
our remeshing algorithm at three different resolutions; the exact choice of the spacing
parameter is summarized in Table 5.2. For this model, we placed a single minimum
in the middle of the base of the hand and maxima at the tip of each finger. As we can
clearly see, the quad edges align quite nicely with the natural “flow” of the surface. In
addition, the shape of the surface remains well preserved even at the lowest sampling
density. When producing multiple remeshings of the same model in this way, we can
improve efficiency by computing the harmonic field (and the resulting vector fields)
only once. In this particular case, this would reduce the total time for subsequent
remeshings by roughly 50%.
Despite its complicated geometry, the knot shown in Figure 3.13a is topologically
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(a) Input (b) Fine (c) Medium (d) Coarse
Figure 3.12: Multiple remeshings of a hand capture the shape of the fingers very well,
even at low sampling rates.
(a) Input (b) Remesh
Figure 3.13: This genus-1 knot can be remeshed without any singularities. In ad-
dition, the spacing of the quad edges adapts to the local curvature of the surface.
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(a) Input (b) Harmonic field
(c) Finer remesh (d) Coarser remesh
Figure 3.14: Remeshing results on the octopus. Notice that the quad-edges are aligned
along the flow of the tentacles, and that the tips of the tentacles are preserved.
equivalent to a torus. Thus, as in Figure 3.11, we can remesh it without any singu-
larities (Figure 3.13b). Note how we can recover a model with flow lines very similar
to that of the original mesh (which is composed of triangulated quads). However, in
the remeshed version, the density of the quads can be seen to be adapting to the local
curvature of the model. For example, notice how the mesh on the rightmost bend is
denser than the mesh on the leftmost bend, which has a larger radius of curvature.
To generate this result, as with the torus, two minimum radius loop constraints were
placed at different (but fairly arbitrary) locations along the knot.
The octopus model shown in Figure 3.14 presents an interesting challenge because
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of its long skinny tentacles. This model is particularly problematic for remeshing
methods that rely on parameterization of the surface. When flattening this surface
into the plane, the long thin tentacles can result in extremely high parametric dis-
tortions, making the task of the remesher difficult. In contrast, our method requires
no parameterization and is therefore unaffected by this difficulty. The tentacles also
provide a good test of our edge tracing method, as minor errors in line placement
can lead to significant damage to the shape of the tentacles. As we can see from
the output meshes shown, our method handles this surface successfully. We placed a
total of only 10 extrema: 1 on the top of the head, 1 in its mouth on the underside
of the surface, and 1 at the tip of each of the 8 tentacles. In the resulting mesh, the
quad edges are well-aligned with the shape of the tentacles, and the position of their
tips is preserved. In addition, the effect of our anisotropic sampling can be observed
in the stretching of quads along the tentacles.
As we have noted previously, one of the primary advantages of our method is that
it is able to easily handle manifolds of any genus. As an example, consider the Buddha
statue shown in Figure 3.15. This is a genus-6 manifold which is also geometrically
complex. We show two example remeshings of this input surface. The first is denser
than the input, and the second is coarser. We notice that small topological handles
like the ones near the side of the belly are nicely preserved. To achieve such remesh
results on this complicated surface, we specified only 3 constraints. We placed a single
extremum both at the very top of the mesh and in the center of the underside of the
base stand. In order to get the best alignment of the mesh with the base, we also
placed a single ring constraint around the upper rim of the stand.
The previous example demonstrates that our technique produces stable results
even when presented with surfaces that are topologically and geometrically complex.
It is also robust in the face of poorly tessellated input meshes. Figure 3.16 shows
a mesh, describing the surface of a bull, that is an extremely irregular tessellation.
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(a) Input (b) Harmonic field (c) Fine remesh (d) Coarse remesh
Figure 3.15: Using our method, this genus-6 Buddha statue can be remeshed without
the cutting required by parametric methods, and the small topological handles are
preserved nicely.
(a) Input (b) Field (c) Remesh
Figure 3.16: Our field construction and polygon generation algorithms are stable even
on extremely irregular meshes.
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(a) Harmonic field (b) Remesh with 2564 vertices
Figure 3.17: The horse model has similar high level geometry as the bull, and our
extrema placement, thus the structure of the remesh, are also similar.
The distribution of the vertices is obviously non-uniform and rather haphazard. Only
a small minority of the triangles are well-shaped; the rest all have either very large
or very small angles. Despite this ill-formed input mesh, our field construction and
polygon generation algorithms both produce pleasingly smooth results. We placed
extremal constraints on the nose, horns, feet, and tail. The resulting harmonic field,
shown in Figure 3.16b, is quite smooth given the input mesh. Similarly, the final
mesh shown in Figure 3.16c is also both smooth and faithful to the original shape of
the bull.
The horse result shown in Figure 3.17 has similar geometrical structure as the bull
model, and we can see that the two remeshes also has similar flow line structures.
This demonstrates that our simple guideline of placing extrema on protrusions works
satisfactorily across a wide range of models.
One natural application of our remeshing methods is to produce coarser approxi-
mations of an initially fine mesh (as in Figure 3.12). This is also the primary goal of
the fairly extensive literature on surface simplification. We of course take a slightly
different view of the problem here. Simplification methods generally focus on minimiz-
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Figure 3.18: Comparing approximation error of our remesher with the QSlim sim-
plification system. Our system, which does not explicitly measure error, produces
somewhat higher RMS error than the error-based QSlim method.
(a) Remeshed (b) QSlim (subset) (c) QSlim (optimal)
Figure 3.19: Approximations of the hand dataset (Fig. 3.12) with 743 edges each.
Although the RMS error is slightly higher, the mesh produced by our system is
noticeably more appealing.
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ing approximation error and generally consider mesh quality as a secondary concern,
if at all. In contrast, producing good quality meshes is our primary concern.
In Figures 3.18 and 3.19 we examine the performance of our remeshing system
as compared to the QSlim simplification method [GH97]. The difference in emphasis
of error vs. mesh quality is readily apparent in the results. We generated multiple
approximations of the hand model shown in Figure 3.12 using our remesher, QSlim
with subset placement, and QSlim with optimal placement. Subset placement is the
most direct point of comparison as, like our remesher, it will place all output vertices
on the input surface. For a given number of edges, our remeshings have roughly 20%
higher error than subset placement and 50% higher error than optimal placement.
However, if we look at the actual meshes, the output of our remesher is noticeably
more appealing. The mesh is far more regular and shape distortions are more equally
distributed. As we would expect, our system, which focuses exclusively on mesh
quality and has no explicit notion of approximation error, produces nicer meshes but
somewhat higher approximation error than a method such as QSlim, which focuses
on approximation error and has no notion of mesh quality. For applications such as
building base domains for subdivision surfaces, our results are clearly superior. An
example of this is shown in Figure 3.20.
3.6 Discussion
3.6.1 Complexity Analysis
In Section 5.3 we have seen that our system is efficient in practice. It is also asymp-
totically efficient as well. If we are given an input surface of n vertices and produce
an output of m vertices, the space complexity of our system is O(n+m). To analyze
its time complexity, we consider the field solution and remeshing processes separately.
Much like parameterization-based remeshing systems, scalar field construction is
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(a) Remeshed (b) After 1 level of Catmull-Clark subdivision
Figure 3.20: Result of our method is well suited for subdivision.
the most expensive part of our method, since it involves solving an n×n linear system.
This can require at worst O(n3) time. However, we can expect to do much better as
the system we are solving is quite sparse and has only O(n) non-zero entries. For the
SuperLU sparse solver that we use in our implementation, the best case running time
would be O(n3/2), corresponding to the situation in which all non-zero entries could
be arranged in a single
√
n×√n dense supernode [DEG+99]. We can improve the
expected running time to O(n) by using our multigrid solver [NGH04]. However, we
can not provide a linear worst case bound as that would require a provably good mesh
hierarchy, and no provably good surface simplification algorithms are yet known.
The field solution need only be performed once for a given input and constraint
set. It is thus independent of the output size. In contrast, the complexity of the
remeshing phase depends on both the input and output size. The time complexity of
the remeshing phase is O(n+m) as all data structures with super-linear access times
(e.g., the priority queue of seeds) contain only O(
√
m) items.
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3.6.2 Mean Value Weights
One unfortunate property of the discrete harmonic weights (4.2) is that they may
become negative in the presence of obtuse angles. This can result in local extrema at
unconstrained vertices. While this does not in any way impair our remeshing process,
it can be undesirable if too many additional extrema are created. This effect can be
avoided by splitting all edges opposite internal angles larger than pi/2. Alternatively,
we can also avoid this problem by using the mean value weights [Flo03] in place of
the discrete harmonic weights:
wij =
λij∑
k∈Ni λik
, λij =
tan(θij/2) + tan(φij/2)
‖xj − xi‖ (3.15)
Here θij and φij are the two angles on either side of the edge (i, j) at vertex i. Using
these weights, every edge (i, j) is guaranteed to be assigned a positive weight [Flo03],
and therefore local extrema cannot occur except at constrained vertices [NGH04].
In practice, the choice of discrete harmonic versus mean value weights makes
virtually no difference in the final remeshing results. However, this choice does impact
the performance of the system. The mean value weights guarantee that no extraneous
extrema will occur, and we have also found that they tend to improve the conditioning
of the linear system. On the other hand, they are asymmetric. Thus twice as much
memory is required to represent the linear system and certain methods that assume
symmetric matrices (e.g., conjugate gradient) cannot be used. It is left to the user to
decide whether they are willing to pay this increased cost.
3.6.3 Conformal Structure of the Field
By construction, the vector field g1 = ∇u is the gradient field of the scalar function u.
It is natural to consider whether there is some scalar function v such that g2 = ∇v. If
we cut the surface M into a polygon [GY03, NGH04, EHP02] and require that v only
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be continuous at edge midpoints, then there does indeed exist a function v : E → R,
unique up to an additive constant, for which g2 = ∇v [Pol00]. In this setting, we can
rewrite the relationship governing g1 and g2 as:
∇v = R∇u (3.16)
Notice that this is simply one way of writing the well-known Cauchy–Riemann equa-
tions. This indicates that the mapping (x, y, z)→ (u, v) is in fact a discrete conformal
mapping of the cut manifold into the plane. The mapping is, however, non-conforming
as the field v is not necessarily continuous at the vertices of the mesh.
We can also see the vector fields that we compute as an instance of the holomorphic
1-forms used by Gu & Yau [GY03] and Jin et al. [JWYG04]. The scalar field u is
harmonic everywhere except at the k constrained extremal points. Thus the vector
fields g1 and g2, respectively, define a harmonic 1-form ωij and its conjugate 1-form
∗ωij:
ωij = (xj − xi)Tg1 (3.17)
∗ωij = (xj − xi)Tg2 (3.18)
Together, these 1-forms define a holomorphic 1-form over M with k points removed.
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Chapter 4
Spectral Surface Quadrangulation
4.1 Laplacian Eigenfunctions
We seek, for an input oriented manifold meshM of any genus, a well-defined quadran-
gulation of well-shaped evenly distributed all-quad elements with few extraordinary
vertices (vertices with valence other than 4). Our approach is built upon the property
that the Morse-Smale complex (described later in §4.2) connecting the saddles and
extrema of almost any real surface function f : M → R quadrangulates the surface.
Though this complex is well-defined for any non-degenerate f , the quality of the
quadrangulation is intimately tied to the choice of f . For arbitrary choices of f , the
resulting complex can very poorly quadrangulate the surface. This chapter explores
the key insight that shape harmonics evenly distribute their extrema and so serve as
ideal functions from which to generate a quadrangulated base domain. This section
shows how to efficiently compute these harmonics of the input mesh as eigenfunctions
of its Laplacian matrix.
4.1.1 Spectral Surface Analysis
The discrete Laplacian operator on piecewise linear functions over triangulated man-
ifolds is
∆fi =
∑
j∈Ni
wij(fj − fi), (4.1)
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(a) Eigenfunction (b) MS complex (c) Optimized complex (d) Remeshing
Figure 4.1: We quadrangulate a given triangle mesh by extracting the Morse-Smale
complex of a selected eigenvector of the mesh Laplacian matrix. After optimizing
the geometry of the base complex, we remesh the surface with a semi-regular grid of
quadrilaterals.
where Ni is the set of vertices adjacent to vertex i and wij is a scalar weight assigned
to the directed edge (i, j). For graphs, it is customary to use the combinatorial
weights wij = 1/ deg(i) in defining this operator. However, for 2-manifold surfaces
the appropriate choice are the discrete harmonic weights
wij =
1
2
(cotαij + cot βij). (4.2)
Here αij and βij are the angles opposite the edge (i, j). Pinkall and Polthier [PP93]
provide details on the derivation of these weights.
This formulation of the Laplacian is clearly a linear operator. We represent the
function f by the column vector of its per-vertex values f , rewriting Laplace’s equation
as
∆f = −Lf , where Lij =

∑
k wik if i = j,
−wij if edge(i, j) ∈M ,
0 otherwise.
(4.3)
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Figure 4.2: The first 8 non-constant eigenfunctions over a 15×15 planar grid, plotted
as heightfields.
The eigenvalues λ1 = 0 ≤ λ2 ≤ . . . ≤ λn of L form the spectrum of the mesh M and
the corresponding eigenvectors e1, e2, . . . , en of L define piecewise linear functions
overM of progressively higher frequencies [Tau00]. These functions are the Laplacian
eigenfunctions of the mesh.
Laplacian eigenfunctions represent the natural harmonics of a shape; in the phys-
ical domain they are the vibrational modes of the surface. For a planar grid, the
eigenvectors of L are the basis functions of the discrete cosine transform (see Fig-
ure 4.2). Similarly for a sphere or torus they are, respectively, the discrete spherical
and toroidal harmonics. The eigenvalues identify the squared frequency of the corre-
sponding eigenfunction.
For our goal of producing a well-shaped quadrangulation of M , Laplacian eigen-
functions have several crucial properties. Their critical points are well-spaced over the
surface. Minima and maxima are interleaved in such a way that high valence nodes
are extremely rare, except in cases where they are geometrically desirable. Multi-
saddles almost never arise, thus practically guaranteeing that extraordinary points
can only occur at extrema. Without these properties the Morse-Smale complex can
produce an extremely poor quadrangulation of the surface.
It is also important to note that the eigenfunctions occur in order of increasing
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Figure 4.3: Surfaces whose “ideal” complex contains more nodes require higher fre-
quency eigenfunctions. Here we see the 10th, 46th, and 108th harmonic of a sphere,
dodecahedron, and corner-cut icosahedron, respectively.
frequency, and hence in (roughly) increasing order of critical point count. Specifically,
it is known that the number of nodal domains of the eigenfunction with eigenvalue λk
is at most k [CH53], although this is not a sharp upper bound. Thus it is fairly easy
to select an eigenfunction of a desired complexity. This is also important from an
efficiency standpoint, as it means we only need to compute the first k low frequency
eigenvectors of the matrix. For this, we use the Arpack sparse eigensystem solver,
which implements an efficient iterative Arnoldi method.
In practice, we are generally interested in producing relatively sparse quadrangu-
lations. We find that for most surfaces eigenfunctions in the range 40–80 will produce
the most desirable complexes. Simple surfaces (sphere, torus) work well with lower
harmonics whereas higher genus surfaces require higher harmonics. To capture fea-
tures such as those of the polytope shown in Figure 4.3, for example, one needs more
nodes and hence a higher frequency.
4.1.2 Multiresolution Spectral Analysis
Solving for a substantial number of eigenfunctions on a large mesh can be quite
costly, as the running time of the eigensolver will be super-linear in the number of
eigenvectors being computed. Fortunately, these eigenfunctions are an intrinsic prop-
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Figure 4.4: Mass-adjusted spectra and critical point count for the first 80 eigenfunc-
tions of a progressively simplified model.
erty of the shape, allowing multiresolution techniques to overcome this performance
bottleneck.
As a general rule, surface simplification methods remove high frequency detail
while preserving low frequency shape, and so should preserve the low end of the
mesh spectrum. Figure 4.4 demonstrates this phenomenon in practice. We pro-
duced multiple approximations of the kitten model shown in Figure 4.1 using the
QSlim algorithm [GH97]. The spectral plots of mass-adjusted eigenvalues, which are
simply scaled by the fraction of vertices remaining, are extremely similar, even af-
ter aggressive simplification. The number of critical points in the complex for each
frequency—after noise removal; see Section 4.2.2—are also quite consistent across the
various resolutions.
When remeshing a surface, we typically want to find the small range of eigen-
functions that will produce complexes with a given number of critical points. Our
observation above leads to a very efficient way of finding this narrow frequency band.
We coarsen the model to a small size, while preserving the topological type of the
surface. On this coarse mesh, we compute the first k eigenfunctions, their eigenvalues,
and Morse-Smale complexes. We can now select a target eigenvalue λ based on the
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number of critical points in the corresponding complex.
Given this target eigenvalue, we can compute a small number (e.g., 20) of eigen-
functions on the original mesh with eigenvalues close to λ. We do this by using a
spectral shift, a feature supported by the Arpack solver. If λ is an eigenvalue of L
with eigenvector e, then e is an eigenvector of (L− σI) with eigenvalue (λ− σ).
(L− σI)e = (λ− σ)e (4.4)
Therefore, we can shift L by the ideal frequency λ and the k′ eigenvalues with smallest
absolute value are those closest to the ideal frequency. Overall, this process takes less
than 2 minutes for a model with 130,000 vertices.
Spectral shifting can also align eigenfunctions to user-defined features, such as
sharp corners in CAD models. By applying an additional shift only to vertices on
feature lines, the gradients of the eigenfunctions start to align with feature edges. Such
a partial shift can be interpreted as giving feature vertices a smaller weight [KCH02],
making them more likely to become eigenfunction extrema that the Morse-Smale
complex samples at a higher rate. Although, such a feature driven approach is not our
focus we have included a small example in Figure 4.22 to demonstrate the versatility
of this approach.
4.2 Building a Quadrangular Base Complex
Given a Laplacian eigenfunction, this section describes how to construct its Morse-
Smale complex to coarsely quadrangulate the surface. It begins by reviewing the
formal definition of the Morse-Smale complex and an algorithm for topological noise
removal. It also describes the construction of a second family of quasi-dual complexes
to increase the diversity of the pool of potential quadrangular base meshes. The
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geometric embedding of the complex is further improved in Section 4.3.
4.2.1 The Morse-Smale Complex
The Morse-Smale complex is a cellular decomposition of a scalar (Morse-Smale) func-
tion over a manifold, defined formally as the refinement of its ascending manifolds by
its descending manifolds, but computed more practically by tracing lines of steepest
ascent/descent. Given a function defined on the vertices of a triangulated manifold
M , a vertex is labeled a maximum/minimum if its function value is higher/lower than
those of its neighbors, regular if its lower neighbors form a connected chain, and a
saddle otherwise. We compute steepest ascending/descending lines starting in each
chain of higher/lower neighbors of all saddles until we reach a maximum/minimum.
In general, these lines segment M into four-sided regions with two opposing sad-
dles, a maximum, and a minimum as corners. In practice, a number of special
cases exist and care must be taken to correctly handle degeneracies in the func-
tion [EHZ03, BEHP04, NGH04].
4.2.2 Topological Noise Removal
In principle, our eigenfunctions are smooth and we encounter increasing numbers
of critical points at progressively higher frequencies. However, numerical issues can
result in the presence of high frequency noise, which manifests itself as clusters of
superfluous critical points (see Figure 4.5a).
To remove the extraneous critical points we use cancellations that simplify the
Morse-Smale complex [EHZ03, BEHP04]. Cancellations can be seen as a double edge
contraction that removes a connected saddle-extremum pair, all paths incident to
the saddle, and two 2-cells (see Figure 4.6). We rank cancellations by their persis-
tence [ELZ02]—the difference in function value between the two critical points they
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(a) Initial noisy complex (b) Denoised complex
Figure 4.5: The 30th eigenfunction of a triple torus shows a typical noise pattern (a)
that we filter out by topological simplification (b).
v
w wu saddle
maximum
minimum
Figure 4.6: Morse-Smale complex before and after canceling u, v. One saddle, one
extremum, four paths, and two cells are removed.
remove—and greedily cancel critical points in order of increasing persistence, up to
a noise threshold.
The amount of noise we have encountered in practice is minimal and well separated
from the signal. To find a good threshold we first normalize all persistences with
respect to the maximal spread in function value. This allows us to set coarse bounds
on the minimal and maximal allowed noise threshold valid for all models. For all
examples in this chapter we have used a range of 0.05–0.5% persistence. Within this
range we optimize the complex based on mesh quality criteria. In particular, we
have found that the only problematic configurations are valence-2 extrema like those
shown in Figure 4.5. We therefore, pick the threshold as the minimal persistence
within the given range that removes the maximal number of valence-2 extrema.
In general, not every valence-2 extremum can be removed by choosing an appro-
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(a) (b) (c)
Figure 4.7: A primal complex (a) is replaced with min-max diagonals (b) to produce
the quasi-dual complex (c).
priate noise threshold. It might have high persistence and be vital for a balanced
base mesh. In this case, we perform an anti-cancellation (the inverse of cancellation)
of the neighboring extremum with highest valence to raise the valence of the problem
extremum to three. A similar refinement mechanism is described in §4.3.2, but driven
by parametric distortion rather than valence.
4.2.3 Quasi-Dual Complexes
The set of all eigenfunctions defines an entire family of complexes over the surface,
which we refer to as the primal complexes. From each primal complex, we can also
derive a quasi-dual complex. Since the vertices of a Morse-Smale complex are two-
colorable (extrema being one color and saddles the other) and saddles have valence
four, computing the minimum-maximum diagonal within each Morse-Smale region
creates another purely quadrangular complex. This quasi-dual complex contains
about half the vertices (only the extrema) of the original complex and one patch
per original saddle. In the (extremely rare) case of a multi-saddle, computing di-
agonals yields a polygonal patch that can be trivially quadrangulated. Figure 4.7
illustrates the process for a small example.
These quasi-dual complexes serve to expand the pool of possible base meshes. This
is advantageous, since it expands the symmetries of the object that can be captured.
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(a) Primal (b) Quasi-Dual
Figure 4.8: Complexes of torus eigenfunctions 8 and 16.
For instance, it is the quasi-dual rather than the primal family that yields optimal
complexes on the torus (see Figure 4.8). The quasi-dual transformation effectively
reverses one step of 4-8 subdivision [VZ01], and rotates the initial complex by pi/4.
Quasi-dual complexes are also more compact than primal complexes. Roughly half
the critical points of a Morse-Smale complex will be Morse saddles, and hence valence
four nodes in the complex. Quasi-dual complexes do not contain such additional
saddle points.
We construct quasi-dual complexes after denoising the Morse-Smale complex.
During iterative relaxation (§4.3.2), we may need to perform anti-cancellations on
the quasi-dual complex. These are induced directly by the anti-cancellation of the
corresponding Morse-Smale complex. In particular, each anti-cancellation on a quasi-
dual complex adds one extremum and one patch and is akin to a traditional vertex
split.
4.3 Parameterization and Remeshing
At this point, we have constructed a quadrangular base complex over the surface.
We must now build a parameterization over this complex. We must also correct and
optimize the geometry of the complex’s embedding on the surface. For all but the
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simplest shapes, some paths connecting extrema will be less than satisfactory. As
they follow the gradient field of the eigenfunction, they may not follow the surface
shape in a natural way. It is also possible for multiple paths to merge and follow
the same edge chain, thus producing degenerate patches. These kinds of artifacts are
clearly evident in the complex shown in Figure 4.12a, for example.
We resolve both problems simultaneously using a globally smooth parameteriza-
tion algorithm inspired by the work of Khodakovsky et al. [KLS03]. We construct
a parameterization over the initial quadrangular complex, and then use this param-
eterization to correct the patch shapes. We iterate this relaxation procedure until
convergence, at which point all patches will be valid and well-shaped.
4.3.1 Globally Smooth Parameterization
For each quadrangular patch Pα, we seek to construct a parameterization φα map-
ping the patch onto the unit square Dα = [0, 1]× [0, 1]. In the usual method that
parameterizes a single surface patch onto a prescribed region, the parameter value ui
of each interior vertex i and the parameter value of its 1-ring neighbors satisfy
∆ui =
∑
j∈Ni
wij(uj − ui) = 0. (4.5)
In our context, a vertex near the boundaries of a patch may have neighbors that
fall into different patches, thus their parameter values denoted in different coordinate
systems. This means we cannot relate them directly as in Eq.4.5. Instead, the
essential idea of globally smooth parameterization is that if we use the same coordinate
system to represent the parameter values of a vertex and its 1-ring neighbors, they
should satisfy Eq.4.5.
We convert between the coordinate systems of different patches through the use
of transition functions. A transition function φαβ : R2 → R2 maps the coordinates
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Figure 4.9: We define a coordinate chart φα for patch Pα, as well as transition func-
tions φαβ to the chart of each adjacent patch Pβ.
of a point with respect to patch Pα to its coordinates with respect to patch Pβ (see
Figure 4.9). When Pα and Pβ share a common boundary path, the transition function
between them can be reduced to a very small number of base cases, which we will
discuss later. In all other situations, we look at the path in the dual graph of the
Morse-Smale complex that connects Pα and Pβ, and the transition function between
them is the ordered composition of the component base cases. Note that if we transit
from Pα to Pβ along two different paths of the dual graph, we may get different
transition functions in the presence of extraordinary nodes of the complex (nodes
with valence other than 4). This does not present a problem, since the ordered list of
boundary paths separating a vertex and its 1-ring neighbors, if any, is always unique.
So the transition function between them is also unique.
To begin constructing coordinate charts for each patch, we arbitrarily mark one
corner as the origin of its coordinate system. We orient all charts to form a right-
handed coordinate system with the surface normal. Every vertex that is not a node
of the complex is contained within exactly one patch Pα and assigned parametric
coordinates uαi = (s
α
i , t
α
i ). The parametric coordinates for nodes of the complex
are always constrained to lie at the corners of D, although they will have distinct
parametric coordinates in each of their incident patches.
For the particular configuration of patch origins marked in Figure 4.9, the two
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coordinate transition functions are
φαβ (s
α, tα) = (sα − 1, tα) , φαγ (sα, tα) = (sα, tα + 1) . (4.6)
All other markings produce simply the inverses of these functions and/or compositions
with rotations of kpi/2.
We solve for the parameterization using a linear system with the usual struc-
ture [FH04]. For each vertex i, which is not a node of the complex, we have
∑
(j,β)∈Ni
w¯ij
(
(φβαu
β
j )− uαi
)
= 0, (4.7)
where w¯ij are the discrete harmonic weights (Eq. 4.2) normalized to sum to 1. Other
choices are possible, notably mean value coordinates [Flo03], but we find that quasi-
conformality of discrete harmonic weights yields better elements in the final mesh.
Notice that some of the uj coordinates may be known quantities, if they are
vertices that are nodes of the complex. Furthermore, they do not have unique coor-
dinates, since they have different coordinates in each of their incident patches. We
eliminate these variables from the system by rewriting the parameterization system
as
uαi −
∑
(j,β)∈Ai
w¯ij
(
φβαu
β
j
)
=
∑
j∈Ci
uαj , (4.8)
where Ci are the members of Ni that are corners and Ai are the rest. This equation
gives us 2 rows of a 2n×2n linear system.
4.3.2 Iterative Relaxation
At this point, we have an initial parameterization of the complex. As noted earlier, the
complex itself is likely to be deficient in that multiple paths may merge, thus causing
degeneracies in the patches. Furthermore, this is likely to cause the parameterization
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(a) (b) (c)
Figure 4.10: A single relaxation step: (a) parameterization, (b) boundary adjustment,
and (c) node relocation.
itself to be non-bijective, and hence invalid. To resolve these degeneracies, we have
developed an iterative relaxation procedure that
1. builds a parameterization by solving linear system Eq. 4.8,
2. swaps vertices across boundaries to adjust patches based on their parameter
values,
3. relocates nodes of the complex to better positions.
This process repeats until it computes a parameterization (1) that is not improved
by vertex swapping (2) or node relocation (3).
Our basic approach to the problem is inspired by that taken by Khodakovsky et
al. [KLS03]; however, two distinctive features of our problem lead to a fairly different
algorithm. First, we are working with quadrangular rather than triangular complexes.
Second, we encounter, and must successfully repair, far more significant defects in the
57
initial complex. Whereas Khodakovsky et al. were able to craft a decimation tech-
nique that considered patch quality and parametric distortion in the construction
of the base domain, we begin with a complex built by a purely topological method
that is unaware of such geometric issues. Consequently, we must perform far more
substantial node relocations and may even need to modify the complex during relax-
ation.
Adjusting Patch Boundaries
The prominent problem with the parameterization computed over a degenerate com-
plex is illustrated in Figure 4.10a. For each vertex, there is some patch Pα such that
the parametric coordinates of the vertex under φα fall within the unit parametric
square D. We refer to this vertex as in-range with respect to this patch. As we
clearly see in Figure 4.10a, where vertices are color-coded according to the patch for
which they are in-range, the in-range regions can differ substantially from the current
patches. The essential goal of the relaxation stage is to conform the patches to the
in-range vertex sets. In this first step of relaxation, we adjust the boundaries by
iteratively swapping vertices between patches.
A vertex i may be swapped across an edge (i, j) where i ∈ Pα and j ∈ Pβ if it is
out-of-range in Pα but in-range in Pβ (i.e., u
α
i /∈ D and uβi ∈ D). It is important to
note that since multiple patch boundaries may cross the edge (i, j), the patch into
which i moves may not be adjacent to its current patch in the complex. We continue
swapping vertices until no more such swappable vertices remain. The order of the
swap of all out-of-range vertices is based on the distance from a vertex’s parameter
value in its target patch to the center of D. Thus, the swappable vertex whose
coordinates in its target patch Pβ are closest to (0.5, 0.5) would be processed first.
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Relocating Nodes of the Complex
After swapping, the overall shape of patches in the complex is generally improved.
However, there will still be patch boundaries that merge and follow the same edge
sequence. Indeed, the extent of such merging is likely to increase in areas where patch
corners do not coincide with the natural “corners” of the in-range vertex sets. We
can see an example of this behavior in Figure 4.10b. Having performed one round
of boundary adjustment, the patch shapes are markedly improved. However, poorly
placed nodes, most notably the one on the nose, produce path merging. Consequently,
in this second stage of relaxation we seek to reposition nodes of the complex wherever
necessary.
For each node with incident merging paths, we construct the set of branch points
at which the merged paths diverge (see Figure 4.10). We consider each such branch
point as a potential target to which we might relocate the current node. The node’s
current position is also a potential target. We call a relocation candidate valid if
the parameterization is locally bijective in at least one incident patch sector and the
corresponding boundary of D crosses the same mesh edges as the patch boundary
in question. In other words, a valid candidate should lie on the corner of a in-range
vertex set. To select the best candidate among all valid ones, we wish to choose the one
whose parametric coordinates are closest to a corner of D. Each non-node candidate
is already assigned coordinates by our parameterization. For the node itself, we
compute coordinates using a mapping of its incident patches into the complex plane
by the power transform z4/k [KLS03, YZ04].
For some nodes with incident merging paths, their current location will prove
preferable to the alternatives provided by their branch points. There are also po-
tentially many nodes whose incident paths do not merge. To locally optimize the
complex, we allow all such nodes to relocate to any immediately adjacent vertex if
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(a) Before anti-cancellation (b) After anti-cancellation
Figure 4.11: Our parameterization-guided anti-cancellation improves the configura-
tion of the complex.
that will reduce the parametric distortion.
Refining the Complex
In some circumstances, relaxation will converge while merged paths still remain. This
is essentially the result of either (1) nodes of unnecessarily high degree or (2) patches
of such size or complexity that the linear parameterization method is unable to find
a valid parameterization. We address this problem by locally refining the complex.
We refine by topological anti-cancellation, the inverse of the cancellation operation
discussed in Section 4.2. Note that the refinement operations on primal and quasi-
dual complexes are slightly different.
As long as the original complex was not unreasonably coarse, we can expect rela-
tively few refinements to be necessary. Therefore, we perform only a single refinement
at a time. We consider all branch points that were considered as targets for reloca-
tion, and refine the one furthest from its associated node. Having performed this
refinement, we resume iterative relaxation.
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(a) Initial complex (b) Final complex
Figure 4.12: Iterative relaxation on the initial complex produces well-shaped final
patches equipped with a parameterization.
Figure 4.12 shows a sample of the results produced by our iterative relaxation
algorithm. We begin with an initial complex that may have poorly-shaped patches,
such as the patch near the bunny’s shoulder. After relaxation, all patches are well-
shaped and we have also constructed a globally smooth parameterization over the
surface.
4.3.3 Mesh Generation
Once a valid parameterization has been built and degeneracies in the complex have
been removed, we can produce a final semi-regular mesh. For each path in the
complex, we must trace out the corresponding parametric boundary over the mesh.
This gives us surface patches, each of which is equipped with a parametric mapping
onto the unit square. Given a user-specified density d, we construct a regular d×d
grid of quadrilaterals in this parametric domain and map their corners back onto
the surface, thus producing our output mesh. By sampling at a fixed rate, we can
trivially guarantee that the final mesh is fully conforming. We can also guarantee
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that extraordinary points can only occur at nodes of the complex. In fact, we expect
extraordinary points only at extrema of the eigenfunction, as Morse saddles will have
valence four.
4.3.4 Selecting a Base Complex
This process of parameterization, relaxation, and remeshing can be applied to any of
the primal or quasi-dual complexes defined over the spectrum of the surface. However,
we are interested in picking the eigenvector that will produce the best result. We have
already discussed in Section 4.1 how we select a small frequency band according to
a target number of critical points in the complex. Within this band, we normally
select the complex with the lowest parametric distortion. Low distortion leads to
well-shaped elements and we find that it is generally well correlated with final RMS
error. This is most accurately done after iterative relaxation is complete; however,
using the distortion after a single relaxation step produces substantially the same
ordering of complexes at a fairly low cost.
In certain cases, we may specifically desire a complex whose edges are aligned
with a predominant direction, as in Figure 4.16, or with ridge lines, as in Figure 4.22.
It is a straightforward process to select the eigenfunction whose gradient field most
closely follows any such user-specified orientation.
4.4 Results
We begin our analysis of the performance of our method with the torus, shown in
Figure 4.13. This is a simple surface whose eigenfunctions, as we have mentioned
earlier, are discretizations of continuous toroidal harmonics. The spectrum of the
torus is in fact highly structured, and the eigenfunctions and complexes we extract
exhibit near-perfect symmetry (see Figure 4.8). This regularity and symmetry are
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(a) 8th (b) 16th (c) 32nd
Figure 4.13: Remeshing the torus with progressively higher harmonics, with both
primal (above) and quasi-dual (below) complexes.
apparent in the remeshing output as well. We generated meshes using, from left to
right, the 8th, 16th, and 32nd eigenfunctions. Each quadrangular patch was resam-
pled with an 8×8 grid of quadrilaterals. Each of these meshes consists exclusively of
valence-4 vertices. Higher harmonics lead to more patches in the base complex and
more quadrilaterals in the final mesh. We can also clearly see that the quasi-dual
complexes capture different symmetries of the surface, and in this case provide a
nearly ideal mesh of the torus.
Our result on another highly symmetric model, the triple torus, is shown in Fig-
ure 4.14. Both the primal and the quasi-dual complex of the 32nd eigenfunction are
highly regular with just 8 extraordinary vertices each—2 on the inside of each hole,
and 2 on the outside. From the two raw complexes on the left, we can clearly see
that pathes of the quasi-dual complex are the diagonals of each patch of the primal
complex.
The next example is an octa-saddle shaped surface region as shown in Figure 4.15.
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(a) Primal complex (b) Remesh
(c) Quasi-dual complex (d) Remesh
Figure 4.14: Result on the triple torus.
While the valences of the nodes in most complexes we have seen so far are close to
4, this example demonstrates that it does not have to be the case. In fact, given the
unusually high Gaussian curvature near the center of the region, a high-valence node
would be the ideal configuration to produce a natural remesh. The 44th eigenfunction
of the surface shown here captures nicely the symmetry of the surface. Our relax-
ation procedure also chooses to preserve the valence-8 node in the initial complex,
which generates low parametric distortion, and produces an ideal mesh pattern in the
output.
Figure 4.16 shows a quadrangulation of a scanned Moai statue. The raw surface
data (on which the raw complex is superimposed) is fairly noisy and the mesh is
moderately irregular. Nevertheless, our quadrangulation algorithm works stably, and
produces a highly regular final mesh containing only 12 extraordinary vertices and no
vertices with valence higher than 5. The individual elements are also generally very
well-shaped, with an average internal angle of 89.73◦.
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(a) Eigenfunction (b) Parameterization (c) Remesh
Figure 4.15: Our method is able to capture the natural symmetry of this octa-saddle
surface. The valence-8 node produces low parametric distortion and an ideal mesh
pattern.
Further remeshing results can be seen on the kitten in Figure 4.1 and the dancer in
Figure 4.17. These surfaces each exhibit fairly complex geometry, which our quadran-
gulation is able to capture and preserve during resampling. The dancer is particularly
challenging as it has significant elongated features protruding from the main body of
the surface. If these are not captured well by the base complex, we would experience
very high parametric distortions, and hence very poor meshes in these areas. How-
ever, we see that the surface is covered at a reasonably uniform rate, indicating that
the base complex has done a good job of identifying and capturing these features.
Similarly, both examples are genus-1 surfaces, having large topological handles that
can degenerate significantly if the base complex does not adequately capture this
topological detail. Again, we see that our base complex and the derived remeshing
result samples this feature quite well.
In the “bimba” model shown in Figure 4.18, we can see that the Morse-Smale
complex of the Laplacian eigenfunction is doing a good job adapting to the geometry
of the surface. It uses large patches to cover flat regions such as the chest, and
smoothly transits to considerably smaller patches to cover more curved regions such
as the hairs at the back of the head. Qualitatively consistent with results on other
models, the 63rd eigenfunction shown here produces only 22 extraordinary vertices
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Figure 4.16: A Moai statue is remeshed using the quasi-dual complex and then ren-
dered as a Catmull-Clark surface.
with highest valence 5.
Figure 4.19 demonstrates our method on the “santa” model. We can see that the
remesh lines on the protrusions of the surface align nicely with the directions of the
protrusions themselves. The complex also provides a decent coverage of the whole
surface, except for the slight undersampling at the tip of the hat.
In Figure 4.20 we see a challenging high-genus model. The genus of this “hep-
toroid” surface is 22, and it has many hyperbolic regions. Despite the topological
complexity of this surface, we are able to produce a well-shaped mesh with a rel-
atively modest 175 extraordinary vertices and a maximum vertex degree of 7. We
are showing remeshing results at two different per-patch sampling density d. When
d = 6, the output contains 28686 vertices; when d = 9, the output contains 64596
vertices.
Table 4.1 summarizes the performance of our system, reporting for the examples
shown the input vs. output complexities, the number of extraordinary vertices (which
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(a) Surface (b) Raw complex (c) Final complex (d) Remesh
Figure 4.17: Remeshing a genus-1 statue of a dancer.
(a) Eigenfunction (b) Final complex (c) Remesh
Figure 4.18: Remeshing the bimba model.
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(a) Eigenfunction (b) Final complex
(c) Remesh (front) (d) Remesh (back)
Figure 4.19: Result on the santa model.
Vertices Time (s)
In Out Ext. Freq. Eigen. Complex Relax
torus 1600 1024 0 32d 1.36 3.28 0.332
moai 10,092 5834 12 33d 6.97 1.59+3.29 8.67
kitten 10,000 6600 15 51p 0.59+1.17 1.58+3.47 28.08
dancer 24,998 16,272 33 64p 0.57+2.67 1.62+8.06 441.43
bunny 72,023 10,370 26 46p 0.59+10.2 1.55+24.0 1259.15
Table 4.1: Performance data for our system on results shown.
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(a) Input (b) Parameterization
(c) Remesh with density d = 6 (d) Remesh with density d = 9
Figure 4.20: Remeshing a genus-22 “heptoroid”. Our result contains a modest 175
extraordinary vertices and a maximum vertex degree of 7.
we note is universally low), and the spectral index of the eigenfunction used to gener-
ate the complex. Running times were measured on a 1.8 GHz PowerPC G5 processor
with 2 GB of memory. For each model, we extracted 80 eigenvectors. For the kitten,
dancer, and bunny the table separates the times to produce these 80 eigenvectors on
a 1000 vertex approximation and using spectral shifts to solve for the 20 eigenvectors
of the full mesh nearest the eigenvalue whose complex on the coarse mesh best met
the target node count, as described in Section 4.1. The final column reports the time
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for iterative relaxation and remeshing including the substantial time spent solving
the GSP linear system, for which we use Umfpack.
(a) The 61st eigenfunction of models with the
same connectivity but different geometry
(b) Projection of the complexes of the
sitting pose (left) and groveling pose
(right) onto the reference pose
Figure 4.21: Our eigenfunctions and complexes are shape-dependent.
The eigenvectors of the combinatorial graph Laplacian are dependent only on the
connectivity of the graph. However, this is not true of the Laplacian eigenfunctions
that we use, which are indeed functions of the shape. To demonstrate this fact,
consider the three poses of a cat shown in Figure 4.21a. Each mesh has identical
connectivity, but substantially different shape. We show the complex induced by the
61st eigenfunction on each of them. Note how, in each case, the complex follows the
overall shape of the surface. In Figure 4.21b we see complexes for the two sitting
poses mapped onto the reference pose. Clearly, the eigenfunctions themselves are
quite different and the complexes still reflect the shapes of their original poses. In
particular, notice that the reference complex exhibits near perfect left-right symmetry
while the others do not. And in those parts of the model that do not change, the
complexes remain essentially the same. For an example, see the right front paw of
the sitting cat, whose shape and complex is identical (up to sign) to the reference
pose.
As discussed in Section 4.1.2, partial shifts of L can align its eigenfunctions with
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Figure 4.22: Feature-sensitive remeshing using a quasi-dual complex.
(a) PGP (b) PQD (c) SSQ
Figure 4.23: Comparison of meshes generated by PQD [BMRJ04], PGP [RLL+05],
and our SSQ algorithm.
features. Figure 4.22 shows an example of a sphere with a toroidal cut-out where
all vertices along creases have been shifted by σ = 1. The resulting complexes are
quite different from those of an unmodified sphere and many are perfectly aligned
with the features. The quasi-dual complex shown is part of a large symmetry class
of complexes—which we discover by examining their gradient directions along the
feature curves—all showing essentially the same connectivity at different frequencies.
Finally, we examine the quality of our results in comparison to existing techniques.
We obtained results for the algorithms of Boier-Martin et al. [BMRJ04], denoted by
the acronym PQD, and Ray et al. [RLL+05], denoted by PGP, on the bunny model1.
Like our own, the PQD method produces a pure quadrilateral mesh, whereas the
1This mesh differs from the standard bunny; it is denser and has no holes.
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Edge length distribution Angle distribution
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SSQ PGP PQD
Figure 4.24: Edge and angle distributions for meshes in Figure 4.23.
Vertices Angles Edges Efficiency
Total Ext. Mean σ Mean σ L2 L2,1
PQD 12,738 175 89.88◦ 12.71◦ 0.0019 0.00093 0.628 0.328
PGP 6,355 314 89.44◦ 9.63◦ 0.0030 0.00074 0.997 0.411
SSQ 10,370 26 89.79◦ 6.87◦ 0.0023 0.00070 0.968 0.413
Table 4.2: Quality metrics for meshes shown in Figure 4.23.
PGP method produces a quad-dominant mesh. The remeshed surfaces are shown
in Figure 4.23, and our measurements of mesh quality are summarized in Table 4.2
together with histograms of edge length and angle distributions in Figure 4.24.
Examining these results, it is clear that our method produces a mesh with far fewer
extraordinary points. As we would expect, this is particularly true with respect to
the PGP method, which produces quad-dominant rather than quadrilateral meshes.
In fact, the number of extraordinary points generated by these other two methods
on the genus-0 bunny is no less than the number of extraordinary points our method
generates on the genus-22 heptoroid (Fig. 4.20). All three methods generate a large
number of well-shaped elements, with mean internal angles very near the ideal 90◦.
However, our method was able to produce a more narrow angle distribution with
a standard deviation of only 6.87◦. Our result also exhibit a greater uniformity in
edge length. In order to quantify geometric fidelity of these meshes with variable
numbers of vertices, we use a measure of error efficiency, which we define to be
− logE/ logm where E is the error—either L2 (geometric) or L2,1 (normal)—and
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m is the number of output vertices. Our result has a noticeably higher efficiency
than the PQD mesh, which appears to include a number of elements that do not
significantly reduce the error. On the other hand, our result is comparable to that
from PGP, being somewhat lower in geometric (L2) efficiency but somewhat higher in
normal (L2,1) efficiency. In summary, our experiments demonstrate that our method
produces well-shaped meshes with far fewer critical points and greater uniformity
than other state-of-the-art methods, while generating surfaces of comparable, and in
some cases superior, geometric fidelity.
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Chapter 5
Iterative Methods for Improving
Mesh Parameterizations
In this chapter, we propose efficient ways to produce low distortion surface parame-
terizations. The result of Section 5.1 is a free boundary parameterization with high
conformality, and the result of Section 5.2 is a paremeterization low in both area and
angle distortion.
5.1 Quasi-Conformal Parameterization with Free
Boundary
Our goal in this stage is to compute a free boundary quasi-conformal parameterization
of a given surface patch. Specifically, this means that we wish to find coordinate
functions u, v : V → R with the property that
∇v = R∇u (5.1)
where the operator R denotes a counter-clockwise rotation of 90◦ about the surface
normal. This is simply one representation of the well-known Cauchy-Riemann equa-
tions. Note that for discrete meshes, no such parameterization exists unless M is
developable. Thus in general, we wish to find a parameterization that is as conformal
as possible.
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i j
k
Figure 5.1: Edges & angles in link of vertex i.
5.1.1 Fitting to Guidance Gradient Fields
While we cannot expect to find coordinate functions that globally satisfy the Cauchy-
Riemann equations (5.1), it is obviously trivial to find two vector fields g1,g2 : F →
R3 such that g2 = Rg1. Assuming for the moment that we can find a good pair of
vector fields, we can frame the problem of computing the coordinate functions (u, v)
as a variational fitting problem. We want to find (u, v) whose gradient fields most
closely approximate the guidance fields g1,g2:
min
(u,v)
∫
M
‖∇u− g1‖2 + ‖∇v − g2‖2 (5.2)
Ray et al. [RLL+05] propose a similar formulation, with the goal of fitting a global
parameterization to the principal direction fields of the manifold.
It is well known [PGB03, YZX+04] that the Euler-Lagrange equations for this
variational problem are simply a system of Poisson equations:
∆u = div g1, ∆v = div g2 (5.3)
To solve these systems, we use the usual discrete definitions of the divergence and
Laplacian operators. The divergence of the tangent vector field g at a vertex i ∈ V
is given by:
divi g =
∑
(j,k)∈Lk i
g·Rejk (5.4)
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where Lk i is the link of the vertex—the set of all edges connecting vertices adjacent
to i. By convention, we assume that the edges (j, k) ∈ Lk i are always oriented
counter-clockwise about the outward-facing surface normal.
Then the Laplacian ∆if of a function f at vertex i ∈ V is defined as the divergence
divi(∇f):
∆if =
∑
(j,k)∈Lk i
cotαij(fi − fj) + cotαik(fi − fk) (5.5)
Here αij, αik are angles opposite the edges (i, j) and (i, k), respectively, in the triangle
(i, j, k), as shown in Figure 5.1.
5.1.2 Estimating Guidance Fields
Now the key question is how to pick the guidance vector fields g1,g2 to drive the
computation of the coordinate functions (u, v). In general, constructing “good” guid-
ance fields can be a complex non-linear optimization problem. In our case, we want
to find a conformal mapping of the surface onto the plane. Therefore, we would like
the pair of guidance fields to have the same properties as the gradient fields of a per-
fectly conformal mapping— everywhere orthogonal with equal magnitude. Given two
arbitrary vector fields w1,w2, the following construction we propose is guaranteed to
produce a pair of vector fields g1,g2 with these properties (Figure 5.2):
g1 =
1
2
(w1 −Rw2), g2 = 1
2
(w2 +Rw1) (5.6)
Then we pick w1,w2 to be the gradient fields of a constrained boundary confor-
mal parameterization because of their resemblance to the guidance fields of an ideal
conformal parameterization. In other words, we use the DCP system of Desbrun et
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w1
Rw1
-Rw2
w2
g1
g2
Figure 5.2: Going from arbitrary vector fields w1,w2 to orthogonal vector fields with
equal magnitude g1,g2.
Figure 5.3: From an initial parameterization (left), we produce a result (right) with
a natural boundary shape and much lower distortion in one linear step. The color
ramp in the middle maps conformal energy from Γ/γ = 1 (gray) to Γ/γ = 2 (red).
al. [DMA02] to solve for coordinate functions (s, t) satisfying:
∆s
∆t
 =
0
0
 (5.7)
with the boundary mapped to a convex shape—we use the unit circle in all our results.
Then we let:
w1 = ∇s, w2 = ∇t (5.8)
Note that even in areas where the initial parameterization has gradient fields ∇s,∇t
that are far from conformal—implying a large angle distortion—our guidance fields
g1,g2 are always orthogonal and equal in length. The fact that it is linear in ∇s,∇t
is also quite convenient since it simplifies the final system considerably.
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At this point, we can expand the Poisson system given in Eq. 5.3 using our specific
guidance fields and the discrete divergence and Laplacian operators described above.
This produces the following system of equations:
∆u
∆v
 = 1
2

∆s
∆t
+ ∑
(j,k)∈Lk i
 tj − tk
sk − sj

 (5.9)
For a mesh with n vertices, this gives two n×n sparse linear systems, one for u and
one for v. The solution of the system is unique up to an additive constant. Thus we
constrain one boundary vertex to have coordinates (u, v) = (0, 0).
Figure 5.3 shows an example of this process. The high level of distortion in the
initial constrained boundary parameterization on the left is effectively reduced after
solving the linear system of Eq. 5.9 to get a parameterization on the right with
considerably better boundary layout. Also note that the left hand side of Eq. 5.9
is identical to the usual DCP system, and the right hand side has non-zero entries
only in rows corresponding to boundary vertices, a fact that can be attributed to
our choice of w1,w2. So augmenting existing parameterization code with our free
boundary method is a trivial task.
Our free boundary construction also has the added benefit of being fairly insen-
sitive to different tessellations of the same surface shape. Figure 5.4 shows a surface
that has been tessellated at very different resolutions, the original model with 114k
faces and a QSlim [GH97] simplified model with 11k faces. Most significantly, the
boundaries are complex and are sampled quite differently. Nevertheless, our method
performs robustly, producing very similar boundary shapes. LSCM [LPRM02] pro-
duces more noticeable shape differences, in the character’s left hand and right leg, for
example, and has significantly higher area distortion.
Even though our free boundary scheme does not guarantee bijectivity, experiments
show that triangle flips happen rarely, at a frequency very similar to that of the
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(a) Model with 114K triangles
(b) Model with 11K triangles
Figure 5.4: Our method (center) produces very similar boundaries for both tessella-
tions, whereas LSCM (right) has more noticeable differences and much higher area
distortion.
conventional fixed boundary discrete conformal parameterization.
5.1.3 Controlling Boundary Evolution
Our system can be generalized by introducing a parameter λ to control the degree of
orthogonality of the guidance fields, and thus the speed of boundary evolution:
g′1 = (1− λ)∆s− λR∆t (5.10)
g′2 = (1− λ)∆t+ λR∆s (5.11)
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(a) λ = 0 (b) λ = 16 (c) λ =
1
3 (d) λ =
1
2
Figure 5.5: Flattening a cow with different evolution speed parameter λ.
Here λ is an interpolation parameter taking value in the range [0, 1/2], with λ = 0
corresponding to the case where the guidance fields g′1 = w1,g
′
2 = w2 in Figure 5.2,
and λ = 1/2 corresponding to the case where g′1 = g1,g
′
2 = g2. These generalized
guidance fields lead to the generalized linear system:
∆u
∆v
 = (1− λ)
∆s
∆t
+ λ ∑
(j,k)∈Lk i
 tj − tk
sk − sj
 (5.12)
This generalization provides a way for the user to control the “regularity” of the
boundary. An illustration of the effect of varying λ is shown in Figure 5.5. Selecting
λ = 0 preserves the initial convex boundary. Increasing towards λ = 1/2 allows
increasing boundary irregularity in order to minimize distortion. A user can therefore
control the trade-off between boundary irregularity and distortion. This kind of
control is valuable when building multi-chart atlases, for instance, where the goal is
to balance overall distortion with texture packing efficiency.
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(a) Circular boundary parameterization as starting point
(b) NDCP result as starting point
Figure 5.6: Solving Eq. 5.9 iteratively converges to the same global minimum of the
Dirichlet energy from very different initial states.
5.1.4 Iteration and Convergence
Our update procedure (Eq. 5.9) can obviously be applied iteratively. It will converge
to a fixpoint parameterization (u∗, v∗) satisfying
∆u∗
∆v∗
 = ∑
(j,k)∈Lk i
v∗j − v∗k
u∗k − u∗j
 (5.13)
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(c) Angle distortion
Figure 5.7: Distortion measured during iterative improvement. The first iteration
clearly dominates in distortion reduction.
Desbrun et al. [DMA02] have shown that such a parameterization attains the unique
global minimum of the quadratic Dirichlet energy:
ED =
1
2
∫
M
‖∇u‖2 + ‖∇v‖2 (5.14)
Indeed, Eq. 5.13 is the system they derive for their natural boundary conformal pa-
rameterization (NDCP). However, it is critical to note that our fixpoint parameteriza-
tion satisfies these equations at every vertex, whereas as the NDCP parameterization
does not satisfy the equations at the two vertices whose locations are constrained to
make the linear system non-singular.
A trivial difference as this may seem, it can produce a drastic difference in the
results. As an example, Figure 5.6(b) compares the convergent state of our approach
and the output of NDCP. Our result has a lower Dirichlet energy of ED = 1.00578
as opposed to ED = 1.00649 for the NDCP result. Figure 5.6 also demonstrates
that from two very different starting points—a circular boundary one (top) and the
NDCP boundary one (bottom)—our iterative process converges to the same global
minimum. Note that when measuring Dirichlet energy, the parameterization is scaled
to have the same area as the surface to avoid the Dirichlet energy approaching zero
due to shrinkage.
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At times it may be important to find the minimizer of the Dirichlet energy when
angle distortion is the only consideration. However, this often come at a high price in
terms of increased area distortion. Figure 5.7 shows the progression of these measures
during our iterative process. We can see that the vast majority of measure reduction
takes place during the first iteration, and that area distortion can increase significantly
in later iterations. In practice, we recommend using a single improvement step. This
generally yields more than 90% of the achievable improvement in distortion, and
the cost in running time is usually not worth the incremental improvement in later
iterations.
5.2 Fast Non-linear Optimization
The quasi-conformal method we have just described produces parameterizations with
very low angle distortion, but possibly high area distortion. In many applications it
is desirable to find a balance between area and angle distortions. To accomplish this,
we propose an optimization framework that can quickly minimize a non-linear energy
function by iteratively solving a very small number (usually 3∼5) of linear systems.
Our method is inspired by the observation that any parameterization φ can be
obtained by solving one single linear system if given the appropriate entries of the
matrix. Specifically, if we use the mean value weights [Flo03] derived from φ to fill a
sparse convex combination matrix L, by the linear reproduction property, solving L
should give us φ in a single step. This may sound like circular argument, but what
we are trying to emphasize is the existence of such a matrix. Thus to find our target
parameterization φ∗ that minimizes an energy function E, we can instead try to find
the corresponding matrix L∗ that will produce φ∗.
Obviously we don’t know L∗ yet, but we know that each interior vertice of φ∗
must be located at the minimum of E within its 1-ring. So starting from an initial
83
parameterization φ0, we approximate L
∗ by another matrix L0 constructed in the
following way. For each interior vertex i of φ0, we compute the target location within
its 1-ring that minimizes E (the 1-ring vertices doesn’t change), from which we derive
a set of mean value weights. Repeating this for every interior vertex, we assemble a
convex combination matrix L0 row by row.
By solving L0, we get a new parameterization φ1 that is much closer to φ
∗ than
φ0. Since all vertices are updated simultaneously in each step, iterating this process
produces a series of parameterizations that converges quickly, and we know that the
fixpoint must by construction be a (local) minimum of E. Bundary vertices are held
fixed across iterations.
5.2.1 Finding Target Vertex Positions
To compute the minimum-energy position of a vertex within its 1-ring, we use the
Nelder-Mead simplex method [NM65, LRWW96]. This method will begin with a 2-
simplex (i.e., a triangle) contained within the 1-ring of the vertex. The three corners
of this simplex reflect potential target locations for the vertex. It iteratively applies
one of five search operations—illustrated in Figure 5.8—to the simplex, making its
way downhill and narrowing the region in which the optimal location may lie. The
choice of move is guided by the relative energy function value at the corners of the
simplex. The procedure terminates on convergence or after a maximum number of
function evaluations have been performed.
The initial simplex is an equilateral triangle around the vertex’s current position,
with an edge length of 1/100 the diameter of the 1-ring. We terminate the iteration
when the total change in the location of simplex corners is less than 1/400 the diam-
eter, or the number of function evaluations exceeds 100. The corner of the simplex
with the lowest energy value is then chosen as the target location.
The Nelder-Mead method is a widely used optimization technique that has a
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x1 x2
Figure 5.8: Possible search moves performed on simplex x1x2x3.
number of attractive properties. It is very efficient, requiring on average only 10–20
objective function evaluations per vertex. The total time spent on local minimum
search is almost always less than the time spent on solving the linear systems (see Ta-
ble 5.2). As a direct method, it requires only function evaluations and no derivatives
information, whose precise estimation can be very difficult to get. For convex energy
functions, the Nelder-Mead method will provably converge [LRWW96] (in patholog-
ical cases to a non-minimizer). Finally, it has the added benefit of being trivial to
implement.
5.2.2 Choice of Distortion Metric
Many distortion metrics are possible choices for the energy function E. As stated
earlier, these are conveniently represented in terms of the singular values of the Ja-
cobian matrix Jφ. We would like to minimize both area distortion (Γγ) and angular
distortion (Γ/γ). We have found that the combined metric proposed by Degener et
al. [DMK03] provides a good trade-off between these two factors:
E =
∑
i∈F
(
Γiγi +
1
Γiγi
)(
Γi
γi
+
γi
Γi
)
Areai (5.15)
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(a) Model with 200K triangles (b) Model with 10K triangles
Figure 5.9: Our non-linear optimization substantially reduces distortion in only 4
iterations, and does so equally well at different resolutions.
It is also described in the survey by Floater and Hormann [FH04]. This metric bal-
ances area and angle distortion, avoids parameter cracks, and penalizes both shrinking
and stretching. Being a convex function, our Nelder-Mead optimizer is also guaran-
teed to converge with this choice of E.
Our method reduces the value of the energy metric very rapidly (see Table 5.1).
A very small number of iterations are generally needed even for highly non-planar
models or models with large size (see Figure 5.9).
Our optimization process is also very robust to poor inputs. Figure 5.10 demon-
strates starting the iteration with convex combination maps computed from (1) mean
value weights and (2) randomly generated weights. Our optimization eliminates the
noises of the parameterization very quickly, and the two cases converge to very similar
results.
Since the mean value weights are always positive, the parameterization we get after
any number of iterations is guaranteed to be bijective for a non-concave boundary.
For complex concave boundaries generated by our free boundary parameterization
method, our non-linear optimization scheme also performs very robustly.
Table 5.2 summarizes the performance of our non-linear method. It reports total
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(a) Initial (b) 1 iteration (c) Converged
Figure 5.10: Whether starting with mean value (top) or random (bottom) convex
combination maps, our system quickly converges to the same low distortion result.
number of iterations, average function evaluations per vertex, and running time for
finding the target vertex location and total time. Note that very few iterations
are required for convergence, and the running time is quite modest. We use the
UMFPACK [DD97] solver for our linear systems. Since all matrices used during
iteration have the same non-zero pattern, the symbolic factorization can be reused,
further improving efficiency.
5.3 Results
We begin our performance analysis with the example shown in Figure 5.11. This
figure compares our linear method with other conformal methods for parameterizing
surfaces with unconstrained boundaries. We measure area (angle) distortion by the
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Iteration
Model Initial 1 2 3 · · · ∞
Squirrel (a) 18.57 3.97 3.00 2.77 2.65
Squirrel (b) 92.23 4.85 3.27 2.86 2.65
Planck 10K 23.38 6.09 4.09 3.43 3.03
Planck 200K 24.31 5.62 3.86 3.31 · · · 3.11
Cow head 254.84 6.47 3.63 3.15 2.93
Table 5.1: Nelder-Mead convergence of distortion metric by Degener et al. [DMK03].
Time (s)
Model # Faces Iter. Avg. Func. Eval. per Iter. Opt. Finding Total
Squirrel (a) 18K 1 18.05 0.25 0.60
Squirrel (b) 18K 1 50.83 0.65 1.01
Planck 10K 4 16.35 0.50 1.02
Planck 200K 4 11.43 7.33 22.84
Cow head 8.5K 4 18.32 0.47 0.95
Table 5.2: Efficiency of non-linear optimization.
ratio of the area of the triangles (magnitude of the angles, 3 per face) in the parameter
domain to their counterparts on the surface, then visualize the per face (per angle)
distortion with a red-to-blue color scale shown on the right. For area (angle) distor-
tion, red corresponds to an undersampling ratio of 4 (1.5) and blue corresponds to
an oversampling ratio of 4 (1.5). As we can see, the linear NDCP [DMA02] method
may produce result with boundary shapes that are far from optimal, thus leading
to high area distortions. In regions that are far from Delaunay, the circle patterns
method [KSS06] may produce high distortion and triangle flips. The discrete ten-
sorial quasi-harmonic (DTQH) method of Zayer et al. [ZRS05b] gives a much nicer
boundary shape, but suffers from angle distortion caused by shearing. Our method
produces result that is low in both area and angle distortion with an ideal boundary
shape. The more expensive non-linear ABF method [SLMB05] generally produce re-
sults with the lowest angle distortion, yet it does not take into account area distortion.
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(a) Our result (b) DTQH (c) Circle Patterns (d) NDCP (e) ABF
Figure 5.11: Comparison of free boundary parameterization results in terms of area
distortion (first row) and angle distortion (second row).
In Figure 5.12, we demonstrate the capability of our method in handling models
with multiple boundary loops. Notice that the initial parameterization is severely
distorted near the interior boundaries. Our parameterization method is able to correct
them and produce natural boundary shapes in a single step.
Figure 5.13 compares the performance of our non-linear optimization technique
with DTQH [ZRS05a], which like our method, iteratively solves linear systems to
reduce distortion. Both results are produced using the same number of iterations
(i.e., linear system solutions). For area (angle) distortion, red corresponds to an
undersampling ratio of 5 (2) and blue corresponds to an oversampling ratio of 5 (2).
Our method achieves a significantly lower area distortion—an average of 1.62 vs.
11.06—while having comparable angle distortion— an average of 1.33 vs. 1.13.
Figure 5.14 shows the effectiveness of our non-linear optimization on input pa-
rameterizations with even higher area distortion. An initial average area distortion
of 133.8 is rapidly reduced to 1.66 after only 4 optimization steps, while an average
angle distortion of 1.09 is modestly increased to 1.32.
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(a) Prescribed boundary parameterization
(b) Our free boundary parameterization
Figure 5.12: Our method handles models with multiple interior boundaries well.
Figure 5.15 compares our non-linear optimization method with the traditional per-
vertex relaxation optimization method used by Sander et al. [SSGH01]. Here both
methods are used to minimize their L2 distortion metric. The left column shows an
intermediate state of each minimization process with similar L2 error. Notice that in
our result distortion is distributed much more evenly, leading to much more smoothly
varying checkerboard pattern, especially around the ear. The right column shows the
convergent states of the two methods, and our simultaneous optimization scheme is
able to achieve a noticeably lower L2 distortion than the local relaxation method:
1.428 vs. 2.682. Note that the parameter crack in this case is a well-known artifact
of the L2 energy itself.
Figure 5.16 illustrates the quality and flexibility of iteratively performing our linear
free boundary parameterization scheme. After one iteration (at left), the area/angle
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(a) Our result. Average area distortion 1.62, average angle distortion 1.33
(b) DTQH result. Average area distortion 11.06, average angle distortion 1.13
Figure 5.13: Comparison of area (left) and angle (center) distortion of the cow head
results.
distortions are reduced from 10.00/2.46 for the initial circular boundary to 4.07/1.07.
If we iterate until either area or angle distortion no longer decreases—65 iterations
in this example—the area/angle distortions are further reduced to 2.93/1.05, and
the shape of the boundary contains finer details. The application has the flexibility
to decide whether the additional improvement is worth the additional running time,
and may terminate the iteration at any time. Furthermore, recall that each iteration
differs only in the right hand side of the linear system. Therefore, matrix factorization
is performed only once and each iteration requires only a back substitution in the
solver, and each iteration is consequently quite efficient.
Figure 5.17 demonstrates the coupling of the two methods we propose. Starting
from a DCP parameterization with circular boundary, we first apply our boundary
improvement method. Then the result is used as input to our non-linear optimization
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(a) Initial parameterization
(b) After 4 iterations of non-linear optimization
Figure 5.14: Our non-linear optimization works effectively on input with very high
area distortion.
framework, which improves the interior while keeping the boundary fixed. The area
distortion is reduced from an initially very high 239.52 to a mere 2.88.
In this chapter we use cut models provided to us as is. For the few models that
are closed, we cut out a a simple and natural boundary curve.
As with all other current free boundary parameterization methods, ours is not
guaranteed to be bijective. Local triangle flips can occur, but our experiments indicate
that they are as infrequent as local triangle flips observed in the conventional convex
boundary conformal parameterization. We can reduce these rare invalidities even
further by applying our non-linear optimization method. In all of our experiments,
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(a) Our method for minimizing the L2 metric
(b) Local relaxation method in Sander et al. [SSGH01]
Figure 5.15: In an intermediate state with equal L2 metric (left), we achieve more
evenly distributed distortion. Our convergent state (right) also has a lower L2 metric
of 1.428 than the 2.682 of [SSGH01].
Figure 5.16: Performing 1 step of boundary improvement (left) vs. iterating until
distortion no longer decreases (right).
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(a) Initial DCP parameterization (b) Output parameterization
Figure 5.17: Combining our boundary improvement and non-linear optimization
methods.
our method produced a flipped triangle in only one case: there is 1 flipped triangle
in the cow shown in Figure 5.5.
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Chapter 6
Conclusions and Future Work
6.1 Conclusions
My work is focused on quadrilateral meshing and surface parameterization. In the
first part, I proposed an efficient and design-flexible quad-dominant remeshing method
that works on arbitrary surfaces. In the second part, within the framework of spec-
tral surface quadrangulation, I contributed an iterative quadrangulation improvement
scheme that produces globally smooth pure quadrilateral meshes with few extraor-
dinary vertices. In the third part, I described an efficient free boundary, quasi-
conformal parameterization method by minimizing a new measure of deviation from
the Cauchy-Riemann equation, and an effective non-linear optimization scheme that
rapidly reduces target distortion metrics to reach a parameterization low in both area
and angle distortion.
6.2 Future Work
There are several ways we may further improve the surface quadrangulation project.
The Laplacian eigenfunction we currently use captures the geometry of the surface
nicely, but provides little room for user control and is numerically sensitive. A possible
alternative would be to use scalar fields generated from geometric quantities like
curvature or user-specified direction fields.
In the complex relaxation stage, to measure the necessity of a complex refinement
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operation involving a certain node, we currently use the distance from the node to
the divergent point of its incident paths. A better criterion may be to look at the
parametric distortion, which directly reflects the quality of the nearby output mesh.
Further research would be needed to best quantify such parametric distortions.
Also, the topology of the complex in the improvement stage can only be modi-
fied through node anti-cancellation, which turns a high valence extremum into two
low valence extrema. There would be cases where the opposite operation — node
cancellation — is needed. Moreover, if we allow more general quadrangulations than
the Morse-Smale complexes, an even larger set of topological operations could be
considered. For example, we can collapse a patch by identifying the two pairs of its
surrounding paths. After studying the effects of all such topological operations on
the parametric distoritons of affected regions, we can pick out the most appropriate
one for a specific situation. We may even be able to parallelize these operations to
get a good complex faster.
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