In the numerical simulation of atmospheric transport-chemistry processes, a major task is the integration of the sti systems of ordinary di erential equations describing the chemical transformations. It is therefore of interest to systematically search for sti solvers which can be identi ed as close to optimal for atmospheric applications. In this paper we continue our investigation from 20] and compare eight solvers on a set of seven box-models used in present day models. The focus is on Rosenbrock solvers. These turn out to be very well suited for our application when they are provided with highly e cient sparse matrix techniques to economize on the linear algebra. Two of the Rosenbrock solvers tested are from the literature, viz. rodas and ros4, and two are new and developed for this benchmark, viz. rodas3 and ros3.
Introduction
To better understand the transport and fate of trace gases and pollutants in the atmosphere, comprehensive air quality models have been developed. For their numerical solution, very often the operator splitting approach is followed. A major computational task is then the numerical integration of the sti ode (ordinary di erential equation) systems describing the chemical transformations. This integration must be carried out repeatedly at all spatial grid points for all split intervals chosen, so that model runs readily require an enormous amount of integrations. It is therefore of interest to systematically search for sti ode solvers which for atmospheric applications can be identi ed as close to optimal. In this paper we continue our search from 20] , where a large number of box-model tests were carried out with nine solvers. Among these were dedicated explicit methods and general purpose solvers from the numerical sti ode eld, all provided with sparse matrix techniques to economize on the numerical algebra operations. Three main conclusions were drawn in 20]:
All sparse general solvers work quite e ciently on all test problems, although their ranking relative to each other depends on the test problem. Compared were the bdf solvers vode 2] and lsodes 13] , the Runge-Kutta solver sdirk4 11] and the Rosenbrock solver rodas 11] . twostep 27, 29] is by far the best within the class of dedicated explicit methods. It outperforms a number of qssa solvers, often by a wide margin. However, it is in general less e cient than sparse implicit solvers. The code is advocated for gas-phase problems only and, like all other dedicated explicit solvers tested, not capable of treating gas-liquid phase chemistry. Sparse rodas is competitive to all solvers tested and often is the fastest for low to moderate accuracies.
rodas partly owes its competitiveness to its one-step nature. This is important in view of the large number of restarts carried out in the box-model runs. Restarts must be considered because the solvers are examined for application in an operator splitting approach. The multistep bdf (Gear) codes are then less attractive since their growth in step size is limited by stability considerations.
Our experience with rodas is in line with results from 11], where for a number of sti odes from other applications rodas was shown to be competitive with other solvers for low to modest accuracies. Because for atmospheric applications the greatest interest lies in high e ciency for low accuracy (two gures at most), it is worthwhile to continue our search within the class of Rosenbrock methods. Thus, the aim of this paper is to assess whether other Rosenbrock solvers can be found which, for our speci c purpose, constitute an improvement over rodas in terms of e ciency.
The paper is organized as follows. In Section 2 we brie y review our test set from 20] and describe a new test problem. This test problem is also solved with the ebi method proposed in 17] . Section 3 contains a brief introduction to Rosenbrock methods, put together for the convenience of readers from the atmospheric research community. An appendix to this section is added for those readers who wish to learn more on Rosenbrock methods. In Section 4 we discuss all eight solvers which were tested. These include the two Rosenbrock solvers rodas and ros4 from 11] and two new Rosenbrock solvers which were developed for this benchmark, viz. rodas3 and ros3. The special purpose solver ebi from 17] was applied to the rst test problem only, since it is dependent on the chemical mechanism.
For the purpose of a wider comparison we also present results for the extrapolation code seulex from 11] and for twostep and vode. The latter two were also tested in 20]. Section 5 describes the set up of the experiments and Section 6 contains all the test results. The nal Section 7 summarizes the main conclusions.
To enable interested readers to further extend this benchmark comparison using their own solvers, as well as to extend our problem set with other challenging example problems from atmospheric chemistry, all the software we have used for the problems and the solvers have been put on the ftp-site 9].
The benchmark problems
The test set used in this paper consists of seven box-model problems. Except for number one, i.e. Problem A, all remaining problems, i.e. Problems B -G, are identical to those used in 20]. To save space we therefore present B -G only very brie y and refer to 20] for a complete description of these models. All problems were run for ve days. This time interval is su ciently large for taking into account several diurnal cycles of the photochemical reactions. The ve day interval is split up in 120 one hour subintervals for B -G and in 180 forty minutes subintervals for A, while at the end of each subinterval the integration is interrupted and restarted, in accordance with the operator splitting approach. For all our test problems the unit of time is seconds and the unit for the concentrations is number of molecules per cm 3 . All problems were uniformly coded in fortran 1 using the symbolic 1 Except for problem A, for which we have used an ebi implementation we obtained from 6].
preprocessor kpp 4] . This uniformity is important for a meaningful intercomparison. Problem G: A wet model The wet model contains 65 non-constant species involved in 77 thermal and 11 photolytic gas-phase chemical reactions, 39 liquid-phase chemical reactions and 39 gas-liquid mass transfer reactions. The gas-phase mechanism is based on cbm-iv, while the liquid-phase mechanism is based on a chemical scheme the authors obtained from 16] . All dedicated explicit solvers tested in 20] failed on this problem.
Rosenbrock methods
This section is devoted to a brief introduction to Rosenbrock methods, put together for the convenience of readers from the atmospheric research community. Part of the notation has been adopted from 11], where Rosenbrock methods are described in much greater detail (Sections IV.7, IV.10 and VI.3). An introductory appendix has been added for those readers who wish to learn more about the theory behind Rosenbrock methods.
The integration formula
Rosenbrock methods are usually considered in conjunction with sti ode systems in the autonomous form _ y = f(y); t > t 0 ; y(t 0 ) = y 0 : (3.1) This places no restriction since every non-autonomous system _ y = f(t; y) can be put in the form (3.1) by treating time t also as a dependent variable, i.e. by augmenting the system with the equation _ t = 1. In atmospheric applications it is often the case that the reaction coe cients are held constant on each split step interval; the chemical rate equations obtained this way are in autonomous form.
Usually sti ode solvers use some form of implicitness in the discretization formula for reasons of numerical stability. The simplest implicit scheme is the backward Euler method y n+1 = y n + hf(y n+1 ); (3.2) where h = t n+1 ? t n is the step size and y n the approximation to y(t) at time t = t n . Since y n+1 is de ned implicitly, this numerical solution itself must also be approximated. Usually some modi cation of the iterative Newton method is used, again for reasons of numerical stability. Suppose that just one iteration per time step is applied. If we then assume that y n is used as the initial iterate, the following numerical result is found y n+1 = y n + k; (3.3a) k = hf(y n ) + hJk; (3.3b) where J denotes the Jacobian matrix f 0 (y n ) of the vector function f.
The numerical solution is now e ectively computed by solving the system of linear algebraic equations that de nes the increment vector k, rather than a system of nonlinear equations. Rosenbrock 18] proposed to generalize this linearly implicit approach to methods using more stages, so as to achieve a higher order of consistency. The crucial consideration put forth was to no longer use the iterative Newton method, but instead to derive stable formulas by working the Jacobian matrix directly into the integration formula. His idea has found widespread use and a generally accepted formula 11] for a so-called s-stage Rosenbrock Rosenbrock methods are attractive for a number of reasons. Like fully implicit methods, they preserve exact conservation properties due to the use of the analytic Jacobian matrix. However, they do not require an iteration procedure as for truly implicit methods and are therefore more easy to implement. They can be developed to possess optimal linear stability properties for sti problems. They are of one-step type, and thus can rapidly change step size. We recall that this is of particular importance for our application in view of the many operator-split restarts.
Reducing computational costs
Each time step requires an evaluation of the Jacobian J, s matrix-vector multiplications with J and, assuming that ii = , s solutions of a linear system with (the same) matrix I? hJ, accompanied with s derivative evaluations. The multiplications with J are easily avoided in the actual implementation by a simple transformation (see Section IV.7 of 11]). Still, stepwise counted, the computational costs for a Rosenbrock method are considered to be high compared to the costs of, say, a linear multistep method of the bdf type. In particular, the Jacobian update and the solution of the s linear systems, requiring one matrix factorization (LU-decomposition) and s backsolves (forward-backward substitutions) typically account for most of the cpu time used by a Rosenbrock method.
Sparsity For large atmospheric chemistry models the number of zeroes in J readily amounts to 90%. This high level of sparsity can be exploited to signi cantly reduce the costs of the linear algebra calculations. For this task we use the symbolic preprocessor kpp 4]. kpp prepares a sparse matrix factorization with only a minimal ll-in (see Table 1 in 20]) and delivers a fortran routine for the backsolve without indirect addressing. Altogether this means that the numerical algebra is handled very e ciently. The sparse matrix technique implemented in kpp is based on a diagonal Markowitz criterion (see 4, 20, 21] for more details).
Approximate Jacobians It is conceivable to attempt to further reduce the numerical algebra costs through an approximate Jacobian.
One possibility is to use a time-lagged Jacobian J = f 0 (y n+ ) where = 0; ?1; : : : such that n+ is constant. If we de ne J this way, and in addition keep h xed, then I ? hJ is a constant matrix during the number of times that the parameter is decreased; hence one can advance several time steps using the same LU-decomposition. The derivation of order conditions (which circumvents the order reduction associated with the time-lagging of the Jacobian) can be found in 25, 26] . Since the exact Jacobians are used, conservation properties will still be maintained.
Replacing J by a matrix with a simpler structure, say a matrix of higher sparsity, may result in further savings in linear algebra costs, but will destroy the conservation properties. Also, the number of order conditions will signi cantly increase (see the W-methods of 23]). One can devise methods based on a partitioning of the species into slow and fast ones where part of the entries of J is put to zero. This approach does not maintain conservation properties either and adds the problem of devising a good partitioning strategy.
Although in this paper only exact Jacobians are considered, we plan to examine the above ideas and the possible bene ts of approximate Jacobians in a future investigation.
3.3
Step size control General purpose sti ode solvers normally adapt the step size in an automatic manner to enable small step sizes at times when the solution gradients are large and large step sizes when solution gradients are small. For Runge-Kutta solvers an e ective and simple step size control can be based on a so-called embedded formulã At the rst step after a rejection, the maximal growth factor of 10 is set to 1.0. Further, h is constrained by a minimum h min and a maximum h max and at any start of the integration for each operator-split interval we begin with a starting step size h = h start . A rejection of the rst step is followed by a ten times reduction of h. These step size constraints will be speci ed later. Because the maximal growth factor is equal to 10, the step size adjusts very rapidly and quickly attains large values if the solution is su ciently smooth and h = h start is chosen small. ROS4 This Rosenbrock solver is also taken from 11]. It implements a number of 4-stage 4(3) pairs which all require four derivative evaluations and four backsolves. Hence, per step ros4 is somewhat cheaper than rodas. However, in 11] a comparison is presented favouring rodas, which is attributed to the sti accuracy property (the methods of ros4 are not sti y accurate). We have tested its L-stable version (see Table 7 .2, 11]) and found that generally its performance was very close to that of ros3 and rodas3. We therefore decided to omit presenting results for ros4.
RODAS3
The third Rosenbrock solver was designed along the same principles as rodas. It is based on a sti y accurate, embedded pair of order 3 (2) . The number of stages is s = 4, requiring four backsolves but only three derivative evaluations are used. Hence per step it needs less work than rodas, but it is one order lower. We have selected this pair since we aim at optimal e ciency for low accuracies. To the best of our knowledge, this pair of formulas has not yet been proposed elsewhere. The coe cients ij and ij are ROS3 The fourth Rosenbrock solver is based on an embedded pair of order 3(2) and is also new.
The number of stages is s = 3 involving three backsolves and two derivative evaluations. The third order method is L-stable and the embedded second order method is strongly A-stable (R(1) = 0:5). The sti accuracy property is not valid for ros3. The method was constructed under the design criteria: order three, L-stability for both the stability function and the internal stability functions, and a strongly A-stable second order embedding. The internal stability functions are associated with the intermediate approximations (3.5) . Imposing stability for these internal functions was advocated in 24] as a means to improve a Rosenbrock method for strongly nonlinear sti problems. We note 
2).
Its main feature is that, instead of using Newton's method, the implicit solution is approximated through a semi-analytical, problem dependent iteration process. This process groups species together which allow an exact solution of the implicit equations after putting part of them at the old time level. Species equations which do not t in an appropriate grouping are treated with a form of Jacobi iteration. Satisfactory results are reported 17] for di erent scenario's based on the cbm-iv mechanism. The approach can also be applied when using higher bdf methods since use of these implicit methods leads to a similar system of equations, but a considerable drawback is that the iterative solution method is adapted to the particular chemistry scheme. We therefore have tested the method only for the tmk model, using an implementation obtained from 6]. This implementation contains no local error control mechanism so that constant step sizes are taken.
Set up of experiments
Accuracy All tests were carried out in the same way as in 20]. The numerical results were compared to a very accurate reference solution (given by radau5, rtol = 10 ?12 , componentwise set atol) using a temporal modi ed root mean square norm of the relative error. With the reference solution y and the numerical solutionŷ available at ft n = t 0 + n t; 0 n Ng, where n is associated with the end points of the N operator-split subintervals, we rst compute for each species k
where J k = f0 n N : y k (t n ) ag: This value is then represented in the plots through the number of signi cant digits for the maximum of ER k , de ned by SDA = ? log 10 (max k ER k ):
Note that if the set J k is empty for a chosen threshold a, the value of ER k is neglected. Timing The answer to the question of which method is "the fastest" may depend also on the machine. In order to measure the in uence of the hardware on the relative performance of integrators we have performed all the numerical experiments on two completely di erent architectures, namely a hp-ux 935 a workstation (double precision, 14 digits) and a Cray C98 (scalar mode, single precision, 14 digits); in addition, some of the experiments were also repeated on a sgi workstation (double precision, 14 digits). Somewhat to our surprise, very similar results were found; as a consequence, in what follows only the hp work-precision diagrams are presented. We plot the SDA values against e ciency, i.e., the measured cpu times on a logarithmic scale in unit seconds.
Steering parameters For all solvers important steering parameters are h start , h min ; h max and the local error tolerances atol; rtol. A user-speci ed choice for h min is important. Without a prescribed minimum, step sizes can result as small as the shortest time constants, sometimes even 10 ?8 to 10 ?9 sec.
Step size values close to these extremely short time constants are redundant, since the minimal time constants of importance for photochemical models lie between 1 sec and 1 min, approximately. On the temporal scale of interest, species with a smaller time constant quickly reach their (solution dependent) steady state when they are perturbed. We have prescribed the following values for h min and h start which are imposed for all solvers (except ebi): for Problems A-E, h min = 0.1 sec and h start = 60 sec; for Problem F, h min = h start = 0.001 sec; and for Problem G, h min = h start = 0.0001 sec. The maximal value h max is less important and was not de ned in our tests. Finally, for all problems and all solvers we have prescribed the absolute tolerance value atol = 0:01 mlc/cm 3 along with a number of relative tolerance values rtol such that e ectively relative local error control is imposed. The di erent data points in the plots for a given method correspond to these relative tolerances.
Reaction coe cients In practice the rate coe cients are implemented in two ways, either as timecontinuous functions or as functions piecewise constant per operator-split subinterval. The timecontinuous function implementation of the thermal rate coe cients may lead to a large number of exponential function evaluations per time step, which are very costly (with Rosenbrock methods these calculations can be as expensive as the sparse matrix factorization). Since for the actual practice true time dependency seems redundant, we have used piecewise constant rate coe cients per operatorsplit subinterval (temperature and solar angle frozen using values halfway). Observe that in 20] time-continuous values were used. For the cbm-iv model an accuracy-e ciency plot will also be presented for time-continuous values. This provides us with the possibility to examine whether the solvers behave di erently for the time-continuous and piecewise constant case. 6 . Results and illustrations 6.1 Problem A: The tmk model The work precision diagram is given in Figure 1 . Results are presented for all the solvers discussed above, including ebi. The ebi results are obtained with a sequence of xed step sizes of which the largest is 13.3 min. and the smallest 0.5 min. The number of iterations within ebi was in all runs equal to 8 (cf. 6]). The results show that the variable step size Rosenbrock solvers are clearly superior to all others for 1% accuracy. Noteworthy is that ebi and twostep are fast for very low accuracies (around 10% say). seulex appears to be faster than vode, but slower than the Rosenbrock codes. However, the gap between these solvers decreases for higher accuracies; in fact seulex will take the lead for 5 or more accurate digits. Among the Rosenbrock codes, rodas3 and ros3 have similar performance in the low accuracy domain; they are followed closely by rodas. 
Problems B and C:
The cbm-iv model In Figure 2 the results for test problems B and C are presented. For the rural problem all Rosenbrock solvers perform equally well, followed by seulex, while vode and twostep fall behind. This also holds for the urban problem, but now a distinction exists between the Rosenbrock solvers and seulex. Up to about 3 digits rodas3 and ros3 perform best. For accuracies higher than 3 digits rodas takes over.
From the numerical point of view it is of interest to also solve a problem where the reaction coefcients are time continuous (non-autonomous problem). Figure 3 shows results for Problems B and C. These should be compared with the results for the associated problem with coe cients piecewise constant per operator-split interval. In the urban case rodas3 and ros3 are again the best up to 3 digits accuracy followed by seulex and rodas. twostep and vode perform more or less as in the piecewise constant case, delivering 1% accuracy in about twice the cpu time needed by the Rosenbrock codes. In the rural scenario the Rosenbrock codes and seulex perform similarly, all of them being again notably faster than the bdf candidates. The results for the non-autonomous problem are similar to the results for the autonomous variant.
Problems D and E:
The al model For problems D and E the results are given in Figure 4 . It is interesting to compare code performances to those obtained for the cbm-iv model since the same urban and rural scenario's are simulated. They di er, however, in the number of species and reactions, the al model being considerably larger. For the urban problem rodas3 and ros3 are again the fastest, up to 3 digits, while for higher accuracies rodas becomes better. seulex now performs somewhat less than for the cbm-iv model, whereas twostep is notably better positioned. In the rural case rodas is the best, but rodas3, ros3, -iv) , the non-autonomous version: Sparse rodas3 (solid with \ "), Sparse ros3 (solid with \x"), Sparse rodas (solid with \o"), twostep seidel (dots with \x"), Sparse vode (dots with \o") and Sparse seulex (dashed with \o").
seulex and twostep follow it very closely. Both in the rural and urban case vode falls behind. Notable is the close performance of ros3 and rodas3. As a general conclusion, Rosenbrock codes are again superior to the bdf ones. The better relative positioning of twostep (as compared to the cbm-iv cases) is most likely due to the increased number of species in al. This fact suggests that, for very large kinetic systems (say, with more than 100 components) explicit solvers like twostep may become competitive. 
Problem F:
The stratospheric model The work-precision diagram given in Figure 5 again reveals a very good performance of the Rosenbrock solvers compared to the other three. The higher order of accuracy of rodas is again borne out and again notable is the close performance of ros3 and rodas3. vode and seulex have similar performance, but are more than 2 times slower than the Rosenbrock codes in the 1% accuracy range. twostep follows at a large distance. 6.5 Problem G: The wet model As pointed out in 20], this test problem is the most di cult one from the numerical point of view.
The Jacobian f 0 (y) of the derivative function (3.1) contains sti eigenvalues for which the relation i ?L i (with L i the destruction term associated with species i) does not hold. Such eigenvalues are due to the rapid gas-liquid phase interactions and cannot be associated with certain species; for this reason, all the explicit solvers tested in 20] failed to e ciently integrate the wet model. As a consequence, in the present work twostep was not applied to this problem. The results plotted in Figure 6 for the other solvers are very much in line with those for the stratospheric problem. In the low accuracy range the Rosenbrock family has the lead again, the performances of rodas, rodas3 and ros3 being very close to each other. seulex is about three times slower for 2 accurate digits, but seems to become the best for more than 4 digits; for higher accuracies, vode changes slope and is not competitive. Figure 6 : Work-precision diagram for test problem G (wet): Sparse rodas3 (solid with \ "), Sparse ros3 (solid with \x"), Sparse rodas (solid with \o"), Sparse vode (dots with \o") and Sparse seulex (dashed with \o").
Overall conclusions and remarks
For the accuracy range considered (up to 4 digits) it is almost always a sparse Rosenbrock solver which is the fastest. The relative ranking between the four sparse Rosenbrock solvers di ers per problem, but only to a limited amount. As expected, for higher accuracies rodas is generally the best. For lower accuracies of practical interest rodas3, ros3 and ros4 are mostly competitive. In passing we note that our test results do not consistently show that the property of sti accuracy is truly advantageous for nonlinear problems. The above conclusion about the computational speed of Rosenbrock methods is also supported by the comparison with the ebi method for Problem A and with the qssa method (not presented here, but see 20]). In particular, rodas3 is about 5 to 10 times faster than qssa for 10% relative errors and 20 to 100 times faster for 1% relative errors. While box model tests are needed to select and develop promising ode solvers, in real 3D transport-chemistry models other factors should be taken into account as well. Quite important is the length of the time step in the operator splitting, since this determines the number of restarts. Restarts are expensive and one-step methods have an advantage here over multistep methods. Also robustness and ease of use are important in 3D models, since a subtle tuning of the ode code is cumbersome due to the large variety of conditions that will occur at di erent grid points. In this respect the Rosenbrock solvers are also very attractive. All tests con rm that they are easy to use and robust. We have to point out, though, that for several test problems very large values of rtol ( 0:1) caused some of the Rosenbrock solvers to drift away from the real solution. The answer to the question of which sti integrator is \the best" for being used in air quality models depends on a multitude of factors, some of the most important being the speci c chemical mechanism employed, the desired accuracy level and the hardware on which the code runs. In the present work we consider a variety of chemical models, we cover the whole range of accuracy levels of practical interest and run everything on two machines with completely di erent architectures. Since the Rosenbrock methods systematically perform best, our summarizing general impression is that for atmospheric chemistry problems the sparse Rosenbrock solvers are close to optimal. In particular, for low accuracies up to two or three gures rodas3 is never disappointing. Even if rodas3 would not be optimal in a certain setting, it will perform very close to "the optimal method" in that setting, say within 25% of cpu performance.
Although we have used utmost precaution in implementing the models and in testing the codes, still undiscovered errors and/or less optimal settings of user parameters may have a ected part of the numerical results. The interested reader therefore is invited to repeat the experiments using our codes from 9] and to join us 2 in this benchmark activity.
A. Appendix: Consistency and Stability of Rosenbrock methods The performance of an integration method largely depends on its order of consistency and its stability properties. Again for the convenience of readers from the atmospheric research community, in this Appendix we will brie y discuss the consistency property for the Rosenbrock method, as well as some useful results from the linear stability theory. Also some attention will be paid to the notion of sti -accuracy.
Consistency conditions The consistency conditions are found from a formal Taylor expansion of the local error. Let y n+1 = E(y n ) be a compact notation for the Rosenbrock method. The di erence h (t) = E(y(t)) ? y(t + h); (A.7) where y is the exact (local) solution of the ode system _ y = f(y) passing through y(t), is called the local error and the largest integer p for which
is called the order of consistency. Hence h (t) is the error after a single step from an exact solution, while the order reveals how rapidly h (t) approaches zero for a decreasing step size. Assuming su cient di erentiability of y and f, the order p is determined by Taylor expanding the local error and equating to zero the resulting terms up to the p-th one. This leads to the so-called consistency conditions which are expressions in the formula coe cients. Satisfying these conditions gives the desired order p. The conditions for p 5 and general s can be found in Section IV.7 of 11].
Linear stability Let n = y n ? y(t n ) denote the global error: the di erence between the sought exact solution of the ode system _ y = f(y) and the computed approximation. The global error at the forward time level t = t n+1 can be seen to satisfy n+1 = E( n + y(t n )) ? E(y(t n )) + h (t n ); (A. 9) showing that this error consists of two parts: the local error (A.7), which is a functional of the exact solution, and the di erence E( n + y(t n )) ? E(y(t n )); where E( n + y(t n )) represents the actual Rosenbrock step taken from the approximation y n = n + y(t n ) and E(y(t n )) represents the hypothetical Rosenbrock step taken from the exact solution y(t n ).
This di erence term reveals a dependence of n+1 on n . For a proper functioning of the Rosenbrock method it is desirable that, in an appropriate norm k k, k E( n + y(t n )) ? E(y(t n ))k k n k; (A.10) because then the integration is stable in the sense that
This error inequality is elementary, but also fundamental for one-step integration methods. It simply shows that all local errors add up to the global error, k n k n?1 X j=0 k h (t j )k; if we assume that at the initial time t 0 the error 0 = 0. From inserting h (t j ) = O(h p+1 ), while assuming h ! 0 and n ! 1 such that t n = nh is xed, it follows that n = O(h p ). By adding up all local errors one power of h is lost, resulting in a convergence order p. where, as before, n = 1; 2; : : : : We see that the demand of stability can now be expressed as boundedness of powers of R(hJ), i.e., k R n (hJ)k C; (A.13) where C is a constant which is independent of n and hJ. This independence guarantees unconditional stability in the sense that no restrictions exist on the step size. Condition (A.13) holds if we require that the scalar rational function R(z), which is called the stability function, satis es jR(z)j 1 for arbitrary z = h , Re(z) 0. This is the famous property of A-stability originally proposed by Dahlquist (see 11]). We note in passing that for our application we do not really need A-stability, since for atmospheric chemistry the eigenvalues of the Jacobian are always located in the neighbourhood of the real axis. So we actually need the boundedness property only near the negative half line.
We will impose the condition of L-stability, which in addition to A-stability, requires R(1) = 0.
L-stability is known to lead to a somewhat more robust approach and better mimics the damping Robinson have investigated under which conditions on the formula coe cients, implicit Runge-Kutta solutions mimic this property. Because, then a method can handle this particular transition to in nite sti ness in an accurate manner, which has been the main motivation for this test model (see 5, 11] ). They proposed the term sti accuracy for this phenomenon.
For the current test model, the global error recursion (A.9) reads n+1 = R(z) n + h (t n ); where h (t n ) depends in a certain way on z = h , h and . Hairer For general nonlinear sti problems the virtue of sti accuracy is not so clear. Observe that for linear systems _ y = Jy we always have hJy n+1 = k s according to (A.16) . If the nal increment vector k s is close to a true derivative, this collocation property seems recommendable.
Other arguments supporting the notion of sti accuracy for nonlinear problems do not exist as far as we know.
