This article deals with the problem of testing the equality of the scale parameters in nonregular Pareto distributions. We propose Bayesian hypothesis testing procedures for the equality of the scale parameters under the noninformative prior. The noninformative prior is usually improper which yields a calibration problem that makes the Bayes factor to be defined up to a multiplicative constant. So we propose the default Bayesian hypothesis testing procedures based on the fractional Bayes factor and the intrinsic Bayes factors under the reference priors. Simulation study and a real data example are provided.
Introduction
Consider X and Y are independently distributed random variables according to the Pareto distribution P(α, λ 1 ) with the shape parameter α and the scale parameter λ 1 , and the Pareto distribution P(β, λ 2 ) with the shape parameter β and the scale parameter λ 2 . Then the Pareto distributions of X and Y are given by f (x|α, λ 1 ) = αλ respectively. The present paper focuses on testing the equality of the scale parameters in the Pareto distributions. In Bayesian model selection or testing problem, the Bayes factors under proper priors or informative priors have been very successful. However, limited information and time constraints often require the use of noninformative priors. Since noninformative priors such as Jeffreys' prior or reference prior Bernardo, 1989, 1992) are typically improper so that they are only defined up to arbitrary constants which affects the values of Bayes factors. Spiegelhalter and Smith (1982) , O'Hagan (1995) and Berger and Pericchi (1996) have made efforts to compensate for that arbitrariness. Spiegelhalter and Smith (1982) used the device of imaginary training sample in the context of linear model comparisons to choose the arbitrary constants. But the choice of imaginary training sample depends on the models under comparison, and so there is no guarantee that the Bayes factor of Spiegelhalter and Smith (1982) is coherent for multiple model comparisons. Berger and Pericchi (1996) introduced the intrinsic Bayes factor using a datasplitting idea, which would eliminate the arbitrariness of improper prior. O'Hagan (1995) proposed the fractional Bayes factor. For removing the arbitrariness he used a portion of the likelihood with a so-called the fraction b. These approaches have shown to be quite useful in many statistical areas (Kang et al., , 2011 Cho, 2010 ). An excellent exposition of the objective Bayesian method to model selection is proposed in Berger and Pericchi (2001) .
The Pareto distribution provides a statistical model which has an extensive variety of applications. It has been found in describing distributions of studies of income, property values, insurance risk, stock prices fluctuations, migration, size of cities and firms, word frequencies, occurrences of natural resources, business failures, service time in queuing systems, error clustering in communications circuits and lifetime data, etc (Arnold and Press, 1983; Fernández, 2008) . The Pareto distribution has been used by many authors in a Bayesian viewpoint (e.g., Press, 1983, 1989; Geisser, 1984 Geisser, , 1985 Lwin, 1972; Nigm and Hamdy, 1987; Tiwari et al., 1996; Ko and Kim, 1999; Fernández, 2008; Kim et al., 2009; Kang, 2010) . For the common scale parameter, Elfessi and Jin (1996) derived a class of improved estimators which uniformly dominates the MLE under a class of convex scale invariant loss functions. In many problems we are interested in comparing the variabilities of two populations. Usually this can be done by comparing the scales of two populations. However the problem of testing for the equality of the scale parameters has not been considered. Therefore there is a necessity for developing hypothesis testing procedure for the equality of the scale parameters.
In this paper, we propose the objective Bayesian hypothesis testing procedures for the equality of the scale parameters in Pareto distributions based on the Bayes factors. The outline of the remaining sections is as follows. In Section 2, we introduce the Bayesian hypothesis testing based on the Bayes factor. In Section 3, using the reference priors, we provide the Bayesian hypothesis testing procedures based on the fractional Bayes factor and the intrinsic Bayes factors. In Section 4, simulation study and a real data example are given.
Intrinsic and fractional Bayes factors
Suppose that hypotheses H 1 ,H 2 ,· · · ,H q are under consideration, with the data x = (x 1 , x 2 , · · · , x n ) having probability density function f i (x|θ i ) under hypothesis H i . The parameter vector θ i is unknown. Let π i (θ i ) be the prior distribution of parameter θ i under hypothesis H i , and let p i be the prior probability of hypothesis H i ,i = 1, 2, · · · , q . Then the posterior probability of that the hypothesis H i is true is
where B ji is the Bayes factor of hypothesis H j to hypothesis H i defined by
2)
The B ji can be interpreted as the comparative support of the data for H j versus H i . The computation of B ji needs specification of the prior distribution π i (θ i ) and π j (θ j ). Often in Bayesian analysis, one can use noninformative priors π .2) causes the B ji to contain unspecified constants. To solve this problem, Berger and Pericchi (1996) proposed the intrinsic Bayes factor, and O'Hagan (1995) proposed the fractional Bayes factor.
One solution to this indeterminacy problem is to use part of the data as a training sample. Let x(l) denote the part of the data to be so used and let x(−l) be the remainder of the data, such that 0 < m
In (2.3), the posteriors π N i (θ i |x(l)) are well defined. Now, consider the Bayes factor, B ji (l), with the remainder of the data x(−l), using π N i (θ i |x(l)) as the prior:
where
) are the Bayes factors that would be obtained for the full data x and training samples x(l), respectively. Berger and Pericchi (1996) proposed the use of a minimal training sample to compute B N ij (x(l)). Then, an average over all the possible minimal training samples contained in the sample is computed. Thus the arithmetic intrinsic Bayes factor (AIBF) of H j to H i is
where L is the number of all possible minimal training samples. Also the median intrinsic Bayes factor (MIBF) by Berger and Pericchi (1998) 
where M E indicates the median for all the training sample Bayes factors. Therefore we can also calculate the posterior probability of H i using (2.1), where B ji is replaced by B AI ji and B M I ji from (2.5) and (2.6), respectively.
The fractional Bayes factor (O'Hagan, 1995) is based on a similar intuition to that behind the intrinsic Bayes factor but, instead of using part of the data to turn noninformative priors into proper priors, it uses a fraction, b, of each likelihood function, L(θ i ) = f i (x|θ i ), with the remaining 1 − b fraction of the likelihood used for model discrimination. Then the fractional Bayes factor (FBF) of hypothesis H j versus hypothesis H i is
O'Hagan (1995) proposed three ways for the choice of the fraction b. One common choice of b is b = m/n, where m is the size of the minimal training sample, assuming that this number is uniquely defined. See O'Hagan (1995 O'Hagan ( , 1997 and the discussion by Berger and Mortera in O'Hagan (1995) .
Bayesian hypothesis testing procedures
Let X i , i = 1, · · · , n denote observations from the Pareto distribution P(α, λ 1 ), and Y i , i = 1, · · · , m denote observations from the Pareto distribution P(β, λ 2 ). Then likelihood function is given by
We are interested in testing the hypotheses H 1 : λ 1 = λ 2 versus H 2 : λ 1 = λ 2 based on the fractional Bayes factor and the intrinsic Bayes factors.
Bayesian hypothesis testing procedure based on the fractional Bayes factor
From (3.1) the likelihood function under the hypothesis H 1 :
And under the hypothesis H 1 , the reference prior for (λ, α, β) derived by Kang (2010) and is π
Then from the likelihood (3.2) and the reference prior (3.3) , the element m
where z (1) = min{x 1 , · · · , x n , y 1 , · · · , y m }. For the hypothesis H 2 : λ 1 = λ 2 , the reference prior for (λ 1 , λ 2 , α, β) is
The likelihood function under the hypothesis H 2 is
Thus from the likelihood (3.6) and the reference prior (3.5), the element m b 2 (x, y) of FBF under H 2 is given as follows. 
And the ratio of marginal densities with fraction b is
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Thus the FBF of H 2 versus H 1 is given by
Note that the calculation of the FBF of H 2 versus H 1 requires only two dimensional integration.
Bayesian hypothesis testing procedure based on the intrinsic Bayes factor
The element B N 21 of the intrinsic Bayes factor is computed in the fractional Bayes factor. So under minimal training sample, we only calculate the marginal densities for the hypotheses H 1 and H 2 , respectively. The marginal density of (X j1 , X j2 ) and (Y k1 , Y k2 ) is finite for all 1 ≤ j 1 < j 2 ≤ n and 1 ≤ k 1 < k 2 ≤ m under each hypothesis. Thus we conclude that any training sample of size 4 is a minimal training sample.
The marginal density m
where z (j1) = min{x j1 , x j2 , y k1 , y k2 }, And the marginal density m
where x (j1) = min{x j1 , x j2 } and y (k1) = min{y k1 , y k2 }. Therefore the AIBF of H 2 versus H 1 is given by
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Also the MIBF of H 2 versus H 1 is given by
Note that the calculations of the AIBF and the MIBF of H 2 versus H 1 require only two dimensional integration.
Numerical studies
Simulation study
In order to assess the Bayesian hypothesis testing procedures, we evaluate the posterior probability for several configurations of (α, λ 1 ), (β, λ 2 ) and (n, m). In particular, for fixed (α, λ 1 ) and (β, λ 2 ), we take 1,000 independent random samples of X i and Y i with sample size n and m from the models (1.1) and (1.2), respectively. We want to test the hypotheses H 1 : λ 1 = λ 2 versus H 2 : λ 1 = λ 2 . The posterior probabilities of H 1 being true are computed assuming equal prior probabilities. Table 4 .1 shows the results of the averages and the standard deviations in parentheses of posterior probabilities. In Table 4 .1, P F (·),P AI (·) and P M I (·) are the posterior probabilities of the hypothesis H 1 being true based on FBF, AIBF and MIBF, respectively. From Table 4 .1, the FBF, the AIBF and the MIBF give fairly reasonable answers for all configurations. Also the FBF, the AIBF and the MIBF give a similar behavior for all sample sizes. However the FBF and the AIBF slightly favor the hypothesis H 2 than the MIBF.
Example
This example taken from Arnold and Press (1989) . Dyer (1981) reported annual wage data (in multiples of 100 US dollars) of a random sample of 30 production line workers in a large industrial firm for which the Pareto distribution appeared to be adequate. To test the equality of the scale parameters, we randomly divided this data into two groups. The data sets are given by Group 1: 119, 112, 156, 123, 115, 119, 132, 107, 103, 105, 158, 111, 101, 157, 112. Group 2: 112, 154, 108, 103, 107, 125, 128, 151, 104, 116, 140, 108, 104, 119, 115. For this data sets, the maximum likelihood estimates of α and λ 1 in group 1 are 5.6323 and 101.0, and for group 2, the maximum likelihood estimates of β and λ 2 are 7.1022 and 103.0.
We want to test the hypotheses H 1 : λ 1 = λ 2 versus H 2 : λ 1 = λ 2 . The values of the Bayes factors and the posterior probabilities of H 1 are given in Table 4 .2. From the results of Table 4 .2, the posterior probabilities based on various Bayes factors give the same answer, and select the hypothesis H 1 . The AIBF has the smallest posterior probability than any other posterior probabilities based on the FBF and the MIBF. The MIBF slightly seems to favor the complex hypothesis than the AIBF and the FBF.
Concluding remarks
In this paper, we developed the objective Bayesian hypothesis testing procedures based on the fractional Bayes factor and the intrinsic Bayes factors for the equality of the scale parameters in Pareto distributions under the reference priors. From our numerical results, the developed hypothesis testing procedures give fairly reasonable answers for all parameter configurations. However the FBF and the AIBF slightly favor the hypothesis H 2 than the MIBF. From our simulation and example, we recommend the use of the FBF and the AIBF than the MIBF for practical application in view of its simplicity and ease of implementation.
