Abstract
Introduction
Many scientific applications of today manipulate problems that access large data sets. In general, these data sets are disk-resident and their sizes range from mega-bytes to tera-bytes. These include applications from medical imaging, data analysis, video processing, large archive maintenance, space telemetry data, and so on. Typically, such applications are explicitly coded to stage the data to be manipulated from disk or the in-core versions of the same program is scaled to handle the larger problem sizes. It has been well-documented [21] that LRU-like virtual memory replacement algorithms under-perform for typical scientific applications that tend to cyclically access pages of memory. Consequently, a paged virtual memory system (or the scaled version of the in-core program) is not considered a viable option [22] for solving out-of-core problems. When virtual memory pages are touched cyclically and the working set is slightly larger than available physical memory, LRU chooses to evict exactly the page that would be referenced the soonest. In the above scenario, the optimal algorithm would evict those pages that were referenced recently since it has future knowledge of the reference patterns. The basic idea behind our work is as follows -if we can predict or estimate the lifetimes of all the memory-resident pages, then we could evict a page as soon as we know that there would be no more references to that page. In a sense, what we are trying to accomplish here is an online-approximation of the optimal algorithm which always evicts the pages that would be referenced the furthest in time. The basic motivation behind our idea is that the LRU replacement algorithm holds onto pages that have long been dead, and hence any replacement algorithm should be pro-active instead of being reactive, and anticipate candidates for eviction. In practice, however, it is quite difficult to accurately predict future access information and lifetimes of virtual memory pages. Consequently, the algorithm that we propose uses past access pattern information as an indicator to predict lifetime distances of pages. In this regard, we have experimented with a few different predictors and compared and evaluated their performance for a set of twelve-different memory-intensive applications drawn from the NAS parallel and SPEC 2000 benchmark suites. We now introduce a few notations and definitions that will be used later on in the text:
• Denote the distance between the first access (touch) and the last access (touch) for a virtual memory page before which it gets replaced as the lifetime distance (L)
• Denote the distance between the last access (touch) and the replacement of the page as the dead-page distance (D) These notations are pictorially shown in Figure 1 . Henceforth, we shall refer to these parameters as the pagefault parameters or simply the fault parameters. Note that in the above definitions, the notion of distance was deliberately left undefined since it could be measured in many different ways (for example in terms of memory references, number of page faults to other pages, number of references to unique memory pages or perhaps even time). Ideally, we would like to measure these distances in terms of memory references to unique pages since that could directly translate to whether or not a page would be retained for a given memory configuration (this is similar to the idea that was proposed in [12] in the context of buffer caches), which is fairly difficult if not impossible to do on an actual system since that would involve an unacceptable overhead of trapping on each and every memory reference, or would require special hardware support (like an augmented MemorIES [17] board) to store the timestamps of last access to pages. Without hardware support, since the only OS-visible events are page-faults and replacements, it is possible to measure L + D alone, and that too only in terms of units that are visible to the OS ( eg. in terms of the number of page-faults incurred by other pages). Each virtual memory page (p) is thus characterized by a unique 4-tuple t p i = (L, R, D, W) between page faults i and i+1. Consequently, a program's execution can be visualized as a sequence of such tuples. The objectives of this paper are as follows:
• Show that LRU-like replacement algorithms hold onto pages that have long been dead, thus losing opportunities for reducing page-faults.
• Characterize the variations of some of these parameters (L, D) in terms of memory references and in terms of page faults and see if there is any kind of correlation and predictable patterns between these, and
• Use these parameters in conjunction with simple predictors to design application-specific replacement algorithms.
If we can predict L values, then we can evict pages earlier than when an operating system might choose to evict them, because a virtual memory page typically becomes dead much before the system's replacement algorithm (like LRU) decides to evict the page. However, an incorrect prediction of L may degrade the performance of the application by increasing the number of page-faults incurred by the application. Ideally, we would like the predicted value of L to be as large as possible, but not larger than L + D. Consequently, this work can be considered as an applicationcustomized prefetching and replacement technique that is done automatically and transparently at runtime by the operating system, and is hence more generally applicable than what was proposed in [16] . The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 describes the experimental setup and the scientific applications that we used as benchmarks for characterization and evaluation. In Section 4, we illustrate page-fault characteristics of the system replacement algorithm. Section 5 proposes a new replacement algorithm and evaluates its performance. We finally conclude and discuss the scope for future work in Section 6.
Related Work
Over the last few decades, a lot of work [6, 21, 14, 8, 19, 12] has been done to address the shortcomings of LRUlike replacement algorithms. Some of these [21, 14, 8] try to address the shortcomings for a specific workload access pattern such as cyclical access patterns of programs whose working set sizes are larger than available physical memory. In [21] , the authors propose an adaptive replacement algorithm (EELRU) that uses the same kind of recency information that is normally available to LRU and a simple online cost-benefit analysis to guide its replacement decisions. In their approach, the system continuously monitors the performance of the LRU algorithm and if it detects the worst-case behavior, it tries to pro-actively evict pages. Our work in this paper is similar to theirs in the sense that we wish to evict pages early if we detect that this could do better than LRU, but is different from theirs in the methodology that we employ to detect such situations. In the context of buffer-caches where the system gets control for every reference/access, researchers have proposed adaptive variants of LRU such as [14] and our work is inherently different from theirs because of the different domains of applicability. In [8] , the authors propose a new replacement algorithm (SEQ) that detects a long sequence of page-faults and resorts to Most-Recently-Used replacement algorithm on detecting such sequences. In spirit, most of the proposed algorithms try to imitate the behavior of the OPT [3] algorithm and therein lies the similarity of our proposed work with them. In [19] , the authors propose a k-order Markov chain to model the sequence of time intervals between successive references to the same address in memory during program execution. Note that in this work, we are only interested in the sequence of time intervals between successive page faults to the same virtual memory page. In a more recent work [12] , the authors propose an efficient buffer cache replacement policy called LIRS (Low Interference Recency Set) that uses recency to evaluate Inter-Reference Recency for making a replacement decision. The key insight of this technique is that it attempts to capture the inter-reference recency (the number of unique blocks accessed between two consecutive references to a block) to overcome the deficiencies of LRU. In [15] , the authors propose a self-tuning, low overhead, scan resistant algorithm (ARC) that exploits both recency and frequency to adapt itself according to the workload characteristics. A modified version of the algorithm (CAR), that is more amenable for virtual memory replacement, was proposed in a more recent paper [2] that combines the benefits of ARC [15] and CLOCK [6] . Both ARC and CAR require significant amount of memory for recording history information that could prove to be expensive for memory intensive applications considered in this paper. Additionally, many of the proposed algorithms in the literature are usually interesting only from the theoretical point of view and may not really be implementable in an operating system. In this work, we also demonstrate a potential in-kernel approximation of our idea.
From a system's perspective, a lot of work has been proposed [7, 18] for applications that access disk-resident data sets through explicit I/O invocations. In the past, researchers have also studied the problem of poor virtual memory performance (implicit I/O) from an application's perspective [4, 16, 10] . Researchers in [16] propose automatic compiler-driven techniques to modify application codes to prefetch memory pages from disk/peripheral I/O devices. In their prefetching scheme, the compiler provides the crucial information on future access patterns, the operating system provides a simple interface for prefetching, and the run-time accelerates performance by adapting to runtime behavior. In a subsequent work [4] , they show that primitives to release memory pages that are no longer used (if used judiciously) when used in conjunction with their prefetching schemes improves the response times of concurrently running interactive tasks. However, static techniques like the above require that the source code be available and analyzable. On the OS side, a lot of work has been done towards detection of file access patterns automatically in the file system [9, 13] or parametric specification of file access patterns supplied by the application [18, 5] . However, much of this work involves using explicit I/O interfaces to stage data from peripheral devices.
Experimental Framework
We now describe the applications and the simulation platform that we use in this study.
Applications
To evaluate the effectiveness of our approach, we measured its impact on the performance of a selected set of memory intensive SPEC CPU 2000 workloads [11] and seven of the memory-intensive sequential versions of the NAS Parallel benchmark (NPB) suite [1] . Note that the benchmarks that we have used in the paper are amongst the most memory intensive applications of the SPEC benchmark suite. There is no inherent difficulty in running other SPEC benchmarks, but most of the other SPEC benchmarks are CPU intensive and their working set sizes are very small and consequently do not stress the virtual memory subsystem at all. It is for the same reason, that we also show results for 7 of the 8 NAS benchmarks whose virtual memory footprints are fairly large in addition to the SPEC applications.
All the C benchmarks were compiled with gcc version 3.2.2 at an optimization level -O3, and the Fortran 90 benchmarks were compiled with the Intel Fortran 90 compiler at the same optimization level. A brief description of the benchmarks and the sizes of the data sets that they access are shown in Table 1 . Since different applications have different working set sizes, and since we wanted to exercise the virtual memory capabilities of the system, we configured the memory available differently for these applications. The specific values are given in Table 1 . Unless, otherwise mentioned the memory configuration that we simulated for the characterization experiments was fixed at 300 MB for most of the NAS Parallel Benchmarks, 128 MB for LU, CG and all SPEC 2000 workloads with the exception of GZIP and MCF for which we fix it at 64 MB.
Experimental Platform
We characterize the virtual memory behavior of these applications and the potential of our proposed replacement algorithms in the context of an execution-driven x86 simulator. The simulations were executed on a Linux-2.4.20 kernel on a dual 2.7 GHZ Xeon workstation with a total of 1 GB physical memory and a 36 GB SCSI disk. The execution-driven simulator that we used in this study is valgrind [20] which is an extensible x86 memory debugger and emulator. Valgrind is a framework that allows for custom skins/plugins to be written that can augment the basic blocks of the program as it executes. The skins/plugins that we implemented augmented the basic blocks to return control to the skin after every memory-referencing instruction with the value of the memory address that was referenced. The skins maintain data structures necessary for implementing the techniques that we will be describing shortly and for collecting the relevant statistics. The page fault statistics for these applications that were used for comparison with the kernel-implementable version of our scheme were obtained on a uni-processor Xeon workstation running the 2.4.20 Linux kernel.
Characterization Results
We first take a look at the page-fault characteristics of these applications. As indicated in the previous section, we would like to characterize an application's execution based on the fault parameters. In particular, we want to understand the reasons as to why LRU performs poorly from the fault parameters perspective, i.e, we want to characterize those situations in which LRU holds on to the page long after it has been "dead". To illustrate this, we give the cumulative distribution plot of the ratio D/(L+D) for the LRU replacement algorithm for all the applications for a specific memory configuration. If the replacement algorithm is really doing a good job, then it would replace a page as soon as it became dead, or in other words, all replaced pages would have a small dead-time distance D. In order to normalize the notion of small, we compute the ratio D/(L+D) and plot the cumulative distribution plot of this ratio. Based on the above explanation, we can now interpret the cumulative distribution plot of this ratio as follows -if the plot peaks early, then the algorithm does a good job of evicting pages as soon as they become dead. On the other hand, if it peaks late, then the algorithm is not doing a good job.
In this study, we have used the following units to measure the distance -number of memory references and number of page-faults to other pages. The reason we plotted two sets of graphs was because the former is a quantity that needs hardware support and can only be approximated in practice, while the latter can be measured by the operating system. In Figure 2 (a), we find that with the exception of BT and LU, the replacement algorithm is not evicting dead pages quickly since we find that only 15-25% of all replaced pages have their D/(L+D) ratios less than 50% when distances are measured as number of memory references. Similarly, if we observe Figure 2 (b), we find that 40% of all replaced pages have their D/(L+D) ratios less than 50% when the distances are measured as page-faults to other pages. This serves as a motivation for designing a better replacement algorithm that needs to be more pro-active in choosing candidates for eviction. Thus, it is clear that the LRU replacement algorithm performs poorly from the fault parameters perspective. Intuitively, a better replacement algorithm would evict long dead pages earlier than live or less dead pages. We next study the predictability characteristics of the fault parameters before we describe the proposed algorithm.
As was stated earlier, a pro-active replacement algorithm should evict a page as soon as it becomes "dead". However, in order for the system to predict which pages will become dead the soonest, it needs to predict the lifetime distances (L) of pages. Hence, we felt that characterizing the variability and hence predictability of the lifetime distance (L) was necessary, and may even provide insights into the design of the predictors for the replacement algorithm. The characterization experiment was conducted using exact LRU as the replacement algorithm.
In this experiment we plot the cumulative distribution of the differences between successive values of lifetime distances of a virtual memory page. It is expected that if lifetime distances are similar, majority of the successive differences would be close to zero and hence a CDF plot of the frequencies of occurrence of the differences would be steeper close to zero. Yet another metric that can be gleaned from such a plot is the number of different dominant values for the distribution. A cumulative distribution plot of the frequencies of occurrences of differences in lifetime distances is shown in Figures 3 (a) and (b) for the NAS benchmarks, when measured in terms of (a) total memory references, (b) total number of page-faults to other virtual memory pages. From these plots, it is clear that for most of the benchmarks, differences of successive lifetime distances are fairly symmetric on either side of zero, and a majority of them lie within a bounded range, which we surmise is because of the applications' structured access patterns. Consequently, we can conclude that simple predictors are sufficient to exploit and predict lifetime distances of virtual memory pages.
Thus far, we have motivated the need for a better replacement algorithm and also looked at the predictability characteristics of the fault parameters (lifetime distances) and observed that there seems to be sufficient predictability for us to investigate better replacement algorithms that will be elaborated upon in the next section.
Towards a Better Replacement Algorithm : Predictive Replacement
In the previous section, we observed that quite a few of the applications exhibited sufficient regularity of lifetime distances that can be effectively predicted. Based on the above observation, we now outline a novel page replacement algorithm. In this approach, the system maintains an additional list that is "approximately" sorted on system predicted values of L which we call as Dead-List (somewhat of a misnomer, since it keeps track of when a page would become dead in the future rather than currently dead pages!), in addition to the LRU list. Both the LRU and the Dead-Lists are lists of physical memory pages, and hence we would only need to store an extra pointer to traverse the Dead-List. At the time of replacement of pages, the system checks if the head of the Dead-List has expired (i.e, whether or not the system has decided/predicted that a page would not be accessed anymore in this time-interval. The issue of how the system does this prediction is explained a little later in this section.) and if so, it decides to replace that page. Note that since we keep the list approximately sorted on estimated lifetimes, we do not need to look through the whole list. If this list is empty or if the page has not yet been estimated to have expired, then the system defaults to the LRU replacement algorithm. We now present the steps for this predictive replacement algorithm:
• When a page fault occurs on some page(X), we check if the Dead-List is empty, or if the head of the DeadList is not yet estimated to be dead
• If the above condition is true, we initiate normal LRU replacement algorithm, and delete the page from the Dead-List as well if needed (it may not necessarily be the head of the Dead-List).
• Otherwise, we dequeue the head of the Dead-List and choose that as a candidate for replacement. Note that we need to delete it from the LRU list as well.
• Once the candidate for replacement has been decided, we need to insert the currently faulted page into the sorted Dead-List based on our estimated/predicted value of L for that page.
Keeping the Dead-list exactly sorted could be a cause of significant overhead, that could have increased the pagefault service time. Consequently, any reductions in pagefaults may not have translated to reductions in overall execution time. There are two possible solutions to overcoming this problem. One possible alternative would involve using a min-heap, where the root of the heap would hold the page that is estimated to have the least lifetime, and the other alternative involves keeping the list approximately sorted. The latter scheme involves chaining pages with similar values of estimated lifetime distances in a hash bucket. Note that this kind of scheme also entails one extra pointer per physical memory page since a page cannot be in more than one hash bucket. In the case of a heap-based implementation, the worst-case time complexity of insertion of pages is O(log n), and O(1) for deletion, while the hash-chaining scheme's time complexity is O(1) for insertion (since pages are always inserted at the tail) and O(m) for deletion of pages, where n is the number of physical memory pages and m is the number of hash chains. Another possible drawback of the heap-based scheme is the need for locking the entire heap during insertion that could prove to be expensive on multi-processor systems, whereas the hash-chaining based scheme involves locking only the appropriate hash chain. In this paper, we have explored the hash-chaining based "approximately" sorted scheme for managing the Dead-List with a fairly small value of m (currently set to 101). Another point to be noted in the above description of the algorithm is the deliberate omission of the prediction mechanism, since that is a parameter that we want to experiment with for good performance. Note that the optimal algorithm would be a perfect predictor, and would replace a page as soon as it becomes dead. Recall that it is possible to measure the lifetime distances accurately only with adequate hardware support and is quite hard to measure it practically in an operating system. Thus, we break up our prediction schemes into two categories: estimation techniques with hardware support and an operating system implementable estimation technique, which are explained in the next two subsections.
Estimation Techniques with Hardware Support
With appropriate hardware support, we can keep track of and measure lifetime distances of virtual memory pages using which we have experimented with simple prediction schemes. In all these experiments, the metric that we have used to compare performance is the normalized page-faults when compared to the base LRU scheme. The simulation framework that we have built upon valgrind, maintains two global counters, one which increments on every memory reference (G1) and the other which increments on every page-fault (G2). In addition, each virtual memory page has a set of four counters associated with it which records the following information, A possible concern that might arise in this regard is the storage and access efficiency costs for these counters. A possible solution to this problem is to store these counters in the unused bits of a page-table entry for a virtual memory page, that can also be subsequently cached in the TLB after the first access to the page. On each access to a page (whether it be a hit or a miss) the G1 counter is incremented, and the G2 counter is incremented only on a miss. On every hit access to a page, counters C1 and C2 are updated to store the latest values of G1 and G2 respectively. On every page-fault/miss, counters C3 and C4 are updated to store the latest values of G1 and G2 respectively. At the time of a page-fault (miss), the system can now measure L both in terms of memory references (L=C1-C3) and in terms of number of page-faults to other pages (L=C2-C4). In all the schemes that are described below, the system uses the measured value of the lifetime distance to predict the next lifetime distance for the page. Once, the prediction is done, we insert the currently faulted page into the appropriate bucket of the Dead-List based on this estimated value. For the remainder of the discussion, we only consider the lifetime distances measured in terms of the number of page-faults to other pages. The characterization experiments in Section 4 indicated the high predictability of Lifetime Distances. In particular, Figure 3 (b) shows that a majority of the differences between successive lifetime distances of a virtual memory page is within a bounded range (around 10) , thus indicating that simple variants of a Last-Value predictor would be sufficient in estimating lifetime distances fairly accurately.
• Static variant of Last Value Prediction (Last Static k):
In this scheme, if a page's L value was measured to be L i at the time of a page-fault, we predict that the next lifetime of the page using this scheme as, Associating multiple states allows for disabling prediction during temporary bursts and/or sequences where predictability is poor. A critical parameter in the above algorithm is the value of the threshold (LV thresh ), since it determines how aggressive or conservative a scheme is. Choosing a small value for this threshold will allow for very few predictions (conservative), and choosing a large value could potentially allow more prediction based replacements (aggressive). We find that different applications have different ranges of thresholds over which good performance is achieved, as will be shown in the next section. However, the job of determining what are best thresholds for a particular application, memory configuration and relating it to the application characteristics is beyond the scope of this paper and is the focus of our future efforts.
• EELRU: In [21] , authors propose an adaptive replacement algorithm that uses a simple online cost-benefit analysis to guide its replacement decision, that is considered to be one of the state-of-art algorithms towards addressing the performance shortcomings of LRU. Hence, we have also compared the performance of our schemes with EELRU in the subsequent evaluations.
OS-Implementable Estimation Technique
In this scheme, the OS needs to keep a counter (GL1) that keeps track of the number of page-faults that have been incurred by the application. On each page-fault, this counter (GL1) needs to be incremented. In addition, we need to associate a counter for each virtual page (CL1), (likewise, this can be stored in the unused bits of the page-table entry after suitable encoding) that is updated whenever a pagefault occurs on that page, i.e we set CL1 to the latest value of GL1 at the time of a page-fault to a page. At the time of subsequent page-faults to the same page, we can now estimate L+D as GL1-CL1. The in-kernel scheme that we propose uses this value to estimate lifetime distance of the page, that we denote as DP-Approx.
• DP-Approx: is a novel replacement algorithm that uses exponential averaging to estimate the lifetime distance.
As was mentioned earlier, since the operating system does not get control over individual memory references, any in-kernel approximation of these replacement algorithm needs to make use of OS-visible events like page-faults and replacements. Therefore, in this technique we start out by estimating the lifetime distance as L+D, and we subsequently use exponential averaging to predict the next lifetime distance as,
Unless otherwise stated, we fix the value of the parameter "a" as 0.5, which means that we give equal weights to the current measurement and previously estimated lifetimes. One may question that relying on the parameter "a" may reduce the chance of a successful implementation, but we believe that it is possible to build a more sophisticated scheme, where the value of this parameter "a" can be determined dynamically. Please note that our intent in this paper is to demonstrate a proof-of-concept strategy that can be practically realized without too much overheads, and determining the best "a" value automatically, itself is an interesting research topic that we wish to address in the future. Figure 4 plots the normalized page-faults for the static and adaptive variants of the last-value prediction based replacement algorithms for the applications, when compared to the base LRU replacement algorithm. The results for the Last static schemes that are shown in Figure 4 have the static parameter set to the following values (-10, -5, 0, +5 and +10). The results for the best performing adaptive scheme (Last dynamic at a fixed value of the threshold) are also shown in Figure 4 . The threshold values for each of the application for which the performance was relatively the best is summarized in Table 2 . From Table 2 , we observe that applications for which the Last static schemes performed well require a higher threshold for the adaptive schemes to show benefits. This can be attributed to the fact that a higher threshold value lends itself to an aggressive algorithm that predicts more often, which in turn is good for such applications as demonstrated by the good performance of the static algorithms. Analogously, applications that perform poorly with the Last static algorithm due to a high number of potentially incorrect predictions require a low value of threshold that lends itself to a conservative algorithm that predicts less often. An interesting area of research that has not been addressed here is the design of a self-tuning, adaptive algorithm that adjusts the thresholds dynamically without manual assignment, which is the focus of our future efforts. As we pointed out earlier, any replacement algorithm that predicts lifetime distances incorrectly may worsen the performance of the application, since it may cause more page-faults by replacing a page ahead of when it actually became dead. From Figure 4 , we can observe that the static variants of the predictive algorithm can significantly out-perform LRU in six of the twelve applications (IS, CG, BT, WUPWISE, MCF, SWIM), but can also degrade the performance sometimes quite significantly in the remaining six applications. It is also clear that the adaptive algorithm out-performs LRU in all the applications, thus indicating that the adaptation ensures that the performance never gets degraded badly. It must also be noted that the performance of the adaptive schemes are better than their static variant counterparts in ten of the twelve applications considered and within a factor in the remaining two applications (IS, MCF), which is also indicative that the dynamic scheme adapts itself better, and resorts to using prediction judiciously. In summary, we find that for all the applications considered an adaptive prediction-based algorithm always performs better than LRU in terms of reductions in number of page-faults, sometimes by as much as 78%. [21] proposes an adaptive replacement algorithm (EELRU) that uses the same kind of recency information as LRU and using a simple online cost-benefit analysis, they demonstrate that their algorithm out-performs LRU in the context of virtual memory systems. The basic intuition behind the EELRU technique is that, when the system notices that a large number of pages are being touched in a roughly cyclic pattern that is larger than main memory it diverges from LRU since such a pattern is known to be a worst-case scenario for LRU. In order to detect such situations, the system needs to track the number of pages that were touched since a page was last touched, which is exactly the same kind of information that LRU maintains, but EELRU maintains it for both resident and non-resident pages. Once such a situation is detected, they apply a fall-back replacement algorithm that evicts either the least-recently used page or a page from a pre-determined recency position. In the context of virtual memory systems, the EELRU approach is considered to be one of the state-of-art approaches towards improving the performance of LRU, and hence, we wished to compare the performance of our schemes with EELRU. Note that EELRU is also a simulation-based approach, and no practical approximation of it has been demonstrated thus far in an operating system. Hence, the comparison is done only with the hardware-based simulation techniques that we have proposed thus far (see Section 5.1). The first two bars for each application in Figure 5 shows the normalized page fault counts for the best performing (Last-dynamic) prediction-based replacement algorithm and EELRU with respect to perfect LRU, while the last bar shows the relative reduction in page faults of the prediction-based replacement algorithm over EELRU Therefore, greater the last bar, the better the prediction-based algorithm performs when compared to EELRU. From Figure 5 , it is clear that both the prediction-based and EELRU replacement algorithms outperform LRU for all the applications. Further, we also notice that the predictive replacement scheme outperforms EELRU in nine out of the twelve applications that we tested against, namely FT (17.49%), CG (3.84%), MG (16.19%), SP (75.56%), BT (78.18%), LU (50.43%), WUPWISE (35.36%), SWIM (38.03%) and APSI (33.78%), where the percentages in parentheses indicate the reduction in number of page-faults compared to the EELRU scheme. With the exception of GZIP, where EELRU performs dramatically better than any of our prediction schemes, we find that on the average, our scheme generates around 15% lower pagefaults than EELRU over all the applications (around 26% lower page-faults than EELRU over all applications except GZIP). It must be remembered that the predictive algorithm needs sufficient history to start prediction, and in two of the three applications (IS, GZIP) where EELRU performs better, quite a few pages are accessed exactly once which does not allow the prediction based replacement algorithm to start replacing such pages pro-actively.
Results with Predictive Replacement Techniques

Comparison with EELRU
Performance of DP-Approx
As discussed in Section 5.2, DP-Approx is an in-kernel practical, realizable implementation of the prediction-based replacement techniques. This technique uses exponential averaging of the measured (L+D) distances to estimate the lifetime distances of virtual memory pages. Please note that we have not yet implemented this algorithm in the Linux kernel, but for a fair evaluation of this scheme, we show the reduction in the number of page-faults over the actual number of page-faults reported by the default Linux kernel memory management policy (Linux implements a Machstyle active/inactive list for memory management) when running the application natively. We augmented the Linux 2.4.20 kernel with a new system call (getrusage2), along the lines of an existing system call (getrusage) that returns the number of cold and warm misses/faults. The experimental data for this study was collected on a uniprocessor Xeon-based machine running the modified Linux 2.4.20 kernel that was instructed to use a specified amount of main memory through its command line options specified in the boot-loader, and is the average over five runs of the application. Figure 6 plots the normalized reduction in the number of page faults using the DP-Approx technique in comparison to the Linux 2.4.20 kernel's page-faults. It is clear from Figure 6 that the DP-Approx technique outperforms the kernel's replacement algorithm in all but one application (APSI) by reducing page-faults by as much as 56%. We find that on the average, the DP-Approx scheme gives around 14% lower page-faults than the kernel's replacement algorithm over all the applications (18% lower page-faults than the kernel's replacement scheme over all applications except APSI).
Conclusions and Future Work
In this paper, we have presented a novel technique of tracking application's virtual memory access pattern in the operating system for pro-active memory management by replacing virtual memory pages as soon as they become dead. The contributions of this work can be summarized as follows:
• Demonstrating the sub-optimal performance of LRUlike replacement algorithms for scientific applications' access patterns from the application characteristics and fault parameters perspective and demonstrating the fact that LRU-like replacement algorithms hold onto virtual memory pages long after they are "dead".
• Characterizing the predictability of the fault parameters from an application's perspective.
• Using these parameters in conjunction with simple predictors (variants of Last-value predictors) to design a novel set of replacement algorithms.
• Evaluating the performance of these replacement algorithms on a set of 12 different memory intensive applications drawn from the NAS and SPEC 2000 application suite and concluded that a prediction-based replacement algorithm can significantly out-perform LRU by yielding as much as 78% reduction in the number of page-faults. On the average, a predictionbased replacement scheme yields around 48% reduction in page-faults in comparison to LRU.
• Evaluating and comparing the performance of our techniques with EELRU that is considered to be one of the state-of-art algorithms towards improving performance of LRU in the context of virtual memory systems and demonstrate that our predictive replacement schemes can reduce number of page-faults over EELRU in 9 of the 12 memory intensive applications with which we experimented by as much as 78%. On the average, the predictive replacement schemes yield around 15% lower page-faults than EELRU.
• Designing and implementing a novel in-kernel approximation algorithm that can estimate lifetime distances using just the parameters that an operating system can measure. On the average, this algorithm yields around 14% lower page-faults than a Linux 2.4.20 kernel's replacement algorithm and by as much as 56% reduction in the number of page-faults. This can serve as a much better alternative to approximate LRU or not recently used replacement algorithms (note that schemes such as LRU or EELRU are not implementable in practice) that are typically implemented in the kernel.
We do realize that there is a need for a more exhaustive and detailed sensitivity analysis to confirm that the replacement algorithms work well across the entire spectrum of memory configurations for all the applications. Many of the proposed schemes also depend upon parameters that needs to be tuned for good performance. For instance, the adaptive variant of the Last-Value predictor based replacement algorithm relies on the threshold value, and DP-Approx relies upon the exponential averaging constant for good performance. Consequently, an interesting avenue of research that we have not addressed in this paper is relating the application characteristics to auto-select parameters or a self-tuning algorithm that auto-tunes the parameters for good performance. We also have not explored the effects of multiprogramming and OS implementation issues (like memory space needed for prediction), which are the focus of our future research agenda. Another interesting aspect that needs investigation is a prediction-based pre-fetching mechanism similar to the replacement techniques proposed here.
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