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Cap´ıtulo 1
Introduccio´n
El campo de accio´n de las aplicaciones hypermedia, en especial el de las aplicaciones web, se encuentra
en constante evolucio´n. Muchas son las razones y entre las ma´s importantes se destacan el avance
de las tecnolog´ıas y su incorporacio´n a innumerables disciplinas. Los ejemplos sobran y entre los
ma´s comunes se encuentran los sitios web, los sistemas de gestio´n administrativa y el comercio
electro´nico. A medida que e´sto sucede, las caracter´ısticas de los requerimientos para realizar su
disen˜o e implementacio´n tambie´n evolucionan. En otras palabras, cada vez se necesita especificar
una mayor cantidad de aspectos del dominio de la aplicacio´n y entre e´stos se encuentran aquellos
que dependen del tiempo.
Nosotros entendemos que durante el proceso de desarrollo de aplicaciones hypermedia, en particular
de aplicaciones web, es imprescindible realizar la especificacio´n de cualquier aspecto temporal porque
son tan importantes como cualquier otro aspecto de la aplicacio´n. Por tal motivo, el objetivo de
este trabajo consiste en realizar la definicio´n de mecanismos u´tiles para poder especificar aspectos
temporales en la etapa de disen˜o.
1.1 Introduccio´n a Hypermedia
Para la mayor´ıa de los usuarios la experiencia ma´s cercana al uso de hypermedia es la web. Los
sitios web son un tipo de aplicaciones hypermedia que tienen como plataforma de soporte el World
Wide Web y la gran mayor´ıa no alcanza a mostrar la totalidad de las caracter´ısticas de ese tipo de
aplicaciones.
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9Dentro del marco teo´rico existen varias interpretaciones de hypermedia. La ma´s simple es aque-
lla que lo define como un tipo de aplicacio´n que permite al usuario navegar a trave´s de todo el
espacio de informacio´n del sistema de manera no lineal. Una forma de entender e´ste concepto es
usando un ejemplo que describa lo contrario como por ejemplo la organizacio´n de la informacio´n
contenida en un libro. En un libro la organizacio´n de la informacio´n es lineal por la sencilla razo´n
de que no hay manera de recorrerla por completo sino es a trave´s de la lectura secuencial de sus
cap´ıtulos. En otras palabras, en un libro existe un solo camino posible para recorrer el espacio de
informacio´n mientras que en las aplicaciones hypermedia existe ma´s de uno.
Otra interpretacio´n diferente define hypermedia como un tipo de aplicacio´n que integra hypertext
con multimedia. En e´ste se define a las aplicaciones multimedia como aquellas donde la presentacio´n
de la informacio´n se realiza usando diferentes medios como por ejemplo sonido, ima´genes, texto o
video. Ejemplos de este tipo de aplicaciones son las usadas para el aprendizaje interactivo o las
enciclopedias. Por otro lado, las aplicaciones hypertext se definen como aplicaciones que se basan en
la presentacio´n de la informacio´n a base de documentos de texto relacionados entre s´ı de manera no
lineal (hyperdocuments). Una manera abstracta de ver estas aplicaciones es mediante un conjunto
de nodos y un conjunto de enlaces. As´ı, cada nodo representa un documento y cada enlace una
relacio´n entre pares de nodos.
Las aplicaciones hypermedia reu´nen tres caracter´ısticas importantes: interactu´an con el usuario,
combinan distintos tipos de medios y poseen una estructura no lineal. Desde un punto de vista
arquitecto´nico, en una aplicacio´n hypermedia pueden convivir varias relaciones entre las entidades
de informacio´n. Por ejemplo, relaciones de significado o contexto, de secuencia lo´gica o de secuencia
temporal, y de contenido. En una aplicacio´n, cada una de e´stas relaciones se implementa mediante
links, los cuales no solamente conectan los elementos de informacio´n sino que tambie´n son usados
para que el usuario navegue cada una de las entidades. En particular, los links pueden clasificarse
en dos grandes grupos: links de estructura y links asociativos.
Dentro del grupo de los links de estructura se encuentran los que se refieren a la organizacio´n de
la informacio´n. En un libro, por ejemplo, existe una estructura lineal que va desde el comienzo
del libro hasta el final y una estructura jera´rquica que define los cap´ıtulos, las secciones, pa´rrafos,
etc. Por otro lado, dentro del grupo de los links asociativos se encuentran aquellos que instancian
sema´nticamente las relaciones entre entidades de informacio´n. El ejemplo ma´s comu´n que se ajusta a
este tipo de clasificacio´n son las referencias cruzadas de algunos libros donde se establecen relaciones
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del tipo “para ma´s informacio´n de X tema ver en Y” o los links entre pa´ginas web. La figura 1.1
muestra los diferentes tipos de link de una aplicacio´n hypermedia.
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Figura 1.1: Links estructurales, links asociativos y links de referencia.
De ambos grupos, el primero esta´ relacionado con la estructura del espacio de informacio´n mientras
que el segundo grupo esta´ relacionado con el contenido de la informacio´n. Existe un tercer grupo de-
nominado links de referencia que se desprende del grupo de links asociativos. En este se encuentran,
por ejemplo, aquellos que relacionan localmente una entidad de informacio´n con informacio´n ma´s
espec´ıfica o del mismo contexto. Un ejemplo sencillo son aquellos permiten relacionar palabras con
sus significados o los links locales de una pa´gina web. La diferencia que existe entre un link de refer-
encia y un link asociativo es que en e´ste u´ltimo las entidades relacionadas pueden existir de manera
independiente mientras que en un link de referencia las entidades son mutuamente dependientes.
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1.2 Aspectos Temporales de las Aplicaciones Hypermedia
Los aspectos temporales de las aplicaciones hypermedia pueden clasificarse en dos grandes grupos.
Dentro del primer grupo se encuentran los que aparecen en el dominio de la aplicacio´n. Ejemplos de
estos son los que se manifiestan en las aplicaciones utilizadas para el env´ıo de publicaciones a con-
gresos. En este caso, los aspectos temporales esta´n presentes al requerir que los autores env´ıen sus
publicaciones durante fechas establecidas por la aplicacio´n. Dentro del segundo grupo se encuentran
los que esta´n presentes en la interfaz del usuario. Un ejemplo donde e´stos suceden son las interfaces
gra´ficas de los museos virtuales. En este caso la informacio´n relacionada a una entidad principal del
dominio, como por ejemplo las obras e historia de un artista, se presenta utilizando diferentes tipos
de medios sincronizados en el tiempo
En la actualidad existen varios trabajos teo´ricos que estudian y comprenden los aspectos temporales
de las aplicaciones hypermedia. Por ejemplo, en [Lue98] se hace referencia a dos tipos de tiem-
po: el tiempo de presentacio´n de la interfaz del usuario y el tiempo empleado por el usuario para
comprender la informacio´n presentada por las entidades. Con el mismo objetivo, en [HvOM+99] se
argumenta la existencia de al menos tres puntos de vista para interpretar el tiempo: del autor, del
disen˜ador del sistema hypermedia y del disen˜ador del sistema multimedia. Ambos trabajos apor-
tan una gama de conceptos teo´ricos antolo´gicamente definidos que permiten identificar el concepto
de tiempo dentro de las aplicaciones hypermedia. Nosotros entendemos que durante el proceso de
desarrollo de aplicaciones hypermedia, en particular aplicaciones web, es imprescindible realizar la
especificacio´n de cualquier aspecto temporal porque e´stos son tan importantes como cualquier otro
aspecto de la aplicacio´n. Por tal motivo, consideramos necesario realizar la definicio´n de mecanismos
que ayuden a resolver este problema de disen˜o.
En la u´ltima de´cada, los me´todos de ingenier´ıa de software han evolucionado hacia el disen˜o orienta-
dos a objetos proporcionando un nivel de abstraccio´n mucho ma´s alto que los me´todos tradicionales,
agregando flexibilidad al disen˜o, y permitiendo obtener modelos simples de extender y de manten-
er. Uno de los me´todos que emplea este tipo de disen˜o es OOHDM (Object Oriented Hypermedia
Design Method) [SR95b]. Este me´todo considera el desarrollo de las aplicaciones hypermedia como
un proceso basado en cuatro fases: el disen˜o del modelo de la aplicacio´n, el disen˜o del esquema
navegacional, el disen˜o de abstracto de la interfaz del usuario y la implementacio´n. Esta divisio´n
permite desacoplar el ana´lisis del dominio de la aplicacio´n en varias capas, obtener disen˜os ma´s
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ricos, y facilitar su implementacio´n. Dado el gran aporte que realizan todas estas caracter´ısticas,
durante el desarrollo del presente trabajo emplearemos OOHDM como base para aplicar los modelos
de disen˜o propuestos.
A continuacio´n, el cap´ıtulo 2 introduce los modelos teo´ricos de tiempo ma´s conocidos de la literatura.
Luego, el cap´ıtulo 3 describe las caracter´ısticas principales de algunas aplicaciones, herramientas y
ambientes de desarrollo que implementan tales modelos.
El cap´ıtulo 4 da un breve repaso sobre las metodolog´ıas de desarrollo de aplicaciones hypermedia
ma´s utilizadas. Dado que este trabajo tiene como objetivo desarrollar un modelo de especificacio´n
de tiempo orientado a objetos, el cap´ıtulo 5 introduce los conceptos generales de OOHDM.
Los cap´ıtulos 6, 7 y 8 presentan los modelos de especificacio´n de tiempo y, para terminar, el cap´ıtulo
9 muestra algunos ejemplos de aplicacio´n.
Cap´ıtulo 2
Modelos de Tiempo
Seleccionar una adecuada representacio´n que modele el tiempo durante la etapa de especificacio´n
de una aplicacio´n hypermedia es una tarea crucial. En la actualidad se postulan diferentes clases
de modelos para representar el tiempo como componente computacional. Entre las propuestas
ma´s interesantes se encuentran los modelos Point-based, Interval-based, Axes-based, Control Flow-
based, Event-based, Petri Nets-based, Duration-based y Scripts. A continuacio´n se describen las
caracter´ısticas principales, ventajas y desventajas de cada enfoque.
2.1 Modelos Point-based
Las componentes principales de los modelos Point-based son un conjunto de operadores temporales
y eventos. Los operadores temporales se reducen a los operadores cla´sicos de comparacio´n <, >,
= y los eventos a las acciones relevantes que forman parte de la presentacio´n del documento. Este
modelo tiene dos ventajas. La primera es que el algoritmo de comparacio´n entre eventos es una
comparacio´n nume´rica de orden constante entre sus duraciones. La segunda es que para saber la
duracio´n de cada evento, so´lo se necesita realizar una operacio´n de substraccio´n entre los valores de
tiempo asignados a cualquier par de eventos consecutivos. Por otro lado, e´ste modelo requiere que
los eventos sean marcados con una referencia temporal u´nica. Esto u´ltimo es una desventaja porque
solamente es u´til para especificar aspectos temporales en aquellas aplicaciones donde cada evento
tiene una identificacio´n temporal absoluta. La figura 2.1 se muestra un ejemplo de especificacio´n.
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Figura 2.1: Especificacio´n Point-based.
Entre las aplicaciones que emplean e´ste esquema se encuentran las que manejan transacciones ban-
carias o las que registran las transacciones de bases de datos. Un aspecto importante a tener en
cuenta en e´ste modelo es el empleo de un algoritmo para el chequeo de consistencia de la especi-
ficacio´n. En este sentido, en [MS90] se propone un algoritmo que utiliza un grafo sobre el cual se
calcula el orden total de la especificacio´n.
2.2 Modelos Interval-based
En los modelos Interval-based [All83] [Hamblis 89] [Ham72] las componentes elementales son inter-
valos de tiempo y un conjunto de operadores temporales. Cada intervalo modela la duracio´n de
un evento y se especifica mediante la definicio´n de un valor inicial y valor final. Los operadores
temporales son relaciones binarias que se aplican entre intervalos. Una relacio´n puede ser paralela
(during, equals, starts, overlaps, finishes) o secuencial (meets, after). La figura 2.2 resume siete
relaciones definidas para este modelo de representacio´n [LG90].
B
A
B during A
B
A
A equals B
A
B
A starts B
A
B
A overlaps B
A
B
A ends B
A B
A after B
A B
A meets B
Figura 2.2: Operadores del modelo Interval-based.
Este modelo se desarrollo´ a partir de la necesidad de poder expresar razonamiento temporal y de-
sarrollar lo´gicas de tiempo en el a´rea de la inteligencia artificial. Su definicio´n formal se especifica
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en [All83] junto con todas las relaciones temporales y un algoritmo que calcula el orden total de
la especificacio´n. La desventaja que tiene este modelo es que no se pueden especificar escenarios
temporales donde las entidades tienen un tiempo de presentacio´n no predecible.
En [WR94] se propone el modelo Enhanced Interval-based. Este enfoque tiene sus or´ıgenes en el
modelo de relaciones de intervalos de tiempo definidas en [All83]. Las componentes principales son
operadores temporales que surgen de los patrones de comportamiento detectados en las relaciones
de intervalos de tiempo anteriormente descritas. La figura 2.3 muestra los operadores resultantes.
overlaps(S1, S2, S3), S i<>{0}
a
b
S1 S3S2
cross(S1, S2), S i<>{0}
a
b
S1 S2
a
b
S1 S2
delayed(S1, S2), Si<>{0}while(S1, S2)
a
b
S1 S2
startin (S1, S2), S i<>{0}
a
b
S1 S2
endin (S1, S2), S i<>{0}
a
b
S1 S2
coend (S1)
a
b
S1
beforeendof (S1), S i<>{0}
a
b
S1
cobegin (S1)
a
b
S1
before (S1)
a bS1
Figura 2.3: Operadores del modelo Enhanced Interval-based.
De acuerdo a su aridad, este desarrollo origina tres clases diferentes de operadores: operadores
unarios, operadores binarios y operadores ternarios. Los operadores unarios son before, cobegin,
beforeendof y coend. Los operadores binarios son while, delayed, endin y cross. El u´nico operador
ternario es overlaps. La duracio´n de cada intervalo y el para´metro Si se especifica con un valor
mayor o igual a cero. En la figura 2.4 se muestra un ejemplo de uso.
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audio1 while(0, 0) video
audio1 before(0) ri
ri before(0) p1
p1 before(0) p2
p2 before(0) p3
p3 before(0) interaction
p3 before(0) animation
animation while(2, 5)
audio2
interaction before(0) p4
Figura 2.4: Especificacio´n Enhanced Interval-based.
La ventaja que provee este modelo es que se pueden especificar interacciones del usuario y enti-
dades cuyo tiempo de presentacio´n son no predecibles. Sin embargo, la especificacio´n resultante es
compleja de entender y pueden suceder inconsistencias en tiempo de ejecucio´n [BS96]
En [DK96] se propone un modelo denominado Interval Expressions. Este enfoque se basa en los
conceptos desarrollados en [WDG95]. Las entidades que se emplean se denominan media segments
y operadores temporales.
Un media segment es un objeto multimedia tipado con comportamiento temporal inherente. Los
tipos definidos para un media segment son cuatro: multimedia tradicionales, streams multimedia,
programas o links. Los dos primeros engloban los media segment que no reciben ningu´n tipo de
interaccio´n y los dos u´ltimos los que pueden recibir interaccio´n por parte del usuario o de otro media
segment. Los media segments de tipo multimedia tradicionales presentan video, audio, texto o ima-
gen, los de tipo streams multimedia reproducen streams de teleconferencia, radio o televisio´n, los del
tipo programa contienen bloques de co´digo ejecutable por el usuario y los de tipo link referencian a
otros media segment que inician su presentacio´n al activarse el link que los referencia.
Para realizar la especificacio´n del aspecto temporal de una aplicacio´n, el autor propone interpretar
cada media segment como un intervalo de tiempo a = {t|a ≤ t ≤ pf} y emplearlo como argumento
de los operadores de intervalos tiempo. Los operadores tienen origen a partir de las relaciones que
pueden suceder entre dos intervalos de tiempo. La figura 2.5 muestra estas relaciones.
Un operador temporal puede tener como argumentos uno o muchos intervalos de tiempo y su resul-
tado es otro intervalo de tiempo. Los operadores denotan composiciones temporales dependiendo
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a
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a
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start
stop stop
start
b
a
Figura 2.5: Relaciones entre intervalos de tiempo.
de la cantidad de sus argumentos y de la forma en que se define cada operador. Los operadores se
definen de la siguiente manera:
Figura 2.6: Operadores del modelo Interval Expressions.
Una de las ventajas que presenta este modelo es que el anidamiento de operadores se puede realizar
fa´cilmente. Esto permite especificar presentaciones complejas como por ejemplo la que se muestra
en la figura 2.7 a.
Sin embargo, la composicio´n de intervalos de tiempo a trave´s de operadores no garantiza la especi-
ficacio´n de cualquier escenario temporal. Por ejemplo, la figura 2.7 b muestra un escenario que
no puede ser especificado con este enfoque. En otras palabras, la composicio´n de intervalos esta´
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(a) (a seq e) par-max (b  seq (c  equal d))
a
b
c
d
e
(b) Sin especificacion
Figura 2.7: Especificacio´n Interval Expressions.
restringida a la clase de escenarios temporales que pueden ser especificados. Temporal Nets [BZ93]
[ISO92] es uno de lo modelo apropiado para realizar ese tipo de especificaciones, sin embargo la
complejidad del modelo resultante no es fa´cil de mantener.
2.3 Modelos Axed-based
La lo´gica de los modelos Axes-based consiste en especificar la ocurrencia de eventos a lo largo de ejes
temporales. En otras palabras, cada evento que se considera importante para la presentacio´n de un
objeto se proyecta sobre ejes de tiempo. Existen dos variantes: global timer y virtual axes.
En la variante global timer la duracio´n de cada entidad que forma parte de una presentacio´n se
proyecta sobre un u´nico eje de tiempo. El eje es una representacio´n abstracta del tiempo real que
dura toda la presentacio´n. Las proyecciones de las duraciones son totalmente independientes una de
la otra. En la figura 2.8 se muestra un ejemplo.
El hecho de realizar la proyeccio´n de la duracio´n de cada una de las entidades sobre un eje de tiempo
permite abstraerse de la estructura interna de cada entidad. Por ejemplo, para especificar la pre-
sentacio´n simulta´nea de los subt´ıtulos de un video y la proyeccio´n del mismo no se requiere conocer
la estructura interna de las entidades. Sin embargo, dado que la sincronizacio´n se realiza entre
puntos fijos, podr´ıan surgir problemas si alguna de las entidades posee un tiempo de duracio´n no
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Figura 2.8: Especificacio´n Global Timer.
predecible. Adema´s, es importante tener en cuenta que e´sta variante obliga que la duracio´n de cada
presentacio´n sea dependiente del eje de tiempo. Esto puede provocar problemas en la presentacio´n de
todas las entidades en caso que el tiempo de presentacio´n de alguna de ellas se retrase o se prolongue.
La variante virtual axes es una generalizacio´n de la variante global timer. En este enfoque esta´
permitido definir la cantidad de ejes de tiempo que sean necesarios. La figura 2.9 muestra un ejem-
plo donde se especifica un eje de tiempo para los objetos que requieren interaccio´n del usuario y
otro eje de tiempo para los dema´s objetos. Este modelo posee las mismas ventajas que el anterior.
audio1
video
ri
p1 animation
audio2
p4
p2 p3
Interaction Axis
Time  Axis
Time  Axis
interaction
Figura 2.9: Especificacio´n Virtual Axes.
Adema´s, dado que esta´ permitido definir diferentes ejes de sincronizacio´n, quedan resueltos todos los
problemas de entidades con duracio´n no predecible. Sin embargo, el resultado que se obtiene es un
modelo mucho ma´s complejo y la interpretacio´n de los ejes de tiempo se convierte en un mecanismo
costoso de implementar [BS96].
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2.4 Modelos Control Flow-based
La lo´gica de este tipo de modelos consiste en definir puntos de sincronizacio´n que coordinen la
presentacio´n de entidades multimedia. Existen tres variantes: hierarchical specification y reference
points.
Las entidades trascendentales del modelo hierarchical specification [SS90] [Gro89] son acciones, op-
eraciones de sincronizacio´n y a´rboles. Una accio´n puede ser de tipo ato´mica o compuesta. Las
acciones ato´micas modelan la presentacio´n de cualquier objeto multimedia o interaccio´n del usuario
mientras que las acciones compuestas especifican una combinacio´n de operaciones de sincronizacio´n
y acciones ato´micas. Una operacio´n de sincronizacio´n establece si dos acciones ocurren de manera
secuencial o paralela. En un a´rbol una hoja representa una accio´n ato´mica y cada nodo una accio´n
compuesta. La figura 2.10 muestra un ejemplo de especificacio´n de este modelo.
Au1 Vid1
RI Pic1 Pic2 Pic3
Ani1 Ani2 Au2 Ani3 UI Pic4
RI Pic1 Pic2 Pic3
s incronizac ion secuencia l
Au1 Vid1
sincronizacion parale la
Figura 2.10: Especificacio´n Hierarchical Specification.
Este modelo es ampliamente usado porque es fa´cil de emplear y porque soporta cualquier tipo de
presentaciones que tengan duracio´n indeterminada. Sin embargo, la gran desventaja radica en que
un grupo de acciones solamente pueden ser sincronizadas en sus puntos limites. Por ejemplo, no se
puede especificar el mismo escenario que especifica overlaps del modelo de intervalos de tiempo.
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Por su parte, reference points [BHM92] [Ste90] define y emplea el concepto de puntos de referencia
para especificar escenarios temporales entre entidades. Un punto de referencia es un punto que
sen˜ala un instante inicial o final de la presentacio´n de una entidad y puede ser de tipo interno o
externo. Un punto de referencia interno es un punto que marca los l´ımites de la presentacio´n de
una unidad lo´gica [BS96]. Un punto de referencia externo es un punto que marca los l´ımites de la
presentacio´n de una entidad multimedia integrada por unidades lo´gicas.
audio1
video
ri
p1
interaction
animation
audio2
p4p2 p3
Timer
Figura 2.11: Especificacio´n Reference Point.
La especificacio´n del aspecto temporal se realiza conectando los puntos de referencia de las entidades
involucradas. Un conjunto de puntos de referencia conectados se denomina punto de sincronizacio´n.
La presentacio´n de las unidades lo´gicas que participan en el mismo punto de sincronizacio´n debe
comenzar o finalizar cuando el punto de sincronizacio´n es alcanzado. La figura 2.11 muestra un
ejemplo de especificacio´n empleando este enfoque de especificacio´n.
En las especificaciones que emplean este modelo, las relaciones temporales entre elementos mul-
timedia quedan impl´ıcitas. En otras palabras, no se necesita emplear ninguna referencia a alguna
unidad o eje de tiempo. Otra ventaja es que la presentacio´n de una entidad multimedia con tiempo de
presentacio´n no predecible puede ser integrada fa´cilmente. Una de las desventajas que se presentan
es que se necesita emplear mecanismos externos para detectar inconsistencias en la especificacio´n.
Adema´s, este modelo no provee ninguna forma de especificar demoras en la presentacio´n. En [Ste90]
se propone una solucio´n a este problema. Asimismo, dada la descripcio´n directa de relaciones entre
entidades, este modelo resulta dif´ıcil de mantener.
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2.5 Modelos Event-based y Scritps
El modelo event-based consiste en definir una grilla con el orden en que sera´n realizadas las acciones
de presentacio´n de las entidades multimedia. Una accio´n de presentacio´n se inicia a causa de la
ejecucio´n uno o varios eventos. Estos eventos pueden ser internos, como por ejemplo la finalizacio´n
de una secuencia de video, o externos, como por ejemplo la sen˜al de un timer. La figura 2.12 muestra
un ejemplo de especificacio´n.
Figura 2.12: Especificacio´n Event-based.
En este modelo es fa´cil integrar entidades interactivas. Adema´s, es simple de extender en caso que
sea necesario agregar nuevos eventos. Sin embargo, resulta dif´ıcil de manejar al especificar escenarios
temporales reales. Asimismo, la especificacio´n resultante es compleja, ardua de mantener y para la
integracio´n de elementos multimedia dependientes del tiempo es necesario emplear timers adicionales.
Los modelos de scripts son descripciones textuales que indican la manera en que deben suceder
las presentaciones de las entidades multimedia participantes [Cor90] [TGD91] [Gib91]. Los elemen-
tos principales de un script son actividades y otros scripts. Por lo general, los scripts terminan
convirtie´ndose en co´digo de algu´n lenguaje de programacio´n que importan librer´ıas con rutinas de
tiempo. Los scripts soportan tres operadores principales: presentacio´n secuencial, presentacio´n par-
alela e iteracio´n de la presentacio´n. En la figura 2.13 se muestra un ejemplo.
Este modelo permite integrar entidades dependientes del tiempo y objetos interactivos. La prin-
cipal desventaja es que en la mayor´ıa de sus aspectos este me´todo es totalmente estructurado y
poco declarativo, lo cual dificulta su empleo porque requiere que los autores tengan nociones de
programacio´n.
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Figura 2.13: Especificacio´n Script.
2.6 Modelos Petri Nets-based
En [SWD95] se propone HTSPN (Hierarchical Time Stream Petri Nets) como una extensio´n al
modelo Petri Nets [S9´5b]. Las componentes principales que componen este modelo se denominan
temporal validity intervals. Un temporal validity interval es una tripla (x, y, n) donde x es el valor
mı´nimo, n el valor nominal e y el valor ma´ximo de tiempo admisible que puede durar el procesamien-
to de una entidad asociada. Cada temporal validity interval se adjunta, como etiqueta, sobre un
arco originando as´ı el concepto de arco temporizado. Este mecanismo permite modelar, analizar,
verificar y simular formalmente una aplicacio´n multimedia distribuida [S9´5a].
Los mecanismos de especificacio´n que HTSPN provee son componentes ato´micas, componentes com-
puestas y links. Una componente ato´mica es la representacio´n abstracta de un nodo y se simboliza
mediante un place de tipo ato´mico asociado a un arco etiquetado con un temporal validity interval.
Una componente compuesta es una estructura jera´rquica basada en la composicio´n recursiva de
componentes ato´micas y otras compuestas, y se simboliza de la misma manera que una componente
ato´mica. Un link es un enlace entre componentes compuestas o ato´micas y se simboliza mediante
un place de tipo link y un arco etiquetado con un temporal validity interval. Este u´ltimo mecanismo
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introduce el concepto de link temporizado. La figura 2.14 muestra un ejemplo de especificacio´n
HTSPN.
V1
null
CL
AND
MASTER (L, t1)
[5, *, 20] [10,15, 20]
[8,10, 12]
V11
null
A11T11
AND
AND
[1, 5, 10] [2, 5, 8]
[8,10, 12]
Figura 2.14: Especificacio´n HTSPN.
El modelo HTSPN provee tres capas de especificacio´n: link synchronization layer, composite syn-
chronization layer y atomic synchronization layer. En la primer capa se especifican los mecanismos
de navegacio´n de la aplicacio´n, en la segunda los escenarios multimedia de un documento y en la
tercer capa cada una de las entidades multimedia.
El modelo Timed Petri Nets [LG91] [LG92] extiende la especificacio´n de Petri Nets agregando reglas
especificas para la especificacio´n de tiempo. Las reglas de una timed petri net son las siguientes:
• Una transicio´n se ejecuta si no contiene un token no bloqueante.
• Si una transicio´n se ejecuta, se elimina un token de cada input place y se agrega un token a
cada output place.
• Un token que es agregado a un place se bloquea mientras dure ese place.
La figura 2.15 muestra un ejemplo de especificacio´n.
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Figura 2.15: Especificacio´n Timed Petri Net.
Este modelo soporta todo tipo de especificacio´n temporal incluyendo presentaciones con duracio´n in-
determinada. Sin embargo, posee dos desventajas principales: la falta de abstraccio´n de las entidades
multimedia y la complejidad de modelo resultante.
2.7 Modelos Duration-based
Los modelos Duration-based tienen sus or´ıgenes en el a´rea de las redes de PERT. El modelo de
representacio´n que se utiliza es un grafo dirigido sin ciclos. Cada nodo modela un evento y su
etiqueta especifica un intervalo de tiempo durante el cual un evento puede empezar a ejecutarse.
Por su parte, la direccio´n de cada arista establece el orden en que dos eventos suceden y su etiqueta
sen˜ala la duracio´n entre ambos. En este esquema se destacan un nodo inicial y otro final que sen˜alan
el comienzo y el fin de la ejecucio´n de una serie de eventos. La restriccio´n que impone este modelo
es que se necesita saber por anticipado la duracio´n de cada evento. Por tal razo´n, es ampliamente
utilizado en el scheduling de aplicaciones. La figura 2.16 muestra un ejemplo de especificacio´n.
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Figura 2.16: Especificacio´n Duration-based.
En [DM87] se propone el modelo de un esquema similar. En ese caso, la representacio´n que se propone
codifica la informacio´n temporal en el d´ıgrafo empleando el concepto de temporal constraints. La
diferencia consiste en etiquetar las aristas con la duracio´n entre dos eventos en lugar de emplear la
duracio´n de un evento.
Cap´ıtulo 3
Implementaciones con Modelos de
Tiempo
La seccio´n anterior resume las caracter´ısticas, ventajas y desventajas de los principales enfoques
existentes para especificar aspectos temporales en una aplicacio´n hypermedia. Esta seccio´n describe
algunas aplicaciones, herramientas de disen˜o, esta´ndares y frameworks ma´s utilizados que implemen-
tan esos modelos; entre estos se encuentran Firefly, MHEG, HyTime, MODE, Littles Framework,
MADEUS y Temporal HTML. La mayor´ıa se componen de varias capas o niveles que incluyen es-
pecificacio´n, implementacio´n, manejo de errores, transferencia de datos, persistencia y presentacio´n.
Dado que el enfoque de este trabajo esta orientado hacia la especificacio´n del tiempo en el disen˜o de
aplicaciones hypermedia, solamente se presentara´n los detalles del nivel de especificacio´n y algunas
caracter´ısticas ba´sicas del nivel de implementacio´n. En el nivel de especificacio´n se emplean algunos
de los enfoques de especificacio´n descritos en la seccio´n anterior, mientras que en la implementacio´n
se utilizan mecanismos espec´ıficos de sincronizacio´n de manera que la implementacio´n concuerde con
lo especificado.
3.1 Firefly Document System
Firefly [BZ93] [MP93] es una aplicacio´n que sirve para disen˜ar, desarrollar y presentar aplicaciones
hypermedia incluyendo los aspectos temporales definidos entre las componentes de la interfaz del
usuario. Esta aplicacio´n se basa en la especificacio´n y composicio´n de tres entidades: media items,
temporal synchronization constraints y operation lists.
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Un media item describe el comportamiento temporal de cualquier entidad de informacio´n que pue-
da ser presentada en un documento hypermedia. Todo media item se compone de cuatro partes
principales: un media type, eventos, procedimientos y un puntero. El media type especifica el tipo
de medio que el media item representa como por ejemplo un video, una fraccio´n de audio, texto,
ima´genes, etc. Los eventos modelan los puntos en los cuales la presentacio´n del media item puede ser
sincronizada con las de otros media items y se dividen en dos tipos: sincro´nicos y asincro´nicos. Los
eventos sincro´nicos son aquellos de los cuales se conoce el tiempo de duracio´n, mientras que los even-
tos asincro´nicos son aquellos eventos cuyo tiempo de duracio´n no puede ser determinado hasta que el
media item sea presentado. Cada media item posee dos eventos elementales que sen˜alan el inicio y el
fin de su presentacio´n. Un procedimiento es una accio´n que realiza operaciones entre un media item
y sus eventos. Los procedimientos pueden ser de tres tipos: de especificacio´n de comportamiento,
de ana´lisis de tiempo y de control. Los procedimientos de especificacio´n de comportamiento dan
acceso, a trave´s de la interfaz del usuario, a la creacio´n y edicio´n de eventos del media item. Los
procedimientos de ana´lisis de tiempo proveen informacio´n de tiempo del media item al sistema para
la creacio´n del scheduling de un documento. Los procedimientos de control permiten que Firefly
controle el comportamiento de un media item mientras el documento esta siendo presentado. Por
ultimo, el puntero es una referencia lo´gica a los datos del media item.
Para especificar los aspectos temporales de un documento, los me´todos que se utilizan son del
tipo event-based empleando temporal synchronization constraints. Un temporal synchronization
constraint es una especificacio´n de tiempo entre dos eventos. Firefly admite dos tipos de temporal
synchronization constraints: temporal equalities y temporal inequalities. Temporal equalities son
restricciones temporales que especifican que dos eventos sucedan simulta´neamente o que uno suceda
antes que otro con una diferencia de tiempo fija. Mientras que temporal inequalities son restricciones
temporales que especifican que un evento suceda antes que otro dentro de un rango de tiempo o bien
que un evento suceda en algu´n momento antes que otro evento. En otras palabras el primer tipo de
restriccio´n especifica sincronizacio´n concreta y el segundo tipo especifica sincronizacio´n tentativa.
Las operation lists controlan la presentacio´n de un documento. Cada operation list se compone
de dos partes: una lista ordenada de operaciones que pueden o no modificar el tiempo de pre-
sentacio´n entre dos eventos y un puntero al evento con el cual la lista esta asociada.
Firelfy se compone de un mecanismo para especificar documentos construyendo grafos. Cada nodo
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de un grafo representa un evento en un media item y cada arista un temporal synchronization con-
straint. Adema´s, para la edicio´n de media items, Firefly se adapta al empleo de algunos editores
de texto, ima´genes, video y sonido del mercado. El scheduling consiste de una lista ordenada de
comandos que el sistema utiliza para controlar la presentacio´n de los media items.
3.2 MHEG
MHEG (Multimedia and Hypermedia Expert Group) [Ech98] define un formato esta´ndar para la
representacio´n y codificacio´n de entidades multimedia y hypermedia. La definicio´n del esta´ndar se
compone de un conjunto de clases de objetos predefinidas, un ambiente de ejecucio´n, un espacio de
coordenadas virtual y un eje de tiempo. Entre las clases de objetos predefinidos ma´s importantes
se encuentran: Content, Composite, Action, Link y Script. El espacio de coordenadas virtual que
especifica la posicio´n de las entidades multimedia dentro del documento y se compone de un eje de
latitud, un eje de longitud y un eje de altura (X, Y, Z). La especificacio´n de los aspectos temporales
de un documento se lleva a cabo empleando me´todos axes-based o event-based.
Para especificar escenarios temporales empleando un enfoque axed-based se proyectan todos los
objetos que forman parte de la presentacio´n sobre el eje de tiempo. La unidad de medida que em-
plea este eje se denomina GTU (Generic Time Unit). Para cualquier aplicacio´n que se implemente
empleando MHEG, el disen˜ador especifica si quiere mapear cada unidad GTU a una unidad PTU
(Physical Time Unit) o a un milisegundo. De otro modo, para especificar escenarios temporales
empleando un enfoque event-based, se utilizan instancias de la clase Link, condiciones y eventos. La
lo´gica de esta alternativa es activar el link y ejecutar sus acciones asociadas cuando la condicio´n se
cumple.
3.3 HyTime
HyTime [ISO92] es una aplicacio´n SGML (Standarized General Markup Language) [65] que define un
formato esta´ndar para representar entidades hypermedia de manera estructurada. Contrariamente
a lo que sucede en MHEG, HyTime no codifica ni formatea ninguna entidad multimedia. HyTime
provee un framework para especificar relaciones entre las entidades que componen un documento
hypermedia. Adema´s, incluye mecanismos que sirven para identificar puntos internos de una enti-
dad, facilidades para conectar entidades mediante links y especificaciones para describir relaciones
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de espacio y tiempo entre las entidades que forman un documento.
HyTime define la sema´ntica de seis mo´dulos diferentes necesarios para realizar la implementacio´n
de una aplicacio´n hypermedia. Estos mo´dulos son: Base Module, Measurement Module, Location
Address Module, Scheduling Module, Hyperlink Module y Rendition Module.
Para especificar los aspectos temporales de un documento, el me´todo que se utiliza es del tipo
axes-based y el mo´dulo donde se especifican estas caracter´ısticas es el Scheduling Module. Este
mo´dulo posiciona las entidades multimedia que forman parte de la presentacio´n en espacios de co-
ordenadas de dimensio´n finita (FCS). Cada uno de estos espacios se compone de una coleccio´n de
ejes de tiempo que se especifican en la etapa de disen˜o de la aplicacio´n. Las unidades de medida con
que trabajan los ejes se definen en el Measurement Module.
HyTime no manipula directamente las entidades multimedia que componen el documento. En su
lugar, se emplean otras entidades denominadas eventos que encapsulan entidades multimedia y es-
pecifican las propiedades necesarias para realizar su presentacio´n y localizacio´n dentro de un (FCS).
3.4 MODE
MODE (Multimedia Objects in a Distributed Environment) [Bla93] es una aplicacio´n desarrollada
en la Universidad de Karlsru¨he. MODE provee un servicio distribuido de presentaciones multimedia
que comparte un modelo multimedia y un grupo de especificaciones de sincronizacio´n. Adema´s, por
ser una aplicacio´n distribuida, tambie´n contiene informacio´n referida a redes y unidades remotas.
Las componentes principales de MODE son las siguientes: Synchronization Editor, MODE Server
Manager, Local Synchronizer y Optimizer.
El me´todo que se utiliza para especificar los aspectos temporales de un documento es del tipo refer-
ence point-based extendido [BS96]. Las extensiones agregadas permiten utilizar intervalos de tiempo
y especificar entidades multimedia con tiempo de duracio´n.
La especificacio´n del aspecto temporal de las entidades multimedia que conforman un documen-
to especificado con MODE se realiza en el Synchronization Editor y se almacena en formato textual
escrito en un lenguaje denominado Synchronization Description Language. Dado el modelo de es-
pecificacio´n subyacente, MODE hace diferencia entre la presentacio´n de objetos dina´micos y la
presentacio´n de objetos esta´ticos. En la presentacio´n de entidades multimedia dina´micas, e´stas son
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consideradas como una composicio´n secuencial de unidades lo´gicas y el ı´ndice de cada presentacio´n
es un punto de referencia, mientras que en la presentacio´n de entidades esta´ticas el ı´ndice son dos
puntos de referencia.
La componente Local Synchronizer realiza las presentaciones de acuerdo a lo especificado en el Syn-
chronization Editor empleando threads y un esquema de prioridades. La sincronizacio´n entre los
threads se realiza utilizando mecanismos de sen˜alizacio´n.
3.5 Littles Framework
Este framework fue desarrollado en la Universidad de Boston [LG90] [LPL95] y se compone de cu-
atro me´todos principales: un me´todo para la especificacio´n de sincronizacio´n, un me´todo para la
representacio´n de entidades multimedia, un me´todo para el control de acceso temporal y un me´todo
para la sincronizacio´n de entidades multimedia en tiempo de ejecucio´n. Adema´s, permite realizar la
presentacio´n de documentos compuestos por entidades multimedia locales o remotas.
Los me´todos de especificacio´n de los aspectos temporales que utiliza el framework son del tipo
petri nets-based y global timer-based. Para administrar las entidades que componen el documen-
to y realizar su presentacio´n, el framework utiliza mecanismos de scheduling esta´tico y dina´mico.
Adema´s, el scheduling esta´tico junto con otros dispositivos de transferencia de datos son emplea-
dos para resolver, por ejemplo, problemas causados por el tipo de almacenamiento, comunicacio´n
o procesamiento de entidades locales o remotas. Por su parte, el scheduling dina´mico tambie´n se
encarga de resolver problemas que surgen a causa de cambios en el entorno de presentacio´n o la
ejecucio´n de comandos que alteran, por ejemplo, la velocidad de la presentacio´n de un video.
3.6 MADEUS
MADEUS [JL+98] es una herramienta desarrollada para disen˜ar documentos multimedia. Un docu-
mento MADEUS se compone de un conjunto de tags que describen entidades multimedia y relaciones
temporales [Lay96]. Para especificar los aspectos temporales de un documento, el me´todo que se uti-
liza en la etapa de especificacio´n es del tipo temporal constraint networks [DMP91] extendido. Las
extensiones agregadas por MADEUS son: additional labelling, causality relations, spatio-temporal
actions y hyperlink basic objects.
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Additional labelling agrega sema´ntica a las aristas para que modelen presentaciones con tiempo
no predecible o predecible. Causality relations es una nueva propiedad agregada a los nodos para
especificar relaciones del tipo master-slave. Spatio-temporal actions es un conjunto de propiedades y
acciones que ayudan a especificar los instantes en que un nodo puede aparecer o desaparecer, durante
la presentacio´n del documento, independientemente de la duracio´n de su presentacio´n. Los objetos
del tipo hyperlink permiten enlazar diferentes presentaciones multimedia. La manera en que estos
se agregan al me´todo es como intervalos de tiempo modelando as´ı el periodo de tiempo durante el
cual esta´n disponibles.
La arquitectura de MADEUS se compone de cuatro niveles diferentes: specification level, sched-
uler level, execution mediator level y object level. Specification level provee al sistema un lenguaje
de especificacio´n simple y altamente expresivo para especificar relaciones temporales necesarias en-
tre entidades multimedia. Adema´s, este nivel proporciona un parser y un translator. El primero
convierte la especificacio´n en una representacio´n interna de la herramienta sobre la cual se realizan
chequeos de consistencia de la especificacio´n. El translator convierte la representacio´n resultante del
parser en un formato apto para ser almacenado. Scheduler level maneja la sincronizacio´n especifi-
cada entre las entidades multimedia del documento. Execution mediator level entrega los estados
de las entidades multimedia al scheduler level como por ejemplo el tiempo de presentacio´n. Object
level maneja las acciones que reciben y ejecutan cada entidad multimedia. En [JL+98] se da una
descripcio´n ma´s detallada de cada uno de los niveles que forman parte de esta aplicacio´n.
3.7 HTML Extendido
En [RD97]se define Temporal Extensions to HTML para especificar y reproducir presentaciones mul-
timedia sincronizadas en la web. La especificacio´n de los aspectos temporales de un documento se
realiza empleando un paradigma funcional derivado del modelo temporal point nets. La extensio´n
que se realiza a HTML consiste en agregar hypertime links, time bases y dynamic layouts.
Un hypertime link es un enlace temporal que liga, como cualquier link, un origen con un desti-
no con la diferencia de que este nuevo tipo de link posee una sema´ntica temporal expl´ıcita: relaciona
dos entidades multimedia y asigna el instante de tiempo del nodo origen al nodo destino. Un hyper-
time link puede iniciar o finalizar la presentacio´n de una entidad multimedia. La activacio´n de un
hypertime link es impl´ıcita en el sentido que no se requiere la interaccio´n por parte del usuario.
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Un time base es un espacio de tiempo que contiene todas las entidades que esta´n afectadas por
una misma relacio´n. En otras palabras, un time base especifica un conjunto de entidades a sin-
cronizar, cual es el tipo de sincronizacio´n que existe entre ellas y de que manera se lleva a cabo tal
sincronizacio´n. Un time base puede ser visto como un espacio de tiempo en el cual las entidades
multimedia se comportan de manera ideal. Dado que tal escenario no existe, un time base emplea
dos formas posibles de sincronizacio´n entre entidades multimedia: master-slave y synchronization
points. Por u´ltimo, un dynamic layout se define como una entidad multimedia que encapsula frames
(regiones de un documento). Su responsabilidad es definir el comportamiento temporal del layout de
la aplicacio´n. Al igual que en HTML, los frames pueden estar junto con otras entidades e inclusive
contener otros frames, definiendo as´ı espacios con comportamiento temporal anidados.
Para respaldar el modelo recientemente descrito en algunos trabajos se define una arquitectura com-
puesta por tres partes: synchronizable objects, synchronization events y synchronization managers.
La primer componente implementa entidades multimedia con funcionalidades de sincronizacio´n. La
segunda componente realiza la implementacio´n de hypertime links. Y la u´ltima componente im-
plementa time bases, es decir que maneja un conjunto de sychronizable objects que pertenecen al
mismo time base. En [Rousseau98] se describe detalladamente cada una de las componentes de la
arquitectura.
Cap´ıtulo 4
Disen˜o de Aplicaciones
Hypermedia
Existen diversas metodolog´ıas y modelos que pueden ser empleados para el desarrollo de aplicaciones
hypermedia. La mayor´ıa utiliza te´cnicas de disen˜o entidad relacio´n o principios de disen˜o orientado a
objetos. Entre las que emplean modelos entidad relacio´n las ma´s importantes son HDM (Hypermedia
Design Model) [GPS93] y RMM (Relationship Management Methodology) [ISB91]. Entre las que
emplean principios de disen˜o orientado a objetos las ma´s importantes son EORM (Enhanced Object-
Relationship Model) [Lan94] y OOHDM (Object Oriented Hypermedia Design Method) [SR95b]. A
continuacio´n se describen las caracter´ısticas y los aspectos principales de cada una de ellas.
4.1 HDM
Hypermedia Design Model tiene sus fundamentos en el modelo de disen˜o E-R, extiende el concepto
de entidad e introduce las primitivas unidad y link. A diferencia de las entidades usadas en el modelo
E-R, las entidades de HDM poseen una estructura interna y sema´ntica.
Una entidad se define como una jerarqu´ıa de componentes que se componen de unidades. La
sema´ntica de una entidad indica la manera en que sucedera´ la navegacio´n y la forma en que se
visualizara´ la informacio´n contenida en la entidad. Las entidades se dividen en dos tipos: entidades
de aplicacio´n y entidades de outline. Una de las diferencias que existe entre ambas es que las en-
tidades de outline sirven para proveer acceso a las entidades de aplicacio´n. En HDM existen tres
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tipos diferentes de links: links de estructura, links de perspectiva y links de aplicacio´n. Los links de
estructura se utilizan para conectar componentes, los links de aplicacio´n para conectar entidades, y
los links de perspectiva para conectar entidades y componentes de cualquier tipo.
HDM no es una metodolog´ıa de disen˜o, sino ma´s bien un modelo de disen˜o que puede ser utilizado
para describir y analizar aplicaciones hypermedia. En otras palabras, HDM provee un framework
para el desarrollo de aplicaciones hypermedia pero no especifica ningu´n proceso de disen˜o.
4.2 RMM
Relationship Management Methodology fue desarrollado por un grupo de investigadores entre que
se encuentran Isakowitz, Stohr, Balasubramanian y Diaz. El resultado de este trabajo de investi-
gacio´n es una metodolog´ıa para el disen˜o de aplicaciones hypermedia que se basa en la combinacio´n
del modelo entidad-relacio´n y algunos conceptos de HDM y RMDM ligeramente adaptados. Esta
metodolog´ıa especifica el desarrollo de una aplicacio´n hypermedia en siete etapas: E-R design, slice
design, navigational design, protocol conversion design, user interface design, run-time behavior de-
sign, y construction and testing.
La primer etapa consiste en identificar las entidades y relaciones existentes en el dominio de la
aplicacio´n. El resultado es un esquema entidad-relacio´n y su desarrollo consiste en identificar la
informacio´n y la estructura inherente del dominio de la aplicacio´n. En la segunda etapa se estable-
cen dos aspectos de la informacio´n contenida en la aplicacio´n: su modo de presentacio´n y la forma
de acceso. El primero define la manera en que la informacio´n de la aplicacio´n sera´ presentada al
usuario, mientras que el segundo aspecto define la forma en que la informacio´n sera´ accedida. Para
lograr ambos objetivos se emplean slice (entidades de RMDM) que sirven para agrupar los atrib-
utos de las entidades que sera´n presentados. En el disen˜o navegacional de RMM se especifican los
caminos que sean necesarios para poder recorrer las entidades del esquema de la primer etapa. La
especificacio´n de estos caminos se realiza mediante el uso de las primitivas de RMDM: link, grouping
(menues), index, guided tour e indexed guided tour. En la cuarta etapa, se define un conjunto de
reglas de conversio´n para transformar cada elemento de RMDM en un objeto concreto del ambiente
de implementacio´n. Por ejemplo, si se requiere implementar la aplicacio´n en la plataforma web
entonces debe ser definido un conjunto de reglas que traduzca cada slice a documentos HTML. En
la quinta fase, cada objeto que aparece en el esquema RMDM es utilizado como base para el disen˜o
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de las componentes visuales de la interfaz del usuario. Se definen algunos aspectos como la visual-
izacio´n de las anclas, visualizacio´n de los botones, posicionamiento de videos e ima´genes, etc. En la
anteu´ltima etapa se considera la funcionalidad que implementara´ el comportamiento de la aplicacio´n
en tiempo de ejecucio´n. Si por ejemplo se esta´ desarrollando un website se deben tomar en cuenta
algunos aspectos como el historial de pa´ginas, la inclusio´n de motores de bu´squeda, el empleo de
pa´ginas esta´ticas o pa´ginas dina´micas, etc. En la u´ltima etapa se implementa toda la aplicacio´n y
se realizan los test necesarios. En este aspecto, RMM no da ninguna especificacio´n al respecto por
ser totalmente dependiente de la tecnolog´ıa y la plataforma a emplear.
En la actualidad existen herramientas case que soportan los pasos especificados por RMM. Entre
ellas se encuentran RM-Case (Relation Management Case Tool) [DIMG95] utilizada para realizar el
desarrollo de aplicaciones web.
4.3 EORM
Enhanced Object-Relationship Model es un proceso de desarrollo iterativo que utiliza las primitivas
empleadas en el disen˜o de aplicaciones orientadas a objetos enriquecidas con relaciones entre objetos.
Este modelo de desarrollo se basa en el empleo de tres frameworks: class framework, composition
framework y GUI framework.
El class framework consiste de una biblioteca de clases reutilizable. Para realizar la identificacio´n de
las clases necesarias de la aplicacio´n se utilizan las te´cnicas esta´ndar de disen˜o orientado a objetos.
El composition framework consiste de una biblioteca de clases link. Esta biblioteca permite que los
usuarios utilicen las clases (links) predefinidas y las extiendan v´ıa mecanismo de herencia. Entre
las clases link ba´sicas se encuentran: SimpleLink, NavigationalLink, NodeToNode, SpanToNode,
StructureLink, SetLink, ListLink. El u´ltimo paso de esta metodolog´ıa consiste en el disen˜o de la
interfaz gra´fica del usuario empleando elementos del GUI framework. En esta fase deben quedar
determinadas las ventanas, el tipo de presentacio´n que sera´ mostrada en cada ventana, la forma en
que sera´n presentados los atributos, las funcionalidades de cada objeto visual, etc.
Para desarrollar aplicaciones hypermedia usando este me´todo puede emplearse ONTOS Studio. Es-
ta herramienta case provee una interfaz gra´fica que genera co´digo C++ que implementa el modelo
hypermedia especificado.
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4.4 OOHDM
Object Oriented Hypermedia Method considera al desarrollo de una aplicacio´n hypermedia como un
proceso basado en cuatro fases: disen˜o del esquema conceptual, disen˜o del esquema navegacional,
disen˜o de la interfaz abstracta e implementacio´n.
El resultado de la primer etapa es el disen˜o de un modelo orientado a objetos del dominio de la
aplicacio´n. Para su especificacio´n se utilizan las primitivas de disen˜o orientado a objetos esta´ndar
con el agregado de relaciones y atributos. Como sucede en cualquier disen˜o orientado a objetos, los
mecanismos de especificacio´n empleados en esta etapa son clases conceptuales basadas en agregacio´n
y jerarqu´ıas de clases.
En el disen˜o del esquema navegacional se especifican, de acuerdo a los tipos de usuario que tendra´
la aplicacio´n, caminos sobre el esquema conceptual. Los artefactos empleados en este esquema son
contextos navegacionales, nodos, aristas y aspectos dina´micos de navegacio´n.
El disen˜o de la interfaz del usuario se define de manera abstracta. En esta etapa se especifican las
interacciones entre los objetos de la interfaz, los objetos del dominio que sera´n visualizados y las
transformaciones que pueda realizar la interfaz.
Finalmente, en la etapa de implementacio´n, se realiza el mapeo de los objetos de los esquemas pre-
vios a objetos concretos. Existen diversas plataformas de implementacio´n y herramientas case que
facilitan el desarrollo de una especificacio´n OOHDM. Entre las plataformas se encuentran Hypercard
[Com89], Toolbook y Microcosm [HDH96] y entre las herramientas se encuentran WCML [GSG99].
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Figura 4.1: Caracter´ısticas de HDM, RMM, EORM y OOHDM.
La figura 4.1 presenta un cuadro que resume las fases de disen˜o, las te´cnicas empleadas y las her-
ramientas disponibles para desarrollar aplicaciones con cada una de las metodolog´ıas mencionadas.
Para el desarrollo de este trabajo nos inclinamos por el empleo de OOHDM porque provee la defini-
cio´n de un modelo de la aplicacio´n desacoplado del esquema navegacional y este de la interfaz del
usuario posibilitando as´ı realizar un mantenimiento sencillo y una fa´cil comprensio´n y ana´lisis de
la aplicacio´n. Adema´s, su perfil orientado a objetos brinda facilidad para realizar cualquier tipo de
extensio´n a la aplicacio´n.
Cap´ıtulo 5
Introduccio´n a OOHDM
OOHDM (Object Oriented Hypermedia Design Method) [SR95b] es un me´todo de ingenier´ıa de
software que considera al desarrollo de una aplicacio´n hypermedia como un proceso de cuatro fases:
disen˜o del esquema conceptual, disen˜o del esquema navegacional, disen˜o de la interfaz abstracta del
usuario e implementacio´n. A continuacio´n se describe sinte´ticamente cada una de estas fases.
5.1 Esquema Conceptual
El desarrollo del esquema conceptual de la aplicacio´n es la primera etapa de la metodolog´ıa. Esta
fase consiste en realizar el disen˜o de un modelo del dominio de la aplicacio´n utilizando los principios
de disen˜o de aplicaciones orientadas a objetos [RBP+91] con el agregado de algunas primitivas tales
como atributos y subsistemas.
En esta etapa, se definen clases conceptuales utilizando mecanismos de agregacio´n y jerarqu´ıas de
generalizacio´n/especializacio´n sin tener en cuenta los tipos de usuarios que tendra´ la aplicacio´n ni sus
funcionalidades. Los objetos y clases definidos en el esquema se unen entre s´ı mediante relaciones.
Dado que los objetos son instancias de clases, el empleo de relaciones entre clases abstrae la relacio´n
entre objetos. La definicio´n de subsistemas se basa en abstracciones de sistemas complejos. Cada
uno de estos puede tener uno o varios puntos de entrada y, al igual que las relaciones entre clases,
tambie´n pueden existir relaciones entre clases y subsistemas. Los atributos representan propiedades
intr´ınsecas o conceptuales de los objetos, pueden ser de clases o de relaciones y adema´s tipados. El
tipo del atributo representa una relacio´n impl´ıcita, una apariencia visual o una apariencia reto´rica.
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5.2 Esquema Navegacional
La navegacio´n es una las principales caracter´ısticas de una aplicacio´n web y por tal motivo OOHDM
considera a esta fase como la etapa crucial. En el transcurso de esta etapa se definen los objetos
navegacionales que la componen y se especifican los diferentes caminos que pueden recorrer el es-
quema conceptual. La definicio´n de estos caminos es importante porque de esta manera se mapea
una forma diferente de recorrer el espacio de informacio´n. Dado que estos caminos se obtienen a
partir del mismo esquema conceptual, se dice que cada uno de ellos actu´a como un observador del
dominio.
Al realizar el disen˜o del esquema que corresponde a esta etapa se consideran los siguientes as-
pectos: los objetos que podra´n ser navegados, la relacio´n existente entre los objetos navegables y
los del esquema conceptual, la estructura subyacente de navegacio´n, los contextos por los cuales el
usuario navegara´, la apariencia que tendra´n los objetos navegables y los efectos que pueden apare-
cer al navegar de un objeto a otro. Todos estos aspectos quedan definidos al especificar contextos
navegacionales, nodos, aristas y aspectos dina´micos de la navegacio´n.
Los contextos navegacionales describen la estructura navegacional general de la aplicacio´n hyper-
media [SR95a]. Cada contexto esta´ compuesto por un conjunto de nodos, aristas y otros contextos
navegacionales anidados. Sus funciones principales son auxiliar a la organizacio´n de los objetos nave-
gables y establecer espacios navegacionales consistentes. Ambas funcionalidades ayudan a disminuir
las posibilidades de que el usuario pierda la orientacio´n dentro del hiperespacio.
Los nodos y las aristas especifican los objetos que sera´n visibles por los usuarios. Los nodos repre-
sentan ”ventanas”lo´gicas sobre las clases definidas en el esquema conceptual mientras que las aristas
son derivaciones de las relaciones conceptuales. Los nodos pueden ser ato´micos o compuestos, son
descritos a trave´s de atributos y anclas en el caso de ser ato´micos y como un conjunto de nodos
componentes en el caso de ser compuestos. Al ser inmersos dentro de los contextos navegacionales,
se define un conjunto de clases decoradoras que adaptan cada nodo en el contexto necesario. Las
aristas relacionan objetos navegables y establecen relaciones de cardinalidad uno a uno o uno a
muchos. El resultado de la traves´ıa de una arista se expresa mediante la definicio´n de una sema´ntica
navegacional como comportamiento de la arista. Otras estructuras de acceso, como ı´ndices, tambie´n
son definidas como clases y se presentan como nodos alternativos para navegar la aplicacio´n.
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Si bien los nodos, las aristas y los contextos navegacionales definen una estructura esta´tica dentro
de la aplicacio´n hypermedia, en este esquema tambie´n se especifican aspectos dina´micos de la nave-
gacio´n. Para tal objetivo se emplean Diagramas de Navegacio´n. Este modelo se basa en la definicio´n
de ma´quinas de estado [HPSS87] en el cual se muestran las transformaciones suscitadas en el estado
del espacio navegacional.
5.3 Interfaz Abstracta
Durante el disen˜o de la interfaz abstracta, se define el modelo de la interfaz del usuario. En esta
etapa se especifican las interacciones entre los objetos de la interfaz, los objetos del dominio que
sera´n visualizados y las transformaciones que pueda realizar la interfaz. En te´rminos ma´s concretos,
se especifican los siguientes aspectos: la apariencia de cada objeto navegable que sera´ percibido por
el usuario (figura, texto, etc.), los objetos propios de la interfaz (botones, menu´s, etc.), las relaciones
entre los objetos de la interfaz y los objetos navegables, las transformaciones que suceden por el efec-
to de la navegacio´n o de eventos externos y la sincronizacio´n entre los objetos que forman la interfaz.
Las entidades empleadas para la especificacio´n de los aspectos mencionados se llaman ADV (Abstract
Data View). Tales entidades son objetos abstractos que poseen un estado interno y un protocolo de
comunicacio´n sin implementacio´n [CMHCL94] [CILS93] [CL95]. Un ADV incluye un conjunto de
atributos y un conjunto de eventos. Cada atributo define un estilo espec´ıfico como por ejemplo su
posicio´n dentro del documento, color o sonido y cada evento especifica un canal de comunicacio´n para
”recibir”los eventos generados por los usuarios. En la especificacio´n de la interfaz, un ADV puede
ser compuesto por otros ADVs mediante relaciones de agregacio´n o composicio´n, lo cual permite es-
pecificar una interfaz usando objetos anidados. Un ADV tambie´n puede ser subclasificado en clases
de generalizacio´n/especializacio´n proveyendo as´ı una estructura poderosa para definir jerarqu´ıas de
objetos de interfaz.
5.4 Implementacio´n
En la etapa de implementacio´n se realiza el mapeo de los objetos de los esquemas anteriores a objetos
concretos de un lenguaje. Existen diversas plataformas de implementacio´n y herramientas case que
facilitan el desarrollo. Entre las plataformas se encuentran Hypercard, Toolbook y Microcosm y
entre las herramientas se encuentran WCML que provee un framework de componentes XML y una
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compilador que al interpretar las componentes generan co´digo en HTML.
Figura 5.1: Las cuatro fases de OOHDM.
La figura 5.1 muestra un cuadro que sintetiza las entidades empleadas en cada fase, los mecanismos
de disen˜o que se utilizan y la descripcio´n de cada actividad.
Cap´ıtulo 6
El Tiempo en la Interfaz del
Usuario
La interfaz del usuario de una aplicacio´n hypermedia se compone, entre otras cosas, de entidades o
elementos multimedia encargados de mostrar, de acuerdo a su tipo, la informacio´n contenida en el
sistema. Estas entidades tienen como soporte de contencio´n los documentos de la aplicacio´n y son
presentadas al usuario a medida que recorre los contextos navegacionales de la aplicacio´n.
La manera en que se realiza la presentacio´n de las entidades multimedia puede ser interpretada de
varias formas. Una de ellas es suponer que el documento posee un comportamiento que administra
su propia presentacio´n y la de todas sus componentes. Otra interpretacio´n de lo mismo es suponer
que el documento delega a otra componente de software la responsabilidad de administrar todas
acciones de visualizacio´n. Una interpretacio´n ma´s consistente es suponer que existe un grupo de
componentes que interactu´an entre s´ı para coordinar la presentacio´n de las entidades multimedia
que conforman el documento.
El primer enfoque proyecta al documento como si fuera una entidad inteligente capaz de contener
y administrar cualquier tipo de presentaciones. El segundo lo muestra como una entidad de re-
sponsabilidades limitadas que colabora con un scheduler o administrador de entidades multimedia.
Mientras que el tercer enfoque es ma´s robusto porque agrega contenido y adema´s desacopla la re-
sponsabilidad de realizar la presentacio´n hacia otras componentes. De todas, la tercer interpretacio´n
es la ma´s apropiada porque da forma a una arquitectura de componentes robusta cuyo objetivo es
realizar la presentacio´n de las entidades del documento. La figura 6.1 muestra las tres interpreta-
ciones.
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Figura 6.1: Tres formas de interpretar la visualizacio´n de entidades multimedia.
En base al u´ltimo enfoque, en la siguiente seccio´n se analiza cual es el modelo teo´rico apropiado para
especificar, en la etapa de disen˜o, los aspectos temporales de la interfaz del usuario. A continuacio´n
se analizara´n distintos tipos de escenarios temporales que pueden suceder entre las entidades multi-
media de un documento hypermedia. En e´stos se consideran las interacciones que se llevan a cabo
entre entidades que comparten la misma posicio´n y las que tienen lugar entre entidades multimedia
localizadas en diferentes posiciones. Luego se propondra´ una arquitectura de software orientado a
objetos para especificar los aspectos temporales de la interfaz del usuario en la etapa de disen˜o de
una aplicacio´n hypermedia.
6.1 Eleccio´n del Modelo de Tiempo
Los modelos de especificacio´n de tiempo ma´s empleados en la etapa de disen˜o de las aplicaciones
multimedia son los modelos point-based y los modelos interval-based. En los primeros la unidad
elemental de especificacio´n es un punto del espacio de tiempo que refleja cada evento que sucede
en la presentacio´n. En los modelos interval-based las entidades elementales de especificacio´n son
intervalos que se relacionan mediante las relaciones mostradas en la figura 6.2.
Algunos trabajos utilizan un punto de vista post implementacio´n al momento de realizar una mi-
rada cr´ıtica sobre los modelos de especificacio´n de aspectos temporales. En particular, en [DK96]
se menciona que el empleo de las relaciones de intervalos de tiempo son un inconveniente porque
no ayudan a especificar relaciones entre intervalos que poseen duraciones de tiempo desconocidas.
45
B
A
A equals B
A
B
A overlaps B
A
B
A starts B
f inishBefore
A B
A after B
delayFor
A B
A meets B
f inishBeforestartAfter
B
A
B during A
startAfter
A
B
A ends B
Figura 6.2: Relaciones de intervalos de tiempo.
Adema´s, tambie´n se hace referencia al cara´cter poco descriptivo de las relaciones como otro gran
problema. Esto u´ltimo se debe a que las relaciones pueden expresar una configuracio´n esta´tica de
intervalos pero no una relacio´n casual o funcional entre los mismos.
Nosotros sostenemos que los aspectos temporales deben ser especificados en la etapa de disen˜o
y no interpretados luego de la implementacio´n de la aplicacio´n. Por tal motivo, desde el punto de
vista del disen˜o, opinamos que las relaciones de intervalos de Allen son ma´s que apropiadas para
especificar escenarios temporales en la etapa de disen˜o de la aplicacio´n y que adema´s describen tres
caracter´ısticas muy importantes: de que manera se ejecutan los intervalos, por cuanto tiempo los
intervalos son ejecutados y en que momento cada intervalo comienza (o finaliza) su ejecucio´n durante
la relacio´n. La primera y tercera caracter´ıstica esta´n fuertemente relacionadas y pueden ser vistas
como un mecanismo ato´mico de sincronizacio´n. Por ejemplo, la relacio´n MEETS especifica que el
intervalo B se ejecuta inmediatamente a continuacio´n del A (sin tiempo de demora entre la pre-
sentacio´n de ambos). La segunda caracter´ıstica puede ser considerada como un atributo propio del
intervalo porque solamente especifica el tiempo durante el cual se realiza una accio´n. A lo largo del
trabajo nos referiremos a ese mecanismo de sincronizacio´n con el te´rmino synchronization constraint.
En base a lo expuesto anteriormente, proponemos usar el modelo interval-based y, para agregar
flexibilidad al disen˜o, emplear un enfoque orientado a objetos. Esto nos permitira´ desacoplar las
tres caracter´ısticas anteriormente mencionadas y encapsularlas en clases, objetos, atributos, men-
sajes y jerarqu´ıas de clases.
6.2 Intra e Inter Frame Synchronization
Durante la presentacio´n de un documento hypermedia se puede advertir la existencia de algunos
aspectos temporales inherentes a la presentacio´n. Dos de estos aspectos son la manera y el orden
en que ocurren las presentaciones de los elementos multimedia. Dado que es importante que estas
caracter´ısticas sean especificadas en el transcurso de la etapa de disen˜o, en esta seccio´n se estudian
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dos escenarios de presentacio´n de los documentos hypermedia. El primero de ellos analiza el caso
en que los elementos multimedia comparten la misma posicio´n del documento. Mientras que el
segundo comprende el caso en que los elementos multimedia esta´n situados en diferentes posiciones
del mismo documento. Llamaremos Intra Frame Synchronization al primer escenario e Inter Frame
Synchronization al segundo.
Intra Frame Synchronization
En la actualidad, las pa´ginas web son la clase de documentos ma´s explotada en el desarrollo de
aplicaciones hypermedia. Es habitual encontrar entre sus contenidos ima´genes que se visualizan de
forma intercalada sobre una misma posicio´n del documento. Tal efecto es fa´cil de lograr empleando
una entidad multimedia llamada banner. Este elemento se compone de una lista de ima´genes y
un mecanismo interno que permite que todos los elementos de su lista sean presentados, sobre una
misma posicio´n, uno a te´rmino del otro y en secuencia. La figura 6.3 muestra la pa´gina web de una
compan˜´ıa cinematogra´fica que utiliza un banner para publicitar estrenos de pel´ıculas.
 
First  advice Second adv ice
Figura 6.3: Banners en la interfaz del usuario de una aplicacio´n hypermedia.
Supongamos por un momento que es posible programar un banner con contenido audible. Para tal
objetivo se necesitar´ıa incluir un tiempo de demora despue´s de la reproduccio´n de cada fragmento
de audio de manera tal que el usuario de la aplicacio´n pueda ser capaz de comprender la informacio´n
transmitida. De esta forma, podemos observar que el banner no solo presenta su contenido de man-
era secuencial sino que adema´s distribuye todo el tiempo de presentacio´n entre sus componentes.
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De e´ste ana´lisis se puede interpretar que el comportamiento de un banner involucra tres partes
principales: el orden de presentacio´n de sus elementos, el tiempo de presentacio´n de cada elemento
y el tiempo de demora entre las presentaciones. Dado que la presentacio´n de sus elementos sucede
una a continuacio´n de la otra, se puede asegurar que el orden de presentacio´n de todos estos es
secuencial. Si bien el tiempo de presentacio´n es propio de cada elemento, podr´ıa darse el caso en
que el banner restrinja ese valor a uno mucho ma´s pequen˜o. Con lo cual, en el mejor de los casos, el
tiempo de presentacio´n de cada componente coincidir´ıa con el asignado por el banner. Tal como se
analizo´ anteriormente, el tiempo de demora entre las presentaciones puede tomar diferentes valores
de acuerdo al origen del medio incorporado. Por lo tanto, esta u´ltima componente es tan o ma´s
importante de considerar que las anteriores. A continuacio´n, la figura 6.4 muestra en detalle las
componentes recientemente descritas.
Sequential
Order
Banner
Pic 1 Pic 2 Pic 3
Delay Time Presentation Time
Figura 6.4: Composicio´n de un banner.
Una manera de interpretar e´ste comportamiento es emplear un esquema de sincronizacio´n secuen-
cial. Este es el mismo que emplea el modelo de algunas de relaciones de intervalos de tiempo. Por
ejemplo, si un banner incluye un tiempo de demora entre las presentaciones de sus componentes,
entonces su comportamiento puede modelarse utilizando una relacio´n AFTER. De otro modo, si
tal tiempo no esta incluido o es nulo, entonces su comportamiento se puede reflejar utilizando una
relacio´n MEETS. De una u otra manera, para modelar ambos conceptos, es necesario el empleo de
algu´n tipo de mecanismo de control temporal. Por lo tanto, haremos empleo de synchronization
constraints definidas en la seccio´n anterior.
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Al seleccionar las synchronization constraints, es necesario asegurar que e´stas permitan mapear
por completo las componentes anteriormente descritas. Esto significa que deben proveer un orden
de ejecucio´n secuencial y adema´s permitir asignar eventualmente un tiempo de demora entre sus
componentes.
Usando un modelo de disen˜o orientado a objetos, ambos tipos de restricciones pueden ser mapeadas
con una jerarqu´ıa de clases. Esta metodolog´ıa de disen˜o permite desacoplar los aspectos generales
de los particulares. As´ı, la clase abstracta se encargara´ de componer los elementos multimedia a
coordinar y proveer un orden secuencial entre sus presentaciones. Por otro lado, el comportamiento
relacionado al tiempo de demora entre las presentaciones quedara´ como responsabilidad de las sub-
clases. La figura 6.5 muestra la jerarqu´ıa de clases.
MMediaConstraint
-first : MMediaObject
-last : MMediaObject
MAfter
-delayFor :
MMeets
A B
A after B
delayFor
A B
A meets B
Figura 6.5: Jerarqu´ıa de clases para modelar sincronizacio´n secuencial.
En la figura se pude observar que en la clase abstracta MMediaConstraint las variables de instancia
first y last permiten componer los elementos multimedia a presentar. Sobre la misma entidad, el
orden secuencial de presentacio´n se logra mediante una interfaz abstracta a implementar con librer´ıas
de algu´n lenguaje de programacio´n espec´ıfico. En el nivel concreto, la subclase MAfter y MMeets
mapean las relaciones AFTER y MEETS respectivamente. Sus estructuras difieren una de la otra en
el sentido que la primera permite al disen˜ador definir un tiempo de demora entre dos presentaciones.
Asimismo, e´ste atributo tambie´n marca la diferencia de comportamiento entre ambas subclases.
En la pra´ctica, un banner es un programa que se incluye dentro de co´digo HTML como cualquier
figura de tipo JPG o GIF. Una manera diferente de proveer las mismas caracter´ısticas que tiene
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un banner es utilizando un programa java Applet. Este tipo de programas son mucho ma´s que un
simple banner. Entre otras funcionalidades, permiten reproducir sonido y video. Cualquiera que
sea, ambos pueden ser interpretados de forma general. En este trabajo, estos tipos de programa
sera´n tratados como instancias de la clase MMediaFrame y cualquier elemento multimedia que forme
parte del contenido de estos objetos sera´n vistos como una instancia de la clase MMediaObject. As´ı,
para completar este primer modelo de especificacio´n temporal es necesario combinar ambas clases
de objetos con la jerarqu´ıa anteriormente definida. La figura 6.6 muestra la arquitectura resultante.
MMediaConstraint
-first : MMediaObject
-last : MMediaObject
MAfter
-delayFor :
MMeets
MMediaFrame
-time : TimeType
-mmediaobjects : Collection
-constraints : Collection
MMediaObject
-constraint : MMediaConstraint
-time : TimeType
1..2
1..n
1..n
Figura 6.6: Arquitectura para la especificacio´n de aspectos temporales entre entidades multimedia
que comparten la misma posicio´n en la interfaz del usuario.
De esta manera, el concepto de media element time [HvOM+99] toma forma de atributo en la clase
MMediaFrame. Su valor es el resultado de la suma del media element time de cada MMediaObject y
el valor del tiempo de demora especificado en cada synchronization constraint.
Inter Frame Synchronization
En la seccio´n anterior se analizo´ un escenario en el que los elementos multimedia comparten la misma
posicio´n dentro de la interfaz del usuario . En esta seccio´n se supondra´ que e´stos esta´n situados
en diferentes posiciones. Dentro de este escenario la presentacio´n de cada entidad puede suceder
antes, despue´s o durante la presentacio´n de otra entidad. Por ejemplo, si se consideran una interfaz
compuesta por un video y una imagen, entonces puede suceder que el video se proyecte antes de la
imagen o bien que ambos se presenten simulta´neamente. La figura 6.7 muestra un ejemplo.
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Figura 6.7: Presentacio´n consecutiva y simulta´nea de dos entidades multimedia.
Una manera de interpretar ambos comportamientos es empleando un esquema de sincronizacio´n
secuencial y un esquema de sincronizacio´n paralelo. Ambos se disponen en el modelo de inter-
valos de tiempo de Allen. Por tanto, si la presentacio´n de un recurso multimedia debe suceder
a continuacio´n del otro, entonces se puede emplear un esquema de tipo secuencial. De otra for-
ma, si la presentacio´n de un recurso multimedia debe suceder durante, al comienzo o al finalizar
otra presentacio´n, entonces se puede emplear un esquema de tipo paralelo. De la misma manera que
en la seccio´n anterior, para modelar ambos conceptos se hara´ empleo de synchronization constraints.
De esta manera, usando un modelo de disen˜o orientado a objetos, proponemos definir las jerar-
qu´ıas de clase SeqConstraint y ParConstraint para modelar la ejecucio´n de eventos en orden
secuencial y paralelo respectivamente. En la figura 6.8 se puede apreciar que la jerarqu´ıa de clase
SeqConstraint modela las relaciones de intervalos Meets y After. Mientras que las relaciones
Starts, Finishes, During, Overlaps e Equals quedan modeladas con la jerarqu´ıa ParConstraint.
Adema´s, la figura tambie´n muestra la correspondencia existente entre el modelo de intervalos de
tiempo de Allen y las subclases de cada jerarqu´ıa.
El empleo de jerarqu´ıas de clases tiene dos razones fundamentales. La primer razo´n es que el mecan-
ismo de presentacio´n secuencial y paralelo queda encapsulado en las clases abstractas. Esto permite
generalizar la manera en que se realiza la presentacio´n en un nivel de especificacio´n ma´s alto. La
segunda razo´n es que el momento en que se realiza cada tipo de presentacio´n quedan modelado por
las clases concretas. Por esto mismo la clase After es capaz de especificar un tiempo de demora
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Figura 6.8: Jerarqu´ıa de clases para modelar sincronizacio´n secuencial y paralela.
entre dos presentaciones simplemente agregando la variable de instancia delayFor mientras que la
clase hermana Meets no la necesita para denotar que una presentacio´n sucedera´ inmediatamente
despue´s de finalizada la otra. De la misma forma, en la otra jerarqu´ıa de clases, se puede observar
que la clase Starts usa la variable de instancia finishBefore para representar el momento en el
cual la primer presentacio´n deja de estar disponible. El mismo concepto pero opuesto es mantenido
por la variable de instancia startAfter de la clase Finishes. El concepto de ambas variables de
instancia se combina dentro de la clase During y Overlaps en tanto que Equals indica que dos
presentaciones estara´n disponibles durante exactamente el mismo tiempo.
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Durante la etapa de disen˜o de una aplicacio´n, el autor puede necesitar especificar sincronizacio´n
entre dos, tres o ma´s recursos multimedia. Por lo tanto, usaremos el te´rmino simple synchroniza-
tion para la sincronizacio´n entre dos elementos multimedia y el te´rmino composite synchronization
para la sincronizacio´n entre tres o ma´s de ellos. La figura 6.9 muestra un ejemplo gra´fico de ambas
alternativas.
Befor
e
MFrame
1
MFrame
3
Meets
MFrame
1
MFrame
2
Before
MFrame
3 Meets
MFrame
1
MFrame
2
Figura 6.9: Sincronizacio´n simple y compuesta entre entidades multimedia.
En la figura se puede observar que la sincronizacio´n de tipo simple synchronization emplea un syn-
chronization constraint entre dos MMediaFrame. Mientras que la de tipo composite synchronization
emplea un synchronization constraint entre un MMediaFrame y otro synchronization constraint. Para
modelar ambos conceptos proponemos la definicio´n de una jerarqu´ıa de clases que adapta los objetos
a ser sincronizados con el synchronization constraint elegido. La figura 6.10 muestra tal jerarqu´ıa
de clases.
SyncElement
-first : MMediaFrame
SimpleSyncElemet
-last : MMediaFrame
ParSyncElement
-last : ParConstraint
SeqSyncElement
-last : SeqConstraint
Figura 6.10: Jerarqu´ıa de clases para componer sincronizacio´n entre dos o ma´s entidades.
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De esta manera, la clase abstracta SyncElement abstrae el tipo de cliente que tendra´ el synchroniza-
tion constraint a ser empleado. La clase concreta SimpleSyncElement modela un cliente compuesto
por dos MediaFrame y las clases concretas ParSyncElement y SeqSyncElement modelan clientes
compuestos por un MediaFrame y otro synchronization constraint. La definicio´n de una clase para
cada tipo de synchronization constraint tiene como objetivo desacoplar el tipo de comportamiento
que pueda darse entre las entidades multimedia a sincronizar.
SyncElement
-f i rst :  MMediaFrame
SimpleSyncElemet
-last : MMediaFrame
ParSyncElement
-last : ParConstraint
SeqSyncElement
-last : SeqConstraint
Overlaps
-finishBefore :
-startAfter :
During
-startAfter :
-finishBefore :
Starts
-finishBefore :
Finishes
-startAfter :
ParConstraint
-startTime :
-endTime :
-element : SyncElement
MMediaFrame
-relation : TemporalRelation
After
-delayFor :
Meets
SeqConstraint
-startTime :
-endTime :
-element : SyncElement
Equals
last
element
element
first
last
last
Figura 6.11: Arquitectura para la especificacio´n de aspectos temporales entre entidades multimedia
que no comparten la misma posicio´n en la interfaz del usuario.
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Finalmente, para disponer una arquitectura orientada a objetos apropiada para especificar aspectos
temporales entre los recursos multimedia de un documento, se deben componer las tres jerarqu´ıas de
clases ya definidas como lo muestra la figura 6.11. En ella se puede observar que el concepto media
element time [HvOM+99] es una propiedad del objeto MultimediaFrame. De la misma forma que la
seccio´n anterior, su valor es el resultado de la suma del media element time de cada MMediaObject
mas el valor del tiempo de demora eventual que esta´ especificado en cada synchronization constraint.
Cap´ıtulo 7
El Tiempo en la Estructura
Navegacional
En la actualidad existen diferentes enfoques que definen hypermedia. Por un lado esta´n aquellos
que lo definen como la combinacio´n de hypertext y multimedia. Desde este punto de vista, el
lado hypertextual de la expresio´n describe la forma que tiene la estructura o el modelo lo´gico de
la aplicacio´n. Mientras que el perfil multimedial enmarca los tipos de dispositivos de presentacio´n
empleados, es decir videos, ima´genes, texto o sonido. Por otro lado, se encuentran aquellos enfoques
que definen hypemedia como la presentacio´n de la informacio´n mediante el empleo de diferentes
tipos de medios y asistida por la navegacio´n. Si bien este enfoque utiliza el mismo perfil multimedial
que el anterior, es ma´s general porque no hace referencia alguna a la forma de la estructura de
la aplicacio´n. Por ejemplo, en la primer definicio´n, el te´rmino hypertext esta sujeto al empleo de
hyperdocuments y anclas mientras que la segunda definicio´n se admite el empleo de un modelo ma´s
elaborado. Es decir, que la estructura subyacente puede ser una base de datos o bien una aplicacio´n
orientada a objetos como lo muestra la figura 7.1.
Al involucrar el te´rmino navegacio´n, la segunda definicio´n agrega una caracter´ıstica diferente: un
mismo mapa o modelo navegacional puede no incluir todas las entidades del modelo lo´gico. En efecto,
en una aplicacio´n pueden existir entidades que solamente son accedidas por grupos de usuarios. En
otras palabras, el modelo de navegacio´n puede no ser ide´ntico al modelo lo´gico. Esta caracter´ıstica es
muy importante porque, en la etapa de disen˜o, nos permite desacoplar la estructura de la aplicacio´n
respecto de la manera en que se recorren las entidades de la aplicacio´n. En algunas metodolog´ıas
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Figura 7.1: Tres maneras de organizar la informacio´n: modelo orientado a objetos (A), modelo
entidad relacio´n (B), modelo de hyperdocuments (C).
de disen˜o, tomar en cuenta esta caracter´ıstica hace posible que el disen˜ador de la aplicacio´n pueda
definir diferentes tipos de vistas o contextos de navegacio´n para la misma aplicacio´n [SR95b].
7.1 Identificacio´n del Aspecto Temporal
A lo largo de la vida u´til de una aplicacio´n hypermedia, su modelo lo´gico y su modelo navegacional
pueden ser modificados de acuerdo requerimientos de diferente naturaleza.
La mayor´ıa de las modificaciones que ocurren en la estructura de la aplicacio´n esta´n relacionadas
a la expansio´n o crecimiento del sistema. Por ejemplo una posible modificacio´n en la estructura de
una aplicacio´n que modela el funcionamiento de una universidad es la incorporacio´n de componentes
de software para modelar la realizacio´n de un congreso. Otro ejemplo del mismo tipo son las aplica-
ciones que modelan el data mining de una empresa. En estos casos es muy comu´n la incorporacio´n de
pequen˜as aplicaciones que proveen nuevas funcionalidades como por ejemplo la entrega de productos
a clientes.
Dentro de las modificaciones que ocurren en el modelo navegacional una gran variedad esta´n ligadas
a un aspecto temporal. Los sitios web desarrollados para el env´ıo de publicaciones a congresos y los
e-commerce son dos de los mejores ejemplos ilustrativos de este tipo de modificacio´n.
En los sitios de env´ıo de publicaciones, es muy comu´n que el modelo navegacional se componga de
una o varias entidades que den acceso a las herramientas para enviar trabajos. En la figura 7.2 se
muestran los dos escenarios posibles de este ejemplo. En el primer escenario se ve que el acceso a
las herramientas es viable siempre y cuando la fecha l´ımite para el env´ıo de trabajos au´n no haya
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transcurrido. En caso que esto suceda, como se muestra en el segundo escenario, las herramientas
ya no sera´n accesibles.
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Figura 7.2: Pa´ginas usadas para el env´ıo de publicaciones.
Un comportamiento similar sucede en las aplicaciones e-commerce. En este sentido, es habitual
encontrar sitios donde la oferta de un grupo de productos permanece disponible durante un de-
terminado tiempo. Inclusive, en algunas aplicaciones comerciales, este escenario sucede de manera
iterativa como es el caso de aquellos en donde las ofertas esta´n sujetas a una temporada que se
repite. As´ı, en la figura 7.3 se puede observar que la posibilidad de acceder a los productos a bajo
precio esta sujeta al tiempo que dure la temporada de verano. Luego, una vez que tal temporada
concluya, los productos a bajo precio ya no podra´n ser accedidos.
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Figura 7.3: Caracter´ısticas temporales de una aplicacio´n e-commerce.
En los ejemplos recientemente descritos, se observa claramente la aparicio´n de una componente
temporal que modifica el modelo navegacional de la aplicacio´n. En este trabajo consideramos que
la especificacio´n de esta componente en la fase de disen˜o es importante. Por tal motivo, en el sigu-
iente cap´ıtulo se propone una forma de especificar esta componente de tiempo usando un modelo
orientado a objetos.
Cap´ıtulo 8
Modelos de Tiempo para la
Estructura Navegacional
El objetivo de esta seccio´n es definir una arquitectura que permita especificar el aspecto temporal
en la etapa de disen˜o del modelo navegacional de la aplicacio´n. Para cumplir con este objetivo,
primero sera´n identificadas las entidades ma´s importantes que la componen. Luego se propondra´n
los posibles escenarios de interaccio´n entre las componentes y, finalmente, se dara´ a conocer una
arquitectura de objetos que permita definir y modelar el aspecto temporal de una aplicacio´n.
8.1 Identificacio´n de las Componentes
A partir de los ejemplos citados en el cap´ıtulo anterior, se puede observar que la pa´gina origen, la
pa´gina destino y el link son las entidades ba´sicas que componen esta arquitectura de tiempo. A ellas
se le suma una componente extra que define el momento preciso en el cual el link deja de relacionar
ambas pa´ginas. Las cuatro componentes se detallan en los modelos navegacionales reducidos de la
figura 8.1.
Desde un punto de vista ma´s abstracto, se puede decir que la arquitectura esta formada por dos
componentes cualesquiera del modelo de la aplicacio´n, una tercer componente que las relaciona y
una cuarta que especifica dos atributos importantes: un momento en el tiempo y un comportamiento
especifico asociado a ese momento.
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Figura 8.1: Componentes del aspecto temporal.
8.2 Tipos de Interaccio´n
De acuerdo a las componentes anteriormente identificadas, la especificacio´n del aspecto temporal
queda modelada mediante una componente que asocia un momento en el tiempo y una accio´n a
ejecutarse. Volviendo sobre la figura 8.1, en el primer modelo navegacional, la accio´n que se realiza
como consecuencia del deadline hace que desaparezca el link que relaciona la componente CFP con la
componente SubmitionSystem. De la misma manera, en el segundo modelo navegacional, una vez
que alguna de las dos temporadas transcurre se ejecuta una accio´n que hace desaparecer o reaparecer
el link entre las entidades Sales y OffProduct.
Existen diferentes maneras de interpretar el comportamiento que emerge de estas cuatro compo-
nentes. En primer lugar podemos suponer que el link desaparece del modelo navegacional. Dado
que es muy uto´pico imaginar que un link desaparece cuando una aplicacio´n esta en produccio´n, pro-
ponemos definir una accio´n cuya responsabilidad es validar si corresponde mantener activo el link.
De esta forma, cuando un usuario recorra desde una entidad hacia otra, esta componente decidira´
sobre la validez del camino entre a las dos componentes.
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Un enfoque diferente es suponer que la entidad destino es reemplazada por una nueva entidad.
Para que este enfoque se lleve a cabo proponemos la definicio´n de una accio´n que ejecute un algo-
ritmo capaz de decidir como se asocian dos entidades en un instante de tiempo. En otras palabras,
cuando el usuario recorra desde una entidad a otra, esta componente ejecutara´ un algoritmo que
definira´ cual es el verdadero destino del link. La figura 8.2 ilustra ambas interpretaciones.
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Figura 8.2: Interaccio´n entre componentes del aspecto temporal.
A partir del ana´lisis de estas componentes y de sus posibles interacciones, se pueden definir las clases
necesarias para especificar el aspecto temporal en la etapa de disen˜o. A continuacio´n se describe
una arquitectura que incluye la definicio´n y composicio´n de las componentes descritas.
8.3 Arquitectura de Componentes
En la seccio´n anterior se identificaron y describieron las componentes principales que esta´n presentes
en el momento que ocurre la modificacio´n del modelo navegacional de una aplicacio´n hypermedia.
Dado que el objetivo de este trabajo es proponer un modelo de disen˜o orientado a objetos, en esta
seccio´n se da a conocer el conjunto de clases necesarias para especificar el aspecto temporal en la
estructura navegacional en la etapa de disen˜o. Para cada una de las clases que se presentan en las
siguientes subsecciones sera´n especificadas su composicio´n y su responsabilidad dentro de la arqui-
tectura. Al finalizar la seccio´n se presenta la arquitectura resultante.
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Links temporizados
A partir de los ejemplos de aplicaciones web de la seccio´n anterior se pueden identificar dos formas
en que el aspecto temporal esta´ presente. Es evidente que en el primer ejemplo el comportamiento
que da origen a la modificacio´n de la estructura navegacional sucede solamente una vez a lo largo de
la vida u´til de la aplicacio´n mientras que en el segundo la misma modificacio´n sobre tal estructura
puede repetirse varias veces. En consecuencia, para especificar ambos comportamientos en la etapa
de disen˜o proponemos dar origen a una jerarqu´ıa de links temporizados. Esta jerarqu´ıa se mues-
tra en la figura 8.3 y estara´ formada por una superclase denominada TemporalLink con subclases
FixedTemporalLink e IterativeTemporalLink.
TemporalLink
IterativeTemporalLink FixedTemporalLink
Figura 8.3: Jerarqu´ıa de links temporizados.
De esta manera, la responsabilidad de la subclase FixedTemporalLink sera´ especificar el momento
en que la estructura navegacional sera´ modificada. Por lo contrario, la responsabilidad de la subclase
IterativeTemporalLink sera´ especificar la frecuencia y durante cuanto tiempo se repetira´ una mis-
ma modificacio´n sobre la estructura de navegacio´n. Ma´s adelante se especificara´n las dema´s clases
colaboradoras de e´sta u´ltima.
Acciones
Siguiendo con los ejemplos citados, otro punto a tomar en cuenta es que no solamente se necesita
saber el momento en que sucede el deadline sino tambie´n cual sera´ la nueva forma que tomara´ la
estructura navegacional de la aplicacio´n. En consecuencia, lo que proponemos es desacoplar este
comportamiento temporal en dos componentes principales: la accio´n o algoritmo que realizara´ la
modificacio´n y la referencia temporal en la cual la accio´n se llevara´ a cabo.
Por tanto, para modelar la primer componente planteamos la definicio´n de una clase abstracta
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Action de manera tal que defina un protocolo a ser reimplementado por el disen˜ador de la apli-
cacio´n. La idea principal del disen˜o de esta jerarqu´ıa de clases es utilizar el modelo del patro´n de
disen˜o Strategy [GHJV94] para que el disen˜ador de la aplicacio´n defina un modelo personalizado a
cada tipo de modificacio´n. La figura 8.4 muestra la definicio´n de esta jerarqu´ıa.
Action
ConcreteAction1 ConcreteAction2 ConcreteActionN
Figura 8.4: Jerarqu´ıa de acciones.
Con la definicio´n de esta jerarqu´ıa de clases, las dos interpretaciones que fueron descritas en la
primer seccio´n de este cap´ıtulo podra´n ser especificadas como subclases de la clase abstracta Action
con la reimplementacio´n del comportamiento correspondiente.
Para modelar la segunda componente del comportamiento temporal proponemos el empleo de una
jerarqu´ıa de clases compuesta por una superclase TimeReference y las subclases Point e Interval
como se muestra en la figura 8.5.
TimeReference
-unit : TimeUnit
Point Interval
2
TimeUnitunit
Figura 8.5: Jerarqu´ıa de referencias temporales.
Con la definicio´n de esta jerarqu´ıa de clases, la responsabilidad de la subclase Point sera´ modelar un
punto espec´ıfico en el tiempo mientras que la responsabilidad de la subclase Interval sera´ modelar
un intervalo temporal compuesto por un punto de tiempo inicial y un punto de tiempo final. As´ı, con
la primera subclase se podra´n especificar referencias temporales fijas como por ejemplo la fecha que
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sen˜ala el deadline en el primer ejemplo del cap´ıtulo anterior mientras que con la subclase Interval
se podra´n obtener referencias temporales que especifiquen periodos de tiempo como por ejemplo las
temporadas de venta a bajo precio del segundo ejemplo del anterior cap´ıtulo. Los valores atribuidos
a las instancias de ambas subclases sera´n interpretados de acuerdo a la unidad de tiempo asociada.
La figura 8.6 muestra un diagrama de clases donde se componen ambas jerarqu´ıas recientemente
descriptas.
SimpleTimedAction
-time : Point
-action : Action
time
Action
action
TimeReference
-unit : TimeUnit
Point
-actions : Actions
Interval
-initPoint : Point
-endPoint : Point
2
n
DoubleTimedAction
-time : Interval
-initAction : Action
-finalAction : Action
time
TimedAction
2
Figura 8.6: Composicio´n de referencias temporales con acciones.
En la figura anterior se puede observar que para cada referencia de tiempo se asocia una accio´n
determinada. A partir de este diagrama de clases, en la pra´ctica sera´ fa´cil obtener composiciones
accio´n-referencia de manera que en un mismo instante de tiempo se realicen simulta´neamente difer-
entes modificaciones sobre la estructura navegacional de la aplicacio´n.
Iteradores
Al presentar la jerarqu´ıa de links temporizados, se mostro´ que la subclase IterativeTemporalLink
especifica tanto la frecuencia como la cantidad de veces en que se modifica la estructura navegacional.
En algunas aplicaciones, la modificacio´n de una estructura en el tiempo puede formar parte de la
65
aplicacio´n en s´ı; es decir que no sucede una cantidad limitada de veces. Por este motivo proponemos
el empleo de una jerarqu´ıa de iteradores como la que se muestra la figura 8.7.
Iterator
-handler : IterativeTemporalLink
-actions : Collection of TimedActions
InfiniteIterator FiniteIterator
-timesToApply : number
Figura 8.7: Jerarqu´ıa de iteradores.
La responsabilidad que poseen en comu´n ambos iteradores es realizar la ejecucio´n de la accio´n que
modifica la estructura navegacional y luego asignar a una instancia de la clase TemporalLink con la
siguiente accio´n. En particular, la subclase InfiniteIterator especifica que este comportamien-
to se realice indefinidamente durante toda la vida u´til de la aplicacio´n. En cambio, la subclase
FiniteIterator, solamente especifica tal comportamiento un nu´mero o cantidad fija de veces me-
diante su atributo timesToApply. A partir de todas las clases presentadas en las subsecciones
anteriores se puede formar una arquitectura orientada a objetos u´til para especificar aspectos tem-
porales en la estructura navegacional de una aplicacio´n hypermedia. La arquitectura final se puede
observar en la figura 8.8.
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Figura 8.8: Arquitectura para la especificacio´n del aspecto temporal en la estructura navegacional.
En la figura de la arquitectura se observa la aparicio´n de una clase ClockWatcher. La referencia
a e´sta es solamente a manera de especificar la implementacio´n de un objeto que permita hacer
scheduling de tiempo sobre las acciones especificadas. En la etapa de implementacio´n se debe tomar
en cuenta que la tecnolog´ıa debe soportar los elementos necesarios para definir estos objetos.
Cap´ıtulo 9
Ejemplos de Aplicacio´n
Este cap´ıtulo presenta ejemplos de uso de las arquitecturas desarrolladas en los cap´ıtulos 6 y 8. El
primero de ellos se basa en el desarrollo de una aplicacio´n web que muestra la coleccio´n de obras
producidas por Caˆndido Portinari [LMP+93] mientras que el segundo ejemplo se basa en el desarrollo
de una aplicacio´n web perteneciente al a´rea del e-commerce. Dado que el objetivo de este trabajo
no es mostrar como se debe utilizar OOHDM, se supondra´ que tanto el esquema conceptual como
el esquema navegacional fueron desarrollados con anterioridad. Adema´s, tambie´n se supondra´ que
en tiempo de ejecucio´n no existe ningu´n error de transmisio´n de datos y que todos los elementos
multimedia esta´n a disposicio´n en el momento necesario. A continuacio´n se muestra un ejemplo de
especificacio´n de aspectos temporales entre elementos multimedia de la interfaz del usuario y luego
un ejemplo de especificacio´n de aspectos temporales en la estructura navegacional de la aplicacio´n.
9.1 Especificacio´n en la Interfaz del Usuario
Esta seccio´n presenta tres ejemplos de especificacio´n de aspectos temporales en la interfaz del usuario.
Todos toman como domino de aplicacio´n la especificacio´n de la interfaz de un nodo que contiene tres
entidades multimedia a presentar: un video que muestra como llegar a una determinada sala de un
museo, una secuencia de ima´genes que muestra todas las pinturas exhibidas en esa sala, un texto que
describe las caracter´ısticas comunes de cada una de ellas, y un boto´n para iniciar la reproduccio´n
del video.
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En primer lugar se supondra´ un escenario en el cual la prestacio´n del texto y del boto´n es per-
manente, y que la presentacio´n de la secuencia de pinturas se realiza inmediatamente a continuacio´n
de la presentacio´n del video. La figura 9.1 muestra la composicio´n de ADVs de la interfaz del nodo
y la secuencia de ejecuciones.
1
event: mouseCl icked
pre: focus
post: playVideo
2
event: playVideo
pre: mouseCl icked
post: video execute
3
event: endVideo
pre:
post: imageBookAvai lable
4
event: imageBookAvai lable
pre:  endVideo
post: imageBook execute
ADV Paint
ADV
ButtonADV Text 1
ADV
ImageBook
On 4
ADV Video
On
Off 2
3
Figura 9.1: Especificacio´n de la interfaz de un nodo usando ADVs.
La composicio´n de ADVs es correcta, pero en caso de que se precise especificar de que manera
se realiza la sincronizacio´n que poseen los elementos de la secuencia de pinturas es necesario em-
plear un mecanismo adicional. Por tanto, se emplearan instancias de la arquitectura Intra Frame
Synchronization de modo que utilicen las synchronization constrains adecuadas para especificar la
sincronizacio´n requerida. De esta manera, si las pinturas deben presentarse una a continuacio´n de
otra y sin tiempo de demora entre ellas se puede realizar la especificacio´n que muestra la figura 9.2.
aMMediaOb jec t
first
aMMeets
aMMediaOb jec t
aMMeets
aMMediaOb jec t
lastlast first
constra intconstra int
aPic
source
aPic aPic
source source
aMMed iaF rame
ADV ImageBook
Figura 9.2: Especificando la presentacio´n de la secuencia de pinturas.
69
De otra forma, si las pinturas presentarse una a continuacio´n de otra con un tiempo de demora entre
ellas, simplemente se reemplazan todas o algunas de las instancias de la clase MMeets por instancias
de la clase MAfter.
Ahora supongamos un nuevo escenario en el que la presentacio´n de la secuencia de pinturas debe
empezar unos instantes ma´s tarde de que termine la presentacio´n del video. Es evidente que la
especificacio´n de ADVs de la figura 9.1 tampoco es de gran utilidad. Si bien e´sta expresa que el fin
de la presentacio´n del video da origen a la presentacio´n de las ima´genes, no dice nada con respecto
al tiempo de demora entre presentaciones. Por lo tanto, para poder especificar este nuevo escenario
realizaremos una instanciacio´n de la arquitectura Inter Frame Synchronization como lo muestra la
figura 9.3.
anAfter
aSimpleSyncElement
aMMediaFrame aMMediaFrame
f irst last
e lement
ADVArtWorksADVVideo
source source
Figura 9.3: Especificando la sincronizacio´n entre la presentacio´n del video y secuencia de pinturas.
En la figura se puede observar que ADVVideo y ADVArtwork se componen mediante una instancia
de la clase After. Este objeto sen˜ala la existencia de una sincronizacio´n de tipo secuencial y el
valor de su variable de instancia delayFor marca el tiempo de demora entre ambos ADVs. Si la
presentacio´n de la secuencia de pinturas debe realizarse inmediatamente a continuacio´n de la pre-
sentacio´n del video, entonces solamente es necesario cambiar la instancia de la clase After por una
instancia de la clase Meets.
Ahora supongamos otro escenario un poco ma´s complejo en el que la presentacio´n de la secuen-
cia de pinturas debe realizarse a continuacio´n de la presentacio´n del video y la presentacio´n del
texto durante la presentacio´n de la secuencia de pinturas. La especificacio´n de este escenario lo
muestra la figura 9.4.
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Figura 9.4: Especificando la sincronizacio´n entre la presentacio´n del video, la secuencia de pinturas
y el texto.
En este caso se puede observar el empleo de una instancia de la clase After. Este objeto especifica
sincronizacio´n entre la presentacio´n de ADVVideo y un grupo de entidades sincronizadas formado
por ADVArworks y ADVText. El tipo de sincronizacio´n que existe entre las presentaciones de estos
dos u´ltimos elementos se establece por una instancia de la clase Equals.
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Figura 9.5: Especificando la sincronizacio´n entre la presentacio´n del video, la secuencia de pinturas,
el boto´n y el texto.
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Como u´ltimo ejemplo, se supongamos un escenario en el cual el boto´n que da inicio a la presentacio´n
del video debe presentarse so´lo cuando el video y las pinturas no se esta´n presentando. En otras
palabras, el boto´n solamente debe estar visible cuando no se presenta ADVVideo o ADVArtworks.
Una manera de especificar este escenario ser´ıa sincronizar la presentacio´n del boto´n con respecto a
la presentacio´n del video y tambie´n con respecto a la presentacio´n del texto o de la secuencia de
figuras. La especificacio´n completa lo muestra la figura 9.5.
De este modo se puede observar que ADVButton interactu´a con dos objetos de sincronizacio´n.
El primero es un objeto de la clase Meets que especifica la sincronizacio´n entre las presentaciones
del ADVButton y el ADVVideo. Esta instancia define que primero se realizara la presentacio´n del
boto´n e inmediatamente a continuacio´n la presentacio´n del video. Se puede suponer que el fin de
la presentacio´n del boto´n esta´ marcado cuando el usuario ejecuta una accio´n que dispara un evento
asociado y se desactiva alguna propiedad como el atributo visible que proveen los objetos de HTML.
El segundo objeto con quien interactu´a ADVButton es una instancia de la clase After. Este objeto
especifica que primero se realiza la presentacio´n de ADVText y luego de un instante la presentacio´n
del ADVButton. El valor de ese instante o demora entre el fin de la primer presentacio´n y el comienzo
de la segunda queda definido con el valor de la variable de instancia delayFor.
9.2 Especificacio´n en la Estructura Navegacional
Esta seccio´n presenta dos ejemplos de especificacio´n de aspectos temporales en la estructura de
navegacio´n de la aplicacio´n. Ambos ejemplos toman como dominio de aplicacio´n el sector de ventas
de un sitio web que se dedica al comercio de libros. Dado que el objetivo de este trabajo no es
realizar una aplicacio´n de OOHDM, en delante se supondra´ que tanto el esquema conceptual como
el esquema navegacional fueron previamente definidos. La figura figura 9.6 muestra la seccio´n del
esquema navegacional sobre el cual se desarrollan los ejemplos.
Como primer ejemplo se supongamos que el comercio esta habilitado para vender productos DayBook
y Book de los cuales el primero solamente se vende en una determinada fecha y el segundo en cualquier
momento. Para especificar este escenario realizamos una instancia de la arquitectura propuesta en el
cap´ıtulo 8 y se la integramos al esquema navegacional de la manera en que lo muestra la figura 9.7.
Dado que la venta de DayBook se realiza durante un periodo, la instancia de esta arquitectura emplea
un FixedTemporalLink con una accio´n asociada subclase de Action denominada DailySales. Esta
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DayBook
StoreStockBook
Member
Cart
Sales
Account
SummerBook
SpringBook
Figura 9.6: Parte del esquema navegacional de la aplicacio´n de comercio electro´nico.
subclase especifica el momento durante el cual esta´ vigente la venta del producto DayBook. Adema´s,
tambie´n permite modificar la estructura navegacional cuando sea necesario de manera que el usuario
tenga habilitado el enlace para realizar compras o browsing sobre los productos mencionados.
FixedTemporalLink
Point SimpleTimedAction
DailySales
DayBook
StoreStock
Book
Member
Cart
Sales
Account
DailySales
Action
Figura 9.7: Especificando la venta de DayBook.
En el ejemplo se puede observar que el resultado de e´sta especificacio´n permite que la arquitectura
se modifique en dos puntos del tiempo. La primer modificacio´n se realiza cuando sucede la fecha
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especificada en que se pueden comprar art´ıculos de clase DayBooks. Hasta ese instante el usuario
so´lo tiene permitida la navegacio´n sobre Book y luego recie´n se le permite el acceso hacia otra colec-
cio´n de libros. La segunda modificacio´n surge cuando la fecha de venta de los productos DayBook
expira. A partir de ese momento el usuario ya no tiene acceso a los art´ıculos Daybook y el esquema
navegacional de la aplicacio´n vuelve a tener la misma estructura que antes.
Ahora se supongamos un nuevo escenario donde se debe especificar la venta de tres clases de li-
bros durante la duracio´n de tres intervalos de tiempo distintos. En e´ste caso, los productos de la
clase Book so´lo se venden en oton˜o e invierno, los productos de SpringBook en primavera y los
SummerBook en verano. Adema´s, se supondra´ que esta configuracio´n de ventas se repite anualmente
durante toda la vida u´til de la aplicacio´n. La figura 9.8 muestra la especificacio´n del esquema nave-
gacional de acuerdo al escenario establecido empleando la arquitectura propuesta.
WinterFallSales
Interval
DoubleTimedAction
SpringSales
SpringBook
Book
Member
Cart
Sales
Account
Interval
DoubleTimedAction
SummerSales
Interval DoubleTimedAction
StoreStock
InfiniteIterator
SummerBook
IterativeTemporalLink
in i t ialAct ion
ini t ialAct ion
f inalAct ion
ini t ialAct ion
f inalAct ion
f inalAct ion
Action
SpringSales SummerSales WinterFallSales
Figura 9.8: Especificando la venta de Book, SpringBook y SummerBook.
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En este caso, la instanciacio´n de la arquitectura define los tres intervalos de tiempo mediante las
subclases de Action denominadas WinterFallSales, SpringSales y SummerSales. Estas colabo-
ran con su correspondiente DoubleTimedAction e implementan las acciones a llevar a cabo durante
cada intervalo. Se puede ver que WinterFallSales es la responsable de realizar las acciones hasta
que suceda SpringSales, luego e´sta es la responsable hasta que suceda SummerSales y, finalmente,
e´sta respondera´ por las acciones a llevar a cabo hasta que el fin de su responsabilidad lo marque
WinterFallSales. La especificacio´n emplea un InfiniteIterator lo que significa que la secuencia
de responsabilidades recientemente descrita se repetira´ infinitamente. Si por el contrario, la se-
cuencia debe realizarse una cantidad finita de veces, entonces se reemplaza InfiniteIterator por
FiniteIterator y se valoriza su variable de instancia timesToApply.
En este ejemplo se modifica tres veces el esquema navegacional en tres puntos del tiempo. La
primer modificacio´n se realiza cuando sucede el inicio de la temporada de SpringBooks; hasta ese
instante el usuario solo tiene permitida la navegacio´n hacia Books. La segunda modificacio´n surge
cuando se inicia la temporada de SummerBooks; hasta ese momento el usuario solo tiene permitido
navegar sobre SpringBooks. Por u´ltimo, la tercer modificacio´n veda al usuario los recorridos sobre
SummerBooks y rehabilita el acceso a Books.
9.3 Ejemplo Adicional
Esta seccio´n presenta un nuevo ejemplo de aplicacio´n. En esta ocasio´n, el objetivo sera´ realizar la
especificacio´n de una aplicacio´n web que modele el funcionamiento de un cine. Para enriquecer el
dominio de la aplicacio´n, consideraremos que el cine consta de tres salas en las cuales se proyectan
dos pel´ıculas por semana de acuerdo a un cronograma de funciones preestablecido. La figura 9.9
muestra una posible instanciacio´n del cronograma de pel´ıculas que se proyectan en cada sala.
Sala 1
Analízate
Domingo a Mar tes 15.05;  17.50;  20.35
Simone
Miérco les a Sábado 15.05;  17.50;  20.35
Sala 2
El libro de la Selva 2
Domingo a Miérco les 16.20;  19.40;  23.00
Piso Compartido
Jueves a Sábado 16.20;  19.40,  23:15
Sala 3
Mini Espías
Domingo a Mar tes 16.20;  19.40;  23.00
8 Mile
Miérco les a Sábado 16.20;  19.40;  23:15
Figura 9.9: Cronograma de funciones del cine.
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Nuevamente, para desarrollar el disen˜o de la aplicacio´n emplearemos la metodolog´ıa OOHDM y,
de la misma forma que en el ejemplo de la seccio´n anterior, supondremos que tanto el esquema
conceptual como el esquema navegacional ya fueron realizados. La figura 9.10 muestra un posible
disen˜o de este u´ltimo.
Cinema
Auditorium
TimeTable
Projection
Film
Function
DoubleFunctionSimpleFunction
Figura 9.10: Esquema navegacional del cine.
De acuerdo al esquema navegacional, se puede observar que el usuario de la aplicacio´n puede visitar
cada una de las salas del cine y desde e´sta conocer la pel´ıcula que proyecta. Tomando en cuen-
ta un escenario un poco ma´s realista y adaptado a los requerimientos que plantea el cronograma
de funciones, cada vez que el usuario visita una sala deber´ıa poder ver informacio´n de la pel´ıcula
asociada a la funcio´n estipulada para ese momento. Esto es, si el lunes visita la Sala 1 entonces la
aplicacio´n deber´ıa mostrar informacio´n relacionada a la pel´ıcula Anal´ızate. Mientras que si visita
la misma sala el d´ıa jueves, entonces la aplicacio´n deber´ıa mostrar informacio´n relacionada a Simone.
Este ana´lisis nos revela la existencia de un aspecto de caracter´ısticas netamente temporales en el
dominio de la aplicacio´n. Dicho aspecto sen˜ala que, durante la semana, la aplicacio´n debe cambiar la
informacio´n de cada sala que brinda a los usuarios de la misma forma y en el mismo momento en que
cambian las pel´ıculas que e´stas proyectan. Desde el punto de vista de disen˜o significa que el tramo
del esquema navegacional que permite navegar hasta la pel´ıcula que se proyecta en una sala debe
mudar tantas veces y en el mismo momento en que se realizan los cambios de las pel´ıculas. Siguiendo
con el ejemplo de la Sala 1, el primer cambio se debe realizar cuando se permuta la pel´ıcula que se
proyecta de domingo a martes por la pel´ıcula que se proyecta de mie´rcoles a viernes. Mientras que
el segundo cambio debe suceder cuando se permuta esta u´ltima por la que se proyecta de domingo
a martes.
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IterativeTemporalLink
Cinema
Auditorium
Projection
InfiniteIterator
Sunday2Wednesday
Film
DoubleTimedAction
Thursday2Saturday
TimeTable
Sunday2Wednesday Thursday2Saturday
Action
Figura 9.11: Esquema navegacional del cine con especificacio´n de tiempo.
Una vez ma´s, para poder especificar en la etapa de disen˜o el aspecto temporal que aparece en la
estructura navegacional de la aplicacio´n necesitamos emplear algu´n mecanismo de especificacio´n
de tiempo. Por este motivo, pondremos en pra´ctica las arquitecturas de especificacio´n de tiem-
po propuestas en el cap´ıtulo 8. As´ı, se obtiene un nuevo esquema navegacional como lo muestra
la figura 9.11. En el esquema navegacional modificado se puede observar que la instanciacio´n de
la arquitectura modela para cada sala dos intervalos de tiempo mediante las subclases de Action
denominadas Sunday2Wednesday y Thursday2Saturday. Estas colaboran con su correspondiente
DoubleTimedAction e implementan las acciones a llevar a cabo durante cada intervalo semanal.
Se puede ver que Sunday2Wednesday es la responsable de realizar las acciones hasta que suceda
Thursday2Saturday. La especificacio´n emplea un InfiniteIterator lo que significa que el esque-
ma de cambios de acciones y la secuencia de responsabilidades recientemente descrita se repetira´
mientras perdure la aplicacio´n. Si por el contrario, la secuencia debe realizarse una cantidad finita
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de veces, entonces se reemplaza InfiniteIterator por FiniteIterator y se valoriza su variable
de instancia timesToApply.
Ahora, supongamos un nuevo escenario en el cual el cronograma de funciones es un poco ma´s
complejo. Consideremos que, adema´s de que cada sala tiene dos pel´ıculas que se proyectan de man-
era alternada durante la semana, tambie´n se proyectan en un mismo d´ıa en diferentes horarios. En
la figura 9.12 se muestra un ejemplo del cronograma de funciones modificado con este nuevo requer-
imiento.
Sala 1
Analízate
Domingo a Mar tes 15.05;  17.50;  20.35
Sábado 17.50;  20.35
Simone
Miércoles a Viernes 15.05;  17.50;  20.35
Sábado 23 .20
Sala 2
El libro de la Selva 2
Domingo a Miérco les 16.20;  19.40;  23.15
Sábado 16.20;  19.40
Piso Compartido
Jueves y Viernes 16.20;  19.40,  23:15
Sala 3
Mini Espías
Sábado a Mar tes 16.20;  19.40;  23.00
8 Mile
Miércoles a Viernes 16.20;  19.40;  23:15
Sábado 16.20;  19.40
Figura 9.12: Nuevo cronograma de funciones del cine.
De acuerdo a la nueva cartelera, se puede observar que el dominio de la aplicacio´n contiene un nuevo
aspecto con caracter´ısticas temporales. Este aspecto sen˜ala que, durante el mismo d´ıa, la aplicacio´n
debe cambiar la informacio´n de cada sala que brinda a los usuarios de la misma forma y en el mismo
momento en que cambian las pel´ıculas que e´stas proyectan. Desde el punto de vista de disen˜o de la
aplicacio´n significa que el tramo del esquema navegacional que permite al usuario visitar la pel´ıcula
que se proyecta en una sala debe mudar de forma tantas veces y en el mismo momento en que se
realizan los cambios de las pel´ıculas. Siguiendo con el ejemplo de la Sala 1, el primer cambio se
debe realizar de martes a mie´rcoles cuando se permuta la pel´ıcula Anal´ızate por Simone. El segundo
cambio cuando reaparece Anal´ızate durante en las primeras funciones del sa´bado. Luego, el tercer
cambio sucede cuando Simone reemplaza en la trasnoche a Anal´ızate y, finalmente, el u´ltimo cambio
cuando Anal´ızate nuevamente vuelve a ser la funcio´n actual de la sala a partir del domingo.
Por tanto, empleando las arquitectura de especificacio´n de tiempo propuestas en el cap´ıtulo 8,
se obtiene un nuevo esquema navegacional como lo muestra la figura 9.13. En este nuevo es-
quema navegacional se puede observar que la instanciacio´n de la arquitectura define para cada
sala tres intervalos de tiempo mediante las subclases de Action denominadas Sunday2Wednesday,
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Thursday2Friday y Saturday implementando as´ı las acciones a llevar a cabo durante cada inter-
valo semanal. Se puede ver que Sunday2Wednesday es la responsable de realizar las acciones hasta
que suceda Thursday2Friday y esta misma se encarga de redireccionar las acciones de navegacio´n
del usuario hasta que suceda Saturday. Por otro lado, las funciones que forman el cronograma se
subclasifican en dos tipos de funciones DoubleFunction y SimpleFunction.
IterativeTemporalLink
Saturday
Cinema
Auditorium
Projection
InfiniteIteratorSunday2Wednesday
SimpleTimedAction
Film
DoubleTimedAction
Thursday2Friday
TimeTable
IterativeTemporalLink
InfiniteIterator
Afternoon
DoubleTimedAction
Midnight
Function
DoubleFunction SimpleFunction
SaturdaySunday2Wednesday Thursday2Friday Afternoon Midnight
Action
Figura 9.13: Nuevo esquema navegacional del cine con especificacio´n de tiempo.
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La primer clase de esta jerarqu´ıa cuenta con la responsabilidad de interactuar con otra instan-
cia de la arquitectura de especificacio´n de aspectos temporales de manera que todo en conjunto
modele el aspecto temporal agregado en este nuevo escenario.
Hemos visto que as´ı como existen aspectos temporales en la estructura navegacional de la apli-
cacio´n, e´stos tambie´n esta´n presentes en la interfaz del usuario. Por ejemplo, supongamos que la
interfaz del nodo sala del esquema navegacional se compone de un video que muestra los avances de
las pel´ıculas que la sala proyecta, un texto que muestra las caracter´ısticas de esa pel´ıcula como por
ejemplo la duracio´n, el director, los actores y la procedencia, y un listado con los horarios y t´ıtulos
de las dema´s pel´ıculas que se proyectaran en la semana. Para especificar la manera en que e´stas tres
entidades se componen y comunican, podemos emplear un diagrama de ADVs de la manera en que
lo muestra la figura 9.14.
ADV FilmRoom
ADV List
1
ADV Video
On
Off 2
3
ADV
Credits
On
Off 4
1
event: mouseClicked, nextVideo
pre: focus
post: playVideo, startCredits
2
event: playVideo
pre: mouseCl icked
post: video execute
3
event: endVideo
pre:
post: nextVideo
4
event: startCredits
pre:  mouseCl icked
post: credits execute
Figura 9.14: Especificacio´n de la interfaz del usuario de una sala.
Esta composicio´n de ADVs muestra de manera abstracta la relacio´n existente entre las entidades que
forman la interfaz del usuario. Sin embargo, no dice nada sobre una posible coordinacio´n temporal
que pueda existir entre ellas. Por ejemplo, si cada vez que se inicia la proyeccio´n del avance de
una pel´ıcula se debe demorar la presentacio´n de los cre´ditos, entonces la especificacio´n con ADVs
no ayuda. Por tanto, sugerimos emplear la arquitectura Interframe Synchronization propuesta en
el cap´ıtulo 6. La figura 9.15 muestra la especificacio´n de este escenario temporal en la interfaz del
usuario.
La figura anterior define que la instancia de la clase Equals especifica que la presentacio´n de AD-
VList y ADVVideo siempre sucede en paralelo y que la clase After especifica que la prestacio´n de
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aMeetsaParSyncElementaMMediaFrame
f irst
last
e lement
ADVList
source
aSimpleSyncElementaMMediaFrame
aMMediaFrame
f irst
last
ADVVideo
ADVCredits
source
source
anAfter
e lement
aSimpleSyncElement
last
aMeets
e lement
first
Figura 9.15: Especificando sincronizacio´n entre la presentacio´n del video, los cre´ditos y la lista de
pel´ıculas.
ADVVideo y ADVCredits se realiza en secuencia con una demora entre ambas presentaciones. El
valor de la demora debe estar especificado en la variable de instancia delayFor de la instancia de
clase After.
Para mostrar una nueva aplicacio´n de los mecanismos definidos analizaremos otro escenario dis-
tinto. En esta ocasio´n supongamos que cada vez que el usuario selecciona el nombre de una pel´ıcula
de la lista e´sta desaparece dando paso a la presentacio´n del avance seleccionado y luego que e´ste
termina la lista vuelve a estar presente en la interfaz del usuario. Esta especificacio´n se muestra en
la figura 9.16.
En esta especificacio´n se observa que el empleo de una instancia de clase Meets basta para especi-
ficar que la presentacio´n de ADVList y ADVVideo sucedan en ese orden de manera consecutiva y sin
demoras. Tambie´n e puede observar que la instancia de clase After especifica que las presentaciones
de ADVVideo y ADVCredits se realicen en secuencia con una demora entre ambas presentaciones
y, finalmente, que la instancia de clase Meets especifica que luego de la presentacio´n del ADVVideo
suceda la presentacio´n de ADVList. En este u´ltimo ejemplo se puede notar que si bien la primer
instancia de Meets especifica lo mismo que sen˜ala la secuencia de eventos que especifica la figura
9.14, el empleo de la arquitectura flexibiliza el disen˜o y adema´s favorece al mantenimiento de la
aplicacio´n. Por ejemplo, si se necesita que entre la presentacio´n del ADVList y el ADVVideo exista
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aMeetsaSeqSyncElementaMMediaFrame
f irst
last
e lement
ADVList
source
aSimpleSyncElementaMMediaFrame
aMMediaFrame
f irst
last
ADVVideo
ADVCredits
source
source
anAfter
e lement
aSimpleSyncElement
last
aMeets
e lement
first
Figura 9.16: Especificando otra sincronizacio´n entre la presentacio´n del video, los cre´ditos y la lista
de pel´ıculas.
una demora, entonces solamente sera´ necesario cambiar la instancia de Meets por una instancia de
clase After y valorizar su variable de instancia delayFor.
En este cap´ıtulo se mostraron varios ejemplos de aplicacio´n de las arquitecturas propuestas en
los cap´ıtulos anteriores. Con cada ejemplo se mostro´ que el empleo de las arquitecturas propuestas
ayudan a modelar los aspectos temporales de la estructura navegacional y de la interfaz del usuario
de manera simple, proveen un modelo fa´cil de entender, agregan sema´ntica a la especificacio´n y, por
ser modelos orientados a objetos, el disen˜o resultante es simple de extender y de mantener.
Cap´ıtulo 10
Conclusiones y Trabajo Futuro
En este trabajo se propusieron dos arquitecturas para especificar los aspectos temporales de una
aplicacio´n hypermedia en la etapa de disen˜o. El desarrollo de ambos modelos abarco´ dos etapas:
especificacio´n del tiempo en la interfaz del usuario y especificacio´n del tiempo en la estructura nave-
gacional de la aplicacio´n.
La primer etapa tuvo como fundamentos el ana´lisis de los diferentes modelos teo´ricos que existentes
para representar el tiempo y las caracter´ısticas de los escenarios temporales que ocurren durante la
presentacio´n de los elementos multimedia que componen la interfaz del usuario de las aplicaciones
hypermedia. A partir de ambos se definio´ una arquitectura que, mediante composicio´n y herencia
de clases, permite especificar una variedad de modelos de tiempo en la etapa de disen˜o de la interfaz
del usuario de una aplicacio´n hypermedia. Por otro lado, la segunda etapa tuvo como fundamentos
la deteccio´n y el ana´lisis de escenarios temporales que ocurren en la estructura navegacional de las
aplicaciones hypermedia. A partir de e´stos se propusieron diferentes enfoques tentativos capaces
de interpretar el comportamiento y, sobre la eleccio´n de uno de ellos, se definio´ una arquitectura
compuesta por jerarqu´ıas de clase y relaciones entre objetos capaces de definir diferentes modelos
de tiempo en la etapa de disen˜o de la estructura navegacional de una aplicacio´n hypermedia.
Dado que las arquitecturas propuestas se basan en un modelo orientado a objetos, e´stas heredan
todos los aspectos y las propiedades de un disen˜o de esas caracter´ısticas. Por tal motivo, permiten
realizar modificaciones, ampliaciones y mantenimiento de una manera pra´ctica y sencilla. Adema´s,
la herencia y el encapsulamiento le permiten al disen˜ador abstraerse de la implementacio´n de sus
componentes en el momento de la especificacio´n de escenarios con aspectos temporales.
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Un aspecto importante a determinar en el futuro es establecer la manera y el momento ma´s apropi-
ado para incorporar las arquitecturas propuestas a OOHDM o cualquier metodolog´ıa de disen˜o de
aplicaciones hypermedia orientada a objetos. En particular, el empleo de ADVs y state charts en
OOHDM permiten especificar de manera abstracta el orden en el cual se ejecutan los elementos
que conforman la interfaz del usuario. Dado que orden de ejecucio´n no necesariamente incluye
sincronizacio´n, una alternativa va´lida ser´ıa emplear la arquitectura de especificacio´n de aspectos
temporales de la interfaz del usuario en un paso posterior a la etapa de especificacio´n de la interfaz
abstracta. De este modo, la definicio´n del orden en que sucede la ejecucio´n de los elementos que
forman la interfaz del usuario queda desacoplada respecto de la manera en que estos se sincronizan.
Esto tiene la ventaja de que sobre la base de un orden de ejecucio´n es posible establecer cuantas
formas de sincronizacio´n sean convenientes. Del mismo modo, dado que una vez que se realiza el
esquema navegacional de la aplicacio´n recie´n son conocidos los mapas navegacionales, proponemos
emplear la arquitectura de especificacio´n de aspectos temporales de la estructura navegacional en
un paso siguiente a la etapa de disen˜o del esquema navegacional. De esta manera el disen˜ador de la
aplicacio´n tiene un dominio de especificacio´n ma´s restringido que el esquema conceptual. La ventaja
que esto provee es que diferentes especificaciones pueden comprender objetos comunes a contextos
navegacionales disjuntos quedando la especificacio´n del aspecto temporal ligada a un contexto y no
al modelo conceptual de la aplicacio´n.
Cuando una aplicacio´n esta´ en la etapa de produccio´n, es posible que se manifiesten algunos prob-
lemas referentes a la plataforma de ejecucio´n. Un ejemplo muy habitual es lo que sucede en las
aplicaciones web cuando se transmiten streams de datos desde el servidor hacia los clientes. Dado
que este tipo de transmisio´n se realiza mediante Internet, los errores, demoras innecesarias, o sat-
uracio´n del medio causan efectos negativos sobre la sincronizacio´n de las entidades que conforman
la interfaz del usuario. Una solucio´n para sortear ese tipo de problemas es emplear un lenguaje de
implementacio´n que soporte mecanismos de sincronizacio´n asincro´nicos.
Las arquitecturas aqu´ı propuestas, en especial la utilizada para la especificacio´n de aspectos tempo-
rales en la interfaz del usuario, solamente contemplan la especificacio´n de modelos de sincronizacio´n
sincro´nica. Por tanto, un objetivo importante a alcanzar en el futuro es complementar este trabajo
con mecanismos encargados de especificar modelos de sincronizacio´n sincro´nicos y asincro´nicos. Tal
vez este objetivo se puede alcanzar extendiendo de las jerarqu´ıas de clase, agregando relaciones de
conocimiento entre las clases de las arquitecturas o enriqueciendo las mismas.
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El desarrollo de software a gran escala exige el empleo de herramientas que realicen la generacio´n
automa´tica de co´digo a partir de la etapa de especificacio´n. Esta demanda nos motiva a proponer,
como una tarea complementaria, el desarrollo de una herramienta CASE que, a partir de la es-
pecificacio´n de las arquitecturas aqu´ı propuestas, genere una implementacio´n escrita en un lenguaje
de programacio´n orientado a objetos o en algu´n lenguaje de descripcio´n de datos. Asimismo, otra
tarea interesante es analizar cuan factible ser´ıa incorporar e´stas arquitecturas en algu´n framework
de especificacio´n de aplicaciones hypermedia. Este enfoque le permitir´ıa al disen˜ador de aplica-
ciones abstraerse de las jerarqu´ıas de clase y formar escenarios de tiempo reutilizables en distintas
aplicaciones.
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