1. Introduction* Kato [2] has shown local square integrability with boundedness at oo of the potential coefficient function to be a sufficient condition for the Schrodinger operator in L 2 (R n ) to have a unique selfadjoint extension in case dimension n = 3. His statement is for n = 3p, thus with p factors R 3 , but with the condition on V stated separately for each R 3 factor as is natural for application to quantum mechanics this in essence amounts to n -3 from our standpoint. Using the YoungTitchmarsh theorem on Fourier transforms, we generalize Kato's argument to general dimension n > 1. We show the connection of the resulting criterion with our earlier construction [1] of a self-adjoint extension as the inverse of a modified Green function integral operator. We also give a variational characterization of the spectrum here.
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2. Uniqueness condition. Let V(x) be a given, real-valued, measurable function over x e R n , euclidean w-space. We consider the following additional conditions upon V, using the notation (JC y) =Σ5=i^ ?/j and I x I = V{x x) for JC and y e R n , and also denoting n dimensional Lebesque measure on R n by μ n .
CONDITION I. For some 6 < + co let V(x) be essentially bounded (A = [ess sup I V(x) |] < + °°) over {x e R n \ \ x \ > b}, and let \V(x) \w*>< n+ <»dμ n (x) -M p < + co i*l<δ}
for some p > 0 satisfying also n + p > 2.
CONDITION II. Let V(x) satisfy Condition I with in addition n + p = 4 in (1) if dimension n < 4.
Condition II is our generalization of Kato's uniqueness criterion, our following Theorem T. 1 in the special case n = 3 thus being due to Kato [2] . Following Kato, we define &ί x c L 2 (R n ) as the linear manifold of Hermite functions, polynomials in the coordinates x 5 multiplied by exp( -1/2 I x | 2 ). Assuming Condition II), clearly the pointwise product Vu e L 2 {R n ) for all u e ^. Hence 954 F. H. BROWNELL ( 2 ) [
H, u](x) = -y*u{χ) + V(x)u(x)
with /7 2 = Σ?-i (d 2 ld%)) the Laplacian, defines H x as a linear operator in L 2 (R n ) with dense domain 2& lm Also the easily established Green's identity for u and w e 2$ λ shows that H λ is symmetric (see [3] , p. 28-41, p. 48-50 for terminology and theorems used hereafter).
Next for u e L 2 (R n ) we have existent (see [4] ) the FourierPlancherel transform u e L 2 (R n ) defined by ( 3 ) u{y) = Hm( with the limit in the L 2 (R n ) norm sense over y e R n ; similarly u(x) = lim (^Y [ e \2π / }{y\\y\<N} with the limit also in the L 2 (R n ) norm sense. In terms of (3) and (4) We may now state the main theorem of this section as follows. Actually, since Condition II will be seen at the end of the next section to imply Condition S stated there, this theorem is a consequence of StummePs theorem ([5] , Th 4.2), p. 171), except for an awkward but essentially trivial change of basic domain. Also our proof is rather different, being much closer to Kato' Here S^x^ 2$, and hence £^is dense, follows clearly from the fact ([4] , p. 81, Theorem 57) that S*(^±) c &r l9 where S denotes the unitary operator from L 2 (R n ) onto itself given by (4), Su = u, and where S*u -u in (3) represents the adjoint and inverse S*. Thus T x u--V 2 u for u e ^ has T λ u = Tu for u e 3> λ from \β*{T&)~\{v) = \ y \ 2 ύ(y) by integration by parts hence 2\ c T. Thus ϊl^^Ή. follows from the following lemma (Lemma 4 of Kato [2] ), which represents the heart of our argument. To prove this lemma, we will first establish that £^c L r ,(R n ) with r' = 2(n + p)/(n -4 + p) and p > 0 given in Condition II if dimension n > 4, and that & c L^(R n ) if n -1, 2, or 3. For this purpose we start, for u e 3$ and arbitrary ω > 0 and with p > 0 as in Condition II, with the Schwarz-Holder estimate using also (4) with convergence almost (μ n ) everywhere for a subsequence from L 2 (R n ) norm convergence. Now if dimension n > 4, then in (6) define r = 2(w + ρ)l(n + p + 4) = 2\p, and hence l<r<2 from 1 < p = 1 + 4l(n+ρ)<2. Now l/r+l/r' = l has (5), and then λ sufficiently positive so that -^-< -, we see from (11) that the oper-
Hence / + V(T + λ 2 /)" 1 is a bounded linear operator on L 2 (R n ) with range 
/ has already been seen to do so. Since T = T* has been shown and since V is obviously symmetric, it follows that H = T + V and (13) thus makes iί+λ 2 / -(iί+λ 2 /)* -iϊ*+λ 2 7, if = if*, and hence iί is self-adjoint (see [3] , p. 35).
In order to complete the proof of Theorem T. 1, it remains only to show that the self-adjoint extension H of H λ is the unique self-adjoint extension. Since here H x c iff * e H = if* c if * is well-known [3] , and likewise jfff* cz Jϊ c ff* for any other self-ad joint extension J&, since H = jff** will make if? = (JET*)** = {H^Y = H* = H = Hf'\ and since Hf* = if x the closure of H ly it suffices for this uniqueness to show In order to do so, we first (Lemma 1), Kato [2] ) notice that orthogonality of nonzero u Q e L 2 (R n (5),
Hence the graph of if is contained in the closure of the graph of H 19 H c H 19 and if is the unique self-adjoint extension of H x as desired. Thus Theorem T. 1 is completely proved.
3 Connection with other conditions. We will show in this section that Condition I, which is always implied by (and for n > 4 coincides with) Condition II, implies our earlier one (Condition III, see eq. 19) for the construction of a self-adjoint extension as the inverse of a modified Green function integral operator. In fact, it is easy to verify for V(x) -\x\' η that Condition I and Condition III are each equivalent to 0 < η < (min 2, n), so that in this sense they have the same strength. We remark that Condition I is the natural one, used in a forthcoming joint paper, for an asymptotic formula for the distribution of eigenvalues of the bottom part of the Schrodinger operator spectrum. Finally we will show, as noted before T. 1, that Condition II ==> Condition S =φ Condition III .
In order to give this connection with the modified Green function, we need to introduce the fundamental singularity n K ω (r) for -p 2 + ω 2 l with constant ω > 0. This may be defined (see [1] , p. 555) uniquely by the requirements that n KJr) be continuous over r > 0, that n KJ\ x\)e L x {R n ) over x, and that [ω 2 + | y 
Moreover for all ω > 0
The proof is rather elementary, using for n > 2 the Schwarz-Holder inequality with r = (l/2)(n + p) > 1 and 1/r + 1/r' = 1, and hence n-2 + p Thus Condition I yields in (14) for n > 2, the Schwarz-Holder inequality being used on the \y\ < b portion, and also n KJ<t\ω) -ω
|T| ω < In (17) the second integral is obviously finite, and so is the first for n = 2. For fi>2 we see in the first integral that only the portion 0<£<l is in doubt, and here we have to consider the integrand factor t raised to the exponent -(n -2)-»±£-+ n -1 = ^£ i > _ i .
F. H. BROWNELL
Thus the first integral in (17) is also finite for n > 2 as well as for n=2, and (17) shows \V\ ω < + oo for all ω > 0 and also that (15) follows for n > 2. Finally for (16), taking p > A so that V(x) -V p (x) = 0 almost (μ n ) everywhere over | x \ > b by Condition I, we see that in place of (17) we have, with c n < + oo by the finiteness of the first integral in (17), for n > 2
we see Condition I and dominated convergence in (18) yields (16) as desired for n < 2.
Notice that Condition I with 1 + p > 2 clearly implies itself with p replaced by ρ f = 1. Thus in place of (17) and (18) we have for n -1
which clearly yield (15) and (16) in the same way as above. Thus the proof of Theorem T.3 is complete. Now consider the following condition on V. As stated in Corollary T.4 immediately thereafter, this condition is implied by Condition I, as we see from (15) 2 We note here that ^ need not be dense in L 2 (R n ) if n<3, although H x will not be a very respectable operator from the Hubert space viewpoint if ^ is not dense, in particular not being symmetric. This theorem is the same as our earlier one ( [1] ), Theorem 5.3, p. 572) except for change in the initial domain from S^ = ^/^Π ^ there to ^ = ^fΐΊ ĥ ere. Merely sketching the proof, we first see
follows for φ e ^ and u e L λ (R n ) Π L 2 (R n ), the proof being unchanged from the earlier one ([1], Theorem 5.1, p. 568) for φ having continuous second partials and vanishing outside a bounded set. Taking φ e J^ = <Λ" Π Si in (24) and using the facts that G ω is bounded Hermitian and that Since (19) and (16) follow from Condition I for large ω by Theorem T.3, this theorem follows from our earlier one ( [1] , Theorem 6.4, p. 579).
Finally we finish this section by proving in the following Theorems T.8 and T.9 the implications asserted before, namely II =φ S =Φ> III. Since Condition S, as noted before Theorem T.I, implies the conclusion of that theorem, from II=^S we have an alternate proof of Theorem T.I. For knowledge of this work of Stummel [5] we are indebted to the referee. Although Theorems T.8 and T.9 seem of sufficient interest to record, their proofs are simple exercises in the use of the Schwarz-Holder inequality.
We start by stating Stummel's Condition S. To prove T.8 first, Condition II clearly yields (26) with 7 = 0, which thus takes care of the trivial case 1 < n < 4. Now consider dimension n > 4. Then for the p > 0 in (1) of the given Condition II, we may choose real y to satisfy 
with 2^9 = (l/2)(w + jθ), 7P' < w, and σ w as in (6). Thus the second factor on the right of (28) is a finite constant, Condition II assures that the first factor is bounded over JC e R ny and (27) and (28) yield (26) for Condition S. This completes the proof of T.8. Now for Theorem T.9 it suffices to prove that Condition S implies lim ω _ +oo |F| ω = 0, since equation (15) yields the conclusion of Corollary T.4 as noted there. Considering first the general case n > 4, and taking β = n-2-yl2<n-2-(n-4)(l/2) -n/2 so that 2β < n from γ > n -4 > 0, the Schwarz inequality yields
On the right here the second factor is < [ω' (n -2β^σ n Γ(n -2β)f' 2 -> 0 as ω -^ + oo since n -2/5 > 0 the first factor is independent of ω and bounded over x e R n according to Condition S. Hence we see that the left side of (29) converges to zero uniformly over x e R n as ω -* + oo for n > 4.
In order to estimate \V\ ω , we must also consider the left side of (29) with the range of integration replaced by its complement in R n . For this we define Since | x -# |~γ > 1 in (26), we see that Condition S assures that the first factor on the far right side of (30) is a finite constant. Moreover, we see that the second factor ] e -»r(j) Uo as ω -> + oo ,
to estimate the portion of this sum where r(j)>3 by which -> 0 by dominated convergence, and using r(j) > ijVn > 0 for j φ 0 to estimate the remaining finite sum portion. Thus the left side of (30) converges to zero uniformly over x e R n as ω -> + oo, which when combined with the same conclusion about (29) proved above yields \~V\ ω -> 0 and completes the proof of T.9 for dimension n > 4. For dimension n < 4, we see Condition S becomes just (26) with γ = 0. Hence I [ n K ω (\ x \)fdμ n (x) = c w αr (4 -w) , easily seen with c n < + oo for n < 4 from the definition preceding (14), gives in place of (29) (31)
as o> -> + oo. Also (30) still shows the integral over the complimentary region to converge to zero uniformly over xeiϋ w asω-^ + oo iί n = 3, and a very similar computation gives the same result if n = 1 or 2. Hence lim ω _ >+ββ ίVΊ ω = 0 follows from Condition S when dimension n < 4 as well as when n > 4, and the proof of T.9 is complete.
4.
Variational characterization, of the spectrum* In this section we will show (see T.13 following) that a variational characterization of the spectrum, well-known at least for continuous V and bounded domains, also holds for H 2 with V subject only to Condition I. This is rather easy to obtain ( [2] , p. 209, eq. (23)) under Condition II, and the major effort in our argument amounts to showing that Condition I, which is weaker for 1 < n < 3, actually suffices.
We start with the following theorem, where by the L λ sense of the Fourier transform u for u e L x {R n ) we mean (3) with no limit and \ replaced by the oridinary Lebesque integral \ . Notice that The proof of T. 10 thus being complete for (n + p) > 4 and hence for n > 4, we now consider the remaining case 2 < n + p < 4, for which 1 < n < 3. Since G ω u 0 -(λ 0 + α) 2 )"X with λ 0 + ω 2 > 0 for ω > ω x follows from (22) and H 2 u Q = λ o^o , we see ( [1] , (3.5) , (3.6) , and (3.21), p. 558 and 562) by using the Schwarz inequality that u Q is essentially bounded, u 0 e L^RJ and ||w 0 ||oo = ess sup \u o (x)\ < + oo. Thus by ConxeR n dition I, Vu 0 e L r ({x\ \x\ < b}) c L x ({x| |x| < b}) with r = \(n + p) satisfying 1 < r < 2, and ψ Q exists as defined. 
This was proved in the last two paragraphs of § 2. In the following we denote (z ξ) -Σ?-i^> 1*1 = τ/(^ z) for ^ and ξ e C n , unitary To prove T. 12, first notice 2 < n + p < 4 makes 1 < n < 3, and hence, as shown in proving T. 10, u 0 e LJfiώ and f 0 e L r {R n ) with r = \{n + p), 1 < r < 2. Thus, using the Young-Hausdorff-Titchmarsh theorem as in (8) Thus we may conclude \y\ v u 0 (y) e L 2 (R n ), as desired, whenever this holds for both terms on the right of (34). The first term is obviously in L 2 (R n ) .
For the second term we use f Q e L r ,(R n ) and the SchwarzHolder inequality with
holding even for n + p -2 y for which α = oo and a f -1. Thus, with σ w as in (6) and this to
We see for our n = 1, 2, or 3, /> > 0, 2 < w + p < 4, that this last inequality is always satisfied for v -1 and for v -v x = π/2 + p/(n + />). Note w/2 < Vj < 2. Thus we have shown \y\u o (y) and |^| v i^(i/) to be e L a (Λ n ).
Next for any finite set of v v > 0, define
and therefore is not orthogonal to all Q(y) exp( -i\y\ 2 ) with polynomial Q, and thus ύ cannot be orthogonal to L^.
Hence, for any u e L 2 (R n ) such that Lu e L 2 (R n ) there exists (since £% transforms onto ^) a sequence u k e ^ such that \\L (u -u k by Condition I with the right side -> 0 as k -> + oo. Thus the proof of Lemma T. 12 is complete. We now are ready to give our variational characterization of the spectrum Σ of H 2 , assuming only Condition I. Define
and by Theorem T. 7 we know that Σ Π (-oo, h) for h < h λ consists of a finite set of λ which are each in the point spectrum of H 2 with finite multiplicity. Thus there is uniquely defined a finite or countable set {Xp} = Σ Π (-oo, fej), λ p < X p+1 , and the X p -X repeat according to the multiplicity of each λ in the point spectrum of H 2 . In the statement following, u ± S means (u, w) -0 for all w e S. 
) over x e R n for some integer m > 0 depending on u.
For integer p > 1 define τ p (^{) as the right side of (38), and similarly τ p (^0) with S\ replaced by i^0. ^0 3 3> λ clearly makes Tp(^o) < ?A&d' Thus to prove theorem T. 13 we need only show first that any existing X p has X p > τ p (£^), and secondly that τ p (^0) < h λ has X p existing with τ p (& 0 (R n ) also makes the second term integral be finite as well as the first. Also ParsevaPs equality applied to the terms on the right side of (39) Subscriptions, orders for back numbers, and changes of address should be sent to Pacific Journal of Mathematics, 2120 Oxford Street, Berkeley 4, California.
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