Abstract. -We prove that if X is any complex separable infinite-dimensional Banach space with an unconditional Schauder decomposition, X supports an operator T which is chaotic and frequently hypercyclic. In contrast with the complex case, we observe that there are real Banach spaces with an unconditional basis which support no chaotic operator.
Introduction
We are interested in this paper in the dynamics of continuous linear operators acting on a complex infinite-dimensional separable Banach space X. If T is such an operator on X, T is said to be hypercyclic if there exists a vector x ∈ X (a hypercyclic vector for T ) such that Orb(x, T ) = {T n x ; n ≥ 0} is dense in X. Hypercyclicity has had many developments in the past years, and we refer the reader to the recent books [5] and [14] for a thorough account of the subject.
We study here reinforcements of hypercyclicity: chaotic operators are topologically transitive operators (or, in other words, hypercyclic operators) which have a dense set of periodic points (a vector x ∈ X is said to be periodic if there exists an integer N ≥ 1 such that T N x = x). This notion of chaos coincides in our setting with the classical one introduced by Devaney. Another strengthening of hypercyclicity is the notion of frequent hypercyclicity, which was introduced in [2] : T is said to be frequently hypercyclic if there exists a vector x ∈ X such that for every non-empty open subset U of X, the set {n ≥ 0 ; T n x ∈ U } of instants when the iterates of x under T visit U has positive lower density:
where |A| denotes the cardinality of a finite subset A ⊂ N. It was proved independently by Ansari [1] and Bernal-Gonzalez [6] that any separable infinite-dimensional Banach space X supports a hypercyclic operator. These operators are of the form T = I + K, where K is a nuclear backward weighted shift with respect to a biorthogonal system of X. In particular the spectrum of T is reduced to the point {1}. The fact that chaos and frequent hypercyclicity are really stronger notions than hypercyclicity is attested by the fact that the corresponding existence result does not hold true anymore. That is, it was shown by Bonet, Martínez-Giménez and Peris [8] that some Banach spaces do not support any chaotic operator, and by Shkarin [16] that the same spaces do not support any frequently hypercyclic operator. The class of spaces considered in [8] and [16] is the class of complex hereditarily indecomposable Banach spaces (like the space of Gowers and Maurey [12] ). We recall that a Banach space X is said to be hereditarily indecomposable if no closed subspace of X is decomposable as a direct sum of infinite-dimensional subspaces. On such spaces every operator has the form T = λI + S, where λ is a scalar and S is a strictly singular operator on X. Hence if T is hypercyclic, the spectrum of T is reduced to the point {λ} with |λ| = 1. Now it is proved in [16] that the spectrum of a frequently hypercyclic operator cannot have an isolated point, and the same holds true for a chaotic operator.
The main purpose of this work is to investigate the following question: In particular any complex Banach space with an unconditional basis admits a frequently hypercyclic and chaotic operator. Actually, it is still an open question to know whether every chaotic operator on a Banach space is automatically frequently hypercyclic; see [13] for more details on this question.
The frequently hypercyclic operators constructed in the proof of Theorem 1.2 have an interesting property: they are compact (even nuclear) perturbations of diagonal operators whose diagonal coefficients are complex numbers of modulus 1. The proof of Theorem 1.2 is done via a transference argument. In other words, we first construct a class of nuclear perturbations of diagonal operators on a Hilbert space, then transfer these operators to our Banach spaces. We show in fact that our operators enjoy a stronger property: Let us finish this introduction by mentioning that it is possible to extend Theorem 1.2 to the case of Fréchet spaces [9] : every complex separable Fréchet space with a continuous norm and an unconditional Schauder decomposition admits a frequently hypercyclic and chaotic operator. The same result holds true for complex Fréchet spaces with an unconditional basis.
Some frequently hypercyclic and chaotic operators on Hilbert spaces
So our aim is to show that if X is a separable complex infinite-dimensional Banach space with an unconditional Schauder decomposition, then X supports an operator which is both chaotic and frequently hypercyclic. We begin by constructing a particular class of nuclear perturbations of diagonal operators on a Hilbert space, which consists of frequently hypercyclic and chaotic operators.
For n ≥ 0, let H n be the space ℓ 2 endowed with the canonical basis (e i,n ) i≥0 , and let H = ⊕ ℓ 2 H n be the orthogonal sum of all the spaces H n . If (µ n ) n≥0 is any bounded sequence of complex numbers, the diagonal operatorD µ is defined byD µ (⊕x n ) = ⊕µ n x n for any element x = ⊕x n in H. Now let ((w i,n ) i≥0 ) n≥0 be a sequence of positive weights such that sup
We define the operatorB w on H by settinḡ
x, e i,n w i,n−1 e i,n−1 .
This is clearly a bounded operator on H, which is nothing but a backward weighted shift: B w e i,0 = 0 for any i ≥ 0, andB w e i,n = w i,n−1 e i,n−1 for n ≥ 1 and i ≥ 0.
be a bounded sequence of positive weights. There exists a sequence (µ n ) n≥0 of unimodular numbers such that the operatorT = D µ +B w is frequently hypercyclic and chaotic on H.
The proof of Theorem 2.1 relies on a criterion for frequent hypercyclicity which was proved in [2] in the Hilbert space setting, and which states that if T ∈ B(H) has "sufficiently many" eigenvectors associated to eigenvalues of modulus 1, then T is frequently hypercyclic.
Here is the precise definition:
Definition 2.2. -We say that a bounded operator T on X has a perfectly spanning set of eigenvectors associated to unimodular eigenvalues if there exists a continuous probability measure σ on the unit circle T such that for every σ-measurable subset A of T which is of σ-measure 1, span λ∈A ker(T − λI) is dense in X.
In other words if we take out from the unit circle a set of σ-measure 0 of eigenvalues, the eigenvectors associated to the remaining eigenvalues still span X. See [13] for a different proof which extends to the Banach space case. We are now ready for the proof of Theorem 2.1.
Proof of Theorem 2.1. -Let µ = (µ n ) n≥0 be for the moment an arbitrary sequence of unimodular numbers. Let λ ∈ T, and x = ⊕x n ∈ H. ThenT x = λx if and only if for any n ≥ 0 and any i ≥ 0,
that is
Hence provided the series involved are convergent, the vectors
are eigenvectors ofT which span the eigenspace ker(T −λ). Now our aim is to construct the diagonal coefficients µ p , and a Cantor set K ⊂ T containing the µ p 's, in such a way that the eigenvector fields E i , i ≥ 0, are well-defined and continuous on K, and the unimodular eigenvectors ofT are perfectly spanning.
Write the set N 0 of nonnegative integers as the disjoint union of successive intervals J k , k ≥ 0, where
, 7}, J 4 = {8, 9, 10, 11, 12, 13, 14, 15}, etc... and more generally J k = {2 k−1 , . . . , 2 k − 1}.
• Step 0: to begin with, we take µ 0 = 1.
• Step 1: let µ 1 be an element of T distinct from µ 0 with |µ 0 − µ 1 | < 1 and such that the length l 1 = |µ 0 − µ 1 | of the closed arc Γ 1 joining in T µ 0 and µ 1 is so small that
for i = 0, 1.
•
Step k: at step k, we construct the unimodular numbers µ n for n ∈ J k . We choose them in the set p∈J k−1 Γ p , where, for p ∈ J k−1 , Γ p denotes the closed arc in T joining µ p and µ p−2 k−2 . We also require that µ 0 , . . . , µ 2 k −1 be all distinct, and that for each j = 0, . . . , 2 k−1 − 1, µ 2 k−1 +j be very close to µ j . More precisely, we pick these numbers µ 2 k−1 , . . . , µ 2 k −1 in such a way that l k = max{|µ 2 k−1 +j − µ j | ; j = 0, . . . , 2 k−1 − 1} is so small that
for i = 0, 1, . . . , k.
We then define Γ 2 k−1 +j for j = 0, . . . , 2 k−1 −1 as the closed arc in T joining µ j and µ 2 k−1 +j .
Let K be the compact subset of T defined by
By construction, µ p is in K for every p ≥ 0. Fix λ ∈ K. Since λ belongs to j∈J k Γ j for any k ≥ 1, there exists for any k ≥ 1 an integer q ∈ J k with |λ − µ q | ≤ l k . Moreover the diameter of K is smaller than 1, and thus for every k ≥ 1 and every n ≥ 2 k , we have
Therefore we have for each i ≥ 0 and each k ′ ≥ i
This implies that the series defining E i (λ) converges for every λ ∈ K and every i ≥ 0.
Let us now prove that the eigenvector field E i is continuous on K for each i ≥ 0. For any ε > 0, let k 0 ≥ i be such that 2 −k 0 < ε/2, and let
be the polynomial in λ corresponding to the 2 k 0 -th partial sum in the expression of E i . Then for all λ, λ ′ ∈ K we have
for any λ, λ ′ ∈ K with |λ − λ ′ | < δ, and this proves that the eigenvector fields E i , i ≥ 0, are continuous on K.
Observe now that the construction is done in such a way that all the coefficients µ p are distinct. This implies that the eigenvectors E i (λ), i ≥ 0, λ ∈ K, span a dense subspace of H. Indeed for any N ≥ 0, µ N belongs to K by construction, and
Hence sp[E i (µ N ) ; i, N ≥ 0] contains all the vectors e i,n , i ≥ 0, n ≥ 0. By continuity of the eigenvector fields E i , if σ is any continuous measure whose support is K, the eigenvectors E i (λ), i ≥ 0, λ ∈ K, are perfectly spanning with respect to σ. Such a measure σ exists because K is a perfect compact subset of T. Since our operatorT is living on a Hilbert space, Theorem 2.3 can be applied andT is frequently hypercyclic.
If we additionally require thatT be chaotic, it suffices to choose all the coefficients µ p to be n th roots of 1. Then the eigenvectors ofT associated to eigenvalues which are n th roots of 1 span a dense subspace of H, andT is chaotic.
3. Proofs of Theorems 1.2 and 1.3 3.1. Unconditional Schauder decompositions. -Let X be a separable infinitedimensional Banach space which admits an unconditional Schauder decomposition. This means that there exists a sequence (X n ) n≥0 of closed subspaces of X such that any x ∈ X can be written in a unique way as an unconditionally convergent series x = n≥0 x n , where x n belongs to X n for any n ≥ 0. We denote in this case by P n the canonical projection x → x n of X onto X n . If (X n ) n≥0 is an unconditional Schauder decomposition of X, and (I k ) k≥0 is any partition of N into finite or infinite subsets, let Y k denote the closed linear span of the spaces X n , n ∈ I k . Then (Y k ) k≥0 is also an unconditional Schauder decomposition of X. Hence we will always suppose in the sequel that (X n ) n≥0 is an unconditional Schauder decomposition of X with all the subspaces X n infinite-dimensional. If (µ n ) n≥0 is any bounded sequence of complex numbers, then the multiplication operator
is a bounded operator on X since the decomposition X = ⊕ n≥0 X n is unconditional. Now since all X n 's are infinite-dimensional, each of them admits a biorthogonal system (x i,n , x * i,n ) i≥0 , where x i,n ∈ X n , x * i,n ∈ X * n and x * i,n , x j,n = δ ij for i, j ≥ 0. Since X = X n ⊕ span p =n X p , we can extend x * i,n to X by setting x * i,n = 0 on span p =n X p . For n ≥ 1, let (w i,n ) i≥0 be a sequence of positive weights going to zero very fast when i goes to infinity. Denote by w the collection of sequences ((w i,n ) i≥0 ) n≥1 , and define the operator B w on X by setting
x * i,n , P n x w i,n x i,n−1 .
Let · * be the dual norm of · . If the series n≥1 i≥0
is convergent (which is the case if the quantities w i,n are suitably small), B w is a nuclear operator, hence a bounded operator.
3.2. Proof of Theorem 1.2. -The proof of Theorem 1.2 is now a straightforward application of the transference principle, as applied for instance in [1] . Without loss of generality we can suppose that
Then the operator J : H −→ X defined by Je i,n = x i,n for i, n ≥ 0 is bounded, injective, and has dense range. Let ((w i,n ) i≥0 ) n≥0 be a bounded sequence of positive weights such that the operator B w defined above is bounded on X. IfB w denotes the backward weighted shift on H associated to w, then JB w = B w J. Now by Theorem 2.1 there exists a sequence of unimodular numbers such thatT =D µ +B w is frequently hypercyclic and chaotic on H. Then J(D µ +B w ) = (D µ + B w )J, and since J is injective and has dense range, T is frequently hypercyclic and chaotic on X.
3.3. Ergodicity with respect to an invariant gaussian measure: proof of Theorem 1.3. -The proof of Theorem 1.3 is an immediate consequence of the intertwining equation J(D µ +B w ) = (D µ + B w )J above. SinceT acts on a Hilbert space,T admits an ergodic non-degenerate invariant Gaussian measurem by [3] . Let m be the Gaussian measure on X defined by m(A) =m(J −1 (A)) for any Borel subset A of X. This measure is non-degenerate and invariant by T . Lastly it is not difficult to check that T is ergodic with respect to m: if m(A) > 0 and m(B) > 0, there exists an integer N such that 
Chaotic operators and unconditional basis: the real case
In this section, we observe that the situation changes completely if instead of considering complex Banach spaces as in Section 3, we consider real Banach spaces.
The counterexample of Theorem 4.1 below is built on a real Banach space X G constructed by Gowers in [10] : X G has an unconditional basis (e n ) n , and every bounded operator T ∈ L(X G ) is of the form T = D a + S, where D a is a diagonal operator with respect to the basis (e n ) n associated to a bounded weight a = (a n ) n ∈ R N , and S is a strictly singular operator (see [11] ). Proof. -Suppose that T ∈ B(X G ) is a chaotic operator on X G , T = D a + S, where D a is the diagonal operator with respect to the unconditional basis (e n ) n corresponding to a = (a n ) n ∈ R N . Then its complexification T on the complexification X G is also chaotic [7] , and T can be written as T = D a + S. Since T is chaotic, its spectrum has no isolated points and intersects T \ R. Therefore we can select a boundary point λ of σ( T ) \ R and, by Putnam's theorem (see, e.g., Proposition 3.7.8 in [15] ) we obtain that λ belongs to the essential spectrum of T . On the other hand, since every a n belongs to R, the operator D a − λI is invertible on X G . Thus T − λI, being a perturbation of an invertible operator by a strictly singular operator, is a Fredholm operator of index 0 on X G , which contradicts the fact that λ ∈ σ e ( T ). Hence T is not chaotic on X G . 
