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Abstract
There has been considerable recent interest in a new class of non-slow roll inflationary solutions
known as constant roll inflation. Constant roll solutions are a generalization of the ultra-slow roll
(USR) solution, where the first Hubble slow roll parameter  is small, but the second Hubble slow
roll parameter η is not. While it is known that the USR solutions represent dynamical transients,
there has been some disagreement in literature about whether or not large-η constant roll solutions
are attractors or are also a class of transient solutions. In this paper we show that the large-η
constant roll solutions do in fact represent transient solutions by performing stability analysis on
the exact analytic (large-η) constant roll solutions.
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I. INTRODUCTION
The constant roll inflation model was developed in recent work by Motohashi et. al. [1] as
a generalization to the ultra-slow roll (USR) inflationary solution [2–4]. Under the constant
roll formalism, the second Hubble slow roll parameter η is taken to be exactly constant,
allowing the form of the Hubble parameter and potential to be analytically derived. Since
it is also possible to analytically solve for the field, the dynamics are entirely determined
and the solutions are potentially of great interest. Constant roll inflation and variants have
been widely studied in the literature [2–45].
In this paper, we briefly review the constant roll scenario and revisit the argument in
Ref. [36] that when (large-η) constant roll solutions appear to be an attractor, it is due
to a duality relation η ↔ (3 − η). In Ref. [36] two of us (Kinney and Morse) presented a
duality-based analytic argument that slow roll is the unique attractor solution in all cases.
Here we present a direct numerical analysis of the stability of the analytic constant roll
solution under the same duality. We show that the exact η > 1.5 constant roll solution is
unstable to small perturbations, and that the solution relaxes (with time-dependent η) at
late time to the dual attractor solution with η˜ = 3− η < 1.5. We also consider specifically
the observationally viable solutions derived by Gao, et al. [45]. We show that the large-η
solution is a transient, and that the attractor solution is the small-η slow roll solution.1
This paper is structured as follows: In Section II we give a brief review of the constant
roll formalism. The main body of the paper is in Section III, where we analyze the stability
of large-η constant roll solutions, and show that under perturbations η evolves to the smaller
of {η, η˜ = 3− η}, and comment on the results of Ref. [45]. Section IV discusses stability of
solutions in a phase space picture of the dynamics, and Section V presents conclusions.
II. CONSTANT ROLL INFLATION
In this work we consider cosmological inflation [48–54] driven by a single, minimally
coupled canonical scalar field. The field dynamics are governed by the Friedmann equation
1 Such early-time transients may be of phenomenological interest, for example cases where the field is
kinetically dominated prior to inflation can have suppressing effects on the low-` multipoles in the CMB
power spectrum, consistant with observed large scale anomalies [46, 47].
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and the equation of motion (EOM),
H2 =
1
3M2P
[
1
2
φ˙2 + V (φ)
]
, (1)
φ¨+ 3Hφ˙+ V ′ (φ) = 0. (2)
We assume no spatial curvature and take a metric of the Friedmann-Robertson-Walker form
ds2 = dt2 − a2 (t) dx2, (3)
with the Hubble parameter H defined as
H ≡
(
a˙
a
)
. (4)
Inflation then consists of a period of accelerated expansion, a¨ > 0, which corresponds to
evolution dominated by the potential of the inflaton field, φ˙2  V (φ), so that
p ' −V (φ) ' −ρ. (5)
If the evolution of the scalar field φ is monotonic, we can write the equations of motion (2)
in the Hamilton-Jacobi form [55–57],
−2M2PH ′ = φ˙, (6)
2[H ′(φ)]2 − 3
M2P
H2(φ) +
1
M4P
V (φ) = 0. (7)
We then define the familiar slow roll parameters in terms of the Hubble parameter H (φ) as:
 ≡ φ˙
2
2M2PH
2
= 2M2P
(
H ′ (φ)
H (φ)
)2
,
η ≡ −φ¨
Hφ˙
= 2M2P
H ′′ (φ)
H (φ)
, (8)
where a prime denotes differentiation with respect to the “clock” field φ. Inflation, in the
general sense of accelerated expansion, corresponds to  < 1. Typical inflationary dynamics
obey the slow roll conditions,
, η  1, (9)
resulting in a sufficiently long period of quasi-de Sitter expansion and a nearly scale-invariant
spectrum of density perturbations.
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There has been considerable recent interest in a class of non-slow roll solutions, constant
roll inflation [2–36, 45, 58], which are defined by constant slow-roll parameter
η ≡ η¯ = const. (10)
Elsewhere in the literature (e.g. Ref. [1]), this constant is defined as
α = η¯ − 3. (11)
In general the constant η¯ does not need to be small and can be larger than unity. Applying
the constant roll condition to the definition of η (8) results in a simple differential equation
for H (φ),
H ′′ =
η¯
2M2P
H, (12)
with general solution
H(φ) = A exp
(√
η¯
2
φ
MP
)
+B exp
(
−
√
η¯
2
φ
MP
)
. (13)
Since the form of the potential is fully determined through H and H ′ by Eq. (7), it is trivial
to write the general form of the potential
V (φ) =(3− η¯)A2 exp
(
2
√
η¯
2
φ
MP
)
+(3− η¯)B2 exp
(
−2
√
η¯
2
φ
MP
)
+2(η¯)AB + 6AB. (14)
For suitable choice of boundary condition the potential and Hubble parameter can be written
in the form [1]
V (φ) = 3M2PH
2
0
(
1 +
1
3
(3− η¯) sinh2
(√
η¯
2
φ
MP
))
, (15)
H(φ) = H0 cosh
(√
η¯
2
φ
MP
)
. (16)
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FIG. 1. The form of the convex potential, for η¯ = 2.5.
The resulting potential has different qualitative form depending on the value of η¯. For 0 <
η¯ < 3 the potential is a convex function with a minimum at φ = 0 with V (φ = 0) = 3M2PH
2
0
corresponding to a “hybrid”-type inflation model where inflation continues indefinitely in the
absence of an auxiliary field. For η¯ > 3 the potential is a concave function corresponding
to a “hilltop”-type inflation model where inflation takes place near the maximum of the
potential, and ends as the potential steepens away from the maximum. In the case of a
negative η¯ we can write the potential as2
V (φ) = 3M2PH
2
0
(
1− 1
3
(3− η¯) sin2
(√−η¯
2
φ
MP
))
. (17)
In this case the potential is again a concave function corresponding to “hilltop”-type inflation
models.
Equation (6) can be used to determine the form of the dynamical solution φ(t). For
3 > η¯ > 0, the constant roll analytic solution has the form
φ(t)
MP
= 2
√
2
η¯
arctanh
(
e−η¯H0t
)
. (18)
2 We note that our earlier work [36] incorrectly identifies both the η¯ < 0 and η¯ > 3 concave potentials as
sin2(φ) potentials such as Eq. (17). The η¯ > 3 constant roll potentials are in fact of a sinh2(φ) form (15.
The duality η¯ → η¯ − 3 then maps between the sinh(φ)2 hilltop potential and the sin(φ)2 case, which are
equivalent only in the small field limit. This does not affect the discussion or conclusions of Ref. [36].
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FIG. 2. The form of the concave potential, for η¯ = 3.5.
A complete discussion of parameters and associated solutions can be found in [1]. A key
point of the analysis here is that the solution (18) is a particular solution to the equation of
motion for the field: the value of the slow roll parameter η for a general field solution φ (t)
can be time-dependent and not necessarily equal to the constant η¯. In this paper we show
that the constant roll solution (18) with η¯ > 1.5 is in dynamically unstable with the generic
late-time attractor being the dual η = 3 − η¯. When η¯ > 2 the late-time attractor will be
slow-roll with η < 1.
III. STABILITY ANALYSIS OF CONSTANT ROLL INFLATION
In this section we consider perturbations to the exact constant roll solutions, using the
accompanying code [59]. We show that the solution with η < 1.5 is the unique attractor,
corresponding to slow roll for η < 1. In order to check if the constant roll analytic solution is
a dynamical attractor, we look at perturbations of the initial condition φ˙ around the constant
roll analytic solution as is done in [1] (see Fig. 2 within). However, in Ref. [1] only the
phase portrait (φ, φ˙) is examined to assess stability. In Ref. [36] we argue that the apparent
attractor behavior is an artifact of a parameter duality which relates the η = η¯ > 1.5 large-η
constant roll solution to a corresponding small-η solution under the duality η = 3− η¯, and
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that the unique attractor is always slow roll when it exists. In this paper we examine the
attractor behavior of constant roll and the associated dual slow roll solution using a direct
dynamical approach by considering the time evolution of η under small perturbations about
the analytic constant roll solution. We find that under perturbations, dynamics which is
initially η = η¯ > 1.5 generically relaxes after a few e-folds to the attractor dual solution,
η = 3 − η¯. We consider two cases: First, in the case 0 < η < 3, the exact constant
roll solution corresponds a field rolling down on a convex (hybrid-type) potential. Second,
we consider η > 3, where the exact solution corresponds to a field climbing up a concave
(hilltop-type) potential. We use the full field equations to evolve the system
φ¨+ 3Hφ˙+
dV
dφ
= 0, (19)
3M2PH
2 =
φ˙2
2
+ V. (20)
Using the full dynamical equations instead Hamilton-Jacobi Formalism allows us to directly
describe situations where the field evolution is non-monotonic. We work in dimensionless
variables: φ˜ = φ
MP
and t˜ = H0t. Since each term in the field EOM and Friedmann equation
are proportional to H20 and MP, the dynamics will be scale independent and we are free to
set MP, H0 to unity in the analysis.
A. Convex Potential
In this section we consider convex potentials, V ′′(φ) > 0 and V (φ = 0) ≡ V0 6= 0, so
that the asymptotic behavior of the field is to come to rest at the minimum of the potential
(taken to be at the origin), and inflation continues forever in the absence of an auxiliary
field to end inflation via the so-called “hybrid” mechanism [60]. Such models are currently
of little phenomenological interest, since even in the slow roll limit 0 < η  1, the power
spectrum is “blue”, nS > 1, which is strongly inconsistent with data. Such solutions are
nonetheless of dynamical interest, and we include them here for completeness. We consider
the phenomenologically viable “hilltop”-type, or concave potentials, in Sec. III B.
The constant roll analytic solution of the field (18) will asymptote to rest at the bottom
of the potential as time goes to infinity, i.e. φ˙ → 0. However, since we have a relation of
7
FIG. 3. Evolution of φ on the convex potential for various trajectories perturbed about the η =
η¯ = 2.5 constant roll solution, labeled “Analytic”.
the field acceleration to the field velocity,
−φ¨
φ˙H
= η = η¯, (21)
the exact form of the asymptotic behavior is uniquely determined by the value of η so that
the η = η¯ > 2 constant roll solution and the dual η = 3 − η¯ < 1 solution (slow roll) are
dynamically distinct.
In Fig. 4 we have taken η¯ = 2.5 in the potential (16), such that the constant roll analytic
solution is inherently non-slow roll. We perturb ˙¯φ, the constant roll analytic solution, in 1%
intervals in order to probe the attractor behavior,
δφ˙ =
˙¯φ
100
. (22)
A positive kick, δ > 0, will increase the field speed causing the field to “overshoot” the
potential minimum and roll a small distance up the opposite side of the potential, then relax
back to the minimum along a slow roll trajectory. In this case we have a turning point
where φ˙ = 0, and η displays a discontinuity. A side-by-side plot of the dynamics of φ and η
for this case can be seen in Fig. 5. For a negative kick, δ < 0, the field speed is decreased
and the field relaxes to a the slow-roll solution directly, and asymptotically evolves to rest
at the origin. A side-by-side plot of the dynamics of φ and η for this case can be seen in
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FIG. 4. Evolution of η on the convex potential for various trajectories perturbed about the η =
η¯ = 2.5 constant roll solution, labeled “Analytic”. The late-time attractor solution is the dual slow
roll solution with η = 3− η¯ = 0.5.
Fig. 6. However, for both the positive and negative kick case, the attractor solution is not
the analytic constant roll large-η solution, but rather solution in the slow roll regime where
η˜ = 3 − η under the duality found in [2, 3, 36]. For Fig. 4 this corresponds to η˜ = 0.5
because the large-η constant roll was chosen to be η = 2.5. Therefore, the slow roll solution
is the attractor solution, a conclusion which is not confined to this particular choice of η¯.
It is interesting to note that for 1 < η¯ < 2 there is no slow roll solution, because the dual
relation takes a larger 2 > η = η¯ > 1.5 solution to a smaller 1.5 > η = 3 − η¯ > 1 solution.
This “self-dual” region will correspond to blue tilt in the scalar spectral index [36], and is
uninteresting from a phenomenological standpoint. A plot of this can be seen in Fig. 7.
B. Concave Potential
We perform the same analysis on η¯ > 3 potentials,
V (φ) = 3M2PH
2
0
(
1 +
1
3
(3− η¯) sinh2
(√
η¯√
2
φ
MP
))
, (23)
with field evolution
φ(t)
MP
= 2
√
2
η¯
arctanh
(
e−η¯H0t
)
. (24)
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FIG. 5. Evolution of φ and η in a convex potential for an increased initial field speed, with
η¯ = 2.5. Here the field “overshoots” the minimum, turns around, and relaxes asymptotically to
the minimum along a slow roll trajectory.
The solutions with η¯ > 3 are of phenomenological interest since they are of the “hilltop”
type which is compatible with current constraints. Note that the analytic constant-roll equa-
tion in this case corresponds to the field rolling up a concave potential and asymptotically
coming exactly to rest at the maximum of the potential, taken to be the origin. (This is
in contrast to the slow roll solution, for which the field approaches rest at the maximum as
t→ −∞.) Without some instability mechanism such as quantum perturbations, this family
of background solutions leads classically to eternal inflation, since the field asymptotes to
rest on top of the potential. It is found in [45] that in this regime ˙ < 0, and these solutions
correspond to phenomenologically interesting scenarios, because the scalar spectral index
and tensor to scalar ratio are within observable bounds [61, 62]. However, in such a circum-
stance it is necessary induce a mechanism to end inflation after 60 e-folds. This leads to an
inherent ambiguity in the predictions for observables, which depend in a nontrivial way on
the field value at the end of inflation. We show here that such background solutions, while
valid, are in any case not stable under perturbations, and that the generic attractor solution
is the dual slow roll case with η → 3− η¯, and field rolling down the potential.
The methodology we use here is the same as in the convex potential case. We take small
perturbations to the field velocity (1%) and show that the constant roll solution is unstable.
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FIG. 6. Evolution of φ and η in a convex potential for an decreased initial field speed, with η¯ = 2.5.
Here the field relaxes directly to the slow roll attractor solution, and asymptotically approaches
the minimum of the potential.
FIG. 7. Evolution of η on convex potential with no slow roll, with an unstable solution η = η¯ = 2.0,
and an attractor solution with η = 3− η¯ = 1.0.
We choose η¯ = 3.5 and plot the analytic, numeric, and perturbed evolution in Fig. 8 and
Fig. 9. While the dual slow-roll solution η = (3− η¯) = −0.5 is not a good fit to data, this
parameter choice makes the qualitative properties of the numerical solutions more evident.
We consider the phenomenologically viable case |η|  1 below.
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FIG. 8. Evolution of φ on the concave potential for various trajectories perturbed about the
constant roll solution, labeled “Analytic”, for η¯ = 3.5.
FIG. 9. Evolution of η on the concave potential for various trajectories perturbed about the
constant roll solution, labeled “Analytic”, for η¯ = 3.5.
It is then clear that the η¯ > 3 analytic constant roll solution is not stable under pertur-
bations. There are again two qualitatively different regimes, depending on the sign of the
perturbation δ: When a positive kick is applied, the field speed is increased and the field
will roll over the top of the hill, at which point it will roll down the far side of the potential
maximum in the slow roll regime. A side-by-side plot of the dynamics of φ and η for this
12
FIG. 10. Evolution of φ and η in a concave potential for an increased initial field speed, with
η¯ = 3.5. In this case, the field evolves over the maximum of the potential, and rolls down the far
side along a slow roll trajectory.
case can be seen in Fig. 10. Conversely, when a negative kick is applied to the system, the
field will come to rest before it reaches the maximum of the potential, at which point φ˙ = 0
and η is discontinuous. The field will then begin to roll back the direction from which it
came, down the hill in the slow roll regime. A side-by-side plot of the dynamics of φ and η
for this case can be seen in Fig. 11. Again, the attractor solution is not the constant roll
analytic solution, η = η¯ > 3, but the solution in the slow roll regime under the dual relation
η = 3 − η¯. It is likewise intuitively clear that the constant roll solution cannot be stable,
since the initial conditions must be fine-tuned to cause the field to roll and asymptote to
rest at the top of the hill.
The reason for transitioning from the larger η = η¯ > 3 to the smaller value η = (3−η¯) < 0
can be clearly seen by considering the field evolution near the maximum of the potential.
As the field value decreases, the field evolves from a non-linear region to a linear region in
which the dynamics of the field is governed by the linear differential equation,
φ¨+ 3H0φ˙+H
2
0 η¯(3− η¯)φ ≈ 0, (25)
which is invariant under the duality η¯ → 3− η¯. The general solution of this linear differential
equation is a linear combination of two special solutions [2, 4],
φ(t) = A exp[−H0η¯t] +B exp[−H0(3− η¯)t]. (26)
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FIG. 11. Evolution of φ and η in a concave potential for an decreased initial field speed, with
η¯ = 3.5. In this case, the field turns around short of the potential maximum, and evolves in the
opposite direction along a slow roll trajectory.
The analytic constant roll solution Eq. (18) corresponds to the particular boundary condi-
tion B = 0. For a general solution, η = η(t) is time-dependent, and the B 6= 0 term always
dominates at late time, and is therefore the unique attractor solution. This is clear if we
give a small perturbation to the initial field velocity, φ˙(φi) → φ˙(φi) + δ: although the field
still evolves according to the Friedmann equation and the EOM of the field Eqs. (1, 2),
it no longer follows the evolution of the analytic η = η¯ = const. solution. When the field
enters the linear regime, perturbations to the constant-η solution are exactly described by
the second special solution B exp[−H0(3−η)t] where B is the measure of the deviation from
the analytic solution, and the field relaxes to the attractor. Unlike in the case of the convex
potential, the field eventually evolves out of the small-field, slow roll limit as it rolls down
the hill and inflation ends. Once out of the small-field limit, Eq. (26) is no longer a good
approximation to any general solution, and the system will evolve away from η = const. as
seen in Fig. 9 when t ≈ 7.
There exists a second class of concave potentials on which constant-η solutions exist.
These potentials correspond to the choice of η¯ < 0, and are of the form
V (φ) = 3M2PH
2
0
(
1− 1
3
(3− η¯) sin2
(√−η¯√
2
φ
MP
))
, (27)
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with field evolution
φ(t)
MP
= 2
√
2
−η¯ arctan
(
e−η¯H0t
)
. (28)
While it may not be readily apparent, our time domain is restricted to t ∈ (−∞, 0). To see
this we may look at the form of the Hubble parameter as a function of time
H(t) = −H0 tanh (−η¯H0t) . (29)
Therefore, the analytic constant roll solution in this case corresponds to a field sitting at
the top of the potential at t → −∞ and rolling down as t → 0, which is exactly the usual
slow roll solution. When the field is near the top of the potential the solution is in the linear
limit and Eq. (28) has the small field form of
φ(t)
MP
∝ e−η¯H0t. (30)
Here η¯ is the smaller of the set {η¯, 3− η¯} as η¯ < 0, therefore the analytic constant roll
solution necessarily corresponds to the slow roll attractor.
The existence of the duality η → 3− η does not, however, mean that the potentials (15)
and (17) are identical, which they are clearly not, or that they make the same prediction
for CMB observables. The potentials are identical only in the limit of φ/MP  1, where
V (φ)→ 3M2PH20
[
1 +
1
2
η¯ (3− η¯)
3
(
φ
MP
)2
+ · · ·
]
, (31)
which is the same region for which the perturbation equation becomes self-dual, and which
is also the late-time limit in the convex (hybrid) case. In the concave (hilltop) case, slow
roll breaks down entirely in the late-time limit, and neither the η¯ = const. > 3 or the dual
η¯ = const. < 0 solution is valid. This means that the endpoint of inflation, when  = 1, is
completely different in the two cases. For example, in the phenomenologically interesting
case η¯ = 3.0115, which will be considered next, the endpoint of inflation on the potential
(15) is at φ/MP ' 2.4, while in the dual case η¯ = −0.0115 on the potential (17), the endpoint
of inflation is at φ/MP ' 18.9. A point of confusion which has arisen in the literature is the
difference between the arbitrary constant η¯ used to define the potentials (15) and (17), and
the dynamical η (t) which corresponds to the actual field evolution, which need not be equal
to the η¯ used to define the potential, and also need not be constant for a general dynamical
solution of the field equation.
15
FIG. 12. Evolution of η starting from  = 1 for η = 3.0115.
To make contact with phenomenology, we apply our results to the almost flat case con-
sidered in Gao, et al., [45], which corresponds to the phenomenologically interesting slow
roll case in the dual limit, with η  1. We again analyze stability of the η¯ > 3 solution
by introducing perturbations of the initial condition φ˙ around the analytic constant roll
solution. For numerical reasons, we take much smaller perturbations, on the order of 0.1%,
δφ˙ =
˙¯φ
1000
. (32)
The result for the observationally favored case of η = 3.0115 is shown in Fig. 12. The results
are similar for the upper bound of η = 3.024 from Ref. [45]. We agree with Gao, et al.,
that when  becomes large the duality breaks down, because the first slow roll parameter
 ∼ |η| and cannot be neglected in the expression for the scalar spectral index nS, leading
to different results in the dual large-η and small-η cases. This result was mentioned in [36]
as well. The evolution of  for the case η¯ = 3.0115 is shown in Fig. 13. Note that the
numerical solution is evaluated starting at the onset of inflation for the field rolling up the
inverted potential, i.e. when  = 1. After the onset of inflation, the first slow roll parameter
decreases exponentially during the η > 3 phase, reaching of order 10−5 after around 2 e-folds
from the onset of inflation. When the field evolution relaxes to the slow roll attractor, 
approaches a (nearly) constant value of  ∼ 10−10, and can be neglected entirely for a period
lasting many of e-folds of evolution (Fig. 13). The validity of the duality η → 3− η at the
16
FIG. 13. Evolution of  for η = 3.0115. Note that H0t is to a good approximation the number of
e-folds N , showing that in the slow roll phase,  remains of O
(
10−10
)
for more than a hundred
e-folds.
level of the perturbations is clear from the mode equation for the curvature perturbation ζ,
u′′k +
[
k2 − z
′′
z
]
uk = 0, (33)
where uk = zζk, and
z = a
φ˙
H
, (34)
which results in
z′′
z
= 2a2H2(1 + + 2 − 3
2
η +
1
2
η2 − 2η + 1
2
ξ2) (35)
= a2H2F (, η, ξ).
The function F (, η, ξ) can then be evaluated in the limit of the constant-roll solution (16),
where for η¯ > 0,
 = η¯ tanh
(√
η¯
2
φ
MP
)2
η = η¯ = const.
ξ2 = η¯2 tanh
(√
η¯
2
φ
MP
)2
= η¯, (36)
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and for η¯ < 0,
 = −η¯ tan
(√−η¯
2
φ
MP
)2
η = η¯ = const.
ξ2 = −η¯2 tan
(√−η¯
2
φ
MP
)2
= η¯. (37)
We then have, for all choices of the potential,
F (, η¯, ξ) = (η − 2) (η − 1) +
(
η2 − 3η
3
2
)(
φ
MP
)2
+O
(
φ
MP
)3
+ · · · , (38)
which is self-dual under η → 3 − η up to O (φ/MP)2. This is exactly the “over the hill”
inflationary evolution considered in Ref. [63], where it is shown that self-dual nature of the
perturbation solutions holds even in the region where the solution is evolving from the large-
η solution to the attractor small-η solution, with η(t) 6= const., and the power spectrum is
a pure power law identical to that given by the slow-roll attractor solution. We note that
the background solution is purely classical, and for small enough φ˙ near the origin, quantum
fluctuations will generically dominate, leading to eternal inflation. This case is considered
in Refs. [13, 64, 65].
IV. PHASE SPACE
In this section we will look at phase space, as done in previous works [22, 42], to assess
stability. In phase space parameterized by (φ, φ˙) the fixed points are the critical points,
V ′(φ) = 0, of the potential. On a convex potential the critical point is an attractor, where-
as on a concave potential it is not. In [42] the authors develop a method of parameterizing
phase space in terms of (φ, η(φ, φ˙)) using the equivalent definition of η,
η = 3 +
V ′
Hφ˙
. (39)
A parameterization of this form is more useful for our application since attractor solutions
will manifest as the stability of η. This representation is well defined as long as the field is
monotonic, and the mapping (φ, φ˙) → (φ, η) defines an invertible transformation. If this is
true, the phase space (φ, η) is equivalent to the phase space defined by (φ, φ˙) for the purpose
of attractor analysis. However, at the critical point, V ′(φ) = 0, η is no longer a function
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of (φ, φ˙). In particular, at the critical point η takes on the value of η = 3 for all values
of φ˙. Therefore, regardless of the field velocity when it evolves though the critical point of
the potential, η is forced to 3 parametrically, i.e. there is no other parameter choice. For a
generic solution on a given potential the solution will evolve though the critical point and
continue evolving on the other side in finite coordinate time. We saw this behavior in our
analysis when a perturbation was applied to increased the initial field speed. Phase space
analysis in the φ, η plane breaks down at this point because all paths are forced through
a single parameter point. Since the paths cross we are no longer able to do phase space
analysis. In fact, there exists an infinite set of paths, (φ˜, φ˙), that cross when V ′(φ˜) = 0, and
regardless of field velocity η = 3 when the field crosses the critical point of the potential.
Since our analysis is not about the critical point of the potential, we are able to follow
the method developed in Ref. [42] to construct phase space diagrams parameterized by φ
and η, as well as φ and φ˙. The authors of [42] derive an analytical expression linking the
potential to the evolution of a field acceleration parameter,
f = − φ¨
3Hφ˙
=
η
3
. (40)
This is equation (3.3) in their work, restated here as
df
dφ
=
3
2MP
(f − 1)2(f + 1)
(
V
V ′
)√1 + 2M2P
3(f − 1)2
(
V ′
V
)2
− 1− f
1 + f
− (1− f)V ′′
V ′
. (41)
It is also possible to link the field speed to the acceleration parameter f though equation
(2.6) in [42]
φ˙2 = V
√1 + 2M2P
3(f − 1)2
(
V ′
V
)2
− 1
 . (42)
From now on we will not work in terms of f but rather 3f = η, since it is more natural in
the context of this work. For constant-roll potentials (41) has a fixed point at 3f = η¯. This
fixed point will not appear in general potentials, but is unique to constant roll potentials.
This fixed point is the advantage of working in the φ, η plane. In the φ, η plane the critical
points, which keep η fixed, will correspond to a particular path followed by the field. In this
way we can analyze the attractor behavior of the constant roll solution. Following from the
methodology used in Ref. [42], we will expand around the fixed point
f → η¯
3
− δ, (43)
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FIG. 14. Phase space diagram parameterized by φ, η for convex (η¯ = 2.5) constant roll potential)
FIG. 15. Phase space diagram parameterized by φ, |φ˙| for convex (η¯ = 2.5) constant roll potential)
where δ is a small number, δ = (10−5), in our numerical analysis.
For the convex (η¯ = 2.5) potential case we considered in Sec. III A we analyze the (φ, η)
plane and accompanying (φ, φ˙) plane though Eqs. (41) and (42). Our analysis is done
numerically and plotted in (14) and (15). In Fig. (14) one clearly sees that as φ → 0, η
evolves away from the fixed η = η¯ solution and either to slow roll (dashed) or to η = 3
(solid). As explained in the earlier section, the dashed lines correspond to a decreased field
speed such that the field will come to rest before passing the critical point of the potential in
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FIG. 16. Phase space diagram parameterized by φ, η for concave (η¯ = 3.5) constant roll potential)
FIG. 17. Phase space diagram parameterized by φ, |φ˙| for concave (η¯ = 3.5) constant roll potential)
slow roll |η| < 1. Where as, the solid lines correspond to the field rolling past the potential’s
fixed point, eventually it will turn around and roll back to the minimum in slow roll. This
behavior is clearly seen in Fig. (15) where the fields corresponding to the solid lines have
finite speed about φ = 0, and the fields corresponding to the dashed lines have speeds
asymptoticly approaching zero.
The same analysis is done again for the concave potential (η¯ = 3.5) discussed in Sec.
III A. The numerical results are presented in Figs. (16) and (17). Again one sees that as
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φ → 0, η will evolve away from the fixed η = η¯ solution either into slow roll (solid) or to
η = 3 (dashed). Since the potential is concave the solid lines represent a field that comes
to rest before the maximum of the potential and rolls back down. One can see in Fig. (17)
that the fields corresponding to the solid lines have speeds that quickly approach zero. The
other option, the dashed lines, correspond to fields that roll over the top of the potential,
and as expected they keep finite field speed as they approach it.
In each case we see that as the field evolves toward the origin, |δ| will grow causing η to
diverge away from the constant roll value η¯. From these phase diagrams it may seem that
an attractor exists at η = 3, however this is due to the fact that when the field is at the
critical point η = 3 regardless of the field velocity. The limit η = 3 is not the late time
attractor of these fields due to the fact they will roll past the critical point and continue to
evolve. This is verified by looking at the field speed as φ → 0 as is done in Figs. (15) and
(17) where we look at the phase space parametrized by (φ, |φ˙|). The field is approaching
the critical point, V ′ = 0, η = 3, with finite speed and will continue past it. At the point
that the field passes through the critical point, V ′ = 0, η is forced to 3 by definition (39),
therefore while on the phase diagram η = 3 appears to be an attractor, it is not one in the
normal sense. This phase space analysis confirm the results of our analysis done in the t, η
plane that the constant η solutions are not attractors.
V. CONCLUSION
In this paper, we clarify the large-η attractor behavior of constant roll inflation and the
duality relation η → 3 − η. We show that for both 0 <  < η < 3 convex potentials and
η > 3 concave potentials, perturbations to the analytic constant roll solution will result in
η evolving to the smaller of η, and η˜ = 3 − η. We show that for the phenomenologically
viable η ≈ 3.0115 case considered by Gao, et al., [45], the background solution is unstable,
and we introduce finely tuned initial conditions such that the field evolves keeping η = η¯ =
constant. Generically, small perturbations to the analytic constant roll solution will cause
the dynamic parameter η to evolve away from the larger, unstable, value of {η¯, 3− η¯}, to
the smaller value, which is the stable solution. This behavior can be easily understood by
analyzing the field EOM as it evolves toward the linear region near the extremum of the
potential. Since H approaches a constant exponentially quickly by the time the field is in
22
the small-field limit, the field EOM becomes a linear second order differential equation, with
two linearly independent solutions defining the solution space. Perturbations to the large-η¯
analytic constant roll solution correspond to excitations of the other linearly independent
term (26) with η˜ = 3− η¯, which will dominate the field evolution.
Since the large-η analytic constant roll solutions are not stable under perturbations, they
do not constitute late-time attractors. We can in some sense consider the large-η solutions
as early time transients, since the field may evolve with large-η for a few e-folds, until it
enters the linear regime and the evolution is dominated by slow roll.
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