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Abstract
In this article, we present a distance estimation formula that can be
used to ray trace 3D slices of the filled-in Julia sets and the Multibrot
sets generated by the tricomplex polynomials of the form ηp + c where p
is any integer greater than 1.
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Introduction
The complex space may be generalized in a few different ways. A simple but
interesting way to extend the complex numbers is to use more imaginary units
i. Indeed, by using two imaginary units i1 and i2 rather than a single one as
in the complex space, we obtain a four-dimensional number system called the
bicomplex numbers. Moreover, introducing a new unit generates two additional
dimensions : one associated to the imaginary unit i2 and one to the hyperbolic
unit j1 := i1i2.
Furthermore, it is possible to generalize the bicomplex space to the tricom-
plex space by introducing another imaginary unit i3. Again, this new unit
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doubles the dimension of the space. As a matter of fact, the tricomplex number
system contains one real, four imaginary and three hyperbolic units.
Many concepts and results in complex analysis and dynamics can be gener-
alized to the bicomplex and tricomplex spaces [8, 10, 19, 20, 21, 22, 26]. For
instance, fractals like the Mandelbrot and Julia sets as well as many of their
properties may be extended to the tricomplex space [4, 6, 9, 13, 27]. Their
generalizations will be the main interest of this article. Since the tricomplex
space contains many imaginary and hyperbolic units, fractals become richer
when generalized to this space.
To generate visuals of such kind of fractals, we can use the ray tracing
technique [9, 17]. To do so, the distance between a point out of the fractal and
the fractal itself is needed. Although an exact formula is not known, upper
and lower bounds of this distance are known in the complex plane and can be
extended to the bicomplex space [9, 10]. In this article, we show how to extend
and apply these results to the tricomplex space.
In section 1, we will introduce the tricomplex numbers as well as some related
concepts. Then, section 2 presents the Multibrot and the filled-in Julia sets.
Some properties are shown and generalized up to the tricomplex space. Next,
we see some important results related to the distance from a point to a complex
fractal in section 3. Furthermore, we see how these results can be used in when
it comes to tricomplex fractals. Finally, in section 4, we see the concept of
tridimensional principal slice and use the distance bounds approximations to
generate multiple 3D fractals.
1 Tricomplex Numbers
A tricomplex number η is a pair of bicomplex numbers η1 and η2 combined with
the imaginary unit i3 such that i23 = −1, and
η = η1 + η2i3.
Any bicomplex numbers can be written with two complex numbers and an
imaginary unit i2 such that i22 = −1, and thus
η = η11 + η12i2 + η21i3 + η22j3,
where j3 := i2i3, η1 = η11 + η12i2, and η2 = η21 + η22i2. Hence, a tricomplex
number η may be described by the three following expressions:
η = η1 + η2i3
= η11 + η12i2 + η21i3 + η22j3
= x0 + x1i1 + x2i2 + x3j1 + x4i3 + x5j2 + x6j3 + x7i4,
where j1 := i1i2, j2 := i1i3, i4 := i1i2i3, and i21 = −1. The set of tricomplex
numbers is denoted, in [18], by C3 or by M(3) in [7, 15], but we will denote it
by TC in conformity with the set of bicomplex numbers denoted by BC in many
references.
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The addition of tricomplex numbers is defined term-by-term, and the prod-
uct of tricomplex numbers is done by polynomial-like product and using the
relations between each units that are gathered in Table 1.
· 1 i1 i2 i3 i4 j1 j2 j3
1 1 i1 i2 i3 i4 j1 j2 j3
i1 i1 −1 j1 j2 −j3 −i2 −i3 i4
i2 i2 j1 −1 j3 −j2 −i1 i4 −i3
i3 i3 j2 j3 −1 −j1 i4 −i1 −i2
i4 i4 −j3 −j2 −j1 −1 i3 i2 i1
j1 j1 −i2 −i1 i4 i3 1 −j3 −j2
j2 j2 −i3 i4 −i1 i2 −j3 1 −j1
j3 j3 i4 −i3 −i2 i1 −j2 −j1 1
Table 1: Products of tricomplex imaginary and hyperbolic units.
Hence, (TC,+, ·) forms a commutative unitary ring. Restricted to a vector
space, the set of tricomplex numbers may be simply seen as C4 or R8. The units
i1, i2, i3, and i4 are called imaginary units and j1, j2, j3 are called hyperbolic
units. Thus, from those units, we define the following subsets of TC, C(ik) :=
{x+ yik : x, y ∈ R} for ik ∈ {i1, i2, i3, i4}, and D(jk) := {x+ yjk : x, y ∈ R}
for jk ∈ {j1, j2, j3}. The sets C(ik) are all isomorphic to the complex numbers,
and the sets D(jk) are all isomorphic to the hyperbolic numbers (see [24, 25]),
with the usual operations.
It is also important to see that any η ∈ TC has the following idempotent
representation
η = (η1 − η2i2)γ3 + (η1 + η2i2)γ3 := ηγ3γ3 + ηγ3γ3 (1)
where γ3 := 1+j32 , and γ3 :=
1−j3
2 . This representation is called idempotent since
the tricomplex numbers γ3 and γ3 are idempotent elements, meaning that γ2 =
γ. Moreover, we see that γ3γ3 = 0 and γ3 + γ3 = 1. Thus, this representation
allows to add, multiply and divide tricomplex numbers term-by-term. If we
define the set S3 := {γ3, γ3}1, then (1) can be rewritten as
η =
∑
γ∈S3
ηγγ.
There is also another idempotent representation on four idempotent elements.
We define γ1 := 1+j12 , and γ1 :=
1−j1
2 . Then any η ∈ TC can be rewritten as
η = ([(η11 + η22)− (η12 − η21)i1] γ1 + [(η11 + η22) + (η12 − η21)i1] γ1) γ3
+ ([(η11 − η22)− (η12 + η21)i1] γ1 + [(η11 − η22)− (η12 + η21)i1] γ1) γ3.
:= ηγ1γ3γ1γ3 + ηγ1γ3γ1γ3 + ηγ1γ3γ1γ3 + ηγ1γ3γ1γ3. (2)
1In [18, p. 314], Sn =
{
γn−1, γn−1
}
where n = 3 specifically for the set M(3).
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The elements γ1γ3, γ1γ3, γ1γ3, and γ1γ3 are idempotent elements, and γ1γ3 +
γ1γ3 + γ1γ3 + γ1γ3 = 1. If we define the set
S1,3 := γ3S1 ∪ γ3S1 = {γ1γ3, γ1γ3, γ1γ3, γ1γ3} ,
where S1 := {γ1, γ1}, then we may rewrite (2) as
η =
∑
γ∈S1,3
ηγγ.
From the idempotent representation, we can define two types of Cartesian
products. The first one is called the TC-Cartesian product, and is defined as
X1 ×γ3 X2 := {x1γ3 + x2γ3 : x1 ∈ X1, x2 ∈ X2}
where X1, X2 ⊂ BC. It is easy to see that the application
Γ2 : X1 ×X2 → X1 ×γ3 X2
(x1, x2) 7→ x1γ3 + x2γ3
is a homeomorphism. The second one is called the BC-Cartesian product, and
is defined as
X1 ×γ1 X2 := {x1γ1 + x2γ1 : x1 ∈ X1, x2 ∈ X2}
where X1, X2 ⊂ C(i1). It is also easy to see that the application
Γ1 : X1 ×X2 → X1 ×γ1 X2
(x1, x2) 7→ x1γ1 + x2γ1
is a homeomorphism. We respectively denote by γ3 : TC→ BC and γ3 : TC→
BC the projections on the first and the second idempotent component of the
idempotent representation of a tricomplex number in γ3 and γ3. Similarly, we
denote respectively by γ1 : BC→ C(i1) and γ1 : BC→ C(i1) the projections on
the first and the second idempotent component of the idempotent representation
of a bicomplex number in γ1 and γ1.
In this article, we use the Euclidean norm (noted ‖ · ‖3) of R8. However,
from [18], we have the following formula for the norm
‖η‖3 =
√
‖ηγ3‖22 + ‖ηγ3‖22
2 =
√
|ηγ1γ3 |2 + |ηγ1γ3 |2 + |ηγ1γ3 |2 + |ηγ1γ3 |2
4 (3)
where ‖·‖2 is the Euclidean norm of a bicomplex number, and |·| is the Euclidean
norm of a complex number.
There are several important types of discus in the tricomplex space. Let
r1, r2 > 0, and η ∈ TC. We define the tricomplex open discus D3(η, r1, r2)
as the TC-Cartesian product of two balls B2(ηγ3 , r1), and B2(ηγ3 , r2) of M(2),
that is D3(η, r1, r2) := B2(ηγ3 , r1) ×γ3 B2(ηγ3 , r2). In a similar way, we define
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the tricomplex closed discus as D3(η, r1, r2) := B2(ηγ3 , r1) ×γ3 B2(ηγ3 , r2).
If r := r1 = r2, then we simply denote the opened, and closed discii as D3(η, r),
and D3(η, r) respectively. Similar definitions for the opened, and closed discii
hold for the bicomplex case.
In the next section, we will introduce the filled-in Julia sets, and the Multi-
brot sets of a certain type of polynomials.
2 Filled-in Julia Sets and Multibrot Sets
In this section, we define the filled-in Julia sets and Multibrot sets for the family
of polynomials fc(z) := zp + c where p ≥ 2 is an integer, and c is a complex,
bicomplex or tricomplex number.
In the case of complex numbers, this family characterized all the polyno-
mials of degree p which have exactly one critical point. In fact, according to
J. Milnor [11], these polynomials are conjugated by an affine transformation to
the polynomial fc, where the parameter c is unique up to a multiplication by a
(p− 1)-th root of unity. The reader may also see [13] for details.
We start by the case where c is a complex number. We suppose that c ∈ C(i1)
for the sake of consistency.
The filled-in Julia set of the polynomial fc(z) = zp + c for fixed integer
p ≥ 2 and complex number c ∈ C(i1) is defined as the set
Kpc := {z ∈ C(i1) : {fmc (z)}∞m=1 is bounded} .
Here are some basic properties related with these sets [12]:
1. Kpc ⊂ B1(0, R) where R := max
{|c|, 21/(p−1)};
2. z ∈ Kpc if and only if |fmc (z)| ≤ R for all integer m ≥ 1;
3. Kpc is a closed set, and it is a connected set if and only if 0 ∈ Kpc .
The last property is a way to introduce the Multibrots denoted by Mp.
There are defined as
Mp := {c ∈ C(i1) : Kpc is connected}
= {c ∈ C(i1) : {fmc (0)}∞m=1 is bounded} .
In [15], it is shown that
1. Mp ⊂ B1(0, 21/(p−1));
2. c ∈Mp if and only if |fmc (0)| ≤ 21/(p−1) ∀m ≥ 1;
3. Mp is a closed set.
When the parameter c ∈ BC and fixed, we define the bicomplex filled-in
Julia set of the polynomial fc for a fixed integer p ≥ 2 as the set
Kp2,c := {w ∈ BC : {fmc (w)}∞m=1 is bounded} .
The sets Kp2,c has the following properties.
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Theorem 1. Let p ≥ 2 be an integer, and c ∈ BC. Then,
1. Kp2,c = Kpcγ1 ×γ1 Kpcγ1 where c = cγ1γ1 + cγ1γ1;
2. Kp2,c ⊂ D2(0, Rγ1 , Rγ1) where Rγ := max
{|cγ |, 21/(p−1)} for γ ∈ S1;
3. Kp2,c is a compact set of BC.
Proof. Each part follows from the fact that the iterates of fc can be expressed
as fmc (w) =
∑
γ∈S1 f
m
cγ (wγ)γ, and so
‖fmc (w)‖2 =
√
|fcγ1 (wγ1)|2 + |fcγ1 (wγ1)|2
2 .
Thus, the sequence {fmc (w)}∞m=1 remains bounded if and only if the sequence{
fmcγ (wγ)
}∞
m=1
is bounded ∀γ ∈ S1, and we obtain the first statement. Consid-
ering that Kpcγ ⊂ B1(0, Rγ) where Rγ = max{|cγ |, 21/(p−1)}, the first statement
implies the second. Finally, the application Γ1 introduced in section 1 is a home-
omorphism between Kp2,c and the compact set Kpcγ1 × Kpcγ1 . Consequently, the
set Kp2,c is also compact.
Theorem 2. Kp2,c is a connected set if and only if 0 ∈ Kp2,c.
Proof. The case p = 2 of this theorem appears in [19, 21]. More generally, let
c = cγ1γ1 + cγ1γ1. Since Γ1, defined in section 1, is a homeomorphism, we have
that Kp2,c is a connected set if and only if Kpc1 and Kpc2 are connected sets in
the complex plane. Therefore, we conclude that Kp2,c is connected if and only if
0 ∈ Kpcγ1 and 0 ∈ Kpcγ1 .
Now, according to Theorem 2, we define the bicomplex Multibrot set of
order p, denoted byMp2 for a fixed integer p ≥ 2, as the set
Mp2 :=
{
c ∈ BC : Kp2,c is connected
}
= {c ∈ BC : {fmc (0)}∞m=1 is bounded} .
In [15, 27], it is proved that the set Mp2 of order p ≥ 2 has the following
properties:
1. Mp2 =Mp ×γ1Mp;
2. Mp2 ⊂ D2(0, 21/(p−1));
3. c ∈Mp2 if and only if ‖fmc (0)‖2 ≤ 21/(p−1) ∀m ≥ 1;
4. Mp2 is a compact and connected subset of BC.
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Finally, let c ∈ TC, and p ≥ 2 be an integer. The tricomplex filled-in
Julia set of order p is defined as
Kp3,c := {η ∈ TC : {fmc (η)}∞m=1 is bounded} .
The set Kp3,c has the following useful properties.
Theorem 3. Let p ≥ 2 be an integer, and c ∈ TC with c = ∑γ∈S1,3 cγγ. Then
1. Kp3,c =
(
Kpcγ1γ3 ×γ1 Kpcγ1γ3
)
×γ3
(
Kpcγ1γ3 ×γ1 K
p
cγ1γ3
)
;
2. Kp3,c ⊂ D2(0, Rγ1γ3 , Rγ1γ3)×γ3 D2(0, Rγ1γ3 , Rγ1γ3) where
Rγ := max
{|cγ |, 21/(p−1)} for γ ∈ S1,3;
3. Kp3,c is a compact subset of TC.
Proof. These properties are a consequence of the idempotent representation of
the iterates of fc. The complete proof is similar to the one of Theorem 1.
Similarly to the set Kp2,c, we have the following characterization.
Theorem 4. Kp3,c is connected if and only if 0 ∈ Kp3,c.
Proof. The case p = 2 is shown in [7]. Furthermore, when p > 2, the approach
is similar to the proof of Theorem 2.
Following that, we define a tricomplex Multibrot setMp3 of order p ≥ 2
as the set
Mp3 := {c ∈ TC : {fmc (0)}∞m=1 is bounded} .
Similarly, we have the following basic properties:
1. Mp3 =Mp2 ×γ3Mp2;
2. Mp3 ⊂ D2(0, 21/(p−1))×γ3 D2(0, 21/(p−1));
3. c ∈Mp3 if and only if ‖fmc (0)‖3 ≤ 21/(p−1) ∀m ≥ 1;
4. Mp3 is a compact and connected subset of TC.
The proofs of 1 and 2 as well as the proof of the connectedness of Mp3 can
be found in [13, 15]. The third property is a direct consequence of the second.
Furthermore, the application Γ2 introduced in section 1 forms a homeomorphism
between Mp2 ×Mp2 and Mp3. Therefore, since Mp2 ×Mp2 is a compact set, it
can be concluded thatMp3 is also compact.
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3 Distance Estimator
It is well-known (see, for example, [4] or [17]) that the distance from a point in
the complement of the classical filled-in Julia sets K2c or in the complement of
the classical Mandelbrot setM2 to the set itself can be estimated. Our purpose
is now to extend that result to the sets Kpc and Mp for any integer p ≥ 2.
Moreover, we will extend the results from É. Martineau and D. Rochon [10] to
the tricomplex filled-in Julia sets and Multibrots.
3.1 Green’s functions
In J. Milnor’s book [12], it is showed that for any complex-valued polynomial
g(z) =
∑n
k=1 akz
k where an = 1 and n ≥ 2, there exists a unique biholomorphic
function (called the Böttcher coordinates) φ which conjugates g to the applica-
tion z 7→ zn on a certain neighborhood of infinity. More precisely, φ has the
following properties:
1. φ(z) ∼ z as |z| → ∞;
2. φ(g(z)) = (φ(z))p;
3. φ(z) = lim
m→∞ [g
m(z)]1/p
m
.
Moreover, if the filled-in Julia set associated to g is connected (that is, the
filled-in Julia set contains every zeros of g [12]), then φ extends to a conformal
isomorphism from the complement of the filled-in Julia set to the complement
of the closed unit disk. Then, for the polynomial fc(z) = zp + c (with p ≥ 2),
there exists a biholomorphic function φc : C(i1)\Kpc → C(i1)\B1(0, 1) where Kpc
is a connected set.
In fact, A. F. Beardon [1] proved that there exists a biholomorphic mapping
ψ : C(i1)\M2 → C(i1)\B1(0, 1), used by Douady and Hubbard in some of
their work [5], with the same properties as φc which conjugates the application
c 7→ c2 + c to c 7→ c2. Moreover, the proof can be easily adapted for the
Multibrot sets Mp of the complex plane. Thus, we can say that there exists
a biholomorphic mapping ψ : C(i1)\Mp → C(i1)\B1(0, 1) which has the same
properties as φc which conjugates c 7→ fc(c) = f2c (0) to c 7→ cp. Loosely
speaking, ψ is defined as ψ(c) := φc(c) on C(i1)\Mp for any integer p ≥ 2.
In the complex plane, with the function φc : C(i1)\Kpc → C(i1)\B1(0, 1), we
define the Green’s function of the filled-in Julia set Kpc as
G(z) :=
{
0 if z ∈ Kpc
ln |φc(z)| if z 6∈ Kpc .
Using the properties of the function φc (see [12]), it is easy to show that:
1. G is harmonic, meaning that
∂2G
∂x2
+ ∂
2G
∂y2
= 0 where z = x+ yi1;
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2. G(z) = lim
m→∞
ln |fmc (z)|
pm
on C(i1)\Kpc (the convergence is uniform on the
compact subsets);
3. G(z)→ 0 as z → ∂Kpc ;
4. G(z) ∼ ln |z| as |z| → ∞.
Similarly, with the application ψ : C(i1)\Mp → C(i1)\B1(0, 1), we define the
Green’s function of the multribrot setMp as
G(c) :=
{
0 if c ∈Mp
ln |ψ(c)| if c 6∈ Mp.
Moreover, in each case, we define the derivative of G as follows:
G′(z) =
(
∂G
∂x
,
∂G
∂y
)
.
This definition of G′, viewed as the derivative of a mapping of two real variables,
will prove itself useful in subsection 3.2.
3.2 Fundamental results in the complex plane
Theorem 5 (Koebe’s 1/4). (See [3, 4].) Let f be an univalent and analytic
function on the open disc B := B1(0, 1) such that f(0) = z0 and |f ′(0)| = R.
Then, B1(z0, R4 ) ⊂ f(B).
This classical result leads to the following theorem:
Theorem 6. Let Kpc be connected and z0 ∈ C(i1)\Kpc . Define d(z0,Kpc ) :=
inf {|z − z0| : z ∈ Kpc}. Then,
sinh(G(z0))
2eG(z0)|G′(z0)| < d(z0,K
p
c ) <
2 sinh(G(z0))
|G′(z0)|
where G is the Green’s function of the set Kpc .
Proof. The proof presented in [4, 9] for p = 2 remains valid when p > 2. Thus,
we present here a summarized version of this proof.
We start with the upper bound. Let W : C(i1)\Kpc → C(i1) be defined as
W (z) := 1φc(z) with z ∈ C(i1)\Kpc . It is clear that |W (z)| < 1 ∀z ∈ C(i1)\Kpc .
Let F (w) := w−w01−ww0 where w0 := W (z0). Then, F is a Möbius transformation
since 1− w0w0 6= 0. Its derivative is
F ′(w) = 1− |w0|
2
(1− ww0)2
and so F ′(w0) = 11−|w0|2 > 0 since W (z0) ∈ B1(0, 1). Moreover, a little com-
putation shows that |w| < 1 if and only if |F (w)| < 1. Thus, we have that
(F ◦W ) (B1(z0, r)) ⊂ B1(0, 1) for any ball B1(z0, r) ⊂ C(i1)\Kpc .
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Now, let r0 := d(z0,Kpc ), and from the Schwarz’s Lemma [23], we have
|(F ◦W )′(z0)| < 1
r0
which implies that
r0 <
1− w0w0
|W ′(z0)| .
It can be shown that |W ′(z0)| = e−G(z0)|G′(z0)| and
1− w0w0 = e−G(z0)2 sinh(G(z0)).
Therefore,
d(z0,Kpc ) = r0 <
1− w0w0
|W ′(z0)| =
2 sinh(G(z0))
|G′(z0)| .
Now, for the lower bound, in addition to the previous notations, we define
another transformation ω as
ω(z) := (F ◦W )−1(|w0|z).
This function is univalent on B1(0, 1) and it can be computed that ω(0) = z0.
Thus, from the Koebe 1/4 Theorem, it follows that
B1
(
z0,
R
4
)
⊂ ω(B1(0, 1)) ⊂ C(i1)\Kpc
where R := |ω′(0)|. It can be shown that
R = 2 sinh(G(z0))
eG(z0)|G′(z0)| ,
and so
d(z0,Kpc ) = r0 >
R
4 =
sinh(G(z0))
2eG(z0)|G′(z0)| .
Lemma 1. Let G be the Green’s function defined on the set C(i1)\Kpc . We
have, for a sufficiently large m,
G(z) ≈ ln |zm|
pm
and |G′(z)| ≈ |z
′
m|
pm|zm|
where zm := fmc (z), and z′m := ddz (fmc (z)).
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Proof. From the properties of G(z), we know directly that
G(z) = lim
m→∞
ln |zm|
pm
,
where the convergence is uniform on the compact subsets of C(i1)\Kpc . Hence,
we can see that
|G′(z)| ≈
∣∣∣∣( ∂∂x
(
ln |zm|
pm
)
,
∂
∂y
(
ln |zm|
pm
))∣∣∣∣
=
∣∣∣∣∣
(
∂
∂x |zm|
pm|zm| ,
∂
∂y |zm|
pm|zm|
)∣∣∣∣∣
= 1
pm|zm|
∣∣∣∣(∂|zm|∂x , ∂|zm|∂y
)∣∣∣∣
= ||zm|
′|
pm|zm|
= |z
′
m|
pm|zm|
since, for any holomorphic function f on an open set U ⊂ C(i1), we have
|f ′(z)| = ||f(z)|′| ∀z ∈ U (see appendix B in [9]).
This lemma leads to the following approximation theorem for the bounds of
the distance d(z0,Kpc ).
Theorem 7. Let z0 be a point in C(i1)\Kpc close to the set Kpc . The distance
d(z0,Kpc ) from the point z0 to the set Kpc can be approximated in the following
way:
|zm| ln |zm|
2|zm|1/pm |z′m|
< d(z0,Kpc ) <
2|zm| ln |zm|
|z′m|
.
Proof. It is known that sinh(x) ≈ x when x→ 0. Thus, from Lemma 1 and since
G(z)→ 0 when z → ∂Kpc , we have that the upper bound can be approximated
by
2 sinh(G(z0))
|G′(z0)| ≈
2|G(z0)|
|G′(z0)| ≈ 2
ln |zm|
pm
pm|zm|
|z′m|
= 2|zm| ln |zm||z′m|
.
For the lower bound, we have that eG(z0) ≈ |zm|1/pm when m→∞, and so
sinh(G(z0))
2eG(z0)|G′(z0)| ≈
G(z0)
2eG(z0)|G′(z0)| ≈
|zm| ln |zm|
2|zm|1/pm |z′m|
for m great enough.
With similar arguments with ψ(c) := φc(c), we have the following theorem
for the bounds of the distance from a point c0 ∈ C(i1)\Mp to the setMp.
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(a) K2−1+0.2i1 (b) K
3
0.1+0.8i1 (c) K
4
−0.7+0.3i1
Figure 1: Various filled-in Julia sets.
Theorem 8. Let c0 ∈ C(i1)\Mp and define
d(c0,Mp) := inf {|c− c0| : c ∈Mp} .
Then,
sinh(G(c0))
2eG(c0)|G′(c0)| < d(c0,M
p) < 2 sinh(G(c0))|G′(c0)|
where G is the Green’s function of the setMp.
An approximation of those last bounds may be found explicitly. First, we
need this next lemma.
Lemma 2. Let G be the Green’s function defined on the set C(i1)\Mp. We
have, for a sufficiently large m,
G(c) ≈ ln |cm|
pm−1
, |G′(c)| ≈ |c
′
m|
pm−1|cm| and e
G(c) ≈ |cm|
1
pm−1
where cm := fmc (0), and c′m := ddc (fmc (0)).
Proof. We know that fmc (c) = fm+1c (0) for all m ∈ N. Let GMp and GKpc be
the Green’s functions defined on the sets C(i1)\Mp and C(i1)\Kpc respectively.
Since ψ(c) = φc(c) and using the properties of φc for c 6∈ Mp, we can see that
GMp can be expressed as
GMp(c) = ln |φc(c)| = lim
m→∞
ln |fmc (c)|
pm
= p lim
m→∞
ln
∣∣fm+1c (0)∣∣
pm+1
= p ·GKpc (0).
Hence, for a sufficiently large m, we have from Lemma 1 that
GMp(c) = p ·GKpc (0) ≈ p ·
ln |fmc (0)|
pm
= ln |cm|
pm−1
.
12
(a) M3 (b) M8 (c) M15
Figure 2: The Multibrot sets of orders p = 3, p = 8 and p = 15.
It follows that eGMp (c) ≈ |fmc (0)|
1
pm−1 whenm→∞. Moreover, since ||f(c)|′| =
|f ′(c)| ∀c ∈ U for any holomorphic function f on an open set U ⊂ C(i1),
|G′Mp(c)| ≈
∣∣∣∣( ∂∂x
(
ln |cm|
pm−1
)
,
∂
∂y
(
ln |cm|
pm−1
))∣∣∣∣
= 1
pm−1|cm|
∣∣∣∣(∂|cm|∂x , ∂|cm|∂y
)∣∣∣∣
= ||cm|
′|
pm−1|cm|
= |c
′
m|
pm−1|cm| .
Hence, using Lemma 2, approximations for the bounds of the distance from
a point to a Multibrot may be proven and found explicitly. The approach is
similar to the proof of Theorem 7.
Theorem 9. The distance d(c0,Mp) from a point c0 ∈ C(i1)\Mp to the set
Mp can be approximated in the following way:
|cm| ln |cm|
2|cm|1/pm−1 |c′m|
< d(c0,Mp) < 2|cm| ln |cm||c′m|
where cm := fmc0 (0), and c
′
m := ddc (fmc (0))|c=c0 .
3.3 Distance to a tricomplex fractal
The key result is the following. Define, for η ∈ TC\X,
d(η,X) := inf {‖ζ − η‖3 : ζ ∈ X} ,
which gives the distance between the point η and the set X ⊂ TC.
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Theorem 10. If X ⊂ TC is a compact set and
X = (Xγ1γ3 ×γ1 Xγ1γ3)×γ3 (Xγ1γ3 ×γ1 Xγ1γ3),
then
d(η,X) =
√∑
γ∈S1,3 d(ηγ ,Xγ)2
4 .
We will need a lemma to prove this theorem.
Lemma 3. Let X ⊂ TC be a compact set such that
X = (Xγ1γ3 ×γ1 Xγ1γ3)×γ3 (Xγ1γ3 ×γ1 Xγ1γ3)
and f : X→ [0,+∞) be a continuous function such that
f(η) =
∑
γ∈S1,3
fγ(ηγ)
where fγ is continuous ∀γ ∈ S1,3. Then, f has a maximum at a ∈ X and a
minimum at b ∈ X with
a =
∑
γ∈S1,3
aγγ et b =
∑
γ∈S1,3
bγγ
where aγ , bγ ∈ Xγ are such that fγ attains its maximum and minimum at aγ
and bγ respectively.
Proof. Considering that X is a compact set, it follows that Xγ is a compact
set ∀γ ∈ S1,3. Since fγ is continuous, there exists some aγ , bγ ∈ Xγ such
that fγ(aγ) = sup {fγ(ηγ) : ηγ ∈ Xγ}, and fγ(bγ) = inf {fγ(ηγ) : ηγ ∈ Xγ}.
Therefore, we see that
f(η) =
∑
γ∈S1,3
fγ(ηγ) ≤
∑
γ∈S1,3
fγ(aγ) = f(a) ∀η ∈ X,
and so
sup
η∈X
f(η) ≤ f(a).
Since a ∈ X, it follows that f(a) = supη∈X f(η). We use similar arguments to
prove that f(b) = infη∈X f(η).
Proof of Theorem 10. Let η ∈ TC\X and ζ ∈ X. We know that
ζ − η =
∑
γ∈S1,3
(ζγ − ηγ)γ.
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From equation (3) presented in section 1, we have that
‖ζ − η‖23 =
∑
γ∈S1,3 |ζγ − ηγ |2
4 .
Since X is a compact set and f(ζ) = ‖ζ−η‖23 satisfies the hypotheses of Lemma
3, the function f reaches its minimum at a point b ∈ X such that
b =
∑
γ∈S1,3
bγγ and inf
ζ∈X
‖ζ − η‖23 = ‖b− η‖23 =
∑
γ∈S1,3 |bγ − ηγ |2
4 .
Since |bγ − ηγ |2 = d(ηγ ,Xγ)2 ∀γ ∈ S1.3 from Lemma 3, we have that
d(η,X) = ‖b− η‖3 =
√∑
γ∈S1,3 d(ηγ ,Xγ)2
4 .
By using this theorem with X = Kp3,c or X =Mp3 and by applying the results
from the complex plane, namely Theorems 7 and 9, we obtain lower and upper
bounds for the distances d(η,Kp3,c) and d(c,Mp3) respectively.
4 Computer experiments
Theorem 10 is the main tool to visualize some tridimensional slices of the tricom-
plex Julia sets and the tricomplex Multibrot sets using the distance estimations
in the complex plane.
Let I(3) = {1, i1, i2, i3, i4, j1, j2, j3}. We now recall some basic definitions
from [6, 7, 13, 15].
Definition 1. Let im, ik, il ∈ I(3) with im 6= ik, im 6= il and ik 6= il. We define
the following vector subspace of TC :
T(im, ik, il) := spanR {im, ik, il} .
Remark 1. The notation spanR stands for the linear space spanned by some
vectors over the field R. Equivalently, it stands for the space of all linear com-
binations of those vectors.
Definition 2. Let im, ik, il ∈ I(3) with im 6= ik, im 6= il and ik 6= il.
1. We define a 3D principal slice of the Multibrot setMp3 as
T p(im, ik, il) :=
{
c ∈ T(im, ik, il) :
{
Qmp,c(0)
}∞
m=1 is bounded
}
.
2. We define a 3D principal slice of the filled-in Julia set Kp3,c as
Fpc (im, ik, il) :=
{
z ∈ T(im, ik, il) :
{
Qmp,c(z)
}∞
m=1 is bounded
}
.
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Remark 2. When the context is clear, we only write T p instead of T p(im, ik, il)
and, similarly, Fpc instead of Fpc (im, ik, il).
We are now interested in giving some examples of 3D slices of the Multibrot
sets and filled-in Julia sets.
Example 1. Let im = 1, ik = i1 and il = i2. In this case, T 2(1, i1, i2) is the
classical Tetrabrot introduced by Rochon in [19]. Figure 3 shows some examples
of Tetrabrot sets. We note that the colors on the pictures are generated in
conformity with the generalized Fatou-Julia Theorem in multicomplex spaces
(see [7]).
Recall the distance formula from Theorem 10,
d(c,Mp3) =
√∑
γ∈S1,3 d(cγ ,Mp)2
4 .
So, if c ∈ T p(1, i1, i2), then c = c0 + c1i1 + c2i2. From the idempotent repre-
sentation, we have that
c = (c1 + c2i1 − c3i1)γ1γ3 + (c1 + c2i1 + c3i1)γ1γ3
+ (c1 + c2i1 − c3i1)γ1γ3 + (c1 + c2i1 + c3i1)γ1γ3. (4)
Thus, let cγ1 := c1 + c2i1 − c3i1 and cγ1 := c1 + c2i1 + c3i1, then
d(c,Mp3) =
√
2d(cγ1 ,Mp)2 + 2d(cγ1 ,Mp)2
4 =
√
d(cγ1 ,Mp)2 + d(cγ1 ,Mp)2
2 .
Using this last equation and the distance approximations in the complex plane,
we can trace the slice T p(1, i1, i2) of the Multibrot sets. In fact, knowing that c ∈
Mp3 ⇔ cγ1 , cγ1 ∈Mp, the expression (4) leads to the following characterization
of the Tetrabrot (see [19] for the case p = 2):
T p(1, i1, i2) =
⋃
y∈R
(
[(Mp − yi1) ∩ (Mp + yi1)] + yi2
)
.
Example 2. Let im = 1, ik = j1, and il = j2. Then, the 3D principal slice
T p(1, j1, j2) is called the Airbrot (or the Perplexbrot). It is proved in [14, 15, 16]
that the Airbrot is a regular octahedron for all integer p ≥ 2, and using the
idempotent representation, we can characterize this 3D slice as
T p(1, j1, j2) =
⋃
y∈R
(
[(Hp − yj1) ∩ (Hp + yj1)] + yj2
)
where Hp is the hyperbolic Multibrot of order p, that is
Hp = {c = x1 + x2j1 | c ∈Mp2 and x1, x2 ∈ R}.
See [13, 14, 15, 16] for more details on hyperbolic Multibrots.
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(a) T 3(1, i1, i2)
(b) T 4(1, i1, i2)
Figure 3: The Tetrabrot sets with p = 3 and p = 4.
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(a) T 2(1, j1, j2) (b) T 5(1, j1, j2)
Figure 4: The Airbrots with p = 2 and p = 5.
Example 3. Let im = 1, ik = i1 and il = j1. We get the 3D principal slice
T p(1, i1, j1) called the Arrowheadbrot. Figure 5 shows pictures of this slice for
p = 3 and p = 4. Let c ∈ T p(1, i1, j1) such that c = c1 + c2i1 + c3j1. Then, the
idempotent representation of c is
c = (c1 + c2i1 + c3)γ1γ3 + (c1 + c2i1 − c3)γ1γ3
+ (c1 + c2i1 + c3)γ1γ3 + (c1 + c2i1 − c3)γ1γ3.
Let cγ1 := c1 + c2i1 + c3 and cγ1 := c1 + c2i1 − c3. From Theorem 10, the
distance from c toMp3 is
d(c,Mp3) =
√
d(cγ1 ,Mp)2 + d(cγ1 ,Mp)2
2 .
Conclusion
Using the tricomplex numbers, we saw that it was possible to generalize the
Multibrot and filled-in Julia sets to obtain new hypercomplex 3D fractal im-
ages. Moreover, some properties valid in the complex case were extended to the
tricomplex space. To be able to generate those new objects, we generalized ap-
proximations of the distance between a point outside the fractal and the fractal
itself. In the end, it became possible to generate 3D visuals of the 8D geometric
objects.
Not all 3D principal slices were shown in this article. Indeed, we focused
mainly on the slices of the Multibrot sets rather than the filled-in Julia sets.
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(a) T 3(1, i1, j1) (b) T 4(1, i1, j1)
(c) T 3(1, i1, j1), zoom in
Figure 5: The Arrowheadbrots with p = 3 and p = 4.
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Moreover, when it comes to a Multibrot set of order p, Parisé conjectured that
there are at least eight 3D principal slices if p is even and four if p is odd [13].
After generating such images, one could wonder what could be done by gen-
eralizing the tricomplex numbers further to the quadricomplex numbers. With
sixteen different units, perhaps different 3D slices could be obtained. However,
after exploring Multibrot sets beyond the tricomplex space, we strongly believe
that there is no other 3D principal slice to find (see [2]). Nonetheless, the Julia
sets could still surprise us.
On another note, it would be possible to define different types of 3D slices.
For example, the idempotent numbers give us another way to represent tricom-
plex numbers and, consequently, another way to define 3D slices. Therefore, the
idempotent slices of the Multibrot and filled-in Julia sets will be another topic
to address subsequently.
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