Precise specification of the voice source would facilitate better modelling of expressive nuances in human spoken interaction. This paper focuses on the transformed version of the widely used LF voice source model, and proposes an algorithm which makes it possible to use the waveshape parameter Rd to directly control the LF pulse, for more effective analysis and synthesis of voice modulations. The Rd parameter, capturing much of the natural covariation between glottal parameters, is central to the transformed LF model. It is used to predict the standard R-parameters, which in turn are used to synthesise the LF waveform. However, the LF pulse that results from these predictions may have an Rd value noticeably different from the specified Rd, yielding undesirable artefacts, particularly when the model is used for detailed analysis and synthesis of non-modal voice. A further limitation is that only a subset of possible Rd values can be used, to avoid conflicting LF parameter settings. To eliminate these problems, a new iterative algorithm was developed based on the NewtonRaphson method for two variables, but modified to include constraints. This ensures that the correct Rd is always obtained and that the algorithm converges for effectively all permissible Rd values.
Introduction
The Liljencrants-Fant (LF) model [1] has in many ways become a reference model in voice source related research. Its extensive use in wide-ranging studies involving speech analysis, synthesis and perception (e.g., ) has made important contributions to our understanding of voice quality and its role in spoken communication.
Typically, the shape of the LF model pulse is represented by the R-parameters Rg, Rk and Ra. The amplitude of the flow pulse is not an explicit parameter; instead a measure of the strength of the glottal excitation, Ee, is used to capture the source amplitude (see Fig. 1 ). Despite being useful descriptors of voice characteristics, these parameters often display strong covariation [8] . For instance, Rk and Ra are typically negatively correlated with Ee, and there is typically a positive correlation between Rk and Ra, at least as long as Rk values are relatively small [8] .
In the transformed LF model [5, 6] , a global waveshape parameter Rd is introduced, with the aim of reducing parameter redundancy in the glottal pulse description. As can be seen from equation (1) , Rd is defined by Up, Ee, f0 and a scale factor. The ratio of the amplitudes Up and Ee is equivalent to the declination time of the glottal pulse, Td (see Fig. 1 ). Thus, Rd is the declination time normalised to the fundamental period and scaled by the factor 0.11 −1 . The scale factor has been chosen so as to make the numerical value of Rd the same as the declination time in milliseconds for f0 = 110 Hz.
(1)
From Rd, default Rk and Ra values can be predicted (Rkp and Rap) using empirical formulas derived from linear regression analysis. Equations (2) and (3) from [5] are based on voice source analysis of vowel and consonant data, mainly from [6, 19, 20] . (These equations are only meant to be valid for Rd values between 0.3 and 2.7, but for predictions based on an extended range of Rd values, see [32, 33] .)
A similar empirical formula for predicting Rg has also been proposed by [5] . However, as the LF model pulse shape is fully determined by four parameters (three pulse shape parameters and Ee), Rg should be set by the values of Rd, Rkp and Rap. Based on a geometrical simplification of the LF model waveform, Fant proposed the following approximate formula for calculating Rd from Rg, Rk and Ra [5, 6] : (4) By using (2) and (3) above to predict Rk and Ra, and by rearranging equation (4) , Rg is predicted according to (5):
For a more detailed analysis, where there are deviations from the predicted values of Rk and Ra, the deviations can be specified by a corresponding correction coefficient [5] .
The transformed LF model provides an efficient way of modelling the glottal waveform, and we have recently incorporated it into our voice analysis system GlóRí [34] . A problem, however, with the current definition of the transformed LF model is that it relies on an approximation of Rd as shown in (4). According to [5] the maximum error of this approximation is 1.7 dB, for Rd values less than 2.7 and 0.5 dB when Rd is less than 1.4. Although relatively small, at least for voices of modal voice quality, for precise modelling of for instance lax and breathy voice, these errors are clearly undesirable.
Furthermore, the errors reported are for Rd values obtained using only a limited range of possible values for the Rparameters. For instance, Rk and Ra were restricted to be below 0.6 and 0.12 respectively [7] . Using the full range of parameter values, the errors in the estimated Rd are often considerably greater. For more extreme voice qualities, the modelling may therefore become less effective. Note that when deriving the LF pulse using Rd, Ee and the predicted R-parameters, the specified Rd value is not used directly in the synthesis. The actual Rd of the LF pulse will be different from what was specified, and we can only approximately infer its value from expression (4).
The reason for the approximation of Rd is that the peak glottal flow, Up, which is used in the calculation of Rd, cannot be expressed in analytic form for the LF model. Hence, a new iterative algorithm was developed, which eliminates this problem with the transformed LF model. The algorithm allows the Rd parameter to effectively control the generation of the LF pulse for the full range of permissible parameter values.
Figure 1. Two LF model pulses and parameter definitions (for details, see [35]). Glottal flow (top), flow derivative (bottom).

The LF model parameters
Often the parameters Ee, Rg, Rk and Ra are referred to as the "LF parameters". In fact, out of those four, only Ee is an actual LF parameter. The differentiated glottal flow pulse of the LF model [1] is defined by (6), see also Note that E0 and Ta in (6) are only ancillary parameters: E0 is determined by Ee, α, Te, and ωg according to:
Ta is determined by ε and Tb according to: (8) Thus, the LF model parameters are Ee, Te, ωg, α, ε and Tb. Naturally, when synthesising consecutive LF pulses, f0 (or T0) enters as a parameter, which is used to determine Tb. Note that Tb = T0 -Te, but for best possible synthesis quality, Tb should ideally be determined by the T0 and Te values of the following glottal pulse (for further discussion on this point, see [10, pp. 11-14] ).
Te and ωg are easily derived from the R-parameters and f0: Te = (1+Rk)/(2Rg f0) and ωg = 2πRg f0. However, α and ε cannot be calculated analytically, but have to be estimated iteratively: ε is derived from Ta and Tb, and α is implicitly determined by the other parameters and from the LF model requirement of area balance [1] , i.e. that the area of the positive part of the differentiated glottal flow pulse should be equal to area of the negative part (see the lower panel of Fig. 1) .
In a typical implementation of the LF model, ε and α are solved using the Newton-Raphson method as shown in (9): (9) In the case of ε, f(ε) and f '(ε) are as follows: (10) (11) In the case of α, we get:
Ao is the area of the open phase (i.e. from to to te) of the LF pulse and Ar is the area of the return phase (i.e. from te to tc), as in (14) and (15) 
Determining Rd of the LF model
As we can see from the above, Up is not a parameter of the LF model. Nevertheless, this value has to be set, along with the values of Ee and f0, in order to achieve the correct Rd.
In the original LF model, the peak flow is allowed to 'float', i.e. it may attain any value as long as the condition of area balance is met. However, in the transformed LF model, two conditions have to be fulfilled: a specific Up value is required (as determined by Rd) as well as area balance.
Instead of using the approximate formula in (5) for setting Rg (and thus ωg), we will use the Newton-Raphson method for two variables to find the correct values of ωg and α, given the specified Rd value. The Newton-Raphson iterative method for two variables is shown in (16) , where J (ωg, α) −1 is the inverse Jacobian matrix defined in (17) . (16) (17) By integrating equation (6) from to to tp, and replacing E0 with the expression in (7), we get the following formula for Up: (18) From (18), we derive function f1: (19) The second condition, i.e. area balance, provides us with the second function, f2, which is identical to function (12) . The four partial derivatives required for calculating the inverse Jacobian matrix in (16) By expanding (16), we get the following two formulas for iteratively calculating ωg and α:
The Jacobian determinant in (17) and (24) is: (25) Note that the functions and the partial derivatives in (24) are all functions of ωgk and αk.
This provides the basic solution to the problem of achieving the correct Up and Rd as well as area balance. Unfortunately, this direct implementation of the Newton-Raphson method does not guarantee that values will converge. If initial values are not sufficiently close to the correct targets, they will fail to converge. Furthermore, occasionally when values converge they are incorrect, ωg being too high. Therefore, despite working properly in many cases, in effect these limitations render the basic implementation of the algorithm unusable.
Predicting initial ωg and α values
By studying the properties of the two functions (19) and (12), we find that both are reasonably well behaved when α is varying while keeping ωg constant at its correct value (see the two top panels of Fig. 2 ). They are decreasing monotonically and there is one unique zero. However, looking at the lower two panels of Fig. 2 , where ωg is changing while α is set to its correct value, we find a complex pattern with multiple zeros: hence the potential for ωg converging to an incorrect value. It is clear that the correct ωg is found at the first zero (the lowest value); the ωg from a higher zero would produce two or more pulses within the glottal cycle, where the first pulse would have the correct Up value, as illustrated in Fig. 3 . In an attempt to remedy these problems, two complementary approaches were explored. In case of a conflict between Oq and Ra, Ra was adjusted to the nearest possible value. A total of 46×8×8 = 2944 different pulses were generated, but for the regression analysis only the unadjusted combinations were used.
The results from the analysis presented here are based on the correlation between Rg with Rd for different Oq values, while keeping Ra = 0. This produced the following formula for predicting Rg: (27) By multiplying the expression in (27) by 2πf0 we get an initial estimate of ωg as a function of the Rd and Oq values. If a predicted value is outside the permissible range, as determined by (26) , the initial ωg value is adjusted to the nearest possible value. The average normalised error in the predicted Rg values for the 2944 LF pulses was 0.044, the maximum error was 0.71 and R 2 =0.985. By also including the Ra variation in the regression analysis, a much more complex prediction formula is obtained, but the overall predictive power was only marginally improved. In comparison, using formula (5) on the same data resulted in an R 2 =0.29 when no constraints were applied and an R 2 =0.66 when values were adjusted to the nearest possible, if outside the permissible range.
A similar regression analysis could be carried out for the prediction of the initial α value. However, it is perhaps more effective to use the initial ωg prediction and then calculate the matching α value using (9) and the functions (12) and (13) . Applying this method to the 2944 LF pulses described above, by replacing the original Rg values with Rg values predicted from (27) , produced an R 2 =0.885 for the predicted α values.
Constraining the parameter values
Although the initial predictions of ωg and α are reasonably good and help speed up the rate of convergence, they still do not necessarily guarantee convergence in every instance. To achieve that, we need to constrain the iterative process of (24) by evaluating every new estimate of ωg. If a value violates the constraints of (26), i.e. is outside the range of possible ωg values, the ωg estimate is changed to a value that is permitted. In this case, the nearest possible value should not be used, since this would result in a perpetual, non-converging loop. Instead, ωg values are constrained according to (28) , where represents a particular output value of the ωg -iteration in (24) . The absolute difference between and the nearest boundary is calculated, and π/Te (or multiples of π/Te) is subtracted if the difference is greater than π/Te. If is too low, the difference is subtracted from the upper boundary, if is too high it is added to the lower boundary.
This constraint imposed on the normal iterative process of the Newton-Raphson method ensures that values will always converge, with the exception of Rd values that are very close to the boundary of permissible Rd values. The range of theoretically possible Rd values produced by the LF model is only constrained by the area of the return phase. There is in principle no upper Rd boundary, something which can be deduced from (18) by letting ωg approach its upper boundary, 2π/Te.
The lower Rd boundary is determined by the area of the return phase. Since area balance is a requirement of the LF model, the negative area of the return phase needs to be matched by a positive area. The area from tp to te cannot be positive, and consequently the Rd minimum is when Up (i.e. the area from to to tp) is equal to the absolute area of the return phase. Therefore, the minimum Rd is according to (29) , where Ar is the area of the return phase (15): (29) It should be noted that this is a theoretical limit, which can only be achieved when α tends to infinity. Obviously, such pulses cannot be produced in reality, and for Rd values very close to this limit, the algorithm will not converge. This problem can easily be avoided by adding a small value to the theoretical limit in (29) , e.g., by constraining Rd so that it is always greater than R min + 0.1.
A constraint is also imposed on α: it is important to cap α values to avoid numerical overflow errors. A maximum of 20,000 and a minimum of −1,000 seem to work well. If outside these boundaries, values are modified according to (30) where is a particular output value of the α-iteration in (24) . (30) 
Conclusions
Due to approximations in the original definition of the transformed LF model, errors in the Rd parameter are introduced, which can lead to undesirable artefacts. A new iterative algorithm is presented, which eliminates these errors. The algorithm ensures that the correct Rd is always obtained and it converges for effectively all permissible Rd values. Ongoing work on improving the efficiency of the algorithm involves refinement of the initial ωg predictions and the constraints. When the constraints are imposed, the number of iterations required for the algorithm to converge can increase considerably. Thus, the better the initial predictions, the less likely this is to happen. We are currently also working on extending the transformed LF model to incorporate aspiration noise according to the principles in [36, 37] .
