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ABSTRACT
Flow in porous media is an important aspect of many systems, such as fluid
separation, heat exchange, underground fluid transport, filtration, and purification.
Computational modeling is used in all of these systems to increase the understanding
of the system and enable researchers to make optimal decisions regarding the processes
within the system. Current tools for modeling flow in porous media require calibration of
each system individually, which reduces the quantity and efficiency of the information that
simulations can provide. The most common method for modeling flow in porous media, is
the Darcy-Forchheimer model. Although this model is accurate and robust, it relies on two
coefficients which can only be determined through physical experiments on each individual
porous media. These coefficients can be expressed as a product of the fluid properties and
the properties of porous media structure; however the variables representing the structure
of the porous media are still unable to be determined without physical experiments.
For many years determining the relationship between porous media structure and the
Darcy-Forchheimer model has been considered impractical, because the scale of porous
vi
media made it difficult if not impossible to measure the geometric properties of the material.
Additionally, naturally occurring porous media have random structures; thus even if it
were feasible to measure the porous media, it would have been difficult to determine the
characteristics that most affect flow. Now researchers can both measure and manufacture
porous media for specific purposes; however the models have not been updated to allow
researchers to take advantage of this technology. Although researchers have the ability
to control the exact structure of porous media, the models still lack the ability to help
researchers create optimal designs for their systems.
This research focuses on understanding the fundamental dynamics of flow in porous
media, to enable complex systems to be modeled and developed more easily. Here
computational upscaling is used to develop a revised Darcy-Forchheimer equation which
includes a relation to the parameters of the porous media. The revised model was developed
by simulating several homogeneous structured porous media. The porous media were
studied by simulating a periodic unit cell of each porous media to understand the geometric
effects. A primary porous media, made of stacked screens was used for the initial analysis.
This porous media could be described in as little as two parameters, allowing multiple
analyses to be completed without consideration of previous knowledge regarding how flow
should behave in porous media. This analysis supported the long held assumption that
the Darcy-Forchheimer equation can be divided into a viscous loss term and an inertial
loss term. After this primary analysis several less ideal porous media were modeled and
analyzed similar to the primary case. A more general relationship that can be used for a
wide variety of homogeneous porous media was developed.
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Porous media is defined as any material that contains a solid structure and open
(typically fluid filled) pores. This can cover a wide range of materials, including sponges,
sand, and packed particle beds, more examples can be seen in Figure 1.1. Flow through
porous media occurs in many systems, such as purification, filtration, fluid separation, heat
exchange, and ground water transport [7–9]. For example, materials that can be modeled
as porous media are commonly used in gas adsorption, because the large surface areas
increase adsorption rates [10]. Flow through porous media is also particularly important
in geological CO2 storage in order to identify optimal locations for storage [11]. Porous
media is used in cooling systems for electronics because the large surface areas are very
efficient for convective heat transfer [12]. To develop systems using porous media, each
individual material needs to be tested experimentally under multiple velocities. This takes a
lot of time and precision and is repeated for every change in the system, including changing
the porous material, the fluid, and the ambient environment. All of these systems can be
studied and advanced through approximations provided by models and simulations.
The first recorded model on flow in porous media was developed almost 200 years ago
through the observation of water flowing through a column filled with sand [13]. Although
a variety of extensions and modifications have been made to this model [14–18] that model
is still widely used today [1, 9, 19–21]. While many of these models are extremely robust,
they include coefficients that can only be determined through physical experiments, which
must be performed for each individual material. Furthermore, there is little knowledge
1
Figure 1.1: Examples of porous media: on the left a ceramic porous media [1],
in the center highly porous sandstone [1], and on the right a simulation of a porous
media made of spherical particles [2].
about how those coefficients are affected by the properties of porous media, such as average
pore size. When considering the intricate systems that involve flow through porous media,
the simplistic nature of these equations is not enough to obtain accurate predictions and
optimal designs.
At the time that many of these models were developed it was very difficult to control
and evaluate the shape of porous media making it impractical, for both experiment and
application, to study effects of porous media on flow beyond the macro homogeneous
models that currently exist. Recently technology has advanced to allow researchers to
manufacture and precisely measure porous media. For example, one group was able to
make a variety of regular porous structures using a laser melting technique [3], some of
the materials the group created can be seen in Figure 1.2. Technology advances like this
could significantly improve systems which involve flow in porous media if there was more
knowledge about how different characteristics of porous media affect flow. Although many
of the currently existing models can accurately simulate specific systems, they are unable
to inform or improve optimization and design processes.
Current research on flow in porous media is focused on specific complex systems,
such as those including multiphase flow, heterogeneous porous media, heat transfer,
2
Figure 1.2: Structured porous media created by Wang et. al. using laser melting
[3].
3
chemical reactions, and turbulent and compressible flow [9, 19, 22–26]. Due to the
generality of the existing models for porous media many researchers have focused on
adapting those models for their specific problems and systems. For example, heterogeneous
porous media is often researched by those interested in fluid transport underground, because
it helps locate cracks and fissures, thus the research focuses on large changes in pore size
that relate directly to how they define cracks in their system [9, 22, 27]. Heterogeneous
porous media is also studied by those interested in turbulence at an interface between
different pore sizes, usually when considering flow over rough walls [28, 29]. These
researchers also tend to focus on averaged properties and effects; few researchers have
focused on developing improved general models that are based in pore scale dynamics.
Studying these complex systems, particularly heterogeneous porous media, without
a good understanding of the fundamental effects of the characteristics of the porous media,
results in models that require significant study of the system before the model can be used
effectively. Studying a homogeneous porous media in a simple system could provide
a unique perspective on the fundamentals of fluid flow through porous media, because
it allows for specific aspects of porous media to be studied individually with respect to
their effects on fluid flow. Much of the prior research that has been completed on flow in
porous media has not been able to develop models that include descriptors of the porous
media, because they have not been able to measure or isolate the parameters describing
porous media. Simulating flow in a homogeneous porous media could provide an efficient
framework by which the parameters can be individually controlled and their effects on flow
observed and quantified.
The process of using detailed small scale simulations to understand and model the
effects of small features on a large system is known as computational upscaling. The
process is an attractive way of developing new understandings of complex systems, because
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it allows researchers to isolate parameters on a small scale, which can be difficult with
physical experiments, and understand the basic form of a feature’s effect when there is no
obvious way to do so from existing models and equations. The process was originally
proposed by Lilly [30] as a method of improving simulation of weather patterns and
weather prediction. Later Smagorinsky [31] used the idea to complete a set of experiments
on atmospheric circulation, which became the base of LES turbulence models. Since then
the process has been used in many fields to successfully develop a variety of models,
including drag models for particles in fluid [32–36].
Although a computational upscaling approach has never been used to study flow in
porous media; the processes that have been used to develop models for flow in porous
media are very similar to computational upscaling. Researchers have consistently used
approaches involving experimental observation to develop the forms of their equations
to avoid managing the combined complexity of the geometry of porous media and the
Navier-Stokes equations [13, 14, 32]. Both Darcy [13], who made one of the first attempts
to develop a model for flow and porous media, and Forchheimer [14], who created one of
the most commonly used modifications of Darcy’s model, completed simple experiments
using columns of packed sand to develop the forms of their models [37,38]. One researcher,
Muskat, has even claimed that it is impractical to construct models for flow in porous media
using any method other than empirical observation [39].
Despite Muskat’s bold claim, some researchers have tried to use analytic approaches
to studying flow in porous media. These researchers have developed some interesting
insights, such as the relation between flow in porous media and cross sectional
characteristics; however, their work has often resulted in the need for information,
such as tortuosity, about the porous media that is not readily available for most porous
materials [16, 17]. This has caused their models to be overlooked when studying
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applied problems. Although computational upscaling and other methods of developing
models from observation have yet to be used to obtain a function for how the geometric
structure of porous media affects fluid flow, past successes demonstrate the applicability of
computational upscaling in modeling flow in porous media.
1.1 RESEARCH GOALS
The overall goal of this research is to develop a new comprehensive model for fluid
flow in porous media based on the physical properties of the porous media. The research
aims to develop a relationship between geometric properties of porous media and the
constitutive coefficients in the Darcy-Forchheimer model, enabling researchers to calculate
those coefficients from known geometry of their porous media. This goal will be achieved
by completing the following tasks:
• Creating a simulation of flow through a pore scale unit cell of a homogeneous
structured porous media.
• Collecting data from the above simulation using varying dimensions and velocities
and using that data to develop a new model relating flow in porous media to the
properties of that porous media.
• Validating the developed model’s accuracy and generality by comparing it to physical
data, previously published data, and alternate porous media simulations.
• Implement the developed model in a macro scale carbon capture simulation.
1.2 DISSERTATION STRUCTURE
Following this chapter this dissertation will be organized into six additional chapters.
Chapter 2 reviews prior work in modeling porous media, including previously developed
models and specific systems that have been studied. Chapter 3 provides a technical
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background, outlining the governing equations and discretization methods employed and
the process of computational upscaling. Chapters 4 and 5 discuss the development of
the improved model for flow in porous media, with Chapter 4 focusing on the pore-scale
simulations, and Chapter 5 focusing on model development and validation. Chapter 6
will discuss the application of the model in a large scale system. Finally Chapter 7
will conclude the dissertation, summarizing the results and conclusions from the previous
chapters, including the improvements and limitations of the model presented in Chapter 5
and what studies may be able to overcome those limitations.
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Chapter 2
Modeling Fluid Flow in Porous Media
Research on flow through porous media and modeling of flow through porous media
started with observations and experiments, which led to simple models describing the bulk
behavior of porous media [1,13,14]. Experiment and observation continued to be the main
tools for understanding porous media for many researchers because the base equations of
the system, the Navier-Stokes equations, and the physical structure of the porous media
were too complex for researchers to derive a mathematical model [39]. Some attempts
have been made at deriving more accurate and complex models for flow in porous media;
however, none of them have been widely used [1, 15–17]. Alternate research has focused
directly on applied problems, developing models and characteristics for specific systems,
leaving the fundamental models to describe the macro-homogeneous nature of the system,
with little information on how changes on the pore scale effect it [40].
2.1 DARCY-FORCHHEIMER MODEL FOR FLOW IN POROUS MEDIA
One of the most common models for predicting flow through porous media is the
Darcy-Forchheimer model [1, 9, 19–21]. The model was originally developed by Henry
Darcy in 1856 [1]. Darcy completed a set of experiments on water flowing through a
column of packed sand to study subsurface fluid transport and water supply [13]. From
this experiment, Darcy was able to determine that the pressure gradient in the column was
linearly related to the velocity,
−∇p = ~A◦~U (2.1)
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where p represents pressure, ~U represents velocity, and ~A represents a system property and
is known as the Darcy coefficient. The Darcy coefficient is defined in all dimensions for
each system, and multiplied term-by-term to the components of the velocity. Often, due to
the complexity of defining the Darcy coefficient in three dimensions, the Darcy coefficient
is only defined in a single primary direction of flow. In this case equation 2.1 is written in









where µ is the fluid viscosity and K is a property of the porous media known as permeability
[39]. Due to the limitations in technology at the time Darcy was only able to test low flow
rates in his experiments.
In 1901, Forchheimer repeated Darcy’s experiments using higher flow rates [1, 14].
Forchheimer determined that Darcy’s model only accounted for the viscous forces which
are dominant at low flow rates generally for Re <10, although it can vary depending on
the specific system [40]. At higher flow rates he found that the inertial forces on the fluid
had significant effects resulting in a quadratic relation between the pressure gradient and
the velocity. Thus Forchheimer added a second term to Darcy’s model, which changes
equation 2.1 to
−∇p = ~A◦~U +~B◦~U2 (2.4)
where ~B is a system coefficient known as the Forchheimer coefficient. Similar to the Darcy
coefficient the Forchheimer coefficient, ~B, is defined as a vector because for any given
porous media it is not necessarily the same for flow in all directions. All multiplication in
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The Forchheimer coefficient is sometimes written as
B = βρ (2.6)
in one dimension, where ρ is the fluid density and β is a system property to separate the
fluid and porous media properties.
The simplicity of the primary equations describing fluid flow through porous media
allow the models to be extremely robust and stable [41]; however they only describe the
macro-homogeneous scale and there is little information and no models for the effects of
changes on the pore scale. For example, it is accepted that porosity and tortuosity affect
the flow characteristics in porous media, but how they affect them is still unknown [40,
42]. Similarly, it is known that large variations in pore size cause macro-homogeneous
models to become inaccurate; however, there is still little information on what characterizes
large variations in pore size [9, 43]. Since Forchheimer’s addition to Darcy’s model many
researchers have tried to improve the model; however, the Darcy-Forchheimer model still
remains the primary method of approximating flow in porous media [7, 38, 43–47].
2.2 TYPES OF FLOW IN POROUS MEDIA
Flow in porous media is typically divided into three categories: pre-Darcy flow, Darcy
flow, and non-Darcy flow, shown in Figure 2.1. Darcy flow is defined as the flow region in
which the change in pressure is linearly related to velocity, or the region of flow for which
Darcy’s law, Eq. 2.1, applies to a particular porous media. Darcy flow is governed by the
viscous stress in the fluid as it travels through the narrow channels of the porous media.
Pre-Darcy flow is defined as the flow region for a particular porous media in which flow is
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Figure 2.1: Diagram of the categories of flow within porous media based on
changes in flow rate. Image does not depict the changes in any specific porous
media. Characterization of pre-Darcy flow based on work completed by Farmani
et. al. [4].
too slow for Darcy’s law to apply. In pre-Darcy flow the surface interaction between the
porous media and the fluid becomes more important than the viscous forces. Non-Darcy
flow is defined as the region in which flow is too high for Darcy’s law to apply. In this
region the inertial effects of the flow through the porous media become evident in addition
to the viscous forces governing Darcy’s law. Non-Darcy flow is sometimes said to be when
Re>10 [1]; however the dividing lines for these three regions of flow are not clearly defined
and can vary drastically between materials.
Kundu et. al. [40] completed experiments to try and find the Reynolds numbers at
which the Darcy flow region starts and ends. Their experiments filtered spherical particles
into groups of uniform diameter, then studied the flow patterns through each group. For
each experiment they noted the velocity at which the flow pattern changed from pre-Darcy
to Darcy flow and from Darcy to non-Darcy flow. They used this to calculate the Reynolds
numbers for these boundaries, by three different parameters: the diameter of the bed of
particles, the diameter of the particles themselves, and the square root of the permeability.
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They also extended their experiment to one non-uniform set of particles and compared their
results to previously published work on the subject. They were able to show a correlation
between Reynolds number and these flow regions; however the results were inconsistent
between groups [40].
Zeng et. al. [48] reviewed a variety of work discussing the definition of the flow
regions in porous media and theorized that the reasons prior work had struggled to define
the boundaries of these regions is that many researchers used different length scales
to calculate their Reynolds number, causing their observations to differ. They further
suggested that Reynolds number may not be the most appropriate criterion for determining
these regions and suggested an alternate dimensionless number known as the Forchheimer





which directly compares the Darcy and Forchheimer terms from Eq. 2.4 [48]. This allows
researchers to easily decide what is an acceptable error for their system and calculate a
critical flow rate using the properties of their system.
Mathematically the method suggested by Zeng et. al. is a more rigorous criterion
for the boundary between the Darcy and non-Darcy regions than any criterion involving
Reynolds number, since it is derived directly from the Darcy-Forchheimer equation;
however this type of analysis is not always possible due to the complexity of the
permeability and the Forchheimer coefficient. Thus Reynolds number criterion, such as
those explored by Kundu et. al., are often found to be more attractive alternatives despite
their uncertainty. When attempting to define the boundary for pre-Darcy flow there are even
fewer options [4]. The ability to define these basic regions is important for researchers to
be able to select efficient and accurate models for their systems.
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The work in this dissertation focuses on Darcy and non-Darcy flow, because
pre-Darcy occurs at such low flow rates that it is easily avoidable when designing systems,
leaving it to be primarily of interest to those studying underground fluid transport [4].
Further pre-Darcy flow is extremely complex and does not have a standard model yet
[49, 50]. Building off of the Darcy-Forchheimer model will significantly expedite the
process of modeling the affects of different porous media on flow, because the other major
contributors to changes in flow caused by porous media are already included.
2.3 ALTERNATIVES TO THE DARCY-FORCHHEIMER MODEL
One notable alternative to the Darcy-Forchheimer equation is a model developed by
Brinkman. Brinkman focused on low flow rates, for which the Darcy model is valid. His
work focused on the viscous forces exerted on the porous media by the fluid to try and
develop a better understanding of the factors affecting Darcy flow [15]. Brinkman added







The model is able to describe a wider range of fluids within the same porous media than the
Darcy model alone, but it is not often used in applied settings because the time derivative of
the viscosity is too complex to calculate efficiently for most systems [47] and unnecessary
in systems that can be assumed to operate at steady state given that the term would go
to zero. Although the model is not ideal for most applied problems, it is often used in
theoretical research on porous media [51–56].
Additional efforts to understand the Darcy coefficient were completed by Kozeny
and Carmen. Kozeny assumed that porous media could be modeled as a bundle of capillary
tubes equal to the tortuous length of the porous media. Using the Hagen-Poisseuille law for
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flow in capillary tubes Kozeny was able to calculate flow for capillary tubes with different
cross sectional areas. Then using momentum balance equations, he was able to remove the





where k0 is a constant dependent on the shape of the cross section normal to the flow
and η = cross sectional areacross sectional perimeter . Carmen simplified equation 2.9 by tabulating many of the
possible values of k0 and performing a weighted average of them to suggest, since most
porous media are heterogeneous, that for many case k0 = 0.2 is appropriate [1, 17]. The
Kozeny-Carmen equation is not widely used because porous media have many intersecting
channels and assuming those channels are parallel produces inaccuracies when modeling
many porous media. It is most accurate for particle beds [17] and became the basis for
Ergun’s model for flow in fixed bed columns [32].
More recently Finsterle developed a model to better understand the Forchheimer
coefficient [1,18]. The model was developed to improve modeling of flow in porous media









where Ai are constants, θ is the amount of the fluid of a specific phase, and τ is the
tortuosity. The model expresses how the Forchheimer coefficient responds to changes
in fluid properties making it easier to model flow in porous media when multiple fluid
phases are present [57]. Although the model is able to describe the Forchheimer coefficient
of a specific porous media within a flow that has variable density and viscosity, the Ai
coefficients make it inconvenient for uses outside of multiphase fluid flow. Similar to most
of the models discussed here it lacks information on the material properties of the porous
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media.
The model that comes closest to relating porous media properties to the changes
in flow that they cause is Ergun’s model for flow through packed columns [32]. Ergun
studied the different phases of fluidization in a particle bed to develop a model that is
mathematically similar to the Darcy-Forchheimer model [58]. Ergun’s model is given by











where ~g is gravitational force, ε is the void fraction, d is the diameter of the particles,
and φ ranges from 0-1 and is known as sphericity. The sphericity indicates how round the
particles are; a perfectly spherical particle would have a sphericity of 1. It can be seen
in Eq. 2.11 that the change in pressure relates to velocity almost identically to the way
it is related in Eq. 2.4 with the addition of gravity because the particles are free to move
should the drag force become strong enough to counteract gravity. It can also be noted
that fluid viscosity and density appear in products containing linear and quadratic velocity
terms respectively, similar to Eqs. 2.3 and 2.6. Some minor changes have been made to
the Ergun model, but the fundamental dynamics remain the same [59, 60] and the model is
still widely used in the simulation of flow through particle beds [61, 62]. Ergun was able
to successfully relate particle geometries to flow through packed columns; however these
concepts have still not been extended to porous media and other systems that behave in this
way.
2.4 RECENT RESEARCH ON POROUS MEDIA
Recent research in porous media modeling has focused on complex dynamics for
specific systems. Primarily research has focused on flow in heterogeneous porous media
and multiphase flow through porous media [19, 20, 22]. Research has also included heat
transfer, turbulence, compressible flow, and chemical reactions for flow in porous media
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[8, 23–26]. All of this research has been based on the fundamental models discussed in
the previous section. Although those models are effective for specific systems; the lack of
specific information about what properties of the porous media affect flow makes it difficult
to choose optimal porous media for specific systems.
In heterogeneous systems the focus of research is coupling regions with pores of
different scales [22]. Heterogeneities in porous media have been shown to be very
important in fluid transport through the ground [27]. One of the earlier efforts in studying
flow in heterogeneous porous media was completed by Kueper et. al. [22]. In their work
they simply created a domain with regions of different permeabilities and were able to show
flow significantly favored the regions with higher permeabilities. They were further able
to compare this to experimental data to prove the model was accurate. Researchers have
improved these types of models through changing simulation algorithms and discretization
schemes, using techniques like the lattice Boltzmann method and pore network modeling
[8, 20, 63].
One group, Soulaine et. al., took a different, more analytical approach. Using
a combination of simulation and theoretical analysis, they developed a method of
calculating the different velocities in porous media with two different permeabilities (Darcy
coefficients) for Darcy flow [43]. The model claimed that the velocity in specific regions
could be computed by adding the permeability at the interface of the two regions to the
permeability and solving the Darcy equation with the sum of the two permeabilities. It can





where β represents the region of interest, Uβ and Kβ represent the velocity and permeability
of that region, and Kβγ represents the permeability at the interface.
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Multiphase flow research has focused on how fluid properties affect the Darcy and
Forchheimer coefficients and managing interfaces. Early research, such as that performed
by Muskat, modified the Brinkman model to account for multiple viscosities and densities
inside a porous media [39]. Recently the study of multiphase flow in porous media has
included more complex problems. For example, Qiao et. al., studied the changes in mixing
patterns of fluids with different densities depending on whether the flow was with or against
gravity [64].
Research of multiphase flow in porous media has also started to consider interface
management in numerical simulation. Soulaine et. al. was particularly interested in how
the small channels present in porous media affected the mixing inside the system, because
the normal dynamics of the fluid interface is disrupted by the presence of the solid material.
When modeling on the macro scale the actual porous media is not present and thus the
disruption they cause does not occur, thus their work focused on how to account for the
disruption when the porous media is not explicitly being modeled [65]. Another group,
Raeini et. al. focused on the stability and accuracy of modeling flow of multiple fluid
phases in porous media at the pore scale and how to manage the irregular interfaces of the
fluid and the solid boundaries on a regular grid [66].
Research of other systems (turbulent and compressible flows, heat transfer, and
chemistry) has typically focused on finding improved methods of coupling the governing
equations of those systems with the Darcy, Forchheimer, and Brinkman models, but without
a strong understanding of the pore scale dynamics of the system, researchers often need
to study the fine scale nature of each system to make progress [12, 26, 28, 46, 67]. To
fill this gap research needs to be completed on basic porous media systems where the
hydrodynamics can be isolated and where the properties of the porous media can be easily
defined.
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2.5 HOMOGENEOUS STRUCTURED POROUS MEDIA
Flow in homogeneous porous media has rarely been studied, largely due to
most naturally occurring porous media being heterogeneous materials [8, 20, 42, 63].
Typically, when homogeneous porous media are studied, it is assumed that the existing
macro-homogeneous models, discussed in Sections 2.1 and 2.3, are appropriate so that the
study can focus on another aspect of the flow through the porous media, such as varying
fluid properties [40, 54, 67]. As discussed in Section 2.4 this has had some success in
describing specific systems involving flow through porous media; however, it has yet to
result in a general solution for flow in porous media.
There have been a few studies which have attempted to model flow in homogeneous
porous media at the pore-scale. These studies have primarily focused on studying
turbulence in flow in porous media. Two groups Kundu et. al. [68] and Chu et. al.
[21] completed very similar studies in which they created 2-dimensional domains with
uniformly spaced squares to represent the porous media and studied the resulting turbulence
patterns [21, 68]. Both groups, Chu et. al. in particular, were able to use this methodology
to define a finite number of turbulent flow profiles caused by the flow separating and
converging around the squares. These works were able to qualitatively identify some of
the characteristics of pore scale flow and how it relates to the macro homogeneous flow;
however, they have not yet quantified these results.
The homogeneous porous media studied in this dissertation was created by Junaedi
et. al. because they hypothesized that they could improve their adsorption technology by
controlling the structure of their adsorbate. They created a structure by coating screens
with an adsorbate and stacking the screens on top of each other to create a porous column
as shown in Figure 2.2. They found while this methodology did not improve the efficiency
of the adsorption by the mass of the adsorbate, it significantly improved the energy
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Figure 2.2: Porous column created by Junaedi et. al. [5]. The image on the left
shows a single screen, the image on the right depicts a stack of screens.
expenditure for temperature swing adsorption [5,24]. The flow in the structure they created
for their adsorbate behaves similarly to flow in a porous media.
The uniformity of this porous media provides a unique opportunity to study the
fundamentals of fluid flow through porous media, because it allows for specific aspects
of porous media to be studied individually with respect to their effects on fluid flow. Much
of the prior research that has been completed on flow in porous media has not been able to
develop models that include geometric descriptors of the porous media, because they have
not been able to measure or isolate the parameters describing porous media. Completing
simulations of a uniform porous media will allow the structure to be altered in a variety
of ways that will help overcome both of these obstacles. To further facilitate focus on the
fundamental properties of porous media, only one direction of flow will be considered and
a one dimensional version of the Darcy-Forchheimer equation will be used throughout the
remainder of this dissertation.
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Chapter 3
Upscaling and Simulation Tools
This work collects data using computational simulations and then analyzes it using a
variety of statistical tools to determine the relation between the porous media properties and
their effect on the fluid flow. The developed relation is then compared to existing data and
implemented in large scale to validate the model. The simulations rely only on fundamental
fluid dynamics and explicitly model the porous media to determine its affects on flow. A
variety of statistical techniques are used to sample parameters within these simulations and
analyze the outcome. Once these simulations are finished and the data will be analyzed and
some large scale equations will be completed for validation and verification.
3.1 FLUID FUNDAMENTALS
To determine the effects of porous media on fluid flow a basic form of the governing
equations, the compressible Navier-Stokes equations, is used [39]. This is a combination
of a continuity equation represented by
∂ρ
∂t
+∇(ρ~U) = 0 (3.1)
and the Navier-Stokes equation represented by
∂(ρ~U)
∂t
+~U ·∇(ρ~U) = ρ~g−∇p+µ∇2~U (3.2)
The majority of the simulations in this work will be completed using these two basic
equations. Turbulence, when relevant, is modeled using a k-ε model. All simulations
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in this work are isothermal, when temperature is important, the affects it has on simulation
properties are calculated before the simulation is computed and the simulation is assumed
to have a constant temperature over time.
When the porous media is not being modeled directly the Darcy-Forchheimer
equation, Eq. 2.4, can be added to the fundamental equations as an additional pressure
gradient. In this case Eq. 3.2 becomes
∂(ρ~U)
∂t
+~U ·∇(ρ~U) = ρ~g−∇p+~A◦~U +~B◦~U2 +µ∇2~U (3.3)
When this equation is used the Darcy-Forchheimer equation replaces the porous media
allowing the solid walls to be removed from the simulation so that the domain can be
descretized using a coarser grid and run more efficiently.
3.2 OPENFOAM
Simulations in this dissertation were completed using OpenFOAM (Open Source
Field Operation and Manipulation) [69], an open source CFD software. OpenFOAM
uses Eulerian grid based methods to solve a variety of fluid systems ranging from basic
incompressible flow to highly complex multiphase reactive flows. It computes spacial
discretization using a finite volume cell-centered method. To compute time discretizations
OpenFOAM allows the user to select from a variety of implicit time discretization schemes.
The code includes a wide range of solvers to efficiently compute a variety of systems and
problems allowing users to easily choose to model the physics they need without simulating
physics unrelated to their problem. OpenFOAM also includes several methods to add
custom equations and physics not currently present in the code, allowing researchers to use
the software to test their own equations and compare recently published equations from
other researchers.
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Figure 3.1: Process of computational upscaling, from creating a fine scale model
to implementation in a large scale system.
In this dissertation the rhoPimpleFoam solver was selected from OpenFOAM’s
library for simulations. The rhoPimpleFoam solver is a transient solver for single phase,
compressible, turbulent flows. The solver allows the user to choose whether or not heat
transfer is modeled; however, in this research it was chosen to not be modeled. The
effects of porous media on the flow can easily be added to this solver either using the
Darcy-Forchheimer model as described in Section 3.1, or an exact representation of the
porous media. All simulations were completed using OpenFOAM 6.0.
3.3 COMPUTATIONAL UPSCALING
Computational upscaling is the process of using a set of detailed simulations of a
feature to determine how it will affect a larger system. Often the result is to create a new
equation that can more efficiently simulate or estimate the output of the feature without
completing the detailed simulation. The process has been used across many fields to
develop a variety of models such as LES turbulence and particle in fluid drag models
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[31–33]. The process, shown in Figure 3.1, consists of creating a detailed simulation
and parameter space representative of the feature of interest, collecting data from the
simulation under a variety of conditions, completing an analysis (such as regression) of
the data and fitting it to a new model, verifying the model, and implementing it in the
overall system [70]. An example of use of this process in some of my prior research on
cavitation can be found in Appendix A.
3.3.1 Development of Fine Scale System and Parameter Selection
Developing a simulation and selecting a parameter space is a straight forward
non-trivial process that is extremely dependent on the specific system. The simulations
must accurately represent the feature of interest, while balancing the efficiency of the
simulation so that many simulations can be completed. Ideally one should use either
a periodic or symmetric domain to best represent the small sample of a large system.
Selecting the parameter space consists of two major tasks. The first is to select the variables
of interest, this selection needs to balance accurately representing the system while staying
in the limits of the available resources. The second is to select the bounds of the parameter
space, sometimes this can be done by simply adhering to the bounds of the larger system;
however, when this is not possible a small set of preliminary simulations can be completed
to determine appropriate bounds for the feature of interest.
Here studies were completed on sets of porous media made of stacked uniform two
dimensional layers perpendicular to flow. The use of two dimensional layers makes it easier
to identify the defining characteristics of the porous media. It also allows the mathematical
models to potentially be extended to heterogeneous porous media by describing them as
stacks of two dimensional layers and integrating the properties of each layer to relate them
to the Darcy-Forchheimer equation. The first porous media considered was selected to be
described in just two parameters. Although two parameters are unable to describe a wide
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range of porous media, the simplicity allowed the problem to be studied from multiple
perspectives without being overwhelmed with data. Once this simple porous media was
related to the Darcy-Forchheimer model, three less ideal cases were considered. Two were
derivatives of the first model, adding parameters that were not considered in the first round.
3.3.2 Data Collection
Although the most accurate way to collect data would be to complete a fine sweep
of the entire parameter space, that method consumes a lot of resources. Fine sweeps
can sometimes be an appropriate method; however often using some form of random
sampling will obtain a larger spectrum of results using the same number of points [71–75].
Many sampling strategies have been developed to solve problems in the most efficient way
possible [76]. These methods can be divided into 2 categories: importance sampling, in
which information from previously collected samples is used to select the next samples,
and stratified or distributed sampling, in which points are selected based on their proximity
to other points within the parameter space [77].
Common methods of importance sampling include Markov methods, Monte-Carlo
methods, Bayesian methods, and their derivatives, such as Gibbs sampling [78]. These
methods are most effective when trying to obtain a specific optimal result within a
parameter space [79]. These methods perform significantly less well when trying to study
a parameter space as a whole, because they tend to form clusters instead of filling the
parameter space [80]. This is because these methods were designed to cluster around
places where events, such as high gradients and local maximums and minimums, are likely
to occur based on the knowledge obtain from the previously gathered points [81]. This
makes it hard to obtain a reliable picture of a parameter space with a limited number of
samples, thus causing importance sampling methods to not be ideal for upscaling and model
development.
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Figure 3.2: Examples of different types of stratified sampling. On the right Latin
Hypercube sampling is shown in which each parameter is divided into regions
individually. Moving left stratified sampling is shown creating regions using
increasing numbers of dimensions. On the left fully stratified sampling is shown in
which the entire domain is divided into regions [6].
Distributed and stratified sampling methods select sample points based on their
proximity to other points within the region attempting to obtain the most efficient
distribution of points with the least uncertainty [82]. These methods primarily differ
from each other by how many dimensions are used when dividing up the parameter space.
For example, Latin Hypercube Sampling (LHS), divides each parameter individually into
regions equal to the number of samples being taken and selects one sample from each
region. The selected points from different parameters are then shuffled together to decide
the final samples [83]. A similar process can be performed for any number of dimensions
within the parameter space up to the number of parameters in the space, several examples
of this can be seen in Figure 3.2 [6].
There are a variety of other sampling methods, including hybrids of stratified and
importance sampling methods [71,72], variations and extensions of the methods described
above [84–86], and methods, known as design of experiments, in which points are
selected by calculating which set will give the most information about the parameter
space [87]. In this work the primary method used will be LHS for speed and simplicity.
As mentioned before although importance base sampling is very good for some studies,
it is not appropriate for creating a complete model of a domain. Although a design of
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experiments could more efficiently obtain a complete picture of the parameter space, the
simulations in this work are so expensive that it would not be worth the time it would take
to select the data samples.
3.3.3 Data Analysis and Model Development
Data analysis here is primarily completed using least squares regression analysis. The
method was chosen to balance simplicity and effectiveness. There are other methods, such
as those commonly used in machine learning which can produce more accurate fits for the
data; however it takes a significant amount of time to learn and develop these methods
before they can be used. Further, the method allows the computer to do the bulk of the
work, which makes it more difficult to determine why a particular result has been produced.
There are other more rudimentary methods as well, but they typically require some guess















where x represents the input data i, j represent the different parameters, y represents
the output parameter, and ci represents the coefficients of the parameters [88]. Further
explanation of regression analysis, including an example calculation and the source code
used for this dissertation can be found in Appendix B. The method quickly finds the
best fit of the data to any function, although the function has to be known beforehand
or iteratively tested. Once a function is determined, it should be analyzed and compared to
known physics to verify that it qualitatively makes sense. If possible, once the function is
known, it is advantageous to derive the function from known physics as further verification
that it is an accurate representation of the system.
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3.3.4 Verification and Validation
Verification and validation is the process of ensuring the developed model is accurate.
Validation refers to comparing a developed model to results from physical experiments
to ensure the model accurately represents the real world. Verification is the process of
using mathematical analysis, such as comparing the model to idealized cases with known
solutions or previously determined models, to ensure the model agrees with known physics.
In this work two aspects of the model are tested to study the accuracy of the developed
model.
The first test is to ensure the model is able to accurately calculate the affects of a
specific porous media on flow. This can be done in one of two ways. Preferably, the model
should be validated against experimental data; however, in cases when this is not possible,
the model can be verified against a system with a known analytic solution. In some cases
researchers will compare to both experimental data and analytic solutions, because the
individual comparisons can both provide valuable insight into the derivation, limitations,
or improvements over predecessors of the model. In this work the model will be validated
against experimental data. The second verification completed in this work tests the ability
of the model to represent many porous media, and not just apply to the porous media
described in Section 2.5. here the results are compared to the Ergun equation for spherical
particles to verify the physics identified in this work are correct.
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Chapter 4
Relating an Idealized Porous Media to the
Darcy-Forchheimer Model
As discussed in Chapter 2 a variety of approaches have been used to study the effects
the geometric properties of porous media have on the Darcy and Forchheimer coefficients
in Eq. 2.4. While the relations between the fluid properties and the Darcy-Forchheimer
model seen in Eqs. 2.3 and 2.6 have become widely accepted, many of the relationships
from Section 2.3 discussing porous media properties remain unpopular for studying applied
porous media systems. The reasons these models are not commonly used in applied
research vary from the use of impractical parameters to being overly complex. To combat
these problems in this study of the relationships between the Darcy and Forchheimer
coefficients and porous media properties, a case study of an idealized porous media which
requires minimal parameters to describe was completed.
Although an idealized case study cannot provide all the information necessary
to create a generalized relationship between porous media and the Darcy-Forchheimer
models, the simplicity allows it to highlight the fundamental dynamics of the system.
Studying a case which can be described using minimal parameters allows the data to be
analyzed from a larger variety of angles, giving the researcher the ability to consider the
data without adhering to previous knowledge. This is particularly advantageous in this
research, because, as discussed in Section 2.3, the prior knowledge has not yet created an
effective relationship between porous media and the Darcy and Forchheimer coefficients.
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Figure 4.1: Porous media created by a collaborator, similar to the one created by
Junaedi et. al. [5]. A single screeen is shown on the left and on the right a screen
stack is shown.
The idealized porous media chosen for this study is made from stacked 2-dimensional
screens, similar to the porous media created by Junaedi et. al. [5] described in Section 2.5.
An image of the porous media used in this research can be seen in Figure 4.1. The porous
media was created by a collaborator who is attempting to build on the work of Junaedi et.
al. and all of the experimental data shown in this research was provided by that collaborator.
The porous media made from stacked screens is an excellent fit for an idealized case study
on porous media because it can be described in as little as two parameters and the strict
uniformity makes it easy to identify a unit cell for pore scale simulations.
4.1 SIMULATION DOMAIN
The simulation domain developed from the porous media made from stacked screens
can be seen in Figure 4.2. The domain is a 3-dimensional representation of two screen
layers and is periodic in the x and y directions. Although a physical porous media would
be made of many more than two layers, only two were used to increase the efficiency
of the simulation. In Figure 4.2 the solid portion of porous media is represented by the
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Figure 4.2: Diagram of simulation domain used to represent the porous media
made of stacked screens. The blue layer (2) is above the red layer (1) and there
is no intersection of the two layers. L represents the unit length of the simulation
domain and D represents the diameter of the cylindrical components of the screen.
blue and red layers. The blue layer (2) is above the red layer (1) and the two do not
intersect. the walls of the porous media are given a no-slip boundary on the outside walls
of the cylinders that make the screens. Flow moves in the z-direction in Figure 4.2 and is
controlled using a constant velocity at the inlet and constant pressure (1bar) at the outlet.
The inlet is controlled with a constant velocity and the outlet is controlled with a constant
pressure (1bar). Time was discretized using a variable time step based on the Courant
number starting at 50µs.
The study of the porous media made of stacked screens focused on two primary
parameters: unit length of the simulation domain, L, and diameter of the cylindrical
elements. D. Although many other factors could have been considered, such as offsetting
the upper layer from the center of the lower layer and rotating the upper layer so it’s
elements are not parallel to the lower layer, the study was limited to these factors, for
simplicity. While this method will not present trends that can be generalized to other
porous media, it will allow focus to remain on the fundamental dynamics of the flow. Thus
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all simulations in the study stacked screens were completed with the upper layer centered
on the lower layer and the elements of the upper layer parallel to those of the lower layer
and only length and diameter were altered.
4.1.1 Spatial Discretization of the Domain
Spatial discretization in Eulerian grid based simulations can have large impacts on
the efficiency and accuracy of the simulation [89–91]. Large discretizations can cause
rounding errors, which create inaccurate results. Small discretizations require significant
computational resources, which can cause unreasonable computation times or require
more memory than is available. Achieving a balance between efficiency and accuracy
when discretizing the domain of a simulation can become very complex; often requiring
small discretizations in some areas where there are small details, such as interfaces,
which require high levels of accuracy and larger discretizations in regions where there
are less drastic changes in systems properties. This has lead to a large branch of research
discussing ways in which fluids simulations can be discretized more effectively [92–94].
The challenges of discretization are particularly relevant to this research, since the large
number of simulations completed in this study will cause errors within the simulation to be
compounded throughout the study.
The domain for the stacked screens has been discretized using a 3-dimensional,
Cartesian, hexahedral mesh. The mesh was structured using o-grids around the screen
walls and dividing the remaining space into blocks that align with the o-grids, as shown
in Figure 4.3. The distribution of the grid was controlled using four parameters: the radial
distribution around the walls, NR, the circular distribution extending from the walls, ND, the
distribution between the screen walls NL, and the distribution at the inlet and outlet regions
NO.
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Figure 4.3: Slice of the grid structure of the stacked screen porous media domain.
The dotted lines represent regions that can be divided into quadratic elements.
O-grid meshes are used around the porous media walls (gray circles and half
circles). The cell distribution was controlled using the four primary block divisions
shown: NR, ND, NL, and NO. The grid is symmetric laterally and in the uppermost
and lowermost regions.
A variety of densities and combinations of densities of these four parameters was
tested on a single simulation in order to determine appropriate spacial discretizations
for this domain. There are two primary ways to ensure that spacial discretizations are
accurately representing the system. One method is to compare the simulation results to
results which are known to represent the system, such as data from physical experiments or
an analytic solution. This will be discussed further in the next section. Another method is to
compare two or more discretization schemes. If multiple schemes provide similar results,
than the simulation can be considered to be independent of the discretization method
for those schemes. Although this method cannot prove that the simulation is producing
accurate results; completing this type of analysis is very important for determining the
most efficient spacial discretization method, as it can show the point at which increasing
the number cells will no longer improve the accuracy of the simulation. In this dissertation
it is particularly important due to the large volume of simulation computed throughout this
dissertation.
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Figure 4.4: Comparison of total number of
cells in the simulation domain to change in
pressure across the screen stack.
Figure 4.5: Comparison of number of radial
divisions around the screen walls, NR, to the
change in pressure across the domain.
As seen in Figure 4.4, the total number of cells within the mesh does not present a
clear trend in the change in pressure across the domain. In particular meshes containing
less than 10 million cells show almost no correlation between the change in pressure and
the number of cells. In Figure 4.5, however, it can be seen that the radial distribution of
cells, NR, has a much stronger correlation with the change in pressure. For example, the
grid which showed the lowest change in pressure (324Pa) has the most radial cells (50),
but a moderate number of total cells (∼17million). Since the presence of the solid screen
causes the pressure drop, it can be expected that the regions closest to the screen would
have the highest effect on the accuracy of the change in pressure, while the regions further
from the screen walls would tend to have less complex flow patterns and therefore minimal
effect on the change in pressure across the domain. After this study, the grid used for the
simulations used 20 radial cells, and approximately 8 million total cells. The grids were
adjusted across the different domains to account for changes in size.
4.1.2 Validation of the Idealized Porous Media Simulations
To ensure the developed domain can accurately predict the change in pressure across
the porous medium and thus the Darcy and Forchheimer coefficients, the simulation was
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Figure 4.6: comparison of change in pressure across simulations containing two
screen layers and experimental data.
validated using experimental data from a stack of eleven screens collected by a collaborator.
As seen in Figure 4.6 the simulations compare well with experimental data having an
average error of 10% and a maximum error of 18%. It can be noted, looking at Figure 4.6,
that the simulation tends to deviate from the experimental results more at higher velocities.
This is because of the high changes in pressure causing increasing velocities through the
porous media according to Bernoulli’s equation
p1 + 12ρU
2





This shows that since the height (hi) and the density do not change significantly, the velocity
must decrease when the pressure increases; however, it can also be seen from Eq. 2.4, that
if the velocity decreases, the change in pressure also decreases. This causes the average
velocity within the experiments to be lower than the inlet velocity, which was used to
determine the Darcy and Forchheimer coefficients, causing the simulations to over predict
the change in pressure. Thus high velocities were avoided to ensure the accuracy of the
results.
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4.2 COLLECTING DATA ON THE IDEALIZED POROUS MEDIA
Simulations of the domain discussed in Section 4.1 were selected from bounded
regions of unit length of the domain and cylindrical diameter to length ratio using LHS, as
discussed in Section 3.3.2. Diameter to length ratio was used to select the diameter of the
cylindrical elements, to ensure the resulting geometry would produce a stable simulation.
If the diameter is too small compared to length (less than 0.01 times the length), the
cylindrical elements won’t be resolved in the simulation. If the diameter is too large
compared to the length (larger than 0.45 the length), than the flow through the domain
becomes too restricted causing instabilities in the simulation. This choice causes there
to be a potentially uneven distribution of diameters, while there is a relatively uniform
distribution of lengths. Although this discrepancy in uniformity could cause complexities
or gaps in the data, this was outweighed by the difficulty in collecting data at certain
diameter to length ratios. Thus diameter to length ratio and length were chosen to create
the variations in the domain for this study.
Each variation in domain was computed at five inlet velocities 1, 2, 3, 4, and 5m/s.
The simulations were run for 0.01s until they reached steady state. For most simulations
steady state was achieved at 0.002s, thus 0.01s was chosen to ensure all simulations
would reach steady state. The pressure difference across the porous media was then
computed from the simulated data. Basic regression, as discussed in Section 3.3.3, was
complete on the changes in pressure of the different velocities to determine the Darcy
and Forchheimer coefficients for the domain. Although three velocities would have been
enough to complete the regression analysis, five were used to ensure each domain was
adhering to the Darcy-Forchheimer model and behaving like a porous media. Every data
point used in the analysis fit the Darcy-Forchhiemer model with less than 2% error.
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Figure 4.7: Length and diameter to length ratios simulated using the domain
described in Figure 4.2. There is an emphasis on simulating small lengths (less
than 5mm) because that is consistent with physical porous media. The lengths
above 10mm were only simulated at low ratios, because they’re primary purpose
was to test the bounds of the porous media and the Darcy-Forchheimer model.
Data on the idealized porous media simulation was collected in several campaigns.
The first was a small (five point) campaign to determine the upper bounds of the simulation.
It determined that the length could become as large a 2cm and still adhere to the
Darcy-Forchheimer model and behave as a porous media and that the simulations would
start to become unstable for diameter to length ratios greater than 0.45. The next was a
series of campaigns to collect large amounts of data. The primary focus was on lengths of
1-5mm, because that is closest to the physical porous media and diameter to length ratios
of 0.05-0.4, because that is the region most likely to cause stable simulations. Additionally
a campaign of ten data points was completed using lengths 5-10mm to extend the data
set. Another campaign was completed studying diameter to length ratios less than 0.05,
but the majority of those simulations were unstable. Finally, a five data point campaign
was completed with lengths 10-20mm and low diameter to length ratios, less than 0.1 to
investigate an analogy between the drag on the screens and drag on an infinite cylinder. A
total of 75 domains were studied, and of those 60 produced stable results. The complete
set of data collected can be seen in Figure 4.7. A complete list of the data, including the
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unstable cases, can be found in Appendix C.
4.3 MODEL DEVELOPMENT FOR IDEALIZED POROUS MEDIA
The data collected in the previous section was analyzed in two stages to determine
the ways in which they relate to the Darcy-Forchheimer model. The first was to complete
comprehensive analysis by performing a systematic sweep of functions that could represent
the relationships between the Darcy and Forchheimer coefficients and the parameters of the
porous media. This was done without making assumptions about how the porous media
should affect flow in order to develop a base of the primary mathematical terms of the
relation. The second stage took a more precise look at known physics and previous work
on porous media and build off of them using the simulated data. This work was used to both
obtain a model for this idealized porous media that could be used to predict its behavior and
to help develop an extension for why it behaves that way that can later be used to develop
a more general model.
4.3.1 Comprehensive Data Analysis
The initial analysis performed on the data studied the fits of first through sixth order
polynomials of the inverse of unit length and the ratio of diameter to length. These
functions, defined by their highest order of each parameter, included all combinations of
the polynomial terms from the highest order down to one. For example, a function that was
linear for one parameter and quadratic for the other would be
f (x,y) = a0 +a1x2 +a2x+a3y+a4x2y+a5xy (4.2)
where f represents the Darcy or Fochheimer coefficient, x and y can represent either the
inverse of the unit length or the diameter to length ratio, and the ai are the coefficients
determined from the simulated data. Each function was fit to the data using polynomial
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regression, as discussed in Section 3.3.3. The coefficients of these functions were assessed
by their magnitude to determine the importance of each polynomial order in predicting the
Darcy and Forchheimer coefficients.
The coefficients were analyzed by normalizing and averaging all of the coefficients
relating to an order of a parameter. For example, if the linear component of x was being
considered in Eq. 4.2, a2 and a5 would be normalized using the magnitudes of x and xy
respectively. Then the normalized a2 and a5 would be averaged to determine the first order
importance of x in the function. Although the averaging of all terms including a particular
order of a parameter removes the ability to assess the importance of combined parameters,
such as xy; the simplistic way the data can be presented, makes it significantly easier to
provide a quantitative analysis of the meaning of the coefficient magnitudes. The values
determined using this analysis can be seen in Table 4.1. The complete list of functions
tested during this analysis including the coefficients of the functions found using regression
and the the functions’ errors from the original data can be found in Appendix D. It can be
noted that a value for the sixth order of inverse length relating to the Forchheimer coefficient
is missing from Table 4.1. This is because the higher order functions of inverse length
produced unreasonable errors, around 80% while most other fits were less than 20%, from
the simulated data.
As shown in Table 4.1 this analysis found that both the Darcy and Forchheimer
coefficients responded strongly to the first and second order polynomials of the parameters.
The Forchheimer coefficient showed high correlations with the linear inverse length, 31.12
from Table 4.1, and the second and third order diameter to length ratios, 15.17 and 21.54
from Table 4.1 respectively. Similarly the Darcy coefficient shows strong correlation with
the linear inverse length, 6.54, and the second and third order diameter to length ratio,
5.68 and 5.36 respectively. It can be noted that the fifth and sixth order terms for both
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Table 4.1: Average Coefficient Magnitudes for First through Sixth Order
Polynomials Fit to Simulated Data.

























parameters of both coefficients showed high correlations as well, 6.36, 8.82, 5.60, 31.91,
and 26.39 from Table 4.1; however the functions containing these terms had significantly
higher errors, around 4 times higher, from the simulated data, as can be seen in Appendix
D. Thus it was concluded that the Darcy and Forchheimer coefficients were related to the
inverse length and diameter to length ratio linearly or quadratically.
This analysis showed that the physics that contains low relationships to geometry,
such as those containing a characteristic length or cross sectional area, should be considered
when developing relationships. This presentation of the data cannot prove that the
relationship between the Darcy-Forchheimer equation and porous media properties should
be represented in a specific way. It can, however, help direct future analysis or support a
particular method of representation by indicating a stronger relationship with a functions of
a particular polynomial order. In this case the analysis indicates that first and second order
polynomials or functions that behave similarly should be considered through the continued
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analysis.
4.3.2 Darcy Coefficient Relation
The Darcy coefficient is usually said to represent pressure losses through the porous
media due to viscous forces [15, 39]. Kozeny [16] and later Carmen [17], used this to
suggest that the Darcy coefficient could behave similar to capillary flow, as discussed
in Section 2.3, and derived a relation, Eq. 2.9, for the Darcy coefficient from the
Hagen-Poiseuille law for flow in capillary tubes. Although the relation they derived has
not been applied to porous media systems very often, similar theory may be able to be





where AC is the cross sectional area of the capillary tube and PC is the cross sectional
perimeter [95]. This is relatable to the Darcy equation including the viscosity, by combining




where α is the adjusted Darcy coefficient or the permeability, if a cross sectional area and
perimeter can be determined.
Looking at Figure 4.2, the simplest way to define cross sectional area and cross
sectional perimeter is using the largest perpendicular section of the mesh such that
AC = (L−D)2 (4.5)
and
PC = 4(L−D) (4.6)
It can be noted that the 3-dimensional structure of the simulation does not have a constant
cross section and that there are other ways these properties could be calculated, for example
40
Figure 4.8: Comparison of computed Darcy coefficient to simulated data
assuming the coefficient is a function of the ratio of cross sectional area to cross
sectional perimeter squared.
the total volume and total surface area could be used to calculate the average cross sectional
area and cross sectional perimeter throughout the domain. The method of calculating
the parameters discussed in Eqs. 4.5 and 4.6, however, is the simplest and proved to be
effective. When Eqs. 4.5 and 4.6 are combined with Eqs. 4.3 and 4.4 it can be found that
the Darcy coefficient should be related to the unit length and cylindrical diameter of the







When Eq. 4.7 was compared to the permeabilities collected from the simulations
completed in Section 4.2 it was found using regression, that the Darcy coefficient relates to
the unit length and cylindrical diameter of the screens by
α = 0.85×10−2(L−D)2 (4.8)
where the coefficient (0.85 X 10-2) has units of m2. The simulated data fit the function
with an average error of 17% as shown in Figure 4.8. The error for this fit is higher than
would be expected for simulated data; however, the Darcy coefficient is very sensitive to
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Table 4.2: Sample Case with Low Pressure Changes
Darcy Forchheimer
Coefficient Coefficient
1 m/s 2 m/s 3 m/s 4 m/s 5m/s (kg/m3) (kg s/m4)
Change in 1.3 4.7 10.2 17.4 26.7 582 1470
Pressure (Pa) 1.4 4.7 10.2 17.4 26.7 623 1460
resolution errors in the pressure. Changes on the order of 0.1Pa can significantly alter the
Darcy coefficient, while simulations (completed at ambient pressure of 1bar) would remain
similar with a change of 0.1Pa in pressure. For example, in the case presented in Table
4.2 a 0.1Pa change in one simulation causes the Darcy coefficient to go from 582kg/m3
to 623kg/m3 a 7% change. The simulations were completed with a very low tolerance
(10-12) for pressure to try and combat this problem; however it is still possible that minor
fluctuations in flow due to turbulence, could be a source of the error in the Darcy coefficient.
4.3.3 Forchheimer Coefficient Relation
Forchheimer added the quadratic term in Eq. 2.4 to Darcy’s equation (Eq. 2.1),
because Darcy’s equation alone could not describe moderate and high flow rates through
porous media [48]. The extra term was able to allow the equation to accurately
describe higher flow rates through porous media, thus it has since been assumed that the
Forchheimer term represents the inertial pressure losses in the flow or drag [23, 38, 96, 97].
The drag force on an object, in its most basic form, is given by
FD = ∂pAO = 12CDρAOU
2 (4.9)
where FD is the force due to drag on the object, AO is the area of the object perpendicular
to the flow, and CD is the coefficient of drag. When Eq. 2.6 is combined with Eq. 2.4, it





for porous media in one dimension. When this is compared to Eq. 4.9, the commonalities
with ρU2 suggest that the Forchheimer coefficient is related to the drag on the porous
media.
Assuming there is a relationship between the Forchheimer coefficient and drag, the
two can be compared to better understand the Forchheimer coefficient. To do this, Eqs. 4.9
and 4.10 are combined,
∂p = 12CDρU
2 ∼ ρβU2∂z (4.11)





It can be noted that the Darcy-Forchheimer equation keeps the pressure gradient constant
at constant velocity, which means the change in pressure will increase evenly with every
screen layer added. Thus the coefficient of drag for the system should be the coefficient of





This equation can be simplified by relating the number of screen layers to the height of the
porous media, which can be done by dividing the total change in distance by the thickness












Figure 4.9: Comparison of drag coefficient calculated from simulations to a
quadratic fit of the diameter to length ratio. It can be seen that the original data
fits very well to a quadratic function. The fit has an average error of 8% from the
original data and a maximum error of 33%.
which gives a relationship between the Forchheimer coefficient and drag coefficient using
the parameters of the porous media.
The drag coefficient of each of the domains was calculated using Eq. 4.15 from the
Forchheimer coefficients determined from the simulations discussed in Section 4.2. As
seen in Figure 4.9, the drag coefficient compares very well with the diameter to length
ratio. Using basic regression, it was determined that the drag coefficient of a single screen







where the coefficient (65.9) has units of 1/m2 with an average error of 8% and a maximum
error of 33%. The maximum error occurs at the points with low drag, similar to points in
the Darcy coefficient these points are sensitive to small rounding in the simulated pressure,
resulting in higher errors. Additionally error was calculated using only the values of the
individual point
error =




Table 4.3: Comparison of Darcy and Forchheimer coefficients calculated from
experimental data and those computed from the developed models.
Darcy (kg/m3) Forchheimer (kg s/m4)
Experimental 3080 1636
Computed Values 3371 1602
resulting in a smaller change producing a higher error, this could have been reduced by
calculating error from the average drag values of the simulated data points. When this
is substituted back into Eq. 4.15 it can be determined that the Forchheimer coefficient is













The functions developed in Sections 4.3.2 and 4.3.3 (Eqs. 4.8 and 4.18) showed good
comparison with the simulated data from which they were developed. In Table 4.3 the
models are compared to experimentally determined Darcy and Forchheimer coefficients
for a porous media with a length of 0.69mm and a diameter of 0.02mm. It can be seen that
the Forchheimer coefficient compares particularly well with an error of less than 2%. The
Darcy coefficient does not compare as well with an error close to 10%; however this can
be explained by the tolerance errors seen in Section 4.3.2.
Additionally it can be noted that for this particular case the Darcy coefficient is larger
than the Forchheimer coefficient, indicating that this case is more dependent on viscous
forces. Considering Table 4.2 and the data in Appendix C it can be seen that for most
of the simulated cases the opposite is true; the Forchheimer coefficient is larger than the
Darcy coefficient indicating these cases are more dependent on the inertial forces. This
can be attributed to the short length and low diameter to length ratio seen in this case.
Considering Eqs. 4.8 and 4.18 it can be seen that the Darcy coefficient is dependent
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on the difference between the length and diameter, causing the Darcy coefficient to
become primarily dependence on length at low diameter to length ratios. Alternately the
Forchheimer coefficient is directly dependent on the diameter causing the coefficient to be
reduced at low diameter to length ratios, regardless of length. This indicates that for cases
with small diameter to length ratios and small length the Darcy term will be dominant,
while for most other cases the Forchheimer term will be dominant.
4.5 CONCLUSIONS
This study of an idealized porous media was able to successfully relate parameters
of a specific porous media to the Darcy and Forchheimer coefficients. The expressions
developed in this study (Eqs. 4.8 and 4.18) will be able to be used to develop more effective
and efficient systems for this type of porous media. The Darcy coefficient did not show
as clear a trend as would be usual for simulated data; however this can be explained by
resolution errors within the simulation. The Forchheimer coefficient showed a very clear
trend to the diameter to length ratio, once it was related to drag. Additionally it will help
inform further research to develop a more general model relating the properties of porous
media to the Darcy-Forchheimer equation. The trends seen in this study, particularly the
trend between the Forchheimer coefficient and drag, show significant support for the idea
that the Darcy-Forchheimer model can be broken into a term for viscous loss (the Darcy
term) and a term for inertial loss or drag (the Forchheimer term). These have been long held
assumptions about the Darcy-Forchheimer model; however there has been little evidence to
support these assumptions aside from the lack of importance the Forchheimer term shows
at low velocities, as discussed in Section 2.2.
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Chapter 5
Generalizing the Relation between Porous
Media and the Darcy-Forchheimer Model
In Chapter 4 an idealized porous media was related to the Darcy-Forchheimer model.
Studying the highly idealized case presented in Chapter 4 allowed for a broad analysis that
viewed the problem for multiple perspectives. Although the developed model, Eq. 4.8
and 4.18, can only be used for that specific porous media, the use of multiple analytic
approaches provided more confidence in the final relation than has been seen in many of
the previous models discussed in Section 2.3. To generalize this model case studies of two
alternate porous media are completed. Once the data from the additional case has been
completed the resulting model is then compared to Ergun’s equation for flow through fixed
particle beds.
The two case studies were chosen to expand on the case presented in Chapter 4 by
predicting the differences that were expected and creating cases to study those differences.
Since Chapter 4 only considered two parameters of the screens, the cases examined whether
those two parameters were enough. The first case considered offsetting the top screen from
the center of the bottom, to determine if the screen parameters considered in Chapter 4
are enough to describe the porous media or if relative position is relevant as well. The
second changed the screen elements from circular cross sections to square cross sections to
determine the effect of rounding on the Darcy and Forchheimer coefficients.
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All of the studies completed in this chapter used similar methodology to that used in
Chapter 4. The simulations were computed using air at an ambient pressure of 1bar and
a temperature of 300K Sample points were selected from a domain using LHS sampling
described in Section 3.3.2. Each sample domain was computed using five inlet velocities 1,
2, 3, 4, and 5 m/s. The simulations were computed to 0.01s to ensure they reached steady
state. Most simulations reached steady state at 0.002s. The difference between the pressure
at the inlet and outlet of each simulation and regression was performed on the results to
determine the Darcy and Forchheimer coefficients for each simulation.
5.1 MODELING POROUS MEDIA WITH OFFSET SCREENS
The first case considered to create a more general model was to offset the top screen
from the center of the bottom screen. This was done to determine if relative position of the
layers affects flow through the porous media. The work completed in Chapter 4 focused on
the geometric properties and found that the ratios of major properties like the cross sectional
area and cross sectional perimeter and the diameter of the screens and the unit length of
the domain to be most influential. This section studies whether, if these properties remain
unchanged, the positioning of the screens will have an influence on flow that needs to be
accounted for.
As shown in Figure 5.1 the porous media made with offset screens is nearly identical
to the one created in Chapter 4; however the top screen is offset from the bottom screen
in the X and Y directions. Four parameters were varied in this study, length and diameter
to length ratio similar to Chapter 4, and the X and Y offsets. The length was limited to
1-5mm and the diameter to length ratio was limited to 0.1-0.35 to ensure the simulations
would remain stable based on the results from Section 4.2. The two offsets were selected
independently of each other. The domain for the offsets were limited, similar to the
diameter, by selecting a location between the center of the bottom screen (0) and the furthest
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Figure 5.1: Diagram of porous media with the top layer offset from the center of
the bottom layer.
point from that line such that no element of the top screen would be directly over a parallel
element of the bottom screen (L2 −D). This was done because some of the grid elements
would become inverted, if the parallel elements of the two screens resided directly over
each other.
5.1.1 Darcy Coefficient
It can be assumed that the Darcy coefficient of this study would follow a similar
pattern to that seen for the porous media in Chapter 4. Thus the Darcy coefficients found
for the porous media made with offset screens were fit to Eq. 4.8
α = 0.86×10−2(L−D)2 (5.1)
where the coefficient 0.86× 10−2 has units of m2. As shown in Figure 5.2 the simulated
data fits the model well with an average error of 6.2% and a maximum error of 16.9%. It
can be noted that the coefficient in Eq. 5.1 is less than 1% different from the coefficient in
Eq. 4.8, in which the data collected in Chapter 4 was fit to the same equation and found
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Figure 5.2: Simulated data from the porous media made with offset screens and
the fit to the Darcy coefficient. The fit has an average error of 6.2% for the original
data and a maximum error of 16.9%.
that the coefficient was 0.85×10−2 m2. This would suggest that offsetting the screens has
almost no effect on the flow.
To further confirm this the Darcy coefficients computed from the simulated data were
compared to the X and Y offsets. As seen in Figures 5.3 and 5.4 there is no apparent pattern
connecting the offsets and the Darcy coefficient. In particular, it can be seen in Figure 5.4
that there is a small cluster of points with Y offsets between 0.2mm and 0.3mm and Darcy
coefficients less than or equal to 10m4. The corresponding points in Figure 5.3 are spread
across the full range of X offsets from 0.1mm to 0.5mm. In Figure 5.3, it can be seen at
high offsets, around 0.5mm, there are both high and low Darcy coefficients, around 10m2
and 30m2 respectively. This shows a wide variety of offsets can produce similar Darcy
coefficients, further suggesting that offset has little affect on flow.
Finally the data from the porous media made with offset screens was combined with
the data collected from the idealized porous media discussed in Chapter 4 in which there
were no offsets. The combined data along with the fit for that data can be seen in Figure
5.5. Figure 5.5 shows no obvious differences between the two data sets. The combined
data fit Eq. 5.1 with a coefficient of 0.85× 10−9 m2 and an average error of 8.3%. This
coefficient is identical to the coefficient determined in Chapter 4, Eq. 4.8, indicating that
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Figure 5.3: Simulated Darcy coefficients of
the porous media with the top layer offset from
the bottom layer plotted against the X offset. It
can be seen that there is no apparent correlation
between the X offset and the Darcy coefficient.
Figure 5.4: Simulated Darcy coefficients of
the porous media with the top layer offset from
the bottom layer plotted against the Y offset. It
can be seen that there is no apparent correlation
between the Y offset and the Darcy coefficient.
Figure 5.5: Combination of the simulated Darcy coefficient for porous media
with the top layer centered on the bottom layer and the top layer offset from the
bottom layer. The average error of the fit from the original data was 8.3% and the
maximum error was 33%.
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Figure 5.6: Simulated data from the porous media made with offset screens and
the fit to its drag coefficient. The fit has an average error of 3.6% for the original
data and a maximum error of 8.5%.
the offset cases have little affect on the Darcy coefficient. This supports the claims made
in Chapter 4 that the primary parameters of porous media that affect flow are the cross
sectional area, AC, and the cross sectional perimeter, PC, since adding an offset does not
affect these parameters.
5.1.2 Forchheimer Coefficient
Similar to the Darcy coefficient, the Forchheimer coefficient for this study can be
considered to follow a similar pattern to that seen for the porous media from Chapter 4. As
seen in Figure 5.6 the data fits the model well with an average error 3.6% and a maximum








where the coefficient (55.2) has unit of 1/m2, which differs from the value found in Chapter
4 Eq. 4.16 (65.9 1/m2) by 16%. This conflicts with what was found in Chapter 4,
which suggested that the length and diameter had significant influence on the Forchheimer
coefficient and the drag coefficient of the porous media. Further, in Figure 5.6, the drag
coefficient appears to have no influence aside from the diameter to length ratio.
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Figure 5.7: Simulated drag coefficients of the
porous media with the top layer offset from the
bottom layer plotted against the X offset. It
can be seen that there is no apparent correlation
between the X offset and the drag coefficient.
Figure 5.8: Simulated drag coefficients of the
porous media with the top layer offset from the
bottom layer plotted against the Y offset. It
can be seen that there is no apparent correlation
between the Y offset and the drag coefficient.
Thus, the drag coefficient calculated for the simulated data was compared to the X
and Y offsets. Similar to the Darcy coefficient, Figures 5.7 and 5.8 show no correlation
between the offsets and the drag coefficient. It can be seen that the simulation with the
highest drag coefficient of almost 5.7 1/m2 has an X offset of 0.16mm and a Y offset of
0.25mm, while a data point with a significantly lower drag coefficient of 2.1 1/m2 has
much higher X and Y offsets of 0.49mm and 0.61mm respectively, and the data point with
the lowest drag coefficient, 1.1 1/m2 sits between the two points with X and Y offsets of
0.28mm and 0.17mm respectively. This suggests that the offsets have little affect on the
flow; however does not explain why there is a 16% difference between the coefficient found
in the data using offset screens and the data from Chapter 4 with centered screens.
To further examine this, the data sets were combined, shown in Figure 5.9. The
combined data fit with an average error of 8.7% and a coefficient of 65.8 1/m2 which is
less than 1% different from the coefficient found in Chapter 4 (65.9 1/m2), which indicates
that the offset has little affect on the drag coefficient, but still does not explain difference in
the coefficient that when only the data from the porous media made with offset screens is
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Figure 5.9: Combination of the simulated Forchheimer coefficient for porous
media with the top layer centered on the bottom layer and the top layer offset from
the bottom layer. The average error of the fit from the original data was 8.7% and
the maximum error was 38%
considered. Figure 5.9 also shows little difference between the two sets; however, it can be
seen that between diameter to length ratios of 0.1 to 0.3 that the original data tends to be
slightly less than the fit. Since this study limited the diameter to length ratio to between 0.1
and 0.35, it can be expected that the coefficient of Eq. 5.2 should be slightly lower than that
of Eq. 4.16 and that a larger range of diameter to length ratios would need to be considered
in order to produce a coefficient closer to the one seen in Eq. 4.16.
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Figure 5.10: Comparison of the porous media made of stacked screens with
cylindrical elements (left) and one made square elements (right).
5.2 MODELING POROUS MEDIA MADE OF SCREENS WITH
RECTANGULAR ELEMENTS
This case considers a set of screens with rectangular elements instead of cylindrical
elements, shown in Figure 5.10. The case studies the effects rounding in the porous media
has on flow in porous media. It is known from basic fluid dynamics, that flow past two
objects with equal characteristic area and different cross sections produce different changes
in pressure due to drag and viscous forces [95]. The same concept should apply here,
particularly with relation to the Forchheimer coefficient, Eq. 4.18, which is directly related
to drag. This set of cases only considers a single alternate cross section for the screen
elements, and thus cannot describe the effect of shape for all cross sections, but it can help
show where and how shape relates to the Darcy-Forchheimer model.
As shown in Figure 5.10 the porous media considered in this study changes the cross
section of the screen elements from the idealized porous media considered in Chapter 4.
Since the cross section of the elements making up the screens are changing, the hydraulic
diameter, HD, is considered in this case instead of diameter. In this study, similar to the
study completed in Chapter 4, two parameters are considered: unit length of the cell and the
55
Figure 5.11: Permeability of simulations of porous media made of stacked
screens with square cross sections. The regression fit has an average error of 18%
from the original data.
hydraulic diameter to length ratio. Similar to the study completed in the previous sections
the length is limited to 1-5mm and the thickness to length ratio is limited to 0-0.35 to ensure
the stability of the model. The lower thickness to length ratios were considered in response
to Section 5.1.2 in which it was found that a larger range of diameter to length ratios was
needed to accurately capture its relationship to the drag on the screen.
5.2.1 Darcy Coefficient
a
It was assumed that this model would follow similar patterns to the porous media in
Chapter 4. Thus the simulated Darcy coefficients were fit to Eq. 4.8
α = 1.11×10−2(L−HD)2 (5.3)
where the coefficient 1.11× 10−2 has units of m2, which is higher than the coefficient
seen in previous models of 0.85× 10−2 m2. As seen in Figure 5.11 the data fits the
model with an average error 18%. This, like the model in Chapter 4, is a higher error
than would be expected; however, as explained in Chapter 4 this is most likely due to the
Darcy coefficient’s sensitivity to rounding errors.
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Figure 5.12: Drag coefficient from simulations of porous media made of stacked
screens with square cross sections. The quadratic fit has an average error of 5%
from the original data and a maximum error of 22%.
5.2.2 Forchheimer Coefficient
Once again the analysis starts by assuming the porous media made with square cross
sections will behave similarly to the porous media discussed in Chapter 4. Thus the







where the coefficient (93.1) has unit of 1/m2, this coefficient is higher than that seen in
the previous models (65.8 1/m2), similar to what was seen with the model for the Darcy
coefficient. As seen in Figure 5.12 the data fits the model with an average error of 5% and
a maximum error of 22%.
5.2.3 Introducing a Shape Factor
To manage the differences seen in the porous media made with square cross sections
and the porous media made with round cross sections a shape factor, ξ is introduced to Eqs.
4.8 and 4.16. The shape of an object in a flow has long been known to have an affect on
drag. For example, Table 5.1 shows coefficients of drag for infinite cylinders with different
cross sections at Re ≥ 104 [95]. Kozeny originally took shape into account when creating
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Table 5.1: Coefficient of drag past cylinders of different cross sections at Re
≥ 104.
1.2 2.1 1.6
a model for the Darcy coefficient based on principles of capillary flow [1, 16]. Ergun also
chose to add an extra variable to the model for flow in particle beds to accurately resolve
beds in which not all particles are perfectly spherical.
In this research, the coefficients calculated using regression become the shape factors
for these porous media.This causes the Darcy coefficient, α, to be related to the properties
of porous media by
α = ξµ(L−HD)2 (5.5)
where ξµ is the shape factor for viscous forces, and the Darcy coefficient to be related to







where ξρ is the shape factor for inertial forces. When Eqs. 5.5 and 5.6 are put back into the









It can be noted that the ratio of viscous shape factors for the porous media made
with circular cross sections and the porous media made with square cross sections is 0.76.
Similarly, the ratio of inertial shape factors for the porous media made with circular cross
sections and the porous media made with square cross sections is 0.71, only a 7% difference
from the ratio of shape factors for viscous forces. This suggests the shape factors for the
two forces may be related, but more porous media would need to be studied to confirm this.
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5.3 COMPARING TO THE ERGUN MODEL
The models created in this research are compared to the Ergun model for flow through
packed particle beds to try and relate the concepts seen here to a wider variety of porous
media. As discussed in Section 2.3 the Ergun model is one of the few alternatives to
the Darcy-Forchheimer model that has come to be regularly accepted and used in applied
research. Thus it was used here both to show a more widespread applicability and as a
partial verification of the model developed in this study. The Ergun model is given by











as seen in Section 2.3.
5.3.1 Comparing to the Darcy Term
In the previous models presented in this work, it has been assumed that the Darcy





















where flow is in the z direction and Lz is the length of the domain in that direction and that










where SA represents the surface area of the domain. Thus the average ratio of cross sectional












For a bed of spherical particles the total surface area is given by
SA = Npπd2 (5.14)







































which shows correlation between Eqs. 5.7 and 5.8, because both equations relate A
inversely to the particle diameter squared.
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5.3.2 Comparing to the Forchheimer Term
When comparing to the data collected in the previous sections it has been assumed
that the Forchheimer term from Section 2.1,
B = ρβ (5.20)


































Similar to what was seen with the Darcy coefficient in Section 5.3.1, it can be noted that
the Forchheimer term is inversely related to the particle diameter in both Eq. 5.25 and Eq.
5.8. Although this does not prove that Eq. 5.7 is correct, the similarities in how particle
diameter relates to both the model developed here studying a porous media made of stacked
screens and Ergun’s model for a bed of spherical particles are applicable to a wide variety
of porous media once appropriate shape factors are determined.
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5.4 CONCLUSIONS
This chapter discussed some alternatives to the idealized porous media seen in
Chapter 4. It was found that in addition to the two parameters discussed in Chapter 4 a
shape factor was required to be inclusive of more porous media resulting in Eqs. 4.8 and
4.18 to become Eq. 5.7. Further work will need to be completed in order to determine
shape factors for more porous media. The concepts presented here, however, can still be
applied to many porous media to create improved designs for systems in which use porous
media are used. For example, this research shows that changing the hydraulic diameter of
a porous media will increase the Forchheimer coefficient. Although this research was not
able to create a complete model that can be used for all porous media, the methods in Eq.
5.7 can be used to create classes of porous media and appropriate models for them.
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Chapter 6
Large Scale Porous Media Systems
A series of large scale simulations were completed, using a variety of configurations
of the porous media made of 2-dimensional screens to facilitate a discussion of the
applications of the porous media models presented in Chapters 4 and 5. A collaborator
created the porous media on which the studies in Chapter 4 were based to develop a gas
separation system. The system was created by adhering a sorbent to a metal screen. The
sorbent coated screens were then layered in two configurations to develop an adsorption
system. The first was a simple stack created by layering flat screens one on top of the other.
This system was used to test applicability of the method, because its elementary nature
makes it easy to understand and diagnose problems. The second was to roll the screen into
a jelly roll and direct the flow radially outward through the roll. This was done because
it significantly increases the cross sectional area of the flow, which reduces the velocity
due to conservation of mass. A lower velocity increases the time the gas spends inside the
porous media, known as residence time. Residence time is a significant factor in adsorption
rates as longer residence time gives the adsorbate time to interact with the sorbent [98].
These systems were simulated for similar purposes to those laid out by the
collaborator. The porous stack was used to understand the basic dynamics of the
system. The simulation of the stack was computed for both hydrodyanamics alone and
a combination of hydrodynamics and adsorption in the system. This was to study the
dynamics of the system without discussing the affects of a complex configuration. Then
the jelly roll was modeled with just the hydrodynamics of the porous media. This was done
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to study flow patterns through the more complex geometry and assess its advantages.
6.1 MODELING ADSORPTION
The adsorption reactions were modeled using the linear driving force (LDF). This
model, similar to the Darcy-Forchheimer model, was chosen for its simplicity and
widespread use [99]. The LDF is based on the assumption that given enough gas
surrounding a particle the amount adsorbed by the particle will decrease as the particle
adsorbs more gas. This can be expressed by saying the rate of change in gas inside the
particle, is directly related to the difference between the maximum capacity of the particle,




where k is a time constant related to the material. Eq. 6.1 can be integrated to solve for q
which returns,
q(t) = qe(1− e−kt) (6.2)
In order to account for systems in which it cannot be assumed that there will be enough gas
around the particle for it to adsorb at the rate given in Eq. 6.1 the equation can be rewritten
to be the minimum of the incoming gas and the particle adsorption rate,
∂q
∂t
= min[k(qe−q(t)),V vCO2ρCO2] (6.3)
where V is the volumetric flow rate, vCO2 is the volume fraction of CO2, and ρCO2 is the
density of the CO2.
6.1.1 Implementing the LDF model in OpenFOAM
The LDF model had been implemented into OpenFOAM for a previous study on SO2
adsorption. This study considered a pilot scale fluidized bed shown in Figure 6.1. Gas
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Figure 6.1: Schematic of initial setup for a pilot scale fluidized bed simulation
created for SO2 adsorption. The gray shaded area represents the region in which
sorbent particles are originally placed.
flow was driven from the bottom with an inlet velocity ranging from 0.08 m/s to 0.2 m/s,
ensuring the bed remains in the fixed regime. The system was modeled using a constant
pressure of 1 bar and with constant temperatures that varied by case between 40°C and
80°C. The models were initialized with N2 gas to reach steady state flow conditions before
adding the flue gas adsorbates at the inlet. The concentrations of SO2 at the inlet was set to
2.026% .
Mass transfer in the fluidized bed was calculated according to
∂λρi
∂t




where λ is the volumetric concentration of gas in the simulation, i is the component of the
gas, and ∂q
∂t represents the adsorption reaction of the component. For the adsorbate (SO2 or
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Figure 6.2: Adsorbate concentration across a fixed bed with a reaction that is
linearly dependent on adsorbate concentration.
CO2)
∂q
∂t is the LDF, Eq. 6.3, for the inert component of the gas
∂q
∂t is equal to zero.
Since the adsorption reactions are implemented manually in OpenFOAM, a
verification was completed to ensure that the reactions were computed as expected. It
is difficult to determine an analytic solution for the LDF, so an artificial reaction was
implemented for which an analytic solution could be calculated. This reaction adsorbed
the adsorbate linearly based on the concentration of the adsorbate in the gas. This reaction
changes Eq. 6.5 to
∂λρ
∂t
+~U∇(λρ) = ∇2ρi + kλ (6.5)
where k is a constant reaction rate and λ is the concentration of the adsorbate in the gas.







where λ0 is the inlet concentration of the SO2. As shown in Figure 6.2, the CFD simulation
predicts the adsorbate concentration with no deviation from the analytic solution.
After the implementation was verified the LDF was implemented in Eq. 6.5 and it
was used to study SO2 adsorption at different temperatures in a fluidized bed. The results
of the simulation completed at 60°C with an inlet velocity of 0.1m/s can be seen in Figure
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Figure 6.3: Contours representing the SO2 concentration over time by volume for
a simulation at 60°C with an inlet velocity of 0.1m/s. The horizontal line indicates
the top of the bed.
6.3. At t = 0s the SO2 is introduced to the bed. Over time the concentration of the SO2
can be seen rising through the bed, until at t = 12s where approximately 10% of the inlet
concentration of SO2 can be seen escaping the bed.
Although other models, such as the Langmuir and Toth models, have been shown to
be more accurate than the LDF [100], the LDF is significantly simpler making it easier
to implement. After comparing an LDF fit to experimental data from a fluidized bed, the
results of which can be seen in Figure 6.4, it was found the LDF return less than 2% error
from the experimental data. This indicates that the LDF can reasonably be used to represent
the adsorption.
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Figure 6.4: Comparison of adsorption in the porous stack between experimental
data and a fit to the LDF model for a fluidized bed. The model was compared to
the experiments using the concentration of CO2 inside the sorbent which is found
using the change in mass of the sorbent.
6.2 SIMULATING A POROUS STACK
A porous stack made of layered screens, similar to one created by a collaborator, was
modeled to understand and validate the hydrodynamics inside a porous media on a large
scale. The system was scaled from the original experiments so that the height of the stack
was 100 times the stack size in the experiment, as shown in Figure 6.5. This was done to
improve the resolution of the simulations allowing the change in pressure across the porous
media to be computed more efficiently. All parameters of the simulation were scaled, such
that the dimensionless numbers of the simulation were consistent with the experiments.
Flow was driven from the bottom using a constant velocity with a constant pressure at the
top outlet.
To model the hydrodynamics in the porous media made of stacked screens, data from
the experiments was used to determine the Darcy and Forchheimer coefficients. The Darcy
and Forchheimer coefficients were calculated from the data using regression, the results can
be seen in Table 6.1. Those coefficients were then implemented into the stack simulation
and the results were compared to the experiments. As seen in Figure 6.6, the simulations
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Figure 6.5: Diagram of the simulated porous media stack. The arrows indicate
the direction of flow.
Table 6.1: Darcy and Forchheimer coefficients calculated from porous stack
experimental data.
Darcy (kg/m3) Forchheimer (kg s/m4)
Experimental 3080 1636
compare well to the experiments with an average error 7.1%. It can be noted that the
simulations start to deviate from the experiments at the higher velocities. This is most
likely due to the change in pressure across the stack which is not accounted for when the
Darcy and Forchheimer coefficients are computed.
6.2.1 Simulating Adsorption in the Porous Stack
After the hydrodynamics of the porous stack were validated the simulation was
repeated including adsorption. This was done to study the effectiveness of the porous media
made of sorbent coated screens in adsorption systems. While, prior research suggests the
screens will provide lower adsorption rates, because the screens limit the interactions of
the adsorbate and the sorbent [24], the increased control over the flow parameters may be
able to make up for that. Further, that same research has shown the screens can be used to
increase the efficiency of heating the bed, during temperature swing adsorption [24].
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Figure 6.6: Comparison of experimental, analytic Darcy-Forchheimer, and
simulated results for structured porous media stack.
In this simulation the concentration of CO2 at the outlet was compared to the
experimental data. As seen in Figure 6.7, the simulated data matches the experimental data
reasonably well. The simulated data has an average error of 7% from the experimental data.
It can be noted that the simulated data has a more gradual increase in CO2 concentration
than the experimental data. This is most likely because of the nature of the LDF. The
implementation seen in Eq. 6.3 improved the ability of the LDF to capture the sharp
increase in the outlet CO2 seen in the experimental data, further improvements could be
made using a different adsorption model; however that is outside the scope of this study,
because of the difficulties implementing adsorption in OpenFOAM discussed in Section
6.1.
The simulations of the porous stack showed that the porous media made from stacked
screens coated in sorbent may be a reasonable option for adsorption technologies. Looking
at Figures 6.4 and 6.7, it can be noted that while the porous stack takes around 12min for the
CO2 to breakthrough to the outlet the fluidized bed takes around 20min. This is most likely
because part of the sorbent in the porous stack is adhered to the screen, which reduces the
exposure of the sorbent to the CO2. While on the surface this indicates that the fluidized
bed is a more effective method of adosrbing CO2, it has been previously shown that the
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Figure 6.7: Comparison of adsorption in the porous stack between experimental
and simulated data. The simulations and experiments were compared using the
concentration of CO2 at the outlet.
screens can be used for an efficient method of heating the bed during temperature swing
adsorption [24]. Further, the control over the structure of the sorbent gained by using the
method of stacking screens better adsorption systems may be able to be created.
6.3 SIMULATING A POROUS MEDIA IN A JELLY ROLL CONFIGURATION
Simulations of porous media in a jelly roll configuration were completed to help study
ways in which the screen porous media can be used in adsorption systems. A diagram of
the simulation domain can be seen in Figure 6.8. Flow enters the geometry from the left,
forced up through the porous media where the adsorption takes place before exiting the
system on the right. As mentioned earlier, the configuration of the jelly roll causes the
velocity of the fluid to slow inside the porous media. This gives the fluid more time to
interact with the sorbent, creating increased adsorption rates [98].
Similar to the porous stack, the coefficients of the Darcy-Forcheimer equation were
calculated from experimental data using regression. This configuration of the porous media
causes the velocity to change throughout the porous media due to the increasing cross
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Figure 6.8: Diagram of the simulation of the Jelly-Roll coil based on a system
created by a collaborator. Flow enters from the left, is forced up through the porous
media before exiting on the right.




















where UR is the radial velocity, L is the length of the jelly roll, and Ri and Ro are the inner
and outer radii of the jelly roll respectively. The Darcy and Forchheimer coefficients used
for the jelly roll simulations can be seen in Table 6.2.
It can be noted that the Darcy and Forchheimer coefficients for the jelly roll
configuration are significantly higher than those reported for the porous stack in Table 6.1.
This is probably related to the expanding nature of a the configuration. It was considered
that elements of the configuration that do not contain porous media, such as the narrow
outlet at the top of the porous media, may be contributing to the increased change in
pressure; however further examination found that the pressure changed by less than 1% of
the total change in pressure between the specified inlet and outlet and the inlet and outlet of
the porous media specifically. Thus dynamics inside the porous media must be responsible
for this change. If a small portion of the flow is moving radially outward, it would be
more similar to an expanding cone of the porous structure than a straight stack. This
would indicate that while flowing through the jelly roll, the fluid interacts with the solid
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Table 6.2: Darcy and Forchheimer coefficients calculated from experimental data
for the jelly roll configuration of the porous media.
Darcy (kg/m3) Forchheimer (kg s/m4)
21700 13100
Figure 6.9: Comparison of experimental data, the analytic Darcy-Forchheimer
model, and simulated results for the porous jelly roll configuration.
in a different way than with the straight stack and may cause the shape factor discussed in
Chapter 5 to be increased by 7 or 8 times. Further research would need to be completed in
order to verify this.
The simulations were compared to experimental data. As seen in Figure 6.9 the
simulations compare well with the experimental data with an average error of 7.4%. It
can be noted that, similar to the stack, the change in pressure is over predicted at high
velocities due to the air being compressible. Velocity contours of the simulation with a
volumetric flow rate of 254.3in3/s can be seen in Figure 6.10. It can be noted that velocity
is significantly reduced inside the porous media both due to the expansion of the cylinder
and presence of the porous media.
6.3.1 Simulating a Pilot Scale Jelly Roll
A larger, pilot scale, jelly roll configuration was considered, to prove the concept
computationally. There is no experimental data on a porous jelly roll reactor of this size
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Figure 6.10: Velocity contours of a simulation run at a flow rate of 254.3 in3/s.
yet, so it was unable to be validated; however, the validation from the bench scale jelly
roll described earlier indicates it should provide reasonable results. The pilot scale jelly
roll domain was approximately ten times larger than the bench scale simulation the exact
dimensions can be seen in Figure 6.11.
The pilot scale model was compared to the analytic solution of the
Darcy-Forchheimer model to verify the simulation’s accuracy. The results of that
comparison can be seen in Figure 6.12. The simulation compared well with the
Darcy-Forchheimer model with an average error of 4.7%. Figure 6.13 shows the velocity
contours of a simulation with an inlet velocity of 0.36m/s. It can be noted that the velocity
gradients seen in the pilot scale jelly roll, Figure 6.13, are not as large as those seen in
the bench scale jelly roll, Figure 6.10. The larger geometry allows the incoming flow to
diffuse into the jelly roll more evenly and lacks the eddies seen in Figure 6.10 where the
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Figure 6.11: Diagram of the simulation of the pilot scale jelly roll based on
information provided by a collaborator. Flow enters from the left, is forced up
through the porous media before exiting on the right.
Figure 6.12: The analytic Darcy-Forchheimer model, and simulated results for
the pilot scale porous jelly roll configuration.
flow impinges on the edge of the jelly roll opposite the inlet.
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Figure 6.13: Velocity contours of a pilot scale simulation with an inlet 0.36m/s.
6.4 DISCUSSION
The large scale simulations showed that porous media made of two dimensional
layers may be able to be used in adsorption reactors. Some factors that can improve
adsorption are increased residence time of the gas inside the reactor [98] and the surface
area of the sorbent [101] both of which give the adsorbate more opportunity to interact with
the sorbent and be adsorbed. In order for residence time to be increased, velocity needs to
be decreased, which means that pressure drop needs to be decreased as discussed in Section
4.1.2. In order for pressure drop to be decreased diameter to length ratio would need to be
decreased as discussed in Eqs. 4.8 and 4.18. In order for surface area to increase, however,
the diameter to length ratio would need to be increased. The models developed in Chapters
4 and 5 could be combined with Eq. 2.4 to help find an optimal balance between these
factors.
In order to do this one would have to define a metric by which to compare change
in pressure and surface area. For example, a ratio of change in pressure to surface area
could be taken. Then Eq. 5.7 could be replace for change in pressure. Then a derivative
76
could be taken with respect to length, diameter, or diameter to length ratio, depending on
what is easiest to alter; in this case diameter is easiest to alter. This can be used to find the
minimum of the ratio of change in pressure to surface area which would have an increased
surface area and a decreased change in pressure.
Although these large scale simulations are unable to make any robust conclusions
about the viability of the porous media made of 2-dimensional layers for use in adsorption
reactors, it shows some proof of the concept of how this porous media could be used. The
hydrodynamics seen in the jelly roll configuration indicate that the system could provide
increases in residence that are not seen in the standard adsorption column discussed in
Section 6.2. These simulations indicate that the porous media discussed in this research




The goal of this research is to create a new porous media model to help develop
novel porous media that are tailored to specific applications. Although previous models
are accurate and some are widely used; they all still lack the necessary information for
understanding the fundamental parameters in porous media structure that affect porous
media. For example, the Darcy-Forchheimer model, is the most widely used model for
flow in porous media, for its simple and robust nature; however it provides no information
related to the structure of the porous media. It instead relies on coefficients that can only
be determined through physical experiments on individual porous media. Models that do
include information about the structure of the porous media, such as the Kozeny-Carmen,
often do not provide practical descriptors of the porous structure, making it difficult for
them to be used for designing new porous media. Thus, this research has focused on trying
to adapt those models and identify the origins of their coefficients from the geometry of
porous media.
The pore scale simulations completed in this research, those discussed in Chapters 4
and 5, have provided new understanding of flow in porous media. The research looked
at many different geometries and discussed how the defining geometric characteristics
of those porous media affected flow through them. The first set of studies discussed in
Chapter 4 considered an idealized set of porous media. These were used to understand the
fundamental dynamics of flow in porous media. The simulations were able to describe flow
in a porous media that could be described by two parameters. Although this simplistic way
78
of looking at the porous media cannot draw any conclusions about flow in general porous
media, it allowed the data analysis to be completed using a variety of methods. This work
was able to show clear trends supporting the long held assumption that the Darcy term
represents viscous losses and the Forchheimer term represents inertial losses.
The second set of pore scale simulations, discussed in Chapter 5 looked to cover a
broader set of cases. These simulations were able to create a more general model for flow in
porous media. Several alternative porous media were studied, some of which were similar
to those discussed in Chapter 4 and some of which were different. These porous media
supported the models discussed in Chapter 4; however it also presented some interesting
differences, prompting the addition of a shape factor, similar to that seen in Ergun’s model
into the models. Although the shape factor still needs to be computed for many additional
shapes before it can be used to compute the Darcy and Forchheimer coefficients of a porous
media without the use of experiments, the dynamics derived in this work were shown
applicable to many porous media and can be used by researchers to design improved porous
media for their systems.
Finally some large scale simulations relating to CO2 adsorption have been completed.
This demonstrates the applicability of the types of porous media discussed in Chapter 4
and 5. While using a porous media like this reduces the efficiency of the sorbent due to
decreased surface area; building porous media like this allows the user to strucuture the
shape of the porous media, making it easier to control the flow and in this particular case
allows the user to employ the internal structure of the porous media to heat the system.
Using the model developed in Chapters 4 and 5, this system could be further improved
and an optimal geometry may be able to be selected. Selecting an optimal geometry would
require further studies of the physics, such as adsorption and heat transfer, on the pore scale
similar to the way flow was studied in this research.
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The main contributions of this work are identifying the fundamental dynamics of flow
within porous media and developing models that can be used to calculate the Darcy and
Forchheimer coefficients from the porous media properties. As described in Chapter 2 there
is little previous knowledge on how the properties of porous media affect the coefficients
in the Darcy-Forchheimer model and the knowledge that is available often goes unused in
applied systems for being too complex or using parameters that are difficult to measure.
The Ergun model does better than most and is widely used in applied research; however it
is only relevant to particle beds and cannot be used for other types of porous media. This
work adds porous media properties to the Darcy-Forchheimer equation that can work for
multiple porous media. Additionally it describes the general properties that have major
affects on flow allowing researchers to extend this model to some porous media that may
not have been described here.
7.1 FUTURE WORK
There are many remaining questions in the study of how the structure of porous
media affects flow. Porous media are becoming increasingly common for uses in heat
exchange, and fluid separation and technology is quickly advancing to allow researchers
to manufacture precise and complex materials for these purposes. Thus, the fundamental
understanding of porous media needs to continue to increase to make full use of these
technologies as they are improved. Although this research answered many of these
questions for idealized, homogeneous cases on a broad scale; it leaves several questions
about how this can be expanded to more complex and heterogeneous systems unanswered.
One major area in which this research could be expanded is extending the model
to heterogeneous porous media. The models suggested in Chapter 5 cover many porous
media; however, it is unproven to aid in modeling heterogeneous materials. The models
developed in this research have the potential to be expanded to the point that given scans of
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any porous material the Darcy and Forchheimer coefficients could be calculated. This
would require an extensive study on the Darcy and Forcheimer coefficients for porous
media with layers made of random geometries. This would then need to be followed
by a study of how unrelated layers of a porous media interact with each other and how
flow transitions from one layer to the next. Finally a study would need to be completed
examining the number and slice per unit length required to accurately represent a porous
media.
Exploring minor heterogeneities in homogeneous porous media would be an
important extension of the current work. This area was partially discussed in Chapter
5 when simulations were completed in which the idealized porous media discussed in
Chapter 4 was studied with square screen elements and offsetting one layer from the
center of the other. Although this research determined the differences created by these
changes, as manufacturing of porous media advances, theses minor changes may become
more important. Larger differences may also be seen as more layers are stacked to create
the porous media. Additionally, there are many other changes in the homogeneous porous
media that could be introduced. For example, the ideal porous media presented in Chapter
4 could have its upper screen rotated so that the elements of the two screens are not
parallel. One could also change the shape of the screens from a square to a rectangle, a
parallelogram, or hexagon. A study could even be completed on why the rounding in the
porous jelly-roll from Chapter 6 has higher coefficients than the porous stack, despite being
made from the same screens.
This could be extended further to sensitivity studies and identifying flow patterns in
porous media. Research in this direction has been of particular interest in recent years, as
discussed in Section 2.5. This usually involves studying flow on the pore scale with minor
changes to incoming fluid and listing the patterns. The effects of these patterns can then
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be implemented into the coefficients of the Darcy-Forchheimer model, as was done in this
research, or some other aspect of the simulation, such as the turbulence model. Studying
specific internal flow characteristics of flow in porous media is important to how turbulence
and mixing of multiple phases can be accounted for when the walls of the solid are removed
from the simulation. In addition the specific circulation patterns within the porous media
dictate the amount of fluid and wall interactions. Understanding fluid wall interactions is
particularly important when trying to understand heat transfer and adsorption in porous
media.
The studies of adsorption in this research, discussed in Chapter 6 could be extended
to further studies of the internal dynamics of adsorption. All the experiments completed
in Chapters 4 and 5 could be repeated including the surface reactions on the walls of
the porous media. Those experiments could be repeated again, studying heat transfer in
the system for temperature swing adsorption. Studies like these would provide a better
understanding of how porous media being used for adsorption can be improved. The
internal dynamics of these systems are complex and each part of the system will need
to be studied individually and together to fully understand the system and what properties
have the most effect on system efficiency.
In general all applications that use porous media, including heat transfer and fluid
separation could benefit from extended studies of this nature either using simulation,
physical experiments or both. The internal dynamics of porous media have been unknown
and approximated for a long time. Studying the homogeneous nature as was done in this
research can help develop and inform the fundamentals of the system, but that is only the
start. While understanding the fundamentals of a system in a simple way is important, it
eventually needs to be extended to the more complex systems. As technology evolves, all
physics that can be implemented in systems for flow in porous media will need to build off
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these fundamental pore scale studies for each set of dynamics.
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Appendix A
Computational Upscaling of Bubble
Dynamics for Development of Cavitation
Modeling
In research computational upscaling techniques directly applicable to the research
completed in this dissertation were used to single bubble dynamics to study cavitation
and bubble growth. Cavitation is an important phenomenon in a variety of applications
including fuel injector nozzles and marine propellers. It is the expansion of gases in a
liquid caused by pressure drops in the fluid, often because of flow around objects with
sharp edges. This expansion of gas within the fluid and later its collapse when it returns to
the ambient pressure can cause significant damage within machinery from vibrations and
fluid impact on walls during vapor collapse [102]. Even though cavitation and cavitation
modeling have been researched for many years it is still not well understood. This is in part
because the dynamics of gas expansion and collapse within fluids have not been determined
outside of single, spherical bubbles in stagnant liquid. Several attempts have been made
to create models for cavitation in fluid flow; however they rely heavily on constitutive
constants, which can change from one system to another [103–106].
In this research the analytic solutions for single bubble dynamics were used to help
determine the driving factors in bubble growth and collapse. A regression analysis was
completed to determine the primary factors in bubble growth. After that the results were
compared to the analytic model to existing cavitation models using pressure functions from
84
a nozzle simulation which causes cavitation. The work showed that existing cavitation
models did not develop the same type of growth as the analytic model.
A.1 EXISTING CAVITATION MODELS
Cavitation is modeled by setting the mass transfer for each phase equal to a term
dictating the rate of change between the two phases, ṁ. This relation is given by
∂
∂t
(ρiλi)+∇ · (ρiλi~U) = ṁ (A.1)
for the vapor phase of an irrotational flow, where αi and ρi represent the volume fraction and
density of phase i respectively. Often the formulation of ṁ is split into two components:
an evaporation component Re representing the liquid being converted into vapor and a
condensation component Rc representing the vapor being converted to liquid. These
components are related to the mass transfer for the vapor phase by
ṁ = Re−Rc (A.2)
Formulas for ṁ are developed in two primary ways; either they are created from the
Rayleigh-Plesset equation for bubble dynamics or they are built on the premise that ṁ is
related to the difference in pressure in the vapor phase and the liquid phase. Both types
of models rely on constitutive coefficients which are typically determined by matching the
results to a physical experiment.
A.1.1 Transport Equation Models
Transport based models are formed from the basis that the mass transfer ṁ is related
to the difference between the vapor pressure, pv and the ambient pressure in the fluid p∞,






Eq. A.3 is then modified to include various fluid and flow properties, such as mixture
denisty, ρ, vapor density, and volume fractions. It is then related back to physical
experiments through the use of constitutive coefficients.
A common example of this type of model is the model proposed by Merkle et. al.
[107] and later modified by Kunz et. al. [104]. Merkle et. al. propsed a model which
separated the overall mass transfer between the liquid in vapor into the evaporation and
condensation phases similar to Eq. A.2. They related these components by including fluid
viscosity, vapor density and the ambient velocity to the relation in Eq. A.3. Kunz et. al.
added a preconditioning time constant to the model and a noncondensable gas component











where Ce and Cc are constitutive constants, ~U∞ is the ambient velocity, t∞ is the time
constant, and λ`, λv, and λng represent the liquid, vapor and noncondensable gas volume
fractions respectively.
A.1.2 Rayleigh-Plesset Models
Rayleigh-Plesset Models are developed from the Rayleigh-Plesset equation for





















where σ represents surface tension and µ represents the liquid viscosity. Typically it is
assumed that the surface tension, viscosity, bubble wall acceleration terms in Eq. A.5 are
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Strong arguments have not yet been made for why these terms can be neglected; although
Singhal et. al. [105] have suggested that the bubble wall acceleration is primarily important
in the initial stages of bubble expansion, making it unimpoartant once cavitation has
occurred. Common examples of this type of cavitation model are those proposed by Sauer
and Schnerr [108] and Singhal et. al. [105].
Sauer and Schnerr were among the first people to propose a model derived from
the Rayleigh-Plesset equation and derived their model almost directly from Eq. A.6 [108].
They calculated the change in volume fraction by assuming there were some number of
spherical bubbles per unit volume, n0, and deriving their volume from the radius suggested














The model propsed by Singhal et. al. is slightly more complex than that proposed by
































Singhal et. al. attempted to include more physics, incorporating the turbulent kinetic energy
κ and surface tension into their model. They also updated the model to depend only on the
volume fraction terms present in the governing equation for mass transfer, Eq. A.1, not
the radii of the bubbles present in the flow. Further, they included a term representing the
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presence of noncondensable gas in the fluid λng.
All the Rayleigh-Plesset based models, even the more complex Singhal model, rely
on heuristic coefficients and ignore important damping terms, such as bubble acceleration
and viscosity, from Eq. A.5. Further the creators of these offer little or no explanation
for why these terms can be ignored. The transport based models simply relate cavitation
to pressure difference, as discussed in Eq. A.3, with little basis in bubble dynamics. All
these models have then been tuned by their creators to experimental data, typically from
hydrofoil cavitation; however they have not tested them for nozzle cavitation.
A.2 NUMERICAL MODELING OF SINGLE BUBBLE DYNAMICS
The numerical bubble dynamics studies using analytic single bubble dynamics
models were completed using Gilmore’s 1-dimensional equation for spherical bubble
dynamics [109]. The Gilmore equation is similar to the Rayleigh-Plesset equation (Eq.
A.5); however, it is altered to account for compressibility of the surrounding fluids, while
the Rayleigh-Plesset equation assumes the surrounding fluid is incompressible [109]. The


















































where c∞ is the speed of sound in the fluid at equilibrium, P is the difference between the
pressure inside the bubble and the pressure outside the bubble, pe∞ is the fluid pressure at
equilibrium, γ is a pressure constant equal to 304MPa for an air bubble in water, and n is
an adiabatic compressibility constant which is equal to 7 for an air bubble in water. The
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A.3 FINE SCALE OSCILLATING BUBBLE EXPERIMENTS
A study of a single spherical bubble response to a high frequency sinusoidally
oscillating pressure function was completed to better understand bubble dynamics and the
important factors in bubble growth. The study modeled a spherical air bubble in water,
assuming that the water was compressible allowing the Gilmore equation, Eq. A.9, to be
used. The bubble was subjected to a sinusoidal pressure in the surrounding fluid which is
given by
p∞ = pe∞ + pa sin(ωt) (A.13)
where ω is the frequency of the oscillation. The function was included in the Gilmore
equation by combining Eqs. A.13 and A.12. High frequencies were chosen for their relative
simplicity to lower frequencies which are known to be highly nonlinear.
The study used a course sweep of the parameters to collect the data, in which eleven
equally spaced points were taken across each of the parameter ranges shown in Table A.1,
in which ω0 represents the natural frequency of the bubble. All combinations of those
points were simulated. The maximum transient radii was found from each simulation and
used to create the fit for the model. The lowest frequency data was removed from the data
for the final fit because it was found to be significantly outside the rest of the data, making
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using a least squares regression analysis and resulting in an average error of 5.9%. A
comparison between the regression fit and the original data can be seen in Figure A.1.
The study demonstrated the applicability and limitations of the regression analysis
and showed that the ambient pressure is unimportant in oscillating bubble dynamics and the
initial radius is primarily important at low values of R0. The ambient pressure is expected
to be unimportant since it can be seen in Eq. A.12 that the difference in pressure is what
drives the bubble growth and collapse. The initial radius is primarily important when it is
below 3µm as seen in Figure A.1 because it is inversely proportional to the surface tension
term in Eq. A.12 causing its influence to be greater at smaller radii.
A.4 IMPLEMENTATION OF CAVITATION MODELS USING NOZZLE
PRESSURE FUNCTIONS
The cavitation models discussed in Section A.1 were compared to Gilmore’s analytic
solution, Eq. A.9, using a set of pressure from a nozzle simulation provided by a
collaborator [110], shown in Figure A.2, to determine their efficacy at predicting cavitation.
Data was taken along the line shown in Figure A.2. The data position was multiplied by
local velocity to obtain the time dependent pressure functions shown in Figure A.3. The
functions, which were taken from five cases with different inlet velocities, show a large
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Figure A.1: Comparison of computed data and fit solution for oscillating
bubbles.
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Figure A.2: Diagram of simulation completed by a collaborator from which
pressure functions used in this work were obtained.
decrease in pressure as the fluid enters the nozzle before returning to a low, but consistent
pressure for the remainder of the nozzle.
As seen in Figure A.4 the cavitation models return a similar profile to that of the
Gilmore model at the lowest velocity. It can be noted, however, that they produce a higher
magnitude than the Gilmore model and lack the minor oscillations of the Gilmore model.
These are most likely due to the cavitation models excluding the effects of viscosity and
surface tension as discussed in Section A.1. At the high velocities the cavitation models
fail to capture the unstable growth seen using the Gilmore model as seen in Figure A.5.
A further study was completed using the Singhal cavitation model, Eq. A.8, in which
the constitutive evaporation coefficient, Ce, was altered. As seen in Figure A.6 the value of
the coefficient directly influenced the magnitude of the volume fraction. As seen in Figure
A.5 it doesn’t represent the same growth as the analytic model, while it is comparable to
the curves shown in Figure A.4, suggesting that a different coefficient is needed to create
unstable growth.
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Figure A.3: Pressure functions for five cases
of in nozzle flow. Case varied in inlet velocity
only.
Figure A.4: Comparison of Gilmore
response to nozzle pressure functions to
cavitation model responses at an inlet velocity
of 0.068m/s.
Figure A.5: Comparison of Gilmore
response to nozzle pressure functions to
cavitation model responses at an inlet velocity
of 0.25m/s.
Figure A.6: Change in vapor volume fraction






Here a sample regression analysis is performed on the data in table B.1, to determine
the Darcy and Forchheimer coefficients of the system. In other words, the goal is to find A
and B for the Darcy-Forchheimer equation
∇p = AU +BU2 (B.1)
such that when the velocities from Table B.1 are inserted into the equation the result most
closely represents the corresponding changes in pressure in Table B.1, using regression. In
Section 3.3.3 it was stated that regression can be computed using[
∑
k











Thus xi and y must first be determined from Eq. B.1. In this case y corresponds to
the change in pressure, ∇p, and there are two xi: U and U2. The values for y and the two xi
can be seen in Table B.2, the analysis will solve for two ci, which correspond to A and B in
Eq. B.1. Next the averages of these values need to be calculated as seen in Table B.2. After
Table B.1: Pressure and Velocity Data for Sample Regression
0.1 m/s 0.5 m/s 1 m/s 2 m/s 4 m/s 6 m/s
Pressure
Gradient (Pa/m) 327.27 1963.63 4740.91 12745.45 38540.91 77377.27
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Table B.2: Values Used in Regression Analysis and Their Averages







Average 2.27 9.54 22615.90
Table B.3: Differences Between Velocity and Velocity Square and Their Averages







this the difference between the each point of each independent variable and the average of
that independent variable,
(xik− x̄i) (B.3)
is calculated; the results of this can be seen in Table B.3. Finally the products of these
differences for each pair of variables,
(xik− x̄i)(x jk− x̄ j) (B.4)
and
yk(xik− x̄i) (B.5)
must be calculated and summed, as shown in Table B.4.
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Table B.4: Products of the Data and Their Sums
(Uk−Ū)· (Uk−Ū)· (U2k −Ū2)· yk· yk·
(Uk−Ū) (U2k −Ū2) (U2k −Ū2) (Uk−Ū) (U2k −Ū2)
(m2/s2) (m3/s3) (m4/s4) (Pa/s) (Pa m/s2)
4.70 20.66 90.88 -709.20 -3119.89
3.12 16.42 86.36 -3469.75 -18248.07
1.61 10.82 72.98 -6006.73 -40501.59
0.07 1.48 30.72 -3403.04 -70648.05
3.00 11.19 41.69 66791.40 248858.65
13.94 98.76 699.97 288849.36 2647170.50
Sum 26.43 159.34 1022.62 342052.04 2163511.55









which can be solved to find that
A = 3080 kg/m3 (B.7)
and
B = 1636 kg s/m4 (B.8)
B.2 SOURCE CODE
Here the source code developed in python for the analysis completed in this
dissertation is presented. The source code is divided into three sections. The first section
shows the specific functions used to complete regression. The second shows an input
file which is used to run the script. The third simply shows the other pieces of the code
including importing data, plotting, and error calculations.
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B.2.1 Regression Codes




import numpy as np
import string
from scipy.stats import norm
import sys
#=============================================================================#
#Full regression function from data matrix
#This function takes a set of data (data), a list of the desired
#polynomial orders for each variable in the data (col), the index of the
#dependent varaiable (ny), a tolerance for the importance of a particular
#term in the resulting polynomial (tol), and an option to select a
#polynomial type by which to fit the dependent variable to the independent
#variables (ty).
#There are three types of polynomials availible in the current version of
#the code, descriptions and source code of which can be seen in the
#functions below. More polynomial types can easily be added by adding a
#new function to the end of the document and insterting redirection to the
#appropriate location in the function below.
#The function returns two results. The first (beta) is a list of the
#coefficients for the fit to the desired polynomial, the first element of
#the list is always the constant not multiplied by any of the independent
#variables. The second (nu) is a string representation of each term; the
#representation assigns a letter to each independent variable in the data
#(a to the first variable, b to the second, etc.) and repeats the letter n
#times to correspond to a term of order n, e.g. the string ’aab’ would




#Check that data and col are compatable
n = np.size(col)
m = int(np.size(data)/np.size(data[0]))
if m != n:
print(’Polynomial Regresion Error: Incorrert order specification.
Specified %d variable orders and found %d variables.’ % (n,m))
sys.exit()
#Create polynomial from data
yl = np.power(data[ny],col[ny])
if ty == ’pascal’:
[xl,nu] = pascalPoly(data,col,ny)
elif ty == ’prod’:
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[xl,nu] = prodOfPoly(data,col,ny)
elif ty == ’cust’:
[xl,nu] = custFunc(data,col,ny)
else:
print(’’.join([’Polynomial Regression Error: Polynomial type ’,
ty,’ unknown.’]))
sys.exit()








for i in range(0,nx):
tmp = 0
for j in range(0,nd):
tmp = tmp + yl[j]*(xl[i][j] - xmean[i])
yy.append(tmp)
xx = []
for i in range(0,nx):
xx.append([])
for j in range(0,nx):
tmp = 0
for k in range(0,nd):
tmp = tmp + (xl[i][k] - xmean[i])*(xl[j][k]-xmean[j])
xx[i].append(tmp)
#Multiply matricies to complete regression analysis
#Loop is included to ensure all terms are above the desired tolerance
#level
beta = [0]
while min([abs(b) for b in beta]) < tol:
if min([abs(b) for b in beta]) > 0:
try:
ind = beta.index(min([abs(b) for b in beta]))
except:












for i in range(0,nx):





#Function to calculate multivariable polynomial regression by multiplying






for i in range(0,m):
if i != ny:
for j in range(0,abs(col[i][0])):
xl.append(np.power(data[i],(j+1)*int(col[i][0]/abs(col[i][0]))))
ntmp = []




for i in range(0,nx):
for j in range(i+1,nx):





#Function to calculated multivariable polynomial regression using
#multiplication of sums of the independent variables similar to






for i in range(0,n):




for i in range(0,n):
if abs(col[i][0]) > m:
m = abs(col[i][0])




for j in range(0,n):
if j != ny:
if abs(col[j][0]) > i-1:











while count < nx:
boo = False
for i in range(0,count):
if nu[count] == nu[i]:
boo = True
continue





count = count + 1
return [xl,nu]
#=============================================================================#






for i in range(0,n):
if i != ny and abs(col[i][0]) > 0:
for j in range(0,len(col[i])):
xl.append(np.power(data[i],col[i][j]))
tmp = list(string.ascii_letters)[i]
for k in range(1,abs(col[i][j])):
tmp = tmp + list(string.ascii_letters)[i]
nu.append(tmp)
nx = int(np.size(xl)/np.size(xl[0]))
for i in range(0,nx):
for j in range(i+1,nx):




B.2.2 Input Source Code
The input source code developed to run the other codes in this dissertation is shown
below.
#Analysis of Porous Media Data
#December 2, 2019
import numpy as np
#import regression source code
import Analysis_PM as ana
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#Declare data files
datD = "SquareD.txt" #Darcy coefficient data
datF = "SquareF.txt" #Forchheimer coefficient data
#Calculate and plot regression for the Forchheimer coefficient
#Function requires a data file, list of the polynomial orders for each
#variable in the data, the index of the dependent variable, a tolerance
#for inclusion of a term, list of independent variables to plot, labels
#of the independent variables being plotted, name of the dependent










#Calculate and plot regression for the Darcy coefficient
#Function requires a data file, list of the polynomial orders for each
#variable in the data, the index of the dependent variable, a tolerance
#for inclusion of a term, list of independent variables to plot, labels
#of the independent variables being plotted, name of the dependent










B.2.3 Additional Functions and source code
All additional codes used for analysis in this dissertation are shown below, including
codes for plotting, data import, and error calculations.
#Analysis Code for Porous Media
#January 13, 2020
import numpy as np
import matplotlib.pyplot as plt
from matplotlib.lines import Line2D





#Function to extract data from text file into an array.
#=============================================================================#







with open(name) as fl:
for line in fl:
tmp = line.strip().split(sp)
n = np.size(tmp)
for i in range(0,n):

















#Function to write array to text file.
#=============================================================================#
def write(data,name): #(array to be written,file name)
n = np.size(data[0])
m = int(np.size(data)/n)
with open(name,’w+’) as fl:
for i in range(0,n):



















for alph in pnorm:
try:
k = alph[2]

























#Function compute basic multivariable polynomial regression of data set,
#plot data against regression using a scatter plot, and calculate








for i in range(0,n):
y = b[0]*1.0









for k in range(1,kn):
tmp = tmp*np.power(dat[alphan[k]][i],col[alphan[k]][0]/
abs(col[alphan[k]][0]))
y = y + b[j]*tmp
dat[-1].append(y)
i = 0














Idealized Porous Media Simulation Data
Table C.1: Complete Data for Idealized Porous Media Simulations Including
Incomplete Cases
Length Diameter Diameter Darcy Forchheimer
(mm) (mm) /Length Coefficient Coefficient
20.00 0.20 0.01 119 1476
10.00 0.20 0.02 219 1333
1.90 0.10 0.05 1091 2864
1.80 0.10 0.06 955 3091
4.68 0.37 0.08 566 1145
2.00 0.20 0.10 333 3643
3.30 0.43 0.13 386 1818
2.20 0.30 0.14 1113 3371
2.40 0.40 0.17 1585 3073
2.20 0.40 0.18 1720 3610
7.90 1.50 0.19 132 1023
1.47 0.32 0.22 2682 5076
6.02 1.44 0.24 514 1448
2.00 0.50 0.25 1784 5539
Continued on next page
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Length Diameter Diameter Darcy Forchheimer
(mm) (mm) /Length Coefficient Coefficient
2.40 0.60 0.25 2246 3959
4.00 1.20 0.30 446 2843
9.36 3.18 0.34 – –
8.18 3.03 0.37 921 905
1.25 0.56 0.45 10465 13430
6.84 3.21 0.47 446 877
3.56 0.75 0.21 204 2342
4.19 1.51 0.36 586 3411
5.42 1.14 0.21 300 1509
5.72 1.09 0.19 105 1386
6.31 1.01 0.16 176 1108
6.72 2.08 0.31 – –
7.79 2.18 0.28 331 1397
8.12 2.68 0.33 – –
8.84 2.30 0.26 1667 1580
9.70 1.55 0.16 83 776
1.16 0.41 0.35 6940 11071
1.33 0.31 0.23 3391 5953
1.57 0.66 0.42 7015 10806
1.73 0.48 0.28 2449 5602
1.83 0.71 0.39 2889 8465
2.06 0.91 0.44 2815 9130
2.37 0.85 0.36 2453 5465
Continued on next page
106
Length Diameter Diameter Darcy Forchheimer
(mm) (mm) /Length Coefficient Coefficient
2.59 0.80 0.31 1920 4111
2.75 0.74 0.27 1087 3440
2.94 0.62 0.21 698 2619
0.488 0.117 0.24 8583 11380
0.51 0.036 0.07 – –
0.693 0.236 0.34 5589 12520
0.754 0.06 0.08 6071 3357
0.892 0.107 0.12 3120 4265
1 0.17 0.17 5222 6056
1.28 0.0256 0.02 – –
1.36 0.109 0.08 1887 3382
1.61 0.42 0.26 2698 5558
1.67 0.601 0.36 3232 3936
1.9 0.304 0.16 1217 3248
2.06 0.639 0.31 2435 5277
2.33 0.14 0.06 797 1983
2.37 0.332 0.14 683 2500
2.62 1.02 0.39 835 6238
2.75 0.88 0.32 1135 4343
2.95 1.21 0.41 1734 5574
3.14 0.722 0.23 963 2555
3.19 0.351 0.11 416 1773
0.328 0.131 0.40 – –
Continued on next page
107
Length Diameter Diameter Darcy Forchheimer
(mm) (mm) /Length Coefficient Coefficient
3.42 0.445 0.13 1135 5674
0.858 0.343 0.40 – –
3.63 0.327 0.09 585 1467
3.83 1.07 0.28 – –
3.87 1.32 0.34 376 3793
4.08 1.22 0.30 211 2854
4.24 0.212 0.05 234 1374
4.43 1.59 0.36 347 3344
4.59 0.826 0.18 173 1621
4.7 2.02 0.43 2798 3212
4.88 1.85 0.38 997 3003
0.0503 0.0111 0.22 – –
0.53 0.0212 0.04 – –
0.676 0.0406 0.06 – –
0.988 0.207 0.21 6152 7120
4.08 0.037 0.009 1266 737
4.75 0.057 0.012 672 821
4.97 0.033 0.007 581 2907
5.56 0.033 0.006 1116 581
5.79 0.017 0.003 1444 463
10.88 0.207 0.019 23 783
12.34 0.173 0.014 55 710
15.29 0.734 0.048 67 497
Continued on next page
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Length Diameter Diameter Darcy Forchheimer
(mm) (mm) /Length Coefficient Coefficient
17.72 0.656 0.037 60 473
19.62 0.53 0.027 65 472
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Appendix D
First through Sixth Order Polynomial
Function Fits for Idealized Porous Media
All tested functions for the Darcy and Forchheimer coefficients computed from the
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