In this paper, we perform non-linear minimization using the Hybridizable Discontinuous Galerkin method (HDG) for the discretization of the forward problem, and implement the adjoint-state method for the computation of the functional derivatives. Compared to continuous and discontinuous Galerkin discretizations, HDG reduces the computational cost by working with the numerical traces, hence removing the degrees of freedom that are inside the cells. It is particularly attractive for large-scale time-harmonic quantitative inverse problems which make repeated use of the forward discretization as they rely on an iterative minimization procedure. HDG is based upon two levels of linear problems: a global system to find the numerical traces, followed by local systems to construct the volume solution. This technicality requires a careful derivation of the adjoint-state method, that we address in this paper. We work with the Euler's equations in the frequency domain and illustrate with a three-dimensional experiment using partial reflection-data, where we further employ the features of DG-like methods to efficiently handle the topography with p-adaptivity.
Introduction
Quantitative inverse wave problems aim to recover the physical medium parameters that characterize the wave propagation from partial observations of the phenomenon. This inverse scattering problem arises, for instance, in geophysics for the identification of Earth's properties, [44, 61, 53, 64, 28] , in medical imaging or in mechanical engineering for the non-destructive testing, see, e.g., [8, 18, 56, 19, 54, 5, 7, 33] and the references therein.
In the framework of quantitative inversion, the measurements of the waves (e.g., mechanical or electromagnetic), d, are used to define a misfit functional J and the reconstruction of the parameters is recast as a non-linear minimization problem,
where the forward problem F is the map from the model parameters m to the observable (i.e., the quantities measured at the position of the receivers). That is, simulations of the wave phenomenon are compared with the measurements to successively update the model parameters. Our misfit criterion in (1) is the L 2 difference; least-squares problems are further analyzed in [14, 6] . Several alternatives for the misfit have been investigated, e.g., [46, 59, 29, 11, 48, 24, 65, 2, 25] . Furthermore, one can incorporate a regularization term in (1) to reduce the ill-posedness, by the means of additional constraints, see, e.g., [55, 21, 41, 38, 37, 27] . Note that the use of a different misfit criterion or the incorporation of regularization terms generates only minor modifications of the analysis we provide here. The resolution of (1) using deterministic optimization techniques makes use of algorithms in the family of the Newton method. It consists in successive updates of the model parameters where, at iteration k, m k+1 = m k + k s k .
In the full Newton approach, the search direction for the update, s, depends on the gradient and the Hessian of the misfit functional. To reduce the numerical cost, alternatives that avoid the full Hessian computation are often employ, with Quasi or Truncated-Newton methods such that BFGS and L-BFGS [50] , conjugate gradient approach [34, 49] , approximated pseudo-Hessian [16] , or Landweber iterations [47] . We refer to [51] for a review of methods for local optimization. Then, the scalar step is selected to obtain an appropriate amplitude of the updates, using linesearch algorithms, e.g., [51, 14] . In our implementation, we also avoid the computation of the Hessian such that, at each iterations of the minimization, one must 1. solve the forward problem using the current model parameters, 2. compute the gradient of the misfit functional.
Then, non-linear minimization suffers from local minima, which cannot be avoided with the deterministic approach, see, e.g., [12, 60, 6, 26] in the context of seismic. We mention the use of statistical-based methods but in the large-scale applications we have in mind, such approaches remain unusable at the moment.
Discretization of the forward problem The iterative minimization procedure is computationally intensive for large-scale applications because the forward problem must be solved at each iteration, and for all sources that generate the data. For instance, in seismic applications, this easily amounts to solving the problem for several hundreds or thousand of sources. For this reason, in the time-harmonic framework that we consider, we rely on a direct solver to handle the linear system generated by the discretization, as it enables for multi right-hand sides (rhs), that is, once the matrix factorization is obtained, the solution of the many rhs is computationally cheap. In particular, we use the solver Mumps [3, 4] . On the other hand, this factorization possibly requires large amounts of computational memory. Therefore, the choice of discretization methods plays a crucial role in the computational efficiency. While Finite Differences (FD) have early been employed for the discretization of wave problems (e.g., [63, 36] ), it works with a cartesian grid which makes it difficult to handle complex geometry of parameters and topography. Methods based upon an unstructured mesh of the domain gives more flexibility, such that the Finite Element (Continuous Galerkin, CG) method (e.g., [15, 1, 23] ) and the Spectral Element Method (SEM), popularized in seismic applications in [43, 42] . Then, the Discontinuous Galerkin (DG) method has been introduced, [20, 35, 10] . As the name indicates, DG works with discontinuous basis functions, independently defined on each cell. It offers additional features compared to CG as it easily handle the h and p-adaptivity, that is, the use of cells of different size and the use of different order of polynomial between cells, respectively, [35] . On the other-hand, the DG method, by working with discontinuous basis functions, usually results in an increase in the number of degrees of freedom (dof) as these are not shared between the elements.
The Hybridizable Discontinuous Galerkin method (HDG) is designed to keep the features of the DG while avoiding the oversized linear systems, [17, 31, 40, 9] . Namely, the global linear system in HDG only contains the dof that are on the faces of the elements, such that all interior ones are eliminated. Consequently, the method is shown to be more efficient (less memory consumption) than CG or usual DG depending on the order of the polynomials [40, 9] . Therefore, it seems the perfect candidate to handle the large-scale inverse problem, as we can account for complex geometry using smaller linear systems. We provide in Section 3 the steps for the implementation: contrary to the traditional discretization method, it consists in two stages: first to compute the numerical traces (the global system only with the dof on the faces of the elements), and the local sub-problems to build the volume approximation.
Gradient computation For the iterative reconstruction, the gradient of the misfit functional (1) must be computed: ∇J = DF * (F − d). To avoid the explicit computation of the Fréchet derivative DF, the adjoint-state method has been designed and instead compute the action of DF, which is sufficient to extract the gradient, as we detail in Section 4. The method originates from the work of [45] with early application in [13] . It is now commonly used in applications and we refer to [52, 14, 39, 7, 6] . With 'direct' discretization method (CG, SEM, FD), the adjoint-state method relies on the resolution of a backward problem, which reduces to the adjoint of the forward problem with the residuals (the difference (F − d) at the right-hand side. Because of the two-stages in the HDG discretization (the global and local systems), the adjoint-state method must be appropriately derived, see Section 4.
In this paper, we consider the inverse acoustic wave problem for the identification of the medium parameters associated with the Euler's equations, see Section 2. The discretization of the wave equation using the HDG method is given in Section 3, where we emphasize the differences compared to the more traditional 'direct' discretization methods. In Section 4, the adjoint-state method is derived in the framework of HDG, hence with the specificity of working with global and local sub-problems. Eventually, we illustrate the reconstruction procedure using HDG with a three-dimensional experiment in Section 5, where we consider a medium with topography to fully use the features of the method, with p-adaptivity.
Inverse wave problem in acoustics 2.1 Time-harmonic wave propagation
We consider the propagation of time-harmonic waves in an acoustic medium in three dimensions such that Ω ∈ R 3 , with boundary Γ. We denote by x the 3D space coordinates x = {x, y, z}, and an initial (scalar) time-harmonic source f . The scalar pressure field p and vectorial velocity v verify the Euler's equations,
The propagation is governed by the physical properties of the medium: the density ρ ∈ R and the bulk modulus κ ∈ R. One can also use the wave speed c:
We work with a complex frequency denoted σ, such that
with ω the angular frequency. While the "usual" frequency-domain formulation would take s = 0, this notation is useful in order to work in the "Laplace-Fourier" domain for the inverse problem, see [57, 58, 24] . It can also serve to incorporate attenuation or viscous behavior, as in helioseismology, e.g., [32] . In the latest case, σ can depend on the spatial coordinate; we disregard this case in the following, but it only implies minimal modification of the below analysis. As an alternative, one can also consider complex-valued wave speed to account for the attenuation, [62] . Similarly, having complex-valued parameters would not change our analysis. Out of generality, we have considered a Robin boundary condition on the boundary Γ of the domain (see also Remark 2), (3c), with coefficients α and β, using ∂ ν to denote the normal derivative. It is written with respect to the pressure field but using (3), we can equivalently define the Robin condition in terms of the velocity, or using a combination of both, such that
where v ν = v · ν indicates the normal velocity. In particular, in the case of absorbing boundary conditions (ABC, [22] ) for acoustic media, the Robin boundary condition becomes
Remark 1. One can replace the velocity field in (3b) using (3a) to obtain the second-order formulation which only depends on the pressure field:
In the context where the density is constant, it further simplifies to the Helmholtz equation.
Quantitative identification of the physical parameters
In the framework of inverse problem, one wants to identify the model parameters that characterize the propagation, κ and ρ, from the measurements of the waves. In the quantitative approach, the reconstruction follows an iterative minimization procedure, that we describe in this section. We first define the forward problem F to give the solution of (3) at a restricted set of positions, for the model parameters m = {κ, ρ}. For a source f and frequency σ, we have
where the x k are a discrete set of positions, that is, the forward problem gives measurements obtained from n rcv receivers. Here we have considered measurements of the pressure fields (commonly employed in seismic applications), but we can proceed similarly with the velocity, or with both, see, e.g., [2, 25] . The observed measurements are denoted by d; these can be seen as a forward problem associated with a target unknown model with added noise. The identification of parameters follows a minimization of a misfit functional J which, in the least-squares framework, is
where we consider several sources to generate the data. The sum over the frequencies is usually decomposed into sub-sets, following a progression from low to high contents, [12, 60, 7, 26] . As mentioned in the introduction, several alternatives to the least-squares functional have been studied, and it can also be enriched with regularization terms, see the above references.
The minimization of (11) is conducted following Newton-type algorithm with iterative updates of an initial model. At iteration k, the model is updated with
where s is the search direction and the step length. We refer to [51] for an extensive review of methods. The search direction is computed from the gradient of the misfit functional. In largescale optimization, the Hessian is usually too cumbersome and one can use its approximation (e.g., Limited-BFGS method) or only the gradient (non-linear conjugate gradient methods). For the computation of the gradient, we refer Section 4 where we provide the steps for its computation with the adjoint-state method using HDG discretization. We illustrate experiments of reconstruction in Section 5.
Hybridizable Discontinuous Galerkin discretization
For numerical applications, the first step is to discretize the wave equation, and we follow the Hybridizable Discontinuous Galerkin method, that works with the first-order problem. As mentioned in the introduction, this approach as the advantage to reduce the size of the global matrix compared to Continuous Galerkin (depending on the order of the polynomials), hence allowing to solve test-cases of larger scales.
Notation

Domain discretization
The domain is discretized using a non-overlapping partition of Ω. The mesh of the domain is denoted T h . It is composed of N elements/cells such that
The set of the N Σ faces f is decomposed into the N Σ I interior ones (between two adjacent cells), Σ I , and the N Σ B exterior ones (between the medium and the exterior), Σ B :
In our implementation, we use simplex cells, thus triangles for two-dimensional domains and tetrahedra in three dimensions. Consequently, the face of a cell f is either a segment (in 2D) or a triangle (in 3D).
Function and discretization spaces
We introduce the following function spaces,
The space of discretization consists in piecewise polynomial of order less than or equal to p. In dimension three, the space of polynomial for simplexes is given by
where the g ijk are scalar coefficients. Note that in DG methods, the polynomials are defined separately on each cell (i.e., piecewise), allowing discontinuities. We introduce the following function spaces, associated with the polynomial on a cell K e and the cell faces ∂K e , such that, for all e in 1, . . . , N :
Jump operator
We define the jump of a quantity between two adjacent cells, that we denote by brackets. Between two cells K e + and K e − , the jump of a vector w is
where ν + and ν − denote inward and outward normals along the interface between K e + and K e − , as illustrated in Figure 1 . Figure 1 : Inward and outward normals at the interface between two triangle cells.
Local problem for the HDG discretization
Upon assuming that the right-hand side (i.e. the source function) f ∈ L 2 (Ω), we can write the variational formulation for (3a) and (3b), where we use test functions φ(x) ∈ W and ψ(x) ∈ W . Over each cell K e of the domain mesh, we have:
where denotes the conjugation and we omit the space dependency for clarity. However note that the test functions are real-valued in general. Integration by part gives
where the index ν f indicates the normal of the current face.
The solution is approximated by a polynomial of order p on the cell, and we introduce the discretization variables:
Similarly, we introduce the approximation variables p 
Namely, λ h acts as a Lagrange multiplier. On the one hand, p h and v h are piecewise polynomial on the cells, thus allowing discontinuities between two adjacent cells ( Figure 1 ); on the other hand, λ h is defined on the 'skeleton' of the mesh (i.e., on the faces of the cells) and allows discontinuity only at the nodes in two dimensions, and at the edges in three dimensions, see Figure 2 .
We now introduce the discretization variables in (20) . Incorporating (22a), and removing the exponent that indicates the cell for the sake of clarity, we have
Injecting (22b) and using integration by part, we obtain the local problem, on each cell K e ,
We now have five numerical unknowns: λ h , p h and the three-dimensional vector field v h .
Continuity condition for the HDG discretization
The HDG local problem (24) is made of four equations (as the first one is vectorial), but we have five unknowns (λ, p and the vector v). To complete the problem, the continuity of the discretized velocity field is enforced and we impose that, on all of the cell faces, the jump (18) equates zero. For any test function ξ ∈ U h , we write
For an inner boundary, we inject (22) and use the jump definition (18):
where the exponent ± indicates the adjacent cells, cf. Figure 1 . On a face that belongs to the outer boundary, only one side remains, and we have
Then, using the specified Robin boundary condition, v h must also verifies (6) , such that,
where we also use (22a) to incorporate λ h in the Robin condition.
Eventually, the complete system is obtained by combining (24) and (25):
Linear systems
We consider that the approximated pressure and velocity are represented in a basis of P p (e.g., with the Lagrange basis functions) such that, on every cell,
The number of degrees of freedom, N dof , is given from (16) and amounts at a given order p to N dof = (p + 1)(p + 2)(p + 3)/6 for three-dimensional simplexes (tetrahedra). Thanks to the discoutinuous basis functions which make the solution piecewise polynomial, it is easy to allow for different order of approximation depending on the cell, i.e., p-adaptivity. This is one of the advantage of methods in the Discontinuous Galerkin family. The positions of the volume degrees of freedom are illustrated in Figure 2b . We concatenate all coefficients p 
Similarly, λ h is represented with a polynomial on each face, see Figure 2c , such that
where N (f) dof refers to the number of degrees of freedom for the face f. We define the vector Λ to assemble all the coefficients such that
where N Σ dof indicates the total number of degrees of freedom for the faces. We also introduce the connectivity map R e , which gives, from the global array Λ, the degrees of freedom on the current cell faces such that
Therefore, we have a volume discretization for p h and v h with piecewise polynomials on each cell, while Λ is defined on the skeleton (piecewise-polynomial on the faces) of the complete mesh. We illustrate in Figure 2 with the positions of the degrees of freedom.
(a) Degrees of freedom for Continuous Galerkin discretization.
(b) Degrees of freedom for p h and v h (i.e., Internal Penalty Discontinuous Galerkin discretization).
(c) Degrees of freedom for λ h which give the global matrix size in the HDG discretization. Figure 2 : Illustration of the degrees of freedom in two dimensions.
We inject the discretized representation in the local problem, that is the two first equations of (29) . We have on each cell, A e U e + C e R e Λ = S e , HDG discretization: local system.
These matrices are defined by testing with respect to each function in the basis of polynomial. The squared matrix A e is defined by
where (·, ·) denotes the inner product (φ 1 , φ 2 ) Ke = Ke φ 1 φ 2 dK e . Here, the index i changes with the line while j changes with the column, both take values from 1 to N (e) dof . The matrix C e and the right-hand side S e are given by
where N face indicates the number of faces for the element (i.e., N face = 4 for tetrahedron). Here, the index k varies with the column and j with the line. In Table 1 , we review the notation and give the dimension of the matrices for numerical implementation.
We proceed similarly with the last two equations of (29), and write for each cell:
The matrices B e and L e are composed of blocks for each face of the cell, such that
The faces of each cell can either be an interior one or a boundary one, that we respectively denote by f I i and f B i . The matrix B e remains the same in all cases: for the face k, we have the matrix (with the number of lines given by the number of degrees of freedom on the faces, see Table 1 )
For the matrix L e , each block is squared with, however, a different definition for interior and boundary faces, such that
We review the quantities in Table 1 .
Remark 2 (Boundary conditions.). If one considers Neumann boundary conditions for (3c), it amounts to taking α = 0 such that there is no more distinction between interior and exterior boundaries in (41) . However, for Dirichlet boundary condition (β = 0), one cannot use formula (41) due to the singularity. In this case, the solution is to consider an identity block for L (f B k ) e , which in turn enforces that the values of the trace is zero.
To assemble the global system, we first replace U e in (38) using (35) , we get,
that we write
Next, we need to sum over all cells, and make use of the transposed of the connectivity matrix R of (34), to convert the local index of the degrees of freedom on the face to their global ones. Therefore, we obtain the global system for the HDG discretization:
Remark 3 (Numerical approximation of the integrals). In the numerical implementations, there are commonly two ways to approximate the value of the integrals that are needed to form the matrices. On the one hand, one can use the quadrature rules for the integration of polynomial functions. On the other hand, one can work with a reference element, that is, find the geometrical transformation from an arbitrary simplex to a regular one, and then explicitly obtain the integral of the polynomials. We believe that the use of quadrature rules is more appropriate, because it is more stable for high order polynomials, and also because it is easier to consider model parameters that vary within the cell (while this cannot be supported with the reference element method). dof , see (36) .
, see (37) .
S e
Right-hand side vector of size (dim + 1) N (e) dof , see (37) .
dof , see (39) and (40) . (39) and (41).
Numerical features
The numerical discretization using HDG follows two layers, with a global and local linear systems to be solved, respectively (35) and (44) . The global linear system is written with respect to the degrees of freedom (dof) of λ h , such that its size is the total number face dof only (dimension of Λ). Therefore, contrary to CG or DG, we avoid the inner cell dof for the global problem, hence reducing the size of the linear system to be solved, upon taking a sufficiently high order (e.g., higher than three in 2D and four in 3D). This is particularly useful for applications such as seismic or helioseismology, where the time-harmonic approach remains overwhelming for large domain. Next, the local systems are a specificity of HDG. While it might appear as an overhead burden compared to other discretization scheme, it is important to note that the local problems (35) are independent by cell. That means it is 'embarrassingly parallelizable', i.e., it does not need any communication between the working processors. In addition, these local systems are usually composed of small matrices, as the size is the number of dof in the current cells. Note also that, similarly to the other methods in the DG-family, we have independent contributions of each cell to the global matrix, which makes it convenient in a parallel implementation.
In addition, the HDG discretization works with the first-order formulation, which means that here, both the scalar pressure field and the vectorial velocity are computed with the same accuracy while the global matrix is only assembled for one, scalar unknown (Λ). This is another advantage of HDG: in the case of other discretizations (such as CG, FD or DG), the global matrix works directly with the fields of interest such that, if one wants to discretize the firstorder formulation, the size of the system contains both the scalar and vectorial unknowns (i.e., in three-dimensions, it means four set of global unknowns instead of one for HDG). As an alternative, one can solve for the scalar unknown only (the pressure field), using the secondorder formulation (9) and then deduce the vectorial velocity. However this means that the numerical approximation for the velocity looses one order of accuracy compared to the pressure, because of the derivative in (3) . Therefore, one would need more advanced techniques to obtain both fields with similar accuracy, while this is natural with the HDG discretization. It has motivated its used in application of inverse problem where both the velocity and the pressure field are employed, e.g., [25] .
Remark 4 (p-adaptivity). Similarly to other discretization method in the DG family, HDG can easily account for different polynomials among the cells. Indeed, one simply has to carefully compute the size of the local matrices. Regarding the edges, it is convenient to take the polynomial order on a face as the maximum order between the corresponding two adjacent cells.
Adjoint-state method for HDG discretization
To perform the iterative minimization for the quantitative reconstruction of the model parameters, the derivative of the misfit functional (11) must be evaluated. For large-scale applications, the adjoint-state method ( [13] ) is the natural choice as it avoids the explicit formation of the Fréchet derivative DF. The method is well-known, e.g., [52, 14, 7, 26] but requires some careful steps in the context of HDG, because we have two levels of discretization (local and global), contrary to the other discretization approaches.
For simplicity in the following, we assume that there is only one source and one frequency for the misfit functional (11) . By linearity, they can be reintroduced later on. Furthermore, we write in the discretized settings,
where R is a restriction operator (linear) that maps the numerical solution to the values at the receivers location. We follow the steps of the adjoint-state method, and first consider the following minimization problem with constraints, min m J (m) , subject to (35) and (38) .
We write the formulation with Lagrangians and explicit the constraints:
Here, ·, · denotes the complex inner product in L 2 such that u, v = u * v, and * is the adjoint. The formulation contains two Lagrange multipliers:γ 1,e that has the same dimension as U e , and γ 2 that has the same dimension as Λ.
The derivative of L with respect to the model parameter is
where we follow [6, Appendix A] for the specificity of the derivative with complex-variables. Upon taking U and Λ solutions of (35) and (38) , we have ∂ m L(κ, ρ,Ũ = U,Λ = Λ,γ 1,e ,γ 2 ) = ∇ m J , for m = κ, ρ .
The adjoint states γ 1,e and γ 2 are then selected such that the differential of the Lagrangian L with respect toŨ andΛ equates zero, that is:
where, because R e is real, R * e = R T e , with T the transposed. For the computation of the adjoint states, we derive the global system by replacing γ 1,e in (50b) by its expression from (50a):
that is,
We recognize on the left-hand side the adjoint of the global problem forward one (44) , where R is only to convert from local to global indexing. Then the local problems verify (50a):
It is crucial that the global problem is the adjoint of the forward (with different right-hand side) to avoid the re-factorization of the matrix. The time (and memory) consuming part in timeharmonic applications is the matrix factorization which, however, allows for the fast resolution of multiple rhs problems. Here, the factorization of the forward problem can be reused, using direct solvers such as Mumps [3, 4] , to compute the gradient avoiding an additional matrix factorization (this is standard with the adjoint-state method for time-harmonic equations). However, we see that the local problems for the forward problem are not similar to the ones for the adjoint-state computation. Therefore, the code must be adapted with the appropriate operations with the matrix B, but it remains cheap thanks to the parallelizability of the local problems, as discussed in Subsection 3.5.
The gradient of the functional is obtained from (48) and (49) , injecting the adjoint states:
In fact, for the Euler's equation, only A depends on the medium parameter if we ignore the Robin boundary conditions which involves ρ (note that in elasticity using the same convention, the matrix C also depends on the medium parameters, [9] ). Upon assuming a piecewise-constant model representation, with one coefficient m e per cell K e , the gradient of a single coefficient is
Compared to the adjoint-state method derived for the usual discretization ( [52, 2] ), the righthand side is not simply made of the residuals (the difference between the observations and the simulations), but includes the discretization matrices A and C, (52) . Furthermore, note that this modification of the rhs is different from the one applied in the forward problem (which uses B, see (44) ). Then the local problem also involves the residuals, and the local matrix B instead of C for the forward problem, see respectively (35) and (53) .
Three-dimensional experiment
In this section, we illustrate the performance of the HDG discretization in the context of iterative reconstruction, and design a three-dimensional synthetic experiments of size 2 × 2 × 1 km 3 . The surface is not flat, with a topography made of two large craters and smaller variations, it is illustrated Figure 3b . Firstly, it is necessary to accurately capture the topography to account for the reflections from the surface, therefore, we require a very fine mesh of the surface, that we illustrate in Figure 3a . In particular, we rely on the software mmg 1 to create meshes, and it allows to fix the surface cells while possibly coarsening or refining the deeper area. Namely, we use different meshes (to generate the data or for the iterations at high-frequency), but we have the guarantee that the surface remains the same. For the numerical implementation of the method, we use a combination of mpi and OpenMP for parallelism while the code is written in Fortran90.
(a) Three-dimensional domain meshed with about 100 000 tetrahedron cells. For the numerical computations, the use of the HDG discretization is appropriate and allow for a flexible framework using p-adaptivity. Indeed, the surface is finely mesh, such that low order polynomials can be used in the area. On the other hand, in the deepest part where the cells are larger, we use higher order polynomials and benefit from the HDG discretization which disregards the inner dof for the global linear system.
In this experiment, the wave speed model contains layers of high-contrast velocities, and vary from 2000 to 5500 m s −1 , it is show in Figure 4 where we extract vertical and horizontal sections for visualization. Per simplicity, we consider a constant density with ρ = 1000 kg m −3 .
Synthetic partial reflection-data
In this experiment, we work with reflection data acquired from the surface only. The receivers are positioned just underneath the surface to measure the pressure field, and follow the topography in a lattice with about 75 m between each receivers, along the x and y directions. In total, it gives 625 receivers. For the data, we consider a set of 100 point-sources (i.e., delta-Dirac function for the right-hand side of (3)) that are independently excited. For each of the sources, the 625 receivers measure the resulting pressure field. The sources are also positioned to follow the topography, at the surface, in a lattice with about 190 m between them, for a total of 100 sources. This further motivates the use of direct solvers which, as mentioned, allow for the fast resolution of all sources once the matrix is factorized. As all the acquisition devices are restricted to the surface area, the partial data available only consist in reflection data, generated from only one sided illumination. We work with synthetic data but include white noise to make our experiments more realistic. The noise is incorporated in the data with a signal-to-noise ratio of 10 dB for each measurements. In addition, the mesh and order of discretization differs between the generation of the data and the inversion procedure. Following the geophysical setup of this experiment, the available frequencies for the reconstruction are limited between 5 and 15 Hz. In particular, the absence of low-frequency content in the data is an unavoidable difficulty of seismic applications [12, 60, 26] .
Iterative reconstruction
We perform the iterative reconstruction using data with frequencies from 5 Hz to 15 Hz. The initial model is pictured in Figure 5 : it consists in a one-dimensional variation (in depth only) where none of the sub-surface layers is initially known and with an inaccurate background velocity.
The search direction for the update of the wave speed model is computed using the nonlinear conjugate gradient method, and only depends on the gradient of the misfit functional, cf. [51] . We perform 30 iterations per frequency, for a total of 300 iterations. The order of the polynomials for the basis functions changes with frequency (increases), while we use two meshes for the iterations: a coarse mesh for the first frequencies, from 5 to 10 Hz, and a more refined one for higher frequencies, to capture more details. None of the two meshes is similar to the one used to generate the data, but we guarantee that the surface cells maintain the same topography. In Figure 6 , we picture the reconstructed wave speed. We observe that the layers with high velocities are appropriately recovered: their positions and the values are accurate, except near the boundaries, due to the limited illumination. On the other hand, the lower values are not retrieved, and remain almost similar to the starting model. This is most likely due to the lack of background information in the starting model, which can only be recovered using low-frequency content in the data, cf. [30, 46, 26] .
Conclusion
We have derived the adjoint-state method for the computation of the gradient of a functional in the framework of the Hybridizable Discontinuous Galerkin discretization. HDG is particularly appropriate for large-scale time-harmonic inverse problems as it reduces the size of the global linear system compared to other discretization methods, and it works with the first-order problem. We have illustrated with the acoustic wave equation, where it gives the computational approximation for the pressure and the velocity fields at the same accuracy. The HDG method relies on two levels, a global system and local ones, which must be carefully addressed to obtain the adjoint-state where the matrix factorization of the forward problem can still be used for the backward problem. HDG allows to easily account for p-adaptivity, which is useful when some part of the mesh must be particularly refined to take into consideration the specificity of the problem, such that the geometry of the parameters or, as we have illustrated in our experiment, with topography. It is now necessary to continue with larger scale media, to investigate if HDG can help to fill the gap between the largest time and frequency-domain problems. Extension to elasticity is straightforward, and requires a few modifications of the steps we have developed. To fully use the HDG method, future works include the consideration of piecewise polynomial model parameters per cell, to allow for larger cell without impacting the resolution of the parameters.
