Abstract. We consider radio networks modeled as directed graphs. In ad hoc radio networks, every node knows only its own label and a linear bound on the size of the network but is unaware of the topology of the network, or even of its own neighborhood. The fastest currently known deterministic broadcasting algorithm working for arbitrary n-node ad hoc radio networks, has running time O(n log 2 n). Our main result is a broadcasting algorithm working in time O(n log n log D) for arbitrary nnode ad hoc radio networks of eccentricity D. The best currently known lower bound on broadcasting time in ad hoc radio networks is Ω(n log D), hence our algorithm is the first to shrink the gap between bounds on broadcasting time in radio networks of arbitrary eccentricity to a logarithmic factor. We also show a broadcasting algorithm working in time O(n log D) for complete layered n-node ad hoc radio networks of eccentricity D. The latter complexity is optimal.
Introduction
A radio network is a collection of transmitter-receiver stations. It is modeled as a directed graph on the set of these stations, refered to as nodes. A directed edge e = (u, v) means that the transmitter of u can reach v. Nodes send messages in synchronous steps (time slots). In every step every node acts either as a transmitter or as a receiver. A node acting as a transmitter sends a message which can potentially reach all of its out-neighbors. A node acting as a receiver in a given step gets a message, if and only if, exactly one of its in-neighbors transmits in this step. The message received in this case is the one that was transmitted. If at least two in-neighbors v and v of u transmit simultaneously in a given step, none of the messages is received by u in this step. In this case we say that a collision occurred at u. It is assumed that the effect at node u of more than one of its in-neighbors transmitting, is the same as that of no in-neighbor transmitting, i.e., a node cannot distinguish a collision from silence.
The goal of broadcasting is to transmit a message from one node of the network, called the source, to all other nodes. Remote nodes get the source message via intermediate nodes, along paths in the network. In order to make broadcasting feasible, we assume that there is a directed path from the source to any node of the network. We study one of the most important and widely investigated performance parameters of a broadcasting algorithm, which is the total time, i.e., the number of steps it uses to inform all the nodes of the network.
We consider deterministic distributed broadcasting in ad hoc radio networks. In such networks, a node does not have any a priori knowledge of the topology of the network, its maximum degree, its eccentricity, nor even of its immediate neighborhood: the only a priori knowledge of a node is its own label and a linear upper bound r on the number of nodes. Labels of all nodes are distinct integers from the interval [0, ..., r]. Broadcasting in ad hoc radio networks was investigated, e.g., in [3, 5, 6, 7, 9, 10, 11, 12, 13, 18] . We use the same definition of running time of a broadcasting algorithm working for ad hoc radio networks, as e.g., in [11] . We say that the algorithm works in time t for networks of a given class, if t is the smallest integer such that the algorithm informs all nodes of any network of this class in at most t steps. We do not suppose the possibility of spontaneous transmissions, i.e., only nodes which already got the source message, are allowed to send messages. Of course, since we are only concerned with upper bounds on broadcasting time, all our results remain valid if spontaneous transmissions are allowed. Indeed, a broadcasting algorithm without spontaneous transmissions can be considered in the model with spontaneous transmissions allowed: such transmissions are simply never used by the algorithm. The format of all messages is the same: a node transmits the source message and the current step number.
We denote by n the number of nodes in the network, by r a linear upper bound on n (r = cn, for some constant c), by D the eccentricity of the network (the maximum length of a shortest directed path from the source to any other node), and by ∆ the maximum in-degree of a node in the network. Among these parameters, only r is known to nodes of the network.
Related Work
In many papers on broadcasting in radio networks (e.g., [1, 2, 14, 17] ), the network is modeled as an undirected graph, which is equivalent to the assumption that the directed graph, which models the network in our scenario, is symmetric. A lot of effort has been devoted to finding good upper and lower bounds on deterministic broadcast time in such radio networks, under the assumption that nodes have full knowledge of the network. In [1] the authors proved the existence of a family of n-node networks of radius 2, for which any broadcast requires time Ω(log 2 n), while in [14] it was proved that broadcasting can be done in time
(Note that for symmetric networks, diameter is of the order of the eccentricity).
As for broadcasting in ad hoc symmetric radio networks, an O(n) algorithm assuming spontaneous transmissions was constructed in [9] and a lower bound Ω(D log n) was shown in [5] , in the case when spontaneous transmissions are precluded.
Deterministic broadcasting in arbitrary directed radio networks was studied, e.g., in [6, 7, 8, 9, 10, 11, 12, 13, 18] . In [8] , a O(D log 2 n)-time broadcasting algorithm was given for all n-node networks of eccentricity D, assuming that nodes know the topology of the network. Other above cited papers studied broadcasting time in ad hoc directed radio networks. The best known lower bound on this time is Ω(n log D), proved in [12] . As for the upper bounds, a series of papers presented increasingly faster algorithms, starting with time O(n 11/6 ), in [9] , then O(n 5/3 log 1/3 n) in [13] , O(n 3/2 √ log n) in [18] , O(n 3/2 ) in [10] , and finally, O(n log 2 n) in [11] , which corresponds to the fastest currently known algorithm, working for ad hoc networks of arbitrary maximum degree. In another approach, broadcasting time is studied for ad hoc radio networks of maximum degree ∆. This work was initiated in [6] , where the authors constructed a broadcasting scheme working in time
networks with eccentricity D and maximum degree ∆. (While the result was stated only for undirected graphs, it is clear that it holds for arbitrary directed graphs, not just symmetric). This result was further investigated, both theoretically and using simulations, in [7, 4] . On the other hand, a protocol working in time O(D∆ log log ∆ n) was constructed in [3] . Finally, an O(D∆ log n log(n/∆)) protocol was described in [12] (for the case when nodes know n but not ∆). If n is also unknown, the algorithm from [12] works in time O(D∆ log a n log(n/∆)), for any a > 1.
Finally, randomized broadcasting in ad hoc radio networks was studied, e.g., in [2, 17] . In [2] , the authors give a simple randomized protocol running in expected time O(D log n + log 2 n). In [17] it was shown that for any randomized broadcast protocol and parameters D and n, there exists an n-node network of eccentricity D, requiring expected time Ω(D log(n/D)) to execute this protocol.
Our Results
The main result of this paper is a deterministic broadcasting algorithm working in time O(n log n log D) for arbitrary n-node ad hoc radio networks of eccentricity D. This improves the best currently known broadcasting time O(n log 2 n) from [11] , e.g., for networks of eccentricity polylogarithmic in size. Also, for D∆ ∈ ω(n), this improves the upper bound O(D∆ log n log(n/∆)) from [12] . The best currently known lower bound on broadcasting time in ad hoc radio networks, is Ω(n log D) [12] , hence our algorithm is the first to shrink the gap between bounds on deterministic broadcasting time for radio networks of arbitrary eccentricity, to a logarithmic factor. Our algorithm is non-constructive, in the same sense as that from [11] . Using the probabilistic method we prove the existence of a combinatorial object, which all nodes use in the execution of the deterministic broadcasting algorithm. (Since we do not count local computations in our time measure, such an object -the same for all nodes -could be found by exhaustive search performed locally by all nodes, without changing our result). It should be noted that a constructive broadcasting protocol working in time O(n 1+o(n) ) was obtained in [15] . We also show a broadcasting algorithm working in time O(n log D) for complete layered n-node ad hoc radio networks of eccentricity D. The latter complexity is optimal, due to the matching lower bound Ω(n log D), proved in [12] for this class of networks, even assuming that nodes know parameters n and D. The best previous upper bound on broadcasting time in complete layered n-node ad hoc radio networks of eccentricity D was O(n log n) [11] . Hence we obtain a gain for the same range of values of D as before.
If nodes do not know any upper bound on the size of the network, the upper bound O(n log 2 n) from [11] remains valid, using a simple doubling technique, which probes possible values of n. In our case, the doubling technique cannot be used directly, since we deal with two unknown parameters, n and D. However, we can modify our algorithm in this case, obtaining running time O(n log n log log n log D), which still beats the time from [11] , e.g., for networks of eccentricity polylogarithmic in size. For D∆ ∈ Ω(n), this also improves the upper bound O(D∆ log a n log(n/∆)), for any a > 1, proved in [12] for the case of unknown n and ∆.
The Broadcasting Algorithm
In this section we show a deterministic broadcasting algorithm working in time O(n log n log D) for arbitrary n-node ad hoc radio networks of eccentricity D. Let r be the linear bound on the size of the ad hoc network. Taking 2 r instead of r, we can assume that log r is a positive integer. The parameter r is known to all nodes. We first show our upper bound under the additional assumption that D is known to all nodes. At the end of this section we show how this assumption can be removed without changing the result. Given a 0-1 matrix T = [T i (v)] i≤t;v≤r , where, t = 3600 · (1 + log r) · r log D, we define the following procedure Procedure Fast-Broadcasting(T ) After receiving the source message and the current step number a(1 + log r) + b, for some parameters a, b such that 0 ≤ b ≤ log r and 0 < a(1 + log r) + b ≤ t, node v waits until step t v = (a + 1)(1 + log r) − 1. among v 1 , . . . , v k . For any path-graph G = (V, E), the graphḠ is the subgraph of G on the same set of nodes, containing the main path and satisfying the condition that for every node v outside the main path, v has exactly one neighbor v l inḠ, where l = max{l : (v, v l ) ∈ E}. By definition, for every path-graph G, the graphḠ is a simple-path-graph.
In general, path-graphs do not satisfy our assumption that there is a directed path from the source v 0 to any other node. Hence, for path-graphs, we modify our model of broadcasting as follows, and call it the adversarial wake-up model. We assume that nodes outside the main path also get the source message, but are woken up by an adaptive adversary in various time-steps not exceeding t. More precisely, the adversary can wake up any node v outside the main path in any step t v ≤ t, providing v with the source message and step number t v . The adversary acts according to some wake-up pattern W m , from the family {W m } m≤M of all possible wake-up patterns. A wake-up pattern is a function assigning to every vertex v outside the main path, a step number t v ≤ t. For every wake-up pattern W m and stage a of Procedure Fast-Broadcasting(T ), we define an integer f a (m) as follows. If node v k has the source message after stage a, we fix f a (m) = k. Otherwise, f a (m) = l, where v l+1 is the last node on the main path which does not have the source message after stage a, but has an inneighbor having the source message after stage a, assuming that the adversary uses pattern W m .
We now describe a high-level outline of the proof of our upper bound. First, using the probabilistic method, we show the existence of a matrix T , such that Procedure Fast-Broadcasting(T ), applied to any simple-path-graph and to any wake-up pattern, delivers the source message to the last node of the main path, in time O(n log n log D). Next, we show that the same is true for any path-graph. Finally, we show that Procedure Fast-Broadcasting(T ) completes broadcasting in all graphs in time O(n log n log D).
Fix an integer a. Suppose thatT i (v) are fixed for all i < (a+1)(1+log r). Our first goal is to show that for a fixed simple-path-graph G, the set {m : f a (m) < f a+1 (m) ≤ k} contains a constant fraction of values {m : f a (m) < k}, for any stage a, with high probability. More precisely, we call stage a + 1 successfull, Proof. The proof will appear in the full version of the paper.
The next lemma implies that the last node of the main path of a simplepath-graph gets the source message by step O(n log n log D) of Algorithm FastBroadcasting, with probability at least 1 − (0.45) n log D . Proof. We consider only substeps of type A. Consider 3600 · n log D consecutive stages, since the beginning of Algorithm Fast-Broadcasting. From Lemma 1, stage a is successful with probability at least 0.1, moreover this probability is at least 0.1 independently of successes in another stages.
Lemma 2. Fix a simple-path-graph G and a wake-up pattern
The probability, that among 3600n log D consecutive stages at most 72D log n are successful is at most
which is at most (0.45) n log D , for sufficiently large n. We used inequalities In order to complete the proof, we show that, if there are at least 72D log n successfull stages by stage a, then {m : f a (m) < k} = ∅. Let a x , for x = 1, . . . , log n, be the first stage after 72D · x successfull stages. It is enough to prove, by induction on x, that |{m : f ax (m) < k}| < n/2
x . For x = 1 this is straightforward. Assume that this inequality is true for x. We show it for x + 1. Suppose the contrary: |{m : 
different simple-path-graphs G with n nodes and eccentricity at most D, for some positive constant α < 1.1. This is because
for any k ≤ D, and consequently
for sufficiently large n (n > 20).
LetT be the random matrix defined previously. By Lemma 2, the probability that Algorithm Fast-Broadcasting working onT delivers the source message to the last node of the main path of G by stage 3600n log D, for all simple-pathgraphs G and all wake-up patterns W m , is at least
where the sum is taken over all simple-path-graphs G with n nodes chosen from r labels, and of eccentricity at most D. Using the probabilistic method we obtain, that there is a matrix T satisfying the lemma. Next, consider D such that log D ≤ 20(1 + c). In this case we consider only substeps of type B. Since D is constant, by step D · r ∈ O(n), every node of the main path will receive the source message by the round-robin argument. This concludes the proof.
For every wake-up pattern W m and step i of Procedure Fast-Broadcasting(T ), we define an integer f i (m) as follows, by analogy to f a (m). If node v k has the source message after step i, we fix f i (m) = k. Otherwise, f i (m) = l, where v l+1 is the last node on the main path which does not have the source message after step i, but has a neighbor having the source message after step i, assuming that the adversary uses pattern W m . Obviously f a (m) = f (a+1)(1+log r)−1 (m). Fix a path-graph G and a matrix T . For any wake-up pattern W m  and any step i, values f i (m) are the same for G and forḠ. Consequently, for  any stage a, values f a (m) are the same for G and forḠ.
Lemma 4.
Proof. The proof will appear in the full version of the paper. Proof. Take the matrix T from Lemma 3. Suppose the contrary: after step 3600n(1+log r) log D, there is a node v without the source message. Consider the subgraph H of G, which contains a shortest directed path v 0 , . . . , v k = v from the source to node v, with all induced edges between nodes of this path, and all those in-neighbors v of nodes v 1 , . . . , v k which received the source message by step 3600n(1 + log r) log D, together with corresponding arcs (v , v l ). By definition, H is a path-graph, and henceH is a simple-path-graph. By Lemma 3 we obtain that v received the source message inH, by step 3600n(1 + log r) log D. (We need to apply Lemma 3 to the wake-up pattern "generated" by Procedure FastBroadcasting(T ) working on G: every node ofH outside the main path is woken up in the adversarial wake-up model in the time step in which it gets the source message for the first time when Procedure Fast-Broadcasting(T ) is executed on G). From Lemma 4 we obtain, that the same is true in H. Since the considered wake-up pattern is generated by Procedure Fast-Broadcasting(T ) working on G, we conclude that v received the source message by step 3600n(1 + log r) log D, when Procedure Fast-Broadcasting(T ) is executed on G. This is a contradiction which concludes the proof.
We conclude this section by observing that the assumption that eccentricity D is known to all nodes can be removed without changing our result. It is enough to apply Algorithm Fast-Broadcasting for parameter r and for eccentricities 2 2 i , for i = 1, ..., log log r . Broadcasting will be completed after the execution of Algorithm Fast-Broadcasting for i = log log D . Total time will be at most 4 times larger than running time of Algorithm Fast-Broadcasting when D is known.
Observe that using only substeps of type B in Procedure Fast-Broadcasting(T ) we can trivially get the estimate O(nD) on broadcasting time. Hence the upper bound from Theorem 1 can be refined to O(n · min{log n log D, D}).
Broadcasting with Unknown Bound on Network Size
In this section we show how our estimate of broadcasting time changes if nodes do not know any parameters of the network: neither its eccentricity D nor any upper bound r on the number of nodes. Denote by AF B(x, y) the execution of Algorithm Fast-Broadcasting for the upper bound x on the size of the network and for eccentricity y, running in time 3600x(1 + log x) log y (it exists by Theorem 1). We construct the following Algorithm Modified-Fast-Broadcasting
The following observations hold: 1. For every n-node graph G with parameters r and D, broadcasting on G is completed by the time when algorithm AF B(2 log r , min{2 log r , 2 2 log log D }) is executed. This happens for i = log r + log log D and l = log log D , either in (1) if log r > 2 log log D , or in (2) otherwise.
ABF (2
3. Fix i. Let l 0 be the largest index l for which AF B(2 i−l , 2 2 l ) is executed in (1). The execution of loop "while" lasts at most
steps. The execution of (2) lasts 3600
steps. The latter inequality follows from the condition 2
4.
The total number of steps till the execution of "repeat" for i = i 0 , is at most
since (2) lasts at most the same time as the last preceding execution of (1).
5.
For any r and D, the total time of Algorithm Modified-Fast-Broadcasting is at most 7200 · 2 log r + log log D +1 · ( log r + log log D ) · log( log r + log log D ) , which is in O(r log r log log r log D) ⊆ O(n log n log log n log D). This proves the following theorem. Similarly as in Section 2, the above upper bound can be refined to O(n · min{log n log log n log D, D}).
Optimal Broadcasting in Complete Layered Networks
In [12] the authors prove a lower bound Ω(n log D) on deterministic broadcasting time on any n-node network of eccentricity D. This is done using complete layered networks. All nodes of such networks can be partitioned into layers L 0 , L 1 ,..., L D where L 0 consists of the source and the set of directed edges is
More precisely, it is shown in [12] that for every deterministic broadcasting algorithm there is a complete layered n-node network of eccentricity D, such that this algorithm requires time Ω(n log D) to perform broadcast on this network. This result holds even when n and D are known to all nodes.
In this section we present a deterministic broadcasting algorithm which works on every complete layered n-node network of eccentricity D in time O(n log D), and thus it is optimal. Hence, any lower bound sharper than Ω(n log D), on broadcasting time in arbitrary radio networks, would have to be established for graphs more complicated than complete layered networks. Our result is also an improvement of the upper bound O(n log n), proved in [11] for n-node complete layered networks.
We use the following definition of an (r, k)-selective family. A family F of subsets of R is called (r, k)-selective, for k ≤ r, if for every subset Z of {1, . . . , r}, such that |Z| ≤ k, there is a set F ∈ F and element z ∈ Z, such that Z ∩F = {z}. 
We used the fact, that
which follows from the inequality between geometric and harmonic averages. Since, for D ≥ 2, the function x · log 
